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Abstract
Supernovae are important probes of cosmology. In 1999, Type Ia Supernovae (SNe
Ia) provided the first evidence for the accelerating expansion of the Universe (Riess
et al., 1998, Perlmutter et al., 1999), and since then there have been many wide-
field SN surveys with the scope of increasing the number of observed SNe, thus
improving the constraints on cosmological parameters. Among these SN surveys,
the Dark Energy Survey (DES) and the planned Large Synoptic Survey Telescope
(LSST) will increase the number of available SNe Ia respectively to ' 3000 and
∼ 105 (possibly ∼ 106) in the coming decade. Weak gravitational lensing effects will
then become important for these new surveys.
Weak gravitational lensing have different effects on the distance modulus mea-
surements of SNe. Firstly, it introduces a non-Gaussian scatter on the distance mod-
uli of SNe Ia, and this effect increases as a function of redshift. The non-Gaussian
weak lensing distribution can also introduce a bias on the cosmological parameter
values recovered by fitting the Hubble diagram. Secondly, it introduces spatial cor-
relations on the magnitudes of close SN pairs, with angular separation of the order of
arcminutes. Weak lensing of SNe can also be used to probe the growth of structures
along the line-of-sight, giving further constraints on cosmological parameters like σ8
and Ωm.
In Chapter 2, we present our results on the fit of the Hubble diagram from the
Jointed Light-curve Analysis sample (JLA, Betoule et al. 2014) including weak lens-
ing and peculiar velocities, the latter introducing an extra dispersion on the distance
modulus measurements of low redshift SNe. We give constraints on the cosmolog-
ical parameters when fitting for the the first four moments of the weak lensing
distribution together with the variance induced by peculiar velocities. We test our
method via numerical simulations and we find Ωm=0.274±0.013 and σ8=0.44+0.63−0.44
when fitting the JLA sample. We also apply the Kernel Density Estimation tech-
nique to reduce the problem of biased estimates of the moments measured on sparse
data sample, and a boot-strap re-sampling method when computing the covariance
between the moments.
In Chapter 3 we propose to measure the two-point magnitude correlation function
from SN data and compare such measurements to theoretical expectations. As
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available data sample appear to be insufficient to detect this weak correlation (we
report a tentative detection with the JLA sample), we predict measurements with
current (DES) and future (LSST) SN surveys, finding that the LSST should be able
to detect such correlations at 6σ level of confidence (15,000 SNe over 70 deg2 and
assuming an intrinsic scatter of 0.15 magnitudes). DES (deep field) is expected to
detect a cross-correlation between the Hubble residuals and the foreground galaxies
at ' 12σ (integrated up to 9 arcminutes of separation and assuming an intrinsic
scatter of 0.15 magnitudes), taking advantage of the higher galaxy density on the sky,
while LSST should detect the same cross-correlation with signal-to-noise & 100. We
also give forecasts on cosmological parameters when fitting Ωm and σ8 from the two-
point magnitude auto-correlation function, i.e. we can achieve a 25% measurement
of σ8 from LSST (assuming 0.15 magnitudes of intrinsic scatter and applying a
Gaussian prior on the matter density parameter).
In Chapter 4, we investigate Type Ic Superluminous Supernovae (SLSNe Ic) as
a new class of potential standard candles, which appear to be standardisable in
their peak magnitudes with a scatter of only 0.2 – 0.3 magnitudes. Moreover, their
exceptional peak magnitude (up to 100 times brighter than SNe Ia) allows them
to be discovered to redshift ∼ 3, shedding new light on the deceleration epoch of
the Universe. We give predictions for SLSN Ic redshift distribution within present
(DES and SUDSS, which are expected to find ' 15 and ' 75 SLSNe respectively)
and future surveys (LSST and Euclid, which should increase the available SLSNe to
' 10, 000 and ' 300 respectively, the latter up to redshift ' 4). We construct sim-
ulated Hubble diagrams for SLSNe Ic, spanning the likely values of intrinsic scatter
for these sources (' 0.15 − 0.25 magnitudes), and fit the Hubble diagrams to infer
cosmological constraints. We find that the addition of ' 75 SLSNe from SUDSS to
the 3800 SNe Ia from DES can improve the constraints on w (the dark energy state
parameter) and Ωm by ' 20% (assuming a flat wCDM universe). Moreover, the
combination of DES SNe Ia and 10,000 LSST SLSNe can measure Ωm and w to 2%
and 4% respectively. When considering temporal variations in w(a), we find possible
uncertainties of 2%, 5% and 0.14 on Ωm, w0 and wa respectively, from the combi-
nation of DES SNe Ia, LSST SLSNe and Planck Cosmic Microwave Background
temperature power spectrum. We find that SLSNe from Euclid can constrain the
matter density parameter to 10%, and can help constraining the equation-of-state
parameters w0 and wa. All these surveys will also improve the knowledge about
SLSN astrophysics, their progenitors and possible classification into sub-classes.
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Chapter 1
Introduction
This introduction provides the necessary background for a thesis based on the weak
gravitational lensing of distant supernovae. This chapter begins with an overview
of standard cosmology (Section 1.1), followed by a discussion of supernovae and
why they can be used as “standard candles” (Section 1.2). Section 1.3 presents key
gravitational lensing theory.
Throughout this work, we adopt the Greek indices to run over the components
0 to 3 and Latin indices to run on the spatial part of the metric tensor (and related
equations), 1 to 3. The signature of the metric tensor will be (+,−,−,−). The dot
sign indicates here (and throughout the thesis) the derivation with respect to time t.
Moreover, we make use of the convention of the implicit sum over repeated indices,
e.g. xµxµ ≡
∑3
µ=0(x
µ)2. Not to create ambiguity, within this chapter we will also
use the convention that cosmological parameters with the subscript 0 are considered
as calculated at the present epoch. This convention is limited to this chapter.
When appropriate, we assume a fiducial flat ΛCDM cosmology, with the matter
and vacuum density of Ωm,0 = 1 − ΩΛ,0 = 0.3 (including the contribute of baryons
Ωb,0 = 0.044), H0 = 68 km s−1 Mpc−1, σ8 = 0.79 and the spectral index ns = 0.96
(as consistent with Planck cosmological analysis Planck Collaboration et al. 2014).
We refer to Weinberg (2008) and Bartelmann and Schneider (2001) for Section 1.1.
1.1 The Standard Model of Cosmology
1.1.1 Homogeneity and isotropy
Cosmology is the scientific discipline which aims to describe the Universe and the
physical properties that govern its formation and evolution. Decades of observations
have shown us that our Universe is composed of different structures at different
scales, e.g. stars congregate to form galaxies, and galaxies to form large groups and
clusters. Hence the Universe appears far from being homogeneous, containing high
1
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density regions and voids.
Nevertheless, two observations show us that on sufficiently large scales the Uni-
verse appears to be isotropic. The first is the galaxy distributions around us on
scales larger than1 100 Mpc, while the second is the Cosmic Microwave Background
(CMB), which shows temperature fluctuations of the order of 10−5. Hence we can
affirm that (on average) the Universe around us is isotropic, but how can we apply
our results to any other part of the Universe? The problem is that we cannot di-
rectly test homogeneity because we observe towards the past light-cone and not on
spatial surfaces intersecting it (Maartens, 2011). To link isotropy to homogeneity
we need an assumption, usually dubbed as the “Copernican Principle”, which states
that we (as observer) do not live in a special location of the Universe. This ensures
that an observer living in a different location of the Universe will agree about our
conclusions of isotropy. The combination of observational evidences for isotropy and
the Copernican Principle lead to homogeneity.
Observational evidence (see Maartens 2011 for a detailed discussion) and the
Copernican Principle allow us to treat the evolution of the background Universe as
a homogeneous and isotropic fluid. These hypotheses are often encapsulated in what
is known as the “Cosmological Principle”, which states that viewed on a sufficiently
large scale, the properties of the Universe are the same for all observers at each fixed
epoch. This will be the basis for the theoretical framework described in the next
sections.
1.1.2 The Friedmann-Robertson-Walker metric
We now focus on the constraints that homogeneity and isotropy put on the metric of
the space-time. First, we start considering a generic metric tensor, gµν . Two events
differing by dxµ will be separated by ds such that
ds2 = gµνdx
µdxν . (1.1)
If we now consider an event comoving with the observer (then dxi = 0), the line
element will reduce to ds2 = g00dt2. By also requiring that the proper time measured
by the observer is equal to the cosmic time, we find that g00 = c2. Isotropy requires
that all the time-space components of the metric g0i must be zero, in order not to
have any preferential direction in the space-time. Then, the line element will reduce
to
ds2 = c2dt2 + gijdx
idxj, (1.2)
1One parsec is the distance at which we have to put a ruler 1 AU long (AU is the astronomical
unit, ∼ 150 millions of kilometres) to see it under an angle of 1 arcsecond.
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where the gij are the space-space components of the metric tensor. Isotropy also
implies that the time dependency of the spatial part of the metric has to act evenly
on all the components. Otherwise, the expansion (or contraction) would identify
preferential directions in space, violating the hypothesis of isotropy. This can be
formally written as
ds2 = c2dt2 − a2(t)dl2, (1.3)
where a = a(t) is the scale factor, function of time, and dl is the line element
of a homogeneous and isotropic three dimensional space. Homogeneity ensures an
arbitrary choice of the coordinate origin, while isotropy allows us to write the spatial
part in terms of two angles, θ and φ, and a radial coordinate χ. A general form of
the metric (called the Friedmann-Robertson-Walker metric) is then
ds2 = c2dt2 − a2(t) [dχ2 + f 2K(χ)dω2] (1.4)
where dω2 = dθ2+sin2 θdφ2 and fK(χ) (due to homogeneity) can be either a trigono-
metric, linear or hyperbolic function of χ, depending on whether the curvature K is
positive, null or negative. Specifically,
fK(χ) =

K−
1
2 sin
(
K
1
2χ
)
if K > 0
χ if K = 0
(−K)− 12 sinh
[
(−K) 12 χ
]
if K < 0
(1.5)
An alternative form of the FRWmetric can be found by re-arranging the coordinates,
ds2 = c2dt2 − a2(t)
[
dr2
1− kr2 + r
2dω2
]
, (1.6)
where k is the sign of the curvature and can assume only the values 0, ±1.
In both forms of the FRW line element (Eq. 1.4 and 1.6), the spatial part of the
metric tensor depends on time via a(t), which acts as a stretch factor resulting in
the spatial part to homogeneously contract or expand with time.
1.1.3 Conformal time and redshift
The line element of Eq. 1.4 can be also written in the following form
ds2 = a2(η)
[
dη2 − (dχ2 + f 2K(χ)dω2)] , (1.7)
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known as the “conformal gauge”. We define the conformal time as
dη =
cdt
a(t)
. (1.8)
We notice that, for a radially moving light ray, we can then write dη = ±dχ.
We now consider an observer O (with χ = 0) and a source S at χ = χe, the
latter emitting two signals at (conformal) time ηe and ηe + dηe. The observer will
receive the signals at ηo and ηo + dηo. Since in the conformal gauge dηo = dηe, we
can then write
cdto
a(to)
=
cdte
a(te)
. (1.9)
If now the time intervals dt are considered as periods of an electromagnetic wave,
its frequency will be ν ∝ 1/dt and then
νe
νo
=
a(to)
a(te)
, (1.10)
while in terms of the wavelengths we will find
λe
λo
=
a(te)
a(to)
. (1.11)
Hence, the observed wavelength λo will be equal to the product of the emitted
wavelength and the ratio of the scale factors, a(to)
a(te)
. This example leads us to the
definition of redshift z, in terms of the emitted and observed wavelength,
z =
λo − λe
λe
=
λo
λe
− 1 = a(to)
a(te)
− 1. (1.12)
1.1.4 The Hubble law
In 1929, Edwin Hubble published his historic work titled “A relation between dis-
tance and radial velocity among extra-galactic nubulae”, (Hubble 1929). Hubble had
discovered a linear relation between the radial velocity of 46 galaxies2 (the radial ve-
locities were measured via redshift, z ' v/c for v  c) and their distance, inferred
via independent methods (e.g. using the period-luminosity relation for Cepheids
variable stars). The most distant galaxies appear to be moving away from us with
higher velocities (see Figure 1.1 from the original publication).
The distance-redshift relation observed by Hubble can be obtained by considering
the expression for the comoving distance D(z) = (c/H0)
∫ z
0
E−1(z) (see dedicated
2Galaxies were known as “nebulae” at the time
Introduction 5
Figure 1.1 – Original plot from Hubble (1929), showing the velocity-distance relation
of 24 galaxies of which an independent measurement of distance was available at the
time, fitted as single objects (black dots, full line) or combined in sub-groups (empty
circles, dashed line). The cross is the data-point calculated from the 22 galaxies without
an independent distance estimate. We can notice that the angular coefficient of the
regression lines (nowadays known as the Hubble constant) is ∼ 500 Km/s/Mpc.
section for further details), and considering the limit for z  1. We find
D(z) ' cz
H0
, (1.13)
and v ' H0 D (known as the “Hubble law”, see Figure 1.1).
A more formal derivation takes into consideration the line element for the FRW
metric of Eq. 1.6 and a light ray (then ds2 = 0) moving towards us with a radial
trajectory, for which dω2 = 0. We then find the following relation,
c2dt2
a2(t)
=
dr2
1− kr2 . (1.14)
As will be discussed in 1.1.9, the quantity cdt (with the minus sign) is called the
“proper distance”, and can be written as
Dprop(r, t) = a(t)
∫ r
0
dr′√
1− kr′2 = a(t)fk(r) (1.15)
where fk(r) = {arcsin(r), r, arcsinh(r)} when k = {+1, 0,−1} respectively. We now
differentiate Dprop(r, t) with respect to t, and find
dDprop
dt
= a˙(t)fk(r) = H(t)Dprop(r, t), (1.16)
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where we have defined
H(t) =
a˙
a
, (1.17)
known as the “Hubble parameter”. We can think at the time derivative of the proper
distance as a recession velocity (vr), which linearly depends on the distance itself
and the Hubble parameter. At t = t0, we find vr(r, t0) = H0Dprop(r, t0). The
Hubble parameter at t = 0 is known as the “Hubble constant”. Historically, H0
was a very important parameter but poorly constrained, with a value somewhere
between 50 and 100 Km/s/Mpc. For this reason, the Hubble parameter is still
usually parametrised in terms of h = H0/100, and its value is often left unexpressed
in the equations. Recent measurements from the Planck satellite suggest a value of
H0 = 67.4 ± 1.4 Km/s/Mpc (Planck Collaboration et al., 2014), though different
probes suggest a possible tension with Planck’s measurement (e.g. Riess et al. 2011).
1.1.5 The Friedmann’s equations
The Einstein’s field equation (Eq. 1.18) links the mass-energy distribution to the
geometry of space-time,
Rµν − 1
2
Rgµν =
8piG
c4
Tµν + Λgµν . (1.18)
The left-hand-side (l.h.s.) of Einstein’s equation contains the Ricci tensor, Rµν ,
defined as
Rµν = ∂αΓ
α
µν − ∂νΓαµα + ΓαβαΓβµν − ΓαβνΓβµα, (1.19)
where we have used the Christoffel symbols
Γµαβ =
1
2
gµν
[
∂gαν
∂xβ
+
∂gβν
∂xα
− ∂gαβ
∂xν
]
, (1.20)
the Ricci scalar R = Rµµ and the metric tensor gµν . The right-hand-side (r.h.s.)
of Eq. 1.18 is composed by the energy-momentum tensor, describing the energetic
content of the space-time, and a term proportional to the metric tensor via Λ,
known as the “cosmological constant” (see below). G is the gravitational constant,
G ' 6.67 · 10−11Nm2/Kg2. For a perfect fluid, Tµν is
Tµν = (p+ ρc
2)uµuν − pgµν , (1.21)
where p and ρ are the pressure and the density respectively, and uµ is the four-
velocity vector.
In a cosmological context, by combining the metric tensor defined in Eq. 1.6,
the Einstein’s field equation (Eq. 1.18) and energy-momentum tensor (Eq. 1.21),
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we obtain the Friedmann’s equations(
a˙
a
)2
=
8piG
3
ρ− kc
2
a2
+
Λc2
3
(1.22)
a¨
a
= −4piG
3
(
ρ+
3p
c2
)
+
Λc2
3
, (1.23)
which describe the dynamics of a homogeneous and isotropic Universe. By combin-
ing Eq. 1.22 and Eq. 1.23 we find the continuity equation
ρ˙+ 3
a˙
a
(
ρ+
p
c2
)
= 0. (1.24)
We can also notice from Eq. 1.23 that a static solution is not permitted without
the Λ-term. In fact, if we set Λ = 0 and a¨ = 0 (for a static universe), we find the
condition
(
ρ+ 3p
c2
)
a = 0 which can never be satisfied, because both p and ρ are
non-negative quantities for matter and radiation. Historically, before Hubble’s ob-
servations, the cosmological constant term was introduced in order to allow a static
solution, and rejected once the expansion of the Universe was proved. Nowadays,
the cosmological constant is one of the possible explainations for the accelerated ex-
pansion of the Universe, evidenced by Type Ia Supernova observations (see Section
1.2.3).
1.1.6 The state equation
The link between the pressure p and the energy density ρc2 is described by the state
equation, often expressed by the following relation
p = wρc2, (1.25)
where w is the state parameter. Different energy components of the Universe can
be expressed by setting different values for w. Specifically, the case with w = 0
describes components with negligible pressure, as ordinary matter. The w = 1
3
case allows to parameterise a relativistic fluid, for example a photon gas, while a
component with w = −1 has negative pressure. This is the case of the cosmological
constant.
Once the value of w is fixed to a constant, we can express the density ρ as a
function of the scale factor a by writing (via Eq. 1.24)
ρw(a) = ρw,0
(
a
a0
)−3(1+w)
, (1.26)
where all the quantities with subscript 0 are computed for t = 0. By using the
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last equation, we find that ρm = ρm,0 (1 + z)
3 for ordinary pressureless matter,
ρr = ρr,0 (1 + z)
4 for radiation, and ρΛ = ρΛ,0 = const. for the cosmological constant.
We can also generalise this approach by considering a time-dependent state pa-
rameter, w = w(a). The continuity equation (Eq. 1.24) can be written as (by
replacing p via Eq. 1.25)
dρ
ρ
= −3(1 + w)da
a
(1.27)
where, in general, w = w(a). Then we can solve the integral by variable separation,
finding
ρ(a) = ρ0 exp
[
3
∫ a0
a
(1 + w(a)) d ln a
]
. (1.28)
For example, considering a generic component X with state parameter w = w0 +
wa(1− a) we obtain
ρX(a) = ρX,0
(a0
a
)3(1+w0+wa)
exp [−3wa (a0 − a)] . (1.29)
1.1.7 The density parameters
The density of the Universe is one of the fundamental parameters of the Friedmann’s
equations. Considering a spatially flat Universe (i.e. k = 0 in Eq. 1.22) and fixing
a null value for Λ, the corresponding density is defined as the critical density,
ρcr =
3H2
8piG
. (1.30)
We also notice that it is a time-dependent quantity, via H = H(t). By re-defining
the Hubble constant H0 = H(t0) to be H0 = 100 h km s−1 Mpc−1, the critical
density results
ρcr,0 = 1.88 · 10−29h2 g cm−3. (1.31)
One of the most common and concise ways to express energy densities (regardless
the value of the state parameter w) is by dividing the energy density ρ by the critical
density. This operation defines the generic density parameter
Ωw =
ρw
ρcr
. (1.32)
Further discussion is needed for the cosmological constant. In Eq. 1.18 the
energy-momentum tensor and the Λ-term are separated. In order to combine them,
we can define
T˜µν = Tµν +
Λc4
8piG
gµν = (p˜+ ρ˜c
2)uµuν − p˜gµν , (1.33)
where p˜ = p − Λc4
8piG
and ρ˜ = ρ + Λc2
8piG
= ρ + ρΛ. The density parameter for the
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cosmological constant is then
ΩΛ =
ρΛ
ρcr
=
Λc2
3H2
. (1.34)
A useful relation linking k and
Ω = Ωr + Ωm + ΩΛ (1.35)
can be found by re-arranging Eq. 1.22, leading to
kc2
a2
= H2 [Ω− 1] . (1.36)
This equation is valid at each fixed epoch, and by evaluating it at t = t0 we find
kc2
a20
= H20 [Ω0 − 1] , (1.37)
from which we notice that k and Ω0 − 1 have the same sign (being all the other
quantities positive). Hence, the value of Ω0 is directly related to the spatial curva-
ture.
1.1.8 Evolution of the Hubble parameter
The Hubble parameter H = H(a) is often used to describe the time-evolution of
the background. A general expression for its dependency on the scale factor can be
obtained by considering Eq. 1.22, dividing it by a20 and replacing
kc2
a20
with Eq. 1.37
H2(a) = H20
(a0
a
)2 [∑
w
Ωw,0
(a0
a
)1+3w
+
(
1−
∑
w
Ωw,0
)]
, (1.38)
where the sum extends on all the energy components within the cosmological model
of interest. The last equation turns into
H2(z) = H20
[
Ωr,0 (1 + z)
4 + Ωm,0 (1 + z)
3 + ΩΛ,0 + (1− Ω) (1 + z)2
]
(1.39)
when we make explicit the actual constituents of the Universe. The Hubble param-
eter can also be written as H(z) = H0E(z), with
E(z) =
[
Ωr,0 (1 + z)
4 + Ωm,0 (1 + z)
3 + ΩΛ,0 + (1− Ω) (1 + z)2
] 1
2 . (1.40)
The evolution of the density parameter Ω is described by the following equation
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(obtained dividing Eq. 1.36 by Eq. 1.37 and using Eq. 1.39)
Ω− 1 = Ω0 − 1[
Ωr,0 (1 + z)
2 + Ωm,0 (1 + z) + ΩΛ,0 (1 + z)
−2 + (1− Ω)] . (1.41)
An important consequence of Eq. 1.41 is the fact that Ω − 1 does not change sign
with z, being the denominator a positive quantity.
1.1.9 Distances in Cosmology
Within this section, we consider the metric given in Eq. 1.4 and we define an
observer O and a source S located respectively at ao = a(zo) and ae = a(ze), with
zo < ze (and then ao > ae).
Proper distance We define the proper distance Dprop as the distance measured
by the travel time of a light ray emitted by S and received by O. By using dDprop =
−cdt (where the minus sign is due to the fact that distances increase away from
the observer, while time and scale factor increase towards the observer) and the
definition of Hubble parameter we find
Dprop(zo, ze) =
c
H0
∫ a(zo)
a(ze)
da
aE(a)
. (1.42)
Comoving distance The comoving distance Dcom is the distance measured by O
from S, both comoving with the cosmic flow. The comoving distance can be defined
in terms of the proper distance, by using dDprop = a · dDcom,
Dcom(zo, ze) =
c
H0
∫ a(zo)
a(ze)
da
a2E(a)
. (1.43)
Due to our choice of coordinates in Eq. 1.4, it follows also that Dcom(zo, ze) =
χ(zo, ze). We will adopt the symbol χ to indicate the comoving distance.
Angular diameter distance We now consider an extended source of area δA at
S observed by O under the solid angle δΩ. In analogy with geometry in a Euclidean
space, we define the angular diameter distance as
D2ang =
δA
δΩ
. (1.44)
In a FRW metric, we then write
δA
4pia2(ze)f 2K [χ(zo, ze)]
=
δΩ
4pi
, (1.45)
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and the angular diameter distance results
Dang(zo, ze) = a(ze)fK [Dcom(zo, ze)]. (1.46)
Luminosity distance To define the luminosity distance we make use of the rela-
tion in the Euclidean space between the flux of a source with luminosity L0 located
at distance d, f = L0/(4pid2). When applying this relation to a FRW metric, we re-
place the generic distance to the source d with the luminosity distance Dlum, finding
the flux
f =
L0
4pi
[
a(zo)
a(ze)
]4
D2ang(zo, ze)
, (1.47)
and hence a luminosity distance
Dlum(zo, ze) =
[
a(zo)
a(ze)
]2
Dang(zo, ze). (1.48)
In Eq. 1.47, two of the four factors
[
a(zo)
a(ze)
]
are due to the expansion growth of the
area of the sphere on which we measure the flux, while the last two factors
[
a(zo)
a(ze)
]
are respectively due to redshift and time dilation.
We conclude this section by showing how the luminosity distance depends on
cosmological parameters, as this formula will be applied several times within this
work. By using Eq. 1.48 and Eq. 1.46, and also considering a flat ΛCDM universe
(hence fK [Dcom] ≡ Dcom) and E(z) = [Ωm(1 + z)3 + (1− Ωm)] 12 we can write
Dlum(z) = (1 + z)
c
H0
∫ z
0
dz
[Ωm(1 + z)3 + (1− Ωm)] 12
. (1.49)
1.1.10 Statistics of the density field
The standard model of cosmic structure formation is based on the hypothesis that
the structures we see today have grown from initial small perturbations via grav-
itational instability. The initial seeds are possibly due to quantum fluctuations at
some very early stage of the Universe and have grown significantly during a phase
of inflation (Guth 1981, see Weinberg 2008 for a general introduction). Within this
model, the initial fluctuations are considered uncorrelated and their amplitude dis-
tribution Gaussian. We will refer to Bartelmann and Schneider 2001 and Mo et al.
2010 and, for simplicity, we will assume a0 = 1.
We start considering the perturbations in the matter density field ρ(x, a) at some
Introduction 12
position x and time t(a), and we define the density contrast δ as
δ(x, a) =
ρ(x, a)− ρ¯(a)
ρ¯(a)
, (1.50)
where the average cosmic density (related to the background) is ρ¯(a) = ρm,0 a−3.
As long as δ  1, we can treat the perturbations as small with respect to the
homogeneous and isotropic background density, and we can then apply a linear
theory to describe their evolution.
Within the hypothesis of linearity, the density contrast is known to grow as
δ ∝ an−2, where n = 3 for the matter-dominated era. This scaling relation is valid
within the Einstein-De Sitter (EdS) limit (where the expansion is driven by one
dominant form of energy with critical density). We also define aeq as the scale factor
at the radiation-matter equivalence. The EdS limit fails at late-time (a aeq), when
Ωm(a) 6= 1 (and ΩΛ 6= 0), as well as for a ' aeq, when Ωr ' Ωm . In this case, a
good approximation of the density contrast is δ(a) = δ0D(a), where δ0 is the density
contrast extrapolated to present epoch via linear theory and D(a) is the growth
factor (see fitting formula by Carroll et al. 1992 and discussion below).
A simple reasoning, making use of the scaling relations illustrated above, is one
of the strongest arguments in favour of the existence of a dark matter component
(i.e. weakly interactive) in the Universe. In fact, the CMB, which had originated at
the epoch of recombination, aric ' 10−3 > aeq, has shown temperature fluctuations
of the order of 10−5. Then, by letting these perturbations evolve during the matter-
dominated epoch, we find that δnow = δric/aric ' 10−2. Today we should then expect
fluctuations δ ∼ 10−2, but we clearly observe structures with δ  1 (e.g. galaxies).
This problem can be solved by considering the existence of an additional component
that only couples via weak interactions and whose fluctuations can start to grow as
soon as they decouple from the cosmic plasma. In this case, δ could reach the values
we observe today.
An important concept when studying the linear evolution of structures is the size
of causally connected regions in the Universe, or horizon size, and which is given by
the distance by which a photon can travel from the Big Bang. By assuming that
the appropriate time scale is H−1(a), we define the horizon size as
dH(a) =
c
H(a)
, (1.51)
while the comoving horizon size is given by
dH,com(a) =
c
aH(a)
. (1.52)
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Figure 1.2 – A linear perturbation which enters the horizon during the radiation-
dominated epoch does not grow until the radiation-matter equivalence. At the point,
we can read out of the figure that the perturbation has been suppressed by a factor
fsup = (aenter/aeq)
2. Credits: Bartelmann and Schneider (2001).
By decomposing the density contrast into Fourier modes, we can identify each
Fourier mode by the comoving wavelength λ or the wave number κ ∝ 1/λ, in al-
ternative. A particular perturbation is said to enter the horizon when its comoving
wavelength equals the comoving horizon size, λ = dH,com(a) (e.g. the perturbation
will enter the horizon before radiation-matter equivalence if λ < dH,com(aeq)). More-
over, during the radiation dominated era, the expansion time-scale texp = H−1 is
faster than the dark matter free-fall time (which is the time scale of collapse). Hence,
during the radiation dominated era, the fast expansion prevents dark matter pertur-
bations from collapsing. This suppression of growth is restricted to perturbations
within the horizon, while the ones with λ > dH,com(a) (with a < aeq) are unaffected.
The horizon scale at the epoch of equivalence is then an important physical scale
when studying the growth of cosmic structures.
More quantitatively, a perturbation entering the horizon before the equivalence
(aenter < aeq) will be prevented from growing until it enters the matter-dominated
era. The density contrast on super-horizon scales during radiation dominated epoch
grows as δ ∝ a2, when working in the comoving-synchronous gauge. Then, when
the perturbation starts to grow for a > aeq (δ ∝ a), its amplitude has been reduced
by a factor fsup = (aenter/aeq)2 (see Figure 1.2). In the EdS regime, the Hubble
parameter is H(a) ∝ a−2 for a  aeq and H(a) ∝ a−3/2 when aeq  a  1. From
these scaling relations, and applying the definition of comoving horizon size (Eq.
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1.52), the comoving wavelength λ is related to aenter via λ ∝ aenter for a aeq, and
λ ∝ a1/2enter when aeq  a  1. By means of the scaling relations and definitions
given above, we can define the factor fsup as a function of k as (see Mo et al. 2010
for a similar discussion)
fsup(k) ∝
1 for k  keq( k
keq
)−2
for k  keq
. (1.53)
By assuming that the density fluctuations δ(x) are Gaussian, we obtain that
they are completely defined by the power spectrum Pδ(k),
〈δ(k)δ∗(k′)〉 = (2pi)3δD(k− k′)Pδ(k), (1.54)
where we used the Fourier transform δ(k) =
∫
d3xδ(x) exp(−ik ·x)). By considering
the initial (untranferred) power spectrum to be scale-invariant, Pi ∝ k, and applying
the factor fsup we can write
Pδ(k) ∝ Pi(k)f 2sup(k), (1.55)
(where the exponent of fsup is due to the proportionality Pδ ∝ δ2), finding (Mo
et al., 2010)
Pδ(k) ∝
k for k  keqk−3 for k  keq , (1.56)
where keq = d−1H,com(aeq). These scaling relations can be verified on the linear power
spectrum of Figure 1.3.
A more general expression for the linear matter power spectrum is the following
formula,
Pδ(k) = Ak
nsT 2(k)D2(a), (1.57)
where A is a normalisation constant (see below), kns is the initial power spectrum
(ns is called ”spectral index“, e.g. ns ' 0.96), D(a) is the growth rate of density
perturbations and it is usually normalised to 1 at the present epoch (e.g. Carroll
et al. 1992 for references and a fitting function). T (k) is the transfer function, and
it describes the evolution of perturbations as they enter the horizon (also smoothing
the transition between the two power laws of Eq. 1.56). It is usually defined as the
quantity by which (at a certain k) a linear fluctuation is enhanced or suppressed
with respect to a perturbation on a very large scale,
T (k) =
δ(k, a = 1) δ(0, a = 0)
δ(k, a = 0) δ(0, a = 1)
, (1.58)
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Figure 1.3 – Comparison between linear e non-linear power spectrum, computed within
a flat ΛCDM model, with Ωm,0 = 1 − ΩΛ,0 = 0.3, σ8 = 0.79, ns = 0.96, h = 0.68 and
Ωb,0 = 0.044. The linear power spectrum (full line) has been computed via Eq. 1.57,
while the non linear (dotted line) corrections applied have been computed following
Smith et al. (2003) with the new fitting parameters by Takahashi et al. (2012). The
transfer function is from Eisenstein and Hu (1999) and the growth rate is from Carroll
et al. (1992).
and T (k) → 1 when k → 0. The transfer function can be very complicated, as it
accounts for all the different components of the Universe (dark matter, baryons and
neutrinos). Fitting functions for T (k) are available in the literature, e.g. Bardeen
et al. (1986) and Eisenstein and Hu (1999).
The normalisation of the matter power spectrum Pδ is commonly defined by
fixing the parameter σ8 (defined as the variance of the density fluctuations δ on
R = 8h−1 Mpc scale)
σ2R =
1
2pi2
∫ ∞
0
W 2(kR)P (k)k2dk, (1.59)
where W (kR) is the top-hat window function
W (kR) =
3[sin(kR)− kR cos(kR)]
(kR)3
. (1.60)
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The discussion presented so far is valid in the linear regime, when δ  1. This
hypothesis is no longer valid at late stages of evolution and on small scales, when
density perturbations start to grow non linearly and different Fourier modes interact.
The non-linear evolution of the matter power spectrum is complicated and a full
discussion is beyond the scope of this thesis. Many authors have published fitting
formulae for the non-linear corrections to the matter power spectrum, starting from
a linear power spectrum (e.g. Peacock and Dodds 1996, Smith et al. 2003). These
are based on the ansatz that the two-point correlation functions of the density field
(of which the power spectrum is the Fourier transformation) in the linear a non-
linear regimes are related by a general scaling function (Hamilton et al., 1991). This
scaling function was investigated e.g. by Peacock and Dodds (1996), as a function of
scales and cosmological parameters, by using a large array of numerical simulations.
The authors used the Adaptive Particle-Particle Particle Mesh code by Couchman
(1991), which compute the gravitational forces on large scale by solving the Poisson
equation (see below) on a mesh, while it computes the exact pairwise forces for
neighbouring particles.
As example of non-linear corrections, we show in Figure 1.3 a comparison between
a linear matter power spectrum and a power spectrum where non-linear corrections
have been applied, following Smith et al. (2003). We can notice that the two power
spectra overlap at large scales (small values of k), but there are significant differences
at small scales, where the non-linear corrections have enhanced the power for k & 1
h Mpc−1.
1.2 Supernova cosmology
In this section we provide an overview of SN cosmology. We refer to Cappellaro and
Turatto (2001) and Coelho et al. (2015) for the introduction. When introducing the
Hubble diagram fit, we refer to Betoule et al. (2014), as one of the latest analysis
available (Jointed Light-curve Analysis, hereafter JLA). This publication will be of
importance for this thesis, as we will search for weak gravitational lensing signatures
within the JLA sample in Chapter 2 and Chapter 3.
In Section 1.2.1 we will introduce supernovae as astrophysical objects and their
classification into different types. Section 1.2.2 will be dedicated to the concepts
of flux and magnitude, while in Section 1.2.3 we will discuss SNe Ia as standard
candles, illustrating their standardisation. Section 1.2.4 is dedicated to the detailed
discussion of the Hubble diagram fitting.
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1.2.1 Supernovae: classification and progenitors
A Supernova (SN, plural supernovae SNe), is the explosion of a star at its final
stage of life or as a result of its interaction with a companion star. The explosion
increases the luminosity of the star, which reaches a peak value comparable to the
host galaxy luminosity, for a limited amount of time (typically months). Being
luminous transient objects (i.e. their brightness changes as a function of time) they
were given the name of supernovae, from the Latin name of those extremely luminous
objects (novae) which would be observed appearing (and quickly disappearing) in
the sky by ancient astronomers. The word ”supernova“ was used for the first time
by Baade and Zwicky (1934), while the first recorded SN event was likely observed
by Chinese astronomers in 185 AD.
Historically, supernovae are divided into two classes (Type I and Type II), de-
pending on whether or not the star shows hydrogen emission lines in the spectrum.
The SN classification has sub-classes, depending both on the presence or absence of
certain lines in their spectra and the shape of the light-curves (for light-curve we
generally mean the luminosity of the star as a function of time). We now present a
summary of modern SN classification (see Cappellaro and Turatto 2001):
• SNe I show no hydrogen emission lines in their spectra and are divided into
the following sub-classes:
– SNe Ia show a strong silicon absorption feature (SiII, λ = 6150 Å).
– SNe Ib do not show silicon lines, but they show the HeI absorption line
(λ = 5876 Å).
– SNe Ic show no silicon nor helium lines.
• SNe II show hydrogen emission lines and have been divided into:
– SNe IIb, which show weak Hα line in their initial spectra.
– SNe IIn, characterised by narrow emission lines.
– SNe IIP, with light-curves showing a post-maximum plateau.
– SNe IIL, which have a linearly declining light-curve after the peak.
SNe Ia are considered to be the result of the thermonuclear explosion of a carbon-
oxygen white dwarf (an extremely compact object, dynamically stable thanks to the
degenerate pressure of electrons) which has reached the Chandrasekhar limit ('1.4
solar masses, Chandrasekhar 1931) by accreting mass from a close companion. In
the single-degenerate scenario this companion is a normal star, while the double-
degenerate scenario sees two white-dwarfs interact and merge. At the present time, it
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is still unclear which is the dominant path or whether both these channels contribute
to the class of SNe Ia (Hillebrandt et al., 2013).
The SN Ia usually reaches its peak (MB = −19.05±0.02 mag, Betoule et al. 2014)
within 10 days (rest-frame) from the explosion, then it starts to decline, powered
by the radioactive decay of 56Ni→ 56Co→ 56Fe. See Hillebrandt et al. (2013) for a
review of SN Ia observations and simulations.
All the other SN types mentioned above are considered to be core-collapse SNe,
the final stages of stars which cannot sustain the core via nuclear fusion, causing
the star to collapse. Stars with different initial masses and metallicities result into
different core-collapse mechanisms and give different types of SNe and SN remnants.
A detailed discussion of the SN progenitors is beyond the scope of this thesis; more
detail can be found in Cappellaro and Turatto (2001).
1.2.2 Flux and magnitudes
In astronomy, the specific flux is defined as the infinitesimal energy dE measured
from a source in the infinitesimal time interval dt, on the perpendicular infinitesimal
area dA⊥ and in the infinitesimal wavelength interval dλ,
dfλ =
dE
dA⊥dtdλ
. (1.61)
In general, it is function of time (e.g. for transient objects), distance to the source
(and redshift), wavelength and luminosity.
In photometry, the light is measured within wavelength intervals (pass-bands)
determined by filters. Each filter is characterised by a transmissivity function (SXλ (λ)
for a generic filter X), which describes the fraction of energy that passes through the
filter, as a function of wavelength. We can then define the light-curve of a transient
object as the flux measured in a given filter at different times (or epochs). The
(integrated) flux in the band X will be then defined as
fX(t) =
∫ ∞
0
fλ(λ, t)S
X
λ (λ)dλ. (1.62)
In terms of this flux in the band X, we define the apparent magnitude in the same
filter
mX(t) = −2.5 log
(
fX(t)
gX
)
(1.63)
where gX is a reference flux (e.g. the flux of a particular star) which defines the mag-
nitude system. In general, a bolometric quantity is integrated over all the possible
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wavelengths, e.g. the bolometric flux is
f(t) =
∫ ∞
0
fλ(λ, t)dλ. (1.64)
The absolute magnitude in the X band (MX) is defined as the apparent magnitude
(within the same band) of a source when the distance to the source is 10 parsecs. In
terms of the absolute and apparent magnitudes of a source, we define the distance
modulus µ as
µ = m−M, (1.65)
where, for simplicity, we have not expressed any pass-band. From this definition it
follows that the distance modulus of a source at 10 parsecs is zero. In cosmology,
we usually report the distance modulus of sources as a function of their measured
redshift, which is called the Hubble diagram (HD, in honour of E. Hubble, see Section
1.1.4). By recalling that the flux is f(t) = L(t)/(4piD2lum), we find the relation for
the distance modulus
µ = 5 logDlum + 25, (1.66)
for a distance luminosity (Eq. 1.48) in Mpc.
1.2.3 SNe Ia as standard candles
We define as standard candles a class of astrophysical objects (or events) with known
intrinsic brightness. The first studies of SNe Ia as possible standard candles date
back to the 1960s, e.g. Kowal (1968) analysed a sample of 22 SNe Ia (of which
independent distance estimates were available) finding that their absolute magnitude
dispersion was '0.6 magnitudes. The authors concluded that SNe Ia could be used
as distance indicators, if the scatter could reduce to 0.1 - 0.2 magnitudes.
This accuracy was only achieved decades later, when Phillips (1993) found a
linear relation between the absolute magnitude at peak for SNe Ia and the decline
rates after 15 days from the peak (see Figure 1.4). This relation lead to the so-called
”stretch correction“, which is still used today to standardise SNe Ia (by reducing their
scatter). A correlation between the colour of a SN and the decline rate ∆m15(B)
can also be used to further reduce the scatter, and it is known as ”colour correction“.
Riess et al. (1996) applied both corrections to a SN sample, reducing their scatter
to a value ' 0.14 magnitudes. They confirmed that intrinsically fainter SNe Ia are
redder and decline faster, whereas the bright ones are bluer and decline slower.
Two groups of researchers, the Supernova Cosmology Project (SCP) and the
High-z supernova team (High-z), published two independent works (respectively
Perlmutter et al. 1999 and Riess et al. 1998) on the search and use of SNe Ia as
standard candles. They announced that the best-fit model for their SN Ia Hubble
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Figure 1.4 – Correlation between the absolute magnitudes of SNe (in three bands) and
the decline rates after 15 days. Credits: Phillips (1993).
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diagrams indicated that the expansion rate of our Universe was accelerating. Their
result was a major discovery for modern physics and was awarded the Nobel Prize
in 2011 (namely to Adam Riess, Saul Perlmutter and Brian Schmidt). See 1.5 for
their original figures, which show that a Universe with ΩΛ,0 > 0 is favoured by data.
The form of energy causing this accelerating expansion is still unknown, and it is
called ”Dark Energy“.
Other cosmological probes have confirmed the presence of Dark Energy. The
comparison between the measured age of the Universe (e.g. by estimating the age
of globular clusters of the Galaxy, ∼ 12 Gyr) and the theoretically inferred values
without the inclusion of Dark Energy (∼ 8 Gyr) suggested that an additional energy
component was required. The temperature anisotropies in the Cosmic Microwave
Background (CMB) are modified by the presence of Dark Energy, which changes
the position of the acoustic peaks (via the modification of the angular diameter
distance). Moreover, the measurements of the Baryon Acoustic Oscillations with
the galaxy correlation function has provided another test which allows us to further
break cosmological parameter degeneracies and constrain the Dark Energy proper-
ties. For a comprehensive review of these probes and their role with Dark Energy,
see Amendola and Tsujikawa 2010. As we have seen, one of simplest candidates for
Dark Energy is the cosmological constant Λ, which accounts for an energy density
constant in time and space and give effects which are in agreement with a large
variety of observations. Despite its success with explaining observations, we are not
able to explain why the energy scale associated with the cosmic accelaration is much
lower than the value predicted by quantum field theory. The discrepancy of ∼ 120
orders of magnitudes between the two values is known as the cosmological constant
problem, and it is still unsolved.
Coelho et al. (2015) published a useful example of a step-by-step SN Ia standard-
isation, by applying a series of transformation on the light-curves from the Carniege
Supernova Project (the authors initially considered a sub-sample composed of 75
SNe Ia from the original 85 objects). We now re-propose this example.
The first step of the standardisation process is a time-shift, which synchronises
the time coordinate of each light-curve, taking the peak flux epoch t0 (usually the
flux in the B-band) as the anchor point. In their example, Coelho et al. (2015)
selected their light-curves by requiring that at least three data-points were available
before the peak and at least one point after 30 days from the peak (this latter
requirement will be clearer soon). By applying these restrictions, we are left with
only 17 SNe Ia out of the original 75 objects, as shown in Figure 1.6.
The second step is the correction for different values of redshift and distance.
The correction for these effects involves a stretch on the time-axis (to compensate
for the time dilation) and a shift on the magnitude axis. After these corrections, the
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Figure 1.6 – Three steps of the standardisation process shown by Coelho et al. (2015). In
clock-wise order, from the top-left panel: light-curves after aligning the peaks, correcting
for redshift and distance and applying the stretch correction. Credits: Coelho et al.
(2015).
peak of the light-curves may still not overlap, due to intrinsic differences in the SNe.
A further shift on the magnitude axis is needed in order to have peaks overlapping
in both the dimensions (time and magnitudes). We then obtain the light-curves
showed on the top-right panel of Figure 1.6.
Coelho et al. (2015) then show how to further improve the SN standardisation,
by applying the stretch correction. This correction is justified by the phenomeno-
logical relation between the peak brightness and the width of the light-curve. By
compensating for the difference in the shape of light-curves within a SN sample, we
are actually compensating for the differences in their fluxes. This correction makes
all the light-curves overlap not only at their peaks but also at 15 rest-frame days
after the peak, and introduces a new parameter, s. The resulting light-curves are
shown in the bottom panel of Figure 1.6. The improved standard deviation within
the SN sample is then showed in Figure 1.7, compared to the standard deviation
prior applying the correction. As we can see, the stretch correction has diminished
the light-curve dispersion to within 0.05 mag, making them overlap (by construc-
tion) at the peak and at (t − t0)/(1 + z) = 15 days. The colour correction is not
included in this example by Coelho et al. (2015), and will be discussed in the next
section.
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Figure 1.7 – Sample standard deviation of 17 SNe Ia as a function of epoch, before (red
line, σbefore) and after (dashed blue line, σafter) applying the stretch correction. The
bottom panel shows the difference between the two standard deviations, σafter − σbefore.
Credits: Coelho et al. (2015).
1.2.4 Fitting the Hubble diagram
We now present the Hubble diagram fitting, following the approach of Betoule et al.
(2014). The JLA data sample is composed of 740 SNe Ia, with 374 SNe Ia from the
data release of the SDSS-II survey (Sako et al., 2014). The rest of the sample is
from Conley et al. (2011), and it includes SNe from the Supernova Legacy Survey
(SNLS), Hubble Space Telescope high redshift SNe (HST, Riess et al. 2007) and
several nearby SNe (called ”low-z“ within this section).
We can now compare the observed Hubble diagram with theoretical models and
obtain constraints on cosmological parameters by fitting it. The theoretical dis-
tance modulus is expressed in terms of the luminosity distance Dlum (function of
redshift and cosmological parameters), via the definition given in Eq. 1.66. From
an observational point of view, the distance modulus is the difference between the
observed and absolute magnitude of a SN (for any given pass-band). These two val-
ues (theoretical and observational) can be compared and cosmological parameters
inferred.
Following the JLA paper, the HD fit can be fit via a chi-squared (χ2) analysis,
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by minimising the following quantity with respect to the cosmological parameters
of interest (e.g. the matter density parameter Ωm,0)
χ2 =
(
µdata − µtheory(z)
)t
C−1
(
µdata − µtheory(z)
)
, (1.67)
where µdata is the vector containing the observed distance moduli (see below), µtheory
contains the theoretical distance moduli (and it is a function of redshift and cosmo-
logical parameters) and C is the covariance matrix (see below).
Before proceeding, it is important to notice that SNe Ia are not able to simul-
taneously constrain H0 and their absolute magnitude. In fact, each element of the
vectors can be written as (Mi ≡M for each i, for hypothesis)(
µdata − µtheory(z)
)
i
= mi −M − (5 logDlum(z;H0) + 25) = (1.68)
= mi − 5 logDlum(z;H0 ≡ 1)−M + 5 logH0 − 25,
which shows that M and 5 logH0 are degenerate. A possible solution is to fix H0
and fit for M (as done by Betoule et al. 2014), or consider their sum as a nuisance
parameter over which marginalise (as we will do in Chapter 4).
The distance estimator used in the JLA analysis (and common in similar works)
assumes that supernovae with identical colour, shape and galactic environment have
(on average) the same intrinsic luminosity at all the redshifts (i.e. no evolution in
properties). From this hypothesis, the standardised distance modulus (for the ith
SN) is
µdata,i = m
∗
B,i − (MB − α·X1,i + β·Ci) , (1.69)
where, unlike Betoule et al. (2014), we have specified with the index i the quanti-
ties related to each SN (in order to make a clear distinction with the ones shared
throughout the data sample). In the last equation, m∗B,i is the observed peak mag-
nitude in rest-frame B band of the ith SN, while α, β and MB are the nuisance
parameters of the fit. Specifically, they are the absolute magnitude of the SNe (in B
band) and the two nuisance parameters related to the stretch and colour corrections.
The absolute magnitude MB is modelled by a step function, depending on the mass
of the host-galaxy (Mstellar),
MB =
M1B if Mstellar < 1010MM1B + ∆M otherwise . (1.70)
This dependency has been introduced in order to correct for the observed correlation
between MB (and β) and the host galaxy properties (Sullivan et al., 2010).
The three parameters m∗B,i, X1,i and Ci are fitted from a model of the SN Ia
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Figure 1.8 – Top panel : Best fit values for the intrinsic scatter (σcoh on the plot) from
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Hubble diagram (and Hubble residuals with respect to the best-fit ΛCDM model) for
these sub-samples. Credits: Betoule et al. (2014).
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spectral sequence to the photometric data. To perform this fit, Betoule et al. (2014)
have assumed the SALT2 model, which is a first order description of the time-
spectral sequence of SNe Ia, multiplied by a time independent color-law (Guy et al.,
2007). By combining Eq. 1.69 with Eq. 1.67, together with the cosmological and
nuisance parameters considered within the fit, the term µdata − µtheory(z) is fully
determined.
A major part of the JLA analysis is dedicated to the correct modelling of the
covariance matrix. The main goals of their analysis were the improvement of the
accuracy of the photometric calibration of SDSS and SNLS surveys, the rigorous
determination of the uncertainties in the SN Ia light-curve models, and the inclusion
of the SDSS-II data in both the light-curve training fitting and cosmological analysis.
These goals are mainly motivated by the fact that the accuracy on cosmological
constraints is now limited by systematic uncertainties, specifically in the band-to-
band and survey-to-survey flux calibration, e.g. Conley et al. (2011).
The last term of the χ2 (Eq. 1.67) we need to discuss is the covariance matrix.
We have seen that each SN light-curve is specified by three quantities, which can be
collected into a vector η = (m∗B, X1, C). In order to formally write the covariance
matrix between three-dimensional data vectors, matrix calculations are needed (ba-
sically involving a change of coordinates). All these equations are beyond the scope
of this section, which aims to introduce the method but it does not substitute the
original publication. All the details are given in Section 5 of Betoule et al. (2014).
The covariance matrix C can be written as the sum of the following terms
C = ACηA
t + diag
(
5σz
z ln 10
)2
+ diag(σ2len) + diag(σ
2
int). (1.71)
The matrix Cη models the covariance between the light-curve parameters (within
each SN and between different SNe). It accounts for statistical and systematic uncer-
tainties, including the statistical uncertainties from error propagation of light-curve
fitting uncertainties, systematic uncertainties associated with the calibration, the
light-curve model uncertainties, the bias correction uncertainties, the host galaxy
mass step uncertainty and systematic uncertainties due to Milky-Way dust extinc-
tion, peculiar velocity corrections and non-SN Ia contamination. The matrix A
describes the coordinate change discussed above, where Cη is a 3NSN × 3NSN ma-
trix, while C has NSN×NSN elements (NSN is the total number of SNe in the sample).
Three diagonal matrices are then added to model (left to right in the last equation)
for uncertainties from peculiar velocities, weak lensing effects and intrinsic variation
in SN magnitudes which are not described by the other terms. As we will see in
detail in Chapter 2, peculiar velocities are important at low redshift (z . 0.1), while
weak lensing scatter is near linear with redshift. In Betoule et al. (2014), the au-
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thors used cσz =150 km s−1 (Conley et al., 2011) and σlen = 0.055z (Jönsson et al.,
2010b).
Any intrinsic difference within SNe (as well as systematic effects not modelled
elsewhere in the covariance matrix) is taken into account by including the term
diag(σ2int) in the covariance matrix. Then the parameter σint is an indicator of
the level of standardisation achieved within a certain SN sample. Betoule et al.
(2014) (unlike other HD analysis available in literature, where the intrinsic scatter
is determined for each SN sample by imposing χ2 = 1) fit the intrinsic scatter a-
priori from the data within each of the seven sub-sample composing the jointed
JLA data set (see Figure 1.8). The authors use the restricted log-likelihood method
(Harville, 1977) where the following log-likelihood is defined and minimised within
each sub-sample,
REML =
∑
i
wi(µi − µ)2 −
∑
i
lnwi + ln
(∑
i
wi
)
, (1.72)
where the wi = C−1ii are the inverse diagonal elements of the covariance matrix (and
weights of the fit) and µi and µ are respectively the observed and mean distance
moduli. The fit is performed with respect to σint, and the results (a data-point for
each sub-sample of the JLA data set) are shown in Figure 1.8. After the restricted
log-likelihood fit, the authors assumed the weighted mean of the intrinsic scatter
values from the sub-samples as unique value for this parameter (σint = 0.106±0.006
mag). This value of the intrinsic scatter is then substitute into the covariance matrix,
and the χ2 of Eq. 1.67 is now completely determined. According to the authors, this
method (unlike the method which fixes χ2 = 1 by construction) has the advantage of
allowing comparisons between different parameter fits by comparing the χ2 values.
In fact, within this method, the minimum of χ2 related to the REML log-likelihood
is not necessarily equal to the value 1, but it assumes the minimum value allowed
within the parameter space.
Betoule et al. (2014) found Ωm,0 = 0.295±0.034, M1B = −19.05±0.02 and ∆M =
−0.070± 0.023 by fitting the full JLA data sample (740 SNe Ia) for Ωm,0, M1B, ∆M
(together with the nuisance parameters α, β and assumingH0 = 70 Km/s/Mpc), and
including the whole covariance matrix (stat+sys on Table 10 of their paper). The
authors also confirmed the relative importance of systematics, especially calibration
uncertainties which account for 36.7% of the variance of Ωm (while statistical error
accounts for 51.6%).
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1.3 Weak gravitational lensing
Gravitational lensing is the theory which describes how light is influenced by gravity.
Light rays can be bent along their path by the gravitational fields of a foreground
objects, and this causes distortions on the images of background objects. Among the
different manifestations of gravitational lensing, we usually distinguish two regimes,
strong and weak. Strong gravitational lensing has the greatest effects, e.g. the back-
ground object’s image can be split into several images (e.g. Kelly et al. 2015b), and
this occurs in the presence of strong gravitational fields and particular alignments
between the lensed object and the lensing object (or simply, the lens). Weak grav-
itational lensing has weaker effects and statistical methods are generally needed in
order to detect them. In this regime, the background sources can be magnified or
de-magnified (i.e. their fluxes are enhanced or reduced) and the images of extended
sources appear distorted. For instance, extended objects like galaxies are not intrin-
sically circular, hence a deformation of their shape may be difficult to detect, but
can be measured over an ensemble of images.
This introductory section is dedicated to presenting those weak lensing theoret-
ical concepts and equations which will be useful throughout this thesis. We do not
further discuss strong gravitational lensing effects, for which we remand to Schneider
et al. (2006) and references therein for a general introduction, and to Kelly et al.
(2015b) as an example of a strong lensed supernova.
In Section 1.3.1 we describe light deflection in a perturbed FRW universe, in Sec-
tion 1.3.2 we derive the expressions for the convergence, and its statistical properties
(Section 1.3.3). In Section 1.3.4 we discuss the convergence correlation function. We
refer to Bartelmann and Schneider (2001) for all these sections.
1.3.1 Light propagation in a FRW universe
The propagation of light rays in an arbitrary space-time with metric gµν is governed
by the geodesic equation,
d2xµ
dλ2
+ Γµαβ
dxα
dλ
dxβ
dλ
= 0, (1.73)
where λ is the affine parameter. In this section we wish to study the consequences
of light propagation in a FRW Universe.
We start considering two light rays with the same vertex, propagating in a ho-
mogeneous and isotropic FRW universe, and we consider one of the two as our
fiducial light ray. It can be shown (e.g. Bartelmann and Schneider 2001) that their
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transverse comoving separation x obeys to the following differential equation,
d2x
dχ2
+Kx = 0. (1.74)
where we recall that χ is the comoving distance and K is the curvature. If K = 0,
the separation vector x is a linear function of the comoving distance, while if K > 0
or K < 0, the comoving separation vector is respectively an oscillating or hyperbolic
function of χ.
We now introduce the effects of density perturbations (with gravitational poten-
tial Φ) into Eq. 1.74. Some hypotheses are necessary:
1. the gravitational potential of the inhomogeneities is small, i.e. |Φ|  c2;
2. the typical velocities of the inhomogeneities are small with respect to the speed
of light;
3. the typical scale over which Φ varies significantly is small in comparison to the
curvature scale of the background.
Under these hypotheses, we can locally work within the first post-Newtonian order
of the Minkowski metric, with line element
ds2 =
(
1 +
2Φ
c2
)
c2dt2 −
(
1− 2Φ
c2
)
dl2 (1.75)
where dl2 is the line element of an Euclidean 3-dimensional space. Within this
metric, the comoving separation x of a light ray with respect to a straight line
becomes (see Bartelmann and Schneider 2001, their Section 6.2 for details)
d2x
dχ2
= − 2
c2
∇⊥Φ, (1.76)
where we now have a source term for deviations with respect to the fiducial light ray,
which is proportional to the perpendicular derivative of the gravitational potential
of the inhomogeneities.
We now need to generalise Eq. 1.74 to large-scale inhomogeneities embedded
in an expanding cosmological background, by using the result found in Eq. 1.76.
We then consider two neighbouring light rays, A and B, which share the same
origin point but have a different initial direction. The first light ray (considered the
fiducial light ray), starts with initial direction θA = 0, while the second light ray
starts with θB = θ 6= 0. Hence, we can define the vector x(θ, χ) as the comoving
separation between the light rays A and B at the comoving distance χ. The fiducial
light ray may not be a straight line, since both A and B can now be perturbed by
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gravitational potentials. For this reason, the right-hand side of Eq. 1.74 will then
now include the difference between the two source terms (evaluated at the positions
with separation x), namely ∆{∇⊥Φ}. This term accounts for the different values
of the perpendicular gradient of the gravitational potential at each pair of points
(separated by x) on the two perturbed light rays. Hence Eq. 1.74 becomes
d2x
dχ2
+Kx = − 2
c2
∆{∇⊥Φ[x(θ, χ), χ]}. (1.77)
This equation implicitly makes use of the hypothesis that the gravitational potential
does not alter significantly the comoving distances, which remain the same as the
unperturbed FRW universe.
Eq. 1.77 has the following solution (see Bartelmann and Schneider 2001 for
detail)
x(θ, χ) = fK(χ)θ − 2
c2
∫ χ
0
dχ′fK(χ− χ′)∆{∇⊥Φ[x(θ, χ′), χ′]} (1.78)
with the initial conditions
x(χ = 0) = 0,
(
∂x
∂χ
)
χ=0
= θ. (1.79)
Eq. 1.78 shows that the comoving separation between the two light rays is the same
as the unperturbed FRW universe, with a correction proportional to the integral
along the ”true“ light paths (i.e. the perturbed light paths) of the difference (∆) of
the perpendicular gravitational potentials.
Eq. 1.78 can be further simplified by assuming that
|x(θ, χ′)− fK(χ′)θ|
|fK(χ′)θ|  1, (1.80)
for any χ′ ∈ [0, χ]. This implies that we are assuming that the relative difference be-
tween the true (i.e. perturbed) light rays’ separation x(θ, χ) and the unperturbed
light rays’ separation fK(χ′)θ is small. Under this assumption, we can replace
x(θ, χ′) with fK(χ′)θ in the integral of Eq. 1.78, obtaining an expression often
refereed as the Born approximation of small-angle scattering. This approximation
allows us to replace the difference of the perpendicular gradients with the (perpen-
dicular) gradient of the potential difference, finding
x(θ, χ) = fK(χ)θ − 2
c2
∫ χ
0
dχ′fK(χ− χ′)∇⊥{∆Φ[fK(χ′)θ, χ′]}. (1.81)
For simplicity, from now on we drop the symbol ∆ (i.e. ∆Φ ≡ Φ). We can finally
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compute the net deflection angle (due to inhomogeneities) as the difference between
the unperturbed comoving separation and the true light rays’ separation, in unit of
the (comoving) angular diameter distance (all the quantities evaluated at the same
comoving distance,χ). This leads to
α(θ, χ) =
fK(χ)θ − x(θ, χ)
fK(χ)
=
2
c2
∫ χ
0
dχ′
fK(χ− χ′)
fK(χ)
∇⊥Φ[fK(χ′)θ, χ′]. (1.82)
1.3.2 Effective convergence
In close analogy with the geometrical approach to light deflection within the thin-lens
approximation (e.g. see Narayan and Bartelmann 1996), we define the convergence3
κ = κ(θ, χ) as half of the 2-dimensional scalar gradient of the deflection angle
α(θ, χ),
κ(θ, χ) =
1
2
∇θ ·α(θ, χ). (1.83)
By applying this definition to Eq. 1.82, and converting the partial derivative using
the definition of angular diameter distance, we obtain
κ(θ, χ) =
1
c2
∫ χ
0
dχ′
fK(χ− χ′)fK(χ′)
fK(χ)
∇22DΦ[fK(χ′)θ, χ′], (1.84)
where ∇22D =
∑
i
∂2
∂x2i
acts on the plane perpendicular to the fiducial light ray (at
each χ′). We now need to link the perturbations of the gravitational potential to the
density contrast δ, as defined in Eq. 1.50. This can be done by applying the Poisson’s
equation, which connects the density of the Universe with the spatial derivatives of
the gravitational potential. First, we consider that we can add a third factor to ∇22D
(i.e. ∇22D+∇21D = ∇23D ≡ ∇2) to recover the Laplacian of the gravitational potential,
as it appears in the Poisson’s equation. This is possible since the partial derivatives
along the new direction (light propagation) give null contribution once integrated.
We can then substitute the Poisson’s equation (in comoving coordinates)
∇2Φ = 3
2
Ωm,0H
2
0a
−1δ, (1.85)
into the expression for the convergence, finding
κ(θ, χ) =
3H20 Ωm,0
2c2
∫ χ
0
dχ′
fK(χ− χ′)fK(χ′)
fK(χ)
δ[fK(χ
′)θ, χ′]
a(χ′)
. (1.86)
3This quantity is often indicated as κeff (from ”effective“ convergence, Bartelmann and Schneider
2001), to make a clear distinction with the definition for ”convergence“ κ of their Eq. 3.11, where
the convergence is defined as the dimensionless surface mass density, in units of the critical density
(which depends on the distance to the lens, distance to the source and source-lens distance). We
do not make use of this symbol, as it will not create any ambiguity.
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Eq. 1.86 shows that the effective convergence for a lensed source located at χ is an
integral along the light path of the density fluctuations weighted by a geometrical
factor, which contains a combination of angular diameter distances and scale factor.
We also recall that, due to the assumptions made in the previous section, the integral
follows the unperturbed light path.
We can further generalise Eq. 1.86 to include lensed sources distributed in comov-
ing distance (see Chapter 3 for applications). We first define κ¯ as the convergence
averaged on the light path,
κ¯(θ) =
∫ χH
0
dχG(χ)κ(θ, χ), (1.87)
where G = G(χ)dχ = p(z)dz is the normalised distribution of sources along the
light-path, which can be converted into p(z) (the normalised redshift distribution of
sources). By defining the weighting function W (χ) as
W (χ) =
∫ χH
χ
dχ′G(χ′)
fK(χ
′ − χ)
fK(χ′)
, (1.88)
Eq. 1.86 turns to
κ¯(θ) =
3H20 Ωm,0
2c2
∫ χH
0
dχW (χ)fK(χ)
δ[fK(χ)θ, χ]
a(χ)
. (1.89)
In the equations above, χH is the comoving distance at the horizon.
1.3.3 Statistics of convergence field
We now focus on the statistical properties of the convergence κ, specifically on
the correlation 〈κ¯(θ)κ¯(θ + φ)〉. By using the Limber’s equation (see Bartelmann
and Schneider 2001 for details) and by also noticing that fK(χ)θ and χ form a local
cartesian coordinate system (which allows us to perform the Fourier transformation),
we are able to link the convergence power spectrum Pκ(l) with the matter power
spectrum Pδ,
Pκ(l) =
9H40 Ω
2
m,0
4c4
∫ χH
0
dχ
W
2
(χ)
a2(χ)
Pδ
(
l
fK(χ)
, χ
)
. (1.90)
This a generic expression for the convergence power spectrum, which contains in-
formation about the cosmological model (through the power spectrum Pδ, distances
and also the constants) and the lensed sources (via the weighting function).
A useful application of Eq. 1.90 is the computation of the convergence power
spectrum for lensed sources placed at the comoving distance χs. For this specific
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Figure 1.9 – Convergence power spectrum from Eq. 1.92, for different values of lensed
source redshift, zs = z(χs). The non-linear corrections to the linear matter power spec-
trum have been computed following Smith et al. (2003) (with the new fitting parameters
by Takahashi et al. (2012)), while the transfer function is from Eisenstein and Hu (1999)
and the growth rate is from Carroll et al. (1992).
choice of source distribution, the weighting function W (χ) becomes
W (δ)(χ) =
(
1− χ
χs
)
H(χs − χ) (1.91)
where H(u) is the step function (such that H(u) = 1 if u > 0, and 0 otherwise).
Then Eq. 1.90 simplifies to
Pκ(l) =
9H40 Ω
2
m,0
4c4
∫ χs
0
dχ
(
1− χ
χs
)2
a2 (χ)
Pδ
(
l
χ
, χ
)
. (1.92)
when considering a flat geometry (so that fK(χ) ≡ χ). We show in Figure 1.9 the
results from Eq. 1.92 computed within our fiducial cosmology for different values of
source redshift, zs = z(χs). The shape of the convergence power spectrum reflects
the shape of Pδ, and we notice that the lensing power increases as we shift the source
towards higher redshift.
The convergence power spectrum is a key quantity to study weak gravitational
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lensing from a statistical point of view. We recall the definition of lensing magnifi-
cation, as the inverse of the determinant of the matrix
Aij(θ, χ) = δij − ∂αi(θ, χ)
∂θj
, (1.93)
such that
µ(θ, χ) =
1
detA(θ, χ) ' 1 +∇θ ·α(θ, χ) = 1 + 2κ(θ, χ) (1.94)
where we kept only the first order terms in the perturbation. The matrix A describes
how the source image is changed due to lensing, and it is expressed in terms of the
derivative of the deflection angle. The magnification can be interpreted as the ratio
between the flux of the lensed source and the unlensed source, and it will be a key
quantity (together with the convergence κ) for this work. For the more intuitive
geometrical approach within the thin-lens approximation we remand the reader to
Narayan and Bartelmann (1996), Bartelmann and Schneider (2001).
From Eq. 1.94 it follows that, within the weak lensing approximation (as well
as all the other approximations made throughout this section), the lensing magni-
fication is linearly related to the convergence . The magnification fluctuations δµ
(defined such that µ = 1 + δµ) result to be twice the convergence. An immediate
application of this relation is that the magnification fluctuation power spectrum Pδµ
(often only Pµ) is four times the convergence power spectrum, Pδµ = 4Pκ.
We are now interested in computing the expected amplitude of fluctuations due to
weak lensing, averaged on a certain aperture η. We can then calculate the root-mean-
square (RMS) of convergence4 by taking the square root of the following quantity
< κ2 > (η) = 2pi
∫ ∞
0
ldlPκ(l)
[
J1(lη)
pilη
]2
, (1.95)
where η is the aperture of the first-order Bessel function of the first kind J1. In the
next chapters we will apply Eq. 1.95 to supernova lensing several times (see Chapter
2 and 4). Since supernovae can be treated as point-like sources, we are interested in
the limit of < κ2 > (η → 0). By using the relation for the first-kind Bessel functions
of order α,
Jα(x) =
+∞∑
m=0
(−1)m
m! Γ(m+ α + 1)
(x
2
)2m+α
, (1.96)
(where Γ is the Gamma function, Γ(n) = (n− 1)! for n ∈ N ) and taking α = 1 and
4The RMS is a measure of the dispersion of a given observable.
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the limit for small values of η, we obtain the following relation
J1(lη) =
lη
2Γ(2)
+O
[
(lη)2
]
. (1.97)
By substituting the approximated value of the Bessel function into Eq. 1.95 we then
find
< κ2 > (η → 0) = 1
2pi
∫ +∞
0
ldlPκ(l). (1.98)
1.3.4 Auto-correlation and cross-correlation
Once the convergence power spectrum has been defined, we can introduce the con-
vergence angular auto-correlation function, as
ξκ(φ) = 〈κ(θ)κ(θ + φ)〉 =
∫ ∞
0
ldl
2pi
Pκ(l)J0(lφ) (1.99)
where J0 is the zero-th order Bessel function of the first kind, and it is function of
the module of the separation angle φ = |φ| due to the hypothesis of isotropy. As a
result of the linear relation of 1.94, ξδµ = 4ξκ.
We show in Figure 1.10 the results obtained by applying Eq. 1.99 for a conver-
gence power spectrum given in Eq. 1.92 (i.e. for a source distribution modelled as
a Dirac’s delta). We vary the source redshifts, and we select the values zs = 0.1, 0.5
and 1, finding higher values of correlation for higher values of zs (as expected from
the previous Figure 1.9).
Finally, we aim at finding an expression for the convergence-density cross-power
spectrum and its related cross-correlation function. Suppose we have two popu-
lations of objects, lensed objects (from which we measure the convergence κ) and
tracers of the density field (typically galaxies). We then call their distributions in
comoving distance respectively GL(χ) (“lensed”) and GT(χ) (“tracers”). The G func-
tions have to be correctly normalised to unitary area and they can be also expressed
in terms of z. Then, in analogy with the previous section, we define the cross-power
spectrum as
Pκδ(l) =
3H20 Ωm,0
2c2
∫ χH
0
dχ
W L(χ)GT (χ)
a(χ)fK(χ)
Pδ
(
l
fK(χ)
, χ
)
. (1.100)
where W L has the same functional form as Eq. 1.88. The related cross-correlation
function is
ξκδ(φ) =
1
2pi
∫ ∞
0
ldlPκδ(l)J0(lφ). (1.101)
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Figure 1.10 – Convergence auto-correlation function (in magnitudes) as a function of
separation angle, φ. The different lines are computed by using Eq. 1.99, and the con-
vergence power spectra are derived from Eq. 1.92 for different zs (as indicated in the
legend). As usual, the non linear corrections to the linear matter power spectrum have
been computed following the approach of Smith et al. (2003), with the updated parame-
ters by Takahashi et al. (2012). The transfer function is from Eisenstein and Hu (1999)
and the growth rate is from Carroll et al. (1992).
Chapter 2
Supernova gravitational lensing with
one-point statistics
2.1 Introduction
In this chapter we discuss a family of methods to apply weak gravitational lensing
on Type Ia SN observations. This “one-point approach” (or one-point statistics, as
often used hereafter) relies on the study of single SN magnitudes only, and it does
not require a correlation with nearby SN magnitudes or foreground galaxy positions
(see next chapter for the two-point approach).
As we have seen in the introduction, weak gravitational lensing theory describes
how the flux of a source (we will always consider point-like sources for SNe Ia)
is potentially magnified or demagnified, with respect to the value of the flux we
would measure if no weak lensing effects existed. In an ideal situation, where the
deviations on the apparent magnitudes of a SN sample can only be due to weak
lensing (i.e. if SNe Ia were perfect standard candles and no other systematic effects
took place), we could in principle affirm that two SNe at the same redshift but with
different apparent magnitudes must have undergone different magnification effects.
Unfortunately, the real case is much more complicated, and so far SNe Ia have been
standardised only to a certain level of accuracy (which is often described by a number
called intrinsic scatter, see Section 1.2.4). Different effects can make the brightness of
a SN change, as well as intrinsic differences in the explosions themselves, thus hiding
the weak lensing features in a larger background noise. Hence, a priori, knowing
if a SN is magnified or de-magnified based on its magnitude is not possible, unless
we execute a detailed study of the foreground masses. Therefore we can only try
to detect the weak lensing signals in the presence of such noise by using statistical
methods, which make use of SN samples with at least hundreds of objects.
The weak lensing effects on the SN Hubble residuals have been extensively stud-
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ied over the last twenty years. As we will see in Section 2.3, we can look at SN
weak gravitational lensing from two distinct points of view. Weak lensing is known
to introduce an additional scatter on the Hubble diagram, thus we can treat it as a
source of noise and investigate its effects when fitting for cosmological parameters.
The other way is to consider weak lensing as a source of signal and try to detect it
and use it as a cosmological probe. Both these approaches will be reviewed in the
next section.
The methods on which we will focus throughout this chapter involve the study
of the distribution of the observed SN Ia magnitude residuals (once the contribution
of the background cosmology has been subtracted) as a function of redshift. Such
analysis can provide information about the gravitational perturbations along the
line-of-sight, since gravitational lensing will introduce an additional non-Gaussian
scatter into the SN Ia Hubble diagram. Specifically, this technique focuses on the
cosmology and redshift dependence of the moments of the Hubble residual distribu-
tion (variance, skewness and kurtosis), as predicted by the weak lensing gravitational
magnification effect.
The results shown in this chapter (Sections 2.4, 2.5 and 2.6) have been carried out
in collaboration with Dr. Edward Macaulay, Dr. Tamara Davis and my supervisory
team. This work was published in Macaulay et al. (2016). My personal role was
related to interpreting and presenting the results for publication.
In Section 2.2, we discuss weak gravitational lensing on point-like sources as a
stochastic process, while in Section 2.3 we describe possible applications. Sections
2.4, 2.5 and 2.6 will be dedicated respectively to the method we apply, the data
sample we use (real and simulated) and the results obtained. Within this chapter,
the density parameters are considered at z = 0, e.g. Ωm ≡ Ωm,0.
2.2 The stochastic process
Before introducing the discussion about possible applications of SN lensing with one-
point statistics, it is useful to describe the properties of weak gravitational lensing
on point-like sources as a stochastic process. As usual, we will consider SNe Ia
as our standardisable point-like source. We would like to stress that the following
discussion is valid for every point-like source, and those parts of the discussion
involving standardisation processes and intrinsic scatter will also require that the
point-like source population has been successfully standardised to σint magnitudes.
For a particular SN located at redshift zs, the contribution of lensing to its
magnitude can be written in terms of the convergence κ (κ  1) along the SN
line-of-sight,
∆ms ' − 5
ln 10
κs ' −2.17 κs, (2.1)
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where the minus sign and the constant factor come from the definition of magnitude
(Eq. 1.63). An estimate of κs can be obtained from Eq. 1.86, once the cosmological
model and the density perturbations along the line-of-sight (i.e. δ = δ(χ) for 0 <
χ < χ(zs)) have been fixed.
2.2.1 The weak lensing PDF
Suppose we now have infinite SNe, isotropically distributed in all directions on the
sky and located at z = zs. They constitute a sphere with comoving radius χs around
the observer (which is at z = 0). At the moment, we do not consider any intrinsic
difference between the SNe nor systematic effects other than gravitational lensing.
We also know their observed distance modulus, µobs. If we know the cosmological
model, we can subtract the cosmological term µcos and are left with a value ∆mi for
the ith SN,
µobs,i = µcos,i + ∆mi. (2.2)
Each value ∆mi is a possible outcome of the weak lensing stochastic process, which
is described in terms of a Probability Distribution Function (PDF). In the limit of
infinite observed SNe on the shell, this PDF will be perfectly sampled. The PDF
P = P (m) is defined such that the product P (m)dm will give the probability of
measuring the weak lensing deviation (in magnitudes) in the interval (m,m+ dm).
This probability distribution function can be written in terms of the magnification
µ or the convergence κ, using the relation
P (m)dm = P (µ)dµ ' P (κ)dκ, (2.3)
where the second equality is valid at first order in κ.
We now show in Figure 2.1 three examples of convergence PDF, computed within
our fiducial cosmological model, for sources located respectively at redshift zs =0.5,
1 and 1.5. We first notice that, at the lowest redshift, the PDF is narrow, while
as one shifts the source towards higher redshift the distribution functions become
wider and more skewed. This follows the simple idea that, by shifting the sources
to higher redshift, we are increasing the length of the light-path and so we increase
the total amount of density fluctuations that the light can intercept. We also notice
that the PDFs have a minimum value of convergence, κmin. This follows again from
Eq. 1.86, by fixing the δ field to its minimum value, δ(χ) ≡ −1 ∀χ. From this
assumption, we find
κmin(χs) = −3H
2
0 Ωm
2c2
∫ χs
0
dχ′
fK(χs − χ′)fK(χ′)
fK(χs)a(χ′)
. (2.4)
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Figure 2.1 – Convergence PDFs for point-like sources at redshift zs =0.5, 1 and 1.5.
These histograms have been computed with TurboGL (first version, see Section 2.2.3)
implemented in Fortran90, and within our fiducial cosmological model. All the PDFs
are normalised to unit area.
The quantity κmin is then a function of the background cosmology and source redshift
only, and can also be a useful cosmological probe (see e.g. Linder 2008), if measured
from data.
Another peculiar feature of the lensing PDF is the peak on the de-magnification
side, κpeak < 0. This is due to the fact that it is more likely that the light crosses
empty regions than over-dense regions. On the magnification side (κ > 0), the
PDFs (see for instance the one at zs = 1.5 in Figure 2.1) show a long tail. We
can interpret this with the following example: we consider a SN at redshift zs, and
we imagine to be able to fill its line-of-sight with random permutations of halos.
Each permutation will give a value of convergence, and these values will constitute
the long magnification tail we are seeing in Figure 2.1. On other hand, as we have
already seen via analytical arguments, if we start taking the halos away, there is only
one realisation for a completely under-dense line-of-sight (the one with no halos),
and this gives the unique value of κmin. Moreover, in the limit of k  1, the mean
of the convergence is zero, due to photon number conservation (and in general,
µ¯ = 1). This property can be also derived (in the weak lensing regime) by taking
the ensemble average of Eq. 1.86, finding that 〈κ〉 = 0 since 〈δ(χ)〉 = 0 ∀χ.
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Figure 2.2 – Central moments (second to fourth) of the convergence PDF as a function
of redshift and five different cosmological parameters. From left to right as they appear
on the figure, these parameters are: the clustering amplitude, the matter density at
present epoch, the curvature density parameter at present epoch, the DE equation-of-
state parameter and the spectral index. When a parameter varies, all the other (with
the exception of z, which is fixed to the value z = 1) remain constant and equal to the
best-fit values found by WMAP 9-year (Hinshaw et al., 2013). Credits: Marra et al.
(2013)
2.2.2 The moments of the weak lensing PDF
The moments of the lensing PDF (and specifically their dependence on cosmological
parameters) will be central for this chapter. We have already noticed from Figure
2.1 that, as we increase the source redshift, the PDF is wider and more skewed. In
Figure 2.2 we show a summarising plot for the second, third and fourth moments
of the distribution, obtained with the TurboGL code (Kainulainen and Marra 2009,
2011, see below), as a function of redshift and five different cosmological parameters
(this figure is from Marra et al. 2013). Each parameter (z included) is varied by
fixing the others to the best-fit values found by the WMAP 9-year analysis (Hinshaw
et al., 2013). When the redshift is not allowed to vary, it is fixed to the value one.
From the first column of panels, it is clear that the central moments 2nd to 4th
monotonically increase with redshift. This is consistent with our Figure 2.1. The
remaining columns show that the three moments are particularly sensitive to the
values of Ωm and σ8 (as we might expect from Eq. 1.86) but almost insensitive to
the curvature parameter, the spectral index and the value of the dark energy (DE)
state parameter.
With analytical arguments, the width of the lensing PDF can be inferred by
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taking the square root of Eq. 1.98, which gives the convergence root-mean-square on
a null aperture, once the convergence power spectrum has been computed. We solve
Eq. 1.98 numerically (see σlen(zi) in Figure 4.2, Chapter 4) and found a relation in
agreement with the one shown on the top-left panel of Figure 2.2. Metcalf (2001) and
Fedeli and Moscardini (2014) confirmed the slope via analytical methods, the latter
also found differences when different prescriptions for the non-linear corrections to
the matter power spectrum were applied (this difference is ∼0.01 mag/z at z = 1
when comparing Smith et al. 2003 and Peacock and Dodds 1996). Wambsganss
et al. (1997) used an N-body simulation and ray-tracing algorithm to compute the
weak lensing PDF. They confirmed that the width of the PDF is ' 0.02 mag at
redshift 0.5 and ' 0.04 mag at redshift 1 (for a flat universe with Ωm = 0.4 and
σ8 = 0.79). Jönsson et al. (2010b) measured σlen(z) ' B · z with B = 0.055+0.039−0.041
mag, from the SNLS-3 data sample.
An analytical expression of the skewness of the weak lensing PDF will involve the
bi-spectrum of δ (e.g. see Metcalf 2001, Bartelmann and Schneider 2001). However,
we will now see some methods which allow us to compute the full convergence prob-
ability distribution function, from which we can measure the moments of interest.
2.2.3 TurboGL and other methods
A first possible method to calculate the full convergence PDF involves the use of
ray tracing through an N-body simulation (e.g. Munshi and Jain 2000). For this
technique, a box of Universe containing dark matter structures is simulated using
an N-body algorithm (e.g. Gadget code1, Springel 2005) and then the light-rays are
shoot through the structures. The total mass along the light path is approximated
with a series of mass-sheets and the light-ray can be followed backward, from the
observer to the source. By repeating this procedure many times (& 103), for sources
at the same redshift but in different directions, the full convergence PDF is sampled.
This approach is extremely time-consuming and this imposes limitations on the grid
of cosmological parameters that we can explore.
The computational time required for the ray tracing and the N-body algorithms
makes this method not suitable to compute PDFs on a grid of cosmological pa-
rameters and redshift values. To (partially) solve this problem, Wang et al. (2002)
published the Universal Probability Distribution Function (UPDF), inspired by a
previous result by Valageas (2000a,b) who proposed an analytical form for the weak
lensing PDF which depends on the cosmology via a unique parameter ξη, the vari-
1https://wwwmpa.mpa-garching.mpg.de/gadget/
One-point statistics 43
Figure 2.3 – Comparison between magnification PDFs (for different cosmological models,
as specified in the legend) from N-body simulations (Munshi and Jain, 2000) and from
the UPDF fitting formulae (lines). All the functions are computed at redshift 1, and the
results from simulations are smoothed on 1 arcmin angular scale. Credits: Wang et al.
(2002)
ance of the reduced convergence η, defined as
η = 1 +
κ
|κmin| , (2.5)
(see Wang et al. 2002, Eq. 4 page 2 for details). For their UPDF, Wang et al. (2002)
proposed a semi-analytical PDF similar in functional form to a Gaussian distribu-
tion, but with parameters (centroid and effective standard deviation) dependent on
the values of η and its variance, ξη. The UPDF is
P (η; ξη) = Cnorm exp
[
−
(
η − ηpeak
wηq
)2]
, (2.6)
and the PDF turns to
P (µ) =
P (η; ξη)
2|κmin| , (2.7)
when using µ = 1 + 2κmin(η − 1).
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The authors published fitting formulae for ηpeak(ξη), w(ξη) and q(ξη) based on
results from N-body simulations (Wambsganss et al., 1997). Thus, if we are inter-
ested in the magnification PDF for a particular cosmological model, we can compute
κmin and ξη first (for which we have analytical definitions) and by using the fitting
formulae published (their Eq. 8) we will find an approximated PDF (good up to
κ ' 0.2, according to the authors). We show in Figure 2.3 the original comparison
by Wang et al. (2002) between PDFs from the N-body simulation by Munshi and
Jain (2000) and the UPDFs calculated by assuming the same cosmological models
and applying the fitting functions. The authors tested their UPDF for sources up
to redshift one, and found a good agreement with N-body simulations in the weak
lensing limit.
We now describe the basic concepts behind the TurboGL code (Kainulainen and
Marra, 2009, 2011), a numerical algorithm capable of computing the weak lensing
PDF for a given cosmological model in approximately one second. The code is
a numerical application of the so-called “stochastic approach to cumulative weak
lensing”. At the moment, we will focus on the first version of the code (as introduced
in Kainulainen and Marra 2009), and then we will extend the discussion to further
illustrate how this method have been generalised in the second version (Kainulainen
and Marra, 2011). The idea behind TurboGL is that, instead of creating a box of
Universe and apply the ray-tracing to sample the weak lensing PDF, we randomly
distribute halos along the line-of-sight and compute the convergence from it. By
repeating this process, the weak lensing PDF is sampled. Within this discussion
(until differently stated), by using the word “halo” we will refer to any generic large-
scale structure of spherical shape, with radius R (and for which the virialisation is
not required). In this model, all the matter is confined within these “halos”, so that,
by considering the comoving volume V with NH halos we can write
ρm = ρ¯m
NH∑
j=1
ϕ(|χ− χj|), (2.8)
where ρ¯m is the matter density of the background (∝ (1 + z)3) and ϕ(χ) is the
spherically symmetric halo profile (e.g. Navarro-Frank-White, Singular-Isothermal-
Sphere, see Binney and Tremaine 2011 for a review), to be normalised such that∫
V
ϕdV =
1
nc
, (2.9)
and nc is the halo number density. The key equation to randomly sample the weak
lensing PDF is a discrete form of Eq. 1.86, which links the density contrast along the
line-of-sight (δ(χ)) with the convergence κ. The authors split a particular realisation
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of the convergence into two parts, κE and κH. The first is the convergence of the
empty beam (with no halos, i.e. κmin of Eq. 2.4), while the latter accounts for
lensing contribution of the intervening halos along the line-of-sight. This leads to
the following relation
κ = κH + κE =
∫ χs
0
dχ G(χ, χs)
(
NH∑
j=1
ϕj − 1
)
, (2.10)
where the function G(χ, χs) is the geometrical factor (including constants but ex-
cluding δ) of Eq. 1.86 and χs is the comoving distance to the source. Given the finite
size of the halos R, only Nθ halos out of NH will be crossed by the light-beam, for
a particular line-of-sight and halo distribution, θ. By distinguishing each halo with
the index j, the halos which will contribute to the integral are the ones with impact
parameter bj < R. From this, and by noticing that the function G is approximately
constant within each halo, their contribute to the realisation θ of the convergence is
κθH(χs) '
Nθ∑
j=1
G(χj, χs)
∫ Rj
bj
2xdx√
x2 − b2j
ϕ(x, t(χj)) =
Nθ∑
j=1
G(χj, χs)Γ(bj, tj). (2.11)
Then, by dividing the line-of-sight in Ns bins (on the index i), each of size ∆χi  R
(we also make sure that the previous condition on G is still valid), and the impact
parameter in NR bins, we can approximate the last equation with the following
discrete summatory
κθH(χs) '
Ns∑
i=1
NR∑
m=1
κθimG(χ¯i, χs)Γ(b¯m, t(χ¯i)), (2.12)
where the quantities with the bar are averaged in the related bins. The information
of a particular random realisation of the line-of-sight is then fully encapsulated in
the integers κθim, which account for the number of halos in the cell (i,m), and also
satisfy the condition
Ns∑
i=1
NR∑
m=1
κθim = Nθ. (2.13)
The integers {κθim} are distributed accordingly to a Poisson distribution of parameter
∆Nim,
∆Nim = nc∆Vim = nc 2pibm∆bm∆χi. (2.14)
This allows us to randomly create κθim for a given line-of-sight θ, and by using
Eq. 2.12 we find the related value of convergence. By repeating this procedure for
different line-of-sights and sources at the same redshift, we obtain the weak lensing
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PDF.
So far we have considered halos with equal radius and mass. The authors also
generalise their equations for a distribution of halos (of mass M), described by the
dimension-less function f(M, z) which is related to the comoving number density by
n(M, z) =
ρ¯m,0
M
f(M, z), (2.15)
where a0 = 1. By doing that, the halo profile normalisation will change accordingly
and Eq. 2.12 will include a further summatory on the binned mass. The detailed
generalisation is beyond the scope of this chapter, we remand the reader interested
in this method to the original publication (Kainulainen and Marra, 2009).
In a follow-up work, Kainulainen and Marra (2011) extended their stochastic
approach by improving the modelling of inhomogeneites. The authors considered
a realistic halo mass function f(M, z), where the word “halo” now stays for large
virialised mass concentration. Since not all the mass is concentrated in halos and
at the same time weak lensing is affected mostly by large mass concentrations, the
authors set a threshold on the minimum mass under the form of halos (Mcut ∼
1010 h−1M). The remaining mass is split into a family of large mass and low
contrast objects (filaments in the large scale structure of the Universe) and a uniform
component.
In this second version of the algorithm, the halo mass function considered is from
Jenkins et al. (2001) and it is given by a fitting function in terms of the variance
(in mass) of the matter power spectrum. This brings the dependency of the weak
lensing PDF on the parameters σ8 and ns into the model. The halo profile considered
is the NFW profile, and the concetration parameter c (as a function of the halo mass
and redshift) is from Duffy et al. (2008). Together with this enhanced stochastic
approach, a second version of TurboGL was released. The authors confirmed that
the code is still capable of computing a fully sampled PDF in a few seconds.
We conclude this section by showing the original comparison from Kainulainen
and Marra (2011) between the weak lensing PDF obtained by ray tracing within
the Millenium Simulation (MS, Springel et al. 2005) and the TurboGL’s counterpart.
Figure 2.4 shows the PDF obtained through ray-tracing of the MS for a source
at redshift 1.5 (dashed line) and 4 histograms obtained via TurboGL, where the
filaments have been modelled in different ways (see caption). The histogram which
fits better the Millenium’s result is when the halos are randomly placed within
massive filaments. The figure also shows that most of contribute to the PDF is
given by the halos (orange histogram), while the filaments seem to slightly increase
the width of the distribution (red histogram).
TurboGL has been extensively used during the last few years, being a reliable
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Figure 2.4 – Comparison between the ray-tracing PDF from the Millenium Simulation
for a source at z = 1.5 (dashed line) and the results from TurboGL (second version,
histograms). In detail, the orange histogram is computed with halos and no filaments.
The green histogram is computed within a model with halos and cylindrical filaments
at random positions, while the blue one is for a Universe with halos confined within
massless filaments. The red histogram best reproduces the Millenium Simulation’s re-
sults, and it stands for halos confined within randomly placed massive filaments. Credits:
Kainulainen and Marra (2011)
and fast code to compute the weak lensing PDF and its moments, e.g. Amendola
et al. (2010), Marra et al. (2013), Quartin et al. (2014), Amendola et al. (2015),
Castro and Quartin (2014), Castro et al. (2016b,a), Macaulay et al. (2016). A full
PDF computed in tcom ∼ 1 second is still not suitable to be embedded in a Hubble
diagram fitting code, where a PDF would be needed for each redshift bin and each
point of the cosmological parameter grid. A Markov Chain Monte Carlo (MCMC)
code usually requires ∼ 100, 000 steps to converge, thus making tcom ∼ 300 hours, for
a SN sample split into 10 redshift bins. For a code running 10 chains simultaneously,
the computational time will be reduced to 30 hours. To speed-up the computation,
Marra et al. (2013) published a series of fitting formulae for the moments (variance,
skewness and kurtosis, which will be shown to be our observables) of the weak
lensing PDF as a function of redshift and the cosmological parameters, Ωm and σ8
(to which the moments are mostly sensitive, as shown in Figure 2.2). Applications
of the TurboGL code will be discussed in the next section.
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2.3 Applications of SN lensing
2.3.1 Lensing as a source of noise
As briefly discussed in the introduction to this chapter, weak lensing introduces an
extra scatter on the Hubble residuals of the SN Hubble diagram. This dispersion
has been confirmed to be almost linear with redshift (up to z ∼ 1) and its slope is
' 0.05 mag/z (e.g. Quartin et al. 2014, for a Universe compatible with Planck’s
results, Planck Collaboration et al. 2014). Moreover, the long magnification tail of
the weak lensing distribution can introduce an asymmetry in the Hubble residuals
with respect to zero point, resulting in a bias on the best-fit parameters.
First studies of the effects of weak lensing scatter on cosmological parameter
estimations focused on the deceleration parameter q = −aa¨/a˙2. High redshift SNe
as distance indicators were considered a promising way of measuring q, due to the
low intrinsic scatter. In a first work, Kantowski et al. (1995) studied the effect of
light propagation in a “Swiss-cheese” model (e.g. Kantowski 1969), a class of models
describing a FRW pressure-less universe where spherical regions of the background
are replaced with equal mass seeds in the centre. The authors found that the
effects of inhomogeneites on the determination of q can be severe, depending on the
level of clumpiness of the Universe (up to 50% under-estimation on the value of q).
This result was not confirmed by Frieman (1996), who applied analytical arguments
similar to Eq. 1.98, and confirmed that weak lensing effects should not constitute
a problem if σint ' 0.2 mag (they considered cosmologies with Ωm ≤ 1), unless
σint will be reduced by 50%. As previously introduced, Wambsganss et al. (1997)
used the ray-tracing approach on an N-body simulation to study the effects on the
determination of q induced by the non-symmetric weak lensing PDF but found no
significant bias on q.
Amanullah et al. (2003) studied the bias induced by weak lensing on Type Ia
SN samples containing 2000 sources up to z = 2. They studied the effects on the
determination of Ωm, ΩΛ and w, finding negligible bias for the three parameters
considered. They also noticed that the bias increase if a fraction of DM is under
the form of compact objects (a possible result would be that Ωm could be under-
estimated). Sarkar et al. (2008) focused on the bias on the parameter w0 (after
marginalising over wa and Ωm) and conclude that the bias is ' 0.5% for samples
of 10,000 SNe and it will not constitute a problem for future surveys with NSN &
2000. They also notice that, by removing the most magnified SNe (3σ-outliers,
20 SNe on 2000) the bias increases to 0.8%. Amendola et al. (2010) analysed the
Union SN sample (Kowalski et al., 2008) by including a weak lensing likelihood in
the usual Hubble diagram analysis, numerically computed with the TurboGL code
(see dedicated section). Their results show that the inclusion of lensing moves the
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Figure 2.5 – Magnification PDF obtained from the convolution of different quantities of
SNe (see legend). Credits: Holz and Linder (2005)
likelihood within 1σ, thus improving the concordance of the supernova data with
CMB and Baryon Acoustic Oscillations (BAO) results.
Holz and Linder (2005) used the Monte Carlo approach by Holz and Wald (1998)
and study how the weak lensing PDF changes when multiple SNe are observed at
the same redshift. Starting with the magnification PDF for a single SN at a given
redshift, they recursively convolve this function to find the expected magnification
PDF from a sample of N SNe, e.g. PN(µ) = PN−1(µ)⊗P1(µ). They confirmed that,
as we increase N , the resulting combined PDF becomes narrower and narrower,
eventually approaching a Dirac-delta. We show in Figure 2.5 the original figure
from their publication, where they plotted the PDFs resulted from the convolution
of different numbers of SNe (1 to 50). As pointed out by the authors, even after the
convolution of 50 sources we can still notice the asymmetry on the tails. They show
the converging of the convolved magnification PDF towards a Gaussian distribution
(see Figure 2.6 from the original publication), e.g. for 100 SNe at z = 1.5 the peak is
within 0.5% of the original unlensed distribution (µ = 1) and its width approaches
(within ∼ 1%) the width of a Gaussian distribution.
Finally, we recall how the lensing scatter is taken into account in the latest
One-point statistics 50
Figure 2.6 – Left panel : relative shift of the convolved magnification PDF’s peak (mode)
as a function of supernova number (with and without the intrinsic scatter, 0.1 mag) Right
panel : The width of convolved magnification distribution as a function of SN number.
Credits: Holz and Linder (2005)
surveys’ Hubble diagram fit (see Section 1.2.4). In the JLA cosmological analysis
(Betoule et al., 2014), the lensing uncertainty is added in quadrature to the covari-
ance matrix. Specifically, the authors included the additional term diag (σ2len(z))
(see their Eq. 13, page 14), which increases the size of each data-point error bar,
considering lensing as a Gaussian error. This potentially gives a lower chi-square
per degree-of-freedom (d.o.f.) and reduce the intrinsic scatter, but does not correct
for other effects (e.g. a bias on the best-fit values of cosmological parameters).
2.3.2 The signal in the noise
We have shown in the previous section that the weak lensing PDF and its moments
are functions of the underlying cosmological model. This suggests that the fluctua-
tions on the Hubble residuals can be turned from being a source of noise to being
a cosmological probe, if they can be modelled correctly. The interest for SN lensing
was born almost simultaneously to the field of SN cosmology. As Type Ia SNe were
found to show a very low intrinsic scatter (further improved by phenomenological
correlations, see Section 1.2.3), their scatter around the zero point (once the best-
fit cosmology has been subtracted) begun to be considered a source of information
about the structures along the line-of-sight (see e.g. Wagoner and Linder 1987,
Schneider and Wagoner 1987, Linder et al. 1988 for first publications).
Early publications focused on the possibility of distinguish between smooth and
microscopic dark matter from dark matter composed of macroscopic compact ob-
jects: For example, Metcalf and Silk (1999) found that 50 well-measured SNe
(σint ' 0.2 mag) at z ' 1 would be enough to distinguish among the two cases
(see also Seljak and Holz 1999 for a similar work).
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Figure 2.7 – Bias on the constraints of Ωm and σ8 for the fit of the HD (2000 SNe,
intrinsic scatter is 0.1 mag) for a Gaussianly approximated weak lensing PDF and the
full non-Gaussian PDF from Wang et al. (2002) Credits: Dodelson and Vallinotto (2006)
Dodelson and Vallinotto (2006) simulated the fit of σ8 on a 2000 SN Hubble
diagram, finding that we can achieve a 5% measurement of the clustering amplitude
parameter by including a fit for the second moment of the lensing PDF in the usual
HD analysis. They also state that the result may be severely biased (3σ on σ8) if
the weak lensing PDF is approximated with a Gaussian distribution, rather than
considering the full non-Gaussian PDF (see original plot on Figure 2.7). This work
reinforces the importance of having a full description of the non-Gaussian weak
lensing PDF, in order to use SN lensing as a cosmological probe.
A series of publications (we sum up their main concepts and findings in Table 2.1)
made use of the TurboGL code to sample the weak lensing PDF. Marra et al. (2013)
computed the weak lensing PDF via TurboGL (2nd version, Kainulainen and Marra
2011) on a grid of cosmological parameters. They measured the second-to-fourth
moments of the PDF and studied how they change as a function of the selected
cosmological parameters and redshift (see Figure 2.2). As already discussed before,
the moments depend mostly on redshift and the two parameters Ωm and σ8. Hence,
in their paper, the authors reported the numerical fitting formulae of the moments as
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Table 2.1 – Paper series related to the MeMo.
Publications Main findings
Marra et al. (2013) Published fitting formulae of the moments of the weak
lensing PDF (second to fourth) as functions of redshift,
the matter density parameter and the clustering ampli-
tude. These formulae are obtained by using TurboGL
2nd version. The authors also reported a log-normal
fitting function for the weak lensing PDF.
Quartin et al. (2014) Full description of the MeMo likelihood and predictions
on the constraints of Ωm and σ8 for future SN surveys.
The authors predicted a 7% and 3% measurement of
σ8 for future LSST-like SN samples, respectively with
100,000 and 500,000 objects (σint = 0.12 mag).
Castro and Quartin (2014) Application of the MeMo to the JLA data sample
(truncated at z 6 0.9) and first measurement of σ8
from SN only. They allowed for non-Gaussian intrinsic
scatter and found σ8 = 0.84+0.28−0.65 (σ8 < 1.45 at 2σ level
of confidence).
Amendola et al. (2015) Expanded the MeMo parameter space to study the
constraints on γ and σ8. They combined the JLA SN
data sample with low redshift cluster data and Red-
shift Space Distortion (RSD) data, finding that SN
lensing help reducing the confidence regions. They also
predicted constraints from future SN data from LSST
combined with RSD mock data from Euclid. They
found the two probes are complementary and they can
deliver 0.6% and 7% constraints on σ8 and γ.
Castro et al. (2016b) Combined peculiar velocities and weak lensing (see de-
tails in the text). They measured σ8 = 0.40+0.21−0.23.
Castro et al. (2016a) Studied the constraints on the halo mass function from
SN lensing together with galaxy cluster number count
and galaxy cluster power spectrum.
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a function of these three parameters. These equations were applied in a companion
paper (Quartin et al., 2014), where the authors proposed the so-called “method-of-
the-moments” (MeMo here after), to generalise the usual Hubble diagram likelihood
to include the fit for weak lensing effects. Their idea was to simultaneously fit for
the mean values of the SN distance moduli (within a redshift bin) and the moments
of their distribution around the zero point (variance, skewness and kurtosis). By
comparing the measured values on the data with fiducial values pre-computed (this
helps with speeding up the computation) and published in the previous companion
paper, they fit for the matter density parameter, the clustering amplitude as well as
other nuisance parameters related to the intrinsic distribution of SN magnitudes (see
section dedicated to the MeMo). They found that the inclusion in the likelihood of
a fit for the second, third and fourth moments of the residuals’ distribution is a good
complementary probe to the standard approach (which fits only for the centroid).
They also showed that most of the information comes from the first three moments
of the distribution (see their Figure 2 page 6, Quartin et al. 2014).
For these methods, the assumptions about the statistical distribution of the in-
trinsic dispersion are important. Dodelson and Vallinotto (2006) assumed that the
intrinsic dispersion in supernova magnitudes can be modelled with a Gaussian dis-
tribution with zero mean and a standard deviation that is independent of redshift.
Castro and Quartin (2014) generalised this approach by allowing the intrinsic dis-
persion to be further modelled with intrinsic third and fourth moments (although
also constant in redshift). In these works, the only variation in the distribution of
residuals was assumed to be due to lensing, as a function of cosmological parame-
ters and redshift. In reality, the intrinsic dispersion in the magnitudes of supernovae
may vary with redshift, and may not be Gaussian. For example, Malmquist bias
may affect the distribution of fainter residuals, sub-populations of different types
of Ia supernovae may skew the intrinsic dispersion, or correlations with host-galaxy
evolution may introduce redshift dependence (e.g. Sullivan et al., 2010, Campbell
et al., 2016). In a recent work, Singh et al. (2016) tested the Hubble residuals of
recent supernova data with the Kolmogorov Smirnov test, and found the residuals
to be consistent with a Gaussian distribution. Castro and Quartin (2014) tested
models of the intrinsic dispersion that are both constant and vary with redshift, and
found that the Bayesian evidence favoured a model for the intrinsic dispersion that
is constant in redshift.
2.4 Method
We have seen in the previous sections the effects of weak lensing on supernova mag-
nitudes, focusing on the non-Gaussian statistical distribution of the induced lensing
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fluctuations. Fluctuations on magnitudes can also be generated by another physical
mechanism, peculiar motion. We now discuss the effects of peculiar velocities on
SN measurements (Hui and Greene, 2006, Davis et al., 2011), and how these effects
can be combined with weak lensing when fitting the Hubble diagram. Unlike weak
lensing, which we have seen being an important source of scatter for the Hubble
residuals as we go further in redshift, peculiar velocities dominate at low redshift,
z . 0.1 (Hui and Greene, 2006).
2.4.1 Peculiar velocities
When working with sources in a homogeneous and isotropic Universe, we use the
definition of flux given in Eq. 1.47, angular diameter distance from Eq. 1.46 and
redshift from Eq. 1.12, which is directly related to the scale factor (and then, to the
expansion of the background). We now perturb this model, by introducing peculiar
motion (see Hui and Greene 2006 for a general discussion and references).
The inclusion of peculiar motion has two effects. First, the redshift as defined in
Eq. 1.12 (zcos) is Doppler shifted (due to the relative motion between the observer
and the source) to the new value, zpec, defined as
(1 + zpec) = (1 + zcos)
(
1 +
vs
c
· rˆ − vo
c
· rˆ
)
(2.16)
where rˆ is the unit vector from the observer to the source, and vo and vs respectively
their peculiar velocities. This relation is accurate at first order in v
c
.
The second effect of peculiar motion is the modification of the angular diameter
distance to the source due to the aberration effect, which at first order is
Dang(zpec) = D¯ang(zcos)
(
1 +
vo
c
· rˆ
)
, (2.17)
where we put the bar on D¯ang to remember that this quantity is defined within an
homogeneous and isotropic Universe (Eq. 1.46). We are interested in the fluctuations
on the luminosity distance, defined as
δDlum(z) =
Dlum(z)− D¯lum(z)
D¯lum(z)
, (2.18)
where we make use again of the bar to identify quantities defined in a homogeneous
and isotropic Universe. It is important to notice that all the quantities are computed
at the same (generic) redshift z. Explicitly, by combining the definition Dlum(z) =
(1 + z)2Dang(z) with Eq. 2.16 and Eq. 2.17 we find
Dlum(zpec) = D¯lum(zcos)
(
1 + 2
vs
c
· rˆ − vo
c
· rˆ
)
, (2.19)
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valid at first order in v
c
. The equation above, combined with the taylor expansion
of D¯lum(zpec) around zcos (see Hui and Greene 2006 for detail), yields
δDlum(z) =
vs
c
· rˆ − (1 + z)
2
H(z)D¯lum(z)
[vs − vo] · rˆ. (2.20)
The expression above is written again for a generic redshift z, as any change from
zcos to zpec will induce second order corrections.
The peculiar velocity field introduces correlations on the magnitudes of sources,
and this effect can be studied from a statistical point of view in terms of the power
spectrum of the δ field. The peculiar velocity covariance matrix, as written for the
distance moduli of two sources i and j (detailed calculations can be found in Hui
and Greene 2006), is
〈µiµj〉 =
(
5
ln 10
)2(
(1 + zi)
2
H(zi)Dlum(zi)
)(
(1 + zj)
2
H(zj)Dlum(zj)
)
ξij (2.21)
where Dlum(z) is again the luminosity distance (Eq. 1.48, we drop the bar) and
ξij is the velocity correlation function, decomposed in parallel and perpendicular
components (Gordon et al., 2007),
ξij = sin θi sin θj ξ
⊥
ij + cos θi cos θj ξ
‖
ij. (2.22)
where cos θi = rˆi · rˆij and cos θj = rˆj · rˆij (while rˆij = rˆi − rˆj). The parallel and
perpendicular components are defined by the following relation
ξ
‖,⊥
ij = D
′(zi)D′(zj)
∫ ∞
0
dk
2pi2
P (k)K‖,⊥(kr), (2.23)
where the window functions are
K‖(x) = j0(x)− 2j1(x)
x
(2.24)
and
K⊥(x) =
j1(x)
x
. (2.25)
In the equations above, j0(x) and j1(x) are the spherical Bessel functions and D′(z)
is the derivative of growth function, with respect to the conformal time (see Section
1.1.10). We now consider the diagonal part of the covariance matrix, i.e. i = j. In
this limit, the arguments of the window functions tend to zero, thus giving (Gorski,
1988)
σv =
5
ln 10
(
(1 + z)2
H(z)Dlum(z)
)(
[D′(z)]2
3
∫ ∞
0
dk
P (k)
2pi2
) 1
2
, (2.26)
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where the effect is converted into magnitudes.
Castro et al. (2016b) combined the MeMo method with a peculiar velocity like-
lihood. The weak lensing effects and the velocities were combined as a product of
two independent likelihoods, the latter analysing low redshift SNe only (z < 0.1),
while the MeMo likelihood fitting the remaining higher redshift SNe. This approach
has the advantage that peculiar velocity correlations can be modelled in the velocity
likelihood, but it does not model simultaneously weak lensing and velocity effects.
We now propose a slightly different approach, to model peculiar velocities and weak
lensing effects in the same likelihood by generalising the MeMo. The advantage of
this approach is that the total expectations for the moments include contributions
for both effects, which would be otherwise underestimated. The disadvantage is
that we cannot use the full peculiar velocity covariance matrix, being able to model
only the diagonal elements (we effectively fit only for the additional magnitude dis-
persion induced by peculiar velocities). However, we find that the full covariance
matrix for velocities is dominated by its diagonal elements, and that for z > 0.1 the
off-diagonal elements are negligible.
2.4.2 The Method of the Moments (MeMo)
We now review the MeMo method, first developed by Quartin et al. (2014) to include
the weak lensing fit into the usual Hubble diagram analysis. We also present how
equations can be generalised to include the peculiar velocity dispersion from Eq.
2.26.
In general, the ith moment µi of a variable µ with probability distribution func-
tion P (µ) is defined as
µi = 〈(µ− 〈µ〉)i〉 =
∫
dµ (µ− 〈µ〉)i P (µ), (2.27)
where 〈µ〉 is the mean value. The MeMo likelihood is defined as (Quartin et al.,
2014)
LMeMo = exp
(
−1
2
Nbins∑
j
χ2j
)
, (2.28)
where χ2j is the chi-square in the jth redshift bin,
χ2j =
(
µ
(j)
data − µ(j)theory
)t
C−1j
(
µ
(j)
data − µ(j)theory
)
, (2.29)
and Nbins is the total number of redshift bins. In the formula above, µ
(j)
theory is the
four-component vector, related to the jth bin, which contains the theoretical pre-
dictions of the moments of the Hubble residual distribution. The first component
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Figure 2.8 – Theoretical and measured second, third and fourth moment of the residuals’
distribution for weak lensing only, peculiar velocities only and the combined likelihood.
The shaded area is the contribution of non-linear velocity dispersion, modelled via Eq.
2.26, namely σv,nl = 5ln 10
(
(1+z)2
H(z)Dlum(z)
)
σ∗, and assuming a dispersion σ∗ = 0 and 500
Km/s, respectively for the lower and higher edge. The theoretical line (dashed) includes
a value σ∗ = 350 Km/s. Credits: Macaulay et al. (2016)
µtheory,1 is the theoretical distance modulus at zj, while the second-to-fourth compo-
nents are respectively the variance, skewness and kurtosis of the residuals. Since we
are combining weak lensing effects together with peculiar velocities, these moments
will depend on the moments of both the distributions. Dropping the bin index j,
the second component of the vector will be
µtheory,2 = σ
2
int + σ
2
len + σ
2
v (2.30)
where σ2int is the intrinsic dispersion on the SN magnitudes, σ2len is the lensing vari-
ance and σ2v is the dispersion due to peculiar velocities, from Eq. 2.26. We assume
that the intrinsic variance is constant and independent of redshift. The third com-
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ponent of the vector is defined as
µtheory,3 = µ3,int + µ3,len, (2.31)
and it contains the contribution from weak lensing, µ3,len, and also an intrinsic
component, µ3,int. We expect peculiar velocities to give a null contribution to the
skewness of the Hubble residuals, due to isotropy (this is confirmed by Figure 2.8,
central panel, magenta line). The fourth moment, µtheory,4, is defined by the following
formula
µtheory,4 = µ4,int + µ4,len + 3µ
2
theory,2 − 3σ4len. (2.32)
We include the term ∝ σ4len so that our equation gives Eq. 11 of Quartin et al. (2014)
in absence of peculiar velocities. We use the fitting formulae published by Marra
et al. (2013) for the theoretical values of the lensing moments σ2len, µ3,len and µ4,len
as functions of redshift and cosmological parameters (their Eq. 6, 7 and 8). The
theoretical values of σv are computed through Eq. 2.26, for a linear dark matter
power spectrum. µ(j)data is the vector composed by the first four moments measured
within the jth bin. The estimators for these quantities will be discussed in the next
section.
2.4.3 Measuring the moments
We now illustrate some methods for measuring the moments of a distribution of
sparse data. Suppose we have N data points µj, for j ∈ [1, N ]. We define the ith
moment of the data distribution as
µ̂i =
∑N
j=1 (µj − 〈µ〉)i
N
, (2.33)
where 〈µ〉 is the mean value. We can also define a weighted estimator for the same
moment, by doing
µ̂
(w)
i =
∑N
j=1 σ
−2
µ,j (µj − 〈µ〉)i∑N
j=1 σ
−2
µ,j
, (2.34)
where σµ,j is the error bar of the jth data-point. However, these estimates only
converge to an unbiased estimate of the moment in the limit of large N , particu-
larly so for distributions with long tails. Due to the power i in the formulae, the
ability of recovering an unbiased estimate of the moment depends on our capability
of sampling the long tails. For sparse data and under-sampled tails, the missing
measurements have a severe impact on the estimate.
A possible alternative to the definitions above is the h-statistics (Halmos, 1946),
which corrects the moments’ estimate based on the number of data in the sample.
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Figure 2.9 – Comparison between the estimated moments of the residuals’ distribution
on 10 statistically equivalent simulated JLA-like catalogues, using the h-statistics (small
red dots) and the KDE method (small green squares). The biggest dots and squares
represent the average within each bin, and the error bars their standard deviation. We
also show the theoretical values from Eq. 2.30–2.32 (full lines). Credits: Macaulay et al.
(2016)
For instance, the corrected estimate for the second moment is
µ̂
(h)
2 =
N
N − 1 µ̂2, (2.35)
while for the third moment is
µ̂
(h)
3 =
N2
(N − 1)(N − 2) µ̂3. (2.36)
We also notice that, in the limit of large N , µ̂ (h)k
N→∞−−−→ µ̂k, for k = 2, 3 (still valid
for any value of k).
In our analysis, we make use of the Kernel Density Estimation (KDE, e.g. Sil-
verman 1986), which convolves each data-point with a normal distribution. The
band-width of this normal distribution h is determined by the ‘Scott’s Rule‘ (Scott,
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1992), which for a one-dimensional data is given by
h = N−
1
5σ, (2.37)
where N is the number of data points in the sample and σ is the data-point error
bar. After having estimated the probability distribution of the residuals within a
redshift bin via the KDE method, we apply Eq. 2.27 to compute the ith moment.
We show a comparison between the moments estimated via h-statistics and the
moments reconstructed through the KDE method in Figure 2.9. From the figure
we notice that the KDE method appears to be more precise and accurate than the
h-statistics estimators, giving smaller fluctuations on the measured centroids with
respect to the theoretical expectations.
2.5 Data sample and simulations
2.5.1 Joint Light-curve Analysis
Throughout this chapter, we make use of the Joint Light-curve Analysis (Betoule
et al. 2014) supernova catalogue (see Section 1.2.4 for details). We compute the
distance moduli for the best-fit values from Betoule et al. (2014) of α = 0.141,
β = 3.101, MB = −19.05 and ∆M = −0.07 and Eq. 1.69 and 1.70. We take the
error bars of the data-points to be the square-root of the diagonal of the covariance
matrix (Eq. 1.71). These uncertainties will be used to weight our estimates of the
central moments.
The JLA data-set contains both the observed heliocentric redshift and the CMB
rest frame redshift, which has been corrected for the heliocentric motion as well as
peculiar velocities. Since we are interested in the effects of peculiar velocities, we
apply our own CMB dipole correction to the heliocentric redshift values (see Section
2.4.1), in order to have a data-set with CMB rest-frame redshift values which still
contain the information of peculiar velocities.
2.5.2 Simulated JLA-like catalogues
In order to test our analysis, we simulate realisations of the JLA catalogue by sam-
pling galaxies from the MICE cosmological light cone simulation (see Section 3.4 for
detail, or see Fosalba et al. 2015). The MICE simulation includes peculiar velocities
and an estimate of the lensing convergence. To generate a simulated realisation
of the JLA data-set, we start with a sub-sample of the MICE simulation with 8.9
million galaxies with redshift between 0 and 1.4. We then find the galaxies in the
simulation which have the closest redshift to each SN of the JLA catalogue. For
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Figure 2.10 – Hubble residuals of the real JLA data sample (upper panel) and of one of
the simulated JLA-like data-set (lower panel). Credits: Macaulay et al. (2016)
each of these selected galaxies we consider the cosmological redshift zcos, the red-
shift with peculiar velocities zpec and the convergence κ. We then compute the
unlensed distance modulus, by applying
µcos = 5 log [(1 + zpec)χ(zcos,Ωm)] + 25 (2.38)
(valid for a flat Universe). From the value of the convergence, we compute δµlen '
− 5
ln 10
κ (at first order in κ) while we take the intrinsic contribution δµint to be a
random number from a Gaussian distribution with zero mean and standard deviation
0.14 mag, to match the value measured in the JLA catalogue (Castro and Quartin,
2014). The sum of these three contributions will be our “observed” distance modulus,
µobs = µcos + δµlen + δµint. (2.39)
We consider the zpec as our observed redshift. Then we assign the quoted uncertainty
from the real JLA data sample to the simulated counterpart. In order to generate
multiple independent JLA-like catalogues, we repeat the procedure as explained
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before, except for the fact that we shift each SN redshift by a random number (drawn
at random from a normal distribution with standard deviation is 0.03 in z) before
matching it to the simulated galaxy redshifts. The value 0.03 has been chosen to
ensure that each JLA-like realisation is independent and also that the SN redshift
distribution of the original JLA catalogue is respected. With this procedure, we
create 10 independent JLA-like catalogues, which will be used for testing purposes.
We show in Figure 2.10 one of the simulated JLA-like Hubble diagram, compared
with the real JLA Hubble residuals, as a function of redshift.
2.5.3 Covariance matrix
Quartin et al. (2014) used an analytical estimate of the covariance matrix of the
moments (published in their Eq. 24). By replicating this procedure, we find a
higher than expected reduced χ2. This could be due to the fact that their analytical
formula depends on the moments up to the 8th and that the highest moments are
particularly sensitive to outliers. Instead of using this approach, we use a bootstrap
re-sampling technique to estimate the covariance matrix. This method consists
in randomly sub-sampling the data-set to generate multiple realisations and from
which we can directly measure the covariance. We select a sub-sampling fraction of
70% of the whole original data-set, in order to have a χ2dof ' 1. By increasing this
fraction, the chi-square value increases, since the sub-samples are varying less with
respect to the whole sample (leading to underestimated values of the covariance).
We show in Figure 2.11 an example of the bootstrap technique, within the redshift
bin 0.4 < z < 0.5. The grey points are the measured moments for each sub-
sampled realisation, while the green contours are the confidence levels of the best fit
covariance matrix. We also overlap the analytical counterpart (red ellipses), using
the method proposed by Quartin et al. (2014). We notice that the 1σ and 2σ contour
widths of the two methods agree for the first moment while the analytical form of
the covariance matrix underestimates the covariance for the other three moments of
the distribution. Again, this could be due to the fact the elements of the covariance
matrix proposed by Quartin et al. (2014) depend on a combination of the measured
moments up to the eighth, which are sensitive to outliers and sparse data samples.
We also notice that the triangular shaped degeneracy between µ2 and µ3 (with a
vertex in µ2 = µ3 = 0) indicates that we cannot have skewness without allowing for
a non-zero variance (i.e. a distribution with zero variance has zero skewness). The
exact shape of the triangle may depend on the bootstrap applied, and requires more
tests via simulations for a complete understanding.
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Figure 2.11 – Covariance between the first four moments of the residuals, measured from
JLA within the redshift bin 0.4 < z < 0.5. In the plot we compare the analytic estimate
of the covariance, as was done by Quartin et al. (2014) (red contours), with the bootstrap
method described in the text (green contours). Each grey dot is a measurement from a
JLA sub-sample. Credits: Macaulay et al. (2016)
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2.6 Discussion and results
Here we discuss the most relevant results of our analysis. To sum up, we apply
Eq. 2.28 and 2.30 – 2.32 to define our expanded MeMo likelihood, to simultane-
ously model the weak lensing and peculiar velocity effects on the Hubble residual
moments. We apply the KDE method described in Section 2.4.3 to measure the
moments of the residual distribution. We model the lensing part by using the fitting
formulae published in Quartin et al. (2014), based on the TurboGL code, while the
peculiar velocity dispersion is computed via Eq. 2.26 . We also consider an intrinsic
contribution to the moments as an additional component (constant with redshift) to
the second, third and fourth moment of the distribution. Overall, we simultaneously
fit for 5 parameters. We consider equally spaced redshift bins with width ∆z = 0.1,
similarly to Castro and Quartin (2014). Moreover, we truncate our data-sets (real
and simulated) at z = 0.9, due to the low number of SNe in the bins with highest
redshift.
2.6.1 Testing the procedure on the mock Hubble diagrams
Before applying our procedure to the JLA data-set, we perform tests on the simu-
lated JLA-like Hubble diagrams. We fit2 for Ωm and σ8 together with the intrinsic
dispersion σint and an intrinsic third and fourth moments (µ3,int and µ4,int). We
repeat this fitting on the 10 JLA-like mocks created. We find that, when fitting
for this set of parameters, σ8 is systematically underestimated, while the intrinsic
scatter is systematically overestimated. This is due to the degeneracy between σ8
and σint. We also believe that a cancellation effect on the redshift dependence of
the second moment may contribute to this degeneracy, when combining in quadra-
ture the velocity contribution (which decreases with redshift) and the lensing term
(which increases with redshift), as we do in Eq. 2.30. This effect can be seen in
the top panel of Figure 2.8, where the black curve (combined effects) is almost flat
between redshift 0.1 and 0.5. When keeping the intrinsic dispersion fixed to the
fiducial value of 0.14 mag, and the third and fourth moments set to zero, we recover
(on average) the input value of σ8.
2.6.2 Results with JLA
We apply our code to the JLA data sample, by fitting for the full set of parameters
(5 parameters) and for the restricted case with Gaussian intrinsic scatter (we fit
for the two cosmological parameters only, while σint = 0.14 mag and the third and
fourth moments are set to be zero). For both sets of parameters, we fit for effects of
2We use an MCMC code, implemented in Phyton.
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Ωm σ8 σint µ3, int (×10−3) µ4, int (×10−4) χ2dof
Velocities 0.279±0.013 0.32+0.63−0.32 0.17±0.02 0.5±2.0 2±2 1.14
Lensing 0.276±0.016 1.56+0.51−1.01 0.17±0.02 0.4±2.0 2±2 1.20
Combined 0.274±0.013 0.44+0.63−0.44 0.16±0.02 -0.2±2.0 2±2 1.14
Velocities 0.275±0.012 0.44+0.76−0.44 - - - 1.26
Lensing 0.278±0.011 1.70+0.51−0.76 - - - 1.29
Combined 0.278±0.011 1.07+0.50−0.76 - - - 1.27
Table 2.2 – Table of results showing the fully marginalised constraints (68% confidence
level) for our set of parameters. The dash symbol indicates that the related parameter
has been fixed to the fiducial value within that fit (σint = 0.14 mag, µ3, int = µ4, int = 0).
velocities and lensing individually, and combined. The fully marginalised constraints
for all the combinations of parameter set and effects are shown in Table 2.2.
By combining peculiar velocity and lensing effects, and fitting within the re-
stricted parameter space, we find Ωm = 0.278 ± 0.011 (at 1σ level of confidence),
while Betoule et al. (2014) found the higher value Ωm = 0.289 ± 0.018 (consider-
ing statistical errors only). We believe that the differences are mainly due to the
peculiar velocity corrections included in the original JLA sample but not included
in our method. Furthermore, our real JLA sample does not completely overlap the
original one, having excluded the most distant SNe (z > 0.9). By repeating our fit
without the peculiar velocity correction, we find Ωm = 0.305±0.027 (still consistent
with the previous value).
We notice that, by keeping the intrinsic scatter to be Gaussian (as shown in
the bottom part of Table 2.2), we recover σ8 = 1.07+0.50−0.76, while by allowing for all
the three moments to vary we find a lower clustering amplitude, σ8 = 0.44+0.63−0.44.
In the latter case, we find that the values of skewness and kurtosis of the intrinsic
distribution are consistent with a Gaussian distribution, within 1σ. Moreover, we
find σint = 0.16 ± 0.02, higher than the one found by Castro and Quartin (2014)
(who found 0.14 mag). The difference on this parameter is of the same order as the
shift we noticed by analysing the JLA-like mocks, where the recovered values for
the intrinsic scatter were ∼ 0.01 mag higher than the input value.
By allowing for the three moments of the intrinsic distribution to vary, we find
σ8 = 0.44
+0.63
−0.44, to be compared with the value σ8 = 0.40
+0.21
−0.23 found by Castro
et al. (2016b), who combined velocity and lensing effects with a different approach.
The larger uncertainty on our value of σ8 is consistent with the wider covariance
matrix contours shown in Figure 2.11. The best fit value of our measurement of
the clustering amplitude is lower than the input value, as found when running the
test on the JLA-like catalogues. Despite the differences in the approaches used,
One-point statistics 66
0
10
20
30
40
50
60
L
, 
L
ik
e
li
h
o
o
d
0
.0
0
0
1
0
.0
0
0
2
0
.0
0
0
3
0
.0
0
0
4
0
.0
0
0
5
0
.0
0
0
6
0
.0
0
0
7
0
.0
0
0
8
µ4, int
0.5
1.0
1.5
2.0
2.5
σ
8
V
L
C
0.14
0.15
0.16
0.17
0.18
0.19
σ
I
VLC V
L
C
0.004
0.003
0.002
0.001
0.000
0.001
0.002
0.003
0.004
µ
3,
in
t
V
LC
V
LC
V
LC
0
.2
5
0
.2
6
0
.2
7
0
.2
8
0
.2
9
0
.3
0
Ωm
0.0001
0.0002
0.0003
0.0004
0.0005
0.0006
0.0007
0.0008
µ
4,
in
t
VLC
0
.5 1
.0
1
.5
2
.0
2
.5
σ8
V LC
0
.1
4
0
.1
5
0
.1
6
0
.1
7
0
.1
8
0
.1
9
σI
VLC
0
.0
0
4
0
.0
0
3
0
.0
0
2
0
.0
0
1
0
.0
0
0
0
.0
0
1
0
.0
0
2
0
.0
0
3
0
.0
0
4
µ3, int
VLC
Figure 2.12 – Parameter constraints for the real JLA data sample by fitting for the
lensing effects only (blue contours, centroid labelled as L), velocity only (magenta and
V) and their combination (black full lines and C). In this figure, σI ≡ σint. Credits:
Macaulay et al. (2016)
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Figure 2.13 – One-dimensional likelihood for σ8 when considering velocity effects only
(magenta line), lensing only (blue dashed line) and their combination (black). We also
show the result from the product of lensing and velocity likelihoods (red) and the result
published by Castro et al. (2016b). Credits: Macaulay et al. (2016)
our constraint on the clustering amplitude is similar to the one found by Castro
et al. (2016b). This is due to the fact the both results are driven primarily by the
peculiar velocities, due to the high number of SNe at low redshift. This can be
visualise in Figure 2.13, where we show the fully marginalised likelihood for σ8 for
the different combinations of probes considered. In fact, the combined lensing and
velocities (black line) is closer to the velocity-only curve (thin magenta line) than
to the lensing-only line (dashed blue). We also notice that the product of the single
likelihoods from lensing and velocities (red dashed) is similar to full likelihood which
makes use of the combined moments (black line), and that lensing affects the overall
result by a light shift towards higher values of σ8. In the same plot we also show
the result from Castro et al. (2016b)3.
Our lensing-only constraint on σ8 is higher than the one found by Castro and
Quartin (2014), who found σ8 = 0.84+0.28−0.65 (σ8 < 1.45 at 2σ level of confidence).
3We have downloaded the original MCMC chains from http://sites.if.ufrj.br/castro/
en/pesquisa/artigos/
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We can reproduce their results using the moments’ estimator of Eq. 2.33 and the
analytical covariance matrix published in Quartin et al. (2014). By replicating their
methods, we find σ8 = 0.89+0.35−0.59 (or σ8 < 1.60 at 2σ). The intrinsic scatter for this
method is σint = 0.14 ± 0.01, while the third and fourth moments are consistent
with zero. As previously highlighted, this moment estimator is more biased than
the KDE method we used, and we also notice that Castro and Quartin (2014) have
applied corrections to their estimators, although details are not provided.
2.7 Conclusions
In this chapter we have discussed how weak lensing affects the Hubble diagram,
either as a source of noise or a potential signal. We focus on the description of
weak lensing one-point statistics through its Probability Distribution Function and
specifically on its moments, which depend on redshift and cosmological parameters.
The inclusion of the second-to-fourth moment fit in the likelihood were shown to
help constraining σ8, Ωm (Quartin et al., 2014) as well as γ (Amendola et al., 2015,
Castro et al., 2016b).
In Section 2.4 we have presented an extension of the MeMo by Quartin et al.
(2014), now directly including the effects of peculiar velocities and lensing in a single
likelihood. We note that standard estimators for the moments of the magnitude
residuals underestimate the real moments for typical numbers of supernovae. We
have also shown that Kernel Density Estimation can be used to reduce the bias in
estimates of the moments from sparse samples. We then apply the velocity and
lensing likelihood and the KDE estimators to the JLA supernovae catalogue.
We have noticed that at redshift z ∼ 0.2 to 0.5, the effects of peculiar veloci-
ties and lensing magnification contribute similarly to the dispersion in the Hubble
diagram. The cancellation of redshift dependence of these two effects within this
redshift range makes the effects of σ8 on the second moment degenerate with the
intrinsic supernova dispersion. We thus emphasise the importance of modelling
both effects simultaneously, and also the importance of measuring higher moments
of the Hubble diagram, in order to break this degeneracy. We also confirm that
the simulated lensing convergence in the MICE light cone simulation is in excellent
agreement with the moments modelled by Marra et al. (2013).
There are some limitations to the current analysis: e.g. we do not account for
correlations in the distance moduli in our analysis (either from the light-curve fitting,
or density perturbations). This approach frees us from the imposition of Gaussianity
(which is implicit in a typical covariance-matrix analysis) in the distribution of
residuals, which is the dominant signal for lensing, and the primary focus of this
chapter. As shown in the next chapter, we expect the magnification effect to be
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significantly correlated only on angular scales of about a few arcminutes. We will
also show that we found lensing spatial correlation consistent with zero for the JLA
catalogue (see Section 3.4.4). In the case of peculiar velocities, we do expect large-
scale correlations, although we have verified by calculating the full covariance matrix
that the correlations are negligible for all but the lowest redshift supernovae. In the
case of the light-curve parameters, Castro et al. (2016b) showed that marginalising
over the values slightly increased the uncertainties, but did not significantly bias the
results or conclusions.
Currently, the main limitation in the analysis of the moments is measuring unbi-
ased moments of sparse samples of the residuals. However, as the size of supernova
catalogues increases, this issue will become less problematic. With larger catalogues,
however, it will become more important to model the intrinsic dispersion in the su-
pernovae, such as the dependence with redshift and correlations with host galaxy
type. We emphasise that it is possible to place limits on the amplitude of the mat-
ter power spectrum with the supernovae Hubble diagram – both the background
expansion and perturbations with the same observable. By fitting for the effects of
lensing and velocities, we can also test for consistency in the Newtonian and lensing
potentials. Furthermore, by measuring the moments of the residuals, we test for
consistency or evidence for outliers in the supernova population.
Chapter 3
Supernova gravitational lensing with
two-point statistics
3.1 Introduction
In Chapter 2 we have discussed how weak gravitational affects the SN Ia Hub-
ble residuals and how their statistical distribution can be used to put constraints
on cosmological parameters. In this chapter, we aim at extending this approach
by considering the coherent SN brightness correlations induced by the large-scale
structure in the Universe. Such structures in the foreground of distant supernovae
will result in correlated magnification effects being introduced into the flux of neigh-
bouring supernovae, leading to a two-point correlation, where there is an excess
probability of finding magnified (or demagnified) pairs of SNe Ia as a function of
angular separation.
A measure of the magnitude-magnitude angular correlation function would pro-
vide a direct measurement of the gravitational lensing power spectrum, which con-
tains information on the background cosmological expansion and the growth of struc-
ture. This will constitute an independent probe for cosmology, to be combined with
other techniques (e.g. galaxy shear), as well as a possible check for systematics for
the upcoming wide area SN surveys.
We also investigate the cross-correlation between SN Hubble residuals and galax-
ies. In this case, a magnified SN is expected to be found with an excess of galaxies
in the foreground, and vice versa. Such correlation should be detectable with higher
signal-to-noise, given the greater number density of galaxies on the sky with respect
to SNe Ia.
In this chapter, we study the prospects for detecting the two-point angular cor-
relation function of SN magnitudes using the Dark Energy Survey (DES; Bernstein
et al., 2012) and the Large Synoptic Sky Telescope (LSST; LSST Science Collabora-
70
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tion et al., 2009). The DES SN Programme is already underway (see Bernstein et al.,
2012, Kessler et al., 2015), while LSST will obtain first light early next decade1. We
start in Section 3.2 with a review on previous works about supernova lensing with
two-point statistics. Then in Section 3.3, we present the theoretical background for
this work, including predictions for the signal-to-noise ratio (SNR) of the expected
two-point correlation function. We investigate the likelihood of observing such cor-
relations for both the DES and LSST surveys. In Section 3.4, we compare our
methodology to numerical simulations to validate our approach, further investigat-
ing the possible impact of LSST SN lensing on the constraints of the cosmological
parameters Ωm and σ8. We conclude the chapter in Section 3.5, with results and
discussion.
The work reported in the following chapter has been carried out in collaboration
with Dr. Edward Macaulay and my supervisory team. The techniques and results
shown here have been published as Scovacricchi et al. (2017). As leading author, I
was responsible for all the sections and results of this publication.
Throughout this chapter, we assume a fiducial flat ΛCDM cosmology, with the
matter and vacuum density of Ωm = 1 − ΩΛ = 0.3 (including the contribute of
baryons Ωb = 0.044). Where appropriate, we assume H0 = 68 km s−1 Mpc−1,
σ8 = 0.79 and the spectral index ns = 0.96, as consistent with Planck cosmolog-
ical analysis (Planck Collaboration et al., 2014). The simulated data we will use
in Section 3.4 are based on a N-body simulation with a slightly different fiducial
cosmology. To be able to compare our measurements on simulations with theoreti-
cal values, in Section 3.4 we will adopt the following set of cosmological parameters
(Ωm = 0.25, ΩΛ = 0.75, H0 = 70 Km s−1 Mpc−1 and σ8 = 0.8).
Often, we will refer to the SN magnitude-magnitude correlation as angular auto-
correlation, or simply (SN) auto-correlation. The same is valid for the SN-galaxy
cross-correlation, often only cross-correlation. The density parameters are computed
at z = 0, e.g. Ωm ≡ Ωm,0.
3.2 Literature review
3.2.1 Auto-correlation function
Suppose we have a SN field, in which we consider two nearby supernovae (more
quantitative statements will be provided later in this chapter). The light of these
SNe will travel towards us, passing through (almost) the same large-scale struc-
tures of the Universe. The gravitational potential of such inhomogeneities will then
cause similar gravitational lensing effects (for point-like sources this translates into
1See www.lsst.org for updates and information.
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a similar magnification2). The two SNe are then likely to appear both magnified or
demagnified with respect to their expected magnitude (which in turn depends on
the SN redshift and the cosmological model), depending whether they are located
behind an over-dense or an under-dense region. Hence, this effect will be detectable
as a two-point angular correlation on the SN Hubble residuals. We will now discuss
a selection of publications on this topic.
In Cooray et al. (2006b), the authors studied the impact of lensing spatial cor-
relation when constraining dark energy parameters with SNe Ia. To assess that,
the authors analytically computed the lensing covariance matrix for a SN survey
composed by 1700 SNe Ia, homogeneously distributed on redshift up to 1.7 (they
also assumed an intrinsic scatter of 0.15 magnitudes). Then they studied (by using
a Fisher matrix approach) the posterior errors on the cosmological parameters as a
function of the survey’s field size (by doing that, they change the average angular
separation between SN pairs). They considered a wCDMmodel and a wzCDM (with
the usual parametrisation w(a) = w0 + wa(1 − a), Chevallier and Polarski 2001),
showing results for the standard deviation on w0 and wa and the two-dimensional
likelihood surfaces for w0 − wa and w − Ωm (their Figure 2). The result is that for
surveys of area . 1 deg2 the parameter degradation is not negligible: e.g. for the
smallest survey area considered in their work (0.25 deg2), the authors found that the
contour on w0 − wa are 40% wider than the case with no lensing. They also state
that for future surveys with area larger than a few square degrees and a number of
SNe & 1000, the correlation will be negligible.
Hui and Greene (2006) confirmed the results of Cooray et al. (2006b), via a
more theoretically oriented approach (similarly to Bonvin et al. 2006). In their
work, the authors carefully review the potential sources of magnitude covariance
and their effects on cosmological parameter constraints. They conclude that peculiar
velocities induce non-negligible magnitude correlation between different SNe for low
redshift surveys (z . 0.1). For lensing, they claim that lensing uncertainties (see
Chapter 2) are important for high-redshift surveys but the induced magnitude spatial
correlations are generally sub-dominant, unless a very deep and narrow survey is
considered (area smaller than one deg2). The authors also discussed the lensing auto-
correlation as a signal. They affirm that it has the advantage of having different
systematics than galaxy lensing, but it has significant lower signal-to-noise with
respect to shear measurements.
In a companion paper, Cooray et al. (2006a) analysed the detectability of mag-
nitude spatial correlations. They assumed two SN samples of 3,000 and 10,000
SNe observed on 20 deg2, each with a 10% error on the flux, and homogeneously
2As we will discuss later, we do not consider the shifts on the apparent positions of the lensed
sources.
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distributed between redshift 0.1 and 1.7. They investigated the integrated signal-to-
noise for future measurements of the SN auto-correlation function (and also the
cross-correlation function, see below), finding that for the most optimistic case
(10,000 SNe) the integrated SNR will be . 20 (see their Figure 2). They also
propose some applications for SN magnification maps, e.g. breaking the mass-sheet
degeneracy (for which we are insensitive to the lensing effect of a sheet of constant
mass interposed between us and the sources, e.g. Narayan and Bartelmann 1996)
and cross-checking lensing results from galaxy shear. They conclude that a good
measurement of the SN auto-correlation function can also put constraints on cos-
mological parameters (see Section 3.5) e.g. an integrated SNR of 10 (100) would
constrain Ωm and σ8 up to a 10% (1%) level.
3.2.2 Cross-correlation function
The works discussed above pointed out that SN lensing with auto-correlation func-
tion is limited by shot-noise, due to the low supernova surface density (confirmed be-
low). An alternative method has been proposed, and it involves the cross-correlation
between SN Hubble residuals and galaxies. The idea is that magnified SNe will be
found preferably behind an over-density of galaxies (similar tecniques have been
successfully used to study quasar magnification, see Guimaraes 2005, Narayan and
Bartelmann 1996 for review). Due to the high galaxy surface density on the sky, the
SN-galaxy cross correlation will be measured with higher signal-to-noise, as found
by Cooray et al. (2006a) and confirmed in Section 3.3.
First references to SN-galaxy cross-correlation can be found e.g. in Metcalf
(2001), while a first attempt to detect SN lensing was published by Williams and
Song (2004). In that work, the authors correlated 50 SNe from the High-z Supernova
Search Team and the Supernova Cosmology Project (mean redshift 0.47) with the
galaxy number counts. Their technique consisted in counting the galaxies in front
of each SN, within a circular aperture of radius 5 to 15 arcminutes (APM galaxy
catalogue, Maddox et al. 1990). By doing that, they claimed a correlation at 99%
significance. In reply to Williams and Song (2004) and Wang 2005 (who claimed
that the magnification distribution function computed on a high-z subset of Riess
et al.’s SNe was compatible with lensing), Ménard and Dalal (2005) analysed 156
SNe from the Gold Sample (Riess et al., 2004) by cross-correlating them with the
SDSS DR2 galaxy catalogue. By adopting a technique similar to Williams and Song
(2004), the authors found no detectable cross-correlation on scales 1 to 10 arcminutes
(this was in agreement with theoretical expectations). The authors suggest that the
differences in their result with respect to the one by Williams and Song (2004) might
be due to the different galaxy catalogues (a modern CCD based catalogue versus
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the older APM catalogue, based on photographic plates). The authors also suggest
that the result by Wang (2005) is surprising and possibly driven by a few outliers,
which were interpreted as high-magnification events.
Later, Jönsson et al. (2007) found weak evidences for weak lensing when cor-
relating the magnitude of 26 SNe from GOODS with the foreground mass, as re-
constructed from galaxy catalogues (at 90% confidence level). In a follow-up work,
Jönsson et al. (2008) studied the probability of detecting SN lensing effects with
the SNLS survey, by using simulated data samples. The results were promising,
indicating that a positive detection of the cross-correlation with SNLS was likely to
be found, with the exact values of the probability depending on the intrinsic scatter
as well as the total number of SNe. The same technique was applied by Kronborg
and Hardin (2010), who found a positive correlation between SN Hubble residuals
and magnification along the line-of-sight at 99% confidence level, using SNLS 3 year
data. Finally, an analysis looking for SN-galaxy cross-correlation was recently per-
formed by Smith et al. (2014) for a sample of 608 SNe Ia from the SDSS-II SN Survey
(Sako et al., 2014) and 70,631 foreground galaxies taken from the SDSS database.
They found a mild correlation consistent with that expected from weak lensing (at
a significance of 1.7σ). They also proposed a method to reduce the impact of this
correlation on cosmological parameter fitting, by introducing a nuisance parameter
in the SALT2 fitting. Jönsson et al. (2010a,b) proposed to use SN lensing to fit the
foreground dark matter halo properties (e.g. the velocity dispersion). They used
the SNe from SNLS 3 year data sample and from GOODS, concluding that more
SNe were needed to extract meaningful results from this technique.
3.3 Analytical approach
We present the theoretical background necessary to give an analytical estimation
of the expected signal-to-noise of future measurements of both SN auto-correlation
and cross-correlation functions. Most of the equations presented here have been
introduced in Chapter 1. In order to apply them, we make assumptions consistent
with the ones shown in Section 1.3.1. We refer the reader to Bartelmann and
Schneider (2001) and Schneider et al. (2006) for further readings.
3.3.1 Auto-correlation function
We present here predictions for the expected signal-to-noise of future measurement
of the SN magnitude–magnitude angular correlation function. As already seen in
Section 1.3.2, the convergence κ, measured in the direction φ on the sky, is Eq. 1.89.
This equation turns into the following expression when considering a flat universe
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Figure 3.1 – Redshift histogram for well-observed SNe Ia from DES (top panel, ∆z = 0.1)
and LSST (bottom panel). For the latter, the histograms are normalised to unit area.
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(i.e. fK(χ) ≡ χ),
κ (φ) =
3H20 Ωm
2c2
∫ χH
0
dχ
χW (χ)
a (χ)
δ (χφ, χ) , (3.1)
where W (χ) is the weighting function (with χ being the comoving distance) defined
as
W (χ) =
∫ χH
χ
dχ′G (χ′)
χ′ − χ
χ′
(3.2)
with G (χ) given by G (χ) dχ = p(z)dz. We also recall that the function p = p(z)
describes how the SNe are distributed in redshift (see below for details).
As we have seen in Section 1.3.4 (Eq. 1.99), the angular correlation of the
convergence of sources with an angular separation with module θ, is
〈κ (φ)κ (φ+ θ)〉 = 1
2pi
∫ ∞
0
lPκ(l)J0(lθ)dl, (3.3)
where Pκ(l) is the convergence power spectrum, as a function of the angular wave-
number l, which for a flat universe is given by
Pκ(l) =
9H40 Ω
2
m
4c4
∫ χH
0
dχ
W
2
(χ)
a2 (χ)
Pδ
(
l
χ
, χ
)
. (3.4)
Eq. 3.3 is the correlation function we wish to detect. Throughout this chapter,
we will work under the hypothesis that there are no intrinsic spatial correlations
on the SN magnitudes. Possible intrinsic correlations between SN magnitudes and
host-galaxy properties (like those highlighted by Sullivan et al. 2010) could reflect
into intrinsic spatial correlations between SN magnitudes, as a result of the galaxy
clustering. Unfortunately, no such studies have been performed so far. We have
neglected this effect, as it is hard to model otherwise.
The predicted noise on this correlation can be estimated from a simple expression
of the Poisson noise. We do not include magnitude covariance in this first analysis,
as off-diagonal terms are sub-dominant (see Section 3.4 for details). We also neglect
the non-Gaussian fluctuations induced by lensing, as they are also sub-dominant
(see Section 2.2.2). Under these assumptions, the expression for the noise becomes
σmm =
σ2err√
Np
, (3.5)
where σmm is the error on the magnitude-magnitude correlation at a given angle,
and Np is the number of pairs with separation angle within [θ, θ + ∆θ], given by
Np =
Ns(Ns − 1)
2
2piθ∆θ
As
, (3.6)
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under the hypothesis that the Ns sources are uniformly distributed on the area As.
In Eq. 3.5, σerr is the overall uncertainty on individual measurements of the
SN magnitude. For this study, we allow σerr to take values of 0.1, 0.15 and 0.2
magnitudes to cover the likely range of values for the intrinsic dispersion of SN
magnitudes in current (Betoule et al., 2014) and future surveys. This replicates the
approach taken in Scovacricchi et al. (2016) and shown in Chapter 4. Within this
range, the value σerr = 0.15 is the most plausible number for the surveys considered
in this chapter (Bernstein et al., 2012, LSST Science Collaboration et al., 2009). We
include σerr = 0.1 mag in the analysis to illustrate the potential of such measurements
and the impact of a significant improvement to the SN standardisation process, e.g.
see Kelly et al. (2015a) where they achieve σerr ' 0.07 for a subset of SNe Ia
associated with young star-forming environments.
By combining Eq. 3.3 and 3.5, we can define the signal-to-noise ratio as
SNR =
[
5
ln 10
]2 〈κ (φ)κ (φ+ θ)〉
σmm
, (3.7)
where the factor of [5/ ln 10]2 converts the correlation from convergence into magni-
tude.
Throughout this chapter, the non-linear corrections to the matter power spec-
trum in Eq. 3.4 have been computed following the approach of Smith et al. (2003)
where we have inserted new parameter values from Takahashi et al. (2012). We
consider a linear power spectrum for adiabatic CDM with the transfer function by
Eisenstein and Hu (1999), while the approximate growth factor is from Carroll et al.
(1992). The integral of Eq. 3.3, and integrals therein, have been numerically com-
puted by applying the Gauss-Legendre method from the GNU Scientific Library
(implemented in Fortran903). We also apply the same numerical methods for the
calculations shown in the next section.
3.3.2 Cross-correlation function
In addition to studying the auto-correlation function, we can extend our study to
include possible cross-correlations between supernova magnitudes and galaxies along
the line-of-sight. The cross-power spectrum between the convergence and the density
field is defined by Eq. 1.100, and under the assumption of flatness it becomes
Pκδ(l) =
3H20 Ωm
2c2
∫ χH
0
dχ
W SN (χ)Ggal (χ)
χ a (χ)
Pδ
(
l
χ
, χ
)
, (3.8)
3http://www.lrz.de/services/software/mathematik/gsl/fortran/
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where W SN (χ) comes from Eq. 3.2, and contains the weighted redshift distribution
of SNe, while Ggal (χ) = pgal(z)(dz/dχ) describes the galaxy redshift distribution.
The function pgal (normalised to unit area) is often parametrised using (Smail et al.,
1995)
pgal(z) ∝ zα exp
[
−
(
z
z0
)β]
, (3.9)
where α, β and z0 are free parameters that can be adapted to describe different
galaxy populations. This distribution has a peak at zpeak =
(
α
β
)1/β
z0, which reduces
to zpeak ' z0 when α ' β. We can then compute the angular cross-correlation
function by
〈κ (φ) δ (φ+ θ)〉 = 1
2pi
∫ ∞
0
lPκδ(l)J0(lθ)dl, (3.10)
and the signal-to-noise ratio then becomes
SNR =
[
5
ln 10
]
b 〈κ (φ) δ (φ+ θ)〉
σmg
, (3.11)
assuming a linear and deterministic bias b between galaxies and the underlying dis-
tribution of matter (as was done, for instance, in Smith et al. 2014 and Giannantonio
et al. 2016), and σmg is the Poisson noise given by
σmg = σerr/
√
Ncp. (3.12)
The number of SN-galaxy pairs within an annulus of mean radius θ is Ncp = Ns ·
(2piΣgalθ∆θ), where Σgal is the surface density of galaxies on the sky. Observations
have shown that b can reach values 1 . b . 2, depending on the galaxy type
considered (see Mo et al. 2010 for a general discussion). However, to replicate the
approach by Giannantonio et al. (2016) and to allow the reader to rescale our plot to
include different values of this parameter, we fix the bias parameter b = 1 throughout
this chapter.
3.3.3 Survey description and parameters
We now apply the equations of Section 3.3.1 and 3.3.2 to predict the signal-to-noise
for the angular two-point correlation function for DES and LSST as the two ma-
jor wide-field, distant SN surveys in the coming decade. In Figure 3.1, we present
the expected redshift histograms for both surveys, with the DES distribution ob-
tained from Bernstein et al. (2012), split into the shallow and deep fields, and LSST
normalised distribution from LSST Science Collaboration et al. (2009).
The overall number of SNe assumed in both surveys (as a function of their wide
and deep fields) is summarised in Table 3.1, e.g., for DES we assume 1850 SNe Ia over
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an area of 24 deg2 (shallow survey) and 1650 SNe Ia over 6 deg2 (deep survey). For
LSST, the expected number of SNe Ia remains uncertain, depending on the details
of the final survey strategy in terms of the survey depth per epoch and in each pass-
band. For the LSST wide survey (assuming 20,000 deg2), we assume three values
for the total number of SNe Ia detected over the full 10 years of LSST operations.
These values are given in Table 3.1 and are the same range of numbers presented in
Quartin et al. (2014), so we can be consistent with this work. These assumed total
numbers are consistent with the predictions given in Figure 11.6 (right-hand panels)
of LSST Science Collaboration et al. (2009), which show that up to a million SNe
Ia could be detected, depending on the signal-to-noise at maximum (SNRmax) in
the light-curve and the number of pass-bands assumed (although not all these SNe
Ia will provide accurate distance estimates). For the LSST deep fields (assuming 7
fields, each of 10 deg2), we again estimate a range for the total number of possible
SNe Ia using Figure 11.6 of LSST Science Collaboration et al. (2009) (left-hand
panel). In this case, we use the predicted range seen in the number of SNe Ia per
year for Nfit(SNRmax)= 3 with different SNRmax values (see Table 3.1).
Table 3.1 – Survey parameters for DES and LSST (Ns and As are the number of SNe
and the survey area respectively).
Survey Ns As [deg2]
DES shallow 1850 24
deep 1650 6
hybrid 3500 30
LSST shallow 100k/500k/1M 20000
deep 10k/15k/20k 70
3.3.4 Analytical results
As shown in Figure 3.2, for DES we do not expect to detect the angular two-point
auto-correlation of SN magnitudes for any reasonable combination of survey strategy
and the three values of σerr discussed above. At best, the DES SN auto-correlation
function could reach SNR ' 2 (on the smallest scales) with σerr = 0.1 for the DES
deep fields only (see Figure 3.2).
In Figure 3.3, we present our DES predictions for the SN-galaxy cross-correlation
function, which has higher signal-to-noise values, due to the increased surface density
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Table 3.2 – Galaxy surface density (Σgal) and parameters (z0, α and β) for DES and
LSST galaxy survey fitting formulae (Eq. 3.9).
Survey Σgal
[
gal
arcmin2
]
z0 α β
DES 10 0.7 2 1.5
LSST 55 0.3 2 1
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Figure 3.2 – Binned signal-to-noise ratio predictions for DES (bin size is 3 arcminutes),
as a function of survey configuration, total number of SNe Ia and value of σerr (see Table
3.1 for details). From left to right: hybrid 10 fields, deep 2 fields and shallow 8 fields.
of galaxies. For these predictions, we use Eq. 3.9 for the DES galaxy redshift
distribution, selecting values of α, β and z0 that best represent the expected DES
5-year redshift distribution (Giannantonio et al. 2016; see Table 3.2 for details). In
Figure 3.3, we show the signal-to-noise as a function of separation, for both the deep
and shallow fields combined and separately (the bias parameter is set to 1). The
signal is dominated by the deep fields (SNR ' 10 on the first angular bin), which
is expected given the increased redshift range probed and greater surface density of
supernovae.
In Figure 3.4, we show the predicted signal-to-noise for the auto-correlation as a
function of angular separation for the LSST deep fields (top three panels) and LSST
shallow survey (bottom panels). From left to right, we show the effect of increasing
the total number of SNe Ia (Ns) as presented in Table 3.1. As expected, the overall
signal-to-noise of the auto-correlation function increases with the number of SNe.
This is most obvious for the LSST shallow survey populated with one million SNe,
where even the least accurate SNe Ia distances (with σerr = 0.2) provide a possible
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Figure 3.3 – The binned signal-to-noise predictions for DES cross-correlation function
(bin size is 3 arcminutes) as a function of survey configuration, total number of SNe Ia
and value of σerr (see Table 3.1 for details).
detection on the smallest angular scales. These predictions suggest that SN lensing
will be detectable in the LSST wide survey, regardless of the overall quality of
the light-curves (and thus distance estimates), simply because of the high surface
density of SNe available. For example, if we consider the σerr = 0.15 case, which
is the typical population scatter seen for present-day SN surveys, then we expect
an integrated signal-to-noise of ∼5 on angular scales below 9 arcminutes (for the
million LSST SNe Ia case).
The LSST deep fields should provide a robust detection of the SN lensing auto-
correlation function. If we focus on the σerr = 0.1 case (top right-hand panel), then
we predict a total signal-to-noise of ' 10 integrated to 9 arcminutes. We can expect
these LSST deep fields to deliver high signal-to-noise, well-sampled SNe Ia light-
curves, thus leading to more accurate SN distances more consistent with σerr = 0.1.
If such accurate distances cannot be achieved, then the SN lensing signal disappears
quickly regardless of the total number of SNe Ia observed.
In Figure 3.5, we show the LSST SN-galaxy cross-correlation function for the
same combination of survey configurations and SN numbers as presented in Figure
3.4. We provide in Table 3.2 the assumed values of α, β and z0 used in Eq. 3.9 for the
LSST galaxy redshift distribution (as stated in Section 3.7.2 of LSST Science Collab-
oration et al., 2009). This distribution reproduces the so-called LSST galaxy “gold”
sample, which will include about four billion galaxies (Σgal = 55 gal/arcminutes2)
over 20,000 deg2 of sky, observed with a high signal-to-noise (i < 25.3, corresponding
to signal-to-noise >20 for point sources). The predicted signal is more significant
when correlating SNe with galaxies, regardless of our assumptions for σerr and survey
details. For example, a million SNe Ia with σerr = 0.2 should deliver an integrated
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Figure 3.4 – The binned signal-to-noise predictions for LSST auto-correlation (bin size
is 3 arcminutes) as a function of survey configuration, total number of SNe Ia and value
of σerr (see Table 3.1 for details).
signal-to-noise of ' 250 (integrated to 9 arcminutes), providing an impressive cos-
mological probe for dark matter and dark energy studies. Considering the LSST
deep fields, we expect an integrated SNR of ' 100 (up to 9 arcminute separation)
for the intermediate case (15,000 SNe and σerr = 0.15 mag), and ' 500 integrated
up to 1 degree separation.
3.4 Simulations
3.4.1 Description of the technique
We test our analytical predictions using mock SN catalogues created from the galaxy
mock data of MICECAT v1.04 (similarly to what we have shown in the previous
chapter, and published in Macaulay et al. 2016), which is the first public data release
of the MICE Grand Challenge Simulation (MICE-GC). These mock catalogues are
based on an N-body light-cone simulation, containing 70 billion dark matter particles
in a (3h−1Gpc)3 comoving volume. From this dark matter simulation, halo and
galaxy catalogues were created using a Halo Occupation Distribution and a Halo
4http://cosmohub.pic.es/
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Figure 3.5 – The binned signal-to-noise predictions for LSST cross-correlation function
(bin size is 3 arcminutes) as a function of survey configuration, total number of SNe Ia
and value of σerr (see Table 3.1 for details).
Abundance Matching technique as discussed in Crocce et al. (2015). In particular,
we use a 100 deg2 area extracted from the all-sky lensing map of Fosalba et al.
(2015), built using the “Onion universe” approach of Fosalba et al. (2008), which
models the Universe as a set of concentric radial shells of finite width, providing an
estimate of convergence and shear on sub-arcminute scales. The fiducial cosmology
for this simulation is a flat ΛCDM universe with Ωm = 0.25, ΩΛ = 0.75, H0 = 70
Km s−1 Mpc−1 and σ8 = 0.8. The MICE-GC simulation does not include the effects
of baryonic physics on the evolution of structures.
To create our mock SN catalogue, we randomly sub-sample from the MICECAT
galaxy catalogue to obtain a set of SN host galaxies with the same redshift his-
tograms as the DES and LSST deep field (as shown in Figure 3.1). The relative
SN positions with respect to their host galaxies are irrelevant within this analysis,
hence we consider each SN to be at the centre of its host galaxy. We also neglect the
effects of SN peculiar velocities, which are relevant at low redshifts only (z . 0.1, see
Chapter 2). We divide the 100 deg2 simulation area into three separate catalogues,
namely 6 deg2 with the redshift distribution of the DES deep survey (see Figure 3.6,
left panel), 24 deg2 with the redshift distribution of the DES shallow survey and
the remaining 70 deg2 with the redshift distribution of the LSST deep survey (of
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the three values used in the previous section as the total number of SNe, we now
select the intermediate value Ns = 15, 000). We do not attempt to match the field
configuration of these individual surveys; we simply match their total areal coverage
and redshift distributions. This assumption may slightly over-estimate the SNR on
small angular scales as a more realistic survey of several disjointed fields (like DES)
would have fewer SN pairs on such scales. We expect these effects to be negligible
compared to other uncertainties in our modelling.
Given a set of SNe for each survey, we must then create the Hubble residual for
the ith supernova of that data-set, which we define as
∆mi = µobs,i − µcos(zi) (3.13)
where µobs and µcos are the observed and best-fit distance moduli. For each su-
pernova, the simulation provides the value of the convergence κi (φi) and the shear
γi (φi) along that particular line-of-sight, φi. Hence, we can directly compute the
Hubble residual within the weak lensing approximation (including the second order
terms) from
∆mi = −2.5 log
[
1 + 2κi + 3κ
2
i + |γi|2
]
+ δmi (3.14)
(e.g. see Marra et al. 2013). We include δmi, as an additional error term drawn
at random from a Gaussian distribution with zero mean, but fixed width given by
σerr. Cases with δm = 0 are called “lensing only” and used for testing purposes.
We show on the right panel of Figure 3.6 the lensing term of Eq. 3.14, ∆mlen,i =
−2.5 log [1 + 2κi + 3κ2i + |γi|2] as a function of SN redshifts, for our DES deep mock
sample. As expected from the weak lensing PDF properties we discussed in Section
2.2, we can see the long magnification tail of the residuals’ distribution (negative
values of mag), as well as the existence of a minimum value of magnification at each
redshift (positive values of magnitude).
We define the estimator for the SN magnitude two-point correlation function in
the kth angular bin as
〈∆m∆m〉(θ¯k) =
∑
pairs
∆mi∆mj
N
(k)
p
(3.15)
where the sum extends over the N (k)p SN pairs with separation angle θij ∈ [θk, θk +
∆θk]. We also define θ¯k as the arithmetic average of the θij in the kth bin. The
angular separation of a pair of SNe is computed using the celestial coordinates
(right ascension and declination) available from the simulations5.
To estimate the uncertainty on the correlation measurements, we randomly shuf-
5The SN positions on the sky include lensing deflection effects. However, tests have shown us
that these shifts do not affect our measurements.
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Figure 3.6 – Left : SN positions (right ascension, RA, and declination, DEC) on
the sky for our 6 deg2 DES deep mock. Right : weak lensing residuals ∆mlen,i =
−2.5 log [1 + 2κi + 3κ2i + |γi|2] for the same DES deep mock, as a function of SN red-
shift.
fled the values of ∆mi across the SNe in our mock sample, keeping the angular
positions of these SNe fixed, and the total number of SNe. We then repeated the
correlation function measurement using Eq. 3.15. From this, we obtain a series of
measurements ξ(r)k = 〈∆m∆m〉(r)(θ¯k) where the index k represents the angular bin
and the index r represents the different shuﬄed data-sets (r = 1, ..., Nr and Nr the
number of trials). We then define the covariance matrix of the data as
Cij = 〈(ξ(r)i − ξ¯i)(ξ(r)j − ξ¯j)〉 (3.16)
averaged over the Nr measurements.
For each measurement (given by Eq. 3.15), we associate an error bar of σk =
(Ckk)
1
2 , explicitly
σk =
√√√√∑Nrr=1 (〈∆m∆m〉(r)(θ¯k)− 〈∆m∆m〉(θ¯k))2
Nr
(3.17)
where the average 〈∆m∆m〉 is
〈∆m∆m〉(θ¯k) =
Nr∑
r=1
〈∆m∆m〉(r)(θ¯k)
Nr
. (3.18)
We verify that Nr = 500 provides sufficient trials to achieve a stable estimate of
the diagonal terms of the covariance matrix (we neglect the non-diagonal elements,
since they are at least one order of magnitude smaller).
We also fit our mock correlation functions to the cosmological predictions intro-
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Figure 3.7 – Magnitude correlation function (Eq. 3.3) when different cuts in power are
applied (Pδ(k) ≡ 0 for k > kcut). The specific values of kcut are reported in the legend.
duced in Section 3.3. In order to do this, we use the χ2 statistic to simultaneously
fit for Ωm and σ8 using
χ2 = (ξd − ξt)t C−1 (ξd − ξt) (3.19)
where ξd and ξt are respectively the array of data and theoretical values (computed
from Eq. 3.3 for any θi of interest) and C is the (diagonal) covariance matrix from
Eq. 3.16.
A consideration when comparing our correlation function measurements to theo-
retical predictions is the contribution of the small scale power to the auto-correlation
function at a given angle. To assess this, we present in Figure 3.7 our theoretical
SN correlation function as a function of separation angle, for different values of kcut,
which is the cut-off scale applied to the matter power spectrum in the integral of
Eq. 3.3 (i.e., Pδ(k) ≡ 0 for k > kcut). Figure 3.7 shows that, for the angles of
interest within this work (of the order of arcminutes), the correlation function is
sensitive to scales up to 5 h/Mpc (this line almost overlaps the one with no cut),
while the contribution of smaller scales (higher values of k) is negligible. However,
in this work, we do not apply any cut-off to our integrations.
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Figure 3.8 – Auto-correlation results for DES hybrid strategy, for a single mock realisation
(data points) and ±1σ contours for 100 realisations of the same field (the red region is
obtained selecting σerr = 0, the orange region with σerr = 0.15 mag). Crosses are
computed via Eq. 3.3, within the same fiducial cosmology specified in Section 3.
3.4.2 Results with simulations
In Figures 3.8 and 3.9 we show the auto-correlation results from our mock SN
catalogues for both the DES and LSST deep survey. In order to reduce the impact
of the sampling noise when presenting results and allow a direct comparison with
analytical results of Section 3.3, we show the measurements from a single realisation
of the fields (as described earlier in this section) alongside the confidence intervals
for 100 realisations of the same survey (the confidence intervals have been computed
as plus-or-minus the standard deviation on 100 statistically equivalent realisations
of the same Hubble diagram, which are enough to achieve a stable estimate of the
sample variance).
On Figure 3.8 we show the 1σ confidence region of 100 realisations of the DES
hybrid HD, when selecting σerr = 0 (i.e. lensing only - red area) and σerr = 0.15 mag
(orange area). We also show on the same plot the data-points of the measurements
for a single mock realisation (as described in the previous section), when σerr = 0.15
mag. This result shows that we will be unable to detect the SN magnitude auto-
correlation with DES, confirming previous results via the analytical method.
On Figure 3.9 we show the results for the LSST deep survey, using 15k SNe
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distributed on an area of 70 deg2. Also in this case, we show the contours for 100
realisations of the same field using σerr = 0 (lensing only in the label, blue area) and
σerr = 0.10 mag or 0.15 mag (sky blue area) respectively for the top panel and the
bottom panel.
For these specific cases, we also include on the contour widths an estimate of
the cosmic variance (added in quadrature), which represents a possible source of
systematic uncertainty when measuring physical quantities within a small area of
the sky (as in this case, 70 deg2).
Details of the procedure to assess the cosmic variance are given in the next section
(Section 3.4.3), while the effects on the 1σ contours (from multiple realisations of the
LSST HD) are shown in Figure 3.9 (“+ σcos” in the legend). As usual, we distinguish
between the lensing only case (light-cyan contours) and the one with σerr 6= 0 (cyan
contours). As expected, the cosmic variance significantly influences the lensing only
contours (being σcos ∼ 10−5 mag2), while it is completely negligible when introducing
the intrinsic scatter on the SN distance moduli. The blue contours of Figure 3.9
(both panels) also highlight a disagreement between the theoretical prediction for
the angular correlation and the lensing only multiple realisation contours (blue area).
To check whether or not this is a systematic effect, we repeat the procedure for 12
statistically equivalent LSST patches, for which we take the sample variance (per
bin) as an estimation of the cosmic variance (see 3.4.3 for detail). We note that
the disagreement outlined in Figure 3.9 is of the same order as σcos (∼ 10−5 mag2),
then we conclude that this difference is within the uncertainties caused by cosmic
variance.
The data points shown in Figure 3.9 are the measurements from single realisa-
tions (cosmic variance is not included, as negligible) of the LSST Hubble diagram.
The case with σerr = 0.1 mag leads us to an SNR ' 18 for the first 10 angular bins,
consistent with the analytical result shown in Figure 3.4 (top-central panel). Both
panels of Figure 3.9 also show the theoretical correlation, computed via Eq. 3.3
and within the same fiducial cosmology as the MICE simulation. By applying Eq.
3.19 to the same set of data points, we find a χ2 per degree of freedom χ2dof ' 1.6
for the fiducial cosmology assumed in the MICE simulation (for the first 10 angular
bins), while assuming a null correlation (i.e. ξt ≡ 0, ∀ θk) gives χ2dof ' 5.0. We also
compute the signal-to-noise ratio for a single mock realisation of the LSST deep sur-
vey, now selecting σerr = 0.15 mag (shown on the right panel of Figure 3.9), finding
SNR ' 6 (integrated on the first 10 angular bins.) and χ2dof ' 1.7, when comparing
the data-points with the fiducial values. This decrease is expected, due to the high
sensitivity of such measurement to the intrinsic dispersion on the SN magnitudes
and compatible with the analytical results shown in the previous section.
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Figure 3.9 – Auto-correlation results from simulations. Results for LSST deep, for a
single mock realisation (data points) and ±1σ contours for 100 realisations of the same
field. The blue regions are obtained selecting σerr = 0, while sky blue regions with
σerr = 0.10 mag or σerr = 0.15 mag respectively for the left and right panel. Square
points are computed via Eq. 3.3, within the same fiducial cosmology specified in Section
3. The contour widening due to cosmic variance is highlighted by the light-cyan (lensing
only) and cyan contours.
Two-point statistics 90
3.4.3 Assessing the cosmic variance
To assess the impact of cosmic variance when measuring the weak lensing auto-
correlation function, we again make use of the MICECAT simulated catalogue. From
a simulated area of 28 × 30 deg2 we cut 12 contiguous patches of sky, each one of
70 deg2. Within each patch, we randomly sample 100 HDs following the LSST deep
survey redshift distribution (as given in Figure 3.1) and considering 15,000 SNe. We
then apply Eq. 3.15 to each Hubble diagram, measuring the auto-correlation over 3
arcminute wide angular bins. The results are shown in Figure 3.11. In detail, each
panel shows the results from a single patch (1 to 12): The shaded areas show the ±1σ
contours computed from the 100 HD realisations within each patch when considering
a null intrinsic scatter (lensing only, blue colour) or an intrinsic scatter σerr = 0.1
mag (sky blue area). We also show in each panel the theoretical prediction from Eq.
3.3 (same throughout the panels). We note that we recover a clear detection from
all the 12 patches. In 11 patches out of 12, the theory line lies within the sky blue
contours (which include intrinsic scatter). We have an agreement expected within 1σ
between the lensing only simulations (blue contours) and theory on 4 cases (see, for
instance, patch number 10), while patch number 2 is clearly an outlier. We estimate
the cosmic variance (σ2cos) to be the square of the standard deviation (per angular
bin) of the centroid values for the 12 patches, when no intrinsic scatter is selected.
We find σcos(θ) to be a decreasing function of the angle and ∼ 10−5 mag2 for angles
below 40 arcminutes (see Figure 3.11). Hence σcos is comparable on arcminute scale
angles with the width of the lensing only contours (blue, Figure 3.9, σerr = 0.1
mag), while is negligible when compared with the contours that include the intrinsic
scatter. The square root of the cosmic variance is also negligible in comparison to
the error bars given by Eq. 3.17 (shown in Figure 3.9, “single measurement”).
3.4.4 JLA results
We apply the method described in Section 3.4.1 to the 740 SNe Ia of the JLA data-set
(Betoule et al. 2014, see Section 1.2.4 for detail)6. Using the published values of the
best-fit parameters7, we can compute the Hubble residual for each SN by combining
Eq. 1.69 and 1.66 via Eq. 3.13. We compute the angular correlation function in the
kth bin using a weighted average, to account for the different uncertainties on the
SN magnitude measurements,
〈∆m∆m〉(θ¯k) =
∑
pairswij∆mi∆mj∑
pairswij
(3.20)
6The data-set is publicly available at http://supernovae.in2p3.fr .
7The best fit parameter values are collected in Betoule et al. (2014), Table 10 (JLA, stat+sys)
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Figure 3.10 – Averaged results of the mag-mag correlation over 100 HD realisations within
a patch of 70 deg2 (LSST deep survey, 15k SNe). We show here a panel for each LSST
patch (1 to 12), and the ±1σ contours for the lensing only case (blue) and σerr = 0.1
case (sky blue). The dotted line in each panel is the theoretical prediction (see text for
detail).
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Figure 3.11 – Square root of the cosmic variance (σcos) affecting the magnitude auto-
correlation measurements, as a function of separation angle. This quantity is computed
on 12 contiguous LSST-deep patches.
where the weights wij =
(
σ2mi + σ
2
mj
)−1/2
and σmi,j are the peak magnitude uncer-
tainties. Eq. 3.20 returns Eq. 3.15 in the limit of equal weights. We then apply
Eq. 3.17 to estimate the error bars of the correlation measurements. As expected,
due to the small number of objects composing the JLA data sample as well as their
distribution across the sky, we do not detect any correlation (see Figure 3.12).
3.5 Discussion and Conclusions
In this chapter, we have considered the possibility of detecting angular correlations
in the magnitudes for present and future supernova surveys. As shown in Section
3.3 and confirmed in Section 3.4, we do not expect the auto-correlation of these SN
magnitudes to be significant in current surveys like DES. This conclusion is based on
both analytical predictions and numerical simulations (which agree) and supported
by an attempt to measure such angular SN auto-correlations with the existing JLA
sample (see 3.4.4).
In Figures 3.3 and 3.5, we show how it will be possible to detect SN magnitude
correlations using the SN-galaxy angular cross-correlation function. In this way,
we can significantly decrease the shot noise from the finite number of SNe in our
Two-point statistics 93
−0.004
−0.002
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0  10  20  30  40  50
<
m
ag
i 
m
ag
j>
 [
m
ag
2
]
θ [arcmin]
Figure 3.12 – JLA results for the mag-mag correlation function, using the whole set of
740 SNe. Bin width is 5 arcminutes.
survey, potentially leading to a ' 12σ detection of SN lensing in the DES deep
fields alone (integrated up to 9 arcminutes, σerr = 0.15). Such a measurement would
be an excellent test of the DES photometric calibration and provide additional
cosmological constraints beyond the standard SN Hubble diagram fit.
We also studied the measurement of the SN correlation functions assuming pos-
sible LSST SN surveys. In these cases, both the auto and cross-correlation functions
should deliver clear detections of the SN lensing magnification signal, providing an
additional probe of the dark matter distribution beyond studies of the moments of
the SN magnitude residuals (see Chapter 2 and Marra et al. 2013, Quartin et al.
2014, Castro and Quartin 2014, Amendola et al. 2015, Castro et al. 2016b, Macaulay
et al. 2016).
To illustrate the potential of auto-correlation measurements, we present in Figure
3.13 the 1, 2 and 3σ contours8 (respectively at 68%, 95% and 99% confidence levels)
for Ωm and σ8 using the auto-correlation of the mock SN data obtained from the
single realisation of LSST deep (σerr = 0.1 for the top panel, 0.15 mag for the
bottom panel) using Eq. 3.19 (the data points are shown in Figure 3.9). We limit
our analysis to the first ten angular bins (i.e. θ 6 30 arcmin). We first notice that
8The contours have been computed selecting the contour levels of the χ2 from its minimum, as
described in Teukolsky et al. (1993).
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Ωm and σ8 are degenerate, and the degeneracy direction is compatible with the one
expected from weak gravitational lensing theory.
The result with σerr = 0.1 mag (top panel) is comparable with the constraints
found by Quartin et al. 2014 (their Figure 5, red contours) when fitting the lensing
distribution moments (second to fourth) using a simulated data-set for LSST with
100,000 SNe Ia and σerr = 0.12 mag. We stress that we did not include information
about geometry, usually recovered by fitting the Hubble diagram and which is able
to constrain Ωm and w, the dark energy equation of state parameter. We can
easily assume that, by the time we have LSST 10 year data, we certainly have tight
constraints on the matter density parameter. Hence, the parameter fitting of the
angular correlation would reduce to σ8 only. To include this additional information,
we also show on the top right corner of Figure 3.9 (top panel) the contour levels
when applying a Gaussian prior on Ωm, with standard deviation σΩm = 0.003. The
width of the prior has been computed by fitting the mock HD for LSST deep with
a custom-made likelihood code9. Projecting the contours onto the σ8 axis, we find
σσ8 ' 0.1 which is competitive with the contours shown in Quartin et al. (2014),
who found σσ8 ' 0.06 by fitting the moments of the magnification distribution
function (first to fourth) on a mock LSST data sample composed by 100k SNe Ia
and σerr = 0.12 mag (their Figure 5, central panel).
Repeating this procedure for the same LSST deep mock HD with increased
intrinsic scatter (σerr = 0.15 mag, shown on the bottom panel of Figure 3.13) reveals
again the sensitivity of the magnitude correlation function to the value of σerr. The
Ωm − σ8 contours are broader (see Figure 3.13, bottom panel) and the broadening
magnitude is expected if we consider that the data-points of Figure 3.9 clearly show
an upper-limit on the strength of the auto-correlation (which will reflect on strong
constraints in the area of the parameter space with high Ωm and σ8), while the lower-
limit is weak. The resulting likelihood surface for the two cosmological parameters
is then very asymmetric. This is further confirmed by the contours computed by
applying the Gaussian prior on the matter density parameter (now σΩm = 0.004),
where we find σσ8 ' 0.2 at 1σ level of confidence.
In conclusion, in this chapter we have shown two possible applications of the
Type Ia SN Hubble diagram beyond the usual cosmological parameter fit. We have
applied analytical methods to predict future weak lensing applications within DES
and LSST surveys, finding that a cross-correlation between foreground galaxies and
SN Hubble residuals will deliver clear detections for both surveys. We have also
found that the study of the auto-correlation of SN magnitudes is more difficult than
the cross-correlation counter-part, due to the lower SN surface density with respect
9This simple likelihood code fits for Ωm only after marginalising for the unknown amplitude of
the Hubble diagram with analytical procedures (see Section 4.5 for detail).
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Figure 3.13 – 68%, 95% and 99% confidence level contours on the Ωm − σ8 plane when
fitting the auto-correlation function of a single mock of the LSST deep survey (15k SNe
on 70 deg2) with σerr = 0.1 mag (left) and σerr = 0.15 mag (right). Inset Same contours
when a Gaussian prior on Ωm is applied, of width σΩm = 0.003 (0.004) when a value
σerr = 0.1 (σerr = 0.15) is selected.
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to the galaxy surface density. For this reason, using both analytical methods and
numerical simulations, we confirm that we do not expect that a future measurement
of the mag-mag auto-correlation will be possible with DES, unless the SN intrinsic
scatter will be reduced to values smaller than 0.1 mag. Despite this result, we believe
that measurements from DES will be of interest, e.g. to put upper limits on the
mag-mag correlation function.
The same methods lead us to the conclusion that a similar measurement will be
of interest for the LSST, for which we have simulated future HDs and found that
we can both detect this signal and use it to constrain Ωm and σ8 with an accuracy
comparable to the one predicted using the weak lensing one-point statistics within
the same survey, if the current standardisation processes will be improved to achieve
σerr = 0.1 mag. We also found the auto-correlation measure to be very sensitive to
the value of the intrinsic scatter. This suggests that for the future of the non-
standard HD analyses presented here, the improvement of this value will be vital.
Chapter 4
Cosmology with Superluminous
Supernovae
4.1 Introduction
In this chapter we present results of a project aimed at studying the possible impact
on cosmology of Superluminous Supernovae as a new class of high redshift standard
candles. The work outlined in Sections 4.3 to 4.6 has been carried out in collab-
oration with Professor Mark Sullivan, Mr. Simon Prajs and my supervisory team
and it was published in Scovacricchi et al. (2016). My role in the first part of the
project was the set up of the numerical codes for the creation of the mock Hubble
diagrams (Section 4.4) and their cosmological analysis (Section 4.5 and results in
Section 4.6). The simulation of the expected redshift distributions of the surveys
considered (Section 4.3.2) was performed by Professor Mark Sullivan and has been
used as start-point for the HD simulations and cosmological fits.
In a follow-up work, we extended our predictions to include potential SLSNe that
will be observed by the Euclid satellite mission (see Section 4.7). This work is in
collaboration with Dr. Cosimo Inserra and my first supervisor, and is currently in
preparation. Similarly, my role was to simulate Hubble diagrams given the survey
specifications and SLSN rates, and analyse them in a cosmological context. The
study of SLSN redshift rate has been performed by Dr. Cosimo Inserra (Section
4.7.1). The results presented within this thesis are preliminary, and they will be
written-up in a paper during the next few months.
In detail, throughout this chapter, we focus on the possible parameter constraints
for the concordance ΛCDM cosmology together with wCDM cosmologies including
an evolving dark energy equation-of-state with w = w(a), a linear function of the
scale factor a. We create a series of mock Hubble diagrams for a set of realistic SNe
Ia and SLSNe Ic samples, and find confidence limits on cosmological parameters
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from Markov Chain Monte Carlo (MCMC) fits to these HDs. We also investigate the
impact of a range of standardisation values (Inserra and Smartt, 2014, Papadopoulos
et al., 2015) and consider the effect of lensing magnification, which will be critical
for such high redshift events (see Chapter 2).
The structure of the chapter is as follows: In Section 4.2, we present this new
class of potential standard candles and the details of their new searches (Section
4.3). In Section 4.4 we provide the methodology used to create our mock Hubble
diagrams for a number of on-going and planned surveys. Section 4.5 outlines how
we analyse the mock data with cosmological fitting discussed in Section 4.6 and 4.7.
We present conclusions in Section 4.8. We assume throughout a flat ΛCDM universe
with Ωm = 0.3 and H0 = 68 km s−1 Mpc−1 as our fiducial cosmology, consistent with
Planck (Planck Collaboration et al., 2014). Also in this chapter, all the density
parameters are considered as computed at the present epoch, e.g. Ωm ≡ Ωm,0.
4.2 Superluminous Supernovae
In Chapter 1 we have shown that Type Ia Supernovae are vital standard candles
in cosmology, providing compelling evidence for the accelerated expansion rate of
the Universe (Riess et al., 1998, Perlmutter et al., 1999). We have also shown how
SNe Ia can provide information about structure formation, by studying the weak
lensing effects on their apparent magnitudes (Chapter 2 and 3). In the near future,
observations of SNe Ia will be limited to relatively low redshifts (z ' 1), apart from
a handful of events studied by the Hubble Space Telescope (e.g. Garnavich et al.,
1998) and a possible future Euclid SN programme (DESIRE, Astier et al. 2014).
This is due to the low intrinsic ultraviolet flux of Type Ia supernovae (redshifted
into the infra-red at z > 1), and the lack of large-area space-based infra-red searches
(e.g. Astier et al. 2014).
Therefore one of the challenges of present-day cosmology is discovering new
classes of high redshift standard candles (e.g. see King et al., 2014) to help break key
degeneracies between cosmological parameters and study the Universe far into the
deceleration phase of its expansion history. So far, several high redshift standard
candle candidates have been proposed, e.g. active galactic nuclei (Watson et al.,
2011) and gamma ray bursts (Ghirlanda et al., 2006), but none have yet reached
the level of standardisation currently achieved with SNe Ia (Betoule et al., 2014).
In recent years, the extensive search for SNe has led to the discovery of a new
class of SN explosion, some up to a hundred times brighter than normal SNe Ia and
core-collapse SNe. These new SNe, named ‘Superluminous Supernovae’ (hereafter
SLSNe), have exceptional peak magnitudes (MU . −21) and are characterised by a
total radiated energy of ∼ 1051 erg (see Gal-Yam 2012 for a review).
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4.2.1 Classification and rate of SLSNe
According to Gal-Yam (2012), any SN with a reported peak absolute magnitude of
Mpeak ≤ −21.0 in any band would be classified as a SLSN. Despite their intrinsic lu-
minosity, only about 30 well-studied SLSNe are presently available in the literature
with both spectroscopy and multi-band photometric light-curves (e.g. see SLSNe
collections presented in Inserra and Smartt, 2014, Nicholl et al., 2015). However,
with forthcoming wide-field imaging surveys (e.g. LSST, Euclid) targeting the dis-
tant Universe (z > 1) we expect the number of such well-studied SLSNe to increase
significantly over the next decade.
This handful of detected SLSN events already shows some diversity and has been
classified into possible sub-classes (similarly to SNe Ia, see Section 1.2.1) based on
photometric and spectroscopic properties:
• Type I SLSNe are spectroscopically classified as hydrogen free. This class now
accounts for a majority of observed SLSNe with more than 25 events observed.
They are possibly related to Type Ic at late time, a sub-class created in first
place because of the similarity between their spectra and the ones from normal
SNe Ic. Type I SLSN’s spectrum shows strong UV flux at early time and
the light-curve shows a slow rise, lasting about 30 days. Among the many
progenitors proposed for this class of SLSNe (which are still actively debated),
we recall the magnetar model. In this scenario, the SLSN explosion is powered
by the strong magnetic fields of a spinning-down neutron star (Woosley, 2010);
• Type II SLSNe show some hydrogen emission lines possibly due to interactions
with circumstellar material (CSM). This interaction has been previously ob-
served in Type II-n SNe explosions, suggesting that this class of SLSNe could
be the bright-end of the Type II-n SN population (Smith et al., 2008);
• Type R SLSNe (or ’radioactive’) are characterised by long, slowly-declining
light-curves (> 200 days in rest-frame) and are possibly pair–instability SNe,
with progenitor mass of about 100 solar masses (Gal-Yam, 2012). The slow
declining shown in the light-curve is consistent with the radioactive decay of
56Co.
Recently, Nicholl et al. have suggested that the Type I and R SLSN class should
be re-classified as Type Ic SLSNe (SLSNe Ic), due to a lack of significant spectral
differences between the two classes. Within this work, we will be consistent with
these findings, and we will use the classification term “SLSNe Ic” to refer to all the
hydrogen-poor SLSNe (see also Inserra et al. 2013).
Unfortunately there is still uncertainty in the rates of these rare objects especially
at high redshift. For example, Quimby et al. (2013) estimated a SLSNe Ic rate of
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32+77−26 yr−1 Gpc3 with a weighted mean redshift of z¯ = 0.17. This corresponds to
a fraction (∼ 10−4) of the volumetric rate of core-collapse SNe (CC-SNe) at the
same redshift (consistent with the previous estimate from Quimby et al., 2011).
The recent rate measurements of Prajs et al. (2016) using the first four years of the
Canada-France Hawaii Telescope Supernova Legacy Survey (SNLS) find 91+76−36 yr−1
Gpc3, at a weighted mean redshift of z¯ = 1.13, thus consistent with Quimby et al.
(2013).
However, McCrum et al. (2015) estimate that the SLSNe Ic rate could be up to
ten times lower, based on the Pan-STARRS Medium Deep Survey over the redshift
range 0.3 < z < 1.4, while Cooke et al. (2012) obtains an optimistic rate of ∼ 200
yr−1 Gpc3 based on only two SLSNe Ic at a weighted redshift of z¯ = 3.0. The large
uncertainties on all these rate measurements does allow for them to be consistent and
demonstrates that further observations are urgently needed to resolve any apparent
discrepancies.
4.2.2 Standardisation of SLSNe
Recently, SLSNe Ic have been proposed as a new standardisable candle in cosmology,
despite uncertainties about the physical nature and categorisation of these transient
events. This is driven by the fact that SLSNe Ic show less dispersion in their
bolometric light-curves (e.g. ' 0.25mag after 25 rest-frame days; see Papadopoulos
et al. 2015) and are several magnitudes brighter at peak than SNe Ia, meaning
they can be discovered to high redshift; e.g. Cooke et al. (2012) have discovered a
candidate SLSN at z = 3.90.
Inserra and Smartt (2014) studied a sample of 16 SLSNe Ic, over the redshift
range 0.1 < z < 1.2 (400nm to 2000nm rest-frame), to develop a method for standar-
dising the light-curves of SLSNe. In their analysis, they found a simple relationship
between the peak magnitude and the colour and decline rate of the SLSNe Ic mea-
sured in two synthetic filters with central wavelengths at 400nm and 520nm (chosen
to reduce the effects of spectral features). This standardisation displayed a scatter
(RMS) in the corrected magnitudes M(400) of between 0.19 and 0.26 mag for the
rest frame colour evolution, with the exact value depending on the methodology and
the details of the SLSN Ic sample used. They also applied a stretch correction, by
correlating the peak magnitudes with declines after 30 days (similar to the Phillips
relation, Section 1.2.3), finding a RMS of 0.25 magnitudes. This study suggests
SLSNe Ic could be standardised to an accuracy approaching normal SNe Ia (typical
RMS of 0.14magnitudes in corrected peak magnitude), and could be competitive
with SNe Ia with better modelling of a larger sample of SLSNe light-curves.
So far, due to the extremely low rate of SLSNe Ic at low redshift (see discussion
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above) and the observed preference for low metallicity host galaxies (Inserra and
Smartt, 2014, Inserra et al., 2016), cosmology independent measurements of the
SLSN Ic absolute magnitude were not possible. While the work of Inserra and
Smartt (2014) relies on the distance moduli inferred by assuming the cosmology
(this approach can be considered as a standardisation of SLSNe Ic via SNe Ia,
which would make SLSNe Ic “tertiary” standard candles), cosmology independent
measurements of the SLSN Ic absolute magnitudes (similar to the ones used for SNe
Ia, e.g. Riess et al. 1998) are important for their future role as standard candles.
The on-going searches for low redshift SLSNe and the future wide-area SN surveys
(e.g. LSST) will certainly observe tens of these objects at ∼ 10 Mpc distance, thus
allowing important cross-checks with Cepheids variable stars.
As first cosmological application of SLSNe, Wei et al. (2015) performed a cosmo-
logical analysis focused on the power of existing SLSNe Ic, from Inserra and Smartt
(2014), to differentiate between competing cosmological models, namely the ΛCDM
model and the Rh = ct model (e.g. Melia and Shevchuk 2012). They concluded that
present data was insufficient to differentiate between these models, but showed that
samples of several hundreds of SLSNe Ic events would be sufficient, demonstrating
the possible constraining power of these high-redshift objects.
4.3 Search for Superluminous Supernovae
Over the next decade, several on-going and planned experiments will increase the
number of known SLSNe by at least an order of magnitude, making it possible to use
these objects to probe cosmology. For example, the Dark Energy Survey supernova
programme (Bernstein et al., 2012) has already detected several SLSNe in its first
season of data (Papadopoulos et al., 2015) with the potential for detecting further
events over the next few years. Moreover, the well-sampled DES multicolour griz
light-curves of these new SLSNe are better than those presently available in the
literature, which will further help in the study of SLSN standardisation. Unfortu-
nately, the observing strategy of DES is not optimal for characterising all the SLSNe
it will detect due to temporal edge effects. At high redshift, time dilation extends
the light-curve duration of SLSNe to many months in the observer frame, leading
to incomplete data if the start, or end, of the light-curve extends outside the DES
observing season.
4.3.1 Search Using DECam for Superluminous Supernovae
To reduce the problem of temporal edge effect, the ‘Search Using DECam for Super-
luminous Supernovae’ has begun (SUDSS; PI: Sullivan). This program supplements
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Figure 4.1 – The redshift histogram for well-observed SLSNe Ic from SUDSS and DES
(each assuming a 3-year survey) and LSST-like (assuming 2% of the total number of
SLSNe detected in 10 years). We consider well-observed supernova light-curves to have
>5 detectable epochs, in at least two filters each, a pre-explosion detection limit, and at
least one supernova detection at >20 days past peak brightness.
the DES SN programme with the addition of extra epochs either side of the nomi-
nal DES season (September to early February) extending the observing window to
nearly eight months, thus mitigating some of these temporal edge effects.
SUDSS has also planned long-term monitoring of several non-DES fields, namely
6 deg2 (two pointings of the Dark Energy Camera, or DECam, Flaugher et al. 2015)
near the HST Cosmic Evolution Survey (COSMOS: Scoville et al., 2007) field, and
6 deg2 in a new field close to the South Ecliptic Pole to facilitate near year-long
monitoring. When combined with DES fields, SUDSS will observe approximately
23 deg2 in griz with an average cadence of 14 days in the observer-frame, which is
optimal for tracking such long-duration light-curves. SUDSS began collecting data
in 2014 and was planned for a three-year survey1.
1Since the publication of our work, Scovacricchi et al. (2016), the SUDSS programme has been
restructured. In particular, SUDSS is not observing the entire area specified in the main text and
will be running for two years out of the three originally planned. These changes will certainly
reduce the total observable number of SLSNe Ic, but the details of their impact have still to be
investigated. In this chapter we are consistent with the survey’s specifications as originally planned.
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4.3.2 Redshift distribution simulations
In Figure 4.1, we present the predicted SLSN Ic redshift histograms for SUDSS and
DES. This prediction was made using a simple Monte Carlo simulation of the SUDSS
and DES surveys. We simulated SLSNe using the Spectral Energy Distribution
(SED) model of Prajs et al. (2016), which is based on a series of magnetar model fits
to SNLS-06D4eu (Howell et al., 2013) together with a k-correction spectral template.
The volumetric SLSN rates of Quimby et al. (2012) and Cooke et al. (2012) were
used to give the number of SLSNe exploding in the SUDSS and DES search volumes
as a function of redshift during the observing seasons of both surveys.
We then calculated the supernova magnitudes, as a function of time, using the
cadence of each survey, the redshifted SLSN SED model, and assuming our fiducial
cosmology (see the introduction to this chapter). The predicted magnitudes were
then compared to the DECam exposure time calculator spreadsheet (using v6 from
March 2015 available on the DECam CTIO webpage) to assess the detectability of
the SNe given the magnitude limits of both surveys. For DES, we use the magnitude
limits in griz from Bernstein et al. (2012), while SUDSS is expected to reach a depth
(per epoch) of 24.6, 24.5, 24.4 and 24.1 in griz respectively (AB magnitudes for a
5σ point source). The depth of SUDSS is approximately half a magnitude deeper
than the DES shallow fields in the redder bands.
We emphasise that these predictions are only indicative, as there are uncertain-
ties in the rate of SLSNe Ic (especially with redshift), their spectra and light-curve
evolution, and luminosity function. However, SUDSS would discover '75 high-
quality SLSNe Ic (see Fig. 4.1), over the redshift range 0.1 < z < 2.5, assuming the
full three years of observations, each with a well-sampled light-curve. SUDSS will
also find many Type II SLSNe. Such samples will allow us to characterise the lu-
minosity functions of these different sub-classes of SLSNe, while greatly improving
their possible standardisation (Inserra and Smartt, 2014) as cosmological probes.
We may also have sufficient SLSNe to differentiate between competing cosmological
models (e.g. Wei et al., 2015) and improve parameter constraints for the concordance
ΛCDM model.
In comparison, Figure 4.1 also shows the expected SLSN Ic redshift distribution
for DES alone, which has a predicted total of just '15–20 SLSNe over three years.
SUDSS improves considerably on this due to the likely higher SLSN rate at z > 1
(Cooke et al., 2012), where SUDSS is more sensitive, and the decrease in temporal
edge effects because of the longer observing window.
Moreover, we also show in Figure 4.1 our prediction for a sample of SLSNe Ic
that maybe possible from the Large Synoptic Survey Telescope, which we call LSST-
like from hereon. We use the same methodology as used for SUDSS, but adjust the
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depth to that expected for the LSST wide survey, namely 25.0, 24.7, 24.0, 23.3 in
griz respectively (AB magnitudes for a 5σ point source; LSST Science Collaboration
et al. 2009). This depth is slightly less than SUDSS, especially in the i and z bands,
which is seen in the drop in sensitivity of SLSNe at z > 2 in Figure 4.1 compared
to SUDSS. In the simulations, we have also accounted for the nominal LSST wide
survey cadence of one filter every three days, compared to DES and SUDSS which
routinely observing all filters per field visit, but at a lower cadence per field.
4.4 Mock catalogues
We describe here the procedure used to generate mock Hubble diagrams for the
samples of supernovae. These are a DES-like sample of SNe Ia, based on the predic-
tions of Bernstein et al. (2012), a SUDSS SLSNe sample as represented by Figure
4.1, and possible LSST-like and Euclid samples (see Section 4.7 for Euclid SLSNe).
Hereafter, we name these four samples as DES, SUDSS, LSST-like and Euclid re-
spectively. Where appropriate, we assume the fiducial cosmology given in Section
4.1.
4.4.1 Errors in the Distance Modulus
Two sources of uncertainty are present in µobs (the distance modulus recovered from
observations) that make it different from µcos. The first is δµerr, a combination of
several statistical uncertainties, including measurement error. This adds scatter to
the Hubble diagram, and it is well-known that part of this scatter is not accounted
for in the experimental error budgets of SN surveys, resulting in larger than expected
χ2 values when fitting cosmological models. This is usually accounted for by adding
the intrinsic scatter to the whole SN population (σint) to obtain acceptable χ2 values,
with the value of σint potentially varying between different surveys (see Conley et al.,
2011, Betoule et al., 2014, and Section 1.2.4). We stress our δµerr mimics the effect
of σint in our analysis but is more broadly defined to include all potential sources of
statistical error in SN distance moduli. We assume the average value of the error is
zero, i.e., 〈δµerr〉 = 0, as we deal with possible systematic offset in the magnitude
systems of SNe in Section 4.5.
The second uncertainty we take into account is the effect of gravitational lensing
along the line-of-sight to each SN (δµlen), which can add further scatter to the Hubble
diagram, especially for the highest redshift SLSNe (see Section 2.2).
To compute δµlen, we begin with the definition of the convergence κ as an integral
along the line-of-sight (Eq. 1.86), written for a lensed source located at the redshift
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zi = z(χi) and a flat cosmology (fK(χ) ≡ χ),
κ(θ, χi) =
3H20 Ωm
2c2
∫ χi
0
dχ′
(χi − χ′)χ′
χi
δ[χ′θ, χ′]
a(χ′)
. (4.1)
A measure of the lensing variance comes from the convergence RMS on a null
aperture (Eq. 1.98, and a convergence power spectrum from Eq. 1.92) with the
pre-factor
[
5
ln(10)
]2
to convert this expression in magnitudes,
σ2len(zi) =
[
5
ln(10)
]2 ∫ +∞
0
ldl
2pi
Pκ(l;χ(zi)). (4.2)
In Figure 4.2, we show our prediction for σlen(zi) as a function of redshift (as ex-
pected, it grows monotonically with zi as the light path becomes longer). Moreover,
our prediction is consistent with values available in the literature (see discussion in
2.2.2).
4.4.2 Constructing Samples
We now create mock Hubble diagrams for our SN samples (DES, SUDSS, LSST-
like), while the Euclid samples will be discussed in Section 4.7. First, we randomly
draw a SN redshift from the redshift distribution appropriate for each survey until
we have obtained the expected total number of events for the survey in question.
For DES, we assume the redshift distribution for the “hybrid 10” simulation shown
in Bernstein et al. (2012), which is a combination of two ‘deep’ and eight ‘wide’ DES
fields, and consistent with the on-going DES SN strategy (see Figure 3.1 of Chapter
3 for the redshift distributions). This provides a total of 3500 SNe Ia for the final
DES sample to which we add a further 300 z < 0.1 SNe Ia to reflect the expected
number of high-quality, local SNe Ia available in forthcoming surveys.
For SUDSS, we use the redshift histogram as given in Figure 4.1 which has a total
of 73 SLSNe Ic. We also add a further 25 z < 0.3 SLSNe Ic to this distribution to
simulate the likely low-redshift sample from surveys like Skymapper (Schmidt, 2012),
PTF (Rau et al., 2009) and PanSTARRS (Young et al., 2008) that are routinely
finding a few high-quality, local SLSNe per year. In both cases (DES and SUDSS),
we assume these local SNe possess the same characteristics as the higher redshift
objects, i.e., there is no evolution in their properties or systematic differences in
their photometry.
For our LSST-like sample, we use the histogram as given in Figure 4.1, assuming
a total number of 10,000 SLSNe detected over the 10-year operations of the LSST,
i.e. a factor of ∼100 larger than SUDSS. This larger number reflects the greater
volume probed by the LSST wide survey, and is consistent with the predicted rate
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Figure 4.2 – σtot as a function of the source redshift zi for different values of σerr (see
caption). The solid line is the contribution from lensing (Equation 4.2 and footnote 2
for details) which is added in quadrature to σerr in our analysis. Inset : The predicted
RMS magnitude error for DES as a function of redshift taken from Bernstein et al. 2012
(the error bars along the x-axis show the bin size of ∆z = 0.1).
of luminous supernovae as given in the LSST Science Book (Table 8.3 in Chapter 8;
LSST Science Collaboration et al. 2009). Further simulations are required to obtain
a more accurate prediction for the total number of LSST SLSNe.
Next, given the redshift of each SN (zi), we calculate the cosmological distance
modulus µcos (Eq. 1.66), assuming a Hubble rate H(z) for a flat ΛCDM cosmology
(see Eq. 1.39 for a more general expression),
H(z) = H0
[
Ωm (1 + z)
3 + (1− Ωm)
] 1
2 . (4.3)
We also note that the exact choice of H0 is irrelevant (see Section 4.5 and Section
1.2.4).
We include an additional error δµerr for each SN drawn at random from a Gaus-
sian of fixed width of σerr which can vary for each survey. We also add the effect
of lensing for each supernova δµlen(zi) by drawing a random value from a Gaussian
distribution with zero mean and a standard deviation given by Equation 4.2. There-
fore, the value of µobs is simulated as the sum of all three quantities (Dodelson and
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Vallinotto, 2006),
µobs(zi) = µcos(zi) + δµerr + δµlen(zi) (4.4)
where zi is the redshift of each SN in the sample. We have seen in Chapter 2
that the weak lensing PDF has strong non-Gaussian features. However, in this
section, we are mainly interested in the extra scatter introduced by gravitational
lensing (which can reach comparable values with the intrinsic scatter 0.15 mag at
redshift 3.5, Figure 4.2), thus we are approximating the weak lensing PDF with a
Gaussian distribution of equal standard deviation (similarly to the JLA analysis,
Section 1.2.4). A more detailed modelling of the weak lensing dispersion will be
required in the future, when fitting actual SLSN Hubble diagrams (especially for
sparsely populated samples, where the lensing effects will not average away, see
Section 2.3).
For each supernova, the error bar on the distance modulus is then σtot =
√
σ2err + σ
2
len.
In Figure 4.2, we show the comparison of σtot for different values of σerr and the ex-
pected lensing scatter2 using Equation 4.2. The lensing significantly contributes for
the lower value of σerr at z > 2.5, so it is important to include this noise term for our
SLSNe samples. Increasing the value of σerr decreases the importance of the lensing
dispersion over the redshift range studied here.
For DES, we assume the σerr as the product of two errors added in quadrature.
First, we include the RMS reported in Table 14 of Bernstein et al. (2012), and
given in Fig. 4.2 for completeness. We allow this to vary across redshift as shown.
Second, we include an additional term δµsys to take into account the possible effect of
systematics. As before, this random number is distributed accordingly to a Gaussian
distribution, with zero mean and standard deviation σsys selected to be 0.1 mag
in order to reproduce the contour widths showed in Figure 29 of Bernstein et al.
2012 (see Section 4.5). In this case, the error on the distance modulus is given by
σtot =
√
σ2err + σ
2
len + σ
2
sys.
For the SUDSS and LSST-like sample, we must assume a value for σerr (constant
across all SNe) and choose two values, namely 0.15 and 0.25 magnitudes to reflect the
range of uncertainty in the possible standardisation of SLSNe discussed in Inserra
and Smartt (2014). In Figure 4.3, we show the mock HDs used in this analysis for
the DES, SUDSS and LSST-like surveys (the latter two using σerr = 0.15 mag in
this instance).
2The non-linear corrections to the matter power spectrum have been computed following the
approach of Smith et al. (2003)Com[H], starting from a linear power spectrum for adiabatic CDM
with transfer function by Eisenstein and Hu (1999). The approximated growth factor used is from
Carroll et al. (1992). The clustering parameter σ8 is set to the value 0.79.
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Figure 4.3 – The mock Hubble diagrams generated for DES, SUDSS and LSST-like (from
left to right). The last two have σerr = 0.15 magnitudes (for the case shown in this plot).
4.5 Analysis of the Hubble diagram
We fit our mock Hubble diagrams to determine the cosmological parameter con-
straints we can achieve for forthcoming surveys. When fitting only supernova data
(both SLSNe and SNe Ia), we use a custom likelihood code based on the Down-
hill method of maximisation (Numerical Recipes by Press et al. 1992) while the
marginalisation over the cosmological parameters (nominally w or Ωm in the wCDM
model) is performed numerically by using the Gauss-Legendre method from the
GNU Scientific Library (but implemented in Fortran903).
We employ a full MCMC code (COSMOMC, Lewis and Bridle 2002) when we add
information from the Cosmic Microwave Background using Planck data (Planck
Collaboration et al., 2014). For this, we use a modified version of the Fortran90
module provided for the Union 2.1 sample (Suzuki et al., 2012), originally based on
the module for supernovae released with the first version of COSMOMC.
In both cases, if we do not consider magnitude calibration issues, we could use the
following likelihood, obtained by considering the distance modulus measurements as
independent, and all the errors as Gaussian,
L = 1
(2pi)n/2
√
det C
exp
[
−1
2
(
∆µtC−1∆µ
)]
, (4.5)
where ∆µ = µobs − µcos is the n-dimensional data vector and n is the number
of supernovae in the sample. Neglecting the covariance between data (i.e. all the
non-diagonal terms are set to be zero), the covariance matrix would simply be given
3http://www.lrz.de/services/software/mathematik/gsl/fortran/
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by
Cij = 〈∆µi∆µj〉 = σ2ijδij = σ2err + σ2len(zi) (4.6)
where each measurement has an error equal to the sum in quadrature of the data
and lensing uncertainties discussed, as in Section 4.4.
However in reality, when fitting the mock HDs we must include the possibility of
an unknown, overall offset in magnitude ξ. In our analysis, this nuisance parameter
accounts for the contribution of the H0 to the distance modulus (i.e. 5 log 100H0 ) and,
when fitting real SN data, this normalisation parameter also accounts for the un-
known value of the mean (corrected) absolute magnitude (M) of the SN population
as well as any photometric calibration offset. Since we simulate, and fit directly, the
distance moduli, we do not assume any value for M , and then ∆µi becomes
∆µi = µobs,i − µcos,i(h = 1) + ξ. (4.7)
To marginalise over ξ, we follow the analytical procedure given in Teukolsky et al.
(1993) and Bridle et al. (2002) which considers the marginalisation of an unknown
calibration uncertainty with a flat prior, under the hypothesis that the likelihood is
Gaussian. In this particular case (see a more general discussion and derivation in Ap-
pendix A.1), the marginalisation can be computed analytically, and the marginalised
likelihood Lξ(α) ∝
∫
dξL(ξ,α), where α is the array of cosmological parameters,
can be re-written in terms of an effective chi-squared χ2eff , such that
Lξ ∝ exp
(
−χ
2
eff
2
)
, (4.8)
defining
χ2eff = d
t
(
C−1 − C
−1vvtC−1
vtC−1v
)
d, (4.9)
where v is the n-dimensional vector of unitary components and d = (µobs − µcos).
We will therefore directly calculate the likelihood marginalised with respect to ξ
from Eq. 4.8 and 4.9. In this way we do not need to fix a value for ξ at the level of
the mock HDs, and do not need to explore the ξ direction of the parameter space
(saving computational time). This method was also included in early versions of
COSMOMC (see Appendix F of Lewis and Bridle 2002 for detail).
When combining SLSNe data with lower redshift SNe Ia, the likelihood is given
by the product of two likelihoods,
L = LSNeIa LSLSNe, (4.10)
where each likelihood has been marginalised over an unknown normalisation param-
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eter (i.e., a ξ for each of the two different samples) which is computed separately for
SNe Ia and SLSNe using Eq. 4.9.
We use a combination of two methodologies when fitting for cosmological param-
eters. We use our own maximum likelihood code (called “Lik" throughout this chap-
ter) described above when fitting for a flat cosmology with a dark energy fluid assum-
ing a constant equation-of-state parameter w (wCDM). In this case, the degrees of
freedom are Ωm and w. When combining the supernova data with the CMB, we use
COSMOMC fitting (“MCMC") instead for a flat wCDM model as well as a flat universe
with a linearly growing equation-of-state parameter, namely w(a) = w0 +wa(1− a)
(Chevallier and Polarski, 2001), or the wzCDM model. The jointly fitted parameters
are Ωch2, w0, wa, (respectively the reduced dark matter density parameter and the
two dark energy parameters) and logA (logarithmic fluctuation amplitude with piv-
oting scale 0.05 Mpc−1). Other COSMOMC parameters4 are set to their default values
(using the April 2014 version of the code).
To test our methodology, we used our Lik code to fit for a flat ΛCDM model with
one degree of freedom (Ωm) to both the published JLA data sample (Betoule et al.,
2014) and a mock JLA Hubble diagram (constructed as discussed in Section 4.4),
with σerr = 0.17 magnitudes (same as the RMS measured from the sample), and the
same overall number of SNe and redshift distribution. For each mock supernova, we
assign an error bar that is the average error found by Betoule et al. (2014), namely
0.19 magnitudes. In both cases (real and mock data), we obtain ∆Ωm ' 0.018 (at
68% confidence limit) and thus conclude that our methods for creating and fitting
our mock Hubble diagrams are realistic. The uncertainty on our measurement of Ωm
from the real JLA sample is fully compatible with the published result of Betoule
et al. (2014), who find Ωm = 0.289± 0.018 without systematic errors.
4Ωbh
2 = 0.0222 (the reduced baryonic matter parameter), θ = 1.0411 (100 times the ratio of the
angular diameter distance to the LSS sound horizon), τ = 0.0925 (optical depth at the reionization),∑
mν = 0.06 (sum of physical masses of standard neutrinos, with no sterile neutrino), ΩK = 0
(curvature parameter), nrun = nrun,run = 0 (running of the spectral index, running of the running
of the spectral index), r = 0 (ratio of tensor to scalar primordial amplitudes at pivot scale),
Neff = 3.046 (effective number of neutrinos), α−1 = 0 (correlated CDM isocurvature), ∆zre = 0.5
(width of reionization), Alens = 1 (lensing potential scaled by
√
Alens), fdm = 0 (CosmoRec dark
matter annihilation parameter), ns = 0.96 (spectral index), A
φφ
L = 1 (scaling of lensing potential
power)
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Table 4.1 – Relative error (68% confidence limit) for the cosmological parameters Ωm
and w (wCDM model) using the likelihood code (Lik) for different combinations of our
mock sample data-sets (DES, SUDSS and LSST-like) . For SUDSS and LSST-like, we
provide results for σerr = 0.15 and 0.25 mag. For DES, we use the σerr given in Figure
4.2 as derived from Bernstein et al. (2012).
Samples No. of SNe
∣∣∣∆ΩmΩm ∣∣∣ ∣∣∆ww ∣∣
DES 3800 SNe Ia 0.11 0.11
σerr = 0.15 mag
SUDSS 73 SLSNe + 25 low-z SLSNe 0.07 0.29
LSST 10000 SLSNe 0.03 0.07
SUDSS+DES 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.07 0.09
LSST-like+DES 10000 SLSNe + 3800 SNe Ia 0.02 0.04
σerr = 0.25 mag
SUDSS 73 SLSNe + 25 low-z SLSNe 0.14 0.34
LSST 10000 SLSNe 0.03 0.11
SUDSS+DES 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.11 0.10
LSST-like+DES 10000 SLSNe + 3800 SNe Ia 0.03 0.04
Table 4.2 – Relative error (68% confidence limit) for the cosmological parameters Ωm, w0
and wa (of which we only show the absolute error, since wa ' 0), in a wzCDM universe,
using COSMOMC and different combinations of our mock data-sets (DES, LSST-like and
SUDSS). See text for details.
Samples No. of SNe
∣∣∣∆ΩmΩm ∣∣∣ ∣∣∣∆w0w0 ∣∣∣ ∆wa
DES+Planck 3800 SNe Ia 0.030 0.090 0.366
σerr = 0.15 mag
SUDSS+DES+Planck 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.026 0.078 0.325
LSST-like+DES+Planck 10000 SLSNe + 3800 SNe Ia 0.016 0.045 0.143
σerr = 0.25 mag
SUDSS+DES+Planck 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.027 0.087 0.353
LSST-like+DES+Planck 10000 SLSNe + 3800 SNe Ia 0.017 0.049 0.170
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4.6 Constraints on Cosmological Parameters from
SUDSS and LSST
In Table 4.1, we report our results for the wCDM model fitted to combinations of
the three samples considered herein (DES, SUDSS, LSST-like). In this table, we
do not quote the best-fit values for the cosmological parameters, as these are all
consistent (within 2σ) with the expected fiducial cosmological model assumed in
the construction of the mock data. We instead quote statistical errors based on
the width of likelihood functions, as a detailed analysis of the possible systematic
errors associated with these SN samples is beyond the scope of this work. We have
marginalised over an overall magnitude offset between the samples (Section 4.5),
which should cover major systematic uncertainties in the photometric calibrations
of the samples and the absolute magnitude scale. The confidence limits on the cos-
mological parameters are computed by integration of the one dimensional posterior
distributions, considering 68% of the area around the mean (with no assumption on
the shape of the posteriors).
Before we present our results, we tested the stability of our methodology using
100 realisations of the same DES mock and examined the distribution of best-fit
values obtained using our likelihood code. We found that the mean of the Ωm
and w distributions were consistent with the fiducial cosmology (within 10% of the
distributions’ standard deviation), while the mean of the distribution of fitted errors
agreed with the width of the best-fit distributions, and was close to the best-fit errors
quoted in the table from a single realisation.
4.6.1 wCDM constraints
At the top of Table 4.1, we provide our constraints for DES alone (3500 high redshift
SNe Ia and 300 low redshift SNe Ia). We provide these constraints as a reference for
subsequent constraints to show the likely relative improvement over forthcoming SN
samples. Unfortunately, we can not directly compare these DES-only constraints to
Bernstein et al. (2012) as they did not provide wCDM predictions. However, we can
compare our DES+Planck w0 − wa constraints, given in Table 4.2 and Figure 4.4,
to similar predictions in Bernstein et al. (2012), and find good agreement given the
different assumptions and methodologies (see Figure 29 of Bernstein et al. 2012 for
comparison). This provides confidence that our constraints are reasonable.
The wCDM constraints for our LSST-like sample of SLSNe are impressive for
σerr = 0.15. Table 4.1 shows that LSST alone could constrain Ωm and w to 3%
and 7% respectively using just SLSNe. These quoted errors are only statistical
and do not account for possible differences in the absolute magnitude of SLSNe
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with redshift. To test such a systematic uncertainty, we have re-run the LSST-like
sample in Table 4.1 again but marginalising over possible magnitude offsets in three
bins of redshift (z < 0.8, 0.8 < z < 1.3 and z > 1.3) using the same methodology
described in Section 4 (namely allowing for a different value of ξ between the three
bins in equation 8). These three bins were selected to coincide with the expected
ranges of redshift where major features in the spectral energy distribution of SLSNe
passes through the observed filters, thus representing possible larger uncertainties
in the k-corrections of SLSNe. In this case, the errors on Ωm and w increase to 6%
and 9.5% respectively for the LSST-like sample alone.
We next consider in Table 4.1 the likely gains in cosmological constraints from
samples of SLSNe (SUDSS and LSST-like) for two possible values of the population
scatter (σerr). For σerr = 0.15 mag, we see that SUDSS-alone can deliver competitive
cosmological constraints especially when combined with DES; the cosmological con-
straint on w improves by ' 20% compared to DES-alone with just 98 (73 SUDSS
+ 25 low-z) SLSNe. Even SUDSS on its own is competitive, close to the DES-only
predictions for Ωm. Unfortunately, for the higher value of σerr, the extra constraining
power is lost and SUDSS would likely add little to existing samples or knowledge
under the assumption of wCDM. This is understandable given this well-defined cos-
mological model.
For the DES+LSST sample, we find constraints on Ωm and w of 2% and 4%
respectively which are significantly better than present day errors on these param-
eters. We note that we have not included CMB data in these constraints as we
wish to see the power of SNe alone. For comparison, we calculate the DES+Planck
constraints on Ωm and w using MCMC and find constraints of 2% on each of these
parameters. Unsurprisingly the high redshift CMB measurement greatly improves
the constraints on this restrictive model (constant w) but we stress that DES+LSST
alone (in Table 4.1) delivers the same level of constraining power i.e. the errors on
Ωm and w do not decrease significantly when we study DES+LSST+Planck for the
wCDM model. We still obtain good constraints on Ωm and w from our LSST-like
sample with σerr = 0.25.
4.6.2 w0–wa constraints
In Table 4.2 we show the results when fitting the wzCDM model (via MCMC) for
different combinations of the data-sets used so far. Although the level of accuracy on
Ωm is almost the same (approximately 3%) for all the cases shown (with or without
the inclusion of SLSNe), we do see a ' 10% improvement in w0 and wa when adding
SUDSS (with σerr = 0.15) to DES+Planck (Figure 4.4). There is still some gain in
constraining power for the case of σerr = 0.25.
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The most interesting constraints come from our LSST-like sample (see Figure
4.4), combined with DES SNe Ia and Planck data. Assuming σerr = 0.15, this
combination (LSST-like+DES+Planck) should provide constraints of 5% and 0.143
respectively for
∣∣∣∆w0w0 ∣∣∣ and ∆wa (see Table 4.2), which is competitive with constraints
of 5% and 0.16 coming from Euclid (Table 1.11, Amendola et al., 2013). Therefore,
SLSNe from LSST could provide a “Stage 4” measurement of cosmology (Albrecht
et al., 2009) when combined with the “Stage 3” DES SN Survey. Even the lower
quality LSST-like SLSNe (σerr = 0.25) can deliver impressive dark energy constraints
when combined with DES SNe Ia and Planck (see Table 4.2).
Fitting just the four parameters considered in our wzCDM model may have
slightly underestimated the errors with respect to the case where more degrees of
freedom are considered (e.g. allowing all six parameters of the six-parameter base
ΛCDM model to vary, e.g. Planck Collaboration et al. 2014). However, we were
interested to see what could be possible for the key dark matter and dark energy
parameters when adding SLSN data to existing Planck data, assuming we already
knew the value of the other variables (see above). We do not expect the errors to
change significant if all variables were allowed to vary (as Planck provides strong
constraints already on these other parameters) and thus does not affect our conclu-
sions.
4.7 SLSNe in Euclid
Euclid5 is a 1.2m optical and near-infrared (NIR) satellite designed to probe the
dark Universe using measurements of weak gravitational lensing and the Baryon
Acoustic Oscillations. Euclid is scheduled for launch in late 2020 and will spend the
next six years performing two major astronomical surveys, namely a “wide” survey
of 15,000 deg2 and a “deep” survey of 40 deg2 at both visual (photometry) and
NIR (photometry and grism spectroscopy) wavelengths. There are also plans to
perform a high redshift SN Ia survey with Euclid, which will complement ground-
based searches for local and intermediate redshift SNe Ia (see DESIRE by Astier
et al. 2014). DESIRE would be a dedicated 6-month rolling search with Euclid and
is predicted to find 1700 SNe Ia to z ' 1.5 constraining w to an accuracy of 2%.
In this section, we study an additional search for high redshift supernovae that
is complementary to DESIRE in two key ways. First, we study the possible use of
SLSNe Ic as additional cosmological probes. Secondly, we only consider using the
planned Euclid surveys, specifically the “deep” survey as it has a planned observing
cadence that is suitable for the long SLSN light-curves but sub-optimal for the faster
SNe Ia. Therefore, these observations are essentially for free and should help improve
5http://sci.esa.int/euclid/ & http://www.euclid-ec.org/
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Figure 4.4 – The 68% and 95% CL marginalised contours in the w0-wa plane using
different combinations of the samples: DES+Planck (black), DES+Planck+SUDSS (red)
and DES+Planck+LSST-like (blue). We note that the fiducial cosmology is compatible
with the results obtained within 1σ.
DESIRE and other Euclid dark energy constraints.
4.7.1 Modelling the rate
In order to estimate the volumetric rates of SLSNe Ic for the Euclid Deep Field
Survey (DFS), we use a model for the evolution of the Star Formation Rate (SFR)
density with redshift (see Hopkins and Beacom, 2006), based on the Salpeter Initial
Mass Function (IMF) published by Cole et al. (2001), and using the methodology
of Botticella et al. (2008). This corresponds to assuming an average ratio of 10−4
between the SLSNe Ic and core-collapse SN rates (Quimby et al., 2013, Prajs et al.,
2016) and we will refer to this as our ”optimistic“ model. To estimate the systematic
uncertainty on such rates, we also re-calculate them adopting a slightly different
evolution for the SFR density (Bouwens et al., 2011) as well as the lower ratio of
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Figure 4.5 – The total number of SLSNe Ic detected as a function of redshift during the
six years of the Euclid DFS (combining both the northern and southern observations).
In both plots, the gold colour denotes the “gold sample" (3 filter detections for each
of the 3 epochs, or 3e3f), while the silver colour stays for the “silver sample" (2 filter
detections for each of the 3 epochs, or 3e2f).
Cosmology with SLSNe 117
10−5 for the ratio between SLSNe Ic to core-collapse SNe (McCrum et al., 2015).
This will be our ”pessimistic“ model. We assume Poisson errors on both estimates.
We note that the optimistic set-up is the one consistent with other SLSNe Ic rate
estimates (see Prajs et al., 2016, for a comparison). These two models are then
used to calculate the number of SLSNe Ic, in bins of ∆z = 0.5 width, centered on
multiples of z = 0.5 up to z = 4 which is consistent with the highest SLSNe Ic
redshift observed to date, and likely achievable with Euclid (see Inserra and Smartt,
2014).
To calculate the number of likely Euclid SLSNe Ic, we need to know the volume
of the DFS as a function of epoch. We therefore assume an areal coverage of 40 deg2
for the DFS over two separate patches of the sky; one near the North Ecliptic Pole,
which will be observed with an average cadence of 32 days over the six years of the
nominal Euclid mission, and another area near the South Ecliptic Pole with a more
frequent average cadence of 17 days but only for the first four years of the mission
(Scaramella R. and Euclid Consortium, private communications).
We assume a 5σ limiting magnitude of 25.5 for each of the individual Euclid DFS
visual (VIS) observations, while we assume Y , J and H equal to 26.0 mag for each
Near Infrared Spectrometer and Photometer (NISP) observation of the DFS (M.
Cropper and Euclid consortium private communications). These values are deeper
than those reported in Astier et al. (2014) (and the Euclid science requirements,
Laureijs et al., 2011) but in agreement with the latest estimates of the Euclid per-
formance. We assume the filter transmission curves as reported by Astier et al.
(2014), Cropper et al. (2014, and the Euclid web-pages). We note that with such
cadence and limit magnitudes we will always have, at any redshift, more than ten
epochs per object without SN light during the four (South) and six (North) years
of the Euclid DFS.
We adopt a luminosity function with an average light-curve peak of −21.60±0.26
mag, rising for 25±5 days and declining 1.5±0.3 mag in 30 days (Inserra and Smartt,
2014, Nicholl et al., 2015). We utilise an empirical template for the SED of SLSNe
Ic based on 110 rest-frame spectra taken for 20 SLSNe Ic spanning a redshift range
of 0.1 < z < 1.2 and covering approximately −20 to 250 days (with respect to
peak luminosity) in their light-curve evolution (Quimby et al., 2011, Inserra et al.,
2013, Nicholl et al.). This template is implemented in the SNAKE software package
(Inserra et al., 2016) to calculate the necessary k-corrections between the assumed
Euclid visual and NIR filters and the standard optical rest-frame pass-bands, namely
the SDSS r-band and the two pass-bands used in Inserra and Smartt (2014) to
standardise SLSNe Ic (the 400 and 520nm synthetic filters, see Section 4.3). We use
the SDSS r filter as our main reference rest-frame filter for our calculation. Errors on
the k-corrections have been evaluated as sum in quadrature of the errors on redshift,
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spectral template and different standard pass-bands following the methodology of
Inserra et al. (2016) (usually such errors are smaller than 0.05 mag).
We then performed 105 Monte Carlo simulations of Euclid SLSNe Ic light-curves
placing them at random redshifts and explosion epochs relative to the DFS observing
strategy i.e., the survey time, depth, cadence and volume as discussed above. This
amount of simulations has been previously used and found adequate for the pur-
pose (e.g. Prajs et al., 2016). During these simulations, we also assume an average
foreground extinction of E(B-V)=0.02 (see Inserra and Smartt, 2014).
Using these simulated light-curves, we must then determine which SLSNe Ic
would be useful for any meaningful astrophysical and cosmological analysis. We
therefore define two sub-sets of SLSNe Ic using the following selection criteria. First,
we define a ”silver sample“ that requires each SLSN to be detected (5σ point-source)
for at least three epochs in their light-curves in at least two Euclid filters per epoch
(3e2f). Second, we define a “gold sample" which requires a 5σ point-source detection
in at least three Euclid filters, each for at least three epoch (3e3f). In all cases, we
require at least one of these detections to be before the peak.
These criteria should be sufficient to easily identify SLSNe Ic from other tran-
sients because of their characteristic photometric colour evolution (see Inserra et al.,
2013, Inserra and Smartt, 2014, Nicholl et al., 2015). Furthermore, requiring a detec-
tion in at least two pass-bands will provide at least one colour measurement which is
essential for using the relationship between peak magnitude and colour evolution as
discussed in Inserra and Smartt (2014) for standardisation. Having three pass-bands
would provide a better estimate of the bolometric light-curve which could further
be used to standardise SLSNe Ic.
In Table 4.3 we show the results of our simulation. When determining the number
of SLSNe Ic expected from the Euclid DFS, we assume both areas of the DFS (total
of 40 deg2) are observed regularly for the first four year of the full six-year satellite
mission. In the case of our optimistic model, this gives a yearly volumetric rate
of 81+39−38 yr−1 Gpc3 for the silver sample (3e2f) and 63
+29
−28 yr−1 Gpc3 for the gold
sample (3e3f). For the final two years of the DFS, the mission will only regularly
observe the northern area (half the coverage), giving a volumetric rate of 71+35−34 yr−1
Gpc3 for the silver sample (3e2f) and 58+28−27 yr−1 Gpc3 for the gold sample (3e3f).
In total, we predict Euclid will detect 368+172−166 high-quality (gold sample) SLSNe Ic
up to z ∼ 4 over the six years of the mission, whereas the silver sample will deliver
almost an extra 100 SLSNe Ic (466+226−220) over the same six years. We note that in
case of the Euclid wide field survey (where the 5σ limiting magnitudes are 24.5,
24.0, 24.0, 24.0 mag for VIS, Y J and H, respectively) the predicted SLSNe over 6
years would be of 304+140−136 for the gold sample and 390
+192
−188 for the silver. If in our
optimistic set-up we increase the detection level from 5σ to 10σ the predicted rates
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Table 4.3 – Number of SLSNe Ic for both samples (silver and gold) and with both rate
models (see text). The redshift bin width is ∆z = 0.5.
Optimistic
Years criteria 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
1-4 silver 3 8 19 12 16 12 10 1
1-4 gold 3 8 10 12 13 9 7 1
5-6 silver 3 8 13 12 16 12 7 0
5-6 gold 3 8 10 9 12 9 7 0
Pessimistic
Years criteria 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
1-4 silver 2 5 12 7 9 7 6 1
1-4 gold 2 5 6 7 8 5 4 1
5-6 silver 2 5 8 7 9 8 4 0
5-6 gold 2 5 6 5 7 5 4 0
would be very similar to those of the 5σ pessimistic set-up.
4.7.2 Method
We now consider the possible cosmological constraints from the samples of Euclid
SLSNe Ic discussed in the previous section and presented in Figure 4.5. To con-
struct mock Hubble diagrams for these samples, we follow the methodology already
outlined in Section 4.4.
For this analysis, we assume four samples: two gold with the optimistic model
(total of 368 SLSNe Ic) and the pessimistic model (220 SLSNe Ic) and two silver,
again with the optimistic (466 SLSNe Ic) and pessimistic (282 SLSNe Ic) models.
The redshift distributions for these combinations are shown in Figure 4.5 and Ta-
ble 4.3. We also assume that all the SLSNe Ic have been successfully classified and
our sample contains negligible contamination from non-SLSNe (e.g. outliers on the
Hubble diagram).
In addition to the high redshift SLSNe Ic, we need to include a low redshift
sample to help anchor the Hubble diagram. Therefore, we assume 50 SLSNe Ic,
homogeneously distributed over the redshift range 0.1 < z < 0.5 for this local
sample. This choice is consistent with our previous study of SUDSS and LSST
SLSNe.
We assume that the magnitudes of the SLSNe Ic population will be standardised
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Figure 4.6 – An example of our mock Hubble diagrams. This is our gold sample with
the optimistic rate model (368 SLSNe Ic, black points with error bars). In red, we show
the assumed 50 low redshift SLSNe Ic that will be available from the literature.
using techniques like those outlined in Inserra and Smartt (2014), or more advanced
future technique similar to those now used for SNe Ia (see Section 1.2.3). To be
conservative, we assume a dispersion σerr=0.26 magnitudes, based on the findings of
Inserra and Smartt (2014). Specifically, we select this value for σerr from Table 3 of
Inserra and Smartt (2014) based on their ∆(400− 520) extended SLSNe Ic sample
as this is the most appropriate representation of the corrected peak magnitude RMS
available today. We show in Figure 4.6 an example of our Hubble diagrams created
using these assumptions and methodology illustrated in Section 4.4.
We fit our mock Hubble diagrams using the publicly available code COSMOMC
(July 2014 version, Lewis and Bridle 2002), this time running as a generic MCMC
sampler. This allows us to include a custom-made likelihood in the code,
LSLSNe = Leuclid Llowz, (4.11)
defined as the product of two likelihoods, one for each of the data samples considered
here (namely "euclid" and "lowz" hereafter). Both of these likelihoods have the same
functional form, given by Eq. 4.5.
As previously discussed, we neglect the covariance between supernovae (i.e. all
the non-diagonal terms are set to be zero) as we expect these to be small compared to
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the statistical noise of the limited sample sizes and gravitational lensing (see below).
We also do not yet have a good understanding of possible systematic uncertainties
(e.g. the photometric calibration) but assume they will be sub-dominant given
present expertise in calibrating such photometric surveys. Hence, each covariance
matrix C would reduce to diagonal elements only (Eq. 4.6).
Moreover, we must consider the relative photometric calibration between the
local SLSNe Ic and the more distant Euclid population. Similar to Section 4.5, we
allow for an unknown offset between the two SLSNe Ic samples by including a free
parameter ξ in each of the two likelihoods (ξeuclid and ξlowz for the Euclid and low
redshift likelihoods respectively). Therefore, the Hubble residual for the generic ith
SLSN is given by Eq. 4.7.
Unlike Section 4.5 (where we analytically marginalised over the nuisance param-
eters by modifying the covariance matrix), we now numerically marginalise over the
two calibration parameters separately (by doing so, we also re-absorb any difference
in H0 with respect to its fiducial value). This approach is not ideal as it treats a
possible systematic uncertainty as an additional statistical noise but given we are
still unclear about the accuracy of any cross-calibration of these samples, it is hard
to model otherwise.
4.7.3 Cosmological constraints
We report our cosmological results in Table 4.4. We quote the value of the 1σ error
bars for the free parameters in our fitting (∆p in the table, for a generic parameter
p) which are computed by fitting a Gaussian distribution from the one-dimensional
posterior distributions. We do not quote the best-fit values as they are all consistent
with our fiducial cosmology within 2σ. In the same table, we also quote the relative
uncertainties  = ∆p/pfid, for a generic parameter p with fiducial value pfid. Those
parameters whom confidence intervals appear in Table 4.4 as a dash symbol ("-")
are to be considered constant within that fit, and fixed to their fiducial values.
In Table 4.4, we also present results for both a flat ΛCDM model (assuming
w = −1) as well as exploring the constraints when we allow w to vary (w 6= −1,
indicated as w0 in Table 4.4). We also allow for a non-zero time derivative of
the dark energy equation-of-state parameter, w(a) = w0 + wa(1 − a). Due to the
strong degeneracy between these two dark energy parameters, we alternately include
Gaussian priors on Ωm and w0 of width 0.015 and 0.25, consistent with the current
uncertainties found by Planck (Planck Collaboration et al., 2014). The use of these
priors is indicated in Table 4.4 with P[Ωm] and P[w0].
In the case of flat ΛCDM, we should measure Ωm to an accuracy of ∼ 10%
depending on the sample and rates model in Table 4.4. This is not competitive
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Table 4.4 – Our predicted cosmological constraints ( = ∆p/pfid) for various combi-
nations of likely Euclid samples and priors (see text for details). We do not quote the
normalisation parameters (ξeuclid and ξlowz) as they are irrelevant. Priors on the cosmo-
logical parameters (e.g. "P[Ωm]" ("P[w0]") are included and assumed to be Gaussian of
width σΩm = 0.015 (σw0 = 0.25) on Ωm (w0) respectively.
Samples ∆Ωm () ∆w0 () ∆wa
Gold sample (optimistic)
Euclid + lowz 0.030 (10%) - -
Euclid + lowz 0.034 (11%) 0.43 (43%) -
Euclid + lowz + P[Ωm] 0.015 (5%) 0.47 (47%) 2.84
Euclid + lowz + P[w0] 0.048 (16%) 0.24 (24%) 2.49
Gold sample (pessimistic)
Euclid + lowz 0.049 (16%) - -
Euclid + lowz 0.052 (17%) 0.68 (68 %) -
Euclid + lowz + P[Ωm] 0.015 (5%) 0.70 (70%) 3.71
Euclid + lowz + P[w0] 0.050 (17%) 0.24 (24%) 2.94
Silver sample (optimistic)
Euclid + lowz 0.024 (8%) - -
Euclid + lowz 0.032 (11%) 0.28 (28%) -
Euclid + lowz + P[Ωm] 0.015 (5%) 0.35 (35%) 1.82
Euclid + lowz + P[w0] 0.060 (20%) 0.21 (21%) 1.32
Silver sample (pessimistic)
Euclid + lowz 0.034 (11%) - -
Euclid + lowz 0.070 (23%) 0.28 (28 %) -
Euclid + lowz + P[Ωm] 0.014 (5%) 0.42 (42%) 1.54
Euclid + lowz + P[w0] 0.072 (23%) 0.22 (22%) 1.04
with existing SN-only constraints (e.g. Betoule et al. 2014), but that is not sur-
prising given the smaller sample sizes and the increased magnitude dispersion. The
constraints get more interesting when we allow w to vary as the importance of the
high-redshift SNe come more pronounced. For example, our constraints on the flat
wzCDM model (the bottom two rows in Table 4.4) are of the same order as the
best SN-only constraints available today (e.g. Table 15 of Betoule et al. 2014),
which show an error of ∼ 1 for wa using JLA together with Planck temperature and
WMAP polarization measurements.
The comparison of the Euclid constraints with our previous results from SUDSS
shows that the error bars on Ωm and w are comparable, even if we are assuming a
factor of ∼3 more SLSNe, on average. This is due (in part) to the higher σerr and
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lensing dispersion (as Euclid’s SLSNe reach higher redshift), but we believe that the
differences in the fitting methods play the greatest role. In fact, within this Euclid
analysis, we are always including two nuisance parameters (ξlowz and ξeuclid), while
we allow for one nuisance parameter only when fitting SUDSS (or LSST) SLSNe
alone. We confirm this by fitting again our optimistic sample (silver, 466 SLSNe)
for Ωm and w, now assuming one nuisance parameter only (by fixing ξlowz = 0). In
this case we find that the constraints have improved to 9% and 11%, respectively
for Ωm and w. The difference in the two methodologies applied also highlights the
importance of calibration, and may require more investigations.
We stress that our analysis assumes σerr = 0.26 for the dispersion in peak mag-
nitude for our Euclid SLSNe Ic. This is the value obtained by Inserra and Smartt
(2014) based on only 14 SLSNe Ic available in the literature at the time. If SLSNe
Ic are standardisable candles, we would expect their standardisation to improve in
the coming years with on-going surveys and higher quality data on the individual
events. In fact, the Euclid SLSNe Ic sample should provide an important data-set
for re-visiting the standardisation of these events and one may wish to include the
standardisation parameters in the cosmological fitting as presently performed for
SNe Ia cosmology. In summary, we would hope for improves in our cosmological
constraints from a better understanding of the SLSNe Ic population from the Euclid
data.
4.8 Summary and Discussion
In this chapter, we have constructed realistic mock samples for Type Ia Supernovae
from DES, and SLSNe Ic from SUDSS and future surveys such as LSST and Euclid.
These mock samples are created to include the most likely sources of uncertainty
when observing supernovae at cosmological distances (e.g. gravitational lensing and
we marginalise over possible unknown magnitude offsets for each supernova sample).
Tests of our methodology have shown that our predicted errors on cosmological
parameters are consistent with those in the literature (e.g. Bernstein et al. 2012,
Betoule et al. 2014).
We fit these mock SN samples with cosmological models to derive likely errors
on the cosmological parameters. Using our own likelihood code, we find that the
addition of only 73 SLSNe expected from SUDSS (plus 25 low redshift SLSNe from
other on-going surveys) to DES will improve the constraints on the dark energy
equation-of-state parameter (w) and the matter density of the Universe (Ωm) by
20%, assuming a flat, wCDM universe and a scatter of σerr = 0.15 mag for SLSNe
Ic (see Table 4.1). These data will likely be available in the next few years, leading
to an improvement on our understanding of dark energy this decade.
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We have studied the combination of SLSNe from LSST with SNe Ia from DES.
For the flat wCDM model, we show that the combination of these data will deliver
impressive constraints on Ωm and w of 2% and 4% respectively (LSST with statistical
errors only, see Table 4.1). However, the real power of the LSST-like SLSNe becomes
evident when we allow for a non-zero time derivative of w = w(a), giving possible
uncertainties of only 2%, 5% and 0.14 on Ωm, w0 and wa respectively when combined
with DES SNe Ia and Planck data. These errors are competitive with the predicted
Euclid constraints, demonstrating a future role for SLSNe for probing the high
redshift Universe (King et al., 2014), especially as planned forthcoming surveys like
LSST should find these events in significant numbers (10,000 to z ∼ 3).
We have also presented an analysis of the possible number of SLSNe Ic detected
in the Euclid Deep Field Survey. We show that Euclid should find 368+172−166 high-
quality SLSNe Ic to z ∼ 4 over the lifetime of the mission. An extra hundred SLSNe
Ic are possible depending on the quality cuts. These data will revolutionise the
study of SLSNe, increasing present samples of high redshift SLSNe by (at least) one
order of magnitude. In fact, the quoted (Poisson) uncertainties on our predicted
numbers reflect the present lack of knowledge about the SLSN rate.
We also investigate the possibility of constraining cosmology using these SLSNe
data. We study several possible samples of Euclid SLSNe Ic combined with a low-
redshift sample of 50 SLSNe Ic from the literature. Our constraints are presented in
Table 4.4, and while our expected errors on Ωm and a constant w are not competitive
(today or in the future), our analysis does show their worth in helping to constrain
possible time-dependent dark energy equation-of-state (w(a)).
We finish by noting that these Euclid SLSNe come ”for free“ as we have just
assumed the latest survey design of the Euclid DFS. It is therefore important to
prepare the Euclid analysis software pipelines to detect such transients as they will
be present in the data.
Chapter 5
Conclusions
In this thesis, we have studied the effects of weak gravitational lensing on the SN
Hubble diagram and how that can be used to provide insight into cosmology. We
have studied this topic from two different points of view, considering weak lensing
as a source of noise and then as a potential signal. We now conclude this work.
In Chapter 2 we studied the one-point effect on the SN Hubble diagram. We
described how weak lensing introduces an extra scatter in the Hubble residuals and
how these residual values show a non-Gaussian distribution. We presented the effects
of weak lensing on the HD measurements by considering the effect as a source of
noise and then how we can convert this effect into a signal. In the second part
of Chapter 2, we focused on the presentation of new results, recently published in
Macaulay et al. (2016). These results have been obtained by extending the MeMo
(Quartin et al., 2014), which fits for the moments of the weak lensing PDF together
with the standard HD analysis, by including a fit of the peculiar velocity variance
within the same likelihood. We also proposed the Kernel Density Estimation to
recover unbiased values of the moments of the distribution within each redshift
bin, and a bootstrap re-sampling technique to compute the covariance matrix. We
applied this methodology to the JLA sample and tested it with simulated JLA-
like SN catalogues (obtained from the MICE simulation), finding good agreement
between the measured moments and the theoretical fitting formulae of Marra et al.
(2013). When fitting the JLA sample for weak lensing and peculiar velocity effects
simultaneously, we found Ωm=0.274±0.013 and σ8=0.44+0.63−0.44.
In Chapter 3 we discussed the spatial correlations that weak lensing introduces
in the magnitudes of SNe with typical angular separation of a few arcminutes. We
have shown that this signal is expected to be extremely faint (. 10−4 mag2) and
that it decreases with the SN separation, so requiring high surface density of SNe
for its detection. We have applied both analytical methods and numerical simula-
tions to investigate the detectability of this two-point magnitude correlation function
with DES and LSST, as the two major (respectively) on-going and future wide-area
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SN surveys. We found that while DES is not expected to detect such correlation,
LSST deep field survey should deliver an integrated signal-to-noise (up to 30 ar-
cminute separation) ' 18 (' 6) for 15k SNe and an intrinsic scatter of σerr = 0.10
(0.15). We have also presented how a cross-correlation between SN Hubble resid-
uals and foreground galaxies would give higher signal-to-noise, due to the higher
galaxy surface density, finding e.g. that DES deep and LSST deep surveys should
detect such cross-correlation with SNR respectively of ' 12 and ' 100 (integrated
to 9 arcminute scale, assuming σerr = 0.15). We concluded Chapter 3 with the
discussion of the possible application of future measurements of the weak lensing
two-point correlation function (as a function of the angular separation) to put con-
straints on the matter density parameter and clustering amplitude. We found that a
cosmological fit of the weak lensing two-point correlation function measured on the
forecasted data for the LSST deep field can lead to a 25% measurement of σ8 (15k
SNe, σerr = 0.15 mag and applying a prior on Ωm). This measurement will improve
significantly (we found σσ8 ' 0.1), if σerr reduces to 0.1 mag. The results presented
in Chapter 3 have been published as Scovacricchi et al. (2017).
Throughout this thesis, we have always applied the weak lensing arguments to
Type Ia SNe, being today’s best available standard candles. Nevertheless, we would
like to stress again that the one-point and the two-point methods presented here
can be applied to any other class of standard candles.
Finally, we have dedicated Chapter 4 to Type Ic Superluminous Supernovae
(SLSNe Ic), as a possible new class of high-redshift standard candles. We have
discussed their search within DES and a new dedicated programme, SUDSS. We
have also forecasted that LSST will be able to observe thousands of these objects,
up to redshift ∼ 3. Furthermore, we have dedicated a section to the Euclid satellite,
which should observe ' 300 SLSNe Ic up to redshift ∼ 4 (over a period of six years).
For all of these surveys we have created simulated SLSN Hubble diagrams and we
have given forecasts on cosmological parameters. The results presented in Chapter
4 (apart from the Euclid results, which will be written-up in a paper in the next few
months) have been published as Scovacricchi et al. (2016).
5.1 Future prospects for SN weak lensing
Throughout this thesis, we have consistently referred to JLA, DES and LSST as
examples of past, on-going and future wide-area SN surveys. In Chapter 2 and 3 we
have shown how the one-point and two-point analyses will apply to these different
surveys.
Taking into consideration the results shown in Chapter 2 and previous publica-
tions, we believe that for DES and LSST the weak lensing “noise” on the Hubble
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residuals will not constitute a problem. In fact, the expected intrinsic scatter for
these two surveys will probably be '0.15 mag. This combined with the expected
maximum redshift probed (z ' 1 for both surveys) leads us to the conclusion that
the expected lensing scatter will be (at most) a third of the intrinsic scatter. More-
over, DES and LSST are also expected to observe thousand and hundred thousand
SNe respectively, then the weak lensing effects should average away (e.g. Holz and
Linder 2005).
The weak lensing covariance matrix will still be dominated by the diagonal terms.
By considering again the dispersion (in magnitudes) as σlen(z) ' 0.05 · z, it follows
that both DES and LSST (which have a median redshift z¯ ' 0.5) will have an average
lensing variance σ2len(z¯) ' 0.0006 mag2. By using the results reported in Figure 3.8
and 3.9, within our fiducial cosmological model we would expect off-diagonal terms
of the same order (10−4 mag2) for SNe with angular separation . 1 arcminutes. By
considering our simulated Hubble diagram for the LSST deep field, we find that only
' 0.003% of the SN pairs (i.e. of the off-diagonal elements of the covariance matrix)
will have an angular separation < 3 arcminutes (and ' 0.02% for separation < 6
arcminutes), and then a covariance comparable with σ2len(z¯). Nevertheless, the full
weak lensing covariance matrix could be easily included in the next HD analyses
(e.g. DES and LSST), by applying a fitting formula for Eq. 3.3 (within a fiducial
cosmological model) as a function of angular separation.
For the application of SN weak gravitational lensing as a cosmological probe,
we believe that a new era is about to begin. The simultaneous fit for the weak
lensing PDF’s moments, together with the usual cosmological parameters, has al-
ready shown its capability of giving interesting cosmological constraints (e.g. the
first measurement of the clustering amplitude from SNe only, Castro and Quartin
2014). This technique has been extensively applied to the JLA SN sample (Castro
and Quartin, 2014, Castro et al., 2016b, Amendola et al., 2015, Macaulay et al.,
2016), also in combination with peculiar velocity effects. As presented in Chapter
3, we have been able to recover Ωm =0.276±0.016 and σ8=1.56+0.51−1.01, when fitting
for lensing effects only, and Ωm =0.274±0.013 and σ8=0.44+0.63−0.44 in combination with
peculiar velocities. The current main limitation to this kind of analysis is to recover
unbiased estimates of the moments for sparse data sample. In this light, particular
care should be given to the next SN surveys’ analysis, e.g. DES, even though the
enhanced number of SNe may reduce this problem. For LSST, which should observe
at least two orders of magnitude more SNe than DES, the correct sampling of the
weak lensing PDF should not constitute a problem. Forecasts for the application of
the MeMo to DES and LSST (Quartin et al., 2014) have shown results particularly
promising for the latter survey, leading to a possible few percent measurement of
the clustering amplitude (using SN data only), thus achieving a precision compara-
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ble to the constraint from Planck temperature power spectrum (3% on σ8, Planck
Collaboration et al. 2014). This method will allow important comparisons with the
measurements of σ8 from other cosmological probes (e.g. galaxy lensing, RSD), and
an important check for systematic effects.
For the two-point approach (discussed in Chapter 3) we have shown, with both
analytical methods and simulations, that DES is not expected to detect the weak
lensing two-point correlation function. This is mainly due to the low number of
SNe detected, as well as the expected value of intrinsic scatter within this survey.
Again, LSST is expected to do better, both in terms of detectability of the two-
point correlation function and cosmological fitting. Selecting an intrinsic scatter of
0.1 mag we found that we can detect the auto-correlation function on the LSST deep
field (15k SNe) with an integrated SNR of ' 18, leading to a ' 13% measurement on
the clustering amplitude. We also confirm that the measurements of the two-point
correlation function appear to be sensitive to the value of the intrinsic scatter.
To date, the LSST appears to give the best prospects for SN weak gravitational
lensing, in terms of detection and cosmological constraints, thanks to the large sky
coverage, expected number of observable sources and maximum redshift probed.
We also believe that DES will offer a good opportunity to test and improve the
approaches presented in this thesis, applying them to real data. Among the possible
improvements, we believe that the inclusion of the lensing analysis within the full
HD fitting (at the level of the likelihood) will be important; e.g. a simultaneous
fit of the full SN likelihood (as was done by Castro et al. 2016b) together with the
weak lensing parameters. The combination of peculiar velocity modelling together
with weak lensing will play an important role not only in the one-point approach
but also in the two-point method of Chapter 3, as we expect spatial correlations on
the SN magnitudes of low redshift SNe. When analysing real data, the simultaneous
modelling of these two effects will be important.
Both the detection of the weak lensing features on the HD and its cosmological fit
will be important for non-standard applications of SN cosmology, not only providing
new independent measurements of the cosmological parameters, but also important
checks for SN calibration and their related systematics in the upcoming SN wide-
area surveys (e.g. differences in the photometric calibration of supernovae located in
separated fields could be highlighted by a SN magnitude cross-correlation between
those patches). SN lensing can be also applied in combination with other lensing
probes, for example a cross-correlation between SN Hubble residuals with galaxy
shear measurements will be of great interest. The one-point and the two-point
correlations will deliver constraints on the matter density parameter and clustering
amplitude, as well as testing models beyond General Relativity (Amendola et al.,
2015, Castro et al., 2016b). These measurements from different probes will allow
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important comparisons and checks for systematics. The one-point and the two-point
weak lensing correlations are complementary methodologies and their joined analysis
will be an interesting step beyond the usual Hubble diagram fit.
5.2 Superluminous supernovae as high redshift stan-
dard candles
In this thesis we have also explored the possible cosmological constraints from SLSNe
Ic, as a new class of potential high redshift standard candles. This idea has been
inspired by the fact that SLSN Ic data show corrected peak brightness RMS ∼
0.2 − 0.3 mag (Inserra and Smartt, 2014, Papadopoulos et al., 2015). We have
focused on giving predictions for the SLSN Ic redshift distribution and cosmological
constraints from SUDSS (an on-going dedicated programme) and future surveys,
namely Euclid and LSST.
Due to the long duration of the SLSN light-curves, long monitoring windows
are needed. This is the main reason why a dedicated SLSN programme (SUDSS)
has begun. By applying the initial SUDSS’ specification, we published forecasts
in Scovacricchi et al. (2016), expecting a total of ' 75 SLSNe after three years of
observations. Unfortunately, the observational season of SUDSS has been reduced
and the observed area may shrink as well. This changes will decrease the total
number of well-observed SLSNe, though details of these changes have still to be
investigated. Despite this reduction, we emphasise that a SUDSS-like survey will
be of great interest, both from an astrophysical and cosmological point of view. In
fact, we have shown in Chapter 4 that the inclusion of one hundred SLSNe Ic with
a DES-like SN Ia HD can help constraining cosmological parameters (e.g. ∼ 20%
improvement on Ωm and w), taking advantage of the extended leverage arm of high
redshift sources, fitted in combination with a low redshift sample. More SLSNe
are being found all the time with DES and SUDSS (e.g. Dark Energy Survey
Collaboration et al. 2016, Smith et al. 2016 and the telegram ATel #99531), but
final numbers will become clearer once the surveys have finished in 2018 and all the
data has been re-processed.
We have also predicted the possible number of SLSNe Ic we can observed with the
Euclid satellite and the LSST. For the first programme, we found that Euclid should
be able to observe ∼ 300 SLSNe Ic up to redshift ∼ 4, with the numbers depending
on the specific SLSN rate assumed, as well as the required number of detections
per epoch and filter. We would like to stress once again that these SLSNe will be
in the data anyway, and so they will come for free. We have assumed σerr = 0.26
1http://www.astronomerstelegram.org/?read=9953
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mag and analysed mock HD diagrams from Euclid SLSNe in combination with a low
redshift sample, and found that, on average, we can achieve a ' 15% measurement
of Ωm and ' 40% measurement of w. We also found that the inclusion of SLSNe
with other probes can help breaking the degeneracy between w0 and wa, though this
improvement is not competitive with future cosmological experiments (e.g. Euclid).
We predicted that LSST will be able to observe about 10,000 SLSNe Ic over a
period of 10 years (up to z ∼ 3), thus increasing the total number of SLSNe Ic avail-
able by two orders of magnitude. We found that the inclusion of such high redshift
data in combination with Planck and DES (simulated) SNe Ia will help constraining
cosmological parameters, e.g. ∆wa ' 0.15 for σerr ' 0.15− 0.25 magnitudes.
All these data will be essential for reducing the uncertainties on the SLSN rate
(thus improving the accuracy of predictions for future SLSN experiments) which
represent the main limitation to our forecasts. Future SLSN experiments will also
improve the knowledge about the astrophysics of these rare objects, their explosion
mechanism and progenitors.
5.3 Weak lensing using SLSNe?
When discussing SLSNe Ic as possible standard candles we have included weak
lensing as a systematics uncertainty on their magnitudes, as it will certainly affect
these high redshift sources. In fact, the weak lensing scatter at z ∼ 3 will be ' 0.15
mag, to be compared with an intrinsic scatter of ∼ 0.2 magnitudes.
We wish to conclude this thesis with the idea of the application of weak gravi-
tational lensing to SLSNe Ic. In fact, weak lensing effects are known to increase in
amplitude as we go towards higher redshift values, and this consideration is valid
for both the fluctuations on the Hubble residuals and the spatial correlations on
(SL)SN magnitudes. How important these effects will mostly depend on the level of
standardisation we will be able to achieve (i.e. the value of σint). The main differ-
ence between SNe Ia and SLSNe Ic is the rate (we have seen that the SLSN Ic rate
is around 0.1% of the SN Ia rate). By taking LSST as an example, which should
be able to observe 10,000 SLSN Ic across 20,000 deg2 over a period of 10 years, we
believe that the magnitude auto-correlation will not likely be a suitable approach
to follow (on average, LSST should observe one SLSN every two deg2), while the
cross-correlation will be a better approach to follow, as it does not depend on the
supernova density on the sky. Moreover, the one-point method will be an interesting
application of weak lensing to SLSNe, with the condition of having good estimates
of the weak lensing PDF’s moments up to redshift ∼3.
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Appendix
A.1 Analytical marginalisation
We propose here the derivation of Eq. 4.9, that we used in Section 4.5 to analytically
marginalise a Gaussian likelihood (when fitting the SN Hubble diagram) with respect
to the magnitude offset2.
We start considering a model for the data d given by the sum of a signal s and
a noise n (all these quantities are vectors), and a known foreground template f of
constant amplitude A,
d = s + Af + n. (A.1)
We also define the covariance matrix for the noise, Cij. Then we consider a Gaussian
likelihood, defined as
L(d|s,A, f) = 1
(2pi)d/2 det|C|d/2
exp
[
−1
2
(d− s− Af)t C−1 (d− s− Af)
]
(A.2)
and we wish to marginalise over the amplitude A, by applying a Gaussian prior of
width σA on the parameter, P (A) = exp (−A2/2σ2A). The process of marginalisation
implies solving the following integral
L(d|s, f) =
∫
L(d|s,A, f)P (A)dA, (A.3)
which leads to the expression below, when leaving in the integral the terms which
depend on A,
L(d|s, f) ∝
∫
exp
[
−A
2
2
(
σ−2A + f
tC−1f
)− A (d− s)t C−1f] dA. (A.4)
2This derivation is from the notes of Prof. Robert Crittenden, which can be found at http:
//icg.port.ac.uk/~crittenr/.
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By defining Â = (d− s)t C−1f/ (σ−2A + f tC−1f) (to complete the square), we obtain
L(d|s, f) ∝
∫
exp
[
−1
2
(
A− Â
)2 (
σ−2A + f
tC−1f
)
+
(
(d− s)t C−1f)2
2
(
σ−2A + f tC−1f
)] dA. (A.5)
Re-considering now all the constants in front of the integral, we get
L(d|s, f) = 1
(2pi)d/2 det|C|d/2
exp
[
−1
2
(d− s)t C−1 (d− s) +
(
(d− s)t C−1f)2
2
(
σ−2A + f tC−1f
)]× (A.6)
×
∫
exp
[
−1
2
(
A− Â
)2 (
σ−2A + f
tC−1f
)]
dA.
The integral can now be solved, obtaining∫
exp
[
−1
2
(
A− Â
)2 (
σ−2A + f
tC−1f
)]
dA =
√
pi(
σ−2A + f tC−1f
) (A.7)
and we re-write the expression in the following way,
L(d|s, f) ∝ exp
[
−1
2
(d− s)t C−1 (d− s) +
(
(d− s)t C−1f)2
2
(
σ−2A + f tC−1f
)] . (A.8)
We note that Eq. A.8 can be transformed into the expression of a general Gaussian
likelihood, L(d|s, f) ∝ exp [−1
2
(d− s)t C¯−1 (d− s)], by defining
C¯−1 = C−1 − C
−1ff tC−1(
σ−2A + f tC−1f
) . (A.9)
For the application considered in Chapter 4 (marginalisation by applying a flat prior)
we take the limit for σA → +∞, which yields
C¯−1
σA→+∞−−−−−→ C−1 − C
−1ff tC−1
f tC−1f
. (A.10)
To sum up, we can analytically marginalise a Gaussian likelihood with respect to
a constant parameter by changing the covariance matrix C with C¯ given by Eq. A.9
when applying a Gaussian prior of width σA, or given by Eq. A.10 for a flat prior.
The marginalisation with respect to the flat prior is equivalent to the marginalisation
by applying a Gaussian prior of infinite width.

