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minimize $f(x)$ , $x\in \mathrm{R}^{n}$ ,
subject to $g(x)=0,$ $x\geq 0$,
. , $f:\mathrm{R}^{n}arrow \mathrm{R}^{1},$ $g:\mathrm{R}^{n}arrow \mathrm{R}^{m}$ . , 2 ,
, ( , ,




$.\text{ }$ , $\mathrm{K}\mathrm{a}r\mathrm{u}\mathrm{s}.\cdot \mathrm{h}-\mathrm{K}\mathrm{u}\mathrm{h}\mathrm{n}-\mathrm{n}\mathrm{c}\mathrm{k}\mathrm{e}\mathrm{r}(\mathrm{K}\mathrm{K}.\mathrm{T})$ .
$ro(w)==0,$ $x\geq 0,$ $z\geq 0$ ,
, $w=(X, y, z)^{t}$ , $y\in \mathrm{R}^{m}$ $Z\in \mathrm{R}^{n}$ Lagrange
, ,
. $\cdot$ $\nabla_{x}L(w)=\nabla f(x)-A(X)t_{y-z}$, $A(x)=$ ,
$X=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(x_{1}, \cdots, x_{n}),$ . $Z=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(z_{1}, \cdots, z_{n})$ , $e=(1, \cdots, 1)^{t}\in \mathrm{R}^{n}$
. , KKT $w$ , $\mu$
, KKT
(1.1) $r(w, \mu)==0$ , $x>0$ , $z\succ \mathrm{O}$,
$w(\mu)$ . , $\mu$ .
(1.1) ,
minimize $f(x)- \mu i1\sum_{=}\log(x_{i})$ , $x\in \mathrm{R}_{+}^{n}=\{x\in \mathrm{R}^{n}|x>0\}$
subject to $g(x)=0$,
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, \rho $>0$
:.
(1.2) $F(x, \mu)=f(x)-\mu.\sum_{|=1}\log(x:)+\rho\sum_{i=1}|g_{i}(x)|$ ,
. , (1.2) 1 ,
2 , 3 $l_{1}$
. , (1J) KKT .
, KKT —n , k
—=.
(1.3) $J(w_{k})\Delta w_{k}=-r(w_{k}, \mu)$
.
$\Delta w_{k}=$ , $J(w)=$
, r . , $G_{k}=\nabla_{x}^{2}L(w_{k})$
. Gk=\nabla :L(w .
, $\mathrm{Y}\mathrm{a}\mathrm{m}\mathrm{a}\mathrm{s}\mathrm{h}\mathrm{i}\mathrm{t}\mathrm{a}[15]$ ,
, Yamashita and $\mathrm{T}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{b}\mathrm{e}[16]$ .
, (1.2) . ,
. , Bonnao and $\mathrm{P}\mathrm{o}\mathrm{l}\mathrm{a}[2]$ , Byrd, Gilbert and
$\mathrm{N}\mathrm{o}\mathrm{c}\text{\’{e}} \mathrm{a}\mathrm{l}[3]$, Coleman and $\mathrm{L}\mathrm{i}[5]$ , Dennis, Heinkenschloss and $\mathrm{V}\mathrm{i}\mathrm{o}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{e}[7]$ . ,
, Yamashita and $\mathrm{Y}\mathrm{a}\mathrm{b}\mathrm{e}\mathrm{l}\mathrm{l}8$] , 2 ,
—=. 1 . $\{w_{k}\}$





. Maratos , 2
[4, 8, 12, 13, 17]. , Maratos ,
1 , Yamashita and $\mathrm{Y}\mathrm{a}\mathrm{b}\mathrm{e}[17]$ 2
. ,
, . , Grippo, Lampariello
and $\mathrm{L}\mathrm{u}\mathrm{c}\mathrm{i}\mathrm{d}\mathrm{i}[9]$ .
2
, , . ,
. , $||\cdot||l\mathrm{h}l_{2}$ .
$F_{l}(x;S)$ $=$ $F(x, \mu)+(\nabla f(_{X)}-\mu \mathrm{x}^{-1}e)t_{S}+\rho\sum_{i=1}^{m}(|gi(_{X)\nabla}+gi(x)\iota|s-|g_{i}(_{X)}|)$ ,
$F_{q}(x;s)$ $=$ $F_{l}(_{X;}s)+ \frac{1}{2}StQS$ ,
$\Delta F_{l}(_{X};s)$ $\equiv$ $F_{l}(_{X};s)-F_{\mathrm{t}(x};0)=F\iota(_{X};s)-F(_{X,\mu})$ ,
$\Delta F_{q}(x;s)$ $\equiv$ $F_{\mathrm{r}(_{X;S})}-F_{q(}x;0)=Fq(x;s)-F(X, \mu)$ ,
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$\Delta F(x;s)$ $\equiv$ $F(x+s, \mu)-F(x, \mu)$ .
, . , –n \Delta x
.
[ 1 $|\Delta x$ .
$\Delta F_{l}(x;\Delta x)\leq-\Delta x^{t}(G+\dot{X}^{-1}Z)\Delta X-(\rho-||y+\Delta y||_{\infty})\sum_{=i1}m|.g_{i}.(x)|$ .
$\rho\geq||y+\Delta y||_{\infty}$ $G$ , $\Delta \mathrm{f}\mathrm{i}(x;\Delta x)\leq 0$ .
, $\Delta \mathrm{f}[(x;\Delta X)=0$ $\Delta x=0$ .
, ,
(2.1) $=-r(w, \mu)$
. , $\nabla_{x}^{2}L(w)$ D
, $(\Delta x_{SD},\Delta ySD, \Delta zSD)$ ( , – $D$
). , $s_{k}$ ,
.
$\Delta F_{\mathrm{r}(s)}X_{k};k\leq\frac{1}{2}\Delta F_{l}(xk;\alpha^{*}(x_{k}, \Delta x_{SD}k)\Delta xSDk)$,
.
$\alpha^{*}(x, d)$ $=$ argmin $\{F_{q}(x;\alpha d)|\alpha\leq 1, ||\alpha d||\leq\delta, \alpha\in[0,\gamma\overline{\alpha}(X, d)]\}$ ,
. $\overline{\alpha}(x, d)$ $=$ $\min_{i}\{-\frac{X_{1}}{d_{i}}|d_{i}<0\}$
. , .
[ $\mathrm{T}\mathrm{R}$ ]
Step $0$ . $w_{\mathrm{O}}\in \mathrm{R}_{+}^{n}\cross \mathrm{R}^{m}\mathrm{x}\mathrm{R}_{+}^{n}$ $\mu>0,$ $\rho>0,$ $\epsilon>0,$ $\gamma\in(0,1),$ $\delta_{0}>0$ .
$k=0$ .
Step 1. $||r(w_{k}, \mu)||\leq\epsilon$ .
Step 2. (1.3), (2.1) , –n \Delta wk $\Delta w_{SDk}$ .
, $G_{k}=\nabla_{x}^{2}L(w_{k})$ .
Step 3. $s_{k}\in \mathrm{R}^{n}$ .
$||s_{k}||$ $\leq$ $\delta_{k}$ ,
$(1-\gamma)(x_{k})_{t}$ $\leq$ $(x_{k}+s_{k})i,$ $i=1,$ $\ldots,$ $n$ ,
$\Delta F_{\mathrm{r}(x_{k;}}s_{k})$ $\leq$ $\frac{1}{2}\Delta F_{l}(_{X_{k}};\alpha^{\mathrm{g}}(_{X_{k}},\Delta_{X}sDk)\Delta x_{SDk})$.
SteP 4. $\delta_{k+1}$ :
$\Delta F(x_{k};s_{k})$ $>$ $\frac{1}{4}\Delta F_{q}(X_{k;k}s)$ $\delta_{k+1}=\frac{1}{2}\delta_{k}$ ;
$\Delta F(X_{k;k}S)$ $\leq$ $\frac{3}{4}\Delta F_{l(S)}X_{k};k$ $\delta_{k+1}=2\delta_{k}$ ;
$\delta_{k+1}$ $=$ $\delta_{k}$ .
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Step 5. $\Delta F(x_{k};S_{k})\leq 0$ $x_{k+1}=x_{k}+s_{k}$ , $\alpha_{yk}$ $\alpha_{zk}$
$yk+1=yk+\alpha k\Delta yvk,$ $z_{k}+1=zk+\alpha_{zk}\Delta z_{k}$ . $Wk+1=w_{k}$ .
Step 6. $k=k+1$ SteP 1 .
Step 5 , .
$\alpha_{zk}$ $=$ $\min\{\min_{i}\{$ $\max_{\alpha}.\cdot \mathrm{t}^{\alpha}:|\frac{(C_{Lk})_{i}}{(x_{k}+s_{k})i}\leq(_{Z_{k}+\alpha_{i}}\Delta zk)_{i}\leq\frac{(C_{Uk})_{i}}{(x_{k}+s_{k})i}\}\},$ $1\}$ ,
$\alpha_{yk}$ $=$ $\alpha_{zk}$ $\alpha_{yk}=1$ ,
, $M_{L}>1$ $M_{U}>1$




(G1) $f$ $g_{i},$ $i=1,$ $\ldots,$ $m$, 2 .
(G2) $\mu>0$ $x\mathit{0}\in \mathrm{R}_{+}^{n}$ } $\{x\in \mathrm{R}_{+}^{n}|F(x,\mu)\leq F(x\mathit{0},\mu)\}$
.
(G3) $A(x)$ .
(G4) $D$ – . $Q$ $G$ – .
(G5) $M>0$
$||\Delta X_{k}||\leq M||\Delta x_{SD}k||$ , $||s_{k}||\leq M||\Delta x_{SD}k||$ .
(G6) $\rho$ , $k$ $\rho\geq||y_{k}+\Delta ysDk||_{\infty}$
.
[ 2]( )
$\mathrm{G}$ . $\mu>0,$ $\rho>0$ , $\{w_{k}\}$ $\mathrm{T}\mathrm{R}$
. . , KKT .
3
, 1 .
, Step 2( ) .
$\lambda_{k}$ $F(x_{k}+\alpha_{k}\Delta_{X_{k,\mu_{k})}}<\lambda_{k}$ ,
$x_{k}+\alpha_{k}\Delta x_{k}$ (Step 23 ), KKT
$w_{k}+\Lambda_{k}\Delta w_{k}$ $w_{k+1}$ (Step 25 ).
(Step 3 ). ,
. , Step 2 ,




Step $0$ . ( )
$\rho>0,$ $M$ $>0,$ $\epsilon>0$ . $||r(w_{0,\mu_{-1})||}\leq M_{\mathrm{c}}\mu_{-1}$ $w\mathit{0}\in$
$\mathrm{R}_{+^{\mathrm{X}\mathrm{R}^{m}}+}^{n}\mathrm{x}\mathrm{R}^{n}$ . $\mu_{-1}$
.
( , ‘). ,
$\lambda_{\mathrm{O}}=F(X\mathit{0}, \mu_{-1}),$ $k=$. $0$ .
Step 1. ( )
$||r_{\mathit{0}}(w_{k})||\leq\epsilon$ . , $\mu_{k}\in(0, \mu_{k1}-)$ .
Step 2. ( )
Step 21 —= $\Delta w_{k}$ :
$J(w_{k})\Delta w_{k}=-r(wk, \mu_{k})$ .
$J(w_{k})$ , $\lambda_{k+1}=\lambda_{k}$ Step 3 .
Step 2.2 $x_{k}+\alpha_{xk}\Delta x_{k}>0,$ $z_{k}+\alpha_{zk}\Delta_{Z_{k}}>0$
$\Lambda_{\text{ }}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\alpha xkI_{n}.’\alpha kyI_{m},\alpha zkI_{n})>0$ .
SteP 2.3 $F(x_{k}+\alpha_{xk}\Delta x_{k}, \mu_{k})\geq\lambda_{k}.\text{ }$, $\lambda_{k+1}=\lambda_{k}k$ SteP 3 .
Step 2.4 $\lambda_{k+1}\in[\max\{F(x\mathrm{k}, \mu_{k}), F(X\mathrm{k}+\alpha_{x\mathrm{k}}\Delta x_{k}, \mu k)\}, F(X\mathit{0}, \mu_{-1})]$ .
Step 2.5 $||r(w_{k}+\Lambda_{k}\Delta w_{k}, \mu_{\mathrm{k}})||\leq M_{\mathrm{c}}\mu_{k}$ , $w_{k+1}=w_{k}+\Lambda_{k}\Delta w_{k}$ Step $4\sim\uparrow\overline{T}$
’
$<$ . Step 3 .
Step 3. ( )
$F(x, \mu_{k})\leq\lambda_{k}$ ( $\mathrm{T}\mathrm{R}$ ) ,
$||r(w_{k+1}, \mu_{k})||\leq M_{\mathrm{C}}\mu k$
$w_{k+1}$ .
Step 4. $k=k+1$ Step 1 .
$\mathrm{T}\mathrm{R}$ ( 2) $\mu_{k}arrow 0$ ,
.
[ 3]( IPTR )
$\mathrm{G}$ . $\{\mu_{k}\}$ $\mu_{k}$
.
$\downarrow 0$ , IPTR
$\{w_{k}\}$ . $\{x_{k}\}$ $\{y_{k}\}$ . $\{z_{k}\}$
, , $\{w_{k}\}$ KKT .
IPTR 1 , .
$\mathrm{L}\Phi 1$
(L1) $\{w_{k}\}$ $w^{*}$ .
(L2) $f$ $g$ 2 $x^{*}$ Lipschitz .
(L3) $w^{*}$ , 1 , 2
.
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(L4) $\rho\geq||y_{k}||_{\infty}+\zeta$ . , $\zeta$ .
(L5) $\mu_{k}$ $\gamma_{k}$
$\mu_{k}=\xi_{k}||r_{0}(w_{k})||1+\mathcal{T}_{1}$ , $1-\gamma_{k}=\xi_{k}’||r\mathrm{o}(w_{k})||\tau_{2}$
. , $\tau_{1}$ $\tau_{2}$ $\mathrm{m}\dot{\mathrm{P}}(1,\mathcal{T}_{2})>\mathcal{T}1$ , $\xi_{k}$ $\xi_{k}’$
$\text{ }\frac{1}{M},$ $\leq\xi_{k}\leq M’,$ $\frac{1}{M},$ $\leq\xi_{k}’\leq M’$ ( $M’$ }iE ).
(L6) $0<M_{\mathrm{c}}<1$ .
(L7) $(x^{*})_{\dot{i}}=0$ , 2 .
(L8) $\tau_{1}$ $\tau_{2}$ $\tau_{1}>\sqrt{2}-1$ $\tau_{2}\geq 1$ .
, IPTR Step 22 .
$\alpha_{xk}=\min\{1,.\gamma_{k}\mathrm{m}_{i}\dot{\bm{\mathrm{o}}}\{-\frac{(x_{k})_{i}}{(\Delta_{X_{k}})_{i}}|(\Delta_{X_{k}})_{i}<0\}\}$ ,
$\alpha_{zk}=\min\{1,$ $\gamma_{k}\mathrm{m}_{!^{\mathrm{n}}}|\{-\frac{(z_{k})_{i}}{(\Delta_{Z_{k}})_{i}}|(\Delta z_{k}):<0\}\}$ ,
$\alpha_{yk}=1$ , $\alpha_{xk}$ , $\alpha_{zk}$ ,
, $\gamma_{k}\in(\mathrm{O}, 1)$ .
$\mathrm{L}$ , .
[ 4] .
$||r(w_{k}+\Lambda_{k}\Delta w_{k,\mu k})||\leq M_{\mathrm{c}}\mu_{k}$.
$\hat{w}\in \mathrm{R}_{+}^{n}\cross \mathrm{R}^{m}\cross \mathrm{R}^{n}+$ $||r(\hat{w}, \mu k)||\leq M_{\mathrm{c}}\mu_{k}$ , , $M_{\mathrm{c}}<$
$\nu_{1}||r_{0}(wk)||^{1+\tau}1\leq||r_{0}(\hat{w})||\leq \mathcal{V}2||r\mathrm{o}(w_{k})||^{1}+\tau_{1}$
. , $\nu_{1}$ .
[ 5] $\eta$ , k $k\geq$ , $\lambda_{k}\geq F(x_{k_{\mathrm{O}},\mu_{k})}\text{ }+\eta$
, $w_{k+1}=w_{k}+\Lambda_{k}\Delta w_{k}(k\geq k_{0})$ $\{w_{k}\}$ 1 .
4 , Step 23 $x_{k}+\alpha_{k}\Delta x_{k}$ Step 25 1
. , 6 , Step 23 $x_{k}+\alpha_{k}\Delta x_{k}$
.
[ 6] $w_{k}=w_{k-1}+\Lambda_{k-1}\Delta wk-1$ ,
$F(x_{k}+\alpha_{x}k\Delta xk, \mu k)<F(x_{k1}-, \mu k-1)$
.
, 1 .
[ 7]( IPTR 1 )




, . , NUOPT3.0
, Pentium Pro $2\alpha$}$\mathrm{M}\mathrm{H}_{\mathrm{Z}\mathrm{P}\mathrm{c}}(96\mathrm{M}\mathrm{B}, \mathrm{B}\mathrm{S}\mathrm{D}/\mathrm{O}\mathrm{S})$ . , Hock and
$\mathrm{s}*\mathrm{i}\mathrm{t}\mathrm{t}\mathrm{k}\mathrm{o}\mathrm{W}\mathrm{s}\mathrm{k}\mathrm{i}1^{10}]$ 114 $\mathrm{C}\mathrm{U}\mathrm{T}\mathrm{E}1^{1}1$ 164 . , CUTE 20 , 20
, , ( 3830,
2522 ). : Hock and Schittkows , CUTE 164
150 . 1 CUTE . ,






[1] I.Bongartz, $\mathrm{A}.\mathrm{R}$.Conn, N.Gould, and Ph.L.Toint, CUTE:Constrained and Unoonstrained Testing $E\pi\dot{m}\cdot vn-$
ment, Research Report RC 18860, IBM $\mathrm{T}.\mathrm{J}$ . Watson Research Center, Yorktown , USA,1993.
[2] $\mathrm{J}.\mathrm{F}$ .Bonnans and C.Pola, A trust $\mathrm{r}\eta|on$ interiof$\cdot$ poind algorithm for linearly constmined optimization, Tech-
nical $\mathrm{R}\mathrm{e}\mathrm{p}_{\mathrm{o}\mathrm{r}}\mathrm{t}1948$ , INRIA, 1993.
[3] $\mathrm{R}.\mathrm{H}$.Byrd, $\mathrm{J}.\mathrm{C}$.Gilbert and J.Noc\’eal, A trust region method based on interior point techniques for nodinea.r
programming, Technical Report OTC 96/02, Optimization Technology Center, Argonne National Laboratory,
June, 1996.
[4] $\mathrm{R}.\mathrm{M}$ .Chamberlain, $\mathrm{M}.\mathrm{J}$.D.Powel, C.Lemarechal and $\mathrm{H}.\mathrm{C}$ .P\’eersen, The watchdog technique for forcing con-
vergence in algorithms for constrain\’e optimization, Mathematical $P[] \mathrm{w}[] \mathrm{r}mm|ng$ Study, 16 (1982), pp.1-17.
[5] $\mathrm{T}.\mathrm{F}$.Coleman and Y.Li, An interior truwt $|\eta ion$ approach for nonlinear minimization subject to bounds,
Technical Report TR93-1342, Dept. of Computer Science, Comell University, 1993 (To appear in SIAM J.
Optimization).
[6] D.den Hertog, Interior Point Apprvach to Linear, Quadratic and Convex Prvygramming, Kluwer Academic
Publishers, Dordrecht, 1994.
[7] $\mathrm{J}.\mathrm{E}$.Dennis, Jr., M.Heinkenschloss and $\mathrm{L}.\mathrm{N}$.Vicente, $I\mathrm{h}[] st_{-}r_{\mathfrak{B}}|on$ interior-point $SQP$ algorithms $fol$. a class
of nonlinear programming problems, TR94-45, Dept. of Computational and Appli\’e Mathematics, Rice Uni-
versity, Houston, Texas, USA, 1994 (revis\’e November 1995).
[8] R.Fletcher, Second order corrections for nondifferentiable optimization, in Numerical Andysis –Dundee
1981, $\mathrm{G}.\mathrm{A}$.Watson, \’e., Lecture Notes in Mathematics 912, SPrin$\mathrm{g}\mathrm{e}\mathrm{r}$-Verlag, Berlin, 1982, pp.85-114.
[9] L.Grippo, F.Lampariello and S.Lucidi, A nonmonotone line search technique for Newton’s method, SIAM $J$.
on Numeric $l$ Andysis, 23 (1986), pp.707-716.
[10] W.Hock and K.Schittkowski, Test Examples for Nonlinear Programming Codes, Lecture Notes in Economics
and Mathematical Systems 187, SPrin$\mathrm{g}\mathrm{e}\mathrm{r}$-Verlag, Berlin, 1981.
[11] N.Maratos, Exact pmalty function algorithms for finite. dimensiond and control optimization prvblems,
Ph.D.Thesis, Imperial College of Science and Technology, University of London, London, U.K., 1978.
[12] $\mathrm{D}.\mathrm{Q}$ .Mayne and E.Polak, A superlinearly convergent algorithm for constrain\’e optimization problems, Math-
ematical Programming Study, 16 (1982), pp.45-61.
[13] $\mathrm{E}.\mathrm{R}$ .Panier and $\mathrm{A}.\mathrm{L}$.Tits, Avoiding the Maratos effect by means of a nonmonotone line search I: General
constrain\’e problems, SIAM J. on Numerical Analysis, 28 (1991), $\mathrm{p}\mathrm{p}.1183-1195$.
[14] H.Yabe and H.Yamashita, Q-superlinear convergence of primal-dual interior point quasi-Newton methods for
constrain\’e optimization, Joumal of Opevations Reseafch Society of Japan, 40 (1997), pp.415-436.
[15] H.Yamashita, A globally $cmve’ gentp’;_{m}abdud$ interior point method for constrained optimization, Technical
Report, Mathematical Systems, Inc., Tokyo, Japan, Apri11992 (revis\’e March 1994).
[16] H.Yamashita and T.Tanabe, A primal-dual interior point trust region method for large scale constrain\’e
optimization, Optimization–Modding and Algorithms 6, Cooperative Research Report 73, The Institute of
Statistical Mathematics, March (1995), pp.1-25.
[17] $\mathrm{H}.\dot{\mathrm{Y}}$amashita and H.Yabe, Nonmonotone SQP methods with global and suPerlinear convergence $\mathrm{P}^{\mathrm{r}\mathrm{o}}\mathrm{P}^{\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{i}}\infty$ ,
Optimization–Moddiing and Algorithms 8, Cooperative Research Rport84, The Institute of Statistical
Mathematics, March (1996), $\mathrm{p}\mathrm{p}.10_{-}29$ .
[18] H.Yamashita and H.Yabe, Superlinear and quadratic convergence of some primal-dual interior point methods
for constrain\’e optimization, Mathematical Programming, 75 (1996), pp.377-397.
[19] H.Yamashita, H.Yabe and T.Tanabe, A globally and superlinearly converyent primal-dual interior point trust
ngion method for large scale constrained optimization Technical Report, Mathematical Systems, Inc., Tokyo,
Japan, July 1997 (revis\’e December 1997).
211
