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Abstract 
This paper proposes a viewing strategy for multi-view 3D model retrieval based on scale-invariant feature transform 
(SIFT) descriptors, which could make the retrieval process free from the rotation normalization of the model. To 
sustain a stable descriptor set invariant to the rotation of 3D models, the affine invariant characteristic of SIFT is 
analyzed to find a better view point set on the viewing sphere. The geometric features of Platonic Solids are discussed 
to select a better viewing model for 3D model retrieval based on SIFT descriptors. To prove the geometric advantages 
of icosahedron, experiments are conducted on the publicly available 3D model criterion Princeton Shape Benchmark 
(PSB) to compare the stability of different SIFT features sets, which were generated by the cube, dodecahedron and 
icosahedron viewing models respectively. The experimental results show that the feature set of 3D models based on 
icosahedron acquires not only higher stability but also smaller number of viewing points compared with other 
Platonic solids. 
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1. Introduction 
During the last decade, the field of 3D model retrieval has attracted great attentions from a variety of 
communities such as computer vision, pattern recognition and computer-aided design (CAD), etc, 
demonstrating its vitality and importance. Due to various characteristics of 3D objects, diverse 
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representation methods ([1][2][3][4]) were invented to capture different features of 3D model, such as 
statistic representation, topologic representation, geometric representation, multi-view(visual) 
representation, partial representation and hybrid representation. Since visual representation represents 3D 
object with multiple 2D views, appearing quite natural to the mechanism of human vision, it attracts a 
great number of interests. 
One classic method for multi-view based 3D model retrieval is to project the 3D model onto a set of 
2D views and then extracts features. As each original 3D model has its own initial scale, rotation and 
orientation, the procedure of model normalization is necessary for multi-view based method before 
feature extraction. In other words, normalization is required to guarantee the features extracted from the 
viewing planes invariant to translation, scaling and most importantly, rotation transformation. After 
normalization, the corresponding views between objects of the same category could have the same 
semantic meanings.  
Principal component analysis (PCA) methodology and its derived algorithms are widely applied as a 
rotation normalization approach, making the intrinsic coordinate system coincide with a canonical system 
using the affine transformation. As discussed in reference [5], Normal principle component analysis 
(NPCA) achieves the purpose by using the orientation of object’s surface, while continuous principle 
component analysis (CPCA) by dealing with the continue function of model’s surface. Furthermore, 
Papadakis [6] proposes a hybrid method to achieve better results, making full use of advantages of two 
subversions. Liu and Ramani [7] present a robust principal axe determination algorithm by least median 
of squares. In addition to these statistical normalization methods, taking advantages of the intrinsic 
geometric characteristics of 3D models, such as the symmetry axes, have also made a great performance 
in rotation normalization as discussed ([8] [9][10]).  
Though great efforts have been made to align similar objects to a uniformed direction, none of the 
algorithms could guarantee 100% alignment consistency in each category of objects, which would surely 
lead to wrong matching result on incorrectly aligned objects.  
To avoid the impact of normalization inconsistency, this paper proposes a stable viewing strategy free 
fromrotation normalization for 3D model retrieval. In this method, the affine invariant scale-invariant 
feature transform (SIFT) [11] descriptors are used to represent the features of 2D projected views. And 
then, the SIFT descriptors extracted from different views will be mixed up together as a united feature set 
for the 3D model. In order to obtain a stable feature set that is invariant to 3D model’s rotation change, a 
viewing model for 3D object is carefully selected from different Platonic solids. The experimental results 
show that the feature set generated from icosahedron acquire a high stability with relatively small number 
of viewing points based on the public 3D model criterion Princeton Shape Benchmark (PSB) [12].  
This paper is organized as follows. Section 2 proposes and analyzes the rotation normalization free 
frame for 3D model retrieval. A careful comparison of geometric characteristics of Platonic Solids is 
discussed in Section 3. Section 4 introduces the experiments and proves the stability of feature set 
generated from the selected viewing model. Finally, the conclusions are presented in Section 5. 
2. The rotation normalization free retrieval frame 
The frame proposed in this section tries to make the retrieval procedure free from rotation 
normalization by representing the 3D model with a united feature set, which contains the features 
extracted from different views. The most important issue in this frame is that the features used to represent 
the view should also be invariant to the change of view point angle in some degree. 
As a stable and affine invariant 2D feature vector, SIFT descriptor stands out among other image 
descriptors. Lowe[11] has made an experiment to analyze the repeatability of SIFT descriptors while 
changing the position of the view point gradually, as shown in Figure 1. The repeatability reflects the 
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stability of SIFT descriptor on rotation changes. It is obvious that the repeatability of SIFT features 
remains high (almost more than 80%) when the view point changes within 30 degree. While the angle of 
view point change continues to get larger after 30 degree, its repeatability would begin to decrease sharply. 
The rotation of 3D model in a fixed viewing point set is equivalent to the rotation transformation of 
viewing point for the fixed model. In order to ensure that the view point change is always around 30 
degree, a perfect view point arrangement strategy should be proposed. In the proposed retrieval frame, 
each view point in the transformed point set should be surrounded by a view point within about 30 degree 
in the origin view point set. That is to say, any adjacent vertices in the perfect retrieval frame should be 
within the angle distance of about 60 degree. Moreover, the position of view points on viewing sphere 
should be homogeneous to each other to make them invariant to the rotation of the 3D model. 
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Fig. 1. The repeatability of SIFT descriptor varying with the change of viewpoint angle. [11]  
3. Selecting viewing model  among Platonic Solids 
The most common and useful models that have vertices homegeneous to each other are Platonic Solids. 
There are five classic regular polyhedrons, such as tetrahedron, cube, octahedron, dodecahedron and 
icosahedron. To find a viewing model that fits the retrieval frame as discussed above, the geometric 
features of Platonic Solids are carefully compared in this section. 
3.1. The angle between adjacent vertices 
The angle between adjacent vertices in each Platonic Solid can be easily calculated with the dihedral 
angle of its dual polyhedron.Table 1 shows the Dihedral angle and the angle between adjacent vertices of 
the five classic polyhedrons. 
Table 1. The Dihedral angle and the angle between adjacent vertices in different Platonic Solids 
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Platonic solid 
Dihedral angle(degree) 
Z
Dual polyhedron ( ' )
The angle between 
adjacent vertices(degree) 
T =180 degree - Z'
tetrahedron 70.53  tetrahedron 109.47  
cube 90  octahedron 70.53  
octahedron 109.47  cube 90  
dodecahedron 116.57  icosahedron 41.81  
icosahedron 138.19  dodecahedron 63.43 
In this table, it is obvious that only the vertices of dodecahedron and icosahedron satisfy the 
requirements of ideal viewing model. The angle between adjacent vertices from icosahedron is 63.43 
degree, which is only a little bit more than 60 degree as mentioned before. 
3.2. Statistic analysis 
In order to prove that icosahedron meets the requirements of ideal viewing model, it is very useful to 
simulate the rotation of 3D models in any position with the transformation of viewpoints of these Platonic 
Solids. The view point set would be transformed by rotating around the X axis and the Z axis every1 
degree each step,  ranging from 0 degree to 359 degree. Thus, there are 360 360 different rotation 
positions in all.  
The three viewing models, like cube faces(octahedron), dodecahedron and icosahedron models, are 
compared with statistic analysis. For each model, the nearest origin view point to the transformed view 
point is found at first, and then the angle distance of these two points is calculated. The statistic results are 
shown in Table 2 and Figure 2 to 4. 
Table 2. Important data comparison of three viewing models 
D  (degree) E  (degree) J  (degree) 
cube faces’ model 54.6037 45 33.5827 
dodecahedron vertices’ model 37.3592 21.5226 27.5262 
icosahedron vertices’ model 37.3630 28.4428 28.5102 
D : The max angle of nearest view point distance between transformed viewpoint and origin view 
point.  
E : The max angle of average nearest view point distance between the two viewpoint sets.  
J : The average angle of max nearest view point distance between the two viewpoint sets.  
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Fig. 2. Nearest view point distance statistic of cube faces’ viewing model 
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Fig. 3. Nearest view point distance static of dodecahedron vertices’ viewing model. 
It is obvious that there’s no significant difference in the performance of icosahedron and dodecahedron 
viewing model. While, the cube model is not a good choice for observing the 3D model. Though the max 
average nearest view point distance of icosahedron model is about 7 degree larger than dodecahedron 
model, the repeatability of SIFT descriptor at 28 degree and 21 degree is almost the same as showed in 
Figure 1. Aside from that, the icoshedron model only needs 12 views to record the 3D model, while the 
dodecahedron requires 20 views in the same task, which would occupy 2/3 more spaces to store the 2D 
views. Therefore, theoretically speaking, it is clear that the icoshedron viewing model has good 
performance in multi-view based 3D model retrieval. 
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Fig. 4. Nearest view point distance static of icosahedron vertices’ viewing model 
4. Experiment
In this section, the experiment based on the publicly available 3D model benchmark PSB is applied to 
test the stability of SIFT descriptor set generated by different viewing models. To make the experiment 
more persuasive, several highly asymmetric 3D models are picked out from the database as test models.  
In the experiment, the rotation of the 3D model is simulated by rotating the view point set of viewing 
models. The view point set is rotated around X axis and Z axis every 10 degree each step, ranging from 0 
to 360 respectively. Thus the evaluation of the stability of the feature set comes from the comparison 
among 36 36 SIFT descriptor sets. 
The entire testing set can be described as 1, 2, ..., nSetD = {d d d } , where nSet is the number of different rotated 
positions of the 3D model and id  is the collection of 2D views generated from the viewing 3D model of 
the object at position i. ijfeat represents the SIFT descriptor set extracted from the jth view at ith position. 
A viewing set d  from D  that has the max number of features as stdd is selected, then the stability of ifeat --
- si can be defined as: 
( , )
| |
i std
i
nSIFT nMatch d d
feat

i =s   (1) 
And the stability of the viewing model is defined as: 
1
nSet
i
i
s
i
nSet
S   
¦
  (2) 
The static result of SIFT matching rate with 3 different viewing model were as followed. 
Table 3. SIFT matching rate comparison of 3 viewing models 
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Model Max matching rate Min matching rate Average matching rate 
cube faces 1 0.4848 0.6485 
dodecahedron vertices 1 0.5789 0.6787 
icosahedron vertices 1 0.5378 0.6612 
However, few of the 3D model retrieval algorithms take SIFT matching rate as the standard of 
discriminating models. Therefore, an experiment on Bag-of-Visual-Words model is also made to test the 
stability of codewords [13]. 
First, a vocabulary tree [14] was trained with the training data of PSB. With the vocabulary tree, the 
SIFT descriptors sets are successfully transformed into corresponding codewords. A variance vector (the 
length of the vector equals to the size of the vocabulary) was computed to evaluate the stability of the 
codeword. And the length of this variance vector would be inversely propotional to the stability of the 
codeword, in other word would reflect the stability of the viewing model. 
Table 4. The length of variance vector 
 Cube faces Dodecahedron vertiecs Icosahedron vertices 
Length 0.0437 0.0179 0.0248 
In the experiment, the distances between the codeword of our test model and those of other similar 3D 
models are also calculated. The result shows that the nearest distance was about 0.07. Hence, a ratio 
between the length of variance vector for test model and the distance between nearest similar model could 
be easily computed, as the table shows below. 
Table 5. Ratio between the length of variance vector for test models and the distance between database models 
 Cube faces Dodecahedron vertices Icosahedron vertices 
Ratio (length/distance) 0.62 0.26 0.35 
The results show that the ratio of cube faces’ viewing model is rather too larger than 0.33(1/3), while 
the icosahedron and dodecahedron model can make the vocabulary code discriminative enough that 
satisfies the discriminative rule of Gaussian distribution. 
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5. Conclusion 
We have proposed a viewing strategy for rotation normalization free 3D model retrieval. With 
intensive analysis of the affine invariance of SIFT descriptor and the geometric features of Platonic Solids, 
icosahedron and dodecahedron are selected as best viewing models for 3D model retrieval theoretically. 
In the experiments, it is concluded that the stabilities of SIFT features’ set generated from the icosahedron 
model and dodecahedron model have no significant difference. While for testing the stabilities of 
codeword, both icosahedron model and dodecahedron models show highly discriminative performance 
comparing to the cube faces model which is widely used in multi-view based 3D model retrieval 
framework.  
Generally speaking, the two efficient viewing models can make the retrieval process free from the 
rotation normalization of 3D models. But the icosahedron viewing model requires less 2D views to record 
the features of 3D models. Therefore, adopting icosahedron model for 3D model retrieval would be of 
high efficiency and precision theoretically.  
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