The kinetic simulation based on the phase field method has become a very powerful method in fundamental understanding of the dynamics of phase transformation with recent remarkable development of the computer. In the present paper, we briefly explain the theoretical basis of phase field method and then show the simulation results on the dynamics of microstructural changes due to phase transformation. The composition dependence of atomic interchange energy is taken into account to be applicable for the phase diagram of the real alloy systems. The elasticity and the mobility of atoms are assumed to depend on the local order parameters such as the composition, the degree of order, etc. The time-dependent morphological changes are mainly calculated for Fe-Mo, Al-Zn, Fe-Al-Co and GaAsInP alloys. The morphological developments due to the grain boundary motion and dislocation motion are also simulated. The results calculated are quantitatively in good agreement with the experimental facts of the real materials.
Introduction
Since studies of the microstructure formation in alloy are one of the most important research subjects in the materials science, a huge number of works has been carried out. The research works of microstructure formation are mostly experimental so far, while the inevitability of microstructure formation theoretically supported has hardly been developed, because the microstructure is diversified for each alloys. Recently, however, the non-linear dynamics of pattern formation has remarkably developed on the basis of computational investigation, which is giving a revolutionary influence on the theoretical analysis of the complex phenomena 1) such as microstructure formation in alloys.
In the computational investigations on the microstructure formation, the following four methods have mainly been used, i.e. (1) Monte-Carlo model, (2) Molecular dynamics, (3) Master equation and (4) Phenomenological equation of time-evolution. These methods have own merits and demerits, but, on account of limited space to describe the details of all methods, the phenomenological equation is only focused in the present paper, because this method is the most powerful to analyze the dynamics of microstructure formation.
The Monte-Carlo model is a probability method in which the causality of phenomenon is not determined, so that there is no restriction for the size scale of calculation space. Therefore, the Monte-Carlo model is applicable to all phenomena from the atomic scale to the macroscopic optical scale. Hence, the Monte-Carlo model has been used for various phenomena such as the atomic scale structural change in phase transformation, macroscopic grain growth and so on. [2] [3] [4] In the molecular dynamics, Car-Parrinello (C-P) method 5) has * Honda Memorial Lecture, Annual Spring Meeting of The Japan Institute of Metals, Tokyo, March 28, 2002. rapidly developed. It should be noted that the calculation method to find a wave function of steady state in the C-P method is ascribed to solve the equation of time-evolution of phase field method, that is, the C-P method has a resemblance to the computer simulation based on the phenomenological equation. Therefore, the exchange of information between the C-P method and the phenomenological method is considered to yield many profits for each other. A recent progress of the first principle calculation based on the electronic theory induces a possibility to evaluate the various physical properties of a single phase material such as a lattice parameter, a thermal expansion coefficient, a specific heat, various transportation coefficients, elastic properties and so on. To take the molecular dynamics jointly with other calculation methods may give a break-through to the scientific field of microstructure formation. The master equation, that is a kinetic expression of the Monte-Carlo method, corresponds to the phenomenological equation of time-evolution at the continuous limit, hence many calculations have been proposed, particularly, for the order-disorder phase transition. 6) The phenomenological equation of time-evolution is mainly consisting of the following four methods; CahnHilliard non-linear diffusion equation, 7) Khachaturyan's diffusion equation, 8) Time-dependent Ginzburge-Landau equation 9, 10) and Phase field method. In the present paper, focusing on the phase field method that has a very wide applicability, we review our calculation results of the phase transformation and others, and then discuss the future aspect of this method.
Theoretical Background

Phase field method
In the phase field method, the chemical free energy of materials is expressed in terms of various order parameters prescribing the microstructure, for instance, composition, degree of order, crystal structure and so on. Figure 1(a) , consisting of the composition c-axis, the structure s-axis and the free energy G-axis, shows a chemical free energy changes for the alloy system where the diffusive phase decomposition and the crystalline structural transformation appear simultaneously. The structure s-axis implies the order of crystalline structure, e.g. s = 1 represents a hcp lattice structure and s = 0 shows a bcc structure. Therefore, G α and G β express the chemical free energies of a hcp α-phase and a bcc β-phase, respectively. The physical meaning of intermediate value of structure parameter such as s = 0.5 is discussed in 4. Discussion. A projection of the free energies to the (c-G) plane corresponds to "the composition-free energy curve", as described in Fig.  1(b) . The phase equilibrium between α and β-phases is obtained from a tangent to the both lines as usual, but the two lines are not in a single plane but exist on a complex plane changing continuously with structure parameter. The number of order parameter c i and s j is not restrictive to one but plural in general, so the free energy expands to a multi-dimensional space. Thus, the total free energy of microstructure, G system , which is called as "system free energy", 11) is expressed by plural order parameters such as composition c 1 , c 2 , c 3 . . . and structure parameter s 1 , s 2 , s 3 . . . in the phase field method. 12, 13) Therefore, G system is given by a sum of the chemical free energy G c , the interfacial energy E surf and the elastic strain energy E str , all of which are functions of order parameters c and s, as represented in eq. (1) .
The time-dependencies of c and s are evaluated by using following two kinetic eqs. (2a) and (2b) in the phase field method. Equation (2a) is a non-linear diffusion equation, which is available for the conservative order parameter, for instance, composition c, while eq. (2b) is for the nonconservative order parameter such as a long-range order parameter. In the research field of phase transformation of alloy, eq. (2a) is usually called as Cahn-Hilliard equation 7) and eq. (2b) is called as Allen-Cahn equation. 14) ∂c
In these equations c i (r, t) and s j (r, t) are the order parameters for the conserved and non-conserved fields, respectively, which are functions of position r and time t in three dimension. The interaction between two order parameters c i (r, t) and s j (r, t) proceeds through the system free energy G sys shown in eq. (1).
, T } and L S j {s j (r, t), T } are the mobilities of order parameters c i (r, t) and s j (r, t) respectively, and are assumed to be a function of temperature T and the order parameters. χ(r , t) is the diffusion potential and ξ(r , t) is a so-called Gaussian noise term for the order parameter p(= c i , s j ). The final term in eqs. (2a) and (2b) are a dynamic coupling term in the phase field, i.e. a dynamic feed back term. K c and K s in eqs. (2a) and (2b), coupling coefficients respectively, are usually zero for the most phase transformations not so much deviating from the equilibrium state. The phase transformations where the dynamic coupling term cannot be ignored is only for a few highly deviated phenomena such as a dendrite growth in solidification, a fractal pattern formation and so on. The precise evaluation of diffusion potential χ(r , t) is the most essential and important for the present simulation. Since G system is the total free energy of microstructure consisting of the chemical free energy G c , the interfacial energy E surf and the elastic strain energy E str , the each potential is given by the 1268 T. Miyazaki following equations, respectively.
Thus, the diffusion potentials χ(r , t) are given by eqs. (4a),
.
The detail of the estimation for is represented in our previous paper.
15)
Consequently, the diffusion potential χ (r , t) at arbitrary position r in microstructure is obtained from eqs. (4a), (4b), and then ∂c/∂t and ∂s/∂t are evaluated from eqs. (2a), (2b). Consequently, we can calculate changes in c and s with progress of phase transformation by repeating eqs. (5a), (5b).
Calculation Results
Fe-Mo alloy system
The time-development of microstructure calculated for the Fe-20 at%Mo is presented in Fig. 2 , where the black parts indicate the Mo atom rich region.
15) The phase decomposition is clearly recognized to progress with aging time (arbitrary unit). Since Fe-Mo alloy system has a large lattice mismatch (η = 0.083), Mo-rich zones along 100 directions, i.e. the 100 modulated structure, are produced during phase decomposition. During coarsening, competitive growth of particles is taking place so that two lines of precipitates are combined to one line, as seen in Figs. 2(d) and (e). A transmission electron microscopic (TEM) photograph of Fe-20 at%Mo alloy aged just in the same condition as the simulation has been represented in Fig. 3 where the 100 modulated structure and the satellites around the 200 electron reflection spot are clearly recognized. The wavelength of the modulated structure experimentally obtained is 6.2 nm. The average interparticle spacing of calculated microstructure is about 6 nm, so it coincides quantitatively with the experimental spacing. Figure 4 shows the microstructures of Fe-40 at%Mo alloy. The particles are reformed in shape and rearranged in position to form the 100 radar structure, caused by the elastic interaction energy among the particles. It should be noted that the particle-splitting and particle-combining occur simultaneously in the same microstructure, as is obviously seen by comparing shape-developments of particles marked by same numbered arrows in Fig. 4 . These particles are not so much different in size, so that, if the particles are separately isolated in the matrix, the particles should show the same behavior in shape change. However, the shape change of particle is actually affected by the surrounding circumstance to decrease the total free energy of the system including the non-linear elastic interaction energy among the particles. Such a behavior is clearly rationalized in Fig. 5 . If a single particle isolates in the matrix as shown in Fig. 5(A) , the particle gradually changes the shape to the equilibrium one but never splits into two particles. However, when other particles exist closely to the particle as shown in Fig. 5 (B), the particle clearly splits so as to make a symmetric microstructure which is considered to be in a lower energy state, caused by the elastic interaction energy among the particles. The coarsening behavior of particle demonstrated here clearly teaches us that the stability of precipitates in microstructure should be evaluated for a whole system not for an individual particle. The energetic stability of a single particle in the matrix has been estimated in many conventional investigations. However, such the evaluation is insignificant so far as for particles existing the microstructure. As above described, the phase field method gives successful simulations for the elastically constrained phenomena.
Al-Zn alloy system
A computer simulation on the phase decomposition of AlZn alloy system is represented here. Figure 6 shows the phase diagram of Al-Zn alloy system, where a dotted line is a chemical binodal line. The calculation is derived at a solid circle in the diagram, i.e. c 0 = 0.59 at 298 K and the simulation results are shown in Fig. 7 . A six set of simulated figures indicated as C shows the time-development of solute composition. The Al-rich concentration region is shown as a bright part. A six set of figures indicated as S shows the time-development of crystallographic structure in the Zn-rich β-phase. In the S map the fcc structure is illustrated with black, while the hcp β-phase is drawn with various colors. At the beginning of aging, the phase decomposition starts to form Al-rich spherical G.P.zones in the fcc α-matrix, as is clearly known from the C map. Then, the domain of Zn-rich hcp β-phase appears in the fcc matrix with various crystallographic textures, and gradually spreads over the matrix with progress of aging. The same color shows a same orientation in β-phase. It is well known that Al-59 at%Zn alloy system shows the superplasticity. Therefore, it is suggested from the simulation results that the initial fine microstructure of the Guinier-Preston zone contributes to make a uniform and fine grain of the hcp β-phase. The fine hcp grains surrounded by the soft film of fcc Al may give the superplasticity. The time development of Al-composition map(C) and crystalline structure map(S) for Al-59 at%Zn alloy aged at 300 K. In the C-maps white parts corresponds to Al-rich region. In the S maps the black part corresponds to a fcc structure and the colored parts show a hcp β-phase, where the same crystal orientation is indicated in same color. Figure 8 is the phase diagram of Fe-Al-Co system at 923 K, calculated on the basis of Bragg-Williams-Gorthky approximation. The diagram clearly indicates the existence of two-phase region of B2 + A2, whose tie line of phase decomposition is described by a thin solid line. A solid circle in the two-phase region shows the alloy composition simulated in the present work. The diffused line starting from the circle represents the progress of phase decomposition. The phase decomposition begins firstly to spread along the tie line, and finally stop at the phase boundary. The intermediate com- positions on the diffuse line correspond to that of interface between the matrix and precipitates. According to the previous experimental work 11) on the phase decomposition of the same alloy, the phase decomposition of B2 progresses nearly along the tie line and never deviates largely from the tie line. Therefore, the calculation result shown in Fig. 8 is precisely coincident with the experimental result not only for the final equilibrium composition but also for the process of phase decomposition. Figure 9 is the comprehensive sets showing the distributions of ordering for the Fe-20 at%Al-20 at%Co alloy aged at 823 K for 40 arbitrary second. The three figures in top layer show compositional map of Fe, Al and Co atoms. The middle layer shows the atomic ordering and the bottom represents the magnetic ordering. From the distribution of c Fe , c Al and c Co , shown in the top layer, Fe-atoms are known to concentrate into the anti-phase boundary and a part of microstructure produced by phase decomposition. The map of the Co atom distribution is very similar to the map of Al atom, whose contrasts are just inverse to the Fe-atom map. This clearly indicates that the phase decomposition proceeds as the quasibinary system consisting of Fe-rich and Co/Al-rich phases, as is indicated in the tie line in Fig. 8 . The atomic ordering pro- ceeds in the B2 particles in the matrix. Since the maps of X Al and X Co are just same, Al and Co atoms are considered to be in the identical site of B2 lattice. On the magnetic ordering, Fe and Co-atoms show the same behavior, while Al-atom does not make a any contribution to the magnetic ordering.
Fe-Al-Co ternary ordering alloy system
The phase decomposition represented in Figs. 8 and 9 is almost completed during a very short time, and then followed by the microstructure coarsening for long duration. Figure 10 shows a section at 723 K of InGaAsP equilibrium phase diagram, where the solid and dotted curves show the chemical binodal and spinodal lines, respectively, and the thin solid straight lines show the tie line of phase decomposition. The tie lines clearly show to exist a miscibility gap which leads a phase separation into GaP-rich and InAs-rich two phases. The computer simulations were demonstrated on the alloy of mark (A). Figure 11(a) shows a time-development of microstructure formation calculated for the alloy A. In Fig. 11(a) the top parallel microstructures represent the compositional variations of Ga and In atoms, while the bottom microstructures demonstrate the compositional distribution of P and As atoms. From the Fig. 11 it is clear that the phase decomposition occurs to make two phases of GaP-rich and InAs-rich, that is a phase separation along the tie line. The phase decomposition precedes spinodally and makes the modulated structure along 100 direction. As shown in Fig. 11(b) , the phase decomposition progresses approximately along the tie line but curves like "S", that is well known to be a characteristic of diffusion in the multi-component system. In the actual phase decomposition the substrate often constrains the dilatation or contraction of the thin semiconductor wafer, so that gives an elastic stress on it. The computer simulations, taking into account the elastic constrain and applied stress, have been already performed by us.
GaAsInP semiconductor alloy
Other Microstructure Formations
The phase field method has the capability of predicting not only phase decomposition but also many other microstructure formations such as order-disorder phase transition, martensitic transformation, recrystallization, dislocation microstruc- ture and so on. Figure 12 shows the grain coarsening in the polycrystalline, where (A) and (B) demonstrate the coarsening behavior without applied stress (A) and with applied stress (B), respectively. The effect of applied stress is well evaluated. If the grain boundary energy varies with crystallographic directions, the boundaries have a tendency to align along the direction of low boundary energy, so the morphologically anisotropy boundaries are produced, as similar as Fig. 12 . A recrystallization process of cold worked alloy is calculated in Fig. 13 . The influence of cold working on recrystallization is clearly demonstrated. The martensite transformation of ζ 2 -martensite in the AuCd shape memory alloy has been simulated by Khachaturyan's group, 16) where the time-development of the transformation through nucleation, growth and coarsening of orientation variants is simulated for both single crystal and polycrystalline alloys. The obtained self-accommodating morphologies of the multivaliant martensite structure are in good agreement with those experimentally observed.
Application of the phase field method is recently expanding to the field of micromechanics. The difficulty in applica- tion of the dislocation theory was a necessity to take into consideration the complex interactions among multiple dislocations with different orientations of the Burgers vectors. However, the phase field model of evolution of a multi-dislocation system in elastically anisotopic crystal under applied stress has recently been developed by Wang et al., 17) where the long range strain-induced interaction of individual dislocations is calculated exactly and explicitly incorporated in the phase field formalism. It also automatically takes into account the effects of "short-range interaction", such as multiplication and annihilation of dislocation and a formation of various meta-stable microstructure involving dislocations and defects. Figure 14 demonstrates a multiplying dislocation by the Frank-Read mechanism, simulated by us. The collective dislocation motion with applied stress has been realized in the simulation. 17) 
Discussions
Here, we discuss the intermediate ordering parameter in the phase field method. As shown in Fig. 1 , the chemical free energy G c connects continuously with all ordering parameters including not only composition c but also crystal structure s. Therefore, the structure having an intermediate structure parameter such as s = 0.5 is assumed to exist between two stable structures. Such the intermediate state must have so extremely high free energy that can only exist under unreasonable condition forced by two stable phases. Therefore, such the compulsive structure appears in the interface between two phases. A small part of the intermediate structure having s = 0.5 may sweep up throughout the interface to progress in the structural transformation, as well as the ledge mechanism in boundary motion. Consequently, it is considered that, in spite of a high free energy, the intermediate structure such as s = 0.5 cannot be a substantial energy barrier for the progress of phase decomposition of whole alloy system. Finally, we would like to emphasize that the thermodynamic evaluations should be supported by the precise experimental facts. The phenomenological equation such as the diffusion equation produces the calculation results even for unrealistic conditions, and cannot judge its propriety on the application limit. The propriety of application limit can only be judged from the quantitative comparison with the experimental data of the real alloy system. It is important for us to obtain the computer simulations performed for the real system not the virtual system.
The Future of Phase Field Method
Recently, the research method based on a so-called "element reductionism" is pointed out to have a limitation for the complex system. The feature of complex system is a nonlinearity caused by the complex interactions among the elements. Therefore, the complex system should be estimated for the whole system. In the material science the non-linear phenomena appear often, that is, it is no exaggeration to say that the materials science is a typical example of the complex science. The materials science has the following merits for comparing with other scientific fields; (1) The scale of simulating microstructure is not so macroscopic on comparing with the atomic scale in solid physics. Therefore, the physical data obtained from the conventional solid physics are effectively applied to the phase field method. (2) In the materials science, particularly in the physical metallurgy, a huge number of scientific data for the phase transformation are accumulated for a long period over 50 years. The scientific systematization of phenomenological research to the solid physics may be realized in the materials science. The phase field method is rapidly developing now, but many undeveloped fields still remains. The non-linear science including the phase field method has extremely wide and big possibilities. Young researchers have a valuable chance to construct own research field.
Conclusions
On the basis of the phase field method, the phase transformation process and the morphological development of microstructure are mainly reviewed for Fe-Mo, Al-Zn, FeAl-Co, GaAsInP alloy systems by using the thermodynamic data related to the equilibrium phase diagram. The timedevelopments of phase decomposition and the microstructure calculated are quantitatively coincident with the experimental facts of the actual alloys. By utilizing this method, it is expected to open a new field of materials science such as a phase transformation of multi-component system, a multi-structural transformation and a complex pattern formation of lattice defects, that are the most complex but important and interesting phenomena in the materials science.
