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Motivated by appliations in systems biology, we seek a probabilisti frame-
work based on Markov proesses to represent intraellular proesses. We re-
view the formal relationships between dierent stohasti models referred to
in the systems biology literature. As part of this review, we present a novel
derivation of the dierential Chapman-Kolmogorov equation for a general mul-
tidimensional Markov proess made up of both ontinuous and jump proesses.
We start with the denition of a time-derivative for a probability density but
plae no restritions on the probability distribution, in partiular, we do not
assume it to be onned to a region that has a surfae (on whih the prob-
ability is zero). In our derivation, the master equation gives the jump part
of the Markov proess while the Fokker-Plank equation gives the ontinuous
part. We thereby sketh a family tree for stohasti models in systems bi-
ology, providing expliit derivations of their formal relationship and larifying
assumptions involved.
Keywords: Markov proesses, stohasti modelling, dierential Chapman-Kolmogorov equation,
hemial master equations, Fokker-Plank equation, systems biology.
1 Introdution
Systems biology is a merger of systems theory with moleular and ell biology. The key
distinguishing feature of a systems biology approah is the desription of ell funtions
(e.g. ell dierentiation, proliferation, apoptosis) as dynami proesses [? ? ? ℄. There are
two dominant paradigms used in mathematial modelling of biohemial reation networks
(pathways) in systems biology: the deterministi approah, using numerial simulations of
nonlinear ordinary dierential equations (inl. mass ation type, power law or Mihaelis-
Menten models), and the stohasti approah based on master equation and stohasti
simulations.
Key referenes in the area of stohasti modelling are the books by ? ℄, ? ℄, ? ℄ and
? ℄. Most stohasti models presented in these referenes are derived on the basis of the
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Chapman-Kolmogorov equation (CKE), a onsisteny ondition on Markov proesses, in
the form of a system of dierential equations for the probability distribution. The system
of dierential equations take the form of master equations for a jump Markov proess and
Fokker-Plank equations (FPE) for a ontinuous Markov proess. For the way in whih
this happens, the reader is referred to [? ℄ and [? ? ℄. For a Markov proess that is
made up of both jump and ontinuous parts, the dierential equation takes the form of
the dierential Chapman-Kolmogorov equation (dCKE) whih has been derived in [? ℄.
The derivation is involved and requires the introdution of an arbitrary funtion, whih
leads to boundary restritions on the probability distribution. As part of this review, we
present a novel and more onise derivation of the dCKE. Sine most of the mathematial
foundations for stohasti models have been developed by physiists and mathematiians,
we hope that our derivation makes the theory more aessible to the uninitiated researher
in the eld of systems biology. We hoose Markov proesses as a framework, sine more
realisti approahes for modelling intraellular proesses must take into aount fators
suh as heterogeneity of the environment, maromoleular rowding [? ? ℄ and anomalous
diusion [? ? ? ℄, to name a few. Anomalous diusion is desribed by frational Fokker-
Plank equations [? ℄. Suh treatments require advaned mathematial formalisms whih
are beyond the level assumed in this paper.
The fous of the present paper is neither a omprehensive review of stohasti approahes
(See [? ℄ for a reent survey, [? ? ℄ for a reent theoretial analysis, [? ℄ for a disussion
of the role of stohastiity in ell biology) nor a omparison of the two approahes (e.g. [?
? ? ℄). Instead, we review the formal relationships between the equations referred to in
the systems biology literature. We thereby, try to establish a family tree for stohasti
models in systems biology, providing expliit derivations of their formal relationship and
larifying assumptions involved in a ommon framework (See Figure 2). In the following
setion we fous on the origin of the hemial master equation CME (a speial form of
the master equation for systems governed by hemial reations) within the framework
of Markov proesses. Suh generalisation provides a learer piture of how the various
stohasti approahes used in systems biology are related within a ommon framework.
2 Markov proesses
Markov proesses form the basis for the vast majority of stohasti models of dynamial
systems. The three books by ? ℄, ? ℄ and ? ℄ have beome standard referenes for the
appliation of Markov proesses to biologial and biohemial systems. At the entre of
a stohasti analysis is the so-alled Chapman-Kolmogorov equation (CKE) that desribes
the evolution of a Markov proess over time. From the CKE stem three equations of
pratial importane: the master equation for jump-Markov proesses, the Fokker-Plank
equation (FPE) for ontinuous Markov proesses and the dierential Chapman-Kolmogorov
equation (dCKE) for proesses made up of both the ontinuous and jump parts. A nie
mathematial (but non-biologial) aount of these equations an also be found in [? ℄.
Gardiner, van Kampen and Gillespie take dierent approahes to derive these equations:
• Gillespie derives the FPE and the master equation independently from the CKE and
for the one-dimensional ase only in [? ℄. In [? ? ℄ he extends the derivations to
multidimensional ases.
• ? ℄ derives the master equation from the CKE for a one-dimensional Markov proess.
The FPE is given as an approximation of the master equation by approximating a
jump proesses with a ontinuous one. The same approah is adopted in [? ℄.
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However, this should not mislead the reader to onlude that the FPE arises this
way. In fat, FPE is dened for a ontinuous Markov proess.
• ? ℄ derives rst the dCKE from the CKE for a multidimensional Markov proess
whose probability distribution is assumed to be ontained in a losed surfae. The
FPE and the master equation are given as speial ases of the dCKE.
We start with a review of basi onepts from probability theory required to read our proof.
This is followed by a brief derivation of the CKE and its graphial interpretation. From
the CKE we derive the dCKE and interpret its terms to show how the FPE and the master
equation appear as speial ases of the dCKE. Finally we show that the CME is just a
speial form of the master equation for jump proesses governed by hemial reations.
A random variable X desribes a random event by assigning it values x (alled states)
from a set S (alled state-spae) and denes a probability distribution over this set. The
set S may be disrete, ontinuous or both. The probability distribution, in the ase of a
disrete state-spae S = {n}, is given by a set of probabilities pn suh that
Prob {X = n} = pn .
In the ase of a ontinuous state-spae S = {x}, the probability distribution is given by a
non-negative funtion p(x) suh that
Prob {x ≤ X < x+ dx} = p(x)dx .
In the literature, pn is referred to as a probability mass funtion (p.m.f) and p(x) as a
probability density funtion (p.d.f). The delta funtion δ(x) dened by

S
dx f(x)δ(x − c) = f(c) (1)
for any funtion f of x, allows us to write the disrete distribution as a speial ase of the
ontinuous ase. Speially we write
p(x) =
∑
n
pnδ(x− n)
and note that
Prob {X = n} =

x≤n<x+dx
dx p(x) =

x≤n<x+dx
dx
∑
m
pmδ(x−m) = pn
whih is what we would expet in the disrete distribution. Sine the disrete distribution
an always be derived easily from a ontinuous one, we use hereafter the latter. When
dealing with dynamial systems, the probability distribution evolves over time. This leads
to the notion of a stohasti proess, that is, a system in whih random variables are
funtions of time, written as X(t). The states are salars for a one-dimensional system
and vetors for a multidimensional system. Note that, while the derivations of the master
equation and the Fokker-Plank equation in [? ? ℄ are for the one-dimensional ase only,
we here present a general treatment and derive all our results for multidimensional systems.
The probability distribution for an N -dimensional stohasti proess
X(t) = (X1(t), . . . ,XN (t))
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is written as
Prob
{
N⋂
i=1
xi ≤ Xi(t) < xi + dxi
}
= p(x1, . . . , xN , t)dx1 · · · dxN .
To simplify the notation, we use a short form
Prob {x ≤ X(t) < x+ dx} = p(x, t)dx .
More useful will be the onditional probability density, p(x, t |x′, t′), dened suh that
Prob
{
x ≤ X(t) < x+ dx |X(t′) = x′
}
= p(x, t |x′, t′)dx .
When t ≥ t′, p(x, t |x′, t′)dx is alled transition probability. Sine it is muh easier to work
with densities p(·) rather than probabilities Prob{·}, we shall use densities p(·), but abuse
the terminology by referring to it as probabilities.
Essentially a Markov proess is a stohasti proess with a short term memory. Math-
ematially it means that the onditional probability of a state is determined entirely
by the knowledge of the most reent state. Speially for any three suessive times
t0 ≤ t ≤ t+∆t , one has
p(x, t+∆t | z, t;x0, t0) = p(x, t+∆t | z, t)
where the onditional probability of x at t+∆t is uniquely determined by the most reent
state z at t and is not aeted by any knowledge of the initial state x0 at t0. This Markov
property is assumed to hold true for any number of suessive time intervals. To see how
powerful this property is, let us onsider the fatorisation of the joint probability
p(x, t+∆t ; z, t) = p(x, t+∆t | z, t)p(z, t) .
Making both sides onditional on (x0, t0) will modify this equation as
p(x, t+∆t ; z, t |x0, t0) = p(x, t+∆t | z, t;x0, t0)p(z, t |x0, t0)
whih, by using the Markov property, redues to
p(x, t+∆t ; z, t |x0, t0) = p(x, t+∆t | z, t)p(z, t |x0, t0) . (2)
The last equation shows that the joint probability an be expressed in terms of transition
probabilities. Reall the following rule for joint probabilities
p(x) =

dy p(x, y) (3)
whih says that summing a joint probability over all values of one of the variables eliminates
that variable. Now integrating (2) over z and using (3), we arrive at the so-alled Chapman-
Kolmogorov equation (CKE) [? ℄:
p(x, t+∆t |x0, t0) =

S
dz p(x, t +∆t|z, t)p(z, t|x0, t0) . (4)
This equation expresses the probability of a transition (x0 → x) as the summation of
probabilities of all transitions (x0 → z → x) via intermediate states z. Figure 1 illustrates
the basi notion of a Markov proess for whih the CKE provides the stohasti formalism.
When the initial ondition (x0, t0) is xed, whih is assumed here, the transition probability
onditioned on (x0, t0) is the same as the state probability:
p(x, t) = p(x, t |x0, t0) .
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3 Derivation of the dCKE
The CKE serves as a desription of a general Markov proess, but annot be used to deter-
mine the temporal evolution of the probability. Here we derive from the CKE a dierential
equation whih will be more useful in terms of desribing the dynamis of the stohasti
proess. Referred to as the dierential Chapman-Kolmogorov equation (dCKE) by ? ℄,
this equation ontains the CME as a speial ase. This derivation is for a multidimensional
Markov proess. We start with the denition of a time-derivative for a probability density
but plae no restritions on the probability distribution. ? ℄ instead starts with the expe-
tation of an arbitrary funtion whih results in integration by parts and onsequently the
need to assume that the probability density vanishes on the surfae of a region to whih
the proess is onned. We do not need suh as assumption beause of the simpliity of
our approah. The master equation gives the jump part of the Markov proess while the
Fokker-Plank equation gives the ontinuous part.
Consider the time-derivative of the transition probability
∂
∂t
p(x, t) = lim
∆t→0
1
∆t
{
p(x, t+∆t)− p(x, t)
}
, (5)
where dierentiability of the transition probability with respet to time is assumed. Em-
ploying the CKE (4) and the normalisation ondition

S
dz p(z, t +∆t |x, t) = 1 ,
sine p(z, t+∆t |x, t) is a probability, (5) an be rewritten as
∂
∂t
p(x, t) = lim
∆t→0
1
∆t

S
dz
{
p(x, t+∆t | z, t)p(z, t) − p(z, t+∆t |x, t)p(x, t)
}
.
Let us divide the region S of integration into two regions based on an arbitrarily small
parameter ǫ > 0. The rst region ‖x− z‖ < ǫ orresponds to a ontinuous state proess
and the above derivative in this region will be denote by I1. Here ‖·‖ denotes a suitable
vetor-norm. The seond region ‖x− z‖ ≥ ǫ orresponds to a jump proess and the above
derivative in this region will be denote by I2. Sine (6) gives the derivative in the whole
region S, we an write
∂
∂t
p(x, t) = I1 + I2, (6)
where
I1 = lim
∆t→0
1
∆t

‖x−z‖<ǫ
dz
{
p(x, t+∆t | z, t)p(z, t) − p(z, t+∆t |x, t)p(x, t)
}
,
and
I2 = lim
∆t→0
1
∆t

‖x−z‖≥ǫ
dz
{
p(x, t+∆t | z, t)p(z, t) − p(z, t+∆t |x, t)p(x, t)
}
.
In the rst region ‖x− z‖ < ǫ, the integrand of I1 an be expanded in powers of x − z
using a Taylor expansion. Setting x− z = r, we an write,
I1 = lim
∆t→0
1
∆t

‖r‖<ǫ
dr
{
p(x, t+∆t |x− r, t)p(x− r, t)− p(x− r, t+∆t |x, t)p(x, t)
}
. (7)
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In order to expand the integrand more easily into a Taylor series, let us dene a funtion
f(x; r) , p(x+ r, t+∆t |x, t)p(x, t)
so that the integrand in (7) beomes f(x−r; r)−f(x;−r), whih, after a Taylor expansion,
beomes
−f(x;−r) + f(x; r) +
∑
i
(−ri)
∂f(x; r)
∂xi
+
1
2
∑
i,j
rirj
∂2f(x; r)
∂xi∂xj
+ higher-order terms .
The integrals of the rst two terms anel beause of the symmetry

f(x; r)dr =

f(x;−r)dr,
when the integral is over all the positive and negative values of r in the region. Thus, we
have
I1 = lim
∆t→0
1
∆t

‖r‖<ǫ
dr
{
−
∑
i
ri
∂
∂xi
[
p(x+ r, t+∆t |x, t)p(x, t)
]
+
1
2
∑
i,j
rirj
∂2
∂xi∂xj
[
p(x+ r, t+∆t |x, t)p(x, t)
]
+ higher-order terms
}
.
For the state inrements Xi(t+∆t)−Xi(t), reognising the (onditional) expetations
〈Xi(t+∆t)−Xi(t) |X(t) = x〉 =

‖r‖<ǫ
dr ri p(x+ r, t+∆t |x, t)
and
〈[Xi(t+∆t)−Xi(t)] [Xj(t+∆t)−Xj(t)] |X(t) = x〉
=

‖r‖<ǫ
dr rirj p(x+ r, t+∆t |x, t),
we refer to the dierentiability onditions for ontinuous proesses, i.e., ‖x− z‖ < ǫ [? ,
setion 3.4℄:
lim
∆t→0
〈Xi(t+∆t)−Xi(t) |X(t) = x〉
∆t
= Ai(x, t) + o(ǫ) (8)
lim
∆t→0
〈[Xi(t+∆t)−Xi(t)] [Xj(t+∆t)−Xj(t)] |X(t) = x〉
∆t
= Bij(x, t) + o(ǫ) (9)
where o(ǫ) represents vanishing terms, suh that limǫ→0 o(ǫ)/ǫ = 0. The higher-order
terms involve higher-order oeients whih must vanish. To see that, for the third-order
oeient
lim
∆t→0
1
∆t

‖r‖<ǫ
dr rirjrk p(x+ r, t+∆t |x, t) = Cijk(x, t) + o(ǫ) .
However
lim
∆t→0
1
∆t

‖r‖<ǫ
dr rirjrk p(x+ r, t+∆t |x, t)
≤ ‖r‖ lim
∆t→0
1
∆t

‖r‖<ǫ
dr rirj p(x+ r, t+∆t |x, t)
≤ ǫ [Bij(x, t) + o(ǫ)]
≤ o(ǫ) .
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Hene C(x, t) must vanish. The vanishing of higher-order oeients follows immediately.
In physis, the vetor A(x, t) is known as the drift vetor  and the matrix B(x, t) as the
diusion matrix . This terminology is suggested by the observation that, given X(t) = x,
the state inrement vetorX(t+dt)−X(t) for a ontinuous proess has a mean approahing
A(x, t)dt and a ovariane approahing B(x, t)dt, as ǫ approahes zero. This also suggests
the following update rule, for ǫ→ 0 and under assumptions given in [? , setion 3.5.2℄,
X(t+ dt) = X(t) +A(X(t), t)dt + [B(X(t), t)dt]1/2 (10)
whih is a form of the Langevin equation [? ℄. We remark here that (8) and (9) are
postulated here for mathematial onveniene. A more rigorous justiation is given in [?
℄. Subjet to the dierentiability onditions (8) and (9), we see that as ǫ→ 0,
I1 → −
∑
i
∂
∂xi
[
Ai(x, t)p(x, t)
]
+
1
2
∑
i,j
∂2
∂xi∂xj
[
Bij(x, t)p(x, t)
]
. (11)
Next we work out the jump probability rate
I2 = lim
∆t→0
1
∆t

‖x−z‖≥ǫ
dz
{
p(x, t+∆t | z, t)p(z, t) − p(z, t+∆t |x, t)p(x, t)
}
.
We will use the dierentiability ondition for jump proesses, i.e., ‖x− z‖ ≥ ǫ [? , setion
3.4℄:
lim
∆t→0
1
∆t
p(x, t+∆t | z, t) = W (x | z, t) ,
where W (x | z, t) is alled the transition rate for the jump (z → x). Subjet to this
ondition, we see that as ǫ→ 0, the region of integration approahes S, leading to
I2 →

S
dz
[
W (x | z, t)p(z, t) −W (z |x, t)p(x, t)
]
. (12)
Adding (11) and (12), we an rewrite (6) to arrive at the dCKE:
∂
∂t
p(x, t) = −
∑
i
∂
∂xi
[
Ai(x, t)p(x, t)
]
+
1
2
∑
i,j
∂2
∂xi∂xj
[
Bij(x, t)p(x, t)
]
+

S
dz
[
W (x | z, t)p(z, t) −W (z |x, t)p(x, t)
]
(13)
We now have a dierential equation haraterising the dynamis of the probability distribu-
tion p(x, t), that is the probability of a state at any time, starting from a given initial proba-
bility distribution. This ompletes our derivation of the dierential Chapman-Kolmogorov
equation. Dierenes between our derivation and those available in the literature are de-
sribed in Setion 7 (Conlusions). The following setion will lassify Markov proesses
based on this dCKE. This is followed by a derivation of the hemial master equation.
Finally, in Setion 6, we disuss the use of the master equation in systems biology.
4 Classiation of Markov proesses based on the dCKE
Being a linear dierential equation, the dCKE is more onvenient for mathematial treat-
ment than the original CKE. More importantly, it has a more diret physial interpretation.
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The oeients A(x, t), B(x, t) and W (z |x, t) are speied by the system under onsid-
eration, and thus the solution of the dCKE gives the probability distribution for the state
of the given system [? ℄. The original CKE, on the other hand, has no spei informa-
tion about any partiular Markov proess. We now interpret the dierent terms of (13).
Following [? ? ℄ we rst onsider the ase
Bij(x, t) = W (x | z, t) = W (z |x, t) = 0,
reduing the dCKE to
∂
∂t
p(x, t) = −
∑
i
∂
∂xi
[
Ai(x, t)p(x, t)
]
,
whih is a speial ase of the so-alled Liouville equation, desribing a deterministi
motion (See [? , setion 3.5.3℄):
d
dt
x(t) = A(x, t) .
This is the simplest example of a Markov proess.
Next, if A(x, t) = B(x, t) = 0, the CKE redues to
∂
∂t
p(x, t) =

S
dz
[
W (x | z, t)p(z, t) −W (z |x, t)p(x, t)
]
. (14)
This is alled the master equation desribing jump-Markov proess with disontinuous
sample paths.
Next, if W (x | z, t) = W (z |x, t) = 0, the CKE redues to
∂
∂t
p(x, t) = −
∑
i
∂
∂xi
[
Ai(x, t)p(x, t)
]
+
1
2
∑
i,j
∂2
∂xi∂xj
[
Bij(x, t)p(x, t)
]
,
whih is alled the Fokker-Plank equation (FPE) and is equivalent to the Langevin's
equation (10) under the onditions given in [? ? ? ℄. The orresponding proess is
known as a diusion proess whih is ontinuous but not deterministi. This shows that
the FPE is originally dened for a ontinuous proess. However the FPE an also arise
as an approximation of the master equation when the jumps of the orresponding disrete
proess are assumed to be small [? ? ℄.
Finally we onsider the ase where the diusion matrix B(x, t) = 0, whih leads us to
∂
∂t
p(x, t) = −
∑
i
∂
∂xi
[
Ai(x, t)p(x, t)
]
+

S
dz
[
W (x | z, t)p(z, t) −W (z |x, t)p(x, t)
]
.
whih is alled the Liouville master equation (LME) in [? , hap. 1℄ and desribes
a pieewise deterministi proess with sample paths onsisting of smooth deterministi
piees interrupted by instantaneous jumps. One way in whih the LME arises is when an
originally jump Markov proess is approximated by a proess with disrete and ontinuous
omponents [? ? ℄.
In the most general ase, when none of the quantities A(x, t), B(x, t) and W (z |x, t)
vanish, the dCKE may desribe a proess whose sample paths are pieewise ontinuous,
made up of piees whih orrespond to a diusion proess with a nonzero drift, onto whih
is superimposed a utuating part.
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5 The hemial master equation
Consider a Markov proess with a disrete state-spae. The master equation for this
disrete proess an be obtained from (14) to give
∂
∂t
pn(t) =
∑
m
[
W (n |m, t)pm(t)−W (m |n, t)pn(t)
]
,
where m the intermediate state, and n the nal state. Sine pn(t) is a probability (and
not a density), the integral

S is replaed with the summation
∑
m
. We an rewrite this
equation in terms of jumps r = n−m,
∂
∂t
pn(t) =
∑
r
[
W (n |n− r, t)pn−r(t)−W (n+ r |n, t)pn(t)
]
, (15)
where we have used the symmetry
∑
r
φ(−r) =
∑
r
φ(r), for an arbitrary funtion φ(·),
when writing the seond summand. Now onsider an N -omponent and M -reation bio-
hemial system. Let i label the dierent omponents (hemial speies) and j label dif-
ferent reation hannels. The opy number of ith omponent at the variable time t will be
denoted by Xi(t) whih takes values ni from the set of whole numbers. Eah ourrene of
j-th reation hannel hanges the opy number ni of ith omponent by an amount νij . The
elements νij form the stohiometri matrix ν whose jth olumn will be denoted by νj . It is
assumed that the speies are distributed homogeneously (well mixed) in a losed system of
onstant volume Ω at a onstant temperature. This essentially assumes that hanges only
depend on the urrent state (Markov property) and that we an avoid spatial onsiderations
[? ? ? ℄ and maromoleular rowding [? ℄. However, sine diusion may not always be
rapid, spatial onsiderations beome important when dealing with intraellular proesses
[? ? ? ℄. Here we are interested in a stohasti formulation whih dates bak to the
initial work by ? ℄. Under the stated assumptions, the vetor X(t) = (X1(t), . . . ,XN (t))
taking values n = (n1, . . . , nN ) is a ontinuous time Markov proess. The jump sizes ν are
determined by the stoihiometry and moleularity of the reations and, therefore, an only
take values from the set {ν1, . . . , νM} of the elementary hanges. Thus, for our system of
hemial reations, (15) beomes
∂
∂t
pn(t) =
M∑
j=1
[
W (n |n− νj , t)pn−νj (t)−W (n+ νj |n, t)pn(t)
]
.
Sine νj is uniquely dened for a reation Rj , we introdue a simpler notation
aj(n) , W (n+ νj |n, t)
to rewrite the above master equation as:
∂
∂t
pn(t) =
M∑
j=1
[
aj(n− νj)pn−νj (t)− aj(n)pn(t)
]
, (16)
whih is referred as the hemial master equation in the systems biology literature [? ? ? ℄.
This shows that the CME is just a speial form of the master equation for jump proesses
governed by hemial reations. The oeient aj is referred to as the reation propensity
and is interpreted suh that aj(n)dt gives the probability of jth reation ourring in the
time interval [t, t+dt) from state n at time t. In the stohasti setting of ? ℄, the jth reation
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hannel is haraterised by a stohasti rate onstant cj suh that cjdt gives the probability
that a partiular ombination of moleules will reat aording the jth hannel in the next
innitesimal interval [t, t+ dt]. The propensity aj(n) is thus cj times the number hj(n) of
dierent possible ways in whih moleules an ombine to reat aording the jth hannel.
Sine this equation is diult to solve analytially or even numerially, several attempts
have been made to avoid a diret solution or simulation of the CME. The most suessful
implementation is the stohasti simulation algorithm (SSA) whih originated from work
by ? ℄ but it was Gillespie who pioneered its use for generating sample paths of hemial
reation networks [? ? ℄. The SSA is widely used in systems biology [? ? ? ? ? ℄. Figure
2 provides an overview of stohasti models and interrelationships referred to here.
This ompletes our formal analysis and we now return to appliation of the CME in
systems biology.
6 Master equations in systems biology
The hemial master equation (16) is the basis for most stohasti models in systems biol-
ogy. For omplex systems, involving large numbers of hemial speies and reations, the
omputational ost may be onsiderable. For this reason modiations to the algorithm and
strategies to simplify the model prior to a omputer simulation have been suggested. The
eorts to redue the omputational omplexity of stohasti approahes an be grouped
into approximate stohasti methods and hybrid methods. Approximate stohasti meth-
ods try to speed up the simulation by ompromising exatness of the master equation
whereas the hybrid methods treat parts of the system deterministially and other parts
stohastially. What follows is a brief disussion of the systems biology literature, using the
CME and SSA, inluding strategies that have been developed to redue the omputational
omplexity.
6.1 Approximate stohasti methods
In [? ℄ Gillespie presents an approximate and thereby faster simulation method known as
the τ -leap method. Instead of simulating individual reations, the number of reations of
eah type in a sequene of short time intervals is simulated. Optimal ways to selet the
leap-length of the intervals have been investigated in [? ? ℄. In [? ℄ Rao et al. propose a re-
dution of a hemial system by partitioning moleular speies into slow (primary) and fast
(intermediate) moleular speies. Assuming that the intermediate speies (onditional on
the primary speies) are Markovian, they apply the quasi-steady-state assumption (QSSA)
whih essentially assumes that the onditional probability distribution of the intermedi-
ate speies is time-invariant (i.e., it has reahed a steady-state); thereby eliminating these
speies from the hemial master equation. A modied version of Gillespie algorithm is
subsequently proposed to simulate the resulting redued system for slow speies. In [?
? ℄ Haseltine and oworker also use the partitioning method for redution, but partition
hemial reations into fast and slow reations. The fast reations are approximated by
using Langevin or deterministi equations. The oeients of the redued hemial master
equation are inuened by the fast reations. The authors propose simulation algorithms
for the slow reations, subjet to onstraints imposed by fast reations. The idea of parti-
tioning to speed up slow-sale simulation has also been used in [? ? ? ? ℄. ? ℄ present a
probabilisti steady-state approximation that separates the time sales of an arbitrary re-
ation network, detets the onvergene of a marginal distribution to a quasi-steady-state,
diretly samples the underlying distribution, and uses those samples to predit the state
of the system. ? ℄ propose that, in ase of higher dimensions, the master equation ould
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be approximated by the FPE and then disretised in spae and time by a nite dierene
method. They demonstrate the method for a four-dimensional problem in the regulation
of ell proesses and ompare it to the Monte Carlo method of Gillespie. ? ℄ use the CME
to analyse a negative feedbak system omposed of two speies regulating the synthesis
of eah other. In [? ℄ Paulsson uses a variant of the utuation-dissipation theorem to
give a generi expression for noise arising from dierent ellular proesses, applying the
theorem to a simple generi model representing simple gene expression. Paulsson uses the
notion of an Ω-expansion of the master equation, i.e., a Taylor series expansion in powers
of 1/Ω, where Ω is a system size parameter [? ℄. The rst- and seond- order terms of the
expansion reprodue the marosopi rate equations and realise the utuation-dissipation
theorem respetively. An equation that deomposes the intrinsi and extrinsi noise on-
tributions is derived to simplify the analysis. ? ℄ give a general method to simplify the
master equation in a linear noise approximation (LNA), obtained through an Ω-expansion
of the master equation. They derive the LNA for the stationary state of a general system
of hemial reations and use it to estimate sizes, orrelations and time sales of stohasti
utuations. They demonstrate that the LNA allows a rapid haraterisation of stohasti
properties for intraellular networks over a large parameter spae. They also show that
the LNA an be made more aurate in ases where fast variables an be eliminated from
the system. In [? ℄ the same authors use the LNA of the master equation to haraterise
intraellular metabolite utuations. In both publiations, the results of the LNA are
ompared to simulation of the master equation.
6.2 Hybrid methods
? ℄ present a simulation approah for hybrid stohasti and deterministi reation models.
The system is adaptively partitioned into deterministi and stohasti parts based on a
given riteria at eah time step of the simulation. They present two algorithmi shemes.
The `diret hybrid method' expliitly alulates whih reation ours and when it ours.
The `rst and next reation method' generates a putative time for eah reation. The rea-
tion orresponding to the smallest time is hosen to our; the state aording updated and
the proess repeated. ? ℄ derive the rst-order partial dierential equations for probability
distribution funtion from stohasti dierential equations desribing approximate kinetis
of a single ell. Resulting equations are used to alulate mRNA-protein distribution in the
ase of single gene regulation and the protein-protein distribution in the ase of two-gene
regulatory systems. In [? ℄ the same authors present a hybrid stohasti and determin-
isti treatment of the NF-κB regulatory module to analyse a single ell regulation. They
ombine ordinary dierential equations, used for the desription of fast reation hannels
of proesses involving a large number of moleules, with a stohasti swith to aount for
the ativity of the genes involved. ? ℄ makes two approximations to the exat stohasti
desription of a gene regulatory network: the ontinuous approximation onsidering only
the stohastiity due to the gene ativity; and the mixed approximation attributing the
additional stohastiity to the mRNA transription/deay proess. The underlying dis-
tribution is then desribed by a system of partial dierential equations derived from the
dCKE after spei assumptions on the oeients A,B and W . ? ℄ take a dierent
approah by deiding on the y whih approah to use. Studying the stohasti simulation
of signal transdution via alium, the authors observe that the transition from stohasti
to deterministi ours within a range of partile numbers that depends the phase spae
of the system.
Yet another approah is given in [? ℄ where a novel multidimensional stohasti frame-
work is proposed to model multi-gene expression dynamis. Inspired by the dCKE, they
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propose a new experimental sheme whih will measure the instantaneous transition prob-
abilities. Given experimental data, one ould obtain the oeients of the dCKE, whih
an then be solved to obtain the distribution and the orresponding moments and orre-
lations. ? ℄ analyse noise in a negatively feedbak-regulated transription fator (TF)
and the eets of the feedbak loop on a gene repressed by the same TF using a modied
Gillespie algorithm (provided by SmartCell). The authors nd that within a ertain range
of repression strength, the negative feedbak loop minimises the noise whereas outside this
range, noise is inreased. It is proposed that this may arise from plasmid utuations.
7 Conlusions
The appliation of stohasti models is usually motivated by unertainty arising from vari-
ability. In the engineering and physial sienes the variability arises mainly from measure-
ments. In systems biology the variability arises mainly from the omplexity of intraellular
proesses. By omplexity we mean the fat that in a partiular biologial network we are
fored to eliminate many variables that are inuening the observation we make. While
the assumptions of onstant temperature, pH level, volume and water balane may not
worry most modellers, the large number of unmodelled variables may be of greater on-
ern. Impliit in most stohasti models is the assumption of a well-mixed homogeneous
environment in whih there are more non-reative ollisions than the reative ones. More
realisti spatial representations are therefore an inreasingly important researh theme in
systems biology. In gene expression a very small number of moleules ontrols potentially
very large moleular populations, suggesting hybrid approahes to ombine stohasti and
deterministi formalisms. Many ellular proesses, for instane the dierentiation of stem
ells, are multistable systems for whih state-of-the-art single-ell measurements are pro-
viding inreasingly valuable data with nanometre and milliseond resolution. The advane
of these tehnologies allows us to monitor the transription of individual genes, leading
also to a demand for advaned stohasti modelling and simulation.
Motivated by appliations of stohasti models in systems biology, we desribed a prob-
abilisti framework based on Markov proesses to represent biohemial reation networks.
We provided a novel derivation of the dierential Chapman-Kolmogorov equation for a
general Markov proess made up of both ontinuous and jump proesses. Then we re-
viewed the formal relationships between the equations referred to in the systems biology
literature, establishing a family tree for stohasti models in systems biology, providing
expliit derivations of their formal relationship and larifying assumptions involved in a
ommon framework (See Figure 2). Our derivation starts with the denition of a time-
derivative unlike Gardiner who starts with the expetation of an arbitrary funtion. We
plae no restritions on the probability distribution, whereas Gardiner assumes it to be
onned to a region that has a surfae, and the probability being zero on the surfae.
The master equation gives the jump part of the Markov proess while the FPE gives the
ontinuous part. The derivation of FPE in ? ℄ and ? ℄ involves approximation of the
master equation by investigating the limit of a jump proess.
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Figure 1: Graphial interpretation of the Chapman-Kolmogorov equation. The probabil-
ity of a transition (x0 → x) an be obtained by summing probabilities of all
transitions (x0 → z → x), via intermediate states z.
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Figure 2: Interrelationships for the stohasti models and their simulation whih are ov-
ered in this paper. The oeients A,B,W respetively refer to the drift-vetor,
diusion-matrix and the transition-rate in the dCKE. QSSA stands for Quasi-
Steady-State Assumption.
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