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The halt scheme for quantum Turing machines, originally
proposed by Deutsch, is reformulated precisely and is proved
to work without spoiling the computation. The “conflict”
pointed out recently by Myers in the definition of a univer-
sal quantum computer is shown to be only apparent. In the
context of quantum nondemolition (QND) measurement, it is
also shown that the output observable, an observable repre-
senting the output of the computation, is a QND observable
and that the halt scheme is equivalent to the QND monitoring
of the output observable.
PACS numbers: 89.70.+c, 03.65.-w, 03.65.Bz
Since Shor [1] found efficient quantum algorithms for
the factoring problem and the discrete logarithm prob-
lem, which are considered to have no efficient algo-
rithms in computational complexity theory and applied
to public-key cryptosystems [2], a great deal of attention
has focused on quantum computation [3]. The notion
of quantum algorithm is currently defined through two
different approaches: (1) quantum Turing machines [4,5]
and (2) quantum circuits [6,7]. While a circuit represents
a single algorithm for a set of size-limited input data,
a universal Turing machine [8] models a programmable
computing machine which can compute every recursive
function by reading the program as a part of the in-
put data. In quantum computation, Deutsch [4], Bern-
stein and Vazirani [5] showed constructions of universal
quantum Turing machines. In a recent article Myers [9]
pointed out, however, a “conflict” in the definition of a
quantum Turing machine and questioned the computa-
tional power of universal quantum Turing machines. The
purpose of this letter is to show that the “conflict” is only
apparent.
A Turing machine is a deterministic discrete-time dy-
namical system including a bilateral infinite tape and a
head to read and write a symbol on the tape. Its con-
figuration is determined by the internal state q of the
machine, the position h of the head on the tape, and the
symbol string T on the tape. For any integer i the sym-
bol in the cell at the position i on the tape is denoted by
T (i). If C denotes a configuration of a Turing machine,
the internal state, the head position, and the tape string
in the configuration C are denoted by qC , hC , and TC ,
respectively; and hence we can write C = (qC , hC , TC).
The time evolution of the Turing machine is determined
by the (classical) transition function δc such that the re-
lation δc(p, σ) = (τ, q, d) represents the transition of the
configutation that if the internal state is p and if the
head reads the symbol σ then the head writes the sym-
bol τ on the tape, the internal state turns to q, and the
head moves one cell to the direction d = +1 (right) or
d = −1 (left). Thus, if δc(qC , TC(hC)) = (τ, q, d), the
configuration C = (qC , hC , TC) changes as
(qC , hC , TC)→ (q, hC + d, T
τ
C), (1)
where T τC denotes the tape string such that T
τ
C(i) = TC(i)
if i 6= hC , and that T
τ
C(hC) = τ .
A quantum Turing machine is the quantization of a
classical Turing machine. Its quantum state is repre-
sented by a vector in the Hilbert space spanned by the
computational basis, a complete orthonormal system in
one-to-one correspondence with the set of configurations
of the classical machine. Thus, the computational basis
is represented by
|C〉 = |qC〉|hC〉|TC〉 (2)
for any configuration C of the classical machine. The
time evolution of the quantum Turing machine is de-
scribed by a unitary operator U determined by the
complex-valued quantum transition function such that
the relation δ(p, σ, τ, q, d) = c represents that the classi-
cal transition (p, σ) 7→ (τ, q, d) occurs with the amplitude
c. Thus the time evolution operator U is determined by
U |qC〉|hC〉|TC〉
=
∑
τ,q,d
δ(qC , TC(hC), τ, q, d)|q〉|hC + d〉|T
τ
C〉. (3)
The result of a computation is obtained by measur-
ing the tape string after the computation has been com-
pleted. Unlike the classical case, the machine configu-
ration cannot be monitored throughout the computation
because of the inevitable disturbance caused by measure-
ment. Thus, the machine needs a specific halt scheme
to signal actively when the computation has been com-
pleted. The halt scheme proposed by Deutsch [4] is as
follows. Deutsch introduced an additional single qubit,
called the halt qubit, together with an observable nˆ0,
called the halt flag, with the eigenstates |0〉 and |1〉, so
that the internal state q is represented by the state vec-
tor |q〉|1〉 if q is the final state in the classical picture or
by |q〉|0〉 otherwise. Then, the halt qubit is initialized
to |0〉 before starting the computation, and every valid
quantum algorithm sets the halt qubit to |1〉 when the
computation has been completed but does not interact
with the halt qubit otherwise. Deutsch claimed that the
observable nˆ0 can then be periodically observed from the
outside without affecting the operation of the machine.
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Recently, Myers [9] argued that a measurement of the
halt qubit might spoil the computation. Myers’s argu-
ment, with some modifications, runs as follows. After N
steps of computation the machine is, in general, in such
a superposition of states of the computational basis as
∑
α
cα|qα〉|hα〉|Tα〉|0〉+
∑
β
cβ |qβ〉|hβ〉|Tβ〉|1〉. (4)
If after each step we have either cα = 0 for all α or
cβ = 0 for all β, then the halt flag can be measured
repeatedly during a computation without changing the
state and a forteori without spoiling the computation.
But, because of quantum parallelism [4,10], there should
be cases where we have some NB ≫ NA such that after
N steps with NA < N < NB neither of the above holds.
Then the state (4) can be written as
cA|A〉|0〉+ cB|B〉|1〉, (5a)
where
cA|A〉 =
∑
α
cα|qα〉|hα〉|Tα〉 6= 0, (5b)
cB|B〉 =
∑
β
cβ |qβ〉|hβ〉|Tβ〉 6= 0. (5c)
In this range of steps the state entangles the non-halt
qubits with the halt qubits, so that the measurement of
the halt flag changes the state and, Myers concluded,
spoils the computation.
In what follows, it will be proved that the measurement
of the halt flag, though changes the state, does not spoil
the computation so that the halt scheme works even in
the entangled case.
The precise formulation of the halt scheme is given as
follows.
(I) The halt flag nˆ0 is measured instantaneously after
every step. This measurement is a precise measurement
of the observable nˆ0 satisfying the projection postulate,
i.e., the measurement changes the state as follows:
cA|A〉|0〉+ cB|B〉|1〉
→
{
|A〉|0〉 if the outcome is nˆ0 = 0
|B〉|1〉 if the outcome is nˆ0 = 1
(II) Once the halt qubit is set to the state |1〉, the
quantum Turing machine no more changes the halt qubit
nor the tape string [11], i.e.,
U |qC〉|hC〉|TC〉|1〉 =
∑
q,d
cq,d|q〉|hC + d〉|TC〉|1〉 (6)
for any configuration (qC , hC , TC) with nˆ0 = 1, where
cq,d = δ(qC , TC(hC), TC(hC), q, d). (7)
(III) After the measurement of the halt flag nˆ0 gives
the outcome 1, the tape string Tˆ is measured and the
outcome of this measurement is defined to be the output
of the computation.
In order to prove that the measurement of the halt flag
nˆ0 does not spoil the computation, it suffices to prove
that the probability distribution of the output is not af-
fected by monitoring of the halt flag. Let P be the spec-
tral projection of nˆ0 corresponding to the eigenvalue 1,
i.e.,
P = I ⊗ I ⊗ I ⊗ |1〉〈1|. (8)
Since the tape is always filled with a finite sequence of
symbols from a finite set of available symbols other than
blank cells, the number of all the possible tape strings
is countable, so that we assume them to be indexed as
{T1, T2, . . .}. Thus, the observable Tˆ describing the tape
string can be represented by
Tˆ =
∞∑
j=1
λjI ⊗ I ⊗ |Tj〉〈Tj | ⊗ I, (9)
where {λ1, λ2, . . .} is a countable set of positive numbers
in one-to-one correspondence with {T1, T2, . . .} [12]. Let
Qj be the spectral projection of Tˆ pertaining to λj , i.e.,
Qj = I ⊗ I ⊗ |Tj〉〈Tj | ⊗ I. (10)
We shall write P⊥ = I − P and Q⊥j = I −Qj .
Let Pr{output = Tj |monitored} be the probability of
finding the output Tj up to N steps by the halt scheme.
Let Pr{output = Tj |not-monitored} be the probability
of finding the output Tj by the single measurement after
N steps. We shall prove
Pr{output = Tj|monitored}
= Pr{output = Tj|not-monitored} (11)
Let ψ be an arbitrary state vector. If ψ is the state of
the machine before the computation, we have
Pr{output = Tj|not-monitored} = ‖PQjU
Nψ‖2. (12)
By the projection postulate, the joint probability of ob-
taining the outcome nˆ0 = 0 at the times 1, . . . ,K−1 and
obtaining the outcomes nˆ0 = 1 and Tˆ = λj at the time
K is given by
‖PQj(UP
⊥)Kψ‖2 (13)
(see [13] for the general formula for joint probability dis-
tribution of the outcomes of successive measurements),
and hence we have
Pr{output = Tj|monitored}
= ‖PQjψ‖
2 + ‖PQjUP
⊥ψ‖2 + · · ·
+ ‖PQj(UP
⊥)Nψ‖2. (14)
Thus, it suffices to prove the relation
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‖PQjU
Nψ‖2 = ‖PQjψ‖
2 + ‖PQjUP
⊥ψ‖2 + · · ·
+ ‖PQj(UP
⊥)Nψ‖2 (15)
for any N and any state vector ψ.
We first consider the case where N = 1, i.e.,
‖PQjUψ‖
2 = ‖PQjψ‖
2 + ‖PQjUP
⊥ψ‖2. (16)
From (6), the range of PQj is an invariant subspace of
U , and hence we have
PQjU
KPQj = U
KPQj (17)
for any K = 1, 2, . . .. It follows that
PQjUPQ
⊥
j =
∑
k 6=j
PQjUPQk = 0. (18)
From (17) and (18), we have
PQjUψ = PQjUPQjψ + PQjUPQ
⊥
j ψ + PQjUP
⊥ψ
= UPQjψ + PQjUP
⊥ψ. (19)
From (17), we have
〈UPQjψ|PQjUP
⊥ψ〉 = 〈PQjUPQjψ|UP
⊥ψ〉
= 〈UPQjψ|UP
⊥ψ〉
= 0, (20)
From (19) and (20), we obtain (16).
The proof for general N runs as follows. We use math-
ematical induction and assume that (15) holds for N−1.
By replacing ψ by UN−1ψ in (16), we have
‖PQjU
Nψ‖2 = ‖PQjU
N−1ψ‖2 + ‖PQjUP
⊥UN−1ψ‖2.
(21)
From (17), we have P⊥UP =
∑
j P
⊥UPQj = 0,
and hence P⊥U = P⊥UP⊥ so that P⊥UN−1 =
P⊥(UP⊥)N−1. It follows that
‖PQjUP
⊥UN−1ψ‖2 = ‖PQj(UP
⊥)Nψ‖2. (22)
By induction hypothesis, we have
‖PQjU
N−1ψ‖2 = ‖PQjψ‖
2 + ‖PQjUP
⊥ψ‖2 + · · ·
+ ‖PQj(UP
⊥)N−1ψ‖2. (23)
Therefore, from (21), (22), and (23), we obtain (15). The
proof is completed.
While we have discussed the problem in the
Schro¨dinger picture, in what follows we shall reformulate
it in the Heisenberg picture to probe the related physi-
cal background. Now we introduce a new observable Oˆ
defined by
Oˆ =
∞∑
j=1
λjI ⊗ I ⊗ |Tj〉〈Tj | ⊗ |1〉〈1|. (24)
It is easy to see that the eigenvalue 0 means that the com-
putation has not been completed and that the eigenvalue
λj means that the computation has been completed and
the output is given by the tape string Tj ; it is natural
to call Oˆ the output observable of the quantum Turing
machine. The time evolution of the output observable Oˆ
is described by the Heisenberg operators
Oˆ(N) = (U †)N OˆUN , (25)
where the time N is defined to be the instant just after
N steps of computation.
The problem of the validity of the halt scheme dis-
cussed previously is now reformulated as the following
problem: Can the output observable be measured after
each step without disturbing the outcomes of the future
measurements? This is a problem of quantum nondemo-
lition (QND) measurement, the notion proposed previ-
ously for the gravitational wave detection [14,15]. Ac-
cording to the theory of QND measurement, if each mea-
surement satisfies the projection postulate, the condition
for the successful QND measurement is that the Heisen-
berg operators are mutually commutable, i.e.,
[Oˆ(N), Oˆ(N ′)] = 0 (26)
for any N,N ′; in this case, Oˆ is called a QND observable.
In fact, in this case the joint probability distribution of
the repeated measurement of Oˆ at each time is the same
as the joint probability distribution of the simultaneous
measurement of the observables Oˆ(1), Oˆ(2), . . ., in the
Schro¨dinger picture, at the initial time [16].
Now I will prove that the output observable Oˆ is a
QND observable. For any µ = 0, λ1, λ2, . . . and any
N = 0, 1, . . ., the spectral projection EN (µ) of Oˆ(N) per-
taining to the eigenvalue µ is given by
EN (0) = (U
†)N (I ⊗ I ⊗ I ⊗ |0〉〈0|)UN ,
EN (λj) = (U
†)N (I ⊗ I ⊗ |Tj〉〈Tj | ⊗ |1〉〈1|)U
N ,
where j = 1, 2, . . .. In order to prove that Oˆ is a QND
observable, it suffices to prove that
[EN (λj), E0(λk)] = 0 (27)
for any N and any j, k. From (8) and (10) we have
EN (λj) = (U
†)NPQjU
N . (28)
From (17) with K = N and (28), we have
EN (λj)E0(λj) = E0(λj). (29)
Hence, for j 6= k we have
EN (λj)E0(λk) = EN (λj)EN (λk)E0(λk) = 0. (30)
Thus, (27) holds for any j, k, and therefore Oˆ is a QND
observable.
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In the following, the validity of the halt scheme will be
proved in the Heisenberg picture. Let N ≥ N ′. Since
EN (0) = I −
∑
j EN (λj), from (29) and (30) we obtain
the following relations:
EN (λj)EN ′(λk) = δjkEN ′(λj), (31a)
EN (λj)EN ′(0) = EN (λj)− EN ′(λj), (31b)
EN (0)EN ′(λj) = 0, (31c)
EN (0)EN ′(0) = EN (0). (31d)
From the above relations, for any initial state ψ we
have
Pr{Oˆ(0) = 0, . . . , Oˆ(K − 1) = 0, Oˆ(K) = λj}
= ‖E0(0) · · ·EK−1(0)EK(λj)ψ‖
2
= ‖EK(λj)ψ − EK−1(λj)ψ‖
2.
It follows that
Pr{output = Tj|monitored}
= Pr{Oˆ(0) = λj}+
N∑
K=1
Pr{Oˆ(0) = 0, . . . , Oˆ(K − 1) = 0, Oˆ(K) = λj}
= ‖E0(λj)ψ‖
2 +
N∑
K=1
‖EK(λj)ψ − EK−1(λj)ψ‖
2
= ‖EN(λj)ψ‖
2
= Pr{Oˆ(N) = λi}
= Pr{output = Tj |not-monitored}.
Thus, we have proved again (11) in the Heisenberg pic-
ture.
In (III) of the formulation of the halt scheme in this
paper, it is assumed that the measurement to obtain the
output is allowed only for the observable Tˆ describing di-
rectly the symbol string on the tape, while in Deutsch’s
formulation [4,6] and in later work no such restriction has
been taken place. However, it is an unavoidable assump-
tion in the definition of quantum Turing machine. In
fact, if this assumption is dropped, any function is com-
putable without any computational time. To see this,
suppose that the tape strings are encoded by the natu-
ral numbers. Let |Tn〉 be the computational basis state,
ignoring the inessential degeneracy, in which the tape
string is the one encoded by n and let Tˆ be the observ-
able such that Tˆ |n〉 = n|Tn〉. Only such Tˆ is allowed to
measure for obtaining the output. Otherwise, given any
function f of the natural numbers and a natural number
n, if one prepares the tape in the state |Tn〉 and mea-
sures the observable f(Tˆ ), one gets f(n) surely without
any computation. This contradicts the Church-Turing
principle. Thus, we cannot allow even the measurement
of f(Tˆ ) unless f is a polynomial time computable func-
tion. In order to maintain arguments which do not follow
the present assumption, it is worth noting that the mea-
surement of another observable Aˆ to obtain the output is
justified with additional computational steps n, if Aˆ can
be represented as Aˆ = (U †)nTˆUn.
Bernstein and Vazirani [5] required the synchronization
of computational paths so that every computational path
reaches a final configuration simultaneously. Since the
time evolution may spoil the output of computation, the
output cannot be observed unless the exact halting time
is previously known. Thus, the halt scheme should be
required for the observability of the output even when
the paths are synchronized.
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