Abstract-For a binary sequence Sn = {si} n i=1 ∈ {±1} n , the peak sidelobe level (PSL) is defined as
I. INTRODUCTION
Let S n = {s i : i = 1, 2, ..., n} ∈ A n , n > 1, where A n = {±1} n . Define
s i s i+k , k = 1, 2, , ..., n − 1.
The peak sidelobe level (PSL) M (S n ) of a sequence S n , is M (S n ) = max k=1,2,...,n−1
Let μ n stand for the optimal value of the PSL over the set A n :
The problem of estimating the optimal PSL is of importance in design of synchronization and radar sequences [3] , [4] , [9] . Study of the problem started in 1950's. A special attention has been given to estimation of typical PSL. Since this is our central interest in this paper, let us mention several relevant results. Moon and Moser [8] proved that for almost all sequences,
Mercer [7] showed that
but left the question of whether such an improvement is possible for almost all binary sequences open. Dmitriev and Jedwab [2] conjectured and provided an experimental evidence that the typical PSL is ∼ √ n ln n. In this paper we prove that indeed, for almost all binary sequences S n of length n, M (S n ) = Θ( √ n ln n). Moreover, it is shown that asymptotically almost surely
The presentation is organized as follows. In Section II we recall a theorem due to Moon and Moser [8] for the number of sequences S n such that M k (S n ) = r for any k = 1, 2, ..., n − 1, and r = −n, ..., n − 1, n. We then provide estimates for binomial coefficients allowing approximation of the Moon-Moser formula by tails of the Gaussian distribution with vanishing error. We proceed with proving the upper bound in (1) . For, via the Moon-Moser theorem, we relate the number of sequences S n with M (S n ) > 2n(ln n + δ(n)), for δ(n) satisfying some natural restrictions, to certain binomial sums. Section III derives a lower bound for the number of sequences S n with M (S n ) > n(ln n + δ(n)), by looking only at autocorrelations with shifts ≥ n/2. This allows considering M k (S n ), k = n/2 + 1, ..., n, as a collection of linear forms with coefficients s 1 , ..., s n/2 and variables s n/2+1 , ..., s n . We then apply the Azuma inequality (see e.g. [1] ) to show concentration of M (S n ), and the results of Sections II and III to accurately locate the mean of M (S n ), and thus establish the lower bound in (1).
II. AN UPPER BOUND ON
Here we assume that a b = 0 if b is non-integer. Using estimates for binomial coefficients from [6] we obtain:
2(n−k) , where
Theorem 2.3:
Since the following proof is quite involved, let us sketch the underlying ideas of its steps. We start from partitioning the variables x 1 , ..., x n into two subsets, x 1 , x 2 ..., x n 2 and x n 2 +1 , ..., x n , and considering only M n 2 , M n 2 +1 , ..., M n−1 as random variables. This allows treating the variables from the first subset as the coefficients of a system of linear forms in n/2 variables taken from the second subset. Further we demonstrate that with high probability in such systems almost all pairs of the coefficient vectors are nearly orthogonal. Noticing that if the coefficient vectors are nearly orthogonal, the corresponding random events behave as if they are independent, we prove that the union bound is accurate for most of the systems. This finally yields a lower bound for the upper tail on the probability of the number sequences S n with M (S n ) ≥ n ln n + δ(n). Next, we use Azuma's bound to show that since M (S n ) satisfies a Lipschitz condition, the distribution of M (S n ) is concentrated, though we cannot indicate where its expectation lies. However, noticing that the expectation cannot be too small, since otherwise its upper tail, -an upper bound on the probability that M (S n ) ≥ n ln n + δ(n),-will contradict to the earlier derived lower bound on the probability of the same event, we conclude that the expectation cannot be less than approximately √ n ln n. This accomplishes the proof.
Then
and in x n 2 +1 , ..., x n , and therefore can collectively be viewed as a linear system
. . .
Notice that every choice (x 1 , x 2 , ..., x n 2 ) yields a matrix L. In the following lemma we show that the first m = o(n) rows of "almost" all such matrices L are pairwise mutually "almost" orthogonal, and quantify what we mean by "almost" by providing pertinent bounds. More explicitly, we show that the proportion of Ls with more than m 2 · n −α pairs of rows 0 ≤ j < i ≤ m, such that |C ij | ≥ √ αn ln n ("bad pairs"), is less or equal to (απ ln n) −1/2 . Lemma 3.2: Let L be generated as above, and for 0 ≤ j < i ≤ m,
Let χ ij to be the indicator variable for the event |C ij | ≥ √ αn ln n, and
Then,
CONTINUATION OF THE PROOF OF THEOREM 3.1. By Lemma 3.2, there are at least
Define L α,m,n to be the set of all L's that satisfy (4). What we have just shown is that
Note that
The number of sequences x 1 , x 2 , ..., x n , satisfying (4) and (5), is bounded from below by
Let us derive a lower bound on the last multiplicand. 
CONTINUATION OF THE PROOF OF THEOREM 3.1.
Plugging the result of Lemma 3.3 into (7) and noting (6), we obtain
Let us now provide an upper bound for
.., y n ) be vectors over {−1, +1, 0} with the number of zeros λ x = o(n) and λ y = o(n) respectively, and the scalar product
where P G (x) denotes the Gaussian probability function,
The probability of intersection of two events is never bigger than the probability of the least probable of the two events. For i < j, Lemma 3.4, with n/2 substituted for n, 
ln n · π(ln n + δ(n)) · (1 − o (1)).
This accomplishes the proof of Theorem 3.1. Using Theorem 3.1 and the Azuma inequality, we give a lower bound for the mean of M (S n ). 
