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We develop a two-dimensional stochastic continuum dislocation dynamics theory that demon-
strates a precise agreement with the collective behavior of its discrete counterpart, as a function of
applied load and with only three essential free parameters. The main ingredients of the continuum
theory is the evolution equations of statistically stored and geometrically necessary dislocation den-
sities, which are driven by the long-range internal stress, a stochastic flow stress term and, finally,
local strain gradient terms, commonly interpreted as dislocation back-stress. The agreement is shown
primarily in terms of the patterning characteristics that include the formation of dipolar dislocation
walls, which we show to be intrinsically connected to the presence of the dislocation back-stress
term. Connections of our results to theories of kinematic hardening and strain-gradient plasticity
as well as to the Bauschinger effect are discussed.
Crystals primarily deform through the motion of dis-
locations [1]. This sole fact can provide key explana-
tions for the magnitude and character of uniaxial and
shear strength, as well as the plastic crystalline behavior.
Nevertheless, it has been relatively unknown whether the
pattern of such dislocation ensembles, as they move, can
influence the magnitude and/or character of crystalline
mechanical strength and plastic behavior. It has been
suggested that the transition between Stage II and Stage
III hardening regimes in metals is associated to disloca-
tion patterning, grain-boundary formation and disloca-
tion cell walls(see for example, Refs. [2–8]).
Also, it has been observed that plastic yielding due
to mechanical fatigue is preceded by the formation of
complex dislocation patterns that have been labeled as
“vein structures”, typically observed in TEM after multi-
ple thousands of fatigue cycles [9–11]. These microstruc-
tures have been associated to the formation of dipolar
dislocation walls (DDWs): aligned structures of many
opposite-signed dislocations which strongly attract but
may not annihilate, since they are located in nearby, but
different, slip-planes. Such DDWs have been commonly
observed but their dynamic origin is as much unknown as
the very origin of the vein structures. However, it is clear
that the wall’s highly stable character would hinder fur-
ther homogeneous dislocation motion and eventually lead
to strain-localization through the formation of persistent
slip bands (PSB) [12, 13]. The mechanisms that drive
this remarkable transition sequence (homogeneous plas-
ticity to dipolar walls to PSBs) during persistent fatigue,
remains elusive. Emergent dislocation patterning is not
only interesting in relation to analogous phenomena in
statistical mechanics [14], but also it correlates with the
vital technological interest of characterizing and predict-
ing the lifetime of mechanical components [9].
In general, neither the dynamical or energetic origin of
DDWs was clarified, nor their relation to backstress terms
(a) (b)
FIG. 1. A gradient in the GND density is one form of spatial
correlations that may affect local strength (through the back-
stress τb) and lead to different yielding thresholds for panels
(a) and (b). Configuration of panel (b) is stronger (weaker) if
D < 0 (D > 0). The dashed lines denote spatial discretization
which is necessary to define continuous densities.
appearing in continuum dislocation dynamics. These lat-
ter dislocation force components are typically associated
with the Bauschinger effect and represent key ingredients
of kinematic hardening theories [1, 15, 16]. In disloca-
tion dynamics and strain-gradient plasticity theories [17],
such terms involve non-linear derivatives of the local dis-
location density, however their precise form has been elu-
sive [18, 19].
In this Letter, we develop a stochastic continuum
model that displays the spontaneous formation of dis-
location walls through a dynamical transition [14], and
can be used to establish basic constitutive rules for con-
tinuum dislocation plasticity theories. The key ingre-
dient is a particular form of dislocation backstress that
arises from a consistent coarse-graining procedure and
contains a dimensionless prefactor D. We show that sig-
nificant DDW formation occurs only when D < 0, and in
this case our continuum model becomes consistent with
discrete dislocation dynamics (DDD) results [20]. Our
results, therefore, shed new light on the origin of the
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TABLE I. Summary of the units of dimensionless quantities.
Quantity Unit
Distance (x) ρ
−1/2
0
Stress (τ) Gbρ
1/2
0
Plastic strain (γ) bρ
1/2
0
Time (t) MGb2ρ0
Dislocation density (ρ, κ) ρ0
backstress as well as its role in dislocation patterning of
bulk single crystals, and provide a successful multi-scale
description of the dynamics in single-slip edge dislocation
systems.
The emergence of dislocation patterns has been inves-
tigated numerically using multiple approaches, includ-
ing two-dimensional(2D) [20–28], three-dimensional (3D)
DDD [29, 30], as well as continuum dislocation dynamics
(CDD) [31–34]. Realistic 3D-DDD have been too expen-
sive and remain below 1% strain in bulk conditions, while
CDD has not yet captured local entanglement and back-
stress interactions that are expected to play critical role
in patterning [35, 36]. In contrast, 2D-DDD methods
not only are numerically tractable at large strains, but
also a rigorous coarse graining procedure has been de-
veloped for the special case of edge dislocations in single
slip [18, 37, 38]. In this Letter, we will investigate the
continuum description of patterns in this case.
We consider a configuration of straight parallel edge
dislocations, lying along the z axis with their Burgers
vectors pointing in the x direction. We assume to track
the motion of dislocations on the z = 0 plane. To em-
ulate an infinite crystalline medium, periodic boundary
conditions (PBC) are applied at the borders of the square
shaped simulation area of size L×L. The Burgers vector
can be written as bi = sib, where b = (b, 0), si = ±1,
and 1 ≤ i ≤ N , with N being the total number of dis-
locations. To mimic easy glide a linear relationship is
assumed between the Peach-Koehler force and the dislo-
cation velocity [39]. For further information on our 2D-
DDD simulations, please see Supplementary Information.
The typical evolution of a dislocation configuration can
be seen in the left column of Fig. 2(a). At zero ap-
plied shear stress τext no clear pattern can be observed
even though there are specific local (low energy) config-
urations: Opposite sign dislocations organize into short
dipoles whereas those of identical sign form short verti-
cal walls. As τext increases, dislocation patterns become
increasingly heterogeneous with predominant long dense
vertical walls [20]. These DDWs are induced by the pos-
itive external stress and represent the most stable con-
figuration that can be formed in this 2D system. The
stress-strain curve corresponding to this process is seen
in Fig. 2(b) (see also [20, 24]). Recently, it has been
shown that orientation of the slip system with respect
to the simulation box strongly influences the correlation
properties of the dislocation network at large strains [40].
This type of boundary condition sensitivity is common to
patterning instabilities in condensed matter systems with
long-range interactions [41]. In all such systems, the lo-
cal interaction that causes the instability is believed to be
independent of the particular boundary condition to be
investigated. Thus, in the present system, the emergent
local order is not expected to be affected by boundary
conditions at small strains.
In order to identify the precise continuum form of the
DDW instability in the 2D-DDD simulations, we con-
sider the theory that has been directly derived from the
equations of motion (see SI) using a rigorous coarse grain-
ing procedure [38], and is based on the continuous den-
sity fields ρ±(r, t) of dislocations with identical (+ or
−) sign, and the corresponding total dislocation den-
sity ρ = ρ+ + ρ− and geometrically necessary dislocation
(GND) density κ = ρ+−ρ−. The recently revisited form
of the evolution equations are as follows:
∂tρ+ = −∂x
{
ρ+
[
τext + τsc + τb − 2ρ−
ρ
τf + τd
]}
, (1)
∂tρ− = +∂x
{
ρ−
[
τext + τsc + τb − 2ρ+
ρ
τf − τd
]}
, (2)
where
τsc(r, t) =
∫
τind(r − r′)κ(r′, t)d2r′ (3)
is the long-range (or “self-consistent”) stress field of
GNDs which together with the external field τext repre-
sents the experimentally measurable average shear stress
in a small volume around r. This is complemented by the
flow stress τf = αρ
1/2 and gradient stress components
τb(r, t) = −D
ρ
∂xκ(r, t) and τd(r, t) = −A
ρ
∂xρ(r, t).
(4)
In the equations above, α, D and A are dimensionless
constants.
The origin of the flow stress τf and local gradient terms
τb (back-stress) and τd (diffusion stress) is clear from the
formal derivation of the theory [38]: They stem from
the fact that dislocations are not positioned randomly
but are spatially correlated, a fact that has been already
postulated by Wilkens based on energetic considerations
[42] and also demonstrated in numerical simulations [43].
Dislocation patterns themselves are also a manifestation
of these correlations. As of the physical meaning of
these terms, flow stress is the result of the small-scale
correlated substructures (most importantly, dislocation
dipoles) that may be stable against external load. In-
deed, in Eqs. (1,2) τf is multiplied by ρ± expressing that
dislocations can only be withheld by dislocations of op-
posite sign. Interpretation of gradient terms are more
subtle: They can be envisaged as a correction to the flow
stress. In particular, due to the back-stress term local
strength may depend on the gradient of the GND den-
sity as depicted in the sketch of Figure 1. According to
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FIG. 2. Comparison of dislocation pattern evolution and plas-
tic response for DDD and SCDD simulations. In the case of
SCDD the following simulation parameters were used: a = 2,
D∗ = 0.25, A = 1.0, and Y = 0.5. (a): Dislocation config-
urations obtained by DDD (left column) and density maps
from SCDD simulations (total and GND densities in the mid-
dle and left columns, respectively). The rows correspond to
different applied stresses as indicated on the left side. Note
that due to the PBC the actual position of the emerging ver-
tical walls does not bear any physical relevance. (b): Average
stress-strain curves for the two types of simulations.
the sign of parameter D the strength of the local volume
in Fig. 1(b) may be larger (for D < 0) or smaller (for
D > 0) than that of Fig. 1(a). Similar explanation can
be given for the diffusion stress τd.
The continuum theory does not yield exact values for
the parameters α, D, and A; one must, therefore, con-
sider them as fitting parameters. The results of DDD
simulations summarized above, however, give insight on
possible values. As seen in Fig. 2(a) the strongest possi-
ble dislocation configuration is the dipolar wall structure.
According to Fig. 1 this implies the necessity of the back-
stress term τb and that D < 0. However, it was shown
before that in weakly polarized systems (that is, for
p := κ2/ρ2  1) D is positive [44]. One must, therefore,
assume that D is dependent on the level of polarization
p. To take this into account we introduce an arbitrary in-
terpolation function D(p) := D∗[(1−tanh(10(p−0.5))]/2
for which D(0) ≈ D∗ and D(1) ≈ −D∗.
The numerical implementation is based on the phase-
field functional:
P [ρ, κ] = Eel +
∫ [
Aρ ln (ρ) +
D(p)
2
κ2
ρ
]
d2r, (5)
where Eel is the mean-field stored elastic energy of the
system (measured in units of Gb2) [38]. It was shown be-
fore that Eqs. (1,2) can be derived from Eq. (5) assum-
ing that |κ|  ρ and that P can only decrease during
the evolution of the system [38]. In the present imple-
mentation, densities are discretized on a regular grid of
cell size a, and the flow stress τf is replaced by a local
stochastic variable (representing the fluctuations of the
underlying dislocation microstructure at every cell). For
the distribution of the yield stress, in accordance with
recent DDD results, a Weibull distribution is used with
shape parameter 1.4 and scale parameter Y [45]. We ap-
ply extremal dynamics: At every timestep, dislocation
activity takes place at the site where decrease in P is the
largest and this consists of a quantum of dislocation flux
∆ρ = a−2 (of either positive or negative dislocations)
flowing through the cell boundary. If no such cell exists,
external stress τext is increased until one cell is triggered.
Further details of the implementation are summarized in
the Supplementary Material. In the rest of this Letter
we will refer to this model as stochastic continuum dis-
location dynamics (SCDD).
In accordance with our 2D-DDD simulations, at t = 0
a random pattern of ρ+ and ρ− is assumed, and initially
a relaxation step is performed at τext = 0. Then, the ex-
ternal stress τext is quasi-statically increased. The center
and right column of Fig. 2(a) depicts this evolution for
a given parameter set (D∗ = 0.25, A = 1.0, Y = 0.5,
a = 2). A remarkable similarity is obtained between
DDD and SCDD in both total and GND profiles at anal-
ogous stress levels. We quantitatively compare DDD and
SCDD results by introducing the spatial cross-correlation
3
function of dislocations of opposite sign as
C+−(∆r) =
∫
ρ+(r)ρ−(r + ∆r)d2r (6)
and consider its average along y: C+−(∆x) =
〈C+−(∆x,∆y)〉∆y which measures the polarization of in-
dividual configurations. The insets of Fig. 3 show that a
strong asymmetry emerges upon plastic deformation for
both models. We identify this asymmetry as the most
basic origin of the Bauschinger effect [46]. Furthermore,
we introduce o :=
∫ a
0
[C+−(∆x) − C+−(−∆x)]d∆x as a
measure of internal polarization. According to Fig. 3,
this parameter initially increases linearly with strain for
both models. At larger strains, there is an observable
difference that may be attributed to various finite-size
effects that emerge in different ways in the two distinct
simulation approaches.
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FIG. 3. (left panel): Evolution of the parameter o as a func-
tion of the plastic strain γ for the two different models. (right
panels): C+− cross correlation functions for SCDD (top) and
DDD (bottom). The simulation parameters are the same as
in Fig. 2.
We now address the role of SCDD parameters in the
patterning instability. Figure 4 plots the dependence of
parameter o on the coefficients of the gradient terms D
and A. The presence of DDWs is only weakly affected by
A and is conditioned on D∗ & 0.2, that is, D . −0.2 in
the fully polarized case. This means that, as expected,
the backstress τb strongly influences the dipolar wall for-
mation. Moreover, τd is a diffusive term [38], so increas-
ing A leads to smoothening of the dislocation patterns,
whereas modifying Y and a primarily affect the scale and
shape of the stress-strain curves. A more detailed analy-
sis will be published elsewhere.
It is instructive to compare the continuum plasticity
theory with general elastoplastic constitutive models and
in particular, with those of kinematic hardening [1]. The
backstress term appearing therein has the phenomenolog-
ical role of modeling the Bauschinger effect observed at
reversed loading with the appropriate translation of the
yield surface. In this Letter, we showed that there is an
explicit correspondence: since τb in Eqs. (1,2) can also be
considered as an asymmetric correction to τy, and using
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FIG. 4. The value of parameter o at yielding for Y = 0.5 and
a = 2 at plastic strain of γ = 2. Significant wall formation
can only be observed for D∗ & 0.2.
the identity ∂tκ(r, t) = −∂xγ˙(r, t), with the GND density
connected to the shear component γ˙ of the plastic strain
rate, one arrives at τ˙b = (D/ρ)∂
2
xγ˙ that is analogous to
the phenomenological rate equation of Melan and Prager
(τb ∝ γ˙) [47, 48] (the appearance of the second deriva-
tive reflects the strain-gradient origin of the Bauschinger
effect and the backstress in microscopically derived con-
tinuum theories of dislocation behavior). The simula-
tions presented above, therefore, emphasize the micro-
scopic origin of the backstress: The asymmetry of the
yield surface in kinematic hardening is the result of the
bulid-up of asymmetric dislocation sub-structures (polar-
ized walls in the present set-up). Furthermore, backstress
terms are also used in gradient plasticity theories to ac-
count for the short-range interactions in pile-ups close to
grain boundaries [49]. Such terms exhibit the same form
as Eq. (4) but with a positive dimensionless prefactor,
while we obtained D < 0 here at high polarization. The
difference can be readily explained by noticing that pile-
ups mainly consist of GNDs. In such a case, if the pile-
up contains only, e.g., + dislocations (that is, κ = ρ) the
flow-stress disappears from Eq. (1) and only the ρ ln(ρ)-
type term gives a stress contribution from Eq. (5). This
means that the two gradient terms merge into one as
τb + τd = −(A/ρ)∂xρ. Since negative A would lead to
anti-diffusion and immediate blow-up of the dislocation
structure, it follows that in the fully polarized situation,
in accordance with gradient plasticity theories, only one
back-stress term remains preceded with a positive pref-
actor even with D < 0.
In summary, SCDD does not only provide precise de-
scription of its microscopic DDD counterpart, thus rep-
resenting a successful multi-scale step, but it also synthe-
sizes previous theoretical approaches of dislocation pat-
tern formation, kinematic hardening, and strain gradi-
ent plasticity in a simple 2D setting. By identifying the
physical interpretation and key role of the strain gradient
terms our results may serve as a starting point for more
complex 3D implementations.
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Supplementary Material
I. NUMERICAL METHODS
1. Discrete dislocation dynamics
The motion of N straight parallel edge dislocations is simulated in single slip. The Cartesian coordinate system
is chosen such that the dislocations are parallel to the z axis and the slip direction as well as the Burgers vectors
(of equal length b) point along the x axes. Possible directions of the Burgers vector b are distinguished by the sign
s = ±1 as bi = si(b, 0), where 1 ≥ i ≥ N . We prescribe dislocation charge neutrality (
∑N
i=1 si = 0) and denote the
position of the dislocations in the z = 0 plane as ri = (xi, yi). The simulation area is L × L in the xy plane and
periodic boundary conditions (PBC) are assumed at all sides. Dislocation motion is assumed to be overdamped, so
equation of motion of discrete dislocations can be written as:
x˙i(t) = si
τext + N∑
j=1,j 6=i
sjτind(ri − rj)
 ; y˙i(t) = 0, (7)
where τext is the externally applied shear stress and τind denotes the stress field of an individual positive (si = +1)
dislocation. The latter is calculated for PBC by considering an infinite amount of image dislocations both in the x
and y directions:
τind(x, y) =
∞∑
i,j=−∞
τ ibcind(x− iL, y − jL), (8)
where
τ ibcind(x, y) =
x(x2 − y2)
(x2 + y2)2
(9)
is the solution for infinite boundary conditions [50]. Note that in the equations above we used the dimensionless units
introduced in Table 1 of the main text. The equation of motion (7) is solved by a 4.5th order Runge-Kutta scheme.
The simulations are started from a random (thus non-equilibrium) configuration of dislocations. First, a relaxation
step is performed, that is, Eq. (7) is solved for each dislocation at zero applied stress, then τext is increased in a
quasistatic manner, allowing relaxation at constant stress every time a strain avalanche sets on (for details see [22]).
2. Stochastic continuum dislocation dynamics
The evolution of the dislocation densities ρ (total or statistically stores) and κ (geometrically necessary, GND) is
simulated in 2D on an equidistant grid of M ×M cells each of size a × a. The system size is thus Ma ×Ma. The
evolution of the densities is governed by the phase-field functional
P [ρ, κ] = Eel +
∫ [
Aρ ln (ρ) +
D(p)
2
κ2
ρ
]
d2r, (10)
where Eel is the mean-field elastic energy of the system:
Eel =
∫
1
2
τsc(r)γ(r)d
2r, (11)
and p = κ/ρ is a dislocation polarization. According to the theory derived earlier [38], during the evolution the
phase-field potential P must always decrease. This, however, is not of simple steepest descent type, since dislocation
flow stress plays a role similar to static friction. This leads to equilibrium configurations that are not (even local)
energy minima and also introduce history dependence and frustration into the system.
Previously, flow stress was introduced for this theory as a deterministic function of the local fields: τf (r) = α
√
ρ(r)
in agreement with the Taylor relationship (α is a dimensionless prefactor here) [18, 37, 38]. In the current model,
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FIG. S5. Dislocation density maps for different D(p) functions at τext = 0.4. (a),(b): Total density (ρ) and GND density (κ)
for D(p) = D∗ and (c),(d): for the D(p) function of the paper for which D(0) = D∗ and D(1) = −D∗. The figures demonstrate
that D < 0 is necessary for the formation of dipolar dislocation walls of finite length. The simulation parameters are identical
to those of Fig. 2 of the main text.
however, we rather assume that the flow stress is a stochastic variable in line with previous models of avalanche
dynamics both for crystalline [51] and amorphous matter [52]. Its statistics has been recently determined from discrete
dislocation dynamics simulations [45]. It was found that τf follows a Weibull distribution with shape parameter β = 1.4
and average α
√
ρ(r):
Φ(τf (r)) = 1− exp
(
−
(
τf (r)
τ0(r)
)β)
, (12)
where Φ denotes the cumulative distribution function and τ0(r) = α
√
ρ(r)/Γ(1 + 1/β).
For the sake of simplicity, in the cellular automaton representation we track the evolution of ρ+ = (ρ + κ)/2 and
ρ− = (ρ−κ)/2 signed density fields, since these quantities must always be non-negative. We also identify a dislocation
quantum of ∆ρ = 1/a2, which corresponds to exactly one dislocation. During the evolution the ρ± densities at every
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simulation step one dislocation quantum of size ∆ρ moves from one cell to its neighbor of either + or − sign.
SCDD simulations, in accordance with their DDD counterparts, start from a random pattern of density fields which
are generated by assigning a random cell for every positive and negative dislocation quantum of size ∆ρ = 1/a2. The
total number of these quanta is M2 ∗ a2/2 for both positive and negative sign dislocations since the average total
density is unity in the dimensionless units of the paper. Then, a random flow stress value is assigned to each cell
according to Eq. (12).
As explained in detail in Refs. 18 and 37, the 1/ρ prefactor in the last term of the plastic potential P [Eq. (10)]
represents the square of a local scale. Since the dislocation systems studied in this paper are scale-free, this scale
can only be the local average dislocation spacing 1/
√
ρ, in accordance with the principle of similitude. In the current
numerical implementation, however, a fixed scale of the cell size is introduced, that is proportional to the average
rather than the local dislocation spacing. To account for this fact, the 1/ρ prefactor is replaced by 1/ρ0 (being equal
to unity in the dimensionless units).
In the main text a certain smooth D(p) function is used in Eq. (10) that fullfills D(0) = D∗ and D(1) = −D∗.
Figure S5 demonstrates the necessity of such a crossover function, since in the D(p) > 0 case no short dipolar walls
form, which is characteristic to DDD simulations.
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