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Let D denote the open unit disk centered at 0. A finite positive Bore1 
measure TV supported on D is said to be a symmetric measure if there is a finite 
positive Bore1 measure v  supported on the ciosed unit interval [0, I] such that 
jD f(z) dp(Z) = (27~)~~ jozn A9 ilj”(reie) h(r) 
for any continuous function f(z) on i?. I f  p is any such measure, for any 
0 <p < 00 we denote by HP(p) the L”(p)-closure of the polynomials. In 
Section 1, we obtain a realization of these spaces as classes of analytic functions 
that provide a natural generalization of the standard Hardy classes on D. 
In particular Hz(p) is characterized as a functional Hilbert space. The repro- 
ducing kernel of Hz(p) is explicitly exhibited in terms of invariants of the 
given measure. 
In Section 2, we study the spaces HP(p) in general and obtain some results 
concerning the zeros of functions in these classes. Here we use a simple 
technique due to Horowitz [7]. We also obtain some estimates on the Taylor 
coefficients of functions in these spaces, among which is a generalization of 
the classical Hausdorff-Young inequality (see Duren [2] and Zygmund [14]). 
In Section 3 we focus our attention on the case p = 2. Extrapolating to 
some extent upon a result of Berger (see Halmos [5]), we find that the spaces 
F(p), with /* a symmetric measure, provide a model for any unilateral 
subnormal weighted shift. Using the analytic function structure of the 
spaces H2(p), we are able to obtain some simple results concerning the cyclic 
vectors of these operators. These results are along the lines of previous 
results obtained in certain special cases by Shapiro [9, lo]. In Section 4, 
we construct an analogous model for bilateral subnormal weighted shifts. 
IJsing this model, we observe that a unilateral subnormal weighted shift has 
at most one nontrivial bilateral subnormal extension. We also show that a 
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bilateral subnormal weighted shift cannot possess a one-sided cyclic vector 
unless it is unitarily equivalent to the unweighted bilateral shift. 
Some general references on weighted shifts are Cellar [3], Halmos [4, 51, 
and Stampfli [12]. Numerous other sources are referred to in these works. 
For a discussion of subnormal operators, the reader is referred to the classic 
paper of Bram [I]. See also Halmos [4]. 
1. SYMMETRIC MEASURES 
Let v  be a finite positive Bore1 measure defined on the closed unit interval 
[0, I] such that ~((0)) = 0 and ~([a, 11) > 0 for every 0 < a < 1. Then by 
the Riesz representation theorem, there is a finite positive Bore1 measure p 
supported on the closed unit disk D such that 
jD f(z) dp(z) = (2Tr)-1 jo2” de jolf(req dv(r) 
holds for all continuous functions f(z) on fi. (Note that the condition 
~((0)) = 0 is needed to insure that (1) is always meaningful.) Symbolically, 
we write &(r, 0) = (2~))r dv(r) de. Any measure p defined in this way is 
said to be a symmetric measure on iJ. The measure v  is called the radial com- 
ponent of ,u. In case v is a probability measure, we say that p is normalized. 
Let TV be a symmetric measure on ij. For any 0 < p < co and any F in 
D(p) we write 
Iff(.z) is analytic in D, we put 
M&if; P) = (s, If(WP 44w)j1’y 
for 0 < r < 1. If  v  has no mass at 1, (3) is also meaningful for Y = 1, 
MP( 1; f;  p) possibly being equal to + co. If  v  is a single unit point mass at 1, 
the means MJr;f; CL) reduce to the standard HP means 
MJr; f) = ((2~)~~ joz” 1 f(re”“)l” dOjl”. 
LEMMA 1. Let p be a symmetric measure on D and f  (z) be an analytic 
function in D. Then for any 0 < p < co, M,(r; f ;  p) is a nondecreasing function 
of Y. 
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Proof. This follows easily from the equality 
we; f ; PIP = jol ~,(w f  )” dv(t) 
and the corresponding fact for HP means (see Duren [2, p. 91). 
For 0 < p < co, we denote by ED(p) the linear space of all functions f (z) 
analytic in D such that 
lllf lll~,U = zr i44r;f; CL) < CxJ. (5) 
Equation (5) determines a metric on I?+) for all 0 < p < 00. For p > 1, 
ED(~) becomes a normed linear space. As we shall see below, these spaces are 
intimately connected with the spaces HP(~). 
Fix some 0 < p < 00. For any z in D, we define the evaluation functional 
dz on Epb) by 
for all f  in EP(p). 
Gf-+f(4 (6) 
THEOREM 1. Let p be a symmetric measure on D, and let 0 < p < 00. 
Then 
(i) E+) is complete. 
(ii) I f  K is a compact subset of D, then {C z: x E K} is a uniformly bounded 
set of linear functionals on En(p). 
Proof. We begin by proving (ii). I f  K is a compact subset of D, we may 
choose a and r with 0 < a, r < 1 such that KC {w: 1 w I < ar}. Fix some b 
with a < b < 1. Let d denote the distance from K to the circle (w: I w / = ar>. 
Let z be any point of K, and let f  E EP(p). Choose some c with a < c < b 
such that f  has no zeros on the circle {w: / w 1 = cr}. Let {ak}& be the zeros 
off in the disk {w: I w ( < cr}, counted according to multiplicity, and let 
B(w) = fi ia,l cr(ak - 4 
kl ak c2r2 - &w . 
Put g(w) = f  (w)/B(w). Then g( w is analytic and nonvanishing in a region ) 
containing the closed disk {w: 1 w I < cr}, and I g(w)1 = / f  (w)[ for 1 w 1 = cr. 
We have 
d.4” = @W j,,,=,, g(wlp dwl(w - 4. 
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Therefore, 
This proves (ii). 
It follows from this that if (f,J C ED(~) is a Cauchy sequence, then {Jn> 
converges uniformly on compact subsets of D to a function f analytic in D. 
A standard argument shows that f~ EP(~) and /(If - fn ijj9,U + 0 as n---f E; 
(i) follows. 
Now, if ~((1)) = 0, we denote by A+, D) the space of functions analytic 
in D that are D(p)-integrable. Our next result provides an alternative 
characterization of the spaces D(p). 
THEOREM 2. Let p be a symmetric measure on D, and let 0 < p < GO. 
Then 
(i) I f  ~((1)) > 0, E+) = HP of the disk D with an equiwalent metric. 
(ii) If ~((1)) = 0, E+) = Ap(p, D). 
Proof. 
(i) I f  f is analytic in D, then for any 0 < r < 1 we have 
from which (i) is immediate. 
(ii) I f  f (a) is analytic in D, then by using Lemma 1 and Fatou’s lemma 
we obtain 
sup Mpcr; f; p) < MQ(l; f; p) < lim Mn(r;f; Pj = sup MO(r;f; CL); 
r<1 TTl ?<I 
(ii) f0llOWS. 
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We are now ready to establish the connection between the spaces E+) 
and HP(~). 
THEOREM 3. Let p be a symmetric measure on ii. Then HP(p) is isometrically 
isomorphic to ED(p) for all 0 < p < co. 
Proof. If v is a single unit point mass at 1, this is well known (see Duren 
[2]). Assume that ~((1)) = 0. In this case E+) = AP(p, D). But Ap(p, D) is 
isometrically isomorphic to a closed subspace of LB(p) that contains the 
polynomials, and hence also HP(p). To complete the proof in this case, it 
therefore suffices to show that the polynomials are dense in AP(p, D). To 
see that this is so, note that the proof of Theorem 2 implies that if f is in 
AP(,u,D), thenljf-ff,II,,,+Oasr~l,wheref,.(z)=f(rz)forr<l. But 
since f,. is analytic in a region that properly contains D, fr can be appro- 
ximated uniformly by polynomials on D for any r < 1. The assertion follows. 
All that remains is the case ~((1)) > 0 and v([O, 1)) > 0. But this case can 
easily be handled by using the two previous cases. 
In view of Theorem 3, the spaces HP(p) can be consistently replaced by 
the spaces EP(p) in all considerations. For the remainder of this section, we 
focus our attention on the case p = 2. First we introduce some additional 
notation. For 01 3 0, we write 
w(a) = 1’ t[” dv(t). (7) 
0 
The function W(N) is obviously a nonincreasing function of 01. 
Now by Theorem 1, E2(p) is a functional Hilbert space. The sequence 
e,(z) = w(2n)-li2 zn, 71 > 0 is easily seen to be a complete orthonormal set 
in E2(p). If f E E2(p), it is easily shown that (f, e,) = anw(2n)112, where a, 
is the nth Taylor coefficient of f(z). By [4, Problem 301, we see that the 
reproducing kernel of E2(p) is given by 
K(w, 2~) = 2 en(w) e,(z) = f  42n)-1 (sz)“. 
PI=0 7k=O 
We formalize this observation as 
LBMMA 2. Let p be a symmetric measure on n. Then the reproducing kernel 
of E2(p) is giwen by K(w, z) = ~J(BJ,z), where 
p)(z) = f w(2n)-1 zn, 
?l=O 
and w(01) is as in (7). 
409/52/3-8 
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We conclude this section with an interesting example. Consider the 
measure CL,, defined on D by d&l, 19) == (2/z-) Y log(l/r) dr do. In this case, 
we have 
242~2) = I’,i Pn(4r log( l/y)) dv = J,: 4te-QnQ)t dt 
= (Tz + 1)-Z. 
The last equality can be found in any table of Laplace transforms. It then 
follows from Parseval’s identity that f(z) = zz==, a# belongs to E2(& if f  
~~=a (n + 1)~~ / a, I2 < 00. Spaces of this type have previously been studied 
by Horowitz [7] and Shapiro [9, lo], but both of these authors use the 
equivalent measure dpl(r, 0) = ~(1 - r) dr de. The advantage of the measure 
pa is that one has the exact equality 
llif il~L, = i. (n + I)-? I %I 12. 
We note for reference that the reproducing kernel of E2(p,,) is given by 
K(w, 2) = f  (n + 1)s (Wz)‘” = (1 + wz)/(l - wz)3. 
n=O 
The last equality can be proved by using the Hadamard multiplication 
theorem. See Titchmarsh [13, pp. 157-1591. 
The space E2(po) has an interesting interpretation. Indeed, we assert that 
f E E2(pO) i f f  f(z) = g’(z) for some g E H 2. Moreover, djdz is an isometric 
isomorphism of Ho2 onto E2(,uO), where Ho2 is the collection of all HZ func- 
tions that vanish at 0. This is immediate, since d/dx carries the orthonormal 
basis {z”>z=r for Ho2 onto the orthonormal basis {(n + 1) z”}~=~ for E2(po). 
2. ZEROS AND TAYLOR COEFFICIENTS 
As we have seen above, the spaces Es(p) provide a natural generalization 
of the classical Hardy spaces on D (choose v  to be a single unit point mass at 
1). A number of standard problems in HP theory generalize in a natural 
way to these spaces. In this section, we consider two such problems. 
The first problem we wish to consider is the problem of describing the 
zeros of functions in the classes En(p), 0 <p < co, for a fixed symmetric 
measure p on D. Specifically, we should like to know if it is possible to 
describe the zero sets of functions in the classes E+) in terms of simple 
invariants of the measure p. The only case in which a complete solution to 
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this problem is available is the case in which ~((1)) > 0. In this case, on 
account of Theorem 2 P(p) = HP with an equivalent metric, and the 
solution is provided by the well-known Blaschke condition. Recently, 
Horowitz [7] has obtained a number of results concerning the zeros of func- 
tions in the Bergman classes (CL = area measure on D). In particular, Horowitz 
shows in this case that the behavior of the zeros of functions in the classes 
D(p) is dependent upon p. However, even in this case a complete description 
of zero sets is still not known. 
The following result provides a simple necessary condition for a sequence 
of points in D to be an ED(~) zero set, where p is an arbitrary symmetric 
measure on D. 
THEOREM 4. Let p be a symmetric measure on D, and let f E ED(p) for some 
0 < p < co. Assume that f (0) # 0, and let {z~}~~~ be the zeros off, ordered 
according to increasing absolute value. Then there is a constant 6 > 0 such that 
for all n 3 1, where w(a) is as in (7). 
The reader can easily check that when ~((1)) > 0, (8) is equivalent to the 
usual Blaschke condition. (In this case, w(pn) is bounded away from 0 as 
n + co.) Theorem 4 is easily proved by using the following lemma, which is 
also due to Horowitz [7]. 
LEMMA 3. Let f(z) be analytic in D, with f(0) # 0. Let {z~}~=~ be the 
zeros off, ordered according to increasing absolute value. Then if 0 < p < co, 
(9) 
In applications it is often possible to rewrite the condition (8) in a more 
appealing form, as the following example will serve to illustrate. Let 
d&r, 0) = (2z--l h(r) dr de, where 
h(r) = rr-1/2r-1(log( l/r))-“/” exp( 1 /log r). (10) 
One can easily show that there exist constants Kr , K2 > 0 such that 
K,(l - r)-3j2 exp(--l/(1 - r)) < h(r) < K,(l - r)-3/2 exp(-l/(1 - r)) 
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for all Y sufficiently close to 1. Thus, if 
dpl(r, 0) = (1 - Y)-~/~ exp(- l/(1 - Y)) dr do, 
we observe that EP(& and EP(p,) coincide for all p > 0, and the norms are 
equivalent. 
Observe that for any 01 > 0 we have 
1 
rah(r) dr = x-1/z 
s 
r”-r(log( 1 ]r)-3/2 exp( 1 jlog Y) dr 
0 
i 
03 
=T 
-l/Z exp( - 1; t) t-3/2e-at dt (11) 
"0 
= exp( --2al/a). 
The last equality can be found in any table of Laplace transforms. We are 
now ready to prove 
THEOREM 5. Let p. be as described above, and let f E Ep(pO) for some 
0 <p < co. Let {zle}& be the zeros of f,  ordered according to increasing 
absolute values. Then for any E > 0, 
El (1 - / Zf; I)” [log(l/(l - ( Zk l)l-1-E < CfJ. 
Proof. By Theorem 4, for any n > 1 we have 
fJ (l/l xk 1) < Ce2”-1(“n)“’ 
for some constant C 2 1. Thus, we have 
k=l k=l 
for some constant K > 0. Therefore, 
n(l - j Z, I) < f  (1 - 1 zk I) < KN2, 
k=l 
(12) 
or 
(1 - I z, I) < Kn-li2 
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for all n > 1. Hence, we obtain 
for some constant Kr > 0. The result follows. 
As a corollary to this result, we may observe that iff(z) is analytic in D and 
satisfies 
I f(4l G exp(B/(l - I 2 I)) (13) 
for some /3 2 0, then the zeros off satisfy (12) for any E > 0. 
We turn now to the problem of Taylor coefficients. Specifically, the 
problem is as follows. Given a symmetric measure p on a, what can be said 
about the Taylor coefficients of functions in the classes E+) ? Ideally, one 
would like to have conditions on the Taylor coefficients that are both necessary 
and sufficient for a function to belong to Ep(p). In the case p = 2, of course, 
the problem is completely solved. If f(z) = XE,, a,~“, then f~ E%(p) iff 
Cz=;, w(2n) / a, I2 < o(,, where w(a) is as in (7). For other values of p, no 
complete solution is known, not even in the case E+) = HP. (See Duren [2].) 
However, we present here a few scattered results in this area. We begin with 
THEOREM 6. Let p be a symmetric measure on D, and let f (x) = Czz,, a,xn 
belong to El(p). Then there is a constant K > 0 such that 
I a, I < Klllf 111~.,/4P - l/n, 
for all n > 1. Also, 
I a, I < 4n>Ylllf llll.u 
for all n 3 0. 
Proof. For any 0 < r < 1, we have 
Therefore, 
a, = 
s ,w,-rf (4 d4wn+l* 
11)l (14) 
(15) 
The inequality (15) is now immediate upon multiplying both sides of (16) 
by rn and integrating with respect to v. 
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To prove (14), we note that 
The result now follows upon setting Y = I - l/n. 
As an example of this, let p be area measure on D. Then iff(x) = Cz==, a,zvl 
is in E(p), the estimate 1 a, 1 = 0( n as n -j co may be derived from either ) 
(14) or (15). 
Our next result is a generalization of the classical Hausdorff-Young 
inequality for Hp. See Duren [2], Zygmund [14]. 
THEOREM ‘7. Let p be a symmetric measure on B, and let 1 < p < 2. If 
the sequence (a,}:=, satisjies 
i. We-’ I a, IP < *, 
then f (z) = cf, a,9 is in the class D(p) (l/p + l/q = I), and 
Note that when v  is a single unit point mass at 1 
w(a) = 1, and (17) re d uces to the classical result. 
(17) 
(i.e., Es(p) = HP), 
Proof of Theorem 7. Let /\ be the measure on the nonnegative integers that 
assigns to the integer n the mass w(2n)-l. One easily checks that the mapping 
T: (w(2n) a,} -+ f  a,zn 
n=0 
is a contractive linear transformation of Lp(h) into L*(p) for p = 1, 2. Then by 
the M. Riesz interpolation theorem (see Zygmund [14]) it follows that T is a 
contractive linear map of LP(A) into Lg(p) for all 1 < p < 2. Upon application 
of the isometric isomorphism of Theorem 3, we then have that 
and 
IllfIll,., < (f w(2n)p-1 I a, I”)“’ < (2 w(pnF / a, ID)l”. 
?I=0 Tl=O 
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The last inequality follows from the obvious fact that w&z) 3 zu(2n) for all 
n 3 0. 
The results of this section are perhaps a small indication of the possibilities 
in this area. The general question of the behavior of E+) zero sets remains 
open. The results we have obtained regarding Taylor coefficients are surely 
subject to a great deal of improvement. In addition, there are numerous 
other classically inspired problems that can be raised, which have not been 
considered here. For example, the problem of characterizing coefficient 
multipliers of these spaces into themselves as well as into various other spaces. 
This problem has been studied in certain special cases by Shields and 
Williams [l 11, but much still remains unknown. 
3. SUBNORMAL WEIGHTED SHIFTS 
Let I+” be the Hilbert space of square-summable sequences of complex 
numbers s = {~~}:=r , with norm 11 x /I = (Cz=r j x, 12)lj2. Let U+ denote 
the standard shift on 1,“. Given any bounded sequence of complex numbers 
h = {h,}z=r , the weighted shift U,+ is defined on 1,” by U,+ = U+A+, 
where cl+ is the diagonal operator with diagonal entries (&}. Basic informa- 
tion on these operators can be found in Halmos [4, 51. The question of when 
such an operator is subnormal was first answered by Stampfli [12]. An alter- 
nate solution to the problem was discovered by Berger (see Halmos [5]). In 
this section we reformulate Berger’s work in terms of the spaces E2(p), where 
p is a symmetric measure on D. 
Given a weighted shift U,+ on lt2, it is well known and easily verified that 
U,+ is hyponormal iff (1 h, I} is a nondecreasing sequence. This assumption 
will therefore be in force throughout. We make the normalizing assumption 
that 1 h, / + 1 as n -+ co, i.e., U,,+ has spectral radius 1. We also assume 
that X, # 0 for all n. The following result is essentially a restatement of 
Berger’s theorem. The proof is based upon that given by Halmos [5]. 
THEOREM 8. Let lJ,,+ be a subnormal weighted shift with nonzero weights 
and spectral radius 1. Then VA+ is unitarily equivalent to the operator M,+ 
of multiplication by z on a space E2(p), where p is a normalized symmetric 
measure on ii. Moreover, for all n > 1 
1 A, -.* A, 12 = I1 rzn dv(r). 
0 
(18) 
Proof. For each n > 1, let e, denote the sequence with a 1 in the nth 
slot and 0 elsewhere. Then clearly e, is a cyclic vector for VA+. By the classic 
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result of Bram [l], there is a probability measure u on i!I and an isometric 
isomorphism V: I,” --f H2(u) carrying e, to 1 and satisfying M,+-T’ =: VU,- . 
For all n > 0 we then have that V(U,+)” e, = z7’. Note that (U,,+)1” e, and 
(liA+)% e, are orthogonal if m f  n. We therefore obtain 
s b 22fnz da(z) = <( uA+)” el, ( uA+P el> = f;, . . . h 
m#n 
,2 R > m = n. 
Now since U,,+ has no kernel, the same is true of its minimal normal extension. 
Thus CJ has no mass at 0. Let 7 be the measurable transformation from D 
onto [0, 1] defined by T(Z) = / z 1 , and let Y be the measure on [0, l] given by 
v(A) = u(T+(A)). Ob serve that Y has no mass at 0 and that v  is a probability 
measure. Let p be the symmetric measure on D having radial component V. 
Then whenever m f  n, 
s Xv? d&x) = 0.d 
Also, for any n 3 0 we have 
Jb; 2cn.P d/L(z) = L 1 x p d/L(z) = jol P dv(r) 
= s l r2n du(7-l(r)) 0 
r 
s D 
j  ,z 12% da(z) 
zzz 
s d 
PP do(x). 
It then follows from the Stone-Weierstrass theorem that TV = u. The result 
now follows upon application of the isometric isomorphism of Theorem 3. 
In view of Theorem 8, we see that any information that we can obtain 
about the spaces E?(p) can potentially be used to shed light upon the structure 
of subnormal weighted shifts. Although it seems rather unlikely that there 
will be any simple analogue for these spaces of the Beurling theory for H2, 
nevertheless much information on subnormal weighted shifts can be obtained 
by studying the functions in these spaces. In particular, the E2(p) model can 
be used to study the cyclic vectors of these operators. Previously research of 
this type has been carried out by Shapiro [9, lo] for certain special cases. 
Here we obtain some simple results that are valid in a somewhat more general 
setting. We begin with some lemmas. 
LEMMA 4. Let p be a symmetric measure on a. Let g E H* and f E E2(p) 
be cyclic vectors for III,+. Then gf is a cyclic vector for M;t. 
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Proof. It suffices to show that the function 1 can be approximated 
arbitrarily well in the P(p) metric by functions of the form pgf, where p is a 
polynomial. But if p and p are any two polynomials, we have 
III pqgf - 1 lll2.U 
< II! Pqgf - qg ll/2,U + III qg - 1 1112+ G II qg Ilm I/l Pf - 1 IIL + III a - 1 //Iz.~ . 
Choosing q so that the second term is small and then choosing p to make the 
first term small, we obtain the result. 
LEMMA 5. Let p be a symmetric measure on ii. Let g E Hw be nonvanishing, 
and assume that l/g E ED(p) for some p > 0. Then g is a cyclic vector for M,+. 
Proof. First assume that p = 2. Then we may choose polynomials {p,} 
such that /II p, - l/g /ljz,r + 0 as n + co. Thus, 
III p,g - 1 l112,u < II g llm Ill Pn - ~/g/l/z,, - 0 
as n --f 00, as we wished. 
Ifp < 2, we may still choose some positive integer m so that l/glln” E E2(p). 
Thus, glim is a cyclic vector, and the result follows upon repeated application 
of Lemma 4. 
We are now in a position to prove the following result. 
THEOREM 9. Let p be a symmetric measure on D, and assume that 
exp(m/( 1 - r)) E Ll(v) for some 01 > 0. Then any nonvanishing Hm function is a 
cyclic vector for M,+. 
Proof. If f  is a nonvanishing H” function, then f  can be represented in the 
form 
f(z) = eiv exp [ (27r)-l L2r z do(t)] , 
where y is some real number and o is a real-valued function of bounded 
variation on [0,27;]. We therefore have 
where 1 (T I = total variation of U. Thus, l/f E @(CL) for all p < SLY.// 0 1 , 
and the result now follows from Lemma 5. 
Now by a classical result of Hardy and Littlewood [6], if f  E HP for some 
0 < p < 2, then f  always satisfies 
M,(r; f) < K II f  &,J( 1 - r)1/p-1/2, (19) 
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for some K > 0 independent off. (See also Duren [2, p. 841.) From this we 
easily obtain 
sup M,(r;f; ~)a .< K2 j!fl’&, Jo1 dv(r),i(l - r)li1,+1 (20) 
r<1 
whenever f  E HP for some 0 < p < 2 and p is any symmetric measure on i3. 
In particular, if p is as in Theorem 9, this implies that HP C I?(p) for all 
p > 0, and the HP metric dominates the E2(p) metric for all p > 0. We can 
now obtain the following 
COROLLARY. Let p be as in Theorem 9. Then any nonvanishing HP function, 
0 <p < co, is a cyclic vector for M,+. 
Proof. In view of Lemma 4, it suffices to prove the assertion for an outer 
function in Hp. But this follows easily from the inequality (20). 
As a possible extension of this corollary, the following question is appro- 
priate. Given a symmetric measure p on .Zj as in Theorem 9, will any non- 
vanishing function of bounded characteristic lying in Ez(~) be a cyclic 
vector for M,+? We do not know whether or not this is the case in general, 
but the next result provides a partial answer to the question. 
THEOREM 10. Let p be a symmetric measure on D satisfying the hypothesis 
of Theorem 10. Let S,(z) and S,(z) b e szn u . g 1 ar inner functions with S,S, E E2(~). 
Then SJS, is a cyclic vector for M,+-. 
Before proving this result, we need 
LEMMA 6. Let p be a symmetric measure on D, and let f  E E2(~) be bounded 
away from 0 in D. Then f  is a cyclic vector for M,+. 
Proof. This follows easily from a theorem of Shapiro [lo, Theorem A]. 
Proof of Theorem 10. S, and S, may be chosen to possess no common 
nontrivial inner factor. In this case, there exist functions g, and g, in H2 
such that Srg, + S,g, = 1. Thus, 
l/&t = C&g, + %d/& = g,&/& + g, E E2(d 
By Lemma 6, we know that l/S, is a cyclic vector. On the other hand, by 
Theorem 9, S, is also a cyclic vector. Hence, by Lemma 4, S,/S, is a cyclic 
vector. 
In view of Theorem 10, it would clearly suffice to answer the above 
question for outer functions of bounded characteristic. However, the latter 
question remains open. 
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4. BILATERAL SUBNORMAL WEIGHTED SHIFTS 
Let E2 be the Hilbert space of square-summable two-sided sequences of 
complex numbers x = (x~}~=-~ with norm /I x 11 = (CzS-m 1 x, jz)lj2. Let U 
denote the standard bilateral shift on Z2. Given any bounded two-sided 
sequence of complex numbers A = {X,}T==_, , the bilateral weighted shift U, 
is defined on l2 by U, = UA, where A is the diagonal operator with diagonal 
entries {A,}. The space I+” is naturally embedded as a subspace of Z2, Z+” is 
invariant under any bilateral weighted shift U, , and the restriction of U, 
to 1,” is the unilateral weighted shift U,,+ with weight sequence {hn)zzr . 
In this section, we consider the question of when a bilateral weighted shift 
is subnormal, and we construct a model that is analogous to that of the 
preceding section. Given a weighted shift U, on 12, we see as in the previous 
section that U, is hyponormal i f f  {I h, I} is nondecreasing. We therefore 
enforce this assumption throughout. As before, it is also convenient to assume 
that I X, j + 1 as n + + co (U, has spectral radius l), and that h, # 0 for all n. 
Before we can proceed, we must first introduce some additional notation. 
Let p be a symmetric measure on D, and assume that YB E Lr(v) for all real /3. 
Then in particular an E L2(p) for all integers n. We denote by R2(~) the 
L2(p)-closure of the linear span of the functions P, n an integer. Observe that 
if p is any symmetric measure of this type, we always have the proper inclusion 
H2(d C R2W Al so, whenever p is a symmetric measure of this type, it is 
understood that Eq. (7) is to be extended to all real 01. With this under- 
standing, we note that the functions e,(z) = z~(2n)-l/~ x”, n an integer, form a 
complete orthonormal set in R2(p). We are now ready to prove 
THEOREM 11. Let U, be a bilateral subnormal wezihted shift with nonzero 
weights and spectral radius 1. Then U, is unitarily equivalent to the operator M, 
of multiplication by x on a space RI(p), where p is a normalized symmetric 
measure on a with rfl E Ll(v) for all real /3. Moreover, 
) A, --- A, I2 = j-'~~~ dv(r), n>l 
0 
(21) 
I x0 . . . A, 1-2 = i 
’ r2tn-l) dv(r), n < 0. 
0 
Proof. The key step is to argue that U, has the same minimal normal 
extension as its unilateral restriction U h+. Let e, E l2 denote the sequence with 
a 1 in the nth slot and 0 elsewhere. We denote by N the minimal normal 
extension of U,, acting on a space K 112. We wish to show that there is no 
proper reducing subspace of N between K and I+“. Denote by H the closed 
span of the vectors N*mNliel , where m and K are nonnegative integers. 
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Clearly there is no proper reducing subspace of 9 between H and I+“. The 
assertion will therefore follow if we can show that H = K. To prove this, 
it suffices to show that la C H. We are thus reduced to showing that e, E Ii 
for all n. Clearly this is so for n 3 1, so we may assume n < 0. Write 
K = H @ HL, and for any n > 0, write e-, as e_,, = h, 0 h, . Then we have 
x -n ... X,e, @ 0 = U,“‘“e-, = N”+le-, == N”+l(h, @ h2) 
= N”+lh, @ Nn+lh2 . 
Therefore, N”y lh, = 0. But since U, has no kernel, neither does N. Hence, 
h, = 0, and e-, E H; the assertion follows. 
Now on account of Theorem 9, N is unitarily equivalent to the operator of 
multiplication by z on D(p) for some normalized symmetric measure p on B. 
The unitary equivalence is effected by an isometric isomorphism V carrying 
e, to 1. It follows easily that zn cL2(p) for all integers n, and that Ve, = z”. 
Thus, U, is unitarily equivalent to M, acting on F(p), as claimed. The proof 
of (21) is straightforward and is left to the reader. 
I f  U,+ is a unilateral weighted shift and U,, is a bilateral extension of U,-m, 
we say that U, is a trivial extension of lJ,+ if there is an integer N such that 
A, = 0 for n < N. By Theorem 11, we observe that a unilateral subnormal 
weighted shift has at most one nontrivial bilateral subnormal extension (up to 
unitary equivalence). Moreover, there exist unilateral subnormal weighted 
shifts for which no nontrivial bilateral subnormal extension is possible, e.g., 
multiplication by x on the Bergman space. 
We now study the nature of the spaces R+). Unfortunately, in this case 
there does not seem to be any simple analogueof thespacesZ+). Nevertheless, 
we are able to give some characterization of these spaces by considering 
certain cases separately. Note first that if v  is a single point mass at 1, then 
R2(p) =L2(p). We henceforth exclude this case from consideration. In all 
other cases, given a symmetric measure p on a with rfl E Ll(v) for all real /3, we 
put a(v) = sup{a: v([O, a]) = O}. Set A(v) = (w: a(v) < / w 1 < 11, and note 
that A(v) is always nonempty since a(v) < 1. We assert that R2(p) is isometric- 
ally isomorphic to a Hilbert space of functions analytic in A(v). To see that 
this is so, we first observe that the operator of multiplication by x on Rs[p) is 
unitarily equivalent to the operator of multiplication by x on the space F%(p) 
of formal Laurent series f(z) = XI==_, a,.zn with norm 
Ilfll, = ( f 42n) I a, l,)l” < a3. 
n=--oo 
(22) 
where W(U) is as in (7). (This can be proved directly by using Parseval’s 
identity.) We let ii?, denote the operator of multiplication by x on F”(p) Now 
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by the spectral inclusion theorem, we know that the spectrum of i@, is 
precisely A(v). On the other hand, A?, is unitarily equivalent to the subnormal 
weighted shift U,, with weights X, = (w(2n)/w(2n - 2))l/“. It then follows 
from a theorem of Stampfli [12, Th eorem l] that the spectrum of &?, is the 
closed annulus with 
inner radius = ,Jii.i 1 h, 1 
and 
outer radius = lim I X, ~ . 
n++m 
Hence, we may conclude that 
It then follows from a theorem of Gellar [3, Theorem 111 that each formal 
Laurent series in P(p) actually converges uniformly on compacta to a function 
analytic in A(v). It then follows that P(p) is precisely the space of all functions 
analytic in A(v) and satisfying (22). 
In view of the foregoing discussion, the space P(p) may always be replaced 
by the space F2(p) of all functions analytic in A(v) that satisfy (22). The 
operator of multiplication by x on F2(p) will be relabeled simply as M, . It is 
interesting to note that in case the mass of v  is divided between the two points 
u(u) and 1, F&(p) = H2 of the annulus A(v) with an equivalent metric. (See 
Sarason [8].) 
As in the case of the spaces D(p), we define the evaluation functional cz 
on F’(P) by 
Gf -f (4 (23) 
for any z E A(V). It follows from the aforementioned theorem of Gellar that 
for any compact set K C A(v), (8 e: z E K} is a uniformly bounded set of linear 
functionals on F2(p). Thus, F2(p) is a functional Hilbert space, and, as in the 
case of E2(p), we may easily deduce that the reproducing kernel of F2(p) is 
given by K(w, z) = #(wz), where 
t/J(z) = f  w(2n)-1 z”, 
?%=-a 
and W(U) is as in (7). 
There is one instance in which we can give an alternative description of 
F2W 
THEOREM 12. Let p be a symmetric measure on n with r6 EL?(v) for all real 
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j3, and assume that v({u(v))) = ~((1)) = 0. l’lzen F2(p) :-: d2(p, A(V)), the space 
of functions analytic in A(V) that me Lz(p)-integrable. 
Proof. This follows easily from Parseval’s identity. 
In the case when v  is a single point mass at 1, we previously remarked that 
F(p) = L2(p). Thus, the operator ni., on R$.L) is in this case normal (the 
standard bilateral shift). By a theorem of Bram [ 1, Theorem 61, &I, possesses a 
one-sided cyclic vector. We show that no other subnormal bilateral weighted 
shift has this property. Specifically, we prove 
THEOREM 13. Let U, be a bilateral subnormal weighted shift that is not 
unitarily equivalent to the standard (unweighted) bilateral shift. The U, has no 
one-sided cyclic vectors. 
Proof. Since U,, is not unitarily equivalent to the standard bilateral shift, 
U,, is unitarily equivalent to M, on some space F2(p). Assume to the contrary 
that M, has a cyclic vector f  (2). Then we may choose a sequence of poly- 
nomials {p,} such that pnf -+ 1 in the metric of F2(p). But then also pnf + 1 
uniformly on compact subsets of A(v). Hence, f(z) is nonvanishing in A(V), 
and p, ---f l/f uniformly on compact subsets of A(v). But then the maximum 
principle implies that {p,} is uniformly Cauchy on compact subsets of D. 
Consequently, 1 /f  is analytic in D, so that f  is at worst meromorphic in D with 
finitely many poles in the disk{w: j w 1 < a(v)}. Thus, we may choose a 
polynomial p, all of whose zeros lie in this disk, such that p(a) f  (.a) is analytic 
in D. But by the aforementioned theorem of Stampfli [12, Theorem I], any 
point in the disk{w: / w j < a(v)} is either in the resolvent or continuous 
spectrum of M, . Therefore, p(M,) has dense range. It then follows easily 
that p(x) f  (z) is also a cyclic vector for M, , which is nonsense. This contra- 
diction establishes the result. 
Note added in proof, October 2, 1975. During the time from the submission date of 
this paper to the present, the author has succeeded in settling the open question 
mentioned at the end of Section 3. The solution will be given in a subsequent paper 
to appear in this journal. Also during this time interval, the author was made aware of 
a preprint by Domingo Herrero entitled “Subnormal bilateral weighted shifts,” in 
which some of the results of Section 4 also appear. We have no information on whether 
or not this paper has yet been published. 
ACKNOWLEDGMENT 
The author thanks M. B. Abrahamse, T. Kriete, and J. Rovnyak for their continued 
encouragement, and for a number of stimulating discussions involving this material. 
SUBNORMAL WEIGHTED SHIFTS 489 
REFERENCES 
1. J. BRAM, Subnormal operators, Duke M&z. J. 22 (1955), 75-94. 
2. P. L. DUREN, “Theory of HP Spaces,” Academic Press, New York, 1970. 
3. R. GELLAR, Cyclic vectors and parts of the spectrum of a weighted shift, Trans. 
Amer. Math. Sot. 146 (1969), 69-85. 
4. P. R. HALMOS, “A Hilbert Space Problem Book,” Van Nostrand, New York, 1967. 
5. P. R. HALnros, Ten problems in Hilbert space, Bull. Amer. Math. Sot. 76 (1970), 
887-933. 
6. G. H. HARDY AND J. E. LITTLEWOOD, Some properties of fractional integrals II, 
Math. Z. 34 (1932), 403-439. 
7. C. HOROWITZ, Zeros of functions in the Bergman spaces, Bull. Amer. Math. Sot. 
80 (1974), 713-714. 
S. D. SARASON, The HP spaces of an annulus, Mem. Amer. Math. Sot., No. 56 (1965). 
9. H. S. SHAPIRO, Weakly invertible elements in certain function spaces, and 
generators of I,, Michigan Math. J. 11 (1964), 161-165. 
10. H. S. SHAPIRO, Some remarks on weighted polynomial approximations of holo- 
morphic functions, Math. USSR-Sb. 2 (1967), 285-294. 
1 I. A. L. SHIELDS AND D. L. WILLIAMS, Bounded projections, duality, and multipliers 
in spaces of analytic functions, Trans. Amer. Math. Sot. 162 (1971), 287-302. 
12. J. G. STAMPFLI, Which weighted shifts are subnormal, Pacific J. Math. 17 (1966), 
367-379. 
13. E. C. TITCHMARSH, “The Theory of Functions,” Oxford University Press, 1939. 
14. A. ZYGMCTND, “Trigonometric Series,” Vol. 2, Cambridge University Press, 
London, 1959. 
