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Abstract
Using Casorati determinants of Hahn polynomials (hα,β,Nn )n, we con-
struct for each pair F = (F1, F2) of finite sets of positive integers polyno-
mials hα,β,N ;Fn , n ∈ σF , which are eigenfunctions of a second order differ-
ence operator, where σF is certain set of nonnegative integers, σF  N.
When N ∈ N and α, β, N and F satisfy a suitable admissibility con-
dition, we prove that the polynomials hα,β,N ;Fn are also orthogonal and
complete with respect to a positive measure (exceptional Hahn polynomi-
als). By passing to the limit, we transform the Casorati determinant of
Hahn polynomials into a Wronskian type determinant of Jacobi polyno-
mials (Pα,βn )n. Under suitable conditions for α, β and F , these Wronskian
type determinants turn out to be exceptional Jacobi polynomials.
1 Introduction
In [5] and [6], we have introduced a systematic way of constructing exceptional
discrete orthogonal polynomials using the concept of dual families of polynomi-
als. We applied this procedure to construct exceptional Charlier and Meixner
polynomials and, passing to the limit, exceptional Hermite and Laguerre poly-
nomials, respectively. The purpose of this paper is to extend this construction
to Hahn and Jacobi exceptional polynomials.
Exceptional orthogonal polynomials pn, n ∈ X  N, are complete orthogonal
polynomial systems with respect to a positive measure which in addition are
eigenfunctions of a second order differential operator. They extend the classi-
cal families of Hermite, Laguerre and Jacobi. The last few years have seen a
∗Partially supported by MTM2012-36732-C03-03 (Ministerio de Economı´a y Competitivi-
dad), FQM-262, FQM-4643, FQM-7276 (Junta de Andaluc´ıa) and Feder Funds (European
Union).
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great deal of activity in the area of exceptional orthogonal polynomials (see,
for instance, [5, 6, 14, 15] (where the adjective exceptional for this topic was
introduced), [16, 17, 22, 23, 25, 26], and the references therein).
In the same way, exceptional discrete orthogonal polynomials are complete
orthogonal polynomial systems with respect to a positive measure which in
addition are eigenfunctions of a second order difference operator, extending
the discrete classical families of Charlier, Meixner, Krawtchouk and Hahn, or
Wilson, Racah, etc., if orthogonal discrete polynomials on nonuniform lattices
are considered ([5, 6, 24, 28]).
The most apparent difference between classical or classical discrete orthogonal
polynomials and their exceptional counterparts is that the exceptional families
have gaps in their degrees, in the sense that not all degrees are present in the
sequence of polynomials (as it happens with the classical families) although they
are complete in the underlying L2 space. This means that they are not covered
by the hypotheses of Bochner’s and Lancaster’s classification theorems (see [2]
or [20]) for classical and classical discrete orthogonal polynomials, respectively.
As mentioned above, we use the concept of dual families of polynomials to con-
struct exceptional discrete orthogonal polynomials (see [21]). Classical discrete
orthogonal polynomials (pn)n are eigenfunctions of two second order difference
operators. One of them acts on the discrete parameter n, and corresponds with
the three term recurrence relation they satisfy as a consequence of their orthog-
onality with respect to a measure. The other second order difference operator
acts on the continuous variable x. Duality is with respect to the corresponding
sequences of eigenvalues. For Charlier or Meixner polynomials, both sequences
can be taken equal to n, and the families turns out to be selfdual. For Hahn
polynomials the situation is different because one of the eigenvalue sequences
is quadratic in n. As a consequence, when duality is applied one moves from
Hahn to dual Hahn polynomials and viceversa.
Definition 1.1. Given two sequences of numbers ($n)n∈V and ($∗n)n∈U , where
U, V are subsets of N, we say that the two sequences of polynomials (pn)n∈U ,
(qn)n∈V are dual with respect to ($n)n∈V and ($∗n)n∈U if there exist a couple
of sequences of numbers (ξn)n∈U , (ζn)n∈V such that
(1.1) ξupu($v) = ζvqv($
∗
u), u ∈ U, v ∈ V.
Duality has shown to be a fruitful concept regarding discrete orthogonal poly-
nomials, and his utility has been again manifest in the exceptional discrete
polynomials world. Indeed, as we pointed out in [5] and [6], it turns out that
duality interchanges exceptional discrete orthogonal polynomials with the so-
called Krall discrete orthogonal polynomials. A Krall discrete orthogonal family
is a sequence of polynomials (pn)n∈N, pn of degree n, orthogonal with respect
to a positive measure which, in addition, are also eigenfunctions of a higher
order difference operator. A huge amount of families of Krall discrete orthogo-
nal polynomials have been recently introduced by the author in [8] by mean of
certain Christoffel transform of the classical discrete measures of dual Hahn (see
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also [3, 4, 10, 11]). A Christoffel transform consists in multiplying a measure µ
by a polynomial r.
The content of this paper is as follows. In Section 2, we include some prelim-
inary results about Christoffel transforms and finite sets of positive integers.
In Section 3, using Casorati determinants of Hahn polynomials we associated
to a pair F = (F1, F2) of finite sets of positive integers a sequence of polynomials
which are eigenfunctions of a second order difference operator. Denote by ki for
the number of elements of Fi, i = 1, 2 and by k = k1+k2 the number of elements
of F . One of the components of F , but not both, can be the empty set. We
define the nonnegative integer uF by uF =
∑
f∈F1 f +
∑
f∈F2 f −
(
k1+1
2
)− (k22 )
and the infinite set of nonnegative integers σF by
σF = {uF , uF + 1, uF + 2, · · · } \ {uF + f, f ∈ F1}.
Under mild conditions on the parameters α, β and N , we then associate to the
pair F the sequence of polynomials hα,β,N ;Fn , n ∈ σF , defined by
(1.2)
hα,β,N ;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
hα,β,Nn−uF (x+ j − 1) 1≤j≤k+1[
hα,β,Nf (x+ j − 1)
]
f ∈ F1[
sN−k+1k−j+1 (x)s
N+β+1
j−1 (x+ j − 1)hα,−β,β+Nf (x+ j − 1)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k2
i=1(N − x− k + 1)k2−i(N + β − x− i+ 2)i−1
where (hα,βn )n are the Hahn polynomials (see (2.31)) and
(1.3) suj (x) = (u− x)j , u ∈ C, j = 0, 1, · · ·
Along this paper, we use the following notation: given a finite set of positive
integers F = {f1, . . . , fm}, the expression
(1.4)
[
zf,1 zf,2 · · · zf,m
]
f ∈ F
inside of a matrix or a determinant will mean the submatrix defined by
zf1,1 zf1,2 · · · zf1,m
...
...
. . .
...
zfm,1 zfm,2 · · · zfm,m
 .
The determinant (1.2) should be understood in this form. As usual (a)j =
a(a+ 1) · · · (a+ j − 1) denotes the Pochhammer symbol.
Consider now the measure ρFα,β,N = η
F
α,β,N (x− uF ), where
(1.5) ηFα,β,N =
∏
f∈F1
(λ(x)− λ(f))
∏
f∈F2
(λ(x)− λ(f − β))w∗,α,β,N ,
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λ(x) = λα,β(x) = x(x+ α + β + 1), and w∗,α,β,N is the measure which respect
to which the dual Hahn polynomials (Rα,β,Nn )n are orthogonal (see (2.25) and
(2.28)). It turns out that the sequence of polynomials hα,β,N ;Fn , n ∈ σF , and
the sequence of orthogonal polynomials with respect to the measure ρFα,β,N are
dual sequences (see Lemma 3.2). As a consequence we get that the polynomials
hα,β,N ;Fn , n ∈ σF , are always eigenfunctions of a second order difference operator
DF (whose coefficients are rational functions); see Theorem 3.3.
The most interesting case appears when the measure ρFα,β,N is either positive
or negative. This gives rise to the concept of Hahn admissibility (see Definition
2.5 in Section 2.3). In Section 4, we introduce the measure
ωFα,β,N =
N−k1∑
x=0
(
α+k+x
x
)(
β+N−k2−x
N−k1−x
)
Ωαβ,NF (x)Ω
αβ,N
F (x+ 1)
δx,
where Ωα,β,NF is the polynomial defined by
Ωα,β,NF (x) =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
hα,β,Nf (x+ j − 1)
]
f ∈ F1[
sN−k+1k−j+1 (x)s
N+β+1
j−1 (x+ j − 1)hα,−β,β+Nf (x+ j − 1)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k2
i=1(N − x− k + 1)k2−i+1(N + β − x− i+ 2)i−1
.
We prove that Hahn admissibility is equivalent to the fact that this measure is
either positive or negative (Lemma 4.2). We also prove that if α, β,N and F
are Hahn admissible, then the polynomials hα,β,N ;Fn , n ∈ σF , are orthogonal
and complete with respect to this measure ωFα,β,N (Theorem 4.3).
In Section 5 and 6, we construct exceptional Jacobi polynomials by taking
limit (in a suitable way) in the exceptional Hahn polynomials when N → +∞.
We then get (see Theorem 5.2) that for each pair F = (F1, F2) of finite sets of
positive integers, the polynomials
(1.6) Pα,β;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
(−1)j−1(Pα,βn−uF )(j−1)(x) 1≤j≤k+1[
(−1)j−1(Pα,βf )(j−1)(x)
]
f ∈ F1[
(β − f)j−1(1 + x)k−j+1Pα+j−1,−β−j+1f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(1 + x)k2(k2−1)
n ∈ σF , are eigenfunctions of a second order differential operator.
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Consider the polynomial Ωα,βF defined by
(1.7) Ωα,βF (x) =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
(−1)j−1(Pα,βf )(j−1)(x)
]
f ∈ F1[
(β − f)j−1(1 + x)k−jPα+j−1,−β−j+1f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(1 + x)k2(k2−1)
.
Assuming that
α+ k > −1, β + k1 − k2 > −1 and Ωα,βF (x) 6= 0, x ∈ [−1, 1],(1.8)
we prove that the polynomials Pα,β;Fn , n ∈ σF , are orthogonal with respect to
the positive weight
ωα,β;F =
(1− x)α+k(1 + x)β+k1−k2
(Ωα,βF (x))2
, −1 < x < 1,
and form a complete orthogonal system in L2(ωα,β;F ) (see Theorem 6.2). Pass-
ing to the limit from Hahn admissibility we get the concept of Jacobi admis-
sibility (see Definition 2.7). We prove that the assumptions (1.8) imply that
α, β and F are Jacobi admissible (Theorem 6.3). We guess that the converse is
also true, but we have only been able to prove it under an additional technical
condition (Theorem 6.5).
We finish pointing out that, as explained above, the approach of this paper is
the same as in [5] and [6] for Charlier and Hermite and Meixner and Laguerre
polynomials, respectively. Since we work here with more parameters, the com-
putations are technically more involve. Anyway, we will omit those proofs which
are too similar to the corresponding ones in [5] or [6].
2 Preliminaries
Let µ be a Borel measure (positive or not) on the real line. The n-th moment
of µ is defined by
∫
R t
ndµ(t). When µ has finite moments for any n ∈ N, we can
associate it a bilinear form defined in the linear space of polynomials by
(2.1) 〈p, q〉 =
∫
pqdµ.
Given an infinite set X of nonnegative integers, we say that the polynomials pn,
n ∈ X, are orthogonal with respect to µ if they are orthogonal with respect to
the bilinear form defined by µ; that is, if they satisfy∫
pnpmdµ = 0, n 6= m, n,m ∈ X.
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When X = N and the degree of pn is n, n ≥ 0, we get the usual definition of
orthogonal polynomials with respect to a measure. When X = N, orthogonal
polynomials (with non null norm) with respect to a measure are unique up
to multiplication by non null constant. Let us remark that this property is
not true when X 6= N. Positive measures µ with finite moments of any order
and infinitely many points in its support has always a sequence of orthogonal
polynomials (pn)n∈N, pn of degree n; in this case the orthogonal polynomials
have positive norm: 〈pn, pn〉 > 0. Moreover, given a sequence of orthogonal
polynomials (pn)n∈N with respect to a measure µ (positive or not) the bilinear
form (2.1) can be represented by a positive measure if and only if 〈pn, pn〉 > 0,
n ≥ 0. In Section 4 of this paper, we deal with discrete measures supported in
a finite number of mass points. The following lemma will be useful in relation
with this kind of measures.
Lemma 2.1. Consider a discrete measure µ =
∑N
i=0 µiδxi , with µi 6= 0, i =
0, · · · , N .
1. If we assume that there exists a sequence pi, i = 0, · · · , N , of orthogonal
polynomials, with deg(pi) = i and such that 〈pi, pi〉 6= 0 has constant sign,
then either µi > 0 or µi < 0, i = 0, · · · , N .
2. If we assume that there exists a sequence (fi)
N+1
i=0 of orthogonal functions
with non-null L2 norm, then these functions form a basis of L2(µ).
Proof. (1) Assume that 〈pi, pi〉 > 0, i = 0, · · · , N . For a polynomial q 6= 0 with
deg(q) ≤ N , we have q = ∑Nj=0 ajpj , and at least one aj is non zero. This
gives 〈q, q〉 = ∑Nj=0 a2j 〈pj , pj〉 > 0. Consider now the polynomial of degree N ,
qi(x) =
∏N
j=0,j 6=i(x−xj). Then 0 < 〈qi, qi〉 = µi
∏N
j=0,j 6=i(xi−xj)2. So, µi > 0.
(2) Write A and D for the (N + 1) × (N + 1) matrices defined by A =
(fi(xj))0≤i≤N ;0≤j≤N and D = diag(µ0, · · · , µN ). Since the functions (fi)N+1i=0 ,
are orthogonal, we have
ADAt = diag(〈fi, fi〉, i = 0, · · · , N).
In particular det(ADAt) =
∏N+1
i=0 〈fi, fi〉 6= 0. That is, det(A) 6= 0. Now it is
easy to conclude.
When X = N, Favard’s Theorem establishes that a sequence (pn)n∈N of poly-
nomials, pn of degree n, is orthogonal (with non null norm) with respect to a
measure if and only if it satisfies a three term recurrence relation of the form
xpn(x) = anpn+1(x) + bnpn(x) + cnpn−1(x), n ≥ 0, p−1 = 0,
where an, bn and cn, n ∈ N, are real numbers with an−1cn 6= 0, n ≥ 1. If, in
addition, an−1cn > 0, n ≥ 1, then the polynomials (pn)n∈N are orthogonal with
respect to a positive measure with infinitely many points in its support, and
conversely. Again, Favard’s Theorem is not true for a sequence of orthogonal
polynomials (pn)n∈X when X 6= N.
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To compute the degree of the exceptional polynomials introduced in this pa-
per, we will need the following lemma.
Lemma 2.2. For a pair U, V of finite sets of (different) positive integers with
k1 and k2 the number of elements of U and V , respectively, let R1, R2, . . . , Rk,
be nonzero polynomials satisfying that U = {degRi, i = 1, · · · , k1} and V =
{degRk1+i, i = 1, · · · , k2}. Write ri for the leading coefficient of Ri, 1 ≤ i ≤
k = k1 + k2. For real numbers N, β, consider the rational function P defined by
(2.2) P (x) =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
Ru(x+ j − 1)
]
u ∈ U[
sN−k+1k−j+1 (x)s
N+β+1
j−1 (x+ j − 1)Rv(x+ j − 1)
]
v ∈ V
∣∣∣∣∣∣∣∣∣∣∣∏k2
i=1 s
N−k+1
k2−i+1(x)s
N+β−i+2
i−1 (x)
.
Then, if β+u− v 6= 0, u ∈ U, v ∈ V , P is a polynomial of degree ∑u∈U,v∈V f −(
k1
2
)− (k22 ), with leading coefficient given by
(2.3) p = VUVV
k∏
i=1
ri
∏
u∈U,v∈V
(β + u− v),
where by VF we denote the Vandermonde determinant of F = {f1, · · · , fk}
(2.4) VF =
∏
1=i<j=k
(fj − fi).
Proof. The Lemma can be proved as Lemma 3.3 in [8].
We will also need the following straightforward lemma.
Lemma 2.3. Let M be a (s + 1) × m matrix with m ≥ s + 1. Write ci,
i = 1, . . . ,m, for the columns of M (from left to right). Assume that for 0 ≤
j ≤ m − s − 1 the consecutive columns cj+i, i = 1, · · · , s, of M are linearly
independent while the consecutive columns cj+i, i = 1, · · · , s + 1, are linearly
dependent. Then rankM = s.
2.1 Christoffel transform
Let µ be a measure (positive or not) and assume that µ has a sequence of
orthogonal polynomials (pn)n∈N, pn with degree n and 〈pn, pn〉 6= 0 (as we
mentioned above, that always happens if µ is positive, with finite moments and
infinitely many points in its support).
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Given a finite set F of real numbers, F = {f1, · · · , fk}, fi < fi+1, we write
Φn, n ≥ 0, for the k × k determinant
(2.5) Φn = |pn+j−1(fi)|i,j=1,··· ,k.
Notice that Φn, n ≥ 0, depends on both, the finite set F and the measure µ. In
order to stress this dependence, we sometimes write Φµ,Fn for Φn.
Along this Section we assume that the set ΘFµ = {n ∈ N : Φµ,Fn = 0} is finite.
We denote θFµ = max Θ
F
µ . If Θ
F
µ = ∅ we take θFµ = −1.
The Christoffel transform of µ associated to the annihilator polynomial pF of
F , pF (x) = (x− f1) · · · (x− fk), is the measure defined by µF = pFµ.
Orthogonal polynomials with respect to µF can be constructed by means of
the formula
(2.6) qn(x) =
1
pF (x)
det

pn(x) pn+1(x) · · · pn+k(x)
pn(f1) pn+1(f1) · · · pn+k(f1)
...
...
. . .
...
pn(fk) pn+1(fk) · · · pn+k(fk)
 .
Notice that the degree of qn is equal to n if and only if n 6∈ ΘFµ . In that case
the leading coefficient λQn of qn is equal to (−1)kλPn+kΦn, where λPn denotes the
leading coefficient of pn. The next Lemma follows easily using [27], Th. 2.5.
Lemma 2.4. Let K be a positive integer or infinity. The measure µF has a
sequence (qn)
K
n=0, qn of degree n, of orthogonal polynomials if and only if Θ
F
µ = ∅
or min Θµ > K. In that case, an orthogonal polynomial of degree n with respect
to µF is given by (2.6) and also 〈qn, qn〉µF 6= 0, 0 ≤ n ≤ K. If Θµ 6= ∅, the
polynomial qn (2.6) has still degree n for n 6∈ ΘFµ , and satisfies 〈qn, r〉µF = 0
for all polynomial r with degree less than n and 〈qn, qn〉µF 6= 0.
From (2.6), one can also deduce (see Lemma 2.8 of [5])
(2.7) 〈qn, qn〉µF = (−1)k
λPn+k
λPn
ΦnΦn+1〈pn, pn〉µ, n > θFµ + 1.
This identity holds for n ≥ 0 when Θµ = ∅
2.2 Finite sets and pair of finite sets of positive integers.
Consider the set Ξ formed by all finite sets of positive integers:
Ξ = {F : F is a finite set of positive integers}.
We consider the involution I in Ξ defined by
I(F ) = {1, 2, · · · ,maxF} \ {maxF − f, f ∈ F}.(2.8)
The definition of I implies that I2 = Id.
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The set I(F ) will be denoted by G: G = I(F ). Notice that
maxF = maxG, m = maxF − k + 1,
where k and m are the number of elements of F and G, respectively (for more
details see [5], Section 2.3).
For a finite set F = {f1, · · · , fk}, fi < fi+1, of positive integers, we define
sF =

1, if F = ∅,
k + 1, if F = {1, 2, · · · , k},
min{s ≥ 1 : s < fs}, if F 6= {1, 2, · · · k},
(2.9)
F⇓ =
{
∅, if F = ∅ or F = {1, 2, · · · , k},
{fsF − sF , · · · , fk − sF }, if F 6= {1, 2, · · · , k}.
(2.10)
From now on, F = (F1, F2) will denote a pair of finite sets of positive integers.
We will write F1 = {f1e1 , · · · , f1ek1 }, F2 = {f
2e
1 , · · · , f2ek2 }, with f
je
i < f
je
i+1 (the
use of f2i to describe elements of F2 is confusing because it looks like a square,
this is the reason why we use the notation f
2e
i ). Hence kj is the number of
elements of Fj , j = 1, 2, and k = k1 + k2 is the number of elements of F . One
of the components of F , but not both, can be the empty set.
We associate to F the nonnegative integers uF and wF and the infinite set of
nonnegative integers σF defined by
uF =
∑
f∈F1
f +
∑
f∈F2
f −
(
k1 + 1
2
)
−
(
k2
2
)
,(2.11)
wF =
∑
f∈F1
f +
∑
f∈F2
f −
(
k1
2
)
−
(
k2
2
)
+ 1,(2.12)
σF = {uF , uF + 1, uF + 2, · · · } \ {uF + f, f ∈ F1}.(2.13)
The infinite set σF will be the set of indices for the exceptional Hahn or Jacobi
polynomials associated to F . Notice that wF = uF + k1 + 1.
For a pair F = (F1, F2) of positive integers we denote by Fj,{i}, i = 1, . . . , kj ,
j = 1, 2, and F⇓ the pair of finite sets of positive integers defined by
F1,{i} = (F1 \ {f1ei }, F2),(2.14)
F2,{i} = (F1, F2 \ {f2ei }),(2.15)
F⇓ = ((F1)⇓, F2),(2.16)
where (F1)⇓ is defined by (2.10). We also define
(2.17) sF = sF1
where the number sF1 is defined by (2.9).
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2.3 Admissibility
Using the determinant (1.2), whose entries are Hahn polynomials, hα,β,Nn , we
will associate to each pair F of finite sets of positive integers a sequence of
polynomials which are eigenfunctions of a second order difference operator. The
more important of these examples are those which, in addition, are orthogonal
and complete with respect to a positive measure. As it happens with the Hahn
family, for the existence of such a positive measure the parameter N must be
taken to be a positive integer: we make that assumption along this section.
The key concept for the construction of exceptional Hahn and Jacobi polyno-
mials is that of admissibility. The analogy with the cases of exceptional Charlier
and Hermite, and Meixner and Laguerre polynomials suggests that the admissi-
bility condition in the Hahn and Jacobi case should be equivalent to either the
positivity or the negativity of the measure ρFα,β,N (1.5).
To avoid division by zero or trivial situations, along this section we will assume
(2.18) α, β, α+ β 6= −1,−2, · · · ,−N, {0, 1, · · · , N} \ (F1 ∪ (−β + F2)) 6= ∅.
Definition 2.5. Let F = (F1, F2) be a pair of finite sets of positive integers.
For a positive integer N , real numbers α, β satisfying (2.18) and x ∈ N, write
Aα,β,NF (x) =
∏
f∈F1
(x− f)(x+ f + α+ β + 1)
∏
f∈F2
(x+ β − f)(x+ f + α+ 1)
(2.19)
× (2x+ α+ β + 1)(α+ 1)x
(x+ α+ β + 1)N+1(β + 1)x
.
We say that α, β,N and F are Hahn admissible if Aα,β,NF (x) has constant sign
for x = 0, · · · , N .
For u ∈ R, we will use the notation uˆ = max{−[u], 0} (where [u] denotes the
value of the floor function at u, i.e. [u] = max{s ∈ Z : s ≤ u}). Notice that
always u+ uˆ ≥ 0. If we write
(x+α+β+1)N+1 = (x+α+β+1)α̂+β+1(x+α+β+1+
̂α+ β + 1)
N+1−α̂+β+1,
we see that if N > ̂α+ β + 1 then
(2.20) sign((x+ α+ β + 1)N+1) = sign((x+ α+ β + 1)α̂+β+1).
This means that for N > ̂α+ β + 1 the sign of Aα,β,NF (x) does not depend on
N . Hence we have proved the following Lemma.
Lemma 2.6. If for some N0 > ̂α+ β + 1, α, β,N0 and F are Hahn admissible,
then for any N > ̂α+ β + 1, α, β,N and F are Hahn admissible as well.
We define the Jacobi admissibility as follows.
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Definition 2.7. Let F = (F1, F2) be a pair of finite sets of positive integers.
For real numbers α, β satisfying
(2.21) α, β, α+ β 6= −1,−2, · · · ,
and x ∈ N, write
Aα,βF (x) =
∏
f∈F1
(x− f)(x+ f + α+ β + 1)
∏
f∈F2
(x+ β − f)(x+ f + α+ 1)
(2.22)
× Γ(x+ α+ 1)Γ(x+ β + 1)
(2x+ α+ β + 1)Γ(x+ α+ β + 1)
.
We say that α, β and F are Jacobi admissible if Aα,βF (x) ≥ 0 for x ∈ N.
Notice that the condition x ∈ N can be changed to
x ∈ {0, 1, · · · ,max(maxF1,−[β] + maxF2,−[α],−[β],−[α+ β]) + 1}.
Remark 2.8. Since for u ∈ R
(x+ u)N+1 = (x+ u)û(x+ u+ û)N+1−û =
Γ(x+ u+ uˆ)(x+ u+ û)N+1−û
Γ(x+ u)
,
(u)x =
Γ(x+ u)
Γ(u)
,
we get sign(Aα,β,NF (x)) = sign(Aα,βF (x)) sign(Γ(α+ 1)Γ(β + 1)). Hence for N >
̂α+ β + 1 the Jacobi admissibility of α, β and F implies the Hahn admissibility
of α, β,N and F . Part 1 and 2 of Lemma 2.9 below show that the Hahn
admissibility of α, β,N and F for some N > ̂α+ β + 1 also implies the Jacobi
admissibility of α, β and F .
This admissibility concept is more involve than the corresponding for excep-
tional Charlier and Hermite or Meixner and Laguerre polynomials (see [5], p. 31
and [6], definition 1.2, respectively). The admissibility depends now on two (Ja-
cobi) or three (Hahn) parameters, while for Charlier and Hermite no parameter
is involved and for Meixner and Laguerre, only one parameter is involved.
We have not found in the literature a definition as (2.5) or (2.7) for Hahn and
Jacobi admissibility, respectively.
In the following Lemma we include some consequences derived from the defi-
nitions 2.5 and 2.7.
Lemma 2.9. Given a positive integer N , real numbers α, β satisfying (2.18)
and a pair F of finite sets of positive integers, we have
1. assume that either α, β and F are Jacobi admissible or α, β,N and F are
Hahn admissible for N > ̂α+ β + 1, then α+k > −1 and β+k1−k2 > −1.
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2. If α, β,N and F are Hahn admissible and N > ̂α+ β + 1 then the sign of
(α+ 1)k(β + 1)k1−k2 is equal to the sign of Aα,β,NF .
3. If α, β and F are Jacobi admissible and F1 = ∅ then α + 1, β + 1 and F
are Jacobi admissible as well.
4. Assume that α, β and F are Jacobi admissible and that sF+α+β+1 > 0.
Then α+ sF , β + sF and F⇓ are Jacobi admissible as well.
Proof. Both parts 1 and 2 of this Lemma will be proved just after the proof of
Part 1 of Theorem 6.5.
Proof of part 3. Indeed, a direct computation gives
(2.23) Aα+1,β+1F (x) =
Aα,βF (x+ 1)
x+ α+ β + 2
.
Since F1 = ∅ (and hence k1 = 0), using part 1 of this Lemma, we have α+ k2 >
−1 and β−k2 > −1, from where we get α+β > −2. This shows that for x ∈ N,
x + α + β + 2 > 0. Since α, β and F are Jacobi admissible, (2.23) shows that
α+ 1, β + 1 and F are also Jacobi admissible.
Proof of part 4. For a finite set of positive integers F , (2.10) gives that
F =
{
sF + F⇓, for sF = 1
{1, · · · , sF − 1} ∪ (sF + F⇓), for sF > 1.
This gives∏
f∈F⇓
(x−f)(x+f+2sF+α+β+1) =
∏
f∈F (x+ sF − f)(x+ f + sF + α+ β + 1)∏sF−1
j=1 (x+ sF − j)(x+ sF + j + α+ β + 1)
.
Hence, after straightforward computation, we can write
Aα+sF ,β+sFF⇓ (x) =
Aα,βF (x+ sF )∏sF−1
j=1 (x+ sF − j)(x+ sF + α+ β + 1 + j)2
× 1
(x+ sF + α+ β + 1)
.
This shows that if α, β and F are Jacobi admissible and sF + α + β + 1 > 0,
then α+ sF , β + sF and F⇓ are also Jacobi admissible.
2.4 Dual Hahn, Hahn and Jacobi polynomials
We include here basic definitions and facts about dual Hahn, Hahn and Jacobi
polynomials, which we will need in the following Sections.
For α and β real numbers, we write
(2.24) λα,β(x) = x(x+ α+ β + 1).
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To simplify the notation we sometimes write λ(x) = λα,β(x).
For α 6= −1,−2, · · · we write (Rα,β,Nn )n for the sequence of dual Hahn poly-
nomials defined by
(2.25) Rα,β,Nn (x) =
n∑
j=0
(−1)j (−n)j(−N + j)n−j
(α+ 1)jj!
j−1∏
i=0
(x− i(α+ β + 1 + i))
(we have taken a slightly different normalization from the one used in [19], pp,
234-7 from where the next formulas can be easily derived). Notice that Rα,β,Nn
is always a polynomial of degree n. Using that (−1)j∏j−1i=0 (λα,β(x)− i(α+ β +
1 + i)) = (−x)j(x+ α+ β + 1)j , we get the hypergeometric representation
Rα,β,Nn (λ
α,β(x)) = (−N)n3F2
(−n − x x+ α+ β + 1
α+ 1 −N ; 1
)
.
When N is a positive integer then the polynomial Rα,β,Nn (x) for n ≥ N + 1 is
always divisible by
∏N
i=0(x− i(α+ β + 1 + i)). Hence
(2.26) Rα,β,Nn (λ
α,β(i)) = 0, n ≥ N + 1, i = 0, · · · , N.
Dual Hahn polynomials satisfy the following three term recurrence formula
xRn = AnRn+1 +BnRn + CnRn−1, n ≥ 0, R−1 = 0,(2.27)
An = n+ α+ 1,
Bn = −(n+ α+ 1)(n−N)− n(n− β −N − 1),
Cn = n(n− β −N − 1)(n−N − 1).
(to simplify the notation we remove the parameters in some formulas). Hence,
when N is not a nonnegative integer and α,−β−N − 1 6= −1,−2, · · · , they are
always orthogonal with respect to a moment functional w∗,α,β,N . When N is a
positive integer and α, β 6= −1,−2, · · · −N , α+ β 6= −1, · · · ,−2N − 1, we have
w∗;α,β,N =
N∑
x=0
(2x+ α+ β + 1)(α+ 1)x(−N)xN !
(−1)x(x+ α+ β + 1)N+1(β + 1)xx!δλ(x),(2.28)
〈Rα,β,Nn , Rα,β,Nn 〉 =
(−N)2n(
α+n
n
)(
β+N−n
N−n
) , n ∈ N.(2.29)
Notice that 〈Rα,β,Nn , Rα,β,Nn 〉 6= 0 only for 0 ≤ n ≤ N . The moment functional
w∗,α,β,N can be represented by either a positive or a negative measure only when
N is a positive integer and either −1 < α, β or α, β < −N , respectively.
Dual Hahn polynomials satisfy the following identity
(2.30) Rα,β,Nn (λ
α,β(x− β)) = Rα,−β,β+Nn (λα,−β(x)).
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For α, α+ β 6= −1,−2, · · · we write (hα,β,Nn )n for the sequence of Hahn poly-
nomials defined by
(2.31) hα,β,Nn (x) = (−N)n3F2
(−n − x n+ α+ β + 1
α+ 1 −N ; 1
)
(we have taken a slightly different normalization from the one used in [19], pp,
234-7 from where the next formulas can be easily derived). Notice that hα,β,Nn
is always a polynomial of degree n. When N is a positive integer then
(2.32) the polynomial hα,β,Nn for n ≥ N + 1 is always divisible by (−x)N+1.
The hypergeometric representation of dual Hahn and Hahn polynomials show
the duality
(2.33) (−N)mhα,β,Nn (m) = (−N)nRα,β,Nm (λα,β(n)), n,m ≥ 0.
If N is not a nonnegative integer and α, β, α+ β, α+ β+N 6= −1,−2, · · · , they
are always orthogonal with respect to a moment functional ρα,β,N . For N a
positive integer and α, β 6= −1, · · · −N , α+ β 6= −1, · · · ,−2N − 1 we have
ρα,β,N =
N∑
x=0
(
x+ α
x
)(
β +N − x
N − x
)
δx,(2.34)
〈hα,β,Nn , hα,β,Nn 〉 =
(−N)2n
w∗;α,β,N (n)
, n ∈ N,(2.35)
where w∗;α,β,N (n) is the mass of the dual Hahn weight at λ(n) given by (2.28).
Notice that 〈hα,β,Nn , hα,β,Nn 〉 6= 0 only for 0 ≤ n ≤ N . The moment functional
ρα,β,N can be represented by either a positive or a negative measure only when
N is a positive integer and either −1 < α, β or α, β < −N , respectively.
Hahn polynomials satisfy the following identities
hα,β,Nn (x+ 1)− hα,β,Nn (x) =
λα,β(n)
α+ 1
hα+1,β+1,N−1n−1 (x),
(2.36)
sN−k+1k+1−j (x)s
N+β−j+2
j−1 (x)hn
α,−β,β+N (x+ j − 1)− sN−k+1k+2−j (x)sN+β−j+3j−2 (x)hα,−β,β+Nn (x+ j − 2)
(2.37)
=
(α+ n+ 1)(β − n)
α+ 1
sN−k+1k+1−j (x)s
N+β−j+3
j−2 (x)h
α+1,−β−1,β+N
n (x+ j − 2),
where suj is the polynomial of degree j defined in (1.3).
For α, β ∈ R, α, β 6= −1,−2, · · · , we use the standard definition of the Jacobi
polynomials (Pα,βn )n
(2.38) Pα,βn (x) = 2
−n
n∑
j=0
(
n+ α
j
)(
n+ β
n− j
)
(x− 1)n−j(x+ 1)j
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(see [12], pp. 169-173 and also [19], pp. 216-221).
For α, β, α+ β 6= −1,−2, · · · , they are orthogonal with respect to a measure
µα,β = µα,β(x)dx, which it is positive only when α, β > −1, and then
(2.39) µα,β(x) = (1− x)α(1 + x)β , −1 < x < 1.
We will use the following formulas
(2.40)
(
Pα,βn
)′
=
n+ α+ β + 1
2
Pα+1,β+1n−1 ,
(2.41) ((1 + x)Pα,−βn (x))
′ = (β + 1)Pα,−βn (x)− (β − n)Pα+1,−β−1n (x).
One can obtain Jacobi polynomials from Hahn polynomials using the limit
(2.42) lim
N→+∞
hα,β,Nn
(
(1−x)N
2
)
(−N)n =
n!Pα,βn (x)
(α+ 1)n
see [19], p. 207 (note that we are using for Hahn polynomials a different nor-
malization to that in [19]). This limit is uniform in compact sets of C.
3 Constructing polynomials which are eigenfunc-
tions of second order difference operators
We assume a number of constrains on the parameters α, β,N and the pair
F = (F1, F2) of finite sets of positive integers. We always assume
(3.1) α, β, α+ β 6= −1,−2, · · · .
In addition, we also assume
(3.2) α− β, β − f2ek2 − 1 6= −1,−2, · · · , if F2 6= ∅
(let us recall that f
2e
k2
is the maximum number in F2). These assumptions are
needed to define the polynomials (3.3) below, and to guarantee that the polyno-
mial hα,β,N ;Fn has degree n (actually the assumption β − f2ek2 − 1 6= −1,−2, · · ·
can be changed to the weaker one β 6∈ (F2 − F1) ∪ ∪n∈σF (−n+ uF + F2)). We
do not need to assume at this stage that N is a positive integer.
Definition 3.1. Let F = (F1, F2) be a pair of finite sets of positive integers.
We define the polynomials hα,β,N ;Fn , n ∈ σF , as
(3.3)
hα,β,N ;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
hα,β,Nn−uF (x+ j − 1) 1≤j≤k+1[
hα,β,Nf (x+ j − 1)
]
f ∈ F1[
sN−k+1k−j+1 (x)s
N+β+1
j−1 (x+ j − 1)hα,−β,β+Nf (x+ j − 1)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k2
i=1(N − x− k + 1)k2−i(N + β − x− i+ 2)i−1
15
where suj is the polynomial of degree j defined by s
u
j (x) = (u − x)j (see (1.3))
and the number uF and the infinite set of nonnegative integers σF are defined
by (2.11) and (2.13), respectively.
The determinant (3.3) should be understood as explained in (1.4).
To simplify the notation, we will sometimes write hFn = h
α,β,N ;F
n .
Using Lemma 2.2, we deduce that hFn , n ∈ σF , is a polynomial of degree n
with leading coefficient equal to
VF1VF2
∏
i∈{n−uF},F1
rα,βi
∏
i∈F2
rα,−βi
∏
i∈{n−uF},F1,f2∈F2
(β+ i−f2)
∏
f∈F1
(f−n+uF ),
where VF is the Vandermonde determinant (2.4) and r
a,b
i =
(a+b+i+1)i
(a+1)i
, that is,
the leading coefficient of the Hahn polynomial ha,b,Ni . The assumptions (3.1)
and (3.2) imply that the above leading coefficient does not vanish when n ∈ σF .
With the convention that hn = 0 for n < 0, the determinant (3.3) defines a
polynomial for any n ≥ 0, but for n 6∈ σF we have hFn = 0.
The most interesting case appears when N is a positive integer. In this case,
as a consequence of (2.32), for n ≥ N + uF + 1, the polynomial hFn is always
divisible by (−x)N−k1+1.
Combining columns in (3.3) and taking into account (2.36) and (2.37), we
have the alternative definition
(3.4)
hα,β,N ;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
∏j−2
i=0 (λ(n− uF )− λ(i))hα+j−1,β+j−1,N−j+1n−uF−j+1 (x) 1≤j≤k+1[∏j−2
i=0 (λ(f)− λ(i))hα+j−1,β+j−1,N−j+1f−j+1 (x)
]
f ∈ F1[
(α+ f + 1, β − f)j−1sN−k+1k−j+1 (x)hα+j−1,−β−j+1,β+Nf (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k
i=0(α+ 1)i
∏k2
i=1(N − x− k + 1)k2−i(N + β − x− i+ 2)i−1
,
where we are using the notation (a, b, · · · , c)j = (a)j(b)j · · · (c)j . That expres-
sion can be rewritten using that
∏j−2
i=0 (λ(n)−λ(i)) = (n−j+2, n+α+β+1)j−1.
The polynomials hFn , n ∈ σF , are strongly related by duality with the poly-
nomials qFn , n ≥ 0, defined by
(3.5) qFn (x) =
∣∣∣∣∣∣∣∣∣∣∣
Rα,β,Nn+j−1(x) 1≤j≤k+1[
Rα,β,Nn+j−1(λ
α,β(f))
]
f ∈ F1[
Rα,−β,β+Nn+j−1 (λ
α,−β(f))
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏
f∈F1(x− λα,β(f))
∏
f∈F2(x− λα,β(f − β))
.
Notice that when N is a positive integer, F1 6= ∅ and F1 ⊂ {1, · · · , N}, then
qFn (x) = 0 for n ≥ N − k1 + 2. Indeed, if n ≥ N − k1 + 2 then for j ≥ k1, we
have n+ j − 1 ≥ N + 1 and hence Rα,β,Nn+j−1(λα,β(f)) = 0 (see (2.26)).
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When N is a positive integer, and under suitable conditions on the pa-
rameters, one can see using (2.30) and Lemma 2.4, that the polynomials qFn ,
n = 0, . . . , N − k, are orthogonal with respect to the measure
(3.6)
ρFα,β,N =
N+uF∑
x=uF
∏
f∈F1
(λ(x−uF )−λ(f))
∏
f∈F2
(λ(x−uF )−λ(f−β))w∗;α,β,N (x−uF )δλ(x−uF ),
where w∗;α,β,N (x) is the mass at λ(x) of the dual Hahn weight given by (2.28).
Lemma 3.2. If u ≥ 0 and v ∈ σF , then
(3.7) κζvq
F
u (λ
α,β(v − uF )) = ξuhFv (u),
where
κ =
∏
f∈F1
(−N)f
∏
f∈F2
(−N − β)f ,
ξu = (−1)(k+1)(u+k/2)(N − u+ 1)k1+1u
k1−1∏
i=0
(N − u− k1 + 1 + i)k1−i
× (N + β − u+ 1)k2u
k2−1∏
i=0
(N + β − u− i+ 1)i,
ζv = (−N)v−uF
∏
f∈F1
(λ(v − uF )− λ(f))
∏
f∈F2
(λ(v − uF )− λ(f − β)).
Proof. It is a straightforward consequence of the duality (2.33) for the Hahn
and dual Hahn polynomials.
We now prove that the polynomials hFn , n ∈ σF , are eigenfunctions of a
second order difference operator. To establish the result in full, we need some
more notations. We denote by Ωα,β,NF (x) and Λ
α,β,N
F (x) the functions
Ωα,β,NF (x) =
∣∣∣∣∣∣∣∣∣∣∣
j=1,...,k[
hα,β,Nf (x+ j − 1)
]
f ∈ F1[
sN−k+1k−j+1 (x)s
N+β+1
j−1 (x+ j − 1)hα,−β,β+Nf (x+ j − 1)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k2
i=1(N − x− k + 1)k2−i+1(N + β − x− i+ 2)i−1
,
(3.8)
Λα,β,NF (x) =
∣∣∣∣∣∣∣∣∣∣∣
j=1,··· ,k−1,k+1[
hα,β,Nf (x+ j − 1)
]
f ∈ F1[
sN−k+1k−j+1 (x)s
N+β+1
j−1 (x+ j − 1)hα,−β,β+Nf (x+ j − 1)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k2
i=1(N − x− k + 1)k2−i+1(N + β − x− i+ 2)i−1
.
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To simplify the notation we sometimes write ΩF = Ω
α,β,N
F , ΛF = Λ
α,β,N
F .
Using Lemma 2.2, we deduce that ΩF is always a polynomial of degree uF +k1.
Moreover, the leading coefficient of ΩF is
VF1VF2
∏
f1∈F1
rα,βf1
∏
f2∈F2
rα,−βf2
∏
f1∈F1,f2∈F2
(β + f1 − f2),
where VF is the Vandermonde determinant (2.4) and r
a,b
i =
(a+b+i+1)i
(a+1)i
.
In a similar way, one can see that except for F2 = ∅, ΛF is not a polynomial
but (N − x− k + 1)ΛF is always a polynomial of degree uF + k1 + 1.
As for hFn (see (3.4)), we have for ΩF the following alternative definition
ΩF (x) =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
(f − j + 2, f + α+ β + 1)j−1hα+j−1,β+j−1,N−j+1f−j+1 (x)
]
f ∈ F1[
(α+ f + 1, β − f)j−1sN−k+1k−j+1 (x)hα+j−1,−β−j+1,β+Nf (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣∏k−1
i=0 (α+ 1)i
∏k2
i=1(N − x− k + 1)k2−i+1(N + β − x− i+ 2)i−1
We also need the determinants ΦFn and Ψ
F
n , n = 0, . . . , N − k, defined by
ΦFn =
∣∣∣∣∣∣∣∣∣∣∣
j=1,··· ,k[
Rα,β,Nn+j−1(λ
α,β(f))
]
f ∈ F1[
Rα,−β,β+Nn+j−1 (λ
α,−β(f))
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
,(3.9)
ΨFn =
∣∣∣∣∣∣∣∣∣∣∣
j=1,··· ,k−1,k+1[
Rα,β,Nn+j−1(λ
α,β(f))
]
f ∈ F1[
Rα,−β,β+Nn+j−1 (λ
α,−β(f))
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
.(3.10)
Using the duality (2.33), we have
ξnΩF (n) = (−1)k2κ(−N)n+k1ΦFn ,(3.11)
ξn(N − n− k + 1)ΛF (n) = (−1)k2+1κ(−N)n+k1ΨFn .(3.12)
Theorem 3.3. Let F = (F1, F2) be a pair of finite sets of positive integers.
Then the polynomials hFn (3.3), n ∈ σF , are common eigenfunctions of the
second order difference operator
(3.13) DF = h−1(x)s−1 + h0(x)s0 + h1(x)s1,
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where
h−1(x) =
x(x− β −N − 1 + k2)ΩF (x+ 1)
ΩF (x)
,(3.14)
h0(x) = −(x+ k)(x− β −N − 1 + k)− (x+ α+ 1 + k)(x−N + k)(3.15)
+ ∆
(
(x+ α+ k)(x−N − 1 + k))ΛF (x)
ΩF (x)
)
,
h1(x) =
(x+ α+ k + 1)(x−N + k1)ΩF (x)
ΩF (x+ 1)
,(3.16)
and ∆ denotes the first order difference operator ∆f = f(x+1)−f(x). Moreover
DF (hFn ) = λ(n− uF )hFn , n ∈ σF .
Proof. The proof is similar to that of Theorem 3.3 in [5] but using here the three
term recurrence relation for the dual Hahn polynomials (2.27) and the dualities
(3.7), (3.11) and (3.12).
The determinantal definition (3.3) of the polynomials hFn , n ∈ σF , automati-
cally implies a factorization for the corresponding difference operator DF (3.13)
in two difference operators of order 1. This is a consequence of the Sylvester
identity (see [13], pp. 32, or [5], Lemma 2.1). This can be done by choosing
one of the components of F = (F1, F2) and removing one element in the cho-
sen component. An iteration of this procedure shows that the polynomials hFn ,
n ∈ σF , and the corresponding difference operator DF can be constructed by
applying a sequence of at most k Darboux transform (see Definition 2.1 in [6])
to the Hahn system (where k is the number of elements of F). We display the
details in the following lemma, where we remove one element of the component
F2 of F , and hence we have to assume F2 6= ∅. A similar result can be proved
by removing one element of the component F1. The proof proceeds in the same
way as the proof of Lemma 3.6 in [5] and it is omitted.
Lemma 3.4. Let F = (F1, F2) be a pair of finite sets of positive integers and
assume F2 6= ∅. We define the first order difference operators AF and BF as
AF =
(−x+ β +N − k2 + 1)ΩF (x+ 1)
ΩF2,{k2}(x+ 1)
s0 − (−x+N − k1)ΩF (x)
ΩF2,{k2}(x+ 1)
s1,(3.17)
BF =
−xΩF2,{k2}(x+ 1)
ΩF (x)
s−1 +
(x+ α+ k)ΩF2,{k2}(x)
ΩF (x)
s0,(3.18)
where k2 is the number of elements of F2 and the pair F2,{k2} is defined by
(2.15). Then hFn+uF (x) = AF (h
F2,{k2}
n+uF2,{k2}
)(x), n 6∈ F1. Moreover
DF2,{k2} = BFAF − (α+ f
2e
k2
+ 1)(β − f2ek2 )Id,
DF = AFBF − (α+ f2ek2 + 1)(β − f
2e
k2
)Id.
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In other words, the system (DF , (h
F
n )n∈σF ) can be obtained by applying a Dar-
boux transform to the system (DF2,{k2} , (h
F2,{k2}
n )n∈σF2,{k2} ).
Analogous factorization can be obtained by removing instead of f
2e
k2
any other
element f
2e
i of F2, 1 ≤ i < k2.
4 Exceptional Hahn polynomials
Under certain assumptions on the parameters α, β,N , in the previous Section
we have associated to each pair F = (F1, F2) of finite sets of positive integers
the polynomials hα,β,N ;Fn , n ∈ σF , which are always eigenfunctions of a second
order difference operator with rational coefficients. We are interested in the
cases when, in addition, those polynomials are orthogonal and complete with
respect to a positive measure.
As it happens with the Hahn family, for the existence of such a positive
measure the parameter N must be taken to be a positive integer and there will
be only a finite number of exceptional polynomials with non-null norm in each
family. More precisely, for a positive integer N and a pair F = (F1, F2) with
F1  {1, · · · , N}, write
(4.1) σN ;F = σF ∩ {uF , · · · , N + uF}.
Notice that σN ;F has exactly N − k1 + 1 elements. Hence, along this section we
will assume N to be a positive integer and F1  {1, · · · , N}, as well as
(4.2) α, β = −1,−2, · · · ,−N, α+ β = −1,−2, · · · ,−2N − 1.
In addition, when F2 6= ∅, we also assume
(4.3) α− β 6= −1,−2, · · · ,−N, β 6= f2k2 , f2k2 − 1, · · · , 0.
Notice that the assumptions (4.2) and (4.3) imply the condition (2.18) that we
assume to define the Hahn admissibility in Section 2.3.
As for the Hahn family, when N is a positive integer we only consider the
polynomials hα,β,N ;Fn (see (3.3)) for n ∈ σN ;F . Indeed, when n ∈ σF and
n > N + uF , the polynomial hα,β,N ;Fn is divisible by (−x)N−k1+1. Since the
orthogonalizing measure ωFα,β,N for the exceptional Hahn polynomials will have
support in {0, 1, · · · , N −k1} (see (4.8)), we have that the polynomial hα,β,N ;Fn ,
n ∈ σF and n > N +uF , vanishes in the support of ωFα,β,N and then it is useless
regarding the space L2(ωFα,β,N ).
Definition 4.1. The polynomials hα,β,N ;Fn , n ∈ σN ;F , defined by (3.3) are
called exceptional Hahn polynomials, if they are orthogonal and complete with
respect to a positive measure.
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As we point out in Section 2.3, the key concept for the construction of excep-
tional Hahn polynomials is the Hahn admissibility (see Definition 2.5). Hahn
admissibility can also be characterized in terms of the measure ρFα,β,N (3.6) and
the sign of the polynomial Ωα,β,NF (x) in {0, · · · , N − k1}.
Lemma 4.2. Given a positive integer N , real numbers α, β, satisfying (4.2)
and (4.3) and a pair F = (F1, F2) of finite sets of positive integers with F1  
{1, · · · , N}, the following conditions are equivalent.
1. The measure ρFα,β,N (3.6) is either positive or negative.
2. α, β,N and F are Hahn admissible.
3.
Ωα,β,NF (n)Ω
α,β,N
F (n+ 1)(
α+k+n
n
)(
β+N−k2−n
N−k1−n
) is non-null and has constant sign for n = 0, · · · , N−
k1, where the polynomial Ω
α,β,N
F is defined by (3.8).
Moreover, if any of these conditions hold, then
i. the sign of the measure ρFα,β,N is the sign of the function Aα,β,NF (2.19);
ii. the constant sign mentioned in part 3 is equal to the sign of (α+ 1)k(β +
1)k1−k2Aα,β,NF ;
iii. if N > ̂α+ β + 1, then the constant sign mentioned in part 3 is positive.
Proof. Since
(4.4) λ(u)− λ(v) = (u− v)(u+ v + α+ β + 1),
the equivalence between parts 1 and 2 (as well as part i) is an easy consequence
of the definitions of Hahn admissibility (2.19) and of the measure ρFα,β,N .
We now prove the equivalence between part 1 and part 3.
Part 1 ⇒ part 3. We assume that the measure ρFα,β,N is positive (if it is
negative, we proceed in a similar way). Write ρFα,β,N (x) for the mass of the
discrete measure ρFα,β,N at the point λ(x− uF ). Using (4.4), we can write
ρFα,β,N (x) =
∏
f∈F1
(x− uF − f)(x− uF + f + α+ β + 1)
×
∏
f∈F2
(x− uF − f + β)(x− uF + f + α+ 1)w∗;α,β,N (x− uF ).
The assumptions (4.2) and (4.3) on the parameters α, β,N and the finite set
F1 imply that ρ
F
α,β,N (x) 6= 0, x = uF , · · · , uF + N , except when x = uF + f ,
f ∈ F1. This means that the positive measure ρFα,β,N is supported in the finite
set of nonnegative integers {λ(x−uF ), x ∈ σN ;F}. Notice that this finite set has
exactlyN−k1+1 points. Since the polynomials qFn (see (3.5)), n = 0, · · · , N−k1,
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are orthogonal with respect to the measure ρFα,β,N and the degree of q
F
n is at
most N − k1, they have positive L2-norm. According to (2.7), we have
(4.5)
〈qFn , qFn 〉 =
(−1)k(α+ 1)n
(α+ 1)n+k
〈Rα,β,Nn , Rα,β,Nn 〉ΦFnΦFn+1 =
(−1)k(−N)2n(α+ 1)nΦFnΦFn+1
(α+ 1)n+k
(
α+n
n
)(
β+N−n
N−n
) .
Using the duality (3.11), we get
ΦFnΦ
F
n+1 =
ξnξn+1
κ2(−N)n+k1(−N)n+1+k1
ΩF (n)ΩF (n+ 1).
Using the definition of ξn in Lemma 3.2, and after an easy computation, we
have for n = 0, · · · , N − k1,
ΦFnΦ
F
n+1 = A
2(−1)k(N − n− k1 + 1)k1(N + β − n− k2 + 1)k2ΩF (n)ΩF (n+ 1),
where A is certain real number (depending on n). Using (4.5), we deduce for
n = 0, · · · , N − k1, that
(α+ 1)n(N + β − n− k2 + 1)k2ΩF (n)ΩF (n+ 1)
(α+ 1)n+k
(
α+n
n
)(
β+N−n
N−n
) > 0.
This can be rewritten as
(4.6)
(α+ 1)n(N + β − n− k2 + 1)k2
(
α+k+n
n
)(
β+N−n−k2
N−n−k1
)
(α+ 1)n+k
(
α+n
n
)(
β+N−n
N−n
) ΩF (n)ΩF (n+ 1)(
α+k+n
n
)(
β+N−n−k2
N−n−k1
) > 0.
A simple computation gives
(α+ 1)n(N + β − n− k2 + 1)k2
(
α+k+n
n
)(
β+N−n−k2
N−n−k1
)
(α+ 1)n+k
(
α+n
n
)(
β+N−n
N−n
) = (N − n)!(β + 1)k1−k2
(N − k1 − n)!(α+ 1)k ,
which is non-null and has constant sign for n = 0, · · · , N − k1.
We then conclude from (4.6) that if ρFα,β,N is a positive measure, then
(4.7) (α+ 1)k(β + 1)k1−k2
Ωα,β,NF (n)Ω
α,β,N
F (n+ 1)(
α+k+n
n
)(
β+N−k2−n
N−k1−n
)
is positive for n = 0, · · · , N − k1. In a similar form, we can prove that if ρFα,β,N
is a negative measure, then (4.7) is negative for n = 0, · · · , N − k1. This proves
part 3. Using part i, part ii also follows easily.
Part 3 ⇒ part 1. Assume that the sign mentioned in part 3 is positive (if
it is negative we can proceed in a similar way). Using the duality (3.11), the
definition of ξn in Lemma 3.2 and proceeding as before, we conclude that the
polynomial qFn , n = 0, · · · , N − k1, are orthogonal with respect to ρFα,β,N and
its L2-norm is non-null and has constant sign. Since the degree of qFn is n,
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n = 0, · · · , N − k1, and the measure ρFα,β,N is supported in N − k1 + 1 points,
part 1 of Lemma 2.1 gives that ρFα,β,N is either a positive or a negative measure.
If N > ̂α+ β + 1, part 1 of Lemma 2.9 shows that the sign of (β+1)k1−k2(α+
1)k is equal to the sign of Aα,β,NF . Part ii then implies that the sign mentioned
in part 3 has to be positive.
Let us remark that we have used part 1 of Lemma 2.9 (still to be proved)
only in the proof of part iii of the previous Lemma.
According to Lemma 4.2 and part 1 of Lemma 2.9, if α, β,N and F are Hahn
admissible, we have α+k > −1, β+k1−k2 > −1 and Ω
α,β,N
F (n)Ω
α,β,N
F (n+ 1)(
α+k+n
n
)(
β+N−k2−n
N−k1−n
) >
0, for all n = 0, · · · , N − k1. One can then deduce that if α, β,N and F are
admissible, then Ωα,β,NF (n)Ω
α,β,N
F (n+ 1) > 0, for all n ∈ N. We point out that
the converse is not true. Indeed, take α = −7/2, β = 9, N = 20 and F1 = {1},
F2 = ∅. A straightforward computation gives
Ωα,β,NF (n)Ω
α,β,N
F (n+ 1) = (3n+ 20)(3n+ 23) > 0, n = 0, · · · , N.
However, it is easy to see that α, β,N and F are not admissible ((2.19) is
nonnegative for x = 0, 1, 2, 4, · · · , N, but negative for x = 3).
In the following Theorem we prove that when α, β,N and F are Hahn ad-
missible the polynomials hα,β,N ;Fn , n ∈ σN ;F , are orthogonal and complete with
respect to a constant sign measure.
Theorem 4.3. Given a positive integer N , real numbers α, β satisfying (4.2)
and (4.3) and a pair F = (F1, F2) of finite sets of positive integers with F1  
{1, · · · , N}, assume that α, β,N and F are admissible. Then the polynomials
hα,β,N ;Fn , n ∈ σN ;F , are orthogonal and complete in L2(ωFα,β,N ), where ωFα,β,N
is the measure (which it is either positive or negative)
(4.8) ωFα,β,N =
N−k1∑
x=0
(
α+k+x
x
)(
β+N−k2−x
N−k1−x
)
Ωαβ,NF (x)Ω
αβ,N
F (x+ 1)
δx.
Hence hα,β,N ;Fn , n ∈ σN ;F , are exceptional Hahn polynomials. Moreover, if
N > ̂α+ β + 1 then the measure ωFα,β,N is positive.
Proof. The proof that hα,β,N ;Fn , n ∈ σN ;F , are orthogonal polynomials with
respect to the measure (4.8) can be proved as in Th. 4.4 in [5] or Th. 4.3 in [6].
We now prove that they are complete in L2(ωFα,β,N ). Using Lemma 4.2 and
taking into account that α, β,N and F are admissible, it follows that the mea-
sure ρFα,β,N (3.6) is either positive or negative and it is supported at N − k1 + 1
points. We assume that it is a positive measure. We also have that the poly-
nomials qFn (where q
F
n is defined by (3.5)), n = 0, · · · , N − k1, have degree n
and positive L2-norm. Using part 2 of Lemma 2.1, we deduce that the finite
sequence qFn /‖qFn ‖2, n = 0, · · · , N − k1, is an orthonormal basis in L2(ρFα,β,N ).
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For s ∈ σF , consider the function hs(x) =
{
1/ρFα,β,N (s), x = λ(s− uF ),
0, x 6= λ(s− uF ),
where by ρFα,β,N (s) we denote the mass of the discrete measure ρ
F
α,β,N at the
point λ(s − uF ). Since the support of ρFα,β,N is {λ(y − uF ), y ∈ σN ;F}, we get
that hs ∈ L2(ρFα,β,N ). Its Fourier coefficients with respect to the orthonormal
basis (qFn /‖qFn ‖2)n are qFn (λ(s− uF ))/‖qFn ‖2, n = 0, · · · , N − k1. Hence
(4.9)
N−k1∑
n=0
qFn (λ(s− uF ))qFn (λ(r − uF ))
‖qFn ‖22
= 〈hs, hr〉ρFa,c =
1
ρFα,β,N (s)
δs,r.
This is the dual orthogonality associated to the orthogonality∑
u∈σF
qFn (λ(u− uF ))qFm(λ(u− uF ))ρFα,β,N (u) = 〈qFn , qFn 〉δn,m
of the polynomials qFn , n = 0, · · · , N − k1, with respect to the positive measure
ρFα,β,N (see, for instance, [1], Appendix III, or [19], Th. 3.8).
Using (4.5), (2.29) and the duality (3.11), we get
(4.10)
1
〈qFn , qFn 〉ρFα,β,N
= ωFα,β,N (n)xn,
where xn is the non-null real number given by
(4.11) xn =
(−1)kκ2(−N + n+ k1)(−N + n)2k1(α+ 1)k
(
β+N−n
N−n
)
ξnξn+1
(
β+N−n−k2
N−n−k1
) ,
and κ and ξn are defined in Lemma 3.2.
Using now the duality (3.7), we can rewrite (4.9) for s = r as
(4.12)
N−k1∑
n=0
ωFα,β,N (n)(h
F
r (n))
2xnξ
2
n
κ2ζ2r
=
1
ρFα,β,N (r)
.
A straightforward computation using (4.11) and the definitions of κ, ξn and ζr
in Lemma 3.2 gives
(4.13)
xnξ
2
n
κ2ζ2r
=
(α+ 1)k(β + 1)k1−k2w
2
∗;α,β,N (r − uF )
(−N)2r−uF (ρFα,β,N (r))2
,
where w∗;α,β,N (x) is the mass of the dual Hahn measure at λ(x) given by (2.28).
Inserting (4.13) in (4.12), we get
(4.14) 〈hFr , hFr 〉ωFα,β,N =
(−N)2r−uF
(α+ 1)k(β + 1)k1−k2w2∗;α,β,N (r − uF )
ρFα,β,N (r).
This shows that the orthogonal polynomials hFr , r ∈ σN ;F , have non-null L2
norm with constant sign for r ∈ σN ;F . On the other hand, Lemma 4.2 shows
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that the measure ωFα,β,N is either positive or negative and has N − k1 + 1 point
in its support (moreover, this measure is positive when N > ̂α+ β + 1). Since
we have N − k1 + 1 polynomials hFr of degree r, we can conclude using part 2
of Lemma 2.1 that they form an orthogonal basis in L2(ωFα,β,N ).
5 Constructing polynomials which are eigenfunc-
tions of second order differential operators
One can construct exceptional Jacobi polynomials by taking limit in the excep-
tional Hahn polynomials. We use the basic limit (2.42).
In the next two sections we assume the same constrains (3.1) and (3.2) on
the parameters α, β as in Section 3. These assumptions are needed to define
the polynomial Pα,β;Fn (see (5.1) below) and to guarantee that it has degree
n (actually this last condition can be guaranteed using the weaker assumption
β 6∈ (F2 − F1) ∪ ∪n∈σF (−n+ uF + F2)).
Given a pair F = (F1, F2) of finite sets of positive integers, using the expres-
sion (3.4) for the polynomials hα,β,N ;Fn , n ∈ σF , setting x → (1 − x)N/2 and
taking limit as N → +∞, we get (up to normalization constants) the polyno-
mials, n ∈ σF ,
(5.1) Pα,β;Fn (x) =
∣∣∣∣∣∣∣∣∣∣∣
(−1)j−1(Pα,βn−uF )(j−1)(x) 1≤j≤k+1[
(−1)j−1(Pα,βf )(j−1)(x)
]
f ∈ F1[
(β − f)j−1(1 + x)k−j+1Pα+j−1,−β−j+1f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(1 + x)k2(k2−1)
.
More precisely
(5.2) lim
N→+∞
hα,β,N ;Fn ((1− x)N/2)
Nn
= υα;Fn P
α,β;F
n (x)
uniformly in compact sets, where
(5.3) υα;Fn =
(−1)n(−2)(k1+12 )+(k22 )(n− uF )!
∏
f∈F1,F2 f !
(α+ 1)n−uF
∏
f∈F1,F2(α+ 1)f
.
Notice that Pα,β;Fn is a polynomial of degree n with leading coefficient equal
to
VF1VF2
∏
i∈{n−uF},F1,F2(α+ iβ + i+ 1)i
∏
i∈{n−uF},F1,f2∈F2(β + i− f2)
∏
f∈F1(f − n+ uF )
(−1)(k1+12 )+(k22 )2n+(k1+12 )+(k22 )(n− uF )!
∏
f∈F1,F2 f !
,
where VF is the Vandermonde determinant defined by (2.4) and i = 1, for
i ∈ {n− uF}, F1 and i = −1, for i ∈ F2.
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We introduce the associated polynomial
(5.4) Ωα,βF (x) =
∣∣∣∣∣∣∣∣∣∣∣
1≤j≤k[
(−1)j−1(Pα,βf )(j−1)(x)
]
f ∈ F1[
(β − f)j−1(1 + x)k−jPα+j−1,−β−j+1f (x)
]
f ∈ F2
∣∣∣∣∣∣∣∣∣∣∣
(1 + x)k2(k2−1)
.
Notice that Ωα,βF is a polynomials of degree uF + k1. To simplify the notation
we sometimes write ΩF = Ω
α,β
F .
We straightforwardly have
(5.5) Pα,β;FuF (x) = zα,β;FΩ
α+sF ,β+sF
F⇓ (x),
where
zα,β;F =
∏
f∈F1(f + α+ β + 1)min(f,sF )
∏
f∈F2(β − f)sF
(−2)sF (2k1−sF+1)/2 ,
and the positive integer sF and the pair F⇓ are defined by (2.17) and (2.16),
respectively.
We will need to know the value at ±1 of the polynomial Ωα,βF .
Lemma 5.1. Let F be a pair of finite sets of positive integers, then Ωα,βF (1)
and Ωα,βF (−1) are polynomials in α and β which do not vanish when α and β
satisfy (3.1) and (3.2). Moreover, if we write 1 = 1, 2 = −1 then
Ωα,βF (1) =
∏2
j=1 VFj
∏kj
i=1(α+ i)kj−i+1
∏
f∈Fj (α+ kj + 1)f−kj
(−2)(k12 )+(k22 )∏f∈F1,F2 f !∏min{k1,k2}i=1 (α+ i)k−2i+1(5.6)
×
2∏
l=1
∏
1=i<j=kl
(α+ lβ + f
le
i + f
le
j + 1)
×
∏
f∈F1
∏
g∈F2
(α+ f + g + 1)(β + f − g).
Ωα,βF (−1) =
∏2
j=1 VFj
∏kj
i=1(jβ + i)kj−i+1
∏
f∈Fj (jβ + kj + 1)f−kj
(−1)
∑
f∈F1,F2 f (2)(
k1
2 )+(
k2
2 )
∏
f∈F1,F2 f !
(5.7)
×
2∏
l=1
∏
1=i<j=kl
(α+ lβ + f
le
i + f
le
j + 1)
min(k1,k2)∏
j=1
k2−j∏
i=j−k1
(β − i).
Proof. The proof follows by a carefully computation using that
(Pα,βn )
(i)(1) =
i!
(
n+α
n−i
)(
n+α+β+i
i
)
2i
, (Pα,βn )
(i)(−1) = i!
(
n+β
n−i
)(
n+α+β+i
i
)
(−1)n+i2i
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and standard determinant techniques. Because of the value above of the Jacobi
polynomials and their derivatives at ±1, Ωα,βF (±1) is clearly a polynomial in
both α and β; one can also see that the right hand side of (5.6) is a polynomial
in α because each factor of the form α+ s in the denominator cancels with one
in the numerator. It is now easy to see that if α and β satisfy (3.1) and (3.2),
the right hand side of (5.6) and (5.7) do not vanish.
Passing again to the limit, we can transform the second order difference op-
erator (3.13) in a second order differential operator with respect to which the
polynomials Pα,β;Fn , n ∈ σF , are eigenfunctions.
Theorem 5.2. Given real numbers α and β satisfying (3.1) and (3.2), and a
pair F of finite sets of positive integers, the polynomials Pα,β;Fn , n ∈ σF , are
common eigenfunctions of the second order differential operator
DF = (1− x2)∂2 + h1(x)∂ + h0(x), ∂ = d/dx,
h1(x) = β − α− 2k2 − (α+ β + 2k1 + 2)x− 2(1− x2)Ω
′
F (x)
ΩF (x)
,
h0(x) = −λ(k1) + [α− β + 2k2 + (2k1 + α+ β)x]Ω
′
F (x)
ΩF (x)
+ (1− x2)Ω
′′
F (x)
ΩF (x)
.
More precisely DF (PFn ) = −λ(n− uF )PFn (x).
Proof. We omit the proof because proceeds as that of Theorem 5.1 in [5] and
using the basic limit (2.42) and its consequences
lim
N→+∞
Ωα,β,NF (xN )
NuF+k1
= υαFΩ
α,β
F (x),(5.8)
lim
N→+∞
Ωα,β,NF (xN + 1)− Ωα,β,NF (xN )
NuF+k1−1
= −2υαF (Ωα,βF )′(x),(5.9)
lim
N→+∞
Ωα,β,NF (xN + 1)− 2Ωα,β,NF (xN ) + Ωα,β,NF (xN − 1))
NuF+k1−2
= 4υαF (Ω
α,β
F )
′′(x).
where xN = (1− x)N/2 and
(5.10) υαF =
(−1)uF+k1(−2)(k12 )+(k22 )∏f∈F1,F2 f !∏
f∈F1,F2(α+ 1)f
.
We can factorize the second order differential operator DF as product of two
first order differential operators. This can be done by choosing one of the com-
ponents of F = (F1, F2) and removing one element in the chosen component.
An iteration shows that the system (DF , (Pα,β;Fn )n∈σF ) can be constructed by
applying a sequence of k Darboux transforms to the Jacobi system (see Defi-
nition 2.1 in [6]). We display the details in the following lemma (the proof is
omitted because is analogous to the proof of Lemma 5.2 in [5] or 5.4 in [6]).
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Lemma 5.3. Let F = (F1, F2) be a pair of finite sets of positive integers.
If F1 6= ∅, we define the first order differential operators A1,F and B2,F as
A1,F =
ΩF (x)
ΩF1,{k1}(x)
∂ − Ω
′
F (x)
ΩF1,{k1}(x)
,
B1,F =
(1− x2)ΩF1,{k1}(x)
ΩF (x)
∂ −
(1− x2)Ω′F1,{k1}(x) + ((α− β + 2k2) + (α+ β + 2k1)x)ΩF1,{k1}(x)
ΩF (x)
,
where the pair F1,{k1} is defined by (2.14). Then for n 6∈ F1,
Pα,β;Fn+uF (x) = A1,F (P
α,β;F1,{k1}
n+uF1,{k1}
)(x),
B1,F (P
α,β;F
n+uF )(x) = −(n− f
1e
k1
)(n+ f
1e
k1
+ α+ β + 1)P
α,β;F1,{k1}
n+uF1,{k1}
(x).
Moreover
DF1,{k1} = B1,FA1,F − λ(f
1e
k1
)Id,
DF = A1,FB1,F − λ(f1ek1 )Id.
If F2 6= ∅, we define the first order differential operators A2,F and B2,F as
A2,F =
(1 + x)ΩF (x)
ΩF2,{k2}(x)
∂ − (1 + x)Ω
′
F (x)− (β + k1 − k2 + 1)ΩF (x)
ΩF2,{k2}(x)
,
B2,F =
(1− x)ΩF2,{k2}(x)
ΩF (x)
∂ −
(1− x)Ω′F2,{k2}(x) + (α+ k)ΩF2,{k2}(x)
ΩF (x)
,
where the pair F2,{k2} is defined by (2.15). Then for n 6∈ F1,
Pα,β;Fn+uF (x) = A2,F (P
α,β;F2,{k2}
n+uF2,{k2}
)(x),
B2,F (P
α,β;F
n+uF )(x) = −(n+ α+ f
2e
k2
+ 1)(n+ β − f2ek2 )P
α,β;F2,{k2}
n+uF2,{k2}
(x),
Moreover
DF2,{k2} = B2,FA2,F − λ(f
2e
k2
− β)Id,
DF = A2,FB2,F − λ(f2ek2 − β)Id.
6 Exceptional Jacobi polynomials
In the previous Section, assuming the constrains (3.1) and (3.2) on the parame-
ters α, β, we have associated to each pair F of finite sets of positive integers the
polynomials Pα,β;Fn , n ∈ σF , which are always eigenfunctions of a second order
differential operator with rational coefficients. We are interested in the cases
when, in addition, those polynomials are orthogonal and complete with respect
to a positive measure.
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Definition 6.1. The polynomials Pα,β;Fn , n ∈ σF , defined by (5.1) are called
exceptional Jacobi polynomials, if they are orthogonal and complete with re-
spect to a positive measure.
In the following Theorem we construct Jacobi exceptional polynomials (the
proof is similar to that of Theorem 6.3 in [6] and it is omitted).
Theorem 6.2. Given a pair F of finite sets of positive integers and real numbers
α and β satisfying (3.1) and (3.2), assume that
(6.1) α+ k + 1 > 0, β + k1 − k2 + 1 > 0, Ωα,βF (x) 6= 0, x ∈ [−1, 1].
Then the polynomials Pα,β;Fn , n ∈ σF , are orthogonal with respect to the positive
weight
(6.2) ωα,β;F (x) =
(1− x)α+k(1 + x)β+k1−k2
(Ωα,βF (x))2
, −1 < x < 1,
and their linear combinations are dense in L2(ωα,β;F ). Hence Pα,β;Fn , n ∈ σF ,
are exceptional Jacobi polynomials.
The Jacobi admissibility of α, β and F is a necessary condition for the as-
sumptions (6.1) in the previous Theorem.
Theorem 6.3. Given a pair F of finite sets of positive integers and real numbers
α and β satisfying (3.1) and (3.2), assume that (6.1) holds. Then α, β and F
are Jacobi admissible.
Proof. Proceeding as in [7], the theorem is an easy consequence of the following
complex orthogonality for the exceptional Jacobi polynomials.
Consider the path Λ encircling the points +1 and −1 first in a positive sense
and then in a negative sense, as shown in Fig. 2.1.
ξ−1 1
Λ
Figure 2.1: Path Λ
The point ξ ∈ (−1, 1) is the beginning and endpoint of Λ. For α, β ∈ C, we
consider
(1− z)α(1 + z)β = eα log(1−z)+β(1+z).
It is a multi-valued function with branch points at ∞ and ±1. However, if we
start with a value of (1 − z)α(1 + z)β at a particular value of Λ, and extend
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the definition of (1− z)α(1 + z)β continuously along Λ, then we obtain a single-
valued function on Λ (if we view Λ as a contour on the Riemann surface for the
function (1−z)α(1+z)β). For definiteness, we assume that the starting point is
ξ ∈ (−1, 1), and the branch of (1−z)α(1+z)β is such that (1−ξ)α(1+ξ)β > 0. In
[18], it has been proved orthogonality for Jacobi polynomials using this contour.
This orthogonality can be extended for exceptional Jacobi polynomials. Indeed,
given α, β satisfying (3.1) and (3.2) (α and β can be also complex numbers) and
a pair F = (F1, F2) of finite sets of positive integers, the complex orthogonality
mentioned above for the exceptional Jacobi polynomials is the following: there
exists a contour Λ as described above such that∫
Λ
Pα,β;Fn+uF (z)P
α,β;F
m+uF (z)
(1− z)α+k(1 + z)β+k1−k2
Ωα,βF (z)2
dz(6.3)
= −4e
pii(α+β) sin(piα) sin(piβ)
2−α−β−1n!
Aα,βF (n),
for every n,m 6∈ F1, where the function Aα,βF is defined in (2.22).
This complex orthogonality can be proved as the Lemma 1.3 in [7], using the
factorizations in Lemma 5.3 for the exceptional Jacobi polynomials instead of
those given in Lemma 2.2 in [7] for the exceptional Laguerre polynomials. The
proof of this Theorem is then similar to that of Theorem 1.2 in [7].
Using the complex orthogonality (6.3) one can easily deduce the norm of the
exceptional Jacobi polynomials.
Corollary 6.4. With the same hypothesis as in Theorem 6.2, we have for n 6∈
F1 (that is, n+ uF ∈ σF)∫ 1
−1
(Pα,β;Fn+uF (x))
2 (1− x)α+k(1 + x)β+k1−k2
(Ωα,βF (x))2
dx =
2α+β+1
n!
Aα,βF (n),
where the function Aα,βF is defined in (2.22).
We guess that the converse of Theorem 6.3 is also true. But we have only been
able to prove it under the additional technical assumption that α+β+sF+1 > 0,
where the nonnegative integer sF is defined in (2.17).
Theorem 6.5. Given real numbers α and β satisfying (3.1) and (3.2) and a
pair F of finite sets of positive integers, assume that α, β and F are Jacobi
admissible. Then
1. α+ k > −1 and β + k1 − k2 > −1.
2. If in addition we assume α+β+sF+1 > 0 then Ω
α,β
F (x) 6= 0 for x ∈ [−1, 1].
We first prove part 1 of Theorem 6.5
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Proof of part 1 of Theorem 6.5. Assume that the positive integerN is big enough
so that F1 ⊂ {0, 1, · · · , N}. Taking into account (3.1) and (3.2), we have that
α, β and N satisfy (4.2) and (4.3). Consider the measure τN defined by
(6.4) τN =
N−k1∑
x=0
(
α+k+x
x
)(
β+N−k2−x
N−k1−x
)
(hα,β,N ;FuF (x))
2
Ωα,β,NF (x)Ω
α,β,N
F (x+ 1)
δyN,x,
where
(6.5) yN,x = 1− 2x/N.
Since α, β and F are Jacobi admissible, by taking N > ̂α+ β + 1 we have that
α, β and N are also Hahn admissible (see Remark 2.8). Hence the measure τN
is either positive or negative (Theorem 4.3).
Consider the positive integer sF and the pair F⇓ defined by (2.17) and (2.16),
respectively. We need the following limits
lim
N→+∞
Ωα,β,NF ((1− x)N/2)
NuF+k1
= υαFΩ
α,β
F (x),(6.6)
lim
N→+∞
Ωα,β,NF ((1− x)N/2 + 1)
NuF+k1
= υαFΩ
α,β
F (x),(6.7)
lim
N→+∞
hα,β,N ;FuF ((1− x)N/2)
NuF
= υα;FuF P
α,β;F
uF (x),(6.8)
lim
N→+∞
(
α+k+(1−x)N/2
(1−x)N/2
)(
β+N−k2−(1−x)N/2
N−k1−(1−x)N/2
)
Nα+β+2k1
=
(1− x)α+k(1 + x)β+k1−k2
c
,(6.9)
uniformly in compact sets of the interval (−1, 1), where υα;FuF and υαF are defined
by (5.3) and (5.10), respectively, and c is given by
(6.10) c = 2α+β+2k1Γ(α+ k + 1)Γ(β + k1 − k2 + 1).
The first limit is (5.8). The second one is a consequence of (5.9). The third
one is (5.2). The forth one is consequence of the asymptotic behavior of Γ(z +
u)/Γ(z + v) when z →∞ (see [12], vol. I (4), p. 47).
Lemma 5.1 shows that Ωα,βF (±1) 6= 0. We take a real number u with 0 < u < 1
such that Ωα,βF (x) 6= 0 for x ∈ [u, 1]. For a real number v with u < v < 1, write
I = [u, v], Then Ωα,βF does not vanish in I. Applying Hurwitz’s Theorem to the
limits (6.6) and (6.7) we can choice a contable set X of positive integers with
limN∈X N = +∞ such that Ωα,β,NF ((1 − x)N/2)Ωα,β,NF ((1 − x)N/2 + 1) 6= 0,
x ∈ I and N ∈ X.
Hence, using (5.3) and (5.10), we can combine the limits (6.6), (6.7), (6.8)
and (6.9) to get
(6.11) lim
N→+∞;N∈X
HN (x) =
4k1
c
H(x), uniformly in I, where
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HN (x) =
(
α+k+(1−x)N/2
(1−x)N/2
)(
β+N−k2−(1−x)N/2
N−k1−(1−x)N/2
)
(hα,β,NuF )
2((1− x)N/2)
Nα+βΩα,β,NF ((1− x)N/2)Ωα,β,NF ((1− x)N/2 + 1)
,
H(x) =
(1− x)α+k(1 + x)β+k1−k2(Pα,β,NuF )2(x)
(Ωα,βF )2(x)
.
We now prove that
(6.12) lim
N→+∞;N∈X
2τN (I)
Nα+β+1
=
4k1
c
∫
I
H(x)dx.
To do that, write IN = {x ∈ N : (1 − v)N/2 ≤ x ≤ (1 − u)N/2}, ordered in
decreasing size. The numbers yN,x, x ∈ IN , form a partition of the interval I
with yN,x+1−yN,x = 2/N (see (6.5)). Since the function H is continuous in the
interval I, we get that ∫
I
H(x)dx = lim
N→1;N∈X
SN ,
where SN is the Cauchy sum
SN =
∑
x∈IN
H(yN,x)(yN,x+1 − yN,x).
On the other hand, since x ∈ IN if and only if u ≤ yN,x ≤ v (6.5), we get
2τN (I)
Nα+β+1
=
2
Nα+β+1
∑
x∈IN
(
α+k+x
x
)(
β+N−k2−x
N−k1−x
)
(hα,β,NuF )
2(x)
Ωα,β,NF (x)Ω
α,β,N
F (x)
=
2
N
∑
x∈IN
HN (yN,x) =
∑
x∈IN
HN (yN,x)(yN,x+1 − yN,x).
The limit (6.12) now follows from the uniform limit (6.11).
Since H(x) > 0, x ∈ I, (6.12) gives that c has the same sign as the measure
τN (let us remind that τN is either a positive or a negative measure).
The identity (4.14) and (3.6) says that
τN (R) =
∏
f∈F1(λ(0)− λ(f))
∏
f∈F2(λ(0)− λ(f − β))
(α+ 1)k(β + 1)k1−k2w∗,α,β,N (0)
.
Using (2.28), one gets
(6.13) lim
N→+∞
2τN (R)
Nα+β+1
= d,
where d is certain non-null real number which has the same sign as the measure
τN . Hence c and d have the same sign. We also have
(6.14) τN (I)
{
≤ τN (R), if τN is a positive measure,
≥ τN (R), if τN is a negative measure.
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Hence, using (6.12), (6.13), (6.14) and taking into account that τN , c and d has
the same sign, one gets ∫
I
H(x)dx ≤ cd
4k1
.
That is ∫ v
u
(1− x)α+k(1 + x)β+k1−k2(Ωα+sF ,β+sFF⇓ )2(x)
(Ωα,βF )2(x)
dx ≤ cd
4k1z2α,β;F
,
where we have use (5.5).
Notice that since α, β and F satisfy (3.1) and (3.2), α + sF , β + sF and F⇓
satisfy (3.1) and (3.2) as well. Using Lemma 5.1, we get Ωα+sF ,β+sFF⇓ (1) 6= 0.
Then, if α+ k ≤ −1, we would deduce
lim
v→1−
∫ v
u
(1− x)α+k(1 + x)β+k1−k2(Ωα+sF ,β+sFF⇓ )2(x)
(Ωα,βF )2(x)
dx = +∞,
which it is a contradiction. Hence α+ k > −1.
Proceeding in the same way but using x = −1 instead of x = 1, we can prove
that β + k1 − k2 > −1.
Notice that part 1 of Theorem 6.5 can be proved under the weaker assumption
of being α, β and N Hahn admissible for N > ̂α+ β + 1 (according to part 3 of
Lemma 4.2, this implies the constant sign of the measure τN (6.4)). So part 1
of Theorem 6.5 actually provides a proof for part 1 of Lemma 2.9. We are now
ready to prove part 2 of Lemma 2.9 which also follows from part 1 of Theorem
6.5.
Proof of part 2 of Lemma 2.9. Since we have already proved that α+k+ 1 > 0
and β + k1 − k2 + 1 > 0, we deduce that the constant c (6.10) is positive. The
limit (6.12) then shows that the measure τN (6.4) is also positive for N big
enough. That is, for x = 0, · · · , N − k1,(
α+k+x
x
)(
β+N−k2−x
N−k1−x
)
Ωα,β,NF (x)Ω
α,β,N
F (x+ 1)
> 0.
Using now part ii of Lemma 4.2, we deduce that for N big enough the sign of
Aα,β,NF (2.19) is equal to the sign of (α+ 1)k(β + 1)k1−k2 . It is now enough to
take into account that for N > ̂α+ β + 1, the sign of Aα,β,NF does not depend
on N (2.20).
To prove part 2 of Theorem 6.5 we need the following Lemma.
Lemma 6.6. With the same hypothesis of Theorem 6.5, assume in addition
that Ωα,βF (x0) = 0 for some x0 ∈ (−1, 1), then Ωα+sF ,β+sFF⇓ (x0) = 0 as well.
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Proof. We take a real number v with x0 < v < 1 such that Ω
α,β
F (x) 6= 0 for
x ∈ (x0, v]. For a real number u with x0 < u < v, write I = [u, v]. Then Ωα,βF
does not vanish in I. Proceeding as in the proof of part 1 of Theorem 6.5, we
get ∫ v
u
(1− x)α+k(1 + x)β+k1−k2(Ωα+sF ,β+sFF⇓ )2(x)
(Ωα,βF )2(x)
dx ≤ cd
4k1
.
If Ωα+sF ,β+sFF⇓ (x0) 6= 0, since Ω
α,β
F (x0) = 0 we get
lim
u→x+0
∫ v
u
(1− x)α+k(1 + x)β+k1−k2(Ωα+sF ,β+sFF⇓ )2(x)
(Ωα,βF )2(x)
dx = +∞.
Hence Ωα+sF ,β+sFF⇓ (x0) = 0.
If F1 = ∅, the converse of Theorem 6.3 is true.
Theorem 6.7. Given real numbers α and β satisfying (3.1) and (3.2) and a
pair F = (∅, F2), assume that α, β and F are admissible. Then (6.1) holds.
Proof. We only have to prove that Ωα,βF (x) 6= 0, −1 < x < 1. We prove it by
induction on k2. For k2 = 1, we have that F2 is a singleton F2 = {f}, and then
Ωα,βF (x) = P
α,−β
f (x). Since k1 = 0, k2 = 1, we have from the first part of Lemma
6.6 that α > −2 and β > 0. Hence, using the admissibility condition (2.22), we
deduce that either −1 < α and f < β or −2 < α < −1 and f − 1 < β < f .
In both cases, according to Theorem 6.72 in [27] the polynomial Pα,−βf (x) does
not vanish in (−1, 1).
Assume now that the theorem holds for k2 ≤ s, and take a finite set of positive
integers F2, with k2 = s + 1 elements. According to the definition of sF1 (2.9)
for F1 = ∅, we have sF1 = 1. Hence we also have sF = 1 (see (2.17)). If there
exists −1 < x0 < 1 such that Ωα,βF (x0) = 0, using the previous Lemma, we
get that also Ωα+1,β+1F⇓ (x0) = 0. Since F1 = ∅, we have F = F⇓ (see (2.16))
and then Ωα+1,β+1F (x0) = 0. If α, β and F are admissible with F1 = ∅, then
α + 1, β + 1 and F are also admissible (see part 3 of Lemma 2.9). Proceeding
as before, we can conclude that Ωα+j,β+jF (x0) = 0, j = 0, 1, 2, . . . Consider the
pair F2,{s+1} defined by (2.15). Since F1 = ∅, from the definition of Jacobi
admissibility (2.22), we deduce that there exists h0 ∈ N such that for h ≥ h0,
α + h, β + h and F2,{s+1} are admissible. Write α˜ = α + h0, β˜ = β + h0. We
also have Ωα˜+j,β˜+jF (x0) = 0, j = 0, 1, 2, . . .
For a positive integer m ≥ s + maxF2 + 1 > s + 1 consider the (s + 1) ×m
matrix
M =
 1≤r≤m[(β˜ − f)r−1(1 + x0)s+1−rP α˜+r−1,−β˜−r+1f (x0) ]
f ∈ F2
 .
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Write ci, i = 1, . . . ,m, for the columns of M (from left to right). For j ≥ 0,
consider the (s+ 1)× s submatrix Mj of M formed by the consecutive columns
cj+i, i = 1, · · · s, of M . Using (5.4), we see that the minor of Mj formed
by its first s rows is equal to (1 + x0)
s(1−j)∏
f∈F2\{f2es+1}
(β˜ − f)jΩα˜+j,β˜+jF2,{s+1} (x0)
where the pair F2,{s+1} is defined by (2.15). Since the set F2 \ {f2es+1} has s
elements and α˜+ j, β˜+ j and F2,{s+1} are admissible, the induction hypothesis
says that Ωα˜+j,β˜+jF2,{s+1} (x0) 6= 0, and hence the columns cj+i, i = 1, · · · s, of M
are linearly independent. On the other hand, the consecutive columns cj+i,
i = 1, · · · s + 1, of M are linearly dependent because its determinant is equal
to (1 + x0)
(s+1)(1−j)∏
f∈F2(β˜ − f)jΩ
α˜+j,β˜+j
F (x0) and Ω
α˜+j,β˜+j
F (x0) = 0. Using
Lemma 2.3, we conclude that rankM = s. Write now
(6.15) M˜ =
 1≤r≤m[((1 + x)sP α˜,−β˜f (x))(r−1)|x=x0 ]
f ∈ F2
 .
Using (2.41), it is easy to see that rank M˜ = rankM = s. Then there exist
numbers ef , f ∈ F2, not all zero such that the polinomial p(x) =
∑
f∈F2 ef (1 +
x)sP α˜,−β˜f (x) is non null and has a zero of multiplicity m in x0. But the poly-
nomial p has degree at most s+ maxF2, and since m ≥ s+ maxF2 + 1 > deg p,
this shows that p = 0, which it is a contradiction. This proves the theorem.
We finally prove part 2 of Theorem 6.5
Proof. Write s = maxF1. We proceed by complete induction on s. The case
s = −1 (i.e., F1 = ∅) is just the previous Theorem (which it has been proved
without using the hypothesis α+ β + sF + 1 > 0).
Assume now that α, β and F are Jacobi admissible, α+ β + sF + 1 > 0 and
(6.16) Ωα,βF (x) 6= 0, −1 < x < 1,
holds for maxF1 ≤ s.
We now prove that if maxF1 = s+ 1, and α, β and F are Jacobi admissible
with α+ β + sF + 1 > 0 then (6.16) also holds.
Consider the pair F⇓ = {(F1)⇓, F2} defined by (2.16). Since F1 6= ∅, we have
that max(F1)⇓ ≤ s. The part 4 of Lemma 2.9 says that if α + sF , β + sF and
F⇓ are Jacobi admissible as well. If we write α˜ = α + sF , β˜ = β + sF , we also
have α˜+ β˜ + sF⇓ + 1 = (α+ β + sF + 1) + sF + sF⇓ > 0.
The induction hypothesis (6.16) then says that Ωα+sF ,β+sFF⇓ (x) 6= 0 for −1 <
x < 1. The second part of Lemma 6.6 then gives that also Ωα,βF (x) 6= 0, for
−1 < x < 1.
We need the technical assumption α + β + sF + 1 > 0 in the previous proof
because otherwise we can not guarantee the admissibility of α+ sF , β+ sF and
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F⇓ from the admissibility of α, β and F , as the following example shows. Con-
sider α = −3/2, β = −9/7, F1 = {2, 3, 4} and F2 = {1, 2}, for which sF = 1 and
(F1)⇓ = {1, 2, 3}. It is then easy to see that α, β and F = (F1, F2) are admissible
but α+sF , β+sF and F⇓ = ((F1)⇓, F2) is not (because Aα+sF ,β+sFF⇓ (0) is nega-
tive). But although α, β and F do not satisfy the assumption α+β+sF+1 > 0,
they are not a counterexample for the converse of Theorem 6.3 because it is easy
to check that Ωα,βF does not vanish in [−1, 1].
7 Recurrence relations
The gaps in their degrees imply that exceptional Hahn or Jacobi orthogonal
polynomials do not satisfy three term recurrence relations as the usual orthog-
onal polynomials do. However, as happens with exceptional Charlier, Meixner,
Hermite or Laguerre polynomials, they also satisfy higher order recurrence re-
lations of the form
(7.1) Υ(x)pn(x) =
r∑
j=−r
an,jpn+j , n ≥ n0,
where Υ is a polynomial of degree r, (an,j)n, j = −r, · · · , r, are sequences of
numbers independent of x (called recurrence coefficients), with an,r 6= 0, for n
big enough and n0 is certain nonnegative integer. We say that this high order
recurrence relation has order 2r + 1. As shown in [9] this is a consequence of
the duality of the exceptional discrete and Krall discrete polynomials.
7.1 Exceptional Hahn polynomials
Our procedure to construct higher order recurrence relations for the exceptional
Hahn polynomials consists in applying duality to the higher order difference
operator with respect to which the associated Krall discrete polynomials (see
(3.5)) are eigenfunctions. Since we want to work with orthogonal polynomials
with respect to positive measures we assume thatN is a positive integer, α, β and
N satisfy (4.2) and (4.3) and that α, β, N and F are Hahn admissible, although
these assumptions are not needed for the implementation of our method to find
higher order recurrence relations for the polynomials (3.3).
Up to an additive constant, we define the polynomial Υα,β,NF of degree wF
(see (2.12)) by solving the first order difference equation
(7.2)
Υα,β,NF (x)−Υα,β,NF (x−1) = Ω−α+maxF1+maxF2+2,−β+maxF1−maxF2,−N−3−maxF1G (−x),
with G = (I(F1), I(F2)) and I the involution defined by (2.8). In [8], Corollary
5.2, it is proved that the polynomials qFn (λ(x + uF )), n ≥ 0, (see (3.5)) are
eigenfunctions of a higher order difference operator DF (which can be explicitly
constructed using [8], Theorem 3.1). The associated eigenvalues are given by
the polynomial Υα,β,NF , so that DF (q
F
n (λ(x))) = Υ
α,β,N
F (n)q
F
n (λ(x)).
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In [8], Corollary 5.2, it is also proved that DF is a difference operator of order
2wF+1, which can be written in terms of the shift operators sj , sj(f) = f(x+j),
in the form
(7.3) DF =
wF∑
j=−wF
gj(x)sj ,
where gj , j = −wF , · · · , wF , are certain rational functions.
The duality (3.7) gives then the higher order recurrence relation for the poly-
nomials hα,β,N ;Fn , nσF (the proof is similar to Corollary 2.3 in [9] and it is
omitted).
Corollary 7.1. The exceptional Hahn polynomials satisfy a 2wF + 1 order
recurrence relation of the form
(7.4)
wF∑
j=−wF
Aα,β,N ;Fj (n)h
α,β,N ;F
n+j (x) = Υ
α,β,N
F (x)cnh
α,β,N ;F
n (x), n ≥ 0,
where cn is a normalization constant and the number wF and the polynomial
Υα,β,NF are defined by (2.12) and (7.2), respectively. For j = −wF , · · · , wF ,
Aa;Fj (n) is a rational function in n which does not depend on x (and whose
denominator does not vanish for n ∈ N).
The expression we have found in [8] for the higher order difference operator
DF makes difficult to find explicitly the coefficients of its expansion (7.3) in
terms of the shift operators sn, n ∈ Z. These coefficients are needed to find
explicit expressions for the recurrence coefficients (Aj)
r
j=−r in (7.4). We have
not been able to find explicit formulas for them in terms of arbitraries α, β, N
and F , but such explicit formulas can be found for small values of wF . Here it
is an example. Consider F1 = ∅, F2 = {1}. It is easy to see that for N ≥ 3,
α, β, N and F are Hahn admissible if and only if either −1 < α and 1 < β or
−2 < α < −1 and 0 < β < 1.
We have wF = 2 and then according to the Corollary 7.1, the polynomials
(hα,β,N ;Fn )n satisfy a five term recurrence relation. Proceeding as in [9] we can
explicitly find the coefficients Aα,β,N ;Fj , j = −2, · · · , 2:
(7.5)
Aα,β,N ;Fj (n) =

3(β−α−2)(n3)(α+n+1)(β+n−2)2(N−n+2)2(α+β+N+n−1)2
(α+1)(α+n−1)(α+β+2n−4)4 , if j = −2,
2(α+β)(α+β+2N+2)(n2)(α+n+1)(N−n+2)(α+β+N+n)(β+n−2)2
(α+1)(α+β+2n−4)(α+β+2n−2)3 , if j = −1,
−(α+n−1)(β+n−4)Aα,β,N;F−2 (n)
(α+n+1)(β+n−2)(N−n+2)2 +
(α+n)(β+n−3)Aα,β,N;F−1 (n)
(α+n+1)(β+n−2)(N−n+2)
+
(α+n+2)(β+n−1)(N−n+1)Aα,β,N;F1 (n)
(α+n+1)(β+n−2)
− (α+n+3)(β+n)(N−n)2Aα,β,N;F2 (n)(α+n+1)(β+n−2) , if j = 0,
(α+β)(α+β+2N+2)n(β+n−2)(α+β+n)(α+n)2
(α+1)(α+β+2n+2)(α+β+2n−2)3 , if j = 1,
(β−α−2)n(β+n−2)(α+n)2(α+β+n)2
2(α+1)(β+n)(α+β+2n−1)4 , if j = 2
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and Υα,β,NF (x) =
(β − α− 2)x2
2(α+ 1)
+
(2βα+ 3β − α+ 2N − 2 + 2Nα)x
2(α+ 1)
, cn = n.
When N is a positive integer and F1 ⊂ {0, 1, 2, · · · , N}, with maxF1 > N/2,
the order 2wF + 1 in the recurrence formula (7.4) can be improved. Indeed,
consider the measure
(7.6) ρGα,β,N =
∏
f∈G1
(λ−λ(N − f))
∏
f∈G2
(λ−λ(f))
∏
f∈G3
(λ−λ(f −β))w∗,α,β,N ,
where G = (G1, G2, G3) is a trio of finite set of positive integers. Notice that for
G1 = ∅, G2 = F1 and G3 = F2, we get the measure (3.6). Using appropriate
representations of the measure (3.6) in the form (7.6), it is proved in [8] that
(under mild conditions on the parameters) the orthogonal polynomials with
respect to the measure ρGα,β,N are eigenfunctions of a higher order difference
operator of the form (7.3) with
−s = r =
∑
f∈F1;f≤N/2
f +
∑
f∈F1;f>N/2
(N − f)−
(
m1
2
)
−
(
m2
2
)
−
(
k2
2
)
.
where m1 and m2 are the number of elements of G1 = {N−f : f ∈ F1, f > N/2}
and G2 = {f : f ∈ F1, f ≤ N/2}, respectively. Notice that this number is less
than or equal to wF (2.12) (but equal to wF for N big enough).
7.2 Exceptional Jacobi polynomials
Since we want to work with orthogonal polynomials with respect to positive
measures we assume that α, β satisfy (3.1) and (3.2) and that (6.1) holds (a
sufficient condition for this last assumption is given in Theorem 6.5), although
these assumptions are not needed for the implementation of our method to find
higher order recurrence relations for the polynomials (5.1). Up to an additive
constant, we define the polynomial Υα,β;F of degree wF as the solution of the
first order differential equation
(7.7) Υ′α,β;F (x) = Ω
−α+maxF1+maxF2+2,−β+maxF1−maxF2
G (x),
where G = (I(F1), I(F2)), I is the involution defined by (2.8) and Ωα,βG is the
Wronskian type determinant (5.4).
By taking limit in Corollary 7.1 we get
Corollary 7.2. The exceptional Jacobi polynomials satisfy a 2wF + 1 order
recurrence relation of the form
(7.8)
wF∑
j=−wF
Aα,β;Fj (n)P
α,β;F
n+j (x) = Υα,β;F (x)P
α,β;F
n (x),
where the number wF and the polynomial Υα,β;F are defined by (2.12) and (7.7),
respectively. For j = −wF , · · · , wF , Aα,β;Fj (n) is a rational function in n which
does not depend on x and whose denominator does not vanish for n ∈ N.
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Consider F1 = ∅, F2 = {1}. Since α > −2 and β > 0, and sF = 1, we get
that Ωα,βF (x) 6= 0 for x ∈ [−1, 1] is equivalent to the admissibility of α, β and
F . And it is easy to see that this happens if and only if either −1 < α and
1 < β or −2 < α < −1 and 0 < β < 1. By taking limit in (7.5), we get that
the exceptional Hahn polynomials (Pα,β;Fn )n satisfy the five order recurrence
relation (7.8) where wF = 2,
Aα,β;Fj (n) =

(β−α−2)(α+n+1)(α+n−2)(β+n−2)2
2(α+1)(α+β+2n−4)4 , if j = −2,−2(α+β)(α+n−1)(α+n+1)(β+n−2)2
(α+1)(α+β+2n−4)(α+β+2n−2)3 , if j = −1,
− (n−1)(n−2)(β+n−4)A
α,β;F
−2 (n)
(α+n−2)(α+n+1)(β+n−2) −
(n−1)(α+n)(β+n−3)Aα,β;F−1 (n)
(α+n−1)(α+n+1)(β+n−2)
− (α+n+2)(α+n)(β+n−1)Aα,β;F1 (n)n(α+n+1)(β+n−2)
− (α+n+3)(α+n)(β+n)Aα,β;F2 (n)n(n+1)(β+n−2) , if j = 0,
−2(α+β)n(α+n+1)(β+n−2)(α+β+n)
(α+1)(α+β+2n+2)(α+β+2n−2)3 , if j = 1,
(β−α−2)(n+12 )(β+n−2)(α+β+n)2
(α+1)(β+n)(α+β+2n−1)4 , if j = 2
and Υα,βF (x) =
(1− x)(2 + 3α+ β + (α− β + 2))x
8(α+ 1)
.
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