Given a graded poset P , consider a chain decomposition C of P . If |C 1 | ≤ |C 2 | implies that the set of the ranks of elements in C 1 is a subset of the ranks of elements in C 2 for any chains C 1 , C 2 ∈ C, then we say C is a nested chain decomposition (or nesting, for short) of P , and P is said to be nested. In 1970s, Griggs conjectured that every normalized matching rank-unimodal poset is nested. This conjecture is proved to be true only for all posets of rank 2 [11], some posets of rank 3 [10, 5] , and the very special cases for higher ranks. For general cases, it is still widely open. In this paper, we provide some sufficient conditions on the rank numbers of posets of rank 3 to satisfies the Griggs's conjecuture.
Introduction
We start with the necessary terminology of poset theory. A poset P = (P, ≤) is a set P equipped with a partially order relation ≤. Through out the paper, all posets are finite. Let P be a poset. We say a subposet C of P is a chain of length ℓ if C = {x i | x i < x i+1 for 0 ≤ i ≤ ℓ − 1}. A chain decomposition C of P is a collection of disjoint chains of P with ∪ C∈C C = P . We are looking for decompositions with as few number of chains as possible. The most significant theorem in the literature was given by Dilworth [3] . Here an antichain is a subposet of P such that neither x ≤ y nor y ≤ x holds for any x = y in Q.
Theorem 1.1 [3] For a poset P , the minimum number of chains in a chain decomposition is equal to the maximum size of an antichain of P .
In the following, we study the chain decompositions of a special class of posets, which includes example such as Boolean lattices, linear lattices, and divisor lattices, etc. A graded poset is a poset such that every maximal chain has the same length. For a graded poset P , we define the rank function r : P −→ N such that r(x) = i, if there exactly i elements y < x in a maximal chain. Moreover, an element x is of rank i if r(x) = i and the rank of P is max x∈P r(x). The ith level of a graded poset P is the collection of all elements of rank i, that is, L i = {x | r(x) = i, x ∈ P }. By the definitions, every level is an antichain. Therefore, max i |L i | ≤ |C| for every chain decomposition C of P . For graded posets, we define a special chain decomposition:
We say P is nested, or it has a nesting, if such a decomposition of P exists.
Observe that a nesting C is a chain decomposition with minimum number of chains. Because from the inclusion relation, ∩ C∈C {r(x) | x ∈ C} is not empty, and there exists some m and a level L m such that m ∈ ∩ C∈C {r(x) | x ∈ C}. Thus, every chain in C contains an element of rank m, and hence
We refer the reader to see more properties of graded posets in [2, 4] .
Anderson [1] and Griggs [6] independently gave the same sufficient condition for the existence of a nesting in the graded posets. Let r i denote the cardinality of level i. The rank numbers or Whitney numbers of a graded poset of rank n is the sequence (r 0 , r 1 , . . . , r n ). If r i = r n−i for all 0 ≤ i ≤ n, then P is said to be rank-symmetric. Suppose there exists some i such that r 0 ≤ · · · ≤ r i ≥ · · · ≥ r n , then P is rankunimodal. For any levels L i and L j of P , consider any subset S of L i and denote the set Γ j (S) = {x ∈ L j | x ≤ y or y ≤ x for some y ∈ S}. If the inequality
holds, then we say P has the normalized matching property from i to j. By simple calculation, one can see if P has the normalized matching property from i to j, then it also has the property from j to i. Moreover, if P has the normalized matching property from i to j and j to k for i < j < k, then it has the property from i to k. Once the normalized matching property holds between any two levels, then we say P is a normalized matching poset. In fact, every chain in a nesting of a poset P described in the theorem contains elements of ranks i, i + 1, . . . , n − i for some i, where n is the rank of P . Such a decomposition is also called a symmetric chain decomposition of P . In addition to Theorem 1.3, Griggs also posed the following conjecture [6, 7, 8] : The conjecture turns out to be extremely difficult, although one can easily give an affirmative answer of graded posets of rank 1 using the well-known Hall's Marriage Theorem [9] . There are only a few graded posets of small ranks which are proven to satisfy the conjecture by Wang [11] , Hsu, Logan, and Shahriari. [10] , and Escamilla, Nicolae, Salerno, Shahriari, and Tirrell [5] , respectively. In section 2, we introduce the early results on the graded posets of ranks 2 and 3, and mention our theorems at the end of the section. The main contribution of this paper is to give more sufficient conditions on the graded posets of rank 3 to satisfy the conjecture, based on the ideas of proofs in the early papers. The proofs of our theorems are presented in Section 3.
Normalized Matching Posets of Rank and 3
Note that in Conjecture 1.1, we only concern the normalized matching property and the conditions of the rank numbers. The structure of the poset is irrelevant. For convenience, we use the notation NM(r 0 , r 1 , . . . , r n ) to denote the collection of all normalized matching posets of rank n with rank numbers (r 0 , r 1 , . . . , r n ). In 2005, Wang [11] dropped the rankunimodal assumption and proved a stronger result.
Theorem 2.1 [11]
Every poset P ∈ NM(r 0 , r 1 , r 2 ) has a nesting.
For graded posets of rank 3, Shahriari with two research groups [10, 5] developed some sufficient conditions on the rank numbers (r 0 , r 1 , r 2 , r 3 ) to guarantee the existence of a nesting. In [10] , the authors came up with a clever idea which can not only simplify the proof of Theorem 2.1 but also reduce the rank numbers to fewer cases that need to be considered for graded posets of rank 3. Since we will use this idea in our proof, we introduce it below. Proposition 2.2 Given a graded poset P , let P ′ = P ∪ {x} be obtained by adding a new element x to the ith level of P together with the partial order relations y < x (resp.
The proof of the proposition is straightforward, since if we pick a set S in the ith level of P ′ , either it contains x, then |Γ k (S)|/r k = 1, or it does not contain S, then |S|/(r i + 1) < |S|/r i < |Γ k (S)|/r k , for all k. In [10] , such an element is called a ghost.
We demonstrate two instances of exploiting the ghosts to get a nesting. Suppose P is a poset in NM(r 0 , r 1 , r 2 ) with r 0 < r 2 < r 1 . Then we add r 2 − r 0 ghosts to the 0th level to get a rank-symmetric poset P ′ . By Theorem 1.3, P ′ has a nesting and each chain contains elements of ranks either {0, 1, 2} or {2}. After removing the ghosts from the chains of length 2, we obtain a chain decomposition of P such that each chain contains elements of ranks either {0, 1, 2}, or {1, 2}, or {2}. If the rank numbers satisfy r 1 < r 0 < r 2 , then we add r 0 − r 1 ghosts to the first level. The new poset P ′′ restricted on the first and second levels is a poset of rank 1. So we can partition it into chains of length either 0 or 1. Meanwhile, the poset consisting of the 0th and first level of P ′′ can be partitioned into chains of length of 1. The chains of length 1 in two decompositions can be concatenated into chains of length 2. Finally, we remove the ghosts to get of decomposition of P with each chain containing elements of rank either {0, 1, 2}, or {0, 2}, or {2}. Indeed, the arguments above are exact the ideas of Hsu et al. in [10] , used to reprove Theorem 2.1 .
Using the ideas of the ghost elements, the induction, and the duality, Hsu et al. [10] 
. Now suppose we already have a nesting of P ′ . We then remove the ghosts in all the longest chains to get a nesting of P . See [10] for the details of all the reduction methods. With this assumption on the rank numbers, Hsu et al. [10] and Escamilla et al. [5] Then every P ∈ NM(r 0 , r 1 , r 2 , r 0 ) is nested.
In [5] , the authors also examined the posets of rank 3 with r 2 ≤ 13. Using Theorem 2.4, one can verify that if r 0 < r 1 < r 2 ≤ 13, every poset P ∈ NM(r 0 , r 1 , r 2 , r 0 ) satisfies Conjecture 1.1 except that (r 0 , r 1 , r 2 , r 0 ) is equal to one of the six cases: (6, 8, 12, 6) , (6, 9, 12, 6) , (4, 6, 13, 4), (5, 8, 13, 5) , (6, 8, 13, 6) , (6, 9, 13, 6). We close Section 2 by stating our results. For graded posets of rank 3, we provide two more sufficient conditions on the rank numbers for the existence of a nesting: Theorem 2.5 Let P ∈ NM(r 0 , r 1 , r 2 , r 0 ). If both r 1 and r 0 divide r 2 − 1, then P is nested. Theorem 2.6 Let P ∈ NM(r 0 , r 1 , r 2 , r 0 ). If kr 0 ≤ r 1 ≤ k(r 0 + 1), then P is nested.
Observe that by Theorem 2.5, we see that every P ∈ NM(4, 6, 13, 4) has a nesting. Unfortunately, other unsolved cases with r 2 ≤ 13 mentioned in [10] cannot be settled by our theorems. Nevertheless, for 14 ≤ r 2 ≤ 15, we can use Theorem 2.6 to show every P ∈ NM(r 0 , r 1 , r 2 , r 3 ) with (r 0 , r 1 , r 2 , r 3 ) ∈ {(4, 9, 14, 4), (3, 7, 15, 3) ,(4, 9, 15, 4),(5, 11, 15, 5)} is nested. These are not covered by Theorem 2.3 and 2.4.
Proofs of the Main Theorems
In this section, we give the proofs of Theorem 2.5 and Theorem 2.6 . Let us begin with the proof of Theorem 2.5. Proof of Theorem 2.5. Pick a poset P ∈ NM(r 0 , r 1 , r 2 , r 0 ), where k 0 r 0 + 1 = r 2 and k 1 r 1 + 1 = r 2 for some integers k 1 and k 2 . Let P ′ be a poset obtained by removing an arbitrary element x from L 2 . To show that P ′ is a normalized matching poset, we only need to verify the inequality holds between L 1 and L 2 \ {x} as well as L 2 \ {x} and L 3 . First consider L 1 and L 2 \ {x}. By the symmetry, we only need to verify the normalized matching property from L 1 to L 2 \ {x}. For any S ⊆ L 1 , since P is a normalized matching poset, we have
Equivalently,
Otherwise, x ∈ Γ 2 (S) and then S = ∅. We have
The numerator |Γ 2 (S)| − 1 is just the number of elements y ∈ L 2 \ {x} satisfying z < y for some z ∈ S. So the normalized matching property holds between L 1 and L 2 \ {x}. Using a similar argument we can see that the normalized matching property also holds between L 3 and L 2 \ {x}. Now that r 1 divides k 1 r 1 = r 2 − 1, so P ′ has a nesting C by Theorem 2.3 (d). Finally, we view {x} as a one-element chain and add it to C to get a nesting of P .
It is worth mentioning that the proof in Theorem 2.5 is similar to the next lemma in [10] , which is used to prove Theorem 2.3 (b).
Lemma 3.1 [10] Let P ∈ NM(r 0 , r 0 + 1). For any x of rank 1 in P , there exists a chain partition of P which consists of r 0 chains of length 1 and another chain {x} of length 0.
Before presenting the proof of Theorem 2.6, we need more preparations. In addition to adding the ghosts to a normalized matching poset, there are some techniques to produce new normalized matching posets from the old ones. We introduce two construction approaches. Figure 1 The proof of this proposition was given by Hsu et al. [10] (clone), and by Escamilla et al. [5] (bunch), respectively. Now we prove our second theorem. Proof of Theorem 2.6. Consider P ∈ NM(r 0 , r 1 , r 2 , r 0 ) with kr 0 ≤ r 1 ≤ k(r 0 + 1) for some integer k. Note that the two ends of the inequality are in the statements of Theorem 2.4 (a) and (b). Thus, we may suppose r 1 = kr 0 + t for some 1 ≤ t ≤ k − 1. Pick a poset P ∈ NM(r 0 , r 1 , r 2 , r 0 ). We use the induction method to find the nestings of subposets induced by different levels of P . Our goal is to combine the nestings properly to get a nesting of P .
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First construct a poset P 1 of rank 2 induced by the top three levels of P with a replacement of a k-clone of the highest level. By Proposition 3.4, P 1 ∈ NM(r 1 , r 2 , kr 0 ), and there exists a nesting C 1 of P 1 by Theorem 2.1. Observe that there are kr 0 chains of length 2 in C 1 such that eahc of them contains an element (y, j) in the highest level of P 1 .
Clearly, the bottom two levels L 0 and L 1 of P induce a subposet of rank 1 and has a nesting. However, we do not want a nesting of the above poset containing a chain of length 1 whose top element is the bottom element of a chain of length 1 in C 1 . This could lead to two chains of length 2 but the ranks of elements in one chain is {0, 1, 2} and the other is {1, 2, 3} when we combine the two nestings together. To avoid this, we construct a poset P 2 of rank 1 as follows. At the beginning, we add k − t additional ghosts to L 1 of P in advance. Now this level contains k(r 0 + 1) elements, and we will partition them into r 0 + 1 sets of size k. Because L 1 is also the bottom level of P 1 , for each y i ∈ L 3 of P , there exist exactly k elements in L 1 such that each of them lies in a chain, containing (y i , j) for some 1 ≤ j ≤ k, of length 2 in C. In addition, there are t = r 1 − kr 0 elements in L 1 which are not in any chain of length 2 in C. For 1 ≤ i ≤ r 0 , let A i be the set consisting of every element in L 1 , which lies in a chain in C 1 containing the element (y i , j) for some 1 ≤ j ≤ k . Moreover, let A r 0 +1 be the set consisting of the t remaining elements in L 1 and the k − t ghosts. We bunch all elements in L 1 and the ghosts into the above r 0 + 1 sets A 1 , . . . , A r 0 +1 . The poset induced by these A i s and L 0 is P 2 .
By Lemma 3.1, there is a chain partition C 2 of P 2 with r 0 chains of length 1 and one chain of length 0 such that each chain of length 1 does not contain A r 0 +1 and each x i ∈ L 0 is in a chain of length 1 in C 2 . Assume the chains are {x i , A i } for 1 ≤ i ≤ r 0 . It follows that for each i there exists some element in z ∈ A i with x i < z. Fix some i. For those k chains of length 2 in C 1 containing (y i , j) for some 1 ≤ j ≤ k, we extend one of them to length 3 by adding the element x i and delete the top elements of the remaining k − 1 chains of length 2. Repeating the operations for all 1 ≤ i ≤ r 0 gives us a nesting of P .
