Abstract: Knowledge discovery in large multimedia databases which usually contain large amounts of noise and high-dimensional feature vectors is an increasingly important research issue. Density-based clustering is proved to be much more efficient when dealing with such databases. However, its clustering quality mainly depends on the parameter setting. For the adequate choice of the parameters to be preset, it has difficulty in its operability without enough domain knowledge. To solve such problem, in this paper it proposed a new approach to immediately inference an appropriate value for one of the parameters named bandwidth. Based on the Bayesian Theorem, it is to infer the suitable parameter value by the constructed parameter estimation model. Then the user only has to preset the other parameter noise threshold. As a result, the clusters can be identified by the determined parameter values. The experimental results show that the proposed method has complementary advantages in the density-based clustering algorithm.
Introduction
The rapid advance in spatial data acquisition, transmission and storage results in the growth of vast computerised datasets at unprecedented rates. For numerous data-based applications, efficient methods of data analysis can make use of the information implicitly contained in the data (Ankerst et al., 1999) . As a primary means of data analysis, cluster analysis helps to understand the natural grouping and structure in a dataset (Hinneburg and Keim, 1998) . According to the different criteria of similarity measurement and clustering evaluation, the commonly used clustering algorithms may be based on partition, hierarchy, density and grid (George et al., 1999) . Especially, the density-based algorithm has the advantage of discovering arbitrary shape clusters. The most prominent representatives are locality-based clustering algorithms such as DBSCAN and DBCLASD. DBSCAN requires only one input parameter and supports the user in determining an appropriate value for it (Ester et al., 1997 (Ester et al., , 1996a . While DBCLASD assumes that the points inside of the clusters are randomly distributed, it allows user to work without any input parameters (Xu et al., 1998) . A problem for the above mentioned approaches is that most algorithms are not designed for dealing with high-dimensional feature vectors, for which the performance degenerates rapidly with increasing dimension. Additionally, most of the existing algorithms are not good at handling databases that contains large amounts of noise, which is quite common in multimedia database. While density-based clustering (DENCLUE) solves these problems, it works efficiently for high-dimensional datasets and can deal with arbitrary noise levels (Ester et al., 1996b) .
DENCLUE is a generic clustering algorithm based on kernel density estimation. It takes kernel density functions to model density as the sum of the influences of individual data objects. By means of adjusting the bandwidth of the kernel function, the DENCLUE algorithm is able to efficiently get insight into the distribution of a dataset. However, for the current method it just provides an exploratory analysis of the parameter setting which limited its operability. To solve such problem, in this paper it constructs a parameter estimation model to immediately inference an appropriate value for the bandwidth. So the appropriate clustering results can be acquired more quickly in accordance with the inherent distributed characteristics of the original dataset. Theoretical analysis and experimental results show that the approach has good clustering quality and computing performance.
The rest of the paper is organised as follows. In Section 2, the related principles are introduced such as kernel density estimation and Bayesian inference. And it illustrates how the parameter estimation model can be constructed with respect to the above mentioned principles. In Section 3, it is the process of the proposed algorithm that includes its theoretical foundations such as Bayesian posterior density estimation and Markov Chain Monte Carlo (MCMC) method as well as the rationality of the parameter setting method. In Section 4, an experimental evaluation is provided. For the experiments, analogue data is used as the related paper commonly used. In addition, real data is also tested. The results are concluded in Section 5 along with some issues for future work.
Related principles
In data space, each data point contributes to the clustering. Using a mathematical function named influence function to describe the impact of each data point, the overall density function can be modelled by the sum of the influence functions on all the data points. DENCLUE is to model the distribution density of a given dataset as the sum of the influences of individual data objects by using the functions under kernel density estimation (Tan et al., 2006) . For kernel density estimation, the contribution of each point to the overall density function is expressed by an influence or kernel function (Gentle and James, 2001) . Clusters can then be determined mathematically by identifying density-attractors. Density attractors are local maxima of the overall density function.
Basic idea of DENCLUE algorithm
DENCLUE is a clustering algorithm on a group of density distribution functions (Han and Kamber, 2000) . Given a space containing dataset D = {x 1 , x 2 , ……, x n } in d-dimensional space, the basic idea of the algorithm is followed.
The kernel density estimator of the overall density function
Kernel-based methods are most popular non-parametric estimators. It can uncover structural features in the data which a parametric approach might not reveal. Non-parametric in which less rigid assumptions will be made about the distribution of the observed data, it will be assumed that the distribution has a probability density f, the data will be allowed to speak for themselves in determining the estimate of f more than would be the case if f were constrained to fall in a given parametric family.
Assume that the probability distribution associated with each observed data point uniformly distributes in different dimensions. ∀x ∈ Ω, the probability density can be estimated as equation (1).
where K(x) is the kernel function in terms of product kernel that aims at simplifying calculation. It generally chooses a symmetric density function that has single peak at the origin such as square wave function and Gaussian function. Constant h is called the bandwidth of the kernel function (Gan and Li, 2004) . In accordance with the above hypothesis, the bandwidth value in different dimensions can be viewed as the same.
Definition of density-attractor and density-attracted
Given the local maximal point x * of the overall density function, ∀x ∈ Ω, if there exists a point set {x 0 , x 1 , ……, x k } satisfying the condition that x 0 = x, x k = x * and x i (0 < i < k) is guided by the gradient of point x i-1 , then x is density attracted by x * which is the density attractor of x. If the kernel function is continuous and differentiable at any point, determining the density-attractors can be done efficiently by a hill-climbing procedure which is guided by the gradient of the overall density function. 
Centre-defined cluster

Arbitrary-shape cluster
An arbitrary-shape cluster for the set of density-attractors X is a subset C ⊆ D where
Obviously, there are two important preset parameters in the algorithm such as the bandwidth and the noise threshold. The bandwidth affects the efficiency of the overall density function estimator as well as the number of the density-attractors or the clusters. Let h max represents the maximum of the bandwidth under the condition that the density function f D (x) has only one density-attractor. While h min represents the minimum of the bandwidth under the condition that the density function f D (x) has n density-attractors. Each value in the interval [h min , h max ] corresponds to an appropriate clustering result about the dataset (Tan et al., 2006) . When h is equal to h min , each object itself can be seen as a cluster which means that the clustering result contains n single classes. Otherwise when h is amount to h max , all the objects together can be treated as one cluster. Consequently, the value of the bandwidth can be selected from the interval [h min , h max ] in order to naturally acquire hierarchy clustering result. Considering the optimal bandwidth, it is acknowledged that the bandwidth value in the maximal interval I ⊂ [h min , h max ] which keep the number of density-attractors remain constant corresponds to an appropriate clustering result. When the bandwidth h is ready, the clustering result can be determined by the noise threshold ξ.
Parameter estimation model
For DENCLUE algorithm, it is important to preset the parameter value. Here is one of the parameters bandwidth to be estimated under Bayesian Theorem. By means of the Bayesian posterior probability estimation, the inferred bandwidth value represents the most likely value that in accordance with the inherent distributed characteristics of the original dataset. First, the kernel density estimation is used to construct the likelihood function. Then, the parameter estimation model is created by choosing an empirical prior density function, along with MCMC method to sample the parameter space.
Bayesian inference
Bayesians views unknown parameter values as random quantities using probability distributions to represent its uncertainty (Dellaportas et al., 2002) .
Let D represent the observed data and θ represent the model parameter. The joint probability distribution P(D, θ) over all random quantities is equation (2), in which θ is able to be multi-dimensional (Gelman et al., 2004) .
where we call P(θ) the prior density and P(D | θ) the likelihood function. Once given the observed data D, the posterior distribution of the parameter θ can be acquired as equation (3) according to Bayesian Theorem.
It represents the distribution of θ condition on the observed data D. Since the denominator of equation (3) is not relevant to θ, it can be simplified as being proportional to the prior times the likelihood and formalised as equation (4).
Seen from equation (4), the posterior is a conditional distribution for the model parameters given the observed data. The posterior distribution is the key of the Bayesian inference, where one is interested in making inference with various features of the posterior distribution. The kernel density estimation may represent the distribution of the original dataset associated with the estimated parameter. When an empirical prior density function of the parameter to estimate is got, it is necessary to construct the corresponding likelihood function.
Likelihood function construction
The likelihood function of a random sample of size n form density function f(x, θ) is the joint probability density function, denoted by equation (5) ( ) ( )
It provides the likelihood that the random variables take on a particular value x 1 , x 2 , …,
Note that the likelihood function L is a function of the unknown parameter θ.
If we have a random sample (independent, identically distributed random variables), then we can write the likelihood function as equation (6) shows
which is the product of the individual density functions evaluated at each sample point. The kernel density estimation just represents the density function of the observed dataset, the general form of kernel density estimation is given below. Unlike the ideal circumstances as equation (1) shows, the general form represents the ordinary conditions that the data point heterogeneously distributes in different dimensions.
Consider
, drawing a random sample of size n in this setting means that n observations are for each of the d-dimensional random variables X 1 , X 2 , ……, X d . Suppose that the i th observation of each of the d random variables is obtained in the vector
where X ij is the i th observation of the random variable X j . Let {x 1 , x 2 , ……, x n } be independent random samples draw from f(x). The general form of the kernel estimator of f(x) is as equation (7).
where K(•) represents a multivariate kernel function, H is the bandwidth matrix in the form of a symmetric positive definite d × d matrix (Gan and Li, 2004) . It is known that the performance of a kernel density estimator is primarily determined by the bandwidth, and only in a minor way by the kernel function (Izenman, 1991) . According to the kernel estimator of f(x) as equation (7) shows, the likelihood function for the bandwidth matrix H is as equation (8).
For the convenience of calculation, the typically form is the logarithm of the likelihood function. So far, the parameter value can be theoretically inferred from the constructed Bayesian posterior probability. Note that if the posterior is non-standard, then this can be very difficult, even it is impossible to obtain in much high dimensional space because there are a lot of parameters to integrate over. Performing the integration in these expressions limited the use of Bayesian inference in many applications. Frequently, simpler models would have to be used to make the analysis feasible. Monte Carlo integration using MCMC is an alternate to this problem. When inferring from the Bayesian parameter estimation model, MCMC is used to sample the parameter space.
Parameter space sampling
By obtaining samples x t (t = 0, 1, 2, …, n) from the distribution P(x), various features of the distribution P(x) can be calculated. For a Bayesian, x is comprised of model parameters and P(x) is called a posterior distribution (Dellaportas et al., 2002) . From equation (3), with MCMC it has to know the distribution of x up to the constant of the normalisation (Chen et al., 2000) . The notation t expresses an ordering or sequence to the random variables in MCMC. When x t are independent, the approximation can be made as accurate as needed by increasing n. Under the condition that x t are not independent, it does not limit its usefulness as long as they are sampled from the entire domain of P(x) in correct proportions (Gilks et al., 1996a) . By means of constructing a Markov chain taken P(x) as its stationary distribution, this can be resolved.
A Markov chain is a sequence of random variables for which the next state only rest with the previous one. When a sequence of random variables x t (t = 0, 1, …… ) such that the next state x t+1 with t ≥ 0 is distributed according to P(x t+1 | x t ), a realisation of this sequence is called a Markov chain (Brooks, 1998) .
It is important to note that how sensitive the chain is related to the starting state x 0 . Under certain conditions, the chain will converge to a stationary distribution denoted by P(x) and free from the influence of the initial state (Robert and Casella, 1999) . When the sequence grows to a certain degree, the sample point x t from P(x) becomes dependent. x t When the chain has been run for m iterations, it can assume that the sample points x t (t = m + 1, …, n) are distributed as the stationary distribution P(x). With the first m iterations discarded, the remaining n -m samples can be used to estimate the various features of the distribution P(x).
We call the number of samples m that are discarded the burn-in which is the current research subject in MCMC methods. In the following section, the diagnostic methods to help determine m and n will be described. Geyer (1992) suggested that in the estimation when n was lager enough to meet the accuracy requirement, the burn-in numerical value can be between 1% and 2% of n. In which n can be determined by comparing the estimation results under different Markov chains, if the variation between them is too great, then it indicates that the length of the chains should be increased (Gilks et al., 1996b) . Other methods are given in Roberts (1996) and Raftery and Lewis (1996) .
In the MCMC methods, the key is how to construct chains that the stationary distribution is the interested one. In this paper, the random-walk Metropolis-Hastings sampler are chosen to construct the Markov chain when generating a sequence samples of the target distribution referred to as the posterior distribution on the model parameter.
DENCLUE algorithm using the optimal bandwidth selection
The effectiveness of the density-based algorithm depends on the subjective preset of the two parameters bandwidth and noise threshold. The choice of the bandwidth has significant impact on the estimation result of the overall density function causing difference with respect to the number and the pattern of the clusters. If the choice of the bandwidth is closer to the original distribution of the dataset, the natural clustering results and the number of the categories can be acquired. Suitable value of the noise threshold makes the algorithm focusing on the calculation of high-density area in order to decrease the computing time.
The structure of the algorithm
By means of regarding the bandwidth as the parameter to be estimated the algorithm mainly contains two parts such as the parameter estimation model and the clustering analysis. The competitive advantage of the proposed algorithm is reflected in the parameter estimation part. First, it uses the kernel density estimator to construct the Bayesian Inference Engine. For the reason that the denominator in the Bayesian posterior probability is a constant of proportionality to make the posterior integrate to one, usually the posterior is non-standard, then this can be very difficult, if not impossible, to obtain. To solve this problem, in the proposed algorithm it operates MCMC method to sample the parameter space. Finally, with the preset noise threshold the clustering analysis can be acquired. Besides these, during the process of searching density-attractors, it uses conjugate gradient hill-climbing method instead of the gradient hill-climbing method to accelerate the convergence speed. The structure of the proposed approach is as Figure 1 shows.
According to multivariate kernel density estimator in computational statistics, in this paper the DENCLUE algorithm is proposed on the optimal bandwidth selection. In accordance with the selected bandwidth, the overall density function is closer to the inherent distribution of the original dataset. It is able to objectively reflect the clustering pattern corresponding to the actual data distribution. 
Optimal bandwidth selection model
The key step of the approach is how to select the optimal bandwidth value. In this section, the modelling process of the parameter estimation is illustrated by Bayesian Theorem and MCMC method. It first discusses the typically calculated form logarithm of the likelihood function for the parameter to be estimated. Then, with the assumed parameter prior density function, the Bayesian posterior density function of the parameter can be constructed. Using the MCMC simulations to sample the parameter space, the expected value of the parameter can be obtained.
Note that the bandwidth matrix can be restricted to a class of positive definite diagonal matrix with the corresponding kernel function known as a product kernel (Duong and Hazelton, 2003) . When choosing a full bandwidth matrix, it is identical to pre-rotating the original data with an optimal amount and then still using a diagonal bandwidth matrix. Consequently, the general form of kernel density estimator can be transformed to be as equation (9) shows.
In particular, K(•) is univariate kernel density function associated with product kernel, and h j represents the different bandwidth value in each dimension. According to the above kernel density estimator of f(x), the log pseudo-likelihood function for the bandwidth matrix H can be got as equation (10).
where the leave-one-out estimator is as equation (11):
Regarding the non-zero elements of the bandwidth matrix as parameters, the posterior density of the parameters based on the log pseudo-likelihood function can be obtained according to equation (4). Assume that the prior density of each non-zero component of H is as probability distribution function (12) shows:
It is proved to be effective that the above priors can put low probability on the region of the parameter space where the likelihood function is flat (Scott, 1992) . We can get the joint prior of all elements of H in the product form of these marginal priors. Generally speaking, uniform priors of bandwidths are unsuitable because when h j is already getting very large, the update of each h j has negligible effect. But things are different priors of h j defined in (12) can prevent the update of h j from getting too large. Then, using Bayesian Theorem, the logarithmic posterior of H is as equation (13) shows.
In case of a diagonal bandwidth matrix, all elements of H can be sampled through the Metropolis-Hastings algorithm with the acceptance probability computed through (13). Meanwhile, the corresponding kernel function known as a product kernel.
Convergence diagnosis
It is important to determine whether the sampler has reached its stationary distribution.
Let γ represent the characteristic of the target distribution. Obviously, by means of running multiple sequences of the chain and plotting γ versus the iteration number, it can reflect whether the sampler has converged to the target distribution (Brooks and Giudici, 2000) . If they do not approximately converge to the same value, the lack of convergence can be detected. In this section, it gives a brief description of the Gelman-Rubin convergence diagnostic method that based on running multiple chains. It has been used in the following experimental evaluation. It recommends running ten or more chains in parallel if the target distribution is unimodal by Cowles and Carlin (1996) . And the starting point for these chains should be widely dispersed in the target distribution. It is reasonable to choose the widely dispersed starting point for these chains. It increases not only the likelihood that most regions of the target distribution are visited but also the probability that the convergence problems can be detected.
The method is based on the idea that if convergence has not taken place, then the variance within a single chain will be less than the variance in the combined sequences (Philippe et al., 2001 ). In the analysis process, the Gelman-Rubin approach monitors the scalar quantities of interest.
Begin with over-dispersed starting point, it runs k parallel sequences of length n. Let B represent the between-sequence variance and W represent the within-sequence calculated for each scalar summary γ. The j th scalar summary in the i th chain is denoted by v ij , i = 1, …, k, j = 1, … n. Thus, the subscript j represents the position in the chain or sequence and i denotes which sequence it was calculated from. The between-sequence variance is given as equation (14). .
In equation (15), it calculates the mean of the n values of the scalar summary in the i th sequence. While in equation (16) it calculates the average across sequence. The within-sequence variance is given as equation (17). 
Obviously, in equation (18) it calculates the sample variance of the scalar summary for the i th sequence. And in equation (17) it represents the average variance for the k sequences. According to the formal definition of B and W, the overall estimation of the variance of γ in the target distribution is determined by equation (19).
It represents a conservative estimation of the variance of γ under the condition that the starting points are over-dispersed (Gelman, 1996) . In comparison, the within-sequence variance given by is an underestimate of the variance of γ. Considering the fact that finite sequences cannot travel all of the target distribution with less variability for γ. As n get large, var( ) γ and W are both able to approach the true variance of γ, for which the difference is that one from above and one from below. The Gelman-Rubin approach diagnoses convergence by the ratio between the upper bound on the standard deviation of γ and the lower bound as equation (20) shows.
It estimates the factor by var( ) γ which might be reduced by further iterations. The factor given by equation (20) named as the estimated potential scale reduction. If the calculated numerical value of potential scale reduction is high, then the chains should run for more iterations. It is recommended that the sequences be run until R for all related scalar summaries are less than 1.1 and 1.2 by Gelman (1996) .
One advantages of the Gelman-Rubin method is that the analyst does not have to examine the sequential output of the chains. It is often difficult, particularly when there are a lot of summary quantities that need to be monitored. Based on means and variances Gelman-Rubin method is useful for statistics.
Case study
To demonstrate the effectiveness and efficiency of the proposed method, an experiment is performed using synthetic data. Especially, another large scale real dataset is also tested. In this section, it starts the algorithm described in Section 3 via several bivariate datasets. Given a dataset generated from simulation, we sample the diagonal bandwidth matrix from its corresponding posterior density defined in equation (13) using the random-walk Metropolis-Hastings algorithm. The proposed density is standard two-dimensional normal density, and the tuning parameter is chosen so that the acceptance rate is between 0.2 and 0.3 in most two-dimensional problems recommend.
The burn-in period is set at a certain value according to the convergence diagnostic result. The initial value of H is set to the identity matrix. After the sample paths of H for each dataset are obtained, the posterior mean acts as an estimation of optimal bandwidth are calculated. With the estimated bandwidth, the DENCLUE algorithm is initialised. And for another parameter the noise threshold is subjectively set to a certain value which can be adjusted by the existed clustering result.
The procedure of optimal bandwidth selection
Taken two-dimensional dataset as an example, the process of optimal bandwidth selection can be instantiated as follows. While the bandwidth matrix can be restricted to a class of positive definite diagonal matrix, the overall density function of the original dataset is as equation (9) shows with product kernel. Consequently, the corresponding Log pseudo-likelihood function is determined by equation (10). According to the above information, the parameter estimation model by Bayesian method and MCMC sampling can be constructed as equation (13). By means of simulation, it performs a series of experiments on three datasets which are commonly used in the relative research papers and another large scale real dataset. The perceptual pattern of the above mentioned, three synthetic dataset and the other large scale real data are depicted in Figure 2 .
Therefore, the accuracy of the proposed algorithm is evaluated by visual inspection. Judging from the morphological, for sample Dataset 1 there are four ball-shaped clusters with significantly different sizes. For sample Dataset 2 it contains four clusters of non-convex shape. While in sample Dataset 3 it has four clusters of different shape and size with additional random noise. Besides, it chooses Dataset 4 as a representative of large scale real data in order to demonstrate its general effectiveness and efficiency. For clearly identification of the different clusters in the clustering results, it visualises each cluster found by different colour.
As for each dataset the optimal bandwidth are calculated by the parameter estimation model. With respect to the corresponding dataset, the optimal bandwidth can be acquired by the expected value of the sample points in the generated Markov chains. For Dataset 1, the left panel in Figure 3 shows the Markov chains in two dimensions, while the right panel represents the statistic histogram to the relevant dimension. On the basis of the calculation result, the optimal bandwidth for dataset1 is equal to 7.9. As shown in Figure 3 In accordance with the calculated result, the optimal bandwidth for Dataset 2 is equal to 5.4. Seen from the corresponding statistic histogram, the values around 5.5 is the most frequently values sampled in the parameter space. And the possible values for the bandwidth in both dimensions distribute in interval [4, 6] . Especially, in the third case a specific realisation of Dataset 3 with random noise is provided. The simulated result is as Figure 5 . Obviously, the bandwidth values in different dimensions exactly not distribute in the approximate interval which is differ from the above two cases. It just reflects that the overall density function of this dataset is affected by the random noise. According to the simulation results, the bandwidth values in different dimension are respectively equal to 13.2 and 5.8. It demonstrates the inherent distribution of the original data. Here the related statistic histograms represent the most probability values of the bandwidth in different dimensions. During the process of clustering analysis, a discussion on both dimensions will be given.
Besides, in the last case Dataset 4 as a representative of large scale real data is carried out. The simulation result is as Figure 6 shows. The bandwidth value in different dimension also not distribute in the same interval. For the reason that, the fourth dataset contains random noise too. In accordance with the simulation results, the bandwidth values in different dimension are equal to 6.2 and 3.9. About the right panel, it shows the related statistic histograms corresponding to the two dimensions. During the following cluster analysis, a simple description on both dimensions will be given.
Convergence evaluation
Whether the above Markov chains are reasonable for the test dataset or not, there exists convergence diagnosis method. In order to validate whether the sampler has converged to the target distribution, the Gelman-Rubin convergence diagnostic method described before is used here. The method requires to run multiple chains with disperse starting points. Consequently, four Markov chains are conducted in the experiment evaluation for each dataset.
The convergence diagnosis results for test Dataset 1 is as Figure 7 shows. The convergence rates are different in the two dimensions. When the chains runs about 5,000 iterations, the values for R in both dimensions begin to become less than 1.2 which exactly Gelman recommends in the convergence diagnosis methods.
The same as stated above, Figure 8 shows the simulated result for test Dataset 2. It indicates that the Markov chains in both dimensions satisfy the convergent condition. In the first dimension when the chain runs about 4,000 iterations, the value for R has become less than 1.2. While in the other dimension it has begun to decrease less than 1.2 when the chain runs about 5,000 iterations. By comparison, the convergence rate for Dataset 2 is more quickly than Dataset 1.
In particular, for test Dataset 3 it has contained random noise. The convergence diagnosis result as Figure 9 . It shows that in one dimension there exists a cross point at iteration 2400 passed by which the convergence rate for one dimension that formerly slower than the other becomes more quickly. The values for R start to gradually become less than 1.2 when the chains runs about 3,000 iterations. Finally, for test Dataset 4 it represents a large scale of real data also with random noise. The convergence diagnosis as Figure 10 shows. Clearly, it can be seen from the figure that the convergence rate in two dimensions is with indistinct difference. For one dimension its value for R starts to get less than 1.2 more quickly than for the other dimension. When passed by iteration 5,000 the value for R of both dimensions start to gradually get less than 1.2. The convergence diagnosis results for the test dataset indicate that the widely dispersed starting points for these chains do not affect the convergence station. When it runs more iterations for the chains, the value for R becomes less than 1.1 or 1.2 which is content with the convergent condition.
Clustering analysis
DENCLUE algorithm needs two parameters such as the noise threshold and the bandwidth. Together with the optimal bandwidth acquired by the above simulation, the preset noise threshold value may be used to initialise the DENCLUE algorithm. Comparing to the selection of bandwidth, the selection of noise threshold is less important when determining the clustering results.
The calculated bandwidth value for each dataset can be used to start the clustering process. For Dataset 1, the noise threshold ξ = 2 and the optimal bandwidth σ = 7.9, the clustering result of which is in Figure 11 . Obviously, the clusters found by this approach well reflect the distribution of the original dataset. Meanwhile, the density function on the basis of kernel estimator for Dataset 1 is also given. The experiment process on Dataset 2 mainly reflects the applicability of arbitrary shape clusters. According to the above bandwidth value calculated for Dataset 2, the clustering result can be acquired as Figure12 shows where the preset parameter ξ = 2 and σ = 5.6.
For visualisation, the density function based on kernel estimator is given simultaneously. As it can be seen that there are four clusters with arbitrary shape, the clustering pattern is consistent with the subjective perception. When there is noise, the experiment on Dataset 3 is given. Based on the above analysis, the bandwidth values in different dimensions are not the same. One is 5.3 and the other is 13.2, which indicates that the distributed characteristic of the original dataset in two dimensions are heterogeneous. In consistent with the basic idea of DENCLUE, the bandwidth in two dimensions is regarded as the same. Therefore, two cases are respectively considered in simulation. Under the parameter values ξ = 2 and σ = 13.2, it can be seen that the original dataset is divided into four clusters as Figure 13 shows.
While under the conditions that ξ = 2 and σ = 5.3, the original dataset is divided into several clusters affected by the noise which are not given here. To maintain consistency, the density function of Dataset 3 is given too. The experiment on Dataset 4 is provided to prove the general effectiveness and efficiency of the proposed algorithm. According to the above analysis, the bandwidth values in different dimensions are respectively equal to 6.2 and 3.9. It indicates that for the original dataset the distributed characteristic in two dimensions are heterogeneous. In accordance with the above mentioned assumption that the bandwidth value in different dimension for the kernel estimator is uniformly distributed, the bandwidth value in two dimensions will be regarded as the same. Under the calculated parameter value σ = 6.2 and the preset noise threshold ξ = 2, it can be seen that the dataset is divided into four clusters as Figure 14 shows. When under the condition that ξ = 2 and σ = 3.9, the clustering result is not well. Then in the right panel the density function of Dataset 4 is provided too. Generally speaking, the effect and efficiency of DENCLUE algorithm depends on the carefully selection of the parameter value. The choice of the related parameters has reliance on domain knowledge or subjectivity. Although most of the density-based algorithms provide certain mechanism to evaluate or estimate the probable interval for the parameter value, it cannot accurately determine the proper values. Nevertheless, for the proposed approach in this paper, one of the important parameters such as the bandwidth can be automatically adjusted in accordance with the original dataset. On the one hand, it can be appropriately determined without domain knowledge. On the other hand, it can be changed with the dataset so that the clustering result acquired is more accurate. To a large extent, it reduces the difficulty of parameter setting. Meanwhile, it also improves the accuracy of the parameter setting.
Conclusions
In this paper, a cluster analysis method was proposed on the DENCLUE algorithm. DENCLUE, a clustering technique that use kernel density function to model density as the sum of the influences of individual data objects. As in most other clustering algorithms, its quality of the resulting clustering depends on an adequate choice of the parameters. One is the bandwidth of the kernel function that determines the influence of a point to its neighbourhood. The other is called the noise threshold that describes whether a density-attractor is significant. For kernel density estimation, the contribution of each data point to the overall density function is expressed by an influence or kernel function. The overall density function is simply the sum of the influence functions associated with each data point. The problem comes down to determine the bandwidth of the kernel function. By means of treating the elements of the bandwidth matrix as parameters to be estimated, it constructed a parameter estimation model by Bayesian Theorem. It provides MCMC algorithms to sample the parameter space. Numerical simulations show that the resulting bandwidths are superior and it has no increased difficulty as the dimension of data increases. Additionally, its main advantage is that the bandwidth selected by this parameter estimation model can more accurately reflect the distribution of the original dataset. For this reason, it offers a more accurate and direct parameter value for the bandwidth to initialise the DENCLUE algorithm. Thus the corresponding cluster results better accords with the actual data distribution.
Though DENCLUE is not fundamentally a grid-based technique, it does employ a grid-based approach to improve efficiency. The length for the grid-base is amount to the value of the bandwidth. In fact for the bandwidth matrix, the bandwidth value in different dimension is actually different. In the further research, the length of the grid-base can be different in the corresponding dimension on the basis of the bandwidth matrix. Obviously, under this condition it will be more efficient and accurate in the clustering result in consistent with the original dataset. Moreover, with a deep understanding of the computing statistical method, it is able to make more accurate estimation of the parameter value for the DENCLUE algorithm.
