The Born and Rytov approximation, radiative transfer theory, and other related techniques are commonly used to model features of wave propagation through heterogeneous geologic media such as scattering, attenuation, and pulse-broadening. However, due to the underlying assumptions about the scattering direction and the reference Green's function, these methods overlook important features of the wavefield such as mode conversion and near-field term coupling. These effects are particularly important within the predicted S-wave nodes of a seismic source, so we analyzed the problem of wave propagation beneath a vertical-point force on the surface of a heterogeneous, elastic half space. To do this, we generated a suite of 3D synthetic heterogeneous geologic models using fractal statistics and simulated the wave propagation using the finite-difference method. We derived an estimate for the effective source radiation patterns, and we used these to compare the results of the models. Our numerical results showed that, due to a combination of mode conversion and near-source coupling effects, S-wave energy on the order of 10% of the P-wave energy is generated within the shear-radiation node. In some cases, this S-wave energy may occur as a coherent pulse and may be used to enhance seismic imaging.
INTRODUCTION
Many observations of geologic media show that they are heterogeneous over a wide range of scales (Turcotte, 1997; Sato et al., 2012) . In spite of this, many geophysical analyses assume that geologic media are effectively homogeneous for the scales of interest, or that a simple low-frequency heterogeneous model may characterize them. These assumptions are often necessary to obtain useful solutions in seismic studies, especially while considering the elastic wave equation. Over the past several decades, the seismic community has developed many powerful numerical tools and approximate methods to evaluate higher order wave propagation effects introduced by heterogeneity.
One common approach is to consider a version of the wave equation, in which velocity varies randomly as a function of position, commonly referred to as the stochastic wave equation. Because of their efficiency, approximate solutions to the stochastic wave equation such as Born and Rytov methods are commonly used in areas dominated by low contrast and relatively high-frequency heterogeneity. Both of these methods consider a reference Green's function for an equivalent homogeneous method, which may be determined using classical geophysical techniques, and estimate the deviations from the solution introduced by the heterogeneity. In the Born approximation, the secondary wavefield is modeled as a linear addition to the reference solution. This method is most accurate when the seismic sources and receivers are in the same location (i.e., the backscattering regime) and is often used in radar analysis. In the Rytov approximation, the secondary wavefield is modeled as an exponential function of amplitude and phase variations around the reference Green's function. This method is most accurate when the separation between the seismic sources and receivers is large (i.e., the forward scattering regime) and is the most common approximation in seismic analyses (Chapman and Coates, 1994; Marks, 2006; Sato et al., 2012) . Both of these approximations are limited by the amplitude of the heterogeneity, the possibility of multiple scattering, and higher order wave propagation effects such as mode conversion. A related, heuristic solution to the stochastic wave equation is radiative transfer theory (RTT), which was developed for radar analysis and is useful for the analysis of seismograph envelopes. This method considers the transfer of energy through a medium neglecting phase information, and it uses scattering coefficients determined using the above approximations (Przybilla et al., 2006; Sato et al., 2012) .
Although these approximation methods may be used in a deterministic analysis, it is more common to formulate them in terms of a statistical analysis. This approach improves the stability of the solutions, and it permits tractable characterization of large volumes of heterogeneous media from measurements. For instance, by considering the log-average values of the amplitude and phase fluctuations of the wavefield in the Rytov approximation, researchers have developed useful relationships for the most probable seismic pulse from a source. The statistical treatment of Born, Rytov, and RTT methods has yielded many other important relationships for wave phenomena in heterogeneous media: seismic coda (Aki and Chouet, 1975; Saito et al., 2003) , scattering attenuation (Shapiro and Kneib, 1993) , scattering dispersion (Shapiro et al., 1996; Saito, 2006) , traveltime anomalies (Baig et al., 2003) , most probable seismic arrivals (Müller and Shapiro, 2001; Müller et al., 2002) , etc. Moreover, because of their efficiency, these approximate methods have been used to develop inverse analyses for the statistical characteristics of heterogeneity in a geologic system. Some examples of this include laboratory scale (Nishizawa and Kitagawa, 2007; Nishizawa and Fukushima, 2008) , regional scale (Przybilla and Korn, 2008) , and global scale analysis of heterogeneity (Shearer and Earle, 2008) .
The finite-difference (FD) and finite-element (FE) methods are additional methods for solving the problem of wave propagation in heterogeneous media. These solve for the complete Green's function directly from the momentum equation, and they do not rely upon assumptions about the amplitude or distribution of the heterogeneity (Aki and Richards, 2002) . Their accuracy is not limited to the forward or backward scattering regimes, and they naturally include features such as multiple scattering, resonant scattering, and mode conversion (Levander and Hill, 1984; Frankel and Clayton, 1986) . In addition, these methods are commonly used to verify the accuracy of the approximation methods discussed above (Shapiro and Kneib, 1993; Shapiro et al., 1996; Müller et al., 2002; Przybilla et al., 2006) . The primary limitation of the FD/FE methods is that they require significant computational resources. To accurately discretize a heterogeneous model and avoid numerical dispersion effects, a very fine grid spacing must be used. These requirements are compounded if we consider 3D models instead of 2D models. Due to recent advances in the accessibility of supercomputing, these numerical models are becoming more popular in the seismic community.
The purpose of our research is to investigate the effects of nearsource heterogeneity on wave propagation effects. Developing the approximate methods for modeling heterogeneous wave propagation requires assumptions about the reference Green's function to make the mathematics reasonable. A common assumption is to omit the near-and intermediate-field terms of Green's function (Sato et al., 2012) . Although these terms are very small in the far field, they may play an important role in the development of Swaves. In a recent study, Przybilla and Korn (2008) observe a significant amount of S-wave energy in their finite-difference models not predicted by the RTT method. They attribute this increase to a breakdown of the Born approximation, which is used to calculate scattering coefficients near the source. In a recent field study of near-surface vertical-array data by B. Hardage (personal communication, 2012), a significant amount of shear radiation was observed directly beneath the source in the shear node, some of which arrived as a coherent pulse. This additional shear energy was not accounted for by conventional approximation techniques, and it is attributed to the interaction with near-source heterogeneity.
To investigate the effect of near-source heterogeneity on the evolution of S-waves, we begin by generating a set of synthetic 3D heterogeneous isotropic velocity models using fractal statistics.
We use the elastodynamic finite-difference code E3D to calculate the full wavefield for a vertical point source on the surface in these models. By manipulating Green's function for a general point source, we estimate the effective source radiation patterns for each simulation. Finally, we evaluate the ratio of S-to P-wave energy beneath the source for a range of fractal heterogeneity characteristics.
MODEL OF GEOLOGIC HETEROGENEITY
One of the outstanding features of heterogeneity in a geologic system is scale invariance -that, without an external reference, one cannot distinguish between images taken at very different scales (Turcotte, 1997) . This behavior may be described using fractal statistics, which is a common tool in geostatistics and scattering analyses. In our models, we assume that the near-source heterogeneity is characterized by a self-affine fractal, which permits us to use some useful scaling relationships. This leads to three important dimensionless parameters:
• Scaled distance r∕λ o , where r is the distance from the source and λ o is the dominant wavelength.
• Fractal amplitude ε, which is the percent standard deviation of the heterogeneity from the mean.
• Fractal exponent β, which describes the correlation of the heterogeneity in space.
To create a synthetic fractal distribution, we begin by generating a matrix of normally distributed random values. We apply the fractal filter S given by equation 1 in the frequency domain, where k x , k y , and k z are the wavenumber components and a x , a y , and a z are scaling parameters (Turcotte, 1997; Browaeys and Fomel, 2009) . Barton and Le Pointe (1995) observe that in layered and isotropic media, β does not change significantly with direction; however, in layered media ε may change significantly with direction. Therefore, for an isotropic-fractal model, we choose a single value of β, set a x ¼ a y ¼ a z ¼ 1, and apply the filter. To generate a layered model, we set the scaling parameters to be a x ¼ a y ¼ b and a z ¼ 1, where b is greater than one. After applying the filter, we scale the results to have the desired fractal amplitude and mean:
(1)
For waves passing through this type of heterogeneous material, the choice of fractal amplitude governs the magnitude of the scattered wavefield, and the fractal exponent governs its characteristics. With an estimate of measurement noise, these values may be estimated directly from borehole logs, outcrop measurements, or other geophysical observations (Klimeš, 2002) . These values may also be estimated by considering the depositional environment in which they were formed. Browaeys and Fomel (2009) recommend that quasicyclical deposition be characterized by 1 < β < 2 and that transitional deposition be characterized by 2 < β < 3. In addition, integer values of β yield interesting model behavior: For β ¼ 0, the result is white noise; for β ¼ 1, the result is flicker noise (a common feature in electronic systems); and for β ¼ 2, the result is Brownian noise (Turcotte, 1997; Browaeys and Fomel, 2009) .
Another important consideration is the number of degrees of freedom allowed in the model. For each elastic parameter (P-wave velocity V P , S-wave velocity V S , density ρ, etc.), it is necessary to generate a synthetic model. Each of these parameters may have different values of β and ε and may be generated with different random seeds. In our models, we permit only a single degree of freedom to simplify the analysis and to prevent excessive impedance contrasts that may occur as the result of interference between multiple random models. The variables V P , V S , and ρ are generated using the same random seed; V P and V S have the same ε and ρ has ε ¼ 0. In our reference geologic model, we choose an average V P ¼ 3.0 km∕s, an average V S ¼ 1.73 km∕s, and a constant ρ ¼ 2.7 g∕cm 3 . To facilitate the analysis of the secondary wavefield, we limit the fractal heterogeneity to the upper third of the synthetic models. In this study, we consider a range of fractal dimensions 1.4 < β < 1.8, and a range of fractal amplitudes 0 < ε < 3.3%. A cross section through a synthetic model realization with ε ¼ 1% and β ¼ 1.7 is given in Figure 1 .
Note that, although we consider statistical anisotropy in our analysis using layered fractal models for simplicity, we do not consider the influence of intrinsic anisotropy in velocity. The effects of intrinsic anisotropy on wave propagation are the subject of active research in the literature (Tsvankin and Chesnokov, 1990; Tsvankin et al., 2010) 
NUMERICAL ANALYSIS
We choose to use the elastodynamic finite-difference code E3D to calculate Green's functions in our analysis. E3D is developed at Lawrence Livermore National Laboratory, is fourth-order accurate in space, second-order accurate in time, and uses a standard staggered-grid formulation. It has been applied to solve problems ranging from earthquake simulation to seismic exploration, and it was notably used to generate an elastic portion of the SEG/EAGE acoustic numerical model data set (Larson and Grieger, 1998) . We generated approximately 100 distinct 3D heterogeneous velocity models, each 15λ o × 15λ o × 15λ o in size, with a grid spacing of λ o ∕24. A schematic of the model geometry is included in Figure 2 . To promote numerical stability in the models, we require a time step size less than 1∕10th required by the Courant condition. We apply a free-surface boundary condition to the top of the models, absorbing boundary conditions to the sides and bottom of the models, and impose a 25-grid-point layer of highly attenuating material along the quiet boundaries. During our analysis, we observed that it was necessary to damp the fractal amplitude of the models within four grid points of the boundaries to avoid numerical instabilities.
To simulate the seismic wavefield, we placed a vertical point force along the top center of the model ðx; y; zÞ ¼ ð7.5λ o ; 7.5λ o ; 0Þ. We chose the source input wavelet to be the integral of a Ricker wavelet with a nominal center frequency of 0.5 Hz, which corresponds to a dominant wavelength of 6 km. Every 10 time steps, we recorded the velocity, divergence, and curl of the wavefield within a vertical cross section at x ¼ 7.5λ o . Each model was run two times the period required for the direct S-wave to traverse the model. The simulations were completed on a workstation containing two hex-core Xeon processors using the open MPI protocol; total code runtime and postprocessing took approximately 4 h per model.
EFFECTIVE SOURCE RADIATION PATTERNS
In our analysis, we derive an effective radiation pattern R eff by manipulating the general form of a Green's function. For reference, the far-field Green's function for a S-wave due to a point force in a homogeneous, infinite elastic medium is given by equation 2 (Aki and Richards, 2002) . Here, u s i is the shear displacement, ρ is the density, V S is the S-wave velocity, r is the distance from the source, t is the time, δ ij is the Kronecker delta, γ i is a direction cosine, and δ is the Dirac delta function. A more general form for Green's function for a point source is given in equation 3, where S is the spreading function, R is the radiation pattern, θ is the polar angle, and T is the source-time function (the contributions from equation 2 are noted by the square brackets):
We use equation 3 as the model for Green's functions in our analysis. To relate this model to the output from E3D, we begin by calculating the S-wave potential for an arbitrary wavefield χ, which we define as the absolute value of the curl of the wavefield particle velocity. The value of χ in spherical coordinates is given in equation 4, where φ is the azimuth, the overdot indicates the time Heterogeneity, shear-wave evolution T235 derivative, and the subscripts indicate the direction and spatial derivatives. This value naturally separates the shear energy, and allows us to obtain the effective shear radiation pattern. From symmetry, we assume that the radial and azimuthal components of u are zero to obtain an approximation for χ:
We then calculate the P-wave potential for an arbitrary wavefield Φ, which we define as the divergence of the velocity wavefield. The value of Φ in spherical coordinates is given by equation 5. This value naturally separates out the compressional energy, and allows us to estimate the effective P-wave radiation pattern. Again, we assume that the tangential and azimuthal components of velocity are zero to obtain an approximation for Φ:
Next, we insert the appropriate Green's function (equation 3) into the approximations for the S-and P-wave potentials (equations 4 and 5), and we exchange the closed-form radiation patterns R, with the effective radiation pattern estimate R eff . Because S and R eff do not vary in time, we are able to use the L 2 -norm to collapse the time dimension in T, χ, and Φ. The resulting expressions are given in equations 6 and 7, in which the double vertical brackets represent the norm:
For our analysis, we insert the spreading function and calculate the spatial derivatives. By rearranging these expressions and assuming that r is large, we obtain estimates for the effective S-and P-wave radiation patterns in equations 8 and 9. Although it is not included explicitly, we expect small variations in these expressions with distance from the source: 
To verify the accuracy of the effective radiation pattern estimates, it is useful to consider the closed form Green's functions for point force on the surface of a homogeneous, elastic half-space. The solution for these Green's functions is called Lamb's problem, and it has been extensively studied since its introduction in 1904 (Lamb, 1904; Johnson, 1974) . Assuming that the material is a Poisson solid, the closed-form radiation patterns for the S-and P-waves for a vertical point force on the surface are given in equations 10 and 11, respectively (White, 1983) :
RESULTS

Homogeneous velocity model
To evaluate the accuracy of our numerical models and the effectiveness of the radiation pattern estimates, we begin by considering a homogeneous reference geologic model (ε ¼ 0%) in E3D. We use equations 8 and 9 to estimate R s eff and R p eff at a constant distance of 5λ o from the source, and compare the results to closed-form values of the radiation patterns (equations 10 and 11) in Figure 3 . For angles greater than 2°from the horizontal, the amplitude and shape of the P-wave radiation patterns agree excellently. Outside of this range, the calculated effective radiation pattern is much larger than expected because of the contribution from the surface wave. The amplitude of the S-wave radiation pattern also agrees well for angles greater than 5°, except that there is an issue with the phase reversal predicted approximately 55°. We believe that the disagreement between these results is most likely due to the implementation of the point force in E3D, rather than being an issue with the effective radiation pattern estimate.
In our analysis of the effective radiation patterns, we are particularly interested in the results directly beneath the source. For the closed-form Green's function results, we see that this location corresponds to the maximum P-wave radiation and a node in the S-wave radiation. The numerical results also agree with this observation, except that we see a small amount of shear radiation within the node. This unaccounted for energy is due to a combination of the near-field terms, which are not included in the closed form Green's function, and numerical noise in the model. As the distance to the source decreases, the ratio between R s eff and R p eff in the simulation increases significantly. We use this ratio as the baseline for comparison between the homogeneous reference and the heterogeneous geologic models.
Isotropic fractal velocity models
In this section, we consider the results of several isotropic, heterogeneous geologic models within a range of β and ε. For each of these models, we apply the same methodology in the previous section to model the wavefield and calculate the effective radiation patterns. The calculated R s eff and R p eff for a single model realization, with β ¼ 1.7, ε ¼ 1.5%, and r ¼ 5λ o , is compared with the results of the homogeneous reference model in Figure 4 .
As expected, we observe significant variations from the homogeneous reference model, although the average shape remains relatively unchanged. Note that because we do not require the velocity model to be axially symmetric, the effective radiation pattern is asymmetric. In addition, we see a significant increase in S-wave amplitude directly beneath the source. We also plot the value of R s eff ∕R p eff , calculated throughout the model domain, in Figure 5 . We omit the areas in close proximity to the absorbing boundaries because they may contain a significant amount of numerical noise. The radial variations in this ratio, which tend to stabilize for z > 5λ o , reflect the complex interaction of the wavefield with the model heterogeneity. Another important observation is that R s eff ∕R p eff within the S-wave node is increased significantly in this model.
The increase in the S-wave energy beneath the source is likely due to scattering of the shear wavefield, mode conversion of the compressional wavefield, and a near-field heterogeneity coupling effect. The timing character of this energy may give some insight as to its source. We expect that the contributions from scattering and mode conversion to be mostly incoherent and to not focus back toward the source location. In addition, we expect that as the source-receiver distance increases, the relative contribution of mode conversion will decrease, due to the lowering of the scattering angle. On the other hand, the nearfield coupling effect, which describes the interaction of the near-field energy with the heterogeneity near the source, will likely produce a coherent S-wave arrival that will trace back toward the source. The horizontal wavefield, measured directly beneath the source for the model realization shown in the previous figures and corrected for spreading, is included in Figure 6 .
In these results, we see incoherent S-wave energy arriving immediately following the arrival of the direct P-wave, which is the result of S-P-S mode-converted energy. Around the projected arrival time of a direct S-wave from the source, we see a coherent arrival that we attribute to the near-field coupling term. In this case, the shape of the coherent arrival is the same as is expected for the far-field arrivals. After this arrival, incoherent energy continues to arrive in what would normally be identified as a coda wave, and is the result of the scattered S-wave field.
To explore the effect of the individual isotropic fractal parameters on the model results, we begin by holding β constant at a value of 1.7, while we consider values of ε from 0% to 3%. For each value of ε, we generate at least five independent, synthetic-heterogeneous models, simulate the wavefield using E3D, and calculate the effective radiation patterns beneath the source. Because the variations in the effective shear radiation may differ by orders of magnitude for sets of β and ε, we choose to consider the log-average values of these results in our analysis. We plot the ratio of the S-to P-wave radiation as a function of depth and ε in Figure 7 . Note that because we are interested in contributions from the coherent and incoherent wavefield, we do not stack the individual realizations. Also note that because of symmetry shear radiation directly beneath the source for ε ¼ 0% is expected to be zero. However, due to the numerical limitations of the models, the estimated shear radiation at this location is nonzero.
We observed that, over the range of ε considered in this analysis, the average value of R s eff ∕R p eff exceeds that of the reference model and increases with ε. As depth increases, this ratio tends to increase with respect to the reference model until it reaches a steady value at 5λ o (the limit of the heterogeneous zone). In addition, the variation of these results decreases with depth, reflecting the self-averaging nature of this process (Müller and Shapiro, 2001) seen for large depths and small ε are primarily due to boundary condition issues.
Next, we investigate the effect of fractal exponent on the effective source radiation. We choose a range of β from 1.4 to 1.8, with a constant value of ε ¼ 1.6%. For each value of β, we consider at least five model realizations, and calculate the log-average values.
The resulting values of R s eff ∕R p eff in this analysis are included in Figure 8 .
For this range of β, the variations in R s eff ∕R p eff are very small, and there are no trends apparent in the results. For larger changes in β, we expect the dominant regime of scattering to change and the character of the results to change dramatically (Browaeys and Fomel, 2009) .
Layered fractal velocity model
Although an isotropic fractal is a simple and useful model for many geologic media, a layered fractal model is often more appropriate. This is especially the case for sedimentary structures, such as shale. To generate a layered model, we select values for fractal amplitude ε, fractal dimension β, and a horizontal scaling factor b > 1 (see equation 1). Figures 9 and 10 show the effective radiation pattern and wavefield beneath the source for a model with ε ¼ 1.6%, β ¼ 1.7, and b ¼ 10. In this model, we see many of the same features as in the isotropic case -deviations from the radiation in the homogeneous model and an increase in S-wave energy beneath the source. However, compared with the isotropic model, the shear radiation beneath the source is decreased and the radiation at some lower angles is increased.
To evaluate the expected effect of heterogeneity shape on the effective radiation patterns, we vary ε similar to the previous section. We hold β at a constant value of 1.7, b at 10, vary ε from 0% to 3.3%, and calculate the log-average R s eff ∕R p eff for at least five model realizations. The results of this analysis are given in Figure 11 . Using a layered fractal model, we see the same major trends as in the isotropic model. As ε increases, the expected value of R s eff ∕R p eff tends to increase, and as depth increases the variance decreases. A significant difference between the results of the isotropic and layered models is that, for a given value of ε, a layered velocity model will produce twice the amount of S-wave beneath the source on average. Because we do not see a strong dependence on β for the isotropic model, we expect the same for the layered models.
Reflecting velocity model
To evaluate whether the coherent S-wave pulse is useful for seismic imaging, we consider an isotropic fractal velocity model similar to those used in the previous sections, but with a 30% lower average velocity in the upper layer. We use E3D to simulate the seismic wavefield from a vertical point force on the surface of the model, and record the results for a vertical trace beneath the source. The measured horizontal velocity for a model with ε ¼ 1.6% and β ¼ 1.7 is included in Figure 12 .
For a model with stacked homogeneous layers, we still expect a S-wave node to exist beneath the vertical point source. However, as we observed for the previous heterogeneous geologic models, shear energy is introduced into this area from scattering, mode conversion, and near-source coupling effects. The coherent S-wave pulse in this model, and the incoherent arrivals around it, reflect off the interface at a depth of 5λ o and may be traced back to the surface. In addition to determining the location of the reflecting interface, geophysicists often attempt to determine the statistical characteristics of the geologic medium through a statistical analysis of the traveltime variations seen in reflection or refraction data (Iooss, 1998 et al., 2008) . These additional S-waves contain useful information concerning the statistics of the source medium, as discussed in the previous sections, and may be used to supplement the seismic imaging applications.
DISCUSSION
Approximate methods for solving the problem of the elastic wave equation in heterogeneous media, such as the Born approximation and RTT, are very efficient and effective at modeling the effect of scattering, attenuation, and dispersion of waves. However, previous numerical investigations have discovered that S-wave energy, on the order of 10% of the P-wave energy, may occur in these media that is not accounted for by the approximations (Przybilla and Korn, 2008) . Our numerical analysis shows that, even for a small value of ε, a synthetic fractal geologic model is capable of producing this energy. We believe that because of the character and the timing of this additional shear energy, it is the result of S-P-S mode conversion and a near-source coupling effect. Two of the fundamental assumptions of the Born and Rytov approximations prevent them from modeling these phenomena: These approximations assume that the angle of scattering is either very high (backward scattering) or very low (forward scattering), which implies that mode conversion of the incident wavefield is negligible. In addition because each of these models rely on the far-field Green's functions as a reference, the interaction of the near-field term with the near-source heterogeneity through scattering and higher order mechanical deformation (i.e., the near-field coupling effect) is overlooked.
The results of our analysis suggest that we may develop some correlations between this additional shear energy introduced by these higher order terms and the fractal characteristics of the medium. We plot the log-average value of R s eff ∕R p eff , measured in the far field, as a function of ε and fractal shape in Figure 13 . We observe a strong linear trend in the results for the isotropic fractal (R 2 ¼ 0.99) and layered fractal (R 2 ¼ 0.98) models. We may also draw some correlations between the characteristics of the coherent S-wave pulse and the medium characteristics. We observe that the shape of this pulse does not vary significantly with ε and β. However, as ε increases, the amplitude of the pulse tends to increase as is expected.
The drop in the expected value of R s eff ∕R p eff for the layered velocity models is related to the horizontal wavenumber scaling factor, b, in equation 1. As b increases, the synthetic models are biased toward lower frequencies in the horizontal direction, and the average shape of the heterogeneity changes from a sphere to an oblate spheroid. In effect, this reduces the density of vertically oriented velocity discontinuities in the model, which are important for the horizontal scattering potential and the effectiveness of mode conversion of the primary wavefield.
Although we do not consider intrinsic anisotropy in our numerical models, we may draw some conclusions about its expected effect on the S-wave radiation beneath the source. In anisotropic media, we expect that the wavefield energy will tend to focus in directions where velocity is maximum and will defocus where velocity is minimum (Tsvankin and Chesnokov, 1990; Tsvankin, 1995) . In our results, we expect the same trends for a VTI medium with minimum velocity in the vertical direction and we expect a decrease in the shear energy generated beneath the source.
By comparing the trends in the results for ε and β (Figures 7 and  8 influences the correlation of the heterogeneity within the medium, and therefore the character of the scattered wavefield. On the other hand, ε influences the amplitude of the heterogeneities, which will directly affect the amplitude of scattering. These effects are evident when attempting to invert for the fractal characteristics of an object. While attempting to invert regional seismic data in the western Bohemia region, Klimeš (2002) finds that the inversion for the regional ε is stable and reliable. This makes sense, considering the linear relationship we have observed between the scattered energy and ε. Klimeš (2002) also finds that the inversion for the regional Hurst exponent, which is related to β, is difficult and nonlinear. This observation is also supported by our analysis, as we did not see any straightforward trends in our results with β.
CONCLUSION
The interaction of the seismic wavefield with geologic heterogeneity is commonly modeled using the Born or Rytov approximations. However, due to basic assumptions about the heterogeneity characteristics, mode conversion, and the reference Green's functions, some aspects of the secondary wavefield are overlooked. We generate synthetic fractal models and use finite differences to investigate the generation of additional S-waves directly beneath a point source on the surface. Our results show that this shear energy increases linearly with fractal amplitude and is not a strong function of fractal exponent. In addition, the part of the additional shear energy that is coherent is due to a near-source coupling effect. These results have important implications for the predicted coverage of S-S seismic imaging because we have demonstrated that a significant amount of S-wave energy may be produced directly beneath the source without the need for a traditional shear source. 
