Abstract-This paper analyzes the benefits of using half-unitbiased (HUB) formats to implement floating-point (FP) arithmetic under a round-to-nearest mode from a quantitative point of view. Using the HUB formats to represent numbers allows the removal of the rounding logic of arithmetic units, including sticky-bit computation. This is shown for FP adders, multipliers, and converters. Experimental analysis demonstrates that the HUB formats and the corresponding arithmetic units maintain the same accuracy as the conventional ones. On the other hand, the implementation of these units, based on basic architectures, shows that the HUB formats simultaneously improve area, speed, and power consumption. In addition, based on the data obtained from the synthesis, an HUB single-precision adder is ∼14% faster but consumes 38% less area and 26% less power than the conventional adder. Similarly, an HUB single-precision multiplier is 17% faster, uses 22% less area, and consumes slightly less power than the conventional multiplier. At the same speed, the adder and the multiplier achieve area and power reductions of up to 50% and 40%, respectively.
I. INTRODUCTION
T HE rounding operation is performed in almost all arithmetic operations involving real numbers. There are several ways to perform this operation, although unbiased rounding-to-nearest (RN) has the best characteristics [1] , [2] . It provides the closest possible number to the original exact value, but if the exact value is exactly halfway between two numbers, then it is selected randomly. The most commonly used approach is the tie-to-even method, which is the default mode of the floating-point (FP) IEEE-754 standard (see [3] ).
However, the implementation of this rounding mode is relatively complex, and the area and the delay introduced for rounding circuits may be very large, since they normally lead in the critical path. For this reason, it is generally used in the FP circuits. Many researchers have proposed different architectures to reduce the impact of this delay by merging rounding with other operations or removing it from the critical path. For instance, an FP adder was proposed in [4] , wherein if the result of an addition is the input to another one, the addition required for rounding up is postponed until the next operation. In [5] , a dedicated circuit to compute the sticky bit in parallel with the main path was proposed with the aim of accelerating the implementation of multiplication.
A compound adder (a circuit that, having a carry-save input, delivers the results and the result plus one) was proposed in [6] to generate the rounded result of any operation. In [7] , three different methods were compared for multipliers that simplify rounding decisions and merge the rounding up with the computation of the operation. Similarly, Burgess [8] proposed combining rounding with the final addition to convert the carry-save solution into the conventional representation. In [9] , a rounding scheme was presented for high-speed multipliers based on a rounding table and prediction. A totally different approach would be to use a new real-number encoding, in order to simplify the implementation of RN. Thus, the problem would change from optimizing the rounding operation to dealing with arithmetic operations under the new number representation. This proposal is found in [10] with RN representations and [11] with half-unit-biased (HUB) formats. Together with other advantages, these new formats allow performing RN simply by truncation. On the other hand, these new formats are based on the simple modifications of the conventional formats and so could be applied to practically any conventional format. In this paper, we focus on the HUB FP formats.
The efficiency of using the HUB formats for a fixedpoint representation has been demonstrated in [12] and [13] . By reducing the bitwidth while maintaining the same accuracy, the area cost and delay of finite impulse response filter implementations have been dramatically reduced in [12] , and similarly for the QR decomposition in [13] .
In this paper, we perform a quantitative estimation of the benefit obtained using the HUB formats to implement the FP computation systems under RN. Some preliminary results for half-precision FP adders and multipliers were presented in [14] . The work in [14] shows that the area and power consumption of a basic FP adder could be improved by up to 70% for high frequencies when using HUB formats, whereas they remain the same for the basic FP multiplier. In addition to a deeper analysis, in this paper, we extend these results to other sizes and circuits, such as converters. In comparison with the work in [14] , the main contributions of this paper are as follows: 1) a detailed architecture for basic adders and multipliers to deal with HUB numbers; 2) a study of the conversions between different FP formats and the corresponding architectures; 3) the experimental comparison of accuracy between HUB and conventional formats; 4) measures of improvements in area, speed, and power consumption for single-and double-precision adders, multipliers, and converters. The rest of this paper is organized as follows. Section II reviews the fundamentals of the HUB FP formats, focusing on rounding operations. Section III addresses the architectures for implementing the FP operations under the HUB formats, specifically addition, multiplication, and conversions. In Section IV, we provide an experimental error analysis to confirm the viability of using the HUB formats instead of classic ones, and also compare the results of the application-specific integrated circuit (ASIC) implementation of a basic adder, a basic multiplier, and several converters. The conclusions are presented in Section V.
II. HALF-UNIT-BIASED FP FORMATS
An HUB FP format should include a significand that is represented using an HUB fixed-point number and an exponent that is represented in any conventional way [11] . An HUB fixed-point format is produced when the exactly represented numbers (ERNs) of a conventional representation are increased (or biased) by half unit in the last place (ULP). This shifting of the ERNs could be seen as an implicit least significant bit (ILSB) set to one. For example, the HUB version of the IEEE-754 single precision has 25 bits for the significand, where the first and last bits are implicit and equal to 1, but only 23 bits are stored, as in the conventional version. Fig. 1 shows an example for a binary FP format with 3-bit significand. Given a real value, its representation using either conventional or HUB formats will produce different rounding errors, although the accuracy of both the formats is the same [11] . In fact, the rounding errors for both the formats are complementary (i.e., the addition of both the rounding errors equals 0.5 ULP).
The main advantage of computing the HUB formats is that the two's complement operation is implemented simply by a bitwise inversion and RN by truncation. The unbiased rounding may require forcing the LSB to zero, when all the discarded bits are zero [11] .
III. BASIC OPERATIONS UNDER HUB FORMATS
The general procedure to operate with the HUB numbers involves the following steps [11] : First, the ILSB is explicitly appended to the significand of input operands. Second, the operation is performed in a classic way, such that all the bits of the significand result before rounding are obtained. Finally, the significand is rounded simply by truncation. However, since the ILSB is a constant value, the datapath could be further optimized depending on the specific operation. Next, we develop several architectures to support the HUB numbers. These architectures are adapted from the basic architectures described in [1] . We are aware that many optimizations to these architectures have been proposed in the literature, such as those presented in [1] , [2] , and [15] - [23] . However, none can be selected as the best, since this selection depends on many different factors. Even if the more relevant ones were selected, it would not be possible to review all of them in this paper. Thus, we simply describe the adaptation of these basic architectures with the aim of their being used as examples to investigate the implementation of other much more sophisticated approaches.
Next, we study in detail the architectures to implement two basic operations, addition and multiplication, and different conversions. For this purpose, let us consider an m-bit significand including the leading one, which is explicitly represented to facilitate the explanation. In contrast, the ILSB of the HUB version is not included in m. We focus on the implementation of the significand path, because the exponent path remains practically unchanged. We will draw the attention to any modification required.
A. FP Addition for HUB Numbers
A basic FP addition for conventional numbers requires several steps [1] , which could be implemented using the significand datapath shown in Fig. 2(a) . First, the operand exponents (d = E x − E y ) are compared and the significands are aligned accordingly. The latter is usually performed by right shifting (|d| bits) the significand corresponding to the number with the lowest exponent, which is selected using the swap module and the sign of d. The computation of the sticky bit corresponding to the bits shifted beyond the precision of the significand is also performed. The sticky bit is required for the computation of two's complement and rounding.
Second, either the effective addition or the subtraction of the aligned significands is performed for the m + 3 MSBs (the significand plus guard, round, and sticky bits). In general, in order to perform subtraction, the significand corresponding to the lower exponent is previously one's complemented using the significand comparator and the conditional bit inverters. Moreover, the sticky bit is introduced in the adder to complete the two's complement transformation.
The result of addition has to be normalized by shifting 1 bit to the right, if an overflow is produced. Otherwise, it is shifted to the left if there are leading zeros whose number is computed in the leading one detector. Besides normalization, the result has to be rounded based on the two LSBs of the result and the sticky bit. However, no roundup is required when the result has at least two leading zeros [1] , [23] . Thus, left shifting and rounding are performed in parallel paths. On the other hand, the new exponent is also generated in a parallel path. If the result of addition is rounded up, an overflow may be produced, which requires a new correction of the exponent.
The same basic architecture could be used for the HUB numbers, although the significands are 1 bit larger and the rounding circuit is removed. However, knowing that the ILSB always equals 1, the significand datapath is further optimized, as shown in Fig. 2 (b). The first difference is in the right shifter used to align the significands, because the ILSB has to be included at the input to obtain a correct result if no shifting is performed. Furthermore, the sticky-bit computation logic has been removed. Given that the ILSBs of both the significands equals 1, the sticky bit is always one for nonaligned significands [11] . Moreover, the sticky bit is not required for aligned significands because shifting is not performed.
In this HUB architecture, we should note that the conditional bit inverters directly perform the two's complement, as explained in Section II, and no carry input is required in the fixed-point adder. The conditional inverter at the output of the right shifter has to be modified to control when shifting is not performed. In this case, the ILSB is explicitly represented by the LSB of the output. It then has to be set to 1 after the inversion to complete the two's complement operation (see Section II).
On the other hand, Fig. 2(b) shows that the ILSB of the second operand is appended at the corresponding input of the fixed-point adder. Despite this, the fixed-point adder is slightly shorter than the one shown in Fig. 2(a) . The latter requires two guard bits and the carry input for the sticky bit (i.e., m + 2 bits) due to the rounding operation. However, in the HUB approach shown in Fig. 2(b) , no guard bits are required because rounding is performed by truncation. Thus, the fixedpoint adder has only m + 1 bits (one additional bit to support the ILSB). In fact, the ILSB is shown in the architecture to simplify the explanation, although, as presented in [11] , this fixed-point addition can be implemented using an m-bit adder and an inverter.
Finally, the rounding path [gray in Fig. 2(a) ] is removed, because rounding is simply performed by truncation. Consequently, given that explicit rounding up is not performed for the HUB architecture, overflow could not occur after rounding. Thus, the additional correction of the exponent required in Fig. 2(a) is eliminated, which also simplifies the exponent datapath.
B. FP Multiplication for HUB Numbers
A classic FP multiplication is simpler than FP addition [1] . The new exponent is computed by adding the exponents of the input operands, whereas the significands are multiplied, thus obtaining a value that is double the size. The result of multiplication is normalized by shifting it 1 bit to the right, if it is required. Finally, the resulting number is rounded to fit the size of the significand. The rounding requires computing the sticky of the m − 2 LSBs of the result of the fixed-point multiplication, and the addition of one ULP for rounding it up. Fig. 3(a) shows the significand datapath of a straightforward implementation of the conventional FP multiplication.
When the HUB numbers are used, the significands again have to be appended with the hidden ILSB that equals one, as shown in Fig. 3(b) . Thus, the fixed-point multiplier is 1 bit larger, which increases the size of the fixed-point multiplier.
In contrast, the computation of the sticky bit is again prevented [11] . To simplify the explanation, let us assume that the significand is scaled such that the ILSB is the only fractional bit. Let us call the integer part of both the input significands A and B. The product of both the significands is then
Given the last addend of this result, we conclude that the LSB of the result of multiplication is always 1. Thus, the sticky bit is always 1 and no logic is required to compute it. Moreover, given that the rounding is simply performed by truncation, the final incrementer is not required [see Fig. 3(b) ]. Therefore, as shown in Section IV-B, although the area of the fixed-point multiplier increases, the overall area decreases.
C. Conversion Between FP Numbers of Different Sizes for HUB Numbers
Conversion between FP formats with different sizes is another operation that could benefit from using the HUB formats. We will focus on the conversion of the significand, since the conversion of exponent is not affected when using the HUB formats (because the HUB FP formats use a conventional number to represent the exponent).
The conversion from an FP format to another format with a narrower significand requires a rounding operation. For instance, the 53-bit significand of a double-precision number has to be rounded to 24 bits to turn it into a single-precision number. Fig. 4 shows an example of this situation. The standard RN tie-to-even rounding mode would require computing the sticky bit, determining the need for rounding up, and incrementing the truncated significand value if required. These operations involve a considerable amount of hardware. Moreover, the rounding-up operation may produce a significand overflow, which would require incrementing the exponent by 1. However, under the HUB formats, all these operations are avoided, and a simple truncation of the significand will produce the correctly rounded conversion. We should note that the ILSB of the original number guarantees that the sticky bit is always 1, which means that the tie case does not exist.
Apart from the dramatic simplification of the conversion operation, the use of the HUB formats prevents the double rounding error [11] . This well-known problem may occur when a number is rounded twice in a row (e.g., when the result of an arithmetic operation is first rounded to double precision and then to single precision). Using standard numbers, this operation may lead to the final value having an error greater than 0.5 ULPs. However, this cannot occur when using HUB numbers [11] .
On the other hand, conversion the other way around requires expanding the significand to fit it into the new size. This is a trivial operation for a standard format, because as many zeroes as needed are appended to the least significant part of the significand. In relation to the HUB formats, a similar solution could be applied, although the MSB of the bits appended should be 1 (the ILSB) instead of 0. This approach is shown in Fig. 5(a) .
Due to the new ILSB of the generated HUB number, the circuit in Fig. 5(a) produces a rounded tie-to-away significand because the significand is always rounded up. The error introduced due to this rounding is negligible, because the error associated with the original FP number is usually several orders of magnitude greater. For example, the representation of the value 0.1 under the IEEE-754 single-precision standard produces an error that equals −1.4901161 × 10 −9 assuming the default rounding mode. When it is extended, the same amount of error is transferred to the double-precision number. Similarly, the error under the single-precision HUB format is 2.2351743 × 10 −9 which, in this case, is reduced Nevertheless, if this bias is still a problem for certain applications, another solution is shown in Fig. 5(b) . This approach selects the direction of the rounding based on the explicit LSB of the input significand. If this LSB is 0, the significand is extended as in the previous solution; thus, it is rounded up. If the LSB is 1, it is extended with a 0 followed by 1s, which actually produces a rounding down (recall the ILSB set to 1 of the input significand).
D. Conversion Between Conventional and HUB Formats
The conversion between numbers under a conventional format and its corresponding HUB format (i.e., both the formats having the same number of explicit bits) may be required when data are exchanged between systems working in these different formats. Given that those formats do not share any ERN (except special cases), this conversion always implies a rounding and, consequently, a rounding error. In addition, each ERN of one format is always at the midpoint between two ERNs of the other format, i.e., it is a tie case. This fact simplifies the hardware, because the computation of the sticky bit is not required; however, the magnitude of rounding error is always 0.5 ULPs.
The conversion from the conventional FP format to the HUB format could be performed without any explicit operation. In this case, given that the HUB format virtually appends the ILSB to the initial significand, an implicit rounding up of the magnitude is always produced. Thus, a tie-to-away is actually produced, because an effective rounding up is obtained for positive numbers, whereas it is a rounding down for negative numbers. However, if this tie-to-away behavior is not desired (for example, when the sign of the input numbers is not equally distributed), a kind of tie-to-even rounding could be easily implemented. To do this, the explicit LSB of the significand (the second LSB, if the ILSB is taken into account) is forced to 0. In this way, significands that were initially even are rounded up, whereas the odd ones are rounded down. On the other hand, the conversion from the HUB FP format into the conventional format could also be performed without any explicit operation. The ILSB of the significand is virtually removed, and then, the magnitude is implicitly rounded down. Consequently, doing nothing to convert the numbers actually produces a tie-to-zero rounding. In contrast, producing a tie-to-even rounding requires much more hardware because it involves incrementing the number if its LSB equals 1 (recall that it is known in advanced that it is a tie case, and thus no other testing is required). However, tie-to-odd behaves similar to tie-to-even rounding mode, and it is much easier to implement simply by setting the LSB of the number to 1. In this way, even numbers are rounded down, whereas odd numbers are rounded up. Table I shows several examples of these conversions using a 4-bit significand for different rounding modes. The numbers between parentheses are the corresponding decimal values (recall that the HUB numbers add 0.5 ULP to the corresponding conventional value).
IV. IMPLEMENTATION RESULTS AND COMPARISON
In this section, we experimentally study the convenience of using the proposed HUB FP formats to implement the real-number computation. First, we provide an experimental error analysis to confirm that the use of the HUB formats does not damage the accuracy of the computation. Second, we analyze the main results of the hardware implementation of the proposed HUB FP circuits compared with the classic implementation.
A. Experimental Error Analysis
An empirical error study is provided to demonstrate that the HUB formats could be used instead of the IEEE standard in FP-specific applications, while guaranteeing the same level of precision. In a first experiment, we tested the arithmetic operations. In these experiments, we utilized 32-bit two's complement fixed-point numbers within the range (−1 1) (i.e., 1 sign bit and 31 fractional bits) as exact real input numbers. They were converted into an internal 32-bit FP format with only 24 bits for the significand. Thus, a rounding was required for the said conversion. Two different internal formats were tested: 1) the standard IEEE-754 single precision and 2) its corresponding HUB format.
To test the addition operation, two-million exact results corresponding to the addition of two input real numbers were calculated using 32-bit fixed-point arithmetic (excluding the results that produced overflow). Moreover, the FP results of adding the same pairs of numbers that were previously converted into single-precision FP format were computed for both the IEEE standard and the HUB format. For the former, a standard CPU was used to perform the computation, whereas for the latter, a field-programmable gate array implementation of the HUB adder presented in Section III-A was used. These results were converted back into fixed-point representation (considered exact in our experiment) and compared with the exact results obtained using the fixed-point addition.
The calculated error comprises the error in the operation itself and in conversions. We should note that the values of the rounding error corresponding to both the approaches are always different. This happens because the value used for representing the exact real number is different on each internal representation (see Section II). However, the probability distributions of these errors are quite similar, as shown by the histogram of the rounding error for both the HUB format and the IEEE standard shown in Fig. 6 . Moreover, Table II shows the main statistical parameters corresponding to these errors. It can be seen that these parameters are very similar when both the representations are compared.
A similar experiment was run for multiplication. Again, two-million exact multiplication results were compared with the results obtained with the FP internal representation when using the IEEE standard single precision and its equivalent HUB format. The input operands were also 32-bit fixedpoint numbers, although, in this case, only positive numbers were used, whereas 64-bit fixed-point arithmetic was used to calculate the exact multiplication result. Similar to the addition experiment, although the values of the rounding error for both the representations are different, their statistical parameters are very similar, as shown in Table II and Fig. 7 , by the histogram of the rounding error for both the HUB format and the IEEE standard.
In another experiment, we measured the precision of the conversion from double to single precision. One-million double-precision real numbers were randomly generated and converted into single-precision format. They were then converted back into double precision and compared with the original numbers. As expected, the statistical distributions of the error for both the standard and HUB formats were once again very similar. Fig. 8 shows the histograms of the rounding error for both the approaches, and their statistical parameters are shown in Table II .
The theoretical and experimental results indicate that the HUB formats could substitute for conventional FP representation to deal with real-number computation. Clearly, the use of the HUB format to solve real-number calculation would not provide exactly the same results as those obtained by the use of the IEEE standard, although the accuracy of this calculation would be the same.
B. Implementation Results
To measure the improvements obtained by using the HUB format and the corresponding circuits, the basic circuits studied in Section III have been described in very high speed integrated circuit hardware description language and implemented targeting the ASIC technology. The adders, multipliers, and converters for the standard and HUB formats have been implemented using the Synopsys Design Compiler version Z-2007.03 and the TSMC 65-nm standard cell library, targeting clock frequencies ranging from 200 MHz to 1.1 GHz in 50-MHz steps. The area and power consumption of both the approaches are compared for the same clock frequency. Fig. 9 shows the area and power consumption of the standard and the HUB adders for single precision. In addition to the values in absolute terms, the HUB-to-standard ratio is also represented to facilitate the comparison. It can clearly be seen that the HUB adder always requires significantly less area than the standard adder, especially when the clock frequency increases. In addition, the HUB adder requires between ∼20% and 50% less area and power than the standard adder. On the other hand, the maximum frequency achievable for the standard adder is only 700 MHz, whereas it is 800 MHz for the HUB adder. This means that the HUB adder is 14% faster than the standard one. Furthermore, if we consider the fastest implementation in each case, besides being slower, the standard adder requires 63% more area and consumes 35% more power (even working at a lower speed) than the HUB adder. Therefore, the HUB approach simultaneously increases the speed and reduces the area and the power consumption.
A similar comparison is provided for double-precision numbers in Fig. 10 . Again, an important area and power consumption reduction is achieved, although a little lower, between 15% and 35%. Regarding the speed, the improvement is only 8% (650 MHz for HUB adder and 600 MHz for standard one). However, taking the fastest implementation of both the approaches, even being faster, the HUB adder requires 16% less area and consumes 13% less power.
As expected, improvements in the multipliers are less than those in the adders, although they are still very significant. Fig. 11 shows the area required and the power consumption for both single-precision multipliers. The improvement is <10% for low frequencies, but becomes very significant when the frequency increases, achieving a reduction of up to 38% and 35% in area and power, respectively. Similar to adders, the HUB multiplier is 17% faster than the conventional one. If the fastest implementations of both the approaches are compared, it can be seen that the HUB multiplier requires 22% less area and consumes slightly less power (2%). The similar behavior can be seen in the double-precision implementation, as shown in Fig. 12 . In this case, both the area and the power reduction increase by 32% and the fastest implementation achieves a speedup of 14%, with 12% less area and slightly more power consumption (2.6%). Similarly, we also studied the circuits used to convert between single precision and double precision. Fig. 13(a) shows the area required for converting from double precision into single precision. It can be observed that the area of the HUB implementation is practically constant for the ranges of the frequencies tested. This is because the critical path is very short for this circuit. In this case, the elimination of the rounding logic dramatically reduces the area. The circuit for the standard format requires between 2.5 and 4.4 as much area as the HUB approach. Regarding power consumption, although this reduction is slightly less, as shown in Fig. 13(b) , it is still very high. The power consumption of the standard converter is between 2 and 3.6 times greater than the one for the HUB circuit. However, we should note that the relative impact of these circuits on the overall area or power is much lower than that on the adder or the multiplier.
In contrast, the conversion from single to double precision is simpler in the standard approach. Similar to the previous HUB converter, the critical paths of these converters are too short to produce significant variations in the area at the frequencies tested. The standard converter requires 92.88 µm 2 , whereas the HUB approach with tie-to-away requires 96.12 µm 2 , which is ∼3.5% more area. However, the HUB converter with tie-to-even-like rounding requires 116.64 µm 2 , which is ∼25% more area. Accordingly, the tie-to-away HUB converter consumes only 1% more power than the standard converter, but the other converter requires 75% more power. Clearly, the tie-to-away approach is the preferred solution for these kinds of conversions, unless this approach cannot be applied due to application restrictions.
In any case, as stated, the area or power consumption of these circuits is much lower than arithmetic circuits, and thus their impact is very low.
In summary, the use of the HUB FP numbers could significantly improve the implementation of arithmetic units. In all the tested cases, except for the converter from single to double precision, HUB units clearly outperform standard units, in area, speed, and power consumption. Due to the nature of the improvement, which is based on the simplification of the FP algorithms themselves, it is expected that the adaptation of more advanced FP units to HUB numbers should result in obtaining more efficient circuits. However, we should recall that since the architectures used in this paper are very basic, the amount of improvement expected will be probably less when these more advanced architectures are adapted to HUB numbers. Therefore, the figures obtained in this study should be cautiously regarded as the upper bounds of the improvements that can be achieved.
V. CONCLUSION
This paper presents a way to simplify the FP systems through the use of the HUB formats. When the preferred rounding mode is RN, the implementation of the arithmetic unit for dealing with the HUB FP numbers is much simpler than when using classic units. The substitution of classic formats for the HUB formats is feasible, given that we have theoretically and experimentally demonstrated that both the approaches have the same precision assuming the same storage requirements. Using basic architectures, we have shown how they could be adapted to support the HUB numbers and also shown that the implementation figures are greatly improved by using HUB circuits. These results should be intended as a rough approximation of the improvement achievable for more advanced FP architectures. We should also note that several patent applications have been filed regarding several HUB circuits.
