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ABSTRACT OF DISSERTATION

Hourly Dispatching Wind-Solar Hybrid Power System with Battery-Supercapacitor
Hybrid Energy Storage
This dissertation demonstrates a dispatching scheme of wind-solar hybrid power system (WSHPS) for a specific dispatching horizon for an entire day utilizing a hybrid
energy storage system (HESS) configured by batteries and supercapacitors. Here,
wind speed and solar irradiance are predicted one hour ahead of time using a multilayer perceptron Artificial Neural Network (ANN), which exhibits satisfactory performance with good convergence mapping between input and target output data.
Furthermore, multiple state of charge (SOC) controllers as a function of energy storage system (ESS) SOC are developed to accurately estimate the grid reference power
(PGrid,ref ) for each dispatching period. A low pass filter (LPF) is employed to decouple
the power between a battery and a supercapacitor (SC), and the cost optimization
of the HESS is computed based on the time constant of the LPF through extensive
simulations. Besides, the optimum value of depth of discharge for ESS considering
both cycling and calendar expenses has been investigated to optimize the life cycle
cost of the ESS, which is vital for minimizing the cost of a dispatchable wind-solar
power scheme. Finally, the proposed ESS control algorithm is verified by conducting control hardware-in-the loop (CHIL) experiments in a real-time digital simulator
(RTDS) platform.
KEYWORDS: Hybrid wind-solar power system, hybrid energy storage, hourly dispatching, particle swarm optimization, state of charge controller, cost analysis.
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Chapter 1 Introduction

1.1

Background

The International Energy Agency (IEA) reported that the global average temperature
is expected to increase by 2.8–4.5◦ C by 2100 compared to the temperature in 2013,
if no countermeasures are taken to reduce the carbon emissions [1]. The present
electrical grid represents the largest single source accounting for carbon emissions into
the atmosphere. One response to reduce the carbon emissions for the electrical grid
is to transform it to a low-carbon energy through increased integration of renewable
energy sources. As a result, renewable energy (RE) resources have witnessed explosive
growth globally over the past decade. For instance, California adopted a renewable
portfolio standard of 33% by 2020, and it is expected to reach 50% by 2030 [1].
Renewable energy sources, particularly Photovoltaic (PV) and Wind Turbine
(WT), have become attractive options for power generation globally, and the global
penetration of the PV and WT energy in power systems have been increasing rapidly.
From 2017 to 2018, the WT installed capacity has been increased from 540 GW to
591 GW, and the solar PV installed capacity has been increased from 405 GW to
505 GW [2]. As the output of the RE sources significantly depends on weather and
meteorological conditions, i.e., clouds movement and wind speed, their output power
possesses unstable characteristics. However, large penetration of such an intermittent
RE sources into the utility grid are associated with serious technical challenges related
to power quality, generation dispatch control and electric system reliability. Therefore, power generation using the PV or WT is often considered as non-dispatchable
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without sufficient energy storage. It is even claimed that the PV or WT power
will never be suited to contribute substantially toward utility-scale supply or provide
base-load power [3].
Generally, energy production by the Wind-PV resources compensate each other
on a seasonal or day-to-day basis. Thus, the hybrid utilization of the PV and WT
deserves more attention because they have the advantages of complementary power
profiles. Hybridization techniques can be used to solve the variable nature of solar
and wind power. The wind solar hybrid power system (WSHPS) incorporates the WT
and PV subsystems together to provide increased system efficiency, lower capacity
of energy storage, and improved stability in power supply [4]. The WSHPS has the
ability to suppress the rapid change of a single RE source, which is more advantageous
than using a single wind or PV system. Also, the WSHPS helps to reduce the
infrastructure costs especially for rural electrification projects through facilitating
the point of generation and consumption being close to each other. Therefore, the
WSHPS projects at a single location are emerging as a major trend in the global
transition to renewable energy.
The uncertainty of RE resources can also be diminished by incorporating energy
storage system (ESS) in the WSHPS architecture. Battery energy storage system
(BESS) is most frequently utilized to solve such an issue among the several types
of the ESS that are available in the market. However, when the WSHPS output
is highly fluctuating, it is very difficult for the BESS to recover from drastic power
ramps without its significant lifetime degradation. Consequently, the downtime cost
associated with the BESS poses a severe challenge for market acceptance. A hybrid
energy storage system (HESS) consisting of a BESS and a supercapacitors energy
storage system (SESS) can be leveraged to develop a more economical ESS. The
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HESS utilizes the high power density property of the supercapacitor (SC) (i.e., the
capability of rapidly charging or discharging energy at lower energy levels) and the
high energy density property of the battery (i.e., the capability of slowly charging or
discharging energy at higher energy levels) [5]. In such a HESS scheme, the SC helps
to mitigate the high-frequency power components passing through the battery that
is beneficial for extending the battery’s lifetime.
There are several challenges existing for the high penetration of intermittent RE
into the utility, such as voltage and frequency regulation, mismatch between generated power and load demand, grid operation economics, and scheduling of generation
units. For instance, the utility paid an additional 28.6% of price to the distributed
generation operator for every kWh of smoothed energy delivered to the grid [6].
Hence, grid operators need to take additional actions to maintain system stability.
For example, fossil-fueled generators must be turned on and off or adjust their outputs more periodically to accommodate the power variations due to the presence of
additional solar and wind power into the grid. This type of cycling of fossil-fueled
generators is responsible for increasing its wear and tear costs and decreasing its efficiency as well. The high penetrations of RE power lead to cycling costs of $0.47/MWh
to $1.28/MWh per fossil-fueled generator, which was reported in [7]. Therefore, a
constant power dispatch commitment at an acceptable interval is demanded from the
RE framework to overcome the aforementioned economic challenges.
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1.2

Research Objectives and Contributions

Research Objectives
The main objective of this dissertation is to enhance the integration of RE that secures
a desired dispatching of the RE power at specified horizon interval for an entire day
to the power grid. It is important to mention that a dispatching scheme is developed
in this dissertation rather than the traditional peak shaving or smoothing approach
to provide the RE output power to the grid. The dispatching scheme enables the RE
to be a reliable source of power for the utility, which can be regulated like any other
conventional generator. Furthermore, the RE output power supplied to the grid using
a dispatched scheme provides considerable flexibility to the utility, especially in the
scheduling of generation units, grid operation economics, and grid ancillary services.
The WSHPS architecture is proposed here that consists of a wind energy system
(WES) and a PV energy system (PVES). The WSHPS incorporates the PV and
WT subsystems together to provide increased systematic efficiency, lower required
capacity of energy storage, and improved stability in power supply. Since the BESS
has a high energy density property and the SESS has a high power density property,
the HESS is utilized to leverage the performance merits of the two energy storage
apparatus. The HESS consisting of a battery and a SC can be employed to develop a
cost-effective ESS, where the SC facilitates to alleviate the fast-changing power components passing through the battery, which is beneficial for increasing the battery’s
service life. The impact of the SC on battery longevity is also investigated to make
the system more practical.
The output of the WSHPS mainly depends on the wind speed and solar insolation.
Generators in the utility grid are typically scheduled several hours or days in advance.
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In order to treat the WSHPS farm as a schedulable resource, it is necessary to predict
the WSHPS power in advance and inform the grid operators of its power level. Here,
a multilayer perceptron Artificial Neural Network (ANN) is used to predict the wind
speed and solar insolation one hour ahead of time so that the grid operators can
be informed beforehand about the WSHPS power level, which will provide more
flexibility to the grid operators’ scheduling of their generation units.
The cost optimization of the ESS is one of the important catalysts for the rapid
growth of global RE generation. In this study, the low pass filter (LPF) is employed
to assign the power reference for the BESS and SESS. Since SC is more expensive
than a battery, a proper value of the filter time constant is needed to minimize
the total expenditure ($/kWh) of the HESS. Here, the particle swarm optimization
(PSO) technique is deployed for determining the optimum LPF time constant. This
research also presents an economic comparison to investigate the significance of using
different types of ESS for dispatching the WSHPS power. Furthermore, based on
the usage of state of charge (SOC), there is a trade-off between the service life and
the minimum capacity required of the ESS. In this research, the optimum value of
depth of discharge (DOD) has been investigated which exhibits the best competitive
ESS cost for dispatching the RE power to the utility grid. In addition, after seeking
the optimal value of DOD for the ESS, one secondary SOC control algorithm is also
employed to regulate the ESS SOC in the optimal range.
Besides, several control algorithms based on the ESS SOC are developed to achieve
accurate estimation of the grid reference power (PGrid,ref ) for each dispatching period.
The SOC control algorithms also ensure the ESS to complete each dispatching period
with the same SOC as it started. This mechanism plays a significant role in regulating
the battery SOC within a specified range which helps to minimize the energy storage
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cost and ensures that the ESS has enough capacity available for next-day operation.
An economic comparison is presented to investigate the impact of using different
types of SOC control algorithms in the PGrid,ref estimation.
The optimal scheduling for dispatchable utility-scale RE power with the HESS is
also explored in this dissertation. The optimal capacity of the ESS is assessed based
on its usage of DOD, which is critical for minimizing the cost of a dispatchable RE
power scheme. The hybrid system can successfully dispatch the scheduled power at
any dispatching horizon by leveraging the optimal ESS capacity. Both cycling and
calendar expenses are taken into account during the cost optimization of the ESS to
make it more practical. Here, the proposed ESS control framework is responsible for
tracking the grid reference power for each intended dispatching period by supplying
or absorbing the required power. The proposed ESS control algorithm is also verified employing control hardware-in-the loop (CHIL) testing in the real time digital
simulator (RTDS) platform in the laboratory.
Multiport active bridge converter has attracted increasing attention due to its
salient advantages, such as multiple power interface ports, high-power density, galvanic isolation, bidirectional power flow capability, and soft-switching capability. In
this study, two three-level neutral point clamped (NPC) switching poles are used in
the high-voltage side of the developed multiport converter configuration. Thus, a
five-level line voltage waveform in the high-voltage bridge is produced, which leads to
semiconductor switches being exposed to only half of the DC bus voltage, resulting
in lower stress of dv/dt and ameliorating converter efficiency.
Multilevel inverters are employed in this work due to their superior attributes:
high DC bus voltage withstanding capability, high efficiency, low total harmonic
distortion (THD), and reduced common mode voltage. This research presents a
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comparative power loss analysis between the multilevel I-type NPC and the T-type
NPC inverter for dispatching the RE power at 1-hour increments for an entire day for a
grid-connected RE system. This study also deals with the optimized design procedure
of an LCL filter for a grid-connected RE system. Compared with other passive filters,
the LCL filter has a better attenuation capacity for high-order harmonics and better
dynamic characteristics. The switching of the power conversion devices causes highfrequency harmonics, which are one of the main factors causing problems to sensitive
equipment or the connected loads. Therefore, the THD is an essential consideration
in the system design phase. Here, an LCL filter is designed to satisfy the harmonic
standard regulations stated in IEEE-1547.

Original Contributions
The major contributions of the dissertation are summarized as follows:
• Conducting a comprehensive review of wind-solar HRES from the perspectives of power architectures, mathematical modeling, power electronic converter
topologies, and design optimization algorithms.
• Developing a dispatching scheme to provide a pre-determined constant RE
power to the utility grid from the intermittent RE framework. The proposed
dispatching technique enables the RE architecture to be a reliable source of
power for the utility that can be regulated in the same way as any other traditional generator, while also providing greater flexibility, particularly in grid
operating economics, generation unit scheduling, and grid ancillary services.
• Predicting the wind speed and solar insolation one-hour ahead of time by using
a relatively small set of historical hourly wind speed and solar insolation data as
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well as a smaller number of input parameters for training the ANN model, which
also significantly reduces the model complexity and computational burden.
• Proposing a primary state of charge controller as a function of both battery and
supercapacitor SOC in the HESS framework to adjust the grid estimated power
(PGrid,est ) at the start of each dispatching period, which aids in achieving the
desired PGrid,ref for each dispatching period. This controller would also make
sure that the energy storage system finishes each dispatching period with the
same SOC it started with.
• Implementing the particle swarm optimization approach to seek the optimum
value of the low-pass filter time constant that yields the most cost-effective
HESS for hourly dispatching the RE power scheme.
• Optimizing the ESS life-cycle cost by employing the advanced optimization
technique to determine the optimal depth of discharge usage. In addition, after
seeking the optimal value of depth of discharge for the energy storage system,
one secondary state of charge control algorithm is also employed to regulate the
ESS state of charge in the optimal range.
• Investigating the annual ESS life-cycle cost, including the actual wind speed
and solar insolation data of four different days, representing each season.
• Presenting a cost comparison analysis to assess the impact of dispatching horizon selection on ESS cost estimation. The optimal scheduling for dispatchable
RE power is determined by the ESS depth of discharge utilization levels, which
is critical for minimizing the cost of a dispatchable scheme.
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• Developing an isolated multiport converter for interfacing the RE framework
to the utility and present a comparative power loss analysis between the conventional triple active bridge (TAB) converter and the developed TAB-NPC
converter for dispatching the RE power scheme.
• Verifying the proposed ESS control algorithm, employing control hardware-inloop testing in the real time digital simulator platform.

1.3

Dissertation Outline

Following the Chapter 1 on the research background introduction, Chapter 2 presents
the state of the art on Wind-Solar Hybrid Renewable Energy Systems. The objective
of this chapter is to conduct a comprehensive review of wind-solar HRES from the perspectives of power architectures, mathematical modeling, power electronic converter
topologies, and design optimization algorithms. Since the uncertainty of HRES can
be reduced further by including the ESS, this study presents several HESS coupling
technologies, highlighting their major advantages and disadvantages. Various HRES
power converters and control strategies from the state-of-the-art have been discussed.
Different types of energy source combinations, modeling, power converter architectures, sizing, and optimization techniques used in the existing HRES are reviewed,
which intends to serve as a comprehensive reference for researchers, engineers, and
policymakers in this field. This chapter also discusses the technical challenges associated with HRES as well as the scope of future advances and research on HRES.
Chapter 3 discusses on “Cost Optimization of Battery-Supercapacitor Hybrid Energy Storage for Hourly Dispatching Wind-Solar Hybrid Power System”. This chapter
demonstrates a dispatching scheme of WSHPS for a one-hour dispatching period for
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an entire day utilizing battery and supercapacitor hybrid energy storage subsystem.
A frequency management approach is deployed to extend the longevity of the batteries through extensively utilizing the high energy density property of batteries and
the high power density property of supercapacitors in the HESS framework. A LPF
is employed to decouple the power between a battery and a supercapacitor. The
cost optimization of the HESS is computed based on the time constant of the LPF
through extensive simulations in MATLAB/SIMULINK platform. The curve fitting
and PSO approaches are applied to seek the optimum value of the LPF time constant.
Several control algorithms as a function of the battery SOC are developed to achieve
accurate estimation of the grid reference power for each one-hour dispatching period.
This estimation helps to minimize the ESS cost, in addition to ensuring that the ESS
has sufficient capacity for next-day operation. The optimum value of DOD for HESS
considering both cycling and calendar expenses has also been investigated for the best
competitive ESS cost for hourly dispatching the power of the WSHPS. This chapter
also presents an economic comparison to investigate the significance of using different
types of ESS for hourly dispatching the WSHPS. The simulation results show that
the presented HESS is superior to battery or SC-only operation.
Chapter 4 discusses on “Cost and Reliability for Interfacing PV to Utility with
ESS”. The optimal scheduling for dispatchable utility-scale solar PV power with a
HESS consisting of a battery and a SC is explored in this chapter. The optimal capacity of the ESS is assessed based on its usage of DOD, which is critical for minimizing
the cost of a dispatchable PV power scheme. The hybrid system can successfully
dispatch the scheduled power at any dispatching horizon by leveraging the optimal
ESS capacity. Both cycling and calendar expenses are taken into account during
the cost optimization of the ESS to make it more practical. A multilayer perceptron
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ANN is utilized to predict PV irradiance one hour ahead of time, which performs well
with good convergence mapping between input and target output data. Moreover,
this chapter proposes a SOC control algorithm based on an adaptive neuro-fuzzy
inference system (ANFIS) that can accurately estimate the grid reference power for
each one-hour dispatching period, which is necessary for ensuring the ESS completes
each dispatching period with its starting SOC and has sufficient capacity for nextday operation. Finally, an economic comparison is presented utilizing the Hybrid
Optimization of Multiple Energy Resources (HOMER Pro) software to develop a
cost-effective ESS for an hourly PV power dispatching scenario.
Chapter 4 also investigates a dispatching scheme of megawatt-scale solar PV power
for a one-hour dispatching period for an entire day utilizing an isolated multiport
converter configuration with battery energy storage system. A multilevel TAB DCDC converter has been developed where a neutral-point-clamped H-bridge is employed
in the high-voltage side, and the conventional two-level full-bridge is configured in
the low-voltage side across the high-frequency transformer. The power losses between
the developed TAB-NPC converter and conventional TAB converter are compared to
identify the superior multiport converter topology for this application. The converter
loss analysis is conducted using the parameter values of the switching devices in
the MATLAB/SIMULINK environment, and the developed TAB-NPC converter is
found to exhibit better performance than the conventional TAB for megawatt-scale
grid-connected PV arrays.
Also, multilevel inverters, T-type and I-type neutral point clamped inverters, are
investigated due to their superior attributes: high efficiency, low THD, and reduced
common-mode voltage. The power losses between the three-level T-type and I-type
NPC inverters are compared, to identify the superior grid inverter topology for this
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application. The inverter loss analysis is conducted in the MATLAB/SIMULINK
environment, and the T-type NPC inverter was found to exhibit better performance
than the I-type NPC inverter for megawatt-scale grid connected PV arrays. Furthermore, an LCL filter has been designed for higher efficiency and better harmonic
attenuation to interface the inverter with the utility grid.
Chapter 5 discusses on “Economic Dispatch Analysis of Wind Power Integration into Utility with Battery-Supercapacitor Hybrid Energy Storage System”. This
chapter demonstrates an effective dispatching scheme of utility-scale wind power at
one-hour increments for an entire day with a HESS consisting of a battery and a
SC. Accurate forecasting of wind power is crucial for generation scheduling and economic operation. Here, wind speed is predicted by one hour ahead of time using a
multilayer perceptron ANN, which exhibits satisfactory performance with good convergence mapping between input and target output data. Furthermore, the ANFIS is
employed to devise a SOC controller to accurately estimate the PGrid,ref for each onehour dispatching period. This type of desired PGrid,ref estimation is critical to ensure
the ESS completes each dispatching period with its starting SOC and has adequate
capacity available for next-day operation. Also, the PSO technique is implemented
to optimize the life cycle cost of the ESS based on its DOD usage, which is vital for
minimizing the cost of a dispatchable wind power scheme. The actual wind speed
data of four different days as a representative of each season recorded at Oak Ridge
National Laboratory (ORNL) are utilized in the simulations to provide a realistic
economic assessment for dispatching the wind power.
Chapter 6 discusses on “Hardware-in-loop Experimental Verifications for Hourly
Dispatching Wind-Solar Power with Battery Energy Storage”. The hardware in the
loop (HIL) technique allows to reproduce the behavior of a dynamic system in real
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time. This quality makes HIL a useful tool in the controller validation process and
is widely used in multiple areas. This chapter presents a CHIL based test system
for testing the proposed ESS controller for dispatching the WSHPS power. With the
CHIL, the actual controller used in the real hardware system can be tested for its
operation with a simulation based WSHPS. The CHIL has been used to validate the
proposed ESS controller performance under various conditions of the ESS chargingdischarging for maintaining the desired PGrid,ref . For the CHIL, the WSHPS farm is
modeled in the RTDS and the ESS controller is designed in the digital signal processor
(DSP). Here, the power converter coupled to the ESS is controlled by the DSP, which
is connected between the gigabit transceiver analogue output (GTAO) card and the
gigabit transceiver digital input (GTDI) card in the RTDS interface boards.
Finally, conclusions and future work are provided in Chapter 7.
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Chapter 2 State of the Art on Wind-Solar Hybrid Renewable Energy
Systems

An urgent need for alternative sources of energy becomes imminent due to the rapid
depletion of fossil fuels, which have been extensively utilized to meet the load demand
nowadays. The usage of fossil fuel is also responsible for global warming phenomena
[8]. RE sources are the best candidate to provide green energy to overcome this global
energy issue. Therefore, it is anticipated that the RE sources will play a pivotal role
in the future power supply [9]. For instance, from 2017 to 2018, the cumulative
global capacity of renewable electricity increased from 2,181 GW to 2,355 GW. In
2018, renewable electricity was 20.5% of cumulative electricity capacity and provided
17.6% of the total annual generation in the United States [10]. The United States’
renewables capacity and generation from 2009 to 2018 are illustrated in Fig. 2.1 (Data
obtained from [10]).

Figure 2.1: Renewable energy capacity and generation in the USA.
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As reported in [11], RE was the only energy source which saw increased demand
in 2020 despite the pandemic, while all other fuel consumption declined. Annual
renewable capacity additions increased by 45 percent in 2020 to nearly 280 GW, the
highest year-on-year increase since 1999. Specifically, solar PV capacity additions
are predicted to reach 162 GW by 2022, representing a nearly 50% increase from the
pre-pandemic level of 2019. In addition, global wind capacity additions grew by more
than 90% in 2020 to 114 GW, a 50% increase from the 2017-2019 average [11]. The
annual PV and wind capacity additions by the U.S. are also illustrated in Fig. 2.2
(Data obtained from [11]). The U.S. have also provided $280 million in funding for
solar power integration and research, and $110 million in funding for wind power
integration in the fiscal year 2021 budget [12].
According to the U.S. Energy Information Administration (EIA), about 39.7 GW
of new electricity generating capacity will come online in 2021, with PV accounting for
39% of the new capacity and wind accounting for 31%. In 2021, 15.4 GW of utilityscale PV capacity is expected to be added to the grid, with four states accounting

Figure 2.2: Annual PV and wind capacity additions in the USA.

21

for more than half of the new utility-scale solar capacity: Texas (28%), Nevada
(9%), California (9%), and North Carolina (7%). Furthermore, it is anticipated that
approximately 12.2 GW of utility-scale wind capacity is scheduled to come online in
2021, with Texas and Oklahoma states accounting for more than half of the 2021
wind capacity additions, including the 999-MW Traverse wind farm in Oklahoma,
which is the largest wind project [13].
It is known that the output of the most RE sources such as PV and WT substantially depends on ambient environmental conditions. Subsequently, they are producing unstable output characteristics, which is the fundamental disadvantage of RE
generations [14]. Thus, various power converters and control strategies are developed
for controlling and monitoring active and reactive power, which encounters challenges
due to the intermittent nature of RE sources. This kind of power fluctuation poses
severe problems for power grid companies such as power quality, load leveling, generation dispatch control, and electric system reliability [3]. The duck curve shown in
Fig. 2.3 can be used to illustrate the considerable challenge of accommodating solar
and wind energy, and the potential for overgeneration and curtailment. Fig. 2.3, modified from [15], illustrates a graph of the total system load of the state of California,
the wind and solar PV power feed-in, and the residual load on March 29, 2013. The
scenario was considered here with the potential to meet 11% of the annual demand
from wind and 11% of the annual demand from solar.
The hybrid utilization of the PV and WT are one of the most promising technologies among RE sources for satisfying the load demand because they have complementary energy generation profiles. Specifically, hybrid renewable energy systems
(two or more generation units combined together) can be used to solve such power
intermittent issue and enhance power system reliability [16]. Consequently, the pen-
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Figure 2.3: Duck curve illustration: Load, solar, and wind profiles for California on
March 29, 2013 in a scenario with 11% annual wind and 11% annual solar.
etration of PV and WT energy in power systems has been continuously increasing
globally, as is demonstrated in Fig. 2.4 [10]. Due to the weather and climate patterns, the energy production by Wind-PV resources offset each other on a seasonal
or day-to-day basis. For instance, Fig. 2.5 shows the PV and WT complementary
profiles on a day-to-day basis based on actual meteorological data recorded at the
National Renewable Energy Laboratory (NREL) on June 10, 2020 [17]. Moreover,
the monthly average solar irradiance and wind speed of the U.S. state of Colorado
in 2019 are illustrated in Fig. 2.6 [17]. Note that MATLAB Tools “Basic Fitting” is
utilized to increase the resolution of the data in Fig. 2.5 and Fig. 2.6.
The wind-solar hybrid renewable energy system (HRES) has the ability to suppress the change of single source output power to some extent. In addition, a properly designed hybrid wind-solar system shows satisfactory performance in handling
transients compared to a single wind or PV generation for both grid-connected and
stand-alone systems [18]. Moreover, the aim is to acquire more stable power output
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Figure 2.4: Global electricity generation by PV and WT.

Figure 2.5: PV and WT complementary profiles on a day-to-day basis.
from RE sources, which can be connected with diesel generators, battery banks, ultracapacitors, or hydrogen production systems. Pumped hydro energy storage (PHES)
systems are also employed as a ESS, particularly for large-scale HRES deployment.
As the PHES primarily depends on the site specifications, i.e., the height difference,
source of water, and the type of land, there is no fixed initial cost or running cost for
a PHES, which aids in minimizing the ESS expenditure in the HRES framework [19].
Undoubtedly, the HRES has the ability to improve the reliability and utilization fac-
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Figure 2.6: PV and WT complementary profiles on a seasonal basis.
tor of the system. Therefore, the HRES projects at a single location are emerging
as a major trend in the global transition to renewable energy. Examples of some
practical HRES projects are documented in Table 2.1 [20], [21], [22].
The objective of this chapter is to present a state-of-the-art review that concentrates on analyzing significant research issues about the HRES. The main contribution
of this chapter can be summarized as follows:
• Different possible combinations and coupling technologies of the HRES have
been documented.
• Mathematical modeling of the HRES and characteristics of different energy
storage elements have been reported.
• Contemporary power converter configurations for the HRES have been explained.
• Summary of different types of optimization algorithms including the optimization constraints utilized in the HRES has been presented.
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Table 2.1: Recent HRES projects.
Projects
Solar after Sunset
Solar-storage solicitation
Wheatridge
GE Renewables’
NextEra
GE Renewables’
Le Plana
Enel’s
Fjord
Vestas
Flinders Shire

Specifications
65 MW PV plus 50 MW battery
100 MW PV and 100 MW storage
300 MW of WT, 50 MW of PV and
30 MW of 4-hour duration battery storage
2.3 MW WT with 500 kW of PV
250 MW WT, 250 MW PV and
200 MW Energy storage
1.6 kW WT with 223 kW of PV
850 kW WT with 245 kW of PV
497 MW High Lonesome WT project and
450 MW Roadrunner PV project
18.9 MW of solar capacity
as part of its overall 44.1 MW
3.3 MW WT and PV
hybrid demonstration project
43.2 MW of Vestas WT,
15 MW of PV and 2 MW,
4 MWh lithium-ion battery

Location
USA
USA
USA
USA
USA
India
Spain
USA
Denmark
Spain
Australia

The remainder of this chapter is structured as follows: the power architectures of
the HRES are presented in Section 2.1. The characteristics of different energy storage
elements is documented in Section 2.2. The mathematical modeling of the HRES is
elaborated in Section 2.3. The power converter topologies utilized in the HRES are
covered in Section 2.4. Commonly used algorithms in the literature for optimizing
the HRES are analyzed and summarized in Section 2.5. The benefits and technical
challenges associated with HRES and the scope of future advances and research on
HRES are documented in Section 2.6 and Section 2.7, respectively. Finally, the
summary of this review is drawn in Section 2.8.
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2.1
2.1.1

System Structures of HRES
Hybrid Renewable Energy Sources

Hybridization techniques can be used to increase the efficiency and reliability of RE
sources [4]. Fig. 2.7 shows different possible combinations of the HRES.

Hybrid Wind-Solar Energy System
The hybrid wind-solar energy system incorporates wind and solar energy technologies
to produce electrical energy. Due to the complementary profile of wind and solar
energy, the hybrid system offers several advantages over the solar or wind energy
technology operates alone. It is also noticeable that the peak operating time for wind
and solar systems occurs at different times of the day and the year. Therefore, the
hybrid wind-solar energy system has the capability to produce more power than the
wind or solar energy system operates individually [23].

Hybrid Wind-Solar-Diesel energy system
The hybrid wind-solar-diesel energy system is an attractive option, especially when
a system is not directly connected to electrical distribution or power grid. The diesel
generating system, which is powered with non-conventional fuels, is employed as a
backup electricity supply source. Basically, a diesel generating system is deployed
to ensure the continuity of the electricity supply in the HRES scheme. By adding
Hybrid Renewable Energy Sources (HRES)

Wind + Solar

Wind + Solar + Diesel

Wind + Solar + Battery

Wind + Diesel

Solar + Diesel

Figure 2.7: Classification of different types of HRES.
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Other

an engine generator in the HRES framework, the system becomes more complicated.
However, modern controllers have the capability to operate these systems automatically. Moreover, the engine generator helps to reduce the size of the power electronic
converter needed for the system [24].

Hybrid Wind-Solar-Battery energy system
There are several disadvantages, i.e., expensive, bulky, non-environmentally friendly,
incorporating a diesel engine in the HRES framework. A battery energy system can
be utilized instead of using a diesel generator as a backup emergency option. When
the power generated by the renewables is higher than the energy demand, the excess
energy can be stored in the battery. Subsequently, it helps to reduce the hybrid
system expenditure.

Hybrid Wind-Diesel energy system
The hybrid wind-diesel energy system is an exciting alternative to meet the load
demand, especially for remote locations. When the wind conditions are satisfactory,
a wind-diesel hybrid system can provide enough electricity for such places. The
amount of wind power is the deciding factor for designing the hybrid wind-diesel
energy system. When the wind power production is always less than the load, other
power plants constantly remain in line to control grid frequency and voltage.

Hybrid Solar-Diesel energy system
Since the PV system hardly has any marginal cost, it is treated with priority on the
grid. In this scheme, the diesel generating set is responsible for continuously fill the
gap between the load and the actual power generated by the solar energy system. As
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the generation capacity of diesel generators is limited to a specific range and the solar
energy is fluctuating, it is always advisable to include the battery storage to optimize
solar energy contribution to the generation of the hybrid system.

Other hybrid energy systems
There are several determining factors, i.e, the cost of hybrid technology, and the
availability of natural resources, which the operator needs to consider while designing
a hybrid energy system. It is also possible to combine different types of systems and to
work as a hybrid system. Wind-hydropower system, solar-hydropower system, solarwind-geothermal system are some examples of this type of hybrid energy systems [25].

2.1.2

System Architectures of HRES

A hybrid wind-solar-battery energy storage system is a combination of a wind turbine,
a photovoltaic array, and a battery energy storage system. A typical hybrid windsolar-battery storage system scheme is shown in Fig. 2.8. Here, the WT, PV arrays,
and battery energy storage are connected to a common DC bus through appropriate
power converters for the purpose of power conditioning. Another typical hybrid
wind-PV-diesel-battery storage system scheme is shown in Fig. 2.9. According to
this scheme, the WT and PV array are charging the battery while supplying power
to the load when the renewable energy is abundant. The purpose of using a dump load
is to prevent overcharging of the battery. The controller is responsible for starting
the diesel generator, which supplies the load when SOC of the battery hits the lower
limit [26].
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Figure 2.8: Hybrid PV-Wind-Battery system structure.
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Figure 2.9: Hybrid PV-Wind-Diesel system structure.
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2.1.3

Coupling Topologies of HRES

DC bus connected Wind-Solar HRES
Here, the output from the WT is connected to the DC bus through an AC/DC converter, while the output from the PV array is coupled to the DC bus using a DC/DC
converter. The ESS is tied-up to the DC bus using a bi-directional converter to allow
its charging-discharging mechanism. This system framework can serve both AC and
DC loads concurrently. A DC/AC converter is required when an AC load needs to
be served. Here, other sources of RE can also be incorporated using the appropriate
power electronic converters. This framework provides several operation advantages,
such as simplicity and the elimination of challenges associated with synchronization.
The main drawbacks of this architecture are the losses involved with the power conversion systems, particularly the losses associated with converting WT AC power to
DC and then back to AC, which is approximately 10% of the WT power [27]. The
DC bus connected wind-solar HRES topology is illustrated in Fig. 2.10.

AC bus connected Wind-Solar HRES
The AC-coupled HRES topology is demonstrated in Fig. 2.11, where the PV coupled
to an AC bus using a DC/AC converter and the WT tied-up to the AC bus through
an AC/AC converter. The ESS relates to a bi-directional electronic converter. In this
scheme, an AC/DC converter is required to feed the DC loads. Other RE sources
can be incorporated through the appropriate power converters interface. Here, each
of the sources is connected to the AC bus via a separate power converter, allowing
them to work even if one of them is disconnected, which can improve the system
reliability [27]. Synchronization is the primary impediment of this configuration.
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Figure 2.10: DC-Bus connected HRES.
AC Bus

PV

DC/AC
Converter

WT

AC/AC
Converter

ESS

Bidirectional
Converter

AC/DC
Converter

DC Load

AC Load

Other RE

Appropriate

Converter

Figure 2.11: AC-Bus connected HRES.
Dual bus connected Wind-Solar HRES
The dual bus-connected wind-solar HRES framework uses both the AC and DC bus.
Here, RE sources with AC outputs are directly related to the AC bus, while RE
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sources with DC outputs are directly coupled to the DC bus. Therefore, the dual-bus
connected wind-solar HRES improves overall system efficiency by reducing the number of converters and limiting power losses due to conversion [28]. This configuration
is the most widely adopted due to its flexibility to combine energy sources and load
irrespective of features [29]. Fig. 2.12 and Fig. 2.13 illustrate the dual bus-connected
wind-solar configurations.

2.2

Energy Storage System

By incorporating the ESS in the wind-solar HRES architectures, the uncertainty of
renewable resources can also be diminished considerably. In particular, the ESS helps
to provide ancillary services; peak regulation, voltage fluctuation and flicker mitigation, harmonic reduction, frequency stability, load leveling, and transient stability.
Batteries and SC are the most frequently utilized components among the several types

AC Bus

DC Bus
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DC/DC
Converter
DC/AC
Converter

AC/DC
Converter
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Other RE

DC/DC
Converter

Appropriate

Converter

Figure 2.12: Dual-Bus connected HRES (Type 1).
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Figure 2.13: Dual-Bus connected HRES (Type 2).
of the ESS in the market. Different types of rechargeable batteries have been found
in the market, such as lead-acid, nickel-cadmium, lithium-ion, and lithium-polymer.
The design of the battery depends on some system requirements such as (a) voltage
and current, (b) charging-discharging rates and duration, (c) operating temperature
during charging and discharging, (d) lifetime in terms of the number of charging and
discharging cycles, and (e) cost, size, and weight constraints [30].
Examples of practical utility-scale ESS include the 5 MW, 1.25 MWh Li-ion battery installed in the Pacific Northwest smart grid; the 32 MW Li-ion battery installed
in a 98 MW wind farm by AES in Elkins, West Virginia; the 8 MW and the 32 MWh
Li-ion battery installed in Tehachapi energy storage project in California [31], [32].
Table 2.2 shows the relative properties of the lead-acid battery and SC [33], [34], [35].
The conventional capacitor also exhibits similar characteristics to the SC except that
its size is much larger and its cycle life is only half that of the SC [33].
From Table 2.2, it is noticeable that the battery has the high energy density
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Table 2.2: Battery and SC performance comparison.
Properties
Specific energy density (Wh/kg)
Specific power density (W/kg)
Energy density (Wh/L)
Power density (W/L)
Power ratings (MW)
Power capital cost ($/kW)
Energy capital cost ($/kWh)
Capital cost ($/kWh-per cycle)
Cycle life
Charge/discharge efficiency (%)
Fast charge time
Discharge time
Self-discharge rate (% per day)
Operation range temperature (◦ C)

Battery
10-100
<1000
50-80
10-400
0-20
300-600
200-400
0.2-1
1000
70-80
1-5 hr
0.3-3 hr
0.1-0.3
-5 to 40

SC
1-10
<10,000
2-10
> 100,000
0-0.03
100-300
300-2000
0.02-0.2
>500,000
85-98
0.3-30 sec
0.3-30 sec
20-40
-40 to 75

property, but the low power ramp rate that means the charging-discharging rates of
the battery are slow to meet the peak/pulse load demand. On the other hand, the SC
has a high power ramp rate, but low energy density property. As a consequence, the
SC cannot support the load demand for a long duration. It is evident that none of
these two ESS has both the properties of high power density and high energy density.
Thus, when only one type of ESS is used to meet both the power and energy capacity
requirements, there is a possibility to incur high installation costs. A HESS consisting
of a battery and SC can be leveraged to develop a more economical ESS, where the
SC also helps to mitigate the high frequency power components passing through the
battery, which is beneficial for extending the battery lifetime [36].
The HESS can be coupled to either a common DC or AC bus. Normally, the HESS
can be categorized based on their connection topology as illustrated in Fig. 2.14 [37],
[38].
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Figure 2.14: Classification of the battery-supercapacitor HESS topologies.
Passive HESS
In the passive HESS framework, the battery and SC are directly connected to the DC
bus, as shown in Fig. 2.15. They share the identical terminal voltage that depends on
the SOC and charge-discharge characteristic of the battery. The passive HESS can
effectively suppress transient current under pulse load conditions, diminish internal
losses, and enhance the peak power. However, as the voltage deviation of the battery
terminal is small, the SC can not be operated at its full SOC range, which yields poor
volumetric efficiency [39], [40].

Semi-Active HESS
The power electronic converters can be connected between the ESS and DC bus,
which results in the power flow of the ESS to be actively controlled [41]. Either the
battery or SC is actively controlled in semi-active HESS topology. A semi-active
HESS configuration is illustrated in Fig. 2.16 (left), where only the SC is interfaced
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DC Bus

SC

Battery

Figure 2.15: Passive HESS topology.
with the DC bus using a bidirectional DC-DC converter that isolates the SC from the
DC bus and battery terminal [42]. Here, the SC can be operated within a wider range
of voltages that improves its volumetric efficiency significantly. However, the battery
is exposed to fluctuating high current in this setting that has an adverse impact on
the battery’s service life [43].
The other semi-active HESS framework is demonstrated in Fig. 2.16 (right). Here,
the battery is isolated by a power converter, and the SC is directly connected to the
DC bus [44], [45]. In this framework, the battery’s current can be regulated at a
moderately reasonable manner in any event of the variation in the power demand.
The battery terminal voltage is not necessary to meet the DC bus voltage, which
allows the adjustable and economical sizing of the battery bank [46]. However, the
linear charge-discharge characteristic of the SC induces substantial fluctuation in the
DC bus, which may deteriorate system stability and power quality. The capacity of
the SC needs to be comparatively large to maintain a stable DC bus voltage, which
leads to an increase in the energy storage expenditure.
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Figure 2.16: Semi-active HESS topology.
Full Active HESS
The power flow of the battery and SC are both actively controlled through the bidirectional power converters in fully active HESS architecture, which results in enhancing
the overall system flexibility and cycle life. Two of the most common full active HESS
topologies—(i) parallel active HESS, and (ii) cascaded active HESS—are illustrated
in Fig. 2.17.
Each of the ESS is connected to the DC bus via a bi-directional power converter in
parallel active HESS framework [35]. Here, the battery lifetime and DC bus stability
can be enhanced through a meticulously designed control strategy [47]. For instance,
the frequency management technique can be deployed to increase the longevity of the
batteries through comprehensively utilizing the high power density property of SC
and the high energy density property of batteries. Besides, the decoupling of battery
and SC facilitates both types of the ESS to operate at a comprehensive range of SOC
that can make the system more efficient.
In the cascaded framework, two bidirectional power converters are cascaded to
seclude the battery and SC from the DC bus [48]. The power converter that separates
the battery is typically current-controlled to provide a smooth power transfer with the
battery. This mechanism helps the battery to avoid the rapid charging-discharging
process corresponding to increase in the battery service life. The power converter that
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Figure 2.17: Active HESS topology.
segregates the SC from the DC bus is usually voltage-controlled to inhibit the DC
bus voltage while absorbing the fast-changing power exchanges [49]. It is expected
that a substantial voltage swing between the SC and DC bus due to the SC has a
wide operating voltage. As a consequence, the power losses in the power converter
considerably increase as it is challenging to regulate efficiency over a wide range of
operating voltages.
The overall efficiency of the HESS substantially decreases as the number of DC/DC
converter increases. Moreover, the performance of fully active HESS architecture is
heavily dependent on the reliability of the power converters and their control system.

2.3

Modeling of HRES

According to the different parameters and constraints, modeling is the first step in
designing a renewable energy system. In this section, the PV, WT, Battery, and
SC mathematical modelings are documented, which will be useful to researchers to
understand the characteristics of these components.
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2.3.1

Modeling of PV System

In the literature, there are many mathematical models developed to describe the
behavior of the PV [50], [51]. A PV cell is a nonlinear device that can be represented
as a current source model. The V-I characteristic equation of a PV cell is shown in
(2.1) and (2.2).

I = Isc − Id

I = Isc − Ios (e

q.(V +I.Rs )
n.K.T

(2.1)

− 1)

(2.2)

where I sc is the light generated current, I os is the diode reverse saturation current, q
is the electronic charge, k is the Boltzmann constant, T is the temperature, V is the
terminal voltage of the module, and Rs is the series resistance.
The output of the PV array depends on two weather conditions: solar irradiation
(W/m2 ) and solar cell temperature (◦ C). The PV array module in Matlab/Simulink
provides power-voltage characteristic curves based on user-input parameters, such as
solar cell type, the number of cells in parallel, and the number of cells in series, under
various weather conditions. The power-voltage characteristic curves for 1 MW PV
array are shown in Fig. 2.18 and Fig. 2.19. At maximum power point (MPP) operation, the PV arrays’ output power is marked as a circle of their respective curves.
The maximum power point tracking (MPPT) technique is generally employed to extract the maximum power from the PV array. The incremental conductance, perturb
& observe (P&O), short circuit current (SCC), and open circuit voltage (OCV) are
commonly MPPT approaches utilized in the PV system [52]. In general, especially for
residential PV framework, the PV array provides power to the unidirectional boost
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Figure 2.18: Power-Voltage characteristics of PV array at various temperatures.

Figure 2.19: Power-Voltage characteristics of PV array at various irradiance.
converter, and an MPPT is utilized to control the duty ratio of the power converter
to extract maximum power from the PV array.
The authors in [53] described a simplified technique to calculate the PV output
power, which can be expressed as:
G(t, θpv ) = Gv (t) × cos(θpv ) + GH (t) × sin(θpv )

Ppv =

G
× Ppv,rated × ηM P P T
1000

(2.3)

(2.4)

where G is perpendicular radiation at the arrays’ surface (W/m2 ). P pv,rated is rated
power of each PV array at G equal to 1000 (W/m2 ) and η MPPT is the efficiency of
PV’s power converter and MPPT.
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Another simple model is contemplated in [54] to predict the PV output power
as a linear function of effective irradiance, as shown in (2.5). This model has the
advantage of being parameterized from the PV panel datasheet and being simple to
use, however it is not precise and does not account for environmental factors such as
wind speed and solar cell temperature on PV performance.

Pmp,array (ρe ) = Ns × Np ×

ρe
Pmp,s
ρs


(2.5)

where P mp,array is the PV power at the maximum point for PV array, N s and Np are
the number of panels and number of subarray, respectively, ρe is the effective solar
irradiance, ρs is the solar irradiance under STC (1000 W/m2 ), and Pmp,s is the PV
power at the maximum point for PV module.
Normally, the PV cell temperature is much higher than the ambient temperature,
and it can decrease the PV output power as well as its capacity factor. An effective
approach for estimating the PV cell temperature is formulated in [55]:

(Tm◦ C) = a × Ta + b × Ir − c × Vw + d

(2.6)

where, a, b, c, and d are system-specific regression coefficients, T a refers to the ambient
temperature given in (◦ C), I r refers to the solar irradiation given in (W/m2 ), and V w
refers to the wind speed given in m/s.
The curve fitting tool is utilized to calculate the regression coefficients a, b, c, and
d. Thus, the formula for prediction of the PV cell temperature can be expressed as:
(Tm◦ C) = 0.943 × Ta + 0.0195 × Ir − 1.528 × Vw + 0.3529

(2.7)

Sandia National Laboratories proposed another PV cell temperature estimation
model known as the Sandia Model [56]. The PV model estimates the impact of PV
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cell temperature on PV performance using data from ambient temperature and wind
speed. The public parameter databases as well as additional information about this
model are available in [57]. The Sandia Model is highly accurate and can be expressed
as:


Imp (ρe , Tc ) = Imp,ref C0 × ρe + C1 × ρ2e [1 + α(Tc − Ts )]

Vmp (ρe , Tc ) = Vmp,ref + C2 ns δ(Tc) ln(pe ) + C3 ns [δTc ln (pe )] + βmp (Tc − Ts )

Pmp,array = Ns × Np × Vmp × Imp

2.3.2

(2.8)

(2.9)

(2.10)

Modeling of WT system

There are several existing models in the literature to estimate the wind turbine power
including linear, cubic, quadratic, Weibull parameters, and so on [58], [59], [60].
Generally, the output power of the wind turbine is a function of aerodynamic power
efficiency, wind speed distribution of the selected sites, mechanical transmission and
electrical energy conversion efficiency, and the hub height of the wind tower.
In [61], Sami et al. described a wind turbine model to calculate the WT power
generation output, which can be expressed as follows:

PW

 V 2 −V 2
c

Pr ( Vr2 −Vc2 ),
= Pr ,


0,

Vc ≤ V < Vr
Vr ≤ V < Vf
V ≥ Vf

(2.11)

where P W is the output power of the wind generator, P r is the rated power of the
wind generator, V c is the cut in speed of the WT, V r is the rated speed of the WT,
and V f is the cut-out speed at which the WT stops rotating.
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When the meteorological data recorded is found at a different height from the
WT height, (2.12) is utilized to calculate the wind speed:


Vh = Vref

H
Href

α
(2.12)

where V h is the wind speed at turbine height (H), V ref is the wind speed recorded by
a meteorological station at height (H ref ) and α is the surface roughness factor which
is around 1/7 in an open space surface [62].
The permanent magnet synchronous generator (PMSG) coupled WES has been
reported in the studies [63], [64]. The PMSG based on WES can associate with the
WT without utilizing a gearbox. The energy conversion in PMSG based on WES
takes place through two stages. First, the kinetic energy is captured by the WT
blades as mechanical energy. Second, the mechanical energy is transferred through
the shaft to PMSG, which converts the mechanical energy to electrical energy. The
mechanical output power of a PMSG wind turbine can be expressed as:

1
Pm = ρAvw3 Cp (λ, β)
2

(2.13)

where P m is mechanical output power of the turbine (W), ρ is air density (kg/m), A
is turbine swept area (m2 ), v w is wind speed (m/s), C p is the performance coefficient
of the turbine, λ is tip speed ratio of the rotor blade tip speed to wind speed and β
is blade pitch angle (degree).
The mechanical output power (P m ) depends significantly on the turbine performance coefficient C p . In this study, the following generic C p (λ, β) model is employed:


Cp (λ, β) = c1

  
−c5
c2
− c3 β − c4 e λi + c6 λ
λi
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(2.14)

1
1
0.035
=
− 3
λi
λ + 0.08β β + 1

(2.15)

where, c1 = 0.5176, c2 = 0.116, c3 = 0.4, c4 = 5, c5 = 21, and c6 = 0.0068. The
consequent Cp -λ curve is illustrated in Fig. 2.20. The Cp -λ curve shows that the
maximum value of C p is achieved for β = 0 and λ = 8.1.
The WT model in MATLAB/Simulink provides the WT power characteristic
curve based on user input parameters such as base wind speed, base rotational speed,
blade pitch angle (β), and maximum power at base wind speed. The WT power
characteristics curve is illustrated in Fig. 2.21. In this power curve, β is assumed to
be zero and wind speed varies from 5 m/s to 11 m/s. The maximum power points
for each wind speed are labelled. The generator rotor speed should track the wind
speed changes to extract the maximum power from the wind. In general, the back
to back power converters are employed to meet the power quality criteria while the
WES generated power is transferred to the utility.

Figure 2.20: The C p -λ characteristics of PMSG wind turbine.
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Figure 2.21: WT power characteristics curve.
2.3.3

Maximum Power Point Tracking

The maximum power generated by the PV generators varies with solar irradiance and
temperature. Since the PV exhibits non-linear current-voltage and power-voltage
characteristics, any alteration in solar insolation and temperature causes a change
in terminal voltage, resulting in deviation from maximum power generation. The
MPPT is utilized to adjust the solar operating voltage close to the MPP in response
to changing atmospheric conditions in order to maximize power harvest from the PV
array. As a result, it has become an essential component in evaluating the design
performance of PV power systems.
In the literature, approximately 40 different methods are reported to track the
maximum power point. This availability of multiple options as an MPPT makes its
unambiguous selection a tougher nut to crack. The authors in [65] contemplated a
summary of 31 different kinds of MPPT techniques, and a comparative comparison
was documented among them based on 12 factors: category, dependency of PV array,
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implementation methodology, sensor required, stages of energy conversion, partial
shading enabled, grid integration, analog or digital, tracking efficiency, tracking speed,
cost, and product availability on the market. The authors also classified MPPT
techniques into three categories based on control strategy, such as indirect control
methods (mathematical methods based on empirical data), direct control methods
(modulation-based control strategies), and soft computing technique-based methods
(genetic algorithm, particle swarm optimization, and artificial neural network).
A comprehensive review of MPPT techniques for PV systems under normal and
partial shading conditions (PSC) was conducted in [66]. The selected MPPT strategies are classified further into three categories: artificial intelligence, hybrid, and other
MPPT methods. It is reported that researchers have concentrated more on PSC in
recent years in order to increase the power output and efficiency of PV systems. Another comparative study, which included the detailed classification and description
of MPPT strategies for PV systems available until 2012, is summarized in [67]. The
available MPPT strategies are classified based on the number of control variables involved, types of control strategies, circuitry, and cost of applications, which is useful
for selecting an MPPT approach for a certain application.
In [68], the existing MPPT techniques are divided into two main categories: classical MPPT and modern MPPT, and the tactics of each category are briefly discussed. The modern MPPT category includes fuzzy logic, artificial neural network,
and metaheuristic-based MPPT techniques, whereas the classical MPPT category
includes perturb and observe, hill climbing, fractional open circuit voltage, and fractional short circuit current. The performance of each MPPT strategy is compared
in both uniform and PSC insolation, and the metaheuristic-based MPPT technique
outperformed the other MPPT approaches investigated in extracting the maximum
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power from the PV array due to several advantages, including system independence,
effective performance in PSC, and the absence of oscillations around the MPP.
The authors in [69] contemplated another survey on MPPT approaches by categorizing several existing MPPT techniques into three broad categories: offline, online,
and hybrid methods. Offline MPPT techniques include open circuit voltage (OCV),
short circuit current (SCC), and artificial intelligence (AI) based MPPT methods,
which are referred to as model-based approaches because the physical values of the
PV panel are utilized to generate control signals. On the other hand, the online
category encompassed perturbation and observation (P&O), extremum-seeking control (ESC), and incremental conductance (IncCond) MPPT techniques, which are
referred to as model-free methods where the relationship between the open circuit
voltage and the maximum power point voltage is used to generate the control signals.
Hybrid methods are a combination of online and offline approaches. The control signal associated with the hybrid method consists of two parts, where the first part is
generated based on model-based techniques and the latter part is generated based on
model-free approaches. The MPPT strategies are compared in terms of the dynamic
response of the PV system, achievable efficiency, and implementation considerations,
and hybrid methods outperformed model-based and model-free methods in extracting
the maximum PV power.
Due to the variable nature of the wind, it is desirable in the wind energy conversion system to determine the optimal generator speed that assures maximum energy
production. The MPPT approach is used to optimize the generator speed in relation
to the wind velocity intercepted by the WT, ensuring the maximum energy is harvested from the available wind at any instance. Many MPPT strategies have been
reported in the literature, and these methods differ in terms of technique employed,
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complexity, number of sensors required, convergence speed, memory requirement,
range of effectiveness, and so on. These MPPT techniques can be primarily classified
as tip-speed ratio control (TSR), power-signal feedback (PSF), and hill climb search
(HCS) based [70]. However, so many variations have been proposed over the last
30 years that it has become difficult to decide which strategy, newly proposed or
existing, is best suited for a particular wind system.
The TSR control method regulates the rotational speed of a wind turbine generator to maintain an appropriate TSR, and this method requires the estimation of both
wind speed and turbine speed, which is typically derived from turbine-generator characteristics and varies from system to system. Likewise, the PSF technique requires
the knowledge of a wind turbine’s maximum power curve to estimate the optimum
turbine speed for a specific wind velocity to harvest the maximum available power
from a WT [71]. Because both TSR and PSF control techniques involve substantial
turbine knowledge as well as measurements of generator and wind speed, the practical
implementation of the algorithm becomes highly complicated as the number of sensors and control complexity increase significantly. The HCS-based MPPT approaches
are proposed to tackle these challenges, in which the algorithm continuously searches
for a turbine’s peak output power by altering the generator speed and adjusting the
power direction. However, due to the constraints of deteriorated power quality, as
power ripple constantly persists and the tracking speed is typically slow, its utilization is confined to small-scale wind turbine systems [72]. While each of these three
strategies has advantages and disadvantages, a variety of versions of these methods
have been presented over the years, each employing a different methodology to handle these concerns. The most significant aspects to consider while selecting a specific
MPPT strategy are contemplated in Table 2.3 [73], [74].
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Table 2.3: Comparison of characteristics of various MPPT techniques.
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2.3.4

Performance
Very good

Degradation Model of ESS

In [75], Addoweesh et al. described a simple battery model where the SOC of the
battery is calculated by a comprehensive analysis of the battery’s charging-discharging
modes, load profile, and output energy of the RE sources. This battery model is
expressed as follows:

SOC(t) = SOC(t − 1)(1 − σ) + (EGA (t) −

EL (t)
)ηbat
ηinv

(2.16)

where SOC(t) and SOC(t − 1) are the SOC of the battery bank at time t and t-1;
σ is hourly self-discharging rate; E GA (t) is the total energy generated; E L (t) is the
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load demand; η inv and η bat are the efficiencies of inverter and battery.

Li-ion Battery Degradation Model
To consider cycling and calendar aging for battery usage, a degradation model proposed in [76] is documented in this study. The expected lifetime of the battery
decreases due to its degradation properties over the period, which can be expressed
as:

1
Tlif e

"
=

N
X
DODi2
i=1

ref
2Ncycles

+

T
ref
Tcalendar

#



×e

ref
θc −θc
θ0



(2.17)

where Tlif e is the battery’s service life, in years, decreases due to its degradation
properties, N is the total number of half-cycles over the simulation period T , i is
the index of the half-cycle, DODi is the DOD during the half-cycle i, θc is the case
ref
temperature, and θ0 is the ambient temperature. Tcalendar
is the lifetime, in years, for

a case temperature of θcref . A rainflow-counting algorithm is generally employed to
ref
ref
determine all half-cycles. The parameters Ncycles
, Tcalendar
, θ0 and θcref are presented

in Table 2.4 [76].
In [77], another degradation model is reported for battery usage where the calendar
aging cost of the battery (CBat,calendar ) considering of its DOD usage and the initial
cost is calculated as follows:

CBat,calendar =

CB
CB,n × 2 × DOD × EB × m2

(2.18)

where C B,n is the life cycle of the battery provided by the manufacturers, E B is the
battery capacity (kWh), C B is the battery cost ($/kWh), and m is the efficiency of
the battery that was assumed 92% for a Li-ion battery.
51

Table 2.4: Parameters of the Li-ion battery aging model.
ref
Ncycles
ref
Tcalendar
θcref
θ0

16,000
25 years
25◦ C
22 K

SC Aging Model
An aging model for the SC is contemplated in this study that considers both calendar aging and cycling aging [78]. The expected lifetime of the SC (T SC,life ) can be
expressed as:

1
TSC,lif e

=

1
ref
Tlif
e

θc − θcref
× exp ln (2)
θ0



(2.19)







V − V ref
IRM S
× exp ln (2)
+ K × exp KRM S
V0
C0
where TSC,lif e is the SC lifetime in hours, θc is the case temperature and V is the
voltage across the component. V 0 and θ0 are the respective decreases in voltage and
ref
temperature necessary to double the SC service life. Tlif
e is the lifetime, in hours, for

a case temperature of θcref with a voltage of V ref . K is a dimensionless constant that
replaces the voltage term whenever the voltage is low. Co is the initial value of the
SC capacitance, and K RMS is an accelerator factor. I RMS is the RMS current flowing
through the component. The parameters of the SC aging model are given in Table
2.5 [78].
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Table 2.5: Parameters of the SC aging model.
θ0
V0
K
ref
Tlif
e
V ref
θcref
K RMS

2.4

7.7 K
89 mV
29 × 10−3
1470 h
2.7 V
65◦ C
68 s.V-1

Power Converter Configurations for HRES

Various power converters have been utilized in the HRES to extract the maximum
power from the source, interface the different energy sources, and regulate the power
quality at the load side. In general, the back-to-back AC-DC-AC power converter is
employed to integrate the WT into the utility, and the unidirectional boost or buckboost converter along with inverter is deployed to integrate the PV into the grid.
In a hybrid PV-Wind configuration, the total cost with the semiconductor switches
can be saved by up to 25% through the development of multi-port power converters
where one single converter can interface several energy resources [79]. In general, the
power converter configurations employed in the HRES can be classified into three
categories, as follows: (i) AC shunt coupled HRES, (ii) DC shunt coupled HRES, and
(iii) Multi-input coupled HRES.

2.4.1

AC Shunt Coupled HRES

The AC shunt coupled grid-connected HRES is illustrated in Fig. 2.22, where two
separated inverters are deployed for the HRES grid integration. In this architecture,
one DC-DC converter (e.g., buck-boost converters) embedded with MPPT algorithms
is connected with the PV system, and one AC-DC active rectifier is generally config-
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Figure 2.22: AC shunt coupled HRES.
ured to interface the WT generator. Individual inverters are employed to convert the
PV and WT system’s DC power into the AC, and eventually incorporated at the AC
bus and fed to the utility grid. The AC shunt coupled solution is straightforward and
simple in controls, but one potential drawback is that it requires the synchronization
of two energy sources.

2.4.2

DC Shunt Coupled HRES

In DC shunt coupled HRES framework, one single common inverter is utilized for integrating the hybrid PV-Wind system into the utility grid, which is shown in Fig. 2.23.
Here, the power converters are utilized for converting the PV and wind power into
DC power. One common central inverter is employed to convert and manage the DC
power into AC power and integrated for the utility grid. The inverter serves as an
interface between the source and utility grid in this framework. This DC coupled
solution yields higher efficiency and higher power density in many scenarios due to
lower number of cascaded converters. However, one likely shortcoming is that, when
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Figure 2.23: DC shunt coupled HRES.
the common inverter fails, the whole system will be malfunctioned.

2.4.3

Multi-input Coupled HRES

The AC or DC shunt coupled HRES requires multiple converters and the associated
controllers as well as communication techniques between individual converters. As
a result, the cost associated with the HRES increased substantially. To address this
challenge, multi-input converter (MIC) have been proposed and developed, which is
capable of interfacing different renewable energy sources and energy storage systems
in one single power stage to achieve individual and simultaneous power transfer to
the utility grid. The MIC offers several advantages, i.e., simple circuit topology with
a reduced number of semiconductor switches, centralized control, and low manufacturing expense and size [80]. The MIC can be further divided into three categories,
namely, (i) Non-isolated MIC, (ii) Isolated MIC, and (iii) Semi-isolated MIC.
Fig. 2.24 illustrates the non-isolated MIC, which is comprised of a buck and buckboost fused multi-input DC-DC converter and an inverter [81]. In this topology, the
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rectified WT output and PV output are fed as inputs to the MIC. The maximum
power from renewable energy sources can be extracted individually and simultaneously by applying the appropriate switching scheme with a suitable MPPT algorithm
in this framework. Then, the inverter with an appropriate control and modulation
scheme is employed for converting the regulated DC power into AC power to meet
the grid specifications. In this solution, galvanic isolation is unavailable between the
source and load, which may induce significant common-mode current and EMI issues.
The isolated MIC is illustrated in Fig. 2.25, which consists of a multi-input isolated DC-DC converter and an inverter. The high-frequency transformer is utilized
in the isolated MIC configuration to provide the galvanic isolation between the source
and load. It can extract the maximum power from both energy sources individually
and simultaneously, and meanwhile can regulate the low-level DC voltage. The required sinusoidal AC power can be obtained by utilizing the inverter with appropriate
control and modulation strategies in this framework. The size of the high-frequency
transformer can be reduced by leveraging the emerging wide bandgap switches and
operating at high switching frequency (e.g., tens of kHz).
A semi-isolated MIC is shown in Fig. 2.26. It is comprised of both non-isolated
converters for obtaining the maximum power from RE sources and isolated converters
for galvanic isolation. The different types of power converter configurations employed
in the state-of-the-art wind-solar HRES are summarized in Table 2.6.

2.4.4

Inverter Configurations for HRES

The grid inverters play a critical role in the HRES, not only converting the DC power
into AC power to be integrated grid, but also may provide ancillary grid service if
needed. Grid inverters can be classified into two broad categories: self-commutated
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Figure 2.24: Non-isolated MIC coupled HRES.
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Table 2.6: Types of power converter configurations implemented in wind-solar HRES.

Ref.

System
Topology

Converter
Topology

[82]

PV-WT-BESS

AC shunt

[83]

PV-Wind-ESS

AC shunt

[84]

PV-WT-BESS

AC shunt

[85]

PV-WT-BESS

AC shunt

[86]

PV-WT

DC shunt

[87]

PV-WT-BESS

DC shunt

[88]

PV-WT-BESS

DC shunt

[89]

PV-WT-BESS

DC shunt

[90]

PV-WT-HESS

DC shunt

PV-WT

Nonisolated
MIC

[79]

Highlights
Improve smoothing performance of the
HRES; Novel SOC control strategy of the
BESS; Effectively regulate the HRES power
output levels.
Evaluate the ESS control strategy for
HRES during fault-ride condition; Analyze
the dynamic performance of
superconducting magnetic energy storage
system to protect the critical loads.
Economic analysis using genetic algorithm;
Implement a supervisory controller to
manage energy between the HRES units.
Flexible power control of each HRES unit;
Decentralized power management strategy.
Extending PI controllers are employed to
extract the maximum power from the
PV-WT scheme; The total harmonic
distortion is found within a grid compliance
standard.
Investigate power-control techniques of a
HRES with versatile power transfer; A
supervisory strategy is employed to
regulate the power generation of the
individual HRES units.
Optimal BESS sizing; Cost minimization of
the HRES; Improve power quality injected
into the grid; Increase power supply
reliability.
Simple power management technique;
Reduce the number of power converter for
HRES; Eliminate the need for dump loads;
Improve HRES efficiency.
Hourly dispatching scheme of the HRES is
demonstrated; Optimal scaling of the HESS
is investigated; Economic analysis of the
ESS is presented.
Unique nine-switch front end configuration
for connecting HRES units; Reverse-boost
mode; Accurate power dispatch.
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System
Topology

Converter
Topology

[91]

PV-WT

Nonisolated
MIC

[92]

PV-WT-FCBESS

Nonisolated
MIC

[93]

PV-WT-FCBESS

[94]

PV-WT

[95]

PV-WT-BESS

Isolated
MIC

PV-WT

Semiisolated
MIC

[97]

PV-WT-BESS

Semiisolated
MIC

[98]

PV-WT-BESS

Nonisolated
MIC

[99]

PV-WT-BESS

Semiisolated
MIC

PV-WT

Isolated
MIC

Ref.

[96]

[100]

Nonisolated
MIC
Isolated
MIC

Highlights
Propose front-end rectifier configuration for
hybrid PV-Wind framework; Eliminate the
need for input filter; Adaptive MPPT is
employed to extract the maximum power
from the HRES.
Improve reliability and dynamic response of
the HRES; Proposed strategy works in
both transient and steady-state power
sharing modes.
Five port DC-DC converter; Load dynamic
regulation; Improve reliability of the HRES.
Simple framework; Energy management;
Minimum number of power switches.
Four port DC-DC converter; Dynamic
modeling and closed loop design; Feature
low component count and zero-voltage
switching operation.
Simplify the power system; Deliver
continuous power; Minimize the cost;
Overcome high-voltage-transfer-ratio
problem.
Zero-voltage switching is realized for all
primary switches; Bidirectional capability;
Low component count; Achieved maximum
power harvesting for PV and/or WT.
Utilizes only four power switches which are
independently controlled with four different
duty ratios; Newton-Raphson algorithm
based maximum power point tracking
strategy is proposed for PMSG variable
speed WT generating system.
Reduced number of power conversion
stages; Less component count; Higher
efficiency and reliability; Optimal charging
of the ESS utilizing multiple sources;
Simple control strategy.
Compact structure; Automatic load
regulation; Soft switching; Regulates
zero-current switched turn-off under a wide
load, as well as input voltage variations.
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inverter and line-commutated inverter. The turn-on and turn-off characteristics of the
switching devices depend on the polarity of the current flow in the line-commutated
inverter. However, the self-commutated inverter can be employed with full control of
the switching devices.
The commutation process in the line-commutated inverter is initiated by the parameters of the grid, i.e., the reversal of AC voltage polarity and the flow of negative
current. In general, the semi-controlled power switching devices, such as thyristors,
are utilized in this scheme. Although the turn-on process of the semiconductor power
switches can be controlled by the gate terminal of the device, an external circuitry,
i.e., anti-parallel diode, is required to control the turn-off operation as well. The
schematic diagram for a line-commutated current source inverter (CSI) is shown in
Fig. 2.27 (left) [101].
The self-commutated inverter is the fully controlled power converter, as shown in
Fig. 2.27 (right) [102]. The power switching devices, such as IGBTs or SiC MOSFETs, are utilized in the self-commutated inverter configuration. This framework
also provides the facilitates to enable the current transfer from one switching device
to another in a controlled manner. The self-commutated inverter can be divided into
voltage source inverter and current source inverter.
Based on the existence or absence of the transformer, the inverter configuration
can be classified into two categories, i.e., those with transformers and the transformerless ones. When a transformer is embedded in the inverter configuration, it provides
galvanic isolation between the HRES and the utility grid. Since the transformers are
bulky and costly, the overall expenditure of the HRES will be increased considerably
in comparison with the transformerless inverter scheme. In transformerless inverter
topology, the inverter output are generally medium-voltage levels, and additional cir-
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Figure 2.27: Grid-connected inverters.
cuitry may be needed to address the problem of DC current injection. Furthermore,
as there is no galvanic isolation in the transformerless inverter architecture, it might
induce voltage fluctuation, common mode voltage, and leakage current issues between
the RE sources and the ground [103].

Multilevel Inverters
Multilevel inverters are the power inverters that utilize a large number of semiconductor switches, which can withstand higher DC-link voltage and synthesize staircase quasi-sinusoidal waveforms. Thus, the output line voltages possess much lower
THD, lower dv/dt, and lower common-mode voltage, in comparison to the conventional two-level voltage source inverters. Therefore, the size and cost of the harmonic
and EMI filters will be dramatically reduced. There are several types of multilevel
inverters, such as NPC inverters, cascaded H-bridge inverters, flying capacitor inverters, modular multilevel converters, as well as numerous derivatives of these topologies [103], [104]. Each multilevel inverter topology has its pros and cons, depending
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on the specific HRES applications and power mission profiles. The selection of the
inverter topology requires comprehensive performance analysis by concurrently considering the efficiency, cost, power density, and reliability.
The T-type converter is one of the advanced NPC converter configurations that
have the benefits of reduced number of switching elements and higher efficiency compared to conventional I-type NPC converter [105]. The 3-level I-type NPC inverter
(3L-INPCI) and 3-level T-type NPC inverter(3L-TNPCI) are the most extensively
utilized topologies for grid-tied renewable energy applications. The circuit architecture of the 3L-INPCI is illustrated in Fig. 2.28. The clamping diodes linked to the
neutral point enable producing a zero-voltage level, with which the three different output voltage levels are obtained. The 3L-TNPCI excludes the clamping diodes from
the topology, as shown in Fig. 2.29. The inner switches (S2 and S3 ) are associated
with the neutral point of the DC bus, blocking half of the DC-bus voltage. Therefore,
the breakdown voltages of inner switches (S2 and S3 ) can be half of these with the
outer switches (S1 and S4 ). In comparison with the 3L-INPCI, the 3L-TNPCI has
the leverage of shorter commutation loops and reduced number of switches due to no
clamping diodes.
The diode clamped, flying capacitor (FC), and cascaded H-bridge (CHB) topologies are the most frequently utilized multilevel inverter (MLI) configurations in gridinterfaced RE systems. These three MLI topologies are considered as the classic MLI
topologies, and they are widely employed in industries due to their common advantages, including lower harmonic distortion, higher voltage withstanding capability,
lower common mode voltage, and lower dv/dt in the output waveforms. [106]. The
configuration of a single-phase leg of these three topologies is depicted in Fig. 2.30.
The modular multilevel converter (MMC) is another popular MLI topology that has
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Figure 2.28: Circuit topology of 3-level I-type NPC inverter.
received increasing attention for renewable energy integration due to its superior features such as modularity, scalability, high efficiency, and high output waveform quality [107]. The general topology of an MMC is illustrated in Fig. 2.31. The submodule
(SM) can be either a half-bridge or full-bridge circuit, depending on the performance
requirements. Unlike half-bridge MMC, full-bridge MMC can be controlled to isolate
and tolerate a DC short-circuit fault, which is preferred for safety-critical HRES applications, while at relative higher cost due to the larger number of power devices [108].
Furthermore, based on the number of employed DC sources, the classic MLI topologies can be classified into two main groups, as shown in Fig. 2.32. The classic MLI
configurations have been thoroughly analyzed in the literature, and each has its own
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Figure 2.29: Circuit topology of 3-level T-type NPC inverter.
set of benefits and drawbacks. Here, a comparison between the classic MLI topologies
is contemplated in terms of the advantages and disadvantages, as illustrated in Table
2.7 [109], [110], [111], [112], [113]. In the Table 2.7, the common advantages with MLI
such as lower harmonic distortion and lower common-mode voltage are excluded, and
only their unique characteristics are summarized.

2.4.5

Grid Coupled Inverter Controller

In the grid-connected inverter control architecture, the grid synchronization to power
flow management and pulse width modulation (PWM) of the inverter is occurred.
This control topology employed an outer DC-link voltage control loop and an inner current control loop to secure decoupled regulation of active and reactive power
components. The grid voltage-oriented reference frame utilized for transformations
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Figure 2.30: Classic multilevel inverter topologies (with one phase shown). (a) Three
level diode clamped. (b) Three level flying capacitor. (c) Five level cascade H-bridge.
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deploys the phase angle provided by instantaneous voltage measurements. The voltage control loop is responsible for maintaining the DC bus voltage and providing the
active power current reference to the internal current loop. The current control loop,
based on the active power current reference and reactive power current reference,
yields the appropriate voltage reference signals. The desired voltage reference signals
realized from the current controller are then employed to provide PWM pulses for
the semiconductor switches in the inverter.
Nowadays, inverter-based resources are becoming an inevitable part of AC power
systems due to the rapid advancement of hybrid PV-Wind grid integration. Inverterbased resources utilized in the HRES framework are responsible for providing active
and reactive power to the grid. They can be categorized into two main groups: grid
following inverter and grid forming inverter. The main discrepancy between the gridforming and grid-following is the synchronization approach that gives the correct
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Table 2.7: Summarized advantages and disadvantages of classical topologies.
Topology

Advantages

Disadvantages

• Single DC source (no requirements for multiple isolated
DC sources).
• Switches experience less voltage stress.
DiodeClamped

• Capable of pre-charging the
capacitors as a group.
• Straightforward control mechanism.
• Capability for fault-tolerant
operation.

• Uneven semiconductor loss
distribution.
• DC-bus neutral point voltage
floating.
• The complexity of voltage balancing circuit.
• Increased
number
clamping-diodes
as
level increased.

of
the

• Issues with balancing and stabilizing the DC voltage of the
capacitor.
• High number of clamping capacitors which may cause reliability degradation in harsh
environment.

• Single DC source (no requirements for multiple isolated
DC sources).
FC

• Extra ride through capability
during power outage.
• Appropriate switching combination for balancing different
voltage levels.

• Lower power density at lowfrequency operation due to
the size of the flying capacitors.
• Unbalanced voltage among
clamping capacitors.
• High complexity of the voltage balancing circuit.
• Packaging becomes more complex as the number of voltage
levels increases.

• Good modularity.
Cascaded
H-Bridge

• Easy to extend it to higher
levels by stacking up.
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• More gate driver circuits are
required.

Topology

Cascaded
H-Bridge

Advantages

Disadvantages

• No need for extra diodes and
capacitors.
• Symmetric and asymmetrical
topology options.

• Modularity and scalability.
• Absence of additional bulky
capacitors on the DC bus.
MMC

• Fault tolerance for full-bridge
MMC.
• SM modules are composed of
power devices with low voltage ratings at low cost.

• It requires multiple isolated
DC sources to increase the
output voltage.
• Switches must have a blocking voltage equal to the input
voltage.
• SM capacitor voltage balancing algorithm is required.
• Control strategy needs to be
implemented to reduce the
AC components of the circulating currents under fixedfrequency operation.
• Additional circuit arrangements are required to control
the SM capacitor voltage ripple at low frequencies.

rotation in the abc/dq transformation.
To this date, the grid following inverter is dominated where a phase locked loop
(PLL) is employed to align with the grid voltage at the point of common coupling
(PCC) of the converter. Therefore, it follows the measured voltage by aligning and
utilizing the measured voltage as a reference. As a result, the grid following inverter
is not expected to respond to grid frequency variations. This specific grid following
characteristic resembles a current source. On the other hand, the primary objective
of the grid forming inverter is regulating the voltage and frequency of the grid. The
control of converters should be restructured from a grid-following to a grid-forming
control to avoid the challenges associated with low inertia. In this way, it can provide
damping to frequency variations and whose character is more similar to that of a
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Figure 2.33: Control working principles: (a) Grid Following Inverter (Top), (b) Grid
Forming Inverter (Bottom).
synchronous machine. This is feasible since the grid forming system generates its
own internal voltage reference angle based on the output power of the converter. A
simplified representation of the working principles of the grid following inverter and
grid forming inverter is documented in Fig. 2.33.
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2.4.6

Filter Topologies for HRES

High-frequency switching of power converters in the HRES framework produce considerable harmonics in the systems. Typically, for commercial and utility-scale power
converters, the switching frequencies between 2 to 15 kHz can generate high-order
harmonics that is responsible for inducing grid stability and harmonics issues. In
general, a passive filter needs to be employed to mitigate or eliminate the harmonics
around multiplies of the switching frequency (fsw ). Likewise, there are several factors to be concurrently considered during the filter development, namely, attenuation
ratio, voltage drop, losses, cost, weight, and volume [114].
Different circuit topologies of the grid-connected filter, such as L-filter, L-C filter,
and L-C-L filter, are analyzed in the literature. The most essential features—harmonic
attenuation, system decoupling between the filter and grid impedance—are discussed
while comparing different types of filter configurations. Due to its simple structure, the L-filter can easily be implemented. However, a high value of inductance or
higher switching frequency needs to be selected for reducing the harmonics around
the switching frequency. As a consequence, the system dynamic response may become
sluggish, and the switching losses in the semiconductor power devices may increase
significantly. Although the L-C filter has satisfactory performance in voltage-current
conversion, the damping of the high-frequency noise has been a challenge.
In the L-C-L filter configuration, the damping of the high-frequency noise is improved due to its extra inductance. In addition, the capacitor in the L-C-L filter is
not exposed to line current distortion at the fundamental frequency, unlike the L and
L-C filters [115]. The utilization of the L-C-L filter in the HRES framework provides
several advantages, i.e., relatively low switching frequency requires for a given harmonic attenuation, reduces the grid current distortion, decreases the reactive power
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production, and so on [116], [117].
The LCL filter is a third-order filter with a −60 db/decade attenuation that produces a resonance peak. Therefore, the LCL filter must be designed meticulously
according to the parameters of the inverter. Several attributes, such as current ripple, filter size, and switching ripple attenuation, must be addressed while designing
an LCL filter. The design approach of the LCL filter is documented in [118].
The first step in the procedure of designing LCL filter parameters is the estimation
of the base impedance (Z b ) and base capacitance (C b ) values as expressed below:
Vg2
Pn

(2.20)

1
2 × π × fg × Zb

(2.21)

Base impedance, Zb =

Base capacitance, Cb =

where Vg is the line to line RMS voltage (inverter output), Pn is the rated active
power, and fg is the grid frequency.
The next step in computing the filter components is the design of the inverter side
inductance (Li ), which can be indicated as:
Li =

VDC
16 × fsw × ∆IL

(2.22)

where VDC is the DC bus voltage, fsw is the switching frequency, and ∆IL is the
current ripple specified by:
√
Pn × 2
∆IL = (1% − 10%)
Vg

(2.23)

Then, the filter capacity (Cf ) is calculated as a multiplication of Cb by accounting
the maximal power factor variation accepted by the grid 5%.
Cf = 0.05 × Cb
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(2.24)

The grid side inductance (Lg ) can be determined as:
Lg = r × Li

(2.25)

where r is the ratio between the Li and Lg .
The final step in the design is to regulate the resonant frequency (fres ) of the filter.
Since the filter must have enough attenuation in the fsw of the inverter, the fres should
be far above the grid frequency (fg ) and lower than the switching frequency fsw .

fres =

1
×
2π

s

Li + Lg
Li × Lg × Cf

10fg ≤ fres ≤ 0.5fsw

(2.26)

(2.27)

The filter capacitor (Cf ) should be included with an in series connected resistor
to diminish oscillations and unstable states of the filter. The value of the damping
resistor (Rd ) can be expressed as:

Rd =

2.5

1
3 × 2 × π × fres × Cf

(2.28)

HRES Optimization

The primary objective of using optimization techniques in HRES is to achieve superior overall performance as well as to meet grid requirements and constraints. It
is crucial to implement a systematic optimization algorithm to solve the optimal
solution which provides the least annual cost as well as fulfilling the requirements.
Recent survey has indicated that there are different types of optimization algorithms
used by the researchers for HRES, such as the genetic algorithm (GA), PSO, the
shuffled frog leaping algorithms, etc. [119]. Constrained by system cost, efficiency
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target, and local weather conditions, a systematic sizing optimization method will be
of paramount importance for HRES. Table 2.8 presents a summary of the analysis
and sizing constraints employed for optimum sizing of the wind-solar HRES.
Furthermore, the widely utilized modelling and optimization approaches for the
HRES can be categorized as: classical algorithms, metaheuristic methods, and hybrid of two or more optimization techniques. The differential calculus manner is used
in the classical optimization algorithm to seek optimum solutions for differentiable
and continuous functions. Therefore, it exhibits limited capabilities for applications
whose objective functions are not continuous and/or differentiable [120]. Metaheuristic strategies have the potential to provide efficient, accurate, and optimal solutions,
and it is extensively employed for optimizing the complex HRES. Metaheuristic approaches are nature-based, and their evolutions are based on the behavior of nature [121], [122]. In the hybrid techniques, two or more optimization approaches are
combined to overcome the limitations of the individual strategies mentioned above.
Consequently, it can provide more effective and reliable solutions for HRES [123].
The attributes of these optimization techniques are synopsized in Table 2.9.
The various criteria are contemplated in the literature for optimal sizing of the
HRES can be mainly categorized as economic and technical. Economic criteria are
employed to minimize the expenditure of the HRES. The cost optimization of the
HRES, which objective is to seek the compromise solution between the costs and
benefits, including minimizing energy cost, net present cost, and any other costs associated with the HRES. On the other hand, technical criteria deal with the reliability,
efficiency, and environmental benefits of the HRES. The objective of the technical criteria fulfills the desired reliability levels based on loss of power supply probability,
curtailing cost/efficiency ratio, minimizing carbon emissions and maximizing power.

73

Table 2.8: Optimization algorithms of “Wind+Solar” HRES.

Ref.

Optimization
Technique

Optimization
Constraints

[84]

GA

Economic

GA

Minimum
annualized cost;
LPSP

Multi-objective
GA

LPSP;
Annualized cost

PSO

Total cost

PSO

Techno-socioeconomic

Multi-objective
PSO

Reliability

[124]

[125]

[126]

[127]

[128]

[61]

Forever power

[75]

GA

[16]

Iterative filter
selection

[26]

PSO

[129]

Iterative

Reliability;
Cost;
Environmental
benefit
PV array
capacity; WT
numbers; ESS
numbers
Minimization of
unutilized
surplus power
Economic and
technical indexes
Deficiency of
power supply
probability;
Unutilized
energy
probability
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Highlights
Satisfy the load demand under all
conditions.
Good optimization performance;
Relationships between the system
reliability and configurations are
evaluated.
Optimal sizing; Correlations
between the cost of the optimal
configuration and load profile are
assessed.
Address the equality constraints
for power balance; Achieve the
lowest accumulated cost.
Optimal sizing; System reliability
evaluation is carried out using an
analytical approach.
Produce appropriate sizing of the
HRES components for each
location; Enhancing energy access
for remote locations.
Economic analysis is carried out to
seek the most feasible combination
of the HRES components.
Optimal sizing; Relationships
between the HRES power fraction
and the cost of energy are
investigated.
Yield minimum total cost and
maximum reliability.
Minimize the life-cycle cost;
Optimal capacity of the HRES.

Optimize the size of HRES for a
specific location.

Ref.

Optimization
Technique

[53]

PSO

[26]

PSO

Economic and
technical

PSO

Minimize the
total cost

OptQuest

Loss of load
probability

GA

LPSP

[133]

Multi-objective
PSO

[134]

Multi-objective
GA

Net present cost;
CO2 emission.
Technoeconomic
approach; CO2
emission.
Reliability;
Power quality;
loss of supply.

[130]
[131]

[132]

[135]

[136]

[137]

[138]

[139]

LPSP

Optimization
Constraints
Economic and
technical

Iterative

TechnoEconomic

Iterative

Deficiency of
power supply
probability;
Levelized unit
electricity cost.

Modified PSO

Optimal sizing

PSO

Total annual
cost
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Highlights
Minimize the annualized cost;
Improve the reliability index.
Minimize the life-cycle cost; The
influence of the optimal capacity of
HRES on life-cycle cost is
investigated.
Reduce the time required to find
the optimum solution.
Optimum sizes of the HRES
components are investigated under
various auxiliary energy unit costs.
Minimize the annualized cost of
the HRES; Five decision variables
are evaluated for optimal sizing of
the HRES.
Lower net present cost compared
to HOMER.
The HRES optimized while
considering its size, cost, and
availability criteria.
The performance of the HRES is
evaluated based on cost and
reliability.
The WT-PV- Battery combination
in the HRES is found to be a more
cost-effective scheme compared
with other hybrid systems.
Optimal sizing of the HRES
components while fulfilling system
reliability requirements.
Faster convergence speed; Shorter
computational time.
The performance of different PSO
variants are evaluated for optimal
sizing of the HRES components;
PSO with constriction factor is
found to be more promising than
other variants.

Ref.

[140]

[141]

[142]

[143]

[144]

Optimization
Technique
Multi-objective
PSO

PSO

GA

GA

Improved GA

Optimization
Constraints
Annualized cost;
Loss of load
expected; Loss
of energy
expected.
Total area
occupied by the
PV and WT;
Number of
batteries.
Minimization of
life-cycle cost;
Minimization of
pollutant
emissions.
Minimization of
life-cycle cost,
CO2 emissions,
and dump
energy.
Service life of
the HRES.

Highlights
Reduce computation time;
Technique for reliability evaluation
of the HRES is investigated.
Minimize the life cycle cost with a
certain level of system reliability;
Adaptive inertia weight-based PSO
provides more promising results
than the other variants.
Optimal sizing of the HRES
components.
Five different types of HRES
configurations are investigated for
a typical residential load profile to
minimize the life-cycle cost of the
HRES.
Better convergence speed than the
standard GA.
Artificial bee swarm optimization
technique utilizes the stochastic
rules to escape local optima and
find the global solution.
The user socio-demographic profile
is investigated for optimal sizing of
the HRES components.
Hourly dispatching scheme of the
HRES; Optimal scaling of the
HESS; HESS economic analysis.

Artificial bee
swarm
optimization

Minimizing the
annual cost;
LPSP.

GA

Minimizing the
unmet load.

[147]

Curve fitting PSO

Minimizing the
annual cost.

[148]

Hybrid
Iterative-GA

Loss of load
probability.

Optimize the inverter size
of the HRES.

[149]

Grey wolf
optimizer

Reliability

Reduce the curtailment
of the HRES generation.

[145]

[146]
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Table 2.9: Comparative comparison among the commonly used optimization techniques for HRES.
Techniques

Algorithms

Advantages

Classical

Linear
programming
model

Performs stochastically
in reliability and
economic analysis.

Classical

Nonlinear
programming
model

Enables solving complex
problems with simple
operations.

Classical

Dynamic
programming

Competent to address
the complexity of large
systems.

Metaheuristic

GA

Efficient finding an
optimal solution to a
given problem.

Metaheuristic

PSO

Efficacious in solving the
scattering and
optimization problems.

Disadvantages
Energy delivery
capability is severely
affected by failure any of
the RE sources to
function effectively.
Increases the required
number of iterations as
well as computational
burden of the problem.
Implementation becomes
complex and confusing
due to high number of
recursive functions.
Might converge in local
optima if it is not
initialized or designed
perfectly.
Requires considerable
modifications due to its
complex and conflicted
nature.

Simulated
Metaheuristic
annealing (SA)

Independent from initial
starting condition;
Computer memory
requirement is minimal.

Might accept an inferior
solution based upon a
probabilistic measure.

Metaheuristic Ant colony (AC)

High convergence speed.

Requires long-term
memory space.

Ameliorate the overall
performance of the
optimization.

Increases the coding and
design complexity; Might
converge into suboptimal
solution.

Hybrid

PSO-Differential
evolution; Monte
Carlo simulation
(MCS)-PSO;
SA-Tabu search;
Hybrid
iterative-GA;
Artificial neural
fuzzy inference
system;
Artificial neural
network-GAMCS.
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2.6

Benefits and Challenges of HRES

To sum up, the advantages of the HRES can be highlighted as follows:
• Continuous power supply.
• Utilize the renewable energy sources in an optimal way.
• Low maintenance cost.
• High efficiency.
• Load is supplied in the most optimal way.
• Improves the dispatch flexibility.
• Greater balance in energy supply.
• Yield greater economic and environmental returns.
• Reduces negative effects associated with burning fossil fuels.
• HRES can be synchronized to ameliorate the RE converter infrastructure.
• Enhance the system reliability.
• Decreases lifecycle costs for peaky loads or growing fixed loads.
• System energy service is enhanced.
• Truncates downtime during repairs or routine maintenance.
• Nearly zero pollutant emissions especially for PV-Wind-Energy storage HRES
architecture.
• Relived transmission and distribution congestion.
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• Improved power quality.
• Provides more flexibility for future extension and growth.
Even though the HRES has come a long way in terms of research and development,
there are still some impediments in terms of its efficiency and optimal utilization. The
challenges associated with the HRES faced by practitioners can be summarized as:
• The HRES demands innovative technology to harness the optimal power from
the RE sources.
• The poor efficiency of HRES is a significant hindrance in encouraging its deployment.
• Since the high capital cost leads to a prolonged payback time, the manufacturing
expenditure of RE sources requires a substantial reduction.
• The power electronic devices interfaced with HRES should be a minimal amount
of power loss.
• Geography plays a prominent role in the HRES deployment.
• Due to the high installation expenditure, government incentive policies are required to make the HRES economically viable.
• The energy storage technologies deserve more research attention and efforts to
ease their durability and performance.
• Real-time energy management and robust communication between the respective energy sources of the HRES require to be ameliorated through cutting-edge
investigation.
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• Systematic approaches and standardization, e.g., IEEE Standard 1547, are demanded effective and safe deployment of the HRES.
• As the new advanced semiconductor devices such as silicon carbide and gallium
nitride become available, research efforts are required to integrate them into
the evolving HRES.
• System reliability and energy sustainability are needed to be improved to the
maximum extent possible.

2.7

Future Trends of HRES

In the future, operators would like RE plants to have the ability to operate more
like traditional power plants in terms of capacity value, dispatchability, ancillary
services, and reliability. As higher HRES capacity is connected to the power grid, it
is expected that integration technology for high levels of HRES penetration will be
an important research area in the following decade. Here, the future trends of the
HRES are outlined as follows:
• Further advances in wind-solar technologies will significantly reduce the cost
of HRES. As a result, HRES will be more cost-effective in the future. Aside
from the expense, the environmental advantages are likely to make this hybrid
system more widely used and accepted.
• A modern control technique can be employed to ensure optimal resource allocation based on load demand and RE resource forecast. Correspondingly, the
total operating cost of HRES will be reduced substantially.
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• Artificial intelligence as part of the energy management system has the potential
to improve HRES operation.
• Advanced control methods implemented in a centralized system controller can
ameliorate the performance of modular hybrid systems.
• Advanced research in the control and operation of HRES should be performed in
the areas of grid code compliance and the potential to provide ancillary services
to the grid.
• Developing an RE optimization model or toolset to survey and analyze market
and resource conditions in order to assess the performance and cost of HRES.
• Evaluate HRES-specific design challenges and opportunities, e.g., economies of
scale, technological innovation.
• Standard guidelines on the forecasting of hybrid power plant energy in commitment and dispatch operations must be defined for utilities.
• Most HRES plant designs are still in the early stages of development, which
means that their long-term viability in terms of energy and capacity has yet to
be established.
• Investigate various system architectures (AC coupled, DC coupled) and innovations related to inverters within the HRES.
• During the implementation of the HRES project, a systematic approach for
optimizing the sizing of different assets and their layout to meet land constraints
must be devised.
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• As the penetration of the HRES increases, specifications for transient voltage
and frequency become more critical. As a result, many countries’ grid codes will
need to be updated to accommodate the integration of the HRES generation
and maintain a stable operation.
• The ESS becomes an indispensable component by strongly supporting ramp
control and frequency regulation in HRES deployment. As a result, more detailed grid codes for ESS are expected in the future, including inertia emulation,
power oscillation damping, and voltage control.
• Advanced weather forecasting techniques will reduce the uncertainty of HRES
generation considerably and avoid HRES energy curtailment substantially.
• Both the sensitivity and reliability assessments of any proposed HRES configuration should be carried out.
• Develop a paradigm that would enable a feedback mechanism between end-users
and grid operators to further improve the system’s reliability and flexibility.
• There should be a minimal amount of power loss in the power electronic devices
while interfacing the HRES to the utility.

2.8

Summary

In this chapter, a comprehensive review of existing wind-solar hybrid renewable energy
resources is conducted, in which the system modeling, power converter configurations,
and the optimal design algorithms are reviewed. The basic mathematical modeling
of PV and WT, and the degradation model of batteries and supercapacitors are
discussed in this study. A critical review of different HESS topologies is presented.
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A comparative study on different power converter configurations employed in the
wind-solar HRES is also reported. Commonly used optimization algorithms in the
literature for optimizing the wind-solar HRES system are analyzed and summarized.
Although considerable accomplishments have been achieved over the years on various
HRES, a comprehensive review helps to identify and fulfill the technical gaps for
improving the future HRES.

Copyright© Pranoy Roy, 2022.
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Chapter 3 Cost Optimization of Battery-Supercapacitor Hybrid Energy
Storage for Hourly Dispatching Wind-Solar Hybrid Power System

As more PV and WT are connected to the grid, overgeneration and curtailment become the rising concerns for the grid operators. There are primarily two causes,
namely, local transmission constraints and supply-wide oversupply for RE curtailment. The range of the curtailment levels between 1% to 4% of wind generation
has occurred, but higher levels of curtailment have also been reported [150]. Negative pricing and RE generation curtailment take place when the inflexible traditional
generator, like nuclear and coal plants, cannot be employed to generate lower power.
It is well known that either wind or solar source cannot provide a continuous
power supply to the load individually. It is also noted that the peak operating time
for wind and solar system occur at different times of the day and the year. In
fact, solar and wind energy resources are complementary to each other, due to the
weather and climate patterns. As a consequence, the energy production by Wind-PV
resources offset each other on a seasonal or day-to-day basis. Therefore, hybridization
techniques can be developed to solve the variable nature of solar and wind power.
The WSHPS incorporates the PV and WT subsystems together to provide increased
systematic efficiency, lower required capacity of energy storage, and improved stability
in power supply [4]. The uncertainty of RE resources can be reduced further by
including the ESS in the WSHPS framework. Here, a HESS consisting of a BESS
and a SESS is employed to develop a cost-effective ESS, where the SC facilitates to
alleviate the fast-changing power components passing through the battery, which is
beneficial for increasing the battery’s service life [151].
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The main objective of this chapter is to enhance the integration of RE that secures
a desired hourly dispatching of the WSHPS output power at one-hour increments
for an entire day to the power grid. Here, a HESS consisting of the lithium-ion
batteries and SC is incorporated into the WSHPS architecture that can accumulate
the harvested WSHPS energy and convert the sporadic energy into a dispatchable
supply at an intended confidence level. The proposed dispatching scheme enables the
WSHPS to be a reliable source of power for the utility, which can be regulated like
any other conventional generators, i.e., thermal and hydropower plants. Furthermore,
the WSHPS output power supplied to the grid using a dispatched scheme provides
considerable flexibility to the utility grid, especially in the scheduling of generation
units, grid operation economics, and grid ancillary services. Since most of the supply
side adjustment in the utility grid takes place on an hour-to-hour basis, a one-hour
dispatching interval is taken into account in this study.
Here, the LPF is employed to decouple the HESS power into two different categories: one has a fast-dynamic response specified to the SC while the other has a
slow dynamic response specified to the battery. This technique assists the battery in
avoiding the fast-changing charging-discharging cycles and a considerable magnitude
of discharge current, accordingly prolonging the battery’s lifetime. The battery lifetime comparison with and without the SC in the ESS architecture is also explored.
Furthermore, the curve fitting and PSO approaches are applied to seek the optimum
value of the LPF time constant that yields the most cost-effective HESS for hourly
dispatching the WSHPS power. The objective function is minimizing the expenditure
of the HESS with the constraint of regulating the SOC of the ESS within a specified
range and successfully fulfilling the power demand for each dispatching period.
Besides, several control algorithms based on the battery SOC are developed to
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achieve accurate estimation of the PGrid,ref for each one-hour dispatching period. The
SOC control algorithms also ensure the ESS to complete each dispatching period with
the same SOC as it started. This mechanism plays a significant role in regulating the
battery SOC within a specified range which helps to minimize the energy storage cost
and ensures that the ESS has enough capacity available for next-day operation. An
economic comparison is presented to investigate the impact of using different types
of SOC control algorithms in the PGrid,ref estimation.
In this research, the PGrid,ref for the WSHPS is generated utilizing two different
schemes, i.e., (i) dispatchable power reference case—estimating the PGrid,ref utilizing
the methodology described later in this chapter and (ii) load following case—load
profile for 2.5 MW utility is collected from CAISO and is utilized as a PGrid,ref for the
entire system. A comparative economic assessment between the two schemes is also
investigated in this work.
The expenditure associated with the ESS substantially depends on two aspects,
namely, (i) lifetime of the ESS and (ii) minimum capacity required of the ESS. The
service life of the ESS primarily relies on the utilization of DOD and the rate of
charging-discharging power changes. In general, the ESS manufacturers specify energy storage cycle life as a function of DOD, and the deeper discharge of the ESS
reduces the lifetime as well as increases its expense substantially. Hence, the SOC
of the ESS has always been controlled to prevent the ESS depletion beyond its recommended DOD. This kind of constraint facilitates to prolong the lifespan of the
ESS significantly. However, such SOC regulation is responsible for restricting the full
utilization of the ESS, which is one contributing factor extending the required energy
storage capacity. Thus, based on the usage of SOC, there is a trade-off between the
service life and the minimum capacity required of the ESS. In this research, the op-
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timum value of DOD has been investigated which exhibits the best competitive ESS
cost for hourly dispatching the WSHPS power to the utility grid. In addition, after
seeking the optimal value of DOD for the ESS, one secondary SOC control algorithm
is also employed to regulate the ESS SOC in the optimal range.
The objective here is to develop a cost-effective ESS for the hourly dispatch of
WSHPS power. An economic comparison is presented to investigate the impact of
using three different types of energy storage systems: (i) battery only, (ii) HESS
framework, i.e., the combination of a Li-ion battery and a SC, and (iii) SC only.
Also, an economic comparison of using three different types of renewable energy
sources—(i) PV only, (ii) WSHPS framework, i.e., the combination of the WT and
the PV, and (iii) WT only, with HESS framework for the fulfillment of the PGrid,ref is
analyzed in this research. To obtain annual energy storage costs, the actual PV and
WT data of four different days as representative of four seasons, which was recorded
by U.S. NREL, is used in this research [152].
To exhibit the effectiveness of the proposed HESS control framework, a one-hour
simulation is illustrated considering all possible cases of the availability of sources
investigated in this study—(i) PV+WT+ESS, (ii) WT+ESS, (iii) PV+ESS, and (iv)
ESS only, to dispatch the desired PGrid,ref for the entire duration.
The rest of this chapter is organized as follows: Section 3.1 presents the state-ofthe-art review on this same topic. Section 3.2 describes the proposed methodology
for hourly dispatching the WSHPS power. Section 3.3 verifies the effectiveness of
the proposed methodology and control methods through simulations. Finally, the
summary of this chapter is drawn in Section 3.4.
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3.1

State-of-the-Art Review

Various strategies have been contemplated in the literature to enable the PV and WT
power to be dispatchable by deploying different types of ESS and control techniques.
In [153] [154], a control technique has been proposed to smooth the output of the
RE sources where the battery has been dispatched on an hourly basis. An iterative
procedure has been utilized to calculate the required size of the battery. The control
strategy is employed to maintain certain SOC of the battery in order to extend its
lifetime. Therefore, a larger size of the battery is required to have an effective hourly
dispatch. Another improved control approach for a grid-connected PV and battery
energy system has been investigated in [155] to dispatch the PV power smoothly on
an hourly basis to the utility grid. However, these control techniques do not take
into account the daily cycling of the battery. Furthermore, the battery has been
highly exposed to fast-changing components of intermittent PV power that would
cause significant downtime cost once the battery fails. Consequently, these proposed
techniques might not be feasible to develop cost-effective energy storage for hourly
dispatching the PV power.
Wang et al. attempted to develop a BESS in a buffer scheme to attenuate the
effects of unsteady input power from wind farms [156]. A computational procedure
has been utilized to determine the BESS capacity that ensures a constant dispatched
power from the wind farm to the connected grid. The power dispatched in a day was
set to be a constant level while the optimal BESS capacity has been investigated. It
has been found that the wind farm achieved a substantial profit at the optimal BESS
capacity. Since the control strategy utilized in this study depends on the day that
the wind was studied, the designed BESS capacity may not be unique.
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The authors in [157] investigated a min-max RE dispatching approach where the
dispatched power was set to the minimum available RE power during the battery
charging phase. On the other hand, when the battery switches to the discharging
phase, the dispatched power was set to the maximum available RE power. The
complexity of the technique and the large-scale battery rating compared with other
dispatching methods might be the downsides of this min-max dispatching method.
In [158], one modified min-max power dispatching method has been proposed to
determine the optimal BESS capacity in order to effectively integrate the wind power
into the grid. A short-term power dispatch control algorithm has been utilized to
smooth the transient power between two consecutive dispatching intervals. Also, the
battery SOC has been regulated within a safe range. Since the battery is the only ESS
media employed to smooth the wind farm transient power, the charging-discharging
cycles of the battery would be extremely high. Therefore, the overall economics of
the system might lead to an unacceptable level.
A dual-battery scheme is proposed in [159] to enable a short-term dispatch commitment from the wind power station. In this framework, while the first battery
is being charged by the generated wind power, the second battery power is being
discharged to the utility grid. The function of the two batteries is shifted when the
battery reaches its specified SOC or discharge limit. However, this approach demands
the switch-over of battery modules, usually once every few hours, and additional arrangement to diminish the switch-over impact on the utility grid.
In [160], a statistical approach has been utilized to develop a dual-battery scheme
in order to dispatch a controllable level of power from a wind power generating station.
The expected BESS charging time dictates the scheduled constant discharge power
from the BESS to the grid. In this scheme, the BESS is committed to accumulating
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all the electrical power generated by the wind turbine, therefore, a large-scale battery
is required to dispatch a steady power from an intermittent wind power generating
station to the grid. Since the cost associated with the BESS is directly proportional to
the size of the BESS, the resulting large-scale battery requirements make the system
economically unfeasible.
Another HESS framework for the least-cost analysis to realize dispatchable wind
power was discussed by Wee et al. [161]. A statistical approach is proposed to design
a HESS for a wind farm to achieve a firm power dispatch objective while maximizing the wind energy harnessed without modeling power converters. Moreover, the
power capacities of the battery and SC were limited in the HESS scheme to become
economically viable. Therefore, the rated battery and SC power capacities utilized
in this study cannot meet all the possible charging-discharging power requirements.
Ref [162] presented a hybrid energy storage system consisting of a lead-acid battery
and a SC to absorb or produce the necessary level of power so that constant power
can be dispatched to the utility from PV generation. However, the average output
power from the PV array might be overestimated.
In [163], various HESS frameworks are investigated to develop a cost-effective ESS
for hourly dispatching solar power. Due to various assumptions, the annual cost of
the required energy storage may be overestimated or underestimated. In [164], a
low-cost ESS was proposed by evaluating reference generation algorithms for hourly
dispatching solar power for 1 MW grid-connected PV arrays. The ambient temperature and PV cell temperature are assumed to be the same during annual energy
storage cost calculation and this assumption might affect the estimation accuracy.
Another HESS is described in [165] for dispatching solar power for grid-connected
PV arrays, which uses an LPF to allocate the power between a battery and a SC.
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However, LPF time constants may not be optimal.
It is important to note that none of the above studies investigated the capability
of dispatching with the hybrid PV-WT scheme, which will be investigated in this
chapter.

3.2
3.2.1

The Proposed Methodology
WSHPS Framework

The proposed WSHPS architecture that consists of a WES and a PVES is illustrated
in Fig. 3.1. The PVES consists of PV arrays rated at 1 MW, a unidirectional DC/DC
boost converter, and a MPPT controller. The WES is comprised of a 1.5 MW directdrive three-phase PMSG coupled to a wind turbine, an AC/DC rectifier, and a pitch
angle controller. The HESS is coupled in parallel with the WSHPS, and each of the
ESS is connected with a bi-directional DC/DC converter. The WSHPS and HESS are
connected in parallel to the DC-link capacitor bank that serves as the DC bus, which
is tied to a three-level T-type inverter with high-quality output voltages. In this
framework, the WSHPS and HESS are coupled to the DC bus as a current source, so
controllable power flow is feasible by controlling the current flow through the power
converters [166]. The three-level T-type inverter is utilized due to its high efficiency,
low THD, and reduced common-mode voltage. A compact output harmonic filter is
also demanded as an interface between the inverter and the grid to meet the grid
code. In this research, an LCL filter has been designed for its higher efficiency and
better harmonic attenuation.
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Figure 3.1: Structure of the wind-solar hybrid power system with HESS.
3.2.2

Control of PVES

The output of the PV array substantially relies on two weather conditions: PV irradiation (W/m2 ) and PV cell temperature (◦ C). This investigation is conducted
using the actual solar data recorded by NREL. The PV array provides power to the
unidirectional boost converter, whose duty ratio is controlled by an incremental conductance MPPT to extract the maximum power from the PV array. An incremental
conductance MPPT is simple and more efficient compared to other approaches, i.e.,
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perturb & observe, open circuit voltage, and short circuit current, which are commonly employed to extract maximum power from the PV systems [167]. Thus, the
incremental conductance MPPT has been extensively utilized even though it can contribute to small oscillations next to the maximum power point while it is tracking
power from the PV array.

3.2.3

Control of WES

In this study, the implemented WES consists of a WT, PMSG, pitch angle control,
drivetrain, and power converter. The PMSG based on WES can associate with the
WT without utilizing a gearbox. The energy conversion in PMSG based on WES
takes place through two stages. First, the kinetic energy is captured by the WT
blades as mechanical energy. Second, the mechanical energy is transferred through
the shaft to PMSG, which converts the mechanical energy to electrical energy. The
mechanical output power of a PMSG wind turbine can be expressed as:

1
3
Cp (λ, β)
Pmech = ρM vwind
2

(3.1)

where P mech is mechanical output power of the turbine (W), ρ is air density (kg/m),
M is turbine swept area (m2 ), v wind is wind speed (m/s), C p is the performance
coefficient of the turbine, λ is tip speed ratio of the rotor blade tip speed to wind
speed and β is blade pitch angle (degree).
The mechanical output power P mech depends significantly on the turbine performance coefficient C p . The generic C p (λ, β) model documented in (2.14)-(2.15) is
incorporated here. Equation (2.12) is utilized to calculate the wind speed when the
meteorological data recorded is found at a different height from the WT height.
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3.2.4

Modeling of ESS

The battery and SC energy storage systems are modeled in the MATLAB/SIMULINK
environment in this research. The SOC formula for the battery and SC can be
expressed using (3.2) and (3.3), respectively, where Q is the battery capacity, QT is
the electric charge, and i is the charging/discharging current.



Z
1 t
i(t)dt × 100
BESS(SOC) = 1 −
Q 0

(3.2)

Rt
Qinit − 0 i(t)dt
× 100
SC(SOC) =
QT

(3.3)

To consider cycling and calendar aging for battery usage, the Li-ion battery degradation model proposed in [76] is adopted in this study. The expected lifetime of the
battery (T life ) decreases due to its degradation properties over the period, which can
be computed by using (2.17).
An aging model for the SC contemplated in [78] is incorporated in this research
that considers both calendar aging and cycling aging. The expected lifetime of the
SC (T SC,life ) can be determined using (2.19).

3.2.5

Determination of Dispatch Power Reference

As mentioned earlier, the output of the PV array depends on two weather conditions:
solar irradiation (W/m2 ) and solar cell temperature (◦ C). Besides, the output of the
WT depends on the wind’s speed (m/s) through the rotor. In this study, the actual
solar irradiance, temperature, and wind speed data recorded at NREL is utilized to
predict the dispatched power on an hourly basis for an entire day, which is referred to
as the PGrid,ref . The PGrid,ref is estimated utilizing the average power that the WSHPS
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can provide over each dispatching period, and it serves as a target power level for the
entire system. Thus, the WSHPS and HESS are committed to providing this target
power to the utility grid for each hourly dispatching period for the entire duration.
The four different data sets with diverse PV and WT output regimes, recorded at
NREL on January 30th 2019, May 15th 2019, June 9th 2019 and September 30th , are
collected to use in this study [152].
Here, the WSHPS framework consists of a 1 MW PV array and a 1.5 MW WT system. Thus, the average output power of the WSHPS over each dispatching period is
a combination of the PV array’s and WT system’s output power. The average irradiation and temperature of the NREL solar data is utilized as inputs to the PV array to
calculate the PV array’s average output power over each dispatching period. The PV
array module in Matlab/Simulink provides power-voltage characteristic curves based
on user-input parameters, such as solar cell type, the number of cells in parallel, and
the number of cells in series, under various weather conditions. The power-voltage
characteristic curves for 1 MW PV array are shown in Fig. 2.18 and Fig. 2.19. At
MPP operation, the PV arrays’ output power is marked as a circle of their respective
curves. The resolution of the solar data recorded at NREL is one sample/minute.
The cubic spline interpolation technique is employed to create a set of solar data
with a resolution of 120 samples/minute and to map a value other than the four
given maximum power points shown in Fig. 2.18 and Fig. 2.19. Afterwards, the average irradiation and temperature for each dispatching period are acquired utilizing the
mean operation technique. The PVES estimated power from the average irradiation
is referred as P PVES,est and the estimated efficiency of the PVES provided by the
average temperature is referred to as η PVES,est . Therefore, the final estimated power
dispatchable by PVES (P PVES ) can be expressed as:
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PP V ES = PP V ES,est (kW ) × ηP V ES,est (%)

(3.4)

Likewise, the estimated power dispatchable by WES (P WES ) is calculated in this
study. The WT model in MATLAB/Simulink provides the WT power characteristic
curve based on user input parameters such as base wind speed, base rotational speed,
blade pitch angle, and maximum power at base wind speed. The WT power characteristics curve is illustrated in Fig. 2.21. In this power curve, β is assumed to be
zero and wind speed varies from 5 m/s to 11 m/s. The maximum power points for
each wind speed are labelled. Then, cubic spline interpolation and mean operation
techniques are implemented to acquire the average wind speed. The power level estimation from the average wind speed is referred to as the P WES . Finally, the average
output power of the P WSHPS is calculated by using (3.5). P WSHPS is also referred to
as the P Grid,est .

PGrid,est = PP V ES + PW ES

(3.5)

Fig. 3.2 shows the block diagram deployed for the PGrid,ref calculation. It is critical
to adjust the PGrid,est at the beginning of each period for achieving the desired PGrid,ref
estimation, and minimizing the ESS cost. The multiplication factor for the PGrid,est
correlates closely with the BESS SOC at the end of each dispatching period. This is
accomplished by a rule-based algorithm that induces bounds represented by 10% SOC
ranges that correspond to a multiplying factor. The ranges are from a battery SOC
of 60% to 100% since one secondary SOC control algorithm is applied to guarantee
the battery SOC regulates within this SOC limits. The resulting adjusted power
level is referred as the PGrid,ref . The primary SOC controller is employed to seek
the desired multiplication factor for PGrid,est that ensures the ESS to complete each
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PGrid,est
BESS SOC

×

Primary SOC
Controller

PGrid,ref

Multiplication factor
Figure 3.2: Block diagram of grid reference power calculation.
dispatching period with the same SOC as it starts. Thus, the multiplication factor
that is employed to adjust the PGrid,est plays a critical role in developing the most
cost-effective ESS for hourly dispatching the WSHPS power.
To seek the appropriate multiplication factor to the PGrid,est , a step rules algorithm, linearized step rules algorithm, and a fuzzy interference system are utilized
as a primary SOC controller. Table 3.1 shows the rule-based control algorithm to
calculate the PGrid,ref from adjusting the PGrid,est with BESS SOC [168]. The formula
presented in (3.6) is employed to linearize the rule-based algorithm through regression
analysis. Fig. 3.3 illustrates the linearization of the battery SOC. While implementing the fuzzy inference system, the BESS SOC is utilized as a fuzzy input, and the
step rules algorithm shown in Table 3.1 is used in the rule editor. The output of
the fuzzy inference system using the rules is shown in Fig. 3.4. Here, the fuzzy logic
mechanism is utilized to implement a Mamdani type fuzzy inference system that exploits fuzzy logic for formulating the mapping from a given input to an output. Then
the mapping provides a basis from which decisions can be made.

M ultiplicationf actor =

97

0.60 × SOC + 51.7
100

(3.6)

Table 3.1: PGrid,ref calculation from adjusting PGrid,est with BESS SOC.
BESS
100%≥SOC>92%
92%≥SOC>84%
84%≥SOC>76%
76%≥SOC>68%
68%≥SOC>60%

Multiplication factor
1.10
1.05
1.00
0.95
0.90

Figure 3.3: Linearization of step rules algorithm.
3.2.6

Control of HESS

Fig. 3.5 shows the HESS control framework that is implemented in this research.
Here, the HESS is responsible for regulating the system power, which is injected
into the utility grid. The reference power for the HESS (P HESS,ref ) is the difference
between the P Grid,ref and the P WSHPS , which can be stated as:

PHESS,ref = PGrid,ref − PW SHP S

(3.7)

The lifetime of the battery can degrade significantly when the fast changing (i.e.,
high-frequency) power components flow through it. Thus, the PHESS,ref is sent through
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Figure 3.4: Output of the fuzzy inference.
the LPF to allocate high-frequency components of power reference for the SESS
(PSESS,ref ) and low-frequency components of power reference for the BESS (PBESS,ref ).
In addition, after obtaining the optimal value of DOD (DODoptimum ) for the BESS,
one rule-based SOC control algorithm is employed to regulate the BESS SOC in the
optimal range. The block diagram of the rule-based algorithm for the BESS SOC
control is illustrated in Fig 3.6. Likewise, another rule-based SOC control algorithm
is implemented to regulate the SESS SOC after getting the optimal value of DOD for
the SESS.
When the ESS is discharging (charging), the associated converter with the ESS
acts in a boost (buck) mode in this HESS control architecture. The DC bus voltage
demands to be set nearly twice as much as the ESS voltage for avoiding the discontinuity of the ESS input current induced by buck mode operation. The reference
signals for the BESS and SESS are measured up to their instantaneous values (PBESS
for BESS, and PSESS for SESS) to evaluate the duty ratio for the associated power
converters. In this research, a pair of proportional integral (PI) controllers are ap-
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Figure 3.5: HESS power control framework.
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Figure 3.6: Rule-based algorithm for the BESS SOC control.
plied for determining the change in the duty ratio and reducing the proportional and
integral error of the system.

3.2.7

HESS Energy and Power Capacity

To ensure the HESS can conform to the amount of energy that has to be charged or
discharged, the minimum capacity demanded by the HESS needs to be determined.
The energy capacity needed for the BESS and SESS is exploited through integrating
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the power profile of the BESS and SESS over each dispatching period respectively.
At first, the absolute maximum amount of energy exploited by the BESS is computed
through integrating the BESS power curve over each dispatching period and then in
comparison to other dispatching period’s maximum energy required for the BESS.
Finally, (3.8) is utilized to determine the minimum capacity needed for the BESS to
successfully dispatch the WSHPS power to the utility at one-hour increments for an
entire day.

EBESS =

Esj
DODmax

(3.8)

where, E sj is the total energy charged or discharged over the simulation period for
the BESS, and DODmax is the maximum DOD used by the BESS.
Likewise, the minimum capacity required for the SESS (ESESS ) is computed.
Specifically, (3.9) is employed to calculate the required SC energy capacity.

1
E = CV 2
2

(3.9)

where E is the energy measured in Joules, C is the supercapacitor’s capacitance
measured in Farads, and V is the supercapacitor’s voltage measured in Volt.
In this HESS power coordinated scheme, the positive PBESS dictates that the
BESS is discharging whereas the negative PBESS dictates that the BESS is charging.
Thus, the rated power capacity required for the BESS can be statistically quantified.
At first, the absolute values of PBESS over the simulation period are calculated. Then,
its probability density function (PDF) and cumulative density function (CDF) are
computed. Finally, the BESS rated power capacity (PBESS,rated ) is selected to be
the values of |P BESS | which corresponds to the CDF of 1. Hence, the BESS can be
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expected to meet all the possible charging-discharging power requirements. Similarly,
the rated power capacity for the SESS (PSESS,rated ) is evaluated in this study.

3.2.8

DOD Optimization for HESS

The service life of the ESS primarily relies on the utilization of DOD and the rate
of change of the charging-discharging power. The relationship between the cycle life
and the DOD usage is close to exponential [169] and for the Li-ion battery it can be
expressed as:

Ci = 28270e(−2.401DODi ) + 2.214e(5.901DODi )

(3.10)

where C i is the number of cycles when the depth of discharge is DODi . The relationship between DOD and cycle life calculated using (3.10) is shown in Fig. 3.7.
The expenditure associated with the ESS mainly depends on two factors, namely,
(i) lifetime of the ESS and (ii) minimum capacity required for the ESS. Equation (3.8)
illustrates that the minimum capacity required for the BESS is inversely proportional
to the usage of its DOD. Nevertheless, deeper discharge of the BESS degrades its
service life, as shown in Fig. 3.7. Thus, to determine the proper value of DOD that
leads to the least expensive of the BESS ($/kWh) for dispatching the WSHPS power,
the simulations are carried out considering every possible value of the BESS DOD.
Likewise, the optimum value of the DOD for the SESS has been explored. Unlike the
Li-ion battery, SC can be practically charged- discharged an infinite number of times.
Hence, the total number of charging-discharging cycles for the SESS is considered to
be constant (i.e., 500,000) in this investigation [170].
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Figure 3.7: The relationship between DOD and cycle life.
3.2.9

Cost Optimization for HESS

The LPF is employed to provide the power reference for the BESS and SESS. The
minimum capacity needed for the SESS is directly proportional to the LPF time
constant, while the minimum capacity needed for the BESS is inversely proportional
to the LPF time constant. A proper value of the filter time constant is required to
minimize the total cost ($/kWh) of the HESS. Here, after acquiring the appropriate
cost formula of the HESS as a function of the LPF time constant by utilizing the curve
fitting method, the PSO approach is implemented to identify the optimum LPF time
constant, as shown in Fig. 3.8. The mathematical formula of the HESS expenditure as
a function of the LPF time constant is shown in (3.11), which is obtained employing
the 4th order polynomial curve fitting method.

HESSCost,LP F (x) = P1 x3 + P2 x2 + P3 x + P4

(3.11)

where P 1 , P 2 , P 3 and P 4 are regression coefficients, and x is the LPF time constant,
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which is employed to distribute the power between the battery and SC in the HESS
framework.
The PSO approach is incorporated due to its multiple advantages including:
straightforward implementation, higher credibility in reaching the global optima, required for adaptation of few parameters, and speedy convergence. In general, the
PSO offers a shorter evaluation time and better solution quality compared with a genetic algorithm, which is another optimization strategy usually deployed in renewable
energy systems. The PSO performs a search for the feasible solutions, called particles,
flying through the problem space by following the current optimum particles. The
model of the particle’s position can be expressed as:

Vik+1 = wVik + C1 rand1 × (pbesti − Sik ) + C2 rand2 × (gbest − Sik )

Sik+1 = Sik + Vik+1

(3.12)

(3.13)

where V i k+1 is the velocity of agent i at the iteration k, w is the weighting function,
C j is the weighting factor, rand is the uniformly distributed random number between
0 and 1, S i k the current position of agent i at the iteration k, pbest i is the personal
best position of agent i, and gbest is the global best position of the group.

3.2.10

Expected Lifetimes of the BESS and SESS

Due to the intermittent nature of the WSHPS output power, the charging-discharging
characteristics of the BESS over a period is used to estimate the service life of the
BESS. Here, the equation to compute the equivalent service cycle life (C B,T ) of the
BESS over the period T s is shown below:
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Figure 3.8: PSO functional flowchart.
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CB,T =

X
j∈Ts

Esj
EBESS

(3.14)

where, E sj is the total energy charged or discharged (whichever is greater) over the
simulation period T s . E BESS is battery’s rated energy capacity multiplied by DOD
and a correction factor to derate manufacturer’s data (a correction factor of 0.8 is
assumed in this study). Accordingly, the expected lifetime of the battery E|LB | is
calculated using (3.15).

E|LB | =

CB,n
× Ts
CB,T

(3.15)

where C B,n is the life cycle of the battery provided by the manufacturers.
The expected lifetime of the BESS deteriorates due to its calendar aging and
this is also contemplated here. The BESS degradation model has been explained
in Section 3.2.4. Tlife in (2.17) reflects the decline of the BESS service life due to
its calendar aging. The SESS aging model that considers both cycling and calendar
aging is adopted in this study. The SESS aging model has been fully documented in
Section 3.2.4. Hence, TSC,life in (2.19) indicates the expected lifetime of the SESS,
while accounting for both cycling and calendar aging.

3.2.11

Cost Calculation for HESS

Both cycling and calendar aging expenses are considered while the ESS cost is investigated in this research. The overall expenditure of the ESS includes its capital
cost, power conversion system cost, and operation and maintenance (O&M) cost.
Therefore, the total expense associated with the BESS (C Bat,Total ) can be estimated
by using (3.16).
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CBat,T otal ($) = CCap + CConv + CO&M

(3.16)

where C Cap is the BESS capital cost, C Conv is the BESS power conversion system
cost, and C O&M is the BESS operation and maintenance cost.
The capital cost of the BESS (C Cap ) can be expressed by:

CCap = Ccycling + Ccalendar

CCap =

EBESS × CB EBESS × CB
+
E|LB |
Tlif e

(3.17)

(3.18)

where C cycling and C calendar are the cycling and calendar expenses associated with the
BESS respectively. E BESS is the required energy capacity of the BESS in kWh, C B
is the BESS capital cost ($/kWh), E|LB | is the expected lifetime of the BESS and
T life is the expected lifetime of the BESS deteriorates due to its calendar aging.
The power conversion system expense of the BESS (C Conv ) can be expressed by:

CConv =

PBESS,rated × PB PBESS,rated × PB
+
E|LB |
Tlif e

(3.19)

where P BESS,rated is the required power capacity of the BESS in kW and P B is the
BESS power conversion system cost ($/kW). Likewise, the BESS O&M expenditure
is evaluated in this research.
In this study, TSC,life indicates the expected lifetime of the SESS that considers
both cycling and calendar aging. Thus, the capital cost of the SESS (SC Cap ) can be
expressed by:
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SCCap =

ESESS × CSC
TSC,lif e

(3.20)

where E SESS is the required energy capacity of the SESS in kWh and C SC is the
SESS capital cost ($/kWh).
The power conversion system expenditure of the SESS (SC Conv ) can be expressed
by:

SCConv =

PSESS,rated × PSC
TSC,lif e

(3.21)

where P SESS,rated is the required power capacity of the SESS in kW and P SC is
the SESS power conversion system cost ($/kW). Likewise, the SESS O&M expense
(SC O&M ) is computed in this study.
Therefore, the total cost associated with the SESS (C SC,Total ) can be calculated
by using (3.22):

CSC,T otal ($) = SCCap + SCConv + SCO&M

(3.22)

Finally, the normalized HESS cost per kWh can be expressed as follows:

CHESS ($) = CBat,T otal + CSC,T otal

CostN orm =

(PP V × P VCF

CHESS
+ PW T × W TCF ) × T

(3.23)

(3.24)

where P PV is the PV array capacity (kW), P V CF is the PV capacity factor (20% is
assumed in this study), P WT is the wind turbine capacity (kW), W T CF is the wind
turbine capacity factor (35% is assumed in this study), and T is the number of hours
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Table 3.2: Battery and SC cost comparison
Parameter
Capital cost
Power conversion system
O&M-Fixed
O&M-Variable
Charging-discharging cycles

Battery
271 ($/kWh)
271 ($/kW)
10 ($kW-year)
3 ($kWh)
10,000 (40%DOD)

SC
2500 ($/kWh)
350 ($/kW)
1 ($/kW-year)
3 ($/kWh)
500,000

in a year. The unit price and life cycle of different energy storage exploited in this
study are summarized in Table 3.2 [171].

3.3

Simulation Results

In this research, the hourly dispatching WSHPS has been developed and simulated
in MATLAB/SimulinkTM environment. Furthermore, bidirectional power converters,
three-level T-type inverter, LCL filter, and the corresponding control algorithms have
been modelled and analyzed to justify the performance and the economic evaluation
of the HESS architecture.
Fig. 3.9 illustrates the power profiles of the WSHPS, HESS, PGrid , and PGrid,ref .
Here, the PGrid is the combination of the WSHPS and HESS power injected into the
grid by an inverter, and the PGrid,ref is utilized as a target power level for the WSHPS
and HESS to supply to the grid. It is noticeable that the PGrid remains constant in
each dispatching period and successfully follows the desired PGrid,ref . Hence, it can
be concluded that the HESS successfully contributes the necessary power either by
supplying or absorbing to provide a constant power to the utility from the intermittent
WSHPS architecture. Further investigation into the simulation results also validates
the fact that the fast-changing components of the power are charged-discharged by
the SESS while the slow-changing components of the power are charged-discharged
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Figure 3.9: Dispatchable power reference case: Simulation results for one-hour dispatching for September 30th , 2019.
by the BESS.
The PGrid,ref for the WSHPS is generated utilizing two different schemes, i.e.,
(i) dispatchable power reference case—estimating the PGrid,ref utilizing the approach
elucidated in Section 3.2.5 and (ii) load following case—load profile for 2.5 MW
utility is collected from CAISO and is utilized as a grid reference power for the entire
system. Fig. 3.9 illustrates the simulation result for the dispatchable power reference
case and Fig. 3.10 demonstrates the simulation result for the load following case. It
is worth mentioning that the PGrid successfully follows the desired PGrid,ref in both
cases investigated in this study.
In addition, to validate the effectiveness of the proposed HESS control framework,
a one-hour simulation has been carried out considering all possible cases of the availability of sources investigated in this study—(i) PV+WT+ESS (ii) WT+ESS (iii)
PV+ESS (iv) ESS only—to dispatch the desired grid reference power for the entire
duration. Fig. 3.11 illustrates the one-hour simulation results, and it is shown that the
proposed control framework is capable of dispatching the desired PGrid,ref irrespective
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Figure 3.10: Load following case: simulation results for one-hour dispatching for
September 30th , 2019.

Figure 3.11: One-hour simulation results considering all possible cases of the availability of sources.
of the availability of renewable energy sources. Note that even though the proposed
architecture can effectively operate in the ESS-only mode to fulfill the desired PGrid,ref
in each dispatching period, the required ESS capacity will become unnecessarily large
in this scenario. Therefore, the ESS-only mode might not be cost-effective for hourly
dispatching the WSHPS power to the grid.
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The primary SOC controller as a function of the BESS SOC is developed to ensure
the BESS finishes each dispatching period with the same SOC as it started. This type
of SOC constraint is demanded for estimating the desired PGrid,ref , minimizing the
BESS cost, and ensuring the BESS has enough capacity to be available for the nextday operation. The simulation result of the BESS SOC variation on September 30th
2019 is illustrated in Fig. 3.12, which highlights the effectiveness of the primary SOC
controller to regulate the BESS SOC within a specified range. As mentioned before, a
step rules algorithm, linearized step rules algorithm, and a fuzzy interference system
are employed as a primary SOC controller to seek the appropriate multiplication
factor to the PGrid,est in this study. The effect of those algorithms on the HESS cost
assessment is demonstrated in Fig. 3.13 for September 30th 2019 meteorological data.
The performances of the algorithms do not differ substantially, and fuzzy logic rule
approach performs slightly better.
In this study, the simulations are carried out considering every possible value
of the BESS DOD to seek the optimum value of DOD that exhibits the least cost

Figure 3.12: Simulation results of the SOC with the battery and SC.
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Figure 3.13: HESS cost comparison at different primary SOC control algorithms.
($/kWh) of the BESS for hourly dispatching the WSHPS power. The BESS cost
per kWh as a function of its usage of DOD is illustrated in Fig. 3.14. As shown in
Fig. 3.14, the optimum value of the BESS DOD that demonstrates the minimum cost
is found at 42% DOD, which is approximately 9.85 ¢/kWh in the case of September
30th 2019 simulation.
The SESS cost per kWh as a function of its usage of DOD is also demonstrated
in Fig. 3.14. It is observed that the full utilization of the SESS results in the least
cost. The expenditure associated with the ESS is inversely proportional to the service
life of the ESS and is directly proportional to the ESS capacity. Since the SC can
be charged-discharged a virtually unlimited number of times, the total number of
charging-discharging cycles of the SC as a function of its DOD usage, in any event,
remained constant, as demonstrated in Fig. 3.7. Furthermore, the capacity needed
for the SC becomes minimum when it is fully exploited. Consequently, at 100%
DOD, the SESS demonstrates the least cost, approximately 17.2 ¢/kWh in the case
of September 30th 2019 simulation. For better illustration, the ESS expense as a
function of its DOD usage in the range between 10% to 100% is illustrated in Fig. 3.14.
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Figure 3.14: ESS cost (¢/kWh) at different DOD levels.
In order to investigate the impact of utilizing different types of ESS for hourly
dispatching the WSHPS power, an economic comparison is presented in Table 3.3.
From Table 3.3, it is noted that the HESS can be the most cost-effective framework
compared with the battery or SC-only operation. In addition, the following three
steps are taken into account to seek the optimum LPF time constant. (1) A real
meteorological dataset (i.e., September 30th 2019) with the solar irradiance, temperature, and wind speed profile that has considerable fluctuations is integrated into the
Simulink model to carry out the simulations at different LPF time constants, as is
presented in Table 3.3. (2) The curve fitting approach is executed to develop the best
mathematical cost equation of the HESS as a function of the LPF time constants,
as illustrated in Fig. 3.15. (3) Finally, the PSO strategy is applied by utilizing the
HESS cost equation to seek the most feasible LPF time constant. In this study, the
most optimum HESS cost is found at 62 s LPF time constant by using the 4th order polynomial HESS cost equation. The convergence rate of the PSO technique is
illustrated in Fig. 3.16.
There are two main constraints took into account in the course of the cost op114

Table 3.3: Energy storage cost comparison at different LPF time constants
LPF time constant (s)
Cost (¢/kWh)

0
9.85

60
5.62

120
7.33

180
9.27

240
10.16

∞
17.20

Figure 3.15: Simulation results using the optimization method.
timization process, namely, (i) total power supplied from the WSHPS farm (PGrid )
must cover the desired PGrid,ref in each dispatching period, and (ii) SOC of the BESS
and SESS remains above the specified DOD. Fig. 3.9, Fig. 3.10 and Fig. 3.12 are
presented to validate these optimization constraints.
To obtain the annual ESS cost for hourly dispatching the WSHPS power, the four
different datasets as representative of four seasons recorded by U.S. NREL, are utilized in this study [152]. The annual HESS expenditure is estimated by the weighted
average value of the four different seasons’ energy storage costs. The HESS cost
comparison at the optimum LPF time constant (i.e., 62 s) between the dispatchable
power reference case and the load following case is illustrated in Fig. 3.17. In the
dispatchable power reference case, the PGrid,ref is determined by estimating the aver-
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Figure 3.16: Convergence rate of the PSO technique.

Figure 3.17: HESS cost (¢/kWh) at 62 s of the LPF time constants.
age power that the WSHPS can provide over each dispatching period. In the load
following case, the load profile for 2.5 MW utility is collected from CAISO and is utilized as the PGrid,ref for the entire system. The PGrid successfully follows the desired
PGrid,ref in both cases investigated in this study, as shown in Fig. 3.9 and Fig. 3.10.
Due to the capacity factor constraints of RE sources, when the WSHPS framework
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is assigned to meet the load demand that is equal to the WSHPS rated capacity, the
WSHPS framework demands significant contribution from the ESS to successfully
meet the utility load profile. Consequently, the required ESS capacity increases substantially for the load following case, as illustrated in Fig. 3.10. Thus, the HESS
cost (¢/kWh) is found to be more expensive for the load following case than the dispatchable power reference case. It is expected that the transmission system operator
(TSO) assigns the load demand for the WSHPS framework considering the capacity
factor constraints of RE sources. Since the WSHPS is utilized to fulfill its rated load
demand without considering the capacity factor constraints, the HESS cost (¢/kWh)
reflects the worst-case scenario for the load following case.
The HESS expense is directly proportional to the required ESS size but is inversely proportional to the PV or WT capacity factor. The collaborative capacity
factor of the WSHPS is higher than the individual PV or WT system. Also, the
required ESS size is reduced in the WSHPS to fulfill the grid power demand due to
the complementary power profiles of the WT and PV. Thus, the cost of the HESS
becomes minimum in the WSHPS in comparison with a single PV or WT framework,
which is verified in Fig. 3.18.
In this study, the statistical approach is performed to illustrate the required ESS
capacities at different cumulative probability density function levels. The cumulative probability density function of the BESS energy capacities and the SESS energy
capacities at 62 s LPF time constant for the dispatchable power reference case are
demonstrated in Fig. 3.19, which shows that there is a trade-off between the loss of
power supply probability and the minimum capacity required of the ESS. Since the
ESS is committed to meet all of the possible charging-discharging energy requirements in this hourly dispatching scheme, the ESS rated energy capacity is chosen
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Figure 3.18: Annual HESS cost comparison at 62 s of the LPF time constants.

Figure 3.19: Cumulative probability density function of the BESS energy capacities.
corresponding to the CDF of 1, which is one factor to increase the required ESS
capacity. Here, the most economical size of the BESS and SESS combination in the
HESS scheme turns out to be 354 kWh and 55 kWh respectively at 62 s LPF time
constant for the dispatchable power reference case. Likewise, the required power
capacities of the BESS and SESS are evaluated for the HESS economic assessment.
The percentage of error between the PGrid and PGrid,ref is computed using (3.25) to
118

Figure 3.20: Histogram of hourly dispatching error results.
quantify the power quality criteria. The histogram of this error percentage is demonstrated in Fig 3.20. Since the PGrid successfully tracks the desired PGrid,ref closely
in each dispatching period, the undesired deviation is found to be extremely low for
the dispatchable power reference case. The similar phenomenon of the undesired
deviation is also observed for the load following case. This attribute indicates the
effectiveness of dispatchability provided by the WSHPS and HESS framework.

Error(%) =

|PGrid,ref − PGrid |
PGrid,ref

(3.25)

Furthermore, IEEE 1547–2003 [172] provides the THD constraints of the grid
voltage and current for the interconnection of distributed resources within electric
power systems to maintain the power quality of the utility grid. The three-phase
current injected into the grid is illustrated in Fig. 3.21, and the THD of the injected
current is found to be 3.1 %, which is within reasonable limits. Furthermore, the
three-phase grid voltage waveform is shown in Fig. 3.22, and the THD of the grid
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Figure 3.21: Injected current into the grid.

Figure 3.22: Three-phase voltage waveforms of the grid.
voltage waveform is found to be 0.12 %, which is within reasonable limits as well.
As mentioned earlier, the expenditure associated with the ESS is inversely proportional to its lifetime. The SESS helps to alleviate the fast-changing power components
passing through the BESS in the HESS architecture, which is beneficial for prolonging
the BESS service life. In the rainflow counting approach, cycle range signifies the ab-
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Figure 3.23: Rainflow matrix histogram of the BESS.

Figure 3.24: Rainflow matrix histogram of the SESS.
solute value of the difference between the amplitude of the first point and the second
point when the cycle is considered. Fig. 3.23 illustrates the rainflow histogram of the
BESS to validate the fact that the slow-changing components of the HESS power are
charged-discharged through the BESS. Nevertheless, the fast-changing components
of the HESS power are charged-discharged through the SESS. Fig. 3.24 is presented
to justify this statement.
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Furthermore, the power spectral density of the BESS and SESS shown in Fig. 3.25
and Fig. 3.26 exhibits the relative effectiveness of the SESS for absorbing high frequency components from the HESS. An estimated BESS lifetime comparison with
and without the SESS in the energy storage framework is illustrated in Fig. 3.27. It
can be observed that the BESS lifetime substantially increases when the SESS is part
of the storage framework. Hence, the HESS is more cost-effective in comparison to
using battery-only for dispatching the WSHPS.

Figure 3.25: Spectrogram of the BESS.

Figure 3.26: Spectrogram of the SESS.
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Figure 3.27: Battery lifetime (in years) comparison.
3.4

Summary

In this study, an hourly dispatching scheme of the WSHPS power has been presented.
Simulation results exhibit that the WSHPS power can be successfully dispatched on
an hourly basis at an error of less than approximately 1.5% most of the time. In this
chapter, the energy storage life cycle cost is optimized as a function of its DOD usage.
Furthermore, the optimum value of the LPF time constant in the HESS architecture
has been found to be 62 s by implementing the curve fitting and PSO techniques
that yield the most cost-effective HESS (i.e., annual HESS cost 5.9 ¢/kWh and 10.3
¢/kWh for the grid dispatchable power case and the load following case, respectively).
The significance of the SC on battery longevity when it is integrated into the HESS
framework has been investigated. Also, the impact of the SOC control algorithms
has been validated to develop a cost-effective HESS for a utility-scale hybrid PV-WT
system.

Copyright© Pranoy Roy, 2022.
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Chapter 4 Cost, Reliability, and Power Converter Interface for
Integrating PV into Utility with ESS

This chapter explores the optimal scheduling for dispatchable utility-scale solar PV
power with a battery-supercapacitor hybrid energy storage system.

The expen-

diture of energy storage for hourly dispatching of utility-scale solar power using
HOMER Pro is also investigated. Furthermore, this chapter contemplates a dispatching scheme of megawatt-scale solar PV power for a one-hour dispatching period
for an entire day utilizing an isolated multiport converter configuration and a battery
energy storage system.
Solar energy has been explored extensively in recent years to address significant
global issues such as pollution and the depletion of fossil fuels. However, the PV
output power exhibits intermittent characteristics since its insolation relies on the
natural and meteorological conditions. Consequently, solar power plant’s output can
potentially vary between zero and the maximum available power. Thus, it is classified
as a non-dispatchable energy source, which signifies that there is no guarantee the
expected amount of power will be available on-demand for a specified period of time
[173]. The ability of power system units to be turned on and off, as well as ramp
up and ramp down their power output within the specified operational limits, is
referred to as dispatchability. Dispatchable PV energy generation is the ultimate
goal of 100 percent renewable-based power systems because it can provide a constant
power dispatch, similar to what conventional fossil fuel power plants have done. The
primary objective of this research is to develop a dispatching scheme that can provide
a committed constant PV power into the utility grid at a specified confidence level

124

while also minimizing the costs associated with this system. As indicated before,
when the ESS is incorporated into the PV framework, the uncertainty of PV power
can be further decreased. In this research, the HESS comprised of a battery and a
SC is employed to create a more cost-effective ESS, where the SC is also assisting in
mitigating high frequency power components passing through the battery, which is
helpful for increasing battery lifetime.
Here, the optimal scheduling for dispatchable utility-scale solar PV power with a
hybrid energy storage system consisting of a battery and a SC is investigated. The
optimal capacity of the ESS is assessed based on its usage of depth of discharge, which
is critical for minimizing the cost of a dispatchable PV power scheme. The hybrid
system can successfully dispatch the scheduled power at any dispatching horizon by
leveraging the optimal ESS capacity. Both cycling and calendar expenses are taken
into account during the cost optimization of the ESS to make it more practical.
Three different dispatching horizons are investigated for the desired PGrid,ref calculation, which are 30-minutes (Semi-hour), 1-hour (Hourly), and 15-hour (Entire
day). In general, PGrid,ref is computed by averaging the power that the PV can provide over each dispatching period, and it serves as a target power level for the entire
system. Accordingly, the minimum capacity required for the ESS to secure reliable
dispatched power is the maximum discrepancy between the PGrid,ref and PV output
power. Besides, the battery capacity rating has a significant impact on the chargingdischarging characteristics, such as total number and depth of charging-discharging
cycles, which are used to determine ESS lifetime. Evidently, the dispatching horizon
is strongly related to the ESS capacity and lifetime, which are the essential elements
in determining the ESS expenditure. Thus, selecting the optimum dispatching horizon duration for a dispatchable PV power is critical for developing a cost-effective

125

ESS. An economic analysis is presented here to evaluate the effect of dispatching
horizon selection on ESS cost estimation. Besides, an economic comparison is conducted utilizing the HOMER Pro software, which was developed by NREL, to design
a cost-effective ESS for an hourly PV power dispatching scenario.
The expenditure of the ESS is directly proportional to the capacity required but
inversely proportional to its service life. Because the ESS lifetime is substantially
reduced with deeper discharge, the SOC of the ESS has always been controlled to
prevent the ESS from being depleted beyond its suggested DOD, i.e., the lowest
depletion SOC of ESS. However, such SOC regulation is responsible for limiting the
full utilization of the ESS, which is one contributing factor to the required energy
storage capacity being extended. Therefore, there is a trade-off between the service
life and the minimum capacity required of ESS depending on its SOC utilization.
This research explores the value of DOD that has the best competitive ESS cost for
dispatching the PV power to the utility. During this economic analysis, both the
cycling and calendar aging expenses associated with the ESS are taken into account.
Furthermore, after determining the optimal DOD value for the ESS, one secondary
SOC control technique is implemented to keep the ESS SOC within the optimal range.
Accurate forecasting of PV power is vital for generation scheduling and costeffective operation. A multilayer perceptron ANN is utilized to predict PV irradiance
one hour ahead of time, which performs well with good convergence mapping between
input and target output data. Here, the PGrid,est is determined by computing the
average power that the PV can provide for each dispatching period, and the solar farm
is in charge of supplying this reference power to the utility. A multilayer perceptron
ANN is used to predict the PV insolation one hour ahead of time so that the grid
operators can be informed beforehand about the PGrid,est , which will provide more
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flexibility to the grid operators’ scheduling of their generation units.
As mentioned before, it is vital to ensure that the ESS ends each dispatching
period with the same SOC that it began with in order to reduce ESS expenditures and
ensure sufficient capacity is available to handle next-day operations. As a function of
both battery and SC SOC in the HESS framework, this chapter proposes an ANFIS
based SOC controller that can adjust the PGrid,est at the start of each dispatching
period, thereby aiding in achieving the desired PGrid,ref for each dispatching period.
In addition, this controller would ensure the ESS ends each dispatching period with
the same SOC that it began with.
This chapter also investigates a dispatching scheme of megawatt-scale solar PV
power for a one-hour dispatching period for an entire day utilizing an isolated multiport converter configuration and battery energy storage system. A multilevel TAB
DC-DC converter has been developed where a NPC H-bridge is employed in the highvoltage side, and the conventional two-level full-bridge is configured in the low-voltage
side across the high-frequency transformer. The power losses between the developed
TAB-NPC converter and conventional TAB converter are compared to identify the
superior multiport converter topology for this application.
Also, multilevel inverters, T-type and I-type NPC inverters, are investigated due
to their superior attributes: high efficiency, low total harmonic distortion, and reduced
common-mode voltage. The power losses between the three-level T-type and I-type
NPC inverters are compared, to identify the superior grid inverter topology for this
application. This study also deals with the optimized design procedure of an LCL
filter for a grid-connected RE system.
TAB converter acts as a viable option to address the intermittent issue of solar
energy by incorporating a battery energy storage system in the PV framework for a

127

large-scale PV-BESS grid integration. TAB DC-DC converter has attracted more and
more attention due to its salient advantages: multiple interfacing ports, high-power
density, galvanic isolation, bidirectional power flow, and soft-switching capability.
Typically, separate DC-DC converters employed for individual sources are linked
together at the DC bus and controlled independently. However, this type of power
electronic interface is inherently complex and less efficient due to multiple conversion
stages. In the multiport power converter architecture, both the DC link and the
magnetic coupling are combined together; thereby the entire system is treated as a
single power converter. Thus, the centralized control can be deployed with a minimal
number of conversion steps since here the system resources are shared.
Nowadays, the multiport converter is preferable to connect multiple energy sources
to the grid due to its lower cost, centralized control, and higher power density. In
the literature, a number of multiport converters have been proposed for renewable
energy systems [174], [175]. The multiport converter configurations can be classified
into two categories: non-isolated topologies and isolated topologies. Non-isolated
multiport converters are usually employed in applications that do not demand galvanic isolation. In contrast, an isolated converter, which incorporates a transformer,
is desirable for applications that require galvanic isolation between the energy sources
and the grid. In this study, high frequency transformer-coupled isolated multiport
converter is utilized for a PV-BESS grid integration.
The authors in [176] investigated a triple port dual active bridge converter for
the integration of solar energy into the utility grid. Another triple port dual active
bridge converter configuration was discussed in [177] for the PV integration into the
grid. However, with the power capacity increased, PV systems with higher voltage
level such as 1.5 kV or above are preferred due to higher efficiency and lower cost,
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which may impose significant voltage stress across the semiconductor switches and
induce higher dv/dt, if the conventional two-level converter bridges are used. In this
research, two three-level NPC switching poles will be used in the high-voltage side
of the developed TAB-NPC converter configuration. Thus, a five-level voltage waveform in the high-voltage bridge is produced, which leads to semiconductor switches
being exposed to only half of the DC bus voltage, resulting in lower dv/dt stress and
ameliorating converter efficiency.
As the integration of PV energy into the utility increases substantially, the efficient
energy conversion of the power converter has gained more attention. This research
incorporates a comparative power loss analysis between the developed TAB-NPC
converter and conventional TAB converter for dispatching solar PV power at 1-hour
increments for an entire day for a 1-MW grid-connected PV array. IGBT and silicon
carbide (SiC) MOSFET are the most popular semiconductor devices for multilevel
converter design and construction. Selecting the appropriate device for the selected
converter topology at different power specifications is also crucial for efficient and
reliable converter design. This study also analyses the multiport converter power
losses and resulting efficiencies with the above-mentioned semiconductor devices so
that an efficient converter topology could be obtained for hourly dispatching PV
power scheme.

4.1
4.1.1

Proposed Methodology
System Structure for PV Farm

The proposed PV-ESS system configuration is shown in Fig. 4.1. The PVES consists
of 1 MW PV arrays, a MPPT, and a unidirectional DC/DC boost converter. The
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Figure 4.1: Structure of the dispatching PV-ESS system.
HESS, which is comprised of a Li-ion battery and a SC, is connected to the PVES
in parallel, and each of the ESS is coupled to a bi-directional power converter. The
PVES and HESS are linked to the DC bus as a current source in this framework, and
the inverter regulates the DC bus voltage. Hence, controllable power flow is obtained
by managing current flow via power converters.
The actual solar irradiance, temperature, and wind speed data recorded at ORNL
on June 10th 2019 [178] are utilized to estimate dispatched power for an entire day on
the investigated dispatching horizon basis, and it is referred to as the PGrid,est . The
PGrid,est is determined by estimating the average power that the PVES can provide
for each dispatching period, and the solar farm (PVES and HESS) is responsible for
supplying this reference power to the utility. Here, three different dispatching horizons
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are investigated for the PGrid,est calculation, which are 30-minutes (Semi-hour), 1-hour
(Hourly), and 15-hour (Entire day), which is illustrated in Fig. 4.2. Also, Fig. 4.3
shows the PGrid,est profiles for each one-hour dispatching period corresponding to
the solar irradiance data at one sample/minute on July 16, 2019. The objective is to
investigate the effects of the dispatching horizon duration on the ESS cost assessment
for a dispatchable PV power scheme.
This study uses the ANN to estimate solar insolation one hour in advance, which
is suitable to describe the intermittent phenomenon of solar irradiance due to its nonlinear nature. In the MATLAB environment, a feed-forward seven-layer perceptron
ANN is used to forecast hourly solar insolation one hour ahead of time, where the
Levenburg-Marquardt algorithm is employed in training. The “tansig” and “logsig”
transfer functions are implemented at the hidden layer and output layer, respectively.
The following steps are taken into account to forecast PV insolation one hour ahead
of time using the ANN. (1) The hourly solar irradiance and the time of day index

Figure 4.2: Grid estimated power calculation on June 10, 2019.
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Figure 4.3: Grid estimated power calculation on July 16, 2019.
are utilized as inputs. (2) Hourly PV irradiance data recorded at ORNL from July
1, 2019, to July 15, 2019, is utilized for training the ANN model to estimate hourly
PV irradiance on July 16, 2019. (3) After training the ANN, the model is evaluated
to forecast the hourly PV insolation on July 16, 2019. (4) Finally, the ANN model’s
performance is measured by comparing forecasted solar irradiance data to historical
solar irradiance data in terms of Root Mean Square Error (RMSE), as shown in (4.1).
Table 4.1 presents the detailed specifications of the ANN model.

v
u
N 
2
u1 X
i,L
i,L
t
RM SE =
y − yr
N m=1 f

(4.1)

where yfi,L is the forecasted PV irradiance, yri,L is the actual PV irradiance, and N is
the total number of forecasting cases.
Here, the following steps are taken into account while determining the desired
PGrid,ref for each dispatching period. First, the mean operation technique is employed
to compute the PV power on an hourly basis, which is referred to as the PGrid,est .
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Table 4.1: ANN model specifications.
Parameter
Training function
Performance function
Number of layers
Number of hidden layers
Number of neurons in each layer
Activation function hidden layer
Activation function output layer
Epochs

Value
Trainlm
RMSE
7
5
[1 20 20 20 20 20 1]
Tansig
Logsig
1000

The primary SOC controller is then used to find the appropriate multiplication factor
in order to adjust the PGrid,est at the start of each dispatching period to achieve the
desired PGrid,ref , ensuring that the ESS bank’s SOC stays within an acceptable range.
Fig. 4.4 depicts the primary SOC controller in which the ANFIS is implemented to
calculate the appropriate multiplication factor for the PGrid,est . The multiplication
factor is directly tied to the ESS SOC at the end of each dispatching period, and it is
critical in ensuring that the ESS finishes with its starting SOC so that ESS expense
can be decreased. The ANFIS is trained using the MATLAB “Neuro-Fuzzy Designer”
tool, which generates a single output fuzzy inference system (FIS) and tunes the
system parameters using given input (ESS SOC) and output (multiplication factor)
training data. A combination of least-squares and back-propagation gradient descent
is used to model the training data set. The training data set and output of the ANFIS
are illustrated in Fig. 4.5 and Fig. 4.6, respectively, while considering the ESS SOC
as an input and the multiplication factor as an output.
The HESS power control framework is shown in Fig. 4.7. The discrepancy between
the P Grid,ref and the P PVES represents the P HESS,ref , as demonstrated in (4.2). In this
case, the P Grid is the combination of the PV output power and the HESS power, which
may be expressed as (4.3). The HESS is responsible for maintaining the P Grid either
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Figure 4.4: Block diagram of the primary SOC controller with ANFIS.

Figure 4.5: ANFIS training data set as a function of ESS SOC.
by supplying or absorbing the required power so that the P Grid is able to follow the
desired PGrid,ref in each dispatching period. In this research, the P HESS,ref is decoupled
by employing the LPF with a filter time constant of 30 s to provide high-frequency
components of power reference for the SESS and low-frequency components of power
reference for the BESS [165]. This type of frequency management technique assists
in extending the battery lifetime and reducing the overall system expenditure. In the
HESS scheme, the power converter connected to the ESS operates in a buck mode
when the ESS is charging and acts in a boost mode when the ESS is discharging.

PHESS,ref = PGrid,ref − PP V ES
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(4.2)

Figure 4.6: ANFIS output for ESS (from 60% SOC to 100% SOC).
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Figure 4.7: HESS power control framework for PV farm.

PGrid = PP V ES + PHESS

(4.3)

Another SOC control algorithm called secondary SOC control, as shown in Fig. 4.8,
is also employed to ensure that the ESS SOC remain within their optimal ranges.
Here, after seeking the optimal DOD usage for the ESS, the upper and lower bounds
of the ESS SOC are selected. Then, the secondary SOC algorithm utilizes a rulebased approach to prevent the ESS SOC from going above its upper bound (100 %
SOC) or going below its lower bound (optimal DOD level).
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Figure 4.8: Modified secondary SOC control algorithm.
4.1.2

Cost Optimization for HESS

The cost of the ESS is mostly determined by two factors, e.g., lifetime and the minimum capacity required of the ESS. The minimum capacity required for the ESS to
secure reliable dispatched power is the maximum discrepancy between the PGrid,ref
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and PV output power. Here, the capacity required for the ESS is computed by the
integrated ESS power profile with respect to time. First, the absolute maximum
amount of energy utilized by the ESS during each dispatching period is calculated
and compared. Second, the maximum of these maximums yields the minimum energy
capacity required for the ESS to successfully dispatch the PV power to the utility.

r
EESS

=

M ax
0≤t≤T

Rt
0

|PGrid,ref (τ ) − PP V ES (τ )| dτ
DODmax

(4.4)

r
is the ESS capacity, DODmax is the maximum DOD used by the ESS,
where, EESS

and T is the simulation time.
The ESS’s service life is mostly determined by the amount of DOD used and the
rate of change of the charging-discharging power. Fig. 3.7 depicts the relationship
between cycle life and DOD utilization for the Li-ion battery and SC [169]. As the
minimum capacity required and service life of the ESS are strongly related to its
DOD usage, it is extremely important to seek the proper value of DOD that yields
the least expensive ESS for dispatching the PV power. In this research, the 3rd order
polynomial curve fitting technique is executed to acquire the appropriate cost formula
for the ESS as a function of its DOD utilization, as shown in (4.5).

ESSCost,DOD (y) = Q1 y 2 + Q2 y + Q3

(4.5)

where Q1 , Q2 and Q3 are regression coefficients, and y is the DOD level utilized by
the ESS.
The total expense of the ESS is primarily comprised of its cycling and calendar
costs, and both of these expenses are taken into account while the ESS cost is explored
in this study. Here, the ESS cycling aging is calculated using [147], and the ESS
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calendar aging is computed using the degradation model described in [76]. The
normalized HESS cost per kWh is then determined considering both the battery
and SC expense utilizing the following formulas.

CHESS,cost =

EBESS × CBESS ESESS × CSESS
+
TBESS,lif e
TSESS,lif e

(4.6)

CHESS,cost
PP V × P VCF × T

(4.7)

CostN orm =

where E BESS and E SESS are the required capacity (kWh) for the battery and SC,
respectively, and C BESS and C SESS are the cost ($/kWh) for the battery and SC,
respectively. T BESS,life and T SESS,life represent the battery and SC’s expected lifetimes
while accounting for both cycling and calendar aging. P PV is the PV capacity (kW),
P V CF is the PV capacity factor (20% is assumed in this study), and T is the number
of hours in a year. The unit price of Li-ion battery and SC are considered to be
$271/kWh and $2500/kWh, respectively.

4.1.3

Techno-economic Optimization using HOMER Pro

In this study, three distinct system frameworks are studied for hourly dispatching
of PV power, i.e., (i) PV+BESS (battery-only scheme), (ii) PV+SESS (SC-only
scheme), and (iii) PV+HESS, and the techno-economic optimization of these system
architectures is evaluated using HOMER Pro. The HOMER Pro tool is designed and
developed by the NREL and is used to assess the economics and technical feasibility
of distributed generation applications. The HOMER Pro is an efficient application to
optimize small power systems using a variety of equipment options based on various
constraints and sensitivity levels [179].
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The optimization of the hybrid system is performed with the objective to minimize
total net present cost (NPCs) and levelized cost of energy (LCOE) to the system
constraints, such as the fulfillment of the PGrid,ref in each dispatching period so that
the unmet electrical load is found to be zero. The N P Cs and LCOE can be evaluated
in HOMER Pro using (4.8) and (4.9). The PV irradiance and the PGrid,est profiles
illustrated in Fig. 4.3 are fed in HOMER Pro as input for the PV and electrical load
data, respectively, and the load following dispatch strategy is employed. Here, the PV
irradiance and PGrid,est profiles are assumed to be the same for other days of the year
during the techno-economic optimization. The specifications of different components
exploited in this research for economic evaluation are summarized in Table 4.2 [180].

N P Cs =

Cannual
CRF (i, Tproject )

(4.8)

Cannual
Lprimary

(4.9)

LCOE =

where Cannual is the annualized total cost, i is the interest rate, Tproject is the lifetime
of the project, CRF (.) is the capital recovery factor, and Lprimary is the total primary
load.
Furthermore, the relationship between the cycle life and DOD usage for the Li-ion
battery is computed using (3.10), and the total number of charging-discharging cycles
as a function of the DOD for the SC is assumed to be constant (i.e., 500,000) since
Table 4.2: Summary of the PV system component specifications.
Parameter
Capital cost ($)
Replacement cost ($)
O&M cost ($/year)
Lifetime (years)

PV
1000
820
10
25
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Inverter
114
106
0
15

BESS
189
175
10
15

SESS
2500
2325
1
16

SC can be virtually charged-discharged an infinite number of times [170]. Fig. 3.7
demonstrates the relationship between cycle life and DOD usage for the Li-ion battery
and SC. These specifications of the ESS are also fed to the HOMER Pro during the
economic assessment.

4.2

Isolated Multiport Power Converter Interface

4.2.1

System Structure for PV Farm with TAB-NPC Converter

The TAB-NPC converter topology has been developed for a large scale PV-BESS grid
integration, as shown in Fig. 4.9. The developed converter has two low-voltage Hbridge ports to interface the PV and BESS (port 1 refers to the PV, Port 2 refers to the
BESS), and one high-voltage NPC-based H-bridge port for connecting high voltage
DC bus (2500 V is considered here). A three-winding high-frequency transformer
provides electrical galvanic isolation and matches the high voltage–low voltage ports
with its turn ratio. Each full bridge on the low voltage side operates at a fixed
switching frequency (5 kHz in this scenario) and a 50 % duty cycle.
A phase shift control is employed for controlling the power flow between the
ports of the three-port TAB-NPC DC-DC converter. The phase shift control is the
most straightforward technique, which is extensively implemented in the multiport
converters. The bidirectional power flow is executed by appropriate phase angles with
respect to the reference port, which is the PV connected port (i.e., port 1) in this
study. The MPPT controller is implemented to extract the maximum power from the
PV array, which sets one of the phase shifts, ϕ13 , between the reference port and port
3 (high-voltage side port). The phase shift between the BESS port and the reference
port is assumed ϕ12 , and the phase shift between the BESS port and the high-voltage
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Figure 4.9: Hourly dispatching PV system with the TAB-NPC converter.
side port is assumed ϕ23 . The power always flows from the voltage-leading bridge
to the voltage-lagging bridge with respect to the reference bridge in the TAB-NPC
converter architecture. In this research, a multilevel inverter is utilized to control
the voltage level at the DC-bus due to its high efficiency, low THD, and reduced
common-mode voltage.

4.2.2

TAB-NPC Converter Power Flow Control

The power flow from the low voltage side to the high voltage side is conventionally
controlled using the phase shift between the active bridges. In the developed converter configuration, the low voltage bridges are switched so as to produce a two-level
square waveform across the transformer, and a three-level NPC diode clamped bridge
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operates in the high voltage side. The modulation technique introduced in [181] for
2L-to-5L bridge voltages with an NPC-based secondary bridge is incorporated in this
study, which has the advantage of having a simple mathematical representation and
a minimum number of parameters to define the voltage waveforms and to control
the power flow through the multiport converter. The voltage waveform of the low
side and high side bridges across the multi-winding transformer is shown in Fig. 4.10.
These angles α, β are measured symmetrically at zero, π, and 2π within a switching
period. The phase-shift angle ϕ is independent of α, β and acts as the control parameter to control the power flow in the multilevel TAB-NPC converter. The average
power flow between low and high voltage bridges can be expressed as:


P =

VL VH
2πfs nLeq


γ

(4.10)

where VL is the low side bridge voltage, VH is the high side bridge voltage, fs is the
switching frequency, n is the transformer turns ratio, and Leq is the equivalent leakage
inductance between two bridges at the high frequency link.
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;

α<ϕ≤β
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2π



;

β<ϕ≤

(4.11)

π
2

Here, γ = γ13 and ϕ = ϕ13 when the power is transferred from the PV connected port
(i.e., port 1) to the DC bus connected port (i.e., port 3). On the other hand, γ = γ23
and ϕ = ϕ23 when the power is transferred from the BESS connected port (i.e., port
2) to the DC bus connected port (i.e., port 3).
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Figure 4.10: Voltage waveforms of the low voltage and high voltage side bridges.
4.2.3

Decoupled TAB-NPC Topology Analysis

In the TAB-NPC converter framework, it is evident that the inductor plays the role
of power transfer between two ports. The relationship between the transmission
power of the TAB-NPC converter port and phase angles is not very straightforward
because of strong coupling and non-linearity. The transmission path between every
two ports is the direct cause of the strong coupling of the TAB-NPC converter;
therefore, this coupling can be mitigated by cutting off one of the power transmission
paths. The power decoupling approach for the multiport converter proposed in [182] is
incorporated in this research. Here, when the leakage inductance connected to port
3 (i.e., DC bus port) is set to the minimal compared with the leakage inductance
connected to the other ports across the multi winding transformer, the coupling

143

L13'

L23'

1
VPV

Vdc

3

VBat

2
Port 1

Port 3

Port 2

(b)

(a)

Figure 4.11: (a) Equivalent circuit of decoupled TAB-NPC converter (b) Equivalent
topology diagram of TAB-NPC converter with three vertexes and two edges.
relationship between the port power and phase shift angle is significantly weakened,
which can be expressed using (4.12). The circuit diagram of the decoupling TAB-NPC
converter is shown in Fig. 4.11, where L13′ is the equivalent inductance between the
PV connected port and DC bus connected port, and L23′ is the equivalent inductance
between the BESS connected port and DC bus connected port.


P1 = P13 =

P2 = P23 =

V1 V3
2πfs nLeq



V2 V3
2πfs nLeq



γ13

γ23

(4.12)

P3 = −P13 − P23 = −P1 − P2

4.2.4

BESS Power Controller

As mentioned earlier, the MPPT controller is implemented to extract the maximum
power from the PV array, which sets one of the phase shifts, ϕ13 , between the reference

144

VPV
IPV

PGrid,ref

PBat,ref

+
-

PPVES

Φ13

MPPT

IBat,ref

х

+

÷
VBat

-

PI
Controller

Φ23

IBat

Figure 4.12: BESS power flow controller in TAB framework.
port and port 3. The phase shift between the BESS port and the reference port is
assumed ϕ12 , and the phase shift between the BESS port and the high voltage side
port is assumed ϕ23 . The BESS power control framework is shown in Fig. 4.12. The
reference power for the BESS (PBat,ref ) is the difference between the PGrid,ref and
PPVES . In this scheme, power always flows from the voltage-leading bridge to the
voltage-lagging bridge. Therefore, when the power generated by the PV is lower than
the grid reference power, the BESS acts in discharging mode, and ϕ12 leads the ϕ13 .
On the other hand, when the power generated by the PV is higher than the grid
reference power, the BESS acts in charging mode, and ϕ12 lags the ϕ13 . In this study,
PI controller is employed to determine the desired phase shift between the BESS port
and the reference port to regulate the system’s power injected into the utility grid.

BESS charging constraint, ϕ12 = ϕ13 + ϕ23

(4.13)

BESS discharging constraint, ϕ12 = ϕ13 − ϕ23

(4.14)
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4.2.5

TAB-NPC Converter Performance Analysis

The multiport converter is the most promising topology for grid-tied renewable energy
applications due to its several advantages. The conduction and switching losses of
the semiconductor devices are the dominant power losses in the power converter
operation. In this research, the power losses between the traditional TAB converter
and the developed TAB-NPC converter are investigated for the hourly dispatching
PV power architecture. Please note that only semiconductor losses are considered
for the efficiency analysis, and the transformer losses are ignored, assuming that
ultra-efficient Litz wires and nanocrystalline cores will be used for the transformer
windings and cores, respectively. Here, the MATLAB/SIMULINK thermal module is
utilized to explore the converter power losses. The power losses are computed based
on the thermal attributes of the semiconductor modules chosen for the simulation and
then imported into a thermal RC network of the power converter. Finally, thermal
blocks of the Simscape foundation library are employed to create an external thermal
network simulating the heat dissipated by the heat sink.
Currently, SiC devices are attracting wide attention for power electronic applications due to their extremely robust and stable behavior even at high frequency operations, high voltage ratings, and high operating temperatures. In particular, they
appear very promising in those applications where traditional silicon semiconductors
are affected by severe limitations such as energy storage devices, power converters for
renewable energy, and all those high-power applications operating at high temperatures or requiring high switching operations [183]. This research also investigates
the multiport converter power losses and resulting efficiencies with the IGBT and
SiC MOSFET semiconductor devices so that an efficient converter topology could be
obtained for hourly dispatching PV power scheme. Based on the voltage and current
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Table 4.3: Semiconductor devices specifications
Devices
IGBT
IGBT
SiC
Diode

Manufacturer
Parts No.
Rating
ABB
5SNE0800M170100 1700 V/ 800
Infineon
FD400R33KF2C
3300 V/ 400
Hitachi
MSM900FS17ALT 1700 V/ 900
Infineon
DD800S17H4 B2 1700 V/ 800

A
A
A
A

ratings across the semiconductor switches, the performance data and characteristic
curves in the datasheets of the semiconductor devices are utilized to extract the necessary output, and switching and output characteristic curves used to calculate the
converter losses are summarized in Table 4.3 [184], [185], [186], [187].

4.2.6

Multilevel Inverters

The circuit architecture of the 3L-INPCI is illustrated in Fig. 2.28. The clamping
diodes linked to the neutral point enable producing a zero-voltage level, with which
the three different output voltage levels are obtained. The 3L-TNPCI excludes the
clamping diodes from the topology, as shown in Fig. 2.29. The inner switches (S2 and
S3 ) are associated with the neutral point of the DC bus, blocking half of the DC-bus
voltage. Therefore, the breakdown voltage of inner switches (S2 and S3 ) can be half
of that with the outer switches (S1 and S4 ). In comparison with the 3L-INPCI, the
3L-TNPCI has the leverage of shorter commutation loops and reduced number of
switches due to no clamping diodes.
The total power losses of semiconductor devices in the inverters mainly consist of
two parts: conduction loss and switching loss. Here, the power losses of the 3L-INPCI
and 3L-TNPCI are analyzed and compared for hourly dispatching PV power scheme.
In this study, the power loss is analyzed by using the MATLAB/SIMULINK thermal
module. Based on the thermal characteristics of the IGBT modules selected for the
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simulation, both switching and conduction losses are calculated and imported into
a thermal RC network of the inverter. Thermal blocks of the Simscape foundation
library are then used to build an external thermal network simulating the heat dissipated by the heat sink. The IGBT module (Infineon FD400R33KF2C) datasheet
is utilized to extract the necessary output and switching characteristics curves to
calculate the inverter power losses [185].
Fig. 4.13 shows the control structure of the grid-connected inverter where the
grid synchronization to power flow management and PWM of the inverter is taken
place. This control framework utilizes an outer DC-link voltage control loop and an
inner current control loop to ensure decoupled regulation of active and reactive power
components. The grid voltage-oriented reference frame employed for transformations
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uses the phase angle provided by instantaneous voltage measurements. The voltage
control loop is responsible for regulating the DC bus voltage and providing the active
power current reference to the internal current loop. The current control loop, based
on the active power current reference and reactive power current reference (taken as
0 in this model, as the system only supplies active power to the grid), provides the
desired voltage reference signals. The desired voltage reference signals obtained from
the current controller are then utilized to generate PWM pulses for the semiconductor
switches in the inverter.
Furthermore, the design procedure of the LCL filter contemplated in Section 2.4.6
is adopted here, which is depicted in Fig. 4.14.

4.3
4.3.1

Simulation Results
Optimal Dispatch Scheduling

The 1-MW grid-connected PV array is developed in the MATLAB/Simulink environment to validate the performance and economic assessment of the HESS framework.
Fig. 4.15 and Fig. 4.16 illustrate the power profile of PGrid,ref , PGrid , PPVES , PBESS ,
and PSESS on June 10, 2019 for the entire day (15-hours) dispatching horizon and
semi-hourly (30-minutes) dispatching horizon, respectively. The combination of the
power of PV and HESS reflects the actual dispatched grid power (PGrid ), which is
supplied into the utility by the inverter. Here, the PGrid remains constant during
each specified dispatching horizon and successfully follows the desired PGrid,ref . This
attribute validates the fact that the HESS successfully absorbs or supplies the required power to supply the intended power to the utility from the intermittent PV
framework. Furthermore, a similar phenomenon is observed when the PGrid follows
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Figure 4.14: Design flowchart of the LCL filter.
the PGrid,ref at a one-hour dispatching period for the entire duration, which is defined
as an hourly dispatching scenario in this study. It is important to mention that the
solar farm framework demands a significant contribution from the HESS to successfully meet the desired PGrid,ref in the entire day dispatching horizon instance due to
the higher discrepancy between the PGrid,ref and PPVES . As a result, the required
HESS capacity increases substantially for the entire day dispatching horizon scenario
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Figure 4.15: Simulation results with entire day dispatching horizon considered.
as compared to the semi-hourly or hourly dispatching case.

Figure 4.16: Simulation results with semi-hourly dispatching horizon considered.

Here, the following steps are taken into account to seek the optimal value of DOD
that exhibits the least cost of ESS for dispatching PV power. (1) The simulations are
carried out with actual meteorological PV dataset (June 10, 2019) at different levels
of DOD utilization by the ESS, as documented in Table 4.4 for the hourly dispatching
case. (2) Then, the curve fitting strategy is utilized to develop the ESS mathematical
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Table 4.4: ESS cost comparison at different DOD levels.
DOD (%)
BESS cost (¢/kWh)
SC cost (¢/kWh)

20
2.34
15.52

40
2.04
7.76

60
2.12
5.17

80
2.33
3.88

100
2.40
3.10

expenditure equation as a function of its DOD usage, which best fits in a least-square
sense. The BESS and SC cost per kWh as a function of their DOD utilization after
employing the 3rd order polynomial curve fitting approach is shown in Fig. 4.17 for
the battery-only and SC-only operations in the hourly dispatching scenario. The
optimal value of DOD usage for the BESS is found to be around 44 %, whereas
full utilization (100 % DOD) of SC provides the optimal value of DOD usage for
the SESS in terms of the cost assessment. Since the SC can be charged-discharged
virtually an unlimited number of times, the capacity required for the SC becomes
minimum when it is fully exploited. It is noted that when the SC is fully utilized,
the resulting minimum capacity required may be insufficient to ensure enough charge
or discharge to successfully finish the entire dispatching period. Here, it was found
that approximately 50 % DOD usage for the SC can make sure that it has enough
capacitance to meet all of the charging-discharging requirements. Hence, SC DOD
usage is limited to 50 % here during the HESS cost investigation.
As previously stated, the battery and SC are utilized in the HESS architecture,
and the LPF is employed to allocate the power between them so that fast-changing
components of power are charged-discharged through the SC, and slow-changing components of power are charged-discharged through the battery. This technique helps to
significantly extend the BESS service life and substantially reduce ESS expenditure.
At the optimal DOD utilization, the estimated service life (in years) of the battery
is found to be around 4.4 in the battery-only scheme and approximately 7.1 in the
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Figure 4.17: ESS cost (¢/kWh) at different DOD levels with a curve fitting approach.
HESS (Battery + SC) framework in the case of an hourly dispatching scenario. As
a result, the HESS is more economical in comparison to using a battery-only for dispatching the PV power to the utility grid. According to the simulation results, the
HESS cost per kWh at the optimal DOD usage is found to be around 1.5 cents/kWh
in the hourly dispatching case, which is more cost-effective than the battery-only
or SC-only framework, as illustrated in Fig. 4.17. Even though the battery-only or
SC-only architecture can successfully follow the desired PGrid,ref in each dispatching
period, the HESS architecture seems to be cheaper for this application.
The cost optimization of the HESS is made as a function of DOD utilization levels
of the battery and SC in the HESS scheme. Fig. 4.18 and Fig. 4.19 illustrate the HESS
cost at various DOD levels of the battery and SC for the entire day dispatching and
semi-hourly dispatching horizon scenarios, respectively. The most cost-effective HESS
is found to be 1.3 cents/kWh when employing the semi-hourly dispatching case, which
is approximately 200 % and 16 % lower than the entire day dispatching and hourly
dispatching instances, respectively. The most optimal scaling of the battery and SC
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Figure 4.18: Entire day dispatching case: HESS cost as a function of DOD.

Figure 4.19: Semi-hourly dispatching case: HESS cost as a function of DOD.
in the HESS architecture is found to be 225 kWh and 20 kWh, respectively, with a
semi-hourly dispatching horizon approach for a 1 MW grid-connected PV array.
The authors in [163] studied one HESS for dispatching PV power to the utility, and
the HESS’s optimal cost was found to be around 1.9 cents/kWh for hourly dispatching
of PV power. However, optimal DOD usage for the ESS was not explored, which is
investigated in this research to evaluate the impact of the ESS DOD utilization in
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developing the cost-effective ESS for dispatching solar PV power scenario.

4.3.2

ESS Cost Investigation using HOMER Pro

Fig. 4.20 illustrates the power profile of PGrid,ref , PGrid , PPVES , PBESS , and PSESS for
hourly dispatching PV power scheme on July 16, 2019. The PGrid is the combination
of the power of PV and HESS, and the inverter supplies this power to the utility. In
each dispatching horizon, the PGrid remains nearly constant and closely follows the
intended PGrid,ref , which also verifies the proposed framework’s dispatch capability.
A similar phenomenon is realized when the BESS or SESS is employed as an energy
storage system, which is specified as a battery-only or SC-only scheme in this study.
In this study, the ANN has been simulated in the MATLAB environment. Fig. 4.21
shows the 1-hour ahead solar irradiance forecast on an hourly basis from 7 AM to
7 PM on July 16, 2019, using the ANN compared to the measured actual historical
solar irradiance data. The simulation result illustrates that the forecast values of the
ANN model reasonably match with the measured values, and the RMSE is found to be
around 6.3%. Moreover, the regression value is found to be close to 1, which indicates

Figure 4.20: Simulation results for 1-hour dispatching on July 16, 2019.
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Figure 4.21: Solar irradiance forecasting result using ANN.
good convergence between the forecasted and measured values of solar insolation.
Fig. 4.22 depicts the ESS SOC fluctuation on July 16, 2019, demonstrating the
proposed SOC controller’s effectiveness in guaranteeing that the ESS finishes each
dispatching horizon with its initial SOC. This type of SOC constraint is required
to predict the desired PGrid,ref , minimize ESS cost, and ensure the ESS has enough
capacity to function the following day. Fig. 4.23 presents the BESS SOC fluctuation
with and without the primary SOC controller. This verifies the SOC controller’s
effectiveness in ensuring the BESS finishes with its starting SOC, which is highly
desirable in developing the most cost-effective ESS for hourly dispatching PV power.
In the HOMER Pro platform, an economic comparison is carried out to select the
most techno-economically hybrid system for hourly dispatching PV power. Fig. 4.24
and Fig. 4.25 show the NPC of various components utilized in the hybrid system
for battery-only and SC-only scenarios, respectively. According to the HOMER Pro
results, the total NPC and LCOE are found to be $1,551,076 and 5.95 cents/kWh,
respectively, for the battery-only scheme, and the total NPC and LCOE are found to
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Figure 4.22: Simulation results of the ESS SOC on July 16, 2019.

Figure 4.23: Proposed primary SOC controller effectiveness on July 16, 2019.
be $2,654,416 and 10.19 cents/kWh, respectively, for the SC-only scheme. In both
scenarios, the annual electrical energy production of the hybrid system is found to
be around 2,335,492 kWh/yr with a 100 % RE fraction, and the unmet electrical
load is found to be very minimal, which also reflects the higher reliability of the
system. Here, the LPF is employed to decouple the power reference for the battery
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Figure 4.24: Cost summary for the battery-only scheme.

Figure 4.25: Cost summary for the SC-only scheme.
and SC in the HESS framework, as shown in Fig. 4.7. However, the HOMER Pro
simulation does not support this type of frequency management approach between
two ESS during the techno-economic optimization. Hence, the economic evaluation
of the HESS is not possible in the HOMER Pro platform.
The authors in [188] investigated a techno-economic evaluation of a hybrid system
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using HOMER Pro, and it was found that the most economical configuration has an
LCOE of approximately 14 cents/kWh. Here, the optimal LCOE (5.95 cents/kWh)
is found to be significantly lower when the electrical load/grid demand is modeled
utilizing the proposed dispatching strategy. This attribute demonstrates the superior
performance of the proposed dispatching technique over conventional strategies for
meeting the load demand from the intermittent PV framework.

4.3.3

TAB Power Converter Interface for the PV-BESS System

Simulations have been carried out in MATLAB/Simulink environment to justify the
performance of the developed TAB-NPC converter for the PV-BESS system structure.
The power profile data of 1 MW PV, BESS, PGrid , and PGrid,ref collected on June 30,
2019, is shown in Fig. 4.26. Here, the combination of the power of PV and BESS
reflects the PGrid , which is injected into the utility grid by the inverter. As shown
in Fig. 4.26, it is noticeable that the PGrid remains constant and successfully tracks
the PGrid,ref in each dispatching period. To sum, the BESS successfully absorbs or
supplies the required power for providing the desired power to the grid at a one-hour
dispatching period for an entire duration from the intermittent PV architecture.
For a better illustration of the BESS charging-discharging mechanism, the zoomed
version of the simulation results is shown in Fig. 4.27. Here, V11 is the reference
bridge voltage profile (PV connected port), V22 is the BESS connected bridge voltage
profile, and V13 is the high side bridge voltage profile referred to as the reference
bridge side. The power always flows from the voltage-leading bridge to the voltagelagging bridge with respect to the reference bridge in the TAB-NPC architecture.
Fig. 4.27 is presented here to justify this fact.
Fig. 4.28 shows the simulation results of power losses for the traditional TAB
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Figure 4.26: Simulation results for 1-hour dispatching on June 30, 2019.

Figure 4.27: BESS charging-discharging zoomed view.
converter and developed converter at different PV irradiance levels. It is observed
that the power losses of the developed TAB-NPC converter are lower at different
solar insolation than that of the traditional TAB one. Also, the developed TABNPC converter with SiC MOSFET devices performs slightly better in the power loss
reduction than the developed converter with IGBT devices. Furthermore, the power
losses of the switching devices are proportional to the magnitude of the converter
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Figure 4.28: Power losses comparison at different PV irradiance levels.
current. Therefore, it is expected that the maximum power losses incur at the highest
PV irradiance level, which is the 1000 W/m2 in this investigation. The presented
simulation result also validates this fact.
To further understand the converter performance, the efficiency of the traditional
TAB and developed converter are also compared at different solar irradiance levels.
The comparison of the efficiencies at different solar insolation for different topologies
of the power converter investigated in this research is demonstrated in Fig. 4.29. From
the simulation results, it can be verified that the developed converter is more efficient
than the traditional TAB converter under different solar insolation considered in this
study. It is also evident that the developed TAB-NPC converter with SiC MOSFET
devices exhibits superior performance than using the IGBT devices for megawattscale grid-connected PV arrays.
Fig. 4.30 shows the simulation results of power losses for 3L-INPCI and 3L-TNPCI
with SPWM at 2 kHz switching frequency for each dispatching period on July 20,
2019. It is observed that the power losses of the 3L-TNPCI are lower in each dis161

Figure 4.29: Efficiency comparison at different PV irradiance levels.

Figure 4.30: Comparison of power losses between 3L-TNPCI and 3L-INPCI.
patching period than that of the 3L-INPCI one. Furthermore, the power losses of the
switching devices are proportional to the magnitude of the inverter current. Therefore, it is expected that the maximum power losses incur at the highest grid demand
power, which is the 8th dispatching period in this investigation. The presented simulation result also validates this fact.
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To further understand the inverter performance in the hourly dispatching PV
power scheme, the power losses of the 3L-TNPCI and 3L-INPCI are also compared
at different switching frequencies. The comparison of the power losses at different
switching frequencies for 3L-TNPCI and 3L-INPCI on July 20, 2019 is demonstrated
in Fig. 4.31 and Fig. 4.32, respectively. From the simulation results, it can be verified
that the 3L-TNPCI is more efficient than the 3L-INPCI under different switching
frequencies considered in this study. In addition, the power losses that appeared
in the different semiconductor switches of the 3L-TNPCI Phase-A leg at 10 kHz
switching frequency for the 8th dispatching period are presented in Fig. 4.33
Fig. 4.34 compares the value of grid current THD between the two multilevel
inverter topologies on July 20, 2019. It shows that increasing the switching frequency
will significantly decrease the THD (in percentage), while the inverter switching losses
will inevitably increase. It is also evident that the 3L-TNPCI performs slightly better
in terms of grid current THD reduction than the 3L-INPCI. This THD comparison
also justifies the effectiveness of the LCL filter compiles with the IEEE 1547 standard
for the grid-connected PV system.

Figure 4.31: Power losses of 3L-TNPCI at different switching frequencies.
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Figure 4.32: Power losses of 3L-INPCI at different switching frequencies.

Figure 4.33: Power losses breakdown in Phase-A leg of the 3L-TNPCI.

Figure 4.34: THD comparison of the inverters at different frequencies.
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4.4

Summary

In this chapter, the proposed PV-HESS framework can dispatch power at any intended dispatching horizon. Besides, the life cycle cost of the ESS is optimized as
a function of its DOD utilization, and economic comparison is presented to evaluate the impact of dispatching horizon selection on ESS expenditure estimation. The
machine learning strategy ANN is also implemented to predict the solar insolation
1-hour ahead of time to predict the PV output power. Moreover, the effectiveness
of the proposed SOC controller in the grid reference power estimation is explored
in this research to make the system more practical. Based on the NPC and LCOE,
an economic comparison is investigated in the HOMER Pro environment, and it is
found that the battery-only scenario is more economical than the SC-only scenario
for hourly dispatching PV power scheme.
The developed TAB-NPC DC-DC converter is an attractive solution for integrating a large-scale PV-BESS into the grid, which has the advantages of high efficiency,
flexible control for power flow, and high voltage operation with lower voltage rated
devices. The power losses of the 3L-TNPCI and 3L-INPCI are also analyzed and
compared, which shows that the losses of the 3L-TNPCI are lower for hourly dispatching PV power scheme. Besides, this chapter systematically studied the optimal
design of an LCL filter for the grid-connected PV system.

Copyright© Pranoy Roy, 2022.
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Chapter 5 Economic Dispatch Analysis of Wind Power Integration into
Utility with Battery-Supercapacitor Hybrid Energy Storage System

This chapter demonstrates an effective dispatching scheme of utility-scale wind power
at one-hour increments for an entire day with a hybrid energy storage system consisting of a battery and a supercapacitor. Accurate forecasting of wind power is crucial
for generation scheduling and economic operation. Here, wind speed is predicted
by one hour ahead of time using a multilayer perceptron Artificial Neural Network,
which exhibits satisfactory performance with good convergence mapping between input and target output data. Furthermore, an adaptive neuro-fuzzy inference system
is employed to devise a state of charge controller to accurately estimate the PGrid,ref
for each one-hour dispatching period. This type of desired PGrid,ref estimation is critical to ensure the energy storage system completes each dispatching period with its
starting SOC and has adequate capacity available for next-day operation. Also, the
PSO technique is implemented to optimize the life cycle cost of the ESS based on its
depth of discharge usage, which is vital for minimizing the cost of a dispatchable wind
power scheme. The actual wind speed data of four different days as a representative
of each season recorded at ORNL are utilized in the simulations to provide a realistic
economic assessment for dispatching the wind power.
As a fast-growing RE source, wind energy has been playing an increasingly important role in power generation [189], [190]. With the output of the WT significantly
dependent on natural and meteorological conditions, its output power exhibits highly
intermittent characteristics. Therefore, the WT output can potentially vary between
zero and the maximum available power. As a result of the fluctuating nature of the
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resource, the WT is classified as a non-dispatchable energy source, which means there
is no guarantee that the expected amount of power will be available on-demand for
a specified period of time.
Every country has its own grid connection requirements specified by the transmission system operator. As a result, grid operators must comply with these grid
regulations, particularly on voltage and frequency variations, and active and reactive
power responses and control. Also, due to the considerable penetration of RE in the
utility, grid operators are increasingly concerned about over-generation and curtailment. Hence, RE plant operators will be pressured to maintain a consistent power
dispatch, similar to what conventional fossil fuel power plants have done.
In this chapter, wind power is dispatched on an hourly basis using the batterysupercapacitor HESS, which can exploit technical advantages of both the battery and
the SC ESS medium. Furthermore, an economic evaluation associated with the HESS
is presented. The contributions of this chapter can be summarized as below:
• Implementing the ANN to predict the wind speed one-hour ahead of time.
• Developing an ANFIS based primary SOC controller to compute the desired
PGrid,ref for each dispatching period.
• Optimize the ESS life-cycle cost by employing the PSO technique to determine
the optimal DOD usage.
• Detailed investigations of the annual ESS life-cycle cost, including the actual
WT speed data of four different days, representing each season.
The rest of this chapter is organized as follows: The methodology and control techniques utilized for hourly dispatching of the WT power are contemplated in Section
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5.1. Section 5.2 verifies the effectiveness of the proposed methodology and control
methods through simulations. A comparative study of the ESS for dispatching WT
power is contemplated in Section 5.3. Finally, the summary of this chapter is summarized in Section 5.4.

5.1
5.1.1

Proposed Methodology for WT Farm
System Architecture of WES

The WES is comprised of a 1.5 MW direct-drive three-phase permanent magnet
synchronous generator coupled to the WT, a pitch angle controller, and a rectifier,
as shown in Fig. 5.1. The WES and HESS are connected in parallel, and each ESS
is connected to a bi-directional power converter. The WES and HESS are parallelly
associated with the capacitor bank that serves as the DC bus, which is then linked to
a multilevel inverter with improved output voltages. In this framework, the inverter is
responsible for maintaining the desired DC bus voltage, and the WES and HESS are
connected to the DC bus as current sources, which allows achieving controllable power
by regulating the current flow through power converters. An LCL filter is also used for
superior harmonic attenuation and greater efficiency. The control methodology and
associated power flow equations of the WT contemplated in [191] are incorporated in
this study.

5.1.2

Wind Speed Forecasting

This research predicts wind speed 1-hour in advance using the ANN, which is well
suited to describe the intermittent nature of wind, considering its non-linear nature.
Furthermore, the ANN exhibits superior performance in handling noisy data and
non-iterative, speedy computation in the prediction task once the ANN is success168
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Figure 5.1: Hourly dispatching wind turbine framework.
fully trained [192]. A feed-forward seven-layer perceptron ANN is implemented in
MATLAB environment to predict the hourly wind speed one-hour ahead of time.
The Levenburg-Marquardt algorithm is used in training. The “tansig” and “logsig”
transfer functions are used at the hidden layer and output layer, respectively. The
detailed specifications of the ANN model utilized are presented in Table 4.1. There
is no established guidance in the literature on how to select the optimal parameters
of the ANN model, such as the number of hidden layers, the number of neurons in
each layer, and epochs. However, it is a common practice to keep the numbers as low
as possible to ensure simplicity and robustness of the model. Here, simulations were
carried out with different combinations/configurations of the ANN model, and the
best results were obtained with the ANN model specifications that are documented in
Table 4.1. The real wind data speed recorded at ORNL is utilized in this study [178].
The wind speed varies from season to season, so the wind speed is forecasted by
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selecting four days corresponding to each season, namely January 16, 2019, April 16,
2019, July 16, 2019, and October 16, 2018. The following steps are considered to
predict the wind speed one-hour in advance using the ANN. (1) The hourly wind
speed, the season of the year index, and the time of day index are used as inputs.
(2) Hourly wind speed data recorded at ORNL from January 1, 2019, to January 15,
2019, is used for training the ANN model to predict hourly wind speed on January
16, 2019. (3) After completing the training, the ANN model is tested to predict the
hourly wind speed on January 16, 2019. (4) Finally, the forecasted wind speed data
is compared with historical wind speed data in terms of RMSE, as illustrated in (5.1),
to measure the performance of the ANN model. Likewise, the hourly wind speed for
other selected days is predicted 1-hour ahead of time.

v
u
N 
2
u1 X
i,L
t
yfi,L
−
y
RM SE =
rw
w
N m=1

(5.1)

i,L
where yfi,L
w is the forecasted WT speed, yrw is the actual WT speed, and N is the total

number of forecasting cases.
In addition to wind speed data, when other atmospheric variables such as temperature, pressure, wind direction, moisture content, rainfall, and turbulence intensity of
wind are incorporated as inputs to the training of an ANN model for forecasting the
wind speed, the performance of the ANN model might be enhanced. However, adding
more input parameters to the ANN would increase the complexity of the model and
time required for processing and training. In this research, the reported ANN model
provides a comparative result compared to [193] to predict the wind speed one-hour
ahead of time by using a relatively small set of historical hourly wind speed data
as well as a smaller number of input parameters for training the model, which also
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significantly reduces the model complexity and computational burden.

5.1.3

Grid Reference Power Calculation

As indicated before, the ESS capacity and service life are strongly related to the
amount of power transferred in and out of the ESS, which is largely determined by
the characteristics of the WT output power. Since the output power of the WT substantially depends on the wind speed, this study selected the highest windy day to
calculate the PGrid,ref in order to get the worst-cost scenario about the ESS expenditure. The actual peak wind speed data recorded at ORNL at one sample/minute on
January 20, 2019 (winter season), April 26, 2019 (spring season), July 21, 2019 (summer season), and October 31, 2019 (fall season) is collected to use in this research
to compute the PGrid,ref for each dispatching horizon for an entire day [178]. Four
different days are chosen to reflect each season of the year. The following steps are
considered for computing the desired PGrid,ref for each dispatching period. First of all,
the PGrid,est for each 1-hour dispatching period is determined by averaging the WT
power on an hourly basis. Then, the primary SOC controller is implemented to seek
the appropriate multiplication factor in order to adjust the PGrid,est at the beginning
of each dispatching period to obtain the desired PGrid,ref , which will guarantee the
ESS bank’s SOC remains within a desirable range.
The primary SOC controller is illustrated in Fig. 4.4. Here, ANFIS is utilized to
determine the suitable multiplication factor to the PGrid,est , where the multiplication
factor is directly correlated to the ESS SOC at the end of each dispatching period.
This multiplication factor plays an important part in ensuring that the ESS finishes
with its starting SOC, so that the ESS expenditure can be reduced. The MATLAB
“Neuro-Fuzzy Designer” tool is used to train the ANFIS, which generates a single
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Figure 5.2: HESS power control framework for WT farm.
output FIS and tunes the system parameters utilizing the specified input (ESS SOC)
and output (multiplication factor) training data. Modeling the training data set is
done using a combination of least-squares and back-propagation gradient descent.
Considering the ESS SOC as an input and the multiplication factor as an output, the
training data set and output of the ANFIS are illustrated in Fig. 4.5 and Fig. 4.6,
respectively.

5.1.4

Control and Sizing of HESS

Fig. 5.2 shows the HESS control architecture, where the PHESS,ref is the difference between the PGrid,ref and PWES . The LPF with a filter time constant of 48 s is employed
to allocate the PHESS,ref between the battery and SC [191]. Using this frequency management technique, high-frequency power components are charged and discharged by
the SC, while low-frequency power components are charged and discharged via the
battery, thereby extending battery service life and lowering overall system expense.
The secondary SOC control, as shown in Fig. 4.8, employs a rule-based method to
prevent the ESS SOC from exceeding its upper bound (100 % SOC) or going below
its lower bound (optimal DOD level).
The maximum difference between the PGrid,ref and PWES results in the ESS capacity required to satisfy the grid demand for an entire day. By integrating the ESS
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power profile with respect to time, the ESS capacity is determined. At first, the
absolute maximum amount of energy used by the ESS during each dispatching period is determined and compared. Then, the maximum of these maximums provides
the energy capacity that the ESS needs to dispatch WT power successfully. Finally,
(5.4) is employed to take into account the DOD utilization by the ESS in its needed
capacity computation.

Z

t

|PGrid,ref (τ ) − PW ES (τ )| dτ

EESS (t) =

(5.2)

0

r
AX
EESS
=M
0≤t≤T [EESS (t)]

CESS =

r
EESS
DODmax

(5.3)

(5.4)

where, CESS is the ESS required capacity, DODmax is the maximum DOD utilization,
and T is the simulation time.

5.1.5

Cost Optimization for ESS

The charging-discharging rate and DOD utilization are the primary factors determining the ESS service life. Fig. 3.7 shows the number of charging-discharging cycles as
a function of DOD usage for the Li-ion battery and SC.
The expenditure associated with the ESS is related to its capacity and lifetime,
which may be stated as (5.5). Detailed explanations with required mathematical
formulas for calculating the ESS capacity and the ESS lifetime are documented in
Section 5.1.4 and Section 5.1.6, respectively. It is evident that the ESS capacity and
lifetime are strongly dependent on its DOD utilization levels. For instance, deeper
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discharge of the Li-ion battery reduces its required capacity, but at the same time,
the battery service life is also reduced. Therefore, it is recommended to select the
optimal DOD, which can provide the most economical ESS for dispatching the WT
power. Here, the contemporary PSO technique is implemented to find the optimal
DOD in order to reduce the ESS expenditure. The optimization is performed with
the objective to minimize the ESS cost to the constraints, i.e., (i) the ESS SOC
remains within the lower bound (0 % SOC) and upper bound (100 % SOC), and (ii)
the ESS successfully satisfies its reference power in each dispatching period. These
constraints are also documented in (5.6) and (5.7). After finding the optimum DOD
level for the ESS, the secondary SOC controller is responsible for maintaining the
ESS SOC within a desirable range. Also, the various combinations of the battery
and SC DOD usage levels in the HESS architecture are explored to realize the most
economical ESS for dispatching the WT power.

ESS Cost =

ESS Capacity
ESS Lif etime

(5.5)

SOCLower bound ≤ SOC ≤ SOCU pper bound

(5.6)

PESS = PESS,ref ; PGrid,ref = PW ES + PESS

(5.7)

The contemporary PSO strategy is incorporated for its several advantages, e.g.,
higher convergence speed, simple and easy implementation, effective in global search,
insensitive to scaling of design variables, and no overlapping or mutation computation
[194], [195]. The mathematical model of the contemporary PSO can be expressed as
follows:
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Vik+1 = χ[Vik + C1 rand1 × (pbesti − Sik ) + C2 rand2 × (gbest − Sik )]

Sik+1 = Sik + Vik+1

χ=

2
p
2 − ϕ − ϕ2 − 4ϕ

(5.8)

(5.9)

(5.10)

where the optimization parameters utilized in the above mentioned equations are
documented in [194].

5.1.6

Cost Calculation for ESS

The overall cost of the ESS includes its capital (Scap ), power conversion (Sconv ),
operation and maintenance (SO&M ), and replacement (Srep ) expenses, which can be
determined by using (5.11). The ESS capital cost is calculated by taking into account
both cycling and calendar aging expenditure.

SESS,T otal ($) = Scap + Sconv + SO&M + Srep

(5.11)

Scap = SESS,cycling + SESS,calendar

(5.12)

The BESS charging-discharging characteristics are utilized to compute the equivalent service life of the battery (Tbat,z ) since the charging-discharging cycles of the
battery are demonstrated to be irregular in the WT scheme.

Tbat,z =

X
j∈Ts

Csj
CBESS × DOD
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(5.13)

where CBESS is the BESS required capacity, Csj is the total charged or discharged
energy, and Ts is the simulation period.
Equation (5.14) is employed to calculate the expected service life of the BESS
(Tbat,lif e ), where Tbat,n is the total number of cycles at the specific DOD provided by
the manufacturers.

Tbat,lif e =

Tbat,n
× Ts
Tbat,z

(5.14)

Then, the cycling cost of the BESS (SBESS,cycling ) is calculated by using (5.15).

SBESS,cycling =

CBESS × Yb
Tbat,lif e

(5.15)

where Yb is the BESS capital cost ($/kWh). Likewise, the SESS cycling expense
(SSESS,cycling ) is computed.
The calendar cost of the battery (SBESS,calendar ) is calculated utilizing the degradation model proposed in [77], as shown in (5.16). The lithium-ion battery efficiency
(m) is assumed to be 92% in this study.

CBESS,calendar =

Yb
Tbat,n × 2 × DOD × CBESS × m2

(5.16)

Ref. [78] is employed to compute the SC lifetime reduction due to its degradation
properties, and the calendar aging cost for the SC is determined by using following
formulas.
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1
TSC,calendar

=

1
TSC,lif e



θc − θcref
× exp ln (2)
θ0
(5.17)




V − V ref
× exp ln (2)
+K
V0


SSESS,calendar =

CSESS × Ys
TSC,calendar

(5.18)

where CSESS is the SESS capacity (kWh) and Ys is the SESS capital cost ($/kWh).
The SC aging parameters are documented in [78].
The power conversion expenditure of the ESS (Sconv ) is evaluated as follows:

Sconv =

PESS × PESS,conv
TESS,lif e

(5.19)

where PESS is the ESS required power capacity in kW, PESS,conv is the power conversion expense ($/kW), and TESS,lif e is the lifetime of the ESS considering both cycling
and calendar aging. Similarly, SO&M is computed for the ESS.
The Srep expenditure for the ESS is determined utilizing the methodology described in [161]. The capacity recovery factor (CRF ) is computed using (5.20), where
I is the interest rate assumed to be 8.5 % and TW F is the WT life span considered to
be 20 years. Equation (5.21) is used to evaluate the replacement cost for the battery
(Srep,bat ), where M is the number of times the BESS is required to be replaced during
the WT lifetime. Likewise, the replacement cost for the SC is determined.


I × (1 + I)TW F
CRF =
[(1 + I)TW F − 1]

Srep,bat = (Yb × CBESS

M h
i
X
× CRF ) ×
(1 + I)−N ×Tbat,lif e
N =1
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(5.20)

(5.21)

Finally, the normalized HESS cost per kWh is computed utilizing the following
formulas, taking into account the capital, power conversion, operation & maintenance
(O&M), and replacement expenditures associated with the ESS.

SHESS ($) = SBESS,T otal ($) + SSESS,T otal ($)

HESSN orm,Cost =

PW T

SHESS
× W TCF × T

(5.22)

(5.23)

where P WT is the WT capacity (kW), W T CF is the WT capacity factor (35% is
considered), and T is the number of hours in a year. Table 5.1 shows the price
information associated with the ESS utilized in this research [171]. The high-level
representation of the proposed methodology is also illustrated in Fig. 5.3.

5.2

Simulation Results

The hourly dispatching WT farm is developed and simulated in the MATLAB/Simulink
platform. Furthermore, the power converter interface and associated control algorithms are modeled and studied in order to justify the performance and economic
analysis of the grid-connected WT-HESS scheme.
Fig. 5.4 illustrates the power profile of PGrid,ref , PGrid , PWES , PBESS , and PSESS on
January 20, 2019. The WES and HESS combined power constitutes the PGrid , and the
Table 5.1: BESS and SESS cost information.
Parameter
Capital cost
Power conversion system
O&M-Fixed
O&M-Variable

BESS
189 ($/kWh)
211 ($/kW)
10 ($kW-year)
3 ($kWh)
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SESS
2500 ($/kWh)
211 ($/kW)
1 ($/kW-year)
3 ($/kWh)

Start
Input: Wind speed data
(Real or Prediction)
PGrid,ref calculation: Primary SOC
controller (Fig. 4.11)
ESS Sizing: Equations (5.2)-(5.4)
No
PSO objective function and
constraints satisfy?

Yes
Secondary SOC controller
implementation (Fig. 4.4)
ESS cost calculation (Section 5.1.6)

End

Figure 5.3: Overall workflow of the proposed methodology.
grid-connected converter provides PGrid to the utility. In each dispatching period, the
PGrid remains steady and follows the desired PGrid,ref . This confirms that the HESS
effectively absorbs or supplies the required power to supply the intended power to
the grid in each dispatching period from the highly intermittent WT framework.
Furthermore, a similar phenomenon is observed regarding the tracking capability of
the WT farm (WES + ESS) to the desired PGrid,ref on an hourly basis when the battery
or SC is integrated instead of HESS in the ESS architecture, which is defined as a
battery-only or SC-only scenario in this research. Also, the error percentage between
the PGrid,ref and the PGrid is computed using (3.25), which is also depicted in Fig. 5.5,
in order to assess power quality. In each dispatching horizon, the PGrid follows the
PGrid,ref closely; hence the undesirable deviation is observed to be exceedingly low.
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Figure 5.4: WT farm 1-hour dispatching results on January 20, 2019.

Figure 5.5: Histogram error results on January 20, 2019.
This attribute reflects the proposed architecture’s (WES + ESS) dispatch capability.
Fig. 5.6 illustrates the ESS SOC fluctuation on January 20, 2019, indicating the
effectiveness of the primary SOC controller in ensuring that the ESS completes each
dispatching horizon with its initial SOC. Such an SOC restriction is demanded to
predict the desired PGrid,ref , minimize the ESS cost, and guarantee the ESS has suf180

Figure 5.6: The ESS SOC variation profile on January 20, 2019.

Figure 5.7: Proposed primary SOC controller effectiveness on January 20, 2019.
ficient capacity to operate for the next day. The BESS SOC fluctuation with and
without the primary SOC controller is also depicted in Fig. 5.7. This justifies the
effectiveness of the SOC controller to ensure the BESS finishes with its starting SOC,
which is highly desirable in developing the most economical ESS for this application.
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The BESS and SESS expense as a function of their DOD utilization for the
battery-only and SC-only operations on October 31, 2019, is illustrated in Fig. 5.8.
After implementing the contemporary PSO, the optimal value of DOD usage for the
BESS is found at 44 %, where the BESS cost is found to be around 2.7 ¢/kWh.
However, full utilization (100 % DOD) of the SC provides the optimal value of DOD
usage for the SC in terms of the cost assessment. Because the SC may be charged and
discharged nearly indefinitely when it is completely exploited, the capacity needed
for the SC is reduced to the minimum. It is noted that when the SC is fully utilized, the resulting minimum capacity required may be insufficient to ensure enough
charge or discharge to successfully finish the entire dispatching period. Here, it was
found that approximately 50 % of DOD usage for the SC can make sure that it has
enough capacitance to meet all of the charging-discharging requirements. Hence, SC
DOD utilization is limited to 50 % during the SC cost investigation. At 50 % DOD
utilization, the optimal cost of SESS is found to be approximately 5.9 ¢/kWh.
Here, the annual ESS cost is calculated by the weighted average of the four differ-

Figure 5.8: BESS and SESS cost (¢/kWh) at different DOD levels with WT farm.
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ent seasons’ ESS expenditure. The ESS expenditure comparison among various ESS
frameworks considered in this study, i.e., battery-only, HESS with 48 s LPF time
constant, and SC-only, is documented in Fig. 5.9. The optimal DOD utilization for
the battery and 50 % DOD usage for the SC in the HESS framework are considered
during this economic comparison. The HESS with 48 s LPF time constant provides
the most competitive cost per kWh, which is approximately 2.2 ¢/kWh annually. It
is also noticeable that the HESS scheme outperforms both battery-only and SC-only
architectures considerably.
The various combinations of the SC and battery DOD utilization levels in the
HESS framework are also explored to get a better idea of the HESS expenditure
aspect. The HESS cost at various DOD levels of the battery and SC on January
20, 2019, is illustrated in Fig. 5.10. The objective is to investigate the effects of the
combinations of the battery and SC DOD usage levels on the economic perspective of
the HESS framework. The lower DOD utilization combination of the SC and battery
in the HESS architecture significantly increased the overall HESS expenditure. As

Figure 5.9: Annual ESS cost (¢/kWh) comparison with WT farm.
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Figure 5.10: HESS cost as a function of DOD utilization on January 20, 2019.
the ESS capacity is directly related to its DOD utilization, the sizing of the HESS
for any specific application can be made by exploring the optimal combinations of
the battery and SC DOD usage levels, which significantly reduces system cost. Here,
the optimal combination of DOD usage levels for the battery and SC, which is 44
% DOD utilization for the battery and 50 % DOD usage for the SC, is selected to
design the most economical HESS architecture for dispatching the WT power.
The battery service life comparison with and without the SC in the ESS architecture is presented in Fig. 5.11. In this battery lifetime comparison, optimal
DOD utilization for the BESS is considered. The high-frequency power components
charged-discharged by the BESS are considerably reduced when the SC is part of
the ESS framework. Hence, the battery service life increases significantly. Since the
BESS life cycle cost is inversely proportional to its lifetime, the HESS appears to be
more economical than the battery-only scheme for hourly dispatching of WT power.
Fig. 5.12 shows the 1-hour ahead WT speed forecast on an hourly basis on January 16, 2019 (top) and April 16, 2019 (bottom), using the ANN compared to the

184

Figure 5.11: Battery service life (in years) comparison.

Figure 5.12: Hourly wind speed forecasting results using the ANN method.
measured actual historical wind speed data. The simulation results demonstrate that
the forecast values of the ANN model reasonably match the measured values, and
the RMSE is found to be around 10 %. A similar trend is observed while forecasting
hourly WT speed data on July 16, 2019, and October 16, 2018. Therefore, it can be
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concluded that the simulated ANN shows good convergence between the forecasted
and measured values of hourly wind speed data.

5.3

Comparative Study on ESS Cost

According to [196], the average cost of producing electricity at thermal power plants
ranges between 5 ¢/kWh and 10 ¢/kWh, whereas onshore wind farms cost between
6 ¢/kWh and 15 ¢/kWh. Here, the annual HESS expenditure is found to be approximately 2.2 ¢/kWh for hourly dispatching of WT power while selecting four different
days with significant wind variability as a representative of each season. Typically,
the levelized cost of energy for WT is between 3 ¢/kWh to 5 ¢/kWh [197]. Hence,
the WT-HESS architecture with the proposed hourly dispatching scheme could be
an appealing alternative type of reliable power generation, particularly in areas with
abundant wind resources.
This study attempted to compare the expenditure associated with the HESS for
hourly dispatching WT power scheme with existing literature. Nevertheless, to the
best knowledge of the author, no prior studies explored the HESS expense for dispatching the WT power on an hourly basis. Nonetheless, one HESS is studied in [165]
for hourly dispatching solar PV power to the utility, and the cost associated with
HESS for this purpose was found to be around 1.5 ¢/kWh. As the WT power is inherently more intermittent in nature than the solar PV power, the required chargingdischarging cycles of the HESS are expected to be substantially increased to track
the desired PGrid,ref in each dispatching period in the WT-HESS framework. As a
result, higher HESS costs will be incurred in the WT architecture. Furthermore, the
replacement and calendar aging expenditures related to the ESS were not taken into
account during the ESS cost assessment in [165].
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In [76], the ESS life cycle cost was compared to smooth out the power produced
by the wave energy converter in order to satisfy the flicker constraint. However, the
goal was to smooth out the RE power rather than dispatch RE power, as explored
in this study. The proposed dispatching strategy demands a significant contribution
from the ESS to meet the load demand in each dispatching period, resulting in higher
capacity and lower service life due to the higher number of charging-discharging cycles
in comparison with the flicker constraint technique. As the ESS expense mainly
depends on its required capacity and lifetime, the ESS life cycle cost evaluation
between the dispatching strategy and flicker constraint technique may not provide
sufficient information to perform a like-for-like comparison.

5.4

Summary

This chapter has proposed and demonstrated an hourly dispatching scheme for WT
power. Employing the proposed methodology, the WT farm (WES+ESS) can successfully dispatch a pre-determined constant power hourly with an error of less than
1 %. Furthermore, an ANN based algorithm is implemented to predict the wind
speed 1-hour ahead of time to predict the WT output power. Besides, the primary
SOC technique is employed to estimate the desired PGrid,ref , which helps to improve
the system reliability and reduce the system expenditure. The effectiveness of the
primary SOC control strategy is thoroughly investigated to design the most economical ESS for an hourly dispatching WT power scheme. The ESS life cycle cost is
optimized based on its DOD usage using an advanced optimization approach. The
HESS is found to be the most cost-effective (2.2 ¢/kWh annually) ESS for hourly
dispatching of WT power. At the optimal configuration, the HESS expense per kWh
is also more economical than the battery-only or SC-only scenarios.
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Even though decentralized ESS, which can help reduce transmission losses, is
considered during this investigation, the proposed methodology is suitable for both
centralized and decentralized ESS. The objective is to present the worst-case scenario
of the ESS expenditure for hourly dispatching of WT power. Therefore, the highest
wind variation day for each season is selected to compute the expenditure associated
with the ESS for successfully dispatching WT power on an hourly basis.
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Chapter 6 Hardware-in-loop Experimental Verifications for Hourly
Dispatching Wind-Solar Power with Battery Energy Storage

The Hardware-in-Loop (HIL) technique allows to reproduce the behavior of a dynamic
system in real time. This quality makes HIL a useful tool in the controller validation
process and is widely used in multiple areas. This chapter presents a Control-HIL
(CHIL) based test system for testing the proposed BESS controller for dispatching
the WSHPS power. With the CHIL, the actual controller used in the real hardware
system can be tested for its operation with a simulation based WSHPS. The CHIL
has been used to validate the proposed BESS controller performance under various
conditions of the BESS charging-discharging for maintaining the desired PGrid,ref . For
the CHIL, the WSHPS farm is modeled in the RTDS and the BESS controller is
designed in the DSP. Here, the power converter coupled to the BESS is controlled
by the DSP, which is connected between the GTAO card and the GTDI card in the
RTDS interface circuit boards.
Real time power system simulators provide continuous, actual real time, Electromagnetic Transient (EMT) simulation results. It is essential to use EMT simulations
in order to obtain instantaneous results when testing protection, control, and power
equipment. In the early 1990s, RTDS Technologies Inc. released the first commercial
real-time EMT simulator. These simulators’ hardware and software have experienced
numerous upgrades over the years, increasing their performance and broadening their
scope of applications [198]. The RTDS simulator is being used to research various
aspects of the electric power system, as well as to develop and test new equipment to
be deployed in power systems. The growing need for RE sources and their integration
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into the existing grid, in particular, highlights the importance of reliable real-time
simulation models. These models enable the network operator to assess all of the
aspects presented by the integration or linked with the RE source controllers.
As RTDS solves the power system equation at high speeds, it can produce output
conditions that accurately reflect actual power grid conditions. In general, RTDS
consists of both hardware and software. The RTDS hardware consists of processing
and communicating cards that are put into the device and attached to a common plate
situated in the RTDS’s rear. The parallel processing architecture of the processing
cards is specifically designed to simulate with one or more processors for the equation
solution for the power system and its constituent parts. The communicative cards
handle communication between RTDS and its software, which is installed on the
guest machine. Additional dedicated interface cards in RTDS enable physical and
logical connections between simulated power systems and actual devices. The RTDS
software, known as RSCAD, has a graphical user interface and enables users to create,
compile, run, and examine simulation instances. This software includes a large library
of power system components, control, and automated protection systems, as well as a
user-friendly interface, making the assembly and analysis of a wide range of AC and
DC systems easier and more integrated. Users can create a model of the power system
using the RSCAD program, load that model into the RTDS for EMT simulation, and
then download the modified states of that model for analysis.
However, there is some concern about the trade-off between the complexity of
the systems modeled in software and the available hardware resources required by
real-time simulations. The key problem is to create low-cost (in terms of hardware)
simulation models while maintaining high accuracy of the results.
Real-time power system simulators are frequently employed by utilities, equipment
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makers, and research institutions in the electric power sector. The simulators are used
to research power systems as well as to develop and test new equipment that will be
deployed in power systems. The hardware and software that make up the RTDS
simulator were specifically created and produced for real-time applications.
When the results for each timestep are calculated and the necessary communication with external physical equipment is accomplished in a real-world time less
than or equal to the simulation timestep, a digital simulation is deemed to run in
“real time”. Furthermore, data exchange with external physical equipment must occur at equidistant real-world time points (i.e., once each timestep) throughout the
simulation [199].
The RTDS simulator performs EMT simulations with a typical timestep of 50
µs. The RTDS is also capable of performing simulations with smaller timestep in
the range of 1-3 µs. It is necessary to use small time steps when modeling power
electronic converters with switching frequencies greater than 40 kHz, which require
a lower time resolution. RTDS hardware cards arranged in card cages, also referred
to as racks, make up the RTDS Simulator. The racks, together with other RTDS
add-ons equipment and power supply components, are housed in cubicles.
The hardware for the RTDS simulator was created expressly to use specialized,
high-speed parallel processors to solve the Dommel Algorithm for EMT in real time.
The Dommel Algorithm permits parallel processing at two different levels:
• Components connected to a common admittance matrix are processed in parallel (i.e., within one subsystem).
• Subsystems are processed in parallel (i.e., decoupled admittance matrices).
The RTDS simulator emulates the first level by solving components connected to
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a common admittance matrix utilizing tightly coupled processors (communicating via
a shared backplane) within a rack. The second level is realized by utilizing distinct
racks to solve various simulation subsystems (communicating via dedicated gigabit
per second communication channels). The second level of parallel processing enables
practically infinite system expansion.
Each RTDS simulator hardware device is referred to as a NovaCor chassis. Each
chassis includes a high-performance multi-core processor, Workstation Inter-Face
(WIF) capabilities, communication connections, and analogue output channels. NovaCor is the hardware that is utilized to solve the equations that represent the power
and control system components modeled in the RTDS. It contains optical connections
that can be used to link to high resolution digital and analog I/O cards as well as for
direct communication amongst NovaCor processor cards. As indicated earlier, the
simulation software used with the RTDS simulator is called RSCAD. The Graphical
User Interface (GUI) utilized by the Simulator is included in the RSCAD, which was
created specifically for real-time digital simulation. With the help of RSCAD, users
can carry out all the tasks required to set up, run, and examine the outcomes of a
real-time simulation.
The rest of this chapter is organized as follows: Section 6.1 presents the detailed
modeling of the testbed created using RTDS to verify the BESS controller for dispatching the WSHPS power. The detailed specification of the individual equipment
employed in the CHIL is documented in Section 6.2. The CHIL results to justify the
BESS controller are contemplated in Section 6.3. Finally, the synopsis of this chapter
is summarized in Section 6.4.
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6.1
6.1.1

RTDS-Based Testbed
RTDS-Based Representative WSHPS Model

The WSHPS topology shown in Fig. 6.1 is modeled in the RSCAD platform. The
WSHPS topology consists of a PVES and a WES. The PVES is comprised of solar
PV arrays rated at 1 MW, a MPPT controller, and a unidirectional DC/DC boost
converter. The WES consists of a direct-drive 1.5 MW three-phase PMSG coupled
to a wind turbine, a pitch angle controller, and an AC/DC rectifier. The BESS
is connected in parallel with the WSHPS using a bi-directional DC/DC converter.
The WSHPS and BESS are connected in parallel to the DC-link capacitor bank that
serves as the DC bus. Here, the WSHPS and BESS are connected to the DC bus as a
current source, and the inverter controls the DC-bus voltage. Therefore, controllable
power flow is feasible by controlling the current flow through the power converters.

6.1.2

PVES Model

An ideal solar cell is represented as a current source with a paralleled diode. In the
single-diode and solar cell models, the current-voltage relationship is as follows:


I = Iph − Io × e

V +Rs I
Vt ×a


−1

−

V + Rs I
Rsh

(6.1)

where Iph is photocurrent of the solar cell, ID is the diode current; Rs is the sum
of several structural resistances in the solar cell, Rsh is to model the leakage current
of the semiconductor material, Io is the diode reverse saturation current, a is called
diode ideality factor and is a measure of how closely the diode matches the ideal
diode equation, and Vt is the diode thermal voltage which is a constant defined at
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Figure 6.1: Overview of the WSHPS framework.
any given temperature T (in K) by:

Vt =

kT
q

(6.2)

where k is the Boltzmann constant and q is the magnitude of an electron charge.
In this work, the RSCAD single-diode and five-parameter PV array models are
used, and the current-voltage curve with the provided insolation G and temperature
T for the constructed PV array may be represented as:

Iph =

G
Iphref (1 + ki (T − Tref ))
Gref


Io = Ioref

T
Tref

3
e
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(6.3)

!
−1

(6.4)

where the nominal (standard) test conditions are referred to the standard temperature
Tref = 25◦ C and the standard solar intensity Gref = 1000 (W/m2 ), and Eg is the
energy gap of the selected solar cell semiconductor material.
The incremental conductance Method algorithm serves as the foundation for the
RTDS MPPT model since it reduces the amount of computation required. The HillClimbing Method is the foundation of the incremental conductance Method (Perturbation & Observation Method). With a minor modification, this algorithm becomes
slightly more robust. A boost converter is used to introduce a desirable DC voltage because the terminal voltage of a PV panel may vary in a wide range due to
environmental changes, such as temperature or solar intensity variations.

6.1.3

WES Model

The power extracted from the WT can be represented using (2.13), where λ reflects
the tip-speed ratio that can be defined as:

λ=

r × wtur
Vw

(6.5)

r is the WT radius, Vw is the wind speed and wtur is the turbine angular speed.
The WT model in the RTDS simulator library adopts (6.6) to represent the performance coefficient [C p (λ, β)] where the recommended values of c1 to c6 are listed in
Table 6.1.

Cp (λ, β) = c1 (c2 λi − c3 β − c4 ) e−c5 λi + c6 λ

λi =

1
0.035
− 3
λ + 0.08β β + 1
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(6.6)

(6.7)

Table 6.1: Coefficients for the WT model.
Coefficient
Value

c1
0.5176

c2
116

c3
0.4

c4
5

c5
21

c6
0.0068

If the turbine power generation is less than its nominal value, the optimal pitch
angle is adjusted to zero in order to maximize turbine power generation. The blades
are pitched to reduce the rotor speed and the power drawn from the wind when the
wind speed exceeds the nominal value.

6.1.4

Battery Model

The RTDS Li-ion battery model (Min/Rincon-Mora) is adopted in this study, which
is shown in Fig. 6.2. This model allows for an accurate representation of the device
in real-time simulation.
In Fig. 6.2, Rtransient S and Ctransient S are responsible for the battery’s short-term
transients, whereas Rtransient L and Ctransient L are responsible for the battery’s longterm transients. It is observed that the optimal trade-off between the accuracy and
complexity of the model is achieved by using two RC time constants as used in the

Rseries

Voc(soc)

Rtransient_S

Rtransient_L

Ctransient_S

Ctransient_L

Vbatt

Ibatt

Figure 6.2: Electrical equivalent circuit of Min/Rincon-Mora model.
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model [200]. All the non-linear circuit parameters in the Min/Rincon-Mora model
can be expressed as functions of the SOC. The behavior of such parameters was
mathematically described by single variable functions, which are shown as below:
VOC (SOC) = −1.031×e−35×SOC +3.685+0.2156×SOC−0.1178×SOC 2 +0.3201×SOC 3
(6.8)

6.1.5

RSeries (SOC) = 0.1562 × e−24.37×SOC + 0.07446

(6.9)

RT ransient S (SOC) = 0.3208 × e−29.14×SOC + 0.04669

(6.10)

CT ransient S (SOC) = −752.9 × e−13.51×SOC + 703.6

(6.11)

RT ransient L (SOC) = 6.603 × e−155.2×SOC + 0.04984

(6.12)

CT ransient L (SOC) = −6056 × e−27.12×SOC + 4475

(6.13)

BESS Controller

Fig. 6.3 illustrates the BESS controller implemented in the RSCAD environment.
Here, PW SHP S reflects the power generated by the hybrid WT-PV system, and
PGrid,ref is the desired power, which is intended to be supplied to the grid at this
instant. The difference between PGrid,ref and PW SHP S represents the battery’s power
reference. The PBESS,ref value is compared to the battery’s instantaneous value
(PBESS ) to determine the desired duty ratio for the power converter. In this re-
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Figure 6.3: BESS controller framework.
search, a PI controller is employed to track the desired duty ratio and to reduce the
proportional and integral errors of the system.

6.2

Controller Hardware-in-the-loop for WSHPS

Testing control algorithms against the real system can be time-consuming, costly,
and possibly insecure. Testing engineers have replaced traditional testing methods
with HIL testing in order to achieve rapid prototyping and high-quality controller
software. HIL testing allows users to validate the controller design without requiring
the entire system hardware. The RTDS simulator is an excellent tool for evaluating
power system controls in situations where real-time closed-loop interaction between
the power system simulation and the control hardware is required.
In the RTDS, the HIL testing of converter controllers is implemented through
electrical connections and does not use any GTNET communication. In this case,
the current and voltage measurements from RTDS are sent through the GTAO card to
the controller, and the firing pulses from the controller are brought into the simulation
through the GTDI card. Fig. 6.4 illustrates a typical CHIL setup for validating the
converter controller.
Analogue signals from the RTDS simulator are interfaced to external devices via
the GTAO. The GTAO card has sixteen 16-bit analogue output channels with a 10
V output range. A large dynamic range is offered by the 16-bit Digital to Analog
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Figure 6.4: Typical CHIL setup.

Converters (DAC). When employing the GTAO to transmit measured current signals
to an external protection device via RTDS, such a broad dynamic range might be
necessary. An optical cable linked between the optical ports of the GTAO card and
the NovaCor is used to transfer data between the two devices. The scale factor
for each channel is adjustable from the RSCAD/Draft component connected to the
GTAO card. For a specific floating-point input value, the scaling factors decide what
voltage the GTAO channel will output. The scale value is entered as a floating-point
number, which equals the GTAO’s output of +5V.
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Digital signals from an external device are interfaced to the RTDS using the GTDI
card. There are 64 digital input channels on the GTDI card. Each bank of eight input
channels is isolated from the other banks as well as the RTDS system. An optical
cable linked between the card’s optical ports is used to transfer data between the
GTDI and a NovaCor. Any of the 20 GT Fiber Communication connections that
are accessible can be used to connect the GTDI card. In the GTDI component that
references the GTDI card in RSCAD, the GTIO port number to which the GTDI
card is linked must be given as a parameter. The terminal block connectors on the
GTDI card are wired for digital signals. The GTDI card has 64 input channels, each
of which has a channel number. Channel 1 corresponds to the least significant bit
(LSB), while channel 64 corresponds to the most significant bit (MSB). A simple
constant current source connected in series with a resistor describes how the input
section of the GTDI card operates. If an input voltage of between 3 and 50 volts is
given, current will flow, yielding a logic 1. If the supplied voltage input falls between
the range of 0-1.5V, current won’t flow and a logic 0 will result.
Here, the microcontroller unit (MCU) used to model the BESS controller in real
time is the C2000 F28379D Launchpad, developed by Texas Instruments. It is a simple and low-cost development board and has four independent 12-bit/16-bit analogto-digital (ADC) converter modules. The ADC modules are employed for sampling
the BESS power signal, with a resolution of 4,096 levels.
Fig. 6.5 demonstrates the overall structure of WSHPS with CHIL setup in detail.
The WSHPS is modeled in the RSCAD platform and the BESS controller is embedded
in F28379D Launchpad. An automatic code generator is incorporated to embed the
BESS controller in the MCU, utilizing the MATLAB/SIMULINK coder in this study.
Considering the F28379D Launchpad characteristics, Simulink blocks are used to
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Figure 6.5: Overall structure of the WSHPS with a CHIL setup.
develop the BESS controller, which is utilized to control the duty ratio of the power
converter associated with the battery energy storage system shown in Fig. 6.5. The
RTDS is utilized to conduct real-time experiments by injecting the analog signal into
the F28379D through the GTAO card. The RTDS receives the digital signal (firing
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pulses) from the F28379D by the GTDI card, which leads to closing the loop.

6.3

Experimental Setup and Results

Fig. 6.6 shows the experimental setup in the lab to justify the effectiveness of the
proposed BESS controller utilizing the CHIL platform. The RTDS simulator consists
of one cubicle with two NovaCor Chassis. The GTAO card and GTDI card are
attached to NovaCor using fiber cables and mounted on a DIN rail in the back of
the RTDS cubicle. The BESS controlled is modeled in C2000 F28379D Launchpad.
As mentioned earlier, the simulation software employed with the RTDS simulator
is called RSCAD, which is installed on the workstation to perform the real-time
simulation. In the CHIL environment, the RTDS measured signals (voltage, current,
power, etc.) are injected into the F28379D Launchpad through the GTAO card.
Then, the firing pulses generated by the F28379D Launchpad are brought back into
the RSCAD simulation via the GTDI card to control the duty ratio of the power
converter.
In the proposed BESS controller scheme, when the power generated by the hybrid PV-WT system is found to be higher than the PGrid,ref , the battery operates in
charging mode. On the other hand, when the power generated by the hybrid PV-WT
system is found to be lower than the PGrid,ref , the battery acts in discharging mode.
The power converter connected to the BESS operates in a buck mode when the BESS
is charging and acts in a boost mode when the ESS is discharging. Here, the BESS
is responsible for maintaining the desired PGrid,ref by absorbing or supplying the required power. The combination of the power generated by the WSHPS and BESS is
defined as the PGrid , which is actual power supplied to the grid from the proposed
WSHPS framework. In this research, both the charging and discharging scenarios
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Figure 6.6: RTDS Control-Hardware-in-Loop experimental setup.
of the BESS are taken into account while justifying the proposed BESS controller
utilizing the CHIL platform with RTDS.

BESS Discharging Case:
Two different scenarios are investigated for the BESS discharging instance. Case 1:
PGrid,ref is set to 704 kW, and Case 2: PGrid,ref is set to 729 kW. Fig. 6.7 and Fig. 6.8
illustrate the CHIL results for the BESS discharging Case 1 and Case 2, respectively.
The power generated by the hybrid PV-WT system is found to be 679 kW. In both
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Figure 6.7: Case 1: BESS discharging instance.

Figure 6.8: Case 2: BESS discharging instance.
scenarios, the BESS successfully supplies the necessary power to follow the desired
PGrid,ref with acceptable undesired deviation, which also justifies the proposed BESS
controller effectiveness with the CHIL platform. The BESS SOC variation also verifies
the BESS is in discharging mode for both instances.
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BESS Charging Case:
For the BESS charging scenario, two different cases are also exploited. Scenario 1:
PGrid,ref is set to 654 kW, and Scenario 2: PGrid,ref is set to 629 kW. Fig. 6.9 and
Fig. 6.10 illustrate the CHIL results for the BESS charging Scenario 1 and Scenario
2, respectively. The power generated by the hybrid PV-WT system is found to be
679 kW. Therefore, the required power demand for the BESS is found to be -25 kW
and -50 kW, respectively, for Scenario 1 and Scenario 2. From Fig. 6.9 and Fig.
6.10, it is evident that the BESS is able to absorb the required power to follow the
desired PGrid,ref with acceptable undesired deviation. This phenomenon supports the
proposed BESS controller effectiveness, which is verified by the CHIL environment
in this research. The negative power supplied by the BESS signifies that the battery
operates in charging mode. Furthermore, the BESS SOC variation justifies the BESS
is in charging state for both instances.

Figure 6.9: Scenario 1: BESS charging mechanism.
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Figure 6.10: Scenario 2: BESS charging mechanism.
6.4

Summary

This chapter presents a CHIL-based test system for testing the proposed BESS controller for dispatching the WSHPS power. The RTDS is used to model the WSHPS
farm, and the BESS controller is designed in the C2000 F28379D launchpad. Here,
the DSP, which is connected between the GTAO card and the GTDI card in the
RTDS interface boards, controls the duty ratio of the BESS power converter in order to follow the PBESS,ref . The CHIL has been utilized to test the performance of
the proposed BESS controller under various BESS charging-discharging scenarios in
order to maintain the desired PGrid,ref . The experimental results presented in this
chapter verify the fact that the BESS is able to supply or absorb the necessary power
to follow the PGrid,ref utilizing the proposed control architecture. While justifying the
proposed BESS controller in the CHIL platform, both the charging and discharging
mechanisms of the BESS are taken into account.

Copyright© Pranoy Roy, 2022.
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Chapter 7 Conclusions and Future Work

The conclusions of this dissertation can be summarized as follows:
• A dispatching scheme has been proposed to provide a pre-determined constant
RE power to the utility grid from the intermittent RE framework. The proposed dispatching technique enables the RE architecture to be a reliable source
of power for the utility that can be regulated in the same way as any other traditional generator, while also providing greater flexibility, particularly in grid
operating economics, generation unit scheduling, and grid ancillary services
(Chapter 3, Chapter 4, and Chapter 5).
• The wind speed and solar insolation are forecasted one-hour ahead of time by
using a relatively small set of historical hourly wind speed and solar insolation
data as well as a smaller number of input parameters for training the ANN
model, which also significantly reduces the model complexity and computational
burden (Chapter 4 and Chapter 5).
• The primary state of charge controller as a function of both battery and supercapacitor SOC in the HESS framework has been proposed to adjust the
PGrid,est at the start of each dispatching period, which aids in achieving the
desired PGrid,ref for each dispatching period. This controller would also make
sure that the energy storage system finishes each dispatching period with the
same SOC it started with (Chapter 3, Chapter 4, and Chapter 5).
• The particle swarm optimization approach has been implemented to seek the
optimum value of the low pass filter time constant that yields the most cost207

effective HESS for hourly dispatching the RE power scheme (Chapter 3).
• The energy storage system life-cycle cost has been optimized by employing an
advanced optimization technique to determine the optimal depth of discharge
usage. In addition, after seeking the optimal value of depth of discharge for
the ESS, one secondary state of charge control algorithm is also employed to
regulate the ESS state of charge in the optimal range (Chapter 5).
• Detailed investigations of the annual ESS life-cycle cost have been conducted,
including the actual wind speed and solar insolation data of four different days,
representing each season (Chapter 3, Chapter 5).
• A cost comparison analysis has been presented to assess the impact of dispatching horizon selection on energy storage system cost estimation. The optimal
scheduling for dispatchable RE power is determined by the ESS depth of discharge utilization levels, which is critical for minimizing the cost of a dispatchable scheme (Chapter 4).
• An isolated multiport converter has been developed for interfacing the RE
framework to the utility and presents a comparative power loss analysis between the conventional TAB converter and the developed TAB-NPC converter
for dispatching the RE power scheme (Chapter 4).
• An economic comparison has been presented utilizing the HOMER Pro software
to develop a cost-effective ESS for an hourly PV power dispatching scenario
(Chapter 4).
• The proposed BESS control algorithm has been verified for dispatching the
WSHPS power, employing CHIL testing in the RTDS platform (Chapter 6).
208

Based on the results of this dissertation and recent research, future work to consolidate this research topic is recommended as follows:
• The technique presented in Chapter 3 to optimize the ESS cost for hourly dispatching WSHPS power does not consider the self-charging and discharging
rates of the ESS. In the next step of this work, controllable charging and discharging rates of the ESS may be incorporated to further optimize the ESS
sizing. Subsequently, it will help to reduce the expenditure associated with the
ESS for hourly dispatching RE power scheme.
• In Chapter 4, HOMER Pro software is employed to conduct a techno-economic
evaluation for hourly dispatching of PV power with an energy storage system. Further studies may investigate the techno-economic analysis for hourly
dispatching of wind-solar hybrid power using HOMER Pro software. In addition, an economic comparison of the ESS for dispatching different types of RE
sources, i.e., PV only, WSHPS (PV+WT), and WT only, should be conducted
in the HOMER Pro platform to identify the superior RE framework to meet
the load demand.
• The RE meteorological data (solar insolation and wind speed) is predicted onehour ahead of time utilizing the feed-forward ANN model in Chapter 5. Further
studies may be carried out to examine the impact of the forecasted meteorological data as an input to the WSHPS farm; correspondingly, the effect of
prediction on the ESS cost analysis and HESS control architecture should be
investigated. Furthermore, multiple local meteorological data such as wind
speed, temperature, wind direction, and weather pressure values might be utilized as inputs to the ANN model. Subsequently, the performance of the mul209

tivariable ANN model to forecast the wind speed may be analyzed. Also, the
hybrid method, i.e., a combination of the conventional statistical method and
a machine learning method, may be explored to further improve the accuracy
of wind speed and solar insolation forecasting. Furthermore, an idealized forecasting model is developed in [201], where the expected values and variance of
the RE sources are assumed to be known over the next period of time, but the
moment-by-moment source power injections are not assumed to be known in
advance. This proposed model may be investigated in the future to improve the
accuracy of the RE power prediction. Also, the multi-time scale coordinated
economic dispatch model may be explored to optimize the cost of the WSHPS
architecture.
• Chapter 6 presents a CHIL-based test system for testing the proposed BESS
controller for dispatching the WSHPS power. In this dissertation, the frequency
management technique is employed to decouple the power reference for the battery and SC in the HESS framework to exploit the technical benefits of both
apparatuses. However, the SC built-in model is not available in the RSCAD
software. In the future, an SC generic model may be built to verify the proposed
frequency management approach utilizing the CHIL platform in the RTDS environment.

Copyright© Pranoy Roy, 2022.
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