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Comment for physicists, written 30 January 2011
This paper has been published in 1995 in the mathematical journal Advances
in Applied Clifford Algebras. It was my unique publication on Clifford algebras.
Nevertheless I was personally invited to participate in several conferences on Clif-
ford algebras, although I am a physicist, and a use of Clifford algebras is only a
mathematical method of the Dirac equation representation. In my paper the γ-
matrices are eliminated, and the Dirac equation is presented in the hydrodynamical
form, where the γ-matrices are absent. On one hand, the physicists do not use the
Sauter - Sommerfeld method of the γ-matrices representation in the form of Clif-
ford algebras. On the other hand, one can eliminate γ-matrices, only if they are
not represented in a concrete representation (i.e. they are to be considered as basic
elements of a Clifford algebra).
Elimination of γ-matrices admits one to obtain essential physical results: (1)
discovery that the Dirac particle has a complicate internal structure (it is not a
pointlike particle), (2) discovery that the internal degrees of freedom are described
non-relativistically. These statements are very essential, but they are rather un-
expected simultaneously, and one cannot understand them without a knowledge of
the Sauter - Sommerfeld method. I tried to publish the physically essential parts
of the paper [1, 2] in physical reviewed journals. Unfortunately, I failed, because,
apparently, the reviewers did not know the Sauter - Sommerfeld method of the
γ-matrices representation. They do not trust in mathematical correctness of my re-
sults, although experts in Clifford algebras, publishing me paper in the mathematical
journal did.
References
[1] Is the Dirac particle composite? e-print, /physics/0410045.
[2] Is the Dirac particle completely relativistic? e-print, /physics/0412032.
1
Dirac Equation in Terms of Hydrodynamic
Variables
Yuri A.Rylov
Institute for Problems in Mechanics, Russian Academy of Science,
101 Vernadskii Ave., Moscow, 117526, Russia.
Abstract
The distributed system SD described by the Dirac equation is investigated
simply as a dynamic system, i.e. without usage of quantum principles. The
Dirac equation is described in terms of hydrodynamic variables: 4-flux ji,
pseudo-vector of the spin Si, an action ~ϕ and a pseudo-scalar κ. In the
quasi-uniform approximation, when all transversal derivatives (orthogonal to
the flux vector ji) are small, the system SD turns to a statistical ensemble
of classical concentrated systems Sdc. Under some conditions the classical
system Sdc describes a classical pointlike particle moving in a given electro-
magnetic field. In general, the world line of the particle is a helix, even if the
electromagnetic field is absent. Both dynamic systems SD and Sdc appear to
be non-relativistic in the sense that the dynamic equations written in terms
of hydrodynamic variables are not relativistically covariant with respect to
them, although all dynamic variables are tensors or pseudo-tensors. They be-
comes relativistically covariant only after addition of a constant unit timelike
vector f i which should be considered as a dynamic variable describing a space-
time property. This ”constant” variable arises instead of γ-matrices which are
removed by means of zero divizors in the course of the transformation to hy-
drodynamic variables. It is possible to separate out dynamic variables κ, κi
responsible for quantum effects. It means that, setting κ, κi ≡ 0, the dynamic
system SD described by the Dirac equation turns to a statistical ensemble
EDqu of classical dynamic systems Sdc.
1 Introduction
The Dirac equation considered as a dynamic equation for a wave function in frames
of quantum mechanics principles has been investigated almost completely, and it is
hardly possible to add anything new. At the same time the Dirac equation consid-
ered as a dynamic equation for a distributed dynamic system SD displays a series
of such unexpected properties as existence of dynamic variables κ responsible for
2
quantum effects and appearance of a constant timelike vector describing a split of
the space-time into the space and the time.
From mathematical point of view our investigation of the Dirac equation is simply
a change of variables, when the Dirac four-component complex wave function is sub-
stituted by certain tensor variables having also eight independent real components.
The tensor variables are: the 4-flux vector ji, i = 0, 1, 2, 3, the spin pseudo-vector
Si, i = 0, 1, 2, 3, the action scalar ϕ, and a pseudo-scalar κ. These quantities will be
referred to as hydrodynamic variables.
From physical standpoint the dynamic system SD is considered as a distributed
dynamic system describing in some way an electron (or positron) motion. The mo-
tion of a single particle is supposed to be stochastic, the variables ji describing the
mean 4-flux of particles. Interpretation of other dynamic variables of SD is produced
on the base of a comparison with a statistical ensemble of classical particles. The
quantal correspondence principle, when a linear operator corresponds to any phys-
ical quantity, is not used. Other quantum principles are not used also. Instead of
them one uses a more general statistical principle which asserts: A set E (statistical
ensemble) of many similar independent stochastic systems Ss is a deterministic dy-
namic system Sd [1]. The term ”a stochastic system” means that experiments with
a single system are irreproducible, and there are no dynamic equations for such a
system. If S means either stochastic system Ss, or a deterministic system Sd, the
statistical principle can be formulated in the form
E [S] is Sd
The statistical principle can be applied both to quantum and classical systems. It is
a more general statement, than the set of quantum principles. In particular, it can
be valid for such stochastic systems which are neither quantum, nor classical. The
main concept of this approach is the statistical ensemble considered as a dynamic
system (not a probability density, or a probability amplitude). This approach will
be referred to as a statistical ensemble technique (SET).
There is a reason for consideration of the Dirac equation without usage of quan-
tum principles, i.e. simply as a dynamic equation for the system SD. Recently one
suggested a hypothesis that the real space-time is a distorted Minkowski space-time,
and the distortion of the space-time is a reason for quantum effects [2]. Distortion is
such a deformation of the Minkowski space-time which transform one-dimensional
world lines into three-dimensional world tubes. The world tubes of particles appear
stochastic, and their statistical description coincides with quantum description pro-
vided the Planck constant ~ determines the space-time distortion (thickness of the
tubes). This hypothesis was proved for a non-relativistic free particle. It is interest-
ing to test the hypothesis in the case of a relativistic particle. For such a test it is
necessary to separate the action describing the ensemble of Dirac particles into two
parts: a classical part and a part responsible for quantum effects.
Another motive is as follows. The conventional quantum dynamics technique
(QDT) is an axiomatic construction. QDT relates to SET approximately in the
same way, as the axiomatic thermodynamics relates to the statistical physics. For
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instance, the Brownian motion cannot be explained and understood from standpoint
of thermodynamics. Thermodynamic axioms do not permit to do this. The statisti-
cal physics explains the Brownian motion phenomenon and restricts an application
of thermodynamic principles, because a statistical approach is more general, than
the approach of the axiomatic thermodynamics.
Something like that one can see in the field of the quantum dynamics. Problem
of pair production is a principal problem of the high energy physics. In those areas,
where the pair production is unessential and can be considered as a correction (for
instance, in quantum electrodynamics) the quantum theory succeeds. In those areas,
where pair production is a dominating effect, the quantum theory (in particular,
QFT) failed.
For last fifty years the quantum field theory has not succeeded in solving the
problem of pair production. A suspicion arises that this failure is not accidental.
Maybe, the problem of pair production cannot be solved in framework of the quan-
tum principles, and a more general statistical approach is necessary.
Classical limit of the Dirac equation is rather difficult to obtain, because it
contains such non-classical quantities as Dirac γ-matrices, which hardly can be con-
sidered from the classical point of view.
Usually a quantum electron moving in a given electromagnetic field Al, l =
0, 1, 2, 3 is described by the Dirac equation
− i~γl∂lψ + eAlγlψ +mψ = 0, (1.1)
where ψ is a four-component complex wave function. The light speed c is chosen to
be equal to 1. It is possible to transform the variables ψ and to describe this system
in terms of variables ϕ, jl, Sl, (l = 0, 1, 2, 3), κ, defined by the relations
jl = ψ¯γlψ, l = 0, 1, 2, 3, ψ¯ = ψ∗γ0;
Sl = iψ¯γ5γ
lψ, l = 0, 1, 2, 3, γ5 = γ
0123 ≡ γ0γ1γ2γ3;
∂lϕ = (ψ¯∂lψ − ∂lψ¯ψ)(2iψ¯ψ)−1, l = 0, 1, 2, 3; (1.2)
cosκ = ψ¯ψ(jljl)
−1/2;
Here γl, l = 0, 1, 2, 3 are the Dirac γ-matrices satisfying the commutation relation
γiγk + γkγi = 2gik, i, k = 0, 1, 2, 3, (1.3)
where gik =diag(1,−1,−1,−1) is the metric tensor. Only two components of the
pseudo-vector Sl are independent, because there are two identities
SlSl ≡ −jljl, jlSl ≡ 0. (1.4)
Pseudo-vector Sl is treated as a spin pseudo-vector, because it is connected uniquely
with the spin tensor Sml,k, defined by the relation [3]
Sml,k =
1
4
ψ¯(γkσlm + σlmγk)ψ, σlm =
i
2
(γlγm − γmγl) (1.5)
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The relation between Si and Sml,k has the form
Si =
1
3
gijεjmlkS
ml,k, i = 0, 1, 2, 3;
Sml,k = −1
2
εimlkSi, m, l, k = 0, 1, 2, 3. (1.6)
Here εjmlk and ε
imlk are Levi-Chivita pseudo-tensors (ε0123 = 1, ε
0123 = −1).
Thus, the scalar ϕ, pseudo-scalar κ, vector jl, and pseudo-vector Sl have 8 real
independent components which are used instead of 8 real components (4 complex
components) of the Dirac wave function ψ.
Realization of such a transformation is a goal of the present paper. Such a
description can be regarded as a description in terms of hydrodynamic variables.
Under some conditions the dynamic system SD turns into a statistical ensemble
EDqu of classical dynamic systems Sdc. The Sdc can be interpreted as a classical
analog of the Dirac electron. EDqu is described usually in terms of hydrodynamic
variables jl, ϕ, ξ. The dynamic systems SD and EDqu are distinguished by some
terms of their Lagrangians, but not conceptually. Thus, one can consider a dynamic
distinction between the Dirac dynamic system SD and the corresponding classical
ensemble.
In the second section some properties of the statistical ensemble Ecl are investi-
gated. The third section is devoted to introduction of hydrodynamic variables. In
the fourth section the action for the Dirac equation is written in terms of hydrody-
namic variables. The fifth section is devoted to consideration of quasi-uniform state
of the system SD. Relativistic invariance of dynamic equation in terms of hydrody-
namic variables is discussed in the sixth section. The seventh section is devoted to
investigation of the classical analog Sdc of the Dirac electron.
2 Statistical ensemble of classical dynamic
systems
Let there be a classical system S described by the Lagrangian function L(t,x, dx/dt),
where x = {xα}, dx/dt = {dxα/dt}, α = 1, 2, . . . n are generalized coordinates and
velocities. Then, by definition a pure statistical ensemble Ecl of systems S is a set
of similar independent systems S. Its Lagrangian is a sum (integral) of Lagrangians
L. The action for the ensemble Ecl has the form
AL[x] =
∫
L(t,x, dx/dt)dtdξ, dξ =
α=n∏
α=1
dξα (2.1)
where ξ = {ξα}, α = 1, 2, . . . n are Lagrangian coordinates labelling the systems of
the ensemble, and x = x(t, ξ) is a function of t and ξ.
The dynamic system Ecl can be considered as a fluid described in the Lagrangian
coordinates (the time t and Lagrangian coordinates ξ are independent variables).
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The same action written in the Euler coordinates (t,x are independent variables)
has the form
AE[j, ϕ, ξ] =
∫
{L(x, j)− ~ji[∂iϕ+ gα(ξ)∂iξα]}dn+1x, dn+1x =
n∏
i=0
dxi, (2.2)
where j = {j0, j}, j = {jα}, α = 1, 2, . . . n, ϕ, ξ = {ξα}, α = 1, 2, . . . n are functions
of x = {x0,x}, x0 = t, x = {xα}, α = 1, 2, . . . n. A summation is made over
repeating indices: over Latin ones (0−n) and over Greek ones (1−n). All variables
j = {j0, j}, ϕ, ξ are functions of x. The function L(x, j) is defined by the relation
L(x, j) = j0L(x0,x, j/j0) (2.3)
where L is the Lagrangian of a single system S. The variables j = {j0, j} describe
a flux of particles in the (n + 1)-dimensional space V of coordinates x. They are
connected with the variables x(t, ξ), dx(t, ξ)/dt by means of relations
j0 = det ‖ ξα,β ‖, ξβ,α ≡ ∂αξβ, α, β = 1, 2, . . . n, j = j0
dx
dt
(2.4)
and the functions ξ = ξ(x) are determined as solutions of the equations
xα = xα(t, ξ), α = 1, 2, . . . n.
Functions gα(ξ) are arbitrary functions of Lagrangian coordinates ξα, α = 1, 2, . . . n.
Appearance of arbitrary functions is a result of integration of some dynamic equa-
tions arising in the course of transformation from the action (2.1) to the action
(2.2) (see Appendix A). In turn a possibility of such an integration is connected
with an invariance of dynamic equation with respect to arbitrary transformation of
Lagrangian coordinates ξ
ξα → ξ˜α = ξ˜α(ξ), det ‖ ∂ξ˜β/∂ξα ‖= 1, α, β = 1, 2, . . . (2.5)
Flux j = {j0, j} is invariant with respect to the renumbering transformation (2.5).
A statistical ensemble of classical systems is described conventionally by the
distribution function F (t,x,p) in the phase space of coordinates x and momenta p.
For the pure statistical ensemble the distribution function has a special form
F (t,x,p) = j0(t,x)δ[x−P(t,x)] (2.6)
where
p = {pα}, pα = ∂L/∂(dxα/dt), α = 1, 2, . . . n (2.7)
P(t,x) = {Pα(t,x)}, α = 1, 2, . . . n is a set of functions depending only on t and x,
and δ denotes the Dirac δ-function. Evolution of this ensemble is described by the
Liouville equation of the form
∂F
∂t
+
∂H
∂pα
∂F
∂xα
− ∂H
∂xα
∂F
∂pα
= 0, (2.8)
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where H = H(t,x,p) is the Hamiltonian function of the dynamic system S. Dy-
namic equations for the variables j0, P(t,x) can be obtained by means of a substi-
tution of Eq. (2.6) into Eq.(2.8).
Among three ways [(2.1),(2.2) and (2.8)] describing the pure statistical ensemble,
the action (2.2) is most convenient for comparison with action of the system SD.
Dynamic equations, determined by the action (2.2), have the form
δA
δϕ
= ~∂ij
i = 0, (2.9)
δA
δji
=
∂L
∂ji
− ~∂iϕ− ~gα(ξ)ξα,i = 0, i = 0, 1, . . . n; (2.10)
δA
δξα
= −~
(
∂gβ(ξ)
∂ξα
− ∂g
α(ξ)
∂ξβ
)
ji∂iξβ = 0, α = 1, . . . n; (2.11)
jl, l = 0, 1, . . . n is the current (n + 1)-vector in the space V . The vector field ji is
tangent to the trajectories of systems in V . According to Eq.(2.3) the vector
pl =
∂L
∂jl
, l = 0, 1, . . . n; p0 =
[
L− ∂L
∂(dxα/dt)
]
dxα/dt=jα/j0
;
pα =
[
∂L
∂(dxα/dt)
]
dxα/dt=jα/j0
, α = 1, 2, . . . n (2.12)
associates with the canonical momentum of a single system of the ensemble. Thus,
according to Eq.(2.10)
pi = ~
(
∂iϕ+ g
α(ξ)ξα,i
)
, i = 0, 1, 2, . . . n (2.13)
where ~ is a constant having a dimensionality of the action. In this case ϕ, gα, and
ξ can be considered as dimensionless quantities. ~ can be treated as the Planck
constant, although in the given case it has no quantum meaning.
Eliminating variables ϕ and ξ from Eqs. (2.10), (2.11), one obtains the equations
ji[∂ipk − ∂kpi] = ji[∂i∂L(x, j)
∂jk
− ∂k ∂L(x, j)
∂ji
] = 0, k = 0, 1, . . . n (2.14)
Together with Eq.(2.9) the equations (2.14) form a system of n+1 dynamic equations
for some kind of a fluid described by the current vector ji.
At the linear transformation of coordinates xi, i = 0, 1, . . . n the current vector
jl, l = 0, 1, . . . n transforms as a vector. In this case the Lagrangian coordinates
transform as scalars. But the consideration of ξ as scalars is rather conventional,
because of the renumbering transformation (2.5).
At the transformation (2.5) one obtains
jlgα(ξ)∂lξα → jlg˜α(ξ˜)∂lξ˜α, g˜α(ξ˜) = gβ(ξ)
∂ξβ
∂ξ˜α
(2.15)
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In other words, gα(ξ) transform at the renumbering transformation as components
of a vector in the space of ξ. Combining any linear transformation of coordinates xi
with some renumbering transformation, one can ascribe practically arbitrary trans-
formation properties to the Lagrangian coordinates ξ.
Any renumbering transformation (2.5) is a kind of a gauge transformation, be-
cause the renumbering changes a description of the state of the statistical ensemble
without changing the state itself. It is easy to verify that a set of the renumbering
transformations forms a group.
For the pure statistical ensemble of classical pointlike charged particles moving
in the given electromagnetic field the action (2.2) takes the form
Acl[j, ξ, ϕ] =
∫
[−m
√
jljl − eAljl − ~ji(∂iϕ+ gα(ξ)ξα,i)]d4x (2.16)
where the speed of the light c = 1, and summation is made over repeated indices (0
- 3) for the Latin indices and (1 - 3) for the Greek ones.
3 Transformation of variables
Transforming the Dirac equation (1.1) to the new variables (1.2), one uses the action
for the equation (1.1)
AD[ψ¯, ψ] =
∫
(−mψ¯ψ + i
2
~ψ¯γl∂lψ − i
2
~∂lψ¯γ
lψ − eAlψ¯γlψ)d4x (3.1)
Expressing the variables (1.2) through the wave function ψ, one uses the technique,
where the wave function is considered as a Clifford number with 16 base units:
I, γi, γik, γikl, γiklm (all indices are different, and Clifford numbers satisfy (1.3)).
Reduction of the Clifford numbers is realized by means of zero divisors [4,5].
Let us introduce matrices γ5, σ = {σα}, α = 1, 2, 3
γ5 = γ
0123 ≡ γ0γ1γ2γ3, σ1 = −iγ23, σ2 = −iγ31, σ3 = −iγ12,
γ5σα = σαγ5, γ
0α = −iγ5σα, α = 1, 2, 3; (3.2)
γ0σ = σγ0, γ0γ5 = −γ5γ0
According to Eqs. (1.3), (3.2) the matrices σ = {σα}, α = 1, 2, 3 satisfy the relation
σασβ = δαβ + iεαβγσγ, α, β = 1, 2, 3 (3.3)
where εαβγ is the antisymmetric pseudo-tensor of Levi-Chivita (ε123 = 1).
Let us define the wave function ψ in the form
ψ = Aeiϕ+
1
2
γ5κe−
i
2
γ5σηe
i
2
σζΠ
ψ¯ = Πψ∗γ0, ψ∗ = AΠe−
i
2
σζe−
i
2
γ5σηe−iϕ−
1
2
γ5κ (3.4)
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where (*) means the Hermitian conjugation, and
Π =
1
4
(1 + γ0)(1 + zσ), z = {zα} = const, α = 1, 2, 3; z2 = 1 (3.5)
is a zero divisor. The quantities A, κ, ϕ, η = {ηα}, ζ = {ζα}, α = 1, 2, 3 are nine
real parameters, determining the wave function ψ.
Using relations (3.2), (3.3), (3.5), it is easy to verify that
Π2 = Π, γ0Π = Π, zσΠ = Π, Πγ5Π = 0,
ΠσαΠ = z
αΠ, α = 1, 2, 3. (3.6)
Generally, the wave functions ψ, ψ∗ defined by Eq.(3.4) are 4× 4 complex matrices.
In the proper representation, where Π has the form
Π =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 (3.7)
the ψ, ψ∗ have the form
ψ =


ψ1 0 0 0
ψ2 0 0 0
ψ3 0 0 0
ψ4 0 0 0

 , ψ∗ =


ψ∗1 ψ
∗
2 ψ
∗
3 ψ
∗
4
0 0 0 0
0 0 0 0
0 0 0 0

 (3.8)
Their product ψ∗Oψ has the form
ψ∗Oψ =


a 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 = aΠ = Πa (3.9)
where O is an arbitrary 4×4 matrix and a is a complex quantity. If f is an analytical
function having the property f(0) = 0, then the function f(aΠ) of a 4 × 4 matrix
of the type (3.9) is a matrix f(a)Π of the same type. For this reason one will not
distinguish between the complex quantity a and the complex 4 × 4 matrix aΠ. In
the final expressions of the type aΠ (a is a complex quantity) the multiplier Π will
be omitted.
By means of relations (3.2), (3.6) one can reduce any Clifford number ΠOΠ to
the form (3.9), without using any concrete form of the γ-matrix representation. This
property will be used in our calculations.
By means of (3.4) the variables ψ¯ψ, jl, Sl, l = 0, 1, 2, 3 defined by expressions
(1.2) can be presented in the form
ψ¯ψ = ψ∗γ0ψ = A2Πeγ5κΠ = A2 cosκΠ (3.10)
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j0Π = ψ¯γ0ψ = A2Πe−
i
2
σζe−iγ5σηe
i
2
σζΠ = A2Πe−iγ5ΣηΠ = A2 cosh(η)Π (3.11)
where
Σ = {Σ1,Σ2,Σ3}, Σα = e− i2σζσαe i2σζ, α = 1, 2, 3; (3.12)
η =
√
η2 =
√
ηαηα
The matrix Σα satisfy the same relations (3.3), as σα do.
In the same way one obtains
jαΠ = ψ∗γ0αψΠ = A2Πe−
i
2
γ5Ση(−iγ5Σα)e−
i
2
γ5ΣηΠ =
= A2Π(cosh η
2
− iγ5Σv sinh η2 )(−iγ5Σα)(cosh η2 − iγ5Σv sinh η2 )Π =
= A2 sinh(η)vαΠ, α = 1, 2, 3,
(3.13)
where
v = {vα}, vα = ηα/η, α = 1, 2, 3; v2 = 1. (3.14)
S0Π = ψ∗(−iγ5)ψ = A2Π(−iγ5)e−iγ5ΣηΠ =
= A2Π sinh(η)ΣvΠ = A2 sinh(η)ξΠ,
SαΠ = ψ∗σαψΠ = A
2Πe
i
2
γ5ΣηΣαe
i
2
γ5ΣηΠ =
A2[ξα + (cosh η − 1)vα(vξ)]Π, α = 1, 2, 3. (3.15)
Here ξ = {ξα}, α = 1, 2, 3, are determined by the relation
ξαΠ = ΠΣαΠ, α = 1, 2, 3 (3.16)
It follows from Eqs.(3.11), (3.13)
jijiΠ = A
4Π, A = (jljl)
1/4 ≡ ρ1/2 (3.17)
According to Eqs.(3.12), (3.16) one obtains
ξΠ = {[z− n(nz)] cos ζ + (z× n) sin ζ + n(nz)}Π (3.18)
where
ξ = {ξα}, α = 1, 2, 3; ζ =
√
ζ2 =
√
ζαζα,
n = ζ/ζ, n2 = 1 (3.19)
The wave function (3.4) depends on 9 real parameters: A, ϕ, κ, ηα, ζα, α = 1, 2, 3.
The wave function has 8 real independent components, and not all parameters
A,ϕ, κ, ηα, ζα, α = 1, 2, 3 are independent. Let us fix one of the parameters, namely
let us set
ζ = pi (3.20)
Then Eq.(3.18) takes the form
ξ = 2n(nz)− z (3.21)
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It can be solved with respect to n = ζ/pi. One obtains
ζ/pi = n = (ξ + z)[2(1 + zξ)]−1/2 (3.22)
Using Eqs.(3.11), (3.13), (3.17), (3.22), one can express parameters A,ϕ, κ, ηα, ζα,
α = 1, 2, 3 describing the wave function, through the variables ji, Si, ϕ, κ. One
obtains
ξα = ρ−1[Sα − j
α(Sβjβ)
j0(j0 + ρ)
], α = 1, 2, 3; ρ ≡
√
jljl (3.23)
cosh η = j0/ρ, vα =
ηα
η
=
jα√
(j0)2 − jljl
, α = 1, 2, 3 (3.24)
Using Eqs.(3.4), (3.20) - (3.24), one can present the wave function (3.4) in terms of
variables ji, Si, κ, ϕ:
ψ =
ieiϕ+
1
2
γ5κ
2
√
(1 + ξ)(j0 + ρ)
[(j0 + ρ)(1 + ξσ)− iγ5S0 − iγ5(j+ iρ−1j× S)σ]Π (3.25)
where ξ is expressed through ji, Si by means of Eq.(3.23), the symbol × means a
vector product, and Π is defined by Eq.(3.5).
Any expression of the form ψ¯Oψ, where O is an arbitrary combination of γ-
matrices, can be expressed through the variables Si, ji, κ. For instance,
i
2
ψ¯(γlγk − γkγl)ψ = 1
2ρ
[(jkSl − jlSk) sin κ + εlkimjiSm cosκ]Π. (3.26)
4 Transformation of the action
Now let us calculate the expression (two middle terms of Eq.(3.1))
i
2
~ψ¯γl∂lψ + h.c. =
i
2
~ψ∗
[
(∂0 − iγ5σ∇)
(
iϕ + 1
2
γ5κ
)]
ψ + h.c.
+ i
2
~A2Πe−
i
2
σζe−
i
2
γ5ση(∂0 − iγ5σ∇)(e−
i
2
γ5σηe
i
2
σζ)Π + h.c.
(4.1)
where ”h.c.” means the term obtained from the previous one by the Hermitian
conjugation. Using relations (3.11)-(3.15), the expression (4.1) reduces to the form
i
2
~ψ¯γl∂lψ + h.c. = −~jl∂lϕ− 12~Sl∂lκ
+ i
2
~A2Πe−
i
2
γ5Ση(∂0 − iγ5Σ∇)e−
i
2
γ5ΣηΠ+ h.c.
+ i
2
~A2Πe−iγ5Σηe−
i
2
σζ∂0e
i
2
σζΠ+ h.c.
+ i
2
~A2Πe−
i
2
γ5Ση(−iγ5Σα)e−
i
2
γ5Σηe−
i
2
σζ∂αe
i
2
σζΠ + h.c.
(4.2)
where the matrix Σ is not differentiated.
Taking into account the fourth Eq.(3.6) and Eqs. (3.11), (3.13), the expression
(4.2) reduces to the form
i
2
~ψ¯γl∂lψ + h.c. = −~jl∂lϕ− 12~Sl∂lκ+ i2~jlΠe−
i
2
σζ∂le
i
2
σζΠ+ h.c.
+ i
2
~A2Πe−
i
2
γ5Ση(∂0 − iγ5Σ∇)e−
i
2
γ5ΣηΠ+ h.c.
(4.3)
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Substituting the relation (3.20) into the third term of Eq.(4.3), one obtains by means
of Eq.(3.22)
i
2
~jlΠe−
i
2
σζ∂le
i
2
σζΠ+ h.c. =
i
2
~jlΠσασβnα∂lnβΠ+ h.c.
= − ~j
l
2(1 + ξz)
εαβγξ
α∂lξ
βzγΠ = −~jlgα(ξ)∂lξαΠ(4.4)
where
gα(ξ) = −1
2
εαβγξ
βzγ(1 + ξz)−1 (4.5)
Calculation of the last term of Eq.(4.3) leads to the following result
F4 =
i
2
~A2Πe−
i
2
γ5Ση(∂0 − iγ5Σ∇)e−
i
2
γ5ΣηΠ+ h.c. =
−1
2
~A2εαβγ[∂αηv
βξγ + sinh η∂αv
βξγ + 2 sinh2(η
2
)vα∂0v
βξγ]Π
(4.6)
Let us introduce two constant vectors
f i = {1, 0, 0, 0, }, zi = {0, z1, z2, z3} (4.7)
which satisfy the following conditions
f lfl = 1, f
lzl = 0, z
lzl = −1. (4.8)
By means of relations (3.11), (3.13) and (4.7) the expression (4.6) reduces to the
form
F4 = − ~
2(ρ+ f sjs)
εiklm[∂
k(ji + f iρ)](jl + f lρ)[ξm − fm(ξsfs)] (4.9)
where εiklm is the Levi-Chivita pseudo-tensor (ε0123 = 1) and ξ
m = {ξ0, ξ}. The
value of ξ0 is unessential.
Let us introduce the unit timelike vector
qi ≡ j
i + f iρ√
(jl + f lρ)(jl + flρ)
=
ji + f iρ√
2ρ(ρ+ jlfl)
(4.10)
and two spacelike vectors
νi = ξi − f i(ξsfs), i = 0, 1, 2, 3; νiνi = −1, (4.11)
µi ≡ ν
i√
−(ν l + zl)(νl + zl)
=
νi√
2(1− νlzl)
=
νi√
2(1 + ξz)
. (4.12)
Then according to Eqs.(4.3), (4.4), (4.9) the relation (4.2) can be presented in the
form
i
2
~ψ¯γl∂lψ + h.c. = −~jl[∂lϕ+ gα(ξ)∂lξα]− ~
2
Sl∂lκ+ ~ρεiklmq
i(∂kql)νm (4.13)
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where the second term can be written also in the covariant form
− ~jlgα(ξ)∂lξα = −~jlεjksmµj(∂lµk)f szm (4.14)
Now by means of relations (3.10)-(3.12) one can present the action (3.1) in the
form
AD[j, ϕ, κ, ξ] =
∫
(Lcl + Lq1 + Lq2)d4x (4.15)
Lcl = −mρ− eAljl − ~ji[∂iϕ+ gα(ξ)∂iξα], ρ ≡
√
jljl (4.16)
Lq1 = 2mρ sin2(κ
2
)− ~
2
Sl∂lκ, (4.17)
Lq2 = ~ρεiklmqi(∂kql)νm (4.18)
gα(ξ) is defined by the equation (4.5). S
l, l = 0, 1, 2, 3 are considered as functions
of jl and ξ, defined by the relations
S0 = jξ, Sα = ρξα +
(jξ)jα
ρ+ jkfk
, α = 1, 2, 3 (4.19)
obtained from Eqs (1.4), (3.23). Not all variables ξ = {ξα}, α = 1, 2, 3 are indepen-
dent, because they satisfy the restriction
ξ2 = ξαξα = 1 (4.20)
as it follows from Eqs.(3.5), (3.19), (3.21). Variation of the action (4.15) with respect
to ξα, α = 1, 2, 3 under the condition (4.20) leads to the dynamic equations
δAD
δξα
(δαβ − ξαξβ) = 0, β = 1, 2, 3 (4.21)
There are only two independent equations among the equations (4.21), because a
contraction of Eq.(4.21) with ξβ leads to an identity. Note that the term (4.16) of
the action (4.15) coincides with the Lagrangian of the action (2.16) for the statistical
ensemble of classical pointlike particles.
Eliminating κ from the action (4.15) and the dynamic equation δAD/δκ = 0,
one can write the action (4.15) in the form
AD[j, ϕ, ξ] =
∫
(L′′cl + L′′q1 + Lq2)d4x (4.22)
L′′cl + L′′q1 = −
√
m2jiji − ~
2
4
(∂iSi)2 − ~
2
∂iS
i arcsin (
~∂iS
i
2mρ
)−
− ejiAi − ~ji[∂iϕ+ gα(ξ)∂iξα] (4.23)
Si, i = 0, 1, 2, 3 are functions of ξ and ji which are determined by Eqs.(4.19). Lq2
is determined by Eq. (4.18).
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5 Classical Part of the Action
The classical part of the action AD can be separated out either by vanishing ~, or
by a usage of the quasi-uniform state of the system, when all spatial gradients are
small, and quantum effects disappear.
In the non-relativistic case a quasi-uniform state satisfies the condition
| ~
m
∇u |≪| u |, u = j0, j1, j2, j3, κ. (5.1)
which is written in the coordinate system, where | j |≪| j0 |. In the general case
such a coordinate system does not exist, and the condition (5.1) is written in the
form
| ~
m
li∂iu |≪| u |, u = j0, j1, j2, j3, κ, (5.2)
where li is any unit vector orthogonal to ji
liji = 0, l
ili = −1. (5.3)
It means that all derivatives across the direction of the vector ji are small.
Let us represent all derivatives in the Eq.(4.18) in the form
∂kql = ∂k
⊥
ql +
jkjs
ρ2
∂sq
l, ∂k
⊥
≡ ∂k − j
kjs
ρ2
∂s (5.4)
The first term in rhs of the first equation (5.4) describes a transversal part of the
derivative, i.e. a derivative in the direction orthogonal to the vector ji.
According to Eq.(5.2) all terms containing the transversal derivative ∂k
⊥
are small
with respect to the first term of Eq.(4.16). Indeed, an estimation of the transversal
part of the Lagrangian (4.18) has the form
| ~ρεiklmqi(∂k⊥ql)νm |∼= ~ρ |
3∑
s=0
li(s)∂iq
s |≪ mρ, (5.5)
where li(s), s = 0, 1, 2, 3 are unit vectors orthogonal to j
i
ll(s) =
ε.ji.smq
iνm(δlj − ρ−2jjjl)
| εijsmqiνm(gl′j − ρ−2jjjl′)εi′l′sm′qi′νm′ |1/2 , s = 0, 1, 2, 3 (5.6)
(no summation over s)
Neglecting the transversal part and using Eqs.(4.10), (4.11), one can write Eq.(4.18)
in the form
Lqu2 = ~ρ−1jsεiklmqijk(∂sql)νm = ~j
s√
2ρ(ρ+ jjfj)
εiklmf
ijk∂sq
lξm
14
=
~ji
2ρ(ρ+ jjfj)
εklsmj
k∂ij
lf sξm (5.7)
The relation (4.17) can be written in the form
Lq1 = mρ(2 sin2 κ
2
− ~
2m
wi∂iκ), w
i =
Si√−SlSl
, wiji = 0. (5.8)
Let us take into account that the last term in the first equation (5.8) is small
with respect to the first term of Eq.(4.16). Then neglecting small terms and taking
into account Eq.(5.7), one obtains for the action (4.15)–(4.18) in the quasi-uniform
state
ADqu[j, ϕ, κ, ξ] =
∫
{−mρ cosκ− eAiji − ~ji[∂iϕ+ gα(ξ)∂iξα]
+
~ji
2ρ(ρ+ jjfj)
εklsmj
k∂ij
lf sξm}d4x (5.9)
where gα(ξ) is determined by Eq.(4.5).
Total derivatives ρ−1ji∂i of variables j
i, κ, ξ in the dynamic system SDqu de-
scribed by the action (5.9) are determined mainly by dynamic equations. Derivatives
in the orthogonal directions are determined by the initial conditions which must be
such ones, that these derivatives were small enough.
Although the action (5.9) contains a non-classical variable κ, in fact this variable
is a constant. Indeed, a variation with respect to κ leads to the dynamic equation
δADqu
δκ
= mρ sin κ = 0 (5.10)
which has solutions
κ = npi, n = integer (5.11)
Thus, the effective mass meff = m cosκ has two values
meff = m cosκ = ±m (5.12)
The value meff = m > 0, (κ =
1
2
npi) corresponds to a minimum of the action
(5.9), whereas the value meff = −m < 0 corresponds to a maximum. Apparently,
meff > 0 corresponds to a stable ensemble state, and meff < 0 does to unstable
state.
Eliminating κ by means of the substitution k = 1
2
npi in Eq.(5.9), one obtains the
action
ADqu[j, ϕ, ξ] =
∫
{−mρ− eAiji − ~ji[∂iϕ+ gα(ξ)∂iξα]
+
~ji
2ρ(ρ+ jjfj)
εklsmj
k∂ij
lf sξm}d4x (5.13)
Let us introduce Lagrangian coordinates τ = {τ i}, i = 0, 1, 2, 3 by means of
relations
ji =
∂D
∂τ 0,i
≡ ∂(x
i, τ 1, τ 2, τ 3)
∂(x0, x1, x2, x3)
, D ≡ ∂(τ 0, τ 1, τ 2, τ 3)
∂(x0, x1, x2, x3)
; (5.14)
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τk,i ≡ ∂iτk, i, k = 0, 1, 2, 3
Taking into account that
D−1ji∂iu = D
−1 ∂D
∂τ 0,i
∂iu =
∂(u, τ 1, τ 2, τ 3)
∂(τ 0, τ 1, τ 2, τ 3)
=
du
dτ 0
(5.15)
d4x = D−1d4τ = D−1dτ 0dτ (5.16)
ji∂iϕ =
∂(ϕ, τ 1, τ 2, τ 3)
∂(x0, x1, x2, x3)
(5.17)
the action (5.13) can be rewritten in the Lagrangian coordinates in the form
ADqu[x, ξ] =
∫
{−m
√
x˙ix˙i−eAix˙i+~(ξ˙ × ξ)z
2(1 + ξ)
+~
(x˙× x¨)ξ
2
√
x˙sx˙s(
√
x˙sx˙s + x˙0)
}d4τ (5.18)
where the dot means the total derivative d/dτ 0. x = {xi}, i = 0, 1, 2, 3, ξ =
{ξα}, α = 1, 2, 3 are considered as functions of the Lagrangian coordinates τ 0,
τ = {τ 1, τ 2, τ 3}. z is a constant unit 3-vector. Ai = Ai(x), i = 0, 1, 2, 3 are function
of x. The term ji∂iϕ is omitted, because it reduces to a Jacobian (5.17) and does
not contribute into dynamic equations.
The action (5.18) describes a statistical ensemble of deterministic dynamic sys-
tems Sdc. A state of each system Sdc is described by the variables xi, x˙i, x¨i, ξ. The
variables ξ are connected with the spin by the relation (3.23) which takes the form
ξ = s− (sx˙)
x˙0(
√
x˙ix˙i + x˙0)
x˙, s = ξ +
(ξx˙)√
x˙ix˙i(x˙0 +
√
x˙ix˙i)
x˙ (5.19)
Here s = S/ρ is the unit spin 3-vector.
All this means that in the quasi-uniform approximation the dynamic system SD
is a statistical ensemble of some deterministic classical systems Sdc. The system
Sdc should be treated as a classical analog of the Dirac electron moving in a given
electromagnetic field. Under some conditions the classical Dirac electron turns into
a classical relativistic pointlike particle, but, in general, Sdc is a more complicated
construction than a pointlike particle. As far as under some conditions SD is a
statistical ensemble of classical relativistic particles, one concludes that, generally,
the Dirac equation describes a statistical ensemble of charged quantum particles (not
a single particle). Indeed, at first, one knew only that the system SD relates to an
electron in some way, but one did not know whether SD describes a single electron or
a statistical ensemble of electrons. One discovers that under some (quasi-uniform)
initial conditions the SD is a statistical ensemble (of classical systems Sdc). It means
that SD is a statistical ensemble in all other cases. But in the general case SD cannot
be an statistical ensemble of deterministic classical systems. It means that SD is a
statistical ensemble of stochastic systems.
As far as the quantum principles are not used, then one uses the statistical
principle formulated in the sec.1. This principle permits to determine mean values
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of energy, momentum, angular momentum and other additive quantities for a single
electron. Indeed, dividing an additive quantity for SD by the number of systems
in the ensemble SD, one obtains corresponding mean value for a single stochastic
system.
Let us compare the quasi-uniform approximation with the quasi-classical approx-
imation which is obtained by tending ~ → 0. Let us go to the limit ~ → 0 in the
action (4.15)-(4.18). One obtains
ADcl[j,Φ] =
∫
[−m
√
jljl − eAljl − ji∂iΦ]d4x (5.20)
where
Φ = ~ϕ (5.21)
The term −~ji∂iϕ of Eq. (4.16) can be saved at ~→ 0 by means of the substitution
ϕ → Φ = ~ϕ. But the last term of Lcl cannot be conserved by a like substitution,
because of the restriction (4.20). For instance, due to Eq.(4.20) the substitution
ξ → w = ~1/2ξ leads to w = 0 at ~→ 0.
The action (5.20) describes only a part of extremals (solutions) of the action
(5.13), namely that part of them which does not contain spin variables (3.23) and
describes a potential solution, where the momentum (2.12) forms a potential vector
field.
pl = ∂lΦ (5.22)
The quasi-uniform approximation (5.13) obtained by a proper choice of rather
smooth initial conditions is more realistic, than the quasi-classical approximation
(5.20) obtained in the limit ~→ 0, because in reality nobody can change the quan-
tum constant ~. Thus, the quasi-uniform approximation is more preferable as a
classical approximation of the dynamic system SD.
Thus, a usage of the quasi-uniform approximation permits to separate out a
classical part of the action (4.15)-(4.18). The quantum part Lq = Lq1 + Lq2 of the
action (4.15) is determined by Eqs.(4.17), (4.18). Lq1 contains a specific variable
κ which can be treated neither as a current, nor as a Lagrangian coordinate ξ.
Suppressing κ (i.e. setting κ ≡ 0), the term Lq1 vanishes. The term Lq2 is a quantum
term, in general, although it contains a classical part which can be separated out by
means of introduction of specific quantum variables.
Let us introduce new variables
κi = qi =
ji + ρf i√
2ρ(ρ+ jsfs)
=
ji + ρf i√
(js + ρf s)(js + ρfs)
, i = 0, 1, 2, 3; (5.23)
ρ ≡
√
jljl,
using the Lagrangian multipliers λi. Then Lq2 is substituted by
L′q2 = ~ρεiklm(∂k⊥κl)κiνm +
~
ρ
jsεiklmq
ijk∂sq
lνm+
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+ λi[j
i + ρf i − κi
√
2ρ(ρ+ jsfs)] (5.24)
ρ ≡
√
jljl, ν
m = [ξm − fm(ξsfs)], m = 0, 1, 2, 3 (5.25)
where ∂k
⊥
is defined by Eq.(5.4). Then variation of the action with respect to κi
leads to the dynamic equations
− λi
√
2ρ(ρ+ jsfs) +
δA′′q2
δκi
= 0, (5.26)
A′′q2[j, ξ, κi] =
∫
~ρεiklm(∂
k
⊥
κi)κlνmd4x (5.27)
Resolving the equation (5.26) with respect to λi and substituting the λi into
Eq.(5.24), one obtains instead of L′q2
Lq3 = ~ρεiklm(κl∂k⊥κi − ql∂k⊥κi + κi∂k⊥ql)νm +
~ji
2ρ(ρ+ jjfj)
εklsmj
k∂ij
lf sξm (5.28)
Now the action has the form
AD[j, ϕ, κ, ξ, κi] =
∫
(Lcl + Lq1 + Lq3)d4x (5.29)
Dynamic equations generated by actions (3.1), (4.15) and (5.29) are equivalent.
The quantities ξα cannot be treated as Lagrangian coordinates (numbers labelling
systems of the ensemble), because they are not constant along world lines of parti-
cles, and relations (2.10) do not take place. According to Eq.(3.23) the quantities
ξα should be treated as some functions of the spin S = {2S23,0, 2S31,0, 2S12,0} =
{S1, S2, S3}.
The variables κ, κi, i = 0, 1, 2, 3 are special quantum variables which are respon-
sible for quantum effects described by the Dirac equation. Indeed, let us set κ ≡ 0,
κi ≡ 0, i = 0, 1, 2, 3 in the action (5.29). Then the action (5.29) turns to Eq.(5.13)
with gα(ξ) defined by Eq.(4.5). The action (5.29) generates the dynamic equation
δAD
δκi
= ~εiklm{ρνm∂k⊥(ql − κl) + ∂∗k⊥ [ρνm(ql − κl)]} = 0 (5.30)
where the operator ∂∗k
⊥
is defined by the relation
∂∗k
⊥
u = ∂ku− ∂s(j
kjs
ρ2
u) (5.31)
Resolving Eq.(5.30) with respect to κi and substituting the κi into Eq.(5.29), one
returns to the action (4.15)-(4.18). The fact that the solution (5.23) of Eq.(5.30)
is not sole is of no importance, because Eq.(5.28) reduces to Eq.(4.18) by virtue of
Eq.(5.30). Indeed, convoluting Eq.(5.30) with κi and using the obtained relation for
eliminating κi from Eq.(5.24), one obtains Eq.(4.18).
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Let us note that κl are not rigorous dynamic variables, because the dynamic
equations (5.30) for κl contain derivatives only along spacelike directions orthogonal
to ji. Rather the introduction of κi is an invariant (with respect to a change of
variables) way of separating out the classical part of the action.
The concentrated dynamic system Sdc has eleven degrees of freedom. It is asso-
ciated with the distributed dynamic system SD. It is described by the action
Adc[x, ξ] =
∫
{−m
√
x˙ix˙i−eAix˙i+~ (ξ˙ × ξ)z
2(1 + ξz)
+~
(x˙× x¨)ξ
2
√
x˙sx˙s(
√
x˙sx˙s + x˙0)
}dτ0 (5.32)
with non-relativistically invariant Lagrangian. It is a very surprising fact which
needs a special investigation.
6 Relativistical Invariance
At our consideration of the relativistic invariance of the Dirac equation written in
hydrodynamic terms we shall follow the approach of Anderson [6] with the modi-
fication that the definition of the relativistic covariance is provided by an explicit
reference to the quantities with respect to which the dynamic equations are relativis-
tically covariant. Let us consider a simple example which is relevant to the Dirac
equation.
One considers a system of differential equations consisting of the Maxwell equa-
tions for the electromagnetic tensor F ik in some inertial coordinates x
∂kF
ik = 4piJ i, εiklmg
ij∂jF
kl = 0 (6.1)
and equations
m
d
dτ
[(lkq˙
k)−1q˙i − 1
2
giklk(lj q˙
j)−2q˙sgslq˙
l] = eF ilglk(q)q˙
k; i = 0, 1, 2, 3 (6.2)
q˙k ≡ dq
k
dτ
where qi = qi(τ), i = 0, 1, 2, 3 describe coordinates of a pointlike charged particle as
functions of a parameter τ , li is a constant timelike unit vector,
giklilk = 1; (6.3)
and the speed of the light c = 1.
This system of equations is relativistically covariant with respect to quantities
qi, F ik, J i, li, gik, i.e. it does not change its form at any infinitesimal Lorentz
transformation
xi → x˜i = xi + ωi.kxk + o(ω); ωi.k = gilωlk; ωik = −ωki (6.4)
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which is accompanied by corresponding transformation of quantities qi, F ik, J i, li,
gik,
qi(τ )→ q˜i(τ) = ∂x˜
i
∂xk
qk(τ) = qi + ωi.kq
k + o(ω) (6.5)
F ik(x)→ F˜ ik(x˜) = ∂x˜
i
∂xl
∂x˜k
∂xj
F lj(x) = F ik + ωi.lF
lk + ωk.lF
il + o(ω) (6.6)
J i(x)→ J˜ i(x˜) = ∂x˜
i
∂xk
Jk(x) = J i + ωi.kJ
k + o(ω) (6.7)
li → l˜i = ∂x
k
∂x˜i
lk = li + ω
.k
i lk + o(ω), ω
.k
i = g
klωil (6.8)
gik(x)→ g˜ik(x˜) = ∂x
l
∂x˜i
∂xj
∂x˜k
glj(x) = gik + ω
.l
i glk + ω
.l
kgil + o(ω) (6.9)
The reference to the quantities qi, F ik, J i, li, gik means that all these quanti-
ties are considered as formal dependent variables, when one compares the form of
dynamic equations written in two different coordinate systems. For instance, if a
reference to J i is omitted in the formulation of the relativistic covariance, it means
that J i are considered as some functions of the coordinates x. If J i 6= 0, then
according to Eq.(6.7) J i and J˜ i are different functions of the arguments x and x˜
respectively, and the first equation (6.1) has different form in different coordinate
systems. In other words, the dynamic equations (6.1)–(6.2) are not relativistically
covariant with respect to quantities qi, F ik, li, gik. Thus, for the relativistic covari-
ance it is important both the laws of transformation (6.5)–(6.9) and how each of
quantities is considered as a formal variable, or as some function of coordinates.
Following Anderson [6] we divide the quantities qi, F ik, J i, li, gik into two parts:
dynamical objects (variables) qi, F ik and absolute objects J i, li, gik. By definition
of absolute objects they have the same value for all solutions of the dynamic equa-
tions, whereas dynamic variables are different, in general, for different solutions. If
the dynamic equations are written in the relativistically covariant form, their sym-
metry group (and a compatibility with the relativity principles) is determined by
the symmetry group of the absolute objects J i, li, gik.
Let for simplicity J i ≡ 0. A symmetry group of the constant timelike vector
li is a group of rotations in the 3-plane orthogonal to the vector li. The Lorentz
group is a symmetry group of the metric tensor gik =diag {1,−1,−1,−1}. Thus, the
symmetry group of all absolute objects li, gik, J
i ≡ 0 is a subgroup of the Lorentz
group (rotations in the 3-plane orthogonal to li). As far as the symmetry group is a
subgroup of the Lorentz group and does not coincide with it, the system of equations
(6.1)–(6.2) is non-relativistic (incompatible with the relativity principles).
Of course, the compatibility with the relativity principles does not depend on the
fact with respect to which quantities the relativistic covariance is considered. For
instance, let us consider a covariance of Eqs. (6.1), (6.2) with respect to quantities
qi, F ik, J i ≡ 0. It means that now li are to be considered as functions of x (in
the given case these functions are constants), because a reference to li as a formal
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variables is absent. After the transformations (6.4)–(6.9) the equation (6.2) takes
the form
m
d
dτ
[(l˜k
dq˜
dτ
k
)−1
dq˜i
dτ
− l˜
i
2
(l˜k
dq˜k
dτ
)−2
dq˜
dτ
sdq˜s
dτ
] = eF˜ i.k
dq˜k
dτ
(6.10)
Here l˜i are considered as functions of x˜. But l˜i are other functions of x˜, than li of
x (other numerical constants l˜k = lj∂x
j/∂x˜k instead of lk), and equations (6.2) and
(6.10) have different forms with respect to quantities qi, F ik, J i ≡ 0. It means that
Eq.(6.2) is not relativistically covariant with respect to qi, F ik, J i ≡ 0, although it
is relativistically covariant with respect to qi, F ik, li, J
i ≡ 0.
Setting li = {1, 0, 0, 0}, t = q0(τ) in Eq.(6.2), one obtains
m
d2q
dt2
α
= eF α.0 + eF
α
.β
dq
dt
β
, i = α = 1, 2, 3;
m
2
d
dt
(
dq
dt
αdq
dt
α
) = eF α.0
dq
dt
α
, i = 0. (6.11)
It is easy to see that this equation describes a non-relativistic motion of a charged
particle in a given electromagnetic field F ik. The fact that the equations (6.2) or
(6.11) are non-relativistic is connected with the space-time split into space and time
that is characteristic for Newtonian mechanics. This space-time split is described
in different ways in Eqs. (6.2) and (6.11). It is described by the constant timelike
vector li in Eq.(6.2). In the equation (6.11) the space-time split is described by a
special choice of the coordinate system whose time axis is directed along the vector
li.
Thus, a relativistic covariance in itself does not mean a compatibility with the
special relativity principles. It is important with respect to which quantities the
dynamic equations are relativistically covariant
There is something like that in the case of the Dirac equation. The Dirac equa-
tion (1.1) is relativistically covariant with respect to variables ψ,Ai, which are trans-
formed at the Lorentz transformation (6.4) as follows
Ai(x)→ A˜i(x˜) = ∂x
k
∂x˜i
Ak(x) = Ai + ω
.k
i Ak + o(ω) (6.12)
ψ(x)→ ψ˜(x˜) = exp(1
4
γikωik)ψ(x) + o(ω), (6.13)
γi → γ˜i = γi, i = 0, 1, 2, 3.
A direct physical meaning of the variables ψ is unclear. Only such quantities as the
current ji and spin (1.6) have a direct physical meaning. The action (4.15)-(4.18) is
a result of the Dirac action (3.1) transformation to variables ji, Si having a physical
meaning.
Let us replace the relation (3.23) by the relation
ξl = ρ−1[Sl − j
lSkfk
ρ+ jsfs
], l = 0, 1, 2, 3; (6.14)
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where the vector f l is defined by Eq.(4.7). According to relations (1.4) the equation
(6.14) is equivalent to Eq.(3.23), if the first relation (4.7) takes place.
Let fk be transformed as a vector, then according to Eq.(6.14) ξl is a pseudo-
vector, because jl is a vector, and Sl is a pseudo-vector. Substituting Eq.(6.14) into
Eqs.(5.29), (4.16)-(4.17), (5.28), one obtains the action for the Dirac equation in
terms of variables j, S, κ, ϕ, κi
AD[j, S, κ, ϕ, κi] =
∫
(L′cl + Lq1 + Lq3)d4x (6.15)
L′cl = −mρ− ejiAi − ~ji(∂iϕ+ εmjklµj∂iµkfmzl) (6.16)
where Lq1 and Lq3 are defined by Eqs.(4.17), (5.28), µj is defined by Eqs. (4.12),
(4.11), (6.14), and νi is defined by Eq.(4.11)
µk = [wk − j
kwmfm
ρ+ jsfs
][2(1 + wlzl − jlz
lwmfm
ρ+ jsfs
)]−1/2, wi ≡ S
i
√−SlSi
(6.17)
νk = wk − j
kwmfm
ρ+ jsfs
(6.18)
For obtaining dynamic equations the action (6.15) is varied with respect to variables
ji, Si, κi, ϕ, κ under additional constraints (1.4). Vector f i and pseudo-vector zi
are constant and satisfy the conditions (4.8).
The obtained dynamic equations are equivalent to the Dirac equation (1.1). They
are relativistically covariant with respect to quantities ji, Si, κi, ϕ, κ, Ai, f
i, zi.
But they are not relativistically covariant, generally, with respect to variables ji,
Si, κi, ϕ, κ Ai. It is easy to verify, setting values (4.7) of f
i, zi into the action
(6.15)-(6.18).
Thus, a relativistical covariance of dynamic equations described in terms of Ai,
ji, Si, κi, ϕ, κ depends essentially on introduction of additional quantities f i, zi.
These quantities are constant. They arise from the zero divisor (3.5) which can be
written in the covariant form
Π =
1
2
(
1 + flγ
l
) 1
2
(
1− iγ5fizkγik
)
(6.19)
where f l is a constant timelike unit vector, and zl is a constant unit pseudo-vector.
It is easy to verify that under the conditions (4.8) the factors of the matrix
(6.19) commute, and each factor is a zero divisor. Using designations (3.2), one
obtains that under conditions (4.7) the expression (6.19) coincides with Eq.(3.5).
Thus, variables f l, zl are present in a hidden form inside the zero divisor Π of the
expression (3.4) for the wave function. When one says that the Dirac equation
(1.1) is relativistically covariant with respect to variables Ai, ψ, one implies also the
absolute objects f l, zl, hidden inside ψ. It is impossible to construct a proper zero
divisor without using absolute objects.
Indeed, if all components of the wave function ψ are given, the relations (1.2)
determine the quantities jl and Sl uniquely. The quantities ϕ, κ, are determined to
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within an additive constant and to within an additive (2pi)fold constant respectively.
The quantities do not depend on the form of the zero divisor Π. If the quantities
jl, Sl, ϕ, κ are given, the wave function components are determined by the relation
(3.25) with the zero divisor determined by Eq.(3.5). The wave function components
depend on parameters determining the form of the zero divisor. In other words,
the transformation from the variables jl, Sl, ϕ, κ to the wave function ψ is not
single-valued. Substitution of ψ from Eq.(3.4) into Eq.(1.1) leads to appearance of
constant parameters fk, zk in dynamic equations, provided they are written in the
relativistically covariant form.
A common continuous symmetry group of both vectors fk and zk is a group
of rotation inside the 2-plane orthogonal to the bivector fkzl − f lzk. The Lorentz
group is not a symmetry group of the dynamic equations. If the peculiar directions
determined by parameters fk, zk are not fictitious, then the dynamic equations
generated by the action (6.15) are incompatible with the relativity principles.
The variable f l describes the space-time split into space and time, what is char-
acteristic for the Newtonian mechanics. In this sense the Dirac equation is not more
relativistic, than the non-relativistic equation (6.2).
7 Concentrated Dynamic System Associated with
the Dirac Equation
Let us return to an investigation of the dynamic system Sdc. The action (5.32) can
be presented in the relativistically covariant form as follows
Adc[x, ξ] =
∫
{−m
√
x˙ix˙i − eAix˙i − ~εiklmξ
iξ˙
k
f lzm
2(1− ξszs)
+ ~
εiklmx˙
ix¨kf lξm
2
√
x˙sx˙s(x˙lfl +
√
x˙lx˙l)
}dτ (7.1)
where zi and f i satisfy Eqs.(4.8), and the dot means a differentiation with respect
to invariant parameter τ . ξi is a unit spacelike vector orthogonal to the vector f i.
It can be presented in the form
ξi =
ηi − f iηsfs√−ηlηl + (ηlfl)2 (7.2)
where ηi is an arbitrary spacelike vector.
It is easy to verify that
δξi =
(δil + ξ
iξl)(δ
l
k − f lfk)δηk√−ηsηs + (ηsfs)2 (7.3)
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Then varying Eq.(7.1) with respect to ξi and using that δηi is an arbitrary vector,
one obtains dynamic equations
δAdc
δξi
(δil + ξ
iξl)(δ
l
k − f lfk) =
δAdc
δξi
(δik + ξ
iξk − f ifk) = 0, k = 0, 1, 2, 3 (7.4)
There are only two independent dynamic equations among the equations (7.4), be-
cause a convolution of Eq.(7.4) with vectors ξk and fk converts them into identities.
The action (7.1) is invariant with respect to a change of the invariant parameter
τ
τ → τ˜ = f(τ) (7.5)
where f is an arbitrary monotone function. In particular, τ can be chosen in such
a way that
x˙ix˙i = 1 (7.6)
In this case τ can be interpreted as a proper time.
Let us written down the dynamic equations in the case of absence of the elec-
tromagnetic field Ai = 0.
δAdc
δxi
=
d
dτ
{ mx˙i√
x˙sx˙s
− ~εiklm[Qf lx¨kξm + 1
2
x˙k
d
dτ
(Qf lξm)]−
− ~
2
εjklmf
lx˙j x¨kξm
∂Q
∂x˙i
} = 0, i = 0, 1, 2, 3 (7.7)
δξi : −{εsklm[Pf lξ˙kzm + 1
2
ξk
d
dτ
(Pf lzm) +
1
2
Qx˙kx¨lfm]+
1
2
εjklmf
lξj ξ˙
k
zm
∂P
∂ξs
}(δsi + ξsξi − f sfi) = 0 (7.8)
where P and Q are defined by the relations
Q = Q(x˙) = [
√
x˙sx˙s(x˙
lfl +
√
x˙sx˙s)]
−1 (7.9)
P = P (ξ) = (1− zlξl)−1 (7.10)
Equation (7.7) is integrated in the form
mx˙i√
x˙sx˙s
− ~εiklm[Qf lx¨kξm + 1
2
x˙k
d
dτ
(Qf lξm)]− ~
2
εjklmf
lx˙j x¨kξm
∂Q
∂x˙i
= pi (7.11)
pi = const, i = 0, 1, 2, 3;
Let τ be the proper time, and the condition (7.6) takes place. Convoluting
Eq.(7.11) with f i and eliminating the last term in lhs of Eq.(7.11), one obtains
− εiklm[x¨kf lξm + 1
2
x˙kf lξ˙
m − x˙
kf lξm(x¨jfj)
2(1 + x˙sfs)
] = (δsi − fif s)(us − x˙s)
1 + x˙lfl
λ
, (7.12)
λ =
~
m
, ui =
pi
m
, i = 0, 1, 2, 3
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One can see from Eqs.(7.8), (7.12) that only directions orthogonal to the timelike
vector f i are essential.
Let us choose f i in the form (4.7). Then using designations
xi = {x0,x}, ξi = {0, ξ}, zi = {0, z}, ui = {u0,u}, (7.13)
Eqs. (7.8), (7.12) reduce to the form
[−ξ˙ + (zξ˙)
2(1 + zξ)
ξ]× z+ ξ(ξ˙ × z)
2(1 + zξ)
z+
(1 + zξ)
2(1 + x˙0)
x˙× x¨ = Cξ (7.14)
d
dτ
(
x˙√
1 + x˙0
)× ξ + x˙× ξ˙
2
√
1 + x˙0
=
√
1 + x˙0
λ
(x˙− u) (7.15)
where C is some indefinite function of τ .
According to Eqs.(7.2), (4.7)
ξ2 = 1, ξξ˙ = 0. (7.16)
Using these relations, the equation (7.14) reduces to the form (see Appendix B)
ξ˙ = −(x˙× x¨)
1 + x˙0
× ξ (7.17)
which does not contain the vector z. It means that z determines a fictitious direction
in the space-time. Note that z in the action (4.15) for the system SD is fictitious
also, because the term containing z is the same in the actions (4.15) and (5.13) for
SD and SDqu respectively.
Eq.(7.17) can be written in the relativistically covariant form
ξ˙i = −
εiklmξ
lfmεk.k′l′m′ x˙
k′x¨l
′
fm
′
1 + fsx˙s
(7.18)
The system of Eqs.(7.12), (7.18) is relativistically covariant with respect to the
quantities xi, ξi, pi, f
i considered as 4-vectors (xi, pi, f
i) and pseudo-vectors (ξi).
But it is not relativistically covariant with respect to the dynamic variables xi, ξi, pi.
Under the Lorentz transformation (6.4) the set Sf of all solutions {xi, ξi, pi} of
Eqs.(7.12), (7.18) at fixed parameters f i is transformed into another set Sf˜ of so-
lutions {x˜i, ξ˜i, p˜i}. But the set S = {Sf} of all sets Sf is transformed into itself,
provided f i satisfies Eq.(4.8).
Formally the integration constants pi can be considered as some parameters of
the system of differential equations (7.18), (7.12). At the same time the parameters
pi, f
i of Eqs. (7.18), (7.12) can be considered as some integration constants of some
system D of differential equations which is relativistically covariant with respect to
its dynamic variables. The set of all solutions of D can be obtained as a result of
the Lorentz transformation (6.4) of the set Sp of all solutions with fixed values of
pi, or as that of the set Sf of all solutions with fixed values of f i.
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It is sufficient to investigate solutions Sf0 of equations (7.12), (7.18) at f i(0) =
{1, 0, 0, 0}, because solutions at other values of f i can be obtained from solutions at
f i = f i(0) by means of a proper Lorentz transformation.
Eq.(7.17) describes a rotation of the unit 3-vector ξ around the vector x˙× x¨
with the angular frequency
Ωξ =
x˙× x¨
1 + x˙0
(7.19)
Eliminating ξ˙ by means of a substitution of Eq.(7.17) into Eq.(7.15), and introducing
a new variable y instead of x˙
y =
x˙√
1 + x˙0
, x˙ = y
√
2 + y2, x˙0 ≡
√
1 + x˙2, (7.20)
Eq.(7.15) reduces to the form
λy˙×(ξ + (ξ)
2
√
2 + y2
y) = (y
√
2 + y2 − u)
√
2 + y2 (7.21)
Let us introduce a dimensionless variable w which is supposed to be small
w = y − b, b = u(1 +
√
1 + u2)−1/2, | w |≪1 (7.22)
Then Eq.(7.21) takes the form
λw˙ × a = [Gw + b(wb)] +O(w2), (7.23)
G = 2 + b2, a = ξ +
(ξb)
2
√
2 + b2
b (7.24)
It follows from Eq.(7.23) that a is orthogonal to rhs of Eq.(7.23), or
wd = 0, d ≡Ga+ (ba)b (7.25)
Characteristic frequency for w is of the order of λ−1, whereas that for ξ is of the
order of λ−1 | w |≪ λ−1. It means that, integrating Eq.(7.23), one can consider ξ
as a constant vector.
If ξ ‖ b, w is orthogonal to b, and Eq. (7.23) reduces to the form
λw˙ =
G
a2
a×w +O(w2), w2 = const (7.26)
which describes a rotation of the vector w with the angular velocity Ga/a2.
If ξ×b 6=0, let us choose orthonormal vectors e1, e2, e3 in such a way that e1, e2
lie on the plane P spanned by vectors ξ and b. Let the vector e1 be chosen on P in
such a way that e1 ‖ d. Then one has the following decomposition of vectors w, a,b
w = w2e2 + w3e3, a = a1e1 + a2e2, b = b1e1 + b2e2 (7.27)
According to Eqs.(7.23), (7.25), (7.27) the first equation (7.25) reduces to the form
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w2[a1b1b2 + a2(G+ b
2
2)] = 0. (7.28)
Substituting Eqs. (7.27) into Eq.(7.26), one obtains
−λw˙3a2 = b1b2w2 +O(w2),
λw˙3a1 = (G+ b
2
2)w2 +O(w
2), (7.29)
−λw˙2a1 = Gw3 +O(w2),
Due to Eq.(7.28) two first equations (7.29) are equivalent. The system (7.29) can
be easily solved. The solution has the form.
w = A[e2 cosφ+ (1 + b
2
2/G)
1/2e3 cosφ] +O(A
2) (7.30)
where
e1 = d/ | d |, e2 = [1− (e1ξ)2]−1/2e1 × ξ, e3 = e1 × e2,
φ = Ωx(τ − τ (0)) + φ(0) (7.31)
Ωx =
G
λa1
[1 + b22/G]
1/2, a1 = (ae1), b2 = (be2) (7.32)
Using Eqs.(7.20), (7.22), one obtains
x˙ = u+ A[(Ge2 +
b2
G
b) cosφ+ (G+ b22)
1/2e3 sin φ] +O(A
2)
x˙0 =
√
1 + x˙2 (7.33)
x = x(0) + u(τ − τ (0)) + AΩ−1x [(Ge2 +
b2
G
b) sin φ− (G+ b22)1/2e3 cosφ] +O(A2)
x0 = x0(0) +
τ∫
τ (0)
√
1 + x˙2(τ ′)dτ ′ (7.34)
A, φ(0), x
0
(0),x(0),u, τ (0) are independent integration constants. a,b, G and Ωx are
determined by relations (7.22), (7.24), (7.32) through these constants.
According to Eq.(7.19) the angular velocity Ωξ of the vector ξ rotation reduces
to the form
Ωξ =
AΩx
1 + x˙0
[−u× (Ge2 + b2
G
b) sinφ− (1 + b22G)1/2u× e3 cosφ] +O(A2) (7.35)
Ωξ oscillates rapidly around the mean value < Ωξ >≃ O(a2). It means that
ξ = ξ(0) +O(A
2) (7.36)
ξ(0) = const, ξ(0))ξ(0) = 1 (7.37)
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In order to show that f i is not a fictitious parameter, let us consider the exact
solution of equations (7.12), (7.18) at f i defined by Eq.(4.7) .
xi = {
√
1 + a2τ , −aΩ−1 sinφ, aΩ−1 cosφ, 0}; ξi = {0, 0, 0, 1}
ui = {1, 0, 0, 0}, Ω = 1 +
√
1 + a2
λ
, φ = Ωτ + φ(0), a = const (7.38)
If f i is a fictitious, the system of equations (7.12), (7.18) is relativistically covari-
ant with respect to the vectors xi, ξi, ui, and the vectors x˜i, ξ˜
i
, u˜i, obtained from
Eqs.(7.38) by means of a Lorentz transformation are to form a solution of Eqs.(7.12),
(7.18).
In the coordinate system moving with the velocity V = tanhϑ in the direction
of the axis x3 the vectors (7.38) have the form
x˜i = {τ
√
1 + a2 coshϑ, −aΩ−1 sinφ, aΩ−1 cosφ, τ
√
1 + a2 sinhϑ};
ξ˜
i
= {sinhϑ, 0, 0, coshϑ}; u˜i = {cosh ϑ, 0, 0, sinh ϑ}; (7.39)
Ω =
1 +
√
1 + a2
λ
φ = Ωτ + φ(0), a = const
It is easy to verify that (7.39) is not a solution of Eqs.(7.12), (7.18), if ϑ 6= 0 and
f i is determined by the equation (4.7). (Of course, Eq.(7.39) is a solution of Eqs.
(7.12), (7.18), if f i = f˜ i = {cosh ϑ, 0, 0, sinhϑ}). It means that the vector f i is an
essential parameter, and the system of equations (7.12), (7.18) is incompatible with
the special relativity principle.
The fact that zi is fictitious, but f i is not, is explained, apparently, by incomplete
symmetry of the Dirac equation with respect to the time and the space. The matrix
γ0 is used for constructing the Dirac conjugate spinor ψ¯ = ψ∗γ0. It separates out
the matrix γ0 among matrices γi
A space-time split generated by γ0 appears in the Space-Time Algebra (STA)
suggested by Hestenes [7]. STA is a kind of Clifford Algebra describing space-time
properties [8]. This space-time split is connected with a use of the matrix γ0.
In the case, when the electromagnetic field does not vanish, the quantities pi
determined by Eq.(7.11) are not constant. They satisfy the equations
p˙i ≡ mu˙i = eFik(x)x˙k, Fik ≡ ∂iAk − ∂kAi. (7.40)
There are only three independent equations among them
mu˙ = eEx˙0 + e[x˙×H], E = E(x0,x), H = H(x0,x) (7.41)
where E = {Eα} = {−Fα0}, α = 1, 2, 3; H = {Hα} = {−12εαβγFβγ}, α = 1, 2, 3.
The system of equations (7.6), (7.16), (7.17), (7.20), (7.41) is a complete system of
dynamic equations for the dynamic variables ξ ,x, x0, u.
For not too strong electromagnetic field, when the Larmor frequency is much less,
than Ωx (eH/m≪ Ωx ≃ m/~, i.e. if H ≪ 1012G),u in Eq.(7.21) can be considered
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approximately as a constant. Then the world line xi = xi(τ ), i = 0, 1, 2, 3 describing
a solution of the system (7.6), (7.16), (7.17), (7.20), (7.21), (7.41) spirals round the
world line X i = X i(τ ) which describes a motion of the guiding center and satisfies
the equation
mX¨ i = eF i.k(X)X˙
k, i = 0, 1, 2, 3 (7.42)
In general, a charged particle moving in such a way must intensively radiate
electromagnetic waves. As a result its world line is to approach to the world line of
the guiding center.
Such a helical motion of the electron associates with the classical model [9] of
the Schro¨dinger zitterbewegung [10]. Another approaches to the interpretation of
the zitterbewegung can be found in papers [11-14] and references therein.
8 Discussion
It seems that pi and x˙
i should be interpreted respectively as a 4-momentum and
4-velocity of the system Sdc. But then the system Sdc can be hardly interpreted as
a pointlike classical particle. There are two reasons. First, pi and x˙
i of a pointlike
particle are connected by an algebraic relation of the kind of pi = mx˙i. For the
dynamic system Sdc a distinction between yi = x˙i(1 + x˙0)−1/2 and ui = pi/m is
described by the dynamic variable wi which is introduced by Eq.(7.22). According
to Eq.(7.21) this distinction is proportional to the quantum constant ~. Second, it is
very difficult to understand, why the world line of a free particle is a helix spiralling
round the straight line
X i =
pi
m
(τ − τ (0)) +X i(0). (8.1)
even in an absence of the electromagnetic field.
All this can be explained by means of the supposition that xi describes an observ-
able part of a complicated bound system whose center of inertia X i moves according
to Eq.(8.1) in the case of Ai ≡ 0 and according to Eq.(7.42) in the case of not too
strong electromagnetic field. But under such an interpretation the system Sdc is
not a pointlike particle with some inner degrees of freedom, but a dynamic system
consisting of a few particles interacting through a distance. But such an interaction
through a distance is incompatible with the relativity principle.
One can try to save the compatibility with the relativity by a consideration of
some distributed classical system Sφ instead of the concentrated dynamic system
Sdc. The system Sdc arises as an element of the statistical ensemble SDqu. But an
one-parameter statistical ensemble of dynamic systems Sdc can be also considered
as an element of the statistical ensemble SDqu. For instance, let us consider a set
Sφ of systems Sdc, having all similar integration constants {a, x0(0),x(0),u, τ (0), ξ(0)}
except of φ(0). Let values of φ(0) be distributed uniformly among the systems Sdc.
(For instance, in Eq.(7.38) xi is considered as a function of two variables τ and
φ(0) with fixed parameter a). Then Sφ can be considered as a ring. World lines
of the ring particles form a two-dimensional world tube in the space-time. Such
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a construction is more symmetric, than helically moving particle. Besides such a
ring does not radiate electromagnetic waves. The statistical ensemble SDqu can be
considered as consisted of rings Sφ which are classical distributed dynamic systems.
Unfortunately, rings Sφ and their two-dimensional world tubes are incompatible
with the concept of a pointlike particle.
One can try to associate the world tubes with the space-time properties (but
not with the structure of the dynamic system Sφ). In this case it is necessary to
admit that the distortion of the space-time does not vanish, i.e. the characteristic
geometric structures of the space-time are three-dimensional world-tubes (but not
straight lines) [2,15]. Then one can hope to remove incompatibility between the
concept of a pointlike particle and the cylindrical space-time structures generated
by the Dirac equation. Note that in the distorted space-time the momentum of
a particle and its velocity are independent quantities which are connected by no
algebraic relation.
Thus, the well known dynamic system SD described by the Dirac equation has
been investigated simply as a dynamic system without using any additional suppo-
sitions. The obtained results can be summed as follows.
1. Describing the dynamic system SD in terms of hydrodynamic variables, one
discovers that in the quasi-uniform approximation the SD turns to a statistical
ensemble SDqu of classical systems Sdc. It means that, in general, the dynamic
system SD is a statistical ensemble of stochastic systems, and it permits to separate
out a classical part LDqu of the total Lagrangian LD.
2. It is possible to separate out the classical part LDqu of the Lagrangian by
means of special quantum variables κ, κi responsible for quantum effects. Suppress-
ing the quantum variables (setting κ, κi ≡ 0), one transforms the Lagrangian LD of
the system SD into its classical part LDqu.
3. The transformation of the Dirac equation to hydrodynamic variables separates
out a peculiar direction in the space-time. This direction is described by the timelike
unit vector fk. Existence of a preferred direction in the space-time is incompatible
with the special relativity principle. It means that the Dirac equation is incompatible
with the special relativity principle and needs a modification for such a compatibility.
4. The dynamic system Sdc is a classical analog of the quantum Dirac electron.
Sdc cannot be interpreted as a pointlike charged particle in the Minkowski space-
time. Rather it is either a complicated non-local dynamic system in the Minkowski
space-time, or a pointlike particle, but in a non-Riemannian (distorted) space-time.
APPENDIX A
Classical Ensemble Described in Lagrangian and Eulerian Coordinates
Let us show equivalency of two form (2.1) and (2.2) of the action for the statistical
ensemble of classical systems. Let us introduce the time Lagrangian coordinate ξ0,
supposing that t = t(ξ0), x = {t,x} = x(ξ), ξ = {ξ0, ξ}. Then the action (2.1) can
be rewritten in the form
AL [x] =
∫
L (x, x˙) dn+1ξ, x˙ ≡ ∂x/∂ξ0, dn+1ξ =dξ0dξ (A.1)
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L(x, x˙) = L(x0,x, x˙/x˙0)x˙0. (A.2)
According to Eq.(A.2) the Lagrangian L(x, x˙) is a first order homogeneous function
of x˙, i.e.
L(x, ax˙) = aL(x, x˙), (A.3)
where a is an arbitrary parameter.
Let the variational problem with the functional (A.1) take place. Let us show
that it is equivalent to the variational problem with the functional (2.2).
Considering ξ = {ξi}, i = 0, 1, . . . n as functions of x = {xi}, i = 0, 1, . . . n,
the variational problem with the action (A.1) can be formulated as a variational
problem with the action
A[ξ] =
∫
L(x, ∂J
∂ξ0,i
)dn+1x, ξ = ξ(x) (A.4)
where J is a Jacobian
J ≡ ∂(ξ0, ξ1, . . . ξn)
∂(x0, x1, . . . xn)
≡ det ‖ ξi,k ‖,
ξi,k ≡ ∂ξi/∂xk, i, k = 0, 1, . . . n (A.5)
and
∂J
∂ξ0,i
≡ ∂(x
i, ξ1, ξ2, . . . ξn)
∂(x0, x1, . . . xn)
≡ ∂x
i
∂ξ0
J, i = 0, 1, . . . n (A.6)
Deriving Eq.(A.4) from Eq.(A.1), the relations (A.3), (A.6) were used.
In the variational problem with the action (A.4) the Lagrangian coordinates
ξ = {ξi}, i = 0, 1, . . . n are dynamic variables considered as functions of coordinates
x = {xi}, i = 0, 1, . . . n.
Let us use designations
ji =
∂J
∂ξ0,i
, i = 0, 1, . . . n (A.7)
Adding constraints (A.7) to the action (A.4), one does not change the variational
problem, because Eq.(A.4) does not contain variables ji, and Eq. (A.7) is not a
constraint in reality. Let us introduce Eq.(A.7) into the action (A.4) by means
of Lagrange multpliers p = {pi}, i = 0, 1, . . . n. ji and pi, i = 0, 1, . . . n mean
respectively a current density and a momentum density in the space {t,x}.
Then one obtains
A[j, p, ξ] =
∫
[L(x, j)− pi(ji − ∂J
∂ξ0,i
)]dxn+1. (A.8)
Dynamic equations generated by the action (A.8) have the form
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δA
δξα
= −∂k(pl ∂
2J
∂ξ0,l∂ξα,k
) = 0, α = 1, 2, . . . n; (A.9)
δA
δji
=
∂L
∂ji
− pi = 0, i = 0, 1, . . . n (A.10)
Variation with respect to pi leads to Eq.(A.7).
Using identities
∂k(
∂2J
∂ξ0,l∂ξi,k
) ≡ 0, i, l = 0, 1, . . . n, ∂kjk = ∂k δJ
δξ0,i
≡ 0, (A.11)
∂2J
∂ξ0,i∂ξj,k
ξj,l ≡ δkl
∂J
∂ξ0,i
− δil
∂J
∂ξ0,k
, i, k, l = 0, 1, . . . n, (A.12)
and eliminating the variables ξ, one can reduce equations (A.7), (A.9), (A.10) to
the conventional hydrodynamic form (2.9), (2.14)
Instead of elimination of variables ξ Eqs. (A.9), (A.10) can be integrated in the
form
pk =
∂L(x, j)
∂jk
= ~∂kϕ+ ~g
β(ξ)∂kξβ; k = 0, 1, . . . n, (A.13)
where gβ(ξ), β = 1, 2, . . . n are arbitrary functions of the argument ξ = {ξα},
α = 1, 2, . . .n. ϕ is some new variable. ~ is the Planck constant which is introduced,
for variables ϕ, ξ = {ξα}, α = 1, 2, . . . n and the functions gβ were dimensionless.
In this context ~ has no quantum meaning.
Indeed, let us substitute relation (A.13) into Eq.(A.9) and use the first Eq.(A.11),
antisymmetry of ∂2J/∂ξ0,l∂ξα,k and symmetry of ∂k∂lϕ with respect to indices l, k.
Then one obtains
∂k[
∂2J
∂ξ0,l∂ξα,k
gβ(ξ)ξβ,l] = 0, α = 1, 2, . . . n. (A.14)
Now using the identity
∂2J
∂ξ0,l∂ξα,k
ξβ,l ≡ −δαβ
∂J
∂ξ0,k
, α, β = 1, 2 . . . n, k = 0, 1, . . . n, (A.15)
and the second relation (A.11), one can reduce Eq.(A.14) to the form
−δαβ
∂J
∂ξ0,k
ξγ,k
∂gβ(ξ)
∂ξγ
= 0, α = 1, 2, . . . n. (A.16)
Due to the identity
∂J
∂ξ0,k
ξl,k ≡ δ0l J, l = 0, 1, . . . n (A.17)
the equation (A.16) is satisfied for any functions gβ(ξ), β = 1, 2, . . .n. Thus, the
relation (A.13) is a general solution of the system of equations (A.9).
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Let us substitute Eq.(A.13) into the action (A.8) and use that due to Eq.(A.17)
∂J
∂ξ0,k
pk = ~
∂(ϕ, ξ1, ξ2, . . . ξn)
∂(x0, x1, . . . xn)
. (A.18)
Then the action (A.8) turns to Eq.(2.2). The term (A.18) is omitted, because it
does not give any contribution into dynamic equations. Thus, Eq.(2.2) is a corollary
of Eq.(2.1).
Now let the variational problem with the functional (2.2) take place. Corre-
sponding dynamic equations have the form (2.9)–(2.11). The relations (A.7) satisfy
Eqs. (2.9), (2.11) identically, and an usage of them as additional constraints does
not change the variational problem. Substituting (A.7) into Eq.(2.2) and using iden-
tities (A.17), (A.18), one obtains Eq.(A.4) which is equivalent to Eq.(2.1). Thus,
the variational problems with actions (2.1) and (2.2) are equivalent.
APPENDIX B
Let us show here that under conditions
ξ2 = 1, z2 = 1 (B.1)
the equation
−ξ˙ × z+ (zξ˙)
2(1 + zξ)
ξ × z+ ξ(ξ˙ × z)
2(1 + zξ)
z− (1 + zξ)
2
b = Cξ, (B.2)
where b is a given vector, and C is an indefinite function of τ , reduces to the form
ξ˙ = b× ξ (B.3)
Let zξ = cosα 6= ±1. Let us introduce an orthonormal basis {eα}, α = 1, 2, 3
e3 = ξ, e2 =
(ξ × z)
sinα
, ξ = cosα (B.4)
e1 = e2 × e3 = ξ × (ξ × z)
sinα
=
z− ξ cosα
sinα
(B.5)
Then
z = e1 sinα + e3 cosα, ξ˙ = ξ˙αeα, b = bαeα (B.6)
It follows from (B.1) and (B.6) that
ξξ˙ = 0, ξ˙3 = 0, z2 = 0. (B.7)
Substituting Eqs.(B.6), (B.7) into Eq.(B.2) and equating coefficients before the basis
vectors eα, one obtains
e1 : ξ˙2 = −b1 (B.8)
e2 : ξ˙1 = b2 (B.9)
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e3 : C =
b3
2
(1 + cosα)− 2 + cosα
2(1 + cosα)
sinαξ˙2. (B.10)
Eq.(B.3) follows from Eqs.(B.7)-(B.9). Eqs.(B.8)–(B.10) determine the indefinite
function C through the given vector b and the scalar product (zξ).
If z = ξ, the equation (B.2) reduces to the form
−ξ˙ × ξ − b = Cξ. (B.11)
Forming the vector product of Eq.(B.11) with ξ and using (B.7), one obtains
Eq.(B.3).
If z = −ξ, the equation (B.2) becomes indefinite, and it is necessary to use the
limit ξ → −z. It leads to the result (B.3).
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