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Abstract-we consider specular reflector systems with two mirrors and an energy source which 
is either a point source or a collimator. For such systems, we derive here second order partial 
differential equations of Monge-Amp&e type expressing the ray tracing and energy conservation 
laws. By specializing certain parameters in these equations, one obtains explicit expressions for 
energy patterns produced by the output wavefront on receiver surfaces of arbitrary geometry. The 
resulting differential equations can be used for analysis and synthesis of reflector systems that have 
applications in electromagnetics and optics. 
1. INTRODUCTION 
The geometric optics approximation is used in design of offset single and dual reflector antennas 
when it is required to control the energy pattern and/or phase on the output aperture and at 
the same time minimize energy losses due to spillovers, blockage, etc. [l]. Similarly, in designing 
optical systems, one can use two mirrors to transform an input Gaussian laser beam into a 
uniform output irradiance front and at the same time optimize certain design parameters [2]. 
The analytic formulation of the geometric optics approximation is based on two physical princi- 
ples: (a) Snell’s law, leading to the ray tracing equations; and (b) energy conservation law for the 
energy flow along differential tubes of rays, leading to a relation between the input energy density 
of the emitting source (sources) and the energy density distribution on the receiver surface on 
which the output wavefront impinges. An analytic description of (b) requires an expression for 
the Jacobian of the map established by the ray tracing equations between the set of incidence rays 
and the points on the receiver. Different mathematical forms of this Jacobian, while expressing 
the same physical principles, lead to different differential equations and the latter may or may not 
be convenient for theoretical and numerical analysis of a concrete system. Furthermore, because 
the resulting equations are nonlinear, the particular form of these equations becomes a crucial 
factor in their applicability in practice. 
The purpose of this article is to present a new set of equations expressing the ray tracing and 
the energy conservation laws for systems with two reflectors and one source which is either a 
point source or a collimator. In comparison to previously known mathematical forms of these 
laws (see [3-5]), the equations presented here are in explicit form. They are not restricted to 
systems with particular geometry, do not use the complex analytic structure of the surfaces, and 
involve only natural geometric characteristics such as polar radius of the subreflector, its second 
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Government is authorized to reproduce and distribute reprints for governmental purposes notwithstanding any 
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fundamental form, total optical path, etc. In this form, the equations are particularly suitable 
for numerical calculations required for analysis of a given reflector system and for synthesis of a 
system with prescribed in advance characteristics. The derivation techniques are quite general 
and can be also applied to systems with multiple sources and more than two reflectors. 
2. NOTATION AND BASIC PRELIMINARIES 
In this and the following two sections, we consider reflector systems with a point energy source. 
Systems with a collimated incoming beam are considered in Sections 5 and 6. 
G - main 
reflector 
Consider a system with two perfectly reflecting surfaces F-the subreflector, and G-the main 
reflector. Figure 1 shows schematically the geometric configuration of the system. A typical 
incidence ray of direction m originates at a point source 0, strikes the subreflector F, reflects in 
direction y(m), strikes the main reflector G and reflects in direction v(m). The collection of all 
incidence directions m is considered as a closed set fi on a unit sphere S centered at the point 0. 
Put fi = fi - dR. Assume that fi # S. Let u = (ul, u2) be some smooth local coordinates on 
the sphere S such that fi lies in one coordinate patch. The position vector of a point m in 0 is 
m = m(u). We choose the coordinates ul, u2 so that rn. (ml x m2) > 0 in a; here, . denotes 
the scalar product in R3 and m, = $$, i = 1,2. The first fundamental form of S is given by 
e = eij dui duj where eij = rni . mj. Here and everywhere below, the summation convention over 
repeated lower and upper indices is in effect and we use the range of indices 1 5 i, j, k, . . . < 2. 
The matrix (eij) is symmetric and invertible; its inverse is denoted by (eij). 
We describe the subreflector F by its polar radius p which is a positive and smooth function 
in 0. The position vector of F is r(m) = p( m m, m E a. The first fundamental form g = ) 
gijduiduj of the surface F has coefficients gij = ri . rj = pipj + p2eij, where ri = #$ and 
pi = &. The inverse of (gij) is given by 
gG = $ 
[ 
eij _ pkekiplelj 
1 p2 + pp12 ’ (1) 
where lvp12 = pip@. 
The unit normal field on F we denote by n and choose its orientation so that m . n > 0 
everywhere on F. Then r. n = p(m . n) > 0 on F. At every u E !?, the normal n(u) can be 
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expressed as 
n = (p2 + (91p12)-‘/2(pm - Q’p), (2) 
where v’p = pieijmj; see [S]. 
A light ray which originated at 0 in the direction m is reflected off the surface F at the point 
r(m) in the direction y. By Snell’s law 
y = m - 2(m. n)n. (3) 
Denote by t(m) the distance from subreflector F to the main reflector G along the ray in the 
reflected direction y(m). The vector function R(m) = r(m) + t(m) y(m), m E 0, gives the 
parametric form of the surface G. In general, it may happen that some light rays reflected off F 
do not strike the surface G. For the corresponding directions m, it is natural to put t(m) = 03. 
In the following, we always assume that F and G are such that t(m) is finite for all m E a. 
Furthermore, we assume that the surface G is such that y(m) . N(m) # 0, where N is the unit 
normal field on G. For definiteness, the orientation of G is chosen so that y(m). N(m) > 0 on G. 
The first fundamental form of the surface G is denoted by f = fij dui duj where fij = & . Rj 
with Ri = $$. 
Continuing tracing the ray that originated at 0 and reflected off F and G, we denote by v(m) 
the direction of reflection off G and, applying again the Snell law, we have 
v=y-2(y.N)N. 
The collection of rays reflected off G form the output wavefront and we want to compute the 
energy density at an arbitrary point of any surface representing the front. However, without any 
extra efforts our derivation technique allows us to treat a more general situation; namely, we can 
compute the output energy density distribution on an arbitrary “receiver” surface T onto which 
the reflected front impinges. For that reason, we will present first the more general case and then 
consider several special cases, including the one when T is a wavefront. 
We describe the surface T by the vector function 
V(m) = R(m) + 4mM4 = dm)m + t(mMm) + s(m)rl(m), m E G, (5) 
where s(m) is a positive smooth function. Similar to the definition of the function t, we assume 
that s is finite for all m E a. The map V : fi + T together with equations (2)-(4) describe the 
ray tracing from 0 to T. 
It will be convenient to introduce the first fundamental form w of T. It is given by w = 
wij dui duj , where wij = Vi * Vj , Vi = $$. Note that because of the special representation of T 
in terms of the map V, the form w is nonnegative definite and the points where it may degenerate 
are caustic points. If the map V : fi -+ T is such that det(wij) # 0 then the form w is positive 
definite. 
The area elements in fi and in its image T = V(a) are related via the Jacobian determinant J 
of the map V: 
J(vcrn)) = &d$u:$)) = & ddetcVicrn) evj(m)) = *m, 
Jdet(mi . mj) 2.3 (6) 
where du and dp are the area elements in R and on T, respectively. We assign a f sign to the 
Jacobian according to whether V preserves the orientation or reverses it. 
Let r(m) be the energy density of the source 0 and L(V(m)), m E R, the output energy density 
at the corresponding point on T. According to the differential form of the energy conservation 
law [7, p. 1151, 
L(V(m)) J(V(m)l = H(m1. (7) 
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The main objective of the next section is to obtain an expression for the Jacobian J in terms 
of functions p(m), t(m) and 
l(m) = p(m) + t(m) + s(m). (8) 
The function 1 is the optical path length and, in applications, this function is often used as a 
control parameter. 
3. MAIN EQUATIONS 
Throughout this section, unless stated otherwise, we assume that the map V : f? + T is such 
that det(wij) # 0 on R. Using the expression (6) and the definition of (wij), we see that in 
order to calculate J, we have to compute det(wij). Since the first fundamental form w is positive 
definite, we can define the covariant differentiation relative to the form w by setting Vi = & for 
any scalar or vector valued function. The second covariant derivative of a scalar function on T 
is defined by putting Vij = $iui - I’& &, where I’fj are the Christoffel symbols of the second 
kind of the form w; see [8, Chapter 111. Again, because w is definite, the matrix (wij) is invertible 
and we denote by (wij) its inverse. Put VI = wijliVj and IV112 = wijlilj, where li = &. Denote 
by$=,/‘m. 
The following proposition is known. We record it here to make the references easier. 
PROPOSITION 3.1. Let F and G be reflector surfaces as in Section 1. Let < be the unit normal 
field on T. Suppose that T is such that v . < # 0. Choose the orientation of 6 so that rl < < 0 
on T. Then Vi ’ 77 = li, the function 1c, above is defined, positive, and 
v = WiiliVj - ?)lc. (9) 
PROOF. Since N is a normal on G, Ri . N = 0. Then, by (4), Ri .q = Ri . y, or, equivalently, 
(Vi - siv - svi) .q = 0, where vi = 3. Because v2 = 1, we have q . rli = 0 and, therefore, 
V,.q-si = Ri.y, where si = &. On the other hand, Ri = ri+t,y+tyi, where ti = $$, yi = g, 
y2 = 1, and y yi = 0. Thus, Ri . y = rz . y + ti. Since n is a normal on F, ri . n = 0. Also, 
ri = Pirn + pmi and, therefore, ri . m = pi. Combining these facts with (3), we conclude that 
Ri . y = pi + ti. Consequently, 
Vi ’ 77 = Si + f3i + ti = 1.i. (10) 
Next, we note that the vectors Vi(m), i = 1,2, and c( m are linearly independent at every point ) 
of T. It follows from (lo), that the projection of v(m) onto the tangent plane to T at V(m) 
is given by 01. Hence, JV1)2 = wij li lj. Since q2 = JV112 + )$I2 = 1, where 7’ denotes the 
projection of v(m) onto the normal E(m), we conclude that IV11’ 5 1. Hence, the function $ is 
defined and, obviously, G2 = 1~~1~. On the other hand, \$I = -77 .[. This implies formula (9). 
In addition, by assumption, q . t # 0. Therefore, 11, > 0 on T. The proposition is proved. 
We need to recall the following classical derivation formulas (see [8, Chapter 61): 
VijV = Bij<, ti = -BisWskVk, (11) 
where Bij’s denote the coefficients of the second fundamental form of the receiver surface T and 
Ei=g. 
We now compute the derivative vi. Using (9) and standard formulas for covariant differentia- 
tion (see [8, Chapter ll]), we obtain 
?)i = Viq = W”‘Vi,lVj + W”ljVi,V f 
where &is = Vi,1 + $Bi,. 
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Put 
h,j = wij - lilj, hij = w2S (13) 
It is easy to check, using the definition of $, that (hi’) = (hij)-l. 
Using this notation, formula (12), and recalling that Vi . V, = wii and Vi . t = 0, we get 
and 
Vi.vJ =Qij, 
~a ‘~j = QishskQkj. 
(14) 
(15) 
THEOREM 3.2. Let F and G be reflector surfaces as in Proposition 3.1. Put i = p + t and let 
Adij = ’ bij (m . n) + icij, 
P 
(16) 
where bij = rij n (rij E ,$& ) is th e second fundamental form of the surface F. 
Then 
det (I&, ) 
@z&j= 
*det[(l - i)Q%j - hij] 
?/!IJ&qq 
(17) 
REMARK. The left hand side of (17) is a second order partial differential expression in the polar 
radius of the subreflector F. In order to see this, we note first that according to [6] the coefficients 
of the second fundamental form of a surface given by its polar radius p are 
where $‘ij = auf&i - r&& with l?$ being the Christoffel symbols of the second kind of the 
metric e. By (2) rn. n = (p2 + lvp12)-1/2p. It follows now from (16), that 
M, = 2t P’iJp - p2eij - 2pipj 
23 
P2 + lW2 
+ (P+t)eij. 
Note also that both sides of (17) are expressions of Monge-Ampere type, since they contain 
determinants of matrices with elements depending on the second derivatives. 
PROOF OF THE THEOREM 3.2. Using (5) we obtain, 
Arguing as in the beginning of the proof of Proposition 3.1 and recalling that wij = Vi V, and 
fij = Ri .Rj, we get 
wij - ‘i(rl’ vj) - Sj(rl ’ Vi) - s(qi ’ Vj) - S(Tjj ’ V,) + SiSj + S2(vi . vi) = fij. (18) 
Since s = 1 - i and because of (IO), we get 
sisj - %(rl ’ vj) - Sj(77 ’ Vt) = (li - i,)(lj - ij) - (li - &)lj - (.Jj - fj)li = fir, _ &.. (19) 
Substituting (Id), (IS), and (19) into (18), we obtain 
(1 - f12QishSkQk3 - 2(1 - i)Qij + wij - 1il.j = f,j - ii&.. (20) 
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Taking into account the expression (13) for the matrix (hij) and performing a straightforward 
computation, we obtain 
(1 - ij2QishSkQkj - 2(1 - f)Qij + wij - lilj = [(l - f)Qi, - his]hsk[(l - l)Qkj - hk31. 
we transform now the right hand side of (20). We have 
fij = (ri + tiY + tyi) . (rj + tjY + tyj) 
= Sij + tiPj + tjpi + t(yi . rj + ri . Yj) + titj + t2yi . yj. 
Since f = P + t and gij = p2eij + pipj, we have 
^^ 
Thus, 
Sij + tipj + tjpi + titj - lilj = gij - pipj = p2eij. 
fij - fiij = P2eij + t(yi . rj + ri * Yj) + t2yi . Yj. 
It fdOWS from formula (14) in [9] and Propositions 3.1 and 3.2 in the same paper, that 
Hij Gri*yj =2bij(m*n)+peij. 
It alSO follows from formulas (12) and (7) in [g] that 
(21) 
(22) 
(23) 
(24) 
(25) 
Yi ‘Yj = HikHjs 9 
ks 
+ 
PkPS 1 (m. n)2 ’
where ps = gskpk. By formula (7) in [g] (m . II)’ = 1 - gskpkpk. Using this, a direct verification 
shows that 
PkPS 
gkS + - 
(m . n)2 = (gks - pk&)-’ = pp2eks. 
Hence, 
Yi . Yj = pw2HikeksHsj. (26) 
Substituting (25) and (26) into (24), we obtain 
fij - iiij = p2eij i 2tHij i- t2Pm2HikeksHSj = MikeksMsj, 
where Mij is defined by (16). Combining now this expression with (20) and taking intO ;tc_ 
count (21), we obtain 
[(j - f)Qis - his] h’“[(Z - f)Qkj - hkj] = MikekSMsj. 
Then 
[det((l - f)Qij - hij)12 = [det(Mij)12 
det( hij) det(eij) ’ (27) 
Since det(hij) = q!~~ det(wij), the formula (17) follows from (27). The theorem is proved. 
4. APPLICATIONS 
An important practical problem arising in design of reflector antennas consists in determination 
of the subreflector F and the main reflector G such that an input spherical wavefront from a point 
source with energy power pattern I(m) is transformed by F and G into a plane output wavefront 
with uniform energy distribution L (see [4,5,10]). I n our notation, this problem can be analytically 
formulated as follows. 
The feed directions are described as points in a closed set fi on a unit sphere centered at the 
source. The output wavefront is specified as a closed set T on some plane perpendicular to the 
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direction of the wave. The origin 0 of the Cartesian coordinate system in space is positioned 
at the point source with the Oz direction being the direction of the output wavefront. The 
receiver surface T is a closed set on some plane z = d. Thus, v(m) = -t for all m E fi and the 
phase Z(m) = const. In such circumstances, on T the second fundamental form B,, E 0, V,l E 0, 
Qij EO,hij =wij,$Sl. Thenth e right hand side of (17) reduces to +X,/W. Consequently, 
taking into account (6), we obtain 
* m = det(M,,) 
&Z$Q det(eij) . 
Together with (7), this gives 
L det(Mij) 
det(eij) 
= *I in 0. 
(28) 
(29) 
In applications, usually the quantity 1 -d (or a constant multiple of it) is given (see [5, p. 1081). 
This allows one to eliminate (algebraically) the function t(m) from the equation (29). Indeed, 
on the wavefront T we have V(m) . r,~ = d and because of (5) and (8), we obtain 
p(m $77) + t(y . q) + (1 - p - t) = d 
or, letting X = 1 - d, we get 
t= X+p(m.rl-1) 
1-y.r,r ’ (30) 
provided y . q # 1. Thus, (29) is a partial differential equation for the polar radius of the 
subreflector F. More details on the properties of this equation and related boundary value 
problem as well as on its numerical solution can be found in [9], where the equation (29) was 
presented without proof. The equation (28) was given in an earlier preprint of E. Newman and 
V. Oliker. 
In contrast with the synthesis problem, the analysis of a reflector system requires determination 
of radiation patterns at given field points and/or on other objects. In this case, the shape(s) of 
the reflector(s) is known and one needs to determine the field amplitude at an illuminated point. 
For instance, the subreflector F on Figure 1 can be considered as an already existing reflector of 
energy emitted by the source 0 and we need to determine the amplitude of the reflected wavefront 
at some given point in space, or, more generally, we may need to determine the radiation pattern 
produced on some given object in space (for example, on the surface G). In a more complex 
situation the surface G can be viewed as a second reflector and the amplitude needs to be 
determined at some point on the reflected front. Formula (17) can be adapted for computing 
such patterns. In case of only one reflector a more simple formula holds (see Ill]). 
5. MAIN EQUATIONS FOR A COLLIMATED LIGHT BEAM 
In case of a collimated light, the incoming light rays are parallel to a fixed direction which we 
take to be the direction of the z axis. It is convenient to represent the subreflector F as a graph 
of a function over a closed set fi in the plane perpendicular to the direction of the incoming light. 
We fix one such plane CY and assume that the coordinate system in space is such that a is the 
plane z = 0. We also assume that the coordinate system in space is such that the subreflector F 
is located entirely in the half-space z > 0. As before we denote by m a unit (this time, constant) 
vector in the direction of the incidence rays; thus, m = (0, 0,l). The position vector of F is given 
by r(u) = (u,z(u)), h w ere u = (ul, u2) E fi are Cartesian coordinates in (Y and z is a smooth 
function in a. We use here the notation u1,u2 instead of the usual x and y only in order to 
make our notation consistent with the notation in Sections 2 and 3. The first fundamental form 
g = gijduidtJ of th e surface F has coefficients gij = r-i . rj = bij + ZiZj, where Zi = 3. The unit 
normal vector field n(u) on F is given by 
where Dz = grad z. 
n = (1 + ]Dz]~)-~/~(--.Dz, l), (31) 
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As before, we have the Snell law (3) with m = (O,O, 1). The formula (6) takes the form 
(32) 
where da(u) = dul du2 is the area element on the plane Q. The optical path length is given by 
l(u) = z(u) + t(u) + s(u). (33) 
Up to some obvious changes the rest of the notation here remains the same as in Sections 2 and 3. 
The Proposition (3.1) remains valid in this case with the only change that this time ri . y = 
ri . m = zi. This and the arguments preceding (10) imply that 
Vi’~=S,+Zi+ti=l~. (34) 
Formula (12) remains valid without any changes. Now we can state the analogue of Theorem 3.2. 
THEOREM 5.1. Let F be a reflector surface as described above, and G, T are, respectively, the 
reflector and receiver surfaces as in Proposition 3.1. Put i = z + t and let 
H,j z 2(m. n)&, (35) 
where (bij) is the matrix of coefficients of the second fundamental form of the surface F. 
Then 
det(&j + ~HQ) = * 
det[(l - i)Qij - hij] 
&./w . 
(36) 
PROOF. Formulas (18)-(21) remain valid without changes. In formula (22) pi should be replaced 
by Zi because ri . y = zi. Taking into account that now gij = ~5,~ + zizj, we obtain instead of (23) 
the relation 
Thus, 
gij + ti+Tj t tjZi + titj - iiij = gij - ZiZj = btj. (37) 
fij - iiij = Sij + t(yi rj + ri ’ Yj) + t2yi Yj. (38) 
Because we can not apply formula (12) in [9] (‘t 1 is valid only for a point source), we have to 
compute ri . Yj and yi . yj directly. First of all, we note that because m is a constant vector we 
have 
yi = --2(m. Ili)n - 2(m. Il)ni. 
Because ri . n = 0, we get 
ri . yj = -2(m. n)(ri rq) = 2(m. n)bij = Hij, (39) 
where we have used the derivation formula ni = -bisgskrk and the fact that ri . rj = gij. Note 
that this derivation formula is the analogue of the second formula in (ll), but, this time, applied 
to the surface F. Further, 
Yi’Yj = 4[(m.ni)n+(m~n)ni]~[(m.nj)n+(m,n)nj] = 4[(m.ni)(m~nj)+(m,n)2(ni-nj)]. (40) 
Using again the above derivation formula, we get 
m . ni = -bisgSk(m. rk) = -bisgskZk, 
ni . nj = bisgskbkj. 
Substituting these expressions in (40), we obtain 
yz . yj = 4[bisgsPzpbjkg kq~q + (m n)2bisgskbkj] = 4(m. n)‘bisbjk gspzpg cm, ii2 zq + gsk . 1 
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On the other hand, the matrix (gij)-l = (gij) is given by 
gij = hij _ 
ZiZj 
1 + ]D.@ 
17 
and it follows from (31) that (m G n)2 = (1 + (Dz~~)-‘. Therefore, gi’Zj = (m . n)2zi and then 
gSPZPgkqZq + g8k _ 
(m . n)2 
- (m ’ n)2z8zk + 6,,k - (m . n)2z8zk =6,k. 
Thus, 
Now, substituting (39) and (41) into 
Yi ’ Yj = c HikHkj. 
k 
(38), we obtain 
(41) 
fij - fifj = dij + 2tHij f t2 c HikHk, = c(6ik + tHik)(Skj + tHkj). (4‘4 
k k 
Combining the last expression with the expression on the left hand side of (20) and taking into 
account (21), we obtain 
kW(l - OQij - hij)12 =[det(b_. + tH_ 912 
det( hij) 21 t&l . 
Since det(hij) = T,/J~ det(Wi3), the formula (36) follows from (43). The theorem is proved. 
6. APPLICATIONS 
In this section, we present a special case of formula (36) when it describes the transformation 
of a given input energy pattern from a parallel light of direction m into a plane wavefront of 
the same direction m and with constant amplitude. This case is important in design of optical 
systems for transforming the irradiance distribution of a laser beam into a uniform plane output 
distribution; see [2]. 
Similar to the case considered in Section 3, the receiver surface T is flat and the optical path 
length 1 = const. Hence, just as in Section 3, the right hand side of (36) reduces to l dw 
and, taking into account (32) and (7) (obviously valid in this case as well), we obtain 
Ldet(Sij + tHij) = 311 in 0. 
The second fundamental form of a surface in nonparametric form is given by 
b,j = Zij(l + [D.z[~)-~‘~, 
where Zij z ,,“2U;. It follows from (31) that (m . n) = (1 + [Dz[~)-~/~. Therefore, by (35) 
Hij = 2Zij(l + I&12)-1. 
Next, as in Section 4, let d be the distance from the plane z = 0 to the given wavefront, 
let X = 1 - d. Then V(u) . 77 = d and, because in this case Q = m, we have t = X/(1 - y 
Also, 
y. 77 = 1 - 2(m. n)’ = 1 - 2(1+ ~Dz(~)-~. 
Hence, t = (1/2)X(1 + /Dz[~) and tHij = Xzij. Finally, the equation (44) assumes the form 
r -1_IIC I \ i I T. - 
(44) 
(45) 
and 
77). 
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The boundary condition is derived from the requirement that the map V maps the boundary dR 
onto the boundary dT. We need to obtain an analytic expression of this condition. It will be 
convenient to denote by u the vector originating at (0, 0,O) and terminating at u E a. Then the 
position vector of the surface F is given by r(u) = u + z(u)m and (omitting the argument u) 
V = u + (z + s)m + ty. Let a denote an arbitrary unit vector on the plane z = 0. Taking into 
account that m is perpendicular to the plane z = d, we have V.a = u.a+t(y.a). Using (3),(31) 
and the preceding formulas for t and rn. n, we get 
V. a = u. a - 2t(m. n)(n . a) = u. a + X(Dz . a). 
Let p be an arbitrary point on the plane t = d and Q(p) = 0 the equation of the boundary of T. 
Since a is an arbitrary unit vector on the plane z = 0, the required boundary condition is given 
by 
@(u + ADZ) = 0, when u E 130. (47) 
If the sets !?l and T, the function I and the constants X and L are prespecified, then (46),(47) 
is the boundary value problem that needs to be solved for z in order to recover the mirror F 
(compare with [2]). Once z is found the mirror G can be determined in terms of z and the given 
data. The boundary value problem (46), (47) is supplemented with the total energy conservation 
equation, obtained from (7) by integration, 
J I(u) dul du2 = L 4&), (48) Cl J T
where dp(p) is the area element in T. This problem is somewhat easier to investigate than the 
corresponding problem for the equation (29). The related existence and uniqueness results will 
be presented in a separate publication. 
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