Abstract. This paper deals with domain decomposition methods for kinetic and drift di usion semiconductor equations. In particular accurate coupling conditions at the interface between the kinetic and drift di usion domain are given. The cases of slight and strong nonequilibrium situations at the interface are considered and numerical examples are shown.
1. Introduction. Semiconductor device simulations are usually done on the basis of drift di usion or hydrodynamic equations. However, in view of the ongoing miniaturization of semiconductor devices a more accurate modelling of the physics seems to be necessary. This is achieved by kinetic semiconductor equations. We refer to the books of Markowich et al. 16] and Selberherr 19] for a detailed description of semiconductor equations and further references. However, it is in general not necessary to model the whole region in the device by the computationally expensive kinetic equation. Only in particular sensitive regions, where the solution is far away from an equilibrium state, as for example in boundary layers, kinetic equations have to be employed. In the remaining regions of the device the usual drift di usion equation may be valid, and will lead to su ciently accurate results.
Domain decomposition methods are a natural tool to design in this case accurate numerical codes with reasonable computation times solving both types of equations in their respective domains. This can be achieved similiar to the eld of gas dynamics, where domain decomposition methods have lead to the development of hybrid codes for kinetic and hydrodynamic equations. Examples can be found in 12] for the semiconductor case and 3, 15] for the gaskinetic case.
The general aim is to approximate the global kinetic solution by the solution of the domain decomposition problem, computed with the hybrid code, as accurately as possible, saving in this way a considerable amount of computing time. Once the locations of the kinetic and drift di usion domains in the device are known, the main point of the problem is to obtain the correct coupling conditions at the interface between the two regions.
A domain decomposition approach is especially useful, if situations with small mean free paths near to the drift di usion limit are computed. In this case large gains in CPU time can be achieved due to the fact that in large parts of the computational domain a description by the drift di usion equation is valid. We mention here the development of numerical methods for kinetic semiconductor equations especially adapted to the above limit situations, see 18] .
In the present paper the physics of the semiconductor device is assumed to be described by a kinetic transport equation. We restrict here to kinetic semiconductor equations with a linear collision term and given electric eld. However, the following FB Mathematik, University of Kaiserslautern, 67663 Kaiserslautern, Germany, (klar@mathematik.uni-kl.de). 1 analysis should be extendable to nonlinear equations and selfconsistent treatments of the electric eld. In Section 2 we state the physical problem and the equations describing it. In Section 3 we state coupling conditions for equilibrium situations at the interface. Using the equality of uxes, a condition that is due to Maxwell in the gas dynamics case and to Marshak in the radiative transfer case, or simply the equality of moments at the interface and an O( 2 ) approximation of the distribution function, where is the mean free path, one obtains correct results. These conditions are proven to yield O( ) approximations for a model situation. In Section 4 nonequilibrium situations at the interface are considered. Using asymptotic analysis similiar to the usual boundary layer considerations as, e.g., in Bardos et and boundary conditions (x; t) = f B (x; t); x 2 @D 2 \ @D s Equiping these equations with coupling conditions at the interface I will lead to a properly stated problem. The solution depends however strongly on the type of coupling conditions employed. In the next sections we discuss several possibilities and investigate them. Therefore due to (3.1) and due to the properties of the collision kernel, see, e.g., Poupaud 17] The ingoing function for the kinetic region is given by f 1 (x; v; t) = f macro (x; v; t) = (x; t)M(v) ? h(v) (r x (x; t) ? E(x; t) (x; t)) forx 2 I; v n < 0, where n = n(x) is the outer normal at @D 1 atx.
The Maxwell-Marshak conditions:
Determine (x; t);x 2 I by In each step the above interface conditions are used. This is repeated until a stationary state is obtained. See Klar 10] for an investigation of the coupled solution and of the iteration procedure in a general case.
In the following we show for a model situation that these coupling conditions lead to a correct approximation in case of near equilibrium situations.
We consider the stationary kinetic equations We prove the theorem: Proof. We restrict to the Maxwell-Marshak conditions. They give together with the lemma
and for v 1 
From (3.5) we obtain This result shows, that the equality of moments or uxes is appropriate for near equilibrium situations at the interface. If this is not the case, they might give wrong results as shown in Section 5.
In the next section we develop accurate, however, easy to handle coupling conditions for this case. 4 . Coupling Conditions for Nonequilibrium States. In contrast to Section 3 non equilibrium situations might prevail here at the interface between the two domains. We use here not only an O( 2 ) approximation in the bulk of the device, but also on the boundaries and interfaces to develop the correct conditions. This includes an analysis of the interface layer between the two domains. We concentrate in this section on the interface layer neglecting the boundary layers.
Proceeding similarly as in the usual boundary layer treatment, see the references in the introduction, one assumes the macroscopic distribution function in D 2 to be the same as in the last section plus an additional interface layer term concentrated around the interface I with a thickness of the order of a mean free path:
f macro (x; v; t) (r x (x; t) ? E(x; t) (x; t)) + ^ (0; i ; v; t)
The second equality is due to (4.8) and the de nition of the Albedo operator. Knowing this is an equation for f 1 giving f 1 ; v n < in terms of f 1 ; v n > 0. It is easily handeled in the framework of the Schwarz iteration procedure mentioned in the last section.
It is now most important to have a fast, however, accurate enough solution procedure to nd the asymptotic state and the outgoing distribution of the half space problem. We remark, that solving the whole half space problem, for example, by a standard discretization procedure would need a lot of computing time, in particular, since it has to be solved at each point of the interface. In the appendix this will be achieved by a generalization of a procedure, we developed in Golse/Klar 6], leading to easy to evaluate, however accurate coupling conditions. These conditions yield a considerable improvement compared to the ones obtained by equalizing moments or uxes as in Section 3. We mention that in Golse 5] and Klar 11] coupling conditions for the coupling of the Euler equations to the Boltzmann equation have been developed and investigated that are also based on the analysis of a kinetic half space problem. A di erent approach can be found in Illner/Neunzert 9].
Another remark concerns the situation, when the kinetic domain shrinks to 0 and only the drift di usion equation is solved in the whole domain. In this case the outgoing function is no longer needed and the condition on becomes a standard slip boundary condition. An extensive treatment of such boundary conditons for the gas dynamic case is given in 20]. Here we mention also the work of 21] on second order boundary conditions for the drift di usion equation. Using these boundary conditions one obtains a good quality of approximation in the bulk of the device, but obviously no resolution of the solution in the kinetic regions.
Finally, if higher order conditions are required, one may go to higher order in the asymptotic expansion. However, this becomes very tedious and in most cases it will not be necessary due to other limitations on the accuracy of the solution.
5. Numerical Results. In this section we investigate the coupling condition proposed in Section 4 numerically and compare them to the ones obtained by the equality of moments or uxes. The equality of moments or uxes is straightforwardly implemented.
The coupling conditions based on the half space analysis are approximated by the following: (x; t) = L â x (f 1 (x; ; t)) + L â x (h( )) (r x (x; t) ? E(x; t) (x; t)) + ^ a (1; i ; v; t)M ?1 (v); where L â x (k( )) is de ned in (6.10) for arbitrary k and^ a (1; v; t) is given by formula (6.16). (r x (x; t) ? E(x; t) (x; t)) + ^ a (0; i ; v; t) where A â x (k( )j v n>0 ) is determined by (6.12) for arbitrary k and^ a (0; i ; v; t) can be approximated by 0.
In the following gures we calculated two examples. The solutions of the kinetic and drift di usion equations are determined by a scheme using a straightforward explicit upwind discretization. To nd the coupled solution we used, as mentioned before, a Schwarz iteration procedure solving in turn the equations in the kinetic and drift di usion domain.
The kinetic equation is equation (2.1) in the slab D s = 0; 1]. We have choosen a relaxation model for the collision kernel,i.e. = 1. The electric eld E(x; t) was choosen equal to (E 1 ; 0; 0), where E 1 2 R + and S = 0. The density of the electrons is shown for a xed time T such that a stationary state is obtained.
In Figure 5 .1 we consider an equilibrium situation. We take E 1 = 3. The boundary conditions are f 1 (0; v; t) = 1; v 1 > 0 and f 2 (1; v; t) = 2; v 1 < 0. The interface is choosen at x = 0:5.
We show the global kinetic solution, i.e. the reference solution, with mean free paths 1 = 0:01 = 2 . Moreover the solution of the coupling problem is shown, i.e., the solution of the kinetic equation with 1 in D 1 and the solution of the drift di usion equation in D 2 . They are coupled together with the Maxwell-Marshak condition using a rst and second order approximation of the distribution function in D 2 as explained in Section 2. The boundary conditions at x = 1 for the drift di usion equation are also found by the Maxwell Marshak approximation at the boundary using an asymptotic expansion up to the corresponding order.
Obviously, the rst order approximation is completely wrong as was to be expected. The other types of coupling conditions, i.e. the equality of moments and the halfspace conditions, do in this case not di er very much from the Maxwell Marshak conditions. by the procedure corresponding to the one used for the coupling condition. In this situation a nonequilibrium situation prevails at the interface. The advantage of a more exact analysis at the interface is clearly seen. In Figure 5 .3 the same as in Figure 5 .2 is shown however we plotted only the region around the interface. 6 . Appendix: Approximate Solutions of Linear Half Space Problems.
In this section we derive approximations for the asymptotic values and outgoing distributions of the halfspace problem (4.3) with arbitrary ingoing function and of problem (4.5) with ingoing function 0.
Approximation of the solutions of (4. Assuming that this series converges, it can be easily seen by summing up the k 's, that the series is equal to the solution of the adjoint equation (6.5).
Hence one only has to transform v and u backwards, v ! ?v; u ! ?u to get the desired approximation of (6.4), (y; v).
Let ' be a solution of (6.3) and one of (6.4) , then L â
The rst term in this formula is exactly the Maxwell-Marshak approximation. This shows that actually the Maxwell-Marshak condition is a rst approximation of the asymptotic value of the solution of the halfspace problem.
Approximation of the outgoing distribution:
We consider equation (6.2) directly. Now the asymptotic value '(1; v) is known from the above procedure. We derive for (6.2) in the same way as above the macroscopic equation The solution is 1 = B, B some constant since 1 must be nite at in nity.
Then the rst approximation ' 1 of the solution of (6. We start by approximating (y; i ; v; t) by the above procedure. Remarking that (1; i ; v; t) is equal to 0 formula (6.11) gives (y; i ; v; t) e ? (v) v n y g(x; v; t); v n > 0 0; v n < 0 : (6.14) Putting this into equation ( e ? (v) v n y g(x; v; t)dv:
Solving (6.15) with (0; t) = 0 and the requirement of boundedness at in nity gives (y; i ; t) and in particular the following approximation for^ (1; i ; v; t) a (1; i ; v; t) = (1; i ; t)M(v) w r x i (w n) 2 2 (w) @ i f 1 (x; w; t) ? (x; t)M(w)]dw: a (0; i ; v; t) = (0; i ; t)M(v) = 0 is then the rst approximation of^ (0; i ; v; t) for v n < 0.
Obviously, here a more sophisticated approximation could be performed at the expense of obtaining conditions that are more di cult to treat from a computational point of view.
