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Abstract
Consider a connected graph G with positive edge capacities. Gomory and Hu (J. SIAM 9
(1961) 551) showed that there always exists a tree T with positive edge capacities, on the same
node set as G, such that the max $ow value between any pair of nodes in G is the same
as the max $ow value between the corresponding pair of nodes in T . Such a tree is called a
!ow equivalent tree for G and need not be unique. In this paper, we present a “compact” (i.e.,
polynomial size) characterization of the collection of all $ow equivalent trees for a graph G.
We also present a polynomial time algorithm for recognizing such representations.
? 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let G = (V; E) be an undirected connected graph. We let (G;w) denote G with
positive perturbed edge weights (or capacities) w∈RE. (By perturbed we mean the
weights of each subset of edges of H are di?erent). 1
Let (G1; w1) and (G2; w2) be two weighted graphs on the same node set. We say
that (G1; w1) and (G2; w2) are !ow equivalent if they have the same max $ow values
∗ Tel.: +1-574-631-9470; fax: +1-574-631-5255.
E-mail address: david.hartvigsen.1@nd.edu (D. Hartvigsen).
1 Any set of weights can be made perturbed, without altering the ordering of weights of subsets of edges
that are already di?erent, as follows: Take w′j := wj + 	j for all j where 1	1	2 · · ·	|E| ¿ 0 and
each 	j is treated as a symbol. Use w′ instead of w. This does not a?ect the polynomiality of the algorithms
in this paper (see Remark 4).
0166-218X/03/$ - see front matter ? 2003 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(02)00501 -2
388 D. Hartvigsen /Discrete Applied Mathematics 128 (2003) 387–394
between corresponding pairs of nodes. Gomory and Hu [7] (see also [9,1,4]) proved
the following well-known result in network theory: for any weighted graph (G;w),
there exists a weighted tree (T; w′), such that (G;w) and (T; w′) are $ow equivalent.
Such a weighted tree is called a !ow equivalent tree (T need not be a subgraph of
G). (Gomory and Hu did not make the assumption of perturbed weights. We do so
here to simplify our results. See Remark 5.)
Consider a weighted graph (G;w). Let C denote those trees that, by adding some
weights, are $ow equivalent to (G;w). That is, let
C = {T : for some w′; (T; w′) is a $ow equivalent tree for(G;w)}:
We call such a collection C (arising from any weighted graph (G;w) on V ) a !ow
equivalent collection on V . The main result of this paper is a characterization of $ow
equivalent collections. We will see that $ow equivalent collections can easily contain an
exponential number of trees. Yet our characterization provides a linear size description
of this collection from which all the trees can be easily generated (in time linear in
|C|). Before stating this result, we need a few more deLnitions.
Let H=(V; Ec) be an undirected complete graph, with |V |¿ 2, and let E1; : : : ; Ep be
a partition of Ec (i.e., a collection of nonempty, pairwise disjoint subsets of Ec whose
union is Ec). A cover of E1; : : : ; Ep is a subset of Ec that contains precisely one member
of each Ei, for i = 1; : : : ; p. If each cover of E1; : : : ; Ep is the edge set of a spanning
tree of H , then we call E1; : : : ; Ep a tree-partition and we call the collection of all
such trees a tree-partition collection on V . (Hence, for a tree-partition, p= |V | − 1).
Example 1. A simple example of a tree-partition is the following: Let V={1; 2; : : : |V |}
and, for i=1; : : : p, let Ei contain those edges ij for which i¡ j. Note that the associated
tree-partition collection contains (|V | − 1)! trees.
Our main result is the following. (Recall that we assume the weights of the under-
lying graphs are perturbed.)
Theorem 1. Let C be a collection of trees on a node set V . Then, C is a !ow
equivalent collection on V if and only if C is a tree-partition collection on V .
Remark 1. From Example 1 we observe that tree-partition collections can contain an
exponential number of trees. Thus, the theorem tells us that a graph can have an
exponential number of $ow equivalent trees. However, the theorem also says that
these $ow equivalent trees can be “compactly represented” (in polynomial space) by
a tree-partition.
Remark 2. Given a weighted graph (G;w), the tree-partition associated with its $ow
equivalent trees can easily be found in polynomial time (see Remark 4).
Remark 3. Theorem 1 can be interpreted in terms of matroid theory (see [12] or [1]
for deLnitions of terms). In particular, Theorem 1 says that the collection of $ow
equivalent trees of a weighted graph is the collection of bases of a partition matroid
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and is, therefore, the collection of bases of a submatroid of the well-known graphic or
forest matroid. (We do not make further reference to matroids in this paper.)
In the course of proving Theorem 1 we prove the following results:
(1) A tree-partition contains a set of cardinality 1.
(2) A tree-partition contains a set that is a cut of the graph.
(3) Each set in a tree-partition is the edge set of a complete bipartite subgraph of H .
(4) There exists a polynomial time algorithm that recognizes if a given partition is a
tree-partition.
In Section 2 we prove results 1–4 as listed above, as well as two technical lemmas.
In Section 3 we prove the “only if” direction of Theorem 1. This implication follows
readily from the work of Gomory and Hu [7]. In Section 4 we prove the “if” direction
of Theorem 1 by making use of the results in Section 2 and a result in Section 3. The
Lnal section contains two open problems.
Before ending this section, we present some related work from the literature. Let
H = (V; Ec) be an undirected complete graph, with |V |¿ 2, and let E1; : : : ; Ep be a
partition of Ec. Suppose each Ei, for i = 1; : : : ; p, satisLes the following condition:
Condition 1. Ei is the edge set of a complete bipartite subgraph of H .
Graham and Pollak [8] (see also [13], [2] p. 47) have shown that p¿ |V | − 1 (it
is easy to produce an example for which p = |V | − 1; see Example 1). Our result 3,
stated above, shows that tree-partitions satisfy the condition above and have minimum
possible size. (Note: There exist partitions that satisfy Condition 1 and are not tree-
partitions.)
Closely related to Gomory and Hu’s work on $ow equivalent trees is the prob-
lem of Lnding an overall minimum weight cut in a weighted graph (G;w) (where
the weights need not necessarily be perturbed); this is the problem of Lnding a min-
imum weight set of edges whose deletion increases the number of components. Such
a graph can have at most ( |V |2 ) overall minimum weight cuts (see [3]). However,
Dinits et al. [5] showed that these cuts can be “compactly represented” in linear space
with a structure called a cactus. Karzanov and Timofeev [10] subsequently outlined a
method for Lnding a cactus in polynomial time and Nagamochi and Kameda [11]
made this approach precise. Recently, Fleischer [6] has shown how this approach
can be very eSciently implemented (see [6] for a more complete history of this
problem).
2. Preliminary results
In this section, we prove results 1–4 as outlined in the Section 1 and two technical
lemmas. All of these results (with the exception of Corollary 6 and the algorithm for
recognizing tree-partitions) will be used in proving Theorem 1.
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Given an undirected connected graph G, a cut of G is a minimal subset of edges
whose deletion makes G disconnected. Recall that H = (V; Ec) denotes a complete
graph with |V |¿ 2.
Proposition 2. Let E1; : : : ; Ep be a tree-partition for H = (V; Ec). Then there exists a
set Ej in the partition such that |Ej|= 1.
Proof. Assume that |Ei|¿ 1 for i = 1; : : : ; p. Arbitrarily pick v∈V and let Ev1; : : : ; Evr
be those subsets from E1; : : : ; Ep that contain an edge incident with v. We claim that
at least one of Ev1; : : : ; E
v
r must be a star centered at v (i.e., a set of two or more edges,
each of which is incident with v). If this is not the case, then choose one edge from
each of Ev1; : : : ; E
v
r that is not incident with v. Also choose one edge from each set
in {E1; : : : ; Ep} \ {Ev1; : : : ; Evr}. Observe that no chosen edge is incident with v, yet,
by deLnition of a tree-partition, these chosen edges are the edge set of a spanning
tree of H . Hence, by contradiction, the claim is true. Thus, for every node of H , at
least one of E1; : : : ; Ep is a star centered at the node. This implies that p¿ |V |. But
this contradicts our deLnition of tree-partition, which implies p = |V | − 1. The result
follows.
Let G = (V; E) be a graph and let uv∈E. The operation of contracting uv yields
the graph obtained from G by deleting uv, identifying the nodes u and v, and deleting
one edge from each pair of multiple edges.
We make use of the ideas in the following lemmas several times.
Lemma 3. Let E1; : : : ; Ep be a tree-partition for H = (V; Ec), and let |Ej|= 1, where
Ej = {uv}. Then any pair of edges of the form ux, vx in H must be in the same set
of E1; : : : ; Ep.
Proof. If ux and vx were in di?erent sets of E1; : : : ; Ep, then uv; ux; vx would form a
triangle whose edges are in di?erent sets of E1; : : : ; Ep. This contradicts the deLnition
of a tree-partition.
Lemma 4. For H = (V; Ec), let E1; : : : ; Ep be a partition of Ec, and let |Ep| = 1,
where Ep = {uv} and p¿ 1. Assume that every pair of edges of the form ux, vx
in H is in the same set of E1; : : : ; Ep−1. Let H ′ = (V ′; E′) be the graph obtained
from H by contracting uv and let E′1; : : : ; E
′
p−1 be the partition of E
′ de;ned by
E′1 ⊆ E1; : : : ; E′p−1 ⊆ Ep−1. Then E1; : : : ; Ep is a tree-partition of H if and only if
E′1; : : : ; E
′
p−1 is a tree-partition of H
′.
Proof. Assume E1; : : : ; Ep is a tree-partition of H . Arbitrarily choose e′i ∈E′i , for i =
1; : : : ; p−1, and let T ′ be the subgraph of H ′ with these edges. Let T be the subgraph
of H with edges e′1; : : : ; e
′
p−1; uv. T is a spanning tree of H , implying that T
′ is a
spanning tree of H ′. Hence E′1; : : : ; E
′
p−1 is a tree-partition of H
′.
Conversely, assume E′1; : : : ; E
′
p−1 is a tree-partition of H
′. Arbitrarily choose ei ∈Ei,
for i = 1; : : : ; p and let T be the subgraph of H with these edges. Let T ′ be the
subgraph of H ′ with edges e1; : : : ; ep−1 (assuming that, for each edge of the form ux
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(respectively, vx) among e1; : : : ; ep−1, we delete the edge vx (respectively, ux) when
performing the contraction of uv). T ′ is a spanning tree of H ′, implying that T is a
spanning tree of H . Hence E1; : : : ; Ep is a tree-partition of H .
Proposition 5. Let E1; : : : ; Ep be a tree-partition for H = (V; Ec). Then there exists a
set Ej in the partition that is a cut of H .
Proof. Let E1; : : : ; Ep be a tree-partition for H . Assume inductively that p¿ 1 and
that the result holds for smaller values of p. By Proposition 2 there exists an edge uv
such that Ek = {uv}, for some k. Let us assume k = p. Let H ′ be the graph obtained
from H by contracting uv. Let E′1; : : : ; E
′
p−1 be the partition of the edge set of H
′ such
that E′1 ⊆ E1; : : : ; E′p−1 ⊆ Ep−1. By Lemmas 3 and 4, E′1; : : : ; E′p−1 is a tree-partition
in H ′. By inductive hypothesis, there is a set, say E′j, that is a cut in H
′. Then, by
Lemma 3, Ej must be a cut in H .
Corollary 6. Let E1; : : : ; Ep be a tree-partition for H = (V; Ec). Then each set Ei is
the edge set of a complete bipartite subgraph of H .
Proof. Clearly the result holds for p= 1, so let us inductively assume p¿ 1 and the
result holds for smaller values of p. By Proposition 5, some set in the partition, say
Ep, is a cut. Delete Ep from H and let H1 and H2 be the two disjoint complete graphs
obtained. Observe that no set in E1; : : : ; Ep−1 can contain an edge in both H1 and H2.
To see this, suppose e′ occurs in both E1 and H1 and suppose e′′ occurs in both E1 and
H2. Consider any cover, in H , of E1; : : : ; Ep that contains e′. Because Ep is a cut, it
follows that substituting e′′ for e′ in the cover results in a cover that contains a cycle;
a contradiction. It follows that E1; : : : ; Ep−1 induce tree-partitions in H1 and H2. Since
any cut of a complete subgraph of a graph induces a complete bipartite subgraph of
the graph, the result follows by induction.
Proposition 2 and the two above lemmas easily lead to the following simple recursive
algorithm that recognizes if a given partition is a tree-partition.
Algorithm.
Input: A complete graph H = (V; Ec) and a partition E1; : : : ; Ep, call it P, of Ec.
Output: Whether or not P is a tree-partition of H .
Step 0: If |V |= 2 then done; output “P is a tree-partition”.
Step 1: Search for a set of cardinality 1 among the sets in the partition. If there is no
such set, then done; output “P is not a tree-partition”. Otherwise, let Ej={uv}
be such a set.
Step 2: For each x∈V \ {u; v}, check if ux and vx belong to the same set in the par-
tition. If not, then done; output “P is not a tree-partition”. Otherwise, contract
uv to get H ′ = (V ′; E′) and let E′i ⊆ Ei for i = j be the implied partition of
E′. Recursively apply the algorithm to H ′ and the new partition.
End.
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Proposition 7. The algorithm works and has a polynomially bounded worst case time
complexity.
Proof. The validity of the algorithm follows from Proposition 2 and Lemmas 3 and
4. The complexities of Step 1, the check in Step 2, and the update of the partition in
Step 2 each take O(|V |) time. Since the algorithm has at most |V | recursive steps, the
overall complexity is O(|V |2).
3. Proving the “only if” part of Theorem 1
In this section, we prove the “only if” part of Theorem 1. We begin by presenting
two deLnitions, quoting two results by Gomory and Hu [7] (Proposition 8), and then
proving a related result (Proposition 9). We will also use Proposition 9 in the next
section.
Let (G;w) be a connected weighted graph and let (T; w′) be a $ow equivalent tree
of G. If we delete an edge uv from T , then we are left with two trees, say T ′ and T ′′.
Call the cut of G consisting of the edges with one endnode in T ′ and one endnode in
T ′′ the cut of G associated with uv. If for every edge uv of T the cut of G associated
with uv is the minimum weight cut of G that separates u and v, then we call (T; w′)
a cut equivalent tree of G.
Proposition 8 (Gomory and Hu [7]). Let (G;w) be a connected weighted graph and
let H be a complete graph on the same node set. We have the following.
(1) (G;w) has a cut equivalent tree.
(2) Set the weight of each edge uv in H to be the value of a maximum !ow from
u to v in (G;w). Then, every maximum weight spanning tree of H is a !ow
equivalent tree of (G;w).
Note the following: In (2) of Proposition 8, although we assume the weights on the
edges of G are perturbed, the weights on H are not perturbed, when |V |¿ 2; also, (1)
and (2) of Proposition 8 hold if the weights of G are not assumed to be perturbed.
Proposition 9. Let (G;w) be a connected weighted graph and let H be a complete
graph on the same node set V , where |V |¿ 2. Set the weight of each edge uv in
H to be the value of a maximum !ow from u to v in G. Consider the equivalence
classes of edges of H de;ned as follows: two edges are in the same class if and
only if they have the same weight. Then the equivalence classes form a tree-partition
whose tree-partition collection is the !ow equivalent collection of (G;w).
Proof. By (1) in Proposition 8, (G;w) has a cut equivalent tree (T; w′). By deLnition,
for each edge uv in (T; w′), the cut of G associated with uv is a minimum weight cut
separating u and v. Because the weights of G are perturbed, the cuts associated with the
edges of (T; w′) all have di?erent weights. Hence there are |V | − 1 di?erent minimum
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cut values and hence precisely |V | − 1 di?erent max $ow values in G. Thus, there are
|V | − 1 di?erent equivalence classes of the edges of H and every $ow equivalent tree
must contain one edge from each class (since every $ow value must be represented).
Let P denote the partition of the edges of G given by the equivalence classes. It
remains to show that every cover of P forms a tree. Suppose this is not so for some
cover A. Let T = (V; ET ) be a $ow equivalent tree of G with |A ∩ ET | a maximum.
Since the subgraph induced by A contains a cycle, there is an edge uv∈A \ ET . The
path in T connecting u and v must contain a (unique) edge xy with the same weight
as uv. Replace in T the edge xy with uv. This produces a spanning tree T ′, which has
the same weight as T (and therefore, T ′ is a $ow equivalent tree) and has a larger
intersection with A than T ; a contradiction.
Remark 4. Proposition 9 shows that a tree-partition for a given weighted graph (G;w)
can be found in polynomial time. Note that this remains true even if the weights w
have been perturbed as described in footnote 1, since Lnding a max $ow requires only
the addition of edge weights (see [1]).
Remark 5. The proof of Proposition 9 is the main application of our assumption that
edge weights are perturbed. Without this assumption the number of equivalence classes
could be less than |V | − 1.
Proof of the “only if” part of Theorem 1. Suppose C is the $ow equivalent collection
for a weighted graph (G;w). Then Proposition 9 shows how to construct a tree-partition
whose tree-partition collection is C. The result follows.
4. Proving the “if” part of Theorem 1
Proof of the “if′′ part of Theorem 1. We will show, for any tree-partition E1; : : : ; Ep of
H , that there exists a weighted spanning tree on V whose $ow equivalent collection
is the tree-partition collection for E1; : : : ; Ep. Clearly, this is true for |V |= 2, so let us
assume that |V |¿ 2 and that the result is true for graphs with fewer nodes.
By Proposition 5, let us assume, without loss of generality, that Ep is a cut in H .
Let H1 and H2 be the two subgraphs of H obtained by deleting the edges in Ep.
Note that the restrictions of E1; : : : ; Ep to H1 and H2 are tree-partitions for H1 and H2,
respectively. Apply induction to H1 and H2 to obtain weighted trees T1 and T2 whose
$ow equivalent collections are given by the restrictions of E1; : : : ; Ep to H1 and H2,
respectively. Let T = T1 ∪ T2 ∪ e be a weighted tree, where e is any edge with one
endnode in T1 and one endnode in T2, the edges in T1 and T2 retain their original
weights, and the weight on e is some number 	¿ 0, which is the smallest edge weight
in T .
Observe that the max $ow value between two nodes in T1 is the same as the max
$ow value between the corresponding nodes in T . Similarly for T2. Also, the max
$ow in T between a node in T1 and a node in T2 is 	, by our choice of 	. Hence
the equivalence classes of T as deLned in Proposition 9 are E1; : : : ; Ep. Hence, by
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Proposition 9, the $ow equivalent collection of T is the tree-partition collection of
E1; : : : ; Ep. The result follows.
5. Open problems
We mention two open problems in this section.
(1) Characterize the $ow equivalent collections when the assumption of perturbed
weights is relaxed.
(2) For a given (unweighted) graph G, characterize the collection of all trees T such
that (T; w′) is $ow equivalent to (G;w) for some weights w and w′.
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