




A. Jenis Penelitian 
Jenis penelitian ini adalah penelitian deskriptif yang dilakukan 
pada populasi besar namun data yang digunakan berasal dari sampel 
yang diambil dari polulasi tersebut. Sehingga dapat ditemukan 
kejadian-kejadian relatif, distribusi hubungan antar variabel. Data 
penelitian ini adalah rasio keuangan beserta data-data yang terdapat 
pada laporan keuangan perusahaan manufaktur sub sektor otomotif 
yang terdaftar di Bursa Efek Indonesia periode 2012-2016. 
B. Populasi dan Teknik Pengambilan sampel 
Populasi dalam penelitian ini adalah perusahaan manufaktur 
sub sektor otomotif yang terdaftar di Bursa Efek Indonesia periode 
2012-2016. Metode yang digunakan dalam pengambilan sampel ini 
menggunakan metode purposive sampling. Purposive sampling 
merupakan metode pengambilan sampel dengan kriteria-kriteria yang 
ditentukan (Sugiyono, 2012:85). Adapun kriteria-kriteria penentuan 
sampel yang digunakan dalam penelitian ini adalah: 
a. Perusahaan yang diambil harus terdaftar di Bursa Efek 
Indonesia (BEI) perusahaan manufaktur sub sektor otomotif 




b. Laporan keuangannya harus mempunyai tahun buku yang 
berakhir per 31 Desember. 
c. Tersedia data yang lengkap berkenaan dengan variabel 
penelitian 
d. Perusahaan menggunakan mata uang Rupiah. 
C. Definisi Operasional Variabel 
Definisi operasional variabel digunakan untuk memberikan 
variabel yang jelas terhadap konsep dan metode yang digunakan, 
sehingga tidak akan terjadi perbedaan dan untuk memberikan 
kemudahan dalam penentuan variabel pengukuran. Terdapat dua 
variabel dalam penelitian ini: 
a. Variabel Dependen (Variabel Terikat) 
Dalam penelitian ini variabel dependen yang digunakan 
adalah return saham (Y). Return saham diartikan sebagai tingkat 
pengembalian dari keuntungan yang akan di nikmati oleh pemodal 
atas suatu investasi yang telah dilakukannya. Menurut 
(Hartono,2013:237) return saham akan dihitung menggunakan 
rumus sebagai berikut: 









Pit = harga saham I pada bulan ke-t  
Pit – 1= harga saham I 1 bulan sebelum bulan ke-t 
b. Variabel Independen (Variabel Bebas) 
Menurut (Sugiyono, 2013: 59) variabel independen adalah 
variabel yang mempengaruhi atau yang menjadi sebab 
perubahannya atau timbulnya variabel dependen (terikat). Dalam 
penelitian ini terdapat beberapa variabel, yaitu: 
1) Profitabilitas (ROA)  (𝑥1) 
Profitabilitas  merupakan rasio yang paling sering atau 
banyak digunakan untuk mengukur perusahaan. Variabel 
profitabilitas diukur dengan menggunakan rasio Return on asset 
(ROA). ROA mengukur efektifitas keseluruhan dalam 
menghasilkan laba perusahaan melalui aktiva, dan untuk 
menghasilkan laba dari modal yang telah di investasikan. Return 





2) 𝐿𝑒𝑣𝑒𝑟𝑎𝑔𝑒 (DER)  (𝑥2) 
Leverage adalah salah satu rasio keuangan yang 
menggambarkan hubungan antara hutang perusahaan terhadap 
modal sendiri maupun asset perusahaan. Rasio leverage juga 




tersebut. Variabel leverage diukur menggunakan Debt to equity 





3) Likuiditas (𝑥3) 
Likuiditas merupakan rasio yang mengukur kemampuan 
jangka pendek perusahaan dengan melihat aktiva lancar 
perusahaan terhadap hutang lancar. Variabel likuiditas diukur 






D. Jenis dan Sumber Data 
Dalam penelitian ini jenis data yang digunakan adalah data 
kuantitatif berisikan angka-angka pada laporan keuangan perusahaan 
manufaktur sub sektor otomotif yang terdaftar di Bursa Efek Indonesia 
periode 2012-2016. Jenis penelitian yang digunakan adalah 
menggunakan data sekunder. Sumber Data yang digunakan dalam 
penelitian ini merupakan data sekunder yang sudah tersedia dan 
diperoleh dari website www.idx.co.id, www.sahamok.com Serta 




E. Teknik Pengumpulan Data 
Teknik pengumpulan data merupakan langkah yang paling 
utama dalam suatu penelitian, karena tujuan utama dari penelitian 
adalah mendapatkan data (Sugiyono, 2013:401). Teknik pengumpulan 
data pada penelitian ini adalah menggunakan teknik dokumentasi. 
Peneliti mencatat dan mengumpulkan data laporan keuangan 
perusahaan manufaktur sub sektor otomotif yang terdaftar di BEI 
periode 2012-2016 pada website IDX www.idx.co.id  
F. Teknik Analisis Data 
Teknik analisis data yang digunakan dalam penelitian ini 
adalah dengan menggunakan analisis regresi linier berganda. Sebelum 
melakukan analisis regresi, ada suatu pengujian yang harus dilakukan 
terlebih dahulu yaitu Uji Asumsi Klasik. Uji asumsi klasik meliputi uji 
normalitas, uji multikolonearitas, uji heterokedastisitas dan uji 
autukorelasi. 
a. Uji Normalitas 
Uji normalitas adalah uji untuk mengetahui apakah data 
empirk yang di dapatkan dari lapangan itu sesuai dengan distribusi 
teoritik tertentu. Uji signifikansi pengaruh variabel independen 
terhadap variabel  dependen melalui uji t hanya akan valid jika 
residual yang kita dapatkan mempunyai distribusi normal 




satu jenis uji yang digunakan untuk melakukan uji normalitas 
terhadap data. 
b. Analisis Regresi Linier Berganda 
Teknik analisis data yang digunakan dalam penelitian ini 
analisis regresi berganda. Analisis ini digunakan untuk mengetahui 
arah dan besarnya pengaruh variabel bebas yang akan diteliti yaitu 
profitabilitas, leverage dan  likuiditas pada perusahaan manufaktur 
yang terdaftar di BEI periode 2015-2017. Teknik analisis regresi 
linier berganda merupakan teknik uji yang digunakan untuk 
mengetahui pengaruh variabel independen terhadap variabel 
dependen, dengan rumus persamaan sebagai berikut: 
𝑌 =  𝛼 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝑒 
Keterangan: 
Y= Return Saham 
α  = Konstanta 
β = Koefisien Regresi 
𝑥1 =Profitabilitas (ROA) 
 𝑥2 = Leverage (DER)  
𝑥3 =Likuiditas 





c. Koefisien Determinasi (R2) 
Uji Koefisien Determinasi (R2) pada intinya mengukur 
seberapa jumlah kemampuan model dalam menerangkan variasi 
variabel dependen. Nilai koefisien determinasi adalah nol atau 
satu. Nilai R2 yang kecil berarti kemampuan variabel-variabel 
independen dalam menjelaskan variasi variabel dependen amat 
terbatas. Nilai yang mendekati satu berarti variabel-variabel 
independen memberikan hampir semua informasi yang dibutuhkan 
untuk memprediksi variasi variabel dependen (Ghozali, 2009:87). 
d. Uji Asumsi Klasik 
Pengujian persamaan regresi berganda harus memenuhi 
persyaratan uji asumsi klasik, yaitu bahwa pengambilan keputusan 
melalui uji t dan uji F tidak boleh bias. Asumsi klasik ini 
bermaksud untuk memastikan bahwa model yang diperoleh benar-
benar memenuhi asumsi dasar dalam analisis regresi yang meliputi 
: terjadi normalitas, tidak terjadi multikolonearitas, tidak terjadi 
outukolerasi dan tidak terjadi heteroskedastisitas. 
1) Uji Multikolonearitas 
Uji Multikolinieritas dilakukan untuk melihat apakah 
ada keterkaitan antara hubungan yang sempurna antara 
variable-variabel independen. Jika didalam pengujian ternyata 




independent tersebut saling terikat, maka pengujian tidak dapat 
dilakukan kedalam tahapan selanjutnya yang disebabkan oleh 
tidak dapat ditentukannya koefisien regresi variable tersebut 
tidak dapat ditentukan dan juga nilai standard errornya 
menjadi tak terhingga. 
Untuk mengetahui hasil dari uji multikolinieritas dapat 
dilihat dari beberapa cara, yakni sebagai berikut: 
a) Melihat nilai tolerance:  
Apabila nilai tolerancenya sendiri lebih besar dari 0,10 
maka dapat disimpulkan tidak terjadi multikolinieritas. 
Sedangakan bilan nila tolerancenya lebih kecil dari 0,10 
maka kesimpulan yang didapat adalah terjadi 
multikolinieritas. 
b) Melihat nilai VIF:  
Jika nilai VIF lebih dari 10, maka kita akan mendapat 
kesimpulan bahwa data yang kita uji tersebut memiliki 
multikolinieritas. Sedangkan jika nilai VIF dibawah 10, 
maka kita akan mendapat kesimpulan bawa data yang 
kita uji tidak memiliki kolinieritas. Rumus: VIF=1/1-R2 
2) Uji Heterokedastisitas 
Uji heteroskedastisitas digunakan untuk mengetahui ada 
atau tidaknya penyimpangan asumsi klasik heteroskedastisitas 




pengamatan pada model regresi. Heteroskedastisitas 
merupakan salah satu faktor yang menyebabkan model regresi 
linier sederhana tidak efisien dan akurat, juga mengakibatkan 
penggunaan metode kemungkinan maksimum dalam 
mengestimasi parameter (koefisien) regresi akan terganggu. Uji 
Glejser dilakukan dengan cara meregresikan antara variabel 
independen dengan nilai absolut residualnya. Jika nilai 
signifikansi antara variabel independen dengan absolut residual 
lebih dari 0,05 maka tidak terjadi masalah heteroskedastisitas. 
3) Uji Autokorelasi 
Uji autokorelasi digunakan untuk mengetahui ada atau 
tidaknya penyimpangan asumsi klasik autokorelasi yaitu 
korelasi yang terjadi antara residual pada satu pengamatan 
dengan pengamatan lain pada model regresi. Prasyarat yang 
harus terpenuhi adalah tidak adanya autokorelasi dalam model 
regresi.  
Durbin Watson test dilakukan dengan membuat hipotesis 
sebagai berikut: 
a) Ho: tidak ada autokorelasi (r=0) 
b) Ha: ada autokorelasi (r≠0) 
Metode pengujian yang sering digunakan adalah dengan uji 




a) Jika d lebih kecil dari dL atau lebih besar dari (4-dL) maka 
hopotesis nol ditolak, yang berarti terdapat autokorelasi. 
b) Jika d terletak antara dU dan (4-dU), maka hipotesis nol 
diterima, yang berarti tidak ada autokorelasi. 
c)  Jika d terletak antara dL dan dU atau diantara (4-dU) dan 
(4-dL), maka tidak menghasilkan kesimpulan yang pasti. 
e. Pengujian Hipotesis 
1) Uji F 
Uji F digunakan untuk mengetahui pengaruh variabel 
bebas secara bersama-sama (simultan) terhadap variabel terikat. 
Signifikan berarti hubungan yang terjadi dapat berlaku untuk 
populasi. Penentuan besarnya F hitung menggunakan rumus : 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 =
𝑅2/(𝐾 − 1)
(1 − 𝑅2)(𝑛 − 𝑘 − 1)
 
Keterangan : 
R = Koefisien determinan 
N = Jumlah observasi  
K = Jumlah variabel 
Kriteria pengujian yang digunakan sebagai berikut : 
a) H0 diterima dan Ha ditolak, jika nilai sig < 0,05, atau F 




mempunyai pengaruh secara simultan terhadap variabel 
terikat. Dapat diartikan bahwa profitabilitas (X1) leverage  
(X2) dan likuiditas (X3) secara bersama-sama berpengaruh 
secara simultan terhadap return saham (Y). 
b) H0 diterima dan Ha ditolak, jika nilai sig > 0,05, atau F 
hitung < F table maka variabel bebas secara bersama-sama 
tidak mempunyai pengaruh secara simultan terhadap 
variabel terikat. Dapat diartikan bahwa profitabilitas (X1) 
leverage  (X2) dan likuiditas (X3) secara bersama-sama 
tidak berpengaruh secara simultan terhadap return saham 
(Y). 
2) Uji t 
Uji t digunakan untuk menguji secara parsial masing-
masing variable bebas berpengaruh secara signifikan atau tidak 
terhadap variabel terikat. Untuk menilai t hitung digunakan 







X = Rata-rata sampel 
µ = Rata-rata polulasi 
s = Standar deviasi sampel 
32 
N = Jumlah sampel 
Kriteria pengujian yang digunakan sebagai berikut : 
a) H0 diterima dan Ha ditolak, jika nilai sig < 0,05 atau t
hitung > t table, maka variabel bebas berpengaruh secara
signifikan terhadap variabel terikat. Artinya profitabilitas
(X1) leverage  (X2) dan likuiditas (X3) berpengaruh secara
signifikan terhadap return saham (Y).
b) H0 diterima dan Ha ditolak, jika nilai sig > 0,05 atau t
hitung < t tabel, maka variabel bebas tidak berpengaruh
secara signifikan terhadap variable terikat. Artinya
profitabilitas (X1) leverage  (X2) dan likuiditas (X3) tidak
berpengaruh secara signifikan terhadap return saham (Y).
