Let {Z t , t ≥ 0} be a strictly stable process on R with index α ∈ (0, 2]. We prove that for every p > α, there exists γ = γ(α, p) and
Introduction
In a recent paper [13] , a general method was introduced to prove the existence of finite small ball constants for real fractional α-stable processes, under different norms. Whereas the existence result holds with a reasonable level of generality including for example all symmetric α-stable processes -see Theorem 3.1 in [13] , the finiteness result (which amounts to a lower estimate on the small ball probabilities -see Theorem 4.1 in [13] ) was obtained with the help of wavelet decompositions concerning only continuous processes. The suitable lower estimate for small probabilities of α-stable Lévy processes under the uniform norm is a classical result, which dates back to Taylor [20] and Mogul'skiǐ [14] . By comparison, this lower estimate entails immediately the good lower bounds under all the L p -norms (1 ≤ p ≤ ∞), since the critical exponent γ = α does not depend on p. A natural (and finer) semi-norm on the set of real càd-làg functions is the strong pvariation in the sense of N. Wiener, which was quite intensively studied by the stochastic community in the midst of the last century. Bretagnolle [2] had obtained a general criterion ensuring that an α-stable Lévy process has a.s. finite p-variation if and only if p > α (see also [12] and [4] for previous results in the symmetric case). More recently, Chistyakov and Galkin [5] proved an interesting embedding theorem which entails that for continuous paths, p-variation and (1/p)-Hölder semi-norm are roughly equivalent notions when p ≥ 1. In the discontinuous framework, p-variation seems to be a good substitute for the irrelevant (1/p)-Hölder semi-norm, in studying finer sample path properties. We finally refer to the comprehensive survey of Dudley and Norvaiša [6] for recent developments about this notion, both from the analytical and probabilistic point of view.
The purpose of the present paper is to prove the existence of the small deviation constant for strictly (non necessarily symmetric) α-stable processes with respect to the p-variation ||.|| p , when p > α. In other words, we prove that
where the critical exponent is given by γ α,p = pα/(p − α), except when |Z| is a subordinator and p > 1, where γ α,p = α/(1 − α). This confirms the prediction of Section 6.3 in [13] .
Notice that there are many ways to define the variation of a function, and for α-stable processes this question had been thoroughly studied by Greenwood [9] and Fristedt-Taylor [8] (see also the references therein). Greenwood had pointed out that when α < p ≤ 1, the strong p-variation of an α-stable process is the (1/p)-th power of some positive (α/p)-stable variable. Actually, it is easy to determine the scaling parameter of this latter variable, and then De Bruijn's exponential Tauberian theorem yields (1) readily, with an explicit formula for the small ball constant K(α, p) as a bonus. The same method holds for the case when |Z| is a subordinator and p > 1, because here
In all the other situations, we first prove that the random variable ||Z|| p p is not stable. This gives a negative answer to a question of Greenwood -see Section 6 in [9] , and makes the solution to our small deviation problem more involved. The proof of (1) is carried out with classical scaling arguments relying on an appropriate discretization similar to those in [20] and [14] , and on the rough positivity results recently obtained in [18] .
When |Z| is not a subordinator and p > 1, we were not able to compute the small ball constant K(α, p), even when Z is Brownian motion. When α < 2, a general positive lower bound is easily obtained by comparison with the sum of the p-th power of the jumps. Thanks to the equality of the critical exponents, the upper estimate K(2, p) ≤ c p follows readily, where c p is the small constant for Brownian motion under the (1/p)-Hölder semi-norm. However, no positive lower bound is available for K(2, p). In the symmetric case and when α < 2 < p, an algebraic surprise arising from Bochner's subordination makes it possible to obtain an upper bound on K(α, p) in terms of c p and the (explicit) constant for (α/2)-stable subordinators. We remark that the above arguments also yield two-sided estimates on the small ball constant under the supremum and oscillation semi-norms in the symmetric Non-Gaussian framework. One may ask if these arguments could be refined and yield sharper results, perhaps with the help of more advanced stochastic calculus as in [17] . We prefer leaving this question open for now.
2 Preliminaries and statement of the results
Strictly stable processes and their strong p-variation
We consider {Z t , t ≥ 0} a strictly stable process on R with index α ∈ (0, 2], viz. a real Lévy process satisfying the following self-similarity property: for every k > 0
When α = 2, Z is just a rescaled Brownian motion: there exists a ∈ R such that Z = aW, where {W t , t ≥ 0} is a standard linear Brownian motion. When α < 2, Z has the following Lévy-Itô decomposition: there exists b ∈ R, c − , c + ∈ R + such that
for every t ≥ 0, where ν is a measure on R * given by
µ is the Poisson measure over R + × R d with intensity ds ⊗ ν(dz), andμ = µ − ds ⊗ ν is the compensated measure. When α = 1, the drift b can take any real value. When α = 1, the strict stability imposes a fixed value on b given by the relation:
In particular, we see that when α < 1, Z is a pure jump process, i.e. it can be rewritten as the sum of its jumps:
for every t ≥ 0. In the remainder of this paper we will exclude implicitly the trivial case when Z is a pure drift, i.e. we will suppose that a = 0 (resp. ν ≡ 0) when α = 2 (resp. α = 2). For the sake of concision, "stable" will always mean "strictly stable" further on. We will always consider a càd-làg (resp. a continuous) version of Z when α < 2 (resp. α = 2). Sometimes, we will focus on two particular cases:
(i) The case when Z is symmetric. Its Fourier transform is then given by
for every t ≥ 0 and λ ∈ R, with κ > 0 a normalization constant. When α = 2, then κ = a 2 /2 with the above notation. When α < 2, Z can be viewed as a pure jump process like in (3) -even here though the series on the right hand side does not converge absolutely when α ≥ 1. Besides, we have
in (2), where Γ is the usual Gamma function (see e.g. Lemma 14.11 in [16] ).
(ii) The case when Z is a subordinator. Necessarily α < 1 and the Laplace transform of Z is given by E e −λZt = e −κtλ α for every t ≥ 0 and λ ∈ R + , with κ > 0 a normalization constant. Again, Z can be viewed as a pure jump process, and in (2) one has a = c − = 0, whereas
(see Example 24.12 in [16] ). In particular, we see that
for every λ > 0.
When α < 2, we will make a repeated use of the following pure jump process, which takes finite values if and only if p > α:
for every t ≥ 0. When p > α, it is easy to see (or follows from Proposition 3 in [8] ) that S p is a stable subordinator with index α/p, whose jumping measure is given by
on R + . In particular, we see that
For every p > 0, the (strong) p-variation of a regulated function f : R + → R over a closed finite interval I of R + is defined by
Thanks to Minkowski's inequality, we see that ||.|| I,p is a semi-norm when p ≥ 1, but this is no more true when p < 1. Actually, when p < 1, ||f || I,p = +∞ unless f is a pure jump function, where we have
For the sake of concision, we will note ||.|| p = ||.|| [0,1],p subsequently. From (9) we see immediately that if p < 1, then
It follows from the classical results of Lévy [12] for Brownian motion and Bretagnolle [2] for general Lévy processes, that the above equivalence remains true without any restriction on p > 0. When α = 2, the if part is obtained immediately from the obvious inequality
which is valid for every function f : [0, 1] → R and every p ≥ 1, and the fact that Brownian motion has a.s. (1/p)-Hölder paths as soon as p > 2. Similarly, one can show that Brownian motion has a.s. finite p-variation only if p ≥ 2, but the exclusion of the boundary case p = 2 requires a more subtle analysis. When α < 2, the only if part follows easily from the straightforward inequality:
which is valid for every function f : [0, 1] → R and every p ≥ 0, and the fact that S p 1 = +∞ a.s. when p ≥ 1. In the symmetric case, the if part is not difficult to prove via (9), (10) , and Bochner's subordination [4] .
2.2
The case when |Z| is a subordinator or p ≤ 1.
In general, little is known about the distributional properties of ||Z|| p , even when Z is Brownian motion. However, the law of ||Z|| p is completely explicit when |Z| is a subordinator or when α < p ≤ 1. Indeed, we see from (9) that if α < p < 1, then
If p ≥ 1 and |Z| is a subordinator, then the monotonicity of Z and the fact that (a + b) p ≥ a p + b p for every a, b ≥ 0 implies that
Finally, if α < p = 1 and |Z| is not a subordinator, then we can write Z = Z 1 −Z 2 , where Z 1 and Z 2 are two independent stable subordinators of index α, so that by triangle's inequality,
and it follows from (11) that
In particular, we see that when p ≤ 1, the p-variation of a stable process with index α < p is the (1/p)-th power of a stable positive random variable with index α/p. This had been proved a long time ago by Greenwood -see Theorem 1 in [9] , with different arguments.
The above considerations yield easily a complete answer to our small deviation problem when |Z| is a subordinator or p ≤ 1:
Proposition 1 Let Z be a real stable process with index α < 1. Then, for every p ∈ (α, 1],
with the above notations. Besides, if |Z| is a subordinator, then for every p > 1,
with the obvious notation for c ± .
Proof. When p ∈ (α, 1], we saw that ||Z|| p p = S p 1 , so that (13) follows from (8) and De Bruijn's exponential Tauberian theorem (see Theorem 3.5 in [11] , or Theorem 4.12.9 in [3] for the most general formulation). When |Z| is a subordinator, then ||Z|| p = Z 1 for every p > 1, so that (14) follows from (7) in the same way.
Remark The general results of [15] about stable measures entails that the exponential speed of convergence must be smaller than α/(1 − α) for arbitrary α-stable processes with 0 < α < 1, and arbitrary semi-norms. The fact that in (13) pα p − α > α 1 − α as soon as p < 1 is not contradictory with this result, since then ||.|| p is no more a semi-norm.
2.3
The case when |Z| is not a subordinator and p > 1.
In this situation, the random variable ||Z|| p p is more difficult to handle with. When α < 2 ∧ p and in the symmetric case, Greenwood had proved that ||Z|| p p belongs to the domain of attraction of some positive (α/p)-stable law -see Corollary 2 in [9] . In particular, the upper tails of ||Z|| p p are described followingly: there exists K ′ α,p ∈ (0, +∞) such that
Greenwood had also raised the question whether ||Z|| p p itself should be a positive (α/p)-stable variable -see Section 6 in [9] . If the answer to this question were yes, this would give an immediate answer to our small deviation problem, as in Proposition 1. Unfortunately, the answer to this question is no:
Nevertheless, the main result of this paper states that the lower tails of ||Z|| 
Contrary to Proposition 1, the small deviation constant is not explicit in Theorem 3. However, thanks to (11), we immediately see that
as soon as α < 2. By continuity with Proposition 1, it seems natural to conjecture that the inequality is indeed an equality, but we were unable to prove this. On the other hand, the Gaussian case α = 2 may well exhibit a different constant -see Paragraph 6.2. As a rule, the computation of small deviation constants has proved to be a hard task. Only few cases are known, almost always in a Gaussian framework (with the notable exception of symmetric stable processes under the L 2 -norm, see Lemma 2.2 in [17] 
The exact value of c p is still unknown, but some bounds are given in [10] with the help of Ciesielski's isomorphism theorem. It follows readily from (10) that
In this paper, an elementary use of Bochner's subordination allows us to get an upper bound on K α,p in the symmetric case, and when α < p < 2. We note
for every α ∈ (0, 2), where κ is the parameter appearing in (4).
Theorem 4
Suppose that Z is symmetric and that α < 2 < p. Then
The remainder of this paper is devoted to the proofs of Theorems 2, 3 and 4.
Proof of Theorem 2
We first consider the case α < 2. Recall that if X is a positive (α/p)-stable variable, then
where X 1 and X 2 are independent copies of X. When |Z| is a subordinator, it is clear from (12) and the fact that (a + b) p > a p + b p for every a, b > 0, that this latter equality fails. We now focus on the case when |Z| is not a subordinator. For every 0 ≤ s ≤ t, we write 
Since obviously a.s.
We will see that this latter equality is false. More precisely, we will prove that for every 0 ≤ s < t < u and every K > 0,
Indeed, since p > 1 and s < t < u, we can choose M big enough and ε small enough such that
Consider the function φ :
It is easy to see that
for every interval I ⊂ [s, u], where |I| stands for the Lebesgue measure of I. On the other hand, the fact that |Z| is not a subordinator entails that the (infinite) Lévy measure ν is supported by the whole R, and in particular by a neighbourhood of 0. So we can reason exactly as in Proposition 15 in [18] and get
But it is clear that
where in the second line we used (19) and triangle's inequality. Putting (18), (20) and (21) together yields (17) , which entails that V p is not a positive (α/p)-stable random variable. Since V p belongs to the domain of attraction of such a variable [9] , we see that V p is not any stable variable at all. This completes the proof of Theorem 2 when α < 2.
The case α = 2 < p is very easy, since then ||Z|| p is a finite Gaussian norm which must have some square exponential upper tails, so that V p = ||Z|| p p cannot be a positive stable variable. This can also be viewed from the fact that if V p were stable, then t → V It would be interesting to know if the latter probability is one. This is clearly true in the case α = 2 < p, by continuity.
Proof of Theorem 3
We use the same notations as in the preceding section concerning V [s,t] p and V p . We set
for every n ≥ 1 and k = 0, . . . , n. We will also consider
see [5] for the last inequality. In the remainder of this section, we will fix p > 1 once and for all.
Three lemmas
The proof of Theorem 3 relies on three easy lemmas. The first two are of deterministic nature, although we stated them with the process Z for the sake of concision.
Lemma 5 For every n ≥ 1,
Proof. We fix n ≥ 1 and set s j = s n j for simplicity. Let 0 = t 0 < t 1 < . . . < t k = 1 be a partition of [0, 1] . Introduce q − 0 = q + 0 = 0 and set q − j = sup {q ∈ {0, . . . , k} / t q < s j } , q + j = inf {q ∈ {0, . . . , k} / t q ≥ s j ∧ 1} for every j ≥ 0. Notice that q + n = k = q − r = q + r for every r > n. Consider
Notice that ♯ J ≤ n + 1 and that
Lemma 6 For every n ≥ 1 and ε > 0,
where in the last inclusion we used Lemma 5.
Lemma 7
Suppose that |Z| is not a subordinator. Then for every x > 0,
Proof. Since Z is strictly stable, it follows from Example 4 in [18] that for every x > 0,
since ||Z|| p = || − Z|| p and P[Z 1 = 0] = 0. If Z is not symmetric, we introduce the function φ x : t → xt/2 from R + to R. Since |Z| is not a subordinator, its Lévy measure is supported by the whole R and again, we can reason as in Proposition 15 of [18] to obtain
By triangle's inequality and the fact that ||φ x || p = x/2, we have
This entails
P [||Z|| p < x, Z 1 > 0] > 0 as desired.
End of the proof
We will first prove lim inf
When α = 2, this follows easily from Stolz's criterion -see Theorem 1 in [19] . When α < 2, we will use Lemmas 6 and 7. Fix ε > 0 and let n ∈ N be such that
By Lemma 6,
where c 0 , c 1 are positive finite constants not depending on n. Define
and F j the σ-algebra generated by Z t , t ≤ s n j , for every j = 1, . . . , n. On Z s n n−1 ≤ 0 , we see that
by scaling, independence and stationarity of the increments of Z. Similarly, we have
where we set
which is positive by Lemma 7. Hence
for every ε > 0, and (22) is proved.
We now proceed to the last step of the proof. If Z is symmetric, it follows from Theorem 3.1 in [13] that lim
exists and belongs to [−∞, 0). But we know from (22) that it cannot be −∞, and the proof is complete. If Z is not symmetric, we can actually repeat almost verbatim the proof of Theorem 3.1 in [13] , to obtain the existence of the constant. We give the details for completeness. Set q = p/α > 1. Since p > 1, it is clear that Since q > 1, de Bruijn's exponential Tauberian theorem entails that
exists, and is finite because of (22). This completes the proof.
Proof of Theorem 4
We fix p > 2. The first inequality K α,p ≥ D α,p follows readily from (15) and (5) . To prove that
we first remark that since Z is symmetric, it can be rewritten Z = W • σ, where {W t , t ≥ 0} is a standard linear Brownian motion and {σ t , t ≥ 0} an independent (α/2)-stable subordinator, whose Laplace transform is given by
For every T > 0 we introduce
, which is a.s. finite since p > 2. Let 0 = t 0 < . . . < t n = 1 be any partition of [0, 1]. We have
1 , where in the third line we used the scaling property of W and the fact that W and σ are independent. In particular
and H p = H(p, 1) for concision. By independence, it is clear that for every ε > 0,
Hence,
On the one hand, setting x = ε r/p , it follows from (16) that
On the other hand, setting x = ε 2(1−r)/p , (5) (14) and (24) entail that
Putting (25), (26) and (27) together yields (23) as desired.
Final remarks
which yields
for every n ≥ 1. On the one hand, it follows from (28) and (29) Twisting the limits in ε and n would lead to the conjectured equality
when α < 2, but we were unable to decide whether this is plausible or not. Notice that this is clearly false when α = 2, since then W p,n → 0 as n ↑ ∞, whereas K 2,p > 0.
Some other two-sided estimates in the symmetric case
In the symmetric case, the method used to prove Theorem 4 also applies to the supremum and oscillation semi-norms, and yields interesting upper estimates on the respective small ball constants which seem unnoticed in the literature. We use the notations Notice that since Z starts from 0,
Recently, it was proved by Shi (see Lemma 2.2. in [17] ) that
where A stands for the set of absolutely continuous probability densities f on R satisfying
It is well-known that γ 2 = κ/4. A long time ago, it was proved by Taylor [20] and Mogul'skiǐ [14] that lim ε↓0 ε α log P [||Z|| ∞ ≤ ε] = −K α,∞ ∈ (−∞, 0).
It is very well-known that K 2,∞ = π 2 /8, but no formula for K α,∞ seems to be available when α < 2. Last, it follows readily from the standard subadditivity argument that lim ε↓0 ε α log P [||Z|| ω ≤ ε] = −K α,ω ∈ [−∞, 0).
The distribution of ||Z|| ω was computed by Feller [7] in the Gaussian case and yields K 2,ω = π 2 /2, but again, no formula for K α,ω is available when α < 2. so that our lower bound is smaller than the one obtained in [10] .
