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Resumen. Este trabajo muestra las experiencias en el ámbito del diseño de 
interfaces  con el objetivo de acercar la ergonomía cognitiva y la ingeniería de 
la usabilidad a la interacción mediante webcam, en sustitución del ratón 
convencional. El trabajo muestra la valoración de funcionalidades de 
prototipos, así como la valoración de carga mental realizada mediante el 
método NASA-TLX, la respuesta de los usuarios mediante un cuestionario de 
satisfacción, y propuestas para la generación de métricas de usabilidad. 
Palabras clave. Diseño ergonómico, interfaz basada en visión, métrica de 
usabilidad 
1   Introducción  
En el ámbito del diseño de nuevas interfaces que destacan por su eficiencia, conviene 
destacar las interfaces perceptuales de usuario (Perceptual User interface) [1]. Estas 
interfaces tienen en cuenta el modo como el usuario interactua con el entorno, 
pudiéndose utilizar diversas técnicas como el reconocimiento del habla y sonido, 
visión por ordenador, animación gráfica, modelado del usuario, entre otras.  
El uso extendido de webcam permite facilitar el diálogo entre el usuario y el 
programa presente en la pantalla y centra el interés en los movimientos de la cabeza o 
la nariz, el seguimiento del iris del usuario junto a técnicas de detección y 
seguimiento de los rasgos faciales y el reconocimiento de la expresión [2].  
La sustitución del ratón convencional, por una tecnología basada en webcam y 
programa a medida, ha permitido estudios en los que se emula el funcionamiento de 
ratón y joystick por parte de personas con necesidades especiales. En concreto, en 
casos de parálisis cerebral, estas técnicas basadas en interacción mediante webcam se 
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han mostrado muy efectivas para permitir la comunicación de la persona con su 
entorno [3].  
En estos momentos se está asistiendo al desarrollo de la inteligencia ambiental en 
el ámbito doméstico, siendo necesario desarrollar proyectos de investigación 
centrados en tecnología asistencial, mejoras de las TIC, creación de interfaces 
multimodales y generación de entorno domótico con agentes 3D, entre otros 
proyectos [4], [5], [6]. En este escenario que se está creando alrededor de un futuro no 
excluyente es necesario tener en cuenta el diseño centrado en las personas; es decir 
hay que considerar tecnología humana y para ello conviene abordar la interacción 
entre personas y artefactos mediante las técnicas de ergonomía y la ingeniería de la 
usabilidad [7], [8], [9]. 
Este trabajo está dividido en 6 secciones. La sección dos recoge las 
especificaciones de diseño ergonómico de interfaz gráfica que puede complementar a 
la interfaz basada en visión (VBI Visual Based Interface) y que conjuntamente 
permiten recrear la simulación interactiva de tareas domóticas. La sección tres 
presenta una tarea experimental sobre interfaz gráfica, se recoge la valoración 
funcional de una interfaz VBI y se valora la carga mental del usuario mediante el 
método NASA-TLX. La sección cuatro presenta una tarea experimental sobre interfaz 
gráfica, se recoge el uso de una interfaz VBI junto a las respuestas del usuario 
mediante cuestionario de satisfacción. La sección cinco recoge las principales ideas 
de los modelos de calidad aplicados al estudio de la usabilidad para la obtencióin de 
una métrica de usabilidad que permita valorar, entre otras propiedades, la eficiencia y 
la facilidad de uso. Finalmente, se presentan las conclusiones y líneas futuras de 
desarrollo. 
2   Diseño ergonómico de interfaz  
El objetivo principal de esta tarea es la de diseñar escenarios gráficos que puedan dar 
soporte a estudios experimentales de usabilidad en el laboratorio mediante la 
interacción entre persona-ordenador y estudios de uso de interfaces VBI [1]. En 
cuanto al diseño de escenarios gráficos, a lo largo de un año se ha desarrollado 
librerías de animación de objetos que permiten emular escenarios domóticos. En 
concreto se han  llevado a cabo dos fases. En la primera fase se ha diseñado una única 
pantalla y en la segunda fase se han diseñado diversas aplicaciones multipantalla. Para 
la primera fase se ha diseñado una interfaz gráfica de una sola pantalla formada por 
dos partes. La parte inferior confiere al usuario la posibilidad de cambiar de modo 
automático a modo manual, activar el paro de emergencia y generar una señal de 
aviso al exterior en caso de situación crítica.  La parte superior contempla la 
activación de diversos dispositivos domóticos (luces, persiana), y selección de 
consigna de temperatura. Para ello, el usuario realiza la acción, y la interfaz, mediante 
programación de algoritmos, devuelve en pantalla la realimentación de forma visual 
para conferir realismo a la tarea simulada.  
Para la segunda fase, y mediante cinco estudiantes de ingeniería industrial se ha 
diseñado un conjunto de aplicaciones: 
-Escenario 1: vivienda entera (2 estudiantes en proyectos finales de Carrera) 
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Fig. 1. Fase II. Escenario 2-Comedor (interfaz B).  
-Escenario 2: comedor (1 estudiante) 
-Escenario 3: lavabo (1 estudiante) 
-Escenario 4: cocina (1 estudiante) 
 
A partir de especificaciones reales sobre diseño de viviendas automatizadas, los 
estudiantes han recogido la funcionalidad y la han trasladado a un entorno gráfico 
mediante la ayuda de la guía ergonómica de diseño de interfaz de supervisión 
(GEDIS). Mediante la valoración cuantitativa de la guía GEDIS es posible la 
comparación entre prototipos, y la mejora de la calidad de la interfaz. Así, entonces se 
está en disposición de utilizar esta interfaz con usuarios reales. Esta idea aquí 
expresada es útil ya que puede utilizarse en el siguiente ciclo de diseño: 
-Cada estudiante (o grupo de estudiantes) diseña una interfaz gráfica 
-La guía GEDIS clasifica las interfaces 
-Se escoge la mejor valorada  
-Se toma la interfaz mejor valorada como prototipo sobre la que hacer mejoras y   
futuros estudios de usabilidad. 
3   Estudio experimental mediante VBI Ratón Facial  
Para este estudio experimental se ha diseñado una interfaz de una sola pantalla. En el 
diseño de la pantalla se ha tenido en cuenta la distribución de objetos en dos partes: 
parte inferior y parte superior. La parte inferior confiere la posibilidad de atribuir 
diversas funcionalidades al usuario como activar el suministro eléctrico, seleccionar el 
modo de trabajo manual o automático. La parte superior contempla la simulación de 
componentes domóticos como el accionamiento de una persiana o la activación de 
luces.  
En la fase de preparación se ha realizado la puesta a punto del siguiente equipo: 
-Cámara Quickcam Logitech 
-Programa Raton Facial de CREA  
-Interfaz A  
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La empresa CREA nos ha facilitado el programa Raton Facial que incorpora una 
barra de herramientas que aparece en la parte superior de la pantalla, y que debe 
acomodarse junto a la interfaz A. 
Los primeros pasos han consistido en una valoración funcional para la puesta a 
punto. Las propiedades que se  han tomado en consideración han sido: 
-Posición de la WebCam 
-Distancia al usuario 
-Resolución de pantalla 
  
La posición de la webcam sobre el soporte al lado del ordenador se ha mostrado 
como una posición eficaz, y así se ha informado de este hecho al fabricante de Ratón 
Facial, que en un principio consideraba la posición central encima del monitor como 
única alternativa. 
Una vez finalizada la valoración funcional se ha procedido a combinar el uso de 
Ratón Facial sobre la interfaz A. La instrucción de la tarea experimental ha consistido 
en presentar la Interfaz A y pedirle que ejecute diversas acciones mediante Ratón 
Facial: 
-Poner en servicio el sistema domótico 
-Seleccionar el modo manual y validar esta decisión 
-Subir la persiana un 25% 
-Encender la luz 
-Seleccionar una temperatura  de 15C 
-Abrir la puerta principal  
-Emergencia: comunicación con el exterior mediante la activación de un aviso 
 
A lo largo de una sesión experimental llevada a cabo en el laboratorio en Mayo de 
2007, un total de 7 participantes formaron parte de la calibración (adquisición de 
geometría de la cara del usuario y abriendo un documento en formato pdf para 
familiarizarse con Ratón Facial) y uso de la interfaz A.  
Atendiendo a algunos comentarios de los usuarios sobre la presencia de leves 
oscilaciones del puntero sobre el icono gráfico a activar, junto a movimientos de la 
cabeza cercanos al límite de la capacidad de movilidad de la cabeza del usuario, se 
procedió a valorar la carga mental de la prueba mediante la aplicación del método 
NASA-TLX en unas nuevas pruebas experimentales llevadas a cabo  en Junio y 
Octubre de 2007.  Un total de cuatro estudiantes realizaron la instrucción sobre la 
interfaz A mediante Ratón Facial, y en sesión posterior se repitió la sesión con la 
misma interfaz A pero esta vez con el ratón convencional. 
La Fig. 2 muestra la comparación de carga mental para 4 usuarios (estudiantes de 
ingeniería) en un primer uso mediante el Ratón Facial y en un segundo uso mediante 
el ratón convencional. Para los cuatro estudiantes la carga mental es mayor en el uso 
de Ratón Facial frente al uso de ratón convencional. 
Atendiendo a la poca familiaridad del usuario con el uso de Ratón Facial hay que 
valorar en primer lugar la necesidad de ampliar el conjunto de muestras y proceder a 
un estudio estadístico que permita ratificar o no esta hipótesis. En todo caso, la Fig. 2 
permite iniciar un estudio de la carga mental de interfaces VBI, con la finalidad de  
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Fig. 2. Valoración de carga  mental para Ratón Facial y ratón convencional, mediante el 
método NASA-TLX sobre 4 usuarios 
valorar qué factores pueden conducir a una disminución de la carga mental, para 
evitar una sobrecarga cognitiva para el usuario final. 
4   Estudio experimental mediante VBI SINA  
En el desarrollo de una interfaz gráfica de vivienda, se ha generado una aplicación 
con 15 pantallas, una estructura de navegación con tres niveles de profundidad 
(vivienda, espacio, equipo) y una librería con 34 objetos funcionales (luces, 
interruptores, teléfono, televisor, cocina vitrocerámica, horno, ducha, lavabo, etc.).   
La ordenación de los objetos en pantalla sigue en buena parte las recomendaciones 
básicas en el diseño: la distribución de interruptores y selectores en la parte inferior, y 
la distribución de dispositivos de información visual en la parte superior. Cada 
pantalla tiene un número de bloques de elementos (interruptor, información visual)  a 
manejar ordenados de izquierda a derecha y evitando sobrepasar el número de 9 
bloques por pantalla. La cantidad de bloques está limitado a 9 para que se adapte al 
número mágico de Miller 5 +/- 2, que refleja las limitaciones de procesamiento de la 
información en la memoria a corto plazo.  La Fig. 1 ilustra la interfaz B con seis 
bloques de elementos (luces, temperatura, persiana, televisor y lámparas) 
En la fase de preparación se ha realizado la puesta a punto del siguiente equipo: 
-Cámara Quickcam Logtech 4000 pro 
-Programa SINA  
-Interfaz B 
 
La Universidad de las Illes Balears, UIB, nos ha facilitado un prototipo de interfaz 
natural denominado SINA. Esta nueva versión incorpora una barra de herramientas 
que aparece a la derecha de la pantalla, por lo que se ha adaptado el tamaño de la 
interfaz B para que el usuario disponga de ambas. En primer lugar ha sido necesario 
testear las posibilidades de accionamiento de los iconos de la barra de SINA y el 
accionamiento de los bloques de elementos de la interfaz B. En este aspecto se ha 
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buscado la facilidad de uso y la comodidad por parte del futuro usuario. La ley de 
Fitts nos indica que dos objetos situados a la misma distancia, pero siendo el tamaño 
de uno el doble del otro objeto, el tiempo necesario para mover el puntero desde un 
punto origen hasta un punto destino, es inferior en el objeto de doble tamaño. Esta 
ley, y también el número mágico de Miller,  se han tenido en cuenta en el diámetro de 
los iconos en pantalla, y en la resolución final de pantalla 800 x 600. 
A partir de unos breves instantes de explicación del funcionamiento de SINA, el 
usuario realiza diversos movimientos de cabeza para comprobar como la aplicación 
sigue el movimiento de la nariz y le permite el control de los objetos de la pantalla. 
La instrucción de la tarea experimental ha consistido en presentar la interfaz B al 
usuario y pedirle que ejecute diversas acciones. El total de acciones es de 11 acciones 
distribuidas en: 
-6 acciones de control (activar/desactivar un elemento) 
-3 acciones de navegación entre pantallas de la aplicación 
-4 acciones de selección de modo de operación (consigna temperatura, selección de 
canal de televisión) 
 
Es interesante abordar en detalles las diferencias entre los modos de control 
propuestos por Sheridan y que tienen cabida en este estudio: 
-Control supervisado (supervisory control). El usuario vigila el proceso que está 
siendo controlado por un automatismo [10] y modifica consignas 
-Control negociado (Traded control). En este modo, se alterna el control manual 
con el control automático 
-Control compartido (Shared control). En este modo, algunas variables son 
reguladas por el usuario, y otras por su complejidad son reguladas por el automatismo 
 
Para facilitar la tarea del usuario, en este estudio experimental el usuario tiene el 
control de todos los elementos.  
A lo largo de una sesión experimental llevada a cabo en el laboratorio en 
Noviembre de 2007, un total de 8 participantes participaron en la fase de calibración, 
uso de la interfaz B, y rellenaron un cuestionario de satisfacción del usuario.  
El valor promedio del tiempo empleado en la prueba fue de 96 segundos, siendo el 
valor mínimo de duración de la tarea de 82 segundos y el valor máximo de duración 
de la tarea de 103 segundos.  
Se ha generado un cuestionario de satisfacción del usuario. El cuestionario dispone 
de 6 preguntas en las que el usuario responde sobre la escala de Licker con 4 opciones 
de respuesta por pregunta. Además, se han añadido 2 preguntas de respuesta abierta 
en las que el usuario valora de forma cualitativa la calidad de la interfaz gráfica y la 
facilidad de uso de la interfaz de manos libres (webcam y Programa SINA).  
En general, los usuarios encuentran una tarea fácil de realizar y sin que les suponga 
un gran esfuerzo. En la valoración cualitativa sobre la calidad de la interfaz, pregunta 
7,  2 usuarios sobre 8 consideran que es necesario aplicar cambios para la mejora de la 
funcionalidad de los elementos añadiendo mediante clic o arrastre de ratón sobre la 
animación del objeto gráfico.  
En la valoración de la interfaz de manos libres en la pregunta 8, 6 usuarios sobre 8 
consideran que es necesario mejorar la precisión  del movimiento del puntero, aunque 
valoran que el uso de esta interfaz es satisfactorio o muy satisfactorio. Los dos 
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usuarios que muestran una valoración poco satisfactorio indican que debería revisarse 
la dificultad de llevar a cabo la tarea mediante el uso de esta interfaz. 
5   Métrica de usabilidad  
Para el desarrollo de sistemas interactivos de calidad en los que atributos como la 
usabilidad constituyen uno de los ejes principales, es fundamental la elaboración de 
métricas cualitativas y cuantitativas. Bajo las indicaciones de normas como la ISO 
9126, diversos investigadores han desarrollado modelos de calidad como el modelo 
de calidad QUINT2. Otros investigadores han desarrollado ejemplos de métricas 
predictivas de usabilidad,  para aunar la colaboración entre la ingeniería del software 
y el modelo de proceso de la ingeniería de la usabilidad y accesibilidad.  
El conjunto de atributos que se suele utilizar en modelos de calidad contempla: 
funcionalidad, fiabilidad, eficiencia, usabilidad, portabilidad y mantenibilidad.  
En esta sección, focalizaremos la atención en algunos de estos atributos. Por 
ejemplo, los atributos de funcionalidad y fiabilidad son factores que debe tener en 
cuenta el fabricante de la interfaz VBI en el momento de garantizar la robustez y la 
rapidez del algoritmo de tracking. En cambio, los atributos de eficiencia y usabilidad 
estan más relacionados con el diseño de la interacción, es decir con la tarea, el uso y 
la satisfacción del usuario. 
Para la medida de la eficiencia se tienen en cuenta normalmente los indicadores del 
tiempo empleado en la ejecución de la tarea y la tasa de éxito en el seguimiento a los 
objetivos especificados en la instrucción de la tarea experimental. 
Para la sesión experimental llevada a cabo en la sección 4 de este artículo, y con 
respecto la variable tiempo, se valora la rapidez de la ejecución. Respecto a la tasa de 
éxito se tiene en cuenta que la instrucción que se presenta al usuario tiene 10 objetivos 
concretos (activación/desactivación dispositivos, variación de consigna Temperatura), 
por lo que la si la tasa de éxito es 10, el usuario consigue éxito pleno en todos los 
objetivos; a medida que la tasa de éxito disminuye, algunos objetivos no se han 
cumplido. 
Los datos asociados para estas dos variables se dividen en intervalos y se recoge 
una etiqueta llamada rango de valores normalizados (1, 0,5 y 0) para que la eficiencia 
Eff se encuentre entre 0 y 1, tal como muestra la Tabla 1. 
El valor final de eficiencia Eff se calcula mediante la media aritmética de rangos de 
las variables tiempo t y tasa de éxito. Los resultados muestran que los 8 participantes 
de la sesión experimental con la interfaz VBI SINA pueden clasificarse en tres clases 
de eficiencia (Fig. 3). 
A partir de la pregunta 8 del cuestionario de satisfacción del usuario puede 
confeccionarse una variable intervalar asociada a la facilidad de uso Fus; una vez 
reconvertida en rango entre 0 y 1 y utilizando el mismo procedimiento que para el 
cálculo de la eficiencia. La Fig. 4 muestra que dos usuarios están poco satisfechos con 
la facilidad de uso de la interfaz VBI, Fus=0, por lo que debe prestarse atención a los 
comentarios de mejora que hacen de la interfaz y del global de la tarea experimental. 
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Tabla 1. Transformación de intervalos de tiempo en valores de Rango Rt 
Rango Rt Tiempo t 
1 t = 82 s 
0,5 82 s < t <= 96 s 
0 96 < t <= 103 s 
 
 
Fig. 3. Índice de Eficiencia agrupando los 8 usuarios en tres clases 
N
R
Eff
N
j
j∑
== 1  
 
(1) 
 
Atendiendo a que en la tarea experimental de la sección 4 de este artículo, hay 3 
acciones de navegación entre pantallas que el usuario debe realizar para poder llevar a 
cabo las acciones en la pantalla ‘comedor’ y en la pantalla ‘televisor’, puede 
confeccionarse una variable intervalar asociada a la efectividad Efe; una vez 
reconvertida en rango entre 0 y 1 y utilizando el mismo procedimiento que para el 
cálculo de la eficiencia. 
La Fig. 5 muestra que los 8 participantes no han tenido ningún problema en la 
navegación entre pantallas. Una efectividad baja indicaría que el usuario no es capaz 
de navegar entre pantallas y acceder a la pantalla ‘comedor’ donde debe realizar las 
principales tareas encargadas en los objetivos. En algunos casos, la efectividad baja 
también podrá asociarse al error de navegación que pueda cometer un usuario: 
acceder a otro espacio de la vivienda como por ejemplo ‘cocina’ en lugar de 
‘comedor’ y por tanto desviarse claramente de los objetivos de la tarea. 
Así pues, en esta sección se muestra de forma clara la posibilidad de medir la 
eficiencia, la facilidad de uso y la efectividad. Algunos autores añaden un cuarto 
atributo llamado entendibilidad Ent que está relacionado con las ocasiones en las que 
el usuario accede a la ayuda on line de la aplicación informática y al número de 
mensajes de error que aparecen en pantalla. En estos momentos no se ha valorado este 
atributo ya que se quiere analizar en detalle cómo debe ser el tipo de ayuda en una  
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Fig. 4. Índice de Facilidad de Uso agrupando los 8 usuarios en tres clases 
 
Fig. 5. Índice de Efectividad agrupando los 8 usuarios en tres clases 
aplicación domótica (mediante texto,  mediante ventana emergente faceplate, 
mediante mensajes auditivos, mediante un avatar). 
Siguiendo la línea de exposición, la medida de usabilidad Usab, que en  muchas 
ocasiones es una cualidad abstracta para ser medida directamente, y queda reflejada 
en los atributos Eficiencia Eff, Facilidad de Uso Fus, Efectividad Efe y Entendibilidad 
Ent. 
 
m
A
Usab
m
j
j∑
== 1  
 
(2) 
 
A = { Eff, Fus, Efe, Ent } 
 
Donde el conjunto de atributos A se ha definido en nuestro caso con m=4 items. 
6   Conclusiones  
Este trabajo muestra las experiencias en el ámbito del diseño de interfaces con el 
objetivo de acercar la ergonomía cognitiva y la ingeniería de la usabilidad en el uso de 
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la interacción basada en webcams, y en concreto, en el ámbito de sustitución del ratón 
convencional por interfaces de manos libres VBI que tienen en cuenta los 
movimientos de cabeza del usuario para el manejo y control de las funcionalidades 
presentes en la pantalla del ordenador. La sección dos muestra la aplicación de la guía 
GEDIS para el diseño de prototipos de interfaces y la preselección del mejor prototipo 
para futuras pruebas sobre usuarios. La sección tres presenta un estudio experimental 
sobre el uso de una interfaz VBI llamada Ratón Facial. Finalizada la prueba se 
presenta una valoración comparativa entre la carga mental en el uso de Ratón Facial y 
ratón convencional mediante NASA-TLX. La sección cuatro presenta un estudio 
experimental sobre el uso de un prototipo de interfaz VBI llamada SINA. Finalizada 
la prueba se presenta la valoración realizada por los usuarios a un cuestionario de 
satisfacción confeccionado por los propios autores. La sección cinco presenta una 
propuesta de métrica de usabilidad enfocada al tipo de tarea diseñada en éste trabajo, 
y que se obtiene a partir de los modelos de calidad que se utilizan en el área de 
usabilidad web.  
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