regression analysis to evaluate the similarity of results.
It is a common error on the part ofall ofus to ignore the basic premise in linear regression that the x variable is taken to be the independent variable. As long as the correlation coefficient (r) is close to 1.00 the effect on the slope estimate bl is small. However, when r =0.9 the slope b of the equation obtained by choosing y to be the independent variable, rather than x, is 19% steeper than bl .In fact b is equal to bl/r 2. Thus, since both lines pass.through the point defined by the average of the two data-sets, the intercepts are affected as well.
So on the assumption that the manual method is the independent variable the author determined that the automated procedure yields results according to the equation: y=0"90x+0.14 (r=0"87). We thank Dr King for bringing his point of view to our attention and for demonstrating that our data produced a relationship between the two methods which is far better than we had at first realized.
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