Abstract. A common strategy for achieving global convergence in the solution of semi-in nite programming (SIP) problems, and in particular of continuous minimax problems, is to (approximately) solve a sequence of discretized problems, with a progressively ner discretization meshes. Finely discretized minimax and SIP problems, as well as other problems with many more objectives/constraints than variables, call for algorithms in which successive search directions are computed based on a small but signi cant subset of the objectives/constraints, with ensuing reduced computing cost per iteration and decreased risk of numerical di culties. In this paper, an SQP-type algorithm is proposed that incorporates this idea in the particular case of minimax problems. The general case will be considered in a separate paper. The quadratic programming subproblem that yields the search direction involves only a small subset of the objective functions. This subset is updated at each iteration in such a way that global convergence is insured. Heuristics are suggested that take advantage of a possible close relationship between \adjacent" objective functions. Numerical results demonstrate the e ciency of the proposed algorithm.
Introduction. Optimization problems that arise in engineering design often
belong to the class of Semi-In nite Programming (SIP) problems, i.e., they involve speci cations that are to be satis ed over an interval of values of an independent parameter such as time, frequency, temperature or modeling error (see, e.g. in which` n, i.e., in which constraints far outnumber variables. The minimax problem (here, with nitely many objective functions) is an important special case of this problem. Examples of (MC) include mechanical design problems involving trusses (see, e.g., 37], 43] or papers in 6], 25]). Note that there is no essential di erence between (DSI) and (MC). Their similarity is particularly strong if the constraints in (MC) are \sequentially related" in the sense that the values taken by i are typically close to those taken by i+1 .
In 32], 27], (DSI) is solved by means of rst order (thus, slow) methods. In 32], based on ideas of Zoutendijk 46] and Polak 29, Section 4.3] , the construction of the search direction at iteration k makes use of the gradients r x (x k ; !) at all points ! 2 at which (x k ; !) ? (\ -active" constraints), where > 0 is appropriately sqp for finely discretized minimax 3 small. When the discretization is ne, however, the set of such points is often unduly large as it contains entire neighborhoods of local maximizers. In 27] , it is shown that only a small subset of these points need be used, by suitably detecting \critical" values of ! and \remembering" them from iteration to iteration in a manner reminiscent of bundle type methods in nonsmooth optimization (see, e.g., 21] , 23]). Speci cally, at iteration k, a rst order direction d k is computed using a certain subset k of . After a new iterate x k+1 has been obtained, a new set k+1 is constructed by including (i) all !'s that globally maximize (x k+1 ; ) over ; (ii) all !'s that globally maximize ( x k+1 ; ), where x k+1 is a trial point that was rejected in the previous line search; and (iii) all !'s in k that a ected direction d k . This scheme is shown in 27] to induce global convergence. It is e cient because, under mild assumptions, the dimension of the quadratic programming problem that yields d k is moderate, and gradient evaluations are only required at a few grid points. However, at each level of discretization (i.e., for each xed q), the algorithm proposed in 27] (like that proposed in 32]) exhibits at best a linear rate of convergence.
SQP-type algorithms, while often impractical for problems with large numbers of variables, are particularly suited to various classes of engineering applications where the number of variables is not too large but evaluations of objective/constraint functions and of their gradients are highly time consuming. Indeed, as these algorithms use quadratic programs as successive models, progress between (expensive) function evaluations is typically signi cantly better than with algorithms making use of mere linear systems of equations as models. In the context of SQP-type algorithms for the solution of problems with many constraints, Biggs 1] proposed to replace with equality constraints the active inequality constraints and to ignore all other inequality constraints in the computation of the search direction. Much later, Polak and Tits 34] and Mine et al. 24] adapted the \ -active" idea to the SQP context, and Powell 36] proposed a \tolerant" algorithm for linearly constrained problems, which also borrows from the \ -active" concept. Again, however, in the case of nely discretized SIP problems, the number of constraints may be unduly large. Recently, Conn and Li 4] proposed a working set scheme for the minimax problem and obtained promising numerical results. Finally, in 41], Schittkowski proposes modi cations of standard SQP methods for the solution of problems with many constraints. However, no convergence analysis is provided; in practice global convergence may or may not take place, depending on the heuristics used to update an active working set of constraints.
In this paper, we propose and analyze an SQP-type algorithm based on the scheme introduced in 27] for the special case of the discretized minimax problem (P) minimize max !2 (x; !); where is again a nite set. The general discretized SIP case involves additional intrinsic di culties and will be considered in a separate paper. We de ne (x) = max !2 (x; !):
At iteration k, given an iterate x k and a subset k of , a search direction d k is obtained as the solution of the \quadratic program" QP(x k ; H k ; k ). 2 caused the last trial point to be rejected by the line search. However, in the present context, a di culty arises. Suppose ! k was not in k . The rationale for including it in k+1 is that, had it been included in k , a larger step would likely have been accepted (since ! k is now preventing a larger step). In the context of 27] where a rst order search direction is used (i.e., H k = I for all k), it follows that d k+1 will likely allow a larger step to be taken. In the current framework however it is unclear whether ! k is of any help in the new metric H k+1 , and global convergence may not occur. One remedy would be to renounce updating H k whenever t k < 1 and ! k 6 2 k is picked by the algorithm. As it will be proved that, eventually, ! k can only be picked from k (Lemma 3.14), such scheme will not prevent normal updating from eventually taking place (thus will not jeopardize the anticipated superlinear rate of convergence).
Yet, disallowing normal updating of H k in early iterations can hinder the algorithm's e ectiveness. To obviate this e ect we will disallow normal updating of H k only if the additional condition t k < is satis ed, where is a small positive number. Indeed, if t k stays bounded away from zero, then fd k g must go to zero (Lemma 3.3(iv)) and global convergence takes place in any case (Lemma 3.4(ii)). It is shown below that this overall algorithm indeed achieves global convergence and maintains a fast rate of local convergence. A well known possible adverse e ect is that the line search may truncate the unit step even arbitrarily close to a solution, thus preventing superlinear convergence (Maratos e ect). It will be shown that this can be avoided by incorporating in the basic algorithm standard techniques such as a second order correction (see, e.g., 28 It is readily veri ed that there is a natural correspondence between the KKT points of (P) and those of the equivalent constrained minimization problem (P eq ) minimize x 0 s.t. (x) x 0 ; x 2 R n ; x 0 2 R:
Speci cally, the following holds. We are now ready to make precise the rule for updating k . Following 27], k+1 contains the union of three sets. 3 Given x 2 R n , let max (x) = f! 2 : (x; !) = (x)g be the set of maximizers of (x; ). The rst component of k+1 is max (x k+1 ). Indeed if max (x k+1 ) were not included, d k+1 might not be a direction of descent for at x k+1 . The second component of k+1 is obtained from the line search. While the essence of the ideas put forth in this paper is independent of the speci cs of this line search, for the sake of exposition, we will consider the case of an Armijo-type line search inspired from the line search used by Han 14 Finally, to avoid zigzagging (which could prevent global convergence; see the example in 27]) it is important that key elements in k be kept in k+1 . A natural choice is to preserve all ! 2 k that are binding at the solution of QP(x k ; H k ; k ), i.e., those ! for which the corresponding multiplier k;! is strictly positive 4 (clearly, this is also needed for fast local convergence). Thus, the third component of k+1 is
Thus the overall algorithm for the solution of (P) is as follows. Step 0. Initialization. Set k = 0 and pick 0 max (x 0 ).
Step 1. Computation of search direction and step length. (ii). Compute t k , the rst number t in the sequence f1; ; 2 ; : : :g satisfying (2:4)
Step 2. Updates.
If t k and ! k 6 2 k , set H k+1 = H k ; otherwise, compute a new positive de nite approximation H k+1 to the Hessian of the Lagrangian of (P) at the solution. Set k = k + 1. Go back to Step 1.
3. Convergence Analysis. Although (P) takes the form of an ordinary minimax problem, the classical convergence analysis for such problems (e.g., 14], 15]) cannot be directly applied to the present situation since, at each iteration, only a subset of the discretized set is employed to construct a search direction. Assumption 3. There exist 1 , 2 > 0 such that 1 kdk 2 hd; H k di 2 kdk 2 8d 2 IR n ; 8k:
We rst show that, owing to the fact that k always contains max (x k ), Algorithm 2.1 is well de ned.
Lemma 3.1. At any iteration k there exists t k > 0 such that, for all t 2 0; t k ],
Proof. Since d k solves QP(x k ; H k ; k ), it yields an objective value no larger than that at d = 0 for that problem, and thus
In view of (1.1) and Assumption 3, it follows that
Since < 1=2 and since k max (x k ), it then follows that there existst k > 0 such that, for all t 2 0;t k ],
On the other hand, since max (x k ) k , (x k ; !) < (x k ) for all ! 6 2 k . In view of the continuity assumptions, this implies that there exists t k > 0 such that, for all
proving the claim.
Thus the line search is always well de ned and Algorithm 2.1 stops only when d k = 0. The following lemma implies that, if this occurs, the last point x k must be a KKT point. Proof. Suppose the unique KKT point of QP(x; H;^ ) is d = 0 and let f^ ! : ! 2 g be the associated KKT multipliers. In view of (2.2) and since ^ (x) = (x), the KKT condition (2.1) for (P) holds at x with multipliers ! =^ ! for ! 2^ and ! = 0 for ! 2 n^ . Thus, x is a KKT point for (P). The converse is proved similarly.
We now assume that an in nite sequence fx k g is generated by Algorithm 2.1.
The following facts are direct consequences of Lemma 3.1 and of our assumptions. 
Since d = 0 is feasible for QP(x k ; H k ; k ), v k is nonpositive for all k. It turns out that convergence of fd k g to zero is equivalent to convergence of fv k g to zero and implies that accumulation points of fx k g are KKT points. More generally, the following holds.
Lemma 3.4. Let K IN be an in nite index set. Then, (i) fd k g converges to zero on K if and only if fv k g converges to zero on K; (ii) if fd k g converges to zero on K, then all accumulation points of fx k g k2K are KKT points for (P).
Proof. Since, for all k, k (x k ) = (x k ), it follows from (1.1) and (2.2) with
, for all k and some k;! 0; ! 2 k , with
In view of (3.1), it follows that
Thus, the \if" part of (i) follows directly from Assumption 3. On the other hand, if fd k g goes to zero on K, since fx k g is bounded, it follows from (1.1) that
The \only if" part of (i) then follows from (3.1).
To prove (ii), suppose fd k g goes to zero on K and let K 0 K be any in nite index set such that fx k g converges to somex on K 0 . Without loss of generality, assume k =^ for all k 2 K 0 , for some^ . Then ^ (x k ) = (x k ) for all k 2 K 0 and thus ^ (x ) = (x ). In view of Assumption 3 and of the boundedness of f k;! g for all ! 2 , there exists K 00 K 0 such that fH k g converges to some H on K 00 and, for each ! 2^ , there exists^ ! such that f k;! g converges to^ ! on K 00 . Letting^ ! = 0 for ! 2 n^ , taking limits for k 2 K 00 in the optimality condition (2.2) associated with QP(x k ; H k ;^ ) and comparing with (2.1) shows thatx is a KKT point for (P).
The next lemma, which is the same as Lemma 4.7 in 21, Chapter 3], is central to the proof of global convergence. Then, x is a KKT point for (P).
Proof. The assumption implies that there exists an in nite index set K such that fx k g converges to x and fv k g converges to zero, both on K. Thus, the conclusion follows from Lemma 3.4. The establishment of the global convergence of Algorithm 2.1 employs a contradiction argument inspired from 21, Chapter 3]. If fx k g has a limit point x that is not a KKT point, v k is bounded away from zero on the corresponding subsequence (Lemma 3.5), with a uniform lower bound > 0 for all subsequences over which fx k g converges to x . It is shown below (Lemma 3.6) that in such case jv k+1 j is signi cantly smaller than jv k j on any such subsequence K. Since, in view of Lemma 3.3(iv), fx k+1 g also converges to x , jv k+2 j is also signi cantly smaller than jv k+1 j. A careful repeated application of this argument shows that jv k j becomes smaller than on a sequence at \ nite distance" from K, a contradiction.
The proof of the following lemma is inspired from that of Lemma 4.11 in 21, Chapter 3] (see also the proof of Lemma 3.15 in 44]) and is given in the appendix. It relies crucially on the assumption that fkH k+1 ?H k kg ! 0 whenever ft k g ! 0, which is insured in Algorithm 2.1 by setting H k+1 = H k when t k is small and ! k 6 2 k ; it also relies on the inclusion in k+1 of the second and third subsets in (2.5).
Lemma 3.6. There exists c > 0 such that, if K is an in nite index set on which fd k g is bounded away from zero, then there exists an integer N such that (3:3) jv k+1 j jv k j ? cjv k j 2 ; 8k N; k 2 K:
Repeated application of this results yields the following. Proof. See the appendix.
We are now ready to establish the global convergence of Algorithm 2.1. The facts that c in Lemma 3.7 is independent of K and that i 0 in Lemma 3.8 is independent of z 0 play a crucial role in the proof.
Theorem 3.9. Let fx k g be the sequence generated by Algorithm 2.1. Then, every accumulation point of fx k g is a KKT point. 
Local convergence. Under additional regularity conditions, it is shown
that, close to a strong local minimizer x , the right hand side of (2.5) becomes equal to max (x ) for all k and no ! 2 n max (x ) hinders the line search, so that Algorithm 2.1 behaves as if solving (P) with replaced with max (x ). Further, it is
shown that H k will be updated normally, thus will not be prevented from asymptotically suitably approximating r 2 L(x ; ), the Hessian of the Lagrangian at the limit KKT pair. If H k does become a suitable approximation to r 2 L(x ; ) and if the full step of one is eventually accepted by the line search, 2-step superlinear convergence will result. The following result is standard for ordinary constrained problems (see, e.g., 8, Theorem 2.3.2]). A proof in the minimax case is given in the appendix for sake of completeness.
Lemma 3.10. The point x is an isolated KKT point for (P). (with^ = max (x )) with k always set to be equal to^ instead of updated according to the rule in Step 2. A consequence of this is that rate of convergence results obtained for such standard \constant k " algorithms hold for Algorithm 2.1. The rst step is to show that, for k large enough, max (x ) k (Lemma 3.14). This is rst proved on a subsequence using Lemma 3.7(ii). Lemma 3.12. There exists an in nite index set K such that (3:5) max (x ) b k 8k 2 K: Proof. First, there exists an in nite index set K such that fd k g converges to zero on K. Indeed, if fd k g were bounded away from zero, it would follow from Lemma 3.6 that jv k+1 j jv k j ? cjv k j 2 ; 8k N for some c > 0 and some integer N, implying that fv k g converges to zero, in violation of Lemma 3.4(i). Next, in view of the nite cardinality of , without loss of generality, we may assume that b k =^ for all k 2 K for some constant set^ . Let k 2 R j j be a vector with components f k;! g such that k;! , ! 2^ , are the KKT multipliers associated with QP(x k ; H k ; k ) and k;! = 0, ! 2 n k . Without loss of generality, f k g !^ as k ! 1, k 2 K, for some^ . We show that^ together with x satis es the KKT conditions (2.1) of the original problem. In view of Proposition 3.11, since fd k g converges to zero on K, taking limits in the optimality condition (2.2) associated with QP(x k ; H k ; k ), k 2 K, yields, since^ ! = 0 for all ! 2 n k , Therefore, x with f^ ! ; ! 2^ ;^ ! = 0; ! 2 n^ g satis es (2.1). Uniqueness of the multipliers for (P) at x and strict complementarity (Assumptions 4 and 5) imply that ! 2^ for all ! such that (x ; !) = (x ), i.e., (3.5) holds.
The following lemma, on the other hand, establishes that d k is small whenever (3.5) holds. Lemma 3.13. Let K be an in nite index set such that max (x ) k for all k 2 K. Then, fd k g converges to zero on K.
Proof. Given^ , let K^ = fk 2 K : k =^ g. For any^ such that K^ is an in nite set, we prove by contradiction that fd k g converges to zero on K^ . Since has only nitely many subsets, the lemma will follow. Thus suppose that for some in nite index set K 0 K^ , fd k g is bounded away from zero on K 0 and let K 00 K 0 be such that fH k g converges to H on K 00 for some H > 0 (such K 00 exists in view of Proof. In view of Lemma 3.12, the claim holds on an in nite subsequence. To complete the proof we show that, given any in nite index set K such that max (x ) b k for all k 2 K, it holds that max (x ) b k+1 for all k 2 K, k large enough. In view of the construction of k+1 , it is enough to show that k+1;! > 0 for all ! 2 max (x ), k 2 K, k large enough, where k+1;! , ! 2 k+1 , are the KKT mutipliers associated with QP(x k+1 ; H k+1 ; k+1 ). Thus let K be an in nite index set such that max (x ) b k for all k 2 K (so that max (x ) k+1 for all k 2 K). Lemma 3.13 implies that fd k+1 g converges to zero on K. Suppose by contradiction that there exists ! 2 max (x ) and an in nite index set K 0 K such that k+1;! = 0 for all k 2 K 0 (note that max (x ) is a nite set). An argument similar to that used in the proof of Lemma 3.12 shows that, in view of Assumption 4, ! = 0, contradicting strict complementarity (Assumption 5). The following result directly follows from Lemmas 3.13 and 3.14. Proof. To prove the rst claim, in view of Lemma 3.14, it su ces to show that, for k large enough, b k max (x ). To this end, let! 2 n max (x ), i.e., suppose that (x ;!) < (x ): Our continuity assumption and Proposition 3.11 then imply that, for k large enough, (x k ;!) < (x k ), or equivalently (x k ;!) < max To achieve t k = 1 for k large enough, it is necessary to introduce a scheme to avoid the Maratos e ect. One option is to adopt a second order correction such as that used in 28] and 45] (in the latter, it is combined with a \nonmonotone line search"; using such line search here would entail a more complicated analysis). Speci cally,
Step 1(ii) in Algorithm 2.1 is replaced with the following.
Step 1(ii 1 
It is also shown in 45] thatd k = O(kd k k 2 ). It follows that two-step superlinear convergence is preserved when (3.8) holds.
Implementation and numerical results. An e cient implementation of
Algorithm 2.1, including the Maratos e ect avoidance scheme described at the end of x3, has been developed as part of a C code dubbed CFSQP 22] . 7 Version 2.0 of CFSQP was used to perform the numerical tests described below. The speci cs of the CFSQP implementation are as follows. In Algorithm 2.1, the rule for updating k only speci es that it must contain a certain subset of \critical" points of . In practice, initial convergence is often sped up if additional \potentially critical" elements of are also included. On the other hand, it is clear that increasing the size of k increases the number of gradient evaluations per iteration and makes QP(x k ; H k ; k ) more complex to solve. Thus a compromise must be struck. Various (ii) i = 0 and (4.2); (iii) i = q and (4.1). We also found that using 0 = max (x 0 ) often gave a poor initial search direction and performance could be improved if additional points were heuristically selected for the rst iteration. For many problems, the performance was improved if the end points ! 0 and ! q were included in 0 . Thus, for 0 and k+1 (in Steps 0 and 2 of Algorithm 2.1), CFSQP selects respectively
Many problems encountered in practice involve more than one set of \sequentially related" objectives, e.g., a nely discretized version of the problem To assess the e ciency of the scheme proposed in this paper, we compared the CFSQP implementation of Algorithm 2.1 with two algorithms di ering from it only in the selection of k at each iteration. In algorithm FULL, k = at each iteration, which essentially corresponds to Han's algorithm 14], 15]. In algorithm -ACT, a simple \ -active" scheme is used, speci cally, k = (x k ) for all k, with = 0:1 (both for + and ? in the case of the rst 8 problems). For all three algorithms, the optimization process was terminated whenever kd k k 1.E-4 was achieved.
In Tables 1 and 2 , results are reported for 101 and 501 uniformly spaced mesh points, respectively (for a total of, respectively, 202 and 1002 \discrete objectives" in the case of the rst 8 problems); speci cally, = fa; a + b ? a q ; a + 2(b ? a) q ; : : : ; bg; with q = 100 and 500, respectively, where a and b are the end points of the interval of variation of ! for the problem under consideration. In the tables, NF is the number of evaluations of objective function , 8;9 IT is the total number of iterations, P j k j is the sum over all iterations k of the cardinality of k (in case of NEW and FULL, it is equal to the total number of gradient evaluations), and j j is the number of points in k = at the stopping point x k = x . TIME indicates the execution time in seconds, and OBJECTIVE the value of the objective function at x . All tests were conducted on a SUN/SPARC 1 workstation.
The following observations may be made. In most cases, the number of iterations and the total number of function evaluations are lowest for FULL and highest for NEW. This is expected though since the search directions in NEW are computed based on a much simpler QP model. Note, however, that the increase in the number of iterations and function evaluations when using NEW instead of FULL is typically moderate. In contrast, NEW provides dramatic savings in terms of number of gradient evaluations and of size of the QP subproblems (whereas the savings achieved by -ACT are modest).
Note, in particular, that j j remains essentially unchanged when the number of mesh points is increased from 101 to 501. The decrease in computational e ort achieved by NEW is clearly evident in the dramatically lower TIME of execution.
Finally note that, in the implementation used for these numerical tests, the QP solver does not take into account information from the solution of the previous QP subproblem when starting a new one (QLD does not allow for such \crash start"). One could argue that a crash start may signi cantly speed up the solution of QP subproblems in algorithm FULL, its e ect being akin to drastically reducing the number of constraints to be dealt with by the QP solver; and that, as a result, if a crash start were used, the computational cost of solving QP subproblems in FULL might be comparable to that of solving QP subproblems in NEW. To investigate this issue, we conducted additional tests with QPSOL 9] (which allows for crash starts) replacing QLD. It was observed that a crash start is helpful only in the nal iterations, when the active set is correctly identi ed. Our interpretation of this phenomenon is that, in early iterations, while as evidenced by the good behavior of NEW the crash set is a reasonable approximation for the active set in the sense that there are values of ! in the crash set close to most values of ! in the true active set, there nevertheless may be very little (or none at all) overlap between these two sets. As a result a crash set may be of no use to an o -the-shelf QP solver. Overall, the QP-solving time in NEW is still signi cantly lower then the QP solving time in FULL. 5.
Conclusion. An SQP-type algorithm has been proposed and analyzed for the solution of minimax optimization problems with many more objective functions than variables, in particular, of nely discretized continuous minimax problems. (It has been argued that SQP-type algorithms are particularly suited to certain classes of such problems.) At each iteration, a quadratic programming problem involving only a small set of constraints is solved and, correspondingly, only a few gradients are evaluated. Numerical results indicate that the proposed scheme is e cient.
There is no conceptual di culty in extending the algorithm to tackle discretized versions of continuous minimax problems where the maximization is with respect to several free variables ranging over arbitrary compact sets. The proposed algorithm, with appropriate modi cations, has been implemented in an optimization-based design package 7] and has proven very successful in solving various types of engineering design problems. 6 . Appendix: Proofs. In view of Lemma 3.3(i,ii) and Assumption 3, there exists an in nite index set K 00 K 0 such that the sequences fx k g, fd k g, fH k g and f ! k g converge on K 00 respectively to some x , d , H and ! . In view of Lemma 3.3(iv), fx k+1 g also converges to x on K 00 . Furthermore, since ft k g goes to zero on K 00 , it follows from (6.3) and our continuity assumption that ! 2 max (x ). Also, a simple contradiction argument which contradicts (6.5).
As in 21, Chapter 3], using the dual of QP(x k ; H k ; k ) facilitates the analysis. 
