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Building a model of emotional feelings
using deep neural networks:
A constitutive approach
toward understanding the emotional mechanism
Chie Hieida
Abstract
Emotions are important for human intelligence. For example, they are closely
related to the appraisal of the internal bodily state and external stimuli. This helps
a person to respond quickly to the environment. Another important perspective in
human intelligence is the role of emotions in decision-making. Moreover, the social
aspect of emotions is important. If the mechanism of emotions were elucidated,
we could advance toward the essential understanding of our natural intelligence.
Several studies on emotions have been carried out in the past, and the mechanism
behind emotional phenomena yet cannot be fully understood. In physiological and
neurological research, there are constructing models to elucidate the emotional
mechanisms and knowledge of the brain parts that concern emotion. However,
these models are segmented, which divides the unity and knowledge of the system
into separate parts. To focus on each model it is important to understand what
constitutes them. We believe a common function appears for the rst time in an
integrated system. Therefore, an approach that aims to understand the emotional
mechanism by constructing an integrated system of emotion and considering its
behavior should be promoted.
Although some integrated conceptual models have been proposed in neuroscience
and psychology, they only observe the data from developed adult subjects. It is be-
lieved there are cultural dierences in basic emotions that are gradually developed
from infancy. One concept is the study of emotional dierentiation, from Bridges
and Lewis. These studies model how categorical emotions gradually emerge by
observing infant behavior. Such emotions are categorized as perceived by others.
That is, emotions are believed to be a xed concept in social interactions with
caregivers.
Therefore, in this study, I aim to construct an integrated emotion model that
can dierentiate emotions in social interactions with caregivers. As a concrete
method, an emotion model was constructed based on an existing integrated con-
ceptual model and implemented by deep learning. Using this model, I performed
a mirroring task that mimics interactions with caregivers and simulated emotional
dierentiation. That is, this study can be regarded as a structured approach to
understand emotional mechanisms.
Specically, the rst layer is an innate layer that performs the physical reaction
with stimulation as an input, and the second layer suppresses and strengthens
the body reaction based on experience. The third layer predicts and decides the
behavior using the body reaction and stimulation. Emotions arise in this three-
layer mechanism, and information on the network of action decisions are sent to
the cerebral cortex and is also linked with language. Therefore, people are aware
of emotions, such as anger, sadness, and joy. This concept is based on emotional
dierentiation.
Furthermore, from the viewpoint of partner robots, the model of emotions may
aid to build robots that can account for empathy with humans. Most people
believe that robots neither have emotions nor do they need them. However, we
strongly believe that possessing emotions is essential for robots to understand
and empathize with the feelings of people, thereby allowing them to be accepted
into human society. As a conventional study, there are methods for expressing and
estimating other’s emotions. However, the emotions in these studies are manually
designed. In manual design it is dicult to build complex emotions, such as social
emotions and simple basic emotions are realized. Therefore, by constructing a
computational model of emotion and implementing it in a robot, I aim to realize
complex emotions to help to understand the complex mental state of the person.
Hence, this research is a constitutive approach to clarify the emotional mechanisms
by constructing an emotion model.
The proposed model is implemented using deep neural networks consisting of
three modules, which interact with each other. Specically, I used the recurrent
attention model (RAM), convolution long short-term memory (ConvLSTM), deep
deterministic policy gradient (DDPG), prepared a smoothing system, and a func-
tion inside the physical state to integrate them.
To verify the performance of the integrated emotion model, an expression task
simulating mother/father-child interaction was built. Further, I observed and con-
sidered the behavior of the emotion model in this task. As a result of the simula-
tion, changes in internal states, such as emotional dierentiation was observed in
the integrated model.
In this paper, I describe the simulation results of the implemented proposed
model with deep learning. This paper is organized as follows. The background
of the proposed research and description of its purpose is explained in Chapter
1. In chapter 2, emotional research eld is introduced. Chapter 3 describes the
emotional body expressions of a ying robot. In Chapter 4, the literature on
emotions is discussed and a model of emotions is proposed. Chapter 5 discusses
the implementation of the proposed emotion model using deep neural networks.
Each module of the network is explained in detail. The experiments are presented
in Chapter 6, and indicates the simulation of mother/father-child interaction using





























































current Attention Model（RAM），予測を行うモジュールにConvolutional Long














第 1章 序論 1
1.1 研究背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 研究目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
1.3 論文構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 7
第 2章 感情に関わるこれまでの研究 8
2.1 感情に関わる心理学的研究 : : : : : : : : : : : : : : : : : : : : : : : 8
2.1.1 ラッセル円環モデル : : : : : : : : : : : : : : : : : : : : : : 8
2.1.2 エクマンの基本六感情 : : : : : : : : : : : : : : : : : : : : : 8
2.1.3 ブリッジスの情動分化 : : : : : : : : : : : : : : : : : : : : : 9
2.1.4 ルイスの感情発達 : : : : : : : : : : : : : : : : : : : : : : : : 9
2.2 感情に関わる生理学的研究 : : : : : : : : : : : : : : : : : : : : : : : 10
2.2.1 ジェームズ・ランゲ説 : : : : : : : : : : : : : : : : : : : : : 10
2.2.2 キャノン・バード説 : : : : : : : : : : : : : : : : : : : : : : 11
2.2.3 二要因理論 : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
2.3 感情に関わる神経科学的研究 : : : : : : : : : : : : : : : : : : : : : 12
2.3.1 Papez回路とYakovlev回路 : : : : : : : : : : : : : : : : : : 12
2.3.2 感情二経路説 : : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.3.3 カルテット理論 : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.4 HRIにおける感情の研究 : : : : : : : : : : : : : : : : : : : : : : : : 14
2.4.1 感情認識研究 : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.4.2 感情表出研究 : : : : : : : : : : : : : : : : : : : : : : : : : : 15
2.4.3 感情モデル研究 : : : : : : : : : : : : : : : : : : : : : : : : : 15
i
第 3章 飛行型ロボットを用いた情動表現動作の検討 16
3.1 本研究のアプローチ : : : : : : : : : : : : : : : : : : : : : : : : : : 16
3.2 実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
3.3 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 21
3.3.1 情動表現指標と動作の関係 : : : : : : : : : : : : : : : : : : : 21
3.3.2 情動表現指標と情動の関係 : : : : : : : : : : : : : : : : : : : 22
3.3.3 動作と情動の関係 : : : : : : : : : : : : : : : : : : : : : : : : 23
3.4 考察 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 28
3.4.1 情動表現指標と動作の関係 : : : : : : : : : : : : : : : : : : : 28
3.4.2 情動表現指標と情動の関係 : : : : : : : : : : : : : : : : : : : 28
3.4.3 動作と情動の関係 : : : : : : : : : : : : : : : : : : : : : : : : 29
3.5 情動表現指標を用いた動作生成 : : : : : : : : : : : : : : : : : : : : 29
3.5.1 実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
3.5.2 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
3.6 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 33
第 4章 提案する感情モデル 35
4.1 感情の定義 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 35
4.2 感情モデル : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 38
第 5章 深層学習を用いたモデル実装 45
5.1 Appraisal module (第一層) : : : : : : : : : : : : : : : : : : : : : : : 45
5.1.1 Recurrent Attention Model（RAM） : : : : : : : : : : : : : 46
5.2 Emotional memory module (第二層) : : : : : : : : : : : : : : : : : 49
5.3 Internal appraisal : : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
5.4 Decision-making module (第三層) : : : : : : : : : : : : : : : : : : : 53
5.4.1 Convolutional long short-term memory (LSTM) : : : : : : : 54
5.4.2 Deep deterministic policy gradient (DDPG) : : : : : : : : : 55
5.5 感情モデルの学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 55
ii
第 6章 実験 60
6.1 ソマティック・マーカー仮説の検証 : : : : : : : : : : : : : : : : : : 61
6.1.1 実験設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 61
6.1.2 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 62
6.2 Recurrent Attention Modelの検証 (第一層) : : : : : : : : : : : : : 67
6.2.1 実験設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 67
6.2.2 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 67
6.3 Decision-making moduleの検証 (第三層) : : : : : : : : : : : : : : : 68
6.3.1 実験設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 68
6.3.2 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 73
6.4 二層目を含めたモデル全体の検証 : : : : : : : : : : : : : : : : : : : 81
6.4.1 実験設定 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 81
6.4.2 結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 81
6.5 議論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 91






2.1 ラッセル円環モデル : : : : : : : : : : : : : : : : : : : : : : : : : : 9
2.2 ブリッジスの情動分化 : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.3 感情に関わる生理学的研究：(a) ジェームズ・ランゲ説 (b) キャノ
ン・バード説 (c) 二要因理論 : : : : : : : : : : : : : : : : : : : : : : 12
2.4 感情二経路説 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
3.1 情動表現動作のモデル : : : : : : : : : : : : : : : : : : : : : : : : : 18
3.2 動画の例 (図 3.4 1) : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
3.3 飛行型ロボットの操作環境 : : : : : : : : : : : : : : : : : : : : : : : 20
3.4 動作作成者によってつくられた動作の軌道 : : : : : : : : : : : : : : 24
3.5 日本語版ラッセル円環モデル及び対応した動作番号 : : : : : : : : : 26
3.6 飛行型ロボットによる情動動作表現 (矢印は図 3.3に対応) : : : : : 31
3.7 アンケート結果 (a)喜び (b)怒り (c)悲しみ (d)くつろぎ : : : : : : 33
4.1 「怒り」と「恐れ」の感情認知の過程例：（a）怒り（b）恐れ : : : 36
4.2 Damasioの感情モデル : : : : : : : : : : : : : : : : : : : : : : : : : 41
4.3 Moriguchi and Komakiの心理学的構成主義に基づく感情モデル : : 42
4.4 提案する三層の感情モデル : : : : : : : : : : : : : : : : : : : : : : : 43
4.5 図 4.4の実装用の感情モデル : : : : : : : : : : : : : : : : : : : : : : 44
5.1 Recurrent Attention Modelにより実装した第一層：（a）第一層の感
情ネットワーク図と IAPSの画像例 [1]，（b）RAMのネットワーク図 47
5.2 平滑化メカニズムによる第二層：（a）第二層の感情ネットワーク図，
（b）平滑化メカニズムの例 : : : : : : : : : : : : : : : : : : : : : : : 50
iv
5.3 Convolution LSTM と DDPGによる第三層：第三層の感情ネット
ワーク図，深層学習のネットワークと乳幼児エージェントの行動の
様子 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 56
5.4 深層学習による感情モデルの全体ネットワーク : : : : : : : : : : : : 59
6.1 身体情報の検証：タスク設計概要 : : : : : : : : : : : : : : : : : : : 62
6.2 身体情報の検証：学習時の報酬の推移 : : : : : : : : : : : : : : : : 63
6.3 身体情報の検証：学習済みモデルでの報酬平均の比較 : : : : : : : : 64
6.4 身体情報の検証：学習時の LSTMの Lossの推移 : : : : : : : : : : : 64
6.5 身体情報の検証：LSTMによる予測の一例 : : : : : : : : : : : : : : 65
6.6 身体情報の検証：第一層の身体反応を変更した際の行動例 : : : : : 66
6.7 RAMの実験結果：RAMの出力と正解データの標準偏差の比較 : : 69
6.8 RAMの実験結果：RAMの attention位置の結果例 : : : : : : : : : 69
6.9 RAMの実験結果：単色画像を入力した際のRAM出力結果 : : : : : 70
6.10 RAMの実験結果：顔画像に対するRAM出力の頻度のヒートマップ 70
6.11 仮想エージェントシステム : : : : : : : : : : : : : : : : : : : : : : : 72
6.12 実験で用いた画像：（a）エージェントの行動によってえらばれる顔
画像（権利の問題で JAFFE IDのみの表示），（b）ランダムに入力
されるノイズ画像 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 74
6.13 LSTMとDDPGの学習曲線：実験 2の顔画像条件 : : : : : : : : : : 77
6.14 LSTMとDDPGの学習曲線：実験 2の顔画像+ノイズ条件 : : : : : 77
6.15 実験 2の顔画像条件の内部状態の可視化：（a）外部評価，（b）内受
容感覚，（c）ポリシーネットワークの中間層の PCAによる可視化 : 78
6.16 実験 2の顔画像+ノイズ条件の内部状態の可視化：（a）外部評価，（b）
内受容感覚，（c）ポリシーネットワークの中間層のPCAによる可視化 79
6.17 感情モデルの内部状態のカテゴリ分離度：顔画像条件 : : : : : : : : 80
6.18 感情モデルの内部状態のカテゴリ分離度：顔画像+ノイズ条件 : : : 80
6.19 LSTMとDDPGの学習曲線：実験 3の全層実装条件（顔画像+ノイ
ズ） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 82
6.20 二層目の補正値の推移：顔画像 : : : : : : : : : : : : : : : : : : : : 83
v
6.21 二層目の補正値の推移：ノイズ画像 : : : : : : : : : : : : : : : : : : 84
6.22 実験 3の内部状態の可視化：（a）外部評価，（b）内受容感覚，（c）ポ
リシーネットワークの中間層の PCAによる可視化 : : : : : : : : : : 87
6.23 感情モデルの内部状態のカテゴリ分離度：全層実装条件（顔画像+




6.25 学習モデルを用いたエージェントの行動の様子例 : : : : : : : : : : 90
6.26 各条件の顔表現の割合 : : : : : : : : : : : : : : : : : : : : : : : : : 91
vi
表 目 次
3.1 Lassoを用いた解析の結果 : : : : : : : : : : : : : : : : : : : : : : : 25
3.2 選ばれた動作のパラメータ : : : : : : : : : : : : : : : : : : : : : : : 27









































































ズ・ランゲ説の中心的な考え方は，\We don't laugh because we're happy, we're




















































































層を recurrent attention model（RAM）[33]，第三層を convolutional long short-


































































































張した [23] ．そして，生後 3カ月で充足を通して喜びを表現するようになり，苦
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10 第 2 章 感情に関わるこれまでの研究
2.2. 感情に関わる生理学的研究
Excitement Birth



















































12 第 2 章 感情に関わるこれまでの研究
2.3. 感情に関わる神経科学的研究








(c) Two-factor theory of emotion




















































































































































18 第 3 章 飛行型ロボットを用いた情動表現動作の検討
3.2. 実験
Circumplex Model





























19 第 3 章 飛行型ロボットを用いた情動表現動作の検討
3.2. 実験









































































22 第 3 章 飛行型ロボットを用いた情動表現動作の検討
3.3. 結果
式は以下の通りである．yは n次元の観測ベクトル，Xは n(P + 1)次元の計画
行列，は (P + 1)次元の回帰係数ベクトル，は n次元の誤差ベクトルである．
y =X +  (3.1)
のとき，
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































31 第 3 章 飛行型ロボットを用いた情動表現動作の検討
3.5. 情動表現指標を用いた動作生成
⋇ ⋈ ⋉ ⋊ ⋋ ⋌ ⋍

















































































































































































































































































































































































































































































統合に関して本研究で最も参考としているのは Damasioの概念モデル [30] （図






























































































































































































































































































































































































































































































































































































































































































































は第二層を除いて，Recurrent Attention Model，Convolutional LSTM，Deep De-
terministic Policy GradientのようなDeep Neural Networkの組み合わせによって
構成される．第二層は，学習システムを扱いやすくするためにシンプルな平滑化
システムによって実現した．以下では，各モジュールの実装を順番に説明する．







る valence（快度）と arousal（覚醒度）の出力を試みた [62]．




画像データセットは Internal Aective Picture System（IAPS）[1, 63]，Open
Aective Standardized Image Set（OASIS）[64]，Nencki Aective Picture System
（NAPS）[65]，Geneva Aective Picture Database（GAPED） [66]の 4つであり，
それぞれ感情を揺さぶるような画像（可愛らしい動物の画像や死体，セクシャル
45
46 第 5 章 深層学習を用いたモデル実装
























図 5.1 (b)に示すように，オリジナル画像 xtから lt 1を中心点とした複数の解




47 第 5 章 深層学習を用いたモデル実装
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(a)Dataset
(b)First layer: Recurrent attention model
図 5.1: Recurrent Attention Modelにより実装した第一層：（a）第一層の感情ネッ
トワーク図と IAPSの画像例 [1]，（b）RAMのネットワーク図
47
48 第 5 章 深層学習を用いたモデル実装
5.1. APPRAISAL MODULE (第一層)
トワーク fl(l)は htを受け取り，valence/arousalと次のステップの中心点を計算
する．




J() = Ep(s1:T ;)[
TX
t=1
rt] = Ep(s1:T ;)[R]; (5.1)



























た真値の条件付き確率を最大化する，すなわち log(aT js1:T ; )を最大化すること
によって達成することができる．ここで，aT は観測値 s1:T が得られた画像の正解
48
49 第 5 章 深層学習を用いたモデル実装















a0(t) = RAM(Ikt ) +L(k); (5.3)
a(t) = a0(t) + IA(t); (5.4)
ここで，a0(t)は時間 tにおける外部評価であり，RAM(Ikt )は時間 tでの入力画像
Ikt の第一層の RAMの出力を表し，kは入力画像のカテゴリで，IA(t)は後述の
時間 tにおける内部評価であり，L(k)は画像 Ikt の第二層の出力を表す．第一層の
RAMの出力RAM()を補正するL(k)は，下記のように格納データを使用して更
新する．
L(k) L(k) +  1jkj
X
i2k





テゴリ kを持つ時間インデックス tの集合であり，jkjは kに属する画像の数を
49
50 第 5 章 深層学習を用いたモデル実装
5.2. EMOTIONAL MEMORY MODULE (第二層)
Based on the memories
Storage

















































は古典的条件付けを再現することができる．図 5.2 (b) もこのメカニズムを簡単な





































jAn(t  1)  dj : for closing eyelids actions or showing sadness
An(t  1) + act 1 +  : otherwise
;(5.7)
ここで act 1は時間 t   1の行動コストであり，n = 0;    ; 3は顔のパーツを表す．
は一定の身体疲労を表し，後の実験では 0:01に設定されている．4つの顔パーツ
が仮定されているので，IA(t)は 0から 4の範囲の値を有する．式 (5.6)は，時定
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5.4. DECISION-MAKING MODULE (第三層)




































ここで， R(t)およびa(t)は，報酬値および時間 tにおける valenceおよび arousal
からなるベクトル，すなわち interoceptionを表す．m(t)はその時点のエージェン
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が低く，最新のN の interoceptionの平均によって決定される setpointを表すこと
を意図している．
5.4.1 Convolutional long short-term memory (LSTM)
Convolutional LSTMは，Xingjianらによって提案された画像の特徴を捉える
Convolutional Neural Networkと長期時系列情報を扱うことができる LSTMとを
組み合わせた方法である [34]．具体的には，LSTMの重みの乗算が畳み込みであり，
構成要素はメモリセルCt，入力ゲート it，忘却ゲート ft，出力ゲート otである．
it = (Wxi Xt +Whi Ht 1 +Wci  Ct 1 + bi); (5.10)
ft = (Wxf Xt +Whf Ht 1 +Wcf  Ct 1 + bf ); (5.11)
Ct = ft  Ct 1 + it  tanh(Wxc Xt +Whc Ht 1 + bc); (5.12)
ot = (Wxo Xt +Who Ht 1 +Wco  Ct + bo); (5.13)










本稿では 2層のConvolutional LSTMを用いており，フィルタは 555であり，
誤差は平均二乗誤差によって計算される．学習率は adaptive moment estimation
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5.5. 感情モデルの学習
（Adam）（ = 0:001; 1 = 0:9; 2 = 0:999;  = 10 8）である．
5.4.2 Deep deterministic policy gradient (DDPG)
Deep deterministic policy gradient（DDPG）は，Lillicrapらが提案した深層学
習を用いた強化学習法である [35]．深層学習を用いた強化学習手法として近年有







Adam（actor network:  = 10 4; 1 = 0:9; 2 = 0:999;  = 10 8, critic network:













































































































































































































































































































































































































































































57 第 5 章 深層学習を用いたモデル実装
5.5. 感情モデルの学習
Algorithm 1 DDPG algorithm
Randomly initialize critic network Q(s; ajQ) and actor (sj) with weights Q
and .
Initialize target network Q0 and 0 with weights Q
0  Q; 0  
Initialize replay buer B
for episode = 1, M do
Initialize a random process N for action exploration
Receive initial observation state s1
for t = 1, T do
Select action at = (stj) +Nt according to the current policy and explo-
ration noise
Execute action at and observe reward rt and observe new state st+1
Store transition (st; at; rt; st+1) in B
Sample a random minibatch of NB transitions (si; ai; ri; si+1) from B
Set yi = ri + Q
0  si+1; 0(si+1j0)jQ0











Update the target networks:
Q
0  Q + (1  )Q0

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5.5. 感情モデルの学習
Algorithm 2 Deep emotion learning algorithm
Train the recurrent attention model RAM() (oine)
Initialize the setpoint of the agent m(0)
Initialize the second layer L(k)
Randomly initialize critic network Q(s; ajQ) and actor (sj) with weights Q and

Initialize target network Q0 and 0 with weights Q0  Q; 0  
Initialize replay buer B
Initialize a random process N for action exploration
Receive an initial input image Ik0
Calculate interoception a(0) using Eq.(5.4)






for e = 1, M do
Select action ae = (sej) + Nt according to the current policy and exploration
noise
Execute action ae and observe reward R(e)
Receive an input image Ike
Calculate interoception a(e) using Eq.(5.4)







Store transition (se; ae; Re; se+1) in B
Sample a random minibatch of NB transitions (si; ai; Ri; si+1) from B
















Update the target networks:
Q
0  Q + (1  )Q0

0   + (1  )0
Store the loss of LSTM
Store interoception value and image for the second layer and the setpoint
if e is divisible by TLSTM then
Update LSTM module
end if
if e is divisible by TL2 then
Update the setpoint of the agent m(t)


















































































































 初期の水量は水鉄砲が 0，バケツが 80













































































た．結果を図 6.3に示す．平均値はALL条件が 94.1，DDPG条件が 84，DDPG-
LSTM条件が 84.7となった．ボンフェローニ法で解析を行った結果，ALL条件
と DDPG条件，ALL条件と DDPG-LSTM条件の間で有意差が見られた（p =
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67 第 6 章 実験
6.2. RECURRENT ATTENTION MODELの検証 (第一層)
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Error of RAM results SD of Ground truth





Valence 6.35 (actual:6.62) Arousal 4.65 (actual:4.25)
Valence 5.15 (actual:4.82) Arousal 4.14 (actual:3.97)
図 6.8: RAMの実験結果：RAMの attention位置の結果例
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6.3. DECISION-MAKING MODULEの検証 (第三層)
Sturation
Sturation Valence
Angle: Hue Fixed value (Max 100): Value
0 deg
図 6.9: RAMの実験結果：単色画像を入力した際のRAM出力結果
All Pleasure Anger Sadness
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72 第 6 章 実験
6.3. DECISION-MAKING MODULEの検証 (第三層)
*Mouth 0(close)~1(open)
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74 第 6 章 実験
6.3. DECISION-MAKING MODULEの検証 (第三層)































結果は図 6.15と図 6.16に示す．図 6.15と図 6.16は，それぞれ外部評価値と inte-
roceptionのプロットを示している．PCAを使用したポリシーネットワークの中間
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6.3. DECISION-MAKING MODULEの検証 (第三層)




す．結果より，図 6.15と図 6.16の (a) と (b)において色がすべて混じっているこ
とが分かる．これは，外部評価および interoceptionが，感情分化を明示的に表さ
ないことを意味する．また，図 6.15と図 6.16の (a) と (b)では，学習が進んでも，
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図 6.14: LSTMとDDPGの学習曲線：実験 2の顔画像+ノイズ条件
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Neutral Sadness AngerPleasureFace Category
(a) External Appraisal (b) Interoception values (c) The output of the intermediate layer(full2) 
in policy network visualized with PCA
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図 6.15: 実験 2の顔画像条件の内部状態の可視化：（a）外部評価，（b）内受容感覚，
（c）ポリシーネットワークの中間層の PCAによる可視化
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Neutral Sadness AngerPleasureFace Category
(a) External Appraisal (b) Interoception values (c) The output of the intermediate layer(full2) 
in policy network visualized with PCA
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0 1 2 3 4 5 6 7 8 9
図 6.16: 実験 2の顔画像+ノイズ条件の内部状態の可視化：（a）外部評価，（b）内
受容感覚，（c）ポリシーネットワークの中間層の PCAによる可視化
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* + ●External Appraisal Interoception Emotional State
図 6.17: 感情モデルの内部状態のカテゴリ分離度：顔画像条件
● ● ● ● ●+ + + ++
* * * *
*
epochs(×10 )3




















* + ●External Appraisal Interoception Emotional State
図 6.18: 感情モデルの内部状態のカテゴリ分離度：顔画像+ノイズ条件
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`a < `c < `bを予測していたが，実際，平均損失は `a = 1:26，`b = 1:89，`c = 1:66
となっていた．報酬に関しても同じような観察が可能であり（この場合は大きい
方が良い），平均報酬値は Ra = 38:72， Rb = 32:35， Rc = 35:24（ Ra > Rc > Rb）
で期待通りの結果である．これらの結果は，顔画像条件が幼児エージェントにとっ
て最も簡単な設定であるために得られる．さらに，第二層は次の状況の予測を改
善するため， Rc > Rbにつながる．
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Face+Natural (with 2nd layer)


























モデルの差の絶対値の平均（MAD） jat   at+1jを比較した．valenceについては，
以前の実験のMAD（顔画像+ノイズ条件）は 0:21であり，今回の実験（全層実装
条件（顔画像+ノイズ条件））のMADは 0:16であった．arousalでは，前の実験
が 0:20，今回の実験が 0:15であった．両方のモデルのMADについて t検定を行



















































































































































































































































































































































































































































































































と分離度は低くなる．図 6.23及び図 6.24より，全層実装条件においても emotional
states（図 6.24 (c)）が最も分離度が高いことがわかる．図 6.24 (c)は「全層実装
条件（顔画像+ノイズ）」が最も高い分離度であることを表現している．また，興
味深いことに，全ての条件で比較しても「顔画像条件」よりも「顔画像+ノイズ条





の研究では，喜び，怒り，悲しみがそれぞれ (valence, arousal) =（1.7, 0.8），(-1.8,





























Neutral Sadness AngerPleasureFace Category
(a) External Appraisal (b) Interoception values (c) The output of the intermediate layer(full2) 
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図 6.22: 実験 3の内部状態の可視化：（a）外部評価，（b）内受容感覚，（c）ポリシー
ネットワークの中間層の PCAによる可視化
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6.4. 二層目を含めたモデル全体の検証
* * * *
*


























* + ●External Appraisal Interoception Emotional State
図 6.23: 感情モデルの内部状態のカテゴリ分離度：全層実装条件（顔画像+ノイズ）
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90 第 6 章 実験
6.4. 二層目を含めたモデル全体の検証













































































































91 第 6 章 実験
6.5. 議論






















































































































Attention Modelを用いて与えられた視覚刺激によって valenceおよび arousalの生
94
95 第 7 章 結論
成を検討した．その結果，人がつけたラベルとの誤差が人の個人差と比べても十
分小さく，色や表情に対して幼児のような反応を示すなど，第一層として妥当な結
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