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Abstrakt
Pra´ce se zaby´va´ modelova´n´ım a rˇesˇen´ım vybrany´ch dopravn´ıch u´loh. Nejprve jsou uve-
deny historicke´ postrˇehy, prakticke´ poznatky a formulova´ny vybrane´ proble´my. Potom se
pra´ce veˇnuje modelova´n´ı vybrany´ch dopravn´ıch u´loh pomoc´ı matematicke´ho (linea´rn´ıho
a celocˇ´ıselne´ho) programova´n´ı a teorie graf˚u. Pozornost je prˇedevsˇ´ım veˇnova´na proble´mu
obchodn´ıho cestuj´ıc´ıho a r˚uzny´m metoda´m jeho rˇesˇen´ı a jejich modifikac´ım. V pra´ci jsou
rovneˇzˇ uvedeny komenta´rˇe k origina´ln´ı programove´ implementaci model˚u a algoritmu˚, a
to jak model˚u v syste´mu GAMS, tak grafovy´ch algoritmu˚ v jazyce Python. Algoritmy
byly testova´ny na u´loze zahrnuj´ıc´ı 73 by´valy´ch okresn´ıch meˇst v CˇR. Vysledky testova´n´ı
jsou v za´veˇrecˇne´ cˇa´sti porovna´ny a vyhodnoceny.
Summary
The thesis deals with modelling and solution techniques for the selected transportation
problems. Firstly, historical remarks and application-related comments are introduced.
Then the selected transportation problems are defined and mathematical programming
and graph theory concepts are utilised to model them. The travelling salesman problem
and suitable algorithms are under focus. The original implementation in GAMS and Py-
thon is discussed. Algorithms have been tested for the instance based on the set of 73
towns in the Czech Republic. Finally, the test results are evaluated and compared.
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Za dopravn´ı u´lohy a logistiku oznacˇujeme organizaci, prˇepravu a uskladneˇn´ı materia´lu
cˇi vy´robk˚u na cesteˇ k za´kazn´ıkovi a prˇepravu samotny´ch osob z jednoho mı´sta na jine´. [4]
Prˇestozˇe meˇlo slovo logistika drˇ´ıve cˇisteˇ vojensky´ vy´znam, dnes se ty´ka´ prˇeva´zˇneˇ distribuce
vy´robk˚u kazˇdodenn´ı potrˇeby. C´ılem je vytvorˇit syste´m, ve ktere´m je ten spra´vny´ produkt
prˇepraven na dane´ mı´sto v dany´ cˇas. Tento proble´m, acˇ se zda´ jednoduchy´, zahrnuje
rozsa´hlou problematiku od za´sobova´n´ı po konecˇny´ prodej a mohou na neˇm za´viset dokonce
i lidske´ zˇivoty. Ma´loktera´ firma totizˇ zajiˇst’uje cely´ vy´robn´ı cyklus od vyteˇzˇen´ı surovin
azˇ po distribuci vy´robk˚u a mus´ı se proto spole´hat i na subdodavatele. Nav´ıc mnoho
za´kazn´ık˚u si dnes jizˇ zvyklo na trh s neusta´ly´m prˇ´ısunem novy´ch model˚u, ktere´ nut´ı
firmy k inovac´ım a tedy i neusta´le´mu vy´voji a vyuzˇ´ıva´n´ı novy´ch materia´l˚u. T´ım se se s´ıt’
prˇepravy materia´l˚u a vy´robk˚u meˇn´ı takrˇka kontinua´lneˇ. Prˇi tomto procesu, ktery´ je pro
kazˇdou firmu nepostradatelny´, docha´z´ı k utra´cen´ı nemale´ho mnozˇstv´ı peneˇz, a proto se jej
firmy snazˇ´ı co nejv´ıce zefektivnit. K tomu jim poma´haj´ı modern´ı modely dopravn´ıch s´ıt´ı,
ktere´ jsou schopny prˇizp˚usobit se zmeˇneˇ dodavatel˚u i odbeˇratel˚u a usˇetrˇit pen´ıze, ktere´
mohou by´t reinvestova´ny do vy´zkumu.
1.1. Historie
Historie rˇesˇen´ı dopravn´ıch u´loh zacˇ´ına´ v polovineˇ 19. stolet´ı prˇi rozvoji manufaktur ve
veˇtsˇ´ıch meˇstech a rozvoji se´riove´ vy´roby. Z pocˇa´tku bylo mozˇne´ vy´robky doda´vat jen do
nejblizˇsˇ´ıho okol´ı tova´ren, protozˇe doprava zbozˇ´ı byla draha´. Nejv´ıce vyuzˇ´ıvanou dopravou
zbozˇ´ı na veˇtsˇ´ı vzda´lenosti byly lodeˇ (prˇedevsˇ´ım z Indie a jiny´ch koloni´ı). Sn´ızˇen´ı na´klad˚u
na dopravu prob´ıhalo jednodusˇe tak, zˇe se lodeˇ nalozˇily vzˇdy plne´ a jednotliv´ı prodejci
se domlouvali na rozdeˇlen´ı na´klad˚u na prˇepravu. V pr˚ubeˇhu 19. stolet´ı dosˇlo k rozvoji
zˇeleznicˇn´ı s´ıteˇ a t´ım i dopravy vnitrozemske´. Zˇeleznicˇn´ı doprava prˇispeˇla prˇedevsˇ´ım k roz-
voji na za´padn´ı straneˇ Spojeny´ch sta´t˚u americky´ch, kam se dopravovalo mnoho vy´robk˚u
z vy´chodu zemeˇ. Opravdova´ revoluce prˇiˇsla ale azˇ s vyna´lezem automobilu na prˇelomu
19. a 20. stolet´ı. Auta byla relativneˇ levna´, zp˚usobila rozvoj silnicˇn´ı s´ıteˇ a umozˇnila do-
pravovat individua´lneˇ mnohem mensˇ´ı za´silky nezˇ vlakem nebo lod´ı a to prˇ´ımo na mı´sto
urcˇen´ı. Dı´ky rozvoji silnicˇn´ı s´ıteˇ se mnohona´sobneˇ rozrostly mozˇnosti dopravy a prˇepravy
zbozˇ´ı k za´kazn´ıkovi. Proto se take´ ve 30. letech zacˇ´ına´ hovorˇit o tzv. dopravn´ı u´loze,
tedy minimalizova´n´ı na´klad˚u na distribuci zbozˇ´ı. Rozv´ıjej´ıc´ı se teorie je pak vyuzˇ´ıva´no
i v pr˚ubeˇhu druhe´ sveˇtove´ va´lky k za´sobova´n´ı arma´d. Po va´lce docha´z´ı k prudke´mu roz-
voji dopravn´ı techniky (d´ıky va´lecˇny´m technologi´ım) a zefektivneˇn´ı dopravn´ıch s´ıt´ı azˇ do
dnesˇn´ıch dn´ı. Vı´ce o historii viz [5].
1.2. Prakticke´ poznatky
V praxi je trˇeba zajistit prˇepravu vy´robk˚u od vy´robce k odbeˇrateli a minimalizovat mozˇna´
zpozˇdeˇn´ı a prodrazˇova´n´ı zaka´zek. V anglicˇtineˇ se takovy´ postup oznacˇuje jako Supply
chain. Jedna´ se o komplexn´ı logisticky´ syste´m, ktery´ zacˇ´ına´ u vy´beˇru a dovozu za´kladn´ıch
surovin, pokracˇuje zpracova´n´ım v prˇ´ıslusˇny´ch za´vodech a skladova´n´ım v meziskladech a
koncˇ´ı u konecˇne´ho za´kazn´ıka. Typicky´ prˇ´ıklad vid´ıme na obra´zku 1.1. V pr˚ubeˇhu zpra-
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cova´n´ı surovin na vy´robky mu˚zˇeme zvolit i strategii vy´roby polotovar˚u. Vy´roba tedy mu˚zˇe
by´t rozdeˇlena na v´ıce za´vod˚u, cˇi mu˚zˇeme hotove´ polotovary prˇ´ımo nakupovat.
Obra´zek 1.1: Sche´ma distribuce vy´robk˚u [4]
Logistika se ale cˇasto vy´robou a konkre´tn´ım zpracova´n´ım v ra´mci jednotlivy´ch za´vod˚u
nezaby´va´ a povazˇuje je za objekty, pro ktere´ stacˇ´ı veˇdeˇt potrˇebne´ vstupy, vy´stupy a dobu
zpracova´n´ı materia´lu na vy´robek.
Pokud se soustrˇed´ıme na konkre´tn´ı vy´robek, ktery´ v pr˚ubeˇhu sve´ho vzniku projde
cely´m t´ımto syste´mem, mu˚zˇeme rozliˇsit dva za´kladn´ı modely distribuce:
• push supply chains jsou modely distribuce vy´robk˚u takove´, kde jsou vy´robky zpra-
cova´va´ny pr˚ubeˇzˇneˇ a jejich mnozˇstv´ı je regulova´no pomoc´ı prˇedpoveˇdi popta´vky.
K teˇmto vy´robk˚um patrˇ´ı drtiva´ veˇtsˇina komercˇneˇ zpracova´vane´ho zbozˇ´ı.
• pull supply chains jsou modely distribuce, kde je vy´robek vyroben pouze v prˇ´ıpadeˇ,
zˇe o neˇj za´kazn´ık pozˇa´da´. Jedna´ se tedy prˇedevsˇ´ım o kusovou vy´robu.
Pro distribuci vy´robk˚u v praxi lze pak vyuzˇ´ıt kombinaci obou metod a to tak, zˇe jed-
notlive´ polotovary zpracova´va´me pr˚ubeˇzˇneˇ a konecˇne´ vy´robky sestavujeme azˇ po vyzˇa´da´n´ı
za´kazn´ıka. Zkra´t´ıme t´ım podstatneˇ dobu vy´roby u pull syste´mu, ale za´rovenˇ ma´me veˇtsˇ´ı
variabilitu vy´robk˚u oproti push syste´mu.
Du˚lezˇite´ je uveˇdomit si nejen cestu vy´robku k za´kazn´ıkovi, ale za´rovenˇ i cestu od
za´kazn´ıka k vy´robci. Pokud dojde v jake´mkoli stupni vy´roby k za´vadeˇ na vy´robku, je trˇeba
jej opravit. Pokud za´vadu objev´ı azˇ za´kazn´ık, je trˇeba zajistit prˇevoz zpeˇt do za´vodu a
opravu. Pokud je tedy prˇepravn´ı s´ıt’ zvolena nevhodneˇ a prˇeprava samostatne´ho vadne´ho
vy´robku zpeˇt je vedena neefektivneˇ, mu˚zˇe nastat i prˇ´ıpad, kdy vadne´ vy´robky jednodusˇe
vyhazujeme a ztra´c´ıme tak i prˇ´ıpadne´ na´hradn´ı d´ıly na dalˇs´ı vy´robky.
1.3. Typy u´loh
V prˇ´ıpadeˇ sestavova´n´ı jake´hokoli modelu je trˇeba si uveˇdomit, ktere´ skutecˇnosti jsou
natolik podstatne´, zˇe je nezbytneˇ nutne´ je do modelu zahrnout. Veˇtsˇinou stacˇ´ı pouze
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vytvorˇit model mı´st d˚ulezˇity´ch pro vy´robu a distribuci a vza´jemny´ch cest mezi nimi.
Mohou zde by´t ovsˇem i pozˇadavky na prˇevoz vy´robku, ktery´ mu˚zˇe by´t krˇehky´, chemicky
nebezpecˇny´ nebo rychle se kaz´ıc´ı. Mu˚zˇe se jednat naprˇ´ıklad i o zˇiva´ zv´ıˇrata. Za´rovenˇ mohou
mı´t za´kazn´ıci pozˇadavky na cˇas dorucˇen´ı a je tedy trˇeba navsˇt´ıvit za´kazn´ıky v urcˇite´m
cˇasove´m porˇad´ı. Prˇi vykla´da´n´ı a nakla´da´n´ı zbozˇ´ı je trˇeba zva´zˇit, zda je potrˇeba tuto
cˇasovou prodlevu zanedbat nebo je podstatna´ vzhledem k dobeˇ prˇepravy. Obecneˇ se vsˇak
snazˇ´ıme modely vytva´rˇet co nejjednodusˇsˇ´ı a t´ım si vy´razneˇ usporˇit pra´ci a vy´pocˇetn´ı cˇas.
Da´le se ve zbytku pra´ce budeme zaby´vat pouze rˇesˇen´ım proble´mu˚, ktere´ za´vis´ı na
prˇepraveˇ mezi dany´mi mı´sty a nebudeme uvazˇovat zˇa´dne´ specia´ln´ı pozˇadavky na vy´robky
nebo od za´kazn´ık˚u. Rozebereme si za´kladn´ı u´lohu prˇepravy rˇesˇenou pomoc´ı linea´rn´ıho
programova´n´ı a da´le u´lohu obchodn´ıho cestuj´ıc´ıho, ktera´ je d˚ulezˇitou za´kladn´ı u´lohou pro
rˇesˇen´ı dalˇs´ıch slozˇiteˇjˇs´ıch u´loh.
1.4. Proble´m obchodn´ıho cestuj´ıc´ıho
Proble´m obchodn´ıho cestuj´ıc´ıho je jedn´ım z nejzna´meˇjˇs´ıch proble´mu˚ z oblasti diskre´tn´ı
optimalizace. Zada´n´ı u´lohy zn´ı takto:
Obchodn´ı cestuj´ıc´ı ma´ sch˚uzku v n meˇstech a chce je navsˇt´ıvit v takove´m porˇad´ı,
aby mu cestova´n´ı zabralo nejme´neˇ cˇasu. Kazˇde´ meˇsto je navsˇt´ıveno minima´lneˇ
jednou a po navsˇt´ıven´ı vsˇech meˇst se obchodn´ı cestuj´ıc´ı vrac´ı do p˚uvodn´ıho
meˇsta. [13]
Jedna´ se tedy o u´lohu nalezen´ı nejkratsˇ´ı cesty mezi vsˇemi meˇsty, ktere´ chce dany´
obchodn´ı cestuj´ıc´ı navsˇt´ıvit. Formulace
”
minima´lneˇ jednou“ je cˇasto nahrazena formulac´ı
”
pra´veˇ jednou“. Formulace minima´lneˇ jednou vede na obecneˇjˇs´ı zada´n´ı u´lohy. Obecneˇ
totizˇ graf meˇst s cestami mu˚zˇe mı´t tvar tzv. stromu a nemus´ı by´t Hamiltonovsky´. Vı´ce
k tomuto te´matu najdete v kapitole 3.2.1.
U´loha samozrˇejmeˇ obecneˇ nemus´ı by´t symetricka´, tedy z meˇsta A do meˇsta B mu˚zˇe
by´t jina´ vzda´lenost nezˇ z meˇsta B do A. Pro lepsˇ´ı prˇedstavu je vhodne´ prˇedstavit si
parn´ık, ktery´ pluje po a proti proudu rˇeky. Zat´ımco po proudu bude parn´ık prˇekona´vat
vzda´lenost s minima´ln´ı na´mahou, proti proudu bude trˇeba motor˚u, ktere´ spotrˇebova´vaj´ı
palivo a prodrazˇuj´ı cestu. Cena cesty tedy nemus´ı za´viset pouze na vzda´lenosti, ale i na
prˇevy´sˇen´ı, pouzˇite´m prostrˇedku dopravy a podobneˇ.
Ve sve´ pra´ci se budu podrobneˇ zaby´vat hlavneˇ t´ımto proble´mem, ktery´ budu pro
na´zornost rˇesˇit na mapeˇ Cˇeske´ republiky. Jako testovac´ı meˇsta jsem vyuzˇila vsˇech 73
by´valy´ch okresn´ıch meˇst Cˇeske´ republiky a vytvorˇila matici urcˇuj´ıc´ı vzda´lenosti, mezi
teˇmito meˇsty. Domn´ıva´m se, zˇe pra´veˇ tento model poskytne cˇtena´rˇi dostatecˇnou orientaci
a prˇedstavu o tom, jak jednotlive´ vy´pocˇty a postupy rˇesˇen´ı prob´ıhaj´ı. Pocˇet meˇst se mi
zda´ dostatecˇny´ pro zna´zorneˇn´ı slozˇitosti proble´mu. Usporˇa´da´n´ı meˇst ukazuje obra´zek 1.2.
Vza´jemna´ poloha meˇst je prˇevzata z kartograficky´ch map [1]. Jako vzda´lenost mezi meˇsty
pocˇ´ıta´m vzdusˇnou spojnici mezi nimi. Vzda´lenost mezi meˇsty je Eulerovska´ a na vsˇech
algoritmech je tedy jasneˇ videˇt princip jejich postupu. Pro libovolne´ dalˇs´ı modely lze



















































Obra´zek 1.2: Stylizovana´ mapa okresn´ıch meˇst Cˇeske´ republiky
1.5. Proble´m cˇ´ınske´ho listonosˇe
Proble´m cˇ´ınske´ho listonosˇe je zada´n´ım velmi podobny´ proble´mu obchodn´ıho cestuj´ıc´ıho,
prˇesto se rˇesˇen´ı velmi liˇs´ı. Zada´n´ı u´lohy zn´ı takto:
Cˇı´nsky´ listonosˇ mus´ı rozne´st posˇtovn´ı psan´ı do vsˇech ulic ve sve´m meˇsteˇ a
vra´tit se zpeˇt na mı´sto, ze ktere´ho vycha´zel. V jake´m porˇad´ı a v jake´m smeˇru
ma´ ulice proj´ıt, aby jeho trasa byla nejkratˇs´ı mozˇna´?
Tuto u´lohu formuloval cˇ´ınsky´ matematik M. K. Kwan roku 1962. Tato u´loha lze opeˇt zob-
razit v grafu, kde jednotlive´ ulice reprezentuj´ı hrany a krˇizˇovatky mezi ulicemi reprezentuj´ı
vrcholy v grafu. Vı´ce o te´to problematice a Eulerovy´ch cyklech lze nale´zt v kapitole 3.2.2.





Linea´rn´ı programova´n´ı rˇesˇ´ı proble´my souvisej´ıc´ı s hleda´n´ım va´zany´ch extre´mu˚ u linea´r-
n´ıch funkc´ı v´ıce promeˇnny´ch. Omezuj´ıc´ı podmı´nky teˇchto funkc´ı jsou ve tvaru linea´rn´ıch
rovnic nebo nerovnost´ı. Rˇesˇen´ım teˇchto proble´mu˚ se jako jeden z prvn´ıch matematik˚u
zaby´val J. B. J. Fourier, ktery´ je vyuzˇil ve sve´ teorii pravdeˇpodobnosti a v analyticke´
mechanice. Od cˇtyrˇica´ty´ch let se vyuzˇ´ıvalo linea´rn´ıho programova´n´ı v ekonomii a pozdeˇji
i k rˇesˇen´ı dopravn´ıch proble´mu˚. Rozvoj efektivn´ıch metod rˇesˇen´ı teˇchto u´loh prˇedstavil
G. B. Dantzig, ktery´ vytvorˇil tzv. simplexovou metodu.1, ktera´ je dnes jizˇ vsˇeobecneˇ
zna´mou metodou. V soucˇasne´ dobeˇ se sta´le pracuje na dalˇs´ıch metoda´ch rˇesˇen´ı teˇchto
u´loh. S rozvojem pocˇ´ıtacˇ˚u se otev´ıraj´ı mozˇnosti pro rˇesˇen´ı pomoc´ı paraleln´ıch vy´pocˇt˚u.







aijxj = bi, i = 1, . . . ,m, xj ≥ 0, j = 1, . . . , n},
kde cj, bi, aij ∈ R jsou konstantn´ı koeficienty u´lohy a xj ∈ R jsou nezna´me´ promeˇnne´
u´lohy. V literaturˇe je uvedeno, zˇe kazˇdou u´lohu linea´rn´ıho programova´n´ı lze prˇeve´st na
standardn´ı tvar. [9]
T´ımto prˇ´ıstupem lze vyrˇesˇit i sˇirokou paletu dalˇs´ıch proble´mu˚, dopravn´ıch u´loh a
organizace prˇepravy. Zada´n´ı neˇktery´ch z teˇchto proble´mu˚ se pokus´ım naznacˇit na neˇkolika
dalˇs´ıch rˇa´dc´ıch.
Prˇeprava zbozˇ´ı dodavatel – odbeˇratel
Za´kladn´ı u´lohou je u´loha prˇepravy zbozˇ´ı od r˚uzny´ch dodavatel˚u k odbeˇratel˚um. Prˇicˇemzˇ
lze do modelu prˇidat mezisklady, cˇi tova´rny, ktere´ prˇ´ıpadne´ polotovary od dodavatel˚u
prˇemeˇn´ı v konecˇny´ vy´robek a pote´ jej transportuj´ı k odbeˇrateli. U´kolem je pak mini-
malizovat celkovou cenu prˇepravy, prˇ´ıpadneˇ celkovy´ prˇepravn´ı cˇas. Lepsˇ´ı pochopen´ı sˇ´ıˇre
proble´mu pak uva´d´ı obra´zek 1.1.
Proces vy´roby
Jedna´ se o u´lohu nalezen´ı optima´ln´ıho postupu vy´roby vy´robku. At’ uzˇ z hlediska mnozˇstv´ı
pouzˇity´ch materia´l˚u, tak porˇad´ım jednotlivy´ch krok˚u vy´roby. Dobry´m prˇ´ıkladem mu˚zˇe by´t
vy´roba urcˇite´ho typu oceli a jej´ıho dodatecˇne´ho legova´n´ı. [9]
Jak mu˚zˇeme videˇt, jsou metody linea´rn´ıho programova´n´ı pomeˇrneˇ uzˇitecˇne´ na prak-
ticke´ aplikace v dopraveˇ a ekonomii vy´roby. Pomoc´ı vhodny´ch algoritmu˚ tzv. rˇesˇicˇ˚u stacˇ´ı
pak jen vhodneˇ formulovat u´lohu a zadat ji dane´mu vhodne´mu rˇesˇicˇi na vyrˇesˇen´ı. S roz-
vojem pocˇ´ıtacˇove´ technologie a vy´pocˇetn´ı kapacity pak maj´ı i tyto metody rea´lne´ pouzˇit´ı
v praxi.
1Srozumitelne´ vysveˇtlen´ı lze nale´zt na internetove´ adrese:
http://www.algoritmy.net/article/1416/Simplexova-metoda.
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Rˇesˇicˇe jsou cˇasto vyv´ıjeny jednotlivy´mi univerzitami nebo prestizˇn´ımi firmami. Jsou
cˇasto specializovane´ na dany´ typ u´loh. Rˇesˇicˇe mu˚zˇeme obecneˇ deˇlit na rˇesˇicˇe urcˇene´ pro
linea´rn´ı programova´n´ı (LP), linea´rn´ı programova´n´ı s celocˇ´ıselny´mi promeˇnny´mi (MIP) cˇi
nelinea´rn´ı programova´n´ı (NLP). Program GAMS nab´ız´ı sˇirokou paletu velmi efektivn´ıch
rˇesˇic˚u, ktere´ mu˚zˇeme pouzˇ´ıt pro na´sˇ vy´pocˇet. Pro proble´m v na´sleduj´ıc´ı kapitole byl zvolen
rˇesˇicˇ CPLEX pro linea´rn´ı programova´n´ı vyv´ıjeny´ spolecˇnost´ı IBM.
Pro lepsˇ´ı orientaci v zada´n´ı u´loh jsem se rozhodla uve´st jedno vzorove´ sestaven´ı modelu
a jeho vyrˇesˇen´ı. Prˇedevsˇ´ım chci prˇibl´ızˇit postup a rˇesˇen´ı konkre´tneˇ a pak take´ uka´zat, zˇe
k vyrˇesˇen´ı teˇchto model˚u stacˇ´ı i obycˇejny´ tabulkovy´ kalkula´tor, ktery´ mu˚zˇe by´t i zdarma
dostupny´ ke stazˇen´ı na internetu.
2.1.1. Model dopravn´ı u´lohy
Uka´zkovy´ prˇ´ıklad
Meˇjme firmu se trˇemi tova´rnami (v Cˇesky´ch Budeˇjovic´ıch, Kutne´ Horˇe a Olomouci)
vyra´beˇj´ıc´ımi hracˇky, ktera´ ma´ pobocˇky ve trˇech meˇstech (v Praze, Brneˇ a Ostraveˇ). Do
pobocˇek ve meˇstech chod´ı lide´ nakupovat tyto hracˇky a t´ım vytva´rˇej´ı popta´vku. Firma
se snazˇ´ı mı´t co nejveˇtsˇ´ı zisk a neutra´cet proto mnoho na prˇepraveˇ. Je tedy zapotrˇeb´ı
minimalizovat na´klady.
Obra´zek 2.1: Jednoduchy´ model
Sestav´ıme tedy na´sleduj´ıc´ı model, kde indexem i oznacˇ´ıme promeˇnne´ souvisej´ıc´ı s to-








Kde promeˇnna´ xij oznacˇuje, kolik hracˇek se poveze z tova´rny i do pobocˇky j. Cenu cesty
urcˇuje matice cen C, jej´ızˇ prvky jsou ceny prˇepravy cij mezi tova´rnou i a pobocˇkou j.
Podmı´nky:
• kazˇda´ tova´rna mu˚zˇe vyprodukovat maxima´lneˇ ai vy´robk˚u∑
xij ≤ ai, ∀ i ∈ {1, 2, 3}
• kazˇda´ pobocˇka mus´ı by´t za´sobena minima´lneˇ tak, aby se uspokojili vsˇichni za´kazn´ıci
v n´ı nakupuj´ıc´ı. Mus´ı mı´t dovezeno minima´lneˇ bj vy´robk˚u.∑
xij ≥ bj, ∀ j ∈ {1, 2, 3}
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cenova´ matice C Praha Brno Ostrava
Kutna´ Hora 87 176 343
Cˇeske´ Budeˇjovice 155 213 380
Olomouc 283 77 95
Da´le uda´me vy´robn´ı kapacity jednotlivy´ch tova´ren a velikost popta´vky v jednotlivy´ch
pobocˇka´ch
matice kapacity vy´roby A Kutna´ Hora Cˇeske´ Budeˇjovice Olomouc
kapacita vy´roby ai 600 4500 3000
matice popta´vky B Praha Brno Ostrava
popta´vka bj 3000 2500 1500
Takto lze tedy definovat za´kladn´ı u´lohu dopravy zbozˇ´ı. Tuto u´lohu lze jednodusˇe rˇesˇit
simplexovou metodou pomoc´ı algoritmu a nale´zt rˇesˇen´ı. Literatura uva´d´ı dalˇs´ı efektivneˇjˇs´ı
algoritmy [13]. Vy´hodou pouzˇit´ı simplexove´ metody je jej´ı rozsˇ´ıˇren´ı a dostupnost. V dnesˇn´ı
dobeˇ existuje rˇada programu˚, ktere´ maj´ı standardn´ı rˇesˇicˇe a lze je bez proble´mu vyuzˇ´ıt.
U´lohu jsem tedy rˇesˇila uka´zkoveˇ v programech GAMS a MS Excel. GAMS je specializo-
vany´ software pro rˇesˇen´ı optimalizacˇn´ıch u´loh a je tedy vhodne´ uve´st alesponˇ jednoduchou
uka´zku z neˇj. Tabulkove´ kalkula´tory Microsoft Excel cˇi Open Office Calc jsou dnes jizˇ
rozsˇ´ıˇreny´mi programy na te´meˇrˇ kazˇde´m pocˇ´ıtacˇi a jedna´ se o obecneˇ pouzˇitelny´ na´stroj i
pro pokrocˇile´ matematicke´ vy´pocˇty, proto jsem si dovolila zarˇadit i rˇesˇen´ı tohoto prˇ´ıkladu
v teˇchto programech. Zdrojove´ ko´dy a programy jsou prˇilozˇene´ na CD v deska´ch pra´ce.
Rˇesˇen´ım te´to u´lohy tedy bude matice prˇepravy X:
matice prˇepravy vy´robk˚u X Praha Brno Ostrava
Kutna´ Hora 600 0 0
Cˇeske´ Budeˇjovice 2400 1000 0
Olomouc 0 1500 1500
Graficke´ rˇesˇen´ı pak bude vypadat takto:
Obra´zek 2.2: Graficke´ rˇesˇen´ı u´vodn´ıho prˇ´ıkladu
Cˇervene´ sˇipky ukazuj´ı rˇesˇen´ı te´to u´lohy. Modre´ spojnice reprezentuj´ı cesty, ktere´
z˚usta´vaj´ı nevyuzˇity.
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Vy´sˇe popsany´ model je samozrˇejmeˇ velmi zjednodusˇeny´ a vhodny´ sp´ıˇse jako ilustracˇn´ı
prˇ´ıklad. V praxi programy pracuj´ı s mnohem veˇtsˇ´ım mnozˇstv´ım dat. U´lohu lze prˇedevsˇ´ım
rozsˇ´ıˇrit a prˇibl´ızˇit realiteˇ modelova´n´ım:
• sklad˚u a mezisklad˚u vy´robk˚u
• za´vislost´ı produkce vy´robk˚u na dane´m cˇase nebo dnu v ty´dnu
• za´vislost´ı prodeje vy´robk˚u na dane´m cˇase nebo dnu v ty´dnu
• postupne´ prˇepravy mezi tova´rnami (dle technologicke´ho postupu vy´roby)
• prˇeprava prˇ´ımo k za´kazn´ıkovi × prˇeprava do loka´ln´ı pobocˇky
Vı´ce podrobnost´ı ke vsˇem teˇmto varianta´m lze nale´zt v knize Introduction to logistics
systems planning and control [4].
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2.2. U´lohy celocˇ´ıselne´ho programova´n´ı
Celocˇ´ıselne´ programova´n´ı se vyznacˇuje t´ım, zˇe jedna nebo v´ıce promeˇnny´ch je celocˇ´ıselne´ho
charakteru, cˇi specia´lneˇ bina´rn´ıho charakteru.







aijxj = bi, i = 1, . . . ,m, xj ≥ 0, j = 1, . . . , n, xj ∈M, j ∈ JM}
kde cj, bi, aij ∈ R jsou konstantn´ı koeficienty u´lohy a xj ∈ R jsou nezna´me´ promeˇnne´
u´lohy. Konkre´tneˇ pak mu˚zˇeme rozliˇsit u´lohy:
• Integer Program (IP) – jedna´ se o typ linea´rn´ıho programova´n´ı, kde vsˇechny
promeˇnne´ maj´ı celocˇ´ıselny´ charakter: M = Z, JM = {1, . . . , n}
• Mixed Integer Program (MIP) – jedna´ se o typ linea´rn´ıho programova´n´ı, kde
neˇktere´ promeˇnne´ maj´ı celocˇ´ıselny´ charakter: M = Z, JM ⊂ {1, . . . , n}
• Binary Integer Program (BIP) – jedna´ se o specia´ln´ı typ celocˇ´ıselne´ho pro-
gramova´n´ı, kde promeˇnne´ maj´ı bina´rn´ı charakter, tedy jsou rovny bud’ 0 nebo 1:
M = {0, 1}, JM = {1, . . . , n}
Te´to skutecˇnosti se pak vyuzˇ´ıva´ prˇi zada´n´ı mnoha u´loh s dopravn´ı te´matikou. Rea´lneˇ
totizˇ plat´ı, zˇe mu˚zˇeme vzˇdy vypravit celocˇ´ıselne´ na´sobky vlak˚u nebo letadel. Problematiku
lze tedy vyuzˇ´ıt prˇi:
Pla´nova´n´ı j´ızdn´ıch rˇa´d˚u vlak˚u
Pro dany´ pla´n trat’ove´ s´ıteˇ v´ıme, zˇe odjezdy a prˇ´ıjezdy vlak˚u do na´mi urcˇeny´ch stanic se
maj´ı opakovat po urcˇite´m cˇasove´m odstupu. Naprˇ´ıklad ze stanice A ma´ vyj´ızˇdeˇt asponˇ
jeden vlak kazˇdou hodinu. Vzda´lenosti mezi jednotlivy´mi stanicemi v s´ıti zna´me, stejneˇ tak
cˇas potrˇebny´ k prˇekona´n´ı te´to vzda´lenosti. Plat´ı za´rovenˇ podmı´nka, zˇe dva vlaky jedouc´ı
po sobeˇ na dane´ trati mus´ı mı´t neˇjaky´ na´mi dany´ cˇasovy´ rozestup. Pro pasazˇe´ry mus´ı
zase rˇesˇen´ı umozˇnit prˇestup z jedne´ vlakove´ linky na druhou a poskytnout jim dostatek
cˇasu pro tento prˇestup. U´kolem pak je naj´ıt takovy´ pla´n prˇepravy, aby vyhovoval vsˇem
teˇmto podmı´nka´m. [13]
Pla´nova´n´ı pohybu letecky´ch posa´dek
Pro dany´ pravidelny´ pla´n let˚u pro dany´ typ letadla je trˇeba naj´ıt pravidelny´ pla´n let˚u pro
posa´dku. Kazˇdy´ den mus´ı by´t kazˇda´ posa´dka prˇiˇrazena k letu na jedne´, cˇi v´ıce linka´ch,
ktere´ za´rovenˇ mus´ı splnˇovat letovy´ pla´n dle za´jmu za´kazn´ık˚u na dane´ trase leteˇt. Za´rovenˇ
je pozˇadova´no, aby jednotlive´ linky na sebe navazovaly, aby byl nejkratsˇ´ı cˇas prˇeletu
a aby se letadla zbytecˇneˇ nezdrzˇovala na letiˇsti z d˚uvod˚u tax. Hleda´me tedy minimum
vynalozˇeny´ch prostrˇedk˚u na posa´dky letadel, cozˇ je funkc´ı cˇasu letu letadla, de´lky pracovn´ı
doby a pauz mezi lety letadla. Za´rovenˇ ale mus´ıme minimalizovat i letove´ cˇasy a letiˇstn´ı
taxy. [13]
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Pla´nova´n´ı let˚u na letiˇsti
Jedna´ se o podobny´ proble´m jako pla´nova´n´ı pohybu letecky´ch posa´dek, ale tentokra´t ze
strany letiˇstn´ıho persona´lu. Na za´kladeˇ prˇ´ıchoz´ıch let˚u je trˇeba rozhodnout, ktere´ letadlo
kam prˇistavit, aby pasazˇe´rˇi mohli mezi letadly prˇestoupit a aby meˇli dostatecˇny´ cˇas na
prˇestup. To vsˇe s minimalizac´ı na´klad˚u a nehodovosti na letiˇsti. [13]
Z prˇedchoz´ıho popisu celocˇ´ıselne´ho programova´n´ı by se mohlo zda´t, zˇe se jedna´ o velmi
podobnou u´lohu, jako je linea´rn´ı programova´n´ı. Bohuzˇel pouhy´m zaokrouhlen´ım vy´sledk˚u
z linea´rn´ıho programova´n´ı se nedostaneme k optima´ln´ımu rˇesˇen´ı celocˇ´ıselne´ho progra-
mova´n´ı. Je tedy trˇeba pouzˇ´ıt jine´ rˇesˇicˇe, nezˇ v prˇ´ıpadeˇ linea´rn´ıho programova´n´ı. Tuto
problematiku podrobneˇ rozeb´ıra´ kniha [13], kde lze nale´zt mnoho prˇ´ıklad˚u z celocˇ´ıselne´ho
programova´n´ı a technik rˇesˇen´ı tohoto typu u´loh.
Da´le se budeme zaby´vat pouze konkre´tn´ı u´lohou v oblasti dopravy a vysveˇtl´ıme si
za´kladn´ı formulaci u´lohy celocˇ´ıselne´ho programova´n´ı a vy´znam jednotlivy´ch podmı´nek.
2.2.1. Model proble´mu obchodn´ıho cestuj´ıc´ıho
Proble´m obchodn´ıho cestuj´ıc´ıho budeme rˇesˇit na grafu, ktery´ bude symetricky´ a formu-







xij ∈ {0, 1}
n∑
i=1
xij = 1, i = 0, 1, . . . , n
n∑
j=1





xij ≥ 1 proS ⊂ N,S 6= ∅
V tomto modelu jsou opeˇt cij koeficienty cenove´ matice C. Cˇ´ıslo cij urcˇuje cenu
prˇepravy z meˇsta i do meˇsta j. Pokud je graf symetricky´, pak je i matice C symetricka´.




1 pokud cesta z meˇsta i do meˇsta j lezˇ´ı v trase obchodn´ıho cestuj´ıc´ıho
0 jinak
Ze za´pisu jednodusˇe vyply´va´ podmı´nka, zˇe soucˇet v kazˇde´m rˇa´dku a v kazˇde´m sloupci
je jedna, nebot’ z kazˇde´ho a do kazˇde´ho meˇsta vede pra´veˇ jedna cesta. Jedna´ se vlastneˇ
o specia´ln´ı prˇ´ıpad drˇ´ıve probrane´ dopravn´ı u´lohy 2.1.1, tzv. prˇiˇrazovac´ı proble´m, kdy
z kazˇde´ho z n meˇst prˇepravujeme co nejlevneˇji jednotkova´ mnozˇstv´ı zbozˇ´ı do jednoho ze
zby´vaj´ıc´ıch n− 1 meˇst. Zda´ se tedy, zˇe by k vyrˇesˇen´ı mohlo stacˇit linea´rn´ı programova´n´ı.
Tato specifikace ale k vyrˇesˇen´ı u´lohy jesˇteˇ nestacˇ´ı. Posledn´ı podmı´nka zarucˇuje, zˇe nebudou
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Obra´zek 2.3: Prˇ´ıklad jedne´ souvisle´ trasy × vznik dvou subcykl˚u
vznikat tzv. loka´ln´ı smycˇky, ale vytvorˇ´ı se jeden velky´ cyklus obsahuj´ıc´ı vsˇechna meˇsta,
jak ukazuje obra´zek 2.3. Hledany´m rˇesˇen´ım je pak to rˇesˇen´ı s minima´ln´ı ohodnocenou
trasou.
Zada´n´ı vypada´ tedy pomeˇrneˇ jednodusˇe. Jaka´ je ovsˇem na´rocˇnost a rozsa´hlost te´to
u´lohy? Mu˚zˇeme zacˇ´ıt v libovolne´m meˇsteˇ z n meˇst a z neˇj ma´me n − 1 mozˇnost´ı jak
pokracˇovat da´l. Pro dalˇs´ı meˇsto uzˇ to bude n − 2 mozˇnost´ı a tak da´le. V konecˇne´m
d˚usledku tedy ma´me (n−1)! mozˇny´ch rˇesˇen´ı. Pro mala´ n je tedy proble´m dobrˇe rˇesˇitelny´,
ale pro rozsa´hlejˇs´ı u´lohy na´rocˇnost neu´meˇrneˇ roste. Pro lepsˇ´ı prˇedstavu na nasˇem modelu
ma´me 73 okresn´ıch meˇst. To je prˇiblizˇneˇ 4, 47 · 10105 mozˇnost´ı cest, ktere´ splnˇuj´ı vsˇechny
vy´sˇe urcˇene´ podmı´nky modelu. Odtud je jizˇ jasneˇ videˇt, zˇe nalezen´ım vsˇech mozˇnost´ı a
jejich trˇ´ıdeˇn´ım rozhodneˇ nedosa´hneme efektivn´ıho vy´pocˇtu. Nav´ıc i prˇi dnesˇn´ım pokroku
v oblasti pocˇ´ıtacˇovy´ch technologi´ı bychom meˇli velke´ proble´my s pameˇt´ı pocˇ´ıtacˇe.
S vy´hodou jsem vyuzˇila jizˇ funkcˇn´ı rˇesˇen´ı podobne´ u´lohy, ktera´ je soucˇa´st´ı knihovny
uka´zkovy´ch rˇesˇen´ı programu GAMS. Programu tsp42, ktery´ p˚uvodneˇ pocˇ´ıtal optima´ln´ı
trasu skrz 42 nejveˇtsˇ´ıch meˇst Spojeny´ch sta´t˚u, jsem jako vstup poskytla data vsˇech
okresn´ıch meˇst a vzda´lenost´ı mezi nimi.
Program funguje na principu rˇesˇen´ı, ktere´ navrhli v roce 1954 autorˇi Dantzig, Fulkerson
a Johnson. V jednoduchosti se jedna´ o dva kroky. Prvn´ım krokem je tzv. relaxace rˇesˇen´ı,
ve ktere´ se matice rˇesˇen´ı X transponuje a secˇte s p˚uvodn´ı matic´ı X.
X + XT = Y
Pro lepsˇ´ı prˇedstavu uvedeme jednoduchy´ prˇ´ıklad. Matice X1 a X2 odpov´ıdaj´ı podmı´nka´m
n∑
i=1
xij = 1 a
n∑
j=1




0 1 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
1 0 0 0 0
 , X2 =

0 1 0 0 0
1 0 0 0 0
0 0 0 0 1
0 0 1 0 0
0 0 0 1 0

Pokud dojde k soucˇtu teˇchto matic s jejich traspozicemi, vzniknou nove´ matice Y1 a




. . . . .
1 . . . .
0 0 . . .
0 1 1 . .
1 0 0 0 .
 , Y2 =

. . . . .
2 . . . .
0 0 . . .
0 0 1 . .
0 0 1 1 .

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Pak tedy reformulujeme prodmı´nky
n∑
i=1
xij = 1 a
n∑
j=1






T´ımto postupem z´ıska´me tzv. relaxovane´ rˇesˇen´ı, ktere´ program tsp42 spocˇte. Vy´sledek


















































Obra´zek 2.4: Relaxovane´ rˇesˇen´ı u´lohy pomoc´ı programu GAMS
Pote´ docha´z´ı k postupne´mu sdruzˇova´n´ı jednotlivy´ch subcykl˚u tohoto rˇesˇen´ı. Za´rovenˇ
mus´ıme kontrolovat, zda docha´z´ı ke splneˇn´ı dany´ch podmı´nek pro rˇesˇen´ı p˚uvodn´ı u´lohy.
Podrobneˇji jsou metody popsa´ny prˇ´ımo v cˇla´nku Solution of a Large-Scale Traveling-
Salesman Problem [2].
Program tsp42 z relaxovane´ho rˇesˇen´ı postupny´m spojova´n´ım a optimalizova´n´ım jed-
notlivy´ch subcykl˚u u´lohu vyrˇesˇ´ı a nalezne optimum. Toto optimum ma´ celkovou de´lku


















































Obra´zek 2.5: Optimum u´lohy
De´lka rˇesˇeni je 4 095 km.
Dalˇs´ı prˇ´ıstupy rˇesˇen´ı u´lohy TSP zalozˇene´ na celocˇ´ıselne´m linea´rn´ım programova´n´ı lze
nale´zt v knize [13] a jejich implementace v GAMSu najdeme v [3]. Da´le se ale chci zaby´vat
efektivneˇjˇs´ımi algoritmy zalozˇeny´mi na teorii graf˚u.
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3. Teorie graf˚u
K dalˇs´ımu vy´kladu je trˇeba definovat za´kladn´ı pojmy z teorie graf˚u pro lepsˇ´ı pozdeˇjˇs´ı
orientaci v textu. Grafy pak lze velmi dobrˇe vyuzˇ´ıt k vytvorˇen´ı modelu meˇst a jejich
vza´jemny´ch vzda´lenost´ı a k na´zorne´ uka´zce postupu jednotlivy´ch algoritmu˚ pro hleda´n´ı
nejlepsˇ´ıch tras obchodn´ıho cestuj´ıc´ıho.
3.1. Za´kladn´ı pojmy
Definice 3.1.1 Graf (obycˇejny´ cˇi jednoduchy´ neorientovany´ graf) je usporˇa´dana´ dvo-
jice mnozˇin G = (V,E), kde V je libovolna´ konecˇna´ nepra´zdna´ mnozˇina a E ⊆ 2V je libo-
volna´ mnozˇina dvouprvkovy´ch podmnozˇin mnozˇiny V . Mnozˇinu V nazy´va´me mnozˇinou
vrchol˚u a mnozˇinu E mnozˇinou hran. [6]
Je nutno take´ poznamenat, zˇe jako neorientovany´ graf lze interpretovat i symetrickou
ireflexivn´ı relaci, kde hrany tvorˇ´ı pra´veˇ dvojice prvk˚u te´to relace. [6] Grafy specifikujeme
bud’ vy´cˇtem vrchol˚u a hran nebo obra´zkem.
Obra´zek 3.1: Prˇ´ıklad zobrazen´ı grafu
Pro nasˇi u´lohu budeme reprezentovat meˇsta vrcholy grafu a cesty mezi meˇsty hranami
grafu.
Definice 3.1.2 Stupneˇm vrcholu v v grafu G rozumı´me pocˇet hran vycha´zej´ıc´ıch1
z v. Stupenˇ v v grafu G znacˇ´ıme dG(v). [6]
Veˇta 3.1.3 Soucˇet stupnˇ˚u v grafu je vzˇdy sudy´ a roven dvojna´sobku pocˇtu hran. [6]
Du˚kaz te´to veˇty je trivia´ln´ı. Tuto veˇtu vsˇak o pa´r kapitol da´le vhodneˇ vyuzˇijeme
u aplikace Christofidesovy metody.
Definice 3.1.4 Podgrafem grafu G rozumı´me libovolny´ graf H na podmnozˇineˇ vr-
chol˚u V (H) ⊆ V (G), ktery´ ma´ za hrany libovolnou podmnozˇinu hran grafu G maj´ıc´ıch
oba vrcholy ve V (H). P´ıˇseme H ⊆ G. [6]
Definice 3.1.5 Isomorfismus graf˚u G a H je bijektivn´ı (vza´jemneˇ jednoznacˇne´) zob-
razen´ı f : V (G)→ V (H), pro ktere´ plat´ı, zˇe kazˇda´ dvojice vrchol˚u u, v ∈ V (G) je spojena´
hranou v G pra´veˇ tehdy, kdyzˇ je dvojice f(u), f(v) spojena´ hranou v H. Grafy G a H
jsou izomorfn´ı, pokud mezi nimi existuje isomorfismus. P´ıˇseme G ∼= H. [6]
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Obra´zek 3.2: Prˇ´ıklad dvou isomorfn´ıch graf˚u
Isomorfismus na´m v jednoduchosti rˇ´ıka´, zˇe dva r˚uzneˇ nakreslene´ grafy o urcˇity´ch vlast-
nostech jsou
”
stejne´“ a mu˚zˇeme vsˇechny grafy dle te´to bijekce roztrˇ´ıdit do trˇ´ıd, kde kazˇdou
trˇ´ıdu mu˚zˇe reprezentovat graf s urcˇity´mi dany´mi vlastnostmi. Tedy naprˇ´ıklad dle obra´zku
jsou tyto dva grafy isomorfn´ı, tj. neza´lezˇ´ı, jak graf kresl´ıme, kdyzˇ zachova´me vza´jemne´
vlastnosti.
Definice 3.1.6 Sledem de´lky n v grafu G rozumı´me posloupnost vrchol˚u a hran
v0, e1, v1, e2, v2, . . . e1, v0
ve ktere´ vzˇdy hrana ei ma´ koncove´ vrcholy vi−1, vi. [6]
Definice 3.1.7 Tah je sled v grafu bez opakova´n´ı hran. Uzavrˇeny´ tah je tahem, ktery´
koncˇ´ı ve vrcholu, ve ktere´m zacˇal. Otevrˇeny´ tah je tahem, ktery´ koncˇ´ı v jine´m vrcholu,
nezˇ sa´m zacˇal. [6]
Sledy a tahy na´m pomohou le´pe specifikovat trasu obchodn´ıho cestuj´ıc´ıho. Rˇesˇen´ım
obchodn´ıho cestuj´ıc´ıho bude vzˇdy uzavrˇeny´ tah v grafu meˇst a cest. Nyn´ı uzˇ jen zby´va´
definovat vzda´lenost.
Definice 3.1.8 Vzda´lenost dG(u, v) dvou vrchol˚u u, v v grafu G je da´na de´lkou nej-
kratsˇ´ıho sledu mezi u a v v G. Pokud sled mezi u, v neexistuje, definujeme vzda´lenost
dG(u, v) =∞.[6]
Veˇta 3.1.9 Vzda´lenost v grafech splnˇuje troju´heln´ıkovou nerovnost [6]:
∀u, v, w ∈ V (G) : dG(u, v) + dG(v, w) ≥ dG(u,w).
Definice 3.1.10 Souvisly´ graf je takovy´ neorientovany´ graf, v neˇmzˇ plat´ı, zˇe pro kazˇde´
dva vrcholy x a y existuje alesponˇ jedna cesta z x do y.
Definice 3.1.11 Va´zˇeny´ graf je graf G spolu s ohodnocen´ım w hran rea´lny´mi cˇ´ısly
w : E(G)→ R. Kladneˇ va´zˇeny´ graf je dvojice (G,w) takova´, zˇe w(e) > 0 pro vsˇechny
hrany e.[6]
Definice 3.1.12 Va´zˇena´ vzda´lenost. Meˇjme kladneˇ va´zˇeny´ graf (G,w). De´lkou va´zˇe-
ne´ho sledu S = (v0, e1, v1, e2, v2, . . . e1, v0) v G mysl´ıme soucˇet:
dwG(S) = w(e1) + w(e2) + · · ·+ w(en).
Va´zˇenou vzda´lenost´ı v (G,w) mezi dveˇma vrcholy u, v pak mysl´ıme
dwG(u, v) = min{dwG(S) : S je sled s konciu, v}
1Pozn. U hran v cˇesˇtineˇ rˇ´ıka´me, zˇe vycha´z´ı z obou vrchol˚u soucˇasneˇ.
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Definice 3.1.13 Celkovy´m ohodnocen´ım podgrafu rozumı´me soucˇet ohodnocen´ı
vsˇech jeho hran.
T´ım jsme tedy definovali va´zˇenou vzda´lenost mezi vrcholy a de´lku va´zˇene´ho sledu. Prˇi
rˇesˇen´ı u´lohy obchodn´ıho cestuj´ıc´ıho se dle grafove´ terminologie snazˇ´ıme o uzavrˇeny´ tah,
ktery´ bude mı´t minima´ln´ı va´zˇenou vzda´lenost.
Da´le je trˇeba definovat strom a dalˇs´ı d˚ulezˇite´ pojmy.
Definice 3.1.14 Neorientovany´ uzavrˇeny´ tah v grafu G nazveme kruzˇnic´ı v grafu
G. [10]
Definice 3.1.15 Strom je jednoduchy´ souvisly´ graf G bez kruzˇnic. [6]
Dı´ky znalosti teˇchto pojmu˚ pak mu˚zˇeme le´pe pochopit kostru grafu a minima´ln´ı kostru
grafu.
Definice 3.1.16 Kostrou souvisle´ho grafu G je podgraf v G, ktery´ je sa´m stromem a
obsahuje vsˇechny vrcholy grafu G. [6]
Definice 3.1.17 Minima´ln´ı kostrou souvisle´ho va´zˇene´ho grafu G definujeme jako ta-
kovou kostru grafu G, ktera´ ma´ nejmensˇ´ı mozˇne´ celkove´ ohodnocen´ı. [6]
Definice 3.1.18 Pa´rova´n´ı v grafu G je podmnozˇina hran M ⊆ E(G) takova´, zˇe zˇa´dne´
dveˇ hrany z M nesd´ılej´ı koncovy´ vrchol. [6]
Definice 3.1.19 Minima´ln´ı pa´rova´n´ı ve va´zˇene´m grafu G je takove´ pa´rova´n´ı, ktere´
ma´ minima´ln´ı celkove´ ohodnocen´ı.
Definice 3.1.20 Perfektn´ı pa´rova´n´ı ve va´zˇene´m grafu G je takove´ pa´rova´n´ı, ktere´
pokryje vsˇechny vrcholy grafu G.
Pojem minima´ln´ı kostry grafu vyuzˇijeme v dalˇs´ıch kapitola´ch ke konstrukci rˇesˇen´ı u´lohy
obchodn´ıho cestuj´ıc´ıho. Za´rovenˇ take´ ke konstrukci vyuzˇijeme tzv. pa´rova´n´ı v grafech.
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3.2. Cykly v grafu
Dalˇs´ı d˚ulezˇitou kapitolou k pochopen´ı algoritmu˚ obchodn´ıho cestuj´ıc´ıho jsou cykly (uza-
vrˇene´ tahy) v grafech. Cyklus v grafu mu˚zˇe prˇedstavovat jednoduchou posloupnost pohybu
zbozˇ´ı mezi vrcholy prˇ´ıpadneˇ skrz dane´ hrany grafu. Tato te´matika se jizˇ v minulosti




Hamiltonova u´loha byla formulova´na poprve´ W. R. Hamiltonem v roce 1857 [12]. Hamilton
ji jako na´pad prodal londy´nske´mu prodejci her, ktery´ z n´ı vyrobil drˇeveˇnou deskovou hru
a t´ım proble´m rozsˇ´ıˇril do cele´ho sveˇta.
Jednalo se o hru na dvana´ctisteˇnu, jehozˇ pla´sˇt’ se rozlozˇil do roviny a vytvorˇil se
graf vrchol˚u a hran dvana´ctisteˇnu. C´ılem je vsˇech 20 vrchol˚u dvana´ctisteˇnu propojit tak,
aby vznikl cyklus, ktery´ kazˇdy´m vrcholem projde pra´veˇ jednou. Proto se te´to hrˇe rˇ´ıkalo
The Icosian game, tedy Hra na dvana´ctisteˇnu.
Obra´zek 3.3: Graf hran a vrchol˚u dvana´ctisteˇnu a jedno z mozˇny´ch rˇesˇen´ı u´lohy
Obecna´ definice
Definice 3.2.1 Hamilton˚uv cyklus v grafu G definujeme jako uzavrˇeny´ tah, ktery´
kazˇdy´ vrchol prˇi pr˚uchodu grafem zahrne pra´veˇ jednou. Graf, ktery´ obsahuje Hamilton˚uv
cyklus se nazy´va´ Hamiltonovsky´ graf.
Pokud se tedy budeme na u´lohu obchodn´ıho cestuj´ıc´ıho d´ıvat jako na graf s meˇsty
jako vrcholy a cestami jako hranami, pak Hamilton˚uv cyklus je jedno z mozˇny´ch rˇesˇen´ı




Euler˚uv cyklus byl poprve´ rˇesˇen Leonardem Eulerem, kdyzˇ se roku 1736 pokousˇel vyrˇesˇit
slavny´ proble´m sedmi most˚u meˇsta Kra´lovce. U´kolem bylo v meˇsteˇ Kra´lovci (nyn´ı Kali-
ningradu) prˇej´ıt vsˇech sedm most˚u pra´veˇ jednou. Pra´veˇ Euler jako prvn´ı doka´zal, zˇe tato
u´loha nema´ rˇesˇen´ı a proto nen´ı mozˇne´ mosty zˇa´dny´m takovy´m zp˚usobem prˇej´ıt. Pra´veˇ
po neˇm jsou proto grafy s danou vlastnost´ı pojmenova´ny.
Mezi zna´my´ prˇ´ıpad Eulerova cyklu patrˇ´ı i kreslen´ı obra´zku domecˇku jedn´ım tahem.
Obra´zek 3.4: Typicky´ prˇ´ıklad Eulerova cyklu na kreslen´ı domecˇku jedn´ım tahem
Obecna´ definice
Definice 3.2.2 Eulerovsky´ cyklus v grafu je takovy´ tah, ktery´ kazˇdou hranu grafu
projde pra´veˇ jednou.
Pokud tedy vytvorˇ´ıme graf, ktery´ bude reprezentovat meˇsto, zp˚usobem takovy´m, zˇe
vrcholy budou prˇedstavovat krˇizˇovatky a hrany mezi nimi budou prˇedstavovat ulice mezi
nimi, pak stacˇ´ı naj´ıt v tomto grafu libovolny´ Euler˚uv cyklus a t´ım vyrˇesˇ´ıme u´lohu cˇ´ınske´ho
listonosˇe.
Pro Eulerovy cykly plat´ı take´ neˇkolik zna´my´ch za´konitost´ı, ktere´ da´le v textu vyuzˇijeme.
Veˇta 3.2.3 Neorientovany´ graf je Eulerovsky´, je-li souvisly´ a kazˇdy´ jeho vrchol ma´ sudy´
stupenˇ. Euler˚uv cyklus pak bude uzavrˇeny´ tah.
Veˇta 3.2.4 Neorientovany´ graf je Eulerovsky´, je-li souvisly´ a ma´-li pra´veˇ dva vrcholy





Heuristiky jsou takove´ algoritmy, ktere´ poskytnou dostatecˇneˇ prˇesne´ rˇesˇen´ı v rozumne´m
vy´pocˇetn´ım cˇase. Toto rˇesˇen´ı nemus´ı by´t optima´ln´ı, prˇesto je prˇi velky´ch modelech vy´hodne´
jej vyuzˇ´ıt. Cˇasto heuristik vyuzˇ´ıva´me i v prˇ´ıpadech, kdy neexistuje metoda nalezen´ı
prˇesne´ho rˇesˇen´ı. V praxi jsou tyto metody velmi cˇasto uzˇ´ıvane´ a neˇktere´ z nich na´m
dokonce zarucˇuj´ı danou procentua´ln´ı vzda´lenost od optima´ln´ıho rˇesˇen´ı. [7]
4.2. Heuristiky pro u´lohu obchodn´ıho cestuj´ıc´ıho
Heuristiky pro TSP jsou algoritmy, ktere´ po nalezen´ı rˇesˇen´ı proble´mu TSP jizˇ nijak toto
rˇesˇen´ı nezlepsˇuj´ı. Nejlepsˇ´ı z teˇchto algoritmu˚ dokonce zarucˇuj´ı, zˇe spocˇ´ıtaj´ı rˇesˇen´ı, ktere´
se bude liˇsit maxima´lneˇ o 10–15 % od optima´ln´ıho rˇesˇen´ı. Nemus´ı by´t ovsˇem pravidlem,
zˇe pro z´ıska´n´ı nejlepsˇ´ıho rˇesˇen´ı mus´ıme pouzˇ´ıt nejlepsˇ´ı konstrukcˇn´ı algoritmus. Mnoho
takto z´ıskany´ch rˇesˇen´ı lze zlepsˇovat pomoc´ı tzv. zlepsˇovac´ıch algoritmu˚, ktere´ mohou by´t
velmi vy´konne´ a mohou rˇesˇen´ı posunout mnohem bl´ızˇe k optimu.
V nasˇem modelu opeˇt prˇedpokla´da´me, zˇe pro mnozˇinu meˇst mu˚zˇeme urcˇit graf cest,
ktery´ bude u´plny´ a bude pro neˇj platit troju´heln´ıkova´ nerovnost. Jednoduchy´ model meˇst
a cest si lze prohle´dnout na obra´zku 4.1. Jednotlive´ metody budou prezentova´ny naprˇed
pomoc´ı neˇkolika prvn´ıch krok˚u pra´veˇ na tomto modelu. Vlastn´ı programova´n´ı a vy´pocˇty
pak byly provedeny v jazyce Python a za modelovy´ prˇ´ıklad mnozˇiny meˇst byla opeˇt
vybra´na by´vala´ okresn´ı meˇsta Cˇeske´ republiky.
Obra´zek 4.1: Modelovy´ prˇ´ıklad meˇst a cest mezi nimi
Typy teˇchto metod a jejich uplatneˇn´ı jsem studovala v ra´mci spolupra´ce s norskou
univerzitou Molde University College. Z vlastn´ı zkusˇenosti a studia literatury [13], [7]
vid´ım, zˇe tyto metody jsou pouzˇ´ıva´ny a mohou by´t cˇasto velmi efektivn´ı prˇi hleda´n´ı rˇesˇen´ı
na velmi velky´ch modelech. Cˇasto se pouzˇ´ıvaj´ı i v prˇ´ıpadech nestandardn´ıch doplnˇuj´ıc´ıch
podmı´nek cˇi v prˇ´ıpadeˇ, zˇe budeme potrˇebovat flexibiln´ı model, prˇi ktere´m se podmı´nky
mohou sˇiroce meˇnit. Vy´hodou je take´ to, zˇe rˇesˇen´ı si pomoc´ı bezplatne´ho softwaru mu˚zˇeme
naprogramovat sami a nemus´ıme se spole´hat na rˇesˇicˇe, pokud budeme u´lohu rˇesˇit pomoc´ı
metod matematicke´ho programova´n´ı.
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4.2.1. Metoda hleda´n´ı nejblizˇsˇ´ıho souseda
Jedna´ se o nejjednodusˇsˇ´ı metodu hleda´n´ı rˇesˇen´ı, ktera´ napadne te´meˇrˇ kazˇde´ho. Algorit-
mus startuje v zadane´m pocˇa´tecˇn´ım vrcholu grafu (neboli v startovn´ım meˇsteˇ). Z tohoto
vrcholu tvorˇ´ıme sled a prˇida´va´me do sledu dalˇs´ı hranu a vrchol tak, aby na´sleduj´ıc´ı vrchol
meˇl nejmensˇ´ı va´zˇenou vzda´lenost od vrcholu prˇedesˇle´ho. Podmı´nkou je, zˇe kazˇdy´ vrchol
mus´ı by´t pouzˇ´ıt ve sledu pra´veˇ jednou.
Jinak rˇecˇeno zacˇneme ve startovn´ım meˇsteˇ a vzˇdy prˇida´me do posloupnosti jemu
nejblizˇsˇ´ı meˇsto a postup opakujeme se zby´vaj´ıc´ımi meˇsty, dokud nenavsˇt´ıv´ıme vsˇechna
meˇsta pra´veˇ jednou v cele´m grafu.
Tento algoritmus bohuzˇel nijak nezarucˇuje efektivnost rˇesˇen´ı. Veˇtsˇinou neposkytuje
dostatecˇneˇ dobrou aproximaci a je nutne´ jej zlepsˇovat dalˇs´ımi algoritmy. Nav´ıc nen´ı zcela
jasne´, ktere´ meˇsto by meˇlo by´t startovn´ı. Nasˇteˇst´ı se jedna´ o pomeˇrneˇ jednoduchou tech-
niku vy´pocˇtu a proto nen´ı proble´m vypocˇ´ıtat v´ıce variant tras a po te´ vybrat tu nej-
vhodneˇjˇs´ı ze vsˇech. [8]
Lepsˇ´ı prˇedstavu postupu tohoto algoritmu doplnˇuje obra´zek.
Obra´zek 4.2: Naznacˇen´ı postupu rˇesˇen´ı pomoc´ı metody nejblizˇsˇ´ıho souseda
Za´kladn´ı algoritmy bud uva´deˇt da´le v pseudoko´du, ktery´ je obdobny´ tomu, ktery´ se
prˇi publikaci grafovy´ch algoritmu˚ obvykle pouzˇ´ıva´.
Algoritmus hleda´n´ı nejblizˇsˇ´ıho souseda
Vstupem je seznam meˇst mesta a matice vzda´lenost´ı dist.
Vy´stupem je trasa tour.
begin
tour = [ ];
vychozi mesto = mesta(1);
mesta.odeber(vychozi mesto);
while length(mesta) > 0







Tuto metodu jsem naprogramovala ve skriptovac´ım jazyce Python a analyzovala jsem
jej´ı vlastnosti. Rˇesˇen´ı vsˇech model˚u jsem pak zobrazila pomoc´ı rozsˇiˇruj´ıc´ıho bal´ıku funkc´ı
pro jazyk Python s na´zvem NumPy. Za data jsem si opeˇt zvolila vsˇechna by´vala´ okresn´ı
meˇsta (tj. 73 uzl˚u grafu) v Cˇeske´ republice, nebot’ se jedna´ o veˇtsˇ´ı vzorek dat a bude le´pe
videˇt variabilitu v za´vislosti na pocˇa´tecˇn´ım zvolen´ı vy´choz´ıho meˇsta. Za vzda´lenosti mezi
meˇsty pouzˇ´ıva´m vzdusˇnou vzda´lenost, ktera´ dobrˇe aproximuje vzda´lenosti skutecˇne´. Ze
simulac´ı vyply´va´, zˇe obecneˇ nelze nijak urcˇit, ktere´ meˇsto by bylo pro zacˇa´tek algoritmu
nejvhodneˇjˇs´ı. Mezi mnou vypocˇteny´m nejlepsˇ´ım a nejhorsˇ´ım rˇesˇen´ım je znacˇny´ rozd´ıl,
ktery´ je po vykreslen´ı grafu zcela patrny´. T´ım se jen potvrzuje, zˇe tato metoda nen´ı
vhodna´ pro konecˇne´ rˇesˇen´ı tohoto proble´mu a bude trˇeba rˇesˇen´ı da´le posunout neˇjakou
dalˇs´ı metodou bl´ızˇe k optima´ln´ımu rˇesˇen´ı. Konkre´tneˇ pak pro mu˚j prˇ´ıpad je nejlepsˇ´ı
aproximac´ı vy´choz´ı meˇsto Kol´ın a nejhorsˇ´ı vy´choz´ı meˇsto Tachov. Z tohoto srovna´n´ı by
se mohlo zda´t, zˇe okrajova´ meˇsta jsou na tom vzˇdy o trochu h˚urˇe, obecneˇ se vsˇak toto
tvrzen´ı simulacemi nepotvrdilo.
Obra´zek 4.3: Nejlepsˇ´ı rˇesˇen´ı na okresn´ıch meˇstech
Celkova´ de´lka trasy = 4 508 km.
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Obra´zek 4.4: Nejhorsˇ´ı rˇesˇen´ı na okresn´ıch meˇstech
Celkova´ de´lka trasy = 5 266 km.
4.2.2. Metoda hladove´ho algoritmu
Tato metoda tvorˇ´ı cestu mezi meˇsty tak, zˇe utrˇ´ıd´ı vsˇechny hrany grafu (cesty mezi meˇsty)
dle velikosti. Vybere nejkratsˇ´ı hranu a pokud tato hrana spln´ı podmı´nku, zˇe jej´ım prˇida´n´ım
nevznikne cyklus s me´neˇ meˇsty nezˇ je celkovy´ pocˇet meˇst a zˇe prˇida´n´ım te´to hrany ne-
vzroste u libovolne´ho vrcholu (meˇsta) stupenˇ vrcholu na v´ıce nezˇ dva, pak je tato hrana
prˇida´na do cyklu. Pote´ se vyb´ıra´ nejmensˇ´ı hrana na´sleduj´ıc´ı. Algoritmus se ukoncˇ´ı po nale-
zen´ı cyklu se vsˇemi meˇsty. Postup algoritmu je podobny´ Kruskalovu hladove´mu algoritmu,
ktery´m se budeme zaby´vat u Christofidesovy metody. [8]
Postup algoritmu lze dobrˇe pochopit z ilustracˇn´ıho obra´zku 4.5, ktery´ navazuje na
obra´zek 4.1. Cˇ´ısla u jednotlivy´ch hran reprezentuj´ı porˇad´ı prˇida´n´ı hrany do cyklu.
Obra´zek 4.5: Vy´voj hladove´ho algoritmu
Tuto metodu jsem da´le zˇa´dny´m zp˚usobem nezpracovala ani neprogramovala.
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4.2.3. Metoda vkla´da´n´ı meˇst do trasy
Tato metoda je opeˇt pomeˇrneˇ prˇ´ıma´ a ma´ mnoho variant. Algoritmus nacˇ´ına´ na pod-
mnozˇineˇ vrchol˚u (meˇst) a postupneˇ se k nim po jednom prˇida´vaj´ı dalˇs´ı meˇsta. Pocˇa´tecˇn´ı
podmnozˇinou je cˇasto trojice cˇi dvojice vrchol˚u. Princip metody spocˇ´ıva´ v tom, zˇe v kazˇde´m
kroku se snazˇ´ıme prˇidat dalˇs´ı vrchol do uzavrˇene´ho tahu tak, aby prˇ´ır˚ustek vzda´lenosti,
ktery´ vznikne prˇida´n´ım tohoto vrcholu, byl minima´ln´ı. Takto opakujeme, azˇ do uzavrˇene´ho
tahu prˇida´me vsˇechny vrcholy a vynikne na´m tedy cyklus meˇst.
Obra´zek ilustruje neˇkolik prvn´ıch krok˚u metody na modelove´m prˇ´ıkladeˇ, kde pocˇa´tecˇn´ı
podmnozˇinou byly vybra´ny vrcholy grafu, ktere´ spojuje nejkratsˇ´ı hrana. Porˇad´ı u sˇedy´ch
hran naznacˇuje postup cele´ho algoritmu.
Obra´zek 4.6: Vy´voj metody vkla´da´n´ı cest do trasy
Tuto metodu jsem opeˇt zpracovala ve skriptovac´ım jazyce Python a zobrazila pomoc´ı
NumPy. Vy´sledem vy´pocˇtu mu˚zˇete videˇt na obra´zku n´ızˇe. De´lkou trasy je metoda srov-
natelna´ s metodou hleda´n´ı nejblizˇsˇ´ıho souseda.
Obra´zek 4.7: Pouzˇit´ı metody vkla´da´n´ı meˇst do trasy na by´valy´ch okresn´ıch meˇstech CˇR
Celkova´ de´lka trasy = 4 854 km.
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4.2.4. Metoda dvojite´ minima´ln´ı kostry grafu
Tato metoda patrˇ´ı jizˇ mezi sofistikovaneˇjˇs´ı metody. Za´kladem je sestrojen´ı tzv. minima´ln´ı
kostry grafu. Jedna´ se o podgraf grafu, pro ktery´ plat´ı, zˇe mezi kazˇdy´mi dveˇma vrcholy
lze naj´ıt spojnici a celkove´ ohodnocen´ı hran v tomto grafu bude minima´ln´ı.
Prˇi konstrukci tohoto podgrafu lze vyuzˇ´ıt Kruskalova algoritmu. Postup tohoto algo-
ritmu lze naj´ıt v prˇ´ıloze na konci pra´ce.
Obra´zek 4.8: Sestrojen´ı minima´ln´ı kostry grafu na by´valy´ch okresn´ıch meˇstech CˇR
Celkova´ de´lka cest = 3 716 km.
Metoda dvojite´ minima´ln´ı kostry grafu pak spocˇ´ıva´ pouze v dublova´n´ı kostry grafu.
Tedy vytvorˇ´ıme novou mnozˇinu a kazˇda´ hrana v minima´ln´ı kostrˇe grafu bude v na´mi
noveˇ vytvorˇene´ mnozˇineˇ hran obsazˇena pra´veˇ dvakra´t. Na te´to mnozˇineˇ hran pak lze
sestrojit Euler˚uv cyklus pouzˇit´ım vsˇech hran. Euler˚uv cyklus pak jednodusˇe prˇevedeme
na Hamilton˚uv. Procha´zen´ım Eulerova cyklu si postupneˇ zapisujeme navsˇt´ıvene´ vrcholy a
vrcholy, ktere´ se v seznamu budou opakovat vynecha´me. T´ım vznikne Hamilton˚uv cyklus,
kde kazˇdy´ vrchol navsˇt´ıv´ıme pra´veˇ jednou. [8]
Tato metoda zarucˇuje nejh˚urˇe dvojna´sobneˇ dlouhou dra´hu oproti optima´ln´ımu rˇesˇen´ı,




Algoritmus Christofides je pojmenova´n podle Nicose Christofidese, ktery´ jako prvn´ı navrhl
tento zp˚usob vy´pocˇtu. Veˇtsˇina heuristik garantuje nejhorsˇ´ı vy´sledek ve dvojna´sobne´ vy´sˇi
oproti optimu (tedy nalezena´ trasa heuristikou je v nejhorsˇ´ım prˇ´ıpadeˇ dvakra´t tak dlouha´
nezˇ optima´ln´ı trasa). Nicos Christofides navrhl rozsˇ´ıˇren´ı algoritmu tak, aby nejhorsˇ´ı mozˇny´
vy´sledek meˇl v˚ucˇi optimu pomeˇr 3/2 (tedy nejhorsˇ´ı prˇ´ıpad nalezene´ trasy bude o polovinu
delˇs´ı nezˇ de´lka optima´ln´ı trasy). Tento algoritmus je za´rovenˇ i nejlepsˇ´ım dosud zna´my´m
algoritmem. [7]
Vytvorˇ´ıme graf G = (V,E), kde vrcholy grafu budou na´mi navsˇt´ıvena´ meˇsta a E
budou hrany mezi nimi. Konstrukce trasy pak prob´ıha´ na´sledovneˇ:
• vytvorˇ´ıme minima´ln´ı kostru grafu G
• vytvorˇ´ıme podmnozˇinu vrchol˚u C grafu, ktera´ obsahuje pouze vrcholy s lichy´m
stupneˇm
• na mnozˇineˇ C vytvorˇ´ıme minima´ln´ı perfektn´ı pa´rova´n´ı
• hrany minima´ln´ı kostry grafu a minima´ln´ıho perfektn´ıho pa´rova´n´ı sjednot´ıme do
jedne´ mnozˇiny 1
• Z tohoto sjednocen´ı vytvorˇ´ıme Euler˚uv cyklus
• Euler˚uv cyklus transformujeme na Hamilton˚uv cyklus [7]
Nyn´ı s vy´hodou vyuzˇijeme pojmu˚ vysveˇtleny´ch v kapitole 3. Je d˚ulezˇite´ si uveˇdomit, zˇe
Euler˚uv cyklus sestroj´ıme v takto upravene´m podgrafu vzˇdy. Po konstrukci minima´ln´ı
kostry grafu vyb´ıra´me pra´veˇ vrcholy s lichy´m stupneˇm, ktere´ na´m bra´n´ı v konstrukci
Eulerova cyklu. Ty pak d´ıky minima´ln´ımu pa´rova´n´ı a sjednocen´ı budou mı´t vsˇechny sudy´
stupenˇ. Z veˇty 3.2.3 ale v´ıme, zˇe lze sestrojit Euler˚uv cyklus.
Prˇevod Eulerova cyklu na Hamilton˚uv pak vytvorˇ´ıme jednodusˇe tak, zˇe utvorˇ´ıme po-
sloupnost po sobeˇ jdouc´ıch vrchol˚u v Euleroveˇ cyklu a opakuj´ıc´ı se vrcholy vynecha´me.
T´ım vznikne Hamilton˚uv cyklus na vsˇech vrcholech grafu G.
Tuto metodu jsem opeˇt zpracovala ve skriptovac´ım jazyce Python. Na grafu jsem vy-
tvorˇila minima´ln´ı kostru grafu pomoc´ı hladove´ho algoritmu (viz prˇ´ılohy pra´ce). Po te´ jsem
urcˇila vrcholy grafu s lichy´m pocˇtem stupnˇ˚u a na nich provedla minima´ln´ı pseudopa´rova´n´ı.
Vzhledem k pokrocˇile´ te´matice pro algoritmy na minima´ln´ı perfektn´ı pa´rova´n´ı v grafech
jsem se rozhodla pro zjednodusˇeny´ algoritmus, ktery´ na teˇchto bodech vytvorˇ´ı tzv. pseu-
dopa´rova´n´ı. Algoritmus funguje tak, zˇe setrˇ´ıd´ı hrany mezi vybrany´mi meˇsty dle velikosti
a vybere nejkratsˇ´ı hranu. Pote´ tyto dva jizˇ spojene´ vrcholy odstran´ı a opeˇt zby´vaj´ıc´ı
hrany setrˇ´ıd´ı a vybere nejkratsˇ´ı z nich. Takto pokracˇuje, azˇ spa´ruje vsˇechny meˇsta. Tento
proble´m jsem rˇesˇila i pomoc´ı programu˚, ktere´ vytvorˇ´ı minima´ln´ı pa´rova´n´ı na mnou dane´
mnozˇineˇ vrchol˚u s lichy´m stupneˇm. Uka´zalo se, zˇe mnou navrzˇeny´ algoritmus generuje pro
mnou navrzˇeny´ prˇ´ıklad 73 okresn´ıch meˇst v Cˇeske´ republice stejne´ rˇesˇen´ı, jako algoritmus
urcˇuj´ıc´ı minima´ln´ı pa´rova´n´ı. Tyto dveˇ mnozˇiny jsem po te´ sjednotila a vytvorˇila Euler˚uv
1Zde je nutno poznamenat, zˇe pokud bude libovolna´ hrana zastoupena v obou podmnozˇina´ch, pak je
nutne´ ji ve sjednocen´ı pocˇ´ıtat jako objekt, ktery´ se v te´to mnozˇineˇ vyskytne dvakra´t. Cozˇ je bohuzˇel i
cˇa´stecˇne´ porusˇen´ı definice grafu. Tuto konstrukci je nutne´ prove´st, abychom v dalˇs´ım kroku mohli sestrojit
Euler˚uv cyklus.
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cyklus. Ten jsem pak jednoduchy´m zp˚usobem transformovala na Hamilton˚uv cyklus, a
t´ım jsem z´ıskala Christofidesovo rˇesˇen´ı.
Obra´zek 4.9: Minima´ln´ı kostra grafu a pseudominima´ln´ı pa´rovan´ı
Celkova´ de´lka cest = 4 753 km.
Obra´zek 4.10: Rˇesˇen´ı motodou Christofides
Celkova´ de´lka trasy = 4 271 km.
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4.3. Algoritmy pro zlepsˇen´ı vlastnost´ı trasy obchodn´ı-
ho cestuj´ıc´ıho
V prˇedchoz´ım textu jsme shrnuli neˇkolik metod, jak spocˇ´ıtat rˇesˇen´ı proble´mu obchodn´ıho
cestuj´ıc´ıho s dostatecˇneˇ dobrou aproximac´ı od optima´ln´ı trasy. Da´le je nutno uve´st, zˇe
tyto algoritmy mohou by´t u´cˇinne´, ale sta´le je tu mnohdy mozˇnost posunout dane´ nalezene´
prˇiblizˇne´ rˇesˇen´ı jesˇteˇ v´ıce k rˇesˇen´ı optima´ln´ımu. Vznika´ tedy nova´ trˇ´ıda algoritmu˚, ktere´
na vstupu dostanou jizˇ neˇjake´ libovolneˇ nalezene´ prˇiblizˇne´ rˇesˇen´ı proble´mu obchodn´ıho
cestuj´ıc´ıho a da´le jej pouze prˇiblizˇuj´ı k optimu a trasu jako takovou jizˇ nekonstruuj´ı.
Z teˇchto algoritmu˚ lze vybrat od jednoduchy´ch a rychly´ch azˇ po sofistikovane´ a velmi
efektivn´ı. Pak ma´ tento prˇ´ıstup vy´hodu tedy i v tom, zˇe lze libovolneˇ kombinovat kon-
strukcˇn´ı a zlepsˇuj´ıc´ı heuristiky a tedy i na dane´m proble´mu pouzˇ´ıt danou nejvhodneˇjˇs´ı
kombinaci metod.
Tyto metody jsem studovala i v ra´mci spolupra´ce s norskou univerzitou Molde Uni-
versity College prˇi rˇesˇen´ı u´kol˚u projektu, na ktere´m jsem se mohla pod´ılet. Z vlastn´ı
zkusˇenosti tedy v´ım, zˇe rˇada teˇchto metod (prˇedevsˇ´ım pokrocˇilejˇs´ıch) se pouzˇ´ıva´ v praxi
a velmi dobrˇe funguje i na velky´ch modelech, ktere´ by v prˇ´ıpadeˇ celocˇ´ıselne´ho linea´rn´ıho
programova´n´ı sta´ly podstatneˇ v´ıce vy´pocˇetn´ıho cˇasu.
4.3.1. 2-optima´ln´ı algoritmus
Jedn´ım z prvn´ıch algoritmu˚ je tzv. 2-optima´ln´ı algoritmus, ktery´ jako jeden z prvn´ıch
navrhl G. A. Croes jizˇ v roce 19582. Tento algoritmus stav´ı na jednoduche´ metodeˇ za´meˇny
dvou cest v celkove´ trase a testova´n´ı, zda je ohodnocen´ı noveˇ vytvorˇene´ trasy mensˇ´ı, nezˇ
ohodnocen´ı trasy p˚uvodn´ı. Na´zorneˇ je mozˇno si tuto metodu prˇedstavit na obra´zku 4.11.
Tato metoda je pomeˇrneˇ jednoducha´ a rychla´, a proto se jej´ı pouzˇit´ı doporucˇuje te´meˇrˇ
vzˇdy.
Laicky lze rˇ´ıci, zˇe po aplikova´n´ı tohoto algoritmu vznikne kolem meˇst tzv. bublina.
Tedy z graficke´ho pohledu, kde vsˇechny cesty budou zna´zorneˇny jako u´secˇky, ktere´ budou
proporciona´lneˇ odpov´ıdat sve´ vzda´lenosti mezi meˇsty, se cesty nemohou krˇ´ızˇit a budou
obep´ınat meˇsta ve formeˇ jedne´ velke´ zdeformovane´ bubliny. Nejle´pe je tento efekt videˇt
na na´sleduj´ıc´ıch aplikac´ıch, prˇedevsˇ´ım na obra´zku 4.12.
Obra´zek 4.11: Sche´ma 2-optima´ln´ıho algoritmu
Metodu lze konkre´tneˇ velmi dobrˇe pochopit na algoritmu zapsane´m na dalˇs´ı straneˇ
textu. Trasu obchodn´ıho cestuj´ıc´ıho reprezentujeme jednotlivy´mi body, poskla´dany´mi za
sebou v posloupnosti, v porˇad´ı, v jake´m jsou navsˇt´ıveny. Tuto pocˇa´tecˇn´ı posloupnost
2G. A. CROES (1958). A method for solving traveling salesman problems.
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nazveme initial tour, pozdeˇji ve vy´pocˇtu jizˇ jen promeˇnnou tour. Vstupem do algoritmu
je za´rovenˇ matice vzda´lenost´ı mezi meˇsty dist, kde dist(i, j) znacˇ´ı vzda´lenost mezi meˇstem
i a j. Pokud bude distancˇn´ı matice dist symetricka´, pak je zrˇejmeˇ i proble´m obchodn´ıho
cestuj´ıc´ıho symetricky´.
Nutno k tomuto algoritmu jesˇteˇ podotknout jednu specifikaci. Pokud bude vybra´no
meˇsto i = 1, pak by algoritmus prˇi vy´pocˇtu distancˇn´ı matice vybral meˇsto v promeˇnne´
tour(0). To se mu˚zˇe zda´nliveˇ zda´t jako chyba algoritmu, proto definuji tour(0) jako stejne´
meˇsto na konci pole, tedy tour(a). Tento zda´nlivy´ nesoulad neprˇedstavuje v praxi proble´m,
nebot’ rˇada jazyk˚u ma´ takto i neˇktera´ pole implementova´na a je vhodne´ je tedy pouzˇ´ıt.
Me´ vlastn´ı rˇesˇen´ı v jazyce Python te´to vy´hody prˇ´ımo vyuzˇ´ıva´.
Algoritmus pro nalezen´ı 2-optima´ln´ı cesty
Vstupem je vygenerovana´ pocˇa´tecˇn´ı trasa initial tour a matice vzda´lenost´ı dist.
Vy´stupem je trasa tour, ktera´ je 2-optima´ln´ı.
begin
tour := initial tour;
a := length(tour);
tour1 := [ ];
while tour1 !=tour Pokud tour1 == tour, pak je cyklus 2-optima´ln´ı.
tour1 := tour
for i := 1 to a step 1 do
for j := 1 to a step 1 do
u := dist(tour(i), tour(i− 1)) + dist(tour(j), tour(j − 1));
De´lka dvou cest, ktere´ se maj´ı zameˇnit
v := dist(tour(i), tour(j)) + dist(tour(i− 1), tour(j − 1));
De´lka dvou cest u zameˇneˇne´ varianty
if u > v
tour := tour.zamen mezi mesty(i, j);






Tento algoritmus lze s vy´hodou jesˇteˇ vylepsˇit. Stacˇ´ı si povsˇimnout, zˇe v prˇ´ıpadeˇ, kdy je
zmeˇna trasy vy´hodna´, mus´ı platit, zˇe de´lka jedne´ ze zameˇneˇny´ch hran mus´ı by´t kratsˇ´ı nezˇ
de´lka p˚uvodn´ı nezameˇneˇne´ hrany. Lze tedy vytvorˇit dveˇ jednodusˇsˇ´ı podmı´nky a udeˇlat
prˇ´ıpadnou za´meˇnu azˇ v prˇ´ıpadeˇ, zˇe algoritmus spln´ı alesponˇ jednu z nich.
Te´to vy´hody jsem take´ vyuzˇila a aplikovala ji na sv˚uj vy´pocˇet v programovac´ım jazyce
Python. Samotny´ zdrojovy´ ko´d je mozˇno shle´dnout na prˇilozˇene´m CD.
Metodu jsem aplikovala na jizˇ drˇ´ıve vypocˇtene´ varianty pocˇa´tecˇn´ıch tras obchodn´ıho
cestuj´ıc´ıho. Na obra´zc´ıch si lze vsˇimnout jizˇ drˇ´ıve zminˇovane´ho tzv. bublinove´ho efektu,
tedy nekrˇizˇen´ı cest.
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Z teˇchto vy´pocˇt˚u jasneˇ vyply´va´, zˇe rozd´ıl mezi nejhorsˇ´ım a nejlepsˇ´ım rˇesˇen´ım Me-
tody nejblizˇsˇ´ıho souseda po aplikova´n´ı 2-optima´ln´ıho algoritmu je te´meˇrˇ setrˇen. Pu˚vodn´ı
rozd´ıl te´meˇrˇ 760 kilometr˚u byl d´ıky aplikaci 2-optima´ln´ıho algoritmu sn´ızˇen na zhruba






























Tento algoritmus je velmi podobny´ 2-optima´ln´ımu algoritmu. Jedinou zmeˇnou je to, zˇe
mı´sto dvou cest jsou zameˇneˇny cesty trˇi. Algoritmus je u´cˇinneˇjˇs´ı, co se ty´cˇe zlepsˇen´ı trasy
a prˇibl´ızˇen´ı se optimu. Na druhou stranu je o neˇco na´rocˇneˇjˇs´ı, nezˇ 2-optima´ln´ı algoritmus.
Mozˇnosti prˇepnut´ı hran reprezentuje obra´zek 4.13. Mozˇnosti prˇepnut´ı hran jsou pouze dveˇ.
Druhou variantu je mozˇne´ rotovat na cyklu, ale jedna´ se principia´lneˇ o stejnou zmeˇnu.
Obra´zek 4.13: Sche´ma 3-optima´ln´ıho algoritmu
Algoritmus pro vytvorˇen´ı 3-optima´ln´ı cesty je opeˇt uveden v pseudoko´du. Vstupem
do algoritmu je opeˇt libovolneˇ zvolena´ pocˇa´tecˇn´ı trasa initial tour a matice vzda´lenost´ı
v grafu dist. Algoritmus vybere vsˇechny kombinace trojic, ktere´ lze zameˇnit a spocˇ´ıta´
pro neˇ jak p˚uvodn´ı, tak zameˇneˇnou de´lku trasy. Tyto de´lky tras serˇad´ı dle velikosti
a najde tedy nejvy´hodneˇjˇs´ı variantu. Pokud je jedna ze za´meˇn vy´hodneˇjˇs´ı, pak ji pro-
vede. Je nutne´ si povsˇimnout, zˇe zde mus´ıme pocˇ´ıtat se dveˇma variantami za´meˇny meˇst
tour.zamen mezi mesty1(i, j, k) a tour.zamen mezi mesty2(i, j, k), nebot’ se jedna´ o dveˇ
r˚uzne´ za´meˇny a u jedne´ z nich se smeˇr pr˚uchodu ani v jedne´ cˇa´sti cyklu nezmeˇn´ı (prvn´ı
varianta za´meˇny) a u druhe´ se meˇn´ı porˇad´ı meˇst i smeˇr pr˚uchodu v alesponˇ jedne´ cˇa´sti
cyklu.
Tuto metodu lze zefektivnit t´ım, zˇe nebude procha´zet vsˇechny trojice meˇst, ale opa-
kuj´ıc´ı se trojice bude vynecha´vat, takzˇe cyklem projde jen prˇiblizˇneˇ sˇestina mozˇnost´ı.
To je ale vykoupeno dalˇs´ım testova´n´ım tras, protozˇe jizˇ nebude zahrnuta druha´ varianta
zmeˇny trasy obecneˇ a je trˇeba ji testovat na vsˇechny druhy rotovany´ch variant. Prˇesto
tato metoda urychl´ı vy´pocˇet alesponˇ cˇa´stecˇneˇ.
Algoritmus 3-opt jsem v modifikovane´ verzi naprogramovala v programovac´ım jazyce
Python a pouzˇila na trasy jizˇ drˇ´ıve spocˇ´ıtane´ heuristikami. Verzi algoritmu lze naj´ıt na
prˇilozˇene´m CD na zadn´ıch deska´ch pra´ce.
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Algoritmus pro nalezen´ı 3-optima´ln´ı cesty
Vstupem je vygenerovana´ pocˇa´tecˇn´ı trasa initial tour a matice vzda´lenost´ı dist.
Vy´stupem je trasa tour, ktera´ je 3-optima´ln´ı.
begin
tour := initial tour;
a := length(tour);
tour1 := [ ];
while tour1 !=tour Pokud tour1 == tour, pak je cyklus 2-optima´ln´ı.
tour1 := tour
for i := 1 to a step 1 do
for j := 1 to a step 1 do
for k := 1 to a step 1 do
u := dist(tour(i), tour(i− 1)) + dist(tour(j), tour(j − 1))
+dist(tour(k), tour(k − 1));
De´lka trˇ´ı cest, ktere´ se maj´ı zameˇnit.
v := dist(tour(i− 1), tour(j)) + dist(tour(i), tour(g − 1))
+dist(tour(k), tour(j − 1));
Prvn´ı ze zmeˇn dle obra´zku 4.13
w := dist(tour(i− 1), tour(j − 1)) + dist(tour(i), tour(k − 1))
+dist(tour(j), tour(k));
Jedna z rotovany´ch za´meˇn obra´zku 4.13
nejvyhodnejsi varianta := sort(u, v, w)
if nejvyhodnejsi varianta(1) = v
tour := tour.zamen mezi mesty(i, j, k);
Funkce zmeˇn´ı smeˇr pr˚uchodu mezi meˇsty i, j a k dle prvn´ıho prˇepnut´ı
end
if nejvyhodnejsi varianta(1) = w
tour := tour.zamen mezi mesty2(i, j, k);





















































Nen´ı nutne´ koncˇit s vy´pocˇty na 3-optima´ln´ım algoritmu a lze s touto technikou doj´ıt
jesˇteˇ da´l. Lze pokracˇovat od 4-optima´ln´ıho algoritmu azˇ k k-optima´ln´ımu algoritmu. Tyto
algoritmy ale spotrˇebuj´ı mnohem v´ıce vy´pocˇetn´ıho cˇasu, a prˇi sta´le mensˇ´ım efektu na
zlepsˇen´ı celkove´ de´lky trasy k-optima´ln´ıho algoritmu oproti k−1-optima´ln´ımu algoritmu.
Tyto metody se proto neaplikuj´ı pro a > 4 a pro 4-optima´ln´ı se pouzˇ´ıva´ veˇtsˇinou jen
konstrukce tzv. prˇekrˇ´ızˇeny´ch most˚u (anglicky: the crossing bridges) [8]. Tuto konstrukci
mu˚zˇeme shle´dnout na obr. 4.15.
Obra´zek 4.15: Sche´ma metody crossing bridges
Tuto metodu jsem jizˇ neimplementovala a nemohu tedy posoudit, jako moc je u´cˇinna´.
Vı´ce informac´ı k tomuto te´matu lze z´ıskat v cˇla´nku autora K. Helsgaun, “An Effective
Implementation of the Lin-Kernighan Traveling Salesman Heuristic”.
46
5. Porovna´n´ı vy´sledk˚u testova´n´ı
metod
V prˇedchoz´ıch kapitola´ch byly popsa´ny neˇktere´ metody pro rˇesˇen´ı u´lohy obchodn´ıho
cestuj´ıc´ıho. Du˚lezˇity´m dalˇs´ım krokem je tedy srovna´n´ı u´cˇinnosti teˇchto metod mezi se-
bou a vyvozen´ı za´veˇru o vhodnosti pouzˇit´ı. Tyto za´veˇry budou vyvozeny z modelove´ho
prˇ´ıkladu okresn´ıch meˇst Cˇeske´ republiky.
Vy´sledky na modelu okresn´ıch meˇst Cˇeske´ republiky
Pro dany´ model byly provedeny vsˇechny mozˇne´ kombinace dosud popsany´ch rˇesˇen´ı.
Vy´voj teˇchto rˇesˇen´ı byl zanesen do grafu 5.1, ktery´ zna´zornˇuje pocˇa´tecˇn´ı aproximaci op-
tima´ln´ıho rˇesˇen´ı a da´le aplikac´ı 2-optima´ln´ıho a 3-optima´ln´ıho algoritmu. Na svisle´ ose
grafu je zna´zorneˇna celkova´ de´lka nalezene´ trasy pro danou metodu. Na vodorovne´ ose je
zna´zorneˇn postup jednotlivy´ch aplikac´ı k-optima´ln´ıch algoritmu˚, prˇicˇemzˇ cˇ´ıslo 1 reprezen-
tuje p˚uvodn´ı metodu, ktera´ nalezne aproximaci cesty, cˇ´ıslo 2 reprezentuje 2-optima´ln´ı al-
goritmus a cˇ´ıslo 3 pak 3-optima´ln´ı algoritmus. Pro kazˇdou lomenou cˇa´ru v grafu tedy plat´ı,
zˇe prvn´ı hodnota reprezentuje rˇesˇen´ı dane´ heuristiky, druha´ pak aplikaci 2-optima´ln´ıho
algoritmu na toto dane´ rˇesˇen´ı a trˇet´ı hodnota urcˇuje de´lku trasy po aplikaci 3-optima´ln´ıho
rˇesˇen´ı na danou p˚uvodn´ı metodu.
Graf se mu˚zˇe zda´t neprˇehledny´ mnozˇstv´ım cˇar, proto jsou neˇktere´ z nich odliˇseny
tlousˇt’kou cˇa´ry. Nen´ı zde d˚ulezˇita´ ani tak hodnota dane´ho rˇesˇen´ı, ale vztah a vy´voj rˇesˇen´ı.
Pozorovane´ charakteristiky jsou tedy sp´ıˇse kvantitativn´ı. Barevne´ oznacˇen´ı jednotlivy´ch
metod v grafu je pak zvoleno takto:
• Metody nejblizˇsˇ´ıho souseda jsou zna´zorneˇny nejtencˇ´ımi liniemi. Jsou zde zobrazeny
vsˇechny pocˇa´tecˇn´ı aproximace, ktere´ za´visej´ı na startovn´ım meˇsteˇ.
• Metoda vkla´da´n´ı meˇst do trasy je zaznacˇena tmaveˇ modrou tlustou cˇarou.
• Christofidesova metoda je zna´zorneˇna tmaveˇ cˇervenou tlustou cˇarou.
• Optima´ln´ı rˇesˇen´ı spocˇ´ıtane´ pomoc´ı programu GAMS je zna´zorneˇno tmaveˇ zelenou
tlustou cˇarou.
Optima´ln´ı rˇesˇen´ı je v grafu konstantn´ı a urcˇuje tedy hranici, ke ktere´ se vsˇechna ostatn´ı
rˇesˇen´ı postupnou aplikac´ı k-optima´ln´ıch metod bl´ızˇ´ı. Ze sklonu jednotlivy´ch prˇ´ımek je
patrne´, jak moc se rˇesˇen´ı danou metodou zlepsˇ´ı a prˇibl´ızˇ´ı se optima´ln´ımu. Pro p˚uvodn´ı
metody vid´ıme, zˇe nejlepsˇ´ı aproximac´ı optima´ln´ıho rˇesˇen´ı je v nasˇem prˇ´ıpadeˇ skutecˇneˇ
Christofidesova metoda, zat´ımco soubor aproximac´ı metodou nejblizˇsˇ´ıho souseda tvorˇ´ı
mnohem horsˇ´ı odhady od optima´ln´ı metody. Metoda vkla´da´n´ı meˇst do trasy ma´ take´
odhad trasy podobny´ odhad˚um metod nejblizˇsˇ´ıho souseda.
Po aplikaci 2-optima´ln´ıho algoritmu je ale v grafu videˇt velke´ zlepsˇen´ı pro metodu
nejblizˇsˇ´ıho souseda a za´rovenˇ pouze male´ zlepsˇen´ı Christofidesovy metody. Metody nej-
blizˇsˇ´ıho souseda se jizˇ prˇibl´ızˇily odhadu Christofidesovy metody. Prˇi aplikaci 3-optima´ln´ıho














Christofidesova metoda po aplikaci 3-optima´ln´ıho algoritmu se dosta´va´ svy´m ohodno-
cen´ım cesty mezi pr˚umeˇr metod nejblizˇsˇ´ıho souseda s 3-optima´ln´ım algoritmem. Pu˚vodn´ı
metoda vkla´da´n´ı cest do trasy s 3-optima´ln´ım algoritmem dokonce prˇedcˇila Christofi-
desovu metodu. Nejlepsˇ´ı aproximaci pak poskytla metoda nejblizˇsˇ´ıho souseda, ktera´ se
svoj´ı p˚uvodn´ı aproximac´ı zarˇadila mezi pr˚umeˇrne´. Zda´nliveˇ idea´ln´ı pouzˇit´ı celocˇ´ıselne´ho
linea´rn´ıho programova´n´ı v rozsa´hlejˇs´ıch u´loha´ch je prˇ´ıliˇs cˇasoveˇ na´rocˇne´.
Celkoveˇ tedy vznika´ srovna´n´ı jednotlivy´ch metod a vhodnost jejich pouzˇit´ı. Protozˇe
k-optima´ln´ı algoritmy jsou pomeˇrne´ jednoduche´ na teorii a programova´n´ı, ale pomeˇrneˇ
na´rocˇne´ na vy´pocˇetn´ı cˇas, hod´ı se v kombinaci s jednodusˇsˇ´ımi pocˇa´tecˇn´ımi aproximacemi
optima´ln´ıho rˇesˇen´ı pro mensˇ´ı u´lohy, ktere´ vyrˇesˇ´ı s dostatecˇneˇ dobry´m odhadem, jenzˇ je
srovnatelny´ s pouzˇit´ım Christofidesovy metody. Plat´ı tedy:
U´lohy o mensˇ´ım rozsahu je vhodne´ rˇesˇit jednodusˇsˇ´ımi metodami
v kombinaci s k-optima´ln´ımi algoritmy
Christofidesova metoda je naopak na´rocˇneˇjˇs´ı na teorii a spra´vne´ naprogramova´n´ı. Po
te´ pracuje velmi efektivneˇ a s mnohem mensˇ´ım objemem vy´pocˇt˚u. Hod´ı se proto pro
rozsa´hlejˇs´ı u´lohy, ktere´ vyuzˇij´ı jej´ı sofistikovaneˇjˇs´ı prˇ´ıstup a vyuzˇij´ı efektivneˇ poskytnuty´
vy´pocˇetn´ı cˇas. Plat´ı tedy:




6. Pokrocˇile´ algoritmy a modely
6.1. Pokrocˇile´ algoritmy
V praxi se ovsˇem pouzˇ´ıvaj´ı i pokrocˇilejˇs´ı algoritmy nezˇ k-optima´ln´ı. Podrobneˇ se jimi
v textu zaby´vat jizˇ nebudeme, prˇesto si dovol´ım letmo zmı´nit neˇkolik z nich, protozˇe
prˇedstavuj´ı smeˇry, ve ktery´ch je mozˇne´ na moji pra´ci da´le nava´zat.
Tabu-Search Jedna´ se o meta-heuristiku, ktera´ doka´zˇe potlacˇit neduhy metody nej-
blizˇsˇ´ıho souseda. Proble´m u metody nejblizˇsˇ´ıho souseda je ten, zˇe cˇasto rˇesˇen´ı skoncˇ´ı
v loka´ln´ım optimu a sta´vaj´ıc´ı algoritmy jizˇ nemaj´ı mozˇnost posunout rˇesˇen´ı bl´ızˇe k op-
timu. Tomu se mu˚zˇeme vyhnout pouzˇit´ım pra´veˇ metody Tabu-Search. Tato metoda totizˇ
povoluje v pr˚ubeˇhu vy´voje rˇesˇen´ı konat i nevy´hodne´ zmeˇny trasy a t´ım je schopna se
vymanit z loka´ln´ıch optim. Aby ovsˇem nedocha´zelo k cyklicke´mu vy´voji rˇesˇen´ı a znehod-
nocen´ı algoritmu, jsou prˇedchoz´ı kroky v postupu rˇesˇen´ı uchova´va´ny v tzv. tabu-listu a
algoritmus se k nim za dany´ch podmı´nek nesmı´ vra´tit. Odtud pak plyne na´zev metody
Tabu-Search, nebot’ neˇktere´ zmeˇny v rˇesˇen´ı jsou pro algoritmus tabu. [8]
Simulated Annealing V cˇeske´m jazyce take´ tzv. simulovane´ zˇ´ıha´n´ı. Jedna´ se o pravdeˇ-
podobnostn´ı optimalizacˇn´ı metodu zalozˇenou na simulaci zˇ´ıha´n´ı oceli. Metoda se opeˇt
snazˇ´ı vymanit z loka´ln´ıch minim a vytva´rˇ´ı na´hodne´ prohleda´va´n´ı dane´ho okol´ı aktua´ln´ıho
rˇesˇen´ı. Pokud nalezne lepsˇ´ı rˇesˇen´ı, pak prˇepne do tohoto rˇesˇen´ı. Pra´veˇ umozˇneˇn´ı zhorsˇen´ı
rˇesˇen´ı ma´ za na´sledek, zˇe algoritmus neuv´ızne v loka´ln´ım minimu. Prˇi kazˇde´m posunu se
prohleda´vane´ okol´ı zmensˇuje, aby se splnil pozˇadavek konvergence algoritmu. [8]
Ant Colony Optimization Optimalizace pomoc´ı metody mravencˇ´ı kolonie prˇedstavuje
pomeˇrneˇ novy´ prˇ´ıstup k rˇesˇen´ı te´to problematiky, ktery´ souvis´ı prˇedevsˇ´ım s rozvojem
pocˇ´ıtacˇove´ techniky. Princip te´to metody vycha´z´ı z chova´n´ı koloni´ı hmyzu. Dı´ky apli-
kova´n´ı jednoduchy´ch pravidel pro jedince vznika´ komplexn´ı chova´n´ı decentralizovane´ho
syste´mu jedinc˚u jako celku. Jsou tedy v ra´mci metody implementova´n´ı tzv. umeˇl´ı mra-
venci, kterˇ´ı umeˇj´ı mezi sebou kooperovat, rˇ´ıdit se podle tzv. feromonove´ stopy a pomoc´ı
teˇchto feromonovy´ch stop spolu komunikovat. Takto vytvorˇene´ spolecˇenstv´ı pak procha´z´ı
na´mi vytvorˇeny´ graf. Postupem cˇasu se cesty, kudy procha´z´ı jednotlivci usta´l´ı na rˇesˇen´ı
vy´hodne´m pro celou kolonii. T´ım se nalezne neˇjake´ loka´ln´ı minimum. [8]
6.2. Vehicle routing problem
Zda´lo by se, zˇe proble´m obchodn´ıho cestuj´ıc´ıho je u´zce specializovany´ proble´m, ktery´
v praxi uzˇ moc vyuzˇit´ı nenalezne. Nasˇteˇst´ı opak je pravdou a vsˇechny poznatky z chova´n´ı
te´to u´lohy lze uplatnit jako podu´lohu dalˇs´ıch rozsa´hlejˇs´ıch u´loh. Teˇmito u´lohami jsou
pra´veˇ VRP. V plne´m anglicke´m na´zvu Vehicle Routing Problems. V cˇeske´m jazyce se
s prˇekladem v odborne´ literaturˇe te´meˇrˇ nesetka´me. Na´zev lze prˇelozˇit jako proble´my
prˇepravy s v´ıce vozidly (da´le oznacˇ´ıme jako VRP). VRP je rozsˇ´ıˇren´ım u´lohy obchodn´ıho
cestuj´ıc´ıho a v praxi je velmi vyuzˇ´ıvana´.
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Obra´zek 6.1: Princip VRP. [11]
Meˇjme uka´zkove´ meˇsto, ktere´ reprezentujeme grafem G = (V,E) tak, zˇe
vrcholy V reprezentuj´ı za´kazn´ıky, ktery´m mus´ıme dodat urcˇity´ typ zbozˇ´ı,
nebo depa, kde ma´me zaparkova´ny dopravn´ı prostrˇedky pro prˇepravu. Hrany
E grafu reprezentuj´ı cesty mezi za´kazn´ıky a depy. Za´rovenˇ mu˚zˇe platit pro
urcˇitou podmnozˇinu hran F ⊆ E, zˇe pra´veˇ tyto hrany mus´ıme ve sve´m rˇesˇen´ı
pouzˇ´ıt. Depa jsou pak takove´ vrcholy grafu G, zˇe pro kazˇdy´ takovy´ vrchol
definujeme mi vozidel, ktere´ jsou v dane´m depu k dispozici. Pokud zde exis-
tuje podmnozˇina hran F , pak takto zvolenou mnozˇinou veˇtsˇinou modelujeme
veˇtsˇ´ı mnozˇstv´ı za´kazn´ık˚u, kterˇ´ı s´ıdl´ı v neˇjake´ dostatecˇneˇ kompaktn´ı oblasti.
Dobry´m prˇ´ıkladem mu˚zˇe by´t rozvoz posˇty cˇi odvoz domovn´ıho odpadu z jedne´
konkre´tn´ı ulice. [4]
Veˇtsˇinou vsˇak takto slozˇitou u´lohu nerˇesˇ´ıme. Pokud nema´me definovanou podmnozˇinu
hran F , pak se u´loha zjednodusˇ´ı na Node routing problem (tedy u´lohu rˇesˇ´ıc´ı prˇepravu
s v´ıce vozidly jen mezi jednotlivy´mi za´kazn´ıky jako vrcholy grafu). Pokud na druhou
stranu rˇesˇ´ıme pouze proble´m s podmnozˇinou F a v grafu neexistuj´ı zˇa´dn´ı dalˇs´ı za´kazn´ıci,
kterˇ´ı jsou reprezentova´ni vrcholy v grafu, pak takove´to u´loze rˇ´ıka´me Arc routing problem.
V praxi se uplatnˇuje naprˇ´ıklad prˇi sva´zˇen´ı odpadu v ulic´ıch meˇsta.
Snadno vid´ıme, zˇe u´loha obchodn´ıho cestuj´ıc´ıho je specia´ln´ı prˇ´ıpadem u´lohy VRP, kdy
ma´me k dispozici pouze jedno vozidlo v jednom depu a za´kazn´ıky reprezentujeme jako
vrcholy v grafu. U´lohu cˇ´ınske´ho listonosˇe zase mu˚zˇe prˇedstavovat specia´ln´ı prˇ´ıpad VRP,
kdy ma´me k dispozici pouze jedno vozidlo v jednom depu a snazˇ´ıme se obslouzˇit za´kazn´ıky
reprezentovane´ pouze hranami E v grafu.
Dalˇs´ımi dodatecˇny´mi zprˇesnˇuj´ıc´ımi podmı´nkami pro definova´n´ı modelu mohou by´t
naprˇ´ıklad podmı´nky:
• mnozˇstv´ı vozidel mi nemus´ı by´t fixn´ı, mu˚zˇe by´t nastavena pouze horn´ı hranice
vozidel k dispozici
• celkovy´ na´klad vozidla beˇhem cesty nesmı´ prˇekrocˇit danou kapacitu vozidla
• doba cesty vozidla nesmı´ prˇekrocˇit zvoleny´ cˇasovy´ limit pro danou smeˇnu rˇidicˇe
vozidla
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• za´kazn´ıci si prˇej´ı by´t obslouzˇeni v prˇedem dany´ch cˇasovy´ch intervalech (v angl. time
windows)
• neˇkterˇ´ı za´kazn´ıci mus´ı by´t obslouzˇeni dany´m typem vozidla
Pokud nastav´ıme podmı´nky prˇ´ıliˇs omezuj´ıc´ı, pak se mu˚zˇe sta´t, zˇe rˇesˇen´ı u´lohy ani
nebude existovat, nebot’ jej i nevhodneˇ zvolena´ podmı´nka mu˚zˇe zcela vysˇachovat ze hry.
VRP by´vaj´ı cˇasto velmi komplexn´ı u´lohou, proto se u teˇchto u´loh se jizˇ projev´ı vy´hoda
heuristik, protozˇe je lze aplikovat efektivneˇ na mı´ru dane´mu konkre´tn´ımu proble´mu a
obdrzˇet tak dobre´ rˇesˇen´ı v kra´tke´m cˇase.




Ma´ pra´ce shrnuje za´kladn´ı problematiku modelova´n´ı dopravn´ıch u´loh. Du˚raz je kladen
na formulaci a rˇesˇen´ı u´lohy obchodn´ıho cestuj´ıc´ıho, a to jak pomoc´ı celocˇ´ıselne´ho rˇesˇen´ı,
tak prˇedevsˇ´ım pomoc´ı grafovy´ch algoritmu˚ a jejich modifikac´ı.
V u´vodu se zaby´va´m motivac´ı, aplikacemi a za´kladn´ımi pojmy z te´to problematiky.
Vzhledem k velke´ variabiliteˇ prˇ´ıstup˚u k modelova´n´ı a rˇesˇen´ı r˚uzny´ch dopravn´ıch u´loh jsem
pra´ci rozdeˇlila na d´ılcˇ´ı celky.
Nejprve se zaby´va´m linea´rn´ım programova´n´ım a jeho aplikac´ı na jednoduchy´ dopravn´ı
proble´m v ra´mci za´sobova´n´ı v Cˇeske´ republice. Na tomto prˇ´ıkladu jsou demonstrova´ny
za´kladn´ı principy sestavova´n´ı modelu a za´kladn´ı uzˇit´ı programu GAMS a tabulkove´ho
kalkula´toru MS Excel.
Da´le se zaby´va´m celocˇ´ıselny´m programova´n´ım a rˇesˇen´ım proble´mu obchodn´ıho ces-
tuj´ıc´ıho na vlastn´ım vytvorˇene´m modelu okresn´ıch meˇst Cˇeske´ republiky pomoc´ı pro-
gramu GAMS. Vy´sledek teˇchto metod pote´ slouzˇ´ı k referencˇn´ımu porovna´n´ı s efektivitou
vy´pocˇtu v dalˇs´ı cˇa´sti pra´ce.
V druhe´ cˇa´sti pra´ce se veˇnuji rˇesˇen´ım u´lohy obchodn´ıho cestuj´ıc´ıho pomoc´ı heuristik,
tedy algoritmu˚, ktere´ spocˇ´ıtaj´ı dostatecˇneˇ dobre´ rˇesˇen´ı, ktere´ ovsˇem nemus´ı by´t opti-
mem u´lohy. Pro lepsˇ´ı pochopen´ı teorie jsem zarˇadila prˇed samotny´ vy´klad metod kapitolu
veˇnuj´ıc´ı se za´klad˚um teorie graf˚u, kde jsem vysveˇtlila za´kladn´ı pojmy potrˇebne´ k pocho-
pen´ı dalˇs´ıch algoritmu˚. Da´le uva´d´ım neˇkolik prˇ´ıklad˚u heuristik a jejich aplikaci na mnou
vytvorˇeny´ model okresn´ıch meˇst Cˇeske´ republiky. Na´sleduje vy´klad a aplikace zlepsˇuj´ıc´ıch
algoritmu˚ na rˇesˇen´ı spocˇ´ıtane´ p˚uvodn´ımi heuristikami. Vsˇechny algoritmy jsem imple-
mentovala v ra´mci jazyka Python a vsˇechna takto z´ıskana´ rˇesˇen´ı a jejich vy´voj v pr˚ubeˇhu
aplikace zlepsˇuj´ıc´ıch algoritmu˚ jsou zanesena do grafu 5.1.
V prˇedposledn´ı kapitole porovna´va´m vy´sledky vy´pocˇt˚u, jejich vlastnosti a efektivitu
jednotlivy´ch metod. V posledn´ı kapitole pak nastinˇuji mozˇnost dalˇs´ıho vy´voje v ra´mci
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8.1. Minima´ln´ı kostra grafu
Kruskal˚uv hladovy´ algoritmus funguje na jednoduche´m principu. Setrˇ´ıd´ı vsˇechny hrany
grafu dle velikosti a pote´ vytva´rˇ´ı podgraf grafu tak, zˇe prˇida´ danou v porˇad´ı nejmensˇ´ı
hranu do grafu tehdy, pokud jej´ım prˇida´n´ım nevznika´ zˇa´dny´ cyklus v grafu. Pak prˇejde na
dalˇs´ı nejmensˇ´ı hranu v porˇad´ı. Tento cyklus je ukoncˇen po vytvorˇen´ı kostry grafu. Tedy
jaky´mkoliv dalˇs´ım prˇida´n´ım hrany vznikne v grafu cyklus.
Kruskal˚uv algoritmus pro nalezen´ı minima´ln´ı kostry grafu.
Vstupem je seznam meˇst mesta, hran mezi nimi cesty a matice vzda´lenost´ı dist.
Vy´stupem je grafovy´ strom min strom, ktery´ obsahuje vybrane´ cesty.
begin
min strom= [ ]
for n ∈ mesta
vytvor mnozinu(n) Pro kazˇde´ meˇsto vytvorˇ´ı samostatnou mnozˇinu.
end
cesty.sort(dist) Setrˇ´ıd´ı cesty dle matice vzda´lenosti dist
for n := 1 to length(cesty)
a = cesty(n);
if mnozina(a.vychozi mesto) ! = mnozina(a.koncove mesto)
Pokud jsou mnozˇiny obsahuj´ıc´ı pocˇa´tecˇn´ı a koncove´ meˇsto





8.2. Algoritmus pro minima´ln´ı pa´rova´n´ı v grafu
Z d˚uvodu velke´ slozˇitosti prˇi hleda´n´ı minima´ln´ıho pa´rova´n´ı v grafu jsem navrhla vlastn´ı
alesponˇ prˇiblizˇne´ rˇesˇen´ı tohoto pa´rova´n´ı. Algoritmus pracuje na principu podobne´m, jako
Kruskal˚uv algoritmus. Hrany grafu setrˇ´ıd´ıme podle velikosti. Vzˇdy vybereme nejmensˇ´ı
hranu a prˇida´me ji do mnozˇiny hran podgrafu pa´rova´n´ı. Pote´ odstran´ıme vsˇechny hrany,
ktere´ vycha´zej´ı z meˇst, ktere´ jsme v prˇedchoz´ım kroku napa´rovali a opeˇt pokracˇujeme
v minima´ln´ım pa´rova´n´ı, tentokra´te s N − 2 meˇsty.
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Algoritmus pro pseudopa´rova´n´ı v grafu
Vstupem je seznam hran mezi meˇsty cesty, seznam meˇst mesta a matice vzda´lenost´ı dist.
Vy´stupem je mnozˇina hran min match, ktera´ obsahuje vybrane´ cesty.
begin
min match= [ ]
cesty.sort(dist) Setrˇ´ıd´ı cesty dle matice vzda´lenosti dist
for n := 1 to length(length(mesta)/2)
min match.pridej(cesty(1));




Prˇ´ıkaz, ktery´ odstran´ı vsˇechny hrany vycha´zej´ıc´ı z meˇst dane´ prˇidane´ hrany.
end
end
8.3. Seznam prˇ´ıloh na CD
Data jsou rozdeˇlena do cˇtyrˇ adresa´rˇ˚u podle prˇ´ıslusˇny´ch kapitol v textu.
• 1. Linearni programovani
– Priklad linearniho programovani.xls – rˇesˇeny´ prˇ´ıklad v programu MS
Excel
– Priklad linearniho programovani.gms – rˇesˇeny´ prˇ´ıklad v programu GAMS
• 2. Celociselne programovane
– 1.Vypocet optima pomoci tsp42.gms – program a data v GAMSu, ktery´ pocˇ´ıta´
rˇesˇen´ı proble´mu obchodn´ıho cestuj´ıc´ıho
– 2.Prevod reseni do LaTeXu.gms – program, ktery´ zobraz´ı rˇesˇen´ı do LATEXu
• 3. Heuristiky
– 1.Heuristiky pro tsp.py – vsˇechny potrˇebne´ skripty pro realizaci heuristik
• 4. Data pro porovnani metod
– 1.Urceni polohy mest.xls – tabulka urcˇuj´ıc´ı prˇepocˇet polohy meˇst pro mo-
del okresn´ıch meˇst Cˇeske´ republiky
– 2.Matice vzdalenosti.xls – tabulka s matic´ı vzda´lenosti mezi vsˇemi meˇsty
– 3.Vysledky metod pro porovnani.xls - vy´sledky vsˇech variant algoritmu˚ a
jejich zobrazen´ı do grafu 5.1
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