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Abstract
Phonons are exquisitely sensitive to nite length scale eects in a wide variety of ma-
terials because they are intimately connected to charge, structure, and magnetism,
and a quantitative analysis of their behavior can reveal microscopic aspects of chem-
ical bonding and spin-phonon coupling. To investigate these eects, we measured
infrared vibrational properties of bulk and nanoscale MoS2 [molybdenum disulde],
MnO [manganese(II) oxide], and CoFe2O4 [cobalt iron oxide]. From an analysis of fre-
quencies, oscillator strengths, and high-frequency dielectric constants, we extracted
Born and local eective charges, and polarizability for MoS2 and MnO. For MoS2
nanoparticles, in the intralayer direction, Born eective charge of the nanoparticles
decreases signicantly compared to the layered bulk, a dierence that we attribute to
the structural strain and resulting change in polarizability in nanoparticles. For MnO
nanoparticles, our analysis reveals that Born eective charge decreases by 20%,
compared to the bulk material. Moreover, this change impacts both ionicity and
polarizability. Specically, MnO nanoparticles are 12% less ionic than the corre-
sponding bulk. We also studied magnetoelastic coupling driven by the spin-ordered
phase in MnO. Eective plasma frequency, Born and local eective charge, and force
constant split through the 118 K Neel transition. The spin-lattice coupling drops
from 5 N/m in the single crystal to 0.5 N/m in the nanoparticles. We attribute
this result to a shorter phonon lifetime and reduced antiferromagnetic proportion.
For CoFe2O4, the spectroscopic response is sensitive to the size-induced crossover
iii
ferrimagnetic ! superparamagnetic state, which occurs between 7 and 10 nm. A
spin-phonon coupling analysis supports the core-shell model. Moreover, it provides
an estimate of the magnetically disordered shell thickness, which increases from 0.4
nm in the 14 nm particles to 0.8 nm in the 5 nm particles, demonstrating that
associated local lattice distortions take place on the length scale of the unit cell.
Taken together, these ndings demonstrate that the properties of nanomaterials,
such as ionicity and polarizability, are quite dierent than the corresponding bulk.
These ideas and concepts are important for understanding nite length scale eects
in nanoscale materials and may benet on-going work on nanodevices.
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smeared together due to lifetime eects, and only !ave is observed. (c)
Schematic view of our ndings from the core-shell model for the 14
and 5 nm particles, respectively. The extracted shell thicknesses of
0.4 and 0.8 nm are comparable with the 0.8391 nm unit cell size [159]
for bulk CoFe2O4. (d) Shell thickness as a function of particle size de-
termined by a spin-phonon coupling analysis. The dotted line guides
the eye. [5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
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Chapter 1
Introduction
This dissertation describes charge and bonding analysis in MoS2 and MnO nanopar-
ticles, [1{3] and magneto-elastic coupling in two model nanoscale materials, MnO
and CoFe2O4, [4, 5] with a focus on how nite length scale eects change properties
in comparison to the corresponding bulk compounds. The analysis concentrates on
Born and local eective charges, the relation between charge, strain, and bonding,
and quantitative determination of spin-phonon coupling in nanoscale materials. The
overarching goal is to investigate the fundamental properties of nanomaterials.
1.1 Chemical Bonding in Molecules and Solids
Chemical bonds hold atoms together and give rise to dierent physical and chemical
properties in materials. Freshman chemistry teaches us that there are three general
types of chemical bonds: ionic, covalent, and metallic. [6] Figure 1.1 shows the
calculated electron density distributions in covalent F2 to ionic LiF molecules. In F2
the electrons are shared equally between atoms, and the covalent bond is nonpolar. If
the electronegativities of the bonded atoms are not equal, the bond is polar because
the sharing of electrons between atoms is unequal. In the HF molecule, the uorine
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center has a greater electronegativity than the hydrogen center, thus it is a polar
molecule which has partial positive and negative charges. When the electronegativity
dierence between atoms is very large, the resultant bond is usually described as ionic
(Fig. 1.1). [6] But even in highly ionic LiF, there is still some electron density on
Li atom. That means LiF is not a fully ionic molecule, despite what we teach in
freshman chemistry.
Increasing covalency
F2 HF LiF
Increasing ionicity
Figure 1.1: Calculated electron density distribution on the surface of the F2, HF,
and LiF molecules. The regions of relatively low electron density appear blue, those
of relatively high electron density appear red, and regions that close to electrically
neutral appear green. [6]
In nature, there are three classical states of matter: gas, liquid, and solid. While a
gas is made up of individual atoms or molecules in which the chemical bonds behave
as mentioned above, a solid has a xed shape in which the atoms are tightly bound
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to each other, either in a regular geometric lattice or an amorphous state. There are
four typical solids: molecular, covalent, metal, and ionic solid. We can nd all kinds
of chemical bonds in solids, but atoms in them form a three dimensional network
which have dierent physical and chemical properties compared to molecules. The
chemical bonding is also described dierently.
In an ideal ionic solid, the ionic bonds result from the electrostatic interaction of
positive and negative ions. The binding energy of ideal ionic crystals can be expressed
as Madelung energy, Ui;j, where, Ui;j is the interaction energy between ions i and j.
Madelung energy includes the sum of a central eld repulsive potential, exp( rij=)
and a Coulomb potential, (Z)2=rij. Thus Uij = exp( rij=) (Z)2=rij. Where
Z is the local (or ionic) eective charges, r is the distance between positive and
negative ions,  and  are empirical parameters. [7] But even in a highly ionic mate-
rial, most systems are far from the Madelung limit. For instance, the local eective
charge is 0.8 e in NaCl. [7, 8] Real materials always include covalent interactions
which refer to the forces between atoms when they share electrons. Figure 1.2 shows
an example of a system that is normally considered to be highly ionic, MnO. The
local eective charge is far from the ideal ionic limit because of the existence of
covalent interactions. It turns out that vibrational spectroscopy is well suited to
probing chemical bonding in a solid, as described below. In this work, we extend
this traditional analysis to include nanomaterials.
3
Figure 1.2: (a) Schematic view of an ideal ionic crystal of MnO made up of +2 and -2
ions. (b) Schematic view of a more realistic MnO crystal. Here, local eective charge
(ionicity) is given by +1.14 and -1.14 ions. The transparent regimes schematically
indicate electron clouds (total polarizability) that are shared by the involved atoms,
with electron density concentrated in the regions between atomic centers. [3]
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(a)
(c) (d)
(b)
Figure 1.3: (a) Photo of 2H-MoS2 fromWikipedia. (b) Friction coecient as function
of load. [9] (c) TEM images of IF-MoS2 nanoparticles. [1] (d) Commercial nanolu-
bricant. Figure courtesy of Prof. Reshef Tenne.
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1.2 Using Vibrational Spectroscopy to Understand
Charge and Bonding in Solids and Nanoma-
terials
Infrared vibrational spectroscopy is a powerful and microscopic technique for study-
ing charge and bonding based on the analysis of optical phonons in ionic solids.
This is because it is sensitive to the vibrational modes associated with dipole mo-
ment changes. [10{19] Using the relationship between the longitudinal and transverse
optic phonon frequencies (often called the LO-TO splitting) and high frequency di-
electric constant ("1(1)), it is relatively straightforward to quantify chemical bond-
ing from optical measurements of high-quality single-crystal samples. [10{19] The
Born eective charges, which describes the static and dynamic polarizations, can
be estimated using the q!0 limit technique and the Lyddane-Sachs-Teller relation
("1(1)((!LO)2   (!TO)2)  (ZB)2). From rst principle calculations such as density
functional theory, we can also quantify the chemical bonding in a solid. [19{24] In
that case, theoretical calculations provide a good check of our experimental work.
Figure 1.4 shows two typical examples of vibrational spectra in single crystalline
MoS2 and MnO from the literature. [13,18] Using a Kramers-Kronig or an oscillator
t analysis of the reectance, the authors estimated eective charge and chemical
bonding.
Charge and bonding analysis was well established in many bulk materials, such as
transition metal dichalcogenides and oxides. [12{19, 23{26] The physical and struc-
tural properties of MoS2 (Fig. 1.3(a)) provide an interesting basis for studies of
lattice dynamics. [12{15] In 1970's, researchers already calculated Born eective
charges, [27] (ZB  1.1 - 1.2 e (e is the electric charge) in the intralayer direc-
tion of bulk MoS2), [13,14] making it one of the more covalent systems of transition
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(a)
(b)
Figure 1.4: (a) Imaginary part of the dielectric function for 2H-MoS2. The data
points come from a Kramers-Kronig anaylysis of the reectivity, and the solid curve
is a damped classical oscillator t. [13] (b) Reectivity spectra of MnO at 5 K, 100
K, and 305 K. The lines are results of ts based on a generalized oscillator model.
The inset shows the splitting of the phonon mode below TN . [18]
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metal dichalcogenides. MnO is a typical transition metal oxide which is the parent
compound for many functional materials such as colossal magnetoresistant mangan-
ites. [26] Because of its simple rock salt structure and basic 3d electronic charac-
terization, MnO attracted a lot of attention from the charge and bonding point of
view. [16{19, 23, 24, 28] Previous infrared investigations of MnO focused on analysis
of the Restrahlen band, and evaluation of Born and local eective charges (ZB = 2.2
- 2.6 e, Z = 1.08 e for the Mn center). [16{19,23,24]
The discovery of nanoscale MoS2 and MnO opened up new opportunities for
the synthesis and study of new kinds of nanostructures with properties that dier
signicantly from the corresponding bulk materials based upon these enhanced prop-
erties. [29{48] Figure 1.3(c) and Fig. 1.5(a) display representative TEM images of
IF-MoS2 and 8 nm MnO nanoparticles. Various applications have been proposed for
nanomaterials. [9, 49{55] For example, Figures 1.3(d) and (b) show an application
of IF-MoS2 as a lubricant, and the nanoscale lubricant has reduced friction coe-
cient at a high load. Finite length scale eects play very important roles on these
applications. One challenge is understanding exactly how the microscopic aspects
of charge and chemical bonding should be quantied in nanomaterials. MoS2 and
MnO attracted our attention as rich systems with which to explore this development
because (i) charge and bonding analysis is well established in these systems in sin-
gle crystal form, [12{19] (ii) high quality nanoscale materials are available for our
research. [29{36] Our ndings motivated us to develop a new model on investigat-
ing phonon connements which oer the opportunity to probe fundamentally new
aspects of structure and chemical bonding in nanomaterials.
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(a)
(b)
8 nm
Figure 1.5: (a) TEM images of 8 nm MnO nanoparticles. [3] (b) TEM images of the
four dierent sizes of CoFe2O4 nanoparticles. [5]
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(a)
(b)
(c)
(d)
Figure 1.6: (a) Pressure-induced local structure distortions in Cu(pyz)F2(H2O)2
which reinforce magnetic dimensionality crossover. [69] (b) Relative frequency
change for a2 mode, which indicates a temperature-induced spin-phonon coupling in
Ni3V2O8. [70] (c) Close-up view of the absorption dierence spectra near 100 cm
 1
and a magnetic-eld-induced spin-phonon coupling in DyMn2O5. [71] (d) Magnetic-
eld-induced lattice distortion (tetragonal! monoclinic phase) in Mn3O4 measured
by Raman scattering at T = 39 K for H kk [110]. [72]
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1.3 Spin-Phonon Coupling in Solids
In the magnetic state, the interplay between spin and lattice becomes important
in materials because it gives rise to a lot of interesting mechanisms, such as the
spin-Teller and the magnetoelectric eects. [26, 56{59] The major challenge on un-
derstanding spin and lattice interaction is to estimate the inuence of magnetic
order on phonons. [60{68] Spectroscopies are essential tools to investigate lattice
vibrations. Figure 1.6 summarizes a wide variety of dierent spectroscopic results
for several typical magnetic materials. [69{72] There are several well-known external
stimuli that can drive magnetic phase transitions, including temperature, magnetic
eld, pressure, and electric eld.
These results show a fundamental and general mechanism of spin-phonon coupling
which can be understood by examining the equations of motion of the ions. When the
atomic centers in a unit cell vibrate, the exchange interactions become a function of
the displacement, and spin-spin interaction changes the eective phonon potential.
This generic mechanism couples spin to the lattice as !2 = !20 + hSi  Sji, [67,
68, 73, 74] where ! is the perturbed mode frequency (in the presence of spin-spin
interactions), !0 is the bare phonon frequency without spin-spin interactions,  is
the macroscopic spin-phonon coupling constant, and hSi Sji is the nearest-neighbor
spin-spin correlation function. The core of the spin-phonon coupling analysis is to
estimate the macroscopic spin-phonon coupling constant. Because  = 1

 J 00(u0), a
large coupling constant indicates a strong anharmonic eect of the magnetic exchange
J as a function of displacement, u, where  is the reduced mass. For example,
ZnCr2O4 has  = 6.2 cm
 1, [75] but MnF2 has  = 0.3 cm 1. [73] The magnetic
material with high symmetry usually has a large spin-phonon coupling constant.
[73, 75] Within the framework of this mechanism, spin-phonon coupling analysis
provides a deep understanding of spectroscopic results and brings a new opportunity
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to investigate magnetic properties of materials. [60{68] It can be tailored for a wide
variety of applications such as spintronics. [26,76,77] Because spin-phonon coupling
is a relatively new topic in magnetic materials, most investigations focus on the
bulk. [60{72]
1.4 Extending Spin-Phonon Coupling Models to
Nanomaterials: MnO and CoFe2O4
Infrared vibrational spectroscopy plays an important role in understanding magneto-
elastic coupling in a solid, which governs the properties of many complex materials
including superconductors, thermoelectrics, and multiferroics. [10{12,26,56,57,78{83]
Studies of the optical phonons through the phase transition of magnetic oxides, reveal
local lattice distortions, elucidate coupling mechanisms, and reveal microscopic spin
arrangements provide particular insight. [60{68, 70, 72, 73, 75, 84{88] A description
of spin-phonon coupling in oxides has, however, been one of the major challenges
of the past several decades. [18, 67, 68, 74, 75, 89] The opportunities to explore spin-
phonon coupling in nanomaterials is important on understanding nite length scale
eects. [31{36,90{100]
Transition metal oxides exhibit a plethora of fascinating phase transitions and
unusual magnetic properties due to the strong electron correlation and the strong
interplay between charge, spin, and magnetism. [101] When the materials are in the
magnetic state, the interplay between spin and lattice becomes important because
the ordered spin-spin interactions change the potential energy between the ions in a
solid. [26, 56{59] MnO and CoFe2O4 attracted our attention as classic magnetic ox-
ides with well-known magnetic structures. Others have also investigated spin-phonon
coupling of these systems. [18, 74, 102{104] At 118 K, MnO undergoes a transition
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from a strongly correlated paramagnetic insulator (PMI) to a type-II antiferromagnet
(AFMII). [74,102,105] The Neel transition is accompanied by a rhombohedral distor-
tion (Fig. 3.4(b)), evidenced in the lattice constants by exchange striction [106] and
the infrared spectrum as magnetic ordering-induced phonon splitting. [18] Below the
860 K Curie temperature (TC), CoFe2O4 presents long range collinear ferrimagnetic
order (with antiferromagnetic inter-sublattice exchange interactions). [103] The large
magnetic exchanges make the magneto-elastic coupling important at room temper-
ature. Both MnO and CoFe2O4 are available in nanoscale form, which makes our
work possible. Figures 1.5(a) and (b) displays representative TEM images of MnO
and CoFe2O4 nanoparticles. We investigate spin-phonon coupling in these systems
because (i) coupling in a magnetic oxide is anticipated to be large [68,75,86] and (ii)
connement eects [31{35,107{109] can be explored.
1.5 Science Summary
The scientic challenges addressed in this dissertation are summarized in Table 1.1.
The remainder of the document is organized as follows. The second chapter discusses
theoretical and experimental technique, and materials. Chapter 3 gives a literature
survey of selected interesting properties of MoS2, MnO and CoFe2O4. Chapter 4
presents the charge and bonding analysis of bulk and nanoscale MoS2. Chapter 5
is devoted to infrared vibrational properties of bulk and nanoscale MnO, focusing
on the ionicity and the spin-phonon coupling. Chapter 6 details the spin-phonon
coupling analysis in CoFe2O4 nanoparticles, with the goal of understanding the su-
perparamagnetic transition and surface spin disorder. Chapter 7 summarizes my
ndings.
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Table 1.1: Scientic problems addressed in this dissertation
Scientic problems
Model compounds used
to investigate scientic
problems
Scientic ndings
Charge and bonding analysis
IF-MoS2 MnO nanopar-
ticles. Refs. [1{3]
 Intralayer Born eective charge de-
creases strongly in IF-MoS2 due to the
phonon connement.
 Structure strain modies the polar-
izability of IF-MoS2 in the intralayer
direction.
 Born eective charge decreases 20%
for 8 nm MnO nanoparticles.
 Local eective charge (ionicity) de-
creases 12% for 8 nm MnO nanoparticles.
Spin-phonon coupling
MnO and CoFe2O4
nanoparticles. Refs. [4,5]
 Eective charges are sensitive to TN
for MnO.
 Weak spin-phonon coupling constant
for MnO nanoparticles compared with
bulk.
 Magnetic properties and spectroscopic
signature of the superparamagnetic tran-
sition in CoFe2O4.
 Surface spin disorder in CoFe2O4
nanoparticles.
 Spin disorder take places on the length
scale of the unit cell in CoFe2O4 nanopar-
ticles.
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Chapter 2
Materials and Methods
Light interacts with a solid in many dierent ways, such as absorption ((!)), re-
ectance (R(!)), transmittance (T (!)), and scattering. Infrared and optical spec-
troscopy analyze the reectance or the transmittance of the sample, which can be
described by the dielectric constants, as a function photon energy. The dielectric con-
stants are directly related to the lattice dynamics and electronic structure of a solid.
If the reectance is done over a wide frequency range, a Kramers-Kronig analysis
can correlate the measured data to the complex dielectric function, ~"(!). [110, 111]
We can extract the optical constants including optical conductivity (1(!)), plasma
frequency (!p), oscillator strength (S), and relaxation time ((!)) etc. These param-
eters often provide insight on the intrinsic properties of solids. Experimentally, the
reectance and transmittance are often carried out with combination of several light
sources, spectrometers, and detectors. This chapter will describe the experimental
and theoretical methods used in our spectroscopic work. It will also cover the use of
physical tuning parameter, such as temperature.
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2.1 Optical Properties of Solids
2.1.1 Maxwell's Equation and Optical Constants
The response of a solid to an external electric eld is characterized by three macro-
scopic vectors: the electric eld, E, the polarization, P , and the electric displace-
ment, D. The electric displacement of the medium is related to the electric eld and
polarization by
D = 0E + P = 0"E; (2.1)
where, 0 is the electric permittivity (8:854  10 12 Fm 1 in SI units), and " is the
dielectric constant of the medium. It is an extremely important parameter in the
understanding of the propagation of light in a solid.
The response of a materials to external magnetic eld is treated in a similar way
to the response of a solid in the electric eld. The magnetic ux density, B, is related
to the magnetic eld, H, and magnetization, M , by
B = 0(H +M) = 0H; (2.2)
where, 0 is the magnetic permeability of the vacuum (4 10 7 Hm 1 in SI units),
and  is the magnetic permeability.
The theoretical description of the interaction of radiation with matter and the
analysis of the experimental results are based on Maxwell's equations and on their so-
lution for time-varying electric and magnetic elds. In the long wavelength limit, the
propagation of electromagnetic wave can be described by the macroscopic Maxwell's
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equations [110,111]
r D =  (2.3)
r B = 0 (2.4)
r E =  @B
@t
(2.5)
rH = j + @D
@t
: (2.6)
where  is the free charge density, and j is the current density, which is related to
the conductivity, , and the electric eld by
j = E: (2.7)
The direction of the electric eld in an electromagnetic wave is called the polar-
ization. Solving Maxwell's equation 2.3-2.6, the x-polarized wave propagating along
the z direction as a plane wave. The components of the complex elds are of the
form
Ex(z; t) = Ex0e
i(kz !t) (2.8)
Ey(z; t) = 0 (2.9)
Hx(z; t) = 0 (2.10)
Hy(z; t) = Hy0e
i(kz !t): (2.11)
where k is the magnitude of the wave vector dened by k = 2

, where  is the
wavelength in the medium. ! is the angular frequency. On substituting Eqs.2.8 and
2.11 into Eq. 2.4 according to Eq. 2.2, we nd
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kEx0 = 0!Hy0 (2.12)
Hy0 =
Ex0
Q
: (2.13)
where Q = k
0!
=
q
0
0"
= 1
c0n
. Here, n is the refractive index of medium, and c is
the speed of light in free space.
The boundary conditions at the interface between two dielectrics gives
Eix + E
r
x = E
t
x (2.14)
H iy  Hry = H ty; (2.15)
where the superscript labels i, r, and t refer to the incident, reected, and transmitted
beams respectively. By using Eqs. 2.12 and 2.13, we can rewrite Eq. 2.15 as
Eix   Erx = ~nEtx; (2.16)
Equations 2.14 and 2.16 can be solved together to obtain
Erx
Eix
=
~n  1
~n+ 1
; (2.17)
This can be rearranged to obtain the reectance, R
R = jE
r
x
Eix
j2 = j ~n  1
~n+ 1
j2: (2.18)
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The complex refraction index [110,111]
~n(!) = n(!) + i(!); (2.19)
and the complex dielectric constant
~"(!) = "1(!) + i"2(!):
where  is the extinction coecient, and ~n(!) and ~"(!) are related by the following
equation
~n(!) =
p
~": (2.20)
We can work out explicit relationships between the real and imaginary parts of ~n
and ~"
"1 = n
2   2 (2.21)
"2 = 2n: (2.22)
One can introduce a complex conductivity, [110,111]
~(!) = 1(!) + i2(!):
We can also obtain the following relation
~"(!) = 1 +
i~(!)
!0
; (2.23)
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or
~"(!) = "1(!) + i"2(!) = "1(!) +
4i1(!)
!
: (2.24)
where 1(!) is the frequency dependent (optical) conductivity. In the case of weak
absorption, "1 = n
2   k2  n2, and v  c=n (v is the velocity in the medium), the
absorption coecient  can be written as
 =
4
"1v
=
4
nc
: (2.25)
2.1.2 Kramers-Kronig Analysis and Sum Rules
The dielectric function can be derived by Kramers-Kronig transformation of the
reectance spectrum.
On substituting Eq. 2.19 into Eq. 2.18, we nd that the power reectance is
given by,
R(!) = rr =
(n  1)2 + 2
(n+ 1)2 + 2
: (2.26)
The power reectance and phase-dispersion shift (!) are related by Kramers-
Kronig transformation: [110]
(!) =
!

Z 1
0
lnR(!)  lnR(!0)
!02   !2 d!
0
: (2.27)
Since reectivity
r =
p
Rei; (2.28)
and combining Eqs. 2.26, 2.27, and 2.28, n and k can be determined by R(!) and
(!). Then from Eqs. 2.20 and 2.24, the real part of optical conductivity can be
determined:
1 =
!"2
4
=
!nk
2
: (2.29)
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In Eq. 2.27, the integration is from zero to1. Since our optical measurements usually
cover the frequency range from far-infrared to ultraviolet, a proper extrapolation
should be used. In this dissertation, in the low-frequency range, Hagen-Rubens
relation, R(!) = 1   (2!=0)1=2, is used for metallic material; the low-frequency
reectance was extrapolated as a constant for semiconductor; in the high frequency,
the optical response is mimicked by R  ! e, where e varies from 0-4 and can be
determined by comparing the absorption and calculated optical conductivity.
Together with physical arguments about the behavior of the response in certain
limits, the Kramers-Kronig relation can also be used to derive sum rules. That is
Z 1
0
!"2(!)d! = 1=2!
2
p: (2.30)
Where !p is the plasma frequency.
2.1.3 Lorentz Model for the Behavior of Model Oscillators
Starting with the Lorentz model [27, 110], one has
m

x+m

x+m!20x = qE; (2.31)
where x is the relative displacement of positive and negative ions, q is the eective
ionic charge, m is the reduced mass E is the electric eld,  is the damping parameter
and !0 is the spring constant frequency. This model applies to a certain vibrational
mode of isolated oscillators such as gas phase molecules.
In a solid, due to the inuence of neighboring oscillators, so called depolarization
eect has to be considered. In this case E has to be replaced by the microscopic
eld [112]
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E ! Emic = E + P
0
; (2.32)
where Emic is the microscopic eld that is really acting on the oscillator, E is the
macroscopic eld that should be used to calculate the dielectric constant, P is the
polarization and  is the depolarization factor which depends on the topological
arrangement of the oscillators.
Then Eq. (2.31) becomes
m

x+m

x+m!20x = q(E + 
P
0
): (2.33)
Our goal is to nd the dielectric constant, in other words, the relation between
E and P . However, in Eq. (2.33), there are 3 unknown variables, x, E and P .
One needs to have one more equation in order to nd the E and P relation, which
will come from basically the denition of P . Assuming the polarization P is a
linear combination of Pi =
xq
V
, which comes from relative displacements of ions, and
Pe =
0
V
Emic which is due to the distortion of electron clouds, one has
P = Pi + Pe =
xq
V
+
0
V
Emic; (2.34)
where V is the volume for the oscillator,  is the polarizability of the oscillator.
Invoking Eq. (2.32), one has the second important equation
P =
1
1  =V (
xq
V
+
0
V
E): (2.35)
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Bringing together Eq. (2.33) and Eq. (2.35), we can get the dielectric constant
" = 1 +
P
0E
= 1 +
=V
1  =V +
q2
0mV (1  =V )2
1
!20   !21   !2   i!
: (2.36)
We immediately recognize this expression as a modication of the Lorentz model in a
solid (compared with that of isolated oscillator) because of the depolarization eect
and the polarizability. (When  = 0 and  = 0 , Eq. (2.36) reduces to the case of
isolated oscillator. [110])
2.1.4 Charge Bonding Models in Nanomaterials
The rigid ion model [10, 113] gives a precise relationship between the longitudinal
and transverse optic phonon frequencies (often called the LO-TO splitting) and Born
eective charge:
42c2
X
j
(!2LO;j   !2TO;j) =
Ne2
0"1(1)V
X
k
(ZB)
2
k
mk
: (2.37)
Here, !LO;j is the longitudinal optic phonon frequency for the j-th oscillator, Z

Bk
is Born eective charge on the k-th ion, N is the number of formula units in the
unit cell, V is the volume of the MoS2 formula unit, mk is the atomic mass of the
k-th atom, 0 is the permittivity of free space, e is the electronic charge, and c is
the speed of light. The sum rule,
P
ZB;k = 0, guarantees that the charge neutrality
condition is fullled. In other words, the sum of Born eective charges for all atoms
in the unit cell must vanish, element by element. [114] Unfortunately, Eq. (2.37) is
valid only when the LO-TO splitting of a single crystal sample is known. Thus, it is
not well-suited for assessing charge and bonding in nanomaterials as the latter are
often in powder form. We can nesse this problem by employing oscillator strength
changes (S) rather than LO-TO splitting, as described below.
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Equation (2.36) and the generalized Lyddane-Sachs-Teller relationship [8] provide
a way forward by articulating the relationship between dielectric constant, oscilla-
tor strength and the LO-TO splitting: "1(1)  (!2LO;j   !2TO;j) = !2TO;j  Sj. [2]
Substituting this result into Eq. (2.37), we see that Born eective charge can also
be calculated mode by mode from the knowledge of oscillator strength or eective
plasma frequency:
42c2
X
j
(!p;j)
2 = 42c2
X
j
!2TO;jSj =
Ne2
0V
X
k
(ZB)
2
k
mk
: (2.38)
Where !p;j is the eective plasma frequency for the j-th oscillator. Note that,
(!p;j)
2 = !2TO;jSj. This rendering is well-suited to the analysis of nanomaterials.
In an ionic solid, we need to consider the so-called depolarization eld, which
originates from the inuence of neighboring ions. The polarization, P = N
V
(Zx +
Eeff ), has two parts. The rst contribution is due to the relative displacements of
ions. The second results from electron cloud distortion around the polarizable ionic
centers due to the macroscopic electric eld E. Here, Z is the local eective charge
(or dynamic ionic charge),  is the polarizability in one direction of the unit cell,
Eeff is the microscopic electric eld (Eeff = E+

0
P ), n is the depolarization factor,
and P is the polarization. [27, 112] Using these relationships, we can evaluate local
eective charge and polarizability of the material as: [2]
ZB =
Z
1  N
V
(2.39a)
"1(1) = 1 +
N
V
1  N
V
: (2.39b)
To employ these expressions in real materials, we found that several technical
corrections had to be employed. They include density, orientation, surface scattering,
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and capping ligand eects. These issues will be discussed in the text.
The charge and bonding analysis is based on a point charge model in an ionic solid.
Using the infrared or Raman spectrum, we can estimate the Born and local eective
charge as the translational symmetry, the depolarization eld and the electron cloud
distortion are considered in the system. The results are in good agreement with
density functional theory (DFT) calculations, which indicates that a point charge
model is capturing chemical bonding away from the Madelung limit. For example, the
evaluation of Born eective charges for the Mn center is about 2.6 e using the charge
and bonding analysis [3] compared to the value of 2.2-2.6 e using DFT calculations.
[19]
2.2 Spectrometers
2.2.1 Bruker IFS 113v Fourier Transform Infrared Spectrom-
eter
The majority of the far-infrared (30-600 cm 1) and middle infrared (500-5000 cm 1)
reectance and transmittance spectra in this work were obtained by using Bruker
IFS 113v Fourier Transform Infrared (FTIR) spectrometer. The schematic of the
optical components of the Bruker IFS 113v FTIR spectrometer is illustrated in Fig.
2.1. The spectrometer is divided into four chambers { source, interferometer, sample,
and detector. Light from the source chamber is focused on the beamsplitter at a small
angle of incidence, and is split into two beams, i.e., one reected and one transmitted.
Both reected and transmitted beams go to a moving two-side mirror, which gives a
path length dierence. Then the two beams are recombined at the beamsplitter and
directed through the sample chamber to the detector. The entire system is operated
under vacuum.
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Figure 2.1: Optical layout of the Bruker 113V FTIR spectrometer.
A. Source Chamber; a- Tungsten lamp, Hg arc lamp, glowbar; b- automated aperture. B.
Interferometer Chamber; c- optical lter; d- automatic beamsplitter changer; e- two-sided
moving mirror; f- control interferometer; g- reference laser; h- remote control alignment
mirror. C. Sample Chamber; i- sample focus; j- reference focus. D. Detector Chamber; k-
far- and middle infrared deuterated triglycerine sulfate (DTGS) detector, far-infrared Si
bolometer detector.
Figure 2.2: Schematic diagram of the Michelson interferometer
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a) Interferometer and beamsplitters
The Bruker IFS 113v uses Genzel-type interferometer, which is similar to a
Michelson interferometer. A Michelson interferometer is illustrated in Fig. 2.2.
Here, the incident beam is split into two parts by a beamsplitter. Half of the radia-
tion transmitted by beamsplitter is reected from the movable mirror M2. The other
half is reected onto the xed mirror M1. Both beams are recombined again at the
beamsplitter, and recorded by detector D. The intensity of the recombined beams
I(x) (interferogram function) depends on the path dierence between the xed mir-
ror M1 and the moving mirror M2. The plot of I(x) as a function of path dierence
x is known as an interferogram. If M2 travels at a constant velocity, the relation
between interferogram function I(x) and the source intensity B(!) is given by
I(x) = 1=2
Z 1
0
B(!)cos2!dx;
where ! is the frequency in wavenumbers. I(x) is the cosine Fourier transform of
B(!), and contains complete information about the spectrum. Thus, the Fourier
transform of the interferogram gives the single beam infrared spectrum. The typical
transmittance or reectance spectrum is the ratio spectrum of sample to reference.
In the Bruker IFS 113v, a secondary laser/white light interferometer physically
attached to the main Genzel-type interferometer (as shown in Fig. 2.1) provides
an \optical marker" to initiate the start of spectrum data acquisition and also to
precisely determine the optical path dierence and speed of the main moving mirror.
The design is essential for accurate Fourier transformation.
b) Source, beamsplitter, detector, and accessories
In order to obtain the best far- and middle-infrared spectrum, we have to choose
the appropriate combination of sources, beamsplitters, detectors, and polarizers.
Table 2.1 lists the typical operating parameters.
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Table 2.1: Bruker IFS 113v operating parameters
Range (cm 1) Beam splitter Opt. Filter Source Polarizer Detector
10-50 Mylar 50  Black PE Hg arc 1 bolometer, DTGS
30-120 Mylar 23 Black PE Hg arc 1 bolometer, DTGS
50-240 Mylar 12 Black PE Hg arc 1 bolometer, DTGS
100-600 Mylar 3.5 Black PE Hg arc 1 bolometer, DTGS
450-4000 KBr open Globar 2 DTGS
PE = polyethylene. Polarizer 1 = wire grid on oriented PE, Polarizer 2 = wire grid on AgBr
Typically, an external He-cooled Si bolometer detector made by Infrared Labora-
tory Inc. is used for far-infrared measurements. The intensity of a blackbody source
becomes very weak in the far-infrared region, and the room-temperature DTGS de-
tector does not have sensitivity to provide suciently high signal-to-noise ratio. The
INFRARED Laboratory Inc. bolometer provides a much higher sensitivity (>100
times better than DTGS) and lower noise level (less than 1% at liquid helium tem-
perature).
The spectra taken with dierent beamsplitters are merged together to give the
whole spectrum in the far- and middle- infrared. The spectrum can be merged with
the data taken with our Perkin-Elmer -900 spectrometer, if necessary.
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Figure 2.3: Optical path diagram of Bruker IRscope II. 1,16-visible light source;
2,19- visible light aperture; 3,22- motorized switch mirror; 4,18- optional iris or knife
edge aperture; 5,9,10,17- beamsplitter changer; 6- Objective lens; 7- Sample; 8- Iris
or knife edge aperture which denes the area of sample analyzed; 12- binocular
eyepiece; 13- two position detector selection mirror; 14- mirror routing to detector;
15- detector; 20- condenser; 21- IR beam (from spectrometer); 23,24-camera port;
25,26,27- polarizer.
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2.2.2 Bruker Equinox 55 Microscope
The Bruker IR Scope II is designed for accurate measurement of micro samples, or
small areas on larger samples. In our lab, Bruker IRscope II combined with Bruker
Equinox 55 FTIR spectrometer can be used to obtain the spectrum from the middle-
infrared to visible range. It is ideal for small crystals, small edges of a crystal, and
checking the absolute reectance level obtained on the other instruments.
Bruker Equinox 55 FTIR spectrometer is equipped with a Globar source, two
beamsplitters, and a DTGS detector. It has an external port to transfer the incident
light to the IRscope II. IRscope II has three objectives (4, 15, and 30), and
several detectors (MCT, InPb, and Si diode) to cover the energy range from 600-
16000 cm 1.
Figure 2.3 shows the optical path of Bruker IRscope II. The IRscope II can
measure reectance or transmission of the sample by changing the orientation of
mirror 22. The infrared or visible mode can be chosen depending on the orientation of
mirror 3 (reectance mode) or 17 (transmission mode). The detector can be changed
by ipping mirror 13. Table 2.3 lists the operating parameters of Bruker Equinox 55
FTIR spectrometer combined with IRscope II. The spectrometer is operated under
N2 purge.
2.2.3 Perkin-Elmer -900 Spectrometer
The near-infrared (NIR)/Visible (Vis)/Ultraviolet (UV) spectra in this dissertation
were measured on the Perkin-Elmer -900 Spectrometer. The Perkin-Elmer -900
Spectrometer features an all-reecting, double-monochromator, double-beam optical
system. The energy range covered by the -900 Spectrometer is 3300-190 nm (
3000-52000 cm 1). The spectrometer is operated under nitrogen purging. The optical
system is depicted schematically in Fig. 2.4.
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Table 2.2: Bruker IRscope II operating parameters
Range (cm 1) Source Beam splitter Detector
600-8000 Globar KBr MCT
7500-12500 with near-infrared polarizer Tungsten Quazi InPb
12300 -16000 with visible polarizer Tungsten Quazi Si diode
Figure 2.4: Optical layout of Perkin-Elmer -900
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Table 2.3: -900 operating parameters
Range (cm 1) Source Gratings Detector
3100-14250 Halogen Lamp 1200 lines/mm PbS
11240-31330 Halogen Lamp 1200 lines/mm Photomultiplier
31330-52000 Deuterium Lamp 2400 lines/mm Photomultiplier
There are two radiation sources, a deuterium lamp (DL) and a halogen lamp (HL).
Halogen lamp is used for NIR and Vis range, and deuterium lamp is used for UV
range. Source change is controlled by ipping mirror M1. The radiation of source is
reected by mirror M2, M3, and passes optical lter FW. Then, the beam is brought
in monochromator I through M4, slit SA, and M5. Depending on the desired wave-
length range, the collimated radiation beam strikes either the 2400 lines/mm grating
or the 1200 lines/mm grating. The rotation position of the grating eectively selects
a segment of the spectrum, reecting this segment to mirror M5, to go through the
exit slit, and enter Monochromator II. The advantage of the double-monochrometer is
to maintain high spectral purity with an extremely low stray radiation content. The
automatic grating change during monochromator slewing avoids the time-consuming
re-alignment of the optics pathway due to themonochromator change.
The double beam is achieved via the chopper assembly C. As the chopper rotates,
a mirror segment, a window segment and two dark segments are brought alternately
into the radiation beam. When a window segment enters the beam, radiation passes
through to mirror M9 and is then reected via mirror M10 to create the reference
beam (R). When a mirror segment enters the beam, the radiation is reected via
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mirror M100 to form the sample beam (S). When a dark segment is in the beam
path, no radiation reaches the detector, permitting the detector to create the dark
signal (D). Then, the measured spectrum is expressed as
spectrum = (S  D)=(R D):
Two detectors are used in the Perkin-Elmer -900 spectrometer. A photomulit-
plier is used in the UV/Vis range while a lead sulde (PbS) detector is used in the
NIR range. Detector change is automatic by rotating mirror M14 during scans.
2.2.4 Reectance Stage and Polarizers
To measure the absolute reectance spectrum, a reectance stage (as shown in Fig.
2.5) is used to bring the near normal incident (<6) light to a solid sample or reference
mirror. An aluminum mirror is usually used as a reference material to obtain a
baseline scan, then the reectance spectrum of the sample is measured relative to
the baseline. The absolute reectance spectrum (RAbs:) of the sample is obtained by
renormalizing the measured spectrum (RMeas:) with absolute Al mirror reectance
(RAl) using RAbs: =
RMeas:
RAl
.
The optical theory outlined in Section 2.1 is based on Maxwell's equations (2.3{
2.6) and Eqs. 2.1, 2.2, and 2.7. These equations are the material equations for an
isotropic medium. In an anisotropic crystal, ~D and ~E are related by the following
form:
Dx = "xxEx + "xyEy + "xzEz; (2.40)
Dy = "xyEx + "yyEy + "yzEz; (2.41)
Dz = "zxEx + "zyEy + "zzEz: (2.42)
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Figure 2.5: Reectance set-up for (a) Bruker IFS 113v FTIR and (b) Perkin-Elmer
-900
The nine qualities "xx, "xy, ...are constants of the medium, and constitute the dielec-
tric tensor. It is always possible to nd a set of axes, the principle dielectric axes,
such that the complex dielectric tensor can be put into diagonal form, i.e.,
"(q; !) =

"xx 0 0
0 "yy 0
0 0 "zz

: (2.43)
Along the principle axes, ~D and ~E have the same directions. Since the dielectric
tensor varies with frequency, the directions of the principal axes may also vary with
frequency. This dispersion of the axes can arise only in crystals with monoclinic and
triclinic symmetry. In the reectance experiment on single crystals, the principal axes
can be determined by considering the crystal shape and measuring the polarization
dependence of the reectance response in order to nd the dielectric tensor along the
principle axes of the single crystals.
For nanoscale materials and powders, the orientations of the crystallographic axes
will be random in the pellet due to dierent pressures and other conditions. For a
triclinic sample, the total "tot(!) along the direction of electric eld E is
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"tot(!) =
NX
i=1
v!2p;isin
2
!2i   !2   i!i
+
NX
j=1
v!2p;jsin
2sin2'
!2j   !2   j!j
+
NX
k=1
v!2p;ksin
2cos2'
!2k   !2   k!k
+"1;tot(1):
(2.44)
where !i is the TO frequency of the ith oscillator, and !p;i is the eective plasma
frequency (or oscillator strength), i is the damping factor of corresponding mode,
"1;tot(1) is the total high-frequency dielectric constant,  is the polar angle between
E and z axis, and ' is the the azimuth angle, N is the number of formula units in
the unit cell, v is the relative density of a powdered vs. single crystalline sample.
Using Eq. 2.44, a tting analysis can be carried out based on the measured
infrared vibrational spectra of a nanoscale material or a bulk. A Kramers-Kronig
analysis of the reectance can also obtain all the optical constants of the material.
As we gure out , the intrinsic values of !p and "1(1) can be obtained by the
application of appropriate corrections for density and orientational eects. Using
Eqs. 2.38, 2.39a, and 2.39b, we can evaluate charge and bonding in the sample. The
results are important for understanding nite length scale eects in the nanoscale
material.
2.2.5 Low-Temperature Techniques
The low-temperature measurements were carried out with an open-ow cryostat.
For the low-temperature experiments with the Bruker IFS 113v and Perkin-Elmer
-900, an APD LT-3-110 Heli-Tran Liquid Transfer Refrigeration system with dual
temperature sensors together with a Lakeshore Model 330 temperature controller
were adapted. The principles of operation are illustrated in Fig. 2.6. Cooling is
accomplished by a controlled liquid He transfer through a high ecient transfer line
to a heat exchanger adjacent to the sample interface. A needle valve at the end of the
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Figure 2.6: Set-up of LT-3-110 Heli-Tran liquid transfer line and cryostat.
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Heli-Tran transfer line permits precise control of the ow rate. The cooling rate can
be regulated by changing the pressure of the supply dewar, adjusting the owmeter
and optimizing the position of the needle valve. It often takes about 25 minutes to
precool the system, and the lowest stable temperature obtained is  5 K.
To improve the thermal contact, crycon grease is placed between the cold stage of
the cryostat and the sample holder, and the sample is mounted on the sample holder
with GE Varnish and silver paste. There are two thermal sensors inside the cryostat,
one is embedded in the tip of the cold stage, the other one is mounted on the sample
holder. In this conguration, the temperatures provided by the two sensors allow us
to estimate the real sample temperature.
2.3 Materials of Interest and Measurement De-
tails
2.3.1 Inorganic Fullerene-Like MoS2 Nanoparticles
IF-MoS2 was synthesized by a gas phase reaction from MoO3 powder by a three-
step procedure in a vertical bed reactor. [37] The resulting nanoparticles ranged in
size from 30-70 nm in diameter (Fig. 2.7). 2H-MoS2 was purchased directly from
Alfa Aesar (99%). Pressed pellets were prepared for investigating their dynamical
properties. Note that the theoretical calculated density of 2H-MoS2 single crystal
is 4.996 g/cm3, and the actual densities of bulk and nanoparticle pellets are 3.5
g/cm3. Pellets were prepared using a 5 mm die with very modest pressure, so we do
not anticipate that density will approach that of a single crystal as it would if high
pressures were employed. Once we measure the weight (m) and pellet thicknesses
(h), we can straightly estimate the density () as  = m
5210 2h . We nd that pellet
densities are 70% of the single crystal density, a dierence that we correct for in
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our analysis. [115]
Near normal infrared reectance was measured over a wide frequency range using
a series of spectrometers including a Bruker 113V Fourier transform infrared spec-
trometer, an Equinox 55 Fourier transform instrument (equipped with a microscope
attachment), and a Perkin Elmer Lambda 900 grating spectrometer, covering the
frequency range from 25 - 52000 cm 1. A helium-cooled bolometer detector was
employed in the far-infrared for added sensitivity. 0.5 cm 1 resolution was used in
the infrared, whereas 3 nm resolution was employed in the optical regime. A 2000
A aluminum overcoat was used to correct for the associated scattering eects. A
Lorenzian oscillator analysis was used to (i) t the measured reectance and (ii) cal-
Figure 2.7: TEM image of MoS2 Nanoparticles. [1]
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culate the optical constants from the extracted parameters, yielding information on
the dispersive and lossy response of each material. [15] A Kramers-Kronig analysis
can also be used to obtain the optical constants. [110]
2.3.2 Bulk and Nanoscale MnO and Spectral Corrections
MnO Nanoparticle Synthesis
MnO nanoparticles were synthesized using a manganese-fatty acid salt combined
with an additional activating/directing agent in 1-octadecene. [116, 117] Manganese
(II) chloride tetrahydrate, myristic acid (HMy; CH3(CH2)12CO2H), tetramethylam-
Figure 2.8: STEM image of 8 nm MnO nanoparticles. The inset contains a his-
togram indicating the average size distribution. This method reproducibly yields 8
nm particles. Our growth process was not able to produce a variety of sizes. [3]
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monium hydroxide pentahydrate, 1-octadecene (ODE), 1-octadecanol, methanol,
toluene, and acetone were purchased from Fisher Scientic and used as received.
Step 1: Mn(My)2 synthesis. Formation of MnO nanoparticles was based upon
modication of non-injection synthetic schemes reported recently by Peng and cowork-
ers. [116,117] In a typical synthesis, 10 g HMy was dissolved in 100 mL methanol and
neutralized by adding dropwise exactly one equivalent (7.1 g) of tetramethylammo-
nium hydroxide pentahydrate in 30 mL anhydrous methanol while stirring. To this
solution, half an equivalent (3.9 g) of MnCl25H2O dissolved in methanol was slowly
added while stirring. Immediately, a white precipitate of Mn(My)2 formed, and the
reaction was stirred for 1 hour to ensure completion. The Mn(My)2 precipitate was
ltered and washed no less than ve times with methanol and dried under vacuum
overnight to remove any remaining methanol.
Step 2: MnO synthesis. Mn(My)2 (2g), HMy (0.45g), and ODE (30 mL) were
combined in a 100 mL 3-necked ask and heated to 305 C while stirring under Ar
for 5 min (for 8 nm particles) during which the solution developed a deep brown-
ish black color signifying the formation of MnO nanoparticles. The resulting MnO
nanoparticles were precipitated with acetone and centrifuged at 8000 rpm for 10 min
followed by removal of the supernatant liquid. The particles were then re-suspended
in toluene and precipitated again using either acetone or methanol as anti-solvent.
This precipitation/re-suspension procedure, which represents one cleanup cycle, was
repeated no less than three times to achieve uncontaminated MnO nanoparticles.
Our growth process was not able to produce a variety of sizes.
MnO Nanoparticle Characterization
Scanning transmission electron microscopy images were taken on a Hitachi HD2000
STEM. The nanoparticles were rst dispersed in toluene or hexane, and then a
40
copper grid covered in a carbon type A thin lm with Formvar backing (Pella) was
dipped into the solution and allowed to dry in air. The size and distribution of
the nanoparticles for a given sample were determined using Scion Image software.
Representative STEM images of 8 nm MnO nanoparticles are displayed in Fig. 2.8
(size distribution histogram inset) providing evidence the samples are composed of
well-dened nanoparticles with a low degree of agglomeration. The average particle
diameter estimated from transmission electron microscopy is 8  1.8 nm (Fig. 2.8),
consistent with that obtained from x-ray diraction.
Figure 2.9 shows the X-ray diraction (XRD) pattern of 8 nm MnO. The XRD
experiments were carried out on a Philips X'Pert Pro diractometer with Cu K
( = 1.54060 A) radiation. By analyzing the line widths from the Rietveld ts, an
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Figure 2.9: 300 K x-ray diraction pattern of 8 nm MnO nanoparticles. [3]
41
average particle size of 9.8 nm was extracted using the Scherrer formula. The average
size of the nanoparticles as determined by STEM correlates well with the diameter
calculated from XRD data indicating that the particles are single crystalline. Further,
no peaks from other Mn-O phases or other byproducts originating from the synthesis
procedure were detected, indicating a high purity of the MnO nanoparticles obtained
by our synthetic route. The recovered lattice parameter value of a0 = 4.439 A agrees
well with the reported data for the bulk crystals, a0 = 4.445 A (ICDD PDF no.
7-230). [118] The nanoparticles are isostructural with the bulk within our sensitivity.
[119]
Thermogravimetric analysis (TGA) was carried out using a TA Instrument Q-
50 TGA. Figure 2.10 shows the presence of organic capping ligands evidenced from
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Figure 2.10: TGA curve for the 8 nm MnO nanoparticles. The experiment was
carried out in a nitrogen atmosphere at a heating rate of 10 C min 1. [3]
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the TGA curve. For 8 nm particles, the organic capping ligands are fully removed
around 470 C. The mass fraction of organic capping ligands is about 25%. This
result establishes xCap  0:25. The presence of organic capping ligands stabilizes the
uncompensated surface and helps to avoid the oxidation of the MnO nanoparticles.
MnO Single Crystal, Bulk Powder, and Nanoparticles
For comparison, a well-polished (100) oriented MnO single crystal and MnO bulk
powder (99.99+%) were purchased directly from Princeton Scientic and Sigma
Aldrich, respectively. The average particle diameter in the bulk powder was 0.25
mm. Pressed pellets of nanoscale and bulk powder MnO were prepared in order to
investigate their dynamical properties. Pellet densities are 47 and 74% of the
single crystal density. [120] Figure 2.11 displays photographs of all sample surfaces.
As expected, the highly-polished single crystal (Fig. 2.11(a)) is of optical quality,
whereas surface roughness eects are evident in the bulk powder (Fig. 2.11(b))
and nanoparticle (left-hand image, Fig. 2.11(c)) pellets. The right-hand side of
Fig.2.11(c) shows a transmission electron microscopy image of 8 nm nanoparticles.
 !" #"
 $"
Figure 2.11: (a) Photo of the single crystal surface. (b) Photo of the bulk powder
pellet surface. (c) Right: photo of the nanoparticle pellet surface. Left: a TEM
image of 8 1:8 nm nanoparticles. The scale bar is 100 nm. [3]
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Vibrational Spectra and Spectral Corrections
Near normal infrared reectance was measured using a series of spectrometers includ-
ing a Bruker 113V Fourier transform infrared spectrometer, an Equinox 55 Fourier
transform instrument (equipped with a microscope attachment), and a Perkin Elmer
Lambda 900 grating spectrometer, covering the frequency range from 25 - 52000
cm 1. A helium-cooled bolometer detector was employed in the far infrared for
added sensitivity. 2 cm 1 resolution was used in the infrared, whereas 3 nm reso-
lution was employed in the optical regime. As mentioned above, surface roughness
eects are important for both the bulk powder and nanoparticle pellets. A 2000 A
aluminum overcoat was used to correct for the associated scattering eects. [121]
We also sought to account for the spectral contribution of the capping ligand in the
nanoparticle response. [122] This was done with a traditional two-layer multiple re-
ectance model, [123] shown schematically in the upper left inset of Fig. 5.1(a). [124]
Combining the various reectance and transmittance processes, we can express the
reectance of nanoscale MnO as RMnO =
RMeas RCap
1 2RCap+RcapRMeas . Here, RMnO is the cor-
rected reectance of nanoscale MnO, RCap is the reectance of capping ligands in
isolation (assumed to be constant at 0.022, a reasonable value for an organic), and
RMeas is the measured reectance. The upper right inset of Fig. 5.1(a) shows a
comparison of the measured and corrected reectance of the nanoparticles. The net
eect is to shift the reectance to give a better dened plasma edge. The various
capping ligand, density, and scattering modications are summarized in Table 2.4.
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Table 2.4: Summary of the sample and spectral corrections used in the MnO project.
Correction Single crystal Bulk powder Nanoparticles
Surface - Aluminum Aluminum overcoat
scattering overcoat
Capping ligand - - Two layer model
reectance
Pellet densitys - 0.74 densitya 0.47 density scaling factora
eects scaling factor
Quantity of - - Thermogravimetric analysis
capping ligand xCap = 0.25, xMnO = 0.75 b
a This is the density relative to that of the single crystal.
b The mass fractions xCap and xMnO account for the relative quantity of mysteric acid ligand and
MnO, respectively, in the sample.
2.3.3 CoFe2O4 Nanoparticles
Nanoparticle Synthesis
Our CoFe2O4 nanoparticles were prepared by high-temperature decomposition of the
metal precursors following the method presented by Sun et al. [100,125] All chemicals
were used as received from Sigma-Aldrich and handled in a N2 lled glovebox except
for the capping agents. The cobalt and iron acetylacetonates (acac) were reuxed in
benzyl ether at relatively high temperatures (260 C) in the presence of oleylamine
and oleic acid. Nanoparticles with sizes between approximately 5 and 14 nm were
obtained by varying the reaction time or the amount of surfactants. For the synthesis
of about 5 nm particles Co(acac)2 (1 mmol), Fe(acac)3 (2 mmol), oleic acid (6 mmol)
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and oleylamine (6 mmol) were mixed in 20 ml benzyl ether under N2. The mixture
was rst heated at 200 C for 30 min and then at reux for another 30 min. After
cooling down the particles were collected by adding 50-70 ml ethanol (and a small
amount of toluene to remove the particles from the magnetic stir bar) and subjected
to centrifugation (15 min). The product was dissolved in about 10 ml toluene and
re-precipitated with 50-70 ml ethanol to remove the surfactants. To obtain 7 nm
particles the same mixture was heated at 200 C for 60 min and at reux for 120
Figure 2.12: X-ray diraction data (black open circles) and Rietveld prole ts (or-
ange solid line) of the CoFe2O4 nanoparticles. The sizes were calculated by Scherrer-
broadening using the (440) spinel reection. [5]
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min. The 10 nm particles were prepared as above with 4.5 mmol oleylamine and
oleic acid and the 14 nm particles were prepared with 1.5 mmol oleylamine and
oleic acid. Spinel nanoparticles are also accessible by a number of other synthetic
methods, [126{129] although as indicated above, we followed the procedure discussed
in Sun's paper. [100,125].
Structure and Size Determination
Figure 2.12 shows the x-ray diraction patterns of the dierent sized nanoparticles.
These were collected on powder samples using a Philips MRD diractometer with
Cu-K radiation ( = 1.5418 A) and a graphite monochromator. Data were acquired
over the angular range 25-65 (2) with a step size of 0.1 (2). The x-ray data were
subject to Rietveld renement and the Scherrer-broadening formula using the (440)
spinel reection. The recovered lattice parameter values are 8.4179(3), 8.4160(2),
8.4119(1), and 8.4143(1) A for 5.0, 7.1, 10.4, and 14.0 nm particles, respectively.
They are almost identical within our sensitivity. X-ray analysis indicates that the
nanoparticles are essentially isostructural with the bulk. The preparation of pure
CoFe2O4 nanoparticles is also conrmed by energy dispersive x-ray spectroscopy.
As discussed below, the particle sizes determined by x-ray diraction and TEM are
fairly consistent. We feel, however, that analysis of x-ray peak Scherrer broadening
is the superior method for providing particle size in this case because it samples a
large number of particles and provides a robust average size. This is in contrast to
TEM, which advantageously furnishes a size distribution but samples a relatively
small number of particles on the grid.
Transmission electron microscopy images of the four dierent sizes of CoFe2O4
nanoparticles were obtained in order to verify particle size and determine the size dis-
tribution in the samples. Figure 2.13 shows that the particles are fairly monodisperse.
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The average size of the nanoparticles (5.80.7, 7.80.9, 15.62.7, 15.62.6 nm re-
spectively), which correlates well with the diameter calculated from x-ray diraction
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Figure 2.13: Transmission electron microscopy images and histograms of the four
dierent sizes of CoFe2O4 nanoparticles. The sampling number is70 in each case. [5]
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data, indicating that the particles are single crystalline. The transmission electron
microscopy sizes are larger than those determined from x-ray diraction. This is
a common nding, but it's especially true for the 10 nm CoFe2O4 sample, which
has the broadest size distribution. This nding illustrates the challenge of particle
size distribution by TEM (which provides only local area information). We therefore
elect to refer to our particle sizes by the average values as determined from a Scherrer
broadening analysis. We summarize this data in Table 2.5.
Table 2.5: Size estimates from Scherrer-broadening and TEM and eects on the coer-
civity trends for pressed powders. Note that TEM provides a particle size distribution
(and error bars on the average particle size), whereas x-ray diraction measures an
average particle size and does not yield error bars.
dXRD dTEM HC (300 K) HC (5 K) MR/MS (300 K) MR/MS (5 K) TB
(nm) (nm) (Oe) (Oe) (K)
5.0 5.8 0.7 0 17320 0 0.79 245
7.1 7.8 0.9 0 17290 0 0.81 257
10.4 15.6 2.7 210 16600 0.13 0.80 >300 K
14.0 15.6 2.6 300 13800 0.19 0.82 >300 K
Magnetic Properties
The magnetic hysteresis loops for pressed powder samples were measured by a su-
perconducting quantum interference device, and coercivity was extracted from the
loop width. The 300 K hysteresis loops for pressed powder samples of the 5 and 7
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Figure 2.14: 5 K (dashed line) and 300 K (solid line) hysteresis loops for 5 and 14
nm CoFe2O4 nanoparticles. [5]
50
nm CoFe2O4 nanoparticles are shown in Figure 2.14 and the associated insets. The
nanoparticles show a lower coercivity at 300 K compared to bulk CoFe2O4, which is
about 980 Oe. [130] Table 2.5 shows the coercivities are 0, 0, 210, and 300 Oe for 5.0,
7.1, 10.4, and 14.0 nm particles, respectively, which indicates the superparamagnetic
state of 5 and 7 nm particles. The reduced remanence MR/MS, obtained from sat-
uration magnetization MS and remanence MR, usually depends on the symmetry of
the easy axis and the orientation of the easy axis with respect to the applied eld.
The reduced remanence MR/MS (Table 2.5) also conrms the superparamagnetic
state for these two small sizes of nanoparticles.
Figure 2.14 also shows a comparison of the 5 K hysteresis loops for pressed powder
samples of the two end members. As indicated in Table 2.5, coercivities are far from
zero, and even the smallest particles have a very high coercivity. With increasing
particle size, HC has a step and then decreases. The obtained values of MR/MS
are close to the theoretical value of 0.83 for particles with cubic anisotropy and a
randomly oriented cubic easy axis. [131{133]
Zero-eld cooled (dashed line) and eld-cooled (solid line) magnetization of the 5
and 14 nm CoFe2O4 nanoparticles are shown in Fig. 2.15. The blocking temperature,
TB, is 245 K for the 5 nm particles, but it is larger than 300 K for the 14 nm
particles. Table 2.5 summarizes the magnetic parameters for the four dierent sizes
of CoFe2O4 nanoparticles. These ndings are in line with previous studies of the
blocking temperature. [132]
Sample Preparation and Vibrational Spectroscopy
Nanoparticles were synthesized as discussed in the previous section. Nanoparticles
with sizes between approximately 5 and 14 nm were shown in Fig. 2.13. All of the
CoFe2O4 nanoparticles of interest here are single-domain. [134] For comparison, bulk
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Figure 2.15: Zero-eld cooled (dashed line) and eld-cooled (solid line) magnetization
curves for 5 and 14 nm CoFe2O4 nanoparticles, with a eld of 1000 Oe. TB = 245
K for the 5 nm particles and is above 300 K for the 14 nm sample. [5]
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CoFe2O4 powder (99.31%) was purchased directly from Alfa Aesar. [135, 136] Here,
the crystallites are 0.1 mm diameter on average.
For our spectroscopic work, the bulk powder and nanoparticles were mixed with
paran (3 mass percent) to form isotropic composites. Transmittance was mea-
sured using a Bruker 113V Fourier transform infrared spectrometer (20 - 5000 cm 1;
0.5 cm 1 resolution) at room temperature. A helium-cooled bolometer detector
was employed for added sensitivity. The absorption coecient was obtained as
(!) =   1
hd
lnT (!), where h is the loading, d is the thickness, and T (!) is the mea-
sured transmittance. Low temperature experiments were carried out with an open
ow cryostat. Traditional peak tting techniques were employed as appropriate.
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Chapter 3
Literature Survey
As the extent of a solid is reduced to nanoscale dimensions, the physical, magnetic,
electrical, and optical properties can be dramatically altered. Many groups have a
strong interest in size-shape control of properties and reactivities that depend on
an intimate coupling with the lattice. One challenge is to understand exactly how
the microscopic aspects of chemical bonding should be quantied in nanomaterials.
Another challenge is to understand the signatures of the spin-phonon coupling in
nanoscale materials. Model compounds, such as layered MoS2, antiferromagnetic
MnO, and ferrimagnetic CoFe2O4, bring the opportunities to investigate these inter-
esting phenomenons in nanoscale materials. In this chapter, I will review some of
the most interesting problems in these three materials. I will also review the current
approaches of the charge and bonding analysis, and the magneto-elastic coupling
analysis.
3.1 MoS2
MoS2 is a well-known transition metal dichalcogenide because of its two-dimensional
physical and electronic structure, and its excellent modern tribological properties.
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Figure 3.1: Crystal structure [137] and displacement patterns of infrared active E1u
and A2u vibrational modes [138] in 2H-MoS2. [1]
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[42, 43, 45] The structure of 2H-MoS2 belongs to the P63=mmc space group. [137]
The atomic centers (six per primitive cell) are arranged in sheets parallel to the base
of the hexagonal unit cell (Fig. 3.1(a)). One consequence of this architecture is the
low-dimensional electronic structure which consists of strong bonding in the ab plane
and weak van der Waals interactions between layers. [138] Each MoS2 slab contains
a layer of metal centers, sandwiched between two chalcogen layers, with each metal
atom bonded to six chalcogen atoms in a trigonal prismatic arrangement (D3h local
symmetry). MoS2 is a semiconductor with indirect and direct band gaps of 1.23 and
1.74 eV. [139] Since the optical band gaps are well-matched to the solar spectrum,
these materials are used for electrodes in high eciency photoelectrochemical cells
and phototransistors. [140,141]
Group theory predicts 18 vibrational modes: 2A2u + 2E1u + A1g + E1g + 2E2g
+ 2B1g + B2u + E2u. [138,142] Displacement vectors of the two infrared active E1u
and A2u modes are shown in Fig. 3.1(b). Lattice vibrations in MoS2 have been
studied by measuring the infrared reectance and Raman scattering from single
crystals. [13{15] Layered MoS2 had been studied as a prototype for foundational
studies of charge and bonding in the late 1970's. [13{15] Figure 3.2 displays two
infrared active E1u and A2u modes that are sensitive to charge and bonding in the
intralayer and interlayer directions, respectively. Using the classical oscillator tting
technique, Wieting et al. found optical-phonon frequencies and optical constants for
single crystal (Table 3.1) which have been used to assess Born eective charges (ZB)
in molybdenum dichalcogenides. [14] For 2H-MoS2 single crystals, Z

B  1.1 - 1.2
e in the intralayer direction (e is the electronic charge), making it one of the more
covalent systems. [13, 14]
The discovery of inorganic fullerene-like (IF) nanostructure establishes a new
paradigm in the chemistry of nanomaterials and leads to the birth of a new eld
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Figure 3.2: Reectance of 2H-MoS2 at room temperature for E ? c, and E k c. The
solid curves are generated by means of the parameters of Table 3.1 and represent
best ts to the reectivity data. [13]
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Table 3.1: Classical-oscillator parameters and optical-phonon frequencies (!) for the
infrared-active modes in 2H-MoS2. [13] S is the oscillator strength,  is the damping
constant, "1(1) is the high frequency dielectric constant, !TO is the transverse optical
phonon frequency, !LO is the longitudinal optic phonon frequency, Z

B is the Born
eective charge, and Z is the local eective charge.
Polarization direction S  "1(1) !TO !LO ZB Z
(cm 1) (cm 1) (e) (e)
E ? c 0.0160.001 0.00250.0002 15.20.2 3841 3871 1.11 0.15
E k c 0.00240.0002 0.0050.0005 6.20.1 4701 4721 0.52 0.37
Figure 3.3: Friction coecient as function of load. [9]
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of inorganic chemistry, which opened up vast opportunities for the synthesis and
study of new kinds of nanostructures. [29, 30] The properties of IF nanomaterials
dier signicantly from the corresponding bulk material. This idea motivated our
detailed analysis of lattice dynamics of IF-MoS2 nanoparticles compared to its par-
ent compound. The structure of IF-MoS2 nanoparticles is similar to that of the
nested fullerenes (Fig. 2.7). X-ray diraction demonstrates that the bulk 2H- struc-
ture is locally preserved within the nanoparticle, albeit with a 2% c-axis expan-
sion. [143{145] We therefore anticipate that the vibrational properties of IF- and
2H-MoS2 will display similarities betting their common chemistry, symmetry, and
structure and, at the same time, display important dierences that derive from con-
nement, broken translational symmetry, strain, and subtle curvature. [142,147] The
connection between charge, structure, and mechanical and tribological properties is
still an open question in the IF-materials. Recent theoretical work indicates that the
substantially reduced friction coecient from 0.3 to 0.1 under high load conditions
(Fig. 3.3) has its origins in the local coating processes that take place during par-
ticle (or tube) breakup. [9, 148{153] These breakup processes seem to begin in the
inner, most highly strained layer of the nanomaterial. [9, 148{153] Rhenium-doped
inorganic fullerene-like MoS2 nanoparticles exhibit super tribological behavior be-
cause the doped nanoparticles are negatively charged at their surface eliciting mu-
tual repulsion. Extensive tribological measurements with these poly-alpha-olen oils
formulated with 1 wt % of the doped IF-nanoparticles showed friction coecients as
low as 0.01 in mixed lubrication conditions and negligible wear. [149,150]
3.2 MnO
MnO is a prototype for foundational studies of structure, correlated electron behav-
ior, chemical bonding, and magnetism. [26,74,102,105,106,154] Bulk MnO displays
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a Fm3m rocksalt structure with a 4.4448 A lattice constant at 300 K (left-hand
image, Fig. 3.4(a)). [154] Group theory predicts only one triply-degenerate infrared
Figure 3.4: (a) Left: Schematic view of an ideal ionic crystal of MnO made up of +2
and -2 ions. Right: Schematic view of a more realistic MnO crystal. Here, local ef-
fective charge (ionicity) is given by +1.14 and -1.14 ions. [3] The transparent regimes
schematically indicate electron clouds (total polarizability) that are shared by the
involved atoms, with electron density concentrated in the regions between atomic cen-
ters. Born eective charge includes the combined eects of the local eective charge
and total polarizability. (b) Left: 300 K cubic crystal structure. Right: Low tem-
perature rhombohedral crystal structure with AFMII magnetic arrangement. Spins
are aligned in the (111) plane, and the planes are stacked antiferromagnetically in
the [111] direction. [4]
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active vibration mode. [28] Previous infrared investigations focused on analysis of
the Restrahlen band (Fig. 3.6), its anharmonic character, and evaluation of Born
and local (Szigeti) eective charges for the Mn center (ZB = 2.2 - 2.6 e, Z
 = 1.08
e). [16{19, 23, 24, 156] Here, e is the electronic charge. These literature values show
that even in a highly ionic material like MnO, the system is far from the Madelung
limit. As shown schematically in the right-hand image of Fig. 3.4(a), Born eective
charge contains both local and nonlocal contributions that are represented by local
eective charge and total polarizability. [3]
Figure 3.5: Neutron diraction patterns for MnO taken at liquid nitrogen and room
temperatures. Four extra antiferromagnetic rejections are to be noticed in the low
temperature pattern. [155]
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At 118 K, MnO undergoes a transition from a strongly correlated paramagnetic
insulator (PMI) to a type-II antiferromagnet (AFMII). [74,102,105] Figure 3.5 shows
a classical magnetic structure determination of MnO by the neutron diraction. At
80 K there are extra netron reections not present at 293 K. That means the magnetic
moments of the Mn2+ ions are ordered in a nonferromagnetic arrangement. Further
analysis indicates spins in a single (111) plane are parallel, but the adjacent (111)
planes stacked antiferromagnetically in the [111] direction (Fig. 3.4(b)). [74,105,106]
The Neel transition is accompanied by a rhombohedral distortion (Fig. 3.4(b)), evi-
denced in the lattice constants by exchange striction [106] and the infrared spectrum
Figure 3.6: Variable temperature reectance spectra of MnO at 5 K, 100 K, and 305
K. The lines are results of ts based on a generalized oscillator model. The inset
shows the splitting of the phonon mode below TN . [18]
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as magnetic ordering-induced phonon splitting. [18] Figure 3.6 displays the variable
temperature reectance of single crystalline MnO. The clear mode splitting below
118 K in the single crystal is easily interpreted as evidence for the rhombohedral
distortion in the AFMII phase (Fig. 3.4(b)) . [18,102,157]
Magnetic oxide nanoparticles are important systems for the understanding of
magnetic properties in a conned size regime [7, 31] and several technical applica-
tions, ranging from magnetic resonance imaging, drug delivery, battery materials,
catalysts, and nanoelectronic materials. [31{36, 118] Major ndings at this time in-
clude synthetic techniques that yield excellent size/shape control and the possibility
of ferromagnetism (or an uncompensated ferromagnetic surface) at small particle
sizes. [31{36, 118] Realizing a signicant dierence between nanoscale MnO and its
parent compound, the recent discovery of analogous nanoscale MnO is driving our
research on the microscopic aspects of charge-boding and spin-phonon coupling in
combination with nite length scale eects. Figures 3.7(a) and (b) show the tem-
perature evolution of the (1
2
1
2
1
2
) magnetic Bragg peak for 13 nm MnO nanoparticles.
Wang et. al. concluded that nanoparticles have reduced average magnetic mo-
ment compared to the bulk and a core-shell structure with a surface layer which
does not contribute signicantly to the magnetic order. [93] To test charge-boding
and spin-phonon coupling analysis, we elected to work with MnO, a chemically and
structurally simple salt for which both bulk and nanoscale analogs are available.
Our selection of MnO was further motivated by the fact that this binary oxide is the
parent compound for many functional materials such as colossal magnetoresistant
manganites, [26] making evaluation of size eects highly attractive.
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Figure 3.7: (a) (1
2
1
2
1
2
) magnetic peak width (open symbols) and the (111) nuclear
peak width (solid symbols) for 13 nm MnO nanoparticles. Inset is the (1
2
1
2
1
2
) peak
at dierent temperatures. The data were collected on the C2 instrument. (b) The
temperature dependent magnetic domain size (open symbols) and particle size (solid
symbols) for 13 nm MnO nanoparticles. Circles are unpolarized results from C2 and
diamonds are polarized results from D7. Inset is the evolution of the (1
2
1
2
1
2
) magnetic
peak with temperature from the D7 polarized neutron scattering data. Horizontal
bars in the insets represent the instrumental resolution. [93]
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Figure 3.8: (a) CoFe2O4 neutron diraction data ( = 1.2268 A) at T = 5 K.
The dots are the experimental values; the upper line is the calculated diagram; the
continuous line below is, at the same scale, the dierence between observed and
calculated values. Vertical bars indicate 2hkl positions (hkl are all either even or
odd). [103] (b) 300 K crystal structure of CoFe2O4 spinel with ferrimagnetic ordering
along the [100] direction. [5]
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3.3 CoFe2O4
Spinel ferrites are prototypes for foundational studies of magnetism and structure
because of its high Curie temperature and cubic structure. [26, 104, 158] CoFe2O4 is
also a candidate for high-density recording because of its magnetic properties, good
mechanical hardness, and chemical stability. [26, 103, 158, 159] CoFe2O4 crystallizes
in an inverse spinel structure with the general formula AB2O4 where A and B denote
tetrahedral and octahedral cation sites in a close-packed oxygen environment. [103,
159] The unit cell is cubic (a = 0.8391 nm at 300 K) with 8 formula units and a
Fd3m space group (Fig. 3.8(b)). [103, 104, 159] Group theory predicts four triply-
degenerate (T1u) infrared-active vibrational modes. [160] Figure 3.9 shows two strong
phonons in the 300 K infrared absorption spectra of CoFe2O4. Waldron assigned the
2
Figure 3.9: 300 K infrared absorption spectra of CoFe2O4. Optical density measured
relative to standard KBr disk. Multiple lines indicate alternate runs or prism changes.
[104]
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high-frequency phonon to 1 and the low-frequency phonon to 2. [104] For 1, the
tetrahedral metal centers vibrate against the oxygen cage, and the octahedral metal
centers vibrate against each other and the surrounding oxygen sites. For 2, the
tetrahedral metal center is xed and oxygen cage vibration is balanced by octahedral
cation + cage motion. Here, the octahedral metal center vibrates against the other
B site cation and the surrounding oxygen centers. Several authors have analyzed the
lattice dynamics of the AB2O4 system and compared their ndings with infrared and
Raman data. This work revealed mode assignments, displacement patterns, charge
and bonding information, and thermodynamics. [104,160]
Below the 860 K Curie temperature (TC), neutron diraction shows that CoFe2O4
presents long range collinear ferrimagnetic order with antiferromagnetic inter-sublattice
Figure 3.10: The relationship between the average particle size and the coercivity of
CoFe2O4 at 300 K (the continuous line is guide to the eye). [162]
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exchange interactions (Fig. 3.8(a)). Local canting and anisotropy reduces the mo-
ment to 3.35B at 300 K, and the easy magnetization axis is along [100]. [103] Figure
3.8(b) shows the schematic view of ferrimagnetic ordering in CoFe2O4. The magnetic
moments of the cations in the tetrahedral and octahedral sites are aligned parallel
with respect to one another (ferromagnetic coupling). Between the dierent crys-
tallographic sites the arrangement is antiparallel (antiferromagnetic coupling). As
there are twice as many octahedral sites as tetrahedral sites, there is a net moment
of spins yielding ferrimagnetic ordering for the crystal.
The discovery of nanoscale CoFe2O4 enables investigation of nite length scale
eects. Major ndings at this time include synthetic techniques that yield excellent
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Figure 3.11: Surface-to-volume ratio and coercivity as a function of particle diameter.
The magnetic crossover regime (from the hysteretic ferrimagnetic regime at large sizes
to the superparamagnetic state at small particle sizes) is denoted by the vertical gray
band. The green line connecting coercivity data points guides the eye. [5]
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size/shape control, [100, 125, 134, 161] the crossover to single domain behavior at
40 nm, [134,162] the cubic anisotropy, [131{133] and superparamagnetism in small
particles. [100, 134, 161, 163, 164] As a magnetic insulator, [159] nanoscale CoFe2O4
is attractive for device applications, such as high-density magnetic storage media.
[26,97{99,158] Figure 3.10 displays the relationship between the average particle size
and coercivity. The coercivity rst increases as the particle size decreases, reaches
a maximum value of 2020 Oe at 40 nm and then decreases for the decrease in
particle size. [134,162] As the particle size further decreases, Birkel et al. found that
there is clearly a size-driven crossover between the hysteretic and non-hysteretic
(Hc = 0) regimes in the 7 - 10 nm size range (Fig. 3.11). Below the magnetic
crossover, CoFe2O4 nanoparticles are in the superparamagnetic state. [5] Realizing
the interesting magnetic properties of CoFe2O4 nanoparticles, we therefore anticipate
that their vibrational properties will display similarities with MnO [4] through the
spin-lattice interaction. CoFe2O4 attracted our attention as a rich system with which
to explore these developments because (i) coupling in a magnetic oxide is anticipated
to be large [68,75,86] and (ii) connement eects [4, 107{109] can be explored.
3.4 Charge and Bonding Analysis
Born and local (or ionic) eective charges are well-known quantities with which to
assess chemical bonding and polarization in a material. [27,165] A large local eective
charge indicates a highly ionic system (for instance, 0.8 e in NaCl), a medium-sized
value points toward an intermediate bonding case (0.4 e in GaAs), and a small value
is associated with a covalent material (0 e in Si). [7, 8] On the other hand, Born
eective charge describes the static and dynamic polarizations. [27] From the optical
properties point of view, large longitudinal-optic-transverse-optic (LO-TO) splittings
are well-known characteristics of polarizable compounds and associated with substan-
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tial Born eective charges. This is because LO-TO splitting is directly proportional
to charge within Born's original formalism (Eq. 4.2). [10, 11, 27, 166, 167] Using
the LO-TO splitting and high frequency dielectric constant, it is relatively straight-
forward to quantify chemical bonding from optical measurements of high-quality
single-crystal samples and compare the extracted value(s) with rst-principles calcu-
lations. [113,167,168] For example, Born eective charge for the Mn center in MnO
(ZB = 2.2 - 2.6 e) [16, 17] agrees well with the theoretical calculations. [19, 23, 24]
The key issue for the estimate of Born eective charge is the determination of LO-
TO splittings using optical measurements on single crystals. Unfortunately, there
are many instances when single crystals of a bulk material are unavailable, either
because they cannot be grown or are not of sucient size or quality for optical mea-
surements. At the same time, nanoparticles, nanotubes, and alloys (or composite
mixtures) present scientically compelling problems, [46, 47, 169{171] where optical
measurements on powdered materials are the only option, a drawback that compli-
cates the situation but does not diminish the desirability of obtaining quantitative
Born and local eective charge data. Following Born and Szigeti, [27, 165] we de-
veloped an application of the Lorentz model in which ts to vibrational spectra or
a Kramers Kronig analysis are employed along with several useful formalisms (Eqs.
2.38, 2.39a, and 2.39b) to quantify microscopic charge in unoriented (powdered) ma-
terials, assuming that the eects of ionic displacement and atomic polarizability are
superimposable. We demonstrate that this technique can be used to assess chemical
bonding and local strain under certain conditions, a development that advances the
eld of nanoscience and, at the same time, retains many attractive features of optical
spectroscopy and the traditional Lorentz model in Chapters 4 and 5.
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Figure 3.12: Top curve: Reectance spectrum (RLT ) of ZnCr2O4 single crystal in
the low-temperature phase; bottom curve: 2(RLT  RHT ); inset: RLT and RHT (line
+ symbols) in a narrow range. [75]
3.5 Spin-Phonon Coupling Analysis
The interplay between spin and lattice becomes important as materials are in the
magnetic state because it give rise to an amazing variety of phenomena, including the
spin-Teller and the magnetoelectric eects. [26, 56{59] The major goal of the spin-
phonon coupling analysis is to estimate the inuence of magnetic order on phonons.
[60{68] A description of spin-phonon coupling in oxides has been one of the major
challenges of the past several decades. [18, 67,68,74,75,89]
The spin-phonon coupling mechanism can be understood by the equations of
motion of ions as materials are in the magnetic state. The Hamiltonian for the ion
motion is written as H = p2=2 + V (u). Here, V (u) is the eective potential, u
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is the displacement, p is the translational momentum, and  is the reduced mass.
When the atomic centers in a unit cell vibrate, the exchange interactions become a
function of the displacement, and spin-spin interaction changes the eective phonon
potential. This generic mechanism couples spin to the lattice as [67,68,73,74]
!2 = !20 + hSi  Sji; (3.1)
where ! =
p
k= is the perturbed mode frequency (in the presence of spin-spin
interactions, k is the spring constant), !0 is the bare phonon frequency without
spin-spin interactions,  = 1

 J 00 is the macroscopic spin-phonon coupling con-
stant, J is the magnetic exchange, J 00 is second derivative with respect to u, and
hSi  Sji is the nearest-neighbor spin-spin correlation function. Here, we employ
a single J Hamiltonian, where the exchange interaction is negative (positive) for
antiferromagnetic (ferromagnetic) interactions. In Eq. 3.1, magnetic exchange J
is thus a function of ion displacement. We can expand J in a Taylor series as
J = J(u0)+J
0(u0)(u u0)+ J 00(u0)2 (u u0)2+. Here, u is the displacement, u0 is the
equilibrium position, J(u0) < 0 for antiferromagnetic, J(u0) > 0 for ferromagnetic,
and J 0(u0) = 0 at equilibrium. [172] For a system with dominant antiferromagnetic
interactions, hSiSji will be negative. Because the frequency ! is related to the spring
constant k as ! =
p
k= ( is the reduced mass), the macroscopic spin-phonon cou-
pling constant  = 1

 J 00(u0). A strong anharmonic eect of the magnetic exchange
J indicates a large spin-phonon coupling constant. For example, ZnCr2O4 has  =
6.2 cm 1, [75] but MnF2 has  = 0.3 cm 1. [73] This model predicts that a triply
degenerate vibrational mode in a two-sublattice ferrimagnetic cubic environment (as
exists in a system like MnO) will split into two branches below TC . [4, 74,211,212]
Spin-orbit interaction is a well-known phenomenon that manifests itself in lifting
the degeneracy of one-electron energy levels in solids. The Hamiltonian of the spin-
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orbit coupling is given as: H = S  L, [7] where  is the spin-orbit coupling
constant, S is the spin angular momentum, and L is the angular momentum. [7, 8]
Spin-orbit coupling is the origin of magneto-elastic coupling because the spin-orbit
coupling in general tends to modify the energy balance and in particular the exchange
energy. [7,8] Thus, the spin-orbit interaction contribute to the spin-phonon coupling
constant, , through the exchange interaction.
Spectroscopists often employ a well-known shorthand formula to describe spin-
phonon coupling, [68, 73,75]
! = !0 + 
0hSi  Sji: (3.2)
Here, 0 = 2J 00=(!0). For example, using spectroscopic results (Fig. 3.12) and
the value of the spin-spin correlation function derived from the specic-heat data of
Martinho et al., [173] Sushkov et al. found  = 6:2 cm 1 for ZnCr2O4 single crystal.
Fennie et al. present an approach to predict the inuence of magnetic order on optical
phonons from rst principles and apply this approach to the strongly geometrically
frustrated spinel zinc chromite. [68] They extracted  = 11 cm 1, which agrees with
experimental result. [75] This value is similar to couplings for many frustrated oxides
like Mn3O4, DyMn2O5, Co3V2O8, Ni3V2O8, and CuGeO3. [70{72,174,175]
As discussed above, most of the interesting investigations on spin-phonon coupling
are related to single crystals. It has been much less explored in conned systems.
[90{93] The discovery of nanomaterials is driving our research on the microscopic
aspects of spin-phonon coupling in combination with nite length scale eects. MnO
and CoFe2O4 attracted our attention as a classic magnetic oxide with important
displacement eects and because they are available in both single crystalline and
nanoscale form. The well-known magnetic structures of these two materials provide
a good opportunity to investigate spin-phonon coupling
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Chapter 4
Dynamical Charge and Structural
Strain in Inorganic Fullerene-Like
MoS2 Nanoparticles
4.1 Vibrational Spectra of 2H- and IF-MoS2
Figure 4.1 shows a close-up view of the far infrared reectance spectra of 2H- and IF-
MoS2 at 300 K. Two vibrational modes are observed, in agreement with group theory
predictions. [138,142] We assign the peak at 384 cm 1 to the E1u optical mode and
the feature near 468 cm 1 to the A2u optical mode. These spectral features probe
intralayer and interlayer dynamics, respectively. The observed band positions are
in reasonable agreement with previous single crystal data [13] and similar pressed
pellet results on bulk and nanoscale WS2 (with appropriate mass correction). [142]
The character of the E1u and A2u modes is strikingly dierent in the two materials.
In IF-MoS2, the E1u mode is damped and suppressed compared to the 2H- analog,
whereas the A2u mode is slightly more pronounced in the IF- compound compared
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to that in the bulk. These dierences can be quantied using classical dielectric
oscillator models and tting techniques. [15, 177]
We employed classical Lorentz models to t the reectance spectra of 2H- and
IF-MoS2 with a complex dielectric constant "(!) = "1(!) + i"2(!) constructed as a
superposition of Lorentzian oscillators as: [15,177]
"(!) =
X
j
Sj!
2
TO;j
(!2TO;j   !2)  ij!
+ "1(1): (4.1)
Here, S is the oscillator strength, !TO is the transverse optical phonon frequency,
 is the damping constant, "1(1) is the high frequency dielectric constant, and j
is the mode index. Good quality ts were obtained using a total of two oscillators,
as shown in Fig. 4.1. This data is summarized in Table 4.1 as a set of \observed
parameters", where the observed oscillator strength and dielectric constant are actu-
ally tabulated as S and "1(1) to distinguish these powder averages from the density-
and distribution-corrected values discussed later. From these ts, we calculated the
optical constants of 2H- and IF-MoS2. Optical constants can also be calculated with
a Kramers-Kronig analysis.
4.2 Born Eective Charges of 2H- and IF-MoS2
The rigid ion model [10, 113] gives a precise relationship between the longitudinal
and transverse optic phonon frequencies (often called the LO-TO splitting) [178] and
Born eective charge:
42c2
X
j
(!2LO;j   !2TO;j) =
Ne2
0"1(1)V
X
k
(ZB)
2
k
mk
: (4.2)
Here, !LO;j is the longitudinal optic phonon frequency for the j-th oscillator, Z

Bk
is Born eective charge on the k-th ion, N is the number of formula units in the
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Figure 4.1: Close-up view of the 300 K reectance spectra of bulk and nanoscale
MoS2. Blue and red curves: experimental data for the 2H- and IF-MoS2 samples,
respectively. Black dashed lines: theoretical ts as described in the text. Inset: high
resolution transmission electron microscopy image of IF-MoS2 showing the lattice
fringing and curvature in the nanoparticles. The layer-to-layer distance is 0.62 nm. [1]
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unit cell, V is the volume of the MoS2 formula unit, mk is the atomic mass of the
k-th atom, 0 is the permittivity of free space, e is the electronic charge, and c is
the speed of light. The sum rule,
P
ZB;k = 0, guarantees that the charge neutrality
condition is fullled. In other words, the sum of Born eective charges for all atoms
in the unit cell must vanish, element by element. [114] Unfortunately, Eqn. (4.2) is
valid only when the LO-TO splitting of a single crystal sample is known. Thus, it is
not well-suited for assessing charge and bonding in nanomaterials as the latter are
often in powder form. We can nesse this problem by employing oscillator strength
changes rather than LO-TO splitting, as described below. This procedure allows us
to calculate pseudo-Born eective charges for both 2H- and IF-MoS2. These values
can be compared with the known Born eective charge in the 2H-single crystal (ZB
 1.1 - 1.2 e in the intralayer direction [13,14]), providing an eective check for our
method.
Equation (4.1) and the generalized Lyddane-Sachs-Teller relationship [8] provide
a way forward by articulating the relationship between dielectric constant, oscillator
strength and the LO-TO splitting: "1(1)(!2LO;j !2TO;j) = !2TO;j Sj. [2] Substituting
this result into Eqn. (4.2), we see that Born eective charge can also be calculated
mode by mode from the knowledge of oscillator strength:
42c2
X
j
!2TO;jSj =
Ne2
0V
X
k
(ZB)
2
k
mk
: (4.3)
This rendering is well-suited to the analysis of nanomaterials and will be employed
in this work to evaluate charge and bonding in IF-MoS2 nanoparticles.
Before presenting the results of this analysis for the nanoparticles, we briey
point out that the dynamical charge values extracted from our analysis of 2H-MoS2
pressed pellet sample are in good agreement with single crystal results from the
literature. [13,14] This agreement provides condence that the formulation presented
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Table 4.1: Observed and scaled parameters extracted from our oscillator tting anal-
ysis of the measured reectance spectra of 2H- and IF-MoS2. [1]
Material Mode Sj
b "1(1)b Sj "1(1) !TO;j
10 3 10 3 (cm 1)
2H-MoS2 E1u 200
a 15.2a 384a
(Crystal) A2u 30
a 6.2a 470a
2H-MoS2 E1u 114 10.3
200c 15.2c 383.7b
(Powder) A2u 3.6 30
c 6.2c 468.2b
IF-MoS2 E1u 36 5.6
77c 8.3c 384.6b
(Powder) A2u 6.7 29
c 6.2c 467.9b
a Single crystal data from Wieting's resutls. [13].
b Observed parameters extracted from our oscillator tting analysis of the measured reectance
spectra (Fig. 4.1).
c Eective oscillator strength and dielectric constant obtained by correcting the observed powder
data for density and orientational averaging.
in Eqn. (4.3) can be extended in a powerful way to include nanomaterials. That
the sample is in powder form presents two main challenges: (i) the pressed pellet
density is less than that of the corresponding single crystal thus underestimating
the intrinsic oscillator strength of each infrared active vibrational mode, and (ii) the
spatial distribution of the dipole moment operator in a powder sample is not that
of a single crystal, an eect that also works to misrepresent oscillator strength. The
density correction merely scales the observed oscillator strength toward its intrinsic
value. The spatial distribution correction is more complex. This is because, in some
samples, there may be a random orientation (like the nanoparticles in this work).
In other samples, for instance 2H-MoS2, the orientation correction must account for
the preferential surface orientation of the platelets in a pressed pellet sample. Here's
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(a)
(b)
(c)
Figure 4.2: (a) Photo of a typical pressed pellet sample. (b) Schematic view of the
2H-MoS2 platelets in a pressed pellet sample. (c) Diagram for tilted oscillators. Note
that, A2u =

2
  E1u . [2]
how it works. When an oscillator has an angle  with respect to the macroscopic
eld E, the observed oscillator strength (S) will be reduced compared to its intrinsic
value (S). Employing both Eqn. (4.1) and the denition of electric displacement
(D = 0E + P = "(!)0E), three useful expressions can be obtained which capture
and compensate for the inherent orientational aspects in MoS2 or any similar two-
dimensional material in powder form: [2]
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SE1u = SE1uhcos2(E1u)iv (4.4a)
SA2u = SA2uhcos2(A2u)iv (4.4b)
"1(1) = 1 + ["1;E1u(1)  1]hcos2(E1u)iv
+ ["1;A2u(1)  1]hcos2(A2uiv: (4.4c)
Here, v is the relative density of a powdered vs. single crystalline sample. In this
work, v = 0.70. [115] Figure 4.2(a) shows a photo of a typical pressed pellet sample.
We can imagine a schematic view of the 2H-MoS2 platelet (Fig. 4.2(b)) because
the small crystals in the the pellet are unoriented. Each small crystal will have a
polarization angle, , with the electric eld, E (Fig. 4.2(c)). From Eqns. (4.4a) and
(4.4b), it may appear that both hcos2(E1u)i and hcos2(A2u)i are unknown. However,
in the 2H- material, the two modes in question are orthogonal. Thus, E1u+A2u =

2
and hcos2(E1u)i+ hcos2(A2u)i = 1. Thus, there is really only one unknown. We can
nd the value of hcos2(E1u)i by comparison with Wieting's 2H-MoS2 single crystal
data. [13] As shown in Table 4.1, SE1u = 0:20, SA2u = 0:03, "1;E1u(1) = 15:2,
and "1;A2u(1) = 6:2. These parameters ought to be applicable to a powder sample
as long as surface eects are not too important. As discussed previously, ts to
our powder data yielded SE1u = 0:114, SA2u = 0:0036, and "1(1) = 10:3 (Table
4.1). Working backwards with Eqns. (4.4a) and (4.4b), we extract independent
estimates of hcos2(E1u)i from analysis of the E1u and A2u modes as 0.81 and 0.83,
respectively. [179,180] Using Eqn. (4.4c) and an average value of hcos2(E1u)i = 0.82,
we extract "1(1) = 9:8, consistent with that obtained by direct tting techniques
("1(1) = 10:3). Finally, we employ Eqn. (4.3) and the aforementioned eective
parameters to calculate the Born eective charges. We nd ZB = 1:11 and 0:52 e,
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in the intralayer and interlayer directions, respectively. This analysis shows that the
optical constants of 2H- powder and single crystalline [13,14] samples are identical, as
they should be, once density and orientational eects are taken into account. It also
demonstrates that the approach outlined here can be reliably extended to analyze
nanomaterials.
We can carry out the same analysis for the nanoparticles. Table 4.1 displays the
results of our t to the powder spectra for IF-MoS2. Using this data (SE1u = 0:036,
SA2u = 0:0067, and "1(1) = 5:6), we evaluate the important quantities as discussed
above. Assuming spherical nanoparticles [181] we obtain hcos2(E1u)i =
R
(sin3)d =
2
3
and hcos2(A2u)i =
R
(cos2)sind = 1
3
. Inserting these values into Eqns. (4.4a)
and (4.4b), we nd SE1u = 0:077 and SA2u = 0:029. As before, a density factor of
0.70 has been applied to account for the reduced density of the pressed pellet sample.
Using Eqn. (4.3) and these eective parameters, we calculate the Born eective
charges for the infrared active phonon modes of IF-MoS2. We nd Z

B = 0.69 e in
the intralayer direction, signicantly less than that obtained for the 2H- material. In
the interlayer direction, we extract ZB = 0.52 e, identical to that obtained for the
layered bulk.
These results are summarized in Table 4.2. In the intralayer direction, the Born
eective charge of the Mo center decreases from 1.11 in the bulk material to 0.69 in
the nanoparticles. In the interlayer direction, ZB is unchanged (0.52 e) within our
sensitivity. The origin of these trends is discussed below.
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Table 4.2: Eective charges and other parameters of 2H- and IF-MoS2 in the two
principle directions. [1]
Mode Material ZB (e) "1(1) n  (A3) Z (e) k (N/m)
E1u
2H 1.11 15.2 0.461 100 0.15 338
IF 0.69 8.3 0.462 91 0.16 338
A2u
2H 0.52 6.2 0.078 200 0.37 497
IF 0.52 6.2 0.076 200 0.37 497
4.3 Local Eective Charges and Polarizabilities of
2H- and IF-MoS2
The vibrational response of 2H- and IF-MoS2 (Fig. 4.1) can be also used to extract
information about structural strain in the nanoparticles and elucidate the conse-
quences for bonding, polarizability, local, and non-local eective charge. In an ionic
solid, we need to consider the so-called depolarization eld, which originates from
the inuence of neighboring ions. The polarization, P = N
V
(Zx + Eeff ), has two
parts. The rst contribution is due to the relative displacements of ions. The second
results from electron cloud distortion around the polarizable ionic centers due to
the macroscopic electric eld E. Here, Z is the local eective charge (or dynamic
ionic charge),  is the polarizability in one direction of the unit cell, Eeff is the
microscopic electric eld (Eeff = E +

0
P ),  is the depolarization factor, and P is
the polarization. [27, 112] Using these relationships, we can evaluate local eective
charges and polarizabilites for both materials as: [2]
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ZB =
Z
1  N
V
(4.5a)
"1(1) = 1 +
N
V
1  N
V
: (4.5b)
These equations provide a more comprehensive denition of local eective charge
compared to earlier presentations by Uchida et al. [14] and Lucovsky et al. [12]
Although the previous authors considered the depolarization eld (and captured the
eect of dipole-dipole interactions), they employed the macroscopic electric eld E
rather than the microscopic eld Eeff to evaluate the polarization, resulting in an
overestimation of the local eective charge.
Using Eqns. (5.2b) and (4.5b), we can calculate the local eective charge and
polarizability for 2H-MoS2. [182] We nd Z
 = 0.15 and  = 100 A3 in the intralayer
direction. For IF-MoS2, we employ the same equations and the eective dielectric
data in Table 4.1 to extract the local eective charge and intralayer polarizability
as Z = 0.16 e and  = 91 A3, respectively. These results are summarized in Table
4.2. This analysis demonstrates that intralayer local eective charge is unaected by
strain and curvature in the nanomaterial. Interpreting the results in terms of chem-
ical bonding, it shows that these chemically identical but morphologically dierent
materials have the same ionicity. In other words, chemical bonding is the same.
4.4 Structural Strain in 2H- and IF-MoS2
In light of this null result, how should we understand the signicant decrease in the
intralayer Born eective charge of the nanomaterial? The answer lies with the polar-
izability, a quantity that captures electron cloud distortion eects. Based upon our
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Figure 4.3: Schematic view of the electron clouds of 2H- and IF-MoS2 in the intralayer
direction, respectively. Here, we use spheres to indicate a generalized orbital. [1]
extracted values of  for 2H- and IF-MoS2, we can see that intralayer Born eective
charge decreases signicantly in the nanomaterial due to a change in intralayer polar-
izability (Table 4.2). Figure 4.3 displays a schematic view of the eect of structural
strain on the intralayer electron cloud of bulk and nanoscale MoS2. It is this type
of electron cloud distortion that reduces intralayer polarizability in IF-MoS2. Since
the total charge = local charge + non-local charge, electron cloud distortion can be
considered to decrease non-local eective charge in the nanoparticles.
The absence of substantial charge and bonding dierences in the interlayer di-
rection of the nanomaterial is consistent with the weak van der Waals interactions
between layers in transition metal dichalcogenides. In the interlayer direction, cur-
vature simply has a limited eect on the Born eective charge in IF-MoS2. Thus,
we surmise that the interlayer polarizability remains relatively unchanged in the
nanomaterial, and as a consequence, that local eective charge is the same for both
materials in the interlayer direction (Table 4.2). Dielectric constant data (Table 4.1)
is consistent with this conclusion. [183]
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We can employ a Hooke's law analysis to extract the force constant k as:
!2TO = [!
2
0  
N
0
(Z)2
V
1  N
V
]: (4.6)
Here, !0 is the spring-constant frequency (!
2
0 =
k

), and  is the reduced mass. For
both materials, we nd k = 338 N/m for the E1u mode and k = 497 N/m for the
A2u mode, again demonstrating that, while chemical bonding does not change, strain
and curvature in the nanoparticles does aect ionic polarizability.
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Figure 4.4: Close-up view of the 300 K reectance spectra of Re-doped (0.66%)
IF-MoS2. Blue curve: experimental data for the Re-doped IF-MoS2 sample. Red
dashed line: theoretical t as described in the text. Upper inset: high resolution
transmission electron microscopy image of Re-doped (0.66%) nanoscale MoS2, Lower
inset: displacement patterns of infrared active E1u and A2u vibrational modes [138]
in IF-MoS2.
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We point out that, in addition to quantifying bulk vs. nanoscale eects and as-
sessing the size dependence of charge and bonding in nanoparticles, these techniques
can be extended to include shape eects. MoS2 nanotubes and nanobuds are the
chemically identical \high aspect ratio" analogs in this case. [38, 45] At this time,
sucient quantities of material are not available to support an extended investiga-
tion.
Table 4.3: Observed and scaled parameters extracted from our oscillator tting anal-
ysis of the measured reectance spectra of Re doped and undoped IF-MoS2.
Material Mode Sj "1(1) Sj "1(1) !TO;j
10 3 10 3 (cm 1)
2H-MoS2
E1u 200
a 15.2a 384a
A2u 30
a 6.2a 470a
IF-MoS2
E1u 36 5.6
77 8.3 384.6
A2u 6.7 29 6.2 467.9
Re-MoS2 (0.12%)
E1u 35.1 5.6
75 8.3 384.4
A2u 6.7 29 6.2 468.5
Re-MoS2 (0.66%)
E1u 34.7 5.6
74 8.3 384.5
A2u 6.7 29 6.2 468.2
a Single crystal data from Wieting's results. [13]
Finally, we also investigated the charge and bonding situation in Re-doped IF-
MoS2 samples. Based on the measured reectance spectra of Re-IF-MoS2, good
quality ts were obtained using a total of two oscillators, as shown in Fig. 4.4. The
tting results are shown in Table 4.3 as observed parameters. After we apply the same
density and distribution corrections discussed for the unsubstituted materials, [1] we
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extract the intrinsic oscillator parameters of Re-doped IF-MoS2. Note that, SE1u =
0:075 and 0.074 for 0.12% and 0.66% Re-IF-MoS2, respectively. The others are
unchanged. We see that only intralayer oscillator strength SE1u decreases gradually
because of Re doping compared to SE1u = 0:077 for undoped IF-MoS2. [1] Using these
intrinsic optical constants, we can calculate the eective charges and polarizability
according to the rigid ion model. [1,3,11] We nd Born eective charge, ZB;E1u = 0:69
and 0.68 e for 0.12% and 0.66% Re-IF-MoS2, respectively. The interlayer Born
eective charges are unchanged within our sensitivity. We conclude that the light
doping level is only a small perturbation on the vibrational properties in the intralayer
direction. Rapoport et al. found Re-IF-MoS2 showed better tribological behavior
than IF-MoS2 , and suggested that the negatively charged surfaces of Re doped
nanoparticles remarkably aect their rheological properties and their tribological
behavior. [149] From the charge and bonding point of view, the eective charges and
chemical bond are unchanged in our sensitivity because of the light doping level. An
electron-rich system of Re-IF-MoS2 does, however, change the optical properties of
nanoparticles compared to IF-MoS2. These ndings discussed elsewhere.
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Chapter 5
Infrared Vibrational Properties of
Bulk and Nanoscale MnO
5.1 Experimental Determination of Ionicity in Bulk
and Nanoscale MnO
Figure 5.1(a) displays the infrared reectance of single crystal, bulk powder, and
nanoscale MnO at 300 K. The bulk powder data has been corrected for surface scat-
tering, and the nanoparticle data has been corrected for both surface scattering and
the reectance of the capping ligand. There is one vibrational mode, in agreement
with group theoretical predictions. As anticipated, [16{18] the spectrum is broad
and shows strong anharmonic eects, similar to other simple salts like NaCl and
KBr. [185,186] Our approach to the investigation of charge and bonding in bulk and
nanoscale MnO thus consists of (i) a measurement of reectance (Fig. 5.1(a)), (ii)
subsequent calculation of optical conductivity via a Kramers-Kronig analysis (Fig.
5.1(b)), (iii) extraction of the oscillator strength or plasma frequency and application
of appropriate corrections for density and capping ligand eects (as detailed in the
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Figure 5.1: (a): 300 K reectance spectra of single crystal, bulk powder , and
nanoscale MnO corrected for surface scattering and capping ligand reectance. Up-
per left inset: schematic diagram of the two-layer assumption. Upper right inset:
eect of the two-layer correction on the reectance of nanoscale MnO. Lower right
inset: the middle infrared spectra of single crystal, powdered, and 8 nm MnO. (b):
300 K optical conductivity of single crystal and bulk powder MnO. Upper inset: "1(!)
of single crystal, bulk powder, and nanoscale MnO. Lower inset: 300 K conductivity
of nanoscale MnO. The extremely broad peak in 1(!) of the nanoparticles indicates
a much shorter phonon lifetime compared to the bulk, which does not impact the
value of ZB. [3, 110]
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Methods section) to yield the intrinsic optical constants, and (iv) an eective charge
analysis. [1{3]
In this work, we employed a Kramers-Kronig analysis [110, 187] to calculate the
optical constants of single crystal, bulk powder, and nanoscale MnO. The advantage
of this procedure is that it directly relates reectance and phase shift to the complex
dielectric response of a material "(!) = "1(!) + i"2(!) = "1 +
4i
!
1(!), where 1(!)
is the optical conductivity. [110, 187] A partial sum rule analysis of the optical con-
ductivity thus allowed us to extract eective plasma frequency, !p, and the value of
the eective high frequency dielectric constant, "1(1), which can be obtained from
appropriate limits of "1(!). One more step is required to get the intrinsic optical
constants. The intrinsic value of the eective plasma frequency !p is related to the
!p extracted from a Kramers-Kronig analysis as !
2
p = (!p)
2v. [1, 2] Likewise, the
intrinsic value of the eective high frequency dielectric constant "1(1) is related to
the extracted value as "1(1) = 1 + ["1(1)  1]v. [1, 2] Here, v is the scaling factor.
In our implementation, it refers to the combination of pellet density and amount of
MnO in the sample. Thus, for the bulk powder, v = 0.74. For the nanoparticles, v =
(0.47)(0.75), a combination of density and surface coverage eects. Of course, v =
1.0 for the single crystal. The rational for this analysis is summarized in Table 2.4.
We note that density corrections were used with some success in MoS2 system. [1]
The intrinsic values of (!p)
2 and "1(1) are obtained by this procedure and shown in
Table 5.1.
Table 5.1 summarizes the intrinsic values of the squared eective plasma fre-
quency and high frequency dielectric constant for single crystal, bulk powder, and
nanoscale MnO. The values obtained for both bulk materials agree well with each
other and similar data reported by Plendl, Mochizuki, and Rudolf et al. [16{18].
Small size reduces (!p)
2 from 12:26  105 to 7:74  105 cm 2. "1(1) is reduced
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from 4.82 to 4.21. Based on these intrinsic optical constants, we can calculate the
eective charge according to the rigid ion model. [1,10,11] The latter gives a precise
relationship between eective plasma frequency and Born eective charge:
42c2
X
j
(!p;j)
2 = 42c2"1(1)
X
j
((!LO;j)
2   (!TO;j)2) = Ne
2
0V
X
k
(ZB;k)
2
mk
: (5.1)
Here, ZBk is Born eective charge on the k-th ion, !p;j is the intrinsic value of the
eective plasma frequency for the j-th oscillator, !TO;j and !LO;j are the intrinsic
transverse and longitudinal optical phonon frequencies, respectively, "1(1) is the
intrinsic eective high frequency dielectric constant, N is the number of formula
units in the unit cell, V is the volume of the MnO formula unit, mk is the atomic
mass of the k-th atom, 0 is the permittivity of free space, e is the electronic charge,
and c is the speed of light. The sum rule,
P
ZB;k = 0, guarantees that the charge
neutrality condition is fullled. This rendering is well-suited to the analysis of both
bulk and nanomaterials [1, 2] and is employed in this work to evaluate charge and
bonding in MnO.
Table 5.1 displays the Born eective charge, ZB, for the Mn center of single crys-
talline, bulk powder, and nanoscale MnO, calculated according to Eq. 5.1. Within
our sensitivity, the Born eective charge of the single crystal and bulk powder are
nearly identical (ZB = 2.60 e vs. 2.53 e), as they should be, once density is taken
into account. This correspondence demonstrates that the approach outlined here can
be reliably extended to analyze powdered materials. [1,2] The results are also in line
with previous estimates of ZB in bulk MnO. [19,24]
This analysis also reveals striking nite size eects. Compared to the chemically
identical but morphologically dierent bulk material, the Born eective charge of the
nanoparticles is reduced signicantly, by 20% (from 2.60 e to 2.06 e). Similar eects
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Table 5.1: 300 K optical constants of single crystal, bulk powder, and nanoscale MnO
as extracted from the measured reectance spectrum by an Kramers-Kronig analysis
along with the Born (ZB) and local (Z
) eective charge for the Mn center, and total
polarizability (), which is the sum of cationic and anionic polarizabilities. [3, 188]
Materials (!p)
2 "1(1) ZB  Z k
(105 cm 2) (e) (A3) (e) (N/m)
Single crystal 12.26 4.82 2.60 36.9 1.14 185
Bulk powder 11.54 4.85 2.53 37.0 1.11 185
Nanoparticles 7.74 4.21 2.06 34.0 1.00 165
Dierence  20%  8%  12%
were observed in the intra-layer direction of the model transition metal dichalcogenide
MoS2, where Z

B of the Mo center drops from 1.11 e in the bulk material to 0.69 e in
the nested nanoparticles. [1] In order to understand this trend, it is useful to realize
that ZB contains both static and dynamic contributions. Decomposition is needed
to quantify the impact of connement on charge and bonding. Total polarizability
() and local (Szigeti) eective charge (Z) are given as: [1, 2]
Z = ZB  (1  
N
V
) (5.2a)
 =
V  ("1(1)  1)
N  ("1(1)   + 1) : (5.2b)
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Here,  is the depolarization factor. [189] N and V are dened as before. In this
rendering,  is the sum of cationic and anionic contributions. From the physical point
of view, polarizability is proportional to electron cloud volume. Changes in measure
electron cloud distortion and are long range eects. Local eective charge is dierent.
It is, by nature, a short-range interaction related to relative ionic displacement and
quanties chemical bonding. For a fully covalent material like diamond or silicon,
Z = 0 e, whereas for a strongly ionic compound like NaCl, Z = 0.8 e for the Na
site. [8] Previous estimates place the local (Szigeti) eective charge of bulk MnO at
1.08 e for the Mn center. [16] This framework along with the vibrational response
of bulk and nanoscale MnO (Fig. 5.1) can be used to quantify nite size eects on
total polarizability and local eective charge.
Table 5.1 displays the total polarizability and local eective charge for single
crystal, bulk powder, and nanoscale MnO at room temperature, calculated accord-
ing to Eqs. 5.2a and 5.2b. Our estimate of Z for the Mn center in bulk MnO (both
single crystal and bulk powder) is in excellent agreement with Plendl's results. [16].
The ndings for the nanoparticles are quite dierent. Our analysis reveals that to-
tal polarizability drops by 8% in the nanoparticles, whereas local eective charge
decreases by 12%. That nanoscale size eects in MnO manifest themselves in both
 and Z is fundamentally dierent than the situation in MoS2, where the conne-
ment that acts to reduce Born eective charge in the nested nanoparticles is fully
contained in the total polarizability. [1] How should we interpret these changes in
MnO? One immediate and very accessible nding is that the 8 nm nanoparticles are
less ionic than the bulk material, as evidenced by the decrease in Z from 1.14 e to
1.00 e (Table 5.1). This is not an \expanded volume eect" within the nanoparti-
cles because the lattice constants of bulk and nanoscale MnO are identical within
our sensitivity. [119] Interpreted in terms of improved electron cloud overlap (which
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favors stronger covalent interactions), the reduced total polarizability of the MnO
nanoparticles reinforces this trend. [190] Taken together, the decrease in both  and
Z in the 8 nm MnO nanoparticles reveals modied interactions that stabilize the
large uncompensated surface and balance the associated strain.
It is interesting to consider exactly where this charge deciency might reside in
the 8 nm MnO nanoparticles. (Here, the phrase \charge deciency" refers to the
reduced chemical bond ionicity, not free-standing charge.) Infrared spectroscopy is
a microscopic technique, but, similar to many other physical probes, the spatial res-
olution is wavelength-limited and, as such, provides a spatial (ensemble) average.
Therefore, the aforementioned eective charges and total polarizability are average
quantities (i.e., on average, the MnO nanoparticles are 12% less ionic than the
extended solid). While our experiments do not reveal precisely how charge is dis-
tributed in a nanoparticle, several limiting cases can be considered. For instance, (i)
charge can be preferentially localized in the outer layers, with pinning due to strain
and the uncompensated surface; (ii) charge may be homogeneously distributed over
the entire 8-nmnanoparticle; and (iii) charge can be inhomogeneously distributed
over the particle with a length scale that describes relaxation of charge and strain,
given by the dielectric and elastic characteristics of the material. Because of sur-
face strain and capping ligand-uncompensated surface interactions, the lattice of the
nanoparticle sample will respond less readily than that of the single crystal to outside
stimuli. This suggests that the reduced ionicity or \charge deciency" may prefer-
entially localize in the surface layers. However, there is certainly no skin eect in a
dielectric. A reasonable compromise is to allow the charge deciency and associated
lattice distortion to disappear gradually. Consideration of a simple dielectric sphere
provides insight here and suggests a relevant length scale of a few unit cells, [191]
analogous to polar surface reconstruction, which is well-known to lower ionicity. [192]
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5.2 Magneto-Elastic Coupling in Bulk and Nanoscale
MnO Through the 118 K Neel Transition
5.2.1 Evaluating Born and Local Eective Charges in the
Low Temperature Phase
Figure 5.2 displays the variable temperature reectance of single crystalline and
nanoscale MnO. The clear mode splitting below 118 K in the single crystal (Fig.
5.2(a)) is easily interpreted as evidence for the rhombohedral distortion in the AFMII
phase. [18, 102, 157, 193] The nanoparticles are dierent (Fig. 5.2(b)). Here, the re-
ectance changes gradually through TN , without well-dened mode splitting. We
employed a Kramers-Kronig analysis to calculate the optical properties of both ma-
terials from the measured reectance. [110] A partial sum rule analysis of the optical
conductivity (along with appropriate corrections for pellet density and the quantity
of capping ligand) allowed us to extract intrinsic eective plasma frequencies as a
function of temperature. [3,110] The square of this quantity, (!p)
2, is shown in Figs.
5.3(a) and (b) for bulk and nanoscale MnO.
Based on the intrinsic eective plasma frequency, we can calculate the Born
eective charge using Eq. 5.1. Relating !p to Z

B is the best way to analyze and
compare both bulk and nanoscale materials. [1{3] We can separate the static and
dynamic contributions to ZB by calculating local (Szigeti) eective charge (Z
) and
total polarizability () using Eqs. 5.2a and 5.2b. From the physical point of view,
local eective charge quanties chemical bonding in terms of its ionicity or covalency,
and total polarizability is proportional to electron cloud distortion. [8]
Armed with this charge and bonding model and our reectance data (Fig. 5.2), we
can investigate changes in ZB, Z
, and  through the Neel transition. Figures 5.3(a),
(c), (e), and (g) show the temperature dependence of the important quantities for the
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Figure 5.2: (a) Variable temperature reectance spectra of single crystal MnO. Inset:
optical conductivity of MnO single crystal at various temperatures. (b) Variable
temperature reectance spectra of nanoscale MnO. Upper inset: TEM image of 8
nm MnO particles. Lower inset: Optical conductivity of nanoscale MnO as a function
of temperature. [4]
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single crystal. We note that (!p)
2 drops sharply at the transition temperature, [194]
in agreement with the static dielectric data of Seehra et al. [102] but dierent than
the trend in !p reported by Rudolf et al. [18] Z

B for the Mn center in the (100)
plane (solid squares, Fig. 5.3(c)) shows an 10% decrease (from 3.3 to 2.9 e) at
TN . The local eective charge trend is quite similar. Analogous data for the 8 nm
MnO nanoparticles are shown in Figs. 5.3(b), (d), (f), and (h). There is only a
modest change in Born and local eective charges at TN . Total polarizability (Figs.
5.3(g) and (h)) rises linearly with decreasing temperature in both materials, with no
obvious change at TN .
5.2.2 Low Temperature Phase Anisotropy in the Eective
Charge
In a eort to obtain a more complete picture of charge and bonding in the low
temperature phase, we sought to account for anisotropy. These eects are important
only below TN where symmetry breaking gives Z

B, Z
, and  directional character.
We begin by recalling that MnO is in the AFMII state below 118 K, with spins
aligned in the (111) plane and the planes stacked antiferromagnetically in the [111]
direction (Fig. 5.4). [74,105,106] A triply-degenerate vibrational mode will thus split
into two types of features below TN . [74,102] The doubly-degenerate component is in
the (111) plane, whereas the singly-degenerate portion is in the [111] direction. This
anisotropy eect is clearly evident in Seehra's dielectric data. [102] Our measurements
were, however, carried out on the (100) face of the single crystal. They thus represent
an average. We can estimate the anisotropy in the intrinsic eective plasma frequency
by realizing that (!p)
2 in the (100) plane has a straightforward relationship with its
components below TN : (!p)
2 = 2
3
(!p)
2
(111) +
1
3
(!p)
2
[111]. [1, 2] Here, (!p)(111) is the
intrinsic eective plasma frequency in the (111) plane, and (!p)[111] is the intrinsic
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Figure 5.3: The square of the intrinsic plasma frequency ((!p)
2), Born (ZB) and local
(Z) eective charges for the Mn center, and total polarizability () of single crystal
and nanoscale MnO as a function of temperature. The solid squares show results
based on observed values (single crystal: (100) plane; nanoparticles: isotropic). [188]
The solid lines guide the eye. The open circles show calculated results that include
an orientational correction (described in the text). The vertical dashed lines denote
transition temperatures. The 118 K Neel transition has already been discussed ex-
tensively. Uncompensated surface spins may give rise to weak ferromagnetism below
30 K. [4, 31,32,35]
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eective plasma frequency in the [111] direction. Below TN , we can calculate (!p)
2
(111)
from an extended least squares t to the high temperature phase data. (!p)
2
[111] is
then obtained as the dierence. We can use these directionally-resolved values of
(!p)
2
(111) and (!p)
2
[111] to calculate Born and local eective charges for the MnO single
crystal below TN (open circles, Figs. 5.3(c) and (e)). [195] Considering that total
polarizability is insensitive to TN and that the lattice distortion below 118 K is
relatively modest, we assume that  does not have orientational dependence. This
assumption is consistent with short range interactions dominating the transition.
The MnO nanoparticles are dierent. They display much weaker changes in Born
and local eective charges with temperature, with only a small cusp (on the order of
3%) in the transition regime (solid squares, Figs. 5.3(d) and (f)). We can account
for low temperature phase anisotropy by recalling the spherical shape (TEM image,
inset of Fig. 5.2(b)). This indicates that anisotropy eects in the nanoparticles
are orientationally averaged. The intrinsic eective plasma frequency below TN can
therefore be written in terms of its components as (!p)
2 = 2
3
(!p)
2
(111) +
1
3
(!p)
2
[111].
Below TN , we again calculate (!p)
2
(111) from an extended least squares t to the high
temperature phase data. (!p)
2
[111] is then obtained as the dierence. Thus, we can
calculate directionally-resolved Born and local eective charges for the nanoparticles
below TN (open circles, Figs. 5.3(d) and (f)). The low-temperature splitting of
ZB and Z
 is signicantly less than that in the single crystal, revealing the reduced
importance of the lattice distortion. This consistant with lack of splitting in measured
data (Fig. 5.2(b)). Total polarizability is again insensitive to TN , demonstrating that
modied exchange interactions do not impact electron cloud volume at the transition.
5.2.3 The Estimate of the Spring Constant Frequency
We also employed a Hooke's law analysis to extract the elastic parameters as: [1, 2]
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Figure 5.4: Left: 300 K cubic crystal structure. Right: Low temperature rhom-
bohedral crystal structure with AFMII magnetic arrangement. Spins are aligned
in the (111) plane, and the planes are stacked antiferromagnetically in the [111]
direction. [4]
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!20 =
k

= (!TO)
2 +
N
0
(Z)2
V
1  N
V
: (5.3)
Here, !0 is the spring constant frequency [196] (useful for our analysis of spin-phonon
coupling, below), k is spring constant, and  is the reduced mass. The second
term in the above expression dominates due to the importance of !p (or oscillator
strength) compared to !TO. [2,110] To evaluate Eq. 5.3, we need several parameters.
We already have Z and  for both materials. [197] The !TO's can in principle be
extracted directly from the optical conductivity (insets, Figs. 5.2(a) and (b)). Let's
examine this data. The frequency dependent conductivity of single crystalline MnO
(lower inset, Fig. 5.2(a)) reveals two strong peaks below TN that we assign as split
TO phonons. In our 10 K data, the two TO phonons are observed at 268 and 289
cm 1, similar to the results of Chung et al. (269 and 294 cm 1 at 4.3 K). [157] The
smaller feature midway between the two larger peaks is not observed in inelastic
neutron scattering experiments [157] and may be related to anharmonicity eects.
We must also obtain !TO's for the nanoparticles. The optical conductivity displays
a peak from which we can extract one !TO. The value (!TO = 318 cm
 1) is slightly
larger than that obtained for the single crystal, a nding that is supported by direct
transmittance (Fig. 5.5(b)). There is, however, little temperature dependence and
no vibrational ne structure in the low temperature phase (Fig. 5.2(b)). According
to our analysis, [198] phonon lifetime eects prevent the observation of TO mode
splitting in the nanoparticles. Thus, the splitting in the spring constant discussed
below emanates only from splitting in Z.
Using Eq. 5.3, we can extract the spring constants for both materials (Figs.
5.5(c) and (d)). In the MnO single crystal, k = 185 N/m at room temperature. The
spring constant splits into two branches below TN , with limiting low temperature
values of 124 and 257 N/m. The nanoparticles are dierent. Here, k is overall lower
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Figure 5.5: (a) Transverse optic phonon frequency !TO of the MnO single crystal as a
function of temperature. (b) 300 K transmittance of bulk powder and nanoparticles.
(c) and (d) Spring constant, k, of single crystal and nanoscale MnO as a function of
temperature. This calculation of k includes an estimate of orientational eects. The
solid lines guide the eye. The vertical hashed lines denote transition temperatures. [4]
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because the nanoparticles are softer and less ionic than the single crystal. [3] The
spring constant is 165 N/m at 300 K, with limiting low temperature values of 163
and 177 N/m. The weak splitting at TN and modest temperature dependence of the
lower frequency (spin-spin coupled) branch of k below 118 K is another consequence
of the nite size eect.
5.2.4 Evaluating Magneto-Elastic Coupling
In order to quantify the spin-phonon coupling, we invoke the well known expression:
[67,89]
!2 = !20 + hSi  Sji: (5.4)
Here, ! and !0 are the spring constant frequencies with and without spin-spin cou-
pling,  = 1

@2J
@u2
is the macroscopic spin-phonon coupling (J is the magnetic exchange
and u is displacement), and hSiSji is the low temperature near neighbor spin-spin
correlation function. The latter reduces to 3S2 in the low temperature AFMII phase
for a single formula unit of bulk MnO with S = 5
2
. [74,105] Using Eq. 5.4 along with
the data in Fig. 5.5(c) and the realization that !20 =
k

, we nd @
2J
@u2
=    5 N/m
for the MnO single crystal. This value agrees reasonably well with the theoretical es-
timate (10.7 N/m) of Luo et al. [74] Because the spin-spin correlation function for the
nanoparticles is not known, we elected to employ the same literature value of hSiSji.
We nd @
2J
@u2
=     0:5 N/m for the 8 nm MnO nanoparticles, an order of mag-
nitude less than in the single crystal. This is clearly a lower bound on the coupling
because it assumes that all ! eects are manifest in   . Direct measurements of
hSiSji for the nanoparticles would be very useful to decompose the frequency shift
information into @
2J
@u2
eects, hSiSji, or a combination. [199] The lack of low tem-
perature phase spectral splitting (Fig. 5.2(b)) dovetails with the nding of smaller
coupling. Spectroscopists often employ a shorthand formula to describe spin-phonon
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coupling: !  !0 + 0hSi  Sji. [68, 73] Combining this formula with our data yields
0  7 cm 1 for the single crystal. This value compares well with couplings for many
frustrated oxides like ZnCr2O4, DyMn2O5, and Ni3V2O8. [68, 70, 71, 75] Within this
formalism, we nd 0 < 1 cm 1 for the nanoparticles, indicative of weak coupling.
This is consistent with (i) the much shorter phonon lifetime compared to the time
scale of infrared vibrational spectra, (ii) the reduced antiferromagnetic proportion
in these strained nanoparticles. [31{36, 118, 200] in the nanoparticles Similar trends
were recently observed in Cr2O3 nanoparticles. [92]
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Chapter 6
Spectroscopic Signature of the
Superparamagnetic Transition and
Surface Spin Disorder in CoFe2O4
Nanoparticles
6.1 Superparamagnetic Transition in CoFe2O4 Nanopar-
ticles
Figure 6.1 shows coercivity, Hc, as a function of nanoparticle size for CoFe2O4. The
14.0 and 10.4 nm particles display magnetic hysteresis loops and non-zero coercivities,
whereas hysteresis loops are not observed in the 7.1 and 5.0 nm materials (Fig. 2.14
and Table 2.5). There is clearly a size-driven crossover between the hysteretic and
non-hysteretic (Hc = 0) regimes in the 7 - 10 nm size range. Above the magnetic
crossover, the 14.0 and 10.4 nm CoFe2O4 nanoparticles are in the ferrimagnetic
state. We can understand the behavior of these larger particles by considering the
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Figure 6.1: Surface-to-volume ratio and coercivity as a function of particle diameter.
The magnetic crossover regime (from the hysteretic ferrimagnetic regime at large sizes
to the superparamagnetic state at small particle sizes) is denoted by the vertical gray
band. The green line connecting coercivity data points guides the eye. [5]
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magnetocrystalline anisotropy energy, EA, which goes as KV sin
2. [164, 201, 202]
Here, K is the magnetocrystalline anisotropy, V is the nanoparticle volume, and  is
the angle between the magnetization direction and the easy axis of the nanoparticle.
A hysteresis loop is observed when magnetocrystalline anisotropy is larger than the
thermal energy, [164, 202] which in this case, is 300 K. A reduced remanence can
also be extracted. Below the magnetic crossover, the 7.1 and 5.0 nm particles are
in the superparamagnetic state. [134] Here, spin acts as a giant moment, the energy
landscape is characterized by doubly-degenerate minima separated by an energy
barrier, and when temperature is larger than the barrier, the magnetization direction
ips randomly. [97,203]
Stoner-Wohlfarth theory provides a framework within which we can understand
these eects. [163, 201] Here, the coercivity of a single-domain particle is expressed
as 2K=0Ms, where K is the previously mentioned magnetocrystalline anisotropy,
Ms is the saturation magnetization, and 0 is the permeability of free space. In the
superparamagnetic state, magnetocrystalline anisotropy is overcome by thermal ef-
fects, a situation that renders K unimportant (and eectively zero). Figure 6.1 also
displays the surface-to-volume ratio as a function of particle size. The Hc > 0 behav-
ior of the 14.0 and 10.4 nm CoFe2O4 particles correlates with low surface-to-volume
ratios, whereas the superparamagnetic (Hc = 0) state of the 7.1 and 5.0 nm particles
correlates with larger surface-to-volume ratios. [161,164,204] In the following discus-
sion, we combine these magnetic property trends with complementary vibrational
spectroscopies to more deeply investigate the ferrimagnetic ! superparamagnetic
transition and signatures of surface spin disorder in magnetic nanoparticles.
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6.2 Spin-Phonon Coupling in Bulk CoFe2O4 and
Calculation of hSi  Sji
Figure 6.2(a) displays the infrared absorption of bulk and nanoscale CoFe2O4. The
spectrum of the bulk material shows three vibrational modes at 577 (1), 382 (2),
and 190 cm 1 (3), in agreement with prior results. [104,205,206] In the nanoparticles,
3 is extremely weak, probably due to combined phonon lifetime eects, damping, and
(for coupled systems like CoFe2O4) magnetic relaxation time eects. [4,110,164,207,
208] We therefore focus on trends in 1 and 2 to reveal the spectroscopic signatures
of the superparamagnetic transition and surface spin disorder. Figures 6.2(f) and
(g) display the calculated displacement patterns for 1 and 2. [104, 209] For 1,
the tetrahedral metal centers vibrate against the oxygen cage, and the octahedral
metal centers vibrate against each other and the surrounding oxygen sites. For 2, the
tetrahedral metal center is xed and oxygen cage vibration is balanced by octahedral
cation + cage motion. Here, the octahedral metal center vibrates against the other
B site cation and the surrounding oxygen centers.
We can understand the peak shape in bulk CoFe2O4 by recalling that this system
is ferrimagnetic at room temperature. [159] Figure 6.2(b) shows a representative two-
oscillator t to 1 and 2. The presence of magnetic ordering [159] motivates our
assignment based upon strong spin-phonon coupling and provides a natural physical
explanation for the observed doublet structure in this and other spinels. [4, 74, 104]
The motion of ions in a solid is well-known to couple with charge. [1, 3, 11, 110]
This type of interaction is the basis for traditional dynamics calculations that yield
mode frequencies and displacement patterns of the sort discussed above. In some
materials, the motions of ionic centers also couples with spins. [4,68,74] As mentioned
108
200 400 600 800
(a)
(A
rb
. U
ni
ts
)
 
Frequency (cm-1)
5.0 nm
7.1 nm
10.4 nm
14.0 nm
Bulk
4 6 8 10 12 14
360
380
400
420
Surface to volume (nm-1)
(e)
 
Pe
ak
 p
os
iti
on
(c
m
-1
)
Particle size (nm)
4 6 8 10 12 14
580
600
Surface to volume (nm-1)
 
Pe
ak
 p
os
iti
on
(c
m
-1
)
 
Particle size (nm)
(d)
M
ag
ne
tic
cr
os
so
ve
r
uncoupled
coupled
200 400 600 800
(b)
(A
rb
. U
ni
ts
)
  
Frequency (cm-1)
Bulk
200 400 600 800
(c)
 
(A
rb
. U
ni
ts
)
 
Frequency (cm-1)
5.0 nm particle
150 200
 
 
 
 
Bulk
1.5 1 0.5
 
1.5 1 0.5
coupled
uncoupled
(f)
(g)
M
ag
ne
tic
cr
os
so
ve
r
Figure 6.2: (a) 300 K absorption spectra of bulk powder and nanoscale CoFe2O4.
The particle sizes are indicated, and the curves are vertically shifted for clarity. Inset:
Close-up view of 3 in the bulk powder. (b) Example peak t of the bulk CoFe2O4
spectrum using Voigt lineshapes. Two oscillators are required to t each mode. (c)
Example peak t of the 5.0 nm nanoparticle spectrum using Voigt lineshapes. Only
one oscillator is required to t each mode. (d) and (e) Peak position of 1 and 2
as a function of particle size. The dashed lines indicate the limiting bulk values
with and without spin-phonon coupling, and the dotted lines guide the eye. [4, 74]
The gray shaded area indicates the transition regime (from ferrimagnetic at large
particle sizes to superparamagnetic at small sizes.) (f) and (g) Schematic view of
calculated displacement patterns of 1 and 2 vibrational modes in CoFe2O4 in the
rhombohedral primitive cell. [104,160,210] Here, the shaded green polyhedra denote
tetrahedral sites, and top four ions correspond to octahedral positions. [5]
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in Chapter 3, the well-known mechanism couples spin to the lattice as [67,68,73,74]
!2 = !20 + hSi  Sji; (6.1)
were, we employ a single J Hamiltonian.
Let's apply these ideas to bulk CoFe2O4. The presence of both coupled and
uncoupled components is evidenced by the doublet character of 1 and 2 (Fig.
6.2(b)). Even 3 displays weak splitting (inset Fig. 6.2(a)). [213] A symmetry analysis
reveals the origin of the coupled and uncoupled branches and the resultant mode
splitting. The displacement patterns of 1 and 2 (Figs. 6.2(f) and (g)) both show
that the tetrahedral A sites have either (i) the same or (ii) zero directional motion.
As a consequence, no coupling emanates from the A sublattice in the AB2O4 spinel
structure. In other words, this branch has no spin-spin correlations. In contrast,
ions of the B sublattice (formed by the octahedral metal sites) vibrate against each
other. This symmetry is consistent with spin-phonon coupling, and the branch is
softened by spin-spin interactions. The inter-sublattice motion also involves out-of-
phase vibration and likewise contributes to coupling. The horizontal dashed lines in
Figs. 6.2(d) and (e) denote the uncoupled and coupled components of the phonon
at higher and lower frequency, respectively. The size of the splitting (!1 =  32
cm 1 and !2 =  46 cm 1) is a measure of the perturbation and is related to the
coupling constant for each mode.
Equation 6.1 provides a framework within which we can estimate the spin-phonon
coupling constants of 1 and 2 for bulk CoFe2O4. We already have the frequency shift
from our measured data, [214] but we still need to obtain the spin-spin correlation
function. [215] Here, we employ an approximate method that was originally developed
for Fe3O4. [211,216] It assumes an Ising Hamiltonian, nearest-neighbor interactions,
and the two-sublattice ferrimagnetic model. [211, 216] Under these assumptions, we
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can write hSi  Sji =
P
SBi  SBj  
P
SAi  SBj for a single formula unit. Here, SAi
denotes the spin at the A sublattice site, and SBi denotes the spin at the B sublattice
site. In the case of a fully inverted spinel with formula AB2O4, Fe
3+ ions occupy the
A sublattice (tetrahedral) sites and half of the B sublattice (octahedral) sites, Co2+
ions occupy the remaining B sublattice sites. S = 5
2
for Fe3+ and S = 3
2
for Co2+ in
agreement with the electronic congurations of these ions. As mentioned above, no
coupling emanates from the A sublattice sites in the AB2O4 spinel structure. Then
the calculation of hSi  Sji only runs over the B sublattice and the inter-sublattice.
The spin-spin correlation function hSi  Sji =
P
SBi  SBj  
P
SAi  SBj for a single
formula unit. Here, SAi denotes the spin at the A sublattice site, and SBi denotes
the spin at the B sublattice site, and the minus sign indicates antiferromagnetic
alignment between inter-sublattice. As shown in Fig. 3.8 (b), there are 6 nearest
neighbors for B sublattice ions (Fe3+ and Co2+),
P
SBi  SBj = 12((2  32  32 + 4  52 
3
2
)+ (2  5
2
 5
2
+4  5
2
 3
2
)) = 47
2
; there are 12 nearest neighbors for inter-sublattice ions,P
SAi SBj = 12(6  52  52 +6  52  32) = 30. Here, the factor of 12 avoids double-counting
issues. Thus hSi  Sji = 472   30 =  132 for a fully inverted spinel. Combining
this value of the spin-spin correlation function with the experimentally measured
frequency shifts, we nd J 00 =     1:1 N/m for the fully inverted spinel.
Most spinels, however, exhibit an inversion fraction between 0 and 1. Ferreira et
al. determined the cation distribution of bulk CoFe2O4 from powder x-ray dirac-
tion and Mossbauer data and found that the degree of inversion is  = 0.75  0.01.
The corresponding chemical formula is thus (Co2+0:25Fe
3+
0:75)(Co
2+
0:75Fe
3+
1:25)O4. [217, 218]
Note that oxidation state does not change with occupancy. [132] Based on this sto-
ichiometry, we can recalculate hSi  Sji. First, for a normal (non-inverted) spinel,P
SBi SBj = 12(6  52  52  2) = 752 for the B sublattice;
P
SAi SBj = 12(12  52  32) = 452 .
Using the above fully inverse results, we can estimate hSi  Sji for bulk CoFe2O4 as
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0:75  (47
2
  30) + 0:25  (75
2
  45
2
) =  9
8
. Combining this value of hSi  Sji with the
experimentally measured frequency shifts, [214] we can roughly estimate the coupling
constant of both modes as J 00 =     6:3 N/m. In this calculation, we employed
hSi  Sji for the partially inverted spinel because it most closely resembles the situa-
tion in bulk CoFe2O4. The error bars are large (probably 1 or 2 N/m), mainly due
to uncertainties in hSi  Sji. On the other hand, the extracted coupling constant of
the partially inverse spinel (J 00 =     6:3 N/m) is similar to the values found in
other oxides like MnO and ZnCr2O4. [4, 68, 75,219]
6.3 Spin-Phonon Coupling in CoFe2O4 Nanopar-
ticles
We also employed standard peak-tting techniques to reveal size-dependent trends
in the position of 1 and 2. [220] The line shapes in the various nanoparticle samples
are much more symmetric than that of the bulk due to the short phonon lifetime
and fast magnetic relaxation time. [4,110,164,207,208,221,222] As a result, only one
oscillator is needed to t each mode (Fig. 6.2(c)). Figures 6.2(d) and (e) summarize
the behavior of 1 and 2 as a function of nanoparticle size. The resonance frequencies
increase with decreasing size through the magnetic crossover regime. This trend
parallels the diverging surface-to-volume ratio (Fig. 6.1) and suggests a correlation
with the transition to the superparamagnetic state and the development of surface
spin disorder. [204] This connection is discussed below. As anticipated, the data
points are positioned between the low and high frequency limits dened by coupled
and uncoupled branches of each phonon in the bulk.
Spin-phonon coupling in the CoFe2O4 nanoparticles is dierent than in the bulk.
This is because robust magnetic order exists primarily in the core, whereas the shell
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has a more random spin arrangement. [204] Magnetoelastic coupling is therefore
dierent in the two regions. Interestingly, infrared spectroscopy is sensitive to this
change. Although there is no splitting of 1 and 2 (Fig 6.2(a)), these features still
carry information on the coupling in an average way that causes peak positions
to shift with decreasing particle size. Of course, it is not really particle size that
matters here but the relative proportion of core and shell. The core-shell model
(where we assume that the particle consists of a core of aligned spins surrounded by
a magnetically disordered shell) [204] accounts for these eects. We consider each
region in turn and then bring them together.
In the core of a single-domain nanoparticle like CoFe2O4, [134] spins align fer-
rimagnetically according to their various exchange interactions, [204, 223] a process
that mirrors the development of magnetic order in the bulk. Phonons that reside
primarily in the core are sensitive to this magnetic structure, and they engage in
spin-phonon coupling just like the bulk. Core-phonon modes thus possess both cou-
pled and uncoupled branches, as previously discussed, although connement eects
reduce the phonon life time [4, 110, 208, 221] to yield only an averaged spectral re-
sponse. This occurs because the phonon lifetime (10 14   10 13 sec) is shorter than
spectroscopic time scale (10 12  10 13 sec), [222] so the spectrum will measure mul-
tiple phonon vibrations in the same time period which eliminates the possibility of
distinguishing between coupled and uncoupled branches. [4, 110,208,221]
The surface of a magnetic nanoparticle is dierent. Here, large surface strains,
broken bonds, and broken exchange interactions between magnetic centers cause
surface spins to lose their order. [204, 223] Under these conditions, the spin-spin
correlation function hSi  Sji will be close to zero. Since !2 = !20 + hSi  Sji,
the vibrational contribution of the nanoparticle shell will thus be a peak at the
unperturbed phonon frequency, !0, regardless of the value of . In other words,
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Figure 6.3: (a) and (b) Variable temperature infrared absorption spectra of 1 and
2 from the 5 nm particles. (c) and (d) Peak position of 1 and 2 as a function of
temperature. [5]
there can be no coupling without spin order.
Variable temperature infrared spectroscopy provides an additional test for the
presence of surface spin disorder at high temperature and the possibility of a low
temperature surface spin glass state. [204,223] Figures 6.3(a) and (b) shows a close-
up view of the variable temperature infrared absorption spectra of the 5 nm particles
focusing on 1 and 2 behavior. We employed standard peak-tting techniques to
reveal size-dependent trends in the position of 1 and 2 as shown in Figs. 6.3(c)
and (d). [220] Our experiments show a gradual red-shift of the peak positions with
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decreasing temperature (on the order of 5 cm 1 for 1 and 2 cm 1 for 1). This red-
shift is a temperature-dependent property of the material. Importantly, there is no
abrupt change in behavior at the blocking temperature (245 K). In the above text, we
discussed how phonon frequency is determined by !2 = !20+hSiSji. Eliminating the
temperature dependence, this result indicates the surface spin correlation function
hSi  Sji is still close to zero at low temperature. In other words, the surface spins
are still disordered, which is consistent with low temperature magnetization behavior
determined by a random freezing of surface spins. [224]
Let's bring the behavior of the core and shell together. We already argued that
the spectrum of the nanoparticles catches only the weighted average value of the
coupled and uncoupled branches of each mode due to the short phonon lifetime and
fast magnetic relaxation time. [4, 110, 164, 207, 208, 221] This averaged response can
be expressed as !ave = x!shell + (1   x)!core. Here, !ave is the weighted average
frequency, x is the volume fraction of the shell, (1   x) is the volume fraction of
the core, and !core and !shell are the core and shell phonon frequencies, respectively.
Moreover, !core is always less than !shell because the core includes the coupled branch
contribution whereas the shell does not. If we assume that !core and !shell do not
change with size over the range of our investigation, larger values of x will shift the
observed peak at !ave to higher frequency. This is in agreement with the data in Figs.
6.2(d) and (e), and it provides a natural explanation for the similarity between these
trends and the surface-to-volume ratio in Fig. 6.1. As shown in Figs. 6.2(d) and (e),
the peak position of the 7.1 nm particles is elevated compared to that of the larger
particles, and !ave of the 5.0 nm particles is approaching the bare phonon frequency of
the bulk. Moreover, both the 5 and 7 nm particles are in the superparamagnetic state
under these conditions. The spectral sensitivity to the superparamagnetic transition
in these ferrimagnetic spinel nanoparticles is thus due to magnetoelastic coupling
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Figure 6.4: (a) Close-up view of the 2 vibrational mode of bulk CoFe2O4 where ! and
!0 are clearly resolved due to magnetoelastic coupling. The weighted average position
of the coupled and uncoupled branches, !ave, is also indicated. (b) Close-up view
of 2 for the 14 and 5 nm particles where the spectral peak represents the weighted
average of the coupled and uncoupled branches. In other words, ! and !0 are smeared
together due to lifetime eects, and only !ave is observed. (c) Schematic view of our
ndings from the core-shell model for the 14 and 5 nm particles, respectively. The
extracted shell thicknesses of 0.4 and 0.8 nm are comparable with the 0.8391 nm
unit cell size [159] for bulk CoFe2O4. (d) Shell thickness as a function of particle size
determined by a spin-phonon coupling analysis. The dotted line guides the eye. [5]
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(with a boundary at 0:5(!0 + !) of bulk values estimated from Figs. 6.2(d) and
(e)). Moreover, the core-shell model captures the physics of this situation extremely
well.
6.4 Using Vibrational Spectroscopy to Estimate
Shell Thickness
We can also employ our spectral data to estimate the relative size of the core and
shell. Here's how. First, we calculate the weighted average phonon frequencies of 1
and 2 for the bulk material. This is done using peak-tted mode positions and the
normalized areas of the coupled and uncoupled components. Using 2 as an example,
the weighted average frequency can be written as !ave = y!+(1  y)!0. The factors
of y (0.69) and (1 y) (0.31) are the normalized areas of the coupled (! = 368 cm 1)
and uncoupled (!0 = 413 cm
 1) branches of 2 in the bulk (Fig. 6.4(a)). We nd !ave
= 382 cm 1. This number rigorously describes the bulk and reasonably approximates
the nanoparticle core. We further x the core phonon frequency in our set of 14, 10,
7, and 5 nm particles to be that of the bulk. In other words, we assume that this
value (!ave = 382 cm
 1) does not depend on size. Lastly, we also allow the shell
phonon to be represented by the uncoupled phonon in the bulk, an assumption that
is justied because hSi Sji  0. Using the weighted average phonon frequency of the
5 nm particles from the measured spectrum (!ave = 404 cm
 1, Fig. 6.4(b)) and our
expression for the overall average response !ave = x!shell+ (1  x)!core, we can back
calculate the volume fraction of the shell. We nd x = 0:71 for the 5 nm particles.
An analysis of 1 yields a similar value (x = 0:63). Using the average of these two
quantities (x = 0:67), we can estimate the shell thickness as x = (4
3
R3 4
3
r3)=4
3
R3.
Here, R is the nanoparticle radius, and r is the radius of the core. We nd r = 1.7
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nm for the 5 nm particles. The shell thickness is therefore 2.5 - 1.7 = 0.8 nm. A
similar analysis of the 14 nm particles yields an 0.4 nm shell thickness. Table 6.1
summarizes our work to estimate shell thicknesses for dierent sized nanoparticles
based on a spin-phonon coupling analysis. The extracted shell thicknesses of 0.4 and
0.8 nm for the 14 and 5 nm particles are comparable with the 0.8391 nm unit cell
size for bulk CoFe2O4. [159] We therefore conclude that the surface distortion takes
place within the outermost unit cell, a nding that is consistent with other length
scale estimates of spin disorder. [204,224{226] The deviation of the 10.4 nm particles
is probably related to their broader size distribution and lesser overall quality.
Table 6.1: Summary of the shell thicknesses for dierent sized nanoparticles based
on the detailed spin-phonon coupling analysis. We retain only one signicant gure
in the shell thickness numbers due to the size of the error bars. [5, 227]
Particles size
Mode
Peak position Volume fraction of shell Shell thickness
(nm) (cm 1) (x) (nm)
5.0
1 594 0.63 0.760.12 (0.8)
2 404 0.71
7.1
1 585 0.30 0.550.12 (0.6)
2 397 0.48
10.4
1 580 0.11 0.150.28 (0.2)
2 384 0.065
14.0
1 582 0.19 0.400.14 (0.4)
2 386 0.13
Figure 6.4(c) displays a schematic view of the 14 and 5 nm CoFe2O4 particles
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within the core-shell picture. Shell thickness is clearly not a constant. Instead, it
increases from 0.4 to 0.8 nm over the range of our investigation. We can see this result
more clearly in Fig. 6.4(d). While the 1.2 nm shell thickness in the 4 nm particles
investigated by Lin et al. [223] is not strictly comparable with our data because the
particles were prepared by mechanical agitation rather than the synthetic techniques
employed here, [100, 125] the trend is strikingly preserved. In any case, the inverse
relationship between shell thickness and particle size emanates from the large surface
strains that introduce broken bonds (and interrupted exchange interactions between
magnetic centers) in the small nanoparticles. We conclude that the large proportion
of surface spin disorder in the small CoFe2O4 particles is responsible for the crossover
to the superparamagnetic state.
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Chapter 7
Conclusion
In this work, I investigated the infrared vibrational properties of nanoscale MoS2,
MnO, and CoFe2O4 and compared the results with the spectrum of their parent com-
pounds in order to understand nite length scale eects. Work focused on the charge
and bonding analysis which investigates charge, bonding, ionicity, and polarizability
in nanoscale materials, and spin-phonon coupling which reveal the interplay between
charge, structure, and spin in nanoscale systems.
Infrared vibrational spectroscopy provides a unique microscopic probe of charge,
bonding, and spin interactions present in a nanomaterial. For MoS2, we nd that the
intralayer Born eective charge decreases strongly in IF-MoS2 compared to the 2H-
counterpart whereas it remains unchanged in the interlayer direction. Comparison
with local eective charge and polarizability demonstrates that this decrease is due
to structural strain and the consequent modication of the intralayer polarizability
that reduces non-local eective charge in the nanoscale material. These ndings are
important because they strengthen the connection between structural strain, phonon
connement, and charge, which may play a role in the unique solid state lubrication
behavior in the nanomaterial.
For MnO, we employ the charge and bonding analysis and the magneto-elastic
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coupling analysis to evaluate nite length scale eects in 8 nm MnO particles. The
charge and bonding analysis reveals a dramatic decrease in the Born eective charge
of the nanoparticles compared with the single crystal, a nding that, when separated
into local charge and polarizability contributions, shows that the nanoparticles are
less ionic than bulk MnO. Magnetoelastic interactions through the Neel temperature
are substantial in the bulk material (with a coupling constant of 5 N/m), whereas
they are much smaller in the nanoparticles. In fact, the displacive contribution is
nearly blocked. These ndings are important for understanding nite length scale
eects in this simple binary oxide and the more complicated functional oxides that
emanate from this parent compound.
For CoFe2O4, we measured the infrared vibrational properties of several dierent
CoFe2O4 nanoparticles and compared the results to trends in the coercivity and to
the spectrum of the bulk material. A detailed analysis of the magnetoelastic coupling
allows us to extract a spin-phonon coupling constant of6.3 N/m for the bulk. More-
over, we show that these same processes are sensitive to the size-dependent crossover
in magnetic properties (in which the nanoparticles become superparamagnetic be-
tween 7 and 10 nm). In other words, magnetoelastic coupling in the conned system
makes the mode position sensitive to the superparamagnetic transition. Combining
this mode information with a spin-phonon coupling analysis reveals the applicability
of the core-shell model with a core of aligned spins surrounded by a magnetically
disordered shell. We use this model to evaluate the shell thickness and nd that it
is on the order of 1 unit cell. It increases from 0.4 nm in our 14 nm particles to 0.8
nm in the 5 nm particles. These ndings are unique in that they verify the core-shell
model from the spectroscopic point of view.
This dissertation opens up an interesting new direction for spectroscopic studies
of charge, bonding, and spin-phonon coupling in nanomaterials. Our analysis re-
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veals that the properties of nanoscale materials are quite dierent from those of the
corresponding bulk materials. From the analysis of eective charges, polarizability
and spin phonon coupling constant, we can understand the ionicity, covalence, and
spin pattern in nanoscale materials. These ndings are important for understanding
nite length scale eects in these model nanoscale materials and the more compli-
cated functional nanoscale materials that emanate from similar parent compounds.
These ideas may also be interesting consequences for on-going work to functionalize
and design nanoscale devices.
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