We extended the density-gradient (DG) model to include a second-order quantum correction (SOQC) term. The DG model has been widely used as a device simulation model capable of simulating quantum effects in efficient way. However, when only the first order quantum correction term is considered in the DG model, it is difficult to accurately describe device characteristics such as carrier density or potential fluctuation in the narrow region due to discrete charges such as dopants and interface traps. Thus, we extended the DG model to the SOQC, implemented it as a three-dimensional (3D) simulator, and compared the simulation results for sub-10-nm devices, which have a single point charge, in the DG model and the 3D Schrödinger-Poisson (SP) solver. Through this, we identified that the DG extended to SOQC well reproduces the SP simulation results in terms of both capacitance-voltage (C-V) and local fluctuation in electron density.
I. INTRODUCTION
As mosfet devices are successfully scaled down, their channel length and width have entered the sub-10-nm regime [1] . Therefore, understanding and prediction of sub-10-nm devices has become a challenging topic. For example, the effects of dopants (or traps) become discrete rather than continuous, and the boundary of the device at the oxide interface becomes important to the electrical characteristics of the device. In ultra-scaled devices, the channel region contains only a few dopant atoms that can be counted, but the change in device characteristics produced by individual dopants causes more serious problems [2] - [5] . Moreover, owing to the quantum confinement effect, the effects of boundaries, which are usually formed by Si and SiO 2 , become more important for determining the device characteristics, such as the capacitance-voltage (C-V) and threshold voltage (V T ) [6] .
The density-gradient (DG) model has been considered as a useful quantum device simulation tool because it can calculate quantum effects simply by adding a slight quantum correction (QC) to the standard drift-diffusion form.
The structure of the model is simpler than that of the Schrödinger-Poisson (SP) solver or non-equilibrium Green's function, which solve the Schrödinger equation, making it easier to understand the quantum mechanical effects intuitively. The DG model is similar to classical drift-diffusion models; hence, it is used as a tool for analyzing complicated structures of multidimensional devices [7] - [9] . Moreover, the DG model is widely accepted in academia and industry because it not only accurately predict the C-V of very thin SiO 2 like SP models [10] , [11] , but is also much more computationally efficient. With these advantages, the model has been extended to the modeling of electrostatic effects of discrete dopants [12] , [13] and the quantum transport of carriers by including the concept of the quantum field [14] - [16] . In the era of 10-nm MOSFET, it is important to revisit the validity of DG, as we believe that the DG model will remain a valid tool for many years to come because the model is highly intuitive with its use of the drift-diffusion form [17] .
It is well known that the DG model requires fitting of the parameter related to degree of quantum confinement, which can be changed by conditions such as the temperature or device size [8] , [11] , [17] , [18] , [22] . Many previous studies have shown how to reproduce the SP simulation by using the effective mass as a fitting parameter to adjust the magnitude of the QC term phenomenologically. In this way, DG can provide results that accurately consider quantum effects, much like the SP simulation [17] .
However, this is not the case in simulations of sub-10nm devices with discrete charges. The conventional DG model, which considers only the first-order quantum correction (FOQC), cannot reproduce SP simulation results for electrical characteristics, such as electron density and C-V. For that, we extended the DG model to the second-order quantum correction (SOQC), which depends on 4 . To verify the validity of the extended DG model for the 10-nm era, we compared the simulation results with those of the 3D SP model as reference.
This paper is organized as follows. In Section II, we derive the extended DG model including SOQC and discuss when SOQC should be considered. In Section III, we implement the 3D DG simulator and simulate it on an intrinsic device with no single charge. In Section IV, the electrostatic effects of single charge on sub-10-nm MOS capacitors are compared among the conventional DG, SP, and extended DG models.
II. FORM OF THE SECOND-ORDER QUANTUM CORRECTION AND DISCUSSION OF CIRCUMSTANCES FOR CONSIDERATION
DG is a device model that calculates quantum effects by accounting for the QC, also called the quantum potential, in addition to the classical electrostatic potential. So far, because the conventional DG model neglects quantum correction terms beyond the first order in the derivation process, if the electron concentration changes abruptly due to discrete charges, the simulation results may differ from those of the SP depending on the situation [18] , [29] .
Quantum potential has been derived through several methods [17] - [21] . One of them is the method using the Wigner function and Boltzmann transport equation (BTE) [18] . By reviewing the derivation process, we extended the DG model to the 4 term, namely the second-order quantum correction.
The first step in the derivation is the process of obtaining the Bloch equation, which is the differential equation for the temperature of the Wigner function (β = 1/kT), as in the derivation process of the traditional DG model.
The Wigner function f w (r, p) represents the distribution of electrons in the system, in the position r and momentum p space. We solve the Bloch equation by assuming that the thermal equilibrium Wigner function f w0 (r, p) is a perturbation function for the quantum correction terms, as follows:
For the second-order quantum correction, we consider 4 term in addition to the traditional method. As a result, the distribution of electrons in the thermal equilibrium state is as follows, with the addition of the quantum correction term:
Then, we can obtain the drift-diffusion current equation that considers the quantum correction term by substituting the thermal equilibrium-state Wigner function obtained above into the BTE.
Compared to the conventional DG model, (4) has one addition of the quantum correction term, which depends on the fourth derivative of the electrostatic potential, where m is the effective mass of electrons and the Boltzmann constant β at T = 300 K is used. See the Appendix for detailed procedures to arrive at (4) from (1) . Now, using the classical electrostatic potential and QC terms, the criteria for inclusion of the SOQC can be defined. First, the FOQC and SOQC terms in (4) can be expressed as (5) and (6) by normalizing to the magnitude of the classical electrostatic potential. We consider the 1-dimensional case and let position r be x and dr be dx. Normalized magnitude of the FOQC:
Normalized magnitude of the SOQC:
Consider a triangular potential well formed by the classical electrostatic potential with magnitude 1 and the width of the potential well x, as shown in Fig. 1(a) . Calculating the values of (5) and (6) shows that as the size of x decreases from 10 nm to 3 nm, the magnitude of FOQC and SOQC increases. When the peak values of FOQC and SOQC are plotted according to the x size, if x is about 2 nm or less, magnitude of SOQC becomes larger than that of the classical potential and cannot be ignored compared with that of the FOQC ( Fig. 1(b) ).
When there is a single charge, such as an interface trap and random dopant in the device, the electron density and potential rapidly change locally in the 1-2-nm range from the center of the charge. Furthermore, as the device size decreases, the effect of a single charge on the entire device increases, so the importance of SOQC can increase as the device size shrinks below 10 nm.
III. IMPLEMENTATION OF 3D DG SIMULATION CONSIDERING SECOND-ORDER QUANTUM CORRECTION A. IMPLEMENTATION OF THE MODEL IN NUMERICAL SIMULATION
In this study, we investigated the effect of SOQC on devices of less than 10 nm through 3D simulation. To solve the DG model in the equilibrium state, the nonlinear Poisson equation is coupled with the quantum potential equation using the finite-difference discretization method.
The equations to solve can be summarized as
where ψ qn,1st and ψ qn,2nd are the FOQC and SOQC for the classical electrostatic potential respectively, m * n is the DG effective mass of electrons, and n is the local electron density. b n is a quantum potential parameter that is expressed as b n = 2 /4qm * n γ . In here γ is a parameter that represents the degree of quantum confinement in the system. When the system changes from the mixed state to the state equivalent to solving the one-electron Schrödinger equation, the γ changes gradually from 3 to 1 [17] .
ψ is the electrostatic potential measured with respect to the bottom of the conduction band, E C . In equilibrium, the Fermi level is constant across the device region. The electron density has been calculated considering the Fermi statistics [8] , [24] , [25] . (8) is the inverse of the Fermi integral of order 1/2, and N C is the effective density of states in the conduction band.
In DG simulation, wave-function-penetration at the silicon and oxide interfaces is not calculated automatically, which requires additional treatment. Therefore, at the Si-SiO 2 interface node, we solved the equation for the penetrating electron density instead of the equation for the quantum potential [9] . Penetrating electron density in the oxide at distance x from the Si-SiO 2 interface has been approximated as
where x np is the characteristic penetration depth obtained from the Wentzel-Kramers-Brillouin (WKB) approximation.
Here, m nox (0.4m) is the electron effective mass in the oxide and Bn (3.1 eV) is the potential barrier height of the oxide [9] . Bn is used as same in both DG and SP simulation. Then, the rate of change of the electron density according to the position toward the outward normal direction at the interface is an approximation to the square root of (11),
where b n,si = 2 /(12qm n,si ) and b n,ox = 2 /(12qm n,ox ) are quantum potential parameters in Si and SiO 2 respectively with m n,si and m n,ox , the DG effective mass for electrons in Si and SiO 2 respectively. Additionally, n 0 is electron density at the Si-SiO 2 interface.
To verify the validity of the DG model, we consider the solution of the 3D SP simulation as a reference. The 3D Schrödinger equation coupled with the Poisson equation is
where the effective masses have been set as m * l = m * t for convenience of comparison with the DG model.
The Newton method has been used to obtain a selfconsistent solution of the Poisson and Schrödinger equations [26] , [27] . The effective mass approximation based on the one-electron Schrödinger equation is solved using the finite-difference scheme with a non-uniform mesh [28] . The electron density is expressed as
where F is the Fermi-Dirac distribution function. The constant 12 accounts for electron degeneracy, i.e., the sum of the degeneracy of the 2 and 4 valleys, 2 and 4, respectively, multiplied by 2 spin.
In the Poisson equation, the Dirichlet BC is used for the contact boundary, whereas the Neumann BC is used for the non-contact boundary. For the Schrödinger equation, the wave function is continuous at the Si-SiO 2 interface and is set as 0 at the SiO 2 and vacuum interface.
B. QUANTUM EFFECTS AND DG SIMULATION RESULTS IN INTRINSIC SILICON MOS CAPACITORS WITHOUT DISCRETE CHARGES
For verifying the DG model, we considered a rectangular (rod-shaped) MOS capacitor with intrinsic silicon. C-V characteristic of the intrinsic silicon MOS capacitor is shown in Fig. 2 . When the device size decreases in the width (W) and length (L) direction, the quantum well effect in this direction gives the so-called bulk quantum confinement effect. Therefore, the electron density in the silicon bulk becomes lower and the width of the C-V curve widens in both directions of the V G axis. Now, we solve both the conventional DG model with only FOQC and the extended DG model with both FOQC and SOQC in the same structure and compare which results are closer to SP simulation. The point to note here is the fitting parameter γ of the DG model. γ is a quantum potential parameter that changes with the quantum state of the system. As device size is reduced, so-called quantum confinement, which increases the spacing between energy states and reduces the overall electron density, becomes stronger. And the stronger the quantum confinement, the closer the state of the system is to the one-electron Schrödinger equation. According to Bohm's theory or Madelung's theory [20] , [30] , the quantum potential parameter b n is equal to 2 4qm following the derivation based on the one-electron Schrödinger equation. It is equal to γ = 1 in [17] where b n is 2 4qmγ . According to [17] and [22] , γ changes from 3 to 1 when the device is scaled and the system approaches from the mixed state, in which many electrons exists, to the pure state, in which only one electron exists.
In Fig. 3 , the C-V characteristics calculated by the conventional DG, extended DG, and SP models are shown. Depending on the device size, when the appropriate parameter γ is applied equally to both DG simulations, it can be seen that both models accurately reproduce the simulation results of the SP. The electron density variation along the position of Fig. 3 (b) and 3(c) also follows SP very well, although the peak electron concentration differs by 10-20%.
In devices without discrete charges, such as interface traps or discrete dopants, SP simulation can be reproduced well by DG simulation without SOQC. This is because in the case of discrete charge, the potential or electron density changes sharply in a narrow region within 1-2 nm of the surroundings, but in the case of bulk quantum-confinement effect, due to the reduction in device size, the decrease in electron density is found at all locations of the device evenly such that no sharp peaks of potential or electron density are formed. 
IV. EFFECTS OF SECOND-ORDER QUANTUM CORRECTION IN ANALYSIS OF SINGLE-CHARGE EFFECT
Now, a positive point charge was applied to the gate-oxidesilicon interface of the rod-shaped MOS capacitor in Fig. 2 . Then, the electron density profiles and C-V curves from conventional DG, extended DG, and SP are compared for three sizes of MOS capacitors: Length (L) = Width (W) = 3 nm, 5 nm, and 10 nm. The fitting parameter γ was obtained by fitting the extended DG model considering the SOQC to the SP simulation results, and the same value was used in the conventional DG simulation. Because the extended DG considers the quantum terms more precisely than conventional DG, value of γ that cause the extended DG to produce the same result as the SP can be considered as a quantum number that accurately reflects the degree of quantum confinement of the system.
First, when comparing the conventional and extended DG simulation results through C-V curves (Fig. 4(a) ), the SP simulation results are well reproduced in both conventional DG and extended DG up to 10 nm and 5 nm. However, at 3 nm, the conventional DG differs from the SP simulation results. When a positive single charge is present in the intrinsic silicon MOS capacitor, the C-V curve of the device is shifted to the left compared to the case where there is no charge (Fig. 3(a) ). Note that the C-V curve of the conventional DG shifts to the left more than that of the SP or extended DG. This is because the quantum confinement of electrons in the potential well by the single charge is not sufficiently considered and the electron density is calculated to be larger than that of the SP or extended DG. Now, we compare the local variations in electron density in the two DG and SP models. Because there is a sudden change in electron density of 10 19 /cm 3 in the region 1-2 nm from the single charge, the size of SOQC, which depends on potential changes in small areas, grows to a level that cannot be ignored. For this reason, the distribution of electrons can be better explained in the extended DG model than in the conventional DG when point charges are present in the device.
In the 5-nm device with a single charge, the electron density profile of the conventional DG differs from that of the SP simulation ( Fig. 4(b) and 4(c)). Despite this, C-V curves of the conventional DG and SP simulation were same in Fig. 4(a) .
However, when a single charge is put into the 3-nm device, the simulation results of conventional DG are different from the SP simulation in both the C-V ( Fig. 4(a) ) and the electron density (Fig. 5) . In contrast, the extended DG model reproduces the simulation results of SP well, not only in C-V, but also in local electron density.
The degree of the quantum confinement effect in a potential well generated by a single charge is different for each simulation model. As a result, the electron density in the region of 1-1.5 nm in diameter at the single charge center shows a large difference between the models. This area is only approximately 4-8% of the total channel area of the device with L = W = 5 nm, but occupies 10-25% of the total channel area of the device with L = W = 3 nm. For this reason, the C-V curve looks the same on the 5-nm device, even when the electron density of the conventional DG and SP simulations are different. In contrast, in the 3-nm device simulation, the electron density difference is also confirmed by the C-V curve. Therefore, SOQC should be taken into account to correctly observe electrical properties, such as electron density and C-V characteristics, when there are discrete charges, such as interface traps or dopants, in devices less than approximately 5 nm in size. 
V. CONCLUSION
We have studied a method to reduce the difference between the simulation results of DG and SP when analyzing the effect of discrete charges, such as random dopants and interface traps, in sub-10 nm MOSFET devices in terms of electrostatics. We extended the DG model up to SOQC to analyze the abrupt change in electron density in narrow areas due to discrete charges more accurately.
To verify the model, we performed simulations of the simple intrinsic silicon MOS capacitor structure with equal width and length under 10 nm. Regardless of the device size, conventional DG simulation shows an abrupt variation in electron density at the center of the discrete charge. As a result, the total charge of the device is overestimated, so when the device is reduced to 3 nm, the C-V characteristics and electron density show the difference between the conventional DG model and the SP simulation. Meanwhile, the extended DG simulation shows a smooth variation in electron density around discrete charge center, like the SP simulation. SOQC improves the accuracy of DG in analyzing the quantum mechanical electron distribution in devices with discrete charges so that the difference in peak electron density between the conventional DG and SP models is reduced by up to 90%. As a result, the extended DG model showed the same results as the SP simulation, even for the C-V characteristics of 3-nm devices.
APPENDIX DERIVATION OF SECOND-ORDER QUANTUM CORRECTION OF THE DG MODEL
The quantum potential, including the FOQC and SOQC, can be derived by several methods [17] - [21] . One such method uses the Wigner function and Boltzmann transport equation (BTE) [18] .
The first step in the derivation is obtaining the Bloch equation, which is the differential equation for the temperature of the Wigner function, as in the derivation process of the conventional DG model. The Wigner function f w (r, p) represents the distribution of electrons with effective mass m * at position r and momentum p in the system. It can be obtained via Fourier transform of the density operator. In the mixed state, i.e., in the presence of multiple electrons, the density operator following Maxwell-Boltzmann statistics is
Here, P i is the number of electrons in state i in nondegenerate gas. Then, β = 1/k B T and λ = e E f β , which is the average density of the electrons related to the Fermi level of the system. By differentiating (A.1) with β, we obtain
Now, the differential equation for the temperature of the Wigner function, called the Bloch equation, is obtained by Fourier transform of (A.2) using x = r + 1 2 r , x = r − 1 2 r .
Fourier transform of (A.3) yields
Here, V(r) means the electrostatic potential and ∂ r means ∂/∂r, i.e., derivation with respect to position r. In addition, the following boundary condition is considered to solve the thermal equilibrium Wigner function:
(A.5) β = 0, that is, when the temperature approaches infinity, the particles are uniformly distributed in almost all energy states. Now, we solve (A.4) by assuming that the thermal equilibrium Wigner function f w0 (r, p) is a perturbation function for QCs.
To obtain the SOQC, we consider perturbation up to the 4 term. Substituting (A.6) into (A.4), the left and right sides of 0 , 2 , and 4 terms are compared as follows.
Solutions of φ 0 , φ 1 , and φ 2 are sequentially obtained as follows: where g 0 , g 1 , and g 2 are functions of r given the boundary conditions (A.5) and are removed when the Wigner function is applied to the BTE. Now, V(r) is simply written as V. Using (A.8), the distribution of electrons in the thermal equilibrium state is as follows:
(A.9)
Next, we obtain the current expression retaining the SOQC by substituting f w0 (r, p) into the BTE.
The BTE can be obtained by Fourier transformation of the time derivative of the density operator. First, the time evolution of the density operator can be described by the Schrödinger equation as follows:
(A.10) and its expression in x, x' space is as follows:
(A.11)
Now, as in the case of the Bloch equation, if we substitute x = r + 1 2 r and x = r − 1 2 r and then perform the Fourier transform, we obtain the time-evolution Wigner function. Finally, adding a collision term that reflects the actual system where the thermal equilibrium exists, the BTE is generated as follows: 
