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ABSTRACT Scanning Fluorescence Correlation Spectroscopy (S-FCS) is introduced as an adaptation of Fluorescence
Correlation Spectroscopy (FCS) to measure aggregation in systems, such as biological cell membranes, where diffusion
or flow is slow. The theoretical framework for interpretation of S-FCS measurements are discussed in this paper with
emphasis on the limitations arising from the sample size and shape. Computer simulations of the experiment
demonstrate the potential of the technique and illustrate how some of the limitations may be overcome.
INTRODUCTION
Diffusion of proteins in plasma membranes of animal cells
in culture is restricted in two ways: one fraction moves
freely but more slowly than expected and another moves
too slowly to be detected in Fluorescence Photobleaching
Recovery (FPR) measurements (1, 2, 3). The mechanism
whereby protein diffusion is impeded or prevented is not
fully understood, and may in fact depend on the particular
cell surface protein and on the cell type (4, 5). It is possible
that protein-protein aggregation contributes to this
restricted diffusion.
Protein aggregation has been observed directly by elec-
tron microscopy (6, 7) and has been inferred from fluores-
cence energy transfer experiments (8, 9). Moreover, mod-
ern fluorescence microscopy techniques have provided
indirect evidence for "micro-clustering" of membrane
receptors upon binding of hormones, such as growth fac-
tors and insulin (10, 11). However, quantitative in vivo
measurements of the extent or rate of aggregation have
been difficult and the mechanisms of aggregation remains
obscure.
In this report we introduce a new experimental approach
to making quantitative measurements of the distribution of
fluorescently labeled proteins on the surfaces of living cells
in culture. The technique, which we call Scanning Fluores-
cence Correlation Spectroscopy (S-FCS) is based on the
analysis of fluctuations in fluorescence intensity measured
with a focused laser beam across the surface of appropri-
ately labeled cells. S-FCS is a special case of Fluorescence
Correlation Spectroscopy (FCS) for uniform flow (12)
designed for systems where diffusion, or flow, is slow. The
principle of S-FCS is similar to that used, in a rotating cell
geometry, to measure the weight average molecular weight
of DNA by fluctuation spectroscopy (13). Here we
describe the S-FCS experiment as applied to measure-
ments on cell surfaces and present the theoretical frame-
work for estimating mean aggregate sizes. We also report
on computer simulations of the S-FCS experiments that
aid in the examination of the statistical limitations of the
experiment, with particular emphasis on the special prob-
lems that arise when the fluctuation records are limited in
length by the size of the cell. In an accompanying contribu-
tion (14) we report on the application of S-FCS to the
study of virus glycoprotein aggregation during budding of
a membrane-enveloped virus from the host cell.
THEORY
Concentration Correlation Spectroscopy (15) and Fluctua-
tion Spectroscopy (16) describe a collection of techniques
which differ principally in the manner in which the concen-
tration, and hence fluctuations in concentration, is moni-
tored. FCS (12, 17, 18) represents the special case where
the concentration is measured by the fluorescence intensity
such that
i(t) = pEQ f I(r) C(r, t) d3r, (1)
where p is an instrumental factor accounting for the
efficiency of collecting and counting the emitted photons, e
is the extinction coefficient and Q the quantum yield of the
fluorescence of the probe molecule, and I(r) is the intensity
of the exciting light at position r. For FCS it has been
shown (17) that the variance of the relative intensity
fluctuation is inversely related to the mean number of
molecules, N, in the observation area. The variance can be
measured as the zero-time value (G(O)) of the intensity
autocorrelation function, i.e.
G(0) ( (bi)2 ) 1
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Here the autocorrelation function is defined by G(r) =
(3i(t)3i(t + r) ), with 6i(t) = i(t) - iandi denoting the
average intensity. For a uniform flow at a velocity V
perpendicular to the direction of illumination with a Gaus-
sian laser beam (12)
G(r) = G(O)exp(-(Tr * V/w)2), (3)
where w is the radius of the laser beam when the intensity
is e-2 of the central intensity.
In S-FCS experiments a flow velocity is imposed by
translating the sample at a uniform, known velocity
through a laser beam. Independently, the beam radius w is
measured so that the only unknown parameter in G(r) is
the scaling factor, G(O).
The autocorrelation function is particularly sensitive to
strongly absorbing or fluorescing components in systems
containing several fluorescent species. The normalized
autocorrelation function g(r) = G(r)/ 2 has a zero-time
value given by (17)
g(O) = (2) 2 (4)
where the subscript refers to thejth species, the sum is over
all fluorescent species, V is the volume observed in the
experiment and Cj is the mean concentration of the jth
species. Eq. 4 may be applied to an aggregated system
when the sum is taken over the distribution of aggregates.
Assuming that the molar extinction coefficient (e) and the
quantum yield (Q) of the monomer are unaffected by the
number (n) of monomers per aggregate, i.e., e,, = ne and
Qn = Q, then one can show that
g(O) =1, + (5)
Thus g(O) depends on the mean (,u) and the variance (a3)
of the distribution and on the mean number of monomers
(Nm) in the observation volume.
The mean intensity, is = 1/2 a Nm,where a = pIoEQ is a
constant that depends only on instrumental factors, inci-
dent illumination intensity, and spectroscopic properties of
the probe. The product
I oa2 + g2)
g(°) * I =-2a (6)
depends only on the mean and variance of the distribution
and not on the total monomer concentration.
If the distribution is multimodal, namely a simple sum of
several unimodal distributions individually characterized
by their mean number of aggregates (N1), their mean (Iii)
and their variance (vi), then
g(O) = xi 5Nj(u + A
since Nm = Ii Nj.ti. Similarly
g(O) * I = 2NKNm(ar + Ai).
(7a)
(7b)
Table I summarizes the results of Eq. 7 a and 7 b for three
types of bimodal distributions: (A) when both modes are
Poisson distributions for which the variance equals the
mean; (B) when the aggregates with larger mean are
Poisson distributed while those with smaller mean are
sharply peaked (with negligible variance); and (C) when
both distributions have negligible variances. Table I also
contains the results corresponding to monomer (,u = 1)-
oligomer equilibria and the limits of unimodal distribu-
tions. The results are expressed in terms of the mole
fraction of monomers in aggregates, defined by x, =
Ni/tilNm, and the ratio of the distribution means, n = g241
The simple aggregation reaction nA , An has been
considered previously (17) with the result listed for case C
when tLI = 1. For large aggregates g(O) measures the mean
number of aggregates, Na, in the observation volume since
g(O) = Il/Nm = 1/Na and g(O) * i measures the mean
number of monomers per aggregate since g(O) * i = 1/2 a,u.
These relations form the basis for the simplest interpreta-
tion of the scanning fluorescence correlation spectroscopy
measurements presented previously (3).
Fluorescence photobleaching measurements yield mea-
surements of the rate and extent of fluorescence recovery.
The rate of recovery is used to calculate a diffusion
coefficient, D, while the extent of recovery is interpreted as
the fraction Xm of molecules that are free to diffuse ( 19). It
TABLE I
THE FUNCTIONS g(0).Nm = 2g(O)I/a FOR VARIOUS AGGREGATE DISTRIBUTIONS
Bimodal Unimodal
Distribution A2 > I1I > 1 A> = 1 (limit of x2 = 1)
A: a2 =pI 1 + (l+ (n
-)X2)A, (2 + (n- )X2 (+M)
2I
a2 = A2
B: 2<< 2 X2 +(l+(n-))X2)1 (l + nx2) + y)
a2 = 2
C a2 «( + (n-I)X2)I (I + (n- OX2) A
a
2 << JA2
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is possible that the mobile molecules are monomers that
are free to diffuse, and that the immobile molecules are
restricted from diffusing because they are part of large
aggregates of monomers. Then the cell surface receptors
are in a bimodal distribution where Xm is the fraction of
free monomers and (1 - Xm) is the fraction of monomers
in the large aggregates. Case B with gt = 1, X2 = (1 - Xm)
and n >> 1 yields g(O) = (1 - Xm)fn/Nm. Thus g(O),
measured by S-FCS, should vary linearly with the fraction
of immobile receptors, (1 - Xm), measured by FPR.
METHODS
S-FCS Experiment
The fluorescence intensity measurements are performed with the fluores-
cence microscope equipment designed for spot-photobleaching measure-
ments described previously (19, 20).
The sample is translated linearly and horizontally by a custom-
designed translating stage driven by the output from a digital-to-analog
converter, which in turn is controlled by a MINC-1 1/23 computer. The
translating stage (built by W.M. McConnaughey, Washington Univer-
sity Medical School, St. Louis, MO) has a position detector which,
through feedback circuitry, permits control of the sample position with a
precision of -20 nm. The translation is linear over a range of -80 ,m. The
vertical displacement of the sample is <1% of the horizontal movement.
The translating stage is moved in 1,024 discrete steps with a counting
interval of 40-200 ms per step. During the period of a full range
translation, there are no significant drifts. The sample is only exposed to
the illumination of the laser beam during the active phase of the
translation measurement.
Sample Preparation
The S-FCS measurements were performed on 3T3-cells cultured on glass
coverslips in Dulbeccos Minimum Essential Medium with 10% Fetal Calf
Serum and 1% Gentamycin. The cells were fixed in 3% paraformaldehyde
in phosphate buffered saline for 15 min at room temperature, and then
labeled with Fluorescein isothiocyanate derivatized wheat germ agglu-
tinin (FITC-WGA; Sigma Chemical Co., St Louis, MO) or succinyl-
concanavalin A (FITC-S-conA; Sigma Chemical Co.). After rinsing, the
coverslips. were inverted and mounted in 90% glycerol with 10% TRIS
buffer at pH 8. The samples were observed with a lOOX oil immersion
objective (NA 1.35) and analyzed with a 0.75 ,um radius laser beam at a
wavelength of 488 nm.
Correlation Analysis and Fitting
The fluorescence data records are analyzed by a direct calculation of the
autocorrelation function as
1 Nk
- Z i(Q - Ax)i((Q + k)Ax)Nk 2-1
g(k*AX)= (1fx( \2-2 1 (8)
tN E iQ1 )
where Ax is the step resolution, N the total record length, Nk = N - k.
This estimate of the autocorrelation function is fit to a modified version of
Eq. 3, namely
g(kAx) = g(0) exp(-(kAx/w)2) + gO, (9)
using a least-squares fitting program with three variables: g(0), w, and
g0-
Simulation Calculations
Simulation of S-FCS experiments are performed by numerical integra-
tion of random distributions of monomers or aggregates using convolution
functions that simulate the laser intensity distribution and the collection
efficiency of the optics. The spatial distribution of monomers and
aggregates is determined by selecting x and y coordinates with a random
number generator. Each point selected is assigned an integral number of
monomers chosen randomly but constrained, such that the total monomer
distribution represents a specified aggregation distribution. The distribu-
tion is restricted to a plane surface by letting the z-coordinate be a
function of the x-coordinate. This permits simulation of a flat cell surface
(z = constant) or a cell surface with contour (e.g., z = aO + a,x + a2x2 +
a3x3 + a4x4).
The simulated fluorescence intensity at a particular position is calcu-
lated as the sum of the concentration of monomers c(r, Q * Ax) within a
radius of 2w, multipled by the intensity I(r) of the laser beam at the
location of the aggregate and by the efficiency (E(r)), whereby the
emission is collected and imaged on the photomultiplier (21, 22). This is
the numerical integration of Eq. 1, with the optical parameters normal-
ized such that the constant a = pI$Q is unity. The calculation is
performed sequentially at a defined step resolution (Ax) over a total
range of 50-80 ,um in a thousand steps. The simulated intensity data are
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FIGURE 1 Examples of S-FCS data records and the corresponding
correlation functions for 3T3 cells labeled with FITC-S-ConA (A and B)
or FITC-WGA (C and D). The best fit to the correlation functions are
shown with the dotted line, while the dashed lines correspond to g(kAx) =
0 or i(lAx) = l. The fits yielded g(O) values of 0.124 (A), 0.123 (B), 0. 156
(C), and 0.098 (D). The I and k parameters correspond to the channel
numbers in the digital records, Ax, the step resolution, is 47 nm and lAx
and kAx are shown in units of micrometers.
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RESULTS AND DISCUSSION
Fig. 1 shows four examples of fluorescence intensity data,
i(QAx), for 3T3-cells labeled with FITC-S-conA (A, B) or
FITC-WGA (C, D). The corresponding correlation func-
tions, g(kAx), are also shown with the best fit (... .) to the
function in Eq. 9. The experimental correlation functions
conform closely to Eq. 3 for the early portion of the data,
but deviate significantly for large correlation distances
(large k values in Eq. 9). Accordingly, only the first 30-50
data points are used for fitting and an empirical offset, go,
is required. It is evident that the g(0) value can be
calculated with good precision from these data, but the
magnitude of go could seriously affect the accuracy of the
S-FCS measurements.
Theoretical analysis (23) of the statistical accuracy of
FCS measurements shows that the signal-to-noise ratio
depends on the number of photoncounts per correlation
time, per fluorescent molecule, and on the square root of
the ratio of total experimental run time to the correlation
time. For S-FCS experiments the count time per data point
depends on the scan velocity and since one can scan slowly,
photoncounting statistics is not a problem. This is clear
from the data in Fig. 1, where the fluctuations are large
compared to the photon counting noise, and the high
frequency noise is virtually absent in the correlation data.
The low frequency noise, which can produce a large value
of go for individual scans (e.g., B and C), arises from
random sampling limitations (16) due to the limited record
length. The scan range is bounded by the physical dimen-
sions of adherent 3T3 cells (20-80 ,um), while the charac-
teristic fluctuation width is defined by the dimension of the
focused laser beam (0.6-2.0 ,Am). This yields at most
40-100 characteristic fluctuations per data record. The
correspondingly small figure-of-merit (16) for the S-FCS
experiment, given by VNAX/w, where N is the number of
data points, AX the step size in the scan, and w the beam
size, provides for large standard deviations of the g(0)
estimates. To improve the accuracy, many independent
correlation functions must be averaged.
In 40 experiments on 3T3 cells labeled with FITC-
WGA or FITC-S-conA under a variety of conditions,
20-25 data records were obtained for each. The g(0)
values were found to distribute about their mean values
with standard deviations of 50-70% and standard error of
the mean at 99% confidence ranging from 25 to 50%. For
comparison many sets of simulated data records generated
from 25 independent simulations produced g(0) values
with standard deviations of 25 to 35% and standard errors
of the mean of 20% or less. The variations in experimen-
tally determined g(0) values are therefore larger than
expected from statistical limitations of the data.
The effect of the number of data points used in the
fitting is minimal. A set of 25 simulated data records were
fit by the first 20, the first 30, or the first 40 data points.
For individual data sets the g(0) values varied by up to
10%, but the average estimate ofg(0) was insensitive to the
number of data points used. The data analysis and fitting
procedures do not, therefore, introduce additional inaccu-
racies.
Large aggregates with physical dimensions comparable
to the beam dimension will distort the shape of the
autocorrelation function and could give rise to errors in
g(0). However, for the 530 data sets analyzed, the beam
radius estimated from the fits is 0.86 ± 0.1 ,um, which
agrees with that determined independently (0.75 ,um) for
the laser beam used here. The aggregate dimension, there-
fore, does not appear to be a problem.
Careful examination of data from several experiments
suggests that the large variations in experimental g(0)
values arise from heterogeneity among the cells. The g(0)
values obtained from measurements on several regions on
the same cell distribute with a standard error of the mean
1.5-3-fold smaller than that for the corresponding mea-
surements on many cells in the same population. This
cell-to-cell variation could reflect real differences in the
receptor distributions, or could be a reflection of differ-
ences in cell shape or contour. For comparison experi-
ments, we believe the best protocol is to sample a large
number of cells to get an average g(0) value for the
conditions under investigation.
The contour of the cell will introduce three additional
sources of intensity fluctuations: those arising from
changes in surface area because the membrane has a
curvature or is inclined relative to the beam; those arising
from changes in the surface area as the membrane moves
in and out of focus of the converging and diverging laser
beam; and those arising from changes in the illumination
intensity and detection efficiency at planes above and
below the focal plane.
Fig. 2 A is a schematic representation of the contour of a
typical adherent 3T3 fibroblasts as well as the divergence
of the laser beam along the z-direction for a 1-,um beam
(22). Figs. 2 B, C, and D show an approximation to the cell
contour used in simulation experiments. The "fluorescent"
particles were confined to a plane defined by z = ao +
a2X2 + a4x4, with the values of the coefficients chosen to
give a maximum "cell" thickness of 8 ,um. Scans were
performed at three levels of focus corresponding to z = 0
,um (Fig. 2 B) z = 4 ,tm (Fig. 2 C) and z = 8 ,um (Fig.
2 D). Three examples of the simulated intensity scans are
shown in Figs. 2 E, 2 F, and 2 G. In all three cases the
fluctuation amplitudes are greatest when the cell mem-
brane is in focus (at the edges in Figs. 2 B and 2 G, about
halfway to the centre in Figs. 2 C and 2 F, and at the centre
in Figs. 2 D and 2 E). Both the fluorescence level and the
fluctuation amplitudes decrease when the membrane is out
of focus. The hatched area in Figs. 2 B, 2 C, and 2 D
indicate the effective detection volume for the optical
geometry used in the simulation and corresponds to the
volume within which the detected intensity exceeds e-4
times that at the centre of the beam at the focal plane.








FIGURE 2 Illustrations of the effects of cell contour on real and simulated intensity scans. See text for details.
Fig. 2 H shows an experimental fluorescence intensity
record on a 3T3 cell labeled with FITC-WGA correspond-
ing to the scan at a focus at the top of the cell (compare
Figs. 2 E and 2 D).
A series of simulations like those illustrated in Fig. 2 give
g(0) values of 0.109 (for z = 0 gAm) 0.120 (for z = 4 ,im)
and 0. 134 (for z = 8 ,im). These values are comparable to,
or slightly larger than, the predicted value (0.1 14) and the
simulated value (0.121) for a flat surface. Nevertheless,
cell contour variations and changes in focus may introduce
additional variations in experimental measurements and
contribute to cell-to-cell variations. For relative measure-
ments of g(0), this effect is likely to become less important
and the average g(0) value remains a reliable estimate of
the mean number of aggregates per unit area. In contrast,
g(0) * i, and the mean intensity is greatly underestimated
since the out-of-focus membrane contributes less to the
intensity (22).
The out-of-focus membrane experiences an effective
beam size greater than that at the focus which broadens
the fluctuation peaks and results in an increase in the
estimate of w by a small amount. This may contribute to
the systematically larger beam observed in S-FCS fits
(0.86 ,um) compared to the expected value (0.75).
Sensitivity to Aggregation
The limited statistical accuracy arising from the combina-
tion of short record lengths and cell heterogeneity raises
the question of how sensitive the S-FCS experiments will
be to changes in aggregation. Table II shows the results of
simulations conducted with different extents of aggrega-
tion along with the corresponding predicted values of g(0),
i, g(0) * i, and w. The predicted values are derived from the
theoretical results of Table I and the input parameters. The
simulated and predicted results correspond closely and are
in all cases within the statistical accuracy of the experi-
ment. These results suggest that the S-FCS experiment
can be sensitive to fairly small changes in the aggregation
distribution (e.g., from pentamers to decamers). The
results in Table II also illustrate that the number of
monomers per aggregate is correctly measured indepen-
dently of the beam size (compare sets A 1 and A2) and of
the total surface density (compare sets B and D).
Table III-A shows g(O) values measured on 3T3 cells
labeled with FITC-S-conA at different concentrations
when the cells were fixed before labeling to prevent
lectin-induced cross-linking. There is no significant varia-
tion in g(0) with concentration as expected for a partly
aggregated receptor system: addition of more lectin
increases the number of lectins bound per aggregate, but
does not alter the number of aggregates per unit area as
measured by the g(0) value. Table III-B shows the changes
TABLE II
PREDICTED AND SIMULATED RESULTS FOR VARIOUS
AGGREGATE DISTRIBUTIONS
AND DENSITIES
Data Set Density* g4 g(0) I g(0) .7 w
A 1 1.67 1 0.175 2.45 0.425 0.93
predicted 0.191 2.62 0.500 1.00
A2 1.67 1 0.0448 9.51 0.436 1.77
predicted 0.0477 10.49 0.500 2.00
B 1.67 5 1.21 2.43 2.90 0.94
predicted 1.14 2.62 3.00 1.00
C 1.67 10 2.40 2.29 5.79 0.96
predicted 2.10 2.62 5.50 1.00
D 8.35 5 0.234 12.82 2.82 0.91
predicted 0.229 13.11 3.00 1.00
*density = number of particles per unit area.
:tL = mean of unimodal Poisson aggregate distribution except for the






VARIATION IN g(0) VALUES FOR FITC-S-conA
ON 3T3 CELLS
A: cells fixed prior to lectin addition
CL,gmL-' g(0) ± SEM (N)
2.7 0.037 ± 0.018 (19)
8.0 0.065 ± 0.023 (24)
14.6 0.056 ± 0.014 (24)
25.3 0.045 ± 0.023 (24)
38.6 0.037 ± 0.013 (21)
66.5 0.080 ± 0.039 (24)
Average 0.053 ± 0.017t (136)
B: cells fixed at time t after lectin addition
t/min g(0) ± SEM (N) g(0) ± SEM (N)
(CL = 9.4 ,gmL') (CL = 47.2,gmL')
3 0.080 ± 0.026 (21)
6 0.076 ± 0.035 (21) 0.140 ± 0.058 (15)
9 0.131 ± 0.053 (21) 0.123 ± 0.039 (14)
12 0.141 ± 0.080 (19) 0.151 ± 0.040 (41)
15 0.134 ± 0.071 (20) 0.205 ± 0.102 (13)
*FITC-S-ConA concentration.
tstandard deviation of average g(0) values.
in g(0) values resulting from lectin-induced cross-linking
on cells that were exposed to FITC-S-conA before fixing.
As the time of exposure increases, the g(0) value increases,
suggesting an increased level of aggregation. The 3-4-fold
increase in g(0) compared to Table III-A could be inter-
preted as an aggregation of mobile S-conA receptors by the
lectin. Thus the mobile fraction (Xm) decreases and causes
g(0) to increase. In this system there is no independent
assessment of the change in aggregation state. Neverthe-
less, these data illustrate that S-FCS measurements can
detect fairly rapid changes in cell surface receptor distribu-
tions.
The lower limit of g(0) values that can be measured
reliably is not clear. On cell systems we have reproducibly
measured g(0) values as low as 0.005 corresponding to a
particle density of
-200/AMm2. A series of measurements of
ethidium bromide bound to DNA imbedded in polyacryl-
amide gels gave, for certain conditions, g(0) values of
0.002 corresponding to 500 particles per tiM2. Measure-
ments on background, i.e. in solution or on areas of the
coverslip where there is no labeling, typically gives g(0)
values ranging from 0.001 to 0.0001. Thus we feel the
current upper limit on the particle density that can be
estimated reliably is - 1,000 particles per giM2. Experience
with FPR experiments indicates that it is possible to
measure 1,000 fluorophores per giM2, particularly when
long count times can be employed. The S-FCS experiments
should therefore be capable of measuring monomeric
distributions of receptors with density of - 1,000 monomers
per giM2, and since aggregation of these increases g(0), it is
also possible to study oligomers or polymers of the same
receptors. Since many cells have surface areas of a few
hundred ,um2, the S-FCS experiments should work for
receptors with 105 copies per cell. With larger surface
densities the g(O) value may become too small unless there
is partial aggregation, while for lower surface densities the
fluorescence detection is more difficult unless there are
several fluorophores per receptor. The fundamental con-
clusion is that S-FCS measurements should work on
systems that can be studied by FPR, and that monomer
densities can be measured if they are below 1O3/,um2.
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