Linear Programming Formulation
Suppose you manage a firm to produce m goods. These goods can be produced by n activities at varying levels x 1 , x 2 , ..., x n . One unit of activity j generates the amount a ij of product i. Activity j has unit cost c j . Then 
This is a linear programming problem. Linear programming deals with optimization problems to minimize or maximize a linear objective function subject to linear constraints. Denote c = (c 1 , c 2 , ..., c n ), x = (x 1 , x 2 , ..., x n ) T , b = (b 1 , b 2 , ..., b m ) T , and A is a m × n matrix with (i, j) entry a ij . We have linear program (1) in matrix form,
An assignment of x that satisfies all the constraints is a feasible solution. A feasible solution that minimizes the objective function is an optimal solution.
LP Duality Theory
Consider the example in §1. Now you are a consumer. You agree to pay the firm unit prices w 1 , w 2 , ..., w m for each of the m goods. Since one unit of activity j produces a ij units of goods i, and w i is the unit price of goods i, then m i=1 a ij w i can be interpreted as the unit price of activity j consistent with the prices w 1 , w 2 , ..., w m . You want a fair pricing. Thus you ask the firm that the implicit price of activity j does not exceed the actual price c j , i.e., a ij w i ≤ c j j = 1, 2, ..., n
In matrix form, maximize wb subject to wA ≤ c w ≥ 0
LP (2) is the primal LP corresponding to the dual LP (4). LP (2) and LP (4) solve the same problem from different perspectives. The primal LP (2) is derived by cost consideration and the dual LP (4) is derived by a pricing mechanism. Their objectives represent the fair charge to the customer.
Duality Theorems
Kuhn-Tucker Optimality Conditions. A necessary and sufficient condition for x * to be an optimal solution to LP (2) is that there exists w * such that: (See §5.3 in [3] for the proof.)
Weak duality theorem. If x and y are feasible solutions for primal LP (2) and dual LP (4) respectively, then, cx ≥ wb Proof: From LP (4), we have c ≥ wA ⇒ cx ≥ wAx. From LP (2), we have Ax ≥ b ⇒ wAx ≥ wb. This completes the proof.
This theorem implies that the objective value of a max problem is always no greater than the objective value of its associated dual, the min problem.
Strong duality theorem. The primal LP has an optimal solution if and only if the dual LP has an optimal solution. Moreover, if x and y are optimal solutions for primal LP (2) and dual LP (4) respectively, then, cx = wb For the above production example, the duality theorem implies that there is an equilibrium set of activities x i and set of prices w j where the minimal production cost is equal to the maximal return.
Complementary slackness theorem. x * and y * are optimal solutions for primal LP (2) and dual LP (4) respectively, if and only if,
The complementary slackness theorem implies that at optimality, either an inequality constraint in the primal (dual) LP is tight, or the corresponding variable in the dual (primal) LP is zero.
Rules for Formulating the Dual
In the dual of a linear program, there is one dual variable corresponding to one primal constraint, and one dual constraint for each primal variable. Table 1 gives the rules in formulating the dual of a primal LP.
Connection with Lagrange dual function The Lagrangian associated with LP (6) is:
The Lagrange dual function is to maximize g(λ, w), subject to λ, w ≥ 0,
Here g is finite only when c −λ−wA = 0. The constraints c−λ−wA = 0, λ ≥ 0 are equivalent to c−wA = λ ≥ 0. Thus, the Lagrange dual problem is exactly LP (4), the dual of LP (2).
Minimax Theorem, von Neumann
We will use LP duality theory to prove the Minimax Theorem in finite two person zero sum games, or matrix games.
A m × n matrix A defines a two-player game. In each round, the row player R selects one of the rows i and the column player C selects one of the n columns j; the resulting payoff to R is a ij . Each player is unaware of its opponent's strategy. However, both players know the payoff matrix A.
An example is the Rock, Paper, Scissors game. Everyone knows the game rule. Numbering the strategies Rock, Paper, Scissors as 1, 2 and 3.
Denote x and y as the strategies for R and C respectively, where x is a m-dimensional row vector with m i=1 x i = 1, x i ≥ 0, and y is a n-dimensional column vector n j=1 y j = 1, y j ≥ 0. A strategy is pure if one component takes 1. The expected payoff to R is m i=1 n j=1 a ij x i y j , or in matrix form, xAy.
When R plays with strategy x, he expects a payoff at least min y xAy. Thus, R looks for x to maximize his expected payoff by max x min y xAy.
At the same time, when C plays with strategy y, he expect an average lose of at most max x xAy. Thus, C looks for a strategy y to minimize his expected lose by min y max x xAy.
Minimax Theorem. For every m × n matrix A there is a row strategy x * and a column strategy y * such that,
First we have an observation: among the most effective column strategies y to the row strategy x, there is always at least one pure strategy, i.e.,
A formal proof of the observation follows. Set t = min j m i=1 a ij x i , i.e., the right-hand side (rhs) of (7). If y is an arbitrary column strategy, then,
Thus lhs of (7) is at least the rhs, lhs ≥ rhs. On the other hand, each pure column strategy y is a candidate for minimizing xAy. Strategy y has expected payoff
Thus lhs of (7) is at most rhs, lhs ≤ rhs. This completes the proof. With observation (7) , the problem of finding R's optimal strategy is,
Equivalently, we have,
We have a similar observation for the column player: among the most effective row strategies x to the column strategy y, there is always at least one pure strategy, i.e.,
With observation (10) , the problem of finding C's optimal strategy is,
Equivalently, minimize w subject to
Note that LP (9) and LP (12) are duals to each other. From the duality theorem, we prove the Minimax Theorem.
Max-flow Min-cut
A digraph G(V, E) with nodes V and edges E. Each edge (u, v) has a capacity c(u, v). For a given node pair s, t, the maximum flow problem is to find the s − t flow of the maximum amount z. The edge capacity constraints stipulate that the flow does not exceed edge capacities. The flow conservation constraints stipulates that 1) the amount of flow leaving s is z; 2) the amount of flow entering an intermediate node k is equal to the amount leaving k; and 3) the amount of flow entering t is z. Denote the flow on edge (u, v) as f (u, v). The LP formulation for max-flow is, maximize z subject to
Associating dual variable π(k) for the flow conservation constraint on node k, and dual variable γ(u, v) with edge capacity constraint on edge (u, v), we have the dual of the max-flow problem LP (13):
The inequality −π(s) + π(t) ≥ 1 corresponds with variable z. An s − t cut is a partition (W, W ) of the nodes in V into sets W and W such that s ∈ W and t ∈ W . The capacity of an s − t cut is,
Every s − t cut determines a feasible solution with cost C(W, W ) to LP (14) as follows,
This can be easily checked in LP (14). Max-flow Min-cut Theorem. The value z of any s − t flow is no greater than the capacity C(W, W ) of any s − t cut. Furthermore, the maximum flow z equals to the capacity of the minimum cut. A flow f and a cut C(W, W ) are optimal if and only if, for (u, v) ∈ E, 1) f (u, v) = 0 when u ∈ W and v ∈ W ; and 2) f (u, v) = c(u, v) when u ∈ W and v ∈ W .
The labeling algorithm (by Ford and Fulkerson, see e.g. §6.2 in [7] ) shows that a given maximal flow of value z can always be used to construct a cut with value C = z. Alternatively, this can be proved with the duality theorem. The value z of a feasible flow is no larger than the capacity of any cut follows from the weak duality theorem.
The complementary slackness theorem is used to prove the rest. If u ∈ W and v ∈ W , the dual inequality π(u)
Shortest Path
Everyone is familiar with Dijkstra's algorithm for finding the shortest path between a certain node pair s and t on a graph with nonnegative edge costs. We will formulate the shortest path problem as a LP, then derive its dual, which implies an shortest path algorithm like Dijkstra's. Each edge (u, v) has a length l(u, v). The shortest path problem is equivalent to finding a 1 unit s − t flow.
The constraints f (u, v) = 0 or 1 indicate an edge is in the path or not. We can replace the constraints f (u, v) = 0 or 1 with f (u, v) ≥ 0 without changing the problem. 1 Thus we have a LP for the shortest path problem:
The dual of LP (16) follows,
LP (17) is obtained by associating a dual variable d (u) for each flow conservation constraint for node u. Replacing d (u) with −d(u), we have,
Consider a string model with knots representing the nodes of the network and with a string of length l(u, v) connecting knots u and v. To find the shortest path between nodes s and t, we hold the string at knots s and t and pull them as far apart as possible. Let d(u) represent the distance from source s to node u along the shortest path, and u and v are any two nodes on this shortest path. We have d(v) ≤ d(u) + l(u, v). A string (u, v) is tight if it is on the shortest path, and we have equality d(v) = d(u) + l(u, v). To solve the shortest path problem with this string model, we maximize d(t) with d(s) = 0, thus LP (18).
Application of LP Theory to Internet Routing
A traffic matrix (TM) provides the amount of traffic between each OriginDestination (OD) pair over a certain time interval. Given the traffic matrix, the minimax link utilization can be solved as a multicommodity flow linear programming problem. In contrast, the max-flow problem in §4 is single comodity problem. An entry in a traffic matrix d ij denotes the amount of traffic of OD pair i → j.
Routing and Flow
A routing f ij (s, t) specifies the fraction of traffic demand d ij on edge (s, t). 2 Flow g ij (s, t) denotes the flow for d ij on edge (s, t). The flow on edge (s, t) for d ij is d ij f ij (s, t), i.e., g ij (s, t) = d ij f ij (s, t). Both a routing and a flow will follow the conservation constraint.
Routing f is defined as:
19) From the above, we can derive the conservation constraint,
Flow g is defined as,
(20) From above, we can derive the flow reservation constraint,
Link Utilization in the Internet
For a given routing f , a given traffic demand tm, the maximum link utilization measures the goodness of the routing, i.e., the lower the maximum link utilization, the better the routing:
Given tm, the optimal routing minimizes the maximum link utilization:
Equivalently, the LP formulation follows, min f,η η f ij (e) is a routing ∀ links l :
The above optimal routing is achievable only when there is accurate knowledge of traffic pattern. However, it is non-trivial to measure or estimate traffic demands accurately. Designing a routing that is robust to changing and uncertain traffic is desirable [2] . The oblivious routing problem is to design a routing that achieves close to the optimal performance, with no or only approximate knowledge of the traffic pattern. Performance evaluation of an oblivious routing scheme follows a competitive analysis framework. Briefly, the oblivious performance ratio measures how far a routing is from the optimal with respect to all possible traffic matrices.
Competitive Analysis
The routing computed by LP (21) does not guarantee performance for other traffic matrices. Applegate and Cohen [2] developed LP models to compute the optimal routing that achieves minimax link utilization with a weak assumption on the traffic pattern. First I introduce the metric of competitive ratio that follows the competitive analysis [2] .
For a given routing f, a given traffic matrix tm, the competitive ratio is defined as the ratio of the maximum link utilization of the routing f on the traffic matrix tm to the maximum link utilization of the optimal routing for tm. The competitive ratio measures how far routing f is from the optimal routing for traffic matrix tm.
The competitive ratio is usually greater than 1. It is equal to 1 only when the routing f is an optimal routing. When we are considering a set of traffic matrices TM, the competitive ratio of a routing f is defined as
The competitive ratio with respect to a set of traffic matrices is usually strictly greater than 1, since a single routing can't optimize link utilization over the set of traffic matrices. When set TM includes all possible traffic matrices, CR(f, TM) is referred to as the oblivious competitive ratio of the routing f. This is the worst competitive ratio the routing f achieves with respect to all traffic matrices. An optimal oblivious routing is the routing that minimizes the oblivious competitive ratio. Its oblivious ratio is the optimal oblivious ratio of the network.
Suppose there is an oracle that knows the instant traffic matrix tm and computes its optimal routing with link utilization η. The link utilization of the optimal oblivious routing for tm is guaranteed to be within [η, r * η], where r is the oblivious ratio. It may achieve lower link utilization than r * η for the particular traffic matrix tm. The oblivious routing guarantees the oblivious ratio for all traffic matrices. That is, the oblivious routing guarantees a performance with the ratio to the performance of the oracle. Table 2 gives an example to computing the oblivious ratio. 
Traffic-oblivious Routing
The optimal oblivious routing can be obtained by solving an LP with a polynomial number of variables, but infinitely many constraints. We call this LP "master LP": min r f is a routing ∀ links l, ∀ TMs tm with OPTU(tm) = 1 :
The oblivious ratio is invariant with the scaling of the traffic matrices. Thus, when calculating the oblivious ratio, it is sufficient to consider traffic matrices with OPTU(tm) = 1. Another benefit of using traffic matrices with OPTU(tm) = 1 is that the objective r, which is the maximum link utilization of the oblivious routing, is just the oblivious ratio of the network.
Given a routing f, the constraint of the master LP (22) can be checked by solving the following "slave LP" for each link l to examine whether the objective is ≤ r or not.
The constraints of LP (23) guarantee that the traffic can be routed with maximum link utilization of 1. Although the above "master-slave" LPs can solve the optimal oblivious routing problem with polynomial time based on the Ellipsoid algorithm [7] , it is not practical for large networks. Applegate and Cohen [2] derive simpler LP models to compute the oblivious ratio. The basic idea is, they use LP duality theory.
Denote slave LP (23) as primal l . Master LP (22) can be expressed as:
min r f is a routing ∀ links l, ∀ TMs tm with OPTU(tm) = 1 :
Suppose the dual of LP (23) is dual l . According to the duality theorem, primal l and dual l have the same optimal value. LP (22) can be equivalently expressed as: (question, why not solve LP (24) with (23) directly?) min r f is a routing ∀ links l, ∀ TMs tm with OPTU(tm) = 1 :
The dual of LP (23), i.e. dual l , is:
In the above, an edge is directed and a link is undirected. f ij (l) = e:link-of(e)=l f ij (e), where l is a link, and link-of(e) is the link corresponding to edge e.
Therefore we get LP (27) to compute the oblivious ratio of a network. It has O(n 2 m) variables and O(nm 2 ) constraints, where m and n are the numbers of links and nodes in the network respectively. min r f ij (e) is a routing ∀ links l :
Energy Efficiency in Wireless Networks
Energy efficiency is an important issue in wireless networks concerned with energy constraints. The lifetime of an energy-constrained wireless network is the time when the first node runs out of energy.
The energy consumption to transmit a unit amount of data from a node u to another node v is tx(u, v), and to receive a unit of message for node u is r(u). The energy consumption of node s for d ij is,
The total energy consumption for node s is, energy s = ij energy s (i, j). For a given routing f , a given traffic matrix tm, the maximum energy utilization (MEU) measures the "goodness" of the routing. The lower the maximum energy utilization, the better the routing. The minimax energy utilization measures the energy consumption rate of a wireless network. The lifetime of a wireless network is inversely proportional to the energy consumption rate of the node that consumes energy the fastest. For a given traffic matrix, once we minimax the energy utilization, we effectively maximize the lifetime of the multihop wireless network. The LP to find the optimal routing follows, with routing f and u as variables:
MEU(tm, f) = max
min η f is a routing ∀ nodes s : energy s /pow(s) ≤ η
There are also issues about how to design an energy efficient routing, when there is no accurate knowledge of the traffic pattern. We have investigated this problem, together with other issues like schedulability of a routing and concerns about lossy links, by extending Applegate and Cohen [2] .
Notes and References
The LP formulation and the economic interpretation of the primal-dual relationship are based on §6.3 in [3] . The proof of the Minimax Theorem is based on §15 in [5] . The Max-flow Min-cut theorem is based on $6.1 in [7] . The shortest path problem is based on §9.4 in [1] and §11.2 in [3] .
The application of LP theory to Internet routing is based on [2] . The application to energy efficiency in wireless network is based on [6] , our extension of [2] . Your comments and criticisms are welcome. Available at: http://www.cs.ualberta.ca/˜yuxi/infocom submission.pdf.
The approach Applegate and Cohen [2] address uncertainty and changing traffic, I believe, is not limited to networking problems. If you come up with a problem with some uncertainty in it and it can be expressed as a linear program, I am happy talking with you.
The lecture does not cover simplex method.
