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Abstract
The turbulent wake of a bullet-shaped axisymmetric bluﬀ body is forced using a periodic
pulsed jet located immediately beneath the point of separation. The Reynolds number
based on body diameter is ReD = 188, 000, the ratio of body length to diameter is
L/D = 6.48, and the ratio of body diameter to boundary layer momentum thickness at
separation is D/θ = 92. A parametric study of the response of the mean base pressure to
the governing variables of forcing frequency and forcing amplitude is performed. At high
forcing frequencies (several times that of the shear-layer frequency) the area-weighted
mean base pressure is increased by as much as 33%. A detailed investigation of the
forced and unforced wake is made using random and phase-locked two-component PIV,
and modal decomposition of pressure fluctuations on the base of the body.
In addition to the well known shear-layer and vortex shedding wake structures, a domi-
nant very-low-frequency mode with azimuthal wavenumberm = ±1 and Strouhal number
StD ≈ 0.0015 is identified in the forced and unforced wake. This mode spatially mod-
ulates the coherent and incoherent wake oscillations in an orbit around the central axis
of the body. Statistical axisymmetry is recovered by the random variations in radius
and azimuthal angle of this orbit. This feature of the turbulent wake appears to be an
unsteady manifestation of the SS regime of the laminar wake (the latter is a steady state
with reflectional symmetry).
Although the pulsed jet provides zero-net-mass flux, a non-linear interaction with the
wake creates a finite momentum flux. The pressure on the base of the body (and hence
drag) can be increased or decreased dependent upon the forcing frequency and amplitude.
Increasing the base pressure by forcing at high frequency is a unique form of direct
wake control in that it does not target the dominant flow instabilities. Instead, the jet
introduces a row of closely spaced single-sign vortices that advect within the separating
shear layer, remaining coherent for less than half a body diameter. In the time average
these vortices generate a narrow region of large enstrophy bounded on each side by a
strong shear layer; the latter being associated with high dissipation and non-local pressure
recovery.
The magnitude of the base pressure recovery is shown to be proportional to the strength
of the jet vortices and is accompanied by broadband suppression of energy across all az-
imuthal wavenumbers with no preferential mode selection. The pressure recovery is pro-
portional to forcing frequency, reaching saturation at approximately 5 times the natural
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frequency of the shear layer. This frequency dependence is a direct result of progressively
reduced coupling between the jet perturbation and both the shear layer, and the vortex
shedding wake instabilities. The latter are responsible for enhancing entrainment and tur-
bulence production, thereby competing directly with the pressure recovery mechanism.
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Nomenclature
Acronyms
2C Two-component
A/D Analog-to-digital
BPR Base pressure recovery
COP Centre of pressure
CTA Constant-temperature anemometry
D/A Digital-to-analog
DC Direct Current
DFT Discrete Fourier transform
DNS Direct numerical simulation
FOV Field-of-view
HF High frequency
IW Interrogation window
LES Large-eddy simulation
LF Low frequency
GLSA Global linear stability analysis
LLSA Local linear stability analysis
PDF Probability density function
PID Proportional-integral-derivative
PIV Particle-image velocimetry
RMS Root-mean-square
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RSB Reflectional symmetry breaking
RSP Reflectional symmetry preserving
SL Shear layer
SS Steady state
VLF Very low frequency
VS Vortex shedding
VGT Velocity gradient tensor
ZNMF Zero-net-mass-flux
Greek symbols
∇ Laplace operator
δ∗ Displacement thickness of boundary layer at separation m
λ2Di Swirling strength,
￿−Q2D for Q2D > 0, s−1
λ2Dr Shear strength,
￿−Q2D for Q2D < 0, s−1
ν Kinematic viscosity m2 s−1
ωi Vorticity vector s−1
φ Angle in the polar co-ordinate system degrees
ρ Fluid density kgm−3
θ Momentum thickness of boundary layer at separation m
Roman symbols
A Velocity gradient tensor, ∂ui/∂xj s−1
Ab Area of the base m2
Aj Area of the jet slit m2
c Fourier coeﬃcient amplitude
CD Drag force coeﬃcient,
Df
1/2ρU2∞Ab
CL Lateral force coeﬃcient,
Lf
1/2ρU2∞Ab
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Cµ Jet forcing coeﬃcient
￿Cp￿ Area weighted mean pressure coeﬃcient
Cp Temporally averaged pressure coeﬃcient
D Diameter of the body m
d Width of the jet slit m
Df Drag force kgm s−2
e Euler’s number
ReD Reynolds number based on body diameter
Sij Strain rate tensor s−2
f Frequency s−1
fc -3dB cut-oﬀ frequency s−1
Gm Single-sided autospectral density estimate for wavenumber, m
Gφ Single-sided autospectral density estimate for angle, φ
Gr Single-sided autospectral density estimate for radius, r
L Length of the body m
Lf Lateral force kgm s−2
p Pressure kgm−1 s−2
pc Cavity pressure kgm−1 s−2
P (r) Circular probability density function with respect to r
P (x, y) Joint probability density function with respect to x, y
r Radius or radial position in the polar co-ordinate system m
Stθ Strouhal number based on θ, fθ/U∞
StD Strouhal number based on D, fD/U∞
Stp Strouhal number of the pumping mode based on D
Stvs Strouhal number of the vortex shedding mode based on D
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U, V, Z Mean velocity components in the Cartesian co-ordinate system m s−1
u, v, z Velocity components in the Cartesian co-ordinate system m s−1
U∞ Freestream velocity m s−1
uf Jet forcing amplitude m s−1
uj Peak jet velocity m s−1
Uτ Wall friction velocity m s−1
X, Y, Z Nominal size of the PIV interrogation volume, divided by θ
x, y, z Cartesian co-ordinate system m
Xm Temporal Fourier coeﬃcient of wavenumber m
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1. Introduction
This investigation is just one part of a broader research eﬀort to develop an aerodynamic
drag reduction device that can be deployed on automotive vehicles. Our goal is to achieve
a ∼ 15% reduction of the drag of an articulated truck. To put this in context, the associ-
ated fuel saving for a 20 tonne articulated truck on a long haul duty cycle is approximately
6-8% (Filippone & Mohamed-Kassim, 2009). The desire to reduce fuel consumption is
driven by both economic pressures and the need to reduce vehicle emissions. The EU
and USA have already legislated emissions reduction targets for transport vehicles which
must be met by 2020 (CEP, 2007; CAB, 2008). This has resulted in a range of trailer
drag reduction devices being deployed in the USA (SMARTWAY); similar systems such
as the TeardropTM trailer are becoming increasingly common amongst British transport
fleets.
Flow control devices can be categorised into passive (requiring no power input) or active
systems, the latter being operated with or without feedback. All of the devices currently
in use by the transport sector are passive geometry modifications that require no power
input. Contrastingly, active devices must expend energy to reduce drag, therefore the
energy budget of the whole system is of critical importance. Indeed, several attempts
to deploy active systems capable of large drag reductions have failed when the energy
expenditure of the actuator is accounted for (ATDynamics, 2008). The active device
that is the focus of our research eﬀorts has several specific advantages for the desired
application: its installation can be eﬀectively invisible to the end user, it can operate at
mechanical and hydrodynamic resonance to reduce energy consumption, and its control
input can be dynamically varied to suit changing external conditions. The term ‘virtual
streamlining’ has been coined to refer to the eﬀect of this specific device.
Work on virtual streamlining began in 2006 following a proof of concept experiment
that demonstrated a small increase in base pressure (and hence drag reduction) on a 2D
backward facing step (Qubain, 2006). The pressure recovery was obtained by applying
time-periodic blowing/suction through a slit located immediately below the separation
point and oriented in the direction of the freestream. This type of actuator is also
known as a zero-net-mass-flux (ZNMF) actuator. Unlike a continuous jet there is no
force associated with mass flux across the jet exit. However, non-linear coupling with
the exterior flow can transfer finite linear momentum. There is a wide body of literature
concerning one type of ZNMF actuator known as the ‘synthetic jet’ (Glezer & Amitay,
21
2002). Whilst the actuation used here may be described as ZNMF, it is not a synthetic
jet. Specifically, the latter refers to the time-averaged streaming of fluid produced by
the self-induced advection of pairs of counter-rotating vortices. The actuator used in
this work shall be referred to subsequently as a pulsed jet. Previous applications of
pulsed jets in the vicinity of a sharp edged separation (Sigurdson, 1995; Chun & Sung,
1996) have revealed significant changes in the overall characteristics of the separated
flow. Specifically, forcing at the natural frequency of the separating shear layer enhances
entrainment and reduces the size of the recirculating region. The unique contribution
of Qubain (2006) was to demonstrate that operation of the pulsed jet at frequencies an
order of magnitude higher than the characteristic frequencies of wake could produce a
rise in base pressure.
The proof-of-concept experiment was followed by application of the pulsed jet to a more
representative geometry, the axisymmetric bullet-shaped body (BSB). Qubain (2009) was
able to successfully recreate the eﬀect at high forcing frequencies, achieving a rise of pres-
sure on the base of up to 8%. Crucially this was the first demonstration that a pulsed jet
could eﬀect a drag reduction on a 3D bluﬀ body with a fixed separation point. Apart from
virtual streamlining, the only other documented control strategy for increasing the base
pressure of 3D bluﬀ bodies is suppression of the vortex shedding associated with a global
instability of the wake. This has been performed with both passive and active open-loop
devices in the form of a base mounted disc (Mair, 1965; Weickgenannt & Monkewitz,
2000), and continuous base bleed (Porteiro et al., 1983). Feedback control of this insta-
bility with a net reduction in drag has yet to be demonstrated, primarily because of the
diﬃculty in modelling the turbulent, non-linear vortex shedding mechanism. Modelling
and feedback control is currently being pursued as a part of the group research eﬀort.
Although the virtual streamlining eﬀect has been successfully demonstrated, the mech-
anisms by which pressure is recovered in the wake are still unclear. The purpose of this
investigation is to characterise the base pressure recovery in more detail, and to explain
the fundamental mechanisms which generate the pressure recovery.
1.1. Drag and Bluﬀ Body Wakes
In order to understand how flow control strategies can aﬀect drag, it is important to
first discuss how drag is generated. A fluid moving over a body exerts a drag force that
is equal to the energy per unit distance extracted from the approaching freestream by
the body. In bluﬀ bodies, the majority of this force manifests as a pressure imbalance
on the body, with a lesser contribution from skin friction. At suﬃciently low Reynolds
numbers, energy is extracted from the freestream only by the action of viscous steady
flow gradients. As the Reynolds number increases the flow becomes unstable, undergoing
a sequence of transitions which eventually lead to turbulence in the wake of the body.
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Production of the turbulent motions extracts additional kinetic energy from the mean
flow, and consequently contributes to the drag force on the body. The turbulent wake
typically comprises both incoherent motions and spatial organisation known as coherent
structures (the latter being a by-product of an inherent flow instability). Large-scale
structures persist even at very high Reynolds numbers, and are widely speculated to
have a significant dynamical role in the axisymmetric wake.
Figure 1.1.: Schematic of the energy fluxes between the mean, coherent, and incoherent
fields. Reproduced from Hussain (1983).
The process of energy transfer in a turbulent flow is summarised in figure 1.1, a re-
production from Hussain (1983). This description of the flow field is based upon a triple
decomposition into a time-independent component, a coherent component, and incoherent
turbulence (see appendix A Hussain (1983) for the accompanying governing equations).
The arrows and their relative widths qualitatively represent the relative energy fluxes,
which vary by flow type and location. The figure illustrates that dissipation is a sink
for energy transferred from the mean flow by steady gradients, incoherent turbulence,
and coherent structures. Note that the contribution of the latter is both direct, and via
production of incoherent turbulence. By considering the balance of total energy, the drag
power can simply be expressed as the volume integral of the total dissipation over a flow
field
D · U∞ =
￿
V
￿+ ￿r + ￿˜c dV, (1.1)
where ￿, ￿r, and ￿˜c are the dissipation due to steady flow gradients, incoherent turbulence,
and coherent structures respectively. This is a useful expression because it provides a
format for qualitatively discussing control of drag in terms of aﬀecting changes in the
three constituent flow fields. Given suﬃcient data, it would also permit a quantitative
analysis of their contributions to drag, and therefore allow the relative significance of each
field to be evaluated. Due to the strong coupling between the three fields, care must be
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taken when trying to qualitatively assess their relative importance. In general, at high
Reynolds numbers the incoherent turbulence dissipation is expected to be much greater
than the steady flow and direct coherent dissipation.
The exact role of coherent structures in determining drag of axisymmetric bodies is
still unclear. Some empirical evidence is provided by direct measurements of drag force,
which reveal that the fluctuating drag is typically less than 3% of the time average value
(Roos & Willmarth, 1971; Johnson & Patel, 1999; Tomboulides & Orszag, 2000; Bury &
Jardin, 2012; Jardin & Bury, 2013). This is in stark contrast to the 2D cylinder, where
fluctuating forces are of the same order as the mean drag. Futhermore, at Reynolds
numbers high enough for transition to occur in the wake, the periodicity in the drag
spectrum associated with the shedding of large-scale vortex structures is lost (Yun et al.,
2006; Bury & Jardin, 2012). Base bleed has been applied to suppress the shedding of
large-scale antisymmetric structures in the axisymmetric wake; however corresponding
changes in drag are much smaller than observed in 2D bluﬀ body wakes. Hussain (1983)
remarks that although coherent structures are responsible for large transports of mass,
heat and momentum, they do not necessarily possess high levels of kinetic energy. Triple
decomposition of measurements in various turbulent shear flows (Hussain & Zaman, 1980;
Perry & Watmuﬀ, 1981) have shown that the coherent Reynolds stress, vorticity and
production are comparable to and not orders of magnitude larger than their time average
counterparts. Even for the 2D cylinder wake (where the fluctuating drag force is of the
same order as the mean) Cantwell & Coles (1983) found that the relative contributions
to the Reynolds stresses were comparable. They concluded that ‘a substantial fraction
of the turbulent energy is produced primarily at intermediate or even small scales...and
later transported to and accumulated at centres whose larger scale may be deceptively
conspicuous in measured spectra or correlations’. In their review of bluﬀ body flow
control Choi et al. (2008) stress the importance of the yet unanwered question: ‘...what
is the lowest possible drag achievable from control for bluﬀ bodies?’. A quantitative
understanding of the dynamical significance of coherent structures in the axisymmetric
bluﬀ body wake is therefore directly relevant to the control community, and should be a
priority for future work.
1.2. Axisymmetric Bluﬀ Body Wakes
Axisymmetric bluﬀ body (ABB) wakes are of practical interest as a generic representation
of flows commonly found in engineering applications (e.g. automotive and aerospace in-
dustries). These wakes have been widely studied since the early 1900’s, with the majority
of attention focussed on two classical body shapes: spheres and disks. This body of funda-
mental literature encompasses a wide breadth of experimental and numerical techniques.
These include flow visualisations (Marshall & Stanton, 1931; Taneda, 1978), detailed
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hot-wire wake surveys (Roberts, 1973; Fuchs et al., 1979; Berger et al., 1990; Lee & Bear-
man, 1992), and local and global linear stability analyses (Monkewitz, 1988; Natarajan
& Acrivos, 1993; Fabre et al., 2008). Advances in computing power have enabled 3D
DNS computations to be performed at transitional Reynolds numbers (Tomboulides &
Orszag, 2000; Mittal et al., 2001; Rodriguez et al., 2011), providing a more complete
understanding of both the laminar wake, and how it transitions to turbulence.
In comparison, the bullet-shaped body (typically a cylindrical body with an ellipsoid
nose) has received considerably less attention. In the past few years numerical studies by
Sanmiguel-Rojas et al. (2009), Bohorquez et al. (2011), and Bury & Jardin (2012) have
revealed unique features of the laminar and transitional BSB wake. However there is a
distinct lack of experimental BSB studies, and consequently its structure and dynamics
at higher Reynolds numbers is not well documented. Fortunately, many of the BSB
wake characteristics are shared with spheres and disks; most important of these is the
persistence of of laminar modes as quasi-periodic spatial organisations at high Reynolds
numbers. Thus additional insight is provided by a clear understanding of the dynamics
of the laminar wake.
The flow over an ABB develops an attached boundary layer from the front stagnation
point. Depending on the Reynolds number and imposed disturbances (such as a trip) it
may remain laminar, or transition to turbulence. Separation occurs when the pressure
gradient becomes suﬃciently adverse; for blunt bodies such as the BSB this location is
fixed by the trailing edge. For other bodies such as the sphere, the separation point
is variable and depends upon the balance of near wall momentum against the pressure
gradient. The Reynolds number at which the boundary layer transitions (in the absence of
imposed disturbances) depends on the body aspect ratio, or L/D, but has been shown to
be ≈ 2×104 for L/D = 6 (Weickgenannt & Monkewitz, 2000). In the case of a sphere the
critical Reynolds number is an order of magnitude larger (≈ 2× 105, Achenbach (1974)).
Despite these diﬀerences, there are striking similarities in the dynamics and structure of
all ABB wakes due to the shared existence of two flow instabilities: a convective instability
of the separating shear layer, and a self excited global instability.
A brief introduction and summary of stability concepts in the context of wakes, can
be found in White (2006), and Monkewitz (1988); H. Oertel (1992) respectively. For
the purpose of this discussion a thorough understanding is not required. It is suﬃcient
to note that a stability analysis involves reducing the governing equations of motion to
an eigenvalue problem; this problem can be subsequently solved to predict the growth
rates of predetermined forms of disturbances for a specific base flow solution. The local
linear stability analysis (LLSA) assumes a parallel base flow, and examines the growth
of a disturbance in the form of a streamwise travelling wave at a fixed spatial location.
In contrast, a global linear stability analysis (GLSA) considers the stability of a base
solution of the whole flow field; here the disturbance form is additionally a function of
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the streamwise direction (for an example ABB problem formulation see Natarajan &
Acrivos (1993)). The LLSA gives rise to the concept of convective versus absolute insta-
bilities. From a fixed frame of reference, a convective instability results in the growth of a
disturbance as it advects from the source, leaving the local flow essentially undisturbed.
Conversely, an absolute instability is present when a mode with zero group velocity grows
with time i.e., the disturbance is self-excited.
The following discussion of wake structure and dynamics brings together relevant find-
ings from a range of ABB studies, with a specific narrative focus on the BSB. Its goal
is to provide an objective conceptual summary using all the available evidence, and in
doing so shed light on several concepts which are not generally well understood.
1.2.1. Instabilities and the Wake At Low Reynolds Numbers
Bury & Jardin (2012) investigated the stability characteristics of the BSB wake using
DNS for L/D = 7 and 100 < ReD < 1000. In this range, the wake undergoes a sequence
of bifurcations (changes in stability), the latter stages of which exhibit chaotic features.
Common to the BSB, sphere, and disk wakes are three key states: steady state (SS),
reflectional symmetry preserving (RSP) and reflectional symmetry breaking (RSB). Bury
& Jardin (2012) did not explicitly determine the critical Reynolds numbers for each
bifurcation, but approximate values were determined by simulating a range of discrete
Reynolds numbers:
1. Base flow: At 100 < ReD < 400, the axisymmetric base flow persists, i.e the wake
is globally stable for all azimuthal modes. An axisymmetric recirculation region is
formed at the base of the body, which increases in length with ReD.
2. SS: At ReD ≈ 450 the flow becomes unstable to disturbances with an azimuthal
wavenumber of |m| = 1 and axisymmetry is lost through a steady bifurcation to a
three dimensional state. Contours of streamwise vorticity reveal a ‘double threaded’
wake structure composed of two trailing vortices on opposite sides of a reflectional
symmetry plane (see figure 1.2); the random azimuthal phase being determined
by initial conditions. A key feature of the RSP state is that the vortex cores
are inclined with respect to the centreline axis, causing a finite lateral force to be
exerted on the body. Further increasing the Reynolds number causes the vortices to
elongate and progressively shift away from the centreline. Note that the vorticity
contours also extend upstream of the base, confirming the global nature of this
instability. The critical Reynolds number is accurately predicted by a GLSA of the
axisymmetric base flow; excellent agreement with experiments and DNS has been
shown by Sanmiguel-Rojas et al. (2009); Bohorquez et al. (2011).
3. RSPa: At ReD ≈ 590 an oscillatory bifurcation with non-dimensional frequency
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Stvs and |m| = 1 occurs, preserving both the reflectional symmetry and eccentricity
of the SS regime. This is typically called the vortex shedding mode (VS). Streamwise
vorticity is shed in opposing vortex pairs that link together to form a hairpin-like
structure. Comparison of the side and plan views (figure 1.3) confirms that the
shedding of each hairpin is not symmetric about the centreline; rather each structure
(and hence the mean flow) is displaced away from the centreline along the axis of
reflectional symmetry. This bias ensures a non-zero time average lateral force. The
flow field in this state exhibits a single dominant frequency Stvs and its super
harmonics. The streamwise fluctuation energy associated with the VS mode peaks
near the rear stagnation point Tomboulides & Orszag (2000). Bohorquez et al.
(2011) show that the energy of these harmonics is transferred from fundamental,
such that their amplitudes grow downstream of its peak. The harmonics have
negligible energy near the base, consequently, the spectrum of CD exhibits a single
dominant peak with a barely perceptible first harmonic. The amplitude of the drag
oscillation increases with Reynolds number within this regime.
The frequency of this mode is very weakly proportional to ReD, and inversely pro-
portional to L/D i.e., thickness of the separating boundary layer. For example,
the L/D = 7 BSB of Bury & Jardin (2012) has Stvs ≈ 0.12 at ReD ≈ 1000,
whereas the experiments of Sevilla & Martinez-Bazan (2004) show Stvs = 0.25 for
an L/D = 9.8 BSB at ReD = 4000. Unlike the SS mode, GLSA significantly
over predicts the bifurcation Reynolds number, and under-predicts the shedding
frequency (Sanmiguel-Rojas et al., 2009; Bohorquez et al., 2011). This a limitation
inherent in using an axisymmetric base flow for a stability analysis at Reynolds
numbers above which the first bifurcation has occurred (where the flow is already
three dimensional). A more accurate approach requires the use of the three dimen-
sional base flow, and this has not yet been performed.
4. RSPb: At ReD ≈ 690, a second fundamental frequency appears in the flow at
Stp ≈ Stvs/4. This regime preserves reflectional symmetry, and vortex shedding is
still biased preferentially away from the centreline along the reflectional symmetry
axis. The Stp frequency is associated with a global mode that produces ring-like
bursts of vorticity (see Bohorquez et al. (2011) figure 11). These bursts appear
to promote the transient waving of the |m| = 1 vortices along the reflectional
symmetry axis. Note that this waving in the symmetry plane (also present in RSPa)
is antisymmetric i.e., velocity fluctuations measured in the plane at an azimuthal
separation of 180◦ are out of phase. The global nature of the mode is confirmed
by the vorticity contours upstream of the base oscillating symmetrically in the
streamwise direction, also at a frequency Stp. Neither Bohorquez et al. (2011) nor
Bury & Jardin (2012) perform an explicit spatial decomposition, but the evidence
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indicates associated structures are predominantly m = 0. Once this regime is
established, a peak at Stp progressively dominates the drag spectrum. The ratio
of amplitudes Stp/Stvs increases with Reynolds number such that by ReD ≈ 750,
the drag fluctuations at Stvs are negligible. m = 0 disturbances with periodicity at
≈ Stvs/4 are also found in other ABB wakes (although connection with the wake
topology is not explored). DNS results for a sphere by Mittal et al. (2001) show that
it is the dominant frequency in the CL and CD time series at 500 < ReD < 1000.
The DNS by Tomboulides & Orszag (2000) (also for a sphere) found that it first
appears as a second fundamental frequency in the velocity spectra at ReD = 500.
5. RSPc: At ReD ≈ 750, broadband noise appears in the drag spectrum revealing the
transition to chaos in the wake. In this state reflectional symmetry and eccentricity
are preserved, and the time average lift force remains finite. In terms of changes
to wake structure, Bury & Jardin (2012) identify an intermittent stretching of the
vortices in the streamwise direction. These events do not contain suﬃcient energy
to appear in the drag spectrum, however each event is clearly associated with a
damping of CD oscillations that persists for roughly one vortex shedding cycle.
Most interestingly, the average spacing of these events appears to be t∗(O)1000,
where t∗ = tU∞/D.
6. RSB: For ReD ￿ 900, time average reflectional symmetry is broken as the wake
undergoes random and intermittent changes in azimuthal phase (figure 1.4). The
flow topology is qualitatively similar to the RSPc regime i.e., hairpin shaped vortical
structures are still shed antisymmetrically (albeit on average), with a preferential
displacement to one side of the wake (eccentricity). The reflectional symmetry plane
exists in an instantaneous sense, but it is randomly and intermittently re-oriented
on a very long time scale. This can give the wake the appearance of a twisted, helical
structure, even though no progressive rotation of this structure occurs (Numerical
studies of sphere wakes by Mittal et al. (2001); Rodriguez et al. (2011); Yun et al.
(2006) all show that no rotation occurs in or above the RSB regime).
It should be clarified that in this regime at higher Reynolds numbers, experiments
and numerical visualisations exhibit jitter in the azimuthal phase between successive
vortex shedding, but on average the the process is antisymmetric. Similarly to
the RSPc regime, the dominant frequency in the CD spectrum is Stp, and the
intermittent damping events persist. However, the intermittent and random re-
orientation of the symmetry plane causes large variations in the short time-averaged
lateral force. In the data of Bury & Jardin (2012) the intermittent changes in
lateral force occur with a period of t∗(O)1000. This very low frequency (VLF)
quasi-periodic phenomenon does not appear to have been recognised as a feature
of the RSB state, but is qualitatively similar to the unsteady asymmetric regime
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observed by Grandemange et al. (2012) in the laminar wake of a three-dimensional
bluﬀ body.
Despite the apparently random re-orientations, at ReD ≈ 900 the wake still exhibits
a statistical preference for a particular azimuthal phase (i.e., there is persistence of
the initial conditions which select the phase of SS). As such, CL still has a small
non-zero time average value (see Bury & Jardin (2012), figure 7b). With increasing
Reynolds number, this preference slowly diminishes, such that the expected mean
flow is eventually recovered. Very similar behaviour is exhibited by spheres in the
RSB regime 500 < ReD < 1000 Tomboulides & Orszag (2000); Mittal et al. (2001)
and disks at ReD ≈ 1000 (Miau et al., 1997) (Note that Tomboulides & Orszag
(2000) assume that mean flow axisymmetry is recovered at the onset of RSB, but
their time series data indicate that a small preferential bias may still be present).
Figure 1.2.: Side and plan views of streamwise vorticity contours in the SS regime,
ωzD/U∞ = ±0.05, flow is left to right. Note the lack of symmetry with
respect to the (x,z) plane. After Bury & Jardin (2012), figure 3.
Figure 1.3.: Side and plan views of streamwise vorticity contours in the RSPa regime,
ωzD/U∞ = ±0.05. Note the lack of symmetry with respect to the (x,z)
plane. After Bury & Jardin (2012), figure 5.
It is worth mentioning that despite its basic assumption of parallel flow, a local linear
stability analysis has been shown to predict Stvs with reasonable accuracy. Sevilla &
Martinez-Bazan (2004) performed experiments and LLSA for a BSB with and without
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Figure 1.4.: Side views of streamwise vorticity contours in the RSB regime at diﬀerent
azimuthal phases, ωzD/U∞ = ±0.05. After Bury & Jardin (2012), figure 6.
base bleed (L/D = 9.8 at ReD = 1000 ). The near wake was found to be absolutely
unstable to disturbances with azimuthal wavenumber |m| = 1; this finite region corre-
sponded to the extent of the recirculation bubble, or x/D ≈ 1.5 (in agreement with the
generic analysis by Monkewitz (1988)). Remarkable agreement was also found between
the numerical base bleed coeﬃcient (Cb = ub/U∞) predicted to suppress the absolute in-
stability, and the actual value required to prevent |m| = 1 vortex shedding in experiments
(Cb ≈ 0.13). These findings serve to highlight the role of the mean velocity profile in the
near wake in determining the presence of this global mode.
The eﬀect of L/D on the wake stability was investigated by Sanmiguel-Rojas et al.
(2009) who performed a GLSA of the steady axisymmetric base flow, computed by DNS
just prior to the first bifurcation. The critical Reynolds number for the RSP bifurcation
was found to agree closely with experiments, varying between 391 and 450 for 2 ≤ L/D ≤
10. This increase in stability with L/D is attributed to a reduced recirculating velocity in
the near wake (Monkewitz, 1988). For increasing L/D the reduced recirculating velocity
is a consequence of increased boundary layer thickness and hence reduced shear stress at
separation.
A comparison of the laminar flow regimes for a sphere and two BSB aspect ratios are
given in table 1.1. As might be expected the BSB wake is more stable than the sphere.
The disk is not included as it appears to exhibit a far more complicated sequence of
bifurcations before transition (for details see Auguste et al. (2010)). However it does also
exhibit SS, RSP, and RSB regimes, and within each the wake topology and dynamics are
qualitatively similar. No DNS data is available for disk wakes at ReD > 270, so the exact
nature of the transition process remain unclear (although once turbulent the disk wake
exhibits much the same structure as the other bodies).
1.2.1.1. Transition to Turbulence
The transitional regime spans Reynolds numbers between the onset of chaotic features
and the development of a turbulent cascade. It is more diﬃcult to perform DNS at these
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Table 1.1.: Comparison of the Reynolds numbers at which key bifurcations occur for three
bodies. Onset of the Kelvin-Helmholtz instability of the shear layer is included
for reference. Collective experimental, DNS and GLSA results of Natarajan &
Acrivos (1993); Ormieres & Provansal (1999); Tomboulides & Orszag (2000);
Sevilla & Martinez-Bazan (2004); Fabre et al. (2008); Bohorquez et al. (2011);
Bury & Jardin (2012).
Regime Sphere BSB L/D = 2 BSB L/D = 7
SS ≈ 210 ≈ 320 ≈ 450
RSP ≈ 275 ≈ 410 ≈ 590
RSB ≈ 500 n/a ≈ 900
KH ≈ 800 n/a ≈ 2000
Reynolds numbers due to increased computational requirements, hence much of the data
is obtained experimentally. It is questionable to assess the stability of the flow using linear
small-disturbance equations in areas with small-scale turbulence. However Monkewitz
(1988) remarks that these equations are still applicable on the condition that there is
suﬃcient spatial and temporal scale separation between the instabilities and random
turbulence. The results of the LLSA by Sevilla & Martinez-Bazan (2004) discussed in
§1.2.1 certainly seem to support this concept.
For all three body geometries, smaller scales begin to appear in the wake at a Reynolds
number of (O)1000 (Miau et al., 1997; Tomboulides & Orszag, 2000; Sevilla & Martinez-
Bazan, 2004). These scales are associated with the roll-up of the the separated shear
layer, which occurs upstream of the rear stagnation point. This closely resembles the
development of the Kelvin-Helmholtz (KH) instability in plane mixing layers; a convective
instability that amplifies disturbances over a broad range of wavenumbers. LLSA has
shown that the maximum spatial growth rate scales with the momentum thickness; for
a laminar plane parallel mixing layer this occurs at Stθ ≈ 0.0016 (Michalke, 1965).
Detailed measurements of the development of this mode in the transitional wake are not
available, although measurements of velocity spectra in the shear layer clearly exhibit a
high frequency peak that becomes increasingly broad as Reynolds number increases. In
turbulent regions the associated fluctuations can be diﬃcult to distinguish, since they
form a weak broadband hump rather than a distinct spectral peak (see Yun et al. (2006)
figure 3b).
The transition process is well illustrated in the flow visualisation experiments of Sevilla
& Martinez-Bazan (2004) for a BSB with L/D = 9.8, reproduced in figure 1.5 (a-c). The
wake is initially laminar and large scale vortices are shed in accordance with the RSB
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regime (a). At a slightly higher Reynolds number, small scale waviness appears in the
separating shear layer due to the KH instability (b). These grow in the streamwise
direction, and appear to trigger transition (i.e., development of a range of scales) in the
|m| = 1 vortex structures. A further increase in Reynolds number reveals distinct shear
layer roll-up in the immediate vicinity of the base (c). These are predominantly ring
like m = 0 structures, although higher azimuthal modes are formed by the inclining and
linking of these rings. There is also visibly increased development of turbulence in the
wake. Yun et al. (2006) used particle tracking in a large-eddy-simulation (LES) of a
sphere wake to show that the shear layer structures do not randomly break-down, but
instead coalesce into the large-scale |m| = 1 shedding of vorticity further downstream.
Figure 1.5.: Experimental dye flow visualisation of the BSB wake (L/D = 9.8) in the
transitional regime. a) ReD = 1075, b) ReD = 1900, c) ReD = 2650. From
Sevilla & Martinez-Bazan (2004)
1.2.1.2. Summary
The sequence of transitions at low Reynolds numbers, through which the wake progresses
from a creeping Stokes flow to the onset of turbulence, is summarised for a BSB with
L/D = 7 in figure 1.6. The modes associated with each transition are summarised in
table 1.2. Here the term mode is used loosely to describe a periodic or quasi-periodic
structure with a characteristic frequency and azimuthal wavenumber. These may not all
be unique modes in the mathematical sense, but rather the result of non-linear interaction
of the steady and unsteady |m| = 1 modes (Fabre et al., 2008; Meliga et al., 2009).
It is important to reiterate that at transitional (and indeed fully turbulent) Reynolds
numbers, the laminar modes in table 1.2 persist as coherent structures, albeit in more
chaotic form. Whilst the VS mode is a well known feature of the wake at high Reynolds
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numbers the VLF mode is not, most likely due to the time averaged axisymmetry of the
mean flow and diﬃculting in obtaining converged higher order statistics over such long
time scales. However, its time-scale separation of several orders of magnitude means that
it may be possible to consider the VLF as a steady state upon which the other modes and
turbulent scales evolve. In this framework the VLF would appear to be a manifestation
of the SS regime with quasi-periodicity of both the azimuthal phase and magnitude of
the eccentricity on a time scale t∗(O)1000. This periodicity causes the wake barycentre
to orbit randomly in a plane around the body axis. There is no associated rotation of
the wake topology i.e., it has no swirling motion on this time-scale.
The only previous study which clearly recognised the persistence of a steady laminar
state in the transitional and turbulent wake is the experimental investigation of a recti-
linear three-dimensional body in ground eﬀect by Grandemange et al. (2012). This flow
features an unsteady asymmetric (UA) regime when laminar, at ReD > 410. The UA
state is characterised by large-scale time periodic vortex shedding (the VS mode) about
an axis that is preferentially biased either above or below the body centreline. When
the experiment was repeated at ReD = 9.5× 104, the probability density function (PDF)
of the wake barycentre exhibited peaks on either side of the centreline, confirming that
the UA regime persisted as a statistical preference of the topology of the turbulent wake.
The expected statistical symmetry was recovered by random and quasi-periodic changes
in the flow topology between these preferential locations, with a period t∗(O)1000. This
behaviour is clearly analogous to the VLF mode of the BSB at ReD ≈ 1000, and even
shares a common time-scale.
Figure 1.6.: Summary of the transitions in the wake with increasing Reynolds number.
BSB with L/D = 7.
1.2.2. The Turbulent Wake
Whilst there are very few measurements of the turbulent BSB wake available, there are
suﬃcient data from sphere and disk wakes to provide a qualitative understanding of the
wake structure. It will be shown in §4.1 that these concepts are in good agreement with
the results for the BSB of this investigation. Unless stated otherwise, the subsequent
discussion is based upon measurements of sphere and disk wakes in the Reynolds number
range 104 ￿ ReD ￿ 105. This corresponds to a laminar boundary layer at separation,
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Table 1.2.: Summary of laminar wake modes
Description Wavenumber Frequency
Steady symmetric m = 1 St = 0
Vortex shedding m = ±1 Stvs
Pumping m = 0 Stp ≈ Stvs/4
Very low frequency m = ±1 [t∗ (O)1000]−1
Shear layer m = ±0 Stθ
with transition to turbulence in the near wake. There are 5 characteristic features of the
turbulent wake which have spatial coherence and quasi-periodicity, and which appear to
be persistent forms of the laminar modes:
1. Vortex Shedding: Large scale antisymmetric shedding of vorticity with an az-
imuthal wavenumber |m| = 1 and frequency 0.13 ￿ Stvs ￿ 0.27 (primarily de-
pendent upon aspect ratio and Reynolds number) is an established feature of the
turbulent ABB wake (Roberts, 1973; Fuchs et al., 1979; Kim & Durbin, 1988; Berger
et al., 1990; Lee & Bearman, 1992; Cannon et al., 1993; Miau et al., 1997; Grande-
mange et al., 2013; Mariotti & Buresti, 2013). It is often casually referred to as
the dominant wake mode for two reasons: it is the largest most spatially coherent
structure in the wake, and it is associated with the largest amplitude peak in the
pressure and streamwise velocity spectra downstream of the rear stagnation point.
The structure is sometimes mistakenly described as helical, however vorticity is
actually shed at random azimuthal angles and is on average antisymmetric over
one period. Specifically, this means that large-scale sheddings have an azimuthal
phase separation of either 0◦ or 180◦ (on average). In contrast, a randomly oriented
helical structure must have a linearly varying phase (on average). There is suﬃcient
evidence (including the results of the present investigation) to reject the helical
concept, which was proposed by Berger et al. (1990) and widely adopted even
in recent reviews of ABB wakes (Kiya et al., 2001; Qubain, 2009). Kiya et al.
(2001) remark that there is no evidence for helical structures in sphere wakes,
but mistakenly assume that the structure proposed by Berger et al. (1990) is a
characteristic specific to the disk wake.
The earliest attempts to examine this structure were experimental investigations
of a disk wake by Roberts (1973) and Fuchs et al. (1979). They performed two-
point hot-wire measurements at x/D = 9 with varying degrees of probe separation
in order to azimuthally decompose the velocity cross-spectra. The circumferential
correlations at a frequency of Stvs were shown to vary smoothly between 1 and
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∼ −0.8 for azimuthal probe separations 0◦ to 180◦ degrees respectively. From this
Roberts (1973) inferred that the wake performed an antisymmetric flapping motion
of the turbuent core. Fuchs et al. (1979) argued that more detailed measurements
were required to determine the exact nature of this motion.
Subsequent azimuthal decompositions of two-point measurements by Berger et al.
(1990); Lee & Bearman (1992) produced similar results. More importantly these
experiments also provided the coherence phase angle for the frequency Stvs, which
confirmed that the phase shift between sheddings was constant over each half of
the circumference; i.e., either 0◦ or 180◦. To examine the time dependent structure
in more detail Lee & Bearman (1992) used a conditional averaging technique to
calculate the probability of shedding occurring with either a positive or negative
phase diﬀerence with respect to the reference sensor. The resulting PDF’s are
consistent with an antisymmetric description, exhibiting a maximum for the positive
and negative modes at 0, 180◦ respectively, and equal probability of both at 90◦
(whereas a helix would have equal probability at all angles). Further evidence is
provided in the form of smoke flow visualisation experiments by Taneda (1978).
Simultaneous plan and side views of the sphere wake reveal flapping occurring
in a planar, antisymmetric fashion. Finally, vorticity isosurfaces in the sphere
wake from direct-numerical-simulations by Mittal et al. (2001); Rodriguez et al.
(2011) confirm that successive sheddings are antisymmetric, but occur at random
azimuthal angles. It is this process that creates the twisted sometimes helical-
like instantaneous appearance, despite a lack of progressive rotation. To clarify this
question Yun et al. (2006) performed particle tracking in LES simulation of a sphere
wake. The measured particle velocities confirm that motion is predominantly in the
streamwise direction, with no organised rotation.
In contrast with these observations, a rotating helical structure should have a con-
stant spatial coherence ≈ 1, and a linear variation of coherence phase angle. Berger
et al. (1990) only observed these properties in forced experiments where the wake
was synchronised by disk nutation. Corresponding smoke flow visualisations con-
firmed that the wake had locked into a progressively rotating helix, and led to the
mistaken conclusion that the unforced wake comprised a randomly oriented helical
structure. It is worth noting that the experimental setup of Berger et al. (1990) used
a streamwise oriented sting to apply forced nutation to the disk. This may have
influenced the wake behaviour since it acts as a natural boundary condition about
which the wake structure can rotate. The preferred setup used by the majority of
studies is suspension by tensioned fine steel wires.
2. VLF: The VLF mode persists in the turbulent wake as a random spatial modula-
tion of the phase and eccentricity of the axis about which VS occurs. An equivalent
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description is that it causes a random orbit of the wake barycentre around the axis
of the body. It has an azimuthal wavenumber |m| = 1 and period t∗(O)1000, and
on this time-scale the wake exhibits reflectional symmetry. Spectral evidence for
the VLF mode at high Reynolds numbers is less common than for VS, and it is
most likely attenuated in the spectra of many studies due to averaging over insuf-
ficiently long windows and/or the use of high-pass filters. The first clear reference
to this mode is in the experimental flow visualisations of Taneda (1978), who re-
marked that for Reynolds numbers 104 ￿ ReD ￿ 3.8 × 105, the plane in which
vortex shedding occurrs rotates slowly and irregularly around the centreline axis
with a period of t∗(O)1000. A VLF-like mode was identified recently in the wake
of a three-dimensional bluﬀ body in ground eﬀect by Grandemange et al. (2012,
2013). It appeared as a bi-stable distribution of the wake barycentre with period-
icity t∗(O)1000. The authors recognised it as the turbulent form of a unique UA
laminar state for this body (discussed previously in §1.2.1.2). VLF periodicity in
the turbulent wake can also be found in the data of Vilaplana et al. (2013), who
measured the spatial distribution of velocity fluctuations in the wake of a sphere at
x/D = 2. Despite the use of a very short averaging window (t∗ = 312.5), excessive
amounts of low frequency energy can be seen contaminating the velocity spectrum
(their figure 2(b)). The 4s long velocity time series (their figure 2(a)) exhibit inter-
mittent but very large changes in the short time-averaged velocity, with a period
t∗(O)1000.
The VLF mode in the laminar regime is characterised by random shifts in azimuthal
phase and eccentric shedding of vorticity. It is evident that the same spatial charac-
teristics persist in the turbulent ABB wake. For example, the VLF mode subtly af-
fects the azimuthal decompositions and spatial statistics of previous studies. In the
coherence and azimuthal correlations of Roberts (1973); Fuchs et al. (1979); Berger
et al. (1990); Lee & Bearman (1992), it appears as a consistent loss of correlation
at 180◦ probe separation. Equivalently, the spatial coherence at 180◦ is relatively
low (between 0.5 and 0.8). These features are consistent with the central axis of the
probes (which are typically set on a circle of r/D ≈ 1) not being aligned with the
instantaneous axis about which vorticity is being shed (of course some loss of spatial
correlation is expected due to the incoherent turbulent field, but the combination
of all the evidence is overwhelming). Vilaplana et al. (2013) reached this conclusion
independently by analysing the time dependent root-mean-square (RMS) velocity
i.e.,
￿
u￿2 averaged over 1.5 vortex shedding cycles. A joint PDF was computed
from the simultaneous measurements of two probes with 180◦ azimuthal separation
at r/D = 1.25, x/D = 2 (reproduced in figure 1.7). If vortex shedding occurrs
about an axis that is predominantly concentric with the body, then this joint pdf
would exhibit a strong peak along the diagonal. Instead, these data clearly show
36
a preference for shedding on either side of the body, with minimal probability of
being on the centreline axis. Combined with the VLF time-scales observed in their
velocity data, this is perhaps the clearest evidence of VLF in the turbulent ABB
wake, and agrees qualitatively with the findings of the present investigation (see
§4.1)
Figure 1.7.: Joint PDF of time dependent RMS velocity (i.e., RMS computed over 1.5
vortex shedding cycles) measured by hot-wire probes at r/D = 1.25, x/D =
2, 180◦ azimuthal separation. Sphere wake at ReD = 33, 000, from Vilaplana
et al. (2013)
3. Shear layer: In the turbulent wake the shear layer continues to act as a spatial
amplifier of disturbances. Even at high Reynolds numbers, the shear layer can be
observed rolling up into discreet ring-like structures (Taneda (1978) figure 3(a),
Berger et al. (1990) figure 2, Yun et al. (2006) figure 7(b), Jang & Lee (2008) figure
11). Berger et al. (1990) remarks that these structures are not stable, inclining
and linking to produce higher azimuthal wavenumbers. Measurements of the disk
wake upstream of the rear stagnation point showed that the energy associated
with this instability is only slightly dominated by m = 0, with nearly comparable
contributions of |m| = 1, 2. The LES results of Yun et al. (2006) illustrate this
process more clearly (see their figure 16). At ReD = 104, approximately 10 shear
layer structures coalesce during each VS cycle. As mentioned previously, the SL
instability amplifies disturbances over a relatively broad range of wavenumbers,
hence the associated spectral peak is broad and increasingly diﬃcult to distinguish
as the Reynolds number increases. In the immediate wake the most amplified
frequency is Stθ ≈ 0.016 if the shear layer is laminar, or Stθ ≈ 0.022− 0.024 if the
shear layer is turbulent (Ho & Huerre, 1984).
4. Pumping: In the turbulent wake this is predominantly an m = 0 mode with fre-
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quency Stp ∼ Stvs/4, similar to the frequency of the laminar mode. It is associated
with a symmetric oscillation of the recirculating region and near wake. In terms
of pressure fluctuations, cross spectra by Berger et al. (1990) show that it is the
dominant mode within the recirculating region. Unlike the laminar regime, it is not
observed distinctly in flow visualisations of vortical structures. However, a spectral
peak at Stp is clearly present in the measurements of Roberts (1973) and Fuchs
et al. (1979). Neither study correctly identified it as a wake structure, but their
measurements show that it has progressively less energy in the far wake.
1.2.3. Drag Coeﬃcient
100 101 102 103 104 105
10−1
100
101
ReD
C
D
Figure 1.8.: Comparison of drag coeﬃcient for two axisymmetric bluﬀ bodies as a function
Reynolds number. Experimental data of Roos &Willmarth (1971): ♦ sphere,
× disk. DNS data of Tomboulides & Orszag (2000) and Mittal et al. (2001):
￿.
Roos & Willmarth (1971) measured the drag co-eﬃcient of a sphere and thin disc as a
function of Reynolds number for 5 < ReD < 70, 000. These data are reproduced in figure
1.8, along with numerical results for spheres by Tomboulides & Orszag (2000); Mittal et al.
(2001). By constraining the bodies to prevent pitch oscillation, Roos & Willmarth (1971)
achieved lower random error than previous studies, and excellent agreement with the more
recent DNS results. The curves show that initially CD ∝ Re−1D , which is consistent with
the expected Stokes flows. For the sphere, the drag coeﬃcient decreases monotonically
until ReD ≈ 1500, where the curve flattens to CD ≈ 0.4. Above ReD ≈ 103, CD is
approximately constant. There is a very gentle ‘bump’ in the region 103 < ReD < 105,
but the eﬀect is less than a 5% change in CD. The qualitative behaviour of the disk
drag curve is very similar. Its initial slope is less steep, however the curve flattens earlier
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at ReD ≈ 200, yielding a larger drag coeﬃcient of CD ≈ 1. The authors also analysed
the corresponding amplitude of drag fluctuations, and observed that they never exceeded
3%− 5% of the mean drag. As discussed in §1.2, this appears to be a common feature of
the ABB wake.
Comparison with table 1.1 reveals that the drag coeﬃcient is not sensitive to the
bifurcations which produce the SS, RSP, and RSB wake states. In the laminar regime,
this lack of sensitivity means that the eﬀective reduction in viscous forces due to increased
Reynolds number is larger than the energy lost in producing flow unsteadiness. The drag
coeﬃcient does not approach a constant value until the onset of transition to turbulence;
the non-dimensional form (denoted by ∗) of (1.1) is thus CD ∝ ￿∗ = 12ReS∗ijS∗ij ∼ constant.
Hence at suﬃciently high Reynolds numbers, the eﬀective drop in viscosity is roughly
balanced by increased scale separation.
Similar behaviour at the onset of vortex shedding is observed for a 2D cylinder (Hen-
derson, 1995).By separating the drag into pressure and viscous components Henderson
(1995) showed that the eﬀect of vortex shedding is immediately apparent as a rise in
the pressure drag. Interestingly, at the onset of the ‘mode A’ 3D wake instability, the
pressure drag drops sharply. An equivalent decomposition of the drag has not yet been
performed for the ABB wake, but Tomboulides & Orszag (2000) provided some insight
by comparing the drag of a sphere in the base flow and RSP states at ReD = 300. They
report an increase in drag coeﬃcient of ∼ 4%.
1.2.4. Boundary Layer Thickness
The stability analyses by Sevilla & Martinez-Bazan (2004) and Sanmiguel-Rojas et al.
(2009) clearly demonstrate that the vortex shedding mode is sensitive to the mean veloc-
ity profile in the immediate wake. The characteristics of the separating boundary layer
therefore play an important role in the wake dynamics, and have also been observed to
directly aﬀect the base pressure. Porteiro et al. (1983) peformed base pressure measure-
ments on a cylindrical blunt body at ReD ≈ 2 × 106. Boundary layer suction upstream
of the trailing edge was used to modify the ratio of θ/D i.e., the ratio of boundary layer
momentum thickness to body height. A strong proportionality between base pressure and
θ/D was observed, hence the drag coeﬃcient can be reduced by increasing the boundary
layer thickness.
This eﬀect was investigated in more detail by Mariotti & Buresti (2013) who per-
formed hot-wire wake profiles and measurements of area averaged base pressure for a
BSB with L/D = 5.7, ReD = 5.5 × 105. Emery paper boundary layer trips were used
to vary θ/D independently of Reynolds number. A rise in base pressure of nearly 6 %,
and a similar decrease in vortex shedding frequency were observed when the momentum
thickness was increased by a factor of 1.67. Interestingly, the authors showed that the
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shedding frequency could be collapsed by using a Strouhal number based on boundary
layer thickness and wake velocity deficit, which is indicative of the coupling between VS
and drag. A causal connection between changes in the velocity field and base pressure
was not established, but the study serves to highlight the importance of θ/D as a control
parameter.
1.3. Direct Control of Axisymmetric Wakes
The purpose of this section is summarise the types of control strategies utilised by pre-
vious investigations. Their results are directly relevant to the discussion of §1.1, because
the mechanisms by which drag is generated can be considered qualitatively via cause and
eﬀect. Examining these strategies serves to highlight the novelty of the control technique
that is the subject of the current investigation. The following discussion will focus pri-
marily on passive and active open-loop control strategies. Feedback control diﬀers from
these in that the control input is dependent upon the continuously monitored response
of the flow. Just as for passive and open loop devices, the concepts driving feedback
controller design are premised on the same mechanisms of drag generation. A summary
of passive, active open-loop, and feedback control techniques applied to a wider variety
of two and three-dimensional flows can be found in the review by Choi et al. (2008).
Figure 1.9.: Simplified conceptual diagram of control strategies for axisymmetric bluﬀ
bodies.
Strategies for controlling ABB wakes can be categorised as separation control or direct
wake control, as shown in the conceptual diagram of figure 1.9. Here, DWC refers to
techniques that alter the wake directly and not as a consequence of moving the boundary
layer separation point. Separation control is clearly only applicable to bodies with a
movable separation point (e.g. spheres), whereas DWC is applicable to all three of the
geometries discussed in §1.2. DWC strategies can be further categorised into those which
target the coherent structures via wake instabilities, or those which target incoherent
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turbulence directly. Due to the coupling in the governing equations of motions, the eﬀect
of control on coherent structures or incoherent turbulence is not mutually exclusive.
Separation control will only be summarised briefly before discussing DWC in the con-
text of this investigation. As stated in §1.2, the location of a variable separation is de-
pendent upon the balance of near wall momentum against the adverse pressure gradient.
A delay of separation can be therefore be obtained by increasing near wall momentum,
which has been performed with a variety of methods. For Reynolds numbers correspond-
ing to a laminar separation (e.g. flow over a sphere at ReD ￿ 105), artificial disturbances
can be introduced to induce a premature transition. This very useful technique has been
performed with a variety of devices including surface roughness (Achenbach, 1974) and
passive dimples (Bearman & Harvey, 1976). If the boundary layer is already turbulent
prior to separation, a similar eﬀect can be achieved by using boundary layer vortex gen-
erators to transfer momentum from high speed outer regions towards the wall. This has
been demonstrated on a 2D cylinder using active dimples (Udovidchik, 2007), and on a
3D Ahmed body using passive cylindrical tabs (Pujals et al., 2010).
1.3.1. Control of Two-dimensional Versus Axisymmetric Wakes
Examples of direct wake control performed on axisymmetric bluﬀ bodies are far less
common than for 2D bluﬀ bodies; this is possibly due to the less well understood and
arguably more complicated ABB wake structure. The wake of a 2D bluﬀ body (D shaped,
cylinder etc.) also possesses convective and global instabilities that manifest as shear layer
structures and antisymmetric vortex shedding. A key diﬀerence is that the structures
associated with these modes are nominally two-dimensional, and only weakly perturbed
by 3D instabilities Zhang et al. (1995); Chyu & Rockwell (1996). The 2D Karman-vortex
street is generated by mutual interaction of the upper and lower shear layers in the
immediate vicinity of the base. Shedding is triggered alternately as one shear layer rolls
up into a vortex with a diameter similar to the body height, subsequently inducing the
roll-up of the opposing shear layer. The most obvious control strategy is to attempt to
weaken the strength of these vortices by either inhibiting or preventing this interaction.
Early work with passive devices such as wake splitter plates (Roshko, 1954; Bearman,
1965) demonstrated the eﬀectiveness of this strategy. Splitter plates longer than 3 body
diameters completely inhibit the interaction of the upper and lower shear layers, resulting
in a base pressure recovery of up to 60% on a 2D blunt body (Bearman, 1965). The
eﬀect has also been reproduced using base bleed. Bearman (1967) showed that a bleed
coeﬃcient of Cb ≈ 0.12 inhibited periodic vortex shedding and produced a base pressure
recovery equivalent to that of a long splitter plate.
More recently developed active techniques are able to attenuate the VS mode using
less power consumption than base bleed. Pastoor et al. (2008) employed periodic blowing
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and suction in the form of ZNMF pulsed jets along the upper and low trailing edges of
a D shaped body. The Reynolds number range was 2 × 105 < ReD < 7 × 105, with a
tripped turbulent boundary layer before separation. The pulsed jets were characterised
in terms of a jet momentum coeﬃcient Cµ =
d
H
u2f
U2∞
, where d is the jet orifice width
and H is the body height. Using the same conceptual strategy, both synchronised open-
loop, and closed-loop feedback were performed. Open-loop forcing in the range 0.1 ￿
StD ￿ 0.2 induced synchronised shedding of the shear layer structures in the near wake,
both attenuating and delaying the onset of antisymmetric VS (illustrated in figure 1.10).
Phase and frequency locking of the shear layer shedding occurred at relatively low blowing
coeﬃcients cµ ￿ 0.05, and produced base pressure recovery of up to 40% at Cµ ≈ 0.01
(note this is not excitation of the SL instability, which occurs at frequencies one order
of magnitude larger). Feedback-control produced similar levels of drag reduction by the
same mechanism, albeit with reduced power consumption. When synchronous forcing
was applied at a frequency StD ≈ Stvs, the VS mode was excited and an increase in
drag was obtained. Interestingly this behaviour contradicts that of ABB wakes, where
the VS mode cannot be excited by symmetric forcing at its natural frequency. Pastoor
et al. (2008) postulated that the ‘shear-layer synchronisation’ strategy should apply to
3D bodies. However many studies have already shown that the ABB VS mode cannot
be attenuated by symmetric actuation (Kim & Durbin, 1988; Berger et al., 1990; Bigger
et al., 2009; Qubain, 2009).
Figure 1.10.: Conceptual schematic of the ‘shear layer synchronisation’ pulsed jet control
strategy for a 2D body, following Pastoor et al. (2008).
Delay and attenuation of 2D VS has also been achieved by imposing 3D disturbances
along the span of 2D bodies. Kim & Choi (2005) investigated an active technique called
distributed forcing, where constant blowing or suction was applied along the upper and
lower surfaces of a 2D cylinder at ReD = 3, 900. The blowing and suction was constant
in time, but varied sinusoidally in the spanwise direction. A drag reduction of up to
25% was observed for forcing wavelengths close to that of the natural ‘mode A’ 3D wake
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instability. This drag reduction was associated with spanwise distortion the separating
shear layer, which weakened and delayed the formation of vortex shedding.
In contrast to the 2D body, the ABB wake structure is dominated by a 3D |m| = 1
disturbance which is not spatially coherent until farther downstream (in the turbulent
wake at least). Despite the average antisymmetry, successive shedding of vorticity occurrs
at random azimuthal angles, and at random radial distances from the body centreline.
In short, shedding does not manifest an alternating roll-up of the shear layer from the
trailing edge. For this reason concepts for coherent structure suppression in the ABB wake
are inherently more diﬃcult to devise. For the most part strategies have followed in the
conceptual footsteps of proven 2D methods such as those already described; the principal
aim being to suppress (or sometimes to excite) the VS and/or SL modes. Several cause
and eﬀect relationships between drag and the ABB wake structure have been established
(Porteiro et al. (1983), Kim & Durbin (1988),Weickgenannt & Monkewitz (2000), Qubain
(2009), Bigger et al. (2009), Jardin & Bury (2013)). It is worth noting that in many cases,
the relative changes in base pressure and drag are significantly lower than what has been
achieved on 2D bodies. This corroborates the argument that the relative importance of
coherent structures in the drag energy balance is lower in the ABB wake.
1.3.2. Suppression of the Vortex Shedding Mode
1.3.2.1. Active Systems
An eﬀective DWC strategy for drag reduction in the ABB wake is suppression of the VS
mode using continuous base bleed. This was first performed in the subsonic ABB wake
by Porteiro et al. (1983), who injected air into the recirculating region via a porous plate
at the base of a cylindrical blunt body. Bleed coeﬃcients varied between 0 < Cb < 0.04,
and the Reynolds number was approximately 2 × 106, with a turbulent boundary layer
at separation. The authors observed that the base pressure increased monotonically
with the bleed coeﬃcient, up to a maximum recovery of approximately 8%. Unfortu-
nately the corresponding wake measurements could not establish a connection between
the base pressure recovery and the wake structure. The subsequent stability analyses
and experiments by Sevilla & Martinez-Bazan (2004) (discussed in §1.2) confirmed that
the proportionality between pressure recovery and base bleed is due to the progressive
suppression and eventual inhibition of the VS mode. The LLSA showed that base bleed
works by reducing the shear within the recirculating region, resulting in a reduction of
the strength and extent of the absolutely unstable region in the near wake. Figure 1.11
illustrates the remarkable aﬀect of three values of bleed coeﬃcient on the turbulent BSB
wake. As the bleed coeﬃcient increases there is a corresponding reduction in the am-
plitude of the VS mode. At the critical bleed coeﬃcient Cb = 0.13 there appears to be
complete suppression of large-scale antisymmetric shedding.
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Suppression of the VS mode has also been achieved by exciting higher order azimuthal
modes in the BSB wake. Jardin & Bury (2013) performed a DNS of distributed forcing
using the BSB configuration of Bury & Jardin (2012). Steady blowing and suction was
applied via a thin slot at the trailing edge, normal to the freestream. The wake state
corresponded to RSB, with ReD = 1000. The investigation varied the amplitude and az-
imuthal wavenumber (m = 1...5) of four diﬀerent forcing waveforms (illustrated in figure
1.12). In terms of suppressing drag fluctuations, the wake is most receptive to forcing
wavenumbers of m = 2, 3 (see their figure 5b). For higher wavenumbers the flow tends
towards the state of the unforced case, where the |m| = 1 mode is prevalent. Comparison
of the diﬀerent waveforms revealed that the stabilisation of CD is associated with the
generation of streamwise vorticity with a higher azimuthal periodicity. The results also
highlight the non-linearity of the wake response: positive sine (blowing) has little eﬀect
whilst negative sine (suction) reduces the drag fluctuations. Combining both blowing and
suction in a sine or square wave yields the most dramatic changes in fluctuating and mean
drag. For forcing with an m = 3 wavenumber, contours of the vorticity field at x/D = 1
confirm that the structure of the wake adopts an |m| = 3 periodicity i.e., both the m = 0
pumping and |m| = 1 VS mode are suppressed. Remarkably, for the forcing conditions
investigated, the mean drag coeﬃcient either remained constant or increased by up to
∼ 2%. It remains unclear why this type of distributed forcing results in an increase in
mean drag (despite suppressing fluctuations), but it is plausible that the contribution to
mean energy transfer by the |m| = 0, 1 modes is lower than that of the forcing vorticity
combined with the resulting higher order modes.
Figure 1.11.: Experimental dye flow visualisation of the BSB wake for three base bleed
coeﬃcients, with L/D = 9.8 and ReD = 2800. a)Cb = 0.04. b) Cb = 0.09,
c) Cb = 0.13. From Sevilla & Martinez-Bazan (2004).
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Figure 1.12.: Illustration of distributed forcing waveforms applied around the periphery
of a BSB with azimuthal wavenumber m = 3. From left to right: Sine (suc-
tion and blowing), positive sine (blowing), negative sine (suction), square
(suction and blowing). From Jardin & Bury (2013).
1.3.2.2. Passive Devices
Passive control of the ABB wake has been demonstrated using a thin control disk mounted
concentrically on the rear of the body at various streamwise separations. This was first
performed by Mair (1965) and subsequently investigated in detail by Weickgenannt &
Monkewitz (2000). Both studies were conducted on a BSB of L/D = 6 at ReD ≈ 1×105,
with a trip enforcing a turbulent boundary layer at separation. It was observed that the
drag of the body is strongly dependent on the streamwise distance of the disc to the base
(the optimum eﬀect being achieved with a control disk diameter of 0.8D). At x/D ≈ 0.3
there is a sharp increase in drag, followed by a smaller reduction drag of up to 35% over
a broad range of distances 0.35 < x/D < 0.7. In the drag increase regime, hot-wire
measurements at x/D = 2.6 revealed that the VS is strongly excited; a consequence of
the coupling between the separated shear layer and the cavity formed between the base
and the disc (Weickgenannt & Monkewitz, 2000). The cause of the drag reduction for
larger x/D is still unclear, although the amplitude of VS fluctuations are attenuated
with respect to the case with no disc. It has been conjectured that the drag reduction
is associated with suppression of the absolute instability of the near wake (Monkewitz,
1988). However, Weickgenannt & Monkewitz (2000) also remarks that the maximum
observed drag reduction is equivalent to the area reduction of the base, ≈ 35%.
1.3.3. Excitation of Wake Modes
The following section summarises control strategies which result in excitation of the wake
modes (even though that is not the primary control objective for drag reduction). In the
ABB wake, both the VS and SL modes are receptive to periodic m = 0 excitation when
it is performed at appropriate forcing frequencies. This was shown by Kim & Durbin
(1988), who applied periodic symmetric excitation to a sphere wake in the form of a
plane acoustic wave. It was found that in a frequency range of approximately 1-1.5
times the VS natural frequency, 1 ￿ St/Stvs ￿ 1.5, the frequency of the VS mode
was amplified as the structure locked onto the frequency of forcing (this subharmonic
resonance highlights the non-linearity of the VS mode). Two-point hotwire measurements
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confirmed that the spatial coherence of the |m| = 1 structure also increased. Base pressure
measurements were not performed for this case, however later studies on spheres and disks
have shown that excitation of the VS mode results in a decreased recirculation length
and lower base pressure (Berger et al., 1990; Bigger et al., 2009). At higher forcing
frequencies, large decreases in base pressure were observed (these were not related to
a movement of the separation point). This persisted over a frequency range 1/2 to 2
times the shear layer natural frequency, with a maximum drop in base pressure of 40%
coinciding with the natural frequency. Corresponding flow visualisations showed that
excitation of the SL causes a shortening of the recirculation region due to the separating
shear layer being displaced towards the wake centreline with increased curvature. This
highlights the importance of the shear layer instability in contributing to entrainment and
hence drag. The broad range of frequencies over which the SL is receptive is consistent
with predictions by linear stability theory for plane shear layers (Michalke, 1965). Similar
responses of the base pressure to SL excitation have been observed in disk and BSB wakes
(Bigger et al., 2009; Qubain, 2009). In the preceding investigation, Qubain (2009) found
that suﬃciently strong excitation of the shear layer instability results in a coherent roll-up
of shear layer vorticity, the phase and frequency being governed by the pulsed jet. By
measuring the strength of these vortical structures he was able to identify a correlation
between increased shear layer entrainment and the reduction in base pressure. It should
be noted that the response of a plane shear layer to acoustic or pulsed jet excitation is
well documented Ho & Huerre (1984); and similar increases in entrainment have been
observed when using a pulsed jet to excite the shear layer from the trailing edge of a 2D
backward facing step (Chun & Sung, 1996; Yoshioka et al., 2001; Qubain, 2006).
Berger et al. (1990) showed that the VS mode is also receptive to direct excitation i.e.,
from disturbances with azimuthal wavenumber |m| = 1 close to its natural frequency.
As discussed in §1.2, the authors also forced nutation of the disk with m = 1 vibrations
at St ≈ Stvs. Flow visualisation and 2 point hotwire measurements confirmed that
this excitation perfectly synchronised the VS structure in space and time. Instead of
a random antisymmetric shedding the structure adopted the form of a steady helix.
Although no drag measurements were performed, a significant decrease in the length of
the recirculation region was observed, from 2.5D to ∼ 1.4D.
Further light was shed on the eﬀects of VS mode excitation by Bigger et al. (2009),
who performed experiments on a disk using pulsed jets and electromechanical tab actu-
ators to excite the VS mode with either symmetric or helical (travelling wave) |m| = 1
disturbances. The actuators for each disk comprised 6 slots on its circumference, ori-
ented normal to the freestream. The time periodic velocity perturbations were provided
either by the pulsed jet, or the motion of an electromechanical tab. For the former,
blowing coeﬃcients tested were in the range 0.0006 < Cµ < 0.004. The Reynolds number
(ReD ≈ 3×104) corresponded to a laminar separation with transition in the wake. Their
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primary result was the response of the base pressure to both types of forcing over a range
of frequencies. With symmetric actuation, the VS mode exhibited lock-in for forcing
frequencies close to 2Stvs, and resulted in a shortening of the recirculation region with
a base pressure decrease of up to 4%. Helical m = 1 forcing at the VS frequency was
shown to be far more eﬀective, with a more pronounced shortening of the recirculation
length and base pressure decrease of up to 12%. The authors noted that the mean flow
remained axisymmetric in both cases.
1.3.4. Control of Incoherent Turbulence
Prior to the experiments of Qubain (2009), drag reduction by DWC on an ABB without a
dependence on suppression of the coherent wake structures (VS, SL or otherwise) has not
been demonstrated (to the best of our knowledge). In contrast with other applications of
pulsed jets for DWC (e.g. (Chun & Sung, 1996; Bigger et al., 2009; Pastoor et al., 2008))
the key diﬀerence in implementation by Qubain (2009) was the use of symmetric forcing at
frequencies up to five times greater than the SL instability, combined with orientation of
the pulsed jet in freestream direction. As will be shown in this investigation, the eﬀect of
this control strategy is to create a base pressure recovery without a direct dependence on
the SL or VS modes. Therefore this method of forcing suppresses the generation of drag
due to incoherent turbulence and viscous flow gradients, without significantly aﬀecting
coherent structures. It is worth reiterating that the relative importance of coherent
structures and incoherent turbulence in the energy balance of 1.1 is still unclear. The
evidence gathered from previous investigations suggests that coherent structures play an
important role in ABB wakes, albeit one that is possibly less significant than in 2D wakes.
1.4. Precursory Results
This section provides a brief summary of the results of the preceding investigation, full
details of which are given in Qubain (2009). To further the understanding of the pres-
sure recovery mechanism, it is important to highlight not only the key results but also
some discrepancies and misinterpretations of the initial data. These experiments used an
annular pulsed jet to force the turbulent wake of an axisymmetric body at Reθ = 1700,
ReD = 1.92× 105. The jet was oriented in the freestream direction and issued through a
1.5 mm wide slit situated 1 mm beneath the trailing edge of the body. The forcing was
varied in both frequency and amplitude, the latter being defined as the peak of the jet
centreline velocity. The mean pressure on the base was measured along a single radius
(not averaged over φ), using four transducers located at a pitch of r/D = 0.1358. A global
wake survey was performed with ensemble correlation PIV and single-wire CTA measure-
ments. The principle result is reproduced in figure 1.13, which shows the time-averaged
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base-pressure coeﬃcient as a ratio of that for the unforced case.
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Figure 1.13.: Principle result of Qubain (2009). Ratio of forced to unforced base pressure
coeﬃcient as a function of forcing frequency, Stθ, for several diﬀerent forcing
amplitudes. Legend: ◦ uj = 0.027U∞, ￿ uj = 0.1U∞, ✁ uj = 0.27U∞
The response of the wake can be divided into LF and HF forcing regimes. The LF
regime extends between 0.005 < Stθ < 0.06 where a decrease in base pressure of up to
25% is observed. This reduction in base pressure is associated with excitation of the shear
layer instability, hence the minimum base pressure occurs at a frequency of Stθ ≈ 0.022.
For uj/U∞ > 0.05 the base pressure decreases linearly with increasing forcing amplitude.
The LF forcing causes the shear layer to roll up into large coherent vortical structures,
which persist until approximately x/D = 0.5. Due to misidentification of an acoustic
source, the eﬀect of forcing on the base pressure spectra and the coupling between LF
forcing and the vortex shedding mode was not properly recognised. Subsequent inspection
of the pressure and velocity spectra reveals massive increases in energy at StD = 0.2
during LF forcing, consistent with amplification of VS due to excitation of the SL. There
is negligible eﬀect on the frequency and amplitude of the energy associated with the
m = 0 oscillation of the recirculation bubble during LF forcing.
The HF forcing regime occurs over a short bandwidth between 0.06 < Stθ < 0.08,
where there is an increase of base pressure of up to ∼ 8%. The observation of this regime
constitutes a significant result in itself. The magnitude of the observed pressure recovery
and the dependence on amplitude and frequency shown here are not of great importance;
these trends are now known to be diﬀerent, and are presented in §5. The diﬀerences
in measured trends are largely attributed to bias error of the pulsed jet calibration and
mean pressure measurements, but there may also be a contribution from asymmetries in
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forced mean pressure distribution (the latter are discussed in §5.2). Finally an interesting
result of the PIV measurements is that the length of the recirculating region reduces in
both the LF and HF forcing cases. The significance of this will be discussed in §6.1.
1.5. Outline
The general purpose of this study is to investigate the phenomenon of base pressure
recovery (BPR) on an ABB. It comprises:
1. A characterisation of the unforced wake using the fluctuating base pressure.
2. A parametric study of the governing variables of forcing frequency and amplitude.
3. An analysis of the eﬀects of high frequency forcing upon mean and fluctuating base
pressure.
4. An analysis of the flow structure and pressure field in the separating shear layer
using spatially-resolved random and phase-locked 2C PIV.
The structure of the remainder of this thesis is as follows. In Chapter 2, the general
details of the experimental setup, measurement equipment, and procedure are discussed.
This includes assessment of the quality metrics for the PIV data, and uncertainty es-
timates for the pressure measurements. Chapter 3 provides details of the main data
analyses, including the procedure for and validation of the pressure integration, and a
derivation of the azimuthal decomposition of the base pressure measurements. The results
and discussion are split between chapters 4, 5, and 6. Chapter 4 focuses on characterisa-
tion of the unforced flow. In Chapter 5 the principle result of the parametric forcing study
is presented, and the eﬀects of forcing on the fluctuating base pressure are examined in
detail. Chapter 6 analyses the pressure recovery mechanism using the PIV measurements,
and presents a qualitative explanation of the forcing mechanism. Conclusions and key
findings, followed by several recommendations for future work, are presented in Chapter
7.
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2. Experimental Setup
A scale schematic of the experimental setup is shown in figure 2.1. The key flow char-
acteristics are summarised in table 2.1. Note the experimental co-ordinate system con-
vention and PIV fields of view. Although shown suspended from the ceiling for clarity,
the freestream Pitot-static was actually mounted to the nearside wall with static ports
at (x, y, z) = (0, 0,−2D).
Figure 2.1.: Scale schematic of the experimental setup.
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Table 2.1.: Flow characteristics
Mean freestream velocity, U∞ 15.0 ms−1
Momentum thickness at separation, θ 2.14 mm
Ratio of body diameter to momentum thickness, D/θ 92
Ratio of body length to diameter, L/D 6.48
Boundary layer shape factor at separation, H 1.36
Reynolds number based on the body diameter, ReD 188,000
Reynolds number based on momentum thickness, Reθ 2,050
2.1. Wind Tunnel Facility
The measurements were performed in the 5x4 closed-circuit wind tunnel at the Depart-
ment of Aeronautics, Imperial College London. This tunnel has a working section mea-
suring 1.37 m x 1.21 m x 3.00 m and a contraction ratio of 4.92:1. It is equipped with a
3 axis traverse for probe based measurements, and glass windows on one side for optical
access. The freestream turbulence intensity at the trailing edge of the model is less than
0.1% at 15 ms−1. The area blockage ratio for the model used in this investigation is 1.8%.
The working velocity was computed from measurements of dynamic head, atmospheric
pressure, and temperature, sampled at 2.5 Hz by a Furness FCO510 digital manometer.
During the experiments, a PID algorithm was used in conjunction with the tunnel’s Star
Drive fan motor controller to maintain a freestream velocity of 15.0 ms−1 at the trailing
edge of the model. A two-part convergence criterion based upon the filtered PID %
setpoint error was employed. To capture short and long transients the set-point error
was filtered using a 1st order lowpass filter (fc = 0.07 Hz) and a 15 s moving average.
Both were maintained to less than ±0.2% throughout the duration of measurements.
The integrated 3 axis traverse was used to acquire CTA measurements of jet velocity
and velocity profiles of the separating boundary layer. The computer controlled stepper
motors provide a resolution in the vertical, streamwise, and spanwise direction of 6.25
µm, 2.5 µm and 2.5 µm respectively. Further details can be found in Qubain (2009).
2.2. Axisymmetric Body
A new axisymmetric body was designed specifically to meet the requirements of this
investigation. Figure 2.2 shows an exploded schematic of the model assembly. A complete
set of engineering drawings for the assembly and its mounting within the working section
are provided in Appendix A. The model utilises the aerofoil sting of the preceding
investigation, and has been proportioned to achieve a similar diameter based Reynolds
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Figure 2.2.: Exploded schematic of model assembly
number with a more thoroughly developed boundary layer at separation. The primary
design requirements were as follows:
1. Obtain spatially resolved measurements of the mean pressure on the base.
2. Obtain temporally resolved measurements of the fluctuating pressure on the base
with suﬃcient spatial resolution to identify dominant modes.
3. Integrated optical alignment and calibration rig for high accuracy 2C and 3C PIV
measurements in the near wake.
4. Adjustable jet orifice width and nozzle profile.
5. Accomodate mid-range and subwoofer loudspeaker drivers.
6. Minimise coupling of fluid and structural modes.
The key dimensions of the body are given in figure 2.1. It is positioned on the vertical
centreline of the tunnel, at a spanwise separation of 2.2D from the nearest side wall (see
Appendix B for details). The oﬀ-centre spanwise position was selected to improve the
spatial resolution and accuracy of the PIV measurements.
The model assembly is suspended from a custom made cylindrical bearing that allows
continuous adjustment of yaw angle. During alignment, the changes in angle are measured
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at a radius of ∼ 0.4 m using a Micro-EpsilonTM 1810-50 linear displacement transducer,
providing an angular resolution of better than 0.001◦.
The nose employs a modified super ellipse profile (Lin et al., 1992) with an aspect
ratio of 2.5. The boundary layer is conditioned in two stages. The first is a 2 mm
wide strip of 120 grit emery paper located at x/L = −0.884 (approximately the point of
minimum pressure). This is followed by a 25 mm wide strip of 120 grit emery paper at
x/L = −0.784, which serves to increase the momentum thickness at separation.
The base of the body is instrumented with 64 pressure tappings and 11 Endevco 8507C-
1 pressure transducers. The pressure tappings have a diameter of 1.0 mm and depth to
diameter ratio of 2. The position of tappings and transducers is shown in figure 2.3.
A radial bearing is incorporated into the design of the mid-section to provide precise
adjustment of the angular position, φ, of the pressure measurements.
One 8507C-2 transducer is mounted on the interior face of the base for measurement
of the actuator cavity pressure. An ADXL-335 three-axis accelerometer is mounted on
the inside of the body at x/D = 0.86, y/D = 0.48, φ = 180◦.
The jet orifice is formed by the gap between the orifice ring and the outer wall of the
body, the latter being 1.0 mm thick. Thus the outer diameter of the ring governs the
width of the orifice, d. During preliminary parametric testing, orifice widths d = 0.5,
1.5, and 2.0 mm were compared. A common ratio of orifice depth to width l/d = 1 was
used in order to maintain a fully developed flow (Gallas, 2005). The 2.0 mm orifice was
selected for this investigation because it produced the largest base pressure recovery, and
there was not suﬃcient time available to fully test all three orifices.
2.3. Control & Data Acquisition
Control of the experiment and acquisition of data is performed by a National Instruments
PXI-1042 chassis running a code written in Labview v11.0. The PXI-1042 is fitted with
a PXI-8106 embedded PC module running windows XP, a PXI-6733 16-Bit D/A output
module, three PXI-6123 16-Bit simultaneous A/D modules, a PXI-8430 serial port mod-
ule, and a PXI-8231 ethernet module. The code automates the experiment by controlling
the wind tunnel fan, pulsed jet actuator, and pressure measurement systems. The PIV
system is controlled separately by a custom built PC running Windows 7 and Dynamic
Studio v3.2. The only interface between the PIV and experimental control system is a
zero-crossing detector used to synchronise the phase-locked PIV measurements.
2.4. Pressure Measurements
All pressure measurements are diﬀerential measurements referenced to free-stream Pitot-
static located at x = 0.
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Figure 2.3.: Scale schematic of the model base.
2.4.1. Pressure Tappings
The 64 surface pressure tappings were measured with a ESP-64HD DTC solid state
pressure scanner and Chell CANdaq 14 bit D/A converter. The scanner is mounted on a
foam pad within the front extension section (item 7 in figure 2.2) and connected to the
tappings via 1.5 m lengths of 1 mm i.d. portex tubing. The CANdaq module is external
to the model and communicates with the scanner via a cable routed through the sting.
Raw voltages are multiplexed at 20 kHz and converted to pressure internally according to
a factory calibration with realtime temperature correction. The measurement parameters
are summarised in table 2.2.
A Chell QD-VP solenoid valve and 100 psi supply are used to configure the pressure
scanner for zeroing. In its reference state, all 64 transducers are internally exposed to
a zero pressure diﬀerential, allowing rapid zeroing without having to turn oﬀ the wind
tunnel and wait for the velocity to settle. In all experiments a sample length of 30 s is used
to set the zero pressure reference. The solenoid valve operates according to instructions
received from the control code via the TCP network.
2.4.2. Dynamic Pressure Transducers
The Endevco 8507C is a piezo-resistive diﬀerential pressure transducer with a frequency
resolution of 20 kHz, range of 1 or 2 psi, and an active sensing element diameter of 2 mm.
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Table 2.2.: Pressure tapping measurement parameters
Sample rate, Fs 225Hz
Sample length (single) 60 s
Measured -3dB cut-oﬀ frequency 15 Hz
Full scale range ± 332.232 Pa
Resolution 0.041 Pa
Table 2.3.: 8507C-1 measurement parameters
Fs 40 kHz
Sample length (single) 60 s
-3dB filter cut-oﬀ frequency 10 kHz
The units used in this investigation are factory calibrated with an average sensitivity
of 24 mv/kPa and a nominal maximum bias error of ±10 Pa (combined non-linearity,
hysteresis, non-repeatability). The 8507C-1 is not suitable for measurement of small
changes in mean pressure. However its relatively high sensitivity and low noise level
(typically 5 µV RMS) make it an excellent choice for measurement of the fluctuating base
pressure. Each transducer is driven by one of three Endevco Model 136 DC amplifiers
with a gain of 1000 and a 10 kHz Butterworth filter. The transducer sampling parameters
are summarised in table 2.3.
2.5. PIV
Random and phase-locked 2C measurements were performed in the upper and lower
separating shear layer simultaneously, as shown in figure 2.1. The PIV setup consisted
of a Litron Nano L 200-15 dual cavity 532nm Nd:YAG laser, and two 29 megapixel
Imperx Bobcat ICL-B6620 CCD cameras. Synchronisation and timing were performed
by a Dantex 80N77 unit controlled via Dynamic Studio v3.2. Images were captured using
a National Instruments NI-1430 frame grabber and streamed directly to a 3.6 TB raid-0
array. The PIV measurement parameters are summarised in table 2.4.
The laser cavities were fired in a staggered double pulse at a repetition rate of 0.637 Hz
and a pulse energy of approximately 200 mJ. In order to maximise energy and light sheet
uniformity, the laser optics were tuned specifically for this frequency of operation. A 45
degree mirror with dual-axis gimbals directed the beam into a Dantec light sheet module
with a 4◦ divergence angle and focal length of approximately 1 m. The lightsheet entered
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the working section through a slit in the floor and was aligned with the co-ordinate system
x−y plane visually using alignment markings etched onto the model during manufacture.
Although not rigorously measured, the light sheet thickness at the centre of the field of
view was ≈ 1mm.
Particle images were captured in a perpendicular viewing arrangement through a float-
glass window at a stand-oﬀ distance of 440 mm to the front of the camera lenses. The
sensor planes were made perpendicular to the lightsheet by use of a digital level on the
camera housing, and subsequently refined by minimising variations in particle image
diameter across the field of view. Each camera was fitted with a Sigma f/3.5 180 mm
macro lens operating at an aperture of f/4. Each sensor was operated at full resolution,
providing 14 bit, 6600 x 4400 px images at 1.27 frames per second (FPS). Each image
has a size of 56 MB resulting in a streaming bandwidth of 224 MB/s during capture. To
avoid buﬀer overflow data sets were limited to 127 image pairs per camera. Camera focus
was initially adjusted by trial and error to achieve a mean particle image diameter ∼ 3-4
px. Preliminary samples were taken to check for the presence of peak locking, and the
image focus was subsequently refined.
The flow was seeded with olive oil particles with a mean diameter of 1 µm using a TSI
9307-6 atomiser. A high seeding density was achieved by flooding the tunnel before each
measurement. The mean and RMS image intensity from a preliminary sample were used
to quantify and maintain a constant seeding density. The seeding density is illustrated in
figure 2.4 which shows a portion of a typical measurement image and its corresponding
intensity histogram. In order for the particles to faithfully track the flow, the Stokes
number, or ratio of the particle to flow time scale, must be much less than one. Following
the methodology of Raﬀel et al. (2007), the particle response time is calculated to be
0.6 µs. The Kolmogorov time scale in the centre of the shear layer, τη =
￿
ν/￿, roughly
estimated assuming isotropy (Qubain, 2009), gives a Stokes number of ∼ 0.06 indicating
that these particles are suitable for fine scale turbulence measurements.
A third-order polynomial PIV calibration was determined by imaging a printed dot
grid target with 1.5 mm diameter markers at 2 mm pitch. The calibration is applied
by the PIV algorithm during the cross-correlation analysis, accounting for both optical
distortion and linear transformation. The FOV averaged scaling is 13 µm/px.
2.5.1. PIV Algorithm
The cross-correlation analysis was performed with LaVision’s DaVis 8.0.8 PIV software.
The algorithm was based upon an iterative three-pass central-diﬀerence window oﬀset
scheme. It used a single grid refinement step with interrogation windows (IWs) reducing
from 96 px to 32 px. Image deformation was implemented using a Lanczos sub-pixel
interpolation scheme.
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Figure 2.4.: Illustration of typical particle image quality and seeding density. a) 192 x
160 pixels of a typical measurement image b) Probability density of pixel
intensity for the complete image.
Table 2.4.: PIV measurement parameters
Time between light sheet pulses 12 µs
Vector sample rate 0.637 Hz
Vector sample count (single) 127
Field of view 85.62 × 57.08 mm
Magnification 0.424
Pixel size 5.5 µm
Mean pixel displacement u, v 7.43, 0.14 px
RMS displacement u, v 1.14, 0.80 px
Eﬀective focal length 180 mm
Eﬀective aperture f4
Circular IWs were chosen because they significantly reduce the noise level, whilst of-
fering better spatial resolution than square windows of the same nominal size. They are
generated by applying a Gaussian weighting function to a square window of twice the
nominal size. The weighting is adjusted such that the integral of the image intensity of
the round window is equal to that of the nominal window. The final IW size was selected
to achieve a balance between spatial resolution and random error. Table 2.5 shows the
nominal window size in each direction (X, Y , Z) and streamwise -3 dB cut-oﬀ wavenum-
ber; the latter having been determined numerically using synthetic particle images of a
step displacement. A 50% IW overlap was used so the vector spacing is X/2. The listed
Z is the manufacturer’s nominal specification for this light sheet module. It is diﬃcult to
relate Z to a cut-oﬀ wavelength because the latter is a factor of the beam profile (nomi-
nally Gaussian). The quoted value should be considered a conservative estimate for the
depth over which the velocity field is averaged.
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Table 2.5.: Spatial resolution of the PIV algorithm
Nominal IW [px] X × Y × Z [θ] λc [θ]
32x32 0.19 x 0.19 x 0.38 0.46
Spurious vectors were removed using a peak ratio criterion of P1/P2 > 1.5, i.e the ratio
of the detected to second largest correlation peak was required to be larger than one and
a half. This was combined with a local median filter that rejected vectors greater than
twice the RMS of a 3x3 window. Between iterations, a 3x3 smoothing filter was used to
suppress error propagation. The very high signal to noise ratio of these measurements is
evidenced by the local vector validation rate, shown in figure 2.5(a). This is greater than
99.5% and 98.5% in the unforced (figure 2.5(a)) and forced cases respectively (typically
data with a spatially averaged validation rate of 95% is accepted to be of high quality
(Adrian & Westerweel, 2011)). Furthermore, there is a low level of bias towards integer
displacements in the results, as illustrated by the displacement histogram for the vertical
velocity component in figure 2.5(b). The vertical component is presented because any
integer displacement bias is typically clearer than for the streamwise component which
has a large mean value. Even if a significant bias towards integer displacements existed
in the data, root-mean-square (RMS) displacement is ≈ 1 px and therefore errors related
to ‘peak locking’ will not significantly aﬀect the statistics (Christensen, 2003).
x/D
y
/D
00.10.20.30.4
−0.6
−0.55
−0.5
−0.45
−0.4
%
V
al
id
V
ec
to
rs
99.6
99.7
99.8
99.9
(a)
−5 −4 −3 −2 −1 0 1 2 3 4 50
0.1
0.2
0.3
0.4
0.5
v (px)
P
(v
)
(b)
Figure 2.5.: PIV measurement quality metrics for the unforced case. a) Vector validation
rate. b) Pixel displacement histogram, v component.
2.6. Thermal Anemometry
Measurements of the separating boundary layer profile and the jet actuator calibration
were performed with single-wire thermal anemometry. A one-component sensor was op-
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Table 2.6.: CTA measurement parameters
Measurement Sample rate [kHz] Sample length [s]
Calibration 40 20
Boundary Layer 40 90
Jet Actuator 80 10
erated in constant temperature mode by a Dantec miniCTA with in-built signal condi-
tioner. The single-wire probe consisted of a 55P15 Dantec boundary layer probe with a
10% platinum-rhodium Wollaston wire soldered to the prongs. The wire was etched to a
sensor diameter and width of 5 and 1000 µm respectively.
The miniCTA’s lowpass filter was set to a -3 dB cut-oﬀ frequency of 10 kHz, and the
analogue signal sampled by the acquisition system at 40 kHz to minimise aliasing. The
hot-wire was calibrated in-situ using an interpolating spline with each calibration point
forming one of 11 knots. Automated calibration measurements were performed by the
control code with the hot-wire positioned at the vertical and streamwise location of the
Pitot-probe with a spanwise separation of ≈ 200 mm. The calibration velocity range
was carefully adjusted to cover the specific range of velocities in the boundary layer and
actuator measurements. A hot-wire calibration was performed at the start and end of each
boundary layer profile or actuator calibration; a linear temporal interpolation between
these two curves was used to compensate for drift during measurements. A typical pair
of hot-wire calibration curves is shown in figure 2.6. Care was taken to limit the time
between hot-wire calibrations so the observed thermal and bridge drift were extremely
small. The CTA measurement parameters are summarised in table 2.6.
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Figure 2.6.: Example of a pair of calibration curves measured at the beginning and end
of a boundary layer profile. Legend: beginning, end
59
2.6.1. Boundary Layer Profiles
The characteristics of the separating shear layer were measured 0.5 mm downstream of
the trailing edge at x/θ = 0.23, φ = 0◦. Before each profile, the location of the wall
was established using a wall contact method in which the sensor is traversed towards
the wall in small steps until contact is indicated by negative saturation of the analogue
signal. This position is recorded as the measurement origin. Gear backlash was prevented
by subsequently traversing only in the negative y direction. The position of the etched
sensor length relative to the prong contact surface was estimated optically, and found to
be ∼ 150 microns. This value agrees closely with the wall height correction estimated by
the analysis in §4.
2.6.2. Jet Calibration
For measurements of the jet actuator velocity, the A/D sample rate was doubled and the
calibration splines constrained to have zero second derivative outside of the calibration
range. Regardless of method of extrapolation, jet velocity measurements close to 0 ms−1
do not aﬀect the jet calibration variable due to the method of analysis. This is discussed
further in section §2.7. The wire was positioned optically at the orifice exit plane (x = 0)
and orifice centreline using the PIV cameras arranged in two orthogonal viewing positions.
This is illustrated in figure 2.7, which shows two sample images each with a positioning
resolution of approximately 5 µm.
Figure 2.7.: Optical positioning of the hot-wire sensor: orifice centreline (left) and orifice
exit plane, x = 0 (right).
2.7. Pulsed Jet Actuator
The pulsed jet actuator consists of an annular orifice and cavity chamber bounded on one
side by a 6 inch diameter loudspeaker driver. A BEYMA 6MI100 mid-range driver was
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chosen for its high sensitivity (97 dB) and nominal power rating (250 W) to maximise
the parameter space over which the pressure recovery can be studied. A harmonic forcing
signal is generated by the control code and converted to an analogue signal by the 16-Bit
D/A converter sampling at 800 kHz. A QSC RMX 850 high fidelity power amplifier
drives the loudspeaker.
The oscillating velocity produced at the jet orifice is a function of the frequency and
amplitude of the driving voltage. Due to non-linearities and resistive heating, the transfer
function between voltage and velocity is both amplitude- and time-dependent. The latter
has a significant eﬀect at large forcing amplitudes where the speaker is operating near its
continuous power limit. In the previous investigation by Qubain (2009) (where driving
voltage was used as the system input for the calibration) this resulted in an artificial
saturation of the base pressure recovery at relatively low forcing amplitudes. The time-
dependent dynamics of the driver are removed by defining the system input as the mean-
square cavity pressure, p2c (definition includes subtraction of the mean pressure).
The actuator calibration therefore measures the relationship between p2c and the forcing
amplitude, uf . When the actuator is operated, a constant forcing amplitude is maintained
by a PID feedback controller within the experiment control code. This controller uses
p2c and the driving voltage amplitude as process and output variables respectively. A
convergence criterion requires that the RMS set-point error be less than 0.15% whenever
measurements are being performed. To capture both short and long transients this cri-
terion is defined as the greater of a 7 second moving average and the signal filtered by a
low pass Butterworth filter with fc = 0.5 Hz.
The forcing amplitude uf is defined as the amplitude of the Fourier component of the
jet centre line velocity at the forcing frequency. This measure of the jet perturbation is
preferable to one based solely upon the peak jet velocity, uj, (as used in Qubain (2009))
for two reasons. First, it distinguishes between the flux at the forcing frequency and other
frequency components which occur at larger forcing amplitudes; for example figure 2.8
(a). Second, the hot-wire rectifies the velocity with an unknown sensitivity to negative
velocities. Since it is diﬃcult to distinguish the eﬄux (blowing) from influx (suction),
using an amplitude helps to reduce the uncertainty associated with mistakenly identifying
suction peaks. For these reasons uf provides a more accurate measure of the jet flux.
The forcing amplitude is determined from the hot-wire velocity signal by Fourier decom-
position. The signal is first de-rectified using a simple peak/trough detection algorithm
(see figure 2.8 (a)). Note that errors at velocities close to 0 ms−1 appear as high fre-
quency components in the frequency spectrum and therefore do not aﬀect uf as defined
here. Accuracy of the spectral estimate is improved by using a periodogram method,
i.e the velocity signal is divided into 100 independent windows over which the Fourier
amplitudes are averaged. DFT leakage error is prevented by selecting a window length
that is an integer multiple of the forcing period (the latter being known a priori). The
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Figure 2.8.: Measurement of the forcing amplitude uf a) Jet centreline velocity: raw,
de-rectified. b) Amplitude spectrum of the de-rectified velocity, ◦ peak
detection.
forcing amplitude is clearly identified as the largest peak in the resulting spectrum, as
illustrated in figure 2.8 (b).
2.7.1. Calibration
The forcing amplitude of the actuator is limited by either mechanical excursion or ther-
mal failure, either of which can occur when the driving voltage is too large. Thus the
frequency bandwidth of the experiments is determined by the actuator transfer function,
that is the ratio of velocity output to voltage input. This is illustrated in figure 2.9 which
shows the measured frequency response for this actuator in terms of pressure/voltage.
Loosely speaking the actuator bandwidth extends from the mechanical resonance of the
loudspeaker (low frequency limit), to the hydrodynamic resonance of the cavity/orifice
(high frequency limit). Both of these were refined during the design phase of the model
and experiments, using simplified lumped-element models (Gallas et al., 2003). Pre-
liminary base pressure tests were used to determine an appropriate discretisation of the
forcing parameter space with a goal of maximising the bandwidth of frequency and ampli-
tude whilst retaining suﬃcient resolution for accurately characterising the base pressure
response.
A 6 hour automated calibration was performed twice at the beginning of each tunnel
installation. Measurements were performed with the wire coincident with the orifice
centreline at φ = 0◦ (subsequent spot checks at φ = 90◦ and φ = 270◦ confirmed axi-
symmetry). A sample length of 10 s per forcing node was suﬃcient for convergence of
uf . The frequency discretisation was performed from 150 to 850 Hz in intervals of 25
or 50 Hz. The amplitude range extends from 1.5 ms−1 to an upper limit dictated by a
steady state power consumption of ￿ 50 W. A fine discretisation in amplitude is used: on
average ∆p2c ≈ 20 Pa. One example calibration map of 519 nodes is shown in figure 2.10
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Figure 2.9.: Frequency response of the jet actuator.
(a). The corresponding jet turbulence intensity is shown in figure 2.10(b). Note that the
forcing amplitude is expressed as a non-dimensional blowing coeﬃcient, Cµ =
u2fAj
U2∞A
(see
§3.1).
2.8. Procedure
2.8.1. Model Alignment
The preliminary alignment of the model in pitch is performed using a digital level with a
resolution of ±0.1◦. The alignment is then iteratively refined by minimising the azimuthal
variation of pressure on the base. Pitch and yaw error are estimated from the mean pres-
sure diﬀerence between the static tappings at φ = (0, 180) and φ = (90, 270) respectively.
Averages are computed from twenty-five 10 s samples. Yaw is adjusted via the yaw axis
bearing, using the laser displacement transducer to quantify relative changes in position.
The procedure for measurement of the base pressure for one alignment iteration can be
summarised as follows:
1. User activates the control code, A/D acquisition commences and the tunnel velocity
PID controller is enabled. All instruments are zeroed and the pressure scanner’s
internal temperature compensation table is rebuilt.
2. A 10 s pressure measurement is acquired. The code then pauses for 5 s.
3. The A/D and CANDAQ streaming buﬀers are reset and the FCO510 micromanome-
ter is zeroed.
4. Repeat steps 2-3 to acquire 25 independent samples.
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Figure 2.10.: Jet calibration measurements: (a) Colour map of blowing coeﬃcient as a
function of frequency and RMS cavity pressure. (b) Jet turbulence intensity
as a function of blowing coeﬃcient. The measurement nodes are indicated
by solid grey bullets (•).
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5. Average samples and compute pressure error in pitch and yaw. Adjust model as
necessary and return to step 1.
The alignment procedure is repeated until the pressure error in pitch and yaw is ￿ ±0.2
Pa. A single preliminary base pressure test (see section §2.8.2) is then performed to
confirm satisfactory alignment.
2.8.2. Base Pressure Test
The base pressure test consists of 394 forced and 40 unforced measurements. During each
60 s sample, data is acquired from the 8507C transducers, static tappings, and FCO510
micromanometer. The bandwidth of the forcing grid is constrained by the jet calibration
and uses the same frequency discretisation. The amplitude discretisation has been refined
by interpolation to provide maximum resolution within a duration limit of 11 hours. The
forcing grid is shown in figure 2.11. Preliminary testing showed no hysteresis of the wake
response, therefore the forcing grid nodes are arranged in order of descending amplitude
at constant frequency to minimise stress on the loudspeaker driver. During the test, the
code periodically re-zeros all instruments at intervals of 30 minutes (excluding the 8507C
transducers). The experimental procedure for a single test is as follows:
1. User activates the control code, A/D acquisition commences and the tunnel velocity
PID controller is enabled. All instruments are zeroed and the pressure scanner’s
internal temperature compensation table is rebuilt.
2. The A/D system and CANDAQ buﬀers are reset.
3. Two baseline samples are acquired, separated by a 5 s pause.
4. The first forcing node is selected and the forcing PID controller enabled.
5. One forced sample is acquired, followed by a 5 s pause.
6. The forcing setpoint is updated to the next amplitude.
7. Repeat steps 5 - 6 for all amplitudes at the current frequency.
8. Repeat steps 2 - 7 for each forcing frequency.
The data presented in this study represent 8 repeats of the base pressure test performed
once per night during a 9 day tunnel installation. The total sample lengths are sum-
marised in table 3.1.
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2.8.3. PIV
Random and phase-locked PIV measurements were acquired for the unforced flow and
for five blowing coeﬃcients at the frequency of maximum base pressure recovery. The
sample lengths for each type of measurement are summarised in table 2.7. The PIV
measurements were acquired in batches of 127 samples, the procedure for one batch is:
1. With the fan oﬀ, the tunnel is flooded to achieve a very high seeding density. The
mean and RMS of a preliminary image sample at U∞ = 15ms−1 are used to maintain
a repeatable seeding density.
2. User activates the control code, A/D acquisition commences and the tunnel velocity
PID controller is enabled. The FCO510 micromanometer is zeroed.
3. If the measurement is forced, the forcing PID controller is enabled. Wait for both
PID controllers to converge.
4. 127 image pairs are acquired by the PIV system.
5. Control code is shutdown. Repeat steps 1-4 to acquire the total number of samples.
Phase locked measurements were referenced to the zero crossing of the forcing signal
at the output of the loudspeaker amplifier. A custom built zero crossing detector was
used to trigger the PIV measurement at a constant time delay of 141.8 µs, equivalent to
a phase angle of approximately 0.67 radians at 750 Hz.
Table 2.7.: PIV sample parameters
Type Total samples
Unforced random 3368
Forced random 1576
Forced phase-locked 2540
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Figure 2.11.: Forcing grid for the base pressure tests superimposed on the averaged jet
calibration map. Blowing coeﬃcient is expressed as a function of frequency
and RMS cavity pressure. The forcing grid nodes are indicated by solid grey
bullets (•).
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3. Analyses
The purpose of this chapter is to provide details of the more involved data analyses and
procedures before the main results are presented. This primarily comprises explanations
of the technique used to integrate pressure fields from velocity data, the azimuthal de-
composition of base pressure measurements, and the characterisation of the jet flow field.
Also provided is a brief summary of the primary measurement uncertainties, and several
parameter definitions.
3.1. Non-dimensional Quantities
Base pressure coeﬃcient. The measured pressure is expressed in non-dimensional
form as a ratio of diﬀerential static pressure to the kinetic energy per unit volume of the
approaching flow. In a potential flow this quantity represents a balance of energies, and
has a maximum value of 1 at the front stagnation point. By removing the dependence
of pressure on on ρ and U∞, it allows pressure distributions to be compared across ex-
periments and between model and full scales (given that the Reynolds number is kept
constant).
Cp =
p− p∞
1
2ρU
2∞
. (3.1)
Change in base pressure coeﬃcient. The eﬀects of forcing will be evaluated in the
manner of Qubain (2009). The change in pressure coeﬃcient due to forcing is normalised
by the unforced pressure coeﬃcient:
∆Cp =
Cˆp − Cp
Cp
. (3.2)
Blowing coeﬃcient. The change in force on the body is equal to the global momentum
flux produced by the jet, therefore an appropriate characterisation parameter for forcing
needs to be dependent on this momentum flux. In the case of a pulsed jet, it is diﬃcult
to define a suitable parameter because this force is the result of a non-linear interaction
with the whole flow field (necessarily, since the mass flux across the jet orifice is zero). A
reasonable parameter to choose in place of the mean velocity is the jet velocity amplitude.
On a self-similarity basis, an appropriate description of the jet momentum flux issuing
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into a wake is simply ρufAj(uf − U∞). Normalised by the wake momentum deficit the
blowing coeﬃcient becomes
Cµ =
uf (uf − U∞)Aj
U2∞Ab
.
However in this definition the relationship between Cµ and uf is not unique for uf < U∞.
Since this does not agree with the observed response of the wake, a simplified blowing
coeﬃcient is used instead:
Cµ =
uf (uf − U∞)Aj
U2∞Ab
≈ u
2
fAj
U2∞Ab
. (3.3)
This definition is consistent with previous applications of pulsed jets in wakes (Bigger
et al., 2009; Pastoor et al., 2008), and provides a more accurate characterisation than the
velocity ratio uj/U∞, which has been used by past studies (Chun & Sung, 1996; Qubain,
2009).
3.2. Pressure Quantities
Area weighted pressure coeﬃcient:
< Cp >=
1
Ab
￿
φ
￿
r
p(r,φ)r drdφ. (3.4)
Centre of pressure
COPy = − 1
< Cp > Ab
￿
φ
￿
r
p(r,φ)r2 cosφ drdφ (3.5)
COPx =
1
< Cp > Ab
￿
φ
￿
r
p(r,φ)r2 sinφ drdφ. (3.6)
3.3. Uncertainty
Table 3.1 shows the total sample length and random uncertainty for key pressure mea-
surement quantities. The uncertainty interval includes resolution error, and is computed
to a 95% level of confidence using either the measured variance of the quantity itself,
or estimates based on the raw data following the procedure of Benedict & Gould (1996)
and Bruun (1995). Due to the long sampling durations, random error is generally very
small. Every eﬀort has been made to minimise the eﬀect of measurement bias during the
experiments. Any remaining errors are unlikely to aﬀect interpretation and analysis of
69
the data.
Table 3.1.: Uncertainty of pressure measurements
Quantity Sample duration [s] S95 [±%] Note
Baseline < Cp > 19,200 0.05
Baseline Cp 19,200 0.45
Baseline Gm(f) 19,200 3.2 for a 10 s periodogram window
Forced < Cp > 480 0.4
Forced Cp 480 6.0
Forced Gm(f) 480 14.5 for a 5 s periodogram window
3.4. Azimuthal Decomposition
Azimuthal Fourier decompositions of ABB wake measurements have been performed by
several previous investigations such as Roberts (1973); Fuchs et al. (1979); Berger et al.
(1990) (see §1.2.2 for more examples). Due to limitations of early data acquisition sys-
tems, this required a lengthy procedure involving multiple repeats of two-point cross-
correlations or cross-spectra at varying azimuthal probe separations. The decomposition
used in the present investigation is conceptually similar, but takes advantage of simul-
taneous measurement of the pressure field at all azimuthal positions. The mathematical
analysis therefore varies from these previous works, and is derived here for completeness.
The pressure fluctuations p(φ, t) measured by the array of 8 transducers at r/D = 0.3
are decomposed in both space and time using a 2D Fourier transform. The purpose of this
analysis is to examine pressure fluctuations in terms of the energy spectra of 4 azimuthal
wavenumbers. The first decomposition into angular frequencies m is by definition
Pm(t) =
￿ 2π
0
p(φ, t)e−imφ dφ. (3.7)
In discrete form (3.7) becomes
Pm(t) = ∆φ
7￿
n=0
pn(t) · e−imn∆φ
=
2π
N
7￿
n=0
pn(t) · e−im 2πnN m = 0, 1, 2, ..., 7. (3.8)
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The subsequent temporal decomposition of Pm is
Xm(f) =
+∞￿
−∞
Pm(t) · e−i2πft dt,
or in discrete form for frequencies f/T ,
Xm(f) = ∆t
N−1￿
n=0
Pm(n) · e−i2π fT n∆t
=
T
N
N−1￿
n=0
Pm(n) · e−i2π fnN f = 0, 1, 2, ..., N − 1. (3.9)
Note that Pm is complex and therefore Xm is unique for all f . However to distinguish
between clockwise and counter-clockwise rotating wavenumbers (±m), the energy spectral
density of each spatial frequency is defined in the truncated range 0 < f < N/2:
Gm =

2
T
E
￿|Xm|2￿ for 0 < f < N/2− 1
1
T
E
￿|Xm|2￿ for f = 0, N/2, (3.10)
where E is the expectation operator and the factor of 2 conserves energy. Estimates of
Gm are computed from windows of 5, 10, or 20 s using a linear de-trend, 50% overlap
and a Hanning window function. The temporal energy associated with each azimuthal
wavenumber, p2m is given by the integral of Gm:
p2m =
1
T
￿
t
|Pm|2 dt =
￿
f
Gm df. (3.11)
It follows that the mean square pressure is simply
< p2 >=
1
2π
￿
m
1
T
￿
t
|Pm|2 dm dt
=
1
2π
￿
m
p2m dm. (3.12)
3.4.1. Comment on the Sign of Spatial Frequencies
Using a truncated definition of the energy spectral density enables the azimuthal decom-
position to distinguish between energy in clockwise and anti-clockwise travelling waves.
This type of wave could be produced by the centre of pressure orbiting the body axis,
for example. Consider an idealised disturbance, represented by a pure sine wave with
wavenumber m = 1 and temporally varying phase p(φ, t) = sin(φ + t). The first spatial
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decomposition produces two non-zero complex conjugate coeﬃcients with equal temporal
energy. Figure 3.1 (a-c) illustrates how these conjugate pairs advance in opposite direc-
tions around the unit circle with time. Therefore in the temporal Fourier decomposition,
their energy will appear at symmetrically opposing positive and negative temporal fre-
quencies (figure 3.1 (d)). The result of defining Gm in terms of the energy in bins up to
and including the Nyquist frequency is that energy from positive and negative changes in
phase appear uniquely in the +m and −m spatial frequencies respectively. Conversely,
standing waves (such as might be produced by an antisymmetric wake oscillation) con-
tribute energy equally to both.
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Figure 3.1.: a-c) Temporal variation of the spatial Fourier coeﬃcients Pm=+1 and Pm=−1
for a generic travelling wave. t = 0, t = ∆t, t = 2∆t respectively. d)
Magnitude of the corresponding temporal Fourier coeﬃcients, |Xm|. Legend:
m = +1, m = −1.
3.5. Integrated Pressure
The pressure field is computed from the PIV measurements by explicitly integrating the
2D Reynolds averaged momentum equations using a single boundary condition. Neglect-
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ing viscous terms, the x and y pressure gradients are
∂p
∂x
= − ρ
￿
U
∂U
∂x
+ V
∂U
∂y
+
∂uv
∂y
+
∂u2
∂y
￿
(3.13)
∂p
∂y
= − ρ
￿
U
∂V
∂x
+ V
∂V
∂y
+
∂uv
∂x
+
∂v2
∂y
￿
. (3.14)
These derivatives are computed using a least squares finite-diﬀerence scheme from Raﬀel
et al. (2007). It is implemented as￿
∂u
∂x
￿
i
≈ 2ui+2 + ui+1 − uj−1 − 2ui−2
10∆x
, (3.15)
and has a random and truncation error of (O)δx2 and random error 0.316 σu∆x . Neglecting
truncation error, the integrated pressure at a point in the domain can be expressed as the
sum of the true pressure, a path-dependent random error, and a constant of integration
(also path-dependent):
p˜(n) = p+ ￿(n)− C(n). (3.16)
Random error in the derivatives therefore creates a smearing of solution in the direction
of integration (de Kat et al., 2008). However since the error term has zero mean, the
expected value of the integrated pressure is
E
￿
p˜
￿
= lim
n→∞
1
N
￿
p˜ = p− C. (3.17)
Explicit integration schemes in the literature therefore attempt to average the result
of multiple paths to reduce the random error. For example the pressure field may be
computed in columns and rows (Raﬀel et al., 2007), or propagated sequentially from
two domain edges (Baur & Kongeter, 1999). A limitation of such methods is the small
number of paths and therefore large error. Also, they require the boundary conditions to
be known at multiple points or along all edges of the domain.
The technique developed here provides a better statistical estimate for E
￿
p˜
￿
by en-
semble averaging the solution of n independent, randomly generated integration paths.
Furthermore, because the entire domain is solved from a common origin, only a single
boundary condition (located anywhere within the domain) is required. The procedure
for one iteration (illustrated in figure 3.2) can be summarised as follows:
1. The integration path for iteration n, begins at a randomly chosen grid index k,
where the pressure is initialised to p˜k = 0.
2. The path advances by randomly selecting one unsolved adjacent grid point, kα.
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Figure 3.2.: Illustration of the simultaneous solution of(3.13) and (3.14) for the unforced
flow during one iteration of the random integration scheme. a - c) The
solution at integration steps 1000, 25,000, and 50,000 respectively. d) The
completed solution for one iteration. Note the smearing of the pressure field
due to random error.
The pressure at this location is solved as
p˜kα(n) = p˜k(n) + δp (3.18)
where
δp =
2￿
i=1
∆xi
2
￿
∂pkα
∂xi
+
∂pk
∂xi
￿
. (3.19)
3. One of the solved grid points with index k is chosen at random.
4. Steps 2 & 3 are repeated until the whole domain is solved, i.e for all kα.
The convergence of
￿
1
N
￿
p˜
￿
as a function of iteration count and a solution at N = 1024
are shown in figure 3.3 (a) and (b) respectively. The boundary condition pressure, pb,
is referenced to the freestream static pressure and computed from the mean velocity at
(x/D = 0.152, y/D =-0.642). This is a grid point is located on the streamline closest
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Figure 3.3.: Pressure integration results for the unforced flow a) Variation of spatially
averaged pressure with number of iterations. b) The converged pressure field
from an ensemble average of 1024 iterations.
to the freestream at the inlet to the domain. It is assumed that the total pressure at
this point is equal to that measured by the freestream Pitot-static to within ±0.25%. It
follows that
pb − p∞ =
1
2
ρ (
￿
U2b + V
2
b − U2∞). (3.20)
The integrated pressure at the boundary condition is 1N
￿
p˜|b, and from (3.17) the con-
stant of integration is
C = (pb − p∞)−
1
N
￿
p˜|b. (3.21)
For brevity, all subsequent references to the integrated pressure will implicitly include the
ensemble average operation and constant of integration. The symbol (˜·) will therefore
denote a converged integrated pressure referenced to p∞. Validation of the method is
shown in figure 3.4, which compares integrated pressure distributions with transducer
measurements as a function of streamwise position. In both the forced and unforced
cases there is very good agreement near the base of the model.
3.6. The Poisson Equation
Following Bradshaw & Koh (1981), the Poisson equation for the pressure field can be
written
−∇
2p
ρ
= SijSji − 1
2
ωiωi. (3.22)
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Figure 3.4.: Validation of the integrated pressure by comparison with transducer mea-
surements. Integrated pressure distribution at constant y/D: y/D =
−0.391, y/D = −0.448. Corresponding transducer measurements: ◦
y/D = −0.391, ♦ y/D = −0.448. Colours: blue (forced flow), black (un-
forced flow).
where Sij =
1
2
￿
∂ui
∂xj
+ ∂uj∂xi
￿
is the symmetric part of the velocity gradient tensor (VGT) (eij
in the notation of Bradshaw & Koh (1981)), and ωi is the vorticity vector. In this form the
derivative of the pressure gradient is decomposed into straining and rotating terms. (3.22)
is particularly useful in the present analysis because the straining term represents the non-
local generation of pressure by stagnation points in the instantaneous streamline pattern
(Adrian, 1982). Conversely, the rotational term (enstrophy) represents local regions of
low pressure created by centripetal acceleration. The (x, y) - plane components of (3.22)
are
S2xy =
￿
∂u
∂x
￿2
+
1
2
￿
∂u
∂y
+
∂v
∂x
￿2
+
￿
∂v
∂y
￿2
(3.23)
1
2
ω2z =
1
2
￿
∂u
∂y
+
∂v
∂x
￿2
− 2
￿
∂u
∂y
∂v
∂x
￿
, (3.24)
which can be simplified to
−1
ρ
∂p2
∂x2i
=
￿
∂u
∂x
￿2
+ 2
￿
∂u
∂y
∂v
∂x
￿
+
￿
∂v
∂y
￿2
. (3.25)
3.7. Flow Field Characterisation
The analysis of the pressure recovery mechanism is predicated upon characterisation of
the flow structures produced by the pulsed jet. Following the critical point analysis of
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Chong et al. (1990), the flow local to an origin translating with the fluid can be described
as the sum of a rotating plus straining motion. In this reference frame the local motions
are determined solely by the VGT, A = ∂ui/∂xj. The flow topology (i.e., streamlines
or particle paths in steady or unsteady flow respectively) can be deduced from the three
scalar invariants of A and are typically denoted P,Q,R. For incompressible flow, P and
R are zero and −det(A) respectively. The second invariant is:
Q = −SijSji −RijRji, (3.26)
where Rij =
1
2
￿
∂ui
∂xj
− ∂uj∂xi
￿
is the antisymmetric part of the VGT. Comparsion of (3.26)
and (3.22) reveals that Q is related to the Poisson equation by a factor of −12 :
Q = Qs +Qω = −1
2
SijSji +
1
4
ωiωi. (3.27)
Note that the contributions of Qω and Qs are always positive and negative respectively.
This equation may be used as the basis for a simple but powerful characterisation of
the flow, by examining the relative balance of its straining and rotational terms. This
is illustrated in figure 3.5, which shows that when Qs/Qω >> 1, then Q ≈ Qs and
the local flow is predominantly a straining motion with strong dissipation (Qs ≡ 14￿/ν).
Alternatively if Qs/Qω << 1, then Q ≈ Qω and the local flow is predominantly a rotating
motion with very weak dissipation. It is not normally possible to apply this topological
distinction to specific regions of turbulent flows. For example in a turbulent channel
flow, the joint PDF of Qs vs Qω is either widely spread (in the wake region) or roughly
comparable (in the linear sublayer) (see Blackburn et al. (1996), figure 6). However as
will be shown shortly, the distinction between these two terms in the vicinity of the pulsed
jet is unambiguous.
Figure 3.5.: Diagram of the components of Q illustrating the associated local fluid motion
in the limit of −Qs and Qw, following Dallas & Alexakis (2013).
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These concepts can be applied to detect discrete vortical structures in turbulent flows
using a variety of criteria. Hunt et al. (1988) proposed the Q criterion, which requires
both Q > 0 and the local pressure in the vortex to be sub-ambient. In the absence of
pressure and 3D data we consider a simplified form of the approach of Zhou et al. (1999),
which is based upon the imaginary part of the complex eigenvalue of the VGT. In 2D
this is simply,
λ2Di =
￿
−Q2D for Q2D > 0. (3.28)
The ‘swirling strength’, λ2Di , denotes vortices as regions of the flow with positive Q
2D.
The threshold of Q2D > 0 in 2D flow is consistent with the ∆ criterion of Chong et al.
(1990). Conversely, we can also define a ‘shear strength’ parameter, λr:
λ2Dr = (
￿
−Q2D) for Q2D < 0. (3.29)
Care must be exercised since these criteria are predicated on the assumption of two-
dimensionality; if the flow is three-dimensional then the missing terms of the VGT con-
tribute rotation and strain in other directions. Here we apply this assumption only to
the flow in the vicinty of the jet, immeditely downstream of separation. Example distri-
butions of phase-locked average swirling and shear strength at the maximum BPR are
compared in figure 3.6 (a-b). These data show that within x/D ≈ 0.1, the jet produces
strong and distinct vortex rings. These vortex rings are demarcated by immediate regions
of very strong shear. Both of the λ2D parameters in the vicinity of these jet structures
are at least an order of magnitude greater than the surrounding flow.
An additional useful insight can be made by comparing the ratio of Q2Ds /Q
2D
ω in the
vicinty of the jet, which is shown in figure 3.6 (c). Comparison with the colour maps of
swirling and shear strength reveals that the regions where Q2Ds >> Q
2D
ω are co-incident
with the shearing regions surrounding each vortex that were identified by Q < 0. Simi-
larly, the regions where Q2Ds << Q
2D
ω are co-incident with the vortices that were identified
by Q > 0. Thus in contrast to a typical turbulent flow, the structures produced by the
jet are 2D regions of either Q ≈ Qs or Q ≈ Qw. Consequently, in the region where
the flow is dominated by these jet structures, the sign of Q2D is suﬃcient to distinguish
between these rotational or shearing structures.
For brevity, shear and swirling strength will be combined into a single colour map
by using the inverse of the swirling strength, −λ2Di . Also, a more stringent threshold
than Q2D = 0 will be used for drawing contours to illustrate the outline of the vortex
structures. Whilst Q2D > 0 is suﬃcient, it tends to highlight areas of noise in the far field
where the vortices are only weakly coherent and the assumption of two-dimensionality
more uncertain. Instead, a value of λ2Di D/U∞ = 10 will be used. This level is comparable
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to that adopted by Schram et al. (2004) for 2D measurements in a separated shear layer,
and qualitively captures the boundaries of the first three vortex rings with good accuracy
(where the true boundary is at Q2D = 0).
3.8. Matching of PIV Measurements
The purpose of this section is to show that measurements from only one of the PIV fields-
of-view are suﬃcient for the analyses of the remainder of this investigation. Examples
of both time-averaged, and phase-locked averaged quantities are presented to illustrate
that the unforced flow is symmetric about the centreline when time-averaged, and that
the jet forcing structures are also symmetric when time or phase-locked averaged.
Figure 3.7 compares the standard deviation of streamwise velocity, σu, measured si-
multaneously by the upper and lower cameras. There is excellent agreement between
the amplitude and spatial distribution of σu in the upper and lower shear layers. Figure
3.8 compares the phase-locked average swirling strength at the maximum BPR condition
measured simultaneously by the upper and lower cameras. The jet vortices are clearly
consistent in both swirling strength, shape, and location in both fields-of-view. Conse-
quently, for the purposes of the PIV based analyses of this investigation (which require
either time-average or phase-locked average quantities), it is not necessary to duplicate
results from both cameras. All subsequent results will be based on measurements from
the lower PIV camera only.
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Figure 3.6.: Three flow characterisation parameters at the maximum BPR condition. a)
Swirling strength, λ2Di . b) Shear strength, λ
2D
r . c) Logarithm of the ratio
of strain and rotational constituents of Q2D, log10
￿
Q2Ds /Q
2D
ω
￿
. Measure-
ments are phase-locked average (i.e averaged at constant phase); λ2D is non-
dimensionalised by D/U∞.
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Figure 3.7.: Comparison of the standard deviation of velocity, σu, for the unforced flow.
Measurements are performed simultaneously in the upper and lower shear
layers. a) Upper shear layer, PIV camera 2. b) Lower shear layer, PIV
camera 1.
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Figure 3.8.: Comparison of the phase-locked average swirling strength, λ2Di , for the
maximum BPR condition. Vortices are highlighted by black contours at
λ2Di D/U∞ = 10. Measurements are performed simultaneously in the upper
and lower shear layers. a) Upper shear layer, PIV camera 2. b) Lower shear
layer, PIV camera 1.
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4. The Unforced Flow
The velocity profile of the shear layer immediately downstream of the separation point
at x/θ = 0.23 is shown in figure 4.1(a). The corresponding profile of standard deviation
of velocity is shown in figure 4.1(b). The measurements have been truncated at approx-
imately 10 wall units, as below this height wall interference eﬀects became apparent.
These data are characteristic of a well developed turbulent boundary layer, with a log
region extending to approximately 300 wall units. The wake region is indicative of a slight
favourable pressure gradient, consistent with the calculated shape factor of H = 1.36.
The Reynolds number based on friction velocity is Reτ ≈ 860 (Uτ is estimated using the
method of Kendall & Koochesfahani (2008)). The velocity standard deviation reaches a
maximum of σu/Uτ = 2.34 at y+ = 16.5 and has a distribution that is reasonably consis-
tent with other measurements of turbulent, plane shear layers immediately downstream
of separation (for example see the measurements of Morris & Foss (2003) at x/θ = 0.1,
Reθ = 4650). The key shear layer parameters are summarised in table 4.1.
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Figure 4.1.: Characterisation of the shear layer immediately downstream of the trail-
ing edge, x/θ = 0.23. a) Mean velocity profile. Legend: ◦ hot-wire mea-
surements, composite Musker profile, linear sublayer and log regions;
κ = 0.41 and B = 5.0. b) Profile of velocity standard deviation, σu.
Figure 4.2 (a) shows the mean centre of pressure (x = 0.12, y = 0.10 mm) superimposed
on a colour map of the pressure distribution. The oﬀset of the COP is less than 0.6%
of the diameter in each axis. The radial pressure distribution is shown as a function
of angle in figure 4.2(b). The pressure is lowest and roughly constant over the inner
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Table 4.1.: Shear layer characteristics at x/θ = 0.23
Mean velocity, U∞ 15.0 ms−1
Displacement thickness, δ∗ 2.91 mm
Momentum thickness, θ 2.14 mm
Friction velocity, Uτ 0.68 ms−1
Reynolds number based on θ, Reθ 2050
region of the base. The pressure rise starts at r/D ≈ 0.2 and reaches a maximum of
Cp = −0.11 towards the edge of the base. The transducers do not capture the last 5% of
the diameter, however the integrated pressure distributions (from the PIV velocity field)
show that there is an inflexion point in the pressure distribution in this region. Collapse
of the radial distributions over φ is excellent, with a maximum error of ±0.7%. These
data are indicative of the quality of model alignment, and may be used as first order
confirmation of the mean flow axisymmetry.
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Figure 4.2.: Mean unforced base pressure distribution. a) Colour map of pressure coef-
ficient with superimposed centre of pressure (•). Open grey circles indicate
the location of static pressure tappings. b) Comparison of radial pressure
distribution for each azimuthal angle. Solid black line represents the average
over φ.
4.1. Base Pressure Decomposition
Figure 4.3 shows the mean square base pressure decomposed by azimuthal wavelength.
For this specfic r/D, the majority of the total energy is contained within the m = ±1
wavelengths, each of which contain approximately double the energy of m = 0. As
will be shown shortly, the majority of this energy is associated with the VLF mode.
There is a small diﬀerence in magnitude between the m = ±1 wavelengths, i.e there is
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a slight statistical asymmetry of the flow. In §3.4.1 it was shown that a diﬀerence in
energy between positive and negative wavelengths indicates a bias in the direction of the
travelling component of the pressure wave, either clockwise or anti-clockwise. In this case
it is caused by a small preference in the direction of orbit of the centre of pressure due to
the VLF mode (see §1.1). The asymmetry does not necessarily mean that a bias exists
in the mean pressure distribution (since the orbit may be centred on the body axis) but
it does confirm that there is a slightly asymmetric boundary condition. This asymmetry
was observed to be repeatable for one tunnel installation but varied from one to the next;
it is most probably related to imperfect alignment of the model.
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Figure 4.3.: Decomposition of mean square pressure by azimuthal wavelength.
The energy spectrum of each azimuthal wavenumber is shown in figure 4.4. The spec-
tra are largely consistent with the characteristics of the axisymmetric bluﬀ body wake
which were discussed in §1.1. The energy distribution is broadband with several distinct
spectral peaks that are associated with large-scale flow organisation caused by flow in-
stabilities. Note that for the unforced flow, the convective instability of the shear layer
is not observable from the transducers on the base at r/D = 0.3. The spectra highlight
four key features of the wake which are discussed below and summarised in table 4.2):
1. Pumping: The spectrum of the m = 0 wavenumber is dominated by a relatively
broad peak centred on StD = 0.057. This energy is associated with the symmetric
oscillation of the recirculation bubble and near wake, first identified by Berger et al.
(1990). Consistent with the many previous observations, it has a period of approxi-
mately 4 times that of the vortex shedding mode. At this r/D the energy associated
with the pumping mode is relatively small. It is important to note that subsequent
analyses of the area-averaged spectra (measured from the pressure tappings but
not shown here) confirm that it is by far the dominant pressure oscillation, which
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is consistent with pressure and drag measurements by other studies (Berger et al.
(1990) and Bury & Jardin (2012); Jardin & Bury (2013) respectively).
2. VLF: The largest spectral peak appears in the m = ±1 wavenumbers centred on
StD = 0.0015. It is caused by a random spatial modulation of the whole wake struc-
ture, which orbits around the axis of the body with a time period of t∗(O)1000. As
suggested in §1.1, this appears to be an unsteady manifestation of the SS laminar
wake regime, and is characterised by random changes of the azimuthal angle and
radial position of the axis about which large-scale vorticity is shed. Note that the
diﬀerence in total energy between p2+1 and p
2−1 (shown in figure 4.3) is largely at-
tributed to this peak, hence the VLF mode is exhibiting a slight preference towards
a particular orbit direction. The characteristic time period observed for this body
is in good agreement with the evidence presented in §1.1.
3. Vortex Shedding: The VS mode appears as a peak in the base pressure spectra
at StD ≈ 0.22 with an azimuthal wavenumber ±1. In §1.1 it was shown that the
shedding frequency is a function of both Reynolds number and L/D. The observed
Strouhal number is thus consistent with investigations of similar BSB geometries
(Sevilla & Martinez-Bazan, 2004; Mariotti & Buresti, 2013). Berger et al. (1990)
showed that this large-scale shedding has a maximum amplitude close to the rear
stagnation point, which is consistent with time resolved PIV spectra measured by
Rigas (2014) using the BSB model of the present investigation.
4. VS Subharmonic: An additional peak occurs in the m = ±1 and m = ±2 spectra
at a Strouhal number of approximately Stvs/2. This subharmonic of the VS mode
is not apparent in the data of previous studies, possibly because of a close proximity
to the larger pumping mode peak (making it diﬃcult to distinguish without a well
resolved azimuthal decomposition). It is worth noting that the measurements of the
present investigation are the first instance where the wake structure is analysed via
azimuthal decompositions of base pressure, so there are no data available for direct
comparison. A qualitatively similar peak was observed by Vilaplana et al. (2013) in
the wake of a sphere (see their figure 2b). However without spatial information they
were not able to determine its relationship with the wake structure. In addition
to the Stvs/2 frequency ratio, a strong coupling between the subharmonic and VS
modes exists. It is therefore plausible that the subharmonic is related to the pairing
of large-scale structures. For example during VS lock-in caused by axisymmetric
excitation at 2Stvs, the subharmonic is strongly suppressed (Rigas, 2014).
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Figure 4.4.: Azimuthal decomposition of the base pressure fluctuations computed with a
20s window. a) Comparison of all modes. b) m = 0. c) m = ±1. d) m = ±2.
e) m = ±3. Legend: +m, −m.
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Table 4.2.: Summary of periodic wake structures
Description Wavenumber StD
Pumping m = 0 0.057
VLF m = ±1 0.0015
Vortex shedding m = ±1 0.22
VS subharmonic m = ±1, 2 0.11
4.2. Wake Structure
The two-dimensional probability density of the COP determined from the static pressure
tappings is shown in figure 4.5(a). The corresponding circular probability density, P (r),
is shown in figure 4.5(b). The distributions form a thick annulus centred on the body
axis with an outer radius defined by a peak at r/D ≈ 0.025. A local minimum in the
centre of the distribution coincides with the body axis. This reveals that the random
motion of the COP is predominantly an orbit of the body axis, which is consistent with
the description of an SS-like regime in the turbulent ABB wake, discussed in §1.2.
The instantaneous COP can be decomposed into radius and azimuthal phase, (r,φ)
in order to compute constituent spectral densities, (Gr, Gφ). Doing so allows features
of the wake structure to be related to specific modes by comparison of their frequency
content. The spectral densities of the COP components are shown in figure 4.6. The
azimuthal component exhibits distinct peaks corresponding to each of the VLF, VS and
subharmonic modes, indicating that they are all associated with random variations in
phase angle. The VLF energy is clearly dominant, and unlike the other modes it is
associated with negligible oscillation of COP radius. Therefore the orbital motion of the
COP that gives rise to the annular distribution in figure 4.5 must be a VLF characteristic.
The sharp peak in Gr at the VS frequency is consistent with the known antisymmetric
characteristics of this mode i.e., the structure comprises random oscillations in both r
and φ.
Additional insight is provided by filtering the COP before computing the probability
density distributions. Filtering is performed by multiplying the Fourier coeﬃcients of
the signal with a step-like function to isolate the fluctuations associated with each mode.
Figures 4.7 - 4.8 show the COP PDF computed after applying low-pass and band-pass
filters to the data respectively. The low-pass filter cut-oﬀ frequency is selected to isolate
the energy associated with the VLF periodicity from the rest of the wake structures.
The corresponding PDF is a more sharply defined annulus, with a peak at a radius of
r/D ≈ 0.03. This confirms that the orbiting of the COP identified in figure 4.5(b) is
associated with the VLF peak at wavenumbers m = ±1. Contrastingly, the band-pass
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Figure 4.5.: a) Two-dimensional probability density of the centre of pressure, P (x, y). b)
Circular probability density, P (r).
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Figure 4.6.: Spectral density of the radius and azimuthal angle of the COP, (Gr,Gφ).
Each spectrum is normalised by its peak value. Legend: r, φ.
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filter has been selected to isolate the energy associated with only the VS mode. The
corresponding PDF is now a circular Gaussian, with a maxima centred on the body
axis. This suggests that the VS structure is indeed oscillating antisymmetrically (on
average), with the azimuthal phase being randomly reoriented to recovery time-averaged
axisymmetry. (Note that when a similar analysis is applied to the VS subharmonic,
it exhibits the same circular Gaussian probability distribution). Referring back to the
unfiltered PDF (figure 4.5), it is clear that the antisymmetric oscillations of the wake do
not occur on the centreline of the body but are biased on a random orbit by the VLF.
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Figure 4.7.: Low pass filtered probability density of the centre of pressure, filter passes
StD < 0.013. a) Two-dimensional probability density, P (x, y). b) Circular
probability density, P (r).
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Figure 4.8.: High pass filtered probability density of the centre of pressure, filter passes
0.157 < StD < 0.288. a) Two-dimensional probability density, P (x, y). b)
Circular probability density, P (r).
A qualitative description of the wake dynamics can be summarised from these data.
The entire wake structure is dominated by a spatial modulation that manifests as a slow
random orbit of the wake topology around the body axis, with a period of t∗(O)1000.
As discussed in §1.2, this is a random movement of the axis about which VS occurs, and
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is not indicative of a progressive rotation of the wake structures. This VLF organisation
of both the coherent and incoherent wake oscillations has an azimuthal wavenumber of
m = ±1, and its reflectional symmetry can be observed in the base pressure distribution
both instantaneously, and more clearly when averaged on the VLF time-scale. The body-
concentric orbit of the COP combined with the random orientation of azimuthal phase
recovers the expected time-averaged statistical axisymmetry. The higher frequency wake
structures (i.e the VS mode and its subharmonic) produce Gaussian COP probability
density distributions, indicating that they oscillate antisymmetrically about the orbiting
axis; with the angle of their oscillations varying randomly at their associated frequencies.
The VLF mode appears to be an unsteady manifestation of the laminar SS regime in the
turbulent wake.
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5. Forced Flow
Figure 5.1 shows the change in area weighted mean base pressure as a function of blowing
coeﬃcient and forcing frequency. The response can be loosely divided into two regimes
by a horizontal line at Stθ ≈ 0.07. Below this frequency the base pressure is reduced and
above it the base pressure is increased. The pressure reduction regime or ‘drag bucket’ is
already well documented and explained in Qubain (2009), who also observed a pressure
recovery of up to 8% at high frequencies. As previously mentioned, this study will focus
primarily on the HF forcing and pressure recovery mechanism. Interestingly there is a
small region of pressure decrease that extends across all frequencies. This occurs for
blowing coeﬃcients Cµ ￿ 0.005.
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Figure 5.1.: Colour map showing change in base pressure as a function of both forcing
coeﬃcient and frequency. Contour levels are spaced at intervals of 4.2%.
The relationship between blowing coeﬃcient and change in base pressure coeﬃcient at
Stθ = 0.107 (the frequency at which maximum BPR is observed) is illustrated in figure
5.2(a). There is a small initial reduction in base pressure at blowing coeﬃcients below
Cµ ≈ 0.005, after which the pressure recovers rapidly. Above Cµ = 0.01 the gradient
of the curve gradually reduces, producing a broad region of pressure recovery with a
maximum of 33% at Cµ = 0.04.
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Figure 5.2(b) shows the change in base pressure as a function of frequency at Cµ =
0.018 (where the bandwidth of the actuator is wider). The BPR increases linearly up
to Stθ ≈ 0.107 where it saturates at < ∆Cp >∼ 23%. This suggests that the contours
in the upper region of 5.2(b) may extend vertically for some distance, providing a very
wide frequency plateau over which the optimum BPR can be obtained. This frequency
plateau begins at Stθ ≈ 0.1, or 5 times the most amplified frequency of the shear layer
instability.
Key distinctions with the results of Qubain (2009) regarding the eﬀects of blowing
coeﬃcient and frequency can be summarised as:
1. The base pressure increase can be as large as 33% for this jet configuration.
2. Maximum base pressure is observed at Cµ ≈ 0.04 for all frequencies in the HF
regime.
3. There is a base pressure reduction at all frequencies when Cµ ￿ 0.005.
4. The BPR saturates for Stθ ￿ 0.1. This plateau may extend across a wide range of
all blowing coeﬃcients but remains to be confirmed.
5.1. Eﬀect on Pressure Fluctuations
The principle eﬀect of high frequency forcing is a broadband suppression of pressure fluc-
tuations across all azimuthal wavenumbers with no preferential mode selection. This is
illustrated in figure 5.3 which compares the forced and unforced energy spectra at the
maximum BPR. All wavenumbers exhibit a broadband reduction of energy with a mag-
nitude that is roughly proportional to their unforced energy. The m = 0 spectrum shows
that there is a marked stabilisation of the pumping mode. The m = ±1 wavenumbers
also exhibit large reductions in energy of the VLF and VS subharmonic peaks. Note that
the bias towards the positive direction of COP orbit remains similar in the forced case.
The VS mode appears to undergo ‘lock-in’, characterised by an upwards frequency shift
and narrowing of the spectral peak. This is qualitatively similar to the lock-in of vortex
shedding observed by Kim & Durbin (1988) and Bigger et al. (2009) whilst exciting the
global mode subharmonic resonance i.e m = 0 forcing at Stθ ≈ 2StV S.
Figure 5.4 shows the total energy in each azimuthal wavenumber as a function of blow-
ing coeﬃcient at Stθ = 0.107. The ordinate is normalised with respect to the unforced
flow. The sum total energy is inversely proportional to blowing coeﬃcient, varying from
85% to just 60% at Cµ = 0.06. The suppression of energy is common to all wavenumbers,
although at larger blowing coeﬃcients the fractional energy reduction is approximately
10% greater for m = 0 and m = ±1. Comparison with figure 5.2 reveals that there is a
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Figure 5.2.: Illustration of relationship between base pressure and each forcing variable.
a) Constant frequency, Stθ = 0.107. b) Constant amplitude Cµ = 0.018.
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Figure 5.3.: Spatio-temporal decomposition of pressure fluctuations for the unforced and
maximum BPR cases. a) m = 0. b) m = ±1. c) m = ±2. d) m = ±3.
Legend: unforced, forced.
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Figure 5.4.: Suppression of the pressure fluctuation energy of each azimuthal wavenumber
as function of forcing amplitude, Stθ = 0.107. For m > 0 each curve shows
the average of the positive and negative wavenumbers. Error bars represent
±95% confidence intervals.
rough correlation between pressure energy and mean pressure up to Cµ ≈ 0.04. At larger
blowing coeﬃcients, increased suppression of the base pressure energy is not reflected in
the mean pressure. This is important because it means that the fluctuating base pressure
cannot be used as the sole indicator for response of the mean pressure.
5.2. Mean Flow Asymmetry
The HF forced wake exhibits reflectional symmetry of the mean pressure distribution.
This is illustrated in figure 5.5 which shows the forced mean pressure distribution split
roughly into two halves of low and high pressure. The mean COP is displaced along an
axis of reflectional symmetry, in this case at φ ≈ 315◦. This mean flow asymmetry is
caused by an asymmetric boundary condition, most probably a slight misalignment of
the model axis with the mean flow. The phase angle of the reflectional symmetry plane
is repeatable only for a single tunnel installation, i.e averaging over multiple installations
yields the expected mean flow axisymmetry. Checks were performed with the flow oﬀ but
forcing on; these showed axisymmetric mean pressure distributions confirming that the
observed behaviour is not a consequence of an asymmetric forcing input.
Figure 5.6(a) shows that the radius of the centre of pressure is linearly proportional
to the blowing coeﬃcient. Furthermore, Figure 5.6 (b) shows that strong asymmetry
only appears in the HF forcing regime where there is a recovery of base pressure. It is
possible that in the LF forcing case where the m = 0 shear layer instability is excited,
slight asymmetry may not be revealed by the COP because the mean base pressure is
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dominated by the strong pressure footprint of the axisymmetric shear layer roll-up.
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Figure 5.6.: Mean wake asymmetry observed during high frequency forcing. a) Radius
of centre of pressure as a function of blowing coeﬃcient at Stθ = 0.106. b)
Radius of centre of pressure as a function of blowing coeﬃcient and forcing
frequency.
Figure 5.7 shows the 2D probability density of the COP at the maximum BPR. In
contrast with the unforced case, this distribution exhibits reflectional symmetry, with
a strong bias in the azimuthal range 270◦ < φ < 360◦ (in cartesian co-ordinates the
maximum is located at approximately (0.025, 0.04)). The faint annular shape of the
unforced distribution is still present, albeit with an enlarged diameter. Note that the
distribution shares the same reflectional symmetry plane as that for the mean pressure
distribution in figure 5.5.
The low-pass filtered COP PDF in figure 5.8 shows that the orbiting of the COP
associated with the VLF mode remains annular in shape, albeit with a radius that is
nearly doubled, and an increased probability of being located in the azimuthal range
270◦ < φ < 360◦. The increase in radius of the annulus is roughly proportional to the
blowing coeﬃcient. Note that the central axis of the annulus always remains perfectly
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Figure 5.7.: 2D probability density of the centre of pressure for the forced flow at maxi-
mum BPR.
aligned with the body axis. Contrastingly, the high-pass filtered COP distribution (figure
5.9) is displaced from the body axis in the direction of the mean COP. It retains a circular
Gaussian shape, and also exhibits an increase in width that is proportional to the blowing
coeﬃcient.
These data show that the mean pressure asymmetry is the result of an angular bias of
the instantaneous plane of reflectional symmetry, which manifests through the VLF wake
periodicity. During HF forcing, the VLF orbiting of the wake remains concentric with the
body axis but exhibits a bias towards a particular azimuthal angle. The strength of this
bias and therefore probability of the plane of symmetry being at a certain angle increases
with the blowing coeﬃcient (the angle remains constant). The spatial amplitude of the
VLF meandering (diameter of the annulus) is also proportional to the blowing coeﬃcient.
Since the VLF energy is a spatial modulation of the whole wake, the angular bias dis-
places the axis about which VS oscillation occurs. The magnitude of this displacement is
therefore also proportional to the blowing coeﬃcient. Note that the angle of orientation
of the VS plane of oscillation remains random, and that the spatial amplitude of the VS
mode is also proportional to the blowing coeﬃcient.
5.3. Eﬀect On Wake Instabilities
It is important to address whether or not the base pressure recovery is achieved through
suppression of the dominant wake instabilities. The data presented in this section clearly
show that this is not the case. In fact, the pressure recovery mechanism appears to be in
competition with entrainment produced by the natural flow instabilities. The pressure
recovery is strongest for forcing parameters (Strouhal numbers and blowing coeﬃcients)
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Figure 5.8.: Low-pass filtered probability density of the centre of pressure. Filter passes
StD < 0.013. a) Two dimensional probability density P (x, y) for the forced
flow at maximum BPR. b) Circular probability density P (r). Legend:
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Figure 5.9.: High-pass filtered probability density of the centre of pressure. Filter passes
StD > 0.026. a) Two dimensional probability density P (x, y) for the forced
flow at maximum BPR. b) Circular probability density P (r) with mean radius
removed. Legend: unforced, maximum BPR.
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which minimise amplification of the natural flow instabilities.
5.3.1. Amplitude Response
Figure 5.10(a) shows the eﬀect of blowing coeﬃcient on the amplitude of the shear layer
mode, cˆsl. It is measured from the auto-spectral density of the outer transducer (r/D =
0.444), and normalised with respect to the unforced amplitude, csl. At this forcing
frequency the shear layer mode is amplified by up to 5 times the unforced case. The
amplitude response is linear up to Cµ = 0.04 where the maximum pressure recovery
occurs (see figure 5.2(a)). This is followed by a sudden increase in the gradient to a
second linear region which peaks at Cµ ≈ 0.05. This behaviour was found to be common
to all frequencies in the HF regime. It therefore appears that the saturation of BPR at
Cµ = 0.04 is coincident with a sudden increase in excitation of the shear layer instability.
As discussed in §1.2, the shear layer instability plays a key role in forming the coherent
VS structure, and Qubain (2009) showed that low levels of shear layer excitation can
significantly decrease the base pressure. Note that observation of this mode is diﬃcult
because it has a weak pressure signature on the base. In the unforced case the associated
spectral peak cannot be distinguished, therefore the background spectral amplitude at
Stθ = 0.02 is used as a reference level. This appears to set a reasonable datum where the
amplitude trends towards a value of 1 at the origin.
Figure 5.10(b) shows the eﬀect of blowing coeﬃcient on the amplitude of the VS mode.
In contrast with the SL response, the VS mode remains constant for blowing coeﬃcients
0.01 ￿ Cµ ￿ 0.04. Within this region it is attenuated by ∼ 15% whilst the corresponding
BPR varies between 10% and 33%. Suppression of the VS mode is therefore not the
mechanism by which the base pressure recovery is achieved (although it is a beneficial
side eﬀect). At blowing coeﬃcients above the maximum BPR, the amplitude of the VS
mode rises sharply. Data at Stθ = 0.103 are included in the figure to show that for
Cµ > 0.04 the mode is strongly amplified (even though there is still a large BPR).
It is clear that there is a strong coupling between the HF forcing and the wake modes.
This coupling occurs across both frequency and wavenumber space, highlighting the non-
linearity of the wake dynamics. Whilst it is possible for m = 0 forcing to directly excite
the global mode, in this case the large increase in the amplitude of the global mode above
Cµ ≈ 0.4 occurs via excitation of the shear layer. Most importantly, the data show that
the maximum BPR occurs at the largest blowing coeﬃcient that can be sustained prior
to strong excitation of the dominant flow instabilities.
An interesting eﬀect of the HF forcing is the positive frequency shift of the VS mode.
This is illustrated in figure 5.11 where the frequency of the VS mode is seen to vary linearly
with blowing coeﬃcient by as much as 22%. There appears to be a sharp transition to
lock-in for Cµ ￿ 0.005. Lock-in of the VS mode has been observed by other studies whilst
100
0 0.01 0.02 0.03 0.04 0.05 0.060
1
2
3
4
5
Cµ
cˆ s
l/
c s
l
(a)
0 0.02 0.04 0.06 0.08
0.8
1
1.2
1.4
1.6
Cµ
cˆ v
s/
c v
s
(b)
Figure 5.10.: Eﬀect of blowing coeﬃcient on the amplitude of the wake modes. The
ordinate is normalised with respect to the unforced flow. a) Shear-layer
mode. b) Vortex shedding mode. Legend: Stθ = 0.107, Stθ = 0.103.
0 0.01 0.02 0.03 0.04 0.05 0.060.2
0.21
0.22
0.23
0.24
0.25
0.26
S
t D
Cµ
Figure 5.11.: Illustration of VS lock-in: Strouhal number of the vortex shedding mode as
a function of blowing coeﬃcient. Stθ = 0.107.
exciting its subharmonic resonance (see §1.3.3 for more details).
5.3.2. Frequency Response
The frequency response of the SL mode is illustrated in figure 5.12(a) for Cµ = 0.018.
Note that the normalised amplitude is always greater than 1, indicating that the SL
is excited for all forcing conditions. The amplitude of the SL mode reduces as forcing
Strouhal number is increased. At the onset of the BPR plateau (see figure 5.2(b)), the
SL amplitude is roughly 1.5 times the unforced case.
The frequency response of the VS mode is shown in 5.12(b). Note that the bandwidth
extending up to Stθ ≈ 0.06 is the LF forcing regime, where the base pressure is decreased.
In the HF regime the frequency response of the VS mode is similar to the SL mode i.e.,
its amplitude decreases linearly as the Strouhal number is increased. At the onset of the
BPR frequency plateau, the normalised amplitude of the VS mode is ≈ 1.
The data show that increasing the forcing Strouhal number shifts the energy of the
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Figure 5.12.: Eﬀect of forcing Strouhal number on the amplitude of the wake modes. The
ordinate is normalised with respect to the unforced flow, and the forcing
coeﬃcient is Cµ = 0.018 (common to that of figure 5.2 (b)). a) Amplitude
of the shear layer mode. b) Amplitude of the vortex shedding mode.
jet perturbation away from scales that are naturally amplified by the wake. In doing so,
undesirable amplification of the instabilities is reduced and hence the BPR is improved.
The optimum frequency for BPR appears to be at least 5 times the SL frequency. Whilst
it is not immediately clear why a frequency plateau is established, it may be related to
the amplification of the wake modes approaching O(1). Whereas the pressure recovery is
achieved via a broadband suppression of turbulent energy, the wake modes decrease the
base pressure by enhancing entrainment and production of turbulence. The frequency
and amplitude response of the wake modes during HF forcing therefore suggests that
they compete directly with the pressure recovery mechanism.
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6. Pressure Recovery Mechanism
6.1. Mean Flow
The eﬀect of HF forcing on the mean flow is illustrated in figure 6.1, which compares
streamlines and velocity magnitude in the separated shear layer for the unforced and
maximum BPR cases. The key features are:
1. A significant narrowing of the wake and increase of velocity throughout the shear
layer. The length (not shown) and average width of the recirculation bubble are
reduced.
2. A reversal in the sign of streamline curvature immediately downstream of the trail-
ing edge. This is characteristic of a local rise in pressure towards the model base.
3. A small stationary vortex formed adjacent to and slightly above the jet exit. This
is accompanied by a saddle point at the corner of the recirculation bubble.
A common misconception appearing in the flow control literature is that a rise in base
pressure can only be associated with an increase in the length of the recirculating region
(for example Bigger et al. (2009)). It is reasoned that the base pressure rise reduces the
curvature of the separating shear layer and therefore elongates the separation bubble.
Whilst this is a possible result of pressure recovery (Sevilla & Martinez-Bazan, 2004;
Pastoor et al., 2008), it is not a unique solution. These data show that a pressure rise
can actually be associated with a shortening of the bubble and narrowing of the wake. It is
characterised by a local change in the sign of streamline curvature near the trailing edge,
followed by an increased curvature farther downstream which closes the bubble within a
shorter distance than the unforced case. Analysis of the global wake PIV measurements
from Qubain (2009) confirms that the rear stagnation point moves towards the base in
both the HF and LF forcing cases.
6.2. Jet Forcing Structures
Due to insuﬃcient measurement resolution, Qubain (2009) concluded that HF forcing
did not create coherent vortical structures (as observed in the LF case). However with
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Figure 6.2.: Swirling and shear strength colour map illustrating the flow structures pro-
duced by the jet. Measurements are averaged at constant phase. The plot
shows the inverse of swirling strength, −λ2Di . Vortex outlines are identified
by a contour level based on the threshold λ2Di D/U∞ = 10.
suﬃcient resolution a unique flow structure is revealed. Figure 6.2 shows the swirling
and shear strength in the separating shear layer for the maximum BPR condition. The
jet creates a row of distinct vortex structures that advect within the shear layer and
remain coherent for approximately x/D < 0.2. Each vortex is clearly demarcated by a
surrounding region of strong shear. The diameter of the vortex immediately adjacent to
the orifice (denoted the primary vortex) is approximately equal to the jet orifice width,
1d. The advection velocity can be estimated from the vortex spacing; measured between
the adjacent positions in figure 6.2 the velocity decreases from 0.59U∞ to 0.54U∞.
Surprisingly, the jet appears to produce only a single vortex core per forcing cycle. The
phase-locked average vorticity shown in figure 6.3(a) reveals that the structures have a
common direction of rotation and the same sign of vorticity as the separating shear layer.
Although the mean vorticity of the shear layer is ∼ 50 times smaller than that of the
primary vortex, its circulation is orders of magnitude larger. Presumably the persistence
of one single sign vortex per forcing cycle is the result of cancellation of the outer vortex
by the circulation of the separating shear layer.
Figure 6.4 compares the peak vorticity of the primary vortex with the BPR as a function
of blowing coeﬃcient. There is a strong correlation between the strength of the primary
vortex and the magnitude of the pressure recovery. Unlike the blowing coeﬃcient, the
primary vortex strength captures the shape of the pressure recovery including the peak
at Cµ = 0.04. It is therefore a better characterisation of the non-local momentum flux
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generated by the jet than the blowing coeﬃcient (albeit more diﬃcult to measure). The
drop in vortex strength above Cµ = 0.04 is associated with a change in the instantaneous
flow structure. Figure 6.3(b) shows that at Cµ = 0.057, the primary jet vortex has weak-
ened and a secondary vortex has formed immediately above it. This weaker secondary
vortex is coherent only for a short time, and is either dissipated or amalgamated with
the main vortex further downstream.
Figure 6.5 compares the vortex locations for each of the measured forced cases. Note
that because the measurements are averaged at a fixed phase, the mean advection veloc-
ity determines the positions of the vortices. For x/D ￿ 0.2 and Cµ < 0.04, the position
of the primary vortex appears to be fixed (although this may just be due to the velocity
diﬀerences being too small to resolve). Further downstream the vortex spacing progres-
sively increases with blowing coeﬃcient, indicating an increase in advection velocity. The
vortex trajectory also displaces towards the model centreline as the blowing coeﬃcient
is increased. This is consistent with an increase in advection velocity combined with
narrowing of the wake. Contrastingly, above Cµ = 0.04 the vortex trajectory is displaced
outwards and there is a disproportionate increase in advection velocity.
6.3. Balance of Momentum
The momentum balance of (3.14) relates the velocity field to the static pressure gradients
that determine the mean base pressure. Figure 6.6 shows these pressure gradients com-
puted from the unforced velocity field. The separated region is dominated by the vertical
pressure gradient, which forms two thick bands of opposing sign within the shear layer.
Contrastingly, ∂p/∂x ≈ 0 throughout the majority of the measurement field. During
HF forcing, the relative importance of the streamwise and vertical momentum balance
remains the same. This is illustrated by figure 6.7, which compares the mean pressure
gradients in the forced wake for the case of optimum BPR. Although the streamwise
gradient exhibits a change in sign and local increase adjacent to the jet exit, ∂p/∂x ≈ 0
throughout the rest of the recirculating region and therefore its contribution to the base
pressure within this domain is negligible.
The balance of y-direction momentum dominates the near wake and therefore its con-
stituent terms are important in determining the mean base pressure. The distribution of
the Reynolds normal stress, ∂v
2
∂y , in the unforced flow is shown in figure 6.8(a). In the
separating shear layer it also forms two bands of opposing sign that grow in the stream-
wise direction. Comparison to 6.6(b) reveals that ∂p∂y is comprised almost exclusively of
the normal stress term. This is consistent with the well known thin shear layer (TSL)
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Figure 6.3.: Colour maps of phase-locked average vorticity for the two largest blowing
coeﬃcients. Vortices are identified by black contours which show λ2Di = 10.
a) Cµ = 0.04. b) Cµ = 0.057.
107
0 0.01 0.02 0.03 0.04 0.05 0.06−10
0
10
20
30
40
Cµ
<
∆
C
p
>
(%
)
0
100
200
300
400
|ω
z
|D
/U
∞
<∆Cp >
|ωz|D/U∞
Figure 6.4.: Comparison of base pressure recovery and peak vorticity of the primary vor-
tex as functions of forcing coeﬃcient.
00.050.10.150.2
−0.56
−0.54
−0.52
−0.5
−0.48
−0.46
−0.44
−0.42
x/D
y
/
D
Figure 6.5.: Comparison of phase-locked average location of jet vortices for each blowing
coeﬃcient. Contour levels show λi = 800. Cµ = 0.008, Cµ = 0.015,
Cµ = 0.023, Cµ = 0.04, Cµ = 0.057.
approximation
−1
ρ
∂p
∂y
≈ ∂v
2
∂y
.
The TSL approximation is also applicable to the HF forced flow. Figure 6.8(b) shows
the normal stress gradients for the maximum BPR case. Comparison with the associated
pressure gradient in figure 6.7 (b) confirms that the other terms provide a negligible
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contribution. Note that the jet causes the normal stress gradients to increase by an order
of magnitude over the unforced case. The bands remain of opposing sign but are much
thicker in the region adjacent to the base. The centre of the shear layer (marked by the
inflexion point in the normal stress profile) exhibits a large deflection towards the model
centreline. The slight change in sign of the shear layer curvature adjacent to the trailing
edge is also visible. The primary eﬀect of the jet is therefore a large local increase in the
normal stress gradient within x/D < 0.2 of the separation point, and a deflection of the
shear layer towards the model centreline. In this case the contribution to base pressure
by the other terms in the momentum equation is negligible.
6.4. Mean Pressure Field
The integrated mean pressure field for the forced and unforced flows is shown in figure
6.9(a-e). The unforced pressure distribution (e) has two distinct features: a large region
of low pressure associated with the recirculation bubble, and a wedge of low pressure
associated with the shear layer. During HF forcing the jet vortices create a thick band
of extremely low pressure which separates the inner recirculating region from the outer
flow in the vicinity of the trailing edge. As the blowing coeﬃcient is increased, pressure is
progressively recovered throughout the whole separated region, with the largest increase
occuring near the base of the model. There is also significant pressure recovery on the
high-speed side of the shear layer and even in the region bounding the freestream. At the
maximum BPR (c), the low pressure band created by the jet extends from the trailing
edge up to x/D ≈ 0.2, coinciding with the region where the jet vortices remain coherent.
As the blowing coeﬃcient is increased to Cµ = 0.057 (d), the low pressure band produced
by the jet thickens considerably. The loss of pressure recovery associated with the larger
blowing coeﬃcient is most apparent near (but is not limited to) the base of the model.
Figure 6.10(a) compares the pressure distribution along a vertical line adjacent to the
jet exit (x/D = 0.017) for blowing coeﬃcients up to the maximum BPR. The forced flow
exhibits a reduced pressure on the freestream side of the jet, and a pressure increase
across the base of the model that is proportional to the blowing coeﬃcient. Adjacent
to the jet exit a large pressure drop is produced by the time-averaged footprint of the
jet vortices. This pressure drop has a common minimum at the centreline of the vortex
trajectory, y/D = −0.4938. Its magnitude is linearly proportional to blowing coeﬃcient
up to Cµ = 0.04. At Cµ = 0.057 (6.10(b)) the pressure trough is shifted towards the
freestream and has negligible increase in magnitude. In addition, the secondary vortex
formed by the jet creates an additional pressure drop towards the inner side of the shear
layer, with a local minimum at y/D = −0.4832.
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Figure 6.6.: Comparison of vertical and streamwise pressure gradient in the unforced flow.
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Figure 6.7.: Comparison of vertical and streamwise pressure gradient in the forced flow,
Cµ = 0.04. a)
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Figure 6.8.: Comparison of the vertical component of the Reynolds normal stress,
∂v2
∂y
.
a) Unforced. b) Cµ = 0.04.
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Figure 6.9.: Colour maps of the integrated pressure field. To show key trends the colour
scale limits are truncated to match the limits of the unforced flow. a) Cµ =
0.008. b) Cµ = 0.023. c) Cµ = 0.04. d) Cµ = 0.057. e) Unforced.
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Figure 6.10.: Comparison of integrated pressure distributions at x/D = 0.017. a)
unforced, Cµ = 0.008, Cµ = 0.015, Cµ = 0.023, Cµ = 0.04.
b) unforced, Cµ = 0.04, Cµ = 0.057.
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6.5. Modification of the Pressure Field
The analysis of §3.7 showed that the jet creates forcing structures comprising regions
where either Q2Dω >> Q
2D
s , or Q
2D
ω << Q
2D
s . Consequently, within these regions the sign
and magnitude of Q2D is suﬃcient to distinguish between strongly shearing, and strongly
rotational structures. Together with the (3.27) and (3.22), it is therefore possible to
establish a causal relationship between the pressure recovery mechanism and the jet
forcing structures.
Figure 6.11 compares the distribution of time-averaged −2Q2D (equivalent to RHS of
the 2D form of (3.22)) for the cases of unforced and maximum BPR. In the unforced flow
(figure 6.11 (a)) a weak positive peak is observed in the centre of the shear layer. This
peak reaches a maximum at x/D ≈ 0.7 and is attenuated further downstream. In the
forced case (figure 6.11 (b)), the jet creates a narrow region of strong rotation immediately
adjacent to the exit (Q2D > 0), which persists for x/D ≈ 0.1. This is surrounded on
both sides by a thick layer of strong shear (Q2D < 0). Note that the magnitudes of these
regions are similar, and at least an order of magnitude larger than both the background
and shear layer regions of the unforced flow.
The direct link between this colour map and the pressure recovery mechanism is as
follows. Regions of Q2D ≈ Qs are associated with high dissipation and non-local pressure
generation. Contrastingly, regions of predominantly Q2D ≈ Qω are in nearly solid body
rotation, and associated with local low pressure. Thus the mechanism by which pressure is
recovered in the wake is the creation of a time-averaged narrow region of strong enstrophy
bounded on each side by a very strong shear layer. Comparing the present figure with
the phase-locked measurements (figure 6.2) reveals the unique method by which this is
achieved. It is clear that the region of strong enstrophy, and its surrounding shear layers,
are coincident with the vortex cores and their surrounding shear respectively. Since each
vortex is instantaneously demarcated by a region of very strong shear, advection creates a
time-averaged shear layer on each side of the vortex. It is remarkable that these relatively
short jet shear layers in the immediate vicinity of the separation point are able generate
such a large global pressure recovery in the wake.
Figure 6.12 illustrates the eﬀect of blowing coeﬃcient on the pressure recovery mech-
anism. Each vertical profile of −2Q2D is averaged over the streamwise region 0.010 <
x/D < 0.070. For blowing coeﬃcients up to Cµ = 0.04 the profile consists of an enstrophy
trough with a minimum centred on the mean vortex trajectory. This is surrounded by
two thick regions of shear that are of approximately equal strength. Comparison of the
profiles confirms that the magnitude of the base pressure recovery is proportional to the
strength and width of these shear layers. Note that as the blowing coeﬃcient (and vortex
strength) increases, the magnitude of the trough associated with enstrophy increases,
albeit without any change in width. The inflexion point which appears on the inner side
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of the profile at Cµ = 0.04 is coincident with the secondary vortical structure previously
identified in figure 6.4(b). Although a coherent secondary vortex does not yet appear
to have formed at this blowing coeﬃcient, rotational vorticity is present and it clearly
weakens the pressure recovery eﬀect of the inner shear layer.
At blowing coeﬃcients above the maximum BPR there is a marked change in the dis-
tribution of −2Q2D. Figure 6.12(b) shows that the profile shifts outwards, and although
there is a significant increase in the size of the enstrophy minimum, there is no change
in the strength of the outer shear layer. The peak associated with the inner shear layer
increases slightly, although so does the eﬀect of the secondary vortex. It appears that
at blowing coeﬃcients above Cµ = 0.04, there is a loss in pressure recovery due to an
increase in the enstrophy of the primary and secondary vortices without a concomitant
increase in the strength of the surrounding shear layers.
The HF pressure recovery mechanism is therefore fundamentally diﬀerent from control
strategies that target wake instabilities. The primary eﬀect of the periodic jet forcing is
the generation of a time-averaged shear layer that suppresses turbulence production in
the wake. The magnitude of this suppression (and hence pressure recovery) increases with
the strength of the shear layers generated by the jet vortices, and not due to attenuation
of the SL or VS wake modes.
6.6. Actuator Eﬃciency
The overall eﬃciency of the control system is defined as the ratio of power saving to
power expended by the actuator: η = Psaved/Pact.. During forcing, the actuator power
was measured electrically at the output of the amplifier. For all the investigated forcing
conditions, the net eﬃciency of the system is η << 1. For example at the maximum BPR
condition, the drag power saving and actuator power expenditure are 2.4 and 19.3 Watts
respectively. This yields an eﬃciency of just η = 0.124.
The very low eﬃciency is primarily due to the design requirements of the pulsed jet
actuator. As discussed in §2.7, the actuator was required to operate over a very wide
frequency range for the purposes of parametric forcing study. Contrastingly, an optimisa-
tion for maximum eﬃciency would result in a resonant design operating at the optimum
forcing frequency. In that case, further reduction of power expenditure could be achieved
by minimising the remaining actuator losses: mechanical, resistive, and viscous. Resistive
losses scale with the total power expenditure, therefore benefiting from any reduction of
the mechanical or viscous losses. They can also be further reduced by lowering the resis-
tivity of the speaker coil. Mechanical losses can be improved upon by reducing hysteresis
of the diaphragm material and/or its boundary condition. Unfortunately, viscous losses
are essentially fixed by the forcing requirements i.e., jet vortex structures with a specific
strength and wavelength are required to produce a certain pressure recovery.
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Preliminary measurements of losses for a resonant actuator design (with the same
orifice profile used in this investigation) have been performed following the main body
of work. These data show that at the optimum forcing frequency, the viscous losses are
comparable to the sum of electrical and mechanical losses. The highest eﬃciencies occur
at blowing coeﬃcients significantly lower than Cµ = 0.04 (maximum BPR), so the net
power saving is reduced. For the most eﬃcient forcing configuration, the viscous losses
alone comprise half of the aerodynamic power saving. Therefore, although it is possible
to achieve a net power saving with this method of control, the maximum eﬃciency will
be limited to η ￿ 2.
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Figure 6.11.: Time-averaged colour maps of the second invariant of the 2D VGT,
−2Q2D = SijSji − 1
2
ωiωi. a) Unforced. b) Maximum BPR condition at
Cµ = 0.04.
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Figure 6.12.: Eﬀect of blowing coeﬃcient on the pressure recovery mechanism. Figures
show vertical profiles of −2Q2D averaged over the streamwise region 0.010 <
x/D < 0.070. a) Cµ = 0.008, Cµ = 0.015, Cµ = 0.023, Cµ = 0.04.
b) Cµ = 0.04, Cµ = 0.057.
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7. Conclusions
The review of available data from ABB wakes has clarified several uncertainties about the
wake structure (e.g. helical vs antisymmetric), and summarised the shared characteristics
of the wakes of three ABB geometries. This review also clearly identifies the VLF mode,
which appears to be a unsteady manifestation of the laminar SS regime in the turbulent
wake.
The unforced wake structure has been investigated using azimuthal decompositions
of base pressure spectra at r/d = 0.3. These analyses are supported by spatially and
temporally resolved measurements of the COP, which reveal further details of the wake
structure and dynamics. It has been shown clearly for the first time how the VLF mode
causes an orbit of the wake around the body centre, with randomly varying radius and
azimuthal angle. By filtering the COP signal in time, it was also possible to isolate the
dynamics of specific modes. Finally, the pressure spectra have revealed a subharmonic
of the VS mode contributes significant energy to the base pressure. This mode does not
appear to have been identified previously, and certainly warrants further investigation.
The parametric study of pressure recovery in the forced wake achieved a remarkable
base pressure recovery of up to 33%. These data also explain why the pressure recovery
occurs only at very high frequencies, and provide a conceptual understanding of the loss
in pressure recovery that occurs for Cµ > 0.04. Most importantly, measurements of the
VS and SL amplitudes during forcing show that the pressure recovery does not occur
as a result of suppression of the natural wake instabilities. This confirms that high-
frequency pulsed jet forcing is a novel control mechanism which achieves drag reduction
by suppressing turbulence production directly, and not via attenuation of the coherent
wake structures.
High resolution 2C PIV measurements of the separating shear layers revealed fine
details of the flow structure such as the jet vortices, which were previously thought not to
exist. A novel method for integrating the 2D equations of motion was shown to accurately
recover the mean pressure field with limited data. These results have been used to form
a conceptual understanding of the pressure recovery mechanism. Characterisation of
the jet forcing structures has also identified two-dimensional quantities that are directly
proportional to the pressure recovery (these may prove useful for feedback control in
future investigations). The primary conclusions of this investigation are as follows:
1. Observations of the unforced turbulent axisymmetric wake:
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• The wake is dominated by a VLF mode with a wavenumber m = ±1 and
Strouhal number StD ≈ 0.0015. This spatially modulates the coherent and
incoherent wake oscillations in an orbit around the central axis of the body, and
results in a plane of instantaneous reflectional symmetry of short time-averaged
statistics. Statistical axisymmetry is recovered by the random variations in
radius and azimuthal angle of this orbit, with a period of t∗ ≈ 670. Although
the mean flow is axisymmetric, the instantaneous COP is predominantly oﬀset
from the central axis of the body.
• A subharmonic of the VS mode is observed at StD ≈ 0.1. It is comprised of
energy at both |m| = 1 and |m| = 2 wavenumbers. In terms of base pressure
fluctuations it has a larger energy contribution than the VS mode itself. It is
not clear what structure this energy is related to, but its frequency content
(∼ Stvs/2) indicates that it may be the result of a vortex pairing mechanism.
2. Characterisation of pressure recovery in the wake of an axisymmetric bluﬀ body
wake using pulsed jet forcing:
• Pressure recovery on the base occurs for forcing frequencies above Stθ ≈ 0.07
and blowing coeﬃcients above Cµ ≈ 0.005. A maximum increase of 33% is
observed at Cµ = 0.04 and Stθ = 0.107.
• Pressure recovery scales linearly with forcing frequency up to Stθ ≈ 0.1; or
roughly 5 times the natural frequency of the shear layer. This proportionality
is associated with decreased amplification of the SL mode.
• The pressure recovery is proportional to blowing coeﬃcient up to Cµ ≈ 0.04.
This proportionality is associated with the strength of the primary jet vortex.
• Blowing coeﬃcients Cµ ￿ 0.04 do not strengthen the primary vortex. Instead
the excess jet flux generates an adjacent secondary vortex that weakens the
pressure recovery.
3. The pressure recovery mechanism relies on a local modification of the time-averaged
flow field in the separated region. It is fundamentally diﬀerent from other control
strategies utilising periodic forcing. Specifically, it does not rely directly on the
suppression of coherent wake structures. It may be summarised as follows:
• Periodic blowing and suction creates a row of discrete single sign vortices
that are advected within the separating shear layer at ≈ 0.5U∞. Each vortex
comprises a local region of strong rotation enveloped in strong shear. This
pulsed jet is distinctly diﬀerent to the synthetic jet, which forms a pair of
counter-rotating vortices that advect with a self-induced velocity.
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• The time-averaged result of the vortices is a narrow region of large enstrophy
bounded on each side by a strong shear layer. These shear layers persist for
only x/D ≈ 0.1, but are associated with very high dissipation and non-local
pressure recovery. Conceptually, these jet shear layers act as a viscous barrier
between the freestream and the inner wake which suppresses entrainment and
turbulence production in the wake.
• The reduction in energy transfer from the mean flow results in broadband
suppression of pressure fluctuations in the wake, with no preferential selection
of azimuthal wavenumber. The energy of the base pressure fluctuations is
inversely proportional to BPR up to Cµ ≈ 0.04. Thereafter, both the pressure
recovery and pressure fluctuations decrease.
• The eﬀect of the jet shear layers is in direct competition with the natural wake
instabilities which contribute positively to the total energy dissipation. More
specifically, if the wavenumber and frequency of the disturbances produced by
the jet are not suﬃciently far from the natural wake instabilities, then these
modes will be excited, resulting in a reduced pressure recovery.
• Increasing the blowing coeﬃcient for Cµ < 0.04 results in an increase in both
the swirling strength of each vortex and the shear surrounding it. The pressure
recovery improves because of an increase in both the time-averaged enstrophy
and surrounding shear.
• A loss of pressure recovery occurs when the blowing coeﬃcient is too large, i.e
Cµ > 0.04 for this configuration. In this case there is an increase in enstrophy
without the concomitant increase in surrounding shear that occurs for Cµ <
0.04. The secondary vortex appears to displace the primary vortex outwards,
whilst also weakening the inner jet shear layer.
7.1. Future Work
Future studies of the virtual streamlining eﬀect may be applied or fundamental in nature,
but ultimately both are necessary if the the technology is to be developed into a practical
drag control device. A few immediate avenues for study are:
• Characterisation of the actuator aerodynamic power consumption 1T
￿
P · V dt
(where P is the cavity pressure and V is the diaphragm velocity), and its de-
pendence upon the parametric variables Stθ, Cµ, and d/θ. The aerodynamic power
required to create the jet vortices represents the eﬀective lower limit of power con-
sumption for the actuator, ultimately determining the commercial viability of the
technology.
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• Quantification of the contribution to dissipation by coherent wake structures (i.e
VS and SL) relative to the incoherent turbulent motions. The same analysis may
be applied to the forced flow to provide further insight into the pressure recov-
ery mechanism. This may be a stepping stone towards determining the minimum
achievable drag for a bluﬀ body, a question posed by Choi et al. (2008) which cur-
rently remains unanswered. It will also provide significant insight into the potential
of feedback control strategies which target the natural flow instabilities.
• A wider parametric study of key variables. Specifically, the orifice width relative to
the momentum thickness d/θ, the orifice width relative to the body diameter d/D,
and the scaling of the pressure recovery at various freestream velocities. The latter
requires an improved forcing variable, since the current definition of Cµ does not
adequately scale the pressure recovery with U∞. The ratio d/θ scales the jet forcing
structures to the momentum thickness, and is therefore a measure of suppression of
entrainment and turbulence production by the jet, relative to the contribution of
the separating shear layer. Similarly d/D is a relative measure of entrainment but
in this case D scales the size and strength of VS structure. It may also be useful
to expand the forcing frequency bandwidth to higher Strouhal numbers.
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