Abstract. A general method of constructing families of cyclic polynomials over Q with more than one parameter will be discussed, which may be called a geometric generalization of the Gaussian period relations. Using this, we obtain explicit multi-parametric families of cyclic polynomials over Q of degree 3 ≤ e ≤ 7. We also give a simple family of cyclic polynomials with one parameter in each case, by specializing our parameters.
Introduction
Let p be a rational prime which is written in the form p = n 4 + 5n 3 + 15n 2 + 25n + 25 for some integer n. Using such n, Emma Lehmer [9] discovered the following "simple" family of cyclic quintic polynomials using technical transformations of Gaussian periods. She showed that certain linear transformations of Gaussian periods in the cyclotomic field Q(ζ p ) are roots of the polynomial f (X) = X 5 + n 2 X 4 − (2n 3 + 6n 2 + 10n + 10)X 3 + (n 4 + 5n 3 + 11n 2 + 15n + 5)X 2 + (n 3 + 4n 2 + 10n + 10)X + 1.
Note that since f (X) is a monic polynomial with integral coefficients and constant term one, the roots of f (X) are units of the splitting field which is cyclic of degree 5 over Q. Schoof and Washington [14] showed that they generate the full group of units of the ring of integers of this field. Similar polynomials have been constructed for cubic, quartic and sextic cases in [9] . This method of constructing units of cyclic extensions of rationals is known as the "Lehmer project" [8] . Recently, Thaine [19, 20] made an extensive study of irreducible polynomials of Gaussian periods of arbitrary degree e and constructed new one-parameter families of cyclic polynomials explicitly for degree 7, 9 and 12. His method, which uses cyclotomic numbers, Jacobi sums, and Stickelberger's theorem for a rational prime which is the norm of a certain number α ∈ Z[ζ e ], seems to be very interesting from the viewpoint of the Lehmer project. However, "simple" families of cyclic polynomials expected in the project are not constructed yet even in the septic case.
As another important view for the above f (X), we note that if one regards n as a variable, then f (X) is still a quintic cyclic polynomial over the rational function field Q(n). This fact is applied also to other one-parameter families of cyclic polynomials obtained from polynomials of Gaussian periods in [9] , [19] , [20] . Based on this observation, one can expect a new method of systematic construction of cyclic polynomials, which is essentially different from those described in the literature of the inverse Galois problem, such as [15] , [11] .
The purpose of this paper is to develop a similar but more general method of constructing cyclic polynomials over Q which have more than one parameter. Our main idea, which we describe here briefly, may be called a geometric generalization of Gaussian period relations. This means that we take, among the various algebraic relations satisfied by Gaussian periods η j , the following system of relations and regard it as the axiom for our theory:
where the c i,j are a slight modification of the cyclotomic numbers of order e (see (2.1) Therefore it is important to ask whether the fixed field Q(y 0 , y 1 , . . . , y e−1 )
is again a rational function field or not, which is called Noether's problem in Galois theory. For 3 ≤ e ≤ 5, we shall give an affirmative answer to Noether's problem with explicit generators of the fixed field, which is quite different from that given in [12, 13] . To construct families of simple cyclic polynomials, we introduce some more relations for y 0 , y 1 , . . . , y e−1 . In this way, for 4 ≤ e ≤ 7, we shall obtain families of cyclic polynomials with e − [ e−2 2 ] parameters. Moreover, we shall also give some simple families of cyclic polynomials with one parameter. In particular we find the following new simple family of septic cyclic polynomials with parameter a whose constant term is a 7 :
This paper consists of four sections. In Section 2, we review some basic facts of Gaussian periods and cyclotomic numbers. In Section 3, we generalize polynomials of Gaussian periods geometrically. This will give a family of cyclic polynomials of degree e with e parameters over Q for small degree. In Section 4, we specialize our polynomials to obtain families of simple cyclic polynomials for 4 ≤ e ≤ 7.
Gaussian periods and cyclotomic numbers
In this section, we review some basic facts of Gaussian periods, period polynomials and cyclotomic numbers which are the main ingredients of our construction of multi-parametric families of cyclic polynomials over Q. Let e ≥ 2 be a positive integer and let p be a rational prime ≡ 1 mod e. Write p = ef + 1. Let ζ p be a p-th primitive root of 1 and g a primitive root modulo p. Gaussian periods η 0 , η 1 , . . . , η e−1 of degree e in Q(ζ p ) are defined as
The field Q(η 0 ) is the unique subfield of Q(ζ p ) of degree e over Q. Moreover the set {η 0 , η 1 , . . . , η e−1 }, which forms a normal basis of Q(η 0 )/Q, is an integral basis of Q(η 0 ). The period polynomial P e (X) ∈ Q[X] of degree e is given by
A classical important problem which has been studied over centuries is to determine the coefficients of P e (X) and to ask how they depend on p. Note that the coefficient of X e−1 of P e (X) is always 1 since
The determination of P 3 (X) was established by Gauss [3] in terms of the solutions of the diophantine system 4p = L 2 + 27M 2 , L ≡ 1 mod 3:
In 1935, period polynomials were again taken up by Dickson [2] with cyclotomic numbers in connection with Waring's problem. The cyclotomic numbers (i, j) of order e are defined to be the number of pairs of integers (
They are related to Gaussian periods in the following equalities, which are of fundamental importance in our study:
where δ i,j is Kronecker's delta. It follows that the Gaussian periods are eigenvalues of the e × e matrix [(i, j)
Hence if we have the cyclotomic numbers of order e, then we can obtain the period polynomial P e (X) as the characteristic polynomial of the matrix
We also have the following properties of Gaussian periods:
Cyclotomic numbers are also deeply related to Jacobi sums. For these topics we refer to the book [1] and papers [7] , [17] , [18] , [19] , [20] .
Geometric generalization of Gaussian period relations
We shall generalize polynomials of Gaussian periods geometrically. Let e ≥ 2 be a positive integer and let y 0 , y 1 , . . . , y e−1 be independent variables, where we are taking the subscript of y modulo e. Define the e × e matrix R by
. Also we number the rows and columns of the matrices from 0 to e−1 to allow the use of residue classes modulo e. Since we regard y i as the geometric generalization of Gaussian periods η i , we also need a generalization of cyclotomic numbers (i, j) and a system of relations similar to (2.1) between them. Therefore we introduce an e × e matrix U = [u i,j ] 0≤i,j≤e−1 and require that it satisfy the relation
It should be noted that (3.1) is equivalent to the equalities
We shall use the following version of Kronecker's delta:
Observe that if we put P := [δ i,−j ] 0≤i,j≤e−1 , then P R is a circulant matrix. Hence the matrix R is invertible and by (3.1) we obtain
Thus the matrix U is uniquely determined and its entries are in Q(y 0 , y 1 , . . . , y e−1 ), the rational function field over Q with e variables. Let σ be the cyclic permutation of y 0 , y 1 , . . . , y e−1 so that σ(y 0 ) = y 1 , σ(y 1 ) = y 2 , . . . , σ(y e−1 ) = y 0 , and let Q(y 0 , y 1 , . . . , y e−1 ) σ be the subfield of Q(y 0 , y 1 , . . . , y e−1 ) consisting of elements fixed under the cyclic group σ of order e. We have the following lemma which plays a key role in our study of the geometric generalization of Gaussian period relations. 
These equalities are rephrased to a single equality ( 
Since y , t 2 , . . . , t e ), then we obtain a generating polynomial g e (t; X) for the above C e -extension. In such a case g e (t; X) is a Q-generic C epolynomial, i.e., every C e -extension L/M with M ⊃ Q is the splitting field of a polynomial g(a; X) for some a ∈ M n (cf. [6] ). It is known that Noether's problem for C e has a positive answer for e ≤ 7, although it has in many cases negative answers (see [16] , [10] , [6] ). Replacing i, j by each other and equating the right-hand sides, we obtain (iv). This completes the proof.
We shall now make the case study on the fixed field Q (y 0 , y 1 , . . . , y e−1 ) σ .
The cubic case. From (i) of Proposition 3.2, the matrix U = [u i,j ] is of the form
We can calculate the entries of the matrix U by (3. 
From (ii) and (iv) of Proposition 3.2, we obtain that
This shows that the field Q(u i,j | 0 ≤ i, j ≤ 2) = Q(B, C, D) is purely transcendental over Q. We thus obtain a new approach to Noether's problem for the cyclic group of order 3. Indeed we have Q(y 0 , y 1 , y 2 
. By the Key Lemma and (3.4), we have a generating polynomial g 3 (B, C, D; X) for the cyclic cubic extension Q(y 0 , y 1 , y 2 )/Q(B, C, D) as the characteristic polynomial of U :
We make the bi-rational transformation We thus obtain a Q-generic C 3 -polynomial over Q(s, t, u):
Moreover, by specializing the parameters s, t, u, we find simple cubic polynomials including Shanks' simplest cubic:
The quartic case. From (i) of Proposition 3.2, the matrix U = [u i,j ] has the form
. Using this and (iv) of Proposition 3.2, one can show that
From this we have A , C, E 3 ∈ Q(B, D, E 1 , E 2 ) which gives an explicit solution of Noether's problem:
Thus we obtain a Qgeneric C 4 -polynomial g 4 (B, D, E 1 , E 2 ; X). We use the following transformation of the variables:
Hence we obtain a Q-generic C 4 -polynomial with parameters s, t, u, v:
Now we consider the specialization
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Then we get the following C 4 -polynomial with two parameters:
We find simple cyclic polynomials by specializing parameters u, v as follows:
The quintic case. Again from (i) of Proposition 3.2, the matrix U = [u i,j ] can be written as
Note that this is a cubic equation for each variable. Here we make the following technical transformation:
Then the above relation is transformed to one which is linear in F 1 , so that we have F 1 ∈ Q(t 1 , t 2 , t 3 , t 4 , t 5 ). Thus we have an explicit solution to Noether's problem: Q(y 0 , y 1 , . . . , y 4 ) σ = Q(t 1 , t 2 , t 3 , t 4 , t 5 ), as well as a Q-generic C 5 -polynomial g 5 (t 1 , t 2 , t 3 , t 4 , t 5 ; X).
Specialization and construction of simple cyclic polynomials
To construct families of simple cyclic polynomials, we specialize the polynomials obtained in Section 3, by requiring our parameters to satisfy some further relations satisfied by Gaussian periods. Although we cannot obtain Q-generic C e -polynomials in this way, we expect the resulting polynomials to be much simpler to the extent that one can apply them to algebraic number theory. A typical example of this approach is the Lehmer project as mentioned in Section 1.
In this section, we require that the quantities y 0 , y 1 , . . . , y e−1 (e ≥ 4) are subject to the [ (σ(y 3 ) = y 0 ). We know that the matrix U is of the form as in (3.5). Moreover, using (4.1), we can show that
Thus if we put f := B − B and A := A + f , then U has the form
From Proposition 3.2, we can show that A, B, C ∈ Q(D, E, f ), and hence we have Q(y 0 , y 1 , y 2 ) σ = Q(D, E, f ). Therefore we obtain a generating polynomial f 4 (D, E, f ; X) for the quartic cyclic extension Q(y 0 , y 1 , y 2 )/Q(D, E, f ). If we specialize variables D, E, f as D := (−n − 1)/n, E := −1/n, f := −4/n, then we can find a simple family of cyclic quartic polynomials over Q(n)
with discriminant 4(n 2 + 16) 3 (cf. [4] , [15] ). 4 as s 1 := n + 1, s 2 := n + 2, s 3 := 1, s 4 := n + 3. Then entries of the matrix U in (4.2) are written as A = −(n 2 + n + 1)(n + 1)(n − 1)/n 2 , B= C = F = (n + 1)/n 2 , D = (n 2 + 1)(n + 1)/n 2 , E = (n 3 + 2n 2 + n + 1)/n 2 , G = (n 2 + n + 1)/n 2 , f = (n 3 + 3n 2 + 5n + 5)/n 2 .
Hence we get a simple family of quintic cyclic polynomials over Q(n) as the characteristic polynomial of the matrix U : 4 . This is exactly Lehmer's simplest quintic [9] .
The sextic case. Assuming the two quadratic relations ( * ), we see that the matrix U has the form
We can show that Q(u i,j | 0 ≤ i, j ≤ 5) = Q(D, F, G, H) using Proposition 3.2.
Hence we can obtain a generating polynomial f 6 (D, F, G, H; X) for a cyclic sextic extension. Here we specialize variables D, F, G, H as D := (−n + 1)/2n, F := (2n + 1)/2n, G := 1/2n, H := 1/2n. Then we get the following simple family of sextic cyclic polynomials over Q(n):
with discriminant 6 6 (n 2 − 3n + 9) 5 (cf. [4] ).
The septic case. We shall give a new simple family of cyclic septic polynomials. By using ( * ), we can show that the matrix U has the form 
Using

