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Abstract. The aim of this paper is to introduce the absolute series space
∣∣Lφ(r, s)∣∣ (µ)
as the set of all series summable by the absolute Lucas method, and to give its topologi-
cal and algebraic structure such as FK−space, duals and Schauder basis. Also, certain
matrix operators on this space are characterized.
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1. Introduction
Let ω be the set of all sequences of complex numbers. Any vector subspace of
ω is called a sequence space. We write c, l∞, Ψ for the spaces of all convergent,
bounded and finite sequences, and also write cs, bs and lp (p ≥ 1) for the spaces of
all convergent, bounded, p-absolutely convergent series, respectively.
Let X and Y be two sequence spaces and A = (anv) be an arbitrary infinite





converges for all n ∈ N = {0, 1, 2, ...}, then, by A(x) = (An(x)), we denote the
A-transform of the sequence x = (xv). Also, if Ax = (An(x)) ∈ Y for every x ∈ X,
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we say that A defines a matrix transformation from X to Y , and by (X,Y ) denote
the class of all infinite matrices from X into Y . The set
S(X,Y ) = {a = (av) ∈ ω : ax = (akxk) ∈ Y for all x ∈ X}
is called the multiplier space of X and Y . According to this notation, the α-, β-
and γ- duals of the space X are identified as
Xα = S(X, l), Xβ = S(X, cs), Xγ = S(X, bs).
The concept of the domain of an infinite matrix A in the sequence space X is given
by
(1.1) XA = {x = (xn) ∈ ω : A(x) ∈ X} .
Using the concept of the matrix domain, several sequence spaces have been intro-
duced and their algebraic, topological structure and matrix transformations have
been studied in literature (see [1, 2, 4, 10, 13, 14, 15, 16]).
If ann 6= 0 for all n and anv = 0 for n < v, then A is called a triangle matrix. The
matrix domains of triangles have an important role in literature. For example, if A
is a triangle and X is an FK-space, a complete locally convex linear metric space
with continuous coordinates pn : X → C defined by pn(x) = xn for all n ∈ N, then
the sequence space XA is also an FK-space [11]. If there exists unique sequence of






then, the sequence (bk) is called the Schauder basis (or briefly basis) for a sequence
space X. For instance, the sequence (e(j)) is the Schauder basis of the space lp,
where e(j) is the sequence whose only non-zero term is 1 in jth place for each j ∈ N,
[23].
The following result is useful to find a Schauder basis for the matrix domain of
a special triangular matrix in a linear metric space.
Lemma 1.1. ([11]). If (bk) is a Schauder basis of the metric space (X, d), then
(S(bk)) is a basis of XT with respect to the metric dT given by dT (z1, z2) = d(Tz1,
T z2) for all z1, z2 ∈ XT , where T is a triangular matrix and S is its inverse.
The well known space l(µ) of Maddox is defined by
l(µ) =
{
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where M = max {1, supn µn} ; also it is even a BK-space if µn ≥ 1 for all n with
respect to the norm
‖x‖ = inf
{







Throughout the paper, we suppose that 0 < inf µn ≤ H <∞ and µ∗n is conjugate
of µn, that is, 1/µn + 1/µ
∗
n = 1 for µn > 1, and 1/µ
∗
n = 0 for µn = 1, for all n ∈ N.
Let
∑
xv be an infinite series with nth partial sum sn, (φn) be a sequence of
positive numbers and (µn) be a bounded sequence of positive numbers. Then, the
series
∑





where ∆An(s) = An(s)−An−1(s), A−1(s) = 0, [6].





(resp. φn = Pn/pn) with µn = k for all n, then it reduces
to the summability
∣∣N̄ , pn, φn∣∣k [29] (the summability ∣∣N̄ , pn∣∣k [3]). Also, if we take
A as the matrix of Cesàro mean of order α > −1 and φn = n with µn = k for all n,
then we get the summability |C,α|k in Flett’s notation [5].
In addition to the aforementioned spaces, some absolute series spaces have also
been studied in the literature (see [6, 7, 8, 9, 11, 25, 27]).
One of the main purposes of this paper is to define a new series space
∣∣Lφ(r, s)∣∣ (µ)
as the set of all series summable by the absolute Lucas matrix method and investi-
gate its topological and algebraic structures. Also, by means of a given basic lemma,
we characterize certain matrix operators on this space.
2. Absolute Lucas Series Space
∣∣Lφ(r, s)∣∣ (µ)
In this section, we will first remind you of some properties of Lucas numbers. The
Lucas sequence (Ln) is one of the most interesting number sequence in mathematics
and it is named after the mathematician François Edouard Anatole Lucas (1842-
1891). The nth Lucas number Ln is given by the Fibonacci recurrence relation with
different initial condition such that
L0 = 2, L1 = 1 and Ln = Ln−1 + Ln−2 for n ≥ 2,
which also has some interesting relations as follows
n∑
k=1
Lk = Ln+2 − 3,
n∑
k=1




L2k = L2n+1 − 1,
n∑
k=1
L2k = LnLn+1 − 2
L2n−1 + LnLn−1 − L2n = 5(−1)n+1, n ≥ 1
Ln−1Ln+1 − L2n = 5(−1)n+1, n ≥ 1.
We refer reader to [17] for other properties of these numbers. In addition to all
these features, just like the Fibonacci numbers, the rate of successive Lucas numbers
converges to the golden ratio which is one of the most interesting irrational having
an important role in number theory, algorithms, network theory, etc.




s LnLn−1 , k = n− 1
rLn−1Ln , k = n
0, otherwise
where Ln be the nth Lucas number for every n ∈ N and r, s ∈ Rr {0} [15].
We are now ready to establish and study the series space
∣∣Lφ(r, s)∣∣ (µ). Put the
Lucas matrix instead of A in (1.2), then |A, φn| (µ) summability is reduced to the




φµn−1n |∆Ên(r, s)|µn <∞.
So, we introduce the space
∣∣Lφ(r, s)∣∣ (µ) by the set of all series satisfying the con-
dition (2.1). Also, since (sn) is the sequence of partial sums of the series
∑
xk, it











= xnênn(r, s) +
n−1∑
k=1




















where L(r, s) = (lnk) is the matrix given by
(2.2) lnk =

rLn−1Ln , k = n
s LnLn−1 + r
Ln−1
Ln
, 1 ≤ k ≤ n− 1
0, k > n.
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Hence we get
































rLn−1Ln , k = n
s LnLn−1 + r
5(−1)n+1
LnLn−1








, 1 ≤ k < n− 2
0, k > n.
This means that a series
∑
xk is summable by the absolute Lucas method if a
sequence (xk) ∈
∣∣Lφ(r, s)∣∣ (µ), i.e.,







Note that there is a close relation between this space and the Maddox’s space. In














n , k = n
−φ1/µ
∗
n , k = n− 1
0, k 6= n, n− 1.
Also, note that
(2.4) (E(µ) ◦ L(r, s))n(x) = φ1/µ
∗
n (Ln(r, s)(x)− Ln−1(r, s)(x)).
On the other hand, since every triangle matrix has a unique inverse which is also a
triangle [30], the matrices L(r, s) and E(µ) have unique inverses L̃(r, s) = (l̃nk) and























, 1 ≤ k ≤ n− 1








k , 1 ≤ k ≤ n
0, k > n,
respectively.
For the proofs of theorems we require some well known lemmas.
Lemma 2.1. ([12]) Let µ = (µv) and λ = (λv) be any two bounded sequences of
strictly positive numbers.
(i) If µv > 1 for all v, then, A ∈ (l(µ), l) if and only if there exists an integer











: K ⊂ N finite
 <∞.
(ii) If µv ≤ 1 and λv ≥ 1 for all v ∈ N, then A ∈ (l(µ), l(λ)) if and only if there






(iii) If µv ≤ 1, then, A ∈ (l(µ), c) if and only if
(a) lim
n
anv exists for each v, (b) sup
n,v
|anv|µv <∞,
and A ∈ (l(µ), l∞) if (b) holds.
(iv) If µv > 1 for all v, then, A ∈ (l(µ), c) if and only if
(a) lim
n






and A ∈ (l(µ), l∞) iff (b) holds.
(v) A ∈ (l(µ), c0) iff A ∈ (l(µ), l∞) and lim
n→∞
anv = 0 for every v ∈ N.
Note that the condition (2.7) has some difficulties in applications. The following
lemma presents a more useful and equivalent condition to (2.7).
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Lemma 2.2. ([26]) Let (µv) be a bounded sequence of positive numbers and A =




Uµ [A] ≤ Lµ [A] ≤ Uµ [A] ,





















: K ⊂ N finite
}
.
Lemma 2.3. [22] Let T be a triangle matrix, and let X, Y be arbitrary subsets of
ω. Then, A ∈ (X,YT ) if and only if B = TA ∈ (X,Y ).
Lemma 2.4. [21, Theorem 3.9] Let X be an FK space with AK, T be a triangle
matrix, S be its inverse and Y be an arbitrary subset of ω. Then, we have A ∈











anjsjv, 0 ≤ v ≤ m
0, v > m.
We begin with theorems by giving toplogical and algebraic structures of
∣∣Lφ(r, s)∣∣ (µ).
Theorem 2.1. Assume that (φn) is a sequence of positive numbers and (µn) is a
bounded sequence of positive numbers.
(i) The set
∣∣Lφ(r, s)∣∣ (µ) is a linear space with coordinate-wise addition and
scalar multiplication. Moreover, it is an FK-space with respect to the paranorm
‖x‖|Lφ(r,s)|(µ) =
∥∥∥E(µ) ◦ L(r, s)(x)∥∥∥
l(µ)
,
where M = max {1, supn µn}.
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(ii) The sequence b(j) = (b
(j)





































Ln−1 , j = n
0, j > n,
(iii) The space
∣∣Lφ(r, s)∣∣ (µ) is isometrically isomorphic to l(µ), i.e.,∣∣Lφ(r, s)∣∣ (µ) ∼= l(µ).
Proof. (i) It is a routine verification to prove that
∣∣Lφ(r, s)∣∣ (µ) is a linear space, so
we omit it. Further, since the space l(µ) is an FK-space and E(µ) ◦ L(r, s) is a tri-
angle matrix, it follows from Theorem 4.3.2 of [30],
∣∣Lφ(r, s)∣∣ (µ) = (l(µ))E(µ)◦L(r,s)
is an FK-space.
(ii) It is well-known that the sequence (e(j)) is the Schauder basis of the space









is a Schauder basis of the space
∣∣Lφ(r, s)∣∣ (µ).
(iii) To prove this part, we must show that there exists a linear operator be-
tween these spaces which is bijective and norm-preserving. Now, consider the maps
L(r, s) :
∣∣Lφ(r, s)∣∣ (µ)→ (l(µ))E(µ) and E(µ) : (l(µ))E(µ) → l(µ) defined by the ma-
trices (2.2) and (2.3). Since these matrices are triangles, the corresponding maps
are bijection linear operator. Thus, the composite function E(µ) ◦ L(r, s) is also a
linear bijective operator. Further, by considering
‖x‖|Lφ(r,s)|(µ) =
∥∥∥E(µ) ◦ L(r, s)(x)∥∥∥
l(µ)
,
one can see that the composite function is norm-preserving. This completes the
proof of the theorem.
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ε ∈ ω :
∞∑
n=j+1
ηnjεn exist for all j

D2 =


























ε ∈ ω : supm,j
















































Theorem 2.2. Let φ = (φn) be a sequence of positive numbers and µ = (µn) be a
bounded sequence of positive numbers.
(i) If 0 < µn ≤ 1 for all n ∈ N, then{∣∣Lφ(r, s)∣∣ (µ)}α = D5, {∣∣Lφ(r, s)∣∣ (µ)}β = D1 ∩D3, {∣∣Lφ(r, s)∣∣ (µ)}γ = D3.
(ii) If 1 < µn <∞ for all n ∈ N, then{∣∣Lφ(r, s)∣∣ (µ)}α = D4, {∣∣Lφ(r, s)∣∣ (µ)}β = D1 ∩D2, {∣∣Lφ(r, s)∣∣ (µ)}γ = D2.
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Proof. Since the proof of the other parts are similar, to avoid repetition we only
calculate the β-dual of the space
∣∣Lφ(r, s)∣∣ (µ). Let x ∈ ∣∣Lφ(r, s)∣∣ (µ). Note that ε ∈{∣∣Lφ(r, s)∣∣ (µ)}β if εx = (εnxn) ∈ cs for all x ∈ ∣∣Lφ(r, s)∣∣ (µ). Say L(r, s)(x) = y and
z = E(µ)(y). Then, since
∣∣Lφ(r, s)∣∣ (µ) ' l (µ) by Theorem 2.1, x ∈ ∣∣Lφ(r, s)∣∣ (µ) if
z ∈ l(µ), and so it is easily seen that
m∑
n=1






















































































































, j = m
0, j > m.
This means that ε ∈
{∣∣Lφ(r, s)∣∣ (µ)}β if and only if B ∈ (l(µ), c). Thus, by applying
Lemma 2.1 to the matrix B, we obtain
{∣∣Lφ(r, s)∣∣ (µ)}β = D1∩D2, for 1 < µn <∞,
and
{∣∣Lφ(r, s)∣∣ (µ)}β = D1 ∩ D3, for µn ≤ 1 (n = 0, 1, ...), which completes the
proof.
The following theorems show that certain matrix transformations on the space∣∣Lφ(r, s)∣∣ (µ) correspond to bounded linear operators, and give their characteri-
zations.
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Theorem 2.3. Let φ = (φn) be a sequence of positive numbers, µ = (µn) be
bounded sequence of positive numbers, A = (ank) be an infinite matrix of complex
numbers for all n, v ∈ N and B = (bnk) be a matrix satisfying the following relation






Then, for any sequence spaces λ, A ∈
(
λ,
∣∣Lφ(r, s)∣∣ (µ)) if and only if B ∈ (λ, l(µ)).












By definition of ξ, it is seen immediately that Bn(x) =
(




all x ∈ λ. So, it is obtained that An(x) ∈
∣∣Lφ(r, s)∣∣ (µ) whenever x ∈ λ if and only
if B(x) ∈ l(µ) whenever x ∈ λ, which completes the proof of the theorem.
Theorem 2.4. Assume that (φn) and (ψn) are sequences of positive numbers, and
(µn) and (λn) are bounded sequences of positive numbers with µn ≤ 1 and λn ≥ 1.
Further, let A = (ank) be an infinite matrix of complex numbers for all n, k ∈ N














(∣∣Lφ(r, s)∣∣ (µ), ∣∣Lψ(r, s)∣∣ (λ)), then A defines a bounded linear operator
LA such that LA(x) = A(x) for all x ∈






















∣∣∣M−1/µv â(λ)nv ∣∣∣λn <∞.
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Proof. By Theorem 2.1, the spaces
∣∣Lφ(r, s)∣∣ (µ) and ∣∣Lψ(r, s)∣∣ (λ) are FK-spaces.
Thus, by Theorem 4.2.8 of [30], LA is a bounded linear operator.
To prove the second part, take A ∈
(∣∣Lφ(r, s)∣∣ (µ), ∣∣Lψ(r, s)∣∣ (λ)). Then, by
Lemma 2.4, Ã ∈
(
l(µ),




























, k = m
0, k > m.
Applying the Lemma 2.1 to the matrix V (n), we have the conditions (2.9) and
(2.10). Also, for x ∈ l(µ), it follows from
∣∣Lψ(r, s)∣∣ (λ) = {l(λ)}E(λ)◦L(r,s) that
Ã(x) ∈




∣∣Lψ(r, s)∣∣ (λ)) iff Â(λ) ∈ (l(µ), l(λ)). So, the proof is completed
together with Lemma 2.1.
Theorem 2.5. Let (φn) and (ψn) be sequences of positive numbers, and (µn) be
bounded sequence of positive numbers with µn > 1. Also, let A = (ank) be an infinite
matrix of complex numbers for each n, k ∈ N. Define the matrix Â(1) = E(1)◦L(r, s)◦
Ã, where Ã is as in Theorem 2.4. If A ∈
(∣∣Lφ(r, s)∣∣ (µ), ∣∣Lψ(r, s)∣∣), then A defines
a bounded linear operator LA such that LA(x) = A(x) for all x ∈
∣∣Lφ(r, s)∣∣ (µ).
Also, A ∈
(∣∣Lφ(r, s)∣∣ (µ), ∣∣Lψ(r, s)∣∣) if and only if there exists an integer M > 1




































Proof. The first part is proved as before. Also, since
∣∣Lφ(r, s)∣∣ (µ) = (l(µ))E(µ)◦L(r,s),
by Lemma 2.4, A ∈
(∣∣Lφ(r, s)∣∣ (µ), ∣∣Lψ(r, s)∣∣) iff Ã ∈ (l(µ), ∣∣Lφ(r, s)∣∣) and V (n) ∈
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(l(µ), c). Further, by Lemma 2.1, V (n) ∈ (l(µ), c) iff the conditions (2.12) and
(2.13) hold, and Ã ∈
(
l(µ),
∣∣Lφ(r, s)∣∣) iff Â(1) = E(1) ◦ L(r, s)oÃ ∈ (l(µ), l), which
completes the proof applying Lemma 2.1 to the matrix Â(1).
By following the above lines, we also have the following.
Theorem 2.6. Let (φn) be a sequence of positive numbers, and (µn) be a bounded
sequences of positive numbers. Further let A = (ank) be an infinite matrix of com-
plex numbers for all n, k ∈ N and Y be arbitrary sequence space. Then, A ∈(∣∣Lφ(r, s)∣∣ (µ), Y ) if and only if
V (n) ∈ (l(µ), c) for all n ∈ N,
Ã ∈ (l(µ), Y ) ,
where the matrices V (n) and Ã are as in Theorem 2.4.













ãnk = 0 for each k ∈ N.
(iv) lim
n→∞
ãnk exists for all k ∈ N.
































mk exists for all n, k ∈ N.
Thus, by combining our theorems with Lemma 2.1 we obtain the following re-
sults:
Theorem 2.7. The following statements hold:
1. If µn ≤ 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), l∞)⇔ (i), (vii) and (ix) hold.
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2. If µn > 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), l∞)⇔ (ii), (viii) and (ix) hold.
3. If µn ≤ 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), c) ⇔ (i), (iv), (vii) and (ix)
hold.
4. If µn > 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), c) ⇔ (ii), (iv), (viii) and (ix)
hold.
5. If µn ≤ 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), c0) ⇔ (i), (iii), (vii) and (ix)
hold.
6. If µn > 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), c0) ⇔ (ii), (iii), (viii) and (ix)
hold.
7. If µn ≤ 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), l)⇔ (v), (vii) and (ix) hold.
8. If µn > 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), l)⇔ (vi), (viii) and (ix) hold.
Also, Theorem 2.7 gives the following.
Corollary 2.1. Put a(n, k) =
n∑
j=0
ajk instead of ank for all n, k.Then,
1. If µn ≤ 1 for all n, then, A ∈
(∣∣Lφ(r, s)∣∣ (µ), bs)⇔ (i), (vii) and (ix) hold.
2. If µn > 1 for all n, then, A ∈
(∣∣∣Lφ(r, s)∣∣∣ (µ), bs)⇔ (ii), (viii) and (ix) hold.
3. If µn ≤ 1 for all n, then, A ∈
(∣∣∣Lφ(r, s)∣∣∣ (µ), cs) ⇔ (i), (iv), (vii) and (ix)
hold.
4. If µn > 1 for all n, then, A ∈
(∣∣∣Lφ(r, s)∣∣∣ (µ), cs) ⇔ (ii), (iv), (viii) and (ix)
hold.
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4. S. Demiriz and C.Çakan: Some New Paranormed Difference Sequence Spaces And
Weighted Core. Comput. Math. with Appl. 64(6) (2012), 1726-1739.
5. T. M. FLett: On an extension of absolute summability and some theorems of Little-
wood and Paley. Proc. Lond. Math. Soc. 7(1957), 113-141.
Paranormed Spaces of Absolute Lucas Summable Series and Matix Operators 273
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lp(Ê(r, s)) and l∞(Ê(r, s)). Maejo Int. J. Sci. Technol. 12(1) (2018), 70-78.
16. V. Karakaya, A. K. Noman and H. Polat: On paranormed λ-sequence spaces of
non-absolute type. Math. Comp. Model. 54(5) (2011), 1473-1480.
17. T. Koshy: Fibonacci and Lucas numbers with applications. 51, John Wiley and Sons,
2011.
18. I. J. Maddox: Some properties of paranormed sequence spaces. J. London Math. Soc.
2 (1969), 316-322.
19. I. J. Maddox: Paranormed sequence spaces generated by infinite matrices. Math.
Proc. Cambridge Philos. Soc. 64 (1968), 335-340.
20. I. J. Maddox: Spaces of strongly summable sequences. Q. J. Math. 18 (1947), 345-355.
21. E. Malkowsky and V. Rakocevic: On matrix domains of triangles. Appl. Math.
Comput. 189(2) (2007), 1146-1163.
22. E. Malkowsky and V. Rakocevic: An introduction into the theory of sequence space
and measures of noncompactness. Zbornik radova (Beogr). 9(17) (2000), 143-234
23. M. Mursaleen: Applied Summability Methods. Springer, Heidelberg, 2013.
24. R. N. Mohapatra and M. A. Sarıgöl: On matrix operators on the series spaces∣∣N̄θp ∣∣k. Ukrainian Math. J. 69(11) (2018), 1524-1533.
25. M. A. Sarıgöl: Spaces of Series Summable by Absolute Cesàro and matrix operators.
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