In this paper, the time series analysis method and the improved recursive least square parame-ter estimation method are used to realize the short-term forecasting of daily load and monthly load of elec-tric power system based on ARMA model. The method makes up for the shortage of weighted least square method, which guarantees the robustness and convergence speed of the algorithm. It has the characteristics of clear physical concept, small calculation amount and good numerical stability. Simulation results show that the algorithm has good prediction accuracy and can be satisfied with the results.
Introduction
Nowadays, with the rapid increase of the scale of power grid, the stability of the power grid is getting more and more attention. The load fluctuation of power system plays an important role in the stability of power system. Although the user has a certain law, but it is affected by climate change, price policy, equipment accident or overhaul, big holidays, social conditions, the occurrence of random events and other factors. The short-term load forecasting of electric power system, is ahead of a few hours to a few days and months to predict the load of the power system, can be used to determine the generation scheme of power plant, unit maintenance arrangements and guidance of economic operation, but also is the foundation to realize the real-time control and safety monitoring of power system (Gu, 2002) .
The load fluctuation of power system can be divided into two kinds, which are deterministic and stochastic, and the power system load can be divided into two parts, the deterministic trend and random load. The trend part of the load is periodic, and the random part can be considered as a stationary sequence. The modeling and forecasting of the trend partial load are mainly adopted by polynomial and trigonometric function or neural network. ARMA model can be used to model and forecast the random part. There are three basic forms of ARMA model: Auto Regressive Model (AR), moving average model (MA) and mixed model (ARMA) (Luo, 2002) .
In this paper, based on the ARMA model, the model is modified by the recursive least square method, and the short term load forecasting method of power system is established (Lin, 2006) . The recursive least squares method for state estimation method is to estimate the data as the initial value of next time estimation by using a moment ago based on the more able to reflect the dynamics of the power system, is conducive to the power system of tracking. This method overcomes the shortcoming of using weighted least squares method, providing a more reliable initial value, the data is not in the process of calculation deviation from the true value, helps to ensure convergence, robustness and convergence speed of the algorithm, has a clear physical conception and a small amount of calculation and good numerical stability. Simulation results show that the algorithm has good prediction accuracy and can be satisfied with the results. past and present value of the linear combination of the interference prediction, since the mathematical formula for the regression model: (1 )
Stationary conditions: stable under any circumstances.
Where: the order of the model;（j=1, 2, ⋯, q）is the coefficients for the model; is the error; is stationary time series. Which, wj (j=1, 2, ⋯, q) is the coefficients of model, et is a zero mean disturbance term variance is not zero.
ARMA models:
Autoregressive models and moving average model portfolio constitute a stationary random process used to describe the autoregressive moving average model ARMA, mathematical formula is:
Then:
et is zero mean white noise variance is not zero, Φi(i=1,2,⋯,p) and Wj(j=1,2,⋯,q) is the coefficients of the model. It should be noted that the power system load change is a non-stationary random process, it has a certain growth trends and cyclical, in order ARMA model can be used to describe, it should define a difference operator (Yang, 2002 
Covariance: 
Therefore, the order of the model variables by testing the autocorrelation function and partial autocorrelation function to determine. For the AR model, the partial correlation function Φkk is censored. For the P-order AR model, the partial correlation function Φkk = 0 (k> p). So when calculated Φkk = 0, you can determine the order of the model as P = k-1.
For the MA model, autocorrelation function ρk is censored. For the q-order MA model, and its autocorrelation function ρk=0 (k> q). So if obtained ρk = 0, it can determine the order of the model is q = k-1.
The estimated model parameters
Since the operation state of the power system is dynamic, only the time interval is short enough to be regarded as static. If the power system can track slow changes by the state variables of a period of time as the initial sampling period to estimate the state variables of a value, to ensure the stability
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of the initial value, its effect is better than static estimation, called tracking estimation method. The method is based on the least square estimation of the two time period before and after the system, which can be written as the objective function:
Among them, the 
The above can be written as the total objective function:
The first Time recursive valuation should satisfy the conditions of
By using the matrix inversion lemma, the recursive formula is processed in some form, so that it can be the same as that of the conventional dynamic random sequence: (23) is the calculation formula of the least square recursive estimation of power system, which is called the recursive least square estimation. The idea of recursive algorithm is to obtain a new data, according to the new data on the original estimate to be modified, the new estimator is improved, rather than the new data to the old data inside the re calculation. The recursive state estimation can obtain the correct estimate of the state variable without a priori knowledge. The recursive state estimation is to use the estimated value of the previous moment as the initial value of the last time, and to improve the reliability and stability of the initial value in the state estimation. In normal operation, the running state of each moment is relatively stable, network load, parameters of small fluctuation, state estimation algorithm for fast convergence, very favorable for the detection and identification of bad data, reduce the detection and identification of time. Using the Eviews software to research the power load for the year of correlation analysis, since the rapid decay of the correlation coefficient is 0.
Arma Model For Power System Load Forecasting

Determination of model order
Application of the above method to get daily load forecasting ARMA model:
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In formula，L(t) is t load for the first time，Φ1，…，Φ11 is autoregressive coefficient, et is random noise, T is number of hours (T = 24 or 48 or 96)，then the first time the relative error of t:.
Try AR (7), MA (1), we use static prediction, the actual forecasting results shown in Table 1 . 
Results of month load forecasting
Load forecast during the month, using the following ARMA model: In formula，Lmonth(n) is the electricity consumption of n month, Φ1，…，Φ5 is Autoregressive coefficient, en is random noise. As shown the actual prediction.
Conclusion
From the above daily and monthly load forecasts can be seen, the use of load forecasting ARMA model is a more effective method. In particular, the improved recursive least square method to estimate the parameters not only improves the forecast accuracy but also robustness the model increased.
