The problem of predicting future cycles of the sunspot number is physically significant. Recently, a number of authors have made complex systems analyses ("chaos") of the set of monthly Wolf sunspot numbers. Each of these analyses revealed the presence of low-dimensional deterministic behavior, and some of the papers applied the techniques of nonlinear prediction to predict future sunspot numbers. All of these papers analyzed filtered or smoothed sunspot number sets derived from the monthly Wolf sunspot numbers. Here, we have performed the same type of analysis on the raw (e.g., unfiltered) monthly sunspot number data set and on data sets derived from it, in particular, an "unrectified" set with a 22-year period. We find no evidence that the sunspot numbers are generated by a low-dimensional deterministic nonlinear process; further, by considering suitably constructed surrogate data sets (Theiler et al., 1991) , we show that filtering techniques can give some spurious evidence for the presence of deterministic nonlinear behavior. Consequently, any predictions based on the assumption of such a process are not significantly better than those from linear stochastic models (Casdagli, 1991) .
Introduction
Sunspots have been recorded for millennia. There are Chinese oracle bones dating from before 1000 B.C. which record sunspots [Hsü, 1972] . The current record of monthly sunspot numbers dates to 1749; Schwabe recognized in 1843 that there is a cycle of approximately 11 years [1970] . In 1848, Wolf introduced the sunspot-relative numbers as a measure of these sunspots [Wolf, 1868] . Sunspots are a relative measure of solar activity, so it is useful to monitor and predict them [McNish and Lincoln, 1949; King-Hele, 1963; Gleissberg, 1971; White, 1978; Wood, 1980; Kapoor and Wu, 1982] . For instance, an incorrect prediction of the solar cycle may have contributed to the premature death of the Skylab satellite, as the density of air at the height at which Skylab was operating varies with the solar cycle; predictions of future satellite trajectories would be improved with foreknowledge of the solar cycle [Walterscheid, 1989] . Sunspots may also be correlated with weather: the "Maunder minimum" (from 1645 to 1715) when few sunspots were sighted [Maunder, 1922; Eddy, 1976] corresponds to the coldest part of the "Little Ice Age".
The sunspot cycle does not admit a linear analysis; that is, it is not just a combination of periodic signals. The development of new concepts and techniques in nonlinear systems theory has produced additional methods of analysis. The assumption that the sunspot numbers are the result of a deterministic low-dimensional nonlinear process and subsequent analysis of various data sets derived from the monthly Wolf number set have been made by Kurths (1987) and by Ajmanova and Makarenko (1988) (referenced in the work by Kurths and Ruzmaikin [1990] ), Mundt et al. [1991] , Hogenson [1992] , Casdagli et al. [1991a] , and Casdagli [1991] . Kurths and Ruzmaikin [1990] , Mundt et al. [1991] , Theiler et al. [1991] , Casdagli et al. [1991a] , Casdagli [1991] , and Hogenson [1992] make predictions of future sunspot cycles using nonlinear techniques. None of the previous work has application to the basic problem of predicting the raw monthly Wolf numbers, and only Hogenson [1992] tries to predict the smoothed monthly sunspot numbers. Kurths and Ruzmaikin [1990] , Casdagli et al. [1991a] , Casdagli [1991] , and Theiler et al. [1991] deal with the yearly sunspot numbers while Mundt et al. [1991] apply a very long period filter to the raw monthly Wolf numbers and predict from that set.
Complex behavior can come from two sources: first, a stochastic system which manifests a very large number of degrees of freedom, and second, a nonlinear system with a small number of degrees of freedom. With sufficient data from a nonlinear system, even if only from one dynamical variable, some basic properties of the system (number of degrees of freedom, rate of nonlinear divergence) can be estimated; see the excellent reviews by Gershenfeld [1987] and Eubank and Farmer [1990] . Further, even in the absence of the underlying evolutionary equations, short term predictions of the observable can be made [Farmer and Sidorowich, 1988; Casdagli, 1989; Casdagli et al., 1991a] . These properties and predictions only have value if the nonlinear analyses are made correctly, and as we will show, there are sometimes subtle pitfalls.
We will discuss various data sets in section 2. A brief elucidation of the nonlinear systems analysis which we will employ forms section 3. In section 4, we will describe the results of our analyses of the various data sets and discuss the problems both of noise reduction and of the effects of noise reduction. We conclude this paper by summarizing our findings, comparing them to previous work, and pointing out their implications.
Data Sets
The basic data set is the monthly mean Wolf sunspot numbers, hereinafter referred to as the "raw" sunspot numbers. These numbers (Ri, available on line from the National Space Science Data Center) extend back to 1749; at the current time there are roughly 2900 values in the set. Because the Wolf algorithm was developed in 1848, the values from before that year must be viewed skeptically [see Eddy, 1976] . Regrettably, the analytical methods are data intensive, forcing us to use all values.
From the raw sunspot numbers, we can construct a number of other data sets. First, one makes the smoothed monthly sunspot numbers via a centered 12-month average [Waldmeier, 1961] ; we refer to this set as the "smoothed" sunspot numbers. As pointed out by Bracewell [1986] , the reversals of magnetic polarity of sunspot pairs imply that the sunspot cycle actually has a 22-year period. Consequently, we make the "unrectified" sunspot number set by (essentially) alternating the signs of the sunspot numbers each solar cycle. The detailed process is as follows: first we find the minima of the smoothed monthly sunspot number set. Those minima become our first guess for the times where the sign of the sunspot numbers changes (the antirectification points). A trial unrectified set is made, and that set is then smoothed via the same centered 12-month averaging process. The zero crossings of the smoothed set are the second guess for the antirectification points. A new trial unrectified set is made from the original raw sunspot number set; and this process is repeated until the set of antirectification points is stable (four iterations). In Figure  1 we show the Fourier spectra for the raw and unrectified sunspot numbers. Note the presence of a 5.5-year period in the raw sunspot spectrum that has neither a 5.5-year nor an 11-year period counterpart in the unrectified sunspot spectrum, indicating clearly that it is an artifact of the rectification process. Hence, on the basis of both the physical magnetic reversals and the spectral evidence, we suggest that the unrectified sunspot number set is actually the fundamental data set. From the unrectified sunspot numbers, we make the "smoothed unrectified" sunspot numbers via the centered 12-month average (see above). Figure 2a shows the time series for both the unrectified and the smoothed unrectified sunspot numbers. The smoothed unrectified time series is displaced up by 100 for clarity. We will also analyze some test data sets for the purposes of comparison.We construct surrogate data sets that have the same statisticalproperties as some of the sets described above but that are known to bestochastic. These surrogates are used as null tests of the hypothesis that Fig. 1 . Fourier amplitudes for the unrectified sunspot data and the raw sunspot data. The presence of the 5.5-year peak in the raw sunspot data and the absence of either a 5.5-or an 11-year peak in the unrectified data indicates clearly that it is an artifact of rectification, and is evidence that the unrectified sunspot data may be more physically fundamental. Theiler et al. [1991] , we construct a surrogate data set which has (nearly) the same Fourier spectrum and has the same distribution of amplitudes as a given set (their algorithm II). The surrogates are nonlinear static transformations of a linear stochastic process. We make surrogate data sets for the raw sunspots ("surrogate raw") and for the unrectified sunspots ("surrogate unrectified"). We also make the "smoothed surrogate raw" sunspot numbers and the "smoothed surrogate unrectified" sunspot numbers via the centered 12-month average (see above). Figure 2b shows the time series for both the surrogate unrectified and the smoothed surrogate unrectified sunspot numbers. As in Figure 2a , the smoothed surrogate unrectified time series is displaced up by 100 for clarity. Finally, we construct a data set based on the Rössler attractor [Rössler, 1976] . Like the sunspot number data sets, the motion on the Rössler attractor is "noisily periodic" [Lorenz, 1980] , in the sense that the power spectrum contains a well defined peak. This set consists of 2900 points spanning 11 cycles. The Rössler attractor is known to exhibit low-dimensional nonlinear behavior ("chaos"); as such, it forms a positive test of the hypothesis that lowdimensional deterministic behavior is exhibited. Our choice of this set is to determine whether or not the small size of the sunspot data set (as measured in terms of both the number of data points and the number of cycles) is a significant factor in the analysis.
Complex Systems Analysis
In most experimental situations one does not know a priori the path of the system through phase space. In many cases the experimenter only has a time series representing the evolution of a single quantity, which may or may not be one of the dynamical variables of the system. Fortunately it is possible to reconstruct an equivalent phase space from the time history of a single variable, by the method of time delays [Packard et al., 1980; Takens, 1981] . One uses the original time series to create a set of DE-dimensional vectors, whose components are just time-delayed values of the original time series [see Packard et al., 1980] . Takens [1981] proved that for an attractor of dimension D the reconstruction will reproduce the dynamical measures of the attractor as long as DE > 2D+1, but in many cases DE > D will work [Mañé, 1981] . For most purposes, the time delay τ is chosen so that the components of the vectors are as independent as possible.
The most common method for estimating the dimension of a strange attractor is the correlation integral given by Grassberger and Procaccia [1983] . We define the correlation integral as
where Θ is the Heaviside function and is the Euclidean norm. Once the correlation integral has been found, the correlation dimension can be estimated by 
In practice one only has a finite amount of data so the limit is replaced by
e.g., the change of log C(r) versus the change of log r. The range of r over which the slope is constant is called the scaling region of the correlation integral; if the value of the constant slope is independent of embedding dimension for sufficiently large DE, one obtains an estimate for the correlation dimension. There are minor variations on the basic Grassberger and Procaccia formula (see, for example, Termonia and Alexandrowicz [1983] ), but the results are generally independent of the formula employed. Theiler [1986] has shown that the inclusion of pairs with |i − j| · δt less than the autocorrelation time leads to spuriously low estimates of dimension (see also Grassberger [1986] ). A slight modification of the correlation integral will correct the effects of autocorrelation:
For W = 1 one recovers the formula of equation (1). To speed up the computations, we calculate the Theiler modified correlation integral (equation (4)) for 200 values of r ("bins") with equal spacing in log r spanning the range of values for xi − xj . Singular value decompositions (svd) have been used by numerous authors for determining various properties of strange attractors. Broomhead and King [1986] propose using a global svd to find the minimum embedding dimension. Mess et al. [1987] show that there are problems with this idea, because of curvature from the embedding process. Broomhead et al. [1987] use local svd as an estimate of the local embedding (or intrinsic) dimension, which is an upper bound on the local fractal dimension. This method does not suffer from the effects of curvature as long as the radius of the local neighborhood is kept small. Passamante et al. [1989] postulate that the average intrinsic dimension is related to the fractal dimension. The local intrinsic dimension is found by determining the number of singular values above some predetermined noise floor, and the mean value of all these local estimates gives an estimate for the fractal dimension. Choosing the noise floor can be tricky; generally one does the calculation for several different noise floors and compares the results.
The m × DE embedding matrix A is given by
where δ x kn = x kn − x ref is the displacement from the reference point x ref , the points { x kn , n = 1, m} are the m nearest neighbors to the reference point, and x ℓ is the first component of the reference point. For a local svd, m is the number of nearest neighbors to the reference point, over which the curvature of the attractor is assumed negligible. If m is chosen too large, the local dimension will be overestimated due to the effects of curvature, while if m is chosen too small, noise may dominate and the dimension estimate may be inaccurate. In test cases, m ≈ DE to 2DE seems to work well. As above, when choosing nearest neighbor points, one should not choose points on the same trajectory which are too close to the reference point. If all m points lie on the same trajectory, the dimension will locally appear to be 1. Note that the svd method has two major advantages over the correlation integral method. First, since it is less sensitive to the choice of delay, one can always choose the delay to be 1. Second, because the svd method uses the local neighborhood, it is also less sensitive to the convolution and resultant curvature that occurs in large dimensional embeddings; in previous uses of the svd method, large embedding dimensions have been successfully The singular values are most easily calculated in terms of the covariance matrix A T A; the singular values are just the square roots of the eigenvalues of the covariance matrix. We have chosen an eigenvalue ratio (largest to least significant) of 50, and a Theiler W equal to the first zero crossing of the autocorrelation function. The number of significant eigenvalues is averaged over all reference points. The results are shown as an average value versus the number of neighbors in the ball. If the svd dimension becomes independent of the number of neighbors for sufficiently large m, one obtains an estimate for the fractal dimension. On the other hand, for a purely stochastic data set the svd dimension increases with the number of neighbors (slope 1; see Figure 4 ). The same parameters and method yield a good value for the dimension of a "noisily periodic" test data set, the Rössler attractor. The Rössler results are fairly independent of the choices of W and the eigenvalue ratio; see also Passamante et al. [1989] .
Results
The sunspot number sets are strongly periodic: the largest spectral amplitude is a factor of 3 or more larger than the other amplitudes, and this is reflected in the periodicity of the autocorrelation function. For such signals, a sufficiently good choice for an embedding delay is the time of the first zero crossing of the autocorrelation function [Holzfuss and Mayer-Kress, 1986 ], typically about one quarter of the dominant period. We use the same choice for the Theiler W parameter; all our results are fairly insensitive for arbitrary choices of either parameter in a range about the first zero crossing time.
We have calculated the correlation integral (equation (4)) for the unrectified, smoothed unrectified, raw, smoothed, surrogate unrectified, smoothed surrogate unrectified, surrogate raw, and smoothed surrogate raw data sets. From the correlation integrals, we have calculated the log C-log r slopes by finite difference between bins. To improve the legibility of the plots, the slopes are averaged over 11 bins; this does not alter our results. Ruelle [1990] has shown that there is a rough upper bound to a credible dimension estimate based on the number of points N in the data set, Dmax ≤ 2 log N . If the data set is oversampled, this rule of thumb overestimates the maximum credible dimension for a given length data set; a more correct estimate would be 2 log[N/τ ], where τ is the typical time scale of the data. For a data set of length N = 2900 and a time scale τ = 66, one has Dmax ≈ 3.3; note that this limit applies for dimension estimates based on all methods. As this is a rough upper bound, we have plotted only those slopes less than 7. Figures  3a-3d show the correlation integral slopes for the unrectified, smoothed unrectified, surrogate unrectified, and smoothed surrogate unrectified data sets (respectively.) Due to our choice of the Euclidean metric, our results scale as r over the square root of the embedding dimension. The slopes were calculated for all values DE from 5 to 19; for clarity, Figures 3a-3d show the slopes for odd values of DE.
There is clearly no region for any of the data sets where the slopes converge to a constant value with increasing embedding dimension. If one strains credibility to the utmost, a constant slope region might be found in the smoothed unrectified data set, but this region is only about 1/6 of a decade in width. Similar results are obtained for the raw data sets (raw, smoothed, surrogate raw, smoothed surrogate raw). We are led to the conclusion that these tiny scaling regions are not due to the existence of lowdimensional behavior but rather are an artifact of the smoothing process; see the discussion in section 5. The correlation integral method does not give any positive indication for the presence of a low-dimensional attractor in the sunspot data. We however note that the correlation integral slopes for the sunspot data sets are less than those for the associated surrogate data sets, which are in principle bounded only by the embedding dimension DE. This would indicate that the sunspot data sets may not be completely stochastic, in the following sense. If the sunspot data were composed of both a (dominant) stochastic component and a (minor) deterministic component, then they would indeed have more order than a fully stochastic set, even though they were still largely stochastic.
In an attempt to determine if the lack of any convergence region of the slope of the correlation integrals is due to the limited number of cycles in the data sets, we have computed the correlation integral (equation (4)) for the Rössler attractor test data set (2900 points, 11 cycles). We find evidence of low-dimensional behavior. This is not a conclusive test of the hypothesis, as the Rössler system has a dimension of about 2 while the sunspot data may be of higher dimension and thus require more cycles for resolution. However, we feel confident in stating that the sunspot number data imply that if there is an underlying nonlinear deterministic process, it has a dimension greater than 3.
We have also done dimensional determination via the method of singular value decomposition. We have chosen an eigenvalue ratio (largest to least significant) of 50. In order to check convergence as a function of embedding dimension, we have calculated the svd dimension as a function of DE = 6, 9, 12, 15, 20, and 30 for all data sets. Figure 4a shows the svd dimension as a function of the number of nearest neighbors m for the unrectified data set, and Figure 4b surrogate unrectified (open circles) data sets. The bars have a half-height equal to the rms deviation about the mean values. We note three significant results. First, the unsmoothed data set svd dimensions never saturate. Second, the smoothed data set svd dimensions do saturate at a value of about 4.6. Third, there are only statistically insignificant differences between the unrectified data set svd dimensions and the surrogate unrectified data set svd dimensions, and between the smoothed unrectified data set svd dimensions and the smoothed surrogate unrectified data set svd dimensions. Similar results occur for the rectified data sets, except that the smoothed data set svd dimension saturates at a value of about 5.6, which is conceptually plausible since the rectification process essentially puts an extra fold in the manifold.
It is again possible that the small number of cycles is responsible for the lack of saturation of the svd dimension, although for the Rössler data set, 11 cycles (compare to the unrectified sunspot data) are sufficient to show low dimensional behavior. Again, this is not a conclusive test of this hypothesis, as the Rössler system has a dimension of about 2 while the sunspot data may be of higher dimension and thus require more cycles for resolution. However, in light of the results shown in Figure 4 , the sunspot number data imply that if there is an underlying nonlinear deterministic process it has a dimension greater than 9, a substantially higher lower bound than was found from the correlation integral method.
We draw two important conclusions from these svd results. First, since the svd dimensions of the sunspot data sets and of their surrogates are indistinguishable, we conclude that the sunspot data sets are basically stochastic, in the sense that they are composed of a dominant stochastic signal and a minor deterministic signal (but see above), although we admit the possibility that the small number of cycles in the data set prevents the resolution of deterministic behavior. Second, we see that the centered running 12-month averaging process can make even a stochastic data set appear to have a finite dimension. Thus one must be very wary of results derived from data sets which are smoothed or filtered. This result is not new [Badii and Politi, 1986; Badii et al., 1988; Mitschke et al., 1988] but has relevance to all previous nonlinear analyses of the sunspot number data set. Linear filtering (of which averaging is one method) of the sunspot data set has been invoked as a necessity to reduce the noise (purely stochastic signal) and so reveal the deterministic signal. As we have shown, it can lead to results which are without credibility. There are nonlinear methods of noise reduction Sidorowich, 1988, 1991; Kostelich and Yorke, 1988; Eubank and Farmer, 1990; Casdagli et al., 1991b] , but it turns out to be extremely difficult to remove noise directly from a signal in the absence of the underlying equations of evolution or map.
However, the technique of statistical noise reduction can be used to make a statistical reconstruction of the attractor which has the same global properties (namely, dimensions, entropies, Lyapunov exponents) as the underlying attractor [Eubank and Farmer, 1990; Sidorowich, 1988, 1991] . This technique can be remarkably successful; as a test we have recovered the properties of a system whose signal had an added component which was a Gaussian random number with rms amplitude scaled to be 10% of the rms of the original signal. The drawback to this technique is that it is statistical and so requires a large amount of data. We have attempted to use the technique of statistical noise reduction to make a statistical reconstruction of the attractor underlying the sunspot data. We were unable to successfully do so, once again because of the relatively small size of the data set.
Conclusions
We have subjected the sunspot number set to yet another nonlinear analysis. Our analysis differs from the previous analyses in two fundamental ways. First, we have dealt with the monthly Wolf sunspot number set itself, while all previous authors have dealt with filtered sets, either the smoothed monthly sunspot numbers [Hogenson, 1992] , the yearly sunspot numbers (Kurths and Ajmanova and Makarenko, cited by Kurths and Ruzmaikin [1990] ; Casdagli et al. [1991a] ; Casdagli [1991]; and Theiler et al. [1991] ) or a number set constructed by applying a very long period filter [Mundt et al., 1991] . (Note that the yearly sunspot data set is essentially the same as taking every twelfth element from the smoothed monthly sunspot set.) Second, we have found no evidence for the presence of a low-dimensional nonlinear process in the sunspot numbers.
We have attempted to calculate estimates of the fractal dimension for the monthly Wolf sunspot number set and for a number of related sets. We argue both on physical grounds and from inspection of the Fourier spectra that the usual Wolf sunspot numbers are actually a rectified signal, and so we reconstruct the unrectified signal. To provide data sets which give a test of the possibility that the sunspot numbers are only realizations of stochastic processes, we constructed surrogate data sets according to the algorithm of Theiler et al. [1991] . Finally, to test the effect of filtering, we have constructed smoothed surrogate data sets. For each of these data sets, we computed, first, the correlation integral and its slope and, second, the averaged svd dimension. Only for the smoothed data sets is there any evidence of a lowdimensional attractor, and it is not conclusive; further, since that evidence cannot distinguish between the smoothed data set and the smoothed surrogate data set, we must reject it as well. Further, these results show that filtering can make a stochastic process appear low dimensional, thus calling all previous results into question.
We do not rule out the possibility that the underlying process which generates the sunspot number set is both low dimensional and nonlinear (as opposed to being stochastic). The data set at present represents a very small number of cycles (roughly 11 for the unrectified sunspot numbers) and so might barely begin to reveal any underlying attractor. Based on comparisons with results from calculations done on a data set derived from the Rössler attractor [Rössler, 1976] , we believe that if the sunspot number set results from a lowdimensional process, the fractal dimension of that process is not less than 3.
Previous authors have found estimates for the fractal dimension in the range from 2 to 3. Mundt et al. [1991] find a dimension of 2.2 for the heavily filtered set; note, however, that their Figure 7 (8) does not show a saturation of correlation (information) dimension with increasing embedding dimension. Hogenson [1992] finds a dimension of 2.5 for the smoothed monthly sunspot number set. The authors who deal with the yearly sunspot number set and do find a dimension (Kurths and Ajmanova and Makarenko, cited by Kurths and Ruzmaikin [1990] ) give a value of roughly 2.5. Note that the more heavily filtered the sunspot numbers are, the lower the apparent dimension, as one would intuitively expect. Filtering has been invoked to reduce the obviously noisy character of the monthly sunspot numbers. However, we have shown that straightforward linear filtering can also make a stochastic signal appear to be low-dimensional, so one cannot eliminate the possibility that the sunspot numbers are the result of a stochastic process with a "noisily periodic" component. Further evidence for this contention is the finding of Casdagli [1991] that predictions for future yearly sunspot number cycles made with nonlinear techniques are not substantially better than predictions made using either linear or nonlinear stochastic models. However, Casdagli offers an alternate hypothesis that the yearly sunspot numbers may be the result of a highdimensional dynamical process. Theiler et al. [1991] show that nonlinear predictions of yearly sunspot numbers are statistically better than for stochastic surrogate data sets, in accord with our findings for the correlation integral. If the yearly sunspot numbers are the result of a high-dimensional dynamical process, then nonlinear prediction methods would reveal greater predictability for that set than for a surrogate stochastic set, while the dimension algorithms would be unable to extract results which distinguished the two sets. Hence, taken together, these findings hint that the yearly sunspot numbers might be the result of a high-dimensional dynamical process. Since the yearly sunspot numbers result from a smoothing/filtering of the monthly sunspot numbers, this would imply that the monthly sunspot number set is of even greater dimension. Finally, note that nonlinear noise reduction techniques do not work due to the insufficient size of the data set.
In conclusion, we have demonstrated that there is as yet no conclusive evidence that the monthly Wolf sunspot number set is the result of a low-dimensional nonlinear process. We do not rule out the possibility that the monthly sunspot numbers are "chaotic", but have placed a firm lower bound on the fractal dimension of the system, D > 3. We personally feel that based on calculations of the svd dimension, D is much greater than 3. Finally, we have shown that filtering can make stochastic data sets appear to be low dimensional, thus calling into doubt previous results based on filtered sunspot data.
