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THE NUMBERS OF PERIODIC ORBITS OF HOLOMORPHIC
MAPPINGS HIDDEN AT FIXED POINTS
GUANG YUAN ZHANG
Abstract. Let ∆2 be a ball in the complex vector space C2 centered at the
origin, let f : ∆2 → C2 be a holomorphic mapping, with f(0) = 0, and let
M be a positive integer. If the origin 0 is an isolated fixed point of the M th
iteration fM of f, then one can define the number OM (f, 0) of periodic orbits
of f with period M hidden at the fixed point 0, which has the meaning: any
holomorphic mapping g : ∆2 → C2 sufficiently close to f in a neighborhood
of the origin has exactly OM (f, 0) distinct periodic orbits with period M near
the origin, provided that all fixed points of gM near the origin are all simple.
It is known that OM (f, 0) ≥ 1 iff the linear part of f at the origin has
a periodic point of period M. This paper will continue to study the number
OM (f, 0). We are interested in the condition for the linear part of f at the
origin such that OM (f, 0) ≥ 2.
For a 2 × 2 matrix A that is arbitrarily given, the goal of this paper is to
give a necessary and sufficient condition for A, such that OM (f, 0) ≥ 2 for all
holomorphic mappings f : ∆2 → C2 such that f(0) = 0, Df(0) = A and that
the origin 0 is an isolated fixed point of fM .
1. Introduction and the main Theorem
We denote by Cn the complex vector space of dimension n and by O(Cn, 0, 0)
the space of all germs of holomorphic mappings f from a neighborhood of the origin
0 in Cn into Cn such that
f(0) = 0 (0 denotes the origin).
Let
f(z) = λz + higher terms,
be a germ in O(C, 0, 0). Then 0 is a fixed point of f and for each m ∈ N (the set
of positive integers), the m-th iteration fm of f is well defined in a neighborhood
of 0. fm is defined as f1 = f, f2 = f ◦ f, . . . , fm = f ◦ fm−1, inductively.
If λ = f ′(0) is a primitive m-th root of unity, then it is well known in the theory
of one variable complex dynamics [10] that either fm(z) ≡ z, or there exist an
α ∈ N and a constant a 6= 0 such that
fm(z) = z + azαm+1 + higher terms,
and in the later case, 0 is an isolated fixed point of fm and one can split this fixed
point into one fixed point and α periodic orbits by small perturbations. More pre-
cisely, there exists a sequence of holomorphic functions fk converging to f uniformly
in a neighborhood of the origin so that fk(0) = 0 and each fk has α distinct periodic
orbits of period m converging to the origin, and α is the largest integer with this
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property. Note that f itself has no periodic orbit of periodm in a neighborhood of 0.
The number α then can be interpreted to be the number of periodic orbits of period
m of f ”hidden” at 0. Some authors call this phenomenon that f has α virtual pe-
riodic orbits of period m at 0 (see [3]). This number α will be denoted by Om(f, 0).
Here, a periodic orbit of fk of period m means a set E = {p1, p2, . . . , pm} ⊂ B
with cardinality m such that fk(p1) = p2, fk(p2) = p3, . . . , fk(pm−1) = pm and
fk(pm) = p1. A point is called a periodic point of period m if and only if it is
contained in a periodic orbit of period m.
In higher dimensional cases, there are similar phenomena, but things are far
more complicated. Now, let f ∈ O(Cn, 0, 0) and let M ∈ N. Then there is a small
ball B centered at 0 so that the M -th iteration fM of f is well defined in B. If, in
addition, 0 is an isolated fixed point of fM then we may make B even smaller so
that 0 is the unique fixed point of fM in B and then define OM (f, 0) to be
max
{
m;
there exists a sequence fk ∈ O(Cn, 0, 0) uniformly converging to f in
B such that each fk has m distinct periodic orbits of period M in B.
}
It is clear that in this definition, all periodic orbits of period M of fk located in B
converge to 0 uniformly as k →∞. Therefore, this definition is independent of B.
The number OM (f, 0) is a well defined integer, and the definition for OM (f, 0)
agrees with that in the case n = 1. In next section, we shall give another equivalent
definition of the number OM (f, 0) and give some examples for understanding this
number.
The following theorem is proved by the author in [14].
Theorem 1.1. Let f ∈ O(Cn, 0, 0) and assume that the origin is an isolated fixed
point of fM . Then, OM (f, 0) 6= 0 if and only if the linear part of f at 0 has a
periodic point of period M.
The term “linear part” indicates the linear mapping l : Cn → Cn,
l(x1, . . . , xn) = (
n∑
j=1
a1jxj , . . . ,
n∑
j=1
anjxj),
where
(aij) = Df(0) =
(
∂fi
∂xj
)∣∣∣∣
0
is the Jacobian matrix of f = (f1, . . . , fn) at the origin. If M > 1, then by Lemma
3.7, the linear part of f at 0 has a periodic point of period M if and only if the
following condition holds.
Condition 1.1. Df(0) has eigenvalues λ1, . . . , λs, s ≤ n, that are primitive m1-
th,..., ms-th roots of unity, respectively, such that M is the least common multiple
of m1, . . . ,ms.
Thus, if M > 1, by the above theorem, OM (f, 0) ≥ 1 if and only if Condition
1.1 holds. This gives rise to the following problem.
Problem 1.1. Assume that Condition 1.1 holds. Under which additional condition
for Df(0), one must have OM (f, 0) ≥ 2?
In this paper, we study this problem for the case n = 2, and our goal is to prove
the following theorem.
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Theorem 1.2. Let M > 1 be a positive integer and let A be a 2 by 2 matrix. Then
the following two conditions (A) and (B) are equivalent:
(A) For any holomorphic mapping germ f ∈ O(C2, 0, 0) such that Df(0) = A
and that 0 is an isolated fixed point of both f and fM ,
OM (f, 0) ≥ 2.
(B) The two eigenvalues λ1 and λ2 of A are primitive m1 th and m2 th roots of
unity, respectively, and one of the following conditions holds.
(b1) A is diagonalizable, m1 = m2 =M and λ1 = λ2.
(b2) m1 = m2 =M and there exist positive integers α and β such that 1 < α <
M , 1 < β < M and
λα1 = λ2, λ
β
2 = λ1, αβ > M + 1.
(b3) m1|m2, m2 =M , and λ
m2/m1
2 6= λ1.
(b4) M = [m1,m2], (m1,m2) > 1 and max{m1,m2} < M.
Here, [m1,m2] denotes the least common multiple and (m1,m2) denotes the
greatest common divisor, of m1 and m2, and m1|m2 means that m1 divides m2.
Remark 1.1. Consider condition (b2). If in the theorem m1 = m2 = M but
λ1 6= λ2, say, λ1 and λ2 are distinct primitive M th roots of unity, then it is easy
to show that there uniquely exist positive integers α and β such that 1 < α < M ,
1 < β < M and
(1.1) λα1 = λ2, λ
β
2 = λ1.
The proof is left to the reader.
(1.1) implies that λαβ1 = λ1, and then by the property of primitive M th roots of
unity, one can see that αβ = kM + 1 for some positive integer k. Condition (b2)
just permits k > 1.
This paper is arranged as follows. In Section 2, we shall give another equivalent
definition of the number OM (f, 0) and give two examples for understanding this
number. Sections 3–7 are aimed to prove the main theorem. In Sections 3 and
4, we shall introduce some known results and prove a few consequences. Then, in
Section 5, we shall apply Cronin’s theorem to compute zero orders of some germs in
O(C2, 0, 0). After these preparations, the proof of the main theorem will be given
in the last two sections.
2. Another Definition of OM (f, 0) via Dold’s Indices and Some
Examples
Let f ∈ O(C2, 0, 0). Then each component of f can be expressed as a power
series at the origin. All power series in this paper will be assumed to be convergent
in a neighborhood of the origin.
If p is an isolated zero of f, say, there exists a ball B centered at p such that f
is well defined on B and that p is the unique solution of the equation f(x) = 0 (0
is the origin) in B. Then we can define the zero order (or multiplicity) of f at p by
pif (p) = #{x ∈ B; f(x) = q},
where q is a regular value of f such that |q| is small enough and # denotes the
cardinality. pif (p) is well defined (see [9] or [12] for the details).
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If the origin 0 is an isolated fixed point of f, then 0 is an isolated zero of the
germ id−f ∈ O(C2, 0, 0), which puts each x near the origin into x−f(x), and then
the fixed point index of f at 0 is well defined by
µf (0) = piid−f (0).
If 0 is a fixed point of f such that id− f is regular at 0, say, the Jacobian matrix
Df(0) of f at 0 has no eigenvalue 1, then 0 is called a simple fixed point of f. A
simple fixed point of a holomorphic mapping has index 1 by the inverse function
theorem (see Lemma 3.1). By the definition, it is clear that
µf (0) = piid−f (0) = pif−id(0).
If the origin 0 is a fixed point of f, then for any m ∈ N, the m-th iteration fm
is well defined in a neighborhood Vm of 0. If for some M ∈ N, the origin 0 is an
isolated fixed point of both f and fM , then for each factor m of M, 0 is an isolated
fixed point of fm as well and the fixed point index µfm(0) of f
m at 0 is well defined.
Therefore, we can define the (local) index as in A. Dold’s work [6]:
(2.1) PM (f, 0) =
∑
τ⊂P (M)
(−1)#τµfM:τ (0),
where P (M) is the set of all primes dividing M, the sum extends over all subsets
τ of P (M), #τ is the cardinal number of τ and M : τ =M(
∏
p∈τ p)
−1. Note that
the sum includes the term µfM (0) which corresponds to the empty subset τ = ∅.
If M = 12 = 22 · 3, for example, then P (M) = {2, 3}, and
P12(f, 0) = µf12(0)− µf4(0)− µf6(0) + µf2(0).
The formula (2.1) is known as the Mo¨bius inversion formula [8] (see [14] for more
interpretations of Dold’s index).
Remark 2.1. (1) By Corollary 3.5,
OM (f, 0) = PM (f, 0)/M.
(2) By the definition, O1(f, 0) = P1(f, 0) = µf (0).
We denote by O(1) any holomorphic function germ at the origin, which may be
different in different places, even in a single equation; by o(|z|k), any holomorphic
function germ α defined at the origin z = 0 such that
(2.2) lim
z→0
|α(z)|/|z|k = 0,
which is equivalent to the statement that α can be expressed as a power series in
which the terms of degree ≤ k are all zero. Also, the same notation o(|z|k) may
denote different function germs in different places, even in a single equation. When
o(|z|k) denotes a germ of one variable function, we just write it to be o(zk). Thus,
o(1) = o(|z|0) means any holomorphic function vanishing at the origin.
Example 2.1. Let f ∈ O(C2, 0, 0) be given by
(x, y)→ (λ1x+ o(x), λ2y + o(y)),
such that λ1 is a primitive m1-th root of unity and λ2 is a primitive m2-th root of
unity, m1 and m2 are distinct primes, and that 0 is an isolated fixed point of the
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m1m2 th iteration f
m1m2 of f. Then there exist nonzero constants a, b and positive
integers α and β such that
fm1(x, y)T =
(
x+ axαm1+1(1 + o(1))
λm12 y(1 + o(1))
)
,
fm2(x, y)T =
(
λm21 x(1 + o(1))
y + byβm2+1(1 + o(1))
)
,
and
fm1m2(x, y)T =
(
x+ am2x
αm1+1(1 + o(1))
y + bm1x
βm2+1(1 + o(1))
)
.
Thus, considering that λm21 6= 1 and λ
m1
2 6= 1, we have by Cronin’s Theorem intro-
duced in Section 5 that
µf (0) = 1,
µfm1 (0) = αm1 + 1, µfm2 (0) = βm2 + 1,
µfm1m2 (0) = (αm1 + 1) (βm2 + 1),
and then by the formula (2.1),
Pm1(f, 0) = µfm1 (0)− µf (0) = αm1,
Pm2(f, 0) = µfm2 (0)− µf (0) = βm2,
Pm1m2(f, 0) = µfm1m2 (0)− µfm1 (0)− µfm2 (0) + 1 = αβm1m2,
and then, by Corollary 3.5,
Om1(f, 0) = α,Om2(f, 0) = β,Om1m2(f, 0) = αβ,
say
(2.3) Om1m2(f, 0) = Om1(f, 0)Om2(f, 0).
By this example, one may guess that there is a relation between the numbers
Om1(f, 0), Om2(f, 0) and Om1m2(f, 0) similar to the above equality (2.3). But see
the next example.
Example 2.2. Let k > 1 be any given positive integer and let f ∈ O(C2, 0, 0) be
given by
(f(x, y))
T
=
(
−x+ x2k+1 + xy3
e
2pii
3 y + x2y + y3k+1
)
.
We show that O2(f, 0) = O3(f, 0) = k, but O6(f, 0) = 1.
After a careful computation, we have
(2.4)
(
f2(x, y)
)T
=
(
x− 2x2k+1(1 + o(1))− 2xy3(1 + o(1))
e
4pii
3 y(1 + o(1))
)
,
(2.5)
(
f3(x, y)
)T
=
(
−x(1 + o(1))
y + 3e
4pii
3 x2y(1 + o(1)) + 3e
4pii
3 y3k+1(1 + o(1))
)
,
and (
f6(x, y)
)T
=
(
x+ xh1(x, y)
y + yh2(x, y)
)
,
with
h1(x, y) = −6x2k(1 + o(1))− 6y3(1 + o(1)),
h2(x, y) = 6e
4pii
3 x2(1 + o(1)) + 6e
4pii
3 y3k(1 + o(1)).
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We first compute µf2(0). It equals the zero order of the mapping
F (x, y) = (x, y)− f2(x, y),
and then, by (2.4) and Corollary 5.2, we have
µf2(0) = piF (0) = 2k + 1.
Similarly, by (2.5) and Corollary 5.2, we have
µf3(0) = 3k + 1.
On the other hand, 0 is a simple fixed point of f, and then by Lemma 3.1,
µf (0) = 1. Therefore, by the formula (2.1), we have
P2(f, 0) = µf2(0)− 1 = 2k,
P3(f, 0) = µf3(0)− 1 = 3k,
and then, by Corollary 3.5, we have
O2(f, 0) = P2(f, 0)/2 = k,
O3(f, 0) = P3(f, 0)/3 = k.
Next, we show that O6(f, 0) = 1. It is clear that µf6(0) equals the zero order of
the mapping
id− f6 : (x, y) 7→ −(xh1(x, y), yh2(x, y)),
and by Lemma 3.13, the zero order of id − f6 at 0 is the sum of the zero or-
ders of the four mappings putting (x, y) into (x, y), (x, h2(x, y)), (h1(x, y), y) and
(h1(x, y), h2(x, y)), which are 1, 3k, 2k and 6, respectively, by Cronin’s Theorem
and Corollary 5.2. Thus µf6(0) = 5k + 7, and then, by the formula (2.1), we have
P6(f, 0) = µf6(0)− µf2(0)− µf3(0) + 1
= 5k + 7− 2k − 1− 3k − 1 + 1,
and then P6(f, 0) = 6, and O6(f, 0) = 1.
Remark 2.2. (1). Assume that m1 and m2 are two positive integers and let f ∈
O(C2, 0, 0) such that 0 is an isolated fixed point of f [m1,m2], where [m1,m2] denotes
the least common multiple of m1 and m2. Then, by Theorem 1.1, Om1(f, 0) ≥ 1
and Om2(f, 0) ≥ 1 imply O[m1, m2](f, 0) ≥ 1.
(2). By the main theorem, when m1 and m2 satisfy certain condition (for
example, if m1 = 6 and m2 = 10), Om1(f, 0) ≥ 1 and Om2(f, 0) ≥ 1 implies
O[m1, m2](f, 0) ≥ 2.
3. Some basic results of fixed point indices and zero orders
In this section we introduce some results for later use. Most of them are known.
Let U be an open and bounded subset of C2 and let f : U → C2 be a holomorphic
mapping. If f has no fixed point on the boundary ∂U , then the fixed point set
Fix(f) of f is a compact analytic subset of U, and then it is finite (see [4]); and
therefore, we can define the global fixed point index L(f) of f as:
L(f) =
∑
p∈Fix(f)
µf (p),
which is just the number of all fixed points of f , counting indices. L(f) is, in fact,
the Lefschetz fixed point index of f (see the appendix section in [14] for the details).
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For each m ∈ N, the m-th iteration fm of f is understood to be defined on
Km(f) = ∩
m−1
k=0 f
−k(U) = {x ∈ U ; fk(x) ∈ U for all k = 1, . . . ,m− 1},
which is the largest set where fm is well defined. Since U is bounded, Km(f) is a
compact subset of U . Here, f0 = id.
Now, let us introduce the global Dold’s index. Let M ∈ N and assume that
fM has no fixed point on the boundary ∂U. Then, for each factor m of M, fm
again has no fixed point on ∂U, and then the fixed point set Fix(fm) of fm is
a compact subset of U . Thus, there exists an open subset Vm of U such that
Fix(fm) ⊂ Vm ⊂ Vm ⊂ U and fm is well defined on Vm, and thus L(fm|Vm) is well
defined and we write L(fm) = L(fm|Vm), where f
m|Vm is the restriction of f
m to
Vm. In this way, we can define the global Dold’s index (see [6]) as (2.1):
(3.1) PM (f) =
∑
τ⊂P (M)
(−1)#τL(fM :τ ).
Letm ∈ N. It is clear that, for any compact subsetK of U with ∪mj=1f
j(K) ⊂ U ,
there is a neighborhood V ⊂ U of K, such that for any holomorphic mapping
g : U → C2 sufficiently close to f, the iterations gj , j = 1, . . . ,m, are well defined
on V and
max
X∈U
|g(X)− f(X)| → 0 =⇒ max
1≤j≤m
max
X∈V
|gj(X)− f j(X)| → 0.
We shall use these facts frequently and tacitly.
We denote by ∆2 a ball in C2 centered at the origin.
Lemma 3.1 ([9]). Let f ∈ O(C2, 0, 0) and assume that the origin is an isolated
fixed point. Then
µf (0) ≥ 1,
and the equality holds if and only if 1 is not an eigenvalue of Df(0).
Lemma 3.2 ([9]). (1) Let f : ∆2 → C2 be a holomorphic mapping such that f
has no fixed point on the boundary ∂∆2. Then there exists a δ > 0 such that any
holomorphic mapping g : ∆2 → C2 with maxx∈∆2 |g(x) − f(x)| < δ has finitely
many fixed points in ∆2 and satisfies
L(g) =
∑
p∈Fix(g)
µg(p) =
∑
p∈Fix(f)
µf (p) = L(f).
(2) In particular, if 0 is the unique fixed point of f in ∆2, then for any holomor-
phic mapping g : ∆2 → C2 with maxx∈∆2 |g(x) − f(x)| < δ,
µf (0) =
∑
p∈Fix(g)
µg(p),
and if in addition all fixed points of g are simple, then
µf (0) = #Fix(g) = #{y ∈ ∆
2; g(y) = y}.
This result is another version of Rouche´’s theorem which is stated as follows.
Lemma 3.3 (Rouche´’s theorem [9]). Let f : ∆2 → C2 be a holomorphic mapping
such that f has no zero on ∂∆2. Then there exists a δ > 0 such that any holomorphic
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mapping g : ∆2 → C2 with maxx∈∂∆2 |g(x) − f(x)| < δ has the same number of
zeros in ∆2 as f, counting zero orders, say,∑
f(x)=0
pif (x) =
∑
g(x)=0
pig(x).
Corollary 3.1. Let U be a bounded open subset of C2, let M ∈ N, let f : U → C2
be a holomorphic mapping and assume that fM has no fixed point on ∂U. If f has
a periodic point p ∈ U with period M , then any holomorphic mapping g : U → C2
that is sufficiently close to f has a periodic point with period M in U.
Proof. This follows from Lemmas 3.1 and 3.2 directly (see [14] for a simple proof).

Corollary 3.2. Let U be a bounded open subset of C2, let M ∈ N, let f : U → C2
be a holomorphic mapping and assume that fM has no fixed point on ∂U. If f has k
distinct periodic points with period M , then any holomorphic mapping g : U → C2
that is sufficiently close to f has at least k distinct periodic points with period M
in U.
Proof. This follows from the previous corollary directly. 
Corollary 3.3. Let {fn} ⊂ O(C2, 0, 0) be a sequence converging to f ∈ O(C2, 0, 0),
uniformly in a neighborhood of the origin. If the origin is an isolated zero of f , and
there exists an integer k such that pifn(0) ≥ k for all n ∈ N, then pif (0) ≥ k.
Proof. This follows from Rouche´’s theorem directly. 
Corollary 3.4 ([14]). Let M be a positive integer, let U be a bounded open subset
of C2, let f : U → C2 be a holomorphic mapping and assume that fM has no fixed
point on ∂U . Then:
(i). There exists an open subset V of U, such that fM is well defined on V , has
no fixed point outside V, and has only finitely many fixed points in V .
(ii). For any holomorphic mapping g : U → C2 sufficiently close to f , gM is well
defined on V , has no fixed point outside V and has only finitely many fixed points
in V ; and furthermore,
L(gM ) = L(fM ), PM (g) = PM (f).
(iii). In particular, if p0 ∈ U is the unique fixed point of both f and fM in U,
then for any holomorphic mapping g : U → C2 sufficiently close to f ,
L(gM ) = L(fM ) = µfM (p0), PM (g) = PM (f) = PM (f, p0).
Remark 3.1. Under the assumption that fM has no fixed point on ∂U, for any
factor m of M, the conclusions (i)–(iii) remain valid if M is replaced by m, since
fm has no fixed point on ∂U as well.
Lemma 3.4. Let M be a positive integer and let f : ∆2 → C2 be a holomorphic
mapping such that fM has no fixed point on ∂∆2 and each fixed point of fM is
simple. Then, Fix(fM ) is finite, and
(i) L(fM ) = #Fix(fM ) =
∑
m|M Pm(f);
(ii) PM (f) is the cardinal number of the set of periodic points of f of period M ;
(iii) PM (f)/M is the number of distinct periodic orbits of f of period M.
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Proof. (i) and (ii) are proved in [7] (see [14] for a very simple proof), and (iii)
follows from (ii). 
A fixed point p of f is called hyperbolic if Df(p) has no eigenvalue of absolute
1. If p is a hyperbolic fixed point of f, then it is a hyperbolic fixed point of all
iterations f j , j ∈ N. A hyperbolic fixed point is a simple fixed point, and so it has
index 1 by Lemma 3.1.
Lemma 3.5. Let M be a positive integer, let V be an open subset of ∆2 and let f :
∆2 → C2 be a holomorphic mapping such that fM is well defined in V and has no
fixed point on ∂V . Then for any positive number ε > 0, there exists a holomorphic
mapping fε : ∆2 → C2 such that
sup
X∈∆2
|fε(X)− f(X)| < ε
and all the fixed points of fMε located in V are hyperbolic.
A proof of this result follows from the argument in [2]. Another proof can be
found in [13].
Corollary 3.5. Let f : ∆2 → C2 be a holomorphic mapping so that 0 is the unique
fixed point of both f and fM in ∆2. Then
(3.2) OM (f, 0) = PM (f, 0)/M,
and there exists a δ > 0, such that any holomorphic mapping g : ∆2 → C2 with
maxx∈∆2 |g(x) − f(x)| < δ has exactly OM (f, 0) distinct periodic orbits of period
M in ∆2, provided that all fixed points of gM are simple.
Proof. By Corollary 3.4 (iii), there exists a δ > 0 such that, for any holomorphic
mapping g : ∆2 → C2,
(3.3) max
x∈∆2
|g(x)− f(x)| < δ
implies
(3.4) PM (g) = PM (f, 0).
Let ε be any positive number with ε < δ. Then by Lemma 3.5, there exists a
holomorphic mapping g1 : ∆2 → C2 satisfying (3.3) for ε, say,
max
x∈∆2
|g1(x) − f(x)| < ε,
such that all fixed points of gM1 located in ∆
2 are simple, and then by (3.4) and
Lemma 3.4 (iii), g = g1 has exactly PM (f, 0)/M distinct periodic orbits of period
M. Therefore, by the definition of the number OM (f, 0) and the arbitrariness of ε,
we have
OM (f, 0) ≥ PM (f, 0)/M.
We show that the inequality does not occur.
Otherwise, by the definition of OM (f, 0), there exists a holomorphic mapping
g2 : ∆2 → C
2 satisfying (3.3), say,
max
x∈∆2
|g2(x)− f(x)| < δ,
such that g2 has at least PM (f, 0)+M distinct periodic points of period M in ∆
2.
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Furthermore, by Corollary 3.2 and Lemma 3.5, there exists a holomorphic map-
ping g3 satisfying the following three conditions.
(a) g3 is so close to g2 that g3 satisfies (3.3), say,
max
x∈∆2
|g3(x)− f(x)| < δ.
(b) g3 is so close to g2 that it has at least PM (f, 0) +M distinct periodic points
of period M in ∆2.
(c) All fixed points of gM3 in ∆
2 are simple.
By (c) and Lemma 3.4 (ii), g3 has exactly PM (g3) distinct periodic points of
period M, and then by (b), PM (g3) ≥ PM (f, 0) +M. But g = g3 satisfies (3.3) by
(a). Then g = g3 satisfies (3.4), say, PM (g3) = PM (f, 0). This is a contradiction,
and then (3.2) is proved.
If g : ∆2 → C2 is a holomorphic mapping that satisfies (3.3), then it satisfies
(3.4), and then, by Lemma 3.4 (iii), it has
PM (g)/M = PM (f, 0)/M = OM (f, 0)
distinct periodic orbits in ∆2 of period M, provided that all fixed points of gM are
simple. This completes the proof. 
The following result also follows from the above argument.
Lemma 3.6. Let k and M be positive integers and let f ∈ O(C2, 0, 0). If 0 is an
isolated fixed point of both f and fM , then OM (f, 0) ≥ k if there exists a sequence of
holomorphic mappings fj ∈ O(C2, 0, 0), uniformly converging to f in a neighborhood
of the origin, such that
fj(0) = 0 and OM (fj , 0) ≥ k.
Lemma 3.7. Let L : Cn → Cn be a linear mapping and let M > 1 be a positive
integer. Then L has a periodic point of period M if and only if L has eigenvalues
λ1, . . . , λs, s ≤ n, that are primitive m1 th,..., ms th roots of unity, respectively,
such that M = [m1, . . . ,ms] .
This is a basic knowledge of elementary linear algebra. Recall that [m1, . . . ,ms]
denotes the least common multiple of m1, . . . ,ms. This Lemma is only used once
in this paper (in Section 1). We shall frequently use its special case with n = 2 in
another version:
Lemma 3.8. Let L : C2 → C2 be a linear mapping and let M > 1 be a positive
integer. Then L has a periodic point of period M if and only if one of the following
conditions holds.
(a) One eigenvalue of L is a primitive M -th root of unity.
(b) The two eigenvalues of L are primitive m1 th and m2 th roots of unity,
respectively, such that [m1,m2] =M.
Lemma 3.9. Let f ∈ O(C2, 0, 0) and let
Mf = {m ∈ N; the linear part of f at 0 has periodic points of period m}.
Then,
(i). For each m ∈ N\Mf such that 0 is an isolated fixed point of fm,
Pm(f, 0) = 0;
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(ii). For each positive integer M such that 0 is an isolated fixed point of fM ,
µfM (0) =
∑
m∈Mf
m|M
Pm(f, 0).
Proof. (i) and (ii) are essentially proved in [3] (see [14] for a simple proof). 
Remark 3.2. In the previous Lemma, the set Mf contains at most four numbers,
by Lemma 3.8.
Lemma 3.10. Let k be a positive integer, let f and h be germs in O(C2, 0, 0)
such that 0 is an isolated fixed point of both f and fk and detDh(0) 6= 0, and let
g = h ◦ f ◦ h−1. Then 0 is still an isolated fixed point of both g and gk, and the
following three equalities hold:
µfk(0) = µgk(0),
Pk(f, 0) = Pk(g, 0),
Ok(f, 0) = Ok(g, 0).
Proof. The first equality is well known. The second follows from the first equality
and the definition of Dold’s indices. The last then follows from the second and
Corollary 3.5. 
The following result is due to M. Shub and D. Sullivan [11]. It is also proved in
[13].
Lemma 3.11. Let m > 1 be a positive integer and let f ∈ O(C2, 0, 0). Assume that
the origin is an isolated fixed point of f and that, for each eigenvalue λ of Df(0),
either λ = 1 or λm 6= 1. Then the origin is still an isolated fixed point of fm and
µf (0) = µfm(0).
Lemma 3.12 ([9]). Let h1 and h2 be germs in O(C2, 0, 0). If 0 is an isolated zero
of both h1 and h2, then the zero order of h1 ◦ h2 at 0 equals the product of the zero
orders of h1 and h2 at 0, say, pih1◦h2(0) = pih1(0)pih2(0).
Lemma 3.13 ([9]). Let f = (f1, h) and g = (f2, h) be two germs in O(C2, 0, 0). If
0 is an isolated zero of both f and g, then 0 is also an isolated zero of F = (f1f2, h)
and
piF (0) = pif (0) + pih(0).
4. Normal Forms and Iterations of Normal Forms
The following lemma is a basic result in the theory of normal forms (see [1], p.
84–85).
Lemma 4.1. Let f ∈ O(C2, 0, 0) and assume that Df(0) = (λ1, λ2) is a diagonal
matrix. Then for any positive integer r, there exists a polynomial transform
(4.1) (y1, y2) = H(x1, x2) = (x1, x2) + higher terms
of coordinates in a neighborhood of the origin such that each component gj of
g = (g1, g2) = H
−1 ◦ f ◦H
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has a power series expansion
(4.2) gj(x1, x2) = λjxj +
r∑
i1+i2=2
cji1i2x
i1
1 x
i2
2 + higher terms, j = 1, 2,
in a neighborhood of the origin, where i1 and i2 are nonnegative integers and, for
j = 1 and 2,
(4.3) cji1i2 6= 0 only if λj = λ
i1
1 λ
i2
2 .
Corollary 4.1. Let H be any transform given by the previous lemma. Then for
each k ∈ N, the k th iteration gk = (g
(k)
1 , g
(k)
2 ) of the germ g = (g1, g2) = H
−1◦f ◦H
has an expansion similar to (4.2), more precisely, in a neighborhood of the origin,
(4.4) g
(k)
j (x1, x2) = λ
k
jxj +
r∑
i1+i2=2
Ckji1i2x
i1
1 x
i2
2 + higher terms, j = 1, 2,
where i1 and i2 are nonnegative integers and, for j = 1 and 2,
(4.5) Ckji1i2 6= 0 only if λj = λ
i1
1 λ
i2
2 .
Before starting the proof, we recall that the notation o(|z|r) denotes any holo-
morphic function germ whose power series expansion at the origin has no terms of
degrees from 0 to r. The same notation o(|z|r) may denote different function germs
in different places, even in a single equation.
Proof. By (4.2), the conclusion holds obviously, except (4.5). We show that the
coefficients Ckji1i2 satisfy (4.5) for all k ∈ N and j = 1, 2. This is done by induction
on k.
Since g1 = (g
(1)
1 , g
(1)
2 ) = (g1, g2) = g, the conclusion holds for k = 1, by the
previous lemma. Assume that (4.5) is true for k = 1, . . . , l. We complete the proof
by showing that (4.5) is true for k = l + 1 and j = 1, 2.
For j = 1, and k = l + 1, it is clear by the induction hypothesis that
g
(l+1)
1 (x1, x2)
= g
(l)
1 ◦ g(x1, x2) = g
(l)
1 (g1(x1, x2), g2(x1, x2))
= λl1g1(x1, x2) +
r∑
i1+i2=2
Cl1i1i2 [g1(x1, x2)]
i1 [g2(x1, x2)]
i2 + o(|g(x1, x2)|
r),
and then, writing o(|g(x1, x2)|r) = o(|x|r), we have
g
(l+1)
1 (x1, x2)(4.6)
= λl1g1(x1, x2) +
r∑
i1+i2=2
Cl1i1i2 [g1(x1, x2)]
i1 [g2(x1, x2)]
i2 + o(|x|r),
and by the induction hypothesis, for each pair (i1, i2) in the sum in (4.6),
(4.7) Cl1i1i2 6= 0 only if λ1 = λ
i1
1 λ
i2
2 .
By (4.2), for the first part of the right hand side of (4.6), we have
λl1g1(x1, x2) = λ
l+1
1 x1 + λ
l
1
r∑
i1+i2=2
c1i1i2x
i1
1 x
i2
2 + higher terms,
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where each c1i1i2 satisfies (4.3) for j = 1, say, λ
l
1g1(x1, x2) is already in the form
of the right hand side of (4.4), together with condition (4.5). Thus, by (4.6), to
complete the induction for j = 1, it suffices to show that we can write the sum
(4.8) σ(x1, x2) =
r∑
i1+i2=2
Cl1i1i2 [g1(x1, x2)]
i1 [g2(x1, x2)]
i2
in (4.6) to be
(4.9) σ(x1, x2) =
r∑
j1+j2=2
Cl+1,1j1j2 x
j1
1 x
j2
2 + o(|x|
r),
such that for each pair (j1, j2)
(4.10) Cl+1,1j1j2 6= 0 only if λ1 = λ
j1
1 λ
j2
2 .
By (4.8) and the expressions of g1 and g2 in (4.2), we have
σ(x1, x2)
=
r∑
i1+i2=2
Cl1i1i2
[
λ1x1 +
r∑
s1+s2=2
c1s1s2x
s1
1 x
s2
2 + o(|x|
r)
]i1
×
[
λ2x2 +
r∑
t1+t2=2
c2t1t2x
t1
1 x
t2
2 + o(|x|
r)
]i2
=
r∑
i1+i2=2
Cl1i1i2
[
λ1x1 +
r∑
s1+s2=2
c1s1s2x
s1
1 x
s2
2
]i1
×
[
λ2x2 +
r∑
t1+t2=2
c2t1t2x
t1
1 x
t2
2
]i2
+ o(|x|r)
Thus, σ(x1, x2) is a power series at the origin which is the sum of terms that is
either of the form cxi11 x
i2
2 with i1 + i2 > r, or of the form
Dj1j2x
j1
1 x
j2
2 = C
l1
i1i2

(λ1x1)l1 ∏
(s1,s2)∈E1
(
c1s1s2x
s1
1 x
s2
2
)ls1s2

(4.11)
×

(λ2x2)l′2 ∏
(t1,t2)∈E2
(
c2t1t2x
t1
1 x
t2
2
)l′t1t2

 ,
where l1, l
′
2, ls1s2 and l
′
t1t2 are nonnegative integers, and E1 and E2 are sets of some
pairs of nonnegative integers such that
(4.12) l1 +
∑
(s1,s2)∈E1
ls1s2 = i1, and l
′
2 +
∑
(t1,t2)∈E2
l′t1t2 = i2
(4.13) Dj1j2 = λ
l1
1 λ
l′2
2 C
l1
i1i2

 ∏
(s1,s2)∈E1
(
c1s1s2
)ls1s2



 ∏
(t1,t2)∈E2
(
c2t1t2
)l′t1t2

 ,
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(4.14) j1 = l1 +
∑
(s1,s2)∈E1
s1ls1s2 +
∑
(t1,t2)∈E2
t1l
′
t1t2 ,
and
(4.15) j2 = l
′
2 +
∑
(s1,s2)∈E1
s2ls1s2 +
∑
(t1,t2)∈E2
t2l
′
t1t2 .
We show that
Dj1j2 6= 0 only if λ1 = λ
j1
1 λ
j2
2 .
By (4.13), (4.3) and (4.7), it is clear that Dj1j2 6= 0 only if
λ1 = λ
i1
1 λ
i2
2 ,
λ1 = λ
s1
1 λ
s2
2 for all (s1, s2) ∈ E1,
and
λ2 = λ
t1
1 λ
t2
2 for all (t1, t2) ∈ E2.
Therefore, if Dj1j2 6= 0, then we have, by (4.12)–(4.15), that
λj11 λ
j2
2 = λ
l1+
P
(s1,s2)∈E1
s1ls1s2+
P
(t1,t2)∈E2
t1l
′
t1t2
1
×λ
l′2+
P
(s1,s2)∈E1
s2ls1s2+
P
(t1 ,t2)∈E2
t2l
′
t1t2
2
=

λl11 ∏
(s1,s2)∈E1
(λs11 λ
s2
2 )
ls1s2



λl′22 ∏
(t1,t2)∈E2
(
λt11 λ
t2
2
)l′t1t2


=

λl11 ∏
(s1,s2)∈E1
(λ1)
ls1s2



λl′22 ∏
(t1,t2)∈E2
(λ2)
l′t1t2


=
[
λ
l1+
P
(s1,s2)∈E1
ls1s2
1
] [
λ
l′2+
P
(t1,t2)∈E2
l′t1t2
2
]
= λi11 λ
i2
2 = λ1.
In other words, Dj1j2 6= 0 only if λ1 = λ
j1
1 λ
j2
2 . Thus, we can write σ(x1, x2) to be
(4.9) with (4.10), and then, we have proved that (4.5) is true for k = l + 1 and
j = 1. For the same reason, (4.5) is true for k = l + 1 and j = 2. The induction is
complete. 
5. Computing Zero Orders Via Cronin’s Theorem
Since fixed point indices are defined via zero orders, to prove the main theorem, it
is useful to compute the zero orders of some special germs of holomorphic mappings.
The following Cronin’s theorem plays an important role in our computations.
Theorem 5.1 (Cronin [5]). Let f ∈ O(C2, 0, 0) be given by
f(x1, x2) = (Pm1(x1, x2) + o(|x|
m1), Qm2(x1, x2) + o(|x|
m2)),
where x = (x1, x2), Pm1 and Qm2 are homogeneous polynomials of degrees m1 and
m2, respectively, in x1 and x2. If the origin 0 is an isolated solution of the system
(5.1)
{
Pm1(x1, x2) = 0,
Qm2(x1, x2) = 0,
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then 0 is an isolated zero of the germ f with zero order
pif (0) = m1m2.
If 0 is an isolated zero of f but is not an isolated solution of the system (5.1), then
pif (0) > m1m2.
We now apply Cronin’s theorem to some special cases.
Corollary 5.1. Let g = (g1, g2) ∈ O(C2, 0, 0) be given by{
g1(x1, x2) = x
m1+1
1 (a1 + o(1)) + x
d
2(a2 + o(1)),
g2(x1, x2) = x
m1
1 x2(a3 + o(1)) + x
d+1
2 O(1),
where d and m1 are positive integers, and ai are constants.
If the origin is an isolated zero of g, then
pig(0) ≥ dm1 +m1 + 1.
If a1 6= 0, a2 6= 0 and a3 6= 0, then the origin is an isolated zero of g with
pig(0) = dm1 +m1 + 1.
Proof. Let h ∈ O(C2, 0, 0) be given by
h(y1, y2) = (y
d
1 , y
m1+1
2 ).
then the two component of g ◦ h = (g1 ◦ h, g2 ◦ h) have the expressions
(5.2)
{
g1 ◦ h(y1, y2) = a1y
d(m1+1)
1 + a2y
d(m1+1)
2 + higher terms,
g2 ◦ h(y1, y2) = a3y
dm1
1 y
m1+1
2 + higher terms.
If the origin is an isolated zero of g, then it is also an isolated zero of g ◦ h, and
then, by Cronin’s theorem,
(5.3) pig◦h(0) ≥ d(m1 + 1)(dm1 +m1 + 1),
and, considering that pih(0) = d(m1 + 1), by Lemma 3.12 we have
(5.4) pig(0) = pig◦h(0)/pih(0) ≥ dm1 +m1 + 1.
On the other hand, it is clear that when a1, a2 and a3 are all nonzero, 0 is an
isolated solution of the system{
a1y
d(m1+1)
1 + a2y
d(m1+1)
2 = 0,
a3y
dm1
1 y
m1+1
2 = 0,
and then by (5.2) and Cronin’s theorem, 0 is an isolated zero of g ◦ h and the
equality in (5.3) holds, and then 0 is also an isolated zero of g and the equality in
(5.4) holds again. This completes the proof. 
Corollary 5.2. Let g = (g1, g2) ∈ O(C2, 0, 0) be given by{
g1(x1, x2) = x
m
1 (a+ o(1)) + x2O(1),
g2(x1, x2) = x2(b + o(1)) + x
m
1 o(1),
where a and b are constants.
If the origin is an isolated zero of g, then
pig(0) ≥ m.
If a 6= 0 and b 6= 0, then the origin is an isolated zero of g with
pig(0) = m.
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Proof. Let h ∈ O(C2, 0, 0) be given by
h(y1, y2) = (y1, y
m
2 ).
Then the germ g ◦ h = (g1 ◦ h, g2 ◦ h) has the expression
(5.5)
{
g1 ◦ h(y1, y2) = aym1 + a0y
m
2 + higher terms,
g2 ◦ h(y1, y2) = bym2 + higher terms,
for some constant a0.
If the origin is an isolated zero of g, then it is also an isolated zero of the germ
g ◦ h, and by (5.5) and Cronin’s theorem,
pig◦h(0) ≥ m
2,
and the equality holds if a 6= 0 and b 6= 0; and then by Lemma 3.12 and by the fact
pih(0) = m,
pig(0) = pig◦h(0)/pih(0) ≥ m,
and the equality holds if a 6= 0 and b 6= 0. On the other hand, by (5.5) and Cronin’s
theorem, when a 6= 0 and b 6= 0, 0 is an isolated zero of g ◦ h, and then 0 is also an
isolated zero of g. This completes the proof. 
Corollary 5.3. Let f = (f1, f2) ∈ O(C2, 0, 0) be given by
f1(x1, x2) = x
n1
1 O(1) + x
n2
2 O(1),
f2(x1, x2) = x
n1
1 O(1) + x
n2
2 O(1),
where n1 and n2 are positive integers. Assume that 0 is an isolated zero of f. Then
pif (0) ≥ n1n2.
Proof. Consider h ∈ O(C2, 0, 0) given by h(y1, y2) = (y
n2
1 , y
n1
2 ). Then 0 is an iso-
lated zero of the germ f ◦ h = (f1 ◦ h, f2 ◦ h) and
f1 ◦ h(y1, y2) = y
n1n2
1 O(1) + y
n1n2
2 O(1),
f2 ◦ h(y1, y2) = y
n1n2
1 O(1) + y
n1n2
2 O(1).
Thus, by Cronin’s theorem we have pif◦h(0) ≥ n21n
2
2, and then by the fact pih(0) =
n1n2 and by Lemma 3.12, we have pif (0) = pif◦h(0)/pih(0) ≥ n1n2. 
Corollary 5.4. Let f = (f1, f2) ∈ O(C2, 0, 0) be given by
f1(x1, x2) = x
m1
1 ,
f2(x1, x2) = x
m1
1 O(1) + x
rm2
2 O(1),
where r,m1 and m2 are positive integers. Assume that 0 is an isolated zero of f.
Then
pif (0) ≥ rm1m2.
Proof. It follows from the previous corollary, by taking n1 = m1 and n2 = rm2. 
Corollary 5.5. Let f = (f1, f2) ∈ O(C2, 0, 0) be given by
f1(x1, x2) = x
n1
1 [x
rn1
1 O(1) + x
n2
2 O(1)] ,
f2(x1, x2) = x
n2
2 [x
n1
1 O(1) + x
rn2
2 O(1)] ,
where r, n1 and n2 are positive integers. Assume that 0 is an isolated zero of f.
Then
pif (0) ≥ 2n1n2 + 2rn1n2.
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Proof. By Lemma 3.13, the zero order pif (0) equals the sum of the zero orders of
the four germs in O(C2, 0, 0) given by
g1(x1, x2) = (x
n1
1 , x
n2
2 ),
g2(x1, x2) = (x
n1
1 , x
n1
1 O(1) + x
rn2
2 O(1)),
g3(x1, x2) = (x
rn1
1 O(1) + x
n2
2 O(1), x
n2
2 ),
g4(x1, x2) = (x
rn1
1 O(1) + x
n2
2 O(1), x
n1
1 O(1) + x
rn2
2 O(1)).
By Cronin’s theorem we have pig1(0) ≥ n1n2; by Corollary 5.4 we have pig2(0) ≥
rn1n2 and pig3(0) ≥ rn1n2; and by Corollary 5.3 we have pig4(0) ≥ n1n2. Thus, we
have
pif (0) ≥ 2n1n2 + 2rn1n2.

Lemma 5.1. Let f = (f1, f2) and g = (g1, g2) be germs in O(C2, 0, 0) and assume
that A = (aij) is a 2 × 2 matrix whose elements aij are germs of holomorphic
functions at the origin of C2, with detA(0) 6= 0. If
(f1, f2) = (g1, g2)A = (g1a11 + g2a21, g1a12 + g2a22),
and the origin is an isolated zero of g, then the origin is also an isolated zero of f
and
pif (0) = pig(0).
Proof. By the assumption, there exists a ball B centered at the origin in C2 such
that the origin is the unique zero of g in B, A is well defined on B and
(5.6) detA(x1, x2) 6= 0, (x1, x2) ∈ B.
Then there exists a regular value ε = (ε1, ε2) of g, which can be chosen close to
the origin arbitrarily, such that g−1(ε) ∩ B contains exactly pig(0) distinct points
(a1, b1), . . . , (apig(0), bpig(0)) in B. Thus, we have
f(ai, bi)− (ε1, ε2)A(ai, bi) = 0, i = 1, . . . , pig(0).
In other words, fε(x1, x2) = f(x1, x2)− (ε1, ε2)A(x1, x2) has pig(0) distinct zeros in
B. It is clear that fε(x1, x2) is a germ in O(C2, 0, 0) converging to f uniformly on
B as ε = (ε1, ε2)→ 0, and on the other hand, the origin is also the unique zero of
f in B as well. Thus, by Rouche’s theorem, we have
pif (0) ≥ pig(0).
But by (5.6), the inverse A−1 of the matrix A is well defined on B, which is again
a matrix of holomorphic functions, and g = fA−1. Thus, for the same reason we
have pif (0) ≤ pig(0). This completes the proof. 
Corollary 5.6. Let f = (f1, f2) ∈ O(C2, 0, 0), let h be a holomorphic function
germ at the origin, and let g ∈ O(C2, 0, 0) be given by
g = (f1, f2 + hf1) = (f1, f2)
(
1 h
0 1
)
.
If the origin is an isolated zero of f, then it is an isolated zero of g and
pig(0) = pif (0).
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Lemma 5.2. Let d > 1, n1 > 1 and n2 > 1 be positive integers and let f =
(f1, f2) ∈ O(C2, 0, 0) be given by
(5.7)


f1(x1, x2) = x
dn1+1
1 a11(x1, x2) + x
n1+1
1 x
n2
2 O(1)
+x1x
dn2
2 O(1) + x
2dn2+1
2 a12(x1, x2),
f2(x1, x2) = x
dn1
1 x2O(1) + x
n1
1 x
n2+1
2 O(1)
+xdn2+12 a22(x1, x2) + x
2dn1+1
1 a21(x1, x2),
where aij = aij(x1, x2) are holomorphic function germs at the origin. Assume that
the origin is an isolated zero of f. Then
(5.8) pif (0) ≥ 2dn1n2 + dn1 + dn2 + 1.
Proof. We first assume
(5.9) a11(0) 6= 0, a22(0) 6= 0.
Then [a11(x1, x2)]
−1 and [a22(x1, x2)]
−1 are also holomorphic function germs at the
origin, and we can reduce the germ f into a simpler germ h = (h1, h2) of the form
(5.10)
{
h1(x1, x2) = x1r1(x1, x2),
h2(x1, x2) = x2r2(x1, x2).
with
(5.11)
{
r1(x1, x2) = x
dn1
1 a11(x1, x2) + x
n1
1 x
n2
2 O(1) + x
dn2
2 O(1),
r2(x1, x2) = x
dn1
1 O(1) + x
n1
1 x
n2
2 O(1) + x
dn2
2 a22(x1, x2),
and with
(5.12) pif (0) = pih(0).
By Corollary 5.6, pif (0) equals pig(0) for the germ g = (g1, g2) ∈ O(C2, 0, 0) that
is given by
g1(x1, x2) = f1(x1, x2),
g2(x1, x2) = f2(x1, x2)− x
dn1
1 [a11(x1, x2)]
−1a21(x1, x2)f1(x1, x2),
Since n1 > 1, n2 > 1 and d > 1, by (5.7) we can write
xdn11 [a11(x1, x2)]
−1a21(x1, x2)f1(x1, x2) = x
2dn1+1
1 a21(x1, x2) + x
dn1
1 x2O(1),
and then again by (5.7) we have
(5.13) g2(x1, x2) = x
dn1
1 x2O(1) + x
n1
1 x
n2+1
2 O(1) + x
dn2+1
2 a22(x1, x2).
Again by Corollary 5.6, pig(0) equals pih(0) for the germ h = (h1, h2) given by
h1(x1, x2) = g1(x1, x2)− x
dn2
2 [a22(x1, x2)]
−1a12(x1, x2)g2(x1, x2),
h2(x1, x2) = g2(x1, x2),
and, by (5.13) and the expression of g1 = f1 in (5.7), it is easy to see that h1(x1, x2)
has the expression
h1(x1, x2) = x
dn1+1
1 a11(x1, x2) + x
n1+1
1 x
n2
2 O(1) + x1x
dn2
2 O(1),
and then the germ h = (h1, h2) = (h1, g2) has the expression (5.10), such that
(5.11) and (5.12) hold.
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By (5.9), repeating the above arguments, we can reduce the germ r = (r1, r2) ∈
O(C2, 0, 0) into a further simpler germ s = (s1, s2) with the expression
s1(x1, x2) = x
dn1
1 O(1) + x
n1
1 x
n2
2 O(1) = x
n1
1
[
x
(d−1)n1
1 O(1) + x
n2
2 O(1)
]
,
s2(x1, x2) = x
n1
1 x
n2
2 O(1) + x
dn2
2 O(1) = x
n2
2
[
xn11 O(1) + x
(d−1)n2
2 O(1)
]
,
such that pir(0) = pis(0). By Corollary 5.5, we have
pis(0) ≥ 2n1n2 + 2(d− 1)n1n2 = 2dn1n2,
and then
pir(0) = pis(0) ≥ 2dn1n2.
On the other hand, by Corollary 5.2, for the germs in O(C2, 0, 0) given by
k1(x1, x2) = (x1, x2),
k2(x1, x2) = (r1(x1, x2), x2),
k3(x1, x2) = (x1, r2(x1, x2)),
we have
pik1(0) = 1, pik2(0) = dn1, pik3(0) = dn2.
Thus, by Lemma 3.13 and (5.10),
pih(0) = pik1 (0) + pik2(0) + pik3(0) + pir(0)
≥ 1 + dn1 + dn2 + 2dn1n2,
which implies (5.8), by (5.12).
If (5.9) fails, then we consider the germ fε ∈ O(C2, 0, 0) that is obtain from f
by just replacing aii(x1, x2) with aii(x1, x2) + ε, i = 1, 2. Then fε converges to f
uniformly in a neighborhood of the origin, fε has the form of (5.7) and for sufficiently
small ε, 0 is an isolated zero of fε by Rouche´’s Theorem, and aii(0, 0) + ε 6= 0 for
i = 1 and 2. Thus, the above arguments are applied to such fε if ε is small enough.
In other word, for sufficiently small ε, we have
pifε(0) ≥ 1 + dn1 + dn2 + 2dn1n2,
and then (5.8) follows from Corollary 3.3. 
By Cronin’s theorem, one can prove the following result.
Proposition 5.1. Let f = (f1, f2) ∈ O(C2, 0, 0) be given by
f1(x1, x2) = λ1x1 + x1(a11x
m1
1 + a12x
m2
2 ),
f2(x1, x2) = λ2x2 + x2(a21x
m1
1 + a22x
m2
2 ),
where λ1, λ2 are primitive m1-th and m2-th roots of unity, respectively, m1 and m2
are positive integers that are relatively prime.
If a11 6= 0, a22 6= 0 and det(aij) 6= 0, then the origin is an isolated fixed point of
fm1 , fm2 and fm1m2 and the following formulae hold.
µfm1 (0) = (m1 + 1),
µfm2 (0) = (m2 + 1),
Pm1m2(f, 0) = m1m2.
Proof. When m1 and m2 are distinct primes, this is proved in [14]. But in general,
the proof is exactly the same. 
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6. Proof of the Main Theorem: (B)⇒(A)
In this section, we deduce (A) from (B) in the main theorem.
Assume that M > 1 is an integer and A is a matrix that satisfies (B) and let
f be a germ in O(C2, 0, 0) such that
Df(0) = A,
and that the origin is an isolated fixed point of fM . We shall show that
(6.1) OM (f, 0) ≥ 2.
By Lemma 3.10 and the assumption in (B), we may assume that
A =
(
λ1 0
0 λ2
)
,
where λ1 and λ2 are primitive m1 th and m2 th roots of unity, respectively, and
one of the following conditions holds.
(b1) m1 = m2 =M and λ1 = λ2.
(b2)m1 = m2 =M and there exists positive integers 1 < α < M and 1 < β < M
such that
(6.2) λβ1 = λ2, λ
α
2 = λ1, αβ > M + 1.
(b3) m1|m2, m2 =M , and λ
m2/m1
2 6= λ1.
(b4) M = [m1,m2], (m1,m2) > 1 and max{m1,m2} < M.
Then, in any case from (b1) to (b4), the origin is a simple fixed point of f , and
then by Lemma 3.1, we have
(6.3) µf (0) = P1(f, 0) = 1.
We show that any one of the four conditions from (b1) to (b4) deduces (6.1),
and divide the proof into four parts.
Part 1: (b1) ⇒ (6.1).
Proof. In case (b1), we may assume λ1 = λ2 = λ and λ is a primitive M th root of
unity. Then,
Df(0) =
(
λ 0
0 λ
)
.
By Lemma 4.1, there exists a polynomial transform (y1, y2) = H(x1, x2) in the
form of (4.1), such that each component of g = (g1, g2) = H
−1 ◦ f ◦ H has the
expression
(6.4) gj(x1, x2) = λxj +
M∑
i1+i2=2
cji1i2x
i1
1 x
i2
2 + o(|x|
M ), j = 1, 2,
in a neighborhood of the origin, where the sum extends over all 2-tuples (i1, i2) of
nonnegative integers with
2 ≤ i1 + i2 ≤M + 1 and λ = λ
i1+i2 ,
which implies that M |(i1 + i2 − 1), since λ is a primitive M th root of unity. Thus
(6.4) becomes
gj(x1, x2) = λxj + o(|x|
M ), j = 1, 2,
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and then the M th iteration gM = (g
(M)
1 , g
(M)
2 ) has the form of
g
(M)
1 (x1, x2) = x1 + o(|x|
M ),
g
(M)
2 (x1, x2) = x2 + o(|x|
M ).
Then, by Cronin’s theorem and Lemma 3.10, we have
µfM (0) = µgM (0) = pigM−id(0) ≥ (M + 1)
2,
and then, by (6.3) and by Lemmas 3.8 and 3.9 (ii), we have
PM (f, 0) = µfM (0)− P1(f, 0) ≥ (M + 1)
2 − 1 > 2M,
and then, by Corollary 3.5, OM (f, 0) > 2. This completes the proof. 
Part 2: (b2) ⇒ (6.1).
Proof. We first show that
(6.5) µfM (0) > M + 1.
By Lemma 4.1 and Corollary 4.1, there exists a polynomial transform (y1, y2) =
H(x1, x2) in the form of (4.1), such that the M th iteration g
M = (g
(M)
1 , g
(M)
2 ) of
the germ g = (g1, g2) = H
−1 ◦ f ◦H has the expression
g
(M)
1 (x1, x2) = λ
M
1 x1 +
∑2M
i1+i2=2
C1i1i2x
i1
1 x
i2
2 + o(|x|
2M ),
g
(M)
2 (x1, x2) = λ
M
2 x2 +
∑2M
i1+i2=2
C2i1i2x
i1
1 x
i2
2 + o(|x|
2M ),
in a neighborhood of the origin, where, for j = 1 and 2,
(6.6) Cji1i2 6= 0 only if λj = λ
i1
1 λ
i2
2 .
By (b2), both λ1 and λ2 are primitive M th roots of unity. Thus, by (6.6) and
(b2), C1i10 6= 0 only if M |(i1 − 1), and C
1
0i2 6= 0 only if i2 ≥ α; C
2
0i2 6= 0 only if
M |(i2 − 1), and C2i10 6= 0 only if i1 ≥ β. Thus, considering that λ
M
1 = λ
M
2 = 1 and
that
o(|x|2M ) = xM+11 O(1) + x
M+1
2 O(1),
we can write
(6.7){
g
(M)
1 (x1, x2) = x1 + x
M+1
1 O(1) +O(1)x1
∑2M
i1+i2=1
D1i1i2x
i1
1 x
i2
2 + x
α
2O(1),
g
(M)
2 (x1, x2) = x2 + x
β
1O(1) +O(1)x2
∑2M
i1+i2=1
D2i1i2x
i1
1 x
i2
2 + x
M+1
2 O(1),
in a neighborhood of the origin, where
(6.8) Dji1i2 6= 0 only if 1 = λ
i1
1 λ
i2
2 , j = 1, 2.
By condition (b2), we may write
M = βm+ γ,
where m and γ are positive integers with γ < β. We first assume
(6.9) λ1 = e
2pii
βm+γ , λ2 = e
2βpii
βm+γ .
Then, for any pair (i1, i2) of nonnegative integers with λ
i1
1 λ
i2
2 = 1 we have
(6.10) i1 + βi2 = 0(modM),
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and then by (6.8), (6.10) and (6.2), putting (x1, x2) = h(z1, z2) = (z1, z
β
2 ), we
conclude that the two components of the germ (gM − id) ◦ h have the following
expression.
g
(M)
1 ◦ h(z1, z2)− z1 = z
M+1
1 O(1) +O(1)z1
M∑
i1+i2=2
D1i1i2z
i1
1 z
βi2
2 + z
αβ
2 O(1)
= z1φM (z1, z2) + higher terms,
g
(M)
2 ◦ h(z1, z2)− z
β
2 = z
β
1O(1) +O(1)z
β
2
M∑
i1+i2=2
D2i1i2z
i1
1 z
βi2
2 + z
β(M+1)
2 O(1)
= azβ1 + higher terms,
where φM is a homogeneous polynomial of degree M, in z1 and z2, and a is a
constant. In other words,
(6.11)
{
g
(M)
1 ◦ h(z1, z2)− z1 = z1φM (z1, z2) + higher terms,
g
(M)
2 ◦ h(z1, z2)− z
β
2 = az
β
1 + higher terms.
Since we have assumed that the origin is an isolated fixed point of fM , it is an
isolated fixed point of gM by Lemma 3.10, and then the origin is an isolated zero
of the germ (gM − id) ◦ h ∈ O(C2, 0, 0), which has the expression (6.11). Thus, by
Cronin’s theorem, the zero order pi(gM−id)◦h(0) of the germ (g
M − id) ◦ h at the
origin is not smaller than β(M +1), and since the origin is not an isolated solution
of the system of equations
z1φM (z1, z2) = 0,
azβ1 = 0,
we have by Cronin’s theorem,
pi(gM−id)◦h(0) > β(M + 1).
Thus we have, by the fact pih(0) = β and Lemma 3.12, that
µgM (0) = pigM−id(0) = pi(gM−id)◦h(0)/pih(0) > M + 1.
Thus, by Lemma 3.10, we have proved (6.5) under the assumption (6.9).
When (6.9) fails, we first show that there exists a positive integer d such that
Λ1 = λ
d
1 and Λ2 = λ
d
2 has expression (6.9), say
(6.12) Λ1 = λ
d
1 = e
2pii
βm+γ ,Λ2 = λ
d
2 = e
2βpii
βm+γ .
Since λ1 is a primitiveM th root of unity, we may assume λ1 = e
2k1pii
M , where k1
is a positive integer with (k1,M) = 1. Then there exists a positive integer d such
that
(6.13) dk1 + cM = 1,
where c is an integer. Then,
(6.14) Λ1 = λ
d
1 = e
2dk1pii
M = e
2pii
M .
By (6.13), one has (d,M) = 1, and then
Λ2 = λ
d
2
is still a primitive M th root of unity, since λ2 is a primitive M th root of unity.
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Now, both Λ1 and Λ2 are primitive M th roots of unity, and by (6.2), we still
have
Λβ1 = λ
dβ
1 = λ
d
2 = Λ2,
Λα2 = λ
dα
2 = λ
d
1 = Λ1,
and then by (6.14), we have (6.12) (recall that M = βm+ γ).
Let F = fd, the d th iteration of f . Then Λ1 and Λ2 are the two eigenvalues
of DF (0). Thus, the above argument for the case (6.9) works for Λ1, Λ2 and F,
provided that 0 is an isolated fixed point of FM = fdM . On the other hand, it is
clear that the two eigenvalues of DfM (0) are both equal to 1, and therefore, by
the assumption that 0 is an isolated fixed point of fM and by Lemma 3.11, 0 is an
isolated fixed point of FM =
(
fM
)d
. Thus, applying the above argument to Λ1,Λ2
and F, we have
µFM (0) > M + 1.
and again by Lemma 3.11 we have
µfM (0) = µ(fM )d(0) = µFM (0) > M + 1,
say, (6.5) holds, and then we have proved (6.5) completely.
Thus, by (6.3), (6.5) and by Lemmas 3.8 and 3.9 (ii), we have
PM (f, 0) = µfM (0)− P1(f, 0) > M,
and then,
OM (f, 0) = PM (f, 0)/M ≥ 2,
for OM (f, 0) is an integer. This completes the proof. 
Part 3: (b3) ⇒ (6.1).
Proof. In case (b3), there exists an integer d > 1 such that M = m2 = dm1. Then
λ1 is a primitive m1 th root of unity and λ2 is a primitive dm1 th root of unity,
and
(6.15) λd2 6= λ1.
We first prove the following two conclusions.
(i) If j1 and j2 are integers with λ
j1
1 λ
j2
2 = 1, then d|j2.
(ii) For any positive integer d1 with λ
d1
2 = λ1,
d1 ≥ 2d.
We may assume λ1 = e
2k1pii
m1 and λ2 = e
2k2pii
dm1 , where k1 and k2 are positive
integers with k1 < m1, k2 < dm1 and
(6.16) (k1,m1) = (k2, dm1) = 1.
If j1 and j2 are integers with λ
j1
1 λ
j2
2 = 1, then we have
j1k1
m1
+
j2k2
dm1
= 0(mod1),
and then
j1k1d+ j2k2 = 0(mod (dm1)).
Thus by (6.16), we have d|j2, and (i) is proved. If λ
d1
2 = λ1, then by (6.15), d 6= d1,
and by (i), d|d1, which implies (ii).
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Next, we show that there exists a polynomial transform (y1, y2) = H(x1, x2) in
the form of (4.1), such that for each positive integer k, the k th iteration gk =
(g
(k)
1 , g
(k)
2 ) of the germ
(6.17) g = (g1, g2) = H
−1 ◦ f ◦H
has the expression
(6.18)


g
(k)
1 (x1, x2) = λ
k
1x1 + x
m1+1
1 (a
(k) + o(1))
+x21x
d
2O(1) + x
2d
2 O(1),
g
(k)
2 (x1, x2) = λ
k
2x2 + x
m1
1 x2O(1) + x1x
d+1
2 O(1)
+x2d+12 O(1) + x
dm1+1
1 o(1),
where a(k) is a constant for each k.
By Lemma 4.1 and Corollary 4.1, there exists a polynomial transform H in the
form of (4.1) such that the k th iteration gk = (g
(k)
1 , g
(k)
2 ) of the germ (6.17) has
the expression
(6.19) g
(k)
j (x1, x2) = λ
k
jxj +
3m1d∑
i1+i2=2
Ckji1i2x
i1
1 x
i2
2 + o(|x|
3dm1), j = 1, 2,
in a neighborhood of the origin, in which i1 and i2 are nonnegative integers and for
j = 1 and 2,
(6.20) Ckji1i2 6= 0 only if λj = λ
i1
1 λ
i2
2 .
By (6.20), for j = 1 and any pair (i1, i2) in the sum with C
k1
i1i2
6= 0, we have
λi1−11 λ
i2
2 = 1, and then by the assumption that λ1 and λ2 are primitive m1 th and
m2 th roots of unity (note that m2 = dm1), respectively, for such pair (i1, i2), the
following conclusions from (1) to (4) hold (note that i1 + i2 ≥ 2).
(1) If i1 = 0, then i2 ≥ 2d (by (6.15) and (ii));
(2) If i2 = 0, then i1 ≥ m1 + 1;
(3) If i1 = 1, then i2 ≥ dm1 ≥ 2d;
(4) If i1 ≥ 2 and i2 ≥ 1, then i2 ≥ d (by (i)).
On the other hand, since d > 1 andm1 > 1, it is clear that any term of o(|x|3dm1)
has either a factor xdm1+21 , or a factor x
2d+1
2 , and then one can write
(6.21) o(|x|3dm1 ) = xdm1+21 O(1) + x
2d+1
2 O(1).
Thus, by (1)–(4) we obtain the first equation in (6.18).
By (6.20), for j = 2 and any pair (i1, i2) with C
k2
i1i2
6= 0, we have λi11 λ
i2−1
2 = 1,
and then by the assumption, for such pair (i1, i2) the following conclusions from
(5) to (8) hold (note that i1 + i2 ≥ 2).
(5) i2 6= 0;
(6) If i1 = 0, then i2 ≥ dm1 + 1 ≥ 2d+ 1;
(7) If i2 = 1, then i1 ≥ m1;
(8) If m1 > i1 ≥ 1 and i2 ≥ 2, then i2 ≥ d+ 1 (by (i)).
Thus, by (6.21), the second equation in (6.18) holds, and (6.18) is proved.
Since the origin is an isolated fixed point of fdm1 , it is an isolated fixed point of
fm1 , gm1 and gdm1 as well, by Lemma 3.10. To complete the proof, we first show
(6.1) under the assumption that
a(1) 6= 0.
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Then it is easy to see that the coefficient a(k) in (6.18) satisfies
(6.22) a(k) = kλk−11 a
(1) 6= 0, k ∈ N.
For k = m1, by (6.18) and by the fact λ
m1
1 = 1 and λ
m1
2 6= 1, one can write
g
(m1)
1 (x1, x2)− x1 = x
m1+1
1 (a
(m1) + o(1)) + x2o(1),
g
(m1)
2 (x1, x2)− x2 = bx2 + x2o(1) + x
m1+1
1 o(1).
where b = λm12 − 1 6= 0, and then by (6.22) and Corollary 5.2 we have
(6.23) µgm1 (0) = pigm1−id(0) = m1 + 1.
For k = dm1, by (6.18) we have
(6.24)


g
(dm1)
1 (x1, x2) = x1 + x
m1+1
1 O(1) + x
2
1x
d
2O(1) + x
2d
2 O(1),
g
(dm1)
2 (x1, x2) = x2 + x
m1
1 x2O(1) + x1x
d+1
2 O(1)
+x2d+12 O(1) + x
dm1+1
1 o(1),
and then, putting (x1, x2) = h(z1, z2) = (z
d
1 , z
m1
2 ), we conclude that the germ
G = (G1, G2) =
(
gdm1 − id
)
◦ h has the expression
G1(z1, z2) = φ(z1, z2) + higher terms,
G2(z1, z2) = ψ(z1, z2) + higher terms,
where φ and ψ are homogeneous polynomials of degrees dm1 + d and dm1 +m1,
respectively (note that d > 1 and m1 > 1). Since the origin is an isolated fixed
point of fM , it is also an isolated fixed point of gM by Lemma 3.10, and then it is
an isolated zero of G. Therefore, by Cronin’s theorem we have
piG(0) ≥ (dm1 + d)(dm1 +m1) = dm1(m1 + 1)(d+ 1),
and then, we have µgdm1 (0) = piG(0)/pih(0) ≥ (m1 + 1)(d+ 1), say,
(6.25) µgdm1 (0) > dm1 +m1 + 1.
Thus, we have by (6.23), (6.25) and Lemma 3.10 that
(6.26) µfm1 (0) = m1 + 1 and µfdm1 (0) > dm1 +m1 + 1.
By Lemma 3.8, each periodic point of the linear part of f at the origin has period
1, m1 or dm1. Thus, by Lemma 3.9 (ii), we have
Pdm1(f, 0) = µfdm1 (0)− Pm1(f, 0)− P1(f, 0),
Pm1(f, 0) = µfm1 (0)− P1(f, 0),
and then, we have by (6.26) that
Pdm1(f, 0) = µfdm1 (0)− µfm1 (0) > dm1,
and then Odm1(f, 0) = Pdm1(f, 0)/(dm1) > 1. But Odm1(f, 0) is an integer, we have
Odm1(f, 0) ≥ 2, and we have proved (6.1) under the assumption a
(1) 6= 0.
If a(1) = 0, then for ε 6= 0 consider the mapping gε = (g1,ε, g2,ε) given by{
g1,ε(x1, x2) = g1(x1, x2) + εx
m1+1
1 ,
g2,ε(x1, x2) = g2(x1, x2),
which is obtain from (6.18) with k = 1, by just replacing a(1), the coefficient of
xm1+11 of the power series of g
(1)
1 , with ε (note that g = g
1 = (g1, g2) = (g
(1)
1 , g
(1)
2 )).
Then fε = H ◦ gε ◦H
−1 converges to f uniformly in a neighborhood of the origin
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as ε→ 0, and then, 0 is also an isolated fixed point of fdm1ε for sufficiently small ε,
by the assumption that 0 is an isolated fixed point of fdm1 and Lemma 3.2.
On the other hand, gε = H
−1 ◦ fε ◦H is in the form of (6.19) for k = 1, together
(6.20). Thus, by Corollary 4.1, the k th iteration gkε is still in the form of (6.19),
together (6.20). Thus, repeating the process for proving (6.18), we can prove that
gkε is still in the form of (6.18), more precisely
g
(k)
1 (x1, x2) = λ
k
1x1 + x
m1+1
1 (A
(k) + o(1))
+x21x
d
2O(1) + x
2d
2 O(1),
g
(k)
2 (x1, x2) = λ
k
2x2 + x
m1
1 x2O(1) + x1x
d+1
2 O(1)
+x2d+12 O(1) + x
dm1+1
1 o(1).
But here A(1) = ε 6= 0.
Therefore, all the above arguments for the case a(1) 6= 0 apply to fε, gε = H−1 ◦
fε ◦H and gkε , and then we have Odm1(fε, 0) ≥ 2. Hence, by Lemma 3.6, we have
(6.1) in the case a(1) = 0 as well. This completes the proof. 
Part 4: (b4) ⇒ (6.1).
Proof. By (b4), there exist positive integers d > 1, n1 > 1 and n2 > 1 such that n1
and n2 are relatively prime and
m1 = dn1, m2 = dn2, M = dn1n2.
Then, the two eigenvalues λ1 and λ2 of Df(0) are primitive dn1-th, and dn2-th
roots of unity, respectively.
We first show that there exists a polynomial transform H in the form of (4.1)
in a neighborhood of the origin such that for each k ∈ N, the k th iteration gk =
(g
(k)
1 , g
(k)
2 ) of the germ
(6.27) g = H−1 ◦ f ◦H = (g1, g2)
has the expression
(6.28)


g
(k)
1 (x1, x2) = λ
k
1x1 + x
dn1+1
1 (a
(k) + o(1)) + xn1+11 x
n2
2 O(1)
+x1x
dn2
2 O(1) + x
2dn2+1
2 O(1),
g
(k)
2 (x1, x2) = λ
k
2x2 + x
dn1
1 x2O(1) + x
n1
1 x
n2+1
2 O(1)
+xdn2+12 (b
(k) + o(1)) + x2dn1+11 O(1),
where a(k) and b(k) are constants.
By Lemma 4.1 and Corollary 4.1, there exists a polynomial coordinate transform
H in the form of (4.1) in a neighborhood of the origin, such that each component
of the k th iteration gk = (g
(k)
1 , g
(k)
2 ) of the germ (6.27) has the expression
(6.29) g
(k)
j (x1, x2) = λ
k
j xj +
4dn1n2∑
i1+i2=2
Ckji1i2x
i1
1 x
i2
2 + o(|x|
4dn1n2), j = 1, 2,
in a neighborhood of the origin, where for each j = 1, 2, the sum in (6.29) extends
over all 2-tuples (i1, i2) of nonnegative integers with
(6.30) 2 ≤ i1 + i2 ≤ 4dn1n2
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and
(6.31) λj = λ
i1
1 λ
i2
2 .
We may write
λj = e
2kjpii
dnj , j = 1, 2,
where kj is a positive integer such that (kj , dnj) = 1, j = 1, 2. Recall that (kj , dnj)
denotes the largest common divisor of kj and dnj .
Now, first assume j = 1 and let (i1, i2) be any 2-tuple that satisfies (6.30) and
(6.31). Then we have
(i1 − 1)k1
dn1
+
i2k2
dn2
= 0(mod1),
and then
(6.32) (i1 − 1)k1n2 + i2k2n1 = 0(mod (dn1n2)).
This implies that n1|(i1 − 1) and n2|i2, since
(k1, n1) = (k2, n2) = (n1, n2) = 1.
Therefore, for j = 1, each nonzero term Ck1i1i2x
i1
1 x
i2
2 in (6.29) is of type x
sn1+1
1 x
tn2
2 O(1),
in which s = (i1 − 1)/n1 and t = i2/n2 are integers. In particular, when i2 = 0, by
(6.32) we have (dn1) | (i1 − 1) , and then i1 ≥ dn1+1 by (6.30); and when i1 = 1, by
(6.32) we have (dn2) |i2, and then i2 ≥ dn2 by (6.30). On the other hand, each term
in the power series o(|x|4dn1n2) has the form cxi11 x
i2
2 with i1 + i2 > 4dn1n2. Thus
each term in o(|x|4dn1n2) has either a factor xdn1+21 or a factor x
2dn2+1
2 . Therefore,
the first equality of (6.28) holds for some constant a(k).
For the same reason, the second equality in (6.28) holds for some constant b(k).
By the assumption, we have λdn1n21 = λ
dn1n2
2 = 1, and then, by taking k = dn1n2
in (6.28), we have
g
(dn1n2)
1 (x1, x2)− x1 = x
dn1+1
1 O(1) + x
n1+1
1 x
n2
2 O(1)
+x1x
dn2
2 O(1) + x
2dn2+1
2 O(1),
g
(dn1n2)
2 (x1, x2)− x2 = x
dn1
1 x2O(1) + x
n1
1 x
n2+1
2 O(1)
+xdn2+12 O(1) + x
2dn1+1
1 O(1).
By Lemma 5.2, the zero order pigdn1n2−id(0) of g
dn1n2 − id at the origin is at least
1 + dn1 + dn2 + 2dn1n2, in other words
µgdn1n2 (0) ≥ 1 + dn1 + dn2 + 2dn1n2,
which implies by Lemma 3.10 that
(6.33) µfdn1n2 (0) ≥ 1 + dn1 + dn2 + 2dn1n2.
Now, let us first prove (6.1) under the assumption that, in the expression (6.28),
a(1) 6= 0 and b(1) 6= 0.
Then it is easy to see that
a(dn1) = dn1λ
dn1−1
1 a
(1) 6= 0.
Thus, by (6.28) and the fact that λdn11 = 1 and λ
dn1
2 6= 1, we can write
g
(dn1)
1 (x1, x2)− x1 = x
dn1+1
1 (a
(dn1) + o(1)) + x2o(1),
g
(dn1)
2 (x1, x2)− x2 = cx2 + x2o(1) + x
dn1+1
1 o(1),
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where c = λdn12 − 1 6= 0, and then by Corollary 5.2 we have
µgdn1 (0) = pigdn1−id(0) = dn1 + 1,
and, repeating the above argument, by the assumption b(1) 6= 0, we have
µgdn2 (0) = dn2 + 1.
Thus by Lemma 3.10 we have
(6.34) µfdn1 (0) = dn1 + 1, µfdn2 (0) = dn2 + 1.
On the other hand, by Lemmas 3.9 (ii) and 3.8, we have
µfdn1 (0) = Pdn1(f, 0) + P1(f, 0),
µfdn2 (0) = Pdn2(f, 0) + P1(f, 0),
µfdn1n2 (0) = Pdn1n2(f, 0) + Pdn1(f, 0) + Pdn2(f, 0) + P1(f, 0).
Thus, by (6.3) we have
Pdn1n2(f, 0) = µfdn1n2 − µfdn1 (0)− µfdn2 (0) + 1.
and then, by (6.33) and by (6.34), we have Pdn1n2(f, 0) ≥ 2dn1n2, and then (6.1)
holds.
Now, we have proved (6.1) under the condition a(1) 6= 0 and b(1) 6= 0. In general,
we consider gε = (g1,ε, g2,ε) ∈ O(C2, 0, 0) given by
(6.35)
g1,ε(x1, x2) = g1(x1, x2) + εx
dn1+1,
g2,ε(x1, x2) = g2(x1, x2) + εx
dn2+1
2 ,
which is obtained from (6.28) with k = 1, by just replacing the constants a(1) and
b(1) with ε, and consider
fε = H ◦ gε ◦H
−1
where H is the transform in (6.27).
Since fε uniformly converges to f as ε→ 0, for sufficiently small ε, the origin is
an isolated fixed point of fdn1n2ε by Rouche´’s theorem and the assumption that 0
is an isolated fixed point of fdn1n2 (note that M = dn1n2). Then, it is clear that
for sufficiently small ε, fε again satisfies condition (b4) and gε = H
−1 ◦ fε ◦H is in
the form of (6.29) of k = 1, together with (6.30) and (6.31), thus gkε = (g
(k)
1,ε , g
(k)
2,ε )
is in the form of (6.29) for all k ∈ N by Corollary 4.1, more precisely,
g
(k)
1,ε (x1, x2) = λ
k
1x1 + x
dn1+1
1 (A
(k) + o(1)) + xn1+11 x
n2
2 O(1)
+x1x
dn2
2 O(1) + x
2dn2+1
2 O(1),
g
(k)
2,ε (x1, x2) = λ
k
2x2 + x
dn1
1 x2O(1) + x
n1
1 x
n2+1
2 O(1)
+xdn2+12 (B
(k) + o(1)) + x2dn1+11 O(1),
where A(1) = B(1) = ε 6= 0.
Thus, all the above arguments for the case a(1)b(1) 6= 0 apply to fε and gkε =
(g
(k)
1,ε , g
(k)
2,ε ), and then we have Odn1n2(fε, 0) ≥ 2, and then by Lemma 3.6, we have
Odn1n2(f, 0) ≥ 2, say (6.1) holds again. This completes the proof. 
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7. Proof of the Main Theorem: (A) ⇒ (B)
Assume that M > 1 is a positive integer and assume that A is a 2 × 2 matrix
such that the following condition holds.
(C) For any f ∈ O(C2, 0, 0) such that Df(0) = A and that 0 is an isolated fixed
point of fM ,
(7.1) OM (f, 0) ≥ 2.
We show that A satisfies condition (B) in Theorem 1.2.
We first show that the two eigenvalues λ1 and λ2 of A satisfy
(7.2) λM1 = λ
M
2 = 1.
Assume (7.2) fails. Then we may assume λM2 6= 1, and then by (C), Theorem 1.1
and Lemma 3.8, the other eigenvalue λ1 must be a primitive M th root of unity.
But then we shall obtain a contradiction by constructing a germ f ∈ O(C2, 0, 0)
such that Df(0) = A and that 0 is an isolated fixed point of fM , but (7.1) fails.
That is to say, (C) fails!
Since λ1 is a primitive M th root of unity and λ
M
2 6= 1, we have λ1 6= λ2, and
then the matrix A is diagonalizable. Thus, by Lemma 3.10, to construct that f, we
may assume that
A =
(
λ1 0
0 λ2
)
.
We show that the germ f(x1, x2) ∈ O(C2, 0, 0) given by
f(x1, x2) = (λ1x1 + x
M+1
1 , λ2x2)
is the desired germ.
Since λ1 is a primitive M th root of unity and M > 1, it is clear that λ1 6= 1
and that the M th iteration fM of f has the expression
fM (x1, x2) = (x1 + cx
M+1
1 (1 + o(1)), λ
M
2 x2),
where c = MλM−11 6= 0. Then, by the assumption that λ
M
2 6= 1 and by Cronin’s
theorem, the origin is an isolated zero of fM − id and the zero order is
pifM−id(0) =M + 1,
and then the origin is an isolated fixed point of fM with
µfM (0) =M + 1.
On the other hand, it is clear that 0 is a simple fixed point of f, and then
µf (0) = P1(f, 0) = 1.
Therefore, by Lemmas 3.9 (ii) and 3.8,
PM (f, 0) = µfM (0)− P1(f, 0) =M,
and then OM (f, 0) = 1, say, (7.1) fails. Hence, (7.2) holds.
By (C), (7.2), Theorem 1.1 and Lemma 3.8, we can conclude that there exists
positive integers m1 and m2 such that
(D) The two eigenvalues λ1 and λ2 of A are primitive m1 th and m2 th roots
of unity, respectively, and
(7.3) M = [m1,m2].
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Without loss of generality, we assume that
m1 ≤ m2 ≤M.
If m1 and m2 do not satisfy any one of the conditions from (b1) to (b4), then
by (D) and Remark 1.1, one of the following conditions must be satisfied:
(b1)’ m1 = m2 =M, λ1 = λ2 and A is not diagonalizable.
(b2)’ m1 = m2 =M and there exists positive integers α and β with 1 < α < M
and 1 < β < M such that
(7.4) λα1 = λ2, λ
β
2 = λ1, αβ =M + 1.
(b3)’ m2 =M, m1|m2,m1 < m2, and λ
m2/m1
2 = λ1.
(b4)’ m1 and m2 are relatively prime, and m2 > m1 > 1.
We show that each condition from (b1)’ to (b4)’ contradicts condition (C). This
will be done in each case, by constructing a germ F ∈ O(C2, 0, 0) such thatDF (0) =
A and 0 is an isolated fixed point of FM , but OM (F, 0) = 1, say, (7.1) fails. We
divide this process into four parts.
Part 1: (b1)’ implies the existences of F .
Proof. In case (b1)’, by Lemma 3.10, we may assume that
A =
(
λ1 0
1 λ1
)
.
Then, consider the germ F ∈ O(C2, 0, 0) given by
F (x1, x2) = (λ1x1 + x
M+1
2 , x1 + λ1x2).
Since λ1 is a primitive M th root of unity and M > 1, the origin is a simple fixed
point of f , say,
(7.5) P1(F, 0) = µF (0) = 1.
It is easy to see by induction that theM th iteration FM of F has the expression
(
FM (x1, x2)
)T
=
(
x1 + x1φM (x1, x2) +Mλ
M−1
1 x
M+1
2 + o(|x|
M+1)
MλM−11 x1 + x2 + o(|x|)
)
,
where x = (x1, x2) and φM is a homogenous polynomial of degree M. Then
FM (x1, x2)− (x1, x2) has the expression(
FM (x1, x2)− (x1, x2)
)T
=
(
x1φM (x1, x2) +Mλ
M−1
1 x
M+1
2 + o(|x|
M+1)
MλM−11 x1 + o(|x|)
)
and the origin is an isolated zero of the system
x1φM (x1, x2) +Mλ
M−1
1 x
M+1
2 = 0,
MλM−11 x1 = 0.
Thus, by Cronin’s theorem, the zero order of the germ FM − id at the origin equals
M + 1, and then
µFM (0) =M + 1.
Thus, by (7.5) and by Lemmas 3.9 (ii) and 3.8,
PM (F, 0) = µFM (0)− P1(F, 0) =M,
which implies OM (F, 0) = 1. 
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In any other case, A is diagonalizable, and by Lemma 3.10, we may assume
A =
(
λ1 0
0 λ2
)
.
Part 2: (b2)’ implies the existence of F .
Proof. In case (b2)’, consider the germ F = (F1, F2) ∈ O(C2, 0, 0) given by
F1(x1, x2) = λ1x1 + x
β
2 ,
F2(x1, x2) = λ2x2 + x
α
1 .
By (D) and (b2)’, both λ1 and λ2 are primitive M th roots of unity, and then by
(7.4), it is easy to see that the M th iteration FM = (F
(M)
1 , F
(M)
2 ) of F has the
expression
F
(M)
1 (x1, x2) = x1 +Mλ
M−1
1 x
β
2 + higher terms,
F
(M)
2 (x1, x2) = x2 +Mλ
M−1
2 x
α
1 + higher terms;
and then by Cronin’s theorem, we have
µFM (0) = αβ =M + 1.
On the other hand, since M > 1 and both λ1 and λ2 are primitive M th roots
of unity, the germ F here still satisfies (7.5). Therefore, by (7.5) and by Lemmas
3.9 (ii) and 3.8, we have
PM (F, 0) = µFM (0)− P1(F, 0) =M,
and then OM (F, 0) = 1. 
Part 3: (b3)’ implies the existence of F .
Proof. In case (b3)’, we consider the germ F ∈ O(C2, 0, 0) given by
(7.6) F (x1, x2) = (λ1x1 + x
m1+1
1 + x
d
2, λ2x2 + x
m1
1 x2),
where
d = m2/m1 =M/m1 > 1
is a positive integer.
We first assume m1 = 1. Then d = m2 = M and λ1 = λ
d
2 = 1, and then it is
easy to show that the M th iteration FM = (F
(M)
1 , F
(M)
2 ) has the expression{
F
(M)
1 (x1, x2) = x1 +Mx
2
1 +Mx
d
2 + x
2
1o(1) + x
d
2o(1),
F
(M)
2 (x1, x2) = x2 +Mλ
M−1
2 x1x2 + x1x2o(1) + x
d+1
2 O(1).
Then by Corollary 5.1, considering that d = M, we have that the zero order
piFM−id(0) of F
M − id at the origin equals d+ 2 =M + 2. Thus,
µFM (0) = piFM−id(0) =M + 2.
On the other hand, since λ1 = 1 and λ2 6= 1, we can write
F (x1, x2) = (x1 + x
2
1 + x2o(1), λ2x2 + x2o(1)),
and then by Corollary 5.2, the zero order piF−id(0) of F − id at the origin equals 2,
and then
µF (0) = P1(F, 0) = piF−id(0) = 2.
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Hence, by Lemmas 3.8 and 3.9 (ii), we have
PM (F, 0) = µFM (0)− P1(F, 0) =M,
and then OM (F, 0) = 1.
Now, assume m1 > 1. Then we have d = m2/m1 > 1 and λ
m1
2 6= 1, and then,
the m1 th iteration F
m1 = (F
(m1)
1 , F
(m1)
2 ) of F given by (7.6) has the expression
(7.7)
{
F
(m1)
1 (x1, x2) = x1 + x
m1+1
1 (c1 + o(1)) + x
d
2(c1 + o(1)),
F
(m1)
2 (x1, x2) = λ
m1
2 x2 +m1λ
m1−1
2 x
m1
1 x2(1 + o(1)) + x
d+1
2 o(1),
where c1 = m1λ
m1−1
1 6= 0. Thus, by Corollary 5.2, the zero order of the germ
Fm1 − id at the origin equals m1 + 1, say
(7.8) µFm1 (0) = m1 + 1.
Now, consider the fixed point index µFM (0) of F
M = (F
(M)
1 , F
(M)
2 ), the M th
iteration of F . By (b3)’ and (7.3), λm12 is a primitive d th root of unity, and then
by (7.7), it is easy to see that the germ (note that M = dm1 = m2)
FM (x1, x2) = (F
(M)
1 , F
(M)
2 ) = (F
m1)d
has the expression{
F
(M)
1 (x1, x2) = x1 + dx
m1+1
1 (c1 + o(1)) + dx
d
2(c1 + o(1)),
F
(M)
2 (x1, x2) = x2 +Mλ
M−1
2 x
m1
1 x2(1 + o(1)) + x
d+1
2 o(1),
and then the germ FM − id = (F
(M)
1 , F
(M)
2 )− id has the expression{
F
(M)
1 (x1, x2)− x1 = x
m1+1
1 (dc1 + o(1)) + x
d
2(dc1 + o(1)),
F
(M)
2 (x1, x2)− x2 =Mλ
M−1
2 x
m1
1 x2(1 + o(1)) + x
d+1
2 o(1),
and then, by Corollary 5.1, we have (note that dc1 6= 0 and Mλ
M−1
2 6= 0)
(7.9) µFM (0) = piFM−id(0) = 1 +m1 + dm1.
By Lemmas 3.8 and 3.9 (ii), We have
µFM (0) = PM (F, 0) + Pm1(F, 0) + P1(F, 0),
µFm1 (0) = Pm1(F, 0) + P1(F, 0).
Thus, by (7.8) and (7.9) we have
PM (F, 0) = µFM (0)− µFm1 (0) = dm1 =M,
and then OM (F, 0) = 1. 
Part 4: (b4)’ implies the existence of F .
Proof. In case (b4)’, the existence of F follows from Proposition 5.1. This completes
the proof.
Now, we have prove that any case from (b1)’ to (b4)’ can not occurs. Thus A
must satisfy (B) in the main theorem. 
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