Abstract-The graph embedding (GE) methods have been widely applied for dimensionality reduction of hyperspectral imagery (HSI). However, a major challenge of GE is how to choose proper neighbors for graph construction and explore the spatial information of HSI data. In this paper, we proposed an unsupervised dimensionality reduction algorithm termed spatialspectral manifold reconstruction preserving embedding (SSM-RPE) for HSI classification. At first, a weighted mean filter (WMF) is employed to preprocess the image, which aims to reduce the influence of background noise. According to the spatial consistency property of HSI, the SSMRPE method utilizes a new spatial-spectral combined distance (SSCD) to fuse the spatial structure and spectral information for selecting effective spatialspectral neighbors of HSI pixels. Then, it explores the spatial relationship between each point and its neighbors to adjusts the reconstruction weights for improving the efficiency of manifold reconstruction. As a result, the proposed method can extract the discriminant features and subsequently improve the classification performance of HSI. The experimental results on PaviaU and Salinas hyperspectral datasets indicate that SSMRPE can achieve better classification accuracies in comparison with some state-ofthe-art methods.
traditional classification methods commonly cause the Hughes phenomena because of the high dimensional characteristic of spectral features [9] , [10] . Therefore, the most important and urgent issue is how to reduce the number of bands largely with some valuable intrinsic information preserved [11] [12] [13] .
In recent years, many dimensionality reduction (DR) methods have been proposed to reduce the number of spectral bands in HSI. Principal component analysis (PCA) [14] and linear discriminant analysis (LDA) [15] are two widely used subspace learning methods which project high-dimensional data into a lower-dimensional embedding space by using a set of optimal basis vectors, but they cannot reveal the intrinsic structure in HSI data [16] , [17] . While manifold learning methods are useful to analyze the data that lie on or near a manifold in the original data space, many manifold learning methods have been introduced for discovering the intrinsic structure in high-dimensional data [18] [19] [20] , such as local linear embedding (LLE) [21] , isometric feature mapping (ISOMAP) [22] , laplacian eigenmaps (LE) [23] , and t-distributed stochastic neighbor embedding (t-SNE) [24] . However, these methods are non-linear techniques, and the issue of how to map unknown data points into embedding space remains difficult [25] [26] [27] . To solve this problem, many linear manifold learning methods were developed to directly map unknown samples into embedding space, e.g. locality preserving projection (LPP) [28] , neighborhood preserving embedding (NPE) [29] and parametric supervised t-SNE [30] . In order to unify these methods, a graph embedding (GE) framework has been proposed to analyze the DR methods on the basis of statistics or geometry theory [31] [32] [33] .
However, the above DR methods only consider the spectral information and neglect the spatial correlations among pixels in HSI, which restricts their discriminant capability for classification in real applications [34] [35] [36] [37] . Therefore, many spatialspectral DR methods have been proposed to fuse spatial correlation and spectral information for enhancing the classification performance. Wei et al. [38] proposed a spatial coherenceneighborhood preserving embedding (SC-NPE) method, which considered spatial context of pixels by adopting the difference between the surrounding patch of pixels, and then mapped the raw data into the low-dimensional space through an optimized local linear embedding. Zhou et al. [39] developed a spatialdomain local pixel neighborhood preserving embedding (LP-NPE) method, and it seeks a linear projection matrix such that the local pixel neighborhood preserving scatter is minimized and the total scatter is maximized in the projected space simultaneously. Feng et al. [40] defined discriminate spectralspatial margins (DSSMs) to reveal the local information of hyperspectral pixels and explore the global structure of both labeled and unlabeled data via low-rank representation. The aforementioned spatial-spectral combined methods just use the spatial information to represent the similarity relationship or reveal the spatial neighborhood relationship of HSI data within a certain spatial window, which ignore the influence of spatial information in the construction of adjacency graph.
To overcome the aforementioned drawbacks, we proposed a new unsupervised DR method termed spatial-spectral manifold reconstruction preserving embedding (SSMRPE) for hyperspectral imagery classification. The SSMRPE method makes full use of spatial structure and spectral information in HSI to extract discriminant features for classification, and the main characteristics of this DR method can be concluded as: 1) As a preprocessing step, a spatial weighted mean filter (WMF) method is explored to reduce noise and smoothen the homogeneous regions in HSI; 2) Compared with traditional Euclidean distance, the proposed spatial-spectral combined distance (SSCD) is a helpful way to choose effective spatialspectral neighbors by incorporating the spatial structure and spectral information simultaneously; 3) A spatial-spectral adjacency graph is constructed to discover the manifold structure of HSI data, and the aggregation of data is enhanced through adjusting the reconstruction weight of spatial neighbors to extract the discriminant features. Experimental results on PaviaU and Salinas hyperspectral datasets show that the proposed SSMRPE method achieved better classification performance than some state-of-art DR methods. This paper is organized as follows. In Section II, we briefly review some related works. Section III details our proposed method. Experimental results on two real hyperspectral data sets are presented in Section IV to demonstrate the effectiveness of the proposed SSMRPE method. Finally, Section V provides some concluding remarks and suggestions for future work.
II. RELATED WORKS
Suppose that a HSI dataset consists of D bands, each pixel can be denoted as a vector x i ∈ R D (i = 1, 2, . . . , n), where n refers to the number of HSI pixels. The class label of ℓ(x i ) ∈ {1, 2, · · · , c}, where c is the number of land cover types. The goal of dimensionality reduction is to map
D×d is the corresponding projection matrix.
A. Weighted Mean Filtering (WMF)
To reduce noise and smoothen the homogeneous regions in the HSI, a spatial WMF is used to preprocess the pixels. Assuming that the coordinate of x i is denoted as (p i , q i ), then the adjacent space centered at x i can be defined as
(1) where t = (w − 1)/2, w is a positive odd number, and it indicates the size of spatial window. Denoting the pixels in the adjacent space Ω(x i ) as x i , x i1 , x i2 , · · · , x i(w 2 −1) , Then, the filtered pixel x ′ i can be represented with a weighted summation as follows:
where v k = exp{−γ 0 x i −x ik 2 } is the weight of x ik , and γ 0 is a constant which is empirically set 0.2 in the experiments. The WMF method adjusts the degree of filtering by spatial window w, and it can effectively decrease the influence of noise for enhancing the spectral similarity between pixels from the same class.
B. Neighborhood Preserving Embedding (NPE)
NPE can be regarded as a linear approximation to locally linear embedding (LLE), and it can directly map unknown samples into embedding space where the local manifold structure of data can be preserved. The outline of NPE can be summarized as follows: 1) Construct an adjacency graph G. G is composed of n nodes, and i-th node corresponds to sample x i . Node i and j are connected by an edge if x j is among k nearest neighbors of x i . The common ways of selecting neighbors are k-nearest neighbors and ε-neighborhood. 2) Compute the weight matrix W. Let w ij denote the weight of x i and x j , and w ij = 0 if there is no such edge between them; otherwise w ij can be calculated by minimizing the following reconstruction error function:
3) Calculate the projection matrix A. To preserve the local manifold structure on high-dimensional data, NPE assumes that the low-dimensional embedding y i can be approximated by the linear combination of its corresponding neighbors. Therefore, a reasonable criterion for choosing a good project matrix A is to minimize the objective function as
where
III. PROPOSED METHOD
To effectively reveal the intrinsic manifold structure of hyperspectral data, a spatial-spectral manifold reconstruction preserving embedding (SSMRPE) method was proposed for DR of HSI. SSMRPE chooses spatial-spectral neighbors by incorporating the spatial structure and spectral information, which is more effective to choose the proper neighbors from HSI pixels, especially for spectrally-similar pixels from different classes. To further enhance the discriminating power of feature learning, it exploits the spatial-spectral neighbors to construct a spatial-spectral adjacency graph, and adjusts the reconstruction weight of them by their spatial coordinates in HSI. Thus, SSMRPE makes full use of spatial-spectral combined information of HSI data, and it can obtain discriminating features to improve the classification performance.The flowchart of the proposed algorithm is shown in Fig. 1 .
In hyperspectral image, the pixels are usually spatially related, the pixels within a small neighborhood usually possess the spatial distribution consistency of ground objects. Therefore, neighborhood pixels can be utilized to fuse spatial and spectral information for measuring similarity.
In order to explore the spatial-spectral combined information in HSI, a spatial-spectral combined distance (SSCD) is proposed to choose effective neighbors for the construction of adjacency graph, which explores the adjacent space Ω(x i ) to measure the similarity between data points. The overview of SSCD is shown in Fig. 2 . For pixels x i and x j in HSI, x ′ i and x ′ j are the corresponding filtered pixels by using the weighted mean filter (WMF) method. Suppose the adjacent spaces of x i and x j are Ω(x i ) and Ω(x j ), respectively, the spatial-spectral combined distance (SSCD) can be defined as
is the distance between Ω(x i ) and x ′ j , it is defined as follows:
in which v is is the weight of x is , and it can be calculated by a heat kernel function as
where σ j is set to be the average value of ||x
With the modified distance by SSCD, a number of spatialspectral neighbors can be obtained for adjacency graph. To further illustrate the effectiveness of SSCD, we crop an image block from the PaviaU hyperspectral image, as shown in Fig.3 (a). Then we randomly select some pixels from the image block as training samples, and the distributions of all training samples are shown in Fig.3 (b) . x i is set as the target pixel that is denoted with a brown circle, and then its spectral neighbors, spatial neighbors and spatial-spectral neighbors are chosen, respectively. Note that the window size of spatialbased methods is 9 × 9. All the neighbors are indicated by red circles, which are connected with x i by brown lines. The distributions for three different types of neighbors are shown in Fig.3 (c-e) , and their corresponding spectral curves of selected neighbors are shown in Fig.3 (f-h).
As we can see from Fig.3 (a) and (f), spectral neighbors measure the similarity of pixels only based on spectral features while neglect the spatial distributions of ground objects, and the selected neighbors often contain pixels with similar spectral curves which come from different classes. From Fig.3 (d) and (g), spatial neighbors consider the spatial relationship between pixels, but the spatial neighbors may include pixels come from different classes, especially at land cover boundaries, which will produce negative influence on DR of HSI. As in Fig.3 (e) and (h), the spatial-spectral combined information between pixels are explored to find effective neighbors, which is beneficial to construct the adjacency graph for DR.
After obtaining the spatial-spectral neighbors, a spatial- spectral adjacency graph G ss = {X, W ss } can be constructed, where X is the vertex of the graph and W ss is the weight matrix. In graph G ss , if two pixels are neighbors, an edge is connected between them, otherwise they should not be connected. In general, the selected neighbors may have different effect in the reconstruction process due to their spatial relationships. In hyperspectral image, if a neighbor pixel is closer to the target pixel, there would be a high probability of them being in the same class, and the weight between them should be bigger in the reconstruction process. Therefore, a spatial coordinate distance d SCD is introduced to denote the spatial relationship.
Denoting the coordinates of x i and x j in HSI as (p i , q i ) and (p j , q j ), then the spatial coordinate distance d ij SCD is given by the Euclidean distance between their coordinates as
To preserve the spatial relationship of HSI data, the reconstruction error function for the optimal weights is defined as follows:
In Eq. (10),
indicates the spatial-spectral combined measure between x i and x j .
Suppose that x k i represents the k-th spatial-spectral neighbor of
ik SCD is the spatial-spectral combined measure between x i and its k-th spatial-spectral neighbor, and k is the number of spatial-spectral neighbors, then the objective function can be simplified into
Then, the objective function can be expressed as the following optimization problem:
With the Lagrange multiplier method, w ′ ij is given as follows:
After obtained the weight matrix W ′ , the projection vector A for low-dimensional embedding can be achieved by solving 
With some mathematical operations, (14) can be reduced as
, window size w > 0, neighbor number k > 0 and γ 0 = 0.2. 1: for i = 1 to n do 2: find neighbor pixels of x i by (1). 3: for s = 1 to do 4: Compute the weights of neighbor pixels:
end for 6: Obtain the filtered pixel
′ n ] 9: for i = 1 to n do 10: Compute the spatial-spectral combined distance as (5).
11:
compute spatial coordinate distance d ij SCD between x i and its spatial-spectral neighbors. 13 : end for 14: Compute the reconstruction weight of x i by (11). 15: Solve the generalized eigenvalue problem as (16) . 16: Obtain the projection matrix with the d smallest eigenvalues corresponding eigenvectors: (15) can be solved by Lagrange multiplier, and it can be transformed into the following form:
where λ is the eigenvalue of (16) . With the eigenvectors a 1 , a 2 , · · · , a d corresponding to the first d eigenvalues, the optimal projection matrix can be represented as A = [a 1 a 2 . . . a d ]. Then the embedding of high-dimensional data in the lowdimensional space can be denoted as Y = A T X. In summary, the proposed method makes full use of spatialspectral combined information of HSI data, and it can obtain discriminating features to improve the classification performance. The detailed process of SSMRPE method is given in Algorithm 1.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the Pavia University and Salinas Valley hyperspectral data sets were employed to demonstrate the effectiveness of the proposed SSMRPE method, and it was compared with some state-of-art DR algorithms.
A. Data Description 1) Pavia University data set: This data set is a hyperspectral image of the Pavia University acquired by the ROSIS sensor in 2002. The area possesses a spatial size of 610 × 340 pixels, and the uncorrected data contains 115 spectral bands ranging from 0.43 to 0.86 µm with a spatial resolution of 1.3 m. The corrected data has 103 bands after the 12 bands with serious water absorption are removed. The data set contains nine land cover types. The HSI in false color and its corresponding ground truth are shown in Fig. 4 .
2) Salinas data set: This HSI data set was collected by an airborne visible/infrared imaging spectrometer (AVIRIS) 
B. Experimental Setup
In each experiment, the HSI data set is randomly divided into training and test sets. The training set is used to learn a low-dimensional embedding space using different DR methods. Then, all test samples are projected onto the embedding space. After that, the nearest neighbor classifier (1-NN) is employed for classification in all experiments. Overall classification accuracies (OAs), average classification accuracies (AAs), and the kappa coefficients (κ) are used to The proposed SSMRPE method was compared with several state-of-art DR algorithms such as PCA, NPE, LPP, LDA, LFDA, SC-NPE, DSSMs and LPNPE. The former five methods are spectral-based DR methods, while the later three approaches make use of spatial relationship and spectral information for DR of HSI data.
In order to evaluate the classification influence of spatial window size w and neighbor number k, we randomly selected 1% samples from the two HSI datasets for training, and the remaining samples are used for testing. Parameters w and k were tuned with a set of {1, 3, 5, · · · , 25, 27} and a set of {1, 2, 3, · · · , 59, 60}, respectively. Fig. 6 shows the OAs versus different values of w and k.
As can be seen from Fig. 6 , the performance of the SSMRPE becomes much better with large values of parameters k and w. The OAs of SSMRPE first improve with the increase of w, and then the OAs maintained a stable value. The reason is that a larger spatial window contains more neighbors, which brings benefits to extract discriminant features for classification. However, if the size of spatial window is too large, the spatial information in neighbors will become redundant for DR of HSI. Furthermore, a larger spatial window also leads to a great increase in the computational complexity. Based on the above analysis, we choose w = 13, k = 20 for PaviaU dataset, and w = 15, k = 15 for Salinas dataset in the following experiments.
C. Classification Results
In this section, the experiments were conducted on PaviaU and Salinas data sets to evaluate the classification performance of different DR methods. In order to demonstrate the classification performance of different DR algorithms under different training conditions, we randomly selected n i (n i =20, 30, 40, and 50) samples from each class for training, and the others for testing. Table I is the classification results on PaviaU dataset under different number of training samples. From Table I , we can see that the classification accuracies of all DR algorithms improved with the increase of the number of training samples. The reason is that a large number of training samples contain more available information to learn low-dimensional embedding features. The supervised spectralbased methods, LDA and LFDA, are superior to unsupervised ones such as PCA, NPE, and LPP, which indicates the prior knowledge of training samples is useful for DR of HSI data. For spatial-spectral combined methods, the proposed SSMRPE method achieves better classification results than DSSMs, SC-NPE, and LPNPE in most conditions. This is because SSMRPE explores a new spatial-spectral combined distance to choose effective neighbors which are used to construct a spatial-spectral adjacency graph for discovering the intrinsic manifold structure of HSI data, and the reconstruction weights of spatial neighbors are adjusted to enhance the aggregation of HSI data. Thus, the discriminating power of extracted features is further improved.
In order to analyze the classification performances of different DR algorithms on each class, 1% samples per class were randomly selected for training and the rest for testing. The classification accuracy of each class, OA, AA and kappa coefficient in PaviaU data set were shown in Table II . Fig. 7 is the corresponding classification maps of different methods for PaviaU hyperspectral image.
As shown in Table II , the unsupervised spatial-spectral combined methods, SC-NPE, LPNPE and SSMRPE, perform better than unsupervised spectral-based methods such as RAW, PCA, NPE and LPP, which indicates that combining spatial structure and spectral information provided by training samples gives the benefits to DR of HSI. Our proposed method obtained the strongest classification effect in most classes and achieved the best OA, AA, and kappa coefficient. The reason is that SSMRPE constructs a spatial-spectral adjacency graph to reveal the intrinsic structure of HSI data, and it also exploits the spatial distance to adjust the reconstruction weights between pixels and their neighbors for enhancing Table II are confirmed by inspecting the classification maps in Fig. 7 , where smoother classification map is obtained by SSMRPE. Table III reports the classification performances of different DR algorithms on Salinas hyperspectral data set under different number of training samples. It is obviously that the overall accuracy of each method improved with the increasing number of training samples. The proposed algorithm achieved the best classification performance than other DR methods in most cases. The classification results indicate that SSMRPE not only inherits the merit of manifold learning but also makes full use of the spatial consistency of HSI data, which is beneficial to extract discriminating features and subsequently enhance classification performance.
In order to evaluate the performance of the SSMRPE method under different training conditions, we use a balanced training set in which around 1% of the labeled samples per class have been randomly selected for training and the Table IV reports the classification accuracies of different DR methods in the Salinas data set, and Fig. 8 shows the corresponding classification maps.
In Table IV , the proposed SSMRPE method obtained better classification accuracy in most classes, and achieved the best results in terms of OA, AA, and kappa coefficient among all DR methods with balanced training data. As shown in Fig.  8 , the numerical results are confirmed by visual inspection of the classification maps. The SSMRPE method produces more homogenous areas and smoother classification maps than the other methods, especially in the extreme case (e.g., classes Weeds 1, Weeds 2, lettuce 4wk, lettuce 6wk). The probable reason is that it not only explores the spatial-spectral adjacency graph to reveal the intrinsic manifold structure of HSI data but also utilizes the spatial distance to adjust the reconstruction weights for extracting the discriminant features in the low-dimensional embedding space, which is more beneficial to HSI classification.
V. CONCLUSION
In this paper, we proposed an unsupervised DR method termed spatial-spectral manifold reconstruction preserving embedding (SSMRPE) to learn the low-dimensional embedding features for HSI classification. SSMRPE proposed a new spatial-spectral combined distance to construct the spatialspectral adjacency graph for revealing intrinsic manifold structure of HSI data. Then, it adjusts the reconstruction weights according to the spatial relationship between each point and its neighbors to improve the efficiency of manifold reconstruction. As a result, the proposed method can effectively extract the discriminant features and subsequently improve HSI classification performance. Experimental results on PaviaU and Salinas hyperspectral datasets show that the proposed algorithm performs much better than some state-of-the-art DR methods in terms of classification accuracy and kappa coefficient. Our future work will focus on how to reduce the computational complexity and further improve the classification performance of the SSMRPE method.
