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WEYL SOLUTIONS AND J-SELFADJOINTNESS FOR DIRAC
OPERATORS
B. MALCOLM BROWN, MARTIN KLAUS, MARK MALAMUD, VADIM MOGILEVSKII,
AND IAN WOOD
Abstract. We consider a non-selfadjoint Dirac-type differential expression
(0.1) D(Q)y := Jn
dy
dx
+Q(x)y,
with a non-selfadjoint potential matrix Q ∈ L1loc(I,Cn×n) and a signature matrix Jn =
−J−1
n
= −J∗
n
∈ Cn×n. Here I denotes either the line R or the half-line R+. With this dif-
ferential expression one associates in L2(I,Cn) the (closed) maximal and minimal operators
Dmax(Q) and Dmin(Q), respectively. One of our main results for the whole line case states
that Dmax(Q) = Dmin(Q) in L
2(R,Cn). Moreover, we show that if the minimal operator
Dmin(Q) in L
2(R,Cn) is j-symmetric with respect to an appropriate involution j, then it is
j-selfadjoint.
Similar results are valid in the case of the semiaxis R+. In particular, we show that if
n = 2p and the minimal operatorD+min(Q) in L
2(R+,C
2p) is j-symmetric, then there exists a
2p×p-Weyl-type matrix solution Ψ(z, ·) ∈ L2(R+,C2p×p) of the equation D+max(Q)Ψ(z, ·) =
zΨ(z, ·). A similar result is valid for the expression (0.1) with a potential matrix having
a bounded imaginary part. This leads to the existence of a unique Weyl function for the
expression (0.1). The main results are proven by means of a reduction to the self-adjoint
case by using the technique of dual pairs of operators.
The differential expression (0.1) is of significance as it appears in the Lax formulation of
the vector-valued nonlinear Schro¨dinger equation.
1. Introduction
Let I be either the half-line R+ = [0,∞) or the whole line R. The main object of the
paper is a study of the general (not necessarily formally self-adjoint) Dirac-type differential
expression
(1.1) D(Q)y := Jn
dy
dx
+Q(x)y,
with a potential matrix Q ∈ L1loc(I,Cn×n) and a signature matrix Jn = −J−1n = −J∗n ∈ Cn×n.
One may associate with this differential expression in L2(I,Cn) the (closed) maximal and
minimal operators Dmax(Q) and Dmin(Q), respectively. The maximal operator Dmax(Q) is
defined by
domDmax(Q) = {y ∈ L2(I,Cn) : y ∈ ACloc(I,Cn), D(Q)y ∈ L2(I,Cn)},
Dmax(Q)y = D(Q)y, y ∈ domDmax(Q).
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The minimal operator Dmin(Q) is the closure of the operator D
′
min(Q), where D
′
min(Q) is the
restriction of Dmax(Q) to the set of functions y ∈ domDmax(Q) with compact support (in
the case of the half-line we mean that supp y ⊂ (0,∞)). Clearly, both the operators Dmax(Q)
and Dmin(Q) are densely defined.
Assume that I = R and that the expression (1.1) is formally selfadjoint, that is Q(x) =
Q∗(x) (a.e. on R). Then according to [23, Sect. 8.6] and [22, Theorem 3.2] we have
Dmin(Q) = Dmax(Q)(= Dmin(Q)
∗), i.e., the minimal operator is self-adjoint and coincides
with the maximal one.
To distinguish between operators acting on the half-line R+ from those acting on the line
R, we write D+max(Q) and D
+
min(Q) instead of Dmax(Q) and Dmin(Q), respectively. With this
notation, in the case of the half-line the analogue of our previous result reads as follows: the
minimal operator D+min(Q) is in the limit-point case at infinity, i.e. the deficiency indices
n±(D+min(Q)) of D
+
min(Q) are the minimal possible:
(1.2) n±(D
+
min(Q)) = dimker (Jn ± iI) =: κ±(Jn) =: κ±,
(see [22, Theorem 5.2]).
We now reformulate this statement in terms of a subspace Θ ⊆ Cn and define the operators
D+Θ(Q) and (D
+
Θ)
′(Q) to be the restrictions of D+max(Q) to the domains
domD+Θ(Q) = {y ∈ domD+max(Q) : y(0) ∈ Θ},
and
dom (D+Θ)
′(Q) = {y ∈ domD+Θ(Q) : supp y ⊂ [0,∞) and is compact},
respectively. Further we denote by D+Θ,0(Q) the closure of (D
+
Θ)
′(Q).
With this notation one easily gets that the minimality condition (1.2) is equivalent to
(1.3) D+Θ,0(Q) = D
+
Θ(Q) for any subspace Θ ⊆ Cn,
i.e. the coincidence of the minimal and maximal operators.
In the present paper we study a general Dirac-type expression (1.1) with arbitrary complex-
valued Q ∈ L1loc(I,Cn×n) via the abstract setting of dual pairs and j-selfadjoint operators.
One of our main results reads as follows.
Theorem 1.1. For a general Dirac type expression (1.1) on R with Q ∈ L1loc(R,Cn×n) the
following equality holds:
(1.4) Dmin(Q) = Dmax(Q).
In other words equality (1.4) means that the functions from domDmax(Q) with compact
support are dense in domDmax(Q) equipped with the graph norm.
By using Theorem 1.1 we obtain a criterion for the minimal operator Dmin(Q) in L
2(R,Cn)
to be j-selfadjoint with an appropriate conjugation j (see Theorem 3.2).
The latter result generalizes results by Gesztesy, Cascaval, and Clark from [6, Theorem 4]
and [10] (see also [7, 9]). Namely, assuming that n = 2p they proved j-selfadjointness of the
j-symmetric Dirac operator Dmin(Q) for the particular case when
(1.5) Jn =
(
Ip 0
0 −Ip
)
, Q = −i
(
0 V
V ∗ 0
)
and V = V T ∈ L1loc(R,Cp×p).
Note in this connection that such Dirac-type operators naturally appear in the Lax rep-
resentation of the known m×m matrix valued AKNS systems (the focusing NLS equation).
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Moreover our above result, i.e. relation (1.4), covers the so-called vector NLS equation
mentioned as an unsolved problem at the end of [6], when
(1.6) V =


q1 0 . . . 0
q2 0 . . . 0
...
...
. . .
...
qn 0 . . . 0

 , qj ∈ L1loc(R), j ∈ {1, . . . , n}.
It naturally appears in the Lax representation of the vector NLS equation (cf. [8]),
iqt +
1
2
qxx + ‖q‖2q = 0, q = (q1, . . . , qn)⊤, ‖q‖2 = q∗q =
∑
|qj|2.
Turning now to the problem on the semiaxis R+ we first note that the counterpart of
relation (1.3) remains valid in the non-selfadjoint case, i.e. D+Θ,min = D
+
Θ,max (see Theorem
3.7). This result is applied to prove the following theorem on existence of the Weyl-type
matrix solution to the homogeneous equation
(1.7) D(Q)y = Jn
dy
dx
+Q(x)y = zy, x ∈ R+.
Theorem 1.2. Let the minimal Dirac operator D+min(Q) in L
2(R+,C
2p) be j-symmetric
with respect to an appropriate conjugation j. Assume in addition that the field of regularity
ρ̂
(
D+min(Q)
) 6= ∅. Then
DefD+min(Q) := dimker
(
D+max(Q)− z
)
= p for any z ∈ ρ̂(D+min(Q)).
Moreover, for any z ∈ ρ̂(D+min(Q)) there exists a 2p×p-Weyl-type matrix solution Ψ+(z, ·) ∈
L2(R+,C
2p×p) of equation (1.7) which can be chosen to be holomorphic in z.
This theorem generalizes the corresponding result from [7, Theorem 5.4] (see also [6] and
[10]) where it is proved for p = 1 by another method.
Moreover, assuming that the imaginary part ImQ, of the potential matrix Q is bounded,
i.e. αQ ≤ ImQ(x) ≤ βQ, x ∈ R+, we show (see Proposition 4.11) that
dimNλ(D
+
min(Q
∗)) = κ+, dimNλ(D
+
min(Q)) = κ−, Imλ > βQ,
dimNλ(D
+
min(Q
∗)) = κ−, dimNλ(D
+
min(Q)) = κ+, Imλ < αQ.(1.8)
Here Nλ(D
+
min(Q
∗)) = ker ((D+max(Q) − λ). This result is a counterpart of the minimality
conditions (1.2) in the non-selfadjoint case.
In the case n = 2p and κ± = p this result implies the existence of the 2p × p –Weyl-
Titchmarsh-type matrix solution Ψ(z, ·) ∈ L2(R+,C2p×p) of the equation D+max(Q)Ψ(z, ·) =
zΨ(z, ·) which complements Theorem 1.2.
In turn, we apply this result to prove the uniqueness of the Weyl function for the Dirac
operator on the semiaxis (see Proposition 4.15). This result complements a recent result from
[15] where it is proved for a skew-symmetric potential matrix Q by extending the classical
Weyl limit point – limit circle procedure.
The paper is organized as follows. Section 2 introduces the abstract setting that we will
use: dual pairs of operators A and B and their proper extensions. Dual pairs of operators
and their extensions have been studied by many authors, see e.g. [13, 17] for the symmetric
case and [3, 4, 5, 24, 26, 27, 28] for the non-symmetric case. The main idea of this paper
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consists of reducing the problem to the study of the properties of the symmetric operator S
given by
(1.9) S =
(
0 A
B 0
)
.
This allows us to relate the deficiency indices of S to those of the dual pair and to study
j-symmetric operators A and their extensions via S. In particular, we prove here Proposition
2.3 containing an analog of the von Neumann formulas.
In turn, using this result we obtain the results of Race [30] and Zhikhar [34] by treating
extensions of a densely defined closed j-symmetric operator A as proper extensions of the
dual pair {A, jAj}.
In Section 3 we apply the abstract results to non-selfadjoint Dirac type operators in
L2(R,C2n) to prove Theorem 1.1, as well as j-selfadjointness of the j-symmetric mini-
mal Dirac-type operator Dmin(Q). Moreover, we prove a counterpart of Theorem 1.1 for
L2(R+,C
2n) (see Theorem 3.7).
In Section 4.1 we introduce a boundary triple for a dual pair of minimal Dirac operators
{D+min(Q), D+min(Q∗)} and investigate the corresponding Weyl function. In Section 4.2 we
prove Theorem 1.2 on existence of the Weyl 2p×p-matrix solution for j-symmetric operators.
In Section 4.3 we investigate the Dirac-type operator on the half-line assuming a potential
matrix Q with a bounded imaginary part. In particular, we prove the equalities (1.8) for such
operators, meaning the minimality of deficiency indices in respective half-planes. Moreover,
we extract from this property the uniqueness of the Weyl function for Dirac-type operators
with Jn satisfying κ± = p (see Proposition 4.15). This result complements the results from
[15] (see also [31]) and Proposition 4.11. We also obtain certain additional properties of the
Weyl function for such Dirac-type operators. In this connection we also mention the paper
[18] where certain properties of Dirac-type operators were investigated in the framework of
boundary triples and the corresponding Weyl functions.
2. Dual pairs and j-symmetric operators
In this section we introduce several abstract results for dual pairs of operators. These will
be used to study specific problems for Dirac operators in the rest of the paper.
2.1. Dual pairs and symmetric operators.
Definition 2.1. (i) A pair of linear operators A and B in a Hilbert space H forms a dual
pair (or adjoint pair) {A,B} if
(2.1) (Af, g) = (f, Bg), f ∈ domA, g ∈ domB.
If A and B are closable densely defined operators, then (2.1) is equivalent to each of the
following relations
(2.2) A ⊆ B∗ and B ⊆ A∗.
(ii) A densely defined operator A˜ is called a proper extension of a dual pair {A,B} if
A ⊂ A˜ ⊂ B∗. The set of all proper extensions of a dual pair {A,B} is denoted by Ext {A,B}.
Our interest is in studying extensions in Ext {A,B}. As a first step, we will investigate
the relation between domA and domB∗ and domB and domA∗, respectively.
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To any closable densely defined operator A we associate a Hilbert space H+A by equipping
domA∗ with an inner product
(2.3) (f, g)+A = (f, g) + (A
∗f, A∗g) f, g ∈ domA∗.
By ⊕A we denote the orthogonal sum in H+A. For simplicity of notation, when no confusion
is possible, we will omit specifying the operator and let H+ := H+A with inner product
(f, g)+ := (f, g)+A.
Remark 2.2. Let {A,B} be a dual pair. Then, clearly domB is a (closed) subspace of H+A
if and only if B is closed.
Proposition 2.3. Let {A,B} be a dual pair of densely defined closed operators in H. Then
the following orthogonal decompositions hold
(2.4) domA∗ = domB ⊕A ker (I +B∗A∗),
(2.5) domB∗ = domA⊕B ker (I + A∗B∗).
In particular, A∗ = B (or, equivalently, A = B∗) if and only if
(2.6) ker (I +B∗A∗) = {0} (or, equivalently, ker (I + A∗B∗) = {0}).
Remark 2.4. As in this proposition, throughout the paper, many results will consist of two
statements, the second one being the ‘adjoint’ of the first. In these cases, we will usually
omit the proof of the second statement, as it will follow analogously to the first.
Proof. By Remark 2.2, domB is a closed subspace of H+. Let g be orthogonal to domB in
H+. Then for any f ∈ domB
(2.7) 0 = (f, g)+ = (A
∗f, A∗g) + (f, g) = (Bf,A∗g) + (f, g).
Hence, A∗g ∈ domB∗ and B∗A∗g = −g, or g ∈ ker (I + B∗A∗). Conversely, if g ∈
ker (I +B∗A∗), then by (2.7) we have g ⊥ domB. Thus (2.4) is valid. 
Corollary 2.5. Let {A,B} be a dual pair of densely defined operators in H. Define
(2.8) n(A∗, B) := dim (domA∗/domB) and n(B∗, A) := dim (domB∗/domA).
Then
(2.9) n(A∗, B) = n(B∗, A).
Proof. The simple equalities
A∗(I +B∗A∗) = (I + A∗B∗)A∗ and B∗(I + A∗B∗) = (I +B∗A∗)B∗,
together with the fact that A∗f 6= 0 for f ∈ ker (I+B∗A∗) and B∗g 6= 0 for g ∈ ker (I+A∗B∗)
imply that
(2.10) dim ker (I +B∗A∗) = dimker (I + A∗B∗).
By combining this with (2.4) and (2.5) we get the required result. 
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Formulas (2.4) and (2.5) may be considered as generalizations of the J. von Neumann
formula known in the extension theory of symmetric operators. In fact, the latter is easily
implied by (2.4) if B = A.
For the next statement, for λ in the field of regularity ρ̂(A) of A, we use the common
notation Nλ(A) = ker (A
∗ − λ) for the defect subspace of the operator A, omitting the
parameter A when no confusion can arise.
Corollary 2.6. Let A be a closed densely defined symmetric operator in H. Then
(2.11) domA∗ = domA⊕A Ni ⊕A N−i.
Proof. Note that, since A is symmetric, the pair {A,A} is a dual pair of operators in H.
Now formula (2.4) becomes
(2.12) domA∗ = domA⊕A ker (I + A∗2) = domA⊕A ker (A∗ + iI)⊕A ker (A∗ − iI).
Here, the last equality follows from u = − (A∗−i)u−(A∗+i)u
2i
for any u ∈ D(A∗). 
We now introduce a symmetric operator S associated with the dual pair {A,B} which
allows us to extend many results from the symmetric case to our more general setting.
Proposition 2.7. Let A and B form a dual pair of closed densely defined operators in H.
Then
(i) the operator
(2.13) S =
(
0 A
B 0
)
with dom (S) = dom (B)× dom (A)
is a symmetric operator in H2 = H⊕ H with equal deficiency indices,
(2.14) n+(S) = n−(S) = n(A∗, B) = n(B∗, A).
(ii) S is selfadjoint if and only if
(2.15) A = B∗.
Proof. (i) Note that the property of S being symmetric,
(2.16) S =
(
0 A
B 0
)
⊂
(
0 B∗
A∗ 0
)
= S∗,
is equivalent to saying that the operators A and B form a dual pair of operators.
It is easily seen that
(2.17) ker (S∗ ± i) = {f : f = {f1, f2}, f1 = ±iB∗f2, f2 ∈ ker (I + A∗B∗)}.
Note that B∗f2 6= 0 for any f2 ∈ ker (I + A∗B∗). Therefore B∗ maps H0 = ker (I + A∗B∗)
isomorphically onto B∗H0.
Hence
(2.18) n±(S) = dimker (S∗ ∓ i) = dimker (I + A∗B∗)
and the statement follows from the proof of Corollary 2.5.
(ii) This statement is implied immediately by (i). 
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Remark 2.8. (i) The decompositions (2.4) and (2.5) can also be derived from Proposition
2.7.
(ii) In [29] operators of the form (2.13) are studied. An upper bound for n+ and n− is
given in [29, Lemma 2.1], but equality is not shown there.
(iii) Note that for any A˜ ∈ Ext {A,B}, the operator T =
(
0 A˜
A˜∗ 0
)
is a selfadjoint
extension of S. Hence the equality n+(S) = n−(S) is immediate.
2.2. Correct dual pairs and quasi-selfadjoint extensions.
The following new definition will play a central role in the paper.
Definition 2.9. Let {A,B} be a dual pair of closed densely defined operators in H.
(i) We will call an extension A˜ ∈ Ext {A,B} quasi-selfadjoint (or quasi-hermitian) if
(2.19) dim (dom A˜/domA) = dim (dom A˜∗/domB).
(ii) A a dual pair {A,B} will be called a correct dual pair if it admits a quasi-selfadjoint
extension.
The following proposition gives necessary conditions for a dual pair {A,B} to be a correct
dual pair. In particular, it shows that not any dual pair is correct.
Proposition 2.10. Let {A,B} be a dual pair of operators in H and A˜ ∈ Ext {A,B}.
(i) The following identities hold
n(A∗, B) = dim (domB∗/dom A˜) + dim (domA∗/dom A˜∗)(2.20)
= dim (dom A˜/domA) + dim (dom A˜∗/domB).
(ii) If A˜ is a quasi-selfadjoint extension of {A,B}, then n(A∗, B) is even and
n(A∗, B)/2 = dim (domB∗/dom A˜) = dim (domA∗/dom A˜∗)(2.21)
= dim (dom A˜/domA) = dim (dom A˜∗/domB).
Proof. (i) Introducing the operator T =
(
0 A˜
A˜∗ 0
)
we note that
(2.22) S =
(
0 A
B 0
)
⊂ T =
(
0 A˜
A˜∗ 0
)
= T ∗ ⊂
(
0 B∗
A∗ 0
)
= S∗,
that is T is a selfadjoint extension of S. Set nl = dim (domB
∗/dom A˜)+dim (domA∗/dom A˜∗)
and nr = dim (dom A˜/domA) + dim (dom A˜
∗/domB). It follows from (2.22) that
(2.23) dim (domT/domS) = nr, and dim (domS
∗/domT ) = nl.
Since T is a selfadjoint extension of S, then J. von Neumann’s formulas yield
(2.24) nl = nr = n±(S).
Combining (2.24) with (2.14) we get the required result.
(ii) Now let A˜ be a quasi-selfadjoint extension of {A,B}, that is (2.19) holds. It is clear
that
(2.25) n(A∗, B) = dim (domA∗/dom A˜∗) + dim (dom A˜∗/domB)
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and
(2.26) n(B∗, A) = dim (domB∗/dom A˜) + dim (dom A˜/domA).
Combining these formulas with (2.19) and (2.9) we get
(2.27) dim (domA∗/dom A˜∗) = dim (domB∗/dom A˜)
It follows from (2.20), (2.27) and (2.24) that
(2.28) nl = 2 dim (domB
∗/dom A˜) = 2 dim (domA∗/dom A˜∗) = n(A∗, B).
The remaining equalities in (2.21) are now implied by combining (2.25), (2.26) and (2.28). 
Next we present a criterion for an extension A˜ ∈ Ext {A,B} to be quasi-selfadjoint.
Proposition 2.11. Let {A,B} be a dual pair in H. Suppose that for some extension A˜ ∈
Ext{A,B} the following condition holds
(2.29) dim (domB∗/dom A˜) = dim (dom A˜/domA).
Then A˜ is a quasi-selfadjoint extension of {A,B}.
Proof. It is clear from (2.22)-(2.24) that
(2.30) dim (domB∗/dom A˜) + dim (domA∗/dom A˜∗) = n±(S)
and
(2.31) dim (dom A˜/domA) + dim (dom A˜∗/domB) = n±(S)
Combining (2.30) and (2.31) with (2.29) we get
(2.32) dim (domA∗/dom A˜∗) = dim (dom A˜∗/domB).
On the other hand, combining (2.29) with (2.26) we obtain
(2.33) 2 dim (dom A˜/domA) = n(B∗, A) = n±(S),
and combining (2.32) with (2.25) we have
(2.34) 2 dim (dom A˜∗/domB) = n(A∗, B) = n±(S).
Comparing (2.33) with (2.34) we get the required result. 
2.3. Defect numbers of dual pairs and correct dual pairs.
Here, we introduce a concept of defect numbers of a dual pair and establish their connection
with deficiency indices of a symmetric operator S. We first recall a standard definition.
Definition 2.12. (i) The field of regularity ρ̂(A) of a closed linear operator A is the set of
λ ∈ C such that for some ε > 0
(2.35) ‖Af − λf‖ ≥ ε‖f‖, f ∈ domA.
(ii) For a dual pair {A,B} we let ρ̂{A,B} := {λ ∈ C : λ ∈ ρ̂(A) and λ ∈ ρ̂(B)}.
Clearly, ρ(A˜) ⊂ ρ̂{A,B} for each proper extension A˜ ∈ Ext {A,B}. We continue with a
simple and well-known lemma.
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Lemma 2.13. Let {A,B} be a dual pair and A˜ ∈ Ext {A,B} a proper extension with
nonempty resolvent set ρ(A˜). Then for any λ0 ∈ ρ(A˜) the following direct decompositions
hold
(2.36) dom A˜ = domA+˙(A˜− λ0)−1Nλ0(A),
(2.37) dom A˜∗ = domB+˙(A˜∗ − λ0)−1Nλ0(B).
Proof. We prove (2.36). Since λ0 ∈ ρ(A˜), we have λ0 ∈ ρ̂(A) and thus ran (A−λ0) is closed.
Therefore, H = ran (A−λ0)⊕Nλ0(A). Applying (A˜−λ0)−1 to this equality gives the desired
result. 
Corollary 2.14. If there exists an extension A˜ ∈ Ext {A,B} with ρ(A˜) 6= ∅, then
(2.38) n(A) := dimNλ(A) = const, λ ∈ ρ(A˜),
(2.39) n(B) := dimNλ(B) = const, λ ∈ ρ(A˜∗).
Proof. The proof is immediate from (2.36) and (2.37) since
(2.40) dimNλ0(A) = dim (dom A˜/domA), λ0 ∈ ρ(A˜),
and
(2.41) dimNλ0(B) = dim (dom A˜
∗/domB), λ0 ∈ ρ(A˜).

Definition 2.15. The numbers n(A) and n(B) are called the defect numbers of a dual pair
{A,B}.
We emphasize that n(A) and n(B) do not depend on the choice of A˜ ∈ Ext {A,B} with
ρ(A˜) 6= ∅.
Note that, by definition, λ0 ∈ ρ̂(A,B) if there exists ε > 0 such that
(2.42) ‖Af − λ0f‖ ≥ ε‖f‖, f ∈ domA and ‖Bg − λ0g‖ ≥ ε‖g‖, g ∈ domB.
We set D(λ0; ε) := {λ ∈ C : |λ− λ0| < ε}. One easily proves that D(λ0; ε) ⊂ ρ̂(A,B).
The next result which can be found in [26] and [25, Proposition 2.10] proves that there is
a proper extension preserving the ‘gap in the spectrum’.
Proposition 2.16. Let {A,B} be a dual pair of densely defined operators in H. Suppose
that for some λ0 ∈ C we have
(2.43) ‖Af − λ0f‖ ≥ ε‖f‖, f ∈ D(A) and ‖Bg − λ0g‖ ≥ ε‖g‖, g ∈ D(B).
Then there exists an extension A˜ ∈ Ext {A,B} preserving the gap, i.e. such that
(2.44) D(λ0; ε) = {λ ∈ C : |λ− λ0| < ε} ⊂ ρ(A˜)
and moreover, the norm-preserving estimate holds
(2.45) ‖A˜f − λ0f‖ ≥ ε‖f‖, f ∈ D(A˜).
In particular, there exists a proper extension A˜ ∈ Ext {A,B} such that λ0 ∈ ρ(A˜).
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Remark 2.17. We emphasize that estimate (2.45) implies inclusion (2.44) but not vice
versa. These conditions are indeed equivalent for a selfadjoint operator A˜ = A˜∗.
Note also that in [26] and [25, Proposition 2.10] estimate (2.45) was proved but was not
stated explicitly. In fact, this estimate is useful in the sequel.
We have the following decompositions of the domains of A∗ and B∗.
Lemma 2.18. Let {A,B} be a dual pair of densely defined closed operators in H. Suppose
that λ0 ∈ ρ̂{A,B}, and let A˜ be a proper extension of the dual pair with λ0 ∈ ρ(A˜). Then
the following direct decompositions hold
(2.46) domB∗ = domA+˙(A˜− λ0)−1Nλ0(A)+˙Nλ0(B),
(2.47) domA∗ = domB+˙(A˜∗ − λ0)−1Nλ0(B)+˙Nλ0(A).
Proof. We prove (2.46). Clearly, we have domB∗ ⊇ domA + (A˜ − λ0)−1Nλ0(A) +Nλ0(B).
On the other hand, directness of the sum is easy to show and for any u ∈ dom (B∗) we have
u = u− (A˜− λ0)−1(B∗ − λ0)u+ (A˜− λ0)−1(B∗ − λ0)u
Since λ0 ∈ ρ̂(A), we have that ran (A− λ0) is closed and so H = ran (A− λ0)⊕Nλ0(A) and
(B∗ − λ0)u = [(A− λ0)g + h]
for some g ∈ D(A) and h ∈ Nλ0(A). Thus,
u = u− (A˜− λ0)−1(B∗ − λ0)u+ (A˜− λ0)−1 [(A− λ0)g + h]
=
[
u− (A˜− λ0)−1(B∗ − λ0)u
]
+ g + (A˜− λ0)−1h.
Here, the first term on the right lies in Nλ0(B), g is in dom (A) and we have (A˜− λ0)−1h ∈
(A˜− λ0)−1Nλ0(A), proving the decomposition. 
This result directly leads to some identities for deficiency indices.
Corollary 2.19. Additionally to the conditions of Lemma 2.18, let S be an operator of the
form (2.13). Then
(2.48) n±(S) = dimNλ0(A) + dimNλ0(B).
Proof. It follows from (2.14) and (2.46) that
(2.49) n(B∗, A) = dim (domB∗/domA) = dimNλ0(A) + dimNλ0(B),
Comparing (2.49) with (2.14) we get the required result. 
Corollary 2.20. Additionally to the conditions of Lemma 2.18 suppose that
(2.50) dimNλ0(A) = dimNλ0(B).
Then
(2.51) n±(S) = 2 dimNλ0(A) = 2 dimNλ0(B).
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2.4. j-symmetric and j-selfadjoint operators.
In this subsection, we study j-symmetric operators. Making use of the theory of dual
pairs we are able to show various results on deficiency indices for such operators. We start
with a definition. Recall that j is a conjugation operator in H, if j is an anti-linear operator
satisfying
(2.52) (ju, v)H = (jv, u)H, u, v ∈ H and j2 = I.
In particular,
(2.53) (ju, jv)H = (v, u)H, u, v ∈ H.
Definition 2.21. (i) A densely defined linear operator A in H is called j-symmetric if
(2.54) A ⊆ jA∗j (or equivalently, if jAj ⊆ A∗).
(ii) The operator A is called j-selfadjoint if
(2.55) A = jA∗j (or equivalently, if jAj = A∗).
The following two results were originally proved by Race [30]. For the sake of completeness
we present proofs here deducing them from Proposition 2.3.
Proposition 2.22. Let A be a densely defined closed j-symmetric operator in H. Then the
following decompositions hold
(2.56) domA∗ = dom (jAj)⊕A ker
(
I + (jA∗)2
)
(2.57) dom (jA∗j) = domA⊕jAj ker
(
I + (A∗j)2
)
In particular, a j-symmetric operator A is j-selfadjoint if and only if
(2.58) ker
(
I + (jA∗)2
)
= {0} (or equivalently, if ker (I + (A∗j)2) = {0}).
Proof. Let B = jAj. Then {A,B} is a dual pair of closed densely defined linear operators.
Noting that B∗ = jA∗j and applying Proposition 2.3 we get
(2.59) domA∗ = dom (jAj)⊕A ker (I + jA∗jA∗) = dom (jAj)⊕A ker
(
I + (jA∗)2
)
.
Formula (2.58) is implied by (2.6). 
Proposition 2.23. Let A be a closed j-symmetric operator in H and A˜ any j-selfadjoint
extension of A. Then
(2.60) dim
(
dom (jA∗j)/dom A˜
)
= dim
(
dom A˜/domA
)
.
Proof. Setting B = jAj we obtain a dual pair {A,B}. It is clear that
(2.61) S =
(
0 A
jAj 0
)
⊂ T =
(
0 A˜
A˜∗ 0
)
= T ∗ ⊂
(
0 jA∗j
A∗ 0
)
= S∗.
Since A˜∗ = jA˜j and
(2.62) jdomA∗ = dom (jA∗j), jdom A˜ = dom (jA˜j) = dom A˜∗, jdomA = dom (jAj),
we get
(2.63) dim
(
dom (jA∗j)/dom A˜
)
= dim
(
domA∗/dom A˜∗
)
.
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It follows that
(2.64) dim (domS∗/domT ) = 2 dim
(
dom (jA∗j)/dom A˜
)
,
(2.65) dim (domT/domS) = 2 dim
(
dom A˜/domA
)
.
Since T is a selfadjoint extension of S, then by J.von Neumann’s formulas
(2.66) dim (domS∗/domT ) = dim (domT/domS).
Combining (2.64), (2.65) and (2.66) we get the required result. 
Next we complement Proposition 2.23 by the following simple statement.
Proposition 2.24. Let A be a closed j-symmetric operator in H. Then any j-selfadjoint
extension A˜ of A is a quasi-selfadjoint extension of the dual pair {A, jAj}.
Proof. Since dom (jAj) = jdomA and A˜∗ = jA˜j, taking (2.62) into account, we obtain that
dim
(
dom A˜∗/dom (jAj)
)
= dim
(
dom (jA˜j)/dom (jAj)
)
(2.67)
= dim (dom A˜/domA).
By Definition 2.9 this means that A˜ is quasi-selfadjoint. 
Lemma 2.25. Let A be a densely defined closed j-symmetric operator in H. Then:
(i) the operator
(2.68) S =
(
0 A
jAj 0
)
is a closed symmetric operator in H2 = H⊕ H and n+(S) = n−(S);
(ii) S is selfadjoint if and only if A is j-selfadjoint.
Proof. Setting B := jAj, we note that by Definition 2.9, we have A ⊂ B∗ = jA∗j and
B ⊂ A∗. Thus, {A,B} forms a dual pair of densely defined closed operators in H. It remains
to apply Proposition 2.7 to obtain the desired result. 
Corollary 2.26. Let A be a j-symmetric operator in H, with a nonempty field of regularity
ρ̂(A) and let S be the operator of the form (2.68). Then the following relations hold
(2.69) 2n(A) := 2Def (A) := 2dimNλ0(A) = n±(S), for any λ0 ∈ ρ̂(A).
Proof. Let λ0 ∈ ρ̂(A). Note that λ0 ∈ ρ̂(B), since for any f ∈ domA
(2.70) ‖Bjf − λ0jf‖ = ‖j(Af − λ0f)‖ = ‖Af − λ0f‖.
We next show that equality (2.50) is satisfied for any λ0 ∈ ρ̂(A). Indeed, for any f ∈
ker (A∗ − λ0) we have with g = jf ,
(2.71) B∗g = jA∗jg = jA∗f = jλ0f = λ0jf = λ0g,
that is g ∈ ker (B∗−λ0) and jker (A∗−λ0) = ker (B∗−λ0). Hence dimNλ¯0(A) = dimNλ0(B)
Now (2.69) is implied by Corollary 2.20. 
The next result is similar to Proposition 2.16 and shows that there is a gap preserving
j-selfadjoint extension.
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Proposition 2.27. Let A be a j-symmetric operator in H. Suppose that
(2.72) ‖Af − λ0f‖ ≥ ε‖f‖, f ∈ domA,
in particular, D(λ0; ε) ⊂ ρ̂(A). Then there exists a j-selfadjoint extension A˜ of A such that
(2.73) ‖A˜f − λ0f‖ ≥ ε‖f‖, f ∈ dom A˜.
In particular, the j-selfadjoint extension A˜ preserves the gap D(λ0; ε), i.e. D(λ0; ε) ⊂ ρ(A˜).
Proof. Setting B := jAj we note that {A,B} is a dual pair of operators and due to (2.70)
‖Bg − λ0g‖ ≥ ε‖g‖, g ∈ domB. By Proposition 2.16 there exists a proper extension A˜1 of
{A,B}, obeying (2.73). We set T := ε(A˜1 − λ0)−1 and further
(2.74) S := (T + jT ∗j)/2 = ε[(A˜1 − λ0)−1 + j(A˜∗1 − λ0)−1j]/2
Clearly, S is contractive and
(2.75) S∗ = ε[(A˜∗1 − λ0)−1 + j(A˜1 − λ0)−1j]/2,
so jS∗j = S and S is j-selfadjoint. Moreover, as A˜1 ∈ Ext {A,B}, we have A˜1 ⊃ A
and A˜∗1 ⊃ jAj. Thus jA˜∗1j ⊃ A. Therefore, S is an extension of the non-densely defined
contraction T1 = ε(A− λ0)−1 : ran (A− λ0)→ H. Altogether we have
(2.76) T1 ⊂ S = jS∗j, ‖S‖ ≤ 1.
Assume Sf = 0 for some f and let g ∈ domA. Then using that S extends T1 we obtain
0 = (Sf, j(A− λ0)g) = (f,S∗j(A− λ0)g)
= (f, jS(A− λ0)g) = (f, εjg) = (g, εjf).
Density of domA implies that εjf = 0, so f = 0 and S has trivial kernel. As S is an injective
contraction, it is invertible and we can set A˜ = εS−1 + λ0. Then
A˜∗ = ε(S−1)∗ + λ0 = ε(S∗)−1 + λ0
= εjS−1j + λ0 = j(εS−1 + λ0)j = jA˜j
and A˜ is j-selfadjoint. Let g ∈ domA. Then
(2.77) g =
1
ε
T1(A− λ0)g = 1
ε
S(A− λ0)g
and g ∈ domS−1 with (εS−1 + λ0)g = Ag, so A˜ extends A. It satisfies (2.73), as S is a
contraction. 
Corollary 2.28 ([34]). Let A be j-symmetric operator in H and ρ̂(A) 6= ∅. Then:
(i) For any λ0 ∈ ρ̂(A) there exists a j-selfadjoint extension A˜ of A with λ0 ∈ ρ(A˜).
(ii) For any λ0 ∈ ρ(A˜) the following direct decompositions hold
(2.78) dom jA∗j = domA+˙(A˜− λ0)−1Nλ0(A)+˙jNλ0(A),
(2.79) domA∗ = dom jAj+˙(A˜∗ − λ0)−1jNλ0(B)+˙Nλ0(A).
Proof. (i) This statement is immediate from Proposition 2.27.
(ii) These formulas are implied by formulas (2.46) and (2.47), respectively, with B = jAj
if one takes the relation jNλ0(A) = Nλ0(B) into account. 
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This result implies one more justification of the existence of the defect number Def(A) for
any j-symmetric operator A (see Corollary 2.26).
Corollary 2.29. Let A be a j-symmetric operator in H with a nonempty field of regularity
ρ̂(A) and let B = jAj, so that {A,B} is a dual pair of densely defined operators in H. Then
ρ̂ (A) = ρ̂ {A,B} and
(2.80) Def (A) := dimNλ(A) = dimNλ(B) for any λ ∈ ρ̂ {A,B}.
Proof. By Proposition 2.27, for any λ0 ∈ ρ̂(A) there exists a j-selfadjoint extension A˜ satis-
fying λ0 ∈ ρ(A˜). It follows from (2.78) that
(2.81) dim (dom jA∗j/domA) = 2dimNλ0(A) for any λ0 ∈ ρ̂(A).
Hence dimNλ0(A) does not depend on λ0 ∈ ρ̂(A). This proves (2.80). 
Remark 2.30. The existence of a j-selfadjoint extension of a j-symmetric operator has been
well-known for a long time. It was proved by Zhikhar [34, Theorems 2,3] for the first time
using the Vishik method [32], see e.g. [16, Section 22] and [14, Theorem III.5.8 & Theorem
III.5.9]. However, the preservation of the gap (in the sense of (2.73)) seems to be new. It can
be considered as a generalization of well known result of Krein [21] which ensures existence
of a selfadjoint extension A˜ preserving a gap of a symmetric operator A with a gap.
It also complements a result by Brasche et al in [2, Theorem 3.1], which states that there
need not be a selfadjoint extension of a symmetric operator that commutes with j.
Note also that Lemma 2.18 and Corollary 2.28 generalize Vishik’s results from [32].
3. Non-selfadjoint Dirac type operators
3.1. Dirac type expressions and relative operators. We now consider applications of
the previous theory to Dirac type operators, both on the semiaxis and the whole line.
In the following H, H are Hilbert spaces, B(H1,H2) is the set of bounded operators
defined on H1 with values in H2 and B(H) := B(H,H). An operator T ∈ B(Cm) will often
be identified with its matrix T = (Tij)
m
i,j=1 in the standard basis of C
m.
Moreover, ACloc(I,Cm) is the set of all Cm-valued vector-functions, defined on an interval
I ⊂ R and absolutely continuous on each compact subinterval [α, β] ⊂ I , L2(I,Cm) is the
Hilbert space of all Borel measurable functions f : I → Cm with∫
I
|f(t)|2 dt <∞, where |f(t)|2 =
m∑
j=1
|fj(t)|2.
L1loc(I,B(Cm)) is the set of all operator-functions F : I → B(Cm) integrable on each
compact interval [a, b] ⊂ I, L2(I,B(Cm1 ,Cm2)) is the set of all operator-functions F :
I → B(Cm1 ,Cm2)) such that ∫
I
|F (t)|2 dt < ∞ or, equivalently, F (·)h ∈ L2(I,Cm2) for
all h ∈ Cm1 . Moreover, for α ∈ R we denote by Cα,+ and Cα,− the open half-planes
Cα,+ = {z ∈ C : Im z > α} and Cα,− = {z ∈ C : Im z < α}, respectively.
Let I = 〈a, b〉, −∞ ≤ a < b ≤ ∞, be an interval in R (each of the endpoints a or b may
belong or not belong to I). We recall that we are considering the Dirac type differential
expression
(3.1) D(Q)y := Jn
dy
dx
+Q(x)y
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on I with the operator Jn ∈ B(Cn) such that J∗n = J−1n = −Jn and the operator (matrix) po-
tential Q(x). In the following we suppose (unless otherwise stated) that Q ∈ L1loc(I,B(Cn)).
Expression (3.1) is called formally selfadjoint if Q(x) = Q∗(x) (a.e. on I).
Let H := L2(I,Cn) and let Dmax(Q) be the maximal operator in H defined by
domDmax(Q) = {y ∈ H : y ∈ ACloc(I,Cn), D(Q)y ∈ H}
Dmax(Q)y = D(Q)y, y ∈ domDmax(Q).
Moreover, define the preminimal operator D′min(Q) := Dmax(Q) ↾ domD
′
min(Q), where
domD′min(Q) is the set of all y ∈ domDmax(Q) such that supp y is compact and y(a) =
0 (y(b) = 0) if a ∈ I (resp. b ∈ I). It follows by standard techniques (see e.g. [23]) that
D′min(Q) is a densely defined closable operator in H. The minimal operator Dmin(Q) is then
defined as the closure of D′min(Q) and satisfies (Dmin(Q))
∗ = Dmax(Q∗). Since obviously
Dmin(Q) ⊂ Dmax(Q) = (Dmin(Q∗))∗, it follows that {Dmin(Q), Dmin(Q∗)} forms a dual pair
of closed densely defined operators in H.
3.2. Dirac type operators on the whole line. We now prove our first main result,
Theorem 1.1.
Proof of Theorem 1.1. Let J˜2n ∈ B(C2n) and Q˜(x)(∈ B(C2n)) be given by
(3.2) J˜2n =
(
0 Jn
Jn 0
)
, Q˜(x) =
(
0 Q(x)
Q∗(x) 0
)
Since obviously J˜∗2n = J˜
−1
2n = −J˜2n and Q˜∗(x) = Q˜(x), the equality
(3.3) D(Q˜)y˜ = J˜2n
dy˜
dx
+ Q˜(x)y˜
defines a formally selfadjoint Dirac type expression D(Q˜)y˜ on R and therefore according to
[22, Theorem 3.2] Dmin(Q˜) = (Dmin(Q˜))
∗(= Dmax(Q˜)). On the other hand, one can easily
verify that
Dmin(Q˜) =
(
0 Dmin(Q)
Dmin(Q
∗) 0
)
.
Hence by Proposition 2.7, (ii) Dmin(Q) = (Dmin(Q
∗))∗ = Dmax(Q), which proves (1.4). 
In the following we denote by jn the complex conjugation in C
n, i.e.
jnh = h := {h1, h2, . . . , hn}, h = {h1, h2, . . . , hn} ∈ Cn
Let n = 2p, U =
(
0 Ip
Ip 0
)
and let I = 〈a, b〉 be an interval in R. Then the equalities
(3.4) j˜n := Ujn(= jnU) and (jf)(t) := j˜nf(t), t ∈ I, f ∈ L2(I,Cn)
define conjugations j˜n and j in C
n and L2(I,Cn) respectively.
In what follows C⊤ denotes the matrix transpose to the matrix C.
Proposition 3.1. Let n = 2p, let I = 〈a, b〉 be an interval in R and let D(Q) be the Dirac
type expression (3.1) on I with Q ∈ L1loc(I,B(Cn)) and
(3.5)
Jn = i
(
Ip 0
0 −Ip
)
: Cp ⊕Cp → Cp ⊕Cp, Q(x) =
(
Q11(x) Q12(x)
Q21(x) Q22(x)
)
: Cp ⊕Cp → Cp ⊕Cp.
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Assume also that j is a conjugation in H = L2(I,Cn) given by (3.4). If
(3.6) Q⊤11(x) = Q22(x), Q
⊤
12(x) = Q12(x), Q
⊤
21(x) = Q21(x) (a.e. on I),
then the operator Dmin(Q) is j-symmetric and
(3.7) jDmax(Q)j = Dmax(Q
∗), jDmin(Q)j = Dmin(Q
∗).
Here the operator Qij(x)(∈ B(Cp)) is identified with its matrix in the standard basis of Cp.
Conversely, if Q ∈ L2loc(I,B(Cn)) and Dmin(Q) is j-symmetric, then (3.6) holds.
Proof. Since jn = jp ⊕ jp, it follows that
j˜nQ(x)j˜n = jnUQ(x)Ujn =
(
jpQ22(x)jp jpQ21(x)jp
jpQ12(x)jp jpQ11(x)jp
)
=
(
Q22(x) Q21(x)
Q12(x) Q11(x)
)
.
Therefore (3.6) is equivalent to
(3.8) j˜nQ(x)j˜n = Q
∗(x) (a.e. on I).
Moreover, one easily checks that
(3.9) j˜nJnj˜n = Jn.
Let (3.6) be satisfied. Then (3.8) and (3.9) hold, which implies the first equality in (3.7).
By using this equality one gets
Dmin(Q) = (Dmax(Q
∗))∗ = (jDmax(Q)j)∗ = j(Dmax(Q))∗j = jDmin(Q∗)j.
This proves the second equality in (3.7). Moreover, sinceDmin(Q
∗) ⊂ Dmax(Q∗) = (Dmin(Q))∗,
it follows from the second equality in (3.7) that Dmin(Q) is j-symmetric.
Conversely, let Q ∈ L2loc(I,B(Cn)) and let the operator Dmin(Q) be j-symmetric. It is
easily seen that for each compact interval [α, β] ⊂ I and for each h ∈ Cn there exists a
function y ∈ domD′min(Q) such that y(x) = j˜nh, x ∈ [α, β]. Clearly, a function y0 = jy
satisfies jy0 ∈ domDmin(Q), y0(x) = h, x ∈ [α, β], and for this function
(jDmin(Q)jy0)(x) = j˜nQ(x)j˜nh, (Dmax(Q
∗)y0)(x) = Q∗(x)h (a.e. on [α, β]).
This and the inclusion jDmin(Q)j ⊂ Dmax(Q∗) give (3.8), which in turn yields (3.6). 
Now we are in position to state a criterion for the Dirac type operator Dmin(Q) to be
j-selfadjoint on the line R.
Theorem 3.2. Let n = 2p, D(Q) be the Dirac type expression (3.1) on R with Jn and Q(·) ∈
L1loc(R,B(C
n)) given by (3.5) and let j be the conjugation in L2(R+,C
n) given by (3.4).
If the relations (3.6) are fulfilled, then the operator Dmin(Q)(= Dmax(Q)) is j-selfadjoint.
Conversely, if Q ∈ L2loc(R,B(Cn)) and Dmin(Q) is j-selfadjoint, then (3.6) holds.
Proof. By Proposition 3.1, conditions (3.6) imply relations (3.7). On the other hand, Theo-
rem 1.1 ensures the equality (Dmin(Q))
∗ = Dmax(Q∗) = Dmin(Q∗). Combining this relation
with the second one in (3.7) yields
jDmin(Q)j = Dmin(Q
∗) = (Dmin(Q))∗.
This proves the result. 
The following result is immediate from Theorems 1.1 and 3.2.
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Corollary 3.3. In addition to the assumptions of Theorem 3.2 let
(3.10) Q(x) = i
(
0 −q(x)
−q∗(x) 0
)
,
where q ∈ L1loc(R,Cp×p) and q(x) = q⊤(x) (a.e. on R). Then Dmin(Q) = Dmax(Q) and the
operator Dmin(Q) is j-selfadjoint.
Remark 3.4. Corollary 3.3 was proved by another method in [7, Theorem 3.5] in the scalar
case (p = 1) and in [6, Theorem 4] for general p. It was also generalized for a wider class
of off-diagonal potential matrices Q in [20]. We emphasize however that our method of
reduction of the problem to the self-adjoint case is apparently applied to such problems here
for the first time.
3.3. Dirac type operators on the half-line. In this subsection we assume that the Dirac
type expression (3.1) is defined on the half-line R+ = [0,∞). The corresponding minimal
and maximal operators in H := L2(R+,C
n) will be denoted by Dmin(Q) = D
+
min(Q) and
Dmax(Q) = D
+
max(Q).
Proposition 3.5. For expression (3.1) on R+ the (Lagrange) identity
(3.11) (D+max(Q)y, z)H − (y,D+max(Q∗)z)H = −(Jny(0), z(0))Cn
holds for every y ∈ domD+max(Q) and z ∈ domD+max(Q∗).
Proof. Let J˜2n and Q˜(x) be the same as in (3.2) in the proof of Theorem 1.1, let D(Q˜)y˜ be
the formally selfadjoint expression (3.3) and let H˜ := L2(R+,C
2n) = H⊕H. Then according
to [22, Theorem 3.2] the following Lagrange identity holds:
(3.12) (D+max(Q˜)y˜, z˜)H˜ − (y˜, D+max(Q˜)z˜)H˜ = −(J˜2ny˜(0), z˜(0)), y˜, z˜ ∈ domD+max(Q˜).
Let y ∈ domD+max(Q), z ∈ domD+max(Q∗) and let y˜ = 0⊕ y(∈ H⊕ H), z˜ = z ⊕ 0(∈ H⊕ H).
Clearly, y˜, z˜ ∈ ACloc(R+,C2n) ∩ H˜ and
D(Q˜)y˜ = {Jny′(x) +Q(x)y(x), 0}, D(Q˜)z˜ = {0, Jnz′(x) +Q∗(x)y(x)}, x ∈ R+.
Therefore D(Q˜)y˜ ∈ H˜, D(Q˜)z˜ ∈ H˜ and, consequently, y˜, z˜ ∈ domD+max(Q˜) and D+max(Q˜)y˜ =
{D+max(Q)y, 0}, D+max(Q˜)z˜ = {0, D+max(Q∗)z}. Hence
(D+max(Q˜)y˜, z˜)H˜ − (y˜, D+max(Q˜)z˜)H˜ = (D+max(Q)y, z)H − (y,D+max(Q∗)z)H.
Moreover,
(J˜2ny˜(0), z˜(0))H˜ = ({Jny(0), 0}, {z(0), 0})H˜ = (Jny(0), z(0))H
and (3.12) yields (3.11). 
Lemma 3.6. For any h ∈ Cn there exists y ∈ domD+max(Q) with compact support such that
y(0) = h.
Proof. In the case of the formally selfadjoint expression (3.1) the statement is well known
(see e.g. [22]). In the general case it suffices to apply the known statement to the formally
selfadjoint expression (3.3). 
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For a subspace Θ ⊂ Cn we let
(3.13) Θ× = Cn ⊖ JnΘ.
and define the operators (D+Θ,0)
′(Q) and D+Θ(Q) to be restrictions of D
+
max(Q) to the domains
dom (D+Θ,0)
′(Q) = {y ∈ domD+max(Q) : y(0) ∈ Θ and supp y is compact}
and
domD+Θ(Q) = {y ∈ domD+max(Q) : y(0) ∈ Θ},
respectively. Denote also by D+Θ,0(Q) the closure of (D
+
Θ,0)
′(Q).
Theorem 3.7. With the above notations the following holds:
(i) For any subspace Θ of Cn the operators D+Θ,0(Q) and D
+
Θ(Q) coincide, that is
(3.14) D+Θ,0(Q) = D
+
Θ(Q).
Moreover,
(3.15) (D+Θ(Q))
∗ = D+Θ×(Q
∗).
(ii) The equality
(3.16) A˜ = D+Θ(Q)
establishes a bijective correspondence between all subspaces Θ ⊂ Cn and all extensions
A˜ ∈ Ext {D+min(Q), D+min(Q∗)}. In particular, D+min(Q) = D+Θ0(Q) with Θ0 = {0} and
hence
(3.17) domD+min(Q) = {y ∈ domD+max(Q) : y(0) = 0}.
(iii) The dual pair {D+min(Q), D+min(Q∗)} is correct if and only if n = 2p. If this con-
dition is satisfied, then the equality (3.16) gives a bijective correspondence between
all subspaces Θ ⊂ C2p with dimΘ = p and all quasi-selfadjoint extensions A˜ ∈
Ext {D+min(Q), D+min(Q∗)}.
Proof. (i) We first show that
(3.18) (D+Θ,0(Q))
∗ = (D+Θ(Q))
∗ = D+Θ×(Q
∗).
Since (D+min)
′(Q) ⊂ (D+Θ,0)′(Q) ⊂ D+Θ(Q) and ((D+min)′(Q))∗ = (D+min(Q))∗ = D+max(Q∗), it
follows that ((D+Θ,0)
′(Q))∗ ⊂ D+max(Q∗) and (D+Θ(Q))∗ ⊂ D+max(Q∗). This and the Lagrange
identity (3.11) yield
dom ((D+Θ,0)
′(Q))∗ = {z ∈ domD+max(Q∗) : (Jny(0), z(0)) = 0, y ∈ dom (D+Θ,0)′(Q)},
dom (D+Θ(Q))
∗ = {z ∈ domD+max(Q∗) : (Jny(0), z(0)) = 0, y ∈ domD+Θ(Q)}.
It follows from Lemma 3.6 that
{y(0) : y ∈ dom (D+Θ,0)′(Q)} = {y(0) : y ∈ domD+Θ(Q)} = Θ.
Therefore by (3.13) dom ((D+Θ,0)
′(Q))∗ = dom(D+Θ(Q))
∗ = domD+Θ×(Q
∗), which together
with the equality (D′Θ,0(Q))
∗ = (DΘ,0(Q))∗ yields (3.18). The equalities (3.14) and (3.15)
are immediate from (3.18).
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(ii) The equalities D+min(Q) = D
+
{0}(Q) and (3.17) directly follow from the definition
of D+min(Q) and statement (i). Next, for each subspace Θ ⊆ Cn the inclusion DΘ(Q) ∈
Ext {D+min(Q), D+min(Q∗)} is obvious. Conversely, let A˜ ∈ Ext {D+min(Q), D+min(Q∗)} and let
(3.19) Θ := {y(0) : y ∈ dom A˜}.
Then for any y ∈ domD+Θ(Q) there exists u ∈ dom A˜ such that y(0) = u(0) and hence v :=
y − u satisfies v(0) = 0. Therefore by (3.17) v ∈ domD+min(Q) ⊂ dom A˜ and, consequently,
y = u + v ∈ dom A˜. Thus domD+Θ(Q) ⊂ dom A˜. Since the inverse inclusion dom A˜ ⊂
domD+Θ(Q) is obvious, it follows that dom A˜ = domD
+
Θ(Q) and hence (3.16) holds with Θ
given by (3.19).
(iii) It follows from (3.17) that for each extension A˜ = DΘ(Q) ∈ Ext {D+min(Q), D+min(Q∗)}
the equality
(3.20) dim (dom A˜/domD+min(Q)) = dimΘ
holds. Moreover, by (3.15) one has dim (dom A˜∗/domD+min(Q
∗)) = dimΘ×. Combining
these facts with the obvious identity dimΘ + dimΘ× = n and statement (ii), one gets the
required statement. 
Corollary 3.8. With the notations above
(3.21) n((D+min(Q
∗))∗, D+min(Q))(= dim (domD
+
max(Q)/domD
+
min(Q))) = n.
Proof. It follows from Lemma 3.6 that D+max(Q) = DΘ(Q) with Θ = C
n. Combining this
relation with (3.20) yields (3.21). 
Remark 3.9. If n = 2p and
(3.22) Jn =
(
0 −Ip
Ip 0
)
: Cp ⊕ Cp → Cp ⊕ Cp,
then a subspace Θ ∈ Cp ⊕ Cp is called a linear relation in Cp and the linear relation
Θ∗ = Cn ⊖ JnΘ = {{h, h′} ∈ Cp ⊕ Cp : (h′, k)Cp − (h, k′)Cp = 0 for all {k, k′} ∈ Θ}
is called the adjoint relation of Θ (see e.g. [11]). Clearly, in this case Θ× = Θ∗. Moreover, if
the Dirac type expression (3.1), (3.22) is formally selfadjoint and Θ = Θ∗, then by Theorem
3.7 we have that D+Θ(Q)(= D
+
Θ,0(Q)) is a selfadjoint extension of D
+
min(Q).
Definition 3.10. A pair of operators (matrices) C1, C2 ∈ B(Cp) will be called admissible if
rank (C1, C2) = p.
Corollary 3.11. Assume that n = 2p, so that the functions y ∈ domD+max(Q) and z ∈
domD+max(Q
∗) admit the representation
(3.23) y(t) = {y1(t), y2(t)}(∈ Cp ⊕ Cp), z(t) = {z1(t), z2(t)}(∈ Cp ⊕ Cp), t ∈ R+.
Then for each admissible operator pair C1, C2 ∈ B(Cp) the equalities (the boundary condi-
tions)
(3.24) dom A˜ = {y ∈ domD+max(Q) : C1y1(0) + C2y2(0) = 0}, A˜ = D+max(Q) ↾ dom A˜
define a quasi-selfadjoint extension A˜ ∈ Ext {D+min(Q), D+min(Q∗)} and conversely for each
such extension A˜ there exists an admissible operator pair C1, C2 ∈ B(Cp) such that (3.24)
holds.
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Proof. Clearly, for each admissible pair C1, C2 ∈ B(Cp) the equality
(3.25) Θ = {{h1, h2} ∈ Cp ⊕ Cp : C1h1 + C2h2 = 0}
defines a subspace Θ ∈ C2p with dimension dimΘ = p and conversely for each such subspace
Θ there exists an admissible pair C1, C2 ∈ B(Cp) such that (3.25) holds. This and Theorem
3.7, (iii) yield the desired statement. 
Corollary 3.12. Let A := D+min(Q) and B := D
+
min(Q
∗). Assume that there exists an
extension A˜ ∈ Ext {A,B} such that ρ(A˜) 6= ∅ and dimNλ0(A) = dimNλ0(B) =: p for some
λ0 ∈ ρ(A˜). Then:
(i) n = 2p and
(3.26) dimNλ(A) = dimNλ(B) = p, λ ∈ ρ(A˜);
(ii) A˜ is a quasi-selfadjoint extension of the dual pair {A,B} (hence this dual pair is
correct) and A˜ = DΘ(Q) with a subspace Θ ∈ C2p of the dimension dimΘ = p.
Conversely, let n = 2p and let A˜ ∈ Ext {A,B} be a quasi-selfadjoint extension with ρ(A˜) 6= ∅.
Then (3.26) is valid.
Proof. (i) Combining of (3.21) with (2.49) gives n = 2p. Equality (3.26) is immediate from
Corollary 2.14.
(ii) This statement follows from (2.40), (2.41) and Theorem 3.7, (iii).
Assume now that n = 2p and A˜ ∈ Ext {A,B} is a quasi-selfadjoint extension with ρ(A˜) 6=
∅. Then by Theorem 3.7, (iii) and (3.20) we have dim (dom A˜/domD+min(Q)) = p, which in
view of (2.40) and (2.41) yields (3.26). 
4. Weyl solutions and Weyl functions for Dirac type operators on the
half-line
4.1. Boundary triples for dual pairs and their Weyl functions. We first recall the
definitions of a boundary triple for a dual pair {A,B} of closed densely defined operators
A,B in H and their respective γ-field and Weyl function.
Definition 4.1. [24] A collection Π = {H0 ⊕ H1,ΓB,ΓA} consisting of Hilbert spaces H0
and H1 and linear mappings
ΓB =
(
ΓB0
ΓB1
)
: domB∗ →H0 ⊕H1 and ΓA =
(
ΓA0
ΓA1
)
: domA∗ →H1 ⊕H0
is called a boundary triple for {A,B} if the mappings ΓB and ΓA are surjective and the
following Green identity holds:
(4.1) (B∗f, g)− (f, A∗g) = (ΓB1 f,ΓA0 g)− (ΓB0 f,ΓA1 g), f ∈ domB∗, g ∈ domA∗.
With each boundary triple Π = {H0⊕H1,ΓB,ΓA} for {A,B} one associates an extension
A0 ∈ Ext {A,B} given by A0 = B∗ ↾ ker ΓB0 . Moreover, if ρ(A0) 6= ∅, one associates with
Π a γ-field and the corresponding Weyl function.
Definition 4.2. [28] The operator-functions M(·) : ρ(A0)→ B(H0,H1) and γ(·) : ρ(A0)→
B(H0,H) defined by
(4.2) ΓB1 ↾ Nλ(B) =M(λ)(Γ
B
0 ↾ Nλ(B)) and γ(λ) = (Γ
B
0 ↾ Nλ(B))
−1, λ ∈ ρ(A0)
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are called the Weyl function and the γ-field of the boundary triple Π = {H0 ⊕ H1,ΓB,ΓA}
for {A,B} respectively.
Note that Lemma 2.18 ensures the γ-field γ(·) and Weyl function are well defined. Indeed,
it follows from the decomposition (2.46) that for each λ ∈ ρ(A0) the mapping ΓB0 ↾ Nλ(B) is
a topological isomorphism of Nλ(B) onto H0, hence γ(·) is well defined on ρ(A0). Moreover,
it is shown in [28] that M(·) and γ(·) are holomorphic in ρ(A0).
Remark 4.3. Let S be a closed densely defined symmetric operator in H. Then a collection
Π = {H,Γ0,Γ1} consisting of a Hilbert space H and linear operators Γj : domS∗ →H, j ∈
{0, 1}, is called a boundary triple for S∗ if the operator Γ = (Γ0,Γ1)⊤ is surjective and the
abstract Green identity
(4.3) (S∗f, g)− (f, S∗g) = (Γ1f,Γ0g)− (Γ0f,Γ1g), f, g ∈ domS∗
is valid (see e.g. [17]). In this connection note that Definition 4.1 of a boundary triple
{H0 ⊕ H1,ΓB,ΓA} for a dual pair {A,B} generalizes the above definition of a boundary
triple {H,Γ0,Γ1} for S∗ and coincides with it in the case A = B =: S if additionally
H1 = H0 =: H and ΓB = ΓA =: Γ. Observe also that in this case S0 = S∗ ↾ ker Γ0 is a
selfadjoint extension of S and the Weyl functionM(·) of the triple Π in the sense of Definition
4.2 turns into the Weyl function in the sense of [12].
Lemma 4.4. Let S be a closed densely defined symmetric operator in H with the deficiency
indices n±(S) = dimNλ(S), λ ∈ C±, let T ∈ B(H) be a selfadjoint operator, let α =
inf
f∈H
(Tf,f)
||f ||2 and β = sup
f∈H
(Tf,f)
||f ||2 be the lower lower and the upper bounds of T respectively and
let
A = S + iT, B = S − iT.
Then:
(i) We have domA = domB = D, where D := domS. Moreover,
α||f ||2 ≤ Im(Af, f) ≤ β||f ||2, −β||f ||2 ≤ Im(Bf, f) ≤ −α||f ||2, f ∈ D
and the operators A and B form a dual pair {A,B}.
(ii) The inclusion (Cα,− ∪ Cβ,+) ⊂ ρ̂ {A,B} holds and
dimNλ(B) = n+(S), dimNλ(A) = n−(S), λ ∈ Cβ,+,(4.4)
dimNλ(B) = n−(S), dimNλ(A) = n+(S), λ ∈ Cα,−.(4.5)
(iii) The following equalities hold
domA∗ = domB∗ = D∗, A∗ = S∗ − iT, B∗ = S∗ + iT,(4.6)
where D∗ := domS∗.
Proof. Statements (i) and (iii) are obvious. Statement (ii) is immediate from the known
results of the perturbation theory for linear operators (see e.g. [1, Theorem 3.7.1]) 
Theorem 4.5. With the assumptions of Lemma 4.4 let also n+(S) = n−(S), D∗ = domS∗
and let Π̂ = {H,Γ0,Γ1} be a boundary triple for S∗ (see Remark 4.3). Then:
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(i) the collection Π = {H ⊕ H,ΓB,ΓA} with operators ΓB = (ΓB0 ,ΓB1 )⊤ : D∗ → H ⊕H
and ΓA = (ΓA0 ,Γ
A
1 )
⊤ : D∗ → H⊕H defined by
ΓB0 = Γ
A
0 = Γ0, Γ
B
1 = Γ
A
1 = Γ1(4.7)
is a boundary triple for the dual pair {A,B}. Moreover, the extension A0(= B∗ ↾
ker ΓB0 ) ∈ Ext {A,B} satisfies
α||f ||2 ≤ Im(A0f, f) ≤ β||f ||2, f ∈ domA0, and (Cα,− ∪ Cβ,+) ⊂ ρ(A0);(4.8)
(ii) the Weyl function M(·) of the triple Π satisfies the identities
M(λ)−M∗(µ) = γ∗(µ)[(λ− µ)IH − 2iT ]γ(λ), λ, µ ∈ ρ(A0)(4.9)
ImM(λ) = γ∗(λ)(Imλ · IH − T )γ(λ), λ ∈ ρ(A0),(4.10)
where γ(λ) is the γ-field of Π. Moreover,
ImM(λ) ≥ δλI, λ ∈ Cβ,+; ImM(λ) ≤ δ′λI, λ ∈ Cα,−(4.11)
with some δλ > 0 and δ
′
λ < 0 (depending on λ).
Proof. (i) Since by (4.7) we have ΓB = ΓA = Γ and the mapping Γ is surjective, so are the
mappings ΓB and ΓA. Moreover, using (4.6), (4.7) and the identity (4.3) (for the triple Π̂ )
one gets
(B∗f, g)− (f, A∗g) = (S∗f, g) + i(Tf, g)− (f, S∗g)− i(f, Tg) = (S∗f, g)− (f, S∗g)
= (Γ1f,Γ0g)− (Γ0f,Γ1g) = (ΓB1 f,ΓA0 g)− (ΓB0 f,ΓA1 g), f, g ∈ D∗.
Hence ΓB and ΓA satisfy (4.1) and, consequently, Π = {H⊕H,ΓB,ΓA} is a boundary triple
for {A,B}.
Next assume that S0 = S
∗ ↾ ker Γ0 is a selfadjoint extension of S corresponding to the
triple Π̂ for S∗. Then
A0 = B
∗ ↾ ker ΓB0 = (S
∗ + iT ) ↾ ker Γ0 = S0 + iT
and Lemma 4.4 with n±(S0) = 0 yields (4.8).
(ii) Since Nλ(B) = {f ∈ domB∗ : B∗f = λf}, it follows from (4.6) that
Nλ(B) = {f ∈ D∗ : S∗f = λf − iTf}, λ ∈ C.(4.12)
Assume that h ∈ H, λ, µ ∈ ρ(A0) and
fλ = γ(λ)h ∈ Nλ(B), gµ = γ(µ)h ∈ Nµ(B).
Then by (4.12)
S∗fλ = λfλ − iTfλ = (λI − iT )γ(λ)h, S∗gµ = µgµ − iT gµ = (µI − iT )γ(µ)h
and hence
(S∗fλ, gµ)− (fλ, S∗gµ) = ((λI − iT )γ(λ)h, γ(µ)h)− (γ(λ)h, (µI − iT )γ(µ)h) =
= (γ∗(µ)[(λI − iT )− (µI + iT )]γ(λ)h, h) = (γ∗(µ)[(λ− µ)I − 2iT ]γ(λ)h, h)
On the other hand, by the definition of γ(λ) and M(λ) one has
Γ0fλ = Γ
B
0 fλ = h, Γ1fλ = Γ
B
1 fλ =M(λ)h, Γ0gµ = Γ
B
0 gµ = h, Γ1gµ = Γ
B
1 gµ =M(µ)h
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and, consequently,
(Γ1fλ,Γ0gµ)− (Γ0fλ,Γ1gµ) = (M(λ)h, h)− (h,M(µ)h) = ((M(λ)−M∗(µ))h, h).
Now an application of the identity (4.3) for the triple Π̂ to fλ and gµ yields
(γ∗(µ)[(λ− µ)I − 2iT ]γ(λ)h, h) = ((M(λ)−M∗(µ))h, h), h ∈ H, λ, µ ∈ ρ(A0).
This implies identity (4.9), which in turn gives (4.10). Finally, (4.11) directly follows from
(4.10). 
4.2. The Weyl solution and the Weyl function for Dirac operators. In this subsec-
tion we assume that the Dirac type expression (3.1) is defined on the half-line R+. First we
prove the existence of the Weyl solution on R+.
Theorem 4.6. Suppose that n = 2p and the operator Jn in (3.1) is of the form (3.22). Let
A := D+min(Q) and B := D
+
min(Q
∗), so that A∗ = D+max(Q
∗) and B∗ = D+max(Q). Moreover,
let C1, C2 ∈ B(Cp) be an admissible operator pair and let A˜ be the corresponding quasi-
selfadjoint extension of the form (3.24). If ρ(A˜) 6= ∅, then the following hold:
(i) There exist a pair of operators
(4.13) X =
(
C1 C2
C3 C4
)
: Cp ⊕ Cp → Cp ⊕ Cp, Y =
(
C ′1 C
′
2
C ′3 C
′
4
)
: Cp ⊕ Cp → Cp ⊕ Cp
such that Y ∗JnX = Jn and for each such a pair the equalities
ΓB0 y = C1y1(0) + C2y2(0), Γ
B
1 y = C3y1(0) + C4y2(0), y ∈ domB∗,(4.14)
ΓA0 y = C
′
1z1(0) + C
′
2z2(0), Γ
A
1 y = C
′
3z1(0) + C
′
4z2(0), z ∈ domA∗,(4.15)
ΓB = (ΓB0 ,Γ
B
1 )
⊤, ΓA = (ΓA0 ,Γ
A
1 )
⊤,(4.16)
define a boundary triple Π = {Cp ⊕ Cp,ΓB,ΓA} for {A,B} (in (4.14) and (4.15) yj
and zj are taken from (3.23)). Moreover, for this triple A0(= B
∗ ↾ ker ΓB0 ) = A˜.
(ii) For each λ ∈ ρ(A˜) the homogeneous equation
D(Q)y = λy(4.17)
has a unique L2-operator-valued solution (the Weyl solution)
v(·, λ) = (v1(·, λ), v2(·, λ))⊤ ∈ L2(R+,B(Cp,C2p))(4.18)
satisfying
C1v1(0, λ) + C2v2(0, λ) = Ip, λ ∈ ρ(A˜).(4.19)
Moreover, the solution v(·, λ) is holomorphic in λ ∈ ρ(A˜).
(iii) The Weyl function M(·) of the triple Π is
M(λ) = C3v1(0, λ) + C4v2(0, λ), λ ∈ ρ(A˜).(4.20)
If ϕ(·, λ) and ψ(·, λ) are B(Cp,Cp ⊕ Cp)-valued solutions of (4.17) satisfying
Xϕ(0, λ) =
(
0
Ip
)
, Xψ(0, λ) =
(
Ip
0
)
,(4.21)
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then the Weyl functionM(·) can also be defined as the unique operator-valued function
M(·) : ρ(A˜)→ B(Cp) such that
ϕ(·, λ)M(λ) + ψ(·, λ) ∈ L2(R+,B(Cp,Cn)), λ ∈ ρ(A˜).(4.22)
(iv) If λ ∈ ρ(A˜) and v̂ (·, λ) = ( v̂ 1(·, λ), v̂ 2(·, λ))⊤ ∈ L2(R+,B(Cp,C2p)) is an operator
solution of (4.17), then the operator C1v1(0, λ) + C2v2(0, λ) is invertible and
M(λ) = (C3v1(0, λ) + C4v2(0, λ))(C1v1(0, λ) + C2v2(0, λ))
−1.
Proof. (i) Let Γ˜B = (Γ˜B0 , Γ˜
B
1 )
⊤ and Γ˜A = (Γ˜A0 , Γ˜
A
1 )
⊤ be operators defined by
Γ˜B0 y = y1(0), Γ˜
B
1 y = y2(0), y ∈ domB∗,(4.23)
Γ˜A0 z = z1(0), Γ˜
A
1 z = z2(0), z ∈ domA∗.(4.24)
It follows from (3.22) and the Lagrange identity (3.11) that these operators satisfy (4.1).
Moreover, by Lemma 3.6 the operators ΓB and ΓA are surjective. Therefore the collection
Π˜ = {Cp ⊕ Cp, Γ˜B, Γ˜A} is a boundary triple for {A,B}.
Since the pair C1, C2 is admissible, there exist operators C3, C4 ∈ B(Cp) and C ′j ∈
B(Cp), j ∈ {1, . . . , 4}, such that the equalities (4.13) define invertible operators X and
Y satisfying Y ∗JX = J . Moreover, according to [28, Proposition 4.6] for each such pair the
equalities
ΓB =
(
ΓB0
ΓB1
)
:=
(
C1 C2
C3 C4
)(
Γ˜B0
Γ˜B1
)
, ΓA =
(
ΓA0
ΓA1
)
:=
(
C ′1 C
′
2
C ′3 C
′
4
)(
Γ˜A0
Γ˜A1
)
define a boundary triple Π = {Cp ⊕ Cp,ΓB,ΓA} for the dual pair {A,B} and in view of
(4.23), (4.24), the mappings ΓB and ΓA are of the form (4.14) – (4.16). Moreover, the
equality A0 = A˜ is implied by combining (3.24) with (4.14).
(ii) Let γ(·) be the γ-field (4.2) of the triple Π. Since Nλ(B) coincides with the space of
all L2(R+,C
n)-solutions of equation (4.17), the equality
v(t, λ)h = (γ(λ)h)(t), h ∈ Cp, λ ∈ ρ(A˜)(4.25)
defines a unique operator solution v(t, λ)(∈ B(Cp,Cn)) of (4.17) such that v(·, λ)h ∈
L2(R+,C
n) and
ΓB0 v(·, λ)h = h, h ∈ Cp, λ ∈ ρ(A˜).(4.26)
Moreover, it follows from (4.14) and the block representation (4.18) of v(·, λ) that (4.26) is
equivalent to (4.19). The holomorphy of v(·, λ) in ρ(A˜) is immediate from (4.25) since the
γ-field γ(·) is holomorphic on ρ(A˜).
(iii) Recall that in accordance with (4.2),M(λ) = ΓB1 γ(λ). Therefore it follows from (4.25)
and (4.14) that (4.20) holds. Next, combining (4.19) with (4.20) yields
Xv(0, λ) =
(
Ip
M(λ)
)
= X(ϕ(0, λ)M(λ) + ψ(0, λ)).
Since X is invertible, one gets v(t, λ) = ϕ(t, λ)M(λ) + ψ(t, λ). This proves the second
statement in (iii).
(iv) This statement is immediate by combining (ii) with (iii). 
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The following theorem is an extended version of Theorem 1.2 from the Introduction. In
particular, we prove here the existence of a holomorphic Weyl solution for a j-symmetric
Dirac type operator on the half-line.
Theorem 4.7. Let n = 2p, let D(Q) be the Dirac type expression (3.1) on R+ with Jn
and Q(·) given by (3.5), let the relations (3.6) be fulfilled and let j be the conjugation in
L2(R+,C
n) given by (3.4). If ρ̂ (D+min(Q)) 6= ∅, then:
(i) The minimal operator D+min(Q) is j-symmetric and Def(D
+
min(Q)) = p, i.e., for each
λ ∈ ρ̂ (D+min(Q)) (or, equivalently, for each λ ∈ ρ̂ {D+min(Q), D+min(Q∗)}) the following
holds:
dimNλ(D
+
min(Q
∗)) = dimNλ(D
+
min(Q)) = p.(4.27)
(ii) There exists an operator C ∈ B(Cp,Cn) such that the equalities
A˜ = D+max(Q) ↾ dom A˜, dom A˜ = {y ∈ domD+max(Q) : Cy = 0},
define a j-selfadjoint extension A˜ of D+min(Q) with ρ(A˜) 6= ∅ and for each λ ∈ ρ(A˜)
there exists a unique operator-valued solution Ψ+(·, λ) ∈ L2(R+,B(Cp,Cn)) (the
Weyl solution) of (4.17) satisfying CΨ+(0, λ) = Ip. Moreover, the solution Ψ+(·, λ)
is holomorphic in ρ(A˜).
Proof. (i) As in Proposition 3.1 (see formula (3.7)) the operator D+min(Q) is j-symmetric and
j(D+min(Q))
∗j = jD+max(Q
∗)j = D+max(Q).
Combining this formula with (2.81) and Corollary 3.8 (see formula (3.21)) gives
2DefD+min(Q) = dim (dom (jD
+
min(Q)
∗j)/domD+min(Q))
= dim (domD+max(Q)/domD
+
min(Q)) = n = 2p.(4.28)
This proves the statement.
(ii) According to Proposition 2.27 there exists a j-selfadjoint extension A˜ of D+min(Q) such
that ρ(A˜) 6= ∅. Since A˜ is a quasi-selfadjoint extension, the statement (ii) follows from
Corollary 3.11 and Theorem 4.6(ii). 
Corollary 4.8. Assume the conditions of Theorem 4.7. Let λ0 ∈ ρ̂ (D+min(Q)) and let
D(λ0; ε) be a gap for the operator D
+
min(Q). Then there is an operator C ∈ B(Cp,Cn) such
that the corresponding Weyl solution Ψ+(·, λ) is holomorphic in D(λ0; ε).
Proof. According to Proposition 2.27 there exists a j-selfadjoint extension A˜ of D+min(Q)
preserving the gap D(λ0; ε). Starting with this extension it remains to repeat the reasoning
of Theorem 4.7(ii). 
Remark 4.9. (i) In the scalar case (p = 1) and a Dirac type expression D(Q) on R+
with Q(·) of the form (3.10) and arbitrary scalar q(·), Theorem 4.7 was proved by
another method in [7] (see also [10]). Note also the paper [20], where equality (4.27)
(without a connection with the Weyl type solutions) was proved for a Dirac type
expression (3.1) with a special off-diagonal potential matrix Q(·) such that (3.7) is
satisfied.
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(ii) Clearly, a similar result is valid for the Dirac system on R− with a potential matrix
Q ∈ L1loc(R−,Cn×n), i.e. there exists the unique B(Cp,Cn)-valued Weyl solution
Ψ−(·, λ) ∈ L2(R−,B(Cp,Cn)) .
Note also, that in the scalar case (p = 1) for a Dirac type operator on the line with
a potential matrix Q(∈ L1loc(R,C2×2)) of the form (3.10) a stronger result is proved
in [7, Theorem 5.4], namely
(4.29) sup
x∈R
[(∫ x
−∞
‖Ψ−(t, z)‖2C2
)
·
(∫ ∞
x
‖Ψ+(t, z)‖2C2 dx
)]
<∞.
4.3. TheWeyl function of almost formally selfadjoint Dirac type operators. Clearly,
the Dirac type expression (3.1) admits the representation
D(Q)y = Jn
dy
dx
+Q1(x)y + iQ2(x)y,(4.30)
where Q1(x) = Q1(x) := ReQ(x) and Q2(x) = Q2(x) := ImQ(x), x ∈ R+.
Definition 4.10. The Dirac type expression (4.30) will be called almost formally selfadjoint
if the operator-function Q2(·) is bounded, that is ||Q2(x)|| ≤ C, x ∈ R+, with some C ∈ R.
Let the expression (4.30) be almost selfadjoint and let α(x) = inf
h∈Cn
(Q2(x)h,h)
||h||2 and β(x) =
sup
h∈Cn
(Q2(x)h,h)
||h||2 be lower and upper bounds respectively of Q2(x). In the following we denote
by αQ and βQ the essential infimum and supremum of Q2(x) respectively:
αQ = ess inf
x∈R+
Q2(x), βQ = ess sup
x∈R+
Q2(x).
Proposition 4.11. Let expression (4.30) on R+ be almost formally selfadjoint, let κ± =
dim ker (Jn ± iIn) and let A := D+min(Q), B := D+min(Q∗). Then domA = domB =: D,
domA∗ = domB∗ and
αQ||f ||2 ≤ Im(Af, f) ≤ βQ||f ||2, −βQ||f ||2 ≤ Im(Bf, f) ≤ −αQ||f ||2, f ∈ D.
Moreover, (CαQ,− ∪ CβQ,+) ⊂ ρ̂ {A,B} and
dimNλ(B) = κ+, dimNλ(A) = κ−, λ ∈ CβQ,+,
dimNλ(B) = κ−, dimNλ(A) = κ+, λ ∈ CαQ,−.
Proof. Let S := D+min(Q1) be the minimal operator generated in H by the formally selfadjoint
Dirac type expression
D(Q1)y = Jn
dy
dx
+Q1(x)y(4.31)
and let T be the multiplication operator in H defined by
(Tf)(x) = Q2(x)f(x), f(·) ∈ H.(4.32)
Clearly, S is a closed densely defined symmetric operator in H, and in accordance with [22,
Theorem 5.2] n±(S) = κ±. Moreover, T = T ∗ ∈ B(H) and the lower and upper bounds of
T are αQ and βQ respectively. Therefore (4.30) yields
A = S + iT, B = S − iT.(4.33)
It remains to apply Lemma 4.4. 
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Theorem 4.12. Assume that n = 2p, expression (4.30) on R+ is almost formally selfadjoint
and Jn is of the form (3.22). Then:
(i) For each operator Φ = Φ∗ ∈ B(Cp) the equalities (the boundary conditions)
dom A˜Φ = {y ∈ domD+max(Q) : cosΦ · y1(0) + sinΦ · y2(0) = 0}, A˜Φ = D+max(Q) ↾ dom A˜Φ
define a quasi-selfadjoint extension A˜Φ ∈ Ext {D+min(Q), D+min(Q∗)} satisfying
αQ||f ||2 ≤ Im(A˜Φf, f) ≤ βQ||f ||2, f ∈ dom A˜Φ, and (CαQ,− ∪ CβQ,+) ⊂ ρ(A˜Φ).(4.34)
(ii) For each λ ∈ ρ(A˜Φ) there exists a unique operator solution
vΦ(t, λ) = (v1,Φ(t, λ), v2,Φ(t, λ))
⊤ : Cp → Cp ⊕ Cp, t ∈ R+(4.35)
of the homogeneous equation (4.17) such that vΦ(·, λ)h ∈ L2(R+,Cn), h ∈ Cp, and
cosΦ · v1,Φ(0, λ) + sinΦ · v2,Φ(0, λ) = Ip, λ ∈ ρ(A˜Φ).(4.36)
Proof. Let A := D+min(Q), B := D
+
min(Q
∗), let S and T be the same as in the proof of
Proposition 4.11 and let D∗ := domS∗. Then by (4.33) and Lemma 4.4, (iii) the equalities
(4.6) hold.
Next, assume that Φ = Φ∗ ∈ B(Cp). Then the operator
(4.37) X =
(
cosΦ sinΦ
− sinΦ cosΦ
)
: Cp ⊕ Cp → Cp ⊕ Cp
satisfies X∗JnX = Jn and by Theorem 4.6, (i) applied to the Dirac type expression (4.31)
the equalities
Γ0y = cosΦ · y1(0) + sin Φ · y2(0), Γ1y = − sinΦ · y1(0) + cosΦ · y2(0), y ∈ D∗(4.38)
define a boundary triple Π̂ = {Cp,Γ0,Γ1} for S∗. Moreover, application of Theorem 4.6,
(i) to the dual pair {A,B} implies that a collection Π = {Cp ⊕ Cp,ΓB,ΓA} with operators
ΓB = (ΓB0 ,Γ
B
1 )
⊤ and ΓA = (ΓA0 ,Γ
A
1 )
⊤ defined by
ΓB0 y = Γ
A
0 y = cosΦ · y1(0) + sin Φ · y2(0),(4.39)
ΓB1 y = Γ
A
1 y = − sin Φ · y1(0) + cosΦ · y2(0), y ∈ D∗(4.40)
is a boundary triple for {A,B} and for this triple A0(= B∗ ↾ ker ΓB0 ) = A˜Φ. Since the triples
Π and Π̂ are connected via (4.7), it follows from Theorem 4.5, (i) that (4.34) holds.
Statement (ii) directly follows from Theorem 4.6, (ii) applied to the extension A˜ = A˜Φ. 
Let the assumptions of Theorem 4.12 be satisfied and let Φ = Φ∗ ∈ B(Cp).
Definition 4.13. The operator solution v(·, λ) = vΦ(·, λ), λ ∈ ρ(A˜Φ), of (4.17) defined in
Theorem 4.12 will be called the Weyl solution (with respect to the parameter Φ).
Definition 4.14. The operator function M(·) =MΦ(·) : ρ(A˜Φ)→ B(Cp) defined by
MΦ(λ) = − sinΦ · v1,Φ(0, λ) + cos Φ · v2,Φ(0, λ), λ ∈ ρ(A˜Φ)(4.41)
will be called the Weyl function of the almost formally-selfadjoint Dirac type expression (4.30)
on R+ (with respect to the parameter Φ).
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Proposition 4.15. Assume the hypothesis of Theorem 4.12. Let Φ = Φ∗ ∈ B(Cp) and let
ϕ(·, λ) and ψ(·, λ) be B(Cp,Cp ⊕ Cp)-valued solutions of (4.17) with the initial values
ϕ(0, λ) =
(− sin Φ
cosΦ
)
, ψ(0, λ) =
(
cosΦ
sin Φ
)
.(4.42)
Then:
(i) the Weyl function MΦ(·) of expression (4.30) can be defined as a unique operator-
function MΦ(·) : ρ(A˜Φ)→ B(Cp) such that (4.22) holds, i.e.,
ϕ(·, λ)M(λ) + ψ(·, λ) ∈ L2(R+,B(Cp,Cn)), λ ∈ ρ(A˜Φ);
(ii) MΦ(·) is holomorphic in ρ(A˜Φ) and satisfies the identities
MΦ(λ)−M∗Φ(µ) =
∫
R+
v∗Φ(x, µ)((λ− µ)In − 2iQ2(x))vΦ(x, λ) dx, λ, µ ∈ ρ(A˜Φ),(4.43)
ImMΦ(λ) =
∫
R+
v∗Φ(x, λ)(Imλ · In −Q2(x))vΦ(x, λ) dx, λ ∈ ρ(A˜Φ).(4.44)
Moreover,
ImMΦ(λ) ≥ δλI, λ ∈ CβQ,+; ImMΦ(λ) ≤ δ′λI, λ ∈ CαQ,−(4.45)
with some δλ > 0 and δ
′
λ < 0 (depending on λ).
Proof. Let A := D+min(Q), B := D
+
min(Q
∗) and let X be the operator (4.37). It was shown in
the proof of Theorem 4.12 that the operators ΓB = (ΓB0 ,Γ
B
1 )
⊤ and ΓA = (ΓA0 ,Γ
A
1 )
⊤ defined by
(4.39) and (4.40) form a boundary triple Π = {Cp⊕Cp,ΓB,ΓA} for {A,B}. Since by (4.37)
the operators C3 and C4 in (4.20) are C3 = − sin Φ and C4 = cosΦ, it follows from Theorem
4.6, (iii) and (4.41) that the Weyl function M(·) of Π coincides with MΦ(·). Moreover,
X−1 =
(
cosΦ − sin Φ
sinΦ cosΦ
)
and hence the initial conditions (4.21) are equivalent to (4.42). Now statement (i) follows
from Theorem 4.6, (iii).
Next, assume that S and T are the same as in the proof of Proposition 4.11 and let Π̂ =
{Cp ⊕Cp,Γ0,Γ1} be the boundary triple (4.38) for S∗. Since A and B admit representation
(4.33) and boundary triples Π and Π̂ are connected via (4.7), it follows from Theorem 4.5
that identities (4.9) and (4.10) hold with M(λ) =MΦ(λ) and A0 = A˜Φ. By using (4.25) one
can easily verify that
γ∗(λ)f(·) =
∫
R+
v∗(t, λ)f(t) dt, f(·) ∈ H, λ ∈ ρ(A˜Φ).
This and (4.25), (4.32) imply that (4.9) and (4.10) can be written in the form (4.43) and
(4.44), respectively. Finally, (4.45) is immediate from (4.11) and the equality M(λ) =
MΦ(λ), λ ∈ CβQ,+ ∩ CαQ,−. 
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Corollary 4.16. Let n = 2p, and let D(Q) be an almost formally-selfadjoint Dirac type
expression (3.1) (or, equivalently, (4.30)) on R+ with
Jn =
(−iIp 0
0 iIp
)
: Cp ⊕ Cp → Cp ⊕ Cp(4.46)
and let ϕ(·, λ) and ψ(·, λ) be B(Cp,Cp⊕Cp)-valued solution of (4.17) with the initial values
ϕ(0, λ) =
(
0
Ip
)
, ψ(0, λ) =
(
Ip
0
)
.
Then there exists a unique operator-function Ms(·) : CβQ,+ → B(Cp) such that
ϕ(·, λ)Ms(λ) + ψ(·, λ) ∈ L2(R+,B(Cp,Cn)), λ ∈ CβQ,+.(4.47)
Moreover, Ms(·) is holomorphic on CβQ,+ and satisfies ||Ms(λ)|| < 1, λ ∈ CβQ,+.
Proof. One can easily verify that the equality U = 1√
2
(
iIp Ip
−iIp Ip
)
defines a unitary operator
U ∈ B(Cn) such that
Ĵ n := U
∗JnU =
(
0 −Ip
Ip 0
)
.
Let Q̂ (x) := U∗Q(x)U = Q̂ 1(x) + i Q̂ 2(x) with Q̂ 1(x) = Re Q̂ (x) and Q̂ 2(x) = Im Q̂ (x),
let
D( Q̂ )y := Ĵ n
dy
dx
+ Q̂ 1(x)y + i Q̂ 2(x)y, x ∈ R+
be the respective almost selfadjoint Dirac type expression and letM0(·) be the Weyl function
of D( Q̂ ) (with respect to Φ = 0). Since obviously β
Q̂
= βQ, it follows that M0(·) is defined
on CβQ,+ and by (4.45) the equality (the Cayley transform of M0(λ))
Ms(λ) = (M0(λ)− iIp)(M0(λ) + iIp)−1, λ ∈ CβQ,+
defines a holomorphic operator-function Ms(·) : CβQ,+ → B(Cp) such that ||Ms(λ)|| <
1, λ ∈ CβQ,+. Let v0(·, λ) ∈ L2(R+,B(Cp,Cn)) be the Weyl solution of the homogeneous
equation D( Q̂ )y = λy (with respect to Φ = 0) and let
vs(x, λ) = Uv0(x, λ)
√
2(M0(λ) + iIp)
−1, x ∈ R+, λ ∈ CβQ,+.
Clearly, vs(·, λ) is a solution of (4.17) and vs(·, λ) ∈ L2(R+,B(Cp,Cn)). Moreover, since
Φ = 0, it follows from (4.36) and (4.41) that v0(0, λ) = (Ip,M0(λ))
⊤ and hence vs(0, λ) =
(Ip,Ms(λ))
⊤. Therefore vs(x, λ) = ϕ(x, λ)Ms(λ) + ψ(x, λ), which implies (4.47). 
Remark 4.17. (i) Let D(Q) be an almost formally-selfadjoint Dirac type expression (3.1)
with Jn of the form (4.46), let A := D
+
min(Q), B := D
+
min(Q
∗) and letD∗ = domA∗ = domB∗
(see Proposition 4.11). It follows from the Lagrange identity (3.11) and Lemma 3.6 that a
collection Πs = {Cp ⊕ Cp,ΓB,ΓA} with operators ΓB = (ΓB0 ,ΓB1 )⊤ and ΓA = (ΓA0 ,ΓA1 )⊤
defined by
ΓB0 y = y1(0), Γ
B
1 y = y2(0), Γ
A
0 y = iy2(0), Γ
A
1 y = iy1(0), y ∈ D∗
is a boundary triple for {A,B} (here yj(0) are taken from (3.23)). Moreover, one can easily
prove that Ms(·) is the Weyl function of Πs.
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(ii) The operator-function Ms(·) coincides with the Weyl function introduced in [15, 31]
for special almost formally-selfadjoint Dirac type expression (3.1), (4.46) with Q(x) of the
form
Q(x) = i
(
0 q(x)
q∗(x) 0
)
: Cp ⊕ Cp → Cp ⊕ Cp.
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