Let F be a field of characteristic 0, G an additive subgroup of F, α ∈ F satisfying α / ∈ G, 2α ∈ G. We define a class of infinite-dimensional Lie algebras which are called generalized Schrödinger-Virasoro algebras and use gsv [G, α] to denote the one corresponding to G and α. In this paper the automorphism group and irreducibility of Verma modules for gsv [G, α] are completely determined.
0. The structure and representation theory of sv have been studied by C. Roger and J. Unterberger in [11] . The irreducible weight modules with finite-dimensional weight spaces over sv are classified in [7] .
In order to investigate vertex representations of sv, J. Unterberger (see [14] ) introduced a class of infinite-dimensional Lie algebras sv called the extended Schrödinger-Virasoro Lie algebra, which can be viewed as an extension of sv by a conformal current with conformal weight 1. The extended Schrödinger-Virasoro Lie algebra sv is a vecter space spanned by a basis {L n , M n , N n , Y n+ For all m, n ∈ Z. The structure of sv has been studied in [2] .
Recently, a number of new classes of infinite-dimensional Lie algebras over a field of characteristic 0 were discovered by several authors (see [6] [8] [12] [13] ). Among those algebras , are the generalized Witt algebras, the generalized Virasoro algebras, the Lie algebras of generalized Weyl type and the generalized Heisenberg-Virasoro algebra.
Let F be a field of characteristic 0, G an additive subgroup of F, α ∈ F such that α / ∈ G, 2α ∈ G. Motivated by the above algebras, we introduce a new class of Lie algebras which are called the generalized Schrödinger-Virasoro Lie algebras which include the Schrödinger-Virasoro Lie algebra sv as a special case. We use gsv [G, α] to denote the one corresponding to G and α. In this paper we mainly study the automorphism group Aut(gsv [G, α] ) and the irreducibility of Verma modules over the generalized Schrödinger-Virasoro Lie algebra gsv [G, α] .
The paper is organized as follows. In section 2, we introduce the generalized Schrödinger-Virasoro Lie algebra gsv [G, α] . The necessary and sufficient conditions of isomorphism between two of these algebras are determined. In section 3, we determine the automorphism group of gsv [G, α] . In section 4, a Verma module V (c, h) over the generalized Schrödinger-Virasoro Lie algebra gsv[G, α] is defined and its irreducibility is completely determined.
Throughout the article, we denote Z the set of integers, N the set of non-negative integers.
Generalized Schrödinger-Virasoro algebras
Let F be a field of characteristic 0, G an additive proper subgroup of F, α ∈ F satisfying α / ∈ G while 2α ∈ G. We set G 1 = α + G and T = G ∪ G 1 . It is obvious that T is an additive subgroup of F. In this section we want to make a natural generalization of Schrödinger-Virasoro algebra sv, this leads us to the following definition.
Definition 2.1. The generalized Schrödinger-Virasoro algebra gsv[G, α] is defined to be the Lie algebra with F basis {L u , M u , Y u+α | u ∈ G} subject to the following Lie brackets:
It is straightforward to see that gsv[G, α] is T -graded:
where
The homogenous spaces are the root spaces according to the Cartan subalgebra
One can see that if G = Z and α = , then the generalized Schrödinger Virasoro algebra gsv[G, α] is nothing but the Schrödinger Virasoro algebra sv defined by Henkle in [3] .
the centerless generalized Virasoro algebra (see [12] ). M and I are ideals of L.
Lemma 2.2. I is the unique maximal ideal of gsv[G, α].
Proof. It is obvious that I is an ideal of gsv [G, α] . Moreover, I is a maximal ideal of gsv[G, α] since gsv[G, α]/I is a simple generalized Witt algebra. Now suppose I 1 is another maximal ideal of gsv[G, α], we need to prove I 1 = I. ∀z ∈ I 1 , z = 0, suppose z = l + x + y, where l ∈ L, x ∈ M, y ∈ Y . Assume l = 0. It is obvious that 0 = adM v (z) ∈ M ∩ I 1 for any 0 = v ∈ G by using the Lie bracket of gsv [G, α] . Suppose
It is well known that the submodules of weight module are also weight modules, thus all homogeneous components of z 0 are contained in I 1 , hence we can find some element 0 = u ∈ G such that M u ∈ I 1 . Thus 
Thus a −1 x ∈ G ′ since G ′ is the weight set according to the unique Cartan algebra 
By applying Lemma 2.3, there exists a ∈ F * such that
and
v . By using θ to both sides of the identity
By comparing the coefficients, we get
Hence s = 1 and
where c
. As we know that θ(I) = I ′ , M and M ′ are the centers of I and I ′ respectively, so there exists an induced isomorphism
Thus we have the following isomorphisms of vector spaces:
where π and π ′ are the canonical homomorphisms of vector spaces. Thus
is an isomorphism of vector spaces. Thus α ′ + G ′ = a(α + G). This and (1) give us
On the other hand, if G ′ = aG, T ′ = aT , we define a map
It is straightforward to check that θ is an isomorphism of Lie algebras. This completes the proof of Theorem 2.4.
Corollary 2.5. The map:
extends uniquely to a Lie algebra isomorphism between sv = gsv[Z, 1 2 ] and gsv[2Zα, α].
Proof. The first and the third identities are given in the proof of Theorem 2.4 (i.e., identities (2) and (3) ), we only need to prove the second formula.
Automorphism group of gsv[G, α]
In this section, we first construct three kinds of automorphisms of gsv[G, α] which are not inner, then determine the automorphism group of gsv[G, α] completely. Throughout this section we always assume that F is an algebraic closed field with characteristic 0.
(ii) For any a ∈ S(G, T ) := {a ∈ F * |aG = G, aT = T }, the map
is an automorphism of gsv[G, α], and {ϕ a |a ∈ S(G, T )} forms a subgroup of Aut(gsv[G, α]), where ϕ a ϕ b = ϕ ab for a, b ∈ F * .
(iii) Denote
is an automorphism. Φ = {φ a |a ∈ A} forms a subgroup of Aut(gsv[G, α]), where
Proof. The proof is straightforward, we omit the details. Then we have
Proof. For any θ ∈ Aut(gsv[G, α]), by Lemma 2.6, we can assume
By applying θ to both sides of the identities:
for u, v ∈ G.
and by using (4), (5) and (6), one can easily see that χ ∈ Hom(T, F * ). By Lemma 3.1 (i),
where m
In fact, assume
Noting that v j = 0, α = w k , we have
These gives us
Now we construct an inner automorphism tau ′ for gsv [G, α] , which is equal to tau when acting on L 0 and Y α . Indeed, we set
Then one can check that the inner automorphism
For the right side, we have
For the left side, we have
Now we prove the following identity.
for some e u ∈ F. Indeed, By using (7) and the definition of τ ′ , one can see that
By using this along with identities (8) and (9), we have
By comparing the coefficients of Y α+w l we have
. This means d w l = 0 for any l ∈ {1, · · · , s} since u = α + w l . Thus the we get
This proves (10). For any v ∈ G, v = 2α, by (10), we have
For v = 2α, we have
In all cases we get
Define
By (10), (11) and (12), we have τ
Which completes the proof of the Claim.
By the claim, we have
. One can check straightforward that the following two facts hold:
This completes the proof of the Theorem 3.2.
Verma modules of gsv[G, α]
In this section we construct and investigate the structure of Verma modules over the generalized Schrödinger-Virasoro algebra gsv [G, α] .
Note that T = G ∪ G 1 is a subgroup of F, we fix a total order " " on T which is compatible with the addition, i.e., x y implies x + z y + z for any z ∈ T (see [4] , [9] ). We write x ≻ y if x y and x = y. Let T + := {x ∈ T |x ≻ 0}, T − := {x ∈ T |x ≺ 0}.
Then T = T + ∪ {0} ∪ T − and gsv[G, α] has a triangular decomposition:
The elements
Let c, h ∈ F, V h be a 1-dimensional vector space over F spanned by v h , i.e.,
V h is called the Verma module of gsv[G, α] with highest weight (c, h).
. For any c, h ∈ F, let I(c, h) be the left ideal of U generated by the elements I(c, h) .
By definition, we can easily get a basis of V (c, h) consisting of all vectors of the form:
Remark. One can see that M 0 acts as a scalar c on V (c, h) since FM 0 is the center of gsv[G, α]. Next, we call a vector v ∈ V (c, h) a weight vector with weight µ means v satisfying L 0 v = µv. V (c, h) .
Thus Lemma 4.2 holds.
We know from [4] that for the fixed total order " " of T , either " " is dense, i.e., ∀x ∈ T + , the cardinality of {y ∈ T |0 ≺ y ≺ x} is infinite, or " " is discrete, i.e., there exists a ∈ T such that the set {y ∈ T |0 ≺ y ≺ a} is empty.
For the generalized Virasoro algebra V ir[G] studied in [4] , the irreducibility of Verma module over V ir [G] is depends on whether the total order of G is dense or discrete (see Theorem 3.1 in [4] ). With respect to Verma modules over generalized Witt algebras studied in [8] , the irreducibility depends on the action of L 0 on the highest weight vector (see Theorem 3 in [9] ). It is very interesting that the irreducibility of Verma modules over gsv[G, α] depends on neither the action of L 0 nor whether the total order is dense or discrete, we point out that the irreducibility just depends on the action of the element M 0 . For x ∈ V (c, h), we set
, and only finitely many a i,j,k = 0. We define
where l = 0 if A x = ∅. We also define l to be the length of the element x, and denote it by len(x), i.e., l = len(x).
For r ∈ N, we set
In what follows, we assume V r = 0 if r ≤ −1. One can check the following two lemmas by straightforward and easy computations.
whereˆmeans the corresponding element is deleted.
(ii)
for any r ∈ N; j, i 1 , · · · , i r ∈ G + . In particularly, 
Proof. (i) Suppose c = 0. Let u 0 = 0 be any given weight vector in V (c, h). By Lemma 4.2 and the fact that a submodule of a weight module is a weight module, we need only to prove that v h ∈ U(gsv[G, α])u 0 .
Claim I. There exists a weight vector u ∈ U(gsv[G, α])u 0 such that
where a j,k ∈ F and only finitely many a j,
In fact, suppose
If l = 0, there is nothing to prove. Now suppose len(u 0 ) = l ≥ 1, we denote
where A u 0 := {i|i = (i 1 , · · · , i l ), a i,j,k = 0 f or some j, k}, then by using Lemma 4.3 (i) and Corollary 4.4 we can deduce that
it is clear that u 1 = 0 and len(u 1 ) = l − 1.
Repeating the precess and define u s recursively for s = 2, · · · , l, one obtains the claim.
Claim II. There exists an weight vector w ∈ U(gsv[G, α])u 0 such that w takes the following form w = s≥0,j 1 ··· js;j 1 ,··· ,js∈G +
In fact, by Claim I, we know that there is a weight vector
Then by Lemma 4.4, we have
Noting that w 1 = 0 and w 1 ∈ U(gsv[G, α])u 0 is a weight vector. One repeats the precess to get Claim II.
From Claim II we know that there exists a weight vector w ∈ U(gsv[G, α])u 0 such that it has the following form 
