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“Mi pare che il teorema di Go¨del dimostri che il Meccanicismo e` falso”. Que-
sta tesi, avanzata dal filosofo inglese J. R. Lucas1 e che potrebbe apparire
bizzarra tanto al logico avvezzo alle formulazioni standard dei teoremi di in-
completezza, quanto al filosofo poco abituato alla valutazione delle prese di
posizione nel proprio campo alla luce di un risultato matematico, ha suscita-
to, nel corso della seconda meta` del ’900, un fervente dibattito tra il gruppo
(poco numeroso, in realta`) di coloro i quali hanno creduto di riconoscere una
posizione corretta dietro l’affermazione di Lucas e l’argomentazione porta-
ta in suo favore, e quanti (in numero decisamente maggiore) vi hanno visto
un’inferenza indebita, tanto da un punto di vista logico che concettuale2.
Che il tema di fondo, ossia il problema se la mente umana abbia o meno
una natura puramente meccanica, appassioni, e` perfettamente comprensibile.
Che per dirimere una simile questione si possa chiamare in causa un risul-
tato il quale, per quanto celebre, appartiene ad un ambito non banalmente
connesso con quello del problema menzionato, appare meno ovvio.
Per spiegare le motivazioni iniziali del presente lavoro, occorre allora men-
zionare una circostanza ulteriore che e` apparentemente indipendente da quan-
to detto fin qui: il fatto che, a partire dal 1995, sia iniziata un’onerosa, ma
quanto mai opportuna opera di pubblicazione ragionata di parte del materia-
le inedito contenuto nell’ingente Nachlass di Kurt Go¨del, prima nella forma
di un volume di scritti non pubblicati3, e, piu` di recente4, di due tomi de-
dicati alla corrispondenza. L’occasione, ha rappresentato la spinta per una
1In [Luc61].
2Celebre ed efficace, al riguardo, e` la caratterizzazione che della tesi di Lucas ha dato
Douglas Hofstadter nel suo [Hof79], e secondo il quale “[a]lcuni guardano ad essa alla
stregua di una dimostrazione religiosa dell’esistenza dell’anima, mentre altri, sorridendo,
la rigettano come qualcosa di immeritevole di alcun commento” (loc. cit., p. 472).
3Si tratta di [Go¨d95].
4[Go¨d03a], [Go¨d03b].
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ricostruzione puntuale, che seguisse cioe` il piu` da vicino possibile il contenu-
to degli scritti di Go¨del, dell’analisi go¨deliana del significato dei teoremi di
incompletezza.
Il frutto di quest’idea, e` la prima parte della tesi che porta il significativo
titolo di “Go¨del secondo Go¨del”. Lo sviluppo dell’intenzione iniziale e` avve-
nuto secondo due diverse impostazioni, piu` di tipo storico l’una, di stampo
maggiormente analitico la seconda, le quali sono all’origine dei due capitoli
che compongono questa parte del lavoro.
La prima esigenza che si e` ritenuto di dover soddisfare infatti, e` stata
la necessita` di delineare con precisione il quadro delle prime reazioni alla
scoperta di Go¨del negli anni immediatamente successivi la pubblicazione della
memoria del 1931, e di valutare, contemporaneamente, il peso ricoperto,
per l’accettazione del risultato nella sua forma piu` generale, da certe, ben
note implicazioni concettuali legate allo sviluppo della teoria della ricorsivita`.
L’elemento di novita`, rispetto ai numerosi lavori gia` presenti al proposito in
letteratura, ci pare consistere proprio nella volonta` di assumere, partendo da
un’analisi di materiale riconducibile a Go¨del, l’ottica del diretto interessato.
Con riferimento alla corrispondenza go¨deliana dei primi anni ’30, ad esem-
pio, e` possibile allora tanto farsi un’idea precisa del tipo di fraintendimenti
ai quali la novita` del risultato di Go¨del ebbe modo di dare adito, con la
ricostruzione delle controversie con Zermelo e Finsler, quanto comprendere,
attraverso gli scambi epistolari con Church e Post, la difficolta` concettuale
insita nella formulazione generale (cioe` rispetto ad ogni sistema formale che
soddisfi certi requisiti) dei teoremi di incompletezza (§1.1.1).
Il fatto che, soprattutto nell’andamento, si sia scelto per il primo capitolo
l’aderenza ad un criterio di sviluppo di tipo cronologico, non significa che
manchi il tentativo di fare il punto, seppur parziale, dell’analisi go¨deliana:
valutato l’impatto decisivo del contributo di Turing per fugare ogni dubbio
sull’assoluta generalita` del risultato originario (§1.2), un simile bilancio e`
affidato all’analisi di un testo inedito, presumibilmente appartenente alla
fine degli anni ’30, che contiene la lettura da parte di Go¨del del fenomeno
dell’indecidibilita` algoritmica della matematica (§1.3), del quale i teoremi
di incompletezza cos`ı come essi vengono ordinariamente formulati sono un
corollario pressoche´ immediato.
Con il secondo capitolo ci si propone, come si diceva, uno scopo diverso:
la disamina di alcune tra le implicazioni concettuali del risultato ottenuto da
Go¨del. Tra esse, la questione del rapporto tra l’incompletezza sintattica di
certi sistemi formali ed il risultato di Tarski sull’indefinibilita` di un predicato
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di verita` per il loro linguaggio (§2.1), e quella del riflesso della scoperta
go¨deliana sul programma fondazionale di David Hilbert (§2.2), rappresentano
due tematiche tradizionalmente legate ai risultati di Go¨del. L’occasione,
dunque, data la scelta delle fonti di cui si e` detto, e` quella rappresentata
dalla possibilita` di valutare, con sostegno documentale, l’incidenza che tali
questioni hanno avuto sull’evoluzione del pensiero di Go¨del e, con esso, del
significato da lui stesso attribuito alla propria scoperta.
Ed e` la possibilita` di legare le riflessioni di Go¨del al progressivo esplici-
tarsi della propria concezione filosofica della matematica, l’aspetto che viene
approfondito nelle due parti successive.
Nella prima (§2.3), si tratta di misurare le suggestioni individuate in me-
rito alle considerazioni di Go¨del relative ad un altro risultato significativo
della propria carriera, la dimostrazione di consistenza con gli assiomi della
teoria degli insiemi dell’Ipotesi Generalizzata del Continuo di Cantor, proble-
ma che rivela legami forse inattesi con la questione dell’incompletezza, e che,
soprattutto, fornisce preziose indicazioni per la precisazione della portata
complessiva della riflessione go¨deliana sulla matematica.
Nel caso dell’altro paragrafo (§2.4), si vuole ritornare sul problema della
valutazione da parte di Go¨del del significato dei teoremi di incompletezza alla
luce di un’ormai celebre conferenza del 1951 (pubblicata in [Go¨d95]), nella
quale il logico austriaco affronta, a proprio modo, il tema delle eventuali
implicazioni sul confronto tra le capacita` di un matematico e quelle di una
macchina di Turing. Un tema, quello della natura della mente umana, che,
come si cerca di argomentare, sembra integrarsi perfettamente, seppur forse
rappresentando una questione di secondo piano rispetto ad altre, nel quadro
della posizione di Go¨del nel suo complesso.
La panoramica sulle articolate ramificazioni della riflessione go¨deliana che
anche la scelta apparentemente restrittiva della chiave di lettura dei teoremi
di incompletezza riesce a fare emergere, vuole costituire la base per la discus-
sione della seconda parte del lavoro la quale, come si e` anticipato, intende
affrontare in modo piu` sistematico quella lettura della scoperta di Go¨del che
tende ad evidenziarne l’applicabilita` alla filosofia della mente.
La questione comporta interrogativi di carattere formale (Ci sono le con-
dizioni logiche affinche´ una simile operazione sia pienamente giustificata?) e
di tipo concettuale (Cosa significa davvero sostenere la natura computazio-
nale/non computazionale della mente?).
Il capitolo dedicato alla figura di Alan Turing che apre questa parte del
lavoro (§3), si spiega anche pensando a questo tipo di implicazioni: il ma-
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tematico britannico e` stato apparentemente il primo a valutare il potenziale
impatto dei risultati limitativi della logica, risultati che si riferiscono essen-
zialmente al modello astratto di macchina da lui introdotto in un celeberrimo
contributo del 1937, sul progetto di dare vita ad un dispositivo meccanico
che, nella pratica, riproduca le potenzialita` di quel modello.
Si e` cos`ı deciso di ricostruire il percorso di Turing dall’indagine sulle Lo-
giche Ordinali (§3.1), che e` direttamente ispirata ad una certa lettura dei
teoremi di Go¨del, agli scritti piu` tardi dell’immediato secondo dopo-guerra,
dove Turing si occupa in modo sistematico dei problemi di natura pratica e
teorica del progetto di una macchina che esibisca un comportamento intel-
ligente (si vedano, in particolare, §§3.2.1, 3.3), e nei quali le riflessioni sui
risultati di indecidibilita` ricoprono un ruolo comunque importante. Cio` for-
nisce peraltro lo spunto per un confronto diretto tra Go¨del, anti-meccanicista
dichiarato, e Turing, meccanicista presunto (§3.4).
L’esame degli scritti di Turing, costituisce cos`ı un punto di partenza idea-
le per un’analisi piu` attenta tanto della tesi di Lucas ricordata in apertura
(§4.1), che, come lo stesso filosofo inglese ha riconosciuto, fu inizialmente
concepita proprio come una risposta al contributo di Turing comparso su
“Mind” nel 19505, quanto della riformulazione di essa da parte del mate-
matico e fisico inglese Roger Penrose (§§4.3, 4.4). Delle due proposte, e di
quella di Penrose in modo particolare, viene valutata la fondatezza logica al-
la luce di certe recenti critiche riconducibili a Per Lindstro¨m e Pavel Pudla`k
(§4.4.2), ma anche la coerenza concettuale proprio in relazione alle posizioni
di Turing, per Lucas (§4.2), di Go¨del, per cio` che riguarda Penrose (§4.4.1).
Tra le questioni affrontate, una viene considerata di particolare rilievo: il
sostenitore della tesi meccanicista contro cui argomenta chi ricorre ai teore-
mi di incompletezza, e` un propugnatore dell’idea che, in un qualche senso,
la mente umana equivalga ad una procedura effettiva di computo, ossia ad
una macchina di Turing. Dai teoremi di incompletezza si desume, per con-
tro, il fatto che, in certe circostanze da taluni considerate determinanti per
discriminare la natura del suo procedere, un matematico umano acquisisca
nuove verita` per una via che e` essenzialmente informale, e dunque non for-
malizzabile. Si pone allora il seguente problema: anche supposto che un
argomento del genere sia sufficiente a mostrare l’inattendibilita` del model-
lo rappresentato dalle macchine di Turing, cosa ne sarebbe dell’efficacia di
quello stesso argomento se riproposto in relazione ad un modello che, seppur
5[Tur50].
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matematicamente preciso, sia ottenuto dal precedente per mezzo di una sorta
di adeguamento ad un criterio di maggiore ‘affinita` euristica’ con il procedere
di un matematico umano idealizzato?
A quest’affascinante prospettiva e` dedicato il capitolo conclusivo del lavo-
ro (§5), sulla scorta di due contributi del matematico Roberto Magari della
meta` degli anni ’70 (e che fanno parte di un piu` ampio novero di articoli, ad
opera anche di altri studiosi, dedicati alle cosiddette “Logiche Sperimenta-
li”). La disamina della “Questione Euristica”, come al problema succitato ci
riferiamo nel testo, passa attraverso la definizione dei sistemi alternativi agli
usuali sistemi formali (§5.2) e delle proprieta` che determinano le differenze
principali tra le due nozioni, la riformulazione, per essi, dei risultati limitativi
(§5.2.2) e la valutazione delle ricadute concettuali di questi ultimi (§5.3).
Parte della ricerca e` stata finanziata nell’anno 2002 con i fondi dell’U-
niversita` degli Studi di Firenze relativi al “Progetto Giovani Ricercatori”.
Ringraziamenti. L’autore desidera ringraziare il Prof. A. Cantini per il
prezioso supporto durante le varie fasi di ‘gestazione’ del lavoro, nonche´ per
la puntuale revisione di parti di esso (e delle rispettive versioni) che ha con-
tribuito enormemente al loro arricchimento. A lui, unitamente al Prof. E.
Casari e al Prof. P. Minari, l’autore intende esprimere la propria riconoscen-
za anche per una sempre stimolante ‘opera di formazione’ che dura ormai
da molti anni. Un ringraziamento particolare va al Prof. W. Sieg, il quale
e` riuscito a trasformare una breve visita alla Carnegie Mellon University di
Pittsburgh in una tappa fondamentale per gli sviluppi della ricerca.
Un grazie anche a Marco Galvagni e Giacomo Sillari: al primo, per aver
contribuito a rendere piacevoli anche i periodi piu` faticosi del lavoro, pur
attraverso mai banali pause caffe´; al secondo, ospite impeccabile e punto di
riferimento insostituibile durante il soggiorno americano (e oltre).
Al di fuori dell’ambito strettamente accademico, la lista dei ‘creditori’ si
fa inevitabilmente piu` lunga e piu` complicata da gestire. Tuttavia, e` do-
veroso citare almeno quanti, Sonia, mamma e babbo, sono stati costretti
ad un gravoso compito di sopportazione imposto loro dalla convivenza con
l’autore. Per tutti gli altri, valga il principio che anche colui che ritenga di
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Gli anni ’30: da Go¨del a Turing
Il primo annuncio pubblico della scoperta dell’esistenza di proposizioni for-
malmente indecidibili nel sistema dei Principia Mathematica, risale al 7 set-
tembre del 1930, giorno della tavola rotonda di chiusura della seconda Confe-
renza sull’Epistemologia e le Scienze Esatte organizzata a Ko¨nigsberg, dal 5 al
7 settembre di quell’anno, dalla Gesellschaft fu¨r empirische Philosophie (So-
cieta` per la Filosofia Empirica). L’argomento della discussione era costituito
dal problema dei fondamenti della matematica, e vedeva la partecipazione di
alcune indubbie personalita` della materia, come John von Neumann, Arend
Heyting e Rudolf Carnap.
Fu in quell’occasione che il giovane (all’epoca ventiquattrenne) e promet-
tente Kurt Go¨del, per sostenere la propria avversione a guardare hilbertia-
namente alla consistenza come ad un criterio per l’adeguatezza delle teorie
formali, accenno` al fatto di poter offrire esempi di proposizioni che, sebbene
contenutisticamente vere, risultavano essere indecidibili, ne´ dimostrabili ne´
refutabili, nel formalismo della matematica classica.
Il carattere apparentemente casuale dell’osservazione, stride con la natura
rivoluzionaria del risultato annunciato che, come tale, fu peraltro percepito
dai presenti al punto da spingere gli editori della rivista Erkenntnis, presso
la quale furono pubblicati gli atti della tavola rotonda, a chedere a Go¨del di
scrivere un poscritto esplicitamente dedicato ad una piu` diffusa spiegazione
della scoperta6.
6La riproduzione della parte degli atti contenenti il riferimento all’intervento di Go¨del e
il poscritto, si trovano ripubblicati e tradotti in [Go¨d86a], pp. 200-204, come [Go¨d31a]. Al-
cune notizie piu` dettagliate sulle circostanze storiche relative all’evento a cui si e` accennato
brevemente nel testo, possono essere trovate nella nota introduttiva di John Dawson.
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Tuttavia, se la congettura che il materiale inedito ritrovato tra le carte
del Nachlass go¨deliano e pubblicato nel terzo volume delle opere complete di
Go¨del come [Go¨d30b] e` corretta, ossia se e` vero, come accredita Warren Gold-
farb nella nota introduttiva, che il testo in questione contenga quanto detto
da Go¨del nell’intervento di venti minuti, tenuto il 6 settembre della tre gior-
ni di Ko¨nigsberg e finalizzato alla presentazione del teorema di completezza
semantica per la logica dei predicati del prim’ordine, parrebbe doveroso retro-
datare a questa occasione l’annuncio pubblico dell’incompletezza sintattica
di certi sistemi formali.
Il testo si conclude infatti con quella che Go¨del chiama “un’applicazione
alla teoria generale dei sistemi d’assiomi” di quanto fino a quel punto esposto,
ossia del teorema di completezza semantica. L’applicazione intende svelare
il legame che sussiste tra la categoricita` di un sistema formale d’assiomi, la
proprieta` di possedere modelli a due a due isomorfi, e la completezza sintatti-
ca. Un legame che, nota Go¨del, consiste, data la completezza semantica, nel
fatto che una teoria assiomatica categorica e` anche sintatticamente completa,
fatto facilmente verificabile mediante la seguente inferenza (che Go¨del, tutta-
via, non indica nel testo): se S fosse sintatticamente incompleto ed esistesse
quindi un enunciato φ tale che S 6` φ e S 6` ¬φ, seguirebbe che S′ := S ∪ {φ}
e S′′ := S ∪ {¬φ} sono due teorie consistenti. Quindi, per una delle conse-
guenze del teorema di completezza semantica, esisterebbero due modelli M′
e M′′ di S′ e S′′ rispettivamente, che sarebbero, per la definizione dei due
sistemi, anche modelli di S; tuttavia, contrariamente all’ipotesi di partenza,
essi risulterebbero non isomorfi verificando l’uno un enunciato del quale il
secondo verifica la negazione.
Go¨del prende spunto da quest’osservazione per sottolineare come, quin-
di, se il teorema di completezza semantico potesse venir esteso cos`ı com’e`,
alle logiche di ordine superiore, si potrebbe anche concludere che una teo-
ria categorica per l’aritmetica, come risultano essere gli assiomi di Peano,
originariamente formulati al secondo ordine, e` anche sintatticamente com-
pleta. Una tale teoria garantirebbe quindi la risolubilita` di ogni problema
formulabile nel proprio linguaggio. Tuttavia, riferendosi ad una sua scoperta
recente, Go¨del annuncia l’impossibilita` di una simile estensione: “[i]l sistema
degli assiomi di Peano con la logica dei Principia mathematica aggiunta come
sovrastruttura, non e` sintatticamente completo”7.
7[Go¨d30b], p. 29. NdA: il riferimento per le citazioni tratte dai lavori di Go¨del e` la
ripubblicazione dei medesimi nei volumi dei Collected Works. Laddove il testo vi compaia
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Al di la` del fatto di costituire, appunto, il primo riferimento negli scritti
di Go¨del ai teoremi di incompletezza, l’osservazione merita alcune conside-
razioni ulteriori.
Per quanto non si ritrovi qui quell’enfasi che mancava gia` all’annuncio
dato durante la tavola rotonda di Ko¨nigsberg e che sarebbe stato lecito aspet-
tarsi, il passo in questione infatti lega tra loro le due scoperte, la completezza
semantica e l’incompletezza sintattica, che garantirono a Go¨del la notorieta`
in campo logico tra la fine degli anni ’20 e i primi anni ’30 del ’900.
Nel merito, l’osservazione di Go¨del, per quanto appaia oggi datata, ac-
quisisce rilevanza proprio da un punto di vista storico. Da un lato, perche´
fornisce un esempio di come l’uso di trattare informalmente certe nozioni
(quelle semantiche in primo luogo) aveva alimentato convinzioni rispetto alle
quali i risultati ottenuti da Go¨del si trovarono a svolgere un ruolo essenziale,
confermandole in certi casi (come nel caso del teorema di adeguatezza seman-
tica) ma, soprattutto, rivelandone l’assoluta infondatezza in altri (incomple-
tezza sintattica e, in misura minore, categoricita`). Dall’altro, in quanto vi
si puo` ravvisare il preludio degli approfondimenti della ricerca successivi, in
gran parte derivanti dall’aprirsi di nuovi campi dell’indagine metamatematica
come nel caso dello sviluppo sistematico della teoria dei modelli.
L’interesse per l’osservazione di Go¨del in relazione alle finalita` del presente
lavoro, deriva pero` anche da quel riferimento alla possibilita` di utilizzare certi
risultati dell’indagine metamatematica per una ‘teoria generale dei sistemi
d’assiomi’.
Con il presente capitolo, adottando un taglio piu` storico di quanto non
si fara` successivamente nell’analizzare le considerazioni di Go¨del relative alle
implicazioni (soprattutto di natura concettuale) dei propri risultati, si vuole
ripercorrere le tappe che hanno condotto alla formulazione dei teoremi di
incompletezza nella loro generalita`, cos`ı come queste tappe si manifestano
attraverso gli stessi scritti go¨deliani.
Un percorso che sembra particolarmente rilevante proprio al fine di po-
terne valutare l’impatto sulla ‘teoria generale’ dei sistemi formali d’assiomi.
in traduzione inglese con il testo tedesco a fronte, la citazione viene riferita al passo
originale. La traduzione dei passi in lingua e` opera dell’autore del presente lavoro, che se
ne assume ovviamente l’intera responsabilita`.
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1.1 Una versione generale dei teoremi di in-
completezza (1): 1931-1934
Al termine del celeberrimo lavoro che contiene la prima esposizione dei teo-
remi di incompletezza, si legge:
Nel presente articolo si e` ristretto del tutto la nostra attenzione al sistema
P , e si sono solamente indicate le applicazioni agli altri sistemi. I risultati
verranno enunciati e dimostrati in tutta la loro generalita` in un seguito da
pubblicarsi presto. In quell’occasione verranno dati anche i dettagli della
dimostrazione del Teorema XI [relativo all’indecidibilita` della proposizione
che esprime la consistenza di un sistema d’assiomi], che qui e` stata soltanto
sommariamente indicata.8
L’osservazione di Go¨del merita attenzione per due motivi: da un lato in
quanto segnala una differenza importante tra come il risultato fu comunicato
originariamente e assimilato (in relazione cioe` ad un certo sistema forma-
le P ), e la forma assolutamente generale che esso ha acquisito col tempo e
con la quale viene oggi trasmesso; dall’altro, perche´ contiene il riferimento
al risultato relativo all’indecidibilita` della proposizione che esprime la consi-
stenza di un sistema formale e che rappresenta, della scoperta go¨deliana nel
suo complesso, l’aspetto forse piu` tecnicamente delicato, come ne conferma
la sorte ‘travagliata’9.
Sotto questo riguardo, si comprende allora perche´ possano suscitare cu-
riosita` tanto il passo succitato, quanto la nota editoriale ad esso secondo la
8[Go¨d31b], p. 195.
9Forse anche a causa della rinuncia successiva da parte di Go¨del a pubblicare la seconda
parte della memoria del 1931, la prima dimostrazione dettagliata del secondo teorema di
incompletezza risale al 1939 ([HB39], pp. 285-328). E` in quest’opera che si trova la
prima formulazione delle cosiddette “condizioni di derivabilita`”, le proprieta` relative al
predicato Teor che un sistema formale deve soddisfare affinche´ ad esso si applichino i
teoremi di incompletezza. A partire dagli anni ’50 il tema del secondo teorema di Go¨del
fu riaperto, da un lato, grazie all’opera di di M. H. Lo¨b ([Lo¨b50]) il quale propose una
semplificazione delle condizioni di derivabilita` di Hilbert e Bernays, che diverranno in tale
versione un modo standard ed estremamente elegante per esporre il risultato di Go¨del in
tutta generalita`; dall’altro a seguito di una serie di lavori (in particolare, [Tak55], [Fef60],
[Kre65a]) dedicati a sistemi formali che, a vario titolo, forniscono esempi di teorie che sono
in grado di dimostrare la propria consistenza. La problematica ha ricevuto cos`ı definitiva
chiarificazione dal momento che Solomon Feferman ha mostrato come l’indecidibilita` della
consistenza dipenda in modo particolare dai dettagli della ‘presentazione’ sintattica di un
sistema formale, nel senso che, a certe condizioni, e` possibile formulare un controesempio
al risultato di Go¨del (Cfr. [Fef60], pp. 68-69).
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quale fu la “pronta accettazione dei suoi risultati” a far rinunciare a Go¨del
al proposito di pubblicare il seguito nel volume successivo dei Monatschefte
fu¨r Mathematik und Physik (la stessa rivista che aveva ospitato la memoria
del 1931)10.
Da un punto di vista cronologico, si puo` persino essere piu` precisi rispet-
to a questo mutamento di intenti, grazie alle indicazioni provenienti della
corrispondenza go¨deliana: rispondendo ad una sollecitazione di Carnap al
termine di una lettera datata 23 febbraio 1932 che lo invitava ad optare,
nel progettato seguito di [Go¨d31b], per “una presentazione piu` dettagliata e
comprensibile”11, Go¨del sottolinea, l’11 settembre di quell’anno, come nella
seconda parte del lavoro egli intenda dare “una definizione di ‘verita`’ ” per
un linguaggio formale12, segno evidente del fatto che che egli ne stava consi-
derando ancora la pubblicazione. Tuttavia, gia` dalla lettera successiva del 28
novembre 1932, in risposta ad un suggerimento di Carnap del tutto analogo
al precedente, si apprende come Go¨del considerasse ormai tramontata l’ipo-
tesi (egli dice infatti: “la seconda parte del mio lavoro esiste solo nel regno
delle idee”13).
Nel suo [Daw85], John Dawson, che puo` essere certamente annoverato tra
gli esegeti piu` informati sull’opera go¨deliana essendo egli stato tra i primi ad
analizzare in modo dettagliato l’ingente quantita` di materiale proveniente dal
Nachlass, si propone proprio di verificare quanto l’ “impressione soggettiva di
Go¨del” relativamente all’accettazione del risultato, alla quale allude la nota
68a di [Go¨d31b] citata in precedenza, “riflettesse circostanze oggettive”14. La
conclusione dello studioso americano e` ben piu` cauta di quanto la motivazione
per la decisione relativa alla mancata pubblicazione della seconda parte di
[Go¨d31b] lasci pensare: se infatti l’impressione go¨deliana viene giudicata
corretta alla luce delle reazioni manifestate dai “formalisti”, ossia da coloro
ai quali un interesse verso la teoria della dimostrazione di stampo hilbertiano
10La nota in questione, la 68a di [Go¨d31b], era stata pensata per la traduzione del
lavoro apparsa in [vH67]. Si tratta di una delle numerose chiose al testo originale aggiunte
su suggerimento dello stesso Go¨del (parte della corrispondenza tra quest’ultimo e van
Heijenoort relativa alla ripubblicazione in questione, si trova riprodotta in [Go¨d03b], pp.
307-325).
11[Go¨d03a], p. 345.
12Cfr. Ibidem, p. 347. Per una tematizzazione di questo, e di altri accenni dello stesso
tenore che si possono trovare in alcune lettere di Go¨del, si veda §2.1.
13Ibid., p. 355.
14[Daw85], p 75 (NdA: il riferimento per questa ed altre citazioni tratte da [Daw85], e`
la riedizione del medesimo in [Sha88] come risulta dalla voce bibliografica).
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rendeva piu` facilmente accessibile il taglio logico del lavoro di Go¨del, essa
appare invece meno giustificata se misurata rispetto ad una audience piu`
vasta, considerato soprattutto che “furono sollevate obiezioni sia tecniche che
filosofiche” e che “prevaleva l’idea che i risulati di Go¨del fossero di natura
antinomica o di generalita` limitata”15. La spiegazione di Dawson consiste
allora nell’ipotizzare come l’affermazione relativa alla “pronta accettazione”
dei propri risultati, nasconda l’adozione di un criterio selettivo da parte di
Go¨del e che in realta`, quindi, cio` sia vero rispetto a “coloro la cui opinione
fosse per lui di reale interesse”16.
Trattandosi di questioni non irrilevanti per il tema che si intende affronta-
re, la recezione della memoria di Go¨del rimarra` al centro anche dei prossimi
paragrafi secondo il seguente andamento: in primo luogo ci si richiamera` ai
personaggi la cui reazione alla scoperta go¨deliana permette di far emergere
quei passaggi fondamentali attraverso i quali si e` giunti alla formulazione ed
all’analisi dei teoremi di incompletezza nella loro generalita` (che rappresenta
lo scopo specifico di questo primo capitolo).
Per cio` che riguarda invece la lettura da parte di coloro che erano piu`
vicini alla cerchia di Hilbert o che comunque avevano sviluppato interesse per
il programma fondazionale del matematico tedesco, la disamina del materiale
relativo all’accoglienza riservata da questi al risultato di Go¨del avverra` nel
secondo capitolo, all’interno di un paragrafo (§2.2) esplicitamente dedicato
al finitsmo.
1.1.1 Le prime reazioni al risultato nella corrisponden-
za go¨deliana
La memoria del 1931 era stata concepita da Go¨del con un paragrafo iniziale
che, in termini intuitivi e con pochi dettagli tecnici, doveva costituire una
introduzione a certi aspetti rilevanti del teorema.
Le pagine in questione contengono in effetti un’indicazione dei pilastri su
cui poggia la dimostrazione vera e propria del risultato ed e`, come si vedra`
poi in modo piu` approfondito17, una fonte preziosa di informazioni relative
alle genesi del medesimo. Data l’attinenza almeno con parte del materiale
relativo alla recezione del lavoro di Go¨del che si intende esaminare nel seguito,
15Ibid., p. 91.
16Ibid., p. 91.
17Cfr., in particolare, §2.1.
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ci pare opportuno indicare a fini meramente espositivi i passaggi salienti della
presentazione go¨deliana.
Tra i momenti cruciali della dimostrazione dei teoremi di incompletezza,
ricopre un ruolo fondamentale la distinzione tra linguaggio oggetto e meta-
linguaggio. In questo quadro si inserisce, in primo luogo, il riferimento alla
necessita` di precisare la sintassi di un sistema d’assiomi:
Le formule di un sistema formale (restringiamo la nostra attenzione in
questo caso al sistema PM [P rincipiaMathematica]) appaiono come succes-
sioni finite di simboli primitivi (variabili, costanti logiche e parentesi o segni
di interpunzione), ed e` semplice stabilire con precisione assoluta quali suc-
cessioni di simboli primitivi siano formule ben formate e quali no. In modo
del tutto simile, le dimostrazioni, da un punto di vista formale, non sono
altro che successioni finite di formule (con certe proprieta` specifiche).18
Go¨del prosegue poi sottolineando la necessita` di fissare l’ambito entro il
quale svolgere la metateoria del sistema in questione:
Naturalmente, ai fini delle considerazioni metamatematiche non ha al-
cuna importanza quali oggetti vengono scelti come simboli primitivi e si
assegneranno i numeri naturali per un tale scopo.19
Si diceva in precedenza della volonta` dichiarata da parte di Go¨del di evi-
tare i dettagli tecnici. Tra i passaggi nei quali egli ricorre a delle perifrasi
per esprimere il contenuto di risultati che vengono invece illustrati con do-
vizia nel corpo dell’articolo, il primo e` quello dedicato alla questione della
corrispondenza tra l’ambito meta-teorico e quello intra-teorico (ossia tra le
relazioni sussistenti tra i codici numerici delle configurazioni dei simboli del
linguaggio, e le formule di quest’ultimo):
Le nozioni (proposizioni) metamatematiche diventano quindi nozioni
(proposizioni) su numeri naturali e loro successioni; quindi esse possono (al-
meno in parte) essere espresse mediante i simboli del sistema PM stesso. In
particolare, si puo` dimostrare che le nozioni di “formula”, “dimostrazione” e
“teorema” possono essere definite nel sistema PM ; cio` significa che e` possi-
bile, ad esempio, trovare una formula F (v) di PM contenente una variabile
libera v [. . .] tale che F (v), interpretata in accordo col significato dei termini





Il fondamento implicito delle osservazioni ‘semantiche’ di Go¨del, relative
cioe` all’‘interpretazione’ di certe formule del linguaggio del sistema PM , altro
non e` che il teorema di rappresentabilita` delle funzioni e relazioni ricorsive
primitive, il quale dice che per ogni relazione primitiva ricorsiva P , esiste una
formula φP tale che, per ogni n1, . . . , nk ∈ N:
P (n1, . . . , nk) ⇒ ` φP (n1, . . . , nk)
P (n1, . . . , nk) ⇒ ` ¬φP (n1, . . . , nk) (1.1)
(dove ` φ sta per PM ` φ, e n per il numerale corrispondente a n ∈ N).
Tuttavia, e` proprio la resa di questo fatto da parte di Go¨del a costituire una
delle fonti di interesse di questa introduzione al testo21.
Passando poi alla descrizione del metodo di prova, Go¨del sottolinea come,
indicando a un tempo una delle ipotesi fondamentali su cui il teorema si basa
e la possibilita` di una generalizzazione sganciata dal formalismo dei Principia
mathematica, esso si applichi ad ogni sistema formale che “in primo luogo,
una volta che venga interpretato come un sistema di nozioni e proposizioni,
abbia mezzi espressivi sufficienti per definire le nozioni occorrenti [nell’argo-
mento] (in particolare quella di ‘teorema’)”, e che sia tale che “ogni formula
dimostrabile sia vera sotto l’interpretazione considerata”22.
Nel merito, l’argomento si fonda su due pilastri ulteriori: (i) l’esistenza
di una funzione primitiva ricorsiva R(x) che enumera tutti i “segni di classe”
(cioe` le formule del linguaggio di PM contenenti una sola variabile libera);
(ii) una funzione (anch’essa primitiva ricorsiva) di sostituzione, indicata con
[x; y], del termine y al posto della variabile libera della formula x23.
La prova procede quindi lungo i binari ben noti. Sia dunque:
φ0(x), φ1(x), φ2(x), . . . , φn(x), . . .
21Come e` noto, l’osservazione di Go¨del relativa all’ ‘interpretazione’ di certe formule puo`
essere anche resa vera in senso letterale: e` possibile cioe` definire un’interpretazione delle
formule di PM inN, data la quale il teorema (1.1) citato nel testo garantisce l’adeguatezza
semantica della teoria rispetto alle funzioni e relazioni primitive ricorsive.
22Ibid., p. 151.
23Si tratta di funzioni metamatematiche. Dunque, considerato che i numeri naturali
sono “i simboli primitivi”, per riprendere l’espressione di Go¨del, per considerazioni di
tipo metateorico, per ogni n,m ∈ N, R(n) e [R(n);m] indicano rispettivamente, il codice
numerico dell’ennesimo ‘segno di classe’, ed il codice della formula ottenuta sostituendo il
termine con codice m alla variabile di R(n).
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l’enumerazione generata dalla funzione R. Si definisce allora, nella nota-
zione scelta da Go¨del, il seguente insieme:
K :=
{
n ∈ N | Bew([R(n);n])
}
(1.2)
dove Bew (da Beweisbar) indica la proprieta` metateorica di ‘essere dimo-
strabile in PM ’.
Come applicazione di (1.1), ossia del fatto che certe proprieta` metateori-
che sono “esprimibili” in PM mediante formule che, quindi, “interpretate in
accordo al significato dei termini”, hanno quelle stesse proprieta` come pro-
pria ‘realizzazione’, Go¨del sottolinea che esiste un q ∈ N tale che la formula
[R(q);n] “dice” che n appartiene all’insieme K.
E` chiaro come a partire da questi elementi si possa costruire l’argomento
che mostra l’indecidibilita` della formula [R(q); q].
Tuttavia, e` ugualmente meritevole di citazione il passo relativo di
[Go¨d31b], che permette di comprendere appieno la scelta stilistica di Go¨del
nell’esporre introduttivamente il risultato:
Dimostriamo ora che la proposizione [R(q); q] e` indecidibile in PM . In-
fatti supponiamo che la proposizione [R(q); q] sia dimostrabile; allora [poiche´
per ipotesi ogni teorema e` vero “nell’intepretazione considerata”] sarebbe an-
che vera. Ma allora, secondo la definizione data prima, q apparterrebbe a K,
quindi, per [(1.2)], si avrebbe Bew([R(q); q]), che contraddice l’assunzione.
Se, d’altro canto, la negazione di [R(q); q] fosse dimostrabile, allora q ∈ K,
cioe` varrebbe Bew[R(q); q]. Ma allora [R(q); q], cos`ı come la sua negazione,
sarebbero dimostrabili, che e` ancora una volta impossibile.24
E` chiaro che per quanto una simile presentazione eviti i dettagli dell’a-
ritmetizzazione della sintassi e della rappresentabilita` formale delle relazioni
primitive ricorsive, anch’essa nasconde le sue insidie: presuppone infatti, in
particolare, una comprensione chiara della distinzione tra linguaggio oggetto
e metalinguaggio e del problema della corrispondenza tra i due livelli (che
sta dietro il riferimento, intuitivamente chiaro ma notoriamente rischioso,
alla ‘verita`’ delle formule “sotto l’interpretazione considerata”).
Senza una simile consapevolezza, poteva essere facile fraintendere i com-
menti conclusivi di Go¨del:
L’analogia tra questo argomento e l’antinomia di Richard salta agli occhi.
Esso risulta legato anche al “mentitore”, dal momento che la proposizione
24Ibid., p. 148.
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indecidibile [R(q); q] asserisce che q appartiene a K, cioe`, per [(1.2)], che
[R(q); q] non e` dimostrabile. Si ha dunque davanti a noi una proposizione
che dice di se stessa di non essere dimostrabile [. . .]. Da [questa] osservazione,
segue immediatamente che [R(q); q] e` vera, dal momento che [R(q); q] e` in
effetti indimostrabile (in quanto indecidibile). Dunque, la proposizione che
e` indecidibile nel sistema PM e` stata decisa gia` per mezzo di considerazioni
di tipo metamatematico. L’analisi precisa di questa situazione conduce a
risultati sorprendenti relativi alle prove di consistenza per i sistemi formali,
risultati che verranno discusssi piu` in dettaglio nella Sezione 4.25
Le due lettere di Zermelo
Go¨del poteva forse non immaginare che i termini della questione cos`ı come
egli aveva deciso di esporli nel paragrafo introduttivo di [Go¨d31b], avrebbero
creato difficolta` ad Ernst Zermelo, uno dei padri della teoria assiomatica
degli insiemi, con il quale intrattenne, tra il settembre e l’ottobre del 1931,
un breve e, a quanto pare, infruttuoso scambio epistolare.
Nella prima lettera, datata 21 settembre 1931, Zermelo intendeva infor-
mare Go¨del come, a suo dire, la dimostrazione da lui fornita dell’esistenza
di una proposizione indecidibile nel sistema PM contenesse “una lacuna so-
stanziale” nella definizione dell’insieme K riportata poc’anzi. La spiegazio-
ne che Zermelo da` per la propria caustica analisi, denota una non chiara
comprensione di alcuni fatti basilari insiti nel discorso di Go¨del:
Per costruire una proposizione “indecidibile”, Lei definisce a pagina 17526
un “simbolo di classe” (una funzione proposizionale di una variabile) S =
R(q), e mostra che ne´ [R(q); q] = A ne´ la sua negazione A sarebbero “dimo-
strabili”. Ma e` effettivamente vero che
S = Bew[R(n);n]
appartiene al Suo “sistema”, ed e` Lei giustificato ad identificare questa
funzione con R(q), solo perche´ si tratta di un “simbolo di classe”? So che piu`
avanti segue una dettagliata teoria dei “simboli di classe”, ma per una critica
e` sufficiente la seguente osservazione: nella Sua formula [(1.2)], si ometta il
simbolo “Bew” e si scriva invece
n ∈ K∗ ≡ [R(n);n] = S∗
Ponendo nuovamente S∗ = R(q∗), segue che la proposizione
A∗ = R(q∗; q∗)
25Ibid., pp. 149-150.
26NdT : Zermelo si riferisce ovviamente alla numerazione delle pagine nell’articolo
originario di Go¨del.
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non puo` essere ne´ vera ne´ falsa; ossia, la Sua assunzione conduce ad una
contraddizione analoga all’antinomia di Russell. Come nel caso dei paradossi
di Richard e di Skolem, l’errore sta nella (fallace) assunzione che ogni nozione
matematica definibile sia esprimibile mediante una “combinazione finita di
simboli” (secondo un sistema fissato)– cosa che chiamo il “pregiudizio finiti-
sta”. In realta` la situazione e` diversa, e solo una volta che questo pregiudizio
venga superato (un compito che e` divenuto un mio specifico dovere) sara`
possibile dare vita ad una “metamatematica” ragionevole. Correttamente
intesa, proprio il Suo tipo di dimostrazione potrebbe contribuire in gran mi-
sura a questo e potrebbe quindi rendere un servigio sostanziale alla causa
della verita`. Ma la Sua “dimostrazione” cos`ı come e` concepita al momento,
non mi pare possa essere considerata stringente.27
Appare chiaro, da questo stralcio, come il fraintendimento di Zermelo sia
pressoche´ totale: egli non solo sembra ignorare che l’affermazione di Go¨del
circa l’esistenza di una formula del linguaggio di PM che “rappresenta” l’in-
sieme K nel sistema (la S del passo succitato) si basi su di un teorema28,
ma, con il rilievo mosso a Go¨del, Zermelo denota anche il travisamento della
distizione cruciale tra linguaggio oggetto e metalinguaggio (come altrimen-
ti spiegare l’identificazione della formula indecidibile A con il suo codice,
[R(q); q], o, nella definizione di K∗, l’apposizione del connettivo di negazione
di fronte al numero [R(n);n]?). La supposta contraddizione “alla Russell”
che Zermelo segnala e` quindi gravemente inficiata dagli effetti di una simile
interpretazione erronea.
La risposta di Go¨del del 12 ottobre 1931, infatti, punta l’indice proprio su
quest’aspetto, che mina alla base l’attendibilita` dell’osservazione di Zermelo.
Tuttavia, fatto rilevante, essa non ne destituisce completamente l’interesse
come poteva essere lecito attendersi, dal momento che, correttamente intesa,
essa fornisce a Go¨del lo spunto per chiarire ulteriormente un fatto rimasto
implicito nell’esposizione informale del paragrafo introduttivo di [Go¨d31b]:
Lei definisce la classe K∗ mediante la specificazione: “n appartiene a K∗
se [R(n);n] non e` corretta”, laddove io definisco una classe K mediante: “n
appartiene a K se [R(n);n] non e` dimostrabile”. L’assunzione che K∗ sia
esprimibile mediante un simbolo di classe del sistema dato, porta quindi a
contraddizione (tuttavia si tratta non della mia assunzione, ma della Sua).
[. . .]
La definizione di K∗ tuttavia, deve essere propriamente scritta come
n ∈ K∗ =W [R(n);n]
27[Go¨d03b], pp. 420-422.
28Come si ricordava in una nota precedente, si tratta del Teorema V, p. 171 di [Go¨d31b].
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dove W (x) e` supposto significare: “x e` una formula corretta”, o, piu`
precisamente, “x e` una formula che esprime una asserzione vera”. Risulta
chiaro adesso che nella definizione per K∗ compare un nuovo concetto, quello
di “formula corretta”, o, rispettivamente, di classe delle formule corrette.
Questo concetto pero` non dovrebbe essere in alcun modo ricondotto ad una
proprieta` combinatoria delle formule (ma si fonda piuttosto sul significato
dei simboli), e dunque non dovrebbe essere ricondotto nella metamatematica
aritmetizzata a concetti aritmetici semplici; oppure, in altre parole: La classe
delle formule corrette non e` esprimibile mediante un simbolo di classe del
sistema dato (e dunque non lo e` la classe K∗ definita a partire da essa).29
Il rilievo di Go¨del e` ineccepibile: affinche´ l’ipotesi dell’esistenza di una
formula che rappresenti la collezione K∗ sia ammissibile, occorre assumere
che, in primo luogo, la proprieta` metateorica sulla base della quale essa e`
definita sia rappresentabile, nel senso in cui lo sono altre proprieta` del genere,
nel sistema PM .
Ma questo, lo si e` visto, significa assumere l’esistenza di un p ∈ N tale
che:
W (n) ⇒ ` φp(n)
W (n) ⇒ ` ¬φp(n)
Ed e` questa assunzione che, come e` noto, si puo` mostrare essere contrad-
dittoria (assumendo la consistenza del formalismo scelto) considerando, per
parafrasare la costruzione dell’enunciato indecidibile, l’enunciato che ‘dice
di se stesso di essere falso’ (cioe` formalizzando letteralmente la cosiddetta
‘antinomia del mentitore’).
Se agli occhi del logico di oggi le osservazioni di Go¨del possono apparire
scontate e banali, lo sono meno in una prospettiva storica, proprio perche´,
alludendo ad un’anticipazione del fondamento del teorema attribuito comu-
nemente ad Alfred Tarski, le parole di Go¨del svelano, tra l’altro, un senso pos-
sibile (quello letterale) delle riflessioni relative alla verita` della proposizione
indecidibile contenute nell’introduzione della memoria del 1931.
Queste stesse considerazioni portano Go¨del a segnalare a Zermelo la pos-
sibilita` di vedere alternativamente il risultato relativo all’esistenza di propo-
sizioni formalmente indecidibili, come la contrapposizione tra il concetto di




In relazione a cio` che si e` detto, si potrebbe effettuare la mia dimostrazio-
ne come segue: La classe W delle formule vere non e` in nessun caso coestesa
con un simbolo di classe del sistema stesso (perche´ l’assunzione che lo sia
porta a contraddizione). La classe B delle formule dimostrabili e` coestesa
con un simbolo di classe del sistema in questione (cos`ı come puo` essere di-
mostrato in dettaglio); di conseguenza B e W non possono essere coestesi
l’uno rispetto all’altro. Siccome B ⊆W , vale B ⊂W , ossia, c’e` una formula
A vera che non e` dimostrabile. Essendo A vera, non-A [e` falsa e quindi] non
e` dimostrabile anch’essa, quindi, A e` indecidibile. Questa prova tuttavia ha
lo svantaggio che non fornisce alcuna costruzione dell’enunciato indecidibile
e non risulta quindi essere intuizionisticamente ineccepibile.30
Si vedra` successivamente (§2.1) in che modo queste considerazioni di
Go¨del si inseriscano in un quadro piu` generale di un richiamo a tematiche di
tipo tarskiano nell’opera go¨deliana.
Oltre ai rilievi sulla supposta contraddittorieta` della prova di Go¨del, c’e-
rano poi le osservazioni di Zermelo relative all’opposizione del risultato al
“pregiudizio finitista”. A tale proposito Go¨del sottolinea inoltre31 come il
teorema di incompletezza si riveli importante non tanto nel mostrare che
“non si puo` catturare tutta la matematica in un sistema formale” (un fatto
questo che, nota Go¨del, “segue gia` in accordo alla procedura diagonale di
Cantor”), bens`ı che neanche “certi sottosistemi della matematica” possano
essere formalizzati in modo (sintatticamente) completo.
Nonostante le nuove indicazioni, il risultato di Go¨del era destinato ad
essere non del tutto compreso da Zermelo, come la lettera di quest’ultimo
del 29 ottobre 1931 dimostra.
A proposito delle spiegazioni go¨deliane, il matematico tedesco scrive in-
fatti:
Dunque la Sua “restrizione finitista” (come la chiamo io) si applica solo
rispetto alle formule dimostrabili del Suo “PM-sistema”, e non per i suoi
enunciati in generale, laddove per gli enunciati del sistema Lei permette
in effetti nuove formazioni libere alla maniera della procedura diagonale di
Cantor. Cos`ı lei ottiene naturalmente un insieme piu` che numerabile di
enunciati possibili, rispetto ai quali solo un sottoinsieme numerabile risulta
“dimostrabile” e quindi devono certamente esisterne di indecidibili”32
Con ancora piu` veemenza che nella prima lettera inviata a Go¨del, Zermelo






Lei ammette che questi enunciati “indecidibili” divengono nonostante
tutto “decidibili” in “sistemi superiori”. Ma questi sistemi “superiori” si
distinguono dall’originario non per l’ammissione di nuovi enunciati, come si
potrebbe pensare dalla Sua formulazione, ma semplicemente per nuovi stru-
menti di dimostrazione, e tutto cio` che Lei dimostra nell’articolo si riconduce
a cio` che anche io ho sempre sostenuto, che uno schema di prova “finitistica-
mente ristretto” non sia sufficiente per “decidere” gli enunciati di un sistema
matematico piu` che numerabile.33
Non e` dato sapere cosa Go¨del pensasse di questi commenti ulteriori dal
momento che non fu inviata alcuna risposta a quest’ultima missiva. Certo,
immaginiamo che possano averlo indotto a ritenere quantomeno che lui e
Zermelo dovevano avere idee irrimediabilmente diverse su cio` che potesse
giovare alla “causa della verita`”, alla quale il matematico tedesco aveva alluso
nella prima lettera.
La controversia con Finsler
Zermelo non fu certo l’unica personalita` che, intrigata dai teoremi di incom-
pletezza pur non avendone colto tutti gli aspetti essenziali, fu spinta a cercare
un contatto diretto con Go¨del. Poco piu` di un anno dopo rispetto alla corri-
spondenza con il matematico tedesco infatti, nella primavera del 1933 Go¨del
si trovo` ad intrattenere un carteggio di tenore analogo con il matematico
svizzero Paul Finsler.
Rispetto alla corrispondenza con Zermelo, i documenti che ne sono testi-
monianza permettono di individuarne una certa specificita`, dovuta al fatto
che Finsler credeva di avere fondati motivi (piu` di quanto Zermelo fosse
giustificato a fare vedendo nei teoremi di incompletezza una conferma del-
la propria critica al “finitismo”), per considerare la scoperta di Go¨del come
il raffinamento di un risultato da lui presentato in un articolo pubblicato
nel 1926 sulla rivista Mathematische Zeitschrift, e dal titolo “Dimostrazioni
formali e indecidibilita`”.
Con il lavoro in questione, Finsler intendeva mostrare l’esistenza di una
proposizione falsa e “formalmente” indecidibile, sfruttando l’idea alla base
del paradosso di Richard sulla definibilita` finita.
Finsler assume come dato, infatti, un sistema di simboli S che contenga
“tutti i simboli utilizzati a fini matematici”, e, piu` in generale, “tutti i simboli
usati fino ad oggi (o persino in futuro) per la scrittura o la stampa”, e al quale
33Ibid., p. 430.
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sia associato un “dizionario” B “contenente una ‘grammatica’ che specifichi
in modo inequivocabile il significato associato a certe combinazioni finite di
questi simboli, le ‘parole’ ”34.
Con l’accezione “dimostrazione formale”, Finsler intende indicare “una
combinazione finita di simboli del sistema S tale che questa combinazione
abbia un significato, da appurare mediante l’uso di B, che costituisca una
dimostrazione logicamente ineccepibile”35.
Considerato quanti lontani siano i termini di una simile definizione dalla
specificazione della sintassi di un sistema logico, il virgolettato appare un
obbligo nell’affermare che le clausole di Finsler isolino un ‘formalismo’.
Per cio` che riguarda la prova dell’esistenza di una proposizione falsa e
‘formalmente’ indecidibile, nel senso appena definito del termine, questo lo
si puo` brevemente riassumere come segue: Finsler considera un’ordinamento
lessicografico di tutte le ‘dimostrazioni formali’ del fatto che, in una certa
successione composta dai numeri 0 e 1, il simbolo 0 compaia infinite volte o
del fatto che, viceversa, non vi compaia un numero infinito di volte.
Tale enumerazione induce un’enumerazione delle successioni binarie stes-
se, potendo noi associare ad ogni dimostrazione la successione binaria a cui
quella prova si riferisce.
Se si considera a questo punto la successione antidiagonale, che cioe`, per
ogni n, differisce nell’n-esimo termine dall’n-esima successione dell’enume-
razione indotta, segue dal fatto che questa successione non puo` rientrare
nell’ordinamento delle successioni binarie (poiche´ differisce in almeno un ele-
mento da ognuna di esse), che nessuna ‘dimostrazione formale’ relativa ad
essa puo` far parte del novero di quelle considerate. Dunque, in particolare, la
proposizione “Nella successione antidiagonale il numero 0 non occorre infinite
volte” risulta essere ‘indecidibile’.
Questa stessa proposizione peraltro, osserva Finsler, e` anche falsa: ci sono
un numero infinito di ‘dimostrazioni formali’, di successioni finite di parole
logicamente ineccepibili, del fatto che nella successione 1, 1, . . . , 1, . . ., lo 0
non occorre infinite volte; dunque, questa successione compare infinite volte
nell’enumerazione indotta e, ad ogni occorrenza di essa, corrisponde, per
come e` stata definita, uno 0 nella successione antidiagonale.
Qui si rivela allora il paradosso che lega l’argomento di Finsler a quello
34[Fin26], pp. 441-442 (NdA: i riferimenti a [Fin26], sono relativi alla ripubblicazione
del lavoro di Finsler in [vH67], come indicato alla voce bibliografica).
35Ibid., p. 443.
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di Richard: perche´ in questo modo si e` dopo tutto data una succesione finita
di parole che apparentemente costituisce una ‘dimostrazione formale’ (nella
specifico una confutazione), nel senso adottato da Finsler, per la proposizione
risultata per altra via indecidibile.
Tuttavia, la contraddizione e` per Finsler solo apparente e deriva dal fatto
che la combinazione di parole in questione non puo` far parte dell’enumera-
zione di partenza di tutte le dimostrazioni valide, in quanto si riferisce ad
una successione, l’antidiagonale, che non compare nell’ordinamento indotto.
Per tale motivo, essendo partiti da un ordinamento di tutte le dimostrazioni
“logicamente ineccepibili”, conclude Finsler, essa non puo` essere tale.
La proposizione in questione e` quindi ‘formalmente’ indecidibile e fal-
sa, ed il paradosso, rivelatosi solo apparente se trasferito dall’ambito della
‘definibilita` finita’ a quello della ‘dimostrabilita` formale’, e` cos`ı risolto.
Quello che e` importante notare rispetto all’argomento appena descritto, e`
il fatto che esso fosse stato elaborato da Finsler con un intento esplicitamente
fondazionale. Il paragrafo di apertura del lavoro del 1926 e` infatti dedica-
to al programma di matrice hilbertiana basato sulle dimostrazioni finitarie
di consistenza e all’osservazione di come, dalla prova dell’esistenza di una
proposizione falsa e formalmente indecidibile, discenda un argomento che va
contro l’idea che la non contraddittorieta` di un sistema d’assiomi, ottenuta
mediante la restrizione a metodi di prova finitari, costituisca una garanzia
per la correttezza degli assiomi in questione (che segue, dato un simile enun-
ciato, dall’ovvia possibilita` di dare vita ad un sistema, ottenuto da quello di
partenza per aggiunta della proposizione falsa, consistente ma scorretto).
Cio` costituisce un punto di contatto tra le posizioni con cui Finsler e Zer-
melo si presentarono a Go¨del all’inizio degli anni ’30: una comune avversione
per la prospettiva finitista di riduzione della matematica ad un sistema finito
di simboli.
Desta dunque curiosita` che nonostante questo comune intento, la criti-
ca del progetto hilbertiano, animasse entrambi i personaggi, esso si asso-
ci nella discussione con Go¨del sui teoremi di incompletezza ad un’eviden-
te incomprensione degli aspetti squisitamente logici e metamatematici della
questione.
Alla luce della breve ricostruzione del contenuto dell’articolo di Finsler
del 1926, che permette di apprezzare, accanto alle analogie superficiali, le
differenze decisive con l’argomento go¨deliano, e` possibile soltanto immaginare
quale reazione possa aver avuto Go¨del nell’apprendere, dalla lettera inviatagli
l’11 marzo del 1933, la convinzione del matematico svizzero che la scoperta
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go¨deliana altro non fosse se non la riproposizione, con differenze trascurabili,
del proprio risultato:
Sotto questo aspetto, Lei prende come punto di riferimento un forma-
lismo piu` ristretto e dunque piu` preciso, mentre io, al fine di abbreviare la
dimostrazione e mettere in luce solo l’essenziale, ho assunto un formalismo
generale. Ovviamente, e` comunque utile portare a termine queste idee en-
tro una cornice formale particolare; nonostante cio`, ho evitato di farlo dal
momento che il risultato mi sembrava essere stato stabilito e per questo mo-
tivo non mi e` stato possibile sviluppare interesse sufficiente per il formalismo
stesso.
In piu` mi pareva che il mio risultato fosse di maggiore rilevanza relati-
vamente alle sue applicazioni alla dottrina hilbertiana.36
La risposta di Go¨del, della quale due draft preparatori sono stati ritrovati
tra le carte del Nachlass e che quindi, come questi, doveva essere datata 25
marzo 1933, esclude, come e` ovvio, in modo fermo ed inequivocabile qualsiasi
legame tra l’articolo di Finsler ed i teoremi di incompletezza, mettendo in
rilievo come l’ambiguita` delle definizioni adottate da Finsler, non tanto per-
mettono di “abbreviare la dimostrazione” e di “mettere in luce l’essenziale”,
quanto piuttosto rendono vano (e, a rigor di termini, fallace), ogni tentativo
di vedervi un’anticipazione del lavoro di Go¨del.
Riferendosi in particolare alla definizione data da Finsler del sistema S e
delle nozioni ad esso connesse, Go¨del nota infatti:
Il sistema [S] con cui Lei lavora non e` definito affatto in realta`, dal mo-
mento che, come e` ben noto, alla questione di cosa sia una “dimostrazione
logicamente ineccepibile” viene data una risposta diversa da matematici di-
versi. Ma [. . .] se anche si cercasse di applicare la Sua prova ad un sistema
formale genuino P , questa risulterebbe essere sbagliata. Infatti la succes-
sione antidiagonale che Lei definisce e quindi anche l’enunciato formalmente
indecidibile non e`mai contenuto nello stesso sistema formale P di partenza.37
Go¨del, come si evince dagli accenni contenuti nella bozza, cita il fatto
che se cos`ı non fosse, infatti, ipotizzando cioe` la definibilita` della successio-
ne antidiagonale di Finsler nel sistema P e assunto quest’ultimo come non
contraddittorio, si potrebbe definire in esso anche la successione nella quale
lo 0 occupa ogni posto dispari e che, per ogni n, al 2n-esimo posto presenti




successione nella lista delle successioni binarie per le quali esiste una pro-
va del fatto che vi occorrono infiniti 0. Ma se cos`ı fosse, ci sarebbe una
contraddizione (una formula falsa) dimostrabile gia` in P , dal momento che,
dimostrabilmente in P , la successione in questione avrebbe infiniti 0, e quin-
di farebbe parte della collezione delle successioni da ognuna delle quali, per
definizione, differisce in almeno un elemento.
Come nel caso di Zermelo, a poco servirono le spiegazioni chiarificatrici
di Go¨del. A queste osservazioni, anzi, Finsler rispose abbandonando il tono
colloquiale della prima missiva e rendendo, nella collera, ancor piu` lampanti
i propri limiti nella comprensione della memoria go¨deliana:
Vorrei replicare alle Sue osservazioni sul mio lavoro come segue: Se si
intende fare delle asserzioni relative al sistema [S], non e` affatto necessario
che questo sia presentato in forma definita; e` sufficiente che lo si accetti come
dato e che si conoscano solo quelle poche proprieta` dalle quali le conseguenze
desiderate possono essere ottenute. Di questo si tratta nel caso in questione, e
allora la presunta “vaghezza” del sistema non costituisce affatto un’obiezione.
Con maggior magnanimita` potrei caratterizzare il Suo articolo [. . .] come
“completamente inutilizzabile” nel migliore dei casi, dal momento che non
siete in grado di dimostrare la consistenza assoluta degli assiomi di cui fate
uso in esso e in particolare degli assiomi di Peano. [. . .]
Come potete poi concludere che la successione antidiagonale da me de-
finita non sia mai formalmente rappresentabile nello stesso sistema formale
di partenza, se il sistema [S] fornisce un controesempio? (Oppure, come si
definisce in generale un sistema formale “genuino”?) Che per certi sistemi
piu` ristretti si debba ricorrere a dimostrazioni differenti e` comprensibile, ma
questo non cambia la situazione nel suo insieme. Non riesco francamente a
vedere una distinzione di principio tra la Sua prova e la mia.38
Seppur con le dovute differenze, i casi di Zermelo e Finsler possono es-
sere avvicinati se non altro perche´, come si diceva in precedenza, essi con-
cordavano nel vedere dietro la concezione hilbertiana un’indebita riduzione
della matematica e del problema del fondamento della disciplina, a questioni
relative a sistemi di simboli costruiti su un linguaggio formale.
Da questo punto di vista, seppure da una prospettiva erronea, essi im-
plicitamente ponevano la questione fondata del significato della scoperta di
Go¨del in relazione all’approccio finitista.
A tale proposito, soprattutto nel caso di Finsler, si credeva per di piu`
di aver individuato un punto di vista piu` generale dal quale poter costruire
una critica del programma di Hilbert. In altre parole, Zermelo (in misura
38Ibid., p. 412.
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minore) e Finsler credevano di poter mostrare, meglio di quanto non potesse
fare Go¨del, che ogni sistema logico e` di fatto insufficiente per contenere tutto
il discorso matematico, e, quindi, che esistono proposizioni formalmente in-
decidibili in senso assoluto, laddove Go¨del aveva invece esposto nei dettagli
una dimostrazione di questo fatto relativamente ad un certo formalismo.
In questo senso, pur rimanendo indubbiamente difficile passare sopra i
limiti evidenti delle rispettive rivendicazioni, Zermelo e Finsler alludevano ad
un problema reale che con la memoria di Go¨del si era in effetti aperto e che
era all’epoca all’attenzione della comunita` dei logici: sgombrare il campo dal
sospetto che i teoremi di incompletezza potessero dipendere dal formalismo
dei Principia mathematica adottato, e confermare cos`ı le affermazioni di
Go¨del circa l’assoluta generalita` di quanto da lui dimostrato.
E` un tema questo, che emerge in modo migliore (e con una maggiore
‘empatia’ tra i protagonisti) dai contatti che Go¨del ebbe con due personalita`
riconosciute in campo logico: Alonzo Church ed Emil Post.
Dai dubbi di Church alle certezze di Post
In [Go¨d31b] l’affermazione dell’indipendenza del risultato dal sistema scel-
to per la sua esposizione, era affidata al seguente passo, immediatamente
successivo alla prova del primo teorema di Go¨del (il Teorema VI dell’articolo):
Nella dimostrazione del Teorema VI non si e` fatto uso di alcuna proprieta`
del sistema P a parte le seguenti:
1. La classe degli assiomi e quella delle regole di inferenza (cioe`, la rela-
zione di “conseguenza immedita”) sono ricorsivamente definibili39 (fin
tanto che si rimpiazzano in qualche modo i simboli primitivi mediante
i numeri naturali).
2. Ogni relazione [primitiva] ricorsiva e` definibile (nel senso del Teorema
V40) nel sistema P .
Quindi in ogni sistema formale che soddisfi le ipotesi 1 e 2 e che sia
ω-consistente, esistono proposizioni indecidibili della forma (x)F (x), dove F
e` una proprieta` dei numeri naturali definita in modo [primitivo] ricorsivo, e
cio` vale anche nelle estensioni di tali sistemi ottenute mediante una classe di
assiomi ricorsivamente definibile e ω-consistente.41
39NdT : Come e` noto, cio` che Go¨del chiama “ricorsivo” in [Go¨d31b], viene oggi indicato
con il termine “primitivo ricorsivo”.




Il fondamento dell’incompletezza, e persino quello dell’incompletabilita`
dei formalismi ‘adeguati’ per la matematica, era dunque gia` presente, come
si poteva evincere anche dall’osservazione ulteriore di Go¨del secondo la quale,
tra i sistemi soddisfacenti le ipotesi 1 e 2 indicate, vi si trovavano tutti quelli
noti fino ad allora a cominciare dai “sistemi d’assiomi per la teoria degli
insiemi di Zermelo-Fraenkel e di von Neumann” (rispetto ai quali, come Go¨del
sottolinea nella nota 47 al testo, “la prova dell’assunzione 1 e` persino piu`
semplice”), per finire con “il sistema d’assiomi per l’aritmetica che consiste
negli assiomi di Peano, le definizioni [primitive] ricorsive [. . .] e le regole della
logica”42.
Nonostante questi commenti, non manco` chi, pur avendo un’indubbia
familiarita` con i linguaggi formali ed i sistemi d’assiomi (e quindi rappresen-
tando evidentemente una categoria ben diversa di quella dei casi di Zermelo
e Finsler), rimaneva ancora convinto che il risultato di Go¨del potesse dipen-
dere in effetti dalle specificita` della teoria dei tipi. Tra questi, vi era appunto
Alonzo Church.
A dire il vero, la questione e` solo marginalmente presente nei documenti
che sono testimonianza di uno scambio di vedute diretto con Go¨del, seguito
alla pubblicazione di [Go¨d31b].
Si trova in essi solo un breve accenno, infatti, in chiusura di una lettera
datata 17 giugno 1932 spedita da Church in risposta ad un messaggio da
parte di Go¨del il quale, dietro suggerimento di Oswald Veblen, aveva de-
ciso di porre al diretto interessato due dubbi relativi al sistema presentato
da Church nel suo [Chu32] e basato sul formalismo del λ-calcolo. Le due
questioni riguardavano in particolare la possibilita` di dimostrare nel sistema
proposizioni esistenziali come l’assioma dell’infinito, e l’eventualita` di poter-
ne interpretare gli assiomi in un sistema di teoria dei tipi o di teoria degli
insiemi al fine di dimostrarne la consistenza relativa.
La seconda osservazione di Go¨del e` particolarmente indicativa dal momen-
to che, come e` ben noto, il sistema di Church risultera` essere inconsistente43.
Nel rispondere ai due quesiti il 27 luglio dello stesso anno, Church ap-
profitto` proprio del riferimento di Go¨del al problema della consistenza per
metterlo a conoscenza dei propri dubbi circa l’applicabilita` al tipo di teoria
formale da lui introdotta, del Teorema XI contenuto nel §4 della memoria
42Ibid., p. 180.
43Questo verra` dimostrato da Kleene e Rosser (in [KR35]) solo piu` tardi rispetto alle
date dello scambio epistolare tra Go¨del e Church.
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go¨deliana (relativo, appunto, all’indecidibilita` della proposizione che esprime
la consistenza di P , nel sistema stesso).
Il passo della lettera in questione recita:
Non sono stato in grado di verificare tuttavia, che la Sua conclusione nel
§4 di [ [Go¨d31b] ] si applichi al mio sistema. E` possibile che il Suo argomento
possa venire modificato affinche´ cio` si realizzi, ma non sono riuscito a trovare
una simile riformulazione della Vostra dimostrazione.44
Anche in un articolo presentato il 30 dicembre del 1933 ad un incontro
congiunto della Mathematical Association of America e dell’American Ma-
thematical Society a Cambridge (Massachussetts), Church avrebbe peraltro
espresso gli stessi dubbi, a latere della presentazione di un sistema d’assiomi
analogo a quello al centro delle questioni postegli da Go¨del:
Un sistema di questo genere [con differenti livelli di implicazioni] non
solo sfugge al nostro indesiderato teorema secondo il quale esso deve risultare
essere o insufficiente o ridondante, ma credo che sfugga anche all’ugualmente
indesiderato risultato di Kurt Go¨del secondo il quale, nel caso di un sistema
logico che abbia pretese di adeguatezza, e` impossibile dimostrarne la non
contraddittorieta` secondo le modalita` pensate da Hilbert. Questo teorema
di Go¨del risulta essere infatti legato alle considerazioni precedenti piu` di
quanto non appaia da cio` che e` stato detto.45
Certo Church non poteva immaginare che le proprie difficolta` con la pro-
va di Go¨del derivassero, in particolare, dal fatto che il risultato in questione
vale solo per sistemi consistenti. E comunque, pensando al fatto che la di-
mostrazione del secondo teorema di incompletezza data da Go¨del era stata
soltanto accennata46, il dubbio da lui espresso poteva essere considerato, per
l’epoca, in parte giustificabile.
Sappiamo tuttavia che le osservazioni di Church vanno inquadrate in uno
scettismo complessivo (rivolto cioe` non solo al secondo teorema di Go¨del)
e fondato su rilievi di merito (e quindi non dipendente in modo esclusivo
dal fatto contingente che la critica veniva mossa in relazione ad un for-




46A proposito delle difficolta` soggiacenti a questa parte del risultato di Go¨del, si veda
quanto ricordato alla nota 9.
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E` quanto emerge molto chiaramente infatti, da una lettera nota, scritta
da Church a John Dawson il 25 luglio 198347:
[. . .] [E]ro tra coloro i quali ritenevano come il teorema di incompletezza
di Go¨del potesse risultare dipendere dalle specificita` della teoria dei tipi (o,
come avrei potuto aggiungere piu` tardi, della teoria degli insiemi) in un modo
tale da rivelarne un carattere meno universale di quanto egli affermasse.
C’era una ragione storica per questo, e cioe` che anche prima che i risultati di
Go¨del venissero pubblicati, stavo lavorando ad una formulazione della logica
radicalmente diversa che sarebbe sfuggita (cos`ı la vedevo io all’epoca) ad
alcune restrizioni indesiderate della teoria dei tipi. In un certo senso stavo
cercando di fare esattamente quello che Go¨del dimostro` essere impossibile, ed
e` ovviamente un peccato che fui lento a riconoscere come il fatto che la prima
dimostrazione di Go¨del non si applicasse in modo esatto alla formulazione
della logica che avevo in mente non fosse una cosa di grande valore.48
Alla reazione di Church fanno da contraltare le considerazioni di Emil Po-
st: se le perplessita` ‘a caldo’ del primo, si spiegano con il fatto che egli stava
tentando di “fare esattamente cio` che Go¨del dimostro` essere impossibile”, e`
forse a causa del tentativo a lungo coltivato di anticipare la scoperta go¨de-
liana, che, dal canto suo, il logico polacco realizzo` invece immediatamente la
portata epocale dei teoremi di incompletezza.
Lo scambio epistolare tra Go¨del e Post risale a qualche anno piu` tardi
rispetto a quello con Church, quando a seguito di un incontro tra i due,
avvenuto il 29 ottobre 1938 ad una riunione dell’American Mathematical
Society a New York, Go¨del ricevette una prima lettera dal logico polacco
scritta quello stesso giorno.
Con quella nota, Post intendeva scusarsi di essersi preso la liberta` di
aver avvicinato, al loro primo incontro, “l’uomo principalmente responsabile
del dissolvimento di quel sogno”, da lui caldeggiato, di “stupire il mondo
matematico” con le proprie idee “poco ortodosse” e dimostrare l’esistenza di
problemi irresolubili.
Post si riferiva indubbiamente a quei pionieristici lavori, rimasti a lungo
inediti, che lo avevano portato agli inizi degli anni ’20 del ’900 ad accostar-
si al problema della decisione, e dei quali doveva aver messo a conoscen-
za Go¨del nel corso del loro incontro. Considerato il precedente di Finsler,
Go¨del sarebbe potuto rimanere comprensibilmente sorpreso dal tono di ri-
spetto e ammirazione del logico polacco, il quale oltretutto, quasi a voler a




rassicurare Go¨del da questo punto di vista, concludeva il breve messaggio
escludendo esplicitamente ogni rivendicazione di priorita` al proposito, nel
riconoscere (non senza lusinghe nei confronti del proprio interlocutore) che
“avrei dimostrato il Teorema di Go¨del nel 1921 - fossi stato Go¨del”49.
I dettagli della vicenda a cui questa prima breve nota allude, sono rico-
struiti dallo stesso Post in una lettera piu` distesa, scritta a Go¨del il giorno
seguente, ovvero il 30 ottobre 1938.
Alcuni dati tecnici e cronologici per completare il quadro a cui Post allude,
possono essere brevemente riassunti come segue: sulla scia del teorema di
completezza semantica e decidibilita` per il calcolo proposizionale attraverso
il metodo delle tavole di verita` (risultato pubblicato nel 1921), Post si dedico`
al tentativo di estendere i risultati ottenuti.
Come Church, anch’egli pervenne ad una propria formulazione della lo-
gica mediante i cosiddetti ‘sistemi di produzioni’, cioe` sistemi di regole che
permettono di operare opportuni cambiamenti (spostamenti di simboli) sul-
le ‘parole’ (successioni finite di simboli) di un certo ‘alfabeto’ (un insieme
infinito numerabile di simboli)50.
L’interesse per problemi combinatori di questo genere deriva, da un lato,
dal fatto che i sistemi di Post consentono uno svluppo della teoria degli insie-
mi ricorsivamente enumerabili e risultano essere, quindi, un modo del tutto
equivalente alle altre alternative per caratterizzare la nozione di ‘funzione
ricorsiva generale’; dall’altro, perche´ certi problemi algebrici possono essere
ricondotti a problemi di manipolazione di parole costruite su un alfabeto, nel
senso dei sistemi di produzione51.
Post aveva individuato diversi tipi di sistemi (diversi a seconda delle pro-
duzioni, cioe` delle regole di manipolazione, ammesse), ed aveva ottenuto un
teorema che risulta rilevante proprio per le ricadute matematiche della teo-
ria: ogni sistema basato su una produzione canonica, puo` essere ridotto ad
un sistema di produzioni normale52.
49[Go¨d03b], p. 169.
50I sistemi di produzioni, sono introdotti e trattati da Post in [Pos65] e [Pos43] (il primo
dei due lavori, inviato dal logico polacco per la pubblicazione, fu respinto e pubblicato solo
successivamente in [Dav65]).
51Si veda al proposito [Dav58], cap. 6.
52Ai fini del presente lavoro, i dettagli su cosa siano le produzioni ‘canoniche’ e ‘normali’
e` tuttavia ininfluente. Si rimanda percio` ai riferimenti bibliografici indicati in precedenza
per i dettagli.
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Per mezzo di una congettura, la Tesi di Post, secondo la quale ogni insieme
di successioni finite di simboli di un alfabeto generato da una procedura
effettiva, e quindi ogni sistema logico, puo` essere generato da una produzione
canonica (e coincide quindi con un sistema canonico), il risultato precedente
poteva essere utilizzato a fini metamatematici: a partire da esso, infatti, egli
concentro` i propri sforzi sull’indagine circa l’esistenza di problemi irresolubili
in modo assoluto (ossia rispetto ad ogni sistema logico).
A tal fine, il ruolo della Tesi da lui avanzata risultava essere assolutamente
cruciale, come, nella lettera del 30 ottobre del ’38, Post riconosce in modo
esplicito:
Il problema in questione era un [E]ntscheidungsproblem. Presi quin-
di in considerazione ogni sistema logico nel quale il problema in questione
potesse venire formulato. Sulla base delle riduzioni a cui ho fatto riferimen-
to [nella nostra conversazione di ieri] assunsi che sistemi di questo genere
fossero riducibili ad una ‘forma normale’ (equivalente, ne sono sicuro, al-
la ricorsivita` generale). L’assunzione che il sistema in questione fosse in
grado di assegnare un’unica risposta si o no ad ogni problema costituente
l’[E]ntscheidungsproblem, conduceva a contraddizione per mezzo dell’argo-
mento diagonale di Cantor. Da qui la mia conclusione circa l’irresolubi-
lita` di quel problema in ogni ‘logica simbolica’ e quindi la sua indecidibilita`
assoluta.53
L’analogia delle proprie speculazioni con la scoperta di Go¨del, il quale
nella conversazione avvenuta il giorno precedente, come lo stesso Post ricorda
all’inizio della lettera, “ogni volta che veniva fatto un paragone tra [i teoremi
di Go¨del] e i problemi assolutamente irresolubili” tendeva a sottolineare come
“nel primo caso un enunciato in particolare risulta essere indecidibile”54, e` a
detta di Post addirittura piu` profonda:
Ma esaminando ulteriormente la fonte della contraddizione mi accorsi
che essa conduceva ad un problema specifico della classe di problemi che
costituiva l’[E]ntscheidungsproblem che non riceveva ne´ un si ne´ un no come
risposta - assumendo che la logica fosse consistente, cioe` che essa non asse-
gnasse sia si che no come risposta. [. . .] Da qui la mia conclusione che non
esiste una logica simbolica completa - [. . .] [nel senso che] relativamente ad un
preciso e semplice insieme di enunciati, quelli dell’[E]ntscheidungsproblem in






Dunque, l’incompletezza sintattica di ogni sistema logico, seguiva co-
me conseguenza del risultato di Post relativo all’irresolubilita` assoluta della
classe di problemi da lui individuata.
Come nel caso della breve nota citata in apertura, Post, al di la` del-
l’espressione di un comprensibile rammarico, non intende cos`ı asserire una
qualche priorita` in materia, considerando che, come egli riconosce, “non sono
le idee bens`ı la loro esecuzione a costituire il segno della grandezza”56.
O ancora, come Post spiega piu` diffusamente (e indicativamente) in un
altro passaggio:
Vorrei dire infine che niente di cio` che io ho fatto potrebbe aver rimpiaz-
zato la splendida attualita` della Sua dimostrazione. Perche´ per quanto il Suo
teorema sia un corollario dell’esistenza di problemi assolutamente irresolu-
bili, l’irresolubilita` assoluta del problema ha il solo fondamento, almeno nel
mio lavoro e, ancora ritengo, in ogni altro lavoro, nella natura dell’induzio-
ne fisica. Naturalmente, con sufficiente operosita` quest’induzione potrebbe
essere portata al punto da includere teorematicamente il Suo sistema parti-
colare. Che cio` potesse essere fatto per Principia Mathematica lo vidi gia`
all’epoca.57
Ricapitoliamo: Post era dunque in possesso, almeno ‘potenzialmente’, di
una dimostrazione dell’esistenza di una classe di problemi irresolubili me-
diante ogni sistema normale di produzioni; osservando piu` da vicino la di-
mostrazione, egli era giunto ad individuare un particolare tipo di problemi
che non potevano essere decisi in alcun sistema normale e quindi in nessun
sistema canonico; per mezzo della propria Tesi, egli era cos`ı arrivato ad in-
dividuare una classe di enunciati indecidibile in modo assoluto, cioe` rispetto
ad ogni sistema logico consistente.
Considerato che Post sottolinea di essere convinto che i sistemi normali
di produzioni non sono altro che una caratterizzazione equivalente della ri-
corsivita` generale, la Tesi di Post e` una versione della Tesi di Church, formu-
lata esplicitamente da quest’ultimo nel 193658: ogni funzione intuitivamente
calcolabile e` ricorsiva generale.
Cosa intendeva dunque dire Post, sottolineando come, dal momento che
l’intera inferenza relativa all’esistenza di problemi irresolubili in senso asso-





ternativa ad esso) aveva il “solo fondamento” in un ragionamento di tipo
induttivo?
A tale proposito, Post si era gia` pronunciato nel 1936 nel dare la sua
“formulazione 1” dell’analisi dei processi combinatori finiti, un tentativo al
quale egli allude, nella lettera spedita a Go¨del, come all’idea di “analizzare
‘tutti i processi finiti della mente umana’ (quel tipo di cosa che Turing fa nel
suo articolo sui numeri computabili59)”60.
In quell’occasione, Post aveva sottolineato come, al fine di verificare la
correttezza di una simile definizione (di offrire cioe` una verifica delle sue ambi-
zioni di “fedelta` psicologica”), “vengono prese in considerazione formulazioni
sempre piu` ampie”, rispetto alle quali “il nostro scopo sara` quello di dimo-
strarne la riducibilita` logica alla formulazione 1”. Sebbene Post riconoscesse
a questa prospettiva allo stato il ruolo di “ipotesi di lavoro”, egli indicava
altres`ı il fatto che il successo del programma descritto ne avrebbe cambiato
radicalmente la natura in una legge naturale, e concludeva significativamente:
Solo in questo modo, sembra all’autore che il teorema di Go¨del relati-
vo all’incompletezza delle logiche simboliche di un certo tipo generale e il
risultato di Church sull’irresolubilita` ricorsiva di certi problemi, possono es-
sere trasformati in conclusioni riguardanti tutte le logiche simboliche e tutti
i metodi di irresolubilita`”61
Dunque, e` proprio attraverso una procedura di progressivo convincimento
su base induttiva, derivante dal fatto che per quante estensioni della formu-
lazione data si possano prendere in considerazione, e` la stessa Tesi, a meno di
versioni ad essa equivalenti, ad essere verificata, che si raggiunge la certezza
circa l’assoluta generalita` di certi teoremi logici.
E che, nel caso del teorema di incompletezza, di questo si tratti, ossia
di un risultato di una tale portata generale, Post lo dice chiaramente nella
lettera inviata a Go¨del nell’ottobre del 1930:
Naturalmente la Sua proposizione indecidibile in una logica ha un suo
interesse intrinseco nella reinterpretazione come un enunciato che esprime
la consistenza del sistema formale. Ho paura che proprio quest’interesse
specifico ha portato sia ad un’interpretazione sbagliata circa il significato
del Vostro teorema rispetto alle possibili dimostrazioni di consistenza, sia a





un enunciato indecidibile in ogni logica sufficientemente generale e, dunque,
in una logica simbolica.62
Quindi, per Post, il risultato di Go¨del correttamente inteso ha essen-
zialmente lo stesso significato del fatto da lui intuito anni prima, e quindi
possiede quella valenza generale che Zermelo e Finsler, a causa della loro er-
ronea lettura, non erano nella posizione di vedere, e che Church, a causa della
(supposta) dipendenza dal formalismo dei Principia, era restio a riconoscere.
E` pur vero che nel momento in cui Post scrive a Go¨del, Church si era
ovviamente convinto del fatto che il ‘carattere universale’ ascritto ai teoremi
di incompletezza era perfettamente giustificato, come testimonia il seguen-
te passo tratto dalla lettera datata 23 gennaio 1935 da lui spedita a Paul
Bernays63:
Go¨del mi ha poi mostrato che il suo argomento puo` essere modificato
in modo tale da rendere irrilevante l’uso di questa proprieta` particolare del
sistema dei Principa. Egli ha presentato questa forma generalizzata del suo
argomento in una serie di conferenze a Princepton la scorsa primavera, ed e`
stato in grado di indicare un insieme di condizioni tale che il suo teorema si
applichi ad ogni sistema logico che le soddisfi.
Almeno per quel che riguarda i dubbi avanzati da Church dunque, gia`
con le conferenze tenute da Go¨del presso l’Institute for Advanced Studies di
Princeton nel 1934, la questione della generalita` dei teoremi di incompletezza,
sarebbe stata del tutto risolta.
Come risultera` chiaro al termine del prossimo paragrafo, quel che Go¨del
disse in quella circostanza puo` s`ı essere considerato un notevole chiarimento
della questione, ma solo nel senso che quell’intervento mise in luce proprio
quanto segue dalla lettera Post: l’esistenza di un passaggio cruciale, che
poteva essere superato solo al costo di un impegno nei confronti di una Tesi,
di un’assunzione di tipo concettuale analoga a quella adottata dal logico
polacco.
62[Go¨d03b], p. 171.
63La lettera fa parte di materiale contenuto nel Nachlass di Paul Bernays conservato
presso la Eidigeno¨ssische Technische Hochschule di Zurigo. Il passo riportato e` citato in
[Sie97], p. 161 e da questa fonte e` stato ripreso e tradotto.
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1.1.2 La nozione di sistema formale
Cosa aveva dunque detto Go¨del durante le conferenze di Princeton per con-
vincere Church dell’indipendenza dei teoremi di incompletezza dalle caratte-
ristiche particolari del formalismo dei Principia mathematica?
Il confronto diretto tra il testo che riassume le lezioni di Go¨del tenutesi
tra il febbraio ed il maggio del 1934 e [Go¨d31b], fa emergere una differenza
sostanziale fin dalle prime battute: anziche´ contenere una introduzione intui-
tiva alla dimostrazione del risultato, Go¨del scelse presumibilmente in quel-
l’occasione di prendere le mosse dalla definizione della nozione di “sistema
matematico formale”64.
Con questa espressione, sottolinea Go¨del, si intende “un sistema di sim-
boli con le regole per impiegarli”65. Accanto alla specificazione delle catego-
rie sintattiche di ‘termine’, ‘formula’, ‘assioma’, ‘dimostrazione’, ‘teorema’,
compare la seguente osservazione:
Si richiede che le regole di inferenza, e le definizioni di formula ben for-
mata e assioma siano costruttive; cioe`, [si assume] che per ogni regola di
inferenza esista una procedura finita per determinare se una data formula
B sia una conseguenza immediata (rispetto alla regola in questione) di certe
formule A1, . . . , An, e che esista una procedura finita per determinare se una
formula A data sia una formula ben formata o un assioma.66
La nozione cos`ı individuata e` a tutti gli effetti quel concetto inteso dai
‘padri fondatori’ della disciplina, da Frege a Peano.
Si tratta comunque, come si sara` notato, di un definizione intuitiva: un
sistema formale si caratterizza per la decidibilita`, mediante una “procedura
finita”, dell’insieme delle formule, degli assiomi e dell’insieme di quelle for-
mule che sono conseguenza immediata di questi ultimi secondo le regole di
inferenza del sistema.
Poco oltre nel testo, dopo aver esposto i dettagli dell’aritmetizzazione
della sintassi utilizzando un sistema di funzionali come esempio per il proce-
64Il testo delle conferenze ([Go¨d65a]), come ricorda Kleene nella sua nota introduttiva
([Go¨d86a], p. 338), ha origine dagli appunti presi da Kleene stesso e da Rosser. Suc-
cessivamente questi appunti furono integrati con due pagine di “Note e Correzioni” ad
opera delle stesso Go¨del che diede quindi la propria approvazione al testo. Al fine della
pubblicazione in [Dav65], le due pagine di Go¨del furono incorporate nel testo insieme a




dimento67, si legge di un paragrafo dedicato alle “Condizioni che un sistema
formale deve soddisfare” affinche´ ad esso si applichi l’argomento col quale
si dimostrano i teoremi di incompletezza, e che sembra il candidato ideale
per rappresentare il riferimento sottinteso da Church nel passo della lettera
a Bernays di poc’anzi. Tra i requisiti in questione, Go¨del indica in primo
luogo il fatto che un sistema per il quale sia stata definita un’assegnazione
di numeri ai simboli e alle successioni finite di essi, sia tale che l’insieme di
assiomi e le relazione di conseguenza immediata (definita rispetto alle regole
di inferenza), siano primitivi ricorsivi. E aggiunge:
Questa e` una precisa condizione che e` in pratica un sostituto sufficiente
per l’indefinito requisito del §1 secondo il quale la classe degli assiomi e la
relazione di conseguenza immediata devono essere costruttivi.68
E` pur vero che ne´ questa ne´ le altre condizioni enumerate da Go¨del fan-
no riferimento alle specificita` del formalismo presentato in precedenza, e che
quindi, su questa base, Church poteva ben scrivere a Bernays che Go¨del gli
aveva in effetti piu` dettagliatamente mostrato la generalita` dell’argomenta-
zione.
Tuttavia, il criterio indicato permette di concludere, con Post, l’esistenza
di un enunciato indecidibile “in ogni logica simbolica”, solo se si hanno anche
ragioni che rendono necessaria l’identificazione tra i sistemi formali la cui
classe degli assiomi e la cui relazione di conseguenza immediata di una regola
di inferenza sono costruttive, cioe` decidibili mediante una ‘procedura finita’,
e i sistemi in cui le stesse sono primitive ricorsive.
Che questo passaggio fosse improprio se compiuto rispetto alla nozione
di ricorsivita` primitiva, Go¨del lo indica peraltro esplicitamente nella celebre
nota 3 al passo in cui egli aveva, poco prima rispetto alla citazione preceden-
te, alluso alla fondamentale proprieta` delle funzioni primitive ricorsive che
consiste nel fatto che il loro valore, per dati argomenti, puo` essere calcolato
mediante una ‘procedura finita’:
Il viceversa sembra essere vero se, oltre a recursioni in accordo con lo
schema [di recursione primitiva], vengano ammesse recursioni di altra forma
(ad esempio rispetto a due variabili simultaneamente). Questo fatto non puo`
essere dimostrato, dal momento che la nozione di computazione finita non e`





Laddove questo passo indica la necessita` di estendere la nozione di fun-
zione ricorsiva primitiva, esso si riconnette alla proposta go¨deliana in questa
direzione contenuta nel paragrafo conclusivo (§9) delle lezioni di Princeton,
in cui si trova la definizione della classe delle funzioni “ricorsive generali”,
ottenuta da Go¨del modificando un suggerimento, secondo quanto egli stes-
so sostiene, venuto dal matematico francese Jacques Herbrand70. La classe
in questione viene definita come la collezione di quelle funzioni il cui valore
per ogni possibile argomento possa venire calcolato mediante certi sistemi di
equazioni.
La definizione adottata da Go¨del puo` essere illustrata come segue.
Si consideri un alfabeto costituito dai simboli: 0 (la costante zero), succ (il
funtore unario di successore), v0, . . . , vn, . . . (variabili individuali), f0, . . . , fn,
. . . (variabili per funzioni n-arie, per ogni n ∈ N), = (relazione binaria di
uguaglianza) e simboli ausiliari. La nozione di termine e` induttivamente de-
finita a partire dallo 0, per chiusura sotto il successore e l’applicazione delle
variabili funtoriali fi. Tra i termini, i numerali sono, come al solito, le espres-
sioni ottenute dalla sola costante 0 per applicazione reiterata dell’operazione
succ.
Un’equazione in g1, . . . , gn, e` un’espressione della forma a = b dove a e b
sono termini le cui variabili funtoriali sono (al massimo) le g1, . . . , gn. Con
l’accezione sistema di equazioni si intende una successione finita di equazioni.
Si scrive A ` B per dire che “l’espressione B e` ottenuta dall’espressione
A per applicazione delle regole R1 e R2”, dove le regole in questione, data
un’espressione A, sono le seguenti:
(R1) sostituire le variabili individuali x1, . . . , xk di A con numerali n1, . . . ,
nk;
(R2) se fi(n1, . . . , nk) = n (per qualche i ∈ N), sostituire qualsiasi occor-
renza di fi(n1, . . . , nk) in A con n.
L’individuazione di queste regole non era ovviamente casuale: si tratta
infatti delle inferenze modellate su quelle sufficienti a calcolare il valore di
una funzione numerica F per ogni possibile argomento, nel caso in cui questa
sia definita ricorsivamente (cioe` definendone il valore su un argomento per
70In realta` la vicenda relativa al ruolo di Herbrand per la nascita del concetto di ricor-
sivita` alla Go¨del-Herbrand e` piu` complessa. Si veda al proposito il carteggio tra i due
personaggi riprodotto in [Go¨d03b], pp. 14-25, la nota introduttiva di Wilfried Sieg (Ibid.,
pp. 3-13) e la letteratura ivi citata.
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mezzo dei valori sull’argomento ad esso precedente) a partire da funzioni
note71.
Stabilito cio`, si dice che una funzione aritmetica F e` computabile se e
solo se esiste un sistema di equazioni E1, . . . , Ek in g1, . . . , gl (in cui ogni Ei
e` della forma b = gl(a1, . . . , am) e gl non occorre in a1, . . . , am), tale che, per
ogni n1, . . . , nm ∈ N valga:
F (n1, . . . , nm) = n⇔ E1, . . . , Ek ` n = gl(n1, . . . , nm)
In una lettera a Kleene del 29 novembre 1935, Church ipotizza che la
modifica della definizione di Herbrand, “che non ha alcuna connessione con
il concetto di computabilita` effettiva”, potesse in qualche modo avvicinarsi
alla “sola idea” che Go¨del considerava all’epoca plausibile a proposito del
problema di dare una definizione della nozione di ‘funzione computabile’,
ovvero di ‘procedura finita’: quella di “indicare un insieme di assiomi che
includano le proprieta` comunemente accettate di questa nozione, e cercare
di fare qualcosa su questa base”72.
Sappiamo tuttavia che neanche rispetto a questo concetto esteso, Go¨del
intendeva all’epoca proporre, in accordo con la nota 3 di [Go¨d65a] citata in
precedenza, l’equivalenza con la nozione informale di ‘procedura effettiva di
computo’. Questo fatto e` stato spiegato dallo stesso Go¨del in una lettera a
Martin Davis del 15 febbraio 1965:
Non ero affatto convinto, all’epoca delle conferenze [di Princeton], che il
mio concetto di ricorsivita` comprendesse tutte le possibili forme di recursione:
e infatti la dimostrazione di equivalenza tra la mia definzione e quella di
Kleene [. . .] non e` cos`ı banale.73
Chiaramente la definizione di Go¨del possiede un alto grado di intuitivita`
ed aderenza al concetto inteso per il fatto di proporre, come interpretazio-
ne della nozione di un procedimento eseguito secondo regole, l’idea di una
funzione che sia calcolabile mediante inferenze che rendono ammissibili solo
sostituzioni elementari. D’altra parte, se questo e` tutto cio` che si puo` trovare
nelle lezioni di Princeton e anche ammettendo che quanto detto da Go¨del sia
stato sufficiente a far superare a Church i propri dubbi (almeno fin quanto
essi erano relativi alla dipendenza dei teoremi di Go¨del dal formalismo della
71Un’esemplificazione di questo fatto la si puo` trovare in [Kle52], p. 262.
72Il brano e` citato in [Dav82], p. 9.
73Ibid., p. 8.
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teoria dei tipi), un aspetto essenziale della questione rimaneva ancora aper-
to: come eliminare i dubbi residui relativi all’identificazione della nozione
informale di ‘procedura finita’, che e` alla base dell’idea di sistema formale
d’assiomi, con l’estensione della ricorsivita` primitiva proposta da Go¨del?
Nel breve articolo del 1936 dal titolo “Sulla lunghezza della dimostrazio-
ni”74, il cui contributo fondamentale e` il riferimento al risultato del cosiddetto
speed up delle teorie assiomatiche formali (la prova del fatto che, in parole
povere, passando da una teoria assiomatica ad un sistema piu` forte e` possi-
bile accorciare considerevolmente la lunghezza delle dimostrazioni del primo
sistema), Go¨del stesso sembra voler riprendere il filo del discorso interrotto a
Princeton, introducendo il concetto di “funzione computabile in un sistema
formale”.
L’idea appare a tutti gli effetti come un’elaborazione dell’Entsheidungs-
definitsheit, la rappresentabilita` formale per funzioni e relazioni ricorsive pri-
mitive che Go¨del aveva individuato nel 1931, e puo` essere quindi resa nel
modo seguente: una funzione f(x) e` computabile in un sistema formale
S se esiste un termine tf del linguaggio di S tale che, per ogni m ∈ N,
f(m) = n ⇔ S ` tf (m) = n 75. Il testo prosegue poi, con la definizione di
una gerarchia di sistemi formali 〈Si〉i∈Ω (dove Ω indica la classe dei numeri
ordinali), rispetto alla quale Go¨del descrive il risultato dello speed up, che e`
data nel modo seguente: “Si e` il sistema che contiene, insieme agli opportuni
assiomi logici, variabili e quantificatori per i numeri naturali, per le classi di
numeri naturali, per le classi di classi di numeri naturali, e cos`ı via, fino alle
classi di i-esimo tipo, ma non contiene variabili per i tipi superiori”76.
Dunque, in questa gerarchia S1 e`, in particolare, un sistema formale del
prim’ordine per l’aritmetica, S2 il sistema del second’ordine per la teoria degli
insiemi (o, in alternativa, per l’analisi) ottenuto dal precedente estendendone
il linguaggio nel modo indicato e aggiungendo l’assioma di comprensione, e
cos`ı via.
In una nota aggiunta al testo nel corso della revisione delle bozze per la
74[Go¨d36].
75La definizione di Go¨del non e` cos`ı precisa e recita, testualmente, “una funzione φ(x)
verra` detta essere computabile in S nel caso in cui per ogni numerale m esista un numerale
n tale che φ(m) = n e` dimostrabile in S” ([Go¨d36], p. 396.). La definizione data nel testo
costituisce dunque una interpretazione del passo. Essa tuttavia, vuole avere solo valore
illustrativo ed equivale, da questo punto di vista, ad un’eventuale formulazione alternativa
per cio` che concerne la problematica concettuale che si intende far emergere.
76Ibid., p. 396.
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stampa, Go¨del osserva a proposito delle definizioni date:
E` possibile inoltre dimostrare che una funzione computabile in uno dei
sistemi Si, o anche in un sistema di ordine transfinito, e` gia` computabile in S1.
Dunque, la nozione ‘computabile’ e` in un certo senso ‘assoluta’, mentre quasi
tutte le nozioni metamatematiche altrimenti note (per esempio, dimostrabile,
definibile, e cos`ı via) dipendono in modo essenziale dal sistema adottato.77
Nessun argomento viene fornito per la dimostrazione dell’ ‘assolutezza’
del concetto definito, cioe` una dimostrazione del fatto che una funzione ‘com-
putabile’ in un qualsiasi sistema Si della successione definita, sia gia` ‘com-
putabile’ in S1. Nel testo, Go¨del si limita a sottolineare, confermando il
legame con la rappresentabilita` delle funzioni primitive ricorsive su indicata,
come “tutte le funzioni definite per recursione, ad esempio, sono gia` compu-
tabili nell’aritmetica classica (cioe` nel sistema S1 della successione definita
sotto)”78.
Si osservi, tuttavia, che anche una prova dell’indipendenza del concetto
cos`ı definito dalla gerarchia dei formalismi introdotta da Go¨del, non sorti-
rebbe effetti decisivi per la questione di cui ci stiamo occupando. Come
infatti potremmo giovarci a tal fine della suddetta assolutezza? Potremmo
ad esempio, per mezzo del Teorema di Forma Normale di Kleene dimostrare
la coestensivita` della classe di funzioni cos`ı definita e le funzioni ricorsive
generali alla Go¨del-Herbrand. La forza di un simile argomento discendereb-
be allora dal riconoscere nella prima nozione (computabilita` in un sistema
logico arbitrario - in quella gerarchia), una generalizzazione della seconda
(computabilita` in un sistema di equazioni). Si avrebbe cioe` proprio quel tipo
di giustificazione induttiva segnalato da Post: passando da una certa for-
mulazione ad una apparentemente piu` generale, si dimostra che la classe di
funzioni definita in quest’ultimo modo e` riducibile a quella di partenza.
Con un elemento critico, pero`: la definizione di Go¨del del 1936, infat-
ti, chiama in causa sistemi formali nei quali, in linea con quanto sostenuto
da Go¨del a Princeton, l’insieme degli assiomi e la relazione di conseguenza
immediata (rispetto alle regole di inferenza) sono ricorsive.
Saremmo quindi ancora debitori di un argomento indipendente a soste-
gno del passaggio dal concetto informale di sistema matematico formale alla




in pratica fornire proprio un argomento indipendente a sostegno dell’iden-
tificazione tra le ‘procedure finite’ e le funzioni ricorsivamente definibili, la
stessa tesi che la dimostrazione in questione vorrebbe supportare. Ed e` dif-
ficile immaginare, d’altra parte, come la dimostrazione di ‘assolutezza’ an-
nunciata da Go¨del possa non fare uso di strumenti dimostrativi che, come il
Teorema di Forma Normale, gia` di per se´ non rendano necessario assumere
l’effettivita` delle inferenze dei sistemi d’assiomi che la definizione di ‘funzione
computabile in un sistema formale’ chiama in causa.
I limiti dell’ ‘assolutezza’ paventata da Go¨del, risiederebbero quindi nella
relativita` della nozione rispetto al formalismo.
L’inferenza indicata poc’anzi, basata sull’equiestensionalita` delle due clas-
si di funzioni di Go¨del, dipenderebbe infatti dalla seguente assunzione:
• I passi inferenziali alla base del processo deduttivo di un sistema formale
devono essere ricorsivamente definibili.
ed appare dunque, in relazione al problema in questione, ad alto rischio
di circolarita`79.
Sembra cos`ı che, dopotutto, il criterio basilare offerto da Go¨del nelle con-
ferenze di Princeton non rappresentasse poi una soluzione definitiva al pro-
blema di poter considerare i teoremi di incompletezza un risultato generale,
valido cioe` per “ogni logica simbolica”, e che i dubbi di Go¨del a proposito
dell’inevitabile Tesi sottostante fossero giustificati: per quanto una simile
congettura potesse apparire implausibile su base ‘empirica’, si poteva ancora
pensare che la sostituzione del requisito di decidibilita` mediante una procedu-
ra finita dell’insieme degli assiomi e della relazione di conseguenza immediata
del sistema formale con la nozione analizzata in termini di ricorsivita`, fosse
in un certo modo arbitraria.
79Riferendoci ai soli testi di Go¨del, non si e` fatto altro che cercare di far emergere quello
che Wilfried Sieg, autore di analisi approfondite ed accurate dei vari aspetti del problema
concettuale alla base della Tesi di Church (si vedano [Sie94], [SB96], [Sie97], [Sie01]), indica
come “lo scoglio” che si pone di fronte al genere di argomento a cui si e` fatta allusione
nel testo. L’argomento che chiama in causa un concetto del tutto analogo a quello di
‘funzione computabile in un sistema formale’, e` offerto da Church in [Chu36], pp. 100-
102 (NdA: il riferimento e` alla ripubblicazione dell’articolo di Church in [Dav65], come da
voce bibliografica), a sostegno della propria versione della Tesi (cioe`, l’identificazione delle
funzioni computabili con le funzioni ricorsive alla Go¨del-Herbrand). La dimostrazione
dell’equivalenza tra le funzioni ricorsive generali e le funzioni calcolabili in un sistema
formale definite come in [Go¨d36], viene presentata in [HB39], suppl. 2.
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Qualcosa di realmente nuovo doveva accadere, nel panorama logico, per
superare l’empasse.
1.2 L’analisi di Turing
Il ragionamento che costituisce un sostegno plausibile per l’affermazione go¨de-
liana relativa all’ ‘assolutezza’ del concetto di ‘funzione computabile in un si-
stema formale’ sembra essere, come si e` gia` notato in precedenza, davvero in
sintonia con l’idea espressa da Post al termine del suo [Pos36]: a prescindere
da come si estenda un sistema d’assiomi per mezzo di variabili per ordini
superiori e relativi assiomi, la classe di ‘funzioni computabili’ individuata
per mezzo della definizione data rispetto al formalismo di partenza rimane
invariata. Quindi la nozione in questione e` indipendente dalla gerarchia dei
sistemi cos`ı costruita, ed e`, in tal senso, ‘assoluta’80.
Si puo` fare ricorso sempre alle parole di Post, quelle, stavolta, della lettera
a Go¨del del 30 ottobre 1938, per introdurre la ‘svolta’ rappresentata dal
contributo di Alan Turing. Tra le ragioni infatti che Post adduce a parziale
scusante per non aver pubblicato le proprie conclusioni relative all’esistenza di
proposizioni formalmente indecidibili nel sistema dei Principia mathematica,
egli inserisce la convinzione che il risultato di maggior rilievo, la dimostrazione
dell’esistenza di problemi assolutamente irresolubili, potesse discendere da
un’analisi di “tutti i processi finiti della mente umana”.
“[Q ]uel tipo di cosa”, egli aggiunge parenteticamente, “che Turing fa nel
suo articolo sui numeri computabili”81.
Nella frase di Post e` racchiuso l’elemento che distingue l’articolo di Turing
dal titolo “Sui numeri computabili con un’applicazione all’Entscheidungspro-
blem”82, dagli altri lavori ad esso affini, e che consiste nel fatto che il suo
contributo non solo contiene una caratterizzazione ulteriore della classe delle
funzioni ricorsive generali per mezzo di una traduzione in termini matematici
dell’idea di un dispositivo meccanico calcolatore, ma fornisce un argomento a
favore dell’adeguatezza della nozione matematica rispetto al concetto inteso
80Come si e` detto, Go¨del non offre alcuna dimostrazione del risultato sulle funzioni al
quale egli allude. La terminologia utilizzata richiama alla mente un risultato di Georg
Kreisel (cfr. [Kre65b]) che permette di caratterizzare da un punto di vista della teoria dei




(quello di un uomo che esegue un computo), mediante l’analisi diretta di
quest’ultimo.
Data la rilevanza del contributo di Turing per una vicenda che, come
abbiamo visto, interessa un aspetto concettualmente essenziale della questio-
ne della generalita` dei teoremi di incompletezza, riteniamo non sia super-
fluo dedicare questo paragrafo ad un breve esame della proposta di Turing,
abbandonando cos`ı per il momento gli scritti di Go¨del.
Il nucleo concettuale del lavoro di Turing, e` quanto contenuto in un pa-
ragrafo, il nono, nel quale si offrono tre diversi tipi di argomentazioni volti
a mostrare come “i numeri ‘computabili’ includano tutti i numeri che ver-
rebbero naturalmente considerati come computabili”83, ovverosia, sostituen-
do la terminologia dell’articolo con quella piu` familiare, come le funzioni
Turing-computabili includano tutte le funzioni intuitivamente calcolabili.
Il problema dal quale dipende la correttezza di questa Tesi di Turing,
e` individuato in modo chiaro e diretto: si tratta di rispondere al quesito
“Quali sono i possibili processi che vengono messi in atto nel calcolare una
funzione?”. Dei tre argomenti presentati in risposta, e` il primo fra essi,
che e` indicato come “Un appello diretto all’intuizione” e che si propone di
esaminare il piu` direttamente possibile il procedimento messo in atto da un
‘calcolatore umano’, sul quale vogliamo concentrare la nostra attenzione.
La disamina di Turing puo` essere schematicamente suddivisa in quattro
parti: (1) l’individuazione delle condizioni che regolano il calcolo, (2) l’analisi
delle operazioni coinvolte, (3) la conseguente definizione di una controparte
matematica, (4) l’equivalenza tra questa e la nozione di ‘macchina di Turing’.
L’oggetto dell’analisi e` un uomo, il ‘calcolatore’, che, munito di carta,
penna e gomma, si appresta ad eseguire un computo. Il punto di partenza di
Turing e` il problema di individuare i passi elementari, cioe` non ulteriormente
scomponibili, che governano il procedimento, e a tal fine egli adotta alcune
restrizioni di partenza:
• anziche´ nelle due dimensioni di un normale foglio di carta, si assume che
il calcolo venga eseguito su un supporto unidimensionale (un nastro),
suddiviso in celle;
• si assume che solo un numero finito di simboli possa essere scritto nel
corso della computazione.
83[Tur36], p. 135 (NdA: la numerazione delle pagine si riferisce alla ripubblicazione del
lavoro di Turing in [Dav65], come indica la voce bibliografica).
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Mentre la prima restrizione viene ritenuta inessenziale ai fini dell’argo-
mentazione, la seconda viene ricondotta da Turing direttamente all’intento
indicato: se le operazioni individuate devono essere elementari, allora occor-
re assumere che le configurazioni simboliche vengano riconosciute in modo
immediato, cos`ı che´ la fase del riconoscimento possa essere considerata come
un’operazione basilare e non debba essere ulteriormente analizzata.
Questa convenzione nasconde in realta` uno degli elementi fondanti del-
l’intera analisi: il ‘calcolatore’ che esegue il processo e` sensorialmente e
fisicamente limitato nelle proprie capacita`84.
Un’idea del tutto simile e` alla base di un’ulteriore restrizione, relativa ad
un’altra componente essenziale del processo di calcolo:
• il numero degli “stati mentali” di colui che esegue il computo e che
devono essere considerati rilevanti ai fini dell’esecuzione del medesimo,
e` finito.
Rispetto a cio` occorre notare due cose: la prima, e` la motivazione addotta
per questa restrizione, “[s]e ammettessimo un numero infinito di stati mentali,
alcuni di essi sarebbero ‘arbitrariamente vicini’ e verrebbero confusi”85, e che
viene ricondotta da Turing alla questione delle limitazioni fisico-sensoriali a
cui si alludeva in precedenza; la seconda e` l’osservazione che Turing aggiunge
poco dopo, proponendo lo stesso argomento sotto una nuova veste, la quale
dipende essenzialmente dal fatto che “si evita di introdurre lo ‘stato mentale’
considerandone una controparte piu` fisica e definita” rappresentata da “una
nota di istruzioni [. . .] che spieghino come continuare il lavoro”86 nel caso
in cui il ‘calcolatore’ si interrompa per una pausa. Questo, per sottolineare
come il ricorso ad una simile nozione sembri piu` un ‘accidente terminologico’
dettato dalle circostanze, che non pare sottintendere alcuna velleita` di tipo
‘psicologista’ o ‘mentalista’ dietro l’intento del matematico britannico.
Turing procede a questo punto, ad isolare le condizioni alle quali avviene
84E` significativa in questo senso, la motivazione data da Turing per giustificare la se-
conda restrizione indicata nel testo (Ibid., pp, 135-136): l’incapacita` di cogliere confi-
gurazioni simboliche complesse in ogni loro aspetto ed in modo immediato, come si puo`
facilmente illustrare considerando due successioni di simboli, ad esempio 999999999999999
e 999999999999999, e riflettendo sulle difficolta` che si hanno nel dirimere la questione se




il processo di computo e dalle quali dipende il fatto che il procedimento risulti
essere deterministico e finitario87:
(D) “Il comportamento del calcolatore [umano] e` determinato in ogni mo-
mento dai simboli che sta osservando, e dal suo “stato mentale” nell’i-
stante.”
(F1) “Si puo` supporre che c’e` un limite B al numero di simboli o delle celle
che il calcolatore [umano] puo` osservare in ogni momento.”
(F2) “Si supporra` inoltre che il numero degli stati mentali che occorre
prendere in considerazione sia finito.”88
Per quel che riguarda poi le operazioni coinvolte, quelle “che sono cos`ı
elementari che non sia facile immaginare come possano essere ulteriormen-
te suddivise”, esse consistono in “qualche cambiamento nel sistema fisico
costituito dal calcolatore [umano] e dal suo nastro”89.
Si tratta quindi delle seguenti alternative:
• la sostituzione di un simbolo presente su una delle celle osservate
• il cambiamento delle celle osservate con altre celle del nastro
• una variazione dello ‘stato mentale’ del ‘calcolatore’
e di quelle derivanti dalla combinazione delle prime due con la terza.
In accordo con l’idea delle limitate capacita` sensoriali del ‘calcolatore’ di
cui si e` detto, Turing ritiene di dover assumere che le operazioni indicate
debbano rispettare le seguenti condizioni di localita`:
(L1) “Si potrebbe quindi supporre, senza perdita di generalita`, che le celle
i cui simboli vengono cambiati sono sempre celle osservate.”
(L2) “Penso sia ragionevole supporre che [le nuove celle osservate] possano
essere solo celle la cui distanza da quelle piu` vicine alle celle osservate
immediatamente prima, non ecceda una certa quantita`.”90
87Si sta procedendo, sulla falsariga della chiara e convincente analisi che dell’argomento






Il passo successivo di Turing consiste quindi nell’indicare un modello di
macchina che sia in grado di svolgere il computo alle condizioni individuate.
La descrizione di quello che dovrebbe costituire la controparte matema-
ticamente trattabile del ‘calcolatore’91, e`, sulla base dell’analisi compiuta,
estremamente sommaria e procede semplicemente facendo corrispondere agli
elementi isolati le parti di un dispositivo che e` direttamente ispirato alle ‘mac-
chine’ definite da Turing nei paragrafi iniziali del lavoro: il nastro diviso in
celle corrisponde al supporto unidimensionale sul quale avviene il computo,
le operazioni della macchina (con le dovute restrizioni) alle operazioni del
‘calcolatore’, gli stati del dispositivo, o configurazioni, agli stati mentali.
L’osservazione che “le macchine cos`ı descritte non differiscono in modo
essenziale dalle macchine calcolatrici definite al §2”, cioe` dalle ‘macchine di
Turing’ comunemente note, conduce cos`ı alla conclusione dell’argomentazione
secondo la quale “in corrispondenza di ogni macchina di questo tipo, puo`
essere costruita una [macchina di Turing] che computi la stessa successione,
ossia la stessa successione computata dal calcolatore [umano]”92.
La letteratura critica al proposito93, indica la differenza tra le ‘macchine
di Turing’, che comunemente vengono definite per operare su un simbolo alla
volta (e per tale motivo possono essere dette letter machines), e le macchine
che operano nel rispetto delle condizioni (D), (F) ed (L), con il fatto che
queste ultime possono invece operare su successioni finite di simboli (e per
questo motivo, vengono chiamate string machines).
Quindi, il risultato conclusivo a cui Turing allude, altro non e` che la
direzione non banale di una dimostrazione di equivalenza tra le ‘macchine di
Turing’ e queste string machines.
Una volta che il testo di Turing venga scomposto ed analizzato nel modo
proposto, si giunge cos`ı ad individuarne la struttura cos`ı come visualizzato
dalla figura 1.1: il procedimento di computo eseguito da un calcolatore uma-
no viene esaminato direttamente; quest’analisi concettuale conduce ((1) in
figura) alla tesi secondo la quale ‘ogni computo di questo tipo, soddisfa le
condizioni di determinatezza, finitezza e localita`’; si afferma che un calcolo
che soddisfa (D), (F) e (L) puo` essere eseguito da una ‘macchina di Turing’
che operi su configurazioni finite di simboli (passo (2)); si dimostra, o, me-
glio, si allude alla dimostrazione del fatto che ogni computo eseguito da una
91Cfr. Ibid., p. 137.
92Ibid., p. 138.











































Tesi di Turing (3)
Figura 1.1: La struttura dell’argomento di Turing secondo Sieg.
string machine possa essere eseguito su una normale ‘macchina di Turing’
( (3) ).
Non c’e` alcuna traccia, per tornare alla questione sulla quale avevamo
chiuso il paragrafo precedente, ne´ del fondamento induttivo di Post, ne´ tan-
tomeno di un sentore di circolarita`: sulla base dell’esame della nozione intesa,
se ne individua una precisa controparte matematica e si da` un teorema di
l’equivalenza tra questa e la definizione proposta inizialmente.
Si sara` notato come l’intera argomentazione dipenda da assunzioni, ‘ogni
calcolo eseguito da un matematico umano soddisfa le condizioni isolate’ e
‘ogni calcolo che soddisfa le condizioni isolate puo` essere eseguito da una
string machine’, che (per quanto indubitabilmente esenti da un vizio di cir-
colarita`) denotano il carattere essenzialmente informale dell’inferenza. Un
fatto, quello dell’impossibilita` di fornire una soluzione matematicamente sod-
disfacente, di cui Turing era ben consapevole, e, come lui, anche tutti gli altri
protagonisti di cui si e` detto finora. Un fatto che, in ogni caso, nulla toglie
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al merito del matematico britannico: aver assottigliato in modo decisivo le
distanze tra la nozione informale e la sua pretesa controparte matematica, al
punto tale da rendere trascurabili quelle rimanenti (a detta della gran parte
della comunita` logica del suo tempo).
E` stato lo stesso Go¨del, d’altra parte, ad indicare, con una precisione
che si attaglia perfettamente alla struttura individuata, l’aspetto innovativo
dell’argomento di Turing che ne spiega il valore ‘rivoluzionario’.
Nel poscritto ideato per la pubblicazione del testo delle lezioni di Prince-
ton in [Dav65], egli scrive infatti che:
Il lavoro di Turing fornisce un’analisi del concetto di ‘procedura mec-
canica’ (alias ‘algoritmo’ o ‘procedura di computazione’ o ‘procedura com-
binatoria finita’). Si mostra che questo concetto e` equivalente a quello di
‘macchina di Turing’94
E` grazie a questo (e all’opera di Kleene) che, “se ‘procedura finita’ viene ri-
tenuto significare ‘procedura meccanica’ ”, alla questione sollevata nella nota
3 di [Go¨d65a], se cioe` ogni ‘procedura finita’ sia calcolabile mediante una fun-
zione definita per recursione, “puo` essere data una risposta affermativa per la
ricorsivita` definita come nel §9 [ricorsivita` alla Go¨del-Herbrand] che equivale
alla ricorsivita` cos`ı come viene definita oggi [cioe`, alla µ-ricorsivita`]”95.
Ed e` grazie a cio`, soprattutto, se la questione della formulazione generale
dei teoremi di incompletezza puo` dirsi definitivamente risolta:
[Poiche´] una precisa ed indiscutibilmente adeguata definizione di siste-
ma formale puo` essere adesso data, e` possibile dimostrare rigorosamente per
ogni sistema formale consistente che contenga una certa quantita` di aritme-
tica finitaria, l’esistenza di proposizioni indecidibili e l’indimostrabilita` della





1.3 Una versione generale dei teoremi di in-
completezza (2): i matematici e le mac-
chine
All’alba del 193797 dunque, il problema della formulazione dei teoremi di
incompletezza in tutta la loro generalita` non nascondeva piu` alcuna questione
in sospeso. Anche se il risultato di Go¨del aveva gia` acquisito pienamente la
propria fama, un tassello di quella scoperta, rilevante da un punto di vista
concettuale, veniva cos`ı a trovare la propria definitiva collocazione.
Fino alla pubblicazione di parte del Nachlass go¨deliano nel terzo volume
dei Collected Works, poteva certo stupire che, al contrario di quanto era
lecito aspettarsi considerato il peso da lui stesso riconosciuto in piu` occasioni
al ruolo essenziale ricoperto dal contributo di Turing, Go¨del non avesse colto
l’occasione per soffermarsi sul significato della propria scoperta subito dopo
quella data.
D’altra parte, dal 1931 l’attenzione del logico austriaco si era rivolta ad
altro, sia in campo squisitamente logico (i rapporti tra logica e matematica
classica ed intuizionista con la cosiddetta ‘traduzione negativa’, il problema
della decisione per particolari classi di formule) che in quello piu` matematico-
fondazionale (il problema dell’Ipotesi del Continuo di Cantor, l’interpretazio-
ne ‘Dialectica’ e le possibili revisioni del programma hilbertiano). Solo molto
piu` tardi, a partire dagli anni ’50, esaurita la ‘spinta’ delle questioni squisita-
mente insiemistiche e sulla scia del prevalere dell’interesse per problematiche
di carattere filosofico, egli tornera` sulla questione della corretta lettura dei
teoremi di incompletezza, vuoi perche´ direttamente stimolato da quanti lo
interpellavano al proposito, vuoi perche´ preoccupato di aggiornare il quadro
delle acquisizioni scientifiche rilevanti, in vista della ripubblicazione di alcuni
articoli storici98.
97Nonostante il volume 42 dei Proceedings of the London Mathematical Society sia stato
pubblicato a cavallo tra il 1936 ed il 1937 (e consistentemente risulti annotato come volume
del 1936-37), l’articolo di Turing fu ricevuto nel maggio del 1936, letto nel novembre dello
stesso anno e pubblicato in due parti, la prima il 30 novembre, la seconda il 23 dicembre
1936.
98Come nel caso di [Go¨d31b] e [Go¨d65a], rispettivamente in [vH67] e [Dav65] (il primo
dei due in traduzione inglese, il secondo pubblicato per la prima volta). I due volumi
dei Collected Works dedicati alla corrispondenza, ad esempio, offrono molteplici spunti
per apprezzare l’attenzione che Go¨del prestava ogni qual volta era costretto a tornare
sul significato dei teoremi di incompletezza che, anche a causa della fortuna acquisita,
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Tra gli scritti inediti, esiste tuttavia un piccolo lavoro che appartiene pre-
sumibilmente al periodo storico del quale ci stiamo occupando e che contiene,
invece, proprio alcune preziose indicazioni relativamente all’interpretazione
di Go¨del di una versione generalizzata del risultato di indecidibilita`99.
Il testo, evidentemente ancora allo stato di bozza seppure per certi aspetti
gia` definito nel suo contenuto, puo` essere suddiviso in tre parti principali ed
una coda. Le tre parti sono: (1) l’esposizione del significato, matematico e
fondazionale, dei teoremi di incompletezza100; (2) la ricostruzione del percor-
so che ha portato alla precisa definizione dei concetti di ‘procedura meccanica’
e ‘sistema formale’101; (3) la prova di un teorema che permette di stabilire in
modo matematicamente rilevante il risultato di indecidibilita`102. La coda103,
contiene invece un’osservazione estremamente interessante che mette in rela-
zione i teoremi di incompletezza con il lavoro di Go¨del nel campo della teoria
assiomatica degli insiemi.
E` lo stesso Go¨del, in apertura, a sottolineare come l’interesse del contribu-
to non stia tanto nella presentazione di un nuovo risultato, quanto nel valore
che esso assume nel riassumere quanto emerge da pubblicazioni separate:
Quasi tutto quello che andro` a dire in questa conferenza e` stato dimostra-
to e pubblicato diversi anni fa, ma le pubblicazioni sono sparse in differenti
articoli e non e` quindi forse inutile raccogliere tutti questi risultati insieme
cos`ı da valutare l’intero spettro delle questioni. La sola cosa nuova e` una cer-
ta semplificazione dell’enunciato indecidibile che di principio non e` di grande
importanza ma che puo` essere interessante per i teorici dei numeri.104
venivano sottoposti talvolta a bizzarre letture (si possono vedere ad esempio i documenti
relativi alla corrispondenza con Balas, Brutian, Church (lettera 3), Follett in [Go¨d03a],
Nagel, Rappaport, Plummer in [Go¨d03b]. Alcune di queste testimonianze, verranno citate
ed utilizzate nel seguito).
99Il materiale proveniente dal Nachlass go¨deliano a cui intediamo fare riferimento, e`
stato pubblicato nel terzo volume dei Collected Works ([Go¨d95], pp. 164-175). Si tratta
di poche pagine manoscritte ritrovate senza indicazione di titolo o data. L’impostazione del
testo (che contiene anche l’indicazione di materiale da scrivere sulla lavagna), fa pensare
che fosse stato preparato per una conferenza. Approssimativamente, esso appartiene alla
fine degli anni ’30 (si veda la nota introduttiva di Martin Davis - in particolare, p. 163 -







Go¨del passa quindi ad illustrare il risultato, partendo pero` dalla ricostru-
zione del quadro concettuale che lo rende significativo.
Lo spunto a cui egli ricorre per introdurre la questione e` inconsueto ed
intrigante ad un tempo. Si tratta infatti dell’“assioma di risolubilita` di ogni
problema matematico” che David Hilbert aveva formulato al Congresso In-
ternazionale dei Matematici svoltosi a Parigi nel 1900 come “la convinzio-
ne che ogni problema matematico determinato debba essere necessariamente
passibile di una rigorosa sistemazione, o riuscendo a dare la risposta alla que-
stione posta oppure mostrando l’impossibilita` di una sua soluzione e quindi
la necessita` dell’insuccesso di ogni tentativo”105.
L’affermazione di Hilbert, soprattutto se letta in continuita` con il tipo
di programma fondazionale da lui proposto negli anni successivi, puo` essere
vista come il frutto di un sogno accarezzato lungamente nel corso della storia
del pensiero, e il cui precedente piu` illustre e` probabilmente l’idea di Leib-
niz, esposta per la prima volta nella Dissertazione sull’arte combinatoria del
1666, che fosse possibile dare vita ad una ‘lingua universale’ o ‘caratteristica’,
comune a tutti gli uomini, la quale, privata delle componenti emotive proprie
dei linguaggi naturali, avrebbe esaltato la possibilita` di comunicazione delle
conoscenze razionali fino al punto da garantire la risoluzione di ogni disputa
scientifica mediante strumenti puramente deduttivi.
Go¨del ricorda anche come Hilbert fosse cos`ı convinto della propria po-
sizione da ritenere che di questo fatto si potesse persino giungere ad una
dimostrazione matematica (almeno per il caso dell’aritmetica).
Quello che segue e` uno stringato sunto del percorso concettuale svoltosi
in quelli che sono stati alcuni tra i decenni piu` fertili in campo logico, e che,
grazie allo sviluppo della teoria della dimostrazione di marca hilbertiana,
conduce da quella ‘primordiale’ affermazione alla sua formulazione precisa
come Entscheidungsproblem, o ‘problema della decisione’.
Immaginiamo infatti, dice Go¨del, di voler verificare la convinzione di Hil-
bert circa l’esistenza di una prova matematica per la sua assunzione. Il pro-
blema deve essere innanzi tutto formulato in modo tale da renderlo passibile
di una trattazione matematica. Occorre allora, in primo luogo, riconoscere
come, almeno “[p]er ogni uomo privo di pregiudizi”, l’affermazione di Hilbert
non abbia altro significato se non che “[d]ata una proposizione matematica
105[Hil78], p.153 (NdA: il riferimento e` alla ripubblicazione in traduzione italiana del
testo dell’intervento di Hilbert nella raccolta curata da V. M. Abrusci, come da voce
bibliografica).
53
arbitraria A esiste o una prova di A o una prova di non-A, dove con ‘pro-
va’ si intende qualcosa che parte da assiomi evidenti e procede per inferenze
evidenti”106.
Posto in questo modo tuttavia, il problema non ha ancora assunto quella
forma che possa permettere una soluzione matematica, in quanto in esso
ricorre comunque la nozione informale di ‘evidenza’.
Il passo successivo, allora, e` quello di applicare a quest’ultima il tipo di
analisi che proviene dalla logica, cos`ı da ottenere la formulazione seguente
della tesi (che e` lasciata implicita nello scritto go¨deliano): esiste un sistema
formale S tale che, per ogni enunciato matematico A, o esiste in S una di-
mostrazione di A, o una dimostrazione di ¬A. E` in questa versione che la
convinzione di Hilbert (anche limitata alla sola teoria dei numeri) puo` esse-
re confutata sulla base dei teoremi di incompletezza, parafrasando i quali,
nessun sistema ‘adeguato’ per l’aritmetica puo` essere anche sintatticamente
completo, come invece richiesto.
Tuttavia, nota Go¨del, una simile risposta negativa all’aspettativa hilber-
tiana puo` avere due significati diversi. Puo` cioe` voler dire in primo luogo
“che il problema nella sua formulazione originaria ha una risposta negativa”,
oppure “che nel passaggio dall’evidenza al formalismo qualcosa e` andato per-
duto”. Ed e` facile convincersi, secondo Go¨del, che e` proprio questo secondo
il caso, “dal momento che le questioni aritmetiche che sono indecidibili in un
dato formalismo sono sempre decidibili mediante inferenze evidenti che non
sono esprimibili in esso”107.
L’osservazione di Go¨del richiama alla mente altre affermazioni analoghe,
prima fra tutte l’osservazione gia` presente alla nota 48a di [Go¨d31b]:
Come verra` mostrato nella Parte II di questo articolo, la vera ragione
dell’incompletezza inerente a tutti i sistemi formali della matematica e` il
fatto che la formazione di tipi superiori puo` essere proseguita nel transfinito
[. . .], mentre in ogni sistema formale e` disponibile solo un numero al massimo
numerabile di essi. Infatti puo` essere mostrato che l’enunciato indecidibile
qui costruito diviene decidibile ogni qual volta vengano aggiunti tipi superiori
appropriati (ad esempio, il tipo ω al sistema P ). Una situazione analoga si
verifica nel caso degli assiomi della teoria degli insiemi.108
E` possibile quindi decidere formalmente l’enunciato, indecidibile in un





sorta di variabili (per gli oggetti di tipo esattamente superiore a quelli per i
quali il sistema possiede gia` variabili) e opportuni nuovi assiomi.
Cio` che segue quindi dai teoremi di incompletezza e` quindi il fatto che
non e` possibile racchiudere l’ ‘evidenza’ matematica in un unico sistema for-
male. Equivalentemente, prosegue Go¨del nella sua disamina, si puo` dire che
dai teoremi di incompletezza discende il fatto che “non e` possibile formaliz-
zare il ragionamento matematico, cioe` non sara` mai possibile rimpiazzare il
matematico con una macchina, anche confinandosi ai problemi aritmetici”109
(dove appare essenziale, per riconciliare questa lettura con l’osservazione pre-
cedente, che Go¨del sottolinei come non sia possibile sostituire il matematico
con una macchina, ossia un singolo formalismo).
Questo significa in particolare che nel campo dell’evidenza, cioe` nel campo
della nozione di base presa nel suo senso intutivo, l’affermazione di Hilbert
rimane ancora del tutto plausibile. Non e` quindi quell’ottimismo razionalista
che pervade la visione hilbertiana che puo` essere contestato sulla base dei
teoremi di incompletezza, bens`ı l’idea, che tuttavia Hilbert avrebbe forse
sostenuto, che gli strumenti delle logica colgano in modo adeguato quella
nozione di ‘prova’ a cui l’affermazione originaria fa riferimento, e quindi che
una riformulazione di quella convinzione come ‘problema della decisione’,
relativo all’esistenza di una cornice formale entro la quale poter decidere
ogni enunciato matematico, ne sia una corretta controparte rigorosa.
L’analisi go¨deliana di una simile soluzione negativa del ‘problema della
decisione’ di Hilbert, che sembra volto ad evidenziare un carattere peculiare
del procedimento dimostrativo in matematica che non puo` essere rappresen-
tato formalmente, si combina peraltro in modo perfetto con le conclusioni
raggiunte al proposito da altre personalita` in campo logico.
Puo` infatti essere messa in relazione, ad esempio, con l’interpretazione
data da von Neumann anni prima e che risulta essere speculare a quella
di Go¨del, considerando essa gli effetti (ipotetici) di una soluzione positiva
dell’Entscheidungsproblem:
[L]’indecidibilita` [del fatto se una formula sia dimostrabile o meno] e`
anche la conditio sine qua non perche´ la pratica matematica contempora-
nea, che usa cioe` come accade, metodi di tipo euristico, abbia un qualche
senso. Il giorno in cui l’indecidibilita` non sara` piu` valida, la matematica
cos`ı come noi la intendiamo oggi cesserebbe di esistere; sarebbe rimpiazzata
da una prescrizione assolutamente meccanica, per mezzo della quale ognuno
109[Go¨d38c], p. 164-165.
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potrebbe decidere circa la dimostrabilita` o l’indimostrabilita` di una certa
proposizione.110
La conclusione di Go¨del appare molto simile anche a quell’osservazione
che Post, nella piu` volte citata lettera del 30 ottobre del 1938, aveva indi-
cato essere per lui l’implicazione della ‘scoperta’ dell’esistenza di problemi
indecidibili in senso assoluto, ossia rispetto ad ogni sistema logico:
Conclusi di conseguenza che la dimostrazione matematica e` essenzial-
mente creativa per il fatto che, una volta messo a punto un sistema formale
per esprimere il succitato [E]ntscheidungsproblem, si puo` sempre trascende-
re il sistema in questione [. . .] una conclusione raggiunta anche, credo, dal
Vostro lavoro.111
In piu`, rispetto a questi esempi, Go¨del sottolinea, passando a considerare
l’aspetto piu` tecnico di [Go¨d38c], come una volta che questo tipo di soluzione
negativa e` stato raggiunto, “[l]’interesse sta naturalmente nel trovare, per cos`ı
dire, la piu` piccola porzione della matematica che non e` formalizzabile”112.
A tal fine, egli isola la classe A dei problemi della forma:∧
x1, . . . , xm
∨
y1, . . . , ynF (x1, . . . , xm, y1, . . . , yn) = 0




. . . un’abbreviazione
per ‘per ogni . . . esistono . . .’, rispetto alla quale egli enuncia due teoremi:
1. Non esiste una procedura meccanica di decisione per ogni enunciato
della classe A.
2. In ogni sistema formale (corretto) che permette di esprimere tutte le
proposizioni della classe A, ne esiste almeno una indecidibile.
Prima di passare alla dimostrazione pero`, Go¨del si sofferma su un aspetto
non secondario del risultato cos`ı formulato:
Quando ho pubblicato per la prima volta il mio lavoro sugli enunciati
indecidibili, il risultato non poteva essere annunciato con questa generalita`
dal momento che le nozioni di procedura meccanica e di sistema formale non
avevano all’epoca ricevuto una definizione matematicamente soddisfacente.






Go¨del ripercorre quindi puntualmente tutte le tappe di cui ci siamo fino a
questo momento occupati: dalla definizione della nozione di ‘sistema forma-
le’ al rapporto tra questa e quella di ‘funzione effettivamente computabile’;
dall’individuazione delle funzioni ricorsive generali come soluzioni di oppor-
tuni sistemi di equazioni, all’analisi di Turing che ne stabilisce l’adeguatezza
con la nozione informale. La conferma dell’assoluta rilevanza del percorso
tracciato, traspare dalle parole riservate per quest’ultimo passaggio e per il
ruolo ricoperto dal contributo di Turing in particolare:
Che questa [ricorsivita` alla Go¨del-Herbrand] sia davvero la definizione
corretta di computabilita` meccanica e` stato stabilito oltre ogni dubbio da
Turing. [. . .] Egli ha mostrato come le funzioni calcolabili definite in questo
modo sono esattamente quelle per le quali e` possibile costruire una macchina
con un numero finito di parti che sara` in grado di fare quanto segue. Scritti su
un nastro di carta numeri n1, . . . , nr qualsiasi, messo il nastro nella macchina
e avviato il meccanismo, dopo un numero finito di passaggi la macchina si
fermera` ed il valore della funzione sull’argomento n1, . . . , nr sara` stampato
sulla carta.114
Segue, quindi, la dimostrazione dei due teoremi indicati.
La prova si compone di due passaggi essenziali: dal Teorema di Enume-
razione di Kleene115, segue che, per ogni insieme ricorsivamente enumerabile
D, esiste un m ∈ N tale che:
x ∈ D ⇔ ∨ yT1(m,x, y) (1.3)
dove T1 e` un predicato ricorsivo primitivo.
E` una semplice applicazione di questo risultato, concludere allora che
l’insieme K := {n ∈ N | ∧ y¬T1(n, n, y)} non puo` essere ricorsivamente enu-
merabile (perche` se lo fosse allora, per (1.3), per qualche k ∈ N, si avrebbe
x ∈ K ⇔ ∨ yT1(k, x, y), da cui la contraddizione segue immediatamente per
x = k). Cio` implica che la classe di problemi B := {∨ yT1(n, n, y) | n ∈ N}
non e` decidibile, ossia vale per essa il teorema 1 enunciato in precedenza.
Quel risultato (rispetto alla classe A) discende allora come corollario dal
seguente lemma fondamentale che Go¨del dimostra: per ogni relazione pri-
mitiva ricorsiva S(x1, . . . , xl) esiste un polinomio a coefficienti interi F con
m+ n+ l variabili tale che, per ogni k1, . . . , kl ∈ N:
S(k1, . . . , kl)⇔
∧
x1, . . . , xm
∨
y1, . . . , ynF (k1, . . . , kl) = 0 (1.4)
114Ibid., p. 166.
115Go¨del si riferisce presumbilmente alla versione del risultato contenuta in [Kle36].
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Sostanzialmente, la tecnica di prova e` la stessa che aveva dato a Go¨del la
possibilita` di dimostrare risultati simili in precedenza116, e dei quali, quindi,
il lemma (1.4) puo` essere visto come un raffinamento.
La dimostrazione del lemma viene ricostruita da Go¨del come segue.
Data la relazione primitiva ricorsiva S(x1, . . . , xl), consideriamone la fun-
zione caratteristica fS anch’essa ricorsiva primitiva e, dunque, computabi-
le (nel senso della definizione Go¨del-Herbrand). Sia dunque E1, . . . , Em il
sistema di equazioni in φ1, . . . , φk tale che, per ogni l-pla n ∈ Nl 117:
fS(n) = u⇔ E1, . . . , Em ` u = φk(n) (1.5)
Dalla definizione segue che, per ogni possibile scelta dell’argomento, solo
un numero finito di valori noti di ognuna delle φj e` necessario per calcolare
il valore della fS.
Questa osservazione equivale a considerare le φj definite solo in un certo
dominio (quello nel quale cadono gli argomenti in corrispondenza dei quali
le funzioni assumono i valori che occorrono), e cio` fa s`ı, osserva Go¨del, che
(1.5) possa essere equivalentemente espressa come:
fS(n) = u ⇔
∨
φ1, . . . , φk
∨
x1, . . . , xk
∧
y
[y < x1 → E1 ∧
y < x2 → E2 ∧
∧ . . .∧
n < xk ∧ u = φk(n) ∧
B1 ∧ . . . ∧Br]

W (φj, xi,y,n)
dove le condizioni aggiuntive B1, . . . , Br, risultano essere necessarie nel
caso in cui, tra le φj, vi sia qualche funzione, ad esempio φs, che sia definita
in termini di qualche altra, sia essa, per limitarsi al caso piu` semplice, la sola
φp.
Se cos`ı fosse, si avrebbe allora, per qualche 1 ≤ q ≤ r:
Bq ≡ y < xp → φs(y) < as
116Intendiamo riferirci ai risultati citati in [Go¨d31b] (Teor. VII, pp. 182-184) e [Go¨d65a]
(§8, pp. 363-367) relativi alla reinterpretazione come formule aritmetiche degli enunciati
formalmente indecidibili.
117Nel seguito si assumera` che le lettere m,n, . . . , u, v, . . . varino su elementi di N, e le
corrispettive in grassetto m,n, . . . ,u,v, . . . su successioni (di lunghezza appropriata) di
numeri naturali. Stessa convenzione, vale per le variabili e per i numerali.
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che permette di esprimere come la conoscenza di φp nel suo dominio, sia
una condizione sufficiente per calcolare la φs nel proprio.
Fissato allora un certo argomento n della fS, siano indicati con a1, . . . , arj
le successioni dei valori delle φj in questione (cioe` le funzioni occorrenti nel
calcolo di fS(n)), per ogni 1 ≤ j ≤ k.
Mediante la tecnica gia` adottata da Go¨del nei lavori precedenti, si dimo-
stra, usando il Teorema Cinese del Resto, che e` possibile codificare ognuna
di queste successioni mediante la funzione β(x, y, z) che calcola il valore del
resto della divisione di x per 1 + (1 + z)y118.
Si dimostra cioe` che esistono cj, dj ∈ N tali che, per ogni 1 ≤ ij ≤ rj e
1 ≤ j ≤ k:
aij = β(cj, dj, ij)





yW (n, cj,dj,xj,y) (1.6)
dove W (n, cj,dj,xj,y) e` una relazione costruita mediante le operazioni
booleane a partire da uguaglianze e disuguaglianze contenenti le applicazioni
della funzione β (eventualmente ‘annidate’, nel caso in cui qualcuna delle φj
sia definita in termini di qualche altra funzione di quella stessa successione).






da cui segue119 l’equivalenza di S(n) con un’espressione che possiede
intanto un prefisso della forma desiderata.
Per ottenere il risultato voluto, basta quindi osservare che la matrice puo`
essere trasformata spostando il complemento lungo W secondo le opportune
leggi per le operazioni booleane ed eliminando le conseguenti disuguaglianze,
disequazioni e occorrenze ‘annidate’ della β mediante le seguenti equivalenze:
x 6= 0 ⇔ ∨ y(x = y + 1)
x ≤ y ⇔ ∨ z(y = x+ z)
x = β(c, d, β(c′, d′, i)) ⇔ ∨ y(x = β(c, d, y) ∧ y = β(c′, d′, i))
118Per una dimostrazione di questo fatto si veda, ad esempio, [Go¨d65a], p. 365.
119Ovviamente per il fatto che S(n)⇔ fS(n) 6= 1.
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L’equivalenza di (1.4) puo` essere quindi ottenuta dall’espressione risul-
tante, utilizzando le seguenti corrispondenze:
A = 0 ∧B = 0 ⇔ A×B = 0
A = 0 ∨B = 0 ⇔ A2 +B2 = 0
e riducendo infine alla forma prenessa.
Come si diceva, dato (1.4), il teorema 1 enunciato da Go¨del segue come
un semplice corollario, dal momento che quel risultato implica l’esistenza di
un opportuno polinomio G tale che:
T 1(x, x, z)⇔
∧
x1, . . . , xm
∨
y1, . . . , ynG(x, z) = 0
che permette di stabilire una corrispondenza tra i problemi appartenenti
al complemento della classe B su indicata e gli elementi della classe A a cui
si riferisce l’enunciato del teorema 1, e di far quindi seguire l’indecidibilita` di
quest’ultima dalla non ricorsivita` di B.
Per quel che riguarda poi il teorema 2, esso segue dall’osservazione ba-
nale che se esistesse un sistema formale corretto e sintatticamente completo
rispetto alla classe A, avremmo anche, contrariamente a quanto appena di-
mostrato, una procedura meccanica di decisione per essa (ossia la macchina
di Turing che enumera l’insieme dei teoremi del sistema in questione).
Quel che risulta essere rilevante rispetto all’argomentazione proposta da
Go¨del, che come si e` fatto notare utilizza metodi di prova e risultati gia` ac-
quisiti, e` piuttosto il fatto seguente: i teoremi di incompletezza seguono come
corollario dall’indecidibilita` algoritmica della matematica o, piu` precisamen-
te, della teoria delle equazioni diofantee, un fenomeno al quale Go¨del, come
abbiamo visto, si riferisce ricorrendo alla suggestiva formula secondo la quale
il matematico, in tale ambito, “non puo` essere sostituito da una macchina”.
E` poi il carattere peculiare degli enunciati formalmente indecidibili, i quali
cioe` divengono dimostrabili o refutabili nel sistema di tipo immediatamente
superiore a quello considerato, a spingere Go¨del a ritenere che la convinzio-
ne di Hilbert circa la resolubilita` di ogni questione matematica non venga
intaccata da questa conclusione.
L’osservazione che chiude questo lavoro inedito, torna pero` sulla questio-
ne:
Non lascerei tuttavia passare sotto silenzio il fatto che esistono apparen-
temente questioni con una struttura molto simile che sono con molta proba-
bilita` indecidibili nel primo dei due sensi che ho esposto precedentemente. La
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differenza nella struttura di questi problemi sta soltanto nel fatto che in que-
sti polinomi compaiono anche variabili per i numeri reali. Questioni connesse
con l’ipotesi del continuo di Cantor portano a problemi di questo tipo. Non
sono ancora riuscito a dimostrarne l’indecidibilita`, ma ci sono considerazioni
che rendono altamente plausibile il fatto che lo siano effettivamente.120
La nota si chiarisce parzialmente se confrontata con alcuni passi di tenore
analogo contenuti nei contributi inediti dello stesso periodo e dedicati alla
dimostrazone di consistenza dell’Ipotesi del Continuo e dell’Assioma di Scelta
con gli assiomi della teoria degli insiemi ZF.
In una conferenza tenuta a Go¨ttingen nel 1938, ad esempio, Go¨del sotto-
linea come questa dimostrazione di consistenza “non sia affetta” dall’esten-
sione del formalismo rispetto al quale essa viene data, per mezzo di nuovi
assiomi evidenti e si puo` dimostrare, anzi, che essa “continua a valere immu-
tata” anche per il formalismo esteso, “cos`ı che´ essa vale in senso assoluto,
per quanto possa avere senso, oggi, parlare di consistenza assoluta”121.
Poco dopo, quasi alla fine dell’intervento, si legge ancora:
La consistenza della proposizione A (che ogni insieme e` costruibile) ha
anche un interesse intrinseco, specialmente perche´ e` estremamente plausibile
che con A si abbia a che fare con una proposizione assolutamente indecidibile,
rispetto alla quale la teoria degli insiemi si biforca in due sistemi differenti,
simili alla geometria Euclidea e a quella non-Euclidea.122
Come nel caso dell’inedito analizzato in precedenza, Go¨del conclude sotto-
lineando come egli non sia ancora in possesso della dimostrazione di consisten-
za anche per la negazione di A (e quindi dell’indipendenza della medesima),
ma si dice convinto di questo fatto.
Del tutto simile alle precedenti, e` l’osservazione contenuta nella confe-
renza alla Brown University dell’anno successivo, con la quale Go¨del intende
evidenziare come la dimostrazione di consistenza dell’assioma di costruibilita`
e dell’Ipotesi del Continuo sia assoluta, ossia “indipendente dal particolare
formalismo scelto per la matematica”123: cio` risulta dal fatto che essa “funzio-
na per sistemi di tipo arbitrario”, e ‘trascende’ quindi il “modo piu` generale”






Egli prosegue successivamente, accennando, come nel passo di [Go¨d38c],
alla struttura di queste proposizioni indecidibili in senso assoluto e riassu-
mendo in una suggestiva disgiunzione la situazione derivante dal non essere
ancora riuscito a fornire una prova completa di quest’indecidibilita`:
Si ha poi che A e` equivalente a proposizioni della forma seguente:
(P )[F (x1, . . . , xk, n1, . . . , nl) = 0] dove F e` un polinomio con coefficienti inte-
ri dati e due sorta di variabili xi, n[j] dove le xi sono variabili per numeri reali
e le n[j] variabili per interi, e dove P e` un prefisso, ossia una successione di
quantificatori composti da queste variabili xi e n[j]. Non sono ancora riuscito
a dimostrare che A, e quindi che questa proposizione relativa al polinomio in
questione, e` effettivamente indecidibile, ma quello che si puo` dimostrare dato
il risultato da me presentato in questa conferenza e` naturalmente questo: O
questa proposizione e` assolutamente indecidibile, oppure [esiste un sistema
formale ottenuto da ZF per aggiunta di nuovi, evidenti assiomi nel quale A
e` dimostrabile e] l’ipotesi del continuo di Cantor e` [anch’essa] dimostrabile
(dal momento che A implica l’ipotesi del continuo).124
Da quanto si dice nei passi qui citati si deve desumere quanto segue: che
alla fine degli anni ’30 Go¨del era convinto dell’indecidibilita` dell’assioma di
costruibilita` e dell’Ipotesi del Continuo; che egli fosse in possesso di una di-
mostrazione dell’indipendenza quantomeno della prima proposizione rispetto
ad un sistema arbitrario nella gerarchia dei formalismi tipati125; che egli rite-
nesse questo fatto un indizio decisivo della natura assoluta dell’indecidibilita`
della proposizione in questione, in contrasto con quella solo relativa degli
enunciati formalmente indecidibili della memoria del 1931, cioe` un indizio,
vale la pena sottolinearlo, del fatto che ne´ per la proposizione in questione, ne´
per la sua negazione puo` esistere una prova, nel senso informale del termine.
124Ibid., p. 185.
125Una testimonianza diretta su questo punto in particolare, potrebbe celarsi dietro il
brano tratto dalla corrispondenza con Church risalente alla meta` degli anni ’60 e motivato
dalla richiesta di Church, al quale era stato affidato il compito di tenere un breve discorso
in occasione della consegna della medaglia Fields a Paul Cohen nell’agosto del 1966, di
un chiarimento circa certe dicerie sui risultati non pubblicati da Go¨del sull’Ipotesi del
Continuo (in special modo delle voci giuntegli circa l’esistenza di una dimostrazione di
Go¨del di indipendenza, precedente a quella di Cohen). Nell’ultima lettera, datata 29
settembre 1966, Go¨del suggerisce a Church ([Go¨d03a], p. 373) di inserire un passaggio che
si riferisce al fatto di come egli fosse in possesso di una dimostrazione della consistenza
dell’assioma di costruibilita` dalla teoria dei tipi che egli riteneva potesse essere estesa ad
una dimostrazione di indipendenza dell’assioma di scelta dallo stesso formalismo. Egli
aggiunge anche di aver deciso di non pubblicare niente al riguardo perche´, tra l’altro,
riteneva il risultato “di scarso interesse filosofico”126.
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E` pur vero che alla luce delle affermazioni contenute nei lavori successivi
a quelli fin qui considerati e dedicati in particolare all’attivita` go¨deliana nel
campo della teoria assiomatica degli insiemi, sembra plausibile ritenere che
la posizione di Go¨del cos`ı articolata non sara` destinata a reggere alla prova
del tempo: come si vedra` piu` avanti127, e` lecito pensare che tale mutamento
d’opinione possa essere avvenuto in relazione alla riflessione da parte di Go¨del
intorno ai cossidetti ‘assiomi dell’infinito’.
Tuttavia, e` rilevante che il decennio durante il quale l’opera di profon-
da chiarificazione concettuale intorno alla nozione di ‘funzione computabile’,
permise infine di enunciare i teoremi di incompletezza in tutta la loro ge-
neralita` (che, a detta di Go¨del, si traduce in una limitazione fondamentale
delle ‘capacita` matematiche’ di una macchina astratta), si chiuda con una
riflessione sull’esistenza di questioni indecidibili in modo assoluto per ogni
matematico (umano). Un fatto che e` significativo, sia, come si vedra` piu`
approfonditamente nel capitolo seguente, perche´ cio` costituisce un passaggio
importante per lo sviluppo del pensiero di Go¨del, sia, piu` in generale, per il
tipo di speculazione a cui i teoremi di incompletezza darranno adito (alcune




I teoremi di incompletezza e le
loro implicazioni
Nel ricostruire il percorso storico e concettuale che ha condotto alla for-
mulazione dei teoremi di incompletezza nella loro massima generalita` e ad
un’analisi, da parte di Go¨del, delle ricadute filosofiche e fondazionali del ri-
sultato, si sono incontrate una serie di questioni rilevanti che, a causa del
taglio che si e` voluto dare al capitolo, non sono state di fatto approfondite.
E` quello che ci si propone invece di fare adesso, sempre sulla base de-
gli scritti di Go¨del, isolando in modo particolare quelle che permettono di
fare luce sulla genesi del risultato e delineino meglio la posizione di Go¨del
relativamente alla valenza della propria scoperta.
2.1 I principi euristici della scoperta: Go¨del
e Tarski
Tra i documenti che attestano uno sguardo retrospettivo di Go¨del al quadro
storico e culturale nel quale egli si trovo` ad effettuare le proprie scoperte,
certamente le due lettere spedite ad Hao Wang il 7 dicembre del 1967 e il 7
marzo 1968, che sono solo una piccola testimoniananza della stretta relazione
che avrebbe legato i due personaggi nell’ultima fase della vita di Go¨del e che
sono divenute ormai familiari dal momento della loro parziale pubblicazione
in [Wan74], meritano un posto d’onore per almeno due motivi.
In primo luogo, perche´ come nel caso del passo dell’intervento alla con-
ferenza di Ko¨nigsberg con il quale si e` voluto aprire il capitolo precedente,
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ma persino in modo piu` significativo, si tratta di documenti nei quali Go¨del
cerca di fornire una ricostruzione d’insieme, che comprenda cioe` alcuni dei
risultati piu` importanti da lui ottenuti (nel caso specifico si tratta, oltre che
del teorema di completezza semantica e dei risultati di incompletezza, anche
della prova di consistenza dell’Ipotesi del Continuo e dell’assioma di scelta).
In secondo luogo, perche´ l’operazione viene condotta all’insegna della
volonta` di stabilire un preciso ‘sodalizio euristico’ tra convinzioni filosofico-
fondazionali e ricerca matematica, un fatto che e` probabilmente uno degli
elementi alla base dell’interesse che continua a suscitare l’opera go¨deliana
nel suo complesso.
Nello specifico, le lettere in questione dovevano essere una risposta alla
richiesta, da parte di Wang, di rivedere e correggere una prima bozza di in-
troduzione ad una raccolta di scritti del logico norvegese Thoralf Skolem128.
L’occasione serv`ı a Go¨del soprattutto per chiarire ulteriormente129 la rela-
zione tra la propria dimostrazione del teorema di completezza semantica del
calcolo predicativo classico del prim’ordine, e certi lavori di Skolem, nei quali,
apparentemente, tutte le nozioni ed i risultati necessari allo scopo, erano gia`
contenuti.
La prima parte del passo seguente, dunque, nella quale Go¨del individua
cio` che a suo dire costitu`ı il vero motivo alla base della mancata individua-
zione della soluzione alla questione della completezza semantica nei lavori di
Skolem, e` dunque riferita in particolare a questo risultato.
Tuttavia, e` lo stesso Go¨del poco dopo (cos`ı come documentato nella cita-
zione, dal prosieguo della lettera), ad individuare nella medesima ragione l’e-
lemento di novita` contenuto nella dimostrazione dell’esistenza di proposizioni
formalmente indecidibili:
Questa cecita` (o pregiudizio, o comunque lo si voglia chiamare) dei logici
[nei confronti delle conseguenze dei lavori di Skolem] e` davvero sorprendente.
Ma credo che la spiegazione non sia difficile da trovare. Giace nella mancanza
diffusa, a quel tempo, della necessaria attitudine epistemologica verso la
metamatematica e verso il ragionamento non-finitario.
Il ragionamento non finitario in matematica era infatti generalmente con-
siderato dotato di senso solo fino a quando fosse possibile ‘interpretarlo’ o
‘giustificarlo’ in termini di una metamatematica finitaria. Questo punto di
vista, conduce quasi inevitabilmente all’esclusione del ragionamento non fi-
nitario dalla metamatematica. [. . .] Inoltre, ammettere elementi transfiniti,
128[Sko70].
129Allo stesso argomento sono dedicati alcuni documenti che fanno parte della
corrispondenza di Go¨del con J. van Heijenoort (cfr. [Go¨d03b], pp. 307-325).
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‘privi di senso’ nella metamatematica, risultava incoerente con la stessa idea
di scienza prevalente all’epoca. Perche´, secondo quest’idea, la metamate-
matica era la porzione significativa della matematica, attraverso la quale i
simboli matematici (di per se´ privi di senso) acquisiscono un sostituto del
significato, ossia certe regole d’uso. [. . .]
Vorrei aggiungere che la mia concezione oggettivista della matemati-
ca e della metamatematica in generale, e del ragionamento transfinito in
particolare, e` stata fondamentale anche per gli altri miei lavori in logica.
Come si poteva pensare, altrimenti, di esprimere la metamatematica
negli stessi sistemi matematici, se questi ultimi sono considerati come costi-
tuiti di simboli privi di senso che acquisiscono un sostituto di significato solo
attraverso la metamatematica?130
In parte, l’interesse del luogo citato risiede, come gia` accennato poc’anzi,
nel fatto di essere una preziosa fonte di informazioni sull’approccio filosofico
di Go¨del (e su certi aspetti della psicologia del personaggio, convinto di ope-
rare in un ambiente culturalmente ‘ostile’), tanto da far passare in secondo
piano ogni valutazione di merito circa la veridicita` del quadro delineato, sia
per quel che riguarda il contesto culturale, sia per cio` che concerne l’effettiva
integrita` della propria posizione.
Ma questo non e` l’unico elemento significativo che sia riconducibile all’ar-
gomento principale del presente lavoro. Qualche informazione in piu`, infatti,
la si ricava da quanto Go¨del dice in un passo di poco successivo a quello della
citazione precedente, e che recita:
Si dovrebbe infine notare che il principio euristico per la mia costruzio-
ne degli enunciati aritmetici indecidibili nei sistemi formali per la matema-
tica, risiede nel concetto altamente non costruttivo di ‘verita` matematica
oggettiva’, in opposizione a quello di ‘dimostrabilita`’, con il quale veniva
generalmente confuso prima del mio lavoro e di quello di Tarski.131
Sullo stesso punto, Go¨del torna anche nella lettera a Wang del 7 marzo
1968, laddove egli, nel ribadire l’elemento alla base dell’ ‘attitudine espistemo-
logica’ che di fatto impediva, a coloro i quali condividessero l’impostazione
di fondo della ricerca scientifica prevalente all’epoca, di fare le sue stesse
scoperte, sottolinea come “i formalisti consideravano la dimostrabilita` for-
male come un’analisi del concetto di verita` matematica e quindi non erano





Esistono gia` nella letteratura alcuni luoghi dai quali si possono trarre
informazioni per gettare luce sulle affermazioni di Go¨del133. Il punto cruciale
e` racchiuso nella cronaca storica della genesi della scoperta go¨deliana secondo
la quale, concluso il proprio Habilitationschrifft134, Go¨del intendeva in realta`
tentare inizialmente, ispirato dallo studio degli scritti del matematico tedesco,
di risolvere il problema di Hilbert riguardo all’esistenza di una dimostrazione
di consistenza per l’analisi mediante metodi di prova finitari. Egli si trovo` cos`ı
a cercare di dimostrare la consistenza dell’analisi nel sistema per l’aritmetica.
Go¨del si accorse pero` che la tecnica a cui egli aveva deciso di ricorrere,
identificare le variabili di ordine superiore (per i numeri reali o, equivalen-
temente, per gli insiemi) con formule aritmetiche e verificare l’assioma di
comprensione mediante il predicato di verita` per queste formule, portava,
nel formalismo scelto, a contraddizioni del tutto analoghe ai paradossi del
linguaggio naturale come quello di Richard o ‘del mentitore’135. Da qui,
egli dovette trarre l’indicazione fondamentale, il “principio euristico”, che lo
avrebbe condotto poi alla dimostrazione dei teoremi di incompletezza.
Sebbene la storia sia nota, crediamo non sia vano, sia per una questione
di merito che, piu` metodologicamente, di corretta indicazione delle fonti,
ricostruirla nello spirito che abbiamo fin qui deciso di adottare, seguendo cioe`
le tracce ed i riferimenti ad essa che emergono dal materiale riconducibile allo
stesso Go¨del.
133Ad esempio, [Wan81] e [Daw96].
134Cioe` [Go¨d29].
135Seguendo l’interpretazione di Feferman ([Fef84]), si puo` spiegare quanto affermato nel
testo come segue: si consideri un’enumerazione delle formule aritmetiche contenenti una
variabile libera e si assuma che le variabili insiemistiche varino su N. Si ha allora che
“x ∈ y” viene aritmeticamente interpretato con “φx(y) e` vera”. Cio` conduce quindi alla
necessita` di definire il predicato di verita` per gli enunciati aritmetici e alla possibilita`
di formalizzare i paradossi del linguaggio naturale. Ad un livello storico, il ruolo non
secondario che Go¨del riserva alla problematica rappresentata dai paradossi, potrebbe far
nascere il quesito: come era egli venuto a conoscenza della questione? La risposta piu`
immediata e naturale, sarebbe quella di indicare la fonte primaria negli scritti di Russell
che Go¨del indubbiamente conosceva. Non e` improbabile tuttavia che, data l’importanza
via via acquisita dalla disamina delle antinomie, essa fosse divenuta patrimonio comune
anche di testi matematici di carattere manualistico.
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2.1.1 Il ruolo della verita` nei teoremi di incompletezza
A conferma di quanto appena ricordato e a ulteriore chiarimento di quanto
Go¨del dice nelle due lettere a Wang succitate, e` possibile indicare due passi
estrapolati dai documenti sempre facenti parte il materiale della corrispon-
denza go¨deliana, e che appartengono agli stessi anni dello scambio epistolare
con Wang.
Il primo in ordine di tempo, fa parte della copia ritrovata tra le carte
del Nachlass di una lettera spedita a Jean van Heijenoort il 22 febbraio
1964 e si inserisce nel quadro dello scambio epistolare tra i due dedicato alla
revisione per approvazione della traduzione di [Go¨d31b], che sarebbe poi stata
pubblicata in [vH67]. Il passaggio a cui intendiamo riferirci, e` il poscritto al
corpo della lettera che recita136:
Forse Lei e` stato confuso dal fatto che una volta ho affermato che il ten-
tativo di dare una dimostrazione di consistenza relativa dell’analisi condusse
alla dimostrazione dell’esistenza di proposizioni indecidibili, e in un altra
occasione [ho detto] che il principio euristico e la prima versione della dimo-
strazione furono quelli indicati nel par. 7 delle mie conferenze di Princeton
del 1934. Tuttavia fu proprio la prova di consistenza relativa che rese neces-
sario formalizzare sia “vero” che “dimostrabile” e condusse forzatamente ad
un confronto da questo punto di vista tra le due [nozioni].137
Il secondo passo e` tratto invece dalla bozza per una lettera di risposta,
mai inviata, a Yossef Balas, studente presso la University of Northern Iowa,
che era in cerca di informazioni relative alla genesi dei teoremi di incomple-
tezza138. Il passaggio scelto, seppur con qualche dovizia in piu` nei dettagli
tecnici, conferma tutte le indicazioni provenienti dalla citazione precedente:
Ho spiegato il principio euristico per la costruzione di enunciati indeci-
dibili in un sistema formale dato, nelle conferenze che ho tenuto a Princeton
nel 1934. [. . .] L’occasione per confrontare la verita` e la dimostrabilita` ven-
ne dal tentativo di dare una dimostrazione di consistenza model-teoretica
e relativa dell’analisi nell’aritmetica. Cio` conduce quasi per necessita` ad
136Come informa la nota editoriale al passo della citazione seguente ([Go¨d03b], p. 313),
c’e` su questo punto una discrepanza tra la copia della lettera rinvenuta tra le carte dell’In-
stitute for Advanced Studies di Princeton, e quella poi effettivamente spedita. E` dunque
probabile che l’osservazione di Go¨del non sia mai arrivata a van Heijenoort.
137Ibid., p. 313.
138La lettera, ritrovata in evidente forma preparatoria, non e` datata. La lettera di Balas,
inviata all’American Mathematical Society e da questa girata a Go¨del, e` del 27 maggio
1970. La risposta di Go¨del deve essere stata approntata non molto piu` tardi.
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un simile confronto. Perche´, un modello aritmetico per l’analisi non e` al-
tro che una ∈-relazione aritmetica che soddisfi l’assioma di comprensione:
∃n(x)[x ∈ n ≡ φ(x)]. Ora, se qui “φ(x)” viene rimpiazzato da “φ(x) e`
dimostrabile”, una simile ∈-relazione e` facilmente definibile. Quindi, se la
verita` fosse equivalente alla dimostrabilita`, si sarebbe raggiunto lo scopo.
Tuttavia (e questo e` il punto decisivo) segue dalla corretta soluzione ai pa-
radossi semantici che la “verita`” delle proposizioni di un linguaggio non puo`
essere espressa nel linguaggio stesso, mentre la dimostrabilita` (essendo una
relazione aritmetica) puo` [esserlo].139
Come nella ricostruzione sommaria della vicenda da parte nostra di poco
fa, Go¨del conferma che fu proprio la metodologia della prova di consistenza da
lui adottata, a rendere chiaro il fatto fondamentale: mentre ogni tentativo
di esprimere il predicato di verita` per le formule di un linguaggio formale
e` destinato all’insuccesso a causa della contraddizione basilare che, come
e` noto, dipende dalla tecnica cantoriana della diagonalizzazione, lo stesso
non si da` nel caso del predicato di dimostrabilita` formale, proprio perche´,
con questa seconda nozione, si ha a che fare con una relazione aritmetica e
quindi aritmeticamente definibile.
Il riferimento a [Go¨d65a] che accumuna i due passi citati, ci riporta al
paragrafo che, nel testo delle conferenze tenute da Go¨del a Princeton, ha
come titolo “Relazione del precedente argomento con i paradossi”. Il para-
grafo, contiene infatti una riflessione che connette l’argomento di esistenza
di proposizioni formalmente indecidibili al problema delle antinomie, sulla
base dello spunto offerto dal fatto che le proposizioni in questione sono in
realta` (logicamente equivalenti a) enunciati costruiti a partire dalle proprieta`
metateoriche del sistema formale e che, dunque, ‘dicono qualcosa’ sul sistema
formale e su esse stesse.
La loro costruzione e` lo spunto per una critica della soluzione ai parados-
si adottata da Whitehead e Russell (e permette quindi a noi di riconciliare
l’affermazione di Go¨del nel passo della lettera a Balas, su quella che lui consi-
derava la soluzione “corretta” al problema140): il criterio che una proposizione
non possa ‘affermare alcunche´’ su se stessa e` giudicato da Go¨del “troppo dra-
stico”. Infatti, un risultato come il Lemma di Diagonalizzazione141 esclude
139[Go¨d03a], pp. 9-10.
140Si dovrebbe comunque tenere presente la visione articolata che Go¨del aveva del
problema delle antinomie (si veda, al proposito, [Wan96], in particolare pp. 269-273).
141Il riferimento da parte di Go¨del a questo risultato, la nota al passo che attribuisce
la paternita` del medesimo a Carnap (l’indicazione e` [Car34], p. 91), le tracce di una
discussione tra Go¨del e Carnap al proposito presenti nella corrispondenza tra i due (si
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che si possano considerare privi di senso enunciati che, in relazione ad ogni
proprieta` metateorica del sistema dato ed esprimibile nel suo linguaggio, “di-
cono di se stessi di possedere quella proprieta`”. Tuttavia, nota Go¨del, “questa
costruzione e` valida solo se la proprieta` [in questione] puo` essere espressa nel
sistema”, quindi “la soluzione del paradosso di Epimenide”, ad esempio, “sta
nel fatto che questo non vale per tutte le proprieta` metamatematiche”142.
Quanto segue, che permette di “stabilire questo fatto in modo piu` forma-
le”, e` presentato come “l’argomento euristico dell’esistenza di proposizioni
indecidibili”, ed altro non e` che l’argomento ‘non costruttivo’ che rappre-
senta un modo alternativo per guardare alla dimostrazione go¨deliana, che
abbiamo incontrato nell’esaminare la corrispondenza con Zermelo nel §1.1:
considerato che la classe A dei go¨deliani delle formule vere di un linguaggio
non puo` essere espressa mediante un predicato appartenente al linguaggio
stesso (come dimostra, osserva Go¨del, la medesima procedura di diagona-
lizzazione all’origine dell’enunciato indecidibile applicata pero` alla formula
¬T (sost(x, y)), dove T e` l’ipotetico predicato di verita` e sost, la rappresen-
tazione formale della funzione di sostituzione); considerato che, al contrario,
risulta esprimibile formalmente l’insieme B dei codici dei teoremi, si ha che
A 6= B. Dunque, se si assume la correttezza del sistema, B ⊆ A, si ha
B ⊂ A: esiste almeno una formula vera α non dimostrabile; ¬α e` percio`
falsa, e, per l’assunzione di correttezza, anch’essa non dimostrabile; dunque,
α e` indecidibile.
La ricostruzione di Go¨del intende di fatto spingere a vedere i teoremi
di incompletezza come un risultato che, al pari dei lavori di Tarski dedica-
ti all’indagine sistematica intorno al problema della verita`, ha condotto ad
un mutamento significativo nel modo di guardare alla questione, ed in par-
ticolare all’abbandono dell’illusione che, con la precisazione del concetto di
‘dimostrabilita` in un sistema formale’, si fosse in possesso di uno strumento
adeguato per la sua soluzione.
E` noto peraltro come l’osservazione di Go¨del sia importante anche per un
altro verso.
Tra le affermazioni go¨deliane piu` frequenti relative al risultato di incom-
pletezza, vi e` quella che tende a sottolineare come gli enunciati formalmente
indecidibili in un dato sistema formale, divengono decidibili formalmente in
veda in particolare, [Go¨d03a], p. 349), sono di particolare interesse storico tenendo conto
del fatto che il lemma fa parte ormai integrante di ogni presentazione standard dei teoremi
di incompletezza, ma che invece non compare nella dimostrazione originaria data da Go¨del.
142[Go¨d65a], p. 363.
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un sistema del tipo immediatamente superiore, anche se, rispetto a quest’ulti-
mo formalismo, emerge la questione dell’indecidibilita` di nuove proposizioni,
dello stesso ‘tipo’ delle precedenti. In molti dei lavori e delle testimonianze
documentali fin qui presi in considerazione, si trovano riferimenti di questo
genere.
E` il caso infatti, per citare qualche esempio, dell’accenno contenuto in
[Go¨d38c], da noi gia` messo in evidenza, circa l’esistenza di inferenze “altret-
tanto evidenti di quelle date”, che permettono di decidere formalmente gli
enunciati indecidibili in un formalismo di partenza. Oppure, e` un caso ancor
piu` chiaro quello di [Go¨d36], in cui il risultato principale dell’articolo, la pos-
sibilita`, in un certo sistema Si della gerarchia dei sistemi tipati ivi introdotta
da Go¨del, di abbreviare la lunghezza delle dimostrazioni dei teoremi dei si-
stemi precedenti, viene presentato come un fatto che completa, in un certo
senso, quanto segue dai teoremi di indecidibilita`: l’esistenza in Si di teoremi
nuovi, rispetto a quelli dei sistemi precedenti nella gerarchia143.
Il luogo piu` celebre, anche perche´ costituisce il primo caso di un’afferma-
zione simile, e` pero` probabilmente la nota 48a di [Go¨d31b], in cui la “vera
ragione dell’incompletezza” e` indicata “nel fatto che la formazione di tipi
superiori puo` essere sempre proseguita nel transfinito [. . .] mentre in ogni
sistema formale sono disponibili al massimo un’infinita` numerabile di es-
si”, e dove si riconduce cio` alla decidibilita` della proposizione formalmente
indecidibile “qualora vengano aggiunti i tipi superiori appropriati”144. Di
questo, dice Go¨del in quella circostanza, avrebbe dovuto trattare la parte II
di [Go¨d31b].
Dalla corrispondenza con Carnap, in particolare dal passo della lettera
dell’11 settembre 1932 che abbiamo gia` riportato nel §1.1, risulta che Go¨del
era intenzionato a dare, in quella seconda parte, una definizione della ‘verita`’
per un linguaggio formale145.
C’e` forse un legame con quanto egli afferma nella nota 48a?
Come si accennava in precedenza, e` un fatto ormai noto che sussiste una
stretta relazione tra le due affermazioni di Go¨del. Questo legame puo` essere
facilmente esemplificato per il sistema formale classico per l’aritmetica PA.
143La costruzione di una gerarchia di sistemi formali analoga a quella di [Go¨d36], ed
un’osservazione simile sulla decidibilita` delle proposizioni formalmente indecidibili, eccet-





In rapporto a questo sistema, il sistema di tipo superiore che ci permette
di verificare l’affermazione della nota 48a, e` un’opportuna formulazione del
sistema PA2 per l’aritmetica al second’ordine, ossia della teoria che, dal pun-
to di vista del linguaggio, possiede una nuova sorta di variabili per insiemi
e la relazione di appartenenza (∈), e che contiene poi, oltre agli assiomi or-
dinari per lo zero ed il successore (gli stessi di PA) e lo schema di induzione
esteso a tutte le formule del linguaggio del secondo ordine, anche una qual-
che formulazione dello schema di comprensione. Allo scopo di decidere gli
enunciati formalmente indecidibili in PA, e` infatti sufficiente ammettere una
forma ristretta di questo schema, e cioe` un principio del tipo:
∃X∀x[x ∈ X ⇔ α(x, ~y, ~Y )] (Φ−CA)
dove Φ e` una classe di formule del linguaggio di PA2 e α e` una formula di
Φ le cui variabili libere sono (al massimo) quelle dell’insieme:{
x, ~y := y1, . . . , yn, ~Y := Y1, . . . , Ym
}
Indicheremo nel seguito, come e` uso fare, con (Φ−CA) la versione di PA2
in cui sia ammessa la restrizione dello schema di comprensione alla classe di
formule Φ.
Il modo piu` naturale di procedere e` allora quello di definire in PA2 il
predicato di verita` per gli enunciati (formule chiuse) di PA. Cio` puo` essere
fatto introducendo innanzi tutto la formula T (X,n), che esprime il fatto che
X e` un predicato di verita` (l’insieme delle formule vere) per formule la cui
complessita` logica (il numero di simboli logici) sia minore o uguale a n.
Il passo cruciale, consiste nell’osservazione che e` possibile definire in PA2
ricorsivamente la funzione Int, che associa ad ogni termine chiuso di PA la
sua interpretazione in N, mediante le condizioni seguenti:
∀x[Int(x˙) = x]
∀x1, . . . , xn[Int(f(x˙1, . . . , x˙n)) = f(Int(x˙1), . . . , Int(x˙n))]
dove x˙ indica il termine del linguaggio che sta per l’x+ 1-esimo numera-
le146.
A questo punto, facendo uso di alcune delle funzioni e dei predicati primi-
tivi ricorsivi derivanti da un’aritmetizzazione standard del linguaggio di PA,
146Cioe`, x˙ e` il termine ottenuto mediante l’espressione che rappresenta nel linguaggio di
PA la funzione aritmetica che, ad ogni n ∈ N, associa il go¨deliano del numerale n.
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in particolare Cl(a) (che associa ad a la sua complessita` logica), En(a) (il
predicato ‘a e` un enunciato’), Tc(a) (‘a e` un termine chiuso’), sost(a, x, t) (il
risultato della sostituzione in a di t a x), si ha che la formula T (X,n), assu-
mendo che il linguaggio di PA sia ristretto al frammento {¬,∧, ∀} e indicando
con dae il go¨deliano in PA2 dell’espressione a, si definisce come:
T (X,n) := ∀x∀y[Tc(x) ∧ Tc(y)→
(dx = ye ∈ X ↔ Int(x) = Int(y))] ∧
∀a[En(d¬ae) ∧ Cl(d¬ae) ≤ n→
(d¬ae ∈ X ↔ ¬a ∈ X)] ∧
∀a∀b[En(da ∧ be) ∧ Cl(da ∧ be) ≤ n→
(da ∧ be ∈ X ↔ a ∈ X ∧ b ∈ X)] ∧
∀x[En(d∀v(a)e) ∧ Cl(d∀v(a)e) ≤ n→
(d∀v(a)e ∈ X ↔ ∀y(sost(dae, dve, y˙) ∈ X))]
Si verifica quindi che: (∆11−CA) ` ∀x∃!XT (X, x).
Il predicato di verita` T (x) per gli enunciati del linguaggio di PA puo` essere
a questo punto definito nei due modi equivalenti:
T (a) := En(a) ∧ ∃x∃X[Cl(a) ≤ x ∧ T (X, x) ∧ a ∈ X]
T (a) := En(a) ∧ ∀x∀X[Cl(a) ≤ x ∧ T (X, x)→ a ∈ X]
Dallo schema di comprensione, segue quindi che:
(∆11−CA) ` ∃X∀x[x ∈ X ↔ T (x)]
Il passo successivo consiste nel verificare in (∆11−CA) la verita` di ogni
enunciato dimostrabile in PA, ossia che vale:
(∆11−CA) ` ∀x[En(x) ∧ TeorPA(x)→ T (x)]
da cui, considerando che per le definizioni date si dimostra ¬T (d0 = 1e),
si ricava:
(∆11−CA) ` ConPA := ¬TeorPA(d0 = 1e)
L’argomento qui schizzato e` chiaramente generalizzabile ad ogni sistema
formale S che verifichi le ipotesi dei teoremi di incompletezza. Si e` cos`ı
ad un tempo mostrato in che senso il passaggio al tipo immediatamente
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superiore rende decidibili enunciati dimostrabilmente indecidibili nel sistema
di partenza, e che quest’osservazione passa in modo naturale dalla definizione
di un predicato di verita` per le formule chiuse del linguaggio del sistema dato.
Si e` cioe` stabilito quel legame a cui accennavamo tra le affermazioni di Go¨del
al proposito e dalle quali abbiamo preso le mosse147.
Che un simile legame sussistesse, lo si poteva certo gia` inferire dal car-
teggio con Zermelo nel quale si ritrovano, nella risposta alla prima lettera
da parte del matematico tedesco, il riferimento al predicato di verita` per
le formule di un linguaggio formale (come versione corretta dell’obiezione
sollevata da Zermelo), l’argomento euristico, e cioe` la dimostrazione non co-
struttiva dell’incompletezza (come conseguenza del fatto che la definizione
della verita` non puo` mai essere data nello stesso formalismo a cui si riferi-
sce), e l’indicazione della decidibilita` delle formule indecidibili in sistemi di
tipo superiore (come conseguenza, invece, del fatto che la definizione della
verita` per il formalismo di partenza puo` essere data in questi sistemi).
Il luogo nel quale, tuttavia, questo legame emerge dagli scritti di Go¨del
nel modo piu` chiaro, fa parte dell’ingente epistolario con Paul Bernays.
2.1.2 Sul predicato di verita`: la corrispondenza con
Bernays
Il materiale a cui intendiamo fare riferimento possiede anche un interesse in-
dipendente dal tipo di problematica che e` all’attenzione di questa parte del
presente lavoro. Lo scambio di vedute avviene infatti contestualmente alla
preparazione per la stampa di [Go¨d31b]. Come e` facile immaginarsi, Bernays
era particolarmente interessato alle implicazioni tecniche e, soprattutto, alle
conseguenze fondazionali della scoperta di Go¨del. Le prime lettere che fan-
no parte dell’epistolario tra i due, quindi, sono quasi interamente occupate
dalle riflessioni suscitate in Bernays dalla progressiva familiarizzazione con la
metodologia di prova usata da Go¨del. Particolarmente rilevanti, sono quelle
osservazioni che intendono misurare gli effetti dei teoremi di incompletezza
sul programma fondazionale di Hilbert. In tal senso, questo materiale verra`
ripreso e discusso nel §2.2 che e` dedicato al problema del finitismo.
147Solomon Feferman, che segnala questa lettura nel suo [Fef84], accredita Saul Kripke
di avergli fatto osservare la possibilita` di interpretare la nota 48a di [Go¨d31b] cos`ı come si
e` fatto nel testo.
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Cio` non toglie che alcuni commenti di Go¨del siano importanti per la
questione che si sta esaminando.
Di particolare interesse e` la lettera del 2 aprile 1931 che risponde ad una
lunga missiva da parte di Bernays nella quale quest’ultimo discuteva gli effetti
della prova di Go¨del, alla luce di due estensioni del formalismo per la teoria
dei numeri a cui di recente lui ed Hilbert avevano pensato.
Si tratta di due sistemi d’assiomi =∗ e =∗∗ ottenuti da una formalizzazione
standard dell’aritmetica =, per aggiunta, rispettivamente, di una versione
ristretta e di una versione generalizzata di ω-regola (una regole con un’infinita`
numerabile di premesse).
Piu` precisamente, il sistema =∗ e` ottenuto da = per aggiunta della regola:
...
A(n1, . . . , nk)
∀x1, . . . , xkA(x1, . . . , xk)
dove A(x1, . . . , xk) e` una formula primitiva ricorsiva, per ogni istanza della
quale (A(n1, . . . , nk), per ogni n1, . . . , nk ∈ N) si possiede una dimostrazione
finitaria148.
=∗∗ e` invece ottenuto da = mediante una regola analoga, ma priva della
restrizione della precedente: A(x1, . . . , xk) e` cioe` una formula arbitraria del
linguaggio.
Piuttosto che l’argomento in se´, mediante il quale Go¨del mostra a Bernays
come nemmeno =∗ e =∗∗ siano sintatticamente completi, e che, considerata la
data della lettera di Go¨del, anticipa di gran lunga un risultato che discende
ufficialmente solo dall’estensione dei teoremi di incompletezza dovuta Rosser
e pubblicata nel 1937149, ci interessa per il momento l’affermazione di Go¨del
il quale, nel notare come il metodo su cui questa prova si basa “e` lo stesso
che conduce alla decisione delle proposizioni precedentemente indecidibili per
mezzo di variabili di tipo superiore”, dice:
[L’argomento] consiste in quanto segue: Nel sistema S [ottenuto da = per
l’aggiunta di variabili insiemistiche e assiomi appropriati] si puo` definire una
148Il sistema formale =∗ e` introdotto e discusso in [Hil31b], [Hil31a]. Il primo dei dua ar-
ticoli fu recensito proprio da Go¨del (la recensione e` pubblicata come [Go¨d86b] in [Go¨d86a],
pp. 212-215) il quale tuttavia omise, in quell’occasione, gran parte delle riserve critiche
delle quali mette invece al corrente Bernays nello scambio epistolare in esame (la questione,
come si e` detto, verra` ripresa nel §2.2).
149[Ros36].
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classe di numeri naturali che (in breve) contiene tutti i numeri assegnati alle
formule corrette di [=] (in modo analogo [a quanto avviene] per due sistemi
qualsiasi il secondo dei quali superi il primo nella formazione dei tipi).150
Sul predicato W (x) che Go¨del introduce al proposito, egli dice qualco-
sa subito dopo aver schizzato l’argomento, che segue la citazione preceden-
te, mediante il quale si puo` mostrare per diagonalizzazione l’incompletezza
sintattica di =∗ e =∗∗.
Piu` precisamente, egli nota:
[I]l principio in accordo al quale la classe W (x) viene definita e` ricorsivo;
definisco in primo luogo cosa W significhi in rapporto alle proprosizioni piu`
semplici (equazioni numeriche, ecc.) e poi procedo con le proposizioni piu`
complesse, cioe` in accordo agli schemi seguenti:
W [Neg(a)] =Df W (a)
W (aDis b) =Df W (a) ∨W (b)
W (vGen a) =Df (x)WSb(avZ(x))
(dove, nell’ultima formula, a e` un segno di classe con la variabile libera
v).151
Notazione a parte (e` chiaro che Neg(x), xDis y e xGen y sono le funzioni
che, rispettivamente, associano al go¨deliano di una formula quello della sua
negazione, ai go¨deliani di A e B quello di A∨B, al go¨deliano della variabile v e
della formula A(v) il go¨deliano di ∀vA(v), e Sb(xyz) e Z(x) sono i corrispettivi
delle funzioni da noi indicate con sost(x, y, z) e x˙), si sara` notata l’analogia
con le definizioni date in precedenza.
Go¨del torna quindi, alla luce di cio`, sulla questione della proposizioni
formalmente indecidibili:
Rispetto alla decidibilita` nei sistemi superiori delle proposizioni indecidi-
bili, cio` segue immediatamente dalle proprieta` del concetto W (x) [(]che puo`
essere sempre definito nel sistema superiore in relazione a quello piu` debo-
le[)]. Infatti, [da quanto detto in precedenza] segue che la consistenza del
sistema inferiore (in questo caso [=∗]) e` formalmente dimostrabile in quello
piu` esteso (cioe` [=∗∗]).152





Simultaneamente ed indipendentemente da me (come ho saputo da una
conversazione), il Sig. Tarski ha sviluppato l’idea di definire il concetto di
“proposizione vera” in questo modo (sicuramente per altri scopi).153
Il sostegno documentale, che deriva soprattutto dalla corrispondenza go¨-
deliana, all’interpretazione comunemente offerta per spiegare certi luoghi de-
gli scritti editi di Go¨del in cui compaiono brevi riferimenti allusivi alla proble-
matica della verita`, e` dunque completo. Da notare ad esempio che, come si e`
gia` accennato commentando la corrispondenza con Zermelo, sulla base dell’e-
vidente consapevolezza di Go¨del rispetto a questa questione, il celebre passo
di [Go¨d31b] nel quale Go¨del sottolinea come la proposizione indecidibile, che
‘dicendo di se stessa di non essere dimostrabile’ e risultando tale in quanto
indecidibile, diviene decidibile, essendo vera, “mediante considerazioni meta-
matematiche”154, passo che pare essere all’origine di molti fraintendimenti,
acquisisce un senso preciso.
A questo punto, non resta che tirare le fila della disamina.
2.1.3 Una considerazione conclusiva (parziale)
Dunque, Go¨del era in possesso del know how per la dimostrazione di quello
che viene ricordato come il Teorema di Tarski: il predicato di verita` per la
teoria dei numeri non e` aritmeticamente definibile, ma lo diviene, mediante
la formalizzazione delle clausole della sua definizione induttiva, nel sistema
di tipo immediatamente superiore (e questo vale, piu` in generale, per tutti i
livelli della gerarchia dei tipi). Fatto ancora piu` rilevante, egli riteneva che
cio` indicasse la “vera ragione dell’incompletezza”.
Dal quadro che emerge dalle lettere a Wang citate all’inizio di questa par-
te, la possibilita` di definire il predicato di verita` per un linguaggio formale,
che si riconnette in modo decisivo all’estensione di un formalismo median-
te nozioni di ordine superiore, costituisce dunque una parte essenziale di
quell’ “attitudine epistemologica necessaria verso la metamatematica ed il
ragionamento non-finitario”, alla quale Go¨del ascrive le ragioni del carattere
profondamente innovativo di molte delle proprie scoperte.
Di tutto questo, l’ “opposizione” tra verita` e dimostrabilita` formale non
e` altro che un esempio, il quale dischiude pero` un aspetto essenziale della




Essa rappresenta infatti solo uno dei modi attraverso il quale si svela
un carattere costitutivo della disciplina: come il contributo di certi concetti
astratti (nell’esempio qui considerato, la nozione di insieme, in ultima ana-
lisi) risulti necessario per la dimostrazione dei teoremi relativi ad aree della
matematica (nel caso, l’aritmetica) per le quali esiste, in relazione alle nozioni
in gioco, un’evidenza molto vicina a quella alla base del rapporto percettivo.
Altrove155, questa e` stata chiamata la “dottrina di Go¨del”.
Come vedremo meglio nei §§2.3 e 2.4 in modo particolare, questa convin-
zione, che in relazione al tema della verita` si delinea soltanto sullo sfondo,
emerge con maggiore chiarezza dagli scritti piu` tardi dedicati (solo apparen-
temente, dunque) ad altro genere di problematiche.
2.2 Riflessioni sul programma di Hilbert e il
finitismo
Tra le conseguenze che vengono comunemente riconosciute ai teoremi di in-
completezza, vi sono gli effetti, considerati devastanti, sulle aspettative rispo-
ste nel programma fondazionale di David Hilbert. In particolare, si ritiene
che il risultato di Go¨del, laddove esso indica l’indimostrabilita` della proposi-
zione che esprime la consistenza di un sistema d’assiomi nel sistema stesso,
abbia inferto un colpo mortale all’idea secondo la quale proprio una dimo-
strazione della consistenza dei principi della matematica mediante metodi
finitari di prova (ottenuta cioe` con il solo concorso delle ‘proposizioni reali’,
immediatamente evidenti), possa essere il criterio sufficiente a garantire la
correttezza soprattutto di quei teoremi per ottenere i quali si sia fatto uso di
‘proposizioni ideali’, che si riferiscono cioe` a concetti astratti (e che, per tale
motivo, non sono proposizioni dotate di senso come quelle ‘reali’).
Questo punto di vista largamente condiviso, si sposa con il tono con il
quale Constance Reid, autrice di alcune note biografie di personalita` impor-
tanti del mondo matematico, scrisse a Go¨del il primo settembre 1965, al fine
di ottenere informazioni che potessero esserle utili per la biografia di Hilbert
sulla quale stava all’epoca lavorando156:
La conclusione drammatica della carriera di Hilbert e` ovviamente la pub-
blicazione del Suo articolo del 1931 e gli effetti di questo sul suo programma
155Cfr. [Fef87].
156Il volume in questione, pubblicato successivamente al carteggio con Go¨del, e` [Rei70].
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Formalista. Nello scrivere dell’argomento, mi piacerebbe dire qualcosa anche
sulle circostanze personali dell’evento.
Mi chiedo se Lei abbia mai incontrato Hilbert personalmente o se abbia
avuto una qualche discussione con lui sul Suo lavoro. Se cio` si fosse verificato,
gradirei che mi inviasse una descrizione dell’incontro e delle Sue impressioni
relative allo stesso Hilbert.157
La risposta di Go¨del (la data e` quella del 22 marzo 1966), oltre a confer-
mare il fatto gia` noto che non ci fu mai alcun incontro ne´ scambio epistolare
con Hilbert, contiene alcuni interessanti commenti relativi alle conseguenze
dei teoremi di incompletezza per il programma hilbertiano.
Il bilancio di Go¨del finisce per essere equilibrato, considerando da un lato
gli effetti ineludibili delle proprie scoperte, dall’altro gli aspetti concettuali
ugualmente attuali e non privi di interesse del punto di vista ‘finitista’, e
gli importanti sviluppi matematici seguiti alla revisione dell’impostazione
originaria.
Il tenore prudente di Go¨del, traspare gia` dalla formula a cui egli ricorre
per descrivere le conseguenze negative dei teoremi di incompletezza:
Cio` che e` stato dimostrato e` solo che non si puo` ottenere lo specifico
obiettivo epistemologico che Hilbert aveva in mente. L’obiettivo in questione
era dimostrare la consistenza degli assiomi della matematica classica sul-
la base della medesima evidenza concreta ed immediatamente convincente
dell’aritmetica elementare.158
Questa formula, infatti, fa intuire l’esistenza di qualcosa d’altro, nella po-
sizione del matematico tedesco, che mantiene, a dispetto di tale conclusione,
una sua ragion d’essere.
Ci sono in particolare due aspetti che Go¨del intende rimarcare. Il primo
e` legato a certi risultati che la ricerca ispirata alle considerazioni di Hilbert
ha comunque permesso di acquisire:
Guardando tuttavia alla situazione da un punto di vista puramentemate-
matico, le dimostrazioni di consistenza sulla base di assunti metamatematici
opportunamente scelti (cos`ı come sono state fornite da Gentzen e altri), sono
altrettanto interessanti, e conducono ad intuizioni importanti riguardo alla





Oltre a cio`, sottolinea Go¨del, vi sono questioni concettuali legate all’im-
postazione hilbertiana che, opportunamente riformulate, appaiono ancora
meritevoli di un’indagine attenta:
Rimane inoltre aperta la questione se, o fin dove, sia possibile, sulla base
dell’approcio formalista, dimostrare la consistenza della matematica classica
“costruttivamente”, ossia rimpiazzare i suoi assiomi relativi ad entita` astratte
appartenenti ad un mondo Platonico oggettivo, mediante intuizioni relative
ad operazioni date della nostra mente.160
Si sente, dietro le parole di Go¨del, l’eco dei propri sforzi in questa dire-
zione161.
Il suggestivo quadro che questi commenti prefigurano, offre molti spunti
che richiamano alcuni degli snodi fondamentali tramite i quali la ricerca di
Go¨del si e` intrecciata alle problematiche derivanti dal programma di Hilbert,
e che vanno oltre, sotto molti aspetti, una banalizzante contrapposizione in
relazione alla scoperta dei teoremi di incompletezza.
Data l’ormai notevole quantita` di materiale al proposito, non sara` vano
dedicarci alla ricostruzione e all’analisi di quello che, come si diceva in aper-
tura di paragrafo, rappresenta uno degli aspetti piu` comunemente associati
ai teoremi di Go¨del.
2.2.1 La prima fase: 1931-1933
Quanto si e` appena detto, non intende affatto sminuire una problematica,
quella del rapporto tra i teoremi di incompletezza ed il programma di Hil-
bert, che e` certamente all’origine del grande clamore in campo fondazionale
suscitato dalla scoperta go¨deliana, e pertanto meritevole di un certo spazio.
Anzi, a ben vedere, proprio il tentativo di ricostruire il punto di vista
di Go¨del al proposito, presenta non pochi motivi di interesse. Sorprendera`
taluni, ad esempio, la constatazione del fatto che, a tal fine, occorre distin-
guere una prima fase nella quale Go¨del, pur criticando il valore attribuito alle
dimostrazioni di consistenza secondo i dettami del programma finitista, era
restio a considerare l’indecidibilita` della consistenza come un fatto decisivo
per una soluzione negativa delle aspettative hilbertiane, a dispetto di quanti,
anche tra coloro che erano vicini alle idee di Hilbert, ritenevano il contrario.
160Ibid., p. 187.
161Intendiamo riferirci ai due lavori dedicati all’ ‘interpretazione Dialectica’, [Go¨d58] e
[Go¨d90b].
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Cronologicamente parlando, questa fase e` legata alle osservazioni offerte
immediatamente a seguito della scoperta del risultato e si protrae approssi-
mativamente fino al 1933. Considerando infatti anche i documenti inediti, ci
sono ragioni per ritenere, come vedremo, che intorno a quell’anno Go¨del si
fosse convinto piu` risolutamente degli effetti negativi del secondo teorema di
incompletezza.
L’espressione piu` compiuta dei dubbi di Go¨del al proposito, e` probabil-
mente il seguente passo di [Go¨d31b] a commento del Teorema XI della memo-
ria, ossia, appunto, del risultato relativo all’indecidibilita` della consistenza
in un sistema dato:
L’intera dimostrazione del Teorema XI si trasferisce parola per parola al
sistema di assiomi della teoria degli insiemi, M , e a quello della matematica
classica, A, e anche in questi casi da` luogo al risultato: Non esiste una
dimostrazione di consistenza per M o per A che possa essere formalizzata
in M o A, rispettivamente, supposto che M , o A, sia consistente. Vorrei
notare espressamente che il Teorema XI (e il risultato corrispondente per
M e A) non contraddicono il punto di vista formalista di Hilbert. Perche´
questo punto di vista presuppone solo l’esistenza di una dimostrazione di
consistenza nella quale siano usati nient’altro che metodi di prova finitari, e
rimane concepibile che esistano dimostrazioni finitarie che non possano essere
espresse nel formalismo di P (o M o A).162
Il punto di vista di Go¨del e` espresso in modo ancor piu` perentorio nel
poscritto richiesto dagli editori del numero di Erkenntnis e contenente il
resoconoto della tavola rotonda sui fondamenti della matematica svoltasi al
termine del congresso di Ko¨nigsberg del 5-7 settembre 1930, il quale era stato
esplicitamente pensato per dare la possibilita` a Go¨del di esporre con maggior
dovizia di dettagli il risultato di incompletezza frettolosamente annunciato,
come si e` in parte ricordato, durante il dibattito:
[In conseguenza dell’indimostrabilita` della consistenza] sarebbe dunque
impossibile una dimostrazione di consistenza finitaria per un sistema nel qua-
le siano formalizzati tutti i metodi di prova finitari (cioe` intuizionisticamente
ineccepibili). Tuttavia, sembra discutibile che qualcuno dei sistemi fin qui
introdotti, ad esempio Principia mathematica, sia cos`ı omnicomprensivo (o
addiruttura che un sistema siffatto esista).163
In questo caso il tono del passo sembra studiato per smorzare il tenore
piu` apertamente ‘anti-hilbertiano’ della critica che Go¨del aveva sollevato nel




Con il suo intervento, infatti, Go¨del aveva voluto fare presente le proprie
perplessita` relativamente all’idea di guardare alla consistenza di un sistema
d’assiomi, come ad una proprieta` in grado di garantire che l’aggiunta di
proposizioni “transfinite” (‘ideali’, secondo la terminologia hilbertiana) ad
una teoria assiomatica accettata, non porti alla dimostrazione di proposizioni
“dotate di senso”, cioe` immediatamente intutive (o ‘reali’, nell’accezione di
Hilbert), che risultino essere false:
Vorrei adesso puntualizzare che non e` possibile ritenere questi due requi-
siti come equivalenti senza alcun indugio. Infatti, se in un sistema formale
consistente A (ad esempio quello della matematica classica) si dimostra una
certa proposizione p dotata di senso con l’aiuto di assiomi transfiniti, dalla
consistenza di A segue soltanto che non-p non e` formalmente dimostrabile
entro A. Nonostante cio`, rimane possibile che si possa accertare non-p me-
diante considerazioni di tipo contenutistico (intuizionistico) che non siano
formalizzabili in A.164
L’osservazione di Go¨del poggia dunque sullo stesso fondamento della pre-
cedente: dal momento che non si ha alcuna certezza sul fatto che esista
un sistema formale in grado di ‘contenere’ tutti i metodi di prova conte-
nutisticamente, ovvero intuizionisticamente ammissibili, in presenza di una
dimostrazione di una proposizione, ad esempio, della forma ∃xF (x), in cui
F esprime una proprieta` combinatoria dei numeri naturali, non si potrebbe
di fatto concludere dalla semplice consistenza, la sua verita`. Essa trova un
sostegno ulteriore nella distinzione, all’epoca inevitabilmente inedita, tra la
‘consistenza’ di una teoria assiomatica e l’ ‘ω-consistenza’ della medesima:
(Assumendo la consistenza della matematica classica) si puo` persino for-
nire esempi di proposizioni [della forma ∀xF (x), dove F e` una formula arit-
metica] che, sebbene contenutisticamente vere, sono indimostrabili nel siste-
ma formale della matematica classica. Aggiungendo allora la negazione di
tali proposizioni agli assiomi della matematica classica, si ottiene un sistema
consistente in cui e` dimostrabile un enunciato contenutisticamente falso.165
Nonostante i dubbi su una possibile applicazione diretta dei teoremi di
incompletezza alla prospettiva hilbertiana, Go¨del era dunque certamente cri-





Gia` nel paragrafo introduttivo alla dimostrazione del teorema di com-
pletezza semantica166, egli aveva affrontato la questione prendendo in esame
la posizione, non difficilmente riconducibile ad Hilbert, sebbene, nel testo,
Go¨del non lo faccia in modo esplicito, che guarda alla consistenza degli as-
siomi come ad un requisito sufficiente per l’esistenza di un modello, ed aveva
gia` prefigurato le difficolta` per essa derivanti da un’ipotetica dimostrazione
di incompletezza sintattica (e della conseguente esistenza di due modelli non
isomorfi)167.
Tuttavia, Go¨del era anche genuinamente convinto delle proprie perplessita`
relative all’assunzione che tutti i metodi di prova finitari fossero formalizzabili
in un unico sistema formale. Non sembra plausibile ritenere cioe` che vi sia la
sua proverbiale cautela, la volonta` di mantenersi il piu` possibile estraneo a
qualsiasi diatriba intellettuale, dietro quelle affermazioni che sembrano offrire
una ‘via d’uscita’ al programma finitista dalle conseguenze dei teoremi di
incompletezza.
D’altra parte di riferimenti alla questione ve ne sono anche nell’epistolario
di Go¨del relativo a quegli anni, segno di una convinzione persistente. Il fatto
curioso casomai, consiste nell’osservare come, nonostante i suoi interlocutori
rispondano al nome di Herbrand, Bernays, von Neumann, e rappresentino
quindi quanto di piu` vicino ad Hilbert si poteva immaginare nel panorama
della ricerca logico-matematica del tempo, saranno proprio questi ultimi a
rilevare, a fronte dello scetticismo di Go¨del, certe implicazioni della scoperta
go¨deliana.
Tra i primi a contattare Go¨del dopo l’annuncio del teorema ci fu von
Neumann, come era peraltro prevedibile essendo egli stato tra i partecipanti
alla succitata tavola rotonda di Ko¨nigsberg.
Gia` con la lettera del 29 novembre 1930 di quest’ultimo a Go¨del, le av-
visaglie del dissenso tra i due, sia riguardo alla possibilita` di formalizzare i
metodi finitari di prova (“Ritengo che ogni considerazione intuizionista pos-
sa essere copiata formalmente”168), sia, di conseguenza, sul significato dei
teoremi di incompletezza (“Percio` penso che il Suo risultato abbia risolto
166Cfr. [Go¨d29], pp 60-65.
167Occorre notare tuttavia, che le considerazioni fondazionali contenute in quel paragrafo
(Go¨del contrapponeva al punto di vista ricordato nel testo, la critica brouweriana delle
dimostrazioni di consistenza), furono escluse dall’articolo nel quale il risultato di comple-




negativamente la problematica fondazionale: non esiste una giustificazione
rigorosa per la matematica classica”169), appaiono evidenti170.
E` pero` nella lettera successiva (datata 10,12 gennaio 1931) che la diver-
sita` di vedute tra i due emerge con maggiore chiarezza dalle parole di von
Neumann:
Mi trovo in totale disaccordo con il Suo punto di vista riguardo la for-
malizzabilita` dell’intuizionismo. Certamente, per ogni sistema formale ce ne
e` un’altro, come Lei ha dimostrato, che e` [. . .] piu` forte. Ma l’intuizionismo
non e` assolutamente affetto da cio`. [. . .]
Non posso certo dimostrare che ogni costruzione dell’aritmetica intui-
zionisticamente corretta sia formalizzabile in A [il sistema per l’aritmetica
classica], M [il sistema dell’analisi] o in Z [la teoria degli insiemi]- perche´
l’intuizionismo e` indefinito e indefinibile. Ma non e` forse un fatto che non sia
nota neanche una sola costruzione del tipo menzionato che non possa essere
formalizzata in A, e che nessun logico vivente sia nella posizione di indicarne
una? Oppure sbaglio, e Lei conosce una costruzione aritmetica effettiva di
tipo intuizionista la cui formalizzazione in A crea difficolta`? Se questo fosse
il caso per la mia piu` grande sorpresa, allora la formalizzazione suddetta
dovrebbe certamente funzionare rispetto a M o Z!171
Simili considerazioni, il pieno convincimento della formalizzabilita` dei
‘metodi finitari di prova’ da un lato, rafforzato dall’assenza e dall’implausibi-
lita` di un controesempio, ma anche la consapevolezza delle difficolta` derivanti
dalla mancanza di una definizione matematicamente soddisfacente della no-
zione chiave, sono alla base della posizione di Herbrand con il quale Go¨del si
trovo` ad intrattenere un breve ma significativo carteggio di poco piu` tardo.
Il seguente brano, tratto da una lettera del matematico francese datata 7
aprile 1931, ricalca quasi parola per parola quanto sostenuto da von Neumann
nel passo precedente:
Non capisco affatto come sia possibile che esistano dimostrazioni intui-
zioniste172 che non sono formalizzabili nel sistema di Russell [. . .]. Solo un
esempio potrebbe convincermi di cio` [. . .].
[Il fatto che non sia possibile definire esattamente in cosa consistono i
metodi intuizionisti di prova] [r]afforza la mia convinzione che sia impossibile
169Ibid., p. 338.
170Il contesto sembra rendere inequivocabile che il termine ‘intuizionismo’ venga conside-
rato da von Neumann equivalente a ‘finitismo’, come si e` implicitamente assunto nel testo.
Simili considerazioni valgono d’altra parte anche per lo stesso Go¨del (nel caso di citazioni
precedenti) e anche per il passo di Herbrand al quale ci si riferira` in seguito.
171Ibid., pp. 340-342.
172NdT : Si veda quanto detto alla nota 170.
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dimostrare che ogni prova intuizionista e` formalizzabile nel sistema di Russell,
ma che un controesempio a cio` non verra` mai trovato. Saremo forse obbligati
ad adottare una forma di postulato logico.173
Evidentemente, pero`, l’assenza di un’analisi soddisfacente del concetto di
‘dimostrazione finitaria’ era per Go¨del una fonte di perplessita` maggiore, di
quanto l’assenza e l’implausibilita` di un controesempio non fosse un motivo
di convincimento, per i suoi interlocutori, della ragionevolezza del ‘postulato
logico’ proposto da Herbrand.
Anche il carteggio con Bernays non si discosta in modo decisivo da questo
genere di considerazioni.
Tuttavia, occorre notare che la posizione del braccio destro di Hilbert dif-
ferisce da quella di von Neumann ed Herbrand, dimostrando egli una mag-
giore condivisione dei dubbi di Go¨del174, per quanto fosse apparentemente
propenso a formulare in modo comunque piu` netto di quanto non facesse
Go¨del le conseguenze dei teoremi di incompletezza175.
Piuttosto, due osservazioni di Go¨del relativamente a certe considerazioni
di Bernays, ma solo marginalmente connesse con il significato dei teoremi di
incompletezza per il programma di Hilbert, meritano menzione.
La prima e` stimolata dall’introduzione da parte di Bernays delle esten-
sioni =∗ e =∗∗ del formalismo standard per l’aritmetica, a cui si e` fatto
riferimento nel paragrafo sulle relazioni con il lavoro di Tarski176. A tale pro-
posito Go¨del sottolinea, nella risposta del 2 aprile 1931, come il fatto che essi
facciano riferimento essenziale, nella loro stessa definizione (e in particolare,
in relazione alla nuova regola di inferenza), al concetto di ‘prova finitaria’,
“senza che questa sia stata resa in modo matematicamente preciso”177, sia
173Ibid., pp. 18-20.
174Discutendo il fatto ovvio che la posizione di von Neumann riguardo alla formalizzabi-
lita` di ogni dimostrazione di tipo finitario nel sistema P di [Go¨d31b], implica necessaria-
mente la conclusione che non puo` esistere una dimostrazione di consistenza finitaria per
P , Bernays commenta: “come Voi ritengo che cio` non sia affatto risolto” ([Go¨d03a], p.
86).
175Il paragrafo immediatamente successivo a quello a cui appartiene la citazione della
nota precedente recita: “Anche senza l’aggiunta della congettura di von Neumann, per
ogni sistema formale che soddisfi la Vostra assunzione 1. [che sia, cioe`, ricorsivamente
assiomatizzabile], vale l’alternativa: O il sistema e` inadeguato per quanto riguarda la sua





all’origine dell’insoddisfazione che, a detta di Go¨del, questi sistemi suscitano
come candidati per una fondazione ragionevole della teoria dei numeri. Il
fatto acquisisce la propria rilevanza tenendo presente che il lavoro di Hilbert
nel quale il sistema =∗ viene introdotto fu recensito proprio da Go¨del178, il
quale manco` tuttavia, in quell’occasione, di fare un simile rilievo critico alla
proposta hilbertiana.
L’altra nota, riguarda sempre la discussione dei sistemi =∗ e =∗∗, ma e`
relativa alla descrizione da parte di Go¨del dell’argomento mediante il quale
e` possibile dimostrare l’incompletezza sintattica anche di queste estensioni
dell’aritmetica classica. Infatti, proprio il fatto che la regola che li caratte-
rizza chiama in causa nella premessa proposizioni le cui istanze numeriche
siano state dimostrate con metodi finitari, costringe Go¨del, al fine di rende-
re i sistemi d’assiomi in questione passibili di un’indagine metamatematica,
ad offrire una propria, “altamente plausibile” definizione di cosa significhi
per una formula essere ‘finitariamente dimostrabile’. E` interessante notare
come la proposta go¨deliana ricorra a quella che indicheremmo oggi come la
risoluzione skolemiana di una formula in forma prenessa, per dare conto del-
l’interpretazione costruttiva della quantificazione esistenziale: una formula
del tipo (Q)A(x1, . . . , xn), dove A(x1, . . . , xn) e` una matrice primitiva ricor-
siva e (Q) un prefisso di quantificatori e` ‘finitariamente dimostrabile’ se, per
ogni variabile xi quantificata esistenzialmente in (Q) esiste una “funzione
aritmetica finitariamente costruita” fi, che abbia per argomenti le variabili
quantificate universalmente in (Q) che precedono xi, e tale che per la formula
ottenuta sostituendo fi a xi, esista una dimostrazione finitaria
179.
Tornando all’argomento principale del paragrafo, valga, ai fini di un re-
soconto complessivo della posizione go¨deliana in merito alla valenza anti-
finitista dei teoremi di incompletezza cos`ı come essa emerge dalla corrispon-
denza a cui si e` fatto riferimento, il seguente passo, tratto dalla risposta del
25 luglio del 1931 alla succitata lettera di Herbrand del 7 aprile dello stesso
anno:
Ovviamente, non intendo affermare neanche che vi siano con certezza
delle dimostrazioni finitarie non formalizzabili nei Principia mathematica,
178La recensione compare in [Go¨d86a] (pp. 212-215) come [Go¨d86b].
179Cfr. Ibid., p. 93. L’interesse dell’osservazione di Go¨del, consiste anche nel fatto che
essa utilizza la procedura di risoluzione skolemiana di una formula in forma prenessa in
relazione ad una questione, la caratterizzazione della concezione costruttiva del quanti-
ficatore esistenziale, che non ha niente a che fare con i propositi originari alla base dei
risultati di Skolem.
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anche se intuitivamente tendo a questa assunzione. In ogni caso, una dimo-
strazione finitaria non formalizzabile nei Principia mathematica dovrebbe
essere straordinariamente complicata, e su questo piano puramente pratico
ci sono ben poche prospettive di scoprirla; ma e` mia opinione che cio` non
cambi nulla riguardo alla possibilita` di principio.180
Si diceva comunque, che le perplessita` di Go¨del riguardo alla possibilita`
di formalizzare i ‘metodi finitari di prova’ entro un’unica cornice formale,
rappresentano solo una prima fase della posizione di Go¨del al proposito e
che queste possono essere considerate apparentemente superate a partire dal
1933.
Alla fine di quell’anno, infatti, Go¨del tenne un intervento dal titolo “L’at-
tuale situazione dei fondamenti della matematica”, all’incontro congiunto
della Mathematical Association of America e dell’American Mathematical
Society svoltosi dal 29 al 30 dicembre a Cambridge (Massachusetts). In
quell’occasione Go¨del, intendendo fornire come da titolo dell’intervento un
quadro riassuntivo della ricerca fondazionale, individuo` due questioni nelle
quali poteva essere scisso il problema di giustificare la “totalita` dei metodi di
prova usati correntemente dai matematici”. Si trattava cioe`, (i) “di ridurre al
minimo numero di assiomi e regole di inferenza primitive” i metodi di prova
in questione, e, (ii), “trovare una giustificazione in un senso o in un altro per
questi assiomi”181.
Dal testo emerge come, se da un lato Go¨del giudicava il primo problema
essere stato risolto “in modo perfettamente soddisfacente” mediante la forma-
lizzazione della matematica secondo l’indagine iniziata da Frege e Peano, egli
volesse contemporaneamente sottolineare come, relativamente alla seconda
questione, la situazione risultasse invece “estremamente insoddisfacente”.
Dopo aver opportunamente motivato la propria conclusione in merito182,
Go¨del introduce il problema della dimostrazione di consistenza di un sistema
180[Go¨d03b], p. 23.
181[Go¨d33], p. 45.
182Go¨del individua in particolare tre questioni irrisolte, la nozione non costruttiva di esi-
stenza, le definizioni impredicative e l’assioma di scelta, come conseguenza delle quali “i
nostri assiomi, se interpretati come proposizioni dotate di senso, presuppongono necessa-
riamente qualche forma di Platonismo, che non puo` soddisfare alcuna mente critica e che
non produce neanche la convinzione che essi siano consistenti.” (Ibid., p. 50). Il passo in
questione, divenuto ben presto un luogo celebre nella letteratura critica, sembra indicare,
per quanto sia isolato in questo senso, un approccio problematico al realismo verso gli
enti matematici (si veda al proposito anche la nota introduttiva a [Go¨d33] di Solomon
Feferman).
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d’assiomi, come una sorta di obiettivo secondario che discende dal fallimen-
to conseguito nell’ottenere quello primario (trovare una giustificazione degli
assiomi per la matematica):
Sorge allora la congettura che, sebbene non si sia stati in grado di fornire
un significato ineccepibile ai simboli dei nostri sistemi formali, si possa quan-
tomeno essere in grado di dimostrare la loro non contradditorieta` mediante
metodi ineccepibili di prova.183
A tal fine, Go¨del introduce un sistema formale A il quale deve rispettare
le due restrizioni di carattere generale seguenti:
1. e` possibile quantificare universalmente o esistenzialmente solo su colle-
zioni per le quali si dispone di un metodo effettivo di generazione degli
elementi (sul modello dell’insieme dei numeri naturali)184;
2. sono ammesse solo quelle proposizioni esistenziali per le quali si e` in
grado di produrre concretamente un esempio rispetto al quale esse sia-
no soddisfatte (quindi il quantificatore esistenziale sussiste solo come
abbreviazione).
Sulla base della prima restrizione, il metodo per dimostrare proposizioni
universali e` dunque il metodo induttivo, applicato alla procedura di genera-
zione degli oggetti trattati. Si richiede inoltre che possano essere introdot-
te “solo quelle nozioni decidibili per ogni elemento” e “solo quelle funzioni
calcolabili” per ogni possibile argomento185.
Se il sistema A rappresenta quella cornice formale entro la quale offrire
quella dimostrazione ‘ineccepibile’ di consistenza per gli assiomi della mate-
matica (classica), questo stesso obbiettivo, sottolinea Go¨del, non puo` esse-
re raggiunto in conseguenza dei teoremi di incompletezza e della seguente,
cruciale osservazione:
Tutte le dimostrazioni intuizioniste ottemperanti i requisiti del sistema A
che sono state finora costruite possono essere facilmente espresse nel sistema
dell’analisi classica e anche in quello dell’aritmetica classica, e ci sono ragioni
183Ibid., p. 50.
184Tale formulazione puo` apparire ambigua: non e` chiaro se si intenda limitare la quan-
tificazione ad oggetti appartenenti a collezioni decidibili o ricorsivamente enumerabili.
Presumibilmente, si tratta del primo caso.
185Per quanto la definizione di Go¨del sia data solo in modo informale, quanto detto
richiama alla mente il sistema PRA, per l’aritmetica primitiva ricorsiva.
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per ritenere che questo continuera` a valere per ogni prova che si sara` mai in
grado di costruire.186
Sulla base di quest’affermazione, che incarna quel mutamento d’opinione
di Go¨del a cui si accennava in precedenza, si puo` leggere la frase di chiusura
dell’intervento alla conferenza del 1933, secondo la quale “rimane la speranza
che in futuro si possano scoprire altri e piu` soddisfacenti metodi di costru-
zione, che oltrepassino i limiti del sistema A, tali da poter giustificare su di
essi l’aritmetica e l’analisi classiche”187, tanto come un riferimento ad un su-
peramento o revisione dell’originaria impostazione hilbertiana del problema
della consistenza, quanto come il riconoscimento dell’interesse di una simile
direzione d’indagine.
2.2.2 Il superamento: estendere il programma di Hil-
bert
Se e` vero che almeno fin dal 1933 Go¨del aveva superato le proprie iniziali
perplessita`, passando a considerare i teoremi di incompletezza quell’ostacolo
alla realizzazione del programma di Hilbert che ad altri era parso immedia-
tamente, e tenendo presente l’importanza che verra` attribuita all’evento, si
potrebbe persino giungere a chiedersi il perche´ dell’assenza di una memoria
piu` specificamente dedicata all’argomento.
Lo stesso Go¨del d’altra parte si era dimostrato consapevole della plausi-
bilita` di una simile aspettativa, sottolinenando proprio nella lettera a Con-
stance Reid la propria volonta`, “in un’occasione opportuna”, di pubblicare
un qualche resonconto “sulla relazione tra il mio lavoro ed il programma di
Hilbert”188.
E` difficile tuttavia scorgere qualcosa del genere nella prima delle tre “no-
te sui risultati di indecidibilita`”, che costituiscono l’ultima pubblicazione di
Go¨del relativa ai suoi celebri teoremi189. Si tratta di poche righe, precedute
dal titolo, significativo, “La migliore e la piu` generale versione dell’indimo-
strabilita` della consistenza nel sistema stesso”, le quali, con la data del 18
maggio 1966, erano apparse come nota aggiuntiva al testo, in occasione della
pubblicazione in traduzione inglese di [Go¨d32] nella raccolta [vH67].





Quelle righe, contengono una duplice osservazione sul secondo teorema di
incompletezza. Da un lato, Go¨del sottolinea come il requisito per un siste-
ma formale S di ‘contenere’ il sistema Z per l’aritmetica affinche´ il risultato
in questione si applichi ad esso, necessiti una formulazione precisa: sotto
l’ipotesi infatti “della traducibilita` effettiva di Z in S, in modo che la di-
mostrabilita` sia preservata in questa direzione” (ossia dell’esistenza di una
funzione ricorsiva che associ ad ogni formula α di Z una α∗ in S in modo tale
che Z ` α ⇒ S ` α∗), “la consistenza (nel senso di non-dimostrabilita` di un
enunciato e della sua negazione), anche di un sistema S molto forte, potrebbe
essere dimostrabile in S e persino nel sistema per l’aritmetica ricorsiva primi-
tiva”190. Il riferimento obbligato, e` a quei lavori191 che a partire dalla meta`
degli anni ’50, misero in evidenza come fosse possibile di una data teoria
formale, fornire una presentazione, cioe` un’opportuna ‘scelta’ degli assiomi e
delle regole di inferenza, che a parita` di capacita` deduttiva, permettesse la
derivazione nel sistema di un’enunciato esprimente la non contraddittorieta`
degli assiomi.
E` la seconda parte della nota, tuttavia, a giustificare il titolo scelto da
Go¨del per essa:
Cio` che e` possibile mostrare essere indimostrabile in S e` il fatto che le
regole del calcolo equazionale applicate ad equazioni dimostrabili in S tra
termini primitivi ricorsivi, determinano solo equazioni numeriche corrette
(assumendo che S possieda la proprieta` che si asserisce essere indimostrabi-
le).192
Nella versione “migliore e piu` generale”, dunque, il secondo teorema di
Go¨del dice che: assumendo che S sia un sistema formale, il quale possie-
da la proprieta` secondo la quale dati tf , sg termini che rappresentano in S
due funzioni primitive ricorsive (diciamo, f e g), ogni enunciato della forma
tf (n) = sg(m), ottenuto unicamente per applicazione delle regole (i) di sosti-
tuzione di un termine primitivo ricorsivo ad una variabile e (ii) di un termine
con un altro dimostrabilmente uguale ad esso, e` vero (cioe` vale f(n) = g(m)),
allora la proposizione che esprime questa stessa proprieta` e` indecidibile.
Formalmente parlando, cio` equivale a dire che esiste una formula α del-
la forma ∀x(t(x) = 0) (con t che rappresenta in S una funzione primitiva
190[Go¨d90c], p. 305.
191In particolare i gia` citati [Tak55], [Fef60], [Kre65a].
192Ibid., p. 305.
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ricorsiva), tale che l’enunciato:
Teor∗S(dαe)→ α
e` indecidibile in S (dove Teor∗S(x) e` il predicato ricorsivamente enumera-
bile ‘x e` un teorema equazionale di S’, ossia e` ottenuto in S per applicazione
delle sole regole (i) e (ii) indicate in precedenza)193.
“Si noti”, dice Go¨del, “che e` necessario dimostrare questa consistenza
‘esteriore’ per ‘giustificare’ gli assiomi transfiniti di S nel senso del programma
di Hilbert”194. La valenza anti-hilbertiana dell’indecidibilita` di questa forma
di consistenza viene dunque esplicitamente dichiarata195.
Non pare essere su un piano squisitamente tecnico, comunque, che si
ritrovano le ragioni profonde della distanza tra la visione di Go¨del e l’ap-
proccio hilbertiano (d’altra parte occorre tenere presente che l’osservazione
di Go¨del nasce come nota al testo, e dunque non si puo` certo attribuirgli
troppe velleita`). E comunque non certo mediante un risultato tecnico del
tipo indicato da Go¨del, come risulta dalla presa d’atto delle linee di ricerca
negli anni a cui appartiene la nota go¨deliana: i lavori di Takeuti, Schu¨tte,
Tait da un lato e l’opera di Kreisel dall’altro, avevano gia` spostato l’accento
sull’estensione al secondo ordine delle indagini di Gentzen e, dunque, avevano
considerevolmente alzato il livello del dibattito sul finitismo e le sue possibili
estensioni196.
Go¨del era peraltro ben al corrente dell’avanzamento della ricerca in questa
direzione, come si evince anche da alcuni accenni presenti soprattutto nella
corrispondenza con Bernays come il seguente, tratto da una lettera dell’11
agosto 1960:
193La prova di questa versione del secondo teorema di incompletezza, ricalca, nella stra-
tegia dimostrativa, la dimostrazione usuale del secondo teorema di Go¨del (a parte per una
differenza essenziale nella costruzione dell’enunciato indecidibile). Si rimanda alla nota
introduttiva a [Go¨d90c] (in particolare, [Go¨d90a], pp. 284-284) per i dettagli al proposito.
194[Go¨d90c], p. 305.
195Il fondamento dell’osservazione di Go¨del, consiste nel fatto che Hilbert identificava le
proposizioni ‘reali’ con proposizioni numeriche generali le cui istanze fossero verificabili in
modo effettivo (“formule a cui corrispondono informazioni contenutistiche di proposizioni
finitarie [. . .] equazioni e disequazioni numeriche, oppure informazioni piu` complesse com-
poste da queste”- [Hil28], p. 470), della derivazione delle quali egli intendeva garantire
l’ammissibilita` mediante la consistenza “esteriore”, che, come Hilbert sapeva (cfr. Ibid.,
p. 474), equivale classicamente alla ‘normale’ consistenza di un sistema formale.
196Tra i riferimenti principali per la discussione del finitismo dei primi decenni del secondo
dopoguerra, oltre a [Tak55] e al testo di Scu¨tte [Sch60], possiamo citare anche [Kre65a],
in particolare p. 151 e segg.
91
Fino a questo momento, apparentemente Tait ha dimostrato la consi-
stenza dell’analisi solo mediante metodi non finitari. Ho avuto interessanti
discussioni con Kreisel. Egli sembra aver adesso dimostrato davvero in modo
matematicamente soddisfacente che il primo ²-numero e` un limite preciso di
cio` che e` finitario. Trovo che il risultato sia molto bello, anche se dovra` for-
se richiedere una sottostruttura di tipo fenomenologico perche´ possa essere
completamente soddisfacente.197
Sfortunatamente nelle lettere successive l’argomento non trova uno spazio
adeguato, probabilmente perche´, ipotizza Fefereman nella nota introduttiva,
la questione veniva dibattuta piu` esaustivamente nelle conversazioni tra i
due.
Questi riferimenti sono comunque sufficienti a far emergere il punto cru-
ciale: piuttosto che vertere su una riformulazione dei teoremi di incompletez-
za, il ‘resoconto’ dedicato alle relazioni tra il programma di Hilbert e l’opera
di Go¨del, avrebbe suscitato maggior interesse se incentrato sull’inadeguatez-
za “epistemologica” di quella posizione, della quale Go¨del riferisce alla Reid,
o anche sull’analisi “di tipo fenomenologico” che risulta necessaria per chia-
rire gli aspetti metamatematici della questione, di cui Go¨del parla a Bernays
nella citazione precedente.
Sono proprio i testi nei quali e` l’aspetto concettuale ad essere privilegiato
insomma, che risultano essere maggiormente indicativi. Ed e` il materiale
inedito, ancora una volta, a fornire gli spunti piu` interessanti.
Cio` vale, innanzi tutto, per uno dei testi piu` rappresentativi in questo
senso, che riproduce l’intervento di Go¨del del 29 gennaio 1938, al seminario
organizzato dallo storico della scienza Edgar Zilsel.
L’argomento trattato, si riallaccia perfettamente al bilancio conclusivo
sull’esperienza hilbertiana tracciato da Go¨del nella lettera alla Reid, dal
momento che, come appare evidente fin dalle prime battute, il materiale
e` imperniato intorno all’indagine sulla praticabilita` matematica e sul valore
epistemico di una ricerca fondazionale basata sulle prove di consistenza re-
lativa, come riformulazione dell’impianto del programma di Hilbert basato
originariamente sulla ricerca di dimostrazioni assolute di non contradditto-
rieta`.
Il peso dei teoremi di incompletezza e` ormai un dato acquisito e lo si
intravede dietro le osservazioni di Go¨del relative alle dimostrazioni di consi-
stenza: la nota di apertura e` dedicata a come simili prove mantengano un
significato in quanto riduzioni di una teoria ad una sottoteoria, cioe` di un
197[Go¨d03a], p. 192.
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sistema d’assiomi ad un sistema che abbia (in quanto piu` debole) maggiore
plausibilita`.
Il nucleo centrale dell’intervento puo` essere visto come il tentativo di
dare un seguito all’affermazione con la quale Go¨del aveva chiuso la confe-
renza del 1933 sulle prospettive fondazionali del ‘dopo Hilbert’: definire una
cornice formale che possa essere vista come una estensione plausibile dell’a-
ritmetica finitaria, entro la quale si sia in grado di offrire una giustificazione,
per mezzo di una dimostrazione di non contraddittorieta`, degli assiomi della
matematica.
A tal fine, la disamina di Go¨del passa attraverso l’indicazioni di tre vie
principali: l’introduzione di funzionali di tipo superiore, l’ammissione di
principi di induzione fino ad opportuni ordinali transfiniti, l’interpretazione
mediante operatori modali.
Due osservazioni sorgono spontanee: la prima consiste nel fatto che Go¨del
avesse gia` individuato all’epoca il principio alla base di quella che diverra` nota
come l’‘Intepretazione Dialectica’, ossia la traduzione dell’aritmetica di Peano
in un sistema di funzionali di tipo finito basato su una logica intuizionista,
che consente una dimostrazione ‘combinatoria’ della consistenza della teoria
classica. E` una conferma, questa, di quanto emerge piu` chiaramente dalla
conferenza presso l’universita` di Yale del 1941198: l’ideazione di quello che
sulla base degli scritti pubblicati rappresenta l’ultimo contributo tecnico di
Go¨del199, appartiene in realta` alla fine degli anni ’30.
In secondo luogo, si puo` apprezzare come Go¨del avesse assimilato perfetta-
mente la metodologia di prova usata da Gentzen per dimostrare la consisten-
za dell’aritmetica classica, al punto da alludere ad una possibile estensione a
sistemi di ordine superiore (anticipando cos`ı quella questione che verra` siste-
maticamente indagata solo a partire dagli anni ’50 e alla quale e` dedicato il
frammento precedente della lettera a Bernays)200.
198Il testo dell’intervento e` stato pubblicato nel terzo volume dei Collected Works come
[Go¨d41].
199Il lavoro che ufficialmente contiene l’esposizione del risultato e` del 1958.
200Per quel che riguarda la terza via, che risulta anche la meno chiara dal materiale rela-
tivo all’esposizione di Go¨del da Zilsel, ci limitiamo ad indicare il breve accenno contenuto
nella lettera a von Neumann datata 14 marzo 1933, che ha forse qualche attinenza con
quanto viene detto in [Go¨d38d] sulla via ‘logico-modale’ (e che tratta apparentemente del-
l’interpretazione di teorie classiche mediante operatori di dimostrabilita`). Dice Go¨del: “Ho
trovato un’interpretazione del calcolo di Heyting per la logica proposizionale per mezzo
del concetto ‘dimostrabile’ ma fino ad ora non sono stato in grado di stabilire l’equivalenza
piena con il sistema di Heyting” ([Go¨d03b], p. 346). Il problema indicato da Go¨del e` stato
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E` con il paragrafo conclusivo, nel quale le tre proposte vengono giudicate
come possibili riformulazioni del programma finitista, in relazione alla rispet-
tiva valenza fondazionale (nel senso di provvedere ad una giustificazione di
certe parti della matematica) e all’interesse epistemologico (come riduzione
concettuale delle nozioni astratte ad altre dotate di maggiore evidenza intrin-
seca), che il punto di vista di Go¨del sull’intera ‘esperienza’ legata alla figura
di Hilbert, cioe` l’opinione riassunta nella lettera alla Reid, emerge in tutta
la sua articolazione.
Punto primo: il punto di vista di hilbertiano ha un elevato significato
filosofico e fondazionale:
Se fosse stato possibile portare a termine il programma di Hilbert origi-
nario, esso sarebbe stato di enorme valore epistemologico [. . .]: (A) la mate-
matica sarebbe stata ridotta ad una piccola porzione di se stessa (e quindi un
gran numero di assunzioni indipendenti sarabbero divenute superflue). (B)
Tutto sarebbe stato ricondotto a una base concreta, in grado di suscitare
l’accordo di tutti.201
Punto secondo: un’estensione dell’approccio hilbertiano deve forzatamen-
te rinunciare a simili aspirazioni:
Relativamente alle dimostrazioni mediante il finitismo esteso, [l’obbiet-
tivo (A)] non puo` essere piu` raggiunto, dal momento che per dimostrare
una data teoria consistente, si ha sempre bisogno di aggiungere assunzioni
al posto di quelle da dimostrare non contraddittorie, cos`ı che non si ha una
riduzione [nel senso suddetto], ma piuttosto un rimpiazzamento o uno slit-
tamento. Il secondo [scopo] (riduzione ad una base concreta, che si traduce
in un accrescimento di evidenza) lo si ottiene in misura diversa per i diversi
sistemi [considerati nell’intervento].202
Rimane il fatto, terzo, che “il significato matematico dell’indagine sia
totalmente intatto”, che Go¨del consideri questo significato come “straordi-
nariamente rilevante”, e che egli ritenga che “i metodi applicati in questa
direzione porteranno a risultati molto interessanti sia nel campo della ricerca
fondazionale che al di fuori di esso”203.
ripreso e sviluppato da un punto di vista tecnico da Sergei Arte¨mov con la cosiddetta
‘Logica delle Dimostrazioni’ (cfr. [Art94] e [Art01] in particolare), che si e` rivelata come






Aleggiano sullo sfondo di questa disamina alcune questioni che diverranno
patrimonio condiviso nel campo della metamatematica solo qualche decennio
piu` tardi: la necessita` di distinuere tra vari livelli di costruttivismo, il pro-
blema di determinare i limiti precisi (da un punto di vista della teoria della
dimostrazione) della matematica finitaria, la valutazione, alla luce dei due
punti precedenti, del contenuto costruttivo di quelle inferenze che garantisco-
no la non contraddittorieta` di certi sistemi d’assiomi (cioe`, in ultima analisi,
la valenza epistemica di certe riduzioni proof-teoretiche). Non sarebbe dif-
ficile costruire, su questo, un’ulteriore chiave di lettura dell’opera go¨deliana
chiamando in causa materiale diverso da quello che si e` deciso qui di analizza-
re (o leggendo il materiale che si e` preso in considerazione nel presente lavoro
sotto una luce diversa). Tuttavia, cio` ci condurrebbe lontano dallo scopo piu`
modesto che ci si e` prefissi: individuare alcuni aspetti cruciali del pensiero di
Go¨del partendo dall’analisi delle implicazioni dei teoremi di incompletezza.
Da questo punto di vista, in relazione alla tematica del significato dei
teoremi di Go¨del per il programma di Hilbert, ci si potrebbe ritenere soddi-
sfatti dall’aver trovato con [Go¨d38d] un bilancio chiaro della ricerca intorno
al programma sulle dimostrazioni di consistenza, che contiene, per di piu`,
anche la valutazione di possibili sviluppi dell’indagine metamatematica.
Tuttavia, un elemento di interesse ulteriore lo si puo` ricavare seguendo
‘il filo’ dell’elaborazione da parte di Go¨del del problema delle prove di con-
sistenza, nella sua naturale prosecuzione rappresentata dai lavori dedicati
all’ ‘Interpretazione Dialectica’204. Dall’esame delle pagine iniziali di quei
contributi, scaturisce infatti la possibilita` di inserire le riflessioni di Go¨del
sul finitismo nel quadro piu` ampio della visione go¨deliana della matematica.
2.2.3 La matematica finitaria ed i concetti astratti
Quanto ci pare opportuno rilevare in questo contesto, e` contenuto gia` nei
primi paragrafi di [Go¨d58]. Seppur mascherato dall’attribuzione dell’osser-
vazione cruciale a Bernays, la frase di apertura del lavoro ci riporta sedu-
ta stante al problema delle implicazioni dei teoremi di incompletezza per il
programma di Hilbert:
204[Go¨d58] e [Go¨d90b]. Il fatto che si consideri questi lavori come la prosecuzione “na-
turale” del materiale fin qui analizzato, e` ovviamente riferito alla presenza in [Go¨d38d],
come precedentemente indicato, di un’anticipazione dei principi alla base del sistema dei
funzionali di tipo finito.
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P. Bernays ha sottolineato in diverse occasioni che, dal momento che la
consistenza di un sistema non puo` essere dimostrata mediante metodi di pro-
va piu` deboli di quelli del sistema stesso, e` necessario andare oltre il quadro
di cio` che e`, secondo Hilbert, la matematica finitaria se si vuole dimostrare la
consistenza della matematica classica, o anche quella dell’aritmetica classi-
ca. Di conseguenza, dal momento che la matematica finitaria e` definita come
la matematica in cui l’evidenza poggia su cio` che e` intuitivo, certe nozioni
astratte sono necessarie per la consistenza dell’aritmetica (cos`ı come e` stato
esplicitamente formulato da Bernays nel suo [ [Ber35] ], pagine 62 e 69).205
Piuttosto che la paternita` dell’affermazione, ci interessa qui lo sviluppo
dell’analisi, che e` tutto go¨deliano.
Vale la pena di riportare per intero il passo rilevante, che recita:
Qui, per nozioni astratte (o non intuitive) intendiamo quelle che sono
essenzialmente del secondo ordine o di ordine superiore, cioe` nozioni che non
coinvolgono proprieta` o relazioni di oggetti concreti (per esempio combinazio-
ni di segni), ma che sono legate a costrutti mentali (ad esempio, prove, enun-
ciati dotati di senso, e cos`ı via); e nelle dimostrazioni si fa uso di intuizioni,
relative a questi costrutti mentali, che emergono non dalle proprieta` combi-
natorie (spazio-temporali) delle combinazioni di simboli che rappresentano
le dimostrazioni, ma solo dal loro significato.206
Il supermento della posizione hilbertiana avviene dunque su un duplice
piano: per il fatto che le dimostrazioni di consistenza devono necessariamente
chiamare in causa concetti non riconducibili all’evidenza immediata, in primo
luogo; perche´ le proprieta` che le dimostrazioni di consistenza richiedono, poi,
derivano dall’analisi del significato di questi concetti astratti.
L’esempio al quale Go¨del ricorre per illustrare quanto detto, e` la dimo-
strazione di consistenza per l’aritmetica classica di Gentzen. In quel caso, il
limite del ricorso all’intuizione relativa alle mere proprieta` spazio-temporali
delle dimostrazioni, intese come combinazioni di simboli di un alfabeto finita-
rio, e` rappresentato ovviamente dalla validita` del principio di induzione fino
all’ordinale ²0: e` in relazione a questo principio che “non si e` piu` in grado
di passare in rassegna le varie possibilita` strutturali che si hanno per le suc-
cessioni discendenti, e quindi non si e` piu` in grado di riconoscere per mezzo





E` quindi lo stesso aspetto della prova di Gentzen che permette di met-
tere in luce chiaramente dove il passaggio all’intuizione relativa ai “costrutti
mentali”, diviene inevitabile:
In particolare, non si puo` acquisire una simile conoscenza [la fondatezza
dell’ordinamento di tipo ²0] in modo intuitivo passando un passo dopo l’altro
da ordinali piu` piccoli a quelli piu` grandi; si puo` solo ottenere una conoscenza
per via astratta per mezzo di nozioni di tipo superiore. Questo e` possibile per
mezzo della nozione astratta di ‘accessibilita`’, che si definisce per il nostro
essere in grado di dare una dimostrazione compresa informalmente del fatto
che una certa inferenza e` valida.208
Riguardo all’ “accessibilita`”, alla capacita` cioe` di convincersi della corret-
tezza di una certa inferenza per via informale, ossia facendo ricorso a quelle
intuizioni relative ai “costrutti mentali” che derivano dal loro “significato” e
che percio` non possono essere ridotte alle proprieta` combinatorie di successio-
ni di simboli, Go¨del dice qualcosa in piu` nella nota c alla traduzione inglese
del testo ([Go¨d90b]): egli sottolinea infatti come il concetto di “accessibi-
lita`” e le nozioni ad esso affini, quelle a cui “si e` fatto ricorso in quasi tutti i
casi” di prove di non contraddittorieta`209, “creano l’ingannevole impressione
di essere basati su un’intuizione concreta di certe procedure infinitarie, come
il ‘contare oltre ω’ o ‘passare in rassegna’ gli ordinali piu` piccoli di un certo
ordinale α”210.
Per quanto potrebbe gia` essere sufficientemente chiaro il fatto che ci si tro-
vi di fronte ad osservazioni di tipo essenzialmente nuovo sul superamento del
programma di Hilbert rispetto alle precedenti, ci pare opportuno ricostruirne
il quadro in modo piu` suggestivo, superando cioe` una certa ‘circospezione’
della formulazione go¨deliana.
Go¨del infatti sembra suggerire un’analisi della matematica in una duplice
direzione: da un lato alludendo alla suddivisione tra l’indagine sulle rela-
zioni e le proprieta` di oggetti concreti (matematica finitaria) e l’indagine che
coinvolge concetti astratti o strutture di pensiero; dall’altro, distinguendo cor-
rispondentemente l’evidenza immediata e la capacita` di acquisire conoscenza
mediante le nozioni astratte, che e` garantita dall’accessibilita`.
208Ibid., p. 242.
209A tale proposito, Go¨del aggiunge qui una serie di riferimenti a lavori che contengono
dimostrazioni di consistenza e riferimenti riconducibili alla questione dell’ “accessibilita`”
(tra essi, oltre al lavoro di Gentzen, articoli di Lorenzen, Schu¨tte, Kreisel, Takeuti).
210[Go¨d90b], p. 272.
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Siamo cos`ı condotti in modo naturale, nel riassumere le suggestioni pro-
venienti dagli scritti di Go¨del legati alla problematica del finitismo e del
rapporto con i teoremi di incompletezza, verso tre ordini di riflessioni.
La prima e` una considerazione di tipo squisitamente metamatematico, e
dunque piu` estrinseca rispetto alla problematica concettuale al centro della
disamina, e riguarda la possibilita` di definire quale fosse, per Go¨del, una
caratterizzazione precisa, in termini di teoria della dimostrazione, dei confini
della matematica finitaria.
Sulla base della definizione data in [Go¨d33] del sistema A e delle simi-
lutidini che possono essere riscontrate con l’aritmetica ricorsiva primitiva,
parrebbe logico ritenere che quest’ultima costituisse per Go¨del una cornice
formale sufficiente per contenere la matematica finitaria211. Stabilito quin-
di che PRA verosimilmente e` il limite inferiore per essa, rimane quindi il
problema di individuare il limite superiore. Apparentemente, Go¨del aveva
sviluppato una posizione ben precisa al riguardo, che e` gia` implicitamente
contenuta nei passi succitati, come ebbe modo di esprimere in un lettera a
Bernays del 24 gennaio 1967, nella quale egli si dice “convinto” del fatto che
²0 rappresentasse un limite, “non meramente in pratica, ma di principio” per
il finitismo di Hilbert e che fosse persino possibile “dimostrare cio` in modo
convincente”212.
Tornando al tema principale, la seconda osservazione scaturisce dalle sud-
divisioni menzionate in precedenza. Ci pare infatti che dietro quelle indicate
da Go¨del si possa intravedere il porsi di una questione ad un livello che po-
tremmo chiamare mentale (o epistemico): perche´ Go¨del non sembra limitarsi
ad un’analisi della matematica di tipo teoretico, ma chiama direttamente in
causa, con l’ “accessibilita`” in primo luogo, due modalita` diverse mediante le
quali si stabilisce una relazione, di tipo conoscitivo, con due diverse ‘famiglie’
di enti matematici (quelli alla base della matematica finitaria da un lato, ap-
punto, e i concetti astratti, o ‘costrutti mentali’ dall’altro). Si pone quindi
211Vale la pena ricordare che il problema di caratterizzare in modo preciso, da un punto
di vista della teoria della dimostrazione, la matematica finitaria ha rappresentato una
questione sulla quale si dibatte da tempo. Il rifgerimento classico al quale si riconduce
usualmente la controversa congettura che tale cornice formale sia da individuare nel sistema
per l’aritmetica primitiva ricorsiva e` [Tai81].
212[Go¨d03a], p. 254. Questo fatto viene sostanzialmente confermato dalle considerazioni
presenti in [Go¨d90b] (cfr. in particolare, p. 274 nota f). La rilevanza di questa posizione
di Go¨del nel quadro dell’indagine metamatematica, e` discussa da Feferman nella nota
introduttiva alla corrispondenza tra Go¨del e Bernays ([Go¨d03a], pp. 41-79).
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il quesito circa la natura della facolta` conoscitiva che sovrintende l’intuizio-
ne delle proprieta` combinatorie da un lato, e la comprensione dei “costrutti
mentali” dall’altro che ne rende ‘accessibili’, ossia giustificabili in termini
informali, quegli aspetti essenziali per le dimostrazioni di consistenza.
In terzo luogo, ci pare opportuno sottolineare un richiamo ad una que-
stione, quella dell’intervento necessario di concetti astratti, cioe` di ordine
superiore, che era gia` emersa dall’analisi del §2.1. Il fatto che si giunga da
due strade diverse (per quanto accumunate dal ruolo ricoperto in entrambe
dai teoremi di incompletezza) a considerazioni analoghe, legittima il sospet-
to di trovarci di fronte ad un aspetto non secondario, ma costitutivo della
concezione go¨deliana.
Per poter dire qualcosa di piu` al proposito, occorre tuttavia fare un passo
indietro (cronologicamente parlando) rispetto ai contributi sulla ‘Dialecti-
ca’, e considerare i testi piu` legati agli sviluppi dell’indagine sull’Ipotesi del
Continuo di Cantor, che, come e` noto, si situano in una fase cruciale per
l’elaborazione del pensiero di Go¨del.
2.3 L’incompletezza e la prassi della mate-
matica: riflessioni sull’indagine intorno
all’Ipotesi del Continuo di Cantor
Come si e` visto nel §1.3, alla fine degli anni ’30, sull’onda del risultato relativo
alla consistenza dell’Ipotesi del Continuo di Cantor e dell’Assioma di Scelta
rispetto alla teoria degli insiemi, e sulla base del proprio personale convinci-
mento circa l’indecidibilita` delle proposizioni in questione in ZF, Go¨del fece
alcune osservazioni che ne mettevano direttamente in relazione il caso con
quello degli enunciati formalmente indecidibili scoperti in precedenza.
Secondo quanto risulta dalle considerazioni di [Go¨d38c] e da quelle con-
tenute nelle conferenze di Go¨ttingen e presso la Brown University213, Go¨del
riteneva che il discrimine tra i due tipi di indecidibilita` consistesse prin-
cipalmente nel fatto che, laddove gli enunciati formalmente indecidibili di
[Go¨d31b] divengono decidibili in sistemi che intrattengono con il formalismo
di partenza una relazione precisa, nel caso delle proposizioni legate all’I-




Cio` significa, si badi bene, che per Go¨del all’epoca esistevano casi di
proposizioni matematiche rispetto alle quali non solo non si era contingen-
temente in grado di offrire alcuna dimostrazione o refutazione, ma che non
si sarebbe potuto in nessun caso presentare alcuna forma di inferenza che
potesse venire riconosciuta come una prova matematica di tale proposizione
o della sua negazione.
Alla luce di quanto si e` visto piu` in dettaglio nei §§2.1, 2.2, c’e` un’al-
tro aspetto degno di interesse dell’indagine go¨deliana di quel periodo, e che
emerge dalla caratterizzazione matematica delle proposizioni indecidibili co-
me problemi di tipo diofanteo. Quel risultato che, come si e` ricordato, pareva
a Go¨del ricoprire un ruolo importante soprattutto per i risvolti puramente
matematici dell’incompletezza, e quindi per colmare la distanza, diremmo
noi, tra la metamatematica, alla quale appartiene originariamente la sco-
perta go¨deliana, e la prassi della matematica, rispetto alla quale poteva non
apparire immediatamente chiara la rilevanza dell’indagine sui sistemi formali,
acquisisce anche un significato diverso. Nel dimostrare l’esistenza di proble-
mi numerici che risultano essere irresolubili se non attraverso il concorso di
assunzioni di ordine superiore (ad esempio particolari istanze dell’assioma di
comprensione), si forniva anche un esempio ‘tangibile’, e, soprattutto, ma-
tematicamente pregnante, della necessita` del ricorso alle nozioni astratte ai
fini del ragionamento matematico, a cui Go¨del e` giunto attraverso le altre
direzioni che si sono fin qui analizzate.
Se si vuole quindi, queste considerazioni rappresentano un salto di qualita`
decisivo per la riflessione go¨deliana sull’incompletezza e per lo sviluppo della
concezione filosofica di Go¨del: il momento in cui, l’emergere dell’elemento piu`
dichiaratamente matematico dei propri risultati sull’indecidibilita`, costituisce
l’occasione per il precisarsi di una visione complessiva della natura della
disciplina.
Come si ricordava al termine della parte precedente, un ruolo essenziale
in quest’ultima direzione e` ricoperto dai contributi piu` legati alle ricerche in
campo insiemistico.
2.3.1 Nuovi assiomi per la matematica
Consideratane la forte connessione alla teoria dei tipi russelliana, e` curioso
che proprio in un lavoro dedicato alla logica matematica di Russell si profili
quel superamento della posizione relativa all’esistenza di problemi matematici
assolutamente irresolubili.
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Si e` visto infatti come la convinzione di Go¨del relativa al carattere assoluto
dell’indecidibilita` di proposizioni legate all’Ipotesi cantoriana del Continuo,
derivasse essenzialmente dal notare come la dimostrazione della loro consi-
stenza rispetto a ZF trascendesse, ossia continuasse a valere inalterata lungo
la gerarchia dei formalismi costruita secondo l’idea della stratificazione in ti-
pi: gli assiomi per i numeri naturali in basso, quelli per gli insiemi di numeri
naturali a seguire, gli insiemi di insiemi poi, e cos`ı via.
Tuttavia, e` proprio l’articolo scritto da Go¨del per il volume dedicato alla
filosofia di Russell e facente parte della “Library of Living Philosophers”
curata da Paul Arthur Schilpp, che contiene il primo riferimento a dei nuovi
principi sulla base dei quali risolvere questioni matematiche indecise:
Appare inoltre plausibile ritenere che per decidere certi problemi della
teoria astratta degli insiemi e anche certe questioni della teoria dei numeri
reali, saranno necessari nuovi assiomi basati su qualche idea finora scono-
sciuta. Forse le stesse difficolta` apparentemente insormontabili che altri pro-
blemi matematici hanno presentato per molti anni sono dovute al fatto che
gli assiomi necessari non sono stati ancora trovati.214
Sebbene non venga indicato in modo esplicito, il tono dell’osservazione di
Go¨del sembra compatibile con quel mutamento d’opinione rispetto al contesto
nel quale egli aveva accennato all’esistenza di proposizioni assolutamente
indecidibili, pur essendo l’ideazione e la stesura di [Go¨d44] immediatamente
susseguente al materiale sulla teoria degli insiemi di riferimento215.
Occorre ricordare che il convincimento relativo al carattere assoluto del-
l’indipendenza di certe proposizioni rispetto agli assiomi per la matematica,
aveva presumibilmente un fondamento oggettivo: l’esistenza di una dimo-
strazione di indipendenza dell’assioma di costruibilita` rispetto alla teoria dei
tipi216. L’allusione a possibili principi, basati su intuizioni “ancora sconosciu-
te” e ad assiomi “non ancora scoperti”, sembra indicare dunque che Go¨del
avesse acquisito, per qualche motivo, una maggiore prudenza nel leggere quel
risultato, non vedendovi piu`, in particolare, una riprova del fatto (come l’av-
verbio ‘assolutamente’ lascia pensare) che nessuna prova corretta potesse
214[Go¨d44], p. 121.
215Delle due conferenze inedite nelle quali compare l’allusione alle proposizioni assoluta-
mente indecidibili, la piu` tarda e` la conferenza alla Brown University del 1940. L’invito a
Go¨del da parte di Schilpp a contribuire al volume su Russell e` del 18 novembre 1942. La
prima bozza del manoscritto di [Go¨d44], fu spedita invece da Go¨del il 17 maggio 1943 e la
versione rivista e corretta, il 28 settembre dello stesso anno.
216Si veda quanto detto alla nota 125.
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mai essere offerta in futuro per risolvere l’indecidibilita` di certe questioni
matematiche.
Si deve tenere presente che il venir meno del fondamento cruciale della
riflessione go¨deliana sulla natura della supposta indipendenza di certe propo-
sizioni insiemistiche offerta fino ad allora, si accompagna, nell’articolo sulla
logica matematica di Russell, alla sottolineatura di quell’elemento di interesse
della versione ‘matematica’ dell’indecidibilita` da noi indicato poc’anzi.
L’occasione e` data dall’analogia russelliana tra la matematica e le scien-
ze naturali e tra l’evidenza logica e la percezione sensoriale. Non e` difficile
scorgere nel commento da parte di Go¨del, che scaturisce dall’osservazione
di come il confronto proposto da Russell “sia stato ampiamente giustificato
dagli sviluppi successivi e c’e` da aspettarsi che lo sara` in misura anche mag-
giore in futuro”, il riferimento al risultato inedito di [Go¨d38c] da un lato,
ed un’affinita`, anche di linguaggio, con la distinzione tra la matematica ‘del
concreto’ e quella ‘dell’astratto’ emersa in chiusura del §2.2:
E` risultato che (sotto l’assunzione che la matematica moderna sia consi-
stente) la soluzione di certi problemi aritmetici richieda l’uso di ipotesi che
trascendono in modo essenziale la teoria dei numeri, cioe` l’ambito di quel
tipo di evidenza elementare e indiscutibile che puo` essere piu` propriamente
avvicinata alla percezione sensoriale.217
Dunque, il confronto tra i testi inediti e gli scritti pubblicati offre indi-
cazioni divergenti: da un lato, un’apparente discrasia per cio` che concerne
l’allusione a proposizioni assolutamente indecidibili negli uni e l’accenno a
nuovi assiomi per la matematica negli altri, dai quali si fa dipendere la pos-
sibile soluzione di quesiti irrisolti anche nel campo della teoria dei numeri
reali. Sotto un altro punto di vista, quello dell’esistenza di problemi nume-
rici algoritmicamente indecidibili, la situazione e` diversa: il risultato inedito
viene cioe` organicamente inserito, per cos`ı dire, nel quadro della riflessione
go¨deliana sull’incompletezza.
Occorre tuttavia completare il quadro, se si vuole che l’analisi possa essere
condotta in modo corretto. E per farlo, bisogna affrontare in modo piu` deciso
un aspetto essenziale che e` finora rimasto soltanto sullo sfondo: la concezione
platonista di Go¨del della matematica.
Prima di farlo, esaminando i contributi di Go¨del dedicati all’Ipotesi del
Continuo e materiale ad essi legato, vogliamo, al fine di conferirgli maggiore
217Ibid., p. 121
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sostanza, soffermarci ancora sulle questioni emerse in [Go¨d44] alla luce di
fonti ulteriori.
2.3.2 Gli interventi di Tarski e Go¨del alla conferenza
di Princeton del 1946
Tra il 17 ed il 19 dicembre 1946 fu tenuta a Princeton una conferenza sui
problemi della matematica, nell’ambito delle molteplici iniziative messe a
punto per la celebrazione del bicentenario della Princeton University. Furono
invitati e parteciparono ai lavori alcuni tra i piu` eminenti studiosi di varie
aree della matematica, i cui interventi furono organizzati in sezioni gestite da
discussion leaders. Nel caso della sessione dei lavori dedicati alla ricerca nel
campo della logica matematica, alla quale Go¨del partecipo` con un proprio
intervento, Alfred Tarski fu scelto come moderatore, ed in tale veste egli
tenne il 17 dicembre una sorta di discorso di apertura218.
Dal materiale relativo alla corrispondenza tra Go¨del e Tarski immedia-
tamente precedente la conferenza, risulta chiaro che Tarski invio` a Go¨del
quantomeno un sunto del proprio intervento. Questo spiega le forti analogie
che emergono dal confronto tra il testo del discorso di Tarski e la versione
riveduta e corretta dell’intervento di Go¨del, che sono tali da far pensare che
quest’ultimo sia stato concepito come un commento al primo219.
D’altra parte, i temi che Tarski intendeva trattare e che si riferivano
direttamente alle ricerche di Go¨del, non erano affatto estranei al tipo di
riflessione a cui lo stesso Go¨del era giunto, ed anzi richiamavano da vicino
alcune delle osservazioni che abbiamo incontrato finora.
Questa identita` di vedute emerge chiaramente dalla lettera del 10 dicem-
bre 1946 di Tarski:
Riguardo alle questioni alle quali sei interessato220, non credo che riusciro`
a fare niente altro che enfatizzare la differenza fondamentale tra la totalita`
218Molte notizie relative sul contesto nel quale si inserisce l’organizzazione dell’evento,
oltre alla riproduzione integrale dell’intervento di Tarski ed un commento esaustivo ad
esso, possono essere trovate, insieme ad altro materiale relativo alla conferenza, in [Sin00]
(vi si ritrovano inoltre il programma complessivo della conferenza e ad un resoconto della
tavola rotonda conclusiva della sessione di logica, pensata evidentemente in funzione della
pubblicazione degli atti, prevista in un primo tempo e poi abbandonata).
219L’intervento di Go¨del e` riprodotto in [Go¨d65b] che, come recita la voce bibliografica,
e` apparso per la prima volta in [Dav65].
220NdT : La scelta, in questo caso, di rendere la lettera con la seconda persona singolare,
e` dettata dall’indubbia familiarita` tra i due (come dimostra il “Caro Kurt” con il quale si
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degli enunciati indecidibili fin qui noti nell’aritmetica elementare da un lato,
e alcuni enunciati indecidibili in analisi e nella teoria degli insiemi (come
l’ipotesi del continuo); in quanto gli enunciati indecidibili del primo tipo so-
no chiaramente indecidibili in un senso relativo, mentre quelli del secondo
sembrano essere indecidibili in qualche senso assoluto. E in relazione a cio`
sollevero` i problemi (1) se (e come) la nozione di indecidibilita` relativa ed
assoluta possano essere precisate e (2) se, sulla base di una definizione ade-
guata di queste nozioni, sara` possibile dimostrare che un problema di tipo
aritmetico puo` essere indecidibile solo in senso relativo.221
Non essendo stata ritrovata tra le carte del Nachlass la lettera di Go¨del
alla quale risponde questa missiva di Tarski, non sappiamo quanto i commen-
ti del logico polacco del passo precedente, che possiedono una somiglianza
sorprendente con le osservazioni di Go¨del analizzate in precedenza, possa-
no essere state ispirate dal suo contenuto. Salta ovviamente agli occhi in
questo senso, la distinzione tra la diversa natura dell’indecidibilita` in campo
aritmetico e nel campo dell’analisi e della teoria degli insiemi.
In linea con quanto preannunciato a Go¨del, l’intervento di Tarski ha nei
riferimenti al problema della decisione alcuni passaggi cruciali. A parte un
passo che riprende quasi alla lettera quello della citazione precedente222, spic-
ca un’osservazione ulteriore, dalla quale dipende, a detta del logico polacco,
la possibilita` di “aumentare il prestigio dei logici agli occhi dei matematici”,
e che riguarda la natura degli enunciati formalmente indecidibili:
Nessuno di questi problemi e` esattamente soddisfacente per il matema-
tico: sarebbe un grande passo nella direzione di placare i matematici se fosse
possibile costruire una proposizione relativa ai numeri interi similmente in-
decidibile. Dopo tutto, il matematico ritiene che questi enunciati indecidibili
siano stati costruiti ai fini della loro stessa indecidibilita`, ed ha grandi dif-
ficolta` a convincersi del fatto che egli avra` modo di imbattersi in enunciati
simili nel corso delle proprie ricerche di ordinaria matematica.223
Avendo gia` sottolineato come la dimostrazione da parte di Go¨del dell’e-
sistenza di una classe di problemi diofantei per la quale non esiste una pro-
cedura ricorsiva generale di decisione rivesta una certa importanza proprio
nell’avvicinare un risultato originariamente confinato in ambito metamate-
matico alla pratica della disciplina, non dovrebbe sorprendere piu` di tanto
apre la lettera), frutto di una frequentazione decennale (si veda a tale proposito anche la
nota introduttiva alla corrispondenza tra Go¨del e Tarski).
221[Go¨d03b], p. 272.
222Cfr. [Sin00], p. 26, punto 17.
223[Sin00], p. 25.
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il fatto che, nel seguito, Tarski, avendo ricevuto da Go¨del “il permesso di
fare riferimento ai suoi lavori non pubblicati” (dei quali Tarski doveva esse-
re stato informato presumibilmente da Go¨del stesso), sottolinei come “si sia
estremamente vicini al culmine di una simile impresa”224.
E` chiaro comunque che di ben altra suggestione appare essere il richiamo
da parte di Tarski alla necessita` di precisare la nozione di ‘indecidibilita` as-
soluta’, al fine di poter evidenziare in modo matematicamente irreprensibile
la differenza tra le proposizioni indecidibili nei sistemi adeguati per la teoria
dei numeri, e gli enunciati specificamente relativi all’analisi e alla teoria degli
insiemi. Dagli accenni in cui traspare la convinzione di Go¨del dalla qua-
le abbiamo preso le mosse, pare emergere l’idea, come si e` gia` avuto modo
di sottolineare, che la natura assoluta delle proposizioni indipendenti dalla
teoria degli insiemi, si legasse al fatto che estendere un formalismo costruen-
do a partire da esso una gerarchia di sistemi tipati, costituisse per Go¨del il
modo piu` generale per ottenere sistemi formali via via piu` potenti. Essendo
Go¨del una personalita` tutt’altro che avventata, parrebbe logico desumere che
egli fosse convinto in prima istanza, di poter dare una definizione sufficien-
temente precisa di ‘indecidibilita` assoluta’ su questa base, in modo da poter
giustificare le proprie affermazioni al proposito.
Alcune indicazioni al riguardo, cos`ı come altre relative a quello che abbia-
mo creduto di dover interpretare come il mutamento di indirizzo successivo, si
possono ritrovare nel testo dell’intervento di Go¨del a Princeton. Soprattutto
perche´ e` proprio la questione dell’‘assolutezza’ che permea tutto il discorso
go¨deliano: prendendo spunto dalla sottolineatura da parte di Tarski dell’im-
portanza ricoperta dalla definizione del concetto di funzione ricorsiva per gli
sviluppi della logica, Go¨del sottolinea come, a suo dire, il merito principale
di tale definizione consista nel fatto che “con questo concetto si e` per la pri-
ma volta riusciti a dare di una nozione epistemologicamente interessante una
definizione assoluta, cioe` indipendente dal formalismo scelto”225.
Si noti intanto come, intesa come risposta alla richiesta di Tarski, l’affer-
mazione di Go¨del, che appare del tutto identica a quella relativa alla nozio-
ne di ‘funzione computabile in un sistema formale’ di [Go¨d36] che abbiamo
incontrato nel primo capitolo, identifica l’ ‘assolutezza’ di un concetto defini-
to formalmente con l’indipendenza di tale definizione dal formalismo scelto
224Ibid., p. 26. Siamo d’accordo quindi con Sinaceur (cfr. ibid., p. 31, nota 30) nel
ritenere che Tarski si riferisca qui al risultato di [Go¨d38c].
225[Go¨d65b], p. 150.
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(dove ‘indipendente’ significa, almeno nel caso del concetto di ‘funzione com-
putabile’, che la classe di oggetti individuata e` estensionalmente equivalente
nel caso di ogni possibile scelta del formalismo di riferimento).
Da qui, Go¨del prende le mosse per sottolineare, da un lato, come un simile
successo appaia del tutto isolato nel panorama delle discipline matematiche,
e dall’altro, per indicare i propri suggerimenti per la trattazione di due casi
significativi, quelli dei concetti di ‘dimostrabilita`’ e di ‘definibilita`’. Ovvia-
mente, sono le osservazioni relative alla prima delle due nozioni, che offrono
qualche spunto di riflessione per l’indagine intrapresa nel presente paragrafo.
In primo luogo: in che senso il concetto di ‘dimostrabilita`’ in matemati-
ca non puo` essere definito in modo indipendente dal formalismo scelto? La
risposta dipende dai teoremi di incompletezza: per quanto possa essere defi-
nito in modo impeccabile, un qualsiasi sistema formale (che sia consistente e,
in un senso preciso del termine, adeguato per la matematica) risulta essen-
zialmente incompleto, nel senso che “la contemplazione del formalismo stesso
da` origine a nuovi assiomi che sono altrettanto evidenti e giustificati di quelli
da cui si e` partiti”, e “questo processo di estensione puo` essere iterato nel
transfinito”226.
Se si e` ‘scelto’ un sistema formale dandone gli assiomi, ai quali guardiamo
quindi come a proposizioni pienamente dotate di senso e corrette, e` naturale,
ad esempio, guardare alla proposizione che esprime la consistenza del siste-
ma cos`ı definito, come ad un enunciato altrettanto dotato di senso e corretto;
quindi, essendo esso indipendente dagli assiomi indicati, come ad un nuovo
principio che estende i precedenti in modo essenziale. Poiche´ la stessa opera-
zione puo` essere ripetuta per il sistema esteso e cos`ı via, per tutte le estensioni
individuate in questo modo, segue che “non ci puo` essere nessun formalismo
che comprenda tutti questi passaggi”, ossia, equivalentemente, non esiste una
procedura ricorsiva che possa ‘comprendere’ (enumerare) tutte le proposizioni
dimostrabili per mezzo di quelle estensioni.
Tuttavia, dice Go¨del “cio` non esclude che tutti questi passaggi (o almeno
quanti, tra questi, forniscono qualcosa di nuovo per il dominio di proposizioni
a cui si e` interessati) possano essere descritti e raccolti insieme in qualche mo-
do non-costruttivo”227. L’attenzione di Go¨del si concentra sulla teoria degli
insiemi, dove egli nota come il tipo di estensioni in questione possono esse-




formale di partenza di ‘assiomi dell’infinito’ sempre piu` forti (cioe` proposi-
zioni che sanciscono l’esistenza di collezioni di cardinalita` sempre maggiore).
Il risultato, cioe`, non cambia: ogni nuovo teorema che e` possibile ottenere
estendendo ZF mediante il ‘passaggio’ al tipo superiore, puo` essere ricavato
aggiungendo alla teoria degli insiemi un opportuno assioma dell’infinito228.
Ora, se per questo motivo non e` possibile caratterizzare in modo costrut-
tivo la totalita` degli assiomi dell’infinito, “potrebbe esistere, ad esempio, una
caratterizzazione [non costruttiva] del tipo seguente: Un assioma dell’infini-
to e` una proposizione che possiede una certa struttura formale (decidibile) e
che, in aggiunta, e` vero”229.
Per mezzo di una simile caratterizzazione, si potrebbe cos`ı offrire di conse-
guenza una definizione del concetto di ‘dimostrabilita` insiemistica’, e rispetto
ad esso Go¨del osserva quanto segue:
Non e` impossibile che per un tale concetto di dimostrabilita` valga qual-
che teorema di completezza che asserisca come ogni proposizione esprimibile
nella teoria degli insiemi risulti decidibile dagli assiomi attuali piu` qualche
asserzione vera sull’estensione dell’universo insiemistico.230
Cio` significa quindi in particolare, che la proposizione che esprime l’Ipotesi
del Continuo di Cantor, o quelle ad essa legate, che risultano indipendenti
da ZF, potrebbero divenire decidibili per questa via.
L’interesse per il luogo analizzato non e` dissimile a quello per i passi di
[Go¨d44] citati in precedenza: cos`ı come questi ultimi rappresentano il primo
momento in cui interviene il riferimento alla necessita` di nuovi assiomi per
‘completare’ la matematica, il periodo succitato di [Go¨d65b] si caratterizza
per il fatto che tra i principi che garantiscono una tale estensione, vengono
menzionati gli assiomi dell’infinito intorno ai quali, come e` noto, si incentra
tutta la riflessione go¨deliana sull’indagine relativa all’Ipotesi del Continuo.
Rispetto al problema della natura assoluta dell’indecidibilita` di certe pro-
posizioni insiemistiche, il passo analizzato fornisce qualche indicazione, sep-
228Come fa notare Feferman nel suo [Fef87], ogni sistema ‘ragionevole’ S di teoria degli
insiemi possiede un modello a qualche livello Vα (per un certo numero cardinale α) della
gerarchia cumulativa. Quindi il concetto di verita` per S e` definibile in un sistema ottenuto
da esso mediante un assioma che asserisca l’esistenza di un α che soddisfa qualche oppor-
tuna proprieta`. A titolo di esempio, e` possibile definire il predicato di verita` per ZFC in





pure con una valenza di chiarificazione solo parziale: come ci si poteva aspet-
tare, si ritrova un riferimento esplicito al problema di fornire una qualche
descrizione generale del concetto di dimostrabilita` che, in linea con la solleci-
tazione dell’intervento di Tarski, dia la possibilita` di parlare in relazione ad
esso di ‘assolutezza’ e ‘relativita`’ con cognizione di causa e precisione (allo
stesso modo in cui avevamo letto le affermazioni di Go¨del sullo status di cer-
te proposizioni insiemistiche indipendenti da ZF, alla luce di una concezione
della teoria dei tipi come una cornice entro la quale poter dare una simile
descrizione). L’esistenza di una simile velleita` dietro l’intervento go¨deliano,
ci pare di riscontrarla nel resoconto della discussione avvenuta alla conferen-
za di Princeton al termine dei lavori della sessione di logica231, laddove si da`
testimonianza di un intervento di Go¨del il quale volle far notare come la pro-
pria conferenza non era stata concepita per definire un sistema formale, bens`ı
per trattare “il problema di definire una teoria dell’intera serie transfinita di
sistemi formali sempre piu` potenti per la matematica”232.
Da questo punto di vista, il riferimento agli assiomi dell’infinito non appa-
re risolutivo: perche´ se e` vero che e` in relazione al concetto di dimostrabilita`
ottenuto mediante l’estensione della teoria degli insiemi con questo tipo di
assiomi che Go¨del allude alla possibilita` di dimostrare un “teorema di com-
pletezza”, e` altrettanto vero che il riferimento ad un’estensione per questa
via del formalismo di partenza e` presentato semplicemente come “piu` con-
veniente” rispetto all’usuale estensione per aggiunta degli assiomi per i tipi
superiori.
Sembra una conferma di cio`, il fatto che il riferimento all’estensione della
teoria degli insiemi mediante “assiomi forti dell’infinito”, sia gia` presente nella
prima presentazione del risultato di consistenza ([Go¨d38a]), dove tuttavia
all’osservazione che “la prova di consistenza per [l’assioma di costruibilita`]
non viene meno” nel formalismo cos`ı esteso, fa seguito l’ormai ben noto
commento che, per questo, la dimostrazione “sembra essere in qualche senso
assoluta, anche se allo stato attuale non e` possibile dare un significato preciso
a quest’affermazione”233.
Se questo e` vero, ed il riferimento agli assiomi dell’infinito va preso solo
a titolo di esempio di una convinzione piu` profonda, occorre concludere che
i passi fin qui considerati non contengano sufficienti informazioni per poter
231Si tratta del resoconto preparato da J. C. C. McKinsey e rivisto da J. W. Tuckey, al




tirare le somme su questa fase della riflessione go¨deliana, in cui le consi-
derazioni legate ai teoremi di incompletezza si combinano e si completano
mediante quelle derivanti dalle ricerche in campo insiemistico.
Sembra dunque naturale, rivolgere lo sguardo a quei lavori che si propon-
gono in modo piu` diretto l’analisi dei vari aspetti della congettura cantoriana.
2.3.3 Quali sono le implicazioni del problema del con-
tinuo di Cantor?
Nel 1945, e dunque proprio nel periodo al quale appartengono anche i lavori di
cui ci siamo occupati finora, a Go¨del giunse la richiesta da parte del curatore
dell’ “American Mathematical Monthly” di un articolo espositivo dedicato
all’Ipotesi del Continuo di Cantor. Il risultato, il lavoro del 1947 intitolato
“Cos’e` il problema del continuo di Cantor?”, deve certamente parte della
sua fama, oltre che alla chiarezza dell’esposizione, alla presenza di numerose
osservazioni da parte di Go¨del che risentono dell’interesse per gli aspetti
filosofici del problema che egli andava via via maturando234.
Cercando di isolare in modo decisamente pragmatico, solo quei passi che
possano essere rilevanti per la presente discussione (considerando anche che
si e` fatto riferimento alle ricerche insiemistiche di Go¨del in questa monogra-
fia, solo in quanto i suoi commenti al riguardo si intrecciano con quelli piu`
direttamente relativi ai teoremi di incompletezza e alle loro implicazioni), ci
si accorge facilmente di come molte delle allusioni che abbiamo riscontrato
fin qui riemergano, corredate, talvolta, di qualche osservazione significativa
ulteriore.
Vi si ritrova menzione innanzi tutto di quella che, a fronte di qualche
discrepanza nel pensiero di Go¨del che si e` voluto mettere in evidenza, rap-
presenta una vera e propria costante della posizione go¨deliana a proposito
234Ci sono molte testimonianze, anche dirette, relative ad una vera e propria “svolta
filosofica” negli interessi di Go¨del, collocata all’inizio degli anni ’40 in concomitanza con
un attento studio dell’opera di Leibniz. A poco a poco, l’interesse per problematiche di
natura squisitamente filosofica comincio` a prendere l’avvento sulle questioni tecniche, al
punto da indurre Go¨del ad abbandonare i tentativi di una dimostrazione di indipendenza
dell’Ipotesi del Continuo di Cantor dagli assiomi della teoria degli insiemi (quest’ultimo
fatto e` testimoniato direttamente dallo stesso Go¨del nel carteggio con Church - cfr., in
particolare, [Go¨d03a], pp. 369 e segg. - fatto del quale si e` gia` avuto modo di parla-
re). Questo spiega il taglio decisamente filosofico di quasi tutto il materiale go¨deliano
(soprattutto inedito) dagli anni ’40 in poi.
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dello statuto dell’Ipotesi del Continuo di Cantor, ossia la convinzione circa
la sua indipendenza dagli assiomi della teoria degli insiemi:
Ovviamente, [. . .] ci sono (assumendo la consistenza degli assiomi) tre
possibilita` a priori rispetto alla congettura di Cantor: Essa potrebbe esse-
re dimostrabile, indimostrabile o indecidibile. La terza alternativa (che e`
solo una formulazione precisa della congettura avanzata in precedenza in
riferimento al fatto che le difficolta` del problema non sono forse di natura
esclusivamente matematica) appare la piu` probabile, e cercare una dimostra-
zione di questo fatto sembra attualmente uno dei modi piu` promettenti per
attaccare il problema.235
A questa osservazione, Go¨del aggiunge il proprio convincimento che la
congettura cantoriana sia falsa, sulla base delle “numerose proposizioni plau-
sibili” che ne implicano la negazione a fronte del fatto che “neanche una pro-
posizione plausibile” implica l’Ipotesi del Continuo, rovesciando cos`ı quello
che sembra essere stato il suo primo orientamento al riguardo. E` bene nota-
re che, al contrario di quanto accade con il convincimento sull’indipendenza
dell’ipotesi di Cantor dagli assiomi della teoria degli insiemi, dietro questa
posizione sullo statuto aletico della congettura cantoriana, si celerebbe un al-
tro mutamento d’opinione di Go¨del: nella prima presentazione del risultato
di consistenza236, egli parla infatti dell’assioma di costruibilita`, dal quale se-
gue logicamente la proposizione che esprime la congettura di Cantor, come di
un “completamento naturale” degli assiomi della teoria degli insiemi (un’idea
incompatibile, per quanto detto, con la falsita` dell’Ipotesi del Continuo)237.
Accanto a, ed in connessione con, il riferimento alla plausibilita` dell’in-
dipendenza dell’Ipotesi del Continuo rispetto agli assiomi della teoria degli
235[Go¨d47], p. 181.
236[Go¨d38a], p. 27.
237Come si spiega un simile mutamento d’opinione? Considerato che l’assioma di co-
struibilita` puo` essere visto come una ‘limitazione’ dell’universo insiemistico, cio` vuol forse
dire che Go¨del era piu` costruttivista alla fine degli anni ’30 di quanto non lo fosse alla
meta` degli anni ’40 del ’900? A parte simili disquisizioni, occorre notare, per dovere di
completezza, che la ‘storia’ dell’attitudine di Go¨del nei confronti dell’Ipotesi del Continuo
ha un appendice in due contributi che risalgono al 1970 circa ([Go¨d70b] e [Go¨d70a]), con
i quali Go¨del ritiene, rispettivamente, di poter fornire una confutazione della congettura
cantoriana (ovvero una dimostrazione che la cardinalita` del continuo e` ℵ2), e una sua
dimostrazione, per mezzo di nuovi assiomi insiemistici. Trattandosi di materiale che ha
fortemente risentito del precario stato di salute del Nostro (e quindi, per tale motivo,
relativamente attendibile, per quanto di indubbio interesse), si e` preferito non citarlo, in
questa sede, e si rimanda alla nota introduttiva ad esso per ogni commento al proposito.
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insiemi, la convinzione che un tale esito della ricerca non elimini affatto l’inte-
resse nel proseguire l’indagine, viene connesso da parte di Go¨del (in [Go¨d47]),
da un lato, ad un approccio di tipo platonista, dall’altro all’idea di possibi-
li nuovi assiomi che potrebbero permettere di determinare la correttezza o
l’erroneita` della congettura cantoriana:
Si deve notare, tuttavia, che anche se si riuscisse a dimostrarne l’indimo-
strabilita` [da ZFC], cio` [. . .] non sistemerebbe affatto la questione in modo
definitivo. Solo chi (come l’intuizionista) negasse che i concetti e gli assio-
mi della teoria degli insiemi classica non hanno significato (o non hanno un
significato ben preciso) potrebbe ritenersi soddisfatto da una simile soluzio-
ne, non chi credesse che essi descrivono una qualche ben determinata realta`.
Perche´ in questa realta` la congettura di Cantor deve essere vera o falsa e la
sua indecidibilita` dagli assiomi conosciuti oggi puo` significare solamente che
questi assiomi non contengono una descrizione completa di questa realta`; e
tale convinzione non e` affatto illusoria, dal momento che e` possibile indica-
re dei modi mediante i quali potrebbe essere raggiunta una decisione sulla
questione, anche se questa fosse indecidibile rispetto agli assiomi nella loro
forma presente.238
Relativamente ai principi in questione ed ai possibili modi per poter rag-
giungere una decisione riguardo alla congettura cantoriana, Go¨del sottoli-
nea come la natura di questi principi debba essere, a suo modo di vede-
re, determinata da un’approfondimento dell’analisi, e di conseguenza della
comprensione, delle nozioni chiave di questa branca della matematica:
Perche´ in primo luogo la collezione degli assiomi della teoria degli insiemi
non formano affatto un sistema chiuso in se stesso, ma, al contrario, lo stesso
concetto di insieme sul quale essi si fondano, suggerisce un’estensione me-
diante nuovi assiomi che asseriscano l’esistenza di iterazioni ancora ulteriori
dell’operazione “insieme di”.239
Se e` pur vero che il passo si riferisce ovviamente ai gia` citati ‘assiomi
dell’infinito’ (come e` confermato d’altra parte da cio` che segue nel testo), e`
anche vero che in relazione al problema specifico, decidere la congettura di
Cantor, Go¨del aggiunge:
Riguardo al problema del continuo, ci sono poche speranze di poterlo
risolvere sulla base di principi oggi noti (la succitata dimostrazione dell’ir-
refutabilita` dell’ipotesi del continuo, ad esempio, vale per tutti questi senza




qualche principio finora sconosciuto; e` possibile anche che, oltre agli assiomi
ordinari, agli assiomi dell’infinito e [ad assiomi relativi al concetto di “pro-
prieta` di un insieme” - il secondo concetto primitivo della teoria240], esistano
degli altri assiomi (fin qui sconosciuti) della teoria degli insiemi che una com-
prensione piu` profonda dei concetti sottostanti la logica e la matematica ci
permetta di riconoscere essere implicati da questi concetti.241
Si sara` notato come il riferimento al fatto che la dimostrazione di consi-
stenza dell’Ipotesi del Continuo ‘trascende’ tutte le possibili estensioni della
teoria degli insiemi mediante principi noti, fa del passo in questione (non
seguendo dalla prima osservazione la conclusione sulla natura assoluta del-
la prova), un riferimento per quel mutamento d’opinione che si e` voluto
utilizzare come chiave di lettura lungo questa parte del lavoro.
In relazione ai principi che estendono gli assiomi usuali della teoria degli
insiemi, Go¨del non manca di far notare poi, passando direttamente attraverso
la versione generale dei teoremi di incompletezza, le implicazioni di questi
assiomi in campo aritmetico:
Che questi assiomi hanno conseguenze anche al di fuori del dominio dei
numeri transfiniti molto grandi, che costituiscono il loro oggetto [di riferi-
mento] immediato, puo` essere provato; si puo` dimostrare, sotto l’assunzione
di consistenza, che ognuno di essi (fin quando si tratta di principi noti) au-
menta il numero di proposizioni decidibili anche nel campo delle equazioni
Diofantee.242
Qualche indicazione ulteriore, soprattutto per cio` che concerne alcuni
aspetti piu` filosofici della disamina, proviene dal supplemento alla seconda
edizione di [Go¨d47], scritto in funzione della ripubblicazione del testo in
[BP64], e dalle aggiunte a seguito della revisione successiva dell’intero lavoro
(intorno al 1966) in previsione di una terza edizione (mai avvenuta).
Discutendo di una differenza essenziale tra la geometria e la teoria degli
insiemi, Go¨del introduce ad esempio il seguente commento che tradisce una
certa visione circa lo statuto ontologico degli enti della teoria degli insiemi,
e, piu` in generale, della matematica243:
240NdT : quest’aggiunta e` tratta quasi letteralmente dalla nota 17 di [Go¨d47], alla quale,
in questo punto, il passo originario di Go¨del rimanda.
241Ibid., p. 182.
242Ibid., p. 182.
243Lo spunto per un confronto tra le due aree del sapere matematico, era la critica
dell’accostamento tra la (ipotetica) indecidibilita` dell’Ipotesi del Continuo dalla teoria
degli insiemi e l’indipendenza del V postulato di Euclide dagli assiomi della geometria
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[G]li oggetti della teoria degli insiemi [. . .] chiaramente non appartengo-
no al mondo fisico, e persino la loro connessione indiretta con l’esperienza
sensibile e` molto blanda (a causa principalmente del fatto che i concetti
insiemistici giocano solo un ruolo minore nelle teorie fisiche di oggi).
Ma a dispetto della loro lontananza dall’esperienza sensoriale, possedia-
mo qualcosa di simile ad una percezione anche degli oggetti della teoria degli
insiemi, come si vede dal fatto che gli assiomi ci appaiono come principi veri.
Non vedo ragioni per le quali dovremmo avere meno fiducia in questo tipo di
percezione, cioe` l’intuizione matematica, rispetto alla percezione sensoriale,
che ci porta a costruire teorie fisiche e ad aspettarci che in futuro la per-
cezione dei sensi sara` in accordo con esse, e a credere inoltre che questioni
non decidibili al momento possiedano un significato e possano essere decise
in futuro.244
Si sara` notato come nell’alludere, attraverso il paragone con gli oggetti
dell’esperienza sensibile, all’oggettivita` della realta` alla quale appartengono
gli enti matematici (in particolare, quelli della teoria degli insiemi), Go¨del
inserisca anche il riferimento alla facolta` conoscitiva che garantisce, prose-
guendo il parallelo, la percezione di questa seconda realta` cos`ı come i sensi
sono i garanti della relazione con la prima.
Sull’intuizione matematica, anche in relazione alla specifica indipendenza
ontologica degli enti matematici, Go¨del dice anche qualcos’altro:
Si dovrebbe notare che l’intuizione matematica non deve essere necessa-
riamente concepita come una facolta` che fornisce una conoscenza immediata
dell’oggetto a cui si riferisce. Piuttosto, sembra che, come nel caso dell’e-
sperienza fisica, noi formiamo le nostre idee anche di quegli oggetti [della
matematica] sulla base di qualcos’altro che e` dato in modo immediato. Sol-
tanto che questo qualcosa d’altro non e`, o almeno non in modo primario, la
sensazione. [. . .] Evidentemente cio` che e` “dato” al di sotto della matematica
e` strettamente connesso con gli elementi astratti contenuti nelle nostre idee
empiriche. Cio` non significa, tuttavia, che i dati di questo secondo tipo, dal
momento che non possono essere associati con l’azione di certe cose sui no-
stri organi di senso, siano qualcosa di puramente soggettivo, come Kant ha
asserito. Piuttosto, anch’essi possono rappresentare un aspetto della realta`
oggettiva, ma, in opposizione alla sensazione, la loro presenza in noi puo`
essere dovuta ad un altro tipo di relazione tra noi e la realta`.245
(euclidea), che era stato avanzato in [Err52] al fine di argomentare a favore di una perdita
di significato dell’indagine intorno alla congettura cantoriana in caso di una sua provata
indipendenza. Ci si ricordera` forse, ma siamo ormai avvezzi ai cambi di direzione di Go¨del,





Si era motivato l’analisi dei testi go¨deliani piu` direttamente connessi al-
l’Ipotesi del Continuo di Cantor, sull’onda di quelle osservazioni di Go¨del che
tendevano a mettere in relazione la scoperta di enunciati formalmente inde-
cidibili, con quel caso ‘concreto’, ossia piu` vicino alla pratica matematica, di
una proposizione indipendente da un sistema d’assiomi, avendovi ravvisato
alcuni utili legami con il quadro piu` generale della filosofia di Go¨del.
Dall’esame, sono emersi passi che sembrano confermare quell’impressione.
E` giunto il momento allora, di cercare di dire qualcosa di piu` conclusivo al
proposito.
2.3.4 L’inesauribilita` della matematica
Il richiamo diretto ai teoremi di incompletezza all’interno di quei testi di
Go¨del piu` legati alle problematiche della teorie degli insiemi, e` duplice: da
un lato si e` visto come il riferimento all’indecidibilita`, ed in particolare al-
l’indecidibilita` essenziale dei sistemi formali minimamente adeguati per la
matematica, viene chiamato in causa (in [Go¨d65b], ad esempio) al fine di
sottolineare come non sia possibile ‘confinarsi’ ad un unico sistema d’assiomi
e che sia anzi necessario ammetterne comunque un’estensione che, da un pun-
to di vista della legittimita`, e` altrettanto giustificata del sistema di partenza;
in un secondo senso, Go¨del si riferisce ai teoremi di incompletezza attraverso
quella formulazione del risultato in termini di esistenza di una certa classe
di problemi diofantei algoritmicamente indecidibile, ma i cui elementi diven-
gono decidibili una volta che vengano ammesse nozioni di ordine superiore,
per sottolineare il contributo degli ‘assiomi dell’infinito’ all’aritmetica.
Questo secondo tipo di osservazione dovrebbe s`ı essere avvicinato alle
considerazioni di Go¨del che abbiamo incontrato al termine della sezione de-
dicata al programma di Hilbert ed al finitismo, circa la caratterizzazione della
matematica finitaria come ‘matematica dell’evidenza concreta’, a fronte di
una ‘matematica dell’astratto’ che chiama in causa nozioni di natura diver-
sa, ma si dovrebbe in una certa misura anche contrapporle a quelle stesse
riflessioni: perche´ laddove queste ultime vengano lette esclusivamente solo
come allusione ad una suddivisione della matematica, quelle da noi incontra-
te nel paragrafo precedente, sembrano piu` propriamente suggerire la volonta`
di costituire un’unita` teoretica tra aree costitutivamente diverse del sapere
matematico; indicano quindi la convinzione di Go¨del che ‘tutto si tiene insie-
me’ nella matematica, che la conoscenza degli enti astratti, appunto, ha un
riflesso diretto sulle nostre conoscenze o, meglio, le nostre percezioni relative
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a quelle nozioni per le quali sussiste un rapporto diretto ed immediatamente
intuitivo.
Da questo punto di vista, e` chiaramente indicativo il parallelo con le
scienze naturali, e la fisica in particolare. Anche perche´ e` attraverso questo
paragone che si fa strada, in maniera sempre piu` decisa, il tema del ‘pla-
tonismo’ di Go¨del. Per eliminare qualsiasi tentazione di una ricostruzione
parodistica o frettolose attribuzioni di ingenuita` filosofica (rischi che per-
mangono, considerata soprattutto l’assenza, almeno nei testi fin qui presi in
considerazione, di una trattazione sistematica della problematica da parte
di Go¨del), si dovrebbe prendere in seria considerazione quanto Go¨del dice
in [Go¨d64], dove il paragone tra matematica (teoria degli insiemi) e fisica
e` usato per rimarcare differenze e vicinanze: una differenza, essenziale, di
tipo ontologico, derivante dal fatto che gli enti matematici non hanno una
connessione diretta con i nostri organi di senso, per quanto la loro realta` sia
altrettanto legittima di quella degli oggetti del mondo fisico; una vicinanza
piu` netta, altrettanto rilevante, che emerge su un piano epistemico246, rela-
tivamente cioe` al modo con cui la conoscenza si da` nei due casi, attraverso
un atto di costruzione dell’oggetto (che nel caso dell’oggetto fisico e` ottenuto
combinando il dato sensibile con la componenete astratta, ad esempio l’idea
stessa di oggetto che e` essenzialmente diversa dalle sensazioni); una costru-
zione che, tanto per la fisica quanto per la matematica, nulla toglie, tuttavia,
alla completa indipendenza dal soggetto della realta` all’origine dei due tipi
di atti conoscitivi.
Il modo in cui la questione del realismo matematico di Go¨del si salda
naturalmente con la questione di come si realizzi l’ ‘accesso’ alla mondo og-
gettivo degli enti matematici, e quindi di come, attraverso cioe` quale facolta`
e quali caratteristiche della facolta` in questione, si verifichi la conoscenza ma-
tematica, ci da` conferma della rilevanza del problema di quel livello mentale
dell’analisi go¨deliana che, nella sezione sul finitismo, ci era parso emergere
in modo ovvio, seppure rispetto ad uno schema che risulta troppo debitore
della riflessione sul programma di Hilbert per essere generalizzato tout court.
Tuttavia, occorre notare che il riferimento all’intuizione matematica nelle pa-
gine del supplemento alla seconda edizione di [Go¨d47], pur fornendo quelle
suggestioni di cui si e` appena detto, non sembra ancora risolutivo.
A tale proposito ci preme proporre una riflessione ulteriore. Ci pare op-
246Nel contesto del presente lavoro, con quest’accezione si intende indicare cio` che
riguarda la teoria della conoscenza nel campo delle scienze deduttive.
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portuno notare cioe`, come nell’economia della concezione go¨deliana che si
va delineando, il riferimento all’indecidibilita` di una classe di proposizioni
diofantee come segnale del fatto che la matematica non e` completabile me-
diante un unico sistema d’assiomi, appare piu` marginale. Soprattutto se si
tiene conto dell’affermazione di Go¨del247 che il ricorso a nuovi assiomi relativi
ad iterazioni ulteriori dell’operazione di “insieme di”, viene suggerito dallo
stesso concetto di insieme. Un’osservazione, questa, che gia` di per se´ e` un
sostegno al ‘programma’ go¨deliano per la ricerca dei nuovi assiomi per la
teoria degli insiemi. Ed e` chiarendo i termini di questa marginalita` che si
puo` dire qualcosa d’altro sulla filosofia della matematica di Go¨del.
Se in [Go¨d47] non c’e` una vera e propria spiegazione di come il concetto
di insieme suggerisca il ricorso a nuovi assiomi, quello che appare a tutti
gli effetti come un argomento che illustra l’osservazione go¨deliana, fa parte
invece del testo della venticinquesima conferenza intitolata a Josiah Willard
Gibbs, che Go¨del tenne ad un incontro dell’American Mathematical Society
svoltosi alla Brown University il 26 dicembre 1951, e della quale avremo modo
di riparlare anche piu` avanti.
Ai fini dell’analisi di questo paragrafo, e` sufficiente dire che l’intervento
di Go¨del e` dedicato all’esame delle implicazioni filosofiche di certi teoremi
metamatematici ed e` totalmente incentrato sul fenomeno dell’‘inesauribilita`
della matematica’, il quale si manifesta nel tentativo di dare degli assiomi
dai quali discenda l’intera disciplina248.
Il primo dei due argomenti che egli offre a sostegno di tale punto di vi-
sta249 e` caratterizzato per il fatto che si riferisce alla matematica “cos`ı come
e`, senza che venga decurtata in ragione di qualche concezione [fondaziona-
le] critica”, e si basa, per tale motivo, sull’assunzione che la matematica sia
interamente riducibile alla teoria degli insiemi. L’elemento cruciale dell’ar-
gomento, che conduce all’individuazione di una successione inesauribile di
assiomi (dell’infinito) per la teoria degli insiemi (ovvero, per la matematica),
consiste nell’osservazione di Go¨del secondo la quale, “se si vogliono evitare
247[Go¨d47], p. 181.
248Go¨del si riferisce a questa operazione come al tentativo di assiomatizzare la “mate-
matica propriamente detta”, ossia isolare le proposizioni matematiche che “valgono in
senso assoluto”. Un’operazione tuttavia che, come lo stesso Go¨del sottolinea, e` stata
storicamente condotta in modi molto diversi a causa dei “punti di vista ampiamente di-
vergenti”, all’origine delle dispute fondazionali, su quali fossero i confini di un simile nucleo
di conoscenze.
249Cfr. [Go¨d51], pp. 305-308.
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i paradossi della teoria degli insiemi senza introdurre qualcosa di completa-
mente estraneo alla prassi matematica attuale”, occorre procedere ad assio-
matizzare il concetto di insieme “per passi successivi”, ossia per iterazione
dell’operazione ‘insieme di’.
Come da cio` scaturisca il fatto che nessun sistema d’assiomi possa con-
tenere tutta la matematica e` presto spiegato: se si deve procedere per passi
successivi, il punto di partenza naturale e` il caso piu` semplice, ossia l’appli-
cazione dell’operazione ‘insieme di’ ad una collezione di oggetti primitivi, ad
esempio i numeri naturali; si costituisce cos`ı una nuova collezione, quella degli
insiemi di numeri naturali, alla quale applicare nuovamente l’operazione. E
cos`ı si puo` procedere per tutte le iterazioni finite della potenza insiemistica.
Ma a questo punto si puo` considerare la totalita` degli enti ottenuti da
una iterazione finita qualsivoglia dell’operazione ‘insieme di’, come nuova
collezione alla quale applicare la stessa procedura. E per quanto si ammetta
anche un’iterazione transfinita dell’operazione, si puo` sempre considerare la
classe che e` chiusa sotto di essa, generando una nuova collezione di partenza.
Cio` significa che: comunque ci si accontenti di un’iterazione dell’opera-
zione di potenza insiemistica, sia essa finita o espletata lungo un qualsiasi
ordinale transfinito, una nuova iterazione, e dunque un nuovo assioma viene
suggerito in modo naturale, ossia il principio che sancisce l’esistenza della
collezione che contiene tutti gli elementi generati fino a quel punto (e che
costituisce una nuova base d’avvio per l’applicazione dell’operazione)250.
L’argomento fornito da Go¨del, permette di dare una spiegazione all’insi-
stenza da parte sua sugli assiomi dell’infinito, che, fatto del quale (come si
e` gia` notato) lo stesso Go¨del era consapevole gia` scrivendo [Go¨d47], non ha
nulla a che fare, contrariamente a quanto erroneamente si sente dire talvolta,
con la possibile soluzione del problema del continuo se non per il fatto che,
come si e` visto, egli era profondamente convinto che tale soluzione potes-
se giungere solo da un’analisi piu` approfondita della nozioni alla base della
teoria degli insiemi. Ed e` in questo senso che gli assiomi dell’infinito, per l’ar-
gomento appena visto, rivestono un ruolo paradigmatico: perche´ essi sono
naturalmente connessi con il significato stesso del concetto ‘iterativo’ di in-
sieme, che egli vedeva come il fondamento di una teoria matematica corretta
(non antinomica) fondata sulla nozione informale di ‘aggregato’ o ‘collezio-
250In realta`, l’argomento di Go¨del e` piu` generale di quanto non si sia qui ricostruito. Esso,
infatti, applica la stessa conclusione alla procedura ottenuta iterando lungo un qualsiasi
ordinale (transfinito) una qualsiasi operazioni insiemistica. Ai fini dell’esposizione il caso
della sola operazione ‘insieme di’ e` tuttavia sufficiente.
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ne’. Gli assiomi che asseriscono l’esistenza dei grandi cardinali, nell’economia
della concezione go¨deliana, svolgono semplicemente il ruolo di esempio (un
esempio che Go¨del riteneva sicuramente calzante) che e` indice di qualcosa di
ben piu` rilevante e costitutivamente rappresentativo: il convincimento rela-
tivo al procedere della nostra conoscenza del mondo della matematica, per
mezzo di principi che sono espressione della progressiva familiarizzazione con,
e comprensione del, significato dei concetti che ne fanno parte; dove con il
termine ‘significato’, Go¨del intendeva in realta` la loro essenza.
Ma torneremo su questo punto nel prossimo paragrafo, cercando di ar-
gomentare a favore di quest’affermazione, ancora una volta, per mezzo degli
scritti di Go¨del.
Vogliamo invece chiudere il paragrafo presente, con un’ultima osserva-
zione sull’indicazione da parte di Go¨del dell’esistenza di possibili principi
ancora sconosciuti sulla base dei quali decidere questioni matematiche irri-
solte, e che sono all’origine dell’elemento forse maggiormente distintivo della
posizione di Go¨del in campo insiemistico (cioe` dell’idea che la teoria degli
insiemi non sia un “sistema chiuso” ma rappresenti un campo inesauribile
della matematica). Desideriamo cioe` chiudere, richiamandoci alla questione
dalla quale siamo partiti: il supposto mutamento di opinione relativamente
alla natura dell’indipendenza di certe proposizioni insiemistiche.
Se la caratteristica principale per la quale il materiale analizzato in que-
sta sezione del lavoro viene comunemente ricordato e` l’esplicito riferimento
da parte di Go¨del alla propria concezione platonista, ci pare che lo spunto
dal quale si sono prese le mosse, che di per se´ potrebbe non avere un grande
significato considerato anche il ‘complicato rapporto’ intrattenuto dal logi-
co austriaco con la congettura cantoriana, permetta di evidenziare un altro
aspetto, altrettanto caratteristico, della posizione go¨deliana. Non e` difficile
realizzare che una supposta “svolta platonista”, che peraltro, come e` noto,
mal si concilia con le ricostruzioni retrospettive nelle quali Go¨del sosterra` di
aver aderito precocemente al realismo in matematica251, non necessariamente
251Sono da considerarsi testimonianze in questo senso gia` le due lettere a Wang citate
nel §2.1. Un riferimento comunemente ricordato al proposito e` il cosiddetto ‘Questionario
Grandjean’, ossia una serie di domande scritte volte a chiarire il quadro storico e cultu-
rale nel quale Go¨del si trovo` a fare le proprie scoperte, e rivolte al logico austriaco (per
lettera, nel 1974) dall’allora studente in sociologia presso l’universita` del Texas Burke D.
Grandjean. Rispondendo ad uno dei quesiti, Go¨del indico` di aver aderito ad una conce-
zione platonista fin dal 1925 (la lettera di Grandjean a Go¨del, il questionario e le relative
risposte di Go¨del, sono adesso riprodotte nei volumi dei Collected Works dedicati alla
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spiegherebbe perche´ Go¨del abbia apparentemente abbandonato i riferimenti
all’esistenza di proposizioni assolutamente indecidibili. Il problema in que-
stione, se di problema si tratta, riguarda infatti specificamente la teoria della
conoscenza: Go¨del passa ad ammettere in sostanza, attraverso il riferimento
a principi sconosciuti allo stato attuale delle conoscenze, l’idea che la co-
noscenza matematica possa essere sempre estesa fino a realizzare, magari,
proprio il convincimento di Hilbert sull’ ‘onniscienza’ in campo matematico
che in [Go¨d38c] veniva messo in pericolo dalla specifica forma di irresolubilita`
di certe proposizioni legate all’Ipotesi del Continuo.
L’idea che Go¨del abbia con maggior decisione aderito alla posizione se-
condo la quale non esistono problemi matematici di principio irresolubili,
rende ancora piu` rilevante, ci pare, il vulnus creato dalla mancanza di una
trattazione sistematica dell’intuizione matematica nei testi di Go¨del fin qui
considerati.
E, da un altro punto di vista, rappresenta un’ottima introduzione per la
prossima sezione, nella quale ci proponiamo di analizzare quei luoghi dell’o-
pera go¨deliana in cui l’esistenza di proposizioni indecidibili viene misurata in
relazione alla concezione di Go¨del della mente.
2.4 La mente, le macchine e la natura della
matematica
L’argomento ‘insiemistico’ al quale Go¨del ricorse nella cosiddetta ‘Gibbs Lec-
ture’, l’intervento alla Brown University del dicembre 1951 di cui si e` detto nel
paragrafo precedente, era stato concepito per rendere evidente il fenomeno
dell’ ‘inesauribilita` della matematica’. Go¨del ben sapeva che, presupponen-
do esso la riducibilita` dell’intera matematica alla teoria degli insiemi, come
egli noto` in quell’occasione, non si trattava di un’osservazione neutrale da un
punto di vista fondazionale, ma piuttosto di un’argomentazione compromessa
con un punto di vista, una sorta di realismo di tipo pragmatico, che guarda
alla matematica “senza che essa venga decurtata in ragione di qualche rilievo
critico”.
corrispondenza - cfr. [Go¨d03a], pp. 442-450). E` pur vero che l’attendibilita` di questa
fonte puo` essere contestata: perche´ si tratta di un documento estremamente frammentario
e appartenente ad un periodo delicato per cio` che concerne la salute di Go¨del. Diverso
il discorso per le lettere a Wang di cui sopra (che pero` non contengono un’indicazione
cronologica altrettanto precisa per l’adesione al platonismo).
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Durante lo stesso intervento, egli volle far notare tuttavia come, riferen-
dosi piu` direttamente ai teoremi di incompletezza, divenisse possibile giun-
gere alla stessa conclusione, e persino a qualcosa di piu`, in modo del tutto
indipendente “dal punto di vista scelto” in materia dei fondamenti della
matematica.
In questa seconda versione, l’argomento di Go¨del in favore dell’inesauri-
bilita` della matematica, prende in considerazione le implicazioni che a tale
proposito hanno entrambi i teoremi da lui scoperti.
Da un lato, infatti, riformulando appropriatamente il primo dei due teo-
remi di incompletezza in un modo che ci e` ormai divenuto familiare, si ha che
“comunque si scelga un sistema d’assiomi e regole di inferenza ben definito,
esistono sempre problemi diofantei [della forma nota] che sono indecidibili
mediante gli assiomi e le regole in questione, supposto che nessuna proposi-
zione falsa di quel tipo sia derivabile.”252. Da cio` discende, esattamente come
nel caso dell’argomento basato sull’analisi del concetto iterativo di insieme,
che la matematica e` incompletabile nel senso che nessun sistema formale par-
ticolare e` in grado di contenerla tutta (neanche confinandosi al dominio delle
proposizioni elementari sui numeri).
Se ad un’analisi simile si sottopone il secondo teorema di incompletezza,
dal quale discende che la proposizione che esprime la consistenza di un siste-
ma d’assiomi non e` dimostrabile nel sistema in questione, si ricava, secondo
Go¨del una conclusione persino piu` chiara:
E` questo teorema che rende l’incompletabilita` della matematica partico-
larmente evidente. Perche´, rende impossibile che chiunque mettendo insieme
un sistema d’assiomi e regole ben definito, faccia la seguente affermazione
su esso in modo consistente: Percepisco (con certezza matematica) gli assio-
mi e le regole in questione come corretti e credo inoltre che essi contengano
l’intera matematica.253
L’osservazione di Go¨del viene sostenuta attraverso una disamina partico-
larmente attenta, che merita di essere ripercorsa passo passo.
In primo luogo, la conclusione segue dal fatto che “chiunque sottoscri-
vesse una simile affermazione, contraddirebbe se stesso”, come risulta dal
seguente argomento: se fosse vero che egli ‘percepisce con certezza matema-
tica’ il sistema d’assiomi in questione come una collezione di proposizioni




verita` dalle premesse alla conclusione), allora egli “percepirebbe (con lo stes-
so grado di certezza) anche che [il sistema e`] consistente”, cioe` che nessuna
proposizione falsa puo` essere formalmente derivata a partire da quegli as-
siomi; tuttavia, poiche´ il secondo teorema di incompletezza afferma che la
(proposizione che esprime la) consistenza non e` un teorema del sistema in
questione, “egli possiede un’intuizione matematica che non e` dimostrabile
dai suoi assiomi”254.
In altre parole: c’e` una proposizione vera, un proposizione cioe` che e`
‘percepita con certezza matematica’, che si situa al di la` di qualsiasi sistema
formale che si suppone contenere tutta la matematica.
E` lo stesso Go¨del, tuttavia, a sottolineare che nel trarre le conclusioni del
precedente argomento, occorre procedere con estrema cautela:
Cio` significa quindi che nessun ben definito sistema di assiomi corretti
puo` contenere tutta la matematica propriamente detta? E` cos`ı, se per mate-
matica propriamente detta si intende il sistema delle proposizioni vere; non
e` cos`ı, tuttavia, se per matematica propriamente detta si intende il sistema
di tutte le proposizioni dimostrabili.255
Come si era anticipato alla nota 248, la ‘matematica propriamente detta’,
cos`ı come viene definita da Go¨del all’inizio dell’intervento, e` la collezione delle
proposizioni matematiche che “valgono in senso assoluto”, ossia, per usare
la terminologia di questa parte della conferenza, che “vengono percepite con
certezza matematica”.
L’osservazione precedente lascia intendere come il significato dell’argo-
mento dipenda in realta` dall’interpretazione della nozione chiave: perche´ se,
come fa Go¨del, distinguiamo una ‘matematica in senso oggettivo’ (la collezio-
ne delle proposizioni matematiche vere) da una ‘matematica in senso sogget-
tivo’ (l’insieme delle proposizioni matematiche dimostrabili), si raggiungono
conclusioni opposte:
Evidentemente nessun sistema ben definito di assiomi corretti puo` conte-
nere tutta la matematica in senso oggettivo, dal momento che la proposizione
che ne esprime la consistenza e` vera, ma non dimostrabile nel sistema. Tut-
tavia, rispetto alla matematica in senso soggettivo, non e` precluso che esista






E` vero, quindi, che il fenomeno dell’incompletabilita` della matematica,
nel senso della non assiomatizzabilita` formale, riguarda la matematica in
senso oggettivo: esso non si applica cioe` nel caso in cui si considerassero co-
me valide, o ‘percepite’ con certezza assoluta, solo e soltanto le proposizioni
per le quali si dispone di una dimostrazione matematica. Per esse, si po-
trebbe dunque immaginarne la coestensivita` con l’insieme dei teoremi di un
sistema formale, e quindi l’analogia delle capacita` deduttive del matematico
con quelle di una macchina di Turing: quello che segue, in questo caso, dal
secondo teorema di incompletezza, e` solo il fatto che la consistenza del siste-
ma d’assiomi, ovverosia, la correttezza della macchina (rispetto ad una certa
classe di enunciati) non puo` essere accertata mediante strumenti matematici.
In altre parole, dice Go¨del, “la mente umana (nel campo della matema-
tica pura) sarebbe equivalente ad una macchina finita la quale, tuttavia, e`
incapace di comprendere completamente il proprio funzionamento”257.
Resta il fatto, ci tiene a sottolineare tuttavia Go¨del, che la ‘matematica
in senso oggettivo’, esattamente come nel caso dell’argomento insiemistico,
risulta essere incompletabile nel senso di non poter essere racchiusa entro
un unico sistema d’assiomi. E c’e` di piu`: proprio nel caso estremo in cui
le capacita` deduttive della mente umana fossero equivalenti a quelle di una
macchina di Turing, questa stessa incompletabilita` della matematica in senso
oggettivo, diventerebbe “particolarmente impressionante” dal momento che
“esisterebbero problemi diofantei del tipo descritto assolutamente indecidi-
bili, dove l’epiteto ‘assolutamente’ significa che essi sarebbero indecidibili,
non solo rispetto ad un particolare sistema assiomatico, bens`ı rispetto ad
ogni possibile dimostrazione matematica che la mente umana e` in grado di
concepire”258.
Dal momento che non si e` in grado di escludere logicamente la possibilita`
che la ragione umana, per cio` che concerne la conoscenza matematica, sia
equivalente ad una macchina di Turing mediante i teoremi di incompletezza,
l’esistenza di proposizioni indecidibili in senso assoluto (gia` a livello, si noti,
della teoria dei numeri), sarebbe una conseguenza diretta dell’indecidibilita`
algoritmica della matematica (intesa come la collezione delle proposizioni
oggettivamente vere).





O la matematica e` incompletabile in questo senso, cioe` i suoi principi
evidenti non possono essere compresi in una regola finita, che equivale a
dire che la mente umana (anche nel campo della matematica pura) sorpassa
infinitamente le capacita` di ogni macchina finita, oppure diversamente [la
mente umana e` equivalente a una macchina finita e] ci sono problemi diofantei
del tipo specificato assolutamente indecidibili.259
La distinzione tra la matematica ‘in senso oggettivo’ e la matematica
‘in senso soggettivo’ riflette le due componenti del discorso di Go¨del, quella
ontologica e quella epistemica, che sono venute delineandosi nei precedenti
paragrafi. L’argomento che egli elabora, dunque, puo` essere visto come l’a-
nalisi delle implicazioni su entrambe le componenti dei teoremi di incomple-
tezza: si ricava da essi la necessita` logica dell’inesauribilita` della matematica,
intesa come collezione di proposizioni vere in senso assoluto (descrizione di
fatti), e la possibilita` logica della natura computazionale della mente, e quin-
di della natura algoritmica di quella porzione della prima che e` individuata
in relazione alle specifiche capacita` deduttive del matematico umano.
Prima di esporre i dettagli delle conseguenze filosofiche che per Go¨del
possiede questo fatto, “stabilito per via matematica”, vogliamo soffermarci
sul problema di come quest’argomento di Go¨del si inserisce nella discussione
piu` generale del problema della natura della mente umana, che abbiamo visto
emergere, anche se solo in forma allusiva, da piu` parti nell’opera go¨deliana.
2.4.1 La mente secondo Go¨del
Il testo della Gibbs Lecture non fu mai pubblicato da Go¨del, nonostante
egli avesse pensato ad inviare una revisione del manoscritto ritrovato tra
le carte del Nachlass al Bullettin of the American Mathematical Society260.
Tuttavia, su sollecitazione di Hao Wang, Go¨del acconsent`ı a pubblicare la
propria opinione riguardo alle conclusioni della Gibbs Lecture nel paragrafo
conclusivo del capitolo X di [Wan74], intitolato “Menti e Macchine”.
Il commento di Go¨del di quelli che vengono da lui indicati come “i due
risultati piu` interessanti sulle menti e le macchine dimostrati in modo rigo-
roso”, e cioe` il fatto che, come si ottiene riformulando le conclusioni relative
all’inesauribilita` della matematica, non puo` esistere un formalismo corretto
per “l’intuizione matematica”, e la disgiunzione con la quale abbiamo chiuso
259Ibid., p. 310.
260Questo fatto, citato da Boolos nella nota introduttiva a [Go¨d51] (cfr. [Go¨d95], p. 290)
risulterebbe da alcune lettere inedite.
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il paragrafo precedente, e` duplice. Da un lato, come osservazione specifica
su quest’ultima si legge:
Go¨del pensa che Hilbert avesse ragione a rifiutare la seconda alternativa
[cioe`, l’equivalenza tra la mente umana e una macchina di Turing e l’esi-
stenza di problemi diofantei assolutamente irresolubili]. Se questa fosse vera,
cio` significherebbe che la ragione umana e` assolutamente irrazionale per il
fatto di sollevare quesiti ai quali non e` in grado di rispondere, asserendo allo
stesso tempo in modo enfatico che solo la ragione e` in grado di darvi solu-
zione. La ragione umana sarebbe dunque imperfetta e, in un certo senso,
persino inconsistente, in palese contraddizione con il fatto che quelle parti
della matematica che sono state sviluppate in modo sistematico e completo
(ad esempio, la teoria delle equazioni Diofantee di primo e secondo grado,
queste ultime con due incognite) mostrano un grado di bellezza e perfezione
straordinario.261
Non ci sono solo ragioni estrinseche tuttavia, sulla base delle quali si
puo` considerare implausibile il fatto che la mente umana risulti equivalen-
te ad una macchina di Turing, o che, volendo sottolineare l’altro aspetto
del problema, esistano proposizioni aritmetiche assolutamente indecidibili:
“Go¨del nota anche che i tentativi di dimostrazione dell’equivalenza tra menti
e macchine sono fallaci”262.
Il riferimento, e` ad una formulazione alternativa, con cambiamenti tra-
scurabili, dell’ultima delle tre osservazioni sui risultati di indecidibilita` del
1972263, e che nel testo pubblicato in [Go¨d90a] (p. 306), viene presentata
con il titolo “Un errore filosofico nel lavoro di Turing”. Si tratta infatti di un
esame dell’argomento contenuto nel paragrafo 9 di [Tur36] da noi discusso
nel §1.2, e che, agli occhi di Go¨del, contiene “un argomento che si suppone
mostri come le procedure mentali non possano andare al di la` delle procedure
meccaniche”.
Il fondamento della critica go¨deliana ha origine dal fatto che l’argomento
di Turing, come risulta dalla versione della critica di Go¨del contenuta in
[Wan74] ma non in quella in [Go¨d90a], “dipende dall’assunzione che una
mente finita puo` avere solo un numero finito di stati distinguibili”264. Da
entrambe le formulazioni, appare chiaro che Go¨del considerasse quest’ipotesi
indebita.






Cio` di cui Turing non tiene affatto conto e` che la mente, nel suo uso,
non e` statica bens`ı costantemente in evoluzione, ossia che si comprendono i
termini astratti in modo sempre piu` preciso, mano a mano che si procede
nell’utilizzarli, e che un numero sempre maggiore di termini astratti entrano
nella sfera della nostra comprensione. Ci potrebbero essere metodi siste-
matici per rendere attuale quest’evoluzione, che potrebbe cos`ı entrare a far
parte della procedura. Dunque, per quanto ad ogni stadio il numero e la
precisione dei termini astratti a nostra disposizione possa essere finito (e di
conseguenza anche il numero degli stati mentali distinguibili di Turing), po-
trebbe convergere all’infinito nel corso dell’applicazione della procedura. Si
noti che qualcosa del genere pare realizzarsi nel processo di costruzione di
assiomi dell’infinito sempre piu` forti in teoria degli insiemi.265
Il passo riportato in [Wan74], non differisce su questo in modo sostanziale,
e quindi non contribuisce ad eliminare del tutto un certo alone di esotericita`
che circonda l’osservazione di Go¨del.
Facciamo notare, en passant, che questa lettura da parte di Go¨del del
lavoro di Turing del 1937 ha creato un problema di interpretazione: alcuni266
ritengono che Go¨del abbia semplicenmente frainteso le intenzioni dell’analisi
di Turing, la quale non e` volta a mostrare come i processi mentali possano
essere ridotti a procedure di carattere meccanico, bens`ı, in linea con quanto
si e` detto nel §1.2, solo che quei processi mentali a carattere computazionale,
come l’atto del calcolare secondo regole, abbiano una natura effettiva; altri267,
non sono di questo avviso e chiamano in causa il diverso significato attribuito
dai due all’effettiva calcolabilita` (cos`ı come essa emerge dal passo citato in
precedenza)268.
Ora, a proposito del passo di Turing chiamato in causa, occorre notare
due cose. Primo: la ragione per la quale il numero degli “stati mentali” viene
considerato finito ai fini dell’esposizione, e` l’osservazione che se cos`ı non fosse,
“alcuni di essi risulterebbero ‘arbitrariamente vicini’ e verrebbero confusi”269.
265[Go¨d90a], p. 306.
266Tra i quali Wilfried Sieg (si veda, ad esempio [MS95], p. 14, [SB96], p. 103).
267[Pic03], p. 42, nota 19.
268Go¨del attacca in particolare l’assunzione, che e` invece centrale per l’argomento fornito
da Turing nel suo [Tur36], che il numero di stati mentali sia finito. La posizione di Go¨del
potrebbe allora essere quella, pur rimanendo nell’ambito dei processi razionali di calcolo,
di disconoscere che questi soddisfino l’ipotesi di finitezza assunta da Turing, e che quindi
il calcolo di una funzione numerica da parte di un ‘calcolatore’ umano soddisfi sempre le
ipotesi (D), (F) e (L) di cui si e` detto al §1.2 (il contrasto emergerebbe, in questo caso,
sulla correttezza del passo (1) della figura 1.1 del §1.2).
269[Tur36], p. 136.
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Per ammissione dello stesso Turing, questa restrizione ha una motivazione
analoga a quella sul numero di simboli occorrenti ai fini del computo, ed e`
fondata, come si e` visto nel §1.2, sulla necessita` che le configurazioni sim-
boliche siano ‘riconoscibili in modo immediato’. Alla base di cio`, stanno
quindi, da un lato, le limitazioni sensoriali del ‘calcolatore umano’, dall’altro
la necessita`, perche´ l’argomento sia stringente, di individuare i passi elemen-
tari su cui si basa il computo (cioe` di poter assumere la riconoscibilita` di una
configurazione simbolica come un passo che non e` ulteriormente analizzabile).
A cio` va certamente aggiunto, in secondo luogo, che Turing non attribuisce
alcuna ‘valenza cognitiva’ al termine “stato mentale”, al punto di paventare
la possibilita` di sostituirlo con una “controparte piu` fisica”270.
Dunque, per tornare al problema di interpretazione di cui si diceva po-
c’anzi, e` certamente possibile che Go¨del attribuisca all’argomento di Turing
una valenza ‘mentalista’ che il matematico britannico non solo non aveva in-
tenzione di riconoscergli, ma che volesse addirittura consapevolmente evitare.
D’altra parte, e` pur vero che il passo fa emergere alcuni aspetti caratteristici
del pensiero di Go¨del, e dunque paventa una drastica differenza di merito, re-
lativa a come, da un punto di vista cognitivo, la conoscenza (e principalmente
quella matematica) si espleti.
Sotto quest’ultimo riguardo, in particolare, non sembra cosa facile, come
si diceva, penetrare il significato delle parole di Go¨del in modo esauriente.
La ‘procedura mentale’ che, rovesciando la critica a Turing, ‘puo` andare
oltre’ i processi effettivi di tipo meccanico, viene caratterizzata mediante due
elementi: la comprensione degli enti astratti che procede costantemente verso
una sempre maggiore chiarezza, e l’intervento di enti astratti del tutto nuovi
nella sfera della comprensione.
Il riferimento agli assiomi dell’infinito si chiarisce se letto attraverso l’ar-
gomento insiemistico della Gibbs Lecture, cioe` se si guarda agli assiomi dei
grandi cardinali, come Go¨del faceva in quel caso, come a principi che, scatu-
rendo in modo naturale dall’analisi del significato stesso della nozione itera-
tiva di insieme, rappresentano un esempio soprattutto di come, sulla base di
una migliore comprensione dei concetti astratti, la ‘procedura mentale’ abbia
luogo.
Riguardo all’idea di poter rendere sistematica la procedura in questione
ed il ricorso ad essa, cioe` la possibilita`, come si legge nel passo corrispondente
in [Wan74], di “accelerare, specializzare e determinare in modo univoco” il
270Ibid., p. 136.
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processo di evoluzione della mente, Go¨del sottolinea come “la definizione
precisa di una procedura di questo tipo richiederebbe un approfondimento
sostanziale della nostra comprensione delle operazioni della mente”271; e dice
anche (stavolta in [Go¨d90a]) che il risultato di una simile analisi sarebbe “una
funzione aritmetica non-ricorsiva”272.
Ci limitiamo ad osservare come, in particolare quest’ultimo accenno, ri-
chiami alla mente l’ipotesi, avanzata da Go¨del alla conferenza di Princeton
nel 1946, di giungere ad un concetto assoluto di dimostrabilita` in matema-
tica, per mezzo di una qualche definizione “non costruttiva” del processo di
estensione di un sistema d’assiomi, mediante quei principi che nascono dalla
“contemplazione” di quelli assunti273.
I due accenni sembrano nascere da uno spunto comune: essendo la mente
costitutivamente non computazionale, ed esprimendosi questo carattere nel-
l’elaborazione di quei principi matematici che si riferiscono a concetti astratti,
la comprensione di come si instaurino le relazioni che rendono possibile que-
st’elaborazione produrrebbe una descrizione del fondamento, essenzialmente
non costruttivo, delle capacita` deduttive della ragione umana.
Altrettanto interessanti sono le osservazioni di Go¨del che Wang riporta
come chiosa alla critica dell’argomento di Turing:
L’argomento di Turing diviene valido sotto due assunzioni ulteriori, che
sono generalmente accettate oggigiorno, ossia: 1. Non esiste mente separa-
ta dalla materia. 2. Il cervello funziona essenzialmente come un computer
digitale. (2 potrebbe essere sostituita da: 2′ Le leggi fisiche, nelle loro con-
seguenze osservabili, hanno un limite finito di precisione). Tuttavia, mentre
Go¨del ritiene che 2 sia molto probabile e 2′ praticamente certa, egli crede
che che 1 sia un pregiudizio della nostra epoca, che verra` scientificamente
confutato (forse per dal fatto che non ci sono sufficienti cellule nervose per
portare a termine le operazioni osservabili della mente).274
Dunque, l’avversione di Go¨del per l’argomento di Turing, dietro il quale
egli riconosceva l’intento di fornire un sostegno rigoroso all’interpretazione
computazionale della mente, aveva origine da una posizione anti-meccanici-
sta.
Il punto di vista di Go¨del era in particolare basato su due capisaldo: la
presenza di una componente effettivamente computazionale da un lato, il
271[Wan74], p. 325.
272[Go¨d90a], p. 306.
273Si veda la discussione del passo in questione nel §2.3.2.
274[Wan74], p. 326.
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cervello, ma la convinzione, dall’altro, che la mente non fosse interamente
riducibile alla sola attivita` delle sue parti. E` chiaro che l’analisi del ragiona-
mento matematico in termini di applicazione di una procedura effettiva ma
non meccanica, basata sulla comprensione dei concetti astratti e sulla quale
si fonda l’evoluzione costante della mente, e` l’espressione di questa seconda
convinzione (oppure, viceversa, questa seconda convinzione e` generata da
una simile analisi).
Per completare il quadro, occorre tenere presente il fatto che Go¨del era
apparentemente disposto, proprio in relazione alla conoscenza matematica, a
spingere molto in la` le proprie convinzioni sulla componente ‘materiale’ della
ragione umana.
Sempre nel testo di Wang, ma in una sezione dedicata alla caratterizza-
zione dei concetti generali in matematica, si legge infatti:
Go¨del ipotizza che sia necessario qualche organo sensoriale per rendere
possibile la trattazione delle impressioni astratte (in opposizione alle impres-
sioni sensoriali), dal momento che mostriamo qualche debolezza nel trattare
le impressioni astratte alla quale si pone rimedio guardando ad esse in relazio-
ne alle o in occasione delle impressioni sensoriali. Un tale organo sensoriale
deve essere strettamente legato al centro neurale per il linguaggio.275
In questo caso, dunque, quell’analogia tra percezione sensibile e intuizione
matematica che abbiamo ritrovato altrove nell’opera go¨deliana, prosegue e si
approfondisce.
Accanto agli organi di senso, infatti, Go¨del ipotizza un apparato sensoriale
preposto alla percezione degli enti astratti e che e` quindi all’origine della
‘percezione con certezza matematica’. Tuttavia, come si e` visto, cio` non
significa che per Go¨del la conoscenza matematica, cos`ı come la conoscenza in
generale, sia interamente riconducibile ad una percezione sensoriale e quindi,
per vedere il problema da un punto di vista piu` vicino all’impostazione della
presente sezione, che la mente sia riducibile al solo cervello.
Interviene dunque qualcosa di immateriale, ed interviene in particolare
nella percezione degli enti astratti, la quale appare in qualche modo con-
nessa all’analisi e alla comprensione del loro ‘significato’ (cos`ı come l’organo




2.4.2 Contro il materialismo
Prima di tornare alla Gibbs Lecture e all’analisi go¨deliana delle implicazio-
ni dei teoremi di incompletezza, e` forse opportuno ricapitolare alcuni punti
essenziali.
Esaminando la questione dell’indecidibilita` alla luce delle varie acquisi-
zioni, tecniche e concettuali, avvenute nel corso degli anni ’30 del ’900, Go¨del
(in [Go¨d38c]) ricava il seguente risultato:
• La teoria delle proposizioni diofantee di tipo Π02 costituisce un limite
per la meccanizzazione della matematica, ovvero per le potenzialita`
matematiche delle macchine di Turing.
Da questo, e dall’analisi rigorosa dei teoremi di incompletezza di [Go¨d51]
che si e` visto poc’anzi, segue che:
• Per quanto sia logicamente possibile che la mente umana equivalga
ad una macchina di Turing, se cio` fosse il caso si avrebbe che: 1. la
correttezza del ragionamento matematico non potrebbe essere stabilita
mediante una dimostrazione matematica, e 2. la stessa porzione della
matematica (problemi diofantei di tipo Π02) costituirebbe un limite as-
solutamente invalicabile per le potenzialita` in campo matematico della
ragione umana.
La situazione e` riassunta dalle tre alternative che discendono dalla con-
clusione disgiuntiva di [Go¨d51]:
1. La mente umana sorpassa infinitamente ogni macchina di Turing (ossia,
in altri termini, la matematica soggettiva coincide, almeno per cio` che
concerne l’aritmetica, con quella oggettiva) e non esistono problemi
matematici diofantei (del tipo isolato da Go¨del) indecidibili in modo
assoluto.
2. La mente umana equivale ad una macchina di Turing e alcune tra le
proposizioni formalmente indecidibili sono anche tali in modo assoluto
(per principio non possono essere cioe` decise per mezzo di nessuna prova
che la mente umana e` in grado di elaborare).
3. La mente umana sorpassa infinitamente ogni macchina di Turing e
alcune tra le proposizioni formalmente indecidibili sono tali in modo
assoluto.
129
Molti luoghi dell’opera go¨deliana possono essere visti come l’esame di
quelle ragioni che rendono implausibile almeno la seconda conclusione: con-
siderazioni di carattere ‘estetico’ o legate agli sviluppi della disciplina (la bel-
lezza e la precisione citate, come si e` visto, in [Wan74], di quelle parti della
teoria delle equazioni diofantee sviluppate in modo completo); suggestioni di
tipo specificamente filosofico-epistemico (e` improbabile che la ragione ponga
problemi che non e` in grado di risolvere); convinzioni di tipo cognitivo (parte
della ragione umana ha un carattere immateriale, dunque la mente umana e`
inerentemente, cioe` qualitativamente diversa da una macchina).
Questo fatto viene riassunto da Go¨del nella conferenza del 1951, in quella
che costituisce, in contrapposizione con la precedente ‘parte matematica’, la
‘parte filosofica’ dell’intervento, ove egli sottolinea come entrambe le alter-
native (e dunque anche la terza, che deriva da una combinazione delle due)
“sono decisamente in opposizione alla filosofia materialistica”276.
Cosa Go¨del intenda con quest’affermazione, viene spiegato nel modo se-
guente:
Infatti, se vale la prima alternativa, cio` pare implicare che l’operare della
mente umana non puo` essere ridotto all’operare del cervello, che ad ogni ap-
parenza e` una macchina finita con un numero finito di parti, ossia i neuroni
e le rispettive connessioni. Quindi si e` apparentemente spinti ad adottare
qualche punto di vista di tipo vitalistico. D’altro canto, la seconda alternati-
va, nella quale esistono proposizioni matematiche assolutamente indecidibili,
sembra confutare la posizione secondo la quale la matematica e` solo una no-
stra creazione; perche´ il creatore conosce necessariamente tutte le proprieta`
delle proprie creature dal momento che esse non possono averne altre eccet-
to quelle che egli ha dato loro. Questa alternativa sembra quindi implicare
che gli oggetti ed i fatti matematici (o almeno qualcosa in essi) possiedono
un’esistenza oggettiva ed indipendente dai nostri atti mentali e dalle nostre
decisioni, ovverosia, qualche forma di Platonismo o “realismo” rispetto agli
oggetti della matematica.277
Alla luce di quanto si e` detto nel ricapitolare le conclusioni raggiunte, la
situazione che si viene cos`ı a determinare e` davvero curiosa: sappiamo dai
commenti contenuti nel testo di Wang, che Go¨del era convinto del fatto che
“Hilbert avesse ragione” a ritenere che non esistono proposizioni assoluta-
mente indecidibili (sicuramente non in campo dell’aritmetica, e presumibil-
mente, come abbiamo ipotizzato in coincidenza col venir meno delle ipotesi




degli insiemi, anche a livelli superiori); da quanto Go¨del dice in questo passo,
quell’ ‘ottimismo razionalista’ che egli era disposto conseguentemente a sot-
toscrivere, si lega in modo naturale al punto di vista secondo il quale gli enti
matematici sono il prodotto di un atto creativo (confermando cos`ı quanto
si e` gia` detto relativamente all’indipendenza tra un’assunzione ontologica di
tipo realista rispetto agli enti matematici e la convinzione epistemica sulla
resolubilita` di ogni questione ad essi relativa); questo legame permette quin-
di retoricamente a Go¨del di argomentare a favore di una qualche forma di
platonismo e contro ogni forma di costruttivismo (il che significa, in ultima
analisi, che egli utilizza la sua posizione epistemica a sostegno della propria
visione ontologica).
Quest’argomento, cos`ı come emerge dalla conferenza del 1951, si compone
di due parti.
In positivo, Go¨del sottolinea come il platonismo in matematica abbia
trovato conferme indipendenti dalla ‘soluzione’ della conclusione raggiunta,
rispetto alle quali, cioe`, e` irrilevante quale delle alternative valga. Un fatto
che agli occhi di Go¨del emerge chiaramente considerando che: (i), nonostante
il “grado insormontabile di esattezza” raggiunto dagli sviluppi nel campo dei
fondamenti della matematica, nessun aiuto e` arrivato da cio` per la soluzione
dei problemi matematici, a riprova del fatto che, secondo Go¨del, le difficolta`
incontrate non sono dovute alla “mancanza di una consapevolezza chiara
rispetto a cio` che si e` creato”, bens`ı a qualcosa di piu` profondo; (ii) “l’attivita`
del matematico mostra ben poca di quella liberta` di cui un creatore dovrebbe
godere”, come dimostra il fatto che il matematico non sia nella posizione
di “generare la validita` dei teoremi” relativi a quegli enti che sarebbero il
frutto della propria attivita` immaginativa; infine, (iii), a dispetto del fatto
che ogni ente matematico avrebbe origine in un atto creativo distinto, e
quindi questo in particolare dovrebbe valere per il concetto di insieme e
quello di numero, “al fine di dimostrare certe proposizioni sugli interi, risulta
necessario il concetto di insieme”, dal che discenderebbe che “per scoprire
quali proprieta` noi abbiamo dato a certi oggetti, siamo costretti a crearne
degli altri”278.
Per cio` che riguarda invece la pars destruens, la critica al costruttivismo,
questa viene riassunta da Go¨del nella “confutazione” della “piu` precisa, e




Si tratta cioe` del punto di vista secondo il quale:
1. la matematica e` il frutto di convenzioni linguistiche, ovverosia, di re-
gole puramente sintattiche (le quali non hanno alcun contenuto di tipo
fattuale);
2. le proposizioni matematiche, ed in particolare i teoremi, sono delle
tautologie (e quindi sono prive di contenuto), cioe` sono vere esclusiva-
mente in virtu` delle definizioni dei termini (che, in accordo a 1, hanno
un’origine meramente convenzionale).
La confutazione di cui parla Go¨del, altro non e` che il frutto dei teoremi di
incompletezza (ed e` strettamente legata alla riflessioni di Go¨del sul significato
del risultato per il finitismo hilbertiano279). Da essi discende infatti che
nessuna dimostrazione di consistenza per un simile insieme di regole, che
non e` altro se non una prova del loro carattere tautologico280, puo` fare a
meno del concorso di certi enti astratti, dove cio` indica “concetti che non si
riferiscono a oggetti sensibili”281 e che quindi non hanno di certo una natura
sintattica282.
Come conseguenza di cio` che egli legge come una “confutazione” della
forma piu` radicale dell’idea che gli enti matematici siano il frutto di un atto
creativo, Go¨del puo` cos`ı esporre le proprie convinzioni, a cominciare da quella
279D’altra parte e` lo stesso Go¨del (cfr. Ibid., p. 315, nota 23) a sottolineare come esista
una relazione precisa (una sostanziale equivalenza) tra la verifica di un simile punto di
vista convenzionalista, o nominalista, e la realizzazione del programma di Hilbert.
280Una giustificazione per questa equivalenza la si ritrova proprio alla nota 23 di p. 315.
Banalmente infatti, la tautologicita` degli assiomi e delle regole (cioe` il fatto che da essi
non discende la verita` o la falsita` di alcuna proposizione fattuale) implica la consistenza,
considerando che “un’inconsistenza (nella logica classica che e` in questo caso sotto esame)
implicherebbe ogni proposizione fattuale”. Viceversa, cos`ı come il programma formalista
riteneva che la consistenza fosse un criterio essenziale per la riduzione della matematica
a regole di tipo puramente sintattico, “la dimostrazione di consistenza fornisce la sicu-
rezza che queste regole sono vuote di contenuto fin tanto che esse non implicano alcuna
proposizione di tipo fattuale”.
281Ibid., p. 318.
282L’idea cruciale di questa confutazione e` al centro delle varie versioni di un articolo di
Go¨del dedicato alla logica di Carnap, sul quale Go¨del lavoro` dal 1953 al 1959 inutilmente
(senza cioe` raggiungere una formulazione che lo soddisfacesse e lo inducesse ad accettare
l’offerta di P. A. Schilpp di pubblicare l’articolo nel volume dedicato a Carnap della serie
The Library of Living Philosophers). Alcune versioni del lavoro sono pubblicate nel terzo
volume dei Collected Works (cfr. [Go¨d95], pp. 334-362).
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secondo la quale la realta` matematica sia del tutto indipendente dalla ragione
umana e dalle sue inclinazioni:
Mi pare tuttavia che nonostante tutto, un ingrediente di questa teo-
ria sbagliata della verita` matematica sia perfettamente corretto e chiarisca
completamente la vera natura della matematica. E` infatti corretto che una
proposizione matematica non dice nulla riguardo alla realta` fisica o psichica
esistente nello spazio e nel tempo, perche` e` vera gia` in virtu` dei termini che
occorrono in essa, indipendentemente dal mondo delle cose reali. Quello che
e` sbagliato, tuttavia, e` il fatto che il significato dei termini (cioe` i concet-
ti che essi denotano) sia considerato come qualcosa costituito dall’uomo e
consistente in mere convenzioni semantiche. La verita`, credo e` che i concet-
ti formano una realta` oggettiva a se´ stante, che noi non possiamo creare o
cambiare ma solo percepire e descrivere.283
Il passo chiarisce anche, quindi, l’avversione di Go¨del nei confronti di due
varianti della posizione realista, e cioe` quella ‘empirista’ (gli enti matematici
sono in un qualche senso parte della realta` sensibile) e quella ‘psicologista’
(gli enti matematici trovano posto ed hanno un’effettiva esistenza tra i feno-
meni psichici), e delinea in modo chiaro l’elemento ‘platonista’ del realismo
go¨deliano: il mondo della matematica e` separato sia dalla realta` fisica che da
quella psichica.
Il confronto con la posizione nominalistico-convenzionalista si sposta, di
conseguenza, nel campo della natura delle proposizioni che compongono il
‘discorso’ della matematica e del problema del significato dei termini che vi
occorrono.
Go¨del definisce a tal fine le “proposizioni analitiche”, come proposizioni
vere “in relazione ai concetti che occorrono in esse”, e distingue queste ultime
dalle proposizioni tautologiche (che pure in un certo senso sono analitiche, ma
solo in quanto “vere in relazione alle definizioni” dei termini). Le proposizioni
matematiche, che egli identifica con il primo tipo, sono s`ı vere in funzione
del “significato” dei termini che vi occorrono, come anche altrove nell’opera
go¨deliana si puo` leggere, ma non nel senso che dipendono da certe espressioni
del linguaggio (che, dopo tutto, possono pur avere una natura convenzionale),
bens`ı dai concetti che ne costituiscono la realizzazione.
Un fatto che risulta chiaro, e non poteva davvero mancare un simile
riferimento, dagli assiomi dell’infinito della teoria degli insiemi:
E` vero che questi assiomi sono validi in virtu` del significato del termine
“insieme” - si potrebbe persino dire che essi esprimono il significato stesso
283Ibid., p. 320.
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del termine “insieme” - e quindi li si potrebbero correttamente chiamare
analitici; tuttavia, il termine “tautologico”, cioe` privo di contenuto, per
essi e` completamente fuori luogo, dal momento che anche l’asserzione circa
l’esistenza di un concetto di insieme che soddisfa questi assiomi (o l’asserzione
di consistenza di questi assiomi) e` cos`ı distante dall’essere vuota che non e`
possibile dimostrarla senza fare ricorso nuovamente al concetto di insieme, o
a qualche altro concetto astratto di natura simile.284
E` dunque una certa persistenza dei concetti, ed il loro ruolo di nozioni
primitive che corrispondono (semanticamente) a certi termini linguistici, che
rende palese il carattere non tautologico delle proposizioni matematiche.
Sulla loro natura analitica, in relazione alla realta` indipendente dei con-
cetti di cui queste trattano, Go¨del aggiunge:
Questo concetto di analiticita` e` cos`ı distante dal significare “privo di con-
tenuto” che e` perfettamente possibile che una proposizione analitica risulti
essere indecidibile (oppure decidibile solo con una certa probabilita`). Perche´
la nostra conoscenza del mondo dei concetti potrebbe essere altrettanto limi-
tata e incompleta come quella del mondo delle cose. E` certamente innegabile
che questa conoscenza sia talvolta non solo incompleta, ma persino indistin-
ta. Questo si verifica nel caso dei paradossi della teoria degli insiemi, che
sono sovente presentati come una confutazione del Platonismo, ma, a mio
parere, ingiustamente. Le nostre percezioni visive contraddicono in qualche
caso quelle tattili, ad esempio nel caso di un bastone immerso nell’acqua,
ma nessuno sano di mente vorra` concludere da cio` che il mondo esterno non
esiste.285
L’importanza della critica al convenzionalismo nella Gibbs Lecture con-
siste proprio nel fatto che essa introduce in modo chiaro il tema del ruolo
dell’elemento simbolico-linguistico (le proposizioni) nella conoscenza mate-
matica. Questo fatto risulta ancora piu` importante se si tiene conto di quei
luoghi nell’opera di Go¨del, nei quali egli si riferisce alla comprensione dei
concetti astratti come comprensione del loro ‘significato’, un uso che si e` vi-
sto in quale senso lo si puo` chiarire. Ma la disamina da parte di Go¨del della
natura delle proposizioni matematiche ci permette anche di riassumere com-
plessivamente il quadro dell’epistemologia go¨deliana in modo piu` compiuto e
secondo lo schema tradizionale del problema della conoscenza.
Vi sono tre componenenti: la mente (livello cognitivo), le proposizioni
(livello linguistico o simbolico) e gli enti matematici, gli oggetti (livello onto-




livello cognitivo e quello ontologico, passa attraverso il livello sintattico, aven-
do un passaggio fondamentale nella comprensione del significato dei termini
delle proposizioni matematiche, e si fonda sul rapporto semantico tra questo
ed il livello ontologico: poiche´ i termini si riferiscono a i concetti (e quindi
non c’e` arbitrarieta` o convenzionalita` linguistica dietro il loro significato),
comprendere il significato e` comprendere l’oggetto a cui esso e` diretto.
E` interessante a questo punto notare quali sono le peculiarita` con le quali
questo schema si da` in Go¨del. La prima, e` certamente il fatto che l’og-
getto dell’atto conoscitivo e` un concetto astratto (per quanto si sia visto
come in piu` occasioni Go¨del avvicini proprio da un punto di vista gnoseolo-
gico la conoscenza sensibile a quella matematica), e che deriva dall’approccio
platonista.
Un altro aspetto di rilievo, che emerge dalla critica dell’argomento di Tu-
ring, e` che questo schema descrive solo in parte la conoscenza matematica,
dal momento che essa si caratterizza, oltre che per il momento di approfondi-
mento della comprensione degli enti astratti, anche per l’intervento di nuovi
concetti astratti nella sfera conoscitiva. Dunque, la relazione tra il livello
cognitivo e quello ontologico si articola su due direzioni, e beneficia, per cos`ı
dire, anche di un processo di feedback 286.
Ma vi e` anche un terzo elemento di interesse. Il fatto che la conoscenza
matematica, la conoscenza dei concetti astratti cioe`, puo` rivelarsi solo parzia-
le e incompleta, a causa, presumibilmente, delle limitazioni a cui e` soggetto
l’organo sensoriale ad essa preposto. Cio` ci consente di guardare alla que-
stione delle proposizioni indecidibili in senso assoluto, della quale ci siamo
a lungo occupati, come ad un aspetto di rottura meno drammatico di quel
che poteva apparire in un primo momento. Perche´ se e` vero che l’allusione
a nuovi principi per risolvere questioni indecise rende per Go¨del probabile
la decisione di certe proposizioni indipendenti (in particolare, di quelle in-
siemistiche), e` pur vero anche che cio` non esclude che talune, rivelandosi
cos`ı intrinsecamente legate alle limitazioni delle nostre facolta` intellettive,
286E` bene ribadire che, per quanto si e` visto fin qui, le riflessioni di Go¨del ‘autorizzano’
l’adozione di una tale ricostruzione schematica per la sola conoscenza matematica. Se una
simile articolazione possa reggere, ed in quale forma, per la conoscenza in generale, e` un
fatto che potrebbe forse trovare risposta nell’analisi dei lavori go¨deliani di fisica (ossia,
[Go¨d49a], [Go¨d52], [Go¨d49b], [Go¨d49c], [Go¨d46a], [Go¨d46b]) ed in particolare quelli, tra
essi (gli ultimi tre), che cercano di evidenziare certe connessioni filosofiche della teoria
della relativita`.
135
descrivano fatti del mondo dei concetti che sono destinati a rimanere a noi
inaccessibili.
Si ha cos`ı che alla fine, delle tre alternative logiche che sono il frutto l’ana-
lisi rigorosa della valenza matematica dei teoremi di incompletezza, proprio
la terza, se interpretata in senso piu` generale, rappresenta meglio, in modo
forse inaspettato, il punto di vista di Go¨del in tutte le sue sfumature: e` vero
che la mente umana sorpassa le capacita` di una macchina di Turing e che
quindi la classe dei problemi diofantei individuata non costituisce un limite
per le potenzialita` matematiche della ragione, ma e` anche possibile che, a
causa delle limitazioni a cui potrebbero essere soggette le nostre capacita` di
percepire la realta` matematica indipendente, esistano proposizioni che descri-
vono parti di questa realta` che risultino indecidibili anche in modo assoluto
(cioe`, in relazione a queste limitazioni).
2.5 Una nota conclusiva sulla filosofia di Go¨-
del
L’opera di analisi e rielaborazione a cui si e` sottoposto parte del materiale
ascrivibile a vario titolo a Go¨del, ci pare faccia emergere in modo evidente
tratti di quella che appare una vera e propria dottrina filosofica.
Utilizzando i teoremi di incompletezza e l’analisi dei vari aspetti del loro
significato come chiave di lettura, si giunge ad accumulare una serie di osser-
vazioni ricorrenti e concordanze testuali che appaiono un indizio preciso sia,
da un lato, dell’esistenza di una cornice concettuale unitaria entro la quale si
inquadrano le riflessioni di Go¨del, che, dall’altro, della multiformita` e delle
ramificazioni del punto di vista go¨deliano.
Un esempio lampante, e` il caso dei ‘nuovi assiomi’ per la matematica
che, come si sara` notato, costituiscono un elemento in relazione al quale con-
fluiscono riflessioni di vario genere, nate cioe` in relazione a problematiche
diverse fra loro: ad essi Go¨del fa riferimento in un contesto di tipo fondazio-
nale, in quanto costituiscono il punto di arrivo naturale di quel percorso di
apertura ai concetti astratti (ovvero di estensione del punto di vista finiti-
sta) reso necessario dalla scoperta dell’esistenza di proposizioni formalmente
indecidibili; a questi stessi principi Go¨del si rivolge come ad un modello, tan-
to per indicare l’oggettivita` della realta` matematica quanto per spiegare la
natura analitica della conoscenza matematica; infine, gli assiomi dell’infinito
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intervengo in modo decisivo nella disamina dell’elemento discriminante della
ragione umana, di cio` che la rende essenzialmente diversa da un dispositivo
meccanico.
Un quadro del genere, in cui alla ricchezza di tematiche (fondazionali,
epistemiche, cognitive) si somma uno sfondo unitario, per quanto talvolta solo
intuito e non esposto in modo diffuso e sistematico, e` alla base dell’interesse
delle ricerche dedicate ad una sua chiarificazione.
In un manoscritto che risale all’inizio degli anni ’60 ritrovato tra le carte
del Nachlass287, Go¨del propone un criterio sulla base del quale ordinare le va-
rie Weltanschauungen, tutte le possibili ‘visioni filosofiche del mondo’, e gra-
zie al quale poter descrivere parimenti in termini filosofici anche lo sviluppo
dell’indagine sui fondamenti della matematica:
Credo che il principio piu` fruttuoso per ottenere una visione complessiva
delle possibili visioni del mondo sara` quello di suddividerle in accordo al
grado e al modo della loro affinita` alla o, rispettivamente, distanza dalla
metafisica (o religione). In questo modo si ottiene immediatamente una
divisione in due gruppi: scettiscismo, materialismo e positivismo stanno da
un lato, spiritualismo, idealismo e teologia dall’altro. A un tempo, si possono
rilevare anche i gradi diversi in questa successione, dato che lo scetticismo
e piu` distante dalla teologia di quanto non lo sia il materialismo, mentre
d’altro canto l’idealismo, ad esempio, nella sua versione panteistica, e` una
forma indebolita di teologia in senso proprio.
Questo schema si dimostra utile, tuttavia, per l’analisi delle dottrine
filosofiche ammissibili in contesti speciali, per il fatto che le si ordinano in
questo modo oppure, nei casi incerti, se ne ricercano gli elementi materialistici
o spiritualistici.288
Sarebbe ovviamente decisamente in accordo con lo spirito “Go¨del secondo
Go¨del” se si riuscisse ad inquadrare gli aspetti salienti della filosofia go¨de-
liana, almeno per cio` che riguarda lo ‘speciale contesto’ della filosofia della
matematica, secondo lo schema qui proposto.
A proposito della filosofia di Go¨del, molto si e` detto, e si dice tuttora,
del ‘platonismo’. Molto meno, ci pare, si dice di quella componente episte-
287Il testo in questione, [Go¨d61], e` stato pubblicato in [Go¨d95], pp. 374-387. L’attribuzio-
ne cronologica, si basa sul fatto che le pagine manoscritte siano state trovate in una busta
dell’American Philosophical Society datata 13 dicembre 1961. Da qui, anche l’ipotesi che
potesse trattarsi di un testo preparatorio per la confererenza dei nuovi membri (Go¨del era
stato eletto nell’aprile del 1961 ed aveva firmato il libro degli afferenti nel novembre dello
stesso anno) che era d’uso all’interno dell’associazione. Non esiste alcuna prova del fatto
che Go¨del abbia accettato l’invito a tenere l’intervento in questione.
288[Go¨d61], p. 374.
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mica dell’impostazione filosofica go¨deliana, che nel corso del presente lavoro
si e` cercato di evidenziare, la quale, seppur strettamente legata alla prima
componente, e` anche, come si e` visto, del tutto indipendente da essa, nel
senso che non ne costituisce una banale conseguenza, e per tale motivo e` un
aspetto che appare meritorio di una menzione a parte.
Anche per questo motivo, e` difficile sfuggire all’impressione che, rispetto
allo schema proposto da Go¨del, nel caso dell’impostazione filosofica go¨deliana
si sia di fronte proprio ad uno di quei casi incerti, frutto della commistione
di elementi diversi fra loro.
Si prenda, in primo luogo, il realismo go¨deliano rispetto agli enti mate-
matici. Come si e` visto, Go¨del e` convinto dell’esistenza di un ‘mondo dei
concetti’, separato da quello degli oggetti reali, che e` all’origine della sua
avversione ad un realismo di tipo empirista, che collochi cioe` la realta` degli
enti matematici accanto, e non in contrapposizione, a quella degli oggetti
sensibili. Tuttavia, la propria convinzione nell’oggettivita` della realta` mate-
matica e` cos`ı forte da spingere Go¨del a vedere nel ricorso a procedure di tipo
induttivo uno sbocco naturale di quest’assunzione, adombrando cos`ı il supe-
ramento di uno dei tabu` della concezione classica, e rigorosamente ‘dedutti-
vista’, della matematica, e quindi ad aprire le porte, per contrapposizione,
ad un empirismo di tipo realista289.
Un caso analogo si verifica per cio` che riguarda la concezione go¨deliana
della mente. Qui, l’elemento di tipo materialistico, che pure sussiste in mi-
sura considerevole come dimostra non tanto l’accostamento del cervello ad
una macchina, ma soprattutto l’ipotesi di un organo sensoriale deputato al-
la ‘percezione’ matematica o, piu` in generale, a quella dei concetti, convive
con l’idea dell’esistenza di un aspetto immateriale, caratteristico della mente
umana, che si espleta proprio nell’elaborazione di nuovi principi matematici
in relazione all’intuizione degli enti astratti.
Questi ed altri elementi di commistione, devono rappresentare un invi-
to alla prudenza proprio per l’inquadramento della posizione di Go¨del entro
categorie filosofiche tradizionali e soprattutto in quelle tradizionalmente ap-
plicate al dibattito sui fondamenti della matematica. Non e` improbabile, ad
esempio, che da un’analisi piu` attenta di quel materiale che da` testimonian-
za dell’indagine go¨deliana intorno al costruttivismo e alle sue varie accezioni,
emergano altri aspetti di quest’approccio fondazionale che Go¨del avrebbe vo-
lentieri inserito nel quadro della propria concezione (e che si aggiungerebbero
289Si veda al proposito, [Go¨d51], p. 313.
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cos`ı alla convinzione che non esistono proposizioni matematiche assolutamen-
te indecidibili, che, nella Gibbs Lecture, Go¨del lega proprio all’idea che gli enti
matematici siano frutto di un atto creativo).
Tuttavia, questi stessi aspetti che fanno emergere una certa complessita`
dello sfondo concettuale, rendono legittimo chiedersi quali siano i papabili
precursori, se ve ne sono di riconoscibili, della prospettiva go¨deliana.
Da questo punto di vista, gli scritti di Go¨del che si sono analizzati nel
corso del presente lavoro offrono un aiuto limitato. Ci si ricordera`, forse, di
quel passo del supplemento alla seconda edizione dell’articolo dedicato all’I-
potesi del Continuo di Cantor in cui, nell’esporre l’idea relativa all’esistenza
di un “dato di secondo tipo”, ossia di tipo qualitativamente diverso dal dato
derivante dalla sensazione, che, come e` presente nel caso della conoscenza
degli oggetti fisici, e` all’origine dell’intuizione degli enti matematici, Go¨del
chiami in causa Kant per sostenere, in opposizione al filosofo di Ko¨nigsberg,
la natura oggettiva di questo tipo di dato.
Nel manoscritto del 1961 citato in precedenza, si assiste ad un fatto del
tutto simile, laddove viene proposta una similitudine con Kant per osservare
poi, immediatamente dopo, la necessita` di un rovesciamento della posizione
kantiana. In piu`, questo peculiare approccio alla filosofia kantiana viene in
qualche modo reso sistematico.
Lo spunto e` offerto dal riferimento a nuovi assiomi, logicamente indipen-
denti da quelli precedentemente assunti e dai quali dipende la soluzione di
problemi irresolubili rispetto ai primi, che, sottolinea Go¨del, “concorda in
principio con la concezione Kantiana della matematica”:
Le affermazioni rilevanti di Kant sono, e` vero, scorrette se prese in senso
letterale, dal momento che Kant sostiene che nella derivazione di teoremi
geometrici si ha bisogno di nuove intuizioni geometriche, e che quindi una
dimostrazione [di essi] di tipo puramente logico da un numero finito di as-
siomi e` impossibile. Questo e` dimostrabilmente falso. Tuttavia, se in questa
proposizione si sostituisce il termine “geometrico” con “matematico” o “insie-
mistico”, allora essa diviene un’affermazione dimostrabilmente vera. Credo
che sia un carattere generale di molte affermazioni di Kant quello di essere
false se prese alla lettera ma di contenere verita` profonde in un senso piu`
generale.290
Secondo quanto Go¨del dice, dunque, la dottrina kantiana puo` in certa
290Ibid., p. 384.
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misura rappresentare una sorta di specchio attraverso il quale individuare,
per rovesciamento, certi tratti del punto di vista go¨deliano291.
In questo quadro di ‘rilettura’ delle convinzioni kantiane si inserisce an-
che quello che e` forse l’aspetto piu` rilevante nella concezione go¨deliana della
conoscenza matematica e che, ancora una volta, ci consente di sottolinea-
re la rilevanza di quell’elemento epistemico a cui si e` piu` volte accennato,
che emerge in stretta connessione con il riferimento ai ‘nuovi assiomi’ per la
matematica. Se i concetti astratti, infatti, sono un costituente dell’oggetto
della conoscenza in generale (in quanto, in accordo con Kant, essi interven-
gono anche nell’idea di oggetto dell’esperienza sensibile), e siccome questa
componente e` dotata di una realta` indipendente dal soggetto, l’idea di Go¨del
e` che, mediante la scoperta di nuovi principi, si possa esaurire progressiva-
mente proprio la conoscenza dell’elemento oggettivo (i concetti astratti) del
fenomeno. E` possibile riscontrare in quest’idea un’opposizione alla dottrina
kantiana, ad esempio per cio` che concerne la posizione secondo la quale la
componente oggettiva dell’oggetto di conoscenza, il noumeno, e` inconoscibi-
le? E` possibile, se il noumeno e` effettivamente pensato come cio` che sta, per
essenza, oltre le capacita` conoscitive del soggetto; un simile confronto e` meno
giustificato, se il noumeno e` un’idea regolatrice della conoscenza, e dunque
ne rappresenta l’elemento limite, cio` a cui essa tende (una posizione che non
solo e` compatibile con quella go¨deliana, ma che, per molti aspetti, potrebbe
essere identificata con essa).
E` in relazione a questo specifico aspetto, la comprensione dei concetti
astratti, che si ritrova, nel manoscritto del 1961, l’allusione a Husserl e all’ap-
proccio fenomenologico. In questo senso, occorre anche tenere presente che il
richiamo alla filosofia husserliana si lega al problema di trovare un “metodo
sistematico” per quella “chiarificazione del significato” che e` alla base del-
l’approfondimento della conoscenza degli enti astratti cos`ı fondamentale, per
Go¨del, ai fini di un incremento delle conoscenze matematiche. Il riferimento
ad Husserl, dunque, sembra essere in parte indipendente dalla questione di
291E` possibile che a tale proposito giovi l’analisi dei contributi go¨deliani di fisica, di
cui si e` detto alla nota 286, che aspirano ad approfondire il nesso tra certe implicazioni
della teoria einsteiniana della relativita` e la filosofia kantiana. In particolare, una simile
disamina potrebbe far meglio apprezzare la reale conoscenza e l’effettiva comprensione,
da parte del logico austriaco, dell’opera del filosofo di Ko¨nigsberg (e condurre quindi ad
un giudizio sulla correttezza dell’interpretazione di essa che Go¨del fornisce nel contributo
all’attenzione nel testo).
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un’analogia di fondo tra la filosofia di Go¨del e quella del filosofo tedesco292.
Non c’e` dubbio pero` che Go¨del, vedendo alla base della comprensione
dei concetti astratti un “direzionare la nostra attenzione in un certo modo,
cioe` sui nostri atti relativi all’uso di questi concetti, sulle nostre capacita` di
eseguire questi atti, ecc.”, dovette scorgere, nella fenomenologia husserliana, i
presupposti per dare vita ad “una procedura o una tecnica” mediante la quale
raggiungere “un nuovo stato di coscienza nel quale si descrive in dettaglio i
concetti alla base del nostro pensiero, o si colgono altri concetti fondamentali
a noi finora sconosciuti”293.
Soprattutto, egli vide pero` in Husserl e nella fenomenologia quella versione
‘riveduta e corretta’ della filosofia kantiana (che, dopotutto, secondo Go¨del
“si fonda sull’idea della fenomenologia”294), sulla quale versione costruire una
concezione che, in modo trasversale, rispetto allo schema considerato, “eviti
sia i salti mortali dell’idealismo in una nuova metafisica cos`ı come il rifiuto
positivistico di ogni metafisica”295.
In sede di valutazione complessiva, e quindi al di la` del problema di isolare
i tratti salienti della concezione di Go¨del, cio` ci pare conduca all’idea che non
c’e` ingenuita` nelle considerazioni di carattere filosofico presenti nell’opera
go¨deliana, e che quindi il suo inquadramento in uno schema generale che non
sia adatto, come almeno nell’intento vuole essere quello da lui stesso proposto,
alla trattazione della miscela di suggestioni molto diverse tra loro, svilirebbe
ingiustamente la portata della Weltanschauung del logico austriaco296.
292Un’indubbia eco di tematiche husserliane nei testi di Go¨del (riferimento diretto al filo-
sofo tedesco citato nel testo a parte), ha stimolato molte speculazioni su possibili relazioni
strette tra la filosofia della matematica go¨deliana e l’approccio fenomenologico. Due con-
tributi recenti sul tema sono [Tie98] e [vHK03]. Tuttavia, a nostro avviso, i suddetti lavori
si preoccupano poco di ricostruire, prim’ancora della connessione suddetta, l’articolazione
della visione di Go¨del sulla base dei suoi scritti (un aspetto che, nel presente lavoro, si e`




296Il problema, che la pur ingente documentazione del Nachlass fin qui pubblicata lascia
sostanzialmente aperto, di determinare se e come siano avvenuti contatti tra Go¨del e filosofi
acclarati, non deve sorprendere. Soprattutto perche´ ben piu` clamorose appaiono certe
‘lacune’ rispetto a personalita` riconosciute del mondo matematico che, parrebbe logico
aspettarsi, Go¨del poteva avere tutto l’interesse a contattare. Tra queste, spicca la figura
di Hermann Weyl il quale, oltretutto, fu per lunghi anni collega di Go¨del all’Insitute for
Advanced Studies avendo accettato un posto da docente a Princeton nel 1933 e avendolo
mantenuto fino al 1951.
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2.5.1 Il sogno leibniziano del platonista
Molto di quanto si e` detto fin qui, va letto ovviamente come il tentativo di far
emergere e, in un certa misura, chiarire, alcuni aspetti ‘filosofici’ del pensiero
di Go¨del. Vorremmo quindi concludere questa parte del lavoro con una breve
considerazione relativa alla visione da parte di Go¨del della filosofia.
Si tende comunemente a suddividere l’opera di Go¨del in due parti: una
prima alla quale appartengono tutti i lavori di carattere tecnico, che e` cro-
nologicamente situata grossomodo nel decennio 1930-40; una seconda, il cui
inizio lo si puo` fare per convenienza coincidere con il trasferimento definitivo
di Go¨del negli Stati Uniti all’inizio del 1940, che contiene quelle ricerche che
risentono del progressivo sopravvento che le indagini intorno a problemati-
che di natura piu` squisitamente filosofica, assunsero sulle questioni di tipo
matematico297.
E` ovvio che il giudizio sui contributi di Go¨del alla logica e alla matematica
da un lato, e alla filosofia (della matematica in particolare) dall’altro, non
possono che essere molto diversi tra loro.
Nell’ottica go¨deliana, una simile discrepanza, cos`ı come una certa dif-
ficolta` del Nostro a misurarsi con tematiche di tipo filosofico298, troverebbe
probabilmente spiegazione nei differenti gradi di sviluppo delle due discipline.
Ci sono indizi che Go¨del ritenesse infatti come una certa inconclusivita`
del discorso filosofico, fosse la naturale conseguenza dello sviluppo non ancora
completato delle capacita` raziocinanti in questo settore del sapere, e che un
miglioramento decisivo dello stato della disciplina sarebbe giunto attraverso
un incremento in sistematicita` dell’analisi concettuale, lungo quelle linee di ri-
cerca che avevano condotto Leibniz ad individuare la propria Characteristica
universalis299.
Dato il ruolo cruciale che una simile analisi svolge in ambito matemati-
co, c’e` da aspettarsi che Go¨del vedesse in un simile sviluppo un passaggio
essenziale per l’incremento decisivo della conoscenza matematica secondo il
proprio ‘programma’ per i nuovi assiomi.
297Significativo, a tale proposito, come si e` gia` avuto modo di notare, e` l’abbandono
da parte di Go¨del delle ricerche su una dimostrazione di indipendenza dell’Ipotesi del
Continuo all’inizio degli anni ’40.
298Come esempio che ben riassume queste difficolta`, valga la genesi tormentatissima del
lavoro dedicato alla filosofia di Carnap, la ricerca di una stesura soddisfacente del quale,
infruttuosa, impegno` Go¨del per ben sei anni tra il 1953 e il 1959.
299Questo fatto viene esplicitamente sottolineato in chiusura del lavoro dedicato alla
logica matematica di Russell ([Go¨d44], pp. 140-141).
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Tuttavia, e` proprio la filosofia, ed il punto di vista di Go¨del sulla mate-
matica in particolare, pare chiaro, che ne avrebbe giovato, acquisendo quel
rigore che, leibnizianamente, avrebbe tramutato i tentativi go¨deliani di pro-
durre argomenti sulla base dei quali confutare i punti di vista avversi al
proprio, in dimostrazioni stringenti ed ineludibili:
Ho l’impressione che a seguito di una chiarificazione dei concetti in que-
stione sara` possibile condurre questo genere di discussioni con il rigore ma-
tematico, e che il risultato sara` che (sotto certe ipotesi che difficilmente
potrebbero essere rifiutate, ed in particolare l’assunzione che esiste qualco-







Dalla parte delle macchine:
Turing e i fondamenti
dell’Intelligenza Artificiale
Il nome di Alan Mathison Turing e` inevitabilmente legato, in un modo o nel-
l’altro, all’idea di macchina. In un senso, perche` il suo contributo alla logica
matematica piu` celebre, quell’articolo sui “numeri computabili” al quale ci
siamo piu` volte richiamati nel corso della prima parte del presente lavoro,
contiene la definizione del modello astratto di dispositivo meccanico, meglio
noto come ‘macchina di Turing’, che e` stato tra i concetti fondamentali per
la nascita della teoria della ricorsivita`, e che ha rappresentato, poi, la nozione
teorica di riferimento per la computer science. In secondo luogo, perche´ a
partire dagli anni ’40 del ’900, egli fu impegnato in una serie di progetti ai
quali si deve la nascita di alcuni tra i primi esempi dei calcolatori digitali
moderni.
I contributi scritti che sono la testimonianza di questo impegno, offrono
molteplici spunti di riflessione. Questo e` gia` vero per quel che riguarda
il lavoro del 1937, come appare chiaro sulla base dell’analisi di cui esso e`
stato oggetto in precedenza. Ma cio` risulta in modo persino piu` evidente, se
quello stesso contributo viene letto alla luce degli scritti piu` tardi, nei quali il
problema della costruzione (nel senso letterale del termine) di certe macchine
calcolatrici, si intreccia con una serie di considerazioni relative alle capacita`
che certi dispositivi meccanici sono in grado di sviluppare, sfociando nell’idea
di implementare su di essi una qualche forma di ‘intelligenza’.
E` sulla base di questo progetto che a Turing si ascrive comunemente una
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concezione meccanicista della mente umana.
Con il presente capitolo ci proponiamo di offrire un’analisi dei lavori piu`
rappresentativi dell’intento di Turing, alla luce della quale riprendere il tema
del rapporto tra menti e macchine attraverso un confronto tra la posizione
del matematico britannico e la prospettiva go¨deliana.
3.1 L’indagine sulle Logiche Ordinali
Tra il 29 settembre 1936 ed 18 luglio del 1939, Turing svolse un lungo sog-
giorno presso l’Institute for Advanced Studies di Princeton. Si trattava, re-
trospettivamente parlando, di un esito scontato per l’autore di uno dei testi
fondamentali per la ‘confluenza di idee’ (come all’evento si e` riferito Robin
Gandy) che, intorno al 1936, aveva portato all’atto di origine della teoria del-
la ricorsivita`, quello di ritrovarsi in mezzo a quanti, come Church e Kleene,
avevano avuto un ruolo parimenti essenziale per lo stesso settore di ricerca.
E` in questo quadro che si inserisce la Tesi di Dottorato di Turing dedicata
alle Logiche Ordinali. E fu dietro suggerimento di Church, che il matematico
britannico decise di occuparsi di certe implicazioni dei teoremi di Go¨del301.
Per quanto il legame di merito con gli scritti piu` tardi possa apparire la-
bile, e` in questa sede, attraverso una riflessione sulla conoscenza matematica,
che la problematica della natura della mente umana comincia a profilarsi.
Prima di dedicarci a questo tema, che e` legato al nucleo concettuale del-
301La coincidenza che vede il lavoro di Turing, che e` direttamente legato ai teoremi di
incompletezza, esser stato elaborato a Princeton, potrebbe ingenerare la curiosita` sul fatto
se vi sia stato un contatto diretto, in qualche forma, con lo stesso Go¨del (il quale, come
si sara` potuto apprezzare gia` da alcuni riferimenti contenuti nella prima parte, aveva
stabilito un legame proficuo con il gruppo logico dell’Institute for Advanced Studies, che
costituira` la premessa per il suo trasferimento definitivo a Princeton a partire dal gennaio
1940). Stando alle fonti note, tuttavia, Turing non ebbe occasione di incontrare Go¨del
(ne´ intrattenne con lui alcuno scambio epistolare), nonostante i soggiorni negli Stati Uniti
dei due si siano sovrapposti per un breve periodo. Go¨del infatti, che era gia` stato a
Princeton due volte, una prima dal 30 settembre 1933 al 26 maggio 1934 ed una seconda
volta nel settembre 1935, visita, quest’ultima, interrotta poi per motivi di salute alla
fine di novembre, torno` all’IAS (prima del suo trasferimento definitivo), una terza volta
nel novembre 1938 per esporre il risultato di consistenza dell’Ipotesi del Continuo con la
teoria degli insiemi. Tuttavia, gia` nel febbraio del 1939 egli si sposto` per tutto il semestre
primaverile alla Notre Dame University per poi ripartire per l’Europa nel giugno dello
stesso anno.
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l’intero capitolo, ci pare opportuno presentare brevemente, in primo luogo, i
risultati principali acquisiti da Turing con la propria Tesi.
3.1.1 L’idea, i risultati
La genesi del concetto di Logica Ordinale, in modo che ne emerga la relazio-
ne con i teoremi di incompletezza e persino con alcune delle considerazioni
di Go¨del a proposito di quei risultati, puo` essere esemplificata, in modo
informale, come segue.
Supponiamo di considerare la seguente successione 〈Si〉i∈N di sistemi
formali:
S0 := PA
Sn+1 := Sn ∪ {Conn}
(dove Conn indica l’enunciato che esprime la consistenza del sistema Sn).
Guardando ad essa da un punto di vista intutivo, si osserva quanto segue:
il sistema di partenza, l’aritmetica di Peano, viene vista comunemente come
la teoria i cui assiomi racchiudono le proprieta` basilari dei numeri naturali;
essa viene quindi considerata una teoria intuitivamente corretta, i cui teoremi
sono proposizioni numeriche vere; la definizione permette inoltre, dato un
sistema Sn della successione, di costruirne in modo effettivo il suo successore:
cio` significa che c’e` un metodo (aggiungere la proposizione che esprime la
consistenza del sistema) sulla base del quale, dato Sn si ottiene il nuovo
sistema Sn+1; la relazione tra un sistema formale della successione individuata
ed il proprio successore, e` poi tale che: (i) l’insieme dei teoremi del primo e`
contenuto propriamente (a causa del secondo teorema di Go¨del) nell’insieme
dei teoremi del secondo, e, (ii), la correttezza del primo implica la correttezza
del successore (se Sn e` corretto, ossia dimostra solo proposizioni vere, allora la
proposizione Conn, in particolare, e` vera e quindi Sn+1 e` anch’esso corretto).
Se tralasciamo per il momento il fatto che egli si riferisce a successioni
transfinite di sistemi formali, queste sono le circostanze generali alle quali,
nota Turing, e` possibile dare vita a Logiche Ordinali di un qualche rilievo.
Il modo con il quale il concetto intuitivo viene poi effettivamente reso nella
tesi del matematico britannico, risente tuttavia dalla scelta del formalismo
di riferimento (la quale e`, a sua volta, motivata dal ruolo di supervisore del
lavoro ricoperto da Church).
Turing opera infatti entro la cornice del “calcolo delle conversioni”, og-
gi meglio noto come λ-calcolo, nel quale la relazione fondamentale tra le
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espressioni, quella di β-riduzione (in un passo), e` definita dalla seguente
inferenza:
(λx.M)N →β M [x := N ]
(dove M,N sono termini del linguaggio che contiene, oltre alle funzioni
di astrazione - λx.M - e applicazione - (M)N - un’infinita` numerabile di
variabili, e M [x := N ] indica il risultato della sostituzione di N ad x in M).
E` a partire da questa relazione, che si definisce quella di ‘conversione’ tra
espressioni del linguaggio (ben formate302), alla quale si deve il nome d’origine
del calcolo: si tratta infatti della chiusura riflessiva, transitiva e simmetrica
della β-riduzione in un passo (conveniamo di scrivere, con Turing, ‘MconvN ’
per ‘M si converte a N ’, nel senso indicato).
Un secondo, piu` decisivo, elemento di differenza tra il lavoro di Turing e
i termini dell’esempio dato in apertura di paragrafo, consiste in una restri-
zione sulla forma logica dei teoremi che vengono considerati rilevanti ai fini
dell’indagine, e rispetto ai quali sono date le definizioni successive.
Nel §3 di [Tur39]303, infatti, Turing isola sostanzialmente due tipi di pro-
posizioni alle quali egli intende confinare la propria attenzione: (i) enunciati
della forma ∀x(f(x) = 0) e, (ii), formule chiuse del tipo ∀x∃y(g(x, y) = 0),
con f e g funzioni primitive ricorsive (si tratta quindi di enunciati che so-
no, nella terminologia contemporanea, formule Π01 e Π
0
2, rispettivamente).
Problemi di questo tipo sono cio` che Turing chiama i “teoremi aritmetici”304.
A parte il fatto ovvio che le classi di formule in questione sono partico-
larmente legate ai risultati di Go¨del, ai quali il lavoro e` debitore dello spunto
iniziale, la motivazione che viene addotta per giustificare la restrizione ai
soli “teoremi aritmetici” pare, stando al testo, sia da ritrovarsi unicamente
nell’affermazione di Turing secondo la quale “un certo numero di problemi
irrisolti, come il problema della verita` dell’ultimo teorema di Fermat, sono
aritmetici [ed] [e]sistono anche problemi dell’analisi che sono [dello stesso ti-
302Come e` noto, nel caso del λ-calcolo (non tipato) le espressioni ben formate, sono
quelle che appartengono alla collezione definita induttivamente a partire dalle variabili,
per chiusura sotto astrazione e applicazione.
303[Tur39], pp. 162-166. NdA: i riferimenti a [Tur39] sono relativi alla riedizione di
quest’ultimo in [Dav65] come risulta dalla voce bibliografica.
304La terminologia usata da Turing, si discosta, su questo punto, in modo evidente da
quella che e` oggi in uso, dal momento che con ‘formule aritmetiche’ si suole indicare quelle




n, ossia formule ottenute da una matrice primitiva ricorsiva
mediante un numero finito arbitrario di quantificazioni alternate (con un quantificatore
universale in testa).
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po]”305. L’esempio che, di questi ultimi, Turing fornisce e` quello dell’Ipotesi
di Riemann.
I “teoremi aritmetici” sono dunque una classe di problemi matematica-
mente rilevanti, e della quale fanno parte alcune delle questioni indecise piu`
importanti.
La trattazione di queste classi di enunciati in rapporto al formalismo scel-
to, e` resa possibile dalla seguente osservazione306: ogni “teorema aritmetico”
equivale al fatto che una certa espressione A del ‘calcolo delle conversioni’ e`
tale che, per ogni numerale n 307, si abbia:
(A)nconv2
(proprieta` che Turing esprime come il fatto che A e` “doppia”, o “duale”
e che indicheremo in seguito con ∆(A)).
E` possibile, anzi, associare ad ogni “teorema aritmetico” un’espressione
del linguaggio del λ-calcolo tale che la verita` del primo, coincida con la dualita`
della seconda.
Attraverso quest’equivalenza, si giunge cos`ı all’introduzione del concet-
to fondamentale di logica, con il quale Turing intende un’espressione L del
linguaggio tale che, per ogni altra espressione A:
(L)Aconv2⇒ ∆(A)
Una logica, non e` dunque altro che un metodo per decidere se un’espres-
sione del linguaggio e` duale, e quindi, per la definizione di dualita` succitata,
per determinare se il corrispondente “teorema aritmetico” e` vero.
Data una logica L, con estensione di L, Turing indica inoltre la classe di
quelle espressioni A per le quali si ha (L)Aconv2. Una classe di logiche e` quin-
di completa, se la riunione delle estensioni delle logiche che la compongono
contiene tutte le espressioni che sono duali.
Quanto detto, puo` essere espresso in termini equivalenti come segue: una
logica e` un insieme ricorsivamente enumerabile L ⊆ N, i cui elementi sono i
305Ibid., p. 165.
306Ibid., pp. 164-165.
307Come si e` soliti fare nel caso di un formalismo per il λ-calcolo, vale:
n := λfx. f(f(. . . f︸ ︷︷ ︸
n−volte
(x) . . .))
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go¨deliani di enunciati Π01 o Π
0
2, tale che:
dφe ∈ L⇒ φ e` vero
Una collezione di logiche e` completa, se la riunione insiemistica applicata
ad essa equivale alla classe degli enunciati veri di tipo Π01 o Π
0
2.
Cio` ci consente di riconnetterci all’esemplificazione dell’idea di base dalla
quale abbiamo preso le mosse, dal momento che la nozione di “logica” non e`
altro che un modo per caratterizzare l’idea di un sistema formale d’assiomi,
potendo noi vedere quest’ultimi come insiemi ricorsivamente enumerabili di
(codici di) enunciati ottenuti dagli assiomi (o meglio, dai loro go¨deliani) per
chiusura sotto la nozione di derivazione.
Ma ora possiamo anche considerare quell’estensione dell’idea intuitiva che
avevamo inizialmente lasciato da parte: e` possibile costruire una successione
transfinita di sistemi formali?
Perche´ l’eventualita` sia realizzabile e` necessario che si sia in possesso di
una descrizione costruttiva dei numeri ordinali, un fatto essenziale affinche´,
considerando il ‘sistema limite’ di una successione di teorie Sa1 , Sa2 , Sa3 , . . .
(il quale, in modo del tutto naturale, verra` definito come la riunione degli
Sai , considerati estensionalmente), si abbia ancora a che fare con un insieme
ricorsivamente enumerabile di teoremi (che risulti quindi esprimibile come
una logica).
Turing affronta la questione della rappresentazione degli ordinali nel §7,
prospettando due soluzioni.
La prima, consiste nel restringere l’attenzione agli ordinali ricorsivi: si
considerano cioe` le relazioni R di buon ordine definite su insiemi di numeri
naturali che siano ricorsive; si chiamano ricorsivi gli ordinali α ∈ Ω per i
quali esiste un buon ordine ricorsivo R che sia isomorfo ad essi.
Assumiamo di indicare, nel seguito, conW := 〈DW , | |W〉 il sistema di no-
tazioni per ordinali composto dall’insiemeDW ⊆ N degli indici (delle funzioni
caratteristiche) di buoni ordini ricorsivi, e dalla funzione di rappresentazione
| |W che associa ad ognuno di essi l’ordinale al quale sono isomorfi.
La seconda via, passa invece attraverso le notazioni per gli ordinali intro-
dotte da Church e Kleene308.
308[CK36]. Come e` noto, la modifica della definizione originaria operata da Kleene in
[Kle38], che prevede la definizione simultanea del sistema di notazioni O ed una relazione
d’ordine parziale <O su di esso, sarebbe la versione piu` conveniente. Essa consente infat-
ti, sfruttando il teorema di recursione, di definire alcune operazioni ricorsive parziali tra
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Il sistema di notazioni O := 〈DO, | |O〉 in questione, prevede la definizione
induttiva dell’insieme DO ⊆ N, il quale soddisfa le seguenti condizioni (ri-
spettivamente la clausola per l’elemento iniziale, per la notazione ‘successore’
e per la notazione ‘limite’): (i) 1 ∈ DO, (ii) ∀n ∈ N[n ∈ DO ⇒ 2n ∈ DO],
(iii) ∀n ∈ N[{e}(n) ∈ O & {e}(n) < {e}(n + 1) ⇒ 3 · 5e ∈ O] 309. Per quel
che riguarda invece la funzione di rappresentazione | |O, che associa ad ogni
elemento di DO un ordinale, essa e` conseguentemente definita dalle clausole:
(i)|1|O = 0, (ii) |2n|O = |n|O + 1, (iii) |3 · 5e|O = supn(|{e}(n)|O).
Sappiamo oggi, che le due soluzioni indicate da Turing per trattare gli
ordinali in modo costruttivo sono equivalenti: ogni ordinale per il quale esi-
ste una notazione in O e` ricorsivo e, viceversa, ogni ordinale ricorsivo e`
rappresentabile in O310.
Ad ogni modo, per tornare al testo, la possibilita` di trattare gli ordi-
nali costruttivamente, considerato che da entrambe le soluzioni prospettate
discende l’esistenza di espressioni ben formate del λ-calcolo, delle formule or-
dinali, che rappresentano numeri ordinali, consente al matematico britannico
di introdurre infine, nel §8, le logiche ordinali: con questo termine si indica
un’espressione Λ tale che, per ogni formula ordinale O, (Λ)O e` una logica.
Cio` significa quindi, che una logica ordinale non e` altro che una funzione
ricorsiva parziale la quale, in corrispondenza ad ogni ordinale costruttivo, da`
notazioni, ad esempio di somma e prodotto, che soddisfano una condizione di adeguatezza
rispetto alle corrispondenti operazioni tra gli ordinali rappresentati. Un secondo vantag-
gio, e` dato dal fatto che il sistema di notazioni in questione e` universale: si dimostra che
dato un qualsiasi altro sistema di notazioni S (indicato con DS l’insieme delle notazioni),
esiste una funzione ricorsiva parziale e iniettiva f , che fa corrispondere a DS un sottoin-
sieme dell’insieme di notazioni DO di O, ed e` tale che (se | |S e | |O sono le funzioni di
rappresentazione dei due sistemi), n ∈ DS ⇒ |n|S ≤ |f(n)|O (dal che´ segue che O ha
almeno una notazione per ogni ordinale rappresentato in S). Per una dimostrazione di
entrambi i fatti, si veda ad esempio [Rog67], pp. 209-210.
309Quest’ultima condizione asserisce l’esistenza di un elemento di DO in relazione a (ed
in funzione di) ogni successione strettamente crescente e generata in modo effettivo di
elementi di DO.
310Il risultato chiave in questo senso e` dovuto a Werner Markwald ([Mar54]) e, indipen-
dentemente, a Clifford Spector ([Spe55]). Una dimostrazione dell’equivalenza indicata nel
testo, puo` essere trovata in [Rog67], pp. 211-212. Facciamo notare, tuttavia, che occorre
qualche piccolo accorgimento per ‘aggiornare’ del tutto la trattazione di Turing: cio` e`
dovuto al fatto che se esiste una funzione ricorsiva che preserva l’ordine tra DO e DW , il
viceversa vale invece soltanto rispetto ad un sottoinsieme proprio di quest’ultimo insieme
(si rimanda all’esauriente operazione di aggiornamento di [Tur39], operata da Feferman in
[Fef88], per tutti i dettagli tecnici).
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una logica, ossia un insieme ricorsivamente enumerabile con le caratteristiche
indicate in precedenza.
Come si sara` notato dalla definizione del sistema O di notazioni, la fun-
zione di rappresentazione, che associa agli elementi di DO un ordinale di un
certo segmento iniziale della classe Ω, non e` iniettiva311.
Cio` e` indice di un fatto del tutto generale: per ogni ordinale che sia
rappresentabile costruttivamente, ci possono essere piu` notazioni.
Una simile osservazione e` all’origine dell’introduzione312, da parte di Tu-
ring, della proprieta` di invarianza di una logica ordinale: una logica ordinale
Λ e` invariante fino all’ordinale α se, per ogni a, a′ ∈ DX (con X = O,W)
tali che |a|X = |a′|X < α, le estensioni di (Λ)a e (Λ)a′, cioe` la collezione
delle espressioni ‘dimostrabilmente’ duali in esse (o, equivalentemente, dei
“teoremi aritmetici” veri), sono uguali313.
Dunque, per una logica ordinale essere invariante significa, in un certo
senso, essere indipendente dalla scelta di una tra le varie possibili notazioni
costruttive per ordinali. Considerato che il problema della completezza ri-
spetto ad una certa logica ordinale Λ, non e` altro che, nella sua forma piu`
forte, il problema di determinare l’esistenza di una certa notazione a tale che
l’estensione di (Λ)a contiene tutti gli enunciati veri di tipo Π02, si compren-
dera` l’importanza della proprieta` di invarianza per lo scopo che il contributo
di Turing si prefigge: studiare la questione della completezza sintattica, nel
caso generalizzato delle successioni transfinite (di tipo costruttivo) di sistemi
formali.
Prima di passare ad illustrare i risultati generali sulle logiche ordinali,
Turing si sofferma su due esempi.
L’argomento che Turing fornisce314 per mostrare come, in corrispondenza
ad una collezione di sistemi formali che soddisfano le condizioni indicate in
311Di questo fatto ci si puo` facilmente convincere considerando l’insieme degli ordinali
finiti nO in O (cioe` gli elementi della successione 1, 2, 22, 222 , . . .). Assumendo di indicare
con e, e′ i codici, rispettivamente, della funzione n 7→ nO (che associa ad n ∈ N il suo
rappresentante in O), e della funzione n 7→ 2nO (che gli associa il successore del rappre-
sentante), si osserva che a = 3 · 5e e b = 3 · 5e′ sono tali che: (i) a, b ∈ DO, (ii) a 6= b e (iii)
|a|O = |b|O = ω.
312[Tur39], p. 194.
313Una logica e` quindi invariante, se lo e` fino ad ogni ordinale per il quale esiste una
notazione, ossia se lo e` fino all’ordinale ωCK con il quale si e` soliti indicare il piu` grande
ordinale per il quale esiste una notazione nel sistema universale di Kleene.
314[Tur39], pp. 184-187.
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apertura di paragrafo, sia possibile definire una logica ordinale315, permet-
te, a noi, di riconciliare la nostra illustrazione intuitiva con la trattazione
effettiva di Turing, al matematico britannico di presentare esempi di logi-
che ordinali nella forma di collezioni di sistemi formali nel senso usuale del
termine (anziche´ di procedure λ-definibili di enumerazione).
Il caso principale, essendo quello discusso piu` nel dettaglio316, e` l’esempio
della logica ordinale ΛP := 〈Sa | a ∈ O〉, definita a partire dal sistema P
ispirato al formalismo dei Principia mathematica e utilizzato da Go¨del in
[Go¨d31b].
La collezione di teorie assiomatiche indicate da Turing, puo` essere descrit-
ta mediante le seguenti clausole:
S1 := P





dove L − Refa indica il cosiddetto principio di riflessione locale per Sa,
ossia lo schema:
TeorSa(dφe)→ φ
ristretto a formule φ di tipo Π02.
Si noti che l’enunciato ConS, ossia ¬TeorS(d0 = 1e), equivale logicamente
all’enunciato TeorS(d0 = 1e) → 0 = 1, cioe` ad un’istanza di L − RefS. Il
principio mediante il quale si costruisce ΛP , comprende dunque, come caso
particolare, quello dell’indecidibilita` go¨deliana che abbiamo utilizzato per
illustrare intuitivamente il concetto di logica ordinale.
Il secondo esempio che Turing offre, e` la collezione ΛH := 〈Sa | a ∈ DW〉
(per un’introduzione della quale, vale la pena notare, egli rimanda alla nota
48a di [Go¨d31b]317), e` costituito da sistemi tipati Sa i quali, per a ∈ DW , con-
315In generale, si richiede l’esistenza di una collezione C di sistemi formali tale che: (i) di
essa faccia parte un sistema C0 nel linguaggio del quale siano esprimibili tutti i “teoremi
aritmetici”, e che sia corretto per essi; (ii) ci sia un metodo effettivo, sotto il quale C e`
chiusa, per passare da un sistema C di C ad un’estensione C′ in modo che si preservi, nel
passaggio, la correttezza; (iii) C sia chiusa sotto la riunione (effettiva) di sistemi che ne
fanno parte.
316Ibid, pp. 187-190.
317Si tratta della nota nella quale Go¨del sottolinea come “la vera ragione dell’incomple-
tezza” risieda nella possibilita` di estendere ogni sistema formale con le variabili di tipo
immediatamente superiore a quelle che il sistema possiede. Nota, della quale si e` parlato
diffusamente nella prima parte del lavoro e che si e` citato per intero nel §1.3.
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tengono un’infinita` numerabile di variabili individuali xn0 , x
n
1 , . . . , (per ogni
n che sia un elemento del dominio del buon ordine indiciato da a′ tale che
|a′|W = ω + |a|W), le cui formule atomiche sono della forma xm ∈ xn per
m <a′ n.
Si puo` presumere, per quanto Turing non lo indichi esplicitamente nel
testo, che i sistemi di ΛH possiedano una versione stratificata dell’assioma di
comprensione318.
E` rispetto a ΛP e ΛH in particolare, che Turing valuta i risultati ottenuti,
per quanto essi abbiano un carattere assolutamente generale319.
Sono cinque le proposizioni, tra quelle menzionate nel lavoro, che meritano
particolare attenzione. Queste, possono essere riformulate come segue320:
1. Se una logica ordinale Λ e` invariante, allora non puo` essere strettamente
crescente, ossia non vale che, se a, a′ sono notazioni per ordinali tali
che a < a′, allora (Λ)a ⊂ (Λ)a′.
2. Se Λ e` (una logica ordinale basata su W e) invariante fino all’ordinale
α, allora per ogni a ∈ DW che rappresenti un ordinale β < α, (Λ)a ⊆⋃
nW<ωW (Λ)nW (dove con nW indichiamo gli indici di ordinali finiti in
W e con ωW la corrispondente notazione limite).
3. Se Λ e` (basata su O e) invariante fino ad α, allora per ogni a ∈ DO che
rappresenti un β < α, (Λ)a ⊆ ⋃a′<ω2O(Λ)a′ (dove ω2O e` ovviamente un
elemento di DO tale che |ω2O|O = ω2).
4. ΛH e` invariante.




318Si veda [Fef88], p. 125. La sintassi dei sistemi che compongono ΛH non viene descritta
da Turing. Feferman nota come la scelta di |a′|W = ω + |a|W sia probabilmente motivata
dal fatto che, in questo modo, risulta che S1 di ΛH equivale alla teoria dei tipi finiti P .
319A dire il vero, nel paragrafo conclusivo del lavoro (§12) Turing introduce anche le
logiche ordinali ΛGi (con i = 1, 2, 3), tutte basate sul calcolo delle sequenze di Gentzen.
Tuttavia, la definizione della sintassi lascia, in questo caso, decisamente a desiderare,
rendendo difficile una resa soddisfacente di queste logiche (si comprende comunque che
l’idea di fondo e` quella di incorporare, nei sistemi che compongono queste logiche ordinali,
regole di definizione per recursione e di dimostrazione per induzione su a, per ogni a ∈W ).
320Per i dettagli della dimostrazione di ognuna di esse, si rimanda a [Fef88], pp. 126-128.
321A questi risultati bisognerebbe aggiungere, per completare il quadro, la congettura di
Turing (cfr. [Tur39], p. 203) che ΛP sia anche Π02-completa. Questa congettura verra`
tuttavia confutata da Feferman nel suo [Fef62].
154
Il significato di 2 e 3 (che sono raffinamenti di 1) dovrebbe essere chiaro:
se una logica ordinale e` invariante fino ad un certo ordinale costruttivo (sup-
poniamo anche molto grande) α, la collezione degli enunciati veri di tipo Π02
in essa dimostrabili in relazione ad un certo altro ordinale, per quanto vicino
ad α esso sia, non puo` estendere l’insieme degli enunciati di quel genere che
sono dimostrabili rispetto ad un ordinale fissato, che puo` risultare ad esso
minore e che dipende dalla scelta del sistema di notazioni.
In particolare, allora, non ci puo` essere una logica ordinale invariante e
completa. Segue quindi, da 4 e 5, che ΛH e` incompleta e che ΛP non e`
invariante.
Questo, spiega lo scarso entusiasmo che Turing dimostra per i risultati ot-
tenuti (egli chiama 2 e 3 “Teoremi di Incompletezza”), ed in modo particolare
per l’ultimo della lista, rispetto al quale chiosa:
Questo teorema di completezza, come al solito, non e` di nessun aiuto. Per
quanto esso mostri, ad esempio, che e` possibile dimostrare l’ultimo teorema
di Fermat mediante ΛP (se esso e` vero), la verita` del teorema sarebbe assunta
considerando una certa [espressione] come una formula ordinale.322
Da un punto di vista generale, l’insoddisfazione da Turing puo` essere spie-
gata come segue: il teorema di Π01-completezza per una logica ordinale Λ che
sia basata sul sistema di notazioni O, asserisce che, dato un certo enunciato
φ di tipo Π01, esiste un a ∈ DO tale che dφe ∈ (Λ)a323. La dimostrabilita` di
φ, e dunque la sua verita`, assumendo la consistenza della logica ordinale324,
dipendono dalla capacita` di asserire, per una certa espressione a, che essa
e` una notazione per ordinale. In particolare, se a e` una notazione per un
ordinale limite, e quindi se esso e` definito in relazione ad una successione di
notazioni a0, a1, . . ., si ha che:
a ∈ DO ⇔ ∀x[ax ∈ DO ∧ ∀y, z(y < z → ay < az)]
Si ha quindi che la verita` di φ dipende dal saper riconoscere come vero
un enunciato che puo` essere almeno altrettanto complicato di φ325. Dunque,
322[Tur39], p. 207
323Poiche´ questa e` la forma di ogni teorema di completezza per una logica ordinale, a cio`
si puo` ricondurre il “come al solito” del passo di Turing.
324Che equivale, come e` noto, alla Π01-validita`.
325Verra` dimostrato poi da Kleene (in [Kle55]), che a ∈ O non e` un enunciato aritmetico
(ossia non equivale ad alcuna formula in forma prenessa ottenuta da una matrice ricorsiva
con un numero finito, ma illimitatatamente grande di quantificatori numerici). Dunque, la
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per quanto sappiamo che per ogni enunciato vero di quella forma c’e` una
dimostrazione di esso ad un qualche livello della successione ΛP , non si e`
affatto con cio` ridotto le difficolta` del problema di determinarne la verita`.
La lettura del risultato di completezza per ΛP , prelude al bilancio sul
valore dell’intera indagine sulle logiche ordinali, al quale, seguendo Turing,
vogliamo adesso rivolgere la nostra attenzione.
3.1.2 Intuizione e Ingegnosita`
Come si diceva nel paragrafo precedente cercando di illustrare l’idea alla base
delle logiche ordinali, il lavoro di Turing e` fortemente indebitato, nella sua
origine, nei confronti di una certa lettura dei teoremi di incompletezza. Que-
sto fatto, viene esplicitamente riconosciuto in apertura di [Tur39], laddove si
legge:
I ben noti teoremi di Go¨del [. . .] mostrano che ogni sistema logico e`
in un certo senso incompleto, ma allo stesso tempo essi indicano il modo
in cui da un sistema logico L, un sistema L′ piu` completo del primo puo`
essere ottenuto. Ripetendo il processo si ottiene una successione [di sistemi]
L,L1 = L′, L2 = L′1, . . . ognuno dei quali e` piu` completo del precedente.
326
I risultati di Go¨del, dunque, non solo indicano l’esistenza di un enunciato
indecidibile in un dato sistema formale, e quindi ne mostrano l’incompletezza
sintattica, ma, guardando al medesimo fatto da un punto di vista diverso, essi
rivelano anche il modo con cui quello stesso sistema puo` essere completato
(ad esempio, aggiungendovi l’enunciato che ne esprime la consistenza). E` in
questo secondo senso, in particolare, che i teoremi di incompletezza forniscono
lo spunto per l’idea intuitiva alla base delle logiche ordinali.
L’incompletezza e l’incompletabilita` di ogni sistema consistente e ricorsi-
vamente assiomatizzabile, ossia i risultati di Go¨del nel loro senso piu` diretto,
non sono tuttavia fatti eludibili.
Questa consapevolezza, conduceva Turing a formulare le proprie aspet-
tative nei confronti dell’indagine intorno alle logiche ordinali, nel modo se-
guente:
verita` di un enunciato Π01 dipende in realta` dalla verita` di una proposizione estremamente
piu` complicata di esso. Feferman nota, piu` ‘localmente’, come il giudizio di Turing possa
essere riferito anche alla particolare tecnica di prova usata per dimostrare il teorema di
completezza (si veda [Fef88], p. 128).
326[Tur39], p. 155.
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Si puo` sperare di ottenere un sistema di inferenze logiche soddisfacen-
te (per la prova di teoremi aritmetici) mediante qualche logica ordinale. Il
teorema di Go¨del mostra che tale sistema non puo` essere interamente mec-
canico; ma con una logica ordinale completa si dovrebbe essere in grado di
confinare interamente i passi non meccanici alla verifica che certe particolari
[espressioni] sono formule ordinali.327
La questione viene ripresa dal matematico britannico nel §11 del lavoro,
immediatamente dopo il commento al teorema di completezza per la logica
ordinale ΛP sul quale abbiamo chiuso il paragrafo precedente.
Come si e` anticipato, la discussione di Turing prende le mosse da un’a-
nalisi del ragionamento matematico. Questo, viene visto come il prodotto di
due facolta` distinte: l’intuizione e l’ingegnosita`.
“L’attivita` dell’intuizione”, dice Turing, “consiste nell’asserire giudizi spon-
tanei che non sono il risultato di una catena consapevole di ragionamenti”328.
Cio` non significa che si tratti di un esercizio che ha un fondamento effime-
ro, considerato che i giudizi che ne sono il prodotto “risultano essere spesso,
seppur non invariabilmente, corretti”. Un fatto, questo, che si rivela nel mo-
mento in cui risulta possibile giustificare tali giudizi mediante un argomento
matematico, “che coinvolge anch’esso giudizi intuitivi”, ma i quali risultano
essere “meno esposti alla critica” di quelli originari.
E` proprio in questa fase, quella del sostegno deduttivo all’intuizione, che
interviene la seconda facolta`: “[l]’esercizio dell’ingegnosita` in matematica
consiste nell’aiutare l’intuizione mediante un opportuno ordinamento delle
proposizioni, e forse di figure geometriche o disegni. E` inteso che quando
questi elementi vengono sistemati particolarmente bene, non si puo` dubitare
seriamente della validita` dei passaggi intuitivi richiesti”329.
L’attenzione di Turing e` chiaramente rivolta al ragionamento matema-
tico cos`ı come esso si da`, informalmente, nella prassi della disciplina. Egli
sottolinea tuttavia, come l’introduzione del formalismo della logica influisca
su entrambe le facolta` individuate: sull’intuizione, dal momento che “la ne-
cessita` di ricorrere [ad essa] viene largamente ridotta” (presumibilmente alla
giustificazione dei soli assiomi) “dal dare vita a regole per eseguire inferenze
che sono sempre intuitivamente valide”; sull’ingegnosita`, perche´ questa “ac-





possibilita` ammesse dalle regole di inferenza, “di quali passi risultino essere
i piu` proficui per l’obiettivo di dimostrare una certa proposizione”330.
Quello che si e` tentato di fare in campo fondazionale, Turing lo descrive
proprio come il tentativo di portare agli estremi il ricorso al formalismo per
inquadrare con maggior precisione le due facolta` alla base del ragionamento
matematico:
In epoca pre-go¨deliana si e` pensato, da parte di alcuni, che fosse possibile
probabilmente portare avanti questo programma al punto da sostituire tutti i
giudizi matematici intuitivi da un numero finito di queste regole. La necessita`
dell’intuizione sarebbe stata, allora, interamente eliminata.331
Non e` difficile riconoscere, dietro questa formula, una delle aspirazioni
fondamentali del programma finitista di David Hilbert.
L’indagine sulle logiche ordinali, come emerge dalle aspettative che nel
testo Turing vi ripone, nasce piuttosto dalla consapevolezza che questo scopo,
l’eliminabilita` del concorso dell’intuizione, non e` piu` perseguibile, nonostante
che l’obiettivo che Turing si prefigge, ridurre l’intuizione al giudizio che una
qualche espressione e` una notazione per un numero ordinale, e la costruzio-
ne adottata, reiterare l’aggiunta ad un formalismo di un enunciato in esso
indecidibile, possano apparire come due parti di un progetto analogo: “[s]i e`
cercato di vedere fino a che punto e` possibile eliminare l’intuizione e lasciare
solo l’ingegnosita`”.
A ben vedere, dice Turing, questa stessa costruzione alla base delle logi-
che ordinali sembra far trasparire che si sia piuttosto fatto il contrario, che
si sia cioe` “eliminato non l’intuizione ma l’ingegnosita`”, per aver assunto,
come si e` soliti fare nelle “discussioni metamatematiche”, che di ingegnosita`,
cioe` della capacita` di costruire dimostrazioni matematiche stringenti, ve ne
sia a disposizione “una dotazione illimitata”: questa assunzione sta dietro
l’idea di considerare i sistemi logici ‘in estensione’, ossia come “un metodo
per enumerare le proposizioni dimostrabili”, che trasforma cos`ı le dimostra-
zioni “in ricerche attraverso queste enumerazioni”, e permette di “sostituire
l’ingegnosita` con la pazienza”332.
Quando si passa, tuttavia, dalla metamatematica all’euristica, e` oppor-
tuno evitare una simile “riduzione” e partire dal dato reale: il ragionamento





compiti specifici ed entrambe ineliminabili (per quanto possa essere in certe
circostanze un comodo artificio assumere il contrario). Proprio tale inelimi-
nabilita`, che e` una delle conseguenze ineludibili dei teoremi di incompletezza,
rende impraticabile il programma fondazionale descritto, pur lasciando aper-
ta la ben piu` modesta possibilita` di uniformare il modo arbitrario con il quale
esse risultano essere ‘distribuite’ tra i matematici, definendone i compiti con
maggior chiarezza333.
Questo e` il dato su cui si deve fondare, allora, la ricerca logica, rivolgendo
l’attenzione a sistemi “non costruttivi”, dei quali le logiche ordinali sono un
esempio. Sistemi, cioe`, nei quali alcuni passi sono intutivi, “riconoscere una
formula come formula ordinale”334, cioe` un’espressione come un elemento di
un sistema di notazioni, altri, “eseguire le conversioni”335, sono meccanici.
Mutano di conseguenza anche i criteri per valutare gli obiettivi raggiunti
dalle varie alternative di sistemi “non costruttivi”:
Che proprieta` desideriamo che abbia una logica “non costruttiva” se se
ne deve fare uso ai fini dell’espressione delle dimostrazioni matematiche?
Vogliamo che essa mostri, in modo abbastanza chiaro, quando un passaggio
richiede l’uso dell’intuizione, e quando esso e` puramente formale. Lo sforzo
basato sull’intuizione dovrebbe essere ridotto al minimo. Fatto piu` importan-
te di tutti, deve essere al di la` di ogni ragionevole dubbio che la logica porta
a risultati corretti ogni qual volta i passi intuitivi sono corretti. E` anche
auspicabile che la logica sia adeguata all’espressione dei teoremi aritmetici,
cos`ı che essa possa venir usata nelle discussioni metamatematiche.336
Da questo punto di vista, il giudizio di Turing sulle logiche ordinali ΛH e
ΛP e` la conseguenza diretta dei teoremi ad esse relativi: perche´ essendo, come
si e` visto, incompleta, con la logica ΛH “non siamo in una posizione migliore
che con un sistema logico costruttivo”; l’insoddisfazione per ΛP “come fon-
damento non-costruttivo degli argomenti metamatematici”, per quanto essa
333Il passo di Turing che si e` discusso negli ultimi capoversi e` quello che chiude, in
[Tur39], p. 209. La necessita` di una spiegazione che ne forza la struttura originaria, e`
motivata dal fatto che, cos`ı come e` stato concepito da Turing, esso pone un problema
di interpretazione aprendosi con una frase apparentemente auto-contraddittoria, la quale,
testualmente, recita: “Nelle nostre discussioni, tuttavia, ci si e` spinti all’estremo opposto
e si e` eliminato non l’intuizione, ma l’ingegnosita`, e questo a fronte del fatto che il nostro
scopo e` stato perseguito nella medesima direzione. Si e` cercato di vedere fino a che punto
sia possibile eliminare l’intuizione, e lasciare solo l’ingegnosita`”.
334Ibid., p. 210.
335Si ricordi che le logiche ordinali sono basate sul formalismo del λ-calcolo.
336Ibid., p. 210.
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sia in una certa misura una logica ordinale completa, discende invece dal-
l’assenza di certezza riguardo al fatto che, mediante essa, “non si otterranno
altro che risultati veri”337.
Analisi di Turing dei risultati ottenuti a parte, cio` che della disamina
del matematico britannico sull’essenza del ragionamento matematico ci pre-
me sottolineare in questa sede, e` pero` un aspetto diverso, che si comprende
mettendo in relazione il lavoro di Turing sulle logiche ordinali con il suo con-
tributo alla teoria della ricorsivita` e con gli scritti successivi dell’immediato
dopoguerra.
Prima di rivolgere la nostra attenzione a questi ultimi, sara` bene fare
qualche considerazione di ‘meta` percorso’, sulle relazioni tra [Tur39] ed il
lavoro dedicato ai “numeri computabili”338.
3.1.3 Le macchine di Turing, le logiche ordinali e la
mente umana
La letteratura critica dedicata all’opera di Turing, pare essere fortemente
condizionata dall’idea che il lavoro del matematico britannico debba essere
inquadrato in, e letto alla luce di, uno sfondo concettuale di tipo fortemente
materialistico. Questo atteggiamento, come si e` gia` avuto modo di discu-
tere nella prima parte, ha condotto, innanzi tutto, ad una certa lettura del
contributo di Turing del 1937, ed in particolare proprio di quell’argomento
elaborato in favore della propria versone della Tesi che sancisce l’equiva-
lenza tra il concetto informale di ‘funzione calcolabile’, ed il suo supposto
corrispettivo rigoroso di ‘funzione Turing-computabile’.
Non intendiamo, in questa sede, riportare una lista di opinioni al riguar-
do339: valga per tutte, l’interpretazione di Go¨del della terza nota di [Go¨d90c]
(della quale si e` gia` detto e che si avra` modo di riprendere piu` avanti),
che sembra attribuire a Turing la volonta` di stabilire, con quell’argomen-
to, un’equivalenza tra la mente umana e il modello astratto di macchina da
lui definito340. Si e` visto peraltro (cfr. §1.2), come sia possibile proporre
un’interpretazione del passo cruciale, che permette di evitarne, e di conside-
rare persino fuorviante, una lettura di tipo meccanicistico: cio` che Turing
337Ibid., p. 210.
338Cioe` [Tur36].
339Alcune posizioni sono analizzate, ad esempio, in [Col97], §2.5.
340Si e` menzionato, affrontando la questione nella prima parte, che questa stessa
interpretazione del passo di Go¨del, e` controversa (cfr §2.4.1).
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intese mostrare analizzando direttamente il concetto intuitivo inteso, fu solo
l’adeguatezza ad esso della definizione matematica da lui proposta.
Non si tratta tanto di stabilire la correttezza dell’una o dell’altra inter-
pretazione. Questo viene fatto gia`, e meglio, altrove341. Vogliamo sforzarci
piuttosto di assumere un punto di vista piu` neutrale nel proporre una visio-
ne d’insieme, che sia allo stesso tempo il piu` organica possibile, dei lavori di
Turing.
Perche´, e dovrebbe apparire chiaramente alla luce di quanto detto nel pa-
ragrafo precedente, la tesi di dottorato di Turing sulle logiche ordinali, pare
porre dei seri problemi a quanti vogliano vedere in lui, fin dal 1937, uno stre-
nuo sostenitore di un’ipotesi computazionale della mente. L’analisi del ragio-
namento matematico contenuta nel §11 di [Tur39], infatti, parla chiaramente
di due componenti, l’intuizione e l’ingegnosita`, rispetto alle quali l’adozione
del formalismo denuncia limiti precisi che non permettono di andare oltre il
tentativo di delinearne la natura e definirne i compiti.
Turing, in particolare, afferma, nel sottolineare il concorso ineludibile
dell’intuizione, l’essenza “non costruttiva”, e quindi non meccanica, del ra-
gionamento matematico: siamo quindi di fronte, apparentemente, ad una
sconfessione, piuttosto che all’adozione, di un’ipotesi meccanicistica.
Cio` conduce quanti leggano Turing attraverso la lente di un simile pre-
supposto, ad adottare una qualche strategia al riguardo, ad esempio vedendo
nell’indagine sulle logiche ordinali e, per coerenza, in [Tur36], come ad una
prima fase nello sviluppo del pensiero di Turing, nella quale la convizione
sulla natura computazionale della mente comincia a prendere forma, ma non
e` ancora sposata senza indugio.
Sembra questo, ad esempio, l’orientamento di Andrew Hodges laddove
questi, nella biografia del matematico britannico, scrive:
C’e` comunque in questo lavoro di Turing [ [Tur39] ] la stessa ambiguita`
riscontrabile in Computable numbers [cioe` [Tur36] ]: la mente viene mecca-
nizzata, ma al tempo stesso si accenna all’esistenza di qualcosa al di la` della
meccanizzazione. Qual’e` il significato di tutto questo per la mente umana?
A questo stadio Alan non ha ancora le idee chiare.342
Una simile attitudine, lascerebbe quindi supporre che l’adozione di una
concezione meccanicistica della mente avvenga in modo inequivocabile negli
341Si sono gia` piu` volte citati al proposito, nella prima parte, i molti lavori di Wilfried
Sieg.
342[Hod91], p. 192. NdA: il riferimento, anche per la traduzione, e` all’edizione italiana
del 1991 del libro di Hodges, come risulta dalla voce bibliografica.
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scritti successivi, ed in particolare nei lavori immediatamente successivi la
fine della seconda guerra mondiale.
E` quanto ci proponiamo di verificare, a partire dal prossimo paragrafo,
analizzando quelli che, tra i contributi tardi di Turing, ci sembrano, da questo
punto di vista, essere i piu` rappresentativi.
3.2 Puo` una macchina imparare?
Della fortuna e delle imprese di Turing come criptoanalista al servizio dell’e-
sercito britannico durante la seconda guerra mondiale, molto e` noto.
Se ci si limita a guardare agli scritti dell’immediato dopoguerra senza
una prospettiva storica come guida, non si trovano pero` che poche tracce di
quell’esperienza e si riscontra invece, nonostante che non si abbia piu` a che
fare con contributi di tipo squisitamente logico, un legame diretto con i lavori
degli anni ’30 del ’900: avevamo lasciato Turing ad occuparsi dell’indagine
intorno alle limitazioni dei sistemi formali, lo ritroviamo, in una conferenza
alla London Mathematical Society del febbraio 1947, ad affrontare problemi
molto simili seppur in un contesto diverso e rispetto ad obiettivi profonda-
mente mutati. Il tentativo, e` infatti quello di dare ‘carne e sangue’ al modello
astratto di macchina da lui introdotto due decenni prima, e costruire un Mo-
tore Automatico Calcolatore, uno degli antesignani dei moderni elaboratori
digitali343.
Come risulta dal testo dell’intervento di Turing344, gran parte degli sforzi
del matematico britannico furono volti ad illustrare all’uditorio i problemi
che emergono nel perseguire un simile progetto, e le possibili soluzioni ad
essi. Non mancano tuttavia alcune considerazioni di carattere piu` generale,
alle quali merita prestare attenzione.
Tra queste, quante permettono di far emergere in modo chiaro il legame
tra la costruzione di un calcolatore e le proprie ricerche piu` teoriche in ambito
logico, come nel caso del passo seguente:
Qualche anno fa stavo indagando su cio` che puo` essere ora descritto come
343Con questo, non si intende affatto sminuire l’importanza che puo` aver ricoperto l’e-
sperienza di Turing durante il conflitto mondiale, anche per tale proposito. Si vuole pero`
evitare la ricostruzione di quella cornice, dal momento che il lavoro che si intende svolgere




la ricerca intorno alle possibilita` e alle limitazioni teoretiche di macchine cal-
colatrici digitali. Presi in considerazione un tipo di macchina con un meccani-
smo centrale ed una memoria infinita contenuta su un nastro infinito. Questo
tipo di macchina sembrava essere sufficientemente generale. Una delle mie
conclusioni fu che l’idea di un processo ‘secondo regole’ [in originale “ ‘rule
of thumb’ process”] e quella di un ‘processo meccanico’ fossero sinonimi. L’e-
spressione ‘processo meccanico’ ovviamente significa un processo che potesse
essere eseguito dal tipo di macchina che stavo considerando. Era essenziale
per questi argomenti teoretici che la memoria dovesse essere infinita. Si puo`
facilmente dimostrare altrimenti che la macchina puo` eseguire solo opera-
zioni periodiche. Macchine come l’A[utomated ]C[omputing ]E[ngine] possono
essere viste come versioni pratiche di questo stesso tipo di macchina.345
Il quesito sorge spontaneo: se sussiste una relazione cos`ı stretta tra le
‘macchine di Turing’ ed il calcolatore al quale egli intendeva dare vita, cosa ne
e`, rispetto a quest’ultimo, delle “limitazioni teoretiche” alle quali Turing era
pervenuto nel corso delle indagini sulle prime? Su questo punto in particolare,
si trova un accenno alla fine dell’intervento.
Nel tirare le fila della disamina, Turing si sofferma infatti su un’idea
che, egli dice, accompagna spesso le ricerche nel settore della costruzione di
macchine calcolatrici, e che conduce a ritenere che esse “eseguono solo quei
processi che sono istruite a compiere”. Cio` condiziona gli scopi della ricerca,
dal momento che si ritiene conseguentemente che simili dispositivi possano
essere impiegati esclusivamente come “schiavi”, e siano adatti a “lavori tali
che l’utente della macchina ha una conoscenza piena di cio` che sta succedendo
in ogni istante”346.
E` ovvio che quest’idea soddisfi solo in parte Turing. Egli prospetta infatti
la possibilita` che la macchina possa essere programmata in modo tale da
seguire inizialmente le istruzioni che gli sono state impartite, ma di essere in
un secondo tempo in grado di agire su queste stesse istruzioni, cambiandole,
e dunque conducendo autonomamente un compito che essa debba portare
a termine. “Quando cio` accade”, dice Turing, “ritengo che si debba essere
obbligati a vedere la macchina come capace di intelligenza”347.
Proprio sotto questo aspetto, le limitazioni teoriche del modello mate-
matico potrebbero essere chiamate in causa, in quanto esse apparentemente
345[Tur86], pp. 87-88. NdA: la pubblicazione degli scritti di Turing in [Inc92], alla quale,
per semplicita`, facciamo riferimento, prevede due numerazioni di pagina per ogni contri-





permettono di costruire un argomento mediante il quale esprimere, “in for-
ma piu` aggressiva”, la diffusa convinzione che vi sia una “contraddizione
fondamentale” nell’idea di una macchina che possieda intelligenza.
L’argomento sarebbe il seguente:
Per esempio, e` stato dimostrato che rispetto a certi sistemi logici non
ci puo` essere una macchina che sia in grado di distinguere le formule dimo-
strabili del sistema da quelle indimostrabili, cioe` non esiste alcun test che
la macchina puo` applicare per dividere le proposizioni in queste due classi
con certezza. Quindi, se una macchina fosse costruita a tale scopo non riu-
scirebbe, in qualche caso, a fornire una risposta. D’altra parte, se con lo
stesso problema si confrontasse un matematico, egli andrebbe alla ricerca e
troverebbe nuovi metodi di prova, in modo tale da riuscire eventualmente a
raggiungere una decisione relativamente ad una certa formula.348
Si tratta, per quanto ci e` noto, della prima formulazione di un argomento
che deve la sua maggiore notorieta` alla pubblicazione, nel 1961, di un articolo
da parte del filosofo di Oxford J. R. Lucas (al quale ne viene comunemente
attribuita la paternita`), e che comparira` nei contributi successivi del mate-
matico britannico sotto la dicitura di “obiezione matematica” alla possibilita`
di una macchina pensante349.
A quest’argomento, che tende ad evidenziare una differenza essenziale
tra il procedere di una macchina, che segue pedissequamente le istruzioni del
proprio programma, e quello dell’uomo, che invece pare muoversi, in modo
del tutto indipendente da qualsiasi sistema di regole, alla ricerca di nuovi
metodi di prova, Turing oppone due considerazioni.
La prima, e` ispirata alle assunzioni a partire dalle quali si dimostrano i
risultati matematici che l’argomento chiama in causa, e sui quali esso fonda
la propria ‘morale’:
In altre parole, se si ritiene che una macchina debba essere infallibile, al-
lora essa non puo` essere anche intelligente. Ci sono molti teoremi matematici
che dicono questo quasi con esattezza. Ma questi teoremi non dicono nulla
riguardo a quanta intelligenza potrebbe essere esercitata se una macchina
non avesse pretese di infallibilita`.350
348Ibid., p. 104.
349All’analisi dell’argomento di Lucas e della riformulazione di esso offerta di recente
dal fisico e matematico inglese Roger Penrose, e` dedicato il prossimo capitolo del lavoro.
Rimane aperta la questione se quella posizione sia stata interamente elaborata da Turing,
oppure se sia ispirata ad un’idea comunicata da altri al matematico britannico.
350Ibid., p. 105.
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Considerato che tutte le possibili versioni dei teoremi limitativi che pos-
sono essere indicati come il sostegno matematico dell’obiezione proposta si
basano su una qualche assunzione di correttezza, occorre chiarire in quale
senso, dietro la risposta di Turing, vi sia apparentemente una difesa di siste-
mi formali o macchine inconsistenti, ed in che modo cio` possa essere d’aiuto
contro l’obiezione all’idea di macchine dotate di intelligenza.
Occorre notare, infatti, che l’idea dell’argomento in questione e` piu` o me-
no la seguente: considerato che tra le proposizioni di un linguaggio formale
ve ne sono alcune in particolare, le istanze delle quali non possono essere
formalmente dimostrate o refutate in certi sistemi formali consistenti, una
macchina alla quale venisse chiesto di applicare correttamente un test ad un
enunciato opportunamente scelto, ad esempio un’istanza dell’enunciato inde-
cidibile di Rosser (o della sua negazione), continuerebbe indefinitamente ad
applicare la stessa, infruttuosa routine, senza mai giungere ad una risposta.
Ed e` questa reiterazione del medesimo processo, si noti bene, che costituisce
l’essenza dell’obiezione mossa: un simile modus operandi, si dice, non ha un
corrispettivo nell’atteggiamento del matematico umano, il quale, una volta
compresa l’inefficacia di una certa strategia, si muoverebbe alla ricerca di
metodi nuovi.
Ma supponiamo adesso che quella stessa macchina sia dotata, ad esempio,
di un’istruzione sulla base della quale, quando un calcolo supera un certo lasso
di tempo, entra in funzione un dispositivo che, in modo del tutto casuale,
costringe la macchina a scegliere tra le due risposte possibili. In questo
caso, ovviamente, la macchina in questione non applicherebbe affatto un test
soddisfacente, se con esso si intende distinguere con certezza le proposizioni
formalmente dimostrabili da quelle che non lo sono. Essa e` anche, in un
certo senso, inconsistente, dato che e` perfettamente plausibile che possa dare
due risposte diverse in relazione ad uno stesso enunciato. Ma in un senso
proprio, la macchina non e` realmente inconsistente, dal momento che essa
esegue correttamente le istruzioni che le sono state impartite. E` chiaro infatti,
che non c’e` alcuna contraddizione ad immaginare una macchina la cui unica
risposta sia, ad esempio, l’enunciato ‘0 = 1’.
Cio` che conta, pero`, ai fini dell’obiezione contro la possibilita` di macchine
che esibiscano un comportamento intelligente, e` che, rispetto ad un simile
congegno, l’argomento elaborato sulla base di certi teoremi logici perderebbe
parte della sua forza: fondato com’e`, per come Turing lo riporta, sull’implau-
sibilita` euristica del fatto che alla base dell’intelligenza vi sia un procedere
secondo regole, i suoi propugnatori non potrebbero applicarlo in modo diret-
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to ad un dispositivo come quello descritto, il quale, certo, commette errori,
ma si presta meno al rilievo che ogni macchina, di fronte a certi problemi, sia
costretta a procedere sempre ed invariabilmente all’applicazione dello stesso
ciclo di operazioni.
Una simile risposta potrebbe naturalmente venir considerata come larga-
mente insoddisfacente.
E` forse per questo che Turing aggiunge ad essa una seconda osservazione:
Un matematico umano e` stato sempre sottoposto ad una preparazione in-
tensiva. Questa preparazione puo` essere vista come qualcosa di non dissimile
dall’inserire tavole di istruzioni in una macchina. Non ci si deve aspettare
quindi che una macchina possa ottenere grossi risultati nel costruire tavole
di istruzioni per conto proprio. Nessun uomo aggiunge poi molto al corpo
delle conoscenze, perche´ dovremmo aspettarci di piu` da una macchina? Sot-
tolineando lo stesso fatto in modo diverso, la macchina deve poter avere un
contatto con gli esseri umani in modo da potersi adattare ai loro standard.351
La possibilita` di costruire un meccanismo in grado di commettere errori,
dunque, non e` che un primo, ma non decisivo passo per ribattere alla credenza
diffusa che le macchine non possano, per la loro stessa natura, sviluppare un
comportamento intelligente. Ma un’indicazione piu` basilare rispetto a questa
posizione, la si ricava interrogandosi su come l’intelligenza umana si sviluppa:
essa beneficia innanzi tutto del processo educativo al quale un individuo e`
sottoposto, e della possibilita` di un confronto continuo con i propri simili. E`
solo dopo aver dimostrato che e` impossibile riprodurre lo stesso processo nel
caso di una macchina, allora, che si potra` essere convinti dell’esistenza di un
ostacolo insormontabile nell’idea di un dispositivo meccanico con intelligenza.
Torniamo, a questo punto, per un attimo al concetto dal quale, nel pre-
sente paragrafo, si sono prese le mosse. Siamo partiti mettendo in evidenza
il legame tra le indagini logiche di Turing nel corso degli anni ’30, con le
ricerche nel campo della neonata computer science appartenenti al decennio
successivo. Il riflesso che le limitazioni alle quali soggiace il modello astratto
di macchina, legato alle prime, hanno sulle possibilita` che si aprono per il
frutto delle seconde, porta Turing ad indicare la necessita` di abbandonare
il criterio della consistenza, da un lato, e a proporre l’idea di una sorta di
‘percorso educativo’ al quale sottoporre le macchine, dall’altro. Nonostante
le similitudini di partenza tra le due direzioni di ricerca, si aprono in questo
contributo delle prospettive che preludono all’adozione, nella pratica, di un
concetto di ‘macchina’ che diverge da quello teorico.
351Ibid., p. 105.
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Sono queste stesse considerazioni ad essere al centro di uno scritto di
Turing, ben piu` sistematico al proposito, dell’anno successivo.
3.2.1 Dispositivi intelligenti
Il rapporto del 1948 elaborato a conclusione dell’esperienza presso il National
Phisycal Laboratory352, non si limita a riprendere cursoriamente il tema sul
quale si era chiusa la conferenza alla London Mathematical Society dell’anno
precedente: ne fa piuttosto l’argomento principale del lavoro.
Turing riparte esattamente dal punto sul quale si era fermato in quel-
l’occasione, e cioe` da una critica di alcune delle ragioni addotte a sostegno
dell’idea, che si rivela dietro certi “luoghi comuni” del linguaggio, secondo
la quale la stessa espressione di ‘macchina intelligente’ sarebbe in realta` un
ossimoro.
Alcune di queste ragioni (“Una mancanza di volonta` ad ammettere la pos-
sibilita` che il genere umano possa avere alcun rivale in campo intellettuale”,
oppure, “Una convinzione religiosa che ogni tentativo di costruire un simi-
le apparecchio sia una sorta di irriverenza prometeica”353) sono “puramente
emozionali”, e percio`, secondo Turing, non possono che essere ignorate. Altre
(“Il tipo estremamente limitato di macchina che e` stato usato fino a tempi
recenti”354), sono contingenti, nel senso che dipendono dallo stato della ricer-
ca, e comunque possono essere avversate sulla base dei recentissimi esempi
di calcolatori.
Infine, vi sono quelle obiezioni che hanno un fondamento matematico in
certi teoremi logici:
Recentemente, il teorema di Go¨del ed i risultati ad esso legati [. . .] hanno
mostrato che se si cerca di usare le macchine allo scopo di determinare la
verita` o la falsita` dei teoremi matematici e non si intende tollerare risultati
sbagliati occasionali, allora ogni macchina data non sara` in grado di dare in
certi casi alcuna risposta. Dall’altro lato, l’intelligenza umana sembra essere
in grado di scoprire metodi di potenza sempre crescente per affrontare tali
problemi ‘trascendendo’ i metodi disponibili nella macchina.355
Mettendo insieme la risposta di Turing a quest’obiezione e a quella ul-
teriore, secondo la quale “[f]in tanto che una macchina e` in grado di mo-





strare intelligenza, questa deve essere vista come nient’altro che il riflesso
dell’intelligenza del suo creatore”, si ritrovano entrambe le componenti della
posizione da lui espressa nella conferenza dell’anno precedente: fallibilita` ed
educazione.
Turing sottolinea infatti che:
1. “L’argomento tratto dal teorema di Go¨del e da altri risultati [. . .] poggia
in modo essenziale sulla condizione che la macchina non commetta
errori. Ma questo non e` un requisito per l’intelligenza”356.
2. “Il punto di vista [. . .] secondo il quale l’intelligenza in un dispositivo
meccanico sia solo il riflesso di quella del suo creatore e` simile all’idea
che il merito per le scoperte di un allievo debba essere conferito al suo
insegnante”357.
Dunque, se si abbandona l’idea che una macchina non possa commettere
errori e se si garantiscono certe condizioni per poter guardare al rapporto
tra la macchina e colui che l’ha materialmente creata come a quello tra inse-
gnante e allievo, le obiezioni piu` razionali (e quindi, si potrebbe aggiungere,
piu` ragionevoli), al progetto di creare un dispositivo meccanico intelligente,
vengono meno.
E` nella restante parte del lavoro che Turing cerca di affrontare sistema-
ticamente le problematiche di una simile ricerca, ed e`, come ci si potrebbe
aspettare, soprattutto la questione dell’educazione di una macchina ad essere
al centro della disamina.
Organizzare una macchina disorganizzata
Come emerge anche dalla conferenza del 1947, la valenza che Turing attri-
buisce al processo educativo deriva dal ruolo assolutamente essenziale che
questo ricopre nel caso degli individui (umani), un fatto che egli riassume, in
[Tur48], nel modo seguente:
Sarebbe abbastanza ingiusto aspettarsi che una macchina, direttamente
dalla fabbrica, sia in grado di competere alla pari con un laureato. Il lau-
reato ha avuto contatti con gli esseri umani per venti o piu` anni. Questo
contatto ha modificato il suo modello di comportamento per tutto quel lasso




Alla fine di quel periodo, un gran numero di procedure standard saranno
state sovraimposte all’originale modello del suo cervello. Queste procedure
saranno note alla comunita` nel suo insieme. Egli e` quindi nella posizione di
provare nuove combinazioni di queste procedure, di tentare piccole variazioni
di esse, e di applicarle in modi nuovi.358
E` dunque un lungo addestramento che sta all’origine di quel carattere,
l’andare alla ricerca di nuove tecniche, che sembra distinguere in modo es-
senziale, come sostengono i propugnatori dell’obiezione basata sui teoremi di
indecidibilita`, l’uomo da una macchina.
Il problema principale che il tentativo di sottoporre una macchina ad un
processo educativo simile pone, e` quello di rendere possibile un’appropriata
interazione con essa, in modo che si possa, innanzi tutto, dare vita a quelle
modificazioni che ne sono il fulcro. E` cio` che Turing, nel proprio lavoro,
indica con il nome di “interferenza”.
Vengono distinte due forme di interferenza359: quella, piu` estrema, di tipo
“attrezzistico” (nel testo, screwdriver interference), mediante la quale si so-
stituiscono fisicamente certe parti della macchina, e quella legata all’attivita`
di programmazione (paper interference) che consiste in un tipo di comunica-
zione con la macchina che e` essenzialmente volta a modificarne le istruzioni
(e quindi a mutarne il comportamento)360.
Rispetto al processo educativo al quale un individuo viene sottoposto,
occorre riconoscere allora, che “egli e` soggetto ad una grande quantita` di
interferenza”, al punto tale che quest’ultima “costituisce la regola piuttosto
che l’eccezione”361.
Ecco allora che il progetto iniziale, che e` in modo vago descrivibile come
il tentativo di dare vita ad una macchina che esibisca un comportamento
intelligente mediante qualcosa che somigli ad un processo educativo, assume
contorni piu` definiti:
Se si sta cercando di costruire una macchina intelligente e si segue il
modello umano nel modo piu` vicino possibile, si dovrebbe iniziare con una
358Ibid., p. 118.
359Cfr. ibid., pp. 115-116.
360Turing nota come la differenza tra i due tipi di interferenza sia trascurabile, fin tanto
che ci si limita a considerare macchine universali come i calcolatori digitali, alludendo
con cio` al fatto che, su dispositivi del genere, i quali, per loro natura, sono in grado
di simulare ogni possibile processo meccanico, l’azione di macchine fisicamente diverse,
ottenute cioe` mediante il concorso della prima forma di interferenza, puo` essere simulata
mediante un’appropriata opera di programmazione.
361Ibid., p. 118.
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macchina che abbia una capacita` limitata di eseguire operazioni elabora-
te o di reagire agli ordini (che prendono la forma di interferenza) in modo
disciplinato. Applicando poi un’interferenza appropriata, in modo da imita-
re l’educazione, si dovrebbe sperare di modificare la macchina al punto da
renderla affidabile nell’avere precise reazioni a certi comandi.362
In prima istanza, dunque, il programma di Turing prevede quindi la verifi-
ca del fatto che sia possibile, partendo da un dispositivo che appaia semplice-
mente come un’insieme di parti privo di organizzazione (ossia una macchina
che non presenti una finalita` precisa in funzione della quale essa sia stata
costruita), giungere, al termine di un addestramento basato sull’interefenza
e che sia il piu` simile possibile all’educazione di un individuo, ad un apparato
in grado di eseguire certi calcoli in relazione ad input determinati.
Un simile programma, prevede quindi in particolare l’analisi delle strate-
gie pedagogiche che vengono adottate nel caso degli esseri umani, ed il tenta-
tivo di implementarli, attraverso un’appropriata opera di programmazione,
su un dispositivo meccanico. E` questo il senso dell’esempio di “organizzazio-
ne” attraverso un sistema di ‘Ricompense e Punizioni’ che Turing fornisce,
sistema nel quale egli individua uno dei metodi istruttivi piu` comunemente
messi in atto nell’educazione di uno ‘scolaro’ umano.
La macchina descritta da Turing ed il ‘procedimento educativo’ scelto363,
in quello che egli riporta come un esperimento da lui effettivamente portato a
termine, puo` essere descritto in breve ed in termini semplici, e non sara` percio`
vano, per capire un po` meglio l’idea che anima la disamina del matematico
britannico, ripercorrerne le linee essenziali.
Il dispositivo meccanico M, che viene sottoposto all’esperimento, non ha
bisogno di essere descritto nei dettagli. E` sufficiente sapere che esso e` dotato
di una serie di unita` di memoria (o istruzioni di partenza) M1, . . . ,Mh, che
possiede un dispositivo C mediante il quale operare scelte casuali, e che e` in
grado di compiere due tipi di azioni: certe operazioni esternamente ‘visibili’
A1, . . . , Ak, oppure delle operazioni interne sulle istruzioni di partenza. La
macchina e` in comunicazione, inoltre, con un utente esterno, l’educatore,
il quale puo` fornire tre tipi di impulsi ad M: uno stimolo sensoriale S (e`
un impulso ‘neutro’), una ricompensa R (‘positivo’) ed una punizione P
(‘negativo’)364.
362Ibid., p. 118.
363Cfr. ibid., pp. 122-125.
364In quale senso gli impulsi debbano essere considerati neutri, positivi o negativi, diverra`
chiaro a descrizione dell’esperimento completata.
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Il sistema elaborato da Turing puo` essere descritto mediante due tabelle
che indicano, rispettivamente, la configurazione della macchina, tabella nella
quale si associa ad ogni stato o situazione possibile (ognuno di essi essen-
do indicato mediante un elemento della successione 1, 2, . . . , n), l’istruzione
esterna che determina il comportamento della macchina, ed il carattere di
M, dove ad ogni stato si associa la reazione della macchina365.
Piu` precisamente, la tabella 1 di configurazione, che e` stabilita in anticipo







dove, per ogni 1 ≤ i ≤ n, ci ha la forma di un’istruzione che recita
“Adotta il dato contenuto nella j-esima unita` di memoria” (dove, quindi,
1 ≤ j ≤ h), oppure e` del tipo “Reagisci allo stimolo sensoriale”, oppure,
infine, ci e` un’istruzione che stabilisce “Ascolta l’educatore”.








In questo caso, pero`, il contenuto e` determinato dalla tabella 1: se infatti,
per un certo 1 ≤ i ≤ n, ci e` dei primi due tipi descritti (“usa la j-esima
unita` di memoria” o “reagisci allo stimolo”), la reazione corrispondente ri e`
determinata ed ha la forma di una coppia < ai, si >, dove ai e` un’azione (una
di quelle ‘visibili’ oppure l’operazione su un’unita` di memoria), e si e` lo stato
successivo. Anche il contenuto di queste coppie viene deciso in partenza e
non e` soggetto a cambiamento.
365Per ragioni espositive, di chiarezza e concisione, facciamo ricorso ad una terminologia
che solo in parte ricalca quella utilizzata da Turing.
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Fin tanto che si e` in casi del genere, dunque, la macchina reagisce in
modo ‘tradizionale’, eseguendo cioe` operazioni precise in corrispondenza a
determinati input.
Se pero` ci ha la terza forma descritta (“ascolta l’educatore”), allora la
reazione ri della macchina puo` essere: I (“indeterminata”), T0 (“tenta la
soluzione ‘0’ ”), T1 (“tenta la soluzione ‘1’ ”), D0 (“adotta la soluzione ‘0’ ”)
oppure D1 (“adotta la soluzione ‘1’ ”), dove le ‘soluzioni’ ‘0’ e ‘1’ indicano,
in un qualche modo ben definito ed in funzione dello stato i, lo stato suc-
cessivo366. Le soluzioni, come si sara` notato, vengono scelte o in forma di
tentativo (T0, T1), o in forma piu` definitiva (D0, D1).
E` chiaro che cio` costituisce l’aspetto cruciale dell’educazione della mac-
china per ricompense e punizioni.
Infatti, nel caso in cui la voce nella tabella 2 sia I, M fa la sua scelta
(in forma T0 o T1) mediante il dispositivo C di scelta casuale; l’azione del-
l’educatore, attraverso l’impulso di ricompensa R o quello di punizione P ,
fa s`ı che, in presenza di una reazione di tipo T0 o T1 e di un impulso R,
M adotti la soluzione in forma definitiva, cambiando la riga opportuna della
tabella 2 da T0 o T1 a D0 o D1 rispettivamente (il ‘carattere’ della macchina
si ‘stabilizza’); in presenza di una reazione dello stesso tipo seguita pero` ad
una punizione P , M e` indotta a sostituire invece la soluzione adottata con
l’indeterminata I (M viene cos`ı ‘corretta’).
Quanto detto dovrebbe essere sufficiente per illustrare meglio l’idea di
Turing, che prende le mosse da macchine il cui comportamento sia in parte
determinato e immodificabile, e che sia invece per altri versi indeterminato e
largamente passibile di mutamento grazie al concorso dell’utente esterno, per
vedere se sia possibile giungere, per mezzo di un’‘interferenza’ appropriata e
modellata su una delle possibili strategie educative adottate nei confronti di
un individuo, ad un’organizzazione piu` compiuta.
Rispetto al sistema di ‘Ricompense e Punizioni’, adottato in relazione ad
una macchina del tutto simile a quella descritta367, Turing dice due cose:
1. di essere riuscito, almeno sulla carta368, “a trasformare [organizing ] una
366Nel caso esaminato da Turing, ad esempio, se i e` lo stato presente, ‘0’ e ‘1’ sono,
rispettivamente, il resto delle divisioni 2in e
2i+1
n .
367Il cambiamento principale (cfr. ibid., p. 123.) riguarda l’inserimento di una memoria
esterna, in forma di nastro, sulla quale il dispositivo esegue le operazioni ‘visibili’.
368Il commento di Turing non si riferisce infatti ad un dispositivo meccanico reale (cioe`
un aggregato fisico di circuiti e rele´), ma alla descrizione, ‘su carta’, di una macchina del
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simile macchina in una macchina [di Turing] universale”369;
2. che il risultato ottenuto e` comunque da considerarsi “insoddisfacente”,
in quanto “non sufficientemente analogo al tipo di processo mediante
il quale si insegnerebbe davvero ad un bambino”370.
L’uomo e` una macchina complessa?
Compatibilmente con l’insoddisfazione manifestata da Turing e derivante dal-
la seconda delle osservazioni riportate, il sistema modellato sull’educazione
mediante ricompense e punizioni mostra che il programma del matemati-
co britannico e`, almeno in parte, praticabile: e` possibile cioe` educare una
macchina, nel senso di portare un dispositivo da un livello di organizzazione
molto basso, nel quale il comportamento puo` essere anche in larga parte in-
determinato, ad livello decisamente piu` elevato di organizzazione, del tutto
analogo a quello di una macchina di Turing usuale.
Questa parte del contributo di Turing si basa su un’idea precisa: uti-
lizzare il caso del processo educativo cos`ı come esso si da` in relazione agli
esseri umani, come modello per l’addestramento delle macchine. Quest’idea,
almeno per come l’abbiamo vista svilupparsi fino a questo momento, non e`
necessariamente legata ad una concezione secondo la quale la sua praticabi-
lita` si fonda sul fatto che l’uomo e` una macchina, e che quindi l’educazione
a cui egli va incontro nel corso della propria vita e` del tutto analoga a quello
che si andra` ad adottare sui dispositivi di nostra costruzione.
Tuttavia, e` proprio a questa concezione che sembrano alludere certe con-
siderazioni di Turing che non abbiamo ancora riportato:
Crediamo che ci siano grandi aree del cervello, principalmente nella cor-
teccia, la cui funzione sia largamente indeterminata. Nel neonato queste aree
non hanno grandi effetti: i loro effetti non sono coordinati. Nell’adulto esse
genere come successione di istruzioni (quello che egli indica come una paper machine nelle
pagine iniziali del lavoro - cfr. ibid., p. 113). Si tratta cioe` di una descrizione del tutto
analoga a quella delle usuali macchine di Turing (propriamente, una paper machine non e`
altro che un uomo che esegue il calcolo al posto della macchina, seguendone le istruzioni
indicate). Si sara` intuito da cio` che si e` detto, come una simile descrizione, nel caso del tipo
di dispositivo considerato da Turing, sia del tutto plausibile. L’ ‘organizzazione’, in questo
caso, non e` altro che il calcolo (sempre su carta) dei cambiamenti indotti dall’esecuzione




assumono effetti notevoli e finalizzati: la forma di questi effetti dipende dal-
l’addestramento nell’infanzia. Un’ampia reminiscenza del comportamento
casuale dell’infanzia permane nell’adulto.371
L’osservazione di Turing ha effettivamente il sapore della novita`, rispetto
a quelle viste fin qui, dal momento che essa e` il preludio per una connessione,
piu` profonda di un semplice paragone di comodo, tra l’uomo e la macchina.
Cio` sarebbe sufficiente per garantire all’obiettivo che egli si e` prefisso tutto
un altro significato.
Un significato, del quale, peraltro, Turing pare essere pienamente consa-
pevole:
Tutto questo suggerisce che la corteccia cerebrale del neonato sia una
macchina priva di organizzazione, la quale puo` essere organizzata median-
te un addestramento basato sull’interferenza. L’organizzazione potrebbe
consistere nella trasformazione della macchina in una macchina [di Turing]
universale o qualcosa del genere.372
Cos`ı formulata, tuttavia, l’ipotesi in questione sarebbe largamente insod-
disfacente dal momento che, Turing nota:
Cio` significherebbe che l’adulto obbedira` ad ordini dati in un linguaggio
appropriato, anche se fossero molto complicati; sarebbe privo di buon senso, e
obbedirebbe agli ordini piu` ridicoli senza battere ciglio. Quando questi ordini
fossero stati eseguiti egli cadrebbe in uno stato comatoso oppure obbedirebbe
a qualche ordine permanente, come quello di mangiare.373
Se si pretende di associare ad un’esperimento come quello di cui si e`
detto, l’idea che la sua ragion d’essere si fondi su una stretta analogia tra
l’uomo allo stadio iniziale del processo educativo, e la macchina dalla quale
si prende le mosse, ci si scontra con le differenze innegabili che sussistono
tra l’esito dell’un processo, l’individuo adulto, e quello del procedimento sul
primo modellato, la macchina di Turing universale. Una simile eventualita`
suggerisce quindi che, di per se´, il modello di macchina di Turing non sia
completamente soddisfacente.
E` pur vero, pero`, che, conseguenze implausibili come quella indicata nella
citazione precedente a parte, Turing appare convinto che vi sia qualche ele-





di organizzazione, e tra il passaggio dall’infanzia alla maturita` e quello da
una macchina disorganizzata ad una macchina universale. Egli infatti ritiene
che una volta compresi i passaggi implicati in quest’ultimo percorso, ci si
troverebbe “in una situazione decisamente migliore per considerare come il
processo organizzativo avrebbe potuto essere modificato per dare vita ad un
tipo di mente piu` vicino alla norma”374.
E` chiaro che i paralleli in questione, sembrano soprattutto far trasparire
un approccio ben piu` sbilanciato in favore di una concezione di tipo mecca-
nicistico, di quanto l’esposizione in forma di programma di ricerca vorrebbe
denunciare.
Tuttavia, e` anche vero che, fino a questo punto, Turing si e` occupato
solo di una parte, seppur importante, dell’intero progetto: passare da una
macchina priva di scopo, ad un dispositivo che e` in grado di eseguire alla
perfezione qualsiasi operazione che possa essere descritta in termini di regole
meccaniche.
Su quanto resterebbe da fare, anche una volta eliminati gli strascichi
dell’insoddisfazione sul modo attraverso il quale i risultati positivi nella prima
direzione possono essere ottenuti, Turing torna alla fine del contributo.
3.2.2 Disciplina e Iniziativa
Sottoponendo una macchina costruita senza un intento preciso ad un oppor-
tuno addestramento, e` plausibile ritenere, sulla base della riuscita dell’espe-
rimento con il sistema di ‘Ricompense e Punizioni’, che si riesca a dare vita
ad un dispositivo che sia un’equivalente pratico di una macchina di Turing.
Il commento da parte del matematico britannico ad una simile eventua-
lita`, nel quadro complessivo del progetto di costruire una macchina intelli-
gente, e` il seguente:
Se la mente priva di addestramento del neonato deve mutarsi in una
intelligente, essa deve acquisire sia disciplina che iniziativa. Fino a questo
punto si e` preso in considerazione solo la disciplina. Convertire un cervello o
una macchina in una macchina universale, rappresenta la forma piu` estrema
di disciplina. Senza qualcosa di questo tipo non e` possibile mettere a punto
un’appropriata comunicazione. Ma la disciplina e` certamente non sufficiente,
di per se´, per produrre intelligenza. Cio` che occorre in aggiunta lo chiamiamo
iniziativa. Quest’affermazione avra` il valore di una definizione. Il nostro
374Ibid., p. 120.
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scopo e` quello di scoprire la natura di questo residuo cos`ı come esso si presenta
nell’uomo, e di provare a copiarlo su una macchina.375
Per quanto rappresenti un passo essenziale, la trasformazione di una mac-
china priva di organizzazione in un dispositivo finalizzato a scopi determinati,
anche qualora venga depurata di quegli aspetti che la rendono ancora non
pienamente soddisfacente, non sarebbe che una parte dell’impresa. Cio` che
resta, a dire il vero, pare ben piu` impegnativo: perche´ non solo si tratta
di dare corpo ad un concetto, quello di ‘iniziativa’, che appare a tutti gli
effetti come una scatola vuota (Turing si riferisce in buona sostanza, con
quell’espressione, a cio` che resta dall’intelligenza togliendo la disciplina), ma
occorre anche svelarne la natura e cercare un modo per implementare una
simile caratteristica su una macchina.
Si comprende cos`ı il motivo per cui le indicazioni di Turing per una ricer-
ca che sia volta a scoprire l’elemento residuo dell’intelligenza umana, siano
decisamente meno sistematiche rispetto al resto del contributo.
Egli allude infatti a due metodologie d’indagine. L’una, che consiste nel
prendere le mosse da una macchina perfettamente disciplinata, per cos`ı dire,
come un calcolatore digitale, e nel cercare di “tirar fuori da essa un po` di
iniziativa” attraverso una modalita` di impiego che faccia s`ı che la macchina
debba operare sempre piu` ‘scelte’ e prendere ‘decisioni’ con sempre maggior
autonomia.
In un altro senso, si dovrebbe invece partire da una macchina disorganiz-
zata cercando di ottenere, ad un tempo, tanto disciplina quanto iniziativa.
Quel che di maggiormente insoddisfacente c’e` in questi suggerimenti di
Turing, e` il fatto che essi appaiono come tentativi ‘alla cieca’: si tratta di
cercare di fare emergere una componente distintiva di un comportamento
intelligente, per la quale non si e` in grado di offrire una definizione ragionevole
e che possiamo solo sperare, quindi, di essere in grado di riconoscere qualora
essa si ‘manifesti’ attraverso le operazioni eseguite da una macchina.
Forse e` per questo motivo che Turing decise di chiudere il proprio reso-
conto, abbozzando un’analisi del problema posto dalla ricerca dell’inziativa:
Una sorta di problemi molto tipici che richiedono qualche forma di inizia-
tiva, consiste in quelli della forma ‘Trova un numero n tale che . . .’. Questo
tipo, copre una grande varieta` di problemi. Per esempio, sono riducibili a
quella forma quesiti come ‘Vedi se riesci a trovare un modo di calcolare la
funzione che ci mettera` in condizione di ottenere i valori per argomenti . . .
375Ibid., p. 125.
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con un’accuratezza . . . in un tempo . . . per mezzo del [calcolatore digitale]. . .’,
dal momento che il problema e` chiaramente equivalente a quello di trovare
un programma da implementare sulla macchina in questione, ed e` semplice
mettere in corrispondenza i programmi con i numeri interi positivi in modo
tale che, dato il codice numerico o il programma, l’altro sia semplice da tro-
vare. Non dovremmo sbagliare di molto, dati i tempi, se assumessimo che
tutti i problemi siano riducibili a questa forma. Si dovra` pensare nuovamente
a questo, nel momento in cui verra` fuori qualcosa che non sia in modo ovvio
di questa forma.376
L’elemento distintivo dell’intelligenza umana, l’iniziativa, si manifesta
nella risoluzione di problemi. Prendiamo allora in considerazione, dice Tu-
ring, la classe piu` generale di essi: si tratta di quella costituita da problemi
numerici di tipo esistenziale, dal momento che gran parte di quesiti appa-
rentemente diversi, possono essere in realta` ricondotti ai primi (ad esempio,
mediante un’opportuna procedura di aritmetizzazione).
Il caso a cui Turing ricorre, quello di un problema relativo alla ricerca
di un programma per calcolare una funzione, acquisisce ad esempio, sotto







dove T1 e` il noto predicato di Kleene.
Ora, se sono i problemi, ed in particolare i problemi esistenziali di questo
tipo, che richiedono iniziativa, in una qualche forma, occorre chiedersi: quali
strategie si possono adottare per la loro soluzione? Turing ne distingue tre
tipi: quella intellettuale, quella genetica e quella culturale.
La prima, e` una strategia che appare essere sufficiente a risolvere “un
certo numero di casi”, ossia certe classi di problemi esistenziali:
Iniziando con un [calcolatore digitale] si inserisce innanzi tutto in esso
un programma che corrisponda alla formulazione di un sistema logico (come
i Principia Mathematica di Russell). Esso non determinerebbe il comporta-
mento della macchina in modo completo: ai vari istanti sarebbe possibile piu`
di una scelta relativa al passo successivo. Si potrebbe fare in modo, tuttavia,
di metter in ordine tutte le possibili combinazioni di scelte, e andare avanti
fino a che la macchina non dimostra un teorema, il quale, per la sua stessa
forma, possa risultare essere una soluzione al problema. Cio` potrebbe essere
visto come una conversione del problema originale in un altro della stessa
forma. Invece che cercare tra i valori della variabile originaria n, si ricerca




La descrizione di Turing della metodologia di indagine di tipo intellet-
tuale, sembra compatibile con cio` che e` noto ai logici come ‘l’estrazione di
una funzione da una derivazione formale’. Si tratta, infatti, in un caso sem-
plice, data cioe` una formula ψ dimostrabile in un certo sistema formale con
ψ :≡ ∀x∃yφ (nella quale φ e`, ad esempio, una matrice primitiva ricorsiva),
di trovare, a partire dalla prova di ψ, un termine tx (parametrico in x) ed
una dimostrazione D del fatto che φ(tx) vale. Il problema, cos`ı affrontato,
si bipartisce: da un lato, c’e` la questione dell’estrazione di un termine da
una dimostrazione di un enunciato esistenziale (componente che pone, ov-
viamente, il problema di trovare una procedura efficiente per tale compito),
dall’altro, la generazione, o meglio la ricerca, tenendo presente l’impostazione
di Turing del passo precedente, di una prova del fatto che il termine costruito
soddisfa la matrice dell’enunciato esistenziale.
In relazione quindi all’esempio di Turing, quello di enunciati di tipo Σ03, la
questione e`: come ottenere informazioni sui termini rappresentanti funzioni
dimostrabilmente totali in un certo sistema d’assiomi (ad esempio quello di
Principia mathematica) dalle dimostrazioni formali?378
Si capisce cos`ı in che senso, in questo modo, si ottiene una soluzione del
problema originario passando attraverso una sua radicale trasformazione: si
tratta, cioe`, di spostare l’obiettivo della ricerca da un elemento dell’insieme
degli indici di funzioni ricorsive, come nell’esempio del problema Σ03, a quello
dei termini e di certe dimostrazioni formali di enunciati i quali, “per la loro
stessa forma”, siano una soluzione del problema iniziale.
Trasformazioni di un quesito di tal genere, quindi, per Turing, offrono un
primo esempio di strategie che richiedono iniziativa.
Il secondo esempio, e` rappresentato dalle ricerche di tipo genetico:
Esiste un’indagine genetica o evolutiva mediante la quale si va in cerca
378Il tentativo di dire qualcosa di piu` preciso ed esauriente sulla questione, ci condurrebbe
inevitabilmente fuori tema. Ci limitiamo a ricordare come le strategie per la risoluzione
di questo tipo di problemi sono molteplici. Tra esse, quella che si basa sul teorema di
Herbrand il quale, nella versione ristretta ad enunciati Σ01, dice che se ∃xφ e` dimostrabile
in un sistema logico e φ e` una matrice priva di quantificatori, allora esiste una successione
di termini t0, . . . , tn e una dimostrazione della formula (φ(t0)∨. . .∨φ(tn)). Questo risultato
viene utilizzato in combinazione con altri (ad esempio l’eliminazione delle cesure), per la
risoluzione di casi complessi. Alcuni accenni alla problematica sono contenuti in [Sch77].
Due lavori recenti dedicati al tema sono, ad esempio [Sie91a] e [Sie91b], il secondo dei
quali, oltre a delineare un quadro delle tematiche filosofiche coinvolte, offre la possibilita`
anche di ricostruire il contesto storico nel quale la problematica si e` affacciata ed e` venuta
maturando, oltre alle connessioni principali con altre aree di ricerca.
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di un combinazione di geni, secondo il criterio della valenza ai fini della
sopravvivenza. Il notevole successo di questa ricerca, conferma in qualche
modo l’idea che l’attivita` intellettuale consiste principalmente di vari tipi di
ricerche.379
L’idea di Turing e` meno chiara in questo caso. Tuttavia, se si assume, co-
me e` plausibile fare sulla base dell’idea che non esistono problemi importanti
che non abbiano una natura esistenziale, e quindi che l’oggetto d’indagine ori-
ginario sia un problema del tutto analogo a quelli in relazione ai quali porta
talvolta ad un successo la ricerca di tipo intellettuale descritta poc’anzi, si
ottiene quest’affascinante quadro: quando il primo tipo di ricerca fallisce,
si mette in moto un processo evolutivo il cui obiettivo e` quello di dare vita
ad una struttura genetica migliore in fatto di garanzia di sopravvivenza, e
quindi piu` capace in termini di risoluzione di problemi. Ancora una volta,
l’inziativa si cela cos`ı dietro una trasformazione dell’obiettivo originario di
un quesito di partenza.
A questi due tipi di indagine, occorre, secondo Turing, aggiungerne alme-
no una terza, di matrice culturale:
Come ho gia` detto, l’uomo isolato non sviluppa alcuna capacita` intellet-
tuale. E` necessario per lui essere immerso in un ambiente di altri uomini,
dei quali egli assorbe le tecniche durante i primi vent’anni della propria vi-
ta. Egli potrebbe forse condurre un po` di ricerca per proprio conto e fare
poche scoperte che vengono passate ad altri uomini. Da questo punto di
vista la ricerca di nuove tecniche [di soluzione di problemi] deve essere vi-
sta come portata avanti dalla comunita` nel suo complesso, piuttosto che da
individui.380
L’osservazione di Turing, sembra voler rafforzare lo spunto che lo ha con-
dotto a proporre il criterio dell’educazione di una macchina come il solo
ragionevole per far emergere intelligenza da dispositivi meccanici: il princi-
pio secondo il quale una macchina deve essere messa in comunicazione con
una comunita` di agenti, e deve, percio`, essere messa nelle condizioni di impa-
rare, da questi, certi metodi di prova, e` di per se´ un valore, essendo lo stesso
principio alla base dell’emergere di quella componente essenziale della ragio-
ne umana che e` l’iniziativa. Una simile idea, sembra quindi essere il miglior
sostegno per l’eventualita`, che risulterebbe altrimenti poco fondata, che la




una definizione adeguata dell’intelligenza in ogni suo aspetto, avere gli esiti
sperati, ossia la costruzione di una macchina pensante.
Cio` completa le (poche) indicazioni che Turing fornisce relativamente a
quello che appare essere forse il problema principale del progetto di ricerca
al quale e` dedicato il contributo che si e` preso in esame.
E` importante tuttavia, per riconnettersi anche a quanto detto al termine
del paragrafo precedente a proposito di una presunta ‘impronta meccanicista’
nelle riflessioni di Turing, soppesare accuratamente, comunque, le sue prese
di posizione sulla duplice natura dell’intelligenza.
Se infatti, come si e` visto, certe considerazioni di Turing sulle similitudini
tra la corteccia cerebrale e una macchina disorganizzata, e tra il processo
di organizzazione di quest’ultima e quello di crescita dell’individuo, possono
far pensare ad una precisa motivazione cognitiva alla base del progetto per
la realizzazione di una macchina intelligente, la distinzione tra ‘disciplina’ e
‘iniziativa’ sembra mescolare nuovamente le carte in tavola.
Tanto che potrebbe apparire lecito proporre un confronto con l’ ‘intuizio-
ne’ e l’ ‘ingegno’ che Turing aveva indicato, al termine del lavoro dedicato alle
logiche ordinali, come le due facolta` alla base della conoscenza matematica.
Di certo, c’e` che l’ambizione di fondo appare diversa. Con la disciplina
e l’iniziativa Turing intende le due caratteristiche che riconosciamo essere
all’origine di un comportamento intelligente, e che quindi possono esserne
considerate le condizioni fondamentali: la capacita` di eseguire certi compiti
secondo regole condivise, nell’un caso (capacita` della quale le macchine di
Turing rappresentano la forma “piu` estrema”), quella di sviluppare una certa
indipendenza dal contesto culturale e di andare alla ricerca di idee nuove,
nell’altro. Non e` chiaro quindi se, con esse, sia lecito parlare di due ‘facolta`’
nello stesso senso nel quale Turing individua i due aspetti peculiari all’origine
della conoscenza matematica.
Cio` che il confronto dovrebbe permettere di discutere, e` se si nasconda,
nel passaggio da uno scritto all’altro (e quindi dall’ambito teorico a quello
pratico, ambiti dei quali quei contributi sono rappresentanti), un mutamento
d’opinione da una situazione nella quale Turing parla esplicitamente di un
fondamento ‘non costruttivo’ del ragionamento matematico, considerazioni
che sembrano legarsi ad una concezione non computazionale della mente
umana, ad una posizione di tipo esattamente opposto.
Ebbene, non ci pare, fin qui, di aver trovato un fondamento indubitabile
per una simile interpretazione.
Perche´ e` pur vero che il progetto di Turing, di per se´, puo` dare adito ad
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una speculazione di tal genere: e` possibile sostenere, ci si potrebbe chiedere,
la praticabilita` della costruzione di una macchina che esibisca un comporta-
mento intelligente, senza partire dal presupposto che alla base di quest’ultimo
vi sia un fondamento di tipo meccanico (anche in un senso lato del termine)?
Tuttavia si dovrebbero anche notare due specificita` dell’approccio di Tu-
ring al problema:
1. che proprio la praticabilita` di quel programma viene sostenuta in re-
lazione ad un tipo di macchina che e` profondamente diverso da una
macchina di Turing: se quest’ultima e` il prototipo dell’individuo per-
fettamente disciplinato, una macchina intelligente, per la natura stessa
di cio` che chiamiamo intelligenza, deve essere qualitativamente distinta
da quel modello;
2. che il successo del programma dipende esclusivamente dall’indagine
intorno all’iniziativa: dal disvelamento della sua natura da un lato,
dalla nostra capacita` di riprodurla su una macchina, qualora questo sia
possibile, dall’altro.
Le conseguenze di cio`, verranno riprese e discusse nell’ultimo paragrafo del
presente capitolo, subito dopo l’analisi di un altro fondamentale contributo
di Turing del 1950.
3.3 Le macchine alla prova del Gioco dell’I-
mitazione
Il lavoro di Turing del 1948, si chiude con un’osservazione che e` solo appa-
rentemente estrinseca rispetto ai problemi di tipo procedurale che occorre
affrontare e risolvere nel perseguire il progetto di una macchina intelligente:
Il punto fino al quale guardiamo a qualcosa come ad un ente che si
comporta in modo intelligente, e` determinato sia dal nostro stato mentale e
dall’addestramento [ricevuto], sia dalle proprieta` dell’oggetto che si conside-
ra. Se siamo in grado di spiegare e predire il suo comportamento, oppure se
sembra esserci poca pianificazione dietro esso, si ha ben poca tentazione ad
immaginare intelligenza. Quindi, e` possibile che in relazione ad uno stesso
oggetto un uomo lo consideri intelligente ed un altro no; il secondo uomo ne
avrebbe scoperto le regole di comportamento.381
381Ibid., p. 127.
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La riflessione di Turing, richiama alla mente quei luoghi nei quale il mate-
matico britannico sottolinea come il progetto di una macchina intelligente sia,
nella percezione comune, minato alla base dall’atteggiamento che vede, nell’
‘agire secondo regole rigide’ o ‘in modo meccanico’, delle perifrasi per espri-
mere l’assenza di intelligenza. In questo senso, il passo succitato pone una
questione reale, legata alla verifica, nel senso scientifico del termine, dei risul-
tati ottenuti: una volta che si ritenga di essere riusciti nell’intento e di avere
cioe` dato vita ad un dispositivo che esibisce, in una qualche misura, un com-
portamento intelligente, occorre anche essere in grado di proporre un metodo
per sottoporre a verifica l’ipotesi, in modo da essere al riparo dall’intrusione
nel giudizio di qualsiasi elemento di natura psicologica o pregiudiziale.
Turing allude, come possibile soluzione in questo senso, ad un esperimento
da lui effettivamente condotto, o meglio ad una ‘versione idealizzata” di un
esperimento da lui effettuato:
Non e` difficile concepire una macchina su carta382 che sia in grado di
giocare una partita di scacchi in modo non malvagio. Si prendano ora tre
uomini A, B, C come soggetti dell’esperimento. A e C sono giocatori di
scacchi piuttosto scarsi, B e` l’operatore che lavora con la macchina (perche´ sia
in grado di giocare sufficientemente veloce, e` opportuno che egli sia tanto un
matematico quanto uno schacchista). Si usano due stanze dotate di qualche
apparecchio per comunicare le mosse, e viene giocata una partita tra C e A o
la macchina. C potrebbe trovare difficile dire contro chi egli stia giocando.383
Siamo di fronte ad una prima, abbozzata descrizione di quello che diverra`
noto, a seguito della pubblicazione nell’ottobre del 1950 sulla rivista Mind
dell’articolo dal titolo “Macchine calcolatrici e intelligenza”, come il Test di
Turing.
3.3.1 La questione dell’intelligenza
Con lo stile chiaro e diretto che gli e` proprio, Turing riassume in modo
rimarchevole nell’attacco del lavoro i termini del problema che egli vuole
porre all’attenzione del lettore:
Propongo di considerare la questione, ‘Puo` una macchina pensare?’. Si
dovrebbe innanzi tutto prendere le mosse da una definizione del significato
dei termini ‘macchina’ e ‘pensare’. Le definizioni dovrebbero essere inqua-
drate in modo tale da riflettere il piu` possibile l’uso comune delle parole, ma
382NdT : si veda quanto detto al proposito alla nota 368.
383Ibid., p. 127.
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un simile atteggiamento e` pericoloso. Se il significato delle parole ‘macchina’
e ‘pensare’ deve essere trovato sulla base di un esame di come esse vengono
comunemente utilizzate, e` difficile sfuggire alla conclusione che il significato
e la risposta alla questione ‘Puo` una macchina pensare?’ debbano essere in-
dagati mediante una ricerca statistica tipo sondaggio Gallup. Cio` e` assurdo.
Anziche´ tentare una simile definizione, rimpiazzero` il quesito con un altro
che e` ad esso strettamente legato, e che e` espresso in termini relativamente
privi di ambiguita`.384
E` difficile immaginare un incipit piu` calzante per una “Rivista quadri-
mestrale di Psicologia e Filosofia”: una questione filosofica a proposito di un
legame possibile tra le macchine e l’intelligenza, viene modificata e trasfor-
mata per evitare che un tentativo di risposta ad essa, possa venir inficiato, o
reso inattendibile, dalle definizioni d’uso comune dei termini che il problema
chiama in causa, e quindi, in ultima analisi, dall’atteggiamento psicologico
verso di essi.
La trasformazione del problema che Turing ha in mente, passa attraverso
la descrizione di un gioco che si svolge tra tre individui: ‘A’, un uomo, ‘B’,
una donna e ‘C’, che puo` essere invariabilmente dell’uno o dell’altro sesso, che
ha il ruolo di “interrogatore”. Si tratta di una versione riveduta e corretta
del modello descritto nel 1948.
Al fine di garantire la correttezza della partita, i tre vengono posti in
stanze separate che sono messe in collegamento mediante qualche apparec-
chio che, pur consentendo a ‘C’ la possibilita` di porre domande e ad ‘A’ e
‘B’ di rispondere, impedisce che cio` avvenga attraverso un dialogo diretto, o
qualsiasi altra forma di comunicazione, che permetta a ‘C’ di svelare i gio-
catori in un modo diverso dalla semplice deduzione sulla base delle risposte
date. Lo scopo del gioco, infatti, consiste nell’indovinare, da parte di ‘C’,
chi tra i due giocatori (X e Y, dal suo punto di vista) sia l’uomo (cioe` ‘A’) e
chi la donna (‘B’). La difficolta` consiste essenzialmente nel fatto che il ruolo
che Turing assegna ad ‘A’ e` esclusivamente quello di trarre in inganno ‘C’,
fingendo di essere la donna (da qui il nome del gioco, che Turing chiama
“Gioco dell’Imitazione”).
Gia` la semplice descrizione dell’esperimento, consente una prima riformu-
lazione del problema di partenza:
Poniamo adesso l’interrogativo, ‘Cosa succedera` se una macchina dovesse
prendere la parte di A nel gioco?’ Rispondera` l’interrogatore in modo errato
lo stesso numero di volte quando la partita venga giocata in questo modo
384[Tur50], p. 433.
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[cioe` con una macchina al posto di A], rispetto al caso in cui la partita si
svolga tra un uomo e una donna? Questi interrogativi sostituiscono quello
di partenza ‘Puo` una macchina pensare?’385
Il problema della liceita` di una simile sostituzione, aleggia sullo sfondo
dei paragrafi immediatamente successivi al primo, nei quali Turing e` impe-
gnato soprattutto a sottolineare i vantaggi del nuovo quesito mostrando la
praticabilita` dell’esperimento.
Esso, infatti, permette di tracciare “una linea netta tra le capacita` fisiche
e intellettuali di un uomo”, cos`ı da isolare gli aspetti veramente essenziali
del problema dell’intelligenza (seppure attraverso il criterio dell’imitazione),
ed escludendo parimenti quelli inessenziali: nel selezionare le macchine per il
gioco dell’imitazione, si potra` in particolare disinteressarsi della necessita` di
costruire una macchina che sia visivamente simile ad un essere umano.
Un secondo vantaggio, e` invece rappresentato dal fatto che, potendo l’in-
terrogatore spaziare su tutto lo scibile umano, si vengono cos`ı a riequilibrare
i reciproci limiti dei giocatori: “[n]on vogliamo penalizzare la macchina per
la sua incapacita` di spiccare in una competizione di bellezza, ne´ penalizzare
un uomo per il fatto di uscire sconfitto da una gara contro un aeroplano”386.
Ma la sostituzione del quesito di partenza con quello relativo al Gioco
dell’Imitazione, consente a Turing, piu` di ogni altra cosa, di individuare con
precisione il tipo di macchina che e` maggiormente adatta a prendere parte
all’esperimento ideato dal matematico britannico. Si tratta infatti di “calco-
latori digitali”, dei quali, nel passarne in rassegna le caratteristiche principali,
Turing tiene a sottolineare soprattutto tre proprieta`: (i) il fatto che “queste
macchine sono concepite per eseguire ogni operazione che potrebbe essere
portata a termine da un calcolatore umano”387 (sono cioe` equivalenti reali
delle macchine di Turing astratte), e per tale motivo sembrano possedere
un requisito essenziale per partecipare ad un gioco che consiste nell’imita-




388La frase che segue quella citata in precedenza, recita: “[s]i suppone che il calcolatore
umano segua regole fissate; egli non ha alcuna autorita` per sovvertirle in alcun caso”. La
proprieta` indicata da Turing e` dunque una conseguenza della Tesi da lui formulata fin dal
1937: in quanto tale, essa si riferisce alla completa capacita` imitativa dei calcolatori, per
porre la questione nei termini del lavoro che si sta prendendo in esame, rispetto ad un
individuo che esegua una qualsiasi operazione di calcolo, ma non, ovviamente, qualsiasi
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questo tipo di macchina e` completamente deterministico nel senso che “una
conoscenza ragionevolmente accurata dello stato [del calcolatore] in un certo
istante, consente una conoscenza ragionevolmente accurata [di esso], qualsiasi
numero di passi seguenti”; (iii) la predicibilita` pressoche´ assoluta del com-
portamento di un calcolatore digitale, e` all’origine dell’ulteriore vantaggio
rappresentato dalla loro universalita` (la proprieta` di poter ‘imitare’ ogni altra
macchina discreta), la quale consente di guardare alla decisione di confinare
l’attenzione a macchina di questo tipo, come ad una restrizione irrilevante.
Sulla base delle precisazioni suddette, Turing puo` cos`ı formulare il proble-
ma destinato a sostituire il quesito ‘Puo` una macchina pensare?’ in termini
assolutamente “privi di ambiguita`” (laddove invece la precedente trasforma-
zione conteneva ancora il riferimento generico ad una ‘macchina’, non ben
specificata, che prendesse parte al Gioco dell’Imitazione):
Si fissi l’attenzione su un particolare calcolatore digitale C. E` vero che
modificando questo calcolatore in modo che esso sia dotato di una memo-
ria sufficiente, migliorandone opportunamente la velocita` di esecuzione, e
fornendolo di un programma appropriato, C puo` essere messo in grado di
giocare in modo soddisfacente la parte di A nel gioco dell’imitazione, qualora
la parte di B fosse presa da un uomo?389
Si noti che, tenendo presente come il compito dei due giocatori che pren-
dono le parti di A e B non sia mutato (resta quindi quello, per A, di far
finta di essere una donna, per B di aiutare l’interrogatore a fare la scelta
giusta), in quest’ultima versione il gioco puo` essere detto ‘dell’imitazione’ in
un duplice senso: non solo perche´ il giocatore che prende il posto di A (cioe`
la macchina) deve far finta di essere una donna, ma perche´ essendo il posto
di B preso da un uomo, cioe` un individuo di sesso maschile, anch’egli non
puo` che fare la stessa cosa. In questo senso letterale, all’interrogatore non
rimane alcuna risposta corretta: o egli indica la macchina, credendo che sia
la donna, oppure, con lo stesso convincimento, sceglie l’uomo.
Tuttavia, in questo stesso senso, il gioco equivale, per le finalita` preposte
da Turing, al precedente: esso consente di ravvisare le capacita` imitative
della macchina, desumendole sulla base delle risposte dell’interrogatore, e
di confrontarle direttamente con quelle di un uomo, essendo questi il suo
avversario (laddove la prima trasformazione sembrava alludere alla necessita`




l’altra con la macchina, e confrontare, nei due casi, il numero di risposte
scorrette dell’interrogatore).
Appare lecita, comunque, un’interpretazione che segua meno alla lettera
i passaggi operati da Turing (una lettura che sembra essere piu` in linea
con l’odierna interpretazione del Test di Turing), e che consenta tuttavia
di far emergere meglio il senso della trasformazione proposta del problema
originario: il gioco si svolge, alle condizioni ‘ambientali’ indicate da Turing,
tra un essere umano e una macchina; ad essi viene dato un compito che
si suppone necessiti una qualche forma di intelligenza; l’interrogatore da` la
risposta esatta solo nel caso in cui individui correttamente, sulla base delle
risposte ai quesiti da lui sollevati, l’uomo e la macchina.
3.3.2 Macchine che imparano
E` opportuno considerare il contributo di Turing del 1950 alla luce di un com-
mento di Robin Gandy, una figura che fu, oltre che un allievo del matematico
britannico, legato al Nostro da un rapporto di amicizia:
L’articolo del 1950 non si proponeva tanto di dare un contributo profondo
alla filosofia, quanto di fare della propaganda. Turing riteneva che i tempi
fossero maturi perche´ filosofi, matematici e scienziati prendessero sul serio
l’idea che i calcolatori non sono solo macchine per calcolare, ma entita` capaci
di esibire comportamenti che dobbiamo considerare intelligenti. Cerco` di
diffondere questa convinzione e scrisse questo articolo - a differenza dei suoi
articoli matematici - rapidamente e prendendoci gusto. Lo ricordo mentre
mi leggeva dei brani - sempre con un sorriso sulle labbra, a volte frenando
una risata. Alcuni commenti che ho avuto modo di leggere sovraccaricano
questo articolo di significati rispetto alle intenzioni iniziali.390
L’invito di Gandy a non dare un peso soverchio a certe riflessioni da parte
di Turing, non puo` pero` essere una scusa per negare le evidenti similitudini
tra le considerazioni del contributo del 1950 e quelle svolte nei lavori che si
sono presi in esame in precedenza.
Ne´ puo` essere un alibi per sottacere la posizione di Turing a proposito del
quesito posto sulle capacita` dei calcolatori digitali, opportunamente modifi-
cati, di prendere parte in modo soddisfacente al Gioco dell’Imitazione (una
posizione, peraltro, decisamente moderata - sintomo certo di un’inossidabile
integrita` scientifica - nonostante gli scopi propagandistici del lavoro dei quali
parla Gandy). Il passo succitato, anzi, sembra fornire un sostegno all’idea di
390[Gan96], p. 125.
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misurare cio` che esattamente Turing sottoscrisse in quell’occasione, piuttosto
che abbandonarsi a speculazioni che ne tradiscano lo spirito.
Tanto piu`, che se la ‘questione dell’intelligenza’ viene riformulata da Tu-
ring in termini piu` definiti, altrettanto precisa e priva di ambiguita` appare
essere la sua congettura riguardo agli esiti dell’esperimento da lui proposto:
Credo che in un lasso di tempo di cinquant’anni, sara` possibile pro-
grammare calcolatori con una capacita` di memoria di circa 109, che possano
prendere parte al gioco dell’imitazione in modo cos`ı capace da non lasciare
ad un interrogatore esperto piu` del 70 per cento di possibilita` di fare l’iden-
tificazione corretta dopo cinque minuti di domande. La questione originaria,
‘Puo` una macchina pensare?’, la considero troppo priva di significato per
essere meritoria di una discussione. Tuttavia, credo che alla fine del secolo
l’uso terminologico e l’opinione comunemente diffusa si sara` mutata al pun-
to tale che si potra` parlare di macchine pensanti senza aspettarsi di venire
contraddetti.391
Lasciamo volentieri ad altri il compito di giudicare quanto le aspettative di
Turing trovino un riscontro effettivo negli sviluppi tecnologici contemporanei.
Ci limitiamo a sottolineare come egli sia estremamente prudente nel de-
scrivere le capacita` dei calcolatori digitali alla prova del Gioco dell’Imitazione
(la percentuale sarebbe ad avviso di Turing ancora largamente a sfavore delle
macchine, e c’e` da aspettarsi che lo sarebbe anche in misura maggiore con
un interrogatorio piu` lungo), e come questa prudenza si accompagni, come
risulta in modo chiaro dal prosieguo del passo, ad una consapevolezza del
fatto che certe ipotesi, talvolta anche le meno ortodosse, possono rivelarsi
inaspettatamente fruttuose per la ricerca scientifica:
Credo inoltre che non si serve alcuna causa utile nel nascondere simili
convinzioni. L’immagine popolare che gli scienziati procedano inesorabilmen-
te da fatti ben stabiliti a fatti ben stabiliti, senza essere influenzati da nessuna
congettura non dimostrata, sia abbastanza sbagliata. Data una chiarifica-
zione di quali siano i fatti e quali le congetture, nessun danno puo` risultare.
Le congetture sono di grande importanza dal momento che suggeriscono utili
linee di ricerca.392
Cio` contribuisce, crediamo, a ‘neutralizzare’ ulteriormente le riflessioni di
Turing (rispetto ad un intento platealmente propagandistico), e a renderle,




Si diceva delle similitudini con i testi analizzati precedentemente. Queste,
emergono soprattutto nella parte successiva del lavoro, nella quale Turing
offre tanto un’analisi di alcune delle posizioni avverse alla propria, quanto
alcune argomentazioni a sostegno dei convincimenti da lui espressi. Trat-
tandosi di luoghi nei quali gli elementi ‘folkloristici’ del lavoro di Turing dei
quali parla Gandy emergono in misura maggiore, ci limitiamo a scegliere quei
passi che ci paiono essere i piu` rilevanti.
Primo fra tutti, quello nel quale Turing affronta, ancora una volta, l’ “obie-
zione matematica”, e cioe` l’idea che certi teoremi logici indichino l’impossi-
bilita`, per le macchine, di esibire un comportamento intelligente.
Le novita` sono due: una consiste nel fatto che Turing decida di proporre
una versione dell’argomento che fa uso del proprio risultato relativo all’esi-
stenza di problemi indecidibili mediante una macchina di Turing, motivando
la scelta sulla base del fatto che questo risultato “e` il piu` conveniente da
considerare, dal momento che si riferisce direttamente a delle macchine, lad-
dove gli altri possono essere usati solo in argomenti indiretti al confronto di
questo”393; l’altro fatto nuovo, emerge invece dalle risposte all’obiezione che
Turing formula, e che sembrano risentire delle condizioni (quelle del Gioco
dell’Imitazione) alle quali il confronto tra uomo e macchina si svolge.
Il passo cruciale recita:
Il risultato in questione si riferisce ad una macchina che e` in sostanza un
computer digitale con una memoria infinita. Stabilisce che ci sono certe cose
che una macchina di questo tipo non puo` fare. Se questa fosse messa a punto
per dare risposte a determinate domande come nel gioco dell’imitazione, ci
sarebbero certi quesiti rispetto ai quali o fornirebbe la risposta sbagliata, o
non fornirebbe alcuna risposta per quanto tempo gli venisse concesso per dar-
la. [. . .] Le domande su cui sappiamo che la macchina deve commettere degli
errori sono del seguente tipo, “Considera la macchina specificata nel modo
seguente . . . . Rispondera` mai questa macchina ‘Si’ ad una certa domanda?”.
I puntini devono essere rimpiazzati dalla descrizione standard di una qualche
macchina [. . .]. Se la macchina descritta sta in una relazione relativamente
semplice con la macchina a cui e` rivolta la domanda, e` possibile dimostrare
o che la risposta e` sbagliata o che essa non arrivera`. Questo e` il risultato
matematico: si suppone che esso dimostri un’incapacita` delle macchine alla
quale non e` soggetta la mente umana.394





Indichiamo infatti conM la macchina (universale) che partecipa al Gioco
e che e`, quindi, sottoposta alle domande dell’interrogatore. Essa non e` dun-
que altro che (o contiene in se) un dispositivo M(x, y) tale che M(m,n) = SI
ogni qual volta l’m-esima macchina (in un qualche ordinamento) risponde SI
all’n-esimo quesito (in una qualche enumerazione o codifica), ossia (per ogni
m,n ∈ N):
Mm(n) = SI⇒ M(m,n) = SI
La macchina che “sta in una relazione semplice” con M, e` allora banal-




NO, se M(n, n) = SI
SI, altrimenti
Supponiamo che esista una descrizione d (in una codifica standard) per
DM(x). La domanda critica e` allora quella rappresentata dalla coppia (d, d),
dal momento che, per definizione di DM:
M(d, d) = SI⇒ DM(d) = NO
mentre, per definizione di DM e M:
M(d, d) = NO⇒ DM(d) = SI⇒ M(d, d) = SI
Dal che´ si deve concludere o che, nell’un caso, M puo` fornire risposte
sbagliate, oppure, volendo mantenere l’ipotesi di correttezza, che puo` anche
non offrire alcuna risposta per certi input.
Interpretazione del passo a parte, si e` gia` sottolineato come la reazione
di Turing all’obiezione avanzata vada letta, per essere meglio compresa, alla
luce della situazione che si viene a determinare con il Gioco dell’Imitazione.
La risposta di Turing si articola infatti in tre parti. In primo luogo,
egli sottolinea come, anche supponendo che la suddetta obiezione mostri una
limitazione delle macchine (cioe` dei calcolatori digitali), “si e` soltanto af-
fermato, senza alcuna sorta di dimostrazione, che nessuna limitazione dello
stesso stesso tipo si applichi all’intelletto umano”. A cio`, Turing aggiunge il
fatto che alla sensazione di superiorita` proveniente dal sapere come indurre
in errore la macchina, non deve essere assegnata troppa importanza: “[n]oi
stessi diamo troppo spesso risposte sbagliate alle domande, per essere giusti-
ficati nel sentirsi rincuorati di fronte alla manifesta fallibilita` delle macchine”.
Egli conclude infine, appellandosi all’infinita perfettibilita`, rispetto al quesito
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critico, delle macchine, osservando che “[. . .] la nostra superiorita` puo` essere
giustificata in una simile occasione in relazione alla macchina rispetto alla
quale si e` messo a segno il nostro insignificante trionfo. Non ci sarebbe mo-
tivo di gridare alla sconfitta di tutte le macchine simultaneamente. In breve,
ci puo` essere un uomo piu` in gamba di una certa macchina, ma ci potrebbero
essere macchine ancora piu` in gamba, e cos`ı via.”395.
Stando a come l’interrogazione dei due giocatori avviene nel corso del
Gioco dell’Imitazione, sembra voler dire Turing, l’incapacita` di una macchi-
na a fornire una risposta (o a fornire una risposta invariabilmente corretta)
in relazione a certi quesiti, potrebbe non svolgere un ruolo decisivo: per-
che´ bisogna intanto essere certi che il contendente umano sia in grado di far
meglio (e non c’e` alcuna dimostrazione che cio` valga in ogni caso); perche´
anche nel caso di una risposta scorretta da parte della macchina, questa po-
trebbe essere equilibrata, agli occhi dell’interrogatore, dagli errori commessi
dall’altro giocatore; perche´, infine, la ‘vittoria’, al gioco, con la macchina in
questione, non comporta che non si possa costruire una macchina diversa, e
piu` potente, con la quale ‘sconfiggere’ il vincitore della ‘partita’ precedente.
Se si escludono le novita` di cui si e` detto, la disamina dell’“obiezione
matematica” non si discosta tuttavia in modo decisivo dai commenti relativi
ad essa contenuti negli altri lavori che si sono in presi in esame. Qualche
indicazione in piu` rispetto a questi ultimi, la si ricava dalle risposte ad altre
possibili obiezioni che Turing considera.
Un caso, e` quello dell’“argomento della coscienza”, che sembra toccare
la questione delle eventuali implicazioni filosofiche insite nella trasformazio-
ne del problema iniziale. Si sara` notato che, infatti, se vista in relazione al
quesito originario sulle macchine e l’intelligenza, la scelta di Turing di consi-
derare come equivalente il problema legato al Gioco dell’Imitazione, potrebbe
far nascere il sospetto di uno sfondo di tipo ‘comportamentista’ dietro di es-
sa: la sostituzione e` legittima cioe`, proprio perche´ ‘essere intelligenti’ non
significa altro che ‘esibire un comportamento intelligente’.
Dietro l’affermazione che “[n]essun meccanismo potrebbe provare (e non
meramente segnalare artificialmente, un facile espediente) piacere per i pro-
pri successi, dolore quando le proprie valvole fondono, essere gratificato dal-
l’adulazione, essere infelice per i propri errori, essere affascinato dal sesso,
arrabbiarsi o essere depresso quando non riesce ad ottenere cio` che vuole”,
c’e` dunque una vera e propria confutazione della validita`, nel senso di fedelta`
395Ibid., p. 445.
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al quesito d’origine, del Gioco di Turing: “l’unico modo per mezzo del quale
si potrebbe essere essere sicuri che una macchina pensa, sarebbe essere la
macchina e sentire se stessi pensare”396.
In risposta a quest’obiezione, Turing nota, innanzi tutto, come una simi-
le posizione possa facilmente essere ricondotta ad una forma di solipsismo,
probabilmente inaccettabile anche per i sostenitori di una simile tesi, dalla
quale discende che, non solo con le macchine, ma persino di fronte ad un uo-
mo, si dovrebbe essere portati ad accettare il fatto che anch’egli pensa solo
per averlo provato in modo diretto. Si sarebbe cos`ı condotti ad assumere,
insieme al fatto che le macchine non pensano, che, in questo, esse non sono
affatto diverse da ogni altro essere vivente.
Ma al di la` di questo facile esercizio retorico di critica filosofica, rimane
cio` che Turing dice per concludere la disamina di quest’obiezione:
Non vorrei dare l’impressione di pensare che non esiste alcun mistero
riguardo alla coscienza. C’e`, ad esempio, qualcosa di paradossale legato ad
ogni tentativo di localizzarla. Ma non penso che questi misteri debbano
necessariamente essere risolti prima che si possa rispondere alla questione
che e` all’attenzione di questo articolo.397
L’affermazione di Turing, ci permette dunque di sgombrare il campo dal
sospetto che, dietro l’abbandono del quesito originario e la proposta di so-
stuirlo con l’indagine sulle possibilita` delle macchine di partecipare profi-
cuamente al Gioco dell’Imitazione, vi sia alcun impegno, non solo di tipo
comportamentista, sulla natura della coscienza: l’idea di Turing riflette piut-
tosto la volonta` di confinarsi ad un obiettivo praticabile (e soprattutto scien-
tificamente misurabile), lasciando fuori tanto pregiudiziali di partenza qual-
sivoglia, quanto assunzioni concettuali che, a suo dire, non risulterebbero
comunque decisive.
Lo stesso spirito, permea la risposta di Turing ad un’obiezione ulteriore,
secondo la quale l’idea di una macchina intelligente sarebbe implausibile per
il fatto che non e` possibile dare un insieme finito di regole che ci permettano
di descrivere le reazioni ed il comportamento che un essere umano dovrebbe
avere in ogni circostanza concepibile.
La stessa osservazione, nota Turing, permette di formulare un argomento




forma di un’inferenza stringente398: “Se ogni uomo avesse un insieme di regole
di condotta ben definito mediante le quali egli organizza la propria vita, non
sarebbe migliore di una macchina. Ma non esistono tali norme, quindi gli
esseri umani non possono essere macchine”399.
La risposta che il Nostro elabora, si basa su una distinzione tra “regole
di condotta”, ossia quei precetti che sono alla base delle nostre decisioni
(l’esempio di Turing e` quello di una regola del tipo “Fermati quando vedi
la luce rossa”), e “leggi di comportamento”, cioe` “le leggi di natura cos`ı
come sono applicate al corpo umano”. E` opinione di Turing che l’inferenza
di poc’anzi, possa venir vista come “non piu` insuperabile” se a ‘regole di
condotta’ vi viene sostituita l’espressione ‘leggi di comportamento’:
Non possiamo tuttavia convincerci altrettanto facilmente dell’assenza di
leggi di comportamento cos`ı come e` possibile fare con le regole di condotta.
L’unico modo che conosciamo per scoprire tali leggi e` l’osservazione scien-
tifica, e non conosciamo certamente circostanze alle quali potremmo dire,
‘Abbiamo cercato abbastanza. Non esistono tali leggi’.400
La prospettiva che si apre, e` dunque quella di una ricerca scientifica po-
tenzialmente infinita, ma che, proprio per tale motivo, non consente alcuna
speculazione sui suoi esiti. Su questa base, si puo` quindi comprendere me-
glio, tanto la prudenza di Turing nel delineare le proprie previsioni (anche in
relazione al modesto proposito relativo al Gioco dell’Imitazione) e le proprie
convinzioni profonde, quanto la decisione nel sostenere la praticabilita` del
progetto, cos`ı ambizioso nelle sue conseguenze.
Ma, soprattutto, se di ricerca scientifica si tratta, quello che si puo` cer-
tamente fare con minori remore, e` chiarirne le direttrici fondamentali. E` a
questo che Turing dedica il paragrafo conclusivo dell’articolo, sulla base di
spunti che ci sono gia` noti.
Torniamo per un attimo alla previsione del matematico britannico: per
la fine del novecento sara` possibile programmare un calcolatore digitale che
possa partecipare al Gioco dell’Imitazione in un modo ragionevolmente sod-
disfacente. Quello che di rilevante c’e` in questa prospettiva e` il fatto che essa
si riferisca a dispositivi che sono la controparte pratica di macchine di Turing:
cio` vuol forse dire che, in contrasto con quanto siamo venuti sottolineando
398Si tratta davvero di un’inferenza stringente? L’analisi logica di essa fa piuttosto




commentando gli altri scritti di Turing, e` a questo modello, cos`ı come esso
e`, che si deve guardare?
Le osservazioni conclusive di [Tur50] fanno riemergere i due aspetti che
si erano messi in evidenza precedentemente, ossia il ruolo essenziale di una
qualche forma di addestramento che richiami il processo educativo da un
lato, e la necessita` di abbandonare il paradigma delle macchine di Turing
tout court dall’altro.
“Anziche´ cercare di produrre un programma che simuli la mente adulta”,
si legge, “perche´ piuttosto non tentare di produrne uno che simuli quella del
bambino?”401.
La convinzione di Turing e` che cio` possa rappresentare il punto di partenza
migliore per l’indagine che si vuole intraprendere:
Se [il programma-bambino] fosse soggetto ad un processo educativo op-
portuno si otterrebbe il cervello di un adulto. Presumibilmente il cervello del
bambino e` qualcosa di simile ad un taccuino cos`ı come lo si compra in car-
toleria. Pochi meccanismi e molte pagine bianche. [. . .] La nostra speranza
e` che vi siano cos`ı pochi meccanismi nel cervello del bambino che qualcosa
di simile possa essere programmato con facilita`. La quantita` di lavoro da
svolgere nell’educazione si puo` assumere, in prima approssimazione, essere
la stessa necessaria per il bambino umano.402
Con questa premessa, che, come gia` in [Tur48], suddivide il compito in
due parti ben precise, la costruzione di una ‘macchina infantile’ e la messa
a punto di un addestramento che ricalchi da vicino quello a cui e` soggetto
l’essere umano nel corso della propria vita, l’abbandono del paradigma delle
macchine di Turing avviene in almeno due sensi.
In primo luogo, perche´ anche qualora risultasse opportuno associare al
programma in preparazione qualcosa di analogo ad un vero e proprio sistema
formale, l’accento dovra` essere posto soprattutto sul valore euristico dei passi
inferenziali:
Perche´ ad ogni stadio nell’uso di un sistema logico, c’e` un grande numero
di passi alternativi, ognuno dei quali e` lecito fin tanto che si presta attenzione
all’obbedienza alle regole del sistema. Queste scelte fanno la differenza tra un
ragionatore brillante e uno pedante, non tra uno corretto e un’altro fallace.403
La costruzione del sistema formale, insomma, dovra` essere fatta in mo-





[Tur39] di costruire dimostrazioni matematiche ineccepibili, non necessaria-
mente “soddisfi il piu` rigoroso tra i logici”404.
In un secondo senso, il tipo di macchina al quale si deve pensare affinche´
il processo educativo possa risultare soddisfacente, non potra` piu` consentire
che l’‘insegnante’ incaricato di istruirla abbia una completa conoscenza del
suo stato in ogni momento, ed eserciti dunque la facolta` di predirne in modo
assoluto il comportamento.
“[Q]uesto e` chiaramente in contrasto”, sottolinea Turing, “con la proce-
dura normale nell’uso delle macchine per eseguire calcoli”405.
Ma e` pur sempre in accordo con un’immagine plausibile della ragione
umana:
Il comportamento intelligente consiste presumibilmente in un abbandono
del comportamento perfettamente disciplinato implicato nell’esecuzione di un
computo, ma di tipo piuttosto simile, che non da` vita ad un comportamento
di tipo casuale o a loop ripetitivi e inutili.406
3.4 Menti go¨deliane vs Macchine di Turing?
La terza nota sui risultati di indecidibilita` di Go¨del del 1972407 che si e`
esaminato nel §2.4.1 della prima parte, offre, alla luce della disamina di certi
lavori di Turing, la possibilita` di inserire in modo organico la valutazione
della posizione del matematico britannico nel quadro del presente lavoro.
Come forse si ricordera`, Go¨del riferisce in quella circostanza di un “errore
filosofico” da parte di Turing (contenuto nel §9 di [Tur36]) consistente nel-
l’idea che la mente umana non possa andare oltre le procedure meccaniche
di calcolo. Ad essa, Go¨del contrappone la propria concezione, secondo la
quale la mente umana e` “costantemente in evoluzione” e, per tale motivo,
essenzialmente non costruttiva.
Cosa possiamo dire, arrivati a questo punto, su tale contrapposizione?
Il confronto tra Go¨del e Turing, diviene particolarmente intrigante nel mo-
mento in cui si realizza, sulla base dei rispettivi contributi, come essi offrano
l’occasione di guardare alla problematica del rapporto tra menti e macchine






prende le mosse da una concezione della mente come costitutivamente distin-
ta da una macchina (di Turing), laddove il matematico britannico, ponendosi
nella prospettiva di voler dare vita ad un dispositivo meccanico che sia in gra-
do di esibire un comportamento intelligente, assume inevitabilmente, nella
diatriba, la parte delle macchine.
Tuttavia, proprio in quanto riteniamo che le posizioni di entrambi siano di
assoluto rilievo all’interno di un dibattito che si intende riprendere e appro-
fondire nei prossimi capitoli, non vogliamo limitarci a simili considerazioni di
carattere generale (che non sono comunque, come si vedra` al termine della
disamina, prive di un certo valore), quanto piuttosto affrontare la questione
in modo diretto, anche a costo di apparire fin troppo schematici.
Per chiarire se, ed in quali termini, con Go¨del e Turing si sia di fronte ad
una contrapposizione tra due punti di vista diametralmente opposti per cio`
che concerne la natura della mente umana, occorre, ci pare, rispondere ad
una serie di quesiti.
Il primo, come puo` forse apparire ovvio, e`: Go¨del era un anti-meccanicista?
Valgono in questo senso le sue stesse dichiarazioni esplicite al proposito.
Egli era un sostenitore dell’idea che l’attivita` della mente non potesse essere
ricondotta in modo esclusivo alla sola azione del cervello e delle sue parti,
che per Go¨del e`, a tutti gli effetti, una macchina. Si e` visto come questa
convinzione fosse per Go¨del uno dei pilastri sul quale basare la propria visione
della matematica, tanto da un punto di vista ontologico quanto da quello
epistemologico.
Se il primo passo si presenta come privo di complicazioni, piu` arduo ap-
pare invece trovare risposta alla domanda corrispondente relativa a Turing:
egli era forse un meccanicista?
La tentazione sarebbe di rispondere che s`ı, probabilmente lo era, per
quanto nei suoi lavori non sembra potersi riscontrare un’affermazione certa
ed indubitabile al proposito (sicuramente non altrettanto lampante come
le considerazioni di tipo opposto da parte di Go¨del). Tuttavia, i limiti di
una simile conclusione divengono palesi non appena si cerchi di approfondire
minimamente la questione.
Dicendo che Turing era un meccanicista, intendiamo con cio` che egli fosse
un sostenitore dell’idea che la mente fosse in un qualche senso equivalente ad
una macchina di Turing?
C’e` piu` di un motivo per rispondere negativamente ad un simile quesito.
Tale risposta, sarebbe infatti in linea con quanto emerge unanimemente dai
suoi lavori: sia da quello dedicato alle logiche ordinali, dove tra le conse-
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guenze dei teoremi di Go¨del, egli annovera la natura essenzialmente “non
costruttiva” della conoscenza matematica (nel senso dell’impossibilita` di ri-
durre ad un numero finito di regole l’apporto della facolta` intuitiva); sia dagli
scritti piu` tardi sul progetto di una macchina pensante, nei quali Turing par-
la esplicitamente della necessita` di abbandonare il modello delle macchine
astratte da lui definite, al fine di dare vita ad un dispositivo meccanico che
esibisca un comportamento intelligente.
Sia nei contributi logici che in quelli successivi, si riserva un ruolo essen-
ziale ai teoremi limitativi della logica ed ai risultati di Go¨del in particolare.
Non si profila dunque una contraddizione, ci si potrebbe chiedere, dietro il ri-
corso ai teoremi di incompletezza per sostenere l’ineliminabilita` dell’apporto
(non costruttivo) dell’intuizione, da un lato, e nel non vedere nelle impli-
cazioni di questi stessi risultati, riformulati come nell’ “obiezione matemati-
ca”, un ostacolo alla realizzazione del progetto di una macchina intelligente
dall’altro?
Si avrebbe gioco facile ad appellarsi proprio all’analisi di Go¨del delle im-
plicazioni dei risultati di indecidibilita` contenuta nella Gibbs Lecture, per
mostrare come non vi sia, di principio, alcuna contraddizione logica nei due
punti di vista: anche ritenendo che nessun sistema formale possa contenere
tutti i giudizi matematici di natura intuitiva, si potrebbe di contro argomen-
tare in favore, per riprendere la distinzione di Turing, della natura puramente
algoritmica dell’ingegnosita`, ossia della nostra capacita` di costruire dimostra-
zioni ineccepibili a sostegno di quanto intuito; da cio` e dai teoremi di Go¨del,
discenderebbe meramente l’esistenza di giudizi intuitivi per i quali non si e`
in grado di offrire alcuna prova.
Tuttavia, non v’e` dubbio che ci sia una differenza di contesto importante,
che pure si e` notato nel corso del capitolo, tra i due riferimenti ai teoremi
di incompletezza, essendo il primo, quello contenuto in [Tur39], di natura
fondazionale (l’ineliminabilita` dell’intuizione come impraticabilita` del pro-
gramma di Hilbert), ed il secondo, piu` legato ad un ambito di ricerca che
sta a meta` tra la matematica, l’informatica e la robotica. Cio` lo si intuisce
anche dalla risposta che Turing offre all’ “obiezione matematica” negli scritti
piu` tardi: l’idea delle macchine che sbagliano sembra pensata per rendere
il progetto di una macchina intelligente euristicamente plausibile, piuttosto
che fondazionalmente ineccepibile.
Proprio a tal proposito occorre fare una precisazione importante. Nel
corso della nostra disamina degli scritti di Turing, si e` piu` volte voluto sot-
tolineare l’importanza di quei passi nei quali ci e` parso di riconoscere un
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esplicito riferimento, da parte del matematico britannico, alla necessita` di
superare il paradigma delle macchine di Turing nel tentativo di dare vita ad
un dispositivo meccanico intelligente, cioe` in grado di ‘competere’ (come nel
caso del Gioco dell’Imitazione) con un essere umano.
E` chiaro che si potrebbe vedere in questo fatto in particolare, un elemento
del tutto ininfluente rispetto al problema sul quale ci stiamo al momento
interrogando, ossia il fatto se vi sia o meno, dietro il progetto di Turing, uno
sfondo concettuale di tipo materialistico o meccanicistico. Anzi, proprio le
osservazioni relative alle carenze del modello teorico, potrebbero indurre a
pensare che la ‘mossa’ di Turing, l’adeguamento euristico del modello delle
procedure effettive di computo, sia non solo, come si e` detto, ininfluente,
ma persino obbligata, rispetto ad un’interpretazione computazionale della
mente.
La questione, tuttavia, e` ugualmente meritevole di attenzione.
Intanto, perche´ quell’aspetto delle ricerche proposte da Turing e` estrema-
mente rilevante da un punto di vista storico: proprio i suggerimenti relativi
alle varie linee di ricerca che possono nascere traendo spunto da una rifles-
sione sullo sviluppo e sull’addestramento di un essere intelligente, fanno del
matematico britannico un padre fondatore riconosciuto di quel settore di in-
dagine, al quale contribuiscono le piu` disparate discipline, che e` noto come
Intelligenza Artificiale408.
Sotto un altro aspetto, invece, le considerazioni di Turing relative ai limiti
evidenti del modello rappresentato dalle funzioni calcolabili, sono importanti
proprio in quanto possono costituire, come si cerchera` di vedere meglio nel
prosieguo, una risposta di per se´ gia` esauriente a quel tipo di obiezioni al-
la tesi meccanicistica fondata su certi teoremi metamatematici. Argomenti
come l’“obiezione matematica” sono stati, infatti, variamente riproposti ed
elaborati (segno, certo, di una chiara lungimiranza da parte di Turing ad
individuarne, per primo, la rilevanza), per contrastare, gia` a livello teori-
co, proprio il fondamento delle ricerche nel campo dell’Intelligenza Artificia-
le. Risulta che, al di la` di fraintendimenti formali e ambiguita` concettuali
(aspetti ai quali e` dedicato il prossimo capitolo del presente lavoro), proprio
408Non abbiamo qui velleita` (ne´ saremmo peraltro capaci di dare seguito ad esse, se ne
avessimo) di ricostruire nel dettaglio lo stretto legame che e` possibile riconoscere tra i
progetti, spesso allo stato embrionale, ai quali Turing allude, e quelli realizzati in tempi
successivi. Un’analisi di questo genere, che cerca di mettere in relazione il contenuto degli
scritti tardi di Turing con le ricerche di H. Simon e A. Newell, e` quella contenuta, ad
esempio, in [Col97].
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abbandonando (in un senso da doversi precisare nel capitolo 5) il paradigma
logico al quale i risultati chiamati in causa si applicano, e` possibile contestare
la portata di simili argomentazioni. Cio` conduce, oltretutto, alla possibilita`
di arricchire in modo non banale la discussione sul rapporto menti/macchine.
Dunque, ci pare doveroso riconoscere che, se nel caso di Turing fossimo
di fronte ad un sostenitore di una concezione computazionale della mente
(un periodo ipotetico che, a nostro parere, e` d’obbligo), non avremmo a che
fare, tuttavia, ne´ con una posizione meritevole di accantonamento, ne´, in
ogni caso, con un punto di vista facilmente accantonabile.
Rimane comunque, per tornare alla questione della presunta contrappo-
sizione con Go¨del, la difficolta` di inquadrare con precisione la posizione di
Turing, al di la` dell’impressione, che si puo` sviluppare dalla lettura dei suoi
scritti, sulla presenza o meno di un simile sfondo concettuale. E una simile
difficolta` irrisolta, rende impraticabile, a nostro avviso, un confronto di me-
rito con Go¨del. All’origine della diversita` di vedute dei due, sembra esserci
soprattutto una differente prospettiva dalla quale essi affrontano problemi
indubitabilmente legati fra loro, e che ben emerge dall’esame dei contributi
piu` tardi di Turing se confrontati con la prospettiva go¨deliana di [Go¨d51]: do-
po l’indagine sulle logiche ordinali, quando il matematico britannico parla di
macchine e di intelligenza, egli non intende riferirsi, con questi termini, ad un
modello matematico astratto e a qualcosa che si predica, con consapevolezza
assoluta, della ‘ragione umana’.
Non ci pare neanche implausibile ritenere, a conferma di cio`, che, a certe
condizioni, Turing potesse persino condividere le conclusioni di Go¨del della
Gibbs Lecture, e finire per sostenere anch’egli l’idea che la mente umana superi
infinitamente le capacita` matematiche di una macchina astratta. Cio` sarebbe
vero, ad esempio, tenendo presente quanto Turing dice (piu` volte, nei suoi
scritti tardi) a proposito del fatto che “[n]essun uomo isolato contribuisce poi
molto al corpo delle conoscenze”409, e supponendo, ad un tempo, di intendere
con ‘mente umana’ il prodotto trascendentale di un’astrazione, che riassuma
gli sforzi dell’intera comunita` dei matematici.
Turing sembra pero` partire dal presupposto che nessuna limitazione teori-
ca possa avere invece alcuna rilevanza, quando si parla di una certa macchina
e di un certo individuo, e del problema di giudicare in modo obbiettivo le
differenze tra i due (da questo punto di vista, consideriamo l’idea alla base
del Gioco dell’Imitazione come estremamente significativa e affatto casuale).
409[Tur86], p. 105.
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A queste condizioni, infatti, non esiste teorema matematico che possa assi-
curare che, in ogni situazione possibile, l’individuo che si considera di volta
in volta sia sempre in grado di superare il calcolatore che si e` messo a punto.
Soprattutto, a queste condizioni, Turing sosterrebbe che si pone il proble-
ma dell’intelligenza in un modo che non e` meno rilevante della situazione
teorica e astratta che i teoremi di incompletezza, ad esempio, consentono di
esaminare.
E` in questo secondo senso, che egli aveva elaborato un progetto scienti-
fico di ricerca preciso, ma con labili connessioni di partenza con uno sfondo
filosofico sulla natura della mente umana.
Valga per tutte, l’analogia della “buccia di cipolla” alla quale egli ricorre
per spiegare in che senso la mente potrebbe rivelare, nella realizzazione del
progetto, la propria natura computazionale:
Nel considerare le funzioni della mente o del cervello troviamo certe
operazioni che siamo in grado di spiegare in termini puramente meccani-
ci. Diciamo che cio` non corrisponde alla vera mente: e` una sorta di buccia
che dobbiamo tirare via se vogliamo scoprire la vera mente. Ma poi in cio`
che resta scopriamo un’altra buccia da tirar via, e cos`ı via. Procedendo in
questo modo arriviamo alla ‘vera’ mente, oppure giungiamo ad una buccia
che non contiene nulla? In quest’ultimo caso la mente e` meccanica nel suo
complesso.410
Non c’e` quindi alcun bisogno di postulare alcunche´ al riguardo: la vera
natura della mente umana, sara` eventualmente una conseguenza dei risultati
acquisiti.
Tornando al confronto con Go¨del dal quale siamo partiti, si possono allora
ravvisare le condizioni per una distizione, con quest’ultimo, sul piano squi-
sitamente scientifico, laddove Go¨del, lo si e` visto nella prima parte, arrivava
ad immaginare la possibilita` di confutare scientificamente il meccanicismo,
come riducibilita` della mente al solo cervello, mentre Turing era disposto
quantomeno a lasciare aperta l’alternativa.
Ma non c’e´ vera e propria disputa filosofica, perche´ manca un impegno
preciso, in questo senso, da parte del matematico britannico.
Il contrasto con Turing di cui parla Go¨del, dunque, c’e`, se ci si mantiene ad
un livello generale, perche´ ad un certo disimpegno dell’uno su certe tematiche,
fanno da contraltare le prese di posizione esplicite dell’altro (a patto di tenere
presente il materiale del Nachlass go¨deliano dove esse compaiono con maggior
410[Tur50], p. 455.
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regolarita`). Ma questo conflitto non si riesce a renderlo piu` profondo, di
merito cioe`, oltre un certo limite: Turing, in buona sostanza, non era affatto
un filosofo.
E questa, tenendo presente quanto si e` concluso nella prima parte del





Lo scopo del presente capitolo e` quello di andare a vedere piu` da vicino
se, e come, sia possibile fare uso dei risultati limitativi della logica, ed in
particolare dei teoremi di Go¨del, per sostenere l’idea che la mente umana
non possa essere una macchina.
Prima di esaminare come quella possibilita`, che emerge gia` negli scritti
di Turing ma che abbiamo visto profilarsi anche in alcuni lavori dello stes-
so Go¨del, sia stata ripresa ed elaborata da autori come Lucas e Penrose,
vogliamo brevemente soffermarci sul problema posto dalla tesi meccanicista.
Che vi sia un problema di tipo terminologico dietro la posizione secondo
la quale e` possibile fornire, per usare una formula altrettanto generica ma
diversa da quella richiamata nel capoverso iniziale, una spiegazione compu-
tazionale dei processi razionali, lo si poteva intuire gia` dalla disamina della
posizione di Turing nell’ultimo paragrafo del capitolo precedente.
Con l’espressione ‘tesi meccanicista’ si intende infatti comunemente indi-
care un punto di vista secondo il quale, in un qualche senso, la mente umana
(o anche la ragione o l’intelletto), e` interamente riducibile ad un’attivita` di ti-
po meccanico. Il problema sta proprio nel precisare in quale senso si sostenga
una posizione del genere (o qualcosa di equivalente ad essa).
In prima approssimazione, infatti, si possono distinguere due significati
possibili:
1. in un primo senso, la mente e` riducibile ad una macchina nel senso
che il risultato della propria attivita` non puo` andare oltre quello di un
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dispositivo meccanico, anche se la mente non e`, materialmente, una
macchina (indichiamo questa posizione come un meccanicismo di tipo
estensionale);
2. altrimenti, si potrebbe ritenere che la mente umana sia riducibile ad una
macchina in quanto essa e`, a tutti gli effetti, un dispositivo meccanico,
seppur con le sue specificita`: le sue parti sono costituite da cellule,
neuroni, sinapsi, anziche´ valvole, circuiti o quant’altro (questa e` la
versione intensionale del meccanicismo).
Per quanto a prima vista diverse (propriamente, secondo la prima posi-
zione, la mente umana e` meccanizzabile, in linea teorica, laddove, sulla base
della seconda, essa e` meccanica nella pratica), le due forme di meccanicismo
non portano ad esiti opposti: se si sostiene la versione intensionale, si vorra`
forse concedere che sia possibile in effetti trovare un equivalente estensionale
della mente, se si ritiene invece che la formulazione estensionale sia quella
piu` plausibile, si potra` riconoscere che le differenze costitutive possano essere
messe in secondo piano perche´ inessenziali da un punto di vista pratico.
Quando il problema del meccanicismo si misura su di un piano logico, os-
sia in relazione a certi risultati dell’indagine metamatematica, occorre tenere
presente inoltre che si ha a che fare principalmente con una forma teorica
dell’ipotesi meccanicista, piuttosto che con una sua versione pratica: dicen-
do che la mente umana e` riducibile ad una macchina, non stiamo pensando,
con quest’ultimo termine, ad un oggetto sensibile (ad esempio ad un calco-
latore digitale), bens`ı a quel modello astratto rappresentato dalle macchine
di Turing.
Ad un primo sguardo, questa formulazione della tesi meccanicista pre-
senta il vantaggio di semplificare notevolmente la situazione. In un senso,
infatti, essa rende superflua la distinzione tra meccanicismo intensionale ed
estensionale: nessuno vorra` sostenere che la mente umana e` letteralmente
una macchina di Turing, bens`ı che per ogni operazione della mente (che non
sia necessariamente il calcolo di una funzione numerica), possiamo scrivere
una lista finita di istruzioni per arrivare allo stesso risultato (si avrebbe cos`ı
una sorta di ‘correlato cognitivo’ della Tesi di Church-Turing: tutto cio` che
la mente fa, e` Turing-computabile).
Appellandosi all’universalita` del modello matematico, poi, si avrebbe con
questa formulazione un modo semplice per passare rapidamente dal piano
pratico a quello teorico: se si riesce a dimostrare che per una data operazio-
ne della mente esiste una macchina in grado di eseguirla, possiamo concludere
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che, almeno in linea di principio, esiste una macchina di Turing in grado di
eseguire esattamente lo stesso compito. Per contrapposizione, possiamo, per
lo stesso motivo, ritenere implausibile di poter arrivare in pratica a costruire
un dispositivo meccanico per simulare le operazioni della mente, se si e` mo-
strato, facendo uso dei risultati limitativi, che non sussiste la possibilita` logica
che una macchina di Turing possa essere equivalente alla ragione umana.
Cio` non toglie che, come rivelano gia` le precedenti considerazioni ad un
simile livello ‘ingenuo’, certe distinzioni e la necessita` di precisare i termi-
ni della questione siano tutt’altro che secondarie. Questo fatto ben lo si
apprezza considerando proprio le posizioni al riguardo di Go¨del e Turing.
Per poter dire che Go¨del era anti-meccanicista, in quanto sostenitore del-
l’idea che la mente umana sorpassi le capacita` di una macchina di Turing,
occorre specificare che con ‘mente umana’ non si intende ‘cervello’, rispetto
al quale Go¨del era invece un meccanicista intensionale. Turing, dal canto
suo, era probabilmente anch’egli un anti-meccanicista teorico (nessuna mac-
china di Turing puo` contenere in se´ il frutto dell’attivita` intuitiva della mente
umana), pur essendo, c’e` da presumerlo almeno, un meccanicista sul piano
pratico: egli riteneva possibile produrre un dispositivo in grado di essere
scambiato per un ente dotato di intelligenza (dove il problema se esso sia,
in effetti, tale, verrebbe considerato come qualcosa di indeterminato, e di
indeterminabile su base scientifica).
Con questa premessa, intendiamo solo indicare alcuni temi che ci pa-
re importante vengano tenuti presenti in relazione all’analisi delle supposte
confutazioni della tesi meccanicista ispirata dai teoremi di indecidibilita`. Al-
cuni di essi, verranno ripresi e discussi nuovamente nel paragrafo conclusivo
del presente capitolo.
4.1 L’argomento go¨deliano di J. R. Lucas
Nel 1961 esce sulla rivista “Philosophy”, a firma del filosofo inglese J. R.
Lucas, un articolo dal titolo “Menti, macchine e Go¨del”411. Il contributo, si
ripromette di confutare il meccanicismo mostrando, attraverso il riferimen-
to decisivo ai teoremi di incompletezza, come “le menti non possano esse
spiegate come macchine”412.
411[Luc61].
412[Luc61], p. 43. NdA: le citazioni tratte dall’articolo di Lucas si riferiscono alla ristampa
del lavoro nella raccolta curata da A. R. Anderson, come recita la voce bibliografica.
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Sara` opportuno, prima di esaminare piu` a fondo gli snodi essenziali del-
l’analisi di Lucas, riprodurre innanzi tutto nella forma schematica di un’in-
ferenza, i passaggi che costituiscono cio` che e` divenuto noto in letteratura
come l’ “argomento di Lucas”, reso celebre dal vivace dibattito al quale esso
ha dato adito413:
(A) “Il [primo] teorema di Go¨del, afferma che in ogni sistema formale con-
sistente [e ricorsivamente assiomatizzabile] che sia sufficientemente po-
tente per riprodurre l’aritmetica elementare, ci sono formule che non
possono essere dimostrate-nel-sistema, ma che noi possiamo riconoscere
come vere.”414
(B) “Il teorema di Go¨del deve valere per macchine cibernetiche, poiche´ e`
nell’essenza dell’essere una macchina che essa sia una istanza concreta
di un sistema formale.”415
(C) “Segue [da (A) e (B)] che data una macchina consistente e capace di
eseguire l’aritmetica elementare, c’e` una formula che essa e` incapace di
produrre come vera [. . .] ma che noi possiamo vedere come tale.”416
(D) “Ne consegue che nessuna macchina puo` essere un modello completo
e adeguato della mente, che la mente e` essenzialmente diversa da una
macchina.”417
Tra i punti cruciali dell’argomentazione, vi e` la giustificazione della pre-
messa (A), che Lucas elabora nel modo seguente:
Essenzialmente, si considera la formula che dice, in effetti, “Questa for-
mula e` indimostrabile-nel-sistema”. Se questa formula fosse dimostrabile-
nel-sistema, si avrebbe una contraddizione: infatti, se fosse dimostrabile-
nel-sistema non sarebbe indimostrabile-nel-sistema, cos`ı che “Questa for-
413Tutto cio` nonostante che Lucas non sia stato affatto il primo ad elaborare l’argomento
in questione. A parte il caso di Turing, del quale si e` gia` avuto modo di dire, Smart,
nel suo [Sma61], propone una critica dell’argomento cos`ı come esso viene formulato da
P. Rosenbloom, in “Elements of Mathematical Logic” (Dover, 1950), a p. 208, da J.
G. Kemeny in “A Philosopher Look at Science” (van Nostrand, 1959), a p. 224, e da
E. Nagel e J. R. Newman nella loro monografia dedicata ai teoremi di Go¨del dal titolo






mula e` indimostrabile-nel-sistema” sarebbe falsa; allo stesso tempo, se fos-
se dimostrabile-nel-sistema non sarebbe falsa, bens`ı vera dal momento che
in un sistema consistente solo formule vere e nessuna falsa possono esse-
re dimostrabile-nel-sistema. Dunque, la formula “Questa formula non e`
dimostrabile-nel-sistema” non e` dimostrabile-nel-sistema ma indimostrabile-
nel-sistema. Inoltre, se la formula “Questa formula non e` dimostrabile-nel-
sistema” e` indimostrabile-nel-sistema, e` vero che la formula e` indimostrabile-
nel-sistema, quindi “Questa formula non e` dimostrabile-nel-sistema” e` ve-
ra.418
Al di la` di una indubbia osticita` di lettura del passo, non dovrebbe risul-
tare difficile ricostruire cio` che Lucas ha in mente con l’argomento (A)-(D).
Dato un sistema formale S che soddisfa le ipotesi dei teoremi di Go¨del (oppu-
re, equivalentemente, una “macchina cibernetica” adatta alla dimostrazione
di teoremi aritmetici), possiamo costruire un enunciato che noi riusciamo a
riconoscere come vero, laddove S non e` in grado ne´ di dimostrarlo, ne´ di refu-
tarlo. Poiche` facendo cio`, ‘trascendiamo’ le capacita` del sistema S (facciamo
qualcosa che S non e` in grado di fare), non possiamo essere (equivalenti a)
S419.
Il punto essenziale che si cela dietro il riferimento alla nostra capacita` di
‘trascendere’ ogni sistema formale che soddisfi le ipotesi dei teoremi di Go¨del,
lo si puo` spiegare in vari modi.
Quello che Lucas pare voler indicare, riferendosi alla verita` di cio` che ‘di-
ce’ l’enunciato indecidibile di Go¨del, sembra essere il seguente: dimostrando
il primo teorema di Go¨del si ricava in particolare che, per un dato S, c’e` un
enunciato GS indimostrabile; si ha quindi che l’enunciato ∀x¬DimS(x, dGSe),
418Ibid., p. 44.
419Si sara` notato che la giustificazione da parte di Lucas del passaggio cruciale del pro-
prio argomento, contenuta nel passo succitato, rivela apparentemente una confusione tra
la consistenza di un sistema formale (che equivale a dire che ‘nessuna formula falsa e` for-
malmente dimostrabile in esso’) e la correttezza del medesimo (‘tutto cio che si dimostra
in esso e` vero’). Curiosamente, una tendenza a confondere queste due proprieta` risulta ab-
bastanza frequente in questo genere di discussioni sui teoremi di Go¨del (alcuni dei passaggi
dubbi dello stesso tenore che si possono trovare nella discussione da parte di Penrose del-
l’argomento analogo da lui elaborato - cfr. [Pen96], p. 104 e segg - sono stati stigmatizzati
da Feferman in [Fef95]). La sorpresa nasce dal fatto che proprio i teoremi di incomple-
tezza offrono notoriamente l’occasione di chiarire bene la differenza tra le due nozioni: se
GS e` l’enunciato di Go¨del indecidibile in un sistema S, allora S ∪ ¬GS e` consistente, ma
1-inconsistente e dunque, essendo la 1-consistenza una forma debole di correttezza (come
e` noto, si dimostra che S e` 1-consistente sse e` corretto rispetto agli enunciati di tipo Σ01),
non e` corretto.
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che esprime questo fatto, e` vero420; ma questo stesso enunciato e`, per costru-
zione, logicamente equivalente a GS; dunque, quest’ultimo e` vero e indimo-
strabile in S421.
L’idea, e` quindi quella secondo la quale, per mezzo di un unico argomento
(la prova di Go¨del), si ricava tanto la verita` ai nostri occhi dell’enunciato
GS, quanto la sua indimostrabilita` in S. Dal che´ segue, che rispetto ad ogni
sistema formale entro il quale si sia in grado di eseguire un minimum di teoria
dei numeri elementare, un requisito irrinunciabile se si intende affermare in
relazione ad esso l’equivalenza con le capacita` matematiche della ragione
umana, possiamo esibire una verita` aritmetica che non fa parte dei teoremi
del sistema. Sulla base di una corrispondenza tra sistemi formali e macchine
(come recita la premessa (B) ), si puo` concludere che nessuna macchina e`
equivalente alla mente umana.
Quanto detto, dovrebbe bastare per comprendere quali potrebbero essere i
punti di forza di una simile argomentazione, qualora essa venisse riconosciuta
come ineccepibile: si sarebbe infatti in grado di presentare un argomento
che ha i requisiti del rigore, in quanto basato su un teorema logico (fatto,
questo, particolarmente rilevante proprio in quanto si intende confutare una
tesi filosofica), e dell’uniformita`, nel senso che quel teorema garantisce la
possibilita` di mostrare l’inadeguatezza di ogni sistema formale (che soddisfi
certi requisiti minimali).
Infatti, se si e` ‘trasceso’ S facendo riferimento (come nella nostra spiega-
zione di poc’anzi del passo di Lucas) al concetto di ‘verita`’ per il linguaggio
di S, che non e` formalizzabile in S stesso (almeno, non fino al punto tale da
poter dimostrare la verita` dell’enunciato GS), e se e` pur vero che la verita`
dell’enunciato indecidibile puo` essere desunta in un opportuno sistema S∗
che estende S (e nel quale sia possibile definire tarskianamente un predicato
di verita` per il linguaggio del sistema di partenza), e` anche vero che, per
420Ovviamente, indichiamo con DimS(x, y) il predicato primitivo ricorsivo di dimostra-
bilita` per S, che sussiste, cioe`, se e solo se x e` il codice di una dimostrazione la cui ultima
formula e` codificata da y.
421In questi termini, il riferimento alla sola ipotesi di consistenza di un sistema formale
puo` essere giustificato: l’argomento di Lucas sfrutta esclusivamente il fatto che l’enun-
ciato di Go¨del e` indimostrabile (e non il fatto che esso risulta essere anche irrefutabile),
che discende, appunto, dalla sola consistenza della teoria assiomatica. Come e` noto, la
consistenza di una teoria assiomatica equivale alla correttezza per la collezione di enunciati
di tipo Π01, ossia proprio della forma logica dell’enunciato indecidibile. In questo senso, e`
vero che un sistema consistente e` anche corretto.
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mezzo dello stesso argomento, si puo` dimostrare che c’e` un enunciato, GS∗ ,
indecidibile in S∗, che noi riconosciamo essere vero.
Il punto essenziale, come dimostrerebbe, iterata tale procedura, una simile
‘versione infinitaria’ dell’argomento di Lucas (perche´ non esiste estensione di
un sistema logico, o di un dispositivo meccanico, rispetto alla quale non si
abbia la possibilita` di applicare la medesima costruzione), e` che, a detta del
filosofo di Oxford, con i teoremi di Go¨del si dispone di uno strumento per
evidenziare, nella ‘partita filosofica’ con il meccanicista, i difetti della tesi
avversaria:
E` come un gioco. Il meccanicista ha la prima mossa. Egli fornisce un
- qualsiasi, ma definito - modello meccanico della mente. Io punto l’indice
su qualcosa che esso non e` in grado di fare, ma che la mente puo` fare. Il
meccanicista e` libero di modificare il suo esempio, ma ogni volta che lo fa,
ho il diritto di cercare i difetti del modello rivisto. Se il meccanicista riesce
ad esibire un modello rispetto al quale non sono in grado di scoprire alcun
difetto, la sua tesi e` stabilita: se non puo` non e` dimostrata; e dal momento
che - come risulta - egli non e` in grado [di fare cio`] in modo necessario, [la
sua tesi] e` refutata.422
Un’ampia parte del lavoro di Lucas, e` dedicata proprio a fugare ogni
dubbio che l’argomento da lui proposto non sia sufficiente a questo scopo.
A tal fine, egli si dedica all’analisi di due possibili obiezioni: (i) l’idea che
il modello al quale si applica l’argomento elaborato (le macchine di Turing,
sostanzialmente) sia euristicamente, prim’ancora che logicamente, inadegua-
to, e che, dunque, la forza dell’inferenza proposta dovrebbe essere misurata
rispetto a sistemi che permettano, in particolare, conclusioni per via non de-
duttiva; (ii) il fatto che i teoremi di incompletezza consentano in realta` una
conclusione ipotetica, se un sistema formale e` consistente allora l’enuncia-
to di Go¨del e` indecidibile: cio`, si potrebbe ritenere, sembra inficiare l’uso
categorico che, al contrario, Lucas fa, in (A)-(D), di quel risultato.
Riguardo alla prima possibile obiezione, Lucas e`, a dire il vero, estrema-
mente sbrigativo. Egli si limita infatti a sottolineare come la costruzione
di una macchina euristicamente plausibile “presenti delle difficolta`”. Essa
dovrebbe, in particolare, essere dotata di un meccanismo di selezione delle
congetture, ossia delle inferenze non deduttive, dal momento che non tut-
te le proposizioni indecidibili sono sullo stesso piano: nel caso ad esempio
dell’enunciato di Go¨del, la suddetta macchina dovrebbe essere in grado di
assumere, seppur in forma ipotetica, la verita` dell’enunciato indecidibile, ma
422Ibid., p. 50.
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non della sua negazione, la quale e`, sulla base dell’argomento proposto, fal-
sa seppur parimenti consistente con gli altri principi di base. Lucas ritiene
quindi che non sia affatto chiaro, come si possa ovviare alle difficolta` senza
adottare criteri di scelta puramente casuali.
La conclusione, e` quindi che o non si raggiunge la plausibilita` euristi-
ca voluta, oppure non si riesce affatto ad evitare gli effetti dell’argomento
go¨deliano:
In breve, comunque sia progettata una macchina, o essa procede in modo
casuale, o in accordo a regole definite. Fin tanto che essa procede casual-
mente, non riusciamo a smascherarla: ma la sua azione non sara` certo una
convincente parodia di un comportamento intelligente; fin tanto che il suo
modo di procedere segue regole definite, il metodo di Go¨del puo` essere usato
per produrre una formula che la macchina non e` in grado di asserire essere
vera per mezzo di quelle regole, mentre noi, essendo all’esterno del sistema,
possiamo riconoscerla come tale.423
L’obiezione fondata sull’ipotesi di consistenza, dalla quale dipende la pos-
sibilita` di applicare i teoremi di incompletezza, viene da Lucas interpretata
in un modo del tutto peculiare. Egli non si limita, infatti, come ci si po-
trebbe aspettare, a considerare l’obiezione che la consistenza sia un requisito
essenziale per l’uso dei teoremi di Go¨del che egli fa424. Piuttosto, egli sembra
aver in mente una posizione piu` complessa che utilizza il secondo teorema di
incompletezza425: poiche´ l’enunciato di Go¨del e` indimostrabile e vero solo se
il sistema in relazione al quale e` stato costruito e` consistente, occorre innan-
zi tutto accertare quest’ultimo fatto; ma sulla base del secondo teorema di
Go¨del, una prova di consistenza non puo` essere assoluta: si ha dunque che,
in ultima istanza, “la macchina e` consistente, supposto che lo siamo noi”426;
prima ancora che utilizzare il primo teorema di incompletezza per mostrare
che l’uomo non e` una macchina, occorrerebbe dunque far vedere che l’uomo e`
in grado di fare cio` che ad un sistema formale non e` consentito per il secondo
teorema di Go¨del: asserire la propria consistenza rimanendo consistente.
Cio` spiega perche´ Lucas prenda in esame tutta una serie di motivi per i
quali la mente umana non puo` essere inconsistente.
423Ibid., pp. 51-52.
424Banalmente, se si adotta il criterio di Lucas secondo il quale l’enunciato di Go¨del,
che ‘dice di se stesso’ di essere indimostrabile, e` vero in quanto si verifica cio` che esso
dice, si ricava che se il sistema e` inconsistente (e non si fanno restrizioni logiche) esso e`
dimostrabile e dunque falso.
425Cfr. Ibid., p. 52.
426Ibid., p. 52.
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Non lo e`, in primo luogo, perche´ per quanto anche localmente contraddit-
tori, gli esseri umani non lo sono al punto da poter sostenere che cio` carat-
terizzi il modo di procedere della mente: “[g]li esseri umani, per quanto non
perfettamente consistenti, non sono cos`ı inconsistenti da essere fallaci”427.
Una dimostrazione di questo fatto, e` ad esempio il modo con il quale si tende
ad evitare ogni forma di contraddizione.
Ma, per Lucas, non appare verosimile neanche l’idea, che taluni potreb-
bero sostenere a fronte del fatto che rifuggiamo dalle contraddizioni, che la
mente umana possa essere inconsistente, seppure provvista di una sorta di
‘regola d’arresto’ la quale, entrando in funzione ogni qual volta una contrad-
dizione si profila all’orizzonte di un ragionamento deduttivo, impedisce che
si giunga in effetti ad una tale conclusione:
Nessun credito vanta l’uomo che, abbastanza intelligente da vedere qual-
che mossa argomentativa avanti, evita di essere condotto a riconoscere la
propria inconsistenza, chiudendo le porte [ad essa] nel momento in cui egli
realizza dove andrebbe a finire il proprio argomento. Piuttosto, lo riteniamo
inconsistente ugualmente, non, in questo caso, per aver affermato e nega-
to la stessa proposizione, ma perche´ egli utilizza [certe regole di inferenza
per parte dell’argomento] e si rifiuta di usare [fermandosi] la stessa regola di
inferenza.428
Colui che voglia sostenere, in qualsiasi forma, l’idea che la conoscenza
umana potrebbe essere inconsistente, deve spiegare perche´, a detta di Lu-
cas, una simile ipotesi appaia del tutto in contrasto con la totale assenza di
tolleranza che mostriamo nei confronti di una qualsiasi contraddizione che
dovesse presentarsi in una data area del sapere. Questa stessa ragione, viene
opposta a quanti ritengano possibile che, per quanto inconsistente, la mente
umana lo sia in un modo cos`ı complesso da non aver ancora mostrato in mo-
do palese questa sua natura: “[s]iamo determinati a non essere inconsistenti,
e siamo risoluti ad estirpare l’inconsistenza, dovesse mai presentarsi”429.
Cio` e` sufficiente, secondo Lucas, per rigettare ogni tentativo di sfuggire
all’argomento go¨deliano per questa via:
Non solo possiamo in modo corretto dire semplicemente che sappiamo
di essere consistenti, a prescindere dai nostri errori, ma dobbiamo in ogni





siamo selettivi, non diremmo qualsiasi cosa e di qualunque genere, come fa-
rebbero invece delle macchine inconsistenti: ed infine possiamo, in un certo
senso, decidere di essere consistenti, nel senso che possiamo risolverci a non
tollerare contraddizioni nel nostro pensiero e nei nostri discorsi, e ad elimi-
narle, se esse dovessero manifestarsi, ritirando e cancellando un corno della
contraddizione.430
La critica dell’obiezione basata sul ruolo della consistenza nei teoremi di
incompletezza, e` il passaggio preparatorio per la conclusione di Lucas che
e` volto a completare la trasformazione del risultato di Go¨del in una vera e
propria tesi filosofica.
Dal fatto che l’enunciato indecidibile e` auto-referenziale, il filosofo in-
glese trae l’indicazione che la differenza tra le macchine, che sono “oggetti
inanimati”, e gli esseri umani, in quanto “esseri conscienti”, stia proprio nel-
l’incapacita` delle prime, e nella possibilita` dei secondi, di riflettere su se stessi
e sulla propria attivita`:
Una macchina puo` essere costruita per cos`ı dire per “considerare” la sua
stessa azione, ma non e` in grado di prendere questa “in considerazione” senza
diventare una macchina differente, cioe` la vecchia macchina con una “nuova
parte ” aggiunta. Ma e` qualcosa di inerente alla nostra idea di una mente
cosciente che essa possa riflettere su se stessa e criticare le sue stesse azioni,
e nessuna parte extra e` necessaria a fare cio`: essa e` gia` completa, e non
possiede alcun tallone d’Achille.431
L’idea alla base di questo passo e` il punto cruciale della conclusione del-
l’articolo di Lucas: nessuna macchina, la quale, come si puo` mostrare facendo
uso dei teoremi di incompletezza, non e` in grado di comprendere il pro-
prio funzionamento in modo soddisfacente, puo` essere equiparata alla mente
umana, che ha, dopotutto, nell’autocoscienza (come risulta dalla capacita` di
sfuggire, per contro, all’argomento go¨deliano) un suo punto distintivo.
Cio` e` vero al punto tale per Lucas, che una macchina che non cadesse
sotto gli effetti dell’argomento da lui elaborato non sarebbe essa stessa una
macchina: chiunque potesse vantare di aver dato vita ad un simile dispositivo,
condurrebbe non tanto a negare la valenza dell’argomentazione basata sui
teoremi di Go¨del, quanto piuttosto a ritenere “che egli abbia creato una






I teoremi di incompletezza, svolgono la funzione essenziale di permettere
l’individuazione di un confine preciso in questo senso. Non solo perche´, in
quanto risultati che si applicano ad ogni sistema formale (o macchina di Tu-
ring) ‘sufficientemente potente’, rivelano un limite essenziale di questi ‘oggetti
inanimati’; ma anche perche´, applicandosi solo ad essi, denotano l’elemento
discriminante di quanti, in quanto ‘esseri coscienti’, o meglio, ‘auto-coscienti’,
a quei risultati sfuggono.
4.2 Alcune osservazioni
Rispetto alla discussione introduttiva del capitolo, si sara` forse notato come
la disamina della tesi meccanicista in relazione a certi risultati limitativi del-
la logica, presenti due indubbi vantaggi. Il primo, consiste nella possibilita`
di dare una formulazione precisa di quella tesi: essa si riduce all’idea che vi
sia un sistema formale (o una macchina di Turing) la cui estensione, ossia
l’insieme dei teoremi (o degli output), coincide con quella della mente uma-
na. Sotto questo punto di vista, anche la tesi anti-meccanicista di Lucas puo`
essere indubbiamente formulata in modo chiaro: anche confinandosi ad un
sottoinsieme proprio degli enunciati di un linguaggio formale (la collezione
delle formule chiuse di tipo Π01), dato un qualsiasi sistema formale, consi-
stente, ricorsivamente assiomatizzabile e ‘contenente’ una certa quantita` di
aritmetica primitiva ricorsiva, c’e` un enunciato che risulta vero alla mente
umana e che e` indimostrabile (addirittura indecidibile) nel sistema.
Un secondo vantaggio lo si e` gia` ricordato in apertura di capitolo, e,
sebbene non sia menzionato in modo esplicito, sembra condizionare la di-
scussione di Lucas. Se si assume che una macchina di Turing e` in grado, in
linea di principio, di riprodurre, attraverso un’opportuna ‘programmazione’,
ogni operazione meccanica, non e` restrittivo limitarsi a considerare questo
modello astratto e matematicamente preciso: piuttosto, se esso dovesse ri-
velarsi inadeguato (nel senso estensionale suddetto) rispetto alla mente, si
dovrebbe coerentemente presumere che non puo` esserci dispositivo fisico in
grado di far meglio.
Detto questo, occorre certo vedere se si puo` ritenere l’argomentazione di
Lucas, e le sue considerazioni a latere, indiscutibilmente soddisfacenti.
Un primo aspetto di cui si deve tenere conto, e` il contesto nel quale la
posizione del filosofo inglese matura e che e` ben descritta, dallo stesso Lucas,
in un recente articolo retrospettivo sul proprio lavoro del 1961:
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Il mio articolo originario, “Minds, Machines and Go¨del”, fu scritto sul-
l’onda del lavoro di Turing uscito su Mind nel 1950, ed era stato concepito
per mostrare che la mente umana non e` una macchina di Turing. Perche´
dunque, non ho formulato l’argomento in termini del teorema di Turing, che
e` piu` facile da dimostrare e si applica direttamente alle macchine di Turing,
anziche´ del teorema di Go¨del, che e` cos`ı terribilmente difficile da dimostrare
e non si applica cos`ı direttamente o in maniera ovvia alle macchine? La
ragione e` che il teorema di Go¨del mi dava di piu`: esso solleva questioni rela-
tive alla verita` che riposa in modo evidente sulla natura della mente umana,
laddove il teorema di Turing non fa altrettanto; non solo si dimostra infatti
che l’enunciato Go¨deliano e` indimostrabile-nel-sistema, ma anche che esso
e` vero. [. . .] Il teorema di Turing, sebbene concluda con lo stesso risultato
negativo del teorema di Go¨del, che certi compiti non possono essere portati a
termini da un computer idealizzato, non raggiunge l’elemento positivo ulte-
riore che noi, in quanto agenti razionali, possiamo portare a termine proprio
il compito che al computer non riesce.433
Dunque, lo spunto per la critica al meccanicismo fu rappresentata dalla
lettura dell’articolo di Turing del 1950. Lucas, ritenne cioe` di potersi opporre
a Turing (supponendo che egli abbia voluto affermare una tesi di quel tipo),
riformulando l’ “obiezione matematica”, considerata dal matematico britan-
nico nel proprio contributo, utilizzando i teoremi di incompletezza piuttosto
che il teorema dell’arresto. Questo, per riuscire a mostrare ad un tempo, non
solo che c’e` qualcosa che una macchina di Turing non e` in grado di fare (di-
mostrare un certo enunciato Π01), ma anche che, su questo, la mente umana
esibisce il proprio carattere distintivo portando a termine il compito.
Non ci sarebbe quindi bisogno di alludere, come si e` visto fare Turing di-
scutendo la propria versione dell’ “obiezione matematica”, alla possibilita` del
matematico umano di scoprire nuove strategie dimostrative che lo potrebbe-
ro metter in grado di risolvere il problema della veridicita` dell’enunciato di
Go¨del, laddove invece una macchina e` costretta ad applicare sempre lo stesso
ciclo di operazioni: gia` la stessa dimostrazione dei teoremi di incompletezza
permette, secondo quanto sostiene Lucas, di concludere cio`. E rispetto a
questo fatto, a nulla varrebbero ovviamente le risposte elaborate al proposi-
to dallo stesso Turing, in particolare, quella relativa alla possibilita` di poter
dare vita a sistemi sempre piu` potenti.
Su questa conclusione, che ci pare essere implicitamente chiamata in causa
nel passo di Lucas succitato, occorre fare, a nostro avviso, due osservazioni.
La prima, consiste nel fatto che la posizione di Turing si comprende se
433Cfr. [Luc96], p. 103
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contestualizzata, come si e` cercato di chiarire nel capitolo precedente, allo
scopo che egli si era realmente ripromesso: mostrare la praticabilita` della
costruzione di una macchina che esibisse un comportamento intelligente (al
punto da essere scambiata, a certe condizioni, per un essere umano), senza
fare alcuna assunzione di tipo filosofico sull’intelligenza, o, tanto meno, sulla
natura della mente umana.
In secondo luogo, prima ancora di entrare nel merito del giudizio sulla
correttezza logica dell’argomento di Lucas, si dovrebbe notare che e` possibile
dare alle risposte di Turing una veste che permette loro di acquisire senso, an-
che in relazione alla posizione del filosofo inglese434. Risulta infatti, che quello
stesso ‘punto di forza’ sul quale sembra far leva Lucas, ossia l’ ‘uniformita`’
dell’argomento (dal quale discende la possibilita` di mostrare l’inadeguatez-
za di ogni macchina di Turing, per mezzo della stessa, unica costruzione
reiterata), puo` essere usato per segnalarne un elemento di debolezza.
Infatti, il metodo di Go¨del mediante il quale, dato un insieme ricorsiva-
mente enumerabile di assiomi e regole di inferenza S, si costruisce l’enunciato
GS che ‘dice di se stesso di essere indimostrabile in S’, non e` solo uniforme
ma anche effettivo. Esiste dunque una macchina di Turing che associa ad un
dato sistema formale S, il sistema S′ := S ∪ {GS} (o, meglio, all’insieme dei
teoremi del primo, l’insieme dei teoremi del secondo). Questo fatto, che e`
ovviamente legato all’idea costitutiva delle logiche ordinali, potrebbe essere
visto come il sostegno rigoroso al punto di vista Turing, secondo il quale
non dovremmo “mostrare soddisfazione” per il fatto di essere riusciti ad in-
durre in errore una macchina, dal momento che potremmo dare vita ad un
dispositivo piu` potente, e poi ad un altro ancora piu` potente, e cos`ı via435.
Come si e` visto, anche Lucas, come Turing, espone la propria posizione
utilizzando la metafora del gioco (che racchiude, come si e` cercato di mostrare
nel paragrafo precedente, l’essenza dell’uniformita` della propria argomenta-
zione). Nel gioco da lui immaginato, nel quale il meccanicista propone un
modello computazionale della mente e l’anti-meccanicista risponde mostran-
done i difetti, non ci sarebbe affatto bisogno per il primo, fin tanto che il suo
434L’obiezione seguente viene ricondotta da J. J. C. Smart, nel suo [Sma61], ad un sug-
gerimento di Quine, e proposta come una sorta di controparte matematica del proprio
rilievo (mosso tuttavia non nei confronti dell’argomento di Lucas, ma di suoi equivalenti
- si veda quanto detto alla nota 413), legato alla possibilita` di dare vita ad una macchina
che ad ogni stadio, per via induttiva, sia in grado di aggiungere alle proprie conoscenze
l’enunciato indecidibile di Go¨del.
435Cfr. [Tur50], p. 445, e la nostra discussione del passo nel §3.3.2.
213
avversario ha come strategia quella dell’argomento go¨deliano, di fornire ad
ogni ‘partita’ un modello diverso: sarebbe sufficiente piuttosto proprio quella
procedura effettiva che, partendo da un certo S0, in corrispondenza ad ogni
numero naturale (o se vogliamo adottare una prospettiva ancor piu` idealiz-
zata, in corrispondenza ad ogni ordinale costruttivo), genera la successione
S′0, S
′′
0, . . ..
Ma allora, e` certamente conveniente, per Lucas, vedere nella possibilita`
dell’anti-meccanicista di evidenziare il difetto di ogni proposta e di giocare
la partita all’infinito, non semplicemente una prova della propria superiorita`
contingente, bens`ı addirittura la dimostrazione della sua diversita`, ma appa-
re anche arbitrario non considerare affatto la capacita` analoga (di ‘risponde-
re’ indefinitamente) del modello elaborato, sulla scorta della costruzione di
Go¨del, dal suo avversario.
Forse, Turing avrebbe pensato che, oltre a riferirsi ad un tipo di macchina
di per se´ insoddisfacente, sono le condizioni del gioco (che, in sostanza, la-
scia al meccanicista l’ultima parola), a creare l’impressione di una differenza
essenziale tra i giocatori, e che, in circostanze ‘piu` corrette’ per la macchina
(presumibilmente sulla falsariga del suo Gioco dell’Imitazione), questa stessa
impressione potrebbe venire meno436.
Questo, e` quanto ci pare doveroso osservare, innanzi tutto, rispetto all’i-
dea che il contributo di Lucas possa essere letto come una risposta al lavoro
di Turing del 1950.
Oltre a cio`, ovviamente, c’e` la questione di merito se l’argomento ela-
borato dal filosofo inglese possa essere considerato a tutti gli effetti come
logicamente ineccepibile. Sotto questo aspetto, la questione cruciale, che
non appare essere trattata da Lucas in modo esauriente, e` quella della con-
sistenza. Essa e` tanto piu` importante, in quanto e` alla base della possibilita`
di rispondere in modo affermativo alla domanda: Ma e` proprio vero che nel
gioco descritto in precedenza, la mente umana e` in grado di continuare la
partita all’infinito?
Dietro l’idea che l’argomento di Lucas permetta, di fronte ad ogni ‘pro-
posta’ del meccanicista, di esibire un enunciato vero ma indimostrabilmente
tale in termini meccanici, si cela infatti, come si e` gia` detto, un’assunzione
436Questa osservazione potrebbe apparire estremamente vaga. Si rimanda, per una spie-
gazione piu` dettagliata, al §5.3, nel quale si riprende la discussione del gioco dell’imitazio-
ne, in relazione ad un modello logico euristicamente piu` plausibile dei sistemi formali, e si
misurano, sui risultati, le aspettative di Turing.
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sulla possibilita` di trasformare il primo teorema di Go¨del da ipotetico (se S
e` consistente, allora e` sintatticamente incompleto), a categorico.
Il modo con il quale Lucas risponde all’obiezione basata sul fatto che la
consistenza di un sistema formale e` un requisito essenziale per l’argomento
go¨deliano da lui elaborato, puo` essere fuorviante.
Non si tratta infatti semplicemente di confutare l’idea, contro la quale
Lucas si accanisce, che la mente umana potrebbe essere equivalente ad una
macchina di Turing inconsistente. Probabilmente, egli e` portato fuori strada
dai riferimenti di Turing al requisito di fallibilita` per le macchine da lui
pensate come controparte della ragione umana. Tuttavia, da questo punto
di vista, si e` gia` cercato di mostrare, nel capitolo precedente, come quelle
allusioni vadano intese alla luce di un proposito che e` (come lo era rispetto
all’analisi di Go¨del della Gibbs Lecture), sotto certi aspetti inconfrontabile
con lo scopo che Lucas si prefigge: laddove quest’ultimo cerca di mostrare
l’impossibilita teorica di una certa concezione filosofica, Turing si propone di
sostenere la plausibilita` pratica di una ricerca scientifica.
Il fatto e`, piuttosto, che cio` che dai teoremi di incompletezza si ricava e`
che, dato un certo sistema formale S, se esso e` consistente, allora (i) GS e`
indimostrabile in S, e, in quanto tale, (ii) GS e` un enunciato vero. Nel dire,
quindi, come fa Lucas, che la mente umana e` sempre in grado di riconoscere
come vero GS (per ogni sistema formale consistente S), si sta in realta` dicendo
che la mente umana e` sempre in grado di accertare in modo veritiero il fatto
che ne e` alla base, ossia la consistenza di S.
Una simile ipotesi, appare dubbia per due motivi: da un punto di vista
logico, perche´ si fonda l’esistenza di un enunciato Π01 vero intuitivamente
e indimostrabile formalmente, sulla capacita` di riconoscere la verita` di un
enunciato, quello che esprime la consistenza del sistema formale in questione,
anch’esso di tipo Π01 (non si riduce, quindi la verita` di GS a quella di un
enunciato piu` semplice); da un punto di vista matematico, perche´ con cio`
si potrebbe voler dire che si e` sempre in grado di fornire una prova della
consistenza di un sistema formale, cosa che, rispetto a teorie assiomatiche
particolarmente complesse, non e` affatto pacifica.
Occorre notare inoltre, che niente nell’affermare che la mente umana sia
in grado di “asserire”, “conoscere” o “decidere” circa la propria consistenza,
come fa Lucas in un passo citato, e` logicamente incompatibile con la tesi mec-
canicista, fin tanto che cio` non voglia dire “dimostrare”. Solo in quest’ultimo
caso, infatti, il matematico umano esibirebbe un carattere che, sulla scorta
del secondo teorema di Go¨del, non e` riproducibile a livello dei sistemi formali.
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Lo sforzo di Lucas per mostrare come l’evenienza di un meccanismo in-
consistente alla base della mente sia altamente implausibile, insomma, non
riesce ad eliminare completamente il dubbio che il suo argomento non ab-
bia, in relazione alle ipotesi dei teoremi di incompletezza, un punto debole
decisivo437.
In conclusione, quindi, ci pare che (oltre a non fugare i dubbi circa la
correttezza dell’argomento ivi presentato) non solo il lavoro di Lucas non
offra una critica corretta alla posizione di Turing, perche´ non pare coglierne
il vero spirito, ma che esso rischi persino di confermare l’idea del matematico
britannico che, tra i problemi del progetto di una ‘macchina pensante’, vi
potessero essere quegli atteggiamenti radicati nei luoghi comuni secondo i
quali una macchina e` per definizione priva di intelligenza.
Un approccio al problema di quel tipo, sembra essere sottinteso nella par-
te finale dell’articolo di Lucas, laddove egli afferma che una macchina che non
dovesse cadere sotto l’argomento go¨deliano, “non sarebbe piu` una macchina
nel senso della nostra discussione”438. Una simile affermazione e` infatti ba-
nalmente vera, pur non aggiungendo niente alla forza dell’argomentazione,
se con essa Lucas intende che l’inferenza da lui costruita, in quanto basata
sui teoremi di Go¨del, si applica solo alle ‘macchine’ in un’accezione precisa
dell’espressione; ma, se letta come asserzione del fatto che una macchina e`
tale solo fin tanto che ad essa e` applicabile l’argomento go¨deliano, compor-
terebbe s`ı, se assunta, che non si possa ovviamente mostrare che una certa
macchina non cade sotto l’inferenza, tuttavia non in un modo piu` stringente
di una banale petitio principii.
Ci pare soprattutto, che la scelta espositiva di Lucas della propria lettura
dei teoremi di incompletezza, la quale presenta, accanto ad un argomento che
vorrebbe avere i requisiti del rigore, considerazioni non prive di ambiguita`,
non permetta di esercitare fino in fondo l’indubbio vantaggio offerto dalla
possibilita`, di cui si e` detto in apertura di paragrafo, di formulare in termini
rigorosi una tesi filosofica e la sua critica.
Diverso, e` il caso della riformulazione dell’argomento go¨deliano ad opera
di Roger Penrose.
437Questo aspetto, ovviamente, e` stato ampiamente evidenziato dalla vastissima lette-
ratura critica relativa alla tesi di Lucas. Per una discussione di alcune delle obiezioni
avanzate, si puo` vedere le parti del volume di Douglas Hofstadter [Hof79] dedicate alla
questione, oltre che´ considerare la bibliografia al proposito riprodotta alla pagina web dello
stesso Lucas (http://users.ox.ac.uk/~ jrlucas).
438Ibid., p. 58.
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4.3 Il punto di vista di Penrose
Fin dal suo libro del 1989 dal titolo “La mente nuova dell’imperatore”439, il
fisico e matematico inglese Roger Penrose ha ripreso, cercato di rielaborare
ed inserito, l’argomento di Lucas nel quadro di un complesso tentativo di dare
vita a quello che si e` rivelato essere, soprattutto nelle sue opere successive440,
il progetto di una “Scienza della Coscienza” volta ad indagare i misteri della
mente umana.
All’interno di una ricerca che non ha, com’e` ovvio, solo implicazioni di
tipo logico, ma che e` anche strettamente connessa a questioni di fisica (la
meccanica quantistica, in particolare, viene utilizzata per proporre, in posi-
tivo, una possibile spiegazione della natura non computazionale della mente)
e di filosofia (lo sfondo concettuale e` sostanzialmente quello di una posizione
di tipo platonista), l’argomento ‘alla Lucas’ di Penrose ha, come nel caso del
filosofo inglese, il compito di offrire una confutazione del meccanicismo.
A differenza di Lucas, pero`, l’inferenza di Penrose (cos`ı come essa viene
formulata, ad esempio, in [Pen96]441) non e` costruita a partire dai teoremi di
incompletezza di Go¨del, bens`ı sfrutta il Teorema dell’Arresto di Turing ed i
risultati dell’analisi di Kleene della nozione di funzione ricorsiva parziale442.
Il frutto principale (ai fini della trattazione di Penrose) di questa misce-
la, e` la seguente generalizzazione del risultato di Go¨del ad opera di Klee-
ne443: non esiste alcun sistema formale corretto e completo per il predica-
to
∧
yT 1(x, x, y), non esiste cioe` alcun sistema formale S che possieda una
formula φ(x) tale che, per ogni n ∈ N, S ` φ(n) se e solo se ∧ yT 1(n, n, y).
Il Teorema di Forma Normale su cui la dimostrazione di questo fatto e`
basata in ultima analisi (e l’equivalenza tra funzioni µ-ricorsive e funzioni
Turing-computabili), consente a Penrose di rielaborare il risultato in termini
439[Pen89].
440In particolare in [Pen96].
441Si veda [Pen96], §2.5.
442Poiche´ i risultati rispetto ai quali l’argomento di Penrose e` debitore fanno ormai parte
di un bagaglio di conoscenze logico-matematiche acquisito, ci limiteremo ad indicarli,
qualora possa risultare utile, senza offrirne una trattazione esauriente. Un’analisi puntuale
del background logico dell’argomento di Penrose, puo` essere trovato in [Fef95]. Anche per
ragioni di spazio, si e` omesso di dare conto del dibattito suscitato dai lavori di Penrose che
e` altrettanto ampio di quello seguito al contributo di Lucas. Per un resoconto, si rimanda,
ad esempio, alla trattazione offerta in [Ant96] e [Ant00], ed alla bibliografia ivi citata, di
parte delle obiezioni avanzate.
443Cfr. [Kle43].
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di algoritmi (ossia macchine di Turing), e di problemi di terminazione delle
computazioni.
Si ha, infatti, che esiste una macchina di Turing binaria M∗(x, y) che
enumera tutte le macchine di Turing che agiscono su un solo input. Sia
quindi:
M0(x), M1(x),M2(x), . . .
l’ordinamento generato da M∗, rispetto al quale, cioe`, vale, per ogni i, n ∈
N:
M∗(i, n) ' Mi(n)
Supponiamo adesso, dice Penrose444, che esista una procedura effettiva,
ossia una macchina di Turing MA(x, y) la quale, fornendo solo ‘risposte’ cor-
rette, permette di stabilire, per ogni data coppia (m,n) (con m,n ∈ N), che
l’m-esima procedura dell’ordinamento, non termina sull’input n.
Adottando un simbolismo standard, si puo` esprimere questo fatto dicendo
che, per ogni m,n ∈ N, vale:
Mm(n) ↑⇒ MA(m,n) ↓ (4.1)
e, per l’ipotesi di correttezza:
MA(n,m) ↓⇒ Mn(m) ↑ (4.2)
In particolare, allora, per ogni n ∈ N:
MA(n, n) ↓⇒ Mn(n) ↑ (4.3)
Essendo MA(n, n) una procedura effettiva che si applica al solo input n,
c’e` un k ∈ N tale che:
MA(n, n) ' Mk(n) (4.4)
il che implica in particolare che MA(n, n) ↓⇔ Mk(n) ↓.
Ma da (4.3), per n = k, segue:
MA(k, k) ↓⇒ Mk(k) ↑ (4.5)
e da (4.4) e (4.5):
Mk(k) ↓⇒ Mk(k) ↑ (4.6)
444[Pen96], p. 101. NdA: il riferimento (anche per la traduzione dei passi citati nel




Segue quindi da (4.4), che MA(k, k) ↑. Cio` significa che (sotto l’ipotesi
(4.2) ), esiste un k ∈ N tale che:
Mk(k) ↑ & MA(k, k) ↑
che contraddice (4.1).
Si ha quindi una prova del fatto che la terminazione delle procedure di
computo ad un solo input, non e` un fatto accertabile mediante un algoritmo
corretto.
Fin qui il teorema. Da qui, come nel caso di Lucas, si diparte l’argomento
di Penrose che, seguendo il modello del primo, possiamo schematizzare come
segue:
(A′) “nessun insieme di regole computazionali (come [MA]) conoscibilmen-
te valido, puo` essere sufficiente ad accertare che i computi non si
arrestano”;
(B′) “poiche´ a partire dalla conoscenza di [MA] e dalla sua validita` e` possibile
costruire un computo [Mk(k)] che possiamo vedere che non si arresta
mai”;
(C′) “[da (A′) e (B′)] possiamo dedurre che [MA] non puo` essere una for-
malizzazione dei procedimenti disponibili ai matematici per accertare
che i computi non si arrestano”.
Quindi, Penrose conclude:
(D′) “I matematici umani non stanno usando un algoritmo conoscibilmente
valido per accertare la verita` matematica.”445
Osservando che, per come la procedura e` stata definita, il risultato del-
l’applicazione diMA(x, y) e` una ‘dimostrazione’ di enunciati della forma ‘La
computazione dell’x-esima macchina di Turing dell’enumerazione non termi-
na sull’input y’, e che questi enunciati sono di tipo Π01 (essendo, per mezzo
dell’analisi di Kleene, equivalenti proprio ai predicati
∧
yT 1(x, x, y), con T1
primitivo ricorsivo), Penrose ricava poi un raffinamento di (D′), sostituendolo
con la seguente formulazione:
(D′′) “I matematici umani non stanno usando un algoritmo conoscibilmente





4.3.1 La tesi meccanicista da Lucas a Penrose
L’elemento che distingue nel modo piu` evidente l’articolo di Lucas dalla trat-
tazione di Penrose, parrebbe essere il fatto che, laddove il primo fonda la pro-
pria argomentazione anti-meccanicista sui teoremi di Go¨del, Penrose sfrutta
invece una versione del teorema dell’arresto di Turing. La ragione della scelta
di Lucas si fondava, come si e` visto nel passo retrospettivo citato nel §4.2,
sul fatto che, a suo dire, i teoremi di incompletezza consentono di mostrare,
al contrario di quanto si possa fare appellandosi al risultato di Turing, l’e-
sistenza di un enunciato vero e indimostrabile, rendendo cos`ı piu` diretta la
critica filosofica.
In realta`, fin tanto che, come si e` cercato di far vedere, il risultato utilizza-
to da Penrose si base su una forma generalizzata dei teoremi di Go¨del, questa
differenza appare essere piu` superficiale che di sostanza, come dimostra anche
il fatto che, dettaglio tecnico a parte, l’idea alla base dell’argomento di Pen-
rose (come riportato in (A′)-(D′)/(D′′)) e` esattamente la stessa alla quale
ricorre Lucas: c’e` un enunciato che la mente umana e` in grado di riconoscere
come vero (e che esprime il fatto che una certa macchina di Turing non si
arresta su un dato input) ma che, per mezzo dello stesso argomento, si dimo-
stra non poter essere accertato come tale mediante una procedura effettiva
di computo.
Il vero elemento discriminante, allora, e` piuttosto un altro, e risiede in
particolare nella conclusione che Lucas e Penrose traggono dalle rispettive
analisi.
Come si diceva nel §4.2, il vantaggio che la trattazione di Lucas offre,
consiste principalmente nel fatto di poter dare una veste piu` definita alla tesi
meccanicista, la quale, in generale, recita:
(M) La mente umana e` (o e` equivalente a) una macchina.
Cio` che il filosofo inglese ritiene di poter confutare, mostrando, sulla base
dell’argomento go¨deliano, l’esistenza di un enunciato di tipo Π01 che e` vero e
formalmente indimostrabile, e` la seguente affermazione:
(ML) Esiste un sistema formale S nel quale sono dimostrabili tutti gli enun-
ciati (matematici) riconoscibili come veri dalla mente umana.447
447La dicitura (ML) sta ovviamente ad indicare la variante di (M) che e` al centro della
critica di Lucas. Questa notazione viene estesa, in modo ovvio, al caso di Penrose.
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La mente e` meccanica, in questo senso, perche´ tutti i metodi di cui essa
fa uso per fondare un giudizio sulla verita` di una proposizione matematica,
sono di natura formale (o sono formalizzabili).
La critica di Lucas, come si e` detto, assume in modo indebito che la
mente umana sia sempre in grado, dato un qualunque sistema d’assiomi, di
discriminare, con certezza assoluta, se esso sia consistente o meno. Poiche´
l’assunzione e` cruciale per quanto Lucas intende sostenere (dal momento che
se un sistema formale e` inconsistente, l’enunciato indecidibile di Go¨del e`
falso e dimostrabile), quest’assunzione rende l’argomentazione implausibile,
o comunque discutibile.
Penrose si muove nella stessa direzione, ma e` sufficientemente accorto da
rendere la propria critica immune, per quanto si e` visto fin qui, dall’obiezione
che puo` essere mossa all’inferenza di Lucas. Cio` che la conclusione (D′)
confuta e` infatti la seguente affermazione:
(M′P ) C’e` un sistema formale S, che e` conoscibilmente corretto e nel quale
sono dimostrabili tutti gli enunciati (matematici) riconoscibili come
veri dalla mente umana.
Sulla base di (D′′), considerando cioe` la forma logica dell’enunciato vero
e indimostrabile, Penrose ritiene di poter considerare come contraddittoria,
in realta`, gia` la seguente istanza della precedente:
(M′′P ) C’e` un sistema formale S conoscibilmente corretto e nel quale sono
dimostrabili tutti i Π01-enunciati riconoscibili come veri dalla mente
umana.
Cio` ci consente un ulteriore passo avanti nel precisare i termini della
tesi: se si restringe l’attenzione agli enunciati di tipo Π01, l’assunzione di
correttezza generale puo` essere allora sostituita con quella di Π01-validita` la
quale equivale, come e` noto, alla consistenza del sistema d’assiomi448.
Si ricaverebbe, quindi, la confutazione della seguente affermazione:
(M∗) Esiste un sistema formale S che sappiamo essere consistente ed e` ta-
le che l’insieme dei Π01-enunciati dimostrabili in esso coincide con la
448L’argomento e` il seguente: se S e` consistente e S ` ∀xR(x) con R ricorsiva, allora
S ` R(n¯), per ogni n ∈ N. Se per qualche m ∈ N, valesse |= ¬R(m), essendo S Σ01-
completo (come risulta dimostrabile dal momento che S e` consistente e sufficientemente
potente per ipotesi), si avrebbe S ` ∃x¬R(x), contro la consistenza di S. Il viceversa (se S
e` Π01-valido allora S consistente), e`, naturalmente, banale.
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collezione degli enunciati, della stessa forma, riconoscibili come ve-
ri dalla mente umana (quest’ultima classe, quindi, e` ricorsivamente
enumerabile).
Il percorso di analisi, prima ancora che di critica, della tesi meccanicista
potrebbe essere considerato concluso, avendo noi apparentemente sostituito
i termini piu` problematici contenuti nella tesi (M), con i concetti chiari, di
natura logica, di (M∗)449.
La differenza principale tra la disamina di Lucas e quella di Penrose,
consiste allora nella diversa considerazione riservata alle ipotesi sulle quali
poggia il teorema da essi chiamato in causa. In particolare, il costo, per
Penrose, di un maggior grado di correttezza nell’argomento proposto, consiste
nelle varianti della tesi (M∗) che, come si evince dalla sua formulazione,
rimangono a rigor di logica praticabili, ossia:
1. un’ipotesi m-scettica450: i metodi matematici di prova sono tutti rac-
chiusi in un algoritmo non valido;
2. un’ipotesi m-agnostica: i metodi matematici di prova sono tutti rac-
chiusi in un algoritmo corretto ma non conoscibilimente tale.
Gia` a questo livello, dunque, il ricorso per finalita` ‘filosofiche’ dei risultati
di indecidibilita` denuncia un limite preciso.
Cio` spiega, in particolare, l’ampia parte (in [Pen96], dal §3.2 in poi e per
tutto il cap. 3), nella quale Penrose cerca di argomentare in sfavore tanto
della possibilita` che alla base della conoscenza matematica vi possa essere
un algoritmo non valido (§3.4), quanto che vi sia un algoritmo inconoscibile
(§3.5).
E` tra le pieghe di questa discussione informale, che, quindi, in quanto
tale, indebolisce l’argomento proposto (per quanto implausibili si vogliano
considerare le alternative rimaste in piedi), che si fa strada una seconda ver-
sione dell’infererenza di Penrose la quale, aspirando a recuperare su un piano
tutto rigoroso, ossia logico-deduttivo, la (presunta) generalita` dell’argomen-
to di Lucas, vorrebbe ovviare ai limiti della formulazione piu` ‘classica’ (se
correttamente intesa) dell’argomento go¨deliano.
449Come chiariremo nel §4.4.1, anche una simile formulazione (Go¨del docet), mantiene
notevoli margini di ambiguita`, non irrilevanti ai fini delle conclusioni che Penrose intende
raggiungere.
450La dicitura adottata intende segnalare il fatto che si tratta della combinazione di una
posizione di tipo meccanicistico con un’assunzione scettica (rispettivamente, agnostica).
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4.4 Il “Nuovo Argomento Centrale”
L’impressione di alcuni commentatori che quelle parti del terzo capitolo di
[Pen96], dedicate alla discussione delle conclusioni della versione dell’argo-
mento basato sul teorema dell’arresto (o meglio su una versione generalizzata
del teorema di Go¨del), contenessero in realta` un vero e proprio tentativo di
rafforzare l’inferenza originaria, e` stata confermata dallo stesso Penrose nella
risposta, in [P+95], alle obiezioni mosse al proprio lavoro.
Nella nuova veste, l’argomento, che ‘abbandona’ Turing e torna a fare un
uso diretto, diciamo cos`ı, dei teoremi di incompletezza (si parla quindi di si-
stemi formali, e non di algoritmi, che “incorporano tutti i metodi matematici
di prova umanamente accessibili”), intende spiegare come potrebbe ragionare
un matematico umano di fronte ad un qualsiasi sistema formale F, al quale
si possa applicare la costruzione go¨deliana. La formulazione piu` chiara di
quello che puo` essere indicato, tenendo presente i riferimenti contenuti nella
letteratura, come il “Nuovo Argomento Centrale” di Penrose, e` contenuta in
[P+95]:
Sebbene non so di essere F, necessariamente concludo che se lo fossi, il
sistema F sarebbe corretto e, in piu`, sarebbe corretto anche F′, dove F′ e`
ottenuto da F per l’aggiunta dell’asserzione “Io sono F”. Quindi, percepisco
che dall’assunzione che sono F, segue la verita` dell’enunciato di Go¨del G(F′)
e, inoltre, che esso non sarebbe un teorema di F′. Ma allora ho appena
concluso che “se fossi F, G(F′) sarebbe vera”, e conclusioni di questo genere
sono proprio quelle che si suppone debba raggiungere F′. Poiche` sono in grado
di percepire qualcosa che va al di la` delle capacita` di F′, deduco che, dopo
tutto, non posso essere F. In piu`, questo vale di ogni sistema (Go¨delizzabile)
che prenda il posto di F.451
Dal momento che lo stesso Penrose riconosce come sia in questa versione
rafforzata che l’argomento presentato in [Pen96] permette di concludere, a suo
avviso, che “non possiamo essere identici ad alcun sistema F (Go¨delizzabile)
verosimile, che si sia in grado di giungere ad una credenza empirica in esso
oppure no!”, occorre soffermarci brevemente sulle novita` che il passo contiene
rispetto alla formulazione precedente della posizione dello scienziato inglese.
L’idea di Penrose, e` che per mezzo di un simile ragionamento, un matema-
tico umano, confrontando le proprie “convinzioni matematiche incontroverti-
bili” (che, in [Pen96], sono anche indicate da Penrose come le ?-affermazioni),
451[P+95], §3.2. NdA: i riferimenti a [P+95] sono privi del numero di pagina, riferendosi,
come risulta dalla voce bibliografica, alla versione on line del contributo.
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con le conclusioni (i teoremi) di F, che ad esse corrisponderebbero se egli
‘fosse’ F (un qualsiasi sistema al quale si possano applicare i teoremi di in-
completezza), giunga alla conclusione che egli “non puo` essere identico”, in
fin dei conti, ad un tale F.
Il ragionamento, prende le mosse, come in ogni argomento per assurdo che
si rispetti, dall’ipotesi “Io sono F”, sulla quale Penrose non dice altro, se non
che essa “e` meramente un’abbreviazione per ‘F incapsula tutti i metodi ma-
tematici di dimostrazione accessibili all’uomo’ ”452. Intesa come definizione,
la spiegazione di Penrose non e` di grande aiuto, sostituendo un’espressione
ambigua con un’altra che, per altri versi, lo e` altrettanto. Tenendo presen-
te anche il tipo di contraddizione alla quale i teoremi di Go¨del consentono
di giungere (l’esistenza di una “convinzione matematica incontrovertibile”
che e` anche formalmente indimostrabile), si puo` plausibilmente assumere che
dall’ipotesi “Io sono F” discenda il fatto che la collezione delle “convinzioni
incontrovertibili” del matematico umano coincida con l’insieme dei teoremi
del sistema in questione.
Indicando allora con M? la prima classe e con TF il secondo insieme (ed
assumendo di indicare con SONO(F) l’ipotesi di partenza), si ha cioe` che:
SONO(F)⇒M? = TF (4.7)
vale453.
Come si evince chiaramente dall’incipit del passo precedente, Penrose
ritiene che dall’ipotesi che SONO(F) valga, segue anche la correttezza del
sistema F e, in piu`, del sistema F′ ottenuto da questo per aggiunta dell’enun-
ciato che esprime proprio quell’ipotesi (ovverosia, F′ := F ∪ {SonoF}, dove
SonoF e` un qualche enunciato aritmetico che e` vero, sotto l’interpretazione
intesa dei termini, se e solo se SONO(F) vale).
Cio` significa quindi che, assumendo di indicare con V AL(F) la validita`
del sistema F, si ha anche:
SONO(F)⇒ V AL(F) & V AL(F′) (4.8)
452Ibid., §3.2.
453Scrivendo M? = TF, stiamo ovviamente facendo astrazione dal fatto che gli enunciati
che sono verita` matematiche incontrovertibili, e che quindi appartengono a M?, sono
scritti in un linguaggio che e` diverso da quello al quale appartengono gli enunciati di TF.
Cio` significa che quell’uguaglianza presuppone una qualche forma di traduzione dell’un
linguaggio nell’altro, e viceversa.
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Se si tiene conto di quanto si e` detto nel paragrafo precedente a proposito
dell’ipotesi di correttezza in relazione alla forma logica dell’enunciato indeci-
dibile, e assumendo di indicare con CON(F) la consistenza del sistema F (a
cui la restrizione della validita` alla classe dei Π01-enunciati e`, come si e` detto,
equivalente), si puo` sostituire la (4.8) con la piu` debole:
SONO(F)⇒ CON(F) & CON(F′) (4.9)
Su (4.9) in particolare, Penrose dice in [Pen96]:
[S]e accetto [“Io sono F”], allora accetto anche tutti gli enunciati Π01
generati dal sistema [F ∪ {“Io sono F”}]. Quindi devo accettare che [F ∪
{“Io sono F”}] sia valido454 sulla base di quest’assunzione.455
Accettare un certo formalismo, sembra voler dire Penrose, ed accettare in
particolare che esso ‘contenga’ tutti i metodi matematici di prova accessibili
ad un matematico umano, significa avere ‘fiducia’ in esso, ossia credere nella
sua validita`. Questa fiducia, puo` essere vista quindi come il riflesso, indotto
dall’ipotesi che “Io sono F” valga, della convinzione del matematico negli
strumenti inferenziali di cui egli fa uso.
L’inferenza (4.9) sarebbe percio` il prodotto del seguente ragionamento: se
sono F, F e` consistente in quanto io lo sono (i miei strumenti conoscitivi sono
corretti per gli enunciati Π01); dunque, se SONO(F) e` vero, nessuna formula
falsa (di tipo Π01) puo` essere dimostrata in F a partire da questo fatto; segue
che F′ := F ∪ {SonoF} e` consistente.
Di capitale importanza, come forse risultera` in modo inequivocabile tra
un momento, e` anche quel passaggio della citazione di Penrose nel quale egli
dice che, avendo concluso che se le ipotesi fatte valessero allora l’enunciato
indecidibile in F′ (GF′) sarebbe vero, si ottiene la contraddizione fondamen-
tale dall’osservazione ulteriore che “conclusioni di questo genere sono proprio
quelle che si suppone debba raggiungere F′”. La spiegazione di quanto Pen-
rose afferma, non e` difficile se si pensa alle definizioni date: se “Io sono F”
vale, potendo concludere sulla base dei teoremi di incompletezza che, se F′ e`
corretto rispetto ai Π01-enunciati, allora GF′ e` indimostrabile in F
′ ed e`, per
giunta, un enunciato vero (cioe` e` una convinzione matematica incontroverti-
bile), concludo da cio`, proprio perche´ “Io sono F” vale, e quindi F contiene
tutti i metodi matematici umanamente accessibili, che quel fatto (la verita`
454NdT : nel senso ristretto di Π01-valido.
455[Pen96], p. 212.
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di GF sotto l’ipotesi “Io sono F”), dovrebbe anche essere dimostrabile in F,
e, in quanto per definizione ne e` un’estensione, in F′ di conseguenza.
Se adesso pensiamo a cio` sulla base della notazione adottata e delle con-
siderazioni fatte, il passaggio di Penrose puo` essere reso nel modo seguente:
dal primo teorema di Go¨del segue che c’e` un enunciato indimostrabile in F′,
il quale e` anche incontrovertibilmente vero se F′ e` consistente (in simboli:
CON(F′) ⇒ (GF′ 6∈ TF′) & (GF′ ∈ M?) ); per (4.9) si ha dunque in parti-
colare che SONO(F) ⇒ (GF′ ∈ M?) vale; da cio`, concludo pero` anche che
l’enunciato che esprime questo stesso fatto (ossia SonoF → GF) sarebbe una
conseguenza matematica incontrovertibile dell’ipotesi da cui sono partito,
che SONO(F) valga (passaggio che puo` essere reso scrivendo, sotto l’ipotesi
SONO(F), (SonoF → GF′) ∈ M?); dal che´, sulla base di (4.7), ossia del
fatto che, assunto SONO(F), verita` incontrovertibile e dimostrabilita` in F si
equivalgono, si avrebbe che da SONO(F) segue (SonoF → GF′) ∈ TF456.
Mettendo insieme quanto detto finora, ci si accorge che e` possibile resti-
tuire il ragionamento di Penrose nella forma della derivazione di una contrad-
dizione dalla tesi meccanicista, rappresentata dall’ipotesi che SONO(F) val-
ga (assieme alle relative conseguenze). Quest’inferenza, avrebbe la seguente
struttura:
1. SONO(F)⇒ (CON(F) & CON(F′)) (4.9)
2. CON(F′)⇒ (GF′ 6∈ TF′ & GF′ ∈M?) (I teor. di Go¨del)
3. SONO(F)⇒ (GF′ ∈M?) (segue da 1 e 2)
4. SONO(F)⇒ ((SonoF → GF′) ∈ TF ) (3 e` incontrovertibile, (4.7) vale)
5. SONO(F)⇒ (GF′ ∈ TF′) (4 e F′ := F ∪ {SonoF})
6. SONO(F)⇒ (GF′ 6∈ TF′) (1 e 2)
7. SONO(F) (5 e 6)
Una tale resa possiede, a nostro avviso, due vantaggi. Consente, da un
lato, per mezzo della contraddizione, di sostituire la formula conclusiva usuale
di questo tipo di argomenti (poiche´ si ‘intuisce’ qualcosa che ‘va al di la`’ delle
456La spiegazione si riferisce, nella formalizzazione dell’argomento presentata sotto, al
passaggio dal punto 3 al punto 4.
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capacita` del sistema formale, si conclude che non siamo ‘identici’ ad esso),
che puo` essere considerata non interamente soddisfacente.
E` possibile poi su questa base, dall’altro lato, individuare in modo im-
mediato il passo che si intende compiere, con l’argomento in questa versione
rispetto alla precedente, verso una maggiore generalita`: subordinando la
consistenza del sistema formale F preso in esame (e della sua estensione F′)
all’ipotesi che esso ‘contenga’ tutti i metodi matematici di prova umanamen-
te accessibili, Penrose puo` evitare di considerare un F che sia conoscibilmente
consistente (come nel caso della conclusione dell’argomento nella prima ver-
sione), sostituendo a tale assunzione (via SONO(F)) l’ipotesi che esso sia
tale. In altre parole, tutto cio` che occorre concedere a Penrose perche´ il suo
argomento si applichi, e` il fatto che un matematico umano in quelle circo-
stanze (assumendo cioe` SONO(F)), sia per cio` stesso condotto a concludere,
sulla base di una sorta di convinzione innata nei propri strumenti conosciti-
vi, la correttezza formale del sistema. Una concessione (quella della validita`
dell’inferenza (4.9) ), che anche il ‘meccanicista scettico’ o quello ‘agnostico’
potrebbero essere disposti a concedere, pur sostenendo che i metodi mate-
matici di prova accessibili all’uomo non sono consistenti o, rispettivamente,
che non sono conoscibilmente tali.
Ci pare percio` opportuno ritenere, almeno in prima istanza, l’argomento
proposto come il correlato rigoroso del Nuovo Argomento Centrale di Penrose.
Si ha cos`ı, in fondo, che il percorso che si e` fin qui condotto ha portato non
solo ad una precisazione di certi termini ambigui dell’istanza meccanicista,
ma anche ad una formulazione apparentemente rigorosa, e, in quanto tale,
passibile di un’analisi interamente formale, della critica ad essa.
Quest’ultimo compito, in particolare, e` quanto ci ripromettiamo di por-
tare a termine nei prossimi due paragrafi.
4.4.1 Le convinzioni matematiche incontrovertibili: an-
cora sulla Gibbs Lecture di Go¨del
Prima ancora che affrontare la questione della correttezza logica e della plau-
sibilita` metamatematica del nuovo argomento di Penrose, vogliamo fare qual-
che breve considerazione sul punto raggiunto, ispirata alle riflessioni di Go¨del
sulle implicazioni ‘filosofiche’ dei teoremi di incompletezza.
Si sara` certo notata una somiglianza tra l’uso che Penrose e Lucas fanno
227
di questi risultati, e le osservazioni di Go¨del relative al rapporto tra menti e
macchine nella Gibbs Lecture prima, e nel volume di Wang del 1974 poi457.
Ci si puo` convincere di cio`, riconsiderando quel passo della conferenza del
1951 che recita:
E` questo teorema che rende l’incompletabilita` della matematica partico-
larmente evidente. Perche´, rende impossibile che chiunque mettendo insieme
un sistema d’assiomi e regole ben definito, faccia la seguente affermazione
su esso in modo consistente: Percepisco (con certezza matematica) gli assio-
mi e le regole in questione come corretti e credo inoltre che essi contengano
l’intera matematica.458
Se si tralascia per il momento il fatto che Go¨del concentri la propria
attenzione sul secondo teorema di incompletezza piuttosto che sul primo,
non si potra` negare che ci sono similitudini sostanziali tra la posizione di
Penrose e l’analisi di Go¨del. Non fosse altro che per il fatto che le osservazioni
di Go¨del si riferiscono alla “matematica propriamente detta”, ossia la classe
delle proposizioni “percepite con certezza matematica”, e che tale espressione
richiama da vicino la collezione delle “verita` matematiche incontrovertibili”
dalla quale prende le mosse Penrose.
Ad ulteriore conferma di quanto detto, si puo` riprendere la notazione
adottata in precedenza e ricostruire, su questa base, l’argomento che Go¨del
fornisce per mostrare come ricavare la contraddizione del passo succitato dal
secondo teorema di incompletezza.
Come si ricordera`, vale infatti quanto segue:
1. V AL(F) ∈M? (“Percepisco che F e` corretto”)
2. CON(F) ∈M? (1 e (V AL(F)⇒ CON(F)) ∈M?)
3. ConF 6∈ TF (II teor. di Go¨del)
4. M? 6= TF
Se si assume, come si e` fatto nel paragrafo precedente, che, in assenza
di una definizione precisa di cosa significhi l’espressione “Io sono F”, valga
quantomento SONO(F)⇒M? = TF, la conclusione ottenuta, sarebbe suffi-
ciente allo scopo di ricavare, da essa, come nel caso del nuovo argomento di
Penrose, SONO(F).
457Si vedano, della prima parte del lavoro, i §§2.4 e 2.4.1.
458[Go¨d51], p. 309.
228
Non sara` sfuggita pero`, a questo punto, una differenza essenziale tra
Go¨del e Penrose: il primo, infatti, presenta il proprio argomento come auto-
confutazione, che conduce quindi ad un’incompatibilita` logica tra l’afferma-
zione dell’incontrovertibilita` della correttezza del sistema F e la convinzione
che F contenga tutta la matematica propriamente detta. In sostanza, cio` a
cui conduce l’argomento presentato da Go¨del, e` il fatto che le due modalita`
presenti nella tesi del passo riportato in precedenza (il percepire con certez-
za matematica la correttezza di F, e il credere che esso contenga tutta la
matematica), devono essere tenute necessariamente distinte.
Cio` potrebbe spiegare l’insistenza da parte di Go¨del sul secondo teorema
di incompletezza piuttosto che sul primo. Per quanto, infatti, non sarebbe
difficile ricostruire lo stesso argomento sfruttando l’enunciato che “dice di se
stesso’ di essere indecidibile in F, si dovrebbe comunque partire dall’assunzio-
ne sulla validita` del sistema per essere in grado di ottenere la contraddizione.
Ben piu` diretto, quindi, appare l’argomento cos`ı come esso viene concepito
da Go¨del.
Sotto questo aspetto, la conclusione di Go¨del non e` molto diversa da quella
a cui giunge Penrose lungo le linee piu` tradizionali dell’argomento go¨deliano.
Tuttavia, rispetto a cio` a cui quest’ultimo aspira con la nuova formulazio-
ne, si tratta di un passo indietro, dal momento che l’intera argomentazione
dipende dall’ipotesi sulla correttezza del sistema, la quale, dopotutto, po-
trebbe essere contestata secondo le linee che abbiamo gia` indicato. Questo
spiega, ovviamente, la semplicita` dell’argomento di Go¨del in contrapposizio-
ne alla formulazione piu` complessa che abbiamo ricavato dalle riflessioni dello
scienziato inglese.
Cio` non toglie che quanto Go¨del dice a proposito delle proprie conclusioni,
non possa essere di un qualche rilievo anche in merito alle circostanze presenti.
Si ricordera` infatti che Go¨del ritiene che si debba procedere con caute-
la nel ricavare, dall’argomento proposto poc’anzi, che “nessun ben definito
sistema di assiomi corretti puo` contenere tutta la matematica propriamente
detta”, o in termini piu` vicini a quelli del presente capitolo, che la collezio-
ne M? non puo` essere ricorsivamente enumerabile. A tale proposito, Go¨del
propone la distinzione tra una “matematica in senso oggettivo” (la classe
delle proposizioni matematiche vere) e la “matematica in senso soggettivo”
(la classe delle proposizioni dimostrabili).
Non si tratta di una mossa casuale: dopotutto, infatti, si potrebbe obiet-
tare che l’argomentazione precedente si basa su un concetto, quello di “perce-
zione con certezza matematica” (o, equivalentemente, di “verita` matematica
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incontrovertibile”) che non e` affatto autoevidente, ma che, al contrario, ri-
sulta essere intrinsecamente vago. Occorre quindi, in primo luogo, dichiarare
che cosa si intenda con quell’espressione, ovverosia rispondere al quesito: Che
cos’e` M??
Go¨del distingue due possibili interpretazioni abbiamo detto: (i) M? e` la
collezione degli enunciati matematici veri, (ii) M? contiene tutti e soli gli
enunciati dimostrabili. Rispetto alle alternative, gli esisti dell’analisi sono
diversi: nel primo caso, ci si trova certamente, con l’argomento surriportato,
di fronte ad una prova del fatto che la classeM? non puo` essere generata me-
diante un procedimento effettivo; ma cio` non e` affatto vero nel secondo caso,
nel quale, mostrando che la consistenza (e quindi, a fortiori, la validita`) di
un sistema formale non potrebbe far parte delle verita` matematiche incontro-
vertibili qualora queste costituissero un insieme ricorsivamente enumerabile
di proposizioni, si sarebbe fornito soltanto un argomento dal quale discende
esclusivamente il fatto che quell’enunciato non potrebbe essere esso stesso
percepito con certezza matematica. Si sarebbe quindi mostrato l’esistenza di
enunciati matematici indecidibili in senso assoluto.
L’analisi logica della tesi meccanicista non e` compiuta, si potrebbe percio`
dire, fin tanto che il risultato di essa continua a chiamare in causa un concetto,
quello di verita` matematica, che si presta a molteplici interpretazioni, dalle
quali, per di piu`, dipende l’esito della disamina.
La conclusione disgiuntiva alla quale Go¨del perviene459, e che e` il frutto di
quest’analisi, e`, pero`, solo in un senso l’indice di un esito incerto: lo e` sicura-
mente se si considera che essa e` tutto quanto puo` essere detto sulla questione
(sul rapporto cioe` tra menti e macchine) da un punto di vista puramente ma-
tematico; non lo e`, tuttavia, se, accanto ad essa, si considerano quelle ragioni
(delle quali si e` dato conto nel §2.4.2) che, a detta di Go¨del, conducono ine-
vitabilmente ad una posizione opposta alla “filosofia materialista”. In ultima
analisi, quella stessa conclusione porta Go¨del ad argomentare, ovviamente su
un piano squisitamente filosofico, a favore del platonismo come unica filosofia
della matematica realmente praticabile.
Curiosamente, anche Penrose viene spinto dalle proprie conclusioni verso
una forma di realismo nei confronti degli enti matematici460. Ma, ancor pri-
ma di cio`, in contrasto con quanto Go¨del riteneva fosse lecito fare sulla base
dei teoremi di incompletezza, egli e` anche convinto di aver fornito, con la nuo-
459Si veda §2.4.
460Cfr. [Pen96], §8.7 .
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va versione dell’argomento go¨deliano, una confutazione rigorosa dell’istanza
meccanicista.
Se questa convinzione sia legittima da un punto di vista logico, e` quanto
vogliamo misurare con il prossimo paragrafo, riservandoci di tornare sugli
aspetti concettuali del problema nel paragrafo immediatamente successivo,
che chiude il presente capitolo.
4.4.2 Aspetti logici e metamatematici: le critiche a
Penrose di Pudla´k e Lindstro¨m
Nel passare all’analisi dei fondamenti logici del nuovo argomento di Penrose,
procederemo distinguendo, apparentemente, la questione della correttezza
dell’inferenza ideata dallo scienziato inglese, da alcune considerazioni di ca-
rattere piu` specificamente metamatematico. Diciamo apparentemente, per-
che´ alla base di entrambi i filoni di riflessione vi e` la discussione di quella che
appare essere, gia` dall’analisi da noi condotta nel §4.4, l’assunzione cruciale
di Penrose che abbiamo indicato come (4.9), ossia l’inferenza:
SONO(F)⇒ CON(F) & CON(F′)
Considerando anche la giustificazione che Penrose sembra dare per es-
sa, con questa assunzione si vuole dare conto di una presunta capacita` del
matematico umano di ‘andare oltre’ un formalismo dato, ‘intuendo’, sotto
l’ipotesi che esso contenga tutti i metodi matematici accessibili, una ‘verita`’
(la consistenza del medesimo), che trascende le capacita` deduttive del siste-
ma formale. E` dunque gia` qui che si pone il fondamento perche´, attraverso
l’argomento go¨deliano, si possano raggiungere le finalita` che ci si propongono.
Ed e` dunque prevedibilmente in relazione a quest’inferenza che occorre
misurare la fondatezza di queste stesse finalita`.
Una confutazione dell’argomento di Penrose
La formulazione dell’assunzione (4.9) e, conseguentemente, dell’argomento di
Penrose, puo` essere ampiamente criticata. Come si e` gia` fatto notare, si puo`
considerare innanzi tutto insoddisfacente il fatto che con essa ci si riferisca
ad un’ipotesi, “Io sono F”, della quale, (i) non si dice alcunche´ di esauriente,
a parte darne una perifrasi, “F incapsula tutti i metodi di prova matematici
accessibili all’uomo”, che e` quantomeno altrettanto vaga ed ambigua, (ii) si
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sostiene per contro, come fa Penrose, che essa esprime un enunciato che non
solo ha una natura prettamente matematica, ma che e`, oltretutto, esprimibile
nel linguaggio formale LF sul quale F e` basato (un’affermazione verso la quale
ci ‘obbliga’ la stessa assunzione (4.9) nel riferirsi al sistema F′ ottenuto da F
proprio mediante l’enunciato corrispondente a SONO(F)).
Si consideri allora, in sostituzione di (4.9), la seguente inferenza:
V AL(F)⇒ CON(F+) (4.10)
dove adesso F+ := F ∪ {V alF}.
Come (4.9), e forse anche meglio, (4.10) possiede una chiara giustificazione
intuitiva: se si assume che un certo sistema d’assiomi F sia valido, si ha, in
particolare, che l’enunciato che esprime questo fatto, V alF, e` vero e che,
dunque, il sistema che si ottiene da F per aggiunta di quell’enunciato e` in
particolare consistente.
Per di piu`, e` possibile riformulare l’argomento di Penrose in modo che
esso dipenda da questa assunzione, piuttosto che da (4.9).
A tal fine e` sufficiente assumere, modificando cos`ı le ipotesi (4.7) e (4.9)
del §4.4 in ragione di (4.10), che valga anche:
SONO(F)⇒M? = TF & V AL(F) (4.11)
Si ha cos`ı la seguente versione modificata del Nuovo Argomento Centra-
le461:
1. V AL(F)⇒ CON(F+) (4.10)
2. CON(F+)⇒ (GF+ ∈M? & GF+ 6∈ TF+) (I Teor. di Go¨del)
3. V AL(F)⇒ (GF+ ∈M?)
4. V AL(F)⇒ (GF+ 6∈ TF+) (3 e 4 seguono da 1 e 2)
5. M? = TF ⇒ (V alF → GF+ ∈ TF) (1-3)462
461Questa versione, adattamento alla notazione cambiamenti di secondaria importanza a
parte, e` dovuta a Per Lindstro¨m (cfr. [Lin01], p. 244).
462La giustificazione di questo passo corrisponde, nella versione del nuovo argomento
di Penrose del §4.4, a quanto detto in relazione al punto 4: poiche´ sulla base di 1-3
siamo disposti a vedere in 3 una conclusione incontrovertibile (e quindi un elemento di
M?), concludiamo, dall’ipotesi M? = TF, che questa stessa conclusione, sottoforma di
enunciato, deve essere un teorema di F.
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6. M? = TF ⇒ (GF+ ∈ TF+) (5 e def. di F+)
7. (V AL(F) & M? = TF) (4 e 6)
8. SONO(F) (4.11)
Stando cos`ı le cose, si potrebbero s`ı evitare le obiezioni derivanti dal
fatto di far dipendere l’intero argomento da un’assunzione, (4.9), la quale
appare implausibile, prim’ancora che per ragioni di merito, perche´ presume
la possibilita` di formalizzare SONO(F) anche in assenza di una definizione
adeguata di cio` che tale proposizione significa esattamente, ma occorre pur
sempre definire V AL(F) in modo tale che si abbia che:
(i) V AL(F)⇒ CON(F+), e` un’inferenza valida;
(ii) c’e` una formula V alF del linguaggio di F, che la esprime
463.
Come si e` avuto modo di apprezzare nel §4.4, Penrose sembra indirizzato
ad identificare, con V AL(F) la validita` per enunciati di tipo Π01, in virtu` della
forma logica dell’enunciato indecidibile di Go¨del.
Tuttavia, si avrebbe in questo caso464:
V AL(F) := (Π01 − V AL(F))⇔ CON(F)
Ed e` anche noto, perche´ deriva proprio dai teoremi di Go¨del, che l’ipotesi
(4.10) non e` valida in generale. Infatti, da una meta` del secondo teorema di
incompletezza, si ha che465:
CON(F)⇒ CON(F+ ¬ConF )
Come conseguenza della formalizzazione della sintassi, e` pero` possibile
dimostrare che il sistema F∗ := F+¬ConF+ConF+¬ConF non e` consistente466.
463Cio` significa che V alF e` vera, sotto l’interpretazione intesa, se e solo se V AL(F) vale.
464Si veda quanto detto alla nota 448.
465Per semplificare la notazione, qui e nel seguito scriviamo F+ φ in luogo di F ∪ {φ}.
466Qui, e per tutto il paragrafo, assumiamo di considerare solo sistemi formali ‘suffi-
cientemente potenti’, come di solito si esprime una delle ipotesi cruciali dei teoremi di
incompletezza, ossia in grado di formalizzare adeguatamente la sintassi di un linguaggio
formale. Tipicamente, e` sufficiente considerare sistemi che siano estensioni della teoria
Σ01 − IA, la quale e` ottenuta dall’aritmetica di Peano PA restringendo lo schema d’induzio-
ne alle sole formule di tipo Σ01. Per una questione di brevita`, si presupporranno spesso le
proprieta` fondamentali derivanti dall’aritmetizzazione della sintassi e dalla formalizzazione
della medesima, per quanto si cerchera` di indicare con precisione i riferimenti ai risultati
chiamati in causa.
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Infatti, dalla chiusura del predicato di derivabilita` Teor sotto le leggi lo-
giche e dal teorema di deduzione formalizzato467, segue che, per ogni formula
φ, vale468:
F∗ ` ¬ConF → ¬ConF+φ
Dunque, in particolare:
F∗ ` ¬ConF → ¬ConF+¬ConF
da cui, immediatamente, F∗ ` ⊥.
Si e` cos`ı fornito l’esempio di un sistema (F+¬ConF) valido, nel senso as-
sunto dall’espressione, rispetto al quale non vale, tuttavia, che, aggiungendo
ad esso la formula che ne esprime la validita`, si ottiene un sistema consi-
stente (come invece vorrebbe, sotto questa definizione di validita`, l’inferenza
(4.10) ).
Ancora piu` allarmante per l’argomento di Penrose nella versione suddet-
ta, e` pero` il seguente fatto: l’inferenza (4.10) non e` valida neppure prenden-
do, per V AL(F), una qualche forma di validita` ristretta ad una classe Γ di
formule. Quest’affermazione la si puo` giustificare come segue.
Notoriamente, lo strumento al quale si ricorre per esprimere in un lin-
guaggio formale la validita` ristretta a determinate classi di formule, e` rap-
presentato dai cosiddetti principi di riflessione, termine con il quale si in-
tende indicare uno dei due schemi seguenti (che esprimono, rispettivamente,
una forma non uniforme, ‘locale’, di validita`, ed una forma uniforme della
medesima):
TeorF (dφe)→ φ (Γ−RfnF)
∀x[TeorF (dφ( ˙¯x)e)→ φ(x)] (Γ−RFNF)
dove (Γ − RfnF) vale per ogni enunciato φ ∈ Γ, e (Γ − RFNF) per ogni
formula φ ∈ Γ contenente la sola x come variabile libera469.
467Cioe` il risultato dal quale discende:
F∗ ` TeorF(dφ→ ψe)↔ TeorF+φ(dψe)
per ogni formula φ, ψ.
468La conclusione del testo si ricava applicando le cosiddette “condizioni di derivabilita`’,
le proprieta` fondamentali del predicato Teor (cfr. ad esempio [Smo77], p. 827), all’istanza
dell’a-fortiori (⊥ → (φ→ ⊥)) e applicando il teorema di deduzione formalizzato.
469In luogo di (Γ−RFNF) si sarebbe equivalentemente potuto prendere lo schema:
∀xTeorF (dφ( ˙¯x)e)→ ∀xφ(x) (Γ−RFN ′F)
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Definendo la proprieta` V AL(F) dell’argomento come la validita` ristretta
ad una classe Γ di formule, si puo` dimostrare, come nel caso precedente, che
vale:
V AL(F)⇒ CON(F+ ¬V alF) (4.12)
sia che l’enunciato V alF sia definito a partire da (Γ − RfnF), sia che sia
definito rispetto a (Γ−RFNF).
Supponiamo infatti che Γ sia una classe di enunciati per i quali e` definibile,
in F, un predicato di verita`, ossia un predicato TrΓ(x) tale che, per ogni φ ∈ Γ:
F ` γ ↔ TrΓ(dγe) (4.13)
In tal modo potremmo indicare con V alΓF l’enunciato che si ottiene, in
ragione di (4.13), a partire da (Γ−RfnF) per chiusura universale rispetto ai
go¨deliani degli elementi di Γ.
Tuttavia, e` semplice dimostrare che la teoria F′ := F + ¬V alΓF e` Γ-
conservativa su F (ossia che vale che, se γ ∈ Γ e F′ ` γ, allora F ` γ):
se infatti γ ∈ Γ e F′ ` γ, si ricava immediatamente dal teorema di Lo¨b470
che, valendo F+ V alΓF ` TeorF(dγe)→ γ, si puo` ottenere F ` V alΓF → γ, da
cui, unitamente all’ipotesi F′ ` γ, segue, per logica, F ` γ471.
Questo risultato ci consente di concludere che vale:
Γ− V AL(F)⇒ Γ− V AL(F+ ¬V alΓF)
da cui la precedente (4.12), con V AL(F) sostituito da Γ−V AL(F), segue
immediatamente.
per ogni formula φ ∈ Γ contenente la sola variabile libera x. Si dimostra infatti (lo ha
fatto Feferman per primo - cfr. [Fef62], p. 276) che (Γ − RFNF) e (Γ − RFN ′F) sono
logicamente equivalenti in Σ01 − IA.
470Si tratta del teorema secondo il quale:
F ` TeorF(dφe)→ φ⇔ F ` φ
per ogni enunciato φ (si veda, ad esempio, [Smo77], p. 845).
471L’argomento nel caso in cui V alΓF sia costruita, in modo analogo al caso considerato
nel testo, a partire dallo schema (Γ − RFNF), e` esattamente lo stesso, tranne che per il
fatto che si deve fare uso del teorema di Lo¨b in versione uniforme, sulla base del quale,
per ogni formula φ contenente un’unica variabile libera:
F ` ∀x[TeorF(dφ( ˙¯φ))→ φ(x)]⇔ F ` ∀xφ(x)
(si veda, ad esempio, ibid., p. 848).
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Ma cio` significa allora che, per mezzo di una costruzione esattamente
analoga al caso della validita` come consistenza, ossia considerando il sistema
F∗∗ := F+ ¬V alΓF + V alΓF+¬V alΓF , si ottiene il controesempio voluto
472.
Il sospetto, che a questo punto si fa pressante, che vi sia qualcosa di ille-
gittimo nell’assunzione (4.10), diviene una certezza sulla base della seguente:
PROPOSIZIONE 4.4.1 (Lindstro¨m 2001) Sotto le ipotesi:
(i) che V ERO(F) ⇒ V AL(F), dove V ERO(F) indica la validita` senza re-
strizioni di F;
(ii) che V AL(F) sia esprimibile mediante una formula V alF di LF ,
l’inferenza V AL(F)⇒ CON(F+) non e` generalmente valida.
Dimostrazione: Sia φ la formula tale che, per il Lemma di Diagonalizza-
zione:
F ` φ↔ ¬V alF+φ (4.14)
Supponiamo che V ERO(F) valga. E supponiamo inoltre che valga
V AL(F+ φ) (cioe`, che il sistema formale F+ φ non sia valido). Allora
si avrebbe anche (per (ii)) che ¬V alF+φ e` vera. Da questo e (4.14), si
ottiene in particolare che φ e` vera, che, insieme all’ipotesi di correttezza
di F, da` V ERO(F + φ), da cui (per (i)) V AL(F+ φ). Contraddizione.
Dunque:
V ERO(F)⇒ V AL(F+ φ)
D’altra parte, segue ovviamente da (4.14) che CON(F+ φ+ V alF+φ).
Siamo cos`ı portati a concludere che l’argomento di Penrose nella sua nuova
e ambiziosa versione non sia valido in generale, dal momento che non appare
472L’argomento considerato nel testo sfrutta la possibilita` di esprimere la validita` median-
te un singolo enunciato. Una simile possibilita` e` garantita, in un sistema come Σ01 − IA,
per Γ coincidente con la collezione degli enunciati Σ0n (equivalentemente, Π
0
n), per ogni
n ∈ N. L’argomento dato continua a valere, considerando la teoria F′ := F+¬(Γ−RfnF)
(o F′′ := F + ¬(Γ − RFNF)), volendo indicare con cio` il sistema d’assiomi che si ottiene
aggiungendo la negazione di ogni istanza del principio di riflessione corrispondente. In
questo caso, tuttavia, V alF potrebbe corrispondere ad uno schema d’assioma (ad esempio,






affatto chiaro come si possa far s`ı che la sua premessa principale divenga
soddisfacibile sotto le condizioni volute.
E` pur sempre vero, si potrebbe obiettare, che si e` fornita una confutazione
di un argomento che non e` quello di Penrose, ma che e` ottenuto da esso
sostituendo con (4.10) la premessa:
SONO(F)⇒ CON(F+ SonoF)
la quale non e` stata affatto confutata.
A cio` si potrebbe tuttavia rispondere che, come si e` gia` notato, questa
assunzione appare arbitraria, a meno che non si dia una definizione precisa
di SONO(F) che ne mostri, allo stesso tempo, l’esprimibilita` come enunciato
di un linguaggio formale. Fino a quel momento, la generalita` dei risultati
presentati sembra sufficiente a concludere, con Lindstro¨m, quanto meno che
l’argomento cos`ı come esso e` stato concepito originariamente da Penrose,
“per quanto possibilmente vero in generale, non sia incontrovertibile in modo
ovvio”473.
La struttura della conoscenza matematica
La confutazione dell’argomento di Penrose che si e` appena riportato, pone
un quesito sul quale vale la pena soffermarsi per rendere piu` proficua l’analisi
dei fondamenti logici dell’inferenza.
Se si guarda al ragionamento di Penrose con l’intenzione di eliminarne
certi elementi di ambiguita` si e` condotti ad isolare l’inferenza:
V AL(F)⇒ CON(F+)
Essa, per vari motivi, puo` essere considerata il vero fulcro del problema
che la posizione di Penrose pone. Innanzi tutto, questa regola ci consen-
te di fornire una versione ragionevole dell’argomento che si suppone mo-
stri un’intrinseca superiorita` della mente umana (o una sua differenza es-
senziale) rispetto alle macchine (passando attraverso un correlato astratto e
matematicamente trattabile di esse).
Per di piu`, l’inferenza in questione sembra possedere un’intrinseca validita`
intuitiva (se F e` considerato corretto, la proposizione che esprime questo fatto
e` vera, e dunque produce, aggiunta agli assiomi di F, una teoria consistente).
473[Lin01] p. 247.
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Prim’ancora che un argomento generale mediante la proposizione 4.4.1, si
sono tuttavia forniti esempi di possibili definizioni di V AL(F) che mostrano
come la convinzione nella correttezza di una simile regola sia infondata a
livello metamatematico474.
Quali indicazioni dovremmo dunque trarre dal fatto che essa non e` gene-
ralmente vera?
Non e` difficile vedere, che al problema e` possibile dare una connotazione
che prescinde del tutto dalla questione della correttezza o meno di argomenti
come quello di Penrose, o, meglio, che ripropone il quesito se la mente sia o
meno equivalente ad una macchina di Turing, sotto una luce diversa.
L’inferenza che si dimostra cruciale, asserisce infatti che a fronte dell’as-
sunzione di correttezza di un certo sistema d’assiomi, un corpo di conoscenze
acquisito, siamo sempre legittimati ad estendere tale sistema (in modo con-
sistente) per mezzo di un enunciato che, sulla base del secondo teorema di
incompletezza, e` da esso indipendente, ma che e` anche, per l’assunzione, vero.
Quell’inferenza, come gia` si era visto nella giustificazione da parte di Penrose
del corrispettivo di essa da lui assunto, esprime la nostra convinzione, o, per
meglio dire (considerato il fatto che essa non e` generalmente valida), l’illusio-
ne, che, nel processo di costruzione delle nostre convinzioni matematiche, si





L’argomento sfrutta, come si e` detto, quella parte del secondo teorema di Go¨del che
stabilisce CON(F)⇒ CON(F+¬ConF ). Utilizzando la versione formalizzata del risultato
di Go¨del, si puo` allora dimostrare, mediante l’argomento riportato in precedenza nel testo,
che la regola (R) e` (formalmente) inconsistente con ogni sottosistema E di F tale che
E ` ConF. Un fatto analogo si verifica (per mezzo di un ragionamento del tutto simile)




Si dimostra infatti (cfr. [Pud99], p. 339) che vale:
Σ01 − IA ` (Σ0n −RFNF )→ (Σ0n −RFNF+¬Σ0n−RFNF )
che e` il corrispettivo della parte formalizzata del risultato di Go¨del che si usa per confu-
tare la validita` di (R) (si ricordi che, in virtu` del Σ0n predicato di verita` per Σ
0
n-formule -
cfr. [Smo77], p. 843 - e` sempre possibile guardare a (Σ0n−RFNF ) come ad un enunciato).
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e` sempre in grado di ‘trascendere’ il sistema delle conoscenze accettate, per
mezzo di enunciati veri ed indipendenti da esso.
Per chiarire ulteriormente questo fatto, si puo` in un certo senso raffinare,
sul piano logico, quanto si e` detto finora.
In un dato formalismo, vi sono molteplici vie (un aspetto, questo, al
quale si e` gia` avuto modo di accennare), per esprimere forme ristrette della
validita` di un sistema assiomatico F. Tra esse, le principali sono rappresentate
dai seguenti schemi:
RF := ∀x[¬DimF(x, dR(F)e)→ ∃y ≤ xDimF(y, d¬R(F)e)]
ConF := ¬TeorF(d0 = 1e)
ω − ConF := TeorF(d∃xφe)→ ∃x¬TeorF(d¬φ(x˙)e)
Σ0n −RFNF := ∀x[TeorF(dφ(x˙)e)→ φ(x)]
Di queste formule, RF corrisponde all’enunciato di Rosser, il quale, come
e` noto, risulta essere indecidibile in ogni sistema formale consistente, e che,
per ricorrere ad un modo di dire piu` volte usato in relazione all’enunciato di
Go¨del, ‘asserisce di se stesso’ di essere indimostrabile (in un sistema siffatto)
in modo ‘locale’ (in quanto refutabile mediante una prova che viene prima,
secondo l’ordine stabilito dall’aritmetizzazione, della propria dimostrazione).
Dato lo schema (ω−ConF), che per ogni formula φ del linguaggio di F con la
sola variabile libera x, esprime l’ω-consistenza del sistema, indichiamo poi,
com’e` d’uso, con (1 − ConF) la sua restrizione a formule primitive ricorsive
(che contengano, cioe`, al massimo quantificatori limitati). Per cio` che concer-
ne infine (Σ0n−RFNF), si tratta, come risulta da quanto detto in precedenza,
del principio uniforme di riflessione per F ristretto alle sole Σ0n-formule (per
ogni n ∈ N).
Rispetto a questi principi, alcuni risultati standard da tenere presenti (e
che, in quanto standard, ci limiteremo ad enunciare rimandando ad altri testi
per una trattazione esauriente475), sono i seguenti:
PROPOSIZIONE 4.4.2 (1) Σ01 − IA ` φ → TeorF(dφe), per ogni Σ01-
enunciato φ (Σ01-completezza formalizzata di F);
(2) Σ01 − IA ` ConF ↔ (Π01 −RfnF)↔ (Π01 −RFNF);
(3) Σ01 − IA ` (1− ConF)↔ (Σ01 −RfnF);
(4) Σ01 − IA ` (Σ0n −RFNF)↔ (Π0n+1 −RFNF);
475Tra gli altri, si puo` ad esempio indicare il gia` citato [Smo77].
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(5) Σ01 − IA + φ ` (Σ0n − RFNF)→ (Σ0n − RFNF+φ) (per ogni Π0k-enunciato
φ ed ogni n ≥ k).
Un fatto che, alla luce di quanto indicato, merita allora di essere rimarca-
to, e` che, i principi indicati in precedenza, formano una gerarchia (in Σ01 − IA),
considerando che vale:
Σ01 − IA ` . . .→ (Σ02−RFNF)→ (Σ01−RFNF)→ (1−ConF)→ ConF → RF
E` possibile dimostrare che, ed arriviamo cos`ı allo spunto di riflessione che,
seguendo Pudla´k476, vogliamo proporre, a vari livelli di questa gerarchia di
principi che esprimono la nostra ‘fiducia’ in un dato formalismo, valgono (in
Σ01 − IA) relazioni della forma:
AF → AF+BF
dove AF e BF sono principi tra quelli da noi indicati, con AF dimostrabil-
mente piu` forte di BF.
Scelto F tale che Σ01 − IA ⊆ F, vale infatti la seguente:
PROPOSIZIONE 4.4.3 (Pudla´k 1999) (1) F ` ConF → ConF+RF
(2) F ` (1− ConF)→ (1− ConF+ConF)
(3) F ` (Σn+1 −RFNF)→ (Σn+1 −RFNF+Σn−RFNF)
(4) F ` (ω − ConF)→ (ω − ConF+ConF)
Dim.: (1) e` una conseguenza immediata di una parte del teorema di Rosser.
(2) Si assuma 1 − ConF. Supponiamo inoltre TeorF+Con(F)(dφe), per
ogni Σ01-formula φ.
Il teorema di deduzione formalizzato stabilisce che:
F ` TeorF+ConF(dφe)↔ TeorF(dConF → φe)
dove (ConF → φ) e` una Σ01-formula sotto l’ipotesi φ lo sia.
Da 4.4.2, (3) si ricava allora:
F+ (1− ConF) + TeorF+ConF(dφe) ` ConF → φ
476Cfr. [Pud99].
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da cui, infine, poiche´ chiaramente F+ (1− ConF) ` ConF, si ricava:
F+ (1− ConF) ` TeorF+ConF(dφe)→ φ
Avendo assunto φ ∈ Σ01, la tesi segue quindi nuovamente da (3) di 4.4.2.




che, dimostrabilmente in Σ01 − IA, (Π0n+1 −RFNF) e` logicamente equi-
valente ad un Π0n+1-enunciato. Quello schema, puo` essere dunque con-
siderato come un Π0n+1-enunciato.
Segue allora da 4.4.2, (5) che vale:
F+ (Π0n+1 −RFNF) + (Σ0n+1 −RFNF) ` (Σ0n+1 −RFNF+(Π0n+1−RFNF))
La tesi segue allora da una doppia applicazione del risultato (4) di 4.4.2.
(4) Assumiamo (ω − ConF) e TeorF+ConF (d∃x φ(x)e).
Dal momento che si ha:
` (ConF → ∃x φ(x))↔ (ConF → (ConF ∧ ∃x φ(x)))
Si ottiene, combinando le proprieta` basilari di Teor con il teorema di
deduzione formalizzato478:
F ` TeorF+ConF (d∃x φ(v0)e)↔
↔ TeorF (dConF → ∃x φ(x)e)↔
↔ TeorF (dConF → (ConF ∧ ∃x φ(x))e)↔
↔ TeorF (d∃x∃y[DimF (y, d⊥e) ∨ (ConF ∧ φ(x))]e)
Da cio` si ricava, per contrazione dei quantificatori:
F ` TeorF+ConF (d∃x φ(x)e)↔ TeorF (d∃x[DimF (x, d⊥e) ∨ (ConF ∧ φ(x))]e)
Posto F∗ := F + (ω − ConF) + TeorF+ConF (d∃x φ(x)e), segue allora,
applicando (ω − ConF) al secondo membro dell’equivalenza:
F∗ ` ∃x [¬TeorF (d¬DimF ( ˙¯x, d⊥e) ∧ ¬(ConF ∧ φ( ˙¯x))e)]
477Cfr. [Smo77], p. 843.
478Usiamo ⊥ come abbreviazione per una formula falsa.
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Fissiamo un tale v. Poiche´ F∗ ` ConF e F∗ ` ConF → ¬DimF(v, d⊥e),
segue per 4.4.2, (1) che F∗ ` TeorF(d¬DimF(v, d⊥e)e). Quindi, per
chiusura di TeorF sotto le leggi logiche:
F∗ ` ¬TeorF(d¬DimF(v, d⊥e)∧¬(ConF∧φ(v))e)→ ¬TeorF(d¬(ConF∧φ(v))e)
da cui:
F∗ ` ∃x¬TeorF(d¬(ConF ∧ φ( ˙¯x))e)
E allora, per logica e teorema di deduzione formalizzato:
F∗ ` ∃x¬TeorF+ConF(d¬φ( ˙¯x)e)
da cui discende la tesi.
Questo risultato ci consente di completare la discussione che abbiamo
iniziato con la confutazione di una versione formalizzata del nuovo argomento
di Penrose, dal momento che, la proposizione 4.4.3 ci mette nella condizione
di ‘giustificare’ l’inferenza cruciale sulla quale quell’argomento, per come lo
si e` analizzato, pare fondarsi. Cio` puo` essere facilmente chiarito mediante
l’esempio seguente.
Sulla base di (2) di 4.4.3, si puo` concludere che per ogni sistema formale
F al quale si applichino i teoremi di incompletezza, vale:
F ` (1− ConF)→ (1− ConF+ConF)
Dalla formalizzazione dei teoremi di Go¨del, segue invece che:
F ` (1− ConF)→ ConF+ConF
Mettendo i due risultati assieme si ricava cos`ı:
1− ConF ⇒ F ` ConF+
⇓
F ` 1− ConF+ ⇒ F ` Con(F+)+
⇓
F ` 1− Con(F+)+ ⇒ F ` Con((F+)+)+
...
...
(dove F+ := F+ ConF).
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Capita dunque che l’inferenza V AL(F)⇒ CON(F+ConF), che si era ri-
velata essere scorretta per V AL(F) := CON(F) per quanto apparentemente
risultasse il contrario da un punto di vista intuitivo, possa essere verificata
in una forma leggermente modificata (facendo cioe` un’assunzione piu` forte,
o meglio, assumendo il piu` piccolo principio che estende l’assunzione di par-
tenza, ConF, nella gerarchia succitata degli schemi legati alla validita` di F).
Tuttavia, non sara` sfuggito che, in questo caso, l’assunzione in questione risul-
ta essere (dimostrabilmente in Σ01 − IA), piu` forte, non solo della conclusione
immediata, ma anche di tutta la successione di enunciati che si ottengono in
F mediante la reiterazione di quell’inferenza.
Rispetto all’argomento di Penrose, cio` mette in luce in modo inequivo-
cabile come quanto si suppone che una simile inferenza possa mostrare, la
‘superiorita`’ del matematico umano rispetto ad ogni sistema formale, il suo
‘correlato meccanico’, sia gia` contenuta, in realta`, nell’assunzione su cui l’ar-
gomento fornito si fonda. Se si mettono assieme le conclusioni alle quali
siamo giunti seguendo varie linee direttrici, l’esito della disamina dell’argo-
mento di Penrose non parrebbe lasciare in piedi alcuna alternativa gradita
allo scienziato inglese: o si decide di trincerarsi dietro una formulazione che
e` solo in apparenza piu` rigorosa della tesi filosofica contro cui si argomenta,
oppure si riconosce la necessita` di un approfondimento ulteriore e allora, o,
attraverso un’analisi concettuale sulla scorta di quella di Go¨del della Gibbs
Lecture si e` comunque in grado di svelare un significato dei termini in gioco
che e` logicamente compatibile con una tesi di tipo meccanicistico, oppure
si giunge a far vedere, facendo uso di strumenti logici e metamatematici di
indagine, come l’argomento poggi su un’assunzione che presume la tesi, e
che, oltretutto, si presta ad essere contestata mediante una prova (quella di
Lindstro¨m) sufficientemente generale.
Ma che cosa significa, invece, una tale conclusione rispetto a quell’inferen-
za come espressione di una convinzione teoretica, quella nella possibilita` di
poter sempre estendere un corpo di conoscenze acquisito mediante enunciati
nuovi, cioe` veri ed indipendenti dai principi fino ad un certo punto assunti?
Pudla´k trae dal risultato l’indicazione che le assunzioni che guidano il
progresso della conoscenza in matematica non siano sempre ed inevitabil-
mente vere in modo incontrovertibile, ma che possa capitare che, ne´ piu`, ne´
meno che in altri settori del sapere scientifico, “[s]i faccia uso di conoscenze
meno sicure per congetturare la verita` laddove non si sia in grado di dedurla
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da conoscenze e dati piu` sicuri”479.
Piuttosto, dunque, che un indizio circa la superiorita` dell’uomo su (ogni)
macchina, sarebbe possibile intravedere, dietro certi risultati dell’indagine
metamatematica, la necessita` di rivedere, spogliandolo, in una certa misu-
ra, del dogmatismo che talvolta lo caratterizza, il paradigma classico della
matematica come di un ambito nel quale si procede inequivocabilmente per
mezzo del massimo rigore deduttivo: “[l]a sensazione che si possa sempre
progredire e rendere le nostre assunzioni sempre piu` forti non riflette una
nostra specifica abilita`, ma e` causata dalla progressiva, graduale diminuzione
della nostra convinzione nella loro verita`. Dopo tutto allora, la vaghezza e`
presente nel pensiero matematico, sebbene non nel processo deduttivo, ma
nella decisione riguardo a quali assiomi si dovrebbe accettare.”480
4.5 Alcune valutazioni di chiusura
Rispetto alla questione della quale ci siamo occupati nel presente capitolo, ci
preme distinguere due aspetti.
Da un lato, c’e` quanto potremmo ascrivere all’analisi e la precisazione di
una tesi filosofica e che ci pare essere, non solo assolutamente legittimo, ma
anche altamente auspicabile. Nel passare attraverso la critica di Lucas prima,
e di Penrose poi, infatti, siamo stati in grado di dare una veste sempre piu`
definita all’idea che, per dirla nei vaghi termini d’origine, la mente umana
abbia una natura computazionale. Siamo cioe` stati in grado di sostituire,
o rendere superflue, le espressioni ambigue che compaiono nella tesi “La
mente umana e` una macchina”, considerandone dei corrispettivi che non solo
sono privi dell’ambiguita` di quelle di partenza, ma che rendono quell’istanza
passibile di un’indagine rigorosa a suo carico.
Quest’operazione, di andare a vedere cosa c’e` dietro una posizione filo-
sofica anche mediante gli strumenti della logica e della metamatematica, ci
pare, come si diceva, del tutto degna.
Certo, non si tratta di un’operazione cos`ı rigorosa da non poter essere
sottoposta a critica nei vari passaggi che essa comporta481. Questo fatto
479[Pud99], p. 341.
480Ibid., p. 342.
481Anche se, si potrebbe sostenere, l’intera discussione e` stata condotta nello spirito di
quel “rigore informale” di cui parla Kreisel nel suo [Kre87] e che caratterizza a suo dire,
in determinate circostanze, le problematiche di filosofia della matematica.
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lo si e` evidenziato, e cercato di discutere, nel caso della confutazione del
nuovo argomento di Penrose. Ma cio` non significa che si possa ritenere la
conclusione raggiunta come il frutto di un’improvvida analisi, e prendere
spunto da cio` per rifugiarsi dietro una formulazione che mantiene, in una
certa misura, quell’ambiguita` della tesi filosofica che si intende confutare:
il propugnatore della critica del meccanicismo, e` invece costretto a fornire
una propria, rigorosa interpretazione delle nozioni sulle quali egli fonda il
convincimento che intende sostenere, e, in questo senso, deve mostrarne la
praticabilita` contribuendo con cio` al processo di chiarificazione al quale si e`
dato inizio.
C’e` poi l’aspetto di merito, la valutazione di quello a cui conduce un simile
processo di analisi e critica di una concezione filosofica.
Nella disamina della tesi meccanicistica, cos`ı come essa si e` venuta deli-
neando sulla base delle posizioni che abbiamo avuto modo di analizzare fino
a questo punto, occorre distinguere tre momenti: quello logico, con l’elabo-
razione di un argomento fondato sui risultati dell’indagine metamatematica;
quello scientifico, che considera la possibilita` di un progetto di ricerca volto
a svelare la natura della mente umana; quello filosofico, infine, che porta ad
una serie di riflessioni sulla conoscenza, e sulla conoscenza matematica in
particolare.
Queste tre componenti compaiono in diversa misura in coloro che so-
no intervenuti nel dibattito suscitato dall’“obiezione matematica”. Esse, ad
esempio, sono tutte presenti nel caso di Penrose, il quale, non solo ha l’am-
bizione, come si e` visto, di riformulare, ed in modo decisivo, l’argomento
go¨deliano di Lucas, ma offre anche, in positivo, una spiegazione della co-
scienza facendo uso della fisica quantistica, ed associa, a tutto questo, uno
sfondo concettuale che vede il problema della conoscenza passare dalla chia-
rificazione dei rapporti che si instaurano tra i tre mondi, quello mentale
della coscienza, quello sensibile della fisica, quello astratto della matematica,
che sono inter-indipendenti ed ontologicamente equivalenti (cioe` dotati di un
medesimo statuto d’esistenza).
Ma queste componenti sono anche presenti nelle due figure, Go¨del e Tu-
ring, alle quali ci siamo richiamati continuamente e per un semplice motivo:
perche´ a nostro avviso le rispettive posizioni in merito al rapporto tra menti e
macchine, non devono essere considerate ne´ come una mera curiosita` storica,
ne´ come un orpello che impreziosisce e conferisce legittimita` al dibattito sulla
valenza filosofica dei teoremi di incompletezza. Ci pare piuttosto che le posi-
zioni da loro assunte, dimostrino una maggiore sensibilita` per la delicatezza
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delle nozioni in gioco, ed aggiungano sostanziali spunti di riflessione.
Go¨del ad esempio, come si ricordera` per averlo piu` volte sottolineato nella
prima parte del lavoro, era un convinto sostenitore della possibilita` di inda-
gare scientificamente il problema della coscienza o della natura della mente
umana, ed era convinto che una simile ricerca avrebbe condotto ad una con-
futazione dell’interpretazione materialista di riduzione della mente alla sola
attivita` cerebrale482. Egli era anche un propugnatore del platonismo in ma-
tematica, una posizione da lui sviluppata ad un certo livello di ‘sofisticazione’
filosofica, in relazione ad una riflessione affatto banale sulla natura del rap-
porto conoscitivo che si instaura con i concetti astratti. Per quanto legate
ai risultati di incompletezza fossero (un fatto che si e` cercato di evidenziare
nel corso del nostro esame degli scritti go¨deliani), entrambe queste posizioni
erano indipendenti dalle conclusioni sul rapporto tra menti e macchine che,
pure, Go¨del aveva tratto dall’analisi dei propri celebri teoremi.
In particolare, nel fare cio` egli aveva gia` indicato, come si e` ribadito al
§4.4.1, la dipendenza degli esisti di una simile analisi dalla chiarificazione di
una nozione, il corrispettivo della “conoscenza matematica incontrovertibile”
di Penrose, che di per se´ non risulta affatto essere un’idea chiara e distinta.
Prim’ancora che attraverso l’individuazione di certi limiti logici delle in-
ferenze proposte, e` gia` questo un elemento che pare mettere a serio rischio
la conclusivita` del dibattito: perche´ dietro la necessita` di chiarire cosa si
intenda con la collezione M? delle verita` matematiche incontrovertibili, o
con la “matematica propriamente detta” che contiene gli enunciati percepiti
con certezza matematica, sembra profilarsi la priorita` di risolvere la stessa
questione, il disvelamento della ‘reale natura’ della disciplina, che e` stata
all’origine dell’annosa diatriba sui fondamenti della matematica (e che sem-
bra, quindi, riproporsi qui ad un ‘livello cognitivo’, legata cioe` al problema
dell’essenza della ragione umana).
Cio` non significa, pero`, che quanto e` possibile concludere dall’indagine
sul fondamento metamatematico e sulla correttezza logica dell’inferenza di
Penrose, non offra spunti di un certo interesse.
482In [Wan96], Wang cita (p. 207, 6.5.3) una riflessione di Go¨del relativa al fatto che “[l]a
meccanica quantistica e` solamente finitaria”, la quale potrebbe far pensare che, in con-
trasto con quanto sostiene Penrose, egli non vedesse nella fisica dei quanti uno strumento
risolutivo per quell’indagine scientifica sulla mente umana alla quale alludeva (ovviamen-
to questo accenno e` poco piu` che una mera curiosita` considerando il carattere cursorio
dell’osservazione go¨deliana).
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Le considerazioni di Pudla´k a latere di certe implicazioni metamatemati-
che della questione, ad esempio, meritano di essere ribadite.
Secondo il logico ceco, l’analisi della convinzione, implicitamente assunta,
o, come nel caso di Penrose, resa esplicita attraverso certe inferenze che la
incarnano, che si possa sempre andare oltre un insieme di principi dato, fa
trasparire una peculiarita` euristica alla base del processo di costruzione del-
la conoscenza in campo matematico. Questa, emergerebbe dal fatto che, in
corrispondenza al risalire lungo quella gerarchia di enunciati che sono espres-
sione, anche in forma parziale, della nostra fiducia in un certo formalismo
(un procedimento che, come si e` visto, puo` costituire il fondamento per giu-
stificare inferenze del tutto simili a quelle da cui Penrose prende le mosse),
possono corrispondere, a livello concettuale, dei salti niente affatto pacifici.
Cio` lo si puo` vedere bene se si considera che, volendo proseguire quella
stessa gerarchia andando oltre lo schema (Σ0n − RFNF), e quindi conside-
rare un principio (ad esempio, (Σ10 − RFNF)) che esprima la validita` di un
sistema formale rispetto alla collezione di tutti gli enunciati aritmetici, si
sarebbe costretti, tenendo presente che il predicato di verita` aritmetica non
e` aritmeticamente definibile per il ben noto teorema di Tarski, a cambiare
cornice formale, passando dall’aritmetica ad un qualche sottosistema dell’a-
nalisi. Ma cio` significa fondare la nostra fiducia nella teoria dei numeri, un
ambito rispetto al quale riteniamo di esercitare l’intuizione nella sua forma
piu` indiscutibile, su un sistema di nozioni che non godono affatto di una
fiducia altrettanto incondizionata.
Un simile esempio, forse piu` di ogni altro, chiarisce perche´ l’inferenza che
ne e` alla base, anche qualora venisse esercitata in relazione a principi che
esprimono forme di validita` ristrette a certe classi di formule, e che quindi,
in quanto tali, non comportano dei ‘salti concettuali’ come quello al quale
si e` appena alluso, puo` dare origine ad un’immagine (l’idea che si ricorre ad
assunzioni incerte), la quale, pur apparendo inconsueta per la disciplina alla
quale si riferisce, non e` tuttavia del tutto sorprendente. Di fronte a questioni
rispetto alle quali non siamo nella posizione di poter prendere una decisione
sulla base di principi noti (tipicamente: nel caso di nuovi assiomi), si puo`
dare vita a piu` linee di sviluppo di una certa area della matematica, alle quali
guardiamo come ad estensioni veritiere in misura proporzionale alla nostra
fiducia nelle assunzioni che le hanno generate.
Se ci astraiamo, generalizzando, dall’ambito metamatematico, si puo` trar-
re da riflessioni di questo genere uno spunto che non pare essere ininfluente
rispetto alla problematica che siamo venuti analizzando nel presente capitolo,
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e che, se si eccettua qualche riferimento contenuto negli scritti di Turing, non
si e`, fino ad ora, approfondito come forse avrebbe meritato.
Il fatto e`, che se si intende dare, a livello formale, un modello plausibile
dei procedimenti adottati dal matematico umano, non si puo` considerare di
secondaria importanza il ruolo ricoperto da certe strategie euristiche come
quella che sembra emergere da quest’analisi. Come in parte Turing pareva
voler sottolineare, prima ancora che su un piano squisitamente logico, i siste-
mi formali e le procedure effettive di computo, denotano i loro limiti, anche
quelli sui quali vertono certi teoremi logici, proprio in relazione a simili aspet-
ti del problema. Si tratta quindi di vedere se, ed in quale misura, un simile
proposito, riformulare in modo euristicamente piu` soddisfacente le nozioni in
gioco, risulti essere praticabile.




Nel passare al vaglio della metamatematica l’argomento di Penrose, si sara`
assistito ad uno slittamento di valenza dell’analisi. Si e` passati cioe` da consi-
derare la plausibilita` o meno di una posizione avversa ad una tesi filosofica di
tipo meccanicista (opportunamente riformulata, come si e` visto, in termini
logici), ad alcune osservazioni relative piuttosto a certi aspetti del processo di
‘costruzione’ di un corpo di conoscenze, e dunque non necessariamente legate
al problema del rapporto fra menti e macchine (anche se, come si e` detto, in
quelle considerazioni si possono ravvisare limiti ulteriori per una posizione
come quella di Lucas e Penrose).
Si e` cos`ı visto, ad esempio, che dietro certe assunzioni che riflettono la
nostra convinzione che un simile processo sia sempre diretto ad un’estensio-
ne progressiva delle conoscenze raggiunte ad un certo stadio, si potrebbero
nascondere particolari assunzioni relative alla validita`, in un qualche senso,
dei principi assunti. E` vero che simili assunzioni, mettendoci nelle condizioni
di trascendere un sistema di assiomi (nessuna teoria formale e` chiusa, per
i teoremi di incompletezza, sotto i principi di riflessione), ci permettono di
estendere propriamente il corpo di conoscenze dato. Ma e` anche vero, e per
lo stesso motivo (nessuna di quelle assunzioni e` percio` giustificabile in termi-
ni del sistema di partenza), che cio` ci porterebbe a guardare ad una simile
estensione come ad un sistema fondato in modo essenziale sulla convinzione
(non inoppugnabile) nella verita` di certi principi, che decresce al crescere
della forza logica dell’assunzione fatta.
Se guardiamo a questo fatto da un punto di vista generale (non confinato
cioe`, all’analisi delle teorie assiomatiche formali), se ne ricava un’indicazio-
ne di tipo metodologico-teoretico che, almeno in una certa misura, potrebbe
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presumibilmente venire legittimata anche da un punto di vista storico: nel-
l’estendere le nostre teorie si fa talvolta ricorso ad ipotesi euristicamente,
ma non assolutamente, giustificate, che rappresentano dei tentativi di fornire
nuovi assiomi; ovviamente, proprio per il loro carattere essenzialmente ipo-
tetico, torneremmo sui nostri passi, cancellando alcune delle ipotesi siffatte,
qualora esse si rivelassero contraddittorie483.
Si ricava cioe` l’impressione che, talvolta, si dia vita ad un processo ‘evo-
lutivo’ delle conoscenze basato su tentativi ed errori.
Cio` di cui ci vogliamo occupare innanzi tutto nel presente capitolo, e` la
possibilita` di caratterizzare logicamente un tale processo, cos`ı da creare un
modello che sia piu` fedele a certe procedure euristiche, come quelle di cui si
e` appena discusso, messe presumibilmente in atto in ambito scientifico.
Ritorneremo poi, alla luce dei risultati ottenuti in questo senso, sulla
valutazione della tesi meccanicista.
5.1 Procedure per tentativi ed errori ed in-
siemi ∆02
L’indagine sulle procedure per tentativi ed errori risale ai due lavori [Put65]
e [Gol65].
L’idea intuitiva di un processo che si dispiega per tentativi ed errori puo`
essere illustrata come segue: supponiamo di avere una procedura di decisione
(una macchina di Turing) che, per ogni input, produce una successione di
output (per semplificare le cose si puo` pensare agli output come ad una
successione di ‘SI’ e ‘NO’), solo l’ultimo dei quali deve essere inteso come
la risposta della macchina. Supponiamo inoltre che non disponiamo di una
procedura effettiva per determinare se una certa risposta sia o meno quella
definitiva (cioe` l’ultima di una serie).
La macchina, quindi, detto in altri termini, puo` ‘cambiare idea’ un numero
finito ma arbitrario di volte, e non e` possibile determinare, ad ogni istante,
se la macchina sia sul punto di cambiare idea un’altra volta o meno.
Formalmente, la resa di questa idea e` racchiusa nella seguente definizione:
483Questo fatto in particolare, distingue l’osservazione del testo dalla problematica me-
tamatematica relativa al tipo di enunciati ai quali essa si ispira: nel caso dei principi di
riflessione, siamo di fronte infatti ad ipotesi indipendenti dalla teoria assiomatica alla quale
si riferiscono, ed il sistema ottenuto da essa per aggiunta di simili enunciati e` dunque non
contraddittorio.
250
DEFINIZIONE 5.1.1 P (x1, . . . , xk) e` un predicato determinato per tenta-
tivi ed errori se e solo se esiste una funzione ricorsiva k + 1-aria f tale che,
per ogni n1, . . . , nk ∈ N:
P (n1, . . . , nk) ⇔ lim
y→∞ f(n1, . . . , nk, y) = 1
P (n1, . . . , nk) ⇔ lim
y→∞ f(n1, . . . , nk, y) = 0
dove (per ogni m ∈ N):
lim




z[z ≥ y → f(x1, . . . , xk, z) = m]
Si considerano cioe` quei predicati per i quali (e per il complemento dei
quali) esiste una procedura effettiva di decisione, che puo` s`ı ‘cambiare idea’ su
ogni dato input, ma che si ‘stabilizza’ dopo un numero finito di indecisioni484.
In termini equivalenti, data una successione enumerabile di insiemi ri-
corsivi di numeri naturali 〈An〉n∈N (la successione degli indici della funzione
caratteristica dei quali e` enumerata dalla f di cui sopra, al variare di y),












Mutuando la notazione usata nella definizione, chiamiamo limiti gli in-
siemi A ⊆ N per i quali vale la condizione precedente (scrivendo A =
limn→∞An), ed indichiamo con Λ la collezione di essi. Un insieme A ⊆ N
e` un limite inferiore (superiore) se esiste una successione enumerabile di
insiemi ricorsivi 〈An〉n∈N tale che:











Indichiamo con Λ (Λ) la classe dei limiti inferiori (superiori).
Il risultato fondamentale relativo ai limiti, e` il seguente teorema485 che
permette di darne una caratterizzazione in relazione alla gerarchia aritmetica
degli insiemi di numeri naturali:
484Rispetto all’idea intuitiva di partenza, si ha, in questo caso, una successione infinita di
SI e NO (che, come si e` detto, e` costituita da tutti SI da un certo punto in poi), piuttosto
che una successione finita di output. Come risultera` anche dal prosieguo del paragrafo, le
due definizioni (rispetto a successioni di output finite ed infinite) sono equivalenti.
485Cfr. [Put65], p. 51, Teor. 1.
251
TEOREMA 5.1.2 (1) A ⊆ N e` un limite se e solo se A ∈ ∆02.
(2) A ⊆ N e` un limite inferiore se e solo se A ∈ Σ02.
(3) A ⊆ N e` un limite superiore se e solo se A ∈ Π02 486.
E` utile richiamare in questa sede, alcuni risultati standard che permet-
tono di apprezzare meglio il significato di una simile caratterizzazione. Le
proposizioni che abbiamo in mente, sono legate all’indagine sui gradi di irre-
solubilita` dei problemi, ed in particolare alle nozioni di riduzione tra insiemi
di numeri naturali ad esse connesse487.
Diamo intanto la seguente definizione:
DEFINIZIONE 5.1.3 (i) A ⊆ N e` 1-riducibile ad un insieme B ⊆ N (in
simboli A ≤1 B) se e solo se esiste una funzione ricorsiva f iniettiva tale
che:
∀x[x ∈ A⇔ f(x) ∈ B]
(ii) A ⊆ N e` Turing-riducibile all’insieme B ⊆ N (si scrive A ≤T B) se
e solo se la funzione caratteristica cA di A e` B-ricorsiva
488.
Si osserva facilmente che vale:
A ≤1 B ⇒ A ≤T B
ma che non vale il viceversa489.
Di particolare importanza, nello studio della riducibilita` tra insiemi, risul-
ta essere la cosiddetta ‘gerarchia del salto’, costruita a partire dall’operazione
insiemistica j(A), definita da (per ogni A ⊆ N), j(A) := {x | ∨ yTA1 (x, x, y)}.
486Risultati analoghi valgono ovviamente anche se formulati in termini di predicati
P (x1, . . . , xn) determinati per tentativi ed errori (ed e` in questa forma che il teorema
viene enunciato e dimostrato da Putnam).
487Non pretendiamo affatto di offrire un quadro esaustivo sull’argomento, peraltro va-
stissimo. Ci limiteremo piuttosto ad un brevissimo accenno ad alcune nozioni di base,
rimandando ad altri testi (ad esempio, [Rog67], capp. 6 e segg.) per una trattazione
sistematica della problematica.
488Una funzione f e` A-ricorsiva, per A insieme, se e solo se essa e` ottenuta per compo-
sizione, sostituzione, recursione primitiva e minimalizzazione dalle usuali funzioni iniziali
e, in piu`, dalla funzione caratteristica di A, cA(x).
489Preso l’insieme K := {x | ∨ yT1(x, x, y)}, ossia l’insieme degli indici di funzioni ricor-
sive parziali che sono definite sul proprio indice, ed il suo complemento K, e` ovvio che
valga K ≡T K := K ≤T K & K ≤T K. Questi stessi insiemi risultano pero` addirittura
incomparabili rispetto alla 1-riducibilita`, come si puo` facilmente verificare dal fatto che
valgono: (i) K ≤1 K ⇒ K ≤1 K, (ii) K ≤1 K ⇒ K ricorsivamente enumerabile, (iii) K
non ricorsivamente enumerabile.
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Si definisce di conseguenza la seguente successione:
∅(0) := ∅
∅(n+1) := j(∅(n))
∅(ω) := {< x, y >| x ∈ ∅(y)}
La collezione cos`ı definita svolge, come si diceva, un ruolo cruciale per la
decidibilita` o risolubilita` dei problemi, come dimostrano i risultati seguen-
ti490. Gli stessi risultati ci consentono di approfondire ulteriormente il senso
della caratterizzazione dei limiti data in precedenza491:
TEOREMA 5.1.4 1. Per ogni n ≥ 0 ed A ⊆ N:
A ∈ Σ0n+1 ∩ Π0n+1 ⇔ A ≤T ∅(n)
2. Per ogni n ≥ 0 ed A ⊆ N:
A ∈ Σ0n ⇔ A ≤1 ∅(n)
A ∈ Π0n ⇔ A ≤1 ∅
(n)
Da essi (e dal fatto che ∆02 := Σ
0
2 ∩ Π02), osservando che K = {x |∨
yT1(x, x, y)} = ∅(1), si ricava che:
A ∈ ∆02 ⇔ A ≤T ∅(1) = K
A ∈ Σ02 ⇔ A ≤1 ∅(2) = j(K)
A ∈ Π02 ⇔ A ≤1 ∅
(2)
= j(K)
Si puo` quindi apprezzare in modo immediato il significato del passag-
gio dalla considerazione degli insiemi ricorsivamente enumerabili (cioe` Σ01)
come nel caso delle usuali teorie assiomatiche formali, alla classe Λ dei limi-
ti, o a sottoinsiemi di quest’ultima. Ma cio` consente anche di fornire una
lettura della collezione ∆02 in termine di risolubilita` di problemi: ad essa
appartengono tutti e soli gli insiemi di numeri naturali, il problema dell’ap-
partenenza ai quali e` riducibile (nel senso specificato) al problema dell’arresto
(rappresentato dall’appartenenza a K).
490Cfr. [Rog67], pp. 314-316, per i dettagli.
491Si tratta, come indicato, della versione speciale di due teoremi che valgono, in ovvia ri-
formulazione, anche in versione generalizzata ossia rispetto alla computabilita` relativizzata
(cfr. ibid., loc. cit.).
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Proprio questi risultati, offrono la possibilita` di caratterizzare la classe Λ
dei limiti in un modo alternativo alla definizione di Putnam. In sostanza,
anziche´ considerare i limiti di successioni enumerabili di insiemi decidibi-
li, e` sufficiente dare la definizione rispetto ad una successione enumerabile
(relativamente agli indici canonici) di insiemi finiti492.
Cio` significa porre:
DEFINIZIONE 5.1.5 A ⊆ N e` un limite se e solo se esiste una funzione
ricorsiva f tale che A = limn→∞Df(n).
Indicata con Λf la classe dei limiti cos`ı definita, si osserva ovviamente che
Λf ⊆ ∆02, e che se A ⊆ N e A e` ricorsivamente enumerabile allora A ∈ Λf 493.
E` dimostrato poi in [Mag74] che vale494: dati A,B ⊆ N, se B ∈ Λf e A ≤T B
allora A ∈ Λf .
Dal che´ si ricava immediatamente, essendo K ricorsivamente enumerabile
e quindi un limite nel senso della definizione 5.1.5 e valendo il teorema di Post
(cioe` 5.1.4, 1), che Λf = ∆02 = Λ.
5.2 I Sistemi Dialettici di Roberto Magari
Torniamo al problema di partenza: vorremmo riuscire a caratterizzare lo-
gicamente in modo soddisfacente il processo mediante il quale, in certe cir-
costanze, si estende un corpo di conoscenze dato mediante enunciati che
rappresentano possibili nuovi assiomi; le conseguenze di essi vengono poi cer-
cate, ed alcune dei principi assunti vengono cancellati, qualora rivelino la
loro contraddittorieta`.
Ci sono quindi due eventi di cui si deve dare conto, essendo l’uno l’aggiun-
ta di nuovi assiomi ad un corpo di conoscenze dato, l’altro la cancellazione
492La terminologia e la notazione e` mutuata da Rogers (cfr. [Rog67], p. 70): dato un
insieme A ⊆ N finito e non vuoto (con A = {x0, . . . , xn}) si chiama x := 2x0 + . . . + 2xn
l’indice canonico di A (e si scrive A = Dx), essendo 0 l’indice canonico di A, qualora
A = ∅.
493Assunto che valga, per qualche e ∈ N, A = We := {x |
∨
yT1(e, x, y)} (A, essendo
ricorsivamente enumerabile, coincide cioe` con il dominio di una funzione ricorsiva parziale
indiciata da e), si consideri la successione di insiemi finiti 〈Men〉n∈N, dove, per ogni n ∈ N,
sia Men := {x < n |
∨
zT1(e, x, z) & Lgh(z) ≤ n}. Si osserva allora che esiste ovviamente













y ≥ x(z ∈Mey ).
494Cfr. [Mag74], p. 132, Lemma 5.
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delle ipotesi inconsistenti con esso. Si vuole inoltre misurare, trattandosi del
tema principale all’attenzione nel presente lavoro, la portata delle limitazioni
logiche rispetto al modello cos`ı individuato.
Questo compito e` stato svolto, in un modo che ci pare meritorio di essere
analizzato piu` in dettaglio, dal matematico Roberto Magari intorno alla meta`
degli anni ’70. A causa dell’approccio prevalentemente algebrico alla teoria
dei sistemi d’assiomi di Magari, una brevissima introduzione alle nozioni di
base risulta essere doverosa495.
Il concetto fondamentale e` quello di operatore di chiusura algebrico su un
certo universo V .
Un’operazione Φ che associa ad ogni A ⊆ V un Φ(A) ⊆ V , e` un operatore
di chiusura (o di Moore) se soddisfa le seguenti condizioni:
(1) A ⊆ Φ(A) (Φ e` inclusivo)
(2) A ⊆ B ⇒ Φ(A) ⊆ Φ(B) (Φ e` monotono)
(3) Φ(Φ(A)) = Φ(A) (Φ e` idempotente)
Un operatore di chiusura Φ e` algebrico se, in piu`, soddisfa:
(4) Φ(A) =
⋃{Φ(F ) | F ⊆ A & |F | < ℵ0}
Una terna 〈P,Φ, c〉 e` un sistema formale se e solo se valgono:
(i) P e` un insieme decidibile.
(ii) Φ e` un operatore di chiusura algebrico che associa a sottoinsiemi X ⊆ P
ricorsivamente enumerabili, sottoinsiemi Φ(X) ⊆ P ancora ricorsiva-
mente enumerabili.
(iii) c ∈ P e Φ({c}) = P .
Non sara` sfuggita l’analogia diretta con l’approccio assiomatico formale
piu` tradizionale: P e` l’insieme delle proposizioni del sistema, Φ e` l’operatore
di deduzione e c rappresenta una contraddizione.
Dato un sistema formale S = 〈P,Φ, c〉, indichiamo allora con Φ(∅) l’insie-
me dei suoi teoremi, e, per ogni sottoinsieme enumerabile A di P , con Φ(A)
495Ancora una volta non intendiamo fare altro che introdurre i pochi concetti utili alla
migliore comprensione di quanto si andra` dicendo. Si rimanda ad altri testi (ad esempio
[Hal62]) per una trattazione esaustiva dell’argomento.
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l’insieme dei teoremi della teoria che ha gli elementi di A come assiomi496.
Nel seguito, si considerera` il caso in cui l’insieme delle proposizioni P coin-
cide con N497. Cio` non costituisce ovviamente alcuna restrizione essenziale
alla generalita` di quanto diremo.
La proposta di Magari al fine di dare conto dell’approccio ‘per tentativi
ed errori’ al problema dell’estensione di un corpo di conoscenze dato di cui
si e` detto, consiste nel passare dai sistemi formali ordinari S = 〈Φ, c〉 come
sopra, a sistemi dialettici498 Sd = 〈h, f, c〉 definiti nel modo seguente499:
DEFINIZIONE 5.2.1 Una terna Sd = 〈h, f, c〉 e` un sistema dialettico se
valgono le seguenti condizioni:
(1) h, f sono funzioni ricorsive totali e f e` una biezione da N in N;
(2) c ∈ N e Wh(2c) = N500;
(3) Wh(0) 6= ∅501;
Se Sd = 〈h, f, c〉 e` un sistema dialettico, la funzione h verra` detta, rispet-
to al processo che si intende descrivere, la funzione di deduzione di Sd (che
associa in particolare ad ogni sottoinsieme finito X di N un sottoinsieme
ricorsivamente enumerabile - quello dei teoremi di X), f e` la funzione propo-
nente (che ad ogni stadio del processo fornisce una nuova ipotesi provvisoria
che estende quelle precedentemente assunte) e c e` la contraddizione.
Il passo successivo consiste nel definire una nozione di dimostrabilita` per
un sistema dialettico. L’idea fondamentale, mediante la quale si intende
496Si puo` dunque leggere, per ogni A ⊆ P ricorsivamente enumerabile, α ∈ Φ(A) come
A ` α.
497In particolare, eviteremo di indicare i sistemi formali come terne, scrivendo
semplicemente S = 〈Φ, c〉.
498La scelta del nome non ha alcun legame con il significato dell’espressione ‘dialettico’ in
ambito filosofico. Esso deve essere ricondotto piuttosto all’idea dalla quale siamo partiti:
il problema di caratterizzare il processo di aggiunta e cancellazione di nuovi assiomi.
499Come in precedenza, si ricorre alla notazione di Rogers in [Rog67], e si indica, per ogni
n ∈ N, con Wn il dominio della funzione indiciata da n in una qualche codifica standard
delle funzioni ricorsive parziali.
500Si ricordi che, sulla base della notazione assunta, 2c e` l’indice canonico dell’insieme
finito che contiene c come unico elemento (ossia, vale D2c = {c}), e che Wn sta per il
dominio della funzione indiciata da n. Questa condizione equivale allora a dire che la
funzione indiciata da h(2c) e` totale.
501Si ricordi che vale D0 = ∅.
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catturare il concetto informale di una procedura inferenziale che procede per
tentativi ed errori, consiste nello stratificare (in una successione di insiemi
finiti) il processo di dimostrazione che, nel caso dei sistemi formali usuali,
consiste nell’enumerarne in modo effettivo i teoremi. Cio` e` reso possibile dal
considerare, ad un certo ‘livello’ n ∈ N, solo gli enunciati enumerati, tramite
una procedura effettiva determinata dal sistema dialettico di partenza, in
corrispondenza ad input minori di n e in un numero di passi (ossia mediante
una computazione di lunghezza) minore di n. Si tratta, poi, di identificare
l’insieme delle conseguenze di assunzioni date, con quanto si ottiene da una
simile procedura, per ogni n ∈ N.
La seguente definizione, ripresa da Magari, non fa altro che ribadire in
termini piu` rigorosi quanto si e` cercato di spiegare informalmente:
DEFINIZIONE 5.2.2 Dato un sistema dialettico Sd = 〈h, f, c〉 si defini-
scono per ogni X ⊆ N con X = Dm per qualche m ∈ N (ossia X insieme
finito di numeri naturali):
(i) Φhn(X) := {y < n |
∨
zT1(h(x), y, z) & Lgh(z) ≤ n} ∪ X, (dove Lgh(z)
indica la lunghezza della computazione codificata da z);
(ii)
Kh0 (X) := X
Khn+1(X) :=
⋃{Φhn+1(Y ) | Y ⊆ Khn(X)}




{Kn(X) | X ⊆ Z & |X| < ℵ0}
Fatto cio`, si e` cos`ı in grado di definire le nozioni cruciali per la costruzione
di Magari:
DEFINIZIONE 5.2.3 Dato un sistema dialettico Sd = 〈h, f, c〉, si defi-
niscono una successione 〈sn〉n∈N di stati provvisori del sistema (dove, per
ogni n ∈ N sn := 〈(x0, X0), . . . , (xr, Xr)〉 con xi ∈ N e Xi ⊆ N)) e una
successione 〈Am〉m∈N di assiomi provvisori di Sd, come segue:
s0 := 〈(0, {f(0)})〉
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dato sn−1 := 〈(x0, X0), . . . , (xr, Xr)〉, e posti:
k :=
{
min i ≤ r(c ∈ Xi), se esiste un i ≤ r tale che c ∈ Xi
r + 1, altrimenti
h :=
{












DEFINIZIONE 5.2.4 Dato un sistema dialettico Sd := 〈h, f, c〉, l’insieme
Ad dei teoremi definitivi di Sd e` definito da:




m ≥ k(x ∈ Am)}
I due risultati seguenti, dimostrati da Magari502, ci consentono di ricon-
ciliare le definizioni date con l’idea intuitiva di partenza, svelando, ad un
tempo, il criterio che e` all’origine della costruzione dei sistemi dialettici:
PROPOSIZIONE 5.2.5 Dato un sistema dialettico Sd = 〈h, f, c〉 e definiti
come in 5.2.2 Φhn, K
h
n ,Φ
h, il sistema Sd = 〈Φh, c〉 e` un sistema formale (che
chiameremo sistema formale associato a Sd).
La dimostrazione si riduce ovviamente a far vedere che Φh e` un operatore
di chiusura algebrico che associa, a sottoinsiemi numerabili diN, sottoinsiemi
ancora enumerabili dello stesso insieme.
Questo fatto e` all’origine anche del risultato seguente e del significato che
e` possibile attribuire ad esso:
PROPOSIZIONE 5.2.6 Dato un sistema dialettico Sd = 〈h, f, c〉, si con-
sideri l’insieme Bd definito da:
f(0) ∈ Bd ⇔ c 6∈ Φh({f(0)})
f(n) ∈ Bd ⇔ c 6∈ Φh({f(n)} ∪ (Bd ∩ {f(i) | i < n}))
(dove n > 0). Vale:
Ad = Bd
502Cfr. [Mag74], p. 125, Lemma 1 e pp. 126-127, Lemma 2, rispettivamente.
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Sulla base di 5.2.5 siamo in un certo qual modo legittimati a vedere in h,
come avevamo anticipato, la funzione di deduzione, essendo l’operatore Φh
definito a partire da essa, effettivamente un operatore di chiusura algebrico
su N.
L’idea sulla quale si fonda la definizione della successione di stati provvi-
sori di un sistema dialettico Sd e di quella degli insiemi di assiomi provvisori
del sistema, puo` essere dunque ricostruita nel modo seguente: all’origine vi e`
una collezione di teoremi, rappresentata dall’insieme Φh(∅) (e si noti che, sul-
la base di quanto stabilito al punto (3) della definizione 5.2.1, vale Φh(∅) 6= ∅);
in relazione alle ‘proposte’ della funzione f , ossia di una scelta di possibili
nuovi assiomi per il sistema di partenza, ad ogni stadio provvisorio se ne
calcolano progressivamente alcune tra le conseguenze logiche (nel senso della
definizione dei Khn di cui si fa uso), essendo il criterio guida, come dimostra in
modo anche piu` immediato la definizione induttiva dell’insieme Bd di 5.2.6,
quello di procedere escludendo di volta in volta gli enunciati contraddittori;
si considerano poi, come tesi definitive del sistema, tutti e soli gli enunciati
che appartengono in modo ‘stabile’ agli insiemi degli assiomi provvisori.
Il risultato 5.2.6, dunque, contribuisce, in connessione con 5.2.5, a chiarire
la natura dei sistemi dialettici. Ma esso ne rivela altres`ı il principio di fondo,
mostrando come un sistema dialettico non sia altro che una particolare istan-
za dei completamenti ricorsivi alla Lindembaum di una teoria formale S503,
i quali, in generale, sono teorie TS definite, a partire da un’enumerazione





Tn ∪ {φn}, se Tn ∪ {φn} e` consistente





Proprio questo fatto, allora, permette di comprendere i motivi per i quali
con i sistemi dialettici si riesce ad evitare certe limitazioni dei sistemi usua-
503Il risultato indicato nel testo, peraltro, non costituisce una sorpresa: segue infatti dal
cosiddetto Teorema della Base di Kreisel (cfr. [Sho67], p. 187) e dai risultati indicati nel
§5.1, che la complessita` logica dei completamenti alla Lindembaum di una teoria formale
(ovvero, la complessita` di un ramo infinito nell’albero dei completamenti) e` proprio ∆02.
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li, rendendo i risultati relativi, dei quali intendiamo adesso occuparci, non
particolarmente sorprendenti504.
5.2.1 Sistemi dialettici, teorie “meta-formali” e risul-
tati limitativi
I sistemi dialettici di Magari vengono dunque definiti seguendo le indicazioni
euristiche di partenza. Essi aspirano cioe` a cogliere il processo sulla base del
quale nuove ipotesi vengono aggiunte ad un corpo consolidato di conoscenze,
in forma di tentativo, ed altre, quelle rivelatesi contraddittorie, sono invece
eliminate.
Come e` ovvio, il proposito di precisare formalmente un tale processo com-
porta delle scelte che sono opinabili e si presta, per questo motivo, a delle
critiche. Piuttosto che soffermarci su queste ultime, crediamo sia meglio
procedere a considerare il secondo aspetto della questione, ossia la valuta-
zione dei teoremi limitativi rispetto al concetto individuato, che costituisce
il presupposto per un ritorno all’argomento principale di questa parte del
lavoro: la disamina della valenza filosofica in generale, e anti-meccanicista in
particolare, dei teoremi di incompletezza.
Seguendo le indicazioni dello stesso Magari contenute nei due lavori di ri-
ferimento ([Mag74] e [Mag75]), riteniamo opportuno, anche per ottemperare
504I sistemi dialettici di Magari, in ogni caso, non sono l’unico esempio di nozione sca-
turita dall’analisi delle procedure per tentativi ed errori. Negli stessi anni, ma in modo
del tutto indipendente dall’algebrista italiano, Jeroslow ha considerato, in [Jer75], il con-
cetto di Logica Sperimentale, definito a partire da una relazione ternaria H(t, x, y) che
si legge: “all’istante t, y e` una dimostrazione riconosciuta di x”. I teoremi di una logica








Una condizione ulteriore e` quella delle formule stabili (legata al concetto di tesi definitiva







s ≥ t(H(s, x, y))
L’analisi si concentra sulle logiche sperimentali convergenti, per le quali vale RecH(x)⇒
StblH(x), e che si dimostrano coincidere, mediante un’applicazione del risultato di Putnam
citato, con gli insiemi ∆02. Riformulazioni dei risultati limitativi vengono date e analizzate.
Un ulteriore approfondimento e raffinamento del tema, e` quello di Ha´jek in [Ha´j77], che
indaga certe caratterizzazioni degli insiemi Π02 e Π
0
3 basati sulle logiche sperimentali.
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ad una completezza illustrativa che ci pare doverosa, suddividere la trattazio-
ne del rapporto con i risultati limitativi considerando, da un lato, i teoremi
di Go¨del relativi ai limiti deduttivi dei sistemi formali, dall’altro, il risulta-
to di Tarski sull’indefinibilita` aritmetica del predicato di verita`, che mostra
un’essenziale carenza espressiva delle teorie assiomatiche formali.
Trattandosi di questioni la cui controparte tecnica viene ampiamente ed
esaurientemente discussa da Magari, ci limiteremo, ove necessario, a richia-
mare le nozioni e le dimostrazioni principali (senza riprodurle nel dettaglio,
talvolta, anche per ragioni di concisione), privilegiando, invece, l’analisi di
quegli aspetti che favoriscono una piu` proficua riflessione nel quadro delle
tematiche all’attenzione del presente lavoro.
I sistemi dialettici e l’incompletezza sintattica
Come si e` anticipato in chiusura del §5.2, tenendo conto del risultato 5.2.6,
quei corollari che permettano di apprezzare come le limitazioni sancite dai
teoremi di incompletezza non valgano per i sistemi dialettici sono, in un certo
senso, banali. Il modo con cui cio` avvenga precisamente, lo si puo` brevemente
illustrare come segue.
Innanzi tutto, da 5.2.6 si ricavano in modo immediato i due corollari
seguenti:
COROLLARIO 5.2.7 Se il sistema Sd := 〈Φh, c〉 associato ad un sistema
dialettico Sd e` consistente (ossia se vale Φ
h(∅) 6= N), allora Φh(∅) ⊆ Ad (cioe`
i teoremi di Sd sono teoremi definitivi di Sd).
Dim.: Se Sd e` consistente, allora c 6∈ Φh(∅), da cui segue, per definizione di
Bd di 5.2.6, Φ
h(∅) ⊆ Bd. Il risultato si ricava allora dalla proposizione
5.2.6.
COROLLARIO 5.2.8 Se il sistema Sd := 〈Φh, c〉 associato a Sd e` consi-
stente, allora Ad e` un’estensione non contraddittoria (c 6∈ Ad) e massimale
di Φh(∅).
Dim.: Immediato, dalla definizione di Bd e da 5.2.6.
Si ponga inoltre:
DEFINIZIONE 5.2.9 Un sistema dialettico Sd := 〈h, f, c〉 e` consistente se
e solo se Ad 6= ∅.
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Vale, allora:
COROLLARIO 5.2.10 Un sistema dialettico e` consistente se e solo se lo
e` il sistema formale ad esso associato.
Dim.: Dato un sistema dialettico Sd := 〈h, f, c〉, se Φh(∅) = N, si ha, in
particolare che, se c ∈ Φh(∅), segue, ovviamente, Bd = ∅.
Viceversa, se Φh(∅) 6= N, considerando che dal punto (3) della defini-
zione 5.2.1 si ha che Φh(∅) 6= ∅ e che, per il corollario 5.2.7, Φh(∅) ⊆ Ad,
vale Ad 6= ∅.
Per apprezzare i risultati che sanciscono il fatto che i sistemi dialettici
non cadono sotto le usuali limitazioni deduttive dei sistemi formali d’assiomi,
occorre, innanzi tutto, arricchire il linguaggio fin qui usato. Infatti, si sara`
forse notato come non si sia specificato affatto se un sistema dialettico sia
dotato o meno degli usuali operatori logici.
In questo contesto, cio` significa che, dato un sistema dialettico Sd =
〈h, f, c〉, esistono due funzioni primitive ricorsive, ¬x e x∨y, tali che valgono,
per ogni x, y ∈ N e X ⊆ N, le seguenti condizioni (che corrispondono ad
usuali proprieta` dei connettivi logici):
Φh(¬¬x) = Φh(x) (5.1)
c ∈ Φh(x,¬x) (5.2)
x ∨ ¬x ∈ Φh(∅) (5.3)
Φh(X ∪ {x ∨ y}) = Φh(X ∪ {x}) ∩ Φh(X ∪ {y}) (5.4)
Si verifica facilmente che vale:
COROLLARIO 5.2.11 Sia Sd = 〈h, f, c〉 un sistema dialettico siffatto, che
sia, in piu`, consistente. Allora, per ogni x ∈ N, x ∈ Ad se e solo se ¬x 6∈ Ad.
Dim.: Tenendo presente 5.2.6 e (5.2), sia ha che, per ogni x ∈ N, x ∈ Bd e
¬x ∈ Bd si escludono vicendevolmente.
Supponiamo adesso che si abbia x 6∈ Ad e ¬x 6∈ Ad. Sulla base di 5.2.6,
cio` significa che, dati m,n ∈ N tali che f(m) = x e f(n) = ¬x, per
qualche M ⊆ (Ad ∩ {f(i) | i < m}) e N ⊆ (Ad ∩ {f(j) | j < n}),
valgono:
c ∈ Φh({f(m)} ∪M)
c ∈ Φh({f(n)} ∪N)
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Dal che´ segue, per P =M ∪N :
c ∈ (P ∪ {f(m)}) ∩ (P ∪ {f(n)}) (5.4)= (P ∪ {f(m) ∨ f(n)})
(5.3)
⊆ Ad
Ma cio` contraddice quanto sancisce il corollario 5.2.8. Dunque, vale
x ∈ Ad o ¬x ∈ Ad.
Altrettanto semplice, per quanto possa apparire artificioso, e` il seguente:
COROLLARIO 5.2.12 Dato un sistema formale S = 〈Φ, c〉 consistente
e sufficientemente potente, e` possibile costruire un sistema dialettico Sd =
〈h, f, c〉 tale che S = Sd (ossia, S e` il sistema associato a Sd) e, se ConS ∈ N
e` (il codice de) l’enunciato che esprime la consistenza di S, ConS ∈ Ad.
Dim.: Si noti, innanzi tutto, che dato un sistema formale S usuale, e` sempre
possibile costruire un sistema dialettico Sd tale che S = S
d valga.
Se infatti S = 〈Φ, c〉, si ha che esiste una procedura effettiva h′ che
associa ad ogni insieme ricorsivamente enumerabile A ⊆ N (o meglio
all’indice della funzione che lo enumera), una procedura effettiva di
enumerazione dell’insieme Φ(A). Dunque, in particolare, si ha che esiste
una h che associa all’indice canonico di ogni insieme finito X ⊆ N, una
funzione che enumera Φ(X). Scelta allora una biezione ricorsiva f , si
ha che Sd := 〈h, f, c〉 e` un sistema dialettico e che vale S = Sd 505.
Supponiamo, in piu`, di scegliere la f in modo tale che f(0) = ConS.
Dal secondo teorema di Go¨del si ha che ¬ConS 6∈ Φ(∅). Inoltre, dal
momento che f(0) = ConS, vale anche (per (5.2)) che, dato m ∈ N
tale che f(m) = ¬ConS:
c ∈ Φ({f(m)} ∪ (Bd ∩ {f(i) | i < m}))
Ergo, per 5.2.6, ¬ConS 6∈ Ad, dal che´, per il corollario 5.2.11, ConS ∈
Ad.




{Kn(X) | X ⊆ Z & |X| < ℵ0} =: Φh(Z)
segue da note proprieta` logiche.
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Tenendo presente il risultato 5.2.10, sulla base del quale un sistema dialet-
tico e` consistente se e solo se lo e` il sistema formale associato, la proposizione
ConS, che esprime la consistenza di un sistema formale S, esprime anche la
consistenza di un sistema dialettico Sd per il quale si abbia S = S
d. Dunque,
sotto le ipotesi del risultato precedente, un sistema dialettico consistente e`
in grado di dimostrare la propria consistenza506.
Una teoria non tarskiana della verita`
Si e` appena visto che passando da teorie assiomatiche usuali, rispetto alla
quale l’insieme dei teoremi e` ricorsivamente enumerabile (cioe` Σ01), a sistemi
il cui insieme di teoremi e`, invece, un limite inferiore (e quindi Σ02), si riesce
ad ovviare, in una qualche misura, alle limitazioni deduttive dei primi. Da
cio`, si potrebbe trarre l’idea che, mediante una strategia analoga, si possa
ovviare anche alle limitazioni espressive che le teorie formali presentano.
Sappiamo infatti che, considerato il sistema per l’aritmetica di Peano PA,
non e` possibile definire, nel linguaggio sul quale esso e` basato, un predicato
T (x) tale che si abbia, per ogni formula φ:
|= T (dφe)⇔|= φ
(dove |= φ e` un’abbreviazione per φ ∈ V, e V e` l’insieme delle formule di
PA vere, sotto l’interpretazione intesa dei termini, in senso tarskiano).
Una via per risolvere il problema, puo` essere quella di riformulare le no-
zioni in gioco (sulla base dell’idea che il concetto che isoliamo mediante la
collezione V, per quanto ‘naturale’, sia fin troppo esteso), il che´ conduce a
chiedersi se e` possibile rispondere affermativamente al seguente quesito: e`
possibile, indicato con PPA l’insieme delle formule di PA, isolare un S ⊆ PPA
(l’insieme delle proposizioni sensate) rispetto al quale definire una collezione
V S (delle proposizioni S-vere) ed un predicato V S(x) in PA, tale che valga,
per ogni φ ∈ S, |= V S(dφe) se e solo se |= φ?
506Il richiamo al corollario 5.2.10 potrebbe spingere a vedere l’interesse del risultato con-
seguito, come limitato: in fin dei conti si mostra la dimostrabilita` di un enunciato che e` al
piu` equivalente a quello che esprime la consistenza di un sistema dialettico. Magari, con-
sapevole di cio`, offre ([Mag74], pp. 141 e segg.) un raffinamento del risultato precedente,
mostrando come sia possibile costruire un sistema dialettico che dimostra un enunciato che
ne esprime, in modo “naturale”, la consistenza. In questa sede, abbiamo tuttavia preferito
soprassedere su quest’analisi ulteriore della questione, per privilegiare, nel seguito, quanto
ci pare piu` significativo dire sui teoremi limitativi rispetto ai sistemi dialettici nel contesto
del presente lavoro.
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E` chiaro che una soluzione la si ha gia` rispetto alle usuali teorie assioma-
tiche, considerando che, dato TPA := {φ | PA ` φ} e posto S := TPA ∪ {¬φ |
φ ∈ TPA} ⊆ PPA, si ha che, per ogni φ ∈ S, vale (supposto TPA ⊆ V)507:
PA ` φ (1)⇔ PA ` TeorPA(dφe)
(2) m m (4)
|= TeorPA(dφe) (3)⇔ |= φ
E` dunque possibile, facendo coincidere TPA con l’insieme delle formule
S-vere, ovviare alle ordinare limitazioni espressive dei sistemi d’assiomi.
In questo caso, si avrebbe una teoria formale 〈PPA, S, V S〉 con S, V S insie-
mi ricorsivamente enumerabili. Tuttavia, non sembrano esserci motivazioni
indipendenti, che non si riducano, cioe`, banalmente all’idea di voler ovviare
alle limitazioni suddette per questa via ad hoc, per giustificare una simile
scelta.
Magari si propone, in [Mag75], di costruire invece una teoria 〈PPA, S0, V S0 〉,
che egli chiama, per estensione della terminologia precedente, “meta-formale”,
nella quale si abbia, invece, S0, V
S
0 ∈ Σ02 (nella quale, cioe`, l’insieme delle
proposizioni sensate e di quelle sensatamente vere, sono limiti inferiori508), e
rispetto alla quale, soprattutto, si possano proporre degli argomenti fondati
per la scelta di tali S0 e V
S
0 .
La definizione dei due insiemi e` la seguente:
DEFINIZIONE 5.2.13 (1) V S0 ⊆ N e` il piu` piccolo insieme tale che (per
ogni φ ∈ PPA):
507L’equivalenza (1), segue dalle note proprieta` del predicato TeorPA, avendo qui supposto
la correttezza di PA. (2) si ricava da (1) e dall’ipotesi TPA ⊆ V, in una direzione (sopra-
sotto); nell’altra, e` immediata. Per quel che riguarda (3), essa segue ancora dall’ipotesi di
correttezza in una direzione: |= TeorPA(dφe) ⇒ PA ` φ ⇒|= φ. Se invece vale |= φ, si ha
che, poiche´ TPA ⊆ V, PA 6` ¬φ, da cui, essendo φ ∈ S, deve essere PA ` φ; allora, da (1)
piu` l’ipotesi di correttezza, |= TeorPA(dφe). Infine, (4) e` un’ovvia conseguenza delle altre
equivalenze.
508Implicitamente, siamo cos`ı passati da considerare insiemi di proposizioni, ai corrispon-
denti insiemi dei codici (attraverso l’assunzione nascosta dell’esistenza di una procedura di
aritmetizzazione standard del linguaggio formale). Nel caso generale, una terna 〈P, S, V 〉
e` una teoria meta-formale se e solo se (i) P e` un insieme decidibile di proposizioni, (ii)
c’e` una corrispondenza biunivoca computabile da S, V ⊆ P in due limiti inferiori. Nel
seguito, lavoreremo direttamente, come si e` fatto nel paragrafo precedente, con il caso in
cui P = N.
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(i) TPA ⊆ V S0 ;
(ii) se φ ∈ V S0 e φ→ ψ ∈ V S0 , allora ψ ∈ V S0 ;
(iii) se ¬φ→ TeorPA(d¬φe) ∈ V S0 e ¬φ 6∈ TPA, allora φ ∈ V S0 .
(2) S0 = V
S
0 ∪ {¬φ | φ ∈ V S0 }.
Vale la pena soffermarci brevemente sull’idea che sta alla base di una tale
proposta.
E` intanto ovvio come, nella definizione di V S0 , la clausola fondamentale
sia la seconda. Per comprenderne a fondo il significato, si puo` riprendere la
terna 〈PPA, S,TPA〉, dove S = TPA∪{¬φ | φ ∈ TPA}, e considerare come, tra
i motivi di maggior rilievo per scartare una simile definizione, ci sia il fatto
che, non solo le proposizioni indecidibili in PA risultano essere ovviamente
insensate, ma che, tra queste, lo sono anche quante possiedono, in PA, un
‘criterio di falsificazione’.
Risultano infatti insensate proposizioni φ per le quali si abbia:
|= φ, PA 6` ¬φ, PA ` ¬φ→ TeorPA(d¬φe)
E` il caso, ad esempio, dell’enunciato indecidibile di Go¨del. Tuttavia, in
una situazione simile, si potrebbe contestare l’insensatezza di φ: in fin dei
conti, per quanto PA non refuti di fatto φ, la stessa teoria ci rende consapevoli
del fatto che, se ¬φ fosse vera, essa sarebbe dimostrabile in PA e, di conse-
guenza, φ risulterebbe falsificabile (per quanto non falsificata, disponiamo
cioe` di un ‘metodo’ per falsificarla).
Questa e` l’idea cruciale alla quale Magari ricorre per estendere TPA, inteso
come collezione di enunciati verificabilmente (cioe` dimostrabilmente) veri
(sotto l’ipotesi di correttezza dell’aritmetica di Peano).
A monte509, c’e` l’idea che la metamatematica debba essere considerata,
nei confronti delle teorie assiomatiche, una ‘scienza’, nello stesso senso in cui
la fisica, ad esempio, e` vista come la scienza dei fenomeni naturali, e che,
quindi, sia lecito adottare, nel caso della prima, quei criteri che, in ambito
teoretico, sono stati proposti per discipline come la seconda (e` il caso del
criterio ‘popperiano’ - una tesi e` sensata se falsificabile - utilizzato per la
definizione di V S0 ).
509Si vedano in particolare, di [Mag75], le pp. 343-345.
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Il risultato fondamentale che, rispetto a S0 e V
S
0 , Magari presenta
510, dal
quale discende che 〈PPA, S0, V S0 〉 e` una teoria meta-formale che estende PA
(vale, infatti, TPA ⊆ V S0 per definizione), e` la seguente:
PROPOSIZIONE 5.2.14 S0 e V
S
0 sono limiti inferiori.
Nel corso della dimostrazione di 5.2.14, si isola in particolare una relazione
primitiva ricorsiva ternaria R0(x, y, z), tale che valgono:










z ≥ y(R0(d¬φe, x, z))]}






z ≥ y(R0(dφe, x, z))}
Sfruttando, quindi, le usuali proprieta` di rappresentabilita` in PA delle
relazioni primitive ricorsive (e dimostrando alcuni lemmi supplementari511),
si ricava512 (supponendo di scrivere | |= φ per φ ∈ V S0 ), la seguente:
PROPOSIZIONE 5.2.15 (1) Esiste una formula σ0 ∈ PPA tale che, per
ogni φ ∈ PPA:
φ ∈ S0 ⇔ ||= σ0(dφe)⇔|= σ0(dφe)
(2) Esiste una formula θ0 ∈ PPA tale che, per ogni φ ∈ PPA:
| |= φ⇔ ||= θ0(dφe)⇔|= θ0(dφe)
Dal risultato discende, allora, la possibilita` di ovviare, con la meta-teoria
〈PPA, S0, V S0 〉, alle limitazioni espressive delle usuali teorie assiomatiche (nel
senso specificato e sulla base delle considerazioni fatte, in particolare quelle
che intendono giustificare la restrizione al sottoinsieme di V rappresentato
da V S0
513).
5.2.2 Limitazioni dei sistemi dialettici e delle teorie
meta-formali
Nonostante i risultati teste´ illustrati, non possiamo certo aspettarci di esse-
re in grado di evitare, se non nel senso tutto particolare legato ad alcune
osservazioni fatte in precedenza, la possibilita` di riprodurre, anche per le
510Cfr. Ibid., pp. 354-355, Lemma 1.
511Cfr. Ibid., pp. 355-358, in particolare Lemma 3, (ii).
512Ibid., p. 358.
513Come risulta dalla proposizione 5.2.15.
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nuove cornici formali che siamo venuti considerando, gli stessi argomenti che
conducono ad indicare le limitazioni delle usuali teorie assiomatiche (anche
se, come vedremo, con delle novita` decisive rispetto ad un certo uso che, di
questi risultati, si e` cercato di fare).
Il teorema noto, che palesa in modo inequivocabile le carenze degli accor-
gimenti adottati e` il seguente514:
TEOREMA 5.2.16 La collezione V delle proposizioni aritmetiche vere, e`
ricorsivamente isomorfa a ∅(ω), ossia esiste una biezione ricorsiva f tale che,
f(V) = ∅(ω).
Segue quindi515, che V e` Turing riducibile (anzi, Turing equivalente) a
∅(ω) e, dunque, per ogni n ∈ N, V 6≤T ∅(n). Sulla base di 5.1.4, 1 e 2, e delle
rispettive conseguenze, concludiamo quindi che V non puo` essere un limite
e, a fortiori, neanche l’insieme delle tesi definitive di un sistema dialettico516.
Queste considerazioni, che di per se´ sono gia` sufficienti per poter parlare
di limitazioni per i sistemi dialettici, possono anche essere rese con maggior
precisione.
Posto infatti:
DEFINIZIONE 5.2.17 Un insieme A ⊆ N e` completamente produttivo se
e solo se esiste una funzione ricorsiva (totale) f tale che, per ogni n ∈ N,
f(n) ∈ A+˙Wn = (A \Wn) ∪ (Wn \ A).
e` noto che si dimostra517 che vale:
PROPOSIZIONE 5.2.18 V e` completamente produttivo.
514Cfr. [Rog67], p. 318.
515Si dimostra infatti (cfr. ibid., p. 85, Teorema VI) che due insiemi A,B ⊆ N
sono ricorsivamente isomorfi se e solo se sono 1-equivalenti (ossia, se e solo se vale
A ≤1 B & B ≤1 A).
516Si ricava cioe` che V e` un insieme iperaritmetico che si situa al primo livello transfinito
della gerarchia del salto.
517Cfr., ad esempio, [Rog67], p. 97. Piu` precisamente, si dimostra che V e` produttivo,
ossia che esiste una funzione ricorsiva parziale (cioe` un e ∈ N), tale che:∧
x[Wx ⊂ V⇒
∨
y(T1(e, x, y) & ϕe(x) ∈ V+˙Wx)]
e si sfrutta poi, per giungere alla conclusione indicata nel testo, l’equivalenza tra la
produttivita` e la completa produttivita` di un insieme (ibid., p. 183, Teorema VI).
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Cio` implica in particolare, che esiste una procedura effettiva che in corri-
spondenza ad ogni sistema formale S (identificando un sistema con la chiusura
deduttiva di un insieme ricorsivamente enumerabile di assiomi), associa un
enunciato che, se il sistema e` consistente, e` vero, ma indimostrabile in S.
Risultati che, come questo, permettono di esprimere l’essenza dei teoremi
di incompletezza in modo cos`ı inequivocabile, sembrano essere particolarmen-
te adatti per offrire un sostegno a quegli argomenti che intendono affermare
una superiorita` del matematico umano sulle macchine: esiste un metodo effet-
tivo ed uniforme che ci permette di esibire un enunciato che sappiamo essere
vero, ma anche indimostrabilmente tale mediante una procedura effettiva di
computo.
Si potrebbe dunque ritenere un fatto decisamente negativo per gli scopi
che ci siamo prefissi, la possibilita` di riproporre un risultato analogo, sot-
to un’appropriata riformulazione delle nozioni in gioco, rispetto ai sistemi
dialettici.
Supponiamo di definire un insieme A ⊆ N completamente limite-produtti-
vo, se (indicato con λx il limite della successione degli insiemi finiti generati
dalla funzione indiciata da x518), esiste una funzione ricorsiva f tale che
f(x) ∈ A+˙λx519.
L’insieme A sarebbe dunque tale che e` possibile esibire in modo effettivo
un elemento che lo distingue da ogni limite.
Magari dimostra520 che, se A,B ⊆ N sono tali che A e` ricorsivo e A ∩
B completamente limite-produttivo, allora anche B e` completamente limite
produttivo.
Esaminando poi l’insieme M degli indici di funzioni ricorsive totali che
non appartengono al limite da essi generato, ossia, nella notazione adottata,
la collezione definita da:
x ∈M ⇔ ∧ y∨ z(T1(x, y, z)) &
limn→∞Dϕx(n) = limn→∞Dϕx(n) &
x 6∈ λx
si osserva che, per ogni x ∈ N tale che limn→∞Dϕx(n) = limn→∞Dϕx(n),
vale:
x ∈ λx⇔ x 6∈M
518Nella notazione adottata, λx = limn→∞Dϕx(n).
519Ovviamente, si sottintende che cio` valga per ogni x ∈ N che ‘ammette limite’, ossia
per il quale si abbia limn→∞Dϕx(n) = limn→∞Dϕx(n).
520[Mag74], p. 140.
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(ergo x ∈M+˙λx e, quindi, M e` completamente limite-produttivo).
Vale inoltre chiaramente521, che esiste un predicato aritmetico P (x), ossia,
in sostanza, un’espressione unaria del linguaggio del sistema PA, tale che, per
ogni n ∈ N:
P (n) ∈ V⇔ n ∈M (5.5)
Considerando poi che A = {P (n) | n ∈ N} e` decidibile e che V∩A risulta
essere, valendo (5.5), ricorsivamente isomorfo aM , Magari ricava infine, sulla
base di certi risultati che permettono di associare limiti a sistemi dialettici
in modo effettivo ed uniforme522, il seguente:
TEOREMA 5.2.19 Esiste una procedura effettiva che dato un qualsiasi
sistema dialettico Sd che contenga, tra le proprie proposizioni, quelle dell’a-
ritmetica di Peano, fornisce una proposizione che e` vera se e solo se non
appartiene all’insieme Ad delle tesi definitive di Sd.
Un simile risultato, allora, ci porterebbe a riconoscere come, non solo,
sulla base delle osservazioni precedenti, non siamo in grado, passando dalle
usuali teorie assiomatiche formali ai sistemi dialettici, ad ovviare a quell’a-
spetto che rende rilevanti i risultati di indecidibilita`, l’esistenza di una diffe-
renza essenziale tra la verita` delle proposizioni della teoria dei numeri, e la
loro verificabilita` effettiva, ma non si riesce neanche ad evitare la possibilita`
di formulare quegli stessi risultati in quella forma che ha dato adito all’idea
che, in corrispondenza del primo fatto (la discrasia tra verita` e dimostrabi-
lita` formale), si possano individuare gli estremi per una differenza, parimenti
essenziale, tra le capacita` di un qualsiasi matematico umano e quelle di una
macchina.
Come se cio` non bastasse a creare il sospetto che si possa anche in questo
contesto avanzare certe conseguenze dei teoremi limitativi, e` possibile giun-
gere a conclusioni del tutto analoghe anche percorrendo la strada delle teorie
meta-formali, ossia ridefinendo, sulla base di certe considerazioni di ade-
guatezza ad una concezione di verita` alternativa a quella piu` tradizionale, la
collezione delle proposizioni vere (o meglio sensatamente tali) dell’aritmetica.
Se il risultato 5.2.16 citato in apertura e` di per se´ sufficiente a concludere
che l’insieme V \ V S0 non e` vuoto, questo stesso fatto puo` essere rivelato
mediante una costruzione che ricalca da vicino l’usuale metodologia di prova
521Si ricordi che l’indice caratteristico di un insieme finito A = {n1, . . . , nk} ⊆ N, e`
n = 2n1 + . . .+ 2nk .
522Cfr., in particolare, [Mag74], p. 131, Teorema 2.
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dei risultati di Go¨del. In piu`, si dimostra pero` che gli enunciati ottenuti
in questo modo sono insensati, confermando quindi, allo stesso tempo, la
valenza delle definizioni date.
Analizzando le proprieta` basilari degli insiemi S0 e V
S
0 in relazione alla
possibilita` di fornirne, grazie alle formule σ0(x) e θ0(x) di 5.2.15, una versione
aritmetizzata, Magari dimostra523, in particolare, che vale la seguente524 (si
ricordi che | |= α sta per α ∈ V S0 ):
PROPOSIZIONE 5.2.20 (i) Se PA e` consistente, valgono, per ogni φ, ψ ∈
PPA:
| |= θ0(dφ→ ψe)→ (θ0(dφe)→ θ0(dψe)) (5.6)
Se | |= θ0(dφ→ ψe) allora | |= θ0(dφe)→ θ0(dψe) (5.7)
| |= θ0(dφ ∧ ψe)↔ θ0(dφe) ∧ θ0(dψe) (5.8)
| |= θ0(dφe)→ θ0(dθ0(dφe)e) (5.9)
se | |= φ allora | |= θ0(dφe) (5.10)
(ii) Se PA e` ω-consistente, allora:
se | |= θ0(dφe) allora | |= φ (5.11)
Si possono cos`ı riformulare, rispetto alla teoria meta-formale 〈PPA, S0, V S0 〉,
i due risultati go¨deliani:
TEOREMA 5.2.21 Se PA e` ω-consistente, esistono proposizioni vere e
insensate.
Dim.: Sia φ l’enunciato rispetto al quale vale, sulla base del lemma di
diagonalizzazione:
PA ` φ↔ ¬θ0(dφe) (5.12)
Se valesse φ ∈ V S0 , si avrebbe anche, per (5.10), θ0(dφe) ∈ V S0 da cui,
per (5.12), ¬φ ∈ V S0 , il che´ e` assurdo considerato che vale V S0 ⊆ V. Se
invece fosse ¬φ ∈ V S0 , si avrebbe, per (5.12), θ0(dφe) ∈ V S0 dal che´ si
potrebbe concludere, tenuto conto di (5.11), φ ∈ V S0 .
523Cfr. [Mag75], p. 364, Teorema 10.
524Alcuni enunciati sono una semplice conseguenza di risultati che abbiamo gia` citato,
ma che si e` detto valere sotto l’assunzione TPA ⊆ V. La proposizione seguente, indica
dunque come e` possibile indebolire la suddetta ipotesi.
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Ergo, φ 6∈ S0 e φ,¬φ 6∈ V S0 , da cui si ricava in particolare, sulla base
di 5.2.15 (2), che vale ¬θ0(dφe) ∈ V e quindi, ancora per (5.12), φ ∈
V \ V S0 .
TEOREMA 5.2.22 Assumiamo TPA ⊆ V. Ogni formulazione χ della
consistenza di 〈PPA, S0,V S0 〉 tale che | |= χ→ ¬θ0(d0 = 1e) valga, e` insensata.
Dim.: Sia φ l’enunciato che, come nel caso del teorema precedente, verifica
la (5.12). Da questa, tenendo presente l’ipotesi di correttezza, e dalla
(5.9), si ricava per logica | |= θ0(d¬φe) ↔ θ0(dθ0(dφe)e). Ancora dalla
(5.9), vale allora:
| |= θ0(dφe)→ θ0(d¬φe) (5.13)
Sia χ come da ipotesi. Se valesse χ ∈ V S0 , si avrebbe anche ¬θ0(d0 =
1e) ∈ V S0 , e quindi (sempre ricordando l’assunzioneTPA ⊆ V), ¬θ0(dφ∧
¬φe) ∈ V S0 . Ma allora, poiche´ vale (5.8), varrebbe anche:
| |= ¬(θ0(dφe) ∧ θ0(d¬φe))
Per logica, segue allora θ0(dφe) → ¬θ0(d¬φe) ∈ V S0 da cui, per (5.13),
¬θ0(dφe) ∈ V S0 . Da cio` si concluderebbe allora, per (5.12), φ ∈ V S0 , che
abbiamo visto essere assurdo.
Tenendo presente che V S0 ⊂ V vale e che quindi ¬χ non puo` essere in
V S0 , si ricava cos`ı la tesi.
La possibilita` di riformulare i risultati di incompletezza, tanto nel conte-
sto dei sistemi dialettici quanto in quello delle teorie meta-formali, parrebbe
rendere limitato, almeno per cio` che riguarda gli scopi che ci siamo qui pre-
fissi, l’interesse del passaggio a simili cornici formali. Si profila dunque la
necessita` di un chiarimento, soprattutto per i sistemi dialettici che incarna-
no l’idea di una maggiore plausibilita` euristica dalla quale siamo partiti, e
soprattutto in relazione a quei risultati che (come 5.2.19) sembrano rende-
re plausibile la riproposizione delle stesse obiezioni concettuali avanzate gia`
nei confronti delle usuali teorie assiomatiche come modelli dell’agire umano.
Occorre chiarire quindi in quale senso, di fronte ai formalismi specificati in
precedenza, possiamo sostenere di essere in una posizione di vantaggio rispet-
to alle argomentazioni come quelle di Lucas e Penrose, le quali, si suppone,
si applicano ai sistemi formali piu` tradizionali525.
525Meritano di essere menzionati, per quanto estranei alle problematiche del presente
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5.3 Siamo sistemi dialettici?
Un confronto tra gli usuali sistemi formali d’assiomi ed i sistemi dialettici lo
si puo` fare, seguendo le indicazioni dello stesso Magari526, sulla base di un
gioco che, senza troppe difficolta`, si puo` realizzare come esso ricalchi, in larga
misura, le condizioni del Gioco dell’Imitazione ideato da Turing. Poiche´ una
simile esemplificazione permette inoltre di apprezzare in modo inequivocabile
i vantaggi dei sistemi proposti dall’algebrista italiano sulle teorie assiomatiche
tradizionali (almeno per cio` che concerne il fenomeno dell’incompletezza che
all’attenzione della presente indagine), crediamo sia doveroso, ancor prima
che opportuno, ricorrere ad una simile spiegazione.
Se supponiamo di prendere le mosse da un sistema formale come PA, ci
possiamo porre come obiettivo quello di minimizzare l’insieme V+˙TPA che,
in ogni caso, sappiamo essere non vuoto per i risultati ordinari ai quali si e`
accennato in precedenza.
Concentriamo a tal fine l’attenzione, in particolare, su quegli enunciati φ
che ne fanno parte e per i quali valga:
PA 6` φ,PA 6` ¬φ,PA ` ¬φ→ TeorPA(dφe)
Questa e` la situazione, ad esempio, dell’enunciato indecidibile di Go¨del.
Si consideri un sistema formale corretto S = 〈Φ, c〉 che estenda PA, ossia
tale che valga TPA ⊆ Φ(∅) ⊆ V, e costruiamo un sistema dialettico Sd =
〈h, f, c〉 in modo che siano verificate:
(i) S e` il sistema formale associato di Sd
527;
lavoro, alcuni contributi successivi ispirati dalle indagini di Magari. In particolare, i due
lavori di Aldo Ursini ([Urs77] e [Urs78]), il primo dei quali contiene la definizione di una
progressione transfinita di teorie assiomatiche ‘alla Feferman’ (cfr. [Fef62]), ispirata alle
condizioni soddisfatte dall’insieme V S0 : ad ogni stadio si aggiungono cioe` gli enunciati non
refutabili ma dimostrabilmente falsificabili allo stadio precedente. Si dimostra che la riu-
nione sulla progressione cos`ı definita coincide con l’insieme delle formule vere nel modello
standard dell’aritmetica. Nel secondo lavoro, piu` breve, Ursini fornisce una dimostrazione
della Σ02 completezza di V
S
0 in PA (un risultato che Magari cita, ma non dimostra, e che
e` alla base della proposizione 5.2.20), rispetto ad una formula che rappresenta V S0 diversa
rispetto a quella da noi indicata con θ0 e che corrisponde, in [Mag75], a V˙0. Vale la pena
citare anche, essendo l’ultimo contributo a noi noto, in ordine di tempo, che si ispira a
[Mag74] e [Mag75], l’articolo [MSS96].
526Cfr. [Mag74], pp. 146-149.
527Come si e` osservato in relazione alla dimostrazione del corollario 5.2.12, e` sempre
possibile verificare una simile condizione.
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(ii) la f sia una biezione computabile scelta in modo tale che, dato m ∈ N
per il quale si abbia f(m) = φ (dove φ e` un enunciato che verifica le
condizioni suddette), si abbia: (†) se n ∈ N e` tale che f(n) = ¬φ,
allora m < n; (‡) per ogni r ∈ N tale che f(r) = ψ e ψ → ¬φ ∈ Φ(∅),
sia m < r.
Vale allora:
φ ∈ V⇔ φ ∈ Ad (5.14)
Infatti si ha che, in un senso, poiche´ valgono φ 6∈ V ⇔ ¬φ ∈ V, ¬φ →
TeorPA(d¬φe) ∈ Φ(∅) e TPA ⊆ Φ(∅) ⊆ V, vale anche:
φ 6∈ V⇒ ¬φ ∈ Φ(∅) ⊆ Ad 5.2.8⇒ φ 6∈ Ad
Viceversa, se φ ∈ V allora ¬φ 6∈ Φ(∅) e, verificando la f le condizioni (i)
e (ii) suddette, segue, per n ∈ N come da (†), e per ogni r ∈ N come da (‡):
c ∈ Φ({f(n)} ∪ (Ad ∩ {f(i) | i < n}))
c ∈ Φ({f(r)} ∪ (Ad ∩ {f(j) | j < r}))
dal che´ si puo` concludere (sulla base di 5.2.6) che ¬φ 6∈ Ad. Ergo, per
5.2.11, φ ∈ Ad.
Immaginiamo adesso di condurre un gioco, costruito sulla falsariga di
quello di Turing e che prevede percio` due giocatori A e B ed un interroga-
tore C, con la sola variante, rispetto alla situazione indicata dal matematico
britannico, che, anziche´ venire smascherati da C, A e B acquistino punteggio
(un punto, in particolare) per ogni risposta corretta alle domande poste da
C, non guadagnino nulla per le mancate risposte e perdano in egual misura
(sempre un punto, cioe`) per le risposte sbagliate.
Se supponiamo allora di far giocare una partita (come A e B, rispetti-
vamente) al sistema S di cui sopra da un lato, ed al sistema Sd costruito in
precedenza dall’altro, assumendo di indicare con rAn (r
B
n ) la risposta di A (B)
all’n-esimo quesito e supponendo infine che C si limiti a chiedere ‘φ e` vera?’
(per una certa φ per la quale la costruzione precedente si realizza), otteniamo
il seguente quadro528.
528Si potrebbe descrivere la situazione in termini equivalenti, ma, forse, piu` verosimili,
pensando, come fa Magari, ad A e B come due giocatori (umani) i quali decidono, come
strategia di gioco, di riferirsi, per l’uno, alla presenza o meno di una dimostrazione di φ
in S (e di rispondere solo nel caso affermativo, di astenersi in caso φ sia indecidibile), di
riferirsi, all’n-esima domanda, all’insieme An delle tesi provvisorie allo stadio n-esimo di
Sd, l’altro.
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Distinguendo i vari casi, si ha:
(i) φ 6∈ V. Dunque, ¬φ ∈ V e, poiche` ¬φ → TeorPA(d¬φe) ∈ Φ(∅) e





Per quel che riguarda B, dal momento che φ = f(m) < f(n) = ¬φ,
si ha che, per certi i ∈ N iniziali, vale φ ∈ Ai e B perde dunque dei
punti. Da un certo momento in poi, varra` invece φ,¬φ 6∈ Aj e B rimane
dunque stabile nel proprio punteggio. Ma, infine, accadra` anche che, in
relazione ad un p0 = min p(f(p) = ψ & ψ → ¬φ ∈ Φ(∅)), da un certo

























La situazione cos`ı descritta mostra in modo chiaro il vantaggio rappresen-
tato dalla strategia per tentativi ed errori alla base di un sistema dialettico,
rispetto ai piu` tradizionali sistemi formali.
Se vista alla luce degli scopi che ci siamo prefissi nel presente lavoro,
tuttavia, una simile descrizione si presta ad almeno due obiezioni:
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1. l’intera costruzione dipende in modo essenziale dalla scelta di una bie-
zione computabile f che soddisfi le condizioni indicate in precedenza,
e dalle altre ipotesi fatte. Cio` sembra rendere plausibile l’esistenza di
una strategia ulteriormente migliorativa di quella seguita da B (che ten-
ga conto cioe` di condizioni meno specifiche), e che, qualora la partita
fosse giocata tra un sistema dialettico ed un matematico, potrebbe con-
sentire comunque a quest’ultimo di esibire la superiorita` delle proprie
capacita`;
2. poiche´, sulla scorta di un risultato come 5.2.19 siamo in grado di esibire
in modo effettivo un enunciato che e` vero se e solo se non fa parte delle
tesi definitive di un sistema dialettico, la situazione di superiorita` alla
quale allude l’obiezione precedente, si dovrebbe verificare, in partico-
lare, in relazione ad un enunciato siffatto. Se in un caso come quello
descritto nella simulazione di partita, siamo dunque in grado di sfrutta-
re il fatto che (V+˙Ad) ⊂ (V+˙Φ(∅)), un matematico si trova comunque
dimostrabilmente in una posizione di vantaggio rispetto ad un qualsiasi
sistema dialettico (e dunque non puo` essere identificato con nessuno di
essi).
Potendo chiaramente essere viste come due aspetti di una stessa posizione,
le due obiezioni verranno considerate come una sola.
Si suppone quindi (come farebbe un propugnatore dell’ “obiezione ma-
tematica”) che al di la` del vantaggio che essi rivelano rispetto alle teorie
tradizionali, i sistemi dialettici, valendo per essi un’appropriata riformulazio-
ne delle ordinarie limitazioni, mostrerebbero le stesse carenze se confrontate
con i matematici. Si potrebbe da cio` dedurre, quindi, l’idea che l’elemento
euristico che ne costituisce la ragion d’essere e, ad un tempo, l’aspetto di
maggior novita`, non ha niente a che vedere con la questione del confronto,
alla luce dei teoremi limitativi, tra la mente umana e le macchine.
Tuttavia, non sara` sfuggito il fatto che un teorema come 5.2.19, che san-
cisce l’esistenza di una procedura effettiva che in relazione ad ogni sistema
dialettico Sd permette di esibire una formula vera se e solo se essa non sta
in Ad, non garantisce affatto (o almeno non lo fa in modo banale) che le
cose stiano come si dice nell’obiezione in questione: non abbiamo, infatti, un
metodo che ci permette di stabilire se un dato enunciato sia (o meno) una
tesi definitiva, e, dunque, dal risultato suddetto non segue affatto in modo
immediato l’esistenza di una procedura che ci permette, allo stesso tempo,
di ‘riconoscere come vera’ una proposizione esibita in tal modo.
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Supposto che nel caso delle teorie ordinarie argomenti come l’ “obiezione
matematica” mostrino la superiorita` dell’uomo sulle macchine (e quindi la
diversita` tra essi), non abbiamo affatto, nel caso dei sistemi dialettici (che
pure rivelano, in certi casi notevoli, quella stessa superiorita`), una prova
che cio` continui a valere (come i sostenitori della prima posizione ritengono,
probabilmente a torto, nel caso dei sistemi formali).
E` pur sempre vero, che rimane in piedi la possibilita` che esista una stra-
tegia migliore rispetto a quella ‘adottata’ da un sistema dialettico, e che
proprio questa si riveli essere alla base del modus operandi dei matemati-
ci. Ma questa eventualita` che, intanto, sarebbe tutt’altro che sorprendente,
considerato che, senza uscire dalla ricerca ordinaria, di strategie migliorative
se ne possono fornire molteplici esempi, non dice nulla sull’impossibilita` di
scoprire poi, anche per essa, l’esistenza di un modello meccanico.
In altre parole, per usare la metafora della cipolla di Turing (della quale si
e` detto al §3.4), una volta strappata la ‘buccia’ delle procedure per tentativi
ed errori, non abbiamo ragioni logico-matematiche per affermare con certezza
che lo strato successivo non possa anch’esso essere strappato via, a seguito
di un’attenta analisi.
5.4 La questione euristica ed il rapporto men-
ti/macchine
Come sara` gia` risultato chiaro dalla discussione conclusiva del paragrafo pre-
cedente, la trattazione sistematica da parte di Magari dell’idea di un modello
euristicamente fedele a certe strategie adottate dai matematici, ci pare for-
nisca alcuni spunti di riflessione i quali, aggiungendosi alle considerazioni da
parte di Go¨del (nella piu` volte citata Gibbs Lecture) di certe ‘ragioni con-
cettuali’ derivanti dalla necessita` di precisazioni di carattere terminologico,
ed alla disamina delle ‘ragioni logiche e metamatematiche’ che abbiamo vi-
sto nel capitolo precedente, concorrono a completare il quadro della critica
all’ “obiezione matematica”.
L’esito al quale si giunge, sembra inevitabilmente essere il seguente: se si
assume la prospettiva che il confronto tra le capacita` razionali di un mate-
matico e quelle di una macchina debba, innanzi tutto, passare attraverso la
costruzione di un modello matematico dell’agire del primo che sia conforme
a certe caratteristiche del suo operare, si e` in grado di definire, in modo lo-
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gicamente ineccepibile, un concetto che risponde (non senza certe inevitabili
semplificazioni e limitatamente a particolari strategie conoscitive individua-
te) al requisito richiesto, il quale, non solo presenta considerevoli vantaggi (in
relazione allo scopo prefissato) rispetto ai sistemi formali usuali, ma che non
pare ‘offrire il fianco’ agli argomenti elaborati per questi ultimi e fondati sulle
limitazioni logiche (supposto che simili argomenti abbiano ragion d’essere nel
caso delle teorie assiomatiche ordinarie).
Uno degli aspetti piu` interessanti della questione che, avendolo solo mar-
ginalmente evidenziato nel corso del capitolo, merita, a nostro avviso, di
essere ribadito, e` la possibilita`, con tutte le cautele del caso, di vedere nei
sistemi dialettici una realizzazione di alcune delle idee di Turing.
Se infatti l’approfondimento di certe questioni logiche e metamatematiche
presupposte dagli argomenti relativi alla ‘superiorita`’ dell’uomo sulle mac-
chine, possono essere proposti come il completamento formale della critica
di Turing (e di Go¨del) all’ “obiezione matematica”, il contributo di Maga-
ri, ci pare, permette di comprendere meglio l’ottica assunta dal matematico
britannico e di valutarne la ‘praticabilita`’ logica.
L’idea fondamentale, come abbiamo visto, consiste nel ritenere insoddi-
sfacente, per vari motivi, il modello rappresentato dalle procedure effettive di
computo. In particolare, la fonte di tale insoddisfazione risiede nella difficolta`
di proporre un’analogia diretta con le modalita` con cui pare operare, in certe
circostanze, la comunita` dei matematici. Per quanto da una prospettiva li-
mitata che non tiene conto di molti degli aspetti piu` affascinanti del discorso
di Turing (a cominciare dal progetto cruciale di una macchina che sia sot-
toposta ad un processo educativo) i quali, tuttavia, meno si prestano forse
ad un’analisi in termini formali, con i sistemi dialettici siamo quantomeno in
grado di esibire un esempio di come, quel ‘superamento’ del paradigma della
nozione di algoritmo al quale abbiamo accennato sulla scorta degli scritti del
matematico britannico possa avvenire, e a quale costruzione, da un punto di
vista squisitamente logico, cio` possa dare vita.
E` chiaro che, come nel caso dell’esperimento di Turing con il sistema di
ricompense e punizioni, al quale potremmo accostare, volendo perseguire nel
parallelo con il lavoro del matematico britannico, l ‘esperimento logico’ dei
sistemi dialettici, il risultato ottenuto appare piccola cosa se confrontato con
i propositi che una simile interpretazione potrebbe prefigurare: si dovrebbe
in particolare tenere presente il fatto che la costruzione e le sue possibili
modifiche sono inevitabilmente legate alle procedure per tentativi ed errori o,
piu` in generale, a strategie conoscitive di tipo probabilistico, e non e` dunque
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chiaro se, e come, ad un’analisi simile potrebbero essere sottoposte quelle
strategie che non abbiano, con le prime, alcuna relazione immediata.
Si tratta in ogni caso di un fatto da non sminuire che, gia` ad un simi-
le livello, i risultati acquisiti consentano di rivelare i fraintendimenti che si
celano dietro presunte confutazioni dell’ipotesi computazionale della mente,
che vorrebbero oltretutto (e` il caso dichiarato di Penrose) avere la pretesa di
attaccare il fondamento concettuale di interi programmi di ricerca nel campo
dell’Intelligenza Artificiale.
Ma questo non e` l’unico aspetto, nei lavori di Magari, che ci pare rilevante
ai fini della questione menti/macchine. Da non disdegnare, sono infatti le
riflessioni che essi possono suscitare in relazione a quella problematica vista
come la riproposizione, ad un livello diverso, della diatriba fondazionale.
Si e` visto infatti come, soprattutto alla luce delle precisazioni concettuali
di Go¨del, sembrano esserci i presupposti per individuare, dietro l’analisi delle
implicazioni ‘filosofiche’ dei teoremi di incompletezza, il quesito che il dibat-
tito sui fondamenti della matematica ha posto al centro: quale e` la ‘vera’
natura della conoscenza matematica?
Se si accetta quest’immagine della discussione fondazionale, che forse ta-
luni vedrebbero come eccessivamente semplicistica e riduttiva, il paradigma
che per lungo tempo ne ha dominato ed inevitabilmente condizionato gli esiti,
il programma finitista di matrice hilbertiana, pare essere ‘compromesso’ con
un certo razionalismo positivitico di fondo, che vede nell’intelletto una sor-
gente inesauribile di soluzioni ai quesiti che esso stesso formula (come quelli
matematici), e che assume, implicitamente almeno, la possibilita` di ridurne
l’operare ad un sistema di regole ben definito. Un simile quadro, pur facendo
indubbiamente violenza, per certi aspetti, allo sfondo concettuale sul qua-
le Hilbert si muove, appare quantomeno compatibile con la rilettura, nella
cornice del rapporto tra la mente e le macchine, degli esiti ai quali egli mira.
Alcuni dei risultati che si sono richiamati in questo capitolo, ben riflette-
rebbero il fallimento di quella prospettiva: c’e` qualcosa di inconsistente nella
miscela che si ottiene dall’ideale positivistico di un’onniscienza matematica,
in combinazione con la convinzione nella riducibilita` dei processi dai quali la
prima scaturisce ad un sistema formale d’assiomi.
E` pur vero che, come abbiamo visto, cio` continua a valere anche per
proposte come i sistemi dialettici, seppur con sfumature diverse che, per
problematiche piu` limitate come quelle poste dall’ “obiezione matematica”,
non sono pero` totalmente irrilevanti.
Proprio la presa d’atto del fallimento della prospettiva originaria, tutta-
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via, potrebbe spingere ad accettare l’idea di una riformulazione proprio del
quadro concettuale ad essa legato, modificando il positivismo hilbertiano in
ragione delle procedure per tentativi ed errori, e vedendo cos`ı in costruzioni
logiche come i sistemi dialettici uno sbocco naturale di un simile mutamento.
Ma, considerazioni analoghe, potrebbero addirittura portare a vedere di buon
occhio la ben piu` radicale ‘trasformazione’ dell’indagine metamatematica a
cui sembrano puntare le considerazioni ‘popperiane’ di Magari, giungendo
per questa strada, pur con prospettive profondamente mutate, ad individua-
re nozioni che, come la collezione degli enunciati ‘sensatamente veri’, non
escludano la possibilita` di essere trattate in termini molto vicini ai concetti
che sono il frutto del primo cambiamento indicato (in fini dei conti, l’insieme
V S0 e` un limite inferiore come lo sono i sistemi dialettici).
Se adesso, per riassumere, ritorniamo alla conclusione disgiuntiva di Go¨del
della Gibbs Lecture (o i principi evidenti della matematica non possono essere
compresi in una regola finita - equivalentemente, la mente umana in cam-
po matematico sorpassa infinitamente le capacita` di ogni macchina finita -
oppure ci sono problemi diofantei assolutamente indecidibili), e guardiamo
ad essa come il limite dell’analisi rigorosa dei teoremi di incompletezza, ci si
accorge che, vista come problema, una simile conclusione non sembra lasciare
aperte, rispetto ai due termini che essa chiama in causa, la matematica e la
mente umana, strade molto diverse da quelle che si sono fin qui incontrate
(e variamente perseguite): o con un’analisi diretta dei processi razionali che
sono all’origine della ‘certezza matematica’ si giunge a stabilire se la men-
te sia o meno equivalente ad una qualche macchina, oppure, mediante una
disquisizione di tipo piu` filosofico sulla natura della disciplina, si giunge a
disvelare l’irriducibilita` di quest’ultima (anche nel senso di matematica ‘in
senso soggettivo’, cioe` di collezione di ‘percezioni’ con certezza matematica)
ad un sistema finito di regole.
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