Under a Lipschitz condition on distribution dependent coefficients, the central limit theorem and the moderate deviation principle are obtained for solutions of McKean-Vlasov type stochastic differential equations, which extend from the corresponding results for classical stochastic differential equations to the distribution dependent setting.
Introduction
In recent years, McKean-Vlasov stochastic differential equations (SDEs for short) have received increasing attentions by researchers. They are also called as mean-field SDEs or distribution dependent SDEs, which are much more involved than classical SDEs as the drift and diffusion coefficients depending on the law of solution. In a nutshell, this kind of equations play important roles in characterising non-linear Fokker-Planck equations and environment dependent financial systems, see [7, 8, 10, 11, 16, 19, 20, 22] and references therein. Also, this kind of SDEs have been applied to characterise partial differential equations (PDEs for short) involving the Lions derivative (L-derivative for short), which was introduced by P.-L. Lions in his lecture notes [5] , see also [4, 12, 14, 17, 18] for more details. Additionally, [21] investigated the distribution dependent SDEs for Landau type equations. The analysis of stochastic particle systems (that is why McKean-Vlasov equations can be treated as the limiting behaviour of individual particles) has developed as crucial mathematic tools modelling economic and finance systems.
It is well known that the key point of LDPs is to show the probability property of a rare event, see [1, 3, 9, 13, 23] . In the case of stochastic process, the idea is to find a deterministic path around which the diffusion is concentrated with high probability. In a nutshell, the stochastic motion can be interpreted as a small perturbation of the deterministic path. There are two main approaches to investigate LDPs, one is weak convergence method, the other one is based on exponential approximation argument. For instance, [9] investigated the Freidlin-Wentzell LDP in path space for McKean-Vlasov equations and the functional iterated logarithm law by using techniques of exponential approximation arguments. In this paper, we investigate the central limit theorem (CLT for short) and the moderate deviation principle (MDP for short) for solutions of distribution dependent SDEs by using the weak convergence approach. It is worth noting that the weak convergence approach results in a convenient representation formula for the LDPs rate function.
The motivation of the MDP study comes from [18] , which investigate the Bismut formula for Lions derivative of distribution dependent SDEs and applications under the Lipschitz conditions on coefficients.
Let P(R d ) be the space of all probability measures on R d , consider the following distribution dependent SDE on R d :
where W t is the d-dimensional Brownian motion on a complete filtration probability space
To give the main results, in the sequel, we first recall the theory of LDP. Consider the Cameron-Martin space associated with the Brownian motion {W t ; t ∈ [0, T ]}, the space of all absolutely continuous paths on the interval [0, T ] which starts at 0 and have derivative almost everywhere which is L 2 ([0, T ]) integrable, that is,
It is again a Hilbert space with inner product h 1 , h 2 H := T 0 ḣ 1 (s),ḣ 2 (s) ds. Let A denote the class of R d valued {F t }-predictable processes h(ω, ·) belonging to H a.s. Let
S N is endowed with the weak topology induced from H. Define
We also recall the definition of L-derivative. Let
Then P 2 (R d ) is a Polish space under the Wasserstein distance
where C (µ, ν) is the set of couplings of µ, ν; that is, a probability measure π on the product space (R d ×R d , F ×F ) such that π(·×R d ) = µ and π(R d ×·) = ν. Moreover, the Wasserstein metric induces a topology on P 2 (R d ), which has been shown to be the topology of weak convergence of measure together with the convergence of all moments of order up to 2, see [6, Chapter5] . We will use 0 denote vectors with components 0.
(
In this case, we donote D L f (µ) = γ and call it the L-derivative of f at µ.
In this paper, we use the symbol " ⇒ " to denote convergence in distribution.
The following uniform LDP criteria was presented in [15] . 
Then the family {Γ ǫ (W · )} ǫ>0 satisfies a large deviation principle in C([0, T ]; R d ) with the rate function I given by
The rest of the paper is organised as follows. In Sect.2 we give the assumptions and the main results Theorem 2.1 and 2.2; Sect.3 are Sect.4 are devoted to the proofs of Theorem 2.1 and 2.2, respectively.
Before proceeding further, a few words about the notation are in order. Throughout this paper, C T,p stands for a general constant which depends on parameters T > 0, p ≥ 2, and may change from occurrence to occurrence.
Main results
We make the following assumptions about (1.1).
where and in what follows, for x ∈ R d , δ x stands for the Dirac measure at x, · is the operator norm.
(H2) The coefficient b t (x, µ) are differentiable with respect to x and µ respectively, and its derivative functions satisfy
Intuitively, as the parameter ǫ tends to 0 in (1.2), the diffusion term vanishes and we have the following ordinary differential equation
· is a Dirac measure centered on the path X 0 · . In the following, we shall investigate the deviations of X ǫ from the solution X 0 of ordinary differential equation, that is, the asymptotic behaviour of the trajectory,
√ ǫ provides some large deviation estimates. [9] proved that the law of the solution X ǫ satisfies an LDP by means of the discussion of exponential tightness.
(CLT) If λ(ǫ) ≡ 1, we are in the domain of the CLT. We will show that X ǫ −X 0 √ ǫ converges to a stochastic process as ǫ → 0, see Theorem 2.1.
(MDP) To fill in the gap between the CLT scale and the LDP scale, we will study the MDP, that is, the deviation scale λ(ǫ) satisfies
In the MDP case, we will prove that {Y ǫ ; ǫ ∈ (0, 1)} satisfies an LDP, see Theorem 2.2 below.
Our first main result is the following central limit theorem. 
where Z is determined by
Our second result is that X ǫ , ǫ ∈ (0, 1) satisfies the MDP, that is the following theorem. We first recall a formula of L-derivative due to [18] . with L X = µ. If either X and Y are bounded and f is L-differentiable at µ, or f ∈ C (1,0) (P 2 (R d )), then
Consequently,
The existence and uniqueness of solution to (1.1) has been proved in [21] . The following Lemma gives the uniformly second moment estimates of solutions to (1.1) and (2.3).
Proof. It is easy to get from (H1), 
thus, the desired assertion follows from Gronwall's inequality.
Proof of Theorem 2.1
Proof. For notation brevity, we set Z ǫ · := X ǫ · −X 0 · √ ǫ , then
We are going to prove lim ǫ→0 E sup 0≤t≤T |Z ǫ t − Z t | p = 0. To this end, we need to verify
With Lemma 3.2 in hand, we know the boundedness of p-th moment of X ǫ t and X 0 t , t ∈ [0, T ] and the coefficient b is L-differentiable at L X 0 · . By Lemma 3.1, (2.2) and assumption (H2), we have
where θ(·) is a random variable, which takes values in [0, 1] and R ǫ s = X 0 s + θ(s)(X ǫ s − X 0 s ). By the assumption (H1) and BDG's inequality, we get
where the third inequality due to the fact that W 2 (L X ǫ s , δ 0 ) 2 ≤ E|X ǫ s | 2 . Combining the above the estimates, (3.3) and the Gronwall inequality, we obtain that
By (H2), (3.1), Taylor's expansion theorem, Hölder's inequality and BDG's inequality, we have
is a random variable, which take values in (0, 1), and we used
and (3.6) in the last inequality.
By the Gronwall inequality, it yields from (3.7) that
The desired assertion is obtained by taking ǫ → 0. 
By the Yamada-Watanabe theorem, there exists a measurable map Γ ǫ :
Since E P exp 1 2 T 0 |ḣ ǫ (s))| 2 ds < ∞, (h ǫ ∈ A ), that is, the Novikov's condition is satisfied. By the Girsanov theorem, we know that
is a Brownian motion under the probability measure P ǫ := R T P, where
is a martingale. Furthermore, we obtain that Proof. By (H1) and (H2), the coefficients of (2.7) satisfy the Lipschitz condition, therefore equation (2.7) admits a unique solution. Moreover, noting the coefficient functions satisfy the linear growth condition and the fact that W 2 2 (L Y h t , δ 0 ) ≤ |Y h t | 2 , we can obtain the estimate (4.4) by using the Gronwall inequality. Here we omit the details of the proof.
Firstly, we prove that the condition (b) of Lemma 1.1 holds. Proof. If the map Γ 0 is continuous from S N to C([0, T ]; R d ). Then for any N < ∞, the fact that K N is compact follows from the compactness of S N and the continuity of the map Γ 0 from S N to C([0, T ]; R d ).
In the sequel, we prove that Γ 0 is a continuous map from
By (H2), (3.3) and (3.4) , it is easy to see that
Let g n (t) = t 0 σ s (X 0 s , L X 0 s )ḣ n (s)ds. By (H1), Lemma 3.2, and h n , h ∈ S N , we derive that
Similarly, we see that for any 0 ≤ t 1 ≤ t 2 ≤ T , This, together with (3.3), yields that
by the Gronwall inequality, we arrive at
Thus we proved that the Γ 0 is a continuous map, the proof is therefore completed. 
where C(N, T ) is a constant which is independent of ǫ.
Proof. By (4.3), we have
Noting that W 2 2 (L X ǫ,hǫ s , L X 0 s ) ≤ E|X ǫ,hǫ s − X 0 s | 2 and (H1), we see that 
On the other hand, it follows from (H1), (3.3) and h ǫ ∈ A N that The desired assertion follows from Gronwall's inequality and due to the fact that 1 λ 2 (ǫ) → 0 as ǫ → 0.
We are now in the position to verify the condition (a) of Lemma 1.1. Proof. By the Skorokhod representation theorem [2, Theorem 6.7, p70], there exists a probability space (Ω, F , F t , P), and a Brownian motion W on this basis, a family of F tpredictable processes {h ǫ ; ǫ > 0}, h taking values on A N , P-a.s., such that the joint law of (h ǫ , h, W ) under P coincides with the law of (h ǫ , h, W ) under P and lim ǫ→0 h ǫ − h, g = 0, ∀g ∈ H, P − a.s.
Let Y
ǫ,hǫ be the solution of (4.3) replacing h ǫ by h ǫ and W by W , and Y h be the solution of (2.7) replacing h by h. Thus, to this end, it suffices to verify lim ǫ→0 Y ǫ,hǫ − Y h = 0, in probability.
