We developed a new approach to provide accurate estimates of metal content, reddening and true distance modulus of RR Lyrae stars (RRLs). The method is based on homogeneous optical (BVI) and near-infrared (JHK) mean magnitudes and on predicted period-luminosity-metallicity relations (I JHK) and absolute mean magnitude-metallicity relations (BV). We obtained solutions for three different RRL samples in ω Cen: first overtone (RRc, 90), fundamental (RRab, 80) and global (RRc+RRab) in which the period of first overtones were fundamentalized. The metallicity distribution shows a well defined peak at [Fe/H]∼-1.98 and a standard deviation of σ=0.54 dex. The spread is, as expected, metal-poor ([Fe/H]≤-2.3) objects. The current metallicity distribution is ∼0.3 dex more metal-poor than similar estimates for RRLs available in the literature. The difference vanishes if the true distance modulus we estimated is offset by -0.06/-0.07 mag in true distance modulus. We also found a cluster true distance modulus of µ=13.720±0.002±0.030 mag, where the former error is the error on the mean and the latter is the standard deviation. Moreover, we found a cluster reddening of E(B − V)=0.132±0.002±0.028 mag and spatial variations of the order of a few arcmin across the body of the cluster. Both the true distance modulus and the reddening are slightly larger than similar estimates available in the literature, but the difference is within 1σ. The metallicity dependence of distance diagnostics agree with theory and observations, but firm constraints require accurate and homogeneous spectroscopic measurements.
ables: RR Lyrae 1. INTRODUCTION The use of RR Lyrae and classical Cepheids as first rungs in the cosmic distance scale dates back to more than one century ago (Leavitt 1908; Hubble 1925; Shapley 1953; Baade 1956 ). Fundamental contributions on the diagnostics adopted to estimate individual distances have been provided over more than half a century by Sandage & Tammann (1968) ; Tammann et al. (2003) . The empirical scenario was complemented during the eighties with the use of near-infrared mean magnitudes by Longmore et al. (1986) ; Welch et al. (1983) ; Madore et al. (1987) .
The theoretical framework after the seminal investigations by Cox, Christy, Iben and Castor lagged until a proper treatment for the convective transport (Stellingwerf 1982b,a) was included in the calculation of radial pulsation models. The use of the new radiative and molecular opacities (OP, OPAL) together with a more formal treatment of the free parameters adopted for dealing with eddy viscosity and artificial viscosity (Bono & Stellingwerf 1994) paved the way to detailed and homogeneous predictions for radial variables in the Cepheid instability strip (Kovacs et al. 1990; Bono et al. 1999; Feuchtinger 1999; Smolec et al. 2013) . The key advantage of the latter approach compared with the classical one is the opportunity to constrain the modal stability and the pulsation amplitudes. Moreover and even more importantly, the use of a common environment between evolutionary and pulsation prescriptions provided for the first time the opportunity to constrain the metallicity dependence of the diagnostics adopted to determine individual distances.
In this context cluster RR Lyrae have played a crucial role, since their progenitors typically share the same ages and the same chemical composition distributions. Moreover, they can be adopted to determine both the zero-point and the slope of optical (R, I, Braga et al. 2016, hereinafter BR16) and Near-Infrared (NIR, J,H,K, Braga et al. 2018 , hereinafter BR18) Period-LuminosityMetallicity (PLZ) relations. These are key advantages when compared with field variables, since accurate metal abundances are only available for ∼100 objects (e.g. For et al. 2011; Pancino et al. 2015; Sneden et al. 2017 , Fabrizio et al. 2018 . Among the clusters hosting a sizable sample of RRLs, we will focus our attention on ω Cen (NGC 5139) for the following reasons.
a) Sample size -ω Cen includes ≈200 RRLs that are almost equally split between fundamental and first overtone pulsators (Navarrete et al. 2017, BR18) . b) Spread in iron abundance -The current evidence indicates that RRLs in ω Cen cover a range in metallicity of at least one dex: −2.2 [Fe/H] −1, (Sollima et al. 2006) ; −2.4 [Fe/H] −0.8, (Rey et al. 2000) . c) Mean Magnitudes -Our group provided a complete census of RRLs in ω Cen (BR16,BR18), this means new and homogeneous optical and NIR mean magnitudes together with the characterization of individual variables (luminosity amplitudes, periods, non-linear phenomena [mixed-mode, Blazhko]). d) Reddening variation -There is mounting evidence that the cluster is affected by differential reddening (Calamida et al. 2005) .
These are the reasons why the quoted optical/NIR data have already been adopted to estimate the cluster distance (BR16,BR18) and the metallicity distribution of RR Lyrae (BR16). To overcome uncertainties on individual metal abundances and extinctions, BR16 evaluated the cluster distance using V,B − V and V,B − I Period-Wesenheit (PW) relations. These relations are, by construction, independent of uncertainties affecting cluster reddening and by the possible presence of differential reddening . Moreover, their dependence on metallicity is small (<0.1 mag/dex) and they can be considered as metalindependent PW relations. A similar approach was adopted by BR18, but the cluster distance was evaluated using NIR (JHK) mean magnitudes which are one order of magnitude less affected by uncertainties on individual reddenings when compared with optical mean magnitudes. Moreover, they used metal abundances available in the literature based either on spectroscopy (Sollima et al. 2006) or on photometric indices (Rey et al. 2000, BR16) .
To overcome some of the quoted limitations we introduce a novel approach based on six (B,V,I,J,H,K) mean magnitudes to provide distance, reddening, and metal abundance estimates of individual RRLs. The structure of the paper is as follows. In Section 2 we introduce the empirical and the theoretical frameworks on which this investigation relies. In Section 3 we discuss in detail the new approach we developed to provide homogeneous estimates of metal content, true distance modulus and reddening of individual RRLs. In particular, we discuss the different steps and assumptions we followed in the first and in second iteration of the method. Section 4 deals with the tests we performed to validate the new approach. In Section 5 we discuss the comparison with similar estimates available in the literature. In particular, the comparison with spectroscopic and spectro-photometric metallicity distributions is discussed in Section 5.1, while Section 5.2 deals with the reddening distribution and Section 5.3 with the true distance modulus distribution. Finally, Section 6 gives a summary of the current results together with a few remarks concerning the future developments of this project. Figure 1 . 3D apparent Color-Magnitude Diagram-V,B − H,J − K-of ω Cen based on optical and NIR photometry provided by BR16 and BR18. Red and blue circles display the position in the instability strip of both fundamental (RRab) and first overtone (RRc) RRLs. The error on the mean magnitude is typically smaller than the symbol size. Black dots display ω Cen stars selected according to radial distance (5≤ r ≤ 15 arcmin) and number of measurements (dozen per band). Only stars brighter than V=19.5 mag were plotted.
EMPIRICAL AND THEORETICAL FRAMEWORK
The optical-NIR data adopted in the current investigations are shown in Fig. 1 . The 3D (V,B − H,J − K) Color-Magnitude diagram (CMD) displays a small fraction of cluster stars (black dots) and the position of the entire sample of 196 RRLs. The blue circles display first overtones (RRc), while the red circles the fundamentals (RRab). The reader interested in the complete census of RRLs concerning candidate Blazhko RRLs and the candidate mixed mode RRL is referred to BR16.
The Period-Luminosity (PL) and the Period-Wesenheit relations adopted in this paper rely on the grid of nonlinear, convective pulsation models computed by Marconi et al. (2015) . The main difference is that the same models were transformed into the observational plane using the very same JHK passbands adopted by the 2MASS NIR photometric system 1 . This means that we did not use the transformations provided by Campbell et al. (2010) to move from the Bessell & Brett photometric system into the 2MASS system. The new NIR distance diagnostics will be provided in a forthcoming paper (Marconi et al. 2018, in preparation) .
It is quite well known that RRLs in the bluer optical (BV) bands obey to a mean magnitude-metallicity relation, while the PL relation becomes more evident for wavelengths longer than the R-band (Bono et al. 2003; Catelan et al. 2004; Marconi et al. 2015; Braga et al. 2015) . To fully exploit the optical data set we also derived new B and V mean magnitude-metallicity relations. They are based on the same set of RRL models by Marconi et al. (2015) and will be provided in Marconi et al. (2018, in preparation) .
3. REDIME: A NEW APPROACH TO ESTIMATE REDDENING DISTANCE AND METALLICITY OF RRLS Figure 2 . Metallicity distribution of RRLs in ω Cen using optical (I) and NIR (J,H,K) Period-Luminosity Metallicity relations. To estimate the metal abundances we adopted a fixed true distance modulus (µ=13.698 mag, BR18) and a mean cluster reddening (E(B − V)=0.11 mag Calamida et al. 2005) . The metallicity distributions were smoothed using a Gaussian kernel with unit weight and σ equal to the error of the individual estimates. The red and the blue lines display the metallicity distribution for RRab and RRc variables, while the black line the metallicity distribution of the global sample. The median values and the standard deviation of the metallicity distributions are also labeled.
We developed a new approach to estimate REddening, DIstance modulus and MEtallicity (REDIME) of field and cluster RRLs. REDIME is only based on optical and NIR measurements, but it can be easily extended to near UV and mid-infrared bands. The RRLs hosted by ω Cen are roughly 200 and our group collected during the last 15 years sizable samples of optical (U BVRI) and NIR (JHK) time series (BR16,BR18). In spite of this unprecedented observational effort there are still RRLs for which either the optical and/or the NIR mean magnitudes are not very accurate. These objects are typically located in the outskirts of the cluster. To avoid possible systematics in applying REDIME we restricted the sample to the RRLs for which we have accurate optical and NIR mean magnitudes. This means variables with a good coverage of the light curve with at least a ten phase points per band. We ended up with a sample of 170 RRLs, listed in Table 1 . Among them, 90 are RRc and 80 are RRab. Note that the sample also includes 26 candidate Blazhko RRLs. There is only one candidate mixed mode RRL in ω Cen ) and it was not included in the current analysis. The properties of this interesting RRL variable will be addressed in a separate paper (Braga et al. 2018, in preparation) . The REDIME algorithm relies on two iterations. The former one is aimed at providing an initial homogeneous estimate of the metallicity, true distance modulus and reddening estimates. The latter to further improve both the precision and the accuracy of the initial guess. The individual steps performed to approach the final solution are summarized in the following. The reader interested in a more detailed description of the algorithm is referred to the flow chart presented in the Appendix to this paper.
First Iterationa)-We provided a new estimate of the cluster distance using the predicted (V,B − I) PW relation. We adopted this relation, since it is independent of reddening uncertainties by construction. Moreover, theory and observations indicate that the metallicity dependence is negligible, and indeed the coefficient of the metallicity term is smaller than 0.1 dex. Furthermore, the standard deviation of this PW relation is smaller than the other optical (V,B − V) PW relations with a small coefficient of the metallicity term .
b)-We provided a new estimate of the individual metallicities by inverting, using the new mean distance modulus and the mean cluster reddening (E(B − V)=0.11 mag Calamida et al. 2005) , four different optical/NIR (I,J,H,K) PLZ relations. The same approach, but only based on the I-band, was already adopted in the literature to estimate the RRL metallicity distribution in ω Cen (BR16) and in nearby dwarf galaxies (Martínez-Vázquez et al. 2016) . The inversion of the PLZ relations is straightforward and relies on the following equation:
where X is for the photometric band (I,J,H,K) while the constants a X , b X and c X are the zero-point, the slope and the metallicity coefficient of the predicted PLZ relations (M X = a X + b X log P + c X [Fe/H]). The coefficients a X , b X and c X are given by Marconi et al. (2015) and by Marconi et al. (2018, in preparation) . Fig. 2 shows in anticlockwise direction the metallicity distributions based on inversion of the I,J,H,K PLZ relations. The red and the blue lines display the metallicity distribution for RRab and RRc variables, while the black one for the global sample. In the global sample the period of RRc variables were fundamentalized, i.e. log P F = log P FO + 0.127 . The metallicity distributions were smoothed using a Gaussian kernel with unit weight and σ equal to the uncertainty on the metallicity. The median of the three different metallicity distributions together with their standard deviations are labeled. Data plotted in this figure show several interesting features.
i) The standard deviations of the metallicity distributions based on NIR PLZ relations are systematically smaller than those based on the I-band PLZ relation. The difference is mainly caused by the increase in the slope and by the decrease in the intrinsic dispersion of the PLZ relations when moving from shorter to longer wavelength. Marginal variations in the mean cluster reddening might also contribute in explaining the minimal difference among optical (I) and NIR (J,H,K) estimates.
ii) The metallicity distributions for RRc and RRab agree quite well, at fixed photometric band, with each other. Thus suggesting similar metallicity distributions.
iii) The metallicity distributions show several secondary bumps, suggestive of a multimodal distribution. However, the position and the fraction of stars included in these secondary features changes among the different bands. In spite of these variations there is evidence of a shoulder in the more metal-rich regime for [Fe/H]≥-1.5. A closer inspection into the metallicity distribution, based on different assumptions concerning the smoothing, indicates that the current estimates display a well defined secondary peak for [Fe/H]∼-1.5. This finding further supports the evidence that the RRL metallicity distribution in ω Cen is at least bi-modal. In passing we also note that the metal-poor tail ([Fe/H]≤-2.5) vanishes when moving from the I-band to the J,H,K bands. Thus suggesting that it might be affected by small reddening variations and/or uncertainties in the mean magnitudes. Left-True distance modulus distribution of ω Cen RR Lyrae stars. The individual distances were estimated using two mean magnitude-metallicity relations (M B ,M V ) and four Period-Luminosity-Metallicity relations (I,J,H,K). The nonlinear fit was performed using the analytical reddening law provided by Cardelli et al. (1989) and extinction coefficients provided by (Stetson et al. 2014) . The individual metallicity evaluations adopted to estimate the distances are discussed in Section 3. The red and the blue lines display the distance distribution for RRab and RRc, while the black line the global solution. The number of RRLs adopted for the three different solutions are labeled in the bottom left corner together with the median and the standard deviations. The distance distributions were smoothed using the same approach adopted to smooth the metallicity distributions. Right-Same as the left, but for the reddening. The individual reddening estimates were simultaneously estimated with the true distance modulus performing the nonlinear fit with the Cardelli's reddening law. The median and the standard deviations of the reddening distributions are also labeled. c)-The individual metallicities were estimated as the mean of the values based on the global relations in the three NIR (J,H,K) bands. The uncertainty was assumed equal to the mean standard deviation and it is typically smaller than 0.3 dex. Note that in estimating the error on the metallicity estimates we neglected the standard deviations of the predicted PLZ relations, since they are of the order of a few hundredths of a magnitude in the NIR bands (see Table 6 in Marconi et al. 2015) . On the basis of the new individual mean metal abundances, we applied the same approach adopted by Inno et al. (2016) to estimate simultaneously the reddening and the true distance modulus. In particular, we seek to optimize the value of:
where the sum runs over the four PLZ relations (I,J,H,K) and the two MZ relations (B,V), µ j are the apparent distance moduli, m j − M j , in which the absolute magnitudes are based on pulsation predictions by Marconi et al. (2015) , µ is the true distance modulus, ξ j are the extinction coefficients according to the reddening law provided by Cardelli et al. (1989) with a constant total-to-selective absorption ratio (R V =3.1), and σ j are the standard deviations taking account for uncertainties on apparent mean magnitudes, on absolute magnitudes (standard deviations of both PLZ and MZ relations) and on the extinction coefficients (Inno et al. 2016 ). The two free parameters are µ and E(B − V). Fig. 3 shows the individual nonlinear fits over the the six optical/NIR measurements in the true distance modulus versus the inverse of the central wavelength. This means that for each variable in our sample we performed in this plane a nonlinear fit (black line), based on the reddening law by Cardelli et al. (1989) , over its six optical/NIR mean RRL magnitudes. Data plotted in this figure show that the true distance modulus (λ −→ ∞) is mainly constrained by longer wavelength J-, H-, and in particular, K-band mean magnitudes. The slope of the nonlinear fit, and in turn, the reddening is mainly constrained by shorter wavelength B-, V-and I-band mean magnitudes. This "star-by-star" multi-wavelength, reddening and true distance modulus plot was first introduced by Rich et al. (2014) in their parallel study of Cepheids in NGC 6822 (see their Figures 5 and 6) . The difference in the dispersion when moving from optical to NIR measurements is due to intrinsic and extrinsic effects.
Intrinsic The dispersion in magnitude, at fixed stellar parameters (stellar mass, luminosity, chemical composition), decreases when moving from the optical to the NIR bands. This is because NIR bands are less prone to uncertainties caused by evolutionary effects (off-ZAHB evolution).
Extrinsic Optical light curves are more prone to uncertainties caused by a non-optimal coverage of the light curve, because the luminosity amplitude steadily increases when moving from the K to the B band. Moreover, differential changes in the mean cluster reddening manifest themselves to a larger degree at shorter wavelengths.
The left panel of Fig. 4 shows the true distance modulus distribution for the three different samples: RRc, RRab and global. The distance distributions agree quite well with each other, and indeed, the difference in the median value is of the order of 1%. They are also quite symmetric and the standard deviations also attain similar values. On the other hand, the reddening distributions plotted on the right panel of the same figure suggest that the RRab variables (red line) seem to have reddenings larger than RRc (blue line) variables. However, the difference is of the order of 0.5σ. As expected the color excess of the global sample attains reddening values that are intermediate between RRab and RRc variables.
The mean iron abundance, the true distance modulus and the reddening after the first iteration for the three different samples are listed in columns 2,3 and 4 of Table 2 together with their means.
Second Iterationd)-On the basis of the new median reddening and true distance modulus (global sample) we provided a new estimate of the individual metal abundances by inverting once again the I,J,H,K PLZ relations. The median and the σ of the new metallicity distributions agree quite well with the metallicity distributions we obtained in the first iteration of REDIME. The agreement applies not only to the global sample, but also to the RRc and to the RRab sample. Indeed, the difference is on average smaller than 0.1 dex. Thus suggesting that the solutions are quite stable.
The metallicity distributions plotted in Fig. 5 indicate that metallicity estimates based on NIR diagnostics have standard deviations that are 0.1 dex smaller when compared with the I-band. Moreover, they are also quite homogeneous, and indeed the difference in standard deviations is at most a few hundredths of a dex. This is the reason why we performed a mean of the NIR bands and we found <[Fe/H]>=-1.98±0.05 and a standard deviation σ=0.54 dex. The first error is the error on the mean and it is quite small due to the sample size. The second error is the standard deviation of the metallicity distribution and it is mainly caused by the intrinsic spread in metal abundance of stellar populations in ω Cen (Hughes & Wallerstein 2000; Johnson & Pilachowski 2010) . The solutions for the three different samples (RRc, RRab, global) are given in column 5 of Table 2 .
e)-The new individual mean metal abundances were used to perform new nonlinear fits (equation 2) of the six mean magnitudes. The individual fits plotted in Fig. 6 display the significant improvement in the distance modulus and reddening solution when moving from the first to the second iteration. The difference in lower and upper envelope in true distance moduli decreases from roughly ∼ 0.5 to less than 0.1 mag in the NIR regime and from ∼0.8 to ∼0.6 mag in the optical regime. This evidence is further supporting the improvement on the individual mean metallicities. Note that the metallicity estimates are only based on the inversion of J,H,K-band PLZ relations, while the simultaneous solution for distance and reddening also relies on two MZ relations (B,V) and on the I-band PLZ relation.
f)-The improvement between the first and the second iteration of REDIME becomes even more clear comparing the distribution of the true distance moduli plotted in the left panel of Fig. 4 and of Fig. 7 . The median cluster true distance moduli among the three different samples agree at the level of 1%. The σ of the global sample is a factor of two smaller when compared with the distribution obtained at the first iteration.
The new reddening distributions plotted in the right panel of Fig. 7 agree quite well with those based on the first iteration, further supporting the stability of the solution. We also performed a third iteration, but the results are, within the errors, identical to the second one.
INTERNAL CONSISTENCY
To further constrain the internal consistency of REDIME, Fig.8 displays the distribution of the current sample of RRLs in the absolute mean magnitude-metallicity plane. The RRLs display, as expected, a steady increase in the absolute mean magnitude as a function of the metal content. Data plotted in this figure also show that the spread in visual magnitudes is, at fixed metal content, is systematically larger than in the B-band.
There is also evidence that RRc (empty symbols) variables in the V band and for metal abundances ranging from [Fe/H]∼-2.4 , but for true distance moduli and reddening estimates obtained on the 2nd iteration of REDIME. similar trends-when compared with the V band-over the entire metallicity range. Thus suggesting a different sensitivity to the metal content when compared with the V band. The internal agreement in absolute mean magnitude, reddening and metallicity estimates is soundly supported by the optical (I) and NIR (J,H,K) data plotted in the Period-Luminosity plane (see Fig. 9 ). Note that the slope is well defined for both RRc and RRab variables and the spread in magnitude, at fixed period, is quite limited for both optical and NIR mean magnitudes. 
COMPARISON WITH LITERATURE VALUES

Metallicity distribution
To validate the photometric metallicity estimates based on REDIME we performed a detailed comparison with similar abundance estimates available in the literature. We selected the spectroscopic sample provided by Sollima et al. (2006) and the photometric sample provided by Rey et al. (2000) . To provide a homogeneous metallicity scale the iron abundances provided by S06 and R00 were rescaled to the cluster metallicity scale provided by Carretta et al. (2009) . The iron abundances by S06 were rescaled by taking into account the difference in solar iron abundance in number log ǫ Fe =7.52 versus 7.54 (Gratton et al. 2003; Carretta et al. 2009 ). The iron abundances by R00 were transformed from the Zinn & West (1984) metallicity scale into the Carretta et al. (2009) metallicity scale using the linear relation given in their § 5. Moreover, the iron abundances based on the inversion of the PLZ relations were rescaled from the solar iron number abundance log ǫ Fe =7.50 adopted in pulsation and in evolutionary models (Pietrinferni et al. 2006 ) to 7.54 of the Carretta et al. metallicity scale.
The top panel of Fig. 10 shows the comparison between the current metallicity estimates and the spectroscopic measurements provided by Sollima et al. (2006) . The comparison was performed for the 67 RRLs in common in the two samples and we found that the difference is within 1σ. However, data plotted in this panel display that REDIME abundances are, on average, 0.35 dex more metal-poor than the spectroscopic ones and the difference is mainly in the zero-point. The bottom panel of the same figure shows the comparison between REDIME metallicities and the photometric estimates provided by Rey et al. (2000) . The comparison for the 119 RRLs in common shows the same trend already found in the comparison with the spectroscopic sample. Indeed, the difference is once again a difference in the zero-point (∆ [Fe/H]≈0.40 dex). Data plotted in Fig. 10 indicate a marginal evidence for a possible systematic trend when moving from more metal-poor to more metal-rich RRLs. However, the uncertainties on individual metallicities are still too large (see error bars) to reach a firm conclusion.
To further constrain the precision of the current metallicity scale, the left panel of Fig. 11 shows the comparison between the metallicity distributions based on REDIME and on the spectroscopic measurements by Sollima et al. (2006) . Once again the comparison was restricted to the 67 RRLs in common and we found that the two distributions agree within 1σ. The distribution plotted in this panel display that the difference is, as expected, mainly a difference in zero-point. Moreover, the standard deviation of the metallicity distribution based on REDIME abundances is 0.1 dex larger than the spectroscopic one. We have already mentioned in Section 4 that REDIME is prone to possible systematics in the zero-point of the adopted distance scale. Therefore, we performed a number of simulations to constrain this effect and we found that a decrease of 0.062 mag in the true distance modulus would provide a metallicity distribution (red dashed line) that agrees quite well with the spectroscopic distribution (see labeled values). Figure 10 . Top -Comparison between the individual metal abundances based on REDIME and on spectroscopic measurements provided by Sollima et al. (2006) . The vertical error bars display the error in quadrature of both spectroscopic and photometric errors. The error bar plotted in the bottom right corner shows the mean uncertainty on metallicity estimates based on REDIME. The number in parentheses show the number of objects in common. Bottom -Same as the top, but the comparison is with the individual metal abundances based on the spectro-photometric estimates provided by Rey et al. (2000) .
We performed the same comparison with the spectro-photometric estimates provided by Rey et al. (2000) . The comparison shows the same trend already found in the comparison with the spectroscopic sample. The difference is mainly in the zero-point, but the standard deviations of the two metallicity distributions are quite similar. We performed a number of simulations and we found that a decrease of 0.068 mag in the true distance modulus would provide a metallicity distribution (red dashed line) that agrees quite well with the photometric distribution (see labeled values).
The above findings indicate that we are facing two possible routes. a) The metallicity distribution based on REDIME is ≈0.35 dex systematically more metal-poor than spectroscopic and spectro-photometric metallicity distributions available in the literature. b) The current cluster true distance modulus is over-estimated by 0.062 and 0.068 mag due to a systematic offset in the predicted zero-point of the RRL distance scale. Independent spectroscopic estimates covering a broader metallicity range Sneden et al. 2017 ) are required to investigate whether the quoted difference is caused by uncertainties either on metallicities or on distance modulus estimates. Figure 11 . Left -Comparison between the metallicity distribution based on REDIME (black line) and on spectroscopic measurements (blue line) for RRLs provided by Sollima et al. (2006) . The dashed red line shows the metallicity distribution based on RRLs once we assume a true distance modulus that is 0.062 mag fainter than the true distance modulus based on REDIME. The peaks, the standard deviations of the different metallicity distributions and the number of objects in common are also labeled. Right -Same as the left, but the comparison is with the metallicity distribution based on spectro-photometric measurements provided by Rey et al. (2000) .
Reddening distribution
We also decided to compare the RRL reddenings based on REDIME with the reddening evaluations recently provided by Gaia DR2 (Gaia Collaboration et al. 2018 ). The reason why we decided to use the reddening given in the general source catalog instead of the reddening provided for the RRLs is twofold.
i) -The number of ω Cen RRLs present in the Gaia catalog for variable stars is quite limited (97 out of 198). Moreover, the light curves and the pulsation parameters are not very accurate due to crowding and phase coverage problems.
ii) -To properly evaluate the reddening distribution across the body of the cluster we first selected in the Gaia source catalog the candidate cluster stars by using the new proper motion measurements. We plotted all the ω Cen sources within the truncation radius of ω Cen (r t =57.03 arcmin, Harris 1996 and updates). Candidate cluster stars were identified as a secondary maximum in proper motion plane with a centroid located at µ α * = −3.18 mas yr ) provided by Gaia DR2 (Gaia Collaboration et al. 2018) . The stars brighter than G=16.5 mag located within 1.16 mas/yr of the centroid position were considered candidate cluster stars. We plotted this sample in a 3D magnitude-color-color plot-G,GBP-GRP-and we selected the stars belonging to the ω Cen cluster sequences. We ended up with a sample of ∼3700 stars and we found that the E(GBP-GRP) is centered on 0.117 mag and the standard deviation is σ=0.088 mag. Note that in performing this fit we neglected the very high reddening tail of the distribution (E(GBP-GRP) > 0.3 mag).
To compare the reddening distribution based on RRLs and on Gaia estimates, we transformed the E(B − V) into E(GBP-GRP) by using the Cardelli's empirical reddening law and the following extinction coefficients: A G /A V =0.840 mag, A BP /A V =1.086 mag, and A RP /A V =0.627 mag 2 . The reddening in the Gaia source catalog was estimated using the spectral energy distribution of individual sources. The interstellar absorption in the Gaia Source catalog was estimated using the three photometric bands (G, G BP . G RP ) and the parallax. The approach relies on the application of a machine learning algorithm to a training data set including stars characterized by low extinctions and for which the effective temperature was typically spectroscopically estimated (see Section 2.1 in Andrae et al. (2018) . We found that the reddening distribution is centered on 0.115 mag, and the standard deviation is σ=0.065 mag. The two independent reddening distributions are in reasonable agreement, in particular, if we account the difference in sample size (170 vs 3700), in spatial distribution and in the adopted photometric system.
To further investigate the reddening variation across the field of view, we plotted the spatial distribution of RRLs investigated Figure 12 . Left -Reddening distribution across the body of ω Cen. The individual mean reddening estimates are based on REDIME and are color coded according to the reddening value (scale on the bottom). The reddening distribution was estimated by using the relative RRL distance (see text for more details). Right -Same as the left, but the reddening distribution was estimated by using reddening estimates provided by Gaia DR2 (Gaia Collaboration et al. 2018) . To avoid possible systematics in the reddening distribution, cluster stars were selected according to radial distance and proper motion. Moreover, to compare two samples with similar spatial distributions for each RRL in our sample we only selected the closest static star.
with REDIME on sky (see the left panel of Fig.12 ). The reddening is color coded and the scale is displayed on the bottom. To overcome the limitation of discrete sampling, the reddening map was computed using a bi-dimensional grid with a bin of ∼2.5 arcsec. The reddening of individual grid points was estimated averaging the reddening of RRLs in the entire sample according to the radial distance between the grid point and all the RRL in our sample. Closer is the RRL, larger is its contribution to the mean reddening of the grid point. We followed this approach to estimate the reddening map, because it naturally smooths the reddening distribution in the cluster regions covered by RRLs. The reddening map showed in the left panel of Fig.12 indicates that the largest variations are across second and third quadrant (X from -5 to -10 arcmin, Y from -5 to 12 arcmin) in which the reddening changes from a few hundredths of a magnitude to a few tenths of a magnitude (E(B − V)∼0.25 mag). These findings further support the evidence that the extinction towards ω Cen changes on spatial scales of the order of a few arcminutes or even less. Moreover, there is no clear evidence of a radial extinction gradient in the cluster region covered by the current sample. The lack of a gradient either in reddening and/or in metal abundance should be cautiously treated, since we are missing the RRLs located in the outskirt of the cluster (Fernández-Trincado et al. 2015) .
To further investigate the reddening variation across the body of the cluster, the right panel of the same figure shows the map based on reddening estimates provided by Gaia DR2. Note that to properly compare the two samples for each RRL we only selected the closest static star in the Gaia source catalog. The two reddening maps display similar variations. There is no clear evidence of an extinction gradient and the spatial variations of the reddening quite similar to the map based on RRLs. Moreover, the mean reddening of the 170 static stars is 0.107 mag and its standard deviation is 0.055 mag. The difference with the estimates based on the entire sample (3700 sources) is minimal concerning the mean reddening (0.107 vs 0.115), but the standard deviation decreases from 0.065 to 0.055 mag. The new standard deviation is still larger than the standard deviation based on RRLs (0.28 mag). The difference is mainly caused by the limited sample of stars in the Gaia source catalog located in the innermost regions of the cluster due to the extreme crowding.
True distance modulus distribution
Data plotted in Fig. 13 display the comparison between recent estimates of both true distance modulus and reddening to ω Cen. Note that we decided to use this plane, since absolute distance estimates available in the literature are typically correlated either with the estimate of the cluster reddening or with the adopted cluster reddening and/or with the adopted reddening law. Figure 13 . Comparison between cluster reddening versus cluster true distance modulus for ω Cen based either on REDIME (red point) or available in the literature (black points, see also Table 3 ). The red and the black lines display either the standard deviation of the distributions or the the error bars. The blue dashed lines display the 1σ box and the mean (blue circle) of all the measurements.
The mean over the literature values are (for more details see Table 3 ): µ=13.690±0.018(error on the mean)±0.063 (standard deviation) mag and E(B − V)=0.118±0.003(error on the mean)±0.016 (standard deviation) mag. The dashed blue box shows the 1σ region in µ and in E(B − V), while the red point and the red lines display the REDIME estimates and their standard deviations. Note that in several of the quoted papers the authors do not provide an error concerning the estimated/adopted cluster reddening. We adopted for these estimates a conservative error of 0.01 mag.
There is evidence that the current true distance modulus is a few hundredths of a magnitudes larger than suggested in the literature. The same outcome also applies to the current estimate of the mean cluster reddening that is ∼ 0.01 mag larger than the literature values. However, both the cluster true distance modulus and the cluster reddening agree within 1σ.
SUMMARY AND FINAL REMARKS
We took advantage of the accurate and homogeneous optical (BVI) and NIR (JHK) mean magnitudes for RRLs in ω Cen to develop a new algorithm (REDIME) to fully exploit the use of RRLs as distance indicators and tracers of old stellar populations. The main reason why we selected ω Cen is because its stellar content is affected by a well known spread in metal content (Johnson & Pilachowski 2010) . Moreover, there is evidence of a mild variation in cluster reddening when moving across the body of the cluster. This means that ω Cen is a solid laboratory to evaluate the accuracy of the intrinsic parameters (distance, metallicity, reddening) for individual RRLs.
We found that we cannot solve simultaneously for the three unknown parameters (distance, metallicity, reddening) because the adopted optical and NIR mean magnitudes display similar metallicity dependencies. This is the reason why we developed a new algorithm (REDIME) based on two steps. In the first step, we took advantage of the theoretical and empirical evidence that the V,B − I Period-Wesenheit relation for RRLs is minimally affected by the metallicity. On the basis of this individual estimates of the metallicity we provided a preliminary estimate of the cluster distance and of the cluster reddening by using the same approach adopted by Inno et al. (2016) for Large Magellanic Cloud Cepheids. In the second step, we used the NIR (J,H,K) PL relations to provide new individual metallicity estimates together with optical and NIR mean magnitudes to simultaneously estimate true distance modulus and cluster reddening. The main results of our approach are the following: i)-Metallicity distribution-The metallicity distribution shows a well defined peak at [Fe/H]=-1.98±0.04. The spread in iron abundance is of the order of 0.54 dex and its is intrinsic, i.e. it is not dominated by uncertainties on individual measurements. There is evidence of a metal-intermediate group of RRLs located at [Fe/H]∼-1.5 together with a minor tail of very metal-poor ([Fe/H]≤-2.3) objects. The comparison with metallicity distributions available in the literature shows that the current distribution is systematically more metal-poor than the spectroscopic measurements (67 objects in common) provided by Sollima et al. (2006) and with the spectro-photometric measurements (119 objects in common) provided by Rey et al. (2000) . The differences are of the order of 0.3 dex (1σ). In this context it is worth mentioning that a systematic error of the order of -0.06,-0.07 mag in the cluster true distance modulus, based on predicted PLZ and mean magnitude-metallicity relations, would bring in quite good agreement the current metallicity distribution with similar distributions available in the literature. The spectroscopic sample is only based on 67 RRLs, it is clear that larger and homogeneous samples are mandatory to further support the spectroscopic route to determine the accuracy and the precision of the true distance modulus.
ii)-True distance modulus distribution-The true distance moduli we estimated for RRc, RRab and global sample agree quite well with each other and the mean is µ=13.720±0.002±0.030 mag. The quoted errors do not account for uncertainties in the zero-point. Note that the accuracy of the current cluster true distance modulus mainly depends on the NIR bands (J,H,K), since the slope of both PL and PW relations increases, while the standard deviation decreases when moving towards longer wavelengths. In passing, we also note that REDIME relies on multiple optical and NIR mean magnitudes. This means that REDIME simultaneously takes account of the optical/NIR intrinsic color variation of RRLs.
The accuracy of the five field RRLs for which the trigonometric parallax was measured using the Fine Guide Sensor on board of the Hubble Space Telescope does not allow us to improve the current RRL distance scale. It is clear that Gaia is going to play a crucial role in this issue. Because the number of RRLs for which the trigonometric parallax is going to have an accuracy better than 1µas is two/three orders of magnitude larger than the current ones. However, only a minor fraction of them have already iron abundances based on high resolution spectra Magurno et al. 2018 ). The bulk of metallicity estimates of field RRLs are still based either on medium resolution spectra or on the ∆S method (Layden 1994; Sesar et al. 2013; Kinman et al. 2012; Dambis et al. 2014; Sesar et al. 2017; Fabrizio et al. 2018, in preparation) . These metal abundances have been recently used by Muraveva et al. (2018) together with optical, near-/mid-infrared magnitudes available in the literature and trigonometric parallaxes by Gaia DR2. They provided new Period-Luminosity-Metallicity relations and found that the current parallaxes are affected by a zero-point offset of -0.057 mas. These finding supports previous investigations by Arenou et al. (2018) and by Sesar et al. (2017) .
The Gaia DR2 parallaxes are systematically smaller than expected. This systematic error is known, it depends on several parameters (sky distribution, distance color, number of measurements) and it is ∼-0.029 mas when compared with position of more than 500,000 Active Galactic Nuclei (Lindegren et al. 2018) . In this context it is worth mentioning that similar analyses, but based on different stellar tracers, provide zero-point offsets similar to RRLs (classical Cepheids∼-0.046 mas, Riess et al. 2018 ∼-0.049 mas, Groenewegen 2018; red giants observed by KEPLER∼-0.053 mas, Zinn et al. 2018) . These circumstantial evidence indicates that the near future scenario is very promising, but we need a few more years to nail down systematics in trigonometric distances.
Note that Gaia is also going to provide metallicity estimates based either on spectroscopy or spectrophotometry for variable stars, but a significant sample would not be anticipated until DR4. The brightest RRL is the prototype RR Lyr itself (m V =7.68 mag) and they become fainter than m V ∼20-21 mag in the outskirts of the Galactic Halo.
iii)-Reddening distribution-We found that the cluster reddening distribution based on RRc, RRab and global sample agree quite well with each other and the mean is E(B − V)=0.132±0.002±0.028 mag. The standard deviations of the three distributions are also quite similar with the distribution based on RRc being slightly narrower and more symmetric. The accuracy of the current reddening estimates mainly rely on optical bands (BVI) with the NIR (JHK) bands playing a minor role, since the slope of the reddening law is quite constant in this wavelength regime. The current cluster reddening estimates agree quite well with similar estimates recently provided by Gaia. We also found that the reddening changes by more than a factor of two on spatial scales of the order of arcminutes. The quoted cluster true distance modulus and cluster reddening agree within 1σ with similar estimates available in the literature. iv)-Metallicity dependence-Preliminary empirical evidence suggest the expected correlation between optical magnitudes (B,V) and metal content. The current sample cover more than 1.5 dex and the difference in magnitude is roughly half magnitude. The same outcome applies to the PL relations, but the impact of the metal content at fixed period is, as expected, milder. REDIME seems a very promising approach to constrain intrinsic parameters of both field and cluster RRLs. This working hypothesis is further strengthened by the evidence that REDIME provides accurate estimates of metallicity, true distance modulus and reddening for Blazkho RRLs once accurate optical/NIR mean magnitudes are available. In passing we note that 26 out of the 170 RRLs adopted in this investigation are candidate Blazkho RRLs. The improvement of individual distances provide the opportunity to improve the accuracy of both metal content, reddening and possibly helium content (Marconi et al. 2018) . New and accurate spectroscopic measurements together with Gaia parallaxes will provide the opportunity to calibrate new optical/NIR PLZ and PWZ relations, and in turn, the opportunity to apply REDIME in Local Group galaxies.
It goes without saying that REDIME was also developed to take advantage of the time series in six (ugrizy) different bands that will be collected by LSST for resolved stellar populations in Local Group and in Local Volume galaxies (Ivezić et al. 2012 ). There are solid reasons to believe that this photometric system is going to provide very accurate reddenings and metallicity estimates, but detailed simulations are required to characterize this photometric system for RRLs. Solid clues on the accuracy of the LSST photometric system in constraining metallicity, true distance modulus and reddening can also be derived using the multi-band, multi-epoch DECAM images for cluster ) and Bulge RRLs with the key advantage to cover the entire body of the cluster with a single or at most a few pointings (Calamida et al. 2017 ).
It is a real pleasure to thank the anonymous referee for her/his positive opinion concerning the content and the cut of this investigation, and in particular, for her/his constructive suggestions that improved the readibility of the paper. This investigation was partially supported by PRIN-INAF 2016 ACDC (P.I.: P. Caraveo). M.M. was partially supported by NSF grant AST-1714534. This work has made use of data from the European Space Agency (ESA) mission Gaia (https://www.cosmos.esa.int/gaia), processed by the Gaia Data Processing and Analysis Consortium (DPAC, https://www.cosmos.esa.int/web/gaia/dpac/consortium). Left -Flow chart of the first iteration in the REDIME's algorithm. The algorithm is based on the six mean magnitudes available for RRLs in our sample and the use of optical (V,B − I) PW relation to provide the first estimate of ω Cen true distance modulus. The new distance together with a mean cluster reddening available in the literature are used to provide four independent estimates of the iron abundance using the PLZ relations in I,J,H,K bands and equation 1. The mean metallicity for each RRL in the sample is estimated as the mean of the estimates based on NIR (JHK) PLZ relations. The new mean metallicity is used to provide new simultaneous estimates of the true distance modulus and reddening using four (I JHK) PLZ relations, two MZ (BV) relations together with the nonlinear fit with the assumed reddening law (equation 2). Right -The output of the first iteration, namely the true distance modulus and the reddening are now used as an input for the second iteration. The four I JHK PLZ relations are used once again to provide new iron abundances. The new mean value based on NIR PLZ relations is used to provide the final simultaneous estimates of both the true distance modulus and the reddening using the nonlinear fit dictated by equation 2. Braga et al. (2016) .
b Pulsation mode: 0 -RRab; 1 -RRc.
c Right ascension and declination according to Braga et al. (2016) .
d Number of mean magnitudes adopted for the REDIME solution.
e Parameter estimates based on RRc, RRab and Global REDIME solution.
f Mean iron abundance and standard deviation based on NIR (J,H,K) PL relations.
g Reddening and its uncertainty.
h True distance modulus and its uncertainty. RRc -1.98 ± 0.06 ± 0.53 13.722 ± 0.006 ± 0.061 0.124 ± 0.013 ± 0.028 -1.97 ± 0.06 ± 0.54 13.721 ± 0.003 ± 0.029 0.128 ± 0.002 ± 0.025 RRab -1.93 ± 0.06 ± 0.53 13.711 ± 0.004 ± 0.042 0.140 ± 0.016 ± 0.030 -1.91 ± 0.06 ± 0.56 13.718 ± 0.003 ± 0.030 0.136 ± 0.003 ± 0.030
Global -1.96 ± 0.04 ± 0.52 13.717 ± 0.005 ± 0.071 0.131 ± 0.010 ± 0.027 -1.98 ± 0.04 ± 0.54 13.720 ± 0.002 ± 0.030 0.132 ± 0.002 ± 0.028 Table 3 . True distance moduli and reddening for ω Cen available in the literature. Bono et al. (2003) . (9) Distance based on a new calibration of the K s -band PL relation. The zeropoint was based on the trigonometric parallax of the prototype RR Lyr (Benedict et al. 2011) . (10) Distance based on the orbital parameters of the detached eclipsing binary V209. The two distance moduli are for the primary (closest) and for the secondary (farthest) star of the binary system. (11) Distance based on the M V -[Fe/H] relation, calibrated with Rich et al. (2005) . (12) Distance based on the calibration of the TRGB provided by Lee et al. (1993) . (13) Distance based on the empirical K-band PL relation provided by (Sollima et al. 2008) . (14 (2006) and Braga et al. (2016) . E(B-V) from (Thompson et al. 2001; Lub 2002) . (19) Distance and reddening based on the application of REDIME to the BVIJHK s mean magnitudes of RRLs.
c The authors provide apparent distance modulus (m − M) V and not the true distance modulus µ. Therefore, we adopt E(B − V)=0.11 (Thompson et al. 2001; Lub 2002) and provide µ in column 1.
d The authors do not quote the paper from which the reddening value was adopted.
