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iAbstract
Graphical models provide a very convenient way for representing entity sequences in several
problems related to information retrieval, data mining etc. Inferencing in such entity sequences
involves making use of not only local information(that is labels depending upon a small window
around the entity giving rise to simpler models like chains, trees etc) but also global infor-
mation(that is labels depending upon the ”far-oﬀ” entities giving rise to complicated graphs).
Inferencing on simpler graphs like chains and trees can be done exactly and tractably. On the
contrary, in case of complicated graphs, exact inferencing is computationally expensive and often
intractable. We review the importance of the global information and several methods to incor-
porate it during inferencing. We also demonstrate inferencing involving one such combination
of local and global layer by combining CRF and Belief Propagation.Chapter 1
Introduction: Signiﬁcance of Global
Layer in Inferencing
Inferencing is the task of ﬁnding out more information given the observed data. Graphs like
chains and trees with “local dependencies” only, are easier to do inferencing upon. Quite fre-
quently we encounter graphs with non-local dependencies, inferencing on which is more compli-
cated and often we have to resort to approximate measures. Before going into more details of
these graphical probabilistic models, lets consider a few real life examples of graphical proba-
bilistic inferencing.
• Lets consider the problem of Named Entity Recognition(NER). NER is a special case
of information extraction that seeks to locate and classify atomic elements in text into
predeﬁned categories such as the names of persons, organizations, locations, expressions
of times, quantities, monetary values, percentages, etc. For example given a sentence:
The Times of India reported that India will have 6% economic growth in 2006, a perfect
NER seeks to tag it as : Times of India: Organization, India: Location, 6:Numerical
Quantity, 2006:Time.
Entities in this case can be represented as nodes of a graph and statistical inference based
NER can be performed by deﬁning certain features on this graph. Most of these features
are local features, that is we look at the nearby words of a token or an entity and then
recognize it from certain handcoded rules(for example nouns come after an adjective, or
the name of a place doesn’t come after word “the”). But NER also involves taking into
account certain global features [8] for example if the word India has been labeled as a
location then there is a high probability that at most of the places in this document India
refers to a location. Hence there are non-local connections between “far-oﬀ” nodes in the
graph which seem to be related. So the graph in this case is not as simple as a chain or a
tree and methods to exploit non-local dependencies in graphs are needed.
• Another interesting problem domain is of disambiguation. In particular consider disam-
biguation in a corpus of emails. We can model this corpus using graphs [2]. Files, persons,
1email-addresses etc can be the nodes and the edges can represent relations like “sent from”,
“alias” etc. In this corpus, ambiguity can arise due to the limitations of the language(for
example the word “good” can mean “useful” as well as “pleasing”). But it can also arise
naturally, for example the name “Michael” can mean mean “Michael Collins” or “Michael
Jordan”, or the name “Michael Jordan” can be of a scientist or a basket ball player. The
task of disambiguation is to clearly distinguish between diﬀerent entities which look sim-
ilar. Graphical models can be used to exploit features which can help in disambiguating
such entities. For example we may need to cluster all the nodes with name “Michael” into
nodes which imply “Michael Collins” and those which imply “Michael Jordan” and so on.
This clearly means not only we need to employ local features but we also need to look at
the “global” connections between nodes.
In the next chapter, we look at several methods for inferencing which employ global as well as
local information.
2Chapter 2
Inferencing Methods at a glance
2.1 Inference using two stage CRFs
In a previous chapter we have already described the problem of NER. Krishnan et al [8] have
used a two stage CRF for solving NER. We describe the setup used by them. The setup involves
two layers of CRFs: The baseline CRF performs local inference treating the input as a sequence
whereas the second level CRF uses the local information as well as global features extracted
from the output of the local CRF.
Baseline CRF In the baseline CRF, labels for tokens directly depend only on the labels
corresponding to the previous and next tokens. The setup uses certain features useful for NER,
for example the current, previous and next words, Part of Speech tag of the current word
and surrounding words, shape of the current word, the surrounding word shape sequence, the
presence of a word in a left window of size 5 around the current word etc.
Label consistency At the global level, the setup wants to encourage label consistency. Label
consistency is inspired from the fact that in a particular document it is unlikely that diﬀerent
occurrences of the same token sequence has diﬀerent label sequences. So if the word “India” is
used at one place in the sense of location then it is very likely that everywhere else it is used in
the same sense.
Second stage CRF The second stage CRF is used to employ certain global features like label
consistency for labeling. This CRF also models features like subsequence constraint, that is if
Michael Jordan has been labeled as a person then there is a high probability that Michael is also
a person. The setup models enforce these features as a soft constraint because while it wants to
encourage label consistency, it doesn’t want to disregard local information. This CRF has all the
local features provided by the local CRF. Over and above that, it processes the output provided
by the local CRF and introduces certain global features over that data and then again performs
inferencing. Since alongwith the aforementioned global features, it also has all local features of
the baseline CRF so the global features are not actually enforced as a hard constraint.
3This CRF uses 6 features viz. Document-level Token-majority features, Document-level Enti-
tymajority features, Document-level Superentitymajority features, Corpus-level Token-majority
features, Corpus-level Entity-majority features and Corpus-level Superentity-majority features.
The document level features depend on the output of the baseline CRF over the document and
the corpus level features depend on the output of the same over the corpus. To understand these
features lets consider a few examples
• Token-majority features: If there are three occurrences of the token “India”, such that
two are labeled Location and one is labeled Organization, then the token-majority feature
would take value Location for all three occurrences of the token.
• Entity-majority features: If there are three occurrences of the entity sequence(that is
a token sequence labeled as a single entity by the ﬁrst stage CRF) “Team India”, such
that two are labeled Organization and one is labeled Location, then the entity-majority
feature would take value Organization for all tokens in all three occurrences of the entity
sequence.
• Superentity-majority features It refers to the majority label assigned to the superse-
quences(entity sequences, that strictly contain within their span, another entity sequence)
of a particular entity in the document corpus. For example, if there are two occurrences
of ”Team India” labeled Organization and one occurrence of “Mother India” labeled Mis-
cellaneous, then for all occurrences of the entity “India”, the superentity-majority feature
would take value Organization.
This somewhat heuristic way of using 2-stage CRF worked quite well. The running time of this
method is also pretty small, equivalent to only twice the running time of a CRF. This setup
provides us with a very useful idea of using a 2-stage set up with one layer at the local level and
the other at the global.
2.2 Reducing CRFs to Integer Linear Programming
Roth et al [11] have shown that the viterbi algorithm in CRF inferencing can be converted into
an ILP(Integer Linear Programming) which is more convenient as far as dealing with certain
global constraints is concerned.
For linear chain graphs, its already shown that after augmenting two special nodes y0 and
yn with labels start and end, the sequence probability can be written as,
p(y|x,λ) =
 n+1
i=1 Mi(yi−1,yi|x)
Z(x)
,
where
Mi(y′,y|x) = exp(
 
k
λkfk(y′,y,x,i))
with fk being the kth feature of the feature vector and λk being the associated weight.
4The label sequence with maximum probability can be computed using the viterbi algorithm
which is a dynamic programming algorithm. At step i, it records all the optimal sequences of
length i ending with label y′,∀y′ ∈ Y (denoted by Y ∗
i (y)). This algorithm can be recursively
written as:
1. P0(y) = M0(start,y|x) and Y ∗
0 (y) = y.
2. For 1 ≤ i ≤ n, Y ∗
i (y′) = y∗
i−1(ˆ y)   y′ and Pi(y) = Pi−1(ˆ y)Mi(ˆ y,y|x),
where ˆ y = argmaxy′∈YPi−1(y′)Mi(y′,y|x) and   is the concatenation operator.
Reducing Viterbi to Shortest Path
The solution that Viterbi outputs is the shortest path in the graph constructed as follows. We
have one node for each pair (s,l) where s is a token in the sequence and l is a label. We have
one node for the start and the end state. So if n be the number of tokens in the sequence,
and m be the number of labels each token can take, then the graph consists of nm + 2 nodes
and (n − 1)m2 + 2m edges. So for a token i having label j, we have node vij, for 1 ≤ i ≤ n
and 1 ≤ j ≤ m. If the path passes through node vij it means the label j is assigned to token
i. For nodes that represent two adjacent tokens v(i−1)j and vij′, there is a directed edge xi,jj′
from v(i−1)j to vij′, with the cost −log(Mi(jj′|x)). Clearly, the path from start to end will pass
exactly one node at position i. So we have
argminy
 
−
n  
i=1
log(Mi(yi−1yi|x)
 
= argmaxy
n  
i=1
Mi(yi−1yi|x).
Hence the nodes in the shortest path correspond to the labels selected in the viterbi algorithm.
Reducing Shortest Path problem to ILP
Given a directed graph G = (V,E) two diﬀerent nodes s,t ∈ V , and the nonnegative cost cuv of
each edge (u,v) ∈ E, we wish to ﬁnd path from s to t with the minimum cost. For each edge
(u,v) ∈ E, we introduce an indicator variable xuv such that xuv will be set to 1 if (u,v) is in
the minimum cost path otherwise, it will be 0. Now it can be easily shown that the problem of
shortest path can written as,
min
 
(u,v)∈E
cuvxuv
given,  
u,(u,v)∈E xuv −
 
w,(v,w)∈E xvw = 0 ∀v ∈ V − {s,t}
 
u,(u,t)∈E xut −
 
w,(t,w)∈E xtw = 1
 
u,(u,s)∈E xuv −
 
w,(v,s)∈E xsw = −1
A matrix A is deﬁned as totally unimodular if the determinant of every square submatrix of A is
+1, -1, or 0. It is also proven(Veinott and Dantzig) that if A is an m×n integral unimodular
matrix with full row rank m then the solution to the linear program max{c′x : Ax ≤ b,x ∈ Rn
+}
5is integral for integral b. It can be shown that the coeﬃcient matrix of the linear program for
the shortest path problem is totally unimodular. And so we can drop the integrality constraint
in the shortest path ILP and hence a polynomial time solution to it is feasible. Since viterbi
algorithm can be reduced to the shortest path problem, we can replace viterbi with an LP having
appropriate weights and xv(i−1)j,v(i)j′ replaced by xi−1,j,j′.
Adding features to LP
Now given that the viterbi algorithm can be reduced to an LP, it is possible to express various
possible constraints in LP which were diﬃcult or impossible to express in the viterbi algorithm.
It is known that all possible Boolean functions over the variables of interest can be represented
as sets of linear (in)equalities. We can express certain desired property by adding a constraint
corresponding to it to the already existing list of constraints. Lets consider a few such examples:
Example 1: The constraint: “If label a appears, then label b must also appear” can be repre-
sented as a linear inequality as follows:
 
1≤y≤m xi,ya
 
1≤y≤m, 1≤i≤n xi,yb for all i such that 1 ≤ i ≤ n.
Example 2: The constraint: ”The label of token i is 0“ can be expressed as:
 
1≤y≤m xi,y0 = 1.
It is not possible to specify all such constraints in Viterbi. But adding these constraints the
original LP means that the resulting LP may no longer have integer solutions but commercial
packages can solve these problems fairly eﬃciently.
2.3 Relational Markov Networks
[12] Relational markov networks(RMN) speciﬁes a conditional distribution over all the labels of
all the given entities in an instantiation given the relational structure and the content attributes.
Roughly speaking, it speciﬁes the cliques and potentials between attributes of related entities
at a template level, so that a single model provides a coherent distribution for any collection of
instances from the schema. It is kind of a generalization of CRFs because typically in CRFs we
specify relations between entities whereas RMN expresses relations between entity attributes and
allows for collective classiﬁcation based on the speciﬁc entity features and the relations between
them. So in a relational markov network, each feature of an entity is speciﬁed by a node and
the nodes of related features across diﬀerent entities are connected. Lets study an application
[10] of RMNs in IE which will also demonstrate the importance of global information which it
utilizes using speciﬁc features.
In this particular IE application, RMNs are used to extract information from a document by
exploiting the textual content and context as well as the relationships between various entities.
So we are given a collection of training documents D where all named entities have been manually
annotated. Each document d ∈ D has a set of associated entity set d.E where each entity e ∈ d.E
is characterized by a set of boolean features e.F. The set of these features remain the same for
all entities. The only hidden feature in this case are the entity labels which are to be deduced
during the inferencing procedure.
6Each document is associated with an undirected graphical model, with nodes corresponding
directly to entity features, one node for each feature of each candidate entity in the document.
The set of edges is created by matching clique templates against the entire set of entities. A
clique template is a procedure that ﬁnds all subsets of entities satisfying a given constraint and
then connects feature nodes associated with the entities in each subset so that they form a
clique. Formally, we call the set of clique templates C and each template c ∈ C is deﬁned by
1. A matching operator Mc which is used for selecting the subsets of entities.
2. A set of features Sc =  Xc,Yc  of entities returned by the matching operator where Xc
denotes the observed features and Yc refers to the hidden labels.
3. A non-negative clique potential φc which indicates how well diﬀerent label conﬁgurations
of Sc “score”.
Since it is a undirected graphical model, so the conditional probability distribution is given by
P(d.Y | d.X) =
 
c∈C
 
G∈Mc(d.E) φc(G.Xc,G.Yc)
Z(d.X)
where Z(d.X) is the normalizing partition function given by
Z(d.X) =
 
Y
 
c∈C
 
G∈Mc(d.E)
φc(G.Xc,G.Yc)
Given this model, the authors have applied it on protein sequences and they have used a partic-
ular set of feature templates. Many of these feature templates use the concept of word type. A
word type is created by replacing any maximal contiguous sequences of capital letters with A, of
lower-case letters with a, and of digits with 0. For example, the word TGF-1 would be mapped
to type A-0. When each of these feature template is applied to an entity then it generates
a set of boolean features. For instance consider one of the feature templates which suggests
matching the word type. Then when applied to the word TGF-1, it generates a boolean feature
{e.word type ==A-0} since A-0 is the word type of TGF-1.
The authors have deﬁned two kinds of clique templates:
1. Local Templates: templates for which |Yc| = 1. This basically denotes cliques with a
single entity label to be found out. These templates instantiate features which are local
to an entity. For example, the candidate extraction XYZ1 enzyme generates the features:
the head word HD=enzyme, the short type ST=A0 a, the prexes PF=A0 and PF=A0 a,
and the suﬃxes SF=a and SF=A0 a. So after ﬁltering out less frequent features, having
h boolean features, h local clique templates: LT1, LT2, LT3 ..., LTH are created. These
templates have operators which can match a single entity set say {e}. The collection
of features corresponding to the template LTi when applied to this set is Si =  {e.fi =
vj},{e.label} . In the graph we create a label node connected to all h of its binary feature
nodes. Consider the example shown in ﬁgure. To reduce the excessive number of nodes
7Figure 2.1: Local Clique Templates generated by RMN [10]
thus generated, the RMN is converted into a factor graph. Factor graphs [3] help factor
the global probability function into local potentials. The algorithm used for inferencing in
these factor graphs is called the sum-product algorithm. To obtain a factor graph for this
RMN, we create a new node for each potential and connect all label nodes which have 1
as the boolean value corresponding to this particular feature.
2. Global Templates templates for which |Yc| ≥ 1. These are the templates we are inter-
ested in. They capture the relationship between multiple entities in a document. From the
perspective of global information, these templates connect entities with similar features
and hence cause the global “ﬂow” of information. Three kind of global templates are used
by the authors but we will describe only one of them which is more relevant in the context
of utilizing the global information.
Overlap Template (OT): No two protein names overlap in the text i.e if the span of
one protein is [s1,e1] and the span of another protein is [s2,e2], and s1 ≤ s2, then e1 < s2.
Acronym Template (AT): It is common convention that a protein is rst introduced by
its long name, immediately followed by its short-form (acronym) in parentheses.
Repeat Template (RT): This template is to capture the fact that if multiple entities
in the same document are repetitions of the same name, their labels tend to have the
same value. This feature is enforced as a soft and not a hard constraint by specifying
this potential by a 2-by-2 table which specify the potential values to be assigned when
two entities with same names have same or diﬀerent labels. The parametric entries of
this table are not hard coded but learnt. The authors however have also incorporated
the fact that for a lot of cases a repeated protein name is not tagged as a protein when
it is part of a larger phrase that is tagged. This feature becomes a little more complex
by the fact that a candidate entity can be inside more than one entities. To solve this
problem a logical OR template is introduced whose matching function can match a variable
number of entities. This template creates an OR entity eor with a single feature eor.label
on matching a subset of “including” entities e1, e2, ..., en. The potential function
of this OR template is set so that it assigns a non-zero potential only when eor.label =
8Figure 2.2: Repeat Templates generated by RMN [10]
e1.label∨e2.label∨e3.label∨...∨en.label. Consider the example shown in the ﬁgure. u and
v are two same-text entities, with u1,u2,...un and v1,v2,...,vm respectively being the
entities that include them. So the repeat template promotes label consistency in entities
with same tokens.
Inferencing in Factor Graphs In the described application, inferencing was carried out
using the max-product or the sum-product algorithm. The inferencing step involves computing
the values of hidden labels as:
Y ∗ = arg maxY P(d.Y | d.X)
The sum-product algorithm is a message passing algorithm which helps in computing marginals
of various labels over the graph. We won’t describe the algorithm in detail, however it may be
noted that even though this algorithm may not necessarily converge to the exact marginals for
arbitrary graphs but it has been observed to converge for factor graphs to a good approximation
of the marginals.
Learning the potentials Given the potentials in a log-linear form
φc(G.Xc,G.Yc) = exp{wcfc(G.Xc,G.Yc)}
we wish to learn w which is the weight vector. The authors adopted the voted perceptron
approach [1] for inferencing as the gradient based method in this case is too expensive(it involves
summing over all possible conﬁgurations of candidate entity labels)
9Chapter 3
Combining CRF with Belief
Propagation
It can be easily realized that both the global as well as the local information are important as
far as the task of inferencing is concerned. The structure at the local layer is simple and so it is
easy to perform inferencing upon. The global layer, on the other hand, makes inferencing more
diﬃcult and often intractable but cannot be ignored because of its importance as described in
the initial sections.
Consider the example related to NER as shown in the ﬁgure. Suppose in the ﬁrst two
mentions of the word India, it is a Location whereas in the last mention it is the part of a
phrase which belongs to the category Organization. Now suppose the local context at the
ﬁrst mention classiﬁes India as Location then this can help labeling the second mention of
the same word as Location as well. However the third mention of India shouldn’t be labeled
as Location. So it must be remembered that “global consistency” should be enforced as a
soft constraint and not as a hard one. In this section we describe one approach to incorporate
information available from the local as well as the global context, NER being the particular
problem which we tested this approach on.
Figure 3.1: Apart from the local dependencies, globally the nodes with token “India” connected
to form a clique
103.1 CRF at the local layer
We propose using the CRF to get the marginals at the local layer. CRFs [4] [9] have become
a very popular measure for inferencing. Unlike generative models, CRFs (Conditional Random
Fields) compute the conditional distribution of the unknown variables given the observed data.
In our case, CRFs provide a very convenient way of performing exact inferencing at the local
layer. Given the entity sequence, we use CRFs to generate the marginals for each entity. We use
a modiﬁcation of the Viterbi Algorithm(which is used to ﬁnd the maximum probable sequence)
to generate these marginals.
We want to ﬁnd the probability of each node(say i) having a label y′, (that is p(yi = y′|λ,x))
for all y′ ∈ Y where Y is the set of labels. This can be easily done using matrix multiplication
algorithm(Personal Communication with Parijat Garg). A brief outline of this algorithm is as
follows:
We have matrices Mi such that
Mi(y′,y|x) = exp(
 
k
λkfk(y′,y,x,i)),
where fk is the kth feature and λk is the weight associated with it. Also, we deﬁne a vector α for
each node in the label sequence where α is a vector of size |Y| with αi(y) being the unnormalized
probability of node i getting the label y. We do a left-to-right and right-to-left scan of the
sequence and calculate αi,L and αi,R respectively. We initialize αend,R = αstart,L = (1 0 0 ...)
′.
We recursively compute αi,L and αi,R as
αi,L = Mi−1,i × αi−1,L
αi,R = M′
i,i+1 × αi+1,R
And the ﬁnal value of αi is calculated as
αi = αi,L ⊗ αi,R
where ⊗ denotes the element-wise product of two vectors. Let us call this probability of node i
having label y′, qi,y′.
3.2 Global layer
We consider in brief a simple form of belief propagation called Local Belief Propagation intro-
duced by Pearl. These algorithms are known to converge for tree-like graphs to the correct
marginal posterior probabilities given a prior distribution over the graph. Empirically they have
been known to converge for some other kind of graphs as well. Belief propagation is a kind of
message passing algorithm. First lets consider how this algorithm proceeds.
113.2.1 Message Passing
We have an undirected graph with N nodes. This graph is a markov network, that is potentials
are deﬁned on pairs of nodes(potential on a single node is a special case of such potentials). It
is suﬃcient to consider a markov network as any graph can be reduced to this form. If the label
of a node i be denoted yi then the joint probability distribution can be written as
p(y1,y2,...,yN) =
 
ij ψij(yi,yj)
 
k ψk(yk)
Z
where ψi(yi) is kind of the local or apriori evidence of node i having the label yi and ψij is the
compatibility matrix between nodes i and j for diﬀerent labels they can take.
Now each node passes messages to its neighbours according to the max-product algorithm
as:
mij(yj) ← α maxyi

ψij(yi,yj)ψi(yi)
 
k∈N(i)/j
mki(yi)


bi(yi) ← αψi(yi)
 
k∈N(i)
mki(yi)
where α is a normalization constant and N(i)/j is set of all neighbouring nodes of i except j.
Here bi(xi) denotes the belief that the node i will have label xi which we obtain by multiplying
all the incoming messages with the local evidence. bi approximately represents the marginal
posterior distribution at node i. In a similar way we can deﬁne bij(yi,yj) for the edge (i,j) as
the product of local evidence and the incoming messages.
bij = αψij(yi,yj)ψi(yi)ψj(yj)
 
k∈N(i)/j
mki(yi)
 
l∈N(j)/i
mlj(yl)
For any general graph it can be shown that the ﬁxed points of this belief propagation algorithm
are the stationary points of Bethe free energy which is a simple approximation of Gibbs free
energy(an important measure of the entropy of the system). More generalized and better version
of this algorithm called Generalized Belief Propagation [6] [5] is also developed which has better
performance on general graphs.
3.2.2 Belief Propagation at the Global Layer
We can use belief propagation algorithm for inferencing at global level. The marginal probability
of a label as provided by the CRF at the local layer can be used as the prior in this case. Another
building block which is important is the compatability matrix which is problem speciﬁc. One
way of designing the compatibility matrix is the following
• For local neighbouring entities, the compatibility matrix could be a function of the weights
learnt by the CRF. Formally speaking if ψij be the compatibility matrix between the
neighbouring nodes i and j and let gk(y′,y,x,i,j) be the weighted feature function of the
12kth feature between the neighbouts i and j i.e. gk(y′,y,x,i,j) = λkfk(y′,y,x,i,j) where
fk is the kth feature function. Then we propose that
ψij(y′,y) = δ(
 
k
gk(y′,y,x,i,j))
where δ is some non-decreasing function. Since the sum inside could be negative whereas
the compatibility matrix entries are all positive so δ should be a positive valued function.
• For the non-local neighbouring entities we can design the matrix so as to enforce the
“global consistency policy” as a soft constraint. For example for entities i and j with same
names we can design ψij such that it takes higher values when the nodes i and j have
same labels as compared to when they don’t.
13Chapter 4
Experiments
4.1 Setup
We have already seen the basic approach: the marginals generated by the lower layer CRF
will be used as a prior for the upper layer belief propagation and some function of the weights
between diﬀerent entities corresponding to diﬀerent labels will be used as the entries of the
compatibility matrix. The problem we target in this case is NER, and in the introduction we
have already seen its description as a problem and have also explained the importance of the
global layer in this case. Following is the description of the experimental setup
• To tag the data using a locally working CRF, we use the NER package(which has already
learnt a classiﬁer) developed by the Stanford NLP group (http://nlp.stanford.edu/software-
/CRF-NER.shtml). This package uses a CRF to tag the data and has a function which
outputs the marginal probabilities for each entity. The Stanford NER software classiﬁes
the word in 4 categories: Organization, Person, Location and O (meaning none) and
in some cases as Misc. We modiﬁed this package to output the weights between neigh-
bouring entities for diﬀerent labels. To summarise, the lower layer processes the data ﬁle
and emits the following
1. The marginals for each entity corresponding to each label. We use these as local
beliefs for the Belief Propagation algorithm at the global layer.
2. The weights between the neighbouring entities of a document for various labels. We
use the exponent of these weights as the compatibility function between the corre-
sponding two entities.
• At the global layer, apart from the local connections, we also link all the entities with
same token names. The compatibility matrix entries for these tokens are designed to
encourage label consistency. So if i and j be two nodes with same token names and ψij be
their compatibility matrix then we have ψij(xi,xj) = {
c2 if nij(xi,xj) = 0
nij(xi,xj)   c1 otherwise
}
where c1 and c2 are two constants such that c1 ≫ c2 and nij(xi,xj) is proportional to the
14Table 4.1: Comparing the results of various approaches on the CONLL dataset
Results for various approaches: % correctly labeled entities
Approach LOC ORG PER MISC ALL Relative Error Reduction
VK-manning’s approach
Baseline CRF 88.09 80.88 89.76 78.26 85.29
+All the Majority Features 89.80 82.39 92.57 79.76 87.24 13.3%
Applying BP on top of the baseline CRF
Baseline CRF(Stanford Ner 1.0)
(with 4 labels) 82.73 80.04 86.87 - 96.07
+Belief Propagation 83.56 79.52 93.89 - 96.83 19.3%
Baseline CRF(Stanford Ner 1.0)
(with 5 labels) 85.50 81.89 90.63 80.36 96.26
+Belief Propagation 86.74 79.52 94.70 80.95 96.66 10.8%
number of times labels xi and xj occur for the common word represented by the positions
i and j. nij is normalized so that the sum over all label pairs is 1.
• We try out diﬀerent values of c1 and c2. We keep the value of c1 of the same order as the
highest values of the weights between the neighbours as emitted by the crf. We put the
value of c2 barely suﬃcient so as to make sure that message sent by one node to other stays
non-zero. The value of c1 is lesser if the two nodes i and j belong to diﬀerent documents
of the corpus as compared to when they belong to the same document. This is intuitive
because the chances that the entities with same name will have the same label are higher
if they belong to the same document.
• After message passing at each stage, we calculate the local beliefs and also recalculate
the compatibility matrix, ψij or bij. We normalize message sent by one neighbour to the
other so that they sum to one i.e.
 
l mij(l) = 1. We also normalize bij as stated in the
algorithm.
4.2 Observation and Results
We shall look at the various aspects of the results obtained using our approach and shall also
compare it with the results obtained from other approaches. Lets consider the following few
observations made:
• We test this approach on a subset of the CONLL data set containing 82 documents and
around 16500 tokens. We compare the results obtained by the CRF with the results
obtained from applying BP on top of CRF. The results of this approach have been very
encouraging and applying BP has reduced the percentage of error by more than 10% as
is shown in Table 4.1. In the case with 5 labels, our approach was successful in reducing
error by almost 11% when already the error for the baseline CRF was as low as 4%. Our
approach takes only the prior as input and is simple to apply since we just look for same
words to create the non-local connections.
15• If we analyze the errors made by the baseline CRF, at several places it has labeled a
token wrongly even though it has labeled it correctly somewhere else. Applying BP with
normalized weights proportional to the occurences of two labels together has corrected
this problem at several places utilizing the global information regarding the correct label
of the token(which is labeled correctly at quite a few places by the CRF). Consider for the
following example on a very small data set:
Batman got defeated by some guy. My name is Batman.
The CRF in this case labeled the ﬁrst occurrence of the word Batman as O instead of
Person whereas the second occurrence was rightly labeled as Person. After running
the Belief Propagation algorithm on the marginals emitted by the CRF, the label of the
second occurrence of Batman drove the label of the ﬁrst occurrence towards Person and
so ﬁnally both the occurrences were rightly tagged Person. Clearly the eﬀect of utilizing
global information can be seen in this case.
• One other advantage of this approach over the CRF is that the probabilities emmited by
the top-layer BP algorithm are very close to 1 or 0. In many cases, when the CRF has
labeled an entity correctly but with some probability not close to 1, after running this
algorithm the probability of the correct label is driven close to 1.
• However there are a few cases when the algorithm fails to classify correctly.
1. As can be seen from Table 4.1, applying BP on top of CRF deteriorated the per-
formance in case of the tag Organization. This particularly happened in the cases
when several sports clubs names were labeled as Person. The reason for this is that
the marginal probability of these tokens as given by the CRF were heavily biased to-
wards the label Person. So while the CRF chose the label Organization to maximize
the probability of the whole label sequence, the prior given to BP led to BP labeling
those tokens as Person.
2. Our algorithm outperforms the CRF only in the cases when there are entities with
same names but diﬀerent labels. If the CRF itself has labeled all the entities of the
same name wrongly, then applying belief propagation on top of it won’t help as there
is no prior information to suggest the actual label.
3. Very few times, given two entities with same name with one labeled correctly and
other incorrectly by the CRF, this algorithm drives both the entities towards the
wrong label. This happens because the “misinformation” regarding the wrong label
is stronger than the correct information which suggests the correct labeling.
4.3 Discussions Regarding This Approach
In this section, we discuss what are the diﬀerent tiers in our approach to perform inferencing
at both the top and bottom layer where errors are introduced and how can it be improved.
16Following could be the various sources of error in the output:
4.3.1 Lack of exact algorithm:
For general graphs, belief propagation does not necessarily converge to the exact solution. Belief
propagation is a special case of the sum-product algorithms which have been shown to work
fairly well on certain factor graphs, but such observations have been empirical by nature. So
the algorithm itself could be a source of error and in fact no exact algorithm has been shown to
work in case of general graphs.
4.3.2 Insuﬃcient Information:
We use the CRF at the local layer which provides a fairly good prior as exact inferencing is
possible in case of CRF(involving the local layer only). The problem comes when the incom-
pleteness of the structure of the graph and the weights of various edges comes into the picture.
There are two ways in which the insuﬃciency of information can be seen in this case
1. In the graph structure we have assumed, we connect the local nodes and make cliques of
the nodes with the same names. We haven’t explored the possible connections between
the nodes which are neither local to each other nor have the same name. This renders
the graph structure “incomplete”. For example while considering the word Microsoft, we
should connect it to Bill Gates as they are very much related. Also not only we need to
link these entities, but we also need to express the compatibility between these two entities
for diﬀerent labels.
2. One minor problem is that of a few entities containing more than one tokens. For example
New York should ideally be treated as one entity instead of two and so should be Wall
Street or Michael Collins. This information is also not included in the graph.
Lets consider one of the ways of obtaining more information about various word tokens to
perform better inferencing.
Using information gathered from the web
Mccallum et al [7] have suggested using the web for solving author-coreferencing problem by
using the web. We suggest using an approach similar to one of the approaches used by McCallum
et al for obtaining more information regarding the graph structure of our problem. The idea is
to use the web to ﬁnd out which of the entities in the graph are related. Lets consider, in brief,
the approach used to solve the author coreferencing problem and how that can be used in our
case.
Firstly titles of the citations are concatenated and then querying a web search engine follows.
The search returning a hit for the titles, indicates the presence of a document on the web
containing both the titles and hence is some kind of an evidence that the papers were authored
by the same person. In case of NER, we can search the web with the two tokens in question.
17If the web returns a “substantial” number of hits then those two words can be linked. But one
must make sure that the search is made only with “non-trivial” words. This is because a search
with often occurring words like the, a, for etc. will naturally fetch huge number of results.
One problem in this case is that it is not feasible to perform search with all possible combina-
tion of the words because of the limited resources. Hence this problem needs to be reformulated
as a resource bounded information gathering problem which seeks to ﬁnd out top N entity pairs
to link. We won’t delve into the details of this information gathering algorithm which seeks to
accurately create these “best” links with as less queries as possible.
Clearly, based on this idea we can connect highly related tokens across the graph. The
compatibility matrix between them can be learnt along with inferencing like in the belief prop-
agation.
18Chapter 5
Conclusions
From the results obtained, it can be deﬁnitely stated that global information can play a very
important role in the problems related to Information Retrieval. CRFs have proved out to be
useful mainly for the chain or tree graphs which tap the local information. In cas of NER, we
seek to exploit the global information by applying the CRF at the local layer and then feeding
the information provided by it to the Belief Propagation algorithm at the top layer which has
the “global-view” of the corpus. This approach performed very well, reducing the error by
more than 10%. Moreover, the BP algorithm converged to fairly accurate and almost boolean
values given a reasonably good prior provided by the CRF. Still, there are examples where the
algorithm gave wrong answers. We believe that the global information can provide even better
improvements with better algorithms for accurate inferencing and training on general graphs.
CRFs are usually useful for chain or tree like graphs. Using RMNs for inferencing is more
complex because of the size and the complexity of graphs created in this case. However there
are a few algorithms like the more general sum-product algorithm which has been known to
work fairly well on factor graphs.
One more important issue is to resolve the dependencies between various nodes correctly
thus improving the available information. Not only does one need to identify which nodes are
dependent, but there is also a need to resolve the edge weights between the two nodes. World
Wide Web is proving out to be an increasingly useful source of information in this case.
It can be concluded here that the algorithms utilizing both the global and local information
can outperform several existing inferencing tools, given suﬃcient amount of information at both
the layers.
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