This study is concerned with simulations of fire phenomena using field equation models. When performing numerical computation of a fire plume accompanied by gas and smoke, the phenomena are expressed through simultaneous non-stationary nonlinear second-order partial differential equations containing advective terms.
The fire plume, which accompanies smoke and gas generated during a fire, can be expressed in the form of simultaneous non-stationary non-linear second-order partial differential equations. To solve these equations numerically, various methods, such as the finite difference method, the finite element method and the boundary element method, are used to obtain approximate solutions. As the theoretical framework of the finite difference method is rather simple, allowing it to be implemented in programming by anyone, simulations in the field of fire science are often performed with this method.
Although the first-order accurate upwind difference scheme has been used preferably among the various schemes of finite difference approximation, it suffers the disadvantage that the lower the speed of the plume flow, the larger becomes the viscosity error (also referred to as 'numerical viscosity' [1] ). On the other hand, it has a definite advantage that divergence is avoided due to its superior numerical stability. Therefore, the first-order accurate upwind difference scheme is frequently used even today when it is sufficient for understanding the behavior of stable plumes.
Recently, access to high-speed computers has been greatly simplified by recent advances in computer technology. For this reason, fire simulations based on field equation models have attracted considerable attention. In such simulations, it is necessary to render the behavior of fire plumes down to the finest details. Consequently, the computational accuracy in computer simulations becomes closely scrutinized.
Third-order accurate upwind difference methods have been considered and introduced in order to satisfy these requirements. These third-order accurate methods' nominal accuracy, however, is often spoiled by the numerical oscillation which propagates increasingly with time, once emerged. Therefore, these methods are unsuitable for solving evolution equations such as describing fire phenomena. For this reason, new computational methods such as TVD (Total Variation Diminishing) method [2] and CIP (Cubic-Interpolated Profile) method [3, 4] have been developed and used for obtaining numerical solutions of fire plume equations. The CIP method, as studied by Yabe et al. [5] [6] [7] , can be applied to solve 2-and 3-dimensional differencial problems of diffusion or advective equations, in which nominal third-order accuracy is guaranteed.
The CIP method, which contains third-order polynomial approximations, makes use of derivative functions in addition to the original functions for performing interpolation.
It can provide much smoother computational results than the third-order accurate upwind difference method. However, because both of these methods uses third-order polynomials, numerical oscillations tend to appear in the calculation results, leading to a drastic decrease in stability following emergence of errors. These pseudo-oscillations may be suppressed in the TVD method; however, it has become apparent in our work that errors do appear in some functions such as smooth sinusoidal functions.
In the present report, we propose an algorithm which eliminates pseudo-oscillations from the CIP method and perform comparisons with the conventional numerical computation methods. The following one dimensional equation Equation 1-1, which contains the advective terms in their simplest form, is used for making the comparison.
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(1-1)
Here, v (x, t) is the velocity of the plume, θ (x, t) is the temperature, P is the pressure, and α and κ are physical diffusion constants. When the numerical computation is performed with even-order (such as the second-and the fourth-order) accurate schemes, the pseudo-oscillations does not appear, but the numerical viscosity does. On the other hand, in the case of odd-order accurate difference approximations, it is characterized by the emergence of pseudo-oscillations while numerical viscosity does not emerge.
Generally, the magnitude of the numerical viscosity or the numerical oscillation decreases as the accuracy order increases.
Existence of numerical viscosity has an effect of increasing the numerical stability, while the pseudo-oscillations drastically decrease the stability. Furthermore, the increased pseudo-oscillations give considerable damage to the computational result, sometimes leading to a divergence. Considering these as the background, we propose a method which can eliminate the pseudo-oscillations generated in the CIP method.
We call it as improved CIP method (referred to as modified CIP; mCIP). Numerical oscillations are eliminated by switching to the first-order upwind difference scheme which does not generate numerical oscillations, in the part of the CIP method where numerical oscillations are generated, namely the part where the third-order interpolation function has an extremum contrary to the true solution. An evaluation of the algorithm was performed by comparing the computational results obtained through the mCIP method with those obtained through conventional methods.
Numerical computation of plumes with CIP method
In the CIP method, computations are performed seperately as "advective flow stage" and "non-advective flow stage" respectively. For evaluation purposes, it is sufficient to consider the difference method only for the advective flow term, where pseudo-viscosity and pseudo-oscillations occur. Therefore, in order to compare the differences among the computational results of various difference methods, we consider the initial-value problem of the following first-order non-linear partial differential equations describing one-dimensional heat advection. • Advective flow stage
(1-4)
(1-5)
• Non-advective flow stage
(1-6)
(1-7)
We will consider solving the initial value problem for the first-order linear partial The velocity u of the convective flow in an actual fire is a function which depends on both space and time. However, it may be considered that the velocity u is uniform at each lattice point x j within an infinitesimal interval Δt, then the following approximation can be made using Equation 1-8.
This indicates that if the temperature (or the velocity) f for a certain lattice point x j at a certain moment of time t is known, then an approximation of the temperature (or the velocity) after Δt seconds can be made using Equation 1-9.
However, the respective coordinates (spatial and temporal) are independent variables in the difference method, and the functional values are expressed only on the lattice point. It is not guaranteed that the position of x j − u j Δt will coincide with a point on the lattice. Therefore, it is necessary to interpolate the value for x j − u j Δt using the values on the lattice points, for which there exist a number of methods.
Regarding the interpolation between two points [ j, j + 1] on the lattice, the first-order interpolation function can be written as follows:
Equation 1-10 coincides with the first-order upwind difference method, when u > 0.
We consider now a third-order interpolation function for two points [ j, j + 1] on the lattice to induce the CIP method. A general form of the third-order interpolation function can be written as follows:
One of the important characteristics of the CIP method is that it uses values for not only the interpolation function but its first-order derivatives as well, while in the upwind difference method, only values of the interpolation function on the lattice are used. The third-order upwind difference method uses a third-order interpolation function to obtain values for 4 points on the lattice.
In the CIP method, the interpolation function is expressed with the following relations, on the condition that both the interpolation function and its first-order derivative are continuous at the lattice point and the velocity u > 0:
(1-12)
where the first-order derivative of the first-order interpolation derivative function 
Advective stage
Replacing (1-13)
(1-14)
Here, ξ = −u j Δt. If u > 0, we obtain the following equations :
(1-15)
When u < 0, j + 1 should replace j − 1, and Δx should replace −Δx in Equation 1-15. (1-18)
Non-advective stage
As described above in the CIP method, we obtain (
) for step n + 1 can be obtained from ( f *, f ′* ) with a simple forward differencing in the temporal direction and a central differencing in the spatial direction,
In this way, numerical computations are performed by increasing the temporal step one by one.
Algorithm for numerical computation of heat advection with CIP method
Based on the above description, the algorithm used for obtaining a numerical solution to the heat advective equation using the CIP method can be summarized as follows.
Algorithm 1.1 (Numerical computation of the heat advective equation with CIP method)
Step Step Step 5 : Return to Step 1.
INTRODUCING mCIP METHOD INCORPORATING A MONOTONIC INTERPOLATION FUNCTION

Definition of mCIP method incorporating a monotonic interpolation function
It is possible to derive a numerical solution for the advection equation 2. Local minimums do not decrease and local maximums do not increase.
Based on these properties, it is clear that there is no interpolation function which has a local extremum between the two points [ j, j +1] on the lattice while satisfying the above properties at the same time. For this reason, in the mCIP method, we introduce the following technique.
Method 2.1 (Replacement of the interpolation function in mCIP method)
When the third-order interpolation function has an extremum in the target continuous interval between the points [ j, j +1] , it is replaced with a first-order linear interpolation function which does not have extremums. In this case, the local truncation error for the replacement interval is reduced from third-order to first-order.
Then, the mCIP method, which is based on a monotonic interpolation function (first-order linear interpolation function), is defined as follows:
Definition 2.1 (mCIP method based on a monotonic interpolation function)
The mCIP (modified Cubic-Interpolated Profile) method is defined as a CIP method in which a third-order interpolation function which has extremums in the target interval is replaced with a first-order interpolation function which has no extremums in the target interval.
Characteristics of mCIP method
Firstly, we focus on monotonicity in the mCIP method. In this regard, the mCIP method has the following property: :
We assume that the interpolation function F j (x) is defined inside the interval [
Then, in the mCIP method, if the third-order interpolation function has extremums, it is replaced with a first-order interpolation function. Therefore,
In other words,
holds true.
Next, we obtain f n j +1 using the relation f
other words, when the Courant number is , then 0 ≤ ν ≤ 1. In this case, from the inequality relation In Equation 2-2, we can obtain the following inequality:
The following inequality In Equation 2-4 can be obtained in the same manner.
(2-4)
Finally, the following inequality In Equation 2-5 can be obtained from In Equations 2-3 and
2-4:
Therefore, the monotonicity is proven with In Equations 2-1 and 2-5.
With the above proof, the following theorem can be derived.
Theorem 2.1 (Monotonicity in mCIP method) If the Courant number ν satisfies 0 ≤ ν ≤ 1, then the interpolation function in mCIP method is monotonic.
Here, we have shown that mCIP is a method whose interpolation function is monotonic. The monotonic function never has extremums in the corresponding interval (cf. [1]). As the condition of monotonicity is always fulfilled, there are no numerical oscillations in the mCIP method. Therefore, the following theorem can be derived.
Theorem 2.2 (mCIP method without pseudo-oscillations) If the Courant number ν satisfies 0 ≤ ν ≤ 1, then numerical oscillations do not emerge in the mCIP method.
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Criterion of extremal points (Determination of extremums)
In the mCIP method, if the third-order interpolation function has extremums in the target interval, it is replaced with a first-order interpolation function, thus eliminating pseudo-oscillations. Here, we focus on how to determine that the third-order interpolation function has extremums or not in the target interval.
When the interpolation function is switched, the following two conditions should be considered on account of the emergence of pseudo-oscillations.
Case 1 (Emergence of pseudo-oscillations -1)
If the third-order interpolation function F j (x) satisfies aj ≠ 0, and without satisfying the following conditions, pseudo-oscillations may be generated.
Here, we provide the following definitions, and the respective forms of several functions g j (x) = F′ j (x) which satisfy Case 1 are shown in Figuars 2-1 to 2-6. α represents the extremum point of g j (x).
If the third-order interpolation function F j (x) satisfies a j ≠ 0 without satisfying the following two conditions, pseudo-oscillations may be generated.
Here, the respective forms of several functions g j (x) = F′ j (x), which satisfy Case 2 are shown in Figuars 2-7 to 2-10. α represents the extremum point of g j (x).
Algorithm of mCIP method
We will consider an algorithm which first determines if the third-order interpolation function has extremums or not in the target interval. If there is no extremum in the interval, the function is used as is, and if there is an extremum(s), it is replaced with a first-order interpolation function to eliminate numerical oscillations.
If the third-order interpolation function has extremums, the interpolation function is applied separately for the original function and its derivatives respectively. When u > 0, the values of the first-order interpolation function are obtained from the following equation, which is the same as Equation 1-10 :
while, the coefficients of the first-order interpolation function are given as follows:
Similarly, the values of the derivative function and its coefficients are given as follows: 
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Step 7 : [Advective stage]
Step Step Step 10 : [Non-advective flow stage] Compute f ′ j n+1 by using Equation 1-18.
Step 11 : Return to Step 1.
Repeat Steps 1-10.
NUMERICAL EXPERIMENTS AND RESULTS
In the model describing the velocity distribution of the flame or the plume emerging from the fire source, a normal Gaussian profile or a top-hat profile are often used. As of the velocity distribution of the ceiling-jet, it is often described as a Gaussian distribution 
Step function
We used the values of the step function described below as the initial values for the linear advective flow equation Equation 3-1. As mentioned previously, the initial value propagates in the horizontal direction with a velocity c in the exact solution. Thus we imposed this boundary condition with which the step function propagates steadily in the horizontal direction. This step function is often used to check the amount of numerical viscosity and/or numerical oscillations, since their occurrence is rather pronounced in the step function.
Here, u(x, t) is a function which depends on both space and time, and we define L (> 1) and c as constants.
We performed numerical computations based on Algorithm 2.1, and a result is shown in Figure 3 In order to keep the error small, then it is necessary to decrease the mesh size when the velocity increases.
In Table 3 In Table 3 -1, the errors of CIP method are slightly smaller than those of mCIP method.
The errors of TVD method are even smaller than those methods in the Courant number range between 0.1 to 0.5, however, it became uncalculable with the Courant number of 0.6 or greater, because of the emergence of numerical oscillation. 
Sinusoidal function
Similarly to the step function, the initial function is set as the sinusoidal function as shown in the equation below, with which numerical computations were performed based on Algorithm 2.1. In the same manner as the previous secton, we used the following sinusoidal function to check whether the algorithm eliminates numerical oscillations preserving the configuration of the values of the sinusoidal function at extremums.
Here, u(x, t) is a function which depends on both space and time, and we define L (> 1) and c as constants. A calculation result based on Algorithm 2.1 is shown in From Figure 3 -2, it is clear that the effect of numerical viscosity is extremely pronounced in the first-order upwind difference method. On the other hand, no numerical oscillations were observed in the CIP method, yielding highly accurate results.
As the algorithm used in both the TVD method and the mCIP method are intended to eliminate numerical oscillations, no oscillations are seen in their computational results. However, as is clear in Figure 3 -2, the shape of the function in the TVD method is far from that of the sinusoidal function. This is one example of the side-effects of the method intended to eliminate numerical oscillations. The CIP method and the mCIP method yielded no such error, which means that there are virtually no regions where numerical oscillations occur. In the mCIP method, at Step 7 in Algorithm 2.1, a trigger is inserted in the program routine to switch to a first-order interpolation function, so that numerical oscillations are generated only at the maximum of the sinusoidal function. It can be seen in Figure 3 -2 that the effect of reducing the pseudo-oscillations at this point is barely noticeable.
Figure 3-2: Results of numerical experiment with a sinusoidal function at 2000th step
In the same way as the step function, Table 3 -2 is the comparison of errors (with respect to the exact solution) in the solutions by CIP, mCIP and TVD methods respectively.
In Table 3 -2, errors of mCIP method are slightly smaller than those of CIP method.
The errors of TVD method are worst in this case, and its behavioral dependence on the Courant number is similar to the case of step function. 
Computational results and conclusions
Based on the results of computational experiments performed with two types of initial conditions, the characteristics of each method can be summarized as follows.
1. Regarding the first-order upwind difference method, in numerical computations using both a step function and a sinusoidal function as initial conditions, the effect of numerical viscosity is high and the resulting error with respect to the exact solution is large. Therefore, as a fire simulation program, use of this method should be limited to representing fire phenomena in a qualitative manner. It may not be suitable to perform quantitative evaluations.
2. Regarding the CIP method, even though the effect is small, numerical viscosity was observed in the computational results for a step function. Therefore, if one wish to avoid the effect of this numerical viscosity, it is necessary to introduce the interpolation functions of fifth or higher order. The numerical oscillations were apparent in the case of the step function, while no oscillations were observed in the case of the sinusoidal function, suggesting that this method is applicable to the case where the heat flux of the thermal current is relatively low. Therefore, it is considered that this method is applicable in simulations where there is no rapid development in the initial phase of the fire.
3. Regarding the TVD method, the effect of numerical viscosity was small when the step function was used, resulting in highly accurate computational results. On the other hand, the error in the case of the sinusoidal function was apparent, and the result yielded a shape deformed to such extent that it was virtually incomparable with the exact solution, in which the original sinusoidal function propagates in horizontal direction. Therefore, it is considered that this method may not provide satisfactory results when performing fire simulations.
4. In the numerical solution obtained with the mCIP method, it was found that even in the case of a discontinuous function, such as the step function, with large values of the derivative function, numerical oscillations were successfully eliminated from the computational results. Even to the smooth functions, such as the sinusoidal function, the mCIP method is characterized by high congruity since there is virtually no deviation from the exact solution. Based on these results, the algorithm of this method is considered to be sufficiently robust in the simulation even at the peak fire phase characterized by the phenomena of flash over and the ventilation controlled phase.
The results of comparing the mCIP method with other methods can be concluded as follows.
1. Similar to the CIP method, some effect of numerical viscosity appears in the mCIP method as well. In the case of the step function, the difference between the results
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of mCIP and TVD methods are small with which effects of numerical oscillations are eliminated. mCIP metod and CIP methods yield identical results in the case of the sinusoidal function. In addition, the approximated sinusoidal function in the mCIP method is preserved in virtually the same shape as in the exact solution propagating in horizontal direction. It can be said that the mCIP method is superior in eliminating numerical oscillations, because the TVD method yields severely distorted results.
2. As the Courant number is more weakly controlled in the mCIP method than in the TVD method, the numerical solution for the mCIP method is considered more stable, even though the temporal step is twice as large as that of the TVD method for the same spatial step.
3. The mCIP method is valid for a wide range of Courant number as of the CIP method.
The mCIP method is superior in not affected by the numerical oscillations.
