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a b s t r a c t
In this work, exponential stability of non-linear hyperbolic distributed complex-valued
parameter systems has been addressed. Using a linear fuzzy operator inequality approach,
which is a novel notion proposed for the first time in this work, delay-dependent sufficient
conditions for the exponential stability in complex Hilbert spaces are established in terms
of linear matrix inequalities (LMIs). Finally, numerical computation illustrates our result.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Up to now, the overwhelming majority of stability analysis and control theory investigations concerning the distributed
parameter systems have all been limited to the case where the distributed parameter is real-valued [1,2]. In this work,
complex-valued systems that appear in such fields as quantum mechanics [3] and neural network [4] have been, for
the first time, extended to the case of non-linear distributed complex-valued parameter systems where delay-dependent
sufficient conditions for the exponential stability in complex Hilbert spaces are established in terms of a linear fuzzy operator
inequality, which is a novel notion proposed for the first time in this work.
In this work, two new crucial lemmas used for complex Hilbert spaces will be developed and thereby our main results
are given with detailed illustrations.
2. Preliminaries
Consider the following non-linear hyperbolic distributed complex-valued parameter systems:
wtt(x, t) = a0wxx(x, t)− ia1wx(x, t)− ia2w(x, t)− µ0wt(x, t)− a3w(x, t − h)− µ1wt(x, t − h)
+ ib0wt(x, t) · wxx(x, t)− b1wt(x, t − h) · wx(x, t)+ δ1w(x, t − h) · wt(x, t − h) (1)
with the Dirichlet boundary condition w(0, t) = w(π, t) = 0 and the initial condition w(x, t) = φ(x, t), t ∈ [−h, 0],
wherew(x, t) is the complex-valued state, i is the imaginary unit, and a0 > 0, a1 < 0.
In the sequel, a T–S fuzzy hyperbolic PDE model will be developed to accurately represent the non-linear hyperbolic
distributed complex-valued parameter systems (1).
Let the premise variables be y1(x, t) := w(x, t), y2(x, t) := wt(x, t).
E-mail address: taizhixin01@163.com.
0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2011.12.012
Z. Tai / Applied Mathematics Letters 25 (2012) 1404–1409 1405
It is assumed that ∥y1(x, t)∥L2 ∈
√
θ1,
√
θ2

and ∥y2(x, t)∥L2 ∈
√
θ3,
√
θ4

.
And hence the premise variables y1 and y2 can be represented as follows:
y1 = F11(y1)

i

θ1
π

+ F21(y1)

−i

θ2
π

(2)
y2 = F12(y2)

i

θ3
π

+ F22(y2)

−i

θ4
π

(3)
where F11(y1), F21(y1), F12(y2) and F22(y2) ∈ [0, 1] denote the grades of membership of y1 in fuzzy set F11, y1 in fuzzy set
F21, y2 in fuzzy set F12 and y2 in fuzzy set F22, respectively, and moreover
F11(y1)+ F21(y1) = 1, F12(y2)+ F22(y2) = 1. (4)
And hence the membership functions of fuzzy sets can be obtained:
F11(y1) =
y1 + i

θ2
π
i

θ1
π
+ i

θ2
π
, F21(y1) = 1− F11(y1)
F12(y2) =
y2 + i

θ4
π
i

θ3
π
+ i

θ4
π
, F22(y2) = 1− F12(y2).
Now we are in a position to characterize the T–S fuzzy hyperbolic PDE model for the non-linear hyperbolic distributed
complex-valued parameter systems (1) in terms of linear infinite-dimensional systems in complex Hilbert spaces:
H = w ∈ C ((0, π)× (0,∞),C) , |w| ∈ W 2,2 ((0, π),R) s.t. boundary conditionw(0, t) = w(π, t) = 0.
Plant Rule 1:
IF y1 is F11 and y2 is F12, THEN
ξ˙ (t) = A1ξ(t)+ B1ξ(t − h).
Plant Rule 2:
IF y1 is F11 and y2 is F22, THEN
ξ˙ (t) = A2ξ(t)+ B2ξ(t − h).
Plant Rule 3:
IF y1 is F21 and y2 is F12, THEN
ξ˙ (t) = A3ξ(t)+ B3ξ(t − h).
Plant Rule 4:
IF y1 is F21 and y2 is F22, THEN
ξ˙ (t) = A4ξ(t)+ B4ξ(t − h)
where ξ(t) :=

w(x, t)
wt (x, t)

∈ H , and the operators are defined as follows:
A1 :=
 0 1
a0 − b0

θ3
π

∇2 − i

a1 + b1

θ3
π

∇ − ia2 −µ0
 , B1 =
 0 0−a3 −µ1 − iδ1θ1
π

A2 :=
 0 1
a0 + b0

θ4
π

∇2 − i

a1 − b1

θ4
π

∇ − ia2 −µ0
 , B2 =
 0 0−a3 −µ1 − iδ1θ1
π

A3 :=
 0 1
a0 − b0

θ3
π

∇2 − i

a1 + b1

θ3
π

∇ − ia2 −µ0
 , B3 =
 0 0−a3 −µ1 + iδ1θ2
π

A4 :=
 0 1
a0 + b0

θ4
π

∇2 − i

a1 − b1

θ4
π

∇ − ia2 −µ0
 , B4 =
 0 0−a3 −µ1 + iδ1θ2
π
 .
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Thus, the overall fuzzy hyperbolic PDE model is inferred as follows:
ξ˙ (t) =
4
i=1
hi(y) [Aiξ(t)+ Biξ(t − h)] (5)
where y(x, t) := [y1(x, t), y2(x, t)]T , and hi(y) = µi(y)4
i=1 µi(y)
(i ∈ {1, 2, 3, 4})with
µ1(y) = F11(y1)F12(y2), µ2(y) = F11(y1)F22(y2)
µ3(y) = F21(y1)F12(y2), µ4(y) = F21(y1)F22(y2).
As a key tool for developing the exponential stability in this work, some lemmaswill be presented and proved as follows:
Lemma 2.1. The following inequality holds:
⟨w(x, t), i∇w(x, t)⟩ ≤ 1
2
⟨w(x, t), w(x, t)⟩ − w(x, t),∇2w(x, t) .
Proof. Utilizing the Cauchy inequality and the self-adjointness of operator i∇ yields that
⟨w(x, t), i∇w(x, t)⟩ ≤ ∥w(x, t)∥ · ∥i∇w(x, t)∥
≤ 1
2
∥w(x, t)∥2 + ∥i∇w(x, t)∥2
≤ 1
2
(⟨w(x, t), w(x, t)⟩ + ⟨i∇w(x, t), i∇w(x, t)⟩)
≤ 1
2
⟨w(x, t), w(x, t)⟩ + w(x, t), (i∇)∗(i∇)w(x, t)
≤ 1
2
⟨w(x, t), w(x, t)⟩ − w(x, t),∇2w(x, t) . 
Lemma 2.2. The following inequality holds:
w(x, t),∇2w(x, t) ≤ −1
2
⟨w(x, t), w(x, t)⟩ .
Proof. Letw(x, t) = a(x, t)+ ib(x, t); hence it is easy to obtain that
∂
∂x
|w(x, t)|
2
= a
2(x, t)a2x(x, t)+ 2a(x, t)ax(x, t) · b(x, t)bx(x, t)+ b2(x, t)b2x(x, t)
a2(x, t)+ b2(x, t)
≤ 2

a2(x, t)a2x(x, t)+ b2(x, t)b2x(x, t)

a2(x, t)+ b2(x, t)
≤ 2

a2(x, t)+ b2(x, t) · a2x(x, t)+ b2x(x, t)
a2(x, t)+ b2(x, t)
= 2 |wx(x, t)|2 . (6)
Therefore, for ∀w ∈ H , direct computations give that
w(x, t),∇2w(x, t) = −  π
0
|wx(x, t)|2 dx
≤ −1
2
 π
0

∂
∂x
|w(x, t)|
2
dx
≤ −1
2
 π
0
|w(x, t)|2 dx
= −1
2
⟨w(x, t), w(x, t)⟩ .  (7)
3. The main results
Lemma 3.1. Given a scalar h > 0, if there exist linear fuzzy operators Pfuzzy > 0 and Qfuzzy > 0 with the following inequality:
ξ(t), Pfuzzyξ(t)
 ≥ α ⟨ξ(t), ξ(t)⟩
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for some positive constant α > 0 such that the following LFOIs:
Ξi :=

(Ai + βI)∗ Pfuzzy + Pfuzzy (Ai + βI)+ Qfuzzy PfuzzyBi
∗ −e−2βhQfuzzy

< 0 (i = {1, 2, 3, 4}) (8)
hold in the complex Hilbert spacesH ×H , then the overall fuzzy system (5) is exponentially stable with the decay rate β > 0 in
complex Hilbert spacesH .
Proof. Choose the following Lyapunov–Krasovskii functional in complex Hilbert spaces:
V (t) = ξ(t), Pfuzzyξ(t)+  0
−h
e2βθ

ξ(t + θ),Qfuzzyξ(t + θ)

dθ. (9)
Differentiating the Lyapunov–Krasovskii functional V (t) given in (9) along the state trajectory of fuzzy system (5) w.r.t. the
time t yields that
V˙ (t)+ 2βV (t)
=
4
i=1
hi(y)

ξ(t)
ξ(t − h)

,

(Ai + βI)∗ Pfuzzy + Pfuzzy (Ai + βI)+ Qfuzzy PfuzzyBi
∗ −e−2βhQfuzzy
 
ξ(t)
ξ(t − h)

. (10)
In view of LFOIs (8), we have that
V˙ (t)+ 2βV (t) ≤ 0
from which it follows that α∥w(x, t)∥2 ≤ ξ(t), Pfuzzyξ(t) ≤ V (t) ≤ e−2βtV (φ), which leads to the conclusion that
∥w(x, t)∥ ≤ 1√
α
e−βt
√
V (φ). The proof is completed. 
Remark 3.1. Motivated by the fact that fuzzy operators Pfuzzy and Qfuzzy can take values, respectively, in the deterministic
operator sets {Pi, i = 1, 2, 3, 4} and {Qi, i = 1, 2, 3, 4}, the fuzziness of operators has been, for the first time, presented in
this work, where deterministic operator pairs (Pi,Qi) correspond, respectively, to the subsystem operator pairs (Ai, Bi) of
the overall fuzzy system (5).
Taking the fuzzy operators Pfuzzy = 4j=1 hj(y)Pj and Qfuzzy = 4j=1 hj(y)Qj, by virtue of Lemma 3.1, it is easy to obtain the
following lemma:
Lemma 3.2. Given a scalar h > 0, if there exist linear deterministic operators Pj > 0 and Qj > 0 (j = {1, 2, 3, 4}) such that the
following LOIs:
Gii < 0, G12 + G21 < 0, G34 + G43 < 0, G13 + G31 < 0, G24 + G42 < 0,
G32 + G23 < 0, G14 + G41 < 0 (11)
hold, then the overall fuzzy system (5) is exponentially stable with the decay rate β > 0 in complex Hilbert spacesH .
Here, Gij :=

(Ai + βI)∗ Pj + Pj (Ai + βI)+ Qj PjBi
∗ −e−2βhQj

(i, j = {1, 2, 3, 4}).
Proof. In view of equality (10), we have that
V˙ (t)+ 2βV (t)
=
4
i=1
4
j=1
hi(y)hj(y)

ξ(t)
ξ(t − h)

,

(Ai + βI)∗ Pj + Pj (Ai + βI)+ Qj PjBi
∗ −e−2βhQj
 
ξ(t)
ξ(t − h)

. (12)
From the LOIs (11), the proof is completed. 
In the sequel, we shall give our main results using Lemmas 2.1, 2.2, 3.1 and 3.2.
Theorem 3.1. Given a scalar β > 0, if there exist scalars q01, q02, q03 > 0, p1 > 0 and positive definite real-valued matrices
Qi > 0

i ∈

1, 2, 3, 4

such that the following LMIs hold:
a0(i) > 0, a1(i) > 0, −a0(i) − 12a1
(i) < 0,
q02 − q03β > 0, 2p1β + a1(i)(q02 − q03β) > 0, a0(i)(q02 − q03β)− p1β > 0
(13)
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Γ (i) :=
12a0(i)q03 + 34a1(i)q03 0
0 0
+ q01 q02q02 q03

> 0,
Ξ (i) := ℜ

Qˆ (i)Aˆ(i) +

Qˆ (i)Aˆ(i)
H + Qi Bˆ(i)
∗ −e−2βhQi

< 0
(14)
where
Qˆ (i) :=
q01 +
1
2
a0(i)q03 + 34a1
(i)q03 q02
q02 − i a2q03
β
q03
 ,
Aˆ(i) :=
 β 1
−1
2
a0(i) − 34a1
(i) β − µ0
 , Bˆ(i) := Qˆ (i)Bi (i = 1, 2, 3, 4)
a0(i) = a0 − b0

θ3
π
, a1(i) = a1 + b1

θ3
π
(i = 1, 3)
a0(i) = a0 + b0

θ4
π
, a1(i) = a1 − b1

θ4
π
(i = 2, 4),
then fuzzy subsystem (Ai, Bi) is exponentially stable with decay rate β > 0.
Proof. Take the operators
Pi :=

q01 − (a0(i)q03 + p1)∇2 + ia1(i)q03∇ + p1∇2 q02
q02 q03

, Qi > 0. (15)
The proof is given in the following steps.
Step 1. To prove that operator Pi is a self-adjoint positive definite operator:
Using Lemmas 2.1 and 2.2 and inequality (13), we have that
w(x, t),−a0(i)q03∇2w(x, t)

+

w(x, t), ia1(i)q03∇w(x, t)

≥

−a0(i)q03 − a1
(i)q03
2
 
w(x, t),∇2w(x, t)+ a1(i)q03
2
⟨w(x, t), w(x, t)⟩
≥

−1
2

−a0(i)q03 − a1
(i)q03
2

⟨w(x, t), w(x, t)⟩ + a1
(i)q03
2
⟨w(x, t), w(x, t)⟩ (16)
from which it follows that
⟨ξ(t), Piξ(t)⟩ ≥

w(x, t)
wt(x, t)

,
12a0(i)q03 + 34a1(i)q03 0
0 0
+ q01 q02q02 q03
w(x, t)
wt(x, t)

. (17)
In view of LMI (14), positive definiteness of operator Pi is verified.
Step 2. In view of Lemmas 2.1 and 2.2 and inequalities (13), direct computation can yield that
w(x, t),

−ia1(i)(q02 − q03β)∇ + p1β∇2

w(x, t)

=

w(x, t),

−ia1(i)(q02 − q03β)∇

w(x, t)

+ w(x, t), p1β∇2w(x, t)
≤ 1
2

−a1(i)(q02 − q03β) ⟨w(x, t), w(x, t)⟩ +

2p1β + a1(i)(q02 − q03β)
 
w(x, t),∇2w(x, t)
≤ 1
2

−p1β − 32a1
(i)(q02 − q03β)

⟨w(x, t), w(x, t)⟩ (18)
from which it is easy to obtain, in view of LMI (14), that
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
ξ(t)
ξ(t − h)

,Gii

ξ(t)
ξ(t − h)

≤

ξ(t)
ξ(t − h)

,

Qˆ (i)Aˆ(i) +

Qˆ (i)Aˆ(i)
H + Qi Bˆ(i)
∗ −e−2βhQi

ξ(t)
ξ(t − h)

≤ 0. (19)
The proof is completed. 
Using techniques similar to those adopted in deriving Theorem 3.1, in view of Lemma 3.2, it is easy to obtain the following
theorem:
Theorem 3.2. Given a scalar β > 0, if there exist scalars q01, q02, q03 > 0, p1 > 0 and a positive definite real-valued matrix
Qi > 0

i ∈

1, 2, 3, 4

such that the following LMIs hold:

Γ (i) :=
12a0(i)q03 + 34a1(i)q03 0
0 0
+ q01 q02q02 q03

> 0,

i ∈

1, 2, 3, 4


−a0(i,j) − 12a1
(i,j) < 0, a0(i,j) > 0, a1(i,j) < 0, q02 − q03β > 0
2p1β + a1(i,j)(q02 − q03β) > 0, a0(i,j)(q02 − q03β)− p1β > 0
Ξ (i,j) := ℜ
2Qˆ (i,j)Aˆ(i,j) + Qˆ (i,j)Aˆ(i,j)H+ Qi + Qj Qˆ (i,j) Bi + Bj
∗ −e−2βh Qi + Qj
 < 0
i, j ∈

1, 2, 3, 4

, i ≤ j

(20)
where
Qˆ (i,j) :=
q01 +
1
2
a0(i,j)q03 + 34a1
(i,j)q03 q02
q02 − i a2q03
β
q03
 , Aˆ(i,j);=
 β 1
−1
2
a0(i,j) − 34a1
(i,j) β − µ0

a0(i,j) := a0
(i) + a0(j)
2
, a1(i,j) := a1
(i) + a1(j)
2
,
(21)
then the non-linear hyperbolic distributed complex- valued parameter system (1) is exponentially stable with the decay rate
β > 0.
Remark 3.2. Utilizing Theorem 3.2 for the non-linear hyperbolic distributed complex-valued parameter system (1) with
coefficients a0 = 30, a1 = −0.12, a2 = 3, a3 = −1.5, µ0 = 20, µ1 = −0.2, δ1 = −2, b0 = 1.2, b1 = −0.03, θ1 =
0.2, θ2 = 3, θ3 = 2 and θ4 = 4 yields that system (1) is exponentially stable with decay rate β = 0.6 and maximum delay
hmax = 1.1632.
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