point observed during a given interval (tl, t2) . These assumptions could also be imposed as a special case of the general framework studied here, generating Neftci's algorithm for dating turning points as a special case of the basic filter used in this study.
The filter also has a clear analog in the analysis of Liptser and Shiryayev (1977) , who developed a nonlinear continuous-time filter for a similar problem.2 The discrete-time filter developed here has three distinct advantages over their treatment. First, if one used Liptser and Shiryayev's formula (which is only strictly valid for continuous time) to approximate discrete changes over short intervals of time, in principle one could end up generating a probability outside the unit interval. By contrast, all probabilities generated by the filter and smoother proposed in this paper are exact, and so lie in [0,1] by construction. Second, a natural byproduct of the discrete-time filter used here is evaluation of the sample likelihood, permitting ready estimation and hypothesis testing about the system's parameters. Third, the specification adopted in this paper fits in neatly as a complement to conventional time series tools and techniques; for example, present value calculations turn out to be quite straightforward.
My approach could also be viewed as a natural extension of Neftci's (1984) analysis of U.S. unemployment data. In Neftci's specification, the economy is said to be in state 1 whenever unemployment is rising and in state 2 whenever unemployment is falling, with transitions between these two states modeled as the outcome of a second-order Markov process. In my paper, by contrast, the unobserved state is only one of many influences governing the dynamic process followed by output, so that even when the economy is in the "fast growth" state, output in principle might be observed to decrease.
The paper applies the technique to postwar U.S. data on real GNP. One possible outcome of maximum likelihood estimation of parameters might have been the identification of long-term trends in the U.S. economy, separating periods with faster growth from those with slower growth. In fact, this is not what was found. Instead, the best empirical fit to the data is obtained when the growth states of the Markov process are associated in a very direct way with the business cycle. A positive growth rate is associated with normal times, and a negative growth rate associated with recessions. Indeed, the best statistical estimates of which quarters were historically characterized by negative growth states for the U.S. economy are remarkably similar to NBER dating of business cycles, and could be used as an alternative objective algorithm for dating business cycles. The results complement the findings by Nelson and Plosser (1982) and Campbell and Mankiw (1987a, b) , who concluded that business cycles are associated with a large permanent effect on the long run level of output. The estimates also provide empirical support for the proposition that the dynamics of recessions are qualitatively distinct from those of normal times in a clear statistical sense, and reinforce Neftci's (1984) and Sichel's (1987) evidence on the asymmetry of U.S. business cycles. 2See Liptser and Shiryayev (1977, Theorem (9.1), p. 333).
The plan of the paper is as follows. Section 2 specifies the basic model of trend explored in the paper, and compares it with an ARIMA model with normally distributed innovations. Section 3 characterizes the optimal forecast of the future level of a series generated by such a trend. Section 4 presents one example of how this nonlinear trend might interact with a linear process to generate data, and discusses maximum likelihood estimation and inference about the unobserved state for this case. Section 5 applies the technique to postwar U.S. data on real GNP. Section 6 explores the implications for defining and measuring business cycles, and provides a comparison of alternative approaches. Section 7 presents diagnostics comparing the model with the standard ARIMA specification, while Section 8 addresses the long-term consequences of an economic recession. Brief conclusions are offered in Section 9. with probability q, V, = q with probability 1 -q.
3I adopt the usual notational convention that for discrete-valued variables, capital letters denote the random variable and small letters a particular realization. Both interpretations of course apply to equations such as (2.1), in which I will use small letters by convention.
On the basis of representation (2.3), then, one can view (2.1) as a special case of a standard ARIMA model, albeit with a somewhat unusual probability distribution of the innovation sequence { V, }. It is therefore useful to describe in some detail the differences between (2.3) and an AR(1) process driven by normally distributed innovations.
Before doing so, however, note some of the essential properties of (2.3). From (2.3) and the fact that EOV,= 0 for all t > 0, we see The latter property makes an important difference when noise is added to the system. For example, in the model that I will fit to data, I assume that the state st is not observed directly, but instead is one of many factors influencing an observed series. To appreciate the difference that arises in this case between (2.1) and an ARIMA model with normal innovations, consider the simplest possible example: where 9 is the value less than one in absolute value that, along with 0g, satisfies Thus, the essential differences between the specification (2.1) and a standard ARIMA model with normal innovations are twofold. First, (2.1) specifies that the growth rate n,-n ,_ need not change every period, but rather only does so in response to occasional, discrete events. Second, when added to a linear normal process, (2.1) generates a nonlinear process for the observed series for which, Intuitively, we know from equation (2.6) that for large t the economy will be in state 1 with probability 7T, in which case the growth rate would be a, + ao, whereas the economy will be in state 0 with probability 1 -w, in which case the growth rate would be ao; hence the expected growth rate is a,7r + ao. The econometrician is presumed to observe y, but not z, or st. I first discuss a filter whereby the econometrician can draw probabilistic inference about the unobserved state st given observations on yt, and then show how evaluation of the sample likelihood is a natural byproduct of the filter. The analysis is closely related to the discussion by Cosslett and Lee (1985) , who derived a recursion to evaluate the likelihood function for the case where (4.3) is a standard stationary regression equation with no lagged dependent variables.
Filtering
The basic filter accepts as input the joint conditional probability For some applications, one might want to allow the possibility of a permanent change in regime (e.g., q = 1). For such applications, we should not set P[S-r+l = 1] from equation (2.7), but should instead treat it as a separate parameter (say g-r+l) to be estimated along with the others.
It is easy to verify that the output of the filter is always a well-defined probability distribution with the terms nonnegative and summing to unity. which can be maximized numerically with respect to the unknown parameters (al, a0, P, q, a, fr'1 p2--r)j and optionally 'T-r+l as described above. Obviously the model is unidentified in the sense that the decision of which state to call state 0 and which to call state 1 is arbitrary. I normalize by letting state 1 be the fast growth state and state 0 be the slow growth state, achieved by setting al + a0 > a0 or a1 > 0.
The logic of the filter is equally valid under much more general specifications. With n rather than 2 states, the input to the filter is a vector consisting of nr elements, and the summations in Steps 3 and 5 are over (0, n -1) rather than (0,1). The autoregressive parameters (4) can also be made a function of the regime by replacing %j in Step 2 with 4j(Sf) or 0j(S,_j). In my (1988) paper I applied the algorithm with the standard deviation a(S,) also a function of the regime, and extended the estimation theory to a multivariate context where the econometrician wishes to impose the cross-equation restrictions implied by rational expectations. Higher-order dynamics for the regime shift are also con- 
MAXIMUM LIKELIHOOD ESTIMATES FOR U.S. GNP DATA
The above technique was applied to U.S. postwar data on real GNP. The variable used for y, was 100 times the change in the log of real GNP for Table I . Also reported are asymptotic standard errors.7 One possible outcome that might have been expected a priori would associate the states st = 0 and 1 with slow and fast growth rates for the U.S. economy, corresponding to decade-long changes in trends. In fact, however, the sample likelihood is maximized by a negative growth rate of -0.4% per quarter during state 0 and a positive growth of (ao + a,) = + 1.2% during state 1. These values clearly correspond to the dynamics of business cycles as opposed to long-term variations in secular growth rates. Indeed, the first-and second-order serial correlation in logarithmic changes of real GNP seem to be better captured by shifts between states rather than by the leading autoregressive coefficients, as indicated by the fact that 41 and 42 come out remarkably close to zero. Negative coefficients at lags 3 and 4 suggest the possibility that the method used by the Bureau of Economic Analysis for deseasonalizing introduces spurious periodicity when applied to data generated by a nonlinear process such as this one. These coefficients further suggest that investigating a higher-order Markov process for the trend might also be a fruitful topic for future research. puts the probability of contraction at .40 for this quarter, whereas the full-sample inference was .15). This suggests that reasonably precise estimates are available from the four-lag smoother associated with the basic filter itself, and it may be unnecessary to employ the full-sample smoother for many applications. Another reasonable alternative to the full-sample smoother is to augment the basic filter with a few additional lags on s.
ESTABLISHING THE DATES OF HISTORICAL BUSINESS CYCLES
The specific inferences about the historical incidence of growth states generated by the filter and smoother correspond extremely closely to conventional dating of business cycles, and indeed could be employed as an independent objective algorithm for generating such dating. A sensible metric might be based on whether the econometrician would conclude that the economy is more likely 12One might think it more natural to test the AR(4) specification against the Markov alternative as a conventional nested hypothesis. When a, = 0, the growth rates in states 0 and 1 are the same. Thus, an AR(4) model for first-differences of the data obtains as a special case of the Markov specification, and one might think of using a likelihood ratio, Wald, or Lagrange multiplier test. Unfortunately, the usual regularity conditions for establishing asymptotic properties of these tests fail to apply here. Under the null hypothesis that a, = 0, the parameters p and q are unidentified. When p, q, and a, are all treated as separate parameters, the information matrix is singular under the null hypothesis and the MLE's p and q cannot be regarded as consistent estimates of any population values. Furthermore, the derivative of the log likelihood with respect to a, is also zero at the constrained MLE. Davies (1977) , Watson and Engle (1985) , and Lee and Chesher (1986) have discussions of how one might try to construct asymptotic test statistics that are robust to these issues. 
ON THE CONSEQUENCES OF BUSINESS CYCLES FOR THE LONG RUN LEVEL OF OUTPUT
Much effort has recently been devoted to measuring the effect of an unanticipated increase in GNP on the optimal forecast of the level of GNP at an arbitrarily long time horizon. This question holds interest for two reasons. The first concerns the nature of the business cycle and its persistence; the second pertains to the response of consumers and firms to changing business conditions. I discuss the implications of my Markov parameterization for each of these issues in turn. "3Again, this discussion is meant primarily to highlight the intuition and not to derive the precise magnitude expected; the innovation of the AR(4) model is not simply e, + (s, -E, 1S,). From Monte Carlo simulations on data truly generated by the Markov model, the expected coefficient on s _1 in the Breusch-Pagan regression that follows turns out to be -.345. Notice that the two fundamental sources of randomness, S, and E,, are allowed to 14See also Cochrane (1987 Cochrane ( , 1988 or about a 3% drop in GNP. We can gauge the importance of Jensen's inequality for such calculations by using equation (3.16), which, in contrast to (5.1), forecasts the level rather than the log of GNP. Notice that for the MLE's in Table I 
Implications for the Permanent Income Hypothesis
A conceptually separate reason for interest in the magnitudes in Table III arises from a desire to understand the spending habits of consumers. Here Deaton (1986) and Campbell and Deaton (1987) raise the issue as to whether an unanticipated 1% increase in income rationally signals a greater than 1% increase in permanent income. The magnitudes in Table III Using the maximum likelihood estimates in Table I This estimate is completely dominated by the contribution of the business cycle variable (see the second term in the sum on the right-hand side of (8.3)). It is also straightforward to calculate the effect a recession would have on permanent income if consumers knew with certainty that a recession had started, that is, calculate the effect of a recession on the cumulative discounted value of future output flows. From equation (3.17), the ratio of the discounted value of the trend term when r0o= 1 to the value when s7 = 0 is given by16 16Recall that in the case of a Markov trend in logs, the stochastic specification is multiplicative, not additive (y' = n,z,) and so use of this formula is only strictly valid for Ez' constant. It does seem to offer a useful benchmark, however, for summarizing a key feature of these empirical estimates. See also the preceding footnote.
Using /8 = 0.99 for the quarterly real discount factor, this expression comes out to 1.029 for the empirical estimates in Table I ; that is, the certain knowledge that the economy has gone into a recession is associated with a 3% drop in permanent income.
CONCLUSIONS
This paper explored the possibility that growth rates of real GNP are subject to autocorrelated discrete shifts. Empirical estimation suggested that the business cycle is better characterized by a recurrent pattern of such shifts between a recessionary state and a growth state rather than by positive coefficients at low lags in an autoregressive model. Indeed, statistical estimates of the economy's growth state cohere remarkably well with NBER dating of postwar recessions, and might be used as an alternative objective method for assigning business cycle dates. A move from expansion into recession is associated with a 3% decrease in the present value of future real GNP and similarly portends a 3% drop in the long-run forecast level of GNP. 
