Material synthesis is always a challenging problem hindering the development of advanced inorganic materials. Complex synthesis processes not only possess various uncertainties but are also costly and time-consuming 1 . Taking the synthesis of two-dimensional (2D) materials as an example, 2D materials have been spotlighted in recent years attributed to their unique and fascinating properties [2] [3] [4] [5] , and chemical vapor deposition (CVD) is considered as one of the most promising methods to realize the controllable and scalable synthesis [6] [7] [8] . However, CVD process contains numerous variables like reaction temperature, chamber pressure, carrier gas flow rate, etc., significantly aggravating its unpredictability. Especially, early exploration of the optimal synthesis condition was solely driven by a laborious trial-and-error process, rendering extremely long development cycle. Additionally, large number of trials together with expensive precursors and high energy consumption result in exorbitant research and development cost. Not only CVD, other multi-variable synthesis methods including hydrothermal, chemical vapor transport (CVT), atomic layer deposition (ALD) and molecular beam epitaxy (MBE), all have such issues. Therefore, an effective learning strategy towards optimizing and accelerating the synthesis of advanced inorganic materials, is urgently required.
Recently, the emergence of contemporary machine learning (ML) methods has demonstrated the great potential of statistical algorithms to substantially accelerate the materials development, as shown in Fig. 1a . For instance, ML models have been successfully applied for predicting new perovskite halides 9 , metallic glasses 10 , properties of inorganic materials and grain boundary energies of crystalline materials 11, 12 , as well as identifying the material phase transition and crystal structures 13, 14 . However, most of the work reported are limited to phase 2, exploration of new materials and prediction of properties [15] [16] [17] [18] [19] ; while phase 3, material synthesis, the critical step towards the final application of materials, remains less studied.
Moreover, along with development of high-throughput first-principles computations, the need for efficient and controllable synthesis become even more pressing to cope with the dramatically growing volume of predicted and screened materials. Among the few pioneering studies of ML-guided synthesis, most of them focus on exploring the space and underlying mechanism of chemical reactions in the reactors, instead of the large-scale material synthesis [20] [21] [22] . Thus, it is timely to explore the capability of ML to guide the synthesis process of advanced materials.
Here, to demonstrate the feasibility of optimizing and accelerating the materials' synthesis process through ML, we implement supervised ML for the CVD synthesis of 2D MoS2, which is promising candidate for numerous applications 2, 3, [23] [24] [25] . The paradigm is schematically depicted in Fig. 1b . To optimize the synthesis condition, CVD synthesis data are collected experimentally, and a classification model is then constructed, capable of predicting the probability of successful synthesis given a set of CVD parameters and recommending the most favorable conditions. To accelerate the development of new materials, progressive adaptive model (PAM) is further introduced, which can effectively maximize the experimental success rate and reduce the number of trials. Most importantly, the principle demonstrated on CVD synthesis can be extended to other multi-variable synthesis methods, not only to improve the success rate, but also to enhance the process-related properties. A regression model has been successfully constructed for the hydrothermal-grown carbon quantum dots (CQDs), to enhance the property of photoluminescence quantum yield (PLQY).
ML-Guided CVD Synthesis with High Success Rate
To realize the controllable synthesis of advanced inorganic materials, the ambiguous relationship between various synthesis parameters and outcomes need to be understood. ML possesses great potential of unveiling such relationship through studying existing synthesis data, and then recommends optimal growth conditions with high success rate. Here, the CVDgrown MoS2 is targeted not only because of its fascinating 2D properties; more importantly, the information obtained and methodology established with MoS2 can be readily extended to other CVD-grown 2D materials, especially the transition metal dichalcogenides (TMDs), as they are synthesized in a similar manner. Controllable growth is crucial for the next-generation 2D electronics, as it provides the material basis. flake is smaller than 1 μm, which has no practical use, then it is considered as "Cannot grow".
In addition, owing to the resolution limit of OM, it is hard to determine whether the point of interest is the sample or a nucleation site when its size is smaller than 1 μm. Table 1 Low linear correlations for most of the features indicate that independent and informative features have been selected to form the essential feature set 18 .
Feature Engineering. 19 initial features (Supplementary
Model Selection. Based on "no-free-lunch theorem" 26 , there is no universally optimal algorithm for all problems. Thus, in this work, XGBoost classifier (XGBoost-C, a more powerful variant of gradient boosting decision tree; see Methods)
classifier (SVM-C) 28 , Naïve Bayes classifier (NB-C) 29 , and multilayer perceptron classifier (MLP-C) 30 were employed on MoS2 dataset for selecting the best model. Each candidate model was evaluated with ten runs of nested cross validation to avoid overfitting in model selection 31 .
Detailed working principle is schematically illustrated in Supplementary Fig. 2 . The whole dataset is shuffled in each run of nested cross validation, with the outer loop assessing the performance of the models on unseen data sets (ten-fold outer cross validation), and the inner loop conducting hyperparameter search and model fitting (ten-fold inner cross validation).
Quantitative comparisons among models are shown in Supplementary Fig. 3 , indicating that
XGBoost-C reproduces the best agreement to the true synthesis outcomes and possesses the most stable testing performance. Receiver operating characteristic (ROC) curve of XGBoost-C is presented in Fig. 2b , which reports the prediction performance for positive class (correctly versus incorrectly predicted) with all possible prediction thresholds (see Methods) 32 . Large area under ROC curve (AUROC) of 0.96 suggests the model's great capability to distinguish between "Can grow" and "Cannot grow" classes. Moreover, the learning curve displayed in Supplementary Fig. 4 shows the reducing gap between training and cross validation performances along with the increase of training set. It denotes that XGBoost-C is not overfitting, contributing to its generalizability. As a result, XGBoost-C was chosen to learn the nonlinear mapping from CVD synthesis parameters to experimental outcome from the whole MoS2 dataset, and subsequently made predictions for unexplored conditions.
Optimization of synthesis condition for higher success rate. SHapley Additive exPlanations (SHAP) was used to unveil the intricate relationship between features and output captured in the as-obtained best model, XGBoost-C (see Methods). It is a unified approach to interpret ML models by additive feature importance measures that is proven to be unique and consistent with human intuition 33 . As shown in Fig. 2c , the gas flow rate (Rf) plays the most important role in determining whether MoS2 can be synthesized, followed by the reaction temperature (T) and reaction time (t). This is in good agreement with laboratory experience. Rf is a very important growth parameter, which affects the exposure time and S source controlling. At very low Rf, MoS2 can barely be grown as few precursors are transported to the growth substrate. MoS2 can hardly be synthesized at very high Rf either, because too many precursors are transferred downstream to the end of the furnace tube instead of the growth substrate. T, on the other hand, is critical in determining the vapor pressure of the reactants and affecting whether activities of nucleation and grain growth can happen. Moreover, the thickness of as-formed sample normally possesses a positive correlation with t. Thus, the appropriate selection of Rf, T and t is of great importance for the synthesis of atomic-layer 2D MoS2 both theoretically and experimentally 6, 34, 35 . This can also serve as a general guidance for the synthesis of other 2D materials, especially TMDs ( Supplementary Fig. 5 ).
The optimal synthesis conditions of 2D MoS2 were further identified with XGBoost-C in the unexplored search space. To achieve this, we firstly defined the possible input range of each critical parameter as shown in Table 1 , resulting in 52,920 possible combinations in total. Small step sizes were employed for Rf, T and t attributed to their significant importance interpreted from the model, as their subtle changes might lead to substantially different output. Next, XGBoost-C was applied to predict the "Can grow" probability of all 52,920 conditions. 10 synthesis conditions with the highest predicted probabilities were then tested in laboratory with results shown in Supplementary Table 3 . 2D MoS2 were successfully synthesized under all 10 conditions, which substantially exceeds the 61% success rate in the original MoS2 dataset, verifying the validity and effectiveness of this model in real-world data.
Acceleration with progressive adaptive model (PAM).
With the proven effectiveness of ML guidance in material synthesis, we hypothesized that the early intervene of ML might lead to an enhanced success rate and time reduction. Therefore, progressive adaptive model (PAM) was further proposed, which started from small initial dataset and evolved with iterative feedback loops. The performance of PAM was investigated with the same CVD-grown MoS2 dataset through off-line analysis.
The schematic of PAM is provided in Fig. 3a . Initially, N1 synthesis conditions were randomly chosen and labeled by their respective synthesis outcomes extracted from the dataset. N1 was determined such that there are at least ten samples in each class to draw the boundary between classes, in order to perform the ten-fold cross validation. XGBoost-C model was first trained on N1 data and then predicted the "Can grow" probability of the rest (300 -N1) synthesis conditions, assuming the experiments were yet to be conducted. The condition with the highest probability together with its true label were then augmented to the training set. The same steps were repeated in the subsequent loops. PAM stopped at the critical point, Nc, where the "Can grow" probability of all (300 -NC) conditions were predicted to be smaller than 50.0 % for the first time (i.e. PAM predicted all the remaining conditions as "Cannot grow"). The success rate based on all the experiments conducted was evaluated to assess the performance of PAMguided materials synthesis. One typical trial of PAM was visualized and analyzed in Supplementary Fig. 6 .
To further investigate whether the randomly selected initial training set will affect the model's performance, PAM was repeated 1000 times on shuffled MoS2 dataset. Detailed validation for the selection of 1000 trials is provided in Supplementary Fig. 7 . 1000 trials of PAM resulted in a distribution of NC as shown in Fig. 3b , where NC mainly clusters to the mean 189.28 (±28.89).
The respective success rate, time reduction and true positive rate of 1000 trials were calculated and presented in Fig. 3c Based on the CVD-grown MoS2 dataset, through the model construction, optimization and PAM, we have demonstrated that proposed ML methodology provides a possibility of achieving high success rate and time reduction and has great advantages in navigating complex multi-variable synthesis systems of inorganic materials.
ML-guided hydrothermal synthesis with enhanced targeted property
To further test the generalizability of our established methodology in handling various inorganic material synthesis problems, we have applied ML model on the hydrothermal system aiming to enhance the process-related properties as shown in Figure 1b . Hydrothermal is another commonly used multi-variable method to obtain inorganic materials. Recently CQDs obtained by hydrothermal method have gained substantial attention for their tunable low toxicity, high biocompatibility and robust surface engineering capacity and thus have been widely used in diverse fields including sensors, catalysis, bio-imaging, and energy harvesting etc 36, 37 . Therefore, improving the properties of CQDs with ML is of great research interest.
Most importantly, it showcases the feasibility of our methodology in addressing regression problems on top of classification problems (CVD-grown MoS2 dataset).
Dataset and Model Construction. For the growth of CQDs, the experiment setup and detailed synthesis process are provided in Supplementary Fig. 8 and Methods. Empirically, six hydrothermal parameters were identified as significant input features: pH value (pH), reaction temperature (T), reaction time (t), mass of precursor A (M), ramp rate (Rr) and solution volume (V). Detailed feature overview is shown in Supplementary Table 4 . Feature correlation is presented in Fig. 4a , with low linear correlations verifying the great effectiveness of feature selection. As high PLQY is a key property for quantum dots desired for applications including bio-images, biosensors, W-LEDs, photocatalysis etc., it was targeted as the output here. 467 experiments were carried out in the laboratory with different combinations of growth parameters, and respective PLQY ranging from 0 to 1 were recorded.
To best infer PLQY from the features, several regression algorithms were evaluated with nested cross validation mentioned above, including XGBoost regressor (XGBoost-R) 27 , support vector machine regressor (SVM-R) 28 , Gaussian process regressor (GP-R) 38 , and multilayer perceptron regressor (MLP-R) 30 . Coefficient of determination ( 2 ) was adopted as the primary performance indicator, which measures the proportion of variance of the outcome (i.e. PLQY) that is predictable from the features. Detailed model comparison results are provided in Supplementary Fig. 9 . XGBoost-R outperforms the rest by a large margin with its 2 equals to 0.8402, where approaching one is desirable; and thus selected as the best model.
Optimization for higher PLQY.
After obtaining the trained XGBoost-R model with the full dataset, feature importance of the hydrothermal system has been studied as well. As shown in 3) Reaction time is an important factor controlling the size of CQDS, which then affect their photoluminescence properties owing to quantum confinement effect. Inadequate time will not lead to the formation of CQDS, while prolonged time will result in large-sized CQDS. When the size is larger than the exciton Bohr radius, the quantum confinement effect of CQDS will be impaired and PLQY will be reduced.
The trained XGBoost-R model was then applied to predict the PLQY of 1,555,840 possible synthesis conditions resulted from the combinations of different values of features shown in Table 2 . 11 unexplored synthesis conditions were recommended by the model attributed to their highest predicted PLQY. Experiments were then carried out in the lab, and high PLQY of 55.5%
(vs. 52.8%, the highest PLQY in the training set) was achieved surprisingly, which is one of the highest PLQY reported with such ultra-low heteroatom doping precursor ratio 36 .
Characterizations of the as-obtained CQDs are provided in Supplementary Fig. 10 . Moreover, the average PLQY in the recommendation set reaches 53.56, more than twice of the average value of the training set. Comparison of the performances of the training set and the MLprovided recommendation set is shown in Supplementary Fig. 11 , indicating great effectiveness of the ML model.
Acceleration with PAM.
The limitation with traditional experimental exploration arises from randomness due to the lack of guidance. Specifically, the optimal synthesis condition within the pre-defined search space need to be explored through large number of experiments. In the CQDs dataset, without ML guidance, the probability of finding the best synthesis condition is evenly distributed among the full dataset of 467 experiments, leading to excessive waste of time. To tackle such problems as well as to test the generalizability of PAM proposed above, the performance of PAM on CQDs regression dataset was carefully examined, aiming to efficiently identify the best synthesis condition with minimized number of trials.
In a typical run of PAM, along with the increase of explored conditions, the corresponding true yield shows a clear declining trend, suggesting that PAM model is capable to identify the best synthesis conditions at the early stage of PAM loops (see Fig. 4c ). In contrast, the original experimental exploration possesses a much more random nature. In order to verify that PAM can perform stably with varying initial training sets, PAM on CQDs dataset was repeated for 1000 times with randomly chosen initial training sets. In each trial, the loop number when the best synthesis condition is found, denoted by Nc, was recorded. The results of 1000 trials were summarized in Fig. 4d , from which we can see that the PAM model is able to find the best condition of this confined dataset within 115 experiments with 99.9% confidence. Comparing with the 467 experiments through trial-and-error, 75.37% time reduction has been achieved with the help of PAM.
Conclusion and outlook
In summary, ML has been successfully applied to guide the synthesis of inorganic materials.
High AUROC of 0.96 was achieved with XGBoost-C for the CVD system, to predict the synthesis result of 2D MoS2 and optimize its CVD synthesis condition. PAM has further been built, whose active feedback loop renders ML capable to guide new material synthesis at the beginning stage, to enhance the experimental outcome as well as minimize the number of trials.
More importantly, the proposed methodology could be extended to any type of multi-variable synthesis methods across different material categories, which have been again applied in the hydrothermal system, to effectively improve the process-related properties (i.e. PLQY) of
CQDs. Our results demonstrate the great capability and potential of ML to optimize and accelerate the material synthesis process, promoting the development of advanced inorganic materials for practical applications in terms of time reduction and property enhancement.
The primary target of this work is to test the feasibility of introducing ML to guide material synthesis. Satisfying results achieved in both CVD and hydrothermal synthesis systems have unveiled great potential and effectiveness of the proposed. ML models consisting of one type of material with a few features are adopted at the current stage to simplify the complex problem through bypassing the chemistry factors behind the material synthesis process. However, to further exploit the useful information contained in historical trials and effectively guide material synthesis, a more comprehensive model involving chemistry-related features such as the vapor pressure, solubility, reactivity etc., as well as various types of material is very much required. It will not only give more accurate predictions and guidance, but also reveal new information or hypothesis regarding the fundamental mechanism of successful synthesis through inverting the model.
Methods
Synthesis of MoS2. Sulfur (S) and molybdenum trioxide (MoO3) were used as precursors. Si wafer with a 280 nm SiO2 top layer was used as substrate. The MoO3 powder was put into the boat, and Si/SiO2 substrate was put on the boat with the polished surface down. The boat was then placed in the middle of the 1-in. diameter quartz tube. Sulfur powder was positioned a few centimeters away from the furnace mouth in the upstream and Argon (Ar) gas was used as the carrier gas. The system was heated to the growth temperature with designated ramping rate and maintained for a few minutes for the growth of MoS2. g sodium citrate were added into a 100 mL Teflon-lined stainless-steel autoclave. Then, the autoclave was kept in an oven at 80-300 ℃ for 0.1-12 h. After the reaction, the resulting product was filtered using a 0.22 mm membrane filter followed by concentrating using rotary evaporator to obtain the purified (S, N)-CQDs. The filtrate was dialyzed in a 500 Da dialysis bag for 2 days to obtain the final S,N-CQDs, against ultrapure water which was renewed every 10-12 h, until almost no Na+ (below detective limit) was detected in DI water.
Synthesis of carbon quantum dots (CQDs
XGBoost. XGBoost derived from Gradient Boosting Decision Tree (GBDT) 39, 40 , is a typical class of gradient boosting that employs decision trees as base estimators. It makes decision through an ensemble of M base estimators ℎ , = 1, … , :
Given N training data {( , )} =1 , the objective is to minimize:
where ∑ ( ,̂) 
