In this work, we develop an adaptive, multivariate partitioning algorithm for solving mixed-integer nonlinear programs (MINLP) with multilinear terms to global optimality. The algorithm combines two key ideas that exploit the structure of convex relaxations to MINLPs. First, we apply sequential bound tightening techniques to obtain the tightest possible bounds, based on both continuous and discrete relaxations with partitioned variable domains. Second, we leverage relaxations to adaptively partition variable domains via piecewise convex relaxations of multi-linear terms and develop an iterative algorithm for globally solving MINLPs and provide proofs on convergence guarantees. We demonstrate the effectiveness of our disjunctive formulations and the algorithm on well-known benchmark problems (including Pooling and Blending instances) from MINLPLib and compare with a state-ofthe-art global optimization solver. With this novel approach, we solve several large-scale instances which are, in some cases, intractable by the global optimization solver. We also shrink the best known optimality gap for one of the hard, generalized pooling problem instance.
Introduction
Mixed Integer Nonlinear Programs (MINLPs) are non-convex, mathematical programs that include discrete variables and nonlinear terms in the objective function and constraints. In practice, MINLPs arise in many applications such as chemical engineering (synthesis of process and water networks) [34, 45] , energy infrastructure networks [22, 31, 41] , and in molecular distance geometry problems [30] . In order to find global optimal solutions for MINLPs, non-convex terms are typically replaced with rigorous convex under-and overestimators to obtain tight lower bounds. To this end, there has been a great deal of interest in the literature on developing function-specific convex estimators and hybrid relaxation strategies [7] . Further, in conjunction with branchand-bound-type algorithms, the lower-bounding problems are tightened until a global optimum is obtained. With respect to implementations, these hybrid strategies have been dominant in solvers such as BARON [47] , Couenne [5] and SCIP [1] . Despite major developments in the literature, MINLPs still remain difficult to solve and global optimization solvers often struggle to obtain optimal solutions and at times, even a feasible solution. The source of the difficulty is due to the weak, convex relaxations to the non-convex structures of the MINLP. Hence, in this paper we develop approaches that strengthen the convex relaxations of MINLP and use those relaxations to improve the performance of global solution techniques. We then test the effectiveness of the approach on MINLPs with multi-linear terms. These problems include well-known benchmark problems (including Pooling and Blending instances [28] ) from MINLPLib. Our results are compared with state-of-the-art global optimization approaches. Our approach is able to significantly shrink the bestknown optimality gaps on many instances, including a hard Pooling instance.
This paper makes three key contributions to solving MINLPs. First, variable bounds are a critical contributor to the quality of relaxations and ease of solving MINLPs to global optimality. As a result, bound-tightening methods have received a great deal of attention [12, 4, 11, 17, 38] . In the literature of global optimization, a simplified version of this procedure is usually referred to as "optimality-based bound contraction", which involves a single iteration of solving minimization and maximization problems (convex) on every (or subset of) variable(s) [12, 42] . Since this does not guarantee the tightest possible bounds on the variables, recent works have observed the effectiveness of (problem specific) sequential bound-tightening procedure in the context of various applications [14, 39, 55, 40] . In this paper, we make the contribution of iteratively refining the bounds until the bounds converge to a fixed point on general MINLPs. Moreover, rather than solving convex minimization and maximization problems, this approach solves discrete minimization and maximization problems. Though this approach is counter-intuitive, computational experiments indicate that the value of the strengthened bounds from a discrete formulation often outweigh the computational time required to derive them.
The second contribution is focused on reducing the size of relaxed feasible regions. This is often done with domain partitioning. In multi-linear (and other) relaxations, many approaches build uniform, piecewise relaxations via univariate or bivariate partitioning [12, 20, 26, 28] . This has also been a standard procedure applied in state-of-the-art global solvers. Uniform-partitioning method has particularly gained a lot of interest since this procedure also guarantees to obtain tight lower bounds by minimizing the least-square error from the non-convex function to the farthest point on the convex envelop on every partition [20] . However, as the refinement procedure progresses on variables with large bounds, one of the drawbacks of such approaches is that they may need a large number of partitions that are controlled by on/off binary variables. As these binary variables introduce combinatorial explosion, these approaches are often restricted to small problems or limited domain partitions. As a result, recent work has focused on addressing these inefficiencies. For example, [11, 13] combines multiparametric disaggregation with optimalitybased bound contraction methods. In [54] , the authors discuss a non-uniform, bivariate partitioning approach that improves relaxations but provide results for a single, simple benchmark problem. More recently, in [20] , the authors report the advantages of bivariate (as compared to univariate) partitioning, however they use partitions chosen at uniformly located grid points. Reference [51] discusses a univariate parametrization method that solves medium-sized benchmarks. However, none of these approaches address the key limitation of uniform partitioning, partition density, i.e. these methods introduce partitions in unproductive regions.
We address this limitation by introducing a novel approach that adaptively partitions the relaxations in regions of the search space that favor optimality. To the best of our knowledge, there is little or no work on methods for solving MINLPs with such sparse partitioning. The most similar approach that we are aware of is [6] . They dynamically add a partitioning point at the midpoint of an active partition or at the value of a relaxation. In contrast, our approach explicitly adds a narrow partition around the values of a good solution.
Our third contribution relates to the algorithm itself. Instead of embedding the adaptive relaxation directly into spatial branching (sBB, αBB) methods [50, 48] , we develop a lower bounding algorithm built on the adaptively partitioned domains, and formulated as mixed-integer linear/quadratic programs (MILP/MIQP). This approach solves a succession of piecewise relaxations, each with a finer partitioning resolution. The solutions to the relaxations are used to recover feasible solutions to the original MINLP. The algorithm terminates when the relaxed solution and the feasible solution converge (within a given tolerance). While this approach is not sBB, it is very closely related. Each iteration of our algorithm implicitly explores (iteratively larger) sub-portions of an sBB search tree.
A preliminary version of this work (without rigorous analysis) appeared in a conference paper [39] . In this paper, we focused on demonstrating that the adaptive partitioning of convex relaxations empirically resulted in tighter relaxations. Also, we observed the efficacy of the adaptive convex relaxation tightening method on a hard, gas network optimization problem, modeled as a MINLP with engineering constraints [55] . Given the preliminary applications and efficacy of this idea, here, we extend this work considerably by using the relaxations to support an algorithm that globally solves MINLPs very effectively. The remainder of this paper is organized as follows: Section 2 discusses the required notation, problem set-up, and reviews standard relaxations for bilinear and multi-linear terms. Section 3 discusses our Adaptive, Multivariate Partitioning Algorithm that improves bound tightening, piecewise relaxations, and globally solving MINLPs with a few proofs of convergence guarantees. Section 4 illustrates the strength of the algorithms on benchmark MINLPs and Section 5 concludes the paper. Finally, we note that the algorithm's implementation is available for download upon request.
Definitions
Notation Here, we use lower and upper case for vector and matrix entries, respectively. Bold font refers to the entire vector or matrix. With this notation,
α denotes the element-wise ratio between entries of v 1 and the scalar α. Next, z ∈ Z represents an integer (variable/constant) and specifically z ∈ B represents a binary variable.
Problem Without loss of generality (w.l.o.g.), the problems considered in this paper are MINLPs with multi-linear (polynomial) functions. The general form of the problem, denoted as P, is as follows:
. . , G and h i : R n × B m → R for i = 1, . . . , H are multi-linear functions. We restrict f, g and h to factorable functions, i.e., functions that are recursive sums and/or products of univariate functions. For the sake of clarity and w.l.o.g., neglecting the binary variables in the functions, f, g or h can assume the following form:
where, a t ∈ R is a coefficient and (α k 1) ∈ Z is an exponent value. x and y are vectors of continuous variables with box constraints (x L , x U ) and binary variables, respectively. x and y have dimension n and m, respectively. We use notation σ to denote a solution to P, where σ(·) is the value of variable(s), ·, in σ and f (σ) is the objective value of σ. Note that P is an NP-hard combinatorial problem and typically requires enormous search trees to evaluate the global optimum solutions [25] .
McCormick Relaxations
The construction of convex under-estimators and concave over-estimators for multi-linear functions of type (1) plays a critical role in developing algorithms for globally solving P. An important special case when |K t | 2 for every t ∈ T and α k = 1 for every k ∈ K t , reduces P to a bilinear MINLP. Specifically, for a single bilinear term (|T | = 1), McCormick [33] proposed to relax the set
represent the feasible region defined by (2) . For a single bilinear term x i x j , the relaxations in (2) describe the convex hull of set S B [2] . We note that these relaxations can be strengthened when certain conditions are met. For example, [21] derives tighter relaxations based on perspective envelopes when the original non-convex set is described by
it is trivial to observe that the relaxations in (2) are exact [19] .
McCormick Relaxations of Multi-Linear Terms For a general factorable function with multi-linear terms (|K t | 3), McCormick proposed a recursive approach to successively derive envelopes on bilinear combinations of the terms (as described earlier). The resulting relaxation has formed the basis for the relaxations used in the global optimization literature, including the implementations in BARON, Couenne and SCIP [47, 5, 1] . More formally, the non-convex function given by |Kt| k=1 x k can be relaxed by constructing a higher-dimensional space by introducing lifted variables x 1 , . . . , x |Kt|−1 such that x 1 = x 1 x 2 and x i = x i−1 x i+1 for every i = 2, . . . , |K t | − 1. Thus, recursive McCormick envelopes of |Kt| k=1 x k are described by
where, the bounds of x i variables are derived appropriately. By abuse of notation, (3) can be succinctly represented as
For a given single multi-linear term with generic bounds, the recursive McCormick envelopes described in (3) may not be the tightest relaxation and depends on the choice of recursion order in the space of original variables [49, 9] . However, authors in [46] prove that (3) indeed describes the convex hull when the bounds on the variables are [0,1]. This result on the description of convex hull was further generalized by [32] when the bounds on the variables are [−U i , U i ] (symmetric about the origin). More generally, multi-linear terms can also be relaxed using their convex hull characterization based on extreme points [43] , which is usually not tractable due to the exponential growth in the number of variables.
Piecewise McCormick relaxations
McCormick relaxations can be tightened by partitioning the bounds of the variables of multi-linear terms (see Figure 1 [a]). As the number of partitions goes to ∞, partitioning exactly approximates the original multi-linear terms. However, introducing a large number of partitions generally renders the problem intractable because the choice of partition is controlled by binary on/off variables. Given a bilinear term x i x j and partition sets I i and I j , binary variables y i ∈ {0, 1} |Ii| and y j ∈ {0, 1} |Ij | are used to denote these partitions. Each entry is I i is pair of values, i, j that model the upper and lower bound of a variable in a partition. We refer to the collection of all partition sets with I. These binary variables are used to control the partitions that are active and the associated relaxation of the active partition. Formally, the piecewise McCormick constraints, denoted by x ij ∈ x i , x j M C(I) , take the following form:
where, (x l i , x u i ) ∈ I i are the vector form of the partition sets of x i (I i ). Note that the bilinear terms in y j x i and y i x j are exactly linearized using standard McCormick relaxations. Also, (x l i · y i )(x l j · y j ) is rewritten as
is a matrix with binary product entries. It is then straightforward to generalize piecewise McCormick relaxations to multilinear terms, and we use this notation to denote these relaxations .
We also note that the unpartitioned McCormick relaxation is a special case of the partitioned McCormick relaxation where
These relaxations can also be encoded using log(|I i |) binary variables [16, 29, 53] or variations of special order sets (SOS1, SOS2). For an ease of exposition, we do not present the details of the log-based formulation in this paper. However, later in the results section, we do compare the effectiveness of SOS1 formulations with respect to the linear representation of binary variables. Piecewise Monomial Relaxations Without loss of generality 1 , assume monomials take the form x 2 i . Given partition I i , the piecewise, convex relaxation (see Figure 1 [b]), denoted by x i ∈ x i M Cq(I) , takes the form:
is a symmetric matrix with binary product entries (squared binaries on diagonal). Hence it is sufficient to linearize the entries of the upper triangular matrix with 1 In the case of higher order monomials, i.e., x 5 i , apply a reduction of the form
exact representations. We also note again that the unpartitioned relaxation is a special case where
Lemma 1
The piecewise convex relaxation of x i M Cq(I) is strictly tighter than x i , x i M C(I) .
Proof. Given I i for variable x i , x i , x i M C(I) reduces to the following threeinequalities:
Clearly, inequalities (6a) and (6b) are under-estimators of x 2 i at all partition points in I i . The over-estimator in (6c) is the same as the over estimator defining x i M Cq(I) . Further, the second-order conic under estimator of x i M Cq(I) can be equivalently described with infinitely many underestimators. However, the under-estimators in x i , x i M C(I) are finite, thus relaxing the set induced by the second-order-cone in x i M Cq(I) . Therefore,
Note that this proof can be also generalized to monomials with even exponents (x 2α i for every α = 1, . . . , N )
Given these definitions, we use P I to denote the relaxation of P where all the multi-linear and monomial terms are replaced with the piecewise Mc-Cormick and monomial relaxations as defined by I. P I : minimize
x,y f I (x, y) subject to g I (x, y) 0, h I (x, y) = 0,
where, f I , g I and h I inherit the above defined piecewise relaxations should the functions be nonlinear. It is important to note that while P I is defined in terms of piecewise relaxations on multi-linear terms. This definition of P I can be easily generalized to model other, possibly tighter and valid, (piecewise) relaxations and is a subject of future work. Also, we let f I (σ) denote the objective value of a feasible solution, σ, to P I .
Adaptive Multivariate Partitioning Algorithm
This section details the Adaptive Multivariate Partitioning (AMP) algorithm to compute global optimal solutions to MINLPs. The primary difference between the existing, MILP-based uniform partitioning approaches and AMP lies in the procedure that partitions the variable domains. In particular, AMP partitions the variable domains non-uniformly around the best-known, localfeasible solution.
The effectiveness of AMP also stems from the observation that the local optimal solutions found by the local solvers are often the globally optimal or are very close to the global optimal solution on standard benchmark instances. This observation has been previously made in the literature for optimal power flow problems in power grids [22, 27] ; optimal power flow problems can be modeled as NLPs with multi-linear terms and trigonometric functions. Also, the lower bounds obtained by solving the convex-quadratic/second-order conic relaxations were observed to be within 1% to 3% of the local-feasible solutions, further demonstrating the closeness of the local optimum solutions to its global counterpart. AMP exploits this structure and adds sparse, spatial partitions to the variable domains around the local-feasible solution. This partitioning scheme provides a degree-of-freedom for the MILP-based solver to (possibly) choose a tighter partition around the best-known local solution. Furthermore, it also adds discrete variables sparsely to the MILP used to lower bound the NLP that are independent of the size of the variable domains.
The pseudo-code of the describing the overall structure of AMP is given in Algorithm 1. The algorithm consists of two main components. The first component is a presolve (see lines 2 -5). The presolve component of the algorithm is sub-divided into four parts: (i) computing an initial feasible solution, σ, (line 2), (ii) creating an initial set of partitions, I, (using the initial feasible solution obtained in line 2 if an initial feasible solve returns a solution), (iii) sequential bound-tightening (line 4), and (iv) computing an initial lower bound, σ, using the relaxations detailed in Sec. 2 (line 5). The second component of AMP is the main loop (lines 6-11) that updates the upper bound, σ, and the lower bound, σ, of P, until either of the following conditions are satisfied: the bounds are within or the solve times out. Apart from the aforementioned termination criteria, the algorithm would also terminate if the lower bounding solve is infeasible, implying P is infeasible. At each iteration of the main loop, the partitions are refined and the corresponding piecewise convex relaxation is solved to obtain a lower bound (lines 7 and 8); similarly the upper bound is obtained using a local solver and updated if it is less than the best upper bound computed thus far (lines 9 and 10). In many ways, the partition step in line 7 can be thought of as implicitly searching iteratively larger portions of the spatial branch-and-bound search tree. In the following sections, we discuss each step of the algorithm in detail.
Algorithm 1 Adaptive Multivariate Partitioning (AMP) Algorithm
σ ← Solve(P) 3:
I ← InitializePartitions(P, σ) 4:
x l , x u ← TightenBounds(P I , σ) 5:
σ ← Solve(P I )
σ ← Solve(P, σ) 10:
σ ← arg min σ∈σ∪ σ f (σ) 11:
end while 12:
return σ, σ 13: end function
Computing Feasible Solutions (Upper Bound)
A feasible solution, σ, is computed for the first time in the presolve component of AMP (line 2). The initial feasible solution is computed by solving P with a mixed-integer local solver (for instance, solvers that use primal-dual interior point methods in conjunction with a branch-and-bound search tree to handle integer variables). This feasible solution, σ, is further used to initialize the partitions, I (line 3). When the local solver reports infeasibility, we set f (σ) = ∞ (line 4) and use the solution obtained by solving the unpartitioned convex (McCormick) relaxation of P to initialize I.
When the feasible solution computation step is invoked in the main loop of AMP (line 9), the feasible solution is obtained by solving the following NLP, P u , shown below. P u is constructed at each iteration of the main loop using the original MINLP, P, and the lower bound solution computed at that iteration, σ.
where the constraint (7d) forces the variable assignments into the partition defined by the current lower bound. The constraint (7e) fixes all the original binary variables to the lower bound solution. P u is then solved to local optimality using the a local solver. The motivation for this approach is based on empirical observations that the relaxed solution is often very near to the globally optimal solution and that the NLP is solved fast once all binary variables are fixed to constant values. P u is essentially a projection of the relaxed solution (lower bound solution, σ) back onto a near point in the feasible region of P; this approach is often used for recovering feasible solutions [6] .
Partition Initialization Scheme and Sequential Bound-Tightening
This section details the algorithm involved in lines 3 and 4 of the presolve component of AMP. The sequential bound-tightening procedure, defined in line 4 of Algorithm 1, is one of the key features of AMP. In many engineering applications there is little or no information about the upper and lower bounds (x L , x U ) of these variables. Even when known, the gap between the bounds is often large. As discussed earlier in Sec. 2, these bounds are used in the relaxations to derive convex envelopes of non-convex terms in P. Thus, large bounds generally weaken these relaxations, degrade the quality of the lower bounds, and slow down convergence. In practice, replacing the original bounds with tighter bounds can (sometimes) dramatically improve the quality of these relaxations. The basic idea of bound-tightening is the derivation of (new) valid bounds to improve the relaxations. Our approach is based on [12] and is related to the iterative bound-tightening of [14] . One of the key differences and innovations of our approach is that we use mixed-integer models to shrink the bounds. This is somewhat counter-intuitive as mixed-integer models are difficult to solve, but, when practical, much stronger, valid bounds are computed.
For the sequential bound-tightening part we present two procedures namely, bound-tightening without partitions (BT) and partition-based bound-tightening (PBT). The two procedures differ in the initial set of partitions, I, used in the bound-tightening process. Hence, we first present two partition initialization schemes, one for the BT and another for the PBT, respectively. For boundtightening without partitions, as the name suggests, the partition initialization scheme does not partition the variable domains i.e.,
In the case of PBT, the partition initialization scheme initializes three partitions around the local-feasible solution, σ. This is done using an implementation of the function TightenPartitions (discussed in Section 3.4 and is also invoked in the main loop of AMP) on σ. For the sake of completeness, a pseudo-code of the partition initialization function in line 3 is shown in Algorithm 2.
Once the initial set of partitions is computed based on the type of boundtightening procedure, the sequential bound-tightening procedure computes new bounds by solving a modified version of P I , given a continuous variable vector x ∈ R n . First, for each x i , a version of P I is solved where x i is extremized, i.e.
if Bound-tightening without partitions then 3:
for i ∈ 1 . . . n do 4:
end for 6: return I 7:
else 8:
if Partition-based bound-tightening then 9:
for i ∈ 1 . . . n do 10:
end for 12:
I ← TightenPartitions(P I , σ) 13:
return I 14:
end if 15:
end if 16: end function x i in this formulation (8) denotes two optimization problems, where x i and −x i are individually minimized. We refer to the problem of minimizing x i and −x i as P I l and P I u , respectively. In both cases, a constraint that bounds the original objective function of P I with a best known feasible solution σ (equation (8b)) is added when an initial feasible solution is available. This, combined with iterative bound-tightening, is another key difference between this approach and [12] , [14] . More formally, Algorithm 3 describes the implementation of TightenBounds. The core of the algorithm is embedded in lines 3-10, where solutions to P I l (line 6) and P I u (line 7) are used to tighten bounds of each partition in I (line 8). The procedure continues until the bounds do not change (line 3). Algorithm 3 is naturally parallel as each iteration of the for-loop (lines 5-9) is independently solvable.
Algorithm 3 Sequential bound-tightening of x 1: function TightenBounds(P I , σ) 2:
end for 10: end while 11: return x l , x u . 12: end function Remark 1 Well-known bound-tightening procedures, usually referred to as domain reduction techniques in the global optimization literature [42, 24] , is the first iteration of the sequential procedure (BT) defined in Algorithm 3. Sequential bound tightening generalizes these techniques. Lemma 2 guarantees that Algorithm 3 converges to the tightest possible bounds for given P I l and P I u .
Lemma 2 For a given partition set I with an associated (piecewise) convex relaxation and a feasible solution σ to P, the sequential bound-tightening algorithm (BT/PBT) using the formulations P I l and P I u converges to the tightest possible variable bounds [x l , x u ] for a procedure based on minimizing and maximizing x.
Proof. Let k denote any iteration of the sequential bound-tightening algorithm, where each iteration constitutes solving 2n optimization problems (P I l and P I u ∀x i , i = 1, . . . , n). Also, let [x l k , x u k ] be the optimal bounds obtained at the k th iteration of the algorithm. Then, for a fixed I and σ, the following observations are immediate:
Note that x U and x L are the global bounds from P. These two observations and monotone convergence theorem [10] together imply that these sequences converge to a unique limit [x l , x u ], proving the claim.
Lower Bound Computation
In lines 5 and 8, AMP generates solutions to the relaxed formulations, P I . The objective value of these solutions are a lower bound to the global optimum. Line 5 computes the initial lower bound as a part of the presolve component of AMP and line 8 computes monotonically increasing lower bounds at each iteration of the main loop of AMP. Each P I is a mixed-integer, convex problem, where all the constraints are either linear or second-order cones (SOC). Theoretically, P I can be solved by off-the-shelf mixed-integer, second-order cone solvers. However, initial computational experiments suggested that several moderately sized problems with SOC constraints were difficult to solve, even with modern, state-of-the-art solvers. It was the case that either the solver convergence was very slow or the solve terminated with a numerical error. To circumvent this issue, a cutting-plane algorithm was implemented to outer-approximate the SOC constraints. This approach relaxes SOC constraints with a finite number of valid cutting planes (first order derivatives) that define an outer envelop and produces a lower bound on the optimal solution. This lower bound is tightened for every violated SOC constraint by adding corresponding valid cuts until the solution is feasible, and hence, optimal for the original SOC set. Figure 1 (b) illustrates this outer-approximation procedure on monomial relaxations. Red colored lines are the under estimators of x 2 1 and the valid cutting planes added to the formulation. We expect the need for this technical detail to diminish as conic solvers improve.
Partition Tightening
One of the core contributions of the AMP algorithm is in the implementations of TightenPartitions. This part of the algorithm tightens the convex relaxations by discretizing the domains on non-convex terms. Many of the existing approaches assume a (small) finite number of partitions that uniformly discretize the variable space [18, 6, 12, 20] . While this is a straight-forward approach for partitioning the domain of variables, it potentially creates partitions that are far away from the optimality region of the search space i.e., many of the partitions are not useful. Instead, our approach successively tightens the relaxations with sparse domain discretization. This approach focuses partitioning on regions of the variable domain that appear to influence optimality the most. These regions are defined by a solution σ that is typically an upper or lower bound (but could be any solution).
Algorithm 4 Dynamic partitioning of variable domains
end for 17:
return I 18: end function Uniform Domain Partitioning For comparison purposes, TightRelaxation is also implemented to mimic the uniform partitioning approaches of [18, 6, 12, 20] . The implementation is defined in Algorithm 5. Every execution of this implementation doubles the number of partitions (line 3).
Adaptive Domain Partitioning
The pseudo-code of the adaptive domain partition algorithm is outlined in Algorithm 4. For a variable x i , the active partition is the partition whose y i variable takes a value of 1 (line 3) in a solution (σ). The active partition defines a lower bound and an upper bound for a choice of the value for x i . The active partition is then split into three new partitions (lines 7-11). As shown in line 5 of Algorithm 4, the size of the new partition Algorithm 5 Uniform partitioning of variable domains 1: function TightenPartitions-Uniform(P I , σ) 2:
for i ∈ 1 . . . n do 3:
end for 5:
return I 6: end function depends on the size of the active partition. The user parameter, ∆ > 1, is used to scale the partition's size and this in turn influences the rate of convergence and the number of partitions. Lines 13-14 split partitions outside the active partition when the active partition is too small and is used to ensure convergence. Figure 2 illustrates the successive partitioning that occurs at every execution of TightenPartitions on the variables of a bilinear term. Figure 1(a) geometrically illustrates the tightening of piecewise convex envelopes induced due to the iterative adaptive-partitioning scheme.
Lemma 3 Let σ I denote the optimal solution to the formulation P I and let σ * denote the global optimal solution to P. Then, f I (σ I ) monotonically increases to f (σ * ) as |I i | → ∞ for every i = 1, . . . , n.
Proof. Without loss of generality, we assume P is feasible. Since P consists only of factorable functions, again, without loss of generality, we restrict our discussion to bilinear terms. Let x i x j be a bilinear term. Given a finite set of partitions, that is, 1 |I i |, |I j | < ∞, there always exists a partition in I i and I j that is active in the solution to P I . Let the active partitions have lengths l i + u i and l j + u j , respectively. Also, assume the active partition contains the global optimum solution σ * (x * , y * ) 2 . Then, we have
x j x * j + u j . For these active partitions, the McCormick constraints in (4a) and (4c) linearize x i x j as follows:
2 At a given iteration, the active partition may not contain the global optimal. However, by lines 13 and 14 in Algorithm 4 AMP, AMP will eventually partition all other domains small enough such that in an iteration, AMP will pick an active partition with the global optimal whose length is ≤ l i + u i . where, E( l i , l j ) < 0 and E( l i , u j ) > 0 are the error terms of the under-and overestimator, respectively. It is trivial to observe that the error terms themselves constitute the McCormick envelopes of (x * i −x i )(x * j −x j ) if one were to linearize this product. Uniform partitioning case: In this case, for |I i | and |I j |, the length of the active partition that contains the global solution is
Adaptive partitioning case: In this case, line 7 in Algorithm 1 ensures that the partitions created during the (k+1) th iteration of the main loop for either of the variables, x i or x j , is a subset of the partitions created for the corresponding variables in the k th iteration. Also, for a k th iteration of an adaptive refinement step for variables x i and x j , we assume that at most 3 + 2(k − 1) partitions exist within the given variable bounds (L i , U i ) and (L j , U j ), respectively. Thus, the length of the above mentioned active partition which contains the global solution is given by
For either of the above cases, clearly as |I i | and |I j | approach ∞, the error terms of the McCormick envelopes, E( l i , l j ) and E( l i , u j ), approach zero, and thus enforcing x i = x * i , x j = x * j and x ij = x * i x * j . Therefore, as |I i | approaches ∞ for every variable i that is being partitioned, f I (σ I ) approaches the global optimal solution f (σ * ).
Also observe that since the F(P I ) ⊂ F(P) for any finite I, f I (σ I ) f (σ * ). Furthermore, the partition set in iteration k is a proper subset of the previous iteration's partitions. This proves the monotonicity of the sequence of values f I (σ I ) with increasing iterations of the main loop of AMP. 
Proof. Since BT is a special case of PBT, without loss of generality, we prove the result for PBT. For any initial set of partitions computed by the partition initialization scheme, I, we have F(P) ⊂ F(P I ), where F(·) denotes the feasible space of the formulation. Now, consider the constraint (8b). Observe that the right hand side of the constraint (8b) is the objective value of the solution obtained using the local solver and hence, (8b) is guaranteed to not remove the global optimal solution to P. Hence, we have F(P ∪ (8b)) ⊂ F(P I ∪(8b)) = F(P I l ) = F(P I u ). But, the PBT computes the tightest bounds on each variable on the region defined by F(P I l ), F(P I u ). Hence, the tightened bounds, [x l , x u ], obtained after PBT is valid for F(P I l ), F(P I u ), implying that it is valid for F(P ∪ (8b)). Hence, enforcing these tightened bounds on F(P) does not remove the global optimal solution of P.
Computational results
In remainder of this paper, we refer to AMP as Algorithm 1 without the implementation of lines 3 and 4, i.e., without any form of bound-tightening. BT-AMP and PBT-AMP refer to Algorithm 1 implemented with bound-tightening with and without partitions added, respectively. The performance of these algorithms is evaluated on a set of standard benchmarks from the literature with multi-linear terms. These problems include a small NLP that is used to highlight the differences between the AMP algorithm and uniform partitioning approaches. The details and sources for each problem instance chosen are shown later in this section in Table 7 . In this table, we also mention the continuous variables in mulit-linear terms chosen for partitioning 3 . Ipopt 0.2.6 and Bonmin are used as local NLP and MINLP solvers for the feasible solution computation in AMP, respectively. MILPs and MIQCQCPs are solved using CPLEX 12.7 (cpx) and/or Gurobi 7.0.2 (grb) with default options and presolver switched on. These two solvers were chosen because they are the most advanced mixed-integer convex quadratic solvers; we also remark that the performance of these solvers vary based on the instance chosen and its respective relaxations. The outer-approximation algorithm was implemented using the lazy callback feature of CPLEX and Gurobi. Given that the boundtightening procedure consists of independently solvable problems, 10 parallel threads were used during bound-tightening. In the Appendix we provide a detailed sensitivity analysis of the parameters of AMP.
Every bound-tightening (BT and PBT) problem was solved to optimality (except meyer15 ). For meyer15, 0.1% optimality gap was used as a termination criteria because it is a large-scale MINLP 4 . The value of and the "TimeOut" parameter in Algorithm 1 were set to 0.0001 and 3600 seconds, respectively. However, for BT and PBT, we did not impose any time limit. Thus, for a fair comparison, we set the time limit of the comparison global solver to the sum of bound tightening time and 3600 seconds (denoted by T + in the tables). In the results, "TO" indicates that the AMP solve timed-out. All results are benchmarked with BARON 17.1, a state-of-the-art global optimization solver [47, 50] . CPLEX 12.7 and Ipopt 0.2.6 are used as the underlying MILP and non-convex local solvers for BARON. JuMP, an algebraic modeling language in Julia [15] , was used for implementing all the algorithms and invoking the optimization solvers. All the computational experiments were performed using the high-performance computing resources at the Los Alamos National Laboratory with Intel CPU E5-2660-v3, Haswell micro-architecture, 20 cores (2 threads per core) and 125GB of memory.
Performance on a Small-scale NLP
In this section, we perform a detailed study of AMP with and without boundtightening on NLP1, a small-scale, continuous nonlinear program adapted from Problem 106 in [23] . This small problem helps illustrate many of the salient features of AMP. NLP1 has gained considerable interest from the global optimization literature due its large variable bounds and weak McCormick relaxations. Since this is a challenging problem for uniform, piecewise McCormick relaxations, this problem has been studied in detail in [12, 11, 51] 
10 ≤ x 4 , x 5 , x 6 , x 7 , x 8 ≤ 1000 Figure 3 compares AMP (without BT/PBT) with a uniform partitioning strategy that is often used in state-of-the-art solvers to obtain global solutions. For a fair comparison, we used the same number of partitions for both methods at every iteration. From Figure 3(a) , it is evident that AMP exhibits larger optimality gaps in the first few iterations (134%, 44%, 20%, vs. 97%, 44%, 16%, etc.). However, the convergence rate to global optimum is much faster with AMP (within 190.9 seconds). This behaviour is primarily attributed to the adaptive addition of partitions around the best-known local solution (also global in this case) instead of spreading them uniformly. Figure 4 shows the active partitions chosen by every iteration of AMP for ∆ = 4. This figure illustrates the active partitions at each iteration of the main loop of AMP and the convergence of each variable partition to its corresponding global optimal value. One of the primary motivations of the adaptive partitioning strategy comes from the observation that every new partition added adaptively refines the regions (hopefully) closer to the global optimum values. In Figure 4 (a), this behaviour is clearly evident on all the variables except x 3 . Although the initial active partition on x 3 did not contain the global optimum, AMP converged to the global optimum value. The convergence time of AMP to the global optimum using Gurobi was 190.9 seconds. The total number of binary partitioning variables is 152 (19 per continuous variable). Figure 5 and Table 1 show the effectiveness of sequential BT and sequential PBT techniques on NLP1. As expected, in Figure 5 (a), the disjunctive polyhedral representation of the relaxed regions in PBT (around the initial local solution) drastically reduce the global bounds on the variables (to almost zero gaps). Figure 5 (b) shows that PBT, even when solving a MILP in every iteration, does not incur too much computational overhead on a small-scale problem like NLP1.
AMP versus Uniform Partitioning on NLP1

Performance of AMP on NLP1
Benefits of Bound-Tightening on NLP1
A qualitative description of the improved performance is presented in Table  1 . The values shown under the column titled "PBT bounds" clearly show that PBT-AMP converges to global optimum values with an addition of very few binary variables (48) within 50 seconds. Overall, for NLP1, it is noteworthy that PBT-AMP outperforms most of the state-of-the-art piecewise relaxation methods developed in the literature. Here, we compare the run times of BARON, AMP with ∆ = 8 (cpx), AMP with the best ∆ (cpx) and AMP with the best ∆ (grb). Values under "Gap" and "T " are in % and seconds, respectively. "Inf" implies that the solver failed to provide a bound within the prescribed time limit. In this section we assess the empirical value of adaptive partitioning by presenting results without bound-tightening. In Table 2 , AMP (without boundtightening) with CPLEX or Gurobi is compared with BARON. Column two shows the run times of BARON based on the 3600 second time limit. Column three shows the performance of AMP for ∆ = 8. Though ∆ = 8 is not the ideal setting for every instance, it is analogous to running BARON with default parameters. Under the default AMP settings, AMP is faster than BARON (with default settings) at finding the best lower bound in 23 out of 34 instances. The notable exception to AMP's performance is problem p3. For p3, the convergence of AMP is much slower than BARON. This is primarily due to the large variable bounds and also highlights the need for bound-tightening in conjunction with adaptive partitioning.
Performance of AMP on Large-scale MINLPs
In column four (tuned ∆ and CPLEX), the run times of AMP are much faster than BARON in 24 out of 34 instances. It is interesting to observe on problem p3 that the run time is decreased by an order of magnitude with the right choice of ∆ (bound-tightening improves it further). Column five (tuned ∆ and Gurobi) again indicates that the right choice of ∆ speeds up the convergence of AMP drastically. More interestingly, on 21 out of 34 instances, the run times of AMP using Gurobi are substantially better than the run times using CPLEX (column 4). Table 2 is summarized with a cumulative distribution plot in Figure 6 . Clearly, Figure 6 (a) indicates that AMP is better able to find solutions within a 0.4% optimality gap (even without tuning). Figure 6 (b) provides evidence of the overall strength of AMP. Even when AMP is not the fastest approach, its run times are very similar to BARON. Overall, the performance of AMP is clearly better using Gurobi as the underlying MILP/MIQCQP solver. We did not perform comparative studies of BARON with Gurobi because it cannot currently integrate with Gurobi. Plot (a) tracks the number of instances where an algorithm is able achieve the specified optimality gap. In (b), the x axis denotes the run time ratio of an algorithm with the best run time of any algorithm. The y axis denotes the fraction of instances. Plot (b) tracks the number of times an algorithm's run time is within a specified factor of the best run time of any algorithm. In both figures, higher is better. Overall, AMP performs better than BARON on a p proportion of instances for most gaps and all run times.
Performance of AMP with Bound-Tightening
We next discuss the performance of AMP when bound-tightening is added.
Default Parameters of ∆
We first consider AMP with bound-tightening when AMP uses the default parameter of ∆ = 8. Table 3 , compares AMP algorithm using CPLEX and Gurobi with BARON. Column two shows the run times of BARON based on a prescribed time limit. For comparison purposes with AMP, the time limit of BARON (T + ) is calculated as the sum of 3600 seconds and the maximum of the run time of BT and PBT. For the purposes of this study, we did not specify a time limit on BT and PBT, though this could be added. Column three shows the performance of BT-AMP when ∆ = 8 While a constant ∆ is not the ideal parameter for every instance, BT-AMP with CPLEX is still faster than BARON on 21 out of 32 instances. Similarly, BT-AMP with Gurobi is faster in 25 out of 32 instances. Once again, AMP with Gurobi has significant computational advantages over CPLEX. Instances blend480, blend721, blend852, and meyer10 demonstrated an order of magnitude improvement. Column four of Table 3 shows the results of PBT-AMP when ∆ = 10. Though PBT solves a more complicated, discrete optimization problem at every step of bound-tightening, surprisingly, the total time spent in bound-tightening was typically significantly smaller. This is seen in all ex. . . instances, the util instance, the eniplac instance, the meanvarx instance and a few blend instances. In general, the tighter relaxations of PBT-AMP also yield significant improvements in the overall run times and optimality gaps of AMP.
The bound-tightening also compares favorably with BARON. For example, consider problem blend852. Though BARON implements a sophisticated bound-tightening approach that is based on primal and dual formulations, BARON times out with a 0.08% gap. In contrast, BT-AMP with Gurobi converges to the global optimum in 434.7 seconds and PBT-AMP converges to the global optimum in 78.1 seconds (an order-of-magnitude improvement). Similar behaviour is observed on the remaining blend, wts and meyer instances. Overall, AMP with Gurobi outperforms BARON on 24 out of 32 instances when a default choice of ∆ is used. Table 3 is summarized with a cumulative distribution plot in Figure 7 . Clearly, Figure 7 (a) indicates that BT-AMP and PBT-AMP with Gurobi performs better than BARON even without tuning ∆. In 7(a), AMP has a better profile when the optimality gap is > 0.4%. In Figure 7 (a), the performance improvement starts at 0.2%. However, there is an increase in run times due to bound-tightening (Figure 7(b) ), that allows to AMP to achieve this improvement.
Remark 2 meyer15, a generalized pooling problem-based instance, is classified as a large-scale MINLP and is very hard for global optimization. The current best known gap for this instance is 0.1% [37, 8] . PBT-AMP with Gurobi has closed this problem by proving the global optimum for the first time (943734.0215 - Table 3 ). Plot (a) tracks the number of instances where an algorithm is able achieve the specified optimality gap. In (b), the x axis denotes the run time ratio of an algorithm with the best run time of any algorithm. The y axis denotes the fraction of instances. Plot (b) tracks the number of times an algorithm's run time is within a specified factor of the best run time of any algorithm. In both figures, higher is better. Overall, AMP performs better than BARON on p proportion of instances within a factor of the best gap and with the best run times. Table 3 Performance summary of AMP with bound-tightening on all instances. Here, we compare the run times of BARON, BT-AMP with ∆ = 8 and PBT-AMP with ∆ = 10. CPLEX and Gurobi are the underlying solvers for AMP. Values under "Gap" and "T, T + " are in % and seconds, respectively."Inf" implies that the solver failed to provide a bound within the prescribed time limit.
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Tuned Parameters
In Table 4 , we show the results of AMP (with bound-tightening) when ∆ is tuned for each problem instance and these results are compared with BARON.
As the performance of AMP is consistently the strongest with Gurobi, we present those results. Overall, this table shows the best results for AMP. Column two of this table shows the run times of BARON. Similar to table 3, the time limit for BARON (indicated as T + ) is the sum of 3600 seconds and the maximum of the run times of the BT and PBT algorithms (no time limit on BT and PBT). Column three tabulates the performance of BT-AMP with Gurobi by choosing the best ∆ parameter for each instance. Overall, BT-AMP and PBT-AMP performed better than BARON on 26 out of 32 instances. As discussed in detail in section 4.3.1, similar observations about the performance of our algorithms also hold for this table. Again, the performance of PBT, despite the use of discrete optimization, indicates that PBT is the strongest bound-tightening procedure. On the large MINLP instance meyer15, PBT has large computational overhead, but this overhead pays off when AMP converges to the global optimum in 538.56 seconds. As noted in the earlier remark, this was an open instance prior to this work. Table 3 is summarized with the cumulative distribution plot shown in Figure 8 . Figure 8 (a) indicates that AMP, BT-AMP and PBT-AMP with Gurobi are better than BARON in finding the best lower bounds. Though the proportion of instances for which global optima are attained is not significantly different than BARON, the proportion of instances for which better lower bounds are found using AMP-based algorithms is larger. Also, the advantages of BT and PBT-based bound-tightening in AMP is evident from the fact that the proportion of instances that find global optimum is higher. As expected, Figure 8 (b) suggests that AMP with Gurobi is overall faster than BARON on the easiest instances, but on harder instances this speed is tempered by a degradation in solution quality. In (a), the x axis plots the optimality gap of the algorithms and the y axis plots fraction of instances. Plot (a) tracks the number of instances where an algorithm is able achieve the specified optimality gap. In (b), the x axis denotes the run time ratio of an algorithm with the best run time of any algorithm. The y axis denotes the fraction of instances. Plot (b) tracks the number of times an algorithm's run time is within a specified factor of the best run time of any algorithm. In both figures, higher is better. Overall, AMP-based algorithms perform better than BARON on p proportion of instances within a factor of the best gap and with the best run times. Table 4 Summary of the performance of AMP with and without bound-tightening on all instances. Here, we compare the run times of BARON, BT-AMP and PBT-AMP with tuned values of ∆ for each instance. Values under "Gap" and "T, T + " are in % and seconds, respectively."Inf" implies that the solver failed to provide a bound within the prescribed time limit. Gap values shown within parenthesis are evaluated using global optimum values instead of the best-found upper bound by AMP.
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Sensitivity of MINLP structure
In Figure 9 , we classify the MINLP instances to understand how problem structure influences the success of AMP. There are various possible classification measures and we use the total number of variables that are part of multi-linear terms. This is because our algorithm heavily depends on multivariate partitioning on the nonlinear terms. Thus, it is likely that a measure like this influences the performance of AMP. Consider the following simple example that describes the measure clearly: Let x i , ∀i = 1, . . . , n be the variables in a problem with a linear objective and one nonlinear constraint,
Then, the number of variables in multi-linear terms is k + 1.
It is clear from the figure that both AMP and BT-AMP performs very well on instances that have large numbers of variables ( 25) in the multilinear terms. We also observe that while executing bound-tightening incurs a computational overhead (ratio up to ≈16), there are many instances below the unit ratio value (blue dashed line). Overall, these plots support the observation that increasing numbers of variables in multi-linear terms are indicator of success when executing AMP. 
Bound-Tightening Results for meyer15
One of the primary observations made in this paper is the importance of MIPbased sequential bound-tightening on medium-scale MINLPs. However, for a given large-scale MINLP, one of the drawbacks of BT and PBT is that it solves MILPs to tighten the variable bounds. Solving MILPs can be time consuming, in particular on instances like meyer15 5 . Here, we focus on the run time issues associated with solving MILPs, suggest approaches for managing that run time and still get much of their benefits in bound-tightening. Table 5 summarizes the run times of BT and PBT on meyer15 for various values of ∆. As shown in the first row of this table, the run time varies drastically when the MILP is solved to optimality in every iteration of BT and PBT. To reduce this run time, we imposed a time limit on every min-and max-MILP of ten seconds. Since early termination of MILP does not guarantee optimal primal-feasible solutions, incumbent solutions are not valid for bound-tightening. Instead, we use the best lower bound maintained by the solver. This ensures the validity of the tightened bounds. As shown in the second row of Table 5 , the run times of PBT are drastically reduced. Table 6 summarizes the results of AMP based on the tightened variable bounds presented in Table 5 . Interestingly, on meyer15, we observed that AMP converges to near optimal solutions (sometimes, even better than solving full MILPs) when the time limit on MILP solvers is imposed. This is an important feature for tuning the time spent tightening bounds vs bound solution quality. Further, this intriguing result suggests further study of MILP-based relaxations for bound-tightening of MINLPs, which we delegate for future work. Table 5 BT and PBT run times on meyer15 with and without a limit on the run time of every MILP solved during the bound-tightening phase. Here, a 10-second time limit was used. The imposition of this limit reduces the total run time of PBT to close to BT. Table 7 Overall structure of the MINLP problems. The first column describes the name of the problem instance. The second column cites the source of the problem. The third column shows the optimal solution. The fourth, fifth and sixth columns show the number of constraints, binary variables, and continuous variables, respectively. The seventh column indicates the partitioned continuous variables. "ALL" refers to all variables in multi-linear terms and "VC" refers to variables in the minimum vertex cover as described in [7] . The final column shows the number of multi-linear terms. 
Conclusions
In this work, we developed an approach for adaptively partitioning non-convex functions in MINLPs. We show that an adaptive partitioning of the domains of variables outperforms uniform partitioning though the latter exhibits better optimality gaps in the first few iterations of the lower-bounding algorithm. We also show that bound-tightening techniques can be applied in conjunction with adaptive partitioning to improve convergence dramatically. We then used combinations of these techniques to develop an algorithm for solving MINLPs to global optimality. Our numerical experiments on MINLPs with multi-linear terms suggests that this is a very strong approach with an advantage of having very few tuning parameters in contrast to the existing methods. We have seen that using adaptive piecewise polyhedral outer-approximations is an attractive way of tackling MINLPs. With an apriori fixed tolerance, we get globally optimum solutions by utilizing the well-developed state-of-theart MILP solvers. However, though AMP is relatively faster than the available global solvers, we observed that the computation times remain large for MINLPs with large number of multi-linear terms, thus motivating a multitude of directions for further developments. First, it will be important to consider existing classical nonlinear programming techniques, such as dual-based bound-contraction, partition elimination within the branch-and-bound search tree, bound-tightening at sub nodes [38] , and constraint propagation methods [3] , which can tremendously speed-up our algorithm. Second, an important direction develops apriori guarantees on the size of the added partitions (∆) that leads to faster tightening of the relaxations. This will support automatic tuning of ∆ from within AMP. Third, recent developments on generating tight convex hull-reformulation-based cutting planes for solving convex generalized disjunctive programs will be very effective for attaining faster convergence to global optimum [52] . Finally, extensions of our methods from multi-linear to general non-convex functions (including fractional exponents, transcendental functions, disjunctions of non-convex functions [44] , etc.) will be another direction that will have relevance to numerous practical applications. 
A.2 Logarithmic and Linear Encodings of Partition Variables
In section 2, the discussion on piece-wise convex relaxations described formulations that encoded the partition variables with a linear number of variables and a logarithmic number of variables (SOS-1 constraints). Table 9 compares the performance of AMP using both formulations. Despite fewer variables in the logarithmic formulation, this encoding is only effective on a few problems, generally on problems that require a significant number of partitions. These results suggest that when the logarithmic encoding has nearly the same number of partition variables as the linear encoding, the linear encoding is more effective. Table 9 This table compares the logarithmic formulation of partition variables with the linear representation. Each column indicates the formulation with the fastest runtime for different choices of ∆. The last column enumerates the number of times the logarithmic formulation is better. On the smaller, easier instances the linear model is better, as the linear formulation preserves structure in the partition choices. However, as the problems get more difficult to solve (more partitions) the benefit of having fewer binary variables becomes more apparent.
