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Nederlandse samenvatting
-Summary in Dutch-
In de moderne geneeskunde worden vele conventionele medische toestellen
vervangen door geavanceerde, meestal digitale, machines. In de radiologie
bijvoorbeeld worden beelden niet langer vastgelegd op een fotogevoelige
film maar opgevangen met een optische sensor en opgeslagen in een digi-
tale databank. Op die manier zijn voor een dokter de ro¨ntgenbeelden van
een bepaalde patie¨nt slechts een muisklik verwijderd van hun computer-
scherm. De displays waarop de ro¨ntgenbeelden gevisualiseerd worden,
moeten natuurlijk van uitstekende kwaliteit zijn om de data zo getrouw
mogelijk weer te geven.
De ’healthcare’ afdeling van Barco is gespecialiseerd in het ontwikkelen en
produceren van beeldschermen voor kritische medische toepassingen. Bij
de ontwikkeling van hun hoge-kwaliteits-beeldschermen, beschouwt Barco
alle aspecten van het visualisatieproces; van de ruwe data tot de perceptie
van de gebruiker. Barco is bijzonder kritisch voor het optische deel van het
visualizatieproces; de intensiteit en de uniformiteit van het licht dat uitge-
zonden wordt door het beeldscherm.
De ’state-of-the-art’ beeldschermen van Barco bevaten een lichtdetector aan
de voorzijde van het scherm (de ’I-guard’). Deze wordt gebruikt om de in-
tensiteit van het uitgezonden licht te meten en het back-light bij te sturen
tijdens het gebruik. De uniformiteit van het uitgezonden licht wordt enkel
gecalibreerd tijdens de productie.
In de toekomst wenst Barco ook de uniformiteit van het licht uitgezonden
door een display te kunnen meten en aanpassen tijdens het gebruik. De uni-
formiteitsmeting moet natuurlijk gebeuren zonder in te boeten aan kwaliteit
van het display.
Om een geschikte methode te vinden om licht van een beeldscherm op een
niet waarneembare manier op te meten, richtten Barco en de Universiteit
Gent met steun van het IWT het TARDIS project op.
xii SUMMARY IN DUTCH
Dit werk bevat de resultaten van het TARDIS project: een transparante
lichtsensor gebaseerd op organische electronica die men kan integreren in
de glasplaat voorin het beeldscherm. De lichtintensiteit wordt gemeten aan
de hand van veranderingen in de elektrische geleiding van de sensor.
Architectuur
De organische fotoconductor (OPC) is opgebouwd in het vlak, en wordt
typisch vervaardigd op een glazen substraat. De sensor bestaat uit twee
parallele, dikwijls in elkaar grijpende (figuur 1b) indium tin oxide (ITO)
elektroden bedekt met een lagenstructuur van organische halfgeleiders. De
organische halfgeleidermaterialen in de lagenstructuur zijn een transparante
gat (of holte) transport laag (HTL) en een iets minder transparante exciton
generatie laag (EGL). Een doorsnede van de photoconductieve sensor lood-
recht op de ITO electrodes is voorgesteld in figuur 1a.
Figuur 1: (a) De architectuur van de transparante organiche photoconductieve
sensor. De doorsnede is loodrecht op de ITO elektrodes ; (b) Een illustratie van
twee in elkaar grijpende electrodes.
De organische lagenstructuur wordt beschermd door een afdekglas om te
voorkomen dat de organische materialen in aanraking zouden komen met
externe factoren zoals zuurstof, vocht of nieuwsgierige vingers. In totaal
absorbeert de sensor ongeveer 15% tot 20% van het doorgaand licht waar-
van het merendeel door de EGL geabsorbeerd wordt. De absorptie is groter
voor groen en rood, daarom is de sensor lichtjes purper van kleur.
De randen van de ITO elektrodes in de uiteindelijke OPC zijn niet recht
zoals weergegeven in figuur 1b, maar wel grillig van vorm. De afstand
tussen de twee elektroden blijft over de gehele lengte van de actieve opper-
vlakte wel constant. Het gebruik van grillige patronen op de rand van de
elektroden voorkomt interferentie van de beeldschermpixels met de elek-
troden waardoor de sensor vrijwel onzichtbaar wordt.
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Werkings principe
De weerstand van de OPC is een functie van het invallend licht. De ver-
schillende fenomenen die deel uitmaken van de toename van de geleiding
zijn geillustreerd in figuur 2.
Figuur 2: Illustratie van de exciton generatie, transport en dissociatie; (1)
generatie van het exciton, (2) diffusie van het exciton, (3) de ladings-transfer
toestand en (4) vrije ladingdragers.
Als de OPC belicht wordt zal een groot deel van het invallende licht doorge-
laten worden (> 85%). Het niet doorgelaten licht wordt deels gereflecteerd
aan de verschillende grensvlakken en deels geabsorbeerd in de materialen
van de OPC. De absorptie vindt hoofdzakelijk in de EGL plaats, elk geab-
sorbeerd foton vormt er een exciton (stap 1). Het exciton is een elektron
en een gat die beide gelokaliseerd zijn op dezelfde organische molecule,
typisch zijn het elektron en de holte sterk gebonden. Het exciton kan dif-
funderen in de EGL door te hoppen van de gastmolecule naar een naburige
(stap 2). Als het exciton de interface bereikt, zal de holte gevangen worden
door de HTL en vormt er zich een lading transfer (CT) toestand (stap 3).
De CT toestand dissocieert in een elektron in de EGL en een holte in de
HTL (stap 4). De extra ladingsdragers in de EGL en de HTL zorgen voor
een toename van de geleiding in de OPC.
Resultaten
Tijdens het TARDIS project hebben we talrijke sensor samples gemaakt.
Sommige sensoren werden door gespecialiseerde bedrijven vervaardigd ter-
wijl andere volledig binnenshuis gemaakt werden. De verschillende sample
reeksen werden opgesteld met het oog op het maken van een onzichtbaar
en stabiel demonstratiemodel van een uniformiteitssensor.
xiv SUMMARY IN DUTCH
Typisch wordt elke OPC onderworpen aan een stroommeting in functie van
de aangelegde spanning (figuur 3), om de werking van het sample te beves-
tigen.
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Figuur 3: De stroom in functie van de aangelegde spanning voor vier belichting
niveaus.
De vorm van de afgebeelde I(V ) curves is typisch voor onze OPCs: een
lineair deel voor lage spanningen kruist een lineair deel voor hoge span-
ningen bij de transitiespanning. Voor verdere analyse van de OPC hebben
we ook metigen verricht die ons iets bijleren over de tijdsafhankelijkheid,
de spectrale respons en de invloed van een lokale belichting op de gelei-
dbaarheid. Het lokale belichtingsexperiment is opgezet om de ladingsdis-
tributie in de ruimte tussen de elektroden te bestuderen en een verklaring
te vinden voor de vorm van de I(V ) curves. Met het oog op toekomstige
ontwerpen hebben we een tweedimensionaal model van de OPC opgesteld.
Het model is gebaseerd op de halfgeleidervergelijkingen in elektro station-
air regime en opgelost volgens het Scharfetter-Gummel schema. Het 2D
model is geprogrameerd in de numerieke software MATLAB. We zijn er
in geslaagd om de I(V ) curves berekend met het MATLAB programma te
fitten aan fysische I(V ) metingen (figuur 4).
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Figuur 4: Een fit van I(V ) curves die resulteren uit een MATLAB simulatie aan
fysische I(V ) metingen.

English Summary
In the modern-day healthcare sector, advanced digital machines are replac-
ing many of the conventional medical equipment. Medical radiologists for
example capture their data on a optical detector and store X-ray images in
a digital database, instead of the well known photosensitive film. For any
physician in the medical facility the X-ray images of a certain patient are
just a mouse click away from their computer screen. Evidently the dis-
play on which the medical images are shown must be of supreme quality to
ensure that all details of the X-ray image are represented as accurately as
possible.
The health-care division of Barco develops and produces life critical dis-
plays for medical applications. During the development phase of their high
quality displays, Barco considers all the aspects of the visualization pro-
cess; from raw image data to the perception of a user. For the optical part
of the visualization process, Barco is in particular critical on the intensity
and the uniformity (with all pixels set to the same driving level) of the light
emitted from a display.
On the state-of-the-art Barco displays, a light sensor at the viewers side (’I-
guard’) is used to measure the emitted intensity, and to tune the back-light
during use. The uniformity of the emitted light is calibrated only once dur-
ing production.
In the future Barco wishes also to measure and control the uniformity of
the emitted light in real-time. The uniformity measurement must of course
occur without degrading the quality of the display.
In order to find a good method to detect light emitted by a display in an im-
perceptible manner, Barco and Ghent university established the TARDIS
project (supported by the IWT).
This work presents the results of the TARDIS project, a transparent light
sensor which is based on organic electronics which is suitable to be embed-
ded into the front glass of the display. The intensity of light is measured via
the conductivity of the sensor.
xviii ENGLISH SUMMARY
Architecture
The organic photo-conductor (OPC) is an in-plane device, typically con-
structed on a glass substrate. The sensor consists of two parallel (often
interdigitated, figure 1b) indium tin oxide (ITO) electrodes covered with a
stack of organic semiconducting materials. The organic stack consists of a
highly transparent hole transport layer (HTL) and a somewhat less transpar-
ent exciton generation layer (EGL). A cross section of the photo-conductive
sensor perpendicular tot the ITO electrodes is presented in figure 1a.
Figure 1: (a) Architecture of the organic transparent photo-conductive sensor.
Section perpendicular to the ITO electrodes ; (b) An illustration of two
interdigitated electrodes.
A glass cover is placed on top of the organic stack to shield the organic ma-
terials from external factors such as moist, oxygen or nosy fingertips. The
entire sensor absorbs approximately 15% to 20% of the transmitted light,
most of it is absorbed by the EGL. The absorption is higher for the green
and red, and thus the sensor appears slightly purple.
The edges of the ITO electrodes for the final OPC are not straight as shown
in figure 1b, they are irregular. But the gap between the electrodes is how-
ever constant over the total length of the sensor. Using the irregular elec-
trodes, the interference of the display pixels with the electrodes is avoided.
This way the sensor becomes imperceptible.
Working principle
The OPC has a resistance that is a function of the incident light. The chain
of events which leads to an increase of the conductivity is illustrated in
figure 2.
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Figure 2: Illustration of the exciton generation, transport and dissociation; (1)
generation of the exciton, (2) diffusion of the exciton, (3) the charge-transfer state
and (4) free charge carriers.
When the OPC is illuminated, a large fraction of the incident light is trans-
mitted (> 85%). The fraction which is not transmitted is partially reflected
at the interfaces and partially absorbed by the materials of the OPC. Ab-
sorption mainly takes place in the EGL, each absorbed photon forms an
exciton (step 1). An exciton is an electron and a hole which are localized
on the same organic molecule, typically the electron and hole are strongly
bound. The exciton can diffuse in the EGL by hopping from the host
molecule to an adjacent molecule (step 2). When the exciton meets the
interface, the hole is captured by the HTL, forming a charge transfer (CT)
state (step 3). The CT state dissociates into an electron in the EGL and a
hole in the HTL (step 4).
The additional charge carriers in the EGL and HTL improve the conductiv-
ity of the OPC.
Results
During the TARDIS project we have built numerous sample sensors. Some
of the samples were manufactured by specialized companies, while others
were totally made in-house. The different batches of samples were set-up
to improve the OPC such that an imperceivable and stable demonstrator of
the uniformity sensor could be built.
For all OPC samples we typically measured the current as a function of the
applied voltage (figure 3) to verify the functionality.
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Figure 3: The current as a function of the applied voltage for four illuminances.
The shape of the shown I(V ) curves are typical for our OPC, a linear curve
at low voltages which crosses a less steep linear curve at high voltages at
the transition voltage. To further analyse the OPC we have also performed
measurements that show the time dependence, the spectral response and the
influence of a local illumination on the conductivity. The local illumination
experiment was set-up to study the charge distribution in the gap between
the electrodes in order to explain the shape of the I(V ) curves.
Keeping in mind future design, we have developed a two dimensional nu-
merical model of the OPC. The model is based on the semiconductor equa-
tions in quasi-electrostatic regime and solved using the Scharfetter-Gummel
scheme. The 2D model is programmed in the numerical software MAT-
LAB. With the MATLAB program we were able to fit the resulting I(V )
curves to physical I(V ) measurements (figure 4).
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Introduction
For many users, the world of electronics is mysterious and miraculous, for
us nerdy enough to understand it is the playground where we can exploit
our creativity. A fascinating aspect of electronics is that the development
of new inspiring building blocks never stops. Today organic electronics
attracts the attention because of its interesting features such as flexibility,
transparency, durability, etc... In this dissertation I will present the work
that my colleagues and I performed in the framework of the IWT project
total area display sensor (TARDIS) (x 1.1). In the TARDIS project we de-
veloped a transparent photo-conductive sensor based on organic electron-
ics. As an introduction into the world of organic electronics I present a
short history and some simple organic electronic devices in section 1.2. In
section 1.3 I dig a little deeper into the physical phenomena that make the
organic materials function as semiconductors.
1.1 The setting of TARDIS
The healthcare division of Barco n.v. (Belgian American Radio Company),
is specialized in developing displays for medical diagnostics. In their ex-
perience, Barco healthcare is familiar with the tough specifications which
are demanded for such life-critical displays. For example, the luminous
emittance of the display must be stable and uniform when all the pixels are
set to the same level. This is important in order to display images which
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are suitable for diagnostics. In order to monitor the stability of the lumi-
nous emittance, Barco healthcare has developed the I-guard technology.
The I-guard (figure 1.1) is a sensor, placed at the corner of a display, that
continuously monitors the output of the display system. If necessary the
display will automatically recalibrate, based on the I-guard measurements.
The uniformity of the luminous emittance is achieved with a per pixel uni-
formity (PPU) calibration during production.
Figure 1.1: The I-guard sensor (protrusion above the right corner of the display)
measures the optical output of a display from the viewers side.
Just before my departure from Barco as an employee, TomKimpe requested
me to re-investigate the idea to develop a uniformity sensor for the lumi-
nous emittance of a display. My preliminary study on this topic resulted in
a R&D project between Barco and Ghent University (my next employer).
The project was named TARDIS, which is short for ”Total ARea DIsplay
Sensor”. Funding for TARDIS was requested at and granted by the IWT
(Institute for the Promotion of Innovation by Science and Technology in
Flanders).
The target of TARDIS was to select a technology in which this uniformity
sensor can be realized. In the preferred embodiment the uniformity sensor
had no moving parts, was invisible (T  95% and no artefacts) and had a
resolution of approximately 1 cd=m2.
To meet the specifications of the TARDIS project, we have experimented
with numerous device architectures and materials. Within the first year -
after making numerous one inch samples - we found that the best tech-
nology to meet the specifications is to use organic electronics. Towards
the end of the TARDIS project, we developed four demonstrator samples
(20 cm x 20 cm), each consisting of a matrix of 36 photo-conductive sen-
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sors. With the demonstrators we showed the added value of the new tech-
nology and convinced the IWT jury to fund a successor project (TARDIS
II).
During TARDIS II we have produced many one and four inch samples to
further optimize and characterize the novel sensor technology. Many of the
samples are produced in-house in the clean room facility of Zwijnaarde.
As a reference three batches - each containing 5 four inch samples - were
also produced by a subcontractor with experience in the deposition of or-
ganic materials. To support the sample production, I have designed five
different four inch masks for lithography and laser ablation. The electrode
patterns on the masks are specifically designed for different experiments.
To conclude the TARDIS II project we developed an optimized product
size demonstrator (with glue encapsulation) to show to Barco customers.
The final demonstrator has a total transmittance of approximately 80%with
a sensing sufficiently high to cover the range of Barco’s high-end medical
displays. The stability of the measurements which are performed with the
demonstrator are within 3%. And most importantly all the electrodes in the
final demonstrator, including the sensors, are impersivable. This document
is the result of the work performed for the TARDIS projects.
1.2 Organic electronics
Whats in a name
A material is considered to be organic when the basic building blocks,
or molecules, are carbon-based and contain one or more carbon-hydrogen
bounds. Before the nineteenth century it was thought that the ”vital force”
of living organisms was a necessary factor to make organic compounds.
Today most of the organic materials, especially those for organic electron-
ics, are manufactured in a chemical lab.
1.2.1 Brief history
The very first indication of organic electronics dates back to 1862 when
Henry Letheby obtained a conductive polymer, presumably polyaniline.
Almost a century later in 1948 Eley D.D. [1] used the term ”semicon-
ductor” to explain the electrical behaviour of metal-free phthalocyanine.
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The growing interest in conductive polymers resulted a decade later in re-
ports of conductivities up to 1 S/cm [2] [3] [4]. In 1974 McGinness J. et
al. reported [5] semiconducting switching in melanins. Soon after the first
electronic applications are reported, organic photovoltaic cells [6], thin film
transistors [7] and light emitting devices [8] [9].
The publication of the first organic photo-conductor is situated around 1971
when it is first used in xerography [10] 1 also called electro photography.
The first organic photo-conductive sensor which converts an optical into
an electrical signal is presented by R. Reuter and H. Franke in 1989 [11].
In the following years, publications concerning organic optical sensors are
scarce; Natali et al. [12] published a near-infra red sensor consisting of a
single layer of organic material; Hamilton et al. [13] published a photosen-
sitive organic thin-film transistor ; amongst others [14] [15] [16] [17].
1.2.2 Technology added value
Although organic semiconductors usually do not perform as well as their
inorganic siblings, the technology has its benefits.
For example the significantly low cost processing techniques to make an
organic device, and the fact that making an organic device is not neces-
sarily limited to batch processing. The reason for this is that many of the
organic materials can be dissolved in apolar solvents with little impact on
the properties of the material. As a solution the material can be deposited
on different types of surfaces by means of printing [18], spin casting [19],
doctor blading or dip coating. After deposition the solvents are evaporated,
usually at reasonably low temperatures (80 C to 150 C), so that only
an amorphous layer of the organic materials remains. When printed, the
organic layer can even be deposited directly in a desired pattern. Note how-
ever that the price of many organic materials is high.
However for a multi-layer device, wet processing is slightly more diffi-
cult. One must consider that the solvent of the next organic materials to
deposit, does not dissolve any of the previous organic layers (causing de-
lamination). Unfortunately a good solvent often dissolves many kinds of
organic materials so that this method is not practical.
1xerography originates from the Greek roots o xeros ”dry” and - -graphia
”writing”
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To manufacture multi-layered organic device one is usually obliged to use
more expensive deposition techniques. For example organic vapour phase
deposition (OVPD) [20] or thermal vapour deposition. Both methods re-
quire that the substrate and source are in an ultra high vacuum. In return
these techniques allow the deposition of multiple organic layers with a sub
nanometer resolution.
In addition to the advantages during production, organic electronics are
known to exhibit interesting properties. For example, many organic semi-
conductor materials are transparent (and not opaque as inorganic semicon-
ductors). With such materials it is possible to manufacture transparent elec-
tronic devices like: an organic light emitting diode (OLED) [21] (figure 1.2)
or organic thin film transistor (OTFT). Combining the transparent OLED
and OTFT, one can construct a transparent display.
Figure 1.2: Example of a transparent OLED [22].
Typically thin organic layers can also withstand a limited amount of strain.
When such organic layers are deposited on a flexible substrate one can man-
ufacture flexible OTFT’s [23] and OLED’s [24] [25], or combine both to
form a flexible active matrix OLED display (figure 1.3).
1.2.3 Examples of organic devices
Setting aside the physical phenomena in the organic materials, the function-
ality of organic electronic devices is similar to that of their inorganic equal.
This allows us to explain the working principle of such an organic device
through a simplified representation, the dynamics of charged particles.
In the following paragraphs I will discuss the functionality of three organic
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Figure 1.3: Example of a flexible active matrix OLED display [26].
devices; the OLED, the OTFT and the drum photo-conductor.
1.2.3.1 OLED
The OLEDs are classified into two groups, the top-emitting and the bottom-
emitting devices. For a top-emitting OLED the generated light is emitted
thought the top electrode, a bottom-emitting OLED emits through the sub-
strate and bottom electrode (figure 1.4). Consequently for either of the
devices to work, the top electrode or bottom electrode and substrate must
be transparent.
Figure 1.4: Illustration of a bottom emitting (left) and top emitting (right)
OLED [27].
Typically an OLED is built by depositing multiple organic layers in an
ultra-high vacuum, the organic stack, on an indium tin oxide (ITO) coated
substrate. ITO is a transparent conductive material, it acts as the bottom
electrode, the anode (ITO =  4:6 eV [28]). The top electrode (anode) of
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the OLED is created by depositing a thin metal film on top of the organic
stack by thermal vapour deposition or sputtering. Typically the top elec-
trode is made of silver or aluminium (Al =  4:25 eV [29]).
Figure 1.5 represents a bottom-emitting OLED, the organic stack is de-
posited on an ITO coated glass substrate.
Figure 1.5: Illustration of the architecture and functionality (steps 1, 2 and 3) of
an OLED.
The presented OLED consists of two organic layers, the hole transport
layer (HTL) and the electron transport layer (ETL). The HTL is in contact
with the ITO anode and the ETL with the Al cathode. As such the holes
injected at the anode and the electrons injected at the cathode can propagate
to the HTL/ETL interface, as shown in step 1. The charge carriers in the
organic layers propagate under influence of the applied electric field drift
and by diffusion.
When an electron and a hole meet at the HTL/ETL interface (step 2), the
charge carriers recombine. The energy which is released by the recombi-
nation excites an organic molecule in the vicinity. After a short time the
excited molecule will return to the ground state (step 3) by emitting a pho-
ton. If each pair of injected charge carriers would result in one photon,
the OLED would be the most efficient light source. Unfortunately not all
charge carriers recombine at the interface and not each generated photon is
coupled out of the substrate.
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1.2.3.2 OTFT
The architecture of an OTFT [30] (figure 1.6) is similar to that of an inor-
ganic field effect transistor (FET).
Figure 1.6: The architecture of an organic thin film transistor on a glass
substrate.
In this example the electrodes are made of ITO. The gate is isolated from
the organic semi-conductive layer by an insulating layer. The source and
drain are in contact with the organic layer so that they are able to inject
respectively collect charge carriers. Note that since the OTFT consists of
only one organic layer it is a good candidate to be manufactured using a wet
processing technique. The insulation layer prohibits conduction between
the organic layer and the gate, in this way the gate capacitance (CG) is
formed. The CG is charged by applying a gate potential (VG). For VG > 0,
negative charge carriers (electrons) in the organic layer are attracted to the
interface with the insulator in the area of the gate electrode. When VG
is greater than the threshold potential (Vth), the electrons in the organic
layer form a conductive path between the source and drain. The threshold
potential Vth is determined by the source potential (VS) and the potential
difference between drain and source (VDS). Figure 1.7 shows the working
principle of the OTFT. Here the drain source potential VDS is increased
from 0V to a voltage higher than the voltage of the gate electrode VG >
0 V .
In the first image (1) VDS = 0 and electrons in the entire organic layer are
attracted to the gate and thus to the insulator interface, forming a conductive
path between source and drain. The source drain current IDS is a linear
function of VDS as long as the voltage remains significantly lower than
VG. When VDS is equal to VG = Vth (3) the conductive path is only just
connecting the source and the drain, this state is named ”Pinch Off”. Note
that for a given VS and VDS ”Pinch Off” determines the threshold voltage
Vth. At ”Pinch Off” IDS saturates to a maximum level, and when VDS
exceeds VG (4), IDS no longer increases. Typically the current IDS through
the OTFT is controlled by modulating the gate voltage VG.
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Figure 1.7: Working principle of an organic thin film transistor. The dark blue
region in the organic layer illustrates a higher concentration of electrons.
1.2.3.3 Imaging drum
Perhaps the most common application for which organic semiconductors
are used, is the imaging drum or photo-conductor drum in laser printers
and photocopiers. Figure 1.8 shows a cross section of a photo-conductor
drum which is manufactured by Fuji Electric.
The imaging drum consists of an organic photo-conductor which is de-
posited on top of a metal cylindrical substrate. In this example the photo-
conductor consists of two organic layers, the charge transport layer (CTL)
and the charge generation layer (CGL). Other organic photo-conductors
consist of only one layer [32] which manages both generation and transport
of the charges. The undercoat layer is applied to reduce the roughness of
the substrate and to enhance the adhesion of the organic layers to the metal
substrate.
In the schematic representation of a printer, figure 1.9, the working princi-
ple of the photo-conductor drum is illustrated. The photo-conductor drum
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Figure 1.8: Cross section of a photo-conductor drum from Fuji Electric [31].
Figure 1.9: Operation scheme of a photo-conductor drum in a laser printer.
is suspended in a dark environment, so that it can rotate about its axis.
As the drum rotates it passes by an anode at high voltage which emits
a plasma corona towards the drum’s surface (step 1). Since the organic
photo-conductor is highly resistive in the dark, the surface of the drum is
charged by the corona. Next an image is projected line by line onto the
charged photo-conductor drum with a laser (step 2). In the area where the
laser is incident on the photo-conductor, the CGL generates charge carriers
by absorbing photons. The generated charge carriers increase the conduc-
tivity of the photo-conductor in the illuminated area. Consequently the
surface charge leaks away through the CTL to the metal substrate of the
photo-conductive drum in the illuminated area. As a result the image that is
projected by the laser is imprinted in the charge on the surface of the drum.
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In step 3 a toner is brought in close contact with the rotating drum. The
toner particles are attracted to the charged regions and attach to the drum.
By rolling the drum over a piece of paper (step 4) the toner particles are
deposited onto that paper, reproducing the inverse of the image which is
projected by the laser. Finally in step 5 the toner particles are fused to the
paper by rolling the paper through a heated roller.
1.3 Organic semiconductors
The organic semiconductors (OS) that are used in organic electronic devices
are often described similar as inorganic semiconductors. And indeed when
comparing their behaviour to inorganic semiconductors, there are many re-
semblances. The OS exhibit a low electrical conductivity which is typically
characterized by the mobility of electrons (n) or the mobility of holes (h),
corresponding to n-type and p-type materials respectively. On the theoret-
ical level, OS are often descirbed using a band structure representation. In
this section I present the most important properties of OS.
1.3.1 Two kinds
Amongst organic semiconductors there are two distinct kinds of materials,
conductive polymers and small molecules.
Conductive polymers
Conductive polymers consist of a chain of organic molecules (monomers)
which are bound together to form a material (polymer) which presents
metallic or semiconducting properties. Conductive polymers are usually
deposited from a solution. Note that the materials can usually also be dis-
solved again. To construct a conductive polymer from monomers, addi-
tional energy must be added to polymerize the deposited layer, for example
by UV irradiation or heat. Typically also an initiator is added to start the
polymerization. To manufacture multi-layer devices with conductive poly-
mers is challenging due to the limitations of the wet processing techniques
(x 1.2.2).
Small molecules
The organic materials consisting of small molecules are much like inor-
ganic materials. Depending on the order of the organic molecules, a layer
of small molecules is amorphous, polycrystalline or crystalline. In a solid
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state small molecules are not bound to each other unlike the monomers of
the conductive polymers. The small molecules are deposited from solution
or from vapour. It is preferable to deposit a small molecule material from
vapour when the purity of the material and the layer thickness are impor-
tant. Also multi-layer devices are easy to construct layer by layer using
vapour deposition. Deposition from solution on the other hand is cheap.
1.3.2 Material Properties
Besides the material differences between organic and inorganic semicon-
ductors there is a distinct difference when it comes to the behaviour of
charge carriers in the materials. As a result, some of the properties of or-
ganic semiconductors are different. In this subsection I clarify the most
important properties of organic semiconductors.
1.3.2.1 Phase transition
A freshly deposited organic semiconductor layer is typically amorphous.
The amorphous organization of the organic molecules is however not their
most favorable energetic state. The lowest energetic state of the molecules
is the crystalline organization. By increasing the temperature of the organic
layer, the kinetic energy of the organic molecules is increased. If the kinetic
energy of the molecules is sufficiently high, the molecules will reorganize
in a crystalline order.
In organic semiconductors we distinguish a number of temperatures that
mark the beginning of a phase change;
• The glass transition temperature (Tg) is the temperature at which the
solid organic material forms a rubber-like consistency.
• The crystallization temperature (Tc) is the temperature where an amor-
phous organic layer starts to crystallize.
• The sublimation temperature (Tsub) is the temperature at which the
solid organic material is converted into a vapour. This temperature is
required for organic vapour depositions.
Note that the packing density (number of molecules in a given volume)
for crystalline order is typically much higher than the packing density for
the same materials in amorphous order. As a result, when an amorphous
organic layer crystallizes, it will exhibit undesirable voids. For an electrical
device this translates to an open circuit.
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1.3.2.2 Holes, electrons & excitons
In an inorganic semiconductor free charge carriers can freely propagate
within the boundaries of the crystalline structure. In organic semiconduc-
tors a ’free’ charge carrier has a different meaning. A free charge car-
rier in an organic semiconductor is a charge that is confined to the or-
ganic molecule, but is also able to propagate through the material by hop-
ping [33]. Hopping is an event in which an electron (or energy) is ex-
changed from one molecule to an adjacent molecule via close interaction.
Thus since the charge carrier is confined to a molecule, a ’free electron’ is
actually a molecule with an additional electron in the lowest unoccupied
molecular orbital (M ) and a ’free hole’ is a molecule with one electron
less in the highest occupied molecular orbital (M+).
In organic semiconductors there is an additional type of ’particle’ or state
of the organic molecule, called the exciton (M). An exciton is the particle
representation of an excited molecule, in which an electron of the highest
occupied molecular orbital is excited to a higher unoccupied molecular or-
bital. Thus the exciton can also be considered as a bound electron-hole pair
(M =M +).
Figure 1.10: An electron density representation of the highest occupied molecular
orbital level of a TPD molecule in the ground state (left) and excited state
(right) [34]. The red and green orbitals are for different spin quantum numbers.
An example of an ab initio calculation for the excited state of N,N0-diphenyl-
N,N0-bis(3-methylphenyl)-(1,10-biphenyl)-4,40-diamine (TPD) was pub-
lished by Igor Vragovic et. el. [34]. Figure 1.10 shows the electron density
for the highest occupied molecular orbital of TPD in the ground state and
excited state.
An exciton has a lifetime of a few tens of micro seconds [35], in this time
the exciton can diffuse in the host material. There is a probability that an
exciton dissociates into a hole and an electron. Typically dissociation oc-
curs when the electron or the hole encounters a more favourable energetic
state [36].
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1.3.2.3 Band diagram
The band diagram of an inorganic semiconductor is a representation of the
Bloch functions in the material (unity crystal). The band diagram shows on
which energy levels an electron is allowed, either bound (valence band) or
free (conduction band).
A similar representation is used for organic semiconductors, however the
origin of the bands is different due to the manner in which the charge car-
riers propagate. As mentioned above charge carriers in organic semicon-
ductors are localized on molecules, and they propagate in the material by
means of hopping [33]. Whether a charge carrier (electron or hole) with a
given energy can reside on an organic molecule is defined by the molecu-
lar orbitals of that molecule. Consequently also the hopping mechanism is
determined by the molecular orbitals. The degeneration of the molecular
orbitals ensures that not only one but a range of energy levels is allowed,
hence forming a band.
In organic semiconductors the conduction band is the lowest unoccupied
molecular orbital (LUMO) and the valence band is the highest occupied
molecular orbital (HOMO) (figure 1.11). Note that in this band representa-
tion an electron is never exchanged between HOMO and LUMO level, this
always occurs via an exciton.
Figure 1.11: Location of the HOMO and LUMO level in a molecular orbital
diagram.
1.3.2.4 Charge carrier mobility
The conductivity of a semiconductor is typically characterized by the con-
centration and the mobility of the electrons n & n and/or the holes p & p.
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Typically the mobilities of electrons and holes in organic semiconductors
are much lower than those of inorganic semiconductors. In the next chapter
you can find a few typical values.
1.3.2.5 Semiconductor type
An inorganic semiconductor is doped with an acceptor or a donor material
to produce a p-type respectively n-type semiconductor. The p-type semi-
conductor contains an excess of holes, therefore is a good hole conductor.
Likewise the n-type semiconductor is a good electron conductor.
The organic semiconductors are also divided into types depending on their
preferred conductivity; the HTL and the ETL. The type of an organic semi-
conductor is determined by the organic material, it is defined by the func-
tional groups on the organic molecules. To change the type of a material
the functional groups on the organic molecules must be altered by means
of a chemical reaction [37]. Consequently changing the type of an organic
semiconductor in situ is not possible. The mobility of one of the charge
carriers can however be improved by doping the layer with an additional
molecule.
Sometimes a material is also referred to as charge generation layer or CGL,
this indicates that the material is able to convert an energy (typically of a
photon) into an exciton and subsequently into ’free’ charge carriers.
1.4 Conclusion
This dissertation results from work performed in the framework of the
TARDIS project. TARDIS was a joint project between Barco nv. and Ghent
University to develop a transparent optical sensor for uniformity measure-
ments (the project was funded by the IWT). In the first year of TARDIS we
selected organic electronics as the best candidate to meet the specifications.
As a final demonstrator we produced four 21” uniformity sensor (8 x 10
transparent organic photo-conductive sensors) that met the specifications
of TARDIS.
Organic semiconductors show resemblances with inorganic semiconduc-
tors, but there are some distinct differences (x 1.3.2). However the resem-
blance to inorganic semiconductors suffices to explain the working princi-
ple of typical organic electronic devices (ex. OLED’s, OTFT’s and imaging
drums).
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2
Design of an organic transparent
photo-conductive sensor
2.1 Introduction
The transparent organic photo-conductive sensor that is presented in this
book is based on the ”Chemical Vapour-phase Detector” which was pub-
lished by John C. Ho et al. [1]. In this chapter I present how the sensor is
constructed and the working principle.
In section 2.2 I present the architecture of the sensor and discuss the mate-
rials we use. Also the properties of the organic materials are summarized.
The manufacturing of samples of the transparent organic photo-conductive
sensor is discussed in section 2.3. The working principle of our sensor is
presented in section 2.4. To conclude this chapter I shortly address some
visibility issues of the device in section 2.5.
2.2 Transparent organic photo-conductive sensor
2.2.1 Architecture
The transparent organic photo-conductive sensor that is presented in this
work is constructed for charge transport in the plane of the substrate (not
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perpendicular to it like the OLED). In other words the sensor has a lateral
architecture.
The photo-conductive sensor consists of two types of organic materials,
deposited in layers; a HTL and an exciton generation layer (EGL). The
organic materials are deposited on top of parallel electrodes which have a
fixed width (W ) and are separated by a gap (G) from one another. The di-
mensionsW andG are of the order of tens of micrometer. The basic device
consists of a stack of one HTL with an EGL, more advanced devices consist
of a multi layered stack with alternating HTL and EGL materials. Figure
2.1 shows the architecture of a double and triple layered stack version of
the organic photo-conductive sensor in cross section.
Figure 2.1: A cross section of a double (top) and triple (bottom) layered stack
version of the organic photo-conductive sensor. The cross section is performed
perpendicularly to the electrodes.
The thickness of the organic layers is of the order of nanometer (5 nm  
10 nm) for the EGL and tens of nanometers (20 nm   100 nm) for the
HTL. The active area of the photo-conductive sensor is localized in the
gap between the two electrodes, it has a high resistivity compared to the
electrodes. The current through the photo-conductive sensor is logically
proportional to the length of the active area (perpendicular to the figure).
The total length (of the active area) on the test samples is in the order of
meters, however, to keep the samples manageable we use two interdigitated
electrodes (finger pattern, figure 2.2).
The boundary effects at the tip of the finger electrodes are negligible, the
length of the active area is the sum of the lengths between adjacent fingers.
For example for a finger pattern withN fingers on each electrode, with each
DESIGN 2-3
Figure 2.2: Illustration of two interdigitated electrodes, finger pattern.
finger being l long, we find that the total length is L = (2N  1)l. As such,
the interdigitated electrode pattern confines a long active area on a limited
substrate area. The long active area is required to obtain a current which
can be measured with sufficient accuracy to distinguish a wide range of
back-light luminance levels. An additional advantage of the interdigitated
pattern is that the distributed resistance of the electrodes is limited.
2.2.2 Materials
The choice of materials is of great importance to obtain the objectives of the
TARDIS project. The organic materials, electrodes and substrate determine
the transparency/visibility of the photo-conductive sensor. The sensitivity
of the device to light depends on the organic materials that are selected for
the HTL and EGL. In this subsection I discuss the materials which have
been tested and selected to obtain a good device.
2.2.2.1 Substrate & electrodes
The organic photo-conductive sensor is a fragile structure of a few tens
of nanometers thick. To support the device, it is deposited on a substrate.
Obviously when selecting a substrate it is important to choose one which
does not interfere with the functionality of the photo-conductive sensor.
Provided that the substrate is part of the device it must also satisfy the spec-
ifications imposed by TARDIS; it should be transparent.
A commonly available and inexpensive type of substrate is glass. Among
the numerous types of glass we have selected two candidates; Soda Lime
(float glass) and Corning Eagle XG®.
Soda Lime glass is the least expensive of both candidates, it has a refractive
index of 1.519 (@ = 555 nm) [2] and shows high transmission in the
visible spectrum (figure 2.3).
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Figure 2.3: The transmittance spectrum of a 1:6mm thick Soda Lime glass
substrate [2].
Note that there is a slight drop in the transmittance spectrum for the red
wavelengths, consequently a thicker Soda Lime substrate appears greenish.
A disadvantage of Soda Lime glass is the occurrence of mobile calcium
and sodium ions, and therefore the substrate shows some conductivity [3].
A conductive substrate is undesirable, especially since our device has a high
resistivity. Typically manufacturers of Soda Lime glass passify the surface
of their substrates with a SiO2 layer [4] to prevent migration of ions from
the substrate [5].
The Corning Eagle XG® substrates are approximately 40%more expensive
than the Soda Lime ones. The refractive index of Corning Eagle XG®
is 1.5119 (@ = 546:1 nm) [6], the transmittance spectrum is shown in
figure 2.4.
Note that the transmittance spectrum of Corning Eagle XG® is flat for the
visible wavelengths, thus no discolouration. Besides the decrease in trans-
mittance between 500 nm and 1500 nm for Soda Lime, both glasses per-
form equally (the refractive indices of both glass types are similar).
Both Corning Eagle XG® and Soda Lime (with 10 nm SiO2 passivation)
substrates are commercially available with an ITO coating. Indium tin ox-
ide is a good transparent conductive oxide (TCO). The electrical and optical
properties of ITO are a function of the thickness, the stoichiometric com-
position and the annealing temperature of the deposited ITO layer [7] [8].
The refractive index of an ITO layer on commercially available substrates is
typically approximately 1.75. A sputtered ITO layer shows a transmittance
of 97% and a resistivity of 4:0 x 10 5
m [9].
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Figure 2.4: The transmittance spectrum of a 0:4mm thick Corning Eagle XG®
glass substrate [6].
2.2.2.2 Organic materials
The first test sample I produced of the photo-conductive sensor is con-
structed, similarly to the device of Ho [1], using N,N’-bis(3-methylphenyl)-
N,N’-bis(phenyl)-benzidine (TPD) as HTL and 3,4,9,10-perylenetetracar-
boxylic bis-benzimida (PTCBI) as EGL. An electro-optical measurement
of the sensor sample showed that the current through the sensor is a func-
tion of the illuminance, but also a function of time. After just a few days
of exposure of the sample to air (unbiased), the device lost its functionality.
I noticed that the sample had also visibly changed, the organic layer had
become hazy.
An inspection of the degenerated device under the microscope showed that
the organic materials had crystallized (figure 2.5).
As I mentioned in x 1.3.2.1, organic molecules which are packed in a crys-
talline order take up less space compared to an amorphous layer. Crystal-
lization of an amorphous layer inevitably leads to voids in the organic layer,
hence a breaking of the electrical path between the electrodes of the photo-
conductive sensor [10]. Note that for single layer depositions of TPD and
PTCBI on a bare glass substrate, crystallization only occurs in the TPD. To
develop a reliable photo-conductive sensor we investigated alternative or-
ganic materials for the HTL. In parallel we looked for encapsulation meth-
ods to protect the sensor from the environment, this issue is discussed in x
2-6 CHAPTER 2
Figure 2.5: A microscope image of a degenerated (crystallized) organic
photo-conductive sensor.
2.3.3. The search among the vast number of organic materials is facilitated
by setting some requirements ;
• The material should be sufficiently transparent in the visible spec-
trum (95%)
• The energy levels should be so that the exciton can spontaneously
dissociate at the interface of the HTL and EGL (x 4.2).
• The temperatures Tg and Tc of the material must be larger than the
values for TPD to avoid crystallization of the sensor under normal
operation and/or storage temperatures.
• p of the HTL should be sufficiently high to improve the conductivity
of the sensor.
Note that many of the available organic materials have not been fully char-
acterized in the literature, which complicates the search. Consequently the
search for alternative organic materials was, to some extent, a trial and error
process. Below I summarize the organic materials we examined, including
TPD and PTCBI. For each material I have listed the available characteris-
tics.
DESIGN 2-7
HTL materials
TPD
N,N’-bis(3-methylphenyl)-N,N’-bis(phenyl)-benzidine (TPD)
• CAS No. : 65181-78-4
• p = 10 3 cm2=V s [11]
• Tg = 62 C [12]
• HOMO =  5:8 eV to   5:5 eV
[13]
• LUMO =  2:3 eV to   2:6 eV
[13]
Figure 2.6: Molecular structure of
N,N’-bis(3-methylphenyl)-N,N’- bis
(phenyl)-benzidine.
TCTA
4,4’,4”-tris(carbazol-9-yl)triphenylamine
• CAS No. : 139092-78-7
• p = 3 x 10 4 cm2=V s [14]
• Tg = 150 C [12]
• Tc = 190 C [12]
• n = 1:718 [15]
• HOMO =  5:7 eV [16]
• LUMO =  2:3 eV [16] Figure 2.7: Molecular structure of
4,4’,4”-tris(carbazol-9-yl)triphenyl-
amine.
m-MTDAB
For 1,3,5-Tris[(3-methylphenyl)phenylamino]benzene (m-MTDAB) I was
unable to find the energy levels. I could however find the energy levels
of the derivative 1,3,5-tris(di-2-pyridylamino)benzene (TDAB). Since the
structure of TDAB is closely resembling that of m-MTDAB I assume that
the HOMO and LUMO levels are similar. For TDAB I could find a HOMO
level at  5:09 eV and a LUMO levels at  1:64 eV [17].
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• CAS No. : 138143-23-4
• p = 3 x 10 3 cm2=V s [12]
• Tg = 47 C [12]
• Tc = 85 C [12]
• Tsub = 180 C [12]
• n = 1.65 (@550 nm) [18] Figure 2.8: Molecular structure of
1,3,5-Tris[(3-methylphenyl)phenyl-
amino]benzene.
-NPB
N, N-Bis-(1-naphthalenyl)-N, N-bis-phenyl-(1, 1-biphenyl)-4, 4-diamine
(-NPB) is a derivative from TPD with a significantly higher glass transi-
tion temperature.  in the abbreviation indicates the position of the benzene
ring on the edges of the molecule, in -NPB the benzene rings are attached
closer to the nitrogen bond.
• CAS No. : 139255-17-7
• p = 7:64 x 10 4 cm2=V s [19]
• Tg= 95 C [20]
• HOMO =  5:2 eV to   5:6 eV
[21]
• LUMO =  2:4 eV [21]
Figure 2.9: Molecular structure of N,
N-Bis-(1-naphthalenyl)-N,
N-bis-phenyl-(1, 1-biphenyl)-4, 4-diamine.
MeO-TPD
N,N,N’,N’-tetrakis(4-methoxyphenyl)-benzidine (MeO-TPD) is a TPDmolecule
with a methoxyphenyl molecule attached to the para position of the outer
benzene rings.
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• CAS No. : 244260-36-4
• p = 10 3 cm2=V s [22]
• Tg = 330 C
• HOMO =  5:1 eV [23]
• LUMO =  1:8 eV [22] Figure 2.10: Molecular structure ofN,N,N’,N’-tetrakis(4-methoxyphenyl)-
benzidine.
The following three materials are advised by the company Sensient, the in-
formation about these materials is limited to what our contact at Sensient
could reveal.
ST 1248.S
4,4’-Bis(dihydro-dibenzo-azepine-1-yl)-biphenyl
• HOMO =  5:00 eV
• LUMO =  1:65 eV
• Tg = 108 C
ST 1693.S
2,7-Bis(N-phenyl-N-(4’-N,N-diphenylamino-biphenyl-4-yl))-9,9-dimethyl-
fluorene
• HOMO =  5:20 eV
• LUMO =  1:86 eV
• Tg = 152 C
ST 16/19.S
Polylarylamine Li 228
• HOMO =  5:48 eV
• LUMO =  1:89 eV
• Tg = 148 C
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EGL materials
The EGL material PTCBI is also frequently used in other applications, for
example organic photo-voltaic cells [24]. PTCBI is a stable organic ETL
and EGL exhibiting absorption of light in the visible part of the spectrum
(figure 2.11) with a maximum around 543 nm.
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Figure 2.11: The transmittance spectrum of a 20.7 nm PTCBI layer on a bare
glass substrate.
The low absorption of PTCBI in the blue and red spectrum gives the EGL
a purple-blue appearance. We have manufactured test samples using alter-
native EGL materials in order to improve the flatness of the transmission
spectrum. The alternative EGL materials are supplied by Sensient, their
order names are ST358.2 and ST637. The test samples with the alternative
EGL did not function well. An explanation for the failure is most likely a
bad band arrangement of the EGL with the HTL, this is explained in x 2.4.
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PTCBI
3,4,9,10-perylenetetracarboxylic bis-benzimida (PTCBI);
• n = 2:4 x 10 6 cm2=V s [25]
• Tsub = 461 C
• HOMO = -6.2eV [26]
• LUMO = -4.2 eV [26]
Figure 2.12: Molecular structure of
3,4,9,10-perylenetetracarboxylic
bis-benzimida.
Note that according to Dhegat et al. [27] the electron mobility of PTCBI is
a function of the order of the PTCBI molecules. The order of the PTCBI
molecules is namely determined by the material on which the layer is de-
posited. In the sensor we develop the orientation of the PTCBI molecules
is unknown.
2.3 Manufacturing of the organic sensor
Most of the sensor samples that are produced for the TARDIS project are
made in the clean room facilities of Ghent University. Despite the ab-
sence of dedicated organic deposition equipment I succeeded to manufac-
ture functional sensors using the standard high-vacuum deposition equip-
ment.
For the large demonstrators, and as a reference for the in-house produced
samples, we subcontracted the deposition and the encapsulation of the or-
ganic stack to the Fraunhofer Institute for Photonic Microsystems (Fraun-
hofer IPMS, Dresden).
In this section I explain in detail how the sensor samples are constructed. I
discuss patterning of the conducting layer on top of the substrate, deposi-
tion of the organic stack and encapsulation of the sensor.
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2.3.1 Patterning of electrodes
The test samples of the organic photo-conductive sensor are manufactured
on glass substrates which we order from Delta Technology, Precision Glass
& Optics or Colorado Concept Coatings. The substrates are selected on the
basis of the type of glass, size and conductivity of the ITO layer. As pur-
chased the substrates are uniformly coated with ITO on one side.
To define the electrodes of the photo-conductive sensor in the ITO layer we
have tried photo-lithography and laser ablation. A mechanical method to
define the finger patterns has too low resolution to be used for our applica-
tion.
2.3.1.1 Photo-lithography
Photo-lithography is the process where an optical source is used to create a
pattern in a solid layer, in this case a photo-lacquer. The photo-lithography
set-up (aligner) in the clean room at Zwijnaarde can perform lithography on
an area of 100mm x 100mm, with a resolution of approximately 1 m.
The light source is a mercury discharge lamp which emits UV light.
In the first step of the process a UV sensitive resin or photo-lacquer (S1818,
Microposit positive photo-resist) is deposited on the ITO side of a clean
substrate. The deposition is typically performed by spin-coating, with a
rotational speed of 4000 rpm during 60 seconds. After spin-coating the
sample is placed on a hot-plate, which is at a temperature of 90 C, to dry
during 2 minutes.
Next the substrate is placed on the aligner with the coated ITO layer up-
ward. A photo-lithography mask is aligned over the substrate and brought
into contact with the photo-lacquer. The mask contains an opaque image of
the interdigitated electrodes in tungsten (in contact with the photo-lacquer).
The exposure-time of the automatic shutter is set to 7.5 seconds and expo-
sure is initiated. During the exposure the UV light slides into place and
the automatic shutter performs the illumination. After illumination the sub-
strate is removed from the aligner to develop the photo-lacquer. The de-
velopment is performed by submerging the substrate in a base solution,
1:1 H2O:MicorDev, during 35 seconds. The solution dissolves the photo-
lacquer in the areas that are exposed to UV light during illumination.
Any residue of the development bath is removed by rinsing the substrate
with DI water. The substrate is blown dry with the nitrogen gun, and baked
in an oven at 120 C during 30 minutes to anneal the photo-lacquer. After
the photo-lithography the structured photo-lacquer forms a shield for the
etching process, protecting the layers underneath from being etched.
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To transfer the electrode pattern in the photo-lacquer to the ITO layer a wet
etching step is performed. The substrate is placed in a solution of 9M hy-
drochloride HCl which is at a temperature of 45 C. The HCl solution
dissolves the ITO layer anywhere there is no photo-lacquer. The duration
of etching is a function of the thickness of the ITO layer and the resolution
of the electrode pattern, typically it takes about 2 minutes. For high resolu-
tion patterns an ultrasonic bath is used to make sure that the etch solution
reaches the smallest photo-lacquer structures.
When the substrate is etched the photo-lacquer is removed from the sub-
strate by rinsing the sample in acetone and DI water. Next it is dried in an
oven at 100 C during 30 minutes.
Photo-lithography is a simple and fast method to define electrodes in the
ITO layer, however this method is error-prone.
Dust plays a huge part in the yield of photo-lithography. When a dust par-
ticle gets trapped in the photo-lacquer or on the mask, the dust particle is
developed and the ITO underneath is not etched. This can result in a short
between fingers of the interdigitated electrodes.
The probability that two interdigitated electrodes are shorted, scales with
the size of the finger pattern. Thus for small one inch test samples photo
lithography is a good method to pattern the ITO. For large finger patterns
on large area substrates however this technique is challenging.
2.3.1.2 Laser ablation
A more recent process to pattern the ITO coating of substrate is laser abla-
tion [28]. Laser ablation is a technique where a material is heated very
rapidly and locally by means of a high power laser. The rapid heating
causes strain in the material, and due to expansion the locally heated area
is pulverized.
The company Laserod incorporated (Torrance, California [29]) develops
direct laser patterning systems, which employ laser ablation as tooling.
Laserod also provides a Laser patterning service for ITO on glass sub-
strates. The resolution of the patterning system is limited to 10 m, the
maximum substrate size is limited by the range of the translation stage of
the system. The ablation process is typically performed with an ultra short
pulse laser to improve resolution and ablation depth [30].
In view of the realization of a large demonstrator for the organic photo-
conductive sensor, we have utilized the services of Laserod to pattern a
number of 100mm x 100mm substrates. The final demonstrator that is
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patterned by Laserod has a total area of 370mm x 470mm and contains a
matrix of 8 by 10 photo-conductive sensors (intended for a 21" display).
The first batch of 100mm x 100mm substrates clearly shows where the
laser ablation removed the ITO. The tooling marks are visible because the
laser had not only cut through the ITO layer, but also into the glass which
caused scattering of light. To determine the damage of the laser ablation
we measured the depth of the tooling cut with a WYKO NT3300 profiling
system. To enhance the measurement, the substrate is cleaned and coated
with a 20 nm thick chromium layer by means of e-gun evaporation. Figure
2.13 shows the measured profile of a patterned substrate (Corning Eagle
XG® 30 nm ITO).
Figure 2.13: A profile measurement of a ITO coated substrate which is patterned
by Laserod. Left image shows a top view of the measured region, the right image
is a cross-section along the blue line in the top view.
The cross-section image shows that the ablation laser has cut deeper than
300 nm into the substrate. Considering that the ITO layer is typically
30 nm to 65 nm thick, the ablation process has cut through the ITO layer
and removed part of the glass substrate.
This excessive ablation causes a number of undesirable side effects;
• The photo-conductive sensor is no longer a lateral device, the organic
stack follows the contour of the ablated crater. Consequently the
electric field is no longer uniform in the organic stack, which can
cause unexpected electrical behaviour.
• When this type of ablation is performed on a soda lime substrate, also
the passivation layer is penetrated. In regions where the passivation
layer is removed, ions of the Soda Lime glass can interfere with the
electrical functionality of the sensor.
• The craters which are left by the laser ablation have dimensions of a
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few hundred nanometers, thus in the order of the visible wavelengths.
This type of structured resolution causes scattering of the transmitted
and reflected light, making the patterning lines well visible. This is
undesired for an imperceivable sensor.
According to Kuang et al. [31] ablation of the ITO layer without damag-
ing the glass substrate is possible. On our request Laserod investigated the
impact of the different parameters which influence the ablation depth. The
parametric tests were performed on a Corning Eagle XG® substrate with an
ITO coating of 65 nm (Rsq = 60 
) from Colorado Concept coatings. Fig-
ure 2.14 shows a profile measurement of laser pattering with the improved
parameters.
Figure 2.14: A profile measurement of a patterned ITO layer using optimized
parameters for the ablation. Top view (Left), cross section (Right).
Note that the electrode pattern in the ITO, that is obtained with ablation
with the optimized parameters, is not observable with the naked eye. The
measurements show that the depth of the crater is smaller, but there is still
room for improvement.
The direct laser patterning of Laserod is a flexible method which can achieve
high yields. The procedure is less laborious compared to photo-lithography,
with less room for human error and no need for expensive masks. Draw-
backs of direct laser patterning are the low speed compared to photo-lithography
and the rather low resolution.
2.3.2 Deposition of organic Layers
The active region of the photo-conductive sensor consists of an organic
stack deposited on top of the interdigitated ITO electrodes. Each organic
layer in the stack is amorphous and has a thickness ranging from a few to
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tens of nanometers. As mentioned in x1:2:2 there are two ways to deposit
organic materials, from a solution or from a vapour phase.
2.3.2.1 Deposition from a solution
Solution-based deposition of organic materials is typically applied to make
thicker layers, at least a few tens of nanometers. The thickness of the de-
posited layer is determined by the concentration of the used solution and
the deposition parameters. Note that with solution-based deposition, an ac-
curately doped layer is produced by doping the solution. The deposition of
a single organic layer is performed in three steps;
1. Prepare a solution of the organic material in a suitable solvent. For
most of the deposition techniques the viscosity of the solution deter-
mines the thickness of the resulting layer. For the production of a
doped layer, a dopant is added to the solution in the desired concen-
tration.
2. The deposition of the solution is performed by one of many known
techniques; drop-casting, spin-casting, doctor-blading, slot-casting,
printing, dip-coating, ect... The thickness of the deposited film is a
function of the parameters of the selected technique.
3. The solvent in the deposited solution is evaporated to obtain a thin
organic layer.
The solution based deposition techniques are low cost, they can be per-
formed in atmospheric conditions or in a glove box (when the organic com-
pounds are sensible to moisture or oxygen). Evidently it is essential that
the material which is to be deposited is soluble.
A drawback of the solution-based deposition methods is the difficulty to
manufacture multiple layers on top of each other. Typically the solvents
used to dissolve the organic materials are universal. Consequently the sol-
vent that is used to make the solution to deposit a second layer is most likely
to dissolve the material of the first layer.
Consequently the solution-based deposition methods are not suitable for
the manufacturing of the photo-conductive sensor, as it consists of at least
two layers. We have attempted to manufacture a single layered photo-
conductive sensor by depositing a blend layer of HTL and EGL material.
The HTL materials of x 2.2.2.2 appeared all soluble in common solvents
like tetrahydrofurane, dichloroethane, dimethyl sulfoxide, etc... Alas a sol-
vent for PTCBI is not yet found, hence the deposition solution for the blend
layer could not be made.
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2.3.2.2 Deposition from a vapour
The deposition of organic materials from a vapour is typically performed
at a high or an ultra-high vacuum. The organic material is sublimated by
thermal heating and deposited on the substrate either directly (in the line-
of-sight) or by means of a inert carrier gas (typically argon or nitrogen).
With vapour-phase deposition all small molecule organic materials can be
deposited, the conductive polymers dissociate before they sublimate.
An organic layer which is deposited from a vapour phase is typically very
pure and uniform. The thickness of such an organic layer can be mon-
itored during the deposition, with an accuracy of approximately 0:1 nm.
Deposition from a vapour phase allows the deposition of multiple organic
materials on top of each other, forming an organic stack.
The vacuum depositions that I performed in the clean room in Zwijnaarde
are made with an Oerlikon UNIVEX 450 coating system. Our coating sys-
tem has the ability to evaporate materials from two thermal sources and
one e-gun source with four targets, it is however not specifically designed
to evaporate organic materials (figure 2.15).
Figure 2.15: A schematic overview of the Oerlikon UNIVEX 450 coating system.
Nevertheless I used the thermal sources to evaporate organic materials and
the results are satisfying. The procedure I follow to deposit a double layered
photo-conductive sensor is described below;
• A clean substrate with interdigitated ITO electrodes is placed on the
substrate holder of the vacuum clock with the electrodes facing down,
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and blocked from the sources by the blocking plate. A few milligram
of the organic materials for the HTL and EGL are loaded into cru-
cible one respectively two. The crucibles consist of Al2O3 coated
tungsten.
• The vacuum chamber is closed and the pressure lowered to a high
vacuum, approximately 10 6 mbar.
• When the high vacuum is reached, the organic materials can be de-
posited. An electric current is passed through the crucibles of the ma-
terials we like to deposit. The crucible is heated by the Joule effect.
The organic material in the crucible sublimates when Tsub is reached.
Note that the deposition measured with the monitoring crystal.
• If the deposition rate is stable, the substrates are exposed to the vapour
of the organic material. The exposure is achieved by rotating the sub-
strate holder so that the substrates are positioned above a hole in the
blocking plate. The organic vapour condenses on all surfaces which
have a temperature lower than Tsub.
• The thickness of the deposited layer is measured by the monitoring
crystal. When the required thickness is reached, the substrate holder
is rotated so that the substrates are obscured again by the blocking
plate. The current through the crucible is brought to zero and the
crucible is left to cool down.
• The deposition steps are repeated until the required organic stack is
obtained.
• Finally the vacuum chamber is brought to atmospheric pressure so it
can be opened to remove the substrates.
The photo-conductive sensors are loaded and unloaded in an air environ-
ment. The samples which are outsourced for deposition to IPMS Fraun-
hofer are unloaded from the deposition unit into an inert gas, for exam-
ple nitrogen. Unloading of the samples in nitrogen is better, often organic
semiconductors are very sensitive to the oxygen and the moisture which are
present in air.
An Inficon controller measures the mass of the material which is deposited
on the monitoring crystal. The total deposited thickness and the deposition
rate are calculated by means of the properties of the source material (the z-
ratio and the density) and a tooling factor. For organic materials the z-ratio
nor the density are known. This minor issue is solved by calculating an
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appropriate tooling factor based on a thickness measurement. The tooling
factor compensates the results which are calculated by the Inficon (on the
crystal) to the measured thickness (on the monitoring crystal) for a given
configuration.
To calculate a tooling factor for a given organic material, a deposition of a
t = 100 nm thick layer is made on a bare glass substrate. The settings for
the deposition are; z-ratio=1, density=1 and tooling factor= 100%. After
deposition the actual deposited thickness x of the organic layer is measured
with the WYKO profiling system. The ratio between the actual thickness
x and the thickness calculated by the Inficon t is the tooling factor xt 100%
which can be used in following depositions.
2.3.3 Encapsulation
Many organic semiconductor materials which come into contact with oxy-
gen [32] or moisture [33] will degenerate, losing their semiconducting prop-
erties. To protect the fragile organic stack it is typically encapsulated using
a bare glass substrate as a cover glass. Two methods to encapsulate are
investigated in the TARDIS project; cavity encapsulation and glue encap-
sulation
2.3.3.1 Cavity encapsulation
At IPMS Fraunhofer, substrates on which an organic stack is deposited are
unloaded from the vapour deposition system into an encapsulation unit.
The atmosphere of the encapsulation unit is pure nitrogen to protect the or-
ganic stack from moisture or oxygen.
The substrate is placed on a flat surface with the organic stack facing up.
Getters1 are placed on the substrate in-between the photo-conductive sen-
sors. The function of the getters is to capture any remaining moisture or
oxygen after encapsulation of the device. A bare glass substrate is etched
over an area equal to the size of the organic stack, except for narrow circular
areas which act as spacers. The etched cover glass is placed with the etched
side on the substrate, creating a nitrogen filled cavity above the organic
stack. A UV curable glue is applied to all the edges of the cover glass, seal-
ing the cavity from the surrounding atmosphere. The glue is cured while
obscuring the organic stack from the UV light to prevent degradation. After
encapsulation the device is brought into air.
1A typical getter material is CaO
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2.3.3.2 Glue encapsulation
Later in the project I developed an alternative manner to encapsulate the
sensor samples using simply glue and a cover glass. The objective was to
avoid spacers and getters in the final uniformity sensor. As a bonus of my
encapsulation method, the transparency of the sensor increased due to a re-
duction of the number of air/glass and glass/air interfaces.
For the encapsulation with glue, the freshly deposited substrate is placed on
a flat surface with the organic stack pointing up. The ITO electrodes on the
side, to contact the interdigitated electrodes, are covered with electrical tape
to protect them from contamination. A bare glass substrate that serves as
cover glass, is covered with a layer of UV curable glue (Norland 68). The
cover glass is placed on the substrate, with the glue facing down, touching
one side of the substrate first in order to reduce the number of air bubbles.
The cover glass is pressed down on the substrate to make the glue layer
thin and reduce air bubbles. The glue is cured using an Omnicure S1000
UV source during 10 minutes. The curing time is more than required by
the specifications of the glue, but the excessive curing is essential to ensure
that the glue is fully cured. If uncured glue remains on the substrate, the
remaining chemicals can interact with the organic stack.
Typically an organic stack which is deposited on interdigitated ITO elec-
trodes, follows the contour of those electrodes. An additional advantage of
the glue encapsulation is that the UV curable glue levels out the raggedness
of the organic stack, hence the photo-conductive sensor is less perceivable.
The glue encapsulation is used to manufacture samples in-house and for the
final 21" inch demonstrator.
2.4 Working principle of the organic
photo-conductive sensor
In an inorganic photo-conductor, free charge carriers are generated through
photon-induced excitation of electrons. Photon induced excitation is the
mechanism where an electron gains energy through the absorption of a pho-
ton, and is promoted from the valence to the conduction band. The increase
of the electron density in the conduction band improves the conductivity of
the photo-conductor.
For the organic photo-conductive sensor, the working principle is different.
Figure 2.16 illustrates the different steps that lead to an improved conduc-
tivity of the organic photo-conductive sensor.
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Figure 2.16: Illustration of the working principle of the organic photo-conductive
sensor; (1) generation of the exciton, (2) diffusion of the exciton, (3) the
charge-transfer state and (4) free charge carriers.
When a photon is absorbed by an organic molecule of the EGL (step 1),
that molecule becomes excited (a valence electron is promoted to a higher
molecular orbital). An excited molecule is in fact a host for a strongly
bound electron-hole pair or exciton. Due to the high binding energy of the
exciton in PTCBI (EB  0:9 eV at 500 nm [34]) it is unlikely that spon-
taneous dissociation into free charge carriers occurs. In the EGL excitons
diffuse (step 2) under the influence of the inhomogeneous exciton density
distribution.
If an exciton reaches the EGL/HTL interface (step 3), the hole moves to
the HOMO level of the HTL and the electron moves to the LUMO level of
the EGL. The exciton at the the EGL/HTL interface is transformed into the
charge-transfer (CT) state [35]. In the CT state, the hole in the HTL remains
bound to the electron in the EGL by means of Coulomb forces [36]. Note
that the probability for the CT state to dissociate into free charge carriers is
close to unity [37].
The dissociated charge carriers in the HTL and the EGL are free charge car-
riers (step 4) and improve the conductivity of the photo-conductive sensor.
A detailed discussion on the propagation of excitons and charge carriers is
found in chapter 4.
2.5 Visibility of the sensor
The healthcare division of Barco develops displays which are used by physi-
cians to diagnose. Needless to say that the projected image should be ob-
served by the physician as accurately as possible. The transparent organic
photo-conductive sensor we developed in the TARDIS project is meant to
be placed in-between the physician and the perfect image. Therefore we
must make sure that the sensor transmits the projected image free of any
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type of aberrations.
The organic stack of the sensor does not cause aberrations, it is uniformly
deposited on the substrate. A uniformly deposited film can only causes
a reduced total transmittance. The ITO electrodes on the other hand, can
cause an aberration, they are patterned and have a different refractive in-
dex than their surroundings (n = 1:75). Due to the different refractive
index the transmittance is different for a region with ITO compared to a
region without ITO. The patterning of the ITO, especially in case of a peri-
odic structure (ex. finger pattern), can also make the ITO more visible, for
example through the sensitivity of the human eye to straight lines [38] or
Moire´ interference with the periodicity of the display pixels.
To reduce the visibility of the ITO electrodes we improved the design of
the interdigitated electrodes in four area’s:
• We design the ITO electrodes so that they no longer have any straight
edges by randomizing the edges. In this process we keep the gap be-
tween the fingers constant and we lose the periodicity of the interdig-
itated pattern.
• The sensors are oriented so that the fingers make an angle of 45
with the horizontal. Under this angle the lines that the fingers make
are even less visible.
• In-between the sensors we place dummy ITO patches (floating elec-
trodes), in this way the uniformity of the transmittance is improved.
• The refractive index difference between the ITO and its surrounding
is reduced by encapsulating the sensor with glue (x 2.3.3.2). The glue
has a refractive index of n = 1:56 and fills the voids between the ITO
electrodes, as such the abrupt changes in the refractive index are re-
duced.
The final demonstrator shows no aberration of the projected image by the
electrode pattern, it is even impossible to perceive an electrode or a sensor
in reflection.
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2.6 Conclusion
The transparent organic photo-conductive sensor has an in-plane architec-
ture, it consists of two interdigitated ITO electrodes covered with an organic
stack. The materials that compose the transparent photo-conductive sensor
are selected in function of the specifications; highly transparent, stability
and cost price.
To make a transparent photo-conductive sensor we use conventional clean
room processes such as; substrate cleaning, lithography, etching, thermal
evaporation and UV curing. For the patterning of the ITO electrodes we
have explored benefits and drawback of laser ablation. Laser ablation has
a high yield, especially for the finger patterns, but is more expensive com-
pared to lithography.
To protect the organic stack of the sensor an encapsulation method with a
nitrogen cavity is used for the early samples. Later in the TARDIS project
I have developed an encapsulation using UV curable glue on top of the or-
ganic stack, avoiding the additional glass air interfaces in the cavity and
improving the total transmission of the device.
The working principle of the organic photo-conductive sensor is based on
photon induced excitation of the EGL molecules. The excited state diffuses
toward the interface between the EGL and HTL where it dissociates in free
charge carriers. The free charge carriers contribute to the conductivity of
the photo-conductive sensor.
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3
Electro-optical measurements
3.1 Introduction
To make a highly transparent photo-conductive sensor which can measure
a wide range of luminance intensities is contradictory. The low intensity
levels are only measurable when a sufficient amount of light is absorbed,
which is easier when the sensor is opaque. However, in the TARDIS project
we found a good compromise between the sensitivity and the transparency
of the sensor.
In section 3.2 of this chapter I summarize a number of electro-optical mea-
surements that demonstrate the functionality of the photo-conductive sen-
sor. In particular a local illumination experiment is presented to investigate
the occurrence of a space charge region (x 3.2.4). The analysis of different
measurements is made in the discussion section 3.3. In section 3.4 I discuss
the stability of the sensor.
3.2 Measurements
The purpose of the photo-conductive sensor, is to measure the intensity of
light that passes through the device. In this section I present electrical and
optical measurements which are performed on a number of sensor samples
that are produced during the TARDIS I and the TARDIS II projects. The
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sensor samples consist of two interdigitated ITO electrodes of which the
width of the fingers l and the width of the gap between the fingers w varies
from sample to sample. The total sensor length L is defined by the number
of gaps and the length of one gap, as mentioned in x 2.2.1. Some of the
samples have been manufactured by a subcontractor, others are produced
in-house. Details about each tested sample is presented prior to the mea-
surement.
3.2.1 Current as a function of voltage
The resistivity of the photo-conductive sensor is a function of the illumi-
nance, therefore we measure the current through the sensor as a function of
the applied voltage I(V ). We repeat the I(V ) measurement for a number
of constant illuminances.
The set-up to measure the I(V ) curve consists of a sensitive current meter
(Keithley 6485 PicoAmpMeter) connected to the device under test (DUT)
and a constant voltage source (Keithley 2425 SourceMeter). The DUT is
placed on top of an LED back-light and illuminated through the substrate.
The intensity of the emitted light is controlled by a constant current source
(Keithley 220). The LED back-light consists of an array of white LED’s
in a reflective cavity covered with a thick diffuser. The construction of the
back-light ensures a quasi Lambertian and uniformly emitting surface. The
luminance of the back-light is measured using a Chroma 5 Colorimeter (X-
Rite) which is placed on top, next to the DUT.
To perform measurements rapidly and to reduce human error, I developed
a LabView program to control the equipment. The program operates the
constant voltage source, the current source and the current meter via a gen-
eral purpose interface bus (GPIB) (IEEE-488), the Chroma 5 Colorimeter is
connected via USB. The timing between the application of a voltage and the
measurement of the current is orchestrated via an interrupt link, connecting
the SourceMeter and the PicoAmpMeter. The interrupt link ensures cor-
rectly performed and fast I(V ) measurements.
In the first measurement the DUT consists of a finger pattern with dimen-
sions l = 80 m, w = 20 m and L = 2384mm and an organic stack
of 40 nm m-MTDAB (HTL) and 10 nm PTCBI (EGL). The sensor is en-
capsulated with an etched cover glass, sealed with UV curable glue at the
sides. The cavity is filled with nitrogen and contains CaO getters to absorb
oxygen or moisture. This sensor is manufactured by subcontractors; the
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lithography is carried out by Naranjo substrates (Groningen, The Nether-
lands); the deposition and encapsulation of the organic stack is performed
by IPMS Franhofer (Dresden, Germany).
Figure 3.1 shows an I(V ) measurement carried out under four luminance
levels Lv: < 1 cd=m2 (dark current), 61:93 cd=m2, 203:53 cd=m2 and
309:45 cd=m2. During the measurement the voltage across the sensor is
increased from 0 V to 10 V with increasing step size.
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Figure 3.1: The I(V ) curves of a photo-conductive sensor under four
illuminances.
The curves in figure 3.1 show the I(V ) curve of the sensor for positive volt-
ages. Since the architecture of the sensor is symmetric, we expect that the
behaviour is the same when the polarization of the electrodes is reversed.
The symmetry of the I(V ) curve is verified by measuring the same sensor
for positive and negative voltages.
Figure 3.2 shows the symmetry measurement where the applied voltage is
varied from 0 V to 5 V to  5 V and again to 0 V . The measurement is
performed for two Lv; < 1 cd=m2 (dark current) and 300 cd=m2.
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Figure 3.2: A forward-backward voltage sweep to verify the symmetry of the
I(V ) measurement. The measurement is performed for two illuminances.
3.2.1.1 Role of the organic stack
The organic stack is the active part of the photo-conductive sensor, the
thickness and sequence of the organic materials has a direct impact on the
performance of the device.
At the end of the TARDIS I project (dec 2010), four large demonstrators
have been manufactured by our subcontractors, to investigate the impact
of the organic stack. Each demonstrator consists of a 20 cm x 20 cm float
glass substrate supporting a matrix of 6 x 6 sensors. Each sensors con-
sists of two interdigitated ITO electrodes, with dimensions l = 80 m,
w = 20 m and L = 2384mm. The electrodes of the sensors are accessi-
ble at the edge of the substrate, one independent electrode for each sensor
and one electrode common with adjacent sensors. The lithography for the
electrode pattern has been performed by Naranjo substrates (Groningen,
The Netherlands).
Each of the four demonstrators is coated with a different stack of organic
materials, table 3.1 gives a summary of the four demonstrator stacks.
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Four organic stacks
S1 40 nm m-MTDAB / 5 nm PTCBI
S2 40 nm m-MTDAB / 10 nm PTCBI
S3 100 nm m-MTDAB / 10 nm PTCBI
S4 40 nm m-MTDAB / 10 nm PTCBI /40 nm m-MTDAB
Table 3.1: The organic stack for each of the four demonstrator samples.
The deposition of the organic stack and the encapsulation (with a cavity
and getter material, x 2.3.3) of the sensors is performed by IPMS Fraun-
hofer (Dresden, Germany).
On each demonstrator, a number of sensors are tested by measuring their
I(V ) curve for different luminance levels of the back-light. A few of the
sensors are damaged, as they exhibit a short circuit current between both
electrodes (probably due to an error in the lithography). The variation be-
tween the I(V ) curves for sensors on the same demonstrator is relatively
small.
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Figure 3.3: The average I(V ) curves (full line) and the standard deviation (error
bars) for measurements of the sensors on demonstrator S2 at four illuminances.
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The variation between I(V ) measurements on S2 is shown in figure 3.3,
the line represent the average I(V ) curves and the error bar represent the
standard deviation between the I(V ) measurements (except seven broken
sensors). Note that the standard deviation increases for higher illuminances.
When we compare the I(V ) curves of sensors from different demonstrators,
the differences are larger than the standard deviation. Figures 3.4 & 3.5
show the I(V ) curves under illumination respectively in the dark, for one
representative sensor on each of the four demonstrators.
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Figure 3.4: The I(V ) curves of the four demonstrators at an luminance of
approximately 325 cd=m2.
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Figure 3.5: The dark current as a function of voltage for the four demonstrators.
3.2.1.2 Photo-sensitivity
The I(V ) measurements are performed for a number of luminance levels
Lv. Note that Lv of the back-light is measured prior to each I(V )measure-
ment. This allows us analyse the I(V ) curves as a function of the luminance
Lv, or the photo-sensitivity of the sensor.
The simplest way to present the photo-sensitivity is to plot the current
through the sensor (at a fixed voltage) as a function of Lv. Note how-
ever that we must take into account the shape of the I(V ) curve and that
the transition voltage Vt is also a function of Lv. Thus if we want to study
the photo-sensitivity of a sensor at a voltage V , we should make sure that
V remains either above or below Vt for each Lv.
Figures 3.6 & 3.7 show the photo-sensitivity I(Lv) of the demonstrators
(table 3.1) on a double logarithmic scale. The I(Lv) curves shown are
measured below Vt (figure 3.6, at 0:2 V ) and above Vt (figure 3.7, at 10 V ).
Note that the continuous lines drawn through the data points in the various
photo-sensitivity curves are power-law function fits.
The I(V ) curves of figure 3.1 show that also Vt is a function of the lu-
minance level Lv. To obtain a well defined value for Vt, I calculate the
intersection between the linear regressions of the measurement data at low
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voltages and at high voltages. The results of the calculations are shown in
figure 3.8.
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Figure 3.6: The photo-sensitivity of the demonstrator samples at 0:2 V , a voltage
below Vt.
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Figure 3.7: The photo-sensitivity of the demonstrator samples at 10 V , a voltage
above Vt.
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Figure 3.8: The transition voltage Vt as a function of the luminance Lv for the
four demonstrators.
3.2.2 Time-dependent measurements
The negative currents in some of the I(V ) measurements for positive volt-
ages suggest that there are charge carrier traps present in the organic mate-
rials [1], in particular at the HTL/EGL interface [2]. A trap which captures
a charge carrier prevents that carrier to take part in the current, and creates
a space charge which shields the applied potential.
A known method to detect the presence of traps is to measure the step
response of the current as a function of time I(t). I made a set-up to
perform the I(t) measurement in a controlled manner. This time to mea-
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sure the current I place the sensor in series with a current-voltage amplifier
(Stanford Research Systems SR570). The voltage across the sensor and
current-voltage amplifier is applied using an arbitrary wave generator (Tek-
tronix AFG5101). The signal of the arbitrary wave generator and of the
current-voltage amplifier are measured using a digital oscilloscope (Tek-
tronix TDS540A). The set-up to illuminate the DUT is the same as used for
the I(V ) measurement, the LED back-light driven by the current source
(Keithley 220). The luminance Lv of the LED back-light is measured with
a Chroma 5 Colorimeter (X-Rite), placed next to the DUT.
The application of a voltage signal and the illumination need to be syn-
chronized with the current measurement, this timing is organized via a data
acquisition card (National Instruments USB 6212). The data acquisition
card is connected to the external trigger input of the arbitrary wave genera-
tor, the current source (for the LED back-light) and the oscilloscope. Figure
3.9 shows a schematic overview of the measurement set-up.
Figure 3.9: Measurement set-up for time dependent measurements.
I have written a LabView program to control the timing of the equipment,
carry out the I(t)measurement and process the results. The timing applica-
tion of the main program makes it possible to determine the sequence of the
light and voltage source, to measure the response of either a voltage step or
an illuminance step. The DUT presented here consists of a finger pattern
with dimensions l = 80 m, w = 20 m and L = 2384mm, the lithog-
raphy is performed in-house. The organic stack, 40 nm m-MTDAB and
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10 nm PTCBI, is deposited and encapsulated by IPMS Franhofer (Dres-
den, Germany).
3.2.2.1 Voltage step
The response of the current to a step in the applied voltage at t=0 is mea-
sured as a function of time. The applied voltage signal that I use has the
shape of a pulse with a magnitude of 2 V and a duration of 40ms. The
settling time of the arbitrary wave generator is a few microseconds, the
resolution of the measurement is 10 s. The experiment is conducted for
two illuminances; in the dark and at a back-light luminance of 400 cd=m2.
Figure 3.10 shows the results of the voltage step response.
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Figure 3.10: Time-dependent measurement of the current as a response to the
application of a pulse-shaped voltage signal. The measurement is performed at
 400 cd=m2 and in the dark .
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3.2.2.2 Illuminance step
A measurement of the Illuminance step response is performed by chang-
ing the timing parameters of the set-up. The voltage now remains constant
while the light source is switched on and then off. The measurement is per-
formed for two back-light luminance levels at two different voltage levels.
Figure 3.11 shows the current as a function of time at the falling edge of
the light pulse.
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Figure 3.11: The I(t) curves at the falling edge of a light pulse with an amplitude
of Lv  560 cd=m2 and Lv  80 cd=m2. Both luminance levels are measured at
a voltage level of 0:1 V and 10 V .
3.2.3 Spectral sensitivity
The sensitivity of the photo-conductive sensor is a function of the amount
of light that is absorbed by the EGL. Assuming that only the EGL ab-
sorbs light which forms charge carriers, the spectral sensitivity of the sensor
should match the absorption spectrum of the EGL (PTCBI).
To verify this assumption I constructed a set-up that measures the spectral
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sensitivity of the photo-conductive sensor. In the set-up the performance of
the photo-conductive sensor is measured using the I(V ) measurement set-
up (x 3.2.1). The illumination of the sensor is, for the spectral sensitivity
set-up, provided by a Xenon discharge lamp (Hamamatsu L2195, 150W )
that is focused and passed through a monochromator (Spectral products,
Digikro¨m DK240). The Xenon lamp is powered with a Hamamatsu C7535
high voltage source. The DUT is placed at the output of the monochro-
mator where it is illuminated with a monochrome beam of light. A black
cloth placed over the set-up to shield the DUT from parasitic light. Note
that the intensity of the monochrome light bundle is very low. A detectable
intensity level is obtained by setting the input slit of the monochromator to
2mm. Consequently the input light beam is rather wide, and since it is not
collimated, the line width of the transmitted light is rather broad.
I developed a LabView program to adjust the wavelength of the monochro-
mator and subsequently perform the I(V ) measurement.
I measured the spectral sensitivity for a DUT of which the finger pattern is
produced by Laserod (l = 173 m and w = 15 m). The deposition of the
organic stack and the encapsulation are performed in-house. The organic
stack consists of 80 nm m-MTDAB and 10 nm PTCBI, the encapsulation
is in accordance with x 2.3.3.2.
One hour prior to the measurement, the Xenon lamp is turned on so it can
stabilize. When the lamp is stable, the I(V; ) curve is measured for wave-
lengths  between 400 nm and 800 nm in steps of 10 nm, and voltages V
from 0 V to 10 V .
A shutter is placed at the entrance of the monochromator and the mea-
surement is repeated to obtain the dark current IDark(V; ) for each wave-
length. The spectral sensitivity is quantified by the On/Off ratio R(V; ):
R(V; ) =
I(V; )  IDark(V; )
IDark(V; )
(3.1)
The spectral response R(V; ) is plotted as a function of the wavelength,
and for three applied voltages, in figure 3.12. The absorption spectrum
of the EGL(PTCBI) is measured with a photo-spectrometer (Perkin Elmer,
Lambda 35). The measured sample is a bare glass substrate with a sin-
gle layer of 20:7 nm PTCBI, the measurement of a bare glass substrate is
used as a reference. The thickness of PTCBI is measured with an optical
profiling system (WYKO, NT3300). The absorption spectrum of PTCBI is
shown in figure 3.13.
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Figure 3.12: The spectral sensitivity R(V; ) as a function of the wavelength for
three voltages; 1:49 V , 3:87 V and 9:59 V .
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Figure 3.13: The absorption spectrum of a 20:7 nm thick PTCBI layer.
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3.2.4 Local illumination experiment
The shape of the I(V ) curve (x 3.2.1) suggests there is a charge being built
up in the active region of the sensor. I studied the charge distribution in the
organic stack between the ITO electrodes by means of a local illumination
experiment.
A local illumination of the photo-conductive sensor generates a small re-
gion where the charge carrier density is increased via additional exciton
generation. When the hole density and the electron density are equal in
the illuminated region, both recombination and conductivity are enhanced.
As a net result the current is only slightly increased. In the space charge
region however, one of the charge carriers is absent and the electric field is
high. When additional charge carriers are generated (resulting from exci-
tons generated by the local illumination), they immediately drift apart due
to the high electric. The recombination increases only a little due to the
unbalance between the hole density and the electron density. As a result
nearly all additionally generated charge carriers are collected. The current
through the photo-conductive sensor is thus higher when the local illumi-
nation excites a space charge region compared to a region in equilibrium
(n = p).
To maximize the effect of the local illumination experiment, I designed a
dedicated pair of electrodes for the DUT. This electrode pattern consists
of two parallel electrodes with dimensions l = 80 m, w = 20 m and
L = 10mm. The mask for the electrode pattern is shown in figure 3.14.
Note that the length L of the sensor can be reduced to 1mm by mechan-
ically (with a diamond pen) breaking the loop in the top electrode. This
feature has been planned in the design, in case the effect of the local illu-
mination would be too small.
Figure 3.14: Electrode pattern of the DUT which is designed for the local
illumination experiment.
The DUT is manufactured entirely in-house as well as the encapsulation is
with glue (x 2.3.3.2). The organic stack of the sensor consists of 40 nm
m-MTDAB and 10 nm PTCBI.
In the local illumination set-up the DUT is placed on the sample stage of a
microscope (Nikon, Ti Eclipse). The electrodes of the sensor are connected
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via two gold needles with the voltage source and the ampere meter in the
same way as for the I(V )measurements (x 3.2.1). The microscope is on an
optical table on which the light beam for the local illumination is generated,
an illustration of the optical set-up is shown in figure 3.15.
Figure 3.15: Illustration of the optical set-up to condition the local illumination.
The light source we use is a 5mW laser diode (Thorlabs, L635P005) with
a centre wavelength of 635 nm. The intensity profile of the laser diode is
Gaussian. The diameter of the laser beam is expanded 24 times, to approx-
imately 2:5mm. The expanded beam is passed through a cylindrical lens,
we obtain an elliptical light bundle which is parallel in one plane and diver-
gent in the orthogonal plane. The elliptical light bundle is passed through
a lens pair in telescope arrangement (magnification M = 2). In the focal
plane of the telescope, the Fourier image is formed, this image is projected
on the DUT. A diaphragm is placed in the focal plane of the telescope to
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control the length of the laser line. To minimize the loss of light due to
the divergence of the elliptical bundle, the light is passed through a num-
ber of telescope arrangements (M = 1) onto the back focal plane of the
20x objective of the microscope. The elliptical bundle is coupled into the
microscope via a dichroic beam splitter (Semrock), located in the second
filter block. The dichroic beam splitter is highly reflective for 635 nm,
but transparent for other wavelengths. This way the CCD-camera, located
underneath the second filter block of the microscope, still receives a good
image of the sample.
The 20x objective projects the laser line onto the sensor sample, in the fo-
cal plane the laser line is 1mm long and approximately 1 m wide. The
orientation of the laser line is adjustable by rotating the cylindrical lens.
The location of the laser line xlaser in-between the electrodes is controlled
by moving the sample stage of the microscope perpendicularly to the elec-
trodes. Note that in addition to the local illumination, the sample is also
illuminated by the condenser light of the microscope. When the DUT is
illuminated with the condenser light, the transition voltage Vt is approxi-
mately 3:5 V .
A Labview program is written to conduct the local illumination experi-
ment; control the microscope stage and measure the current through the
DUT as a function of the position I(xlaser). Prior to the experiment the
laser line is positioned above the anode and aligned with the electrode edge
(xlaser = 0). When the program starts, the voltage source is set to a pre-
determined constant voltage and the microscope stage is shifted so that the
laser line is shifted from above the anode to above the cathode in steps of
1 m. At each position the current through the sensor is measured with and
without illumination by the laser line. The on/off switching of the laser line
is made possible by controlling the position of the dichroic mirror in the
second filter block of the microscope. When the dichroic mirror is removed
from the optical path, the laser line is absorbed in the second filter block.
As a result of the local illumination experiment we obtain the current as a
function of the position of the laser line I(xlaser). The I(xlaser) curves for
applied voltages of 1:5 V , 3 V , 6 V and 9 V are presented in figure 3.16.
Note that xlaser = 0 m corresponds to a laser line illumination on the
edge of the anode, and at xlaser = 20 m the cathode is illuminated.
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Figure 3.16: The I(xlaser) curves for an applied voltage of 1:5 V , 3 V , 6 V and
9 V . Note the full and empty markers represent the current without respectively
with illumination by the laser line.
3.3 Discussion
The measurements of the photo-conductive sensor in x 3.2 and 3.2.4 show
many device specific properties. The interpretation of the measurements,
and the relation between them, is presented in this section.
3.3.1 The current-voltage relation
The I(V ) measurements (figure 3.1) show that the current through the or-
ganic photo-conductive sensor is relatively small (nA range) and depends
on both the applied voltage V and the luminance Lv of the back-light.
Note that since the sensor is placed directly on a quasi Lambertian emit-
ter Ev  Lv.
The architecture of the photo-conductive sensor (figure 2.1) shows that only
the HTL is in contact with the ITO electrodes. The HTL materials we use,
typically have a HOMO of   5 eV and a LUMO of   2 eV , the work
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function of ITO is between  4:7 eV and  4:3 eV [3]. Thus the injection
of electrons from the ITO into the HTL has to overcome an energy barrier
of  2:5 eV , for holes the energy barrier is only  0:5 eV . There is no
noticeable turn-on voltage in the I(V ) curves.
The shape of the I(V ) curves in figure 3.1, is typical for our sensors. Each
I(V ) curve consists of two linear regions separated by a transition voltage
Vt. For low voltages (V < Vt) the slope of the linear curve is relatively
steep, it represents a relatively low resistance R. At Vt the initial steep
slope evolves into a more modest slope for higher voltages, hence a higher
(incremental) resistance R. The slopes of both linear regions and the value
of Vt are a function of the luminance Lv.
The resistance of the sensor (figure 3.1) for voltages well below the transi-
tion voltage (V << Vt) is approximately 5M
. Since the I(V ) curve for
V << Vt is linear and passes I(0) = 0 A, the electric field is expected to
be homogeneous.
For steady state current measurements the flux of the current has to be con-
tinuous, otherwise continuous charging would occur. This means that the
current is independent of the coordinate x and equal to the measured value
in the external circuit. With navg the average electron density in the EGL
and pavg the average hole density in the HTL, with respective mobilities n
and p, the current passing through a section (S = (dEGL + dHTL)L) at
coordinate x is given by:
I(x) = (nnavg(x) dEGL + ppavg(x) dHTL) qE(x)L (3.2)
and should be independent of x. In this equation, the contribution of the
electrons in the HTL and the holes in the EGL are neglected. The electric
field E(x) is assumed to be parallel with the x-direction and the densities
navg and pavg are averaged over the thickness of the EGL (dEGL) and the
HTL (dHTL). In this equation only the free electrons and holes are taken
into account. In addition, there may be trapped electrons or holes that con-
tribute to the charge density. Because of charge neutrality, the total amount
of electrons (free and trapped) should be equal to the total amount of holes:
navg(x) + n
trap
avg (x) = pavg(x) + p
trap
avg (x) (3.3)
Obviously it is not straightforward to estimate three distributions - the elec-
tric field, the electron and the hole distribution - as a function of the posi-
tion x from the measured current which is a scalar. However, we can use
the local illumination experiment (x 3.2.4) to know more about the electric
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field distribution. As the laser intensity is small compared to the back-
ground illumination, we can assume that the electric field distribution E(x)
is not strongly modified. The additional illuminance will mainly increase
the charge carrier densities n(x) and p(x) by generating additional exci-
tons. Figure 3.16 shows the results of the local illumination experiment.
Below the threshold voltage, the effect of the additional illuminance is not
strongly dependent on the position of the laser line xlaser and we can as-
sume that E(x) (and also n(x) and p(x)) are more or less independent of
the x-coordinate. Therefore we can estimate the field to be equal to V=w
in this range. As we observe that the current in this range is roughly pro-
portional with V and thus with E, the above equation 3.2 indicates that
the electron and hole concentrations are mainly independent of the applied
voltage.
The linear region above the transition voltage (V >> Vt) resembles an in-
cremental resistance of approximately 80M
. Figure 3.16 shows that for
voltages equal or above Vt there is an effect of the local illumination. The
I(xlaser) curve shows a sharp maximum close to the cathode of the sen-
sor. The peak near the cathode becomes sharper as the voltage across the
sensor increases (see 9 V curve). The fact that the photo-current is higher
for illumination near the cathode can be explained by a higher electric field
in this region. In a higher electric field region, the generated electron-hole
pairs will be separated more effectively and contribute more to the external
current. The fact that the electric field is inhomogeneous implies that there
should be some electric charges in that region, because the divergence of
E is equal to the charge density . An increasing field toward the cathode
(dE=dx > 0) should be connected to a positive space charge. The space
charge may be due to an unbalance between the free electrons and holes,
but may also be due to trapped holes. It is not a surprise to find trapped
holes near the cathode, because they are not easily neutralized: generated
electrons are attracted by the anode, and injection of electrons at the cath-
ode is difficult.
The I(V ) curves of the forward-backward voltage sweep (figure 3.2) show
that the operation of the sensor is symmetric, as it is expected from the ar-
chitecture (figure 2.1). At an luminance of 300 cd=m2 the shape of the
I(V ) curve is equal for negative and positive voltages. The dark current
(< 1 cd=m2) measurement is also symmetric with respect to the origin, but
it shows some hysteresis. The hysteresis indicates that there appears to be a
remnant charge, which is the result of traps in the organic stack. The traps
are filled with injected charge carriers as the voltage increases. When the
voltage is reduced, the trapped charges become free and are collected.
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The occurrence of traps in the organic stack is confirmed by the time de-
pendent measurements in x 3.2.2. Figure 3.10 shows the I(t) curves of the
dark current and the current under a back-light luminance of 400 cd=m2,
the voltage pulse has an amplitude of 2V. The rising edge of the voltage
pulse is located at t = 0ms and the falling edge at t = 40ms. Note that
the current peak at the rising and falling edge is due to charging of the ITO
electrodes (time constant approximately 50 ns). The slow decay in the I(t)
curves is the response of the organic stack and has a time constant of ap-
proximately 10ms. The step response is thus mainly determined by the
organic stack and indicates that charges are being trapped.
The transition in the I(t) curve after the peak at the rising edge, shows that
a large number of charge carriers is injected into the HTL. Immediately a
fraction of the injected holes is captured in traps, creating a charge distribu-
tion that shields the applied electric field. The reduced electric field, in turn,
reduces the injection of charge carriers. This interaction between trapping
and injection continues until a steady state current is obtained.
When the applied electric field is suddenly removed, the opposite electric
field that is caused by the trapped charge carriers remains. The remaining
electric field generates a negative current until all trapped charges are neu-
tralized.
To quantify the quality of a photo-conductive sensor we define the On/Off
ratio (RLv(V )). Note that for a given luminance Lv of the back-light, the
On/Off ratio is a function of the voltage.
RLv(V ) =
ILv(V )  IDark(V )
IDark(V )
(3.4)
Here ILv(V ) is the current at luminance Lv as a function of the voltage V .
IDark(V ) is the dark current as a function of V .
3.3.2 The organic stack
In x 3.2.1.1 we compare four photo-conductive demonstrators with differ-
ent organic stacks (table 3.1). The I(V ) curves of the four demonstrators
are measured at a number of different luminance Lv levels of the back-
light. A high Lv ( 320 cd=m2) and the dark current are shown in figures
3.4 respectively 3.5. Figure 3.4 shows that the shape of the I(V ) curve
for samples S1, S2 and S4 are similar. Considering the currents above Vt,
the value increases almost proportional with the thickness of the HTL. The
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HTL of S3 and S4 is for example two (or 2.5) times thicker than for S2,
and the current is (almost) two times larger. This corresponds to the inverse
relation between the thickness and the resistance of the conducting layer.
The thickness of the EGL has a similar effect. For example the EGL on S2
is two times thicker than on S1, and the current is (somewhat more than)
two times larger. Note that in case of the EGL, the increased current is a
result of a higher photon absorption. The higher photon absorption leads to
a higher generation of charge carriers, hence a lower resistance. But this is
only valid for an increase of the EGL within the diffusion length LD of the
excitons.
The current for voltages below Vt are lower for S3 compared to S4, but at
higher voltages the I(V ) curves coincide. I assume the lower resistance of
S4 is an effect of the two HTL/EGL interfaces instead of one in S3. Since
excitons dissociate at the HTL/EGL interface, two interfaces should result
in twice the number of free charge carriers.
The I(V ) curves of the dark current, shown in figure 3.5, are more difficult
to comprehend. Sample S4 exhibits the highest resistance and the lowest
transition voltage Vt. The resistivity of S1 is lower than S2, while the only
difference is the thickness of the EGL. If I assume that a thicker EGL con-
tains more thermally generated electrons, and the electrons are attracted
by the holes in the HTL. The increased electron density at the interface
increases the recombination probability, which in turn reduces the conduc-
tivity. This reasoning also explains the high resistivity of S4, where two
interfaces double the recombination. Note however that the top HTL of S4
is isolated from the electrodes by the EGL.
Note that close to the origin the current of S3 is negative. The inverse
current is a result of a previous measurement, the remaining charge in the
sensor is drained.
Comparing the four demonstrators, we conclude that S4 performs best for
high and low luminance levels, hence it exhibits the highest On/Off ratio.
3.3.3 Photo-sensitivity
The performance of the organic photo-conductive sensor is determined by
the detectability of the illuminating luminance level Lv (photo-sensitivity).
The data analysis in x 3.2.1.2 shows the current as a function of the lu-
minance I(Lv) and the transition voltage as a function of the luminance
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Vt(Lv).
The I(Lv) for an applied voltage below and above Vt are represented in
figure 3.6 respectively 3.7. Comparing the I(Lv) curves for voltages above
and below Vt, it shows that the sensor is most sensitive (yields the high-
est current for the same illuminance) when the I(Lv) curves are measured
above Vt. At both voltages we notice that in order of decreasing sensitivity,
S4 is the most sensitive, followed by S2, S3 and finally S1. A good fit to
the I(Lv) data points is made by a power law function:
I(Lv) = C:L
s
v (3.5)
When we assume that below Vt the I(V ) curve is linear and the electric field
is homogeneous (in the gap), then the charge carrier densities and the cur-
rent density are independent of x (the distance from the cathode). As these
quantities may still depend on the y-coordinate (perpendicular to the sub-
strate), we define a parameter which is the average over the y-coordinate.
The electron density n is then given in ’per unit area’ (1=m2). In a homo-
geneous electric field E the conductivity  is a linear function of the free
charge carrier densities n and p. Since there is no net charge, the electron
and the hole density are equal (n = p). The charge carrier density n is
increased by generation and reduced due to recombination, this is written
as:
@n
@t
= g   n2m (3.6)
In this equation, g is the rate at with which charge carriers are generated,
 the recombination constant and m the recombination exponent. In the
most simple model, where the recombination is a random two-particle re-
action, 2m should be equal to two, this is however not compatible with the
measurements.
When we assume that the generation rate g is proportional to the luminance
Lv, g = totLv (x 4.2). The solution of equation 3.6 in steady state is then
written as:
p = n =

tot

Lv
(1=2m)
(3.7)
Considering the homogeneous electric field E = Vw , the current I through
the sensor is written as:
I = qpp
V L
w
= q

tot

Lv
(1=2m)
p
V L
w
(3.8)
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This equation shows the current I as a function of the luminance Lv, the
exponent 1=2m is an indication of the photo-sensitivity of the sensor. The
exponent s of the power law function (3.5) that fits the the photo-sensitivity
measurement for V < Vt defines m = 1=2s. Note however that for a
voltage above Vt, the equation 3.8 is not valid since n 6= p in the space
charge region. The increased sensitivity in figure 3.7 is explained by the
total collection of generated charge carriers in the space charge region, due
to a reduced recombination probability.
The dark current is not taken into account in equation 3.8. To calculate the
On/Off ratio I approximate the dark current by using L0v = 1 cd=m
2 as
sufficiently dark. The On/Off ratio at a fixed voltage V < Vt is then written
as:
REv =
L
(1=2m)
v
L0v
  1 (3.9)
The transition voltage Vt as a function of luminance Lv (figure 3.8) are also
well fitted with a power law function. On a double logarithmic plot the
slope of the fits for S1, S2 and S4 are similar and are steeper than the fit
for S3. When we compare the photo-sensitivity curves Vt(Lv) with I(Lv),
we notice that an optical measurement based on Vt is better than I(Lv) for
V < Vt but worse than I(Lv) for V > Vt.
3.3.4 Transient response
The response of the current as a function of time I(t) at the falling edge
of an illuminance pulse is shown in figure 3.11. At t < 0ms the current
is in steady state, the sensor is considered to be in equilibrium. When the
illuminance is suddenly removed (t = 0ms), the current decreases to a
new steady state value (the dark current). Removing the illuminance corre-
sponds to setting the generation term in equation 3.6 to zero (g = 0). The
solution of the differential equation 3.6 is now written as:
1
n(2m 1)
  1
n
(2m 1)
0
= (2m  1)t (3.10)
Dividing the equation 3.10 by (q(n + p)E)
(2m 1), we find a relation for
the current density J as a function of time:
1
J (2m 1)
=
1
J
(2m 1)
0
+
(2m  1)t
(q(n + p)E)
(2m 1) (3.11)
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When we consider E homogeneous and J uniform, the current I through
the sensor is written as:
1
I(2m 1)
=
1
I
(2m 1)
0
+
(2m  1)w(2m 1)t
(q(n + p)V A)
(2m 1) (3.12)
HereA is the area through which J flows (A=Lt, t=thickness of the organic
stack), and w is the width of the gap.
From the I(V ) curves, obtained from the same sample as the transient
response measurement (figure 3.11), I calculated the slope of the photo-
sensitivity measurement I(Lv) for V < Vt. The exponent of the fitting
power law function allows me to calculate the recombination exponent of
m  2=2. For the particular case of 2m = 2, equation 3.12 is written as:
1
I
=
1
I0
+
wt
q(n + p)V A
(3.13)
Note that equation 3.13 shows that the decay of the current is independent
of the luminance Lv. The inverse of the current ’(for t > 0ms) is however
a linear function of the time t, and the slope of the 1=I(t) curves is inversely
proportional to the applied voltage V . To verify the relation of equation
3.13, I plot the inverse of the current of the transient response measurement
I 1 as a function of time t (figure 3.17).
The I 1(t) curve behaves as we expect for a voltage lower than Vt, linear
for t > 0ms and independent of Lv. The voltage dependence of the slope
is demonstrated by performing linear regression on the I 1(t) curves (t >
0ms) for a number of different voltages V . The result is plotted on a semi-
logarithmic axis system (figure 3.18).
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Figure 3.17: The transient response measurement plotted as the inverse of the
current as a function of time t. The plot shows measurements at two voltages and
two luminance levels Lv.
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Figure 3.18: The slope of the I 1(t) curves as a function of applied voltage V
(for six different Lv).
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Figure 3.18 confirms what we expect based on equation 3.13, the slope is
inversely proportional to the applied voltage V for V < Vt. Note however
that for voltage above Vt the relation is no longer valid, for those voltages
E is not homogeneous. But we assume that this relation is still valid in the
gap except for the space charge region. This would imply that across the
gap, exclusive the space charge region, a voltage of Vt is present for any
V > Vt. Any increase of the applied voltage is thus absorbed by the space
charge region.
Note also that the slope is independent of Lv for V < Vt, the data points
for different Lv coincide.
3.3.5 Spectral response
Figure 3.12 shows that the spectral response of the sensor, closely resem-
bles the absorption spectrum of PTCBI (figure 3.13). Note however that the
second maximum of the R(V; ) curve is more distinct compared to figure
3.13.
With this experiment we confirm that PTCBI is the material in the sensor
that translates a photon flux into an exciton flux, and as such improves the
conductivity of the sensor.
3.4 Stability of the sensor
In the TARDIS II project (successor of TARDIS I) we focused on the sta-
bility of the organic photo-conductive sensor. A sensor is considered stable
when measurements are accurately reproducible, hence the current values
of successive measurements at a given illuminance (Ev) and voltage V are
equal. For the TARDIS II project we specify a maximum error margin of
3% for successive measurements.
The measurement-set-up for the stability is equal to that used for the time-
dependent measurement, with an addition to control the temperature. The
sensor sample is placed on a programmable hot-stage (Instec STC200), and
illuminated from the top using the LED back-light. The hot-stage is used
to monitor the temperature of the sensor rather than control it. I adapted
the LabView program so that a large number of measurements can be per-
formed. Together with the measurement data, the temperature of the sensor,
a time-stamp and the luminance level of the LED back-light is stored in a
file.
The voltage source (the arbitrary wave generator) is set to apply an AC
signal. The AC signal consists of three square wave periods (T = 2:5 s)
with increasing amplitude. Evidently the measured I(t) curves exhibit the
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transient, presented in x 3.2.2.1, at each transition. Each I(t) measurement
consists of approximately 5000 points, the amount of data is reduced by
calculating the steady state value at the end of the last positive and negative
alternation. The steady state values are obtained by taking the average of
the current over a time-span of l x Tnet(20ms) (l is a small integer) from
the edge of two last alternations. The average reduces the noise which is
introduced by the grid frequency (50 Hz). Figure 3.19 shows a stability
measurement over the course of 2:5 days, note that the absolute value of
the current is presented.
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Figure 3.19: The absolute value of the current through the sensor at a constant
illuminance, measured during 2; 5 days, negative alternation (red, bottom) and
positive alternation (blue, top).
The stability measurement shows two trends as a function of the time; an
oscillation with a period of approximately 24h and a continuous drift.
The variations with a period T = 24h are also noticeable in the luminance
output of the LED back light, thus the current accurately resembles the
change in luminance. The change in luminance is a consequence of the
daily temperature fluctuations in the lab.
The continuous drift of the current toward lower (or higher) values is how-
ever a problem. In addition we notice that when the sensor is not used for
a day, the difference between the very first measurement and the measure-
ment after the rest is smaller then the total drift. Then the drift appears par-
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tially reversible, and partially irreversible. A well known irreversible effect
of organic semiconducting materials is crystallization. Figure 3.20 shows a
microscope image of a sensor which is used for stability measurements.
Figure 3.20: Microscope image of a crystallized m-MTDAB layer in a
photo-conductive sensor used for stability measurements.
The microscope image shows white spots between the curved electrodes,
these were not present before the stability measurements. The whimsical
regions are nucleation regions for crystallization. If the crystallization is
severe the photo-conductive sensors looks diffusive to the naked eye. The
demonstrators for example degenerated after a few weeks, despite the en-
capsulation with CaO getters. The crystallization commences at the sides
of the samples, I assume this is due to insufficiently curing of the sealing
adhesive.
Note that an in-house manufactured sensor is glue encapsulated (x 2.3.3.2),
the organic stack is thus in direct contact with the UV curable glue. The
glue is cured excessively for 10min, and the samples still do not show any
crystallization. However the UV curing may also has an irreversible effect
on the organic materials.
HTL materials
In x 2.2.2.2 I mentioned that single layer deposition revealed that PTCBI,
which is exposed to air for weeks, does not exhibit the crystallization that
is present on the demonstrator samples. A single layer deposition of m-
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MTDAB does however show crystallization and is most likely the cause
of the degeneration of the photo-conductive sensors. The identification of
the cause of the degeneration initiated the search for better (more stable)
HTL’s.
The selection criteria for HTL candidates are threefold:
• a higher glass temperature Tg than that of m-MTDAB, to reduce the
risk to crystallize
• the HOMO level must be higher than the HOMO of the EGL to make
the charge transfer possible
• the materials must be sufficiently transparent so that the specifica-
tions of the sensor are met.
From the vast number of available HTL materials we selected five proper
candidates. The photo-conductive sensors that are made with those materi-
als are listed in table 3.2.
HTL PTCBI Finger pattern Encapsulation
(40 nm) [nm] [l x w] Encapsulation
NPB 10 nm 75 x 15 m2 N2 cavity
MeO-TPD 10 nm 75 x 15 m2 N2 cavity
ST16-19S 10 nm 75 x 15 m2 glue
ST1248S 5 nm 75 x 15 m2 glue
ST1693S 10 nm 75 x 15 m2 glue
m-MTDAB 10 nm 80 x 15 m2 N2 cavity
m-MTDAB 10 nm 80 x 15 m2 glue
Table 3.2: Sensor details of the photo-conductive sensors produced with different
HTL materials.
The ITO electrode pattern on the first five sensor samples are produced with
laser ablation by Laserod (Torrance,California (USA)), for the last two sam-
ples lithography is performed in-house.
The sensor samples which are encapsulated with a nitrogen cavity are man-
ufactured by IPMS Franhofer (Dresden, Germany), the samples with glue
encapsulation are manufactured in-house.
The sensors manufactured with the alternative HTL materials do not show
crystallization, due to the higher Tg. To compare the performance of the
sensors with different HTL materials, I measured the I(V ) curves with the
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set-up described in x 3.2.1. The measurement is performed for a number
of back-light luminance levels Lv; varying from 0 cd=m2 to 600 cd=m2.
Figure 3.21 presents the current through the sensor at 10 V as a function
of the luminance level per HTL material. For each sensor the luminance
levels are normalized and the measurements are juxtaposed to compare the
different samples.
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Figure 3.21: Sensitivity comparison between photo-conductive sensors with
different HTL, current measured at 10 V .
The I(V )measurements show that the sensors made with NPB and ST1248S
as HTL hardly respond to increasing illuminance. Note however that the
EGL layer on the sensor with ST1248S as HTL is half as thick as the EGL
on the other samples (this due to an error during the deposition). The sen-
sors with MeO-TPD or ST16-19S as HTL show considerably higher cur-
rents compared to the other samples, the On/Off ratio RLv(V ) is however
similar to the sensor with ST1693S as HTL.
An interesting difference is noticeable between both sensors with m-MTDAB
as HTL, but different encapsulation method. The On/Off ratio RLv(V ) of
the glue encapsulated sensors is much higher than that of the sensor that is
encapsulated with a nitrogen (N2) cavity.
An independent experiment of the glue encapsulated experiment shows that
the improvement of the glue encapsulation is partially attributed to the UV
exposure and partially to the the glue. The encapsulation with glue im-
proves the On/Off ratio RLv(V ) with approximately a factor 5. The mech-
anism behind this improvement of the sensor invites to be investigated.
The comparison between the different HTL’s shows that the best substi-
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tute for m-MTDAB is ST1693S. The sensor with ST1693S exhibits good
spread of the currents at the different illuminances and the dark current
is sufficiently low, hence the On/Off ratio RLv(V ) is high. However since
IPMS Franhofer (Dresden, Germany) has no experience with ST1693S, and
the additional cost to characterize the material is high, we decided to select
MeO-TPD as HTL for the final demonstrators.
3.5 Conclusion
The I(V ) measurement of the photo-conductive sensor consist typical of
two linear curves that cross at the transition voltage Vt. The slope of both
linear curves and Vt are a function of the illumination.
To explain the shape of the I(V ) curve we have performed a local illumi-
nation experiment. The local illumination experiment shows that when the
voltage across the sensor is increased, a space charge appears at the cathode
for voltages V equal or larger than Vt.
The step response of the photo-conductive sensor was measured for a volt-
age pulse and a illuminance pulse. From the voltage pulse we learn that
charge carriers are trapped in the organic stack. The illuminance pulse
shows that the recombination of charges is a function of time, the mobili-
ties and the applied voltage, and not of the illmuinance.
We have measured the spectral response of the sensor and found a match to
the absorption spectrum of PTCBI, which confirms the working principle
of the sensor.
The long term stability measurements show that the sensor is sensitive to
temperature and a significant drift of the measured values. We found that
part of the instability is reversible and an other part is irreversible. The
cause of the irreversible instability is the crystallization of the HTL. We
tested other HTL materials and compared their performance. The best HTL
(we tested) to make a stable demonstrator is MeO-TPD.
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Theoretical model
4.1 Introduction
The theoretical model of the organic photo-conductive sensor is divided
into two independent parts; an optical and an electrical model. The optical
model (section 4.2) shows the mechanism of generation and diffusion of
excitons in the EGL. In the electrical model of the photo-conductive sen-
sor, the propagation of charge carriers is described in the organic layers.
We have investigated ways to analytically solve the system of the photo-
conductive sensor based on the work of Filip Beunis [1]. However due the
non-linearity of the recombination term the problem is not suitable to be
solved analytically.
In section 4.3 I present an electrical model of the organic photo-conductive
sensor based on the semiconductor equations in stationary regime. I show
how the semiconductor equations are solved using the Scharfetter-Gummel
scheme, and how they are implemented in a numerical program (MAT-
LAB).
I present a study of the different parameters of the simulation program, and
in section 4.4 I present a fit of the electrical model to a physical I(V ) mea-
surement.
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4.2 Optical model
The optical model describes generation and diffusion of excitons in an EGL
with a thickness d. Note that in the following reasoning I will not take into
account the reflections (R = 0) caused by differences in refractive index.
To support the reasoning, I define an axis system with the y-axis (figure
4.1) perpendicular to the sensor surface. The y-axis is directed into the
organic layers, the origin coincides with the top of the EGL. The EGL/HTL
interface is located at y = d.
Incident spectral
irradiance E0el
Figure 4.1: Orientation of the Axis system with respect to the architecture of the
photo-conductive sensor.
In the architecture of the photo-conductive sensor (figure 2.1) I assume that
the substrate, the ITO electrodes and the HTL are fully transparent. This
is an acceptable assumption considering that the EGL (PTCBI) is by far
the most absorbing material (figure 2.11) of the sensor. Assume that the
photo-conductive sensor is illuminated with a spectral irradiance E0e ().
The spectral irradianceMe(; y) at a depth y is a function of the incidence
angle, the thickness and the absorption coefficient of the EGL.
For a perpendicular incidenceMe(; y) is written as:
Me(; y) = E
0
e ()e
 y (4.1)
In this equation  is the spectral absorption coefficient of PTCBI. The
photon flux (; y) at a depth y is written as:
(; y) =
E0e ()
Eph()
e y (4.2)
Here Eph() is the spectral photon energy (Eph() = hc=). Equation 4.2
shows that the photon flux (; y) decreases exponentially with the depth
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y. We formulate the conservation of energy using the continuity equation
in steady state.
d(; y)
dy
=  (y) =  E
0
e ()
Eph()
e y (4.3)
(y) is the number of photons which is absorbed at a depth y per second.
A photon that is absorbed by an organic molecule of the EGL, generates
a strongly bound electron-hole pair (exciton). When we assume that each
absorbed photon generates one exciton (the quantum efficiency Q = 1),
than the exciton generation rate g(y) is equal to the photon absorption rate
(y).
The typical binding energy of an exciton ranges from 0:1 eV to as high as
1:5 eV [2], depending on the host material. Consequently the probability
that an exciton spontaneously dissociates into charge carriers is negligible.
The exciton is localized on an organic molecule but it can diffuse [3] in the
organic materials via hopping (x 2.4).
The exciton flux J(y) at a depth y is written as:
J(y) =  D d(y)
dy
(4.4)
In this equation D is the diffusion constant of excitons and (y) is the
exciton density. D can also be written as a function of the exciton diffusion
length LD and the exciton lifetime  , LD =
p
D . According to Seung-
Bum Rim et al. [4] the diffusion length of excitons in PTCBI is a function
of the molecular packing. By fitting experimental data to a model they
found LD = 5 nm for out of plane and LD = 2:6 nm for in plane oriented
molecules. In the photo-conductive sensor we produce, the exact molecular
packing of the PTCBI molecules is unknown. When we assume it is a
mixture of both orientations, we expect a diffusion length between 2:6 nm
and 5 nm.
The continuity equation for the exciton flux in steady state is written as:
dJ(y)
dy
= g(y)  r(y) (4.5)
With r(y) the recombination rate of the excitons, which is proportional
with (y) and inversely proportional with  . The recombination rate is thus
given by r(y) =
(y)
 . Typically the recombination occurs via exciton-
phonon coupling [5], which is a non radiative process.
Substitution of the exciton flux J(y) (4.4) and the generation rate g(y)
(4.3) in equation 4.5 results in the inhomogeneous differential equation:
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d2(y)
dy2
  (y)
L2
=   E
0
e ()
DEph()
e y (4.6)
The general solution to the differential equation is written as:
(y) = Asinh

y
LD

+Bcosh

y
LD

+ Ce y (4.7)
The constant C is calculated by replacing (y) in equation 4.6 with the
particular solution Ce y:
C =
E0e ()
(1  L22)Eph() (4.8)
The constants A and B from the homogeneous solution are calculated via
application of the boundary conditions.
Boundary conditions
At the EGL/HTL interface (y = d) the dissociation probability of an exci-
ton is different compared to the bulk. The HOMO of the HTL (acceptor) is
higher than the HOMO of the EGL (donor), and attractive for the hole of
the exciton. When an exciton meets the donor-acceptor interface, the hole
of the exciton moves over to the HOMO of the HTL. The exciton transi-
tions in the so called CT state [6], the binding energy between the hole and
the electron is reduced. In the CT state the electron in the donor (EGL)
and the hole is in the acceptor (HTL) are bound across the interface via the
Coulomb force [7] (figure 2.16, step 3).
The dissociation probability of the CT state is close to unity [8] [9] , CT 
1. Consequently since excitons at the EGL/HTL interface transition to the
CT state, the exciton density at the interface (d) = 0.
For the boundary condition at the top of the EGL (interface with Air) y = 0
we distinguish two cases:
• Case 1 : excitons can not migrate across the EGL/Air interface J(0) =
0
• Case 2 : the EGL/Air interface exhibits many defects which enhance
the exciton-phonon coupling, we assume the recombination becomes
so high that (0) = 0.
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Note that case 1 is favourable, more excitons will diffuse toward the EGL/HTL
interface where they dissociate into charge carriers. More excitons that dis-
sociate into charge carriers allow a better detection of the photon flux.
When we apply the boundary conditions to equation 4.7, the exciton density
(y) for case 1 and 2 are respectively written as:
(y) =C

LDsinh

y
LD

 
LDsinh

d
LD

+ e d
cosh

d
LD
 cosh y
LD

+ e y
35 (4.9)
(y) =C
24cosh

d
LD

  e d
sinh

d
LD
 sinh y
LD

 cosh

y
LD

+ e y
 (4.10)
I define the diffusion efficiency Diff as the ratio of excitons which reach
the EGL/HTL interface with respect to the total amount of excitons that are
generated. Diff is written as:
Diff =
J(d)R d
0 g(y)dy
(4.11)
Depending on the boundary conditions we can calculate the flux J(d) us-
ing equation 4.13 or equation 4.10. Hence, case 1 and 2 induce an upper
respectively a lower limit for the diffusion efficiency, which are written as:
upperDiff = K

LDsech

d
LD

 

tanh

d
LD

+ LD

e d

(4.12)
lowerDiff = K

csch

d
LD

 

coth

d
LD

+ LD

e d

(4.13)
The factor K is equal for both equations, K = LD
(L2D 1)(1 e d)
. Figure
4.2 shows the diffusion efficiency as a function of the EGL thickness d for
case 1 and 2.
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Figure 4.2: The diffusion efficiency Diff as a function of the EGL thickness d
for the boundary conditions case 1 (full line) and 2 (dotted line). The plot shows
the curves for the two diffusion lengths published by Seung-Bum Rim et al. [4].
The Diff (d) curves show that the diffusion efficiency decreases as a func-
tion of the EGL thickness d. As expected case 2 is less efficient compared
to case 1, the Diff (d) curves coincide at approximately four times the
diffusion length LD. Note that also the slope of the Diff (d) curves is a
function of the diffusion length LD.
To obtain a total efficiency of the sensor I define the collection efficiency
CC ; the ratio between the amount of charge carriers collected by the ITO
electrodes and the amount of charge carriers which are generated at the
EGL/HTL interface. The total efficiency tot of the photo-conductive sen-
sor is written as:
tot = Q:Diff :CT :CC  Diff :CC (4.14)
Note that in this equation Diff and CC are the variable parameters (CT =
1, Q = 1). When we assume that there is little variation between subse-
quent depositions of organic stacks, a variation of the thickness can allow
us to determine the effective diffusion length LD in our photo-conductive
sensors.
THEORETICAL MODEL 4-7
4.3 Electrical model
4.3.1 Definition
The photo-conductive sensor has a lateral architecture (x 2.2.1), and is in-
variant along the electrodes. The width of the electrodes and of the gap
that separates the electrodes are in the order of tens of micrometers, while
the total effective length of a sensor is typically a few meters. If we ne-
glect the boundary effects at the tip of the electrode fingers, we can model
the photo-conductive sensor with a two dimensional (2D) cross section of
a single pair of electrodes. To simplify further calculations we consider the
electrodes to be half infinite.
The thicknesses of the organic layers and the ITO electrodes are in the or-
der of nanometer, this is negligible compared to the other dimensions of
the sensor. Therefore the organic stack and the electrodes are assumed to
be infinitely thin, they are represented as a thin sheet, in the 2D model of
the sensor the sheet is represented as a line (figure 4.3). Conveniently the
line that represents the organic stack and the electrodes coincides with the
x-axis, the origin of the x-axis (x = 0) is placed on the edge of the left
electrode and the gap.
Figure 4.3: 2D structure of the sensor model, the electrodes and the organic
layers coincide with the x-axis.
Note that the ITO electrodes can be considered as perfect conductors com-
pared to the highly resistive organic stack.
The infinitely thin sheet that represents the organic stack is characterized
by the surface carrier densities p(x) and n(x) with unit [m 2] and carries
a corresponding surface charge density (x) = q(p(x)   n(x)), with unit
[C:m 2]. The surface variables are invariant along the finger length, but
they are a function of the position x.
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4.3.2 Formulation
Mathematically the sensor model is described by the semiconductor equa-
tions. Due to the simplifications we made in the definition of the sensor
model, we can reduce the general semiconductor equations to a workable
set.
In this subsection I present the semiconductor equations of the sensor model.
Utilizing the Scharfetter-Gummel scheme I show how a set of equations is
obtained that is implemented in a numerical program in order to simulate
the photo-conductive sensor. Note that for a great deal of the analytical
work I was assisted by my co-promotor Patrick de Visschere.
4.3.2.1 The electric field & potential
The electric fieldE in the 2D sensor model is a superposition of the applied
field Ea and the field E due to the surface charge density. When a poten-
tial difference V is applied between two co-planar ITO electrodes, the field
Ea is two-dimensional. In this specific electrical problem we are however
only interested in the horizontal component of the electric field in the sheet
E(x; y = 0), along which charge carriers can propagate (the organic stack).
The following equations for the electric fields and potentials are only valid
in the gap between the ITO electrodes, and on the x-axis. Both electric
fields Ea and E are determined analytically by a conformal transforma-
tion. The applied electric field is written as:
Ea(x) =
V
w
1p
x
w (1  xw )
(4.15)
Here V is the potential difference that is applied between the two electrodes
and w is the width of the gap. Since the ITO electrodes are assumed to be
perfect conductors, the electric field in the electrodes is negligible. The
electric field E(x) is a superposition of infinitesimal field contributions
dE(x; x
0). Each field contribution dE(x; x0) represents the electric field
at position x due to a surface charge (x0) at position x0. To calculate
E(x) we sum all the dE(x; x0) in the gap between the electrodes x0 =
[0; w].
E(x) =
Z w
0
(x0)

@G(x; x0)
@x
dx0 (4.16)
In this equation the Green’s function G(x; x0) describes the electric poten-
tial as a function of x due to an elementary surface charge located at x0.
G(x; x0) is given by:
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G(x; x0) =   1
4
ln
(x  x0)2 + (px(w   x) px0(w   x0))2
(x  x0)2 + (px(w   x) +px0(w   x0))2 (4.17)
Note that with the Green’s function G(x; x0), we assume that all materials
show the same permittivity . The total electric field in x, between the
electrodes is written as:
E(x) =
V
w
1p
x
w (1  xw )
+
Z w
0
(x0)

@G(x; x0)
@x
dx0 (4.18)
In the Scharfetter-Gummel scheme the electric field is substituted with
Poisson’s equation, and we will continue using the electric potential (x)
instead of the electric field. The electric potential in x, in a static electric
field, is given by the negative line integral of the electric field from the
origin to x ((0) = V ). Integration of equation 4.18 leads to :
(x) =
V

arctg
 
2
p
x
w (1  xw )
2 xw   1
!
+
Z w
0
(x0)

G(x; x0)dx0 (4.19)
4.3.2.2 Transport equations
The propagation of charged particles in the organic stack is explained by
two phenomena; drift - the movement of a charged particle under the influ-
ence of an electric field, and diffusion - the motion of particles as a con-
sequence of the spatial difference in their density. The transport equations
describe both drift and diffusion.
In the organic stack three types of particles are present; the hole, the elec-
tron and the exciton. The hole and the electron are respectively positive and
negative charged particles, the exciton is an uncharged particle. The propa-
gation of the exciton is discussed in x 4.2. Since the exciton is uncharged it
is not considered in the electrical model.
The transport equations of the electron flux Jn and hole flux Jp are written
as:
Jn(x) =  n(x)nE(x) Dn@n(x)
@x
(4.20)
Jp(x) = p(x)pE(x) Dp@p(x)
@x
(4.21)
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In these equations n(x) is the electron surface density , p(x) the hole sur-
face density, n=p the respective charge carrier mobility and Dn=Dp the
respective charge carrier diffusion constant.
Note that the fluxes are considered in the organic sheet, they have the unit
=ms. Also, the presented transport equations describe the electron and the
hole propagation in an infinitely thin layer. In reality the electrons propa-
gate in the EGL and the holes in the HTL as a consequence of the charge
transfer concept (x 4.2). Hence the mobility parameters in equations 4.20
and 4.21 are respectively the electron mobility n of the EGL and the hole
mobility p of the HTL [m2=V s]. The diffusion coefficients Dn and Dp
are calculated with the Einstein-Smoluchowski equations [10]:
Dn=p =
n=pkBT
q
(4.22)
Here q is the elementary charge, T the temperature in Kelvin (typically at
25C=298.15K) and kB is Boltzman’s constant.
4.3.2.3 Continuity equation
The continuity equation describes the local conservation of charge, in this
case along the x-axis. In the sensor model the continuity equation shows
that the derivatives of the fluxes Jn(x) and Jp(x) with respect to x are
a function of the charge carrier generation rate g and the recombination
rate r. The generation of a hole and an electron occurs when an exciton
dissociates (via the CT state) at the HTL/EGL interface. Recombination is
the event where an electron and a hole meet and annihilate, therefore r is
a function of the electron surface density n(x) and the hole surface density
p(x). With g(x) and r(n; p) the continuity equation is written as:
@Jn(x)
@x
=
@Jp(x)
@x
= g(x)  r(n; p) (4.23)
The exciton dynamics are not accounted for in the model, and we assume
that the sensor is illuminated uniformly across the gap. The generation is
thus a constant g(x) = Cgen.
Also note that in the actual device electrons propagate in the EGL and holes
in the HTL, and thus recombination can only occur at the HTL/EGL inter-
face. Hence r(n; p) should be a function of the densities at the interface
nint(x) and pint(x).
To describe the recombination r(n; p) in the organic stack we define an
empirical equation. The empirical equation is deduced from the photo sen-
sitivity measurement x 3.2.1.2. The measurement shows that the current is
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a sub-linear function of the illuminance (in equation 3.8 given as a function
of the luminance of the back-light).
The sub-linearity of the current-luminance relation can be explained by
electron and hole induced exciton quenching [11]. Since the exciton quench-
ing is also related to n and p this phenomenon can be integrated into the
recombination term. In that case we assume that the generation is propor-
tional to the luminance g = totLv, and we define the recombination rate
r(n; p) as:
r(n; p) = R0(n(x)p(x))
m (4.24)
HereR0 is the recombination constant - a fitting parameter in the simulation
- , and the exponent m is defined by the power law function that fits the
photo-sensitivity I(Lv) (V < Vt). The exponent m = 1=(2:s), with s the
exponent of the power law function. Typically m has a value between 0:6
and 2:5.
4.3.2.4 Scharfetter-Gummel scheme
To solve the semiconductor equations - that describes the 2D sensor model
- we need to solve the equations 4.20, 4.21, 4.23 and 4.19 simultaneously.
The Scharfetter-Gummel scheme [12] [13] is a well established tool to
solve this type of quasi-electrostatic problems using finite differences (FD).
And according to Selberherr [14] FD proves to be the better method to solve
semiconductor equations.
In the following derivation we apply the Scharfetter-Gummel scheme to the
electron transport equation, this derivation is the same for the hole transport
equation.
As a first step the electric field E in the drift term of equation 4.20, is
substituted by the negative of the derivative of the potential  with respect
to the position x.
Jn =  nnE  Dn@n
@x
=  Dn

 n q
kBT
@
@x
+
@n
@x

(4.25)
The sum of the derivatives of  and n with respect to x can also be written
as:
Jn =  Dne
q
kBT
@
@x

ne
  q
kBT

(4.26)
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When we consider Jn constant across the infinitesimal interval dx and we
integrate equation 4.26 over that interval, we obtain:
  Jn
Dn
Z x+dx
x
e
  q(x0)
kBT dx0 = n(x+ dx)e 
q(x+dx)
kBT   n(x)e 
q(x)
kBT (4.27)
To solve the integral on the left-hand side we linearise the electrical poten-
tial (x0) in the point x using the first order Taylor expansion:
(x0) = (x) +
@(x)
@x
(x0   x) = (x) + (x+ dx)  (x)
dx
(x0   x)
(4.28)
We assume that the linearisation is a good estimate for the actual (x) curve
in the infinitesimal interval dx. With the linearised potential, the exponent
of the exponential function e is a function of the integration variable x0 and
no longer of (x0). The solution of the integral on the left-hand side of
equation 4.27 is written as:
  Jn
Dn
Z x+dx
x
e
 
q

(x)+
(x+dx) (x)
dx
(x0 x)

kBT dx0 =
Jn
Dn
kBTdx
q
e
  q(x+dx)
kBT   e 
q(x)
kBT
(x+ dx)  (x)
(4.29)
Substitution of the integral of equation 4.27 with equation 4.29, and rear-
ranging the terms, we obtain a function for the electron flux Jn.
Jn =
Dn
dx
"
n(x+ dx)
q[(x) (x+dx)]
kBT
e
  q[(x) (x+dx)]
kBT   1
 n(x)
q[(x+dx) (x)]
kBT
e
  q[(x+dx) (x)]
kBT   1
# (4.30)
In this expression we recognize the Bernoulli function.
B(x) =
x
ex   1 (4.31)
The Bernoulli function allows us to simplify the expression for the electron
flux Jn.
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Jn(x) =
Dn
dx

n(x)B

q[(x)  (x+ dx)]
kBT

 n(x+ dx)B

q[(x+ dx)  (x)]
kBT
 (4.32)
When a similar derivation is made for the hole flux Jp, we obtain:
Jp(x) =
Dp
dx

p(x)B

q[(x+ dx)  (x)]
kBT

 p(x+ dx)B

q[(x)  (x+ dx)]
kBT
 (4.33)
Substitution of the equations 4.32 and 4.33 in the continuity equation 4.23
eliminates the fluxes Jn(x) and Jp(x). For example by substitution of the
electron flux, the continuity equation is written as:
d
h
Dn
dx
h
n(x)B

q[(x) (x+dx)]
kBT

  n(x+ dx)B

q[(x+dx) (x)]
kBT
ii
dx
= g(x)  r(n; p)
(4.34)
Here the generation rate g(x) is an input parameter, and the recombination
rate r(n; p) and the potential (x) can be calculated. But r(n; p) and (x)
are also a function of the surface carriers densities n(x) and p(x).
The non-linearity of the recombination rate r(n; p), implies that the equa-
tions need to be solved iteratively. To keep track of the iterative process I
use an additional index to indicate which iterations is considered.
In the following reasoning I introduce a feedback mechanism to the poten-
tial (x) and the recombination r(n; p). As a reference to which iteration
I am considering, I add a superscript to the variables. For example when
I calculate the potential k(x) of the current iteration k, I use the surface
carrier densities nk 1(x) and pk 1(x) of the previous iteration k   1.
Using the carrier densities nk 1(x) and pk 1(x), k(x) is an explicit func-
tion of the previously calculated k 1(x). As a result consecutive calcula-
tion of (x) might oscillate around the correct solution without ever reach-
ing convergence. This problem is tackled by making the calculation of the
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potential implicit to stabilize the numerical analysis. First we introduce the
Slotboom variables v(x) and u(x), which are exponential functions of the
potential (x).
v(x) = n(x)e
  q(x)
kBT (4.35)
u(x) = p(x)e
q(x)
kBT (4.36)
We substitute the surface carrier densities n(x) and p(x) in equation 4.19,
with the Slotboom variables and obtain:
(x) = a(x) +
q

Z w
0
[u(x0)e 
q(x0)
kBT   v(x0)e
q(x0)
kBT ]G(x; x0)dx0 (4.37)
Considering the iterative process we find that the potential k(x) is an im-
plicit function of vk 1(x) and uk 1(x). Substituting the Slotboom vari-
ables with equations 4.35 and 4.36, we reintroduce the surface carrier densi-
ties nk 1(x) and pk 1(x). Consequently we introduce the potential k 1(x)
of the previous iteration.
k(x) = a(x) +
q

Z w
0
"
pk 1(x0)e
q(k 1(x0) k(x0))
kBT  
nk 1(x0)e
q(k(x0) k 1(x0))
kBT
#
G(x; x0)dx0
(4.38)
To eliminate the exponential terms from the integration, we replace them
with their first order Taylor expansion in the convergence point for which
k(x0) = k 1(x0). When we order the variables (x) with respect to their
iteration index we obtain:
k(x)+
q2
kBT
Z w
0
h
pk 1 (x0) + nk 1(x0)
i
k(x0)G(x; x0)dx0 =
a(x) +
q

Z w
0
h
pk 1(x0)  nk 1(x0)
i
G(x; x0)dx0+
q2
kBT
Z w
0
h
pk 1(x0) + nk 1(x0)
i
k 1(x0)G(x; x0)dx0
(4.39)
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4.3.3 The discretization
The implementation of the analytical equations into a simulation program
unavoidably comes with the discretization of the variables. Since we are
only interested in the behaviour of the variables on the x-axis and in the
gap between the electrodes (anode, x = 0 & cathode, x = w), the dis-
cretization is limited to this region.
The position variable x for example is, in its discrete form, written as a vec-
tor xwithN+1 values (x0 = 0& xN+1 = w). N is the number of discrete
elements in which the region of interest is subdivided, in the program x is
thus known on the edges of each element. Within the elements we assume
that the variables are linear, the variables are thus piecewise linear.
When N is too small to resolve high frequency variation of a variable, fur-
ther calculations with such variables might lead to wrong solutions. In
some cases it might make the iterative process unstable so that it fails to
converge. It is however difficult to predict the behaviour of a variable. For
an accurate description of a variable (high resolution) as a function of x the
density of elements must be high. Thus when we overestimate N conver-
gence is ensured, but the simulation time scales with N2. Hence a good
estimation of N calls for an assessment, and is case sensitive.
The choice of N is simplified if we opt for elements with a variable size
instead of equal size. In this concept the size of the elements is chosen ac-
cording to the expected behaviour of the variables. In a region where we
expect rapid change of the variable as a function of x the elements are small
for sufficient accuracy. When the variations are expected to be small, large
elements are used to restrict the number of elements.
Typically variables tend to show rapid changes close to the interfaces, for
example the interface between the organic stack and an electrode. There-
fore I use smaller elements near the electrodes and large elements in the
centre of the gap, this is illustrated in figure 4.4.
The figure 4.4 also presents at which point the values of the variable vec-
tors are located within the elements. The subscript of the variables refers to
the element in the gap and also the position within the variable vector. For
the generation velocity g, the recombination rate r, the potential  and the
surface carrier densities n & p the position of the variables is similar to x,
the values are located on the edges of the elements.
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Figure 4.4: Methods to discretisize the gap between the electrodes into N
elements. Inset shows the location of the variables with respect to the elements.
The derivatives of these variables with respect to x are easy to calculate,
considering their piecewise linear behaviour. For example the values of the
electric field vector are written as:
Ei =  i+1   i
xi+1   xi (4.40)
We assign the variables that result from a derivative of g, r, , n or p with
respect to x to the centre of the element over which the derivative is taken.
The variables for which this is valid are the electric field E and the particle
fluxes Jn & Jp. The values of the vector that describes the width of the
elements , are also located in the centre of the elements. Note that these
vectors are only N values long.
Now that the vector variables are defined, we use the FD principle to ap-
proximate the differentials in the equations for the sensor model in a dis-
crete manner. For the calculation of the potential vector k (of iteration k)
we discretisize equation 4.39. Due to the assumed piecewise linear charac-
ter of n, p and  the integral over the interval [0,w] is written as a sum of
integrals over the individual elements. For value i of  the left hand side of
equation 4.39 is written as:
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ki +
q2
kBT
NX
j=0
Z xj+1
xj
"
pk 1j +
pk 1j+1   pk 1j
xj+1   xj (x
0   xj)+
nk 1j +
nk 1j+1   nk 1j
xj+1   xj (x
0   xj)
#
"
kj +
kj+1   kj
xj+1   xj (x
0   xj)
#
G(xi; x
0)dx0
(4.41)
The right hand side is written as:
a i +
q

NX
j=0
Z xj+1
xj
"
pk 1j +
pk 1j+1   pk 1j
xj+1   xj (x
0   xj) 
nk 1j  
nk 1j+1   nk 1j
xj+1   xj (x
0   xj)
#
G(xi; x
0)dx0+
q2
kBT
NX
j=0
Z xj+1
xj
"
pk 1j +
pk 1j+1   pk 1j
xj+1   xj (x
0   xj)+
nk 1j +
nk 1j+1   nk 1j
xj+1   xj (x
0   xj)
#
"
k 1j +
k 1j+1   k 1j
xj+1   xj (x
0   xj)
#
G(xi; x
0)dx0
(4.42)
We solve the product of polynomials and rearrange equation 4.41 and equa-
tion 4.42 so that they are written in terms of constant integrals. The con-
stant integrals are only function of the dimensions of the sensor, they are
written as C0 i =
R w
0 G(xi; x
0)dx0, C1 i =
R w
0 xG(xi; x
0)dx0 and C2 i =R w
0 x
2G(xi; x
0)dx0. We simplify the notation by introducing the direction
coefficient, for example rk 1p j =
pk 1j+1 pk 1j
xj+1 xj . The left hand side is now writ-
ten as:
4-18 CHAPTER 4
ki +
q2
kBT
NX
j=0
hh
pk 1j + n
k 1
j  

rk 1p j + r
k 1
n j

xj
i 
kj   rk jxj
i
C0 i
q2
kBT
NX
j=0
h
rk 1p j + r
k 1
n j

kj   rk jxj

+h
pk 1j + n
k 1
j  

rk 1p j + r
k 1
n j

xj
i
rk j
i
C1 i
q2
kBT
NX
j=0

rk 1p j + r
k 1
n j

rk jC2 i
(4.43)
The right hand side is written as:
a i+
NX
j=0

q2
kBT
h
pk 1j + n
k 1
j  

rk 1p j + r
k 1
n j

xj
i 
k 1j   rk 1 j xj

+
q

h
pk 1j   nk 1j  

rk 1p j   rk 1n j

xj
ii
C0 i
NX
j=0

q


rk 1p j   rk 1n j

+
q2
kBT

rk 1p j + r
k 1
n j

k 1j   rk 1 j xj

+
q2
kBT
h
pk 1j + n
k 1
j  

rk 1p j + r
k 1
n j

xj
i
rk 1 j

C1 i
NX
j=0
q2
kBT

rk 1p j + r
k 1
n j

rk 1 j C2 i
(4.44)
Since the vectors of the previous iteration k   1 are all known we obtain a
set of N equations with N + 1 unknown ki . After implementation of the
boundary conditions (x 4.3.3.1) the set of equations has a unique solution.
Element i of the flux vectors Jn and Jp is calculated by disctretization of
the transport equations 4.32 respectively 4.33.
THEORETICAL MODEL 4-19
Jn i =
Dn
i
"
nkiB
 
q[ki   ki+1]
kBT
!
  nki+1B
 
q[ki+1   ki ]
kBT
!#
(4.45)
Jp i =
Dp
i
"
pkiB
 
q[ki+1   ki ]
kBT
!
  pki+1B
 
q[ki   ki+1]
kBT
!#
(4.46)
These equations are written in a more compact way as:
Jn i = n
k
iB
k
n i   nki+1Bk 0n i (4.47)
Jp i = p
k
iB
k 0
p i   pki+1Bkp i (4.48)
The equations 4.47 and 4.48 are used to substitute the fluxes Jn and Jp in
the continuity equation 4.34. After substitution we obtain two equation to
calculate the surface carrier densities n & p:
nki+1B
k
n i+1   nki+2B0 kn i+1   nkiBkn i + nki+1B0 kn i = di

gi+1   rk 1i+1

(4.49)
pki+1B
0 k
p i+1   pki+2Bkp i+1   pkiB0 kp i + pki+1Bkp i = di

gi+1   rk 1i+1

(4.50)
In this equation di is the average width of the two adjacent elements over
which the derivative of the flux is calculated, di =
i+i+1
2 .
Note that the recombination rate, in the current form (4.24), is calculated
solely based on the charge densities of the previous iteration k   1. This
is again a source of instability for the numeric analysis. I make the equa-
tion of recombination rate rk(n; p) implicit by calculating the first order
Taylor expansion for pk and nk, for both calculations I consider n = nk 1
respectively p = pk 1. The Taylor expansions are written as:
rkp i = R0

nk 1i p
k 1
i
m
+mR0

nk 1i
m 
pk 1i
m 1
(pki   pk 1i )
(4.51)
rkn i = R0

nk 1i p
k 1
i
m
+mR0

pk 1i
m 
nk 1i
m 1
(nki   nk 1i )
(4.52)
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With equations 4.52 and 4.51 implemented in equation 4.49 respectively
4.50 I obtain two sets ofN 1 equations with eachN+1 unknown values.
Also here the boundary conditions are needed to solve the equations.
4.3.3.1 Boundary conditions
Due to the finite character of the simulated model, there are more unknown
values in , n and p than there are equations to solve them. For example
element 0 of the electron flux vector Jn cannot be calculated with equation
4.47 because n 1 does not exist. To tackle this issue we apply bound-
ary conditions which dictate how the variables behave at the edges of the
model.
The values 0 and N + 1 of the potential vector  are located precisely on
the interface between the electrode and the organic stack. The value of 
on the electrodes are defined by the potential equation 4.19. In our model
the potential on the left electrodes (anode, 0 = Va) is higher with respect
to the right electrode (cathode, N+1 = 0V ).
The boundary conditions for the surface carrier densities are a function of
the contact properties between the ITO and the organic stack. To make a
good assumption for each electrode, we look at the architecture of the or-
ganic sensor. In the cross section (figure 4.5) we notice that the HTL is
in direct contact with the ITO electrodes and the EGL is isolated from the
electrodes by the HTL.
With the small energy barrier between the HOMO of HTL (below  5 eV
[15] [16]) and the work function of the ITO (estimated between  4:3 eV
and 4:7 eV [17]), the ITO/HTL contact is considered an injecting contact.
The LUMO of the HTL on the other hand is approximately 2 eV , and the
energy barrier is too high for electrons to be injected. Due to the injecting
character, the flux of the holes contains a Poole-Frenkel term when the
electric field at the electrode is positive.
Jp anode(Eel) =
8<: Spp0e
r
Eel
E0   Sppel Eel  0
Spp0   Sppel Eel < 0
(4.53)
In this equation p0 is the hole surface density in thermal equilibrium (no
potential, no illumination), Eel the electric field at the electrode (anode),
E0 the reference field (E0 = 4V 2th=q), Sp the electrode recombination
velocity for holes and pel the hole surface density at the electrode.
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The hole surface density at thermal equilibrium p0 (= n0) is an input pa-
rameter. Also the electrode recombination velocity for holes Sp is an input
parameter. The electric field at the HTL/ITO interface Eel (in the HTL) is
the average electric field calculated over a distance from the electrode equal
to the thickness of the electrode t.
Eel =
P
xitEiP
xiti
(4.54)
The reason we use Eel is that the calculated electric field E(x) is infinite at
the electrode interface because the electrodes are assumed to be infinitely
thin.
The second organic layer (EGL) is not in direct contact with the ITO elec-
trodes. If there is emission and/or collection of electrons, we assume that
there is an interaction with the holes in the HTL. The collection of electrons
at the anode can for example occur via the emission of a hole from the ITO
electrode, which recombines with an electron at the HTL/EGL interface.
The emission of electrons at the cathode involves then the generation of an
electron and a hole at the EGL/HTL interface, of which the accompanying
hole is collected by the ITO electrode. Both processes are illustrated in
figure 4.5.
Figure 4.5: Illustration how electrons are collected at the anode (left) and emitted
at the cathode (right).
We assume that the collection and emission of electrons occur at a constant
velocity Sn. At the anode the electron flux Jn anode is written as:
Jn anode = Sn(n0   nel) (4.55)
Here nel is the electron surface density at the electrode and n0 the electron
surface density at thermal equilibrium (no potential, no illumination).
Note that due to the symmetry of the sensor, the boundary conditions at the
cathode and the anode are equal but opposite in sign. The difference in sign
results from the use of a particle flux rather than current densities.
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4.3.3.2 The simulation process
The 2D sensor model is programmed in the numerical software package
MATLAB to be solved iteratively. The equations and the boundary condi-
tions are implemented accurately. The MATLAB program requires a num-
ber of input parameters to solve the model, these parameters are classified
in four categories :
• The geometrical parameters: these describe the architecture of the
simulated sensor. In this category we can find the width of the gap
between the electrodes w, the thickness of the ITO t, the total sensor
length L and the number of elements N for the discretization.
• The material parameters: these describe the properties of the organic
materials and in a sense also the quality of the deposited layers. In
this category we can find the electron mobility n, the hole mobility
p, the recombination constant R0 and the recombination exponent
m. Also the parameters of the boundary conditions are classified
here; the hole surface density at equilibrium p0, the electron emis-
sion/collection velocity Sn and the hole collection velocity Sp.
• The imposed parameters: these describe the stimuli that are applied
to the sensor from an external source. In this category we can find the
applied voltage V , the temperature of the sensor T and the generation
g (a value for the irradiation).
• The convergence criteria: these determine at which point in the iter-
ative process the variables have sufficiently converged, these param-
eters are defined further. Note that a converged solution is not the
exact solution.
The voltage that is applied to the sensor, is usually entered into the simu-
lation as a vector V . Each value of V is dealt with sequentially during the
simulation.
Note that the order of the voltage values is important. The converged vari-
ables with the applied voltage Vi, will serve as the starting point for the
calculation with applied voltage Vi+1. A flow chart of the MATLAB pro-
gram is shown in figure 4.6.
THEORETICAL MODEL 4-23
Figure 4.6: The flow chart of the MATLAB simulation program.
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The flow chart shows two distinct loops; a while-loop for the numerical
analysis, nested in a for-loop which steps through the voltage vector V .
When all the voltage values of V are dealt with the for-loop and the sim-
ulation is finished and all the results, accompanied with the simulation pa-
rameters, are stored in a file.
The number of iterations of the while-loop is a function of the convergence
of the surface densities n & p and the total flux J .
In each iteration k, the potential k is calculated as a function of the poten-
tial k 1 and the surface densities nk 1 & pk 1 of the previous iteration
k   1. Next the hole surface density pk is calculated using the new poten-
tial k, and finally the electron surface density nk is calculated.
When the variables of iteration k are all determined, we calculate the fluxes
Jn and Jp using equation 4.47 respectively 4.48. The total flux J is then
calculated as J = Jp  Jn. The flatness of J is used as convergence metric:max( J) min( J)< J >
 < errJ (4.56)
In this equation errJ is the convergence criterion. When the difference be-
tween the maximum and minimum of J divided by the average of the total
flux (< J >) is smaller then errJ , then the convergence criteria of the total
flux is met. Thus this metric requires that all the values of the total flux J
are within a relative range errJ of the average.
Two additional convergence criteria require a minimal variation of the sur-
face densities nk and pk (current iteration k) with respect to their value
in the previous iteration k   1. The convergence metrics for the surface
densities are defined as:
1
N
NX
i=0
nk+1i   nkink+1i
 < errn (4.57)
1
N
NX
i=0
pk+1i   pkipk+1i
 < errp (4.58)
Here errn and errp are the convergence criteria for respectively the elec-
tron surface density and the hole surface density. The convergence criteria
of the surface densities n and p are met when the average absolute relative
difference between the vector values of iteration (k) and (k 1) are smaller
than errn respectively errp.
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After each iteration of the while-loop the three convergence criteria are
checked, when one or more of the criteria are not met, the next iteration
starts. When all the convergence criteria are met, the while-loop finishes
and the calculated variables are stored.
As I mentioned above, the converged variables are used as an initial guess
of the variables with the next voltage value. The initial guess is thus used
to calculate the potential 1 and the surface densities n1 & p1 in the first
iteration of the while-loop. When subsequent voltage values show small
variation, this method allows the numerical analysis to converge very fast.
Note however that there is no prior knowledge for the first value of V . To
solve this issue we estimate the vectors 0, n0 and p0 at the beginning of
the simulation. The estimations are based on the first voltage value and the
generation g.
The potential variable 0 is set equal to the applied potential 0 = a (first
term of 4.19), thus we assume there is no surface charge present. For the
surface carrier densities n0 and p0 we assume that the sensor is unbiased
and in equilibrium n = p. Considering that the sensor is uniformly illumi-
nated, the generation rate g is a constant. With equation 4.24 the calculation
of n0 = p0 is written as:
@Jn
@x
=
@Jp
@x
= 0 = g   r(n; p) (4.59)
n0 = p0 =

g
R0
 1
2m
(4.60)
4.4 Application of the 2D sensor model
The MATLAB program of the 2D sensor model provides a flexible plat-
form to thoroughly examine the accuracy of the model. In this section I
present a number of simulations to investigate the influence of the conver-
gence parameters and the various other input parameters on the simulation
result. At the end of this section I will present a fit of the 2D sensor model
simulations to a physical I(V ) measurement.
Note that throughout this section a uniform illumination of the sensor is
considered, the generation g is thus independent of the position x. The
relative permittivity of the system is set to r = 3 (this is an estimation).
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4.4.1 Simulation result
The variables n(x), p(x), J(x) and (x) - which are calculated during a
simulation - can not be measured physically. But we can easily measure the
total current I trough the sensor. From the simulation results I is obtained
by multiplying the total flux J ([#=ms]) with the total length of the sensor
L and the elementary charge q. The representation of the simulation result
as an I(V ) curve is convenient to compare with physical measurements.
As a first example, I simulate a sensor with a gap w = 20 m, a length
L = 0:01m and an ITO thickness t = 100 nm. The gap (region of interest)
is subdivided into N = 200 elements, the size of the elements increases
from x = 0 toward the centre of the gap (x = L=2) with a factor f = 1:2
(for example2 = 1:21). Thus the elements are smallest at the electrodes
and largest in the centre of the gap.
The material parameters are set to:
p = 1 x 10 6 cm2=V s
n = 1:25 x 10 6 cm2=V s
p0 = 2 x 1010 =m2
Sp = 10m=s
Sn = 10m=s
m = 5=3
R0 = 1:1 x 10 38 m2m 2=s
g = 1018 =m2s
The convergence criteria of the charge surface densities are set to errn =
errp = 10
 5 and the criterum for the total flux errJ is set to a relative
flatness of 1%.
The parameter settings above are referred to in this section as the ref-
erence model. To simulate the reference model, it took approximately
3min 30 sec on a regular desktop. Figure 4.7 shows the I(V ) curve that
results from the simulation.
The I(V ) curve of the simulation exhibits a similar shape as the I(V )
curves which are measured on a physical photo-conductive sensor (x 3.2.1).
At low voltages the curve is linear with a steep slope and at high voltages
it is again linear but with a modest slope. The intersection of both linear
regimes is characterized by the transition voltage Vt.
An added value of the simulation is of course that it can reveal more than
we can measure, for example the variables p(x), n(x), Jn(x), Jp(x), (x),
E(x) and r(x). These variables are available for each simulated potential.
In figure 4.8 I show the potential curves as a function of the position in the
gap (x) for five applied voltages; 0:6 V , 1 V , 2 V , 4 V and 6 V .
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Figure 4.7: The I(V ) curve of the reference model.
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Figure 4.8: The potential (x) as a function of the position in the gap x.
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The plot shows that for a voltage below Vt the potential curves is approxi-
mately a linear function of the position. When the applied voltage is equal
to or larger than Vt, there is a strong variation in the (x) curve close to the
anode and the cathode.
The abrupt variation of the potential is the result of a space charge re-
gion close to the electrodes. To verify I plot the surface charge (x) =
q(p(x)  n(x)) as a function of the position x, figure 4.9 shows a detail of
the plot close to the anode (left) and cathode (right).
0 0.2 0.4
−2
−1
0
1
2
x 10−4
Anode
x [µm]
pi
 
[C
/m
²]
 
 
19.6 19.8 20
−2
−1
0
1
2
x 10−4
Cathode
x [µm]
pi
 
[C
/m
²]
6.00V
4.00V
2.00V
1.00V
0.60V
Figure 4.9: A detail of the total surface charge (x) curve close to the anode
(left) and cathode (right).
The (x) curves show that for a voltage above Vt there is a significant space
charge build up close to both electrodes of the sensor. The space charge is
in this case more significant at the cathode compared to the anode.
4.4.2 Duration versus accuracy
When one intends to apply this numerical model for further development
of the sensor, it is important to make the right compromise between the ac-
curacy and the duration of the calculations. In our MATLAB program the
duration of the simulation and the accuracy of the result is for a larger part
determined by the resolution of the variables, or the number of elements
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N . In x 4.3.3 it is mentioned that a large N offers a high resolution of the
variables but evidently a larger set of equations to solve, hence a prolonged
simulation. To explore the impact ofN on the simulation time, I performed
an experiment where I calculate the reference model for four different N :
10, 25, 50 and 200. Figure 4.10 shows the I(V ) curves of the four simula-
tions with different N .
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Figure 4.10: Simulated I(V ) curves of the reference model for four different N
values.
The I(V ) curves show that N = 50 appears sufficient to obtain a reliable
result. When N > 50 the resulting I(V ) curve is no longer a function of
N . Note that N = 50 is only optimal for the parameters of the reference
model. The optimal N is a function of the geometrical parameters and ma-
terial parameters.
In Figure 4.11 I show the duration of the different simulations as a function
of the used number of elements N . As expected the t(N) curve shows that
the duration of the simulation is a quadratic function of the number of ele-
ments N (x 4.3.3).
I have also performed a simulation where we set the scaling factor f = 1,
this implies that all elements are equal in size. For this case I found that a
minimum of N = 200 elements is required to obtain an acceptable result.
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Figure 4.11: The duration required to simulate the reference model as a function
of N .
The convergence criteria determine when the calculated variables are ac-
ceptable, i.e. sufficiently close to a converged value. When the criteria are
strict, the resulting variables are accurate but the numerical analysis to ob-
tain this result requires more iterations. The convergence metrics are: the
invariability of the surface densities (errn = errp) and the flatness of the
total flux errJ .
I conduct an experiment in which the reference model is simulated for five
different values of errn=errp: 10 5, 10 4, 10 3, 10 2 and 10 1. In order
to study only the influence of errn=errp I set errJ to 100%. The I(V )
curves resulting from simulations with different errn=errp are shown in
figure 4.12. Figure 4.13 shows the duration of each simulations as a func-
tion of errn=errp. The I(V ) curves show that the convergence criteria
errn=errp, for values smaller than 10 1, have only a small impact on the
simulation result. Only for errn=errp > 10 3 the shape of the I(V ) curves
changes at higher voltages.
Note that I learned, from comparing surface charge densities curves ((x)),
that a large error on the surface densities in the centre of the gap has little
impact on the eventual I(V ) curve. But to accurately show the surface
charge density (x), errn=errp should be at least one order of magnitude
smaller than the space charge close to the electrodes (for example 10 5).
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Figure 4.12: The I(V ) curves of the reference model calculated with different
errn=errp.
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Figure 4.13: Duration of the simulations presented in figure 4.12.
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In a similar experiment the reference model is simulated using five differ-
ent values for the convergence criterion errJ : 0:1%, 0:5%, 1%, 10% and
50%. In this case the convergence criteria errn=errp is set to 10 2 in or-
der to avoid false readings. Figure 4.14 shows the I(V ) curves that result
from simulations with five different errJ values, figure 4.15 shows the du-
ration of the simulations as a function of errJ . The I(V ) curves show that
errJ should be at most 1% before the numerical analysis can be considered
converged.
0 2 4 6 8 10
0
0.5
1
1.5
2
2.5
3
3.5
4
Voltage [V]
Cu
rre
nt
 [n
A]
 
 
 0.1 %
 0.5 %
 1.0 %
10.0 %
50.0 %
Figure 4.14: Simulation results of the reference model for different values of
errJ .
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Figure 4.15: Duration of the simulations presented in figure 4.14.
4.4.3 Parameter analysis
The simulation program of the 2D sensor model is developed to investigate
the impact of the various parameters on the performance of the sensor. In
this way a development engineer can test changes to the sensor design be-
fore physically producing a sample.
In this section I present the influence that the individual simulation param-
eters have on the shape of the I(V ) curve. The study of each parameter is
performed using the reference model as a starting point.
The generation rate
The generation parameter g is related to the illuminance of the photo-
conductive sensor. If the 2D model resembles the physical sensor, we ex-
pect that an increase of the generation increases the slope of the I(V ) curves
below and above Vt. I perform a simulation of the reference model where I
change g to five values; 1016 =m2s, 1017 =m2s, 1018 =m2s, 2 x 1018 =m2s
and 4 x 1018 =m2s. The I(V ) curves that result from the simulation are
shown in figure 4.16.
The I(V ) curves show that the 2D model responds to a variation of the
illuminance (generation) in a similar way as the physical sensor. Also the
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shift of Vt to higher voltages with increasing illmuinance, corresponds to
the behaviour of the physical device.
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Figure 4.16: The simulation result for five different generation velocities g.
The hole & electron mobility
The velocity of charge carriers in the organic stack is determined by the
hole mobility p of the HTL and the electron mobility n of the EGL. The
values of the mobilities are a function of the type of organic material used
and the quality of the deposited layer. I consider the quality of an organic
layer high when there are few impurities (possible traps) and the material
forms a uniform/dense layer (compact packing enhances the hopping prob-
ability).
To make an accurate estimation of the mobilities is difficult, also literature
values are often to widespread. In addition the quality of the deposited or-
ganic layers is unknown and difficult to retrieve. In the assumption that the
2D sensor model is a good representation of the actual device, it might be
interesting to determine n and p of the sensor by fitting the I(V ) curve
of the simulation to physically measured I(V ) curves.
However note that for this model the mobilities are interchangeable, within
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certain limits. For example a simulation with n = 2p or p = 2n will
show a similar resulting I(V ) curve, but the (x) and (x) will show a
difference.
I investigate the effect of changing the hole mobility p or electron mobility
n on the I(V ) curves. Figure 4.17 and 4.18 show simulation results of the
reference model with different values for p respectively n.
The plots show that the variations of n and of p have a different effect
on the shape of the I(V ) curves. The difference is a consequence of the
boundary conditions, the electrodes are injecting for holes and blocking for
electrons.
The simulation results of figure 4.17 and 4.18 show that the I(V ) curves
deviate from the double linear behaviour when the electron mobility n is
one order of magnitude smaller than the hole mobility p. Furthermore
changing p has an influence on the value of Vt and the slope at high volt-
ages, while n has an influence on Vt and the slope at low voltages.
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Figure 4.17: Effect of a variations of the hole mobility p of the reference model
on the simulated I(V ) curves.
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Figure 4.18: Effect of a variations of the electron mobility n of the reference
model on the simulated I(V ) curves.
We introduce two alternative mobility parameters to further investigate the
relation between n and p; the average mobility  and the ratio of the
mobilities r. The alternative parameters are defined as:
 =
p + n
2
(4.61)
r =
p
n
(4.62)
I perform an experiment in which the values for  and r are individually
changed. Note that for the experiment with different average mobility , the
mobility ratio is maintained constant r = 1. Figures 4.19 and 4.20 show
the I(V ) curves that result for the simulations using different  respectively
r.
The I(V ) curves show that an increase of  results in a sharper transient
region and steeper linear regions. Thus in the 2D sensor model  clearly
represents the conductivity of the sensor. The mobility ratio r on the other
hand has little impact on the slope of the linear regions, r defines the po-
sition of Vt.
The I(V ) graphs of figures 4.19 and 4.20 show that the alternative param-
eters  and r are more useful compared to n and p.
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Figure 4.19: The influence of the alternative mobility parameter  on the
simulation results (r = 1).
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Figure 4.20: The influence of the alternative mobility parameter r on the
simulation results ( = 10 6 cm2=V s).
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The recombination parameters
The empirical equation for the recombination rate 4.24 has two parameters
which can be changed; the exponentm and the recombination constant R0.
The exponent m is normally obtained from a sensitivity measurement as
described in x 4.3.2.3.
Intuitively we can assume that a higher recombination reduces the number
of free charge carriers and thus a lowers the conductivity. To verify this as-
sumption I performed simulations of the reference model in which I change
m (figure 4.21) and an additional experiment where I varyR0 (figure 4.22).
The I(V ) curves in both plots show that both m and R0 have a similar in-
fluence on the I(V ) curve. When m or R0 is increased, the slope at low
voltages decreases and Vt shifts to higher voltages. At high voltages the
slope decreases only slightly when m or R0 increases. Note that the slope
of the I(V ) curve at high voltage is determined by the space charge region.
The small impact ofm and R0 on the slope at high voltages, shows that the
recombination is negligible in the space charge region.
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Figure 4.21: The I(V ) curves for the reference model using differentm values.
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Figure 4.22: The I(V ) curves for the reference model using different R0 values.
The parameters of the boundary conditions
In the boundary conditions we defined that the charge carriers are collected
with constant velocities Sn and Sp. The values of the velocities are as-
sumed to have little impact on the results of the simulation due to the low
mobility of the charge carriers.
I perform a simulation of the reference model for different values of Sn
and Sp, the results are shown in figure 4.23. The plots in figure 4.23 show
that a variation of the collection velocities has a negligible influence on the
resulting I(V ) curves. Next to the velocities we also study the impact of
the equilibrium surface density p0 = n0 on the simulation results. The
I(V ) curves for simulations of the reference model with different values
for p0 are shown in figure 4.24. The I(V ) curves in figure 4.24 show that
the equilibrium surface density p0 has a negligible impact on the slope of
the I(V ) curve at higher voltages.
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Figure 4.23: The influence of the collection velocities Sn (top) and Sp (bottom)
on the shape of the I(V ) curves which result from the simulations.
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Figure 4.24: Effect of a variation of the equilibrium value p0 on the I(V ) curves
resulting from simulations.
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4.4.4 The current-voltage fit
To conclude this chapter we make a fit of the I(V ) curves which result
from a simulation of the 2D model to the I(V ) curves of a measurement on
a physical sensor sample. The fit is made for three illuminances of the sen-
sor; the dark current, Lv = 159 cd=m2 and Lv = 313 cd=m2. The physical
sensor consists of two interdigitated ITO electrodes (L = 2:384m), coated
with an organic stack of 40 nm of HTL (m-MTDAB) and 10 nm of EGL
(PTCBI). The gap between the ITO electrodes is w = 20 m. From the
sensitivity measurements we found the recombination exponentm = 0:94.
Note that the sample on which the physical measurements are performed is
the same sample which is used for the time-dependent measurements (fig-
ure 3.11).
The parameters which are entered to simulate an I(V ) curve that fits the
physical measurements are carefully chosen and further optimized by tun-
ing the calculated parameters in MATLAB. The fit of the simulated I(V )
curves to the measurements is shown in figure 4.25.
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Figure 4.25: A fit of the simulated I(V ) curves to measured I(V ) curves.
The fit to the I(V ) curves at different illuminances is obtained by a varia-
tion of the generation rate g only, all the other parameters are fixed. Note
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that the luminance levels in the plot refer to luminance of the back-light that
is used to measure the I(V ) curve. The fit is good for the two illuminated
measurements, and the dark current.
The parameters of the simulation that fit the physical measurements are;
an electron mobility n = 4:6 x 10 8 cm2=V s, a hole mobility of p =
2:7 x 10 8 cm2=V s and a recombination factor of R0 = 6 x 10 16.
To fit the I(V ) measurement at Lv = 313 cd=m2, the generation parame-
ter is set to g = 6:3 x 1017 =m2s. When I calculate the number of excitons
which are generated in the EGL based on the emission spectrum of the
LED back light and the absorption spectrum of 10 nm PTCBI (to calculate
the spectral absorption), I find that the exciton generation rate is at most
7:25 x 1017 =m2s. If we assume that the 2D sensor model is a good repre-
sentative for the physical sensor, the exciton collection efficiency is at least
ec = Q:Diff :CT = 0:86.
Note that the mobilities we use in the simulation are low compared to the
values we find in the literature (PTCBI n = (0:02  2) x 10 2 cm2=V s
[15] and m-MTDAB p = 3 x 10 3 cm2=V s [18]). The discrepancy is
most likely due to the in-plane architecture of the sensor, whereas a mo-
bility of an organic material is typically measured in a transverse structure.
Additionally the probability that a charge carrier that propagates in the sheet
meets a trap is higher compared to the short distances it travels in a transver-
sal structure. In the 2D model of the sensor, traps are taken into account via
the mobility of the charge carriers.
Next I consider the simulation which fits the measured I(V ) curve for a
back-light luminance Lv = 184 cd=m2. In figure 4.26 I plot the potential
(x) as a function of the distance x for six applied voltages; 0:2 V , 0:4 V ,
1 V , 2 V , 3 V and 5 V .
The plot shows that for V below Vt = 2 V the (x) curves are nearly
linear, the sensor behaves as a resistor. When the applied voltage is equal
to or greater than Vt, (x) shows an abrupt change in the potential curve
close to the cathode (x  20 m) and a smaller change close to the anode
(x = 0 m). The large potential drop at the electrodes suggests that there
is a significant space charge present. I plot the surface charge (x) as a
function of the position x (figure 4.27).
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Figure 4.26: The potential (x) as a function of the position x for six different
applied voltages.
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Figure 4.27: The surface charge (x) as a function of the position x for the six
different applied voltages shown in figure 4.26.
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As expected the (x) curves show that there is a space charge present close
to the electrodes when the applied voltage is equal or greater then Vt. The
space charge at the cathode increases more rapidly with the applied voltage
V .
Note that this finding is in agreement with the local illumination experiment
I have presented in x 3.2.4. The occurrence of a space charge region at the
cathode also explains the doubly linear behaviour of the I(V ) curve with a
crossing at Vt.
4.5 Conclusion
With the optical model we describe the performance of the photo-conductive
sensor by considering absorption and diffusion of excitons in the EGL. The
optical model shows that the efficiency to translate photons into charge car-
riers is mainly determined by the thickness of the EGL and the lifetime of
excitons.
The two-dimensional model describes the propagation of charge carriers
and the electric fields in the photo-conductive sensor. The model is based
on the semiconductor equations and solved using the Scharfetter-Gummel
scheme. The 2D model is implemented in MATLAB and tested for various
input parameters.
We have made a fit with the MATLAB simulation to I(V ) curves of a real
sensor. The fit showed that the electrical model is representative for our
organic photo-conductive sensor.
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5
Conclusion
In this doctoral dissertation I hav epresented the realization and characteri-
zation of a transparent organic photo-conductive sensor. In this final chapter
I summarize the discussed topics and provide an overview of issues which
might be interesting for future research.
5.1 Achievements
In the introduction I have presented the objectives and the specification of
the transparent sensor (subject of the TARDIS project). The reader was
introduced to the basic principles of organic electronics by describing the
working principle of three known organic devices (OLED, OTFT and photo
conductor).
The second chapter - Sensor design - presented the architecture of the trans-
parent organic photo-conductive sensor, and elaborated on the choice of
selected materials. The section on manufacturing described the different
process steps that are required to produce a functional photo-conductive
sensor. Also the working principle of the organic photo-conductive sensor
was presented in this chapter.
Chapter three - electro-optic measurements - I have shown the numerous
5-2 CHAPTER 5
measurements which I have performed during my PhD. The presented mea-
surements are performed to characterize the performance of the numerous
photo-conductive sensors I produced during my PhD. Particularly the lo-
cal illumination experiment offered a great insight in the working principle
of the presented organic photo-conductive sensor. The results of the mea-
surements were considered in the section ”discussion”. The third chapter is
closed with a section on the stability of the organic sensor.
Chapter four - theoretical model - provided a mathematical model for the
optical and the electrical working principle of the photo-conductive sen-
sor. With the optical model I described the exciton generation - via the
absorption of a photon - and the exciton diffusion in the EGL. By means
of a simplified 2D model of the photo-conductive sensor, I was able to de-
scribe the sensor using a set of simplified semiconductor equations in quasi-
electrostatic regime. I presented a way to solve the 2D model via numerical
analysis in a MATLAB program, the implementation is performed accord-
ing to the Scharfetter-Gummel scheme. Simulations were presented that
confirm that the 2D sensor model is representative for the photo-conductive
sensor, the simulation results were fitted to a physical measurement.
5.2 Prospect & Challenges
The focus of my PhD was to develop an imperceivable and stable trans-
parent optical sensor. This implies that there was little time to further in-
vestigate some interesting findings (when out of the scope of the TARDIS
project). For example I found that the performance of the sensor was en-
hanced when I performed an all glue encapsulation, the origin of the im-
provement has not yet been resolved. It is certainly interesting to inves-
tigate how the glue encapsulation and the UV-exposure influences the or-
ganic stack. A study on these topics could reveal methods to improve the
performance of the sensor.
Considering the future application of the transparent sensor, there is still
room for improvement. The transparency for example is currently depen-
dent on the wavelength, a uniform transmission spectrum could reveal a
less perceivable sensor. Also the measurement speed and the stability of
the sensor could to my opinion be improved with the right choice of ma-
terials and possibly an optimization of the interface between the electrodes
and the HTL. If injection of charge carriers could be achieved, the photo-
current amplification could be realized.
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Finally it may be interesting to restrict the absorption spectrum of the cur-
rent photo-conductive sensor to a limited wavelength band. This is possi-
bly achieved using different EGL materials or doping the EGL with nano-
particles. With photo-conductive sensors that are sensitive for three nar-
row wavelength regions, it would become possible to develop a transparent
colour detector.
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