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A Kotzig factorization of order 2n + 1 is a Hamilton decomposition together with a near 
one-factorization of the complete graph of ortfer 2n+ 1 such that each Hamilton circuit 
contains exactly one edge from ea:h near one-fg.ctor. A multiplication construction for Kotzig 
factorization is given. Since Kotzig factorization!s are known to exist for all odd prime orders, 
they exist for all odd orders. 
1. History and definition 
A Hamilton decomposition of a graph is a partition of the edge set into Hamilton 
circuits. A one-factor (neat one-factor) of a graph is a set of edges such that every 
vertex is incident with precisely one edge (except one vertex which is not adjacent 
to any edge in the set). A graph can have a one-factor (near one-factor) only if it 
is of even (odd) order. 
A one-factorization (near one-factorization) of a graph is a partition of the edge 
set into one-factors (near one-factors). Two partitions of the edge set of a graplh 
are said to be orthogonal if any two parts, one from each partition, have at most 
one edge in common. This latter definition, pertaining to one-factorizations onky, 
can be found in [S]. 
Both a one-factorization and a near one-factorization are said to edge-color the 
graph; the edges of a given (near) one-factor C are said to be colored C. 
A Kotzig factotirution of order 2n + 1 is a Hamilton decomposition of the 
complete graph on 2n + 1 vertices, K 2n+l, together with a near one-factorization 
that is orthogonal to it. Thus each Hamilton circuit contains one edge of each 
cola~r. 
Kotzig factorizations were introduced by Mendelsohn and Col5ourn [6]. They 
discussed the relationships between these ‘designs’ and various other cor&inator- 
ial objects such as Room squares, Howell designs, perfect one-factorkations, and 
Kirkman triple systems. 
:K,otzig factorizations are in many ways similar to designs. For example, a Room 
squ,nre of order 2n is equivalent o a pair of orthogonal one-factorizations of &,,; 
a pair of orthogonal latin squares of side y1 is equivalent to a pair of orthogonal 
‘(c The original draft of this paper was written while the author was visiting the Department of 
Mathematics at Simon Fraser University. 
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one-factorizations of a complete 
niques used to construct one type 
types of design. 
bipartite graph with 2n vertices, K,,,,,. Tech- 
of design may well be used to construct other 
Mendelsohn and Colbourn construct a Kotzig factorization for order p, where p 
is an odd prime. They also constructed by computer Kotzig factorizations of all 
orders smaller than 43. 
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In This paper, a multiplication construction for Kotzig factorizations is given. If 
a Kotzig factorization exists for both orders u and u, and if one of the factoriza- 
tions has some extra structure as well, then a Kotzig factorization of order uu 
exists. As the required extra structtie can be found in the prime case, Kotzig 
factorizations exist for ail orders. 
2. Construction for prime orders 
The Mendelsohn-Colbourn construction for prime orders is given because the 
structure of these Kotzig factorizations is used in the multiplication theorem. 
Let K, be the complete grapil on p vertices, where the vertices are 
(0, 1.2, . . . , p - 1) = GF(p), the finite field of p elements. For i = 1,2, . . . , i(p - 1), 
define 
M ={(j,j+i)Ij=O, 1,. ..,p-1). 
l’hcn Hi is a Hamilton circuit, and the set of Hi’s 
H = (Hi 1 i = 1,2,. . . , $(P - 1)) 
form a Hamilton decomposition of K,. Note that an edge is in Hi if the difference 
of its endpoints is i. 
Similarly, for i = 0, I_ 2, . . . , p - 1, define 
6 ={(j. i-j) 1 je G -{i}}. 
Then c is a near one-factor, and F = (E 1 i E GF(p)} is a near one-factorization of 
K,,. Note that an edge is in E if the sum of its endpoints is J. 
H and F define a Kotzig factorization of &,, since the c~ations x + y = i, 
x-y=j have a unique solution x=!(i+j), y=$(i-j) in G. 
3. Ihe muitiplkation construction 
Assume a Kotzig factorization of order 2n -t 1 exists, an 4 bet p bc any odd 
prime other than S. The case p = 5 requires a slight modifficatipri to the construc- 
tion. A Kotzig factorization of order p(2n + 1) is construct&. 
Let the vertices of L,, , 1 be 0, 1,2, . . . ,2n. Replace each vertex u + !X2,, + l by 
p new vertices ui where j E G(p). These vertices form the vertex set ’ Kp(2n+lj. 
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Each vertex of K2n+f is replaced by an isomorphic copy of i[cp, and each edge is 
replaced by an isomorphic copy of the complete bipartite graph &, 
Let C be a Hamilton circuit of the Hamilton decomposition of Kz,+1 ; it jis to be 
replaced by p Hamilton circuits of the new graph, Ca, CI, C2, . . . , &. See Fig. 1 
for an example. For each edge (y u) of C a one-factorization of the correspond- 
ing KP,P is chosen. In particular, for i E GF(p), d&ne 
E;;i = I(%, vi +j) 1 .f E Wp)). 
Then E = (& 1 i E GF(p)) is a one-factorization of KpeP. Let Ci consist alternately 
of isomorphic copies of 4 and E-i for all edges of C, except for the last three 
edges. For the last three edges use 4, Ei, and El-zie Then, if C = 
(0,1,2,.=.,2&O), 
Ci = (0Ol.i 2031 l l ’ (2n - 2)O(2n - l)i(2?l)zi 
OIli+* l ’ ’ 02 l ’ ’ O-1 ’ l l 2PZ,i-,0J. 
Thus the Ci are Ha.milton circuits, and all the edges of the form (4, Uj), where 
u # v, are partitioned into Hamilton circuits. 
Next color the edges (h, Vj) where w # ZI. For each edge (u, U) choose a 
3, 2, 1, O. 2no 2n-1, 2n-2, 
3, 02 2n-21 
-CO 
------ C‘ 
. . . . . . . . . . . . . . . C, 
Fig. 1. Construction of Ci for p = 3. 
one-factorization of KPmp orthogonal to E used for the Hamilton circuits. For 
example let 
Gj = (( 4, vi-j) 1 i E GF(p)}- 
Then G = {Gj 1 j E GE;(p)) is a one-factorization of the copy of Kp..,, and G is 
orthogonal to E. Thus Gj and 4 have precisely one edge in common. 
Assuming that (u, v) was colored a in K2n+l, color the edges of each one-factor 
Gj by the new color aj. 
Any Hamilton circuit Ci that has been constructed contains each new color 
precisely once. C contains exactly one edge colored a, and hence Ci can have an 
edge colored aj only in the copy of Kp,p corresponding to that edge. But in that 
Kp,p, the set of edges of Ci are 4, and Ei has precisely one edge in common with 
Gi, the set of edges colored %. 
The edges of the KP’s that replaced each vertex of K2n+1 are not yet colored 
nor formed into Hamilton circuits. Sine? the remaining graph is not connected, to 
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form more Hamilton circuits one of the new Hamilton circuits just created must 
be sacrificed, say 
A = (Oo1020 l l l 2noOr 1 1 l l l 2nI02 . l 9 O3 l l = (2&Oo). 
Now $p + 1) Hamilton circuits must be constructed using the edges of A and 
the edges of the complete graphs. An example for p = 3 is given in Fig. 2. 
-A, 
-_---- A0 
Fig. 2. Construction of Ai for p = 3. 
The Kotzig factorization of KP from the previous section, is used in this step. 
The Hamilton decomposition H and orthogonal near one-factorization F have 
already been constructed. 
Let X={(&,yi)li=l,2,... , $(p - I)} be a strong starter for GF(p). A strong 
atati’rr for an abelian group of order p is a set of $(p - 1) pairs such that: 
(a) each non-zero element occurs in exactly one pair, 
(b) each non-zero element occurs as the difference of exactly one pair, 
(c) the sums of the pairs are all different and non-zero. 
Strong starters are known to exist for finite fields of all orders except 3,5 and 9. 
The original constructions occurred in [7] for non-Fermat primes, and in [3] and 
[4] for Fermat primes. Since the construction of Kotzig Factorizations will not 
require that the sums of the pairs be non-zero, for p = 3 let X = {( 1,2)}. The case 
p = 5 is special, and is left to the next section. 
Since the differences of the pairs of X are not equal, each edge will occur in a 
different Ifi of H. Similarly, as the strong starter pairs all have different sums, 
each edge of X will be colored differently by IC Thus, X is a set of $(p - 1) edges 
of & such that no two edges have a vertex in common, each edge is in a different 
Hamilton circuit, and each edge is colored differently. 
Remove the edges of X from the Hamilton circuits. Now KP is decomposed 
into .-(p - 1) Hamilton paths and $(p - 1) non-adjacent edges such that each 
h. qilton path contains p - 1 distinct colors, and each independent edge is colored 
differelltly. 
For each copy of I$, ii; KP(2,,+r), embed this structure so that the independent 
edges corresponding to X are (u,, u2), (v3, u,), . _ . , (t+, Q). Define Hi to be the 
Hamilton path with endponts u2k_I and U2k. 
Next !(p - 1) new Hamilton circuits A ,, A*, . . . , At,_,j,2 are defined: 
A 1 = (O,H’:O, 1 1H; 1222H:2131 l l l 1’2:s - 1),(2n),H:“@n),O,), 
A2 = (0 4 Ho0 233 1 H’l 244 2 H22 233 4 9 9 l (2- PI 1),@‘(2n),O,). 
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In general, the edge set of Ai is defined by 
Ai = U ((2kzi-l,2k +’ l*i-_1), (2k + 12i, 21rc +221) 1 
k =(O, 1,. l l ) ?Z- l}}U{(2&-102i)). 
Thisdefinitionisvalidfor i=1,2,...&-1). 
A0 can be defined to be the remaining edges. However it can be seen that 
A0 = (010212112122 ’ l l 2n - 1~2?t~2n~030414 l l l 0506 l . ’ 
: . . O_20_11_11-2 l l l 2n_100102030 l l l 2n00r). 
Thds completes the construction of the Hamilton decomposition. 
The last step is to color the edges of the KP’s correctly. Since each vertex of 
K2nr+l, say u, was missed by one color, say c, the colors c1c2 9 l l q, must be used to 
color the edges of the corresponding I$,. The edges colored ci will be a near 
one-factor chosen from F, the orthogonal near one-factorization that was embed- 
ded in the I$, along with the Hamilton decomposition H. 
Each Ai,i=l,2 , . . . , $(p - l), already contains one of the colors cj, in the copy 
of I&, that cc,?esponds to the edge of A that was colored c. Hence, the color 
that Ai misses in the & corresponding to u must be q. Thus the near one-factor 
must be coloreo cj. This same argument applies to each i and to each old vertex u, 
The remaining colors can be assigned in any order to the remaining 4. 
Each Ai,i=j,2,...,4(~-1) contains each color cj exactly 8~~9. A contained 
each color c exactly once, and the vertex u that was not i-_I:l;e~ . with c. Then 
either cj occurs on the one edge of KP,P corresponding to the edge colored c in Ai, 
or (ci occurs in the copy of KP corresponding to 21. 
By counting the occurrences of each color q, and noting that it occurs exactly 
once in every other Hamilton path, we observe that A0 must also contain each 
color precisely once. Thus, a Kotzig factorization of order p(2n + 1) has been 
constructed. 
4. The ease 1p=5 
The construction of a Kotzig factorization of order S(2n + 1) from a Kotzig 
factorization of order (2n + 1) is the same as the other case up to the construction 
of the set X. The complete bipartite graphs K,,, can be decomposed into 
Hamilton circuits, and edge-colored, in precisely the same manner, including the 
removal of the Hamilton circuit 
A = (Oo1020 9 . . 2no01 l . l O2 l . l 2n400). 
#Itgain a Kotzig factorization of KS is required. Although all Kotzig factoriza- 
tions of K5 are isomorphic, a special one is chosen to make the later construction 
easier. 
204 J.D. Horton 
Let 
HI =(2430 12), k&=(3 14023), 
and 
FI = ((0 4) (12% F* = ((0 1) (2 3))s 
FS = ((0 3) ( 14% FY = ((13) (2 4k 6 = ((0 2) (3 4% 
Then H = {HI, H2) and F = (F,, Fz, F3, F4, F5} defines a Kotzig factorization. 
Let X = (( 12) (2 3)). Then X is a set of edges that are in different Hi’s and in 
different 4’s. just as in the previous case, except that the edges of X are now 
adjacent and form a path of length 2. 
Hamilton circuits AI and AZ are defined in a similar manner as before, using 
H, and &. 
A,=(0000011111222223 .-- 2 4 3 0 1 10 3 4 2 2 4 3 0 1 1 
l = l 2nZ’2n42n32n02n102), 
A2 = (030~04000~12&-~141, 1:232,24202232 l l l 
l l l 2n32n,2n42n02n203). 
Again define A,, to be the set of remaining edges. Then 
A0 = (0,020313121~2,2223 l ’ ’ 2n&22?&1424 l l l 
A,, looks slightly different, but only because it runs the edges of X in each K5 
both at the same time. instead of running each edge alone. 
The edge colors for the copies of the KS’s are defined as before. For each color 
c in the original graph A, and A2 both have precisely one edge colored by 
cl, c2, c3, c4 or cs, say cl and c2 respectively. 
Now there was one vertex u of K 2n+ m that was not incident with an edge 
colored c. But c has been expanded to a copy of KS. If the edges corresponding to 
6 are colored ci for i = 1,2,3,4, and 5, then both A, and A2 contain all colors 
exactly once. As well, A. contains all colors exactly once. 
5. General considerations 
‘The construction as given in the previous two sections proves that if a Kotzig 
factorization of order u exists, and if p is an odd prime, then a Kotzig factoriza- 
tion of order pu exists. Since Kotzig factorizations exist for all prime numbers, this 
proves the theorem. 
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Theomm. If u is any odd number, then a Kotzig factorization of order t) exiqs. 
Although the construction as given is rather specific, many minor modifications 
can be made to make diflCerent and, I suspect, often nonisomorphic, Kotzig 
factorizations. % 
Each edge of the K 2n+l gets replaced by a pair of orthogonal one-factorizations ‘* 
of &,P. A pair of orthogonal one-factorizations corresponds to a pair of or- 
thogonal latin squares of side p, of which many exist. The requirement that 
circuits are produced restricts the choice of these pair of latin squares, but 
judicious choices of one-factorizations for a few edges in each Hamilton path can 
get around this problem. 
The construction of 4 and Gj work over any abelian group of odd order, so 
that a multiplication theorem for non-prime p is conceivable: The particular 
construction of the F and If in the & is almost certainly not necessary. Any 
Kotzig factorization will do, as long as an acceptable set X of edges can be found. 
A suflicient restriction on X is that 1X1= $(p - l), IXn Hjl= 1 for all Hamilton 
circuits, each edge of X is colored differently, and X is a set of disconnected 
paths. In the case p = 5, X was a path of length 2, while in the other cases, X was 
chosen to be a set of non-adjacent edges. I believe any Kotzig factorization admits 
a set X that satisfies the above restrictions. If this conjecture is true, the 
construction can be used to multiply any Kotzig factorization by any other. 
Mendelsohn and Colbourn suggested that the existence problem for Kotzig 
factorizations was hard. Because of the similarity regarding orthogonality with 
Room squares and pairs of orthogonal latin squares, I also suspected that at first. 
In fact, I suspected it would even be harder, because ‘circuitness’ is a property 
that has eluded recursive construction techniques and multiplication theorems in 
oxher design problems, such as perfect one-factorizations [Z] and the decomposi- 
tion of DK, into ‘orthogonal’ n - 1 cycles [l]. 
However, the problem turned out to be easier, because there were no small 
exceptions. Thus that there is no Room square of sides 3 or 5, and that there is no 
pair of orthogonal latin squares of side t, ludde those problems diflicult. 
Mendelsohn and Colbourn also introduced a design they call a Q-AK(u) array, 
where Q is a set of graphs with u vertices and v edges, and v is an odd positive 
integer. The array is equivalent o a decomposition of K;, into ;(v - 1) graphs in 0, 
and into an orthogonai near one-factorization. A Kotzig factorization is equival- 
ent to a Q-AK(v) array where A is a Hamilton circuit. 
A related question is, given a set of graphs Q on V vertices, and v - 1 edges, 
where v is even, can KU be decomposed into graphs in Q and into an orthogonal 
one-factorization? The particular case that comes to mind is whether &, can be 
decomposed into Hamilton paths so that each path contains each color exactly 
once. K2 and KS admit such decompositions. Ilowever, K4 and & cannot be so 
decomposed, which may make this problem cdiflicult. 
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