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Abstract
We consider solutions to Schrödinger equation on Rd with variable coefficients. Let H be the Schrödinger
operator and let u(t) = e−itH u0 be the solution to the Schrödinger equation with the initial condition
u0 ∈ L2(Rd). We show that the wave front set of u(t) in the nontrapping region can be characterized by the
wave front set of e−itH0u0, where H0 is the free Schrödinger operator. The characterization of the wave
front set is given by the wave operator for the corresponding classical mechanical scattering (or equivalently,
by the asymptotics of the geodesic flow).
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We consider a Schrödinger operator
H = −1
2
d∑
i,j=1
∂xi aij (x)∂xj + V (x)
on Rd , where d  1. We suppose the coefficients {aij (x)} and the potential V (x) satisfy the
following conditions:
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1300 S. Nakamura / Journal of Functional Analysis 256 (2009) 1299–1309Assumption A. aij (x),V (x) ∈ C∞(Rd ;R) for i, j = 1, . . . , d , and there exist μ > 0, and Cα > 0
for each α ∈ Zd+ such that
∣∣∂αx (aij (x) − δij )∣∣ Cα〈x〉−1−μ−|α|,∣∣∂αx V (x)∣∣ Cα〈x〉1−μ−|α|, x ∈ Rd .
Moreover, H is elliptic, i.e., det(aij (x)) = 0 for each x ∈ Rd .
Then it is well known that H is essentially self-adjoint on C∞0 (Rd) (see e.g., [13, Chap-
ter X]). We denote the self-adjoint extension by the same symbol H . We consider solutions to
the Schrödinger equation
∂
∂t
u(t) = −iHu(t), t ∈ R,
with initial condition u(0) = u0 ∈ L2(Rd). We study properties of the wave front set of the
solution u(t) = e−itH u0. In particular, we give a characterization of the wave front set of u(t) in
the nontrapping region in terms of u0, t = 0.
We denote the kinetic energy part of the Hamiltonian by K , and the free Schrödinger operator
by H0, i.e.,
K = −1
2
d∑
i,j=1
∂xi aij (x)∂xj , H0 = −
1
2
 = −1
2
d∑
j=1
∂2xj .
We denote the principal symbol of K by k(x, ξ):
k(x, ξ) = 1
2
d∑
i,j=1
aij (x)ξiξj , x, ξ ∈ Rd .
We denote
(
y(t;x, ξ), η(t;x, ξ))= exp tHk(x, ξ),
i.e., (y(t), η(t)) is the solution to the Hamilton equation:
d
dt
y(t) = ∂k
∂ξ
(
y(t), η(t)
)
,
d
dt
η(t) = − ∂k
∂x
(
y(t), η(t)
) (1)
with initial condition y(0) = x, η(0) = ξ .
Definition 1. (x, ξ) ∈ R2d is said to be forward nontrapping (backward nontrapping, respec-
tively) if |y(t;x, ξ)| → +∞ as t → +∞ (t → −∞, respectively).
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exists (x±, ξ±) ∈ R2d such that
∣∣y(t;x, ξ)− (x± + tξ±)∣∣→ 0 as t → ±∞,
where “±” correspond to the forward and backward nontrapping cases, respectively. x± + tξ± is
called the asymptotic trajectory, and we denote x± = x±(x, ξ) and ξ± = ξ±(x, ξ), respectively.
We note (x, ξ) → (x±, ξ±) are local diffeomorphisms. We discuss them in detail in Section 2.
We denote the wave front set of u ∈ D′(Rd) by WF(u) ⊂ R2d . Then our main result is stated
as follows:
Theorem 1. Suppose Assumption A, and suppose (x0, ξ0) ∈ R2d is backward (forward, respec-
tively) nontrapping. Let u(t) = e−itH u0 with u0 ∈ L2(Rd), and let t0 > 0 (t0 < 0, respectively).
Then
(x0, ξ0) ∈ WF
(
u(t0)
) ⇐⇒ (x∓(x0, ξ0), ξ∓(x0, ξ0)) ∈ WF(e−it0H0u0).
Remark. By the discussion in Section 3, we see that WF(e−itH0u0) is characterized as follows:
(x′, ξ ′) /∈ WF(e−itH0u0) if and only if there exists a(x, ξ) ∈ S01,0 such that a(x, ξ) is elliptic at
(x′, ξ ′) and a(x + tDx,Dx)u0 ∈ C∞(Rd). By this observation, we can show that the microlocal
smoothing estimate of Craig, Kappeler, Strauss [1] follows from Theorem 1. It is also equivalent
that there exists a(x, ξ) ∈ C∞0 (R2d) such that a(x′, ξ ′) = 0 and ‖a(x + tDx,hDx)u0‖ = O(h∞)
as h → 0.
Our result may be considered as a refinement of the microlocal smoothing estimates, e.g., re-
sults by Craig, Kappler, Strauss [1], Robbiano, Zuilly [14]. They showed that decay of the initial
condition u0 in a certain cone in Rd implies microlocal regularity of u(t) along classical flow
starting from the cone. The theory is generalized to Schrödinger operators on manifolds with
conic ends by Wunsch [17] and Robbiano, Zuily [15] using quadratic scattering wave front sets.
On the other hand, the author studied it using different notion of wave front set, homogeneous
wave front sets, to generalize results in [1] to Schrödinger equations with long-range type per-
turbation on Rd ([11]. See also a generalization to the analytic smoothing effect by Martinez,
Nakamura and Sordoni [9].) Recently, Hassel and Wunsch obtained a characterization of the
wave front set of the solution to Schrödinger equations on manifolds using the scattering wave
front sets [5], and their results are closely related to our results. However, their formulation and
assumptions are quite different from ours, and our proof is simpler. Doi proved smoothing ef-
fect using different settings [3,4]. In particular, this work is partially inspired by his work on the
smoothing properties of perturbed harmonic oscillators [4].
After the original version of this work was completed, this result was extended to long-range
perturbation cases by the author [12], and to Schrödinger operators on scattering manifolds by Ito
and Nakamura [7]. It was also generalized to the characterization of the analytic singularities by
Martinez, Nakamura and Sordoni [10]. We are investigating further extension and generalization
of such characterization of microlocal singularities for Schrödinger equations.
In Section 2, we prepare a few lemmas on the classical mechanical scattering, and we prove
Theorem 1 in Section 3. The idea of the proof is to employ an Egorov-type theorem in the semi-
classical limit. Here the semiclassical parameter is, essentially, the modulus of the momentum.
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aw(x,Dx)u(x) = (2π)−d
∫ ∫
ei(x−y)·ξ a
(
(x + y)/2, ξ)u(y)dy dξ
for u ∈ S(Rd). We use the S(m,g) symbol class notation due to Hörmander [6, vol. 3]. In partic-
ular, we write the standard Kohn–Nirenberg symbol class by S01,0 = S(1, dx2 + dξ2/〈ξ 〉2). We
also use the standard notation 〈x〉 =√1 + |x|2 for a vector x, and R+ = [0,∞); R− = (−∞,0].
We denote the set of non-negative integers by Z+, and the set of (d-dimensional) multi-indices
by Zd+. We write f (h) = O(h∞) if f (h) = O(hN) as h → 0 for any N ∈ Z+. L(H,K) denotes
the Banach space of the bounded operators from H to K, and L(H) = L(H,H). C and C∗ denote
generic constants, which may vary from line to line.
2. Classical trajectories
Here we discuss several results on the scattering theory of classical mechanics. They seem to
be well known, but we recall them for the completeness and also for reader’s convenience (see,
e.g., [13, vol. 3, §11.2], [1, §2]).
In the following, we only consider the case t0 > 0, and we fix a backward nontrapping point
(x0, ξ0) ∈ R2d . We study the asymptotic behavior of classical trajectories (i.e., the solutions
to (1)) as t → −∞.
Lemma 2. There exists Ω ⊂ R2d , a neighborhood of (x0, ξ0) and constants c,C > 0 such that
∣∣y(t;x, ξ)∣∣ c|t | − C for t < 0, (x, ξ) ∈ Ω .
Proof. Note k(x0, ξ0) > 0, since otherwise (x0, ξ0) is trapping. Hence k(x, ξ)  c0 > 0 in a
small neighborhood of (x0, ξ0). We note k(y(t), η(t)) = k(x, ξ) for all t . By straightforward
computations, we have
d2
dt2
∣∣y(t)∣∣2 = 2 d
dt
(
y(t) · dy
dt
(t)
)
= 2 d
dt
(∑
i,j
aij
(
y(t)
)
yi(t)ηj (t)
)
= 4k(y(t), η(t))+ W (y(t), η(t)),
where W(x, ξ) = O(|x|−1−μ), locally uniformly in ξ ∈ Rd . Thus, if k(x,ξ) > 0 and |y(t)| is
sufficiently large, then |y(t)|2 is a convex function of t . We choose R > 0 so that |W(x, ξ)| 
2c0 if |x|  R and |ξ |  sup{|η(t;x, ξ)| | t  0, (x, ξ) ∈ Ω} < ∞. By the assumption, if Ω is
sufficiently small neighborhood of (x0, ξ0), there exists t1 < 0 such that |y(t1;x, ξ)|  R and
d
dt
|y(t1;x, ξ)|−c1 < 0 for all (x, ξ) ∈ Ω . Then by the convexity, |y(t;x, ξ)| R + c1|t − t1|
for all t  t1 and (x, ξ) ∈ Ω . The claim now follows immediately. 
Lemma 3. Let Ω ⊂ R2d as in the previous lemma. Then there exist limits
ξ−(x, ξ) = lim
t→−∞η(t;x, ξ),
x−(x, ξ) = lim
(
y(t;x, ξ) − tη(t;x, ξ))t→−∞
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∣∣ξ− − η(t;x, ξ)∣∣ C〈t〉−1−μ,∣∣x− − y(t;x, ξ)+ tη(t;x, ξ)∣∣ C〈t〉−μ,
for t  0, (x, ξ) ∈ Ω . Moreover, the map S− : (x, ξ) → (x−, ξ−) is a diffeomorphism from Ω
to S−(Ω).
Remark. If (x0, ξ0) is forward nontrapping, then the analogous results hold by replacing “t →
−∞” by “t → +∞,” and “(∗)−” by “(∗)+.”
Proof. We denote y(t) = y(t;x, ξ), η(t) = η(t;x, ξ) with (x, ξ) ∈ Ω . Then we have
d
dt
ηi(t) = −12
d∑
j,k=1
(∂xi ajk)
(
y(t)
)
ηj (t)ηk(t)
= O(∣∣y(t)∣∣−2−μ)= O(|t |−2−μ) as t → −∞
by Lemma 2. Similarly, if we set z(t) = y(t) − tη(t), we have
d
dt
zi(t) =
d∑
j=1
aij
(
y(t)
)
ηj (t) − ηi(t) − t d
dt
ηi(t)
=
d∑
j=1
(
aij
(
y(t)
)− δij )ηj (t) + t2
d∑
j,k=1
(
∂xi ajk
)(
y(t)
)
ηj (t)ηk(t)
= O(|t |−1−μ) as t → −∞.
The first claim follows immediately from these estimates. By the standard method, we can
also show (x, ξ) → (x−, ξ−) is a C∞-map. Namely, for each α,β ∈ Zd+, ∂αx ∂βξ z(t;x, ξ) and
∂αx ∂
β
ξ η(t;x, ξ) satisfy similar first order ODEs with coefficients which are integrable in t . Hence
∂αx ∂
β
ξ z(t;x, ξ) and ∂αx ∂βξ η(t;x, ξ) converges uniformly to ∂αx ∂βξ x−(x, ξ) and ∂αx ∂βξ ξ−(x, ξ) as
t → −∞. Moreover, if |t2| is sufficiently large (and t2 < 0), then
∥∥∥∥ ∂(z, η)∂(z′, η′) (s) − E
∥∥∥∥ 12 for s  0,
where η(s) = η(s; z′ + t2η′, η′), z(s) = y(s; z′ + t2η′, y′) − (t2 + s)η(s) with (y′, η′) ∈ Tt2(Ω);
E is the 2d × 2d unit matrix, and ‖ · ‖ denotes the operator norm in L(R2d). Hence, by letting
s → −∞, we have
∥∥∥∥∂(x−, ξ−)′ ′ − E
∥∥∥∥ 1 .∂(z , η ) 2
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(z′, η′) → (x−, ξ−) is diffeomorphic. Since (x, ξ) → (z′, η′) is also diffeomorphic, we conclude
the last assertion. 
The lemma also implies
∣∣y(t) − (x− + tξ−)∣∣ ∣∣y(t) − (x− + tη(t))∣∣+ t∣∣η(t) − ξ−∣∣
= O(|t |−μ) as t → −∞.
Namely, y(t) asymptotically converges to the free motion x− + tξ− as t → −∞.
We denote
St (x, ξ) = exp(−tHp0) ◦ exp(tHk)(x, ξ) =
(
y(t) − tη(t), η(t)),
where p0(ξ) = 12 |ξ |2 is the free Hamiltonian, and exp(tHp0) is the free Hamilton flow, i.e.,
exp(tHp0)(x, ξ) = (x + tξ, ξ). By the above lemma, we learn St converges to S− on Ω as t →
−∞ in the sense of C∞-maps, i.e., for any α,β ∈ Zd+, ∂αx ∂βξ St converges uniformly to ∂αx ∂βξ S−
on Ω .
By the proof of the above lemma, we also learn that the flow St is generated by a time-
dependent Hamiltonian 0(t;x, ξ) defined by
0(t;x, ξ) = 12
d∑
j,k=1
(
ajk(x + tξ )− δjk
)
ξj ξk,
i.e., (z(t), η(t)) = St (x, ξ) satisfies the Hamilton equation
d
dt
zi(t) = ∂0
∂ξi
(
t; z(t), η(t)), d
dt
ηi(t) = −∂0
∂xi
(
t; z(t), η(t))
with the initial condition (z(0), η(0)) = (x.ξ). We also denote
(t;x, ξ) = 0(t;x, ξ)+ V (x + tξ ),
which generates the flow exp(−tHp0) ◦ exp(tHp), where p(x, ξ) = k(x, ξ) + V (x) is our full
Hamiltonian.
3. Proof of Theorem 1
In this section we suppose (x0, ξ0) is backward nontrapping, and prove Theorem 1 for the
case t0 > 0.
We first consider the quantum evolution corresponding to the classical scattering evolution St .
For v0 ∈ H 2(Rd), we consider
v(t) = eitH0e−itH v0.
If we differentiate v(t) in t , we have
S. Nakamura / Journal of Functional Analysis 256 (2009) 1299–1309 1305d
dt
v(t) = i eitH0(H0 − H)e−itH v0
= −i(eitH0(H − H0)e−itH0)v(t)
= −iL(t)v(t).
We recall
eitH0aw(x,Dx)e
−itH0 = aw(x + tDx,Dx)
for any symbol a(x, ξ) without remainder terms. Hence we learn
L(t) = 1
2
d∑
i,j=1
Dxi
(
awij (x + tDx) − δij
)
Dxj + V w(x + tDx).
We note that the principal symbol of L(t) is given by (t;x, ξ), and the remainder term is in
S(〈ξ 〉−1−μ,dx2 + dξ2/〈ξ 〉2), locally in x. Thus the operator L(t) is a quantization of (t;x, ξ),
and it generates the corresponding quantum evolution.
Let Ω ⊂ R2d be a small neighborhood of (x0, ξ0) as in the last section, and let f0 ∈ C∞0 (R2d)
be a smooth cut-off function such that f0(x0, ξ0) = 0 and supported in Ω . For t  0, we set
g0(t;x, ξ) = f0 ◦ S−1t (x, ξ).
Then g0(t; ·,·) is supported in St (suppf0) ⊂ St (Ω), and by the discussion of the last section and
the standard argument of the classical mechanics, we observe
∂g0
∂t
(t;x, ξ) = −{0, g0}(t;x, ξ),
where {a, b} =∑dj=1( ∂a∂ξj · ∂b∂xj − ∂a∂xj · ∂b∂ξj ) is the Poisson bracket. It is easy to see that the support
of g0(t; ·,·) is uniformly bounded and g(t; ·,·) converges to f0 ◦ S−1− in the C∞0 -topology as
t → −∞ (cf. Lemma 3). Then we set
ψ0(t;x, ξ) = g0
(
h−1t;x,hξ)
for x, ξ ∈ Rd and t  0 with a semiclassical parameter h > 0. By the scaling property of
0(t;x, ξ), it is easy to see that ψ0 satisfies the same Poisson equation as g0, and satisfies the
initial condition: ψ0(0;x, ξ) = f0(x,hξ).
We consider
G(t) = eitH0e−itH f w0 (x,hDx)eitH e−itH0 ∈ L
(
L2
(
R
d
))
for t  0, and study the behavior of G(−t0) as h → 0. By straightforward computation, we learn
G(t) satisfies the Heisenberg equation:
d
G(t) = −i[L(t),G(t)], G(0) = f w0 (x,hDx).dt
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pseudodifferential operator theory (cf., e.g., Taylor [16] or Hörmander [6]).
Lemma 4. There exists ψ(t;x, ξ) ∈ C∞0 (R2d), t  0, such that:
(i) ψ(0;x, ξ) = f0(x,hξ).
(ii) ψ(t; ·,·) is supported in {(x, ξ) | (x,hξ) ∈ Sh−1t (supp[f0])}.
(iii) For any α,β ∈ Zd+, there is Cαβ > 0 such that
∣∣∂αx ∂βξ ψ(t;x, ξ)∣∣ Cαβh|β|, t  0, x, ξ ∈ Rd .
(iv) The principal symbol of ψ(t;x, ξ) is ψ0(t;x, ξ), i.e., for any α,β ∈ Zd+, there is Cαβ > 0
such that
∣∣∂αx ∂βξ (ψ(t;x, ξ)− ψ0(t;x, ξ))∣∣ Cαβh|β|+μ, t  0, x, ξ ∈ Rd .
(v) We set G(t) = ψw(t;x,Dx). Then
∥∥∥∥ ddt G(t) + i
[
L(t),G(t)
]∥∥∥∥L(L2(Rd )) = O
(
h∞
)
as h → 0.
The bound is locally uniform with respect to t  0.
Proof. We note (t; ·,·), 0(t; ·,·) ∈ S(〈ξ 〉2 + 〈x + tξ 〉1−μ,dx2 + dξ2), locally uniformly in t .
Moreover, for any compact sets Γ ⊂ Rd , I ⊂ R−, and for any α,β ∈ Zd+,
∣∣∂αx ∂βξ 0(t;x, ξ)∣∣ Cαβ〈tξ 〉−1−μ−|α|〈ξ 〉2(〈ξ 〉−1 + t〈tξ 〉−1)|β|
 Cαβ〈tξ 〉−1−μ−|α|〈ξ 〉2−|β|,∣∣∂αx ∂βξ V (x + tξ )∣∣ Cαβ〈tξ 〉1−μ−|α|〈ξ 〉−|β|
for x ∈ Γ , ξ ∈ Rd and t ∈ I . We choose Γ so large that ψ0(t;x, ξ) = 0 for all t  0, ξ ∈ Rd if
x /∈ Γ .
We recall
∂
∂t
ψ0(t;x, ξ) = −{0,ψ0}(t;x, ξ)
thanks to the construction of ψ0. If we set
rw0 (t;x,Dx) =
∂
∂t
ψw0 (t;x,Dx) + i
[
L(t),ψw0 (t;x,Dx)
]
,
then by the asymptotic expansion formula, we have
∣∣∂αx ∂βξ r0(t;x, ξ)∣∣ Cαβ(h1+|β| + h〈h−1t 〉−μh|β| + 〈h−1t 〉1−μh1+|β|)
 C′ hμ+|β| for x ∈ Γ, t ∈ I, ξ ∈ Rd ,αβ
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transport equation
∂
∂t
ψ1(t;x, ξ)+ {0,ψ1}(t;x, ξ) = −r0(t;x, ξ)
with initial condition ψ1(0;x, ξ) = 0. Then we have
∣∣∂αx ∂βξ ψ1(t;x, ξ)∣∣ Cαβhμ+|β| for x ∈ Γ, t ∈ I, ξ ∈ Rd ,
with some Cαβ , and it is also supported essentially in supp[ψ0(t; ·,·)]. If we set
rw1 (t;x,Dx) =
∂
∂t
ψw1 (t;x,Dx) + i
[
L(t),ψw1 (t;x,Dx)
]+ rw0 (t;x,Dx),
then r1 satisfies
∣∣∂αx ∂βξ r1(t;x, ξ)∣∣ C′αβh2μ+|β| for x ∈ Γ, t ∈ I, ξ ∈ Rd .
We iterate this procedure to obtain ψj , j = 2,3, . . . , that satisfy
∣∣∂αx ∂βξ ψj (t;x, ξ)∣∣ Cαβhjμ+|β| for x ∈ Γ, t ∈ I, ξ ∈ Rd,
and
rwj (t;x,Dx) =
∂
∂t
ψwj (t;x,Dx) + i
[
L(t),ψwj (t;x,Dx)
]+ rwj−1(t;x,Dx)
is O(h(j+1)μ). We then set
ψ(t;x, ξ) ∼
∞∑
j=0
ψj (t;x, ξ)
in the sense of an asymptotic sum as h → 0. We may choose ψ(t;x, ξ) so that it is supported in
supp[ψ0(t; ·,·)], since the error is O(h∞). Now it is straightforward to check ψ(t;x, ξ) satisfies
the required properties. 
Proof of Theorem 1. Let u0 ∈ L2(Rd) and t0 > 0 as in Theorem 1. By the construction of G(t)
and Lemma 4, we have
∥∥∥∥ ddt
(
eitH e−itH0G(t)eitH0e−itH
)∥∥∥∥ CNhN,
and by integrating this in t , we learn
∥∥eitH e−itH0G(t)eitH0e−itH v − G(0)v∥∥ CN |t |hN
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∣∣∥∥G(−t0)e−it0H0u0∥∥− ∥∥G(0)u(t0)∥∥∣∣ CNhN. (2)
Recall that G(0) = f w0 (x,hDx) and G(−t0) = ψw(−t0;x,Dx) with ψ(t;x, ξ) as in
Lemma 4. Now we suppose (x0, ξ0) /∈ WF(u(t0)). Then by taking f0 supported in a sufficiently
small neighborhood of (x0, ξ0), we may suppose ‖G(0)u(t0)‖ = O(h∞) as h → 0. By (2), this
implies
∥∥G(−t0)e−it0H0u0∥∥= O(h∞) as h → 0.
Since S−1−h−1t0(x−, ξ−) converges to S
−1− (x−, ξ−) = (x0, ξ0) as h → 0, we learn
ψ0
(−t0;x−, h−1ξ−)= f0(S−1−h−1t0(x−, ξ−)
)→ f0(x0, ξ0) = 0.
Hence there exist δ, ε > 0 and h0 > 0 such that
∣∣ψ(−t0;x, ξ)∣∣ δ > 0 if |x − x−| < ε, |hξ − ξ−| < ε, and 0 < h h0.
In other words, G(−t0) is microlocally elliptic at (x−, ξ−) in the semiclassical sense. Thus these
imply (x−, ξ−) /∈ WF(e−it0H0u0) (cf. [2,8]).
Conversely, we suppose (x−, ξ−) /∈ WF(e−it0H0u0). We choose a neighborhood Λ of (x−, ξ−)
in R2d such that it is conic with respect to ξ , and that aw(x,Dx)(e−it0H0u0) ∈ S(Rd) if a(x, ξ) ∈
S01,0 is supported in Λ. If we choose the support of f0(x, ξ) sufficiently small, then ψ(−t0; ·,·)
is supported in Λ for small h, since
supp
[
ψ
(−t0; ·, h−1(·))]⊂ S−h−1t0(supp[f0])
and the right-hand side converges to S−(supp[f0]) as h → 0. Then we have
∥∥ψw(−t0;x,Dx)e−it0H0u0∥∥= O(h∞) as h → 0.
Again by (2), we learn ‖f w0 (x,Dx)u(t0)‖ = O(h∞) and hence (x0, ξ0) /∈ WF(u(t0)). 
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