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Abstract
We present a first-principle computation of the jet quenching parameter, which describes
the momentum broadening of a high-energy parton moving through the deconfined state of
QCD matter at high temperature. Following an idea originally proposed by Caron-Huot,
we explain how one can evaluate the soft contribution to the collision kernel characterizing
this real-time phenomenon, analyzing certain gauge-invariant operators in a dimensionally
reduced effective theory (electrostatic QCD), which can be studied non-perturbatively via
simulations on a Euclidean lattice. Our high-precision numerical computations at two different
temperatures indicate that soft contributions to the jet quenching parameter are large. After
discussing the systematic uncertainties involved, we present a quantitative estimate for the jet
quenching parameter in the temperature range accessible at heavy-ion colliders, and compare
it to results from phenomenological models as well as to strong-coupling computations based
on the holographic correspondence.
PACS numbers: 12.38.Gc, 12.38.Mh, 11.10.Wx
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1 Introduction and motivation
Understanding strongly interacting matter under extreme conditions of temperature or density
is one of the major challenges in high-energy physics [1]. During the past few years, experiments
carried out through heavy-ion collisions at SPS [2], RHIC [3] and LHC [4] confirmed the theo-
retical expectation that, at sufficiently high values of the temperature T (around 160 MeV [5]),
hadrons turn into a qualitatively different, deconfined state of matter [6]: the “quark-gluon
plasma” (QGP) [7]. Important indirect evidence for the QGP includes the observation of ellip-
tic flow [8], characteristic photon and dilepton spectra [9], quarkonium melting [10], strangeness
enhancement [11] and jet quenching [12] (see also refs. [13] for reviews).
Jet quenching (which, together with elliptic flow, can be considered as a “gold-plated” observ-
able) was first discussed in refs. [14]. It consists in the suppression of hadrons of large transverse
momentum, due to energy loss suffered by high-energy partons propagating through the decon-
fined medium, and belongs to the class of “hard probes” used in experimental investigations of
the QGP. The phenomenological importance of jet quenching has motivated a large number of
theoretical studies [15–24], using perturbative weak-coupling expansions, various types of phe-
nomenological modeling, or strong-coupling techniques based on the gauge/string duality [25]. A
quantity commonly used in the description of the phenomenon is the jet quenching parameter qˆ,
which represents the average increase in the squared transverse component of parton momentum
per unit length [15]. Unfortunately, extracting qˆ from experimental observables is quite non-
trivial [16, 26], as the numerical values obtained depend on the details of the underlying dynam-
ics. This observation can, however, be turned around: if an accurate, first-principle theoretical
prediction for qˆ could be worked out, e.g. from a lattice calculation, then different observables
would provide valuable information on this dynamics, and thus help to better understand actual
heavy-ion collisions.
Unfortunately, since jet quenching is a real-time phenomenon, the possibility of investigating
it by means of simulations on a Euclidean lattice is not obvious at all.1 In this article, however,
following a proposal originally put forward in ref. [28], we show that a rigorous, systematic ap-
proach to the problem is possible. This enabled us to carry out a non-perturbative determination
of the contributions to qˆ from long-wavelength modes of the quark-gluon plasma. When combined
with perturbative information relevant for the dynamics of hard thermal modes, these results lead
to a model-independent quantitative estimate for the jet quenching parameter at temperatures
accessible to experiments with present technology.
In section 2 we review the basic theoretical formalism to describe the jet quenching param-
eter qˆ and introduce the formulation of a dimensionally reduced effective theory for hot QCD
(electrostatic QCD, or EQCD). This effective theory captures the dynamics of long-wavelength
modes in a non-Abelian plasma. Then, in section 3 we present a non-perturbative study of qˆ via
lattice simulations of EQCD. The key point, making it possible to extract information relevant
for a parameter describing a dynamical, real-time phenomenon via simulations in a Euclidean
setup, is that the soft physics contributions of interest manifest themselves in the form of corre-
1For an overview of recent lattice studies of quantities relevant for QGP dynamical properties and hard and
thermal probes, see ref. [27].
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lation functions near the light cone, which can be exactly mapped to Euclidean correlators (see
refs. [28–30] for a discussion). An intuitive physical argument can be summarized as follows: the
contribution to the collisional rate from plasma modes collinear with the jet is suppressed by
a reduced center-of-mass energy [31], so the contribution to the collision kernel C(p⊥) describ-
ing the evolution of jets—see eq. (5) below—from soft (and essentially classical) modes is not
sensitive to the precise value of the velocity of the ultrarelativistic parton moving through the
plasma. This implies that C(p⊥) would be essentially unchanged, even if the parton moved at a
speed larger than 1 (in natural units). Although this case is not physical, it would correspond to
making the trajectory of the hard parton spacelike, opening up the possibility of carrying out its
computation in a Euclidean setup.2
More precisely, the kernel describing the parton-plasma constituents collisions is related to
two-point correlators of spatially separated (assume |t| < |z|) light-like Wilson lines. In four-
momentum space, the latter can be re-written in terms of the difference between a retarded (R)
and an advanced (A) Green’s function:
G<(t, x⊥, z) =
∫
dω
∫
d2p⊥
∫
dpzG˜<(ω, p⊥, pz)e−i(ωt−x⊥·p⊥−zp
z)
=
∫
dω
∫
d2p⊥
∫
dpz
[
nB(ω) +
1
2
] [
G˜R(ω, p⊥, pz)− G˜A(ω, p⊥, pz)
]
e−i(ωt−x⊥·p⊥−zp
z), (1)
where nB(ω) = 1/[exp(ω/T )− 1] denotes the Bose-Einstein distribution. Shifting the momentum
component along the direction of motion as p′z = pz − ωt/z, the integration over frequencies in
eq. (1) becomes trivial: for the term involving the retarded (advanced) Green’s function, it can
be carried out by analytical continuation into the upper (lower) complex frequency semi-plane,
without encountering any singularities, except those of the function [nB(ω)+1/2]. Since the latter
has simple poles at ω = 2piinT for integer n (with residues T ), the previous expression can be
re-written as a sum over Matsubara frequencies,
G<(t, x⊥, z) = T
∑
n∈Z
∫
d2p⊥
∫
dp′zG˜E(2pinT, p⊥, p′z + 2piinT t/z)ei(x⊥·p⊥+zp
′z), (2)
where G˜E is the Euclidean correlator, related to the retarded Green’s function via G˜E(ω, p⊥, pz) =
iG˜R(−iω, p⊥, pz). Note that contributions from n 6= 0 modes are exponentially suppressed at large
separations, while the gT contribution comes only from the zero mode, which is time-independent,
and can be evaluated in EQCD.
We remark that, while the results of our simulations in the dimensionally reduced effective
theory do not include all contributions to qˆ (by construction, this effective theory misses contri-
butions from the “hard” scale piT ), they do capture the contributions responsible for large soft
corrections. The perturbative analysis of the latter cannot be pushed beyond the next-to-leading
order [28], since at subsequent orders it becomes intrinsically non-perturbative. In this article
2Other recent works discuss how to extract light-cone physics from simulations on a Euclidean lattice using a
different approach [32].
2
we will use the qˆsoft notation to denote contributions to the jet quenching parameter that are
captured within the EQCD framework.
In section 4 we discuss our results, comparing them with other recent, related studies [33–36],
and list future research directions. For a concise summary of the present work, see also refs. [37].
2 Theoretical setup
Describing the jet quenching phenomenon theoretically means deriving the dynamical effects
experienced by a hard parton moving through the quark-gluon plasma. The standard formalism
reviewed in ref. [38] models the quark-gluon plasma as a sort of “background field”, neglecting
the back-reaction caused by the hard parton propagation. In the eikonal approximation [39], the
S-matrix elements relating initial and final states of a parton subject to multiple scatterings off
medium constituents can be written in terms of a Wilson line along a light-cone trajectory
W(x) = P exp
[
ig
∫
dx+A−(x+, x⊥)
]
, (3)
where x± denote light-cone coordinates
x± =
t± z√
2
(4)
and x⊥ represents the transverse coordinates. If the parton energy is much larger than the typical
energy of QGP excitations, the leading effect experienced by the hard parton is an increase of the
modulus of its transverse momentum component p⊥. More quantitatively, one can show that the
square of the transverse momentum component and the energy loss of the parton depend linearly
on the distance L travelled through the medium [15]. This leads to define the jet quenching
parameter qˆ as
qˆ =
〈p2⊥〉
L
=
∫
d2p⊥
(2pi)2
p2⊥C(p⊥), (5)
where C(p⊥) represents the “transverse collision kernel”. C(p⊥) is nothing but the differential
collision rate describing the interaction between the hard parton (in the eikonal approximation)
and the plasma constituents.
In particular, for the case of a light quark probe and for transverse momenta much smaller
than the hard scale, p⊥  T , the perturbation theory (PT) analysis carried out at leading order
(LO) in ref. [17] and extended to next-to-leading order (NLO) in ref. [28] yields
C(p⊥) = g2TCf
{
1
p2⊥
− 1
p2⊥ +m2E
}
+ g4T 2CfCa
{
7
32p3⊥
− 3mEp⊥ + 2(p
2
⊥ −m2E) arctan(p⊥/mE)
4pip⊥(p2⊥ +m2E)2
+
2mEp⊥ − (p2⊥ + 4m2E) arctan[p⊥/(2mE)]
16pip5⊥
− arctan(p⊥/mE)
2pip⊥(p2⊥ +m2E)
+
arctan[p⊥/(2mE)]
2pip3⊥
+
mE
4pi(p2⊥ +m2E)
(
3
p2⊥ + 4m2E
− 1
p2⊥
)}
+O(g6), (6)
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where Cf = (N2− 1)/(2N) and Ca = N are, respectively, the eigenvalues of the quadratic Casimir
operator for the fundamental and for the adjoint SU(N) representation, N = 3 denotes the
number of color charges, while mE = gT
√
(Ca + nf tf)/3 is the Debye mass parameter, with tf =
1/2 the trace normalization for the fundamental representation and nf the number of dynamical
light quark flavors. For momenta p⊥ ∼ gT , eq. (6) gives the full O(g) correction to the collision
kernel. On the other hand, for momenta p⊥  gT one obtains [17]
C(p⊥) =
g4T 3Cf
pi2p4⊥
[2CaI+ (p⊥/T ) + 4nf tfI− (p⊥/T )] +O(g6), (7)
with
I±(x) = x2
∞∑
a=1
∞∑
b=0
(±1)a+b−1 ab
2(a+ b)3
K2
(
x
√
ab
)
, (8)
where K2(z) is a modified Bessel function of the second kind.
The integral on the right-hand side of eq. (5) should be restricted to transverse momenta of
modulus not larger than qmax, where the definition of the upper bound qmax (and, therefore, of qˆ)
is ambiguous.3 This restriction is necessary because at large p⊥ the leading-order contribution
to C(p⊥) is proportional to 1/p4⊥ (see also ref. [40] for a discussion): this implies that qˆ depends
logarithmically on qmax.
Starting from the definition eq. (5), qˆ can be derived from expectation values of a pair of light-
cone Wilson lines of length `, with the inclusion of two transverse lines of length r, to enforce
gauge invariance. From the expectation value of the trace of the resulting Wilson loop W (`, r),
one can then extract the quantity V (r) defined as
V (r) = − lim
`→∞
1
`
ln〈W (`, r)〉, (9)
which equals minus the Fourier transform of C(p⊥) (up to subtraction of a divergent contribution):
V (r) =
∫
d2p⊥
(2pi)2
[1− exp (ix⊥ · p⊥)]C(p⊥), (10)
with r = |x⊥|.
As we mentioned above, a LO perturbative evaluation of the transverse collision kernel was
carried out in ref. [17], and later extended to NLO in ref. [28]. However, it is well known that per-
turbative expansions in non-Abelian gauge theories at finite temperature are hampered by serious
convergence problems (see, e.g. [41], and references therein, for a discussion about the case of the
free energy) and by a mathematically non-trivial structure—involving, in particular, terms which
are not proportional to integer powers of αs. This can be traced back to the existence of infrared
3Note that, if the jet quenching parameter is computed introducing an auxiliary scale gT  q?  piT to
separate the regimes in which the “soft” and “hard” expressions for the collision kernel hold, one may also expect
qˆ to depend on q?. This turns out not to be the case: the q?-dependent contributions to qˆ from eq. (6) and eq. (7)
cancel against each other [28,33].
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divergences [42], which lead to a breakdown of the familiar (at zero temperature) correspondence
between expansions in powers of αs and expansions in number of loops. A consistent way to
deal with these effects is based on the introduction of a suitable hierarchy of effective theories,
defined in three spatial dimensions, relying on the separation between “hard”, O(piT ), “soft”,
O(gT ), and “ultrasoft”, O(g2T/pi) energy scales [43]—see also refs. [44]. With an appropriate
definition of their parameters (which can be fixed by a matching procedure, imposing consis-
tency with the original theory), these effective theories capture and properly resum the physics
of long-wavelength modes, leaving a well-behaved perturbative series behind.
To be definite, the Euclidean formulation of equilibrium, finite-temperature QCD in four
dimensions (4D) is based on the Lagrangian
LQCD = 1
4
F aµνF
a
µν +
nf∑
f=1
ψ¯f
[
γµ(∂µ + igA
a
µt
a) +mf
]
ψf , (11)
where g is the (bare) gauge coupling, ta are the Hermitian generators of SU(3), the field-strength
components are defined as F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν , and the Dirac operator involves a
summation over nf quark flavors, of (generically different) bare masses mf . In the following, we
restrict our attention to nf = 0, 2 or 3 light flavors, assuming that their masses are much smaller
than the system temperature: mf/T  1. The partition function is obtained by functional
integration over bosonic (fermionic) fields, with (anti-)periodic boundary conditions along the
compactified Euclidean time direction, whose extent is the inverse of the physical temperature
T . At high temperatures, the theory is in a deconfined phase. Due to asymptotic freedom, the
renormalized physical coupling runs logarithmically with the energy scale, so that, in particular,
perturbation theory becomes reliable to describe the physics of “hard” processes.
Starting from eq. (11), at sufficiently high temperatures one can construct an effective theory
by integrating out all non-zero momentum modes for the Euclidean-time components of the
gauge fields:4 this results in a three-dimensional (3D) effective theory, called electrostatic QCD
(EQCD), which is described by the Lagrangian
L = 1
4
F aijF
a
ij + Tr
(
(DiA0)
2
)
+m2ETr
(
A20
)
+ λ3
(
Tr
(
A20
))2
, (12)
with Di = ∂i+ igE[Ai, ·], i.e. 3D SU(3) Yang-Mills theory coupled to an adjoint Higgs field A0. In
three dimensions the Ai (and A0) fields, as well as the gE gauge coupling, have energy dimension
equal to one half, while the coupling of the quartic self-interaction term λ3 has dimensions of an
energy (like the mE mass parameter). The theory is super-renormalizable, and, in the modified
minimal-subtraction scheme, the physical squared mass of the scalar field, evaluated at a generic
momentum scale µ, reads
m2E(µ) =
5λ3
8pi2
(λ3 − 3g2E) ln
(
µ2
Λ20
)
(13)
4Note that, owing to the anti-periodic boundary conditions along the Euclidean time direction, the minimum
Matsubara frequency for fermion fields is finite, and proportional to T .
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(with Λ0 a constant momentum scale characterizing the theory), while gE and λ3 turn out to be
renormalization-scale independent at leading order.
Note that the most general Lagrangian of a three-dimensional super-renormalizable SU(3)-
plus-Higgs theory could also include Tr(A30) and Tr(A
2
0)Tr(A
3
0) terms. However, operators odd in
A0 appear in EQCD only in the presence of quark chemical potential, and thus in the following
we do not consider these. Note also that the Lagrangian in eq. (12) does not contain a Tr
(
A40
)
term, because for fields in the algebra of SU(3)—as well as SU(2)—generators, such operator is
trivially related to the quartic term already included in eq. (12) by the 2Tr
(
A40
)
=
[
Tr
(
A20
)]2
identity.5 Note, however, that this identity is specific of the SU(2) and SU(3) generators, and
does not hold for SU(N > 3).
Since the Lagrangian in eq. (12) does not include odd powers of A0, it is classically invariant
under a Z2 symmetry which flips the sign of this field. At the quantum level, the ground state
of the theory may be invariant under or spontaneously break this discrete symmetry. Only the
symmetric phase, however, corresponds to high-temperature QCD.
In order to reproduce the soft physics of high-temperature QCD, all parameters of the theory
described by eq. (12), namely gE, mE and λ3, have to be appropriately fixed via matching to
the theory described by eq. (11) [45–47].6 In particular, a weak-coupling analysis shows that
the leading-order relation between the 3D theory parameter gE and the running coupling and
temperature of the 4D theory (at a given momentum scale µ) already arises at tree level:
g2E = g
2(µ)T. (14)
By contrast, the relations for mE and for λ3 can be derived from one-loop computations: as we
already mentioned above, the mE mass corresponds to the Debye mass parameter, associated
with screening of chromoelectric modes in the QCD plasma,
m2E =
(
1 +
nf
6
)
g2(µ)T 2, (15)
while
λ3 =
9− nf
24pi2
g4(µ)T. (16)
An optimal value for the momentum scale µ can be defined, by extending the computation to
two-loop order [47]. It is convenient to introduce dimensionless ratios
x =
λ3
g2E
, y =
m2E(µ = g
2
3)
g4E
. (17)
5For the SU(2) theory, this identity can be easily proven noting that (in the fundamental representation and
with the normalization specified above) the generators satisfy: T aT b = 2iabcT c + δab1. For the SU(3) theory,
the same identity is a consequence of the fact that: 3{T a, T b} = δab1+ 3dabcT c, where the totally symmetric dabc
tensor satisfies: 3(dabcdegc + daecdbgc + dagcdebc) = δabδeg + δaeδbg + δagδeb.
6Recently, a similar approach has also been discussed for the dimensional reduction of a model with a large
extra-dimension [48].
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With this parametrization, the 3D theory describes soft physics of QCD with nf light quark
flavors when x and y satisfy the relation
y(x) =
(6 + nf )(9− nf )
144pi2x
+
486− 33nf − 11n2f − 2n3f
96(9− nf )pi2 +O(x). (18)
In particular, y is related to the temperature of the four-dimensional theory via
T
ΛMS
'

exp(7.2y − 2.1) for pure SU(3) Yang-Mills theory
exp(6.1y − 2.3) for QCD with nf = 2 light flavors
exp(5.9y − 2.4) for QCD with nf = 3 light flavors
, (19)
where ΛMS is the dynamically generated QCD scale in the modified minimal-subtraction scheme.
The latter quantity appears to be only mildly dependent on the number of flavors [49] and its
value for nf = 2 is ΛMS = 255
+40
−15 MeV [50].
An important aspect concerns the roˆle of center symmetry. The Lagrangian of SU(N) Yang-
Mills theory (nf = 0) in four spacetime dimensions is characterized by a global ZN symmetry,
which gets spontaneously broken in the deconfined phase.7 In fact, at high temperature, there
exist N different ground states, which can be labelled by the Polyakov loop expectation value.
In particular, in all of these phases but one, A0 takes large values, of order T/g. Since the
dimensionally reduced effective theory only describes an adjoint field of small amplitude, it does
not capture the ZN symmetry8—at least, not fully.9
For comparison with previous studies, in sect. 3 we will also present results for Wilson loops in
magnetostatic QCD (MQCD): this is a dimensionally reduced effective theory for hot QCD, which
describes the static chromomagnetic sector at scales of order g2T/pi, and is just three-dimensional
pure Yang-Mills theory. It can be formally obtained from EQCD, by integrating out the gT
scale—which includes, in particular, the physics of the A0 field. The relation between the gauge
couplings in MQCD and in EQCD is of the form g2M = g
2
E[1+O(g
2
E)] [53]. There exists convincing
numerical evidence that the square root of the spatial string tension describing the area-law decay
of large spatial Wilson loops in the deconfined phase of the theory in (3+1) dimensions scales well
with g2M, and is consistent with the string tension of MQCD; this already holds for temperatures
equal to twice (or even one and a half times) the deconfinement temperature [54,55].
7By contrast, in QCD with nf 6= 0 dynamical quark flavors the center symmetry is not exact, being explicitly
broken by the Dirac operator.
8A center-symmetric dimensionally reduced effective theory, however, has been proposed in ref. [51] (for N = 3)
and in ref. [52] (for N = 2).
9A remnant of ZN symmetry is, nevertheless, preserved in the 3D theory, which, on its critical curve, exhibits
N separate (but physically not equivalent) metastable states.
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3 Lattice study
The lattice study presented here was performed using the Wilson discretization of the continuum
EQCD action, which is obtained integrating eq. (12) over 3D space:
S = β
∑
x∈Λ
∑
1≤k<l≤3
(
1− 1
3
Re TrUk,l(x)
)
− 12
β
∑
x∈Λ
∑
1≤k≤3
Tr
(
A0(x)Uk(x)A0(x+ akˆ)U
†
k(x)
)
+
∑
x∈Λ
[
αTrA20(x) +
(
6
β
)3
xL
(
TrA20(x)
)2]
, (20)
where all summations over x run over the sites of a three-dimensional isotropic cubic lattice Λ of
spacing a and physical volume V = a3NxNyNz. Here A0(x) denotes the adjoint lattice field at a
generic site x, Uk(x) is a lattice link variable (taking values in the SU(3) group), while
Uk,l(x) = Uk(x)Ul(x+ akˆ)U
†
k(x+ alˆ)U
†
l (x) (21)
is the plaquette in the (k, l) plane through a generic site x, and, following notations almost
identical to those of ref. [56], we denoted
β =
6
g2Ea
, x =
λ3
g2E
, xL = x+
0.328432− 0.835282x+ 1.167759x2
β
,
yL = y =
m2E(µ¯ = g
2
3)
g4E
,
α =
62
β
{
1 +
6
β2
yL − (3 + 5xL)3.175911535625
2piβ
− 3
2(2piβ)2
[20xL(3− xL)(lnβ + 0.08849) + 34.768xL + 36.130]
}
. (22)
These relations already account for O(1/a) and O(ln a) divergences associated with the lattice
“mass term” α. Since the theory is super-renormalizable, there are no other divergences. The
relations are improved to O(a), excluding an additive O(a) contribution to the mass term.
Note that, according to our conventions, the (tree-level) relation between lattice and contin-
uum fields involves a proportionality factor gE, e.g. A
(cont)
i (x) = gEA
(latt)
i (x), so that lattice fields
are dimensionless. In order not to encumber our notations, in the rest of this section we will,
however, omit the “latt” superscript.
The phase structure of the lattice theory described by eq. (20) includes a symmetric phase,
in which the expectation value of TrA20(x) is small, and a broken-symmetry phase [47, 57]. Our
simulations are performed in the symmetric phase, which is the one describing the physics of soft
modes in high-temperature QCD. Owing to the finiteness of the mass gap, finite-volume effects
are exponentially suppressed with the product of the linear size of the system and the mass of the
lightest physical state in the spectrum. In practice, finite-volume effects are completely negligible
8
β xL yL Nx Ny Nz total statistics
12 0.1 0.448306 24 24 48 (7.07× 105)× 10
12 0.06 0.710991 24 24 48 (7.07× 105)× 10
12 — — 24 24 48 (1.4× 106)× 10
14 0.1 0.448306 24 24 48 (7.07× 105)× 10
14 0.06 0.710991 24 24 48 (7.07× 105)× 10
14 — — 24 24 48 (1.4× 106)× 10
16 0.1 0.448306 24 24 48 (7.07× 105)× 10
16 0.06 0.710991 24 24 48 (7.07× 105)× 10
16 — — 24 24 48 (1.4× 106)× 10
18 0.1 0.448306 24 24 48 (7.07× 105)× 10
18 0.06 0.710991 24 24 48 (7.07× 105)× 10
18 — — 24 24 48 (1.4× 104)× 10
24 0.1 0.448306 48 48 96 (7× 103)× 10
24 0.06 0.710991 48 48 96 (7× 103)× 10
24 — — 48 48 96 (1.4× 104)× 10
32 0.1 0.448306 64 64 132 (7× 103)× 10
32 0.06 0.710991 64 64 132 (7× 103)× 10
32 — — 64 64 132 (1.4× 104)× 10
40 0.1 0.448306 80 80 168 (7× 103)× 10
40 0.06 0.710991 80 80 168 (7× 103)× 10
40 — — 80 80 168 (1.4× 104)× 10
54 0.1 0.448306 80 80 168 (7× 103)× 10
54 0.06 0.710991 80 80 168 (7× 103)× 10
54 — — 80 80 168 (1.4× 104)× 10
67 0.1 0.448306 100 100 168 (7× 103)× 10
67 0.06 0.710991 100 100 168 (7× 103)× 10
67 — — 100 100 168 (1.4× 104)× 10
80 0.1 0.448306 120 120 168 (7× 103)× 10
80 0.06 0.710991 120 120 168 (7× 103)× 10
80 — — 120 120 168 (1.4× 104)× 10
Table 1: Parameters of our simulations, as defined in the text. The figures shown for the total
statistics indicate that we performed independent simulations for each value of the parameters β,
xL, yL and nr (for all integer values of nr from 1 to 10), as defined in the text. EQCD simulations at
xL = 0.1 correspond to our lower temperature ensemble, while those at at xL = 0.06 correspond
to the higher temperature. The parameters of pure Yang-Mills simulations, corresponding to
MQCD ensembles, are listed in the table entries where the xL and yL values are not indicated.
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for all β < Ns (where Ns denotes the minimum among Nx, Ny and Nz). The parameters of our
simulations, summarized in tab. 1, satisfy this condition.
To obtain the transverse collisional kernel in coordinate space V (r), we computed expectation
values of traces of Wilson loops W with two long “decorated” sides—see fig. 1. They are lattice
operators representing the counterpart (in the dimensionally reduced effective theory) of long
Wilson loops stretching along a light-cone direction (in the original, four-dimensional theory). If
the spatial projection of the light-cone Wilson line lies along direction 3ˆ, and the two light-cone
Wilson lines are spatially separated along direction 1ˆ, then these lattice operators can be defined
as
W (`, r) = Tr
(
L3(x, an`)L1(x+ an`3ˆ, anr)L
−1
3 (x+ anr1ˆ, an`)L
†
1(x, anr)
)
, (23)
with
L3(x, an`) =
n`−1∏
n=0
U3
(
x+ an3ˆ
)
H
(
x+ a(n+ 1)3ˆ
)
, (24)
L1(x, anr) =
nr−1∏
n=0
U1
(
x+ an1ˆ
)
, (25)
where n` = `/a, nr = r/a, and H(x) is a Hermitian matrix obtained by exponentiation of A0(x),
videlicet
H(x) = exp[−ag2EA0(x)]. (26)
Note that H(x) represents a parallel transporter along a real-time interval of length a.
Our numerical evaluation of expectation values of the operator defined in eq. (23) is based
on an implementation of the multi-level algorithm [58], which allows exponential enhancement of
the signal-to-noise ratio for long loops.
At each value of the parameters, we extracted V (r) from the slope of the asymptotic decay of
the logarithm of the expectation value of W (`, r) at large `, according to eq. (9). This computation
was repeated for different values of nr in independent simulations, to avoid undesired cross-
correlations. Fig. 2 shows the results we obtained from simulations at different β values from
12 to 80, for the parameter sets listed in the xL = 0.1 entries of tab. 1. For these ensembles,
the coefficients of the scalar-field terms in eq. (20) are chosen in such a way, that the theory
corresponds to the dimensional reduction of QCD with nf = 2 light flavors, at a temperature
about 398 MeV, approximately twice as large as the temperatures at which the deconfinement
crossover takes place (for QCD with nf = 2 light flavors).
10 This value is phenomenologically
interesting, being in the ballpark of (estimated) temperatures reached at RHIC experiments.
However, at this temperature the separation between hard, soft and ultrasoft scales may be only
partial, since the coupling is not very small. Hence, we also carried out a set of simulations at a
higher temperature, around 2 GeV (i.e. approximately ten times as large as the deconfinement
temperature for nf = 2 QCD), corresponding to the xL = 0.06 data sets in tab. 1: the results of
these simulations are shown in fig. 3.
10For details and for a thorough discussion of various technical aspects, including those related to finite-volume
effects and other systematics, see ref. [56] and references therein.
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Figure 1: In our EQCD simulations, the coordinate-space transverse collision kernel V (r) is
extracted from gauge-invariant operators defined in eq. (23) and given by the trace of “decorated”
Wilson loops, obtained by dimensional reduction of Wilson loops parallel to a light-cone direction
in the original theory. The figure shows a cartoon representing one of these operators, with the
magenta circles denoting the insertion of parallel transporters obtained by exponentiation of the
scalar field A0 according to eq. (26).
In the plots, both V and r are expressed in the appropriate units of g2E, and we used a
tree-level improved distance definition dI for r (see, e.g., ref. [59] and references therein for a
detailed discussion, for the case of Wilson loops in Yang-Mills theory) as well as appropriate
renormalization factors [60]. The very good scaling properties of our data are manifest: results
obtained in a rather large range of lattice spacings (spanning almost one order of magnitude),
denoted by symbols of different colors, fall on the same curve.
In order to extract the soft contribution to qˆ, our lattice results can then be fitted to a
functional form that describes the dependence of V on the transverse separation r. Perturbation
theory [28, 29] suggests that the expansion of V (r) at distances r much shorter than the inverse
of the soft scale (but still longer than the inverse of the hard thermal scale piT ) should be of the
form
V/g2E = Arg
2
E +B(rg
2
E)
2 + . . . . (27)
Note that eq. (27) includes neither a constant (V has a smooth zero limit for r → 0) nor a
logarithmic term: for p⊥  m2E, the leading-order contribution to C(p⊥) is O(m2E/p4⊥), due to
mutual cancellation of terms O(1/p2⊥).
Given that the jet quenching parameter is the second moment associated with the C(p⊥)
kernel, and, in turn, the latter is related to V (r) via a Fourier transform, according to eq. (10), qˆ
is associated with the curvature of V (r) near the origin, and thus proportional to the parameter
B appearing in eq. (27). More precisely, 4B = qˆ/g6E. Note, however, that the definition of B is
11
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Figure 2: Results of our EQCD simulations (at finite lattice cutoff and for a set of parameters
corresponding to QCD with nf = 2 light quark flavors, at a temperature about 398 MeV) for
the collision kernel V , evaluated using eq. (9), as a function of the transverse loop size r. Both
quantities are shown in appropriate units of g2E. Symbols of different colors denote results obtained
from simulations at different lattice spacings, i.e. at different values of β = 6/(ag2E).
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Figure 3: Same as in fig. 2, but for parameters corresponding to QCD with nf = 2 light quark
flavors, at a temperature about 2 GeV.
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somewhat ambiguous, since, in principle, the right-hand side of eq. (27) could also include a term
proportional to (rg2E)
2 ln(rg2E) and/or other similar terms.
The NLO weak-coupling computation carried out in ref. [28] (see also refs. [29, 33]) predicts
B = CfCa[3pi2 + 10 − 4 ln(2)]mE/(128pi2g2E). For the two temperatures investigated in this work,
following ref. [61] one can estimate the mE/g
2
E ratio to be around 0.7 (for our lower-temperature
ensemble) or 0.9 (for the higher-temperature ensemble) in QCD with nf = 2 light quark flavors;
consistent values are obtained if one uses the physical couplings estimated in ref. [62]. This leads
to values of qˆ/g6E in the ballpark of 0.3 to 0.4.
However, fitting our lattice data to the functional form11
V/g2E = Arg
2
E +B(rg
2
E)
2 + C(rg2E)
2 ln(rg2E), (29)
we find numerical evidence for significantly larger values of qˆ/g6E. For example, for the colder
ensemble studied, fitting all our data in the distance interval 0.2 ≤ rg2E ≤ 0.6 (in which a finite
lower fitting range limit is imposed, in order to mitigate contamination from lattice artifacts) leads
to qˆ/g6E ∼ 0.8—a result dominated by B ' 0.114(7), while both C ' 0.05(4) and A ' 0.014(17)
are much smaller and poorly determined. Although this type of analysis is only meant to be
suggestive, subtracting the estimated NLO perturbative contribution one finds that the remaining
soft contributions to qˆ, which are purely non-perturbative, may be in the ballpark of 0.5g6E, i.e.
comparable to the NLO one (which, in turn, at these temperatures appears to be numerically
dominant over the LO term [28]).
These values can be converted to physical units: assuming two-loop perturbative results for the
coupling [62] to be sufficiently accurate even down to the lower of the two temperatures considered
(which may not necessarily be the case), one obtains a final estimate for qˆ—including also the
terms computed perturbatively in ref. [17]—in the ballpark of 6 GeV2/fm for T ' 398 MeV.
Interestingly, the rather large non-perturbative effects we observed seem to be genuinely due
to soft physics, given that the analysis of analogous contributions from the ultrasoft sector carried
out in ref. [33] found much smaller results. In order to understand if this difference may be (at
least partially) due to discretization effects, we also repeated the analysis carried out in ref. [33]
in the MQCD setup, extending it to data obtained from lattices much finer than those considered
in ref. [64]. To this purpose, we performed a set of high-precision measurements of Wilson loops
in zero-temperature SU(3) Yang-Mills theory in three Euclidean dimensions, for the same values
of the Wilson lattice parameter β that we used in our EQCD simulations,12 i.e. from 12 to 80,
11In order to compare our EQCD results with those in MQCD discussed in ref. [33], it is particularly convenient
to follow an approach as close as possible to the one used in that study, which, in particular, leads to estimate the
non-perturbative soft contribution to qˆ/g6E in terms of the parameters fitted according to eq. (29), as{
4B + 2C
[
2 + γ + 4 ln(r0g
2
E/
√
2)
]}
g6E, (28)
where γ = 0.5772156649 . . . is the Euler-Mascheroni constant, while r0 denotes Sommer’s scale [63] and r0g
2
E '
2.2 [64].
12As we mentioned in sect. 2, the gauge couplings in EQCD and in MQCD coincide, up to subleading corrections:
g2E ' g2M.
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and for the same volumes and comparable statistics.13 The parameters of the corresponding data
sets are given in the xL = 0 entries of tab. 1. As compared to ref. [64], this much broader range of
gauge couplings results in a fourfold increase in the lattice cutoff, enabling us to have much better
control of the continuum limit, and very precise and accurate data in the range of distances of
interest for the present analysis. Our results from this study are shown in fig. 4, where we also
display a curve, which would correspond to a potential parameterized according to the fit carried
out in ref. [33].14 The figure clearly shows that the curve is compatible with the continuum limit
extrapolated from our data. In particular, our results confirm that the data modelling reported
in ref. [33] is also valid down to distances shorter than those investigated in ref. [64] (on which the
analysis of ref. [33] is based). Note that, in principle, with our data one could also try and test
the perturbative behavior predicted for MQCD in ref. [65]. However, since lattice results at very
short distances, corresponding to just a few lattice spacings, may be affected by non-negligible
discretization effects, in the present work we did not perform this test, and restricted our whole
analysis to data at distances rg2M ≥ 0.2.
Coming back to our EQCD results, since the numerical values obtained from the crude analysis
that we carried out above are somewhat dependent on the fitting procedure details, do not
involve a proper continuum extrapolation of the lattice results, nor an estimate of the systematic
uncertainties due to the lack thereof, we performed a more direct comparison of our data with the
perturbative NLO predictions for V , in order to get a better physical interpretation for the origin
of this discrepancy. To this purpose, for each data set corresponding to a fixed temperature
ensemble and a given lattice spacing, we performed an interpolation of our values for V as a
function of r using cubic splines and attempted an estimate of the continuum limit curve (and
associated errorband) at each of the interpolated V (r) values.15
The continuum curve (together with the lattice data from which it was obtained) was then
plotted in units of the “natural” soft scale, i.e. the Debye mass mD, and compared with the
corresponding NLO curve in continuum, obtained from the collision kernel C(p⊥) [28] via a
numerical Fourier transform, see eq. (C.4) in ref. [29].16
As mentioned above, at this order the perturbative expression for the Debye mass coincides
with mE:
mD = gT
√
N + nf tf
3
+O(g2T ). (30)
13Note that, by construction, MQCD does not have parameters which correspond to different temperatures (or
number of quark flavors) of the original, four-dimensional theory.
14The data and the curve are constrained to cross the horizontal axis at 2rg2M = 1 (for the data sets, a linear
interpolation of the two nearest points is used, at each β value)—except for the coarsest lattices, for which the
matching is done in the region where V is linearly rising with r.
15Since, for each of the two temperature ensembles and for each value of r, the interpolated data points obtained
from simulations at different lattice spacing are essentially mutually compatible (within uncertainties estimated
with the jackknife method), at each r value we defined the errorband of the continuum curve as the envelope of
the data and errorbars at that point, and the continuum values as the central values of the resulting errorband.
This procedure turns out to be more reliable than a direct, pointwise a→ 0 extrapolation (especially at distances
where only a limited number of data points are available).
16We thank Jacopo Ghiglieri and Aleksi Kurkela for providing us with the numerical values for that expression.
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Figure 4: As discussed in refs. [33, 34] the static quark-antiquark potential extracted non-
perturbatively from simulations in magnetostatic QCD (i.e. in zero-temperature SU(3) Yang-
Mills theory in three Euclidean dimensions) encodes information on the contribution to the jet
quenching parameter from the ultrasoft scale. This plot shows our results from a new set of
simulations, in comparison with a curve corresponding to the modelling of data from ref. [64]
performed by Laine in ref. [33] (dashed line). The data sets—as well as the continuum model
described by the curve—are required to go through the point of coordinates 2rg2M = 1, V = 0—
except those on the coarsest lattices, which are matched in the linear-rise region.
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Unsurprisingly, plotting V and r as a function of mD according to the definition in eq. (30), we
found that the lattice data deviate strongly from the perturbative curve, and that, in particular,
they exhibit much more pronounced curvature near the origin.
However, we also discovered that, at both temperatures, the agreement with the NLO per-
turbative curves improves dramatically (becoming, in fact, nearly perfect), provided one uses
non-perturbatively defined values for mD. In fact, it is well known that, for all temperatures of
phenomenological relevance at collider experiments, the Debye mass receives large contributions
from terms which are neglected in eq. (30). Following the approach proposed in ref. [66], the
non-perturbative O(g2T ) contribution17 to mD was computed on the lattice in ref. [67], where it
was found that
mD ' gT
√
N + nf tf
3
+ 1.65g2T, (31)
so that, at the temperatures considered here, the numerical value of mD is actually dominated by
the O(g2T ) term (in spite of the fact that the latter is parametrically suppressed by one power
of g).
Expressing our results for V/mD versus rmD using the non-perturbatively evaluated Debye
mass given in eq. (31), we observe that our lattice results come to agree very well with the
corresponding NLO perturbative expression, as shown in fig. 5 (for our colder ensemble) and in
fig. 6 (for the data set at higher temperature). In these two figures we also display the curves
obtained by extrapolation of our lattice results to the continuum limit, which are given by the
dashed lines (with uncertainties denoted by the gray bands).
As fig. 5 and fig. 6 show, using the non-perturbative values of mD from ref. [67] at physical
couplings [62], our data are in excellent agreement with the perturbative next-to-leading order
curve [28,29] in the region of interest, rmD . 1. Note that at very large distances the scalar field
effectively decouples, so that the dynamics of ultrasoft modes can be described by pure Yang-
Mills theory in three spatial dimensions (i.e. MQCD). In that limit, the W operator goes over
to the trace of a purely spatial Wilson loop, and V approaches the potential of 3D Yang-Mills
theory. In the opposite limit, the NLO PT calculation reported in refs. [28,29] predicts that V (r)
starts from zero at r = 0, and that its small-r behavior includes a linear term with negative slope.
With our simulations, we are unable to reliably probe those very short distances, due to the
finiteness of our lattice spacings.18 In any case, at very short distances the theory ceases to be a
valid effective description for finite-temperature QCD, since, by construction, it neglects the hard
thermal modes, with momenta O(piT ), of the full theory. In fact, as discussed in ref. [29], one
can show that the negative linear term appearing in the NLO PT expression of V (r) in EQCD
exactly cancels against an analogous contribution with the opposite sign, which appears in the
soft limit of the hard contribution to qˆ [28]. Finally, fig. 5 and fig. 6 also reveal that the data
sets at the two different temperatures fall on the same curve (within uncertainties) once they
17Further O(g3T ) contributions are suppressed by very small coefficients [46].
18As we mentioned above, for the colder ensemble our fit result for the coefficient of the linear term in eq. (29)
is positive, but smaller than its uncertainty, A = 0.014(17). The slight tension with the perturbative continuum
prediction −CfCa/(32pi) (at the level of two to three standard deviations) can probably be explained in terms of
systematic uncertainties related to the fitting procedure.
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Figure 5: Comparison of our lattice results for the EQCD collision kernel (whose continuum
extrapolation is shown by the dashed line, with the gray band denoting the corresponding uncer-
tainty) with the next-to-leading order perturbative prediction [28,29] (solid black line), using the
non-perturbative values of the Debye mass mD obtained in ref. [67]. This plot shows the results
for our ensemble at the lower temperature, T ' 398 MeV, corresponding to g2 ' 2.6 [62].
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Figure 6: Same as in fig. 5, but for our higher-temperature ensemble, at T ' 2 GeV, corresponding
to g2 ' 1.5 [62].
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are expressed in terms of the non-perturbatively evaluated Debye mass mD: this indicates that,
essentially, the temperature dependence of V is inherited from mD.
The fact that at short to intermediate distances the continuum curve obtained from our
lattice data agrees almost perfectly with the NLO PT curve, provided the non-perturbative value
of the Debye mass is used, suggests an alternative way to estimate the soft contribution to qˆ, by
replacing the non-perturbative mD value in the analytical NLO prediction for the jet quenching
parameter. This results in
qˆsoft = g
4T 2mDCfCa 3pi
2 + 10− 4 ln 2
32pi2
. (32)
With the coupling value used above (g2 ' 2.6 at T ' 398 MeV), eq. (32) leads again to a final
value for qˆ in the ballpark of 6 GeV2/fm for RHIC, consistently with our determination with the
previous method. Note that at this temperature the NLO result is much larger than the leading-
order one (which, at these temperatures, can be estimated to be of the order of 1 GeV2/fm [17]):
see ref. [28] for a discussion.
The error budget in our computations includes uncertainties of statistical and of systematic
nature. As the plots show, statistical errors are rather small. Our approach allows us to study
the soft physics of QCD with light dynamical quarks by simulations of a purely bosonic effective
theory, and our implementation of the multilevel algorithm [58] for the operator under consid-
eration tames the problem of exponential decay in the signal-to-noise ratio for this non-local
operator. In view of the high statistical precision of our data, the error budget of our results is
likely dominated by systematic errors, which have to be estimated accurately.
Potential sources of systematic uncertainties affecting our calculation include:
• effects due to incomplete separation between the hard and soft scales,
• finite-volume corrections,
• artifacts due to the finiteness of the lattice cutoff, and
• uncertainties related to the fitting procedure of our data to eq. (27).
The effects related to incomplete separation between hard and soft scales in the plasma are
dependent on the value of the coupling g, hence on the temperature, of the four-dimensional
theory. Hard, soft and ultrasoft scales differ parametrically by powers of g, hence they become well
separated only in the weak-coupling limit. Due to the logarithmic running of the coupling, this
means that a clear-cut separation of such scales could only be achieved at very high temperatures,
out of the reach of present accelerator experiments. However, by now there exists a large body of
literature (see refs. [41,56,62] and references therein) showing that analytical computations relying
on this separation of scales are actually quite accurate even at surprisingly low temperatures—
possibly down to twice the deconfinement temperature [68]. While quantifying the systematic
uncertainties due to partial scale overlap in our present work is nearly impossible (because they are
generally observable-dependent, and we have no alternative, independent non-perturbative first-
principle computation to compare our results with), numerical evidence from the aforementioned
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studies led us to choose twice the deconfinement temperature as the physical temperature of our
“colder” ensemble. Systematic effects due to incomplete scale separation are, of course, expected
to be milder for our “hotter” ensemble: its physical temperature (approximately five times larger
than that of the colder ensemble) is well inside the regime where, for example, lattice studies of
the equation of state [54,68] are in very good agreement with perturbative computations relying
on the separation between the hard, soft and ultrasoft scales [41]. As a final remark on this
issue, it is perhaps worth noting that the actual ratio of the soft to hard—as well as ultrasoft
to soft—scales is g/pi (rather than g), indicating that the minimal temperatures at which scale
separation still works may be lower than na¨ıvely expected.
General aspects of finite-volume effects in lattice simulations of EQCD have already been
discussed in detail in the literature (see ref. [56] and references therein), hence we will not repeat
the whole discussion here. Suffice it to say, that the 3D SU(3) gauge theory coupled to a scalar
field in the adjoint representation is confining and the lightest physical state in the spectrum
has a finite mass [69], so that finite-volume effects are exponentially suppressed with the linear
size of the system. In particular, previous numerical studies, carried out in ref. [56] at the same
parameters used in our simulations, showed explicitly that no finite-volume effects are visible for
lattices of linear extent (in lattice spacing units) larger than β. As tab. 1 shows, this requirement
is lavishly satisfied in our simulations. In addition, all Wilson loops studied are much smaller
than the lattice cross-section, and we observed no evidence whatsoever of finite-volume effects
in our data. This leads us to conclude that finite-volume effects are negligible in the total error
budget of our computation.
As we mentioned above, in order to reduce contamination by finite-cutoff artifacts, in our
study we did not include data corresponding to distances of only one or a few lattice spacings,
and used appropriate lattice definitions of the distances, together with known renormalization
factors. In principle, the lattice discretization of the W operator considered in this work could
pose additional subtleties (related, in particular, to the presence of parallel transporters along the
real-time direction). The numerical evidence from our results, however, suggests that no major
renormalization effects are present. In particular, the perturbative analysis in the continuum [28]
shows that the short-distance behavior of V is determined by a partial cancellation between gauge
and scalar field propagators at momenta much larger than mD, and the fact that our lattice results
for V tend to zero for r → 0 (and closely follow the analytical prediction, once the leading non-
perturbative correction to the Debye mass is taken into account) gives confidence that our lattice
implementation of the W operator is not affected by strong artifacts. For an analytical study of
the renormalization properties of this operator, see ref. [70].
Systematic uncertainties related to the fitting procedure in our estimate of qˆ from fits to
eq. (29) appear to be non-negligible, since the fitted parameters exhibit some dependence on
the fitting range, and (to a lesser extent) on the inclusion of possible subleading corrections.
However, the final results for qˆ are relatively stable (this is probably due to the fact that the
terms related to the curvature of V in our data are not strongly dependent on the fitting range,
even for rg2E & 1).
In view of this error budget, we believe that a rough estimate of the total relative uncertainty
affecting our final results for qˆ is around 15 to 20%.
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It is intriguing to note that the value for qˆ that we obtained at the lower temperature simu-
lated (comparable to those realized at RHIC) is rather close to the estimate from a holographic
computation carried out in ref. [18] for the N = 4 supersymmetric plasma.19 That computation
was done in the ’t Hooft and strong coupling limits, and numerical estimates were obtained by
plugging the number of colors N = 3 and a value of the ’t Hooft coupling λ ' 6pi in the final
formula
qˆ =
Γ(3/4)
Γ(5/4)
√
pi3λT 3. (33)
This led to values for qˆ between 4.5 and 10.6 GeV2/fm for temperatures in the range between
300 and 400 MeV. In fact, using a value of the coupling closer to the one used for our conversion
to physical units at temperatures close to 400 MeV, the prediction in eq. (33) goes down to
approximately 6.7 GeV2/fm, in even better agreement with our result.
Very close results were also obtained in ref. [21], where it was shown that the inclusion of
the first finite-λ correction would slightly reduce the numerical value for qˆ. For values of the
coupling relevant for comparison with our data, the reduction is of the order of a few percent.
On the other hand, lower qˆ values were obtained in ref. [23], which discusses computations in the
improved holographic QCD model proposed in refs. [73].
A comparison with experimental RHIC results (or with phenomenological models involving
some form of experimental input) also involves a number of subtleties: in particular, the esti-
mates quoted in the literature are to be interpreted as values averaged over time, as the plasma
expands and cools down. Even with these caveats, it is interesting to note that our result com-
pares favorably with estimates from some phenomenological computations using input from RHIC
experiments, which predict values around 5 to 15 GeV2/fm [74]. On the other hand, the compar-
ison of different formalisms carried out in the more recent ref. [16] seems to point towards smaller
values (albeit with somewhat large uncertainties, and with some dependence on the choice of the
underlying phenomenological description).
As for our results at the higher temperature (about 2 GeV, i.e. approximately one order of
magnitude larger than the temperature at which deconfinement takes place), where perturbation
theory should work more accurately, using, again, coupling values from ref. [62], we obtain that the
contribution to qˆ from soft physics is around 2T 3. While at this higher temperature it is expected
that hard, soft and ultrasoft scales are more clearly separated, a comparison with holographic
computations is less motivated, since the latter are based on the supergravity approximation,
which relies on strong-coupling assumptions. On the other hand, it would be interesting to see if
this prediction could be confirmed in future experiments.
19As it is well known, many of the qualitative differences between the N = 4 supersymmetric Yang-Mills theory
and QCD at zero temperature disappear (or are at least mitigated) in the deconfined phase at high temperature.
Hence it may make sense to compare holographic predictions for the N = 4 supersymmetric plasma with QCD:
examples of such comparisons include those discussed in refs. [71] (see also refs. [19, 72] for a discussion).
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4 Discussion and conclusions
In this work, we carried out a first-principle theoretical computation of the soft-scale contribution
to the momentum broadening of an ultrarelativistic parton (specifically: a light quark) moving
through the deconfined state of strongly interacting matter at high temperature.
We emphasize that our approach to this problem is systematic, and that it is not model-
dependent. Although the investigation of phenomena involving real-time dynamics by simula-
tions on a Euclidean lattice is a notoriously difficult problem, for the case considered in this work
it was possible, thanks (in particular) to the peculiar properties of plasma fields at the soft scale
gT . As initially suggested in ref. [28], the contribution to hard-parton momentum broadening
from collisions with plasma constituents involving momentum transfers of order gT is essentially
insensitive to the precise value of the parton velocity—and such would remain, even in the un-
physical limit of a superluminal parton. This implies that the corresponding contribution can
be computed in the Euclidean setup of a dimensionally reduced effective theory, capturing the
physics of long-wavelength plasma modes, i.e. in electrostatic QCD. This observation opened up
the possibility of addressing the study of a certain class of dynamical, real-time phenomena by
means of standard computations on a Euclidean lattice.
Following the formalism reviewed in ref. [38], the phenomenon studied in this work can be
described in terms of the two-point correlation function of spatially separated Wilson lines on
the light cone. After briefly reviewing the rigorous demonstration [28, 29] that the study of this
correlation function can be reduced to a Euclidean setup, we presented a numerical study of the
soft contribution to the jet quenching parameter qˆ in the Wilson lattice regularization of EQCD.20
Our computation is based on the non-perturbative numerical evaluation of vacuum expecta-
tion values of a gauge-invariant operator in EQCD, which represents the dimensionally reduced
counterpart of a Wilson loop with two spatially separated sides lying along a light-cone direction
in the full theory in (3 + 1)-dimensional Minkowski spacetime.21 In the Wilson lattice regular-
ization, it can be expressed in terms of a “decorated” Wilson loop, which includes insertions of
Hermitian matrices (representing parallel transporters along the real-time direction, and obtained
by exponentiation of the adjoint scalar field of EQCD). Note that this approach allows one to
directly access the Fourier transform of the collision kernel C(p⊥) appearing in eq. (5), i.e. the
differential collisional rate describing interactions between the plasma and the hard parton. This
quantity is “more fundamental” than the jet quenching parameter itself—which can be derived
from it, but whose definition is affected by ambiguities, including, in particular, those related to
the definition of the upper bound on the p⊥ modulus in the integration in eq. (5).
Our construction closely follows the corresponding formulation in the continuum [28]. Note
that the latter implies, in particular, that at LO at weak coupling, a cancellation between gauge
and scalar field propagators takes place at large p⊥ (see also ref. [40]). In turn, this leads to
20One subtle but important aspect deserves emphasis [28]: physically, the mathematical procedure by which the
correlator of light-cone Wilson lines can be mapped to a Euclidean correlator corresponds to identifying the limits in
which the parton velocity tends to the speed of light from below or from above. The equivalence of these two limits
is guaranteed for classical plasma physics effects, which is the case relevant for the problem under consideration.
21For a recent study of this operator in a classical lattice gauge theory formulation, see refs. [35, 36].
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the absence of constant and Coulomb terms in the expression for the coordinate-space transverse
collisional kernel. Our numerical results at short distances confirm these expectations.
One way to estimate the contribution to qˆ at the soft scale consists, then, in following the
procedure used in ref. [33] for the analysis of the contribution from the ultrasoft scale, using the
fact that qˆ is related to the curvature of V near the origin.
In the present work, we studied jet quenching in QCD with two light quark flavors, focusing
on two different temperatures, respectively close to 0.4 and 2 GeV. The higher of these two
temperatures is already (well) inside the regime where, for example, computations of the equation
of state exploiting the separation of scales between hard, soft and ultrasoft physics do work
well [41, 62], and is of the same order of magnitude as the temperatures that may be reached in
future collider experiments.22 The lower temperature, on the other hand, was chosen because it
is in the regime probed experimentally at RHIC and LHC, and, hence, it is of more immediate
phenomenological interest. The separation between hard, soft and ultrasoft scales at such a “low”
temperature (approximately twice as large as the temperature at which the theory deconfines)
is not obvious, but previous works give some indication that probably this temperature is still
within (or at the boundary of) the region where effective field theories relying on such separation
of scales do work. As an example, a recent, high-precision non-perturbative lattice study of
the equation of state in SU(3) Yang-Mills theory over a very large temperature range, reported
in ref. [68], showed good agreement with analytical computations relying on such separation of
scales, all the way down to temperatures close to 2Tc. In addition, one further motivation for our
choice of the lower temperature consists in the fact that, as the coupling is relatively strong, it is
interesting to compare our results with predictions from holographic computations [18,21,23].
Our results indicate that non-perturbative soft contributions to qˆ are large, and likely play a
dominant roˆle in the momentum broadening of a hard parton in the QGP. At the lower temper-
ature that we considered, around 400 GeV, our final estimate for qˆ, including the perturbatively
known contributions, is about 6 GeV2/fm, with an estimated uncertainty of the order of 15 to
20%. This value is comparable to estimates based on holographic methods [18, 21, 23] as well as
on certain model computations with phenomenological input [74]—although more recent works
in this direction favor somewhat lower values [16].
We can also compare our results with related works in the recent literature [33–36]. As
discussed above, the most closely related work is reported in ref. [33], which extracted the non-
perturbative contribution to qˆ from the ultrasoft sector, using lattice results from ref. [64]. As we
mentioned in sect. 3, we also carried out a new set of MQCD simulations, extending the results
reported in ref. [64] to smaller distances and finer lattices. These results confirm the validity of
the fit performed in ref. [33] and the conclusions reached in that work, that contributions to qˆ from
the purely chromomagnetic sector are numerically subleading with respect to the perturbative
ones, and that a non-perturbative determination including effects from the chromoelectric sector
is well motivated. Such determination was carried out in the present work.
Another recent work using data from ref. [64] to estimate ultrasoft contributions to qˆ was
22For example, a heavy-ion collision program at the (hypothetical) Very Large Hadron Collider could probably
probe temperatures around or beyond 1 GeV.
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reported in ref. [34], in which the potential extracted non-perturbatively in SU(3) Yang-Mills
theory in three dimensions was parameterized in a different way—namely, in a series in inverse
powers of the distance. While this parametrization is known to provide a good modelling of the
confining potential at intermediate to long distances (see, e.g., section 2 in ref. [75] and references
therein for a discussion), one may argue that perhaps it is not ideally-suited for the problem under
consideration, and it implies a stronger dependence of qˆ on the chosen maximum-momentum scale.
Another work closely related to our discussion is ref. [35] (see also ref. [36]), which presents a
study of light-cone Wilson lines in classical lattice gauge theory. Although classical lattice gauge
theory is not expected to be quantitatively accurate enough for physics at the soft scale, due
to a sensitiveness to discretization effects [76], the authors of ref. [35] found convincing evidence
supporting the validity of the analytical continuation of the Wilson loop across the light cone (in
agreement with the theoretical proof reviewed above), and clear indications that, even at rather
short distances, the effect of interactions may be quantitatively more relevant than expected from
weak-coupling arguments.
More recently, ref. [77] proposed to evaluate qˆ combining information about the temperature
dependence of the instanton distribution and non-perturbative lattice results for the confining
potential. That computation, however, does not involve real-time Wilson lines.
Finally, a different type of approach to study the jet quenching parameter on the lattice was
suggested in ref. [78]. The general strategy discussed in that work is, however, quite different
with respect to our present approach, and the preliminary numerical study presented in ref. [78]
is carried out in SU(2) pure Yang-Mills theory, so that a direct comparison with our results is
not possible.
To summarize, our lattice study indicates that non-perturbative terms from physics at the
soft scale give a rather large contribution to the jet quenching parameter. Although jet quenching
belongs to the class of real-time phenomena in thermal QCD, which are notoriously challenging to
study on a Euclidean lattice, in this work we could bypass this intrinsic difficulty, by mapping the
physics of interest to a dimensionally reduced Euclidean effective theory for hot QCD. The rigor-
ous proof that this is possible is presented in refs. [28,29]; recently, closely related ideas have also
been discussed in ref. [79], elucidating the relation between screening masses and light-cone rates
in real time. Our results indicate that soft contributions to qˆ beyond NLO perturbative terms are
around 0.5g6E at temperatures currently accessible in accelerator experiments. In turn, including
also the other perturbatively known terms, this leads to a final result for qˆ around 6 GeV2/fm
for RHIC temperatures. This value is affected by some uncertainty, which we estimated to be of
the order of 15 to 20%.
Due to the nature of qˆ as a collective transport parameter, when considering phenomenological
applications e.g. in hydrodynamics simulations [80], it may be appropriate to define the numerical
value of qmax, the maximum momentum modulus in the integral defining qˆ, according to some
criterion related to the specific model or to the specific type of process considered.23 Presently,
however, such dependence is not relevant for our discussion, because it leads to variations on our
final estimates within the uncertainties on our results.
23In particular, qmax may depend on the jet lifetime.
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As for possible generalizations of the present work, it may be interesting to repeat the present
computations with an improved formulation of the lattice action, as recently suggested in ref. [81].
Another possible interesting generalization would be to study the dependence of the jet quenching
parameter on the number of colors N . In fact, it is known that the dynamics of gauge theories
simplifies considerably at large N [82] (see also refs. [83] for recent reviews). In addition, the
large-N limit is also important for computations based on the holographic correspondence, in-
cluding those addressing the jet quenching phenomenon [18,21,23] with which we compared our
results. By now it has been established that several observables relevant for the QCD plasma
in equilibrium have only a mild dependence on the number of colors: lattice studies show that
the deconfinement temperature [84], the equation of state [85,86] and Polyakov loops in different
representations [87] are only weakly dependent on N (up to trivial factors).24 To test whether
this also holds for quantities involving genuine real-time dynamics, one could repeat the present
computation for N ≥ 3 colors. In particular, it would be very interesting to investigate the
non-trivial dependence of qˆ on the number of colors N found in ref. [18] for the strongly coupled
N = 4 plasma: as eq. (33) shows, the holographic computation predicts qˆ to be independent of N
at fixed ’t Hooft coupling. If this is also the case for the QCD plasma at strong coupling, then it
follows that the jet quenching parameter cannot be interpreted as a quantity “measuring” either
the entropy density s, or a sort of “gluon number density” proportional to 3/4 (where  denotes
the energy density), because in the deconfined phase both s and  have been shown to scale very
precisely with the number of gluon degrees of freedom, i.e. proportionally to (N2 − 1), for all
temperatures [85]. Extending the present work to N > 3 could be easily done, following the
proper definition of the corresponding dimensionally reduced EQCD and MQCD effective theo-
ries [47,89]. Finally, a more straightforward generalization of the work presented here would be to
repeat the computations at different values of the temperature, in order to investigate the precise
dependence of qˆ on T (beyond the expectation qˆ ∝ T 3, which is based on purely dimensional
grounds). We leave these research directions for the future.
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