The inclusive b-jet production cross section in pp collisions at a center-of-mass energy of 7 TeV is measured using data collected by the CMS experiment at the LHC. The cross section is presented as a function of the jet transverse momentum in the range 18 < p T < 200 GeV for several rapidity intervals. The results are also given as the ratio of the b-jet production cross section to the inclusive jet production cross section. The measurement is performed with two different analyses, which differ in their trigger selection and b-jet identification: a jet analysis that selects events with a b jet using a sample corresponding to an integrated luminosity of 34 pb −1 , and a muon analysis requiring a b jet with a muon based on an integrated luminosity of 3 pb −1 . In both approaches the b jets are identified by requiring a secondary vertex.
Introduction
The experimental measurement of the b-quark production cross section has been pursued with interest at hadron colliders because of discrepancies between theoretical predictions and experimental results, e.g., at the Tevatron [1-4] and at HERA [5] [6] [7] [8] . Substantial progress has been made in understanding the b-quark production and fragmentation processes, and the measurements are now in reasonable agreement with the predictions in most regions of the phase space [9] [10] [11] [12] . Theoretical uncertainties are, however, sizable, and there is great interest in verifying the results at the higher center-of-mass energies provided by the LHC. Identification of b-quark jets by methods relying on the long b lifetime is almost independent of the details of the fragmentation of a b quark into a b hadron. Therefore, measuring the rate of b jets is a direct measurement of the b-quark production rate, with a negligible systematic uncertainty originating from fragmentation [13] . In addition, large logarithmic corrections due to hard collinear gluons are avoided when inclusive b jets are considered, leading to more sensitive comparisons between experimental results and theoretical calculations.
First results on bb production in pp collisions at √ s = 7 TeV have been reported by the LHCb Collaboration using semi-inclusive decays in the forward rapidity region [14] , and by the Compact Muon Solenoid (CMS) Collaboration [15] using inclusive b → µX decays [16] in the central rapidity region and measuring the b-hadron production cross section as a function of the muon transverse momentum and pseudorapidity. CMS has also measured the production cross sec- This paper presents CMS measurements of b-jet cross sections in several bins of jet rapidity y and transverse momentum p T . The b-jet cross section presented in this paper is defined as the sum of the b and b jet contributions. Two independent analyses are presented: a jet analysis, selecting events with a b jet, and a muon analysis, requiring in addition a muon in the b jet. Despite the difference in the corresponding integrated luminosity (34 pb −1 and 3 pb −1 , respectively), the precisions of the two measurements are similar and dominated by systematic uncertainties, which differ because of the use of different triggers and b-jet identification criteria. Most of the analysis procedures are common in the two analyses, and the differences are explained in the sections concerned.
The inclusive b-jet production cross section is also presented as the ratio to the inclusive jetproduction cross section measured by CMS in the same rapidity intervals [22] . The results are compared to theoretical predictions from next-to-leading order (NLO) perturbative quantum chromodynamics (QCD) calculations and to predictions from the PYTHIA event generator [23] .
The b jets are identified by finding the secondary decay vertex of the b hadrons [35] . The secondary vertices from b-and c-hadron decays can be distinguished by a selection on the relative distance from the primary vertex, using the three-dimensional decay-length significance, which is typically larger for b jets than for c, light-quark, and gluon jets. In the jet analysis, a selection based on secondary vertices with at least three tracks containing signals from the silicon pixel detector provide a clean signal against light-quark and gluon-jet backgrounds. In the muon analysis, the minimum number of tracks to identify the secondary vertex is two, in order to keep the b-tagging efficiency high for semileptonic decays of b hadrons.
In the muon analysis, the offline selection requires at least one muon candidate in the p T and η ranges of the trigger selection that fulfills a tight muon selection identical to that used in [16] . The reconstructed muon is associated with the highest-p T b-tagged jet within a ∆R = (∆η) 2 + (∆φ) 2 < 0.3 cone, where ∆η and ∆φ refer to the angular separation between the btagged jet and the muon. If several muons are associated with the b-tagged jet, the muon with the highest p T is considered. According to the simulation, the average efficiency of associating the muon with the b-tagged jet is (76 ± 2)%. The probability of a random muon association with a jet is estimated to be less than 0.5%.
The two b-jet cross-section measurement samples are collected with different triggers and are essentially statistically independent. The effective trigger efficiency of the muon trigger is significantly higher, thereby compensating for an order of magnitude smaller integrated luminosity. A total of 43 046 jets pass the event and jet selection for the jet analysis while in the muon analysis a total of 113 561 events pass the event and jet selections, making the two analyses comparable in terms of statistical power.
Cross section measurement
The production cross section for b jets is calculated as a double differential, d 2 σ dp T dy
where N tagged is the measured number of tagged jets per bin from the jet analysis and the number of jets tagged with muons from the muon analysis, ∆p T and ∆y are the bin widths in p T and y, f b is the b-tagged sample purity, C unfold is the unfolding correction, and L is the integrated luminosity. No distinction is made between b-quark jets and b-quark jets, so the cross section is the sum of b and b production.
The p T spectra are normalized by the respective integrated luminosities of the individual jet triggers [22] , and then combined into a continuous jet p T spectrum. Only one trigger is used for each p T bin to simplify the analysis. In the jet analysis, the reconstructed p T spectra are unfolded using the ansatz method [36, 37] , with the jet p T resolution obtained with data-based methods from dijet data [34] . In the muon analysis, an unfolding (jet migration) correction derived from simulated events is applied to the selection efficiency as the bin-by-bin ratio of the number of generated b jets in a given p T or rapidity bin to the number of reconstructed b candidates in that bin. In the simulation, the generated jets are constructed by clustering the stable particles produced during the hadronization process including neutrinos in the muon analysis, but not in the jet analysis. The two unfolding methods produce consistent results within the uncertainties of the jet p T spectrum and the jet p T -resolution modeling, which are negligible compared to the total systematic uncertainty.
The efficiency includes the trigger efficiency, event selection efficiency, jet reconstruction and identification efficiency, and the efficiency of tagging b jets. For the muon analysis, the muon reconstruction efficiency is also included.
In the jet analysis, the efficiency is about 0.1% to mistag light-quark and gluon jets as b jets, and the b-tagging efficiency is between 5% at p T ≈ 18 GeV and 56% at p T ≈ 100 GeV. The efficiency rises at higher p T as the average b-hadron decay length increases. To moderate the statistical fluctuations in the simulation, the b-tagging efficiency in each rapidity bin is fitted to a functional parameterization versus p T accounting for various effects such as the b-hadron proper time and the boost of secondary vertex decay products. The fit result is used in the analysis. In the muon analysis, the average b-tagging efficiency is about 60% in the barrel region (|y| < 0.9) and about 55% for the endcap region (1.2 < |y| < 2.4). It increases from 50% to 75% for b-jet transverse momenta from 30 to 100 GeV. The data/simulation scale factor for the b-tagging efficiency applied in the analysis is 0.95, with an uncertainty of 10% [35] .
In the jet analysis, the distribution of the invariant mass of the tracks originating from the secondary vertex is fitted with probability density functions corresponding to vertex mass distributions for light-, charm-, and b-flavor jets taken from simulated events. The relative normalizations for the combined light-and charm-flavor distribution and the b-flavor distribution are free parameters in the fit. The resulting estimates of f b from data and simulated events are shown in Fig. 1 (left) . The overall relative data/simulation scale factor is consistent with unity within uncertainties. Given the good agreement between data and simulation for p T > 37 GeV, the latter is used to predict the p T and y dependence of the purity, with no additional corrections, and to extrapolate it to p T < 37 GeV. In the muon analysis, the b-tagged sample purity is obtained from a fit to the distribution of the relative muon momentum p rel T with respect to the b-jet axis, which effectively discriminates between b events and background. Figure 1 (right) shows the result of the p rel T fit, using the expected shapes from the simulated events for the muons from b-hadron decays and background from charm quark and light-flavor jets. The normalizations of the three contributions are free parameters in the fit. A b fraction of (86 ± 5)% is observed. The shapes obtained from the simulated events provide a reasonable description of the data. The p rel T fit to the data gives a light-quark and gluon contribution to the b-tagged jet sample of less than 3% for all bins in p T and |y|. This is confirmed in the simulated events where the light-quark and gluon fraction of the b-tagged jets is estimated to be less than 2%.
Systematic uncertainties
The inclusive b-jet differential cross section can be affected by uncertainties on the yield in each of the p T bins and on the measurement of the b-jet p T itself, which determines the amount of smearing between the neighboring bins and is corrected by unfolding. The leading uncertainties affecting the yields are due to the b-tagging efficiency, the sample purity, and the integrated luminosity. The smearing of the p T bin assignment is dominated by the jet energy scale. In the following, the systematic uncertainties common to the two analyses are discussed first, and those specific to each analysis are then described separately. All systematic uncertainties are summarized in Table 1 .
The uncertainty of the jet energy correction (JEC) is estimated using photon+jet events with the jet in the barrel region, and dijet events where one jet is measured in the barrel region and the other in one of the endcaps [34] . These uncertainty estimates are further confirmed by indirect observations using comparisons of jet substructure between data and MC simulations, the reconstruction of the π 0 mass peak for the ECAL energy scale, and the measurement of the single-particle response in the calorimeters using isolated charged hadrons. The uncertainty of the jet p T resolution is estimated using a comparison of dijet p T balance between data and simulated events [34] .
The cross-section measurement uses the b-tagging efficiency obtained from simulated events and corrected by a scale factor measured in data. Several methods based on muon-tagged jets [35] or tt events [38, 39] are used to measure the b-tagging efficiency in data. The ratio between the efficiencies measured from data and estimated from simulated events determines the scale factor of 0.95 ± 0.10.
The difference between the inclusive-jet and the b-jet energy corrections is estimated from MC fragmentation studies with PYTHIA and HERWIG to be 0.5-1.5%, while studies based on data find the inclusive jet scale uncertainty to be about 1.5-3.5% for p T > 30 GeV and |y| < 2.2. Because of the lack of direct constraints from data on the relative b-jet energy scale, the b-jet and the relative b-jet to inclusive JEC uncertainties are both taken to be the same as the inclusive JEC uncertainty [34] . Each 1% uncertainty in the JEC translates into a 2-5% uncertainty on the measured cross section because of the steeply falling p T spectrum.
Signals from the HF calorimeters are used to determine the instantaneous luminosity with a systematic uncertainty of 4% [40] .
Systematic uncertainties specific to the jet analysis
The b-tagged sample purity from the fit of the secondary vertex mass distribution and the estimate from the simulated events are in agreement within 3-4%. The purity uncertainty is dominated by the uncertainty of the charm mistag rate across most of the kinematic range, leading to a small uncertainty variation versus p T and y. The light-flavor mistag rate is generally negligible except at high p T in the forward region, where the yields are too low to perform The dominant source of uncertainty is the b-tagging efficiency. In the ratio between the b-jet and the inclusive jet cross sections, the contribution from the luminosity uncertainty cancels, and the impact of the jet energy resolution is negligible. The contribution from the JEC in the ratio is not significantly reduced, however, because the relative b-jet JEC is assumed to be uncorrelated with the inclusive JEC. The JEC contributes 6-8% to the total uncertainty. The remaining systematic uncertainties from charm, light-quark, and gluon mistag rates contribute 3-4% to the b-tagged sample purity, except at high p T and y, where a 30% variation in the light-quark and gluon mistag rate contributes up to 20%.
The consistency of the simulation-based corrections for the b-tagging efficiency, the b-tagged sample purity, the b-jet energy, and the inclusive jet energy scale, among others, is tested by running the full analysis chain on reconstructed simulated events and comparing the results to the particle-level p T spectra. This closure test produces good agreement between the generated and reconstructed p T spectra to within 5%. This level of agreement is consistent with the statistical uncertainty of the simulation and the systematic uncertainties of the parameterizations of the b-tagging efficiency and b-purity.
Systematic uncertainties specific to the muon analysis
The muon trigger efficiency is determined from data using independent jet triggers. A systematic uncertainty of 3% is assigned, which corresponds to the range of differences between trigger efficiencies derived from data for muons from Z decays, muons in b-tagged events, and muons with tight quality requirements.
The differences between the muon reconstruction efficiencies derived from data and simulated events is less than 2% in the barrel region and less than 3% in the endcap regions. A systematic uncertainty of 3% is assigned for the muon reconstruction efficiency.
The efficiency for associating a muon with a b-tagged jet agrees between data and simulation to within 2%.
The uncertainties due to variations in the p rel T distributions between data and simulated events range from 3% to 13%. This systematic uncertainty is estimated by varying the binning, including or not including the muon in the definition of the jet direction, using different Monte Carlo simulation tunes, and considering the overall difference between the data and fit results. The largest contribution (up to 12% for high-p T b jets) is from the difference between the signal fraction obtained by the p rel T fit and by a fit to the secondary vertex mass distribution. The uncertainty from the event selection is estimated from the variation of the muon selection cuts and the jet reconstruction, and ranges from 2% to 6%. The uncertainty of the b-quark fragmentation is determined by comparing the extrapolation factors to the total muon transverse momentum range between PYTHIA and HERWIG [41] . It leads to a 4% difference. The branching fraction of b semileptonic decays into muons is known [42] to a precision of 2.5%. The signal fraction is also determined with an event selection based on calorimetric jets [34] . The measured cross sections are consistent within the systematic uncertainty. The b fragmentation and b → µ branching fraction uncertainties are taken into account only for the b-jet cross section measurement extrapolated to cover the full p T and y range of the muons. The total systematic uncertainty is 13% at low jet p T and increases to 20% for high-p T b jets.
Results

Jet analysis
The measured b-jet cross section from the jet analysis is shown as a function of the jet p T for different rapidity bins in Fig. 2 (left) . The values have been multiplied by the arbitrary factors given in the figure for easier viewing. The cross section decreases by four orders of magnitude over the p T range 18-200 GeV. This behavior is well described by the theoretical predictions from MC@NLO, shown by the solid lines in the figure. Figure 2 (right) shows the ratio between the measured cross section and the theoretical predictions. The MC@NLO values tend to be below the data in the central region (|y| < 1.0) for low p T and above the data in the forward region (|y| > 2.0) at large p T . The predictions from the PYTHIA generator, in contrast, agree with the data at high p T , but overestimate the cross section significantly in the p T region below 50 GeV, with the difference extending to higher p T in the more forward region.
The ratio of the b-jet and the inclusive jet cross sections [22] is shown in Fig. 3 as a function of p T . The ratio increases as a function of p T by up to a factor of 2, particularly in the central region. The measurements are compared to the MC@NLO prediction divided by the FASTNLO prediction of the inclusive jet cross section [22] . The non-perturbative corrections for the inclusive jet cross section prediction are the average of HERWIG6 [31] and PYTHIA (tune D6T [43] ). The data and NLO predictions agree within experimental and theoretical uncertainties. Some difference between the NLO prediction and the data is observed in the central region, where the NLO values are lower than the data, and at p T > 100 GeV and |y| > 2, where the NLO prediction is higher than the data. The PYTHIA prediction for the ratio between the inclusive b-jet and inclusive-jet cross sections is in agreement with the data across the full kinematic range of the measurement.
The total b-jet cross section is found by integrating the measured double-differential distributions over |y| < 2.2 and two different p T ranges: 18 < p T < 200 GeV and 32 < p T < 200 GeV. The values and the corresponding MC@NLO and PYTHIA predictions are summarized in Table 2.
The MC@NLO calculation predicts a total pp → bbX cross section of 238 µb. The systematic The b-jet cross sections (in µb) measured from the jet and muon analyses. The b-jet rapidity range is |y| < 2.2 and |y| < 2.4 for the jet and muon analyses, respectively. The value for p T > 30 GeV from the muon analysis is an extrapolated result. For the data, the first uncertainty is statistical, the second is systematic, and the third is associated with the estimation of the integrated luminosity. For the MC@NLO prediction, the first uncertainty is from the variations in the QCD scale, the second from the b-quark mass, and the third from the parton distribution functions. Data uncertainty of this prediction comes from varying the renormalization scale by factors of 0.5 and 2.0 (+40%, −25%), from variations in the parameters of the CTEQ PDF (+10%, −6%), and from the changing the b-quark mass from 4.5 to 5.0 GeV (+17%, −14%). The total uncertainty on the theoretical calculation is shown by the shaded bands in Figs. 2 and 3.
Muon analysis
The measured differential cross sections for inclusive b-jet production of b hadrons decaying into a muon with p µ T > 9 GeV and |η µ | < 2.4 are shown in Fig. 4 as a function of the b-jet p T (left) and |y| (right). They are compared with the MC@NLO and PYTHIA predictions. The dashed red lines illustrate the MC@NLO theoretical uncertainty from variations in the QCD scale, the b-quark mass, and the parton distribution functions. A difference between the PYTHIA prediction and the data is observed for b-jet p T < 70 GeV, where the PYTHIA values are higher than the data. The data are in agreement with the PYTHIA prediction for the rapidity dependence of the cross section. However, a significant difference in shape is observed between the data and the MC@NLO predictions for the rapidity dependence of the b-jet cross section. A similar behavior had been observed in an inclusive b measurement with muons [16] . The absolute normalization of the measured cross section is compatible with the NLO QCD predictions within the theoretical and experimental uncertainties.
The measured cross section for b jets with p T > 30 GeV, |y| < 2.4, and the b hadrons decaying into muons in the kinematic range p µ T > 9 GeV and |η µ | < 2.4, is shown in Table 2 . The value is obtained by summing over all p T bins.
The measurements in the restricted muon kinematic range are extrapolated to cover the full muon p T and y ranges using the PYTHIA simulation, in order to obtain the b-jet cross section limited only by the b-jet p T and y. The extrapolation also corrects for the branching fraction of b semileptonic decays into muons and for the muon acceptance. The extrapolation factor changes from 5% at low b-jet p T to 20% at high p T . The MC@NLO extrapolation factors are similar to those of PYTHIA at high b-jet p T , while they are about 20% larger at low p T . The cross section measured in data and the corresponding MC@NLO and PYTHIA predictions are summarized in Table 2 .
Comparison of results
The measurements from the two analyses are compared in Fig. 5 by adjusting the b-jet cross section from the muon analysis to have the same visible phase space definition as the inclusive b-jet analysis, using PYTHIA for the extrapolation. The overall extrapolation factor is between 0.85 at p T = 30 GeV and 0.82 at p T = 200 GeV, and accounts for the reduction in rapidity range from |y| < 2.4 to |y| < 2.2, exclusion of neutrinos from the particle jet definition, and for counting all b-jets in the event. No additional uncertainty is assigned to the displayed cross sections beyond the experimental uncertainties quoted in Table 1 and discussed in Section 6. The closed circles in Fig. 5 correspond to the measured inclusive b-jet p T spectrum, and the closed squares show the b-jet p T spectrum from the muon analysis, with the yellow band representing the total experimental uncertainty. Two sets of b-jet cross-section measurements from the ATLAS Collaboration [21], also found using a jet analysis and a muon analysis, are shown in the figure for comparison. The CMS results are in good agreement with each other and with the ATLAS measurements to within their respective uncertainties. The theoretical prediction from the NLO calculation [29, 30] is displayed as the solid line in the figure, with the dotted lines showing the systematic uncertainties. The CMS results are consistent with the NLO predictions.
Summary
The b-jet production cross section has been measured in pp collisions at √ s = 7 TeV. The results were presented in several rapidity intervals as a function of the jet transverse momentum. The results were also given as the ratio of the b-jet production cross section and the inclusive jet production cross section. The results of two independent but compatible analyses were reported: a jet analysis selecting events with a b jet or a b jet, and a muon analysis requiring in addition the presence of a muon, based on integrated luminosities of 34 pb −1 and 3 pb −1 , respectively.
The measured values of the cross section were found to lie between the MC@NLO [3] CDF Collaboration, "Measurement of the bottom quark production cross-section using semileptonic decay electrons in pp collisions at √ s = 1.8 TeV", Phys. Rev. Lett. 71 (1993) 500. doi:10.1103/PhysRevLett.71.500. 
