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Abstract
We consider blind source separation in chemical analysis focussing on the 3D fluorescence spectroscopy frame-
work. We present an alternative method to process the Fluorescence Excitation-Emission Matrices (FEEM): first,
a preprocessing is applied to eliminate the Raman and Rayleigh scattering peaks that clutter the FEEM. To
improve its robustness versus possible improper settings, we suggest to associate the classical Zepp’s method
with a morphological image filtering technique. Then, in a second stage, the Canonical Polyadic (CP or Cande-
comp/Parafac) decomposition of a nonnegative 3-way array has to be computed. In the fluorescence spectroscopy
context, the constituent vectors of the loading matrices should be nonnegative (since standing for spectra and
concentrations). Thus, we suggest a new NonNegative third order CP decomposition algorithm (NNCP) based on
a non linear conjugate gradient optimisation algorithm with regularization terms and periodic restarts. Computer
Nade`ge Thirion-Moreau is the corresponding author.
This work has been supported by a “PRES euro-mediterranean” grant, and by the European Research Council under the European
Programme FP7/20072013, Grant Agreement no.320594, DECODA project.
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2simulations performed on real experimental data are provided to enlighten the effectiveness and robustness of
the whole processing chain and to validate the approach.
Index Terms
Nonnegative tensor factorization (NTF) - nonnegative Canonical Polyadic decomposition (NNCP) - multi-way
analysis - preprocessing- 3D fluorescence spectroscopy.
I. INTRODUCTION
Tensor decompositions and more precisely Canonical Polyadic decompositions or Parallel Factor Analysis
(Parafac) have been widely used in chemometrics to estimate the concentrations and spectra of chemical species
present in solutions. Depending on the considered community, these decompositions have received different
names: Canonical Polyadic, Candecomp, CanD, Parafac, but a generally admitted acronym is CP [33], and we
shall use it subsequently. This article is focused on the fluorescence spectroscopy framework and deals with
the problems of detection, separation and possible classification of several fluorescent compounds (also called
fluorophores or fluorochromes) that are dissolved in water samples (or every other type of solvent). These
samples can either be prepared in laboratory or collected on-line in different locations (sea, estuaries, rivers or
in water and wastewater treatment systems) or acquired at different times. The main purpose of the numerical
processing that is then applied is to recover the characteristics of each fluorophore present in the mixtures (i.e.
the water (or other solvent) samples) for instance their emission and excitation spectra and their concentrations
versus time or locations. To reach that aim, Coble has suggested in [15] to use the total luminescence spectra
also called “3D fluorescence spectroscopy” or Fluorescence Excitation-Emission Matrices (FEEM). To acquire
such signals/images, one uses a spectro-fluorimeter with an excitation source that is continuous versus time.
For one given excitation wavelength, an emitted spectrum response can be measured. By sweeping a range
of excitation wavelengths, a FEEM can be built. A first really simple but not really efficient way to treat
these data was the so-called “peak picking” method which consists of localizing the maximum fluorescence
intensities at the excitation and emission wavelengths. Several other methods have been suggested among
which are the Orthogonal Projection Approach [21], the Window Factor Analysis [42], the multivariate data
analysis method (e.g. Principal Component Analysis) [50], and even blind source separation methods based
on Nonnegative Matrix Factorization (NMF) [22]. Yet, the approach which is now largely popularized relies
on the CP decomposition of the tensor of FEEM. Such an approach was suggested by Bro [4] and Stedmon
[61], in the beginning of the 2000’s. Indeed, a set of several FEEM constitutes a third order tensor which can
be modeled by multi-linear decompositions and more precisely by CP decompositions, thanks to a first order
approximation of the Beer-Lambert law [60], for weak or low absorbance of the fluorophores. It is the reason
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3why CP decompositions have been intensively used in the field of environmental data analysis. However, even
if an exact fit exists with a known number of terms, the calculation of the CP decomposition actually requires
to find the global minimum of a polynomial of degree six or larger (twelve in our case), in a very large number
of variables. Such a problem remains numerically very difficult to solve, even if the number of minima is finite.
Besides, the model itself might be subject to errors, so that an approximate fit (the best low-rank approximate)
is wished to be computed. It is now well known that a best approximate may not always exist [47][17],
but it has been proven in [38] that the best low rank nonnegative approximate always exists, and efficient
numerical algorithms have been developed for its computation even if proofs of uniqueness are still lacking in
the case of a general low-rank approximate. Despite all those problems, one can find many CP algorithms in
the literature (see e.g. [4][6][10][13][14][17][20][24][30][34][36][39][46][54][55][56][65][63][68]), exhibiting
fluctuating performances versus the level of difficulty (nearly collinear factors when fluorophores possess close
spectra, unknown number of fluorophores leading to possible overfactoring problems, etc.).
Yet, before being able to apply CP or NonNegative CP (NNCP) algorithms, the FEEMs have to be preprocessed
to eliminate recurring problems that might occur among which are (i) possible non-linear effects (or artifacts
such as self-absorption and inner-filter effect when the fluorophores’ absorbance become too high to continue
to consider a multi-linear model [37]), and (ii) Raman and (iii) Rayleigh scattering peaks that clutter the FEEM
and increase the level of difficulty of the problem under consideration. With respect to these latter, substraction
of blanks could be used too. Yet, this procedure might leaves residual scattering peaks that coud be problematic
when analyzing water samples with low Chromophoric Dissolved Organic Matter (CDOM) concentrations, such
as certain coastal and most open ocean waters. This can be the case with other types of solvent too. That is
why an alternative technique called Zepp’s method was suggested [69].
With the perspective of developing a sensor or a portable monitoring device that could operate in-situ and in
near real-time to watch environmental data, it remains interesting to develop alternative approaches and to think
about new numerical procedures that could be embedded. That is why in this article, our aim is to present a new
processing chain for the FEEM. First to eliminate Raman and Rayleigh scatters, we do not use only the classical
Zepp’s method, which might become too invasive if improper settings are used i.e. it might alter the fluorescence
signal if the latter is overlapped or passed through by the Raman or Rayleigh scatters. Here, we suggest either
to replace it by another preprocessing method based on a morphological image filtering of the FEEM using
a well-chosen structuring element [23][58] or to associate these two methods. This procedure requires fewer
parameters to be adjusted. It is also helping to make the preprocessing more robust. Then, in a second stage,
the CP decomposition of a nonnegative three-way array is computed. Ideally, in fluorescence analysis, the
constituent vectors of the three loading matrices (the factors) should be nonnegative since they stand for spectra
(excitation and emission) and concentrations. These are intrinsically nonnegative quantities, which justifies the
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4constraint imposed upon them. There exist different ways to perform constrained minimization [41]. As a result,
different CP decomposition algorithms have been developed to take into account this nonnegativity constraint
(see e.g. [6][14][46][56][55][9]). This can be ensured in various manners: the simplest one is certainly to consider
iterative alternating (minimization) optimization schemes (or Alternating Nonnegative Least Squares (ANLS)
approaches) where at each iteration the non-negativity constraint is imposed by a projection on the feasible set.
It is the principle of the now well-known NTF-ALS and NTF-HALS algorithms [14]. Otherwise, one could
try to solve a constrained optimisation problem (using gradient-based methods like primal-dual interior point
methods [43] or direct search methods like Nelder-Mead [44], genetic algorithms and differential evolution [52]
or simulated annealing [29]). Another approach consists of approximating the constrained optimization problem
by an unconstrained one thanks to a modification of the objective function. In the case of penalty methods
(like in [55] for the CP decomposition), a term that prescribes a high cost for violation of the nonnegativity
constraints is added, but in the case of barrier methods [45], the term that is added prevents the violation of the
constraint since the cost increases to infinity as the unknown parameters approach the boundary of the feasible
region. Recently, proximal ANLS approaches [9] as well as active-set-like methods [34] have been considered
for NTF too (active set methods were already used in [6]). Finally, another possible approach consists of directly
constraining the factors to satisfy the nonnegativity constraint by a change of variables, like a square [56][57]
or an exponential [16]: in this case, the tensor decomposition problem is rewritten again as an unconstrained
minimization problem.
If such a nonnegativity constraint generally increases computational complexity of the low rank approximation
problem, its main advantage is to enable to come back to a well-posed problem [38]. In this article, we opt for
one of the NNCP decomposition algorithms that we proposed in [56]. In this approach, the nonnegative nature of
the loading matrices is taken into account directly in the problem parameterization using Hadamard products to
enforce the searched quantities to be written as squares. Moreover, regularization terms (that might be different
from one loading matrix to another one) are also added in order to reinforce certain properties (sparseness
or smoothness of the solution). As shown in [67], they improve the robustness of algorithms versus model
errors such as a possible overestimation of the tensor rank (which corresponds to the number of fluorescent
compounds effectively present in the studied samples, yet, this rank is unknown and it can only be estimated).
Without these regularization terms, spurious compounds might appear.
At this stage, to efficiently implement the decomposition, the problem is rewritten as a unconstrained minimiza-
tion problem of a certain objective function. Thus, the three matrix gradient components (i.e. the matrices of the
partial derivatives of the objective function versus the unknown loading matrices) have to be derived to be able
to use classical optimization algorithms. In this article, we opt for the non linear conjugate gradient (NLCG)
algorithm with an Enhanced Line Search (ELS) and periodic restarts. This algorithm offers a good compromise
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5between efficiency and convergence speed [41][45]. It has the advantage not to require the calculation of Hessian
matrices (or their approximations), which might become untractable for big tensors. Moreover, this iterative
algorithm is relatively unaffected by the initial solution. Finally, the behavior of the proposed approach is
assessed by computer simulations: they are performed on simulated and real experimental data. In this latter
case, they correspond to known mixtures of known chemical compounds realized in the PROTEE laboratory
to be able to precisely control and validate the results achieved. These results are also compared with those
obtained with the method suggested in [3]. We will particularly emphasize the influence of the preprocessing.
This article is organized as follows: some statements about CP decomposition related to fluorescence spec-
troscopy are recalled in section II. Section III deals with the two preprocessing techniques that are tested and
compared. In section IV, we describe the NNCP decomposition algorithm that we suggest to use, and illustrate
its good behavior on synthetic data. Section V is dedicated to computer simulations led on experimental data.
Comparisons with other existing approaches of the literature are also performed to evaluate pros and cons of
each method and better assess their limits. Finally, a conclusion is drawn.
II. PROBLEM STATEMENT: CP DECOMPOSITION OF FLUORESCENT DATA
In this article, we consider two main stages in the processing chain of 3D fluorescence spectroscopy data (e.g.
the preprocessing dedicated to the elimination of the most significant types of scattering due to light (Raman
and Rayleigh) and the CP decomposition used to separate the contributions of each fluorochrome). The purpose
will be to better assess the impact of these two stages on the results achieved.
A. CP decomposition of 3-way arrays
A tensor can be represented by a N -mode array in a chosen basis. We focus on third-order tensors, say X ∈
R
I×J×K
. Each entry of X is denoted by xijk . Such tensors always admit the following trilinear decomposition,
also known as the triadic decomposition [27] of X into a sum of rank-1 tensors:
xijk =
F∑
f=1
aifbjf ckf , (1)
where the three involved matrices A = (aif ) = [a1, a2, . . . , aF ]∈ RI×F , B = (bjf ) = [b1,b2, . . . ,bF ]
∈ RJ×F , C = (ckf ) = [c1, c2, . . . , cF ] ∈ RK×F are the so-called loading matrices, whose F columns are the
loading factors. F stands for a large enough integer. The minimum F that can be found such that the above
equality remains valid is called the tensor rank and the decomposition is then named CP (Canonical Polyadic).
The aforementioned model can be rewritten under a more compact form which reads X = A,B,C where
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6A,B,C =
∑F
f=1 af ⊗ bf ⊗ cf and “⊗” represents an outer product of vectors. It can also be considered
under three equivalent matrix form, as follows:
XI,KJ(1) = A(CB)T , XJ,KI(2) = B(CA)T , XK,JI(3) = C(BA)T , (2)
where (.)T stands for the transpose operator and XI,KJ(1) is a I ×KJ matrix obtained by unfolding the tensor
X in the first mode (resp. XJ,KI(2) is the J × KI matrix obtained by unfolding X in the second and XK,JI(3)
the K × JI matrix obtained by unfolding in the third mode). Operator  stands for the Khatri-Rao product
[32]. A standard way to determine the three loading matrices consists of minimizing the following least squares
objective function with respect to the three loading matrices:
H(A,B,C) = 1
2
‖XI,KJ(1) −A(CB)T ‖2F =
1
2
‖XJ,KI(2) −B(CA)T ‖2F =
1
2
‖XK,JI(3) −C(BA)T ‖2F
(3)
where ‖.‖F is the Frobenius norm. When performing the CP decomposition, the tensor rank F is assumed to
be known and must therefore have been estimated first.
B. Link between 3D Fluorescence Spectroscopy and CP decomposition
When a fluorescent compound dissolved in a solution is excited by a light source at a given frequency, several
effects occur: Rayleigh scattering, Raman scattering and fluorescence. At low concentration, the non-linear model
predicted by the Beer-Lambert law can be linearized [37]. Thus, the fluorescence intensity rather accurately
follows the model below [60][40]:
I(λe, λf , k) = CΦIo(λe) γ(λf ) (λe) ck (4)
where C is a constant depending on the device, Io(λe) is the intensity of the light source, Φ is the fluorescence
quantum yield,  denotes the relative absorbance spectrum (sometimes called the excitation spectrum), λ f is the
fluorescence emission wavelength, λe stands for the excitation wavelength, γ is the fluorescence relative emission
spectrum and ck is the concentration of the fluorophore in the sample number k. Provided it can be separated
from diffusion phenomena, this fluorescence phenomenon allows to determine the contribution to fluorescence
and the concentration of a diluted fluorescent chemical component (if  and γ are known), and possibly
to identify it, thanks to its fluorescence emission spectrum γ(λf ) since database of spectra exist for many
fluorescent compounds (see e.g. http://omlc.ogi.edu/ spectra/PhotochemCAD/index.html or http://www.models.
life.ku.dk/domfluor). It becomes more difficult when the solution contains more than one fluorophore. In such
a case, the overall fluorescence intensity is an unknown linear combination of the fluorescence intensities of
each of the F fluorophores that are present in the solution. The previous equation becomes:
I(λe, λf , k) = CIo(λe)
F∑
=1
Φγ(λf ) (λe) ck, (5)
March 6, 2015 DRAFT
7ck, stands for the concentration of the −th fluorescent solute in the k−th sample. By sweeping a finite number,
say I , of excitation wavelengths, and a finite number, say J , of emission wavelengths and by using K different
samples (or mixtures), the fluorescence intensities measurements can be done and stored in a finite third order
array of dimensions I × J ×K , denoted by t ijk = I(λe(i), λf (j), k).
It becomes obvious, by comparing equations (5) and (1), that when the CP decomposition is unique, one
can identify (λe(i)) with ail, γ(λf (j)) with bjl and Φck, with ckl. Hence, in Eq. (1), the F columns
of A correspond to the excitation spectra of the F fluorophores, the F columns of B to their fluorescent
emission spectra and the F columns of C to their concentration or contribution and the computation of the
CP decomposition yields fluorescent emission spectra of each fluorophore as well as their concentration or
contribution and their excitation spectra. The main advantage of such an approach is obviously that there is no
need to know in advance what are the components expected to be present in the solution to be able to separate
their contribution and then to classify or identify them. Yet, the unknown number of fluorophores, namely F
here, remains a difficulty even if different approaches have been suggested to estimate this number (Split Half
Analysis [25], COre CONsistency DIAgnostic or CORDONDIA [7], LTMC [28], Threshold-CORCONDIA [18],
DIFFIT [64], a convex hull based method [12], SORTE [26], AROFAC2 [35]). In addition, as the quantities
that have to be estimated (spectra or concentrations) are inherently non-negative, it has become important to
develop CP decomposition algorithms that ensure this non-negativity constraint. Possible applications of such
techniques could be the monitoring of the composition of water to be able to early detect the apparition of
pollutants in the environment (such as pesticides, Polycyclic Aromatic Hydrocarbons (PAHs) [19] , Dissolved
Organic Matter (DOM), organic pollutants, soil fulvic acid and even radionuclides [66]) in order to preserve
the quality of water [11]. In fact, the fluorescent DOM fractions which are generally observed in surface water,
and which provide water quality information, are protein-like - indicator of microbial activity and humic-like -
indicator of terrestrial activity. Many studies have shown that fluorescence spectroscopy can characterize natural
organic matter [15] and detect different types of aquatic pollutants, like sewage, petroleum products or pesticides
[1][8][31][48][49][53]. But another possible application could be the understanding of the interaction between
metals salts (like uranyl ion or its complexes) and DOM (or soil fulvic acids) [70] to be able to develop a
method or a device to monitor and predict the transport of radioactive metals in aquatic systems.
III. PREPROCESSING: ELIMINATION OF RAMAN AND RAYLEIGH SCATTERING PEAKS
A. Zepp’s method
The Zepp’s method [69] is a well-known correction method dedicated to the elimination of Rayleigh and Raman
scattering peaks. To our opinion, it often leads to good results. It is based on the modeling of the position
and spread of the scattering peaks thanks to a set of 4 second degree equations. Then, the scattering peaks
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8are excised (i.e. peak emission ± 10-15 nm at each excitation wavelength) from the scan data and the excised
values are replaced using three-dimensional interpolation of the remaining data by the Delaunay triangulation
method. This method thus requires to adjust several parameters (12 for the 4 second degree equations and 8
for the spreading on each side of the 4 curves). However, as illustrated in Fig. 1, in some really difficult cases
when the fluorescence peaks and the Raman and Rayleigh scattering peaks are overlapping in FEEM and all
the settings of the method are not optimized (here, for example, the spread value is set a little bit too high for
one side of one of the 4 curves), this method might become too invasive and the fluorescence peaks might be
altered or shifted. To attenuate such a phenomenon, and to make the preprocessing more robust, we suggest to
combine this method with a morphological image filtering technique.
B. A technique based on morphological image filtering
Mathematical morphology was introduced by Serra [58] for binary images, at the beginning, using set the-
ory. Its concept was latter extended to gray-scale and color images using both flat and nonflat structuring
elements [23][59][62]. In gray-scale mathematical morphology, operations on sets traditionally used in binary
mathematical morphology are replaced by operations on domains of functions. The FEEM I(λ e, λf , k) for all
k = 1 . . .K can be viewed as gray-scale images or 3D surfaces whose height is varying over the (λ e, λf )-
plane. The principle of mathematical morphology operations is then to use a well-chosen geometric form called
the structuring element denoted, here, by l(λe, λf ) which is used to analyse/modify each of the K studied
images/FEEM. In our case, the aim is to remove the Raman and Rayleigh scatters that clutter the FEEM
without altering too much the rest of the FEEM. These scatters approximatively take the form of lines of a
certain thickness so the mask that plays the role of the structuring element is chosen as a flat rectangle or bar of
given sizes (i.e. its height is an essential quantity which depends on the thickness of the Raman and Rayleigh
scatters (it must be chosen slightly greater than the thickness of the scatters), its width remains small but this
quantity plays a less significant role in this case). Another fundamentally important point is that this flat bar
must be chosen (approximatively) perpendicular to the Rayleigh and Raman scatters. We opt for a gray-scale
“opening” of the FEEM by the aforementioned flat bar because such an operation will decrease the intensity
of all bright features provided that their sizes are smaller than those of the structuring element. In fact, the
opening of I by l has a geometrical interpretation. It can be seen as “pushing” the structuring element l up
from below against the undersurface of I . At each location of the origin of l, the opening is the highest value
reached by any part of l as it pushes against the undersurface of I .
A gray scale opening, denoted by ◦, consists of combining two other gray-scale mathematical morphology
operations: a gray-scale erosion () of the FEEM by the structuring element (bright regions surrounded by
dark regions shrink in size with this operation) followed by a gray-scale dilation (⊕) of the result by the
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9same structuring element (bright regions surrounded by dark regions grow in size with this operation), i.e.
I ◦ l = (I  l)⊕ l. The gray-scale erosion of I by a flat structuring element l at any location (s, t) is defined as
the minimum value of the image in the neighborhood of l when the origin of l is at (s, t). It is mathematically
defined as follows:
(I  l)(s, t) = min{I(s+ x, t+ y)− l(x, y)|(s+ x, t+ y) ∈ DI ; (x, y) ∈ Dl} (6)
For the gray-scale dilatation, the explanation is the same except that the maximum is used instead of the
minimum and that the structuring element is reflected about the origin. It is thus defined as:
(I ⊕ l)(s, t) = max{I(s− x, t− y) + l(x, y)|(s− x, t− y) ∈ DI ; (x, y) ∈ Dl} (7)
DI and Dl respectively standing for the domains of the FEEM I and of the structuring element l.
This operation does not always permit to entirely remove the scattering peaks: residues may be present in the
border of the FEEM. That is why we can then either resize the resulting FEEM or apply a second gray-scale
“opening” operation by a really small disk of a given radius instead of a bar this second time (this is what is
done in all the computer simulations that are presented here).
To illustrate the effect of this preprocessing, we consider the same FEEM as the one studied in the previous
subsection. Due to the thickness of Raman and Rayleigh scatters, in this example, we used a flat rectangle-
shaped structuring element with a height of 9 pixels (i.e. 27 nm) and a width of 1 pixel (i.e. 3 nm). After this,
we used a disk of radius 3 pixels (i.e. 9 nm). The result is displayed in the middle right of Fig. 1. It can be
observed that the scatter peaks are not entirely removed but the counterpart is that the fluorescence peaks are
less altered than previously as it will be possible to check in section V.
C. Coupling both Zepp and mathematical image filtering to preprocess the FEEM
Denoting by IZepp the FEEM corrected by the Zepp’s method and IMorpho the FEEM corrected by the mathe-
matical morphology filtering operation described in the previous subsection, the corrected FEEM can be defined
as a weighted sum of these two FEEM:
Icorrected = αIZepp + (1− α)IMorpho (8)
where α is a real coefficient chosen between 0 and 1. The result of this preprocessing with α = 0.3 is displayed
in the below of Fig. 1 (this value was tuned empirically while giving a higher weight to mathematical image
filtering). It obviously appears as a trade-off between the two previous preprocessing techniques and it enables
to be less sensitive to the choice of parameters.
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Fig. 1. Above, left: image before processing ; right: modeling of scatter peaks position (◦) thanks to Zepp’s method. Middle, left: image
corrected by Zepp’s method. Middle, right, image corrected by morphological image processing. Below: image corrected by a combination
of both methods (considering α = 0.3 in Eq. (8)).
IV. NONNEGATIVE CP DECOMPOSITION OF 3-WAY ARRAYS
A. Suggested approach
Unconstrained CP decomposition leads to an ill-posed problem: the estimation of the loading matrices can
become unstable. Such a symptom, known as degenerate array [47], occur when collinear columns with opposite
signs are estimated in such a way that their contributions cancel each other. This problem has been addressed in
various manners taking into account the nonnegativity constraint [6][14][46][34][56]. In [56] we have suggested
to constrain the loading matrices to have nonnegative entries by explicitly taking into account their nonnegative
March 6, 2015 DRAFT
11
aspect via a parameterization (using a square change of variables) without modifying the cost function. The
tensor decomposition problem is thus rewritten as an unconstrained minimization problem. The loading matrices
are then defined as A′ = AA and the same forB′ andC′, where  is the Hadamard entry-wise multiplication
for two matrices with the same dimensions, i.e. (T T)ij = tijtij . It leads to a modified cost function:
F(A,B,C) = H(AA,BB,CC) = ‖XI,KJ(1) − (AA) [(CC) (BB)]T ‖2F = ‖δ(1)‖2F
= ‖XJ,KI(2) − (BB) [(CC) (AA)]T ‖2F = ‖δ(2)‖2F
= ‖XK,JI(3) − (CC) [(BB) (AA)]T ‖2F = ‖δ(3)‖2F (9)
The calculation of the matrix gradient components [56] leads to:
∇AF(A,B,C) = 4A
(
(−δ(1)) [(CC) (BB)]
)
,
∇BF(A,B,C) = 4B
(
(−δ(2))[(C C) (AA)]
)
,
∇CF(A,B,C) = 4C
(
(−δ(3))[(BB) (AA)]
)
. (10)
Then, to compute the CP decomposition, an optimization algorithm has to be chosen. In [56], we studied dif-
ferent deterministic “descent” algorithms among which are Quasi-Newton methods (BFGS and DFP algorithms
[41][51]) and the nonlinear conjugate gradient (NLCG) algorithm. This latter has been shown to offer the
best compromise between efficiency and convergence speed. Moreover, as it does not require the calculation of
Hessian matrices (or their approximations) like Quasi-Newton methods, it can still be used in problems involving
large tensors. Subsequently, we will use it in the following. Using (10), the two following (I + J +K)F × 1
vectors are built:
g(k) =
⎛
⎜⎜⎜⎝
vec{∇AF(A(k),B(k),C(k))}
vec{∇BF(A(k),B(k),C(k))}
vec{∇CF(A(k),B(k),C(k))}
⎞
⎟⎟⎟⎠ , x(k) =
⎛
⎜⎜⎜⎝
vec{A(k)}
vec{B(k)}
vec{C(k)}
⎞
⎟⎟⎟⎠ (11)
where the vec{·} operator applied on a given matrix stacks its columns into a column vector.
When applied to non quadratic problems, the non linear conjugate gradient (NLCG) can take several forms
[41]. Here, we focus on line search methods. The NLCG algorithm (using restarts) reads:
Step 1. Given x(0) (Eq. (11)), compute g(0) (Eq. (11)) and set d(0) = −g(0)
Step 2. For k = 0, 1, . . . , n− 1 ⎧⎨
⎩
x(k+1) = x(k) + μ(k)d(k)
d(k+1) = −g(k+1) + β(k)d(k)
(12)
Step 3. If k = n− 1 replace x(0) by x(n) and go back to Step 1 (i.e. restart).
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In exact line search methods, two expressions for β are classically used: the Fletcher-Reeves (β FR) and the Polak-
Ribie`re (βPR) formula [51] (we use βFR). Finally, the restarting aspect of the NLCG algorithm is fundamental
for the global convergence analysis [41][51] since in general one cannot guarantee that the directions d (k)
are effectively descent directions. But since a pure steepest descent step is taken at each restart by setting
d(k) = −g(k) the local convergence is assured. It also leads to better performance and the algorithm converges
faster. In our case, this “restart” is normally performed every n− 1 = (I + J +K)F iteration but it can also
be forced if |g(k)| becomes too important. At each iteration, matrices B and C are rescaled to have unit-l 1
norm columns while this condition is not imposed on matrix A: this choice is made to allow matrix A to have
columns of zeros in the case of overfactoring. In case of rescaling, the scale factor is then pulled into A.
B. Addition of regularization terms
The previous objective function F can be modified by adding regularization terms whose aim is to impose
boundedness on the solution and/or to enforce another specific property on the solution such as smoothness,
sparsity or uncorrelatedness. The modified objective function finally reads:
G(.) = F(.) + αA‖AA‖• + αB‖BB‖• + αC‖CC‖• (13)
where αA, αB and αC are nonnegative regularization parameters to impose boundedness on the solution. In (13),
different kinds of norms ‖ ·‖• can be considered. The standard Tikhonov l 2-norm regularization (‖ ·‖• = ‖ ·‖2F )
is meant to enforce smoothness of the solution while the l1-norm regularization (‖C‖• = ‖C‖1 =
∑
i,j |cij |)
is meant to enforce sparsity of the solution. The gradient components given in (10) are simply replaced by:
∇AG(·) = ∇AF(·) + αA where  = 2A or 4AAA,
∇BG(·) = ∇BF(·) + αB   where   = 2B or 4BBB,
∇CG(·) = ∇CF(·) + αC   where   = 2C or 4CCC
2A (or 2B or 2C) is added in the case of a l1-norm regularization, while 4AA A (or 4BB B or
4CCC) is added in the case of a l2-norm regularization. When the model is exact (F is assumed to be
equal to the true number of fluorophores), these terms can be discarded (α • = 0) as illustrated in the following
subsection 4.4. In the case of overfactoring (F is assumed to be higher than the true number of fluorophores),
these additional terms happen to be absolutely necessary to recover the true solution, yet, they also induce a
bound on the obtained performance. This is the reason why we do not assume fixed values for α A, αB and
αC while iterations are run, but rather opt for a “hybrid” strategy: during the first half of the iterations α A, αB
and αC are fixed and in the second half they are discarded (i.e. set to zero).
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C. The stepsize issue
The stepsize μ(k) can be found in different ways: a global search with Enhanced Line Search (ELS) or an
approximation by a line search method like backtracking [2][56] (which is a locally optimal step size method).
ELS consists of looking for the value of μ that minimizes the degree twelve univariate polynomial F(P 1 
P1,P2 P2,P3 P3) where P1 = A(k) + μD(k)A , P2 = B(k) + μD
(k)
B and P3 = C(k) + μD
(k)
C with:
D(k) =
⎛
⎜⎜⎜⎝
D
(k)
A
D
(k)
B
D
(k)
C
⎞
⎟⎟⎟⎠ , d(k) =
⎛
⎜⎜⎜⎝
vec{D(k)A }
vec{D(k)B }
vec{D(k)C }
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
d
(k)
A
d
(k)
B
d
(k)
C
⎞
⎟⎟⎟⎠ (14)
We can choose to use ELS at each iteration or backtracking alternating with ELS (in this case, the algorithm
is less time consuming since ELS is only performed every 10 or 20 iterations for example). In the simulations
that are presented in the following, we will only report the results that are obtained using ELS at each iteration.
The algorithm will be denoted by NTF-HCGPELS (for Nonnegative Tensor Factorization using a Hadamard
parametrization, a non linear Conjugate Gradient optimization algorithm, a Penalized modified objective function
and an Enhanced Line Search).
D. Numerical simulations on synthetic data
The purpose of this subsection is to evaluate the performance of the NTF-HCGPELS algorithm only, regardless
of the problems that are tied to the preprocessing. But we also want to stick to the experimental example
presented in the next section that is why a synthetic data tensor is built as follows: emission and excitation
spectra of three fluorophores, in our case tyrosine, phenylalanine and tryptophan have been downloaded at the
following address: http://omlc.ogi.edu/spectra/PhotochemCAD/ index.html. The three resulting Fluorescence
Excitation Emission Matrices, aibTi , ∀i = 1, . . . , 3 are 63 × 58 matrices. A 8 × 3 random nonnegative matrix
C has been generated too and a nonnegative 63× 58× 8 tensor T has been simulated.
On Fig. 2, we have given the reference emission and excitation spectra as well as those that are estimated using
the NTF-HCGPELS starting from a random initialisation and without regularization terms (αA = αB = αC =
0)).
We can observe that in the case of a perfect noiseless trilinear model and a tensor of known rank, both
spectra and FEEM are perfectly recovered with the NTF-HCGPELS algorithm. On this example, similar results
would be obtained thanks to other classical CP decomposition algorithms such as the NTF-HALS or NTF-ALS
algorithms [14], or Bro’s Parafac algorithm [3][5]. The same fit between results would be observed on the
FEEM.
Yet, to be able to establish a real comparison between the different algorithms, we now introduce two error
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Fig. 2. Normalized estimated spectra. Left: excitation spectra, right emission spectra. First line: phenylalanine, second line: tyrosine and third
line: tryptophan. Spectrum estimated by nonnegative CP decomposition (dashed line), reference spectrum collected in http://omlc.ogi.edu
/spectra/Photochem CAD/index.html (dotted line). In this case, the rank is assumed known and equal to 3
indices. We have chosen to use the following ones:
E1 = ‖T− T̂‖2F , E1dB = 10 log10(E1), (15)
with T̂ =
∑F
f=1 âf⊗b̂f⊗ ĉf and â, b̂ and ĉ the estimated factors. This error index measures the reconstruction
error and should tend to 0 (−∞ in logarithmic scale). The second performance index (which cannot be used
on experimental data) measures the distance between the FEEM of actual and estimated components, and the
best results are obtained when E2 is found to be close to 0 in linear scale (−∞ in logarithmic scale):
E2dB = 10log10(
F∑
i=1
‖aibTi − âib̂Ti )‖1) (16)
But first, to be able to apply this second error index and thus to compare the images corresponding to the same
organic component, actual and estimated FEEM are normalized and, then, they are sorted since permutations
between the columns of the factors can occur (we have to find among the F ! possible permutations of the F
columns of the estimated loading matrices, the one that leads to the smaller distances between the estimated
FEEM and the actual FEEM). On the Fig. 3, the results obtained with different algorithms (for instance: the
NTF− HCGPELS , the NTF− ALS, NTF− HALS and Bro’s N − way algorithms) are compared in the case
of an exact model. The evolution of the performance indices are given versus the iterations.
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We clearly observe on Fig. 3 that in the case of a perfect trilinear model and a known rank, the four algorithms
are able to recover the true solution. Moreover, the NTF− HCGPELS is the most computer time consuming,
which is not surprising according to algorithmic costs provided in [56]. We notice that performances are bounded
for the NTF− ALS algorithm: this is due to the use of fixed regularization terms.
Secondly, the robustness versus model errors is evaluated: the rank is now overestimated. We still consider the
same tensor T, but, since F is generally unknown, we try to perform the CP decomposition with the assumption
that F̂ = 4. Regarding the NTF− HCGPELS , regularization terms are now used. We choose the same αA =
αB = αC = 10
−3 and l1-norm regularization terms for each factors during the first half of the iterations, then
in the second half they are discarded to avoid a bound in the performances. We choose l 1-norm regularization
terms since it was shown in [67] that they lead to the best results. The same random initializations are used for
all the algorithms. The five resulting FEEM as well as the FEEM of reference are displayed on Fig. 4. On its
top-left, we have given the FEEM of reference, on its top-right those that are estimated using the NTF-HALS
algorithm, on its middle-left using the NTF-ALS algorithm, on its middle-right using Bro’s Nway algorithm,
below-left, using the NTF-HCGPELS without regularization terms (αA = αB = αC = 0), finally, below-right,
those that are estimated thanks to the NTF-HCGPELS using regularization terms (αA = αB = αC = 10−3 and
l1-norm). Ideally, unnecessary components should be equal to 0. As it can be observed on the Figure 4, it is
more likely the case using the improved method that we have introduced: only small residues are visible on this
set of images, but to reach that result, we also notice that it was necessary to introduce regularization terms.
Without regularization terms, the algorithm was not able to recover the exact solution (one of the compound
that should be estimated is broken into two parts).
In the Fig. 5, we compare the results obtained thanks to the four algorithms, using the two aforementioned
error indices. We now clearly observe on Fig. 5 that, in this case, the NTF− HCGPELS outperforms the three
other algorithms but only when regularization terms are used. We can also observe on this same chart that when
regularization terms are used, performances reach a plateau, then, by canceling those regularization terms the
error indice can decrease again.
Finally, on Fig. 6, we also illustrate the impact of the chosen initialisation on the different algorithms. To
that aim, 60 different random initializations were generated according to a uniform law. The results obtained
thanks to the different CP decomposition algorithms are compared on this chart: performances are sorted in
descending order from the best performance to the worst. We observe that in 72% of the cases, our algorithm
was able to outperform other methods (-45dB versus -10dB). In the 28% other cases, we reach the same level
of performance as the one obtained with non regularized algorithms (which means that when the random initial
solution is chosen really far from the solution, either more iterations should be used or the values for the
regularization terms should be modified).
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Main peak
Excitation Emission
Phenylalanine 257 279-282
Tyrosine 275 310
Tryptophan 275 340-350
TABLE I
FLUORESCENCE MAIN PEAK POSITION ACCORDING TO HTTP://OMLC.OGI.EDU/SPECTRA/PHOTOCHEMCAD/INDEX.HTML.
V. COMPUTER SIMULATIONS ON EXPERIMENTAL FLUORESCENCE SPECTROSCOPY DATA
To better assess pros and cons of the suggested approach within the fluorescence spectroscopy framework
and to be able to compare it to more conventional approaches of the literature, a challenging case has been
prepared in the PROTEE laboratory: it consists of a very small number of FEEM since we use three samples
containing each a mixing of three known fluorophores. Moreover, some components have close spectra and
scatter peaks strongly overlap the fluorescence signal. In this example like in section IV.D, the considered
fluorophores are still tyrosine, phenylalanine and tryptophan. Their respective proportions in each sample are
also known and they are equal to [2/1/1], [1/1/2] and [1/2/1]. The expected positions of the fluorophores’
main peak are also recalled in Table I (these information have been collected from the database which can be
accessed via the following web address http://omlc.ogi.edu/spectra/PhotochemCAD/index.html). The purpose of
this experimental example is not to directly apply blindly the suggested approach on large environmental data
sets and show the obtained results but to illustrate the fact that it remains really important to correctly calibrate
the whole processing chain on known experimental mixtures in order to be able to choose all the parameters
involved in a given approach. Whatever the considered method, a bad choice of parameters can really alter the
obtained results. Besides the impact of the preprocessing on the obtained results should not be underestimated.
It is only after this calibration stage that it becomes possible to use such an approach in an unsupervised or
blind mode. The purpose of this example is also to show that this approach can still operate in difficult cases
where the separability limit is nearly reached.
In this example, the considered 3-way tensor is of size 101×47×3 i.e. T ∈ R101,47,y with y = 3. The low-rank
constraint implies that the rank, say r, of the matrix T(3) obtained by unfolding the tensor in the mode-3 is
constrained by y, i.e. in this example r ≤ 3.
Five different scenarios are then considered:
• in the first one, Raman and Rayleigh scattering peaks are eliminated thanks to the suggested preprocessing
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based on the coupling of the mathematical morphology filtering technique and the Zepp’s method (Eq. (8)
with α = 0.3). The nonnegative CP decomposition algorithm described in Section V (NTF− HCGPELS)
is then applied.
• in the second scenario, Raman and Rayleigh scattering peaks are eliminated thanks to the Zepp’s method
only. The same NNCP decomposition algorithm as in the first scenario is used with exactly the same
initialisation and regularization terms.
• in the third scenario, we have used the same preprocessing as in the first scenario, but the CP decomposition
algorithm that is used is now the one suggested by R. Bro in [3], based on an Alternating Least Square
(ALS) algorithm.
• in the fourth scenario, we have used a detector based on the amplitude to detect scatters, then data
corresponding to high values are considered as missing data i.e. the tensor of weights W can be built and
the approach suggested in [65] can be used (this “marginalization” approach consists of ignoring missing
data).
• in the fifth scenario, we have used the first stages of the Zepp method: the position and spread of the
scattering peaks are modeled thanks to a set of 4 second degree equations (the same parameters as those
used in scenario 1 and 2 are used). Then, instead of excising the scattering peaks in the scan data, the
found positions are exploited to build the tensor of weights W, and the FEEM are directly processed using
missing data i.e. thanks to the same algorithm as in the fourth scenario.
All the estimated (normalized) emission resp. excitation spectra are displayed in Fig. (7). We clearly observe the
fact that the preprocessing can significantly modify/alter the obtained results: a noticeable shift in the estimated
main peak position or a net widening of the spectrum can occur. This phenomenon is emphasized in the scenario
2, for the tyrosine (whether the emission or excitation spectrum is considered), but also for the phenylalanine
(on its excitation spectrum), when only the Zepp’s method is used to preprocess the FEEM. In this example the
spread value of one of the four scatters is just chosen a little too high and since the Raman and Rayleigh scatters
are overlapping with the fluorescence peaks for these two fluorophores, so, when the scatters were eliminated,
a part of the fluorescence peaks were eliminated too inducing either a shift or a spreading of the spectrum.
We also observe that results are rather deteriorated than improved if scatters are handled by setting them to
missing values (scenarios 4 and 5). When the same coupled preprocessing is applied to the FEEM (scenarios
1 and 3), we can observe that the estimated peak positions are nearly the same whether the nonnegative CP
decomposition that we suggest or the classical Bro’s CP decomposition algorithm is used. However, the shape
of the estimated spectra are not the same with both methods. Spectra exhibiting negative values can be obtained
with the Bro’s algorithm. In this example, the best results are observed in the first scenario. Yet, if emission
spectra are quite close to the reference spectra, it is nevertheless less true for the excitation spectra. We notice
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a small peak shift (around a 3 nm gap for phenylalanine and 3 nm for tryptophan), and a broadening of the
excitation spectrum (and to a lesser extend for the emission spectrum) for tyrosine and phenylalanine. The
tryptophan main fluorescence peak is found in (272 nm; 354 nm), (275 nm; 305 nm) for tyrosine and (254 nm;
281 nm) for phenylalanine which fits quite well with the information collected in Tab. I. This example clearly
emphasizes the impact of the preprocessing on the obtained results and the interest one can have in using an
efficient nonnegative CP decomposition algorithm instead of an unconstrained CP decomposition algorithm.
VI. CONCLUSION
In this article, focusing on the fluorescence spectroscopy framework, we have presented a novel approach to
handle the preprocessing of FEEM and the nonnegative CP decomposition of the resulting three-way tensor
of FEEM. Computer simulations have been provided to enlighten the effectiveness and the robustness of the
whole processing chain (even in really difficult cases where the Raman and Rayleigh scatters overlap with
fluorophores’ fluorescence peaks). The method has been compared with other existing approaches. Furthermore,
this study shows that the calibration of the whole processing chain on known but experimental mixtures remains
an important stage since it enables to fix the different parameters involved in a given method. Whatever
the considered approach - improper settings can really alter the obtained results. Hence, the impact of the
preprocessing on the obtained results should not be underestimated. Concerning the NNCP decomposition
algorithm, the critical importance of additional regularization terms (that will be progressively decreased or
canceled after the first half of iterations) has also been emphasized when the number of fluorophores is
overestimated.
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Fig. 3. Top: performance index E1dB versus iteration (exact model) ; below: performance index E2dB versus iteration (exact model)
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Fig. 4. The 3 FEEM of reference (top, left), the estimated FEEM: NTF-HALS (top, right), NTF-ALS (middle, left), Bro’s N -way
(middle,right), NTF-HCGPELS without regularization terms (bottom, left), NTF-HCGPELS with regularization terms (bottom, right)
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Fig. 5. Top: performance index E1dB versus iteration (overestimated case) ; below: performance index E2dB versus iteration (overestimated
case)
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Fig. 6. Results obtained with different CP decomposition algorithms using 60 random initializations. Performances are sorted in descending
order from the best performance to the worst.
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Fig. 7. Normalized estimated spectra. Left: excitation spectra, right emission spectra. First line: phenylalanine, second line: tyrosine
and third line: tryptophan. Spectrum estimated by nonnegative CP decomposition + math. morphology coupled with Zepp’s method
preprocessing (solid line), Spectrum estimated by nonnegative CP decomposition + Zepp’s method preprocessing (dashed dot line), Spectrum
estimated by Bro’s NWay algorithm + math. morphology coupled with Zepp’s method preprocessing (dashed line), reference spectrum
collected in http://omlc.ogi.edu/spectra/PhotochemCAD/ index.html (dotted line), algorithm suggested in [65] + detector of amplitude (data
corresponding to high values are considered as missing data) (black line), algorithm suggested in [65] + first stages of Zepp’s method to
detect scatters and to handle them as missing data (green line).
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