Abstract. Let Ω be a bounded hyperconvex domain in C n , and I ε be a family of ideals of holomorphic functions on Ω vanishing at N distinct points all tending to a ∈ Ω as ε → 0. As is known, convergence of the ideals I ε to an ideal I does not guarantee the convergence of the pluricomplex Green functions G Iε to G I ; moreover, the existence of the limit of the Green functions was unclear. Assuming that all the powers I p ε converge to some ideals I (p) , we prove that the functions G Iε converge, locally uniformly away from a, to a function which is essentially the upper envelope of the scaled Green functions p
Introduction
Pluricomplex Green functions are fundamental solutions of the (complex) MongeAmpère operator with zero boundary values [9] . Since the operator is non-linear, superposition does not work and it makes sense to consider pluricomplex Green functions with multiple poles [8] . We will always do this in the framework of a bounded hyperconvex domain Ω ⊂ C n . It is well known that a multipole Green function depends continuously on its poles, provided they do not collide. The convergence problem for the Green functions with simple logarithmic poles at finitely many points as the poles tend to the origin was considered in [10] . Let S ε := {a 1 (ε), . . . , a N (ε)} ⊂ Ω be our pole set. Assume that lim ε→0 a j (ε) = a ∈ Ω for all j. The key to the analysis in [10] was to consider I ε := {f ∈ O(Ω) : f (a j (ε)) = 0, 1 ≤ j ≤ N}, the radical ideal associated to S ε , and its limit, taken in an appropriate sense (see Section 2 for a precise definition). There it was proved that, if the respective limits existed, with the limits of Green functions taken in L 1 loc (Ω), then lim
Furthermore, we have lim ε→0 G Iε = G lim Iε if and only if the ideal lim I ε is a complete intersection, that is to say, admits exactly n generators (and in that case convergence of the Green functions always does occur, and is uniform on compacta of Ω \ {a}). A detailed study of the example of families of three points showed that in cases where the limit ideal is not a complete intersection, the limits of the Green functions may exist, even though they are far from being the Green function of the limit ideal.
The complete intersection condition is equivalent to the fact that the codimension (or "length") of the ideal equals its Hilbert-Samuel multiplicity, which is defined asymptotically from the lengths of the powers of the ideal. The main idea of the present paper is to take all powers of I ε before passing to the limit as ε → 0, and use the infinite family of those limits to determine the limit of the Green functions.
Our main result is the following: Theorem 1.1. Let {I ε } ε∈A be a family of ideals of holomorphic functions vanishing at distinct points a 1 (ε), . . . , a N (ε) of a bounded hyperconvex domain Ω ⊂ C n , where A is a set in the complex plane, 0 ∈ A \ A. Assume that all a j → a ∈ Ω and I p ε → I (p) for all p ∈ N as ε → 0 along A.Then the limit of the Green functions G Iε exists and equals essentially the upper envelope of the scaled Green functions of the limit ideals:
Observe that we have used the subset A in order to allow convergence along any partial set of parameters (subsequences for instance).
An ingredient in our proof which should be of interest in itself is Theorem 3.1, which proves that for families of pluricomplex Green functions with a fixed number of poles, all reasonable notions of convergence coincide (the weak convergence in local integrability implies the strong one, uniform on compacta).
We also provide some examples to show how the limits of Green functions for three points investigated in [10] and even [5] can be obtained much faster, and some of those results can be generalized to the higher-dimensional case. We also obtain results in the case of sections of holomorphic curves.
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Some basic notions
Let O(Ω) be the space of all holomorphic functions on a bounded hyperconvex domain Ω ⊂ C n . Given an ideal I ⊂ O(Ω), V (I) denotes its zero variety:
In what follows, we always assume V (I) to be a finite set. Recall that the length of such an ideal is ℓ(I) = dim O/I < ∞, and the Hilbert-Samuel multiplicity is
It is known that e(I) ≥ ℓ(I), and the two values are equal if and only if I is a complete intersection ideal, which means that it has precisely n generators [20, Ch. VIII, Theorem 23].
Let 0 ∈ A \ A ⊂ C and let (I ε ) ε∈A be a family of finite length ideals in O(Ω). Convergence of such ideals we will understand in the topology of the Douady space [4] . In particular, it implies ℓ(lim
As was shown in [10] , this convergence is equivalent to the one given in the definition below.
Definition 2.1. [10] (i) lim inf
A∋ε→0
I ε is the ideal consisting of all f ∈ O(Ω) such that f ε → f locally uniformly on Ω, as ε → 0, where f ε ∈ I ε .
(ii) lim sup
I ε is the ideal of O(Ω) generated by all functions f such that f j → f locally uniformly, as j → ∞, for some sequence ε j → 0 in A and f j ∈ I ε j .
(iii) If the two limits are equal, we say that the family I ε converges and write lim
I ε for the common value of the upper and lower limits.
If it is clear from the context which set A we are referring to, then we just drop it from the subscript.
The main object of the note is the pluricomplex Green function for an ideal I of O(Ω), defined as follows.
Definition 2.2. [16]
For each a ∈ Ω, let (ψ a,i ) i be a (local) system of generators of I. Then the Green function of I is G I (z) = sup{u(z) : u ∈ F I }, where
It was proved in [16] that the function G I belongs to the class F I and, moreover,
In addition, it satisfies (dd c G I ) n = 0 on Ω \ V (I) and, if V (I) ⋐ Ω, it equals 0 on the boundary of Ω. Furthermore, it is the only plurisubharmonic function with these properties. This implies, in particular, that for every power I p of I,
Note also that, in our setting of finite length ideals on bounded pseudoconvex domain, one can always choose global generators ψ i ∈ O(Ω) and, when V (I) = {a}, relation (3) implies that the residual Monge-Ampère mass of G I at a equals that of the function
A closely related (though technical) object is the greenification of a plurisubharmonic function near its singularity point.
Definition 2.3. [14]
Given a function ϕ ∈ P SH − (Ω), its greenification at a point a ∈ Ω is the upper regularization g ϕ of the function sup{u ∈ P SH − (Ω) :
The function g ϕ is maximal on Ω \ {ϕ = −∞}. If ϕ is locally bounded near the boundary of Ω, then g ϕ = 0 on ∂Ω. Obviously, ϕ ≤ g ϕ . Furthermore, ϕ = g ϕ + O(1) near a if ϕ is locally bounded and maximal on a punctured neighborhood of a, and in this case it coincides with the Green function for the singularity ϕ introduced in [18] , see also [19] . Note that the relation (dd c g ϕ ) n (a) = (dd c ϕ) n (a) remains true without the maximality assumption on ϕ.
Modes of convergence
loc (Ω \ {a}). Then the convergence takes place uniformly on compacta of Ω \ {a}, and (dd c g) n = Nδ a ; in particular, g is maximal plurisubharmonic on Ω \ {a}.
Note that we may assume a = 0 without loss of generality. We will use the wellknown rough estimates of a multipole Green function:
The proof of the Theorem rests on the proof of the analogous fact in the special case of the ball, Proposition 3.4 below, and will be given at the end of this section.
In what follows, · stands for the usual Euclidean norm, a · b = a j b j , B(a, r) = {z ∈ C n : z − a < r}, and B n = B(0, 1).
Lemma 3.2. Let K ⊂ B n \ {0} be a compact set. Then for any η > 0, there exists δ > 0 depending only on η, N and K such that if
Proof. Since the roles of z 1 and z 2 are symmetric, it will be enough to show that
Proof. Let
Take any
n . So the conclusion will hold whenever
We need to construct a function plurisubharmonic and negative on B(0, 1 + η 1 ) that is a competitor for G S . First recall that
where φ a is an automorphism of the unit ball exchanging a and 0. From an explicit formula for φ a [17] , we know that
We
Assume that η 1 < . Let
in a fixed ball containing S, and Φ fixes S, v 1 • Φ ≤ G S . We apply this at the point z 1 :
Now we choose η 1 small enough so that K ⊂ B(0, e −2η 1 ), and so that
Then the convergence takes place uniformly on compacta of B n \ {0}; in particular, g is maximal plurisubharmonic on B n \ {0}.
Proof. Since the topology of uniform convergence on compacta is metrizable, it will be enough to show that any subsequence {G Sε j } admits a convergent subsequence. First consider a fixed compact set K ⊂ B n \ {0}. Then {G Sε j } converges in L 1 (K), so there exists a subsequence, which we denote by {G j }, which converges almost everywhere on K. Note that the standard rough estimates on Green functions show that all G Sε are bounded by common bounds on K, and therefore so is g (where it is defined).
We want to show that the subsequence {G j } satisfies the uniform Cauchy criterion. Let δ > 0. Let η 0 := min (min K z , 1 − max K z ). By Lemma 3.2 applied to {z : dist(z, K) ≤ η 0 /2}, there exists η = η(δ) ≤ η 0 /2 and J 1 = J 1 (δ) such that for any j ≥ J 1 , the oscillation of G j on any ball of radius η is at most δ/4.
We cover the compact set K by balls B(c k , η), 1 ≤ k ≤ m(δ)
To get the uniform convergence on any compact set, we repeat this argument over an exhaustion sequence {K m } of compacta, and perform a diagonal extraction.
Proof of Theorem 3.1. To prove the uniform convergence, by [10, Lemma 4.5] , it is enough to show that there exists g and δ 0 > 0 such that for any δ < δ 0 , |G Ω Sε − g| ≤ C for z = δ and |ε| < ε(δ). Of course we take δ 0 small enough so that B(0, δ 0 ) ⋐ Ω. Then it is easy to see that on B(0, δ 0 ),
} converges uniformly on compacta of B(0, δ 0 )\{0}, in particular on the sphere of radius δ, and we have the desired property.
To prove the fact about Monge-Ampère measure, first notice that uniform convergence on compacta (or even pointwise convergence) clearly implies, using the maximum principle, that g is maximal plurisubharmonic on Ω \ {a}, and so (dd c ) n g = Cδ a , with C ≤ N by [10, Proposition 1.13]. To finish the proof, we only need to show that (dd c ) n g(Ω) = N. For any non-positive function u on Ω and m ∈ N * , let T m (u) := max(−m, u). Then, the rough estimates imply that {g ≤ −m} ⋐ Ω and {G
Again by the rough estimates and the fact that all the a j (ε) tend to a, for any fixed m there exists r m > 0, ε m > 0 such that B(a, r m ) ⊂ {g ≤ −m−1} and B(a, r m ) ⊂ {G
Note that convergence of the Monge-Ampère measures can also be proved by noticing that uniform convergence on compacta of Ω \ {a} implies convergence in capacity, and that type of convergence guarantees convergence of the corresponding Monge-Ampère measures, see [2] or [13] . ✷
Proof of the main result
Let 0 ∈ Ω and let I ε be a family of finite length ideals in O(Ω) such that V (I ε ) → {0} as ε → 0. We assume that all the powers I p ε converge (in the sense of Definition 2.1) to some limits I (p) , p = 1, 2, . . .. Surely, V (I (p) ) = {0}.
The crucial point is the following simple observation. Proposition 4.1. For any p, q ∈ N,
Proof. If f ∈ I (p) and g ∈ I (q) , then they are limits of certain functions f ε ∈ I p ε and g ε ∈ I q ε , respectively. Note that f ε g ε ∈ I p+q ε . Therefore,
Note that the inclusion in (6) can be strict.
Let a 1 (ε) = (ε, 0), a 2 (ε) = (0, ε), a 3 (ε) = (0, 0). The ideals
converge to the ideal I = z
, while the squares I 2 ε converge to the ideal I (2) generated by I 2 and the function z 1 z 2 (z 1 + z 2 ). Indeed, the ideal
]. Relation (6) means precisely that {I (p) } is a graded family of ideals. In particular, this implies that we have control over the Hilbert-Samuel multiplicities of these limit ideals: Proposition 4.3. There exists the limit
Proof. This follows directly from Theorem 1.7 of [11] valid for any graded family of zero dimensional ideals.
The value e(I • ) is called the volume of the graded family I • .
Proposition 4.1 implies
and we are going to deduce from this a convergence result for G I (p) -more precisely, for the scaled Green functions
Proposition 4.4. There exists the limit
whose upper regularization
Proof. By (3), since the product of ideals is generated by pairwise products of their generators, we have (2), and inequality (7) gives us
Relations (9) follow now from (11) by standard arguments; see, for example, [11,
Now we turn to proving (10) . By the Choquet lemma, one can find a sequence G I (p j )
increasing almost everywhere to the function G I• ; actually, one can just choose G I (p!) , cf. [15] . Indeed, relation (6) implies, in particular, I k (p) ⊂ I (kp) , and using (4) we get
By the monotone convergence theorem for the complex Monge-Ampère operator, (10) follows from the first equality in Proposition 4.3.
Finally, since G I (p) ≤ G I• for any p, the last assertion follows from Lemma 4.5 below and Hölder's inequality.
Lemma 4.5. Let u, v ∈ PSH − (Ω) be maximal on Ω \ {x}, equal to 0 on ∂Ω, and u ≤ v in Ω. Then
for any w ∈ PSH(Ω), 0 ≤ w ≤ 1.
Proof. This is a particular case of [12, Prop. 3.4] .
Next, we get a lower bound for the limit of Green functions. In order to state it without assumption on uniform convergence of the Green functions G Iε , we will use here the notion of greenification of a plurisubharmonic function, see Definition 2.3. (4) and (8), we get the inequalities ϕ ≥ G I (p) + C p with some constants C p . By passing to the greenifications, we deduce g ϕ ≥ G I (p) and then, in view of Proposition 4.4, g ϕ ≥ G I• . If, in addition, the convergence of G Iε to ϕ is locally uniform outside 0, then ϕ = g ϕ , which completes the proof.
From now on, we assume that the ideals I ε are intersections of maximal ideals. In this case we can compute the volume e(I • ) of the graded family I • .
Proposition 4.7. Let I ε be radical ideals with V (I ε ) consisting of N different points a 1 (ε), . . . , a N (ε) for all ε = 0 sufficiently small. Then e(I • ) = N.
Proof. Since the length is stable under limit transitions, ℓ(I (p) ) = ℓ(I 
Each ideal
Now we are ready to prove our main result. It will rest on the following domination principle.
Lemma 4.8. [14, Lemma 6.3] Let u 1 and v 2 be two plurisubharmonic solutions of the Dirichlet problem (dd c u)
Remark. This can actually be deduced from the more advanced Lemma 4.5. A more general version of the domination principle can be found in [1] as well. Proposition 4.9. Let {I ε } ε∈A be a family of ideals of holomorphic functions vanishing at distinct points a 1 (ε), . . . , a N (ε) of a bounded hyperconvex domain Ω ⊂ C n , where A is a set in the complex plane, 0 ∈ A \ A. Assume that all a j → a ∈ Ω and I Proof of Theorem 1.1. First notice that the set {G Sε , ε ∈ A} is sequentially weakly compact in the dual of the space of bounded continuous functions on Ω, since 0 ≥ G Sε ≥ N j=1 G a j (ε) , and each of those functions has a uniformly bounded L 1 norm when a j (ε) is close to 0. From this standard arguments of measure theory can be used to show that a subsequence converging in L 1 loc can always be extracted. Or we can simply use [7, Theorem 3.2.12, p. 149] , noticing that the case of a subsequence converging to −∞ is excluded by the estimate above. Now suppose that I p ε → I (p) for all p ∈ N, and suppose to get a contradiction that G Sε is not converging uniformly on compacta to G I• . Then we can get {ε j } ⊂ A, ε j → 0, such that sup K |G ε j −G I• | ≥ δ > 0 for j large enough and for some compactum K ⊂ Ω \ {0}. Then there is a subsequence of {ε j }, which we denote again by {ε j }, such that G ε j converges in L In particular, this works when the limit ideal G I (1) is a complete intersection, because in this case e(I (1) ) = N. More advanced situations will be considered in the next section.
Examples and questions
There are several natural examples where our theorem works. In what follows, m a ⊂ O(Ω) denotes the maximal ideal composed by the functions vanishing at the point a ∈ Ω.
Example 5.1. Two points in C n .
Let a 1 , a 2 be continuous mappings of the unit disk D into the unit polydisk D n such that a 1 (ε) = a 2 (ε) for all ε ∈ D \ {0}, and a i (0) = 0. Set
The family {I ε } ε =0 need not have a limit as ε → 0. By compactness, there is a sequence ε k → 0 such that [a 1 (ε k ) − a 2 (ε k )] → ν ∈ P n−1 C, where [z] denotes the class of z in P n−1 C, for z ∈ D n \ {0}. As is easy to see, the sequence I ε k has a limit, I (1) , whose multiplicity equals 2 because it is a complete intersection.
According to Section 6.1 of [10] , the corresponding Green functions G Iε k converge to a function whose Monge-Ampère mass at 0 equals 2. Therefore, by Theorems 1.1 and 4.10, the limit function coincides with G I (1) .
Example 5.2. Complete intersection case of the 4-point ideals in C 2 .
Consider the ideals
whose Hilbert-Samuel multiplicity equals 4, so the limit of the Green functions is the Green function of I (1) . The existence of the limit is however quite a simple fact in this case, see [10] . (Note that a much stronger result was proved there. Namely, when the limit ideal I (1) is a complete intersection, then the limit of the Green functions exists and coincides with the Green function of I (1) .)
This more complicated problem is also treated in [10] , where the following two cases were considered: the generic one modeled by the ideals I ε = m 0 ∩m (ε,0) ∩m (0,ε) , and the degenerate one modeled by I ε = m 0 ∩ m (ρ(ε),0) ∩ m (0,ε) with ρ(ε)/ε → 0. Both families converge to m 2 0 , however the limits of the corresponding Green functions were shown to be different.
In the first case, as was mentioned in Example 4.2, the squares I 2 ε converge to the ideal I (2) generated by m 4 0 and the function z 1 z 2 (z 1 + z 2 ). Note that G I (2) = 1 2 G I (2) = max{2 log |z 1 |, 2 log |z 2 |, 1 2 log |z 1 z 2 (z 1 + z 2 )|} + O(1).
Comparing it with results from [10] , we see that this is precisely the asymptotic of the limit function lim ε→0 G Iε and, therefore, in this case one has G I• = G I (2) . Another way to check this, according to Theorem 4.10, is to show that the MongeAmpère mass of G I (2) equals 3. This can be done easily, since the mass of G I (2) can be computed as the Hilbert-Samuel multiplicity of the ideal I (2) , and the latter equals the multiplicity of generic mappings (f 1 , f 2 ) for f 1 , f 2 ∈ I (2) , which is 12.
In the second case, the limit ideal I (2) is monomial and contains, besides m 4 0 , the function z 2 1 z 2 . The Hilbert-Samuel multiplicity of I (2) easily computes to be 12, so the Monge-Ampère mass of G I (2) equals 3 again. And the limit of the Green functions is indeed, up to a bounded term, Note that in [10] the convergence of the Green functions were established by using a sophisticated machinery of constructing special analytic disks, while now we get the results almost for free.
The case not treated in [10] was that when all the poles tend to 0 along the same asymptotic directions, or to be more precise, when one point is equal to (0, 0) (which is no loss of generality) and the other two verify lim ε a ε 2 / a ε 2 = a ε 3 / a ε 3 = v. This question is dealt with in [5] , but there is no answer there for the limit of the Green functions when the limit ideal is not a complete intersection.
Recall that the situation may be reduced to a From [5] , there are polynomials in I ε
