Abstract. This paper describes statistical analysis of web data traffic to identify the probability distribution best fitting the connection arrivals and to evaluate whether data traffic traces follow heavy-tail distributions -an indication of fractal behaviour, which is in contrast to conventional data traffic.
Introduction
Data traffic is a vibrant area of queuing research. When modelling network traffic, network arrivals such as packet and connection arrivals are often modelled as Poisson processes for analytical simplicity because such processes have attractive theoretical properties [1] . However, a number of studies have shown that for both local-area [2, 3] and wide-area [4, 5] network traffic, packet interarrivals are clearly not exponentially distributed as expected from the Poisson processes. The distinctly non-Poisson nature of the arrival process has led to a substantial effort in developing statistical models of the traffic. These statistical models differ from the renewal and Markov-chain-type models that formed the basis for traditional queuing models [6] , so they inspired new queuing models and solution methods.
Previous wide-area traffic studies were largely focused on FTP, TELNET, NNTP and SMTP (email) traffic [4] [5] [6] [7] , with little attention being given to web traffic [8] . The aim of this work is to tackle web traffic by providing a view of web data patterns. Since web traffic accounts for a large proportion of the traffic on the Internet, understanding the nature of web traffic is increasingly important. Like other wide-area traffic, web traffic may also have burstiness behaviour; i.e. web traffic is burst on many or all time scales. This burstiness behaviour is analogous to the self-similar or fractal-like behaviour, which exists in many natural phenomena such as Brownian motion, turbulent flow, atmospheric pressure, the distribution of stars and the activity of the stock market [9] [10] [11] [12] [13] , which are much better characterised by fractal geometry theory than by Euclidean geometry.
Performance evaluation is important for assessing the effectiveness of data traffic pattern prediction, besides monitoring and verifying compliance with network performance goals [14] . Results from performance evaluation are used to identify existing problems, guide network re-optimisation, and aid in the prediction of potential future problems. Performance evaluation can be conducted in many different ways. The most notable techniques include analytical methods, simulation, and empirical methods based on measurements.
Previous research found that the light-and heavy-tailedness of web data traffic patterns. The tail weight was estimated by using the Hill method in most of the cases presented in [15, 16, 17] . The method is a statistical technique for analysing heavy-tailed phenomena. The less heavy-tailed the data traffic, the more benefit of a buffer [18] . Adding multimedia files to the set of text files led to the increase in the weight of the tail and the distribution of text files might itself be heavy-tailed [16] . For light-tailed input, the delay distribution has an exponential tail; whereas the delay distribution follows a lognormal distribution for heavy-tailed input [19] . A hypothetical example [20] of a normal probability plot for data sampled from a distribution has been illustrated from where the light-tailedness and the heavytailedness of the data traffic pattern can be identified by visualization.
Characterising heavy-tail behaviour of web data traffic
Several probability distributions including conventional exponential and normal distributions have been chosen to fit the web traffic traces e.g. web document size, request interval and access frequencies collected at the measurement points. Previous work [5, 6] shows that web traffic such as telnet and ftp followed heavytail distributions. This means that values are distributed over a very wide range and that the larger values, even if less probable, may still account for a significant portion of the traffic. Several long-tailed distributions that were chosen to fit the traces are a lognormal distribution, an extreme distribution, a log-extreme distribution, a Weibull distribution and a Pareto distribution.
Empirical distribution function (EDF) test was also used to decide whether the data (traces) were from a particular distribution and best fittings were made using the EDF statistics. Parameters (e.g. location parameter, scale parameter, shape parameter) that affect in fitting the curve are highlighted to realize their effects. The analytical expressions of some distributions are detailed in the following sections.
Log-normal distribution
The lognormal law or log-Gaussian frequency function is defined as x is the size corresponding to the 16% cumulative frequency, and 84
x is the size corresponding to the 84% cumulative frequency.
Pareto distribution
The cumulative distribution for the Pareto (simple) random variable is obtained from
where  is the location parameter, and  is the shape parameter.
EDF test
The EDF is a step function calculated from the sample, estimating the population distribution function. EDF statistics are measures of the discrepancy between the EDF and a given distribution function, and they are used for testing the fitting of the sample to the distribution.
Suppose a given random sample of size n is X 1 , …, X n and X (1) < X (2) < … < X (n) be the order statistics; suppose further that the distribution of x is F(x). The empirical distribution function, F n (x), is given by
The calculation can be conducted by using the Probability Integral Transformation (PIT), Z = F(X); when F(x) is the true distribution of x, the new random variable Z is uniformly distributed between 0 and 1. Then Z has the distribution function F*(z) = z, 0  z  1. The following formulas can be used for calculating EDF statistics from the Z-values. The formulas involve the Z-values arranged in an ascending order, Z (1) <Z (2) < … < Z (n) .
where log x represents log e x (natural logarithm).
The decision can be made by comparing the calculated value with the tabulated value [3] . The hypothesis is rejected at significance level p if the calculated value is greater than the tabulated value given for level p [21] .
Data traffic collection
The first step in understanding network traffic is the collection of trace data. The LBL-CONN-7 trace [22] was collected at the Lawrence Berkeley Laboratory (LBL), located in Berkeley, California, containing thirty days' worth of all widearea TCP connections between the LBL and the rest of the world. The reduced trace was generated by TCP-reduce. TCP-reduce is a collection of Bourne shell scripts for reducing tcpdump traces to one-line summaries of each TCP connection present in the trace. The scripts are TCP-reduce, which takes a tcpdump trace file as an argument and writes a sorted summary to stdout, TCP-conn (an internal awk script that does all the work) and TCP-summary (an awk script that generates a per-protocol summary of all the TCP connections produced by TCP-reduce). The scripts were written using Bourne shell, tcpdump and the common Unix utilities sed, sort and awk. The trace was written as an ASCII file with one line per connection with the columns such as timestamp, duration, protocol, bytes sent by originator of the connection, bytes sent by responder to the connection, local host, remote host, state that the connection ended in and flags.
The trace ran from midnight, Thursday, 16 September 1993 through midnight, Friday, 15 October 1993 (times are Pacific Standard Time), capturing 606,497 wide-area connections. The tracing was performed on the Ethernet DMZ network over which flows all traffic into or out of the LBL. The raw trace was made using tcpdump on a Sun SPARC station using the BPF kernel packet filter. Fewer than 15 SYN/FIN/RST packets in a million were dropped. Timestamps had microsecond precision. The traffic was filtered to exclude connections with nearby UCB except for nntp.
A special care was taken to check the sanity of the data, as any irregularity or mistakes could set back the entire analysis for an extended period of time. The original data file was divided into smaller file and then the size (byte) of the file was arrayed into different bins for convenience of the compactness of the data file. It is very congenial to array the file size into a bin as thousands of samples can be analysed in an expected range. Fig. 1(a) shows the web file size distribution in percentage. The highest percentage of the file size transferred is 23.4% at 500 bytes whereas the lowest is 0.30% at 23,000 bytes. The lognormal distribution does not follow the trace data satisfactorily. The t-test for one sample (web file size) in two tails distribution found to be 3.4916, which is greater than the tabulated value ( Table 1 ), indicating that the trace data distribution may be tailed. Fig. 1(b) illustrates comparisons of the cumulative distribution between the web file data and the data generated using Pareto model. The model data somewhat fit the web data within the range 10 to 1000 byte, which is an indication of burstiness behaviour. The experimental results show good agreements between the web data and Pareto and Weibull models, indicating that the web data distributions are heavily tailed. Such heavy-tailedness of data distributions is an indication of fractal-like burstiness behaviour of web data patterns. The test statistics (A2, W2 and U2 tests) confirm (Table 2 ) that the trace data follow the normal distribution. There is contradiction between EDF test statistics and t-test as the t-test does not support the trace data for normality. The A2 test rejected the hypothesis for Weibull distribution whereas W2 and U2 tests show that the data are significant at the level  = 0.025 which is consistent with the results shown in Fig. 2(c) . The A2 test also rejected the hypothesis for generalized Pareto distribution where the data are significant at the level of 0.001, whereas W2 accepted the hypothesis at the level of 0.025 that makes sense with the graphical results shown in Fig. 2(b) . The three test statistics show that the trace data are significant at  = 0.10 and =0.25 for extreme value and exponential distributions respectively, also  = 0.05 (shown by A2 and W2 tests) and  = 0.10 (by U2 test) for logistic distribution. The three distributions could have shown better fitness than others according to significance level. Unfortunately, poor matches were observed as shown in Figs. 2(a), (d) and (e) which is questionable. Fig. 2(f) illustrates the combination of Figs. 2(a), (b) , (c), (d), and (e) from where the best fitness can be deemed by comparison. Fig. 3(a) shows the web file size distribution in percentage. The highest percentage of the file size transferred is 19.48% at 150 bytes whereas the lowest is 0.12% at 600 bytes. The lognormal distribution only partly fits the web data. The t-test for one sample (web file size) in two tails distribution found to be 7.3395, which is greater than the tabulated value (Tables 1), indicating that the trace data do not follow normal distribution. The test statistics (A2, W2 and U2 tests) confirm (Table 3 ) that the trace data follow the normal distribution. The test statistics also show that the data are significant at the levels of 0.10, 0.15, 0.25, and 0.05 for extreme value, Weibull, logistic and Pareto (generalized) distributions, respectively, which is consistent with the results shown in Figs. 4(b) , (c), (d), and (e). For exponential distribution, the A2 and W2 tests show the data are significant at the level  = 0.05, and U2 shows at the level of 0.10 and the effect of these significance levels observed in Fig. 4(a) which is understandable. Likewise, there is contradiction between EDF test statistics and t-test as t-test does not support the trace data for normality. 
Results and Discussion
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Conclusions
The T-test and EDF test statistics (A2, W2 and U2) have been used to evaluate how well a particular distribution describes the real web traffic data. The models employed in the work include lognormal, Pareto (simple), exponential, Pareto (generalized), Weibull (three parameters), logistic and extreme value distributions.
There is contradiction between EDF test statistics and t-test; the t-test results do not support the web trace data for normality, but the EDF test accepts the hypothesis that the trace data follow normal distribution. The discrepancy may be due to the different sampling methods, which has to be investigated in the future.
There are satisfactory fittings of curves observed between Weibull and the generalized Pareto model data and the real trace data, which has been confirmed by the EDF test for the two distributions. The results show that Weibull (three parameters) is the most suitable model to approximate the web traffic. In addition, the generalized Pareto model is more suitable for analysing traffic fractal-like behaviour (burstiness behaviour) than simple Pareto model.
