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For a graph 
diagonals. 
G, let a(G? maximum number k such that G contains a circuit with k 
Theorem. For any graph G with minimum valency n 2 3, a(G) z=:$(n +l)(n - 2). 
If the equality holds and :3 is connected, then either G is isomorphic to K,,, or G is separable 
and each of its terminal blocks is isomorphic to K,+,, or K,,+I with one edge subdivided. 
1. Introduction 
Let G be a graph and Q be any circuit in G. An edge of G is called a diagonal 
of Q if it joins two nonconsecutive vertices in Q. Let a(G) denote the maximum 
number q such that G contains a circuit with q diagonals. In this paper, the 
following theorem is proved. 
Theorem I. For any graph G with minimum valency n >2, we have 
(1.1) d(G)ai(n i- l)(n -2). 
It is observed that for any n 2 2, the bound (1 .l) is attainable and further, the 
structure of extremal graphs is determined. 
2. Definitions audl terminology 
For definitions and terminology not given below, see, e.g., Berge [ l] or Harary 
PI* 
We consider graphs which are nonnull, finite and contain no loops or multiple 
edges. Let G be a graph with vertex-set V(G) and edge-set E(G). ‘in edge 
joining two vertices x and y is written as xy or yx. The number of edges incident 
with a vertex x is called the valency OF x and denoted by v,(x). The minimuin 
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valency of G, denoted by U(G), is the largesrnumber n such that u&x) 2 n for all 
V(G). Thus o(G) = minxsViG) U,(X). 
A sequence 
wherex,,x,,..., X, are distinct vertices of G and x0x1, ~1x2, . . . t x,- 1 X, art: edges 
in G. is called a simple path from x0 to x,. A sequence 
(2.2) [x,,, x,, x2, l . l , x~-~, x,x01, rH2, 
where xl,, xl, . . . , x, are distinct vertices elf G and x0x1, x1x2, . . . , x,_ l~r, x,x{) are 
cdgcs in G* is called a circuit in G. The length of the path (2.1) is r and the length 
of the circuit (2.2) is r+ 1. 
.A graph G is said to be connected if any two of its vertices are contained in a 
path. A graph G is said to be nonseparable if G is connected and either 
IV(G)Isg2 or any two of its vertices are contained in a circuit. The maximal 
connected subgraphs of G are called the components of G and the maximal 
nonseparable subgraphs of G are called the blocks of G. Any two blocks of G 
may have at most one vertex, and hence, no edges, in common. A vertex of G is 
called a cut-vertex if it belongs to at least two blocks of G. A block of G is called 
terminal if it contains at most one cut-vertex. 
A path (circuit,) in G is called Hamiltonian if every vertex of G appears in the 
path (circuit). G itself is called Hamiltonian if it contains a Hamiltonian circuit. 
Let G be a graph and Q be a circuit in G. An edge in G is called a diagonal of 
Q if it joins two non-consecutive vertices of 0. If G has circuits let a(G) denote 
the maximum number (I such that G contains a circuit with 4 diagonals. If G has 
no circuits, Ict i)(G) = 0. It is easy to see that if u(G)< 2, then we may have 
d(G) - 0. Also, we have the following remark. 
(2.3) If G is a Hamiltonian graph, then 
a(G)=IE(G)I-l”(G)I=; s (u&)---2). 
XEVlG) 
The proof is quite trivial and is omitted here. 
3. Proof of Theorem I 
For the sake of convenience. the graphs considered below are assumed to be 
connected and nontrivial, i.e., to have ,nt least two vertices. 
In th;s section, we shall prove the following theorem which is apparently 
stronger than Theorem I. 
ear SBI 3.1. Let II be any nonnegaliue integer. Let G be any graph such that 
thy ~msib/e exceptiotz of a single vertcz, the valency of each vertex in G is 
with 
an. 
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Then, w4 have 
(3.1) a(G)z$(n + l)(rr -2). 
Proof. If n s 2, the inequality (3.1) holds trivially. We may therefore assume that 
na3. 
If G contains a vertex of valency < n, let y,, be this vertex. Otherwise, lc.:t y. be 
an arbitrary vertex of G. Consider paths in G which have y. as zheir firs.1 vertex 
and which are of the maximum possible length. Ft.+om among these paths, choose a 
path 
such that 
is a circuit in G, and 111 is maximum possible for such paths. (The terms 
Yr,, Yl, l ’ - 9 yk m;iy be missing, in which case x0 = yr,.) Let H denote the subgraph 
of G induced bly the set of vertices V(H; = {x0, x;, . . . , x,,,}. LIet a vertex x E 
V(H) -{x,,} be called accessible if there is a Hamiltonian path in 1-I from x,, to x 
and let A(H) denote the set of all accessible vertices. 
We observe that if x c~ A(H), then by our choice of P and 0, all vertices 
adjacent with x in G must belong to V(H) so that we have 
(3.2) u,(x)= u&x) for all XE A(H). 
Mow, x,, $ A(H) so that y. 4 A(H) and hence by the assumption of the theorcrn 
and (3.2), we have 
(3.3) U,_,(x)zn for all XEA(H). 
NOW, clearly, [x,,, xl, x2, . . . , x,,,_ I, x,,,] and [x0, x,,,, x ,,,- I7 . . . , x2. x,] are Hamil- 
tonian paths in H from xl, to x,,, and x, , respectively. Further, let 2 s i s I’U - 1. If 
xIxj+l EE(H), then [x,, x,,,, x,,,_r, . . . , x~+~, x1, x2,. . . , xi] is a Hamiltonian path in 
H from x0 to x,, and if X,,,Xj-I E E(M), then 
is a Hamiltonian path in H from x0 to xi. Hence, we have 
(3.4) x1, x,, EA(H), and for 2sjj IN- 1, 
Xi EA(H) if XlXj+l E E(H) or if x,,x,_, E E(H). 
Since, e.g., xl E A(H), uH(x,)a 11 by (3.3) and so there exist at lealst II- 2 
indices i such that 2 <j < nl - 1 and xIxi+, E E(H). Hence, from (X4), we obtain 
(3.5) IA(H)1 2 n. 
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From (3.4), clearly, we have 
(3.6) If IA(H)1 = n, then v,(x,) = uH(x,) = n and for 2 s i s m - 1, Xj E A(H) if 
and only if Xlxj+l, XlmXj-1 EE(H). 
We now prove the following 
(3.7) If IA(H)1 = n, then XoXj E E(H) for all Xj E A(H). 
Let xi E A(H). If I= 1 or ~II, then, clearly XoXj E E(H). NOW let 2 s j G m - 1. 
For 2=&Sj-I, if Xi_,XjEE(H), then 
[ XO,X!*,&-l, l l l 9 xj+l9 X19 X29 l l * 9 xi-19 xj:i) 5-1, m .'Y 41 
is a Hamiltonian path from x0 to Xi. For I+ 1 s i < m - 1, if xi+ 1 xj E E(H), then 
is a Hamiltonian path from x0 tc q. Now, if x0.x& E(H), then, since Q_&) > yt by 
(3.3), we obtain at least n - 2 accessible vertices Xi’s which are distinct from x1, x, 
and A;, 41 three oft’ which are already in A(H). But, this contradicts IA(H)! = n. 
Thus, (3.7) is proved. 
Now, let X = {x E V(H) 1 ~&)a n}. By (3.3), A(H)G X. By (3.5), IA(H)l 2 n 
and if IA(kZj(= n, then, by (3.7), ~,EX-A(H). hence, we have proved 
(3.8) IXl=V+l. 
FiMly, we obtain 
(3.9) ir(G)Sa(H)=2 1 1 (q,(x)- 2), by (2.3, 
XEV(H~ 
2; c (U,(X)-22)~~(n+ 1)+2). 
XEX 
Thk completes the proof of Theorem 3.1. 
Theorem I follows immediately from Theorem 3.1. We observe that the bounds 
in Theorem 3.1 and Theorem I are attainable. In fact, let G = K,+,, the complete 
graph on n + 1 vertices. Then, clearly, v(G) = n and 
4. Exfremal graphs 
In this section, we characterize graphs for which the bound (3.1) in Theorem 
3.1 is attained. First, we have the folltawi:lg: 
Theorem 4.1. For cny graph G, a(G) = 0 if and only if v(G) 6 2 and each block of 
6: is minimally nonseparable (with respect to edge deletion). 
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Proof. Sufficiency is obvious. Convert * w.Jbly, if a( (3) = 0, suppose B is a block and e 
an edge of B for which B \{e) is nonseparable. Then the erlds of e are in a circuit 
C in I3 \{e}, and e is a diagonal of C, a contradiction. Of course u(G) < 2 follows 
from 3.1. 
For further properties of minimally nonseparable graphs, see Dirac [2] and 
Pluri~mer [4]. 
Let n 3 3 be an integer. For any two vertices x,, y E VCK,,+,), we define the 
graph K’,,, as follows: V(K’,+,) = V(K,,+,)U{x,,) where x0$ V(K,+I), and 
I%‘,+*) = (E(Kfl+*)U( x0x, x,y}) -{xy). We say that K’, +l is obtained from K,,+* 
by subdividing an edge (xy by the vertex x0). 
We now prove the following 
Theorem 4.2. Let n 23 be an integer. Let G be my graph such that with the 
possible exception of a single vertex, the ualency of emh vertex of G is SW. If G is 
nonseparable and the equality a(G) = i(n + l)(n - 2) fmlds, then G is isomorphic to 
K n+l or K’,+,. 
Proof. Let G be any graph satisfying the hypothesis of the theorem. Clezrly, G 
satisfies the conditions of Theorem 3.1. Let yo, P, Q. H, A(H) and X be defined 
as in the proof of Theorem 3.1. Since by hypothesis a(G) = i<n + 1 )(n - 2), the 
equalities in (3.9) holds so that we have 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
1x1 =n+l, 
For all x E X, z+,(x) = n, 
Each diagonal of Q has both of its ends in X, and 
Each vertex in X is incident with precisely n - 2 diagonals of Q. 
Also, by (3.3), A(H)c X and by (3.5), IA(H)1 2 n. hence, by (4,l) we have 
either (1) IA(M)1 = n, or (2) IA(H)1 = n + 1. 
Case (1). IA(H n. In this case, X = A(H) U (x0) by (3.7). We assert that 
X= V(H), H is isomorphic to K,,+l and I-I= G. 
Now, we have x1, x, E A(H), by (3.4). Let xj E A(H) where 2~ i s m -- 1,. Then, 
by (3.6), the edges xlxj+l and x,Xj_1 are diagonals of Q so that by (4.3) we have 
both xj+l, xj-1 E A(H). Since n 2 3, there exists an index i such that 2 s i “-z m - 1 
and J$ E A(H). Hence, L:om above we have A(H) =(x,, x2,. . . , x,,,}, m = n, and 
X= {xo)U A(H) = V(H). Now, I V(H)1 = n + 1 and by (2.3), 
SO that, evidently, H is isomorphic to K,+*. Also, ~)H(x) = u&x) for all x E A(N) 
by (3.2) so that H is a block of G (the only possible cut-vertex being x0). Qut, 
since G is nonseparable, we must have 1P = G and our assertion is proved. 
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Case (2). iA(H n + 1. In this case, X = A(H). We assert that V(H) = 
X U (q,}, H is isomorphic to rCL + , and I-i = G. 
First, we prove 
(4 5) %%l4 E(H). 
Since O&X,) = n and nt 2 n + 1, there exists a largest index i such that 3 s i < m 
and xix1 4 E(H). Let, if possible, j# m. Then, Xj+lXl, . . . , x,x1 E E(H). Also, 
xi+ I E A(H) by (4.3), and xj, x2 E A(H) by (3.4). Now by (4.3), (4.4) and X= 
A(H), for each X E A(H)-{+, xj+l, x,), XjiX is a diagonal of 0. In particular, we 
have j ~9 4, x,x2 E E(H) and xi-1 # A(H). But this leads to a contradiction since, . 
now, [x0, x1, x,, xm+ l l . , 3, x2, x3, . . . , Xi_ I] is a Hamiltonian path in H from x0 
to #, 1 and we would have x,-~ E A(H). Thus, we must have i = nz and (4.5) is 
proved. 
Next, we prove 
Since Q.&Z,) = n H =-3, there exists a least index i such that 3 < i s m - 1 and 
X~X~ E E(H). By (4.3), Xi E A(H) and by (3.4), ~~-1 CA(H). NOW, by (4.3), (4.4) 
and X= A(H), for each SEA-{xi, Xi, Xi_,>, Xi-lx is a diagonal of Q. In 
particular, xl_.. 1 m x E E(lf). But, then, ~,EA(H) since [x,, ~1, xi, xi+i, . . . , x,,,, xi-19 
x- g-29”” x2] is a Hamiitonian path in H from x0 to x2 and (4.6) is proved. 
By a similar argument, we prove 
(4.7) an,-, CA(H). 
Now, since x1, x,,,, x,, - 1 E A(H), and x,,,-~x,,, is not a diagonal of Q, by (4.3). 
(4.4) and 44.5) we have 
w9 q,,x&Z(H) for each XEA(H)-{x~,x,,x,_~}. 
In particular, x,x2 E E IH) since x2 E A(H) by (4.6). Now, by repeated application 
of (3.4j and (4.8), we obtain x3, R~, *.., x,_.~E A(H). Hence, we have X = 
~L(H)=Qx,,x,,...,x,,), m== n + 1, arld V(H) = XU(x,). Since u,(x) = n for all 
x E X and uH(xu) = 2, it is easy to see that H is isomorphic to K’,,,. Also, just as 
in case (l), H = G. Thus our assertion is proved. This completes the proof of 
Theorem 4.2. 
More generally, from Theorem 4.2 it is easy to deduce the following 
‘IFheorem 4l.3. Let G be any grapk with v(G) = n 2 3. If the equality a(G) = 
$a n -- 1Mn - 2) holds, then each temind block of G is isomorphic to K,, 1 or Kf,, . 
In y,,rticular, we have 
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Theorem 4.4. Let G be a graph with IJ (G) = n 33. If G is nonsepakable and the 
equality a(G) = i(n + l)( n - 2) holds, then G is isomorphic to K,+1. 
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