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ABSTRACT 
As a data processing department grows and Its use of direct 
access storage devices Increases, It becomes necessary to efficiently 
allocate and manage secondary storage. On the IBM 370 computer, tvo 
allocation techniques are usually employed. These are cylinder and 
track allocation. As data acts (flics) are created and deleted, some 
degree of pack fragmentation Is unavoidable. 
The problem with pack fragmentation Is that It can become so 
severe that data set allocation is Impossible. One possible solution 
is to reorganize (compress) the pack; i.e. move data sets so as to 
increase the amount of contiguous free spaces. Most reorganiratlon 
requires exclusive control of the computer. Depending on the 
frequency of this reorganization, it can be very time consuming and 
more importantly, It can be very costly. 
A simulation model is built to examine the tvo above mentioned 
techniques. The main emphasis Is on the comparison of cylinder 
allocation and track allocation. The model uses GASP II to simulate 
an IBM 370/165 with 3330 MOD 1 type disk drives. Statistics are 
collected from the Systems Management Facility (SMF) of the OS/MVT 
operating system. 
Every tine a flic, which van opened for output, la closed a type 
15 record la urltten by SMF. Thlo record Includes such information 
as flic creation time, sire, and data act charactcrlstlea. With the 
collection of thcoc records It In possible to determine needed 
simulation statistics. Inter arrival tines and average file size can 
be calculated. There are also type 17 SMF records written every tine 
a flic Is scratched. The scratch records, In combination with the 
type 15 records, provide the average life of a flic. These three 
statistics (arrival time, size, and flic life) are needed to build 
the disk allocation model. 
Several considerations were designed Into the model. While most 
computer Installations with disk secondary storage devices have 
several modules on line at one time, this simulation model will 
examine only one IBM 3330 MOD 1 pack. Also, statistics were 
calculated with SMF records collected betveen the times of 08:00 and 
16:00. If not restricted to one pack and this tine period, the model 
would have become too large and unmanagablo. The operating system to 
be simulated is 0S/MVT 21.8A and the allocation algorithm uses the 
fix fit technique. All files are allocated as contiguous, one 
extent, physical sequential data sets. 
The results of the Investigation show that cylinder allocation 
techniques yield less pack fragmentation. This type of allocation 
does, however, have a greater potential for wasting space on the disk 
pack. 
CHAPTER I 
1.1  Introduction 
Today almost all computers arc equipped with direct access 
otornge devices (DASD). The problem of secondary storage allocation 
techniques and their relationship to pack fragnscntation docs not seen 
to have been entertained. There have been several articles vnrltten, 
however, on secondary storage in general. Host studies Involved 
optimally scheduling events on DASD devices so as to minimize seek 
time and rotational delays.  Others, such as Morgan,  have  discussed 
the  problem  of  deciding when  a file should or should not be kept 
2 
on-line. 
Teorey and Pinkerton, In their article on  scheduling  policies, 
try  to  determine  if a policy can be arrived at which will optimize 
3 
system efficiency while minimizing response time.   For  example,  if 
there  are  several  requests  queued  for  the same DASD device, how 
should these requests be scheduled?  ( first  come  first  serve,  or 
should  the  request  with  the  shorter  head  movement be scheduled 
Morgan, Howard Lee, "Optional Space Allocation on Disk Storage 
Devices", Communications of the ACM (3), Vol. 17, (March, 1974), p. 
139. 
2Ibid, p.  139. 
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Teorey,  Toby J., and Pinkerton, Tad B., "A Comparative Analysis 
of Disk Scheduling Policies", Communications of the ACM (3), Vol.  17 
(March, 1972), p.  177. 
first?) In addition, there have been papers on core and memory 
fragmentation (Randcll, 1969), but little has been done with 
addressing secondary storage fragncntatlon caused by cylinder or 
track allocation techniques. Data processing departments are 
becoming more and more dependent on on-line disk storage devices and 
pack fragmentation can severely degrade system through-put and system 
performance. 
The IBM 3330 Model I DASD devices have a capacity for over 100 
million bytes of on-line storage. Space on this device is most often 
described In tracks or cylinders. A track has 13,030 bytes. Each 
cylinder contains 19 tracks and there are 404 cylinders available on 
each pack. (Sec Figure 1) Every pack has a volume table of contents 
which contains a description of each file located on the pack. It 
also contains Information as to the relative location of the file on 
the pack. If a data set is allocated In tracks, the allocation 
request can be satisfied by using any available track or group of 
tracks. Cylinder requests, however, must assign space In sets of 
tracks. Each request must make the selection such that the tracks 
acquired begin and end on cylinder boundaries. A cylinder begins on 
track 0 and ends on track 18; the next cylinder begins on relative 
track 19 and ends on track 37. Extending this, then, one can see 
that a cylinder begins on relative tracks that are multiples of 19, 
that is 19, 38, 57, etc. (See Figure 1) 
FIGURE 1 
Comb Type Access Mcchanisa 
Access nrms 
Read/write heads 
Track 
Cylinder 
CHAPTER II 
2.1  Data Set Control Blocks 
The OS MVT operating system controls secondary storage through 
direct access device space management (DADSM) routines. These 
routines control the space by keeping the records In a file called 
the VTOC (volume table of contents). The VTOC is created every time 
the disk pack Is initialized. The IBM service routine, IEHDASDR, 
will perform this function. Before using a pack, it must be 
initialized. Initialization consists of building a standard volume 
label and placing the address of the VTOC in VOLVTOC (record 3) of 
standard volume label. The address Is In the form of CCHHR 
(cylinder, head, record - see Figure 2). 
This address will point to the VTOC itself which contains 140 
byte control record blocks. These 140 byte records are called data 
set control blocks (DSCB). The VTOC consists of a single extent. 
This means all tracks are contiguous. Since the VTOC la a data set 
Itself, there exists a DSCB within itself which describes the VTOC. 
It is called a format A DSCB and is the first DSCB In the VTOC. 
A format 4 DSCB carries Information about the device type, 
volume attributes, and size and contents of the VTOC. Device 
characteristics include such things as the number of cylinders on 
this volume, number of tracks, number of bytes on a track, and number 
of DSCB's on a track.  There is also  information  about  the  volume 
6 
FIGURE 2 
- Standard Volunc Label 
VOLVTOC 
ccmjR of VTOC 
(Foraat-A) DSCB 
N } 
\ / 
\ / 
\ 
\ / 
\ / 
Cylinder 0 
Track 0 
VTOC data set 
A - Fornat-4 DSCB 
B -  First  Fonnat-5 DSCB 
C, Cl, C2 - DSCBs for data sets on volune 
Itself. For example, during Initialization certain track* nay have 
bad recording areas. Consequently, each volume has alternate tracks. 
The format U DSCB will have n pointer to the next alternate track, 
and the number of alternate tracks. Within this DSCB there Is a 
pointer to the first format 1 DSCB along with extent Information 
about the VTOC.  For a more detailed description, see Figure 3. 
The format 1 DSCB la the control block which describes a data 
net existing on the volume. For every data set there Is a format 1 
DSCB and, depending on the number of extents a data set occupies, 
possibly one or two additional DSCB's. For a sequential file the 
format 1 describes the first three extents and a format 3 will 
describe extents four through sixteen. A data set may occupy from 
one to sixteen extents. An index sequential file will usually have 
three DSCB's assigned to it. Again, as always, there is a format 1 
and in addition, a format 2 which identifies the indexes. There will 
also be the format 3 describing any additional extents. 
There are two additional DSCB's which are of importance. The 
first is a format 5 which describes all available free space on the 
volume. It Is the format 5 DSCB's which are scanned to find a 
location in which to place a data set. Within each format 5 DSCB 
there is a description of up to twenty-six non-contiguous free 
extents. Free VTOC records are described in the format 0 DSCB's. 
These are unused VTOC records and contain 140 bytes of binary zeros. 
If a format 1, 3, 5 or whatever is needed, the format 0 Is 
overwritten and becomes the needed DSCB. 
FIGURE 3 - Volume Table of Contents 
VOLVTOC Standard Volucc Label 
Data set A Data set B 
Format-4 
DSCB 
First Format 
5 DSCB 
Fonnat-1 
DSCB 
Format-1 
DSCB 
- 
Data set C 
Format-3 
DSCB 
Next Format 
5 DSCB 
Format-3 
DSCB 
Format-1 
DSCB 
Data set D 
Format-3 
DSCB 
Format-1 
DSCB 
* 
An additional word on the format of the DSCB's. Whether the 
DSCB ifl describing free space or allocated apace, it la in one of two 
formats. The formats 1, 3, and 4 DSCB describe extents by use of 
absolute cylinder and head address (CCHH). For each extent there la 
two such addresses. One CCHH describes the beginning of the extent 
and the other CCHH describes the end of the extent. The format 5 
DSCB has a slightly different means to Identify the space. The DSCB 
contains an XXYYZ address. The XX Is the first track of the free 
space. YY describes the number of full free cylinders and Z is the 
number of free tracks in addition to the free cylinders. In other 
words, the format 5 contains the address of the first track of the 
free area and the number of full cylinders and tracks contained 
therein. 
All allocation and deallocation of data set extents is done In 
number of tracks. Therefore, each of the above mentioned formats of 
cylinders and heads must be converted to relative track addresses 
(RTA), relative to the beginning of the pack. During allocation or 
deallocation, DADSM routines will perform the conversions. There are 
two addresses generated. RTA 1 is the relative track address of the 
first track of the extent and RTA 2 Is the relative track of the last 
track of the extent. After allocation these RTA 1 and RTA 2 must be 
converted back to CCHH format. IECPCNVT and IECPLRTV are the IBM 
DADSM routines which perform these conversions; IECPCNVT to convert 
from CCHH/CCHH to RTA 1 / RTA 2 and IECPLRTV to reverse the process. 
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2.2  Allocation - Method of Operation 
The follovlng discussion will be concerned with non-ISAM 
allocation requests. Essentially the allocation routines perform 
four distinct functions. They arc: finding free space on the 
volume; building the format 1 and. If necessary, a format 3 DSCB; 
updating the format 5 DSCB; and finally, updating the format U  DSCB. 
As a Job enters the system, the system resources oust be made 
available to the Job. If secondary storage Is requested, the 
operating system will determine on which device to allocate the 
storage. How It decides which device will not be discussed In this 
paper The analysis will Jump to the routines that allocate space on 
the selected device. 
Before allocation begins It Is verified that a data set with the 
same name does not already exist on the volume. The routine will 
then read the first format 5 DSCB (free space DSCB) In the VTOC. The 
available space on the volume Is determined by adding together all 
free spaces described in this DSCB. Since each volume may contain 
more than one format 5 DSCB, the entire chain of format 5's Is 
evaluated until It Is verified that there Is enough space on the 
volume. If It should be determined that sufficient space Is not 
found, control Is passed back and two possible actions could occur. 
First, the allocation routine may be asked to search another volume. 
Second, If only one specific volume was requested, the allocation 
process will be terminated. 
11 
After It Is determined that the volume contains enough free 
space, the allocation routine begins to build an extent table. The 
table consists of the extents described In the format 5 DSCB which 
will be used to satisfy the request for space. The table Is built In 
different ways depending on the allocation technique. We will direct 
our attention to cylinder/track type of allocation. The routine will 
build up to five entries. Each entry will describe an extent which 
lo smaller than, but closest to the request. If a free space extent 
would be found which la exactly equal to the request, that space la 
allocated and the rest of the list lo disregarded. If, on the other 
hand, areas are found which arc larger than the request, that area 
which is closest In size la allocated. The extent table then 
contains these selected extent descriptions from the format 5 DSCB'a. 
From this extent table the format 1 and possibly a format 3 DSCB are 
created. The format 3 DSCB Is created only if the extent table 
contains more than three extents. 
The final steps of allocation involve updating the free space 
format 5 DSCB's and the VTOC itself (format 4 DSCB). The format 5 
DSCB'B can be updated in several different ways depending on the 
apace that was allocated. If, for example, the space requested Is 
contained entirely in one format 5 DSCB extent, then that extent 
description is removed. It is removed by rewriting (moving forward 
in the chain) all subsequent extents in that DSCB and all other 
format 5 DSCB's chained to it. If the whole extent is not required 
to fulfill the request, the space is taken from the beginning of the 
extent.  The track immediately after the allocated space beeones  the 
12 
ncv boundary for chc free space. The third possibility Involve* 
adding an extent description. The space may be taken from a free 
apace area, but suppose this area begins on a track boundary and the 
request la In cylinders. Then the area from the lower track boundary 
to the first cylinder boundary becomes n free extent. The requested 
cylinder is then taken from remaining areas. The first track 
following the requested area again becomes the lower boundary for the 
subsequent free extent description. What was one free extent 
description now is broken in two. As you may guess, all of the 
following extents are moved back one position in the chain to 
accommodate the new extent. Also, all extents In the format 5 DSCB's 
chained to it must be rewritten. 
Because the format 5 DSCB can only hold up to 26 extent 
descriptions, it may be necessary to add or eliminate a format 5 
DSCB. If this is the case, the VTOC (format A DSCB) must be updated. 
If a DSCB is added, a format 0 DSCB is obtained and overwritten to 
become the desired DSCB. Should a DSCB need deletion, It is 
overwritten with binary zeros and becomes a format 0 DSCB. The count 
of the current number of format 0 DSCB's is kept in the VTOC and may 
need updating. Also, the address of the last format 1 DSCB la kept 
in the VTOC. If a format 1 DSCB should be added to the end of the 
VTOC, its address must be updated in the VTOC. When the updating 
routine is complete it will free all work areas and dequeue the VTOC 
for further system use. 
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2.3 Method of Deallocation - Data Set Deletion 
When a data net deletion request is issued, the scratch routine 
will verify that the needed volume is mounted. If it la not, the 
routine will issue a mount message to the console operator. After 
the volume io mounted the scratch routine will enqueue on the VTOC 
and read the data sets format 1 DSCB and its format 3 DSCB's if it 
has more rhan 3 extents. The extents described in these DSCB's are 
read. The addresses arc converted from CCHH/CCHH type address to RTA 
1 / RTA 2 relative track type addresses. These addresses arc entered 
into an extent table which 1B later sorted to ensure that it is in 
ascending sequence. The format 1 and format 3 DSCB's are then 
overwritten to become available format 0 DSCB's. 
After these DSCB's are zeroed, the first format 5 DSCB and those 
chained to it are read. These extent description addresses are 
converted to (RTA 1 / RTA 2) relative track addresses. This extent 
information 1B merged with the extent table created by the scratch 
routine. After the merge, all addresses must be converted back from 
the RTA 1 / RTA 2 addresses to CCHH/CCHH addresses. At this point 
the format 5 DSCB's are written back into the VTOC. Since the number 
of format 0 DSCB's was changed by the scratch routine, the format U 
DSCB (VTOC DSCB) must again be updated. After the updated format 4 
DSCB is written back onto the VTOC, the scratch routine dequeues the 
VTOC for further system use (see Figure 4 for DSCB formats). 
2.4 SMF - System Management Facility 
The System Management Facility (SMF) is a feature of the OS/MVT 
operating system which gathers and  records operating  information. 
U 
FORMAT   1   DSCB 
Relative 
Position Length Name Description 
0 Ul* DS1DSNAM Data set name 
uu 1 DS1FMTID DSCB Identifier 
1*5 6 DS1DSSN Volume serial number 
51 2 Reserved 
53 3 DS1CREDT Data set creation date 
56 3 DS1EXPDT Expiration date 
59 1 DS1NOEPV Number of extents 
60 22 Reserved 
82 2 DS1DSORG Data set organization 
lc. Index sequential 
physical sequential 
direct access 
partitioned 
84 .1 DS1RECFM Record format 
85 1 Reserved 
86 2 DS1BLKL Data set block size 
88 2 DS1LRECL Logical record size 
90 15 Reserved 
105 30 DS1EXT1 Extent descriptions 
135 5 DS1PTRDS Pointer to format 2 DSCB 
If Index sequential or 
Format 3 DSCB If data 
set has more than 3 
extentB 
FIGURE 4 
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rv 
uu 
DS1FMTTD 
56 
60 
DS1DSNAM 
45 
53 
DS1DSSN 
DS1CREDT 
51 
DS1EXPDT 59 DS1N0EPV 
w« 
82 DS1DS0RG 
Qi
*    DS1RECFM 85 86 DS1BLKL 
88
 DS1LRECL 90 
105 
DS1EXT1 
- 
135 
h.  
DS1PTRDS 
FICURE A 
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FORMAT 3 DSCB 
Relative 
Position       Length    None       Description 
0 4 Foraat 3 Identifier 
U 40      DS3EXTNT   U   fields 10 bytes in 
length which describe 
up to 6 data set extents 
l*l* 1      DS3FMTID   Foraat identifier 
45 90      DS3ADEXT  9 fields 10 bytes in 
length which describe 
up to 9 additional 
extents 
135 5 Reserved 
FIGURE A 
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Key identifier 
£<• DS3EXTNT 
UU 45 
DS3ADEXT 
FICURE i» 
135 
18 
FORMAT  4   DSCB 
Relative 
Pooiclon Length Name Description 
0 44 Padding bytcn 
44 1 DS4IDFMT Format Identifier 
45 5 Reserved 
50 2 DS4DSREC Nunber of Format 0 DSCBs 
52 4 DS4HCCHH Address of alternate trk 
56 2 DS4NOATK Number of alternate trka 
58 8 DS4VTOCI VTOC indicators 
66 2 DS4DEVTK Track length 
68 4 DS4DEVOV Volume overhead Info 
72 2 DS4DEVTL Device tolerance 
74 1 DS4DEVDT Number of full DSCBs on 
a  track 
75 30 Reserved 
105 10 DS4VTOCF. VTOC extent Information 
FICURE  4 
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•« o Pudding byten                      * 
Ut
*  DS4IDFMT Ub 
50       DS4DSREC 
52 DS4HCCHH 
56      DS4N0ATK 58 DS4VTOCI 
• 
■ ' —- 
66
       DS4DEVTX 
68
     DSfiDEVOV 
72
     DS4DEVTL 1U  DS4DEVDT 75 
I                                                              J » 
105            DS4VTOCE 
r 
, V 
FIGURE  U 
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FORMAT 5 DSCB 
Relative 
Pooition Length None Description 
0 
4 
4 
5 
44 
45 
35 
1 
90 
DS5KEYID  Fonaat 5 DSCB identifier 
DS5AVEXT  First available extent 
for allocation.  It 
contains relative 
addresses and number of 
free tracks in the 
extent. 
DS5AVEXT Additional descriptions 
of up to 7 free extents 
Reserved 
DS5MAVET Additional descriptions 
of up to 18 additional 
free extents. 
FIGURE 4 
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0 DS5KFVID 
4 DS5AVEXT 
9 DS5AVEXT 
uu Ub 
nS5MAVET - 
FICURE  4 
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This feature consists of scvcrnl IBM supplied routines along with 
user written exits. The combination of these routines provides s 
very conprchenaivc collection of Systran data. The data collected 
contains such things no accounting information, data set activity, 
and system activity. Accounting information consists of that 
information on the OS Job card ouppllcd with each Job. Data set 
activity is such things as data act creation and deletion. Also, 
EXCP activity of a data set is recorded. An EXCP is an acronym for 
execution of channel programs. Basically, EXCP counts arc records of 
the number of I/O operatlngs performed against a file. The system 
activity includes such things as overall system I/O, CPU activity, 
and system wait time. 
Most information is recorded after the fact. There are, 
however, exit routines taken which monitor Job and system activity. 
Some routines are taken before the Job begins execution. The Job 
control language (JCL) can be analyzed in IEFUJV (Job Validation 
exit). If, for example, the JCL does not meet site standards the Job 
can be cancelled before execution. A Job consisting of several steps 
can be monitored during execution in the IEFACTRT. At the end of 
each step an exit is taken and the SMF record which is written at 
step termination can be modified. Also, if a Job enters a wait state 
of more than a specified amount of time, a message indicating such 
can be issued to the console operator from IEFWUTL. The operator can 
then determine the cause of the wait state and remedy it. 
Aa mentioned briefly, the SMF package creates and writes system 
Information  records.  SMF writes approximately 31 different records. 
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Each record contains different Information and Is written at 
different times during the life of a Job. The user also haa the 
opportunity to add SMF records at any tine and frota any program. The 
SMFWTM macro Instruction Is used to produce these user records. 
Figure 5 shows the general flow of SMF. 
The records which are of concern arc the type 14, type 15, and 
type 17. The type 14 Is written every tine a flic Is closed which 
was opened for Input. The type 15 Is written every tine a flic Is 
closed which was opened for output. The type 17 record Is written 
every time a file Is scratched. Through an analysis of these 
records, data set allocation and arrival rates can be studied. The 
average age of a data set can also be determined. See Figure 6 for 
the layouts of these three types of SMF records. 
24 
SMF 
ROUTINES 
OS 
OPERATING 
SYSTEM 
READER 
WRITER 
EXITS 
IEFUJV 
IEFUJI 
IEFUSI 
IEFUSO 
IEFACTRT 
IEFUTL 
■ i 
SMF 
RECORDS 
BACKUP 
USER 
WRITTEN 
ROUTINES 
REPORTS 
OS/SMF JOB FLOW 
FIGURE 5 
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SMF RECORD TYPE 14 
Relative 
Position Length Description 
0 
1 
10 
14 
22 
26 
30 
64 
240 
4 
8 
4 
34 
176 
24 
Reserved 
Record type 14 
Tine record written to 
SMF 
Date record written to 
SMF 
System ID 
Jobnomc 
Tine Job rend onto 
system 
Date job read onto 
system 
Reserved 
Job file control block 
contains a picture 
of the Job Control 
Language used to 
access the file 
Data control block 
contains information 
about the file's 
attributes 
FIGURE 6 
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SMF RECORD TYPE 15 
Relative 
Position       Length Description 
0 1 Reserved 
1 1 Record type 15 
2 4 Tiac record written to 
SMF 
6 4 Dote record written to 
SMF 
10 4 System ID 
16 8 Jobnanc 
22 4 Tine Job read onto 
systcn 
26 4 Date Job read onto 
systca 
30 34 Reserved 
64 176 Job file control block 
contains a picture 
of the Job Control 
Language used to 
access the file 
240 24 Data set control block 
contains information 
about the file's 
attributes 
FICURE 6 
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SMF RECORD TYPE 17 
Relative 
Position       Length Description 
0 1 Reserved 
1 1 Record type 17 
2 4 Tine record written to 
SMF 
6 4 Date record written to 
SMF 
10 4 System ID 
14 8 Jobnaae 
22 4 Tine Job read onto 
aysten 
26 4 Date Job read onto 
system 
30 10 Reserved 
40 44 Data set name 
84 4 Reserved 
88 8 bytes/volume   Volume serial numbers 
(8 bytes for each volume) 
FIGURE 6 
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CHAPTER III 
3.1  Model Scloctlon 
In order to simulate disk allocation techniques there are, 
perhaps, two methods. One would be to take a data processing 
department and have the Jobs allocate all files using one technique 
and analyze the pack fragmentation. After this, all files would be 
allocated using another technique and then the pack would be analyzed 
for fragmentation. This method is somewhat lnfeasible and 
impracticable. It is very difficult to ask a Data Processing 
department to experiment with allocation. As installation may have 
several thousand Job streams to maintain. With that many Jobs it 
becomes unreasonable to ask for "experimental" changes. The most 
logical solution would be to create some sort of model to simulate 
the allocation and deallocation of disk files. "The aim of a 
simulation model is to reproduce the activities that the entitles of 
a system engage in and thereby learn something about the behavior and 
performance potential of the system. This is done by defining states 
of the system and constructing activities that move the system from 
state to state."** 
uPritsker, A. Alan B. and Kiviat, Philip J., Simulation with 
GASP II, A Fortran Based Simulation Language (Englevood Cliffs, New 
Jersey, Prentice-Hall, Inc.  1969), p.  9. 
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It Is also important to have a model In which parameters 
governing the workings of the nodcl arc easily changed. The model 
should be easy to program, maintain, and change. The GASP II Fortran 
based simulation language Is ideal for this type of application. 
With GASP II simulation language It is possible to build an extreacly 
accurate model. Since GASP II is a discrete event driven simulation 
technique it Is readily adaptable to this application. 
The model can bo broken down Into three distinct events. They 
arc: allocation request, service request, and deallocation or 
scratch request. Actually the problem la similar to most qucuelng 
problems - where there is an arrival, service, and end of service. 
The model combines the arrival and service Into one event called 
allocation. The end of service is considered the scratching of the 
data set. A request for disk space will arrive and the file will be 
allocated. At thiB point the request Is serviced and the service 
continues until the file is scratched. The file is removed from the 
system. 
Statistics on arrival distributions and service tine 
distributions were calculated from information gathered through IBM's 
System Management Facilities (SMF). In order to make this data 
managable and understandable certain assumptions were necessary. The 
assumptions made for arrival statistics Included: 
1) Interarrival  times greater than two hours are rounded down 
to two hours 
2) One specific pack 
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3) Requests for new space only, not adding on to an existing 
flic 
6) Only sequential Data Sets 
5) Sample period was between 8:00 a.m. and 4:00 p.m. 
The basic plan is to calculate intcrarrlval tines. The 
distribution of these interarrival times was used to generate a 
cumulative distribution function of interarrival times. The CDF of 
intcrarrlval times is shown in Figure 7. It was this distribution 
from which arrival times were calculated for the simulation. It 
should be noted that all times recorded by SHF arc in hundredth^ of a 
second. The times used to generate Figure 7 were rounded to whole 
seconds. Any interarrival time less than a second was rounded up to 
one second. Also, any interarrival time greater than two hours was 
rounded down to two hours. 
When collecting data from SMF, only type 15 output records were 
selected. Also only records for one specific pack were used. An 
assembler program was written to then obtain only those type IS SMF 
records for data sets being created. Space can be requested In two 
different cases. One case is when an existing file is extended and 
additional space is needed. The other case Is when a file Is created 
new. It is this second case which this model will analyze. Also, 
only type 15 records for sequential files were used in the analysis. 
These type 15 records only cover the day shift. That is 08:00 to 
16:00. Thia is considered prime time when the file creation and 
deletion is most active. The records were selected from a month's 
worth of  SMF data.  This was done so that the statistics were not 
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biased by high activity at end of month closings or nid-oonth low 
activity. The coapany whose machine was node led Is not a seasonal 
Industry and therefore one month's activity is similar to the next. 
These records were sorted in ascending time sequence. They were 
then used as input to a FORTRAN program which calculated the 
lntcrarrlval times and produced a cumulative distribution function. 
Each record at this point represented a request for secondary storage 
space. The information in the record not only represented arrivals 
but alao the amount of space requested is also stored in the record. 
The space amount is the number of tracks desired. For allocating 
files in tracks, this number was used by the models allocation 
subroutine. If the model was being run with only cylinder 
allocation, this number was divided by 19 (19 tracks per cylinder) 
and rounded up to the next whole cylinder. It was this number of 
cylinders that the allocation routine attempted to allocate. 
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FIGURE 7 
Arrival Tine Distribution Function 
SEC- CUM. SEC- CUM. SEC- CUM. 
ONDS DIST. ONDS DIST. ONDS DIST. 
1 15 26 51 89-93 76 
2 18 27-28 52 94-99 77 
3 21 29 53 100-105 78 
4 22 30 54 106-110 79 
5 24 31-32 55 111-118 80 
6 25 33 56 119-126 81 
7 27 34-35 57 127-134 82 
8 28 36 58 135-144 83 
9 30 37-38 59 145-154 84 
10 31 39-40 60 155-165 85 
11 33 41-42 61 166-178 86 
12 34 43-44 62 179-192 87 
13 36 45-47 63 193-207 88 
14 37 48-49 64 208-226 89 
15 39 50-51 65 227-248 90 
16 40 52-54 66 249-274 91 
17 41 55-57 67 275-305 92 
18 42 58-60 68 306-343 93 
19 44 61-63 69 344-389 94 
20 45 64-70 70 390-461 95 
21 46 68-70 71 462-543 96 
22 47 71-74 72 544-688 97 
23 48 75-78 73 687-951 98 
24 49 79-83 74 952-1826 99 
25 50 84-88 75 1827-7200 100 
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The FORTRAN program mentioned above was written to calculate a 
size distribution. From the selected type 15 records, information 
was drawn to determine tho average size of a file. Or, in other 
words, the amount of secondary storage requested. This information 
was tabulated to produce the cumulative distribution function of 
oizco ohown in Figure 8. Certain assumptions were made to produce 
Figure 8.  They are: 
1) Requests  for  0 tracks were ignored - model DSCB 
2) Request for space greater than 200 tracks rounded to 200 
tracks. 
IBM has what is called generation data groups. It la a 
collection of data sets vith the same type of data. For example: 
Generation 1 can contain inventory data from Monday, generation 2 for 
Tuesday, etc... These types of flics use what is called a "model 
label DSCB". It is actually a file on disk which occupies zero 
tracks, but has an entry in the VTOC from which DCB (Data Control 
Block) information is obtained. The DCB contains such information as 
record size, block size, record format, and data set organization. 
Because this is their only function and they do not take any space, 
they were Ignored when calculating the size distribution. 
The company whose machine was modeled has a policy that files 
which are greater than 200 tracks should be on magnetic tape. Vith 
this in mind any request for more than 200 tracks was assumed a 
mistake.  This request was rounded down to 200 tracks. 
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FICURE 8 
SIZE CUMULATIVE DISTRIBUTION FUNCTION 
RELATIVE 
TRACKS CUM. FREQUENCY 
1 18 
2 20 
3-4 21 
5 24 
6-8 25 
9 26 
10 29 
11-14 31 
15 32 
16-18 38 
19 54 
20-23 62 
24 63 
25-37 65 
38-39 67 
40 70 
TRACKS CUM. FREQUENCY 
41-49 71 
50-51 72 
52-56 73 
57-72 76 
73-75 77 
76-89 79 
90-94 80 
95-99 86 
100-113 87 
114-119 88 
120-151 89 
152-170 90 
171-189 91 
190-199 95 
200 100 
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The last piece of statistic which is needed for the aodel Is 
Bcrvicc time. That is to say the life of a file. How long will it 
reside on the pock? This statistic was a little harder to tabulate. 
As mentioned before, every tine a file is created a type 15 SMF 
record in written. Likewise, every tine a file is deleted or 
ocratched a record is written to SMF. This is a type 17 or scratch 
record. The type 17 record contains the data set name as does the 
type 15 SMF record. The type 15 and type 17 records were sorted and 
arranged so that every created record was followed by its 
corrcaponding scratch record. By subtracting the tine fields In each 
record the age of the file was obtained. These calculations were 
done by a FORTRAN program which used the sorted type 15 and 17 
records as input. After all Input records were analyzed the results 
were used to create the cumulative distribution function in Figure 8. 
In Figure 9 each interval between one and sixty represents one 
minute. Intervals 61-99 encompass five minute time spreads. It was 
assumed that any file existing for longer than U 1/3 hours would not 
be deleted until the next eight hour shift or nost likely the next 
day. For this reason, the age of all files whose life span exceeded 
260 minutes was assumed to be 260 minutes. 
3.2 Model Components 
After determining what must be modelled, the parts of the system 
are defined. The GASP II simulation consists of several subroutlens. 
The standard main program initializes all non-GASP variables. The 
EVNT subroutine calls the rest of the user written routines. These 
routines are: 
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FIGURE 9 
AGE CUMULATIVE DISTRIBUTION  FUNCTION 
RELATIVE RELATIVE 
TRACKS CUM.   FREQUENCY TRACKS CUM.   FREQUENCY 
1 27 29-30 54 
2 30 31-34 55 
3 33 35-40 56 
4 35 41-44 57 
5 36 45-50 58 
6 38 51-60 59 
7 39 61-75 60 
5 36 45-50 58 
6 38 51-60 59 
7 39 61-75 60   - 
8 41 76-80 61 
9 42 81-85 62 
10 44 86-105 63 
11- •12 45 106-115 64 
13 46 116-135 65 
14- •15 47 136-150 66 
16 48 151-175 67 
17- ■18 49 176-200 68 
19- •20 50 201-230 69 
21- •22 51 231-255 70 
23- •25 52 256-480 100 
26- ■28 53 
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1) ARIVL - Arrival of a request for Bpncc 
2) SCRTGJ - Data sot deletion 
3) STAT - Statistic routine to report fragmentation 
4) ENDSM - End of simulation routine. 
One additional routine was written. It Is called by the arrival, 
ARIVL, routine. Its function is to maintain a type of VTOC and is 
called ALLOC. 
A GASP II file or portion of NSET contains what would be 
equivalent to the format A DSCB's. One attribute contains the data 
set identifier or name. Two other attributes arc used to store the 
starting and ending relative address of the file on the disk pack. 
The format 5 DSCB's (free space DSCB) were not stored as part of 
NSET. For ease of searching and maintaining, the disk's free areas 
were retained in a normal one dimensional FORTRAN array. 
ARRAY(N) - Starting address of free area 
ARRAY(N+l) - Ending address of free area 
Where N - {1,3,5...} set of odd numbers 
Elements N and N+l of the ARRAY indicate a free extent. 
The allocation routine, ALLOC, searches the free space array to 
find a free extent large enough to satisfy the request. If an extent 
of sufficient size does not exist the appropriate error message is 
produced and the model continues. If an extent greater than or equal 
to the request is located, the necessary portion or the entire extent 
is allocated.  The allocation  is done by supplying the necessary 
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Information, name and address, to the format A DSCB file In NSET. 
The format 5 DSCB, free space array, must also be updated to reflect 
the ncv free areas. 
After each update the free space array Is sorted In ascending 
sequence.  The sort key Is the beginning address of the free extent. 
This ensures that when searching the array, the area selected will 
be the first area on the pack capable of handling the request. The 
model will, therefore, be using the first-fit allocation technique. 
"For exponential and hyperexponentinl distribution of requests, 
first-fit out performed beat-fit; but for normal and uniform 
distributions, and for exponential distribution distorted in various 
ways, best-fit outperformed first-fit. It Is hypothesized that when 
first-fit outperforms beat-fit, It does so because first-fit, by / 
preferentially allocating toward one end of memory, encourages large 
blocks to grow at the other end." 
Shore was referring to memory allocation, but it certainly has 
relevance to secondary storage allocation. The interarrival times 
calculated do appear to be exponentially distributed and, first-fit 
allocation should produce the least amount of fragmentations. 
In other words, the model was designed to simulate the 
allocation of secondary storage. In doing so, it must keep track of 
all free space on the disk pack. It must also monitor all data sets 
and record where these files are located on the pack.  The FORTRAN 
5Shore, John E., "On the External Storage Fragmentation Produced 
by First-Fit and Beat-Fit Allocation Strategies", Communications of 
the ACM (8), Vol.  18 (August 1975), p.  433. 
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array and tho NSET file perform these two functions. They are acting 
like or performing the same function of the pack's VTOC. The aodel 
is then to execute for a specified amount of tine and report the pack 
fragmentation. Fragmentation can be thought of as areas of free 
space available for allocation. The greater number of these free 
areas, the greater the degree of fragmentation. 
During the execution of the model, reports arc produced 
Indicating the number of free space extents. The report is given at 
regular intervals of 100 time units. Besides the number of extents, 
there arc also statistics on the number of free cylinders and tracks 
available on the pack. The end of simulation event produces the 
normal GASP II statistics. It was decided to collect statistics on 
the number of free space extents and amount of free tracks using 
GASP's COLCT subroutine. HISTO, GASP's histogram, was also used to 
collect statistics on the frequency distribution of extents. 
All statistics and distributions were calculated using 
historical data. The accuracy of these distributions should be 
fairly preciae. The only thing that would lend these figures to 
inaccuracy would be a change in the current operating system. A new 
operating system may allow more or less Jobs to enter the system. 
This increase or decrease of Job flow will change the arrival rate of 
requests for secondary storage. The way in which the model is built 
makes it easy to adjust. 
The other two distributions, age and size, will reaaln 
relatively stable. In order for the age distribution to change there 
would have to be a fairly drastic change in the  functions performed 
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by Che data processing department. Likewise, In order for Che slie 
distribution to change chcre would have Co be a change in Che 
dcpartnencal policy. Thac is, chc policy where data sets greater 
Chan 200 cracks muse reside on cape, noc secondary disk devices. 
41 
CHAPTER IV 
4.1  Support Routines 
In order to get a complete picture of the entire model, an 
explanation of the program'a machine requirements Is necessary. The 
FORTRAN programs were written In IBM Fortran and they were compiled 
under the IBM Fortran H compiler. All statistic gathering routines 
which calculated the cumulative distributions, were written in IBM 
extended Fortran. Because of the nature and format of the SMF 
records, an IBM assembler language program was written to select 
appropriate records for statistical analysis. The program was 
assembled using Assembler G, written at the University of Waterloo. 
Program Requirements 
1. Statistical Fortran Routine 
A. Size: 81,416 bytes 
B. Core: 148K bytes (1K-1024 bytes) 
C. Elapsed Run Time:        1 minute 
D. CPU Time: 5.59 seconds 
2. Data Set Age Fortran Routine 
A. Size: 21,208 bytes 
B. Core: 34K bytes (1K-1024 bytes) 
C. Elapsed Run Time:       1 minute 
D. CPU Time: 1.61 seconds 
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3. GASP Track Model 
A. Size: 118,832 bytes 
B. Cora: 146K byteo (1K-1024 bytes) 
C. Elapsed Run Tine:        5 minutes 
0.  CPU Time: 1 minute, 36.25 seconds 
4. GASP Cylinder Model 
A. Size: 128,496 bytes 
B. Core: 154K bytes (1K-1024 bytes) 
C. Elapsed Run Tine:        7 minutes 
D. CPU Time: 2 minutes, 39.35 seconds 
The difference between the two simulation models lies in the 
parameters specified in the main routine. The parameters involved 
include tracks per cylinder, cylinders per pack, the distribution 
arrays, and the free extent array. In this simulation the tracks per 
cylinder and the cylinders per pack remained constant, but can be 
easily changed depending on the device simulated. Also In this model 
there are 19 tracks per cylinder and 404 cylinders per pack. The 
distributions for arrival times, size, and age are the same for both 
track and cylinder models. These distributions are read into arrays 
which are passed to the various GASP and user written subroutines. 
Because of the difference in units of measure (track vs. cylinder) 
the free space array is initialized differently in both models. In 
the track model this array must handle up to 7,676 free extents, 
while the cylinder array oust have the capacity for only 404 free 
extents. 
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4.2 Experiments with Track Allocation 
The track allocation model was run for 30,000 time units. Each 
unit of time represents one minute. The cylinder model was also run 
for 30,000 time units with each unit signifying one minute. At 
regular lntervalo during the execution of the model a sample of the 
free opacc array was taken. During the 30,000 tlm«j units the model 
was executing, a sample was taken every 100 time units. At these 
check points the total number of free extents was recorded and also 
the total amount of free space. The higher the total number of 
extents, the greater the pack fragmentation. Figure 10 Is a graph of 
the number of extents versus time and Figure 11 Is the total number 
of free tracks versus time chart. ' 
A record of pack fragmentation was also kept through the means 
of a histogram. The histogram Is divided up Into 11 segments. Note 
that for the track allocation model most fragmentation hovers around 
four areas. Most fragmentation is between 9 and 17 extents. Figure 
12 is the illustration of this histogram. Each of the 11 segments 
represents an interval of 2 units. The lower limit of the histogram 
contains the times there were 3 or less extents. The upper limit, 
however, contains the number of occurrances of 21 or more extents. 
The sixth interval represents the occurrence of between 11 and 13 
extents.  This interval contains the highest value. 
The GASP model has the capability  to monitor the number of 
extents.  By using one of NSET's  files  to store  the number of 
extents,  GASP will automatically calculate such statistics as 
average,  standard deviation,  minimum,  maximum,  and  number  of 
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observations. A GASP NSET file van also used to keep account of the 
number of free tracks. Aa previously stated, a statistics routine 
was entered at 100 time Intervals and the nuaber of extents and free 
tracks were recorded. The same statistics gathered for the nuaber of 
extents is nlso gathered for the total number of free tracks on the 
pack. 
NUMBER OF EXTENTS 
MEAN     STD. DEVIATION 
12.8528        2.6454 
MINIMUM    MAXIMUM    OBSERVATIONS 
6.0000    22.0000      299 
NUMBER OP FREE TRACKS 
MEAN     STD. DEVIATION      MINIMUM    MAXIMUM    OBSERVATIONS 
6157.9766      427.0100       4944.0000  7243.0000      299 
All files allocated on the disk pack were monitored through the 
uae of NSET file. One such file was used to record the unique data 
set name and its location on the disk pack. Each file was given a 
unique identifier when it arrived into the system. There were over 
7700 allocations during the model's execution. This averages out to 
be approximately an arrival every 4 time units. 
At any one time there was an average of 28 data sets allocated. 
This is not unusual for a pack which is used solely for dynamic file 
allocation. The model assumed that pack was completely empty at the 
start of simulation. In practical applications, however, there are 
usually many permanent data sets preallocated on a pack. As a 
result, the space available is much leas than the 7,676 tracks. The 
28 data sets mentioned before should be thought of as  28 data seta 
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besides  those permanently allocated.  The 28 figure taentloned was an 
average.  The maximum number of fllcn or data sets allocated vaa  54. 
Again,  thlo  should  be  thought  of  as  54  data sets beyond those 
permanently allocated. 
4.3  Experiments with Cylinder Allocations 
Both track and cylinder models were built Identically except 
that the allocation routines were varied to accommodate the different 
techniques. All arrival rates, sizes, and ages were pulled from the 
same dlotrubltlons. Since the random number seed was the same for 
both models, the numbers pulled from these distributions vrill be the 
same. 
The cylinder allocation model was also run for 30,000 time 
units. Each time unit represented a one minute time Interval. As In 
the track model a subroutine was entered every 100 time units. The 
routine was a statistic gathering routine. It sampled the disk pack 
and recorded Its fragmentation. Fragmentation Is not an easy thing 
to quantify. The best and most understandable means Is to measure 
fragmentation by extents. The extents which are of concern are free 
space extents. In IBM DADSM language, this would be the measurement 
of the format 5 DSCB's. 
The statistics routine searches through the free extent array. 
This Fortran array Is used to keep a record of the location of free 
space on the pack. The array Is a one dimensional array in which 
entry "n" represents the beginning relative cylinder of a free extent 
and the entry "n+1" represents the last relative cylinder of the free 
extent.  The statistics  routine reads  this array and reports the     _\: 
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number of free space extents. The routine also reports the pack's 
total free space In cylinder urilts. Figure 13 Is a graph of the 
number of free extents versus time. 
The statistics routine also reads this free extent array to 
calculate the total amount of free space available on the pack. 
Since the array Is used as a format 5 DSCB, each extent is used to 
total up the free space. Again the routine Is entered every 100 time 
unlto. Figure 14 is a graph generated from the results of the 
statistics routine. It represents the total number of free cylinders 
versus time. 
As In the track allocation model a histogram was used to record 
the occurrances of extents. The histogram was divided up Into the 
same Intervals as the track allocation model. It was divided up Into 
11 segments. Each segment represents approximately 2 units. The end 
points of the histogram are, as In the track model, (-~,3) for the 
lower limit and (21,") for the upper limit. Figure 15 Is the 
histogram for the cylinder allocation model. The fifth Interval, 
which represents the number of times there were between 9 and 11 
extents, has the highest number of occurrances. 
As in the track allocation, the statistics subroutine was 
entered every 100 time units. The CASP II subroutine, COLCT, was 
used to calculate statistics on the number of extents which defines 
free areas on the disk. The other variable on which statistics were 
tabulated was the total free space on the volume. 
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FIGURE      13 
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The GASP II generated statistical data la listed belov. 
NUMBER OF EXTENTS 
MEAN     STD. DEVIATION      MINIMUM    MAXIMUM    OBSERVATIONS 
9.6120       2.5429 3.0000    18.0000       299 
NUMBER OF FREE TRACKS 
5885.3594     467.6929       4617.0000  7068.0000       299 
Flic 3 of NSET was used to monitor the data sets created and 
deleted during the execution of the model. This file functioned In 
the same manner as the VT0C on a disk pack. Because the allocations 
were pulled from the some distribution, both the cylinder 
allocation's flic 3 and the track allocation's flic 3 arc Identical. 
That to, the average number of flics on the pack at any one tine was 
28. By the end of the model's execution time, there had been over 
7700 file allocations for an average arrival of one ' every 4 time 
units. 
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CHAPTER V 
5.1  Conclusions 
Before beginning to compare the results of the two node Is, It is 
necessary to state two possible data center philosophies. Should a 
data center have a limited amount of secondary storage it is 
necessary to manage the space very carefully. When there Is a vast 
amount of secondary storage, It Is not as Important to be concerned 
with the wasted space of over allocation. Over allocation Is when a 
flic has a certain quantity of space allocated to It, but actually 
only a percentage of the space Is being used. It should be noted 
that there arc circumstances when It Is necessary and good practice 
to "over allocate". In cases where the file Is to be added onto in 
subsequent runs, It Is wise to allocate enough space to contain the 
file in Its final form. However, discretion should be used because 
if a file Is not going to be added onto for several weeks or months, 
extra space for growth probably should not be allocated. 
Fragmentation can and will bring a data processing department to 
a stand still. Even If a pack Is 50Z utilized, It can be extremely 
fragmented. With fragmentation, allocation becomes Impossible. Even 
those Installations with many disk modules and packs, can experience 
allocation problems. To summarize, fragmentation Is a problem which 
must be addressed by all data processing departments. Those sites 
with only a few modules and disk packs can experience fragmentation 
problems as well as those sites with many modules and disk packs. 
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The only difference between a conputer center vlth en excessive 
amount of secondary storage and one with limited space Is "time". It 
Is only a matter of "time" before fragmentation becomes a problem. 
It lo Juat that those with more modules experience fragmentation at a 
later time. 
Another problem which data processing departments can experience 
Is insufficient secondary storage. If the secondary storage capacity 
la not enough for the department's requirements, the objective might 
be to reduce space allocation. Obviously, space Is required to 
contain the data. Unfortunately, many files arc over allocated, and 
space within the file Is not used and not available for use to any 
other file. This space Is releasable, but depending on the type of 
allocation, up to 18 tracks can be wasted. If allocation Is In 
tracks, releasing the unused space will result In excess space even 
after the release. In this case, space Is released In cylinder 
units. For example, suppose a file uses three cylinders and one 
track and has five cylinders allocated to It; a release will 
eliminate the fifth cylinder, but the fourth will remain. The 18 
tracks In the fourth cylinder will not be used unless the file is 
expanded. 
Below is a recap of the statistics gathered from the two 
allocation experiments. 
EXTENTS    TOTAL FREE SPACE 
Track Experiment 12.85 6157.97 
Cylinder Experiment 9.61 5885.35 
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Comparing the two experiments, it can be seen chat cylinder 
allocation results in leas fragmentation. The cylinder aodel had 
9.61 extents or unallocated holes. The track model, on the other 
hand, had 12.85 extents or about an average of 3 more extents. It 
must be noted that while the cylinder model resulted in less extents, 
it also resulted in less available space. The track allocation aodel 
ended with 12.85 extents which was more than the cylinder model, but 
there were over 250 additional tracks available for allocation. 
Figure 16 represents the difference between the number of 
extents in both experiments. Line A represents the extents during 
the cylinder allocation experiment. The upper line, line B, is a 
graph of the track allocation extents. Figure 17 is a graph of the 
number of free tracks over time. Again line A represents the 
cylinder allocation model while line B is a graphic picture of the 
track allocation model. 
Depending on the data department's needs, one allocation 
technique may be better than the other. If fragmentation is the only 
concern, cylinder allocation is the best allocation method. By 
allocating in cylinders there are fewer possible locations for holes 
to exist. The worst possible case would be if every other cylinder 
was allocated. There would be 202 extents or holes. Although the 
smallest possible allocatable unit for the cylinder technique is a 
cylinder, it is very unlikely that every other cylinder would be 
allocated. If this did happen, the only file which could be 
allocated would be one requiring only one cylinder.  If the pack 
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capacity lo 7,676 tracks, then 100Z utilization vould be 0 free 
tracks or 7,676 track* allocated. In our model, there was an average 
of 6,157.97 free track*. Subtracting this froa the total capacity, 
It can be seen that 1,518.03 tracks on the average were being used. 
At 1,518.03 there is 19.8Z utilization of the storage space. The 
pack utilization has increased with thevusc of cylinder allocation. 
Out of the 7,676 tracks the model is using an average of 1,790.65 
tracks. This is a 23.3Z utilization of the space on the disk pack. 
It can be seen that there is a 3.5Z greater usage of the pack vlth 
cylinder allocation. 
With the cylinder allocation technique, the allocatable unit 
contains more space than the track technique. One unit will contain 
the capacity for 19 tracks or 247,570 bytes of Information. One 
track unit will have the capacity for 13,030 byteB. In the cylinder 
model, the allocation routines arc obtaining the space in larger 
sets. In this case, whether or not you require 1 or 19 tracks, you 
will always be allocated at least one cylinder or 19 tracks. Thus, 
the possibility of wasting up to 18 tracks is present. Converting 
this to bytes, there Is a possibility of 234,540 bytes being 
allocated and not used. 
As stated before, the track model resulted In more extents or 
greater fragmentation. (See Figure 16.) This increase In 
fragmentation is probably a result of the fact that in the track 
model there is a possibility of 3838 extents. This Is the case where 
every other  track is allocated and is the worst possible case.  In 
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the track nodal, allocation Is In snail units and there la  simply  a 
greater potential for fragmentation. 
The comparison of the two models results In the following 
summeriration. Cylinder allocation strategies involves less 
fragmentation with a higher quantity of wasted or unusable space. 
The track allocation strategy, on the other hand, concludes with 
greater fragmentation but less space wasted in over allocation. 
As discussed the major disadvantage of cylinder allocation is 
wasted space. It should be noted that there is a certain amount of 
wasted apace with track allocation. If the allocation is not done 
carefully, there is a possibility of over allocation. The user may 
rcqucot space and actually only use a percentage of the allocated 
space. An analysis of the SMF data reveals that 290 data sets on the 
pack examined were allocated in tracks. These 290 data sets 
represented 2795 tracks. Of these 2795 tracks allocated, there were 
161 tracks empty. This represents 5.76Z of the allocated space as 
being wasted space eventhough the allocation was in track units. 
Figure 8 shows that 76Z of the data sets allocated on the pack 
were 3 cylinders or less. That Is 3 cylinders or 57 tracks. Again 
through our SMF analysis, it was determined that of the 290 data sets 
allocated in tracks approximately 220 were 57 trades or less. Also 
these 220 some data sets occupied 303 extents. This means that the 
average data set with less than 57 tracks occupied 1.3 extents. The 
greater the number of extents the greater the over-head involved when 
processing the  file.   Upon reading or writing a data set  the 
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Input/Output Supervisor muBt varlfy that the next read or write la 
within the boundarlea defined for the particular data Bet being 
operated upon. 
The Input/Output Supervisor will perforn extent checking at the 
end of each unit of allocation. If the data set la allocated In 
tracks extent checking 1B performed at the end of processing of each 
track. Checking Is performed at the processing of an end of a 
cylinder if allocation Is In cylinder units. To perform I/O on a 
cylinder'B worth of data allocated In trades would require extent 
checking 19 times. A cylinder's worth of data allocated In cylinders 
would require 1 extent check. 
An examination of the Input/Output Supervisor code used to 
perform this checking, reveals that several Instructions are 
necessary. There were approximately 34 instructions. Depending on 
the circumstances (le. track allocation, cylinder allocation, end of 
extent condition) all the instructions may not be executed. Using 
the Instruction times found in the IBM SYSTEM/370 MODEL 165 
FUNCTIONAL CHARACTERISTICS manual, this set of Instructions would 
take 11.80 microseconds. This time is not that significant. To 
process that 76Z of the data sets, it would require 672.6 
microseconds for a 57 track data set allocated In tracks. If the 57 
trades were allocated In cylinders, there would be 3 checks rather 
than 57 which would mean 35.4 microseconds. 
As stated before these times are not that significant due Co the 
speed of  the 370/165.  What is of more significant Is the fact that 
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no the extent checking is being perfonaed on the data set there la a 
loot rotation. The rotatloal delay on the packs being alaulated Is 
16.7 milliseconds. For the track example, there would be 57 possible 
occurrences of rotational delays. (We arc using 57 again because It 
repreoents 76X of the data sets). At 57 tines the 16.7 Billiseconds 
yicldo 951.9 milliseconds or almost one second. 
When accessing data sets the VTOC must be read and possibly 
updated. The greater the fragmentation the larger the VTOC. With 
the Increase in fragmentation there is an increase in the number of 
free space holes. These holes are defined by the format 5 DSCB's. 
The SMF data indicated that the free extents or free holes range from 
270 to 890. This averages to 580 free extents which must be 
described in the format 5 DSCB's. This averages out to be 23 format 
5 DSCB's. The access times for the type of device studied range 
around 38.A milliseconds. For the severly fragmented pack with 890 
free extents, in order to access all the format 5 DSCB's it would 
require 1,332.48 milliseconds. For the compressed pack with 11 
format 5 DSCB's, the access tine would be 622.4 milliseconds. The 
average, however, would be 883.2 milliseconds. In order to allocate 
a data set all the format 5 DSCB's nust be read, therefore the 
greater the fragmentation, the greater the allocation times. 
One additional cost must be considered. That la the cost of 
compressing the fragmented pack. The current manor of operation in 
the installation from which the simulation model was built, uses a 
stand alone compression program.   The program la charged out at 
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$27.00 per run. This is for only one pack. Another cost la the 
Inability to run other Jobs nnd gain additional revenue for the 
clapocd tine while the compress Is running. The compress procedure 
taken about 40 minutes per pack. It should be noted that if the 
machine is available as many packs as possible should be compressed. 
To compress 6 to 8 packs would involve 240 to 320 minutes or 6 to 
over 5 hours. That is A to 5 hours were the machine is not available 
for everyday type processing power. 
To summcrire, several considerations must be analysed. These 
arc waoted space, fragmentation, response time (including access time 
and cpu time) and compression cost. From the statements made in the 
preceding paragrapghs, fragmentation is directly related to data set 
extents. It was stated the 76Z of the data sets averaged a little 
more than 1 extent. Therefore allocating all files which are less 
than 57 tracks (3 cylinders) would not Increase fragmentation 
significantly. The major disadvantage would be an Increase In 
response time. These access times would increase from about 50.1 
milliseconds to 951.9 milliseconds. A data set greater than 57 
trades (3 cylinders) would require over 1 second response time. With 
real-time, on-line applications, this increase becomes appreciable. 
The fact that I/O can be Interrupted and the arm could be moved away 
from the data set's location was not addressed. The Increase In 
response time would be equal for both techniques. 
It can be concluded that the concerns are fragmentation, 
response time, and wasted space.  To decrease fragmentation allocate 
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In clyllnders. To reduce response tliac allocate In cylinders. 
Finally to reduce vested space allocate In tracks. The question Is 
whether some strategy could be developed to satisfy all three. Froa 
the above paragraphs, the conclusion to allocate all files less than 
57 tracks In tracks and those greater than 57 tracks In cylinders. 
Those less than 57 tracks allocated in tracks arc contained In one 
extent and ..therefore do not Increase fragmentation. And also 76Z of 
the data sets would not be wasting space. The response time for 
these 761 of the data set Is still at an affordable level. 
5.1  Areas for Future Study 
The objective of this experiment was to determine which 
allocation technique would cause less pack fragmentation. Although 
the models did accurately report fragmentation, these results were 
based on statistics gathered from an existing data processing 
department and the statistics distributions (such as arrival rates, 
space requirements) are most likely unique to that Installation. The 
distributions should not differ drastically and the experimental 
results could be applied In a general manner to other data processing 
installations. 
An interesting restriction which could be placed on the model, 
would be to start the simulation with data sets or files already 
allocated at various locations on the pack. Perhaps, by starting 
with a somewhat fragmented pack, the results would be different. The 
pack could be fragmented with permanent files which will exist for 
the entire  run time, or start the model with dynamic files already 
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allocated vhlch may  be  delated  or  scratched  before  the  end  of 
simulation. 
Areas for future study should Include a model vlth more than one 
module. In the current model, the allocation routine can only select 
one module on vhlch to place the flic. In a more than one pack 
system, the allocation must select the pack and then also determine 
the location on the pack. The results from a model vhlch allocated 
data acts vlth organizations other than sequential vould also be of 
great value vhen modelling pack fragmentation. It vould be 
interesting to determine if data sets vlth index sequential, direct 
accooo, or partitioned organizations had an effect on fragmentation. 
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CLOSSARY OF TERMS 
CCHHR Cylinder Head Record addressing 
DADSH Direct Access Device Space Management 
DASD Direct Access Storage Device 
DCB Data Control Block - describes data set attributes 
DSCB Data Set Control Block 
EXCP Execute Channel Program 
Format 0 Unused DSCB 
Format 1 Data Set DSCB 
Format 2 Index Sequential - Index DSCB 
Format 3 Data Set Extent DSCB 
Format 4 VTOC DSCB 
Format 5 Free Space DSCB 
RTA Relative Track Address 
SMF System Management Facility - gathers  system 
accounting information. 
SMF Type 14  Record written when a file opened for  input is closed. 
SMF Type 15 Record written when a file opened for output is closed. 
SMF Type 17  SMF written when a data set is scratched. 
VTOC Volume Table of Contents 
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