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To accomplish great things, we must not only act, but also dream ;
not only plan, but also believe.
Anatole France
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Chapitre 1
Introduction générale
Ce travail de thèse a pour but d'étudier des écoulements instationnaires de ﬂuides
incompressibles Newtoniens et non isothermes. Le problème est décrit par les lois de
conservation de la masse, de la quantité de mouvement et de l'énergie c'est-à-dire
∂ρ
∂t
+ div(ρv) = 0
ρ
(
∂v
∂t
+ (v.∇)v) = div(σ) + ρf
ρa∂T
∂t
+ div(q) = φ
où ρ est la densité du ﬂuide, v sa vitesse, T sa température, a sa capacité thermique et
σ est le tenseur des contraintes, q le ﬂux de chaleur, f la force extérieure appliquée au
ﬂuide par unité de masse et φ est la dissipation d'énergie due au mouvement du ﬂuide.
Dans le cas d'un ﬂuide Newtonien
σ = −pI + 2µD(v),
où p est la pression du ﬂuide, D(v) =
(
1
2
(
∂vi
∂xj
+
∂vj
∂xi
))
1≤i,j≤n
est le tenseur des taux
de déformation et µ est la viscosité du ﬂuide. Si la densité ρ est constante, la loi de
conservation de la masse se réduit à
div(v) = 0,
et on peut supposer sans perte de généralité que ρ = 1. On obtient donc le système
∂v
∂t
+ (v.∇)v − 2div(µD(v)) +∇p = f
div(v) = 0
a∂T
∂t
+ div(q) = φ
1
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La conduction de la chaleur dans un milieu homogène est habituellement décrite par la
loi de Fourier [28] qui relie le ﬂux de chaleur à la température par la relation
q = −K∇T,
où K est la conductivité thermique du matériau. Cette loi conduit à une équation de la
chaleur parabolique
a
∂T
∂t
− div(K∇T ) = φ. (1.1)
Dans le cas simpliﬁé où la capacité et la conductivité thermiques sont constantes et φ = 0,
avec des conditions aux limites de Dirichlet pour T , le principe du maximum implique
que si T (t0, x) ≥ 0 avec T (t0, x) 6≡ 0 alors T (t, x) > 0 pour tout t > 0 [8], ce qui signiﬁe
que la chaleur se propage à une vitesse inﬁnie. Cette propriété, connue sous le nom de
paradoxe de la chaleur ne correspond pas à la réalité physique notamment dans des
situations présentant de forts gradients de température ou des temps d'observation très
courts [6, 10, 25, 26, 30, 33, 34, 39, 40, 42, 44, 48, 55, 56].
De nombreuses modiﬁcations de la loi de Fourier ont été proposées pour éviter ce
défaut [33, 19]. Parmi celles-ci, l'une des plus anciennes et des plus utilisées est due à
Cattaneo [18] et consiste à introduire un terme de la forme b∂
2T
∂t2
, avec 0 < b << 1, dans
le membre de gauche de l'équation (1.1) conduisant à une équation hyperbolique. Dans le
cas simpliﬁé où la capacité thermique est constante égale à 1 et φ = 0 on a alors
b
∂2T
∂t2
+
∂T
∂t
− div(K∇T ) = 0 (1.2)
ce qui peut se décomposer en  ∂T∂t + div(q) = 0,q + b∂q
∂t
= −K∇T.
(1.3)
En identiﬁant q + b∂q
∂t
à q(.+ b), on obtient
q(t+ b) = −K∇T (t),
et le terme b peut s'interpréter comme un temps de relaxation dû à une propagation à
vitesse ﬁnie de la chaleur. La valeur de b est très faible (de l'ordre de 10−13 à 10−10 seconde
2
[33]), mais cette modiﬁcation de la loi de Fourier permet de corriger le paradoxe de la
chaleur et d'obtenir une meilleure description de la réalité.
Notons que des modiﬁcations de même type ont également été proposées par diﬀérents
auteurs dans la modélisation d'écoulements Newtoniens [45, 49].
Dans ce travail, nous nous intéressons au couplage entre le système de Navier-Stokes donné
par  ∂v∂t + (v.∇)v − 2div(µD(v)) +∇p = fdiv(v) = 0 (1.4)
et l'équation de la chaleur hyperbolique
b
∂2T
∂t2
+ a
∂T
∂t
− div(K∇T ) = φ (1.5)
Une première étude pour ce type de problèmes a été réalisée dans [25] pour le cas d'un
problème d'extrusion de polymères. Avec un développement asymptotique formel par rap-
port à l'épaisseur du domaine occupé par le ﬂuide, le problème se simpliﬁe et est décrit par
une seule équation pour la température, la vitesse et la pression étant obtenues comme
solutions d'un problème indépendant de T .
Dans notre cas, nous considérons le système (1.4)-(1.5) et nous ferons l'hypothèse que la
viscosité du ﬂuide dépend de T alors que la capacité thermique et le terme de dissipation
dans (1.5) dépendent de v. Nous obtenons ainsi un problème non linéaire parabolique-
hyperbolique couplé. De plus, dans le prolongement de résultats obtenus dans [15, 16, 12],
nous considérons des conditions aux limites de type Tresca ou Coulomb sur une partie du
bord du domaine occupé par le ﬂuide.
Aﬁn d'obtenir un résultat d'existence pour le problème couplé, nous étudions tout d'abord
l'équation de la chaleur hyperbolique dans le chapitre 2. Nous démontrons un résultat
d'existence et d'unicité par une méthode de Galerkin puis nous introduisons une discréti-
sation en temps et nous établissons la convergence des solutions approchées vers la solution
du problème original. Dans un deuxième temps nous étudions le système de Navier-Stokes
muni des conditions aux limites de type Tresca ou Coulomb. Dans le chapitre 3 nous prou-
vons l'existence d'une solution via l'étude de la convergence des solutions d'une suite de
problèmes régularisés et nous montrons que cette solution est unique sous réserve que la
3
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viscosité du ﬂuide soit suﬃsamment grande si on se place en dimension 3.
Dans le chapitre 4, nous proposons une discrétisation en temps du problème d'écoulement
dans le cas de la condition au limite de type Tresca et nous établissons la convergence des
solutions approchées.
Le dernier chapitre de ce mémoire est consacré à l'étude du problème couplé dans le cas
de conditions aux limites de type Tresca. L'existence d'une solution est obtenue par un
argument théorique de point ﬁxe en dimension 2 et également par une méthode de discré-
tisation en temps qui conduit à résoudre sur chaque sous intervalle [tn, tn+1] un problème
découplé pour la vitesse et la pression d'une part et la température d'autre part.
4
Chapitre 2
Etude de l'équation de la chaleur
hyperbolique
2.1 Introduction
Le premier chapitre consiste en l'étude de l'équation de la chaleur hyperbolique qui
est le résultat de la combinaison entre la loi de Cattaneo [18] et la loi de conservation de
l'énergie dont l'inconnue principale est la température T. Il est partagé en deux parties :
la première est consacrée à l'étude de l'existence et l'unicité de solution de l'équation
de la chaleur hyperbolique (dont la conduction thermique dépend de x et de t) avec des
conditions aux limites mixtes Dirichlet-Neumann. Après avoir énoncé le problème, on écrit
sa formulation variationnelle. Ensuite, on traite l'existence de solutions par la méthode
de Galerkin. Enﬁn, on étudie l'unicité de la solution de ce problème. Dans la seconde
partie, on se limite à des conditions de Dirichlet, on approche le problème cité ci-dessus
par une technique de discrétisation en temps. On considère un problème auxiliaire dans
lequel la conduction thermique ne dépend que de x, puis par la méthode spectrale, on
étudie l'existence et l'unicité de la solution de ce dernier. On achève ce chapitre par l'étude
de la convergence des solutions approchées, qui correspondent aux solutions du problème
discrétisé en temps, vers la solution du problème hyperbolique initial lorsque le pas de
temps tend vers zéro.
5
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2.2 Position du problème
On considère Ω un domaine borné de R3, à frontière régulière, ∂Ω = Γ1 ∪ Γ2. On
commence par énoncer le problème hyperbolique suivant
Problème 2.2.1. Trouver T : [0, τ ]× Ω→ R tel que
b∂
2T
∂t2
+ a(x, t)∂T
∂t
− div(K(x, t)∇T ) = φ(x, t) dans Ω× [0, τ ]
T (x, t) = g1(t) sur Γ1 × (0, τ)
(K∇T ).ν = g2(t) sur Γ2 × (0, τ)
T (0, x) = T0
∂T
∂t
(0, x) = T1.
(2.1)
L'inconnue princiale de ce système est la température T , g1 et g2 décrivent les condi-
tions au bord de type Dirichlet-Neumann. Les conditions initiales sont déﬁnies dans
T0 ∈ H1(Ω), T1 ∈ L2(Ω). (2.2)
On suppose que
φ ∈ L2(0, τ ;L2(Ω)) (2.3)
g2 ∈ H1(0, τ ;L2(Γ2)), (2.4)
et qu'il existe G ∈ C2([0, τ ];H1(Ω)) tel que
G = g1 sur Γ1 × [0, τ ].
On suppose de plus que
T0 = g1(0) sur Γ1.
La matrice de conductivité thermique K est symétrique et satisfait
Kij ∈ W 1,∞(0, τ ;L∞(Ω))
∃α∗ > 0 :
n∑
i,j=1
Kij(x, t)ξiξj ≥
n∑
i=1
α∗|ξi|2, p.p (x, t) ∈ Ω× (0, τ), ∀ξ ∈ R3.
(2.5)
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On notera
M = ‖∂K
∂t
‖L∞(0,τ ;L∞(Ω)), (2.6)
α∗ = ‖K‖L∞(0,τ ;L∞(Ω)). (2.7)
La fonction a est telle que
a ∈ L∞(0, τ ;L∞(Ω)) a′ ∈ L2(0, τ ;H1(Ω)),
et on suppose qu'il existe a∗, a∗ deux constantes strictement positives telles que
0 < a∗ ≤ a(x, t) ≤ a∗, p.p (x, t) ∈ Ω× (0, τ). (2.8)
Notons que b est une constante strictement positive.
2.2.1 La formulation variationnelle
Aﬁn d'obtenir la formulation variationnelle du problème 2.2.1, on introduit l'espace
fonctionnel suivant
V = {ϕ : ϕ ∈ H1(Ω) et ϕ = 0 sur Γ1}. (2.9)
V est un sous espace fermé de H1(Ω), donc V est un espace de Hilbert pour la norme
‖.‖V =
(
‖.‖2L2(Ω) + ‖∇.‖2L2(Ω)
) 1
2
.
On déﬁnit G0 ∈ H1(Ω) et G1 ∈ H1(Ω) ainsi
G(0, x) = G0
G′(0, x) = G1.
En utilisant le changement de variable u = T −G, le problème 2.2.1 devient
bu′′ + a(x, t)u′ − div(K(x, t)∇(u+G)) = φ− a(x, t)G′ − bG′′
u(x, t) = 0 sur Γ1 × [0, τ ]
(K(x, t)∇(u+G)).ν = g2 sur Γ2 × [0, τ ]
u(0, x) = T0 −G0
u′(0, x) = T1 −G1.
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On notera par
u(0, x) = u0(x) ∈ V. (2.10)
u′(0, x) = u1(x) ∈ L2(Ω). (2.11)
La formulation faible est donnée par
Problème 2.2.2. Trouver u ∈ L2(0, τ ;V ) avec u′ ∈ L2(0, τ ;L2(Ω)) et u′′ ∈ L2(0, τ ;V ′)
vériﬁant le problème suivant (au sens des distributions)
b < u′′(t), w > +(a(x, t)u′(t), w) + (K(x, t)∇u(t),∇w) = (φ(t), w) + (g2(t), w)Γ2
−(a(x, t)G′(t), w)− b < G′′(t), w > −(K(x, t)∇G,∇w), ∀w ∈ V
(2.12)
u(0) = u0 (2.13)
u′(0) = u1, (2.14)
où (., .) est le produit scalaire dans L2(Ω), < ., . > est le produit de dualité entre V et V ′,
(., .)Γ2 est le produit scalaire dans L
2(Γ2), V ′ est l'espace dual de V .
Remarque 2.2.1. On a alors∫ τ
0
[b < u′′(t), w > +(a(x, t)u′(t), w) + (K(x, t)∇u(t),∇w)] dt =
∫ τ
0
(φ(t), w) + (g2(t), w)Γ2 dt
−
∫ τ
0
[(a(x, t)G′(t), w) + b < G′′(t), w > +(K(x, t)∇G,∇w)] dt, ∀w ∈ L2(0, τ ;V ).
Pour prouver l'existence de solutions du problème (2.2.2), on utilise la méthode de
Galerkin qui approche le problème en dimension inﬁnie par un problème en dimension
ﬁnie. En eﬀet, elle consiste en l'approximation de la solution du problème variationnel
par la solution d'un système diﬀérentiel ordinaire en temps (on n'aura pas besoin de
trouver la solution détaillée du système). Puis, on étudiera les estimations "a priori" sur
la solution approchée, celles-ci nous seront utiles dans le passage à la limite. Enﬁn, on
prouvera que la solution approchée tend vers la solution faible du problème 2.2.2 dans des
espaces appropriés et que les conditions initiales sont satisfaites.
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2.3 Résolution par la méthode de Galerkin
2.3.1 Construction de la solution approchée
Pour passer à un problème en dimension ﬁnie, on prend (wi)i∈N∗ une base hilbertienne
de V . On note Vm le sous-espace de V engendré par les vecteurs {w1, w2, . . . , wm}. Avec
la densité de V dans L2(Ω), on choisit les (wi)i∈N∗ de telle sorte qu'ils forment une base
orthogonale de V et une base orthonormale dans L2(Ω).
Pour tout m = 1, 2 . . ., on déﬁnit um ainsi
um :
 [0, τ ]→ Vmt→ um = ∑mk=1 xmk (t)wk, (2.15)
et on cherche les coeﬃcients xmk (t) (0 ≤ t ≤ τ, k = 1 . . .m) vériﬁant le système suivant
b < u′′m(t), wj > +(a(x, t)u
′
m(t), wj) + (K(x, t)∇um(t),∇wj) = (φ(t), wj)
+(g2(t), wj)Γ2 − (a(x, t)G′(t), wj)− b < G′′(t), wj > −(K(x, t)∇G,∇wj), ∀j ∈ {1, . . .m}
(2.16)
um(0, x) = u0m dans V
u′m(0, x) = u1m dans L
2(Ω),
où u0m est la projection orthogonale de u0 dans V sur l'espace généré par {w1 . . . wm} et
de même pour u1m dans L2(Ω).
Lemme 2.3.1. Les fonctions (xk)k=1,m appartiennent à H2(0, τ ;R).
Démonstration. En remplaçant um par son expression (2.15), on a :
b
m∑
k=1
x′′mk (t)(wk, wj) +
m∑
k=1
x′mk (t)(a(x, t)wk, wj) +
m∑
k
xmk (t)(K(x, t)∇wk,∇wj) =
= (φ(t), wj) + (g2(t), wj)Γ2 − (a(x, t)G′(t), wj)− b < G′′(t), wj >
−(K(x, t)∇G(t),∇wj) ∀1 ≤ j ≤ m.
En particulier
lim
m→∞
u0m = u0 dans V,
lim
m→∞
u1m = u1 dans L
2(Ω).
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On obtient donc le système suivant
bA2X
′′ + A1(t)X ′ + A3(t)X = F, (2.17)
X(0) = X0
X ′(0) = X1, (2.18)
où
X = (xmk (t))1≤k≤m, X0 = (x
m
k (0))1≤k≤m, X1 = (x
′m
k (0))1≤k≤m
A1(t) = ((a(x, t)wk, wj))1≤j,k≤m , A2 = ((wk, wj))1≤j,k≤m ,
A3(t) = ((K(x, t)∇wk,∇wj))1≤j,k≤m , X = (xi)1≤i≤m
F (t) = ((φ(t), wj) + (g2(t), wj)Γ2 − (a(x, t)G′(t), wj)− b < G′′(t), wj >
−(K(x, t)∇G,∇wj))1≤j≤m
Pour prouver que le système diﬀérentiel ordinaire (2.17) admet une solution, on eﬀectue
le changement de variables suivant
Y =
 X ′
X
 , Y ′ =
 X ′′
X ′
 ,
donc  bA2 0
0 I
Y ′ =
 F (t)− A1(t)X ′ − A3(t)X
X ′
 ,
alors  bA2 0
0 I
Y ′ =
 −A1(t) −A3(t)
I 0
Y +
 F (t)
0
 .
On note par
B1 =
 bA2 0
0 I
 , B2(t) =
 −A1(t) −A3(t)
I 0
 , F(t) =
 F (t)
0
 .
Comme la matrice B1 est symétrique et déﬁnie positive ((wi)1≤i≤m sont linéairement
indépendants), alors la matrice B1 est non-singulière, donc en inversant on trouve
Y ′ = B−11 B2(t)Y +B
−1
1 F(t)
= A(t)Y + B(t) = G(t, Y )
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où A ∈ C ([0, τ ];L(R2m,R2m)) et G ∈ L2(0, τ ;R2m).
Par conséquent, en s'appuyant sur la théorie classique des E.D.O, le système d'équations
diﬀérentielles ordinaires (2.17)-(2.18) admet une unique solution dans l'intervalle [0, τ ],
(xi)1≤i≤m appartenant à H2(0, τ ;R).
2.3.2 Les estimations "a priori" :
Proposition 2.3.1. La solution approchée um vériﬁe les estimations suivantes pour une
certaine constante C > 0 indépendante de m :
‖um‖L∞(0,τ ;V ) ≤ C (2.19)
‖u′m‖L∞(0,τ ;L2(Ω)) ≤ C. (2.20)
Démonstration. En multipliant l'équation (2.16) par x′mk (t) et en sommant sur k =
1, 2, . . .m ; on obtient :
b
〈
u′′m(t),
m∑
k=1
x′mk (t)wk
〉
+
(
a(x, t)u′m(t),
m∑
k=1
x′mk (t)wk
)
+
(
K(x, t)∇um(t),
m∑
k=1
x′mk (t)∇wk
)
=
(
φ(t),
m∑
k=1
x′mk (t)wk
)
+
(
g2(t),
m∑
k=1
x′mk wk
)
Γ2
−
(
a(x, t)G′(t),
m∑
k=1
x′mk wk
)
−b
〈
G′′(t),
m∑
k=1
x′mk wk
〉
−
(
K(x, t)∇G,
m∑
k=1
x′mk (t)∇wj
)
,
c'est à dire
b 〈u′′m(t), u′m(t)〉+ (a(x, t)u′m(t), u′m(t)) + (K(x, t)∇um(t),∇u′m(t)) = (φ(t), u′m(t))
+ (g2(t), u
′
m(t))Γ2 − (a(x, t)G′(t), u′m(t))− b 〈G′′(t), u′m(t)〉 − (K(x, t)∇G,∇u′m(t)).
(2.21)
Puisque
〈u′′m(t), u′m(t)〉 =
1
2
∂
∂t
‖u′m(t)‖2L2(Ω),
on trouve :
b
2
∂
∂t
‖u′m(t)‖2L2(Ω) + a∗‖u′m(t)‖2L2(Ω) + (K(x, t)∇um(t),∇u′m(t)) ≤ (φ(t), u′m(t))
+ (g2(t), u
′
m(t))Γ2 − (a(x, t)G′(t), u′m(t))− b 〈G′′(t), u′m(t)〉 − (K(x, t)∇G,∇u′m(t)).
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Comme K dépend de x et de t, on a
(K(x, t)∇um(t),∇u′m(t)) =
1
2
∂
∂t
(K(x, t)∇um(t),∇um(t))− 1
2
(
∂K
∂t
∇um(t),∇um(t)
)
,
on obtient
b
2
∂
∂t
‖u′m(t)‖2L2(Ω) + a∗‖u′m(t)‖2L2(Ω) +
1
2
∂
∂t
(K(x, t)∇um(t),∇um(t))
≤ ‖φ(t)‖L2(Ω)‖u′m(t)‖L2(Ω) + (g2(t), u′m(t))Γ2 + a∗‖G′(t)‖2L2(Ω)‖u′m(t)‖L2(Ω)
+b‖G′′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) +
1
2
(
∂K
∂t
∇um(t),∇um(t)
)
− (K(x, t)∇G,∇u′m(t)).
(2.22)
Après intégration entre (0, s) avec 0 < s < τ et en utilisant (2.6), on trouve
b
2
‖u′m(s)‖2L2(Ω) + a∗
∫ s
0
‖u′m(t)‖2L2(Ω) dt+
1
2
(K(x, s)∇um(s),∇um(s)) ≤ b
2
‖u′m(0)‖2L2(Ω)
+
1
2
(K(x, 0)∇um(0),∇um(0)) +
∫ s
0
‖φ(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt+
∫ s
0
(g2(t), u
′
m(t))Γ2 dt
+a∗
∫ s
0
‖G′(t)‖2L2(Ω)‖u′m(t)‖L2(Ω) dt+ b
∫ s
0
‖G′′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt
+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt−
∫ s
0
(K(x, t)∇G,∇u′m(t)) dt.
(2.23)
En utilisant l'intégration par parties,
∫ s
0
∫
Γ2
g2(t)u
′
m(t) dx dt = −
∫ s
0
∫
Γ2
g′2(t)um(t) dx dt+
[∫
Γ2
g2(t)um(t) dx
]s
0
= −
∫ s
0
∫
Γ2
g′2(t)um(t) dx dt+
∫
Γ2
g2(s)um(s) dx−
∫
Γ2
g2(0)um(0) dx.
De même
∫ s
0
(K(x, t)∇G,∇u′m(t)) dt = −
∫ s
0
(
∂K
∂t
∇G,∇um
)
dt−
∫ s
0
(K(x, t)∇G′,∇um) dt
+
[
(K(x, t)∇G,∇um)
]s
0
= −
∫ s
0
(
∂K
∂t
∇G,∇um(t)
)
dt−
∫ s
0
(K(x, t)∇G′,∇um(t)) dt
+ (K(x, s)∇G(s),∇um(s))− (K(x, 0)∇G(0),∇um(0)) .
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En substituant dans l'inéquation (2.23) et en utilisant (2.7) et (2.5), on obtient
b
2
‖u′m(s)‖2L2(Ω) + a∗
∫ s
0
‖u′m(t)‖2L2(Ω) dt+
α∗
2
‖∇um(s)‖2L2(Ω) ≤
b
2
‖u′m(0)‖2L2(Ω)
+
α∗
2
‖∇um(0)‖2L2(Ω) +
∫ s
0
‖φ(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt+ ‖g2(s)‖L2(Γ2)‖um(s)‖L2(Γ2)
+‖g2(0)‖L2(Γ2)‖um(0)‖L2(Γ2) +
∫ s
0
‖g′2(t)‖L2(Γ2)‖um(t)‖L2(Γ2) dt
+a∗
∫ s
0
‖G′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt+ b
∫ s
0
‖G′′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt
+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt+M
∫ s
0
‖∇G(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt
+α∗
∫ s
0
‖∇G′(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt+ α∗‖∇G(s)‖L2(Ω)‖∇um(s)‖L2(Ω)
+α∗‖∇G(0)‖L2(Ω)‖∇um(0)‖L2(Ω).
(2.24)
Par le théorème de trace, on sait qu'il existe une constante γ2 ≥ 0 telle que
‖Ψ‖L2(Γ2) ≤ γ2‖Ψ‖H1(Ω), ∀Ψ ∈ H1(Ω). (2.25)
En utilisant (2.25), on obtient
b
2
‖u′m(s)‖2L2(Ω) + a∗
∫ s
0
‖u′m‖2L2(Ω) dt+
α∗
2
‖∇um(s)‖2L2(Ω) ≤
b
2
‖u1‖2L2(Ω) +
α∗
2
‖u0‖2V
+
∫ s
0
‖φ(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt+ γ2‖g2(s)‖L2(Γ2)‖um(s)‖V + γ2‖g2(0)‖L2(Γ2)‖u0‖V
+γ2
∫ s
0
‖g′2(t)‖L2(Γ2)‖um(t)‖V dt+ a∗
∫ s
0
‖G′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt
+b
∫ s
0
‖G′′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) dt+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt
+M
∫ s
0
‖∇G(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt+ α∗
∫ s
0
‖∇G′(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt
+α∗‖∇G(s)‖L2(Ω)‖∇um(s)‖L2(Ω) + α∗‖∇G(0)‖L2(Ω)‖u0‖V .
(2.26)
En appliquant l'inégalité de Young :
βΛ ≤ δ
2
β2 +
1
2δ
Λ2, ∀β,Λ ∈ R, ∀δ > 0,
on aura les estimations suivantes :
‖φ(t)‖L2(Ω)‖u′m(t)‖L2(Ω) ≤
a∗
2
‖u′m(t)‖2L2(Ω) +
1
2a∗
‖φ(t)‖2L2(Ω).
a∗‖G′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) ≤
a∗
2
‖u′m(t)‖2L2(Ω) +
a2∗
2a∗
‖G′(t)‖2L2(Ω)
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b‖G′′(t)‖L2(Ω)‖u′m(t)‖L2(Ω) ≤
a∗
2
‖u′m(t)‖2L2(Ω) +
b2
2a∗
‖G′′(t)‖2L2(Ω)
En remplaçant ces inégalités dans (2.26), on trouve
b
2
‖u′m(s)‖2L2(Ω) + a∗
∫ s
0
‖u′m(t)‖2L2(Ω) dt+
α∗
2
‖∇um(s)‖2L2(Ω) ≤
b
2
‖u1‖2L2(Ω) +
α∗
2
‖u0‖2V
+
1
2a∗
‖φ‖2L2(0,τ ;L2(Ω)) + γ2‖g2(s)‖L2(Γ2)‖um(s)‖V + γ2‖g2(0)‖L2(Γ2)‖u0‖V
+γ2
∫ s
0
‖g′2(t)‖L2(Γ2)‖um(t)‖V dt+
a2∗
2a∗
‖G′‖2L2(0,τ ;L2(Ω)) +
b2
2a∗
‖G′′‖2L2(0,τ ;L2(Ω))
+
3a∗
2
∫ s
0
‖u′m(t)‖2L2(Ω) dt+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt+M
∫ s
0
‖∇G(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt
+α∗
∫ s
0
‖∇G′(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt+ α∗‖∇G(s)‖L2(Ω)‖∇um(s)‖L2(Ω)
+α∗‖∇G(0)‖L2(Ω)‖u0‖V .
(2.27)
En utilisant (2.3) et la déﬁnition de G, on trouve
b
2
‖u′m(s)‖2L2(Ω) +
α∗
2
‖∇um(s)‖2L2(Ω) ≤ C1 +
a∗
2
∫ s
0
‖u′m(t)‖2L2(Ω) dt+ γ2‖g2(s)‖L2(Γ2)‖um(s)‖V
+γ2
∫ s
0
‖g′2(t)‖L2(Γ2)‖um(t)‖V dt+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt
+M
∫ s
0
‖∇G(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt+ α∗
∫ s
0
‖∇G′(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt
+α∗‖∇G(s)‖L2(Ω)‖∇um(s)‖L2(Ω),
(2.28)
où
C1 =
b
2
‖u1‖2L2(Ω) +
α∗
2
‖u0‖2V +
1
2a∗
‖φ‖2L2(0,τ ;L2(Ω)) + γ2‖g2(0)‖L2(Γ2)‖u0‖V
+
a∗∗
2a∗
‖G′‖2L2(0,τ ;L2(Ω)) +
b2
2a∗
‖G′′‖2L2(0,τ ;L2(Ω)) + α∗‖∇G(0)‖L2(Ω)‖u0‖V .
En utilisant encore l'inégalité de Young :
γ2
∫ s
0
‖g′2(t)‖L2(Γ2)‖um(t)‖V dt ≤
γ4
2M
∫ s
0
‖g′2(t)‖2L2(Γ2) dt+
M
2
∫ s
0
‖um(t)‖2V dt,
or ∫ s
0
‖um(t)‖2V dt =
∫ s
0
‖um(t)‖2L2(Ω) dt+
∫ s
0
‖∇um(t)‖2L2(Ω) dt
=
∫ s
0
‖
∫ t
0
u′m(σ) dσ + um(0)‖2L2(Ω) dt+
∫ s
0
‖∇um(t)‖2L2(Ω) dt
≤ 2
∫ s
0
(
t
∫ t
0
‖u′m(σ)‖2L2(Ω) dσ
)
dt+ 2
∫ s
0
‖um(0)‖2L2(Ω) dt+
∫ s
0
‖∇um(t)‖2L2(Ω) dt
≤ s2
∫ s
0
‖u′m(t)‖2L2(Ω) dt+ 2s‖u0‖2L2(Ω) +
∫ s
0
‖∇um(t)‖2L2(Ω) dt
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et
‖um(s)‖2V ≤ 2s
∫ s
0
‖u′m(t)‖2L2(Ω) dt+ 2‖u0‖2L2(Ω) + ‖∇um(s)‖2L2(Ω)
M
∫ s
0
‖∇G(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt ≤ M
2
∫ s
0
‖∇G(t)‖2L2(Ω) dt+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt
α∗
∫ s
0
‖∇G′(t)‖L2(Ω)‖∇um(t)‖L2(Ω) dt ≤ α
2
∗
2M
∫ s
0
‖∇G′(t)‖2L2(Ω) dt+
M
2
∫ s
0
‖∇um(t)‖2L2(Ω) dt
et aussi
γ2‖g2(s)‖L2(Γ2)‖um(s)‖V ≤
α∗
8
‖um(s)‖2V +
2γ4
α∗
‖g2(s)‖2L2(Γ2),
α∗‖∇G(s)‖L2(Ω)‖∇um(s)‖L2(Ω) ≤ 2α
2
∗
α∗
‖∇G(s)‖2L2(Ω) +
α∗
8
‖∇um(s)‖2L2(Ω).
En substituant dans le second membre de (2.28), on obtient
b
2
‖u′m(s)‖2L2(Ω) +
α∗
4
‖∇um(s)‖2L2(Ω) ≤ C1 +
(
a∗
2
+
α∗s
4
+
s2M
2
)∫ s
0
‖u′m(t)‖2L2(Ω) dt
+(Ms+
α∗
4
)‖u0‖2L2(Ω) +
γ4
2M
‖g′2‖2L2(0,τ ;L2(Γ2)) +
2γ4
α∗
‖g2(s)‖2L2(Γ2) +
2α2∗
α∗
‖∇G(s)‖2L2(Ω)
+
α2∗
2M
‖∇G′‖2L2(0,τ ;L2(Ω)) +
M
2
‖∇G‖2L2(0,τ ;L2(Ω)) + 2M
∫ τ
0
‖∇um(t)‖2L2(Ω) dt.
En prenant
C2 = C1 + (Mτ +
α∗
4
)‖u0‖2L2(Ω) +
γ4
2M
‖g′2‖2L2(0,τ ;L2(Γ2)) +
2γ4
α∗
‖g2‖2L∞(0,τ ;L2(Γ2))
+
2α2∗
α∗
‖∇G‖2L∞(0,τ ;L2(Ω)) +
α2∗
2M
‖∇G′‖2L2(0,τ ;L2(Ω)) +
M
2
‖∇G‖2L2(0,τ ;L2(Ω)),
C3 =
2a∗ + 2τ 2M + α∗τ
4
,
ceci implique :
b
2
‖u′m(s)‖2L2(Ω) +
α∗
4
‖∇um(s)‖2L2(Ω) ≤ C2 + C3
∫ s
0
‖u′m(t)‖2L2(Ω) dt
+2M
∫ s
0
‖∇um(t)‖2L2(Ω) dt.
Alors, avec
C ′ = min(
b
2
,
α∗
4
), C ′′ = max(C3, 2M),
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on déduit
C ′
(
‖u′m(s)‖2L2(Ω) + ‖∇um(s)‖2L2(Ω)
)
≤ C2 + C ′′
∫ s
0
(
‖u′m(t)‖2L2(Ω) + ‖∇um(t)‖2L2(Ω)
)
dt.
(2.29)
En appliquant le lemme de Grönwall dans (2.29), on a :
‖u′m(s)‖2L2(Ω) + ‖∇um(s)‖2L2(Ω) ≤
C2
C ′
+
C ′′
C ′
∫ s
0
C2
C ′
exp
(
C ′′
C ′
(s− t)
)
dt,
alors
‖u′m(s)‖2L2(Ω) + ‖∇um(s)‖2L2(Ω) ≤
C2
C ′
exp
(
C ′′
C ′
s
)
,
on obtient les estimations suivantes
‖u′m‖L∞(0,τ ;L2(Ω)) ≤ C (2.30)
‖∇um‖L∞(0,τ ;L2(Ω)) ≤ C. (2.31)
avec
C =
C2
C ′
exp
(
C ′′
C ′
τ
)
.
2.3.3 Le passage à la limite
Proposition 2.3.2. Il existe une sous-suite de (um)m≥1, notée encore (um)m≥1, telle que
les convergences suivantes ont lieu :
um ⇀ u faiblement dans L
2(0, τ ;V )
um ⇀ u faiblement* dans L
∞(0, τ ;V )
(2.32)
u′m ⇀ u
′ faiblement dans L2(0, τ ;L2(Ω))
u′m ⇀ u
′ faiblement* dans L∞(0, τ ;L2(Ω)),
(2.33)
et
um → u fortement dans C0([0, τ ];L2(Ω)).
De plus la limite u est solution de (2.12)-(2.14).
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Démonstration. Des estimations "a priori" obtenues dans la proposition 2.3.1, on déduit
que (∇um)m≥1 et (u′m)m≥1 sont bornées respectivement dans L∞(0, τ ;L2(Ω))∩L2(0, τ ;L2(Ω))
et L∞(0, τ ;L2(Ω)) ∩ L2(0, τ ;L2(Ω)).
Par conséquent, on peut extraire une sous-suite de (um)m≥1 (notée encore (um)m≥1)
vériﬁant les convergences faibles (2.32) et (2.33).
En utilisant le lemme de Simon [52], on trouve
um → u fortement dans C0([0, τ ];L2(Ω)).
Montrons maintenant que u est solution de (2.12)-(2.14).
Soit w ∈ V , il existe une suite de la forme :
wm =
m∑
j=1
αmj wj,
telle que wm → w dans V . Alors, pour tout ϕ ∈ D(0, τ)
wmϕ(t)→ wϕ(t) fortement dans L2(0, τ ;V ),
et
wmϕ
′(t)→ wϕ′(t) fortement dans L2(0, τ ;V ).
En multipliant (2.16) par ϕ(t)αmj , et en sommant de j = 1,m pour m ∈ N∗
b < u′′m(t), ϕ(t)wm > +(a(x, t)u
′
m(t), ϕ(t)wm) + (K(x, t)∇um(t),∇(ϕ(t)wm))
= (φ(t), ϕ(t)wm) + (g2(t), ϕ(t)wm)Γ2 − (a(x, t)G′(t), ϕ(t)wm)− b < G′′(t), ϕ(t)wm >
−(K(x, t)∇G,∇(ϕ(t)wm)).
(2.34)
En intégrant entre (0, τ), on a∫ τ
0
(
− b(u′m(t), ϕ′(t)wm) + (a(x, t)u′m(t), ϕ(t)wm) + (K(x, t)∇um(t),∇(ϕ(t)wm))
)
dt
=
∫ τ
0
(
(φ(t), ϕ(t)wm) +
∫ τ
0
(
(g2(t), ϕ(t)wm)Γ2 − (a(x, t)G′(t), ϕ(t)wm)
)
dt
−
∫ τ
0
(
b < G′′(t), ϕ(t)wm > −(K(x, t)∇G,∇(ϕ(t)wm))
)
dt.
(2.35)
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Avec la convergence (2.32), on a pour m→ +∞∫ τ
0
(K(x, t)∇um,∇wm)ϕdt→
∫ τ
0
(K(x, t)∇u,∇w)ϕdt.
En utilisant les convergences (2.32)-(2.33), on passe à la limite quand m → +∞, on
obtient∫ τ
0
(
− b(u′(t), ϕ′(t)w) + (a(x, t)u′(t), ϕ(t)w) + (K(x, t)∇u(t),∇(ϕ(t)w))
)
dt
=
∫ τ
0
(
(φ(t), ϕ(t)w) + (g2(t), ϕ(t)w)Γ2 − (a(x, t)G′(t), ϕ(t)w)− b < G′′(t), ϕ(t)w >
)
dt
−
∫ τ
0
(
K(x, t)∇G,∇(ϕ(t)w)) dt.
(2.36)
Ceci peut s'écrire autrement :∫ τ
0
(
− b(u′(t), w)ϕ′(t) + (a(x, t)u′(t), w)ϕ(t) + (K(x, t)∇u(t),∇w)ϕ(t)
)
dt
=
∫ τ
0
(
(φ(t), w)ϕ(t) + (g2(t), w)Γ2ϕ(t)− (a(x, t)G′(t), w)ϕ(t)− b < G′′(t), w > ϕ(t)
)
dt
−
∫ τ
0
((K(x, t)∇G,∇w)ϕ(t) dt.
(2.37)
On en déduit que (2.12) a bien lieu.
En réintégrant par parties dans (2.37), on obtient pour ϕ ∈ D(0, τ)
b
∫ τ
0
< u′′(t), wϕ(t) > dt = −
∫ τ
0
(a(x, t)u′(t), w)ϕ(t)− (K(x, t)∇u(t),∇w)ϕ(t) dt
+
∫ τ
0
(
(φ(t), w)ϕ(t) + (g2(t), w)Γ2ϕ(t)− (a(x, t)G′(t), w)ϕ(t)− b < G′′(t), w > ϕ(t)
)
dt
−
∫ τ
0
(K(x, t)∇G,∇w)ϕ(t) dt.
(2.38)
Avec les estimations de la proposition 2.3.1, on obtient∣∣∣∣∫ τ
0
< u′′(t), wϕ(t) > dt
∣∣∣∣ ≤ C‖ϕ⊗ w‖L2(0,τ ;V ), ∀ϕ ∈ D(0, τ). (2.39)
La densité de D(0, τ) dans L2(0, τ) implique que (2.39) reste vraie pour tout ϕ ∈ L2(0, τ).
D'où u′′ ∈ L2(0, τ ;V ′).
Il reste à vériﬁer que les conditions initiales sont satisfaites c'est à dire
u(0) = u0, u
′(0) = u1.
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En utilisant le lemme de Simon, on a obtenu la convergence forte suivante
um → u dans C([0, τ ];L2(Ω)),
on en déduit que
um(0)→ u(0) dans L2(Ω).
Or, on a
lim
m→+∞
um(0) = u0 dans V et donc dans L
2(Ω).
Par unicité de la limite, on trouve
u(0) = u0.
Pour prouver que u′(0) = u1, on choisit une fonction régulière ϕ ∈ C∞([0, τ ];R) telle que
ϕ(τ) = 0, on a∫ τ
0
(
b < u′′(t), w > ϕ(t) + (a(x, t)u′(t), w)ϕ(t) + (K(x, t)∇u(t),∇w)ϕ(t)
)
dt =
=
∫ τ
0
(
(φ(t), w)ϕ(t) + (g2(t), w)Γ2ϕ(t)− (a(x, t)G′(t), w)ϕ(t)− b < G′′(t), w > ϕ(t)
)
dt
−
∫ τ
0
(K(x, t)∇G,∇w)ϕ(t) dt.
Comme u′′ ∈ L2(0, τ ;V ′), on intégre par parties et on obtient∫ τ
0
(
− b(u′(t), w)ϕ′(t) + (a(x, t)u′(t), w)ϕ(t) + (K(x, t)∇u(t),∇w)ϕ(t)
)
dt
=
∫ τ
0
(
(φ(t), w)ϕ(t) + (g2(t), w)Γ2ϕ(t)− (a(x, t)G′(t), w)ϕ(t)− b < G′′(t), w > ϕ(t)
)
dt
−
∫ τ
0
(K(x, t)∇G,∇w)ϕ(t) dt dt+ b < u′(0), w > ϕ(0).
(2.40)
En intégrant par parties dans (2.34), on aura :∫ τ
0
(
− b(u′m(t), wm)ϕ′(t) + (a(x, t)u′m(t), wm)ϕ(t) + (K(x, t)∇um(t),∇wm)ϕ(t)
)
dt
=
∫ τ
0
(
(φ(t), wm)ϕ(t) + (g2(t), wm)Γ2ϕ(t)− (a(x, t)G′(t), wm)ϕ(t)− b < G′′(t), wm > ϕ(t)
)
dt
−
∫ τ
0
(K(x, t)∇G,∇wm)ϕ(t) dt+ b(u′m(0), wm)ϕ(0),
(2.41)
19
Chapitre 2. Etude de l'équation de la chaleur hyperbolique
en passant à la limite quand m tend vers +∞, on trouve∫ τ
0
(
− b(u′(t), w)ϕ′(t) + (a(x, t)u′(t), w)ϕ(t) + (K(x, t)∇u(t),∇w)ϕ(t)
)
dt
=
∫ τ
0
(
(φ(t), w)ϕ(t) + (g2(t), w)Γ2ϕ(t)− (a(x, t)G′(t), w)ϕ(t)− b < G′′(t), w > ϕ(t)
)
dt
−
∫ τ
0
(K(x, t)∇G,∇w)ϕ(t) dt+ b(u1, w)ϕ(0).
Donc
< u1 − u′(0), w >= 0, ∀w ∈ V. (2.42)
Alors
u1 − u′(0) = 0V ′ ,
d'où
u′(0) = u1 dans V ′.
2.3.4 Unicité de la solution
Lemme 2.3.2. La solution du problème 2.2.2 est unique.
Démonstration. Supposons que le problème 2.2.2 admet deux solutions u1 et u2, donc
elles vériﬁent au sens des distributions :
b < u′′1(t), w > +(a(x, t)u
′
1(t), w) + (K(x, t)∇u1(t),∇w) = (φ(t), w) + (g2(t), w)Γ2
−(a(x, t)G′(t), w)− b < G′′(t), w > −(K(x, t)∇G,∇w), ∀w ∈ V
b < u′′2(t), w > +(a(x, t)u
′
2(t), w) + (K(x, t)∇u2(t),∇w) = (φ(t), w) + (g2(t), w)Γ2
−(a(x, t)G′(t), w)− b < G′′(t), w > −(K(x, t)∇G,∇w), ∀w ∈ V.
En retranchant, et en notant u = u1−u2, on aura pour u ∈ L2(0, τ ;V ), u′ ∈ L2(0, τ ;L2(Ω))
et u′′ ∈ L2(0, τ ;V ′)
(a(x, t)u′(t), w) + b < u′′(t), w > +(K(x, t)∇u(t),∇w) = 0 ∀w ∈ V, (2.43)
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et u satisfait les conditions initiales suivantes
u(0) = 0
u′(0) = 0,
On ﬁxe 0 ≤ s ≤ τ , et on donne
ζ(t) =

∫ s
t
u(σ) dσ 0 ≤ t ≤ s
0 s ≤ t ≤ τ.
On a alors ζ ∈ W 1,2(0, τ ;V ), donc :∫ s
0
(b < u′′, ζ > +(a(x, t)u′, ζ) + (K(x, t)∇u,∇ζ)) dt = 0,
Comme a ∈ L∞(0, τ ;L∞(Ω)), a′ ∈ L2(0, τ ;H1(Ω)), ζ ′ ∈ L2(0, τ ;V ) et u′(0) = ζ(s) = 0,
en intégrant par parties on trouve∫ s
0
−b(u′, ζ ′)− (a(x, t)u, ζ ′)− (a′(x, t)u, ζ) + (K(x, t)∇u,∇ζ) dt = 0.
Comme ζ ′ = −u quand 0 < t < s, on obtient∫ s
0
b(u′, u) + (a(x, t)ζ ′, ζ ′)− (K(x, t)∇ζ ′,∇ζ) dt =
∫ s
0
(a′u, ζ) dt.
Puisque ‖ζ ′‖2L2(0,s;L2(Ω)) ≥ 0 et a(x, t) ≥ a∗ > 0, on aura∫ s
0
(b(u′, u)− (K(x, t)∇ζ ′,∇ζ)) dt ≤
∫ s
0
‖a′‖L4(Ω)‖u‖L2(Ω)‖ζ(t)‖L4(Ω) dt.
Puisque H1(Ω) ↪→ L4(Ω), on a∫ s
0
∂
∂t
(
b
2
‖u‖2L2(Ω) −
1
2
(K(x, t)∇ζ,∇ζ)
)
dt ≤
∫ s
0
∂K
∂t
(∇ζ,∇ζ) dt+
+C2
∫ s
0
‖a′‖H1(Ω)‖u‖L2(Ω)‖ζ(t)‖V dt.
où C est la constante d'injection.
En utilisant l'inégalité de Young, on trouve∫ s
0
∂
∂t
(
b
2
‖u‖2L2(Ω) −
1
2
(K(x, t)∇ζ,∇ζ)
)
dt ≤
∫ s
0
∂K
∂t
(∇ζ,∇ζ) dt
+
C2
4
∫ s
0
‖a′(t)‖2H1(Ω)‖u‖2L2(Ω) dt+ C2
∫ s
0
‖ζ‖2V dt.
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En utilisant (2.5) et (2.6), on a
b
2
‖u(s)‖2L2(Ω) +
α∗
2
‖∇ζ(0)‖2L2(Ω) ≤ (M + C2)
∫ s
0
‖ζ(t)‖2V dt+
C2
4
∫ s
0
‖a′(t)‖2H1(Ω)‖u(t)‖2L2(Ω) dt.
On déﬁnit w(t) =
∫ t
0
u(σ) dσ pour tout t ∈ [0, τ ]. On aura
b
2
‖u(s)‖2L2(Ω) +
α∗
2
‖∇w(s)‖2L2(Ω) ≤ (M + C2)
∫ s
0
‖w(t)− w(s)‖2H1(Ω) dt
+
C2
4
∫ s
0
‖a′(t)‖2H1(Ω)‖u(t)‖2L2(Ω) dt.
Or∫ s
0
‖w(t)− w(s)‖2H1(Ω) dt =
∫ s
0
‖w(t)− w(s)‖2L2(Ω) dt+
∫ s
0
‖∇(w(t)− w(s))‖2L2(Ω) dt
≤ 2
∫ s
0
‖w(t)‖2L2(Ω) dt+ 2
∫ s
0
‖w(s)‖2L2(Ω) dt+ 2
∫ s
0
‖∇w(t)‖2L2(Ω) dt+ 2
∫ s
0
‖∇w(s)‖2L2(Ω) dt
≤ 2
∫ s
0
‖w(t)‖2L2(Ω) dt+ 2s‖w(s)‖2L2(Ω) + 2
∫ s
0
‖∇w(t)‖2L2(Ω) dt+ 2s‖∇w(s)‖2L2(Ω),
de plus
‖w(s)‖2L2(Ω) = ‖
∫ s
0
u(σ) dσ‖2L2(Ω) ≤
(∫ s
0
‖u(σ)‖L2(Ω) dσ
)2
≤ s
∫ s
0
‖u(σ)‖2L2(Ω) dσ,
2
∫ s
0
‖w(t)‖2L2(Ω) dt ≤ s2
∫ s
0
‖u(σ)‖2L2(Ω) dσ.
Alors
b
2
‖u(s)‖2L2(Ω) +
(
α∗
2
− 2(M + C2)s
)
‖∇w(s)‖2L2(Ω) ≤ 2(M + C2)
∫ s
0
‖∇w(t)‖2L2(Ω) dt
+3s2(M + C2)
∫ s
0
‖u(σ)‖2L2(Ω) dσ +
C2
4
∫ s
0
‖a′(t)‖2H1(Ω)‖u(t)|2L2(Ω) dt.
On choisit s0 > 0 tel que :
α∗
2
− 2(M + C2)s0 ≥ 1
2
,
alors pour tout s ∈ [0, s0], on aura
b
2
‖u(s)‖2L2(Ω) +
1
2
‖∇w(s)‖2L2(Ω) ≤ 2(M + C2)
∫ s
0
‖∇w(t)‖2L2(Ω) dt
+3s20(M + C
2)
∫ s
0
‖u(σ)‖2L2(Ω) dσ +
C2
4
∫ s
0
‖a′(t)‖2H1(Ω)‖u(t)‖2L2(Ω) dt.
On note C1 = max(3s20(M + C
2), C
2
4
), on obtient
b
2
‖u(s)‖2L2(Ω) +
1
2
‖∇w(s)‖2L2(Ω) ≤ 2(M + C2)
∫ s
0
‖∇w(t)‖2L2(Ω) dt
+C1
∫ s
0
(1 + ‖a′(t)‖2H1(Ω))‖u(t)‖2L2(Ω) dt.
22
2.3. Résolution par la méthode de Galerkin
Notons C2 =
max(2(M+C2),C1)
min( b
2
, 1
2
)
, on trouve
‖u(s)‖2L2(Ω) + ‖w(s)‖2H1(Ω) ≤ C2
∫ s
0
(1 + ‖a′(t)‖2H1(Ω))
(
‖u(t)‖2L2(Ω) + ‖w(t)‖2H1(Ω)
)
dt.
En utilisant le lemme de Grönwall, on obtient
‖u(s)‖2L2(Ω) + ‖w(s)‖2H1(Ω) ≤ 0, ∀s ∈ [0, s0].
On en déduit l'unicité de la solution u = 0, donc u1 = u2 sur [0, s0]. On applique le même
raisonnement dans chaque intervalle [s0, 2s0], [2s0, 3s0],...etc aﬁn d'aboutir au résultat.
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2.4 Résolution approchée par discrétisation en temps
Dans cette section, on étudie d'abord l'existence et l'unicité de la solution d'un pro-
blème auxiliaire : la conductivité thermique (qu'on notera K˜) ne dépend que de x et on
se restreint au cas où la partie de la frontière Γ2 est vide. On utilise la méthode spectrale
décrite dans [46] dans le but d'avoir des régularités sur la solution qui nous permettront
de savoir ce qui se passe sur le bord de chaque sous intervalle de temps. Par la suite,
on approche le problème 2.2.1 par une technique de discrétisation en temps et on traite
l'existence et l'unicité de la solution approchée de manière analogue à celle du problème
auxiliaire. On établit ensuite des estimations sur la solution du problème discrétisé qui
nous permettront de montrer la convergence de celle-ci vers la solution du problème va-
riationnel initial.
2.4.1 Etude d'un premier problème auxiliaire par la méthode
spectrale
On introduit l'espace fonctionnel suivant
V = {ϕ : ϕ ∈ H1(Ω) et ϕ = 0 sur ∂Ω}. (2.44)
On considère le problème hyperbolique suivant
Problème 2.4.1. Trouver u˜ ∈ C0([τ0, τ1];V ) ∩ C1([τ0, τ1];L2(Ω)) solution de
bu˜′′(t)− div(K˜(x)∇u˜(t)) = F˜ (t)
u˜ = 0 sur ∂Ω
u˜(τ0, x) = u˜0
∂u˜
∂t
(τ0, x) = u˜1.
(2.45)
où u˜0 ∈ V , u˜1 ∈ L2(Ω), F˜ ∈ L2(τ0, τ1;L2(Ω)) et K˜ est symétrique et satisfait
K˜ij ∈ L∞(Ω)
∃α∗ > 0 :
n∑
i,j=1
K˜ij(x)ξiξj ≥ α∗
n∑
i=1
|ξi|2, p.p x ∈ Ω, ∀ξ ∈ R3.
(2.46)
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Existence d'une base hilbertienne
On va montrer que les fonctions propres de l'opérateur −div(K˜∇.) forment une base
hilbertienne de H10 (Ω). On s'intéresse au problème spectral suivant −div(K˜∇w˜) = λw˜w˜ = 0 sur ∂Ω (2.47)
où λ est une valeur propre associée au vecteur propre w˜. On note
a(w˜, u˜) = (K˜∇w˜,∇u˜) ∀u˜ ∈ V,
et on réécrit (2.47) sous la forme
a(w˜, u˜) = λ(w˜, u˜) ∀u˜ ∈ V.
Comme K˜(x) vériﬁe l'hypothèse (2.46), la forme symétrique bilinéaire a est continue et
coercive sur V car :
a(w˜, w˜) ≥ α∗CPF‖w˜‖2V , ∀w˜ ∈ V,
où CPF est la constante de Poincaré-Friedrichs. Pour tout F ∈ L2(Ω), on déﬁnit ZF ∈ V
comme l'unique solution du problème
a(ZF, u˜) = (F, u˜), ∀u˜ ∈ V. (2.48)
Puisque F ∈ L2(Ω) alors u˜ 7→ (F, u˜) est continue sur V (car l'injection de V dans L2(Ω)
est continue). Alors, d'après le théorème de Lax-Milgram le problème (2.48) admet une
unique solution ZF ∈ V . On déﬁnit ainsi une application Z : L2(Ω)→ V . De la continuité
et la linéarité de u˜ 7→ (F, u˜), on déduit que l'application Z est linéaire et continue de L2(Ω)
dans V . Le problème spectral consiste alors à résoudre l'équation :
w˜ = λZw˜.
Proposition 2.4.1. On a les propriétés suivantes :
 l'opérateur Z est compact de V dans V ,
 l'opérateur Z est :
1. symétrique : ∀u˜, w˜ ∈ V, a(Zw˜, u˜) = a(w˜, Zu˜),
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2. positif : ∀w˜ ∈ V, w˜ 6= 0; a(Zw˜, w˜) > 0.
Démonstration.  (a) Puisque l'injection canonique de V dans L2(Ω) est compacte,
on déduit que chaque borné de V est relativement compact dans L2(Ω). Puisque Z
est continu et linéaire de L2(Ω) dans V , il transforme chaque partie relativement
compacte de L2(Ω) en une partie relativement compacte de V d'où la compacité de
Z.
 (b) la forme a est symétrique, donc
a(Zw˜, u˜) = (w˜, u˜) = (u˜, w˜) = a(Zu˜, w˜) = a(w˜, Zu˜), ∀u˜, w˜ ∈ V.
De plus si w˜ ∈ V et w˜ 6= 0
a(Zw˜, w˜) = (w˜, w˜) = ‖w˜‖2L2(Ω) > 0.
Avec la proposition 2.4.1, on a
Théorème 2.4.1. Les valeurs propres de l'opérateur −div(K˜∇.) forment une suite crois-
sante tendant vers +∞
0 < λ1 ≤ λ2 ≤ . . . ≤ λm ≤ . . .
et il existe aussi une base hilbertienne orthonormale de L2(Ω) formée des vecteurs propres
(wm)m≥1. De plus, la suite (w˜m)m≥1 = (λ
− 1
2
m wm)m≥1 forme une base hilbertienne ortho-
normale de V pour le produit scalaire a(., .)
a(w˜m, u˜) = λm(w˜m, u˜), m = 1, 2, . . .
Démonstration. On note H l'espace V muni du produit scalaire a(., .), les normes de H et
V sont équivalentes. Si Z ∈ L(H,H) est un opérateur compact symétrique et positif dans
un espace de Hilbert H de dimension inﬁnie [46], les valeurs propres µm de Z forment
une suite décroissante tendant vers 0, et il existe une base hilbertienne orthonormale de
H formée des vecteurs propres (w˜m)m≥1 tels que
Zw˜m = µmw˜m
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De ce résultat, on déduit que les nombres réels donnés par
λm =
1
µm
forment une suite croissante tendant vers +∞. Donc
0 < λ1 ≤ λ2 ≤ · · · ≤ λm ≤ ...
et pour tout u˜ ∈ V on a
a(w˜m, u˜) = a(
Zw˜m
µm
, u˜) = a (λmZw˜m, u˜)
= λma(Zw˜m, u˜) = λm(w˜m, u˜). (2.49)
Donc, (w˜m)m≥1 est une suite de vecteurs propres associés aux valeurs propres (λm)m≥1, et
forme une base hilbertienne orthonormale pour le produit a(., .). Vériﬁons que (wm)m≥1 =
(
√
λmw˜m)m≥1 est une base hilbertienne orthonormale de L2(Ω). On a
(wm, wn) =
√
λmλn(w˜m, w˜n).
D'après (2.49), on a
(wm, wn) =
1
λm
√
λmλna(w˜m, w˜n) =
√
λn
λm
a(w˜m, w˜n).
Comme (w˜m)m≥1 est une base hilbertienne orthonormale pour le produit scalaire a(., .),
alors (wm, wn) = δmn, où δmn est le symbole de Krönecker. De la densité de H dans L2(Ω),
on déduit que (wm)m≥ est une base orthonormale de L2(Ω).
Il sera commode de poser
ξm =
√
λm
b
, pour tout m ≥ 1.
La formulation variationnelle du problème auxiliaire est donnée ainsi :
Problème 2.4.2. Trouver u˜ ∈ C0([τ0, τ1];V ) ∩ C1([τ0, τ1];L2(Ω)) vériﬁant au sens des
distributions
b < u˜′′(t), w > +(K˜(x)∇u˜(t),∇w) = (F˜ (t), w), ∀w ∈ V (2.50)
u˜(τ0) = u˜0 (2.51)
u˜′(τ0) = u˜1. (2.52)
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Théorème 2.4.2. La solution du problème auxiliaire existe et est unique.
Démonstration. La démonstration se fait en plusieurs étapes, tout d'abord :
Etape 1 : Construction d'une solution approchée (méthode de Galerkin) On introduit
le sous-espace Vm de V engendré par lesm premiers vecteurs propres de la base (wi)i≥1, on
cherche une fonction u˜m(t, x) =
∑m
k=1 x
m
k (t)wk(x) solution du système diﬀérentiel suivant b < u˜′′m(t), w > +a(u˜m, w) = (F˜ (t), w), ∀w ∈ Vmu˜m(τ0) = u˜0,m, u˜′m(τ0) = u˜1,m, (2.53)
où < ., . > représente le produit de dualité entre V et V ′, u˜0,m est la projection orthogonale
de u˜0 sur Vm pour le produit scalaire a(., .) et u˜1,m est la projection orthogonale de u˜1 sur
Vm pour le produit scalaire de L2(Ω).
On a
u˜0,m =
m∑
i=1
αiw˜i
où (w˜i)i≥1 = ( wi√λi )i≥1 est une base orthonormale de V pour a(., .) et (αi)1≤i≤m tel que
a(u˜0, w˜j) =
m∑
i=1
αia(w˜i, w˜j) 1 ≤ j ≤ m.
Alors
αj = a(u˜0, w˜j) = a(u˜0,
wj√
λj
) 1 ≤ j ≤ m.
On a
u˜0,m =
m∑
i=1
αi√
λi
wi =
m∑
i=1
1
λi
a(u˜0, wi),
d'où
xmi (τ0) =
1
λi
a(u˜0, wi) 1 ≤ i ≤ m.
Comme (wi)i≥1 est une base orthonormale de L2(Ω), on a de même
(xmi )
′(τ0) = (u˜1, wi) 1 ≤ i ≤ m.
En remplaçant u˜m par son expression dans l'équation (2.53), on trouve bx′′mk (t) + λkxmk (t) = (F˜ (t), wk)xmk (τ0) = 1λka(u˜0, wk), (xmk )′(τ0) = (u˜1, wk), pour tout k ∈ 1, . . . ,m.
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Alors la solution est
xmk (t) = x
m
k (τ0) cos(ξk(t− τ0)) +
(u˜1, wk)
ξk
sin(ξk(t− τ0))
+
(
cos(ξkt)
∫ t
τ0
− sin(ξks)( F˜ (s)b , wk)
ξk
ds+ sin(ξkt)
∫ t
τ0
cos(ξks)(
F˜ (s)
b
, wk)
ξk
ds
)
c'est-à-dire
xmk (t) = x
m
k (τ0) cos(ξk(t− τ0)) +
(u˜1, wk)
ξk
sin(ξk(t− τ0))
+
1
ξk
∫ t
τ0
sin(ξk(t− s))
(
F˜ (s)
b
, wk
)
ds, ∀t ∈ [τ0, τ1], pour tout k ∈ 1, . . . ,m.
(2.54)
On note Q(ξ) la matrice orthogonale suivante
Q(ξ) =
 cos(ξ) sin(ξ)
− sin(ξ) cos(ξ)
 .
Alors pour tout t ∈ [τ0, τ1] et k ∈ 1, . . . ,m, on a ξkxmk (t)
x′mk (t)
 = Q(ξk(t− τ0))
 ξkxmk (τ0)
(u˜1, wk)
+ ∫ t
τ0
Q(ξk(t− s))
 0
( F˜ (s)
b
, wk)
 ds.
Donc, la solution du problème (2.53) existe et est unique. De plus u˜m ∈ C1([τ0, τ1];Vm)
et u˜′′m ∈ L2(τ0, τ1;Vm).
Etape 2 : (u˜m)m≥1 est une suite de Cauchy On note
W = C0([τ0, τ1];V ) ∩ C1([τ0, τ1];L2(Ω))
muni de la norme
‖ϕ‖W =
(
sup
t∈[τ0,τ1]
a(ϕ(t), ϕ(t)) + b sup
t∈[τ0,τ1]
‖∂ϕ
∂t
‖2L2(Ω)
) 1
2
.
Nous allons montrer que (u˜m)m≥1 est une suite de Cauchy dans les espaces C0([τ0, τ1];V )
et C1([τ0, τ1];L2(Ω)). Si m et p sont deux entiers tels que p > m ≥ 1, on a
a(u˜p − u˜m, u˜p − u˜m) + b‖ d
dt
(u˜p − u˜m)‖2L2(Ω) = b
p∑
i=m+1
(
ξ2i |xi|2 + |x′i|2
)
, ∀t ∈ [τ0, τ1].
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Comme la matrice Q est orthogonale, on obtient
(
ξ2i |xi(t)|2 + |x′i(t)|2
) 1
2 ≤ (ξ2i (xmi (τ0))2 + (u˜1, wi)2) 12 + 1b
∫ t
τ0
|(F˜ (s), wi)| ds, ∀t ∈ [τ0, τ1]
alors
λi|xi(t)|2 + b|x′i(t)|2 ≤ 2
(
λi(x
m
i (τ0))
2 + b(u˜1, wi)
2 +
1
b
(∫ t
τ0
|(F˜ (s), wi)| ds
)2)
≤ 2
(
λi(x
m
i (τ0))
2 + b(u˜1, wi)
2 +
t− τ0
b
∫ t
τ0
(F˜ (s), wi)
2 ds
)
, ∀t ∈ [τ0, τ1], ∀i ∈ 1, . . . ,m.
On sait que u˜0 ∈ V , u˜1 ∈ L2(Ω), F˜ ∈ L2(τ0, τ1;L2(Ω)), (wi)i≥1 forment une base hilber-
tienne orthonormale pour le produit scalaire dans L2(Ω) et (w˜i)i≥1 = ( wi√λi )i≥1 forment
une base hilbertienne orthonormale pour a(., .). De plus
‖u˜0‖2H = a(u˜0, u˜0) =
∑
i≥1
(a(u˜0, w˜i))
2,
alors
lim
m,p→+∞
p∑
i=m+1
λi(x
m
i (τ0))
2 = lim
m,p→+∞
p∑
i=m+1
1
λi
(a(u˜0, wi))
2 = lim
m,p→+∞
p∑
i=m+1
(a(u˜0, w˜i))
2 = 0,
et
lim
m,p→+∞
p∑
i=m+1
(u˜1, wi)
2 = 0, lim
m,p→+∞
p∑
i=m+1
∫ t
τ0
(F˜ (s), wi)
2 ds = 0.
On en déduit que
lim
m,p→+∞
p∑
i=m+1
(
λi(x
m
i (τ0))
2 + b(u˜1, wi)
2 +
τ1 − τ0
b
∫ τ1
τ0
(F˜ (s), wi)
2 ds
)
= 0.
donc
lim
m,p→+∞
‖up − um‖W = 0.
Ainsi, on déduit que la suite (u˜m)m≥1 est de Cauchy dans les espaces C0([τ0, τ1];V ) et
C1([τ0, τ1];L
2(Ω)).
Etape 3 : Passage à la limite Puisque les espaces C0([τ0, τ1];V ) et C1([τ0, τ1];L2(Ω))
sont complets, la suite (u˜m)m≥1 converge dans chacun des espaces. On déduit que
u˜m → u˜ dans C0([τ0, τ1];V ) ∩ C1([τ0, τ1];L2(Ω)). (2.55)
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Pour vériﬁer que u˜ est la solution du problème variationnel (2.50), on prend w ∈ V alors
il existe une suite de la forme
wm =
m∑
j=1
βmj wj,
telle que wm → w dans V . Alors pour tout ψ ∈ D(τ0, τ1), on a
wmψ → wψ fortement dans L2(τ0, τ1;V ).
En multipliant (2.53) par ψ(t)βmj et en sommant de j = 1, . . . ,m, on obtient∫ τ1
τ0
b < u˜′′m(t), wm > ψ(t) dt+
∫ τ1
τ0
a(u˜m(t), wm)ψ(t) dt =
∫ τ1
τ0
(F˜ (t), wm)ψ(t) dt.
En utilisant l'intégration par parties deux fois, on obtient∫ τ1
τ0
b(u˜m(t), wm)
d2ψ
dt2
dt+
∫ τ1
τ0
a(u˜m(t), wm)ψ(t) dt =
∫ τ1
τ0
(F˜ (t), wm)ψ(t) dt,
en passant à la limite quand m→∞, on aura∫ τ1
τ0
b(u˜(t), w)
d2ψ
dt2
dt+
∫ τ1
τ0
a(u˜(t), w)ψ(t) dt =
∫ τ1
τ0
(F˜ (t), w)ψ(t) dt,
d'où
b < u˜′′(t), w > +a(u˜(t), w) = (F˜ (t), w), ∀w ∈ V au sens des distributions.
Pour vériﬁer si les conditions initiales sont satisfaites, on a avec (2.55)
u˜m(τ0)→ u˜(τ0) dans V, du˜m
dt
(τ0)→ du
dt
(τ0) dans L
2(Ω),
mais on a avec (2.53)
u˜m(τ0) = u˜0m → u˜0 dans V, du˜m
dt
(τ0) = u˜1m → u˜1 dans L2(Ω),
d'où
u˜(τ0) = u˜0, u˜
′(τ0) = u˜1.
Remarque 2.4.1. Comme F˜ ∈ L2(0, τ ;L2(Ω)) et u˜ ∈ C0(0, τ ;V ) alors on déduit que
u˜′′ ∈ L2(0, τ ;V ′).
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Etape 4 : Unicité de la solution Pour démontrer l'unicité de la solution du problème
auxiliaire, on suppose qu'il existe deux solutions u˜1 et u˜2, alors elles vériﬁent
b < (u˜1)′′(t), w > +a(u˜1, w) = (F˜ (t), w), ∀w ∈ V
b < (u˜2)′′(t), w > +a(u˜2, w) = (F˜ (t), w), ∀w ∈ V,
en soustrayant, on obtient
b < (u˜1)′′(t)− (u˜2)′′(t), w > +a(u˜1(t)− u˜2(t), w) = 0, ∀w ∈ V. (2.56)
En posant u = u˜1 − u˜2, on a u ∈ L2(0, τ ;V ), u′ ∈ L2(0, τ ;L2(Ω)), u′′ ∈ L2(0, τ ;V ′). En
remplaçant a(x, t) par 0 et K(x, t) par K˜(x) dans (2.43), on déduit l'unicité de la solution
du problème auxiliaire de l'unicité du problème initial (section 2.3.4, lemme 2.3.2).
Estimation de l'énergie
On déﬁnit l'opérateur Λ : V → L2(Ω) tel que
∀u˜ ∈ V : Λu˜ =
∑
i≥1
√
bξi(u˜, wi)wi.
La série Λu˜ est convergente car (Λu˜)m =
∑m
i=1
√
bξi(u˜, wi)wi est une suite de Cauchy :
lim
m,p→∞
p∑
i=m+1
√
bξi(u˜, wi)wi = lim
m,p→∞
p∑
i=m+1
(a(u˜, w˜i))
2 = lim
m,p→∞
p∑
i=m+1
λi(u˜, wi)
2.
De plus
a(u, u˜) = (Λu,Λu˜) ∀u ∈ V, ∀u˜ ∈ V.
L'application Λ est linéaire et continue de V dans L2(Ω) car
∀u, v ∈ V : Λ(u+ v) = lim
m→∞
(Λ(u+ v))m = lim
m→∞
m∑
i=1
√
bξi(u+ v, wi)wi
= lim
m→∞
m∑
i=1
√
bξi(u,wi)wi + lim
m→∞
∑
i≥1
√
bξi(v, wi)wi
= Λu+ Λv,
et
‖Λu‖2L2(Ω) = (Λu,Λu) = a(u, u) ≤ C‖u‖2V , ∀u ∈ V.
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On déﬁnit l'opérateur G(t) ∈ L(L2(Ω)× L2(Ω), L2(Ω)× L2(Ω)), tel que pour tout t ≥ 0,
on a
∀u˜ =
 u˜1
u˜2
 ∈ L2(Ω)× L2(Ω), G(t)u˜ = ∑
i≥1
Q(ξit)
 (u˜1, wi)
(u˜2, wi)
wi.
De l'orthogonalité de la matrice Q, on obtient
‖G(t− τ0)u˜‖L2(Ω)×L2(Ω) = {
∑
i≥1
((u˜1, wi)
2 + (u˜2, wi)
2)} 12 .
La solution obtenue dans (2.54) s'écrit 1√bΛu˜(t)
du˜
dt
 = G(t− τ0)
 1√bΛu˜0
u˜1
+ ∫ t
0
G(t− s)
 0
F˜ (s)
b
 ds.
Alors on obtient l'estimation suivante(
a(u˜(t), u˜(t)) + b‖du˜
dt
(t)‖2L2(Ω)
) 1
2
=
(
‖Λu˜(t)‖2L2(Ω) + b‖
du˜
dt
(t)‖2L2(Ω)
) 1
2
≤
(
‖Λu˜0‖2L2(Ω) + b‖u˜1‖|2L2(Ω)
) 1
2
+
1√
b
∫ t
τ0
‖F˜ (s)‖L2(Ω) ds, ∀t ∈ [τ0, τ1]. (2.57)
D'où
‖u˜‖W ≤
(
‖Λu˜0‖2L2(Ω) + b‖u˜1‖|2L2(Ω)
) 1
2
+
1√
b
∫ τ1
τ0
‖F˜ (s)‖L2(Ω) ds.
2.4.2 Existence et unicité d'un deuxième problème auxiliaire
On s'intéresse au problème
Problème 2.4.3. Trouver u˜ ∈ W solution de
bu˜′′ + a(x, t)u˜′ − div(K˜(x)∇u˜) = G˜
u˜ = 0 sur ∂Ω
u˜(τ0) = u˜0, u˜
′(τ0) = u˜1
où a ∈ L∞(0, τ ;L∞(Ω)), K˜ ∈ L∞(Ω), G˜ ∈ L2(τ0, τ1;L2(Ω)), u˜0 ∈ V et u˜1 ∈ L2(Ω). On va
utiliser un théorème de point ﬁxe pour démontrer l'existence et l'unicité de la solution de
ce problème.
On déﬁnit l'application suivante :
Σ :
 W → Wu 7−→ u˜, (2.58)
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où u˜ est solution de : 
bu˜′′ − div(K˜(x)∇u˜) = G˜− a(x, t)u′
u˜ = 0 sur ∂Ω
u˜(τ0, x) = u˜0, u˜
′(τ0, x) = u˜1
On retrouve le premier problème auxiliaire avec un second membre donné par (G˜ −
a(x, t)u′) ∈ L2(τ0, τ1;L2(Ω)).
Lemme 2.4.1. L'application Σ admet un unique point ﬁxe pour tout τ0, τ1 tels que τ1−τ0 ∈
]0, h∗[ avec
h∗‖a‖L∞(0,τ ;L∞(Ω))
b
≤ 1. (2.59)
.
Démonstration. On utilise le théorème du point ﬁxe de Banach. Soient u1, u2 deux élé-
ments de W et u˜1, u˜2 tels que
bu˜′′1 − div(K˜∇u˜1) = G˜− a(x, t)u′1
u˜ = 0 sur ∂Ω
u˜1(τ0, x) = u˜0, u˜
′
1(τ0, x) = u˜1

bu˜′′2 − div(K˜∇u˜2) = G˜− a(x, t)u′2
u˜ = 0 sur ∂Ω
u˜2(τ0, x) = u˜0, u˜
′
2(τ0, x) = u˜1.
En soustrayant les deux équations, on obtient
b(u˜′′1 − u˜′′2)− div(K˜∇(u˜1 − u˜2)) = −a(x, t)(u′1 − u′2).
Avec l'estimation de l'énergie (2.57), en prenant le second membre F˜ = −a(x, t)(u′1−u′2),
on obtient
‖u˜1 − u˜2‖W ≤ 1√
b
‖a‖L∞(τ0,τ1;L∞(Ω))
∫ τ1
τ0
‖u′1(s)− u′2(s)‖L2(Ω) ds.
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Alors
‖u˜1 − u˜2‖W ≤ (τ1 − τ0)√
b
‖a‖L∞(τ0,τ1;L∞(Ω))‖u′1 − u′2‖C0([τ0,τ1];L2(Ω)),
d'où
‖u˜1 − u˜2‖W ≤ (τ1 − τ0)
b
‖a‖L∞(τ0,τ1;L∞(Ω))‖u1 − u2‖W .
Donc Σ est lipschtzienne. De l'hypothèse (2.59) avec τ1 − τ0 ≤]0, h∗[, on déduit que Σ
admet un unique point ﬁxe dans W noté u.
2.4.3 Existence et unicité de la solution du problème discrétisé
Problème discrétisé en temps
Soit N ∈ N∗, on décompose l'intervalle de temps [0, τ ] en N sous intervalles [tn, tn+1],
où n = 0, . . . , N − 1. On déﬁnit le pas de temps h = τ
N
.
On se place dans les mêmes hypothèses que dans la section 2.2, c'est-à-dire , φ, u0 et u1
données respectivement dans les espaces L2(0, τ ;L2(Ω)), V et L2(Ω), a ∈ L∞(0, τ ;L∞(Ω)),
a′ ∈ L2(0, τ ;H1(Ω)). Dans la section 2.2, on suppose que K est symétrique, et vé-
riﬁe l'hypothèse (2.5). Dans cette section, on prend K et G plus réguliers c'est-à-dire
K ∈ W 1,∞(0, τ ;W 1,∞(Ω)) et G ∈ C2([0, τ ];H2(Ω)), on déﬁnit Kn = Kn(x) = K(x, tn)
pour tout n ∈ 0, . . . , N − 1 et pour tout t ∈ [tn, tn+1] et x ∈ Ω.
La formulation variationnelle du problème discrétisé est donnée ainsi pour tout n ∈
0, . . . , N − 1 :
trouver unh ∈ C0([tn, tn+1];V ) ∩ C1([tn, tn+1];L2(Ω)) avec (unh)′′ ∈ L2(tn, tn+1;V ′) solution
de
Pnh

b < (unh)
′′, w > +(a(x, t)(unh)
′, w) + (Kn∇unh,∇w) = (φ(t), w)− (a(x, t)G′(t), w)
−b < G′′(t), w > −(Kn∇G,∇w), ∀w ∈ V
unh(tn, x) = u
n
0 (x)
(unh)
′(tn, x) = un1 (x)
(2.60)
où un0 ∈ V et un1 ∈ L2(Ω) seront précisés ultérieurement. Ce problème est identique au
problème auxiliaire, où l'intervalle [τ0, τ1] correspond au sous intervalle [tn, tn+1] ici et G˜
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correspond au second membre donné par φ−aG′−bG′′+div(Kn∇G) oùKn est une matrice
symétrique 3×3 qui ne dépend pas du temps, et qui satisfait les mêmes hypothèses (2.46)
que K˜.
L'existence et l'unicité de la solution du problème (2.60) se démontre alors d'une façon
analogue à celle du problème auxiliaire (à l'aide du théorème de point ﬁxe de Banach).
On suppose désormais que h ∈]0, h∗[, avec le lemme 2.4.1 et comme tn+1 − tn = h par
déﬁnition, on déduit que le problème (2.60) admet une unique solution.
D'après les résultats de la section précédente, on sait que
unh ∈ C0([tn, tn+1];V ) ∩ C1([tn, tn+1];L2(Ω)),
on déﬁnit alors les conditions initiales par récurrence sur n avec
u00(x) = u0, u
0
1(x) = u1
et
un+10 (x) = u
n
h(x, tn+1) ∈ V ∀n ∈ 0, . . . , N − 2
un+11 (x) = (u
n
h)
′(x, tn+1) ∈ L2(Ω) ∀n ∈ 0, . . . , N − 2
On raccorde ainsi les problèmes discrétisés sur les sous intervalles [tn, tn+1] et on déﬁnit
uh : Ω× [0, τ ]→ R par
uh(x, t) = u
n
h(x, t) pour tout x ∈ Ω, t ∈ [tn, tn+1].
On a donc uh ∈ C0([0, τ ];V ) ∩ C1([0, τ ];L2(Ω)) et u′′h ∈ L2(0, τ ;V ′) solution de
Ph

b < (uh)
′′, w > +(a(x, t)(uh)′, w) + (Kh∇uh,∇w) = (φ(t), w)− (a(x, t)G′(t), w)
−b < G′′(t), w > −(Kh∇G,∇w), ∀w ∈ V
unh(0, x) = u0(x)
(unh)
′(0, x) = u1(x),
(2.61)
où
Kh(x, t) = K(x, tn) si t ∈ [tn, tn+1], x ∈ Ω.
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2.4.4 Etude de la convergence des solutions approchées
Lemme 2.4.2. Il existe une constante C > 0 indépendante de h telle que
‖∇uh‖L∞(0,τ ;L2(Ω)) ≤ C (2.62)
‖u′h‖L∞(0,τ ;L2(Ω)) ≤ C. (2.63)
Démonstration. Reprenons la démonstration des estimations a priori de la première sec-
tion à partir de (2.21), dans le cas où Γ2 est vide et K(x, s) est remplacé par Kn(x) : en
prenant unhm(tn) comme la projection orthogonale de u
n
h(tn) sur Vm et (u
n
hm)
′(tn) comme
la projection orthogonale de unh(tn) sur Vm pour le produit scalaire dans L
2(Ω), on obtient
donc
b < (unhm)
′(t), (unhm)
′(t) > +(a(x, t)(unhm)
′, (unhm)
′(t)) + (Kn∇unhm,∇(unhm)′(t))
= (φ(t), (unhm)
′(t))− (a(x, t)G′(t), (unhm)′(t))− b < G′′(t), (unhm)′(t) >
−(Kn∇G(t),∇(unhm)′(t)).
Comme a(x, t) > a∗, on a
b
2
∂
∂t
‖(unhm)′(t)‖2L2(Ω) + a∗‖(unhm)′(t)‖2L2(Ω) + (Kn∇(unhm(t) +G(t)),∇(unhm +G)′(t))
≤ (φ(t), (unhm)′(t))− (a(x, t)G′(t), (unhm)′(t))− b < G′′(t), (unhm)′(t) >
+(Kn∇(unhm(t) +G(t)),∇G′(t))
On obtient
b
2
∂
∂t
‖(unhm)′(t)‖2L2(Ω) + a∗‖(unhm)′(t)‖2L2(Ω) +
1
2
∂
∂t
(Kn∇(unhm(t) +G(t)),∇(unhm(t) +G(t)))
≤ ‖φ(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) + a∗‖G′(t)‖2L2(Ω)‖(unhm)′(t)‖L2(Ω)
+b‖G′′(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) + (Kn∇(unhm(t) +G(t)),∇G′(t)).
(2.64)
En intégrant de tn à s où s ∈ [tn, tn+1], on aura
b
2
‖(unhm)′(s)‖2L2(Ω) + a∗
∫ s
tn
‖(unhm)′‖2L2(Ω) dt+
1
2
(Kn∇(unhm(s) +G(s)),∇(unhm(s) +G(s)))
≤ b
2
‖(unhm)′(tn)‖2L2(Ω) +
∫ s
tn
‖φ(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) dt
+a∗
∫ s
tn
‖G′(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) dt+ b
∫ s
tn
‖G′′(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) dt
+
1
2
(Kn∇(unhm(tn) +G(tn)),∇(unhm(tn) +G(tn))) +
∫ s
tn
(Kn∇(unhm +G(t)),∇G′(t)) dt.
(2.65)
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En appliquant l'inégalité de Young, on obtient les estimations suivantes :
‖φ(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) ≤
a∗
6
‖(unhm)′(t)‖2L2(Ω) +
3
2a∗
‖φ(t)‖2L2(Ω). (2.66)
a∗‖G′(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) ≤
a∗
6
‖(unhm)′(t)‖2L2(Ω) +
3a2∗
2a∗
‖G′(t)‖2L2(Ω) (2.67)
b‖G′′(t)‖L2(Ω)‖(unhm)′(t)‖L2(Ω) ≤
a∗
6
‖(unhm)′(t)‖2L2(Ω) +
3b2
2a∗
‖G′′(t)‖2L2(Ω) (2.68)
En rassemblant tous ces termes, on trouve
b
2
‖(unhm)′(s)‖2L2(Ω) +
a∗
2
∫ s
tn
‖(unhm)′(t)‖2L2(Ω) dt+
1
2
(Kn∇(unhm(s) +G(s)),∇(unhm(s) +G(s)))
≤ b
2
‖(unhm)′(tn)‖2L2(Ω) +
3
2a∗
‖φ‖2L2(tn,tn+1;L2(Ω)) +
3a2∗
2a∗
‖G′‖2L2(tn,tn+1;L2(Ω)) +
3b2
2a∗
‖G′′‖2L2(tn,tn+1;L2(Ω))
+
1
2
(Kn∇(unhm +G(tn))(tn),∇(unhm +G)(tn)) +
α2∗
2
‖∇G′‖2L2(tn,tn+1;L2(Ω))
+
1
2
∫ s
tn
‖∇(unhm(t) +G(t))‖2L2(Ω) dt.
(2.69)
D'où
b
2
‖(unhm)′(s)‖2L2(Ω) +
a∗
2
‖(unhm)′‖2L2(tn,s;L2(Ω)) +
α∗
2
‖∇(unhm(s) +G(s))‖2L2(Ω) ≤
b
2
‖(unhm)′(tn)‖2L2(Ω)
+
3
2a∗
‖φ‖2L2(tn,tn+1;L2(Ω)) +
3a2∗
2a∗
‖G′‖2L2(tn,tn+1;L2(Ω)) +
3b2
2a∗
‖G′′‖2L2(tn,tn+1;L2(Ω))
+
1
2
(Kn∇(unhm(tn) +G(tn)),∇(unhm(tn) +G(tn))) +
α2∗
2
‖∇G′‖2L2(tn,tn+1;L2(Ω))
+
1
2
∫ s
tn
‖∇(unhm(t) +G(t))‖2L2(Ω) dt.
(2.70)
Comme G ∈ C2([0, τ ];H1(Ω)), donc
3a2∗
2a∗
‖G′‖2L2(tn,tn+1;L2(Ω)) +
3b2
2a∗
‖G′′‖2L2(tn,tn+1;L2(Ω)) +
α2∗
2
‖∇G′‖2L2(tn,tn+1;L2(Ω))
≤ |tn+1 − tn|
(
3a2∗
2a∗
‖G′‖2C0([0,τ ];L2(Ω)) +
3b2
2a∗
‖G′′‖2C0([0,τ ];L2(Ω)) +
α2∗
2
‖∇G′‖2C0([0,τ ];L2(Ω))
)
≤ C.h,
où C = 3a
2∗
2a∗‖G′‖2C0([0,τ ];L2(Ω)) + 3b
2
2a∗‖G′′‖2C0([0,τ ];L2(Ω)) + α
2∗
2
‖∇G′‖2C0([0,τ ];L2(Ω)). On pose
zmn =
b
2
‖(unhm)′(tn)‖2L2(Ω) +
1
2
(Kn∇(unhm(tn) +G(tn)),∇(unhm(tn) +G(tn)))
38
2.4. Résolution approchée par discrétisation en temps
et
ymn = z
m
n +
3
2a∗
‖φ‖2L2(tn,tn+1;L2(Ω)) + Ch pour tout n ∈ 0, . . . , N − 1.
En utilisant l'inégalité de Grönwall dans (2.70), on trouve
‖∇(unhm(s) +G(s))‖2L2(Ω) ≤
2
α∗
ymn exp(
(s− tn)
α∗
), ∀s ∈ [tn, tn+1].
En reportant dans (2.69), on obtient
b
2
‖(unhm)′(s)‖2L2(Ω) +
a∗
2
∫ s
tn
‖(unhm)′‖2L2(Ω) dt+
1
2
(Kn∇(unhm +G)(s),∇(unhm +G)(s))
≤ b
2
‖(unhm)′(tn)‖2L2(Ω) +
3
2a∗
‖φ‖2L2(tn,tn+1;L2(Ω)) + Ch
+
1
2
(Kn∇(unhm(tn) +G(tn)),∇(unhm(tn) +G(tn))) + ymn
(
exp(
s− tn
α∗
)− 1
)
.
(2.71)
En tenant compte des hypothèses sur unhm(tn) et (u
n
hm)
′(tn), on passe à la limite quand
m→∞, on aura
b
2
‖(unh)′(s)‖2L2(Ω) +
a∗
2
∫ s
tn
‖(unh)′‖2L2(Ω) dt+
1
2
(Kn∇(unh +G)(s),∇(unh +G)(s))
≤ yn
(
exp(
s− tn
α∗
)
)
pp s ∈ [tn, tn+1],
(2.72)
où
yn = zn +
3
2a∗
‖φn‖2L2(tn,tn+1;L2(Ω)) + Ch pour tout n ∈ 0, . . . , N − 1
et
zn =
b
2
‖(unh)′(tn)‖2L2(Ω) +
1
2
(Kn∇(unh(tn) +G(tn)),∇(unh(tn) +G(tn))) .
Comme unh ∈ C0([tn, tn+1];V ) ∩ C1([tn, tn+1];L2(Ω)), alors (2.72) est vraie partout.
En prenant s = tn+1 dans (2.72), on obtient
b
2
‖(unh)′(tn+1)‖2L2(Ω) +
a∗
2
∫ tn+1
tn
‖(unh)′‖2L2(Ω) dt+
1
2
(Kn∇(unh +G)(tn+1),∇(unh +G)(tn+1))
≤ yn
(
exp(
tn+1 − tn
α∗
)
)
.
(2.73)
On a
zn+1 ≤ 1
2
((Kn+1 −Kn)∇(unh(tn+1) +G(tn+1)),∇(unh(tn+1) +G(tn+1)))
+
(
Ch+
3
2a∗
‖φn‖2L2(tn,tn+1;L2(Ω))
)
exp(
tn+1 − tn
α∗
) + zn exp(
tn+1 − tn
α∗
),
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alors
zn+1 ≤ 1
2
‖∂K
∂t
‖L∞(tn,tn+1;L∞(Ω))h‖∇(unh(tn+1) +G(tn+1))‖2L2(Ω)
+
(
Ch+
3
2a∗
‖φn‖2L2(tn,tn+1;L2(Ω))
)
exp(
h
α∗
) + zn exp(
h
α∗
),
Notons M˜ = 1
α∗‖∂K∂t ‖L∞(tn,tn+1;L∞(Ω)), on obtient
zn+1(1− M˜h
2
) ≤
(
Ch+
3
2a∗
‖φn‖2L2(tn,tn+1;L2(Ω))
)
exp(
h
α∗
) + zn exp(
h
α∗
). (2.74)
Il existe C˜ > 0 et hˆ ∈]0, h∗[ tel que
1− M˜h
2
> 0 et
exp( h
α∗ )
1− M˜h
2
≤ 1 + C˜h ∀h ∈ [0, hˆ].
On suppose désormais que h ∈]0, hˆ]. En divisant (2.74) par 1− M˜h
2
, on obtient
zn+1 ≤ zn(1 + C˜h) +
(
Ch+
3
2a∗
‖φn‖2L2(tn,tn+1;L2(Ω))
)
(1 + C˜h).
En utilisant le lemme de Grönwall discret [51] avec (1 + C˜h) ≤ exp(C˜h), on a
zn ≤ z0 exp(C˜hn) +
n−1∑
k=0
(
Ch+
3
2a∗
‖φk‖2L2(tk,tk+1;L2(Ω))
)
exp(C˜h(n− k)).
Comme nh ≤ τ , on a
zn ≤ z0 exp(C˜τ) + exp(C˜τ)
(
Cτ +
3
2a∗
‖φ‖2L2(0,τ ;L2(Ω))
)
.
Alors
yn ≤ z0 exp(C˜τ) + (exp(C˜τ) + 1)
(
3
2a∗
‖φ‖2L2(0,τ ;L2(Ω)) + Cτ
)
.
où
z0 =
b
2
‖u1‖2L2(Ω) +
1
2
(K(0, x)∇(u0 +G(0)),∇(u0 +G(0))).
En revenant à (2.72), on obtient
b
2
‖(unh)′(s)‖2L2(Ω) +
a∗
2
∫ s
tn
‖(unh)′‖2L2(Ω) dt+
1
2
(Kn∇(unh +G)(s),∇(unh +G)(s))
≤
(
z0 exp(C˜τ) + (exp(C˜τ) + 1)
(
3
2a∗
‖φ‖2L2(0,τ ;L2(Ω)) + Cτ
))
exp(
hˆ
α∗
), ∀s ∈ [tn, tn+1]
∀n ∈ 0, . . . , N − 1.
(2.75)
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De là, on déduit
‖u′h‖L∞(0,τ ;L2(Ω)) ≤ C
‖uh‖L∞(0,τ ;V ) ≤ C,
où C est une constante indépendante de h.
2.4.5 Le passage à la limite sur h
Des estimations indépendantes de h, on déduit que uh est bornée dans L2(0, τ ;V ).
Alors, il existe une sous suite notée encore (uh)h>0 qui vériﬁe la convergence suivante
quand h→ 0 :
uh ⇀ u faiblement dans L
2(0, τ ;V ) et faible* dans L∞(0, τ ;V ). (2.76)
De même pour u′h, il existe une sous suite notée encore (u
′
h)h>0 vériﬁant la convergence
suivante quand h→ 0 :
u′h ⇀ u
′ faiblement dans L2(0, τ ;L2(Ω)) et faible* dans L∞(0, τ ;L2(Ω)). (2.77)
Avec le lemme d'Aubin, on a
uh → u fortement dans L2(0, τ ;L2(Ω)). (2.78)
On s'intéresse maintenant au passage à la limite quand h→ 0 dans le problème Ph :
En multipliant l'équation du problème Ph par ϕ ∈ D(0, τ), et en intégrant entre (0, τ) on
a ∫ τ
0
(
− b(u′h(t), ϕ′(t)w) + (a(x, t)u′h(t), ϕ(t)w) + (Kh∇uh(t),∇(ϕ(t)w))
)
dt
=
∫ τ
0
(
(φ(t), ϕ(t)w)− (a(x, t)G′(t), ϕ(t)w)
)
dt
−
∫ τ
0
(
b < G′′(t), ϕ(t)w > −(Kh∇G,∇(ϕ(t)w))
)
dt.
(2.79)
Pour passer à la limite dans le terme (Kh∇uh,∇w)ϕ. On utilise le lemme suivant
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Lemme 2.4.3. Quand h→ 0, on a
|
N−1∑
n=0
∫ tn+1
tn
(Kh∇uh,∇w)ϕ(t)− (K(x, t)∇uh,∇w)ϕ(t) dt| → 0
Démonstration. On a pour tout ϕ ∈ D(0, τ) et w ∈ V
|
N−1∑
n=0
∫ tn+1
tn
(Kh∇uh,∇w)ϕ(t)− (K(x, t)∇uh,∇w)ϕ(t) dt|
≤
N−1∑
n=0
∫ tn+1
tn
| ((Kh(x, t)−K(x, t))∇uh,∇w) ||ϕ(t)| dt
≤
N−1∑
n=0
∫ tn+1
tn
‖Kh(x, t)−K(x, t)‖L∞(Ω)‖∇uh‖L2(Ω)‖∇w‖L2(Ω)|ϕ(t)| dt
≤
N−1∑
n=0
∫ tn+1
tn
‖∂K
∂t
‖L∞(0,τ ;L∞(Ω))|tn − t|‖∇uh‖L2(Ω)‖∇w‖L2(Ω)|ϕ(t)| dt.
Alors
|
N−1∑
n=0
∫ tn+1
tn
(Kn∇uh,∇w)ϕ(t)− (K(x, t)∇uh,∇w)ϕ(t) dt|
≤Mh
∫ τ
0
‖∇uh‖L2(Ω)‖∇w‖L2(Ω)|ϕ(t)| dt.
Donc quand h→ 0, on a
|
N−1∑
n=0
∫ tn+1
tn
(Kh∇uh,∇w)ϕ(t)− (K(x, t)∇uh,∇w)ϕ(t) dt| → 0
Avec des calculs analogues, on passe à la limite dans le terme (Kn∇G,∇w), on obtient
quand h→ 0
|
N−1∑
n=0
∫ tn+1
tn
(Kn∇G,∇w)ϕ(t)− (K(x, t)∇G,∇w)ϕ(t) dt| → 0.
En utilisant le lemme de Simon, on obtient la convergence forte suivante
uh → u dans C([0, τ ];L2(Ω)),
on en déduit que
uh(0)→ u(0) dans L2(Ω).
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Or, uh(0) = u0 alors
u(0) = u0.
Pour prouver que u′(0) = u1, on choisit une fonction régulière ϕ ∈ C∞([0, τ ];R) telle que
ϕ(τ) = 0, et comme dans la preuve faite dans les pages 18-20, on obtient
u′(0) = u1 dans V ′.
On déduit que u la limite de uh quand h→ 0 est la solution du problème
Problème 2.4.4. Trouver u ∈ L2(0, τ ;V ), u′ ∈ L2(0, τ ;L2(Ω)) et u′′ ∈ L2(0, τ ;V ′)
solution de
b < u′′, w > +(a(x, t)u′, w) + (K(x, t)∇u,∇w) = (φ(t), w)− (a(x, t)G′(t), w)
−b < G′′(t), w > −(K(x, t)∇G,∇w), ∀w ∈ V
u(0, x) = u0(x)
u′(0, x) = u1(x).
(2.80)
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Chapitre 3
Problème d'écoulement
3.1 Introduction
Dans ce chapitre, on traite un problème non-stationnaire d'écoulement de ﬂuide, New-
tonien, incompressible et non-isotherme (la viscosité du ﬂuide dépend de la température).
L'écoulement est gouverné par l'équation de Navier-Stokes munie des conditions aux li-
mites non-linéaires (la loi de Coulomb). On commence par linéariser la condition aux
limites et ainsi étudier le problème muni de la condition de Tresca, on approche ainsi l'in-
équation variationnelle obtenue par une équation variationnelle dont on démontre l'exis-
tence de solutions par la méthode de Galerkin en utilisant une pénalisation de la divergence
de la vitesse. Ensuite, on va étudier l'unicité de la solution du problème de Tresca en di-
mension 2 d'espace. L'unicité en dimension 3 d'espace nécessite plus de régularités sur les
données ainsi qu'une condition sur la viscosité. Ces régularités sont aussi nécessaires pour
l'existence de solutions du problème muni de la loi de Coulomb. Ce chapitre se termine
par la recherche d'un ﬁxe de Schauder qui permet d'assurer sous les hypothèses de régu-
larités supplémentaires sur les données l'existence et l'unicité du problème variationnel
considéré.
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3.2 Généralités sur les ﬂuides
Les lois de conservation de la masse et de la quantité de mouvement sont déﬁnies
respectivement [43] par le système :
∂ρ
∂t
+ div(ρv) = 0 dans Ω×]0, τ [, (3.1)
ρ
(
∂v
∂t
+ (v.∇)v
)
= div(σ) + ρf dans Ω×]0, τ [, (3.2)
où σ = (σij)1≤i,j≤n est le tenseur des contraintes, et D(v) est le tenseur des taux de
déformation de composantes :
dij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
, 1 ≤ i, j ≤ n.
Les fonctions inconnues sont v :]0, τ [×Ω→ Rn qui représente la vitesse du ﬂuide considéré
, ρ :]0, τ [×Ω → R représente sa densité, et e :]0, τ [×Ω → R représente son énergie
spéciﬁque. Les données sont f : [0, τ ]× Ω→ Rn qui représente les forces extérieures.
On rappelle les notations usuelles :
σ : D(v) =
n∑
i,i=1
σijdij(v), div(v) =
n∑
i=1
∂vi
∂xi
Le terme σ : D(v) représente l'énergie générée par la déformation du milieu continu sous
l'action des forces extérieures, dit terme de dissipation. Si la densité ρ est constante, le
ﬂuide est alors dit incompressible, c'est à dire sa masse spéciﬁque varie faiblement avec la
pression ou la température. La loi de conservation de la masse (3.1) devient
div(v) = 0. (3.3)
On suppose également que le tenseur des contraintes σ est symétrique [20] :
σij = σji, 1 ≤ i, j ≤ n,
le cas contraire conduit à l'étude des ﬂuides dits micropolaires [23, 41] Le tenseur de
contraintes est donné ainsi (voir par exemple [25]) :
σ = −pI + k(T )γ˙r−1D(v) (3.4)
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γ˙ = 2
√
D(v)D(v), µ(T ) =
k(T )
2
γ˙r−1, (3.5)
où
 I est la matrice identité dans Rn,
 k est la conduction thermique,
 µ est la viscosité du ﬂuide.
Pour r > 1, le ﬂuide est non-Newtonien, si r = 1, on dit que le ﬂuide est Newtonien.
Dans le cas où la viscosité µ est constante, on pose [27]
x′ =
x
L∗
, t′ =
t
t∗
, p′ =
p
p∗
, v′ =
v
v∗
, f ′ =
f
f∗
,
d'où
∂v
∂t
=
U∗
t∗
∂v′
∂t′
,∇x = 1
L∗
∇x′
où v∗ est la vitesse moyenne du ﬂuide en écoulement dans un tube de diamètre L∗.
En remplaçant dans σij on a
σij(v, p) = −p∗p′δij + 2µ v∗
L∗
d′ij(v
′)
où
2d′ij(v
′) =
∂v′i
∂x′j
+
∂v′j
∂x′i
et δij est le symbole de Krönecker, alors (3.2) devient
ρ
v∗
t∗
∂v′
∂t′
+ ρ
v2∗
L∗
(v′.∇x′)v′ = − p∗
L∗
∂p′
∂x′i
+
µv∗
L2∗
∆x′(v
′) + ρf∗f ′ (3.6)
en remplaçant
p∗ =
µv∗
L∗
, t∗ =
L∗
v∗
et f∗ =
µ¯v∗
ρL2∗
dans (3.6) et en multipliant les deux cotés par L∗
ρv2∗
, on obtient
ρv∗L∗
µ
(
∂v′
∂t′
+ (v′.∇x′)v′
)
= −∇p′ + ∆x′(v′) + f ′. (3.7)
Notons Re le nombre dit de Reynolds (voir par exemple [27, 54])
Re =
ρv∗L∗
µ
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on pose maintenant x′ = x, t′ = t, v′ = v, p′ = p et f ′ = f dans (3.7), on obtient
Re
(
∂v
∂t
+ (v.∇)v
)
= −∇p+ ∆v + f dans Ω×]0, τ [. (3.8)
Le système (3.8)-(3.3) est dit de Navier-Stokes. Lorsque la viscosité est une constante
positive, le ﬂuide est dit visqueux. Lorsque la température est constante et µ = 0 le
ﬂuide est dit parfait, le système est dit dans ce dernier cas d'Euler. Le terme (v.∇v) est
appelé terme convectif ou terme de transport, et le terme ∆v représente la diﬀusion de
l'implusion dans le ﬂuide dit aussi le terme de viscosité. Quand le terme de convection est
nul, (3.8) est appelé système de Stokes.
On dit qu'un écoulement est laminaire lorsque le mouvement des particules ﬂuides se
fait de façon régulière et ordonnée. L'écoulement est turbulent lorsque le déplacement est
irrégulier et que les ﬂuctuations aléatoires de vitesse se superposent au mouvement.
On constate [27, 1] que la transition vers la turbulence s'eﬀectue lorsque le nombre de
Reynolds Re varie entre 2100 et 2500, pour Re < 2000, l'écoulement reste laminaire.
On dit qu'un écoulement est stationnaire si toutes les variables décrivant le mouvement
(la pression p, la vitesse v, la densité ρ et l'énergie e) sont indépendantes du temps. un
écoulement est dit non stationnaire si les variables décrivant le mouvement dépendent du
temps.
On dit qu'un ﬂuide est isotherme si sa viscosité dépend de sa température T , dans le
cas inverse, le ﬂuide est dit non isotherme.
On suppose que le ﬂuide est incompressible et homogène, alors la densité est constante
en temps et en espace (on prend ρ = 1). On suppose de plus que le ﬂuide est N ewtonien
non-isotherme c'est à dire k dépend de la température T qu'on supposera donnée dans ce
chapitre. D'où
σ = −pI + 2µ(T )D(v) (3.9)
n∑
j=1
∂
∂xj
(σij) = − ∂p
∂xi
+ 2
n∑
j=1
∂
∂xj
(µ(T )dij(v)), 1 ≤ i ≤ n.
La viscosité d'un ﬂuide déﬁnit son état dont les molécules sont freinées dans leur dé-
pacement par des intéractions ou des associations moléculaires plus ou moins intenses,
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elle dépend de la température [4, 35]. Elle est exprimée par un coeﬃcient représentant la
contrainte de cisaillement nécessaire pour produire un gradient de vitesse d'écoulement
d'une unité dans la matière.
3.3 Position du problème
Soit ω un ouvert borné de Rn−1, on considère le domaine Ω de Rn donné par
Ω = {(x′, xn) ∈ Rn : x′ ∈ ω, 0 < xn < h(x′)} ,
où n = 2, 3, x′ = (x1, . . . , xn−1) ∈ Rn−1, x = (x′, xn) ∈ Rn. La frontière de Ω est consituée
de trois parties ω = {(x′, xn) ∈ Ω : xn = 0}, Γ1 = {(x′, xn) ∈ Ω : xn = h(x′)} et ΓL la
partie latérale de ∂Ω telles que ∂Ω = Γ = ω ∪ΓL ∪Γ1. On suppose que h est une fonction
continue et vériﬁant 0 < hmin < h(x′) < hmax pour tout x′ ∈ Rn−1.
Dans cette section, on s'intéresse à l'étude du système suivant :
∂v
∂t
+ (v.∇)v − 2div (µ(T )D(v)) +∇p = f dans Ω×]0, τ [, (3.10)
muni de la condition d'incompressibilité
div(v) = 0 dans Ω×]0, τ [, (3.11)
et de la condition initiale
v(0, x) = v0(x) pour x ∈ Ω. (3.12)
Pour que le problème soit complet, on rajoute au système (3.10)-(3.12) les conditions
au bord données par :
v = 0 sur Γ1, (3.13)
v = gζ sur ΓL, (3.14)
g est une fonction indépendante de t et ζ dépend seulement de t. La composante normale
de la vitesse sur ω est nulle
vν = v · ν = 0 sur ω, (3.15)
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où ν = (ν1, . . . , νn) est le vecteur unitaire normal à Γ exterieur à Ω, alors que la composante
de la vitesse tangentielle sur ω satisfait la loi de frottement de Coulomb [20], [21],
|σT | < k|σν | ⇒ vT = sζ
|σT | = k|σν | ⇒ ∃λ ≥ 0 tel que vT = sζ − λσT .
(3.16)
on notera de la même façon la valeur absolue de σν et la norme dans Rn−1 de σT , k
est le coeﬃcient de frottement et s est la vitesse du cisaillement du bord ω. On donne
respectivement les vitesses normale et tangentielle sur ω, et les composantes du tenseur
de contraintes normales et tangentielles :
vν(t) = v(t) · ν = viνi ; vT (t) = vi(t)− vν(t)νi (3.17)
σν = (σ · ν) · ν = σijνiνj ; σTi = σijνj − σννi. (3.18)
On utilise ici et dans toute la suite la convention de sommation d'Einstein qui consiste à
supprimer la somme sur les indices répétés.
Lemme 3.3.1. La relation (3.16) est équivalente à la relation suivante :
(v − sζ)σT + k|σν ||v − sζ| = 0 sur ω. (3.19)
Démonstration. Sur ω, on a
v = vT + vν · ν = vT .
On suppose que (3.16) est vraie, pour |σT | < k|σν | on a vT = sζ, donc la relation (3.19)
est satisfaite. Pour |σT | = k|σν | alors il existe λ ≥ 0 tel que vT = sζ − λσT , donc
(v − sζ)σT + k|σν ||v − sζ| = −λσT σT + |σT || − λσT | = 0.
Inversement, on suppose que (3.19) a lieu
-Si |σT | = k|σν |, alors
(v − sζ)σT + k|σν ||v − sζ| = (v − sζ)σT + |σT ||v − sζ| = 0,
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donc, il existe λ ≥ 0 tel que
v − sζ = −λσT .
-Si |σT | < k|σν |, alors
0 = (v − sζ)σT + k|σν ||v − sζ| ≥ −|v − sζ||σT |+ k|σν ||v − sζ|
≥ |v − sζ|(k|σν | − |σT |)
v = sζ,
d'où l'équivalence entre (3.16) et (3.19).
3.3.1 La formulation variationnelle
Notons :
H1(Ω) =
(
H1(Ω)
)n
, L2(Ω) = (L2(Ω))n, H
1
2 (∂Ω) = (H
1
2 (∂Ω))n, H2(Ω) =
(
H2(Ω)
)n
.
On suppose que
f ∈ L2(0, τ ;L2(Ω)), v0 ∈ L2(Ω), T ∈ L2(0, τ ;H1(Ω)) (3.20)
et la viscosité µ est une fonction de C1(R,R) et satisfait pour µ∗, µ∗ deux constantes
strictement positives :
µ∗ ≤ µ(X) ≤ µ∗ ∀X ∈ R. (3.21)
On suppose de plus ∫
ΓL
g.ν dσ = 0 (3.22)
ζ ∈ C∞(0, τ), ζ(0) = 1 (3.23)
g ∈ H 32 (ΓL), et s ∈ H 32 (ω). (3.24)
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Comme s.ν = 0 sur ω, de (3.22) et de [32] lemme 2.2, on a
∃G0 ∈ H1(Ω), tel que div G0 = 0 dans Ω, G0 = g(x) sur ΓL,
G0T = s sur ω, G0.ν = 0 sur ω, G0 = 0 sur Γ1.
(3.25)
De (3.24), on déduit que G0 ∈ H2(Ω). de plus
v0 = G0 sur ΓL.
On considère les convexes V de H1(Ω)
V = {ϕ ∈ H1(Ω) : ϕ = 0 sur Γ1, ϕ = G0 sur ΓL, ϕ · ν = 0 sur ω} ,
Vdiv = {ϕ ∈ V : div(ϕ) = 0 dans Ω} ,
et les espaces fonctionnels suivants
V0 =
{
ϕ ∈ H1(Ω) : ϕ = 0 sur ΓL ∪ Γ1, ϕ · ν = 0 sur ω
}
,
V0div = {ϕ ∈ V : div ϕ = 0 dans Ω} ,
L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
.
L'espace fonctionnel V0 est muni de la norme de H1(Ω) et L20(Ω) de la norme de L2(Ω).
Notons Z = H10div muni de la norme de H
1(Ω) et Z ′ son dual. V ′0 est l'espace dual de V0.
On déﬁnit les applications suivantes
a : V0 × V0 → R
(u, v) 7→ a(u, v) = 2
∫
Ω
µ(T )dij(u)
∂vi
∂xj
dx′dxn =
∫
Ω
µ(T )dij(u)dij(v) dx
′dxn
b : V0 × V0 × V0 → R
(u, v, w) 7→ b(u, v, w) =
∫
Ω
ui
∂vj
∂xi
wj dx
′ dxn,
j : V0 → R
u 7→ j(T ;u, p) =
∫
ω
kS(σν)|u| d x′,
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où σν dépend de T , v et p de la manière suivante
σν(T ; v, p) = −p+ 2µ(T ) ∂v
∂xn
sur ω.
Comme v ∈ L2(0, τ ;V0) donc ∂v∂xn ∈ L2(0, τ ;L2(Ω)). Or la trace d'élément de L2(Ω) sur
le bord n'a pas de sens, suivant [21] on utilise la régularisation de |σν(v, p)| déﬁnie de
H−
1
2 (ω) dans L2+(ω) par
∀δ ∈ H− 12 (ω), S(δ)(x) =
∣∣∣∣< δ, ϕx >H− 12 (ω),H 1200
∣∣∣∣ ∀x ∈ ω,
où y 7→ ϕx(y) = ϕ(x − y) est une fonction de classe C∞ à support dans ω. H− 12 (ω) est
l'espace dual de H
1
2
00(ω) = {ϕ|ω : ϕ ∈ H1(Ω), ϕ = 0 sur Γ1 ∪ ΓL}. L2+(Ω) est le sous-
espace des fonctions positives de L2(Ω).
De (3.21), la forme bilinéaire a est continue
|a(T ;u, v)| ≤ µ∗‖u‖V0‖v‖V0 ∀u, v ∈ V0, ∀T ∈ L2(0, τ ;H1(Ω))
et coercive car ∃α > 0 qui dépend de µ∗, tel que
a(T ; v, v) ≥ α‖v‖2V0 ∀v ∈ V0, ∀T ∈ L2(0, τ ;H1(Ω)).
Proposition 3.3.1. Pour tout u, v, w ∈ V0div, la forme trilinéaire b vériﬁe les propriétés
suivantes :
b(u, v, v) = 0, (3.26)
b(u, v, w) + b(u,w, v) = 0, (3.27)
|b(u, v, w)| ≤ K2‖u‖V‖v‖V‖w‖V . (3.28)
Démonstration.∫
Ω
ui∂ivjvj dx = −
∫
Ω
vj∂i(uivj) dx+
∫
Γ
ui · (vj)2 · νi ds
= −
∫
Ω
(vj)
2∂iui dx−
∫
Ω
vjui∂ivj dx+
∫
Γ
ui · (vj)2 · νi ds
= −
∫
Ω
(vj)
2div(u) dx−
∫
Ω
vjui∂ivj dx,
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d'après la condition d'incompressiblité, on a
b(u, v, v) = −b(u, v, v),
d'où (3.26). Pour prouver (3.27), il suﬃt de remplacer v par v + w, on aura
0 = b(u, v + w, v + w) = b(u, v, v + w) + b(u,w, v + w)
= b(u, v, v) + b(u, v, w) + b(u,w, v) + b(u,w,w),
de (3.26), il reste
b(u, v, w) + b(u,w, v) = 0,
d'où (3.27). Pour (3.28), de l'injection continue de H1(Ω) dans L4(Ω), il existe une
constante K > 0. Avec l'inégalité de Hölder, on obtient :∫
Ω
ui
∂vj
∂xi
wj dx ≤ ‖u‖L4(Ω))‖∂vj
∂xi
‖L2(Ω)‖w‖L4(Ω)
≤ K2‖u‖V‖v‖V‖w‖V . (3.29)
Dans ce qui suit, on notera
v˜ = v −G0ζ.
Proposition 3.3.2. La formulation variationnelle du problème fort (3.10)-(3.16) conduit
au problème (PC) suivant :
Problème de Coulomb (PC) : Pour G0 ∈ H1(Ω), ζ ∈ C∞([0, τ ]), v˜0 ∈ L2(Ω) et
f ∈ L2(0, τ ;L2(Ω)), on cherche
v˜ ∈ L2(0, τ ;V0div) ∩ L∞(0, τ ;L2(Ω)), ∂v˜
∂t
∈ L 43 (0, τ ;Z ′), p ∈ H−1(0, τ ;L20(Ω))
vériﬁant l'inégalité variationnelle suivante au sens des distributions〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜, v˜, ϕχ)− (p, div(ϕχ)) + a(T ; v˜, ϕχ) + j(T ;ϕχ+ v˜, p)
]
dt
−
∫ τ
0
j(T ; v˜, p) dt ≥
∫ τ
0
[
(f, ϕχ)− ζa(T ;G0, ϕχ)−
(
G0
∂ζ
∂t
, ϕχ
)
− ζ b(G0, v˜ +G0ζ, ϕχ)
]
dt
−
∫ τ
0
ζ b(v˜, G0, ϕχ) dt ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(3.30)
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et la condition initiale
v˜(0, x) = v˜0(x), x ∈ Ω, (3.31)
où < ., . > représente le crochet de dualité entre D(0, τ) et D′(0, τ).
Démonstration. Soient ϕ ∈ V0, χ ∈ D(0, τ). On multiplie l'équation (3.2) par ϕχ, et on
intègre sur Ω, puis de 0 à τ . En utilisant la formule de Green, on trouve∫ τ
0
∫
Ω
(
∂vi
∂t
+ (v.∇)vi
)
(ϕiχ) dx dt = −
∫ τ
0
∫
Ω
σij
∂
∂xj
(ϕiχ) dx dt
+
∫ τ
0
∫
Γ
σijνj(ϕiχ) dσ +
∫
Ω
fi(ϕiχ) dx dt
(3.32)
D'après les conditions aux limites (3.13)-(3.15), on a∫
Γ
σijνj(ϕiχ) dσ =
∫
ω
σijνj.(ϕiχ) dx
′.
Or σijνj = σTi + σννi, et ϕχνi = 0 sur ω donc∫
ω
σijνj(ϕiχ) dx
′ =
∫
ω
(ϕiχ) (σTi + σννi) dx
′ =
∫
ω
ϕiχσTi dx
′.
On obtient ∫ τ
0
∫
Ω
(
∂vi
∂t
+ (v.∇)vi
)
(ϕiχ) dx dt+
∫ τ
0
∫
Ω
σij
∂
∂xj
(ϕiχ) dx dt
−
∫ τ
0
∫
ω
σT (ϕiχ) dx′ dt =
∫ τ
0
∫
Ω
fi(ϕiχ) dx dt.
On rajoute et on retranche du premier membre de l'équation ci-dessus, le terme suivant∫ τ
0
∫
ω
kS(σν) (|ϕiχ+ v − sζ| − |v − sζ|) dx′ dt
on aura∫ τ
0
∫
Ω
(
∂vi
∂t
+ (v.∇)vi
)
(ϕiχ) dx dt+
n∑
j=1
∫ τ
0
∫
Ω
σij
∂(ϕiχ)
∂xj
dx dt
+
∫ τ
0
∫
ω
kS(σν) (|ϕiχ+ v − sζ| − |v − sζ|) dx′ dt−
∫ τ
0
n∑
j=1
∫
ω
σTi(ϕiχ) dx
′ dt
−
∫ τ
0
∫
ω
kS(σν) (|ϕiχ+ v − sζ| − |v − sζ|) dx′ dt =
∫ τ
0
∫
Ω
fi(ϕiχ) dx dt.
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Posons
A =
∫
ω
σTi(ϕiχ) dx
′ +
∫
ω
kS(σν) (|ϕiχ+ v − sζ| − |v − sζ|) dx
=
∫
ω
[σTi(ϕiχ+ v − sζ)− σTi(v − sζ) + kS(σν)|ϕiχ+ v − sζ| − kS(σν)|v − sζ|] dx.
En utilisant le lemme 3.3.1,on aura
A =
∫
ω
σTi(ϕiχ+ v − sζ) + kS(σν)|ϕiχ+ v − sζ| dx′,
mais
σTi(ϕiχ+ v − sζ) ≥ −‖σT ‖|ϕiχ+ v − sζ| ≥ −kS(σν)|ϕiχ+ v − sζ|, sur ω,
donc A ≥ 0, on aura alors∫ τ
0
∫
Ω
(
∂vi
∂t
+ (v.∇)vi
)
(ϕiχ) dx dt+
∫ τ
0
∫
Ω
σij
∂(ϕiχ)
∂xj
dx dt
+
∫ τ
0
∫
ω
kS(σν) (|ϕiχ+ v − sζ| − |v − sζ|) dx dt ≥
∫ τ
0
∫
Ω
fi(ϕiχ) dx dt.
En remplaçant σij par son expression, on obtient∫ τ
0
∫
Ω
(
∂vi
∂t
+ (v.∇)vi
)
(ϕiχ) dx dt+
∫ τ
0
∫
Ω
(2µ(T )dij(v))
∂(ϕiχ)
∂xj
dx dt−
∫ τ
0
∫
Ω
p
∂(ϕiχ)
∂xi
dx dt
+
∫ τ
0
∫
ω
kS(σν) (|ϕiχ+ v − sζ| − |v − sζ|) dx dt ≥
∫ τ
0
∫
Ω
fi(ϕiχ) dx dt,
en remplaçant v par v˜ + G0ζ et en tenant compte du fait que G0 = s sur ω, on obtient
(3.30).
Problème de Tresca
Aﬁn de simpliﬁer l'étude du problème (PC), on va étudier dans un premier lieu le
problème muni de la loi de Tresca donné par
Problème de Tresca (PT) : Pour f ∈ L2(0, τ ;L2(Ω)), v˜0 ∈ L2(Ω), G0 ∈ H2(Ω) et
ζ ∈ C∞([0, τ ]), on cherche v˜ ∈ L2(0, τ ;V0div) ∩ L∞(0, τ ;L2(Ω)) et p ∈ H−1(0, τ ;L20(Ω))
solution de〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜, v˜, ϕχ)− (p, div(ϕχ)) + a(T ; v˜, ϕχ)
]
dt
+
∫ τ
0
[
ψ(ϕχ+ v˜)− ψ(v˜)
]
dt ≥
∫ τ
0
(f˜ , ϕχ) dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(3.33)
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et la condition initiale
v˜(0, x) = v˜0(x), x ∈ Ω, (3.34)
où
ψ(v˜) =
∫
ω
l|v˜| dx′
et
(f˜ , θ) = (f, θ)− ζa(T ;G0, θ)−
(
G0
∂ζ
∂t
, θ
)
− ζ b(G0, v˜ +G0ζ, θ)− ζ b(v˜, G0, θ).
(3.35)
3.4 Problème pénalisé (Pδε)
Pour ε > 0, on introduit la fonctionnelle ψε déﬁnie ainsi pour l ∈ L2(0, τ ;H
1
2
+(ω)) tel
que
∃L > 0 : l(t, x) ≤ L, ∀(t, x) ∈ [0, τ ]× ω
ψε(v˜) =
∫
ω
l
√
ε2 + |v˜|2 dx′ v˜ ∈ V0,
qui est diﬀérentiable au sens de Gâteaux sur V0, de diﬀérentielle ψ′ε déﬁnie par
< ψ′ε(w), v >=
∫
ω
l
vw√
ε2 + |w|2 dx
′.
Suivant [37], on utilise la méthode de pénalisation. On introduit le problème variationnel
approché suivant
Problème(Pδε) Soient δ > 0, ε > 0, v˜0 ∈ L2(Ω) et f ∈ L2(0, τ ;L2(Ω)) données.
Trouver v˜δε ∈ L2(0, τ ;V0) ∩ L∞(0, τ ;L2(Ω)) et (v˜δε)′ ∈ L
4
3 (0, τ ;Z ′) solution de〈
∂
∂t
(
v˜δε , ϕ
)
, χ
〉
+
∫ τ
0
[
b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(
v˜δεdiv(v˜
δ
ε), ϕχ
)
+ a(T ; v˜δε , ϕχ)
]
dt
+
∫ τ
0
[1
δ
(
div(v˜δε), χdiv ϕ
)
+
〈
ψ′ε(v˜
δ
ε), ϕχ
〉 ]
dt =
∫ τ
0
(f˜ , ϕχ) dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(3.36)
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v˜δε(0, x) = v˜
0δ
ε (x), x ∈ Ω, (3.37)
où f˜ est donné par (3.35).
On suppose qu'il existe une sous suite notée (v˜0δε ) telle que
lim
δ→0
v˜0δε = v˜
0
ε et lim
ε→0
v˜0ε = v˜0 dans L
2(Ω). (3.38)
Remarquons que
1
2
∫
Ω
v˜δεdiv(v˜
δ
ε)v˜
δ
ε dx = −
1
2
∫
Ω
v˜δε∇(v˜δ
2
ε ) dx+
∫
∂Ω
(v˜δε)
2v˜δε · ν
= −
∫
Ω
v˜δε∇(v˜δε)v˜δε dx, ∀v˜δε ∈ V0,
alors
b(v˜δε , v˜
δ
ε , v˜
δ
ε) +
1
2
(v˜δεdiv(v˜
δ
ε), v˜
δ
ε) = 0, ∀v˜δε ∈ V0. (3.39)
3.4.1 Méthode de Galerkin
On va démontrer l'existence de solutions du problème variationnel approché (3.36)-
(3.37) en utilisant la méthode de Galerkin [54]. V0 étant séparable, il existe une partie
dénombrable et dense dans V0. On note Vm le sous-espace de V0 engendré par les vecteurs
{w1, w2, . . . , wm}. On peut construire une famille {w1, w2, . . . , wm}, orthogonale dans V0
et orthonormale pour le produit scalaire de L2(Ω).
On pose
v˜δεm(t, x) =
m∑
j=1
gδεj(t)wj(x), t ∈ (0, τ) (3.40)
et
v˜δεm(0, x) = v˜
0δ
εm(x) (3.41)
et on considère le problème suivant
Probème(Pδεm) Pour 1 ≤ k ≤ m, ∀t ∈ [0, τ ], on a(
∂v˜δεm
∂t
, wk
)
+ b(v˜δεm, v˜
δ
εm, wk) +
1
2
(
v˜δεmdiv(v˜
δ
εm), wk
)
+ a(T ; v˜δεm;wk)
+
1
δ
(
div(v˜δεm), div wk
)
+
〈
ψ′ε(v˜
δ
εm), wk
〉
= (f˜ , wk).
(3.42)
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de (3.40)-(3.41), on a
v˜δεm(0) = v˜
0δ
εm. (3.43)
où v˜0δεm est la projection orthogonale de v˜
0δ
ε dans L
2(Ω) sur l'espace généré par {w1 . . . wm}.
Notons
(F,wk) = (f, wk)−
[(
G0
∂ζ
∂t
, wk
)
+ ζb(G0, G0χ,wk)
]
− ζa(T ;G0, wk)
En remplaçant v˜δεm par son expression (3.40) dans l'équation variationnelle (3.42), on
trouve (
m∑
j=1
(gδεj)
′wj, wk
)
+ a
(
T ;
m∑
j=1
gδεjwj, wk
)
+ b
(
m∑
i=1
gδεiwi,
m∑
j=1
gδεjwj, wk
)
+
1
2
(
m∑
i=1
gδεiwi(div(
m∑
j=1
gδεjwj)), wk
)
+
1
δ
(
div(
m∑
j=1
gδεjwj), divwk
)
+
〈
ψ′ε
(
m∑
j=1
gδεjwj
)
, wk
〉
= (F,wk)− b
(
G0ζ,
m∑
j=1
gδεjwj, wk
)
− b
(
m∑
j=1
gδεjwj, G0ζ, wk
)
, 1 ≤ k ≤ m,
et de l'orthonormalité des (wj) dans L2(Ω), on a
(gδεk)
′ +
m∑
j=1
gδεja(T,wj, wk) +
m∑
i,j=1
gδεjg
δ
εi(t)b(wi, wj, wk)
+
1
2
m∑
i,j=1
gδεig
δ
εj(widiv(wj), wk) +
1
δ
m∑
j=1
gδεj(div wj, div wk)
+
〈
ψ′ε
(
m∑
j=1
gδεjwj
)
, wk
〉
= (F,wk)−
m∑
j=1
b(G0ζ, g
δ
εjwj, wk)
−
m∑
j=1
b(gδεjwj, G0ζ, wk), 1 ≤ k ≤ m.
En posant Aj,k(T ) = a(T,wj, wk), Bi,j,k = b(wi, wj, wk), Fk = (F,wk), on obtient
(gδεk)
′ +
m∑
j=1
gδεjAjk(T ) +
m∑
i,j=1
gδεjg
δ
εiBi,j,k +
1
2
m∑
i,j=1
gδεig
δ
εj(widiv(wj), wk)
+
1
δ
m∑
j=1
gδεj(div wj, div wk) +
〈
ψ′ε(
m∑
j=1
gδεjwj), wk
〉
= Fk
−
m∑
j=1
b(G0ζ, g
δ
εjwj, wk)−
m∑
j=1
b(gδεjwj, G0ζ, wk),
(3.44)
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puis avec
Gk(t, gδε(t)) = Fk −
m∑
j=1
gδεjAj,k(T )−
m∑
i,j=1
gδεj(t)g
δ
εiBi,j,k −
1
δ
m∑
j=1
gδεj(div wj, div wk)
−1
2
m∑
i,j=1
gδεig
δ
εj(widiv(wj), wk)−
〈
ψ′ε(
m∑
j=1
gδεjwj), wk
〉
−
m∑
j=1
b(G0χ, g
δ
εjwj, wk)−
m∑
j=1
b(gδεjwj, G0ζ, wk),
où G = (Gk)1≤k≤m, l'équation diﬀérentielle (3.44) s'écrit
(gδε)
′ = G(t, gδε)
gδε(0) = g
0δ
ε .
(3.45)
Du théorème de Cauchy, le système diﬀérentiel (3.45) admet une unique solution gδεj dans
H1(0, τm) où τm ≤ τ , ce qui implique l'existence locale en temps d'une solution v˜δεm au
problème (3.42). Dans le lemme suivant, des estimations à priori indépendantes de m, de
ε et de δ seront établies, ce qui nous permet de prolonger cette solution à l'intervalle [0, τ ].
Lemme 3.4.1. Pour tout f ∈ L2(0, τ ;L2(Ω)), v˜0 ∈ L2(Ω), G0 ∈ H2(Ω) et vériﬁant (3.25)
et ζ ∈ C∞([0, τ ]), la solution du problème (Pδεm) vériﬁe les estimations suivantes :
sup
t∈[0,τ ]
‖v˜δεm(t)‖L2(Ω) ≤ C, (3.46)
‖v˜δεm‖L2(0,τ ;V0) ≤ C, (3.47)
‖div(v˜δεm)‖L2(0,τ ;L2(Ω)) ≤ C
√
δ, (3.48)
où C est une constante indépendante de ε, de m et de δ.
Démonstration. En multipliant l'équation (3.42) par gδεj(t) et en sommant pour j allant
de 1 à m, on obtient(
∂v˜δεm
∂t
, v˜δεm
)
+ b(v˜δεm, v˜
δ
εm, v˜
δ
εm) +
1
2
(
v˜δεmdiv(v˜
δ
εm), v˜
δ
εm
)
+ a(T˜ ; v˜δεm, v˜
δ
εm)
+
1
δ
(
div v˜δεm, div v˜
δ
εm
)
+
〈
ψ′ε(v˜
δ
εm), v˜
δ
εm
〉
= (f˜ , v˜δεm).
(3.49)
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f˜ est donné dans (3.35).
Puisque l ∈ L2(0, τ ;L2+(ω)), on a
〈
ψ′ε(v˜
δ
εm), v˜
δ
εm
〉
=
∫
ω
l(v˜δεm)
2√
ε2 + |v˜δεm|2
≥ 0, ∀t ∈ [0, τ ].
On en déduit ainsi que de (3.39)(
∂v˜δεm
∂t
, v˜δεm
)
+ a(T˜ ; v˜δεm, v˜
δ
εm) +
1
δ
(
div(v˜δεm), div(v˜
δ
εm)
) ≤ (f˜ , v˜δεm).
En utilisant la coercivité de a, on a(
∂v˜δεm
∂t
, v˜δεm
)
+ α‖v˜δεm‖2V0 +
1
δ
‖div(v˜δεm)‖2L2(Ω) ≤ (f˜ , v˜δεm).
Rappelons que
(f˜ , v˜δεm) = (f, v˜
δ
εm(t))− ζ a(T˜ ;G0, v˜δεm)−
∂ζ
∂t
(
G0, v˜
δ
εm(t)
)
−ζb(G0, v˜δεm, v˜δεm)− ζb(v˜δεm, G0, v˜δεm(t))− ζ2b(G0, G0, v˜δεm)
Comme div G0 = 0 dans Ω avec la même preuve que dans (3.26), le terme b(G0, v˜δεm, v˜
δ
εm)
s'annule. Notons dans ce qui suit K la constante d'injection continue de H1(Ω) dans
L4(Ω).
En utilisant l'inégalité de Cauchy-Schwarz puis celle de Young dans tous les termes de
(f˜ , v˜δεm), on obtient respectivement∣∣(f, v˜δεm)∣∣ ≤ ‖f‖L2(Ω)‖v˜δεm‖L2(Ω)
≤ 1
2
‖f‖2L2(Ω) +
1
2
‖v˜δεm‖2L2(Ω)
∣∣∣ζ a(T˜ ;G0, v˜δεm)∣∣∣ ≤ µ∗|ζ|‖v˜δεm‖V0‖G0‖H1(Ω)
≤ α
4
‖v˜δεm‖2V0 +
µ2∗
α
‖G0‖2H1(Ω)|ζ|2
∣∣∣∣∂ζ∂t (G0, v˜δεm)
∣∣∣∣ ≤ ∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω)‖v˜δεm‖L2(Ω)
≤ 1
2
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω) + 12‖v˜δεm‖2L2(Ω)
61
Chapitre 3. Problème d'écoulement∣∣ζb(v˜δεm, G0, v˜δεm(t))∣∣ ≤ |ζ|‖v˜δεm‖L4(Ω)‖∇G0‖L4(Ω)‖v˜δεm‖L2(Ω)
≤ α
4
‖v˜δεm‖2V0 +
K4
α
|ζ|2‖∇G0‖2H1(Ω)‖v˜δεm‖2L2(Ω)
ζ2
∣∣b(G0, G0, v˜δεm)∣∣ ≤ |ζ2|G0‖L4(Ω)‖∇G0‖L4(Ω)‖v˜δεm‖L2(Ω)
≤ 1
2
‖v˜δεm(t)‖2L2(Ω) +
K4
2
|ζ|4‖G0‖2H1(Ω)‖∇G0‖2H1(Ω).
En rassemblant ces termes, on obtient
1
2
∂
∂t
‖v˜δεm‖2L2(Ω) +
α
2
‖v˜δεm‖2V0 +
1
δ
‖div(v˜δεm)‖2L2(Ω) ≤
1
2
‖f‖2L2(Ω) +
µ2∗
α
‖G0‖2H1(Ω)|ζ|2
+
1
2
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω) + 32‖v˜δεm‖2L2(Ω) + K4α |ζ|2‖∇G0‖2H1(Ω)‖v˜δεm‖2L2(Ω)
+
K4
2
|ζ|4‖G0‖2H1(Ω)‖G0‖2H2(Ω).
(3.50)
En intégrant de 0 à s, où s < τ on obtient
1
2
‖v˜δεm(s)‖2L2(Ω) +
α
2
∫ s
0
‖v˜δεm‖2V0 dt+
1
δ
∫ s
0
‖div(v˜δεm)‖2L2(Ω) dt ≤
1
2
‖v˜δεm(0)‖2L2(Ω)
+
1
2
∫ s
0
‖f‖2L2(Ω) dt+
µ2∗
α
‖G0‖2H1(Ω)
∫ s
0
|ζ|2 dt+ 1
2
‖G0‖2L2(Ω)
∫ s
0
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt+ 32
∫ s
τ0
‖v˜δεm‖2L2(Ω) dt
+
K4
α
‖∇G0‖2H1(Ω)
∫ s
0
|ζ|2‖v˜δεm‖2L2(Ω) dt+
K4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)
∫ s
0
|ζ|4 dt.
On trouve
1
2
‖v˜δεm(s)‖2L2(Ω) +
α
2
∫ s
0
‖v˜δεm‖2V0 dt+
1
δ
∫ s
0
‖div(v˜δεm)‖2L2(Ω) dt ≤
≤ C1 + C2
∫ s
0
‖v˜δεm‖2L2(Ω) dt, (3.51)
où C1 et C2 sont deux constantes indépendantes de m, de ε et de δ
C1 =
1
2
‖v˜0δεm‖2L2(Ω) +
1
2
∫ τ
0
‖f‖2L2(Ω) dt+
1
2
‖G0‖2L2(Ω)
∫ τ
0
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt
+
µ2∗
α
‖G0‖2H1(Ω)
∫ τ
0
|ζ|2 dt+ K
4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)
∫ τ
0
|ζ|4 dt
C2 =
3
2
+
K4
α
‖∇G0‖2H1(Ω)|ζ|2L∞(0,τ).
En utilisant le lemme de Grönwall, on a
‖v˜δεm(s)‖2L2(Ω) ≤ 2C1 exp (2sC2) . (3.52)
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En prenant le sup sur s ∈ [0, τ ], et en notant par C diﬀérentes contantes indépendantes
de ε, de m et de δ, on obtient (3.46). En reprenant (3.46) dans (3.51) , on obtient (3.47)
et (3.48).
Remarque 3.4.1. Des estimations obtenues, v˜δεm est bornée sur tout l'intervalle [0, τ ],
donc v˜δεm est solution au problème (P
δ
εm) sur l'intervalle [0, τ ].
Dans le lemme suivant, on établit une estimation de la dérivée de la vitesse qui nous
permettra avec le lemme d'Aubin d'établir le problème limite.
Lemme 3.4.2. Sous les hypothèses du lemme 3.4.1, la dérivée en temps de vδεm vériﬁe
l'estimation suivante
‖(v˜δεm)′‖L 43 (0,τ ;V ′0) ≤ Cδ, (3.53)
où C est une constante indépendante de m et de ε.
Démonstration. On déﬁnit ϕm comme la projection orthogonale de ϕ sur l'espace engendré
par {w1, . . . , wm}. On a
ϕm =
m∑
k=1
βkwk, βk ∈ R,
et ϕm → ϕ fortement dans V0.
En multipliant l'équation (3.42) par βk et en sommant de k = 1 . . .m. Puis en passant à
la limite sur m, on obtient(
(v˜δεm)
′, ϕm
)
= (f˜ , ϕm)− a(T ; v˜δεm, ϕm)− b(v˜δεm, v˜δεm, ϕm)−
1
2
(v˜δεmdiv v˜
δ
εm, ϕm)
−1
δ
(divv˜δεm, divϕm)− < ψ′ε(v˜δεm), ϕm >,
(3.54)
après majorations dans le second membre, on obtient∣∣((v˜δεm)′, ϕm)∣∣ ≤ µ∗‖∇v˜δεm‖L2(Ω)‖∇ϕm‖L2(Ω) + ‖v˜δεm‖L3(Ω)‖∇v˜δεm‖L2(Ω)‖ϕm‖L6(Ω)
+
1
2
‖v˜δεm‖L3(Ω)‖div v˜δεm‖L2(Ω)‖ϕm‖L6(Ω) +
1
δ
‖div v˜δεm‖L2(Ω)‖div ϕm‖L2(Ω)
+‖l‖L2+(ω)‖ϕm‖L2(ω) + |(f˜ , ϕm)|.
(3.55)
En majorant le terme |(f˜ , ϕ)|, on obtient
|(f˜ , ϕm)| ≤ ‖f‖L2(Ω)‖ϕm‖L2(Ω) + µ∗|ζ|‖G0‖H1(Ω)‖ϕm‖H10(Ω) +
∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω)‖ϕm‖L2(Ω)
+|ζ|‖G0‖L4(Ω)‖∇v˜δεm +∇G0‖L2(Ω)‖ϕm‖L4(Ω) + |ζ|‖v˜δεm‖L4(Ω)‖∇G0‖L2(Ω)‖ϕm‖L4(Ω).
(3.56)
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En utilisant l'inégalité classique [47]
‖u‖L3(Ω) ≤ c‖u‖
1
2
L2(Ω)‖u‖
1
2
L6(Ω), ∀u ∈ L6(Ω)
et l'injection de H1(Ω) dans L6(Ω), il existe une constante c telle que
‖v˜δεm‖L3(Ω)‖∇ v˜δεm‖L2(Ω)‖ϕm‖L6(Ω) ≤
(
c‖v˜δεm‖
1
2
L2(Ω)‖∇ v˜δεm‖
3
2
L2(Ω)
)
‖ϕm‖H1(Ω).
Comme (wj)j≥1 est une base hilbertienne orthogonale dans L2(Ω) et comme ϕm est la
projection orthogonale pour le produit scalaire H1(Ω) de ϕ sur {w1, . . . , wm} , on a(
(v˜δεm)
′, ϕm
)
=
(
(v˜δεm)
′, ϕ
)
et ‖ϕm‖H1(Ω) ≤ ‖ϕ‖H1(Ω).
Alors, on obtient∣∣((v˜δεm)′, ϕ)∣∣ ≤ µ∗‖v˜δεm‖V0‖ϕ‖V0 + 32 (c‖v˜δεm‖ 12L2(Ω)‖∇ v˜δεm‖ 32L2(Ω)) ‖ϕ‖V0
+
1
δ
‖div v˜δεm‖L2(Ω)‖ϕ‖V0 + C(Ω)‖l‖L2(ω)‖ϕ‖V0
+
(
‖f‖L2(Ω) + µ∗|ζ|‖G0‖H1(Ω) +
∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω)) ‖ϕ‖V0
+
(
K2|ζ|‖G0‖H1(Ω)‖v˜δεm +G0ζ‖H1(Ω) +K2|ζ|‖v˜δεm‖V0‖G0‖H1(Ω)
) ‖ϕ‖V0 ,
alors
‖(v˜δεm)′(t)‖V ′0 ≤ µ∗‖v˜δεm‖V0 +
(
c‖v˜δεm‖
1
2
L2(Ω)‖∇ v˜δεm‖
3
2
L2(Ω)
)
+
1
δ
‖div v˜δεm‖L2(Ω)
+C(Ω)‖l‖L2(ω) + ‖f‖2L(Ω) + µ∗|ζ|‖G0‖H1(Ω) +
∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω) +K2|ζ|‖G0‖H1(Ω)‖v˜δεm +G0ζ‖H1(Ω)
+K2|ζ|‖v˜δεm‖V0‖G0‖H1(Ω).
Après intégration de 0 à τ , on traite le terme trilinéaire (le deuxième terme après l'inéga-
lité), ∫ τ
0
[(
c‖v˜δεm‖
1
2
L2(Ω)‖∇ v˜δεm‖
3
2
L2(Ω)
)] 4
3
dt = c
4
3
∫ τ
0
‖v˜δεm‖
2
3
L2(Ω)‖∇ v˜δεm‖2L2(Ω) dt
≤ c 43‖v˜δεm‖
2
3
L∞(0,τ ;L2(Ω))‖∇ v˜δεm‖2L2(0,τ ;L2(Ω)).
On trouve des estimations du lemme 3.4.1, qu'il existe une constante Cδ > 0 indépendante
de ε et de m telle que ∫ τ
0
‖(v˜δεm)′‖
4
3
V ′0 dt ≤ Cδ,
l'estimation (3.53) en découle.
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Nous utiliserons maintenant les estimations du lemme 3.4.1 ainsi que le lemme d'Aubin
pour déduire le problème limite lorsque m→∞.
Théorème 3.4.1. Sous les hypothèses du lemme 3.4.1, il existe une sous suite notée
encore (v˜δεm)m≥1 dont la limite, quand m→∞, est solution du problème approché (Pδε).
Démonstration. Des estimations a priori (3.46)-(3.47) du lemme 3.4.1, on déduit que v˜δεm
est bornée dans L2(0, τ ;V0) ∩ L∞(0, τ ;L2(Ω)), donc il existe une sous suite de (v˜δεm)m≥1
notée encore (v˜δεm)m≥1 vériﬁant
v˜δεm ⇀ v˜
δ
ε faiblement dans L
2(0, τ ;V0) (3.57)
v˜δεm ⇀ v˜
δ
ε faible étoile dans L
∞(0, τ ;L2(Ω)) (3.58)
div(v˜δεm) ⇀ div(v˜
δ
ε) faiblement dans L
2(0, τ ;L2(Ω)). (3.59)
De l'estimation (3.53) du lemme 3.4.2, (v˜δεm)
′ est bornée dans L
4
3 (0, τ ;V ′0), donc il existe
une sous suite de ((v˜δεm)
′)m≥1 notée encore ((v˜δεm)
′)m≥1 vériﬁant
(v˜δεm)
′ ⇀ (v˜δε)
′ faiblement dans L
4
3 (0, τ ;V ′0), (3.60)
en utilisant le lemme d'Aubin et les convergences (3.57) et (3.60), avec X0 = V0, X =
L2(Ω) et X1 = V ′0 on obtient
v˜δεm → v˜δε fortement dans L2(0, τ ;L2(Ω)). (3.61)
On peut encore utiliser le lemme d'Aubin avec X0 = V0, X = Hs(Ω) et X1 = V ′0 où
1
2
< s < 1, car l'injection de X0 dans X est compacte de [38] page 110. On obtient
v˜δεm → v˜δε fortement dans L2(0, τ ;Hs(Ω)). (3.62)
Du théorème de la trace [38], il existe une application γ˜0 ∈ L(Hs(Ω), Hs− 12 (ω)). Comme
s− 1
2
> 0 alors
Hs−
1
2 (ω) ↪→ H0(ω) = L2(ω).
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De (3.62), on a
v˜δεm → v˜δε fortement dans L2(0, τ ;L2(ω)). (3.63)
En appliquant le lemme de Simon, on a la convergence suivante
v˜δεm → v˜δε fortement dans C0(0, τ ;H), (3.64)
où H est un espace de Banach tel que L2(Ω) ⊂ H ⊂ V ′0 et l'injection de L2(Ω) dans H
est compacte.
On a pour tout φ ∈ L2(0, τ ;V0)∣∣∣∣∫ τ
0
< ψ′ε(v˜
δ
εm), φ > dt
∣∣∣∣ =
∣∣∣∣∣
∫ τ
0
∫
ω
l(v˜δεm)φ√
ε2 + |v˜δεm|2
dx dt
∣∣∣∣∣
≤
∫ τ
0
∫
ω
|l(v˜δεm)φ|
ε
dx dt
on a ∣∣∣∣∫ τ
0
< ψ′ε(v˜
δ
εm), φ > dt
∣∣∣∣ ≤ Lε
∫ τ
0
∫
ω
|v˜δεm||φ| dx dt
≤ L
ε
‖v˜δεm‖L2(0,τ ;L2(ω))‖φ‖L2(0,τ ;L2(ω))
de l'estimation (3.47), on obtient∣∣∣∣∫ τ
0
< ψ′ε(v˜
δ
εm), φ > dt
∣∣∣∣ ≤ C‖φ‖L2(0,τ ;V0)
donc
‖ψ′ε(v˜δεm)‖L2(0,τ ;V ′0) ≤ C,
où C est une constante indépendante de m et de δ. Donc, il existe une limite notée
L ∈ L2(0, τ ;V ′0) telle que
ψ′ε(v˜
δ
εm) ⇀ L dans L2(0, τ ;V ′0).
On prend ϕ ∈ V0, il existe une sous suite (αmj )j∈N dans R telle que
ϕm =
m∑
k=1
αmk wk
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converge fortement vers ϕ dans V0. Alors pour tout χ ∈ D(]0, τ [) on a, en multipliant
(3.42) par αmk χ et en sommant de k = 1 . . .m(
∂v˜δεm
∂t
, ϕmχ
)
+ b(v˜δεm, v˜
δ
εm, ϕmχ) +
1
2
(
v˜δεmdiv(v˜
δ
εm), ϕmχ
)
+a(T ; v˜δεm, ϕmχ) +
1
δ
(
div(v˜δεm), div ϕmχ
)
+
〈
ψ′ε(v˜
δ
εm), ϕmχ
〉
= (f˜ , ϕmχ),
(3.65)
où
(f˜ , ϕmχ) = (f, ϕmχ)− ζa(T ;G0, ϕmχ)−
(
G0
∂ζ
∂t
, ϕmχ
)
− ζ b(v˜δεm, G0, ϕmχ)
− ζb(G0, v˜δεm +G0ζ, ϕmχ).
En intégrant (3.65) de 0 à τ on a∫ τ
0
[
− (v˜δεm, ϕmχ′)+ b(v˜δεm, v˜δεm, ϕmχ) + 12 (v˜δεmdiv(v˜δεm), ϕmχ)
]
dt
+
∫ τ
0
[
a(T ; v˜δεm, ϕmχ) +
1
δ
(
div(v˜δεm), div (ϕm)χ
)
+
〈
ψ′ε(v˜
δ
εm), ϕmχ
〉]
dt =
∫ τ
0
(f˜ , ϕmχ) dt.
(3.66)
En passant à la limite quand m→∞ avec les convergences faibles et fortes obtenues, on
a ∫ τ
0
[
− (v˜δε , ϕχ′)+ b(v˜δε , v˜δε , ϕχ) + 12 (v˜δεdiv(v˜δε), ϕχ)
]
dt
+
∫ τ
0
a(T ; v˜δε , ϕχ) +
1
δ
(
div(v˜δε), χdiv ϕ
)
+ 〈L, ϕχ〉 dt =
∫ τ
0
(f˜ , ϕχ) dt,
(3.67)
où
(f˜ , ϕχ) = (f, ϕχ)− ζa(T ;G0, ϕχ)−
(
G0
∂ζ
∂t
, ϕχ
)
− ζ b(v˜δε , G0, ϕχ)
− ζb(G0, v˜δε +G0ζ, ϕχ).
Donc, on a pour tout χ ∈ D(0, τ)〈
(
∂
∂t
(v˜δε , ϕ), χ
〉
+
∫ τ
0
[
b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(
v˜δεdiv(v˜
δ
ε), ϕχ
) ]
dt
+
∫ τ
0
[
a(T ; v˜δε , ϕ) +
1
δ
(
div(v˜δε), div ϕ
)
+ 〈L, ϕ〉
]
χdt =
∫ τ
0
(f˜ , ϕ)χdt.
(3.68)
Reste à identiﬁer L, or d'après la monotonie de ψ′ε, on a
Xm =
∫ τ
0
< ψ′ε(v˜
δ
εm)− ψ′ε(φ), v˜δεm − φ > dt ≥ 0 ∀φ ∈ L2(0, τ ;V0), (3.69)
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or
Xm =
∫ τ
0
< ψ′ε(v˜
δ
εm), v˜
δ
εm > − < ψ′ε(v˜δεm), φ > − < ψ′ε(φ), v˜δεm − φ > dt,
et de (3.49),
< ψ′ε(v˜
δ
εm), v˜
δ
εm >= −((v˜δεm)′, v˜δεm)− a(T ; v˜δεm, v˜δεm)− b(v˜δεm, v˜δεm, v˜δεm)
−1
2
(v˜δεmdiv v˜
δ
εm, v˜
δ
εm)−
1
δ
(div v˜δεm, div v˜
δ
εm) + (f˜ , v˜
δ
εm).
En remplaçant dans Xm et en utilisant (3.39), on trouve
Xm = −
∫ τ
0
[
((v˜δεm)
′, v˜δεm) + a(T ; v˜
δ
εm, v˜
δ
εm) +
1
δ
(div v˜δεm, div v˜
δ
εm)
]
dt
+
∫ τ
0
(f˜ , v˜δεm) dt−
∫ τ
0
< ψ′ε(v˜
δ
εm), φ > dt−
∫ τ
0
< ψ′ε(φ), v˜
δ
εm − φ > dt,
d'autre part
Xm = −1
2
‖v˜δεm(τ)‖2L2(Ω) −
∫ τ
0
a(T ; v˜δεm, v˜
δ
εm) dt−
1
δ
∫ τ
0
(div v˜δεm, div v˜
δ
εm) dt
+
∫ τ
0
(f˜ , v˜δεm) dt+
1
2
‖v˜0‖2L2(Ω) −
∫ τ
0
< ψ′ε(v˜
δ
εm), φ > dt−
∫ τ
0
< ψ′ε(φ), v˜
δ
εm − φ > dt,
comme v˜δεm(τ) ⇀ v
δ
ε(τ) dans L
2(Ω), on a
lim sup
m→∞
(−‖v˜δεm(τ)‖2L2(Ω)) ≤ −‖vδε(τ)‖2L2(Ω),
alors, en utilisant (3.57)-(3.63)
0 ≤ lim sup
m→∞
Xm ≤ −1
2
‖v˜δε(τ)‖2L2(Ω) −
∫ τ
0
a(T, v˜δε , v˜
δ
ε) dt−
1
δ
‖div v˜δε‖2L2(0,τ ;L2(Ω))
+
∫ τ
0
(f˜ , v˜δε) dt+
1
2
‖v˜0‖2L2(Ω) −
∫ τ
0
< L, φ > dt−
∫ τ
0
< ψ′ε(φ), v˜
δ
ε − φ > dt.
(3.70)
En prenant ϕχ = v˜δε dans (3.67), on obtient avec (3.39)
−1
2
‖v˜δε(τ)‖2L2(Ω) −
∫ τ
0
a(T ; v˜δε , v˜
δ
ε) dt−
1
δ
∫ τ
0
(div v˜δε , div v˜
δ
ε) dt
+
∫ τ
0
(f˜ , v˜δε) dt =
∫ τ
0
< L, v˜δε > dt,
en remplaçant dans (3.70), on trouve∫ τ
0
< L − ψ′ε(φ), v˜δε − φ > dt ≥ 0 ∀φ ∈ L2(0, τ ;V0). (3.71)
Soit θ ∈ L2(0, τ ;V0) et soit un réel β > 0, en posant dans (3.71) φ = v˜δε(t)± βθ, on aura∫ τ
0
< L − ψ′ε(v˜δε ± βθ),±βθ > dt ≥ 0. (3.72)
68
3.4. Problème pénalisé (Pδε)
En divisant les deux cotés de (3.72) par β et en passant à la limite quand β → 0, d'où on
obtient ∫ τ
0
< L − ψ′ε(v˜δε), θ > dt = 0, (3.73)
donc
L = ψ′ε(v˜δε).
en remplaçant dans (3.68) et de (3.64), on a
v˜δε(0) = v˜
0δ
ε .
On en déduit que v˜δε est solution du problème (P
δ
ε).
3.4.2 Recherche de la pression limite
Dans la sous section qui suit, on s'intéresse au passage à la limite dans le problème
(Pδε), lorsque δ tend vers 0, aﬁn de récupérer la pression pε dans son espace approprié.
Lemme 3.4.3. Soit g ∈ L20(Ω), il existe une application P ∈ L(L20(Ω), H10 (Ω)) vériﬁant
div(P (g)) = g.
Démonstration. Voir [37]
Lemme 3.4.4. Sous les hypothèses du lemme 3.4.1, en notant avec [37]
pδε = −
1
δ
div(v˜δε). (3.74)
où v˜δε est solution du problème pénalisé (P
δ
ε), on a que p
δ
ε est borné dans H
−1(0, τ ;L2(Ω)).
Démonstration. De la formulation variationnelle (3.36) avec (3.74), on a〈
∂
∂t
(v˜δε , ϕ), χ
〉
+
∫ τ
0
[
b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(v˜δεdiv(v˜
δ
ε), ϕχ) + a(T ; v˜
δ
ε , ϕχ)
]
dt
+
∫ τ
0
< ψ′ε(v˜
δ
ε), ϕχ > dt =
∫ τ
0
[
(pδε, χdivϕ) + (f˜ , ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ).
(3.75)
Considérons maintenant w ∈ H10 (0, τ ;L20(Ω)) donc∫
Ω
w(x, t) dx = 0. (3.76)
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On déﬁnit
η(t) = Pw(t).
En utilisant le lemme 3.4.3, on obtient que
div(η(t)) = w(t). (3.77)
Du théorème de Haim Brezis [8] P.129, il existe une constante C positive telle que
‖u‖L∞(]0,τ [) ≤ C‖u‖W 1,p(]0,τ [), ∀u ∈ W 1,p([0, τ [), ∀p ∈ [1,+∞[
donc
‖w‖L∞(0,τ ;L20(Ω)) ≤ C‖w‖W 1,p(0,τ ;L20(Ω))
alors en prenant p = 2, on déduit que w ∈ L∞(0, τ ;L20(Ω)), Pw(t) ∈ H10 (Ω), d'où
η ∈ L∞(0, τ ;H10 (Ω)),
∂η
∂t
∈ L2(0, τ ;H1(Ω))
en notant E l'espace suivant :
E = {η ∈ L∞(0, τ ;H10 (Ω)),
∂η
∂t
∈ L2(0, τ ;H1(Ω))}. (3.78)
En prenant dans (3.75), ϕχ = η, on obtient∫ τ
0
(pδε, w) dt =
∫ τ
0
(
∂v˜δε
∂t
, η) dt+
∫ τ
0
a(T ; v˜δε(t), η) dt+
∫ τ
0
b(v˜δε(t), v˜
δ
ε(t), η)
+
1
2
∫ τ
0
(v˜δεdiv(v˜
δ
ε)(t), η) dt−
∫ τ
0
(f˜ , η) dt.
(3.79)
Or ∫ τ
0
(
∂v˜δε
∂t
, η) dt = −
∫ τ
0
(
∂η
∂t
, v˜δε) dt+
[
(v˜δε , η)
]τ
0
= −
∫ τ
0
(
∂η
∂t
, v˜δε) dt+
[
(v˜δε , Pw)
]τ
0
,
comme w ∈ H10 (0, τ ;L20(Ω)) alors Pw = 0 en t = 0 et t = τ , on obtient alors∫ τ
0
(
∂v˜δε
∂t
, η) dt = −
∫ τ
0
(
∂η
∂t
, v˜δε) dt. (3.80)
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De (3.79) et en utilisant (3.80), on obtient∣∣∣∣∫ τ
0
(pδε, w) dt
∣∣∣∣ ≤ ‖v˜δε‖L2(0,τ ;L2(Ω))‖∂η∂t ‖L2(0,τ ;L2(Ω)) + µ∗√τ‖v˜δε‖L2(0,τ ;V0)‖η‖L∞(0,τ ;H10 (Ω))
+c
∣∣∣∣∫ τ
0
b(v˜δε , v˜
δ
ε , η) +
1
2
(v˜δεdiv(v˜
δ
ε), η) dt
∣∣∣∣+√τ‖f‖L2(0,τ ;L2(Ω))‖η‖L∞(0,τ ;L2(Ω))
+‖G0‖L2(Ω)‖∂ζ
∂t
‖L1(0,τ)‖η‖L∞(0,τ ;L2(Ω)) + µ∗‖G0‖H1(Ω)‖ζ‖L1(0,τ)‖η‖L∞(0,τ ;H10 (Ω))
+‖G0‖H1(Ω)‖v˜δε +G0ζ‖L2(0,τ ;H1(Ω))‖η‖L∞(0,τ ;H10 (Ω))‖ζ‖L2(0,τ)
+‖G0‖H1(Ω)‖ζ‖L2(0,τ)‖v˜δε‖L2(0,τ ;V0)‖η‖L∞(0,τ ;H10 (Ω)).
Or ∣∣∣∣∫ τ
0
b(v˜δε , v˜
δ
ε , η) dt
∣∣∣∣ ≤ ∫ τ
0
‖v˜δε‖L4(Ω)‖∇v˜δε‖L2(Ω)‖η‖L4(Ω)
≤ K
∫ τ
0
‖v˜δε‖L4(Ω)‖v˜δε‖V0‖η‖H10 (Ω),
donc∣∣∣∣∫ τ
0
b(v˜δε , v˜
δ
ε , η) +
1
2
(v˜δεdiv(v˜
δ
ε), η) dt
∣∣∣∣ ≤ K‖v˜δε‖L2(0,τ ;L4(Ω))‖v˜δε‖L2(0,τ ;V0)‖η‖L∞(0,τ ;H10 (Ω))
+
K
2
‖v˜δε‖L2(0,τ ;V0)‖div(v˜δε)‖L2(0,τ ;L2(Ω))‖η‖L∞(0,τ ;H10 (Ω))
≤ C4
(
‖v˜δε‖L2(0,τ ;V0)‖η‖L∞(0,τ ;H10 (Ω))
)
,
où
K‖v˜δε‖L2(0,τ ;L4(Ω)) +
K
2
‖div(v˜δε)‖L2(0,τ ;L2(Ω)) ≤ C4.
En utilisant la continuité de l'application P , on a
‖η‖L∞(0,τ ;H10 (Ω)) = ‖Pw‖L∞(0,τ ;H10 (Ω)) ≤ C‖w‖H10 (0,τ ;L20(Ω)),
des estimations (3.46)-(3.47), on obtient∣∣∣∣∫ τ
0
(pδε, w) dt
∣∣∣∣ ≤ C‖w‖H10 (0,τ ;L20(Ω)), w ∈ H10 (0, τ ;L20(Ω)). (3.81)
En intégrant (3.74) sur Ω et en utilisant la formule de Green, on obtient∫
Ω
pδε dx = −
1
δ
∫
∂Ω
v˜δεν ds
de (3.13)-(3.15) et (3.22), on a ∫
Ω
pδε(x, t) dx = 0. (3.82)
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D'autre part pour tout w ∈ H10 (0, τ ;L2(Ω)), on peut appliquer (3.81) en prenant
w˜ = w − 1
mesΩ
∫
Ω
w dx car w˜ ∈ H10 (0, τ ;L20(Ω)). (3.83)
En remplaçant w par w˜ dans (3.81), on a∣∣∣∣∫ τ
0
(pδε, w˜) dt
∣∣∣∣ ≤ C‖w˜‖H10 (0,τ ;L20(Ω)), w˜ ∈ H10 (0, τ ;L20(Ω)),
or∣∣∣∣∫ τ
0
(pδε, w −
1
mesΩ
∫
Ω
w dx) dt
∣∣∣∣ = ∣∣∣∣∫ τ
0
(pδε, w) dt−
1
mesΩ
∫ τ
0
(∫
Ω
pδε dx
)(∫
Ω
w dx
)
dt
∣∣∣∣ .
En utilisant (3.82), on obtient∣∣∣∣∫ τ
0
(pδε, w −
1
mesΩ
∫
Ω
w dx) dt
∣∣∣∣ = ∣∣∣∣∫ τ
0
(pδε, w) dt
∣∣∣∣ ≤ C‖w˜‖H10 (0,τ ;L20(Ω)),
mais
‖w˜‖H10 (0,τ ;L20(Ω)) ≤ ‖w‖H10 (0,τ ;L2(Ω)).
Donc ∣∣∣∣∫ τ
0
(pδε, w) dt
∣∣∣∣ ≤ C‖w‖H10 (0,τ ;L2(Ω)), ∀w ∈ H10 (0, τ ;L2(Ω)). (3.84)
De (3.84), on déduit que pδε est bornée dans H
−1(0, τ ;L2(Ω)).
3.4.3 La limite du problème (Pδε) (δ → 0)
De (3.82) on conclut que pδε ∈ H−1(0, τ ;L20(Ω)). Alors il existe une sous suite notée
encore pδε vériﬁant
pδε ⇀ pε, faiblement dans H
−1(0, τ ;L20(Ω)).
On déduit des estimations (3.46)-(3.47) que v˜δε est bornée dans L
2(0, τ ;V0) et dans L∞(0, τ ;L2(Ω))
indépendamment de δ, donc il existe une sous suite notée v˜δε vériﬁant les convergences
faibles suivantes quand δ → 0
v˜δε ⇀ v˜ε faiblement dans L
2(0, τ ;V0)
v˜δε ⇀ v˜ε faible étoile dans L
∞(0, τ ;L2(Ω)).
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De plus de (3.48) div(v˜δε) est bornée par δ dans L
2(0, τ ;L2(Ω)), donc il existe une sous
suite notée div(v˜δε) telle que
div(v˜δε)→ 0 quand δ → 0.
En revenant à (3.36) et en prenant ϕ ∈ Z et en poursuivant avec les mêmes majorations
faites dans la preuve du lemme 3.4.2, on obtient
‖(v˜δε)′‖L 43 (0,τ ;Z′) ≤ C, (3.85)
où C est une constante indépendante de δ et de ε.
On en déduit que (v˜δε)
′ est bornée dans L
4
3 (0, τ ;Z ′), donc il existe une sous suite notée
(v˜δε)
′ vériﬁant les convergences faibles suivantes :
(vδε)
′ ⇀ v′ε faiblement dans L
4
3 (0, τ ;Z ′).
En utilisant le lemme d'Aubin, on obtient la convergence forte suivante
v˜δε → v˜ε fortement dans L2(0, τ ;L2(Ω)),
en passant à la limite pour δ → 0 dans (3.75) après intégration par parties en temps, on
obtient qu'il existe v˜ε et pε solutions du problème variationnel suivant
Problème (Pε)Trouver v˜ε ∈ L2(0, τ ;V0div) ∩ L∞(0, τ ;L2(Ω)), v˜′ε ∈ L
4
3 (0, τ ;Z ′) et pε ∈
H−1(0, τ ;L20(Ω)) vériﬁant l'équation variationnelle
〈
∂
∂t
(v˜ε, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜ε, v˜ε, ϕχ) + a(T ; v˜ε, ϕχ)+ < ψ
′
ε(v˜ε), ϕχ >
]
dt
=
∫ τ
0
[
(pε, div(ϕχ)) + (f˜ , ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(3.86)
avec (3.38), on obtient la condition initiale
v˜ε(0, x) = v˜0(x). (3.87)
3.5 Résolution du problème global (PT)
Dans la sous section suivante, on s'intérèsse au passage à la limite quand ε→ 0 dans
le problème (Pε). On obtiendra l'existence d'une solution au problème PT muni de la loi
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de Tresca. On étudiera par la suite l'unicité de cette solution en dimension 2 en premier
puis en dimension 3 à l'aide de régularités supplémentaires.
3.5.1 Limite du problème (Pε)
Théorème 3.5.1. Sous les mêmes hypothèses du lemme 3.4.1, il existe v˜ ∈ L2(0, τ ;V0div)∩
L∞(0, τ ;L2(Ω)) et p ∈ H−1(0, τ ;L20(Ω)) solution du problème (PT).
Démonstration. Notons que les estimations obtenues dans les lemmes 3.4.1 et 3.4.2 sont
indépendantes de ε et de m et sous les mêmes hypothèses du lemme 3.4.1. Des estimations
(3.46)-(3.47) indépendantes de ε, on en déduit que v˜ε est bornée dans L2(0, τ ;V0), et
L∞(0, τ ;L2(Ω)), donc il existe une sous suite de (v˜ε)m≥1, notée (v˜ε)m≥1 et qui vériﬁe
v˜ε ⇀ v˜ dans L
2(0, τ ;V0), et faible* dans L∞(0, τ ;L2(Ω)). (3.88)
De l'estimation (3.85), v˜′ε est bornée dans L
4
3 (0, τ ;Z ′) indépendamment de ε, alors il existe
une sous suite de (v˜′ε)m≥1, notée (v˜
′
ε)m≥1 et qui vériﬁe la convergence suivante
v˜′ε ⇀ v˜
′ dans L
4
3 (0, τ ;Z ′). (3.89)
En utilisant l'argument de compacité d'Aubin, il existe une sous suite notée encore (v˜ε)ε>0
telle que
v˜ε → v˜ fortement dans L2(0, τ ;L2(Ω)) (3.90)
en utilisant le même raisonnement pour avoir (3.63), on a aussi
v˜ε → v˜ fortement dans L2(0, τ ;L2(ω)). (3.91)
On a 〈
∂
∂t
(v˜ε, ϕ) , χ
〉
+
∫ τ
0
[
a(T ; v˜ε, ϕχ) + b(v˜ε, v˜ε, ϕχ)
]
dt
+
∫ τ
0
[
< ψ′ε(v˜ε), ϕχ > −(pε, div(ϕ)χ)
]
dt =
∫ τ
0
(f˜ , ϕχ) dt,
(3.92)
Comme ψε est convexe, de la déﬁnition du sous diﬀérentiel de ψε en v˜ε(t), on a
ψε(ϕχ+ v˜ε)− ψε(v˜ε) ≥< ψ′ε(v˜ε), ϕχ >,
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alors, (3.92) devient〈
∂
∂t
(v˜ε, ϕ) , χ
〉
+
∫ τ
0
[
a(T ; v˜ε, ϕχ) + b(v˜ε, v˜ε, ϕχ)
]
dt
+
∫ τ
0
[
ψε(ϕχ+ v˜ε)− ψε(v˜ε)− (pε, div(ϕχ))
]
dt ≥
∫ τ
0
(f˜ , ϕχ) dt.
(3.93)
En utilisant l'intégration par parties en temps sur le premier terme, on a∫ τ
0
− (v˜ε, ϕχ′) + a(T ; v˜ε, ϕχ) + b(v˜ε, v˜ε, ϕχ) + ψε(ϕχ+ v˜ε) dt−
∫ τ
0
(pε, div(ϕχ)) dt
≥
∫ τ
0
(f˜ , ϕχ) + ψε(v˜ε) dt.
(3.94)
ψ′ est semi-continue inférieurement et en utilisant la convergence forte (3.91), on obtient
lim
ε→0
∫ τ
0
ψε(v˜ε) dt ≥
∫ τ
0
ψ(v˜) dt, (3.95)
Pour passer à la limite sur le terme ψε(ϕχ+ v˜ε), on utilise le fait que la convergence forte
dans L2(0, τ ;L2(ω)) implique que, v˜ε converge vers v˜ presque partout dans ]τ0, τ1[×ω et
vériﬁe une condition de domination [8].
En utilisant (3.88)-(3.90), on obtient∫ τ
0
− (v˜, ϕχ′) + a(T ; v˜ε, ϕχ) + b(v˜, v˜, ϕχ) dt
+
∫ τ
0
ψ(ϕχ+ v˜)− ψ(v˜)− (p, div(ϕχ)) dt ≥
∫ τ
0
(f˜ , ϕχ) dt,
(3.96)
en utilisant encore l'intégration par parties, on a〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ
0
a(T ; v˜ε, ϕχ) + b(v˜, v˜, ϕχ)ψ(ϕχ+ v˜)− ψ(v˜) dt
−
∫ τ
0
(p, div(ϕ)χ) dt ≥
∫ τ
0
(f˜ , ϕχ) dt, ∀ϕ ∈ V0, χ ∈ D(0, τ).
(3.97)
De plus avec (3.38), on obtient
v˜(0) = v˜0.
Avec la limite (v˜, p) est solution du problème muni de la loi de Tresca (3.33)-(3.34).
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3.5.2 Unicité de la solution du problème limite en dimension 2
Théorème 3.5.2. Sous les hypothèses du théorème 3.4.1, la solution (v˜, p) du problème
(3.33)-(3.34) est unique en dimension 2.
Démonstration. On suppose que le problème (3.33)-(3.34) admet 2 solutions v˜1 et v˜2.
Alors, elles vériﬁent les 2 inéquations suivantes :〈
∂
∂t
(v˜1, ϕ) , χ
〉
+
∫ τ
0
b(v˜1, v˜1, ϕχ)− (p, div(ϕχ)) + a(T ; v˜1, ϕχ) dt
+
∫ τ
0
ψ(ϕχ+ v˜1)− ψ(v˜1) dt ≥
∫ τ
0
(f˜ , ϕχ) dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(3.98)
〈
∂
∂t
(v˜2, ϕ) , χ
〉
+
∫ τ
0
b(v˜2, v˜2, ϕχ)− (p, div(ϕχ)) + a(T ; v˜2, ϕχ) dt
+
∫ τ
0
ψ(ϕχ+ v˜2)− ψ(v˜2) dt ≥
∫ τ
0
(f˜ , ϕχ) dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ).
(3.99)
En prenant ϕχ = v˜2 − v˜1 dans la première inéquation et ϕχ = v˜1 − v˜2 dans la seconde,
puis en additionnant les deux inéquations, on aura :∫ τ
0
1
2
∂
∂t
(v˜1 − v˜2, v˜1 − v˜2) + a(T ; v˜1 − v˜2, v˜1 − v˜2) + b(v˜1 +G0ζ, v˜1 +G0ζ, v˜1 − v˜2) dt
≤
∫ τ
0
b(v˜2 +G0ζ, v˜2 +G0ζ, v˜1 − v˜2) dt,
en utilisant la coercivité de a, on a
1
2
‖v˜1(τ)− v˜2(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜1 − v˜2‖2V0 dt+
∫ τ
0
b(v˜1 +G0ζ, v˜1 +G0ζ, v˜1 − v˜2) dt
≤
∫ τ
0
b(v˜2 +G0ζ, v˜2 +G0ζ, v˜1 − v˜2) dt+ 1
2
‖v˜1(0)− v˜2(0)‖2L2(Ω).
(3.100)
Or
b(v˜1 +G0ζ, v˜1 +G0ζ, v˜1 − v˜2) = b(v˜1 − v˜2, v˜1 +G0ζ, v˜1 − v˜2) + b(v˜2 +G0ζ, v˜1 +G0ζ, v˜1 − v˜2)
= b(v˜1 − v˜2, v˜1 +G0ζ, v˜1 − v˜2) + b(v˜2 +G0ζ, v˜1 − v˜2, v˜1 − v˜2) + b(v˜2, v˜2 +G0ζ, v˜1 − v˜2)
= b(v˜1 − v˜2, v˜1 +G0ζ, v˜1 − v˜2) + b(v˜2 +G0ζ, v˜2 +G0ζ, v˜1 − v˜2).
Alors
b(v˜1 +G0ζ, v˜1 +G0ζ, v˜1 − v˜2)− b(v˜2 +G0ζ, v˜2 +G0ζ, v˜1 − v˜2) = b(v˜1 − v˜2, v˜1 +G0ζ, v˜1 − v˜2).
(3.101)
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En remplaçant dans (3.100) et en majorant on obtient
1
2
‖v˜1(τ)− v˜2(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜1 − v˜2‖2V0 dt ≤
∫ τ
0
‖v˜1 − v˜2‖2L4(Ω)‖∇(v˜1 +G0ζ)‖L2(Ω) dt
+
1
2
‖v˜1(0)− v˜2(0)‖2L2(Ω)
En utilisant l'inégalité de Ladyzhenskaya (voir par exemple [12])
‖v˜‖L4(Ω) ≤ c‖v˜‖
1
2
L2(Ω)‖v˜‖
1
2
V0 , ∀v˜ ∈ V0,
on obtient
1
2
‖v˜1 − v˜2‖2L2(Ω) + α
∫ τ
0
‖v˜1 − v˜2‖2V0 dt ≤ c2
∫ τ
0
‖v˜1 − v˜2‖L2(Ω)‖v˜1 − v˜2‖V0‖∇(v˜1 +G0ζ)‖L2(Ω) dt
+
1
2
‖v˜1(0)− v˜2(0)‖2L2(Ω)
en utilisant l'inégalité de Young, on a
1
2
‖v˜1 − v˜2‖2L2(Ω) +
α
2
∫ τ
0
‖v˜1 − v˜2‖2V0 dt ≤
c4
2α
∫ τ
0
‖v˜1 − v˜2‖2L2(Ω)‖∇(v˜1 +G0ζ)‖2L2(Ω) dt
+
1
2
‖v˜1(0)− v˜2(0)‖2L2(Ω).
Avec l'inégalité de Poincaré, on a
‖v˜1 − v˜2‖2L2(Ω) +
α
C2P
∫ τ
0
‖v˜1 − v˜2‖2L2(Ω) dt ≤
c4
α
∫ τ
0
‖v˜1 − v˜2‖2L2(Ω)‖∇(v˜1 +G0ζ)‖2L2(Ω) dt
+‖v˜1(0)− v˜2(0)‖2L2(Ω),
(3.102)
par le lemme de Grönwall, on a
‖v˜1 − v˜2‖2L2(Ω) ≤ ‖v˜1(0)− v˜2(0)‖2L2(Ω) exp
(
−
∫ τ
0
[
α
C2P
− c
4
α
‖∇(v˜1 +G0ζ)‖2L2(Ω)
]
ds
)
.
Or ‖v˜1(0)− v˜2(0)‖2L2(Ω) = 0, ceci prouve l'unicité de la solution du problème limite (3.33)-
(3.34) ainsi que l'application v˜(0) 7→ v˜(t) est continue de L2(Ω) dans L2(Ω).
3.6 Régularités supplémentaires
Le but de cette partie est d'établir l'estimation (3.113) qui est suﬃsante ici pour dé-
duire l'unicité en dimension 3 d'espace et pour l'existence même des solutions du problème
(PC) (voir 3.132) et qui nécessite des hypothèses plus fortes sur ses données. Pour cela,
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nous établissons d'abord dans les deux lemmes suivants de nouvelles estimations de la
solution v˜δεm et sa dérivée.
Dans cette section, on choisit v˜δε(0) = v˜0 et v˜
0
m ∈ V ect{w1, . . . , wm} tel que v˜0m converge
fortement dans L2(Ω) vers v˜0 ou comme le premier vecteur d'une base hilbertienne de V0
et orthogonale dans L2(Ω).
Lemme 3.6.1. Soient f , µ, T et v0 les données du problème (PC). On suppose que
f ′ ∈ L2(0, τ ;L2(Ω)), µ′ ∈ L∞(R), ∇T (0) ∈ L4(Ω), v0 = s sur ω et v˜0 ∈ H2(Ω) ∩ V0div.
Alors toute solution v˜δεm du problème pénalisé (P
δ
εm) vériﬁe l'estimation suivante :
‖(v˜δεm)′(0)‖L2(Ω) ≤ C, (3.103)
où C est une constante indépendante de m, δ et de ε.
Démonstration. De l'équation (3.42) du problème (Pδεm), en prenant t = 0 et comme
ζ(0) = 1, on obtient(
(v˜δεm)
′(0), wk
)
+ b(v˜δεm(0), v˜
δ
εm(0), wk) +
1
2
(
v˜δεm(0)div(v˜
δ
εm(0)), wk
)
+ a(T (0); v˜δεm(0), wk)
+
1
δ
(div v˜δεm(0), div wk) +
〈
ψ′ε(v˜
δ
εm(0)), wk
〉
= (f˜(0), wk).
(3.104)
En multipliant (3.104) par (gδεk)
′(0) et en sommant de k = 1, . . . ,m, on obtient(
(v˜δεm)
′(0), (v˜δεm)
′(0)
)
+ b(v˜δεm(0), v˜
δ
εm(0), (v˜
δ
εm)
′(0)) +
1
2
(
v˜δεm(0)div(v˜
δ
εm(0)), (v˜
δ
εm)
′(0)
)
+a(T (0); v˜δεm(0), (v˜
δ
εm)
′(0)) +
1
δ
(div v˜δεm(0), div(v˜
δ
εm)
′(0)) +
〈
ψ′ε(v˜
δ
εm(0)), (v˜
δ
εm)
′(0)
〉
= (f˜(0), (v˜δεm)
′(0))
(3.105)
or
a(T (0); v˜δεm(0), (v˜
δ
εm)
′(0)) = 2
∫
Ω
µ(T (0))dij v˜
δ
εm(0)
∂
∂xj
(v˜δεm)
′(0) dx
= −2
∫
Ω
∂
∂xj
(µ(T (0))) dij v˜
δ
εm(0)(v˜
δ
εm)
′(0) dx− 2
∫
Ω
µ(T (0))∆(v˜δεm(0))(v˜
δ
εm)
′(0) dx,
en remplaçant dans (3.105) et en tenant compte du fait que v˜0 ∈ V0div, on a
‖(v˜δεm)′(0)‖2L2(Ω) = (f˜(0), (v˜δεm)′(0)) + 2(µ(T (0))∆v˜δεm(0), (v˜δεm)′(0))
+2(∇µ(T (0))∇v˜δεm(0), (v˜δεm)′(0))− b(v˜δεm(0), v˜δεm(0), (v˜δεm)′(0))
− 〈ψ′ε(v˜δεm(0)), (v˜δεm)′(0)〉 .
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On a 〈
ψ′ε(v˜
δ
εm(0)), (v˜
δ
εm)
′(0)
〉
=
∫
ω
l(0)
v˜0(v˜
δ
εm)
′(0)√
ε2 + |v˜0|2
dx′,
comme v0 = s sur ω alors
v˜0 = v0 −G0 = 0 sur ω
d'où 〈
ψ′ε(v˜
δ
εm(0)), (v˜
δ
εm)
′(0)
〉
= 0.
En majorant les termes du second membre, on a∣∣(µ(T (0))∆v˜δεm(0), (v˜δεm)′(0))∣∣ ≤ µ∗‖∆v˜δεm(0)‖L2(Ω)‖(v˜δεm)′(0)‖L2(Ω)
≤ µ∗‖v˜δεm(0)‖H2(Ω)‖(v˜δεm)′(0)‖L2(Ω),
et comme ∇(µ(T (0))) = µ′(T (0))∇T (0) alors∣∣(∇µ(T (0))∇v˜δεm(0), (v˜δεm)′(0))∣∣ ≤ ‖µ′‖L∞(R)‖∇T (0)‖L4(Ω)‖∇v˜δεm(0)‖L4(Ω)‖(v˜δεm)′(0)‖L2(Ω)∣∣b(v˜δεm(0), v˜δεm(0), (v˜δεm)′(0))∣∣ ≤ ‖v˜δεm(0)‖L4(Ω)‖∇v˜δεm(0)‖L4(Ω)‖(v˜δεm)′(0)‖L2(Ω)
≤ K2‖v˜δεm(0)‖V0‖v˜δεm(0)‖H2(Ω)‖(v˜δεm)′(0)‖L2(Ω).
Des majorations obtenues ci-dessus, on trouve
‖(v˜δεm)′(0)‖L2(Ω) ≤ ‖f(0)‖L2(Ω) + 2µ∗‖v˜δεm(0)‖H2(Ω) + 2K‖µ′‖L∞(R)‖∇(T (0))‖(L4(Ω))‖∇v˜δεm(0)‖V0
+K2‖v˜δεm(0)‖V0‖v˜δεm(0)‖H2(Ω) + ‖G0‖L2(Ω)
∣∣∣∣∂ζ∂t (0)
∣∣∣∣+ 2µ∗‖G0‖2H2(Ω)
+2K‖µ′‖L∞(R)‖∇(T (0))‖(L4(Ω))‖∇G0‖H1(Ω) +K2‖G0‖H1(Ω)‖∇ v˜δεm(0)‖V0 +K2‖G0‖H1(Ω)‖G0‖H2(Ω)
+K2‖v˜δεm(0)‖V0‖G0‖H2(Ω)
,
comme v˜δεm(0) = v˜0 ∈ H2(Ω) ∩ V0div et ∇T (0) ∈ L4(Ω), en posant
d1 = ‖f(0)‖L2(Ω) + 2µ∗‖v˜0‖H2(Ω) + 2K‖µ′‖L∞(R)‖∇(T (0))‖(L4(Ω))‖v˜0‖H2(Ω) +K2‖v˜0‖V0‖v˜0‖H2(Ω)
+‖G0‖L2(Ω)
∣∣∣∣∂ζ∂t (0)
∣∣∣∣+ 2K‖µ′‖L∞(R)‖∇(T (0))‖L4(Ω)‖G0‖H2(Ω) +K2‖G0‖H1(Ω)‖∇ v˜0‖V0
+K2‖G0‖H1(Ω)‖G0‖H2(Ω) +K2‖v˜0‖V0‖G0‖H2(Ω).
(3.106)
On déduit
‖(v˜δεm)′(0)‖L2(Ω) ≤ d1, (3.107)
d'où (3.103).
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On pose maintenant
d3 = 2‖f(0)‖2L2(Ω) + 2τ‖f ′‖2L2(0,τ ;L2(Ω)) +
2µ2∗
α
‖G0‖2H1(Ω)|ζ|2 +
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω)
+
(
3 +
2K4
α
‖∇G0‖2H1(Ω)
)
C1 exp(C2τ) (3.108)
+ 2
√
C1 exp(
C2τ
2
)
(
d21 exp(
∫ τ
0
Cˆ2(s) ds) +
∫ τ
0
Cˆ1(s) exp(
∫ s
0
Cˆ2(t) dt) ds
)
,
et
d3 <
α3
4K4c2
. (3.109)
Lemme 3.6.2. Supposons que les hypothèses du lemme 3.6.1 et (3.109) sont satisfaires,
supposons de plus que T ′ ∈ L∞(0, τ ;L∞(Ω)) et que l′ ∈ L2(0, τ ;L2(ω)), alors
‖(v˜δεm)′‖L2(0,τ ;V0) ≤ C (3.110)
‖(v˜δεm)′‖L∞(0,τ ;L2(Ω)) ≤ C, (3.111)
‖div(v˜δεm)′‖L2(0,τ ;L2(Ω)) ≤ Cδ, (3.112)
de plus,
‖v˜δεm‖L∞(0,τ ;V0) ≤ C, (3.113)
où C est une constante indépendante de m, de δ et de ε.
Démonstration. En dérivant par rapport à t les deux cotés de l'équation (3.42) du pro-
blème pénalisé, on a(
(v˜δεm)
′′, wk
)
+ a(T ; (v˜δεm)
′;wk) +
∫
Ω
µ′(T )T ′dij v˜δεmdijwk dx+ b((v
δ
εm)
′, v˜δεm, wk)
+
[
b(v˜δεm, (v˜
δ
εm)
′, wk) +
1
2
(
(v˜δεm)
′(div(v˜δεm), wk
)
+
1
2
(
v˜δεmdiv((v˜
δ
εm)
′), wk
)]
+
1
δ
(
div(v˜δεm)
′, div wk
)
+
〈(
ψ′ε(v˜
δ
εm)
)′
, wk
〉
= (f˜ ′, wk),
où
(f˜ ′, wk) = (f ′, wk)− ζ ′′ (G0, wk)− ζ ′a(T ;G0, wk)− ζ
∫
Ω
µ′(T )T ′dijG0dijwk dx
−ζ ′b(G0, v˜δεm +G0ζ, wk)− ζb(G0, (v˜δεm)′ +G0ζ ′, wk) + ζ ′b(v˜δεm, G0, wk)
+ζb((v˜δεm)
′, G0, wk).
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En multipliant par (gδεj)
′(t) et en sommant de j = 1 . . .m, on a(
(v˜δεm)
′′, (v˜δεm)
′)+ a(T ; (v˜δεm)′, (v˜δεm)′) + 1δ (div(v˜δεm)′, div(vδεm)′)+ 〈(ψ′ε(v˜δεm))′ , (v˜δεm)′〉
= −b(v˜δεm, (v˜δεm)′, (v˜δεm)′)−
1
2
(
(v˜δεm)
′div(v˜δεm), (v˜
δ
εm)
′)− ∫
Ω
µ′(T )T ′dij v˜δεmdij(v˜
δ
εm)
′ dx
−b((v˜δεm)′, v˜δεm, (v˜δεm)′)−
1
2
(
v˜δεmdiv((v˜
δ
εm)
′), (v˜δεm)
′)+ (f˜ ′, (v˜δεm)′).
Or par intégration par parties, on a
b(v˜δεm, (v˜
δ
εm)
′, (v˜δεm)
′) +
1
2
(
(v˜δεm)
′div(v˜δεm), (v˜
δ
εm)
′) = 0.
De la monotonie de ψ′, on a〈
ψ′(v˜δεm(t+ h))− ψ′(v˜δεm(t)), v˜δεm(t+ h)− v˜δεm(t)
〉 ≥ 0
alors 〈
ψ′(v˜δεm(t+ h))− ψ′(v˜δεm(t))
h
,
v˜δεm(t+ h)− v˜δεm(t)
h
〉
≥ 0
en passant à la limite quand h→ 0, on obtient∫
ω
l
(
v˜δεm√
ε2 + |v˜δεm|2
)′
(v˜δεm)
′ dx′ ≥
∫
ω
lε2
|(v˜δεm)′|2
(ε2 + |v˜δεm|2)
3
2
dx′ ≥ 0.
Mais〈(
ψ′ε(v˜
δ
εm)
)′
, (v˜δεm)
′
〉
=
∫
ω
l
(
v˜δεm√
ε2 + |v˜δεm|2
)′
(v˜δεm)
′ dx′ +
∫
ω
l′
v˜δεm(v˜
δ
εm)
′√
ε2 + |v˜δεm|2
dx′.
On obtient donc en utilisant la coercivité de a
1
2
∂
∂t
‖(v˜δεm)′‖2L2(Ω) + α‖(v˜δεm)′‖2V0 +
1
δ
‖div(v˜δεm)′‖2L2(Ω) ≤ −
∫
Ω
µ′(T )T ′(t)dij v˜δεmdij(v˜
δ
εm)
′ dx
−b((v˜δεm)′(t), v˜δεm, (v˜δεm)′)−
1
2
(
v˜δεmdiv((v˜
δ
εm)
′), (v˜δεm)
′)− (f˜ ′, (v˜δεm)′)
−
∫
Ω
µ′(T )T ′dijG0ζdij(v˜δεm)
′ dx−
∫
ω
l′
v˜δεm(v˜
δ
εm)
′√
ε2 + |v˜δεm|2
dx′
(3.114)
où
(f˜ ′, (v˜δεm)
′) = −ζ ′a(T ;G0, (v˜δεm)′)− ζ ′b(G0, v˜δεm, (v˜δεm)′)− ζb(G0, (v˜δεm)′, (v˜δεm)′)
−ζ ′b(v˜δεm, G0, (v˜δεm)′)− ζb((v˜δεm)′, G0, (v˜δεm)′) + (f ′, (v˜δεm)′)
−ζ ′′ (G0, (v˜δεm)′)− 2ζζ ′b(G0, G0, (v˜δεm)′).
(3.115)
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Le terme b(G0, (v˜δεm)
′, (v˜δεm)
′) s'annule car div G0 = 0.
En utilisant l'inégalité de Cauchy-Schwartz puis celle de Young dans le second membre
de (3.114), on a∣∣∣∣∫
Ω
µ′(T )T ′(t)dij v˜δεmdij(v˜
δ
εm)
′ dx
∣∣∣∣ ≤ ‖µ′‖L∞(R)‖T ′‖L∞(Ω)‖∇v˜δεm‖L2(Ω)‖∇(v˜δεm)′‖L2(Ω)
≤ ‖µ′‖L∞(R) sup
t∈[0,τ ]
‖T ′‖L∞(Ω)‖v˜δεm‖V0‖(v˜δεm)′‖V0
≤ C3‖v˜δεm‖V0‖(v˜δεm)′‖V0
≤ 3C
2
3
α
‖v˜δεm‖2V0 +
α
12
‖(v˜δεm)′‖2V0 ,
où
C3 = ‖µ′‖L∞(R)‖T ′‖L∞(0,τ ;L∞(Ω)), (3.116)
∣∣∣∣b((v˜δεm)′, (v˜δεm)′, v˜δεm(t)) + 12 (v˜δεmdiv((v˜δεm)′), (v˜δεm)′)
∣∣∣∣
≤ c‖v˜δεm‖L4(Ω)‖∇(v˜δεm)′‖L2(Ω)‖(v˜δεm)′‖L4(Ω)
≤ cK2‖v˜δεm‖V0‖(v˜δεm)′‖2V0
∣∣ζ ′a(T ;G0, (v˜δεm)′)∣∣ ≤ µ∗|ζ ′|‖G0‖H1(Ω)‖(v˜δεm)′‖V0
≤ α
12
‖(v˜δεm)′‖2V0 +
3µ2∗
α
|ζ ′|2‖G0‖2H1(Ω)
∣∣∣∣∫
Ω
µ′(T )T ′ζdijG0dij(v˜δεm)
′ dx
∣∣∣∣ ≤ ‖µ′‖L∞(R)‖T ′‖L∞(Ω)‖G0ζ‖H1(Ω)‖(v˜δεm)′‖V0
≤ α
12
‖(v˜δεm)′‖2V0 +
3C23
α
|ζ|2‖G0‖2H1(Ω)
∣∣ζ ′b(G0, v˜δεm, (v˜δεm)′)∣∣ ≤ |ζ ′|‖G0‖L4(Ω)‖∇v˜δεm‖L2(Ω)‖(v˜δεm)′‖L4(Ω)
≤ α
12
‖(v˜δεm)′‖2V0 +
3K4
α
|ζ ′|2‖G0‖2H1(Ω)‖v˜δεm‖2V0
∣∣ζ ′b(v˜δεm, G0, (v˜δεm)′)∣∣ ≤ |ζ ′|‖v˜δεm‖L4(Ω)‖∇G0‖L4(Ω)‖(v˜δεm)′‖L2(Ω)
≤ 1
4
‖(v˜δεm)′‖2L2(Ω) +K4|ζ ′|2‖G0‖2H2(Ω)‖v˜δεm‖2V0
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3.6. Régularités supplémentaires∣∣ζb((v˜δεm)′, G0, (v˜δεm)′)∣∣ ≤ |ζ|‖(v˜δεm)′‖L4(Ω)‖∇G0‖L4(Ω)‖(v˜δεm)′‖L2(Ω)
≤ α
12
‖(v˜δεm)′‖2V0 +
3K4
α
|ζ|2‖G0‖2H2(Ω)‖(v˜δεm)′‖2L2(Ω)
∣∣(f ′, (v˜δεm)′)∣∣ ≤ ‖f ′‖L2(Ω)‖(v˜δεm)′‖L2(Ω)
≤ ‖f ′‖2L2(Ω) +
1
4
‖(v˜δεm)′‖2L2(Ω)
∣∣ζ ′′ (G0, (v˜δεm)′)∣∣ ≤ |ζ ′′|‖G0‖L2(Ω)‖(v˜δεm)′‖L2(Ω)
≤ |ζ ′′|2‖‖G0‖2L2(Ω) +
1
4
‖(v˜δεm)′‖2L2(Ω)
∣∣2ζζ ′b(G0, G0, (v˜δεm)′)∣∣ ≤ 2|ζ||ζ ′|‖G0‖L4(Ω)‖∇G0‖L4(Ω)‖(v˜δεm)′‖L2(Ω)
≤ 4K2|ζ|2|ζ ′|2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω) +
1
4
‖(v˜δεm)′‖2L2(Ω)
∫
ω
l′
v˜δεm(v˜
δ
εm)
′√
ε2 + |v˜δεm|2
dx′ ≤ ‖l′‖L2(ω)‖(v˜δεm)′‖L2(ω) ≤ C(Ω)‖l′‖L2(ω)‖(v˜δεm)′‖V0
≤ α
12
‖(v˜δεm)′‖2V0 +
3C(Ω)2
α
‖l′‖2L2(ω).
En remplaçant dans l'inégalité (3.114), on aura
1
2
∂
∂t
‖(v˜δεm)′‖2L2(Ω) +
(α
2
− cK2‖v˜δεm‖V0
)
‖(v˜δεm)′‖2V0 +
1
δ
‖div(v˜δεm)′‖2L2(Ω) ≤(
3C23
α
+
3K4
α
|ζ ′|2‖G0‖2H1(Ω) +K4|ζ ′|2‖G0‖2H2(Ω)
)
‖v˜δεm‖2V0 +
3C(Ω)2
α
‖l′‖2L2(ω)
+
(
3K4
α
|ζ|2‖G0‖2H2(Ω) + 1
)
‖(v˜δεm)′‖2L2(Ω) + ‖f ′‖2L2(Ω) + ‖G0‖2L2(Ω)|ζ ′′|2
+
3µ2∗
α
|ζ ′|2‖G0‖2H1(Ω) +
3C23
α
|ζ|2‖G0‖2H1(Ω) + 4K2|ζ|2|ζ ′|2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω).
(3.117)
Aﬁn de démontrer que (α
2
− cK2‖v˜δεm‖V0
)
≥ 0,
on utilise l'idée illustrée dans [54], page 304.
En eﬀet, on a de (3.50) du lemme 3.4.1,
α‖v˜δεm(t)‖2V0 +
2
δ
‖div v˜δεm(t)‖2L2(Ω) ≤ ‖f‖2L2(Ω) +
2µ2∗
α
‖G0‖2H1(Ω)|ζ|2
+
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω) + 3‖v˜δεm(t)‖2L2(Ω) + 2K4α |ζ|2‖∇G0‖2H1(Ω)‖v˜δεm‖2L2(Ω)
+K4|ζ4|‖G0‖2H1(Ω)‖G0‖2H2(Ω) − 2((vδεm)′(t), vδεm(t)),
(3.118)
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en utilisant l'estimation (3.52), on a
α‖v˜δεm(t)‖2V0 +
2
δ
‖div v˜δεm(t)‖2L2(Ω) ≤ ‖f(t)‖2L2(Ω) +
2µ2∗
α
‖G0‖2H1(Ω)|ζ|2 +
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω)
+
(
3 +
2K4
α
|ζ|2‖∇G0‖2H1(Ω)
)
C1 exp(C2τ) +K
4|ζ4|‖G0‖2H1(Ω)‖G0‖2H2(Ω)
2‖(vδεm)′(t)‖L2(Ω)
√
C1 exp(
C2τ
2
).
(3.119)
Pour t = 0, on a ζ(0) = 1
α‖v˜δεm(0)‖2V0 +
2
δ
‖div v˜δεm(0)‖2L2(Ω) ≤ ‖f(0)‖2L2(Ω) +
2µ2∗
α
‖G0‖2H1(Ω) + |ζ ′(0)|2‖G0‖2L2(Ω)
+
(
3 +
2K4
α
‖∇G0‖2H1(Ω)
)
C1 exp(C2τ) + 2 d1
√
C1 exp(
C2τ
2
).
(3.120)
posons maintenant
d2 = ‖f(0)‖2L2(Ω) + |ζ ′(0)|2‖G0‖2L2(Ω) +
2µ2∗‖G0‖2H1(Ω)
α
+
(
3 +
2K4
α
‖∇G0‖2H1(Ω)
)
C1 exp(C2τ) + 2 d1
√
C1 exp(
C2τ
2
),
on vériﬁe avec (3.108) que d2 ≤ d3 et de (3.109), on obtient
‖v˜δεm(0)‖V0 ≤
α
2 cK2
.
De la continuité de l'application norme, il découle que α− cK2‖v˜δεm(0)‖V0 reste strictement
positive dans un certain intervalle de temps autour de l'origine 0. On note par τm le premier
temps t ≤ τ , tel que
α− 2 cK2‖v˜δεm(τm)‖V0 = 0
si τm = τ , alors
α− 2 cK2‖v˜δεm(τm)‖V0 ≥ 0 pour tout 0 ≤ t ≤ τm.
De (3.117), on a
1
2
∂
∂t
‖(v˜δεm)′‖2L2(Ω) ≤
(
3C23
α
+
3K4
α
|ζ ′|2‖G0‖2H1(Ω) +K4|ζ ′|2‖G0‖2H2(Ω)
)
‖v˜δεm‖2V0
+
3C(Ω)2
α
‖l′‖2L2(ω) +
(
3K4
α
|ζ|2‖G0‖2H2(Ω) + 1
)
‖(v˜δεm)′‖2L2(Ω) + ‖f ′‖2L2(Ω) + ‖G0‖2L2(Ω)|ζ ′′|2
+
3µ2∗
α
|ζ ′|2‖G0‖2H1(Ω) +
3C23
α
|ζ|2‖G0‖2H1(Ω) + 4K2|ζ|2|ζ ′|2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω), ∀t ∈ [0, τm].
(3.121)
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En posant
1
2
Cˆ1(t) =
(
3C23
α
+
3K4
α
|ζ ′|2‖G0‖2H1(Ω) +K4|ζ ′|2‖G0‖2H2(Ω)
)
‖v˜δεm‖2V0 + ‖f ′‖2L2(Ω)
+‖G0‖2L2(Ω)|ζ ′′|2 +
3µ2∗
α
|ζ ′|2‖G0‖2H1(Ω) +
3C23
α
|ζ|2‖G0‖2H1(Ω)
+
3C(Ω)2
α
‖l′‖2L2(ω) + 4K2|ζ|2|ζ ′|2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω),
1
2
Cˆ2(t) =
3K4
α
|ζ|2‖G0‖2H2(Ω) + 1
on a
∂
∂t
‖(v˜δεm)′‖2L2(Ω) ≤ Cˆ1(t) + Cˆ2(t)‖(v˜δεm)′‖2L2(Ω). (3.122)
En appliquant le lemme de Grönwall, on a
‖(v˜δεm)′(t)‖2L2(Ω) ≤ ‖(v˜δεm)′(0)‖2L2(Ω) exp(
∫ t
0
Cˆ2(s) ds) +
∫ t
0
Cˆ1(s) exp(
∫ s
0
Cˆ2(t) dt) ds
alors avec (3.106)
‖(v˜δεm)′‖2L2(Ω) ≤ d21 exp(
∫ τ
0
Cˆ2(s) ds) +
∫ τ
0
Cˆ1(s) exp(
∫ s
0
Cˆ2(t) dt) ds.
En remplaçant dans (3.119), on a
α‖v˜δεm(t)‖2V0 ≤ ‖f(t)‖2L2(Ω) +
2µ2∗
α
‖G0‖2H1(Ω)|ζ|2 +
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω) (3.123)
+
(
3 +
2K4
α
‖∇G0‖2H1(Ω)
)
C1 exp(C2τ)
+ 2
√
C1 exp(
C2τ
2
)
(
d21 exp(
∫ τ
0
Cˆ2(s) ds) +
∫ τ
0
Cˆ1(s) exp(
∫ s
0
Cˆ2(t) dt) ds
)
.
Comme f ′ ∈ L2(0, τ ;L2(Ω)), on peut écrire f(t) = f(0) + ∫ t
0
f ′(s) ds. On obtient donc
‖f(t)‖2L2(Ω) ≤ 2‖f(0)‖2L2(Ω) + 2τ‖f ′‖2L2(0,τ ;L2(Ω)).
En reportant dans (3.123), on trouve que
α‖v˜δεm(t)‖2V0 ≤ d3, 0 ≤ t ≤ τm.
De là, on a
α
2
−K2 c‖v˜δεm(t)‖2V0 ≥
α
2
−K2 c
√
d3
α
, 0 ≤ t ≤ τm,
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et de l'hypothèse (3.109), on a
α
2
−K2c‖v˜δεm(t)‖2V0 > 0, 0 ≤ t ≤ τm.
En intégrant (3.117) de 0 à s ≤ τm, on a
1
2
‖(v˜δεm)′(s)‖2L2(Ω) +
(
α
2
−K2 c
√
d3
α
)∫ s
0
‖(v˜δεm)′‖2V0 dt+
1
δ
∫ s
0
‖div(v˜δεm)′‖2L2(Ω) dt
≤ 1
2
‖(v˜δεm)′(0)‖2L2(Ω) +
(
3C23
α
+
3K4
α
|ζ ′|2L∞(0,s)‖G0‖2H1(Ω)
)∫ s
0
‖v˜δεm‖2V0 dt
+K4|ζ ′|2L∞(0,s)‖G0‖2H2(Ω)
∫ s
0
‖v˜δεm‖2V0 dt+
(
3K4
α
|ζ|2L∞(0,s)‖G0‖2H2(Ω) + 1
)∫ s
0
‖(v˜δεm)′‖2L2(Ω) dt
+
3C(Ω)2
α
‖l′‖2L2(0,τ ;L2(ω)) +
∫ s
0
‖f ′‖2L2(Ω) dt+ ‖G0‖2L2(Ω)|ζ ′′|2L2(0,s) +
3µ2∗
α
|ζ ′|2L2(0,s)‖G0‖2H1(Ω)
+
3C23
α
|ζ|2L2(0,s)‖G0‖2H1(Ω) + 4K2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)
∫ s
0
|ζ|2|ζ ′|2 dt.
(3.124)
En rappelant (3.106), on obtient
1
2
‖(v˜δεm)′(s)‖2L2(Ω) +
(
α
2
−K2 c
√
d3
α
)∫ s
0
‖(v˜δεm)′‖2V0 dt+
1
δ
∫ s
0
‖div(v˜δεm)′‖2L2(Ω) dt
≤ C ′ +
∫ s
0
‖(v˜δεm)′‖2L2(Ω) dt, (3.125)
où
C ′ =
1
2
d11 +
(
3C23
α
+
2K4
α
|ζ ′|2L∞(0,s)‖G0‖2H1(Ω) +K4|ζ ′|2L∞(0,s)‖G0‖2H2(Ω)
)∫ s
0
‖v˜δεm‖2V0 dt
+
3C(Ω)2
α
‖l′‖2L2(0,τ ;L2(ω)) +
∫ τ
0
‖f ′‖2L2(Ω) dt+ ‖G0‖2L2(Ω)|ζ ′′|2L2(0,τ) +
3µ2∗
α
|ζ ′|2L2(0,τ)‖G0‖2H1(Ω)
+
3C23
α
|ζ|2L2(0,τ)‖G0‖2H1(Ω) + 4K2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)
∫ τ
0
|ζ|2|ζ ′|2 dt.
C ′′ =
3K4
α
|ζ|2L∞(0,τ)‖G0‖2H2(Ω) + 1.
En utilisant le lemme de Grönwall, on trouve
‖(v˜δεm)′(s)‖L2(Ω) ≤ 2C ′ exp(2C ′′s), ∀s ∈ [0, τ ]
d'où (3.111), en en revenant dans (3.125), on obtient (3.110) et (3.112). De plus on a
v˜δεm(s)− v˜δεm(0) =
∫ s
0
(v˜δεm)
′(t) dt,
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comme v˜δεm(0) ∈ V0, on a
‖v˜δεm(s)‖V0 ≤ ‖v˜δεm(0) +
∫ s
0
(v˜δεm)
′(t) dt‖V0
≤ ‖v˜δεm(0)‖V0 + ‖
∫ s
0
(v˜δεm)
′(t) dt‖V0 ,
d'où
sup
s∈[0,τ ]
‖v˜δεm(s)‖V0 ≤ ‖v0‖V0 +
∫ τ
0
‖(v˜δεm)′(t)‖V0 dt,
de (3.110), il existe une constante notée encore C telle que (3.113) soit vraie.
3.6.1 Unicité de la solution pour une viscosité suﬃsamment grande
L'unicité de la solution du problème de Navier-Stokes muni de la loi de Tresca n'est
pas assurée dans un domaine Ω quelconque de R3 [27, 37, 54], ni pour un nombre de
reynolds trop grand c'est à dire ni pour une viscosité trop petite.
Théorème 3.6.1. Pour f ∈ L2(0, τ ;L2(Ω)), v˜0 ∈ L2(Ω), G0 ∈ H1(Ω) et ζ ∈ C∞([0, τ ]) il
existe µ0 tel que pour tout µ ≥ µ0 > 0, la solution (v˜, p) du problème limite (3.33)-(3.34)
est unique pour Ω ⊂ R3.
Démonstration. En reprenant la même démonstration du théorème 3.5.2, on obtient aussi
1
2
‖v˜1(s)− v˜2(s)‖2L2(Ω) −
1
2
‖v˜1(0)− v˜2(0)‖2L2(Ω) + α
∫ s
0
‖v˜1 − v˜2‖2V0 dt
+
∫ s
0
b(v˜1 − v˜2, v˜1 +G0ζ, v˜1 − v˜2) dt ≤ 0.
Comme v˜1(0) = v˜2(0) = v˜0, on obtient :
1
2
‖v˜1(s)− v˜2(s)‖2L2(Ω) + α
∫ s
0
‖v˜1 − v˜2‖2V0 dt ≤
∫ s
0
‖v˜1 − v˜2‖2L4(Ω)‖∇(v˜1 +G0ζ)‖L2(Ω) dt.
(3.126)
En utilisant l'injection de H1(Ω) dans L4(Ω), on a
1
2
‖v˜1(s)− v˜2(s)‖2L2(Ω) + α
∫ s
0
‖v˜1 − v˜2‖2V0 dt ≤ K2
∫ s
0
‖v˜1 − v˜2‖2V0‖∇(v˜1 +G0ζ)‖L2(Ω) dt.
(3.127)
En utilisant l'estimation (3.111), on a
‖∇(v˜ +G0ζ)‖L∞(0,τ ;L2(Ω)) ≤ C,
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on a
1
2
‖v˜1(s)− v˜2(s)‖2L2(Ω) +
(
α− CK2) ∫ s
0
‖v˜1 − v˜2‖2V0 dt ≤≤ 0.
Pour que le second terme de l'inéquation soit positif, il faut que
α > CK2. (3.128)
Comme α dépend de µ. Pour tout µ ≥ µ0 (viscosité suﬃsamment grande), on a en utilisant
l'inégalité de Poincaré, on obtient
‖v˜1 − v˜2)‖2L2(0,τ ;L2(Ω)) = 0.
Nous venons de démontrer l'existence et l'unicité (pour µ ≥ µ0) de la solution (v˜, p)
au problème muni de la loi de Tresca en dimension 3.
3.7 Existence de solutions du problème (PC)
La deuxième partie de la démonstration de l'existence de solutions du problème (PC)
(muni de la loi de Coulomb), est basée sur l'existence d'un point ﬁxe de l'application
déﬁnie par
L2(0, τ ;H
1
2
+(ω)) −→ L2(0, τ ;V0div)×H−1(0, τ ;L20(Ω)) −→ L2(0, τ ;H
1
2
+(ω))
l 7−→ (v˜l, pl) 7−→ Σ(l) = kS(σν(vl, pl)),
où (v˜l, pl) sont solution du problème variationnel (3.33)-(3.34). De l'unicité de la solution
(v˜l, pl) du problème (3.33)-(3.34), l'application Σ est bien déﬁnie.
Proposition 3.7.1. Sous les hypothèses du théorème 3.6.1 et du lemme 3.6.1, pour tout
l1, l2 dans L
2(0, τ ;H
1
2
+(ω)), on a
‖v˜l1 − v˜l2‖L2(0,τ ;V0div) ≤ C‖l1 − l2‖
L2(0,τ ;H
1
2
+ (ω))
. (3.129)
où C est une constante positive indépendante de l1 et l2.
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Démonstration. Soient l1, l2 deux éléments de L2(0, τ ;H
1
2
+(ω)), et v˜l1 , v˜l2 les éléments as-
sociés vériﬁant le problème (3.33)-(3.34), on a〈
∂
∂t
(v˜l1 , ϕ), χ
〉
+
∫ τ
0
[
a(T ; v˜l1 , ϕχ) + b(v˜l1 , v˜l1 , ϕχ)− (pl1 , div ϕχ)
]
dt
+
∫ τ
0
[
ψl1(ϕχ+ v˜l1)− ψl1(v˜1)− (f˜ , ϕχ)
]
dt ≥ 0 ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(3.130)
〈
∂
∂t
(v˜l2 , ϕ), χ
〉
+
∫ τ
0
[
a(T ; v˜l2 , ϕχ) + b(v˜l2 , v˜l2 , ϕχ)− (pl2 , div ϕχ)
]
dt
+
∫ τ
0
[
ψl2(ϕχ+ v˜l2)− ψl2(v˜l2)− (f˜ , ϕχ)
]
dt ≥ 0 ∀ϕ ∈ V0, ∀χ ∈ D(0, τ).
(3.131)
En prenant ϕχ = v˜l2 − v˜l1 dans (3.130) et ϕχ = v˜l1 − v˜l2 dans (3.131) et en utilisant le
fait que v˜l1 , v˜l2 ∈ V0div, on aura∫ τ
0
(
∂v˜l1
∂t
, v˜l2 − v˜l1
)
+ a(T ; v˜l1 , v˜l2 − v˜l1) + b(v˜l1 , v˜l1 , v˜l2 − v˜l1) dt
+
∫ τ
0
ψl1(v˜l2)− ψl1(v˜1)− (f˜ , v˜l2 − v˜1) dt ≥ 0
∫ τ
0
(
∂v˜l2
∂t
, v˜l1 − v˜l2
)
+ a(T ; v˜l2 , v˜l1 − v˜l2) + b(v˜l2 , v˜l2 , v˜l1 − v˜l2) dt
+
∫ τ
0
ψl2(v˜l1)− ψl2(v˜2)− (f˜ , v˜l1 − v˜2) dt ≥ 0.
En additionnant les deux inéquations, on obtient∫ τ
0
(
∂v˜l1 − v˜l2
∂t
, v˜l1 − v˜l2
)
+ a(T ; v˜l1 − v˜l2 , v˜l1 − v˜l2) + b(v˜l2 +G0ζ, v˜l2 +G0ζ, v˜l1 − v˜l2) dt
−
∫ τ
0
b(v˜l1 +G0ζ, v˜ll +G0ζ, v˜l1 − v˜l2) dt ≤
∫ τ
0
ψl1(v˜l2)− ψl1(v˜l1) + ψl2(v˜l1)− ψl2(v˜l2) dt.
Alors, en utilisant la coercivité de a
1
2
‖v˜l1(τ)− v˜l2(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜l1 − v˜l2‖2V0div dt ≤
∫ τ
0
∫
ω
(l1 − l2) (|v˜l2| − |v˜l1|) dx′ dt
−
∫ τ
0
b(v˜l1 − v˜l2 , v˜l1 +G0ζ, v˜l1 − v˜l2) dt,
en utilisant la continuité de b (3.28), on a
1
2
‖v˜l1(τ)− v˜l2(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜l1 − v˜l2‖2V0div dt ≤
∫ τ
0
∫
ω
(l1 − l2) (|v˜l2| − |v˜l1|) dx′ dt
+K2
∫ τ
0
‖v˜l1 − v˜l2‖2V0div‖v˜l1 +G0ζ‖Vdiv dt,
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donc
1
2
‖v˜l1(τ)− v˜l2(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜l1 − v˜l2‖2Vdiv dt ≤
∫ τ
0
∫
ω
(l1 − l2) (|v˜l2| − |v˜l1|) dx′ dt
+K2
∫ τ
0
‖v˜l1 +G0ζ‖Vdiv‖v˜l1 − v˜l2‖2V0div dt,
en utilisant l'inégalité ‖|a| − |b|‖ ≤ |a − b|, la continuité de l'application trace sur ω et
l'inégalité de Poincaré, on obtient∫
ω
(l1 − l2) (|v˜l2| − |v˜l1|) dx′ ≤ C(Ω)‖l1 − l2‖L2(ω)‖v˜l1 − v˜l2‖V0div
≤ C(Ω)‖l1 − l2‖
H
1
2
+ (ω)
‖v˜l1 − v˜l2‖V0div
de l'injection de H
1
2
+(ω) dans L
2
+(ω), il existe une constante dont le produit avec C(Ω) est
noté encore C(Ω), on a
1
2
‖v˜l1(τ)− v˜l2(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜l1 − v˜l2‖2V0div dt ≤ C(Ω)
∫ τ
0
‖l1 − l2‖H 12 (ω)‖v˜l1 − v˜l2‖V0div dt
+K2
∫ τ
0
‖v˜l1 +G0ζ‖Vdiv‖v˜l1 − v˜l2‖2V0div dt.
(3.132)
En utilisant l'estimation (3.113), on a
1
2
‖v˜l1(τ)− v˜l2(τ)‖2L2(Ω) + (α−K2‖v˜l1 +G0ζ‖L∞(0,τ ;Vdiv))‖v˜l1 − v˜l2‖2L2(0,τ ;V0div) ≤
≤ C(Ω)
∫ τ
0
‖l1 − l2‖
H
1
2
+ (ω)
‖v˜l1 − v˜l2‖V0div dt
de (3.128), il existe C ′ > 0 tel que
α−K2‖v˜l1 +G0ζ‖L∞(0,τ ;Vdiv) > C ′ > 0.
En utilisant l'inégalité de Cauchy-Schwarz :
1
2
‖v˜l1(τ)− v˜l2(τ)‖2L2(Ω) + C ′‖v˜l1 − v˜l2‖2L2(0,τ ;V0div) ≤
≤ C(Ω)‖l1 − l2‖
L2(0,τ ;H
1
2
+ (ω))
‖v˜l1 − v˜l2‖L2(0,τ ;V0div),
alors
‖v˜l1 − v˜l2‖L2(0,τ ;V0div) ≤
C(Ω)
C ′
‖l1 − l2‖
L2(0,τ ;H
1
2
+ (ω))
. (3.133)
D'où (3.129).
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Lemme 3.7.1. On suppose qu'on a
‖v‖F ≤ A‖u‖E +B, ∀u ∈ E,
où A et B sont deux constantes réelles positives et E et F sont deux espaces normés.
Alors on a
‖v‖F ≤ (A+B)‖u‖E, ∀u ∈ E.
Démonstration. On distingue deux cas
 Si ‖u‖E ≤ 1 alors A‖u‖E +B ≤ A+B
 Si ‖u‖E > 1 alors A‖u‖E +B = ‖u‖E(A+ B‖u‖E ) ≤ (A+B)‖u‖E.
Alors pour tout ‖u‖E ∈ E, on a A‖u‖E +B ≤ (A+B)‖u‖E.
Théorème 3.7.1. Sous les hypothèses de la proposition 3.7.1, le problème (PC) admet
au moins une solution.
Démonstration. En utilisant le théorème du point ﬁxe de Schauder, on va démontrer que
l'application Σ admet un point ﬁxe.
Pour celà, on cherche d'abord c > 0 tel que Σ(B) ⊂ B où
B = {l ∈ L2(0, τ ;H
1
2
0 (ω)) : ‖l‖L2(0,τ ;H 12 (ω)) ≤ c}.
On a de la déﬁnition de Σ
‖Σ(l)‖
L2(0,τ ;H
1
2
+ (ω))
≤ k‖S(σν(vl, pl))‖
L2(0,τ ;H
1
2
+ (ω))
≤ c1k‖σν(vl, pl)‖L2(0,τ ;H− 12 (ω)) (3.134)
où c1 est la norme de l'application continue et linéaire S déﬁnie de H−
1
2 (ω) dans H
1
2 (ω).
On cherche maintenant à majorer ‖σν(vl, pl)‖L2(0,τ ;H− 12 (ω)). En eﬀet en prenant dans (3.32)
ϕiχ = ψ ∈ L2(0, τ ;V0div), on obtient∫ τ
0
∫
Ω
(
∂vi
∂t
+ (v.∇)vi
)
ψ dx dt = −
∫ τ
0
[∫
Ω
σij
∂
∂xj
ψ dx+
∫
ω
σijνjψ dσ +
∫
Ω
fiψ dx
]
dt
(3.135)
alors, en remplaçant dans l'intégrale sur Ω, σij par sa valeur (3.9), on a∫
ω
σijνjψ dx
′ =
(
∂vi
∂t
, ψ
)
+ b((v, v, ψ) + a(T ; v, ψ)− (f, ψ).
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En utilisant (3.29), on trouve∣∣∣∣∫ τ
0
∫
ω
σijνjψ dx
′ dt
∣∣∣∣ ≤ ‖∂v∂t ‖L2(0,τ ;L2(Ω))‖ψ‖L2(0,τ ;L2(Ω))
+K2‖v‖L∞(0,τ ;V)‖v‖L2(0,τ ;V)‖ψ‖L2(0,τ ;H1(Ω)) + 2µ∗‖v‖L2(0,τ ;V)‖ψ‖L2(0,τ ;H1(Ω))
+‖f‖L2(0,τ ;L2(Ω))‖ψ‖L2(0,τ ;L2(Ω))
alors de l'estimation (3.113), on a pour une constante C indépendante de ε, de m et de δ
sup
t∈[0,τ ]
‖v˜δεm(t)‖V0 ≤ C
donc
v˜δεm(t) ⇀ v˜(t) dans V0 ∀t ∈ [0, τ ],
du théorème de Banach-Steinhaus, on déduit que
‖v˜(t)‖V0 ≤ lim inf ‖‖v˜δεm(t)‖V0 ,
en prenant le sup de t ∈ [0, τ ] et en remplaçant v˜ par v −G0ζ, on a
‖v‖L∞(0,τ ;V) ≤ C.
Il existe alors c′ une constante qui dépend aussi K et de µ∗ tel que∣∣∣∣∫ τ
0
∫
ω
σijνj(ψ) dx
′ dt
∣∣∣∣ ≤ (‖∂v∂t ‖L2(0,τ ;L2(Ω)) + c′‖v‖L2(0,τ ;V) + ‖f‖L2(0,τ ;L2(Ω))
)
‖ψ‖L2(0,τ ;H1(Ω))
d'où
‖σijνj‖L2(0,τ ;H− 12 (ω)) ≤ ‖
∂v
∂t
‖L2(0,τ ;L2(Ω)) + c′‖v‖L2(0,τ ;V) + ‖f‖L2(0,τ ;L2(Ω))
alors en utilisant l'estimation (3.111), on en déduit que
‖(v˜δεm)′‖L2(0,τ ;L2(Ω)) ≤ C
donc
(v˜δεm)
′ ⇀ (v˜)′ faiblement dans L2(0, τ ;L2(Ω))
alors quand m→∞, δ et ε tendent vers 0 respectivement, on a
‖(v˜)′‖L2(0,τ ;L2(Ω)) ≤ lim inf ‖(v˜δεm)′‖L2(0,τ ;L2(Ω))
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ainsi
‖(v˜)′‖L2(0,τ ;L2(Ω)) ≤ C,
du lemme 3.7.1 avec c2 = c1 + C + ‖f‖L2(0,τ ;L2(Ω)), on a
‖σijνj‖L2(0,τ ;H− 12 (ω)) ≤ c2‖v‖L2(0,τ ;V).
De plus σν = σijνjνi, on a alors
‖σν‖L2(0,τ ;H− 12 (ω)) ≤ c2‖v‖L2(0,τ ;V). (3.136)
De (3.134) et (3.136), on obtient
‖Σ(l)‖
L2(0,τ ;H
1
2
+ (ω))
≤ c1c2k‖vl‖L2(0,τ ;Vdiv).
Et de l'estimation (3.47), on déduit
‖Σ(l)‖
L2(0,τ ;H
1
2
+ (ω))
≤ c1c2Ck.
Notons c = c1c2Ck le rayon de la boule B, donc l'application Σ est déﬁnie de B dans
lui-même.
Montrons maintenant que Σ est lipschitzienne, en eﬀet
‖Σ(l1)− Σ(l2)‖
L2(0,τ ;H
1
2
+ (ω))
≤ k‖S(σν(vl1))− S(σν(vl2))‖L2(0,τ ;L2(ω))
≤ c1c2k‖vl1 − vl2‖L2(0,τ ;Vdiv),
or de la proposition précédente, on a
‖vl1 − vl2‖L2(0,τ ;Vdiv) ≤
C(Ω)
C ′
‖l1 − l2‖
L2(0,τ ;H
1
2
+ (ω))
,
alors
‖Σ(l1)− Σ(l2)‖
L2(0,τ ;H
1
2
+ (ω))
≤ c1c2kC(Ω)
C ′
‖l1 − l2‖
L2(0,τ ;H
1
2
+ (ω))
,
de là, on déduit que l'application Σ est lipschitzienne. Du théorème de Schauder, l'ap-
plication Σ admet au moins un point ﬁxe. C'est à dire que le paramètre l du problème
variationnel (3.33)-(3.34) devient kS(σν(vl, pl)), alors (vl, pl) est solution du problème
(P).
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Remarque 3.7.1. Le théorème 3.6.1 s'applique aussi bien au problème (PC). On obtient
donc l'unicité de la solution (v, p) ∈ L2(0, τ ;Vdiv)∩L∞(0, τ ;L2(Ω))×H−1(0, τ ;L20(Ω)) du
problème (PC) sous la condition µ ≥ µ∗.
Remarque 3.7.2. On pouvait aussi utiliser le théorème du point ﬁxe de Banach qui
assure l'existence et l'unicité de solution. Ce théorème nécessite le fait que l'application Σ
soit contractante, en prenant
k∗ =
C ′
c1c2C(Ω)
, (3.137)
alors pour
0 ≤ k < k∗,
l'application Σ admet une solution unique.
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Chapitre 4
Etude numérique du problème
d'écoulement
4.1 Introduction
Dans ce chapitre, on s'intéresse à l'étude d'un problème d'écoulement newtonien, non-
isotherme, incompressible muni de la loi de Tresca par une technique de discrétisation en
temps. Dans un premier lieu, on introduira un problème auxiliaire muni de la loi de Tresca
et on traitera l'existence de solutions par la méthode de Galerkin d'une manière analogue
à celle du chapitre précédent. On cherchera des estimations sur la vitesse, sa dérivée ainsi
que la pression qui soient indépendantes du pas de temps aﬁn de pouvoir passer à la
limite. Ensuite, on se restreindra à un cas particulier (en dimension 2) et on cherchera
des estimations sur la dérivée de la vitesse. Dans la dernière section, on s'intéressera à la
discrétisation en temps du problème (PT) du chapitre précédent. On étudiera le problème
en dimension 2 puis en dimension 3. Enﬁn, on discutera la convergence entre la solution
du problème discrétisé et celle du problème (PT).
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4.2 Etude d'un problème auxiliaire
Dans ce chapitre, Ω désignera le domaine considéré dans le chapitre précédent
Ω = {(x′, xn) ∈ Rn : x′ ∈ ω, 0 < xn < h(x′)} .
où x′ = (x1, . . . , xn−1) ∈ Rn−1, x = (x′, xn) ∈ Rn. Nous rappellons que la frontière de Ω
est consituée de trois parties
∂Ω = Γ = ω ∪ ΓL ∪ Γ1,
où ω = {(x′, xn) ∈ Ω : xn = 0}, Γ1 = {(x′, xn) ∈ Ω : xn = h(x′)} et ΓL la partie latérale de
∂Ω. On suppose que h est une fonction continue et vériﬁant 0 < hmin < h(x′) < hmax pour
tout x′ ∈ Rn−1. Nous considérons l'écoulement non-stationnaire, non-isotherme, incom-
pressible d'un ﬂuide newtonien. Cet écoulement est gouverné par l'équation de Navier-
Stokes
∂v
∂t
+ (v.∇)v − 2div
(
µ(T˜ )D(v)
)
+∇p = f(t) dans Ω×]τ0, τ1[, (4.1)
munie de la condition d'incompressibilité
div(v) = 0 dans Ω×]τ0, τ1[, (4.2)
et de la condition initiale
v(τ0, x) = v0(x) pour x ∈ Ω. (4.3)
Dans ce qui suit, on utilise la convention de sommation sur les indices répétés. La viscosité
µ est une fonction de C1(R,R) et il existe µ∗, µ∗ deux constantes strictement positives
telles que :
µ∗ ≤ µ(X) ≤ µ∗ ∀X ∈ R. (4.4)
De plus, µ est lipschitzienne de rapport Cµ. Nous décrirons ci-dessous les conditions aux
limites
v = 0 sur Γ1, (4.5)
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v = gζ sur ΓL, (4.6)
où g est une fonction indépendante de t et ζ ∈ C∞([τ0, τ1]). On suppose que
g ∈ H 32 (ΓL), et s ∈ H 32 (ω) (4.7)
avec ∫
ΓL
g.ν dσ = 0, (4.8)
où ν = (ν1, . . . , νn) est le vecteur unitaire normal à Γ extérieur à Ω. La composante
normale de la vitesse sur ω est nulle
vν = v · ν = 0 sur ω. (4.9)
Sur ω la composante tangentielle de la vitesse satisfait la loi de Tresca, où l˜ est le seuil
de frottement
‖σT ‖Rn−1 < l˜⇒ vT = sζ
‖σT ‖Rn−1 = l˜⇒ ∃λ ≥ 0 tel que vT = sζ − λσT .
(4.10)
Il existe G0 ∈ H2(Ω) tel que (voir page 51)
div G0 = 0 dans Ω, G0 = g(x) sur ΓL, G0T = s sur ω,
G0.ν = 0 sur ω, G0 = 0 sur Γ1.
On rappelle les convexes V et Vdiv de H1(Ω)
V = {ϕ ∈ H1(Ω) : ϕ = 0 sur Γ1, ϕ = G0 sur ΓL, ϕ · ν = 0 sur ω} ,
Vdiv = {ϕ ∈ V : div(ϕ) = 0 dans Ω} ,
et les espaces fonctionnels suivants
V0 =
{
ϕ ∈ H1(Ω) : ϕ = 0 sur ΓL ∪ Γ1, ϕ · ν = 0 sur ω
}
,
V0div = {ϕ ∈ V : div(ϕ) = 0 dans Ω} ,
L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
.
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L'espace vectoriel V0 est muni de la norme H1(Ω)
‖.‖H1(Ω) =
(
‖.‖2L2(Ω) + ‖∇.‖2L2(Ω)
) 1
2
et L20(Ω) est muni de la norme L
2(Ω). On déﬁnit les applications suivantes
a : V0 × V0 → R
(u, v) 7→ a(T˜ ;u, v) =
∫
Ω
µ(T˜ )dij(u)dij(v) dx
′dxn
b : V0 × V0 × V0 → R
(u, v, w) 7→ b(u, v, w) =
∫
Ω
ui
∂vj
∂xi
wj dx
′ dxn,
ψ : V0 → R
v 7→ ψ(v) =
∫
ω
l˜|v| d x′,
où T˜ est la température et dij(u) est le tenseur de déformation
(dij(u))1≤i,j≤n =
(
1
2
(
∂ui
∂xj
+
∂uj
∂xi
))
1≤i,j≤n
.
Avec (4.4), on obtient que la forme bilinéaire a est continue
|a(T˜ ;u, v)| ≤ µ∗‖u‖V0‖v‖V0 ∀u, v ∈ V0,
et coercive car il existe une constante α > 0 qui dépend de µ∗ et de la constante de Korn,
tel que
a(T˜ ; v, v) ≥ α‖v‖2V0 ∀v ∈ V0.
La forme trilinéaire b vériﬁe pour tout u, v, w ∈ V0div
b(u, v, w) + b(u,w, v) = 0, (4.11)
et pour u ∈ V0div et v ∈ V0, on a
b(u, v, v) = 0.
La formulation variationnelle est donnée ainsi
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Problème 4.2.1. Trouver v˜ ∈ L2(τ0, τ1;V0div)∩L∞(τ0, τ1;L2(Ω)) et p ∈ H−1(τ0, τ1;L20(Ω))
telles que
〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ1
τ0
[
b(v˜, v˜, ϕχ)− (p(t), div(ϕχ)) + a(T˜ ; v˜, ϕχ)
]
dt
+
∫ τ1
τ0
[
ψ(ϕχ+ v˜)− ψ(v˜)
]
dt ≥
∫ τ1
τ0
[
(f, ϕχ)− ζa(T˜ ;G0, ϕχ)−
(
G0
∂ζ
∂t
, ϕχ
)]
dt
−
∫ τ1
τ0
[
ζ b(G0, v˜ +G0ζ, ϕχ) + ζ b(v˜, G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(τ0, τ1)
v˜(τ0, x) = v˜0(x), x ∈ Ω.
(4.12)
où (., .) représente le produit scalaire dans L2(Ω), v˜0 ∈ L2(Ω), f ∈ L2(τ0, τ1;L2(Ω)),
T˜ ∈ L2(τ0, τ1;L2(Ω)) et l˜ ∈ L2(τ0, τ1;L2+(ω)). Notons Z = H10div(Ω) l'espace des fonctions
de H10 (Ω) à divergence nulle muni de la norme de H
1(Ω) et Z ′ son dual. Pour passer
d'une inéquation variationnelle à une équation variationnelle, on régularise la condition
aux limites sur ω en introduisant
ψε(v) =
∫
ω
l˜
√
ε2 + |v|2 dx′, ∀ε > 0, ∀v ∈ V0,
qui est diﬀérentiable au sens de Gâteaux sur V0, de diﬀérentielle ψ′ε déﬁnie par
< ψ′ε(w), v >=
∫
ω
l˜
(v, w)√
ε2 + |w|2 dx
′, ∀ε > 0, ∀v, w ∈ V0.
Aﬁn de démontrer l'existence de solutions par la méthode de Galerkin, on introduit de
plus une pénalisation de la divergence de v˜ de paramètre δ [37]. Alors, le problème (4.12)
devient
Problème 4.2.2. Soient δ > 0, ε > 0.
Trouver v˜δε ∈ L2(τ0, τ1;V0) ∩ L∞(τ0, τ1;L2(Ω)) et (v˜δε)′ ∈ L
4
3 (τ0, τ1;Z
′) solution de〈
∂
∂t
(
v˜δε , ϕ
)
, χ
〉
+
∫ τ1
τ0
[
b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(
v˜δεdiv(v˜
δ
ε), ϕχ
)
+ a(T˜ ; v˜δε , ϕχ)
]
dt
+
∫ τ1
τ0
[1
δ
(
div(v˜δε), χdiv ϕ
)
+
〈
ψ′ε(v˜
δ
ε), ϕχ
〉 ]
dt =
∫ τ1
τ0
[
(f, ϕχ)− ζa(T˜ ;G0, ϕχ)
]
dt
−
∫ τ1
τ0
[(
G0
∂ζ
∂t
, ϕχ
)
+ ζ b(G0, v˜
δ
ε +G0ζ, ϕχ) + ζ b(v˜
δ
ε , G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(τ0, τ1)
(4.13)
v˜δε(τ0, x) = v˜0(x), x ∈ Ω. (4.14)
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4.2.1 Méthode de Galerkin
Si v˜0 6= 0 et v˜0 ∈ V0, on considère V = {w ∈ V0, (v˜0, w) = 0}, il s'agit d'un sous
espace vectoriel fermé de H1(Ω). Il existe donc (vi)i≥1 une base hilbertienne orthonormale
de V pour la norme de H1(Ω) telle que (vi)i≥1 est une famille orthogonale dans L2(Ω).
De plus pour tout w ∈ V0 on peut déﬁnir
w˜ = w − (w, v˜0) v˜0‖v˜0‖2L2(Ω)
∈ V .
Donc la famille (v˜0, v1, . . . , vm) est une base hilbertienne de V0 muni de la norme de
H1(Ω). De plus, puisque V0 est dense dans L2(Ω), la famille (v˜0, v1, . . . , vm) est une base
hilbertienne orthogonale de L2(Ω).
On déﬁnit alors w1 = v˜0, wj+1 = vj pour tout j ≥ 1, de sorte que (wj)j≥1 est une base
hilbertienne de V0 pour la norme H1(Ω) et une base hilbertienne orthogonale de L2(Ω). Si
v˜0 = 0 ou si v˜0 /∈ V0, puisque V0 est un sous espace vectoriel fermé de H1(Ω) dense dans
L2(Ω), il admet une base hilbertienne (wj)j≥1 orthonormale dans H1(Ω) et orthogonale
dans L2(Ω). Pour tout m ≥ 1, on choisit v˜0m ∈ V ect{w1, . . . , wm} tel que v˜0m converge
fortement dans L2(Ω) vers v˜0. On introduit v˜δεm ainsi
v˜δεm(t, x) =
m∑
j=1
gδεj(t)wj(x),
telle que(
∂v˜δεm
∂t
, wk
)
+ b(v˜δεm, v˜
δ
εm, wk) +
1
2
(
v˜δεmdiv(v˜
δ
εm), wk
)
+ a(T˜ ; v˜δεm, wk)
+
1
δ
(
div(v˜δεm), div wk
)
+
〈
ψ′ε(v˜
δ
εm), wk
〉
= (f, wk)− ζa(T˜ ;G0, wk)
−
(
G0
∂ζ
∂t
, wk
)
− ζ b(G0, v˜δεm +G0ζ, wk)− ζb(v˜δεm, G0, wk) 1 ≤ k ≤ m.
(4.15)
v˜δεm(τ0) = v˜
0
m. (4.16)
En remplaçant v˜δεm par sa valeur dans (4.15), on obtient une équation diﬀérentielle non
linéaire. Du théorème de Cauchy, on déduit que le système admet une solution unique
maximale dans H1(τ0, τm). Les estimations qui vont suivre nous permettront de prolonger
la solution dans tout l'intervalle [τ0, τ1].
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Lemme 4.2.1. Pour tout f ∈ L2(τ0, τ1;L2(Ω)), G0 ∈ H2(Ω), ζ ∈ C∞([τ0, τ1]), v˜0 ∈
L2(Ω) et l˜ ∈ L2(τ0, τ1;L2+(ω)) la solution du système (4.15)-(4.16) vériﬁe les estimations
suivantes :
sup
t∈[τ0,τ1]
‖v˜δεm(t)‖L2(Ω) ≤ C, (4.17)
‖v˜δεm‖L2(τ0,τ1;V0) ≤ C, (4.18)
‖div(v˜δεm)‖L2(τ0,τ1;L2(Ω)) ≤ C
√
δ, (4.19)
où C est une constante indépendante de ε, de m, et de δ.
Démonstration. En multipliant l'équation (4.15) par gδεj(t) et en sommant pour j allant
de 1 à m, on obtient(
∂v˜δεm
∂t
, v˜δεm
)
+ b(v˜δεm, v˜
δ
εm, v˜
δ
εm) +
1
2
(
v˜δεmdiv(v˜
δ
εm), v˜
δ
εm
)
+ a(T˜ ; v˜δεm, v˜
δ
εm)
+
1
δ
(
div v˜δεm, div v˜
δ
εm
)
+
〈
ψ′ε(v˜
δ
εm), v˜
δ
εm
〉
= (f, v˜δεm)− ζa(T˜ ;G0, v˜δεm)
−∂ζ
∂t
(
G0, v˜
δ
εm
)− ζb(G0, v˜δεm +G0ζ, v˜δεm)− ζb(v˜δεm, G0, v˜δεm).
(4.20)
Remarquons que
b(v˜δεm, v˜
δ
εm, v˜
δ
εm) +
1
2
(
v˜δεmdiv(v˜
δ
εm), v˜
δ
εm
)
= 0.
Puisque l˜ ∈ L2(τ0, τ1;L2+(ω)), on a〈
ψ′ε(v˜
δ
εm), v˜
δ
εm
〉
=
∫
ω
l˜
|v˜δεm|2√
ε2 + |v˜δεm|2
dx′ ≥ 0, ∀t ∈ [τ0, τ1].
On en déduit(
∂v˜δεm
∂t
, v˜δεm
)
+ a(T˜ ; v˜δεm, v˜
δ
εm) +
1
δ
(
div(v˜δεm), div(v˜
δ
εm)
)
≤ (f, v˜δεm)− ζa(T˜ ;G0, v˜δεm)−
∂ζ
∂t
(
G0, v˜
δ
εm
)− ζb(G0, v˜δεm, v˜δεm)
−ζb(v˜δεm, G0, v˜δεm)− ζ2b(G0, G0, v˜δεm).
En utilisant la coercivité de a, on a(
∂v˜δεm
∂t
, v˜δεm
)
+ α‖v˜δεm‖2V0 +
1
δ
‖div(v˜δεm)‖2L2(Ω)
≤ (f, v˜δεm)− ζa(T˜ ;G0, v˜δεm)−
∂ζ
∂t
(
G0, v˜
δ
εm
)− ζb(G0, v˜δεm, v˜δεm)
− ζb(v˜δεm, G0, v˜δεm)− ζ2b(G0, G0, v˜δεm).
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Comme div G0 = 0, le terme b(G0, v˜δεm, v˜
δ
εm) s'annule. Notons K la constante d'injection
de H1(Ω) dans L4(Ω).
En utilisant l'inégalité de Cauchy-Schwarz puis celle de Young dans tous les termes du
second membre, on obtient respectivement∣∣(f, v˜δεm)∣∣ ≤ ‖f‖L2(Ω)‖v˜δεm‖L2(Ω)
≤ 1
2
‖f(t)‖2L2(Ω) +
1
2
‖v˜δεm‖2L2(Ω)∣∣∣ζ a(T˜ ;G0, v˜δεm)∣∣∣ ≤ µ∗|ζ|‖v˜δεm‖V0‖G0‖H1(Ω)
≤ α
4
‖v˜δεm‖2V0 +
µ2∗
α
‖G0‖2H1(Ω)|ζ|2∣∣∣∣∂ζ∂t (G0, v˜δεm)
∣∣∣∣ ≤ ∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω)‖v˜δεm‖L2(Ω)
≤ 1
2
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω) + 12‖v˜δεm‖2L2(Ω)∣∣ζb(v˜δεm, G0, v˜δεm)∣∣ ≤ |ζ|‖v˜δεm‖L4(Ω)‖∇G0‖L4(Ω)‖v˜δεm‖L2(Ω)
≤ α
4
‖v˜δεm‖2V0 +
K4
α
|ζ|2‖∇G0‖2H1(Ω)‖v˜δεm‖2L2(Ω)∣∣ ζ2b(G0, G0, v˜δεm)∣∣ ≤ |ζ2|G0‖L4(Ω)‖∇G0‖L4(Ω)‖v˜δεm‖L2(Ω)
≤ 1
2
‖v˜δεm‖2L2(Ω) +
K4
2
|ζ|4‖G0‖2H1(Ω)‖∇G0‖2H1(Ω).
En rassemblant ces termes, on obtient
1
2
∂
∂t
‖v˜δεm‖2L2(Ω) +
α
2
‖v˜δεm‖2V0 +
1
δ
‖div(v˜δεm)‖2L2(Ω) ≤
1
2
‖f‖2L2(Ω) +
µ2∗
α
‖G0‖2H1(Ω)|ζ|2
+
1
2
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖G0‖2L2(Ω) + 32‖v˜δεm‖2L2(Ω) + K4α |ζ|2‖∇G0‖2H1(Ω)‖v˜δεm‖2L2(Ω)
+
K4
2
|ζ4|‖G0‖2H1(Ω)‖G0‖2H2(Ω).
(4.21)
En intégrant de τ0 à s, où τ0 < s < τ1 on obtient
1
2
‖v˜δεm(s)‖2L2(Ω) +
α
2
∫ s
τ0
‖v˜δεm‖2V0 dt+
1
δ
∫ s
τ0
‖div(v˜δεm)‖2L2(Ω) dt ≤
1
2
‖v˜δεm(τ0)‖2L2(Ω)
+
1
2
∫ s
τ0
‖f(t)‖2L2(Ω) dt+
µ2∗
α
‖G0‖2H1(Ω)
∫ s
τ0
|ζ|2 dt+ 1
2
‖G0‖2L2(Ω)
∫ s
τ0
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt
+
3
2
∫ s
τ0
‖v˜δεm‖2L2(Ω) dt+
K4
α
‖∇G0‖2H1(Ω)
∫ s
τ0
|ζ|2‖v˜δεm‖2L2(Ω) dt
+
K4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)
∫ s
τ0
|ζ|4 dt.
(4.22)
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On trouve
1
2
‖v˜δεm(s)‖2L2(Ω) +
α
2
∫ s
τ0
‖v˜δεm‖2V0 dt+
1
δ
∫ s
τ0
‖div(v˜δεm)‖2L2(Ω) dt
≤ Cm1 + C2
∫ s
τ0
‖v˜δεm(t)‖2L2(Ω) dt,
(4.23)
où
C
m
1 =
1
2
‖v˜0m‖2L2(Ω) + C1
C1 =
1
2
∫ τ1
τ0
‖f‖2L2(Ω) dt+
µ2∗
α
‖G0‖2H1(Ω)|τ1 − τ0|‖ζ‖2L∞(τ0,τ1)
+
1
2
‖G0‖2L2(Ω)|τ1 − τ0|
∥∥∥∥∂ζ∂t
∥∥∥∥2
L∞(τ0,τ1)
+
K4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)|τ1 − τ0|‖ζ‖4L∞(τ0,τ1)
C2 =
3
2
+
K4
α
‖ζ‖2L∞(τ0,τ1)‖∇G0‖2H1(Ω).
En utilisant le lemme de Grönwall, on a
‖v˜δεm(s)‖2L2(Ω) ≤ 2C
m
1 exp
(
2C2(s− τ0)
)
, ∀s ∈ [τ0, τ1]. (4.24)
Puisque (v˜0m)m≥1 converge fortement vers v˜0 dans L
2(Ω), C
m
1 est bornée indépendamment
de m et il existe C1 tel que C
m
1 ≤ C1 pour tout m ≥ 1. En prenant le sup sur s ∈ [τ0, τ1],
on trouve (4.17). En reprenant dans (4.23), on obtient∫ s
τ0
‖v˜δεm‖2V0 dt ≤
2C1
α
exp
(
2C2(s− τ0)
)
, ∀s ∈ [τ0, τ1] (4.25)
∫ s
τ0
‖div(v˜δεm)‖2L2(Ω) dt ≤ δC1 exp
(
2C2(s− τ0)
)
, ∀s ∈ [τ0, τ1]
d'où (4.18) et (4.19).
Pour pourvoir passer à la limite, on a besoin de régularité sur la dérivée de la vitesse
v˜δεm.
Lemme 4.2.2. Sous les hypothèses du lemme 4.2.1, la dérivée en temps de vδεm vériﬁe
l'estimation suivante
‖(v˜δεm)′‖L 43 (τ0,τ1;V ′0) ≤ Cδ, (4.26)
où C est une constante indépendante de m et de ε.
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Démonstration. Soit ϕ ∈ V0. Si v˜0 6= 0 et v˜0 ∈ V0, on déﬁnit ϕ˜ = ϕ − (ϕ, v˜0) v˜0‖v˜0‖2
L2(Ω)
et
ϕ˜p p ≥ 2 comme la projection orthogonale de ϕ˜ sur l'espace engendré par {v1, . . . , vp−1}
pour le produit scalaire de H1(Ω). Pour tout p ≥ 2, on pose
ϕp = ϕ˜p + (ϕ, v˜0)
v˜0
‖v˜0‖2L2(Ω)
.
Si v˜0 = 0 ou v˜0 /∈ V0, on déﬁnit ϕp comme la projection orthogonale de ϕ sur l'espace
engendré par {w1, . . . , wp}. Dans les deux cas, on a
ϕp =
p∑
k=1
βkwk, βk ∈ R, pour tout p ≥ 2,
et ϕp → ϕ fortement dans V0.
On multiplie l'équation (4.15) par βk et on somme de k = 1 . . .m, m ≥ 2. On obtient(
(v˜δεm)
′, ϕm
)
= −a(T˜ ; v˜δεm, ϕm)− b(v˜δεm, v˜δεm, ϕm)−
1
2
(v˜δεmdiv v˜
δ
εm, ϕm)
−1
δ
(div v˜δεm, divϕm)− < ψ′ε(v˜δεm), ϕm > +(f, ϕm)− ζ a(T˜ ;G0, ϕm)
−
(
G0
∂ζ
∂t
, ϕm
)
− ζ b(G0, v˜δεm +G0ζ, ϕm)− ζ b(v˜δεm, G0, ϕm).
(4.27)
En majorant les termes du second membre, on a
| ((v˜δεm)′, ϕm) | ≤ µ∗‖v˜δεm‖V0‖ϕm‖V0 + 32‖v˜δεm‖L3(Ω)‖∇v˜δεm‖L2(Ω)‖ϕm‖L6(Ω)
+
1
δ
‖div v˜δεm‖L2(Ω)‖divϕm‖L2(Ω) + ‖l˜‖L2(ω)‖ϕm‖L2(ω) + ‖f‖L2(Ω)‖ϕm‖L2(Ω)
+µ∗|ζ|‖G0‖H1(Ω)‖ϕm‖V0 + ‖G0‖L2(Ω)|
∂ζ
∂t
|‖ϕm‖L2(Ω)
+|ζ|‖G0‖L4(Ω)‖v˜δεm‖V0‖ϕm‖L4(Ω)
+|ζ|2‖G0‖L4(Ω)‖∇G0‖L2(Ω)‖ϕm‖L4(Ω) + |ζ|‖v˜δεm‖L4(Ω)‖∇G0‖L2(Ω)‖ϕm‖L4(Ω).
En utilisant l'inégalité de Sobolev [36] (c est une constante qui ne dépend que de Ω)
‖u‖L3(Ω) ≤ c‖u‖
1
2
L2(Ω)‖u‖
1
2
L6(Ω), ∀u ∈ L6(Ω)
et les injections de H1(Ω) dans L6(Ω) et de H1(Ω) dans L4(Ω), on obtient
| ((v˜δεm)′, ϕm) | ≤ µ∗‖v˜δεm‖V0‖ϕm‖V0 + (c1‖v˜δεm‖ 12L2(Ω)‖v˜δεm‖ 32V0) ‖ϕm‖V0
+
1
δ
‖div v˜δεm‖L2(Ω)‖ϕm‖V0 + C(Ω)‖l˜‖L2(ω)‖ϕm‖V0 + ‖f‖L2(Ω)‖ϕm‖L2(Ω)
+µ∗|ζ|‖G0‖H1(Ω)‖ϕm‖V0 + ‖G0‖L2(Ω)|
∂ζ
∂t
|‖ϕm‖L2(Ω)
+2K2|ζ|‖G0‖H1(Ω)‖v˜δεm‖V0‖ϕm‖V0 +K2|ζ|‖G0‖H1(Ω)‖∇G0‖L2(Ω)‖ϕm‖V0 ,
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où C(Ω) est la constante de l'application trace et c1 = 32cK˜ où K˜ est la constante d'in-
jection de H1(Ω) dans L6(Ω). Comme (wj)j≥1 est une base hilbertienne orthogonale dans
L2(Ω), on a
(
(v˜δεm)
′, ϕm
)
=
(
(v˜δεm)
′, ϕ
)
.
D'autre part si v˜0 6= 0 et v˜0 ∈ V0, on a
‖ϕm‖H1(Ω) = ‖ϕ˜m + (ϕ, v˜0) v˜0‖v˜0‖2L2(Ω)
‖H1(Ω) pour tout m ≥ 2.
Comme ϕ˜m est la projection orthogonale pour le produit scalaireH1(Ω) de ϕ˜ sur {v1, . . . , vm−1},
on obtient
‖ϕm‖H1(Ω) ≤ ‖ϕ‖H1(Ω)
(
1 +
2‖v˜0‖H1(Ω)
‖v˜0‖L2(Ω)
)
.
Si v˜0 = 0 ou si v˜0 /∈ V0 alors ‖ϕm‖H1(Ω) ≤ ‖ϕ‖H1(Ω) car ϕm est la projection orthogonale
de ϕ pour le produit scalaire de H1(Ω) sur {v1, . . . , vm}.
Posons C2 = 1 +
2‖v˜0‖H1(Ω)
‖v˜0‖L2(Ω)
si v˜0 6= 0 et v˜0 ∈ V0 et C2 = 1 sinon. On obtient alors
‖(v˜δεm)′‖V ′0 ≤ C2
[
µ∗‖v˜δεm‖V0 +
(
c1‖v˜δεm‖
1
2
L2(Ω)‖∇ v˜δεm‖
3
2
L2(Ω)
)
+
1
δ
‖div v˜δεm‖L2(Ω)
+C(Ω)‖l˜‖L2(ω) + ‖f‖L2(Ω) + µ∗|ζ|‖G0‖H1(Ω) + ‖G0‖L2(Ω)|∂ζ
∂t
|
+2K2|ζ|‖G0‖H1(Ω)‖v˜δεm‖V0 +K2|ζ|2‖G0‖2H1(Ω)
]
.
En intégrant de τ0 à τ1 et en utilisant
(a+ b)
4
3 ≤ 2 13 (a 43 + b 43 ) a, b ≥ 0
on a pour une constante C indépendante de m, de δ et de ε telle que∫ τ1
τ0
‖(v˜δεm)′‖
4
3
V ′0 dt ≤ Cµ
4
3∗
∫ τ1
τ0
‖v˜δεm‖
4
3
V0 dt+ Cc
4
3
1
∫ τ1
τ0
‖v˜δεm‖
2
3
L2(Ω)‖∇ v˜δεm‖2L2(Ω) dt
+
C
δ
4
3
∫ τ1
τ0
‖div v˜δεm‖
4
3
L2(Ω) dt+ C(Ω)
4
3C
∫ τ1
τ0
‖l˜‖
4
3
L2(ω) dt+ C
∫ τ1
τ0
‖f‖
4
3
L2(Ω) dt
+Cµ
4
3∗ ‖G0‖
4
3
H1(Ω)
∫ τ1
τ0
|ζ| 43 dt+ C‖G0‖
4
3
L2(Ω)
∫ τ1
τ0
|∂ζ
∂t
| 43 dt
+2CK
8
3‖G0‖
4
3
H1(Ω)
∫ τ1
τ0
|ζ| 43‖v˜δεm‖
4
3
V0 dt+ CK
8
3‖G0‖
8
3
H1(Ω)
∫ τ1
τ0
‖ζ‖ 83 dt.
(4.28)
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En utilisant l'inégalité de Hölder (p = 3
2
, q = 3), on a∫ τ1
τ0
‖(v˜δεm)′‖
4
3
V ′0 dt ≤ µ
4
3∗C|τ1 − τ0| 13‖v˜δεm‖
4
3
L2(τ0,τ1;V0) + Cc
4
3
1 ‖v˜δεm‖
2
3
L∞(τ0,τ1;L2(Ω))‖v˜δεm‖2L2(τ0,τ1;V0)
+
C
δ
4
3
|τ1 − τ0| 13‖div v˜δεm‖
4
3
L2(τ0,τ1;L2(Ω))
+ C(Ω)
4
3C|τ1 − τ0| 13‖l˜‖
4
3
L2(τ0,τ1;L2(ω))
+C|τ1 − τ0| 13‖f‖
4
3
L2(τ0,τ1;L2(Ω))
+ Cµ
4
3∗ ‖G0‖
4
3
H1(Ω)|τ1 − τ0|‖ζ‖
4
3
L∞(τ0,τ1)
+C‖G0‖
4
3
L2(Ω)|τ1 − τ0|‖
∂ζ
∂t
‖
4
3
L∞(τ0,τ1) + 2CK
8
3‖G0‖
4
3
H1(Ω)|τ1 − τ0|
1
3‖ζ‖
4
3
L∞(τ0,τ1)‖v˜δεm‖
4
3
L2(τ0,τ1;V0)
+CK
8
3‖G0‖
8
3
H1(Ω)|τ1 − τ0|‖ζ‖
8
3
L∞(τ0,τ1).
Comme v˜δεm est borné dans L
2(τ0, τ1;V0)∩L∞(τ0, τ1;L2(Ω)) indépendamment de m, de ε
et de δ, on trouve ∫ τ1
τ0
‖(v˜δεm)′‖
4
3
V ′0 dt ≤ Cδ,
où C est une constante indépendante de m et de ε. D'où (4.26).
Passage à la limite sur m On s'intéresse maintenant au passage à la limite quandm→∞.
Des estimations a priori obtenues dans les lemmes 4.2.1 et 4.2.2, on déduit qu'il existe
une sous suite notée (v˜δεm) vériﬁant les convergences suivantes
v˜δεm ⇀ v˜
δ
ε faiblement dans L
2(τ0, τ1;V0) (4.29)
v˜δεm ⇀ v˜
δ
ε faible * dans L
∞(τ0, τ1;L2(Ω)) (4.30)
div(v˜δεm) ⇀ div(v˜
δ
ε) faiblement dans L
2(τ0, τ1;L
2(Ω)). (4.31)
(v˜δεm)
′ ⇀ (v˜δε)
′ faiblement dans L
4
3 (τ0, τ1;V ′0). (4.32)
En appliquant le lemme d'Aubin, on a les convergences fortes suivantes
v˜δεm → v˜δε fortement dans L2(τ0, τ1;L4(Ω)) (4.33)
v˜δεm → v˜δε fortement dans L2(τ0, τ1;L2(ω)). (4.34)
En utilisant le lemme de Simon entre (4.30) et (4.32), on a
v˜δεm → v˜δε fortement dans C0([τ0, τ1];H), (4.35)
106
4.2. Etude d'un problème auxiliaire
où H est un espace de Banach tel que L2(Ω) ⊂ H ⊂ V ′0, avec injection compacte de L2(Ω)
dans H.
Soit ϕ ∈ V0 et (ϕm)m≥2 la suite construite comme dans le lemme 2.4.2, on a
ϕm =
m∑
k=1
βkwk, pour tout m ≥ 2
et ϕm → ϕ fortement dans V0.
En multipliant (4.15) par βkχ et en sommant de k = 1 à m, on obtient après intégration
entre τ0 et τ1∫ τ1
τ0
[(
∂v˜δεm
∂t
, ϕmχ
)
+ b(v˜δεm, v˜
δ
εm, ϕmχ) +
1
2
(
v˜δεmdiv(v˜
δ
εm), ϕmχ
)
+ a(T˜ ; v˜δεm, ϕmχ)
]
dt
+
∫ τ1
τ0
[
1
δ
(
div(v˜δεm), χ div ϕm
)
dt+
〈
ψ′ε(v˜
δ
εm), ϕmχ
〉]
dt =
∫ τ1
τ0
(f, ϕmχ) dt
−
∫ τ1
τ0
[
ζa(T˜ ;G0, ϕmχ) +
(
G0
∂ζ
∂t
, ϕmχ
)
+ ζ b(G0, v˜
δ
εm +G0ζ, ϕmχ)
]
dt
+
∫ τ1
τ0
ζb(v˜δεm, G0, ϕmχ) dt, ∀ϕ ∈ V0, ∀m ≥ 2, ∀χ ∈ D(τ0, τ1).
(4.36)
A l'aide des convergences, on peut passer à la limite sur tous les termes quand m → ∞.
Dans le premier terme, on utilise l'intégration par parties puis on passe à la limite, pour
le terme
〈
ψ′ε(v˜
δ
εm), wk
〉
, on utilise la technique illustrée dans le chapitre précédent page
(67-68). On obtient que v˜δε ∈ L2(τ0, τ1;V0) ∩ L∞(τ0, τ1;L2(Ω)) est solution de〈
∂
∂t
(v˜δε , ϕ), χ
〉
+
∫ τ1
τ0
[
b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(
v˜δεdiv(v˜
δ
ε), ϕχ
)
+ a(T˜ ; v˜δε , ϕχ)
]
dt
+
∫ τ1
τ0
[1
δ
(
div(v˜δε), χ div ϕ
)
dt+
〈
ψ′ε(v˜
δ
ε), ϕχ
〉 ]
dt =
∫ τ1
τ0
Big[(f, ϕχ)− ζa(T˜ ;G0, ϕχ)
]
dt
−
∫ τ1
τ0
[(
G0
∂ζ
∂t
, ϕχ
)
+ ζ b(G0, v˜
δ
ε +G0ζ, ϕχ) + ζb(v˜
δ
ε , G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(τ0, τ1).
(4.37)
Avec (4.35), on obtient
v˜δε(τ0) = v˜0.
Du lemme 4.2.1, on déduit
‖v˜δε‖L∞(τ0,τ1;L2(Ω)) ≤ C (4.38)
‖v˜δε‖L2(τ0,τ1;V0) ≤ C (4.39)
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‖div v˜δε‖L2(τ0,τ1;L2(Ω)) ≤ C
√
δ, (4.40)
où C est une constante indépendante de δ et de ε.
On considère maintenant ϕ ∈ Z dans (4.37), et en tenant compte du fait que divϕ = 0 et
ϕ = 0 sur ω pour tout ϕ ∈ Z, on obtient∫ τ1
τ0
(
(v˜δε)
′, ϕχ
)
dt =
∫ τ1
τ0
[
−a(T˜ ; v˜δε , ϕχ)− b(v˜δε , v˜δε , ϕχ)−
1
2
(v˜δεdiv v˜
δ
ε , ϕχ)
]
dt
+
∫ τ1
τ0
[
(f, ϕχ)− ζ a(T˜ ;G0, ϕχ)−
(
G0
∂ζ
∂t
, ϕχ
)
− ζ b(G0, v˜δε +G0ζ, ϕχ)
]
dt
−
∫ τ1
τ0
ζ b(v˜δε , G0, ϕχ) dt, ∀ϕ ∈ Z, ∀χ ∈ D(τ0, τ1).
(4.41)
En poursuivant les majorations comme dans la preuve du lemme 4.2.2, on obtient
‖(v˜δε)′‖L 43 (τ0,τ1;Z′) ≤ C (4.42)
où C est une constante indépendante de δ et de ε.
On déﬁnit
pδε = −
1
δ
div(v˜δε) ∈ L2(τ0, τ1;L2(Ω)).
Lemme 4.2.3. Sous les hypothèses du lemme 4.2.1, on a
‖pδε‖H−1(τ0,τ1;L2(Ω)) ≤ C,
où Cest une constante indépendante de δ et de ε.
Démonstration. En remplaçant dans (4.37), on a〈
∂
∂t
(v˜δε , ϕ), χ
〉
+
∫ τ1
τ0
[
b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(
v˜δεdiv(v˜
δ
ε), ϕχ
)
+ a(T˜ ; v˜δε , ϕχ)
]
dt
−
∫ τ1
τ0
[ (
pδε, χ div ϕ
)− 〈ψ′ε(v˜δε), ϕχ〉 ] dt = ∫ τ1
τ0
[
(f, ϕχ)− ζa(T˜ ;G0, ϕχ)
]
dt
−
∫ τ1
τ0
[(
G0
∂ζ
∂t
, ϕχ
)
+ ζ b(G0, v˜
δ
ε +G0ζ, ϕχ) + ζb(v˜
δ
ε , G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(τ0, τ1).
(4.43)
En utilisant l'intégration par parties dans le premier terme, on obtient∫ τ1
τ0
[
− (v˜δε , ϕχ′)+ b(v˜δε , v˜δε , ϕχ) + 12 (v˜δεdiv(v˜δε), ϕχ)+ a(T˜ ; v˜δε , ϕχ)
]
dt
−
∫ τ1
τ0
[(
pδε, χ div ϕ
)− 〈ψ′ε(v˜δε), ϕχ〉] dt = ∫ τ1
τ0
[
(f, ϕχ)− ζa(T˜ ;G0, ϕχ)
]
dt
−
∫ τ1
τ0
[(
G0
∂ζ
∂t
, ϕχ
)
+ ζ b(G0, v˜
δ
ε +G0ζ, ϕχ) + ζb(v˜
δ
ε , G0, ϕχ)
]
dt.
(4.44)
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On considère w ∈ L20(Ω), alors il existe ϕ ∈ H10(Ω) tel que [37]
ϕ = Pw, div(ϕ) = w,
où P est un opérateur linéaire continu de L20(Ω) dans H
1
0(Ω). Dans (4.44), on obtient∫ τ1
τ0
(pδε, wχ) dt =
∫ τ1
τ0
[
−(v˜δε , ϕ
∂χ
∂t
) + b(v˜δε , v˜
δ
ε , ϕχ) +
1
2
(v˜δεdiv(v˜
δ
ε), ϕχ)
]
dt
+
∫ τ1
τ0
[
a(T˜ ; v˜δε , ϕχ)− (f, ϕχ) + ζa(T˜ ;G0, ϕχ) +
(
G0
∂ζ
∂t
, ϕχ
)]
dt
+
∫ τ1
τ0
[
ζb(G0, v˜
δ
ε +G0ζ, ϕχ) + ζb(v˜
δ
ε , G0, ϕχ)
]
dt.
(4.45)
En majorant dans le second membre de (4.45), on a∣∣∣∣∫ τ1
τ0
(pδε, wχ) dt
∣∣∣∣ ≤ ∫ τ1
τ0
[
‖v˜δε‖L2(Ω)|
∂χ
∂t
|‖ϕ‖L2(Ω) + µ∗|χ|‖v˜δε‖V0‖ϕ‖H1(Ω)
]
dt
+
∫ τ1
τ0
[
|χ|‖v˜δε‖L4(Ω)‖∇v˜δε‖L2(Ω)‖ϕ‖L4(Ω) +
1
2
|χ|‖v˜δε‖L4(Ω)‖div(v˜δε)‖L2(Ω)‖ϕ‖L4(Ω)
]
dt
+
∫ τ1
τ0
[
|χ|‖f‖L2(Ω)‖ϕ‖L2(Ω) + µ∗|χ||ζ|‖G0‖H1(Ω)‖ϕ‖H1(Ω) + |χ||∂ζ
∂t
|‖G0‖L2(Ω)‖ϕ‖L2(Ω)
]
dt
+
∫ τ1
τ0
[|χ||ζ|‖G0‖L4(Ω)‖∇(v˜δε +G0ζ)‖L2(Ω)‖ϕ‖L4(Ω) + |χ||ζ|‖v˜δε‖L4(Ω)‖∇G0‖L2(Ω)‖ϕ‖L4(Ω)] dt.
(4.46)
En utilisant l'injection de H1(Ω) dans L4(Ω), on a∣∣∣∣∫ τ1
τ0
(pδε, wχ) dt
∣∣∣∣ ≤ ‖∂χ∂t ‖L2(τ0,τ1)‖ϕ‖L2(Ω)‖v˜δε‖L2(τ0,τ1;L2(Ω)) + µ∗‖v˜δε‖L2(τ0,τ1;V0)‖χ‖L2(τ0,τ1)‖ϕ‖H1(Ω)
+
3K2
2
‖v˜δε‖2L2(τ0,τ1;V0)‖χ‖L∞(τ0,τ1)‖ϕ‖H1(Ω) + ‖f‖L2(τ0,τ1;L2(Ω))‖ϕ‖L2(Ω)‖χ‖L2(τ0,τ1)
+µ∗‖ζ‖L1(τ0,τ1)‖G0‖H1(Ω)‖ϕ‖H1(Ω)‖χ‖L∞(τ0,τ1) + ‖
∂ζ
∂t
‖L1(τ0,τ1)‖G0‖L2(Ω)‖χ‖L∞(τ0,τ1)‖ϕ‖L2(Ω)
+2K2‖G0‖H1(Ω)‖ζ‖L∞(τ0,τ1)‖v˜δε‖L2(τ0,τ1;V0)‖χ‖L2(τ0,τ1)‖ϕ‖H1(Ω)
+K2‖ζ‖2L2(τ0,τ1)‖G0‖2H1(Ω)‖χ‖L∞(τ0,τ1)‖ϕ‖H1(Ω).
(4.47)
En utilisant le fait que
‖ϕ‖H1(Ω) = ‖Pw‖H1(Ω) ≤ ‖P‖L(L20,H10)‖w‖L2(Ω)
ainsi que l'injection de H1(τ0, τ1) dans L∞(τ0, τ1), on obtient∣∣∣∣∫ τ1
τ0
(pδε, wχ) dt
∣∣∣∣ ≤ ‖P‖L(L20,H10)C3‖wχ‖H1(τ0,τ1;L2(Ω)), ∀w ∈ L2(Ω), ∀χ ∈ D(τ0, τ1) (4.48)
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avec
C3 = ‖v˜δε‖L2(τ0,τ1;L2(Ω)) + µ∗‖v˜δε‖L2(τ0,τ1;V0) +
3K2C
2
‖v˜δε‖2L2(τ0,τ1;V0) + ‖f‖L2(τ0,τ1;L2(Ω))
+µ∗C|τ1 − τ0|‖ζ‖L∞(τ0,τ1)‖G0‖H1(Ω) + C|τ1 − τ0|‖
∂ζ
∂t
‖L∞(τ0,τ1)‖G0‖L2(Ω)
+2K2‖G0‖H1(Ω)‖ζ‖L∞(τ0,τ1)‖v˜δε‖L2(τ0,τ1;V0) +K2C|τ1 − τ0|‖ζ‖2L∞(τ0,τ1)‖G0‖2H1(Ω),
où C la constante d'injection de H1(τ0, τ1) dans L∞(τ0, τ1). De plus∫
Ω
pδε dx = 0, (4.49)
et pour tout w ∈ L2(Ω), on peut appliquer (4.48) en prenant
w˜ = w − 1
mesΩ
∫
Ω
w dx car w˜ ∈ L20(Ω). (4.50)
En remplaçant w par w˜ dans (4.48), on a∣∣∣∣∫ τ1
τ0
(pδε, w˜χ) dt
∣∣∣∣ ≤ ‖P‖L(L20,H10)C3‖w˜χ‖H10 (τ0,τ1;L2(Ω)), ∀w ∈ L2(Ω), ∀χ ∈ D(τ0, τ1).
Or∣∣∣∣∫ τ1
τ0
(pδε, w −
1
mesΩ
∫
Ω
w dx)χdt
∣∣∣∣ = ∣∣∣∣∫ τ1
τ0
(pδε, wχ) dt−
1
mesΩ
∫ τ1
τ0
(∫
Ω
pδε dx
)(∫
Ω
w dx
)
χdt
∣∣∣∣ .
En utilisant (4.49), on obtient∣∣∣∣∫ τ1
τ0
(pδε,
(
w − 1
mesΩ
∫
Ω
w dx
)
χdt
∣∣∣∣ = ∣∣∣∣∫ τ1
τ0
(pδε, wχ) dt
∣∣∣∣ ≤ ‖P‖L(L20,H10)C3‖w˜χ‖H10 (τ0,τ1;L2(Ω))
mais
‖w˜‖L2(Ω) ≤ ‖w‖L2(Ω)
donc∣∣∣∣∫ τ1
τ0
(pδε, wχ) dt
∣∣∣∣ ≤ ‖P‖L(L20,H10)C3‖wχ‖H10 (τ0,τ1;L2(Ω)), ∀w ∈ L2(Ω), ∀χ ∈ D(τ0, τ1).(4.51)
Avec les estimations (4.38)-(4.39) on peut alors conclure.
Passage à la limite δ → 0 Avec le lemme 4.2.3, on obtient qu'il existe une sous suite
notée pδε vériﬁant quand δ tend vers 0 la convergence suivante
pδε ⇀ pε faiblement dans H
−1(τ0, τ1;L2(Ω)). (4.52)
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Avec les estimations (4.38)-(4.40) et (4.42), il existe une sous suite notée vδε vériﬁant les
convergences suivantes quand δ → 0
v˜δε ⇀ v˜ε faiblement dans L
2(τ0, τ1;V0) (4.53)
v˜δε ⇀ v˜ε faible * dans L
∞(τ0, τ1;L2(Ω)) (4.54)
div(v˜δε)→ 0 fortement dans L2(τ0, τ1;L2(Ω)), (4.55)
et
(v˜δε)
′ ⇀ (v˜ε)′ faiblement dans L
4
3 (τ0, τ1;Z
′). (4.56)
Alors
div v˜ε = 0.
Avec le lemme d'Aubin, on a également
v˜δε → v˜ε fortement dans L2(τ0, τ1;L4(Ω)) (4.57)
v˜δε → v˜ε fortement dans L2(τ0, τ1;L2(ω)).
On pourra ainsi passer à la limite quand δ → 0 dans (4.37) : on a v˜ε ∈ L2(τ0, τ1;V0div) ∩
L∞(τ0, τ1;L2(Ω)), v˜′ε ∈ L
4
3 (τ0, τ1;Z
′) et p ∈ H−1(τ0, τ1;L20(Ω)) solution de〈
∂
∂t
(v˜ε, ϕ) , χ
〉
+
∫ τ1
τ0
[
b(v˜ε, v˜ε, ϕχ) + a(T˜ ; v˜ε, ϕχ)+ < ψ
′
ε(v˜ε), ϕχ >
]
dt
=
∫ τ1
τ0
[
(pε, χdiv(ϕ)) + (f, ϕχ)− ζ a(T˜ ;G0, ϕχ)− ∂ζ
∂t
(G0, ϕχ)
]
dt
−
∫ τ1
τ0
[
ζ b(G0, v˜ε +G0ζ, ϕχ) + ζ b(v˜ε(t), G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(τ0, τ1).
(4.58)
Avec le lemme de Simon, on a
v˜δε → v˜ε fortement dans C0([τ0, τ1];H),
où H est un espace de Banach tel que L2(Ω) ⊂ H ⊂ Z ′ avec l'injection compacte de
L2(Ω) dans H. Donc
v˜ε(τ0, x) = v˜0(x). (4.59)
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Passage à la limite ε→ 0 Rappelons que les estimations obtenues (4.38)-(4.40) et (4.42)
sont indépendantes de ε, on déduit qu'il existe une sous suite notée (v˜ε) vériﬁant quand
ε tend vers 0
v˜ε ⇀ v˜ dans L
2(0, τ ;V0), et faible* dans L∞(τ0, τ1;L2(Ω)), (4.60)
v˜′ε ⇀ v˜
′ dans L
4
3 (τ0, τ1;Z
′). (4.61)
Avec l'argument de compacité d'Aubin, on a
v˜ε → v˜ fortement dans L2(τ0, τ1;L4(Ω)) (4.62)
v˜ε → v˜ fortement dans L2(τ0, τ1;L2(ω)). (4.63)
Avec le lemme de Simon, on a
v˜ε → v˜ fortement dans C0([τ0, τ1];H).
Avec le lemme 4.2.3 (la constante C est indépendante de ε et de δ), on déduit qu'il existe
une sous suite notée pε vériﬁant
pε ⇀ p faiblement dans H
−1(τ0, τ1;L20(Ω)). (4.64)
Comme ψε est convexe, on a
ψε(ϕχ+ v˜ε)− ψε(v˜ε) ≥ < ψ′ε(v˜ε), ϕχ >,
et en remplaçant dans (4.58) on obtient l'inéquation variationnelle suivante〈
∂
∂t
(v˜ε, ϕ) , χ
〉
+
∫ τ1
τ0
[
b(v˜ε, v˜ε, ϕχ) + a(T˜ ; v˜ε, ϕχ) + ψε(ϕχ+ v˜ε)
]
dt
−
∫ τ1
τ0
[
ψε(v˜ε) + (pε, χ divϕ)
]
dt ≥
∫ τ1
τ0
[
(f, ϕχ)− ζ a(T˜ ;G0, ϕχ)
]
dt
−
∫ τ1
τ0
[∂ζ
∂t
(G0, ϕχ) + ζ b(G0, v˜ε +G0ζ, ϕχ) + ζ b(v˜ε, G0, ϕχ)
]
dt.
(4.65)
On passe à la limite dans tous les termes de cette inéquation quand ε tend vers 0 à l'aide
des convergences faibles et fortes obtenues. Pour passer à la limite sur les termes de bord,
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on utilise le fait que la convergence forte (4.63) implique que quitte à extraire à nouveau
une sous-suite, v˜ε converge vers v˜ presque partout dans ]τ0, τ1[×ω et vériﬁe une condition
de domination [8]. On peut alors passer à la limite dans les termes ψε(ϕχ+ v˜ε) et ψε(v˜ε)
avec le théorème de Lebesgue.
On déduit que v˜ et p sont solutions du problème 4.2.1. L'unicité de cette solution est assu-
rée en dimension 2. En dimension 3, la solution est unique pour une viscosité suﬃsamment
grande (voir page 87).
4.2.2 Cas particulier (dimension 2)
Dans cette section, on se restreint au cas de la dimension 2, avec T˜ et l˜ indépendants
du temps et on cherche ainsi plus de régularités à la solution obtenue. On les énonce dans
le lemme suivant
Lemme 4.2.4. Supposons que les hypothèses du lemme 4.2.1 sont satisfaites, supposons
de plus que f ′ ∈ L2(0, τ ;L2(Ω)) et qu'il existe une constante Cτ0 tel que ‖(v˜δεm)′(τ0)‖L2(Ω) ≤
Cτ0 avec Cτ0 une constante indépendante de ε, de m et de δ. Alors
‖(v˜δεm)′‖L2(τ0,τ1;V0) ≤ C (4.66)
‖(v˜δεm)′‖L∞(τ0,τ1;L2(Ω)) ≤ C, (4.67)
‖div (v˜δεm)′‖L2(τ0,τ1;L2(Ω)) ≤ C
√
δ, (4.68)
où C est une constante indépendante de ε, de m et de δ.
Démonstration. Comme f ′ ∈ L2(0, τ ;L2(Ω)) alors f ∈ H1(0, τ ;L2(Ω)) donc gδεj ∈ H2(τ0, τm).
En dérivant par rapport à t l'équation (4.15) du problème pénalisé, on a(
(v˜δεm)
′′, wk
)
+ b((vδεm)
′, v˜δεm, wk) + b(v˜
δ
εm, (v˜
δ
εm)
′, wk) +
1
2
(
(v˜δεm)
′div(v˜δεm), wk
)
+
1
2
(
v˜δεmdiv((v˜
δ
εm)
′), wk
)
+ a(T˜ ; (v˜δεm)
′, wk) +
1
δ
(
div(v˜δεm)
′, div wk
)
+
〈(
ψ′ε(v˜
δ
εm)
)′
, wk
〉
= (f ′, wk)− ζ ′a(T˜ ;G0, wk)− ζ ′′ (G0, wk)− ζ ′b(G0, v˜δεm +G0ζ, wk)
−ζb(G0, (v˜δεm)′ +G0ζ ′, wk)− ζ ′b(v˜δεm, G0, wk)− ζb((v˜δεm)′, G0, wk), ∀1 ≤ k ≤ m.
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En multipliant par (gδεj)
′(t) et en sommant de j = 1, . . . ,m, on a(
(v˜δεm)
′′, (v˜δεm)
′)+ b((v˜δεm)′, v˜δεm, (v˜δεm)′) + b(v˜δεm, (v˜δεm)′, (v˜δεm)′)
+
1
2
(
(v˜δεm)
′div(v˜δεm), (v˜
δ
εm)
′)+ 1
2
(
v˜δεmdiv((v˜
δ
εm)
′), (v˜δεm)
′)+ a(T˜ ; (v˜δεm)′, (v˜δεm)′)
+
1
δ
(
div(v˜δεm)
′, div(vδεm)
′)+ 〈(ψ′ε(v˜δεm))′ , (v˜δεm)′〉 = (f ′, (v˜δεm)′)− ζ ′a(T˜ ;G0, (v˜δεm)′)
−ζ ′′ (G0, (v˜δεm)′)− ζ ′b(G0, v˜δεm +G0ζ, (v˜δεm)′)− ζb(G0, (v˜δεm)′ +G0ζ ′, (v˜δεm)′)
−ζ ′b(v˜δεm, G0, (v˜δεm)′)− ζb((v˜δεm)′, G0, (v˜δεm)′).
Or par intégration par parties, on a
b(v˜δεm, (v˜
δ
εm)
′, (v˜δεm)
′) +
1
2
(
(v˜δεm)
′div(v˜δεm), (v˜
δ
εm)
′) = 0.
Comme l˜ ne dépend pas de t, on a〈(
ψ′ε(v˜
δ
εm)
)′
, (v˜δεm)
′
〉
≥
∫
ω
l˜ε2
|(v˜δεm)′|2
(ε2 + |v˜δεm|2)
3
2
dx′,
alors 〈(
ψ′ε(v˜
δ
εm)
)′
, (v˜δεm)
′
〉
≥ 0.
On obtient donc en utilisant la coercivité de a
1
2
∂
∂t
‖(v˜δεm)′‖2L2(Ω) + α‖(v˜δεm)′‖2V0 +
1
δ
‖div(v˜δεm)′‖2L2(Ω) ≤ −b((v˜δεm)′, v˜δεm, (v˜δεm)′)
−1
2
(
v˜δεmdiv((v˜
δ
εm)
′), (v˜δεm)
′)+ (f ′, (v˜δεm)′)− ζ ′a(T˜ ;G0, (v˜δεm)′)− ζ ′′ (G0, (v˜δεm)′)
−ζ ′b(G0, v˜δεm, (v˜δεm)′)− ζb(G0, (v˜δεm)′, (v˜δεm)′)− ζ ′b(v˜δεm, G0, (v˜δεm)′)
−ζb((v˜δεm)′, G0, (v˜δεm)′)− 2ζζ ′b(G0, G0, (v˜δεm)′).
(4.69)
Remarquons que le terme b(G0, (v˜δεm)
′, (v˜δεm)
′) est nul car div G0 = 0. De plus
b((v˜δεm)
′, v˜δεm, (v˜
δ
εm)
′) = −b((v˜δεm)′, (v˜δεm)′, v˜δεm)− (div((v˜δεm)′)v˜δεm, (v˜δεm)′).
En utilisant l'inégalité de Cauchy-Schwarz, on a∣∣∣∣b((v˜δεm)′, (v˜δεm)′, v˜δεm(t)) + 12 (v˜δεmdiv((v˜δεm)′), (v˜δεm)′)
∣∣∣∣
≤ 3
2
‖(v˜δεm)′‖L4(Ω)‖∇(v˜δεm)′‖L2(Ω)‖v˜δεm‖L4(Ω).
En utilisant l'injection de Sobolev (valable en dimension 2) [36]
‖v‖L4(Ω) ≤ c‖v‖
1
2
H1(Ω)‖v‖
1
2
L2(Ω), ∀v ∈ H1(Ω)
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où c est une constante qui dépend uniquement de Ω, en posant c1 = 32c, on obtient∣∣∣∣b((v˜δεm)′, (v˜δεm)′, v˜δεm(t)) + 12 (v˜δεmdiv((v˜δεm)′), (v˜δεm)′)
∣∣∣∣
≤ c1‖(v˜δεm)′‖
3
2
V0‖(v˜δεm)′‖
1
2
L2(Ω)‖v˜δεm‖L4(Ω).
Avec l'inégalité de Young (p, q) = (4
3
, 4), on trouve∣∣∣∣b((v˜δεm)′, (v˜δεm)′, v˜δεm(t)) + 12 (v˜δεmdiv((v˜δεm)′), (v˜δεm)′)
∣∣∣∣
≤ α
8
‖(v˜δεm)′‖2V0 +
c41
4
(
6
α
)3
‖v˜δεm‖4L4(Ω)‖(v˜δεm)′‖2L2(Ω).
En continuant à utiliser l'inégalité de Cauchy-Schwarz puis celle de Young dans le second
membre de (4.69), on a
∣∣(f ′, (v˜δεm)′)∣∣ ≤ ‖f ′‖L2(Ω)‖(v˜δεm)′‖L2(Ω)
≤ ‖f ′‖2L2(Ω) +
1
4
‖(v˜δεm)′‖2L2(Ω)
∣∣∣ζ ′a(T˜ ;G0, (v˜δεm)′)∣∣∣ ≤ µ∗|ζ ′|‖G0‖H1(Ω)‖(v˜δεm)′‖V0
≤ α
8
‖(v˜δεm)′‖2V0 +
2µ2∗
α
|ζ ′|2‖G0‖2H1(Ω)
∣∣ζ ′′ (G0, (v˜δεm)′)∣∣ ≤ |ζ ′′|‖G0‖L2(Ω)‖(v˜δεm)′‖L2(Ω)
≤ |ζ ′′|2‖‖G0‖2L2(Ω) +
1
4
‖(v˜δεm)′‖2L2(Ω)
∣∣ζ ′b(G0, v˜δεm, (v˜δεm)′)∣∣ ≤ |ζ ′|‖G0‖L4(Ω)‖∇v˜δεm‖L2(Ω)‖(v˜δεm)′‖L4(Ω)
≤ α
8
‖(v˜δεm)′‖2V0 +
2K4
α
|ζ ′|2‖G0‖2H1(Ω)‖v˜δεm‖2V0
∣∣ζ ′b(v˜δεm, G0, (v˜δεm)′)∣∣ ≤ |ζ ′|‖v˜δεm‖L4(Ω)‖∇G0‖L4(Ω)‖(v˜δεm)′)‖L2(Ω)
≤ K4|ζ ′|2‖∇G0‖2H1(Ω)‖v˜δεm‖2V0 +
1
4
‖(v˜δεm)′)‖2L2(Ω)
∣∣ζb((v˜δεm)′, G0, (v˜δεm)′)∣∣ ≤ |ζ|(v˜δεm)′‖L4(Ω)‖∇G0‖L4(Ω)‖(v˜δεm)′‖L2(Ω)
≤ K2|ζ|‖(v˜δεm)′‖V0‖∇G0‖H1(Ω)‖(v˜δεm)′‖L2(Ω)
≤ α
8
‖(v˜δεm)′‖2V0 +
2K4
α
|ζ|2‖G0‖2H2(Ω)‖(v˜δεm)′‖2L2(Ω)
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≤ 4K2|ζ|2|ζ ′|2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω) +
1
4
‖(v˜δεm)′‖2L2(Ω).
En rassemblant tous ces termes, on obtient
1
2
∂
∂t
‖(v˜δεm)′‖2L2(Ω) +
α
2
‖(v˜δεm)′‖2V0 +
1
δ
‖div(v˜δεm)′‖2L2(Ω) ≤
c41
4
(
6
α
)3
‖v˜δεm‖4L4(Ω)‖(v˜δεm)′‖2L2(Ω)
+‖f ′‖2L2(Ω) +
2µ2∗
α
|ζ ′|2‖G0‖2H1(Ω) + |ζ ′′|2‖‖G0‖2L2(Ω) +
2K4
α
|ζ ′|2‖G0‖H1(Ω)‖v˜δεm‖2V0
+K4|ζ ′|2‖v˜δεm‖2V0‖∇G0‖2H1(Ω) + 4K2|ζ|2|ζ ′|2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)
+
(
2K4
α
|ζ|2‖G0‖2H2(Ω) + 1
)
‖(v˜δεm)′‖2L2(Ω).
(4.70)
En intégrant de τ0 à s où s ∈]τ0, τ1[, on a
1
2
‖(v˜δεm)′(s)‖2L2(Ω) +
α
2
∫ s
τ0
‖(v˜δεm)′‖2V0 dt+
1
δ
∫ s
τ0
‖div(v˜δεm)′‖2L2(Ω) dt ≤
1
2
‖(v˜δεm)′(τ0))‖2L2(Ω)
+
c41
4
(
6
α
)3 ∫ s
τ0
‖v˜δεm‖4L4(Ω)‖(v˜δεm)′‖2L2(Ω) dt+
∫ s
τ0
‖f ′‖2L2(Ω) dt+
2µ2∗
α
‖G0‖2H1(Ω)
∫ s
τ0
|ζ ′|2 dt
+‖G0‖2L2(Ω)
∫ s
τ0
|ζ ′′|2 dt+ 2K
4
α
‖G0‖H1(Ω)
∫ s
τ0
|ζ ′|2‖v˜δεm‖2V0 dt
+K4‖∇G0‖2H1(Ω)
∫ s
τ0
|ζ ′|2‖v˜δεm‖2V0 dt+ 4K2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)
∫ s
τ0
|ζ|2|ζ ′|2 dt
+
(
2K4
α
|ζ|2L∞(τ0,s)‖G0‖2H2(Ω) + 1
)∫ s
τ0
‖(v˜δεm)′‖2L2(Ω) dt.
(4.71)
On a ∫ τ1
τ0
‖v˜δεm‖4L4(Ω) dt ≤ c
∫ τ1
τ0
‖v˜δεm‖2V0‖v˜δεm‖2L2(Ω) dt,
comme v˜δεm est borné dans L
∞(τ0, τ1;L2(Ω)) ∩ L2(τ0, τ1;V0) indépendamment de m, de ε
et de δ alors, on a
‖v˜δεm‖L4(τ0,τ1;L4(Ω)) ≤ C,
où C est une constante indépendante de m, ε et de δ.
En revenant à (4.71), on a
1
2
‖(v˜δεm)′(s)‖2L2(Ω) +
α
2
∫ s
τ0
‖(v˜δεm)′‖2V0 dt+
1
δ
∫ s
τ0
‖div(v˜δεm)′‖2L2(Ω) dt ≤ C˜2
+
c41
4
(
6
α
)3 ∫ s
τ0
‖(v˜δεm)‖4L4(Ω)‖(v˜δεm)′‖2L2(Ω) dt+
(
2K4
α
|ζ|2L∞(τ0,s)‖G0‖2H2(Ω) + 1
)∫ s
τ0
‖(v˜δεm)′‖2L2(Ω) dt
(4.72)
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où
C˜2 =
1
2
‖(v˜δεm)′(τ0)‖2L2(Ω) +
∫ τ1
τ0
‖f ′‖2L2(Ω) dt+ ‖G0‖2L2(Ω)|τ1 − τ0||ζ ′′|2L∞(τ0,τ1)
+
2µ2∗
α
‖G0‖2H1(Ω)|τ1 − τ0||ζ ′|2L∞(τ0,τ1) +
2K4
α
‖G0‖H1(Ω)|ζ ′|2L∞(τ0,τ1)‖v˜δεm‖2L2(τ0,τ1;V0)
+K4‖∇G0‖2H1(Ω)|ζ ′|2L∞(τ0,τ1)‖v˜δεm‖2L2(τ0,τ1;V0) + 4K2‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)|ζ|2L∞(τ0,τ1)|ζ ′|2L2(τ0,τ1).
(4.73)
En remplaçant ‖v˜δεm‖2L2(τ0,τ1;V0) par sa valeur obtenue dans (4.25), on a
C˜2 ≤ Cτ0
2
+
∫ τ1
τ0
‖f ′‖2L2(Ω) dt+ ‖G0‖2L2(Ω)|τ1 − τ0||ζ ′′|2L∞(τ0,τ1)
+‖G0‖2H1(Ω)|τ1 − τ0||ζ ′|2L∞(τ0,τ1)
(
2µ2∗
α
+ 4K2‖G0‖2H2(Ω)|ζ|2L∞(τ0,τ1)
)
+|ζ ′|2L∞(τ0,τ1)
(
2
α
C1 exp
(
2C2(τ1 − τ0)
))(
K4‖G0‖2H2(Ω) +
2K4
α
‖G0‖H1(Ω)
) (4.74)
En utilisant le lemme de Grönwall dans (4.72), on obtient
‖(v˜δεm)′(s)‖L2(Ω) ≤ 2C˜2 exp
(∫ s
τ0
(
c41
2
(
6
α
)3
‖(v˜δεm)‖4L4(Ω) +
4K4
α
|ζ|2L∞(τ0,s)‖G0‖2H2(Ω) + 2
)
dt
)
.
En prenant le sup de s ∈ [τ0, τ1], on trouve (4.67). Puis, (4.66) et (4.68).
Dans le lemme 4.2.4 on a obtenu des estimations indépendantes de m, on en déduit
qu'il existe une sous suite notée (v˜δεm)
′ vériﬁant quand m→∞ les convergences suivantes
(v˜δεm)
′ ⇀ (v˜δε)
′ faible* dans L∞(τ0, τ1;L2(Ω))
(v˜δεm)
′ ⇀ (v˜δε)
′ faiblement dans L2(τ0, τ1;V0)
div (v˜δεm)
′ ⇀ div (v˜δε)
′ faiblement dans L2(τ0, τ1;L2(Ω)).
Les estimations du lemme 4.2.4 sont aussi indépendantes de δ, on en déduit que (v˜δε)
′ est
borné dans L∞(τ0, τ1;L2(Ω)) ∩ L2(τ0, τ1;V0) indépendamment de ε et de δ. De plus, on a
obtenu que v˜δε est borné dans L
∞(τ0, τ1;L2(Ω)) ∩ L2(τ0, τ1;V0)) indépendamment de ε et
de δ alors v˜δε est borné dans W
1,∞(τ0, τ1;L2(Ω))∩H1(τ0, τ1;V0)) indépendamment de ε et
de δ. D'où v˜δε est borné dans C0([τ0, τ1];V0) indépendamment de ε et de δ.
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En revenant dans (4.43), en gardant le premier terme de l'égalité (on n'utilise pas l'inté-
gration par parties) et en utilisant les estimations obtenues dans (4.46), pour les autres
termes, on obtient une régularité supplémentaire pour la pression en dimension 2 :
‖pδε‖L2(0,τ ;L2(Ω)) ≤ C,
où C est une constante indépendante de ε et de δ. Alors il existe deux sous suites notées
v˜δε et p
δ
ε vériﬁant les convergences suivantes quand δ → 0
(v˜δε)
′ ⇀ (v˜ε)′ faible* dans L∞(τ0, τ1;L2(Ω))
(v˜δε)
′ ⇀ (v˜ε)′ faiblement dans L2(τ0, τ1;V0)
div (v˜δε)
′ → 0 fortement dans L2(τ0, τ1;L2(Ω)).
pδε ⇀ pε faiblement dans L
2(τ0, τ1;L
2(Ω)).
Enﬁn pour ε→ 0, il existe deux sous suite notées (v˜ε)′ et pε vériﬁant
(v˜ε)
′ ⇀ (v˜)′ faible* dans L∞(τ0, τ1;L2(Ω))
(v˜ε)
′ ⇀ (v˜)′ faiblement dans L2(τ0, τ1;V0).
pε ⇀ p faiblement dans L
2(τ0, τ1;L
2(Ω)).
De là, on déduit que v˜′ ∈ L∞(τ0, τ1;L2(Ω)) ∩ L2(τ0, τ1;V0). De plus, on a obtenu que
v˜ ∈ L∞(τ0, τ1;L2(Ω))∩L2(τ0, τ1;V0)) alors v˜ ∈ W 1,∞(τ0, τ1;L2(Ω))∩H1(τ0, τ1;V0)). D'où
v˜ ∈ C0([τ0, τ1];V0) et p ∈ L2(τ0, τ1;L2(Ω)).
4.3 Discrétisation en temps
Dans cette section, on s'intéresse à la discrétisation en temps du problème d'écoulement
muni de la loi de Tresca qu'on a noté (PT) dans le chapitre précédent. On le rappelle
118
4.3. Discrétisation en temps
ci-dessous
Problème (PT) Pour f ∈ L2(0, τ ;L2(Ω)), l ∈ L2(0, τ ;L2+(ω)), v˜0 ∈ L2(Ω), G0 ∈ H2(Ω)
et ζ ∈ C∞([0, τ ]), trouver v˜ ∈ L2(0, τ ;V0div) ∩ L∞(0, τ ;L2(Ω)) et p ∈ H−1(0, τ ;L20(Ω))
solution de
〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜, v˜, ϕχ)− (p, div(ϕχ)) + a(T ; v˜, ϕχ)
]
dt
+
∫ τ
0
[
ψ(ϕχ+ v˜)− ψ(v˜)
]
dt ≥
∫ τ
0
[
(f, ϕχ)− ζa(T ;G0, ϕχ)− (G0∂ζ
∂t
, ϕχ)
]
dt
−
∫ τ
0
[
ζ b(G0, v˜ +G0ζ, ϕχ)− ζ b(v˜, G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
v˜(0, x) = v˜0(x), x ∈ Ω,
(4.75)
où
ψ(w) =
∫
ω
l|w| dx′, ∀w ∈ V0.
L'existence de solutions de ce problème a été démontrée et détaillée dans le chapitre
précédent, l'unicité de la solution est assurée en dimension 2 et pour une grande viscosité
en dimension 3. Aﬁn d'étudier ce problème par la technique de discrétisation en temps,
on va considérer le cas de la dimension 2 puis celui de la dimension 3.
On décompose l'intervalle de temps [0, τ ] en N sous intervalles [tn, tn+1], où h est le pas
de temps h = τ
N
et N ∈ N∗.
On note pour T ∈ W 1,∞(0, τ ;L2(Ω))
µ(Tn) = µ(T (x, tn)), ∀x ∈ Ω, ∀n = 0, . . . , N − 1.
4.3.1 Loi de Tresca en dimension 2
On suppose désormais l ∈ H1(0, τ ;L2+(ω)) et f ∈ H1(0, τ ;L2(Ω)). En discrétisant le
terme du bord, on aura dans chaque sous intervalle [tn, tn+1]
ψn(v) =
∫
ω
ln|v| dx′ où ln = l(x, tn).
Alors le problème discrétisé s'écrit ainsi pour tout n ∈ 0, . . . , N − 1 :
Trouver v˜nh ∈ L2(tn, tn+1;V0div)∩L∞(tn, tn+1;L2(Ω)) et pnh ∈ H−1(tn, tn+1;L20(Ω)) solution
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de
〈
∂
∂t
(v˜nh , ϕ) , χ
〉
+
∫ tn+1
tn
[
b(v˜nh , v˜
n
h , ϕχ)− (pnh, div(ϕχ)) + a(Tn; v˜nh , ϕχ)
]
dt
+
∫ tn+1
tn
[
ψn(ϕχ+ v˜
n
h)− ψn(v˜nh)
]
dt ≥
∫ tn+1
tn
[
(f, ϕχ)− ζa(Tn;G0, ϕχ)− (G0∂ζ
∂t
, ϕχ)
]
dt
−
∫ tn+1
tn
[
ζ b(G0, v˜
n
h +G0ζ, ϕχ) + ζ b(v˜
n
h , G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(tn, tn+1)
v˜nh(tn, x) = v˜
n
0 (x), x ∈ Ω,
(4.76)
où v˜n0 ∈ L2(Ω) sera précisé ultérieurement. Ce problème discrétisé muni de la loi de Tresca
est identique au cas particulier du problème auxiliaire (dimension 2), où l'intervalle de
temps [τ0, τ1] correspond au sous intervalle [tn, tn+1], Tn et ln ne dépendent pas du temps
et correspondent alors respectivement à T˜ et à l˜.
Si on a v˜0 ∈ V0div ∩ H2(Ω), ∇v˜0 ∈ L4(Ω), ∇T (0) ∈ L4(Ω) et v0 = s sur ω alors on
peut choisir v˜n0 par récurrence sur n de telle sorte que (v˜
δn
mεh)
′(tn) vériﬁe les hypothèses
du lemme 4.2.4 pour tout n ∈ 0, . . . , N − 1. On obtient donc v˜nh ∈ L2(tn, tn+1;V0div) ∩
L∞(tn, tn+1;L2(Ω)) et (v˜nh)
′ ∈ L2(tn, tn+1;V0div) ∩ L∞(tn, tn+1;L2(Ω)) alors
v˜nh ∈ H1(tn, tn+1;V0div) ∩W 1,∞(tn, tn+1;L2(Ω)).
De plus
pnh ∈ L2(tn, tn+1;L20(Ω)).
Plus précidément, on déﬁnit v˜n0 pour n = 0 par
v˜00(x) = v˜0(x) pour tout x ∈ Ω.
Donc avec le lemme 3.5.1 du chapitre 3, on a ‖(v˜δnεmh)′(0)‖L2(Ω) borné indépendamment de
m, de ε et de δ. On déﬁnit ensuite
v˜10(x) = v˜
0
h(x, t1) ∈ L2(Ω).
Vériﬁons que ‖(v˜δ1εmh)′(t+1 )‖L2(Ω) est borné dans L2(Ω) indépendamment de m, de δ et de
ε. On peut remarquer que
(v˜δ1εmh)
′(t+1 ) 6= (v˜δ0εmh)′(t−1 )
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à cause du saut sur le coeﬃcient de la viscosité égale à µ(T0) sur [t0, t1] et à µ(T1) sur
[t1, t2] ainsi que du saut sur le seuil de la condition de Tresca. Comme (v˜0, v1, . . . , vm) est
une famille orthogonale de L2(Ω), on a
‖(v˜δ1εmh)′(t+1 )‖2L2(Ω) =
m−1∑
k=1
(
∂v˜δ1εmh
∂t
(t+1 ), vk
)2
‖vk‖2L2(Ω)+
(
∂v˜δ1εmh
∂t
(t+1 ), v˜0
)2
‖v˜0‖2L2(Ω) ∀m ≥ 2
car (v˜δ1εmh)
′(t+1 ) ∈ V ect(v˜0, v1, . . . , vm−1) = V ect(w1, . . . , wm) (voir page 104).
En prenant τ0 = t1 dans (4.15), on a(
∂v˜δ1εmh(t
+
1 )
∂t
, vk
)
= −b(v˜δ1εmh(t1), v˜δ1εmh(t1), vk)−
1
2
(
v˜δ1εmh(t1)div(v˜
δ1
εmh(t1)), vk
)
−a(T˜1; v˜δ1εmh(t1), vk)−
1
δ
(
div(v˜δ1εmh(t1)), div vk
)− 〈ψ′1ε(v˜δ1εmh(t1)), vk〉+ (f, vk)
−ζa(T˜1;G0, vk)−
(
G0
∂ζ
∂t
, vk
)
− ζ b(G0, v˜δ1εmh(t1) +G0, vk)− ζb(v˜δ1εmh(t1), G0, vk)
=
(
∂v˜δ0εmh(t
−
1 )
∂t
, vk
)
+ a(T˜0; v˜
δ0
εmh(t1), vk)− a(T˜1; v˜δ0εmh(t1), vk) + ζa(T˜0;G0, vk)
−ζ a(T˜1;G0, vk) +
〈
ψ′0ε(v˜
δ0
εmh(t1)), vk
〉− 〈ψ′1ε(v˜δ0εmh(t1)), vk〉 pour tout 1 ≤ k ≤ m− 1,
et comme divv˜0 = 0 et v˜0 = 0 sur ω, on a(
∂v˜δ1εmh(t
+
1 )
∂t
, v˜0
)
= −b(v˜δ1εmh(t1), v˜δ1εmh(t1), v˜0)−
1
2
(
v˜δ1εmh(t1)div(v˜
δ1
εmh(t1)), v˜0
)
−a(T˜1; v˜δ1εmh(t1), v˜0) + (f, v˜0)− ζa(T˜1;G0, v˜0)−
(
G0
∂ζ
∂t
, v˜0
)
− ζ b(G0, v˜δ1εmh(t1) +G0, v˜0)
−ζb(v˜δ1εmh(t1), G0, v˜0) =
(
∂v˜δ0εmh(t
−
1 )
∂t
, v˜0
)
+ a(T˜0; v˜
δ0
εmh(t1), v˜0)− a(T˜1; v˜δ0εmh(t1), v˜0)
+ζa(T˜0;G0, v˜0)− ζ a(T˜1;G0, v˜0) +
〈
ψ′0ε(v˜
δ0
εmh(t1)), v˜0
〉− 〈ψ′1ε(v˜δ0εmh(t1)), v˜0〉 .
L'application
ϕ 7→
∫
Ω
(µ(T˜0)− µ(T˜1))∇(v˜δ0εmh(t1) +G0ζ(t1))∇ϕdx+
〈
ψ′0ε(v˜
δ0
εmh(t1)), ϕ
〉
− 〈ψ′1ε(v˜δ0εmh(t1)), ϕ〉
est linéaire continue sur H1(Ω). Donc il existe Fm ∈ (H1(Ω))′ tel que∫
Ω
(µ(T˜0)− µ(T˜1))∇(v˜δ0εmh(t1) +G0ζ(t1))∇ϕdx+
〈
ψ′0ε(v˜
δ0
εmh(t1)), ϕ
〉
− 〈ψ′1ε(v˜δ0εmh(t1)), ϕ〉 = ∫
Ω
Fmϕdx, ∀ϕ ∈ H1(Ω),
et
‖Fm‖(H1)′ ≤ ‖µ(T˜0)− µ(T˜1)‖L∞(Ω)‖v˜δ0εmh(t1) +G0ζ(t1)‖H1(Ω) + C(Ω)‖l1 − l0‖L2(ω)
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Puisque Fm ∈ (H1(Ω))′, alors le problème elliptique : Trouver w˜m ∈ V tel que∫
Ω
w˜mϕdx+
∫
Ω
∇w˜m∇ϕdx =
∫
Ω
Fmϕdx =< Fm, ϕ >(H1(Ω))′,H1(Ω), ∀ϕ ∈ V ,
admet une unique solution w˜m ∈ V telle que
‖w˜m‖H1(Ω) ≤ ‖Fm‖(H1(Ω))′ .
Alors, en notant ((., .)) le produit scalaire de H1(Ω)
m−1∑
k=1
< Fm, vk >
2
(H1(Ω))′,H1(Ω) ‖vk‖2L2(Ω) =
m−1∑
k=1
((w˜m, vk))
2‖vk‖2L2(Ω) ≤ ‖w˜m‖2H1(Ω)
< Fm, v˜0 >
2
(H1(Ω))′,H1(Ω) ‖v˜0‖2L2(Ω) ≤ ‖Fm‖(H1(Ω))′‖v˜0‖2L2(Ω)‖v˜0‖2H1(Ω),
car (v1, . . . , vp) est une base hilbertienne orthonormale de V pour la norme de H1(Ω).
Donc
‖∂v˜
δ1
εmh
∂t
(t+1 )‖2L2(Ω) ≤ 2‖
∂v˜δ0εmh
∂t
(t−1 )‖2L2(Ω) +
(
2 + 2‖v˜0‖4H1(Ω)
)
‖Fm‖2(H1(Ω))′ .
On obtient
‖∂v˜
δ1
εmh
∂t
(t+1 )‖2L2(Ω) ≤ 2‖
∂v˜δ0εmh
∂t
(t−1 )‖2L2(Ω) + 4‖µ(T˜0)− µ(T˜1)‖2L∞(Ω)‖v˜δ0εmh(t1) +G0ζ(t1)‖2H1(Ω)
+4‖v˜0‖4H1(Ω)‖µ(T˜0)− µ(T˜1)‖2L∞(Ω)‖v˜δ0εmh(t1) +G0ζ(t1)‖2H1(Ω)
+
(
4 + 4‖v˜0‖4H1(Ω)
)
C(Ω)2‖l1 − l0‖2L2(ω).
Des estimations du lemme 4.2.4, ceci reste borné indépendamment de m, de ε et de δ.
On construit donc de cette façon v˜1h sur [t1, t2]. En choisissant v˜
n
0 = v˜
n−1
h (tn) pour tout
n ∈ {1, . . . , N − 1}, on construit ainsi v˜nh dans chaque sous intervalle [tn, tn+1].
On raccorde les problèmes discrétisés sur les sous intervalles [tn, tn+1] et on déﬁnit v˜h :
Ω× [0, τ ]→ R par
v˜h(x, t) = v˜
n
h(x, t) pour tout x ∈ Ω, t ∈ [tn, tn+1], n ∈ {0, . . . , N − 1}.
Posons
Th(x, t) = T (x, tn) si t ∈ [tn, tn+1], x ∈ Ω, n ∈ {0, . . . , N − 1}
et
ψh(w) =
∫
ω
lh|w| dx avec lh(x, t) = l(x, tn) si t ∈ [tn, tn+1], x ∈ Ω, n ∈ {0, . . . , N−1}.
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On obtient v˜h ∈ C0(0, τ ;V0div) ∩W 1,∞(0, τ ;L2(Ω)) et ph ∈ L2(0, τ ;L20(Ω)) solution de
〈
∂
∂t
(v˜h, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜h, v˜h, ϕχ)− (ph, div(ϕχ)) + a(Th; v˜h, ϕχ)
]
dt
+
∫ τ
0
[
ψh(ϕχ+ v˜h)− ψh(v˜h)
]
dt ≥
∫ τ
0
[
(f, ϕχ)− ζa(Th;G0, ϕχ)− (G0∂ζ
∂t
, ϕχ)
]
dt
−
∫ τ
0
[
ζ b(G0, v˜h +G0ζ, ϕχ) + ζ b(v˜h, G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
v˜h(0, x) = v˜0(x), x ∈ Ω.
(4.77)
On cherche maintenant à étudier la convergence entre la solution du problème discrétisé
et celle du problème (PT). On commence par établir des estimations indépendantes de h.
On a, à partir de la première section, que les estimations des lemmes 4.2.1,4.2.2 et 4.2.4
sont indépendantes de m, δ, ε.
Lemme 4.3.1. Sous les conditions du lemme 4.2.1, on a
‖v˜h‖L∞(0,τ ;L2(Ω)) ≤ C (4.78)
‖v˜h‖L2(0,τ ;V0) ≤ C (4.79)
‖(v˜h)′‖L 43 (0,τ ;Z′) ≤ C (4.80)
‖ph‖H−1(0,τ ;L20(Ω)) ≤ C, (4.81)
où C est une constante indépendante de h.
Démonstration. En reprenant la même démonstration qu'au lemme 4.2.1, avec (4.24) en
remplaçant τ0 par tn et τ1 par tn+1, on a
‖v˜δnεmh(s)‖2L2(Ω) ≤ 2
(
1
2
‖v˜δnεmh(tn)‖2L2(Ω) + Cn1
)
exp
(
2C
n
2 (s− tn)
)
. (4.82)
où
Cn1 =
1
2
∫ tn+1
tn
‖f‖2L2(Ω) dt+
µ2∗
α
‖G0‖2H1(Ω)|tn+1 − tn|‖ζ‖2L∞(tn,tn+1)
+
1
2
‖G0‖2L2(Ω)|tn+1 − tn|
∥∥∥∥∂ζ∂t
∥∥∥∥2
L∞(tn,tn+1)
+
K4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)|tn+1 − tn|‖ζ‖4L∞(tn,tn+1)
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C
n
2 =
3
2
+
K4
α
‖ζ‖L∞(tn,tn+1)‖∇G0‖2H1(Ω).
Mais C
n
2 ≤ C2 tel que
C2 =
3
2
+
K4
α
‖ζ‖L∞(0,τ)‖∇G0‖2H1(Ω).
Notons yn = ‖v˜δnεmh(tn)‖2L2(Ω), alors
yn+1 ≤ (yn + 2Cn1 ) exp
(
2C2h
)
≤ yn exp
(
2C2h
)
+ zn,
où
zn = 2C
n
1 exp
(
2C2h
)
.
En utilisant le lemme de Grönwall discret, on a
yn ≤ y0 exp
(
2C2hn
)
+
n−1∑
k=0
zk exp
(
2C2h(n− k − 1)
)
≤ (y0 + 2
n−1∑
k=0
Ck1 ) exp(2C2hn). (4.83)
où y0 = ‖v˜0m‖L2(Ω) ≤ ‖v˜0‖L2(Ω) et
n−1∑
k=0
Ck1 =
1
2
∫ τ
0
‖f‖2L2(Ω) dt+ hn
µ2∗
α
‖G0‖2H1(Ω)‖ζ‖2L∞(0,τ)
+hn
1
2
‖G0‖2L2(Ω)
∥∥∥∥∂ζ∂t
∥∥∥∥2
L∞(0,τ)
+
hnK4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)‖ζ‖4L∞(0,τ).
Comme C2 est indépendante de n et de h et nh ≤ τ , alors (4.78) est établie. De plus∫ tn+1
tn
‖v˜δnεmh‖2L2(Ω) ≤ Ch, (4.84)
où C est une constante indépendante de n et de h.
En remplaçant τ0 par tn et τ1 par tn+1 dans (4.22), on a
1
2
‖v˜δnεmh(tn+1)‖2L2(Ω) +
α
2
∫ tn+1
tn
‖v˜δnεmh‖2V0 dt+
1
δ
∫ tn+1
tn
‖div(v˜δnεmh)‖2L2(Ω) dt ≤
1
2
‖v˜δnεmh(tn)‖2L2(Ω)
+
1
2
∫ tn+1
tn
‖f‖2L2(Ω) dt+
µ2∗
α
‖G0‖2H1(Ω)
∫ tn+1
tn
|ζ|2 dt+ 1
2
‖G0‖2L2(Ω)
∫ tn+1
tn
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt
+
3
2
∫ tn+1
tn
‖v˜δnεmh‖2L2(Ω) dt+
K4
α
‖∇G0‖2H1(Ω)
∫ tn+1
tn
|ζ|2‖v˜δnεmh‖2L2(Ω) dt
+
K4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)
∫ tn+1
tn
|ζ|4 dt.
(4.85)
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En faisant la somme de n = 0 à N − 1, on obtient
1
2
‖v˜δnεmh(τ)‖2L2(Ω) +
α
2
∫ τ
0
‖v˜δnεmh‖2V0 dt+
1
δ
∫ τ
0
‖div(v˜δnεmh)‖2L2(Ω) dt ≤
1
2
‖v˜0‖2L2(Ω)
+
1
2
∫ τ
0
‖f‖2L2(Ω) dt+
µ2∗
α
‖G0‖2H1(Ω)
∫ τ
0
|ζ|2 dt+ 1
2
‖G0‖2L2(Ω)
∫ τ
0
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt
+
3
2
N−1∑
n=0
∫ tn+1
tn
‖v˜δnεmh‖2L2(Ω) dt+
K4
α
‖∇G0‖2H1(Ω)
N−1∑
n=0
∫ tn+1
tn
|ζ|2‖v˜δnεmh‖2L2(Ω) dt
+
K4
2
‖G0‖2H1(Ω)‖G0‖2H2(Ω)
∫ τ
0
|ζ|4 dt.
(4.86)
De l'estimation (4.84), on obtient (4.79). En revenant à (4.37), on a∫ tn+1
tn
‖(v˜δnεh)′‖
4
3
Z′ dt ≤ Cµ
4
3∗
∫ tn+1
tn
‖v˜δnεh‖
4
3
V0 dt+ Cc
4
3
1
∫ tn+1
tn
‖v˜δnεh‖
2
3
L2(Ω)‖∇ v˜δnεh‖2L2(Ω) dt
+C
∫ tn+1
tn
‖f‖
4
3
L2(Ω) dt+ Cµ
4
3∗ ‖G0‖
4
3
H1(Ω)
∫ tn+1
tn
|ζ| 43 dt+ C‖G0‖
4
3
L2(Ω)
∫ tn+1
tn
|∂ζ
∂t
| 43 dt
+2CK
8
3‖G0‖
4
3
H1(Ω)
∫ tn+1
tn
|ζ| 43‖v˜δnεh‖
4
3
V0 dt+ CK
8
3‖G0‖
8
3
H1(Ω)
∫ tn+1
tn
‖ζ‖ 83 dt.
En sommant de n = 0, . . . , N − 1, on a∫ τ
0
‖(v˜δnεh)′‖
4
3
Z′ dt ≤ Cµ
4
3∗
∫ τ
0
‖v˜δnεh‖
4
3
V0 dt+ Cc
4
3
1
∫ τ
0
‖v˜δnεh‖
2
3
L2(Ω)‖∇ v˜δnεh‖2L2(Ω) dt
+C
∫ τ
0
‖f‖
4
3
L2(Ω) dt+ Cµ
4
3∗ ‖G0‖
4
3
H1(Ω)
∫ τ
0
|ζ| 43 dt+ C‖G0‖
4
3
L2(Ω)
∫ τ
0
|∂ζ
∂t
| 43 dt
+2CK
8
3‖G0‖
4
3
H1(Ω)
∫ τ
0
|ζ| 43‖v˜δnεh‖
4
3
V0 dt+ CK
8
3‖G0‖
8
3
H1(Ω)
∫ τ
0
‖ζ‖ 83 dt.
En utilisant l'inégalité de Hölder (p = 3
2
, q = 3), on a∫ τ
0
‖(v˜δnεh)′‖
4
3
Z′ dt ≤ µ
4
3∗Cτ
1
3‖v˜δnεh‖
4
3
L2(0,τ ;V0) + Cc
4
3
1 ‖v˜δnεh‖
2
3
L∞(0,τ ;L2(Ω))‖v˜δnεh‖2L2(0,τ ;V0)
+ + Cτ
1
3‖f‖
4
3
L2(0,τ ;L2(Ω)) + Cµ
4
3∗ ‖G0‖
4
3
H1(Ω)τ‖ζ‖
4
3
L∞(0,τ) + C‖G0‖
4
3
L2(Ω)τ‖
∂ζ
∂t
‖
4
3
L∞(0,τ)
+2CK
8
3‖G0‖
4
3
H1(Ω)τ
1
3‖ζ‖
4
3
L∞(0,τ)‖v˜δnεh‖
4
3
L2(0,τ ;V0) + CK
8
3‖G0‖
8
3
H1(Ω)τ‖ζ‖
8
3
L∞(0,τ1).
En utilisant (4.83) et (4.84), on obtient (4.80). En remplaçant τ0 par tn et τ1 par tn+1
dans (4.43), et en sommant de n = 0, . . . , N − 1, on obtient∣∣∣∣∫ τ
0
(pδεh, wχ) dt
∣∣∣∣ ≤ ‖∂χ∂t ‖L2(0,τ)‖ϕ‖L2(Ω)‖v˜δεh‖L2(0,τ ;L2(Ω)) + µ∗‖v˜δεh‖L2(0,τ ;V0)‖χ‖L2(0,τ)‖ϕ‖H1(Ω)
+
3K2
2
‖v˜δεh‖2L2(0,τ ;V0)‖χ‖L∞(0,τ)‖ϕ‖H1(Ω) + ‖f‖L2(0,τ ;L2(Ω))‖ϕ‖L2(Ω)‖χ‖L2(0,τ)
+µ∗‖ζ‖L1(0,τ)‖G0‖H1(Ω)‖ϕ‖H1(Ω)‖χ‖L∞(0,τ) + ‖∂ζ
∂t
‖L1(0,τ)‖G0‖L2(Ω)‖χ‖L∞(0,τ)‖ϕ‖L2(Ω)
+2K2‖G0‖H1(Ω)‖ζ‖L∞(0,τ)‖v˜δεh‖L2(0,τ ;V0)‖χ‖L2(0,τ)‖ϕ‖H1(Ω)
+K2‖ζ‖2L2(0,τ)‖G0‖2H1(Ω)‖χ‖L∞(0,τ)‖ϕ‖H1(Ω), ∀w ∈ L20(Ω), ∀χ ∈ D(0, τ), ϕ = Pw.
(4.87)
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En utilisant (4.83) et (4.84), on obtient (4.81)
Convergence de la solution du problème discrétisé
Des estimations indépendantes de h, on déduit qu'il existe une sous-suite notés (vh)h>0
vériﬁant les convergences faibles suivantes quand h tend vers 0
v˜h ⇀ v˜ faiblement dans L
2(0, τ ;V0)
v˜h ⇀ v˜ faible* dans L
∞(0, τ ;L2(Ω))
v˜′h ⇀ v˜
′ faiblement dans L
4
3 (0, τ ;Z ′).
Avec le lemme d'Aubin, on a
v˜h → v˜ fortement dans L2(0, τ ;L4(Ω)) (4.88)
v˜h → v˜ fortement dans L2(0, τ ;L2(ω)). (4.89)
De plus, il existe une sous suite notée ph vériﬁant
ph ⇀ p faiblement dans H
−1(0, τ ;L20(Ω)).
Avec le lemme de Simon, on a
v˜h → v˜ fortement dans C0([0, τ ];H), (4.90)
avec H un espace de Banach tel que L2(Ω) ⊂ H ⊂ Z ′ et l'injection de L2(Ω) dans H est
compacte.
A l'aide de ces convergences, on peut passer à la limite quand h → 0 avec les mêmes
techniques que précemment dans tous les termes du problème approché à l'exception des
termes a(Th; v˜h + G0ζ, ϕχ) et ψh(ϕχ + v˜). Pour passer à la limite dans ces deux termes,
on énonce le le lemme suivant
Lemme 4.3.2. Quand h→ 0, on a
|
N−1∑
n=0
∫ tn+1
tn
a(Th; v˜h +G0ζ, ϕχ)− a(T ; v˜h +G0ζ, ϕχ) dt| → 0
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|
N−1∑
n=0
∫ tn+1
tn
ψh(v˜h + ϕχ)− ψ(v˜ + ϕχ) dt| → 0, (4.91)
pour tout ϕ ∈ V0 et χ ∈ D(0, τ).
Démonstration. Commençons par passer à la limite dans le terme a(Th, v˜h+G0ζ, ϕχ). On
a pour tout χ ∈ D(0, τ) et ϕ ∈ D(Ω)
|
N−1∑
n=0
∫ tn+1
tn
a(Th; v˜h +G0ζ, ϕ)χ− a(T ; v˜h +G0ζ, ϕ)χdt|
≤
N−1∑
n=0
∫ tn+1
tn
|a(Tn; v˜h +G0ζ, ϕ)− a(T, v˜h +G0ζ, ϕ)||χ| dt
≤
N−1∑
n=0
∫ tn+1
tn
‖µ(Tn)− µ(T )‖L2(Ω)‖∇(v˜h +G0ζ)‖L2(Ω)‖∇ϕ‖L∞(Ω)|χ| dt
≤ Cµ
N−1∑
n=0
∫ tn+1
tn
‖Tn − T‖L2(Ω)‖v˜h +G0ζ‖V‖∇ϕ‖L∞(Ω)|χ| dt
≤ Cµ‖∂T
∂t
‖L∞(0,τ :L2(Ω))‖∇ϕ‖L∞(Ω)
N−1∑
n=0
∫ tn+1
tn
|tn − t|‖v˜h +G0ζ‖V |χ| dt.
Donc
|
N−1∑
n=0
∫ tn+1
tn
a(Th; v˜h +G0ζ, ϕ)χ− a(T ; v˜h +G0ζ, ϕ)χdt|
≤ Ch‖∇ϕ‖L∞(Ω)
∫ τ
0
‖v˜h +G0ζ‖V |χ| dt,
où C = Cµ‖∂T∂t ‖L∞(0,τ :L2(Ω)).
Et quand h→ 0, on a
|
N−1∑
n=0
∫ tn+1
tn
a(Thv˜h +G0ζ, ϕ)χ− a(T ; v˜h +G0ζ, ϕ)χdt| → 0
De même, pour passer à la limite dans le terme ψh(v˜h + ϕχ), on a
|
N−1∑
n=0
∫ tn+1
tn
ψh(v˜h + ϕχ)− ψ(v˜ + ϕχ) dt|
≤
N−1∑
n=0
∫ tn+1
tn
∫
ω
|ln − l||v˜h + ϕχ| dx2 dt+
N−1∑
n=0
∫ tn+1
tn
∫
ω
l|v˜h − v˜| dx2 dt
≤ h‖l′‖L2(0,τ ;L2(ω))‖v˜h +G0ζ‖L2(0,τ ;L2(ω)) + ‖l‖L2(0,τ ;L2(ω))‖v˜h − v˜‖L2(0,τ ;L2(ω)).
Alors en utilisant la convergence forte (4.89), quand h→ 0
|
N−1∑
n=0
∫ tn+1
tn
ψh(v˜h + ϕζ)− ψ(v˜ +G0ζ) dt| → 0.
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Comme v˜h(0) = v˜0, avec (4.90) on obtient
v˜(0, x) = v˜0(x).
La limite de v˜h quand h→ 0 est solution du problème (PT).
4.3.2 Loi de Tresca en dimension 3
Danc cette partie, on s'intéresse au même problème que précédemment mais en di-
mension 3. On suppose que l ∈ L2(0, τ ;L2+(ω)). En dimension 3, le lemme 4.2.4 n'est pas
établi alors on ne peut pas déﬁnir la condition initiale dans chaque sous intervalle comme
dans le premier problème. Dans ce cas, on discrétise le problème approché par la méthode
de Galerkin. Soit δ > 0, ε > 0, m ≥ 1, alors pour tout n ∈ 0, . . . , N − 1
Problème 4.3.1. Trouver v˜δnεmh ∈ L2(tn, tn+1;V0) ∩ L∞(tn, tn+1;L2(Ω)) tel que
v˜δnεmh(t, x) =
m∑
k=1
gδnεjh(t)wk(x)
solution de(
∂v˜δnεmh
∂t
, wk
)
+ b(v˜δnεmh, v˜
δn
εmh, wk) +
1
2
(
v˜δnεmhdiv(v˜
δn
εmh), wk
)
+ a(T˜h; v˜
δn
εmh, wk)
+
1
δ
(
div(v˜δnεmh), div wk
)
+
〈
ψ′ε(v˜
δn
εmh), wk
〉
= (f, wk)− ζa(T˜h;G0, wk)
−
(
G0
∂ζ
∂t
, wk
)
− ζ b(G0, v˜δnεmh +G0ζ, wk)− ζb(v˜δnεmh, G0, wk).
(4.92)
v˜δnεmh(tn) = v˜
n
mh0. (4.93)
On choisit v˜0mh0 ∈ L2(Ω)
v˜0mh0 = v˜
0
m
où v˜0m est la projection orthogonale de v˜0 dans L
2(Ω) sur l'espace généré par {w1, . . . , wm}.
On déﬁnit aussi
v˜n+1mh0 = v˜
δn
εmh(tn+1) pour tout n ∈ {0, . . . , N − 2}
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Dans chaque sous intervalle, ce problème est identique au problème auxiliaire, l˜ correspond
à l dans chaque sous intervalle [tn, tn+1] pour n = 0, . . . , N − 1. On étudie l'existence de
solutions par la méthode de Galerkin dans chaque sous intervalle.
On passe à la limite quand m → ∞ puis quand δ → 0 et enﬁn quand ε → 0 à l'aide des
convergences obtenues comme dans la première section. Donc le passage à la limite sur h
se fait exactement de la même façon que dans le premier cas, à l'exception du terme de
bord qu'on donne ici
|
N−1∑
n=0
∫ tn+1
tn
ψ(v˜h)− ψ(v˜) dt| ≤
N−1∑
n=0
∫ tn+1
tn
∫
ω
l|v˜h − v˜| dx3 dt
≤
∫ τ
0
∫
ω
l|v˜h − v˜| dx3 dt ≤ ‖l‖L2(0,τ ;L2(ω))‖v˜h − v˜‖L2(0,τ ;L2(ω))
Comme v˜h → v˜ fortement dans L2(0, τ ;L2(ω)), on déduit que quand h→ 0
|
N−1∑
n=0
∫ tn+1
tn
ψ(v˜h)− ψ(v˜) dt| → 0.
Donc, quand h→ 0 la limite v˜ est solution du problème (PT).
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Chapitre 5
Etude théorique et numérique du
problème couplé
5.1 Introduction
Dans ce chapitre, on étudie d'une manière théorique puis numérique un problème
couplé (vitesse-pression-température). Ce problème comporte les deux équations qui ont
été traitées dans les chapitres 2 et 3 à savoir, l'équation de la chaleur hyperbolique et
l'équation de Navier-Stokes munie de la loi de Tresca en dimension 2. Dans la première
partie du chapitre on traite l'existence de solutions par le théorème de point ﬁxe de
Schauder. Dans la seconde, on étudie le problème par la technique de discrétisation en
temps. On cherchera des estimations indépendantes du pas de temps h puis on détermine
la limite de la solution du problème discrétisé quand h tend vers zéro.
5.2 Etude théorique
5.2.1 Position du problème couplé
On rappelle les convexes et espaces fonctionnels des chapitres précédents, V , V , V0,
Vdiv et L20(Ω)
V = {ϕ : ϕ ∈ H1(Ω) et ϕ = 0 sur ∂Ω}.
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V = {ϕ ∈ H1(Ω) : ϕ = 0 sur Γ1, ϕ = G0 sur ΓL, ϕ · ν = 0 sur ω} ,
Vdiv = {ϕ ∈ V : div(ϕ) = 0 dans Ω} ,
V0 =
{
ϕ ∈ H1(Ω) : ϕ = 0 sur ΓL ∪ Γ1, ϕ · ν = 0 sur ω
}
,
L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
.
Notons E(0, τ) l'espace des fonctions
E(0, τ) =
{
u ∈ L2(0, τ ;V ) tel que u′ ∈ L2(0, τ ;L2(Ω)), u′′ ∈ L2(0, τ ;V ′)} .
On reprend les mêmes hypothèses qu'au chapitre 2
u0 ∈ V, u1 ∈ L2(Ω) (5.1)
Kij ∈ W 1,∞(0, τ ;L∞(Ω))
∃α∗ > 0 :
2∑
i,j=1
Kijξiξj ≥ α∗
2∑
i=1
|ξi|2, p.p (x, t) ∈ Ω× (0, τ), ∀ξ ∈ R2.
(5.2)
Rappelons les notations du chapitre 2
M = ‖∂K
∂t
‖L∞(0,τ ;L∞(Ω)), (5.3)
α∗ = ‖K‖L∞(0,τ ;L∞(Ω)). (5.4)
La fonction a˜ est lipschitzienne sur R de rapport Ca et on suppose qu'il existe a∗, a∗ deux
constantes strictement positives telles que
0 < a∗ ≤ a˜(X) ≤ a∗, ∀X ∈ R, (5.5)
b˜ est une constante strictement positive et la fonction φ est lipschitzienne sur R de rapport
Cφ.
Les hypothèses du chapitre 3 sont données par
f ∈ L2(0, τ ;L2(Ω)), G0 ∈ H2(Ω), v˜0 ∈ L2(Ω), ζ ∈ C∞([0, τ ]). (5.6)
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On suppose de plus que ∇G0 ∈ L∞(Ω). La fonction µ est de classe C1 et lipschitzienne sur
R de rapport Cµ et on suppose qu'il existe µ∗, µ∗ deux constantes strictement positives
telles que
0 < µ∗ ≤ µ(X) ≤ µ∗, ∀X ∈ R. (5.7)
La formulation variationnelle du problème couplé est donnée par
Problème 5.2.1. On cherche le triplet (vitesse-pression-température) où v˜ ∈ L2(0, τ ;V0div)∩
L∞(0, τ ;L2(Ω)), p ∈ H−1(0, τ ;L20(Ω)) et u ∈ E(0, τ) solutions de l'inéquation variation-
nelle 〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜, v˜, ϕχ)− (p, div(ϕχ)) + a(u; v˜, ϕχ)
]
dt
+
∫ τ
0
[
ψ(ϕχ+ v˜)− ψ(v˜)
]
dt ≥
∫ τ
0
[
(f, ϕχ)− ζa(u;G0, ϕχ)− (G0∂ζ
∂t
, ϕχ)
]
dt
−
∫ τ
0
[
ζ b(G0, v˜ +G0ζ, ϕχ) + ζ b(v˜, G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
couplée avec l'équation variationnelle
b˜ < u′′, w > +(a˜(v˜)u′, w) + (K(x, t)∇u,∇w) = (φ(v˜), w)− (a˜(v˜)G′, w)
−b˜ < G′′, w > −(K(x, t)∇G,∇w), ∀w ∈ V au sens des distributions
et vériﬁant les conditions initiales
v˜(0) = v˜0
u(0) = u0
∂u
∂t
(0) = u1
où
a(u; v, w) =
∫
Ω
µ(u+G)dij(v)dij(w) dx1 dx2
b(u, v, w) =
∫
Ω
ui
∂vj
∂xi
wj dx1 dx2,
ψ(v) =
∫
ω
l|v| d x1,
avec G ∈ C2([0, τ ];H1(Ω)) donnée au chapitre 2 et l ∈ H1(0, τ ;L2+(ω)), < ., . > désigne le
produit de dualité entre V et V ′.
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5.2.2 Existence et unicité des solutions faibles
Théorème 5.2.1. Sous les hypothèses (5.1)-(5.6), le problème couplé 5.2.1 admet au
moins une solution.
Démonstration. L'existence de solutions du problème couplé 5.2.1 se démontre par l'ap-
plication du théorème de point ﬁxe de Schauder. On introduit alors l'application Λ déﬁnie
par :
Λ : L2(0, τ ;L2(Ω)) → L2(0, τ ;L2(Ω))
θ 7→ u,
Pour tout θ ∈ L2(0, τ ;V ) ⊂ L2(0, τ ;L2(Ω)), on a (voir les théorèmes 3.5.1 et 3.5.2)
l'existence et l'unicité de v˜θ ∈ L2(0, τ ;V0div) ∩ L∞(0, τ ;L2(Ω)) solution du problème〈
∂
∂t
(v˜, ϕ) , χ
〉
+
∫ τ
0
b(v˜, v˜, ϕχ) + a(θ; v˜, ϕχ) + ψ(ϕχ+ v˜)− ψ(v˜) ≥ (f, ϕχ)− ζa(θ;G0, ϕχ) dt
−
∫ τ
0
(G0
∂ζ
∂t
, ϕχ) + ζ b(G0, v˜ +G0ζ, ϕχ) + ζ b(v˜, G0, ϕχ) dt, ∀ϕ ∈ V0div, ∀χ ∈ D(0, τ)
(5.8)
v˜(0) = v˜0.
Pour ce v˜θ unique, on a (voir le théorème 2.3.2) l'existence et l'unicité de u ∈ E solution
du problème
b˜ < u′′, w > +(a˜(v˜)u′, w) + (K(x, t)∇u,∇w) = (φ(v˜), w)− (a˜(v˜)G′, w)
−b˜ < G′′, w > + (g2, w)Γ2 − (K(x, t)∇G,∇w), ∀w ∈ V
(5.9)
u(0) = u0
∂u
∂t
(0) = u1.
Ceci déﬁni bien l'application Λ. Montons la continuité de Λ :
Des estimations a priori du chapitre 2, on reprend la même preuve en utilisant le fait que
φ est lipschitzienne,
|φ(X)| ≤ |φ(0)|+ Cφ|X|, ∀X ∈ R2
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alors ∫
Ω
|φ(v˜)|2 dx ≤ 2|Ω||φ(0)|2 + 2C2φ
∫
Ω
|v˜|2 dx.
En poursuivant la preuve comme dans(2.31) (pages 16-20), on a
‖∇u‖L2(0,τ ;L2(Ω)) ≤ a‖v˜‖L2(0,τ ;V0) + b (5.10)
avec le lemme 3.7.1, on obtient
‖∇u‖L2(0,τ ;L2(Ω)) ≤ (a+ b)‖v˜‖L2(0,τ ;V0), (5.11)
où a et b sont deux constantes qui ne dépendent que de a∗, a∗, M , α∗, ‖G‖C2(0,τ ;H1(Ω)),
‖u0‖V , ‖u1‖L2(Ω) et ‖g2‖L2(Γ2).
D'autre part de l'inéquation variationnelle (5.8), en prenant ϕχ = −2v˜, on obtient
2
〈
∂
∂t
(v˜, ϕ) , χ
〉
+ 2b(v˜, v˜, v˜) + 2a(θ; v˜, v˜)− ψ(−v˜) + ψ(v˜) ≤ 2 (f, v˜)
−2ζa(θ;G0, v˜)− 2(G0∂ζ
∂t
, v˜)− 2ζ b(G0, v˜ +G0ζ, v˜)− 2 ζ b(v˜, G0, v˜),
(5.12)
or b(v˜, v˜, v˜) = 0 car div v˜ = 0 dans Ω, b(G0, v˜, v˜) = 0 car div G0 = 0 et ψ(−v˜) = ψ(v˜), il
reste donc
2
(
∂v˜
∂t
, v˜
)
+ 2a(θ; v˜, v˜) ≤ 2 (f, v˜)− 2ζa(θ;G0, v˜)
−2(G0∂ζ
∂t
, v˜)− 2ζ2 b(G0, G0, v˜)− 2 ζ b(v˜, G0, v˜).
(5.13)
En utilisant la coercivité de a et en majorant dans le second membre, on a
∂
∂t
‖v˜‖2L2(Ω) + 2α‖v˜‖2V0 ≤ 2‖f‖L2(Ω)‖v˜‖L2(Ω) + 2|ζ||a(θ;G0, v˜)|
+2‖G0‖L2(Ω)|∂ζ
∂t
|‖v˜‖L2(Ω) + 2|ζ|2‖G0‖L4(Ω)‖∇G0‖L4(Ω)‖v˜‖L2(Ω)
+2|ζ|‖v˜‖L4(Ω)‖∇G0‖L4(Ω)‖v˜‖L2(Ω).
(5.14)
En utilisant l'inégalité de Cauchy-Schwarz puis celle de Young, on obtient
2‖f‖L2(Ω)‖v˜‖L2(Ω) + 2‖G0‖L2(Ω)|∂ζ
∂t
|‖v˜‖L2(Ω)
≤ 2‖v˜‖2L2(Ω) + ‖f‖2L2(Ω) + ‖G0‖2L2(Ω)|
∂ζ
∂t
|2
2|ζ|2‖G0‖L4(Ω)‖∇G0‖L4(Ω)‖v˜‖L2(Ω) ≤ ‖v˜‖2L2(Ω) + |ζ|4K4‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)
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2|ζ|‖v˜‖L4(Ω)‖∇G0‖L4(Ω)‖v˜‖L2(Ω) ≤ α
2
‖v˜‖2V0 +
2K4
α
|ζ|2‖∇G0‖2H1(Ω)‖v˜‖2L2(Ω).
Comme µ est lipschitzienne, on a
2|χ||
∫
Ω
µ(θ)dijG0dij v˜ dx| ≤ 2|χ|
∫
Ω
|µ(θ)||dijG0||dij v˜| dx
≤ 2|χ|(|µ(0)|+ Cµ|θ|)
∫
Ω
|dijG0||dij v˜| dx
≤ α
2
‖v˜‖2V0 +
2C2
α
‖∇G0‖2L∞(Ω)|χ|2‖θ‖2L2(Ω),
où C est une constante qui dépend de Cµ et de |µ(0)|. En intégrant (5.14) de 0 à τ , on
obtient
‖v˜(τ)‖2L2(Ω) + α
∫ τ
0
‖v˜‖2V0 dt ≤ C1 + C2‖θ‖2L2(0,τ ;L2(Ω)), (5.15)
où
C1 = ‖f‖2L2(0,τ ;L2(Ω)) + ‖G0‖2L2(Ω)‖
∂ζ
∂t
‖2L2(0,τ) +
(
2K4
α
‖ζ‖2L∞(0,τ)‖∇G0‖2H1(Ω) + 3
)
‖v˜‖2L2(0,τ ;L2(Ω))
+‖ζ‖4L4(0,τ)K4‖G0‖2H1(Ω)‖∇G0‖2H1(Ω)
C2 =
2C2
α
‖∇G0‖2L∞(Ω)|χ|2L∞(0,τ). Donc
‖v˜‖2L2(0,τ ;V0) ≤
√
C1 + C2‖θ‖L2(0,τ ;L2(Ω)).
De (5.11) et l'inégalité de Poincaré-Friedrichs,il existe une constante CPF > tel que
‖u‖L2(0,τ ;L2(Ω)) ≤ CPF‖∇u‖L2(0,τ ;L2(Ω)) ≤ CPFC‖θ‖L2(0,τ ;L2(Ω)).
Ceci montre que l'application Λ est continue de L2(0, τ ;L2(Ω)) dans L2(0, τ ;L2(Ω)). Enﬁn
de la compacité de L2(0, τ ;V0) dans L2(0, τ ;L2(Ω)), on obtient que Λ est compacte de
L2(0, τ ;V0) dans lui même. Donc du théorème du point ﬁxe de Schauder, Λ admet un
point ﬁxe u = Λ(θ) tel que (u, v) ∈ E × L2(0, τ ;V0div) ∩ L∞(0, τ ;L2(Ω)) solution du
problème couplé 5.2.1.
5.3 Etude numérique
Soit N ∈ N∗. On décompose l'intervalle de temps [0, τ ] en N sous intervalles [tn, tn+1].
Le pas de temps sera noté h = τ
N
. La discrétisation en temps du problème couplé est
donnée pour tout n ∈ {0, . . . , N − 1} par
136
5.3. Etude numérique
Problème 5.3.1. Trouver v˜nh ∈ L2(tn, tn+1;V0div) ∩ L∞(tn, tn+1;L2(Ω)),
pnh ∈ H−1(tn, tn+1;L20(Ω)) et unh ∈ E(tn, tn+1) solutions de〈
∂
∂t
(v˜nh , ϕ) , χ
〉
+
∫ tn+1
tn
[
b(v˜nh , v˜
n
h , ϕχ)− (pnh, div(ϕχ)) + a(un; v˜nh , ϕχ) + ψn(ϕχ+ v˜nh)
]
dt
−
∫ tn+1
tn
ψn(v˜
n
h) dt ≥
∫ tn+1
tn
[
(f, ϕχ)− ζa(Tn;G0, ϕχ)− (G0∂ζ
∂t
, ϕχ)
]
dt
−
∫ tn+1
tn
[
ζ b(G0, v˜
n
h +G0ζ, ϕχ) + ζ b(v˜
n
h , G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(tn, tn+1)
b˜ < (unh)
′′(t), w > +(a˜n(unh)
′(t), w) + (Kn∇unh(t),∇w) = (φn, w)− (a˜nG′(t), w)
−b˜ < G′′(t), w > −(Kn∇G,∇w), ∀w ∈ V au sens des distributions
v˜nh(tn, x) = v˜
n
0 (x)
unh(tn, x) = u
n
0 (x)
∂unh
∂t
(tn, x) = u
n
1 (x),
où a˜n ∈ L∞(tn, tn+1;L∞(Ω)), φn ∈ L2(tn, tn+1;L2(Ω)). Les conditions initiales sont don-
nées dans les espaces suivants : v˜n0 ∈ L2(Ω), un0 ∈ V et un1 ∈ L2(Ω). De plus, on a
Kn = K(x, tn), n = 0, . . . , N − 1, x ∈ Ω
µ(un) = µ(u
n
0 +G(x, tn)), n = 0, . . . , N − 1 x ∈ Ω
ψn(w) =
∫
ω
ln|w| dx1, ln = l(x, tn) x ∈ Ω.
Ce problème est composé des deux problèmes (indépendants l'un de l'autre) étudiés dans
les chapitres 3, 4 et 2 respectivement où l'existence et l'unicité de la solution des deux
problèmes a été établie. De plus, on a obtenu dans le chapitre 2 que la solution unh ∈
C0([tn, tn+1];V )∩C1([tn, tn+1];L2(Ω)). De même, au chapitre 4, en dimension 2 on a obtenu
des régularités supplémentaires sur la dérivée de la vitesse : sous les hypothèses du lemme
4.2.4, v˜nh ∈ H1(tn, tn+1;V0div) ∩W 1,∞(tn, tn+1;L2(Ω)) et pnh ∈ L2(tn, tn+1;L20(Ω)), ce qui
implique que la solution est continue.
On déﬁnit alors les conditions initiales, a˜n et φn par récurrence sur n avec
u00(x) = u0, u
0
1(x) = u1, v˜
0
0(x) = v˜0(x)
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a˜0 = a˜(v˜0), φ0 = φ(v˜0)
et
un+10 (x) = u
n
h(x, tn+1) ∈ V, n ∈ 0, . . . , N − 2
un+11 (x) = (u
n
h)
′(x, tn+1) ∈ L2(Ω), n ∈ 0, . . . , N − 2
v˜n+10 (x) = v˜
n
h(x, tn+1) ∈ L2(Ω), n ∈ 0, . . . , N − 2,
et on déﬁnit a˜n et φn par
a˜n+1 = a˜(v˜
n
h(t− h, x)) pour tout t ∈ [tn+1, tn+2], x ∈ Ω, n = 0, . . . , N − 2,
φn+1 = φ(v˜
n
h(t− h, x)) pour tout t ∈ [tn+1, tn+2], x ∈ Ω, n = 0, . . . , N − 2.
On raccorde ainsi les problèmes discrétisés sur les sous intervalles [tn, tn+1] et on déﬁnit
v˜h : Ω× [0, τ ]→ R et uh : Ω× [0, τ ]→ R, par
v˜h(x, t) = v˜
n
h(x, t) pour tout x ∈ Ω, t ∈ [tn, tn+1], n = 0, . . . , N − 1,
uh(x, t) = u
n
h(x, t) pour tout x ∈ Ω, t ∈ [tn, tn+1], n = 0, . . . , N − 1.
On obtient que v˜h ∈ C0([0, τ ];V0div) ∩ W 1,∞(0, τ ;L2(Ω)), ph ∈ L2(0, τ ;L20(Ω)) et uh ∈
C0([0, τ ];V ) ∩ C1([0, τ ];L2(Ω)) sont solutions de〈
∂
∂t
(v˜h, ϕ) , χ
〉
+
∫ τ
0
[
b(v˜h, v˜h, ϕχ)− (ph, div(ϕχ)) + a(uh; v˜h, ϕχ) + ψh(ϕχ+ v˜h)
]
dt
−
∫ τ
0
ψh(v˜h) dt ≥
∫ τ
0
[
(f, ϕχ)− ζa(uh;G0, ϕχ)− (G0∂ζ
∂t
, ϕχ)
]
dt
−
∫ τ
0
[
ζ b(G0, v˜h +G0ζ, ϕχ) + ζ b(v˜h, G0, ϕχ)
]
dt, ∀ϕ ∈ V0, ∀χ ∈ D(0, τ)
(5.16)
b˜ < u′′h(t), w > +(a˜hu
′
h(t), w) + (Kh∇uh(t),∇w) = (φh, w)− (a˜hG′(t), w)
−b˜ < G′′(t), w > −(Kh∇G,∇w), ∀w ∈ V au sens des distributions
(5.17)
avec les conditions initiales
v˜h(0, x) = v˜0(x)
uh(0, x) = u0(x)
∂uh
∂t
(0, x) = u1(x),
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où uh, ψh, Kh, a˜h et φh sont déﬁnis par
uh(x, t) = uh(x, tn) pour tout t ∈ [tn, tn+1], x ∈ Ω, n = 0, . . . , N − 1,
ψh(w) =
∫
ω
lh|w| dx1, lh(x, t) = l(x, tn) pour tout t ∈ [tn, tn+1], x ∈ Ω, n = 0, . . . , N−1,
Kh(x, t) = K(x, tn) si t ∈ [tn, tn+1], x ∈ ω, n = 0, . . . , N − 1,
a˜h(x, t) = a˜n(x) pour tout t ∈ [tn, tn+1], x ∈ Ω, n = 0, . . . , N − 1
φh(x, t) = φn pour tout t ∈ [tn, tn+1], x ∈ Ω, n = 0, . . . , N − 1.
Dans ce qui suit, on s'intéresse au passage à la limite quand h tend vers zéro. Pour ce
faire, on commence par établir des estimations indépendantes de h.
Lemme 5.3.1. Sous les hypothèses (5.1)-(5.6), on a les estimations suivantes
‖v˜h‖L∞(0,τ ;L2(Ω)) ≤ C (5.18)
‖v˜h‖L2(0,τ ;V0) ≤ C (5.19)
‖v˜′h‖L 43 (0,τ ;Z′) ≤ C (5.20)
‖ph‖H−1(0,τ ;L2(Ω)) ≤ C, (5.21)
où C est une constante indépendante de h.
Démonstration. Les majorations (5.18)-(5.21) découlent des estimations (4.78)-(4.81), in-
dépendantes de h et de la température, intervenant dans le coeﬃcient de la viscosité,
établies au chapitre 4.
Lemme 5.3.2. Sous les hypothèses (5.1)-(5.6), on a
‖u′h‖L∞(0,τ ;L2(Ω)) ≤ C (5.22)
‖uh‖L∞(0,τ ;V ) ≤ C, (5.23)
où C est une constante indépendante de h.
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Démonstration. En reprenant la démonstration des estimations obtenues au lemme 2.4.2
du chapitre 2, on a avec (2.72)
b˜
2
‖(unh)′(s)‖2L2(Ω) +
a∗
2
∫ s
tn
‖(unh)′‖2L2(Ω) dt+
1
2
(Kn∇(unh +G)(s),∇(unh +G)(s))
≤ yn
(
exp(
s− tn
α∗
)
)
pour tout s ∈ [tn, tn+1],
(5.24)
avec
yn = zn +
3
2a∗
‖φn‖2L2(tn,tn+1;L2(Ω)) + Ch pour tout n ∈ 0, . . . , N − 1
et
zn =
b˜
2
‖(unh)′(tn)‖2L2(Ω) +
1
2
(Kn∇(unh(tn) +G(tn)),∇(unh(tn) +G(tn))) .
De plus pour tout h ∈]0, hˆ]
yn ≤ z0 exp(C˜τ) + (exp(C˜τ) + 1)
n−1∑
k=0
(
3
2a∗
‖φk‖2L2(tk,tk+1;L2(Ω)) + Ch
)
.
On a
n−1∑
k=0
‖φk‖2L2(tk,tk+1;L2(Ω)) =
n−2∑
k=0
‖φ(v˜kh)‖2L2(tk,tk+1;L2(Ω)) + h‖φ(v˜0)‖2L2(Ω)
≤
∫ τ
0
‖φ(v˜h)‖2L2(Ω) dt+ h‖φ(v˜0)‖2L2(Ω).
Comme φ est lipschitzienne, on a
|φ(X)| ≤ |φ(0)|+ Cφ|X|, ∀X ∈ R2,
alors ∫ τ
0
∫
Ω
|φ(v˜h)|2 dx dt ≤ 2τ |Ω||φ(0)|2 + 2C2φ
∫ τ
0
∫
Ω
|v˜h|2 dx dt.
On obtient donc
n−1∑
k=0
‖φk‖2L2(tk,tk+1;L2(Ω)) ≤ 2(τ + h)|Ω||φ(0)|2 + 2C2φ
∫ τ
0
‖v˜h‖2L2(Ω) dt+ 2C2φh‖v˜0‖2L2(Ω)
≤ 2(τ + hˆ)|Ω||φ(0)|2 + 2C2φ‖v˜h‖L2(0,τ ;L2(Ω)) + 2C2φhˆ‖v˜0‖2L2(Ω).
Notons Cˆ = 3
a∗
[
(τ + hˆ)|Ω||φ(0)|2 + C2φhˆ‖v˜0‖2L2(Ω)
]
, c'est une constante indépendante de
h et on a
yn ≤ z0 exp(C˜τ) + (exp(C˜τ) + 1)
(
Cˆ +
3C2φ
a∗
‖v˜h‖L2(0,τ ;L2(Ω)) + Cτ
)
,
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où
z0 =
b
2
‖u1‖2L2(Ω) +
1
2
(K(0, x)∇(u0 +G(0)),∇(u0 +G(0))).
On trouve enﬁn
b˜
2
‖(unh)′(s)‖2L2(Ω) +
a∗
2
∫ s
tn
‖(unh)′‖2L2(Ω) dt+
α∗
2
‖∇(unh +G)(s)‖2L2(Ω)
≤
(
z0 exp(C˜τ) + (exp(C˜τ) + 1)
(
Cˆ +
3C2φ
a∗
‖v˜h‖2L2(0,τ ;L2(Ω)) + Cτ
))
exp(
hˆ
α∗
),
∀s ∈ [tn, tn+1],∀n ∈ 0, . . . , N − 1.
(5.25)
Avec le lemme précédent, on obtient (5.22) et (5.23).
Des estimations (5.22) et (5.23) indépendantes de h, on déduit qu'il existe une sous
suite notée (uh)h>0 vériﬁant les convergences suivantes quand h→ 0 :
uh ⇀ u faiblement dans L
2(0, τ ;V ) et faible* dans L∞(0, τ ;V ) (5.26)
u′h ⇀ u
′ faiblement dans L2(0, τ ;L2(Ω)) et faible* dans L∞(0, τ ;L2(Ω)). (5.27)
De plus, des estimations (5.18)-(5.20), on déduit qu'il existe une sous suite notée (v˜h)h>0
vériﬁant les convergences suivantes quand h→ 0
v˜h ⇀ v˜ faiblement dans L
2(0, τ ;V0)
v˜h ⇀ v˜ faible* dans L
∞(0, τ ;L2(Ω))
v˜′h ⇀ v˜
′ faiblement dans L
4
3 (0, τ ;Z ′),
et avec l'estimation (5.21), on déduit qu'il existe une sous suite notée (ph)h>0 vériﬁant la
convergence suivante
ph ⇀ p faiblement dans L
2(0, τ ;L2(Ω)).
Avec le lemme d'Aubin, on obtient les convergences fortes suivantes
uh → u fortement dans L2(0, τ ;L2(Ω)) (5.28)
v˜h → v˜ fortement dans L2(0, τ ;L4(Ω)) (5.29)
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v˜h → v˜ fortement dans L2(0, τ ;L2(ω)). (5.30)
Avec le lemme de Simon, on a
uh → u fortement dans C0([0, τ ];L2(Ω)) (5.31)
vh → v fortement dans C0([0, τ ];H), (5.32)
où H est un espace de Banach tel que L2(Ω) ⊂ H ⊂ Z ′ et l'injection de L2(Ω) dans H
est compacte.
On peut passer à la limite dans (5.16) et (5.17) avec les techniques employées dans les
chapitres 4 et 2 à l'exception des termes de couplage a(uh, v˜h +G0ζ, ϕχ), (a˜h(u′h +G
′), w)
et (φh, w).
Commençons par déterminer la limite du terme a(uh, v˜h + G0ζ, ϕχ). On a pour tout
χ ∈ D(0, τ) et ϕ ∈ D(Ω)
|
N−1∑
n=0
∫ tn+1
tn
a(uh; v˜h +G0ζ, ϕ)χ− a(u; v˜h +G0ζ, ϕ)χdt|
≤
N−1∑
n=0
∫ tn+1
tn
|a(uh; v˜h +G0ζ, ϕ)− a(u, v˜h +G0ζ, ϕ)||χ| dt
≤
∫ τ
0
‖µ(uh)− µ(u)‖L2(Ω)‖∇(v˜h +G0ζ)‖L2(Ω)‖∇ϕ‖L∞(Ω)|χ| dt
≤ Cµ
N−1∑
n=0
∫ tn+1
tn
‖uh(tn)− u‖L2(Ω)‖v˜h +G0ζ‖V‖∇ϕ‖L∞(Ω)|χ| dt
On a
‖uh(tn)− u(t)‖L2(Ω) ≤ ‖uh(tn)− uh(t)‖L2(Ω) + ‖uh(t)− u(t)‖L2(Ω)
≤ ‖
∫ t
tn
∂uh
∂t
(s) ds‖L2(Ω) + ‖uh − u‖C0([0,τ ];L2(Ω))
≤
∫ t
tn
‖∂uh
∂t
(s)‖L2(Ω) ds+ ‖uh − u‖C0([0,τ ];L2(Ω))
≤ √t− tn‖∂uh
∂t
‖L2(tn,tn+1;L2(Ω)) + ‖uh − u‖C0([0,τ ];L2(Ω)).
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Alors
N−1∑
n=0
∫ tn+1
tn
‖uh(tn)− u‖L2(Ω)‖v˜h‖V0‖∇ϕ‖L∞(Ω)|χ| dt
≤
N−1∑
n=0
∫ tn+1
tn
√
t− tn‖∂uh
∂t
‖L2(tn,tn+1;L2(Ω))‖v˜h‖V0‖∇ϕ‖L∞(Ω)|χ| dt
+‖uh − u‖C0(0,τ ;L2(Ω))
N−1∑
n=0
∫ tn+1
tn
‖v˜h‖V0‖∇ϕ‖L∞(Ω)|χ| dt
≤
(√
h‖∂uh
∂t
‖L2(0,τ ;L2(Ω)) + ‖uh − u‖C0([0,τ ];L2(Ω))
)∫ τ
0
‖v˜h‖V0‖∇ϕ‖L∞(Ω)|χ| dt
≤
(√
h‖∂uh
∂t
‖L2(0,τ ;L2(Ω)) + ‖uh − u‖C0([0,τ ];L2(Ω))
)
‖v˜h‖L2(0,τ ;V0)‖χ‖L2(0,τ)‖∇ϕ‖L∞(Ω)
Alors de la convergence forte (5.31), on obtient
|
N−1∑
n=0
∫ tn+1
tn
a(uh(tn); v˜h, ϕ)χ− a(u; v˜h, ϕ)χdt| → 0.
On étudie maintenant la limite du terme (φh, w). On a pour tout w ∈ V et ϕ ∈ D(0, τ)
|
N−1∑
n=0
∫ tn+1
tn
(φh, w)ϕ− (φ(v˜), w)ϕdt| ≤
N−1∑
n=0
∫ tn+1
tn
|(φh − φ(v˜), w)||ϕ| dt
≤
N−1∑
n=1
∫ tn+1
tn
‖φ(v˜h(t− h))− φ(v˜)‖L2(Ω)‖w‖L2(Ω)|ϕ| dt+
∫ h
0
‖φ(v˜0)− φ(v˜)‖L2(Ω)‖w‖L2(Ω)|ϕ| dt
≤ Cφ
N−1∑
n=1
∫ tn+1
tn
‖v˜h(t− h)− v˜‖L2(Ω)‖w‖L2(Ω)|ϕ| dt+ Cφ
∫ h
0
‖v˜0 − v˜‖L2(Ω)‖w‖L2(Ω)‖ϕ‖ dt
≤ Cφ
N−1∑
n=1
∫ tn+1
tn
‖v˜h(t− h)− v˜‖L2(Ω)‖w‖L2(Ω)|ϕ| dt
+Cφ
√
h‖v˜0 − v˜‖L2(0,τ ;L2(Ω))‖w‖L2(Ω)‖ϕ‖L∞(0,τ).
Posons  wh = v˜(t− h) si t ∈ [h, τ ]wh = v˜0 si t ∈ [0, h].
Alors
N−1∑
n=1
∫ tn+1
tn
‖v˜h(t− h)− v˜‖L2(Ω)‖w‖L2(Ω)|ϕ| dt
≤
N−1∑
n=1
∫ tn+1
tn
‖v˜h(t− h)− wh(t)‖L2(Ω)‖w‖L2(Ω)|ϕ| dt+ ‖wh − v˜‖L2(0,τ ;L2(Ω))‖w‖L2(Ω)‖ϕ‖L2(0,τ)
≤ √τ‖v˜h − v˜‖L2(0,τ ;L2(Ω))‖w‖L2(Ω)‖ϕ‖L∞(0,τ) + ‖wh − v˜‖L2(0,τ ;L2(Ω))‖w‖L2(Ω)‖ϕ‖L2(0,τ).
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Or ∫ τ
0
‖wh‖2L2(Ω) dt =
∫ h
0
‖v˜0‖2L2(Ω) dt+
∫ τ−h
0
‖v˜‖2L2(Ω) dt
=
∫ τ
0
‖v˜‖2L2(Ω) dt+ h‖v˜0‖2L2(Ω) −
∫ τ
τ−h
‖v˜‖2L2(Ω) dt
et
0 ≤
∫ τ
τ−h
‖v˜‖2L2(Ω) dt ≤
√
h‖v˜‖2L2(0,τ ;L4(Ω)).
On en déduit que quand h→ 0,∫ τ
0
‖wh‖2L2(Ω) dt→
∫ τ
0
‖v˜‖2L2(Ω) dt. (5.33)
Donc il existe w ∈ L2(0, τ ;L2(Ω)) tel que
wh ⇀ w faiblement dans L
2(0, τ ;L2(Ω)).
Soit ϕ ∈ D(Ω) et ξ ∈ D(0, τ)∫ τ
0
whϕξ dx dt =
∫ h
0
∫
Ω
v˜0ϕξ dx dt+
∫ τ−h
0
v˜(t, x)ϕξ(t− h) dx dt
=
∫ h
0
∫
Ω
v˜0ϕξ dx dt+
∫ τ
0
∫
Ω
v˜(t, x)ϕξ(t) dx dt
−
∫ τ
τ−h
∫
Ω
v˜(t, x)ϕξ(t) dx dt+
∫ τ−h
0
∫
Ω
v˜(t, x)ϕ(ξ(t− h)− ξ(t)) dx dt.
Or ∫ τ
τ−h
∫
Ω
v˜(t, x)ϕξ(t) dx dt+
∫ τ−h
0
∫
Ω
v˜(t, x)ϕ(ξ(t− h)− ξ(t)) dx dt
≤ ‖ξ‖L∞(0,τ)‖ϕ‖L2(Ω)
∫ τ
τ−h
‖v˜‖L2(Ω) dt+ h‖ξ′‖L∞(0,τ)‖ϕ‖L2(Ω)
∫ τ−h
0
‖v˜‖L2(Ω).
Alors quand h→ 0, on a∫ τ
0
∫
Ω
whϕξ dx dt→
∫ τ
0
∫
Ω
v˜ϕξ dx dt. (5.34)
D'où v˜ = w. On a
‖wh − v˜‖2L2(0,τ ;L2(Ω)) = ‖wh‖2L2(0,τ ;L2(Ω)) + ‖v˜‖2L2(0,τ ;L2(Ω)) − 2
∫ τ
0
∫
Ω
whv˜ dx dt,
144
5.3. Etude numérique
alors de (5.33) et (5.34), on a
‖wh − v˜‖2L2(0,τ ;L2(Ω)) → 2‖v˜‖2L2(0,τ ;L2(Ω)) − 2
∫ τ
0
∫
Ω
v˜2 dx dt = 0.
Donc
wh → v˜ fortement dans L2(0, τ ;L2(Ω)),
et ﬁnalement quand h→ 0, on a
|
N−1∑
n=0
∫ tn+1
tn
(φ(v˜h), w)ϕ− (φ(v˜), w)ϕdt| → 0.
On passe à la limite dans le terme (a˜h(u′h + G
′), w) de façon analogue. On a pour tout
w ∈ D(Ω) et ϕ ∈ D(0, τ)
|
N−1∑
n=0
∫ tn+1
tn
(a˜h(u
′
h +G
′), w)ϕ− (a˜(v˜)(u′h +G′), w)ϕdt|
≤
N−1∑
n=0
∫ tn+1
tn
|(a˜h(u′h +G′)− a˜(v˜)(u′h +G′), w)||ϕ| dt
≤
N−1∑
n=0
∫ tn+1
tn
‖a˜h − a˜(v˜)‖L2(Ω)‖u′h +G′‖L2(Ω)‖w‖L∞(Ω)|ϕ| dt
≤ Ca
N−1∑
n=1
∫ tn+1
tn
‖v˜h(t− h)− v˜‖L2(Ω)‖u′h +G′‖L2(Ω)‖w‖L∞(Ω)|ϕ| dt
+Ca
√
h‖v˜0 − v˜‖L2(0,τ ;L2(Ω))‖u′h +G′‖L∞(0,τ ;L2(Ω))‖w‖L∞(Ω)‖ϕ‖L∞(0,τ).
Avec les mêmes techniques, on obtient que quand quand h→∞
|
N−1∑
n=0
∫ tn+1
tn
(a˜h(u
′
h +G
′), w)ϕ− (a˜(v˜)(u′h +G′), w)ϕdt| → 0.
Avec les convergences (5.31) et (5.32), on a
u(0, x) = u0(x), v˜0(x) = v˜0.
Pour prouver que u′(0) = u1, on choisit une fonction régulière ϕ ∈ C∞([0, τ ];R) telle que
ϕ(τ) = 0, et comme dans la preuve faite dans les pages 14-16, on obtient
u′(0) = u1 dans V ′.
On déduit que le la limite quand h → 0 du triplet (v˜h, ph, uh) est solution du problème
5.2.1.
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En guise de conclusion, les équations de Navier-Stokes représentent jusqu'à nos jours
un des plus grands challenges de l'histoire des mathématiques. En eﬀet, elles sont loin
d'avoir livré tous leurs secrets.
Dans ce travail, on a étudié l'existence de solutions en dimension 3 du système de
Navier-Stokes, muni de la loi de Tresca ou de Coulomb (ces conditions non linéaires ra-
joutent une diﬃculté supplémentaire au problème habituellement étudié). On a démontré
de même que, l'unicité en dimension 2 est assurée mais en dimension 3, la preuve a né-
cessité des régularités supplémentaires ainsi qu'une viscosité suﬃsamment grande.
Néanmoins, le problème couplé en dimension 3 s'est avéré être un obstacle majeur dans
cette thèse, l'unicité de la solution du problème de Tresca ainsi que l'existence de solutions
du problème de Coulomb ont été prouvées à l'aide de régularités supplémentaires. Ces
dernières ont ainsi été démontrées en présence d'hypothèses fortes sur les données comme
T ′ ∈ L∞(0, τ ;L∞(Ω)), ce qui, d'ailleurs, n'est pas cohérent avec les résultats obtenus au
chapitre 2.
Dans les chapitres 2 et 4, on a considéré l'étude par discrétisation en temps du problème
de la chaleur et du problème de Tresca en dimension 3. La discrétisation en temps du
problème couplé en dimension 3 donne deux problèmes complètement indépendants l'un
de l'autre, c'est à dire que, contrairement à l'obstacle rencontré dans l'étude théorique par
le point ﬁxe de Schauder, la méthode numérique résoudra le problème de la dimension.
De fait, l'étude du problème couplé par discrétisation en temps en dimension 3 sera une
alternative très importante.
Pour les perspectives à court terme, on fera, d'abord, des simulations numériques.
Ensuite, on cherchera des estimations indépendantes de b du problème de la chaleur
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hyperbolique aﬁn d'étudier la convergence de ce dernier vers l'équation de la chaleur
parabolique.
Les perspectives à long terme, quant à elles, seront l'occasion d'eﬀectuer une étude
assymptotique en espace des problèmes traités, ainsi que de refaire l'étude du chapitre 2
en gardant le terme v∇T , négligé dans notre équation. Dans cette même lignée, il sera
envisageable de transformer le couplage en prenant une capacité thermique constante
et une conduction thermique dépendante de la vitesse. Enﬁn, considérer un ﬂuide non
Newtonien serait intéressant d'un point de vue physique.
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Outils mathématiques
1 Opérateurs compacts et bases hilbertiennes
Déﬁnition .1.1. [8] Soient E et F deux espaces de Banach, on dit qu'un opérateur
Z ∈ L(E,F ) est compact si Z(BE) est relativement compact pour la topologie forte de F .
En d'autres termes, Z est un opérateur compact si, pour toute suite bornée (xn) dans E,
la suite (Zxn) contient une sous-suite convergente.
Lemme .1.1 (d'Aubin). [27] Soient X0, X,X1 trois espaces de Banach, on suppose que
X0 et X1 sont reﬂexifs, l'injection X0 ⊂ X est compacte, et l'injection X ⊂ X1 est
continue. Soit T > 0 et p0, p1 > 1. On considère l'espace suivant
Y = {v ∈ Lp0(0, T ;X0); v′ = dv
dt
∈ Lp1(0, T ;X1)},
muni de la norme
‖v‖Y = ‖v‖Lp0 (0,T ;X0) + ‖v′‖Lp1 (0,T ;X1).
Alors, l'injection de Y dans Lp0(0, T ;X) est compacte.
Lemme .1.2 (de Simon). [52] Soient X0, X,X1 trois espaces de Banach tels que, l'injec-
tion de X0 ⊂ X est compacte. Si F est borné dans Lp(0, T ;X0) où 1 < p <∞, et ∂F∂t est
borné dans L1(0, T ;X1). Alors F est relativement compact dans L
p(0, T ;X).
Si F est borné dans L∞(0, T ;X0) et ∂F∂t est borné dans L
r(0, T ;X1) où r > 1, alors F est
relativement compact dans C([0, T ];X).
149
Annexe Outils mathématiques
Théorème .1.1. (Théorème de point ﬁxe de Schauder)[31]
Soit X un espace de Banach et M un ensemble fermé convexe et non vide de X. Soit T
une application continue de M dans M telle que T (M) est relativement compact. Alors,
T a un point ﬁxe dans M .
Déﬁnition .1.2. [8] Soit H un espace de Hilbert et (, ., ) est le produit scalaire, on appelle
base hilbertienne une suite (en) d'éléments de H tels que
1. |en| = 1 ∀n, (em, en) = 0 ∀m,n,m 6= n
2. L'espace vectoriel engendré par les (en) est dense dans H.
Théorème .1.2. Tout espace de Hilbert séparable admet une base hilbertienne.
Théorème .1.3. On suppose que H est séparable. Soit Z un opérateur autoadjoint com-
pact.
Alors H admet une base hilbertienne formée de vecteurs propres de Z.
2 Inégalités de Sobolev
Lemme .2.1. (Inégalité de Korn)[38] Soit Ω un ouvert borné lipschitzien de Rd. Il existe
une constante CK > 0 (appelée constante de Korn) telle que pour tout u ∈ (H1Γ1(Ω))d, on
a
‖∇u‖L2(Ω) ≤ CK‖D(u)‖L2(Ω),
où D(u) est le tenseur des taux de déformations.
Lemme .2.2. Il existe une constante c qui ne dépend que de Ω telle que
‖u‖L3(Ω) ≤ c‖u‖
1
2
L2(Ω)‖u‖
1
2
L6(Ω), ∀u ∈ L6(Ω)
Lemme .2.3. [8] Soient 1 ≤ q ≤ p <∞. Alors
‖u‖Lp(Ω) ≤ c‖u‖1−aLq(Ω)‖u‖aW 1,n , ∀u ∈ W 1,n(Ω) avec a = 1−
q
p
le cas le plus fréquemment utilisé n = 2, p = 4, q = 2 et a = 1
2
c'est-à-dire
‖u‖L4(Ω) ≤ c‖u‖
1
2
L2(Ω)‖u‖
1
2
H1(Ω), ∀u ∈ H1(Ω)
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3 Opérateurs monotones
Déﬁnition .3.1. Soit E est un espace de Banach réﬂexif et séparable, et A : E → P(E).
On dit que
1. A est monotone si
∀u, v ∈ E, ∀u′, v′ ∈ P(E), < u′ − v′, u− v >≥ 0
2. A est strictement monotone si de plus < u′ − v′, u− v >= 0 implique u = v.
Déﬁnition .3.2. Soient X un espace topologique, f : X → R une fonction et a ∈ X un
point. La fonction f est semi-continue inférieurement (sci) en a si
f(a) ≤ lim inf
x→a
f(x)
Déﬁnition .3.3. On désigne par H un espace de Hilbert réel, U une partie convexe non
vide de H et J une fonction convexe de U à valeurs dans R. Soit x un point de U . Le
sous-diﬀérentiel de J en u, noté ∂J(u), est déﬁni par
∂J(u) = {P ∈ H ′;∀v ∈ U : J(v) ≥ J(u)+ < P, v − u >}.
Intuitivement, le sous-diﬀérentiel est formé par toutes les directions des hyperplans qui
passent par le point (u; J(u)) et restent "sous" le graphe de la fonction J .
Remarque .3.1. Si de plus, J est diﬀérentiable en u alors ∂J(u) = {∇J(u)}.
Proposition .3.1. [9] Si J est convexe et semi continue inférieurement, ∂J est un opé-
rateur monotone.
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