Using exponential dichotomies, we get maximal regularity for retarded functional difference equations. Applications on Volterra difference equations with infinite delay are shown.
Introduction
The maximal regularity problem for the discrete time evolution equations has been recently considered by Blunck [4, 5] . Discrete maximal regularity properties appears not to be considered in the literature before the paper [5] . The continuous maximal regularity problem for time evolution equations is well-know (see [1, 4, 5, 19, 20] and the reference contained therein).
In the present paper we are concerned in the study of maximal regularity for the following homogeneous retarded linear functional equation:
where L : N(n 0 ) × Ꮾ → C r is a bounded linear map with respect to the second variable, Ꮾ denotes an abstract phase space that we will explain briefly later (for the basic theory of phase spaces, the reader is referred to the book by Hino et al. [14] ); x · denotes the Ꮾ-valued function defined by n → x n , and N(n 0 ) denotes the set {n ∈ N/n ≥ n 0 }. The abstract phase spaces was introduced by Hale and Kato [13] for studying qualitative theory of functional differential equations with unbounded delay. The idea of considering phase spaces for studying qualitative properties of functional difference equations was used first by Murakami [18] for study some spectral properties of the solution operator for linear Volterra difference systems and then by Elaydi et al. [12] for study asymptotic equivalence of bounded solutions of a homogeneous Volterra difference system and its perturbation.
Besides its theoretical interest, the study of abstract retarded functional difference equations in phase space has great importance in applications. For these reasons from then the theory of functional difference equations with infinite delay has drawn the attention of several authors (see [6] [7] [8] [9] [10] [11] [12] [16] [17] [18] ). The fact that the state space for functional difference equations is infinite dimensional require the development of methods and techniques from functional analysis. Questions concerning boundedness, convergence and asymptotic behavior of perturbations (1.1) has been studied by Cuevas [6] , Cuevas and Pinto [8] [9] [10] , Cuevas and Vidal [11] , Cuevas and Del Campo [7] . Recently, a very interesting article has been published by Matsunaga and Murakami [16] concerning to the existence of the local stable manifolds, together with the local unstable manifolds and the local center-unstable manifolds for nonlinear autonomous functional difference equations in phase spaces. The results in [16] are based on a representation formula for solutions of nonhomogeneous linear functional difference equations. As application of the general results given in [16] have been obtained some results on stabilities and instabilities for the zero solution of equation
This paper deals with maximal regularity for functional difference equation with infinite delay under the hypothesis that the solution operator (1.1) has an exponential dichotomy. The problem of deciding when a functional difference equation has a such dichotomy is a priori much more complicated than for ordinary difference systems, because it is necessary to construct suitable projections, a wrong choice of projections would clearly cause very serious problems. Until now there is not a method to construct projections. In this work we show how one can generating projections (see Remark 4.5) .
This paper is organized as follows. The second section provides the definitions and notations to be used in the results stated and proved in this work. In the third section, we study the maximal regularity problem for (1.1); while in the fourth section, we present applications to discrete Volterra difference equations with infinite delay. During the last few years discrete Volterra equations have emerged vigorously in several applied fields and there is much interest in developing the qualitative theory for such equations (see [15] for discussion and references).
Preliminaries and notations
Here we explain some notations and the phase space notion. As usual, we denote Z, Z + and Z − the set of all integers, the set of all nonnegative integers and the set of all nonpositive integers, respectively. Let C r be the r-dimensional complex Euclidean space with norm | · |. For any function x : Z → C r and n ∈ Z, we define the functions x n : Z − → C r by x n (s) = x(n + s) for s ∈ Z − . We follow the terminology used in Murakami [17] thus the phase space Ꮾ = Ꮾ(Z − ,C r ) is a Banach space (with norm denoted by · Ꮾ ) which is a subfamily of functions from Z − into C r and it is assumed to satisfy the following axioms. (A) There are a positive constant J > 0 and nonnegative functions N(·) and M(·) on Z + with the property that if x : Z → C r is a function such that x 0 ∈ Ꮾ, then for all n ∈ Z + , the following conditions are held.
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. From now on Ꮾ will denote a phase space satisfying the axioms (A) and (B). For any n ≥ τ, we define the operator T(n,τ) : Ꮾ → Ꮾ by T(n,τ)ϕ = x n (τ,ϕ,0) for ϕ ∈ Ꮾ, where x(·,τ,ϕ,0) denotes the solution of the homogeneous linear system (1.1) passing through (τ,ϕ). It is clear that the operator T(n,τ) is linear and by virtue of axiom (A) it is bounded on Ꮾ and satisfies the following properties:
The operator T(n,τ) is called the solution operator of the homogeneous linear system (1.1) (see [17] for details).
Definition 2.1. We say that system (1.1) has an exponential dichotomy on N(n 0 ) with data (α, K,P(n)) if α, K are positive numbers and P(n) are projectors in Ꮾ, such that if
onto Range(Q(n)) and we define T(τ,n) as the inverse mapping.
The number −α limits the exponential growth of solutions in forward direction when started in Range (P(τ)) correspondingly, α limits the exponential growth in backward direction when started in Range (Q(τ)). Note that in the case α = 0 we have an ordinary dichotomy (see [11, Remark 2 
.1] for more details).
In what follows, we consider the r × r matrix function, E 0 (t), t ∈ Z − , defined by
On the other hand, Γ(n,s) denotes the Green function associated with (1.1), that is,
Definition 2.2. We say that system (1.1) has a discrete maximal regularity if for each h ∈ p (N(n 0 ),C r ) (with 1 ≤ p ≤ +∞) and each ϕ ∈ P(n 0 )Ꮾ the solution z of the boundary value problem,
satisfies Δz · ∈ p (N(n 0 ),Ꮾ) (i.e, z · ∈ ᐃ 1,p ), where Δ is the difference operator of the first order.
4 Discrete maximal regularity
Maximal regularity for retarded functional difference equations
We get the following result about maximal regularity of (1.1).
Theorem 3.1. Assume that system (1.1) has an exponential dichotomy on N(n 0 ) with data (α, K,P(n)). Then, for any h ∈ p (N(n 0 )) (with 1 ≤ p ≤ +∞) and any ϕ ∈ Range(P(n 0 )), the boundary value problem (2.4) has a unique solution z ∈ ᐃ 1,p (N(n 0 )), namely z = z sp + z hom , where
This solution z satisfies z ∈ p (N(n 0 )) for all 1 ≤ p ≤ p ≤ +∞, and the following estimates hold:
2)
In particular, if p = +∞, we get
Proof. The proof based on the Beyn and Lorenz's ideas contained on the argument of proof of [3, Theorem A.2] . Initially we will treat the existence problem. We observe that 
Using the Murakami's representation formula we get that
Now, by the property (ii) of Definition 2.1, we get
Then,
We conclude z n0 = 0, and hence z n = 0. Concluding the uniqueness. We can verify that z · ∈ p (N(n 0 )). It follows from the following estimates:
Next, we will prove that the estimates (3.2) and (3.3). Let p and q be conjugated exponents. We have the following estimates:
For the second term on the left-hand side of (3.2) we obtain 
Maximal regularity for Volterra difference system with infinite delay
We complete this paper by applying our previous result to the Volterra difference systems with infinite delay. Let A(n), K(m) be r × r matrices defined for n ∈ N(n 0 ), m ∈ Z + , and let β : Z + → R + be an arbitrary positive increasing sequence such that
We consider the following Volterra difference system with infinite delay
This equation is viewed as a functional difference equation on the phase space Ꮾ β , where Ꮾ β is defined as follows:
with norm
We have the following result as a consequence of Theorem 3.1.
Theorem 4.1. Assume that system (4.2) has an exponential dichotomy on N(n 0 ) with data (α, K,P(n)). Then, for any h ∈ p (N(n 0 )) (with 1 ≤ p ≤ +∞) and any ϕ ∈ Range(P(n 0 )) the boundary value problem, 
where Γ(n,s) is the Green function associated to (4.2) . On the other hand, the solution z satisfies z ∈ p (N(n 0 )) for all 1 ≤ p ≤ p ≤ +∞ and the following estimates hold:
where α and K are the constants of Definition 2.
1(iii)-(iv).
Remark 4.2. Note that in the preceding estimates, we get 1/ p = 0 for p = +∞.
We now want to present an example to illustrate the usefulness of Theorem 4.1. 
, τ ≥ n ≥ 0. Some concrete examples of functions a 1 and a 2 satisfying the previous assumptions are (a) a 1 (n) := 1/δ, a 2 (n) := δ with 1 < δ ≤ e γ or 1/μ ≤ δ ≤ νe γ , where μ,ν ∈ (0,1),
From now until end of Example 4.3, we will assume that a 1 and a 2 are functions satisfying (i)-(iii). Using (ii) and (iii), we can assert that
We consider the following nonautonomous difference system
where A(n) is a 2 × 2 matrix defined by diag(a 1 (n),a 2 (n)). For convenience of the reader, we would like to begin with a complete analysis to check the dichotomic properties. We recall that the solution operator T(n,τ), n ≥ τ, of (4.9) is a bounded linear operator on 8 Discrete maximal regularity the phase space Ꮾ β , with β(n) = e γn , and is defined by
A computation shows that
The problem of deciding when a functional difference system has an exponential dichotomy is a priori much complicated than for ordinary difference system, because it is necessary to construct suitable projections, which play a distinguished role, and also to get some estimates on the norm of solution operator which acts on the phase space with infinite dimension. In our case the projections can be taken as P(n) : Ꮾ β → Ꮾ β given by 12) and
(4.13)
We can see that for n ≥ τ,
We can prove that T(n,τ), n ≥ τ is an isomorphism of Q(τ)Ꮾ β onto Q(n)Ꮾ β . We define T(τ,n) as the inverse mapping, which is given by
(4.15)
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By virtue of (4.8), we claim that there is positive constant K such that On the other hand, we can verify that . We note that the projectors P(n) are not unique, but the ranges are unique (see Remark 4.4 for more details). It is worth to note that one can constructing other projectors P(n) from P(n) such that (4.9). has an exponential dichotomy. Following the general method established in Remark 4.5 we construct new projectors 19) such that (4.2) has an exponential dichotomy. For any h ∈ p (N(n 0 )) (with 1 ≤ p ≤ +∞) and any ϕ ∈ Range(P(n 0 )), Theorem 4.1 assure that the boundary value problem
has a unique solution z ∈ ᐃ 1,p (N(n 0 )). Moreover z ∈ p (N(n 0 )) for all 1 ≤ p ≤ p ≤ +∞ and the estimates (4.7) hold.
This finished the discussion of Example 4.3. The next two remark was inspired in a Beyn and Lorenz's appendix about dichotomies (see [3] ).
Remark 4.4.
In general, the projectors P(n) of an exponential dichotomy are not unique. (Of course, by Definition 2.1(i) and (ii), if a projector P(m) is determined at one point m, then all projectors P(n) are determined uniquely.) However the ranges are unique because they can be written as
for any 0 < η < α. While "⊆" is obvious the converse conclusion follows from
where C is a suitable constant.
Remark 4.5. Let (α, K,P(n)) be the data of an exponential dichotomy. Now we turn our attention to the following question: how one can constructing other projectors P(n) from P(n) such that (1.1) has an exponential dichotomy? The answer is: take a projector P(n 0 ) that satisfies Range( P(n 0 )) = Range(P(n 0 )). This allows us to define the following projectors:
Then (1.1) has an exponential dichotomy with data (α, K # , P(n)), where
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