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EXCEPTIONAL SETS IN HOMOGENEOUS SPACES AND
HAUSDORFF DIMENSION.
SHIRALI KADYROV
Abstract. In this paper we study the dimension of a family of sets
arising in open dynamics. We use exponential mixing results for diag-
onalizable flows in compact homogeneous spaces X to show that the
Hausdorff dimension of set of points that lie on trajectories missing a
particular open ball of radius r is at most
dimX + C
rdimX
log r
,
where C > 0 is a constant independent of r > 0. Meanwhile, we also
describe a general method for computing the least cardinality of open
covers of dynamical sets using volume estimates.
1. Introduction
As a subbranch of dynamical systems, open dynamical systems is an active
research area. A typical example is the dynamics of a billiard ball on a table
with holes. For some of the recent developments in open dynamics research
we refer to [1, 2, 3, 4, 5, 6]. In this article, we would like to study the
Hausdorff dimension of the open systems with holes arising in homogeneous
spaces. Let G be a Lie group and Γ a uniform lattice in G. Consider
the compact homogeneous space X = G/Γ and one parameter semigroup
(gt)t≥0 of diagonalizable elements of G acting on X by left translations. In
many situations, using uniqueness of the measure of maximal entropy and
variational principle for topological entropy one can show that the Hausdorff
dimension of the set of trajectories under gt that miss a fixed open set is
strictly less than dimG. Our goal in this paper is to find an effective bound
for the Hausdorff dimension of such sets. We fix a right invariant Riemannian
metric d on G and use the same notation d for the induced metric on X.
Let H be the unstable subgroup of G w.r.t. g1, that is,
H := {g ∈ G : d(gngg−n, e)→ 0 as n→ −∞},
where e ∈ G is the identity element. Let ν be the Lebesgue measure on H,
µ the probability Haar measure on X, ‖ · ‖` a Sobolev norm in W 2` (X), and
‖ · ‖ is the maximum norm.
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Definition 1.1. We say that a flow (X, {gt}) has property (EM) if there
exist D,λ, k, ` > 0 such that for any x ∈ X, f ∈ C∞c (H), and ψ ∈ C∞(X)
such that the map g → gx is injective on some ball in G containing supp(f),
and for any t ≥ 0 one has∣∣∣∣∫
H
f(h)ψ(gthx)dν(h)−
∫
H
fdν(h)
∫
X
ψdµ
∣∣∣∣ ≤ const(f, ψ)e−λt,
where
const(f, ψ) = D‖f‖`‖ψ‖`
(
max
x∈X
‖∇ψ‖
∫
H
|f |dν
)k
.
Our definition of property (EM) is a consequence, (c.f. [7, Proposition 2.4.8]),
of property (EM) defined in [7]. We note that the const(f, ψ) is not stated
explicitly in [7], however as pointed out in [8], one easily gets the above
explicit constant.
From [7, Lemma 2.4.1] we see that, in particular, if Γ is an irreducible lattice
in G and G has an essential factor G′ which is not locally homeomorphic to
SO(m, 1) or SU(m, 1),m ∈ N then the property (EM) holds for the flow
(X, {gt}).
For any metric space (Y, d) we define open balls by
BY (x, r) := {y ∈ Y : d(x, y) < r}.
When Y is a group with identity e we simply let BY (r) := BY (e, r). Since
X is compact we can pick a constant r0 ∈ (0, 1) such that for any x ∈ X
the map g → gx is injective on BG(r0). We consider Γ = eΓ as an identity
coset in X and for simplicity write BX(r) for BX(Γ, r). Our main result is
the following.
Theorem 1.2. Let G,Γ, gt, µ, r0 be as above. Assume that the flow (X, {gt})
has property (EM). Then, there exists a constant C > 0 such that for any
r ∈ (0, r0) and x0 ∈ X the set
(1) {x ∈ X : gtx 6∈ BX(x0, r) for any t ≥ 0}
has Hausdorff dimension at most
dimG+ C
µ(BX(r))
logµ(BX(r))
.
Similar results were studied in different contexts, see e.g. [4, 6, 8, 9, 10, 11].
It is desired to obtain the similar results when Γ is not necessarily uniform.
However, to derive nontrivial estimates from exponential mixing we need to
assume that the complement of an open ball in X is compact which is not
the case if X is not compact. We will make no claim on sharpness of our
result. In fact, we think the following should hold true.
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Conjecture 1.3. Let G be a Lie group, Γ a lattice, {gt} a one parameter
diagonalizable subgroup of G acting on X = G/Γ. Assume that the Haar
measure µ on X is the unique measure of maximal entropy. Then, there
exists a constant C > 0 such that for any x0 ∈ X and r > 0 such that the
map g → gx0 is injective on BG(r), the set (1) has Hausdorff dimension at
most dimG− Cµ(BX(r)).
In this generality, it is not known if the Hausdorff dimension of the set (1)
is strictly less than dimG. This was observed in [12] for X = G/Γ when G
is of R-rank one.
We will adopt some of the ideas from [8] where the Hausdorff dimensions of
the level sets of uniformly badly approximable systems of linear forms were
estimated. In the next section we will prove some known results in a more
general setting. In § 3 we use the property (EM) to obtain Theorem 1.2.
Acknowledgement. The author would like to thank the referee for useful
comments.
2. Auxiliary results
This section may be of independent interest. In certain cases, it may be
possible to estimate the measure of certain subsets arising in ergodic theory
and one may wish to study the covering of these sets by certain balls. In
this section we provide a general version of some well known results useful
in such occasions. See e.g. [7] where tessellation method was introduced for
such purposes.
Let G be a Lie group and Γ a discrete subgroup of G and set X = G/Γ. Let
{gt} be a one parameter diagonalizable semigroup and H be the unstable
subgroup w.r.t. g1. As before, let us fix a right invariant Riemannian metric
d on G and to simplify the notation let B(r) := BH(r). For any set K of
X we let ∂rK denote the thickening of K by r, that is, ∂rK = {x ∈ X :
d(x,K) ≤ r}. Let ν be the Haar measure on H. By Bowen (t, r)-ball in H
we mean any translate of g−tB(r)gt in H.
Proposition 2.1. For any r, t ≥ 0, a subset K of X, a point x ∈ K, and a
natural number k ∈ N, let Ek(t, r,K, x) denote the set given by
(2) Ek(t, r,K, x) := {h ∈ B(r) : gt`hx ∈ K, ` = 1, 2, . . . , k}.
We have that the set Ek(t, r,K, x) can be covered with at most
sup
x′∈∂rK
(
ν(E1(t, 2r, ∂rK,x
′))
ν(g−tB(r/2)gt)
)k
Bowen (tk, r)-balls in H.
Proposition 2.1 follows inductively from the following.
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Lemma 2.2. For any r, t ≥ 0, a point x ∈ X and a subset K of X we have
that the set E1(t, r,K, x) can be covered with
ν(E1(t, 2r, ∂rK,x))
ν(g−tB(r/2)gt)
Bowen (t, r)-balls in H.
Proof. Let us pick h ∈ E1(t, r,K, x) so that gthx ∈ K. Any h′ ∈ g−tB(r)gth
satisfies
d(gth
′x,K) ≤ d(gth′x, gthx) ≤ d(gth′, gth) < r.
Hence, gth
′x ∈ ∂rK. Moreover, g−tB(r)gtB(r) ⊂ B(2r) so that g−tB(r)gth ⊂
E1(t, 2r, ∂rK,x) whenever h ∈ E1(t, r,K, x). A finite subset S of E1(t, r,K, x)
is said to be (t, r)-separated if for any distinct h, g ∈ S we have d(gth, gtg) ≥
r. Let S be a (t, r)-separated set of E1(t, r,K, x) with maximum cardi-
nality. Then, it suffices to estimate #S from above as maximality im-
plies that E1(t, r,K, x) ⊂ ∪h∈Sg−tB(r)gth. On the other hand, the sets
g−tB(r/2)gth and g−tB(r/2)gtg are disjoint for distinct g, h ∈ S since oth-
erwise if g−th′gth = g−tg′gtg with h′, g′ ∈ B(r/2) then we would have
d(gtg, gth) = d(gtg, (h
′)−1g′gtg) = d(e, (h′)−1g′)
≤ d(e, g′) + d(g′, (h′)−1g′) < r.
Also, any h ∈ S satisfies g−tB(r/2)gth ⊂ E1(t, 2r, ∂rK,x) so that⊔
h∈S
g−tB(r/2)gth ⊂ E1(t, 2r, ∂rK,x).
Thus,
#S ≤ ν(E1(t, 2r, ∂rK,x))
ν(g−tB(r/2)gt)
. 
Remark 2.3. We note that in the conclusion of Lemma 2.2 and Proposi-
tion 2.1 one may replace 2r by r + 12diam(g−tB(r/2)gt).
Proof of Proposition 2.1. The case k = 1 is considered in Lemma 2.2. As-
sume that k ≥ 2. We note that Ek(t, r,K, x) ⊂ Ek−1(t, r,K, x) so that any
covering of Ek−1(t, r,K, x) also provides a covering for Ek(t, r,K, x). Assume
that the set Ek−1(t, r,K, x) can be covered with
(3) sup
x′∈∂rK
(
ν(E1(t, 2r, ∂rK,x
′))
ν(g−tB(r/2)gt)
)k−1
Bowen (t(k − 1), r)-balls in H and let g−t(k−1)B(r)gt(k−1)h be one of these
Bowen balls. We are interested in the covering of the set
D := g−t(k−1)B(r)gt(k−1)h ∩ Ek(t, r,K, x).
If the set D is empty there is nothing to cover. Let us assume that D is
nonempty. We claim that D′ := gt(k−1)Dh−1g−t(k−1) ⊂ E1(t, r,K, x′′) where
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x′′ = gt(k−1)hx. First note that D′ ⊂ B(r). Next, for any h′ ∈ D′ we note
that g−t(k−1)h′gt(k−1)h ∈ D so that
gtkg−t(k−1)h′gt(k−1)hx = gth′x′′ ∈ K.
This proves the claim. Now, we apply Lemma 2.2 to see that the set D′ can
be covered with at most
(4)
ν(E1(t, 2r, ∂rK,x
′′))
ν(g−tB(r/2)gt)
Bowen (t, r)-balls. Fix any h′′ = g−t(k−1)ggt(k−1)h ∈ D, then
d(x′′,K) ≤ d(gt(k−1)hx, gt(k−1)h′′x) ≤ d(gt(k−1)h, ggt(k−1)h) ≤ d(e, g) < r,
where e ∈ G is the identity element. So, x′′ ∈ ∂rK. Together with (4) we
see that the original set D can be covered with
(5)
ν(E1(t, 2r, ∂rK,x
′′))
ν(g−tB(r/2)gt)
≤ sup
x′∈∂rK
ν(E1(t, 2r, ∂rK,x
′))
ν(g−tB(r/2)gt)
Bowen (tk, r)-balls. Finally, combining with (3) we obtain that the set
Ek(t, r,K, x) can be covered with
sup
x′∈∂rK
(
ν(E1(t, 2r, ∂rK,x
′))
ν(g−tB(r/2)gt)
)k
Bowen (tk, r)-balls in H. 
3. Proof of Theorem 1.2
In this section we use the exponential mixing estimates, that is, the property
(EM) to deduce Theorem 1.2. For any r > 0 and x0 ∈ X we define the
compact set
K(x0, r) = {x ∈ X : d(x, x0) ≥ r}.
We recall that ν is the Lebesgue measure on H and B(r) = BH(e, r). Using
the countable stability of the Hausdorff dimension it is easy to see that
Theorem 1.2 follows from the following.
Theorem 3.1. Assume that the flow (X, {gt}) has property (EM). Then,
there exists a constant C > 0 such that for any x, x0 ∈ X and r > 0
sufficiently small so that g → gx0 is injective on BG(r), the set
E(r/2,K(x0, r), x) := {h ∈ B(r/2) : gthx ∈ K(x0, r),∀t ≥ 0}
has Hausdorff dimension at most dimH + C µ(B
X(r))
logµ(BX(r))
.
We now give the proof of Theorem 1.2 assuming Theorem 3.1.
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Proof of Theorem 1.2. Let x0 ∈ X and r > 0 be given. From countable
stability of the Hausdorff dimension it suffices to show that for any x ∈ X
there exists some r′ > 0 such that the set
{g ∈ BG(r′) : gtgx ∈ K(x0, r) for any t ≥ 0}
has Hausdorff dimension at most dimX + C µ(B
X(r))
log µ(BX(r))
. Let H0 = {g ∈ G :
gg1 = g1g} and H− = {g ∈ G : gngg−n → e as n → ∞}. Then, locally G
is a direct product of H−, H0 and H. Once r′ > 0 is sufficiently small, for
any g ∈ BG(r′) we may write g = h′h where h ∈ B(r′) and h′ ∈ BH−H0(r′).
Note that for any y ∈ X we have
d(gtgx, y) ≤ d(gth′hx, gthx) + d(gthx, y) ≤ d(gthx, y) + r′.
Thus, gtgx ∈ K(x0, r) implies gthx ∈ ∂r′K(x0, r) ⊂ K(x0, r − r′) for any
r′ ∈ (0, r). So, we deduce that the Hausdorff dimension of the set (1) is at
most
dimH
({h ∈ BH(r) : gthx ∈ K(x0, r − r′), ∀t ≥ 0} ×H−H0)
for any r′ ∈ (0, r). By letting, r′ → 0 and using dimX = dimG = dimH +
dim(H−H0) we see that the Hausdorff dimension of the set (1) is at most
dimX + C
µ(BX(r))
logµ(BX(r))
,
as desired. 
For the remaining of the article we focus our attention to the proof of Theo-
rem 3.1. To estimate the Hausdorff dimension we need to find covering of the
set with small balls. Clearly, E(r/2,K(x0, r), x) ⊂ Ek(t, r/2,K(x0, r), x) for
any k ∈ N and t ≥ 0, where the latter were defined in the previous section.
To apply the results obtained in the previous section we need to obtain a
measure estimate of
E1(t, r, ∂r/2K(x0, r), x) = E1(t, r,K(x0, r/2), x).
To optimize the estimates, we will later specify t ≥ 0.
Let n = dimH and m = dimG. Recall that r0 > 0 is an injectivity radius
of X. From property (EM) we will deduce the following.
Proposition 3.2. Let (X, {gt}) be the flow with property (EM). There
exist constants D,E, λ′ > 0 such that for any x, x0 ∈ X, r ∈ (0, r0/2), and
t ≥ 1λ′ log 1r we have
ν(E1(t, r,K(x0, r/2), x)) ≤ ν(B(r))−Drm+n + Ee−λ′t.
To make use of the (EM) property we need smooth functions that approxi-
mates the characteristic functions of small balls.
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Lemma 3.3. For any unimodular Lie group G′ of dimension d and ` ∈ N
there exist constants M`,d,M1,d > 0 such that the following holds. For any
, r > 0, there exist functions f : G
′ → [0, 1] such that
• f ≡ 1 on BG′(r)
• f ≡ 0 on
(
BG
′
(r + )
)c
• ‖f‖` ≤M`,d−(d+`)
• ‖∇f‖ ≤M1,d−1−d.
Proof. The proof is essentially contained in [8] and for completeness we will
recall the proof here. Let g : BG
′
(1) → [0,∞] be a smooth function with
‖g‖L1 = 1 and define g(x) = (c(d)/d)g(2x/) where c(d) > 0 is chosen so
that ‖g‖L1 = 1. For any α = (α1, α2, . . . , αd) let Dα denote the differential
operator ∂
|α|
∂x
α1
1 ...∂x
αd
d
. The convolution f = g ∗ 1BG′ (r+/2) is smooth as
Dαf = (Dαg) ∗ 1BG′ (r+/2) and it has the support contained in
supp(g) supp(1BG′ (r+/2)) ⊂ BG
′
(r + ).
Clearly, 0 ≤ f as 0 ≤ g. From
∫
g = 1 it follows that f ≤ 1 and fur-
ther with unimodularity assumption we see that f ≡ 1 on BG′(r). Thus,
it remains to prove the last two assertions. As g is smooth and com-
pactly supported we see that |Dαf(x)| ≤M|α|,d−d−|α|. This clearly implies
‖∇f‖ ≤M1,d−1−d and Young’s Inequality yields
‖Dαf‖L2 ≤ ‖Dαg‖L2‖1BG′ (r+/2)‖L1 ≤M|α|,d−d−|α|,
so that ‖f‖` ≤M`,d−(d+`). 
Proof of Proposition 3.2. Let us fix some r ∈ (0, r0/2), x0 ∈ X and define
A(t, x) = {h ∈ B(r) : gthx ∈ BX(x0, r/2)}.
Observe that E1(t, r,K(x0, r/2), x) unionsq A(t, x) = B(r). Thus, it suffices to
prove
ν(A(t, x)) ≥ Drm+n − Ee−λ′t.
We choose λ′ > 0 such that λ− (2` + m + n + k + km)λ′ > λ′ and for any
t ≥ 1λ′ log 1r we consider the following functions ft, ψt. We apply Lemma 3.3
for G′ = H, d = n, r > 0 and  = e−λ′t to obtain ft := fe−λ′t . Then apply
Lemma 3.3 for G′ = G, d = m, r/2 > 0 and  = e−λ′t to obtain ψt. We
will identify ψt with the function on X given by gx0 → ψt(g). This is well
defined as g → gx0 is injective on BG(2r) and supp(ψt) ⊂ BG(2r) whenever
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t ≥ 1λ′ log 1r . From property (EM) we have∣∣∣∣∫
H
ft(h)ψt(gthx)dν(h)−
∫
H
ftdν
∫
X
ψtdµ
∣∣∣∣
≤ D‖ft‖`‖ψt‖`
(
max
x∈X
‖∇ψt(x)‖
∫
H
|ft|dν
)k
e−λt.
So,∫
H
ft(h)ψt(gthx)dν(h) ≥
∫
H
ftdν(h)
∫
X
ψtdµ−D1eλ′t(2`+m+n+k+km)−λt
≥
∫
H
ftdν
∫
X
ψtdµ−D1e−λ′t.
Let f = 1B(r) and ψ = 1BX(x0,r/2). Then,
ν(A(t, x)) =
∫
H
f(h)ψ(gthx)dν(h)
≥
∫
H
ft(h)ψ(gthx)dν(h)−
∫
|ft − f |dν
≥
∫
H
ft(h)ψ(gthx)dν(h)− ν
(
B(r + e−λ
′t)\B(r)
)
≥
∫
H
ft(h)ψ(gthx)dν(h)− C1e−λ′t.
Similarly using ψ ≥ ψt − |ψt − ψ| we obtain
ν(A(t, x)) ≥
∫
H
ft(h)ψt(gthx)dν(h)− 2C1e−λ′t
≥
∫
H
ftdν
∫
X
ψtdµ−D1e−λ′t − 2C1e−λ′t
≥ Drn+m − (D1 + 2C1)e−λ′t.
Taking E = D1 + 2C1 we obtain the proposition. 
Proof of Theorem 3.1. From Proposition 2.1 we see that for any k ∈ N the
set Ek(t, r/2,K(x0, r), x) (and hence the set E(r/2,K(x0, r), x)) can be cov-
ered with at most
(6) sup
x′∈X
(
ν(E1(t, r, ∂r/2K(x0, r), x
′))
ν(g−tB(r/4)gt)
)k
Bowen (tk, r/2)-balls. Since ∂r/2K(x0, r) = K(x0, r/2), using Proposi-
tion 3.2 we get that
ν(E1(t, r, ∂r/2K(x0, r), x
′)) ≤ ν(B(r))−Drm+n + Ee−λ′t for any x′ ∈ X.
We define
λ0 = max{|λ| : λ is an eigenvalue of Adg1}.
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Then it is easy to see that any Bowen (tk, r/2)-ball can be covered with
O
(
ν(g−tkB(r/2)gtk)
ν(B(re−λ0tk))
)
= O
(
ν(g−tB(r/4)gt)k
ν(B(re−λ0t))k
)
balls of radius re−λ0tk, where the implicit constant does not depend on t, r, k.
Hence, the set E(r/2,K(x0, r), x) can be covered with
O
(ν(B(r))−Drm+n + Ee−λ′t
ν(B(re−λ0t))
)k
balls of radius re−λ0tk. Note that ν(B(re−λ0t)) = ν(B(r))e−λ0nt = O(rne−λ0nt).
Let dimB and dimH denote the lower box dimension and the Hausdorff di-
mension respectively. Then,
dimBE(r/2,K(x0, r), x) ≤ lim
k→∞
k log
(
ν(B(r))−Drm+n+Ee−λ′t
ν(B(re−λ0t))
)
− log(re−λ0tk)
=
log
(
eλ0nt
(
1−D′rm + E′r−ne−λ′t
))
λ0t
= n+
log
(
1−D′rm + E′r−ne−λ′t
)
λ0t
To optimize the estimate we want to choose a suitable t ≥ 1λ′ log 1r . We have
r ∈ (0, r0) and r0 < 1. Let us pick p ≥ 1 such that rp < rp0 ≤ D
′
2E′ and let
t = m+n+pλ′ log
1
r . Then, for any r ∈ (0, r0) we have
E′r−ne−λ
′t = E′r−nrm+n+p <
D′
2
rm.
Thus,
dimH E(r/2,K(x0, r), x)
≤ dimBE(r/2,K(x0, r), x) ≤ n+
log
(
1− D′2 rm
)
λ0t
≤ n−D′′ r
m
log 1r
.
This finishes the proof. 
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