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COMPACT SUPPORT COHOMOLOGY
OF PICARD MODULAR SURFACES
JUKKA KERANEN
Abstract. We compute the cohomology with compact supports of a Picard
modular surface as a virtual module over the product of the appropriate Galois
group and the appropriate Hecke algebra. We use the method developed by
Ihara, Langlands, and Kottwitz: comparison of the Grothendieck-Lefschetz
formula and the Arthur-Selberg trace formula. Our implementation of this
method takes as its starting point the works of Laumon and Morel.
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2 JUKKA KERANEN
1. Introduction
1.1. Goal of the Project. Let E be an imaginary quadratic extension of Q. We
define an algebraic group GU(2, 1) over Q by setting
GU(2, 1)(A) = {g ∈ GL3(E ⊗Q A)|tg¯Jg = c(g)J, c(g) ∈ A×}
for every Q-algebra A, where
J =


0 0 1
0 1 0
1 0 0

 ∈ GL3(Z).
Then G =GU(2, 1) is an algebraic group that is quasi-split over Q.
Let K be a compact open subgroup of G(Af ), and let SK(G) be the Shimura
variety of GU(2, 1) at level K. We will assume K to be neat, so that SK(G)
is a smooth quasi-projective variety over its reflex field, which in this case is the
imaginary quadratic field E. Any such SK(G) is called a Picard modular surface.
Fix a good prime p. Assume, that is, that p is not ramified in E, and that Kp
is hyperspecial, so that Kp =G(Zp). Let p be a prime of E dividing p.
Definition 1.1. The Hasse-Weil L-function at p of SK(G) is defined by
logLp(SK(G), s) =
∑
m>1
Nm
m (q
−s)m
where OEp/p = Fq and s ∈ C, and Nm the number of rational points on the special
fiber at p of SK(G) over the extension of degree m of Fq.
The goal of this paper is to compute the parabolic part of the trace of certain
correspondences on the cohomology with compact supports of SK(G) in terms of
spectral traces. In an upcoming paper [13], we will carry out the (much simpler)
computation of the elliptic part of the said trace. Put together, these computations
will allow us to give a spectral automorphic expression for the number Nm of
rational points. Hence, we will be able to express the Hasse-Weil L-function at p
of a Picard modular surface in terms of automorphic L-functions.
The distinctive challenge facing us is that the Picard modular surface SK(G)
is not compact. Thus, in order to compute Nm, we shall have to compute the
number of fixed points N(j, fp) of a suitable correspondence on the cohomology
with compact supports of SK(G). Our basic tool will be the non-invariant twisted
trace formula.
1.2. Related work. The study of L-functions of algebraic varieties is a vast disci-
pline. The previous works most closely related to that of ours are due to Laumon
and Morel.
(1) In 1997, Laumon computed the cohomology with compact supports for the
group GSp(4); see [16]. Our work is adapted from that of Laumon’s.
(2) In 2010, Morel computed the intersection cohomology of the Baily-Borel
compactification forGU(p, q) for arbitrary p and q; see [18]. We will follow Morel in
our overall setup and notation. Her work generalizes the highly influential Montreal
proceedings [17] from 1992 in which the case of GU(2, 1) was worked out for the
first time.1 We should emphasize that there is no obvious way to deduce our results
from the corresponding results for the Baily-Borel compactification.
1We would like to thank Paul Gunnells for reminding us to include this reference.
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1.3. Structure of the Argument. In this subsection, we will give a brief synopsis
of our argument. In the interest of brevity, some of the standard notations employed
here will only be defined in the subsequent sections.
1. Stable Point Counting Formula
Let G = GU(2, 1) and let H = G(U(1) ×U(1, 1)), the only non-trivial elliptic
endoscopic group of G. In this situation, Kottwitz’s stable point counting formula
specializes to give
N(j, fp) = STGe (f
G) + 12ST
H
e (f
H)
for suitable test functions fG and fH. Our basic project is to give a sequence
of different expressions for this quantity, finally to express it in terms of spectral
traces.
It will be necessary to consider the following twisted sets and twisted groups:
G = RE/QGE ⋊ θ ⊂ RE/QGE ⋊ 〈θ〉 = G˜,
H = RE/QHE ⋊ θ ⊂ RE/QHE ⋊ 〈θ〉 = H˜,
where θ is an automorphism on G and H induced by the non-trivial element of the
Galois group Gal(E/Q). We have the following equalities:
STGe (f
G) = kGT
G
e (φ
G)
STHe (f
H) = kHT
H
e (φ
H)
where the test functions φG and φH are associated to the test functions fG and
fH in a sense to be recalled, and kG and kH are constants to be determined. The
first step in the computation will be to replace the distributions STGe and ST
H
e on
G and H, respectively, by the distributions TGe and T
H
e on G and H , respectively.
2. Geometric Side of the Trace Formula
Under suitable assumptions on the test functions φG and φH , we have
TGe (φ
G) = TGgeom(φ
G)
and
THe (φ
H) = THgeom(φ
H),
where TGgeom and T
H
geom are the geometric sides of the non-invariant twisted trace
formula for G and H , respectively, and the test functions φG and φH are again
associated with the test functions fG and fH, respectively. The second step in our
computation is to replace the distributions TGe and T
H
e with the geometric sides of
the trace formulas for G and H , respectively. The point of the first step is that it
makes this second step available to us.
3. Spectral Side of the Trace Formula
So far, up to certain coefficients we shall ignore in this introduction, we will have
rewritten the stable point counting formula as
N(j, fp) = TGgeom(φ
G) + 12T
H
geom(φ
H).
The third main step in our computation is to apply the trace formula individually
to each term above, so as to arrive at
N(j, fp) = TGspec(φ
G) + 12T
H
spec(φ
H).
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We can break up each term in this expression according to Levi subsets:
N(j, fp) = JGG (φ
G) + JGT (φ
G) + 12J
H
H (φ
H) + 12J
H
T (φ
H),
where T is the diagonal Levi subset in G and H . The rest of the argument consists
of rewriting the distributions J in successively more explicit forms.
4. Stabilization of the Parabolic Part of the Trace
Once written out explicitly, we will compare the parabolic terms JGT (φ
G) and
JHT (φ
H). The expressions we will be working with are fairly complicated, and our
project depends crucially on finding cancellations between certain terms in JGT (φ
G)
and the corresponding terms in JHT (φ
H). After a lengthy computation, we are left
with a relatively simple expression, which we will identify as the trace on a suitable
virtual module for Gal(E¯/E) × C∞c (G(Af )//K). This identification will allow us
to remove the assumptions on the test functions we had placed earlier. This is the
core result of our computation.
5. The Elliptic Part of the Trace
We will rewrite the elliptic terms JGG (φ
G) and JHH (φ
H) as traces on a suitable
module for Gal(E¯/E) × C∞c (G(Af )//K). This is the most routine part of our
computation.
6. The L-Function
By using the expressions from steps 4. and 5., we will be able to express the
L-function of G in terms of automorphic L-functions associated to G and H . It
is perhaps worth emphasizing that the final result will, therefore, express the L-
function of the Shimura variety of a certain unitary group in terms of automorphic
L-functions of certain general linear groups. This is a fundamental feature of the
suite of techniques employed here.2
We will carry out steps 5. and 6. in a forthcoming paper [13].
Since the choice of the test functions plays a large role in the actual execution
of the argument outlined above, we pause here to explain the basic idea. First,
the choice of the test functions on G is, of course, dictated by the trace we have
resolved to compute in the first place, and the choice of the test functions on H is
then dictated by the requirement that the appropriate instances of the Fundamental
Lemma should hold and, in particular, that the Kottwitz point-counting formula
should hold. In addition, Laumon’s technique requires that certain assumptions be
made about these functions, particularly at infinity. Second, the test functions on
G and H are chosen so that we can pass from the distributions ST on the unitary
groups G and H to distributions T on the linear groups G˜ and H˜ , respectively.
Again, in this new context, we can and will assume that the additional assumptions
hold. We will then adapt the bulk of Laumon’s method not for the original unitary
groups but rather for the linear groups. Finally, we can discharge the additional
assumptions on the test functions on G˜ and H˜ in the same way as Laumon does
and hence, finally, we can discharge the corresponding assumptions on the original
groups G and H.
2In a similar fashion, Morel expresses the L-function of the intersection complex on the Baily-
Borel compactification of a unitary group Shimura variety in terms of automorphic L-functions of
general linear groups. See [18, p.139].
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2. Stable Point Counting Formula
2.1. Shimura Varieties and Integral Models. In this paper, we will follow all
the assumptions regarding Shimura varieties adopted by Morel in [18]. In particular,
the integral models of our Shimura varieties will be supplied by the work of Lan
[15]. We will recall the basic definitions and notations from chapter 1 of [18] below;
for more details, see [18, pp.1-6].
Let S = RC/RGm,C. Identify S(C) = (C⊗R C)× by using the morphism
a⊗ 1 + b⊗ i 7→ (a+ ib, a− ib),
and write µ0 : Gm,C → SC for the morphism z 7→ (z, 1).
Following Morel, the definition of pure Shimura data that will be used here
is that of [21] (3.1), up to condition (3.1.4). So a pure Shimura datum is a triple
(G,X , h) whereG is a connected reductive linear algebraic group over Q, X is a set
with a transitive action of G(R), and h : X → Hom(S,GR) is a G(R)-equivarient
morphism, satisfying conditions (3.1.1), (3.1.2), (3.1.3), and (3.1.5) of [21], but
not necessarily the condition (3.1.4) (the group Gad may have a simple factor of
compact type defined over Q).
Let (G,X , h) be a Shimura datum. The field of definition F of the conjugacy
class of cocharacters hx ◦ µ0 : Gm,C → GC, x ∈ X , is called the reflex field of the
datum. If K is a compact open subgroup of G(Af ), there is an associated Shimura
variety MK(G,X ), which is a quasi-projective variety over F satisfying
MK(G,X )(C) = G(Q) \ (X ×G(Af )/K).
If moreover K is neat (see [20, 0.6]), then MK(G,X ) is smooth over F .
Suppose that we are given a Shimura datum as above, and that, in addition,
all the assumptions in Morel’s chapter 1, [18], are in force. Then the PEL moduli
schemes from the work of Lan [16] provide suitable integral models for our Shimura
varieties; see Morel [18, p. 9]. Let SK denote the moduli scheme provided by Lan,
and SK(G) the generic fiber of SK .
2.2. Kottwitz’s Stable Point Counting Formula. We now assume that G is
one of the groups of unitary similitudes considered by Morel in chapter 2 of [18];
concretely, we will only need the results of this section for G = GU(2, 1). Let
E be the imaginary quadratic field that is the reflex field of the Shimura datum
associated to G.
Fix a compact open subgroup K of G(Af ) and suppose that
K = KN ⊂ Kmax = G(Zˆ),
where
KN = Ker(G(Zˆ)։ G(Zˆ/N Zˆ)),
for any integer N > 3.
Fix a prime p that is good with respect to K, namely
K = KpKp
where
Kp ⊂ G(Apf ),
6 JUKKA KERANEN
and
Kp = G(Zp) ⊂ G(Qp),
and such that p ∤ N , where N is as above.
Fix an algebraic closure Q¯ of Q and an embedding of Q in Q¯. Fix an algebraic
closure Q¯p of Qp and an embedding of Qp in Q¯p. Also fix an embedding of Q¯ in
Q¯p. Let F¯p be the residue field of the integral closure of Zp in Q¯p; then F¯p is an
algebraic closure of Fp, which is the one we fix.
Fix an algebraic closure E¯ of E and an embedding of E in E¯. For any prime ℓ,
we will denote the ℓ-adic cohomology with compact supports on SK(G) by
Hic(SK(G)⊗E E¯,Qℓ).
We will denote the convolution algebra of compactly supported, K-bi-invariant
functions f : G(Af )→ C by
Cc(G(Af )//K),
and the Q-subspace consisting of the Q-valued functions in Cc(G(Af )//K) by
Cc(G(Af )//K)Q.
There is a continuous action of Gal(E¯/E) on Hic(SK(G) ⊗E E¯,Ql), and also an
action of Cc(G(Af )//K)Q, and the two actions commute.
For any prime ℓ such that p 6= ℓ, we will consider the virtual Gal(E¯/E) ×
Cc(G(Af )//K) -module
Wℓ =
∑
i>0(−1)iHic(SK(G)⊗E E¯,Qℓ).
Fix a prime p of E dividing p. Fix an algebraic closure E¯p of Ep and an em-
bedding of Ep in E¯p. Also fix an embedding of E¯ in E¯p. Let OEp/p = Fq, and let
F¯q be the residue field of the integral closure of OEp in E¯p; then F¯q is an algebraic
closure of Fq, which is the one we fix. These choices, along with the choices made
earlier, determine unique homomorphisms
Gal(E¯/E) ←֓ Gal(E¯p/Ep)։ Gal(F¯q/Fq).
For each i, we have Gal(F¯q/Fq)× Cc(G(Af )//K)Q -equivariant isomorphisms
Hic(SK(G)⊗E E¯,Qℓ) ∼= Hic(SK(G)⊗E E¯p,Qℓ)
∼= Hic(SK(G)⊗OEp F¯q,Qℓ).
We shall only have to consider the case where p splits in E, since this will be
enough to determine the L-function. For such a p, let Frobp denote the topological
generator of Gal(F¯q/Fq) that is given by
α 7→ α1/p.
Let Φp be an arbitrary, fixed lift of Frobp to Gal(E¯/E).
By the above, we have
tr(Φjp × fp1Kp ,Wℓ) = tr(Frobjp × fp, RΓc(SK ⊗OEp F¯q,Qℓ))
for every integer j > 0 and every function fp ∈ Cc(G(Af )//K)Q, where 1Kp is the
characteristic function of Kp in G(Qp); see [16, p. 271].
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2.2.1. Number of Fixed Points. If fp is the characteristic function of the double
coset KpgKp in G(Apf ), with g ∈ G(Apf ), and if
pj > [Kp : Kp ∩ gKpg−1],
then the fixed points of the correspondence Frobjp×fp on the Fq-scheme SK⊗OEp F¯q
are isolated; see Zink [23]. We will write
N(j, fp)
for the number of fixed points counted with multiplicity. By Q-linearity, we define
N(j, fp) for any fp ∈ Cc(G(Af )//K)Q and j sufficiently large.
The following theorem of Pink’s is still often called Deligne’s Conjecture.
Theorem 2.1. For every function fp ∈ Cc(G(Apf )//Kp)Q, there exists an integer
j(fp) > 0 with the following property. For every integer j > j(fp), the number of
fixed points N(j, fp) of the correspondence Frobjp × fp is well-defined, and we have
N(j, fp) = tr(Frobjp × fp, RΓc(SK ⊗OEp F¯q,Qℓ)).
Proof. This is a direct consequence of theorem 7.2.2 of [19]. 
Corollary 2.2. For every function fp ∈ Cc(G(Apf )//Kp)Q and every integer j >
j(fp), we have
N(j, fp) = tr(Φjp × fp1Kp ,Wℓ).
That is, the number of fixed points of a correspondence on the geometric special
fiber is equal to the trace of the corresponding operator on the l-adic cohomology
of SK(G). We now recall Kottwitz’s well-known expression for this quantity.
Theorem 2.3. There is an equality
N(j, fp) =
∑
(H,s,η0)
ι(G,H)STH∗e (f
H)
where the sum is taken over the elliptic endoscopic triples of G, and for each H,
the function fH is a transfer of fG.
We will take the basic concepts and results from the theory of endoscopy for
granted, and we will adopt the various normalizations thereof from Morel [18].
In particular, see [18, p.88] for the notation and the references for theorem 2.3.
Specializing to the case we are concerned with in this paper, we have the following
Corollary 2.4. For G =GU(2, 1) and H = G(U(1)×U(1, 1)), we have
N(j, fp) = STGe (f
G) + 12ST
H
e (f
H).
Proof. In this case,G andH are the only elliptic endoscopic groups. Further, in this
case, only (G,H)-regular orbits will contribute; see [18, p. 89]. Thus, the restriction
to such orbits in theorem 2.3, indicated with the asterisk, can be ignored. 
In particular, we have the following expression for the number of rational points
Nj in the definition of the L-function.
Corollary 2.5. When fp = 1Kp , we have
Nj = N(j, f
p) = STGe (f
G) + 12ST
H
e (f
H).
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2.2.2. Choice of Test Functions. We now focus on the groups G = GU(2, 1) and
H = G(U(1)×U(1, 1)). The test function fG on G can be chosen as follows:
fG = fGR × bGj (ϕj)× fp,
where
(1) fGR =
1
3 (fπ1 + fπ2 + fπ3), the sum of pseudocoefficients of the discrete series
L-packet Π = {π1, π2, π3} of G(R) associated to the trivial representation of G.
(2) ϕj ∈ Cc(G(Qpj )//Kpj) is the characteristic function of the double coset
Kpjµ(p)Kpj , with µ the cocharacter associated to the Shimura datum, [18, p.33];
bGj : Cc(G(Qpj )//Kpj)→ Cc(G(Qp)//Kp)
the change of base map, with Qpj the unramified extension of Qp of degree j
contained in Q¯p.
(3) Pick a prime q 6= p such that Kp = Kp,qG(Zq) and fp = fp,q1Kq , where
fp,q ∈ C∞c (G(Ap,qf )//Kp,q) is for now arbitrary.
The test function fH is then chosen as follows:
fH = fHR × bHj (ϕj)× hp,
where
(1) fHR = fρ+ + fρ− − fρ0 , the (weighted) sum of pseudocoefficients of the three
discrete series L-packets of H(R) that transfer to the given L-packet Π of G(R).
(2) bHj : Cc(G(Qpj )//Kpj)→ Cc(H(Qp)//KHp ) is defined in the same way as in
Laumon, see [16, p. 288];
(3) hp is an arbitrary transfer of fp.
We will also need test functions on G = RE/QGE⋊θ and H = RE/QHE⋊θ that
are associated to the given functions on G and H at all places in the sense of [14,
3.2]. For the details of these choices and the underlying normalizations, we refer to
Morel [18, p. 138]. Briefly, the test function φG and φH are chosen as follows:
φG = φGR × φGj × φG,p,
and
φH = φHR × φHj × φH,p,
where, for any field F and any test function φ0 on G0(F ), we associate to φ0 a test
function φ on G(F ) = G0(F )⋊ θ by setting
φ(x⋊ θ) := φ0(x)
for x ∈ G0(F ), and similarly for H ; see [14, p. 98]. The connected components of
φG and φH are then given as follows (where we will ignore the superscript):
(1) φGR is a pseudocoefficient of the θ-discrete representation on G
0(R) that cor-
responds to the discrete series L-packet Π ofG(R) above; see [18, p. 124]. Similarly,
φHR = φρ+ + φρ− − φρ0 , the sum of pseudocoefficients of θ-discrete representations
of H0(R) that correspond to the three L-packets of H(R) indicated above.
(2) φGj and φ
H
j are chosen as on p.138 of [18].
(3) φG,p is associated at every place to fp, and φH,p is associated at every place
to hp.
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2.3. First Major Transition. Now let G be a connected component of a reductive
group G˜ over Q. Again, the cases we are interested in this paper are
G = RE/QGE ⋊ θ ⊂ RE/QGE ⋊ 〈θ〉 = G˜,
H = RE/QHE ⋊ θ ⊂ RE/QHE ⋊ 〈θ〉 = H˜,
where θ is an automorphism on G and H induced by the non-trivial element of the
Galois group Gal(E/Q).
Let Te be a torus of G
0
R such that Te(R) is a maximal torus of the set of fixed
points of a Cartan involution of G0(R) that commutes with θ; see [18, p. 121]. Set
d(G) = |Ker(H1(R, Te)→ H1(R, G0))|.
In our situation, G0 comes from a complex group by restriction of scalars, and
hence H1(R, G0) = {1} and d(G) = |H1(R, Te)|. For a quasi-split unitary group
G(U∗(n1)× ...×U∗(nr)), with n := n1 + ...+ nr, we have Te =G(U(1)n). Thus,
d(G) = 2n−1; see [18, p. 123].
Theorem 2.6. We have
TGe (φ
G) = CG
d(G)
τ(G)ST
G
e (f
G)
and
THe (φ
H) = CH
d(H)
τ(H)ST
H
e (f
H),
where the test functions are as chosen in subsection 2.2.2 above.
Proof. This is a special case of proposition 8.3.1 in [18, pp. 130-1]. 
Lemma 2.7. In the situation of the theorem, we have
(1) τ(G) = 1 and τ(H) = 2;
(2) d(G) = d(H) = 4;
(3) CG = CH = 1/4.
Proof. Part (1) follows from lemma 2.3.3 in [18, p. 40]. Part (2) follows directly from
the remarks made before theorem 2.6. For part (3), by comparing Morel’s statement
of theorem 2.6 (proposition 8.3.1 in [18]) with her source for this theorem, namely
Labesse’s theorem 4.3.4 in [14], we deduce that
CG =
τ(G0)JZ(θ)
2kd(G) ,
where k = dim aG, and JZ(θ) = |det(1 − θ|aG0/aG)|; see [14, p. 97]. Note that
our choices concerning the spaces of test functions differ from those of Morel, and
hence, the two simplifications she notes at the top of page 131 of [18] do not apply
in our situation. Instead, we compute directly that JZ(θ) = 4 and dim aG = 2,
while τ(G0) = 1 by lemma 2.3.3 of [18]. Thus, we have
CG =
1×4
4×4 =
1
4 .
A similar computation shows that CH = 1/4. 
10 JUKKA KERANEN
Remark. The test functions φGR and φ
H
R are associated with the test functions
d(G)fGR and d(H)f
H
R by [18, p. 124]. Thus, the appearance of the factors d(G)
and d(H) in the foregoing identities is due to our choice of test functions on G(R)
and H(R), and likewise for their reciprocals. Thus, the constants CG and CH are,
essentially, equal to 1.
Putting together everything we have done thus far, we can now write our central
object of interest, the number of fixed points N(j, fp) as follows.
Theorem 2.8. In the situation of theorem 2.6, we have
N(j, fp) = TGe (φ
G) + THe (φ
H).
Proof. This is a direct consequence of corollary 2.4, theorem 2.6, and lemma 2.7. 
The next step in our project is to write the distributions TGe (φ
G) and THe (φ
H)
as explicitly as we can.
3. Geometric Side of the Trace Formula
In this section, we will take G to be a reductive algebraic group, not necessarily
connected, over Q. Let LR be the set of Levi subsets of G defined over R; we will
recall the definition of Levi subset in subsection 4.1 below.
3.1. Definitions. A function fR ∈ H(AG(R)0 \G(R)) is called cuspidal if for every
M ∈ LR, M 6= G, and for every P ∈ P(M), we have
trπ(fR,P ) = 0
for every irreducible tempered representation π of AM (R)
0 \M(R), where
fR,P (m) := δP (R)(m)
1/2
∫
Kmax,R
∫
NP (R)
fR(k
−1mnk)dndk.
Further, a function fR ∈ H(AG(R)0 \ G(R)) is called stable cuspidal if it is
cuspidal and, in addition, we have
trπ(fR) = 0
for every irreducible tempered representation π of AM (R)
0 \ M(R) that is not
square-integrable, and
trπR,1(fR) = trπR,2(fR)
for any two square integrable representations πR,1 and πR,2 of AG(R)
0 \G(R) that
belong to the same L-packet.
A function fR ∈ H(AG(R)0 \G(R)) is called very cuspidal if it is invariant under
conjugation by Kmax,R and if for every M ∈ LR and every P ∈ P(M), we have
fR,P (m) = δP (R)(m)
1/2
∫
NP (R)
fR(mn)dn = 0
for all m in M(R).
A function fR that is very cuspidal is also cuspidal, but need not be stable
cuspidal.
Let C ∈ R+. A function f ′ ∈ C∞c (G(Af )) is called C-regular (resp. strongly
C-regular) if for every M ∈ L, M 6= G, every P ∈ P(M), and m ∈ M(Af) such
that
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f ′P (m) := δP (Af )(m)
1/2
∫
Kmax,f
∫
NP (Af )
f ′(k−1mnk)dndk 6= 0,
there exists at least one root α of AM in G for which (resp. for all roots α of AM
in G) we have
|α(HM,f (m))| > C;
see subsection 4.1 for the definition of the morphism H .
Clearly, a strongly C-regular function is also C-regular.
We will occasionally employ ‘twisted’ versions of these concepts. That is, we will
use concepts like C-regularity in the context of the twisted trace formula for G0.
In that situation, Levi and parabolic subsets are assumed to range over the set of
θ-stable ones, which are the ones that correspond to the ones on G.
3.2. Second Major Transition.
Theorem 3.1. Let φGR be a function in H(AG(R)0 \G(R)) that is stable cuspidal
and very cuspidal. Then there exists a constant C ∈ R+ that only depends on the
support of φGR and has the following property. For every function φ
′ ∈ C∞c (G(Af ))
that is C-regular, we have
TGe (φ
G
Rφ
′) = JGgeom(φ
G
Rφ
′).
Proof. The proof Laumon gives in the connected case, [16, p. 302] still works in the
non-connected case. 
4. Spectral Side of the Trace Formula
The goal of this section is to write the spectral side of the non-invariant trace
formula for G and H as explicitly as possible. This will permit us to combine the
terms corresponding to the diagonal Levi subset of G with those corresponding to
the diagonal Levi subset of H .
The arguments in this section are adapted from the corresponding arguments
in Laumon [16]. The difference is that we are working in the setting of the non-
connected sets G and H , whereas Laumon is working in the setting of the connected
groups G and H. As it turns out, virtually all of Laumon’s arguments carry over
to our setting with little or no change. We will begin by giving an overview of how
this comes about.
Laumon has two basic references for his work on the spectral side of the non-
invariant trace formula. First, he adopts the basic expression from Arthur’s “The
Invariant Trace Formula II. Global Theory” [6]. This paper gives a uniform treat-
ment of both the connected and non-connected cases, and so the results there are
directly applicable to our setting. By way of clarification, the principal result of [6]
is an invariant form of the trace formula. However, following Laumon, we are only
interested in the non-invariant results that Arthur compiles as a preparation for his
final derivation.
Second, Laumon makes a crucial use of certain distributions defined in terms of
residues of Eisenstein series, and for this part of the argument, his basic reference
is Arthur’s 1993 paper “On elliptic tempered characters” [10]. Now, this paper is
written in the connected setting, and so some remarks must be made about why
the results in it are applicable in our setting. First, the definition of these crucial
distributions is given in Arthur’s earlier papers, such as “Intertwining operators and
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residues I. Weighted character” [8], which is the basic reference in the 1993 paper.
Happily, [8] is written in the general setting that includes the non-connected case.
In particular, the definition and basic properties of these distributions are available
to us. The second basic reference for the 1993 paper is “Intertwining operators and
residues II. Invariant distributions” [9]. This paper is again written in the connected
setting. However, the reason for this restriction is well-understood: at the time, the
trace Paley-Wiener theorem was not yet available for non-connected groups. It was
established by Delorme-Mezo in 2008 [12]. In fact, Morel analyzes the situation
completely in [18, p. 128]: all the results of Arthur’s [9] carry over to the non-
connected setting, provided that one replaces characters with twisted characters
and discrete representations at the real place with θ-discrete ones. Consequently,
it is easy to check that all the results we need from Arthur’s 1993 paper are also
available in the non-connected setting.
None of this should seem particularly surprising. From the start, Arthur took
great pains to write his papers in a way that applies uniformly to the connected
and non-connected cases. In fact, the only slightly subtle point concerns Laumon’s
Lemma 4.13 [16, p.313] which gives a finite Fourier expansion of the aforementioned
distributions. The proof of this lemma uses the Harish-Chandra character formula,
and to our knowledge, this formula has not been proven in the non-connected case
for real groups. However, we can circumvent this problem by using a character
identity that allows us to pass from twisted characters on the non-connected side
to stable characters on the connected side, and this allows us to run Laumon’s
argument as before; see Lemma 4.8 below.
4.1. Definitions.
4.1.1. Parameter Spaces. Let F be a field, local or global, and let G˜ be a reductive
algebraic group, not necessarily connected, over F . Fix a connected component G
of G˜, and assume that G generates G˜ and that G(F ) 6= ∅. Let G0 be the connected
component of 1 in G˜. Our focus shall be on G and G0 rather than on G˜. We will
consider two instances of these definitions:
G = RE/QGU(2, 1)E ⋊ θ ⊂ RE/QGU(2, 1)E ⋊ 〈θ〉 = G˜,
G0 = RE/QGU(2, 1)E ⋊ 1,
and
H = RE/QG(U(1) ×U(1, 1))E ⋊ θ ⊂ RE/QG(U(1)×U(1, 1))E ⋊ 〈θ〉 = H˜,
H0 = RE/QG(U(1) ×U(1, 1))E ⋊ 1
where θ is the automorphism induced by the non-trivial element on Gal(E/Q).
Since G is not a group, some care must be taken in defining the various group-
theoretic notions such as Levi components and representations for G.
Following Arthur and Morel, we will adopt the following definitions; see, for
example, [7, p. 228] and also [18, p. 119]. A parabolic subgroup of G˜ is the normalizer
in G˜ of a parabolic subgroup of G0. A parabolic subset of G is a nonempty subset
of G that is equal to the intersection of G with a parabolic subgroup of G˜. If P is
a parabolic subset of G, write P˜ for the subgroup of G˜ generated by P , and write
P 0 for the intersection P˜ ∩G0.
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Let P be a parabolic subset of G. The unipotent radical NP of P is defined to
be the unipotent radical of P 0. A Levi component M of P is a subset of P that is
equal to M˜ ∩ P , where M˜ is the normalizer in G˜ of a Levi component M0 of P 0.
If M is a Levi component of P , then P =MNP .
A Levi subset M of G is a Levi component of a parabolic subset of G. Let M˜
be the subgroup of G˜ generated by M , let M0 = M˜ ∩G0. Let AM be the maximal
split subtorus of the centralizer of M in M0. Then AM ⊆ AM0 , and in general, the
containment is proper.
Let M be a Levi subset of G. Arthur defines the R-vector space
aM = Hom(X
∗(M˜)F ,R),
where X∗(M˜)F is the group of characters of M˜ defined over F ; [8, p. 24]. Note
that
aM ⊆ aM0 ,
and in general, the containment is proper. In the two cases we are concerned with,
F = Q, and
aM ≃ aθM0 ;
the Arthur space of a Levi subset of G is obtained by taking the θ-invariants of the
Arthur space of the corresponding Levi subgroup of G0, and similarly for H ; [18,
p. 120]. In particular, if T = T 0 ⋊ θ is the diagonal Levi subset in either G or H ,
we have
aT ≃ {(y, (x, 0,−x)) ∈ R× R3}.
This is also the Arthur space of the diagonal Levi subgroup of GU(2, 1) and of
G(U(1)×U(1, 1)).
Now suppose that F is a global field, and fix a finite set S of inequivalent
valuations on F . Then
FS =
∏
q∈S Fq
is a locally compact ring. We can regard M , M˜ and M0 as schemes over FS , and
since F embeds diagonally in FS , we can form the corresponding sets of M(FS),
M˜(FS), and M
0(FS) of FS-valued points. Consider the homomorphism
HM,S : M˜(FS)→ aM ,
which is defined by
e〈HM,S(x),χ〉 = |χ(x)| =∏q∈S |χ(xq)|q,
for any x =
∏
q∈S xq in M˜(FS) and χ in X
∗(M˜)F .We will write
aM,S = HM,S(M˜(FS))
for the image of this homomorphism. If the set S contains any of the infinite places
of F , then aM,S = aM . If S = {q} for a finite place q of F , then aM,S is a lattice
in aM ; see [8, p. 50].
Further, we set
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a∨M,S = Hom(aM,S , 2πZ).
Then
a∗M,S := a
∗
M/a
∨
M,S
is the additive character group of aM,S. It is a compact quotient of a
∗
M if S does not
contain any of the infinite places of F , and is equal to a∗M otherwise; [8, pp. 24-5].
If S is the set of all the finite places of F , we will write aM,f and a
∗
M,f for these
two groups.
4.1.2. Representations. Let Π(M˜ (FS)) be the set of equivalence classes of irre-
ducible admissible representations of M˜(FS). We define Π(M(FS)) to be the subset
of Π(M˜(FS)) consisting of those classes π whose restriction π
0 to M0(FS) remains
irreducible. Note that π0 is invariant under the finite group M˜(FS)/M
0(FS) and
conversely, any irreducible representation ofM0(FS) that is invariant by this group
is the π0 for some π in Π(M(FS)); [8, p. 27].
An admissible representation π0 of M0(A) is called θ-stable if π0 ≃ π0 ◦ θ. In
that case, there exists an intertwining operator Aπ0 : π
0 → π0 ◦ θ. We say that
Aπ0 is normalized if A
2
π0 = 1. If π
0 is irreducible and θ-stable, then it has a
normalized intertwining operator, by Schur’s lemma. The data of a normalized
intertwining operator Aπ0 on π
0 are equivalent to the data of a representation π of
M˜(A) extending π0; [18, p. 121].
Thus, in our case, the restriction of any π in Π(M(A)) to M0(A) is θ-invariant,
and any θ-invariant irreducible representation ofM0(A) extends to a representation
in Π(M(A)). In practice, we will start with a θ-stable irreducible representation
π0 of M0 and choose a normalized intertwining operator Aπ0 : π
0 → π0 ◦ θ. Ac-
cordingly, we can express the spectral side of the trace formula for G (for H) in
terms of representations in Π(M(A)), and also in terms of θ-stable representations
of M0(A) for the various Levi subsets M of G (of H).
We shall also have to consider certain equivalence classes of representations in
Π(M(FS)). First, there is an action of the finite group
ΞM,S = Hom(M˜(FS)/M
0(FS),C
×)
on Π(M˜(FS)), which is given by
πξ(m) = π(m)ξ(m¯),
where π ∈ Π(M˜(FS)), ξ ∈ ΞM,S , and m¯ is the projection ofm onto M˜(FS)/M0(FS).
This action preserves Π(M(FS)), and we shall write {Π(M(FS))} for the space of
ΞM,S-orbits in Π(M(FS)). In fact, Π(M(FS)) is the subset of Π(M˜(FS)) on which
ΞM,S acts freely; see [8, p. 28]. Further, if {π} is a set of representatives of ΞM,S-
orbits in Π(M(FS)), the map
{π} → Π(M0(FS)), π 7→ π0
is a bijection from the set of fixed-point free orbits of ΞM,S in Π(M˜(FS)) onto the
set of elements in Π(M0(FS)) that are invariant under M˜(FS)/M
0(FS).
We shall write Πtemp(M(FS)) and Πunit(M(FS)) for the subset of represen-
tations π in Π(M(FS)) such that π
0 is tempered and unitary, respectively, and
similarly for Πtemp(M(A)) and Πunit(M(A)).
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Note that the disconnected group
ΞM,A = lim−→
S
ΞM,S
acts freely on each of Πtemp(M(A)) and Πunit(M(A)). We shall write {Πunit(M(A))}
and {Πtemp(M(A))} for the sets of orbits. Again, they correspond bijectively to
the sets of representations of M0(A) obtained by restriction.
Similar definitions can be made for M(A)1 in place of M(A). The terms on the
spectral side of the trace formula will depend on representations in Πunit(M(A)
1).
We shall identify a representation π ∈ Πunit(M(A)1) with the corresponding orbit
{πµ : µ ∈ ia∗M}
of ia∗M in Πunit(M(A)); see [6, p. 506] for more details.
To any representation π ∈ Π(M(A)) we can associate the induced representa-
tion πG of G˜(A). Let νπ denote the infinitesimal character of its Archimedean
component. We shall write Πunit(M(A)
1, t) for the set of representations π ∈
Πunit(M(A)
1) such that
‖Im(νπ)‖ = t,
where Im(νπ) is the imaginary part of νπ; see [6, p. 515] for more details.
As Arthur explains in [6, p. 517], formula (4.4), the part of the spectral side of
the trace formula for G indexed by a fixed t can be written as
∑
π∈{Πunit(G(A)1,t)}
aGdisc(π)fG(π),
a finite linear combination of characters. This defines a complex-valued function
adisc(π) := a
G
disc(π), π ∈ {Πunit(G(A)1, t)},
which is the primary global datum for the spectral side of the trace formula.
Arthur then focuses on a subset of {Πunit(G(A)1, t)} that contains the support
of aGdisc, defined as follows. We shall write Πdisc(G, t) for the subset of ΞA-orbits
in {Πunit(G(A)1, t)} that are represented by irreducible constituents of induced
representations
σGλ ,M ∈ L, σ ∈ Πunit(M(A)1, t), λ ∈ ia∗M/ia∗G,
where σλ satisfies the following two conditions:
(i) aMdisc(σ) 6= 0,
(ii) There is an element s ∈ WG(aM )reg such that sσλ = σλ.
For each L ∈ LR, we will write Π2(AL(R)0 \ L(R)) ⊂ Πtemp(AL(R)0 \ L(R))
for the set of equivalence classes of square-integrable representations of AL(R)
0 \
L(R). Finally, for each M ∈ L, we will write Πdisc(AM (R)0 \M(R)) for the set of
equivalence classes of irreducible unitary representations π of AM (R)
0 \M(R) that
occur discretely, with multiplicity mMdisc(π) in
L2(AM (R)
0M(Q) \M(A)).
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4.1.3. Weighted Characters. Let H(G(FS)) be the space of smooth, compactly sup-
ported functions on G(FS) whose left and right translates by K span a finite di-
mensional space; [8, p. 44]. Weighted characters are certain linear functionals on
H(G(FS)), defined by Arthur in terms of normalized intertwining operators; see
[2]. It turns out that they describe the terms in the trace formula arising from
Eisenstein series [4].
LetM be a Levi subset of G. For every f ∈ H(G(FS)) and every π in Π(M(FS)),
Arthur defines the weighted character JM (πλ) by
JM (πλ, f) = tr(RM (πλ, P0)IP0(πλ, f)),
where
RM (πλ, P0) = limν→0
∑
P∈P(M)RP (ν, πλ, P0)θP (ν)−1,
in the notation of [2, Sect. 6]. They are independent of P0.
It is not actually the distributions JM (πλ) that occur in the trace formula, but
rather their integrals over π.
Suppose that π ∈ Π(M(FS)) is such that JM (πλ, f) is regular for λ ∈ ia∗M . This
holds, for example, when π is unitary; [8, p. 50]. Then if X ∈ aM,S, Arthur defines
JM (π, f,X) =
∫
ia∗
M,S
JM (πλ, f)e
−λ(X)dλ;
see [8, p. 50].
We will focus on the case where F = Q and S = {∞}, so that FS = R, and
where π = πR is unitary. Following Laumon, we will take our test functions fR to
lie in H(AG(R)0 \G(R)), and so we may write
JGM (πR, fR, X) := JM (πR, fR, X) =
∫
i(aGM )
∗ J
G
M (πR,λ, fR)e
−λ(X)dλ,
where we take X ∈ aGM . Finally, for f ′ ∈ C∞c (G(Af )), we set
JGM,π(fRf
′) =
∑
X∈aM,f
JGM (πR, fR, X)f
′
M (πf , X);
see [16, pp. 304-5].
4.2. Simplifications on the Spectral Side. Our starting point is the following
expression for the spectral side of the non-invariant trace formula. This expression
is available for a connected G as well as a non-connected G of the form we are con-
sidering in this paper; see [6, Sect. 4]. In the connected case, the summation below
is over Levi subgroupsM of G, while in the non-connected case, the summation is
over Levi subsets M of G.
Theorem 4.1. Let φR be a function in H(AG(R)0 \ G(R)) that is very cuspidal,
and let φ′ be any function in C∞c (G(Af )). Then
JGspec(φRφ
′) =
∑
t>0
∑
M∈L |WM0 ||WG0 |−1
∑
π∈Πdisc(M,t)
aMdisc(π)J
G
M,π(φRφ
′)
where Πdisc(M, t) ⊂ Πunit(AM (R)0 \M(A), t) and
JGM,π(φRφ
′) =
∑
X∈aM,f
JGM (πR, φR, s(X))φ
′
M (πf , X)
for every M ∈ L and every π = πR ⊗ πf ∈ Πdisc(M, t), where
s(X) =
(∑
qXq
)G
∈ aGM
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for every X ∈ aM,f .
Proof. Laumon [16, pp. 305-6]. 
We now want to write the spectral side in a more explicit form.
In [8, Sect. 8], Arthur introduces the distributions
cDGM (πR, X, φR)
for M ∈ LR, πR ∈ Πtemp(AG(R)0 \M(R)), X ∈ aGM , and φR ∈ H(AG(R)0 \G(R)).
These distributions are defined in terms of residues of certain integrals, ulti-
mately in terms of residues of Eisenstein series. They are defined in exactly the
same way whether G is connected or not, and their basic properties are valid in
both cases. In this paper, their usefulness stems from the following two results.
Proposition 4.2. Let M ∈ LR be a Levi subset of G, and let φR be a function
in H(AG(R)0 \ G(R)) that is cuspidal. Then there exists a family of constants
CL ∈ R+(L ∈ LR(M), L 6= G) that only depend on the support of φR and have the
following property. For each πR ∈ Πtemp(AG(R)0 \M(R)) and for each X ∈ aGM
such that ‖XL‖ > CL for all L ∈ LR(M), L 6= G, we have
JGM (πR, φR, X) =
cDGM (πR, X, φR).
Proof. Laumon [16, pp.306-7]. 
The interest of replacing the distributions JGM with the distributions
cDGM is that
the latter can be computed explicitly in virtue of the following proposition. The
heart of the result is a recursion relation which shows that the numbers cDGM are
the coefficients in a linear relation among the normalized characters of G and those
of its Levi subsets. The next proposition is stated in Laumon for a connected group
G, but it remains true for a non-connected set. The only change required is that
the summation will be over Levi subsets rather than Levi subgroups.
Proposition 4.3. Let φR be a function in H(AG(R)0 \ G(R)) that is cuspidal.
Suppose that the support of
φR,G : Πtemp(AG(R)
0 \G(R))→ C, σR 7→ tr(σR(φR)),
is contained in Π2(AG(R)
0 \ G(R)). Then for every M ∈ LR, X ∈ aGM , and
πR ∈ Πtemp(AM (R)0 \M(R)), we have
cDGM (πR, X, φR) 6= 0
only if πR ∈ Π2(AM (R)0 \M(R)). In that case,
cDGM (πR, X, φR) =
∑
σR
cDGM (πR, X, σR)tr(σR(φR))
where σR ranges over Π2(AG(R)
0 \G(R)), and the expressions
cDGM (πR, X, σR)
for a fixed σR ∈ Π2(AG(R)0 \ G(R)) and for M ∈ LR, πR ∈ Π2(AM (R)0 \M(R))
and X ∈ aGM satisfy the following properties:
(i) cDGG(πR, 0, σR) = δπR,σR .
(ii) If M ⊂ G, M 6= G, for every γ ∈ M(R)1 ∩Greg(R) and for every X ∈ aGM ,
we have
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∑
L
∑
ρR
(−1)dim(AL/AG) cDGL (ρR, XL, σR)ΦLM (ρ∨R , γeX
L
) = 0,
where L ranges over LR(M), ρR ranges over Π2(AL(R)0 \ L(R)), and
X = XL +XL ∈ aLM ⊕ aGL = aGM .
Proof. Laumon, [16, p. 307-8]. 
Since the trace formula for the non-connected set G0⋊ θ is just a way of writing
the twisted trace formula for G0, we can reformulate the foregoing proposition
in terms of twisted characters. Essentially, we will replace representations of G
with θ-stable representations of G0 of the same type, traces with twisted traces,
and characters with twisted characters. This reformulation allows us to utilize the
results in Morel [18].
Corollary 4.4. Let fR be a function in H(AG0(R)0 \ G0(R)) that is cuspidal.
Suppose that the support of
fR,G : Πθ−temp(AG0(R)
0 \G0(R))→ C, σ0R 7→ tr(σ0R(fR)AσR ),
is contained in Πθ−2(AG0(R)
0\G0(R)). Then for every M0 ∈ LθR, the set of θ-stable
Levi subgroups of G0, for X ∈ (aG0M0)θ, and for π0R ∈ Πθ−temp(AM0 (R)0 \M0(R)),
we have
cDG
0
M0({π0R, Aπ0R}, X, fR) 6= 0
only if π0R ∈ Π2(AM0 (R)0 \M0(R)). In that case,
cDG
0
M0({π0R, Aπ0R}, X, fR) =
∑
σ0
R
∑
A
σ0
R
cDG
0
M0(πR, X, {σ0R, Aσ0R})tr(σ0R(fR)Aσ0R )
where σ0R ranges over Πθ−2(AG0(R)
0 \G0(R)), and the expressions
cDG
0
M0({π0R, Aπ0R}, X, {σ0R, Aσ0R})
for a fixed σ0R ∈ Πθ−2(AG0(R)0\G0(R)), fixed normalized intertwining operator Aσ0R ,
M0 ∈ LθR, πR ∈ Πθ−2(AM0 (R)0 \M0(R)), and X ∈ (aG
0
M0)
θ satisfy the following
properties:
(i) cDG
0
G0 ({π0R, Aπ0R}, 0, {σ0R, Aσ0R}) = δπR,σR , where πR and σR are the representa-
tions of G that correspond to the data {π0R, Aπ0R} and {σ0R, Aσ0R}, respectively.
(ii) If M0 ⊂ G0, M0 6= G0, for every γ ∈ M0(R)1 ∩ G0reg(R) and for every
X ∈ (aG0M0)θ, we have
∑
L0
∑
ρ0
R
∑
A
ρ0
R
(−1)dim(AL0/AG0 ) cDG0L0 (ρ0R, XL0, σ0R)ΦL
0
M0({ρ0∨R , AρR}, γeX
L0
) = 0,
where L0 ranges over LθR(M0), ρ0R ranges over Πθ−2(AL0(R)0 \ L0(R)), and
X = XL
0
+XL0 ∈ (aL0M0)θ ⊕ (aG
0
L0 )
θ = (aG
0
M0)
θ,
and where ΦL
0
M0 now stands for the twisted normalized character, as defined by Morel
in [18, p. 125].
Proof. This is a restatement of proposition 4.3. 
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Note that the summation over Aσ0
R
(Aρ0
R
) amounts to the following. For each σ0R
(ρ0R), we choose a normalized intertwining operator Aσ0R (Aρ0R), and then the sum
is taken over Aσ0
R
and −Aσ0
R
(Aρ0
R
and −Aρ0
R
).
The previous results only work for tempered representations. We extend them
to general unitary representations by using the following proposition of Arthur’s,
which is an extension of a well-known result of Vogan.
Let Σ(G(FS)) denote the set of equivalence classes of representations of G˜(FS)
that are equal to σGΛ for some
∏
v∈SMv, with σ a representation in
{⊗vσv : σv ∈ Πtemp(Mv(Fv))}
and Λ a point in ⊕va∗Mv that is regular in the sense that Λ(β) 6= 0 for every root
β of (G,
∏
v AMv ). The elements of Σ(G(FS)) are called standard representations.
For ρ ∈ Σ(G(FS)), we have ρ0 ∈ Σ(G0(FS)). It is well-known that ρ0 has a unique
irreducible quotient, and hence, ρ also has a unique irreducible quotient, which we
will denote ρ¯. It is a representation in Π(G(FS)), and ρ 7→ ρ¯ is a bijection from
Σ(G(FS)) onto Π(G(FS)); see [8, p. 40] Thus, standard representations are fit to
play the same role they play for connected groups.
Proposition 4.5. Let {Π(G(FS))} and {Σ(G(FS)) denote the set of ΞG,S-orbits in
Π(G(FS)) and Σ(G(FS)), respectively. Then there are uniquely determined complex
numbers
{∆(π, ρ) : π ∈ Π(G(FS)), ρ ∈ Σ(G(FS))},
such that
tr(π) =
∑
ρ∈{Σ(G(FS))}
∆(π, ρ)tr(ρ),
where π ∈ Π(G(FS)) and ρ ∈ Σ(G(FS)).
Proof. See Arthur, [8, p. 41]. 
Proposition 4.6. Let M ∈ LR and φR ∈ H(AG(R)0 \ G(R)). Suppose that φR
is very cuspidal and that the support of φR,G is contained in Π2(AG(R)
0 \ G(R)).
Choose a family of constants CL ∈ R+(L ∈ LR(M), L 6= G) as in proposition
4.2. Then, for each πR ∈ Πunit(AM (R)0 \ M(R)), and each X ∈ aGM such that
‖XL‖ > CL for all L ∈ LR(M), L 6= G, we have
JGM (πR, φR, X) =
cDGM (πR, X, φR),
where
cDGM (πR, X, φR) :=
∑
π′
R
∆(πR, π
′
R)
cDGM (π
′
R, X, φR),
where π′R ranges over Π2(AM (R)
0 \M(R)).
Proof. Laumon, [16, p. 310]. 
Proposition 4.7. For each family of constants CL ∈ R+(L ∈ LR(M), L 6= G),
there exits a constant C ∈ R+ with the following property. For each φ′ ∈ C∞c (G(Af ))
that is C-regular, each M ∈ L, M 6= G, each πf ∈ Π(M(Af )), and each X ∈ aM,f
such that
‖s(X)L‖ 6 CL
for at least one L ∈ LR(M), L 6= G, we have
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φ′M (πf , X) = 0.
Proof. Laumon, [16, p. 311]. 
So far, we have obtained the following expression for the spectral side of the
trace formula.
Theorem 4.8. Let φR be a function in H(AG(R)0 \G(R)) that is highly cuspidal
and stable cuspidal. Then there exists C ∈ R+ that only depends on the support
of φR and has the following property. For every function φ
′ ∈ C∞c (G(Af )) that is
C-regular, we have
JGspec(φ
′φR) =
∑
t>0
∑
M∈L |WM0 ||WG0 |−1
∑
π a
M
disc(π)
∑
π′ ∆(πR, π
′
R)
×∑X∈aM,f DGM (π′R, s(X), φR)φ′M (πf , X)
where π ranges over Πdisc(M, t) and π
′ ranges over Π2(AM (R)
0 \M(R)), and the
quantities cDGM are computed as in proposition 4.3.
Again, we can write down a version of the formula in the theorem that is indexed
explicitly in terms of representations of G0 and normalized intertwining operators.
Corollary 4.9. Let φR be a function in H(AG0(R)0 \G0(R)) that is highly cuspidal
and stable cuspidal. Then there exists C ∈ R+ that only depends on the support
of φR and has the following property. For every function φ
′ ∈ C∞c (G0(Af )) that is
C-regular, we have
JGspec(φ
′φR) =
∑
t>0
∑
M0∈L0 |WM0 ||WG0 |−1
×∑π0 aM
0
disc(π
0)
∑
A
π0
R
∑
π′0
R
∑
A
π′0
R
∆({π0R, Aπ0R}, {π′0R , Aπ′0R })
×∑X∈aM,f cDG
0
M0(π
′
R, s(X), φR)φ
′
M0 (πf , X)
where π0 ranges over Πdisc(M
0, t) and π′0 ranges over Π2(AM0(R)
0 \M0(R)), and
where ∆({π0R, Aπ0R}, {π′0R , Aπ′0R }) := ∆(πR, π′R) for πR and π′R the representations of
M corresponding to the data {π0R, Aπ0R} and {π′0R , Aπ′0R }, respectively, and where the
quantities cDG
0
M0 are computed as in corollary 4.4.
Proof. This is a restatement of theorem 4.7 
The final step in manipulating the spectral side is to write the distributions cDGM
as finite Fourier expansions. This will render the spectral terms explicit enough to
permit us to combine the parabolic terms for G with the parabolic terms for H .
The following lemma requires the Harish-Chandra character formula for G. In our
case, however, we are only using it in a situation where the (twisted) character on
G0 is equal to the (ordinary) stable character of the norm on G.
Lemma 4.10. For P ∈ P (M), πR ∈ Π2(AM (R)0 \M(R)) , σR ∈ Π2(AG(R)0 \
G(R)), and Λ ∈ (aGM )∗C, there exist constants dGP (πR,Λ, σR) with the following prop-
erties:
(i) dGP (πR,Λ, σR) = 0 for each Λ such that the intersection of Λ + χπ∨R with
(χσR)M is empty in (a
G
M )
∗
C ⊕ tanisM (C)∗;
(ii) for each X ∈ aGP
+
, we have
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cDGM (πR, X, σR) =
∑
Λ∈(aG
M
)∗
C
dGP (πR,Λ, σR)e
−Λ(X);
in particular,
cDGM (πR, X, φR) =
∑
Λ∈(aGM )
∗
C
dGP (πR,Λ, φR)e
−Λ(X),
where we have set
dGP (πR,Λ, φR) =
∑
σR
dGP (πR,Λ, σR)tr(σR(φR)).
Proof. See Laumon, [16, p. 316-7] 
Corollary 4.11. For P 0 ∈ P (M0), πR ∈ Π2(AM0(R)0\M0(R)) , σR ∈ Π2(AG0(R)0\
G0(R)), and Λ ∈ (aGM )∗C, there exist constants dG
0
P 0 ({π0R, Aπ0R},Λ, {σ0R, Aσ0R}) with the
following properties:
(i) dG
0
P 0 ({π0R, Aπ0R},Λ, {σ0R, Aσ0R}) = 0 for each Λ such that the intersection of
Λ + χπ∨
R
with (χσR)M is empty in (a
G
M )
∗
C ⊕ tanisM (C)∗;
(ii) for each X ∈ aGP
+
, we have
cDG
0
M0({π0R, Aπ0R}, X, {σ0R, Aσ0R}) =
∑
Λ∈(aGM )
∗
C
dG
0
P 0 ({π0R, Aπ0R},Λ, {σ0R, Aσ0R})e−Λ(X);
particular,
cDG
0
M0({π0R, Aπ0R}, X, φR) =
∑
Λ∈(aG
M
)∗
C
dG
0
P 0 ({π0R, Aπ0R},Λ, φR)e−Λ(X),
where we have set
dG
0
P 0({π0R, Aπ0R},Λ, φR) =
∑
σR
∑
AσR
dG
0
P 0({π0R, Aπ0R},Λ, σR)tr(σR(φR)AσR).
Proof. See Laumon, [16, p. 316-7]. 
Theorem 4.12. Let φR be a function in H(AG(R)0 \ G(R)) that is very cuspidal
and stable cuspidal. Then there exists a constant C ∈ R+ that only depends on the
support of φR and has the following property. For every function φ
′ ∈ C∞c (G(Af ))
that is strongly C-regular, we have
JGspec(φ
′φR) =
∑
M∈L |WM0 ||WG0 |−1
∑
πm
M
disc(π)
∑
π′ ∆(πR, π
′
R)
×∑P∈P (M)
∑
Λ∈(aGM )
∗
C
dGP (π
′
R,Λ, φR)
×∑X∈aM,f e−Λ(s(X))φ′M (πf , X)
where s(X) ∈ aG+P , π ranges over Πdisc(AM (R)0 \ M(A)) and π′R ranges over
Π2(AM (R)
0 \M(R)).
Corollary 4.13. Let fR be a function in H(AG0(R)0 \G0(R)) that is very cuspidal
and stable cuspidal. Then there exists a constant C ∈ R+ that only depends on the
support of fR and has the following property. For every function f
′ ∈ C∞c (G0(Af ))
that is strongly C-regular, we have
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JGspec(f
′fR)
=
∑
M0∈L0 |WM0 ||WG0 |−1
×∑πmM
0
disc(π)
∑
A
π0
R
∑
π′0
R
∑
A
π′0
R
∆({π0R, Aπ0R}, {π′0R , Aπ′0R })
×∑P 0∈P (M0)
∑
Λ∈(aG
0
M0
)∗
C
dG
0
P 0({π′0R , Aπ′0R },Λ, φR)
×∑X∈aM,f e−Λ(s(X))φ′M (πf , X)
where s(X) ∈ aG+P , π ranges over Πdisc(AM0 (R)0 \M0(A)) and π′R ranges over
Π2(AM0 (R)
0 \M0(R)), and where the quantities dG0P 0 are computed as in corollary
4.11.
The usefulness of Theorem 4.12 is due to the fact that it is easy to produce func-
tions that are strongly C-regular, as the following lemma will show. The strategy
is to fix a finite set of places S of Q and make a suitable choice of a test function
at the places in S. For any function φ′′ ∈ C∞c (G(ASf )), let
C(φ′′) = supM,α,P,m{|α(HSM,f (m))|},
where M ranges over L− {G}, α over the roots of AM in G, P over P(M), and m
over the support of φ′′P in M(A
S
f ).
Lemma 4.14. Let C ∈ R+ and, for each q ∈ S, let φq ∈ Cc(G(Qq)//Kmax,q).
Suppose that, for every collection (µq)q∈S with µq ∈ Supp(f∨q ), every M ∈ L, and
every root α of AM in G, we have
|∑q∈S α(µq,M ) log q| > C + C(φ′′).
Then, the function
φ′ = φ′′
∏
q∈S φq ∈ C∞c (G(Af ))
is strongly C-regular. Further, for every M ∈ L, every P ∈ P(M), and every
Λ ∈ (aGM )∗C, we have
∑
X∈aM,f
e−Λ(s(X))φ′M (πf , X)
= tr(IP (π
S
f,Λ, φ
′′))×∑ e−Λ(s(XS))fS,M(πS , XS),
where in the first sum s(X) ∈ aG+P .
Proof. Laumon, [16, p. 318-9]. 
The following theorem gives our final general expression for the spectral side of
the trace formula.
Let fGR be a pseudo-coefficient of the discrete series L-packet Π as in subsection
2.2.2, and let φGR be a twisted pseudo-coefficient of the representation of G
0(R)
associated to Π. Then fGR and d(G)φ
G
R = 4φ
G
R are associated, by [18, p.124].
Let fHR be the linear combination of pseudo-coefficients of the three L-packets of
H associated to Π as in subsection 2.2.2, and let φHR be the same linear combination
of twisted pseudo-coefficients of H0(R) associated to these three L-packets. Then
fHR and d(H)φ
H
R = 4φ
H
R are associated.
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We may and will assume that the functions fGR , φ
G
R , f
H
R and φ
H
R are very cuspidal
[16, p. 320].
Given any function fp ∈ Cc(G(Apf )//Kp), let φp be associated to fp. Fix an
auxiliary prime q 6= p such that Kp = Kp,qKq, where Kq = G(Zq), and such that
φp = φp,q1Kq , with φ
p,q ∈ Cc(G(Ap,qf )//Kp,q). We may replace φp with φp,qφq,
where φq is for now arbitrary.
Let hp,q be a transfer of fp,q, as in [16, p. 321], and let ϕp,q be associated to
hp,q. Let ϕq = b
H(φq) be defined as in [16, p. 321].
Theorem 4.15. Fix prime numbers p 6= q and test functions as above. Then there
exists a constant D ∈ R+ satisfying the following property. For every function
φq ∈ Cc(G(Qq)//Kq) and every integer j > 0 such that
(i) |α(µ)| log q > D (∀α ∈ Φ(AT , G), ∀µ ∈ Supp(φ∨q )),
(ii) j > D+|α(µ)| log qlog p (∀α ∈ Φ(T,G), ∀µ ∈Supp(φ∨q )),
the spectral side JGspec(φ) of the trace formula for G can be written as
JGspec(φ
G) =
∑
M |WM0 ||WG0 |−1JGM (φG)
where the sum is over the Levi subsets of G, and
JGM (φ
G) =
∑
πm
M
disc(π)
∑
π′
R
∆(π, π′)
×∑P∈P (M)
∑
Λ∈(aG
M
)∗
C
dGP (π
′
R,Λ, φ
G
R )tr(IP (π
p,q
f,Λ, φ
p,q))
×∑ν∈W ·µ pj(Λ(ν
G
M )+1)ν(tπp)
j
×∑Xq∈aM,q e−Λ(X
G
q )φq,M (πq, Xq),
where in the final sum, we require XGq ∈ jνGM logp+ aG+P .
Proof. The conditions (i) and (ii) guarantee that the conditions (i) and (ii) of
Laumon’s remark (4.20) [16, p. 320] are satisfied for φp,qφqb
G
j (ϕj) when D = C +
C(φp,q). This, in turn, guarantees that the assumptions of his lemma 4.19, which
is our lemma 4.14, are satisfied. 
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We also need the analogue of theorem 4.15 for the base change H of the endo-
scopic group H.
Theorem 4.16. In the setting of theorem 4.15, the spectral side JHspec(ϕ) of the
trace formula for H can be written as
JHspec(ϕ
H) =
∑
M |WM0 ||WH0 |−1JHM (ϕH)
where the sum is over the Levi subsets of H, and
JHM (ϕ
H) =
∑
πm
M
disc(π)
∑
π′
R
∆(π, π′)
×∑P∈P(M)
∑
Λ∈(aHM )
∗
C
dHP (π
′
R,Λ, ϕ
H
R )tr(IP (π
p,q
f,Λ, ϕ
p,q))
×∑ν pj(Λ(ν
H
M )+1)ν(tπp)
j
×∑Xq∈aM,q e−Λ(X
G
q )ϕq,M (πq, Xq),
where ν ranges over the (twisted) transfer of the orbit of cocharacters W.µ, and
where in the final sum, we require XHq ∈ jνHM logp+ aH+P .
Finally, we can write down a version of each of theorem 4.15 and 4.16 in terms of
θ-stable representations of G0(R) and H0(R), respectively. In fact, for our purposes
it is enough to replace the index π′R in the quantity d
G
P (π
′
R,Λ, φ
G
R ) by {π′0R , Aπ′0R },
namely the data corresponding to the representation π′R of G(R), and similarly for
H . In the next section, we will compute the quantities dGP ({π′0R , Aπ′0R },Λ, φGR ) in the
cases we are interested in, namely M0 = T 0 for both G and H .
Recall that we had by theorem 2.8:
N(j, fp) = TGe (φ
G) + THe (φ
H).
Given the results of this section, we now have
Theorem 4.17. In the setting of theorems 2.8 and 4.15, we have
TGe (φ) = J
G
G (φ
G) + |WT0 ||WG0 |−1JGT (φG),
THe (φ) = J
H
H (φ
H) + |WT0 ||WH0 |−1JHT (φH).
Thus,
N(j, fp) = JGG (φ
G) + JHH (φ
H)
+ 12 (J
G
T (φ
G) + JHT (φ
H)).
For the remainder of this paper, we will focus on computing the parabolic part
of the trace, namely 12 (J
G
T (φ
G) + JHT (φ
H)).
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5. Computations at Infinity
5.1. Strategy For Computing the d’s. We will begin by describing informally
Laumon’s method in [16] for computing the quantities d introduced in the previous
section. For the purposes of illustrating the method, we will suppose that the
L-packet in question has two members only.
1. Let M be a Levi subgroup of G, and let ρ be a representation of M . We
would like to compute the coefficients d in the following finite expansion:
cDGM (ρ,X, f) =
∑
Λ∈(aGM )
∗
C
dGP (ρ,Λ, f)e
−Λ(X)
where f = fπ1+fπ2 is a pseudo-coefficient of a discrete series L-packet Π = {π1, π2}
of G.
2. We will first compute the left-hand side of the expression in 1 for every ρ
(most of these quantities will be zero). We will utilize the fact that
cDGM (ρ,X, f) =
∑
σ
cDGM (ρ,X, σ)tr(σ(f)),
where σ varies over representations of G. Since our pseudo-coefficient f only ‘sees’
the representations π1 and π2, the expression above simplifies to
cDGM (ρ,X, f) =
cDGM (ρ,X, π1)+
cDGM (ρ,X, π2),
and now our task is reduced to computing the right-hand side.
3. The second main fact we will use is that there is a recursive relation
∑
L∈L(M)
∑
ρ(−1)dim (AL/AG)ΦLM (ρ∨, γeX
L
)cDGM (ρ,XL, σ) = 0,
where ρ is a representation of L. Now for G = GU(2, 1) and M = T, and for a
fixed representation σ of G, this simplifies to
ΦGT (σ
∨, γeX) =
∑
ρΘρ∨(γ)
cDGT (ρ,X, σ).
4. We now take the simplified equality in 3. for each of π1 and π2, and add them
together, to obtain the combined equality
ΦGT (π
∨
1 , γe
X) + ΦGT (π
∨
2 , γe
X) =
∑
ρΘρ∨(γ)(
cDGT (ρ,X, π1)+
cDGT (ρ,X, π2)),
which in view of 2. becomes
ΦGT (π
∨
1 , γe
X) + ΦGT (π
∨
2 , γe
X) =
∑
ρΘρ∨(γ)
cDGM (ρ,X, f),
for our particular choice of test function.
5. Suppose now that we are able to write the left-hand side of the last equality
in 4. as a linear combination of characters ofM . Then, by the linear independence
of characters, we can simply read off the values for the expressions cDGM (ρ,X, f).
In what follows, we will be using a modified version of this method, one that
utilizes certain character identities relating twisted characters on G0(R) to ordinary
characters on G(R). We will compute the left-hand side of the last equality in 4.
in terms of characters on G(R), and then interpret the result of this computation
as a linear combination of twisted characters on G0(R).
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5.2. Character Identities. The following is the heart of our argument.
Proposition 5.1. Let G = GU(2, 1), let T the diagonal subgroup of G, and let Π
be the discrete series L-packet of G(R) associated with the trivial representation of
G. We have
ΦG
T
(
γeX , SΘΠ
)
= 2
(
e−xeiθ + e−xe−iθ − e−2x)
for x > 0, and
ΦG
T
(
γeX , SΘΠ
)
= 2
(
exeiθ + exe−iθ − e2x)
for x < 0.
Proof. This computation is an application of the Harish-Chandra character formula:
ΦM (γ, SΘϕ) = (−1)q(G)∆M (X)−1εR(X)ζϕ(z)
×∑ω∈ΩG det(ω)c¯(Q+Ad(uM)ωλ, R+X)e(Ad(uM)ωλ)(X),
where all the notations are as specified by Morel, [18, p. 53-4]. Let G = GU(2, 1)
and M = T. In this situation, the map exp: tM (R)→ TM (R) is surjective by [18,
p.57], and so we can, and will, assume that any γ ∈ TM,reg(R) is of the form γ =
exp(X) for X ∈ tM (R). In fact, we have explicitly
X = (x+ y + iθ1, y + iθ2,−x+ y + iθ1)
with x, y, θ1, θ2 ∈ R, and the claim is clear. Further, we have
• R = {±α}, the set of real roots in Φ(TM , G), where α(diag(a, b, d)) = a/d;
• R+ = R ∩ Φ(TM , B) = {α}, where we fix B to be the group of upper-
triangular matrices in GU(2, 1);
• R+X = {α ∈ R : α(X) > 0} = {α} for X = (x, 0,−x) when x > 0, and
R+X = {−α} when x < 0;
• q(G) = 12dimR(X) = 2, where X is the symmetric space associated with the
Shimura variety of G;
• ∆M =
∏
α∈Φ(TM ,BM )
(eα/2 − e−α/2) = 1, since TM = M = BM , and hence,
the set Φ(TM , BM ) is empty;
• εR(X) = (−1)|R+X∩(−R+)| = 1 for x > 0, and εR(X) = −1 for x < 0.
• ζϕ(z) = 1, since we are assuming that z ≡ 1 throughout.
• For Φ(G, T ) = {±α1,±α2,±α = ±(α1 + α2)}, we compute directly:
1) α1 = ω(α) for ω = sαsα2sα1 , hence det(ω) = −1;
2) α2 = ω(α) for ω = sα1 , hence det(ω) = −1;
3) α = ω(α) for ω = 1, hence det(ω) = 1;
4) −α1 = ω(α) for ω = sα1 , hence det(ω) = (−1)(−1) = 1;
5) −α2 = ω(α) for ω = sα2 , hence det(ω) = (−1)(−1) = 1;
6) −α = ω(α) for ω = sα, hence det(ω) = −1;
• For
Q+ν = {α∨ ∈ R∨ : ν(α∨) > 0},
by fixing isomorphisms with R2 such that
α1 = (2, 0);α
∨
1 = (1, 0);α2 = (−1,
√
3);α∨2 =
1
2 (−1,
√
3);
α = (1,
√
3);α∨ = 12 (1,
√
3),
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we compute directly:
1) Q+α = {α∨}, since α(α∨) > 0;
2) Q+α1 = {α∨}, since α1(α∨) > 0;
3) Q+α2 = {α∨}, since α2(α∨) > 0;
4) Q+−α = {−α∨}, since −α(−α∨) > 0;
5) Q+−α1 = {−α∨}, since −α1(−α∨) > 0;
6) Q+−α2 = {−α∨}, since −α2(−α∨) > 0.
Finally, by employing the definition in Arthur, [1, p. 273], we compute that
c¯(Q+α1 , R
+
X) = c¯(Q
+
α2 , R
+
X) = c¯(Q
+
α , R
+
X) = 0,
c¯(Q+−α1 , R
+
X) = c¯(Q
+
−α2 , R
+
X) = c¯(Q
+
−α, R
+
X) = 2,
for x > 0; and
c¯(Q+α1 , R
+
X) = c¯(Q
+
α2 , R
+
X) = c¯(Q
+
α , R
+
X) = 2,
c¯(Q+−α1 , R
+
X) = c¯(Q
+
−α2 , R
+
X) = c¯(Q
+
−α, R
+
X) = 0,
for x < 0.
The set-up of the Harish-Chandra formula requires that (λ−ρ)(X) = ξ(X), and
since in this paper we are working with the trivial local system, hence the trivial
algebraic representation ofGU(2, 1), the requirement is that λ(X) = ρ(X) = α(X);
see [18, p. 54]. Thus, in the formula above, as the sum ranges over ΩG, the quantity
Ad(uM )ωλ will range over the roots in Φ(G, T ). Putting all of the above pieces
together, we obtain
ΦGT (γ, SΘΠ) = 2e
−α1(X)+2e−α2(X)+(−1)2e−α(X) = 2 (e−xe−iθ + e−xeiθ − e−2x),
for X = (x+ y + iθ1, y + iθ2,−x+ y + iθ1), and θ := θ1 − θ2, when x > 0; and,
ΦGT (γ, SΘΠ) = (−1)
(
(−1)2eα1(X) + (−1)2eα2(X) + 2eα(X))
= 2
(
exeiθ + exe−iθ − e2x),
for X = (x+ y + iθ1, y + iθ2,−x+ y + iθ1), and θ := θ1 − θ2, when x < 0. 
Proposition 5.2. Let H = G(U(1, 1)×U(1)), let T the diagonal subgroup of H,
and denote the three L-packets of H associated to the given L-packet Π of G by
Π(ρ+), Π(ρ−), and Π(ρ0). We have
ΦH
T
(
γ, SΘΠ(ρ+)
)
= 2e−xeiθµ(γ)−1
ΦH
T
(
γ, SΘΠ(ρ−)
)
= 2e−xe−iθµ(γ)−1
ΦH
T
(
γ, SΘΠ(ρ0)
)
= 2e−2xµ(γ)−1
for x > 0, and
ΦH
T
(
γ, SΘΠ(ρ+)
)
= 2exe−iθµ(γ)−1
ΦH
T
(
γ, SΘΠ(ρ−)
)
= 2exeiθµ(γ)−1
ΦH
T
(
γ, SΘΠ(ρ0)
)
= 2e2xµ(γ)−1
for x < 0.
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Proof. The computation is similar to that in the proof of proposition 5.1. The main
difference is that, this time, λ− ρ will not be set equal to the trival root, since the
representations of H(R) that transfer to the trivial representation of G(R) are not
trivial. Rather, λ − ρ will be equal to the highest weight of each representation,
as follows. We will follow Rogawski’s method of labeling the representations; in
Rogawski’s notation, we will take a = 1, b = 0, c = −1, since we want our represen-
tations on H(R) to correspond to the trivial one on G(R); see [22, p.178]. We then
have the following two 1-dimensional representations of T(R):
(1) ξ(0, 1,−1)(γ) = (det0(γ))−1−t−1(det(γ))1
= (e2iθ1)−t−2e2iθ1+iθ2
= ei(θ2−θ1)(eiθ1)−(2t+1)
= µ−1(γ)e−iθ.
Thus, we have
λ(X) = (Λ + ρB)(X) = (i(θ2 − θ1) + ln(µ(γ)−1)) + x.
(2) ξ(1,−1, 0)(γ) = (det0(γ))1−t(det(γ))−1
= µ−1(γ)eiθ.
Thus, we have
λ(X) = (Λ + ρB)(X) = (i(θ1 − θ2) + ln(µ(γ)−1)) + x.
Further, write γ = (g, λ) where λ is the U(1)-component and g is the U(1, 1)-
component. We have the following 2-dimensional representation of T :
(3) ξ(a, b, c)(γ) = ((det⊗
1
2
(a+c−2t) ⊗ std)⊗ det⊗b)(g, λ)
= (det−t−1 ⊗ std)⊗ 1)(g, λ).
Now, we have det(g) = ex+iθ1e−x+iθ1 = e2iθ1 and µ(γ) = (eiθ1)2t+1, so
det−t−1(g) = (e2iθ)−t−1 = e−2tiθ1−iθ1e−iθ1
= (eiθ1)−(2t+1)e−iθ1
= µ(γ)−1e−iθ1 .
Thus, the highest weight Λ of the representation (3) will correspond to the linear
form
X 7→ (x+ iθ1) + (−iθ1 + ln(µ(γ)−1) = x+ ln(µ(γ)−1).
Finally, ρB(X) =
1
2α(X) =
1
2 (2x) = x, and hence, all told,
λ(X) = (Λ + ρB)(X) = (x+ ln(µ(γ)
−1)) + x = 2x+ ln(µ(γ)−1).
Given what we have said in (1), (2), and (3), respectively, it follows that
Φ(γ, SΘρ(0,1,−1))
= (−1)(1)−1(1)(1)×
(
det(1)(0)e−iθ+x+ln(µ(γ)
−1) + det(−1)(2)eiθ−x+ln(µ(γ)−1)
)
= 2e−x+iθµ(γ)−1
when x > 0;
Φ(γ, SΘρ(1,−1,0))
= (−1)(1)−1(1)(1)×
(
det(1)(0)eiθ+x+ln(µ(γ)
−1) + det(−1)(2)e−iθ−x+ln(µ(γ)−1)
)
= 2e−x−iθµ(γ)−1
when x > 0;
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Φ(γ, SΘρ(1,0,−1))
= (−1)(1)−1(1)(1)×
(
det(1)(0)e2x+ln(µ(γ)
−1) + det(−1)(2)e−2x+ln(µ(γ)−1)
)
= 2e−2xµ(γ)−1
when x > 0. Similarly,
Φ(γ, SΘρ(0,1,−1))
= (−1)(1)−1(1)(−1)×
(
det(1)(2)e−iθ+x+ln(µ(γ)
−1) + det(−1)(0)eiθ−x+ln(µ(γ)−1)
)
= 2ex−iθµ(γ)−1
when x < 0;
Φ(γ, SΘρ(1,−1,0))
= (−1)(1)−1(1)(−1)×
(
det(1)(2)eiθ+x+ln(µ(γ)
−1) + det(−1)(0)e−iθ−x+ln(µ(γ)−1)
)
= 2ex+iθµ(γ)−1
when x < 0;
Φ(γ, SΘρ(1,0,−1))
= (−1)(1)−1(1)(−1)×
(
det(1)(2)e2x+ln(µ(γ)
−1) + det(−1)(0)e−2x+ln(µ(γ)−1)
)
= 2e2xµ(γ)−1
when x < 0. 
For a θ-stable representation π0 of G0(R), let ΦG
0
M0
(
, {π0, Aπ0}
)
denote the
normalized twisted character, as defined by Morel [18, p. 121, 125], and similarly
for H0(R). The datum Aπ0 is redundant as far as the definition of the character
is concerned, but we shall need it for the purposes of indexing sums when we view
twisted characters of G0(R) as characters of G(R). We shall have to do this in
order to incorporate the following crucial character identity into the framework of
the trace formula for G that we set up in section 4.
Proposition 5.3. We have for the θ-discrete representation π0 of G0(R) corre-
sponding to the discrete series L-packet Π of G(R)
ΦG
0
T 0
(
γeX , {π0, Aπ0}
)
= ε(G)ΦG
T
(
N(γeX), SΘΠ
)
,
where ε(G) = 1.
Proof. This follows from theorems 8.1.2 and 8.1.3 of [18], and from the fact that
ε(G) is the familiar sign defined by
ε(G) = (−1)q(X),
where q(X) = 12 dim(X), with dim(X) the real dimension of the symmetric space
associated to G; see [11, p. 29]. 
Proposition 5.4. We have for the θ-discrete representation π0 of H0(R) corre-
sponding to the discrete series L-packet Π of H(R)
ΦH
0
T 0
(
γeX , {π0, Aπ0}
)
= ε(H)ΦH
T
(
N(γeX), SΘΠ
)
,
where ε(H) = −1.
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Theorem 5.5. We have
ΦG
0
T 0
(
γeX , {π0, Aπ0}
)
=
∑
ρ0∈Πθ−2(AT0(R)
0\T 0(R))
∑
Aρ0
Θ{ρ0∨,Aρ0∨}(γ)
cDG
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ0}),
where π0 is a θ-stable representation of G0(R); and
ΦH
0
T 0
(
γeX , {π0, Aπ0}
)
=
∑
ρ0∈Πθ−2(AT0 (R)
0\T 0(R))
∑
Aρ0
Θ{ρ0∨,Aρ0∨}(γ)
cDH
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ0}),
where π0 is a θ-stable representation of H0(R).
Proof. These are special cases of the recursion formula in proposition 4.3. 
It is perhaps worth emphasizing, once again, that we are writing the recursion
formula for G(R) = G0(R) ⋊ θ, and that the double indexing has the effect of
summing over all the admissible representations of T (R) of the appropriate type.
Corollary 5.6. We have, in the notation of theorem 5.4,
ΦG
T
(
N(γeX), SΘΠ
)
=
∑
ρ0∈Πθ−2(AT0 (R)
0\T 0(R))
∑
Aρ0
Θ{ρ0∨, Aρ0∨}(γ)
cDG
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ0}).
Proof. This follows directly from Proposition 5.3 and Theorem 5.5. 
Thus, we are working inside the recursion formula for G = G0 ⋊ θ, but we use the
computation from the original unitary group G as input. We will interpret the
stable character ΦG
T
(
N(γeX), SΘΠ
)
of G as a linear combination of characters of
T 0 ⋊ θ, and use this interpretation to compute the cDG
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ0}).
Corollary 5.7. We have, in the obvious notation,
ΦH
T
(
N(γeX), SΘΠ(ρ+)
)
= −∑ρ0∈Πθ−2(AT0(R)0\T 0(R))
∑
Aρ0
Θ{ρ0∨, Aρ0∨}(γ)
cDG
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ+,0});
and
ΦH
T
(
N(γeX), SΘΠ(ρ−)
)
= −∑ρ0∈Πθ−2(AT0(R)0\T 0(R))
∑
Aρ0
Θ{ρ0∨, Aρ0∨}(γ)
cDG
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ−,0});
and
ΦH
T
(
N(γeX), SΘΠ(ρ0)
)
= −∑ρ0∈Πθ−2(AT0(R)0\T 0(R))
∑
Aρ0
Θ{ρ0∨, Aρ0∨}(γ)
cDG
0
T 0 ({ρ0, Aρ0}, X, {π,Aπ0,0}).
Proof. This follows directly from Proposition 5.4 and Theorem 5.5. 
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5.3. Explicit Computations. We will now compute explicitly the expressions on
the left-hand side of the identities in corollaries 5.6 and 5.7. We have
G0 = RC/R(Gm,C ×GL3,C)
and
T 0 = RC/RGm,C × (RC/R(Gm,C))3
Let γeX ∈ T 0(R). We can write
γeX = (eiθ0 , (diag(eiθ1 , eiθ2 , eiθ3))(ex0 , diag(ex1, ex2 , ex3)).
The action of the nontrivial element of Gal(C/R) is given by the involution
(λ, g) 7→ (λ¯, λ¯A2,1tg¯−1A−12,1),
where A2,1 is the matrix used to define the particular form of the group GU(2, 1)
we are using, namely


0 0 1
0 1 0
1 0 0


Since our character formula will ignore the similitude factor, we may as well assume
that the similitude component eiθ0ex0 of γeX is trivial. Then
N(γeX) = γeXθ(γeX)
= diag(ex1−x3 , 1, ex3−x1)diag(ei(θ1+θ3), e2iθ2 , ei(θ1+θ3)).
Let
φG = φπ0 ,
where φπ0 is a twisted pseudo-coefficient of the θ-discrete representation on G
0(R)
associated with the discrete series L-packet Π on G(R) considered in this paper;
see [18, p. 124]. Similarly, let φH be the following linear combination of pseudo-
coefficients of the three representations of H0(R) associated with the three discrete
series L-packets on H(R) considered above:
φH = φ+ + φ− − φ0.
The following theorems follow at once from the results in the previous subsection.
Theorem 5.8. Let φG be as above.
(i) For x1 > x3, we have
cDG
0
T 0 ({ρ0, Aρ0}, X, φG) = 2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3) or e−i(θ1+θ3); and
cDG
0
T 0 ({ρ0, Aρ0}, X, φG) = −2e2(x3−x1),
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when Θ{ρ0∨, Aρ0∨}(γ) = 1.
(ii) For x1 < x3, we have
cDG
0
T 0 ({ρ0, Aρ0}, X, φG) = 2ex1−x3 ,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3) or e−i(θ1+θ3); and
cDG
0
T 0 ({ρ0, Aρ0}, X, φG) = −2e2(x1−x3),
when Θ{ρ0∨, Aρ0∨}(γ) = 1.
Corollary 5.9. Let φG be as above.
(i) For P 0 = Pu the parabolic subset of upper triangular matrices in G
0 (i.e.
x1 − x3 > 0), we have
dG
0
P 0 ({ρ0, Aρ0},Λ, φG) = 2,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3) or e−i(θ1+θ3), and Λ = (1, 0,−1); and
dG
0
P 0({ρ0, Aρ0},Λ, φG) = −2,
when Θ{ρ0∨, Aρ0∨}(γ) = 1, and Λ = (2, 0,−2); dGP ({ρ0, Aρ0},Λ, φ) = 0 otherwise.
(ii) For P 0 = Pd the parabolic subset of lower triangular matrices in G
0 (i.e.
x1 − x3 < 0),we have
dG
0
P 0 ({ρ0, Aρ0},Λ, φG) = 2,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3) or e−i(θ1+θ3), and Λ = (−1, 0, 1); and
dG
0
P 0({ρ0, Aρ0},Λ, φG) = −2,
when Θ{ρ0∨, Aρ0∨}(γ) = 1, and Λ = (−2, 0, 2); dGP (ρ,Λ, φ) = 0 otherwise.
Theorem 5.10. Let φH be as above.
(i) For x1 > x3, we have
cDH
0
T 0 ({ρ0, Aρ0}, X, φH) = −2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3)µ(γ)−1;
cDH
0
T 0 ({ρ0, Aρ0}, X, φH) = −2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = e
−i(θ1+θ3)µ(γ)−1; and
cDH
0
T 0 ({ρ0, Aρ0}, X, φH) = 2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = µ(γ)
−1.
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(ii) For x1 < x3, we have
cDH
0
T 0 ({ρ0, Aρ0}, X, φH) = −2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3)µ(γ)−1;
cDH
0
T 0 ({ρ0, Aρ0}, X, φH) = −2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = e
−i(θ1+θ3)µ(γ)−1; and
cDH
0
T 0 ({ρ0, Aρ0}, X, φH) = 2ex3−x1 ,
when Θ{ρ0∨, Aρ0∨}(γ) = µ(γ)
−1.
Corollary 5.11. Let φH be as above.
(i) For P 0 = Pu the parabolic subset of upper triangular matrices in H
0 (i.e.
x1 − x3 > 0), we have
dH
0
P 0 ({ρ0, Aρ0},Λ, φH) = −2,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3)µ(γ)−1 or e−i(θ1+θ3)µ(γ)−1, and Λ = (1, 0,−1);
and
dH
0
P 0 ({ρ0, Aρ0},Λ, φH) = 2,
when Θ{ρ0∨, Aρ0∨}(γ) = µ(γ)
−1, and Λ = (2, 0,−2); dGP (ρ,Λ, φ) = 0 otherwise.
(ii) For P 0 = Pd the parabolic subset of lower triangular matrices in H (i.e.
x1 − x3 < 0), we have
dH
0
P 0 ({ρ0, Aρ0},Λ, φH) = −2,
when Θ{ρ0∨, Aρ0∨}(γ) = e
i(θ1+θ3)µ(γ)−1 or e−i(θ1+θ3)µ(γ)−1, and Λ = (−1, 0, 1);
and
dH
0
P 0 ({ρ0, Aρ0},Λ, φH) = 2,
when Θ{ρ0∨, Aρ0∨}(γ) = µ(γ)
−1, and Λ = (−2, 0, 2); dGP (ρ,Λ, φ) = 0 otherwise.
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6. Computations at p
We pick a rational prime p which we assume to be unramified in E. Thus, either
p is split in E or p is inert in E. In this paper, we shall only need to consider the
case p splits in E; let p be one of the primes above p. In this case, locally at p, the
extension is trivial: Ep = Qp. This means that
GEp = (REp/QpGU(2, 1)Ep)Ep = GU(2, 1)Ep ,
and so for L = Qpj ⊃ Qp = Ep,
GU(2, 1)L = Gm,L ×GL3,L.
Also, in this case, the local Galois group is trivial, and so we can ignore the auto-
morphism θ. Overall, this means that the computation is exactly the same as it is
in the case G =GU(2, 1).
Recall that µ ∈ X∗(T ) was defined to be the cocharacter of T given by
u 7→ (u, diag(u, u, 1)) ∈ Gm,L × (Gm,L)3.
We will now view µ as a character of the dual torus Tˆ of T ; viewed this way, it is
the character given by
(t, (t1, t2, t3)) 7→ t.t1.t2
Either way, we will regard µ as the element (1, (1, 1, 0)) of the space aT ⊂ R4. It is
then trivial to check that the orbit Wµ is
{(1, (1, 1, 0)), (1, (1, 0, 1)), (1, (0, 1, 1))}.
The Group G. First, let (t, (t1, t2, t3)) ∈ Tˆ be the Langlands parameter of the
representation πp of T (Qp).
(A1) For P = Pu, Λ = −α/2 = (0,−1/2, 1/2),
pj((0,−1/2,1/2)(0,1/2,−1/2)+1)((1, (1, 1, 0))(t, (t1, t2, t3)))
j
+pj((0,−1/2,1/2)(0,−1/2,1/2)+1)((1, (1, 0, 1))(t, (t1, t2, t3)))
j
+pj((0,−1/2,1/2)(0,0,0)+1)((1, (0, 1, 1))(t, (t1, t2, t3)))
j
= pj/2(t.t1.t2)
j + p3j/2(t.t1.t3)
j + pj(t.t2.t3)
j
= pj(p−j/2(t.t1.t2)
j + pj/2(t.t1.t3)
j + (t.t2.t3)
j)
(B1) For P = Pd, Λ = α/2 = (0, 1/2,−1/2),
pj((0,1/2,−1/2)(0,1/2,−1/2)+1)((1, (1, 1, 0))(t, (t1, t2, t3)))
j
+pj((0,1/2,−1/2)(0,−1/2,1/2)+1)((1, (1, 0, 1))(t, (t1, t2, t3)))
j
+pj((0,1/2,−1/2)(0,0,0)+1)((1, (0, 1, 1))(t, (t1, t2, t3)))
j
= p3j/2(t.t1.t2)
j + pj/2(t.t1.t3)
j + pj(t.t2.t3)
j
= pj(pj/2(t.t1.t2)
j + p−j/2(t.t1.t3)
j + (t.t2.t3)
j)
(C1) For P = Pu,Λ = −α/2 = (0,−1/2, 1/2),
= pj(p−j/2(t.t1.t2)
j + pj/2(t.t1.t3)
j + (t.t2.t3)
j)
the same as (A1);
(D1) For P = Pd,Λ = α/2 = (0, 1/2,−1/2),
= pj(pj/2(t.t1.t2)
j + p−j/2(t.t1.t3)
j + (t.t2.t3)
j)
the same as (B1).
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(E1) For P = Pu,Λ = −α = (0,−1, 1),
pj((0,−1,1)(0,1/2,−1/2)+1)((1, (1, 1, 0))(t, (t1, t2, t3)))
j
+pj((0,−1,1)(0,−1/2,1/2)+1)((1, (1, 0, 1))(t, (t1, t2, t3)))
j
+pj((0,−1,1)(0,0,0)+1)((1, (0, 1, 1))(t, (t1, t2, t3)))
j
= (t.t1.t2)
j + p2j(t.t1.t3)
j + pj(t.t2.t3)
j
= pj(p−j(t.t1.t2)
j + pj(t.t1.t3)
j + (t.t2.t3)
j)
(F1) For P = Pd,Λ = α = (0, 1,−1),
pj((0,1,−1)(0,1/2,−1/2)+1)((1, (1, 1, 0))(t, (t1, t2, t3)))
j
+pj((0,1,−1)(0,−1/2,1/2)+1)((1, (1, 0, 1))(t, (t1, t2, t3)))
j
+pj((0,1,−1)(0,0,0)+1)((1, (0, 1, 1))(t, (t1, t2, t3)))
j
= p2j(t.t1.t2)
j + (t.t1.t3)
j + pj(t.t2.t3)
j
= pj(pj(t.t1.t2)
j + p−j(t.t1.t3)
j + (t.t2.t3)
j)
Finally, we need to consider∑
Xq∈aT,q
e−Λ(X
G
q )φq,M (πq, Xq),
where XGq ∈ j.νGT .logp+ (aGP )+.
(A2.1) For P = Pu, Λ = (0,−1/2, 1/2), and ν = (1, (1, 1, 0)), νGT = (0, 1/2,−1/2),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq).
where x > (1/2)jlogp;
(A2.2) For P = Pu, Λ = (0,−1/2, 1/2), and ν = (1, (1, 0, 1)), νGT = (0,−1/2, 1/2),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq).
where x > (−1/2)jlogp;
(A2.3) For P = Pu, Λ = (0,−1/2, 1/2), and ν = (1, (0, 1, 1)), νGT = (0, 0, 0),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq).
where x > 0;
(B2.1) For P = Pd, Λ = (0, 1/2,−1/2), and ν = (1, (1, 1, 0)), νGT = (0, 1/2,−1/2),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq).
where x < (1/2)jlogp;
(B2.2) For P = Pd, Λ = (0, 1/2,−1/2), and ν = (1, (1, 0, 1)), νGT = (0,−1/2, 1/2),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq).
where x < (−1/2)jlogp;
(B2.3) For P = Pd, Λ = (0, 1/2,−1/2), and ν = (1, (0, 1, 1)), νGT = (0, 0, 0),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq).
where x < 0.
(C2.1) For P = Pu, Λ = (0,−1/2, 1/2), and ν = (1, (1, 1, 0)), νGT = (0, 1/2,−1/2),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq).
where x > (1/2)jlogp;
(C2.2) For P = Pu, Λ = (0,−1/2, 1/2), and ν = (1, (1, 0, 1)), νGT = (0,−1/2, 1/2),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq).
where x > (−1/2)jlogp;
(C2.3) For P = Pu, Λ = (0,−1/2, 1/2), and ν = (1, (0, 1, 1)), νGT = (0, 0, 0),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq).
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where x > 0;
(D2.1) For P = Pd, Λ = (0, 1/2,−1/2), and ν = (1, (1, 1, 0)), νGT = (0, 1/2,−1/2),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq).
where x < (1/2)jlogp;
(D2.2) For P = Pd, Λ = (0, 1/2,−1/2), and ν = (1, (1, 0, 1)), νGT = (0,−1/2, 1/2),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq).
where x < (−1/2)jlogp;
(D2.3) For P = Pd, Λ = (0, 1/2,−1/2), and ν = (1, (0, 1, 1)), νGT = (0, 0, 0),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq).
where x < 0.
(E2.1) For P = Pu, Λ = (0,−1, 1), and ν = (1, (1, 1, 0)), νGT = (0, 1/2,−1/2),∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq, Xq).
where x > (1/2)jlogp;
(E2.2) For P = Pu, Λ = (0,−1, 1), and ν = (1, (1, 0, 1)), νGT = (0,−1/2, 1/2),∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq, Xq).
where x > (−1/2)jlogp;
(E2.3) For P = Pu, Λ = (0,−1, 1), and ν = (1, (0, 1, 1)), νGT = (0, 0, 0),∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq, Xq).
where x > 0;
(F2.1) For P = Pd, Λ = (0, 1,−1), and ν = (1, (1, 1, 0)), νGT = (0, 1/2,−1/2),∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq, Xq).
where x < (1/2)jlogp;
(F2.2) For P = Pd, Λ = (0, 1,−1), and ν = (1, (1, 0, 1)), νGT = (0,−1/2, 1/2),∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq, Xq).
where x < (−1/2)jlogp;
(F2.3) For P = Pd, Λ = (0, 1,−1), and ν = (1, (0, 1, 1)), νGT = (0, 0, 0),∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq, Xq).
where x < 0.
The Group H . Let (t, t1, (t2, t3)) ∈ Tˆ be the Langlands parameter of the repre-
sentation πp of T (Qp). By the transfer explained in [18, p. 72], we have
(1, (1, 1, 0)) = XX1X2 7→ (Z)(Z1,1)(−Z2,1) = (1, 1, (−1, 0))
(1, (1, 0, 1)) = XX1X3 7→ (Z)(Z1,1)(−Z2,2) = (1, 1, (0,−1))
(1, (0, 1, 1)) = XX2X3 7→ (Z)(−Z2,1)(−Z2,2) = (1, 0, (−1,−1))
where
X((t, (t1, t2, t3))) = t
Xj((t, (t1, t2, t3))) = tj
for j = 1, 2, 3.
Z(t, t1, (t2, t3)) = t
Z1,1(t, t1, (t2, t3)) = t1
Z2,1(t, t1, (t2, t3)) = t2
Z2,2(t, t1, (t2, t3)) = t3
Thus,
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(Z)(Z1,1)(−Z2,1)(t0, t1, (t2, t3)) = −t.t1.t2
(Z)(Z1,1)(−Z2,2)(t0, t1, (t2, t3)) = −t.t1.t3
(Z)(−Z2,1)(−Z2,2)(t0, t1, (t2, t3)) = t.t2.t3
(H-A1) For P = Pu, Λ = −α/2 = (0,−1/2, 1/2),
pj((0,−1/2,1/2)(0,1/2,−1/2)+1)((1, 1, (−1, 0))(t, t1, (t2, t3)))j
+pj((0,−1/2,1/2)(0,−1/2,1/2)+1)((1, 1, (0,−1))(t, t1, (t2, t3)))j
+pj((0,−1/2,1/2)(0,0,0)+1)((1, 0, (−1,−1))(t, t1, (t2, t3)))j
= −pj/2(t.t1.t2)j − p3j/2(t.t1.t3)j + pj(t.t2.t3)j
= −pj(p−j/2(t.t1.t2)j + pj/2(t.t1.t3)j − (t.t2.t3)j)
(H-B1) For P = Pd, Λ = α/2 = (0, 1/2,−1/2),
pj((0,1/2,−1/2)(0,1/2,−1/2)+1)((1, 1, (−1, 0))(t, t1, (t2, t3)))j
+pj((0,1/2,−1/2)(0,−1/2,1/2)+1)((1, 1, (0,−1))(t, t1, (t2, t3)))j
+pj((0,1/2,−1/2)(0,0,0)+1)((1, 0, (−1,−1))(t, t1, (t2, t3)))j
= −p3j/2(t.t1.t2)j − pj/2(t.t1.t3)j + pj(t.t2.t3)j
= −pj(pj/2(t.t1.t2)j + p−j/2(t.t1.t3)j − (t.t2.t3)j)
(H-C1) For P = Pu, Λ = −α/2 = (0,−1/2, 1/2),
−pj(p−j/2(t.t1.t2)j + pj/2(t.t1.t3)j − (t.t2.t3)j)
the same as (A1);
(H-D1) For P = Pd, Λ = α/2 = (0, 1/2,−1/2),
−pj(pj/2(t.t1.t2)j + p−j/2(t.t1.t3)j − (t.t2.t3)j)
the same as (B1).
(H-E1) For P = Pu, Λ = −α = (0,−1, 1),
pj((0,−1,1)(0,1/2,−1/2)+1)((1, 1, (−1, 0))(t, t1, (t2, t3)))j
+pj((0,−1,1)(0,−1/2,1/2)+1)((1, 1, (0,−1))(t, t1, (t2, t3)))j
+pj((0,−1,1)(0,0,0)+1)((1, 0, (−1,−1))(t, t1, (t2, t3)))j
= −(t.t1.t2)j − p2j(t.t1.t3)j + pj(t.t2.t3)j
= −pj(p−j(t.t1.t2)j + pj(t.t1.t3)j − (t.t2.t3)j)
(H-F1) For P = Pd, Λ = α = (0, 1,−1),
pj((0,1,−1)(0,1/2,−1/2)+1)((1, 1, (−1, 0))(t, t1, (t2, t3)))j
+pj((0,1,−1)(0,−1/2,1/2)+1)((1, 1, (0,−1))(t, t1, (t2, t3)))j
+pj((0,1,−1)(0,0,0)+1)((1, 0, (−1,−1))(t, t1, (t2, t3)))j
= −p2j(2t.t1.t2)j − (t.t1.t3)j + pj(t.t2.t3)j
= −pj(pj(t.t1.t2)j + p−j(t.t1.t3)j − (t.t2.t3)j)
(H-A2.1) For P = Pu,Λ = (0,−1/2, 1/2), ν = (1, 1, (−1, 0)), νGT = (0, (−1/2, 1/2)),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
where x > (−1/2)jlogp.
(H-A2.2) For P = Pu,Λ = (0,−1/2, 1/2), ν = (1, 1, (0,−1)), νGT = (0, (1/2,−1/2)),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
where x > (1/2)jlogp.
(H-A2.3) For P = Pu,Λ = (0,−1/2, 1/2), ν = (1, 1, (−1,−1)), νGT = (0, (0, 0)),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
where x > 0.
(H-B2.1) For P = Pd,Λ = (0, 1/2,−1/2), ν = (1, 1, (−1, 0)), νGT = (0, (−1/2, 1/2)),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
38 JUKKA KERANEN
where x < (−1/2)jlogp.
(H-B2.2) For P = Pd,Λ = (0, 1/2,−1/2), ν = (1, 1, (0,−1)), νGT = (0, (1/2,−1/2)),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
where x < (−1/2)jlogp.
(H-B2.3) For P = Pd,Λ = (0, 1/2,−1/2), ν = (1, 1, (−1,−1)), νGT = (0, (0, 0)),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
where x < 0.
(H-C2.1) For P = Pu,Λ = (0,−1/2, 1/2), ν = (1, 1, (−1, 0)), νGT = (0, (−1/2, 1/2)),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
where x > (−1/2)jlogp.
(H-C2.2) For P = Pu,Λ = (0,−1/2, 1/2), ν = (1, 1, (0,−1)), νGT = (0, (1/2,−1/2)),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
where x > (1/2)jlogp.
(H-C2.3) For P = Pu,Λ = (0,−1/2, 1/2), ν = (1, 1, (−1,−1)), νGT = (0, (0, 0)),∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
where x > 0.
(H-D2.1) For P = Pd,Λ = (0, 1/2,−1/2), ν = (1, 1, (−1, 0)), νGT = (0, (−1/2, 1/2)),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
where x < (−1/2)jlogp.
(H-D2.2) For P = Pd,Λ = (0, 1/2,−1/2), and ν = (1, 1, (0,−1)), νGT = (0, (1/2,−1/2)),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
where x < (1/2)jlogp.
(H-D2.3) For P = Pd,Λ = (0, 1/2,−1/2), ν = (1, 1, (−1,−1)), νGT = (0, (0, 0)),∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
where x < 0.
(H-E2.1) For P = Pu,Λ = (0,−1, 1), ν = (1, 1, (−1, 0)), νGT = (0, (−1/2, 1/2)),∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq , Xq)
where x > (−1/2)jlogp.
(H-E2.2) For P = Pu,Λ = (0,−1, 1), ν = (1, 1, (0,−1)), νGT = (0, (1/2,−1/2)),∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq , Xq)
where x > (1/2)jlogp.
(H-E2.3) For P = Pu,Λ = (0,−1, 1), ν = (1, 1, (−1,−1)), νGT = (0, (0, 0)),∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq , Xq)
where x > 0.
(H-F2.1) For P = Pd,Λ = (0, 1,−1), ν = (1, 1, (−1, 0)), νGT = (0, (−1/2, 1/2)),∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq , Xq)
where x < (−1/2)jlogp.
(H-F2.2) For P = Pd,Λ = (0, 1,−1), ν = (1, 1, (0,−1)), νGT = (0, (1/2,−1/2)),∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq , Xq)
where x < (1/2)jlogp.
(H-F2.3) For P = Pd,Λ = (0, 1,−1), ν = (1, 1, (−1,−1)), νGT = (0, (0, 0)),∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq , Xq)
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where x < 0.
7. Stabilization of Parabolic Terms
First Major Sum for G∑
π:π∨
R
=e−iθ 2triPu(π
p,q
f,Λ=(−1/2,1/2), φ
p,q)
pj(p−j/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q:x>(1/2)jlogp
exφq,T (πq, Xq)
+pj/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>(−1/2)jlogp
exφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
exφq,T (πq, Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), φ
p,q)
pj(pj/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q:x<(1/2)jlogp
e−xφq,T (πq, Xq)
+p−j/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<(−1/2)jlogp
e−xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e−xφq,T (πq, Xq))
=
∑
π:π∨
R
=e−iθ 2triPu(π
p,q
f,Λ=(−1/2,1/2), φ
p,q)
pj(pj/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
e|x|φq,T (πq , Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), φ
p,q)
pj(pj/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e|x|φq,T (πq , Xq))
=
∑
π:π∨
R
=e−iθ 2p
3j/2((t.t1.t3)
j + (t.t1.t2)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
+
∑
π:π∨
R
=e−iθ 2p
j(t.t2.t3)
jtrIT (π
p,q
f,Λ=(−1/2,1/2), φ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|φq,T (πq , Xq))
Second Major Sum for G∑
π:π∨
R
=eiθ 2triPu(π
p,q
f,Λ=(−1/2,1/2), φ
p,q)
pj(p−j/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q:x>(1/2)jlogp
exφq,T (πq, Xq)
+pj/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>(−1/2)jlogp
exφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
exφq,T (πq, Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), φ
p,q)
pj(pj/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q:x<(1/2)jlogp
e−xφq,T (πq, Xq)
+p−j/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<(−1/2)jlogp
e−xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e−xφq,T (πq, Xq))
=
∑
π:π∨
R
=eiθ 2triPu(π
p,q
f,Λ=(−1/2,1/2), φ
p,q)
pj(pj/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q
exφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
e|x|φq,T (πq , Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), φ
p,q)
pj(pj/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q
e−xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e|x|φq,T (πq , Xq))
=
∑
π:π∨
R
=eiθ 2p
3j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
+
∑
π:π∨
R
=eiθ 2p
j(t.t2.t3)
jtrIT (π
p,q
f,Λ=(−1/2,1/2), φ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|φq,T (πq , Xq))
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Third Major Sum for G
∑
π:π∨
R
=1(−2)triPu(πp,qf,Λ=(−1,1), φp,q)
pj(p−j(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q:x>(1/2)jlogp
e2xφq,T (πq, Xq)
+pj(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>(−1/2)jlogp
e2xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
e2xφq,T (πq, Xq))
+(−2)triPd(πp,qf,Λ=(1,−1), φp,q)
pj(pj(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q:x<(1/2)jlogp
e−2xφq,T (πq, Xq)
+p−j(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<(−1/2)jlogp
e−2xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e−2xφq,T (πq, Xq))
=
∑
π:π∨
R
=1(−2)triPu(πp,qf,Λ=(−1,1), φp,q)
pj(pj(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q
e2xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
e|2x|φq,T (πq, Xq))
+(−2)triPd(πp,qf,Λ=(1,−1), φp,q)
pj(pj(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q
e−2xφq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e|2x|φq,T (πq, Xq))
=
∑
π:π∨
R
=1(−2)p2j((t.t1.t2)j + (t.t1.t3)j)trIT (πpf,Λ=(−1/2,1/2), φp)
+
∑
π:π∨
R
=eiθ (−2pj(t.t2.t3)j)trIT (πp,qf,Λ=(−1/2,1/2), φp,q)∑
Xq=(y,x,−x)∈aT,q
e|2x|φq,T (πq, Xq))
First Major Sum for H
∑
π:π∨
R
=µ−1e−iθ (−2)triPu(πp,qh,Λ=(−1/2,1/2), ϕp,q)
pj(−p−j/2(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q:x>(−1/2)jlogp
exϕq,T (πq, Xq)
−pj/2(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q:x>(1/2)jlogp
exϕq,T (πq , Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
exϕq,T (πq, Xq))
+(−2)triPd(πp,qf,Λ=(1/2,−1/2), ϕp,q)
pj(−pj/2(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q:x<(−1/2)jlogp
e−xϕq,T (πq, Xq)
−p−j/2(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q:x<(1/2)jlogp
e−xϕq,T (πq , Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e−xϕq,T (πq, Xq))
=
∑
π:π∨
R
=µ−1e−iθ 2triPu(π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)
pj(p−j/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q
exϕq,T (πq, Xq)
−(t.t2.t3)j
∑
Xq=(y,x,−x)∈aT,q:x>0
e|x|ϕq,T (πq, Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), ϕ
p,q)
pj(p−j/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q
e−xϕq,T (πq , Xq)
−(t.t2.t3)j
∑
Xq=(y,x,−x)∈aT,q:x<0
e|x|ϕq,T (πq, Xq))
=
∑
π:π∨
R
=µ−1e−iθ 2p
j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
h,Λ=(−1/2,1/2), ϕ
p)
−∑π:π∨
R
=µ−1e−iθ 2p
j(t.t2.t3)
jtrIT (π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|ϕq,T (πq, Xq))
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Second Major Sum for H
∑
π:π∨
R
=µ−1eiθ (−2)triPu(πp,qh,Λ=(−1/2,1/2), ϕp,q)
pj(−p−j/2(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q:x>(−1/2)jlogp
exϕq,T (πq, Xq)
−pj/2(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q:x>(1/2)jlogp
exϕq,T (πq , Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
exϕq,T (πq, Xq))
+(−2)triPd(πp,qf,Λ=(1/2,−1/2), ϕp,q)
pj(−pj/2(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q:x<(−1/2)jlogp
e−xϕq,T (πq, Xq)
−p−j/2(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q:x<(1/2)jlogp
e−xϕq,T (πq , Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e−xϕq,T (πq, Xq))
=
∑
π:π∨
R
=µ−1eiθ 2triPu(π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)
pj(p−j/2(t.t1.t2)
j
∑
Xq=(y,x,−x)∈aT,q
exϕq,T (πq, Xq)
−(t.t2.t3)j
∑
Xq=(y,x,−x)∈aT,q:x>0
e|x|ϕq,T (πq, Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), ϕ
p,q)
pj(p−j/2(t.t1.t3)
j
∑
Xq=(y,x,−x)∈aT,q
e−xϕq,T (πq , Xq)
−(t.t2.t3)j
∑
Xq=(y,x,−x)∈aT,q:x<0
e|x|ϕq,T (πq, Xq))
=
∑
π:π∨
R
=µ−1eiθ 2p
j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
h,Λ=(−1/2,1/2), ϕ
p)
−∑π:π∨
R
=µ−1eiθ 2p
j(t.t2.t3)
jtrIT (π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|ϕq,T (πq, Xq))
Third Major Sum for H
∑
π:π∨
R
=µ−1 2triPu(π
p,q
h,Λ=(−1,1), ϕ
p,q)
pj(−p−j(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q:x>(−1/2)jlogp
e2xϕq,T (πq, Xq)
−pj(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q:x>(1/2)jlogp
e2xϕq,T (πq , Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
e2xϕq,T (πq, Xq))
+2triPd(π
p,q
h,Λ=(1,−1), ϕ
p,q)
pj(−pj(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q:x<(−1/2)jlogp
e−2xϕq,T (πq, Xq)
−p−j(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q:x<(1/2)jlogp
e−2xϕq,T (πq , Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e−2xϕq,T (πq , Xq))
=
∑
π:π∨
R
=µ−1 2triPu(π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)
pj(−p−j(t.t1.t2)j
∑
Xq=(y,x,−x)∈aT,q
e2xϕq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x>0
e|2x|ϕq,T (πq , Xq))
+2triPd(π
p,q
f,Λ=(1/2,−1/2), ϕ
p,q)
pj(−p−j(t.t1.t3)j
∑
Xq=(y,x,−x)∈aT,q
e−2xϕq,T (πq, Xq)
+(t.t2.t3)
j
∑
Xq=(y,x,−x)∈aT,q:x<0
e|2x|ϕq,T (πq , Xq))
=
∑
π:π∨
R
=µ−1(−2)((t.t1.t2)j + (t.t1.t3)j)trIT (πph,Λ=(−1/2,1/2), ϕp)
+
∑
π:π∨
R
=µ−1 2p
j(t.t2.t3)
jtrIT (π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|2x|ϕq,T (πq , Xq))
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SIDE BY SIDE:
First Sum for G∑
π:π∨
R
=e−iθ 2p
3j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
+
∑
π:π∨
R
=e−iθ 2p
j(t.t2.t3)
jtrIT (π
p,q
f,Λ=(−1/2,1/2), φ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|φq,T (πq , Xq))
First Sum for H∑
π:π∨
R
=µ−1e−iθ 2p
j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
h,Λ=(−1/2,1/2), ϕ
p)
−∑π:π∨
R
=µ−1e−iθ 2p
j(t.t2.t3)
jtrIT (π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|ϕq,T (πq, Xq))
PUT TOGETHER:
∑
π:π∨
R
=e−iθ 2p
j(pj/2 + p−j/2)((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
SIDE BY SIDE:
Second Sum for G
=
∑
π:π∨
R
=eiθ 2p
3j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
+
∑
π:π∨
R
=eiθ 2p
j(t.t2.t3)
jtrIT (π
p,q
f,Λ=(−1/2,1/2), φ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|φq,T (πq , Xq))
Second Sum for H
=
∑
π:π∨
R
=µ−1eiθ 2p
j/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
h,Λ=(−1/2,1/2), ϕ
p)
−∑π:π∨
R
=µ−1eiθ 2p
j(t.t2.t3)
jtrIT (π
p,q
h,Λ=(−1/2,1/2), ϕ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|x|ϕq,T (πq, Xq))
PUT TOGETHER:
∑
π:π∨
R
=eiθ 2p
j(pj/2 + p−j/2)((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
SIDE BY SIDE:
Third Sum for G
=
∑
π:π∨
R
=1(−2)p2j((t.t1.t2)j + (t.t1.t3)j)trIT (πpf,Λ=(−1,1), φp)
−∑π:π∨
R
=1 2p
j(t.t2.t3)
jtrIT (π
p,q
f,Λ=(−1,1), φ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|2x|φq,T (πq, Xq))
Third Sum for H
=
∑
π:π∨
R
=µ−1(−2)((t.t1.t2)j + (t.t1.t3)j)trIT (πph,Λ=(−1,1), ϕp)
+
∑
π:π∨
R
=µ−1 2p
j(t.t2.t3)
jtrIT (π
p,q
h,Λ=(−1,1), ϕ
p,q)∑
Xq=(y,x,−x)∈aT,q
e|2x|ϕq,T (πq , Xq))
PUT TOGETHER:
∑
π:π∨
R
=1(−2)pj(pj + p−j)((t.t1.t2)j + (t.t1.t3)j)trIT (πpf,Λ=(−1,1), φp)
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7.1. Conclusion. Let K be the compact open subgroup of G = GU(2, 1) intro-
duced in subsection 2.2 and let KG be the subgroup of RE/QGE that is associated
to K in the manner described in [18, p. 134]. Following Laumon in [16, p. 338], we
can now use class field theory and the results of Eichler-Shimura to identify the first
component of each of the three combined sums above as the trace on a Galois mod-
ule that is associated to the automorphic representation that appears in the second
part of each sum. Thus, we obtain three Gal(E¯/E)× C∞c (G(Af )//KG) -modules,
call them M1, M2, and M3, and we form the virtual Gal(E¯/E)×C∞c (G(Af )//KG)
-module M =M1 +M2 −M3. The parabolic part of the trace will be identified as
the trace on this virtual module.
Let F be a number field large enough to contain the field of definition of the three
Galois modules above. We may then consider the virtual Gal(E¯/E)×C∞c (G(Af )//K)
-module
Wλ =Wℓ ⊗Qℓ Fλ =
∑
i>0(−1)iHic(SK(G)⊗E E¯, Fλ).
for a finite place λ of F and a prime ℓ such that λ divides ℓ.
We can now prove our main result:
Theorem 7.1. Let λ be a finite place of the number field F above, and let ℓ be the
prime such that λ divides ℓ. Let p be a prime different from ℓ, good with respect to
K, and split in E. Then for every function fp ∈ C∞c (G(Apf )//Kp)Q and for every
j > 0, the parabolic part of the trace
tr(Φpj × fp,Wλ)
is given by
1
2 (J
G
T (φ
G) + JHT (φ
H))
=
∑
π:πR(g)=eiθ
(1 + pj)pj/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
+
∑
π:πR(g)=e−iθ
(1 + pj)pj/2((t.t1.t2)
j + (t.t1.t3)
j)trIT (π
p
f,Λ=(−1/2,1/2), φ
p)
−∑π:πR(g)=1 pj(pj + p−j)((t.t1.t2)j + (t.t1.t3)j)trIT (πpf,Λ=(−1,1), φp),
where π ranges over cuspidal automorphic representations of T = T 0 ⋊ θ.
Proof. The computations above establish the claim for test functions φG and φH on
G and H , respectively, that satisfy the assumptions of theorem 4.12. In particular,
the component at infinity φGR is chosen as in section 5.3. so that it is associated to
the function fR on GU(2, 1), and similarly for φ
H
R and f
H
R . In both cases, both of
these functions can be adjusted by changing the choice of pseudocoefficients so as
to assure that the assumptions of 4.12 are satisfied; this follows from [16, p. 320]
and [18, p. 124]. In order to remove these assumptions, we can imitate Laumon’s
argument [16, p. 344]. It is here that we need the identification of the first part of
each summand above as the trace of Frobjp on a Galois module. Thus, we obtain
the equality of 2(JGT (φ
G) + JHT (φ
H)) with the displayed expression for φG and φH
that are arbitrary away from p.3 Finally, for all q 6= p, we can now start with any
test function fq on GU(2, 1), a transfer hq of fq to H, and by [18, p. 136], we can
find an associated function for each one. By the first part of our argument, these
3Note that in this first part of the argument, we do not need to view the functions φp,∞ away
from p and infinity as being associated with functions on the unitary groups, and so we need not
worry about the transference of the conditions required by 4.12.
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associated functions are not required to satisfy any further assumptions, and so the
results holds for any fp. 
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