In this paper we consider a collocation method for solving Fredholm integral equations of the first kind, which is known to be an ill-posed problem. An "unregularized" use of this method can give reliable results in the case when the rate at which smallest singular values of the collocation matrices decrease is known a priori. In this case the number of collocation points plays the role of a regularization parameter. If the a priori information mentioned above is not available, then a combination of collocation with Tikhonov regularization can be the method of choice. We analyze such regularized collocation in a rather general setting, when a solution smoothness is given as a source condition with an operator monotone index function. This setting covers all types of smoothness studied so far in the theory of Tikhonov regularization. One more issue discussed in this paper is an a posteriori choice of the regularization parameter, which allows us to reach an optimal order of accuracy for deterministic noise model without any knowledge of solution smoothness.
Introduction
We discuss collocation for Fredholm integral equations of the first kind The collocation method for (1.1) is considered to be a special form of discretization that arises when we replace the original problem by one in a finite dimentional space. In case of collocation, this space is just the Euclidean space R n . Recall that for any positive integer n, a collocation scheme is determined by sets n = { i } n i=1 ⊂ [0, 1] of the collocation points satisfying Then, within a collocation scheme based on n , the original equation (1.1) is replaced by an operator equation in R n , which can be written abstractly as
where K n = T n K and K is the integral operator defined by 
k(s, t)x(t) dt.
Note that (1.2), where K n is an operator from L 2 (0, 1) to R n , is always solvable at least in the sense of least squares, and can be reduced to a system of n linear algebraic equations. In principle, a least squares solution of (1.2) can be taken as an approximate solution of the original equation (1.1). We know that (1.1) is an ill-posed equation, since the integral operator K with a non-degenerate and continuous kernel k(·, ·) is a compact operator with non-closed range in L 2 (0, 1), and hence it is not continuously invertible. This ill-posedness is reflected in the ill-conditioning of the system of linear algebraic equations corresponding to (1.2) . Therefore, even small perturbations y 1 , y 2 , . . . , y n of the data y( n 1 ), y( n 2 ), . . . , y( n n ) may drastically change a least squares solution of (1.2). Thus, even for a finite-dimensional system (1.2) one needs regularization algorithms, which are capable of dealing with ill-conditioning caused by ill-posedness of the original problem.
From [6, Chapter 3.3] , it is known that the influence of non-vanishing data noise n i = y( n i ) − y i , i = 1, 2, . . . , n, depends on the smallest singular value n of the operator K n . If the rate at which n decreases is known, then the problem can be regularized by a proper choice of the discretization parameter n in (1.2). This is sometimes called regularization by discretization, or self-regularization, because no additional regularization of the finite-dimensional problem (1.2) is needed. This aspect has been extensively discussed in the literature (see, e.g., [1] , and the references therein). For some ill-posed equations, such as elliptic boundary integral equations and pseudo-differential equations, this rate is known a priori. For this type of problems one can employ a self-regularization of collocation schemes, as it has been discussed in [4, 17] . But in general the problem of estimation of n is more difficult than the problem (1.1) itself. Therefore, if information about the rate of decay of n is not available, then other techniques should be used for regularizing (1.2) .
There are various ways in which regularization can be applied to the discretized equation (1.2). Tikhonov regularization is the most popular one. A few selected references from the literature on this topic are [5, 7, 10, 16] . But it is worth noting that the previous study of regularized collocation was restricted to the case of so-called moderately ill-posed problems. More precisely, it was assumed that a solutionx of (1.1) satisfies a source condition
for some > 0, where K * is the adjoint of the operator K :
. In certain cases it is possible to interpret the above source condition as an inclusion ofx into a Sobolev space W 2 2 (0, 1). But in general, within the setup of the Hilbert spaces a general source condition of the form
for an appropriate function is much more flexible for describing a solution's smoothness than the scales of Sobolev or Besov spaces. Indeed, within the framework of these scales, the smoothness is described in terms of real numbers, while a representation (1.4) gives the possibility to use a function as a smoothness index. Moreover, an accuracy of order O(log − (1/ )), which is typical for severely ill-posed problems, cannot be expressed in Sobolev or Besov scales, while it can easily be covered by analysis based on a general source condition.
In the present paper we extend the analysis of regularized collocation to the case of solution smoothness given as a source condition (1.4) with an operator monotone function . This covers all types of smoothness studied so far in the theory of Tikhonov regularization. In particular, severely ill-posed problems can be well described and analyzed within this framework.
In the previous study of regularized collocation, the number of collocation points was interpreted as an amount of indirect observations. In this paper we treat the number of collocation points n and the number of indirect noisy observations m separately. We will show that for deterministic data noise, the number m can be much smaller than n, but it still allows us to obtain the order of accuracy, that cannot be improved in general.
One more issue which is discussed in this paper is an a posteriori choice of the regularization parameter which yields the best possible accuracy without the knowledge of the index function describing the smoothness of the true solution.
Preliminaries
In this section, we describe the framework and assumptions for our analysis. The following assumption is similar to that used in [7, 10] .
Assumption 1.
There exist a constant , a set { n i } n i=1 of positive quadrature weights associated with a set { n i } n i=1 of collocation points for n = 1, 2, . . . , and a decreasing sequence { n } of positive real numbers such that
, n = 1, 2, . . . , and for all large enough n,
The trapezoidal quadrature rule associated with these collocation points has the weights n
. . , n − 1. If this rule is used for numerical integration with n > 2, then it is well-known that for any function f having a bounded second derivative, we have
If k(s, t) is twice continuousely differentiable with respect to s, and if > 0 is such that
then it is easy to check, for the above mentioned trapezoidal quadrature rule, that Assumption 1 is satisfied with = 1 and n = (n − 1) −2 2 /8.
Corresponding to the set { n i } of quadrature weights as in Assumption 1, we define an inner product ·, · ,n on R n by
In the sequel we denote by R n the space R n endowed with the inner product ·, · ,n and the corresponding norm · ,n .
n be the operator as in equation (1.2). Then, under the Assumption 1, we have
where the adjoint 1) , from which the formula for K * n is obtained.
Next we note that
Hence,
Now, using Assumption 1, the proof can be completed.
As we have already mentioned, our plan is to consider Tikhonov regularization of (1.2) using perturbed values of the right-hand term y(s) at the collocation points { n i }. We will assume that the measurements of y(s) are made at the points s i , i = 1, 2, . . . , m, which may not coincide with n i , i = 1, 2, . . . , n. Moreover, in practice these measurements are made usually in the presence of some noise, so that the observed measurements are
where j denotes an error of the j-th measurement. Our subsequent analysis will be done in a deterministic framework in which the errors j are assumed to be bounded so that | j | for all j = 1, 2, . . . , m, for some positive number . To use the measurement data for collocation we should be able to calculate the values y i ≈ y( n i ) out of (2.1). To this end we assume that there is a system of functions
for any y ∈ Range(K) , where |||·||| is some seminorm defined on Range(K) and {ε m } is a sequence of positive real numbers such that ε m → 0 as m → ∞. Moreover, we assume that there exists a constant > 0 such that 
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for all s ∈ [0, 1], and for any function y having bounded second derivative, it is well-known that
Thus, assumptions in (2.2) Note that a system {g m j } with properties (2.2) and (2.3) can be used for producing an arbitrary amount of perturbed collocation data from a fixed amount of noisy measurements (2.1). Indeed, one can calculate
Then from (2.1)-(2.3) we have |y( From (2.4) it also follows that in a deterministic framework the level of collocation data noise = max{|y( n i ) − y i |, i = 1, 2, . . . , n} depends on the interplay between the level of the measurement errors and the amount of measurements m, but it does not depend on the number of collocation points. Therefore, the following assumption seems to be appropriate.
Assumption 2.
Assume that for any n = 1, 2, . . . , and for sufficiently small ∈ (0, 1), we are able to receive collocation data y 1 , y 2 , . . . , y n such that |y(
In view of Assumption 2 and the relation
from Assumption 1, the error level of the vector y n := (y 1 , y 2 , . . . , y n ) from y n := (y( n 1 ), y( n 1 ), . . . , y( n n )) with respect to the norm in R n is given by 
Apart from the quality of collocation data, the achievable accuracy for recovery ofx is essentially determined by its smoothness. The benchmark for the smoothness ofx is provided by the Picard criterion, which is based on the singular value decomposition of the integral operator K from Eq. (1.1) as
where {v k } and {u k } are orthonormal systems of eigenfunctions of the operators K * K and KK * , respectively, and a 2 1 , a 2 2 , . . . are the corresponding eigenvalues. The Moore-Penrose generalized solutionx of (1.1) is then given bŷ
The Picard criterion asserts thatx ∈ L 2 (0, 1) if and only if
which implies a minimal decay of the Fourier coefficients y, u k L 2 . Therefore, it seems natural to measure the smoothness ofx by enforcing some faster decay. More precisely, we require a stronger condition
is to be satisfied, where is some continuous increasing function defined on an interval [0, a] ⊃ {a 2 k } with (0) = 0. Then, in view of (2.6), we havê
where
Thus, additional smoothness ofx can be expressed in terms of an index function as a source condition (1.4).
Ill-posed problems in such a setting have been studied by several authors (see, e.g., [2, 12, 15] ). There is good reason to restrict the class of possible index functions . In general the smoothness expressed through source condition is not stable with respect to perturbations in the underlying operator K. On the other hand, within a collocation scheme we are dealing with a finite rank operator K n , which cannot be even compared with K, since these operators act in entirely different spaces as Range(K) ⊂ L 2 (0, 1), while Range(K n ) ⊂ R n . For this reason a standard argument from the theory of operator perturbations presented, for example, in [21, Chapter 4] , cannot be used for analysis of regularized collocation.
In this situation it is desirable to control at least (K * K) − (K * n K n ) . From [11] it follows that this can be achieved by requiring to be an operator monotone function.
Recall (see e.g. [8] ) that a function is operator monotone on an interval J ⊆ [0, ∞) if for any pair of self-adjoint operators A, B with spectra contained in J, we have (A) (B) whenever A B. As usual, the partial ordering A B for self-adjoint operators A, B on a Hilbert space X means that Ax, x Bx, x for any x ∈ X. If follows from Löwner's theorem (see, e.g., [8] ) that each operator monotone function on (0, a) admits an analytic continuation in the corresponding strip to the upper half-plane with positive imaginary part. [11, 14] ( A − B ) .
Proposition 2 (Mathé and Pereverzer

Moreover, there exists a constant
Thus, an operator monotone index function allows us to estimate the norm of
Therefore, in our analysis we will rely on the following assumption. 
Moreover, from the proof of Proposition 1 it follows that
where is as in Assumption 1. Thus, in this case, Assumption 3 is satisfied with an index function , which is operator monotone on the interval [0, a], where a > max{ 2 , 2 }.
Recall that in the theory of Tikhonov regularization the index functions (t) = t , 0 1, are traditionally considered (see e.g. [6] ). These functions are operator monotone on [0, ∞). Severely ill-posed problems correspond to index functions (t) = log − (1/t) or (t) = log − (log(1/t)), 0 < 1 (see [3, 9, 18] ). These functions are operator monotone on [0, 1), and can be used within the framework of Assumption 3 for sufficiently small . Since the operator K can always be scaled properly so that the spectrum of K * K lies in [0, 1), one can conclude that Assumption 3 covers all types of smoothness studied so far in the theory of Tikhonov regularization.
Regularization
For the sake of simplicity, we will assume in the sequel that Eq. (1.1) has at least one L 2 -solutionx. Then, y(t) = (Kx)(t), but in accordance with the Assumption 2, for any n we are able to receive only a noisy collocation data y n = (y 1 , y 2 · · · , y n ) ∈ R n . Recall from (2.5) that
where is the constant from Assumption 1.
Our problem now is to recoverx from a finite-dimensional operator equation
which is a perturbed version of (1.2). Regularizing this equation by Tikhonov regularization method, we obtain a one-parameter family of equations
where > 0 is called the regularization parameter. For any > 0, the unique solution x ,n of (3.2) is considered as a regularized collocation approximation forx. Before analyzing this procedure, let us observe a representation of x ,n . Clearly, it belongs to Range(K * n ). From Proposition 1 we know that Range(K * n ) is spanned by
. Hence, x ,n can be represented as
where the coefficients c j can be found from the system
of linear equations, where
This system can be written in matrix form as
where A = MW with
We observe that u, v ,n = W u, v R n , and
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i.e., A is self-adjoint with respect to ·, · ,n . To see that A is a positive operator, we observe that
Thus, for any positive value of the regularization parameter the matrix I + A of the system (3.3) is a strictly positive and self-adjoint operator on R n . Therefore, this system is uniquely solvable. The following lemma can be derived from [13, formula (4) ]. For the sake of the reader's convenience we present its proof below.
Lemma 1.
Under the Assumptions 1-3, we have
where the constantĉ does not depend on and n. In particular, for > 0 belonging to the domain of , if n := n( ) is the least positive integer such that n ( ) , then
Proof. Using the notation g (t) = ( + t) −1 one can represent x ,n as 
where d is as in Proposition 2. Observe now that
Using (3.1) and spectral theory one can estimate the first summand on the right as
We use (1.4) to decompose the second summand in (3.5) as (3.4) and spectral theory give us
by Propositions 1 and 2 we have
Summing up the estimates above, we obtain the statement of the lemma.
The function (·) defined by
turns out to be important in the a priori choice of the regularization parameter. Note that for > 0, = −1 ( ) if and only if ( ) = / √ . Also, for > 0, we use the notation n( ) for the least positive integer that satisfies n ( ) , where { n } is the sequence introduced in Assumption 1.
Theorem 1. Let Assumptions 1-3 be satisfied and for > 0 in the range of (·), let = −1 ( ).
Let n = n( ) be the least positive integer such that n( ) . Then
where the constant c does not depend on .
Proof. From Lemma 1 we have
Suppose that the source condition (1.4) is given with a known index function, i.e., function . The above theorem shows that in order to maintain the best possible order of accuracy, it is sufficient to choose = −1 ( ) and n = n( ) as in Theorem 1.
in [20] , but another condition, namely,
is also used there. Our Theorem 1 can be seen as an improvement of these results. It shows that only condition (3.6) allows an optimal order of accuracy under source conditions (1.4) with operator monotone index functions . It covers (t) = t as a particular case. Note also that the special structure of finite-dimensional operator K n = T n K is not used in the proof of Theorem 1 and Lemma 1.
Adaptive choice of the regularization parameter
An a priori parameter choice = −1 ( ) can seldom be used in practice because the smoothness properties of the unknown solutionx reflected in the index function from (1.4) are generally unknown. In this section our focus is on the question of how to adapt the regularization parameter to the unknown in such a way that the optimal order of accuracy of ( −1 ( )) would be reached automatically. Such an adaptive strategy has been proposed recently in [12] . Its generalization has been studied in [19] . It is the only known strategy that can be applied within the framework of the Tikhonov scheme without the saturation effect, i.e., it allows us to reach the best order of accuracy for all linear problems that in principle can be treated in an optimal way within the Tikhonov method.
For our subsequent analysis we need a fact proved in [14] (see Lemma 3 in [14] ). From this result it follows that for any operator monotone index function and > 0, there are positive constants c , c depending only on and such that Of course, for any n > n( ) the error x − x ,n also admits this estimate, but the size of linear algebraic system that should be solved for constructing x ,n is larger. In the sequel we will assume thatĉ( 2 ) < √ /4. It is not a restriction at all, because in the opposite case the right-hand side of (4.2) is larger than the constant √ /4 for any ∈ G M q . Clearly, such an error bound would be too rough.
