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Abstrakt
Diplomová práce se zabývá strojovým zpracováním textových dat. V teoretické části jsou popsány 
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věnována přehledu používaných klasifikačních metod. V rámci praktické části práce byla navržena 
a implementována aplikace sloužící pro předzpracování a vytváření různých reprezentací textových 
dat.  V  rámci  experimentů  je  pak  sledován  vliv  těchto  reprezentací  na  úspěšnost  klasifikačních 
algoritmů.
Abstract
The thesis deals with machine processing of textual data.  In the theoretical part,  issues related to
natural language processing are described and different ways of pre-processing and representation
of text are also introduced. The thesis also focuses on the usage of N-grams as features for document
representation and describes some algorithms used for their extraction.  The next part  includes an
outline of classification methods used. In the practical part,  an application for pre-processing and
creation  of  different  textual  data  representations  is  suggested  and  implemented.  Within  the
experiments made,  the influence of these representations on accuracy of classification algorithms
is analysed.
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V  současné  době  často  slýcháme  označení  naší  kultury  jako  informační  společnost.  Lidé  se 
v posledních letech zaměřili na vývoj technologií sloužících k rychlé a vysoce efektivní distribuci 
informací. Mezi tyto technologie patří média jako například  Internet,  televize, rádia či noviny, ale 
i elektronická  pošta,  telefony,  reklama  a  mnoho  dalšího.  Člověk  je  v  současné  době  zavalen 
množstvím dostupných informací. Tím dochází k určité historické změně, kdy již pro člověka nejsou 
správné informace těžko dostupné, ale naopak je nutné se naučit co nejlépe se orientovat v množství 
informačních zdrojů. Z technologického pohledu lze také říci, že informační společnost je společnost 
s vysokou mírou využívání informačních a komunikačních technologií založených na prostředcích 
výpočetní techniky s čímž je ve velké míře spojena digitalizace [22]. Kritérií, podle kterých vybíráme 
zda nám některý článek stojí za to číst, je mnoho. Posuzujeme články podle jejich tématu, renomé 
autora,  hodnocení,  stáří,  abstraktu  a  mnoha  dalších  věcí.  Z  těchto  požadavků  vychází  myšlenka 
strojového získávání informací z textů (používá se zažitý termín dolování z textu) a kategorizace 
dokumentů,  na  kterou se  zaměřuje  tato  práce.  Kategorizovat  je  možné novinové články,  webové 
stránky, elektronickou poštu a další typy dokumentů. Všechny zmiňované typy dokumentů přináší 
jeden velký problém pro automatické zpracování, a tím je fakt, že jsou napsány přirozeným jazykem, 
který je nejednoznačný a nevhodný pro strojové zpracování.
Zmíněný  problém  nevhodnosti  přirozeného  jazyka  vede  k  hledání  vhodné  reprezentace 
dokumentů pro stroje. V celé disciplíně dolování z textu se vyvinula rozsáhlá oblast zabývající se 
předzpracováním  dokumentů,  která  se  snaží  o  eliminaci  problémů  jazyka  a  vytvoření  modelu 
dokumentu, který by byl co nejvhodnější pro automatické zpracování. Nalezení takového modelu má 
pak velký vliv na kvalitu výsledků strojového zpracování.
Tato práce nabízí stručný úvod do problematiky dolování z textu (kapitola 2) a blíže se věnuje 
problémům  přirozeného  jazyka,  předzpracování  textových  dokumentů  a  hledání  jejich  vhodné 
reprezentace.  S  tím je  pak  spojený  i  obsah  celé  kapitoly  3,  který  popisuje  způsob  reprezentace 
dokumentů  pomocí  N-gramů.  Několik  podkapitol  se  věnuje  algoritmům  extrakce  N-gramů 
z textových dokumentů.  V jedné z  kapitol  je  pak velmi  podrobně popsán algoritmus Sufixového 
stromu pro získávání N-gramů.
Výstupem  práce  je  zhodnocení  vlivu  reprezentace  dokumentů  na  kvalitu  výsledků 
kategorizace. Proto se kapitola 4 věnuje principům kategorizace a seznamuje čtenáře se základními 
typy algoritmů, které se v této oblasti používají.
Kapitola  5  pak  popisuje  aplikaci  pro  předzpracování  dokumentů,  která  vznikla  v  rámci 
praktické části  této diplomové práce. Aplikace umí zpracovat textové dokumenty, vytvořit  pro ně 
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uživatelem zvolený model reprezentace a výstup uložit.  Výstup aplikace lze lehce importovat pro 
další  testování  do  pokročilých  nástrojů  podporujících  kategorizaci.  V  těchto  nástrojích  lze  pak 
testovat samotný vliv reprezentace dokumentů na kvalitu kategorizace. Kapitola pojednává o návrhu 
aplikace,  popisuje  podrobně  její  programové  součásti,  seznamuje  čtenáře  s  principem  ovládání 
a v neposlední řadě zmiňuje, jak byla aplikace testována a ověřována.
Poslední kapitola se zabývá experimenty nad testovacími množinami dat, které byly získány 
z vytvořené aplikace. Celkem byly provedeny tři různé experimenty. První byl zaměřen na zjištění 
vlivu  předzpracování  dat  na  přesnost  klasifikačních  metod.  Další  sledoval  vliv  použitých  rysů 
reprezentace na úspěšnost klasifikace. V rámci tohoto experimentu byl hodnocen přínos N-gramů pro 
kategorizaci.  Poslední  experiment  zkoumal  vliv  modelu  reprezentace  dokumentů  na  výsledky 
klasifikačních metod.
V  úvodu  je  také  dobré  zmínit,  že  většina  praktických  příkladů  v  této  práci  je  uvedena 
v anglickém jazyce, protože v oblastech dolování z textu a kategorizaci se s ním pracuje nejčastěji. 
Zpracování českého jazyka je vzhledem k jeho složitosti a nejednoznačnosti velmi obtížné.
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2 Dolování z textu
Dolování znalostí  z databází (anglicky Data Mining) je obor, který se v současné době již velice 
rozvinul a stal se součástí Business Intelligence1. Dolování se nejčastěji provádí nad datovými sklady, 
což jsou speciální relační databáze, které jsou svým charakterem nastaveny pro analýzu dat. Integrují 
v sobě mnoho zdrojů a data jsou v nich udržována v historické podobě. Příprava takovýchto datových 
skladů  zahrnuje  několik  fází  (čištění,  integrace,  selekce  a  transformace).  Tím získáme rozsáhlou 
databázi, u které známe způsob uložení dat v ní a máme definovaný jazyk pro přístup k těmto datům.
Tato práce se ale zaměřuje na dolování z textu (anglické označení je Text Mining), které se 
v mnoha  ohledech  liší  od  dolování  z  databází.  Jde  o  speciální  disciplínu,  která  umožňuje  hledat 
závislosti a dolovat znalosti z textových dokumentů. Je možné analyzovat například novinové články, 
filtrovat e-mailové zprávy (detekce spamu) či webové stránky. Významného uplatnění dosáhla tato 
disciplína také při detekci plagiátu v různých textových pracích2.
Zásadní odlišností od práce s databází je fakt, že pracujeme s přirozeným jazykem. To s sebou 
přináší různé problémy, které je třeba řešit. Blíže se s těmito problémy seznámíme v podkapitolách 
2.1 a 2.2.
Pro  práci  s  textovými  dokumenty  je  proto  nutná  fáze  předzpracování,  která  se  snaží  řešit 
nejednoznačnosti přirozeného jazyka a dále převést dokument do vhodného modelu reprezentace pro 
strojové zpracování. Předzpracováním se blíže zabývá podkapitola 2.3.
Podstatným rozdílem mezi  textovými  daty a  databázemi  je  také  způsob přístupu k datům. 
Zatímco u databází je jasně daný způsob uložení dat do relačních tabulek a máme definovaný jazyk 
pro přístup k datům, u textových souborů máme pouze nestrukturovaný případně semistrukturovaný 
soubor slov. Proto s sebou dolování z textu nese jistá specifika v podobě hledání vhodné reprezentace 
textových souborů pro strojové zpracování. Těmito specifiky se zabývají podkapitoly 2.4, 2.5 a 2.6.
2.1 Specifika textových dokumentů
Jak  již  bylo  zmíněno  v  úvodu  k  této  kapitole,  jedním  z  nejdůležitějších  problémů  u  textových 
dokumentů  je  způsob  jejich  reprezentace,  který  by  bylo  možné  efektivně  strojově  zpracovávat. 
Klasické  relační  databáze  mají  v  tabulkách  vždy  omezený  počet  atributů  a  proto  vždy  pracují 
s konečnou množinou hodnot. V textových dokumentech se ale může vyskytovat kterékoli slovo či 
termín, používaný v přirozeném jazyce. Lze i předpokládat, že se v dokumentu můžou vyskytovat 
1 Pojem Business Intelligence označuje  balík různých znalostí,  dovedností,  aplikací,  technologií  a dalších 
součástí používaných v podnikání pro lepší pochopení ekonomických souvislostí a pro analýzu trhu.
2 Výzkum detekce plagiátů provádí skupina Text-Mining Research Group ze Západočeské univerzity v Plzni. 
Bližší informace o výzkumu jsou dostupné na webu: http://textmining.zcu.cz/?section=project&id=10.
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odborné termíny, či slova v jiném jazyce, než je jazyk dokumentu. Proto je množina hodnot, se kterou 
se  v  textových  dokumentech  setkáváme,  z  praktického  hlediska  neomezená.  Tato  vlastnost  je 
označována jako vysoká dimensionalita rysů [7] a plyne z ní fakt, že reprezentace každého textového 
dokumentu bude velice rozsáhlá.
Další charakteristika logicky navazuje na předchozí. Jde o takzvanou  řídkost rysů  [7], která 
nám říká, že z možné množiny hodnot, se v dokumentu vyskytuje jen malý výsek. To znamená, že 
každý článek,  byť rozsáhlý,  vždy obsahuje  jen  některá  slova  a  termíny,  ze  všech možných slov 
a termínů přirozeného jazyka.
V úvodu kapitoly bylo také zmíněno, že textové dokumenty bývají nestrukturované, což není 
přesné. Na strukturovanost můžeme pohlížet z několika pohledů. Z hlediska lingvistického obsahuje 
každý dokument mnoho sémantických a syntaktických struktur, které jsou ovšem do jisté míry skryté 
v  obsahu textu.  Z  hlediska  typografického  ovšem existuje  mnoho  elementů  (např.  nadpis,  psaní 
kapitálkami, podtržený text, volné řádky, tabulky, seznamy, atd.), které nám mohou nabízet vodítka 
k nalezení podstatných částí dokumentu. Dále existuje mnoho textových dokumentů generovaných 
různými editory. Takovéto dokumenty mají definovaný typ a obsahují speciální značky, které určují 
jejich strukturu (jde například o webové stránky, emaily, pdf dokumenty, soubory textových editorů, 
apod.).
Dokumenty, které nemají jasně popsaný typ a neobsahují značky určující strukturu, se nazývají 
slabě strukturované  [1]. Jde například o novinové články, vědecké rešerše, různé obchodní zprávy 
a podobně. Naproti tomu dokumenty, které mají definovaný typ a obsahují tak i elementy pro popis 
struktury dokumentu, se označují jako semistrukturované [1].
Při dolování dat z textu můžeme využívat určitou strukturovanost dokumentů, ale stejně tak ji 
můžeme zanedbávat. Její využití nám ovšem v mnoha případech může přinést vyšší kvalitu výsledků.
2.2 Problematika zpracování přirozeného jazyka
Dolování  z  textu  pracuje  s  přirozeným  jazykem,  který  nelze  bez  vhodné  reprezentace  strojově 
zpracovávat.  Zpracování  přirozeného  jazyka  (Natural  Language  Processing  –  dále  jen  NLP)  je 
samostatným vědním oborem a jde o jedno z nejsložitějších odvětví v oblasti umělé inteligence. NLP 
se zabývá především počítačovou analýzou textu. Tato práce se NLP nezabývá do podrobností, pouze 
zde  uvádí  některé  základní  problémy  z  této  oblasti,  které  poslouží  jako  stručný  úvod  pro  další 
kapitolu o předzpracování textových dat.
Hlavním  problémem  NLP  je  víceznačnost slovního  vyjadřování.  Víceznačnost  se  může 
vyskytovat na úrovni slov (např. slovo „mean“ jako podstatné jméno znamená průměr, jako sloveso 
pak se pak používá ve smyslu mít význam, znamenat a jako přídavné jméno znamená podlý, zlý či 
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ošklivý) nebo může jít o syntaktickou víceznačnost (např. z věty „I saw diamond shimmering across 
the room.“ není jasné, zda jde o diamant veliký přes celou místnost nebo o diamant, který se třpytí 
přes  celou  místnost)  [7].  Člověk při  čtení  textu  využívá  svých znalostí  a  různých odvozovacích 
technik jako jsou dedukce, abdukce a indukce. Čtení textu tedy  předpokládá znalost kontextu (ten 
často leží mimo samotný dokument) a vyžaduje tak při zpracování inteligenci blízkou člověku.
NLP nad textem provádí různé analýzy, mezi které patří lexikální (označení slov), syntaktická 
(hledá kořeny slov, vytváří hierarchickou strukturu vět),  sémantická (výběr smysluplných struktur 
složených  z  jednotlivých  slov)  a  pragmatická  [7].  Tyto  analýzy  vedou  k  vytvoření  vnitřní 
reprezentace textu, která pak slouží pro hledání vhodné interpretace. V současné době není možné 
dosáhnout  strojově přesné interpretace textu.  Snahou ale  je se  ke  správné interpretaci  co nejvíce 
přibližovat.  Výsledky NLP lze v současné době považovat za uspokojivé především pro anglický 
jazyk.
2.3 Předzpracování textových dat
Předzpracování  textových dat  provádíme především kvůli  eliminaci  problémů přirozeného jazyka 
(viz. kapitola 2.2) a kvůli zmenšení velikosti množin reprezentace dokumentů. Předzpracování nám 
umožňuje lépe specifikovat dolovací úlohy a vytvořit formát reprezentace dokumentu požadovaný 
analytickým nástrojem pro dolování.
2.3.1 Metody předzpracování textu
Tato  podkapitola  se  věnuje  několika  vybraným metodám předzpracování  textu.  Tyto  metody  se 
zaměřují  na  odstraňování  nejednoznačnosti  slov,  na  zmenšení  rozsahu  množin  reprezentace 
dokumentů a na dosažení co největší sémantické přesnosti strojové reprezentace.
• Stop seznam (stop-list)  – jedná se o  výčet  zakázaných slov,  které  se  v daném jazyce 
vyskytují  tak  často,  že  jsou  obsaženy  v  téměř  každém  textovém  dokumentu.  Proto 
předpokládáme, že vymazání těchto zakázaných slov nebude mít negativní vliv na přesnost 
klasifikace. Tato metoda ovšem nezmenšuje nijak výrazně velikost množiny reprezentace 
dokumentů, protože počet vypouštěných slov je velice malý (u angličtiny jsou to slova jako 
„the“, „and“, „a“, „to“, „of“ a další)3. Odstavec vyhází z [2, 4].
• Stemizace (stemming) – jde o velmi často používanou techniku převádění slov na jejich 
základní tvar. Například slova „looks“, „looked“ a „looking“ jsou převedena na základní 
tvar  „look“.  Smyslem  stemizace  je  sjednocení  slov  se  stejným  významem,  ale  jiným 
tvarem.  Na  druhou  stranu  ale  stemizace  částečně  snižuje  sémantickou  přesnost.  Tato 
3 Více informací uvádí dokument Basic Text Process dostupný na adrese: 
http://pages.cs.wisc.edu/~jerryzhu/cs769/text_preprocessing.pdf
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metoda  také  zmenšuje  velikost  množiny  reprezentace  dokumentu.  Pro  angličtinu  je 
nejpoužívanější  implementace  od  Martina  Portera  s  názvem  The  Porter  Stemming 
Algorithm4. Vychází z prací [2, 4].
• Lemmatizace (lemmatization) – jedná se o podobnou metodu, jako je stemizace, která má 
i  stejný cíl  v  podobě převádění  slov na jejich základní  tvar.  Lemmatizace ale  používá 
slovník a morfologickou analýzu a jejím cílem je odstraňování  skloňovacích koncovek 
a hledání základního tvaru slova ve slovníku. Například u slova „saw“ by stemizace mohla 
nalézt základní tvar „s“, zatímco lemmatizace určí základní tvar jako „see“ nebo „saw“ 
v závislosti na tom, zda se jednalo o podstatné jméno nebo sloveso. Bližší popis v [15].
• Hodnocení rysů (ranking) – přiřazuje ke každému rysu nějakou číselnou hodnotu, která 
vypovídá  o  jeho  sémantické  důležitosti.  Většinou  se  používá  absolutní  četnost  nebo 
frekvence daného rysu v textu, ale lze použít i složitější funkce jako je násobek četnosti 
rysu a pořadí podle četnosti (Zipfovo pravidlo5). Více o metodě v diplomové práci [2].
• Výběr důležitých rysů (feature selection) – jedná se o metodu, pomocí které vybíráme 
z textu  rysy  (např.  slova),  které  budou  pro  danou  dolovací  úlohu  rozhodující  (blíže 
v podkapitole 2.5). Převzato z disertační práce [4].
• Konstrukce důležitých rysů (feature extraction) – jde o metodu, která z původních rysů 
v dokumentu konstruuje rysy nové. Nových rysů bývá relativně málo, ale obsahují více 
informací pro klasifikaci. Vychází z práce [4].
2.4 Modely reprezentace textových dokumentů
Chceme-li  strojově  pracovat  s  textovými  dokumenty,  musíme vhodně  reprezentovat  jejich  obsah 
pomocí námi zvolených rysů (těmi se podrobněji  zabývá následující kapitola 2.5).  Pokud textový 
dokument předzpracujeme a vybereme důležité rysy pro reprezentaci dokumentu, získáme takzvaný 
pytel slov (bag of words)6 nebo můžeme použít termín  slovník. Tím definitivně ztrácíme informaci 
o pozicích slov v rámci  dokumentu,  ale  získáváme základ pro model  vhodný pro jeho strojovou 
reprezentaci.
Tato  a  následující  podkapitola  (2.4.1)  přináší  stručný  úvod  do  problematiky  modelů 
reprezentace dokumentů. Podrobný pohled na vybraný vektorový model TF-IDF nabízí podkapitola 
2.4.2. Základní typy modelů jsou:
4 Bližší informace na stránce http://tartarus.org/martin/PorterStemmer/
5 Bližší informace o Zipfově lingvistickém pravidle jsou dostupné na adrese: 
http://en.wikipedia.org/wiki/Zipf_law
6 Jedná se o zažitý termín, který se v lingvistickém kontextu používá již od roku 1954, kdy jej poprvé použil 
Zellig Harris ve svém článku Distributional Structure.
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• Booleovský model – jedná se o nejstarší model, jehož teoretické základy byly navrženy již 
v 50. letech. Je založen na reprezentaci dokumentu pomocí termů (jde o jednotlivá slova či 
slovní spojení získaná z dokumentu, podrobné vysvětlení termů následuje v kapitole 2.4) 
a dotazování se provádí za pomocí Booleovských výrazů. V dotazech se vyskytují logické 
operátory  AND,  OR,  NOT  a  závorky  pro  určení  priorit  (některé  systémy  podporují 
i operátor  XOR).  Tento  model  však  neumožňuje  stanovit  míru  relevance  shodnosti 
dokumentů,  protože  nabývá  pouze  dvou hodnot,  kterými  jsou  1  a  0.  Bližší  informace 
v diplomové práci [13]. Další omezení tohoto modelu jsou popsána v publikaci [14].
• rozšířený Booleovský model – některé Booleovské modely bývají rozšířeny o proximitní 
operátory, pomocí kterých lze stanovit vzdálenost mezi dvěma vyhledávanými termy. Dále 
se můžeme setkat s rozšířením o regulární výrazy či lemmatizaci. Bližší popis v [13].
• Pravděpodobnostní modely – rámec pro reprezentaci dokumentů v těchto modelech tvoří 
teorie  pravděpodobnosti.  U  pravděpodobnostních  modelů  se  předpokládá  existence 
„ideální“ kolekce dokumentů, které tvoří odpověď na zadaný dotaz. Dotazování lze pak 
chápat  jako  specifikaci  požadované  kolekce  dokumentů  (shlukování).  Zjištění,  zda  je 
dokument  pro  daný  dotaz  relevantní,  se  provádí  výpočtem  pravděpodobnosti  jeho 
příslušnosti do kolekce výsledných dokumentů. Více informací v přednášce [9].
• Vektorové modely – první vektorové modely pochází ze 70. let. Dokumenty jsou v nich 
reprezentovány pomocí vektorů. Každý dokument je tedy reprezentován jedním vektorem, 
který vypadá následovně:
kde dokument obsahuje  t1 až  tm termů a  wij je pak váha termu  tj v dokumentu  di.  Váha 
s největší hodnotou odpovídá termu s největší důležitostí.
Váhy termů můžeme ve vektorech reprezentovat dvěma způsoby: binárně (pomocí hodnot 
1 nebo 0) nebo vážením termů (pomocí hodnot, určujících důležitost termu pro identifikaci 
dokumentu). Různé metody reprezentace vah ve vektorech uvádí následující kapitola 2.4.1.
Shoda  dokumentu  je  určována  koeficientem  podobnosti.  To  umožňuje  přesnější  výběr 
relevantních dokumentů. Vektorové modely v mnoha aspektech překonávají Booleovské, 
přesto má své nedostatky (např. nejasná interpretace vah termů vyskytujících se v dotazu, 
omezená vyjadřovací síla dotazů atd.). Čerpáno z [13].
2.4.1 Vektorové modely reprezentace textových dokumentů
Algoritmy dolování z textu na vstupu obvykle požadují vektory čísel (reálných nebo celých). Proto 
dokumenty reprezentujeme pomocí takovýchto vektorů. Každý term je ve vektoru zastoupen svou 
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vahou, která vypovídá o jeho důležitosti. Následující typy vektorových reprezentací se od sebe liší 
tím, jakou váhu přidělují jednotlivým termům. Vychází z publikace [4].
Indexový soubor vektorového modelu reprezentuje matice, kde každý řádek řádek reprezentuje 
vektor dokumentu a každý sloupec obsahuje váhy jednoho termu ve všech dokumentech z kolekce.
• Binární reprezentace – pokud se term vyskytuje v dokumentu alespoň jedenkrát, bude mít 
na  své  pozici  ve  vektoru  uvedenou  hodnotu  1,  jinak  0.  Jde  o  výrazně  ztrátovou 
reprezentaci, která přesto v mnoha algoritmech nabízí velmi dobré výsledky.
• Frekvenční reprezentace (TF, term frequency) – zachovává větší informační hodnotu než 
předchozí reprezentace. Každý term je reprezentován svou frekvencí normovanou délkou 
článku.
• Reprezentace TF-IDF (term frequency – inverse document frequency) – jako váhu pro 
jednotlivé  termy  používá  frekvenci  termu  vztaženou  vůči  jeho  výskytu  v  ostatních 
dokumentech.  Váha  se  pak  počítá  tak,  že  čím  častěji  se  slovo  vykytuje  v  ostatních 
dokumentech, tím méně bude důležité pro identifikaci dokumentu.
• Hadamardova reprezentace – vznikla experimentálně při pokusech s učením se z jedné 
třídy.  Váha  je  v  této  reprezentaci  počítána  jako  normovaná  frekvence  termu násobená 
frekvencí termu v trénovací množině.
2.4.2 TF-IDF reprezentace dokumentů
Předchozí kapitola uváděla stručný přehled vektorových modelů reprezentace dokumentů. Nejčastěji 
se  používá  model  TF-IDF,  který  dosahuje  dostatečné  přesnosti  reprezentace.  Proto  bude 
implementován  v  aplikaci  sloužící  pro  předzpracování  textu,  která  bude  součástí  praktické  části 
diplomové práce. Tato podkapitola podrobně popisuje principy tohoto modelu.
TF-IDF je způsob výpočtu váhy daného termu kombinací dvou metod a to metody TF (term 
frequency) a IDF (inverse document frequency). Frekvence termu (TF) pak poukazuje na jeho míru 
relevance  v  rámci  jednoho  dokumentu,  což  je  vhodné  například  pro  vyhledávání.  TF  můžeme 
vypočítat následovně:
 kde ni,j je počet výskytů uvažovaného termu v dokumentu dj a jmenovatel představuje počet 






IDF nám naopak říká, že čím méně je term frekventovaný v rámci všech ostatních dokumentů 
z dané kolekce, tím více je diskriminativní. IDF vypočítáme takto:
kde ∣D∣  je celkový počet dokumentů v kolekci a ∣d j : t∈d j∣  je počet dokumentů, ve kterých 
se vyskytuje term ti. Váhu TF-IDF potom spočítáme následujícím vzorcem:
Jedná se tedy o součin hodnot frekvence termů (TF) a inverzní frekvence výskytu termů ve 
všech  dokumentech  (IDF).  Získané  hodnoty  používáme  jako  váhy  pro  jednotlivé  prvky  vektoru 
termů. Více informací v přednášce [7] a v práci [18].
2.5 Rysy používané pro reprezentaci dokumentů
Pro strojové zpracování textových dokumentů potřebujeme zvolit vhodný způsob reprezentace jejich 
obsahu. Algoritmy dolování z textu pak nepracují s původním dokumentem, ale pouze s rysy, které 
dokument co nejlépe vystihují. Při hledání těchto rysů zohledňujeme dva aspekty. Prvním je snaha 
dosáhnout co největší obsahové a sémantické přesnosti v reprezentaci dokumentu a druhým je pak 
zohlednění výpočetní efektivity (například generováním co nejmenších množin rysů reprezentujících 
dokument). Obvykle volíme určitý kompromis mezi těmito aspekty.
Existuje velké množství potenciálních rysů, které můžeme zvolit pro reprezentaci dokumentu, 
obvykle se ale používá některý z následujících čtyř typů [1]:
• Znaky – jsou základním elementem každého textu – jde o písmena, číslice, speciální znaky 
a mezery. Dokument pak můžeme reprezentovat množinou všech znaků, které se v něm 
vyskytují. Při tomto způsobu reprezentace však ztrácíme informaci o pořadí znaků čímž 
přicházíme o možnost pracovat se slovy. Ty mají ovšem pro techniky zpracování textu 
mnohem vyšší informační hodnotu, než úplná množina znaků.
• Slova – použití slov pro reprezentaci dokumentu nám nabízí zachování základní sémantiky 
textu.  Pokud  volíme  jako  rysy  jednotlivá  slova,  ztratíme  tím  informace  o  obsahu 
víceslovných výrazů či frází, čímž často přijdeme o důležitý kontext. V některých situacích 
to může vést dokonce ke znepřesnění sémantiky dokumentu a tím i výsledků dolovacích 
úloh. Například rozdělení samotného termínu „dolování z textu“ by při kategorizaci bylo 
zavádějící,  protože  pojem dolování  by  byl  pravděpodobně  řazen  do  oboru  geologie  či 
mineralogie. Z pohledu výpočetní efektivity zpracování je také nutné u reprezentace slovy 
volit  kompromisy.  Pokud  bychom  generovali  kompletní  množiny  všech  slov 
v dokumentech, pracovali bychom pak s desítkami možná stovkami tisíc unikátních rysů. 
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(2.3)
To ovšem není  optimální,  proto se  pracuje s  filtrovanými množinami.  Způsoby výběru 
a filtrace rysů se blíže zabývá kapitola 2.6.
• Termy – jedná se o jednotlivá slova nebo víceslovné fráze získávané z dokumentů za 
pomocí  speciálních  slovníků.  Výsledná  reprezentace  pomocí  termů obsahuje  jednotlivá 
slova a navíc speciální slovní spojení. Jako příklad může posloužit následující věta [1]:
President Abraham Lincoln experienced a career that took him from log cabin
to White House,
Množina  reprezentující  dokument  s  touto  větou  bude  obsahovat  jednotlivá  slova  jako 
„Lincoln“,  „took“  a  „cabin“  stejně  jako  víceslovné  spojení  jako  „President  Abraham 
Lincoln“, „log cabin“ a „White House“.
Některé metody převádějí původní text dokumentu na sérii normalizovaných termů. Pak se 
používají slovníky termů, které vytvářejí množiny kandidátů. Dále různé metody extrakce 
termů z dokumentů používají odlišné přístupy pro generování a filtrování optimalizovaných 
množin reprezentace dokumentů. Snahou je vždy generování co nejmenší množiny termů 
s co největší sémantickou přesností.
• Koncepty – jsou to speciální rysy získávané za pomocí statistik, různých pravidel, pomocí 
kategorizačních metod nebo manuálně. Koncepty jsou rysy, které nelze extrahovat přímo 
z dokumentu, ale jde o slova, slovní spojení či větší syntaktické celky, které s obsahem 
dokumentu souvisejí. Například dokument, který pojednává o sportovních autech nemusí 
obsahovat termíny jako „automatická převodovka“ či „spojler“, ale tyto termíny mohou být 
nalezeny mezi souvisejícími koncepty a proto mohou být zahrnuty ve výsledné množině 
reprezentující dokument.
• N-gramy – jsou obecně definovány jako sled N po sobě jdoucích položek z dané sekvence. 
Za   pojmem  položky  v  této  definici  můžeme  vidět  některé  z  rysů,  používaných  pro 
reprezentaci  textu  –  tedy  například  znaky  či  slova.  Podrobnému  popisu  N-gramů 
a algoritmům pro jejich extrakci se věnuje celá kapitola 3.
Byly zde představeny čtyři často používané rysy pro reprezentaci dokumentů. U každého rysu 
byly  popsány  jeho  základní  vlastnosti  při  jeho  využití  pro  účely  úloh  dolování  z  textu.  Termy 
a koncepty  vykazují  z  hlediska velikosti  výsledných množin  reprezentace zhruba stejné  výsledky 
a z hlediska syntaktické přesnosti jsou výrazně efektivnější než reprezentace slovy či znaky. Výhodou 
reprezentace pomocí termů je fakt,  že ji  lze celkem snadno generovat automaticky z originálního 
dokumentu zatímco generování konceptů se obvykle neobejde bez nějaké míry interakce s člověkem. 
Výběr  nejvhodnějších  rysů  pro  reprezentaci  tak  závisí  na  technických  možnostech  a  typech 
analytických úloh. Vychází z knihy [1].
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2.6 Výběr důležitých rysů
I v relativně krátkých dokumentech, jako jsou novinové články nebo abstrakty odborných článků, 
bývají velmi vysoké počty rozdílných slov. V rozsáhlých kolekcích dokumentů mohou být pak počty 
jedinečných výrazů  obrovské.  Dimenze  rysů slovníku velké kolekce dokumentů může  obsahovat 
stovky, tisíce a možná i více unikátních výrazů, i když velmi řídce se vyskytujících. Velká část těchto 
rysů je nepodstatná pro úlohy kategorizace a je možné je z výsledné množiny reprezentace vypustit 
aniž by došlo ke zhoršení výsledků klasifikace (naopak může dojít k malému zlepšení díky redukci 
šumu). Tento krok náležící do předzpracování textových dokumentů, se nazývá výběr důležitých rysů 
(feature selection). Mnoho slov přirozeného jazyka nepřispívá k sémantické přesnosti reprezentace 
dokumentu a nenabízejí proto žádnou hodnotu. Některé systémy při výběru důležitých rysů filtrují 
množiny reprezentující dokumenty tak agresivně, že ve výsledku vypustí 90 až 99% ze všech rysů. 
Bližší informace  v knize [1].
Abychom mohli provádět filtraci rysů, musíme znát jejich míru relevance, tedy vlastně váhu, 
kterou může být například frekvence rysu v rámci dokumentu, ale může se také jednat o složitější 
váhy (blíže se jimi zabývala kapitola 2.4). Experimenty ukázaly, že pouze 10% nejfrekventovanějších 
výrazů  nelze  vymazat  z  výsledné  množiny  reprezentující  dokument,  aniž  by  se  to  projevilo  na 
výsledcích kategorizace. To na první pohled odporuje tvrzení z oboru získávání informací z textu, 
které říká,  že největší  informační  hodnotu mají ty výrazy,  které mají střední frekvenci  výskytu v 
dokumentu. Rozpor v tom ale není, protože velká většina výrazů má v dokumentech velmi nízkou 
frekvenci  a  proto  jsou  výrazy  se  střední  frekvencí  výskytu  obvykle  zahrnuty  v  10% 
nejfrekventovanějších.
Existují však mnohem sofistikovanější metody výběru relevantních rysů. Jedna z těchto metod 
například bere v úvahu významnost výrazu f (rysu) s ohledem na všechny klasifikační třídy c [19]. 
Tato metoda se nazývá Information Gain a je definována následovně (viz. [1]):
získaná hodnota IG pak určuje míru příslušnosti  do kategorie a to podle pravděpodobnosti 
vypočítané podle trénovacích množin. Další používaná metoda se nazývá CHI χ2:
která vyjadřuje míru závislosti  výrazu a kategorie [1].  Je ovšem známa nespolehlivost  této 
metody pro  nepříliš  časté  výrazy.  Přesto  se  tato  metoda  v  mnoha  situacích  osvědčila  a  je  často 





Tato práce se zabývá vlivem reprezentace textu na kategorizaci dokumentů. Reprezentace je složena 
z modelu dokumentu (viz. kapitola 2.4) a v rámci něj je pak dokument identifikován pomocí rysů 
(kapitola  2.5).  Obecnou  snahou  je  dosáhnout  co  nejvyšší  sémantické  přesnosti  v  reprezentaci 
dokumentu a tím dosáhnout lepších výsledků při hledání podobnosti  dokumentů, čímž se i  zlepší 
výsledky kategorizace dokumentů. Jednou z technik zvyšujících přesnost reprezentace jsou N-gramy.
N-gramy jsou obecně definovány jako sled N po sobě jdoucích položek z dané sekvence [5]. Za 
pojmem položky v této definici můžeme vidět některé z rysů, používaných pro reprezentaci textu – 
tedy například znaky či slova. Slovní N-gramy jsou často používány pro klasifikaci textu k obohacení 
základního modelu dokumentu založeného pouze na jednotlivých slovech [3,  5, 16].  Znakové N-
gramy složené z písmen slouží k rozpoznávání jazyka textových dokumentů [5]. N-gramy jsou také 
využívány například pro filtraci spamu [17] nebo v bioinformatice pro hledání četnosti proteinových 
sekvencí [5].
Pro N-gramy délky jedna (N = 1)  se používá název  unigramy,   pro délku dva (N = 2)  se 
používá název bigramy a N-gramy délky tři (N = 3) se nazývají trigramy.
Obecný princip získávání N-gramů z textu si můžeme představit jako okno o velikosti N, které 
se postupně posouvá po slovech v textu (při použití slov jako rysu reprezentace dokumentu). N tedy 
určuje počet slov v okně. Každá po sobě jdoucí N-tice slov je pak přidána do množiny rysů. N-gramy 
tak  obohacují  tuto  množinu  rysů  reprezentující  dokument,  která  obsahuje  jak  jednotlivá  slova 
(unigramy), tak N-gramy vyšších řádů [3].
Následující příklad znázorňuje množinu rysů obsahující unigramy, bigramy a trigramy získané 
z dokumentu, který obsahuje tyto věty:
everyone can cook tasty. learn to cook tasty. everyone can cook meals.
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Obrázek 1: Znázornění slovních N-gramů v textu
















everyone can cook 2
3
can cook tasty 1
learn to cook 1
to cook tasty 1
can cook meals 1
Tabulka 1: Reprezentace dokumentu pomocí všech 
nalezených N-gramů prvního, druhého a třetího řádu
Použití N-gramů jako rysů s sebou přináší určité negativum ve velkém nárůstu počtu rysů ve 
výsledné reprezentaci. Dokument v předcházejícím příkladu obsahoval celkem sedm unikátních slov 
a při použití N-gramů se reprezentace rozrostla na 18 rysů, což je víc jak dvakrát tolik. U velkých 
datových množin může dojít k tomu, že se díky nárůstu rysů a vysoké paměťové náročnosti, nepodaří 
reprezentaci  vytvořit.  Proto  je  vhodné  vybírat  pro  reprezentaci  jen  skutečně  relevantní  rysy 
a například již při extrakci N-gramů vyškrtnout ty, které se v dokumentu vyskytují jen jednou. Tímto 
omezením můžeme dosáhnout i zmenšení celkové množiny reprezentace i oproti použití slov jako 
rysů, protože z výsledné množiny vypadnou i unigramy s nízkou frekvencí výskytu v dokumentu.
3.1 Algoritmy extrakce N-gramů
Jako jeden z prvních byl publikován algoritmus pro extrakci N-gramů založený na sufixových polích, 
který se v současnosti  používá v různých modifikacích. Další možností je pak využití  sufixového 
stromu. Dříve prováděné experimenty7 poukazují na lepší výkonnost (jak výpočetní, tak z hlediska 
paměťových  nároků)  algoritmů  založených  na  sufixových  polích  oproti  dvěma  různým 
7 Výsledky experimentů jsou dostupné na adrese: http://nlp.strefa.pl/ngrams/linux/index.htm
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implementacím sufixového stromu. Pro extrakci N-gramů se používá také algoritmus invertovaného 
indexu nebo modifikace algoritmu Apriori. Více informací v [5].
3.1.1 Sufixový strom
Sufixový strom je datová struktura, která umožňuje velmi efektivní práci s řetězci. Je vhodná pro 
práci i s velkými objemy dat. Používá se pro vyhledávání řetězců, hledání nejčastěji opakovaných 
podřetězců, pro nacházení palindromů či pro vyhledávání nejdelších podřetězců. Koncept sufixového 
stromu pochází ze 70. let, kdy jej představil pan Weiner, ale až v polovině 90. let byl modifikován pro 
vyhledávání frází. Publikované články uvádějí složitost algoritmu  O(n), kde  n je počet dokumentů 
v kolekci.  Jedná  se  tedy  o  lineární  složitost  závisející  především  na  velikosti  vstupní  kolekce 
dokumentů. Výhodou Sufixového stromu je také nezávislost na pořadí zpracovávaných dokumentů 
a jazyková  nezávislost  umožňující  zpracování  kolekcí  obsahující  dokumenty  v  různých  jazycích. 
Čerpáno ze zdrojů [3, 26, 28].
V úvodu kapitoly byl nastíněn obecný princip získávání N-gramů. Lze si ho představit jako 
okno  o  velikosti  N slov,  které  se  posouvá  po  slovech  zpracovávaného  textu.  Hodnota  N tedy 
stanovuje maximální délku hledaných N-gramů. Tím je také stanovena maximální hloubka struktury 
Sufixového stromu, protože ta je shodná s hodnotou N. Algoritmus získávání N-gramů bude probíhat 
v následujících krocích [3, 28]:
1. Vytvoří  se  kořenový  uzel  struktury  Sufixového  stromu  (tento  uzel  nereprezentuje  žádné 
slovo).
2. Přečte se (ale nevymaže) N prvních slov s1 … sN ze vstupního dokumentu (nebo méně, pokud 
není dostatek slov – musí se číst vždy slova následující bezprostředně po sobě a není možné 
přesahovat hranice jednotlivých vět či souvisejících celků).
3. Každé slovo si, kde i = 1 … N, je vloženo do Sufixového stromu a to takovým způsobem, že 
každé  slovo  si je  vloženo  do  i-tého  stupně  zanoření  ve  struktuře  stromu.  Dále  cesta  od 
kořenového uzlu k právě zpracovávanému slovu si musí vést skrze uzly reprezentující slova s1 
… si-1. Jestliže uzel reprezentující zpracovávané slovo si již existuje, tak se pouze inkrementuje 
počet výskytů daného uzlu.
4. Smaže  se  první  slovo  ze  vstupního  dokumentu  a  pokud  již  není  vstup  prázdný,  tak  se 
pokračuje znovu od kroku 2.
Jako příklad je možné uvést Sufixový strom vytvořený z vět uvedených v příkladu v úvodu 
kapitoly 3. Maximální velikost vyhledávaných N-gramů je 3. Strom bude vypadat následovně:
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3.1.2 Algoritmus vytváření sufixového stromu
Vzhledem k tomu,  že  v  aplikaci,  která  vznikla  jako součást  této  diplomové práce,  je  využit  pro 
extrakci  N-gramů  právě  algoritmus  sufixového  stromu,  obsahuje  tato  kapitola  bližší  popis 
implementačních detailů tohoto algoritmu.
Základním prvkem struktury  je  kořen  stromu (tzv.  root  node),  který  nereprezentuje  žádné 
slovo, ale obsahuje odkazy na všechny uzly o hloubce jedna, kterými jsou vlastně všechny unikátní 
rysy v dokumentu. Díky tomu je stromová struktura rozsáhlá do šířky. Strom nedosahuje velkého 
rozsahu do hloubky, protože maximální hloubka větve stromu je stejná jako maximální stanovená 
velikost  N-gramu.  Z  implementačního  hlediska  je  dobré  využívat  hash  tabulku  pro  rychlé 
vyhledávání v uzlech.
Jak bylo zmíněno, nejvýš ve stromu stojí root node, který má v sobě hash tabulku s odkazy na 
synovské uzly (tzv. child nodes). Každý synovský uzel pak obsahuje slovo, které reprezentuje počet 
jeho výskytů v dokumentu a opět hash tabulku s odkazy na své syny. V hash tabulce se používá jako 
klíč slovo, které uzel reprezentuje a položkou je ukazatel na objekt synovského uzlu.
N-gramy  ze  struktury  sufixového  stromu  extrahujeme  tak,  že  strom  procházíme  po 
jednotlivých  větvích.  Synovské  uzly  kořenového  uzlu  stromu  obsahují  unigramy,  tedy  N-gramy 
o velikosti jedna. Uzly v hloubce dva obsahují  bigramy, které jsou sestaveny ze slova nadřazeného 
uzlu  a  slova  reprezentovaného  daným uzlem v  hloubce  dva.  Takto  se  sestavují  N-gramy až  do 
maximální hloubky větve stromu.
V  první  části  této  kapitoly  jsme  se  seznámili  s  principy  struktury  sufixového  stromu. 
V následující části se budeme věnovat principu jeho vytváření.
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Obrázek 2: Příklad struktury Sufixového stromu
Nejprve algoritmus rozdělí text dokumentu na jednotlivá slova, která jsou následně uložena do 
seznamu.  V textu jsou zachovány na konci  vět  tečky,  které  jsou uloženy jako samostatné prvky 
v seznamu  slov.  Je  to  proto,  aby  algoritmus  poznal  hranice  vět  a  při  generování  N-gramů  je 
nepřesahoval. Tento seznam slov slouží jako vstup pro vytvoření struktury Sufixového stromu.
Pak se začnou postupně číst slova ze vstupního souboru. Při načtení prvního slova je vytvořen 
odkaz v kořenovém uzlu na synovský uzel reprezentující dané slovo. Také se reference na vzniklý 
uzel přidá do seznamu rodičovských uzlů (do tzv. parent listu).
Poté  jsou  čtena  další  slova  ze  vstupního  seznamu.  Při  načtení  každého  slova  se  provede 
kontrola, zda již uzel reprezentující stejné slovo není v hash tabulce kořenového uzlu obsažen. Pokud 
je,  tak  se  pouze  inkrementuje  počet  jeho  výskytů  a  pokud není,  vytvoří  se  nový synovský uzel 
kořenového uzlu reprezentující  dané slovo.  V každém případě je reference na inkrementovaný či 
vytvořený uzel přidána do seznamu rodičovských uzlů.
Mimo přidání syna do kořenového uzlu stromu se ještě prochází seznam rodičovských uzlů, 
který  byl  vytvořen  při  zpracovávání  předcházejícího  slova.  Pro  aktuálně  zpracovávané  slovo  se 
zkontroluje  v  každém  záznamu  v  seznamu  rodičovských  uzlu,  zda  již  nemají  potomka 
reprezentujícího stejné slovo. Pokud ano, zvýší se pouze počet jeho výskytů. V opačném případě se 
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Obrázek 3: Ukázka struktury sufixového stromu
vytvoří  nový synovský uzel  a odkaz na něj  je  přidán do referencí  nadřazeného uzlu ze seznamu 
rodičovských uzlů. U nově vytvořeného uzlu se zkontroluje jeho hloubka ve struktuře stromu a pokud 
nedosáhla  maximální  nastavené  hloubky,  přidá  se  uzel  do  seznamu rodičovských uzlů  pro  další 
zpracovávané slovo. Výjimkou je také situace, kdy je načten místo slova znak tečka ukončující větu. 
V takovém případě  se  vymaže  aktuální  seznam rodičovských uzlů  a  zpracovávají  se  další  slova 
stejným způsobem.
Pro jednodušší pochopení algoritmu je v následující části  uveden jeho pseudokód a příklad 
znázorňující několik počátečních iterací vytváření stromu (zadání vychází z příkladu v úvodu kapitoly 
3). Princip algoritmu i uvedené příklady jsou inspirovány popisem v disertační práce [3].
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Ilustrace 1: Pseudokód algoritmu sufixového stromu
vytvoř seznam vstupních slov
vytvoře kořenový uzel stromu
while(seznam slov není prázdný) {
vymaž seznam rodičovských uzlů
while(načti slovo != tečka ukončující větu) {
ověř, zda je slovo již součástí kořenového uzlu
if(slovo není v kořenovém uzlu) {
přidej slovo do kořenového uzlu
}
else {
zvyš počet výskytů slova
}
přidej referenci do nového seznamu rodičovských uzlů
while(seznam rodičovských uzlů není prázdný) {
ověř, zda je již slovo potomkem rodičovského uzlu
if(slovo není potomkem rodičovského uzlu) {
přidej slovo mezi potomky rodičovského uzlu
}
else {
zvyš počet výskytů slova
}
if(hloubka uzlu reprezentujícího slovo < max. hloubka) {
přidej uzel do nového seznamu rodičovských uzlů
}
}





Obrázek 4: První tři kroky vytváření sufixového stromu
3.1.3 Algoritmus invertovaného indexu
Obecně  se  jedná  o  indexovací  strukturu,  která  slouží  pro  mapování  slov  na  jejich  lokace 
v dokumentech či v množinách dokumentů. Invertovaný index umožňuje jednoduché a velmi rychlé 
vyhledávání.  Primárně  se  používá  pro  indexaci  dokumentů  na  Internetu.  Tento  algoritmus  nebyl 
navržen pro extrakci N-gramů a pro toto využití je nutné jej částečně modifikovat.
Algoritmus  nejdříve  vytvoří  strukturu  invertovaného  indexu  a  vloží  do  ní  všechna  slova, 
vyskytující  se v dokumentu,  s  referencí  na  jejich umístění.  S každým slovem je při  vkládání  do 
struktury prováděna stejná operace [3]:
1. Nejprve se najdou všechny výskyty zpracovávaného slova a vytvoří se seznamy všech 
slov, které za ním následují na různých místech v dokumentu.
2. Seznamy se seřadí a spočítají se výskyty jednotlivých slov v dokumentu.
3. Slova ze seznamů, které se v dokumentu nevyskytují více jak dvakrát, jsou vymazány 
(tento krok se může vynechat, pokud požadujeme úplnou množinu N-gramů).
4. Duplicitní seznamy jsou vymazány a k unikátním je uložen jejich počet výskytů.
5. Podřetězce,  kterými  seznamy  začínají,  jsou  přidány  jako  nové  seznamy  a  opět  se 
provede přepočítání výskytů a redukce duplicit.
6. Nakonec jsou nalezené seznamy přidány mezi získané N-gramy.
Experimenty  provedené v  [3]  ukazují,  že  použití  Sufixového stromu je  výrazně výpočetně 
efektivnější. Podle testů byl Invertovaný index mnohonásobně pomalejší a v závislosti na velikosti 
vstupní kolekce se jeho výpočetní čas zhoršoval. Nespornou výhodou Invertovaného indexu jsou ale 
paměťové nároky, které jsou zhruba poloviční oproti Sufixovému stromu.
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4 Kategorizace textových dokumentů
Kategorizace textových dokumentů je jedním z odvětví  dolování  z textu.  Jejím cílem je strojová 
klasifikace (tento termín se používá v podstatě jako synonymum pro kategorizaci) textových článků 
a dokumentů.  Kategorizace  se  tedy  potýká  se  všemi  problémy zmíněnými  v  kapitole  o  dolování 
z textu. Musíme tedy provádět předzpracování dat, dále ve většině případů potřebujeme dostatečně 
velké  trénovací  množiny,  pomocí  kterých  naučíme klasifikační  algoritmus  a  pak  teprve  můžeme 
provádět kategorizaci nových dokumentů [7].
V  rámci  praktické  části  diplomové  práce  nejsou  implementovány  samotné  klasifikační 
algoritmy. Praktická část se zaměřuje na předzpracování dat a výstupy z tohoto programu mohou být 
kategorizovány pomocí externích programů jako je Weka8 či RapidMiner9.
Kategorizace dokumentů je důležitou úlohou, která může pomoci v mnoha odvětvích lidského 
konání.  Vytřídění  důležitých  a  pro  danou  věc  relevantních  dokumentů  může  pomáhat  například 
manažerům při jejich rozhodování [20], politologům v orientaci v množství novinových článků či 
informatikům pro filtraci mailů a detekci spamu [17].
Obvykle  klasifikace  probíhá  tak,  že  existují  kategorie  s  příklady expertem klasifikovaných 
dokumentů. Množství a kvalita příkladů je pak stěžejní pro úspěšnost kategorizace. Jedná se vlastně 
o využití metod strojového učení [4].
4.1 Klasifikační algoritmy
Algoritmů pro klasifikaci textových dokumentů existuje celá řada. Většina z nich požaduje na vstupu 
vektory  reálných  čísel.  Algoritmy  při  kategorizaci  vykazují  70%  až  85%  úspěšnost  [7]. 
V následujících podkapitolách jsou vysvětleny principy některých z těchto klasifikačních algoritmů.
4.1.1 Support Vector Machines
Support Vector Machines (dále jen SVN) je jedním z nejnovějších algoritmů používaných pro tento 
typ úloh.  V oblasti  kategorizace dosahuje nejvyšší  úspěšnosti  ze všech a to i  vyšší než 85% [7]. 
Z geometrického hlediska je ideou algoritmu SVM oddělení dvou lineárně separabilních tříd nejširší 
možnou  hranicí  –  reprezentovanou  oblastí  mezi  dvěma  paralelními  nadrovinami  [4].  Důležitou 
součástí  techniky  SVM  je  jádrová  transformace  prostoru  dat  do  vícerozměrného  prostoru.  Tato 
jádrová transformace umožňuje převést původně lineárně neseparovatelnou úlohu na úlohu lineárně 
8 Bližší informace o tomto projektu jsou dostupné na jeho domovské stránce: 
http://www.cs.waikato.ac.nz/ml/weka/
9 Více informací o programu RapidMiner je možné získat na adrese http://rapid-i.com/content/view/181/190/
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separovatelnou,  na  kterou  lze  dále  aplikovat  optimalizační  algoritmus  pro  nalezení  rozdělující 
nadroviny [21]. Při správném nastavení parametrů podává SVM vynikající výsledky v kategorizaci 
diskuzních skupin, webových stránek, abstraktů článků a podobně. Vychází z publikace [4].
4.1.2 K-nejbližší sousedství
Algoritmus k-nejbližších sousedů je velmi široce používaný. Jeho princip je velmi jednoduchý. Na 
rozdíl  od většiny ostatních klasifikačních algoritmů nepotřebuje tréninkovou fázi – pouze si  uloží 
oklasifikovaná  data  do  databáze.  Jakmile  je  mu  předložen  nový  dokument,  je  ohodnocen  a pak 
k němu  algoritmus  vyhledá  k nejbližších  příkladů  (např.  pomocí  inverze  kosinové  vzdálenosti). 
Nejčastější kategorie nejbližších sousedů pak určuje, do které kategorie nový dokument spadá [4].
4.1.3 Naivní Bayesův klasifikátor
Tento  klasifikátor  pracuje  na  rozdíl  od  ostatních  s  pravděpodobnostním  modelem  reprezentace 
dokumentů. Přes svou jednoduchost se ale řadí k nejefektivnějším a nejrychlejším algoritmům, které 
se  pro  kategorizaci  používají.  Klasifikace  dokumentů  do  tříd  je  v  něm  postavena  na  Bayesově 
teorému, který je definován následně:
„Naivní“ se nazývá kvůli  tomu, že předpokládá nezávislost mezi výskyty jednotlivých slov 
v dokumentu. Díky tomu není výpočetně náročný. Navíc se podle různých experimentů ukazuje, že 
„naivní“ předpoklad tohoto klasifikátoru nijak výrazně neovlivňuje kvalitu výsledků [4].
4.1.4 Rozhodovací stromy
Většina klasifikačních metod není  snadno pochopitelných pro člověka.  Zatímco rozhodovací  jsou 
velmi přehledné a snadno interpretovatelné [1]. Rozhodovací stromy jsou analytické nástroje sloužící 
k nalezení pravidel a vztahů v datovém souboru pomocí systematického rozdělování a větvení na 
nižší úrovně.
Každý uzel stromu představuje jeden rys, z  tohoto uzlu vede konečný počet hran.  Proto je 
nutné vlastnosti nejdříve diskretizovat (např. z reálných čísel do konečného počtu intervalů). Problém 
nastává při vytváření stromu. Ten musí co nejlépe ohodnocení rysů od sebe odlišit. Pro kořenový uzel 
se vybírá takový atribut, který objekty od sebe maximálně odliší. Využívá se proto entropie (míra 
informační hodnoty atributu).  Vychází z publikace [24].
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P  H∣X =P  H ∣X ⋅P  H 
P  X 
(4.1)
Rozhodovací stromy jsou vhodné pro úlohy, ve kterých má být provedena klasifikace nebo 
předpověď. Užitečné jsou v oblastech, ve kterých můžeme hodnoty proměnných rozdělit do relativně 
malého počtu skupin. Více naleznete v publikaci [25].
4.1.5 Neuronové sítě
Neuronová síť je jedním z výpočetních modelů používaných v umělé inteligenci. Jejím vzorem je 
chování  odpovídajících  biologických  struktur.  Umělá  neuronová  síť  je  struktura  určená  pro 
distribuované  paralelní  zpracování  dat.  Skládá  se  z  umělých  neuronů,  jejichž  předobrazem  je 
biologický neuron. Neurony jsou vzájemně propojeny, navzájem si předávají signály a transformují je 
pomocí určitých přenosových funkcí. Neurony mají libovolný počet vstupů, ale pouze jeden výstup. 
Čerpáno z [23].
Neuronové sítě mohou být využívány pro kategorizaci dokumentů. V takovém případě jsou 
váhy  rysů   vstupy  pro  počáteční  uzly.  Vztahy  a  závislosti  mezi  neurony  uvnitř  sítě  pak  určují 
závislosti mezi slovy a kategoriemi. Pro kategorizaci dokumentu jsou váhy rysů načteny na vstupní 
uzly. Pak se jednotlivé uzly aktivují a vyhodnocují. Výsledky se pak propagují celou sítí a výstupní 
uzel celé sítě determinuje příslušnost dokumentu do určité kategorie. Více v knize [1].
4.2 Hodnotící metriky
Abychom  mohli  hodnotit  přesnost  klasifikace,  musíme  najít  vhodné  hodnotící  metriky. 
Nejjednodušší,  přesto  častou  používanou  metrikou,  je  procentuální  úspěšnost.  Tato  metrika  je 
využívána i v experimentech v této práci.
Složitější  jsou  metriky  pocházející  z  oblasti  vyhledávání  informací  nazývané  přesnost 
(precision)  a  úplnost  (recall).  Pro  definici  vzorců  přesnosti  a  úplnosti  je  třeba  definovat  čtyři 
kategorie, které znázorňují možnosti predikce klasifikátoru.







Tabulka 2: Kategorie znázorňující možné predikce klasifikátoru
Do každé z kategorií spadá nějaké množství dokumentů ze vstupní množiny všech dokumentů. 
Počet dokumentů se rovná součtu všech dokumentů v jednotlivých kategoriích (TP + FP + FN + TN).
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Přesnost (precision, P) lze vyjádřit jako podíl správně zařazených dokumentů a součtu všech 
dokumentů, které klasifikátor zařadil do kategorie i. Formálně lze vzorec vyjádřit následovně:
Zatímco úplnost (recall, R) je podíl správně zařazených dokumentů a součtu všech dokumentů, 
které patří do kategorie i. Opět uvedeme vzorec:
Samotná  hodnota  přesnosti  nebo  úplnosti  nestačí,  protože  může  být  zavádějící.  Například 
pokud  klasifikátor  zařadí  všechny  dokumenty  do  všech  kategorií,  dostaneme  vysokou  hodnotu 
úplnosti, ale přesnost bude nízká. Stejně tak, pokud by klasifikátor zařadil pouze jeden dokument do 
správné kategorie, získali bychom vysokou přesnost, ale velice nízkou úplnost. Proto se dělá vždy 
srovnání těchto dvou hodnot a v nejlepším případě se hledá vyvážený bod, kdy se přesnost rovná 
úplnosti (the  breakeven point). Pokud takový bod není možné najít, používá se průměr nejbližších 
hodnot přesnosti a úplnosti. Více informací v článcích [29, 30].
Další používanou metrikou v oblasti kategorizace textu je metrika nazvaná F1. Tato metrika 
kombinuje hodnoty přesnosti a úplnosti a je definována následovně:
Hodnota F1 může být počítána dvěma metodami a to buď jako mikro-průměr nebo jako makro-
průměr. Mikro-F1 je počítáno pro všechny dokumenty a všechny kategorie najednou. Zatímco Makro-
F1 je  počítáno jako průměr  hodnot  F1 spočítaných pro každou kategorii  zvlášť.  Mikro-F1 je  více 
ovlivněna obecnými kategoriemi obsahujícími velké množství dokumentů, protože dává stejnou váhu 
každému dokumentu.  Makro-F1 je  více ovlivněna hodnotou vzácných kategorií,  protože přiděluje 
stejnou  váhu  každé  kategorii  bez  ohledu  na  počet  dokumentů,  které  obsahuje.  Bližší  informace 














5 Aplikace pro vytváření reprezentace 
textových dokumentů
Součástí diplomové práce je aplikace s názvem TextProcessing sloužící pro předzpracování textových 
dokumentů a vytváření jejich reprezentace. Výstupem z aplikace je kolekce dokumentů, rysů a jejich 
vah pro jednotlivé dokumenty.  Na této  kolekci  je  možné testovat  úspěšnost  kategorizace pomocí 
externích  nástrojů  (v  rámci  této  práce  bude  používán  nástroj  Weka).  Aplikace  TextProcessing 
podporuje generování různých reprezentací, aby bylo možné sledovat a srovnávat vliv reprezentace 
na úspěšnost kategorizace.
Cílem aplikace je  tedy vygenerování  předzpracované kolekce dokumentů,  kterou je  možné 
lehce  importovat  do  dostupných  nástrojů  pro  dolování  z  textu  a  otestovat  na  nich  kvalitu 
kategorizace. Nejdůležitější částí aplikace je tedy možnost výběru z různých variant rysů a modelů 
pro  reprezentaci  dokumentů.  Jejich  použití  si  může  uživatel  libovolně  zvolit,  různě  kombinovat 
a otestovat  tak  vliv  předzpracování  na  kvalitu  výsledků kategorizace.  Další  důležitou  součástí  je 
podpora slovních N-gramů a možnost zkoumat právě vliv jejich použití na kvalitu kategorizace.
První část této kapitoly se věnuje návrhu a implementaci výše popisované aplikace. Další část 
potom popisuje datovou množinu agentury Reuters, používanou při zjišťování výsledků. Poslední část 
kapitoly se věnuje vzhledu, ovládání a testování funkčnosti aplikace.
5.1 Prostředí a programovací jazyk
Aplikace je napsána v programovacím jazyce Java v prostředí  NetBeans 6.810.  Java je objektově 
orientovaný programovací jazyk vyvinutý společností Sun Microsystems. Jedná se v současné době 
o jeden z nepoužívanějších jazyků. Mezi základní vlastnosti tohoto jazyka patří [31]:
• objektová orientace – kromě osmi primitivních datových typů jsou všechny ostatní objektové
• je interpretovaný – místo skutečného strojového kódu se vytváří takzvaný mezikód (bajtkód). 
Ten  je  nezávislý  na  architektuře  počítače  nebo zařízení.  Program pak  může  pracovat  na 
libovolném počítači nebo zařízení,  který má k dispozici interpret Javy, tzv. virtuální stroj 
Javy (Java Virtual Machine – JVM)11.
• nezávislost na architektuře – vytvořená aplikace běží na libovolném operačním systému nebo 
libovolné architektuře. Ke spuštění programu je potřeba pouze to, aby byl na dané platformě 
instalován správný virtuální stroj.
10 K dispozici na webových stránkách projektu na adrese http://www.netbeans.com/
11 Java Virtual Machine je ke stažení na webové adrese http://www.java.com/en/download/manual.jsp
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• výkonnost – přestože se jedná o jazyk interpretovaný, není ztráta výkonu významná.
• víceúlohovost – podporuje zpracování vícevláknových aplikací.
• dynamičnost – Java plně podporuje mechanismy reflexe, které umožňují za běhu dynamicky 
zavádět nové třídy či volat metody.
Programovací jazyk Java se honosí širokou škálou dalších vlastností, zde jsou však uvedeny 
jen ty, které jsou skutečně využity v aplikaci, která je součástí této diplomové práce.
5.2 Návrh a implementace aplikace
Samotná  architektura  aplikace  TextProcessing je  pak  navržena  jako  Model  –  View –  Controller 
(MVC). Jedná se o architekturu, která dělí datový model, uživatelské rozhraní a logiku aplikace do tří 
nezávislých komponent tak, že modifikace některé z nich má minimální vliv na ostatní [32].
5.2.1 Princip architektury MVC
Architektura MVC vyžaduje pro svou funkčnosti implementaci tří komponent:
1. Model – slouží pro reprezentaci dat a informací
2. View (pohled) – uživatelské rozhraní prezentující výstupy
3. Cotroller (řadič) – reaguje na událostí a řídí změny v modelu a pohledu
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Obrázek 5: Architektura Model - view - controller
Aplikace  TextProcessing  pro předzpracování  a reprezentaci  dokumentů v modelu uchovává 
odkazy  na  zpracovávané  soubory  a  také  obsahuje  datové  struktury  pro  vnitřní  reprezentaci 
zpracovávaných dat. Pohledová vrstva je vytvořena pomocí knihoven Swing a zobrazuje uživateli 
informace  o  aktuálním  stavu  programu  a  umožňuje  nastavovat  volby  pro  předzpracování  a 
reprezentaci. Řadičů je v aplikaci více, vlastně lze říci, že každá samostatná část aplikace má vlastní 
řadič. Nad všemi řadiči stojí jeden hlavní, který má reference na všechny dílčí řadiče. Více se o tomto 
dočtete v kapitole 5.3.
Princip MVC je v aplikaci postaven na mechanismu reflexe, který nabízí programovací jazyk 
Java. Blíže o mechanismu reflexe pojednává následující kapitola.
5.2.2 Dynamické volání metod pomocí reflexe
Mechanismus reflexe nám umožňuje získávat  množství  informací  z  virtuálního stroje  JVM. Tyto 
prostředky umožňují definovat nové třídy za běhu aplikace, najít ve třídách jejich metody a pole či 
vygenerovat jejich výpis a vyvolat metody dynamicky zaváděných tříd [33].
V aplikaci  TextProcessing  se využívá dynamického volání tříd. Princip je takový, že každý 
řadič obsluhující události z uživatelského rozhraní dědí abstraktní třídu ActionControl.java. Tato 
třída  implementuje  rozhraní  ActionListener,  takže  může  zpracovávat  události  vyvolané 
komponentami  v uživatelském rozhraní.  Každá komponenta,  která  vyvolává nějakou událost,  má 
nastaveno jméno metody, která se volá při  vyvolání události.  Pro zpracování události  je nastaven 
příslušný řadič obsahující danou metodu.
Pokud uživatel  vyvolá  nějakou událost,  dojde  k volání  příslušného řadiče,  který  z  objektu 
události zjistí název metody, která se má vykonat. Zde se využívá zmíněný mechanismus reflexe, kdy 
se  dynamicky  zjišťuje  odkaz  na  danou  metodu  v  řadiči  pomocí  volání 
this.getClass().getMethod(action). Následně  je  metoda  spuštěna  voláním 
invoke(method).
5.3 Součásti aplikace
Aplikace  obsahuje  velké  množství  tříd.  Cílem  návrhu  byla  snaha,  co  nejvíce  jednotlivé  třídy 
specializovat a navrhovat je co nejobecněji. Proto jednotlivé třídy nejsou obsáhlé a poskytují většinou 
metody pro jednu konkrétní činnost.  V případech, kdy uživatel volí  z několika možných činností, 
byly  třídy  navrhovány  podle  vzoru  Strategy12.  Ten  zapouzdřuje  konkrétní  algoritmy  a poskytuje 
definované rozhraní, aby jednotlivé varianty algoritmů byly zaměnitelné.
12 Bližší informace o návrhovém vzoru Strategy jsou dostupné na webových stránkách 
http://objekty.vse.cz/Objekty/Vzory-Strategy
28
V následujících podkapitolách jsou popsány jednotlivé součásti aplikace tak, aby bylo možné 
se podle popisu zorientovat v hierarchii zdrojových kódů a nalézt potřebnou součást. Podkapitoly jsou 
členěné podle balíčků se zdrojovými kódy.
5.3.1 Balíček controllers
Balíček controllers obsahuje všechny řadiče aplikace. Aplikace je navržena tak, že má jeden hlavní 
řadič nazvaný MainControl.java. Tento řadič je vytvořen podle návrhového vzoru Singleton13. Je 
tedy navržen tak, že se v celé aplikaci může vyskytovat pouze jedna instance této třídy. Hlavní řadič 
obsahuje reference na všechny ostatní řadiče i na pohled a model. Start aplikace probíhá spuštěním 
metody  main() ve třídě  Main.java,  kde se pouze vytvoří  instance hlavního řadiče a zavolá se 
metoda  startApplication(). V této metodě se inicializují všechny řadiče a další objekty, které 
jsou nutné pro běh programu. Nakonec se  v metodě  startApplication() inicializují  všechny 
prvky grafického rozhraní, které se následně zobrazí.
Každá komponenta grafického rozhraní získá z hlavního řadiče referenci na konkrétní řadič, 
který  obsahuje  metodu  pro  zpracování  její  události.  Princip  zpracování  události  byl  popsán  již 
v kapitole 5.2.2.
Pro každý samostatný celek aplikace je v tomto balíčku řadič, který zpracovává jeho události. 
Tedy například MenuControl.java zpracovává události vyvolané v nabídce aplikace. Dále je zde 
například LoaderControl.java, který obsluhuje události obrazovky, ve které uživatel volí formát 
vstupních souborů a vybírá soubory pro zpracování.
Důležitým faktem je také to, že ve chvíli, kdy uživatel spustí nějakou výpočetně složitější akci 
(například načítání souborů, předzpracování a vytváření reprezentace dokumentů či ukládání), tak ji 
daný řadič spustí v samostatném vlákně. To umožňuje zobrazovat v indikátoru stav výpočtu, což je 
dobré  zejména  u  dlouho trvajících  výpočtů,  protože  má uživatel  přehled o průběhu a  jistotu,  že 
program pracuje.  Druhým kladem běhu výpočtu  v  samostatném vlákně  je  to,  že  pokud uživatel 
vybere velké množství vstupních dat a zvolí nevhodné nastavení reprezentace dokumentů, nepřidělí 
systém aplikaci dostatek operační paměti.  Po určitém čase systém vlákno požadující velký objem 
paměti sám ukončí. Díky tomu, že výpočet běží v samostatném vlákně, nedojde k pádu celé aplikace, 
ale uživatel je upozorněn na nezdar výpočtu a může výpočet spustit znovu s jiným nastavením.
5.3.2 Balíček model
Balíček model obsahuje definice tříd, které slouží pro uložení zpracovávaných dat v jednotlivých 
fázích výpočtu. Tak například třída LinkToFiles.java slouží k ukládání odkazů na soubory, které 
13 Singleton (česky nazývaný jedináček) je blíž popsán na webové stránce 
http://objekty.vse.cz/Objekty/Vzory-Singleton
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uživatel vybere pro předzpracování. Jakmile uživatel vybere všechny soubory a posune se v programu 
k druhému kroku, dojde k inicializaci třídy DocumentsDatabase.java, která obsahuje pole všech 
dokumentů. Jednotlivé dokumenty jsou v této fázi reprezentovány instancemi třídy Document.java, 
kde jsou jednotlivé dokumenty uloženy jako řetězce textu.
Ve chvíli, kdy se vytváří reprezentace jednotlivých dokumentů a počítají se váhy rysů, tak se 
souběžně s tím vytváří  i  jiná  vnitřní  reprezentace celé databáze dokumentů.  K tomu slouží  třída 
DocsRepresentDB.java,  která  obsahuje  různé  statistické  informace,  globální  počty  (například 
přehled o tom, kolikrát se rysy vykytují v jednotlivých dokumentech) a také obsahuje vektor všech 
dokumentů. Samotné dokumenty jsou pak reprezentovány třídou DocRepresentTable.java, která 
v sobě obsahuje pole rysů a lokální počty (například počet výskytů rysu v rámci jednoho dokumentu). 
U rysů se v případě vektorových modelů počítají jejich frekvence, ale u binárního modelu stačí pouze 
zaznamenat  jejich  výskyt.  Proto pro uložení  rysů  existují  dvě  třídy  a  to  FeatureBinary.java 
a FeatureFrequency.java,  které mají společné rozhraní a pro uložení rysů se volí podle toho, 
jaký model reprezentace uživatel vybere.
5.3.3 Balíček view
Balíček view obsahuje všechny pohledy, tedy součásti grafického uživatelského rozhraní. Základní 
třídou je  MainView.java, která obsahuje samotný rámec aplikace a dělí ho na jednotlivé funkční 
celky.  Každý  samostatný  celek  má pak  napsánu  vlastní  třídu,  která  definuje  jeho  vzhled,  obsah 
a chování  komponent.  Například  třída  MenuView.java obsahuje  definici  nabídky aplikace  nebo 
ProgressView.java definuje vzhled a chování stavového řádku.
Za hlavní část aplikace lze považovat panel se záložkami, který uživateli umožňuje načítání dat 
a nastavování voleb reprezentace a předzpracování dokumentů. Základní definici tohoto panelu lze 
nalézt ve třídě TabView.java. Vzhledem k rozsáhlosti jednotlivých záložek a množství komponent, 
které obsahují, má pak každá záložka vlastní třídu definující její vzhled a chování. Takže pro záložku, 
ve které uživatel vybírá soubory k načtení, existuje třída TabLoaderView.java nebo pro záložku s 
nastavením je vytvořena třída TabSettingsView.java.
Celé grafické prostředí  je  vytvořeno za pomocí  knihovny uživatelských prvků Swing.  Tato 
knihovna  je  nedílnou součástí  jazyka  Java  od  verze  1.2.  Swing svým návrhem podporuje  MVC 
architekturu aplikace. Další důležitou vlastností této knihovny je nezávislost na operačním systému.14 
Vzhled aplikace je znázorněn na obrázku 6 na další straně.
14 O knihovně Swing uživatelských komponent si lze více informací přečíst například zde:
http://cs.wikipedia.org/wiki/Swing_(Java)
Pro vývoj uživatelského rozhraní s pomocí této knihovny je vytvořen kvalitní tutoriál přímo společností Sun, 




Program umí zpracovat dva typy souborů. Buď textové dokumenty nebo SGML soubory z datové 
množiny  agentury  Reuters  (o  těch  blíže  pojednává  kapitola  5.4).  Návrh  načítání  ovšem  počítá 
s možností rozšíření programu o podporu dalších formátů souborů. Proto je načítání navrženo podle 
již zmiňovaného návrhového vzoru Strategy. 
Z  tohoto  důvodu  je  v  balíčku  rozhraní  LoaderInterface.java,  které  definuje  metodu 
loadFromFiles().  Toto  rozhraní  musí  implementovat  každá  třída  pro  načítání  určitého  typu 
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Obrázek 6: Snímek obrazovky aplikace TextProcessing
Obrázek 7: Návrhový vzor Strategy pro čtení  
různých formátů souborů
souborů a podle formátu těchto souborů musí definovat metodu loadFromFiles(), která již vrací 
databázi načtených dokumentů. Konkrétními implementacemi tohoto rozhraní jsou v projektu třídy 
LoaderPlainText.java a LoaderReuters.java pro načítání textových souborů respektive pro 
načítání  souborů  z  datové  množiny  Reuters.  Schéma  návrhu  čtení  různých  formátů  souborů  je 
znázorněno na obrázku 7.
Poslední třídou v balíčku loader je  DataCleaner.java. Jedná se o třídu obsahující metodu 
pro čištění načítaných dat. Pomocí těchto metod jsou z načítaných dat odstraňovány číslice, čárky, 
pomlčky,  závorky,  matematické  operátory  a  další  symboly.  Všechny znaky  jsou  také  při  čištění 
převedeny na malá písmena. Jedinými symboly, které v datech zůstávají, jsou tečky na koncích vět. 
Ty jsou důležité pro algoritmus extrakce N-gramů.
5.3.5 Balíček preprocess
Balíček obsahuje pouze dvě třídy.  První  z nich je  PreprocessDocument.java,  která obsahuje 
metodu  preprocessDocument() sloužící pro předzpracování slov v dokumentech. Podporovány 
jsou dvě techniky předzpracování a to vylučování stop slov a stemming. Vylučování stop slov buď 
využívá interní  nebo uživatelem zadaný seznam slov,  které  se  mají  z  reprezentace vynechat  (jde 
o nejběžnější  slova jazyka,  která  nemají  o dokumentu žádnou vypovídací  hodnotu).  Stemming je 
poněkud  složitější  technika  převádí  slov  na  jejich  základní  tvar.  Více  je  o  obou  metodách 
předzpracování napsáno v kapitole 2.3.1.
Druhou  třídou  v  tomto  balíčku  je  Stemmer.java,  což  je  právě  třída  provádějící  nad 
jednotlivými slovy stemming. Jedná se o dnes již standardní implementaci stemovacího algoritmu pro 
anglický jazyk, který byl vytvořen Martinem Portrem. Při porovnání s jinými algoritmy vykazuje 
Portrův algoritmus vyšší úspěšnost, proto se dnes velmi často používá [34].
5.3.6 Balíček builder
Tento balíček obsahuje třídy, které vytvářejí reprezentaci dokumentů. Aplikace umožňuje výběr ze 
dvou  možných  rysů  pro  reprezentaci.  Opět  je  zde  využito  návrhového  vzoru  Strategy.  Podle 
zvoleného  rysu  se  reprezentace  vytváří  buď  pomocí  BuilderWord.java nebo  pomocí 
BuilderNGram.java.  Třídy  rozdělí  dokumenty  na  jednotlivé  rysy  a  ukládají  je  do  společné 
databáze. Podle zvoleného modelu se mohou počítat výskyty jednotlivých rysů v rámci dokumentů či 
v rámci celé kolekce všech dokumentů.
Po vytvoření  databáze dokumentů a jejich rysů se pomocí  BuilderVector.java počítají 
váhy  rysů  (pouze  v  případě  vektorových  modelů,  tedy  pro  TF  a  TF-IDF).  Nakonec  třída 
BuilderStatistics.java provádí výpočet statistik nad kolekcí zpracovaných dokumentů.
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5.3.7 Balíček store
Balíček store obsahuje třídy pro ukládání databáze zpracovaných dokumentů do souboru. Aplikace 
může podporovat různé výstupní formáty souborů, proto je vytvořeno rozhraní pro konkrétní třídy 
ukládající data do souboru. Rozhraní je pojmenováno StoreInterface.java.
Vzhledem k tomu, že se v současné době v oblasti zpracování textu nejčastěji používá formát 
CSV, tak je v aplikaci implementována podpora pouze tohoto formátu a to ve třídě StoreCSV.java.
5.3.8 Balíček resources
Balíček resources již neobsahuje žádné zdrojové kódy. Jsou v něm uloženy ikony použité v aplikaci, 
HTML stránky nápovědy a interní seznam stop slov.
5.4 Datová množina Reuters-21578
V předchozích kapitolách již bylo zmíněno, že aplikace podporuje dva formáty vstupních souborů. 
Jedním z nich jsou textové dokumenty, které jsou vhodné pro reálné využití aplikace a druhým jsou 
soubory datové množiny Reuters-21578 vhodné především pro testování aplikace.
Tato datová množina, jak již sám název napovídá, vznikla v anglické zpravodajské agentuře 
Reuters. Jedná se o kolekci novinových článků, které agentura vydala během roku 1987. Celá kolekce 
se skládá ze 22 souborů ve formátu SGML. Každý z prvních 21 souborů (reut2-000.sgm až reut2-
020.sgm)  obsahuji  rovných  1000  dokumentů.  Poslední  soubor  (reut2-021.sgm)  obsahuje  578 
dokumentů.  Podrobný popis SGML formátu souborů je uveden v definici typu dokumentu DTD 
(soubor s názvem lewis.dtd), která je distribuována v jednom archivu společně s datovou množinou. 
Další  důležitou  součástí  je  soubor  s  názvem  README.txt,  ve  které  je  obsáhlý  popis  značek 
použitých v souborech [34, 35].
Z celé složité struktury SGML souborů Reuters jsou pro aplikaci  TextProcessing důležité jen 
tyto značky:
• <REUTERS ...> ukončenou párovou značkou </REUTERS>, která vymezuje každý článek 
v souboru.  Tato  značka  má  několik  parametrů,  přičemž  pro  tuto  práci  je  důležitý  pouze 
parametr TOPICS, který nabývá dvou hodnot a to buď “YES“ nebo “NO“. Tento parametr 
udává, zda má daný článek přiřazeno nějaké téma. To je důležité pro testování klasifikace, 
kdy potřebujeme pro ověření znát kategorie, do kterých články patří. Všechny značky jejichž 
popis  následuje,  se  vyskytují  uvnitř  značky  <REUTERS>  a  vztahují  se  vždy  k  danému 
článku.
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• <TOPICS> a </TOPICS> – tato párová značka obsahuje téma či seznam témat, ke kterému se 
daný  článek  vztahuje.  Jak  bylo  zmíněno,  u  některých  článků  v  datové  množině  Reuters 
nebývá  téma uvedeno.  Tyto  články se  pak  neukládají  do  výstupního  souboru,  pokud při 
ukládání uživatel zvolí,  že chce zapisovat témata. U některých článků také bývá uvedeno 
témat několik. Vzhledem k tomu, že multidimenzionální klasifikaci se tato práce nevěnuje, 
bylo třeba vybrat pouze jedno téma, ke kterému je článek přiřazen. Jako nejrelevantnější je 
tedy bráno téma uvedené v seznamu jako první, ostatní uvedená témata jsou zanedbána.
• <TEXT TYPE=“BRIEF“> či <TEXT TYPE=“UNPROC“> – v souborech datové množiny se 
vyskytují tři typy článků. Jeden z typů je označen jako NORM, ale tento symbol se v SGML 
neuvádí,  protože  je  implicitně  předpokládaný,  pokud  není  uvedeno  jinak.  Dalším  typem 
článku je BRIEF, což znamená stručný. Prakticky se to projevuje tak, že obsah stručného 
článku  je  celý  obsažen  v  párové  značce  pro  nadpis  <TITLE>.  Stručné  články  vůbec 
neobsahují značky <BODY>. Posledním typem jsou články označené UNPROC. Jde obvykle 
pouze o souhrn obvykle ekonomických údajů. Tyto články neobsahují ani značky <TITLE>, 
ani značky <BODY>. Pro kategorizaci tyto články nemají význam, protože nejsou zapsány 
slovy a  větami,  proto  se  pro  reprezentaci  vymykají  a  pouze  by  způsobovali  znepřesnění 
výsledků. Proto se tyto články zanedbávají.
• <TITLE>  a  </TITLE>  –  tato  značka,  jak  její  název  napovídá,  obsahuje  nadpis  článku. 
U stručných článků je v této značce uveden celý obsah článku.
• <BODY> a </BODY> – v těchto značkách je uvedeno tělo dokumentu. Značky se vyskytují 
pouze v dokumentech typu NORM, ale tento typ je v rámci datové množiny nejběžnější.
Všechny ostatní značky je možné ignorovat,  protože pro vytváření reprezentace dokumentů 
nejsou nijak důležité.
5.5 Funkčnost aplikace
Tato kapitola by měla posloužit jako návod pro používání aplikace s tím, že u každé části nastíní, jak 
vnitřně pracuje (jde spíš o obecný popis, ne o samotnou rovinu implementace). Aplikace je rozdělena 
do čtyř samostatných celků. Každému z nich je věnována samostatná podkapitola.
5.5.1 Načítání dat
První  fáze  je  výběr  zpracovávaných dat.  Aplikace  umí  zpracovávat  běžné  textové  soubory  nebo 
soubory  datové  množiny  Reuters.  Datová  množina  Reuters  již  byla  celkem  podrobně  popsána 
v předcházející kapitole 5.4. Tato kolekce dokumentů se hodí spíš pro účely testování a ověřování 
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funkčnosti aplikace. Pro případ reálného využití aplikace pro předzpracování a tvorbu reprezentace 
dokumentů, je tedy možné načítat běžné textové dokumenty. 
Pokud uživatel  zvolí,  že  chce pracovat  s  běžnými dokumenty,  aplikace očekává,  že  každý 
vstupní soubor obsahuje jeden článek. Pro účely zjišťování přesnosti kategorizace je také důležité 
znát  téma článku.  Aplikace předpokládá,  že článek je uložen v adresáři,  který nese název tohoto 
tématu. Tedy pokud jsou články uloženy v adresáři  s názvem  sport,  aplikace předpokládá, že jde 
o články z kategorie sport. Pro přehlednost vypisuje aplikace v seznamu načítaných souborů i název 
nadřazeného  adresáře,  aby  měl  uživatel  přehled  o  tématech  článků.  Témata  ovšem  nemusí  být 
využita, pokud uživatel při ukládání výstupu nevybere políčko zapisovat kategorie.
Poté, co uživatel vybere soubory, které chce zpracovat,  stiskne tlačítko další. Tím se obsah 
souborů načte do textových řetězců a provede se čištění dat. Při čištění jsou z textu odstraňovány 
nadbytečné symboly a celý text se převádí pro další zpracování do jednotného formátu.
5.5.2 Nastavení voleb předzpracování a reprezentace
V další fázi uživatel volí jak si přeje data předzpracovat a vybírá výslednou reprezentaci. Z možností 
předzpracování se nabízí vyloučení stop slov a stemming. Oběma technikám je v této práci věnováno 
dost prostoru v kapitolách 2.3.1 a 5.3.5. V případě mazání stop slov se implicitně používá interní 
seznam těchto  slov.  Uživatel  ovšem může  výběrem volby  „Načíst  vlastní  Stop-list“  použít  svůj 
seznam ve formátu CSV, kde jsou jednotlivá stop slova oddělena středníky.
Po  výběru  metod  předzpracování  je  třeba  nastavit,  jak  budou  textové  dokumenty 
reprezentovány. Ve výsledku reprezentace všech zpracovávaných dokumentů tvoří matici kde jsou na 
prvním řádku uvedeny rysy a všechny další řádky jsou vektory jednotlivých dokumentů. Hodnoty ve 
vektoru pak říkají, zda je daný rys v daném dokumentu obsažen a pokud ano, tak jakou má pro něj 
váhu (vyjma binárního modelu, který uvádí pouze zda se rys v dokumentu vyskytl či nikoli). Proto si 
uživatel musí vybrat pro reprezentaci některou z nabízených variant rysů a modelů.
Aplikace TextProcessing podporuje dva typy rysů a těmi jsou buď slova nebo N-gramy. Obě 
varianty jsou již v této práci popsány a vysvětleny a to v kapitolách 2.5 a 3. Při výběru N-gramů musí 
uživatel  zadat  maximální  možnou velikost  N-gramu.  Uživatel  dále  také může nastavit  minimální 
požadovaný výskyt N-gramu v rámci dokumentu, který musí být splněn, aby byl N-gram přidán do 
jeho reprezentace.
Nakonec je třeba vybrat model reprezentace. Na výběr je v aplikaci ze tří typů modelů. Buď 
binární model nebo vektorové modely term frequency (TF) a inverse document frequency (TF-IDF). 
Binární model ukládá do vektoru buď hodnotu 0, pokud rys v dokumentu není obsažen nebo hodnotu 
1,  pokud se  rys  v dokumentu vyskytuje.  Modely TF a  TF-IDF jsou složitější.  TF ukládá u rysů 
vyskytujících se v dokumentu váhu, která je spočítána z počtu výskytů daného rysu v dokumentu 
35
a normována  počtem  všech  rysů  v  dokumentu.  TF-IDF  zohledňuje  výskyty  rysu  v  dokumentu 
a současně snižuje jeho důležitost podle množství výskytů v ostatních dokumentech. Bližšímu popisu 
těchto modelů je věnována kapitola 2.4. 
Po stisku tlačítka  další  se  spustí  několik  výpočtů.  Protože některé  výpočty jsou závislé  na 
výsledcích předchozích, nelze je provádět najednou. Nejprve se provede předzpracování dokumentů. 
Tedy se podle nastavení uživatele vylučují stop slova a provádí se stemming. V druhém výpočtu se 
dělí text dokumentů na rysy a počítají se jejich frekvence. Třetí výpočet se provede pouze u modelů 
TF nebo TF-IDF. Opět se prochází všechny reprezentace a dopočítávají se váhy jednotlivých rysů. 
Poslední výpočet provádí výpočet statistik o zpracované množině dokumentů.
5.5.3 Statistiky
Jedná se o souhrnný přehled informací o nastavení aplikace a o množině dokumentů. První tabulka 
popisuje uživatelem zvolené nastavení předzpracování a reprezentace. Druhá tabulka pak obsahuje 
statistické  informace  o  počtu  zpracovaných  dokumentů,  počtech  nalezených  unikátních  rysů 
a o hodnotách vah použitého modelu. Stiskem tlačítka další se uživatel dostane k poslednímu kroku 
a tím je uložení výstupu.
5.5.4 Uložení výstupu
Nejprve je třeba, aby uživatel nastavil parametry pro výstup. První volbou je zápis kategorií. Jak již 
bylo zmíněno v kapitole 5.5.1 o načítání dat, program u každého dokumentu uchovává v parametru 
název tématu, o kterém dokument pojednává. Témata jsou pak považována za kategorie, do kterých 
lze  dokumenty  seskupovat.  Pokud  uživatel  vybere,  že  chce  zapisovat  kategorie,  ve  výstupním 
souboru  bude  na  každém  řádku  po  identifikátoru  dokumentu  uvedeno  jeho  téma  (v  souboru  je 
parametr  nazván  topic).  U  některých  dokumentů  z  datové  množiny  agentury  Reuters  není  téma 
uvedeno. Tyto dokumenty nebudou do výstupního souboru vůbec zapsány.
Důležitou částí nastavení je omezení výstupu. Při zpracování velkého množství dat obsahuje 
reprezentace velké množství unikátní rysů (v řádech tisíců, desetitisíců a někdy i miliónů). Pokud 
bychom výstupní  množinu nijak neomezili,  byla by příliš  objemná pro jakékoli  další  zpracování. 
Navíc omezení výstupní množiny může mít i pozitivní vliv na kvalitu dalšího zpracování.
Omezení  se  provádí  nastavením minimálního  a  maximálního  počtu výskytů  rysu ve všech 
dokumentech. Tedy minimem je možné ořezat například ty rysy, které se vyskytly pouze ve třech 
a méně článcích.  Maximum pak ořezává příliš  často se  vyskytující  rysy.  Pod políčky pro zadání 
omezení  je  zobrazován interval,  ve kterém se mohou zadávané hodnoty pohybovat.  Ještě níže se 
aktualizuje hodnota udávající aktuální počet rysů, které budou zapsány do výstupního souboru.
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Jestliže vytváříme reprezentaci dokumentů pro testování klasifikace, je dobré vyloučit  málo 
a příliš často se vyskytující rysy. Je to z toho důvodu, že rys, který se vyskytne pouze v jednom 
dokumentu, má sice vysokou vypovídací hodnotu o dokumentu, ale zároveň má minimální hodnotu 
pro rozlišení kategorie, do které dokument spadá. Stejně tak rysy, které se vyskytují v příliš mnoho 
dokumentech, nemají smysl při určování kategorie. Omezení minimálního výskytu rysu je třeba volit 
uvážlivě a lze říci, že je dobré volit hodnotu co nejmenší, aby nedocházelo ke ztrátě relevantních 
rysů. Naopak často se vyskytující rysy je možné omezit výrazněji aniž by to mělo zásadní vliv na 
přesnost klasifikace.
V poslední části je možné vybrat formát výstupního souboru. Momentálně je implementována 
podpora pouze formátu CSV, který je ovšem v této oblasti standardem a lze jej lehce importovat do 
jiných aplikací pro další zpracování (například pro testování klasifikace). U formátu CSV ještě může 
uživatel vybrat, zda se jako oddělovač bude používat čárka nebo středník. Formát výstupního souboru 
je následující:
První řádek obsahuje názvy atributů. Tedy nejdřív ID dokumentu, volitelně téma (kategorii) 
dokumentu  a  pak následuje  seznam rysů.  Další  řádky jsou reprezentací  jednotlivých  dokumentů. 
Desetinná čísla jsou ve výstupním souboru oddělována tečkou.
5.6 Testování a ověření funkčnosti
Vývoj  aplikace  probíhal  iterační  modelem  s  přírůstky.  Jednotlivé  implementované  části  byly 
testovány  a  ověřovány.  Testování  nejčastěji  probíhalo  zadáním  jednoduché  úlohy  vycházející 
z dostupného příkladu, vůči kterému byl ověřen výstup z vyvíjené aplikace. Například jeden z testů 
správnosti  extrakce  N-gramů  probíhal  načtením  vět  z  příkladu  v  kapitole  3.1.1  a  srovnáním 
vygenerovaného  sufixového  stromu.  Nejpodstatnějším  krokem k  ověření  funkčnosti  bylo  načtení 
vygenerovaného CSV souboru do aplikace Weka a provedení úspěšné kategorizace.
Za zmínku stojí fakt, že nevhodné nastavení aplikace může vést k zamrznutí výpočtu, ale na 
ukončení  aplikace  vždy reaguje.  Například  k  tomuto  zamrznutí  dojde  po  načtení  všech  souborů 
datové  množiny  Reuters  a  výběrem  N-gramů  jako  rysů  reprezentace  bez  omezení  minimálního 
výskytu rysu v dokumentu. Tím dojde k vygenerování tak objemné reprezentace, že operační systém 
aplikaci nepřidělí dostatek paměti.
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V předchozí kapitole byla podrobně popsána aplikace TextProcessing, která slouží k předzpracování 
a vytváření reprezentací textových dokumentů. Cílem této práce je otestovat, jaký vliv mají různé 
reprezentace na úspěšnost různých klasifikačních metod. Toto testování je prováděno na množině 
reprezentací  dokumentů vygenerované pomocí  aplikace  TextProcessing.  K samotné klasifikaci  se 
v rámci  této  práce  využívá  volně  dostupného programu s  názvem Weka.  Popisu ovládání  tohoto 
programu se věnuje podkapitola 6.1. V dalších podkapitolách je popsán výběr algoritmů klasifikace 
(6.2), samotné zkoušení vlivu reprezentace na úspěšnost klasifikace (6.3) a v poslední kapitole 6.4 
jsou dosažené výsledky zhodnoceny a komentovány.
Experimenty byly prováděny na počítači s procesorem Intel Core 2 Duo P8700 (2,53GHz) se 
4GB operační paměti a s 32bitovým operačním systémem Linux distribucí Ubuntu 9.10.
6.1 Weka – nástroj strojového učení
Cílem této kapitoly je seznámit čtenáře s aplikací Weka a popsat jakým způsobem lze pomocí této 
aplikace  testovat  klasifikaci  na  množině  reprezentací  dokumentů  vytvořené  za  pomocí  aplikace 
TextProcessing.
Weka (Waikato Enviroment for Knowledge Analysis) je systém vyvinutý na universitě Waikato 
na Novém Zélandě. Jedná se o nástroj podporující techniky dolování z dat a strojové učení. Weka je 
napsána v jazyce Java a je distribuována pod licencí GPL15 [36].
Pro provádění klasifikace je třeba vybrat okno Explorer (je znázorněno na obrázku 8), které lze 
spustit jednoduše z hlavního okna Weky. Okno Exploreru je rozděleno na několik panelů. Aby byly 
všechny zpřístupněny, je  třeba nejdříve načíst  data v prvním panelu s  názvem  Preprocess.  Weka 
umožňuje načtení dat ze souboru nebo, z URL adresy či z databáze. Po načtení se v panelu zobrazí 
přehled informací  o datech včetně statistik  a vizualizace.  Důležitou součástí  je  možnost  vymazat 
některé atributy z datové množiny. Více informací o nástroji Weka lze nalézt v [36].
Pro klasifikaci dat z CSV souboru vytvořeného aplikací TextProcessing je třeba načíst tento 
soubor. Po zobrazení informací o něm je třeba vymazat atribut ID, který nemá pro klasifikaci žádný 
smysl. Pak lze výběrem atributu topic (kategorie dokumentu) zobrazit informace o tomto atributu. 
Tím můžeme zjistit seznam všech kategorií, které se vyskytují v datové množině a prohlédnout si, 
kolik dokumentů spadá do jednotlivých kategorií. Po prohlédnutí informací o datech je možné přejít 
na záložku Classify, kde se provádí samotná klasifikace.
15 GNU General Public Licence (GPL) umožňuje svobodné šíření a úpravy softwaru, ale upravený systém 
musí být dále distribuován pod licencí GPL.
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Na panelu Classify je nejprve nutné vybrat atribut, který obsahuje kategorie, do kterých se mají 
jednotlivé dokumenty klasifikovat. V případě dat z aplikace TextProcessing se jedná o atribut topic. 
Poté  lze  vybrat  klasifikátor,  kterých  obsahuje  Weka  velké  množství.  Následující  kapitola  5.2 
popisuje,  které  klasifikátory byly vybrány pro testování  v  rámci  této  práce.  Dále  je  třeba vybrat 
metodu testování a pak je možné spustit klasifikaci.
Po  úspěšném  provedení  klasifikace  se  v  okně  Classifier  output vypíše  souhrn  informací 
o výsledcích a úspěšnosti klasifikace. Nejvíce zajímavá je tabulka obsahující summary, ve které lze 
vyčíst,  kolik  dokumentů  bylo  zařazeno  správně  a  kolik  špatně.  Samozřejmě  zde  najdeme 
i procentuální  hodnotu.  Pak  jsou  vypsány  váhy  a  metriky,  které  klasifikátor  přidělil  jednotlivým 
kategoriím. Nakonec je vypsána matice, jejíž sloupce i řádky reprezentují jednotlivé kategorie. Pokud 
by se tedy všechny hodnoty v matici nacházely na diagonále, byla by úspěšnost klasifikace 100%. 
Obvykle tomu tak ale nebývá, takže je možné z matice vyčíst, u kterých kategorií měl klasifikátor 
problémy.
Občas pro náročnosti metod klasifikace dojde k pádu aplikace Weka kvůli nedostatku paměti. 
To  je  možné  ošetřit  při  spouštění  aplikace  nastavením  většího  paměťového  prostoru  pomocí 
parametru Xmx (například takto nastavíme limit 2GB paměti: java -Xmx2048m -jar weka.jar).
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Obrázek 8: Okno Exploreru v aplikaci Weka
6.2 Výběr metod klasifikace
Pro testování vlivu reprezentace na úspěšnost klasifikace bylo potřeba vybrat více metod, protože 
různé  metody  mají  velmi  odlišnou  přesnost.  Navíc  se  metody  liší  v  úspěšnosti  při  různých 
reprezentacích. Například některým metodám při použití  N-gramů úspěšnost výrazně klesá, jiným 
stoupá.  Stejně se mění  úspěšnost  jednotlivých metod při  změně modelu reprezentace dokumentů. 
Bližšímu popisu metod kategorizace je věnována kapitola 4. V této kapitole je soupis metod, které 
nabízí nástroj Weka, a které byly využity při testování. Následující seznam obsahuje použité metody 
s jejich zařazením do patřičné kategorie (podle té lze danou metodu najít v nástroji Weka):
• Bayes
• NaiveBayes – naivní Bayesův klasifikátor je jednoduchý pravděpodobnostní klasifikátor 
založený  na  použití  Bayesova  teorému.  Vychází  z  jednoduchého  předpokladu 
nezávislosti  jednotlivých  slov  v  dokumentu.  Díky  tomu  je  výpočetně  nenáročný. 
Podrobný popis v [37].
• BayesNet – jedná se o složitější metodu, která již nepředpokládá nezávislost jednotlivých 
slov v dokumentu. Naopak se snaží pomocí pravděpodobnosti odhadovat tyto závislosti 
a při klasifikaci těchto odhadů využívat. Více informací v [37].
• Funkce
• SMO –  (Sequential  Minimal  Optimiztion  SVM)  jedná  se  o  metodu  Support  Vector  
Machines  (SVM), kterou navrhl John Platt. SVM je založen na oddělení dvou lineárně 
separabilních tříd  nejširší  možnou hranicí.  Metoda SVM dosahuje  v klasifikaci  velmi 
dobrých výsledků. Bližší popis SMO je v publikaci [38].
• Lazy
• IBk – jedná se o implementaci algoritmu k-nejbližších sousedů. Jde o velmi jednoduchý 
algoritmus, který ovšem nemá příliš vysokou úspěšnost.
• Stromy
• J48 – další rozhodovací strom postavený na algoritmu C4.5 Rosse Quinlana. Jedná se 
o rozšíření staršího ID3 algoritmu.
Původně  bylo  cílem  vyzkoušet  ještě  více  klasifikačních  metod,  než  vybraných  pět.  Další 
testované metody (MultilayerPerceptron a FT strom) byly ovšem velice náročné a to jak časově, tak 
paměťově.  U  obou  metod  se  nepodařilo  úspěšně  dokončit  výpočet  nad  testovací  množinou  dat 
popsanou  v  následující  kapitole.  Při  zkoušení  výpočtu  byly  velmi  redukované  parametry  metod 
a nástroj Weka měl přiděleno 2GB operační paměti.  U obou metod ovšem po několika hodinách 
výpočtu došlo k pádu Weky kvůli nedostatku dostupné paměti.
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6.3 Vliv reprezentace dokumentů na klasifikaci
V této kapitole jsou již uvedeny výsledky jednotlivých testů. Pro testování byly vygenerovány různé 
reprezentace dokumentů z prvních třech souborů (reut2-000.sgm – reut2-002.sgm) datové množiny 
Reuters-21578. Testovací data obsahovala 1585 dokumentů a 51 kategorií. Při vizualizaci kategorií 
(atributu  topic) v nástroji Weka však vyplynulo, že velké množství kategorií obsahuje pouze jeden 
dokument.  Díky  těmto  kategoriím  docházelo  k  velkému  znepřesnění  klasifikace,  protože  podle 
jednoho dokumentu nelze specifikovat  charakter  kategorie.  Pro zvýšení  přesnosti  klasifikace byly 
z testovacích  množin  odstraněny  všechny  kategorie,  obsahující  pět  a  méně  dokumentů. 
K odstraňování  kategorií  byl  vytvořen skript,  jehož kód je  uveden v příloze.  Po odstranění  řídce 
obsazených kategorií zůstalo v testovacích datech 23 kategorií a 1517 dokumentů. V příloze lze také 
nalézt tabulku s rozložením dokumentů do jednotlivých kategorií.
Testování bylo provedeno metodou křížové validace (s nastavením deseti složek), při které se 
data rozdělí na učící (devět desetin všech dat) a testovací množinu (jedna desetina). Klasifikace se 
provede desetkrát a výsledná přesnost je pak průměrem spočítaným ze všech průběhů.
6.3.1 Zhodnocení vlivu předzpracování
Cílem  předzpracování  je  redukovat  testovací  množinu  o  nadbytečné  rysy  a  zároveň  různými 
metodami zvyšovat úspěšnost klasifikačních algoritmů. Aplikace  TextProcessing umožňuje několik 
způsobů předzpracování,  jejichž vliv na úspěšnost klasifikace je posuzován v této kapitole.  První 
technika z oblasti předzpracování se provádí již v době načítání dat a jde o jejich čištění (odstraňování 
nepotřebných znaků, číslic a symbolů). Čištění nelze v aplikaci vypnout, proto se provádělo vždy. 
Další metody v aplikaci jsou stemming a odstraňování stop slov. Vliv obou metod byl zkoumán. Za 
poslední  metodu předzpracování  lze  považovat  omezení  výstupní  množiny dat  o  málo a  moc se 
vyskytující  rysy.  Vliv tohoto omezování  příliš  zkoumat  nešlo,  protože bez ořezání  byla  výstupní 
množina tak objemná, že na ni nebylo možné klasifikaci provést. Poslední metoda předzpracování, 
která byla pro zvýšení úspěšnosti  používána, a která již není součástí  aplikace  TextProcessing,  je 
odstranění kategorií, které obsahují malé množství dokumentů (to se provádí pomocí skriptu, který je 
uveden v příloze 1).
Pro testování byla použita testovací množina popsaná v úvodu kapitoly 6.3. Vzhledem k tomu, 
že v tomto testu není zkoumán vliv rysů a modelu, byl ve všech případech použit vektorový model 
TF-IDF a jako rysy byly zvoleny slova.
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Graf  1  znázorňuje  jak  klesá  počet  unikátních  rysů  ve  výstupní  množině  v  závislosti  na 
použitých metodách předzpracování. Hodnota znázorňující počet rysů bez předzpracování není zcela 
reálná, protože by správně měla obsahovat 15 553 rysů. Tak objemná datová množina by nebyla 
použitelná pro klasifikaci, proto z ní byly odstraněny málo a příliš se vyskytující rysy.
Z grafu lze vyčíst, že stemming sníží celkový počet unikátních rysů v datové množině o 23,5%, 
zatímco odstranění stop slov o pouhé 2,5%.
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Graf 1: Znázorňuje počet rysů v závislosti na použitých metodách předzpracování
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Použitý stemming
























Graf 2: Ukazuje vliv předzpracování na přesnost klasifikace
Bez předzpracování
Vypnutý stop-list i stemming
Použitý stop-list
Použitý stemming





























V grafu 2 je vidět, že přesnost většiny klasifikačních metod stoupá v závislosti se zvyšující se 
úrovní  předzpracování  dat.  Pouze  Bayesovská  síť měla  nízkou  přesnost  při  použití  stemmingu, 
zatímco  na  vyloučení  stop  slov  její  přesnost  reagovala  výrazněji.  To,  že  stemming  nepomáhá 
Bayesovské síti k vyšší přesnosti potvrzuje i fakt, že pokud bylo použito pouze vyloučení stop slov 
dosáhl algoritmus přesnosti  84,11%. Při použití  obou metod předzpracování  dosáhla síť přesnosti 
84,31%.
Zajímavý  je  také  výsledek  metody  Support  Vector  Machines (SMO),  který  dosáhl  jednak 
nejlepších  výsledků,  ale  také  dosahoval  vysoké  přesnosti  i  bez  předzpracování  dat.  Přesnost 
klasifikace SMO bez předzpracování dat činila 83,85% a s použitím všech metod předzpracování 
přesnost stoupla na 88,14%.
6.3.2 Zhodnocení vlivu použitých rysů
V této kapitole je popsán experiment, při kterém byl zkoumán vliv použitých rysů pro reprezentaci 
dokumentů  na  úspěšnost  klasifikace.  Aplikace  TextProcessing podporuje  dva  typy  rysů  pro 
reprezentaci  dokumentů.  Jedním jsou  slova  a  druhým N-gramy (slovní  spojení).  U N-gramů lze 
nastavit  jejich  maximální  velikost  a  také  omezení  minimálního  počtu  výskytů  v  dokumentu. 
V testovacích množinách byl používán vektorový model TF-IDF. Experiment byl prováděn se slovy 
a s  N-gramy  o  velikostech  2  a  3  bez  omezení  minimálního  výskytu  v  dokumentu.  Posledním 
testovanou variantou reprezentace  byly  N-gramy o  velikosti  5  s  omezením minimálního  výskytu 
v dokumentu na 2.
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Graf 3: Znázorňuje vliv použitých rysů na přesnost klasifikace





























V grafu 3 je vidět, jak reagovala úspěšnost jednotlivých klasifikačních metod na různé varianty 
použitých rysů. V zásadě se ukazuje, že většina metod dosáhla největších úspěchů při použití slov 
jako  rysů  reprezentace.  Na  N-gramy  zvýšením  přesnosti  reagovala  pouze  metoda  k-nejbližšího 
sousedství,  která ovšem sama o sobě nedosahuje dobrých výsledků.  Také se N-gramy o velikosti 
2 pozitivně  projevili  u  metody  Bayesova  naivního  klasifikátoru.  V  ostatních  případech  došlo 
k mírnému snížení přesnosti a v případě N-gramů s omezeným minimálním výskytem v dokumentu 
bylo  snížení  přesnosti  dost  výrazné.  Pro  hledání  důvodů této  skutečnosti,  uvedeme  nejprve  graf 
závislosti počtu rysů v testovací množině na výběru rysu reprezentace.
Z grafu plyne několik důležitých skutečností. Při použití slov obsahovala testovací množina po 
předzpracování a veškeré použité redukci 3260 rysů. V zásadě se díky metodám předzpracování jedná 
především o rysy, které jsou pro dokument relevantní a určitým způsobem diskriminativní. Při využití 
N-gramů omezených na minimální výskyt 2 v rámci dokumentu, klesla výrazně velikost testovací 
množiny. Je to z důvodu, že program filtruje i málo se vyskytující unigramy. Tak výraznou redukcí 
reprezentace se ovšem snížila odlišnost jednotlivých dokumentů a klasifikačním metodám výrazně 
vzrostla chybovost.
Na druhou stranu, pokud N-gramy nijak neredukujeme, je nárůst rysů v reprezentační množině 
obrovský. Jen pro představu, počet rysů při použití  unigramů a bigramů vzrostl na 6886, což je víc 
jak dvojnásobné zvětšení  datové množiny oproti  slovům. Je také logické,  že  bigramy a  N-gramy 
vyšších  řádů,  které  se  vyskytují  v  dokumentu  pouze  jednou,  nemají  žádnou vypovídací  hodnotu 
a přesnost klasifikace spíše snižují.
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Graf 4: Závislost velikosti testovací množiny na použitých rysech reprezentace












Závislost počtu rysů na typu rysů použitých pro reprezentaci















To  ovšem  vede  na  myšlenku  hledání  efektivní  redukce  N-gramů.  Jedním  z  nápadů  bylo 
zachovat v reprezentační množině všechny  unigramy (protože slova jako rysy dosahovala nejvyšší 
přesnosti klasifikace) a přidat k této množině jen ty N-gramy vyššího řádu, které mají pro dokument 
skutečný význam, tedy se v něm vyskytují vícekrát. Pro tento test byla jednoduše upravena podmínka 
v aplikaci TextProcessing, která kontrolovala minimální výskyt N-gramů tak, aby byly kontrolovány 
jen N-gramy vyššího řádu než jedna. Po provedení úpravy byla vygenerována testovací množina pro 
každý podporovaný model a jako rysy byly použity N-gramy (o velikosti 3 s redukcí minimálního 














NaiveBayes 81,48% 76,73% 76,80% 81,74% 75,21% 75,21%
BayesNet 84,71% 84,31% 84,31% 82,47% 83,65% 83,65%
SMO 89,12% 88,07% 88,14% 88,86% 88,14% 88,07%
IBk 76,60% 59,26% 59,26% 76,20% 62,56% 62,56%
J48 79,83% 81,28% 81,28% 80,88% 80,95% 80,95%
Tabulka 3: Úspěšnost klasifikačních metod při použití různých rysů a různých modelů
Za pomocí této redukce N-gramů bylo skutečně dosaženo lepších výsledků. U několika metod 
dosáhly N-gramy o něco vyšší přesnosti než bylo dosaženo při ekvivalentních testech s reprezentací 
pomocí slov. U metody Support Vector Machines (SMO), která ve všech testech dosahuje nejlepších 
výsledků, se přesnost klasifikace opravdu zvýšila na 88,86%, což byl nejlepší výsledek při použití N-
gramů, ale oproti stejnému testu s použitím slov byla přesnost stále o 0,26% nižší.
Poslední  částí  experimentu  bylo  sledování  závislosti  velikosti  testovací  množiny  na  dobu 
výpočtu modelu u jednotlivých metod. Naměřené hodnoty jsou znázorněny v grafu 5.
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Graf 5: Čas výpočtu klasifikace v závislosti na velikosti datové množiny

























6.3.3 Zhodnocení vlivu modelu reprezentace
V  posledním  uvedeném  experimentu  byl  zkoumán  vliv  modelu  reprezentace  na  přesnost 
klasifikačních  metod.  Zkoumány  byly  tři  modely.  Nejjednodušší  binární  uvádí  ve  vektoru 
reprezentace dokumentu pouze hodnoty 1, pokud se daný rys v dokumentu vyskytl nebo 0, pokud 
v něm  obsažen  nebyl.  Dalším  je  model TF  (term  frequency),  který  ukládá  do  vektoru  u  rysů 
vyskytujících  se  v  dokumentu  váhu  spočítanou  z  počtu  výskytů  daného  rysu  v  dokumentu 
a normovanou počtem všech rysů v dokumentu. Poslední model TF-IDF (term frequency – inverse  
document frequency) zohledňuje výskyty rysu v dokumentu a současně snižuje jeho důležitost podle 
množství výskytů v ostatních dokumentech. Při experimentu byly jako rysy používána slova.
Z uvedeného grafu 6 vyplývá, že vliv použitého modelu reprezentace na úspěšnost klasifikace 
velmi závisí  na  tom,  kterou metodu použijeme ke klasifikaci.  U  Bayesova naivního klasifikátoru 
a metody  k-nejbližšího sousedství  došlo použitím složitějších modelů TF či  TF-IDF k výraznému 
zhoršení  přesnosti  oproti  binárnímu  modelu.  Metody  Baysovská  síť a  Support  Vector  Machines 
(SMO) podávali se všemi testovanými modely podobné výsledky, respektive při použití TF a TF-IDF 
došlo k velmi malému zhoršení  přesnosti.  Jediná stromová klasifikační  metoda J48 reagovala při 
použití složitějších vektorových modelů nárůstem úspěšnosti klasifikace. Z uvedeného experimentu 
lze tedy odvodit, že výpočetně složitější vektorové modely nemusí vždy implikovat vyšší úspěšnost 
klasifikace. U některých metod dosáhneme velmi přesných výsledků i s použitím binárního modelu.
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6.4 Hodnocení dosažených výsledků
Kapitola shrnuje provedené experimenty a hodnotí dosažené výsledky. Také obsahuje podněty pro 
další zkoumání v této oblasti.
První experiment se týkal vlivu předzpracování textu na úspěšnost klasifikace. V tomto případě 
lze  výsledek interpretovat  jednoduše.  Testování  prokázalo,  že  předzpracování  má prakticky  vždy 
pozitivní vliv na přesnost klasifikačních algoritmů. Prakticky u všech metod přinesla aplikace metod 
předzpracování zvýšení úspěšnosti klasifikace o jednotky až desítky procent. Pro dosahování ještě 
vyšší přesnosti lze hledat cestu právě skrze sofistikovanější metody předzpracování a hledání opravdu 
relevantních rysů pro reprezentaci dokumentů.
Druhý experiment byl zaměřen na zkoumání vlivu použitých rysů pro reprezentaci dokumentů 
na přesnost klasifikačních algoritmů. Nejlepšího výsledku bylo dosaženo při použití slov jako rysů 
v kombinaci  s  binárním  modelem,  kdy  metoda  SMO  dosáhla  úspěšnosti  klasifikace  v  89,12% 
případů. Experimentování s N-gramy přineslo nakonec u některých metod i zlepšení výsledků. První 
testy N-gramů, při kterých nebyla použita žádná metoda jejich efektivní redukce, vedla k obrovskému 
nárůstů testovací  množiny a k výraznému znepřesnění  klasifikace.  Nejjednodušší metody redukce 
málo se vyskytujících N-gramů vedly naopak k výraznému snížení počtu rysů v testovací množině, 
což  se  projevilo  v  ještě  větším  snížením  úspěšnosti  klasifikace.  V  podstatě  tyto  experimenty 
prokázaly  důležitost  předzpracování  a  při  použití  první  promyšlenější  redukce  N-gramů,  která 
vylučovala pouze málo se vyskytující N-gramy vyšších řádů, došlo u některých klasifikačních metod 
k nárůstu přesnosti  klasifikace.  Úspěchem je rovněž fakt,  že po této redukci  se u žádné z metod 
neprojevily  N-gramy nijak  výrazně  negativně  a  přesnost  dosahovala  s  rozdílem několika  desetin 
procenta  podobných výsledků jako  při  použití  slov.  Lze  tedy  konstatovat,  že  N-gramy v  oblasti 
klasifikace mají své místo, ale další zkoumání by se mělo ubírat směrem k jejich efektivní redukci 
a výběru těch,  které jsou pro dokument skutečně relevantní.  Otázkou je,  jak by bylo možné lépe 
redukovat  unigramy (při  nešetrné  redukci  dochází  k  významné  ztrátě  informace  a  znepřesnění 
klasifikace) a jak nakládat s těmi unigramy, které jsou součástí nějakého N-gramu (sami o sobě totiž 
nemusí  mít  pro  dokument  smysl).  Redukci  N-gramů vyšších  řádů  je  možné  založit  na  omezení 
minimálního výskytu daného N-gramu v dokumentu. Tato metoda se zdá být poměrně efektivní.
Poslední experiment se zabýval zkoumání vlivu použitého modelu reprezentace na přesnost 
klasifikace. Překvapivě bylo dosaženo nejlepších výsledků s nejjednodušším binárním modelem. Ale 
zároveň experiment prokázal, že vliv použitého modelu reprezentace na úspěšnost klasifikace velmi 
závisí  na tom, kterou metodu použijeme ke klasifikaci.  Proto je třeba experimentem zjistit,  který 
model  dosahuje  lepších  výsledků  při  použití  určité  metody  a  pak  zvolit  model  reprezentace 
dokumentů podle těchto výsledků.
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7 Závěr
Diplomová  práce  se  zabývá  dolováním  textových  dat.  V  první  části  je  popsána  problematika 
zpracování přirozeného jazyka a složitost  jeho strojové interpretace. Další  část  popisuje možnosti 
reprezentace  textových  dokumentů  pro  zpracování  počítačem.  Tato  reprezentace  je  založena  na 
použití rysů a modelu. V práci jsou popsány různé typy používaných rysů. Jedna z kapitol se pak 
věnuje N-gramům, které jsou používány jako rysy reprezentace dokumentů. Součástí práce je také 
podrobný popis algoritmu Sufixového stromu, který se používá k extrakci N-gramů z textu. Několik 
kapitol je také věnováno popisu různých modelů reprezentace a v jedna z nich je věnována popisu 
vektorového modelu TF-IDF. Poslední kapitola teoretické části diplomové práce uvádí přehled metod 
používaných pro klasifikaci dokumentů.
V  rámci  praktické  části  diplomové  práce  byla  navržena  a  implementována  aplikace  pro 
předzpracování textu, která podporuje vybrané reprezentace dokumentů popsané v teoretické části 
práce. Při návrhu aplikace byl kladen důraz na obecnost a znovupoužitelnost jednotlivých tříd. Proto 
byla použita architektura Model – View – Controller a v několika případech byly využity návrhové 
vzory, které napomáhají obecnosti návrhu. Celá aplikace je implementována v programovacím jazyce 
Java a má vytvořené přehledné grafické prostředí pomocí knihoven Swing. Funkčnost aplikace byla 
ověřena  na  několika  modelových  příkladech  a  pak  při  samotném  experimentování  s  různými 
variantami reprezentací, které byly pomocí aplikace vygenerovány.
Dále byly provedeny různé experimenty, jejichž cílem byl zjistit  vliv reprezentace textu na 
úspěšnost  kategorizace.  Poslední  kapitola  práce  se  zabývá  popisem  experimentů  a  hodnocení 
dosažených  výsledků.  Experimenty  poukázaly  na  důležitost  předzpracování  textových  dat  a  na 
složitost  výběru  relevantních  rysů.  Všechny  experimenty  byly  testovány  několika  klasifikačními 
metodami, takže nabízí i srovnání úspěšností jednotlivých metod. Jako nejlepší se ukázala metoda 
Support Vector Machines (SMO), se kterou bylo dosaženo přesnosti klasifikace 89,12%.
Vypracování diplomové práce mi přineslo bližší seznámení se s dolováním z textu a umožnilo 
mi  proniknout  do  problematiky  strojového  zpracování  textových  dat.  Teoretická  část  práce  mi 
poskytla dostatečný základ pro implementaci aplikace pro předzpracování textu a experimentování 
s ní.  Za  důležitý  osobní  přínos  vnímám  zlepšení  svých  programátorských  schopností  a  hlubší 
proniknutí do programovacího jazyka Java.
Za možné  pokračování  tohoto projektu lze  považovat  především hledání  efektivní  redukce 
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Jedná  se  o  bash skript,  který  je  třeba  zkopírovat  do  souboru  a  pak  je  nutné  souboru  nastavit 
spustitelná práva (chmod -775 skript.sh). Při spuštění skript očekává dva parametry. Prvním je název 
CSV souboru s předzpracovanými reprezentacemi dokumentů a druhým je seznam kategorií, které se 
mají vymazat. Tento seznam odstraňovaných kategorií musí být napsán tak, že na každém řádku je 
název jedné kategorie (skript neodstraňuje bílí znaky, proto v souboru nesmí přebývat žádné mezery).
Po spuštění se skript zeptá, jaký má použít v CSV oddělovač, zda čárku či středník. Po zadání 
oddělovače  se  již  začnou mazat  kategorie.  Při  mazání  se  vždy vypíše  kolik  dokumentů do  dané 
kategorie patřilo a bylo odstraněno. Po doběhnutí skriptu se vypíše kolik bylo celkem odstraněno 
kategorií a kolik dokumentů.
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Příloha 2
Tabulka výskytů dokumentů v kategoriích
v testovacích datech
Tučně jsou uvedeny ty kategorie, jejichž výskyt je vyšší než 5. Ostatní kategorie snižují úspěšnost 
klasifikačních algoritmů a proto je dobré je z datové množiny vymazat.
Testovací  datová  množina  byla  vygenerována  z  prvních  třech  souborů  z  datové  množiny 
Reuters-21578. Obsahuje celkem 1585 dokumentů a 51 kategorií přičemž 23 jich obsahuje více než 
5 dokumentů. Po vymazání řídce naplněných kategorií zůstává 1517 dokumentů.
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Název kategorie Název kategorie
cocoa 1 oilseed 9
grain 94 gold 18
veg-oil 13 tin 4
earn 651 strategic-metal 3
acq 322 livestock 15
wheat 2 retail 3
copper 9 ipi 5
housing 3 iron-steel 4
money-supply 38 rubber 5
coffee 32 propane 1
sugar 24 heat 2
trade 46 jobs 8
reserves 14 lei 4
ship 26 bop 7
cotton 3 zinc 1
carcass 3 orange 4
crude 74 pet-chem 2
nat-gas 7 dlr 3
cpi 9 gas 3
money-fx 56 silver 1
interest 26 wpi 1
gnp 13 fishmeal 1
soybean 1 hog 1
meal-feed 4 lumber 1
alum 6 tapioca 1
tea 1
Počet 
dokumentů
Počet 
dokumentů
