Trends and Variability in Temperature Sensitivity of Lilac Flowering Phenology by Wang, Huanjiong et al.
Trends and Variability in Temperature Sensitivity
of Lilac Flowering Phenology
Huanjiong Wang1 , Junhu Dai1, This Rutishauser2 , Alemu Gonsamo3 , Chaoyang Wu1 ,
and Quansheng Ge1
1Key Laboratory of Land Surface Pattern and Simulation, Institute of Geographic Sciences and Natural Resources Research,
Chinese Academy of Sciences, Beijing, China, 2Oeschger Centre for Climate Change Research (OCCR) and Institute of
Geography, University of Bern, Bern, Switzerland, 3Department of Geography and Planning, University of Toronto, Toronto,
Ontario, Canada
Abstract The responses of plant phenology to temperature variability have many consequences for
ecological processes, agriculture, forestry, and human health. Temperature sensitivity (ST) of phenology
could measure how and to what degree plant could phenologically track climate change. The long-term
trends and spatial patterns in ST have been well studied for vegetative phenology such as leaf unfolding,
but trends to be expected for reproductive phenology in the future remain unknown. Here we investigate
trends and factors driving the temporal variation of ST of ﬁrst bloom date (FBD). Using the long-term FBD
records during 1963–2013 for common lilac (Syringa vulgaris) from 613 stations in Europe, we compared
changes in ST from the beginning to the end of the study period. The Spearman partial correlations were
used to assess the importance of four inﬂuencing factors. The results showed that the temporal changes in ST
of FBD varied considerably among time scales. Mean ST decreased signiﬁcantly by 0.92 days °C
1 from
1963–1972 to 2004–2013 (P < 0.01), but remained stable from 1963–1987 to 1989–2013. The strength of
FBD and temperature relationship, the spring temperature variance, and winter chill all impact ST in an
expected way at most stations. No consistent responses of ST on photoperiod were found. Our results imply
that the trends and variability in ST of ﬂowering phenology are driving by multiple factors and impacted by
time scales. Continued efforts are still needed to further examine the ﬂowering-temperature relationship
for other plant species in other climates and environments using similar methods to our study.
1. Introduction
Phenology is the study of the timing of recurrent biological events, the causes of their timing regarding
biotic and abiotic factors, and the interrelation among phases of the same or different species (Lieth,
1974). Phenological changes in response to climate change were widely reported. For example, most of
spring plant phenophases such as leaﬁng and ﬂowering time became earlier across the globe over the
past several decades (Chambers et al., 2013; Ge et al., 2015; Menzel, Sparks, Estrella, Koch, et al., 2006;
Parmesan & Yohe, 2003; Root et al., 2003; Schwartz, Ault, & Betancourt, 2013), although the change in
autumn phenophases was less apparent (Gill et al., 2015; Menzel, Sparks, Estrella, Koch, et al., 2006).
These studies demonstrated that the plant phenophase is an important biological indicator of climate
change impacts on terrestrial ecosystems (Rosenzweig et al., 2007). Interspeciﬁc differences lead to hetero-
geneous phenological responses and, for instance, to mismatch between plants and pollinators (Burkle
et al., 2013; Hegland et al., 2008; Memmott et al., 2007) or between plants and animals from different
trophic levels (Both et al., 2009; Edwards & Richardson, 2004; Thackeray et al., 2010) and further impact
ecosystem structure.
The direction of shifts in phenology in spring is dominated toward earlier appearances of plant pheno-
phase in recent decades. The magnitude varies across species and depends on the species-speciﬁc tem-
perature sensitivity (ST), which is deﬁned as the change in phenological timing (in days) per °C increase.
ST reﬂects how and to what degree species could phenologically track climate change. If species do not
respond to climate change, they may be at a disadvantage because their growth becomes limited by
missed interactions with mutualists or a shorter growing season relative to earlier active competitors
(Cleland et al., 2012). In addition, if species have suffered damage from late spring frost, individuals with
an earlier start of greening had a shorter period of recovery (Menzel, Helm, & Zang, 2015). Observed
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evidence showed that species that do not respond to temperature had decreased considerably in abun-
dance over the past 150 years (Willis et al., 2008). Invasive species exhibited strong temperature sensitivity
of ﬂowering time, which facilitated invasion at the community level (Willis et al., 2010). Cleland et al. (2012)
assembled data for 57 species across 24 studies and found that species that advanced their phenology
with warming increased their performance, including the production of biomass, fractional vegetation
cover, and the number of ﬂowers. All these pieces of evidence suggested that ST is related to species’ abil-
ity to cope with global warming. Therefore, both observation and experimental studies paid close attention
to the strength of ST, although a signiﬁcant difference between warming experiments and observational
data had been reported (Wolkovich et al., 2012).
ST is neither constant among species/phases nor ﬁxed across space. Earlier phenological events are more
variable than later events (Bolmgren et al., 2013; Menzel, Sparks, Estrella, & Roy, 2006) and exhibit the stron-
gest reactions to temperature (Rosenzweig et al., 2007). Regarding spatial patterns, ST of ﬂowering and leaf
unfolding phases for several woody plants was signiﬁcantly weaker at higher latitude or colder countries
(Dai et al., 2014; Menzel, Sparks, Estrella, Koch, et al., 2006; H. Wang, Ge, Dai, et al., 2015). Such pattern
was robust when using the satellite-derived start of vegetation growing season (Shen et al., 2014). The inter-
speciﬁc variations and spatial patterns in ST could be explained by the differences in the temperature at the
onset date of phenophases and the base temperature threshold (H. Wang, Ge, Rutishauser, et al., 2015).
Furthermore, several studies investigated the changes in ST of spring leaf unfolding date over time or among
different warming levels. The ST of leaf phenology of seven European species declined from a cold period
(1980–1994) to a warm period (1999–2013), partly due to the reduced chilling (Fu et al., 2015). However,
when comparing the difference in ST between 1951–1980 and 1984–2013 period, the ST of leaf phenology
remained stable (H. Wang, Rutishauser, et al., 2017). The warming experiment using saplings of three woody
plants showed that ST of leaf-out increased at low and moderate warming (Fu et al., 2013). Budburst phenol-
ogy of several species responded to temperature in sigmoidal patterns (Caffarra & Donnelly, 2011), suggest-
ing that continued warming did not result in the further advancement of leaf unfolding.
Overall, the interspeciﬁc variations, long-term trends, and spatial patterns in ST have been well studied for
vegetative phenology such as spring leaf unfolding, but trends to be expected for reproductive phenology
in the future remain unknown. As such, the objective of this study is to address how ST of ﬂowering phenol-
ogy changed over the last ﬁve decades. In addition, there are several hypotheses to account for the changes
in ST including the following: (1) Chilling requirement. Several studies demonstrated that the heat require-
ment of plants to initial leaf unfolding or ﬂowering is negatively correlated with chilling conditions during
dormancy period (Cannell & Smith, 1983; Murray et al., 1989; Myking & Heide, 1995). Warmer dormancy per-
iod would reduce the chill hours achieved, thus heat requirement would increase. As a result, the advance of
spring phenophases under warming scenarios would slow down, causing a weaker ST; (2) Photoperiod.
Several studies pointed out that some plants would not develop until a long day length to avoid the potential
risk of late frost (Körner & Basler, 2010; Way & Montgomery, 2015); (3) Spring temperature variance. Plants
might be less likely to track climatic warming (exhibited weaker ST) when spring temperature variance is high
because the frost risk could be greater in a larger spring temperature variance and plants adapt to avoid this
risk (Vitasse, Lenz, & Koerner, 2014); (4) Correlation between ﬁrst bloom date (FBD) and temperature. The cor-
relation between FBD and temperature is a major factor impacting the estimate of ST (H. Wang, Rutishauser,
et al., 2017). In an ecosystem limited by other factors (e.g., moisture), weak correlations between temperature
and phenology may lead to a lower ST. Considering the potential impacts of the above four factors, we also
identiﬁed which factors are causing the actual changes in ST.
Here using the long-term FBD records (1963–2013, time series ≥40 years) of one lilac species in Central
Europe, we calculated ST of FBD at 613 stations during different periods. Since the time scales may
impact the estimate of ST (H. Wang, Rutishauser, et al., 2017), we compared the changes in ST between
periods with different lengths (10 years and 25 years). Subsequently, we compared the mean and stan-
dard deviation (SD) of ST based on random sampling methods to describe how ST varied among different
time scales. Finally, partial correlation analysis was applied to assessing the relative importance of four
potential factors in the variation of ST among periods. Furthermore, the application of these methods
to other plant species in other climates could help to strengthen the understanding of the ﬂowering-
temperature relationship.
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2. Materials and Methods
2.1. Phenological and Meteorological Data
We selected common lilac (Syringa vulgaris) to study the temporal varia-
tions in phenological response to temperature. Common lilac is a peren-
nial, deciduous shrub belonging to genus Syringa. Because common
lilac is widespread in Europe, their phenological responses can be
evaluated over larger geographic areas than many other species. FBD,
deﬁned as the date of ﬁrst ﬂower opening (BBCH code: 60) following
the BBCH scheme (Meier, 2001), was chosen as a representative pheno-
phase of spring.
Phenological records were provided by the members of the PEP725 pro-
ject (PEP725, 2015). This database comprises observations of 121 plants
and 46 development phases from national phenological networks
across 26 European countries. We obtained the common lilac FBD data
from 1963 to 2013 observed at 19,191 stations in Europe. Since the
length of FBD time series should be sufﬁcient for studying long-term
changes in ST, not all these stations were involved in the analysis, The cri-
teria for selecting the phenological stations were as follows: (1) they had
to contain at least 40 years of FBD data (except missing years) to ensure
sufﬁcient samples over time; (2) for each phenological station, a corresponding meteorological station must
exist in the Global Historical Climatology Network (GHCN) data set. Meanwhile, distance and altitude differ-
ence between phenological and meteorological stations should be less than 40 km and 100 m, respectively;
(3) the correspondingmeteorological stations had at least 40 years data within the observation period of FBD.
As a result, our analyses consisted of 613 FBD time series in Central Europe (Figure 1).
The original phenological data were preprocessed by removing outliers since FBD in a few years surpassed its
natural variability due to the errors that occur when noting or transcribing data (Schaber & Badeck, 2002). For
each FBD time series, observations were removed if the estimated residuals of linear models between FBD
and years were larger than or equal to 30 days, as suggested by Schaber and Badeck (2002).
The daily maximum and minimum temperature data were obtained from the GHCN-Daily data set (Menne
et al., 2012). The daily mean temperature was calculated as the arithmetic mean value of the maximum
and minimum temperature. The GHCN-Daily data set integrates daily climate observations from approxi-
mately 30 different data sources and contains station-based measure-
ments from well over 90,000 land-based stations worldwide. Among
them, 87 climate stations corresponding to the phenological stations
were selected according to the criteria mentioned above. Several phe-
nological stations may share same meteorological data from an indivi-
dual climate station.
2.2. Methods
2.2.1. Estimating Temperature Sensitivity
The ST of FBD was usually measured as the slope of linear regression
between FBD and preseason temperature based on ordinary least
squares estimation (Bock et al., 2014; Bolmgren et al., 2013; Dai
et al., 2014; Fitter & Fitter, 2002; Sparks et al., 2000). However, the
ordinary linear regression is sensitive to outliers in the phenological
data (Figure 2). Therefore, a robust method needs to be applied to
plant phenological data (e.g., (Templ et al., 2017)). Nonparametric
Theil-Sen estimator is a method for ﬁtting a line to a set of points that
chooses the median of the slopes of all lines through pairs of two-
dimensional sample points. Compared to the ordinary least squares
estimation, no parametric Theil-Sen estimator has the advantages
of simplicity in computation, analytical estimates of conﬁdence
Figure 1. Locations of phenological observation stations for ﬁrst bloom date
time series (≥40 years) of common lilac (Syringa vulgaris).
Figure 2. The Theil-Sen estimator of a set of observed ﬁrst bloom dates and
temperature with outliers compared to the nonrobust ordinary least
squares line for the same set.
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intervals, robustness to outliers, testable assumptions regarding residuals, and requires limited a priori
information regarding measurement errors (Fernandes & Leblanc, 2005). Figure 2 shows an example of
FBD-temperature relationship, and we can see that the Theil-Sen estimator is insensitive to outliers.
Therefore, this study estimated ST as the Theil-Sen’s slope of FBD against preseason temperature. The pre-
season at each station was deﬁned as the period (with 5 day steps) before the mean FBD for which the
Spearman’s rank correlation coefﬁcient between FBD and mean temperature was highest during 1963–
2013 (H. Wang, Zhong, et al., 2017).
2.2.2. Analyzing Temporal Changes in Temperature Sensitivity
To study the temporal changes of ST, we calculate the ST for the beginning and the end of the study period.
The frequency distributions of ST across all species and stations for two 10 year periods (1963–1972 and
2004–2013) and 25 year periods (1963–1987 and 1989–2013) were determined. The differences in mean ST
between two periods with the same length were tested using pair sample t tests. For each station and period,
at least half of FBD records need to be effective, and the stations with insufﬁcient records will be excluded
from the analyses.
To study the impacts of time scales on the estimate of ST at each station, we randomly resampled 10 and
25 years from the time series of FBD for 1,000 times and deleted repeated samples. Subsequently, we
deﬁned the preseason according to the methods mentioned above and calculated the ST using Theil-
Sen estimator for each 10 year and 25 year sample at each station. The mean and SD of ST of all random
samples were compared.
2.2.3. Exploring Relative Importance of Potential Inﬂuencing Factors
Subsequently, we performed partial correlation analysis between ST and the following four factors for 1,000
random samples. Spearman partial correlation coefﬁcients between ST and each variable controlling for the
remaining variables were calculated. The four variables mentioned in section 1 include the following:
1. Mean winter temperature. There are many methods to quantify the chilling conditions of plants, such as
chilling hours model (Weinberger, 1950), Utah Model (Richardson et al., 1974), and so on. Usually, chilling
accumulation is greater during a colder winter, regardless of which method is used. Therefore, we used
the multiyear averaged winter (preceding December to February) temperature as the indicator of chilling
conditions at each station.
2. Mean FBD. Due to the limitation of day length, FBD would not advance or slow down the advance when
FBD became earlier enough. Thus, we listed mean FBD as a potential impacting factor.
3. Temperature SD. We used the multiyear averaged SD of daily temperature during the preseason to mea-
sure the spring temperature variance. The preseason here was consistent with that used for estimating
temperature sensitivity.
4. Correlation between FBD and temperature. We use Pearson’s coefﬁcient between FBD and preseason
temperature as a potential inﬂuencing factor.
The sign of partial correlation coefﬁcient could reﬂect how each factor impacts ST. According to the hypoth-
eses mentioned in section 1, the partial correlation coefﬁcients of winter temperature (Rwinter_tem), tempera-
ture SD (Rtem_SD), and the correlation between temperature and FBD (Rcorr) were expected to be positive,
while the partial correlation coefﬁcient of mean FBD (Rmean_FBD) was expected to be negative. The frequency
distribution of the sign and P value of partial correlation coefﬁcients across all stations was calculated to verify
whether the response of ST was in accord with expectation.
3. Results
3.1. Temporal Changes in Temperature Sensitivity
The temporal changes in ST of FBD at all stations are summarized in Figure 3. On average, ST decreased sig-
niﬁcantly by 16.3% from5.66 days °C1 during 1963–1972 (Figure 3a) to4.74 days °C1 during 2004–2013
(Paired sample t test, P < 0.01, Figure 3c). The proportion of decreasing ST (64.1%) was larger than that of
increasing ST (35.9%, Figure 3e). However, when comparing the ST between 1963–1987 and 1989–2013,
the proportion of decreasing ST (44.0%) was smaller than that of increasing ST (56.0%, Figure 3f). The mean
ST between these two periods was very close and not signiﬁcantly different from zero (4.55 versus
4.51 days °C1, Paired sample t test, P > 0.05).
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3.2. Impact of Time Scale on Temperature Sensitivity Estimate
For the 10 year random sampling method, mean ST of FBD ranged from 10.06 to 0.16 days °C1 across
stations and the overall mean ST was5.38 days °C1 (Figure 4a). For the 25 year random sampling method,
the distribution of mean ST was similar with that of the 10 year random sampling method, and there was no
signiﬁcant difference between them (5.38 versus 5.41 days °C1). For the 10 year random sampling method,
SD of ST ranged from 0.74 to 4.35 days °C
1 across stations with a mean of 1.74 days °C1 (Figure 4b). For the
25 year random sampling method, the mean SD of ST (0.66 days °C
1) was signiﬁcantly smaller than that of
the 10 year random sampling method (P < 0.01, t test).
3.3. Inﬂuencing Factors of Temperature Sensitivity
The Spearman partial correlation coefﬁcients between winter temperature and ST (Rwinter_tem) were expected
to be positive. The 63.3% (41.3% signiﬁcantly) and 60.5% (39.7% signiﬁcantly) of Rwinter_tem values were in
accord with expectation for the 10 year and 25 year random sampling methods, respectively (Figures 5a
and 5e). The mean value of Rwinter_tem (0.037 and 0.038) was signiﬁcantly greater than zero for both time
scales (one sample t test, P < 0.01).
Figure 3. Changes in temperature sensitivity (ST) of lilac ﬁrst bloom date over different time scales. Frequency distribution
of ST across all sites during 1963–1972 (a), 2004–2013 (c), and the difference between these two 10 year periods
(e). Frequency distribution of ST across all sites during 1963–1987 (b), 1989–2013 (d), and the difference between these two
25 year periods (f) **: P < 0.01.
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Regarding the mean FBD, the partial correlation coefﬁcients (Rmean_FBD) were expected to be negative. Our
result showed that only 36.7% (27.9% signiﬁcantly) and 38.5% (30.6% signiﬁcantly) of Rmean_FBD values were
as expected for the 10 year and 25 year random sampling methods, respectively (Figures 5b and 5f). The
mean values of Rmean_FBD were not signiﬁcantly less than zero for both methods (one sample t test).
Concerning the SD of preseason temperature, 77.1% and 76.6% of the partial correlation coefﬁcients
(Rtem_SD) were in an expected sign (positive) for the 10 year and 25 year random sampling methods, respec-
tively (Figures 5c and 5g). In addition, more than 63% of Rtem_SD values were signiﬁcant at P< 0.05. Themean
Figure 4. Mean (a) and standard deviation (b) of ST among different 10 year and 25 year random samples at each station.
Bottoms and tops of boxes = 25th and 75th percentiles; bands within boxes = medians; whiskers = minimum and
maximum; circles = mean value over all stations.
Figure 5. Spearman partial correlation coefﬁcients between temperature sensitivity of lilac ﬁrst bloom date (FBD) and four
potential factors. The ﬁrst and second rows represent the results from 10 year and 25 year random sampling method,
respectively. Four columns showed the number of negative (Neg) and positive (Pos) partial correlation coefﬁcients of
winter temperature (Rwinter_tem), mean FBD (Rmean_FBD), the standard deviation of preseason temperature (Rtem_SD), and
Pearson’s R between FBD and temperature (Rcorr), respectively. Black color represented signiﬁcant correlation coefﬁcients
(P < 0.05). The character (E) above the bars indicated that the sign was in accordance with expectation.
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value of Rtem_SD (0.11 and 0.12) averaged from all stations were signiﬁcantly greater than zero for both
methods (one sample t test, P < 0.01).
With regard to the Pearson’s R between FBD and preseason temperature, the sign of the partial correlation
coefﬁcients (Rcorr) showed a clear pattern (Figures 5d and 5h). Of the Rcorr values, 100% and 99.5% were
signiﬁcant and in an expected sign (positive) for the 10 year and 25 year random sampling methods, respec-
tively. Furthermore, the mean values of Rcorr (0.49 and 0.51) averaged from all stations were signiﬁcantly
greater than zero for both methods (one sample t test, P < 0.01).
Overall, except mean FBD, other three factors showed relatively consistent impacts on ST of lilac FBD. The
most important one is Pearson’s R between phenophase and temperature, followed by the spring tempera-
ture variance and winter chill. A stronger relationship between spring phenology and preseason temperature
and lower spring temperature variance tend to cause stronger ST, while less winter chill tends to lead to
weaker ST.
3.4. Temporal Changes in Primary Factors
In order to identify which factors are causing the actual changes in ST, we compared the changes in three
primary factors between periods (Figure 6). The result showed that the decreased ST from 1963–1972 to
2004–2013 could be attributed to reduced winter chill (warmer winter temperature) during the latter period,
although the lower temperature variances and the increased strength of temperature-FBD relationship exert
an increased effect on ST. When comparing the ST between 1963–1987 and 1989–2013, the effect of reduced
winter chill and stronger temperature variance was offset by the effect of stronger temperature-FBD relation-
ship. These results suggested that the actual effect of the strength of temperature-FBD relationship on ST var-
ied among time scales. On longer time scale (25 years), the effect of the strength of temperature-FBD
relationship became stronger and then caused a stable ST.
4. Discussion
ST of lilac FBD varied signiﬁcantly between 1963–1972 and 2004–2013 period (Figure 3). This result was con-
sistent with previous ﬁndings. For example, in Beijing, China, the responsiveness of FBD of 48 woody plants to
temperature change during the period 1990–2007 was signiﬁcantly stronger than the preceding period
Figure 6. Changes in three primary factors impacting temperature sensitivity of lilac ﬁrst bloom date. Different factors are
shown in each column. Arrows (downward: decrease; upward: increase) indicate the signiﬁcant difference between
periods (Pair-sample t test, P < 0.01). The arrows in bracket indicate that the change in this factor will lead to increased
(downward) or decreased (upward) temperature sensitivity. Bottoms and tops of boxes = 25th and 75th percentiles; bands
within boxes = medians; whiskers = 10th and 90th percentiles; circles = mean value.
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1963–1989 (Bai et al., 2011). ST of spring plant phenology was also
unstable in the United Kingdom (15 to 2 days °C1) and
Switzerland (5 to 2.5 days °C1) from 1973 to 1958 among different
30 year periods (Rutishauser et al., 2009). However, for three plant spe-
cies (including common lilac) observed at eight stations in Germany,
the response rates of ﬂowering onset to variations in temperature did
not differ signiﬁcantly between the ﬁrst and the second half of the twen-
tieth century (Menzel, Estrella, & Testka, 2005). This result was consistent
with our ﬁnding that there was no signiﬁcant difference in the ST of lilac
FBD between 1963–1987 and 1989–2013. Therefore, the changes in ST
depend on time scales adopted.
Furthermore, the temporal changes in the ST of lilac FBD varied greatly
among stations. There are considerable proportions of increasing and
decreasing changes in ST from the beginning to the end of the study
period (Figures 3e and 3f). Although the changes in ST correlated nega-
tively with latitude, latitude could only explain a small percentage (1.3%
or 7.1%) of variance (Figure 7). Thus, the changes in ST exhibited strong
spatial heterogeneity.
Theoretically, the magnitude of phenological variability relative to tem-
perature variability determines the ST of phenophases. However, this is
established on the correlation between phenophase and temperature.
If Pearson’s R between phenophase and temperature became weaker,
the estimate of ST tends to be zero. Our result demonstrated that
Pearson’s R impacted ST in an expected direction at more than 99% of
the stations. This result suggested that Pearson’s R is themost important
factor impacting the estimate of ST. The Pearson’s R between phenology
and temperature was more unstable among the 10 year samples
compared to the 25 year samples (results not shown). The possible rea-
son was that the estimate of ST based on short records with narrow time
window might be impacted by systematic or random errors from the
replacement of observers or observation criteria in the accumulative
process of phenological data (H. Wang, Rutishauser, et al., 2017).
Most of the stations (more than 76%) showed that the ST of lilac FBD tended to decline during the period
with more ﬂuctuating preseason temperature. This suggested that the magnitude of the variability of tem-
perature during the preseason was an essential factor affecting the ST of spring phenology. A possible
mechanism was that plants weaken their phenological response to avoid frost risk in the climate with a
higher variance of spring temperature. Our results were also consistent with the impact of temperature
SD on ST across space. In Europe, declining ST of spring phases was associated with larger local spring tem-
perature SD for 25 species (T. Wang et al., 2014). Similarly, plants at sites with higher temperature variability
exhibited lower ST in China (Zhang et al., 2015). However, Fu et al. (2015) reported that altered temperature
variance was not an apparent cause of the changes in ST. This is because they just selected two distinct per-
iods to compare the difference in ST and spring temperature SD. When examining the relation between ST
and spring temperature SD among 1,000 random samples, the effect of temperature variance on ST would
be apparent.
As mentioned above, the increased winter temperature may make plants need more forcing temperatures
to ﬂower in spring, thus weaken the ST. This hypothesis is true at about 60% of the stations. Therefore,
winter chilling is a considerable control mechanism for changes in ST. However, there are about 40% of
the stations that showed opposite results. The possible reason was that lilac species require only a minor
chilling for ﬂowering (Schwartz & Hanes, 2010) and their chilling requirement is easy to be satisﬁed, espe-
cially in cold regions. For other species requiring more chilling hours, winter temperature may signiﬁcantly
affect spring phenology. The role of winter chilling in spring phenology is still under debate (Chuine
et al., 2010).
Figure 7. Changes in temperature sensitivity of lilac ﬁrst bloom date (ST) at
all stations plotted according to latitude. (a) The difference in ST between
1963–1972 and 2004–2013; (b) the difference in ST between 1963–1987 and
1989–2013.
Journal of Geophysical Research: Biogeosciences 10.1002/2017JG004181
WANG ET AL. 814
For plant species sensitive to photoperiod, photoperiodmight prohibit a too early start of the growing season
in an extremely warm year. Therefore, if FBD became earlier, ST was expected to be weaker. However, only at
about 30% of the stations, the ST responded to mean FBD in an expected direction. At other stations, ST even
became stronger when FBD became earlier. Therefore, there were no consistent signals of photoperiod lim-
itation on FBD. The possible reason was that lilac species are photoperiod-insensitive (Körner & Basler, 2010).
Therefore, we could not exclude photoperiod as an inﬂuencing factor of ST for other plant species.
In this study, we only analyzed four potential factors impacting the estimate of ST. However, other inﬂuencing
factors of ST also existed, including changes in tree age, nonlinear responses of plant development to tem-
perature, andmicroclimate (Menzel et al., 2005; Vitasse, 2013; H. Wang, Rutishauser, et al., 2017). In the future,
if we could manipulate environmental factors separately through experiments, the relative importance of
individual factor or the interaction effect of several factors on the ST of plant phenology could be determined.
In addition, we only tested one lilac species in this study. For other species, the roles of all potential factors in
affecting spring phenology remain unclear. We suggest that continued efforts that are directed toward inves-
tigating temporal changes in ST use methods similar to our study for additional species of interest.
In summary, using lilac ﬂowering data (1963–2013) at 613 stations in Europe, this study demonstrated that
trends and variability in the ST of ﬂowering phenology depend on time scales. Mean ST decreased signiﬁ-
cantly by 0.92 days °C1 from 1963–1972 to 2004–2013 (P < 0.01), but remained stable from 1963–1987 to
1989–2013. From the beginning to the end of the study period, a stronger temperature-FBD relationship
tends to cause stronger ST, while less winter chill tends to lead to weaker ST. The effect of the strength of
temperature-FBD relationship on ST became stronger on longer time scales and caused stable ST between
two 25 year periods (1963–1987 and 1989–2013). Since species with weaker phenological sensitivity to tem-
perature may be at a disadvantage if their growth becomes limited by missed interactions with mutualists, or
a shorter growing season relative to earlier-active competitors (Cleland et al., 2012), continuous and long-
term phenological monitoring is still needed to improve sensitivity estimate on different time scales.
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