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Abstract
An optimal experimental set-up maximizes the value of data for statistical inferences and pre-
dictions. An optimal set-up is particularly important for experiments that are time consuming or
expensive to perform. In the context of partial differential equations (PDEs), multilevel methods
have been proven to dramatically reduce the computational complexity of their single-level coun-
terparts. Here, two multilevel methods, which efficiently compute the expected information gain
using a Kullback-Leibler divergence measure in simulation-based Bayesian optimal experimental
design, are proposed. The first method is a multilevel double loop Monte Carlo (MLDLMC) with
importance sampling that greatly reduces the computational work of the inner loop. The second
proposed method is a multilevel double loop stochastic collocation (MLDLSC) with importance
sampling, which performs a high-dimensional integration by deterministic quadrature on sparse
grids. In both methods, the Laplace approximation is used as an effective means of importance
sampling, and the optimal values of the method parameters are determined by minimizing the
average computational work, subject to a desired error tolerance. The computational efficiencies
of the methods are demonstrated by computing the expected information gain from an electrical
impedance tomography experiment where the fiber orientation in composite laminate materials are
inferred through Bayesian inversion. MLDLSC performs better than MLDLMC when the regular-
ity of the underlying computational model, with respect to the additive noise and the unknown
parameters, can be exploited.
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1 Introduction
Experiments are meant to provide meaningful information about selected quantities of interest. An
experiment may assume different set-ups in a broad sense, and can be time consuming or expensive to
perform. Therefore, the design of experiments plays an important role in improving the information
gain of the experiment; a comprehensive review of utility functions and their computational algorithms
for Bayesian optimal experimental design is available in [34]. Bayesian optimal experimental design
involves the task of optimally determining the value of data when solving inverse problems. Recent
work on Bayesian alphabetical optimal experimental design includes [2, 1, 3, 14, 40, 42]. Efficient
optimization strategies on continuous design spaces include stochastic gradient methods (e.g., [11, 23,
22]) and the approximate coordinate exchange algorithm (e.g., [30, 33]).
In this work, we aim to approximate the expected information gain. The subsequent, albeit im-
portant, optimization problem of finding the experiment that provides most information is beyond the
scope of our study. A popular information-based utility function is the Kullback-Liebler divergence
[24, 25], which measures the information gain between prior and posterior knowledge in terms of ex-
perimental data from Bayesian linear and non-linear inverse problems. The expected information gain
adopted in this work is based on the Kullback-Liebler divergence and is computationally challenging
to approximate since it is a nested expectation of the form E[f1(X1,X2)/E[f2(X1,X2,X3)|X1,X2]],
where fi are real-valued functions, and Xi are random variables.
The computational work that arises from approximating the inner expectation of the expected
information gain can be substantially reduced by using Laplace approximations [26, 29, 28, 32], at the
price of additional bias. However, the additional bias can be avoided by instead using the Laplace-
based importance sampling approach proposed in [35]. Recently, Laplace-based importance sampling
was used within an optimized double loop Monte Carlo importance sampling (DLMCIS) method [6],
dramatically reducing the number of samples in the inner loop and mitigating the risk of numerical
underflow, which typically occurs when implemeting the standard double loop Monte Carlo (DLMC).
To improve upon the optimized DLMCIS method [6], we propose two new methods: multilevel
double loop Monte Carlo (MLDLMC) (based on [16]) and multilevel double loop stochastic collocation
(MLDLSC) (based on [18]). Multilevel methods, e.g., [12, 17, 19], have been widely used in the context
of partial differential equations (PDEs) to accelerate the computations of expectations by using control
variates, which are based on successive differences of a sequence of increasing mesh resolutions, to
reduce the variance of estimators. MLDLSC is based on stochastic collocation [4, 5], with polynomial
chaos approximations performed on sparse grids for high-dimensional integration [10, 38] over the
probability space. In both MLDLSC and MLDLMC, the importance sampling is based on the Laplace
approximation, as in [6, 35].
A surrogate model approach in conjunction with DLMC was proposed in [23] where the underlying
forward model is fully replaced by an inexpensive polynomial chaos (PC) approximation of the model
outputs based on pseudo-spectral projection over both the probability space and the space of design
configurations, wherein the PC coefficients were computed using a dimension-adaptive sparse-grid
quadrature algorithm [15]. Typically, PC approximations require a large number of model evaluations
to achieve a high accuracy because they target a fine accuracy over the entire probability space.
MLDLSC improves upon this approach by relying on an error control of the quantity of interest,
namely the expected information gain, rather than the error of the forward model on which it depends.
Furthermore, MLDLSC combines the solutions of different mesh resolutions, where only a relatively
small number of those solutions are on fine meshes. In contrast, the approach of [23] trains the PC
approximation using only solutions on a fixed, fine mesh.
To assess the computational efficiency of our proposed methods, we consider an electrical impedance
tomography (EIT) problem in which we infer the angle of fibers in a composite laminate material.
The composite laminate has four plies, and five electrodes are deployed on each side of the plate. Each
ply of the composite laminate is an orthotopic layer with its fibers uniformly distributed along one
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predetermined direction. The electrodes inject electrical current and measure the electrical potential,
which in turn is used to infer the material properties. We adopt the complete electrode model (CEM)
[39] to simulate EIT experiments for composite laminate materials. The experiment for numerical
demonstration consists of a composite laminate with four plies, where five electrodes are deployed on
each side of the plate to inject current and measure the potential. The goal of the experiment is to
gain information about the fiber orientations in the composite laminate material from the measured
potential. MLDLMC and MLDLSC are applied to efficiently compute the expected information gain
for a given experiment set-up.
The outline of the paper is as follows. In Section 2.1, we present the expected information gain and
the underlying data model, which relates the data to a deterministic computer model and an additive
observational noise term. In Section 2.2, we detail the numerical discretization approximation of the
expected information gain. We present the Laplace-based importance sampling in Section 2.3. Then,
in Section 3.1, we present the MLDLMC estimator, which exploits a hierarchy of meshes of decreasing
element size, and a change of measure for the inner-loop sample averaging, which employs the Laplace
approximation as an effective means of importance sampling. Under certain model assumptions, we
determine the “best” values for the method parameters by minimizing the computational work of
MLDLMC under an assumed work model, and we show the corresponding asymptotic average work.
In Section 4.1, we present an alternative to the Monte Carlo-based methods, a multilevel stochastic
collocation (MLSC) method that exploits the regularity of the quantity of interest to accelerate the
computations. This is followed by the introduction of our proposed MLDLSC estimator in Section
4.2. Finally, in Section 5, we provide a numerical comparison of the computational performances of
the two methods, MLDLMC and MLDLSC, for the EIT experiment.
2 Problem setting
2.1 Bayesian optimal experimental design
In this work, we consider the data model
Y (ξ) = G(θt, ξ) + , (1)
where Y
def
= (y1, . . . ,yi, . . . ,yNe), yi ∈ Rq are the observed experiment responses, Ne is the number
of repeated experiments, G(θt, ξ)
def
= g(θt, ξ)1 with 1
def
= (1, . . . , 1), g(θt, ξ) ∈ Rq is the column vector
of forward model outputs, θt ∈ Rd is the true parameter, ξ ∈ Ξ is the design parameter, Ξ is the
experimental design space, and 
def
= (1, . . . , i, . . . , Ne), where i ∈ Rq are independent and identically
distributed (i.i.d.) zero-mean Gaussian errors with the covariance matrix Σ and the prior distribution
ρ(i).
We consider the case when the parameter θt is unknown. To this end, we treat θt as a random
parameter, θ ∈ Θ, with the prior distribution pi(θ), defined on the space Θ ⊆ Rd.
The goal of Bayesian optimal experimental design is to determine the optimal set-up of an exper-
iment as defined by the design parameter ξ for Bayesian inference of θt. The information gain for
a given experimental design, ξ, is measured by the Kullback-Leibler divergence [24], which is based
on the Shannon entropy [37]. The Kullback-Leibler divergence, denoted by DKL(pi(θ|Y , ξ) ‖ pi(θ)),
is a distance measure between the prior pi(θ) and posterior pi(θ|Y , ξ) probability density functions
(PDFs), i.e.,
DKL(pi(θ|Y , ξ) ‖ pi(θ)) def=
∫
Θ
pi(θ|Y , ξ) log
(
pi(θ|Y , ξ)
pi(θ)
)
dθ. (2)
The larger the value of DKL, the more informative the given experiment is about the unknown pa-
rameter θt. The computations are performed independently for different designs, ξ. Henceforth, we
omit dependences on ξ for the sake of conciseness. Since Y is not available to us during the design
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selection, we work with the expected value of DKL,
I
def
=
∫
Y
DKL(pi(θ|Y ) ‖ pi(θ))p(Y ) dY =
∫
Y
∫
Θ
log
(
pi(θ|Y )
pi(θ)
)
pi(θ|Y ) dθp(Y ) dY
=
∫
Θ
∫
Y
log
(
p(Y |θ)
p(Y )
)
p(Y |θ) dY pi(θ) dθ, (3)
which is also known as the expected information gain [27]. The latter equality follows from Bayes’
rule, and p(Y ) denotes the PDF of Y over the support Y def= Rq×Ne . In accordance with the data
model (1), the likelihood, denoted by p(Y |θ), is
p(Y |θ) def= det (2piΣ)−
Ne
2 exp
(
−1
2
Ne∑
i=1
‖yi − g(θ)‖2Σ−1
)
,
where the matrix norm is ‖x‖2
Σ−1
= xTΣ−1x for a vector x and covariance matrix Σ.
For notational convenience, we introduce
Z(θ) def= E [f(Y ,θ)|θ] , (4)
where
f(Y ,θ)
def
= log
(
p(Y |θ)
p(Y )
)
. (5)
Then, we formulate the expected information gain (3) as
I = E [Z(θ)] . (6)
2.2 Numerical approximation of expected information gain
We let g` be a numerical approximation of g with a mesh discretization characterized by the mesh-
element size, h` > 0. We consider a sequence of such discretization-based approximations, {g`}∞`=0,
with decreasing mesh-element size, i.e., h` < h`−1; the index ` is referred to as the “level.” By replacing
G(θ) by G`(θ)
def
= g`(θ)1, the expected information gain (6) can be approximated by
I`
def
=
∫
Θ
Z`(θ)pi(θ) dθ, (7)
where
Z`(θ) def=
∫
Y
f`(Y ,θ)p`(Y |θ) dY , (8)
with
f`(Y ,θ)
def
= log
(
p`(Y |θ)
p`(Y )
)
. (9)
Here, we use an approximate likelihood defined as
p`(Y |θ) def= det (2piΣ)−
Ne
2 exp
(
−1
2
Ne∑
i=1
‖yi − g`(θ)‖2Σ−1
)
, (10)
and we approximate the evidence as the marginal likelihood at level `, i.e.,
p`(Y )
def
=
∫
Θ
p`(Y |θ)pi(θ)dθ.
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We let W (·) denote the computational work, and assume that the average computational work of
g` follows
W (g`) ∝ h−γ` , (11)
for some γ > 0. We also assume that g` is twice differentiable with respect to θ and uniformly bounded
by some constant independent of `. The weak-order error for I` is assumed to follow
|I` − I`−1| = |E [Z`(θ)−Z`−1(θ)]| ≈ Cwhηw` , (12)
for some Cw, ηw > 0. The rate ηw is a parameter of the proposed methods of this work, which can be
computationally expensive to compute.
Remark 1 (Estimating ηw). To estimate the rate ηw in (12) for the weak convergence of I`, which is
defined in (7), we use the result from Appendix A which states that, as `→∞,
|E [Z`(θ)− Z`−1(θ)]| ≤ Cf
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) (13)
holds asymptotically, where Cf = 2NeE
[
‖i‖Σ−1
]
, and the L∞-norm is defined for some function
u : X → R as
‖u‖L∞(X ) = sup {|u(x)| : x ∈ X} . (14)
We assume that we can model the L∞-error convergence for g` as∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) ≈ Cghηg` , (15)
for some Cg, ηg > 0. This shows that the error convergence rate of g`, namely ηg in (15), which is
known or computationally cheaper to obtain than ηw, can be used as an estimate of the weak rate
ηw > 0 for I`, i.e., ηw ≈ ηg.
2.3 Laplace-based importance sampling in the expected information gain
Whenever the posterior distribution, pi`(θ|Y ) = p`(Y |θ)pi(θ)/p`(Y ), can be well approximated by a
multivariate normal distribution, we advocate using the Laplace-based importance sampling [6, 35].
More specifically, we introduce an importance sampling distribution, denoted by p˜i`(θ|Y ), to sample
the approximate evidence p`(Y ) as follows:
p`(Y ) =
∫
Θ
p`(Y |θ)R`(θ;Y )p˜i`(θ|Y )dθ, (16)
where the likelihood ratio, R`, is
R`(θ;Y )
def
= pi(θ)/p˜i`(θ|Y ). (17)
The Laplace-based importance sampling measure, p˜i`, is a multivariate normal PDF, denoted by
N (θˆ`,Σ`(θˆ`)), i.e.,
p˜i`(θ|Y ) def= det
(
2piΣ`(θˆ`(Y ))
)− 1
2
exp
(
−1
2
∥∥∥θ − θˆ`(Y )∥∥∥2
Σ−1` (θˆ`(Y ))
)
, (18)
where θˆ` is the maximum a posteriori (MAP) estimate,
θˆ`(Y )
def
= arg min
θ∈Θ
[
1
2
Ne∑
i=1
‖yi − g`(θ)‖2Σ−1 − log(pi(θ))
]
, (19)
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and the covariance is the inverse Hessian matrix of the negative logarithm of the posterior PDF as
shown in [28]:
Σ`(θ)
def
=
(
NeJ`(θ)
TΣ−1 J`(θ)−∇θ∇θ log(pi(θ))
)−1
+OP
(
1√
Ne
)
, (20)
where J`(θ)
def
= −∇θg`(θ). Note that θˆ` depends on the data Y . Moreover, as observed in (20),
the larger the number of repetitive experiments Ne, the more accurately we can approximate the
covariance Σ`(θˆ`) of the importance-sampling PDF, p˜i`.
3 Multilevel double loop Monte Carlo
The standard MLMC [16, 20] has been widely applied and extended to various problems [17]. The
idea behind multilevel methods is to not only compute the expectation of the quantity of interest using
g` on a fine mesh-element size h`, but also to distribute the computations over a sequence of L + 1
mesh-element sizes, {h`}L`=0, from coarse to fine meshes, and then combine the results. Multilevel
methods distribute the computational workload such that the majority of the model evaluations are
on the coarsest meshes. The standard choice of decreasing sequence is
h`
def
= β−`h0, for some β ∈ N+, (21)
where β = 2, i.e., to progressively halve the size with increasing levels, and h0 is the coarsest mesh-
element size considered.
3.1 Multilevel double loop Monte Carlo (MLDLMC) estimator
The approximate expected information gain (7) at a level L can be written as a telescopic sum with
respect to the level `, i.e.,
IL =
L∑
`=0
E [∆Z`(θ)], (22)
where
∆[Z`(θ)] def=
{
Z`(θ)−Z`−1(θ) if ` > 0,
Z`(θ) if ` = 0.
(23)
The function Z` depends on f`, (8), and, in turn, f` depends on the approximate evidence p` (16).
Therefore, to evaluate the approximate evidence, we resort to another approximation by combining
Monte Carlo (MC) sampling with the Laplace-based importance sampling described in Section 2.3, to
obtain a sample average approximate evidence,
pˆ`(Y ; {θm}) def= 1
M`
M∑`
m=1
p`(Y |θm)R`(θ;Y ) ≈ p`(Y ), (24)
with the hierarchy for the number of inner samples M`, with respect to the level `, following
M` = dν`M0e, ` > 0, (25)
for some chosen ν > 1. We replace Z` in the multilevel construction (22) with an approximation,
denoted by Zˆ`, which leads to
IˆL
def
=
L∑
`=0
E
[
∆Zˆ`(θ; {θm})
]
≈ IL, (26)
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which preserves the telescopic property of the mean, and where
Zˆ`(θ; {θm}) def= E`
[
fˆ`(Y ,θ; {θm})|θ
]
, (27)
and
fˆ`(Y ,θ; {θm}) def= log
(
p`(Y |θ)
pˆ`(Y ; {θm})
)
; (28)
p`, pˆ` are defined in (10),(24), respectively. Here, E`[·] denotes the expectation operator under the
probability measure p`(Y |θ) as defined in (8). The approximate expected information gain at level `
when using the sample average approximate evidence, pˆ`, (24), is
Iˆ`
def
= E
[
Zˆ`(θ; {θm})
]
. (29)
The approximations Zˆ` and Zˆ`−1 are strongly correlated for each sample, which is the key ingredient
used by the MLMC to improve upon the standard MC.
As in a standard MLMC [16, 17], we apply sample averaging to the L + 1 telescopic, conditional
expectation, differences, to obtain a MLDLMC estimator for the expected information gain (3) as
IMLDLMC def= 1
N0
N0∑
n=1
fˆ0(Y
(0)
0,n ,θ0,n; {θ0,n,m}M0m=1)
+
L∑
`=1
1
N`
N∑`
n=1
[
fˆ`(Y
(`)
`,n ,θ`,n; {θ`,n,m}M`m=1)− fˆ`−1(Y (`−1)`,n ,θ`,n; {θ`,n,m}
M`−1
m=1 )
]
, (30)
where Y
(k)
`,n
i.i.d.∼ pk(Y |θ`,n), θ`,ni.i.d.∼ pi(θ), θ(k)m i.i.d.∼ N (θˆ(Y (k)`,n ),Σ(θˆ(Y (k)`,n ))), and {θ`,n,m}
M`−1
m=1 ⊆ {θ`,n,m}M`m=1.
Here the superscript of Y (k) implies that the data Y depends on pk, as defined in (10).
Remark 2 (Choice of θˆn). As shown in [6, 35], a Laplace-based importance sampling centered on
the MAP estimate θˆn
def
= θˆ(Yn) can drastically reduce the number of inner samples. In fact, it was
demonstrated in [6] that even a single sample can be sufficient, which is equivalent to using the Laplace
method as in [28] but centered on θˆn instead of θn, where θn is the parameter that is used to generate
the data Yn. To estimate θˆn, we require additional evaluations of the forward model for each outer
sample. The search for θˆn by solving the optimization problem (19) is substantially reduced when
initialized at θn. As mentioned above, an alternative approach is to center the new measure on θn,
but this is a less accurate approximation because the discrepancy between θn and the MAP estimate
θˆn may be large, risking underflow, which was discussed in detail in [6].
Asymptotically, the bias contribution per level (` > 0) of the differences in the telescopic sum (26)
can be bounded from above by
E
[
∆Zˆ`(θ; {θm}Mm=1)
]
≤ C1
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + C2(ν − 1)M` , (31)
for some constants C1, C2 > 0 independent of `. By using V
[
∆Zˆ`
]
≤ E
[
(∆Zˆ`)2
]
, we impose an upper
bound on the variance per level by
V`
def
= V
[
∆Zˆ`(θ; {θm}Mm=1)
]
≤ D1
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥2L∞(Θ) + D2(ν − 1)2M2` , (32)
for some constants D1, D2 > 0 independent of `, e.g., D1 = 2C
2
1 and D2 = 2C
2
2 . The upper bound (32)
tells us the rate at which the variance of the telescopic differences V` decreases as the level ` increases.
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MLDLMC (30) is a consistent estimator, i.e., the bias goes to zero asymptotically, and at level L
the bias can be bounded by using (31) as follows:
|I − E [IMLDLMC] | ≤ C1
∥∥∥‖gL − gL−1‖Σ−1 ∥∥∥L∞(Θ) + C2(ν − 1)ML , (33)
where I is the expected information gain (3) we seek to approximate. The total variance of the
MLDLMC estimator is given by:
V [IMLDLMC] =
L∑
`=0
V`
N`
, (34)
where V` are the partial variance contributions defined in (32).
3.2 Choice of MLDLMC parameters
Following the approach in [13], we select the values of the MLDLMC parameters, L, {M`}L`=0 and
{N`}L`=0, for a random estimator I (short for IMLDLMC) that minimizes the average computational
work such that the absolute value of the error, |I−I|, is less than or equal to a desired error tolerance
TOL > 0 with probability 1− α, i.e.,
P (|I − I| ≤ TOL) ≥ 1− α, (35)
where 0 < α < 1 and, typically, α  1. A solution to the above optimization problem can be found
by solving the problem below, where we split the total error into a bias component and a statistical
error:
|I − I| ≤ |I − E [I]|+ |E [I]− I|.
Then, we minimize the average work such that the constraints
|I − E [I]| ≤ (1− κ)TOL and (36)
|E [I]− I| ≤ κTOL (37)
hold for a balancing parameter 0 < κ < 1. The constraint (36) is the bias constraint, which under the
model assumption (12) can be approximated by
Cwh
ηw
` ≤ (1− κ)TOL. (38)
The second constraint (37) is a statistical constraint. The constraint (37), imposed on the statistical
error, must hold with probability of 1−α. From a Central Limit Theorem (Theorem 1.1 [21]; Lemma
7.1 [13]) for normalized MLMC estimators, if ηs > γ, then
I − IL√
V[I] ⇀ N (0, 1), as TOL→ 0,
where N (0, 1) is a standard normal random variable, and ⇀ denotes convergence in distribution.
Therefore, the statistical error constraint (37) is approximated by a variance constraint, which is
easier to handle numerically, i.e.,
V [I] ≤
(
κTOL
Cα
)2
, (39)
where Cα = Φ
−1(1 − α2 ) and Φ−1(·) is the inverse cumulative distribution function (CDF) of the
standard normal distribution. Hence, we approximate (35) using both the bias (36) and statistical
(39) constraints.
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We model the weak-order error of the approximate expected information gain Iˆ` (29) by
|I − E[Iˆ`]| ≈ Cwhηw` , (40)
for Cw, ηw > 0, where I is the expected information gain (3). Furthermore, we assume the model
V` ≈ Cshηs` , for ` > 0, (41)
where ηs = 2ηw, as motivated by the upper bounds (31) and (32).
Assumption 1 (MLDLMC Assumption). For ` > 0, we make the assumption that the bias can be
approximated as
E[∆Zˆ`] ≈ C1hηw` +
C2(η − 1)
M`
(42)
for ηw > 0 and C1, C2 > 0. For the variance, we have that
V[∆Zˆ`] ≈ D1hηs` +
D2(η − 1)2
M2`
(43)
for ηs > 0 and D1, D2 > 0.
Assumption 1 follows from the upper bounds (31) and (32), and Remark 1 shows that ηw can be
estimated from the error convergence of g`.
We minimize the average work of the MLDLMC estimator by employing the work model,
W (IMLDLMC) ∝
L∑
`=0
N`M`W (g`), (44)
since W (fˆ` − fˆ`−1) ∝W (fˆ`) as W (fˆ`) ≥W (fˆ`−1), and W (fˆ`) ∝M`W (g`) as W (f`) ∝W (g`).
The model for the average work per sample of g`, denoted by W (g`), is assumed to follow (11).
Then, for a fixed κ ∈ (0, 1), the level L and M` can be estimated from the bias constraint (36), given
Assumption 1 and work model (11). Given L and κ, minimizing the work (44), subject to the bias
(36) and statistical (39) constraint with probability 1 − α, gives us the number of samples on level `
for the MLDLMC estimator (cf. [16, 17]):
N` =
⌈(
Cα
κTOL
)2√ V`
M`W (g`)
(
L∑
`=0
√
V`M`W (g`)
)⌉
. (45)
3.3 Optimal work analysis
The average work of the MLDLMC estimator can be bounded from above by the following upper
bound on the total average work:
W (IMLDLMC) ≤
(
Cα
κTOL
)2( L∑
`=0
√
V`M`W (g`)
)2
+
L∑
`=0
M`W (g`), (46)
for the desired accuracy given by the selected error tolerance, TOL.
Given Assumption 1, the work model (11), and that ηw ≥ min (ηs, γ) /2 holds, the first term
of the total work model (46) will be the dominant one asymptotically [17]. Therefore, we omit the
contribution of the second term in the following asymptotic analysis. Under these assumptions, for
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h` ∝ β−` (β ∈ N+) and M` = dνM`−1e when ` > 0, and given that logβ(ν) ≤ ηw, the average
computational work of the MLDLMC estimator (30) follows
W (IMLDLMC) ∝

TOL
−3+ logβ(ν)
ηw , if ηs − γ − logβ(ν) > 0,
TOL
−3+ logβ(ν)
ηw
(
log (TOL−1)
)2
, if ηs − γ − logβ(ν) = 0,
TOL
−3+ ηs−γ
ηw , if ηs − γ − logβ(ν) < 0,
(47)
as TOL→ 0. We show (47) by following the same steps given in the proof of Theorem 3.1 [16].
Remark 3 (Achieving work rate TOL−2). Equation (47) says that if we choose ν such that logβ(ν) =
ηw whenever ηs > γ+ ηw, then the work contributed by approximating the inner expectation is asymp-
totically negligible. Therefore, we are able to attain the optimal asymptotic work rate TOL−2. An
example of such a case is when β = 2, ν = 4, ηw = 2, ηs = 4, and γ < 2.
4 Multilevel double loop stochastic collocation
As an alternative to using MC sampling, we propose a multilevel double loop stochastic collocation
(MLSC) method, which is based on the multi-index stochastic collocation (MISC) algorithm [18,
19], which exploits the regularity of the dependence on the random input variables. The idea is
to compute the telescopic sum differences, i.e., expectations, in the multilevel estimator (22), by
stochastic collocation, which is a high-dimensional integration over the probability space achieved by
deterministic quadrature on sparse grids, e.g. [4, 5].
4.1 MLSC algorithm
We start by defining a quadrature operator for a one-dimensional real-valued continuous function
u : Γi → R, where Γi = [−1, 1] is any of the univariate sub-domains Γ1, . . . ,Γd composing the
complete d-dimensional domain Γ
def
= Γ1 × · · · × Γd. The quadrature operator is defined as
Qm(β) : C0(Γi)→ R, Qm(β)[u] =
m(β)∑
j=1
u(zβ,j)ωβ,j , (48)
where β is a positive integer specifying the “level” of the quadrature operator, m(β) a strictly increasing
function giving the number of distinct collocation points, {zβ,j}m(β)j=1 , and zβ,j ∈ Γi with corresponding
weights {ωβ,j}m(β)j=1 . The collocation points are chosen according to the underlying probability distri-
bution; see [43]. For the uniform probability distribution, we adopt the Clenshaw-Curtis family of
points and weights, which has the desired property of being nested. The distribution of points is given
by
zβ,j = cos
(
(j − 1)pi
m(β)− 1
)
, 1 ≤ j ≤ m(β),
where the function m(β) is defined as m(β) = 2β−1 + 1 for β ≥ 2, where m(0) = 0, m(1) = 1.
The generalization to high-dimensional real-valued continuous functions u : Γ→ R is obtained by
introducing a quadrature operator that is a tensorization of the one-dimensional quadrature operators,
i.e.,
Qm(β) : C0(Γ)→ R, Qm(β) =
⊗
1≤i≤d
Qmi(βi), Qm(β)[u] =
#m(β)∑
j=1
u(zj)ωj ,
where zj are the points on the tensor grid
⊗
1≤i≤d{zβi,j}mi(βi)j=1 , ωj are the products of the weights
imposed by the one-dimensional quadrature rules, mi(β) is the function giving the number of collo-
cation points for input direction i, and #m(β) denotes the total number of collocation points on the
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full grid for a multi-index β, i.e., #m(β)
def
=
∏d
i=1mi(βi). A hierarchy of the anisotropic full-tensor
approximations can be constructed by selecting β ∈ Nd such that
dsiβie = w,
for the sequence of approximation levels w ∈ N, and where si is a user-specified importance weight
for input direction i. This is known as the total product (TP) approximation. However, this leads to
the total number of collocation points growing exponentially as w increases. To mitigate the curse of
dimensionality, we adopt a sparsification technique, known as sparse grid stochastic collocation (SC),
see, e.g., [4, 5].
The TP approximation for integration is denoted by Uβ
def
= Qm(β)[u]. The SC quadrature uses the
difference operator, ∆i, and is given for 1 ≤ i ≤ d by
∆i[Uβ]
def
=
{
Uβ − Uβ−ei , if βi > 1
Uβ, if βi = 1,
(49)
where (ei)k = 1 if i = k, and zero otherwise. The sparse-grid stochastic collocation quadrature can
be formulated as
ISC =
∑
β∈Λ
∆[Uβ] =
∑
β∈Λ
∑
j∈{0,1}d
β+j∈Λ
(−1)|j|Uβ, (50)
for some multi-index set Λ ⊂ Nd, and the mixed-difference operator is given by
∆[Uβ]
def
=
⊗
1≤i≤d
∆i[Uβ]
def
= ∆1 [∆2 [. . .∆d[Uβ]]]
=
∑
j∈{0,1}d
(−1)|j|Uβ−j .
Now, we consider a case in which u is numerically approximated by u` at a discretization level `
defined by the mesh-element size h`. Therefore, the complete sparse hierarchy can thus be specified
by ` in the physical space and by β in the probability space, which leads us to the MLSC estimator
of E[u], given by
IMLSC def=
∑
[`,β]∈Λ
∆mix[U`,β] =
∑
[`,β]∈Λ
∑
j∈{0,1}d+1
[`,β]+j∈Λ
(−1)|j|U`,β, (51)
where Λ ⊂ Nd+1, U`,β def= Qm(β)[u`], and
∆mix[U`,β]
def
=
{
∆[U`,β − U`−1,β], if ` > 0
∆[U`,β], if ` = 0.
(52)
We evaluate MLSC by computing the full-tensor approximations U`,β independently, and combining
them linearly according to the combination technique (51). Of course, the effectiveness depends on the
choice of the multi-index set Λ. The idea behind the sparse construction is that Λ should be chosen to
exclude “expensive” isotropic full-tensor approximations from the estimate, by refining only a subset
of the physical or probability directions simultaneously. Then, we combine these approximations using
the combination-technique formula (51) to create a more accurate approximation. Various approaches
have been proposed for selecting the multi-index set Λ, such as using the classical sets given in [4] or
selecting the set adaptively as discussed in [8, 15, 31, 36].
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4.2 Multilevel double loop stochastic collocation (MLDLSC) estimator
Here, we recast the expected information gain (3) into an integration with respect to  instead of Y :
I =
∫
Θ
∫
Y
log
(
ρ()∫
Θ p(G(θ) + |θ˜)pi(θ˜)dθ˜
)
ρ()pi(θ) d dθ (53)
=
∫
Θ
∫
Y
log
(
ρ()∫
Θ p(G(θ) + |θ˜)R(θ˜;G(θ) + )p˜i(θ˜|G(θ) + )dθ˜
)
ρ()pi(θ) d dθ, (54)
where ρ() =
∏d
i=1 ρ(i), and the likelihood ratio is R(θ˜;G(θ) + ) = pi(θ˜)/p˜i(θ˜|G(θ) + ) as defined
in (17), the importance sampling distribution is p˜i(θ˜|G(θ) + ) ∼ N (θˆ(G(θ) + ),Σ(G(θ) + )) as
defined in (18) with the MAP estimate, θˆ(G(θ)+), as given in (19), and the approximate covariance
is Σ(G(θ) + ) as given in (20). We introduce the auxiliary function,
Ψ`(θ˜;G`(θ) + )
def
= p`(G(θ) + |θ˜)R`(θ˜;G`(θ) + ).
Furthermore, we let β = (β1,β2) and mβ = (mβ1 ,mβ2), where β1,β2 are multi-indices associated
with the random variables of the outer (θ, i) and inner (θ˜) integrals, respectively. The proposed
MLDLSC estimator for approximating the expected information gain (3) in the form given in (53) is
IMLDLSC def=
∑
[l,β]∈Λ
∆ [F`,β] =
∑
[`,β]∈Λ
∑
j∈{0,1}d+1
[`,β]+j∈Λ
(−1)|j|F`,β, (55)
where F`,β
def
= Qmβ1
[
f˜`,β2
]
, Λ ⊂ Nd+1 is the multi-index set, and
f˜`,β2(,θ)
def
= log
(
ρ()
Qmβ2 [Ψ`]
)
. (56)
The natural choice of collocation points and weights are Gauss-Hermite for a random variable
i ∼ N (0,Σi). If the covariance, Σ, is a positive-definite non-diagonal matrix, then we can transform
the standard N (0,1) Gauss-Hermite points, here denoted by zN (0,1), to N (µ,Σ) Gauss-Hermite
points, denoted by z, by following two steps:
Σ = LLT (57)
z = LzN (0,1) + µ, (58)
where L is a left triangular matrix from the Cholesky decomposition. Similarly, the Gauss-Hermite
points can be calculated from the standard Gauss-Hermite points for the random variables θ˜ follow the
the importance sampling PDF, p˜i`. An efficient importance sampling measure for the inner expectation
of the stochastic collocation approach is necessary to avoid numerical underflow and, as demonstrated
in [6], the Laplace-based importance sampling is adequate. The collocation points and weights for θ
are chosen with respect to pi(θ).
5 Optimal electrodes placement in electrical impedance tomography
We assess our methods (MLDLSC and MLDLMC) and compare them to the optimized DLMC method
with Laplace-based importance sampling (DLMCIS) by evaluating the design set-up of an electrical
impedance tomography (EIT) experiment. EIT is an technique for imaging the interior conductivity
of a closed body based on the voltage measurements from electrodes placed on the body’s free-surface.
In this experiment, low-frequency electrical currents are injected through electrodes attached to a
composite laminate material made of four orthotropic plies. The potential field in the body of the
material is considered quasi-static for a given conductivity.
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5.1 Configuration of the experiment
The complete electrode model (CEM) [39] is used to formulate the problem. The composite body D,
with boundary ∂D, is formed of Np plies, i.e. D = ∪Npk=1Dk. The configuration is such that the plies
overlap with their fibers facing different directions. The upper and lower surfaces of the boundary ∂D
are equipped with N
el
square-shaped electrodes El, l = 1, · · · , Nel , with dimensions eel and a surface
impedance of zl, as illustrated in Figure 1.
Figure 1: Experimental set-up.
The potential field u obeys
∇ · (ω,x) = 0, in D, and (59)
(ω,x) = σ¯(ω,x) · ∇u(ω,x), (60)
where  is the flux of electric current, and σ¯ is the conductivity field and is given by
σ¯(ω,x) = QT (θk(ω)) · σ ·Q(θk(ω)), for x ∈ Dk, k = 1, · · · , Np .
The CEM is a set of boundary conditions for (59)-(60) given by
 · n = 0, on ∂D\ (∪El) ,∫
El
 · n dx = Il on El, l = 1, · · · , Nel ,
1
El
∫
El
u dx+ zl
∫
El
 · n dx = Ul on El, l = 1, · · · , Nel ,
(61)
where n represents the outward normal unit vector. To obtain well-posedness (existence and unique-
ness of (u,U)), the Kirchhoff law of charge conservation and the ground potential condition,
N
el∑
l=1
Il = 0 and
N
el∑
l=1
Ul = 0, (62)
respectively, are set as constraints. The orthogonal matrixQ(θk) is a rotational matrix that defines the
orientation of the fibers, in ply k at a given angle θk, while σ stands for the orthotropic conductivity,
i.e.,
Q(θk) =
cos(θk) 0 − sin(θk)0 1 0
sin(θk) 0 cos(θk)
 and σ =
σ1 0 00 σ2 0
0 0 σ3
 .
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In the rest of the paper, the EIT model refers to (59), (60), (61), and (62). The conductivity σ¯ is
random and assumed to be a uniformly and strictly positive element of L∞(Ω×D) in order to guarantee
ellipticity. The vectors I =
(
I1, I2, · · · , IN
el
)
, and U =
(
U1, U2, · · · , UN
el
)
respectively determine the
vector of the injected (deterministic) current and the vector measurement of the (random) potential
at the electrodes. According to the constraints in (62), I belongs to the mean-free subspace RNelfree of
RNel and U is an element of RNelfree .
5.2 Experimental design formulation
Ten total electrodes are placed on the composite laminate body of four (Np = 4) plies, with five placed
on the top ply and five on the bottom ply, to measure the electrical potential Ul at the electrodes. The
parameters of the four plies are σ11 = 0.05, σ22 = σ33 = 10
−3, and zl = 0.1. In Figure 1, the red-filled
rectangles on the plies represent the electrodes where current is injected; the blue ones represent the
electrodes where the current exits. The inlet and outlet currents are in absolute value equal to 0.1.
The orientations of the angles θ1, θ2, θ3, and θ4 of the fibers are the uncertain parameters, and we
consider the following uniform distributions to describe our prior knowledge:
pi(θ1) ∼ U
(pi
3
− 0.05, pi
3
+ 0.05
)
, pi(θ2) ∼ U
(pi
4
− 0.05, pi
4
+ 0.05
)
,
pi(θ3) ∼ U
(pi
5
− 0.05, pi
5
+ 0.05
)
, pi(θ4) ∼ U
(pi
6
− 0.05, pi
6
+ 0.05
)
.
The Bayesian experimental design problem for the EIT model is formulated with the following
data model (cf. (1)):
yi = Uh(θ) + i, for i = 1, · · · , Ne , (63)
where yi ∈ RNel−1, i.e., q = Nel − 1, and the error distribution is Gaussian, i.e., i ∼ N (0, 10−4).
No repeated experiments are considered, i.e., Ne = 1. The vector θ = (θ1, θ2, θ3, θ4) represents
the unknown orientation angles that we want to know, Uh = (U1, · · · , UN
el
−1) is a finite elements
approximation, in the Galerkin sense of U from the variational problem of finding (u,U) ∈ L2P (Ω;H)
such that
E [B ((u,U), (v,V ))] = Ie · E [U ] , for all (v,V ) ∈ L2P (Ω;H) , (64)
and where, for any event ω ∈ Ω, the bilinear form B : H×H → R is
B ((u,U), (v,V )) =
∫
D
 · ∇vdD +
N
el∑
l=1
1
zl
∫
El
(Ul − u) (Vl − v) dEl, (65)
where (Ω,F ,P) stands for the complete probability space, F is the σ-field of events, P : F → [0, 1] is
the probability measure, and Ω is the set of outcomes. The space of the solution for the potential field
(u(ω),U(ω)) is H def= H1(D) × RNelfree for a given random event ω ∈ Ω, and L2P (Ω;H) is the Bochner
space given by
L2P (Ω;H) def=
{
(u,U) : Ω→ H s.t.
∫
Ω
‖(u(ω),U(ω))‖2H dP(ω) <∞
}
.
Figure 2 (top) shows both the electric potential field and the current streamlines, while Figure 2
(bottom) shows the current streamlines along the four plies of the composite material. Due to dis-
continuities in the conductivity parameter, the current flux lacks smoothness. A similar behavior
occurs at the edges of the electrodes, where there is a sudden transition between no flux and a current
inlet/outlet flux.
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Figure 2: Finite elements approximation of the potential field (top) and streamlines (bottom).
5.3 Implementation details of multilevel methods
In the multilevel construction, we use h` = 2
−`h0, ` > 0 where h0 is the coarsest mesh-element
size considered. In this demonstration case, h0 is the mesh size determined by a rectangular mesh
(Nx = 10, Ny = 4) on domain Lx × Ly (Lx = 20, Ly = 4).
We analyze the bias from the inner expectation of the expected information gain (3), by identifying
the constant, C, of the bias term C/ML. Here, C ≈ 5×10−3 which is smaller than the error tolerances
we consider. Therefore, we omit the inner hierarchy, and instead use the MAP estimate with the
Laplace approximation for all levels. We computed this bias contribution using 10 outer samples and
then compute the approximate expected information gain, Iˆ` with ` = 5, defined in (29), for M = 1
and M = 10.
For a selected error tolerance TOL, we employ the continuation MLMC algorithm [13] to optimize
the MLDLMC estimator. The CMLMC algorithm determines the deepest level L and the optimal
number of outer samples, {N`}L`=0, by considering a sequence of decreasing error tolerances, TOL0 >
. . . > TOLk > . . . > TOLK = TOL for some K; and such a sequence was previously proposed in
[13]. In this work, the initial sample variance of (32) is obtained by using 5 samples per level, i.e.,
N` = 5, ` = 0, . . . , L, for L = 2. The first step of the algorithm is to estimate the coefficient in the
variance model (43) with ν = 1 by least squares. In other words, for ` > 0, we seek the constant
D1 > 0 of (43) from Assumption 1. Then, for TOL0, we optimize the MLDLMC estimator by choosing
the deepest level L as the level satisfying the bias constraint (31), and the number of outer samples
{N`}L`=1 by (45), where V`, ` > 0, is estimated by the variance model (43). We use the samples
obtained for TOLk, to update the sample variance, therefore reestimating the variance model (43) for
the next tolerance TOLk+1. This is performed sequentially (without reusing samples) until TOLK ,
which is equal to the specified error tolerance TOL. The computational work of the MLMC estimator
in this work is defined as the accumulated work for all the considered tolerances visited in CMLMC,
as they are part of determining the parameters needed for optimizing the MLDLMC estimator.
In the MLDLSC method, we use the multi-index stochastic collocation (MISC) method [18, 19],
with the mesh-element size being the only discretization parameter. The difference between the
MLDLSC estimator (55) and a standard MISC method is that we use a full-tensor approximation
of the inner expectation, which expands the multi-index set Λ to include a multi-index set for the
full-tensor approximation as described in Section 4.2. The method uses a greedy algorithm, based on
a priori estimates of the error and work contribution of the multi-indices to solve a knapsack problem
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in which the most profitable multi-indices are sequentially included in the multi-index set Λ; see
Algorithm 1 of [8]. For example, the a priori estimates of multi-index profits have been widely used
for sparse-grid stochastic collocation, e.g. [7, 9]. The “a priori” MISC method is a generalization of
standard stochastic collocation in that it also takes into account the bias of the PDE solver with respect
to both the mesh-element size (through the weak-order convergence rate ηw) and the computational
work (through the work rate γ). In our case, the random variables θ follows a uniform distribution,
and, therefore, we use the Clenshaw-Curtis points and weights [41].
By least-squares estimation, we obtain γ ≈ 2 and ηw ≈ 1. As discussed in Remark 1, we use the
error convergence of g` to estimate the weak convergence of the expected information gain, I.
5.4 Numerical results
In this section, we analyze the performance of the MLDLMC and MLDLSC methods for the EIT
design problem described in Section 5.2.
Since MLDLMC is a sampling method, it is optimized (as described in Section 3.1) under the
relaxed constraint (35), which states that the goal is to satisfy a specified error tolerance TOL > 0
(i.e., accuracy level) with a 95% probability of success, i.e., to satisfy the statistical error constraint
(39) with α = 0.05.
We numerically verify the consistency between TOL and the absolute error for tolerances in the
range [1, 10−3]; the results are shown in Figure 3. The absolute error is computed by using MLDLSC for
TOL−3. Even though we would only perform a single run of MLDLMC in practice, here we provide an
analysis of 100 runs of the random estimator MLDLMC for each tolerance level using different pseudo-
random states. We observe that only 2% of the MLDLMC runs result in relative errors larger than
TOL, which is consistent with our choice of 95% probability of success. The MLDLSC is deterministic,
in contrast to MLDLMC, and the absolute error is consistently below TOL. From the results shown
in Figure 3b, we observe that MLDLSC would improve could be improved if a sharper error estimate
were available.
(a) MLDLMC (b) MLDLSC
Figure 3: Relative absolute error versus error tolerance TOL for MLDLMC (left) and MLDLSC
(right). The blue dots are individual runs. For each considered tolerance TOL, we perform 100 runs
of the random estimator MLDLMC.
We also observe that the sample mean (Fig. 4a) and sample variance (Fig. 4b) of the telescopic
differences in MLDLMC with respect to level ` decay at rates roughly equal to the assumed rates
ηw = 1 and ηs = 2, respectively.
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(a) Weak convergence (b) Strong convergence
Figure 4: E` and V` with respect to level ` for MLDLMC.
Figure 5: Level L of the MLDLMC with respect to TOL.
The finest mesh level L considered in the MLDLMC method for the different choices of TOL is
shown in Figure 5. The finest level reached (L = 6) uses a mesh with Nx = 640 and Ny = 256. We
observe that level L follows L ≈ 1.4 log (TOL−1) in agreement with the theoretical result given in [13].
In Figure 6, we compare the computational time of MLDLSC and the average time of the MLDLMC
runs for a range of error tolerances. We also include an estimate of the computational time for DLMCIS
method proposed in [6].
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MLDLMCMLSCDLMC estimate
Figure 6: Computational time for MLDLMC and MLDLSC, and the estimated time for DLMCIS.
MLDLSC performs better than MLDLMC, because the polynomial approximations of MLDLSC
takes advantage of the regularity of the expected information gain with respect to the random param-
eters. MLDLSC seems to perform worse for the larger tolerances, which can be attributed to the error
estimates in the MLDLSC being less sharp than those of MLDLMC, as seen in Figure 3. Furthermore,
since in this case we omit the hierarchy of inner samples, the work complexity is the same as that
of the standard MLMC, which in our particular case is W (IMLDLMC) ∝ TOL−2(log
(
TOL−1
)2
; see
Theorem 4.1 [12] with ηs = γ. Both MLDLSC and MLDLMC show superior performances compared
to DLMCIS, which demonstrates the benefits of using multilevel methods to further improve upon the
optimized DLMCIS method.
6 Conclusion
We present two new computationally efficient methods of approximating the expected information gain
based on the Kullback–Leibler divergence, in the context of Bayesian optimal experimental design.
The first method we propose is a multilevel double loop Monte Carlo (MLDLMC), which improves
upon the double loop Monte Carlo importance sampling (DLMCIS) method in [6].
This multilevel approach to computing the expected information gain, where the underlying model
is described by PDEs, balances the work over a hierarchy of meshes in order to satisfy a specified error
tolerance with a high probability of success.
The second method we present is multilevel double loop stochastic collocation (MLDLSC), which
uses an adaptive sparse-grid stochastic collocation scheme to achieve a higher accuracy than MLDLMC
at a lower computational cost. This is possible because MLDLSC includes polynomial approximations
and, therefore, exploits the smoothness of the expected information gain with respect to the random
parameter.
We combine both methods we present with Laplace-based importance sampling. The methods are
optimized against a specified error tolerance, and the asymptotic work complexity results are presented
for MLDLMC. The results show that MLDLMC can achieve an optimal work rate of TOL−2 in certain
cases. We demonstrated the performances of methods, MLDLMC and MLDLSC, for an EIT problem
described by the complete electrode model solved with the finite element method. In this case study,
MLDLSC performed better than MLDLMC in terms of computational time for the range of specified
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error tolerances considered. However, MLDLMC is still an attractive option for problems with less
regularity, and when considering a large number of uncertain variables.
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A Error upper bound for |I` − I`−1|
Proof. The goal is to show that as `→∞ the following holds asymptotically for some constant Cf > 0
independent of `:
|I` − I`−1| = |E [Z`(θ)−Z`−1(θ)]| ≤ Cf
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) .
As the first step, we find the bounds of ∆Z`(θ) = Z`(θ)−Z`−1(θ) for ` > 0. In other words,
First,
|E [Z`(θ)−Z`−1(θ)]| =
∣∣∣∣∫Y f`(Y ,θ)p`(Y |θ)− f`−1(Y ,θ)p`−1(Y |θ) dY
∣∣∣∣
≤
∫
Y
|f`(Y ,θ)p`(Y |θ)− f`−1(Y ,θ)p`−1(Y |θ)| dY .
Furthermore,
|(f`(Y ,θ)p`(Y |θ)− f`−1(Y ,θ)p`−1(Y |θ)|
=
∣∣∣∣(f`(Y ,θ)p`(Y |θ)− f`−1(Y ,θ)p`−1(Y |θ)p`(Y |θ) p`(Y |θ)
∣∣∣∣
≤ |f`(Y ,θ)− f`−1(Y ,θ)| p`(Y |θ) +
∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ |f`−1(Y ,θ)| p`(Y |θ)
=
∣∣∣∣log(p`(Y |θ)p`(Y )
)
− log
(
p`−1(Y |θ)
p`−1(Y )
)∣∣∣∣ p`(Y |θ) + ∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ ∣∣∣∣log(p`−1(Y |θ)p`−1(Y )
)∣∣∣∣ p`(Y |θ)
≤
(∣∣∣∣log( p`(Y |θ)p`−1(Y |θ)
)∣∣∣∣+ ∣∣∣∣log( p`(Y )p`−1(Y )
)∣∣∣∣) p`(Y |θ) + ∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ ∣∣∣∣log(p`−1(Y |θ)p`−1(Y )
)∣∣∣∣ p`(Y |θ).
This means that
|E [Z`(θ)−Z`−1(θ)]|
≤ E`
[∣∣∣∣log( p`(Y |θ)p`−1(Y |θ)
)∣∣∣∣+ ∣∣∣∣log( p`(Y )p`−1(Y )
)∣∣∣∣+ ∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ ∣∣∣∣log(p`−1(Y |θ)p`−1(Y )
)∣∣∣∣ |θ] .
Then, by using
p`(Y |θ)
p`−1(Y |θ) = exp
(
−1
2
Ne∑
i=1
[
‖yi − g`‖2Σ−1 − ‖yi − g`−1‖
2
Σ−1
])
≤ exp
(
Ne∑
i=1
‖yi − g`‖Σ−1 ‖g` − g`−1‖Σ−1 +
Ne
2
‖g` − g`−1‖2Σ−1
)
,
substituting yi − g`(θ) = i, and keeping in mind that yi is the data generated through p` and not
the exact data model (1), we obtain
E`
[∣∣∣∣log( p`(Y |θ)p`−1(Y |θ)
)∣∣∣∣ |θ] ≤ NeE [‖i‖Σ−1 ] ‖g` − g`−1‖Σ−1 + Ne2 ‖g` − g`−1‖2Σ−1
≤ NeE
[
‖i‖Σ−1
] ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + Ne2 ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥2L∞(Θ)
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Next, by using
p`(Y )
p`−1(Y )
=
∫
exp
(
−12
Ne∑
i=1
‖yi − g`‖2Σ−1
)
pi(θ) dθ
∫
exp
(
−12
Ne∑
i=1
‖yi − g`−1‖2Σ−1
)
pi(θ) dθ
≤
∫
exp
(
−12
Ne∑
i=1
‖yi − g`‖2Σ−1
)
pi(θ) dθ
∫
exp
(
−12
Ne∑
i=1
[
‖yi − g`‖2Σ−1 + 2‖yi − g`‖Σ−1 ‖g` − g`−1‖Σ−1 + ‖g` − g`−1‖
2
Σ−1
])
pi(θ) dθ
≤ exp
(
Ne∑
i=1
‖i‖Σ−1
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + Ne2 ∥∥∥‖g` − g`−1‖2Σ−1 ∥∥∥L∞(Θ)
)
and the substitution yi − g`(θ) = i, we get
E`
[∣∣∣∣log( p`(Y )p`−1(Y )
)∣∣∣∣ |θ] ≤ NeE [‖i‖Σ−1 ] ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + Ne2 ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥2L∞(Θ) .
For the third term of the bound, we start with∣∣∣∣log(p`−1(Y |θ)p`−1(Y )
)∣∣∣∣ ≤ ∣∣∣∣log( p`(Y |θ)p`−1(Y |θ)
)∣∣∣∣+ ∣∣∣∣log( p`(Y )p`−1(Y )
)∣∣∣∣+ ∣∣∣∣log(p`(Y |θ)p`(Y )
)∣∣∣∣ ,
and show that
∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣1−
exp
(
−12
Ne∑
i=1
‖yi − g`−1‖2Σ−1
)
exp
(
−12
Ne∑
i=1
‖yi − g`‖2Σ−1
)
∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣1− exp
(
Ne∑
i=1
‖i‖Σ−1 ‖g` − g`−1‖Σ−1 +
1
2
Ne‖g` − g`−1‖2Σ−1
)∣∣∣∣∣
≤ −1 + exp
(
Ne∑
i=1
‖i‖Σ−1
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + 12Ne ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥2L∞(Θ)
)
= {1-st order Taylor expansion}
≤
Ne∑
i=1
‖i‖Σ−1
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + 12Ne ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥2L∞(Θ)
× exp
(
Ne∑
i=1
‖i‖Σ−1
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) + 12Ne ∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥2L∞(Θ)
)
We omit writing out the bounds for∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ ∣∣∣∣log( p`(Y |θ)p`−1(Y |θ)
)∣∣∣∣ ,∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ ∣∣∣∣log( p`(Y )p`−1(Y )
)∣∣∣∣ , and∣∣∣∣1− p`−1(Y |θ)p`(Y |θ)
∣∣∣∣ ∣∣∣∣log(p`(Y |θ)p`(Y )
)∣∣∣∣ ,
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as they do not contribute a worse order than already observed in the previous bounds. We note that∣∣∣∣log(p`(Y |θ)p`(Y )
)∣∣∣∣ is integrable with respect to p`(Y |θ)pi(θ), and can be bounded by a constant that is
independent of `.
Applying the expectation to all of the derived bounds, we complete the proof that
|E [Z`(θ)−Z`−1(θ)]| ≤ Cf
∥∥∥‖g` − g`−1‖Σ−1 ∥∥∥L∞(Θ) ,
where Cf
def
= 2NeE
[
‖i‖Σ−1
]
.
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