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The order-by-order renormalization of the self-consistent mean-field potential in many-body perturbation
theory for normal Fermi systems is investigated in detail. Building on previous work mainly by Balian and de
Dominicis, as a key result we derive a thermodynamic perturbation series that manifests the consistency of the
adiabatic zero-temperature formalism with perturbative statistical mechanics—for both isotropic and anisotropic
systems—and satisfies at each order and for all temperatures the thermodynamic relations associated with Fermi-
liquid theory. These properties are proved to all orders.
I. INTRODUCTION
Many-body perturbation theory (MBPT) represents the ele-
mentary framework for calculations aimed at the properties of
nonrelativistic many-fermion systems at zero and finite temper-
ature. In general, for Fermi systems the correct ground-state is
not a normal state but involves Cooper pairs [1–5]. However,
pairing effects can often be neglected for approximative calcula-
tions of thermodynamic properties close to zero temperature. For
such calculations there are two formalisms: first, there is grand-
canonical perturbation theory, and second, the zero-temperature
formalism based on the adiabatic continuation of the ground state
[6–12]. In their time-dependent (i.e., in frequency space) formu-
lations, these two formalisms give matching results if all quanti-
ties are derived from the exact Green’s functions, i.e., from the
self-consistently renormalized propagators [11–14]. The renor-
malization of MBPT in frequency space can be generalized to
vertex functions [15–21], and is essential to obtain a fully con-
sistent framework for calculating transport properties [22–24].
Nevertheless, the use of bare propagators has the benefit that in
that case the time integrals can be performed analytically. With
bare propagators, MBPT in its most basic form corresponds to
a perturbative expansion in terms of the interaction Hamilto-
nian V about the noninteracting system with Hamiltonian H0,
where H = H0 + V is the full Hamiltonian. First-order self-
energy effects can be included to all orders in bare MBPT by ex-
panding instead about a reference Hamiltonian Href = H0 + U1,
where U1 includes the first-order contribution to the (frequency-
space) self-energy Σ1,k as a self-consistent single-particle poten-
tial (mean field). The renormalization of Href in terms of U1
has the effect that all two-particle reducible diagrams with first-
order pieces (single-vertex loops) are canceled. At second order
the self-energy becomes frequency dependent and complex, so
the equivalence between the propagator renormalization in fre-
quency space and the renormalization of the mean-field part of
Href in bare MBPT is restricted to the Hartree-Fock level.
Zero-temperature MBPT calculations with bare propagators
and a Hartree-Fock reference Hamiltonian Href = H0 + U1 are
common in quantum chemistry and nuclear physics. With a
Hartree-Fock reference Hamiltonian (or, with Href = H0), how-
ever, the adiabatic zero-temperature formalism is inconsistent
with the zero-temperature limit (T → 0) of grand-canonical
MBPT. The (main) fault however lies not with zero-temperature
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MBPT, but with the grand-canonical perturbation series: in the
bare grand-canonical formalism (with Href ∈ {H0,H0 +U1}) there
is a mismatch in the Fermi-Dirac distribution functions caused by
using the reference spectrum εk together with the true chemical
potential µ, and in general this leads to deficient results [25–27].
The adiabatic formalism on the other hand uses the reference
chemical potential, i.e., the reference Fermi energy εF. Related to
this is the presence of additional contributions from two-particle
reducible diagrams, the so-called anomalous contributions, in the
grand-canonical formalism.
This issue is usually dealt with by modifying the grand-
canonical perturbation series for the free energy in terms of
an expansion about the chemical potential µref
T→0−−−→ εF of
the reference system [28, 29] (see also Sec. IV B). This ex-
pansion introduces additional anomalous contributions, and for
isotropic systems these can be seen to cancel the old ones for
T → 0 [13]. Thus, the modified perturbation series for the free
energy F(T, µref) reproduces the adiabatic series in the isotropic
case. For anisotropic systems, however, the anomalous contri-
butions persist at T = 0 (for Href = H0 + U1, at fourth order and
beyond). Negele and Orland [10] interpret this feature as fol-
lows: there is nothing fundamentally wrong with the bare zero-
temperature formalism, but for anisotropic systems the adiabatic
continuation must be based on a better reference Hamiltonian
Href. Since the convergence rate1 of MBPT depends on the
choice of Href, this issue is relevant also for finite-temperature
calculations, and for isotropic systems.
Recently, Holt and Kaiser [34] have shown that including the
real part of the bare second-order contribution to the (on-shell)
self-energy, Re [Σ2,k(εk)], as the second-order contribution to the
self-consistent mean field has a significant effect in perturbative
nuclear matter calculations with modern two- and three-nucleon
potentials (see, e.g., Refs. [35–37]). However, a formal clarifi-
cation for the renormalization of Href in terms of Re [Σ2,k(εk)]
was not included in Ref. [34]. In particular, from the discussion
of Ref. [34] it is not clear whether the use of this second-order
mean field should be considered an improvement or not, com-
pared to calculations with a Hartree-Fock mean field.2
A general scheme where the reference Hamiltonian is renor-
1 In general, MBPT corresponds to divergent asymptotic series [10, 30–33], so
convergence rate should be understood in terms of the result at optimal trun-
cation.
2 To be precise, since Ref. [34] uses the adiabatic formalism, the consid-
ered self-energy is not the frequency-space self-energy of the imaginary-time
formalism, Σk(z), but the collisional one Σcollk (ω), which however satisfies
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2malized at each order in grand-canonical MBPT was introduced
by Balian, Bloch, and de Dominicis [38] (see also Refs. [39–
43]). This scheme however leads to a mean field whose func-
tional form is given by U[nk,T ], where nk(T, µ) is the Fermi-
Dirac distribution and the explicit temperature dependence in-
volves factors e±(εk−µ)/T . Because of the e±(εk−µ)/T factors, the
resulting perturbation series is well-behaved only at sufficiently
large temperatures, and its T → 0 limit does not exist.3
A different renormalization scheme was outlined by Balian
and de Dominicis (BdD) in Refs. [46, 47] (see also Refs. [42,
43]). At second order, this scheme leads to the mean field
employed by Holt and Kaiser [34]. The outline given in
Refs. [46, 47] indicates the following results:
(0) The functional form of the mean field is to all orders given
by U[nk], i.e., there is no explicit temperature dependence
(apart from the one given by the Fermi-Dirac distribu-
tions), so the T → 0 limit exists.
(1) The zero-temperature limit of the renormalized grand-
canonical perturbation series for the free energy F(T, µ)
reproduces the (correspondingly renormalized) adiabatic
series for the ground-state energy E(0)(εF) to all orders;
i.e., the reference spectrum εk has been adjusted to the true
chemical potential µ, with εF = µ at T = 0.
(2) One obtains at each perturbative order and for all tempera-
tures the thermodynamic relations associated with Fermi-
liquid theory [48]. This result corresponds to the notion
statistical quasiparticles [45, 49, 50].
The most intricate part in establishing these results is as fol-
lows. For T , 0, there are no energy denominator poles in
the (proper) expressions for the perturbative contributions to the
grand-canonical potential. The BdD renormalization scheme
however introduces such poles, and therefore a regularization
procedure is required to apply the scheme. So far, this issue has
been studied in more detail only for the case of impurity sys-
tems [51–53].
Motivated by this situation, in the present paper we revisit the
order-by-order renormalization of the reference Hamiltonian in
bare MBPT.4 First, in Sec. II we give a short review of grand-
canonical perturbation theory with bare propagators and intro-
duce the various order-by-order renormalizations of the refer-
ence Hamiltonian. We also discuss how dynamical quasiparti-
cles arise in (frequency-space) MBPT, and show that their ener-
gies are distinguished from the ones of the statistical quasipar-
ticles associated with result (2). In Sec. III we discuss the reg-
ularization procedure for the BdD renormalization scheme, and
Re [Σcollk (ω)] = Re [Σk(ω± iη)]. We use the notion frequency somewhat gener-
alized, i.e., by frequency we refer mostly to the argument z ∈ C of the (usual)
analytic continuation Σk(z) of the Matsubara self-energy Ξk(zl). See Appendix
B 2 for details.
3 Note that in Luttinger’s analysis [44] of the scheme by Balian, Bloch, and de
Dominicis it is incorrectly assumed that the mean field has the form U[nk].
This is why in Ref. [45] Luttinger’s paper has been (incorrectly) associated
with statistical quasiparticles.
4 Several of the results presented here are also discussed in the authors disser-
tation [27], but note that some technical details have been missed and several
typos appear there.
analyze the resulting expressions for the second- and third-order
contributions to the grand-canonical potential and the BdD mean
field. In Sec. IV we prove to all orders that the BdD renormal-
ized perturbation series satisfies the Fermi-liquid relations (2)
and, as a consequence, manifests the consistency of the adia-
batic zero-temperature formalism (1). The paper is concluded
in Sec. V. In Appendix A, we derive explicitly the renormalized
contribution from two-particle reducible diagrams at fourth or-
der. In Appendix B, we discuss in more detail the various forms
of the self-energy, derive various expressions for the mean oc-
cupation numbers, and examine the functional relations between
the grand-canonical potential and the (various forms of the) self-
energy in bare MBPT.
II. GRAND-CANONICAL PERTURBATION THEORY
A. Setup
We consider a homogeneous but not necessarily isotropic sys-
tem of nonrelativistic fermions in thermodynamic equilibrium.
The Hamiltonian is given by H = H0 + V , where V is a two-body
operator representing pair interactions. Multi-fermion interac-
tions do not raise any new formal or conceptual issues, and are
therefore neglected. For notational simplicity and without loss
of generality we assume a single species of spinless fermions. If
there is no external potential, then H0 is the kinetic energy oper-
ator. We now introduce an additional one-body operator U, and
write
H = (H0 + U)︸    ︷︷    ︸
Href
+(V − U). (1)
The operator U represents a mean field, i.e., an effective one-
body potential which allows to define a solvable reference sys-
tem that includes the effects of pair interactions in the system to a
certain degree. For a homogeneous system the mean field should
preserve translational invariance, so the eigenstates |ψk〉 of the
momentum operator are eigenstates of Href = H0 + U, i.e.,
Href |ψk〉 = εk |ψk〉 . (2)
Because the mean field is supposed to include interaction effects
self-consistently, the single-particle energies εk are determined
by the self-consistent equation
εk = ε0,k + Uk[εk], (3)
where ε0,k = 〈ψk|H0|ψk〉 and Uk[εk] = 〈ψk|U |ψk〉.5 The oc-
cupation number representation of the reference Hamiltonian
Href = H0 + U is then given by
Href =
∑
k
〈ψk|Href|ψk〉 a†kak, (4)
5 In the Hartree-Fock case the self-consistency requirement can be evaded for
isotropic systems at T = 0 by replacing in the expression for Uk = U1,k the
distribution functions nk = θ(µ − εk) by θ(kF,ref − k), where the unperturbed
Fermi momentum kF,ref is defined via εkF,ref = µ. In that case, first-order MBPT
is identical for U = 0 and U = U1 (more generally, U ∝ U1).
3where a†k and ak are creation and annihiliation operators with
respect to momentum eigenstates. If not indicated explicitly
otherwise, we assume the thermodynamic limit where
∑
k →∫
d3k/(2pi)3.6 The occupation number representation of the per-
turbation Hamiltonian H − Href = V − U is given by
V = 1
2!
∑
k1,k2,k3,k4
〈ψk1ψk2 |V |ψk3ψk4〉 a†k1 a
†
k2 ak4 ak3
−
∑
k
〈ψk|U |ψk〉 a†kak, (5)
where momentum conservation is implied, i.e., k1 + k2
= k3 + k4. We assume that the potential V is suffi-
ciently regular(ized) such that no ultraviolet [56, 57] or in-
frared [58] divergences appear in perturbation theory.7 Fur-
ther, we require that V has a form (e.g., finite-ranged
interactions) for which the thermodynamic limit exists; see, e.g.,
Refs. [59–61].
B. Perturbation series and diagrammatic analysis
1. Grand-canonical perturbation series
For truncation order N, the perturbation series for the grand-
canonical potential Ω(T, µ) is given by
Ω(T, µ) = Ωref(T, µ) + ΩU(T, µ) +
N∑
n=1
Ωn(T, µ), (6)
where
Ωref(T, µ) = T
∑
k
ln(n¯k),
ΩU(T, µ) = −
∑
k
Uknk. (7)
Here, n¯k = 1−nk, with nk = [1+eβ(εk−µ]−1 the Fermi-Dirac distri-
bution function, and β = 1/T . From the grand-canonical version
of Wick’s theorem one obtains the following formula [11, 62] for
Ωn(T, µ):
Ωdirect[P]n = −
1
β
(−1)n
n!
β∫
0
dτn · · · dτ1 〈T [V(τn) · · ·V(τ1)]〉L ,
(8)
where T is the time-ordering operator and V(τ) =
eHrefτV e−Hrefτ is the interaction picture representation (in imag-
inary time) of the perturbation operatorV given by Eq. (5).
6 In the thermodynamic limit the expressions for all size extensive quantities
scale linearly with the confining volume. For notational simplicity, we neglect
the scale factors. For discussions regarding our choice of basis states, see
Refs. [54, 55].
7 At T = 0, in MBPT there are still divergences due to vanishing energy denom-
inators, but these cancel each other at each order [57] (see also Sec. IV D).
2. Classification of diagrams
The various ways the Wick contractions in the unperturbed
ensemble average 〈. . .〉 can be performed can be represented by
Hugenholtz diagrams, i.e., diagrams composed of V and −U ver-
tices,8 and directed lines attached to vertices at both ends. Left-
pointing lines are called holes and correspond to factors nk, right-
pointing lines are called particles and have factors n¯k. In the
case of two-particle reducible diagrams, momentum conserva-
tion implies that there are two or more lines with identical three-
momenta. We refer to these lines as articulation lines. The di-
agrammatic parts connected via articulation lines are referred to
as pieces. Two-particle irreducible diagrams have only V ver-
tices. Two-particle reducible diagrams where at least one set of
lines with identical three-momenta includes both holes and parti-
cles are called anomalous, with the indicative lines referred to as
anomalous articulation lines. All other (two-particle reducible or
irreducible) diagrams are called normal. The parts of anomalous
diagrams connected via anomalous articulation lines are called
normal pieces.9 In general, normal two-particle reducible dia-
grams transform into anomalous diagrams under vertex permu-
tations, see Figs. 3, 5 and 6.
In Eq. (8), the subscript L means that only linked diagrams
are taken into account. By virtue of the time integration and the
time-ordering operator, in Eq. (8) there is no distinction between
diagrams connected via vertex permutations; in particular, there
is no distinction between normal and anomalous two-particle re-
ducible diagrams. The distinction between the different diagrams
in the permutation invariant sets of diagrams is however relevant
for the time-independent formulas discussed below.
3. Time-independent formulas
From Eq. (8), Bloch and de Dominicis [62] (see also Refs. [42,
53, 64]) have derived several time-independent formulas for
Ωn(T, µ). One of them, here referred to as the direct formula,
is given by
Ωdirectn =
1
β
(−1)n
2pii
∮
C
dz
e−βz
z2
〈
V 1
Dn − z · · ·V
1
D1 − zV
〉
L
, (9)
where the contour C encloses all the poles z = 0,D1, . . . ,Dn,
with Dν∈{1,...,n} the energy denominators for the respective dia-
grams. Furthermore, in Eq. (9), it is implied that the contri-
butions from all poles are summed before the momentum inte-
gration, i.e., the z integral is performed inside the momentum
integrals. This has the consequence that the integrands of the
momentum integrals have no poles (for T , 0, see below) from
vanishing energy denominators. The expressions obtained from
the direct formula deviate from the ones obtained from the time-
dependent formula Eq. (8), but—as evident from the derivation
8 The diagram composed of a single −U vertex corresponds to ΩU (T, µ) and is
excluded here. For the diagrammatic rules, see, e.g., Refs. [9, 63].
9 That is, normal pieces correspond to the linked normal subdiagrams of the
normal unlinked diagram generated by cutting all anomalous articulation lines
and closing them in each separated part.
4of direct formula [62]—the sum of the direct expressions ob-
tained for a set of diagrams that is closed under vertex permuta-
tions is equivalent (but not identical) to the expression obtained
from Eq. (8).
From the cyclic property of the trace, another time-
independent formula can be derived [62], here referred to as the
cyclic formula, i.e.,
Ω
cyclic
n =
1
n
(−1)n+1
2pii
∮
C
dz
e−βz
z
〈
V 1
Dn − z · · ·V
1
D1 − zV
〉
L
,
(10)
where again it is implied that the z integral is performed inside
the momentum integrals; again, this has the consequence that the
integrands have no poles (for T , 0). The direct and the cyclic
formula give equivalent (but not identical) expressions only for
the sums of diagrams connected via cyclic vertex permutations,
and the cyclic expressions for the individual diagrams in these
cyclic groups are equivalent.
Finally, from the analysis of the contributions from the dif-
ferent poles in Eq. (10) one can formally write down a reduced
form of the cyclic formula [62], here referred to as the reduced
formula, i.e.,
Ωreducedn =
(−1)n+1
O Resz=0
e−βz
z
〈
V 1
Dn − z · · ·V
1
D1 − zV
〉
L
, (11)
where O is the order of the pole at z = 0. The reduced expres-
sions for normal diagrams are identical to the usual expressions
of zero-temperature MBPT, except that the step functions are re-
placed by Fermi-Dirac distributions. As a consequence, while at
T = 0 the energy denominator poles in these expressions are at
the integration boundary, for T , 0 they are in the interior. This
entails that the reduced expressions for individual diagrams are
not well-defined for T , 0.
Last, we note that each of the time-independent formulas can
be applied also to unlinked diagrams (the only change being the
omission of the subscript L); this will become relevant in Sec. IV.
4. Classification of perturbative contributions
Anomalous diagrams give no contribution in zero-temperature
MBPT. However, the contributions from anomalous diagrams in
grand-canonical MBPT do not vanish for T → 0 (in the thermo-
dynamic limit). The reduced integrands (which are well-defined
at T = 0) for diagrams with identically vanishing energy denom-
inators10 have terms of the form
∂νnk
∂µν
T→0−−−→ δ(ν)(µ − εk), (12)
e.g., βnkn¯k = ∂nk/∂µ
T→0−−−→ δ(µ − εk). Contributions with such
terms are called anomalous contributions. There are also contri-
10 That is, diagrams with energy denominators involving only articulation lines
with identical three-momenta. Such diagrams are anomalous. Note that one
must distinguish between anomalous (normal) diagrams and anomalous (nor-
mal) contributions.
butions that vanish for T → 0, e.g.,
nkn¯k = T
∂nk
∂µ
T→0−−−→ 0. (13)
Such pseudoanomalous contributions can be associated also with
normal two-particle reducible diagrams via the relation
n¯k = 1 − nk, (14)
i.e.,
nknk = nk − nkn¯k, (15)
n¯kn¯k = n¯k − nkn¯k, (16)
nknknk = nk − 2nkn¯k + nkn¯kn¯k, (17)
n¯kn¯kn¯k = n¯k − 2nkn¯k + nknkn¯k, (18)
etc.11 Contributions which are not anomalous or pseudoanoma-
lous are referred to as normal contributions. Following loosely
Balian, Bloch, and de Dominicis [38], we refer to the application
of Eq. (14) according to Eqs. (15)–(18), etc. as disentanglement,
denoted symbolically by ÷.
For the T → 0 limit, the energy denominator exponentials
present in the direct and cyclic formula all have to be evaluated
via
n¯k e−β(εk−µ) = nk. (19)
The simple relations given by Eqs. (14) and (19) play a crucial
role in many of the issues and results discussed in the present
paper.
C. Discrete spectrum inconsistency and anomalous contributions
Apart from being essential for practical many-body calcula-
tions, the thermodynamic limit is in fact essential for the ther-
modynamic consistency of the grand-canonical perturbation se-
ries at low T , in particular for T → 0, in the general case (see
below). For a finite system with a discrete spectrum at T = 0 one
has either µ ∈ {εk} or µ < {εk}. Both cases are inconsistent.
In the first case the T → 0 limit is singular, because in that case
the anomalous contributions diverge. In addition, for discrete
systems and µ ∈ {εk} the T → 0 limit is singular due to energy
denominator singularities.12
In the second case the anomalous contributions vanish for
T → 0. From F(T, µ) = Ω(T, µ) + µ%(T, µ) and the fact that all
contributions to %(T, µ) = −∂Ω(T, µ)/∂µ except the ones from
Ωref(T, µ) are anomalous, for µ < {εk} we obtain
F(T, µ)
T→0−−−→ E(0)(µ), %(T, µ) T→0−−−→
∑
k
θ(µ − εk), (20)
11 In the case of the direct formula there are also pseudoanomalous contributions
(of a different kind, i.e., terms ∼ T ) from the pole at z = 0. Furthermore, in
both the direct and the cyclic case the expressions for diagrams with several
identical energy denominators involve terms ∼ T−ν with ν ≥ 1. In Hartree-
Fock MBPT such diagrams appear first at sixth order, i.e., normal two-particle
reducible diagrams composed of three second-order pieces. Because terms
∼ T−ν with ν ≥ 1 do not appear in the reduced formula, for the cyclic sums of
diagrams these terms cancel each other in the T → 0 limit.
12 These singularities are present also in the adiabatic case for εF ∈ {εk} (i.e., for
open-shell systems).
5where E(0)(εF) corresponds to the adiabatic series. As noted by
Kohn and Luttinger [28], the two parts of Eq. (20) are incon-
sistent with each other. A possible definition of the chemical
potential at T = 0 in the finite case is
µ(T = 0, %) =
E(0)(% + 1) + E(0)(%)
2
. (21)
The second part of Eq. (20) however is equivalent to
µ(T = 0, %) =
E(0)ref (% + 1) + E
(0)
ref (%)
2
≡ µref(T = 0, %), (22)
which contradicts the previous equation. For a given particle
number the true chemical potential deviates from the chemical
potential of the reference system, and Eq. (20) would imply that
they are equal at T = 0. Thus, in the discrete case the T → 0
limit of the grand-canonical perturbation series is inconsistent
also for µ < {εk}.
The same inconsistency can arise in the thermodynamic limit
if the reference spectrum has a gap ∆ and µ < {εk}. The T → 0
limit is still smooth in the discrete (gapped) case, so the inconsis-
tency is still present for nonzero T , although it is washed out at
sufficiently high T . Qualitatively, in the discrete case the incon-
sistency is relevant if the spectrum does not resolve the anoma-
lous terms ∂νnk/∂µν. As discussed in Sec. II D, contributions
with such terms can be seen to account for the mismatch gen-
erated by using the reference spectrum together with the true
chemical potential. If the anomalous terms are not sufficiently
resolved the information about this mismatch gets lost and one
approaches the paradoxical result that µ(T, %) = µref(T, %).13
There are two ways the discrete (gapped) spectrum inconsis-
tency for µ < {εk} can be partially resolved, i.e.,
(i) by using the reference chemical potential instead of the
true one,
(ii) by choosing a mean-field that leads to µ(T = 0, %) =
µref(T = 0, %).
Case (i) corresponds to the modified perturbation series
F(T, µref). The partial resolution of the discrete spectrum incon-
sistency in that case is as follows:
(i) F(T, µref) involves additional anomalous contributions,
and the failure to resolve the old ones is balanced (for
anisotropic systems, only partially) by not resolving the
new ones.
In the gapped case F(T, µref) reproduces the adiabatic series in
the T → 0 limit (if µref < {εk}). In the gapless case the adiabatic
series is reproduced only for isotropic systems; in that case the
old and new anomalous contributions cancel for T → 0. Thus,
there is still a remainder of the discrete spectrum inconsistency.
The information about anisotropy encoded in the anomalous con-
tributions is not resolved in the discrete case at low T . In partic-
ular, for F(T, µref) the thermodynamic limit (and ∆→ 0 limit,
respectively) and the T → 0 limit are noncommuting limits in
the anisotropic case.
13 This inconsistency has been overlooked in Ref. [65].
Regarding case (ii), there are three mean-field renormaliza-
tion schemes that lead to µ(T, %) = µref(T, %), and accord-
ingly, F(T, µ) = F(T, µref): the direct, the cyclic, and the
BdD scheme; see Sec. II D. The anomalous diagrams are re-
moved in each scheme, but in the direct and cyclic schemes
there are still anomalous contributions. Hence, for the direct
and cyclic schemes there is no discrete spectrum inconsistency
despite anomalous contributions. However, these schemes are
well-behaved only at high T where the inconsistency ceases to
be relevant. In particular, the T → 0 limit does not exist for the
direct and cyclic scheme.
The T → 0 limit exists for the BdD scheme, but for N > 2
this scheme exists only in the thermodynamic limit. The com-
mutativity of the T → 0 and ∆→ 0 limits is fully restored in the
BdD scheme, irrespective of isotropy. The anomalous contribu-
tions can be removed and the result µ(T = 0, %) = µref(T = 0, %)
can be achieved also for finite systems, via the mean-field renor-
malization scheme specified by Eq. (48) below.14 For N ≤ 2 the
Eq. (48) scheme converges to the BdD scheme, but for N > 2 it
becomes ill-defined (singular, for N ≥ 4) in the thermodynamic
limit. Altogether, we have:
(ii) The result µ(T = 0, %) = µref(T = 0, %) can be achieved for
finite systems and in the thermodynamic limit, irrespective
of isotropy, but for N > 2 these two cases are not smoothly
connected.
The commutativity of limits can however be fully restored for
F(T, µref):
(iii) For F(T, µref) together with the mean-field renormalization
scheme given by Eq. 153 below the limit T → 0 commutes
with both the thermodynamic limit and the ∆→ 0 limit,
irrespective of isotropy. This is because for F(T, µref), at
T = 0 the Eq. 153 scheme removes the anomalous contri-
butions.
Case (ii) and case (iii) both lead to the adiabatic formalism, irre-
spective of isotropy. There are however still anomalous contribu-
tions at finite T in case (iii), and the reference chemical potential
is identified with the true chemical potential only in case (ii).15
D. Mean-field renormalization schemes
The usual choices for the mean-field potential are U = 0 (free
reference spectrum) or U = U1 (Hartree-Fock spectrum). In gen-
eral, one expects that the choice U = U1 leads to an improved
perturbation series, compared to U = 0. For first-order MBPT
this can be seen from the fact that U = U1(T, µ) and U = U1(εF),
respectively, are stationary points of the right-hand sides of the
14 As discussed in Sec. II D, the Eq. (48) scheme leads to µ(T, %) = µref(T, %) for
nonzero T if the (pseudoanomalous) contributions from energy denominator
poles are excluded, but it is not clear whether this is justified.
15 Accordingly, for the grand-canonical series the Eq. 153 scheme does not re-
move the anomalous contributions to ρ(T, µ) at T = 0 (or T , 0), so in that
case the adiabatic series is not reproduced (in any case) and the discrete spec-
trum inconsistency persists.
6inequalities
Ω(T, µ) ≤ Ωref(T, µ) + ΩU(T, µ) + Ω1(T, µ), (23)
E(0)(εF) ≤ E(0)ref (εF) + E(0)U (εF) + E(0)1 (εF), (24)
for grand-canonical and adiabatic MBPT, respectively. For trun-
cation orders N > 1, however, no similar formal argument is
available for U = U1 representing the best choice.
For both U = 0 and U = U1, in the thermodynamic limit the
grand-canonical perturbation series does not reproduce the adia-
batic one for T → 0. The adiabatic series is also not reproduced
in the discrete case, and in that case the grand-canonical series
is inconsistent, in general (in particular, for U ∈ { 0,U1}); see
Sec. II C).
It is now important to note that, at least for U = 0, in general
bare grand-canonical MBPT leads to deficient results also in the
thermodynamic limit. This is particularly evident for a system
with a first-order phase transition: for U = 0 it is impossible to
obtain the nonconvex single-phase constrained free energy from
Ω(T, µ), since Ω(T, µ) is necessarily a single-valued function of
µ for U = 0; see also Refs. [25–27].
This deficiency can be repaired by modifying the expression
for F(T, µ) in terms of a (truncated) formal expansion about the
chemical potential µref
T→0−−−→ εF of the reference system; see
Sec. IV B for details. This expansion introduces additional con-
tributions, and the structure of these contributions is very similar
to anomalous diagrams. For isotropic systems it can be seen that
the anomalous parts of these additional contributions cancel the
old ones for T → 0, leading to
F(T, µref)
T→0−−−→ E(0)(εF) (25)
in the isotropic case.16
For Ω(T, µ) with U = U1(T, µ) one has %(T, µ) =
∑
k nk at
truncation order N = 1. Thus, for N = 1 (but not for N > 1) it
is
F(T, µ) = F(T, µref), (26)
with µ(T, %) = µref(T, %), where F(T, µref) now corresponds to
the modified series with U = U1(T, µref). For Ω(T, µ) the change
from U = 0 to U = U1 removes all anomalous (and normal) dia-
grams with single-vertex loops. For F(T, µref) both the reference
spectrum and the reference chemical potential get renormalized,
and both the anomalous diagrams and the additional ones with
single-vertex loops are removed.
Now, these features make evident that there is a deficiency in
the grand-canonical series with U = 0 irrespective of the pres-
ence of a first-order phase transition: there is a mismatch in the
Fermi-Dirac distribution functions generated by using the spec-
trum of H0 together with the true chemical potential, leading to
decreased perturbative convergence, compared to F(T, µref) with
the same setup.17 One may interpret the anomalous contribu-
tions as a symptom of this mismatch. In that sense, the “expand-
ing away” of the mismatch, i.e., the construction of F(T, µref),
16 We note that F(T, µref) with U ∈ { 0,U1} and N = 2 has been employed in
nuclear matter calculations in Refs. [25, 26, 66–70]. For nuclear matter calcu-
lations with self-consistent propagators, see, e.g., Refs. [71–73].
17 For additional details and numerical evidence, see Ref. [27].
corresponds to a symptomatic treatment that provides as rem-
edy additional anomalous contributions that counteract the old
ones.18 The mismatch can however be ameliorated (cured, for
N = 1, in the U = U1 case) by improving the quality of the ref-
erence Hamiltonian: the change from U = 0 to U = U1 removes
the main symptom (and the corresponding remedy, in the modi-
fied case), the anomalous diagrams with single-vertex loops.
Altogether, this suggests that one can expect that the conver-
gence behavior of Ω(T, µ) is inferior to the one of F(T, µref) also
for U = U1. Moreover, one can suspect that both Ω(T, µ) and
F(T, µref) may be further improved by using a mean field beyond
Hartree-Fock. In the best case, the additional mean-field con-
tributions should remove all the remaining anomalous diagrams
(and additional diagrams, for the modified series), i.e., the ones
with higher-order pieces, and lead to F(T, µ) = F(T, µref) for
truncation orders N > 1.
In the following, we introduce three different renormalization
schemes where the mean field receives additional contributions
for each N, i.e,
Uℵ,(∗∗),÷ = U1 +
N∑
n=2
Uℵ,(∗∗),÷n . (27)
Here, ℵ refers to one of the three time-independent formulas (di-
rect, cyclic, or reduced), ÷ to the disentanglement, and ∗∗ to
the regularization of energy denominators required to make the
reduced formula well-defined. Equation (27) is understood to
imply a reordering of the perturbation contributions such that a
given order n ∈ {1, . . . ,N} involves only diagrams for which
N (V) +N (U1) +
N∑
m=2
mN (Um) = n ∈ {1, . . . ,N}, (28)
where N (V) is the number of V vertices, and N (U1) and
N (Un) the number of −U1 and −Uℵ,(∗∗),÷n vertices, respectively.
This can be implemented by writing Eq. (1) as
H = (U0 + Uℵ,(∗∗),÷)︸             ︷︷             ︸
Href
+λV − λU1 −
N∑
n=2
λnUℵ,(∗∗),÷n (29)
and ordering the perturbation series with respect to powers of λ
(which is at the end set to λ = 1).
For each truncation order N, the three schemes constitute three
(different, for N > 1) stationary points of MBPT. Related to this,
in each of the three schemes the (direct, cyclic and reduced, re-
spectively) contributions from anomalous diagrams are removed,
and in each scheme the relation between the particle number and
the chemical potential matches the adiabatic relation, i.e.,
U = Uℵ,(∗∗),÷ : %(T, µ) = −∂Ω(T, µ)
∂µ
=
∑
k
nk, (30)
so F(T, µ) = F(T, µref) holds in each scheme. The T → 0 limit
exists however only for the case where U = Ureduced,∗∗,÷. In
18 At second order the two types of anomalous contributions have been found
to give individually very large but nearly canceling contributions in nuclear
matter calculations [26, 27, 66].
7that case, the grand-canonical formalism and zero-temperature
MBPT are consistent with each other for both isotropic and
anisotropic systems, given that the adiabatic continuation is
based on Href = H0 + Ureduced,∗∗,÷.
1. Scheme by Balian, Bloch, and de Dominicis (direct scheme)
In the renormalization scheme by Balian, Bloch, and de Do-
minicis [38], the mean-field potential is, for truncation order N,
defined as
Udirect,÷k =
N∑
n=1
Udirect,÷n,k =
N∑
n=1
δΩdirect,÷n,normal
δnk
=
δDdirect,÷
δnk
, (31)
i.e., only the direct contributions from normal diagrams are in-
cluded, and ÷ (disentanglement) means that for each set of (nor-
mal) articulation lines with identical three-momenta only one
(hole or particle) distribution function appears [i.e., only the first
term of the right-hand sides of Eqs. (15)–(18), etc., is included].
The n = 1 contribution to the mean field corresponds (as in the
other schemes) to the usual Hartree-Fock single-particle poten-
tial, i.e.,
U1,k =
∑
k′
〈ψkψk′ |V |ψkψk′〉 nk′ , (32)
where antisymmetrization is implied. For the higher-order con-
tributions, the functional derivative δ/δnk has to be evaluated
without applying Eq. (19), i.e., the energy denominator exponen-
tials have to be kept in the form that results from the contour in-
tegral. Otherwise, the functional derivative would be ill-defined
(due to the emergence of poles). For n = 2, one finds
Udirect,(÷)2,k =
1
2
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
×
[
nk2 n¯k3 n¯k4F direct(D) − nk3 nk4 n¯k2F direct(−D)
]
,
(33)
where
F direct(D) = 1 − βD − e
−βD
βD2
D→0−−−→ −β
2
, (34)
with D = εk3 +εk4−εk2−εk. The T → 0 limit of Eq. (33) is singu-
lar, due to the energy denominator exponential in F direct(D): the
functional derivative has removed one distribution function in the
integrand, inhibiting the complete elimination of the energy de-
nominator exponential via Eq. (19). Hence, the renormalization
scheme of Balian, Bloch, and de Dominicis is of interest only for
systems which are sufficiently close to the classical limit.19
The direct contributions from anomalous diagrams composed
of two normal pieces that are not (but may involve) −U vertices
have the factorized form
Ω
direct,÷
n1+n2,anomalous
= −β
2
∑
k
Udirect,÷n1,k nkn¯k U
direct,÷
n2,k (2 − δn1,n2 ), (35)
19 See also the next paragraph, and Sec. V.
and similar for anomalous diagrams with several normal (non
−U) pieces; see Sec. IV B. Given that for normal diagrams with
−U vertices the functional derivative in Eq. (31) acts only on the
diagrammatic lines,20 Eq. (35) implies that the direct contribu-
tions from these diagrams are all canceled by the contributions
from the corresponding diagrams with −U pieces. The resulting
perturbation series is then given by
Ω(T, µ) = Ωref(T, µ) + ΩU(T, µ) +Ddirect,÷(T, µ). (36)
Using εk = ε0,k + Udirect,÷k , Eq. (36) can be written in the equiva-
lent form
Ω[nk,T ] = T
∑
k
(
nk ln nk + n¯k ln n¯k
)
+
∑
k
(
ε0,k − µ) nk
+Ddirect,÷[nk,T ], (37)
which, using Eqs. (19) and (31), can be seen to be stationary
under variations of the distribution functions, δΩ[nk,T ]/δnk = 0.
From this one readily obtains the following expressions for the
fermion number %, the entropy S , and the internal energy E:
% =
∑
k
nk, (38)
S = −
∑
k
(
nk ln nk + n¯k ln n¯k
) − ∂Ddirect,÷[nk,T ]
∂T
, (39)
E =
∑
k
ε0,knk +Ddirect,÷[nk,T ] − T ∂D
direct,÷[nk,T ]
∂T
. (40)
The variation of the internal energy δE[nk,T ]/δnk is given by
δE
δnk
= εk − T
∂Udirect,÷k [nk,T ]
∂T
. (41)
The relations given by Eqs. (38), (39) and (41) match those
of Fermi-liquid theory [48, 74, 75], except for the terms due
to the explicit temperature dependence of Ddirect,÷[nk,T ] and
Udirect,÷k [nk,T ].
2. Cyclic scheme
There is a straightforward variant of the scheme by Balian,
Bloch, and de Dominicis: the cyclic scheme, with mean-field
potential
Ucyclic,÷k =
N∑
n=1
Ucyclic,÷n,k =
N∑
n=1
δΩ
cyclic,÷
n,normal
δnk
=
δDcyclic,÷
δnk
. (42)
At second order one has
Ucyclic,(÷)2,k = −
1
4
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
×
[
nk2 n¯k3 n¯k4F cyclic(D) − nk3 nk4 n¯k2F cyclic(−D)
]
,
(43)
20 That is, the functional dependence on nk of the −U vertices is not taken into
account in Eq. (31).
8where
F cyclic(D) = 1 − e
−βD
D
D→0−−−→ β. (44)
In the cyclic scheme, the perturbation series and thermodynamic
relations have the same structure as in the direct scheme. In par-
ticular, the same factorization property holds (see Sec. IV B), and
again the zero-temperature limit does not exist [as evident from
Eq. (43)]. The direct scheme is, however, distinguished from
the cyclic scheme in terms of it leading to the identification of
the Fermi-Dirac distribution functions with the exact mean oc-
cupation numbers [38, 39, 42] (see also Appendix B 3) and (in
the classical limit) the virial expansion [39]. This indicates that,
for calculations close to the classical limit, the direct scheme is
preferable to the cyclic scheme.
3. Reduced scheme(s)
In the renormalization scheme outlined by Balian and
de Dominicis (BdD) [46, 47], the term Ddirect,÷[nk,T ] (or,
Dcyclic,÷[nk,T ]) is replaced by a term DBdD[nk] that has no ex-
plicit temperature dependence in addition to the one given by the
functional dependence on nk(T, µ), and satisfies
DBdD(T, µ) T→0−−−→
N∑
n=1
E(0)n (εF), (45)
where, by Eq. (38), µ
T→0−−−→ εF, and E(0)n (εF) corresponds to the
sum of all contributions of order n in zero-temperature MBPT.
This implies consistency with the adiabatic zero-temperature for-
malism irrespective of isotropy. The BdD mean field is given by
UBdDk [nk] =
δDBdD[nk]
δnk
. (46)
Since DBdD[nk] is supposed to have no explicit temperature de-
pendence, it must be constructed by eliminating all energy de-
nominator exponentials via Eq. (19). But then the functional
derivative will lead to poles. To make the functional derivative
well-defined, the energy denominators have to be regularized.
Now, as first recognized by Balian and de Dominicis [76] as
well as Horwitz, Brout and Englert [77], for a finite system with a
discrete spectrum the following renormalized perturbation series
can be constructed
Ω(T, µ) = Ωref(T, µ) + ΩU(T, µ) +Dreduced,∗,÷(T, µ), (47)
with mean field
Ureduced,∗∗,÷k =
δDreduced,∗,÷
δnk
, (48)
where
Dreduced,∗,÷(T, µ) =
N∑
n=1
δΩreduced,∗,÷n,normal
δnk
T→0−−−→
N∑
n=1
E(0)n (εF), (49)
with µ
T→0−−−→ εF. Here, ∗ means that the energy denominator
poles are excluded in the discrete state sums (which makes the
reduced formula well-defined, for a finite system). Equation (47)
entails another factorization property, i.e., (see Sec. IV C)
Ω
reduced,∗,÷
n1+n2,anomalous
= −β
2
∑
k
Ureduced,∗,÷n1,k nkn¯kU
reduced,∗,÷
n2,k
× (2 − δn1,n2 ). (50)
In Eq. (50), ÷ implies that the pseudoanomalous terms from the
reduced expressions for normal two-particle reducible diagrams
with the same pieces are added (to the reduced expressions for
the corresponding anomalous diagrams).
Equations (47) and (49) lead to the Fermi-liquid relations for
%, S , and δE/δnk. The validity of the ∗ prescription for finite sys-
tems is however somewhat questionable, since it disregards the
contributions from the energy denominator poles present in the
cyclic and direct case for T , 0 [see Eqs. (34) and (44)].21 In the
thermodynamic limit the contributions from energy denominator
poles have measure zero. However, the thermodynamic limit of
Dreduced,∗,÷ is singular at T , 0, due to terms with energy denom-
inator poles of even degree.22 In addition, there are terms with
several (odd) energy denominator poles for which the thermo-
dynamic limit is not well-defined, as evident from the Poincare´-
Bertrand transformation formula Eq. (108); this implies that in
the thermodynamic limit Ureduced,∗,÷k is ill-defined also at T = 0.
All in all, Eqs. 47, (49), and (50) indicate that the BdD renor-
malization scheme should correspond to
DBdD[nk] = Dreduced,∗∗,÷[nk], (51)
where ∗∗ refers to the energy denominator regularization for in-
finite systems.
E. Statistical versus dynamical quasiparticles
The statistical quasiparticles associated with the BdD renor-
malization scheme are distinguished from the dynamical quasi-
particles [78–80] associated with the asymptotic stability of the
low-lying excited states. In the following, we examine how dy-
namical quasiparticles arise in grand-canonical MBPT, and com-
pare their energies to the ones of the statistical quasiparticles
(i.e., the single-particle energies in the BdD scheme). More de-
tails on the (various forms of the) self-energy are given in Ap-
pendix B. In particular, in Appendix B 3 we show that (only) in
the direct scheme the exact mean occupation numbers fk(T, µ)
are identified with the Fermi-Dirac distributions. Note that since
the T → 0 limit does not exist for the direct scheme, this result is
consistent with the discontinuity of fk(T, µ) at T = 0. The con-
sistency of fk(T , 0, µ) = nk(T , 0, µ) with the results discussed
below is examined in Appendix B 3.
21 If the pole contributions are included for a finite system then Eq. (47) is valid
only for T → 0 (and the T → 0 limit exists only for µ < {εk}). In that sense, the
construction of the thermodynamic Fermi-liquid relations via MBPT depends
on the thermodynamic limit.
22 At T = 0, these singular terms cancel each other, see Ref. [57] and Sec. IV E.
91. Dynamical quasiparticles without mean field
In MBPT (for normal systems), dynamical quasiparticles arise
as follows. The perturbative contributions Σn,k(z,T, µ) to the
frequency-space self-energy Σk(z,T, µ) are given by a specific
analytic continuation (see Appendix B 2) of the perturbative con-
tributions to the Matsubara self-energy Ξk(zl,T, µ), where
zl =
i(2l + 1)pi
β
+ µ (52)
are the Matsubara frequencies, with l ∈ Z. For example, in bare
MBPT (with U = 0) the two-particle irreducible second-order
contribution to Ξk(zl,T, µ) is given by [see Eq. (B68)]
Ξ2,k(zl,T, µ) =
1
2
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2nk2 n¯k3 n¯k4
× e
−β(εk3 +εk4−εk2−zl) − 1
εk3 + εk4 − εk2 − zl
. (53)
From this, the expression for Σ2,k(z,T, µ) is obtained by first sub-
stituting eβ(zl−µ) = −1 and then performing the analytic continua-
tion. Using Eq. (19), one gets
Σ2,k(z,T, µ) = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
× nk2 n¯k3 n¯k4 + nk3 nk4 n¯k2
εk3 + εk4 − εk2 − z
. (54)
As evident from the second-order contribution, setting z = ω±iη,
with ω real and η infinitesimal, leads to the general relation [81]
Σk(ω ± iη,T, µ) = Sk(ω,T, µ) ∓ iJk(ω,T, µ), (55)
where Sk andJk are real, andJk ≥ 0 (see Appendix B 2). From
the property that at T = 0 the energy denominators in the ex-
pressions for the perturbative contributions to the self-energy,
Σn,k(z,T, µ), vanish only for z→ µ, Luttinger [82] showed that
Jk(ω, 0, µ) ω→µ−−−→ Ck(µ) (ω − µ)2, (56)
with Ck(µ) ≥ 0. Crucial for our discussion (i.e., in particular for
the next paragraph), this result holds not only if Σk is calculated
using self-consistent propagators but also if Σk is calculated us-
ing bare propagators.
In Ref. [83], Luttinger showed that Eq. (56) implies a disconti-
nuity at T = 0 and k = kF of the exact mean occupation numbers
fk(T, µ) of the momentum eigenstates |ψk〉, i.e., [13, 84]
fk(T, µ) = 〈〈a†kak〉〉 =
∞∫
−∞
dω
2pi
1
1 + eβ(ω−µ)
Ak(ω,T, µ), (57)
where 〈〈. . .〉〉 denotes the true ensemble average, and the spectral
functionAk(ω,T, µ) is given by [81] (see also Appendix B 2)
Ak(ω,T, µ) = 2Jk(ω,T, µ)[
ω − ε0,k − Sk(ω,T, µ)]2 + [Jk(ω,T, µ)]2 . (58)
The (true) Fermi momentum kF, defined in terms of the discon-
tinuity of fk(0, µ), is determined by [83]
µ = ε0,kF + SkF (µ, 0, µ). (59)
The lifetime of a single-mode excitation with momentum k of the
ground state is determined by the width of the spectral function
at T = 0 [11, 81]. From Eqs. (56) and (59), the width vanishes
(i.e., the excitation becomes stable against decay into collective
modes) for ω→ µ and k→ kF. The energies Ek of the dynami-
cal quasiparticles are therefore determined by
Ek(µ) = ε0,k + Sk(Ek, 0, µ), (60)
where Ek ≈ µ and k ≈ kF (low-lying excitations).23
2. Dynamical quasiparticles with mean field
The distinction between the energies of statistical and dynam-
ical quasiparticles can now be made explicit, in a specific sense.
For bare MBPT with mean field Uk(T, µ) the self-energy is given
by
Σk(z,T, µ) = −Uk(T, µ) + Σ′k(z,T, µ). (61)
Here, the first term corresponds to the contribution from the
self-energy diagram composed of a single −U vertex. Since
bare propagators are used, Σ′k(z,T, µ) involves not only one-
and two-particle irreducible but also two-particle reducible self-
energy diagrams (including diagrams with −U vertices); see,
e.g., Ref. [86].24 It can be seen that [see Eq. (B80)]
Σ′n,k(z) =
[
δΩreducedn [nk]
δnk
∣∣∣∣∣
εk=z
]
k<{articulation lines}
, (62)
(with Im[z] , 0). Instead of Eq. (56) we have
Σk(z,T, µ) = −Uk(T, µ) + S′k(z,T, µ) + iJ ′k(z,T, µ), (63)
with
J ′k(ω, 0, µ) = C′k(ω − µ)2. (64)
The spectral function is now given by
Ak(ω,T, µ) =
2J ′k(ω,T, µ)[
ω − εk − Re [Σk(z,T, µ)] ]2 + [J ′k(ω,T, µ)]2 .
(65)
Using εk = ε0,k + Uk(T, µ), this becomes
Ak(ω,T, µ) =
2J ′k(ω,T, µ)[
ω − ε0,k − S′k(ω,T, µ)
]2
+
[
J ′k(ω,T, µ)
]2 , (66)
so the (true) Fermi-momentum kF is determined by
µ = ε0,kF + S′kF (µ, 0, µ), (67)
23 Note that the relation EkF = ∂E(T = 0, %)/∂% (Hugenholtz-Van Hove theo-
rem [23, 85]) is trivial if E(T = 0, %) is derived from Ω(T, µ).
24 Note that this implies that there are diagrams with several identical energy
denominators, i.e., the Hadamard finite part appears.
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and the dynamical quasiparticle energies Ek are given by
Ek(µ) = ε0,k + S′k(Ek, 0, µ), (68)
where Ek ≈ µ and k ≈ kF. It is Ek = εk for N ≤ 2 within the BdD
renormalization scheme, but from Eq. (62) as well as Eqs. (46)
and (51) it is clear that this correspondence breaks down for trun-
cation orders N > 2. To have Ek = εk for N > 2 the mean field
must satisfy
Uk(0, µ) = S′k(µ, 0, µ), (69)
but then no statistical quasiparticle relations are obtained. In par-
ticular, formally extending Eq. (68) to momenta k ∈ [0,kF], the
mean-field renormalization specified by Eq. (69) leads to∑
k
θ(µ − Ek) =
∑
k
θ(µ − εk), (70)
but the relation (i.e., Luttinger’s theorem [23, 24, 82])∑
k
θ(µ − Ek) = %(T = 0, µ) (71)
is satisfied only for truncation orders N ≤ 2.
III. REGULARIZATION OF ENERGY DENOMINATORS
An energy denominator regularization scheme is a proce-
dure that allows to evaluate the contributions associated with
the various parts Fα = fα/D of the energy denominator terms
F = ∑α Fα separately [cf., e.g., Eq. (34)]. The (formal) splitting
of the F ’s into parts Fα introduces poles, so the essence of any
regularization scheme must be a change in the way the contri-
butions near the zeros of the denominators D =
∏
ν D
nν
ν of these
terms are evaluated (in particular for the case where some nν are
even). This change must be such that, for a fixed mean field,
the same results are obtained as from the original unregularized
expressions for the F ’s (e.g., the expressions obtained from the
direct or cyclic formula).
For the second-order normal contribution the regularization
is (essentially) unique and corresponds to evaluating the two
parts of Eq. (44) separately via principal value integrals. For the
higher-order contributions, the regularization scheme introduced
here starts by adding infinitesimal imaginary parts to the individ-
ual energy denominators Dν, i.e.,
∏
ν D
nν
ν →∏ν(Dν + iην)nν . The
regularization then corresponds to evaluating the various parts
with energy denominator terms Fα,[{ην}] = fα/[
∏
ν(Dν + iην)]nν
via the Sokhotski-Plemelj-Fox formula. That this is a valid pro-
cedure can be seen from the fact that (after adding infinitesimal
imaginary parts) the Sokhotski-Plemelj-Fox formula can be ap-
plied (formally) also to the unsplit expressions with energy de-
nominator terms F[{ην}] =
∑
α Fα,[{ην}], and after its application the
splitting corresponds again (i.e., as in the second-order case) to
a separation into principal value integrals, by virtue of Eq. (80)
below.
The crucial point of this particular regularization scheme is
that it allows to separate the normal, anomalous, and pseu-
doanomalous contributions (at finite T ) such that these contri-
butions have a form that matches the (regularized) disentangled
reduced formula. This feature is essential for the cancellation of
the pseudoanomalous contributions and the factorization of the
anomalous contributions, and these properties lead to the ther-
modynamic Fermi-liquid relations via the BdD scheme. In other
terms, the Fermi-liquid relations uniquely determine the regular-
ization of the energy denominators.25
In Sec. III A we introduce the formal approach to the en-
ergy denominator regularization for the BdD scheme.26 The nu-
merical evaluation of the resulting expressions is discussed in
Sec. III B.
A. Formal regularization
From the cyclic expressions, the regularized (∗∗) disentangled
(÷) reduced expressions are obtained by performing the follow-
ing steps:
(i) add infinitesimal imaginary parts ην to the energy denom-
inators Dν (where η1 , η2 , . . .),
(ii) eliminate the energy denominator exponentials via
Eq. (19),
(iii) apply Eq. (14).
Here, the first step is part of ∗∗, the second step is part of the
reduction, and the third step is associated with ÷. Then
(iv) for two-particle reducible diagrams, average over the signs
sgn(ην) of the imaginary parts,
(v) split the integrals such that the various parts of the cyclic
energy denominator terms are integrated separately, then
suitably relabel indices in some integrals, and finally re-
combine the integrals that lead to normal, pseudoanoma-
lous and anomalous contributions,
(vi) observe that the pseudoanomalous contributions vanish
(this is proved to all orders in Sec. IV),
(vii) observe that the anomalous contributions factorize (this is
proved to all orders in Sec. IV),
where the first step is part of ∗∗, and the second, third and fourth
steps are associated with ÷ and reduction. To show how these
rules arise we now regularize, disentangle, and reduce the ex-
pressions for the contributions from the normal second-order di-
agram and from selected third-order diagrams.
FIG. 1. The normal second-order diagram. It is invariant under vertex
permutations.
25 A different regularization scheme can for example be set up via
∏
ν D
nν
ν →
(
∏
ν Dν)nν+iη. The partsFα,[η] then have a form that deviates from the reduced
formula (in particular, the pseudoanomalous contributions do not cancel; see
also Appendix A), so the Fermi-liquid relations cannot be obtained in this
scheme.
26 Rules for the formal regularization have been presented also in Refs. [51–53]
for the case of impurity systems.
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The cyclic expression for the normal second-order diagram
shown in Fig. 1 is given by
Ω
cyclic
2,normal = −
1
8
∑
i jab
ζ i jabni jn¯ab
1 − e−βDab,i j
Dab,i j
, (72)
where ζ i jab = V i j,abVab,i j, with V i j,ab = 〈ψkiψk j |V |ψkaψkb〉. More-
over,
∑
i =
∫
d3ki/(2pi)3, ni j = nki nk j and n¯i j = (1− nka )(1− nkb ),
and Dab,i j = εka + εkb − εki − εk j .
In Eq. (72), the term (1 − e−βDab,i j )/Dab,i j is regular for
Dab,i j = 0. To evaluate the two parts of the numerator of this
term separately, we add an infinitesimal imaginary term iη to the
energy denominator. This leads to
Ω
cyclic
2,normal = −
1
8
∑
i jab
ζ i jabni jn¯ab
1 − e−βDab,i j
Dab,i j + iη
.
= −1
8
∑
i jab
ζ i jabni jn¯ab
1
Dab,i j + iη
+
1
8
∑
i jab
ζ i jabnabn¯i j
1
Dab,i j − iη . (73)
where we have applied Eq. (19) to eliminate the energy de-
nominator exponential in the second part. Relabeling indices
(i, j)↔ (a, b) and recombining the two terms leads to
Ω
cyclic
2,normal = −
1
8
∑
i jab
ζ i jabni jn¯ab
[
1
Dab,i j + iη
+
1
Dab,i j − iη
]
≡ Ωreduced,∗∗,(÷)2,normal = ΩBdD2,normal. (74)
From this, one obtains for the second-order contribution to the
BdD mean field the expression
UBdD2,i = U
reduced,∗∗,(÷)
2,i = −
1
4
∑
jab
ζ i jab
(
n jn¯ab + nabn¯ j
)
×
[
1
Dab,i j + iη
+
1
Dab,i j − iη
]
. (75)
Note that the expressions for ΩBdD2,normal and U
BdD
2,i are real. Given
that the integration variables include Dab,i j [or an equivalent
variable, see Eq. (101)], this can be seen explicitly from the
Sokhotski-Plemelj theorem
1
x + iη
=
P
x
− ipi sgn(η) δ(x), (76)
where P refers to the Cauchy principal value. For actual numer-
ical calculations it is however more practical not to use Dab,i j as
an integration variable, and then the application of the Sokhotski-
Plemelj theorem requires further attention. This issue is dis-
cussed in Sec. III B.
It will be useful now to examine how Eq. (74) can be derived
from the direct formula. The direct expression is given by
Ωdirect2,normal =
1
4
∑
i jab
ζ i jabni jn¯ab
1 − e−βD −βD
βD2
, (77)
where D = Dab,i j. Adding an imaginary part to the energy de-
nominator we have
Ωdirect2,normal =
1
4
∑
i jab
ζ i jabni jn¯ab
1 − e−βD −βD
β(D + iη)2
. (78)
Here, the integral can be evaluated in terms of the Sokhotski-
Plemelj-Fox formula [87]
1
(x + iη)n
=
P
xn
+ ipi(−1)n sgn(η) δ(n−1)(x), (79)
where now P denotes the Hadamard finite part [88] (see also
Refs. [89–91]), i.e.,∫
dxϕ(x)
P
xn+1
≡ 1
n!
lim
y→0
∂n
∂yn
∫
dxϕ(x)
P
x − y , (80)
and δ(n−1)(x) = ∂δ(x)/∂xn. Note that this prescription satisfies
xk/(x + iη)n = 1/(x + iη)n−k. Since ∂(1 − e−βD −βD)/∂D = 0
for D = 0, evaluating Eq. (78) with the Sokhotski-Plemelj-Fox
formula gives the same result as Eq. (77). This equivalence is
maintained if the three parts of the 1 − e−βD −βD are integrated
separately (and evaluated with the Sokhotski-Plemelj-Fox for-
mula). That is, applying first the Sokhotski-Plemelj-Fox formula
and then Eq. (19) and the relabeling of indices we find
Ωdirect2,normal = −
1
4
∑
i jab
ζ i jabni jn¯ab D
P
D2
= −1
4
∑
i jab
ζ i jabni jn¯ab
P
D
≡ Ωreduced,∗∗,(÷)2,normal = ΩBdD2,normal. (81)
It is now important to note that applying Eq. (19) and relabeling
indices in the second part (which implies D → −D) before ap-
plying the Sokhotski-Plemelj-Fox formula would lead to incor-
rect results, i.e., this procedure would leave the real part invariant
but produce a finite imaginary part. This is because
f (D)
e−βD
(D + iη)2
= f (D) e−βD
P
D2
+ ipi sgn(η) δ(D) β f (0)
− ipi sgn(η) δ(D) ∂ f (D)
∂D
, (82)
whereas
f (−D)
(−D + iη)2 = f (−D)
P
(−D)2 + ipi sgn(η) δ(D) f (0). (83)
In general, for n > 1 it is
f (D)
e−βD
(D + iη)n
,
f (−D)
(−D + iη)n . (84)
However, note that f (−D) P(−D)n = f (D) PDn since D is integrated
in the whole real domain, and therefore
Re
[
f (D)
e−βD
(D + iη)n
]
≡ Re
[
f (−D)
(−D + iη)n
]
(85)
for the considered f (D). Hence, applying Eq. (19) and relabel-
ing indices without first applying the Sokhotski-Plemelj-Fox for-
mula becomes valid if we average over the sign of η, i.e.,
1
2
∑
sgn(η)
f (D)
e−βD
(D + iη)n
=
1
2
∑
sgn(η)
f (−D)
(−D + iη)n . (86)
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FIG. 2. The third-order two-particle irreducible diagrams. Each dia-
gram is invariant under cyclic vertex permutations. The first (pp) and
second (hh) diagram transform into each other under noncyclic permu-
tations, and the third (ph) diagram is permutation invariant.
Note that the average has to be taken for all three parts of
Eq. (78), otherwise imaginary parts would remain.
The cyclic expressions for the third-order two-particle irre-
ducible diagrams shown in Fig. 2 are given by
Ω
cyclic
3,pp =
1
24
∑
i jabcd
ζ
i jabcd
pp ni jn¯abcdF cyclicpp , (87)
Ω
cyclic
3,hh =
1
24
∑
i jklab
ζ
i jklcd
hh ni jkln¯abF cyclichh , (88)
Ω
cyclic
3,ph =
1
3
∑
i jkabc
ζ
i jkabc
ph ni jkn¯abcF cyclicph , (89)
where ζ i jabcdpp = V i j,abVab,cdVcd,i j, ζ
i jabcd
hh = V
i j,abVkl,i jVab,kl, and
ζ
i jabcd
ph = V
i j,abVkb,icVac, jk. The energy denominator terms are
given by
F cyclicpp,hh,ph =
[
1
D1D2
+
e−βD1
D1(D1 − D2) −
e−βD2
D2(D1 − D2)
]
, (90)
with D1 = Dab,i j and D2 = Dcd,i j for the pp diagram, D1 =
Dab,i j and D2 = Dab,kl for the hh diagram, and D1 = Dab,i j and
D2 = Dac, jk for the ph diagram. In each case, substituting D1 →
D1 + iη1 and D2 → D2 + iη2, with η1 , η2, splitting the integrals,
eliminating the energy denominator exponentials and relabeling
indices leads to
F cyclic,∗∗pp,hh,ph =
[
1
(D1 + iη1)(D2 + iη2)
+
1
(D1 − iη1)(D2 + iη2)
+
1
(D1 − iη1)(D2 − iη2)
]
≡ F reduced,∗∗pp,hh,ph , (91)
which is real. Substituting this for F cyclicpp,hh,ph in Eqs. (87), (88),
and (89) and performing the functional derivative one obtains
the third-order contribution to UBdD.
The normal third-order two-particle reducible diagrams are
shown in Fig. 3. Also shown are the cyclically related anomalous
diagrams. The cyclic expression for the sum of these diagrams
is given by
Ω
cyclic
3,(21) = −
1
4
∑
i jab
ζ i jabni jn¯abF cyclic(21)
(
niU1,i − n¯aU1,a), (92)
where
F cyclic(21) =
1 − e−βD −βD e−βD
D2
, (93)
with D = Dab,i j. In Hartree-Fock MBPT, the contribution from
these diagrams is (as is well known) canceled by the correspond-
ing diagrams where the first-order pieces are replaced by −U1
FIG. 3. The six third-order two-particle reducible diagrams composed
of one second-order and one first-order piece. Articulation lines are
shown as dashed lines. The shaded blobs represent vertices with loops
(first-order pieces). In each row, the diagram on the left is a normal
diagram, and the other two are anomalous. The diagrams in each row
transform into each other under cyclic vertex permutations. The set of
all six diagrams is closed under general vertex permutations.
vertices. Nevertheless, it will be still be useful to regularize
these contributions. We will then find that, if U1 were left out,
the anomalous part of these diagrams can still be canceled via
UBdD2 .
27
Substituting D → D + iη and applying Eqs. (14) and (19) and
the relabeling (i, j)↔ (a, b), we can separate Ωcyclic3,(21) into the three
contributions
Ω
reduced,◦◦,÷
3,(21),normal = −
1
4
∑
i jab
ζ i j,abni jn¯ab
1
(D + iη)2
(
U1,i − U1,a), (94)
Ω
reduced,◦◦,÷
3,(21),anom. =
β
4
∑
i jab
ζ i j,abni jn¯ab
1
D + iη
(
n¯iU1,i − naU1,a), (95)
Ω
reduced,◦◦,÷
3,(21),pseudo-a. =
1
4
∑
i jab
ζ i j,abni jn¯ab
[
1
(D + iη)2
− 1
(D − iη)2
]
× (niU1,i − n¯aU1,a). (96)
Here, ◦◦ refers to an incomplete (in fact, incorrect) regulariza-
tion: none of the three contributions given by Eq. (94), (95) and
(96) is real, and (more severely) also their sum is not real. As
explained below Eq. (81), the reason for this deficiency is that
we have applied Eq. (19) and relabeled indices without applying
the Sokhotski-Plemelj-Fox formula first. To repair this we have
27 It should be noted that, while the complete cancellation of two-particle re-
ducible diagrams (with first-order pieces) is specific to U1, including UBdD2 ,
UBdD3 , etc. does not only eliminate anomalous contributions but also partially
cancels normal contributions. Note also that the reduced contributions from
normal two-particle reducible diagrams with single-vertex loops can be re-
summed as geometric series; in zero-temperature MBPT this is equivalent to
the change from U = 0 to U = U1 for isotropic systems (only).
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to average over the signs of the imaginary parts, which leads to
Ω
reduced,∗∗,÷
3,(21),normal = −
1
8
∑
i jab
ζ i j,abni jn¯ab
×
[
1
(D + iη)2
+
1
(D − iη)2
] (
U1,i − U1,a), (97)
Ω
reduced,∗∗,÷
3,(21),anom. =
β
8
∑
i jab
ζ i j,abni jn¯ab
[
1
(D + iη)
+
1
(D − iη)
]
,
× (n¯iU1,i − naU1,a), (98)
Ω
reduced,∗∗,÷
3,(21),pseudo-a. = 0. (99)
The pseudoanomalous contribution has vanished: this feature,
which is essential to obtain the Fermi-liquid relations at T , 0
(but not T = 0), holds to all orders (see Sec. IV). Note that the
vanishing of the pseudoanomalous contributions holds only if all
vertex permutations are included, i.e., it holds not separately for
cyclically closed sets (in the present case, the two rows in Fig. 3).
The anomalous contribution has the factorized form given by
Eq. (50) (with ∗∗ instead of ∗), i.e.,
Ω
reduced,∗∗,÷
3,(21),anom. = −βUreduced,∗∗,(÷)2,i nin¯i U1,i. (100)
Thus, the anomalous contribution from the diagrams of Fig. 3
gets canceled by the contribution from the diagram shown in
Fig. 4 where one piece is a first-order diagram and the other one
either a −U1 vertex or a −UBdD2 vertex. The same cancellation
occurs between the rotated diagram and the one with two mean-
field vertices, and similar for the case where both U1 and UBdD2
are included.
FIG. 4. The anomalous diagram composed of two pieces of the mean-
field or single-vertex loop type.
B. Integration variables
We now discuss how the formulas derived in Sec. III A can be
evaluated in numerical calculations. Nonvanishing contributions
with poles of even degree appear first at fourth order in the BdD
renormalization scheme. These have to be evaluated in terms
of the Hadamard finite part, which obviously represents a ma-
jor difficulty in the numerical application of the BdD scheme at
high orders. We leave out the discussion of methods to evaluate
the Hadamard finite part numerically, and defer numerical ap-
plications of the BdD scheme (and the other schemes) to future
research.
For an isotropic system and MBPT without a mean-field po-
tential (Uk = 0) where εk = ε0,k = k2/(2M), using as integration
variables relative momenta p = (ki−k j)/2 and A = (ka−kb)/2 as
well as the average momentum K = (ki+k j)/2 = (ka+kb)/2, one
obtains from Eq. (74) the following expression for the second-
order normal contribution:
ΩBdD2,normal = −2M
∑
K,p,A
ζ i jabni jn¯ab
P
A2 − p2 . (101)
The functional derivative of this expression with respect to nki is
given by
UBdD2,ki [ε0,ki ] = −4M
∑
p,A
ζ i jab
(
n jn¯ab + nabn¯ j
) P
A2 − p2 . (102)
For truncation order N = 2, the single-particle energies in the
BdD scheme are obtained from the self-consistent equation
εk =
k2
2M
+ U1,k + UBdD2,k [εk], (103)
where one may use for UBdD2,k [εk] the expression obtained by sub-
stituting in Eq. (102) the term Dab,i j = εka + εkb − εki − εk j for
M/(A2 − p2) if this substitution does not introduce additional
poles; otherwise one must go back to the expression with in-
finitesimal imaginary parts, Eq. (75). This issue can be seen
also in the Uk = 0 case if ka, ki and k j are used as integration
variables to evaluate Eq. (74). Considering a one-dimensional
system for simplicity, we have
ΩBdD2,normal = −
M
4
∑
ka,ki,k j
ζ i jabni jn¯ab
[
1
κ + iη
+
1
κ − iη
]
, (104)
with kb = ki + k j − ka and ∑k = ∫ dk/(2pi). Moreover, κ =
(ka−ki)(ka−k j), i.e., now there are two poles. To bring Eq. (104)
into a form where the Sokhotski-Plemelj theorem can be applied,
we note that
(ka − ki + iη)(ka − k j + iη)
= (κ + iη) θ(2ka − ki − k j) + (κ − iη) θ(ki + k j − 2ka),
(105)
so ∑
sgn(η)
1
κ + iη
=
∑
sgn(η)
1
(ka − ki + iη)(ka − k j + iη) . (106)
The Sokhotski-Plemelj theorem can now be applied (assuming
that ka is integrated after ki or k j), which leads to
ΩBdD2,normal = −
M
2
∑
ka,ki,k j
ζ i jabni jn¯ab
×
[ P
ka − ki
P
ka − k j + pi
2δ(ka − ki)δ(ka − k j)
]
, (107)
where the integration order is fixed. Changing the integration
order such that ka is integrated first would lead to an incorrect
result, as evident from the Poincare´-Bertrand transformation for-
mula [91–95]∫
dx
∫
dy ϕ(x, y)
P
x − y
P
x − z
=
∫
dy
∫
dx ϕ(x, y)
P
x − y
P
x − z + pi
2ϕ(z, z). (108)
Since it has only one pole, the expression given by Eq. (101) is
however preferable compared to the one where ka, ki and k j are
used as integration variables.
At third order the issue manifested by the Poincare´-Bertrand
transformation formula becomes unavoidable. For an isotropic
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system and Uk = 0, using relative and average momenta as inte-
gration variables one obtains for ΩBdD3,pp the expression (see also
Refs. [96, 97])
ΩBdD3,pp =
M2
3
∑
K,p,A,B
ζ
i jabcd
pp ni jn¯abcd
×
[
3
P
A2 − p2
P
B2 − p2 + pi
2 δ(A − p)δ(B − p)
(A + p)(B + p)
]
, (109)
where p = (ki − k j)/2, A = (ka − kb)/2, B = (kc − kd)/2 and
K = (ki + k j)/2. In Eq. (109), the integration order is such that
p is integrated after A or B.28 The expression for ΩBdD3,hh is simi-
lar to Eq. (109). For ΩBdD3,ph , however, using relative and average
momenta as integration variables leads to
ΩBdD3,ph =
8M2
3
∑
K,p,A,Y
ζ
i jkabc
ph ni jkn¯abc
×
[
F[η1,η2] + F[−η1,η2] + F[−η1,−η2]
]
, (110)
where p = (ki − k j)/2, A = (ka − kb)/2, Y = (ka − kc)/2 and
K = (ki + k j)/2, and
F[η1,η2] =
1[
A2 − p2 + iη1] [(p − A) · (A − 2Y + p) + iη2] . (111)
From here one would have to proceed similar to the steps that
lead from Eq. (104) to Eq. (107).
IV. FACTORIZATION TO ALL ORDERS
Here, we prove to all orders that the BdD renormalization
scheme implies the thermodynamic relations associated with
Fermi-liquid theory and (consequently) leads to a perturba-
tion series that manifests the concistency of the adiabatic zero-
temperature formalism, for both isotropic and anisotropic sys-
tems.
First, in Sec. IV A, we examine more closely how the linked-
cluster theorem manifests itself. Second, in Sec. IV B we system-
atize the disentanglement (÷) of the grand-canonical perturbation
series. These two steps provide the basis for Sec. IV C, where we
prove to all orders the reduced factorization property for finite
systems, Eq. (50). In Sec. IV D we then infer that the reduced
factorization property holds also for the BdD renormalization
scheme. This implies the Fermi-liquid relations and the consis-
tency of the adiabatic formalism. Finally, in Sec. IV E we point
out that the BdD renormalization scheme maintains the cancel-
lation of the divergencies (at T = 0) from energy denominator
poles and discuss the minimal renormalization requirement for
the consistency of the adiabatic formalism with the modified per-
turbation series for the free energy, F(T, µref), in the anisotropic
case.
28 Notably, the same expression results if one naively introduces principal val-
ues in Ωreduced3,pp and averages over three different integration orders (where in
one case p is integrated before A or B); for Eq. (104) this procedure would,
however, lead to an incorrect result.
A. Linked-cluster theorem
Letting the truncation order (formally) go to infinity, the sum
of all perturbative contributions to Ω(T, µ) can be written as
∆Ω =
∞∑
n=1
Ωn = −1
β
ln
1 − β ∞∑
n=1
Υn
 , (112)
where Υn denotes the contribution of order n from both linked
and unlinked diagrams. We refer to the various linked parts of
an unlinked diagram as subdiagrams. Further, we denote the
contribution—evaluated via a given time-independent (ℵ) for-
mula (i.e., direct, cyclic, or reduced with ∗ or ∗∗)—to Υn from
a diagram composed of K = k
∑k
i=0 αi linked parts involving k
different subdiagram species Γ1 , Γ2 , . . . , Γk where each Γi
appears αi times in the complete diagram, by Υℵ[Γα11 ···Γ
αk
k ]n
. In this
notation, Eq. (112) reads
∆Ω = −1
β
ln
[
1 − β
∞∑
n=1
∑
[Γα11 ···Γ
αk
k ]n
∑
O
Υℵ
[Γα11 ···Γ
αk
k ]n
]
, (113)
where
∑
[Γα11 ···Γ
αk
k ]n
is the sum over all possible (i.e., those consis-
tent with order n) combinations of subdiagrams (including repe-
titions), and
∑
O denotes the sum over all distinguishable vertex
permutations of the unlinked diagram that leave the subdiagrams
invariant. This is illustrated in Fig. 5. We write
∞∑
n=1
∑
[Γα11 ···Γ
αk
k ]n
∑
O
Υℵ
[Γα11 ···Γ
αk
k ]n
=
∑
Γ
α1
1 ···Γ
αk
k
∑
O
Υℵ
Γ
α1
1 ···Γ
αk
k
. (114)
It is ∑
Γ
α1
1 ···Γ
αk
k
∑
O
Υℵ
Γ
α1
1 ···Γ
αk
k
=
∑
Γ˜
α1
1 ···˜Γ
αk
k
∑
P
Υℵ
Γ˜
α1
1 ···˜Γ
αk
k
, (115)
where
∑
P denotes the sum over all distinguishable vertex order-
ings, and
∑
Γ˜
α1
1 ,...,˜Γ
αk
k
sums over all combinations of subdiagrams
where in the underlying set of linked diagrams {Γi} only one (ar-
bitrary) element is included for each set of diagrams that is closed
under vertex permutations. For example, among the first two di-
agrams of Fig. 2 only one is included, and only one of the six
diagrams of Fig. 3.
The generalization of Eq. (8) for Υn is given by
Υdirect[P]n = −
1
β
(−1)n
n!
β∫
0
dτn · · · dτ1 〈T [V(τn) · · ·V(τ1)]〉 .
(116)
We denote the expressions obtained from Eq. (116) for the con-
tribution from a given permutation invariant set of (linked or un-
linked) diagrams by Υdirect[P]
Γ˜
α1
1 ···˜Γ
αk
k
. As noted in Sec. II B, these expres-
sions are equivalent to the summed expressions obtained from
any of the time-independent formulas (direct, cyclic, or reduced
with ∗ or ∗∗), i.e.,
Υ
direct[P]
Γ˜
α1
1 ···˜Γ
αk
k
=
∑
P
Υℵ
Γ˜
α1
1 ···˜Γ
αk
k
. (117)
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FIG. 5. Vertex permutations for an unlinked diagram with two linked
parts (subdiagrams). If the diagram in the first row represents the orig-
inal vertex ordering, then the second and third diagram correspond to
(nonoverlapping and overlapping, respectively) orderings ∈ O, and the
fourth diagram to an ordering ∈ P/O.
Now, the number of ways the n perturbation operators in
Eq. (116) can be partitioned into the subgroups specified by
Υ
direct[P]
Γ˜
α1
1 ···˜Γ
αk
k
is given by [11, 12]
1
α1! · · ·αk!
n!
(n1!)α1 · · · (nk!)αk , (118)
where ni are the orders of the respective subdiagrams. From
Eq. (116), this leads to
∑
P
Υℵ
Γ˜
α1
1 ···˜Γ
αk
k
= −1
β
k∏
i=1
(
−βΥdirect[P]
Γ˜i
)αi
αi!
= −1
β
k∏
i=1
(
−β ∑Pi ΥℵΓ˜i)αi
αi!
, (119)
where in the second step we have applied Eq. (117). In Sec. IV C
we will see that Eq. (119) implies the (direct, cyclic, and re-
duced) factorization properties for anomalous diagrams.
It is now straightforward to verify by explicit comparison with
Eq. (119) that
∑
Γ˜
α1
1 ···˜Γ
αk
k
∑
P
(
−βΥℵ
Γ˜
α1
1 ···˜Γ
αk
k
)
=
∞∑
α=1
1
α!
[
− β
∑
Γ
ΥℵΓ
]α
= −1 + exp
(
− β
∑
Γ
ΥℵΓ
)
. (120)
Applying this to Eq. (115) leads to
∆Ω =
∑
Γ
ΥℵΓ , (121)
which constitutes the linked-cluster theorem. Now, expanding
the logarithm in Eq. (112) we find
∆Ω =
∞∑
n=1
[ ∑
ν,{ni},{ki}
βk1+...+kν−1
(
k1 + . . . + kν
k1, . . . , kν
)
(Υn1 )
k1 · · · (Υnν )kν
k1 + . . . + kν
]
,
(122)
where the inner sum is subject to the constraints
∑ν
i=1 niki = n,
1 ≤ n1 < n2 < . . . < nν, ki ≥ 1, and ν ≥ 1. The linked-cluster
theorem implies that, if evaluated in terms of the usual Wick con-
traction formalism [11], in Eq. (122) the contributions with ν = 1
and k1 = 1 from unlinked diagrams are all canceled by the con-
tributions with ν > 1 or k1 > 1. The individual expressions from
these canceling terms are not size extensive, i.e., in the thermo-
dynamic limit they diverge with higher powers of the confining
volume.
B. Disentanglement
Here, we first introduce the cumulant formalism,29 which al-
lows systematizing the disentanglement (÷). Then, we show
that this formalism provides a new representation and evaluation
method for the contributions associated (in the usual Wick con-
traction formalism) with anomalous diagrams and the subleading
parts of Eqs. (15)–(18), etc. Finally, we construct and discuss the
modified perturbation series for the free energy F(T, µref).
1. Cumulant formalism
We define Ci1...in as the unperturbed ensemble average of a
fully-contracted (indicted by paired indices) but not necessarily
linked sequence of creation and annihilation operators, i.e.,
Ci1...in = 〈a†i1 ai1 · · · a
†
in
ain〉 , (123)
where some of the index tuples may be identical (articulation
lines). In Eq. (123), all contractions are of the hole type. For the
case where there are also particles we introduce the notation
Ca1···ami1···in = 〈a
†
i1
ai1 · · · a†in ain aa1 a
†
a1 · · · aam b†am〉 . (124)
This can be expressed in terms of functional derivatives of the
unperturbed partition function Yref = Tr[e−β(Href−µN)], i.e.,30
Ca1···ami1···in =
1
Yref
δ
δ[−βεi1 ]
· · · δ
δ[−βεin ]
×
(
1 − δ
δ[−βεa1 ]
)
· · ·
(
1 − δ
δ[−βεam ]
)
Yref. (125)
This shows that the upper indices can be lowered iteratively, i.e.,
Ca1···ami1···in = Ca1···am−1i1···in − Ca1···am−1i1···inam , which leads to
Ca1···ami1···in =
∑
P⊂{1,...,m}
(−1)|P|Ci1···in{ak}k∈P . (126)
29 In the context of MBPT for Fermi systems this method was introduced by
Brout and Englert [29, 98] (see also Ref. [99]).
30 The number operator is given by N = ∑k a†kak.
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The cumulants Ki1...in are defined by
Ki1...in =
δn lnYref
δ[−βεi1 ] · · · δ[−βεin ]
. (127)
The relation between the K’s and the C’s is given by [100]
Ci1···in =
∑
P∈ partitions
of {1,...,n}
∏
I∈P
K{ik}k∈I . (128)
These formulas provide an alternative way (compared to the
Wick contraction formalism) to evaluate the various contribu-
tions Υ[Γα11 ···Γ
αk
k ]n
in Eq. (122).
2. Simply connected unlinked diagrams
For linked diagrams without articulation lines (i.e., two-
particle irreducible diagrams) the contributions from higher cu-
mulants have measure zero for infinite systems. For such dia-
grams, the (sums of the) contributions from higher cumulants
vanish also in the finite case, via exchange antisymmetry. This is
clear, since these (nonextensive) contributions are absent in the
Wick contraction formalism. For instance, for the first-order di-
agram Ci j = KiK j + δi jKii the part δi jKii gives no contribution
(by antisymmetry). Overall, it is
i1 , i2 , . . . , in : Ci1···in =
n∏
ν=1
Kiν (129)
for linked diagrams. This means that for linked two-particle ir-
reducible diagrams the cumulant formalism leads to the same
expressions as the Wick contraction formalism. For two-particle
reducible diagrams, however, there are additional size extensive
contributions from higher cumulants corresponding to articula-
tion lines with identical three-momenta. This has the effect that
for each set of normal articulation lines with identical three-
momenta there is only a single distribution function, i.e.,
Ca1···ami1···in j··· j = Ca1···ami1···in j , (130)
Ca1···amb···bi1···in = Ca1···ambi1···in , (131)
see Ref. [27]. For example, Ci1...in j j = Ci1...in (K jK j + K j j) =Ci1...in j, since K jK j + K j j = n jn j + n jn¯ j = n j. Equations (130)
and (131) together with Eq. (126) imply that the contributions
from anomalous diagrams are zero:
Ca1···am j··· ji1···in j··· j = 0. (132)
The contributions from anomalous diagrams and from the sub-
leading parts of Eqs. (15)–(18), etc. , now arise instead from
unlinked diagrams (with normal subdiagrams). That is, for un-
linked diagrams composed of N subdiagrams the contributions
from higher cumulants connecting N lines with distinct three-
momenta are size extensive. For example, for the case of three
first-order subdiagrams with indices (i, j), (k, l), and (m, n) one
has the contributions
δikδ jmKiiK j jKlKn, . . . , δikδimKiiiK jKlKn, . . . , (133)
where Kiii = nin¯in¯i − ninin¯i and the ellipses represent terms with
other index combinations. By virtue of the linked-cluster the-
orem, the size extensive contributions from unlinked diagrams
where not all higher-cumulant indices correspond to different
subdiagrams cancel against the corresponding terms with ν > 1
or k1 > 1 in Eq. (122). The remaining size extensive contribu-
tions from unlinked diagrams are exactly those where the dif-
ferent (normal) subdiagrams are simply connected via higher cu-
mulants. This provides a new representation for the contributions
associated (in the Wick contraction formalism) with anomalous
diagrams and the contributions not included in Eqs. (130) and
(131).
3. Modified thermodynamic perturbation series
There are two methods for the construction of the modified
perturbation series for the free energy F(T, µref). The first, intro-
duced by Kohn and Luttinger [28], is based on grand-canonical
MBPT; it constructs F(T, µref) in terms of a truncated formal ex-
pansion31 of F(T, µ) about µref, see Refs. [26–28] for details. The
second method, due to Brout and Englert [29], starts from the
canonical ensemble. In canonical perturbation theory [84, 101],
Eq. (123) is replaced by
Ci1...in = 〈a†i1 ai1 · · · a
†
in
ain〉% , (134)
where 〈. . .〉% denotes the unperturbed canonical ensemble average
which involves only Fock states |Ψ%〉 with fixed % =
〈
Ψ%
∣∣∣N ∣∣∣ Ψ%〉.
From this, we proceed analogously to the grand-canonical case,
with Yref replaced by the unperturbed canonical partition func-
tion Zref = ∑Ψ% 〈Ψ%| e−βHref |Ψ%〉, i.e., the cumulants are now
given by
Ki1...in =
δn lnZref
δ[−βεi1 ] · · · δ[−βεin ]
. (135)
The decisive new step is now to evaluate the cumulants not di-
rectly (which would be practically impossible) but using the Leg-
endre transformation
lnZref(T, %) = lnYref(T, µref) − µref ∂ lnYref(T, µref)
∂µref
, (136)
where µref is the chemical potential of an unperturbed grand-
canonical system with the same mean fermion number as the
fully interacting canonical system, i.e.,
% = −1
β
∂ lnYref(T, µref)
∂µref
= −∂Ωref(T, µref)
∂µref
=
∑
k
n˜k, (137)
where n˜k denotes the Fermi-Dirac distribution with µref as the
chemical potential. With % being fixed, % =
∑
k n˜k determines
31 The mean field is not expanded; i.e., the expansion is performed after U(T, µ)
is replaced by U(T, µref). This (and the truncation of the expansion) makes
evident that at a given order the modified and the unmodified perturbation
series lead to different results; see also Sec.II D and Refs. [26, 27].
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µref as a functional of the spectrum εk. From this and Eq. (136),
the expression forKi is given by
Ki =
δ lnYref
δ[−βεi] −
1
β
∂ lnYref
∂µref
(
δµref
δεi
)
%
− %
(
δµref
∂εi
)
%
= n˜i. (138)
The higherK ’s can then be determined iteratively, i.e.,
Ki1i2 =
(
δKi1
δ[−βεi2 ]
)
%
= δi1i2
∂Ki1
∂[−βεi1 ]
− ∂Ki1
∂µref
[
∂%
∂µref
]−1
δ%
δ[−βεi2 ]
= δi1i2 n˜i1 (1 − n˜i1 ) −
n˜i1 (1 − n˜i1 )n˜i2 (1 − n˜i2 )∑
i n˜i(1 − n˜i) . (139)
ForKi1i2i3 and beyond there is also a contribution where the en-
ergy derivative acts on [∂%/∂µref]−1 =
∑
i n˜i(1 − n˜i), i.e.,32
[
Ki1i2i3
]
i1,i2,i3 = −
∂Ki1i2
∂µref
[
δ%
δµref
]−1
δ%
δ[−βεi3 ]
− ∂Ki1
βµref
δ%
δ[−βεi2 ]
∂
∂[−βεi3 ]
[
∂%
∂µref
]−1
. (140)
One can show that
[
Ki1...in
]
ia,ib ∀a,b∈[1,n] = O(1/%n−1), see
Ref. [27], so the size extensive contributions from unlinked di-
agrams are again given by simply connected diagrams. For
isotropic systems the anomalous parts of these contributions can-
cel at each order in the zero-temperature limit,33 thus
isotropy: F(T, µref)
T→0−−−→ E(0)(εF), (141)
with µref
T→0−−−→ εF. By construction, within each of the order-
by-order renormalization schemes (direct, cyclic, BdD), at each
order the modified perturbation series F(T, µref) matches the
grand-canonical perturbation series for the free energy F(T, µ) =
Ω(T, µ)− µ ∂Ω(T, µ)/∂µ. The zero-temperature limit exists how-
ever only for the BdD scheme (see Sec. II).
C. Factorization theorem(s)
Using the direct formula, the cyclic formula, or the reduced
formula for finite systems (∗) and applying the cumulant formal-
ism to Eq. (119) leads to
∑
P/A
Υ
direct,÷
[Π˜α11 ···Π˜
αk
k ]n
= −1
β
k∏
i=1
(
−β ∑Pi/Ai Υdirect,÷Π˜i )αi
αi!
, (142)
∑
P/A
Υ
cyclic,÷
[Π˜α11 ···Π˜
αk
k ]n
= −1
β
k∏
i=1
(
−β ∑Pi/Ai Υcyclic,÷Π˜i )αi
αi!
, (143)
32 Note that Eq. (B.12) of Ref. [29] is not valid; e.g., it misses the second part of
Eq. (140).
33 This feature is expected from indirect arguments [13, 27]. The cancellation
has been shown explicitly to all orders for certain subclasses of diagrams [27],
but no direct proof to all orders exists.
∑
P/A
Υ
reduced,∗,(÷)
[Π˜α11 ···Π˜
αk
k ]n
= −1
β
k∏
i=1
(
−β ∑Pi/Ai Υreduced,∗,÷Π˜i )αi
αi!
, (144)
where the Π˜i are all normal diagrams, and P/A excludes those
permutations that lead to anomalous diagrams. The combi-
natorics (and sign factors) of the higher-cumulant connections
matches the combinatorics of the functional derivatives that gen-
erate the mean-field contributions from the perturbative contri-
butions to the grand-canonical potential. Hence, Eqs. (142) and
(143) prove the direct and the cyclic version of the factorization
property given by Eq. (35) and its cyclic analog, and Eq. (144)
proves the reduced factorization property for finite systems (∗),
Eq. (50). Note that Eq. (144) implies that in the reduced finite
case the pseudoanomalous contributions vanish at each order.
The reduced version of the factorization theorem can also be
proved as follows. For a given unlinked diagram where none of
the linked parts are overlapping (see Fig. 5), the reduced formula
has the form
Υ
reduced,∗,(÷)
[Πα11 ···Π
αk
k ]n
∼ Res
z=0
e−βz
z
1
(−z)K
∏
i
1
Di − z
∼ βK−1
∏
i
1
Di
+ extra terms, (145)
where the extra terms are proportional to βK−n, with n ∈
{2, . . . ,K}. The reduced expressions for unlinked diagrams with
overlapping linked parts are composed entirely of such extra
terms. These extra terms are incompatible with the linked-cluster
theorem: they do not match the temperature dependence of (the
disentangled reduced expressions) for the corresponding contri-
butions with ν > 1 or k1 > 1 in Eq. (122). The extra terms
must therefore cancel each other at each order in the sum
∑
P/A.34
Thus, symbolically we have∑
P/A
Υ
reduced,∗,(÷)
[Π˜α11 ···Π˜
αk
k ]n
∼ βK−1
∑
P/A
∏
i
1
Di
 , (146)
which is equivalent to Eq. (144).
D. Statistical quasiparticles
The energy denominator regularization maintains the linked-
cluster theorem. From the proof of the (reduced) factorization
theorem it can be inferred that this suffices to establish that
∑
P/A
Υ
reduced,∗∗,÷
[Π˜α11 ···Π˜
αk
k ]n
= −1
β
k∏
i=1
(
−β ∑Pi/Ai Υreduced,∗∗,÷Π˜i )αi
αi!
, (147)
which (by virtue of the cumulant formalism) implies the BdD
factorization property
Ω
reduced,∗∗,÷
n1+n2,anomalous
= −β
2
∑
k
Ureduced,∗∗,÷n1,k nkn¯k U
reduced,∗∗,÷
n2,k
× (2 − δn1,n2 ), (148)
34 This cancellation is not always purely algebraic, see Eqs. (A27) and (A28).
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and similar [i.e., as specified by Eq. (147)] for anomalous con-
tributions with several pieces (subdiagrams, in the cumulant for-
malism).
It is now clear how the cancellation between the contributions
from simply connected diagrams composed of V vertices and
those where also −U vertices are present works. For a given sim-
ply connected diagram, only the subdiagrams with single higher-
cumulant connections can be replaced by −U vertices, so at trun-
cation orders 2N + 1 and 2N + 2 all anomalous contributions are
removed if the mean field includes all contributions Uℵ,÷n,k with
n ≤ N. However, this does not imply consistency with the adia-
batic formalism for Uℵ,÷n,k = U
reduced,∗∗,÷
n,k (irrespective of isotropy),
since the relation between chemical potential µ and the fermion
number % does not match the adiabatic relation % =
∑
k θ(εF−εk).
For the consistency of the grand-canonical and the adiabatic for-
malism, the BdD mean field must include all contributions up to
the truncation order; only then one preserves the thermodynamic
relations of the pure mean-field theory (where H = H0 + U, with
U ≡ U[nk]), i.e., the Fermi-liquid relations
% =
∑
k
nk, (149)
S = −
∑
k
(
nk ln nk + n¯k ln n¯k
)
, (150)
δE
δnk
= εk. (151)
These relations are valid for all temperatures.
E. Zero-temperature limit
At zero temperature, the energy denominator poles are at the
boundary of the integration region,35 which implies that the
contributions from two-particle reducible diagrams with several
identical energy denominators diverge [57, 103]. For MBPT with
U = 0 or U = U1 one finds that the divergent contributions can-
cel each other at each order.36 This cancellation is maintained
in the BdD renormalization scheme: the cancellation occurs sep-
arately for normal contributions, and for the sum of the match-
ing contributions the Sokhotski-Plemelj-Fox formula is consis-
tent with the T → 0 limit.
Notably, the energy denominator regularization is not required
to construct a thermodynamic perturbation series that is con-
sistent with the adiabatic formalism in the anisotropic case: at
35 For an interesting implication of this feature, i.e., the singularity at fourth order
and T = 0 of the Maclaurin expansion in terms of x = µ↑ −µ↓ (or, x = %↑ −%↓)
for a system of spin one-half fermions with spins ↑ and ↓, see Refs. [27, 70,
102]. Note however that the statement in Refs. [27, 70] that the convergence
radius of the expansion is still zero (instead of just very small) near (but not
at) the degenerate limit appears somewhat questionable. In particular, Fig. 6
of Ref. [70] should be interpreted not in terms of the radius of convergence but
in terms of convergence at x = ±1.
36 See Ref. [57] [and Eq. (97)] for an example of this. We defer a more detailed
analysis of these cancellations to a future publication.
T = 0, the BdD factorization theorem takes the form
T = 0 : Ωn1+n2,anomalous = −
1
2
∑
k
Ureduced,∗∗,÷n1,k δ(εk − µ)
× Ureduced,∗∗,÷n2,k (2 − δn,m), (152)
and similar for anomalous diagrams with several pieces. (At
T = 0, the symbols ∗∗ and ÷ (and the specification of ℵ to re-
duced) are not needed for the separation of normal and anoma-
lous contributions to the grand-canonical potential.) Thus, as
recognized by Feldman et al. [14], to cancel the anomalous con-
tributions to Ω(T = 0, µ) the following mean field is sufficient
(for truncation orders below 2N + 2):
ULFk = U1,k +
N∑
n=2
LF
[
Ureduced,∗∗,÷n,k (T = 0, µ)
]
, (153)
where LF satisfies LF[g(k)] = g(k) for εk = µ and is smoothed off
away from εk = µ. There are still anomalous contributions to the
particle number, so the adiabatic series is not reproduced. The
renormalization given by Eq. (153) (with µ replaced by µref) is
however sufficient for the consistency of the adiabatic formalism
with the modified perturbation series F(T, µref) in the anisotropic
case.
V. CONCLUSION
In the present paper, we have, substantiating the outline by
Balian and de Dominicis (BdD) [46, 47],37 derived a thermo-
dynamic perturbation series for infinite Fermi systems that (1)
is consistent with the adiabatic zero-temperature formalism for
both isotropic and anisotropic systems and (2) satisfies at each
order and for all temperatures the thermodynamic relations as-
sociated with Fermi-liquid theory. This result arises, essentially,
as a corollary of the linked-cluster theorem. The proof of (2)
[which implies (1)] given here relies, apart from the earlier anal-
ysis of the disentanglement (÷) conducted by Balian, Bloch, and
de Dominicis [38] and the outline provided by Balian and de
Dominicis, on the application of the cumulant formalism (as a
systematic method to perform ÷) introduced by Brout and En-
glert [29, 98]. The statistical quasiparticles associated with the
thermodynamic Fermi-liquid relations are distinguished from the
dynamical quasiparticles associated with the asymptotic stability
of the low-lying excited states; in particular, the energies of dy-
namical and statistical quasiparticles are different.
In the perturbation series derived in the present paper the
reference Hamiltonian is renormalized at each order in terms of
additional contributions to the self-consistent mean-field poten-
tial. Conceptually, such an order-by-order renormalization is ap-
pealing: At each new order, not only is new information about
interaction effects included, but this information automatically
improves the reference point. Nevertheless, the relevance of this
perturbation series depends on its convergence rate compared to
the modified perturbation series for the free energy F(T, µref)
37 Other studies regarding the derivation of statistical quasiparticle relations can
be found in Refs. [104–113].
19
with a fixed reference Hamiltonian; e.g., Hartree-Fock, or the
(modified) second-order BdD mean field. In addition to the
complete removal of anomalous contributions, the higher-order
mean-field contributions lead also to partial cancellations of nor-
mal two-particle reducible contributions. This suggests that the
convergence rate may indeed improve by renormalizing the mean
field at each order.38 Apart from the question of convergence,
beyond second order the practicality of the BdD renormalization
scheme is impeded by the increasingly complicated regulariza-
tion procedure required for its numerical application.
An alternative renormalization scheme, the direct scheme, was
introduced by Balian, Bloch, and de Dominicis [38] (and red-
erived in the present paper, together with yet another scheme,
the cyclic one). The thermodynamic relations resulting from the
direct scheme however deviate from the Fermi-liquid relations.
More severely, for the direct (and the cyclic) scheme the zero-
temperature limit does not exist. The direct scheme may however
still be useful for numerical calculations close to the classical
limit. In particular, the corresponding perturbation series repro-
duces the virial expansion in the classical limit [39]. The BdD
renormalization scheme is thus mainly targeted at calculations
not too far from the degenerate limit, in particular perturbative
nuclear matter calculations (see, e.g., Refs. [117–129]. Notably,
the statistical quasiparticle relations may be useful for the appli-
cation of the Sommerfeld expansion [130] and to connect with
phenomenological parametrizations [131].
In conclusion, future research in the many-fermion problem
will investigate the perturbation series derived in the present
paper.39
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Appendix A: Two-particle reducible diagrams at fourth order
Here we derive explicitly the regularized (∗∗) disentangled (÷)
reduced expressions for the contributions from two-particle re-
ducible diagrams at fourth order. Diagrams with single-vertex
loops are canceled by the ones with −U1 vertices; the remain-
ing diagrams with V vertices only are shown in Fig. 6. One can
choose indices such that for each diagram the matrix elements
are given by
ζ = V i j,abV ik,cdVcd,kiVab,i j, (A1)
38 Note also that somewhat similar methods have been applied with considerable
success for (certain) finite systems [114–116].
39 More generally, the effect on convergence of higher-order contributions to the
mean field (in the modified perturbation series for the free energy) will be
investigated.
and the energy denominators corresponding to the two second-
order pieces are given by D1 = Dab,i j and D2 = Dcd,ik. The cyclic
expression for the sum of the diagrams in each row ν ∈ {1, 2, 3, 4}
can then be written as
Ω
cyclic
4,ν = ξν
∑
i jkabcd
ζ Nν F cyclicν , (A2)
where ξ1,2,3,4 = (−1/4,−1/4, 1/8, 1/8). For the chosen
indices the Nν are fixed as N1 = N2 = nii jkn¯abcd,
N3 = nii jcdn¯abk, and N4 = nabkn¯ii jcd. Finally, from Eq. (10),
the F cyclicν are given by
F cyclic1 =
1
D21D1+2
− e
−β(D1+2)
D22D1+2
+
e−βD1 D1−2
D21D
2
2
− β e
−βD1
D1D2
, (A3)
F cyclic2 =
1
D1D2D1+2
− e
−β(D1+2)
D1D2D1+2
+
e−βD1
D1D2D1−2
− e
−βD2
D1D2D1−2
, (A4)
F cyclic3 =
1
D21D1−2
− e
−β(D1−2)
D22D1−2
+
e−βD1 D1+2
D21D
2
2
+ β
e−βD1
D1D2
, (A5)
F cyclic4 = −
1
D21D1−2
+
eβ(D1−2)
D22D1−2
− e
βD1 D1+2
D21D
2
2
+ β
eβD1
D1D2
, (A6)
where D1±2 = D1 ± D2. Although their individual parts have
poles, the F cyclicν are regular for any zero of D1D2D1+2D1−2. To
separate the various parts, we add infinitesimal imaginary parts
to the energy denominators, i.e.,
D1 →D1,η1 = D1 + iη1, (A7)
D2 →D2,η2 = D2 + iη2, (A8)
where |η1| , |η2|, since otherwise D1+2,η1+2 or D1−2,η1−2 has zeros.
Averaging over the signs of the imaginary parts and applying
Eqs. 14 and (19), we can reorganize the sum of the 12 diagrams
according to
4∑
ν=1
Ω
cyclic
4,ν = Ω
reduced,∗∗,÷
4,normal + Ω
reduced,∗∗,÷
4,anom. + Ω
reduced,∗∗,÷
4,pseudo-a. , (A9)
where
Ω
reduced,∗∗,÷
4,normal =
4∑
α=1
[1
8
∑
i jkabcd
ζ Nnormalα F reduced,∗∗α,normal
]
, (A10)
Ω
reduced,∗∗,÷
4,anom. =
∑
α=1,3,4
[
β
8
∑
i jkabcd
ζ Nanom.α F reduced,∗∗α,anom.
]
, (A11)
Ω
reduced,∗∗,÷
4,pseudo-a. =
∑
α=1,3,4
[1
8
∑
i jkabcd
ζ Nanom.α Rreduced,∗∗α
]
, (A12)
with
F reduced,∗∗
α,normal =
∑
sgn(η1),sgn(η2)
F reduced,∗∗
α,normal,[η1,η2]
, (A13)
and similar for the anomalous and pseudoanomalous contribu-
tions. The correspondence α  ν holds only for the anomalous
contributions, and the normal ones with α = 3, 4. For the normal
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FIG. 6. The 12 fourth-order two-particle reducible diagrams composed
of two second-order normal pieces. In each of the four rows (1, 2, 3, 4),
the first (and third) diagram is a normal diagram, the other anomalous.
The diagrams in each row transform into each other under cyclic vertex
permutations. The set of all 12 diagrams is closed under general vertex
permutations.
contributions with α = 1, 2, we combine the (disentangled) con-
tributions from the first two (α = 1) and the third two (α = 2)
diagrams in the first two rows. Regarding the pseudoanomalous
contributions, each α corresponds to several ν’s, by virtue of the
application of Eq. (14). In the anomalous contribution
Nanom.1 = niabkn¯i jcd, (A14)
Nanom.3 = niabcdn¯i jk, (A15)
Nanom.4 = ni jkn¯iabcd, (A16)
and
F reduced,∗∗1,anom. =
∑
sgn(η1),sgn(η2)
[
− 2
D1,η1 D2,η2
]
, (A17)
F reduced,∗∗3,anom. =
∑
sgn(η1),sgn(η2)
1
D1,η1 D2,η2
, (A18)
F reduced,∗∗4,anom. =
∑
sgn(η1),sgn(η2)
1
D1,η1 D2,η2
. (A19)
Suitably relabeling indices, we obtain the BdD factorization
property
Ω
reduced,∗∗,÷
4,anom. = −
β
2
∑
i
Ureduced,∗∗,(÷)2,i nin¯i U
reduced,∗∗,(÷)
2,i , (A20)
with Ureduced,∗∗,(÷)2,i given by Eq. (75). Relabeling indices accord-
ing to Eqs. (A14), (A15), and (A16), the energy denominators in
the pseudoanomalous contribution are
Rreduced,∗∗1,[η1,η2] = −
2
D1,η1 (D2,η2 )2
+
2
(D1,η1 )2D2,η2
− 2
D1,η1 D2,η2 D1−2,η1−2
− 2
D1,η2 D2,η1 D1−2,η2−1
+
1
(D2,η1 )2D1−2,η2−1
+
1
(D2,η2 )2D1−2,η1−2
+
1
(D1,η1 )2D1−2,η1−2
+
1
(D1,η2 )2D1−2,η2−1
, (A21)
Rreduced,∗∗3,[η1,η2] = −
2
(D2,η2 )2D1+2,η1+2
− 2
D1,η1 D2,η2 D1+2,η1+2
+
1
D1,η1 (D2,η2 )2
+
1
(D1,η1 )2D2,η2
, (A22)
Rreduced,∗∗4,[η1,η2] =
2
(D2,η2 )2D1+2,η1+2
+
2
D1,η1 D2,η2 D1+2,η1+2
− 1
D1,η1 (D2,η2 )2
− 1
(D1,η1 )2D2,η2
. (A23)
In these expressions, the parts with three different denom-
inators require special attention: the formal application of
the Sokhotski-Plemelj-Fox formula assumes that each energy
denominator is used as an explicit integration variable, but
this is not possible for terms with denominators of the form
D1,η1 D2,η2 D1±2,η1±2 . To evaluate these terms, we use the relations
1
(D1,η1 )2D1±2,η1±2
± 1
D1,η1 D2,η2 D1±2,η1±2
= ± 1
(D1,η1 )2D2,η2
,
(A24)
1
(D2,η2 )2D1±2,η1±2
± 1
D1,η1 D2,η2 D1±2,η1±2
= ± 1
D1,η1 (D2,η2 )2
.
(A25)
This leads to
Rreduced,∗∗1 = 0, (A26)
Rreduced,∗∗3 =
∑
sgn(η1),sgn(η2)
[
− 1
D1,η1 (D2,η2 )2
+
1
(D1,η1 )2D2,η2
]
,
(A27)
Rreduced,∗∗4 =
∑
sgn(η1),sgn(η2)
[
1
D1,η1 (D2,η2 )2
− 1
(D1,η1 )2D2,η2
]
. (A28)
One sees that Rreduced,∗∗3 and Rreduced,∗∗4 are antisymmetric under
D1 ↔ D2. In each case, the remaining part of the integrand is
symmetric under D1 ↔ D2. Thus, the pseudoanomalous contri-
bution is zero:
Ω
reduced,∗∗,÷
4,pseudo-a. = 0. (A29)
Finally, in the normal contribution
Nnormal1 = ni jkn¯abcd, (A30)
Nnormal2 = nabcdn¯i jk, (A31)
Nnormal3 = ni jcdn¯abk, (A32)
Nnormal4 = nabkn¯i jcd, (A33)
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and
F reduced,∗∗1,normal,[η1,η2] = −
2
(D1,η1 )2D1+2,η1+2
− 2
D1,η1 D2,η2 D1+2,η1+2
, (A34)
F reduced,∗∗2,normal,[η1,η2] =
2
(D2,η2 )2D1+2,η1+2
+
2
D1,η1 D2,η2 D1+2,η1+2
, (A35)
F reduced,∗∗3,normal,[η1,η2] =
1
(D1,η1 )2D1−2,η1−2
+
1
(D1,η2 )2D1−2,η2−1
, (A36)
F reduced,∗∗4,normal,[η1,η2] = −
1
(D1,η1 )2D1−2,η1−2
− 1
(D1,η2 )2D1−2,η2−1
, (A37)
where we have suitably relabeled indices. Applying Eqs. (A24)
and (A25), the averaged expressions are given by
F reduced,∗∗1,normal =
∑
sgn(η1),sgn(η2)
[
− 2
(D1,η1 )2D2,η2
]
, (A38)
F reduced,∗∗2,normal =
∑
sgn(η1),sgn(η2)
2
D1,η1 (D2,η2 )2
, (A39)
F reduced,∗∗3,normal =
∑
sgn(η1),sgn(η2)
1
(D1,η1 )2D1−2,η1−2
, (A40)
F reduced,∗∗4,normal =
∑
sgn(η1),sgn(η2)
[
− 1
(D1,η1 )2D1−2,η1−2
]
. (A41)
In addition to the contribution from the 12 diagrams shown in
Fig. 6, in the BdD scheme the two-particle reducible contribu-
tion at fourth order involves the six diagrams of Fig. 3 with the
first-order subdiagrams replaced by −UBdD2 vertices, and the di-
agram composed of two −UBdD2 vertices (Fig. 4). The anoma-
lous contributions from these 19 diagrams cancel each other (as
a consequence of Eq. (A20)). Notably, there is also a partial
analytic cancellation between the contributions from Eqs. (A38)
and (A39) and the normal contribution from the third-order dia-
grams with one −UBdD2 vertex (Fig. 3), see Refs. [27, 132, 133].
Such partial cancellations can be found also at higher orders for
the normal contribution from certain (normal) two-particle re-
ducible diagrams, i.e., for those where cutting the articulation
lines and closing them such that an unlinked diagram (with two
linked parts) is generated leaves the number of holes invariant.40
Finally, the two-particle reducible fourth-order contribution to
UBdD is given by the functional derivative of the regularized dis-
entangled reduced normal contributions from the diagrams of
Fig. 6 and the ones of Fig. 3 with the first-order subdiagrams
replaced by −UBdD2 vertices.41
Appendix B: Self-energy, mass function, mean field and all that
Here, we discuss the various forms of the self-energy, and their
relation to the grand-canonical potential, the mean occupation
40 We defer a more detailed analysis of these partial analytic cancellations to a
future publication.
41 Here, the functional derivative is supposed to disregard the implicit depen-
dence on nk of UBdD2 ; see Sec. II D.
numbers, and the (various forms of the) mean field.
1. Analytic continuation(s) of the Matsubara self-energy
Although it is defined in terms of the self-consistent Dyson
equation, the proper Matsubara self-energy Ξk(zl) can also be
calculated using bare propagators; in that case, also two-particle
reducible self-energy diagrams contribute to Ξk(zl); see, e.g.,
Ref. [86]. From Ξk(zl) the frequency-space self-energy Σk(z) is
obtained as the analytic continuation of Ξk(zl) that has the fol-
lowing properties:42
(1) Σk(z) is analytic in both the upper and lower half plane,
vanishes at infinity, and has a branch cut along the real
axis where Im[Σk(z)] changes sign, with Im[Σk(z)] ≶ 0 for
Im[z] ≷ 0.
With these properties, Σk(z) leads to the spectral representation
of the mean occupation number, see Eq. (B37) below.
Now, as shown below, in bare MBPT another analytic contin-
uation of the Matsubara self-energy Ξk(zl) can be defined, here
referred to as the mass functionMk(z). It has the following prop-
erties:
(1) Mk(z) is entire and real on the real axis for T , 0.
(2) It vanishes at infinity, except for 1/Re[z] = 0+ where it has
an essential singularity.
(3) For Re[z] > µ it has an essential singularity at T = 0.
If z = εk +Mk(z) has no solutions off the real axis, then one can
obtain from Mk(z) another simple expression for the mean oc-
cupation numbers: the mass function representation fk = n(Ek),
see Eq. (B13). The T → 0 limit of this representation is singular
for Ek > µ, and gives fk = nk for Ek < µ. The issue whether
z = εk +Mk(z) may have nonreal solutions is discussed further
below. We did not see an argument that guarantees that nonreal
solutions exist.
The functional forms of the bare perturbative contributions to
Ξk(zl), Σk(z), andMk(z) are related to ones of the different time-
independent formulas (ℵ) for the perturbative contributions to
the grand-canonical potential, Ωℵn . This is examined in part B 4
of this Appendix.
2. Mean occupation numbers from Dyson equation
Here, we first derive the mass function representation for the
mean occupation number, Eq. (B13). Then, we derive the spec-
tral representation Eq. (B37). Only the spectral representation
can be derived also from the real-time propagator.43 Last, we ex-
amine the relation between the collision self-energy Σcollk (ω) and
the frequency-space self-energy Σk(z) at T = 0.
42 See the second paragraph of part B 2 of this Appendix.
43 In that sense, the mass function representation (as well as the direct represen-
tation of part B 3) represents a purely statistical result, while the spectral rep-
resentation corresponds to a statistical-dynamical result. Only the statistical-
dynamical result has a well-behaved T → 0 limit.
22
a. Mass function
The imaginary-time propagator is given by
Gk(τ − τ′) = −
〈〈
T
[
ak(τ)a
†
k(τ
′)
]〉〉
, (B1)
where ak(τ) = ak e−εkτ and a
†
k(τ) = a
†
k e
εkτ, and 〈〈. . .〉〉 is the true
ensemble average. Its Fourier series is
Gk(τ) =
1
β
lim
lmax→∞
∑
l∈L(lmax)
Gk(zl) e−zlτ, (B2)
where L(lmax) = {−lmax, . . . , lmax}, and zl are the Matsubara fre-
quencies (see Eq. (52)). The Fourier coefficients are given by
Gk(zl) =
β∫
0
dτGk(τ) ezlτ . (B3)
The Dyson equation in Fourier (Matsubara) space is given by
Gk(zl) = gk(zl) + gk(zl) Ξk(zl)Gk(zl), (B4)
where Ξk(zl) is the Matsubara self-energy and gk(ωl) is the un-
perturbed propagator in Matsubara space, i.e.,
gk(zl) =
1
zl − εk . (B5)
Iterating the Dyson equation and summing the resulting geomet-
ric series leads to
Gk(zl) =
1
zl − εk − Ξk(zl) . (B6)
Inserting this into the Fourier series Eq. (B2) and replacing the
discrete frequency sums by a contour integral leads to
Gk(τ) =
∮
C0[lmax]
dz
2pii
e−zτ n(z)
1
z − εk −Mk(z) , (B7)
where lmax → ∞ is implied, and n(z) = [1+eβ(z−µ]−1. The contour
C0[lmax] encloses all the Matsubara poles z = zl∈L(lmax) but not the
pole at z = εk +Mk(z), see Fig. 7. Note that by construction
C0[lmax] crosses the real axis. Thus, for Eq. (B7) to be equivalent
to Eq. (B2), the mass functionMk(z) must be an analytic contin-
uation of the Matsubara self-energy Ξk(zl) that is analytic on the
real axis (and near the Matsubara poles). This is easy to get: for
the second-order two-particle irreducible contribution to Mk(z)
we obtain from Eq. (53) the expression
M2,k(z) = 12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2nk2 n¯k3 n¯k4
× e
−β(εk3 +εk4−εk2−z) − 1
εk3 + εk4 − εk2 − z
, (B8)
i.e., in contrast to Eq. (54), we do not substitute
eβ(zl−µ) = −1 before performing the analytic continuation,
and similar for higher-order contributions. Since with this
prescription there are no poles, Mk(z) is entire and real on
the real axis, and regular everywhere except for Re[z] → ∞.
FIG. 7. Contours C0[lmax] (left panel) and C1 (right panel).
However, the T → 0 limit of Mk(z) is singular for Re[z] > µ,
due to terms eβ(z−µ) as in Eq. (B8).
In Eq. (B7), for τ < 0 the term e−zτ nk(z) is regular at infinity,
and the term [z− εk −Mk(z)]−1 vanishes at infinity. Hence, if we
assume that z = εk +Mk(z) has no solutions off the real axis, for
τ < 0 the contour C0[lmax] can be deformed into the contour C1
(see Fig. 7) that encloses the pole on the real axis at
Ek = εk +Mk(Ek). (B9)
For nonreal z = x + iy, z = εk + Mk(z) is equivalent to the
two coupled nonlinear equations x = εk + Re[Mk(x + iy)] and
y = Im[Mk(x + iy)]. At second order, this is given by
x = εk − Uk + U1,k +M‡2,k
+
1
2
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
nk2 n¯k3 n¯k4
[D(x)]2 + y2
× {D(x)[cos(βy)e−βD(x) − 1] − y sin(βy)e−βD(x)}, (B10)
y =
1
2
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
nk2 n¯k3 n¯k4
[D(x)]2 + y2
× {y[cos(βy)e−βD(x) − 1] + D(x) sin(βy)e−βD(x)}, (B11)
with D(x) = εk3 +εk4−εk2− x. Here, −Uk corresponds to the dia-
gram composed of a single −U vertex, U1,k to the one with a sin-
gle V vertex, andM‡2,k denotes the second-order two-particle re-
ducible contribution toM2,k(z). We did not see an argument that
guarantees that Eqs. (B10) and (B11) have solutions for y , 0.
Assuming that there is only the pole given by Eq. (B9), we get
Gk(τ < 0) = n (Ek) e−Ekτ, (B12)
and the expression for the mean occupation numbers is given by
fk = Gk(0−) = n (Ek) , (B13)
i.e., the exact mean occupation numbers are given by the Fermi-
Dirac distribution with the reference spectrum renormalized in
terms of the on-shell mass functionMk(Ek) defined via Eq. (B9)
and the analytic continuation of the Matsubara self-energy Ξk(zl)
that is real analytic on the real axis. As discussed, the T → 0
limit ofMk(Ek) is ill-behaved.
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b. Frequency-space self-energy
The real-time propagator is44
iGk(t − t′) =
〈〈
T
[
ak(t)a
†
k(t
′)
]〉〉
, (B14)
with ak(t) = ak e−iεkt and a
†
k(t) = a
†
k e
iεkt. It can be decomposed
as
iGk(t − t′) = θ(t − t′) 〈〈ak(t)a†k(t′)〉〉︸          ︷︷          ︸
iG>k (t−t′)
−θ(t′ − t) 〈〈a†k(t′)ak(t)〉〉︸          ︷︷          ︸
−iG<k (t−t′)
,
(B15)
where we have defined the correlation functions iG>k (t − t′) and
iG<k (t − t′). The Fourier transforms of the real-time propagator
and the correlation functions are given by
Gk(ω) =
∞∫
−∞
dt iGk(t) eiωt, (B16)
G>k (ω) =
∞∫
−∞
dt iG>k (t) e
iωt, (B17)
G<k (ω) =
∞∫
−∞
dt
(
−iG<k (t) eiωt
)
, (B18)
with inverse transforms
iGk(t) =
∞∫
−∞
dω
2pi
Gk(ω) e−iωt, (B19)
iG>k (t) =
∞∫
−∞
dω
2pi
G>k (ω) e
−iωt, (B20)
−iG<k (t) =
∞∫
−∞
dω
2pi
G<k (ω) e
−iωt . (B21)
The Fourier transforms of the correlation functions satisfy the
KMS relation [81, 134] (see also Refs. [135–137])
G<k (ω) = e
−β(ω−µ) G>k (ω). (B22)
From this relation it follows that we can write
G>k (ω) = n¯(ω)Ak(ω), (B23)
G<k (ω) = n(ω)Ak(ω), (B24)
with
Ak(ω) = G>k (ω) + G<k (ω), (B25)
and n¯(ω) = 1−n(ω). From the Lehmann representations of G>k (t)
and G<k (t) it can be seen that the spectral function is semipositive,
i.e.,
Ak(ω) ≥ 0, (B26)
44 In this paragraph we follow for the most part Kadanoff and Baym [81], Fetter
and Walecka [11], and Ref. [134].
and satisfies the sum rule
∞∫
−∞
dω
2pi
Ak(ω) = 1, (B27)
see e.g., Refs. [11, 134]. Consider now the function Γk(z) defined
by
Γk(z) =
∞∫
−∞
dω
2pi
Ak(ω)
z − ω . (B28)
From the Lehmann representation of the imaginary-time propa-
gator Gk(τ) it can be seen that [11]
Gk(zl) =
∞∫
−∞
dω
2pi
Ak(ω)
zl − ω . (B29)
From the sum rule for Ak(ω), Eq. (B27), it then follows that
Γk(z) corresponds to the (unique [138]) analytic continuation of
Gk(zl) that satisfies Γk(z) ∼ z−1 for |z| → ±∞. From Eq. (B6),
this can be obtained via45
Γk(z) =
1
z − εk − Σk(z) , (B30)
where the frequency-space self-energy Σk(z) is defined as the an-
alytic continuation of the Matsubara self-energy Ξk(zl) that sat-
isfies Σk(z) → 0 for |z| → ±∞. In bare MBPT, this is given by
the prescription noted before Eq. (54) in Sec. II E, i.e., one first
substitutes eβ(ωl−µ) = −1 and then performs the analytic continu-
ation. For convenience, we give again the irreducible part of the
bare second-order contribution to Σk(z), i.e.,
Σ2,k(z) = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
nk2 n¯k3 n¯k4 + nk3 nk4 n¯k2
εk3 + εk4 − εk2 − z
.
(B31)
From Eqs. (B28) and (B30), we obtain for the spectral function
the expression
Ak(ω) = i
[
Γk(ω + iη) − Γk(ω − iη)
]
.
= i
[
1
ω − εk − Σk(ω + iη) + iη − c.c.
]
, (B32)
where c.c. denotes the complex conjugate. Note that inserting
Eq. (55) into Eq. (B32) leads to the Breit-Wigner form of the
spectral function, Eq. (58). The relation between Ak(ω) and the
Fourier transform of the real-time propagator Gk(ω) is obtained
45 Note that Eqs. (B26) and (B28) imply that Im[Σk(z)] ≶ 0 for Im[z] ≷ 0.
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as follows:
Gk(ω) =
∞∫
−∞
dt eiωt
[
θ(t)iG>k (t) + θ(−t)iG<k (t)
]
= −
∞∫
−∞
dt eiωt

∞∫
−∞
dξ
2pii
e−iξt
ξ + iη
iG>k (t) −
∞∫
−∞
dξ
2pii
e−iξt
ξ − iη iG
<
k (t)

= −
∞∫
−∞
dξ
2pii
[
G>k (ω − ξ)
ξ + iη
+
G<k (ω − ξ)
ξ − iη
]
= −
∞∫
−∞
dξ
2pii
[
n¯(ξ)Ak(ξ)
ω − ξ + iη +
n(ξ)Ak(ξ)
ω − ξ − iη
]
, (B33)
where we have used the relation [11]
θ(±t) = ∓
∞∫
−∞
dξ
2pii
e−iξt
ξ ± iη . (B34)
From Eq. (B19) we then have
iGk(t) = −
∞∫
−∞
dω
2pi
e−iωt
∞∫
−∞
dξ
2pii
[
n¯(ξ)Ak(ξ)
ω − ξ + iη +
n(ξ)Ak(ξ)
ω − ξ − iη
]
. (B35)
For t < 0 we can close the ω integral in the upper half plane.
Interchanging the integration order, we then get
iGk(t < 0) = −
∞∫
−∞
dξ
2pi
e−iξt n(ξ)Ak(ξ). (B36)
Thus, the expression for the exact mean occupation numbers is
fk = −iGk(0−) =
∞∫
−∞
dξ
2pi
n(ξ)Ak(ξ). (B37)
Here, in contrast to Eq. (B13), the T → 0 limit is well-behaved,
and its analysis reveals that fk(T = 0, µ) has a discontinuity at
k = kF, see Ref. [83] and Sec. II E.
FIG. 8. Contours C±0 (left panel) and C2 (right panel).
The result given by Eq. (B37) can also be obtained directly
from the Fourier expansion of the imaginary-time propagator,
Eq. (B2). That is, taking first the limit lmax → ∞ and then per-
forming the analytic continuation of Ξk(zl) to Σk(z) we get
Gk(τ) =
∮
C±0
dz
2pii
e−zτ n(z)
1
z − εk − Σk(z) , (B38)
with C±0 = C
+
0 + C
−
0 , where C
+
0 encloses the Matsubara poles
in the upper half plane without crossing the real axis, and C−0
the poles in the lower half plane. Since Σk(z) is analytic in the
two half planes and vanishes at complex infinity, and e−zτ nk(z)
is regular at infinity for τ < 0, for τ < 0 these two contours can
be deformed into the contour C2 that encloses the real axis, see
Fig. 8, i.e.,
Gk(τ < 0) =
∞∫
−∞
dξ
2pii
e−ξτ n(ξ)
[
1
ξ − εk − Σk(ξ + iη) + iη − c.c.
]
︸                                    ︷︷                                    ︸
−iAk(ξ)
,
(B39)
which is just the Wick rotation of Eq. (B36).
c. Collision self-energy at zero temperature
The self-energy corresponding to the real-time propagator,
here referred to as the collision self-energy Σcollk (ω), can be de-
fined by [11]46
Gk(ω) = i
1
ω − εk − Σcollk (ω)
. (B40)
In the following, we examine how at T = 0 the collision self-
energy relates to the frequency-space self-energy Σk(z). For this,
using the Sokhotski-Plemelj theorem we rewrite Eq. (B33) as
Gk(ω) =
∞∫
−∞
dξ
2pii
Ak(ξ) P
ω − ξ −
n¯(ω)Ak(ω)
2
+
n(ω)Ak(ω)
2
.
(B41)
From n(ω)
T→0−−−→ θ(µ − ω), at zero temperature we have
Gk(ω) = θ(ω − µ) GRk (ω) + θ(µ − ω) GAk (ω), (B42)
with the Fourier transforms of the retarded and advanced propa-
gators given by
GRk(ω) =
∞∫
−∞
dξ
2pii
Ak(ξ) P
ω − ξ −
Ak(ω)
2
, (B43)
GAk (ω) =
∞∫
−∞
dξ
2pii
Ak(ξ) P
ω − ξ +
Ak(ω)
2
. (B44)
46 Note that Fetter and Walecka omit the factor i in the definition of Gk(ω), so no
i appears in their version of our Eq. (B40), i.e., in Eq. (9.33) of Ref. [11].
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Comparing with Eq. (B28) we see that
GRk (ω) = iΓk(ω + iη), G
A
k (ω) = iΓk(ω − iη). (B45)
Thus, from Eq. (B30) we can at T = 0 make the identification
Σcollk (ω) = θ(ω − µ) Σk(ω + iη) + θ(µ − ω) Σk(ω − iη). (B46)
From Eq. (55), i.e.,
Σk(ω ± iη) = Sk(ω) ∓ iJk(ω), (B47)
we have (at T = 0)
Σcollk (ω) = θ(ω − µ)
[Sk(ω) − iJk(ω)]
+ θ(µ − ω) [Sk(ω) + iJk(ω)]. (B48)
In particular, (as discussed in Sec. II E), at zero temperature it is
Jk(ω) ω→µ−−−→ Ck(µ)(ω − µ)2, with Ck(µ) ≥ 0, so (at T = 0)
Im
[
Σcollk (ω)
]
= −θ(ω − µ)Jk(ω) + θ(µ − ω)Jk(ω)
ω→µ−−−→ −Ck(µ) (ω − µ)|ω − µ|. (B49)
Finally, for the on-shell collision self-energy this leads to
Im
[
Σcollk (εk)
] εk→µ−−−−→ −Ck(µ) (εk − µ)|εk − µ|, (B50)
which is the property quoted in Refs.[139, 140].47
3. Mean occupation numbers from direct mean-field
renormalization
In the direct renormalization scheme the exact mean occupa-
tion numbers are identified with the Fermi-Dirac distributions
(i.e., with the mean occupation numbers in the reference system),
i.e.,
direct scheme: fk = nk. (B51)
From this one may conclude that in the direct scheme the mass
function is zero,Mk(z) = 0, and the spectral function is given by
the unperturbed one,Ak(ω) = 2piδ(ω − εk). More generally, one
may conclude that the Matsubara self-energy is zero, Ξk(zl) = 0.
However, these conclusions come with two caveats:
(1) The cancellations that lead to Eq. (B51) are not available in
Matsubara space. That is, the result Ξk(zl) = 0 is obtained
only from the Fourier expansion of the direct expression
for the propagator, Eq. (B56). If one instead Fourier ex-
pands the (unperturbed) propagators (cf. Appendix B 4) in
the time-integral representation, Eq. (B54), then one ob-
tains the usual result, i.e., Ξk(zl) , 0, also in the direct
scheme.
(2) The (proper) Matsubara self-energy Ξk(zl) is defined in
terms of the Dyson equation, Eq. (B6). The Dyson equa-
tion is inconsistent with a perturbative truncation order. In
contrast, Eq. (B51) relies on a finite truncation order N.
47 In the adiabatic formalism only real-time propagators appear, so it is the colli-
sional self-energy that is calculated.
Caveat (1) implies that the T , 0 part48 of the general results of
Sec. II E can be obtained also in the direct scheme, and caveat (2)
makes evident that these results and Eq. (B51) do not contradict
each other; they correspond to different partial summations of a
divergent asymptotic series.
a. Proof of Eq. (B51)
The perturbation series for the imaginary-time propagator
Gk(τ − τ′) is given by
Gn,k(τ − τ′) = gk(τ − τ′) +
N∑
n=1
Gn,k(τ − τ′). (B52)
Here, the unperturbed propagator gk(τ − τ′) is given by
gk(τ − τ′) = −
〈
T
[
ak(τ)a
†
k(τ
′)
]〉
= θ(τ − τ′) nk eεk(τ−τ′) −θ(τ′ − τ) n¯k eεk(τ−τ′), (B53)
and its Matsubara coefficients are given by Eq. (B5). The pertur-
bative contributions Gn,k(τ − τ′) are given by the expression [11]
Gn,k(τ − τ′) = (−1)
n+1
n!
β∫
0
dτn · · · dτ1
×
〈
T [ak(τ)V(τn) · · ·V(τ1) a†k(τ′)]〉L
≡ G direct(P)n,k (τ − τ′). (B54)
This can be written as
Gn,k(τ − τ′) = (−1)n+1
β∫
0
dτn
τn∫
0
dτn−1 · · ·
τ2∫
0
dτ1
×
〈
T [ak(τ)V(τn) · · ·V(τ1) a†k(τ′)]〉L
≡ G directn,k (τ − τ′). (B55)
From here, we can follows the steps that lead Bloch and de Do-
minicis [62] to the direct formula49 for the perturbative contri-
butions to the grand-canonical potential (see Sec. II B). Because
Gn,k(τ) is antiperiodic with period β we can, without loss of gen-
erality, set τ < 0 and τ′ < 0. For τ − τ′ < 0, this leads to
G directn,k (τ < 0) = e
εkτ
(−1)n
2pii
∮
C
dz
e−βz
z2
×
〈
V 1
Dn − z · · ·V
1
D1 − zV a
†
k ak
〉
L
. (B56)
For truncation order N, the contributions to Gk(τ) are given by
all linked (one-particle irreducible and reducible) propagator di-
agrams that satisfy Eq. (28). Applying the cumulant formalism,
48 We note again that in the direct (and cyclic) scheme the T → 0 limit is nonex-
istent.
49 Because of the two external lines no cyclic and reduced versions of Eq. (B56)
are available; see Ref. [62] for details on the derivation of the cyclic formula
and the reduced formula.
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the contributions to Eq. (B56) are given by normal propagator di-
agrams50 with normal Hugenholtz diagrams attached via higher-
cumulant connections, plus diagrams composed of multiple nor-
mal propagator diagrams simply-connected via higher-cumulant
connections attached to normal Hugenholtz diagrams. With the
mean field given by
Uk =
N∑
n=1
Udirect,÷n,k , (B57)
the contributions with higher-cumulant connections are re-
moved. Furthermore, because propagator diagrams involve all
possible orderings of the vertices, (an analog of) the direct fac-
torization theorem applies also for the remaining contributions;
e.g., for a one-particle irreducible propagator diagram with non
−U self-energy part (i.e., at least one V vertex is involved) we
have
G ÷n,k(τ) = gk(τ) U
direct,÷
n,k , (B58)
for a one-particle reducible diagram with two non −U self-
energy parts we have
G ÷n1+n2,k(τ) = gk(τ) U
direct,÷
n1,k U
direct,÷
n2,k , (B59)
etc. Hence, in the direct scheme these contributions are can-
celed by the diagrams where the self-energy parts are replaced
by −Udirect,÷ vertices. Thus,51
direct scheme: Gk(τ) = gk(τ), (B60)
and Eq. (B51) is proved.
4. Self-energy, mass function, and grand-canonical potential
The (proper) Matsubara self-energy Ξk(zl) can be calculated
using self-consistent propagators or using bare propagators (or,
anything in between). In the bare case, also two-particle re-
ducible self-energy diagrams contribute to Ξk(zl); see, e.g.,
Ref. [86].
Below, we first explain how the bare perturbative contributions
to the improper Matsubara self-energy Ξ?k (zl) can be obtained.
From this, the bare contributions to Ξk(zl) are obtained via the
restriction to one-particle irreducible diagrams.
Second, we derive the functional relations between the bare
perturbative contributions to the (various forms of the) improper
self-energy and the grand-canonical potential.52 In particular,
we find the simple relation for the proper frequency-space self-
energy Σk(z) given by Eq. (62).
50 We use the notion normal propagator diagrams to refer to diagrams that have
no anomalous articulation lines and are either (i) one-particle irreducible prop-
agator diagrams or (ii) one-particle reducible propagator diagrams where all
cuttable propagator lines go in the same direction.
51 In the cyclic and the BdD scheme only the contributions with Hugenholtz dia-
grams attached via higher-cumulant connections can be canceled. The remain-
ing propagator contributions in these schemes are then given by Eqs. (B58),
(B59), etc., with the −U vertices (but not the self-energy parts) given by
−Ucyclic,÷n and −UBdDn , respectively, plus diagrams that have self-energy parts
consisting of −Ucyclic,÷n and −UBdDn vertices (with 2 ≤ n ≤ N), respectively.
52 For the self-consistent functional relations between the proper self-energy and
the grand-canonical potential, see, e.g., Refs. [12, 13, 23].
a. Matsubara self-energy
The improper Matsubara self-energy Ξ?k (zl) is defined by [13]
Gk(zl) = gk(zl) + gk(zl) Ξ?k (zl) gk(zl), (B61)
i.e., the perturbative contributions to Ξ?k (zl) are defined by
Gn,k(zl) = gk(zl) Ξ?n,k(zl) gk(zl). (B62)
For example, from Eq. (B54) the second-order irreducible con-
tribution to Gk(τ) is given by
G2,k(τ) = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
β∫
0
dτ1
β∫
0
dτ2
× gk(τ − τ1)gk(τ2 − 0)gk2 (τ21)gk3 (τ12)gk5 (τ12),
(B63)
with τi j = τi − τ j. Inserting the Fourier series of the unperturbed
propagators gk(τ) = β−1
∑
l gk(zl)e−zlτ we obtain the expression
G2,k(τ) = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
∑
l,l2,l3,l4
× 1
β4
e−zl τ
β∫
0
dτ1 e−(zl3 +zl4−zl2−zl) τ1
× [gk(zl)]2 gk2 (zl2 )gk3 (zl3 )gk4 (zl4 ), (B64)
where we have eliminated the τ2 integral and one Matsubara sum
via the relation
1
β
β∫
0
dτ2 e±(zl3 +zl4−zl2−zl′ ) τ2 = δl3+l4,l2+l′ . (B65)
From G2,k(τ) = β−1
∑
l G2,k(zl)e−zlτ and Eq. (B62) we then find
that
Ξ2,k[gk(zl), zl] = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
∑
l2,l3,l4
× 1
β3
β∫
0
dτ e−(zl3 +zl4−zl2−zl) τ
× gk2 (zl2 )gk3 (zl3 )gk4 (zl3 ), (B66)
i.e.,
Ξ2,k[gk(τ), zl] = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
×
β∫
0
dτ ezl τ gk2 (τ)gk3 (τ)gk4 (τ). (B67)
Since τ > 0 in the time integral, from Eq. (B53) we have
Ξ2,k[nk, zl] = −12
∑
k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2
×
β∫
0
dτ e−(εk3 +εk4−εk2−zl) τ nk2 n¯k3 n¯k4 , (B68)
and carrying out the time integral we get Eq. (53).
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b. Functional relations
The functional relations between the perturbative contribu-
tions to the improper Matsubara self-energy and the grand-
canonical potential are given by (see, e.g., Ref. [13])
Ωℵn [gk(zl)] =
1
2nβ
∑
k
∑
l
gk(zl) Ξ?n,k[gk(zl), zl], (B69)
Ξ?n,k[gk(zl), zl] = β
δΩℵn [gk(zl)]
δ[gk(zl)]
, (B70)
and similar for Ωℵn [gk(τ)] and Ξ?n,k[gk(τ), τ]. The question is,
what does ℵ correspond to?
To find this out, we first evaluate the expression obtained from
Eq. (8) for the second-order normal contribution, i.e.,
Ω
direct(P)
2,normal[gk(τ)] =
1
8β
∑
k1,k2,k3,k4
| 〈ψkψk2 |V |ψk3ψk4〉 |2Wdirect(P)k1,k2,k3,k4 ,
(B71)
where
Wdirect(P)k1,k2,k3,k4 =
β∫
0
dτ1
β∫
0
dτ2 gk1 (τ21)gk2 (τ21)gk3 (τ12)gk4 (τ12)
=
β∫
0
dτ1
β−τ1∫
−τ1
dτ′ gk1 (τ
′)gk2 (τ
′)gk3 (−τ′)gk4 (−τ′)
=
β∫
0
dτ1
0∫
−τ1
dτ′ n¯k1 n¯k2 nk3 nk4 e
−Dτ′
+
β∫
0
dτ1
β−τ1∫
0
dτ′ nk1 nk2 n¯k3 n¯k4 e
−Dτ′
= n¯k1 n¯k2 nk3 nk4
βD − 1 + eβD
D2
− nk1 nk2 n¯k3 n¯k4
βD − 1 + e−βD
D2
, (B72)
with D = εk3 +εk4 −εk2 −εk1 .53 Now, we can evaluate Wk1,k2,k3,k4
also by inserting in the first expression in Eq. (B72) the Fourier
expansion of the unperturbed propagators. This leads to
Wℵk1,k2,k3,k4 =
1
β3
∑
l1,l2,l3,l4
δl3+l4,l2+l1 gk1 (zl1 )gk2 (zl2 )gk3 (zl3 )gk4 (zl3 ).
(B73)
Note that this is the expression we get by substituting
Ξ?2,k[gk(zl), zl] into Eq. (B69). Using Eq. (B65) we find
Wℵk1,k2,k3,k4 = β
β∫
0
dτ e−(εk3 +εk4−εk2−εk1 ) τ nk1 nk2 n¯k3 n¯k4
= βnk1 nk2 n¯k3 n¯k4
e−βD −1
D
, (B74)
which corresponds to the cyclic expression, Eq. (72). However,
we could have easily evaluated Eq. (B73) such that the expres-
sion given by Eq. (B72) would be obtained (i.e., by reversing the
step that lead to Eq. (B73)). Thus, the ℵ in Eq. (B78) depends
on how the Matsubara sums are carried out. The identification
of ℵ with cyclic can however be fixed (formally) by substituting
Ξ?n,k[nk, zl] for Ξ
?
n,k[gk(zl), zl], i.e.,
Ω
cyclic
n [gk(zl)] =
1
2nβ
∑
k
∑
l
gk(zl) Ξ?n,k[nk, zl]. (B75)
Note that no functional derivative relation is available for
Ξ?n,k[nk, zl].
Now, from Eqs. (B69) and (B70), we obtain by analytic con-
tinuation the relations
Ωℵn [gk(z)] =
1
2n
∑
k
∮
C0
dz
2pii
gk(z) nk(z) Ξ?n,k[gk(z), z], (B76)
Ξ?n,k[gk(z
′)] =
δΩℵn [gk(z)]
δ[gk(z′)]
, (B77)
where C0 ∈ {C0[lmax],C±0 }, with C0[lmax] from Fig. 7 and C±0
from Fig. 8. Note that these relations require that Ξ?n,k is repre-
sented as a functional of gk(z). Replacing Ξ?n,k[gk(z), z] by the
mass functionM?n,k[nk, z] leads to
Ω
cyclic
n [nk] =
1
2n
∑
k
∮
C0[lmax]
dz
2pii
gk(z) nk(z)M?n,k[nk, z]. (B78)
Because gk(z) nk(z)M?n,k[nk, z] vanishes at infinity we can de-
form the contour C0[lmax] into the contour C1 from Fig. 7. Since
M?n,k(z) is entire, we get only the contributions from the pole at
1/gk(z) = 0, i.e., at z = εk, so
Ω
cyclic
n [nk] =
1
2n
∑
k
nkM?n,k[nk, εk]. (B79)
Finally, as discussed above, from the expressions forM?n,k[nk, z]
the ones for the perturbative contributions to the frequency-space
self-energy Σ?n,k[nk, z] are obtained by substituting e
β(zl−µ) = −1
and removing the remaining energy denominator exponentials
via Eq. (19). From this, we find (analogous to zero-temperature
MBPT [140, 141]) that
Σ?n,k[nk, z] =
δΩreducedn [nk]
δnk
∣∣∣∣∣
εk=z
, (B80)
which implies the relation for the proper frequency-space self-
energy Σn,k(z) given by Eq. (62).
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