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1. Preliminaries: Backward shift on the Hardy space
The classical Hardy space H2 can be characterized as the set of all functions
that are analytic in the open unit disk D and whose Taylor expansions are square
summable:
H2 =
{
f (z) =
∞∑
n=0
fnz
n: ‖f ‖2H2 =
∞∑
n=0
|fn|2 <∞
}
.
It is the reproducing kernel Hilbert space with reproducing kernel
k(z,w) = kw(z) = (1 − zw)−1.
In other words, the inner product of H2 reproduces point evaluation
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〈f, kw〉H2 = f (w) (w ∈ D, f ∈ H2).
Let Hp2 be the Hilbert space of C
p
-valued vector functions F(z) =∑∞n=0 Fnzn
with entries in H2 and with norm
‖F‖Hp2 =
( ∞∑
n=0
‖Fn‖2
)1/2
,
where ‖ · ‖ stands for the Euclidean norm in Cp, the vector space of p-dimensional
columns with complex entries. The space Hp2 is invariant with respect to the back-
ward shift operator
RF = F(z)− F(0)
z
. (1.1)
It is readily seen that ‖RF‖2Hp2 = ‖F‖
2
Hp2
− ‖F(0)‖2. The operator R is the adjoint
of the operator Mz of multiplication by the independent variable MzF = zF (z).
Note that Mz is isometric on Hp2 . A backward shift invariant subspace of H
p
2 can
have finite dimension. A description of all such subspaces is given by the following
theorem (see [9, Theorem 3.1], also [11]). We denote by Cp×n the set of p × n
complex matrices.
Theorem 1.1. An n-dimensional space is a backward shift invariant subspace of
Hp2 if and only if it is spanned by the columns of a p × n matrix valued function of
the form
F(z) = C (In − zA)−1 , (1.2)
where C ∈ Cp×n, A ∈ Cn×n are such that the spectrum of A is inside the unit disk,
and the pair (C,A) is observable.
The observability of (C,A) means, by definition, that
∞⋂
j=0
Ker (CAj ) = {0}.
It is easy to see that the columns of F(z) = C(In − zA)−1 are linearly independent
if and only if (C,A) is observable. Moreover, if (C(1), A(1)) and (C(2), A(2)) are two
pairs of matrices satisfying the requirements of Theorem 1.1 for the same backward
shift invariant subspace, then they are similar: C(1) = C(2)S, A(1) = S−1A(2)S for
some (in fact, unique) invertible matrix S.
Besides independent interest, study of finite dimensional backward shift invari-
ant subspaces is motivated by strong connections with interpolation problems (see
[9,11]).
Inclusion between invariant subspaces is easily decided using form (1.2).
Proposition 1.2. Let M and N be two finite dimensional backward shift invariant
subspaces of Hp2 , and let
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FM(z) = CM (Im − zAM)−1 and FN(z) = CN (In − zAN)−1
be representations of M and of N, respectively, as in Theorem 1.1. Then M ⊆N
if and only if
CM = CNQ, QAM = ANQ (1.3)
for some matrix Q, which necessarily has linearly independent columns.
Proof. The approach used in the proof has been exploited before, see, e.g., proof of
Theorem 7.1.4 in [13]. Clearly, M ⊆N if and only if
CM (In − zAM)−1 = CN (In − zAN)−1 Q (1.4)
for some matrix Q. The columns of Q are necessarily linearly independent, for other-
wise we would have CM(In − zAM)−1x = 0 for a nonzero vector x, a contradiction
with the observability of (CM, AM).
Assume (1.4) holds. Equating the coefficients of like powers of z in both sides of
(1.4), we obtain
CM
CMAM
...
CMA
q
M
 =

CN
CNAN
...
CNA
q
N
 Q, q = 0, 1, . . . (1.5)
Fixing q sufficiently large, it follows that
Q =

CN
CNAN
...
CNA
q
N

[−1]
CM
CMAM
...
CMA
q
M
 ,
where the superscript [−1] denotes a left inverse. Now using the equality
CM
CMAM
...
CMA
q
M
 AM =

CN
CNAN
...
CNA
q
N
 ANQ,
which follows from (1.5) (replacing there q by q + 1), we obtain (1.3).
Conversely, if (1.3) holds, then
CMA
j
M = CNQAjM = CNAjNQ, j = 0, 1, . . . ,
and (1.4) follows. 
Observe also that a finite dimensional backward shift invariant subspace of Hp2
necessarily consists of rational functions. In this connection note that formula (1.2)
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(without the spectrum requirement on A) represents the general form of a finite di-
mensional backward shift invariant subspace consisting of rational vector functions
that are analytic at z = 0. See [11] for details.
In this paper we extend Theorem 1.1 and Proposition 1.2 to multivariable ana-
logues of Hp2 , known as Arveson spaces. As in the one variable case, our study is
motivated by connections with multivariable interpolation problems [7], besides in-
dependent interest in invariant subspaces. In the next section we give background on
Arveson spaces and state the main results. Proofs are given in Section 3. In Section
4 we apply the main result to a characterization of finite dimensional Hilbert spaces
that are isometrically contained in Arveson spaces.
2. Main results
Consider functions of d complex variables. Points in Cd (with slight abuse of
notation) will be denoted by z = (z1, . . . , zd), where zj ∈ C. In (2.1) and throughout
the paper
〈z,w〉 = 〈z,w〉Cd =
d∑
j=1
zjwj (z,w ∈ Cd)
stands for the standard inner product in Cd . Denoting by N the set of nonnegative
integers, for multiindices n = (n1, . . . , nd) ∈ Nd we use the standard notation:
n1 + n2 + · · · + nd = |n|, n1!n2! · · · nd ! = n!, zn11 zn22 · · · zndd = zn.
We start with the kernel
k(z, w) = kw(z) = 11 − 〈z,w〉 , (2.1)
which is positive on the unit ball Bd = {z ∈ Cd : 〈z, z〉 < 1} of Cd , and we denote
the corresponding reproducing kernel Hilbert space by H(k). This space (which
exists by the fundamental result of Aronszajn [4]) is called Arveson space. It is a
natural multivariable analogue of H2 and has been comprehensively studied in [5]. It
is an important reproducing kernel space; as it was shown in [1], it is a universal (in
an appropriate sense) complete Nevanlinna–Pick kernel. Arveson space was studied
also in [6] from the point of view of multiplier space.
Similarly to the one variable case, we introduce the Hilbert space Hp(k) of Cp-
valued vector functions with entries in H(k) with the naturally defined norm. It can
be shown (see [5, Lemma 3.8]) that in the inner product of H(k):
〈zn, zm〉H(k) =
{ n
|n| if n = m,
0 otherwise, (2.2)
which leads to the following characterization of Hp(k):
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Hp(k)=
F(z) = ∑
n∈Nd
Fnz
n with Fn ∈ Cp
and ‖F‖2Hp(k) =
∑
n∈Nd
n!
|n|! ‖Fn‖
2 <∞
 . (2.3)
It follows directly from characterization (2.3) that for every function f ∈Hp(k),
the function F(j) = zjF (z) also belongs to Hp(k) and moreover, ‖F(j)‖Hp(k) 
‖F‖Hp(k). In other words, the operators Mzj of multiplication by the coordinate
functions zj of Cd ,
Mzj F = zjF (z) (j = 1, . . . , d)
are contractive on Hp(k). The d backward shifts on Hp(k) are defined as adjoints
M∗zj of Mzj (j = 1, . . . , d) in the metric of Hp(k). They are also contractions and
moreover,
E0 + Mz1 M∗z1 + · · · + MzdM∗zd = IHp(k), (2.4)
where E0 is the orthogonal projection ofHp(k) onto the subspace of constant func-
tions:
E0F = F(0) (F ∈Hp(k)). (2.5)
For a proof of (2.4) see [5, Lemma 2.8].
The scalar version (p = 1) of the next lemma can found in [5, Proposition 1.8].
The vector valued case can be treated in much the same way; we present a proof for
the sake of completeness.
Lemma 2.1. For every function F ∈Hp(k) it holds that
‖F(z)‖Cp  ‖F‖H
p(k)√
1 − 〈z, z〉 , z ∈ B
d . (2.6)
Proof. Fix x ∈ Cp and z ∈ Bd . By the reproducing kernel property and on account
of Cauchy’s inequality, we have
|x∗F(z)| = |〈F, kzx〉Hp(k)|  ‖F‖Hp(k)‖kzx‖Hp(k) = ‖F‖H
p(k) · ‖x‖√
1 − 〈z, z〉
and taking the supremum over all unit vectors x ∈ Cp, we get (2.6). 
The next theorem characterizes finite dimensional subspaces of Hp(k) that are
M∗zj -invariant for j = 1, . . . , d , and is the main result of the present paper.
270 V. Bolotnikov, L. Rodman / Linear Algebra and its Applications 349 (2002) 265–282
In this theorem, we use the notion of a joint spectrum, denoted σjoint (A1, . . . , Ad),
for a d-tuple (A1, . . . , Ad) of operators on a Hilbert spaceH. There are several such
notions in the literature, see, for example, [8,12,14], and references therein. Spe-
cifically, we adopt here the following definition: The point λ = (λ1, . . . , λd) ∈ Cd
is said to be in the joint spectrum of the d-tuple of operators (A1, . . . , Ad) if there
are no bounded operators X1, . . . , Xd in the smallest inverse-closed, norm-closed
subalgebra B containing A1, . . . , Ad such that
X1(A1 − λ1I )+ · · · +Xd(Ad − λdI) = I. (2.7)
In finite dimensions joint spectra of commuting operators can be conveniently char-
acterized.
Proposition 2.2. Let (A1, . . . , Ad) be a d-tuple of commuting operators on a finite
dimensional Hilbert space H. Then the following statements are equivalent for a
fixed λ = (λ1, . . . , λd) ∈ Cd :
(a) λ ∈ σjoint (A1, . . . , Ad).
(b) There exist a subspace M ⊆H which is invariant for all Aj ’s and a vector
x ∈M such that Ajx − λjx ∈M for j = 1, . . . , d. (The case when M = {0}
is not excluded.)
(c) There exists a basis in H with respect to which the matrices representing the
Aj ’s are all upper triangular, and there exists an index q (1  q  dimH)
such that λj is the (q, q) entry of the matrix representing Aj for j = 1, . . . , d .
(d) There exists an index q as in Item (c) for every basis inH with respect to which
the matrices representing Aj ’s are all upper triangular.
(e) There exists a nonzero vector x such that Ajx = λjx, j = 1, . . . , d.
(f) There do not exist Xj ∈ Cn×n such that (2.7) holds.
Note that existence of a basis with respect to which A1, . . . , Ad are upper trangu-
lar is a well-known property of commuting operators on a finite dimensional (com-
plex) Hilbert space.
Proof. (b)⇒(a). Arguing by contradiction, if X1, . . . , Xd as in the definition of the
joint spectrum existed, then the subspace M must be invariant also for X1, . . . , Xd .
Therefore, the left-hand side of (2.7) when applied to the vector x belongs to M, a
contradiction with x ∈M.
(c)⇒ (b). Clear: Take M = {0} if q = 1, M the span of the first q − 1 vectors
in the basis if q > 1, and x the qth vector in the basis.
The implications (d) ⇒ (c); (e) ⇒ (a); (e) ⇒ (f) are obvious, whereas (f) ⇒
(a) is clear by the definition of the joint spectrum.
(a)⇒ (d). Arguing by contradiction, let x1, . . . , xn be a basis of H with re-
spect to which all Aj ’s are upper triangular matrices, and λ is not the d-tuple of
(q, q) entries of A1, . . . , Ad for every index q. We may assume n > 1 (if n = 1, the
proposition is trivial). Fix k, 1  k < n. Let
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H1 = span (x1, . . . , xk), H2 = span (xk+1, . . . , xn),
and write the Aj ’s in the block matrix form with respect to the direct sum decompo-
sition H =H1 +˙H2:
Aj =
[
Aj1 Aj2
0 Aj3
]
, j = 1, . . . , d.
Using induction on the dimension of H, and assuming that the proposition is al-
ready proved for Hilbert spaces of smaller dimensions, we obtain that there exist
X11, . . . , Xd1 in the subalgebra generated by IH1 and A11, . . . , Ad1 (in fact, this
subalgebra is inverse closed) such that
d∑
j=1
Xj1(Aj1 − λj IH1) = IH1 .
Then clearly there exist X1, . . . , Xd in the subalgebra generated by IH and A1, . . . ,
Ad such that
d∑
j=1
Xj(Aj − λj IH) =
[
IH1
∗
0 T
]
for some operator T on H2. Analogously, there exist Y1, . . . , Yd in the same subal-
gebra such that
d∑
j=1
Yj (Aj − λj IH) =
[
S ∗
0 IH2
]
for some operator S on H1. Now, letting α, β ∈ C be such that αI + βS and αT +
βI are both invertible, we obtain that
d∑
j=1
(αXj + βYj )(Aj − λj IH)
is invertible, and therefore λ does not belong to the joint spectrum of (A1, . . . , Ad).
(a) ⇒ (e). Assume first that one of the Aj ’s, say A1, has more than one distinct
eigenvalue. Then without loss of generality we may assume that
A1 =
[
X1 0
0 Y1
]
,
where the matrices X1 and Y1 have disjoint spectra. Because the Aj ’s commute, we
necessarily have
Aj =
[
Xj 0
0 Yj
]
, j = 2, . . . , d,
conformally with the block diagonal decomposition of A1. Using the already proved
equivalence of (a), (b), (c), and (d), it easily follows that
272 V. Bolotnikov, L. Rodman / Linear Algebra and its Applications 349 (2002) 265–282
σjoint (A1, . . . , Ad) = σjoint (X1, . . . , Xd) ∪ σjoint (Y1, . . . , Yd), (2.8)
and therefore λ belongs to the right-hand side of (2.8). Now induction on the size
n of matrices A1, . . . , Ad completes the proof in this case. It remains to consider
the case when the spectrum of each Aj consists of only one point. Then it follows
from (a) ⇔ (c) that λ is the only point in σjoint (A1, . . . , Ad), and λj must be the
eigenvalue of Aj (j = 1, . . . , d). As the commuting matrices A1, . . . , Ad must have
a common eigenvector, the proof is complete in this case also. 
Theorem 2.3. An n-dimensional subspace M of Hp(k) is M∗zj -invariant for
j = 1, . . . , d if and only if M is spanned by the columns of a p × n matrix valued
function
F(z) = C (In − z1A1 − · · · − zdAd)−1 , (2.9)
where C ∈ Cp×n, A1, . . . , Ad are mutually commuting n× n matrices whose joint
spectrum is contained in Bd :
AjA" = A"Aj (j, " = 1, . . . , d), σjoint (A1, . . . , Ad) ⊂ Bd , (2.10)
and ⋂
(n1,...,nd )∈Nd
Ker
(
CA
n1
1 · · ·Andd
) = {0}. (2.11)
Moreover, if the columns of a matrix function F(z) span a finite dimensional M∗zj -
invariant (j = 1, . . . , d) subspace of Hp(k), then F(z) has the form (2.9) with the
properties (2.10), but not necessarily (2.11); the property (2.11) holds if and only if
the columns of F(z) form a basis of the subspace.
Some results concerning finite dimensional backward shift invariant subspaces
of Arveson spaces were obtained in [2,3]. In particular, an example is given in [3]
of two 2 × 2 noncommuting matrices A1, A2 such that the space spanned by the
columns of C(I2 − z1A1 − z2A2)−1 is not backward shift invariant.
We set for short
A =
A1...
Ad
 and Z(z) = [z1In · · · zdIn] (2.12)
and taking advantage of commutativity of the Aj ’s, we set also
An = An11 An22 · · ·Andd
for a multiindex n = (n1, n2, . . . , nd).
Remark 2.4. Let A be a block matrix of the form (2.12) with the n× n blocks Aj ’s
subject to (2.10). Then the columns of the function
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(In − Z(z)A)−1 =
In − d∑
j=1
zjAj
−1 = ∑
n∈Nd
|n|!
n! A
nzn (2.13)
are analytic on the closure of Bd and belong to Hn(k).
Proof. Using the fact that commuting matrices can be triangularized by simulta-
neous similarity, we may assume that A1, . . . , Ad are upper triangular. Denoting by
λ
(1)
j , . . . , λ
(n)
j the diagonal of Aj , j = 1, . . . , d , by Proposition 2.2
σjoint (A1, . . . , Ad) =
{
λ(k) = (λ(k)1 , . . . , λ(k)d ), k = 1, . . . , n
}
,
and by (2.10) we have λ(j) ∈ Bd . On the other hand, the diagonal entries of the
matrix In −∑dj=1 zjAj are equal to 1 − 〈z, λ(k)〉, which cannot be zero for z in the
closure of Bd . It follows that In −∑dj=1 zjAj is invertible for every such z, and
therefore the inverse of In −∑dj=1 zjAj is analytic on the closure of Bd . 
Remark 2.5. If F(z) has the form F(z) = C(In − z1A1 − · · · − zdAd)−1, where
A1, . . . , Ad are mutually commuting n× n matrices, then the columns of F(z) are
linearly independent (over C) if and only if the system (C;A1, . . . , Ad) is observ-
able. This follows from an easily verifiable property that F(z)x ≡ 0 for some vector
x if and only if x ∈⋂(n1,...,nd )∈Nd Ker (CAn11 · · ·Andd ).
We now consider the questions of uniqueness of representations (2.9) and of in-
clusion of backward shift invariant subspaces.
Theorem 2.6. Let M be an n-dimensional M∗zj -invariant subspace (j = 1, . . . , d)
of Hp(k), and let (2.9) and
F˜(z) = C˜ (In − z1A˜1 − · · · − zdA˜d)−1 , (2.14)
be two representations ofM as in Theorem 2.3. Then there exists a unique invertible
matrix S such that
C = C˜S, Aj = S−1A˜j S, j = 1, 2, . . . , d. (2.15)
The statement of the next theorem is completely analogous to that of Proposition
1.2.
Theorem 2.7. Let M and N be two subspaces of Hp(k) that are M∗zj -invariant
(j = 1, . . . , d), and let
FM(z) = CM
(
In − z1AM,1 − · · · − zdAM,d
)−1
,
FN(z) = CN
(
In − z1AN,1 − · · · − zdAN,d
)−1
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be representations of M and of N, respectively, with properties (2.10) and (2.11).
Then M ⊆N if and only if
CM = CNQ, QAM,j = AN,jQ, j = 1, 2, . . . , d (2.16)
for some matrix Q, which necessarily has linearly independent columns.
We conclude the section with a remark that Theorems 2.3, 2.6, and 2.7 remain
valid, with the corresponding proofs, for Arveson spaces whose elements are func-
tions with values in an infinite dimensional Hilbert space; in other words, in place of
Hp(k), we consider the Hilbert space
HG(k)=
F(z) = ∑
n∈Nd
Fnz
n with Fn ∈ G
and ‖F‖2
HG(k) =
∑
n∈Nd
n!
|n|! ‖Fn‖
2
G <∞
 ,
where G is a base Hilbert space.
3. Proofs
Lemma 3.1. Let A be the block matrix of the form (2.12) with the block satisfying
conditions (2.10). Let x ∈ Cn and let
F(z) = (In − Z(z)A)−1 x. (3.1)
If F(z) ∈Hn(k), then
M∗zj F = AjF, j = 1, . . . , d. (3.2)
Proof. Fix y ∈ Cn and w ∈ Bd . Using the reproducing kernel property and taking
advantage of (2.13), we get
y∗(M∗zj F )(w)=〈M∗zj F, kwy〉Hn(k)
=〈F,Mzj kwy〉Hn(k)
=
〈∑
n∈Nd
|n|!
n! z
nAnx,
zj y
1 − 〈z,w〉
〉
Hn(k)
. (3.3)
Let ej be the multiindex in Nd with the jth component equals one and other compo-
nents equal zero. Then
zj
1 − 〈z,w〉 =
∑
m∈Nd
|m|!
m! z
m+ej wm
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and taking into account (2.2) and (3.3), we get
y∗(M∗zj F )(w)=
〈∑
n∈Nd
|n|!
n! z
nAnx,
∑
m∈Nd
|m|!
m! z
m+ej wmy
〉
Hn(k)
=
∑
m∈Nd
〈
|m + ej |!
(m + ej )!z
m+ej Am+ej x,
∑
m∈Nd
|m|!
m! z
m+ej wmy
〉
Hn(k)
=
∑
m∈Nd
|m|!
m! w
my∗AmAjx = y∗AjF(w).
Since y and w are arbitrary, this proves (3.2). 
Lemma 3.2. Let C ∈ Cp×n and B1, . . . , Bd ∈ Cn×n be such that
CW(B1, . . . , Bd)(BjB" − B"Bj ) = 0 (3.4)
for every j, " = 1, . . . , d and for every wordW(x1, . . . , xd) of d noncommuting vari-
ables x1, . . . , xd, including the empty word:
W(x1, . . . , xd) = xn1i1 · · · x
nr
ir
, ij ∈ {1, . . . , d}, nj , r ∈ N.
Then there exist mutually commuting matrices A1, . . . , Ad ∈ Cn×n such that
CW(A1, . . . , Ad) = CW(B1, . . . , Bd) (3.5)
for every noncommutative word W(x1, . . . , xd).
Proof. We use induction on the dimension n of the matrices Bj ’s. The case when
n = 1 is clear. Suppose the assertion of the lemma holds true for all dimensions less
than n and let
K =
⋂
W
Ker (CW(B1, . . . , Bd)), (3.6)
where the intersection is taken over all noncommutative words W = W(x1, . . . , xd).
If K = {0}, then condition (3.4) implies that BjB" = B"Bj for j, " = 1, . . . , d and
thus, one can choose Aj = Bj .
Let dim K = κ > 0. It follows from definition (3.6) that K is Bj -invariant for
j = 1, . . . , d and that K ⊆ KerC. Write the matrices C and Bj (understood as lin-
ear transformations with respect to standard bases in Cp and Cn) relative to the
standard basis in Cp and a basis B in Cn the first κ vectors of which belong to K.
Thus, C and Bj take the following block matrix form:
C = [0 C1] and Bj = [Bj3 Bj20 Bj1
]
(j = 1, . . . , d). (3.7)
It follows from (3.7) that
CW(B1, . . . , Bd) =
[
0 C1W(B11, . . . , Bd1)
] (3.8)
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and therefore, that
CW(B1, . . . , Bd)(BjB" − B"Bj )
= [0 C1W(B11, . . . , Bd1)(Bj1B"1 − B"1Bj1)] . (3.9)
Now we conclude from (3.4) and (3.9) that
C1W(B11, . . . , Bd1)(Bj1B"1 − B"1Bj1) = 0
for every j, " = 1, . . . , d and for every noncommutative word W. In other words,
matrices C1 and Bj1’s satisfy the assumptions of lemma. Since the dimension of
Bj1 is less than n, it follows from the induction hypothesis that there exist mutually
commuting matrices A11, . . . , Ad1 ∈ C(n−κ)×(n−κ) such that
CW(A11, . . . , Ad1) = CW(B11, . . . , Bd1). (3.10)
The matrices
Aj =
[
0 0
0 Aj1
]
(j = 1, . . . , d)
commute and satisfy
CW(A1, . . . , Ad) =
[
0 C1W(A11, . . . , Ad1)
]
,
which together with (3.8) and (3.10) implies (3.5). 
For future reference, we give an analytic reformulation of Lemma 3.2.
Lemma 3.3. Let C ∈ Cp×n and B1, . . . , Bd ∈ Cn×n be such that
C(In − z1B1 − · · · − zdBd)−1(BjB" − B"Bj ) = 0 (3.11)
for every j, " = 1, . . . , d and at every point z = (z1, . . . , zd) at which the function
In − z1B1 − · · · − zdBd (3.12)
is analytic. Then there exist mutually commuting matrices A1, . . . , Ad ∈ Cn×n such
that
C(In − z1A1 − · · · − zdAd)−1 ≡ C(In − z1B1 − · · · − zdBd)−1.
In fact, in Lemma 3.3 it suffices to require that (3.11) holds for every z in some
open set in the domain of analyticity of (3.12).
Proof of Theorem 2.3. Necessity part. LetM ∈Hp(k) be spanned by the columns
of the function F defined in (2.9). Then a general element of M is a function of the
form
Hx(z) = C(In − Z(z)A)−1x, x ∈ Cn. (3.13)
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It follows from Lemma 3.1 that
M∗zj Hx = CM∗zj (In − Z(z)A)−1x = C(In − Z(z)A)−1Ajx ∈M (3.14)
and thus, M is M∗zj -invariant for j = 1, . . . , d .
Sufficiency part. Let M be an n-dimensional M∗zj -invariant subspace of Hp(k)
for j = 1, . . . , d . Let f1(z), . . . , fm(z) be a spanning set for M (in particular, the
case when m = n is not excluded), and let
F(z) = [f1(z) · · · fm(z)] . (3.15)
Since M is M∗zj -invariant, there exist matrices B1, . . . , Bd ∈ Cm×m such that
M∗zj F = F(z)Bj (j = 1, . . . , d). (3.16)
Applying the operator equality (2.4) to the function f", we get
f"(z) = f"(0)+ z1(M∗z1f")(z)+ · · · + zd(M∗zd f")(z) (" = 1, . . . , m),
which can be written in the matrix form as
F(z) = F(0)+ z1(M∗z1 F)(z)+ · · · + zd(M∗zdF)(z).
Setting
C = F(0)
and taking into account (3.16) we rewrite the last equality as
F(z) = C + z1F(z)B1 + · · · + zdF(z)Bd,
which is equivalent to
F(z)(Im − z1B1 − · · · − zdBd) = C.
Then we conclude that
F(z) = C(Im − z1B1 − · · · − zdBd)−1 (3.17)
first for every point z = (z1, . . . , zd) in some neighborhood of the origin, and then
at every point z = (z1, . . . , zd) ∈ Cd at which F is analytic. Since the left-hand side
of (3.17) is analytic in Bd , representation (3.17) holds for all z ∈ Bd .
Furthermore, it follows from (3.16) that
M∗zj M
∗
z"
F = F(z)BjB" (j, " = 1, . . . , d)
and since M∗zj M
∗
z"
= M∗z"M∗zj , we obtain the equality
F(z)BjB" = F(z)B"Bj (3.18)
for every j, " = 1, . . . , d and every point z at which F is analytic. On account of
(3.17), equalities (3.18) are equivalent to (3.11), and thus, Lemma 3.3 guarantees
existence of mutually commuting matrices A1, . . . , Ad ∈ Cm×m such that
F(z) = C(Im − z1A1 − · · · − zdAd)−1.
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Moreover, it follows from the proof of Lemma 3.2 that the system (C;A1, . . . , Ad)
is observable if f1(z), . . . , fm(z) is a basis.
It remains to show that joint spectrum of (A1, . . . , Ad) is in Bd . Without loss of
generality, consider the case when the columns of F are linearly independent; other-
wise, replace each Aj by PAjP , where P is the projection along K =⋂nj∈N Ker
(CA
n1
1 · · ·Andd ) on some direct complement to K. Let us assume that there is a
pointw = (w1, . . . , wd) ∈ σjoint (A1, . . . , Ad)\Bd . Since theAj ’s commute, we can
assume without loss of generality that they are upper triangular. By Proposition
2.2(a) ⇔ (e), we can further assume that the top left corner entry of Aj equals wj
for j = 1, . . . , d . But then the first column of F is equal to
f1(z) = C11 − 〈z,w〉 , (3.19)
where C1 here denotes the first column of C. Since the columns of F are linearly
independent, we have f1 ≡ 0, and therefore C1 /= 0. By Lemma 2.1,
‖f1(z)‖Cp  ‖f1‖H
p(k)√
1 − 〈z, z〉 , z ∈ B
d . (3.20)
Assume that 〈w,w〉=1, and take z=rw=(rw1, . . . , rwd) with r < 1. Then (3.20)
takes the form
‖f1(rw)‖Cp  ‖f1‖H
p(k)√
1 − r2 ,
which is equivalent, by (3.19), to
C∗1C1
1 − r 
‖f1‖Hp(k)√
1 − r2 .
Since C1 /= 0, the last inequality does not hold true for r sufficiently close to 1, and
the obtained contradiction shows that σjoint (A1, . . . , Ad) does not intersect the unit
sphere of Cd .
If 〈w,w〉 > 1, then the set {z ∈ Bd : 〈z,w〉 = 1} is not empty and then f1 is
not analytic on Bd which contradicts the assumption that f1 ∈Hp(k). Thus, σjoint
(A1, . . . , Ad) is contained inside Bd .
Finally, the last assertion of Theorem 2.3 follows from Remark 2.5. 
Proof of Theorem 2.6. Since (2.9) and (2.14) represent the same subspace, we have
F˜(z) = F(z)S (3.21)
for some matrix S, which is necessarily invertible because the columns of each of
F(z) and F˜(z) are linearly independent. Equalities (2.15) are now easily obtained
from (3.21). If S and S˜ are two matrices satisfying (2.15), then
CV (A1, . . . , Ad)S = C˜V (A˜1, . . . , A˜d) = CV (A1, . . . , Ad)S˜,
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and therefore
CV (A1, . . . , Ad)(S − S˜) = 0,
for every word V (x1, . . . , xd) in commuting variables x1, . . . , xd . The observability
of (C;A1, . . . , Ad) now implies S = S˜. 
Proof of Theorem 2.7. Note that M ⊆N is equivalent to FM = FNQ for some
matrix Q. Now argue analogously to the proof of Proposition 1.2. We omit further
details. 
4. Isometric containment of finite dimensional Hilbert spaces
Let us start with a finite dimensional Hilbert space M with the inner
product 〈·, ·〉M. We say thatM is isometrically contained inHp(k) ifM ⊂Hp(k)
and the inclusion map is an isometry. We conclude the paper with the following
characterization of backward shift invariant subspaces, isometrically contained in
Hp(k).
Theorem 4.1. Let M be an n-dimensional vector space of functions that belong to
Hp(k), with its inner product 〈·, ·〉M, with respect to which M is a Hilbert space.
Then M is M∗zj -invariant (j = 1, . . . , d) and isometrically contained in Hp(k) if
and only if M is a reproducing kernel Hilbert space with reproducing kernel
K(z,w) = C(In − Z(z)A)−1P−1(In − A∗Z(w)∗)−1C∗, (4.1)
where C ∈ Cp×n, A is of the form (2.12) with blocks Aj ’s such that
AjA" = A"Aj (j, " = 1, . . . , d), σjoint (A1, . . . , Ad) ⊂ Bd , (4.2)
and the system (C;A1, . . . , Ad) is observable, and where P ∈ Cn×n is a positive
definite matrix sasisfying the equality
P −
d∑
j=1
A∗jPAj = C∗C. (4.3)
It will be convenient to formulate a lemma (which is a particular case of much
more general results concerning spectra of elementary operators; see [12], where the
joint spectrum is understood in the sense of Proposition 2.2(f)).
Lemma 4.2. Let (S1, . . . , Sd) and (T1, . . . , Td) be two commuting d-tuples of n× n
matrices. Then the spectrum of the operator
K : Cn×n → Cn×n, K(X) = X −
d∑
j=1
SjXTj
is the set of complex numbers
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d∑
j=1
αjβj : (α1, . . . , αd) ∈ σjoint (S1, . . . , Sd),
(β1, . . . , βd) ∈ σjoint (T1, . . . , Td)
}
.
Proof of Theorem 4.1. Only if. Let f1(z), . . . , fn(z) be a basis for M. Then the
Gram matrix
P = (〈fj , fi〉M)ni,j=1
is positive definite and M is the reproducing kernel Hilbert space with reproducing
kernel
K(z,w) = F(z)P−1F(w)∗,
where F = [f1(z) · · · fn(z)] (see [10, Example 2]). By Theorem 2.3, F admits
representation (2.9) and thus the reproducing kernel K(z,w) is of the form (4.1)
with matrices Aj ’s satisfying (4.2) and observable system (C;A1, . . . , Ad). Next,
M consists of functions Hx(z) of the form (3.13) and
‖Hx‖2M = x∗Px. (4.4)
It remains to show that P satisfies (4.3). Making use of (3.14) and replacing in (4.4)
x by Ajx we get
‖M∗zj Hx‖2M = x∗A∗jPAjx (j = 1, . . . , d) (4.5)
and it follows directly from (3.13) that
‖Hx(0)‖2Cp = x∗C∗Cx. (4.6)
Next, applying the operator identity (2.4) to the function Hx and taking the inner
product of both parts of the obtained equality (in the metric of Hp(k)) with Hx , we
get
〈Hx(0),Hx〉Hp(k) +
d∑
j=1
〈Mzj M∗zj Hx,Hx〉Hp(k) = ‖Hx‖2Hp(k),
which is equivalent to
‖Hx(0)‖2Cp +
d∑
j=1
‖M∗zj Hx‖2Hp(k) = ‖Hx‖2Hp(k). (4.7)
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Taking into account that ‖Hx‖M = ‖Hx‖Hp(k) for every element Hx ofM and sub-
stituting (4.4)–(4.6) into (4.7) we come to
x∗C∗Cx +
d∑
j=1
x∗A∗jPAjx = x∗Px,
which is equivalent to (4.3), since x is arbitrary.
If M is the reproducing kernel Hilbert space with a reproducing kernel K of the
form (4.1), it consists of functions Hx of the form (3.13) with norm given by (4.4);
see [10, Example 2]. Making use of (2.13) and (2.2), one can compute the Hp(k)
norm of Hx :
‖Hx‖2Hp(k)=
〈
C(In − Z(z)A)−1x, C(In − Z(z)A)−1x
〉
Hp(k)
=
〈∑
n∈Nd
|n|!
n! z
nCAnx,
∑
n∈Nd
|n|!
n! z
nCAnx
〉
Hp(k)
=
∑
n∈Nd
|n|!
n! x
∗(An)∗C∗CAnx.
Thus, for every x ∈ Cd ,
‖Hx‖2Hp(k) = x∗P˜ x, (4.8)
where
P˜ =
∑
n∈Nd
|n|!
n! (A
n)∗C∗CAn. (4.9)
It is readily seen that P˜ satisfies the generalized Stein equation
P˜ −
d∑
j=1
A∗j P˜Aj = C∗C.
By (4.2) and Lemma 4.2, this equation has a unique solution and therefore, P = P˜ .
Now it follows from (4.4) and (4.8) that ‖Hx‖M = ‖Hx‖2Hp(k) which means (since
Hx is a general element of M) that M is isometrically contained in Hp(k). Finally,
the M∗zj -invariance of M (for j = 1, . . . , d) follows from Theorem 2.3. 
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