virtue of this approach, we will obtain some Diophantine properties under natural conditions. Since algebraic functions defined over a number field are G-functions, the results obtained are extensions of Diophantine properties of rational points on algebraic curves.
Throughout this paper, K denotes a number field with finite degree [K : Q] < ∞.
Some results of the algebraic cases.
In order to compare the algebraic cases and ours, we recall Liouville's inequality about rational points on algebraic curves and an estimate on the number of rational points on them. First, we recall the so-called Liouville inequality. To simplify, we consider only special cases with genus 0.
Proposition 1 (Liouville's inequality). Let g(y) ∈ K(y), n := deg y g(y), f (x, y) := x − g(y) ∈ K(x, y). Put S 1 := {g(y) ∈ K | y ∈ K} = {x ∈ K | there exists y ∈ K such that f (x, y) = 0}. 
Fix t ∈ K with (d/dy)g(t) = 0. Put a := g(t). Then there exists a positive constant c > 0 such that |α − a| > c H(α)
[
. | means the usual absolute valuation, and H(α) is the absolute Height of α. We note that c is independent of α.
Proposition 1 is a slight extension of the original Liouville inequality. It is easy to verify it by using some properties of the height function (see, for example, [Se, 2.6] ). One of the assertions of Proposition 1 is that this Diophantine approximation for rational points on an algebraic curve depends on the degree of the curve.
We remark that some sharper bounds for positive genus cases are known which use the Weil height, like Roth's theorem (see, for example, [Se, 7.3]) .
In this paper, we will consider only the Liouville-type bound and its variants.
Some of our main results in §1.3 below (Theorem A and Corollary C) are extended versions of Proposition 1 for G-functions.
Next, we also recall an estimate on the number of rational points on algebraic curves.
Proposition 2 (estimate on the number of rational points on algebraic curves). Let f (x, y) ∈ Q[x, y] be an absolutely irreducible polynomial , and let n := deg x f (x, y). Put S 2 := {x ∈ Q | there exists y ∈ Q such that f (x, y) = 0}. [a, b] ⊂ R which does not contain singular points of S 2 , we have:
Then for any closed interval
The upper limit in Proposition 2 has a trivial upper bound 2 by Schanuel's estimate (see [Se, 2.5 
]).
We remark that, due to Néron, Mumford and Faltings, it is well known that the upper bound is 0 if the curve defined by f (x, y) = 0 has a positive genus.
The rest of our main results are Theorem B and Corollary D in §1.3 , which are weaker but extended versions of Proposition 2 for G-functions.
G-functions and G-operators. Before stating our results, we recall the notions of G-function and G-operator. A G-function is a local solution of a linear differential equation, and a G-operator is the linear differential equation itself.
First, we recall the definition of G-functions.
Definition. A G-function is
(1) a power series solution ∈ K [[x] ] of a linear differential equation defined over K(x) such that (2) the Height of the tuples of 0th, 1st, . . . , ith coefficients of the power series grows at most geometrically in i ∈ N.
It is known that algebraic functions defined over K (which have a power series expression), polylogarithms, and the Gauss hypergeometric series with rational parameters are G-functions. Since algebraic functions are G-functions, the general properties of G-functions are also the properties of algebraic curves defined over a number field. For more information on G-functions, see e.g. [A] , [B] , [C] .
Next, we recall the definition of G-operators. In brief, a G-operator is a linear differential equation satisfying an arithmetic condition. We consider the linear differential equation
where A ∈ M n (K(x)), a matrix of rational functions. In this paper, we always assume that m is a column vector solution.
Definition. We say d/dx − A (or simply (EQ)) is a G-operator if lim
where I is the identity matrix, v in v ∞ runs over all non-Archimedean normalized (in the sense of §2.1 below) valuations of K. Here
and | . . . | v is the so-called Gauss norm.
For more information on G-operators, see e.g. [A] , [C] , [N1] .
It might seem that the definition of G-operators depends on the choice of coordinates, but see [N3] .
We note that G-functions are defined as power series; on the other hand, G-operators are defined by A in (EQ), which is a matrix of rational functions. In other words, G-functions are local objects and G-operators are global objects.
Here we recall a fundamental fact: the notions of G-functions and of Goperators are equivalent under some conditions. In particular, under some natural conditions, if m, which is a local solution of (EQ), is a vector of G-functions, then (EQ) is a G-operator. We will use this fact in §4.3 below. See [C] , [A] , [N1] for details.
1.3.
Results. Now, we state our results. We will give their proofs in §4.
, a polynomial over the rational integers, be a common denominator of the components of A in (EQ), that is,
where O K is the ring of integers of K.
We say that a function f is analytic on a closed disk
(2) There exist no solutions of d(x) = 0 on D. 
Put
The trivial upper bound in Theorem B is 2[K : Q] by Schanuel's estimate.
We recall §1.1. Although the meaning of n is different, Theorem A corresponds to Proposition 1 and Theorem B to Proposition 2.
We also obtain non-algebraic cases as corollaries.
Corollary C. Under the assumptions of Theorem A, assume moreover that:
If ζ 0 ∈ S K , then for any small ε > 0, there exists an effective constant c < ∞ such that 
We remark that the estimates in Corollaries C and D (non-algebraic function cases) are similar to the cases of algebraic curves with positive genus (non-rational function cases). See §1.1 again.
Examples.
Here we show some examples. Example 1 concerns algebraic functions, and Example 2 deals with non-algebraic functions.
Example 1 (Fermat's curves). Let k be a natural number ≥ 2. We consider the curve x
Therefore for any small ε > 0 there exists an effective constant c < ∞ such that
We remark that the effectiveness of c in Example 1 should be distinguished from the ineffective finiteness results on the number of rational points on some curves.
Next, we show examples concerning the Gauss hypergeometric series. We consider the Gauss hypergeometric series with parameters α, β, γ ∈ Q
Let F denote F (α, β, γ; x) for simplicity. The function F satisfies the linear differential equation
Example 2 (rational values of the logarithmic derivative of the Gauss hypergeometric series). Let D be a closed disk with radius < 1/2 which is contained in the open disk centered at the origin with radius 1. Assume that D does not contain the origin. Set
Assume that there exists a solution of (hyp) which is not an algebraic function (this is obviously the case if F is not algebraic), and assume that α, β, γ − α, γ − β ∈ Z. Then:
(a) If ζ 0 ∈ S K , then for any small ε > 0, there exists c < ∞, effective, such that
(For transcendental properties of values of the Gauss hypergeometric series itself, see [Wo] .)
Proof of Example 2. The radius of convergence of F at the origin is 1. Since F satisfies (hyp), the vector m = (F, F ) is a solution of (EQ) with
. Moreover, by Theorem 5 in [BMV] , F and F are algebraically independent over C(x). Since the set S K of Example 2 corresponds to S K of Corollaries C and D, we obtain the assertion of Example 2.
For the readers interested in periodic functions, we add an example of a special case: elliptic integrals of the first and second kind. Let
and let D be as in Example 2. Set
Then the estimates (a) and (b) of Example 2 hold for this S K .
It is easy to verify this special case. We consider the case of α = −1/2, β = 1/2, γ = 1 in Example 2. Then the second assumption in Example 2 holds. The first assumption in Example 2 also holds, since there exists a solution of (hyp) with a logarithmic singularity at the origin. Moreover,
Therefore for ζ ∈ K with 0 < |ζ| < 1, the conditions w (ζ)/w(ζ) ∈ K and y(ζ)/w(ζ) ∈ K are equivalent, that is, the S K in Example 2 and here are the same. This completes the proof of this case.
The content of this paper is the following: In §2, we will show some properties of G-operators, and recall some known results which will be used in §3 and §4. Next in §3, we will give a fundamental inequality (Lemma 3.4). This section requires long calculations, but the inequality makes our proofs simple.
In §4, we will give the proofs of Theorems A, B, and Corollaries C and D. We will also show Liouville's inequality for G-functions on moving targets (Theorem E).
Preliminaries.
In this section, we recall the height functions, show some properties of G-operators, and state some related results which are necessary for the later sections. 
and we define
. Here | . . . | is the usual valuation. In the latter case, we will use the symbol | . . .
. In particular, in the case of σ = id (the identity homomorphism), we write | . . .
The following is the product formula on a number field:
Next, for a non-negative integer n and α :
By the product formula, h ((x, y) 
We use the notation log
For a polynomial P :
, we put
) be the set of s×t-matrices whose components are in K [x] .
We note here that in the definition of the height of polynomials log + is not used, and of course v in the summation runs also over v | ∞.
G-operators revisited.
We denote by K(x) the rational function field in one variable over K. For n ∈ N, and for an n × n-matrix A ∈ M n (K(x)) of rational functions, we consider the linear differential equation
Here, we assume that m is a column vector solution.
Moreover we denote by O K the integer ring of K, and we fix a polynomial d as a denominator of A:
Here deg dA means the maximal degree of its components. We note that d is just one of the denominators of A. In this paper, it is not necessary that γ 1 be minimal. This remark will be used in the proof of Corollaries C and D. Now we go back to valuations.
. This fact is the so-called Gauss lemma ([L1, p. 55, Proposition 2.1]).
Let I be the identity matrix. If we defined a geometric G-operator to be such that the degrees (as the logarithmic geometric height) of J µ in Lemma 2.1 below grow at most arithmetically, the lemma would state that every (EQ) is a geometric Goperator. (Therefore this definition is redundant.) Lemma 2.1. Let A be a matrix in (EQ), and let d be a common denominator of A as in (2.1). For µ = 0, 1, . . . , put
By multiplying the last relations by d, we obtain (2.3).
Next, for µ = 0, (2.4) holds as J 0 = I. For µ = 1, from
and by (2.1), (2.2), both
We continue by induction on µ. We assume that (2.4) holds for µ ≥ 1.
), a matrix of polynomials, and thus for m ∈ N ∪ {0}, we can define the real-valued
. . Again we could define an Archimedean G-operator to have G ∞ (m) growing at most geometrically for m = 0, 1, . . . The following Lemma 2.2 states that every (EQ) is an Archimedean G-operator. (Therefore this definition is also redundant.)
According to (2.4) in Lemma 2.1, we define
, we also have
Finally, we have
By (2.3) and (2.6)-(2.8), we obtain
For the remaining case: t = (µ + 1)γ 1 , the coefficient of x t is (2.10)
We consider only the cases of v | ∞. A(µ, v) , A(µ, v) .
For any t, the number of terms in
Now we will estimate (2.9) and (2.10). The value of | . . . | v at (2.9) satisfies
The value of | . . . | v at (2.10) satisfies
We note that these are estimates of the coefficients of
With the above arguments, we obtain A(µ, v) . (1, v) . (µ, v) .
This implies that there exists a finite constant C, depending only on A, but independent of m, such that
If (EQ) is a G-operator, Lemmas 2.1 and 2.2 assert that there exists a finite constant C such that
The fact that "a geometric property holds together with an arithmetic property" is one of the most important features of G-operators; here a geometric property means exp
, and an arithmetic property
This fact will be worked out effectively in §3. The next proposition is due to Chudnovsky-Chudnovsky. We will use it for our proofs of Corollaries C and D.
We note again that a G-function is defined as a local object (a power series solution); nevertheless Proposition 2.3 shows that it involves a Goperator which is defined as a global object. See [C] and [A] for the proof.
Some known results.
We recall a variant of Liouville's inequality, which is stated in function-theoretic terms.
The following Proposition 2.4 is a special case of [O, Theorem IV(ii) ], and it is an extended version of a special case of Shidlovskiȋ's main lemma ([Sh, Chapter 3, §5, Lemma 8]).
We remark that it is possible to obtain weaker estimations about some of our results, however Proposition 2.4 brings us sharper results. See [N2] .
Proposition 2.4 (Shidlovskiȋ-Osgood's inequality [O] ). Let D be a simply connected domain in C, and suppose that D does not contain singular points of A in (EQ). Assume that a vector solution m := (f 1 , . . . , f n ) of (EQ) is analytic on D, and f 1 , . . . , f n are linearly independent over C(x). Then there exists a constant c < ∞, independent of N and D, such that
See Theorem IV in [O] for the details.
The following is the so-called Siegel lemma, which is due to Bombieri [B] .
Proposition 2.5 (Siegel's lemma [B] ). Let D K be the discriminant of K, and γ := 4d
which satisfies
See [B] for the proof.
3. An inequality. The aim of this section is to show a fundamental inequality (Lemma 3.4 below) which will be used in the proofs of our results. The idea of the proof is to consider Padé approximations of m in (EQ) using Siegel's lemma, and combine them with two product formulas, the product formula in a number field and Jensen's formula.
According to §2, we may say the following: Padé approximations and Jensen's formula are function-theoretic (i.e., geometric), while Siegel's lemma and the product formula in a number field are arithmetic. We recall §2: "a geometric property holds together with an arithmetic property". Therefore they can be combined into an inequality. That is Lemma 3.4.
We need long calculations in this section, but each calculation is simple.
Padé approximations.
In this subsection, we will consider Padé approximations at several points and estimate coefficients of the Padé polynomials by Siegel's lemma.
Let φ be a column vector of infinitely differentiable functions: 
Here I is the identity matrix.
Proof. For s = 0, the left side of (3.2) is φ, and the right side is Iφ = φ. For s = 1, the left side of (3.2) is (d/dx)φ + t Aφ, and the right side is
AIφ. Thus we have (3.2) for s = 0 and s = 1. We use induction on s. Assume that (3.2) holds for a given s. Then
Here we used the following simple formula: if A is a Q-algebra and
Now, let N be a parameter in N, take P 1 , . . . , P n ∈ K[x] with max i deg P i < N as Padé polynomials and put
We also let α ζ ∈ Z ≥0 be parameters, and we assume that
Here, m is a vector solution in (EQ), D is as in Theorem A, and we suppose that ζ in D ∩ K satisfies the following: there exist κ ζ ∈ C \ {0} and θ 1 , . . . , θ n ∈ K such that
Moreover we assume that ζ is not a pole of 
by Lemma 3.2. Clearly, the latter is equivalent to µ+ν=s µ,ν≥0
We put
Since ζ is not a pole, we have
We will find an upper bound of (3.4) for each k = 1, . . . , n and j = 0, . . . . . . , N − 1. We consider two cases. 
In (2.5), we established that
and by Lemma 2.1,
For v | ∞, we have
To summarize the above calculations, we arrive at the following: Let D be as in Theorem A, let ζ ∈ K ∩ D with d(ζ) = 0, and α ζ ∈ Z ≥0 . Suppose that m is a vector solution of (EQ), analytic on D.
Moreover suppose that there exist κ ζ ∈ C \ {0} and θ 1 , . . . , θ n ∈ K such that These are linear equations in a k,j over K. The coefficient of a k,j equals (3.4) and satisfies
We note that θ 1 , . . . , θ n are independent of N, α ζ , and G 0 , G ∞ , γ 1 are independent of ζ.
To combine them into one inequality, we have
We will apply the above argument to Siegel's lemma. Let ζ 0 , . . . , ζ l be l + 1 distinct elements in D ∩ K with d(ζ t ) = 0 such that m is analytic at x = ζ t for t = 0, . . . , l. Moreover for t = 0, . . . , l, we assume that there exist κ t ∈ C \ {0} and θ 1,t , . . . , θ n,t ∈ K such that
Now let φ be as above, and let α 0 , . . . , α l in Z ≥0 be given. We consider the condition ord x=ζ t ( t φm) ≥ α t for t = 0, . . . , l.
These inequalities are equivalent to the homogeneous linear equations over K:
Here, the number of equations is l t=0 α t , and the number of unknowns (i.e., the coefficients of x i in φ for i = 0, . . . , N − 1) is nN . Now recall Siegel's lemma of §2. From (3.5), the value corresponding to
Since h(a) = h(1/a) for a ∈ K \ {0}, applying (3.6) in Siegel's lemma, we obtain:
Lemma 3.3. Let l be a given non-negative integer , and let ζ 0 , . . . , ζ l be {0} and θ 1,t , . . . , θ n,t ∈ K such that
Let α 0 , . . . , α l ∈ Z ≥0 , and let δ be a positive number with
Then for any N ∈ N, there exists a non-trivial φ ∈ (K[x])
n \ {0} with deg φ < N such that
Here γ is defined in Siegel's lemma.
3.2.
Jensen's formula. In this subsection, we recall the classical Jensen formula ([L2, p. 162] ). We will then combine it with Lemma 3.3 in the last subsection.
Let R > 0 and ε > 0 be given. For ζ ∈ C, we put ∆(ζ, R) := {z ∈ C | |z −ζ| ≤ R}. Let g be a meromorphic function on ∆(0, R+ε). Then Jensen's formula reads:
+ . . . , c λ = 0, and {α i + ζ} i is the set of zeros and poles of f (z) on ∆(ζ, R).
We note that log(R/|β
is analytic (i.e., has no poles) on ∆(ζ, R + ε), then for any subset Z ⊂ {β i } we have
where
If β t = ∞, then t φm is 0 on a neighborhood of ζ t , and thus t φm is 0 on D by the uniqueness theorem. This m does not satisfy the assumptions of Theorem A.
Set ζ := ζ 0 and put
Since ord x=ζ (ψ 0 t φm) = 0 and ψ 0 t φm = 0, by (3.8) we have
where we assume that R satisfies ∆(ζ, R) ⊂ D. Now, we will find an upper bound of 1 2π log |κ
we have
We note that M (R, ζ) is independent of N . By (3.8), we conclude that
Product formula in the number field.
In this subsection, we will find upper bounds of
Here σ(a) is the image of a ∈ K under σ. Now, since β 0 = ord x=ζ ( t φm), we have
From Lemmas 3.1 and 3.2, we have
We recall that |φ| v ≤ T v and deg φ < N . We note that and (3.11 ) κ
We consider two cases.
Case v ∞:
We have
Here |κ
We rewrite the last inequality as
are n × n-, n × 1-, 1 × n-matrices respectively, with entries in K. By (3.11),
By (3.12), we obtain (3.14)
by (3.10) since
In the next subsection, we will use the last equation together with the estimates obtained in this subsection.
3.4.
A fundamental inequality. Multiplying (3.9) by d 1 /d K , and combining it with (3.13)-(3.15), we obtain
Applying Lemma 3.3 to the last inequality, since the T v can be supposed to satisfy v∈M K log T v = h(φ) and by (3.7), we obtain the long inequality:
We remark that (3.16) holds in the following sense: for any N = 1, 2, . . . and any α 0 , . . . , α l with
and (3.16) holds.
Here the inequality l t=0 β t ≤ nN + c(l + 1) comes from Shidlovskiȋ-Osgood's inequality of §2 and c is a finite constant depending only on m. Now, we assume that (EQ) is a G-operator, and thus we assume that there exists a constant C < ∞, depending only on A, such that
We assume that R + |ζ| < 1. We note that θ i,t and M (R, ζ) are independent of N . Dividing the long inequality (3.16) by N , and letting N → ∞, from R + |ζ| < 1 we have [Se, p. 15] ).
Consequently, we arrive at:
Lemma 3.4 (The fundamental inequality). Let D be as in Theorem A and let m be an analytic vector solution of (EQ) satisfying the assumptions in Theorem A. 
Here γ 1 , γ 2 , C 0 , C 1 , C ∞ are finite constants depending only on A.
Remark. The condition R+|ζ| < 1 is not essential for two reasons. One can assume without loss of generality that |ζ| < 1/2, because the definition of G-operators is independent of the choice of coordinates. Moreover large R's make only slight changes in (3.17). Now, let ε 1 > 0. We put a 1 := ε 1 , and thus ε 1 = a 1 = a 0 + a 1 = n − δ. We can assume that ε ≤ ε 2 1 ; consequently, log(1/|ζ 1 − ζ 0 | 1 ) h(ζ 1 ) ≤ 1 n − ε 1 (1 + ε 1 (2γ 1 + ε 1 )) + 2ε 1 .
Therefore, for any given small ε 2 > 0, if h(ζ 1 ) is large, we have
that is, 1
Because we just need to consider the case of |ζ 1 − ζ 0 | < 1, we can assume . We only consider the second case. The first case is similar.
Let R be the radius of D, the closed disk ⊂ C in Theorem B. It is easy to see that D is covered by Since the last estimate holds for any ε, we get the conclusion of Theorem B. Under the assumptions of Corollaries C and D, the elements of m N are linearly independent over C(x) and from Proposition 2.3, (EQ N ) is a G-operator.
Proof of
Applying Theorems A and B to (EQ N ) for large N , we obtain Corollaries C and D.
