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Abstract: We study the Neumann initial-boundary problem for the chemotaxis
system 

ut = ∆u−∇·(u∇v), x ∈ Ω, t > 0,
vt = ∆v − v + u+ f(x, t), x ∈ Ω, t > 0,
∂u
∂ν =
∂v
∂ν = 0, x ∈ ∂Ω, t > 0,
u(x, 0)= u0(x), v(x, 0) = v0(x), x ∈ Ω
in a smooth, bounded domain Ω ⊂ Rn with n ≥ 2 and f ∈ L∞([0,∞); L
n
2+δ0(Ω)) ∩
Cα(Ω× (0,∞)) with some α > 0 and δ0 ∈ (0, 1).
First we prove local existence of classical solutions for reasonably regular initial
values. Afterwards we show that in the case of n = 2 and f being constant in
time, requiring the nonnegative initial data u0 to fulfill the property ∫Ω u0 dx < 4π
ensures that the solution is global and remains bounded uniformly in time. Thereby
we extend the well known critical mass result by Nagai, Senba and Yoshida for the
classical Keller-Segel model (coinciding with f ≡ 0 in the system above) to the case
f 6≡ 0.
Under certain smallness conditions imposed on the initial data and f we further-
more show that for more general space dimension n ≥ 2 and f not necessarily constant
in time, the solutions are also global and remain bounded uniformly in time. Accord-
ingly we extend a known result given by Winkler for the classical Keller-Segel system
to the present situation.
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1
1 Introduction
In mathematical biology, PDE systems of the form

ut = ∆u−∇·(u∇v), x ∈ Ω, t > 0,
vt = ∆v − v + u, x ∈ Ω, t > 0,
∂u
∂ν =
∂v
∂ν = 0, x ∈ ∂Ω, t > 0,
u(x, 0)= u0(x), v(x, 0) = v0(x), x ∈ Ω
(KS)
are widely being used to model the process of chemotaxis – a biological phenomenon of oriented
movement of cells in response to some kind of chemical substance. Systems of this type were
introduced in 1970, when Keller and Segel proposed a mathematical model describing the ag-
gregation of some types of bacteria (see [13] and [14]). The model given above is a special case
of the system originally stated in the pioneering works. Therein u(x, t) represents the density
of the cells and v(x, t) denotes the concentration of an attracting chemical substance at place
x and time t. The first equation of (KS) models the movement of the cells. This movement,
while diffusive, also favors the direction toward higher concentration of the chemical substance.
The second equation in (KS) models the assumptions that the chemical, while diffusing and
degrading, is also consistently produced by the living cells themselves.
Similar variants to the system above have been used in modeling a wide array of biological
phenomena, e.g. pattern formation in E. coli colonies ([1]) and cancer invasion of tissue ([22]) to
just name a few. For a broader variety and further impressions on the biological background of
this type we refer to the survey articles [2], [10] and [11]. Often the occurrence of self-organized
patterns such as aggregation, is identified with the blow-up of the solution, i.e. the existence
of some T ∈ (0,∞] such that lim suptրT ‖u‖L∞(Ω) = ∞. Accordingly, mathematical efforts are
often focused on detecting unbounded solutions with finite time or infinite time blow up, or the
lack of unbounded solutions. More generally one is interested in finding conditions on the initial
data which either ensure or dismiss the existence of blow-up solutions all together.
The system (KS) has been thoroughly studied with regard to the boundedness of solutions. We
briefly summarize some known results, where, if not stated otherwise, Ω ⊂ Rn is an arbitrary,
smooth and bounded domain and the initial values fulfill u0 ∈ C
0(Ω), v0 ∈ C
1(Ω) and are
nonnegative. We denote by (u, v) the corresponding maximally extended classical solution of
(KS):
If n = 1 : Then (u, v) is global and bounded with regard to the L∞(Ω)-norm. ([20])
If n = 2 : If ∫Ω u0 dx < 4π (or 8π in the radial symmetric setting), then (u, v) is global and
bounded with regard to the L∞(Ω)-norm. ([19], [8])
On the other hand, for any m > 4π with m 6∈ {4kπ|k ∈ N} there exist initial data u0,v0
satisfying ∫Ω u0 dx = m such that the respective solution blows up in finite or infinite time.
([12],[21])
An additional important result is due to [17], where it was shown – in the radially symmetric
setting – that finite time blow up is a quite typical occurrence, in the sense that for each
p ∈ (0, 1), q ∈ (1, 2) and a given T > 0 the set of initial values leading to blow up before
time T is dense in {(u0, v0) ∈ C
0(Ω) ×W 1,∞(Ω)| radially symmetric and positive in Ω}
with respect the topology in Lp(Ω)×W1,q(Ω).
If n ≥ 3 : It was proven in [27] that there exists a bound for u0 in L
q(Ω) and for ∇v0 in
Lp(Ω), with q > n2 and p > n such that the solution (u, v) is global in time and bounded.
This result has further been extended to the critical case q = n2 and p = n. ([4]) Regarding
blow up of solutions it was shown in [27] – in the radially symmetric setting – that for any
2
m > 0 one can find initial data u0 and v0 satisfying ∫Ω u0 dx = m, such that the solution
blows up in finite or infinite time. Furthermore, it was proven in [28] that – similar to the
two dimensional case – blow up is also quite typical in space dimension three and above.
Similar results regarding the boundedness for the associated Cauchy problems on the whole space
R
n have also been proven. See [6] for instance, where dimensions n ≥ 3 are studied, or [16] for
dimension n = 2.
The main purpose of this work is to examine if corresponding statements hold when an addi-
tional external production of the signal chemical is introduced to the system. More precisely, we
shall study the initial-Neumann boundary value problem

ut = ∆u−∇·(u∇v), x ∈ Ω, t > 0,
τvt = ∆v − v + u+ f(x, t), x ∈ Ω, t > 0,
∂u
∂ν =
∂v
∂ν = 0, x ∈ ∂Ω, t > 0,
u(x, 0)= u0(x), v(x, 0) = v0(x), x ∈ Ω
(KSf)
in a bounded and smooth domain Ω ⊂ Rn with n ≥ 2, τ > 0, u0 ∈ C
0(Ω), v0 ∈W
1,θ(Ω) for some
θ > n and f ∈ L∞([0,∞); L
n
2+δ0(Ω)) ∩ Cα(Ω× (0,∞)) with some δ0 ∈ (0, 1) and α > 0.
Let us briefly summarize the structure of this work along with our three main results:
Local existence and uniqueness of classical solutions:
Based on well known regularity estimates, we will first establish the local existence and uniqueness
of classical solutions to (KSf ).
Theorem 1.1. - Time local existence of classical solutions to (KSf )
Assume that u0 ∈ C
0(Ω) and v0 ∈ W
1,θ(Ω), for some θ > n, are nonnegative. Furthermore
suppose that f ∈ L∞([0,∞); L
n
2+δ0(Ω))∩Cα(Ω× (0,∞)) for some α > 0 and 1 > δ0 > 0 is non-
negative. Then there exists a maximal existence time Tmax ∈ (0,∞] and a uniquely determined
pair of nonnegative functions (u, v) with the properties
u ∈ C0(Ω×[0, Tmax)) ∩ C
2,1(Ω×(0, Tmax))
v ∈ C0(Ω×[0, Tmax)) ∩ C
2,1(Ω×(0, Tmax)) ∩ L
∞
loc([0, Tmax);W
1,θ(Ω)),
solving (KSf) in the classical sense in Ω× (0, Tmax). Moreover we obtain the alternative
either Tmax =∞ or ‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W1,θ(Ω) →∞ as tր Tmax. (1.1)
The theorem above does not only give us local solutions to (KSf), but also a criterion for their
extensibility to global solutions. In view of the alternative (1.1), the boundedness of ‖u‖L∞(Ω)
and ‖v‖W1,θ(Ω) for all t > 0 is sufficient in order to obtain global solutions.
Boundedness of solutions in the two dimensional case:
In this section we will limit ourselves to domains in R2. The reasoning behind this restriction is
that in the case n = 2 we are able to give an explicit value for the critical mass mu := ∫Ω u0 dx,
which – in the two-dimensional case – is the determining quantity in whether a solution is
bounded globally in time or not. This behavior is well studied for Keller-Segel systems without
external signal production – see [19] and [12] for instance. Following the methods of [19], we show
that the result concerning critical mass mu < 4π for systems without external signal production
– mentioned above in the summary of known results – extends to the case f 6≡ 0 without a
change in the critical mass, provided that f is a nonnegative constant-in-time function of class
L1+δ0(Ω) ∩ Cα(Ω). To be more precise we obtain the following:
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Theorem 1.2. - Global existence for small initial mass
Let 0 < α, 0 < δ0 < 1 and 2 < θ <
2+2δ0
1−δ0
. Furthermore assume that the functions u0 ∈ C
0(Ω),
v0 ∈ W
1,θ(Ω) and f ∈ L1+δ0(Ω) ∩ Cα(Ω) are nonnegative and mu := ∫Ω u0 dx < 4π. Then
the unique classical solution (u, v) to (KSf ) is global in time and the quantities ‖u(·, t)‖L∞(Ω),
‖v(·, t)‖W1,θ(Ω) remain bounded uniformly in time.
To prove this statement we define a generalized energy functional
W (u, v) =
∫
Ω
[
u logu− uv +
1
2
(|∇v|2 + v2)− fv
]
dx
and first show that this energy remains bounded for all times if (u, v) is a classical solution to
(KSf ) and mu is strictly smaller than the threshold number. This bound will be the essential
ingredient in the estimation process concerning the L∞(Ω)-norm of u and the W1,θ(Ω)-norm of
v, which by the alternative shown in Theorem 1.1 will be sufficient to ensure global existence.
Boundedness of solutions the higher dimensional case:
The last section is dedicated to the more general case of n ≥ 2 and not necessarily time-
independent f ∈ L∞([0,∞); L
n
2+δ0(Ω))∩Cα(Ω×(0,∞)), for which we prove – based on methods
shown in [27] – the boundedness of solutions if the three quantities ‖u0‖L
n
2
+δ0(Ω)
, ‖∇v0‖Lθ(Ω) and
‖f‖
L∞([0,∞); L
n
2
+δ0(Ω))
are all bounded by some sufficiently small ε > 0.
Theorem 1.3. - Global existence of small-data solutions
Let 0 < δ0 < 1, 0 < α, n < θ <
n2+2nδ0
n−2δ0
and 1 < r. Then there exist constants ε0 > 0 and
C > 0 with the following property: If u0 ∈ C
0(Ω), v0 ∈W
1,θ(Ω) and f ∈ L∞([0,∞); L
n
2+δ0(Ω))∩
Cα(Ω× (0,∞)) are nonnegative with
‖u0‖L
n
2
+δ0(Ω)
≤ ε, ‖∇v0‖Lθ(Ω) ≤ ε and ‖f‖L∞([0,∞); L
n
2
+δ0 (Ω))
≤ ε (1.2)
for some ε < ε0, then the classical solution (u, v) of (KSf ) exists globally with the quantities
‖u‖L∞(Ω) and ‖v‖W1,θ(Ω) remaining bounded for all times. Additionally these global small-data
solutions remain small for all times in the sense that the solution satisfies
‖u(·, t)− et∆u0‖L∞(Ω) ≤ Cε
2e−
λ1
r
t + Cε2 for all t > 1, (1.3)
as well as∥∥∥∥∥∥∇

v(·, t)− e tτ (∆−1)v0 − 1
τ
t∫
0
e(t−s)(∆−1)es∆u0 ds


∥∥∥∥∥∥
Lθ(Ω)
≤ Cε2e−
λ1t
r + Cε for all t > 1. (1.4)
Here λ1 > 0 denotes the first nonzero eigenvalue of −∆ in Ω with regard to the homogeneous
Neumann boundary conditions, and by
(
et∆
)
t≥0
we abbreviate the Neumann heat semigroup in
Ω.
In the case n = 2 the theorem above can be interpreted as an extension of our result from
Theorem 1.2 in the sense that we now allow time-dependent external signal production f(x, t),
but no precise information on the explicit threshold number is gained in this case.
For n ≥ 3 the theorem generalizes the statement from [27], mentioned at the start of this
section. Furthermore, (1.3) and (1.4) show that the solution (u, v) almost, with a small offset
depending on ε, asymptotically behaves like the solution (uH , vH) of the two linear parabolic
equations ∂∂tuH = ∆uH and
∂
∂tvH = ∆vH − vH + uH under the same initial and boundary data.
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Accordingly, for reasonably well-behaved signal production most of the known results regarding
the boundedness of solutions for the unexcited system (KS) can be transferred directly to the
extended system (KSf). That these statements may not hold for less regular signal production
was shown in [24], where the parabolic-elliptic Keller-Segel system

ut = ∆u−∇·(u∇v) x ∈ R
n, t > 0,
0 = ∆v + u+ f(x) x ∈ Rn, t > 0,
u(x, 0)= u0(x) x ∈ R
n,
with a Dirac distributed signal production f(x) = f0δ(x) was considered. It was shown in a
radially symmetric setting, that for any choice of f0 > 0 certain generalized solutions, so called
radial weak solutions, blow up immediately. This result suggests that the exponent δ0 = 0 is
critical in (KSf) and needs to be discussed further for the higher dimensional case n ≥ 3.
Throughout this work n ≥ 2 will always represent the space dimension, Ω ⊂ Rn a bounded and
smooth domain and furthermore the relations θ > n, τ > 0 and 1 > δ0 > 0 will also always
hold.
2 Local existence and uniqueness
The proof of our local existence result is based on the method seen in [26], which relies heavily
on the well known Neumann heat semigroup estimates. For a version suitable to our context we
refer to [27, Lemma 1.3]. We also require some results for fractional powers of sectorial operators
shown in [9]. For a more general introduction to sectorial operators and fractional powers see [7]
for instance.
2.1 Local existence of classical solutions and uniqueness
Before stating the main result of this section we give a very short proof of the fact that the
system (KSf ) conserves the mass with respect to u, which we will use multiple times later on.
Lemma 2.1.
If (u, v) is a classical solution to (KSf) in Ω× (0, T ), then ‖u(·, t)‖L1(Ω) = ‖u0‖L1(Ω) holds for
all t ∈ [0, T ).
Proof: Integrating the first equation of (KSf ) and applying the divergence theorem, we obtain
d
dt
∫
Ω
u dx =
∫
Ω
∆u dx−
∫
Ω
∇·(u∇v) dx =
∫
∂Ω
∂u
∂ν
dx−
∫
∂Ω
u
∂v
∂ν
dx = 0 for t ∈ (0, T ),
from which ‖u(·, t)‖L1(Ω) = const. = ‖u0‖L1(Ω) follows.
For the sake of notation let us briefly recall Young’s inequality.
Lemma 2.2. - Young’s inequality
Let a, b, ε > 0 and 1 < p, q <∞ with 1p +
1
q = 1. Then
ab ≤ εap + C(ε, p, q)bq,
where C(ε, p, q) = (εp)−
q
p q−1.
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Proof of Theorem 1.1: First we observe that since n < n
2+2nδ0
n−2δ0
we may assume
n < θ <
n2 + 2nδ0
n− 2δ0
(2.1)
without loss of generality. Otherwise we take some θ∗ < θ fulfilling (2.1), apply the semigroup
estimates below for θ∗ instead of θ and make use of the embedding W1,q(Ω) →֒W1,p(Ω) for all
q ≥ p, to then estimate the W1,θ
∗
(Ω)-norm from above by the W1,θ(Ω)-norm.
Existence: To prove existence, we work along the lines of a basic fixed point argument. First
we claim that for all R > 0 there exists T := T (R) > 0 such that (KSf ) has a mild solution
in Ω × (0, T ) if we require ‖u0‖L∞(Ω) ≤ R and ‖v0‖W1,θ(Ω) ≤ R in addition to the assumptions
above. To substantiate this claim, recalling the Neumann heat semigroup estimates, we max
fix K > 0 such that ‖e
t
τ
∆w‖W1,θ(Ω) ≤ K‖w‖W1,θ(Ω) holds for all w ∈ W
1,θ(Ω) and define, for
sufficiently small T ∈ (0, 1) to be specified later, the Banach space
X := C0([0, T ];C0(Ω))× C0([0, T ];W1,θ(Ω))
with its closed subset
S :=
{
(u, v) ∈ X
∣∣ ‖u‖L∞((0,T );L∞(Ω)) ≤ R + 1, ‖v‖L∞((0,T );W1,θ(Ω)) ≤ KR+ 1} .
For convenience of notation we will write u(s), v(s) and f(s) instead of u(·, s), v(·, s) and f(·, s)
in the following estimation processes. Introducing the map
Φ(u, v)(t) :=
(
Φ1(u, v)(t)
Φ2(u, v)(t)
)
:=


et∆u0 −
t∫
0
e(t−s)∆∇·(u(s)∇v(s)) ds
e
t
τ
(∆−1)v0 +
1
τ
t∫
0
e(t−s)(∆−1)u(s) ds+ 1τ
t∫
0
e(t−s)(∆−1)f(s) ds


for (u, v) ∈ S and t ∈ [0, T ], we will show that, for sufficiently small T , Φ maps from S onto
itself. To this end we estimate both components of Φ separately, starting with Φ1. Obviously it
is
‖Φ1(u, v)(t)‖L∞(Ω) ≤ ‖e
t∆u0‖L∞(Ω) +
t∫
0
∥∥∥e(t−s)∆∇·(u(s)∇v(s))∥∥∥
L∞(Ω)
ds. (2.2)
Picking p > max
{
nθ
θ−n ,
n2+2nδ0
n−2δ0
}
, we see that the interval I := (np ,
1
2 −
n
2 (
1
θ −
1
p )) is not empty.
Choosing some α ∈ I, we have pα > n, and thus the fractional power Aα of the sectorial
operator A := −∆ + 1 with Neumann data in Lp(Ω) satisfies ‖w‖L∞(Ω) ≤ C‖A
αw‖Lp(Ω) and
‖Aαeσ∆w‖Lp(Ω) ≤ Cσ
−α‖w‖Lp(Ω) for all w ∈ C
∞
0 (Ω) and σ > 0, with some suitable positive
constant C (cf. [9, Theorems 1.6.1 and 1.4.3]). This allows to estimate the second term of (2.2)
according to
I1 :=
t∫
0
∥∥∥e(t−s)∆∇·(u(s)∇v(s))∥∥∥
L∞(Ω)
ds ≤ C1
t∫
0
∥∥∥Aαe(t−s)∆∇·(u(s)∇v(s))∥∥∥
Lp(Ω)
ds
≤ C2
t∫
0
(
t− s
2
)−α ∥∥∥e t−s2 ∆∇·(u(s)∇v(s))∥∥∥
Lp(Ω)
ds for all t ∈ (0, T ),
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where here and below every Ci denotes a suitable positive constant independent of t. By the
assumptions imposed on θ in (2.1) and the choice of p we have p ≥ θ. Thus we can utilize known
semigroup estimates ([27, Lemma 1.3]) and the fact T < 1 to obtain
I1 ≤ C3
t∫
0
(t− s)−α−
1
2−
n
2 (
1
θ
− 1
p
)‖u(s)∇v(s)‖Lθ(Ω) ds
≤ C3(R+ 1)(KR+ 1)
t∫
0
(t− s)−
1
2−α−
n
2 (
1
θ
− 1
p
) ds for all t ∈ (0, T ).
Herein, by the choice of α, we have − 12 − α−
n
2 (
1
θ −
1
p ) > −1 and thus
I1 ≤ C3(R+ 1)(KR+ 1)T
1
2−α−
n
2 (
1
θ
− 1
p
) holds for all t ∈ (0, T ). (2.3)
To treat the first term in (2.2) we can apply the maximum principle to easily deduce
‖et∆u0‖L∞(Ω) ≤ ‖u0‖L∞(Ω) ≤ R. (2.4)
Now combining (2.2) – (2.4) yields
‖Φ1(u, v)(t)‖L∞(Ω) ≤ R+ C3(R + 1)(KR+ 1)T
1
2−α−
n
2 (
1
θ
− 1
p
) (2.5)
for t ∈ (0, T ). To treat Φ2 we argue in a similar fashion. Since 1 > δ0 > 0 and θ > n ≥ 2 we
have n2 + δ0 =: q0 <
n
2 + 1 < θ. Additionally by (2.1) we have θ <
nq0
n−q0
, which implies
−
1
2
−
n
2
(
1
q0
−
1
θ
)
> −1. (2.6)
The first inequality for q0 above allows the estimation of
‖Φ2(u, v)(t)‖W1,θ(Ω)
≤ ‖e
t
τ
(∆−1)v0‖W1,θ(Ω) +
1
τ
t∫
0
‖e(t−s)(∆−1)u(s)‖W1,θ(Ω) ds+
1
τ
t∫
0
‖e(t−s)(∆−1)f(s)‖W1,θ(Ω) ds
≤ ‖e
t
τ
∆v0‖W1,θ(Ω) +
C4
τ
t∫
0
(t− s)−
1
2−
n
2 (
1
q0
− 1
θ
)‖u(s)‖Lq0 (Ω) ds
+
C5
τ
t∫
0
(t− s)−
1
2−
n
2 (
1
q0
− 1
θ
)‖f(s)‖Lq0 (Ω) ds
≤ K‖v0‖W1,θ(Ω) +
(
C6
τ
‖u‖L∞(Ω) +
C5
τ
‖f‖L∞([0,∞); Lq0 (Ω))
) t∫
0
(t− s)−
1
2−
n
2 (
1
q0
− 1
θ
) ds
for all t ∈ (0, T ). Recalling (2.6) we obtain
‖Φ2(u, v)(t)‖W1,θ(Ω) ≤ KR+
(
C8(R + 1) + C7‖f‖L∞([0,∞); L
n
2
+δ0(Ω))
)
T
1
2−
n
2 (
1
q0
− 1
θ
)
. (2.7)
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Now if we fix T0 ∈ (0, 1) small enough and T ∈ (0, T0), it follows from equations (2.5) and (2.7)
that Φ maps from S onto itself. Furthermore using the same methods we can show that Φ acts
as a contraction on S. To this end we pick (u, v) ∈ S and (uˆ, vˆ) ∈ S and estimate
‖Φ1(u, v)(t)− Φ1(uˆ, vˆ)(t)‖L∞(Ω)
≤ C9
t∫
0
‖Aαe(t−s)∆∇· (u(s)∇v(s)− uˆ(s)∇vˆ(s)) ‖L∞(Ω) ds
≤ C10
t∫
0
(t− s)−
1
2−α−
n
2 (
1
θ
− 1
p
)
(
‖u(s)‖L∞(Ω)‖∇v(s)−∇vˆ(s)‖Lθ(Ω)
+ ‖u(s)− uˆ(s)‖L∞(Ω)‖∇vˆ(s)‖Lθ(Ω)
)
ds
≤ C10T
1
2−α−
n
2 (
1
θ
− 1
p
)
(
(R+ 1) + (KR+ 1)
)(
sup
s∈[0,T ]
‖u(s)− uˆ(s)‖L∞(Ω)
+ sup
s∈[0,T ]
‖∇v(s)−∇vˆ(s)‖Lθ(Ω)
)
≤ C11T
1
2−α−
n
2 (
1
θ
− 1
p
)
(
(R+ 1) + (KR+ 1)
)
‖(u, v)− (uˆ, vˆ)‖X for t ∈ (0, T ).
Analogously ‖Φ2(u, v)(t) − Φ2(uˆ, vˆ)(t)‖W1,θ(Ω) ≤ C12T
1
2 ‖(u, v)− (uˆ, vˆ)‖X for t ∈ (0, T ). Thus,
by choosing T ∈ (0, T0) sufficiently small, we can ensure the contractivity of Φ on S and an
application of the Banach fixed-point theorem implies the existence of (u, v) ∈ S such that
Φ(u, v) = (u, v). Since Φ is in fact the variation of constants formula for the problem (KSf ),
this fixed point is indeed a mild solution for (KSf ). Additionally, based on the claim preceding
the arguments above, the choice of T only depends on ‖u0‖L∞(Ω) and ‖v0‖W1,θ(Ω) and thus
standard extension arguments immediately imply the existence of a maximal existence time
Tmax satisfying (1.1). Using standard arguments involving the semigroup estimates, as well as
parabolic Schauder estimates (see [15, Theorem IV.5.3] for instance), it can be checked that
(u, v) lies in the asserted regularity class and hence solves (KSf ) in the classical sense. That
both u and v are nonnegative then follows from the comparison principle for classical sub- and
supersolutions of scalar parabolic equations, by first taking u ≡ 0 as subsolution in the first
equation and then – since we now know both u and f to be nonnegative – v ≡ 0 as subsolution
in the second equation.
Uniqueness: We follow the methods of [8] and [26]. Given T > 0 and two solutions
(u, v), (uˆ, vˆ) in Ω × (0, T ), we fix T ∗ ∈ (0, T ) and let w := u − uˆ, z := v − vˆ. Testing the
difference for (u, v) and (uˆ, vˆ) of the first equation in (KSf ) with w we obtain for 0 < t < T
∗:∫
Ω
wtw =
∫
Ω
w∆w −
∫
Ω
w∇·(u∇v − uˆ∇v + uˆ∇v − uˆ∇vˆ).
Integrating by parts und reordering of the terms we find that
1
2
d
dt
∫
Ω
w2 +
∫
Ω
|∇w|2 =
∫
Ω
∇w · w∇v +
∫
Ω
uˆ∇z · ∇w for 0 < t < T ∗, (2.8)
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where every boundary integral disappears because of the Neumann boundary conditions imposed
on u, v, uˆ and vˆ. Similar testing the second equation by ∆z results in∫
Ω
|∆z|2 +
∫
Ω
|∇z|2 +
τ
2
d
dt
∫
Ω
|∇z|2 = −
∫
Ω
w∆z for 0 < t < T ∗. (2.9)
We continue by estimating I2 := ∫Ωw∇v·∇w, I3 := ∫Ωuˆ∇w·∇z and I4 := −∫Ωw∆z. Applying
Hölder’s inequality twice to I2 we see that
I2 ≤
(∫
Ω
|∇w|2
) 1
2
(∫
Ω
|w|
2θ
θ−2
) θ−2
2θ
(∫
Ω
|∇v|θ
) 1
θ
. (2.10)
By Lemma 2.1 we have ∫Ωw = 0, and thus the Gagliardo-Nierenberg inequality and the Poincaré
inequality imply ‖w‖
L
2θ
θ−2 (Ω)
≤ C13‖w‖
n/θ
W1,θ(Ω)
‖w‖
(θ−n)/θ
L2(Ω)
≤ C14(
∫
Ω
|∇w|2)
n
2θ (
∫
Ω
w2)
θ−n
2θ , which
combined with (2.10) leads to
I2 ≤ C14
(∫
Ω
|∇w|2
) 1
2+
n
2θ
(∫
Ω
w2
) θ−n
2θ
(∫
Ω
|∇v|θ
) 1
θ
.
Finally, using the fact that ‖∇v‖Lθ(Ω) is bounded for t ∈ (0, T
∗) and θ > n ≥ 2, Young’s
inequality from Lemma 2.2 with ε = 12C14 and p =
1
1
2+
n
2θ
yields
I2 ≤
1
2
∫
Ω
|∇w|2 + C15
∫
Ω
w2.
For I3, we simply apply Young’s inequality with ε =
1
2 and p = 2 to obtain
I3 ≤
1
2
∫
Ω
|∇w|2 + C16
∫
Ω
|∇z|2|uˆ|2 ≤
1
2
∫
Ω
|∇w|2 + C17
∫
Ω
|∇z|2
by the boundedness of uˆ in Ω× (0, T ∗). In a similar fashion
I4 ≤
∫
Ω
|∆z|2 +
1
4
∫
Ω
w2.
Adding up (2.8) and (2.9) and using the above estimates for I2, I3 and I4, we have
1
2
d
dt
∫
Ω
w2 +
∫
Ω
|∇w|2 +
∫
Ω
|∆z|2 +
∫
Ω
|∇z|2 +
τ
2
d
dt
∫
Ω
|∇z|2 = I2 + I3 + I4
≤
1
2
∫
Ω
|∇w|2 + C18
∫
Ω
w2 +
1
2
∫
Ω
|∇w|2 + C18
∫
Ω
|∇z|2 +
∫
Ω
|∆z|2 +
1
4
∫
Ω
w2
for t ∈ (0, T ∗). Therefore the differential inequality
d
dt
(∫
Ω
w2 + τ
∫
Ω
|∇z|2
)
≤ C19
(∫
Ω
w2 + τ
∫
Ω
|∇z|2
)
holds for all t ∈ (0, T ∗), which implies w ≡ 0 and z ≡ 0 in Ω × (0, T ∗). Since T ∗ < Tmax was
arbitrary, the claim follows.
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We should mention that the proof above shows that assuming (2.1) always to be true in the
following sections is no restriction. This will be required to appropriately control the powers
appearing in the integrals required for several estimates.
3 Boundedness of solutions in the two dimensional case
After establishing time local existence our next objective is to prove, under certain conditions, the
existence of time-independent bounds for the norms ‖u‖L∞(Ω) and ‖v‖W1,θ(Ω) with θ satisfying
n < θ < n
2+2nδ0
n−2δ0
. These time-independent bounds then also imply time global existence by
means of (1.1).
As mentioned in the introduction we will first limit ourselves to the two dimensional case. To
this end we assume throughout this section n = 2, that θ satisfies the inequalities 2 < θ < 2+2δ01−δ0 ,
and that all other necessary conditions of Theorem 1.1 are fulfilled. Accordingly we denote by
(u, v) the classical solution to (KSf) in dimension n = 2, given by Theorem 1.1.
3.1 Essential estimates
Let us first gather some essential results needed for the proofs later on. To obtain our main
result for this section, we will roughly follow the methods of [19]. One essential ingredient to
this method will be Moser’s sharp form of an inequality by Trudinger, which can be found in
[25] and [18] respectively. This result was extended by Nagai, Senba and Yoshida in [19] for the
two-dimensional radial symmetric case, and by Chang and Yang in [5] without the restriction
to radially symmetric functions. Since the methods surrounding these inequalities in our proofs
are identical in both cases, we only focus on general domains and thus only give the result by [5]
adjusted to our notation.
Theorem 3.1. - A Trudinger-Moser type inequality
Let Ω be a smoothly bounded domain in R2. Then there exists a constant C > 0 depending on Ω
such that ∫
Ω
e|v| dx ≤ Ce
(
1
8pi ‖∇v‖
2
L2(Ω)
+ 1
|Ω|
‖v‖L1(Ω)
)
holds for all v ∈W1,2(Ω).
Furthermore we will make use of the following inequality, which is a modification of an in-
equality found in [3].
Lemma 3.2.
Let Ω be a smoothly bounded domain in R2 and 2 ≤ p < ∞. Then for any ε > 0 there exists a
constant C > 0 depending only on p and ε, such that
‖v‖Lp(Ω) ≤ ε‖∇v‖
1−1/p
L2(Ω)
‖v log |v|‖
1/p
L1(Ω)
+ C
(
‖v log |v|‖L1(Ω) + ‖v‖
1/p
L1(Ω)
+ ‖v‖L1(Ω)
)
holds for every v ∈W1,2(Ω).
Proof: The proof closely follows arguments shown in [3] or [23, Lemma A.5] and will only be
given for convenience of the reader. Consider N > 1, to be specified below, and the piecewise
defined function χ : R→ R given by
χ(s) =


0 , if |s| ≤ N
2|s| − 2N , if N < |s| < 2N
|s| , if 2N ≤ |s|.
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Writing Y1 := {x ∈ Ω | |v| ≤ N} and Y2 := {x ∈ Ω | N < |v| < 2N}, we can estimate
‖|v| − χ(v)‖
p
Lp(Ω) =
∫
Y1
|v|p dx+
∫
Y2
|2N − |v||
p
dx ≤ Np−1
∫
Y1
|v| dx+ (2N)p−1
∫
Y2
|2N − |v|| dx.
Since N < |v| < 2N implies 0 < 2N − |v| < |v|, the second integral can be further estimated to
obtain
‖|v| − χ(v)‖
p
Lp(Ω) ≤ N
p−1
∫
Y1
|v| dx+ (2N)p−1
∫
Y2
|v| dx ≤ (2N)
p−1
∫
Y1∪Y2
|v| dx ≤ (2N)
p−1
‖v‖L1(Ω).
(3.1)
Additionally, using that by the definition of χ there holds χ(v) ≤ |v| for all x ∈ Ω and defining
the set Y3 := {x ∈ Ω | |v| ≥ N}, we estimate
‖χ(v)‖
1/p
L1(Ω)
=

 ∫
Y3
χ(v) dx


1
p
≤

 ∫
Y3
|v|
log |v|
log(N)
dx


1
p
≤ log(N)−
1
p ‖v log |v|‖
1/p
L1(Ω)
, (3.2)
as well as
‖χ(v)‖
1−1/p
W1,2(Ω)
=
(
‖∇(χ(v))‖2L2(Ω) + ‖χ(v)‖
2
L2(Ω)
) p−1
2p
≤
(
‖χ′(v)∇v‖2L2(Ω) + ‖v‖
2
L2(Ω)
) p−1
2p
≤
(
4‖∇v‖2L2(Ω) + ‖v‖
2
L2(Ω)
) p−1
2p
≤ 2
p−1
p ‖v‖
1−1/p
W1,2(Ω)
. (3.3)
Using the Gagliardo-Nierenberg inequality in combination with (3.1), (3.2) and (3.3) we can
estimate ‖v‖Lp(Ω) in the following way:
‖v‖Lp(Ω) ≤ ‖|v| − χ(v)‖Lp(Ω) + ‖χ(v)‖Lp(Ω)
≤ (2N)
p−1
p ‖v‖
1/p
L1(Ω)
+ C1‖χ(v)‖
1−1/p
W1,2(Ω)
‖χ(v)‖
1/p
L1(Ω)
≤ (2N)
p−1
p ‖v‖
1/p
L1(Ω)
+
2
p−1
p C1
log(N)
1
p
‖v‖
1−1/p
W1,2(Ω)
‖v log |v|‖
1/p
L1(Ω)
.
Now we apply the Poincaré inequality to obtain
‖v‖Lp(Ω) ≤ (2N)
p−1
p ‖v‖
1/p
L1(Ω)
+
C2
log(N)
1
p
(
‖∇v‖
1−1/p
L2(Ω)
+ ‖v‖
1−1/p
L1(Ω)
)
‖v log |v|‖
1/p
L1(Ω)
.
Finally, using Young’s inequality and taking N = exp
((
C2
ε
)p)
results in
‖v‖Lp(Ω) ≤ ε‖∇v‖
1−1/p
L2(Ω)
‖v log |v|‖
1/p
L1(Ω)
+ C(p, ε)
(
‖v log |v|‖L1(Ω) + ‖v‖
1/p
L1(Ω)
+ ‖v‖L1(Ω)
)
and thus completing the proof.
The last preparatory result we take advantage of is in fact a simple consequence of Young’s
inequality.
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Lemma 3.3.
Assume C1 > 0, C2 > 0 and β ∈ (0, 1) to be constant. Then there exists a constant M0 > 0, such
that every M ≥ 0 satisfying
M ≤ C1 + C2M
β (3.4)
fulfills the inequality M ≤M0.
Proof: We apply Young’s inequality with ε := 12C2 , a := M
β , b := 1, p := 1β and q :=
p
p−1 in
(3.4) to obtain
2M ≤ 2
(
C1 + C2M
β
)
≤ 2C1 + 2C2
(
εap + C(ε, p, q)b
p
p−1
)
.
With C(p, q) := C(ε, p, q) · ε
q
p = p−
q
p q−1 = p−1
p
p
p−1
this yields
2M ≤ 2C1 + 2C2
(
1
2C2
M + C(p, q)ε−
1
p−1
)
= 2C1 +M + 2C2C(p, q)(2C2)
β
1−β . (3.5)
Thus reordering the terms in (3.5) results in the asserted inequality for M .
Before we can start our energy-based approach, we require some lemmata regarding the Lp(Ω)-
norms of the chemical concentration function v and the respective gradient function ∇v. The
lemma below can not only be proven for n = 2, but also in general dimensions. The results
follows almost immediately from integrating the second equation of (KSf ) and thus will be
omitted here.
Lemma 3.4.
For all t ∈ [0, Tmax) it holds that:
‖v(·, t)‖L1(Ω) = e
− t
τ ‖v0‖L1(Ω) + ‖u0‖L1(Ω)(1− e
− t
τ ) +
1
τ
t∫
0
‖f(·, s)‖L1(Ω)e
s−t
τ ds.
In particular there is some C > 0 such that
‖v(·, t)‖L1(Ω) ≤ ‖v0‖L1(Ω) + ‖u0‖L1(Ω) + C‖f‖L∞([0,∞); L1+δ0(Ω))
holds for all t ∈ [0, Tmax).
The first step in a quite long estimation process will be the extraction of Lp(Ω) bounds for v
and ∇v for some p ∈ [1,∞], by making use of appropriate semigroup estimates.
Proposition 3.5.
Let q ∈ [1, 2) and p ∈ [1,∞). Then there exists a time-independent constant C > 0 such that
‖∇v(·, t)‖Lq(Ω) ≤ C and ‖v(·, t)‖Lp(Ω) ≤ C,
hold for all 0 < t < Tmax.
Proof: Since q < 2 < θ, using the semigroup estimates again, we find time independent constants
Ci > 0 such that
12
‖∇v(·, t)‖Lq(Ω) ≤ C1‖∇v0‖Lθ(Ω) + C2
t∫
0
(
1 + (t− s)−
1
2−(1−
1
q
)
)
e−(λ1+1)(t−s)‖u(·, s)‖L1(Ω) ds
+ C3
t∫
0
(
1 + (t− s)−
1
2−(1−
1
q
)
)
e−(λ1+1)(t−s)‖f(·, s)‖L1(Ω) ds
for t ∈ [0, Tmax), where ‖f(·, t)‖L1(Ω) ≤ C4‖f‖L∞([0,∞); L1+δ0(Ω)) and ‖u(·, t)‖L1(Ω) = ‖u0‖L1(Ω)
by Lemma 2.1. Thus, using the fact that − 12 − (1−
1
q ) > −1 for q < 2, we obtain
‖∇v(·, t)‖Lq(Ω) ≤ C5 + C6
t∫
0
(
1 + (t− s)−
1
2−(1−
1
q
)
)
e−(λ1+1)(t−s) ds
≤ C5 + C6
∞∫
0
(
1 + σ−
1
2−(1−
1
q
)
)
e−(λ1+1)σ dσ = C5 + C6
(
1
λ1 + 1
+
Γ(1q −
1
2 )
(λ1 + 1)
1
q
− 12
)
for t ∈ [0, Tmax), with the Gamma-function Γ(x) =
∫∞
0
tx−1e−t dt, proving the first asserted
inequality. To verify the second inequality we apply the Poincaré inequality in combination with
the Sobolev embedding theorem to obtain
‖v‖
L
2q
2−q (Ω)
≤ C7‖v‖W1,q(Ω) ≤ C8‖∇v‖Lq(Ω) + C8‖v‖L1(Ω)
for every q < 2 and t ∈ [0, Tmax), which by Lemma 3.4 completes the proof.
Thanks to Hölder’s inequality and the nonnegativity of f and v, an immediate consequence is
a bound for ∫
Ω
fv dx.
Corollary 3.6.
There exists a constant C > 0, such that ∫
Ω
fv dx ≤ C holds for all t ∈ [0, Tmax).
3.2 Boundedness in two dimensions - an energy-based approach
In addition to all the assumptions mentioned at the beginning of Section 3, we now also assume
f to be constant-in-time.
The next step in our estimation process involves defining a suitable energy functional of the
system (KSf). For the system without external signal production the corresponding functional
can be defined asW ′(u, v) := ∫Ω
[
u log u− uv + 12 (|∇v|
2 + v2)
]
dx (cf. [19]). Using the derivation
method of [19], it follows that for nonnegative and constant-in-time signal production f this
functional naturally extends to
W (u, v) :=
∫
Ω
[
u logu− uv +
1
2
(|∇v|2 + v2)− fv
]
dx.
In particular we obtain the following
Lemma 3.7.
Let (u, v) be the classical solution of (KSf) in Ω× (0, Tmax) and
W (t) :=W (u(·, t), v(·, t)) =
∫
Ω
[
u logu− uv +
1
2
(|∇v|2 + v2)− fv
]
dx.
13
Then
d
dt
W (t) +
∫
Ω
u|∇(log u− v)|2 dx+ τ
∫
Ω
v2t dx = 0.
holds for all t ∈ (0, Tmax).
Proof: Writing the first equation of (KSf ) as ut = ∇·(∇u−u∇v) and testing this with (log u−v)
yields∫
Ω
ut(log u− v) dx =
∫
Ω
(log u− v)∇·(∇u − u∇v) dx = −
∫
Ω
(∇u− u∇v)· ∇(log u− v) dx
for all t ∈ (0, Tmax). Since u∇(log u− v) = ∇u− u∇v, this results in∫
Ω
ut(log u− v) dx = −
∫
Ω
u|∇(log u− v)|2 dx for all t ∈ (0, Tmax). (3.6)
Furthermore rewriting the left side of the equation as∫
Ω
ut(log u− v) dx =
∫
Ω
[(u log u)t − ut − utv] dx =
d
dt
∫
Ω
u logu dx−
d
dt
∫
Ω
u dx−
∫
Ω
utv dx
for all t ∈ (0, Tmax), and using Lemma 2.1 to deduce
d
dt ∫Ω u dx = 0, we obtain∫
Ω
ut(log u− v) =
d
dt
∫
Ω
u log u dx−
d
dt
∫
Ω
uv dx+
∫
Ω
vtu dx for all t ∈ (0, Tmax). (3.7)
Utilizing the second equation of (KSf ) to express u, it holds for t ∈ (0, Tmax) that∫
Ω
vtu dx = τ
∫
Ω
v2t dx+
∫
Ω
vvt dx−
∫
Ω
∆vvt dx−
∫
Ω
fvt dx
= τ
∫
Ω
v2t dx+
1
2
d
dt
∫
Ω
v2 dx+
1
2
d
dt
∫
Ω
|∇v|2 dx−
d
dt
∫
Ω
fv dx, (3.8)
where we used ft ≡ 0 and −∫Ω∆vvt dx = ∫Ω (
d
dt∇v)·∇v dx. Combining (3.6),(3.7) and (3.8) we
have
−
∫
Ω
u|∇(log u− v)|2 dx =
d
dt
∫
Ω
[
u logu− uv +
1
2
(v2 + |∇v|2)− fv
]
dx+ τ
∫
Ω
v2t dx
for all t ∈ (0, Tmax), and thus by definition of W (t) the proof is complete.
An immediate consequence of the lemma above is the following
Remark 3.8.
Let W be as in Lemma 3.7. Then ddtW (t) ≤ 0 for all t ∈ (0, Tmax). In particular
W (t) ≤W (0) ≤
∫
Ω
u0 log u0 +
1
2
(|∇v0|
2 + v20) dx ≤ C for all t ∈ [0, Tmax)
for some C > 0, by the conditions imposed on the initial values.
14
With W defined in Lemma 3.7, representing the time evolution of some type of energy, and
the inequalities above we are now able to prove time-independent bounds for ∫Ω uv dx and |W |,
which are the first main step on the way to the boundedness result.
Proposition 3.9.
Let W be defined as in Lemma 3.7. If ∫
Ω
u0 dx < 4π, then there exists a positive time-independent
constant C such that ∫
Ω
uv dx ≤ C and |W (t)| ≤ C holds for all t ∈ [0, Tmax).
Proof: We make use of the method shown in [19, Lemma 3.4]. To this end we split W (t) for
δ > 0 according to
W (t) =
∫
Ω
[u logu− (1 + δ)uv] dx+
∫
Ω
[δuv +
1
2
(|∇v|2 + v2)− fv] dx for all t ∈ [0, Tmax).
By straightforward rearrangement we can further rewrite this equality as
W (t) = −
∫
Ω
u log
(
e(1+δ)v
u
)
dx+
∫
Ω
[δuv +
1
2
(|∇v|2 + v2)− fv] dx for all t ∈ [0, Tmax). (3.9)
Set mu := ∫Ω u0 dx, then by Lemma 2.1 ∫Ω
u
mu
dx = 1 for all t ∈ [0, Tmax). Using the convexity
of the function − logx, we can apply Jensen’s inequality to obtain
− log

 1
mu
∫
Ω
e(1+δ)v dx

 ≤ − 1
mu
∫
Ω
u log
(
e(1+δ)v
u
)
dx for all t ∈ [0, Tmax). (3.10)
Invoking the Trudinger-Moser inequality from Theorem 3.1, we can estimate∫
Ω
e(1+δ)v dx ≤ Ce
(
(1+δ)2
8pi ‖∇v‖
2
L2(Ω)
+ (1+δ)
|Ω|
‖v‖L1(Ω)
)
for all t ∈ [0, Tmax) with some C > 0, which by the monotonicity of the logarithm implies
log

 1
mu
∫
Ω
e(1+δ)v dx

 ≤ log( C
mu
)
+
(1 + δ)2
8π
‖∇v‖2L2(Ω) +
(1 + δ)
|Ω|
‖v‖L1(Ω) (3.11)
for all t ∈ [0, Tmax). Consequently, combining (3.9) – (3.11), we see that
W (t) ≥ −mu log

 1
mu
∫
Ω
e(1+δ)v dx

+ ∫
Ω
(
δuv +
1
2
(|∇v|2 + v2)− fv
)
dx
≥ −mu
(
log
(
C
mu
)
+
(1 + δ)2
8π
‖∇v‖2L2(Ω) +
(1 + δ)
|Ω|
‖v‖L1(Ω)
)
(3.12)
+
∫
Ω
(
δuv +
1
2
(|∇v|2 + v2)− fv
)
dx for all t ∈ [0, Tmax).
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Reordering the terms in (3.12), we have(
1
2
−
mu(1 + δ)
2
8π
)
‖∇v‖2L2(Ω) + δ‖uv‖L1(Ω) +
1
2
‖v‖2L2(Ω)
≤ W (t) +mu
[
log
(
C
mu
)
+
(1 + δ)
|Ω|
‖v‖L1(Ω)
]
+ ‖fv‖L1(Ω) for all t ∈ [0, Tmax). (3.13)
The bound imposed on mu implies
mu
8pi <
1
2 , thus by choosing δ > 0 small enough, we have
1
2 −
mu(1+δ)
2
8pi > 0. Since the left side of (3.13) is nonnegative, all that is left to prove is the
boundedness of the right side of (3.13). The bound in question follows from Lemma 3.4, Corollary
3.6 and Remark 3.8.
From now on we assume ∫
Ω
u0 dx < 4π for the rest of this section. We can quite easily extract
two further bounds from the proposition above and the definition of W (t) (see also [19, Remark
3.10]):
Corollary 3.10.
There exist constants C1, C2 > 0, not depending on t, such that
t∫
0
‖vt(·, s)‖
2
L2(Ω) ds ≤ C1 and ‖u logu‖L1(Ω) ≤ C2
holds for all 0 ≤ t < Tmax.
Recalling the alternative (1.1) regarding the maximal existence time from Theorem 1.1, we
want to show the boundedness of the involved quantities to deduce Tmax =∞. Since the possibil-
ity of immediately estimating the required norms without further preparation seems farfetched,
we continue with the more reasonable estimation of ‖u(·, t)‖L2(Ω).
Proposition 3.11.
There exists a constant C > 0 such that ‖u(·, t)‖L2(Ω) ≤ C holds for all t ∈ (0, Tmax).
Proof: The proof follows the argumentation shown in [19, Lemma 3.6] very closely. We therefore
only briefly talk about additional estimation needed and the main steps necessary. For more in-
depth reasoning we refer to [19]. Again we denote by Ci positive constants independent of t.
Using Hölder’s inequality we have ∫Ω u
2f dx ≤ C1‖u‖
2
Lr(Ω), with r :=
2(1+δ0)
δ0
<∞. Additional
application of the Gagliardo-Nierenberg inequality in conjunction with the Poincaré inequality
and Lemma 2.1 yields ∫
Ω
u2f dx ≤ C2‖∇u‖
2a
L2(Ω) + C3, where a := 1 −
1
r < 1. Now Young’s
inequality with p = 1a and small ε > 0, to be specified below, allows us to further estimate∫
Ω
u2f dx ≤
ε
2
‖∇u‖2L2(Ω) + C4 for all t ∈ (0, Tmax). (3.14)
Testing the first equation from (KSf) with u and inserting the second equation of (KSf ) implies
1
2
d
dt
∫
Ω
u2 dx+
∫
Ω
|∇u|2 dx ≤
τ
2
∫
Ω
|u2vt| dx+
1
2
∫
Ω
u3 dx+
1
2
∫
Ω
u2f dx for all t ∈ (0, Tmax).
(3.15)
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Making use of (3.14) and arguments involving Lemma 3.2, the Hölder and Gagliardo-Nierenberg
inequalities, as well as the Jensen and Young inequalities (see [19, Lemma 3.6]) we see that
d
dt
‖u‖2L2(Ω) +
(
2− ε− ε3‖u logu‖L1(Ω)
)
‖∇u‖2L2(Ω)
≤ C5
(
(‖vt‖
2
L2(Ω) + ‖vt‖L2(Ω))‖u‖
2
L2(Ω) + ‖u logu‖
3
L1(Ω) + ‖u‖L1(Ω) + ‖u‖
3
L1(Ω) + 1
)
(3.16)
for all t ∈ (0, Tmax). Recalling that ‖u logu‖L1(Ω) is bounded – see Corollary 3.10 – it is possible
to choose ε > 0 such that 2−ε−ε3‖u logu‖L1(Ω) ≥ 1. Using the Gagliardo-Nierenberg inequality
to control ‖∇u‖2L2(Ω) from below, we may express (3.16) as the ordinary differential inequality
g′(t) + g(t) ≤ C6
(
h(t) +
√
h(t)
)
g(t) +K for all t ∈ (0, Tmax),
where we putK := C7 supt∈[0,Tmax)
(
1 +‖u logu‖3L1(Ω)+ ‖u‖
2
L1(Ω) +‖u‖L1(Ω) +‖u‖
3
L1(Ω)
)
, h(t) :=
‖vt(·, t)‖
2
L2(Ω) and g(t) := ‖u(·, t)‖
2
L2(Ω). Since (C6
√
h(t)− 1)2 ≥ 0, it is C6
√
h(t) ≤ 12 +
1
2C
2
6h(t)
and thus setting C8 := C6 +
1
2C
2
6 we obtain
g′(t) +
(
1
2
− C8h(t)
)
g(t) ≤ K for all t ∈ (0, Tmax).
Consequently, defining ϕ(t) :=
t∫
0
(
1
2 − ch(s)
)
ds – which in view of Corollary 3.10 is bounded
from below by 12 t− C9 – this implies
‖u(·, t)‖2L2(Ω) ≤ C10
(
‖u0‖
2
L2(Ω)e
− t2 +K
)
≤ C11 for all t ∈ (0, Tmax),
completing the proof.
Using the bound above we can extend the regularity result for ∇v to the space Lθ(Ω) with θ
satisfying 2 < θ < 2+2δ01−δ0 . In fact we have
Proposition 3.12.
Let θ satisfy the inequalities 2 < θ < 2+2δ01−δ0 . Then there exists a constant C1 > 0 such that
‖∇v(·, t)‖Lθ(Ω) ≤ C1 holds for all t ∈ (0, Tmax). In particular, ‖v(·, t)‖W1,θ(Ω) ≤ C2 for all
t ∈ (0, Tmax) and some suitable constant C2 > 0.
Proof: Apply the semigroup estimates for ‖∇v‖Lθ(Ω) and make use of the bounds shown in
Proposition 3.11, Lemma 2.1 and Lemma 3.4 as well as the Poincaré inequality.
Additionally, the proposition above was the last missing piece in order to establish
Proposition 3.13.
There exists a constant C > 0 such that ‖u(·, t)‖L∞(Ω) ≤ C for all t ∈ (0, Tmax).
Proof: A similar, and for even more general Keller-Segel systems applicable, argumentation to
the one given below, can be found in [2, Lemma 3.2]. Nevertheless we give a full proof here for
the sake of completion.
Let A := −∆+1. Next we choose p ∈ (2,min{θ, 4}) and q > 2pp−2 . These choices imply q > p and
that the interval I := (2q ,
1
2−
1
p+
1
q ) is not empty, which in turn allows us to choose α ∈ I satisfying
qα > 2 as well as 0 < α < 1. Thus we can find a constant C > 0 such that the fractional power
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Aα fulfills ‖w‖L∞(Ω) ≤ C‖A
αw‖Lq(Ω) and ‖A
αeσ∆w‖Lq(Ω) ≤ Cσ
−α‖w‖Lq(Ω) for all w ∈ C
∞
0 (Ω)
and σ > 0 (cf. [9, 1.6.1 and 1.4.3]). Furthermore these choices imply − 12 − α − (
1
p −
1
q ) > −1.
Combining these statements with semigroup estimates and the maximum principle leads to
‖u(·, t)‖L∞(Ω) (3.17)
≤ ‖u0‖L∞(Ω) + C1
t∫
0
((
t− s
2
)−α
+
(
t− s
2
)− 12−α−( 1p− 1q ))
e−λ1
t−s
2 ‖u(·, s)∇v(·, s)‖Lp(Ω) ds
for t ∈ (0, Tmax), where here and below every Ci denotes a suitable positive constant not de-
pending on t. To estimate ‖u∇v‖Lp(Ω), we choose r > 1 such that pr < θ still holds and r
′ as
corresponding Hölder conjugate. Then by Hölder’s inequality we have
‖u∇v‖Lp(Ω) ≤ ‖u‖Lpr′(Ω)‖∇v‖Lpr(Ω) ≤ C2‖∇v‖Lθ(Ω)‖u‖Lpr′ (Ω) for all t ∈ (0, Tmax), (3.18)
wherein by Proposition 3.12 ‖∇v‖Lθ(Ω) is bounded independently of t and thus
‖u∇v‖Lp(Ω) ≤ C3‖u‖Lpr′(Ω) for all t ∈ (0, Tmax).
Further application of Hölder’s inequality results in
‖u‖Lpr′(Ω) ≤ ‖u‖
1−β
L1(Ω)
‖u‖βL∞(Ω), (3.19)
where β := 1 − 1pr′ ∈ (0, 1). Next we define M(T ) := supt∈(0,T ) ‖u(·, t)‖L∞(Ω), which for every
T ∈ (0, Tmax) is obviously finite, and recall u0 ∈ C
0(Ω) as well as ‖u‖L1(Ω) = ‖u0‖L1(Ω) (see
Lemma 2.1). Consequently (3.17) – (3.19) imply
‖u(·, t)‖L∞(Ω) ≤ C4 + C5‖u0‖
1−β
L1(Ω)
Mβ(T )
∞∫
0
(
σ−α + σ−
1
2−α−(
1
p
− 1
q
)
)
e−λ1σ dσ ∀T ∈ (0, Tmax).
Since we have −α > −1 and − 12−α−(
1
p−
1
q ) > −1, the integral on the right hand side converges
and it follows that
M(T ) ≤ C4 + C6M
β(T ) ∀T ∈ (0, Tmax).
Hence, since β ∈ (0, 1), by Lemma 3.3 we have M(T ) ≤ C7 for all T ∈ (0, Tmax). This is
equivalent to ‖u(·, t)‖∞ ≤ C7 for all t ∈ (0, Tmax) and thus completes the proof.
In view of (1.1) the last two propositions ensure Tmax =∞ under our premise of ∫Ω u0 dx < 4π.
Let us promptly gather these statements in the proof for the main theorem:
Proof of Theorem 1.2: Combine propositions 3.12 and 3.13 with the alternative (1.1) from
Theorem 1.1.
Recalling that in [19] it was shown that the bound for mu can be extended to 8π, if Ω ⊂ R
2
is radial and the functions u0, v0 are radially symmetric, it seems sensible to assume a similar
result holds in our case. This is indeed possible if we also require that f is radially symmetric
in order to ensure that the solutions to (KSf) remain symmetric as well. The only adjustment
necessary in our proofs is taking a different – but still similar – inequality to the one stated in
Theorem 3.1. We briefly mentioned the inequality in question during the introduction to Section
3.1 and it can also be found in [19, Theorem 2.1]. All remaining steps are left unchanged.
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4 Boundedness of solutions in the higher dimensional case
For the chemotaxis-system (KS) in the case n ≥ 3 it is known that, in contrast to the case
n = 2, a smallness condition of the mass ∫
Ω
u0 dx is not enough to ensure that all solutions to
(KS) are globally bounded. On the other hand, if ‖u0‖Lp(Ω) and ‖∇v0‖Lθ(Ω) are bounded by a
sufficiently small number with θ > n and p > n2 , then every solution to (KS) remains bounded
in time. Both of these results were presented by Winkler in [27].
4.1 Boundedness of solutions in higher dimensions - existence and
asymptotic properties
A similar result to the one stated above holds if we also impose a smallness condition on f . We
call a solution satisfying such a smallness condition with regard to u0, v0 and f a small-data
solution. Throughout this section we denote the local classical solution to (KSf) again by (u, v)
and let the parameters n, θ and δ0 satisfy the inequalities 2 ≤ n, 0 < δ0 < 1 and n < θ <
n2+2nδ0
n−2δ0
.
Additionally we assume u0 ∈ C
0(Ω), v0 ∈W
1,θ(Ω), f ∈ L∞([0,∞); L
n
2+δ0(Ω))∩Cα(Ω× (0,∞)),
and that all necessary conditions of Theorem 1.1 hold. In order to prove the boundedness of
‖u‖L∞(Ω) and ‖v‖W1,θ(Ω), we work along the same lines as in [27] using semigroup estimates and
the following lemma (cf.[27, Lemma 1.2]) to exclude the possibility of Tmax being finite and thus,
in view of the alternative (1.1), providing the bounds for the norms in question.
Lemma 4.1.
Let α < 1, β < 1 and γ 6= δ be positive constants. Then there exists C > 0 such that
t∫
0
(
1 + (t− s)−α
)
e−γ(t−s) ·(1 + s−β)e−δs ds ≤ C
(
1 + tmin{0,1−α−β}
)
e−min{γ,δ}t
holds for all t > 0.
Without further preparations we can show the main result of this section.
Proof of Theorem 1.3: Let q0 :=
n
2+δ0. By the assumption imposed on θ we have
1
θ >
1
q0
− 1n .
We fix some small ε0 > 0 – to be specified later – and assume that (1.2) holds for some ε ∈ (0, ε0).
Now we define
T := sup
{
T ∗ ∈ (0, Tmax]
∣∣∣∣ ‖u(·, t)− et∆u0‖Lp(Ω) ≤ ε(1 + t−n2 ( 1q0− 1p )) e−λ1r t + ε
for all t ∈ (0, T ∗) and each p ∈ [θ,∞]
}
≤ ∞.
Then T is well-defined and positive with T ≤ Tmax, where Tmax denotes the maximal existence
time corresponding to u0 and v0 obtained from Theorem 1.1. By the variation-of-constants
formula it holds that
v(·, t)− e
t
τ
(∆−1)v0 =
1
τ
t∫
0
e(t−s)(∆−1) (u(·, s)− u0 + f(·, s)) ds+
1
τ
t∫
0
e(t−s)(∆−1)u0 ds,
where u0 :=
1
|Ω| ∫Ω u0 dx. In what follows every Ci will again denote a generic positive constant
not depending on t. Applying ∇ to both sides, the second integral disappears and we utilize
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semigroup estimates to obtain
∥∥∥∇(v(·, t)− e tτ (∆−1)v0)∥∥∥
Lθ(Ω)
≤ C1
t∫
0
(
1 + (t− s)−
1
2
)
e−(λ1+1)(t−s)‖u(·, s)− u0‖Lθ(Ω) ds
+ C2
t∫
0
(
1 + (t− s)−
1
2−
n
2 (
1
q0
− 1
θ
)
)
e−(λ1+1)(t−s)‖f(·, s)‖Lq0(Ω) ds
=: C1I1 + C2I2 for all t ∈ (0, T ). (4.1)
For I1 we control ‖u(·, s)− u0‖Lp(Ω) from above, using the definition of T , semigroup estimates
and the fact that e−λ1s ≤ e−
λ1
r
s holds for r > 1 and s ≥ 0, according to
‖u(·, s)− u0‖Lp(Ω) ≤‖u(·, s)− e
s∆u0‖Lp(Ω) + ‖e
s∆ (u0 − u0) ‖Lp(Ω)
≤ ε
(
1 + s−
n
2 (
1
q0
− 1
p
)
)
e−
λ1
r
s + C3‖u0‖Lq0 (Ω)
(
1 + s−
n
2 (
1
q0
− 1
p
)
)
e−
λ1
r
s + ε
≤C4ε
(
1 + s−
n
2 (
1
q0
− 1
p
)
)
e−
λ1
r
s + ε (4.2)
for all s ∈ (0, T ) and every p ∈ [θ,∞]. Proceeding as in the proof of Lemma 3.5 we can estimate
C2I2 ≤ C2ε
∫ ∞
0
(
1 + σ−
1
2−
n
2 (
1
q0
− 1
θ
)
)
e−(λ1+1)σ dσ ≤ C5ε for all t ∈ (0, T ), (4.3)
where we used the fact that 1θ +
1
n >
1
q0
implies n2θ +
1
2 >
n
2q0
. In a similar fashion, we see that
C1ε
t∫
0
(
1 + (t− s)−
1
2
)
e−(λ1+1)(t−s) ds ≤ C6ε for all t ∈ (0, T ). (4.4)
So in fact, combining (4.1) – (4.4) results in∥∥∥∇(v(·, t)− e tτ (∆−1)v0)∥∥∥
Lθ(Ω)
≤
C7ε
t∫
0
(
1 + (t− s)−
1
2
)
e−(λ1+1)(t−s) ·
(
1 + s−
n
2 (
1
q0
− 1
θ
)
)
e−
λ1
r
s ds+ C8ε for all t ∈ (0, T ).
Further estimating the first term by means of Lemma 4.1 implies
∥∥∥∇(v(·, t)− e tτ (∆−1)v0)∥∥∥
Lθ(Ω)
≤ C9ε
(
1 + tmin{0,1−
1
2−
n
2 (
1
q0
− 1
θ
)}
)
e−min{λ1+1,
λ1
r
}t + C8ε
for all t ∈ (0, T ), wherein n2 (
1
q0
− 1θ ) <
1
2 . We therefore obtain the following bound for
‖∇v(·, t)‖Lθ(Ω):
‖∇v(·, t)‖Lθ(Ω) ≤
∥∥∥∇(v(·, t)− e tτ (∆−1)v0)∥∥∥
Lθ(Ω)
+
∥∥∥∇e tτ (∆−1)v0∥∥∥
Lθ(Ω)
≤ C10ε ∀t ∈ (0, T ).
(4.5)
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With the estimate for ‖∇v‖Lθ(Ω) at hand, we are now able to apply similar steps to the variation-
of-constants formula for u(·, t). In fact, for all t ∈ (0, T ) we have
∥∥u(·, t)− et∆u0∥∥Lp(Ω) ≤
t∫
0
∥∥∥e(t−s)∆∇·(u(·, s)∇v(·, s))∥∥∥
Lp(Ω)
ds
≤ C11
t∫
0
(
1 + (t− s)−
1
2−
n
2 (
1
θ
− 1
p
)
)
e−λ1(t−s)
(
‖u(·, s)− u0‖L∞(Ω) + ‖u0‖L∞(Ω)
)
‖∇v(·, s)‖Lθ(Ω) ds.
Now invoking the inequalities from (4.2) and (4.5) leads to
∥∥u(·, t)− et∆u0∥∥Lp(Ω) ≤ C12ε2
t∫
0
(
1 + (t− s)−
1
2−
n
2 (
1
θ
− 1
p
)
)
e−λ1(t−s)
(
1 + s−
n
2q0
)
e−
λ1
r
s ds
+ C13ε
2
t∫
0
(
1 + (t− s)−
1
2−
n
2 (
1
θ
− 1
p
)
)
e−λ1(t−s) ds for all t ∈ (0, T ).
Because of 12 +
n
2 (
1
θ −
1
p ) ≤
1
2 +
n
2θ < 1 and
n
2q0
= nn+2δ0 < 1 we can apply Lemma 4.1 once
again to the first integral as well as the estimation process used in (4.3) to the second integral,
to obtain∥∥u(·, t)− et∆u0∥∥Lp(Ω) ≤ C14ε2
(
1 + tmin{0,
1
2−
n
2θ−
n
2 (
1
q0
− 1
p
)}
)
e−
λ1
r
t + C15ε
2 for all t ∈ (0, T ).
Now using 12 −
n
2θ ≥ 0, a straightforward case analysis shows that irrespective of the sign of
1
2 −
n
2θ −
n
2 (
1
q0
− 1p ) the inequality 1+ t
min{0, 12−
n
2θ−
n
2 (
1
q0
− 1
p
)} ≤ 2
(
1 + t−
n
2 (
1
q0
− 1
p
)
)
holds and thus
∥∥u(·, t)− et∆u0∥∥Lp(Ω) ≤ 2C16ε2
(
1 + t−
n
2 (
1
q0
− 1
p
)
)
e−
λ1
r
t + C15ε
2 for all t ∈ (0, T ). (4.6)
If ε0 fixed at the beginning was chosen small enough, i.e. that it satisfies ε0 < max
{
1
2C16
, 1C15
}
,
then the possibility of T being finite is excluded by the continuity of t 7→
∥∥u(·, t)− et∆u0∥∥Lp(Ω).
Thus, the definition of T immediately implies Tmax =∞. Therefore the solution (u, v) to (KSf)
exists globally in time and the alternative (1.1) entails the boundedness of the desired norms.
Additionally (1.3) follows from (4.6) applied to p = ∞. In order to verify (1.4) we apply the
same steps as before, resulting in∥∥∥∥∥∥∇

v(·, t)− e tτ (∆−1)v0 − 1
τ
t∫
0
e(t−s)(∆−1)es∆u0 ds


∥∥∥∥∥∥
Lθ(Ω)
=
∥∥∥∥∥∥
1
τ
t∫
0
∇e(t−s)(∆−1)
(
u(·, s)− es∆u0
)
ds+
1
τ
t∫
0
∇e(t−s)(∆−1)f(·, s) ds
∥∥∥∥∥∥
Lθ(Ω)
≤ C17ε
2
(
1 + tmin{0,
1
2−
n
2q0
}
)
e−
λ1
r
t + C18(ε
2 + ε) ≤ C19ε
2e−
λ1
r
t + C20ε for all t > 1,
which completes the proof.
21
References
[1] A. Aotani, M. Mimura, and T. Mollee. A model aided understanding of spot pattern
formation in chemotactic e. coli colonies. Jpn. J. Ind. Appl. Math., 27(1):5–22, 2009.
[2] N. Bellomo, A. Bellouquid, Y. Tao, and M. Winkler. Toward a mathematical theory of
keller–segel models of pattern formation in biological tissues. Math. Mod. Meth. Appl. S.,
25(09):1663–1763, 2015.
[3] P. Biler, W. Hebisch, and T. Nadzieja. The debye system: existence and large time behavior
of solutions. Nonlinear Anal., 23(9):1189–1209, 1994.
[4] X. Cao. Global bounded solutions of the higher-dimensional keller-segel system under small-
ness conditions in optimal spaces. Discret. Contin. Dyn. S. , 35(5):1891–1904, 2015.
[5] S.-Y. A. Chang and P. C. Yang. Conformal deformation of metrics on s2. J. Differential
Geom., 27(2):259–296, 1988.
[6] L. Corrias and B. Perthame. Asymptotic decay for the solutions of the parabolic–parabolic
keller–segel chemotaxis system in critical spaces. Math. Comput. Model., 47(7–8):755 – 764,
2008.
[7] A. Friedman. Partial Differential Equations. Holt, Rinehart and Winston, 1969.
[8] H. Gajewski, K. Zacharias, and K. Gröger. Global behaviour of a reaction-diffusion system
modelling chemotaxis. Math. Nachr., 195(1):77–114, 1998.
[9] D. Henry. Geometric Theory of Semilinear Parabolic Equations, volume 840 of Lecture Notes
in Mathematics. Springer Berlin Heidelberg, 1981.
[10] T. Hillen and K. J. Painter. A user’s guide to pde models for chemotaxis. J. Math. Biol.,
58(1-2):183–217, 2009.
[11] D. Horstmann. From 1970 until present: the keller-segel model in chemotaxis and its con-
sequences i. Jahresber. Deutsch. Math.-Verein., 105:103–165, 2003.
[12] D. Horstmann and G. Wang. Blow-up in a chemotaxis model without symmetry assump-
tions. Eur. J. Appl. Math., 12(2):159–177, 2001.
[13] E. F. Keller and L. A. Segel. Initiation of slime mold aggregation viewed as an instability.
J. Theor. Biol., 26(3):399–415, 1970. ISSN 0022-5193.
[14] E. F. Keller and L. A. Segel. Model for chemotaxis. J. Theor. Biol., 30(2):225–234, 1971.
[15] O. A. Ladyženskaja, V. A. Solonnikov, and N. N. Ural’ceva. Linear and quasilinear equa-
tions of parabolic type. Translations of mathematical monographs. American Mathematical
Society, 1968.
[16] N. Mizoguchi. Global existence for the cauchy problem of the parabolic–parabolic
keller–segel system on the plane. Calc. Var. Partial Dif., 48(3-4):491–505, 2013.
[17] N. Mizoguchi and M. Winkler. Blow-up in the two-dimensional parabolic Keller-Segel sys-
tem. 2013. Preprint.
[18] J. Moser. A sharp form of an inequality by n. trudinger. Indiana Univ. Math. J., 20:
1077–1092, 1971.
22
[19] T. Nagai, T. Senba, and K. Yoshida. Application of the trudinger-moser inequality to a
parabolic system of chemotaxis. Funkcialaj Ekvacioj, 40:411–433, 1997.
[20] K. Osaki and A. Yagi. Finite dimensional attractor for one-dimensional keller-segel equa-
tions. Funkcialaj Ekvacioj, 44(3):441–470, 2001.
[21] T. Senba and T. Suzuki. Parabolic system of chemotaxis: blowup in a finite and the infinite
time. Meth. Appl. Anal., 8(2):349––367, 2001.
[22] Z. Szymańska, C. M. Rodrigo, M. Lachowicz, and M. A. J. Chaplain. Mathematical mod-
elling of cancer invasion of tissue: the role and effect of nonlocal interactions. Math. Models
Methods Appl. Sci., 19(02):257–281, 2009.
[23] Y. Tao and M. Winkler. Energy-type estimates and global solvability in a two-dimensional
chemotaxis–haptotaxis model with remodeling of non-diffusible attractant. J. Diff. Eq., 257
(3):784 – 815, 2014.
[24] J. I. Tello and M. Winkler. Reduction of critical mass in a chemotaxis system by external
application of chemoattractant. Ann. Sc. Norm. Super. Pisa Cl. Sci, 12:833–862, 2013.
[25] N. Trudinger. On imbeddings into orlicz spaces and some applications. Indiana Univ. Math.
J., 17:473–483, 1968.
[26] M. Winkler. Boundedness in the higher-dimensional parabolic-parabolic chemotaxis system
with logistic source. Commun Part Diff Eq, 35:1516–1537, 2010.
[27] M. Winkler. Aggregation vs. global diffusive behavior in the higher-dimensional keller–segel
model. J. Diff. Eq., 248(12):2889 – 2905, 2010.
[28] M. Winkler. Finite-time blow-up in the higher-dimensional parabolic–parabolic keller–segel
system. J. Math. Pures Appl., 100(5):748 – 767, 2013.
23
