Abstract. If Xt is a continuous Markov process with infinitesimal generator A, if n is a kernel satisfying certain conditions, and if S is an operator given
1. Introduction. Suppose X, is a Markov process with infinitesimal generator A. If we perturb A by another operator B, will A + B be the generator of a Markov process? And if so, what will the new Markov process look like? In this article we show that if X, is continuous and B is given by Bg(x) = /[ g(y) -g(x)]n(x, dy) for some kernel n, then A + B will be the generator of a Markov process Yt whose jump structure is completely described by n. Conversely, if A is the generator of a Markov process X, whose jump structure is given by n and B is as given above, then A -B will be the generator of a Markov process Yt which has no jumps; that is, all the paths are continuous.
Previous work on this problem has been done by Cook [4] , in the case where n(x, ■) is bounded in neighborhoods of x. There is a probabilistic construction of the new process Y, due to Ikeda, Nagasawa, and Watanabe [6] , Meyer [10] , and Sawyer [12] (see §6) in the case n(x, •) is finite and sufficiently small. In this article, n(x, • ) is allowed to be infinite (see Example 3.7). In probabilistic terms, n(x, •) being finite and sufficiently small means that for each path of X, or Y" there will only be a finite number of jumps in each finite time interval; «(x, •) being infinite allows there to be infinitely many jumps in finite time intervals; in contrast to the n finite case, there may well be zero time between jumps. By X, "has jump structure described by «", we mean X, has Levy system (n, dt), using the Levy system developed by Watanabe [14] and Benveniste and Jacod [2] . Since the domains of infinitesimal generators are awkward to work with, we work instead with the resolvents Rx and Sx of X, and Yt, respectively. In §2, we give the necessary preliminaries. In § §3 and 4, we show that if BRX is bounded in norm, Sx will be the resolvent of a semigroup in the cases where we are adding jumps and subtracting jumps, respectively. Example 3.7 is an example that shows n may be infinite. In §5, we show that Yt has Levy system (n, dt) or that Yt is continuous depending whether we added or subtracted jumps. In §6 we describe the probabilistic construction of Yt, when it exists.
§6 is almost entirely the work of P. A. Meyer and S. A. Sawyer, for which I gratefully thank them. I also would like to thank P. W. Millar for many helpful conversations.
2. Preliminaries. We will suppose £ is a compact metric space. If E is only locally compact, we can make it compact by adding the point A, the one point compactification. || || will denote the usual sup norm, both for functions and operators./, -»/ will mean ||/" -/|| -»0, unless specified otherwise. Let /" converges weakly to/ mean that sup||/J| < oo and/"(x) -»/(x) for all x. We will let % be the space of bounded, Borel measurable functions on E with sup norm, and £ will refer to a closed subspace of %. We will assume throughout that all kernels m satisfy m(x, {x}) = 0 for all x. Following the notation of [3] , X, = (ß, f,, X" 9" Px) will be a right continuous strong Markov process with state space E.
A Levy system (n, dHj) for a process X, is a kernel n(x, dy) and a perfect continuous additive functional Ht such that for all x £ E, for all bounded stopping times T, and all positive Borel measurable functions / on E X E that are 0 on the diagonal, the Levy system identity holds: Ex 2 f(Xl_,Xt) = ExfTff(X"y)n(Xl,dy)dH"
where both sides may be infinite. Benveniste and Jacod [2] proved that every Hunt process has a Levy system. We will assume throughout that H,(u) = t for all / and all u. Since one can always perform a time change on X, so that this is true (cf. [9, p. 150]), there is no real loss of generality. If Xt has Levy system (n, dt), and n'(x, dy) = n(x, dy) for all x except for a set of potential 0, it is clear that («', dt) satisfies the Levy system identity. We will sometimes refer to n as the Levy kernel for Xt.
Given any kernel m, define the Levy operator Lm associated with m by Lmg(x) = f[g(y) -g(x)]m(x, dy) for those g's and x's for which the integral is well defined. By the construction of Benveniste and Jacod, if m is a Levy kernel for some Hunt process, Lmg(x) is well defined for any g that vanishes in a neighborhood of x.
Let m > n mean that except for a set of x's of potential 0, m(x, F) > n(x, F) for all Borel sets F. m is bounded if m(x, E) is a bounded function of x. Let us say that m, increases strongly to m if each m¡ is bounded, and there exist Borel sets F. contained in E X E increasing to £ X £ such that mix, dy) = \F(x,y)m(x, dy). We will need Recall that if X, is a Markov process, PJ(x) = ExfiXt) defines a semigroup P, on %. The resolvent /?A of P, is given by RJ = fâe'^Pjdt. If X ¥= jn, Äx satisfies the resolvent identity Rx -R^ = (¡i -X)RxR¡i. Conversely, the Hille-Yosida theorem says that if {Rx, X > Aq} is a family of operators satisfying the resolvent identity, if ||RjJ| < 1/A, and if Rx(%) is dense (under the sup norm) in £, a subspace of %, then Rx is the resolvent of a semigroup P, that is strongly continuous on ß. An operator V is positive if h > 0 implies Vh > 0. By the construction of the Hille-Yosida theorem, if Rx is positive, so is Pt.
If Rx is the resolvent for a strong Markov process X" we have Dynkin's identity, ExRxg(XT) -Rxg(x) = ExfTX(XRx -I)g(Xj) dt for all x E E, all g E %, and all bounded stopping times T, where / is the identity operator. We also know that if g £ DC, Rxg(X,) is right continuous a.s.
If Proof is by direct computation using the resolvent identity for R^ and S^.
3. Adding jumps. We assume throughout §3 that Xt is a strong Markov process with resolvent Rx, n a kernel, B a linear operator such that ||£RX|| < 1 for all X > some Aq. We let Sx = ÄX(2£.0(£ÄX)'), and our aim is to find Proof. Rx(%) is dense in £. If g = RJ, with/ E DC, let h = (I -BRx)f. Then Sxh = SX(I -BRx)f = RJ.
We first prove our result for the case where the kernel n is bounded and B is the Levy operator of n. Proof. Let X > 4N. Since Rx\ = l/X and B\ = 0, it follows from Lemmas 3.1, 3.2 and §2 that we need only show that if g > 0 and g E £, then Sxg > 0. We break the proof into two steps.
(1) Let m = wfxSE Sxg(x). Let e > 0. Since Sxg = RX(I + BSx)g, Sxg(Xt) is right continuous. Let T = min(C/, 1) where U = inf{r > 0: Sxg(Xt) -Sxg(X0) > 2e}. We have 5Ag(Arl/) > Sxg(Xg) + 2e provided U < oo. Suppose for the remainder of the proof that Sxg(x) < m + e. \iPx(T= U)>\, then
It follows that whether or not PX(T = U) >|, we have EXT > min(i,e/(18||g||)).
(2) If Sxg(y) < m + 2e, -BSxg(y) < 2eN. We then have
Now if m were less than 0, we could pick e small enough so that X(m + 2e) + 2eN < Am/2. We would then have that if Sxg(x) < m + e, S\g(x) > m + X(ExT)\m\/2, a contradiction to the definition of m since EXT is bounded away from 0 by step (1). Comment. By the Hille-Yosida theorem there is a semigroup P, such that SJ = fe-"'PJdt, X>4N, / E £.
We can use this equation to define SfJ for all X. By Fubini's theorem and the fact that P, is a semigroup, we have that Sx satisfies the resolvent identity for all X and ¡i > 0. By Lemma 2.3, Sx = RX(I + BSX) for all A, not just X > 4N.
We now allow B to be unbounded. Then \\Sjg -Sxg\\ < ||L^5xg -BSxg\\/X-»0 as/^ oo. Since S/g > 0, our result follows. Corollary 3.5 is also proved in [5] and [7] . As in the following example, Corollary 3.5 shows that in some cases perturbing by a drift term may be viewed as the limit of perturbation by jumps.
Example 3.6. Suppose Rx is the resolvent of Brownian motion on the real line, B = d/dx. Here £ is Q^, the continuous functions that vanish at infinity. If g E Qq, Rxg is twice differentiable, hence BRxg is continuous, and it is easily checked that BRxg E 0^. Also, since 2\\g\\>^XRxg-g\\ = \\ARxg\\ = \\\(Rxg)''\\, where A is the generator of Brownian motion, the identity ||/'||2 < 4||/|| ||/"|| gives P*xg||2< 16||Äxg||||g||, or \\BRxg\\ < 4||g||/A1/2. It follows by Corollary 3.5 that Sx is the resolvent of a semigroup on 0$; it is clear that the generator of this semigroup is \d2 / dx2 + d/dx. A similar argument shows that \\BRX\\ < 2N\\g\\/X + 4JV||g||/A1/2; hence ||BSxH -» 0 as X -» oo, and clearly ||ÄSx|j < 1 if X is large enough. It follows by Theorem 3.4 that Sx is the resolvent of a contraction semigroup on 0$. We will show in §5 that the associated Markov process has Levy kernel n.
4. Subtracting jumps. We assume throughout §4 that X, is a Hunt process with resolvent Rx and Levy system (n, dt), that B is a linear operator, and that \\BRX\\ < 1 for all X > some V We let Sx = ÄX(2°10(-ÄRX)'), and again our aim is to show that Sx satisfies the conditions of the Hille-Yosida theorem. But if m were less than 0, we could let e = |w|/4, and by selecting x so that Sxg(x) were close enough to m, we would have a contradiction. 5. Levy system. At this point we make three assumptions. Suppose X, is a Hunt process. We know by § §3 and 4 that Sx is the resolvent of a semigroup Ô, on £.
I. We assume Q, can be extended to a semigroup Q, on DC. Let Y, be a Markov process that has Q, as its semigroup. II. We assume there is a version of Yt which is a Hunt process.
By [2] , Y, has a Levy system (m, dH,).
III. We assume that we can suppose that Ht is absolutely continuous with respect to Lebesgue measure for all w.
As a consequence of HI, we may suppose that Yt has a Levy system of the form (m, dt) (see proof of Proposition 5.1 below).
I, II, and III can be shown to hold under fairly general conditions, in particular when B is bounded, but the proofs are long. See [1] . In some cases, however, it is easy to verify I, II, and III. For example, it is well known that if £ is the collection of bounded continuous functions, I and II must hold. A simple condition that guarantees HI, much stronger than is necessary, is the following. Since it should be clear from the context which we mean, we are using Px, Ex to refer to probabilities and expectations for both X, and Yt.
Note that in Example 3.7, RX(K) contains the collection of twice continuously differentiable functions with compact support, and hence satisfies Proposition 5.1.
We now want to show that if X, is continuous and we added jumps, Y, has Levy system (n, dt) and that if X, has Levy system (n, dt) and we subtracted jumps, Y, is continuous. We first prove some lemmas. Let us say Ln < Lm, where Ln and Lm are Levy operators if: whenever G is an open set, g a continuous bounded function > 0 with support contained in Gc, \G(x)Lng(x) < lG(x)Lmg(x) for all x except possibly for a set of potential 0. Next we must show m < n. Let mk be bounded kernels strongly increasing to m, L"k the Levy operators. Let/ be fixed. Again letting Vx = Rx(2f-0((B -L")RX)'), we know Vx is positive. Let/> be the Levy kernel for the process with resolvent Vx, Lp the Levy operator. We first show Lp = Lm -L .
If Tx = Sx&f^-L^Sj)'), Tx is positive since Y, has Levy kernel m > mk. Tx = Rx(7 + (B -LJTX) = RX(I + ({B -1^) + (l^ -L^))Tx),
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To add jumps, kill the process according to the multiplicative functional exp(-n(X" E)). At the time of death T, "restart" it with distribution n(XT_, dy)/n(XT, E). Again it is not too difficult to check that this new process is the Yt one would have constructed through the methods of this
