Abstract. We prove that there exist Beltrami fields in Euclidean space, with sharp decay at infinity, which have a prescribed set of invariant tori (possibly knotted or linked) that enclose an arbitrarily large number of hyperbolic periodic orbits. These hyperbolic orbits are cablings over the core curve of each torus. Moreover, the domain bounded by each invariant torus is covered by an almost full measure set of invariant tori. We show that an analogous result holds for high-frequency Beltrami fields on the flat torus T 3 .
Introduction
Beltrami flows are divergence-free vector fields that satisfy the equation (1.1) curl u = λu in R 3 with a constant proportionality factor λ. They have long played a fundamental role in fluid mechanics: although it is classical that they are stationary solutions of the Euler equations, ∂ t u + (u · ∇)u = −∇p , div u = 0 , their true relevance was unveiled by Arnold through his celebrated structure theorem for inviscid fluids in equilibrium. It roughly asserts that, under mild technical assumptions, a stationary solution of the Euler equations is either integrable or a Beltrami field. More precisely, one has the following: Theorem 1.1 (Arnold's structure theorem [1, 3] ). Let u be an analytic stationary solution of the Euler equations in R 3 that is bounded as |u(x)| + | curl u(x)| < C(1 + |x|) .
If u × curl u is not identically zero, u admits an analytic first integral whose regular level sets are tori, cylinders or planes.
Motivated by Hénon's numerical simulations [12] , Arnold conjectured ( [1, page 19] and [2, page 347] ) that the hypothesis on u × curl u is essential, and that there should be Beltrami fields whose dynamics has an arbitrarily complicated topology and the same complexity as a mechanical system with two degrees of freedom. In the light of the modern theory of Hamiltonian dynamics, which Arnold himself greatly contributed to establish, it is natural to interpret this conjecture as the existence of invariant tori of complicated topology enclosing many homoclinic connections that intersect transversally. The first part of this assertion, that is, the existence of knotted invariant tori, was established in [7] . This result can be stated as follows, where structural stability means that the invariant torus is preserved up to an ambient diffeomorphism under C 3,β small divergence-free perturbations of the vector field: Theorem 1.2 (Realization theorem [7] ). Let T 1 , . . . , T N be a collection of (possibly knotted and linked) toroidal domains embedded in R 3 having pairwise disjoint closures. Then for any constant λ = 0 there is a diffeomorphism Φ of R 3 and a Beltrami field satisfying curl u = λu in R 3 such that the boundaries ∂Φ(T 1 ), . . . , ∂Φ(T N ) are a collection of invariant tori of u on which the flow is quasiperiodic. These invariant tori are structurally stable and the Beltrami field has sharp decay at infinity, i.e. |u(x)| < C 1+|x| .
The interest of these questions is not merely academic. Invariant tori of Beltrami fields (or, more generally, of the vorticity ω := curl u associated with a solution to the Euler equations) play a key role in fluid mechanics, where they are known as vortex tubes. The study of knotted vortex tubes, which goes back to Lord Kelvin in the XIX century [23] , is a central topic in the Lagrangian theory of turbulence and has been extensively pursued in the last decades (see e.g. [16, 18] for recent accounts of the subject). Vortex tubes of complicated knotted topologies have been experimentally constructed in [17] . The very condition that a field satisfies the Beltrami equation (that is, that the vorticity be proportional to the velocity) appears in the study of turbulence, and in fact experiments and numerical simulations show that in the region where a fluid presents turbulent behavior, the vorticity and the velocity tend to align: this phenomenon is usually called Beltramization [10, 19] . An analysis of the role of Beltrami fields and Arnold's structure theorem in the context of laminar and turbulent fluid flows can be found in [20, 8] .
Our objective in this paper is to go one step further in order to establish Arnold's vision of Beltrami fields. More precisely, we show that there are Beltrami fields with invariant tori of arbitrary topology that enclose regions with any prescribed number of hyperbolic periodic orbits. According to Katok's theorem [15] , the existence of hyperbolic orbits is a necessary condition for having positive topological entropy. Therefore, our specific goal in this paper is to show the existence of hyperbolic trajectories enclosed by the knotted invariant tori constructed in Theorem 1.2. This is accomplished in the following theorem. Concerning the statement, we recall that a curve in space is said to be the core knot of a toroidal domain T (which is unique up to an isotopy) if the domain deform retracts onto the curve. Theorem 1.3. Take a positive integer M and any δ > 0. There exists a Beltrami field as in Theorem 1.2 that has at least M hyperbolic periodic orbits in each of the solid invariant tori Φ(T 1 ), . . . , Φ(T N ). In each of these toroidal domains, these hyperbolic orbits are isotopic to each other and cables of the corresponding core knot. Moreover, these domains are covered by a set of invariant tori I k ⊂ Φ(T k ) of almost full measure, that is, with |I k |/|Φ(T k )| > 1 − δ.
It is worth stressing that this result is subtler than it looks. Indeed, at first sight one can be tempted to believe that it should be quite easy to pass from the manytori configuration presented in Theorem 1.2 to the field of our main theorem using generic perturbations. However, a moment's thought reveals that one cannot hope to use generic perturbations in our case. The reason is that we are restricting our attention to the family of Beltrami fields, which is highly non-generic in itself. This is because a Beltrami field satisfies the PDE (1.1), which in particular means that the family of Beltrami fields is of infinite codimension in the space of divergencefree fields. An illustrative example of the (many) obstructions that this imposes is that a Beltrami field cannot admit a local first integral with a regular level set diffeomorphic to the sphere [8] .
In addition to the fact that the family of Beltrami fields is strongly non-generic, as we have just discussed, there is another very important factor that accounts for the difficulty of the problem: to analyze invariant tori of complicated topologies, in the spirit of Arnold, one cannot simply use Beltrami fields given by simple explicit expressions, such as the ABC flow, but one needs to consider general solutions to a PDE that cannot be solved in closed form. This is a key difficulty that does not appear in the study of, say, celestial mechanics or geodesic flows, since in these cases the dynamical systems are explicitly determined by the masses of the bodies or the Riemannian metric. To overcome this problem one must combine dynamical systems techniques with fine estimates for PDEs. Notice that, if one were interested in simple examples of Beltrami fields such as the ABC flow on the 3-torus, it is much easier to show that there can be hyperbolic behavior [24] , but there is no hope of proving a result like Theorem 1.3 using only explicit solutions.
Let us now discuss in some detail the strategy of the proof of the main theorem. The starting point is the Beltrami field u with knotted toroidal invariant domains Φ(T k ) whose existence is granted by Theorem 1.2. Indeed, these domains can be taken arbitrarily thin and their thickness, which we will denote by ε, plays the role of a perturbation parameter. One might think that, as there is some flexibility in the election of parameters leading to this Beltrami field, it should be possible to exploit it to show the existence of hyperbolic periodic orbits via a subharmonic Melnikov method. However, this boils down to a perturbation of order ε 3 of an a priori stable integrable field with twist of order ε 2 . This setting is ideal for the application of a KAM argument to prove the existence of an almost full measure set of invariant tori but it is of no use to show the existence of hyperbolic periodic orbits because the Melnikov subharmonic integral turns out to be degenerate. This is the key aspect that makes the proof of Theorem 1.3 fundamentally different from that of Theorem 1.2. To go around it, we will need to come up with two further carefully concocted perturbations, acting at different scales, which we extract from the PDE for Beltrami fields and involve perturbing the invariant tori ∂Φ(T k ). The first perturbation, which is of order ε 2 , is chosen to create M resonant approximate invariant tori with the same ε-independent frequency vectors. The second perturbation, which is of order ε 5/2 , is designed to destroy these resonant tori and create hyperbolic periodic orbits in each of the domains Φ(T k ). To this end we need to develop a subharmonic Melnikov theorem for Beltrami fields (Theorem 4.2). Recall that the use of subharmonic Melnikov integrals to create hyperbolic periodic orbits has found remarkable recent applications [11, 13, 14, 21] .
Let us conclude with a couple of remarks about the framing of this result in the context of Arnold's conjecture on chaotic vortex lines. The first observation is that, although hyperbolic vortex lines of complicated topologies were constructed in [6] , they were not confined in invariant tori, so this can be considered to be an unrelated result. The second observation is that, although we have constructed a wealth of hyperbolic orbits inside the invariant tori, it is very far from trivial to guarantee the existence of transverse homoclinic intersections that would give rise to the desired chaotic behavior, even by introducing additional perturbations. The difficulty is twofold. One the one hand, the problem turns out to be a priori stable, which makes the expected splitting exponentially small. Combined with the intrinsic error in any characterization of the Beltrami fields, this fact prevents to apply the techniques available in the literature. On the other hand, since the vector field is the solution to a PDE (and therefore not explicit), it is not clear how to even compute the field up to exponentially small errors. Again because of the PDE, the introduction of fast oscillations in the field via boundary data (which may be a way around some of these problems, as explored in [5] ) presents very nontrivial analytic difficulties on the PDE side of the problem.
The paper is organized as follows. In Section 2 we derive estimates for Beltrami fields on thin tubes that, building on our previous work [7] , permits to understand Beltrami fields on thin tubes in terms of suitable boundary data and small errors. After making a suitable choice of these boundary data, in Section 3 we analyze the Poincaré map of the corresponding Beltrami field and prove a KAM theorem for this class of fields. Armed with these results, in Section 4 we prove our main theorem for Beltrami fields on R 3 . In Section 5 we derive an analogous result for Beltrami fields on the torus T 3 as a consequence of the result on R 3 and of an inverse localization argument. The paper concludes with an Appendix, both of independent interest and instrumental for the results of Sections 2 and 3, where we study in detail the dynamics of the harmonic field on a thin torus.
Beltrami fields on thin toroidal domains
This section is divided in three parts. In Subsection 2.1 we start by introducing a coordinate system that is well suited to the task of describing functions and vector fields defined on a thin tube. Next, in Subsection 2.2, we provide explicit asymptotic formulas for the (unique) harmonic field h in a thin tube of thickness ε. Finally, in Subsection 2.3 we give estimates for Beltrami fields on a thin tube with prescribed harmonic projection and normal component on the boundary of the tube.
2.1.
Coordinates on thin tubes. Following [7] , we characterize a thin tube in terms of the curve that sits on its core and its thickness ε, which is a parameter that will be everywhere assumed to be suitably small.
Let us start with a closed smooth curve parametrized by arc-length γ : S 1 ℓ → R 3 , with S 1 ℓ := R/ℓZ (throughout the paper, when the period is 2π we will simply write
). This amounts to saying that the tangent fieldγ has unit norm and ℓ is the length of the curve. We will abuse the notation and denote also by γ the curve in space defined by the above map (i.e., the image set γ(S
Let us denote by T ε ≡ T ε (γ) a metric neighborhood with thickness ε of the curve γ, that is,
This is a thin tube having the curve γ as its core. It is standard that, for small ε, T ε is a domain with smooth boundary.
Since the curvature of a generic curve does not vanish (see [4, p. 184] , where "generic" refers to an open and dense set, with respect to a reasonable C k topology, in the space of smooth curves in R 3 ), by taking a small deformation of the curve γ if necessary one can assume that the curvature of γ is strictly positive. This enables us to define the normal and binormal fields to the curve at each point γ(α), which we will respectively denote by e 1 (α) and e 2 (α).
Using the vector fields e j (α) and denoting by D the two-dimensional unit disk, we can introduce smooth coordinates (α, y) ∈ S 1 ℓ × D in the tube T ε via the diffeomorphism (α, y) → γ(α) + εy 1 e 1 (α) + εy 2 e 2 (α) . In the coordinates (α, y), a short computation using the Frenet formulas shows that the Euclidean metric in the tube reads as
, where κ ≡ κ(α) and τ ≡ τ (α) respectively denote the curvature and torsion of the curve,
and |y| stands for the Euclidean norm of y = (y 1 , y 2 ). We will sometimes take polar coordinates r ∈ (0, 1), θ ∈ S 1 := R/2πZ in the disk D, which are defined so that
The metric then reads as
where we, with a slight abuse of notation, still call A the expression of (2.2) in these coordinates, i.e., (2.4)
For future reference, let us record here that the gradient and the Laplacian of a scalar function on the tube read in these coordinates as
with B := 1 − εκr cos θ, and that the Euclidean volume measure is written as dx = ε 2 B dα dy.
Here and in what follows we denote derivatives with respect to the variable α by primes. We will set (2.7)
Finally, we shall denote by O(ε j ) any quantity q(α, y) defined on
where the constant C depends on k but not on ε.
Remark 2.1. In this paper we follow the most popular sign convention for the torsion of a curve, which is the opposite as the one considered in [7] . This explains the difference between some formulas obtained here and those obtained in [7] (which become the same after the transformation τ → −τ ).
2.2.
Asymptotic formulas for harmonic fields on thin tubes. The (tangent) harmonic fields on the tube T ε , are defined as the vector fields
, where ν is a unit normal. By Hodge theory, harmonic fields on a toroidal domain define a one-dimensional linear space, so in what follows we shall fix, once and for all, a nonzero harmonic field that we will still call h. Our goal in this subsection is to provide explicit formulas for the harmonic field h and its derivatives up to terms that are suitably small for small ε.
Since the vector field
can be readily shown to be irrotational and tangent to the boundary, by the Hodge decomposition it follows that the harmonic field can be written as
The function ϕ that determines the harmonic field h can be computed perturbatively as an expansion in ε. To this end, we recall the estimates obtained in [7, Theorem 4.9] for the Neumann boundary value problem
To state quantitative estimates for a scalar function ψ on T ε , we will use the coordinates (α, y) to define the k th Sobolev norm as
Theorem 2.2 ([7]
). For small enough ε, the boundary value problem (2.10) has a unique solution ψ, provided that ρ satisfies the necessary condition For any integer k, the solution is bounded as
The constants depend on k but not on ε.
Perturbative computations and the estimates in this theorem allow us to obtain the explicit expansion of the harmonic field h. Proposition 2.3. The components of the harmonic field, defined as
can be written as
11)
where
where the smooth functions H 1 (α, r) and H 2 (α, r) are ℓ-periodic in α with zero mean (that is, ℓ 0 H j (α, r) dα = 0) and independent of ε.
Proof. Following [7, Theorem 5.1] , the function ϕ can be written as
and the functions ϕ 2 and ϕ 3 are respectively defined as the unique solutions of the boundary value problem
where ∆ y ϕ 2 :=
∂θ 2 is the standard Laplacian in the y-coordinates (written here in polar coordinates), and
Using the above expressions together with the estimates in Theorem 2.2 with ρ = ρ 0 , we obtain ∂ϕ ∂α
.
By gathering the terms with the same dependence on ε, this chart can be readily used to compute h perturbatively. Indeed, using now the explicit formulas A := (1− εκr cos θ) 2 + (ετ r) 2 and B := 1 − εκr cos θ together with the formula of the gradient in the coordinates (α, r, θ), we can compute the components of the harmonic field h (Equation (2.8)) as follows:
The formula in the statement is obtained upon substituting the formulas for ϕ 0 and ϕ 1 and setting
Here we are using that ϕ 2 is independent of θ because the problem that defines ϕ 2 is invariant under rotations of the coordinate θ. It is obvious that H 2 has zero mean in α. To see that the same holds for H 1 , it is enough to integrate the elliptic PDE defining ϕ 2 with respect to the α-variable to check that
Since the function ϕ 2 is smooth, this readily implies that H 1 has zero mean as well, and the proposition follows.
Remark 2.4. With some more work, one can show that
but we have not been able to derive a simple expression for H 2 (α, r). Anyhow, their explicit expressions will not be important in further sections due to some unexpected cancellations that will appear later on.
2.3.
Estimates for Beltrami fields with prescribed normal component.
We will need to control Beltrami fields with prescribed projection on the space of harmonic fields and prescribed normal component. That is, we need estimates (with the sharp dependence of the thickness ε) for the system of PDE
where f can be regarded as a scalar function defined on the boundary S 1 ℓ × ∂D (which we identify with S 1 ℓ × S 1 ) and the linear functional P h is defined in terms of the harmonic field h introduced in the previous subsection as
Since for technical reasons we will be interested in small values of λ, we assume throughout that the parameter λ is bounded as |λ| 1 (in fact, we could have taken |λ| c/ε, with c an explicit constant, but we will not need this refinement).
We shall next see that the analysis of how the boundary datum determines the Beltrami field v through the equation (2.12) ultimately boils down to the study of the auxiliary scalar boundary value problem (2.10). The norm of a vector field on T ε is defined componentwise, with the components of a vector field w on T ε being
where the coordinate expression of w is
The Beltrami field satisfying (2.12) can be written as
where the function ψ is the only solution to the Neumann problem:
Accordingly, the field E is divergence-free, tangent to the boundary ∂T ε , has zero harmonic projection, and satisfies the equation
The following result is a straightforward consequence of [7, Proposition 6.7] and [7, Theorem 6.8] Theorem 2.5 ( [7] ). For small enough ε, the boundary value problem (2.12) has a unique solution, provided that f satisfies the necessary condition ∂Tε f dσ = 0 .
Assuming that the unique solution to the Neumann problem (2.13) satisfies that ∇ψ = O(1) (understood componentwise), for any integer k the components of the field E are bounded as
The constant depends on k but not on ε.
In this paper we will be interested in taking λ = O(ε 3 ) and normal data that are linear combinations of functions of the form (2.14)
where n is an integer with |n| = 0, 1, a is a smooth function in S 1 ℓ , and exponents s 3. In particular, this function f satisfies the necessary condition in Theorem 2.5. Using the adapted coordinates (α, r, θ), the problem (2.13) reads as
In order to solve this equation perturbatively in ε, we introduce the auxiliary function
that clearly satisfies ∆ y ψ 0 = 0 in T ε and ∂ψ0 ∂r | r=1 = f . Additionally it has zero mean Tε ψ 0 dx = 0. Hence, takingψ := ψ − ψ 0 , the problem (2.15) is reduced to
Using the expressions (2.6) and (2.7), we can compute the dominant terms of the Laplacian of ψ 0 :
To obtain the dominant term of the solution of (2.16), we defineψ :=ψ −ψ 0 , whereψ 0 := Ae i(n−1)θ + C, with
and C is a constant that is fixed later. Choosing the functions
we directly check thatψ 0 satisfies the equation
the boundary condition ∂ rψ0 | r=1 = 0, and has zero mean Tεψ 0 dx = 0 for an appropriate choice of the constant C = O(ε s+2
).
An easy computation shows thatψ is the unique solution to a Neumann problem of the form
Putting together the above computations, we conclude that the solution ψ = ψ 0 +ψ 0 +ψ to the Neumann problem (2.15) satisfies
Finally, using the expression (2.5) we obtain that the components of ∇ψ are given by
In particular, since s 3, then ∇ψ = O(ε), so the condition for the function ψ in Theorem 2.5 is satisfied. This will be exploited in the next section to analyze the integral curves of the Beltrami field v.
Remark 2.6. In the above computations we have avoided the case n = 1 in order to compute an explicit expression for the terms O(ε s−1 ) of the field ∇ψ. A weaker estimate in the case n = 1 will also be useful later. By adapting the argument to solve the Neumann problem (2.16) one can readily see that for n = 1 the following weaker estimate holds:
The Poincaré map of the Beltrami field: KAM and resonances
This section consists of four parts. In Subsection 3.1 we consider a Beltrami field arising from normal data that have a certain structural form. Its Poincaré map is computed in Subsection 3.2 and analyzed in depth in Subsection 3.3, where we make a concrete choice for the boundary data. To conclude, in Subsection 3.4 we prove a KAM theorem for this class of Beltrami fields.
. In this subsection we will consider the Beltrami field v on the tube T ε constructed in Subsection 2.3, c.f. Equation (2.12). More precisely, we will fix an eigenvalue λ = O(ε 3 ) and take the following linear combination of functions for the normal component:
with N ⊂ N ∩ [2, N ] a finite set. The smooth (real-valued) functions f n are taken as f n = ε 3 (a n e inθ + a n e −inθ ) , where the (complex-valued) functions a n ≡ a n (α) will be fixed later, and the functionf is taken asf = O(ε 2+µ ) .
Here and in what follows 2 < µ < 3 is a fixed exponent. At this moment we do not fix the functionf because all the analysis in this section is independent of it; we shall choose a convenient function in Section 4 in order to create hyperbolic periodic orbits via a subharmonic Melnikov method. Hence, using the construction and estimates in Subsection 2.3, we produce a Beltrami field of the form
smooth up to the boundary of the tube. The function ψ is the unique solution to the boundary problem (2.15) with Neumann datum given by n∈N f n , andψ is the unique solution to the boundary problem (2.15) with Neumann datumf . Using the expressions obtained at the end of Subsection 2.3 and the linearity of the Neumann problem, we can write the components of the vector field ∇ψ:
and we recall that a n ≡ a n (α), κ ≡ κ(α) and τ ≡ τ (α).
Proceeding in the same way, we obtain that the field ∇ψ satisfies the estimates
where the ε-independent dominant terms v
depend on the particular choice of the functionf .
In the following subsections we shall give sufficient conditions on the functions a n (α) to characterize the Poincaré map of the above Beltrami field v, finding a suitable balance between the application of KAM theory in the interior of the tube and the existence of hyperbolic periodic orbits. This task is nontrivial due to the fact that Beltrami fields are non-generic.
3.2. The Poincaré map. In order to integrate the vector field, it is convenient to consider instead of v the rescaled field
which has the same integral curves of v up to a reparametrization. Notice that v α does not vanish, for small enough ε, because v α = h α + O(ε 3 ) = 1 + O(ε) by the asymptotic formulas for the harmonic field given in (2.11).
Proposition 3.1. The components of the vector field X are given by
3)
Proof. From the definition of the field v and the expansion of the harmonic field we have
Hence one arrives at
The desired expressions are now obtained by substituting the expressions for the components of the field h derived in Proposition 2.3. For convenience, we do not substitute the expressions of u
r , u
θ , and u
θ , given by (3.1) and (3.2).
Remark 3.2. Notice that when f = 0 (i.e. the Beltrami field has no normal component on the boundary of the tube), we recover the local Beltrami field considered in [7] .
The trajectories of X are given by the parametrization (α(s), r(s), θ(s)) satisfyinġ
with initial condition (α(0), r(0), θ(0)) = (α 0 , r 0 , θ 0 ). We will also denote by φ s the time-s flow of the field X, which is a well defined diffeomorphism of S 1 ℓ × D for all values of s. Let us now consider the Poincaré map of the field X, which is the tool we will use to analyze the dynamical properties of the flow (and which coincides with that of the local Beltrami field v). For this, we start by considering the section {α = 0}, which is clearly transverse to the vector field X. The Poincaré map of this section, Π : D R → D (where D R denotes the disk of radius R < 1), sends each point (r 0 , θ 0 ) ∈ D R to the first point at which the trajectory φ s (0, r 0 , θ 0 ) intersects the section {α = 0} (with s > 0). The reason why we are considering the field X is that it is isochronous in the sense that this first return point is given by the time-ℓ flow of X, that is,
It should be noticed that Π is area-preserving: Our goal is to write this Poincaré map as an asymptotic expansion in ε, so that the existence of invariant quasiperiodic curves can be proved by applying the KAM theorem, while the existence of hyperbolic periodic points be obtained via a Melnikov subharmonic method. To this end, we will need to select suitable functions a n in the normal data.
3.3.
Choice of normal data and computation of the Poincaré map. In order to evaluate the Poincaré map (3.4), we need to compute the solution
with initial conditions r(0) = r 0 and θ(0) = θ 0 . The 0 th -order is
To this end, we introduce the notation
and we observe that g is an ℓ-periodic function satisfying g(0) = g(ℓ) = 0.
In what follows we shall assume that the total torsion of the curve is rational, i.e. it satisfies the assumption (3.7)
T 0 = 2πp q , for some coprime integers p, q. Notice that T 0 corresponds to the (degenerate) frequency of the unperturbed problem (ε = 0), so (3.7) is a resonance condition. This assumption will be crucial to gain control of the trajectories of the Beltrami field in order to create hyperbolic periodic orbits. The normal datum f chosen in Subsection 3.1 will be constructed using functions a n of the form
, where Γ n ≡ Γ n (α) is a real ℓ-periodic function, and Γ ′ n denotes the α-derivative of Γ n .
In order to obtain an expression for the Poincaré map that allows us to apply a subharmonic Melnikov method to create hyperbolic periodic orbits, we further assume that the functions Γ n satisfy the integral relations
where the function R n+k is defined as
Before stating the main result of this subsection, we prove the following instrumental lemma, which provides additional integral identities for the functions Γ n . Lemma 3.4. Under the hypotheses (3.9) and (3.10), we have (3.13) qℓ 0 κa n R n+k = 0 , k ∈ {−1, 1} , n ∈ N , and (3.14)
and, using (3.9), we observe that the second integral vanishes. The fact that the first one also vanishes follows using integration by parts:
Then, Property (3.13) is obtained using (3.9) and (3.10). Property (3.14) is analogous.
With all these hypotheses and using the definition (3.4), we can now compute a closed form for the q-th iterate of the Poincaré map Π: Proposition 3.5. Assume that the assumptions (3.7) and (3.9)-(3.12) hold. Then, we have
Remark 3.6. In Section 4 we will apply a subharmonic Melnikov method to show that the terms of order ε µ can be selected to destroy some resonant invariant tori, thus creating hyperbolic (and elliptic) periodic orbits in the interior of the tube.
Proof of Proposition 3.5. For the sake of clarity, it is convenient to use complex exponents. Using complex exponentials and expanding the terms u
and u (2) θ , the scaled vector field X (see Proposition 3.1) reads
+ n∈N r n−1 (a n e inθ + a n e −inθ ) ,
κa n e i(n−1)θ + κa n e −i(n−1)θ ,
iκa n e i(n−1)θ − iκa n e −i(n−1)θ .
Now we integrate the trajectories of the above vector field. The procedure is analogous to the computations performed in the Appendix. The first order terms are readily obtained:
Using the resonance condition (3.7) and the periodicity of κ and Γ n , we conclude that
The terms r (2) (s) and θ (2) (s) are obtained by reproducing the computations in the Appendix (see Equation (A.1)), but with a more involved integrand. For example, we have
) a n e in(θ0+T ) − a n e −in(θ0+T ) .
Most of the above terms will not contribute to the final computation. As an illustration, we notice that
which vanishes at s = qℓ, due to the resonance condition (3.7). Hence, the only term that contributes in the sum of indexes (n, j) ∈ N × N is the term n = j, and we observe that
Putting together all the terms, we obtain 
where the frequency functionω(I) is , and the terms of order O(ε µ ), 2 < µ < 3, are given by
The action I takes values in the interval (0, 1/2).
The existence of invariant tori of the Beltrami field v in the tube T ε follows from a standard application of Moser's theorem to the iterated Poincaré map Π q . Specifically, using the measure dα dy on S Theorem 3.7. Take any δ ′ > 0. Suppose that the torsion satisfies the resonant condition (3.7), and the twist condition
Then for small enough ε the Beltrami field v constructed in this section has a set of invariant tori of the form Moser's twist condition reads aŝ
If the quantity A is nonzero, then beingω ′ (I) a polynomial, it vanishes in a finite set {I 1 , . . . , I L } of points of the interval (0, 1/2). Take a real δ ′′ > 0. For each I in the complement
the twist is then a nonzero constant of order ε 2 bounded from below by a constant that depends on δ ′′ , and since the iterated Poincaré map is an order O(ε µ ) perturbation of an integrable twist map, it follows (see e.g. [22] ) that for small enough ε all the disk D R but a set of measure at most Cδ ′′ + Cε µ 2 −1 is covered by quasi-periodic invariant curves of the iterated Poincaré map, which in turn yields quasi-periodic invariant curves for the Poincaré map Π. The constant C depends on δ ′′ but not on ε. In terms of the Beltrami field v, this obviously means that the whole tube S Remark 3.8. With the same proof, but with a more thorough bookkeeping, one can in fact assume a slightly more general twist condition. Namely, the theorem remains true under the weaker assumptions that the coefficients (A n ) n 3 are not all zero, where
Proof of the main theorem
In this section we prove the following theorem. The fact that this result implies Theorem 1.3 from the Introduction follows from two observations. First, any collection of tubes T 1 , . . . , T N is isotopic to a collection of thin tubes T ε (γ 1 ), . . . , T ε (γ N ) for any small enough ε, where γ j is a representative curve of the core knot of T j . Second, if u is a Beltrami field in R 3 satisfying curl u = λu, then the rescaled field Proof. The proof is divided in four steps:
Step 1: Existence of the curve and the normal data. For the ease of notation, we will drop the subscript j until we consider all the tubes simultaneously in the fourth step of the proof. Consider each smooth curve γ ≡ γ j and the tube T ε ≡ T ε (γ) as defined in Subsection 2.1. We shall assume that γ satisfies the condition
and the resonant condition (3.7), which hold for a dense subset of smooth curves in the C k topology, with k 3 (see [7, Lemma 7.9] ). Now we want to show that there exist ℓ-periodic functions Γ n , n ∈ N , introduced in Subsection 3.3, which satisfy the integral relations (3.9)-(3.12). To this end, we consider the (finite-dimensional) vector space S spanned by linear combinations (with real coefficients) of the finite set of functions
(The functions R j were defined in Subsection 3.3). Then we can take smooth functions Γ n , n ∈ N , with disjoint supports, and in the (infinite-dimensional) L 2 -orthogonal complement of S. An easy computation shows that these functions satisfy all the conditions (3.9)-(3.12) except for the condition in (3.11) given by
which is readily seen to be equivalent (integrating by parts) to
To ensure the existence of Γ n satisfying this assumption, we construct a curve γ 1 which is a small perturbation of γ, whose torsion changes sign many times on some a priori prescribed intervals of S 1 ℓ (which in turn will be the supports of the functions Γ n ). Indeed, let f n (α) be a smooth function that is supported in an interval K n of the circle S 1 ℓ , n ∈ N , and take a small but fixed constant η. The intervals K n are taken pairwise disjoint. We now transform the curve γ by adding a rapidly-rotating small-amplitude helicoid supported in the above portion of the circle chosen so that the perturbation is C 2,β -small for all β < 1 but not C 3 -small:
We recall that α is an arc-length parametrization of γ and e 1 (α), e 2 (α) are the normal and binormal vector fields (see Subsection 2.1) on the curve γ. Notice that α is almost an arc-length parametrization of γ 1 in the sense that
This enables us to carry out computations in the parameter α as if it were an arclength parameter of γ 1 , up to errors of order η 2 . We will not mention this explicitly in what follows for the ease of notation. In this section, we shall denote by O 0 (η j ) any quantity q(α, y) defined on
where the constant C does not depend on η. Note that we are not making any assumptions about the size of the derivatives of q.
It is easy to check that
Using the formulas for the Frenet frame, this shows that the curvature and torsion of the curve γ 1 are
Notice that κ 1 > 0 everywhere for small enough η.
It is then clear that one can choose an η-independent f n so that τ 1 changes sign ⌊cη −1 ⌋ times in the interval K n , where c is a uniform constant. (For example, one can take f n := 2τ κχ n , where χ n is a function supported on K n which is equal to 1 in an open interval of K n .) One can then take the curve
which is a C 2,β -small perturbation of γ in each K n . The condition (4.1) is still satisfied because
which is nonzero for all small enough η. Here we have used that the integral of any smooth function
For simplicity, in what follows we shall still call γ this new curve. We can also safely assume that the resonant condition (3.7) holds (for p and q different from those of the original curve γ), because this condition is satisfied for a dense subset of smooth curves in the C k topology, with k 3 (notice that a C 3 -small deformation of the curve does not affect the previous properties).
Therefore, we can take the functions Γ n , n ∈ N , supported in the intervals K n , and in the L 2 -orthogonal complement of the finite vector space S defined in (4.2). Since the torsion τ changes sign ⌊cη −1 ⌋ times in each support of Γ n , it is easy to check that Γ n can be chosen so that the condition (4.3) is satisfied. This completes the proof of the existence of the functions Γ n satisfying all the integral relations (3.9)-(3.12).
Step 2: The resonant tori of the local Beltrami field. Our next goal is to show that, given M points 0 < I 1 < I 2 < · · · < I M < Indeed, it is not hard to see that, as τ and τ R 2n are not proportional, one can choose the functions Γ n as in Step 1 (which satisfied
If we now take a set N of large enough cardinality and notice that all the above conditions still hold if one replaces Γ n by c n Γ n , where c n is any real constant, it becomes apparent that one can indeed prescribe as many nondegenerate zeros of the polynomialω(I) − 2πp as one wishes.
Step 3: A subharmonic Melnikov method to create hyperbolic periodic orbits. The goal of this step is to select a suitable perturbation of size O(ε µ ) in order to create hyperbolic periodic orbits in the interior of T ǫ . To this end, we will resort to a subharmonic Melnikov criterion adapted to the small twist and the perturbation size.
Consider the approximate resonant tori {I = I k } constructed in Step 2. We can express the frequency functionω(I), in a neighborhood of {I = I k }, aŝ
and we will be concerned with values of I such that (4.5)
where 0 < β < 1 is a coefficient that will be specified later.
The following result gives an explicit sufficient condition for the existence of hyperbolic periodic orbits of the vector field v. Theorem 4.2. Let {I = I k } be the approximate resonant invariant torus of v constructed above. Suppose that the subharmonic Melnikov function that we define as
has j zeros in φ ∈ [0, 2π), all of which are non-degenerate. Then for small enough ε, the Beltrami field v has j periodic orbits contained in a small neighborhood of the tori {I = I k }. These orbits wind around the core knot of the torus q times in the coordinate α and p times in the coordinate θ. Moveover, j is even and half of these periodic orbits are hyperbolic and the other half are elliptic.
Proof. The proof is independent of the choice of I k . For simplicity, let us set
Our goal is to show that if the function M q/p (φ) has j non-degenerate zeros {φ 1 , . . . , φ j } ⊂ [0, 2π), then there are exactly j periodic orbits {(α i (s),
of period qℓ contained in a toroidal annulus of the form
where β := min{µ − 2, 3 − µ} > 0. The best possible choice is µ := 5/2, so the reader may assume without loss of generality that β = 1/2. Furthermore, these periodic orbits pass close to the zeros of the Melnikov function in the sense that min 0 s qℓ
To prove this, notice that the expression (3.15) for the iterated Poincaré map Π q is
with
Characterizing the periodic trajectories of period qℓ is equivalent to identifying the fixed points of the iterated Poincaré map Π q . Hence, denoting the (I, φ) components of Π q by (Π q I , Π q φ ), we will look for zeros of the function
Of course, as the angle φ takes values in S 1 , the second component of the above map must be understood modulo 2π. Using the expressions (4.4) and (4.5), we write
Before discussing the zeros of this map, let us derive estimates for the various functions that appear in its definition. An obvious estimate is that
which implies that the leading term in the second component of the map is simply ε 2 A(I − I k ). On the other hand, the subharmonic Melnikov function dominates the I component:
Let us suppose that ( I k , φ) is a solution to the equation R( I k , φ) = 0 with I k close to I k . Since the leading term of the I-component of the function R is ε
, the angleφ must be close to one of the zeros
The zeros of R obviously coincide with those of
so let us now apply the implicit function theorem to R(I, φ) around the point
which is nonzero for small ε because φ i is a non-degenerate zero of the Melnikov function. The implicit function theorem then guarantees the existence of a unique zero of R in a neighborhood of (I k , φ i ) of radius O(ε β ). This shows that there are exactly j periodic orbits of period qℓ in a small neighborhood of the approximate resonant torus {I = I k }.
Since the function M q/p (φ) is periodic and (M q/p ) ′ (φ i ) is nonzero at the points where this function vanishes, it follows from the Hopf index theorem that there must be the same number of zeros where this derivative is positive as zeros where it is negative. Indeed, the index of the zero φ i is given by the sign of (M q/p ) ′ (φ i ) and the sum of the indices must be equal to the Euler characteristic of the circle, which is zero.
To identify which kind of orbits we have, let us compute the eigenvalues Λ ± of the derivative of Π q at the zeros ( I k , φ i ) of R. The equation for the eigenvalues is
where all the functions are evaluated at ( I k , φ i ). This is a quadratic equation for 1 − Λ, which can be solved using that ( I k , φ i ) = (I k , φ i ) + O(ε β ) to obtain that the roots are
where the terms represented as O(ε j ) are all real. Hence, for small enough ε, the roots Λ ± have nonzero imaginary part if A and (M q/p ) ′ (φ i ) have distinct sign and are real numbers with Λ − < 1 < Λ + otherwise. Since the Poincaré map is areapreserving and there are j/2 zeros for which (M q/p ) ′ (φ) is positive and j/2 for which it is negative, we immediately infer that half of the j periodic trajectories are elliptic and half of them are hyperbolic of saddle type.
Let us now apply this theorem to the Beltrami field v after taking a normal datum of the form
where the functions f n have been fixed in Subsection 3.3 and
Step 2, and we takê
It is straightforward to see that the subharmonic Melnikov function associated to this field is
which is independent of the value I k of the approximate resonant torus. Notice that the functions b(s) cos(T (s)) and b(s) sin(T (s)) are qℓ-periodic, since we assumed the torsion τ to satisfy the resonant condition (3.7). Therefore, it is clear that we can choose the function b(s) so that M q/p has two zeros that are non-degenerate. According to Theorem 4.2, the Beltrami field v has a hyperbolic periodic orbit which is a cabling of the core curve γ near each approximate resonant torus {I = I k } for all 1 k M ; in the coordinates (α, θ) these orbits are (q, p)-torus knots, so they are all isotopic to each other. The fact that we can construct a perturbation whose corresponding Melnikov function does not depend on I is crucial to create hyperbolic periodic orbits for all the I k simultaneously.
Step 4: Globalization of the local construction. Since one can safely multiply the functions Γ n by a constant, taking c Γ n instead, it is clear that one can assume that Γ 3 C 0 is arbitrarily small. Taking (for instance) µ = 5/2, this implies that one can apply Theorem 3.7 to obtain the estimate of the measure of the set of ergodic invariant tori of the field v in T ε .
Let us denote by
the union of the thin tubes, and call v the vector field on K that we define on each tube T ε (γ j ) for ε small enough as v j ≡ v in the notation that we have used in Steps 1-3. This is a local Beltrami field, meaning that it satisfies the equation
. To globalize this local Beltrami field, we can use the approximation theorem proved in [7 
Here δ 0 is any fixed positive constant and K ′ is any set whose closure is contained in K.
Since the error δ 0 in the global approximation and the thickness ε of the tubes are independent parameters, taking δ 0 = O(ε 3 ), all the previous considerations apply to the global Beltrami field u inside each tube T ε (γ j ), and the main theorem follows.
Beltrami fields on the torus
In view of applications, our objective in this short section is to state a result for Beltrami fields on the flat torus T 3 := (R/2πZ) 3 that is analogous to our main result (Theorem 1.3) .
Before we can formulate the theorem, let us recall that a Beltrami field on the flat torus T 3 is an eigenfunction of the curl operator:
It is well known that there only exist nontrivial Beltrami fields of frequency J when this number is of the form J = ±|k|, where k ∈ Z 3 is a 3-vector of integer components. To put it differently, the spectrum of the curl operator is the set of numbers of this form. Furthermore, the most general Beltrami field of frequency J is a vector-valued trigonometric polynomial of the form
The main result of this section can then be stated as follows: Theorem 5.2. Let u be a Beltrami field in R 3 , satisfying curl u = λu. Let us fix any positive numbers ε ′ and m and any bounded set B ⊂ R 3 . Then for any large enough odd integer J there is a Beltrami field U on the torus, satisfying curl U = JU in T 3 , such that
This analysis is important for two reasons. First, when the Beltrami field v in Subsection 2.3 is tangent to the boundary (i.e. the normal datum is f = 0), it has the form v = h + O(ε 3 ), which is the case considered in [7] . The results in this Appendix then recover the main theorem in [7] , and sharpen it by showing the existence of an almost full measure set of invariant tori in the interior of the vortex tube. Second, in the computations below we shall assume that the field h is perturbed by another divergence-free field of size O(ε µ ), with µ ∈ (2, 3); this shows why the subharmonic Melnikov method we used in the proof of the main theorem does not work in this setting, which is the reason for which we introduced a normal component of order O(ε 3 ) on the boundary of the tube in Subsection 3.1 to modify the frequency function of the Beltrami field v. All along this appendix, we shall use the coordinates (α, y) ∈ S 
θ = 0. The first result of this appendix shows that X (and henceh) has an approximate first integral, without any further assumptions on the curve γ. In the statement, we denote by X(I) the action of the vector field X (viewed as a first order differential operator) on the scalar function I (which should not be mistaken for the action variable introduced in Section 3.4). 
is an approximate first integral of the field X in the sense that
Proof. Let us write X(I) =:
Using the explicit expressions of
r , and X (i) θ and gathering the powers of ε we find
∂r X
(1)
∂α + ∂I (1) ∂r X
To conclude, notice that if Y = 0 then X(I) − a 0 − εa 1 − ε 2 a 2 is automatically of order O(ε 3 ), proving the claim.
We shall next explicitly compute the Poincaré map Π(r 0 , θ 0 ) following the same reasoning as in Subsection 3.3, up to terms of order O(ε 3 ). To state the result we use the function T (s) defined in the aforementioned subsection.
Proposition A.2. In polar coordinates, the Poincaré map is
r (r 0 , θ 0 ) := −55r 
Moreover, Π preserves the area measure on the disk given by
Bh α | α=0 r dr dθ = (1 + εκ(0)r cos θ + O(ε 2 )) r dr dθ .
Proof. As in Subsection 3.3, to obtain the Poincaré map it suffices to compute the integral curves of the field X at time ℓ. For this we will write the ODEs as integral equations. Since α(s) = s, this system reads simply as
where we will assume throughout that s takes values in [0, ℓ].
To solve these equations perturbatively, let us introduce the notation
Using the explicit expressions of the zeroth-order terms one immediately obtains that
To compute the first-order terms, for notational convenience we will denote by
of the field X evaluated on the unperturbed integral curve (σ, r 0 , θ 0 + T (σ)). A similar notation will be used with the partial derivatives of the components of X. With this notation, the first-order terms can be readily shown to be
The computation of r (2) (s) goes along the same lines:
Integrating the derivatives with respect to σ and using that H 1 has zero mean (that is, ℓ 0 H 1 (σ, r) dσ = 0) we readily arrive at the formula for Π (2) r presented in the statement.
Likewise,
Proof. Proposition A.2 obviously implies that if we plug the approximate first integral of Proposition A.1, then
It will be useful to express things in terms of the approximate first integral I and the angle θ. To this end, notice that if ε is small enough, we can invert the expression of the first integral in order to write r as
Using (A.3) and (A.4), it turns out that the Poincaré map Π can be written in the variables (I, θ) as
Here the function
is just the function Π
θ (r, θ) defined in Proposition A.2 and expressed in terms of the variables (I, θ) (in this change of variables, one must also evaluate at ε = 0 to ensure that it does not depend on ε). In turn, the function
is calculated using both the expression of the function Π
θ (r, θ) in terms of the variables (I, θ) (again setting ε = 0 in the change of variables) and first order terms coming from the expression of Π (1) θ (r, θ) in these variables. To conclude, we observe that the terms of order µ do not get any additional contribution coming from lower order terms, so Π It is remarkable that without any further assumptions on the curvature and torsion (compare with the resonant hypothesis (3.7)), the Poincare map of the fieldh can be written as an O(ε µ ) perturbation of an integrable twist map, analogous to the expression of the iterated Poincaré map of the Beltrami field v in Proposition 3.5. This is achieved by finding an appropriate angle variable. To compute φ perturbatively, let us take the ansatz ω(I) = ω (0) (I) + εω (1) (I) + ε 2 ω (2) (I) ,
where the I-dependent functions ω (j) (I) are to be chosen later. Since Π θ (I, φ) = θ + T 0 + εφ (1) (I, θ) + ε 2 φ (2) (I, θ) + εΠ To solve the homological equations one needs to choose ω (j) (I) so that the right hand side has zero average, as this is a necessary condition for the existence of solutions. In particular, in Equation (A.10) we readily see that up to an I-dependent constant. The theorem follows upon realizing that, as φ = θ + O(ε), the O(ε µ ) terms in the Poincaré map are given by the same expression as in Corollary A.3 after substituting θ by φ.
We can now combine Proposition A.4 with KAM theory to prove that for a generic curve γ, the fieldh has a set of ergodic invariant tori contained in T ε of almost full measure and given by small deformations of level sets of the approximate first integral I. Specifically, using the measure dα dy on S If the above integral is nonzero, then the twist is a nonzero constant of order ε 2 . Since the Poincaré map is an order O(ε µ ) perturbation of an integrable twist map, it follows (see e.g. [22] ) that for small enough ε all the disk D but a set of measure at most Cε It is important to stress why we cannot effectively apply the Melnikov method to the perturbationh of the harmonic field, as this is why we had to introduce in Section 3 a carefully chosen O(ε 3 ) boundary datum to modify the frequency function of the Beltrami field. The key difficulty is that one has a weak twist condition that one cannot effectively use with the usual Melnikov theory. Roughly speaking, the reason is that the Melnikov function involves integrals over a time interval of length of order q, where p/q is the frequency of an approximate resonant invariant torus. While in the classical setting the number q is fixed, under a weak twist condition this number tends to infinity as the perturbation parameter tends to zero with a rate that depends on the arithmetic properties of the frequency function. To put it differently, the numbers p and q tend to infinity as ε → 0, and this has the effect that the integral that one would like to use to define the Melnikov function is so degenerate that it actually lacks a leading order term to which one can apply the basic ideas of the Melnikov theory.
