We have suggested a complexity measure based method for studying the dependence of measured 222 Rn concentration time series on indoor air temperature and humidity. This method is based on the Kolmogorov complexity (KL). We have introduced (i) the sequence of the KL, (ii) the Kolmogorov complexity highest value in the sequence (KLM) and (iii) the KL of the product of time series. The noticed loss of the KLM complexity of 222 Rn concentration time series can be attributed to the indoor air humidity that keeps the radon daughters in air.
interaction. However, if we claim to get more insight we have to apply the comprehensive mathematical procedures in analysis of those time series. Thus, illustrative examples for that kind of approach are papers by Negarestani et al. (2003) and Seftelis et al. (2008) . Negarestani et al. (2003) have proposed a new method based on adaptive linear neuron to estimate the radon concentration in soil associated with the environmental parameters. Seftelis et al. (2008) have developed a mathematical function to describe the diurnal variation of radon progeny. Our intention is to offer a a complexity measure based method for establishing the dependance of 222 Rn concentration time series on indoor environmental parameters. A possible field of application of this method is not restricted only on either indoor or outdoor radon time series. Moreover, this mathematical procedure is applicable in analysis of time series, obtained by the measurements, for which we should establish whether influence of some parameter makes the distribution of measured quantity less or more stochastic.
In this paper we consider the dependance of 222 Rn concentration on indoor parameters, in particular on air temperature and humidity, through dynamics of a complex system, which can be analyzed from the signal, sent in the form of time series of measured values. In that sense we develop a complexity measure based method that help us to get an insight into the complexity of the 222 Rn concentration time series in dependance on indoor air temperature and humidity that can not be done by traditional mathematical statistics. Kolmogorov
Complexity (KL in further text) is used in order to describe the complexity or degree of randomness of a binary string. It is in the literature also known as stochastic complexity or descriptive complexity. This measure was developed by Andrey N. Kolmogorov in the late 1960s (Li and Vitanyi, 1997) . Later following Kolmogorov's idea, Lempel and Ziv (1976) developed an algorithm for calculating the measure of complexity. We will refer to the Lempel-Ziv Algorithm by LZA. It can be considered as a measure of the degree of disorder or irregularity in a time series. The LZA measure has been used for evaluation of the randomness present in time series. Entropy is commonly used to characterize the complexity of a different time series also including 222 Rn concentration ones. However, to our knowledge, the KL measure has not been used for analyzing the complexity of 222 Rn concentration time series. In this study we also use the Sample Entropy (SE in further text) proposed by Richman and Moorman (2000) , which is unbiased and less dependent on data although traditional entropies quantify only the regularity of time series having some disadvantages (Chou, 2012) .
The purpose of this paper is to introduce a complexity measure based method for studying (Cover and Thomas, 1991) and with a comprehensive description in Ref. (Li and Vitanyi, 1997) . On the basis of Kolmogorov's idea, Lempel and Ziv (1976) developed an algorithm (LZA), which is used in assessing the randomness of finite sequences as a measure of its disorder. Let us note that the KL complexity is not able to distinguish between time series, which have different amplitude oscillations but very similar random components. Recently, the KL is intensively used in analysis of different kind of biomedical, hydrological and environmental time series. Namely, the complexity of these time series may be lost due to the different reasons that come from reducing the functionality of system segments represented by those time series. For example, Gomez and Hornero (2010) using entropy and complexity analyses of Alzheimer's disease have showed that the complexity reduction seems to be associated with the deficiencies in information processing suffered by AD patients. Another example, the river flow time series analysis by Orr and Carling (2006) point out that the complexity loss may be attributed to the extent of human intervention involving land, urbanization, commercial navigation and other activity.
The Kolmogorov complexity sequence
The computation of the KL we perform is slightly different than it is usual in this kind of analysis. Therefore, environmental signal in the form of time series we transformed into a finite symbol string by comparison with series of thresholds { } , , 1, 2,3,4,..., defined by comparison with a threshold ,
After we apply the LZA on each sample of series { }
we get a sequence of the KL complexity { } , 1,2,3, 4,...,
. This sequence we introduce to explore the range of amplitudes in a time series representing a process, for which that process has the highest complexity. In our case it is the 222 Rn concentration. The highest value
, we call the Kolmogorov complexity highest value in the sequence (KLM).
Kolmogorov complexity of the product of two time series
As it mentioned above, the complexity of a time series can be lost due to reduction in functioning the system or process represented by that time series. It means that there exists a source, which causes that time series becomes rather uniform than random. For example, let us suppose that one physical process (in our case that is detection of indoor 222 Rn concentration) is under influence of some parameters (in our case they are indoor air temperature and humidity). Which of these parameters contributes to reducing the complexity of detection indoor 222 Rn concentration, we can establish through computing the complexity of the product of two or more time series obtained by measurements.
Let us suppose that we have two independent and positive definite time series { } 
Data and computations

Experimental details
Data we needed for the nonlinear dynamics in this paper we have obtained from the 
Computation of complexity measures
For complexity analysis, we have used three time series of indoor: (1) 222 Rn concentration, (2) air temperature and (3) air humidity (Fig. 2) . Using the calculation procedure outlined in subsections 2.2-2.3, we have computed (a) complexity spectra of showed that the complexity for a random sequence can be considerably larger than 1.
Results and disscusion
The concentration of concentration. Further, in the same paper it is underlined that concerning the radon daughters, the relative humidity indoors contributes to the aerosol density and keeps the radon daughters in the indoor air. Although, in the last decade a vast number of experimental evidence has been offered about this issue (Choubey et al., 2011; Barbosa et al., 2010; Kamra et al., 2013) , we still have no enough knowledge about insights of the influence of the indoor air parameters on the 222 Rn concentration variability. One of the reasons for that is nonlinearity of these dependences, which can not be elaborated by the traditional mathematical methods (Seftelis et al., 2008) . Thus, it seems that the complexity analysis offers more quantitative measures in explanation this phenomenon.
The results of complexity analysis are given in Looking at panels it is seen that for the RnxT sequence its KLM (Fig. 3b) is just slightly different comparing to the Rn one (Fig. 3b) . Practically, there are no differences in their maximal Kolmogorov complexities. However, in the RnxH spectrum (Fig. 3c ) and the RnxTxH one (Fig. 3d ) the KLM values are lower then for the Rn spectrum. Note that a process that is least complex has a Kolmogorov complexity value near to zero, whereas a process with highest complexity will have KL close to one. This measure can be also considered as a measure of randomness. Thus, a value of the KL near zero is associated with a simple deterministic process like a periodic motion, whereas a value close to one is associated with a stochastic process (Ferreira, 2003) . The KL measure has been often used for evaluation of the randomness present in time series, while entropy is also used to characterize the complexity of a time series. Thus, approximate entropy with a biased statistic, is effective for analyzing the complexity of noisy, medium-sized time series (Pincus, 1995) . Richman and Moorman (2000) proposed another statistic, i.e. sample entropy (SE), which is unbiased and less dependent on data. It means that time series having the lower SE has less randomness components in their behavior. From Fig.   4 it is clearly see a strong correlation between these two measures indicating degree of influence of indoor air temperature and relative humidity on 222 Rn concentration.
Concluding remarks
In this paper we have suggested a complexity measure based method for studying the In that sense the following points can be enhanced.
(1) Since the method suggested is based on the Kolmogorov complexity measure (KL), which does not carries the whole information about the complexity of the time series, we have introduced: (i) the sequence of the KL, (ii) the Kolmogorov complexity highest value in the sequence (KLM) and (iii) the KL of the product of two time series.
(2) The complexity of time series can be lost due to reduction in functioning the system or process represented by that time series. It means that there exists a source, which causes that time series becomes rather uniform than random. In our case that is detection of 
