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Abstract In this paper, based on real-time nonlinear receding horizon control
methodology, a novel approach is developed for parameter estimation of time
invariant and time varying nonlinear dynamical systems in chaotic environ-
ments. Here, the parameter estimation problem is converted into a family of
finite horizon optimization control problems. The corresponding receding hori-
zon control problem is then solved numerically, in real-time, without recourse
to any iterative approximation methods by introducing the stabilized continu-
ation method and backward sweep algorithm. The significance of this work lies
in its real-time nature and its powerful results on nonlinear chaotic systems
with time varying parameters. The effective nature of the proposed method is
demonstrated on two chaotic systems, with time invariant and time varying
parameters. At the end, robustness performance of the proposed algorithm
against bounded noise is investigated.
Keywords parameter estimation · nonlinear receding horizon control ·
real-time optimization · chaotic systems
1 Introduction
Parameter estimation is a process of assessing unknown parameters with re-
spect to a given limited amount of information. It is a procedure that is widely
used in modeling and control of dynamical systems, where the applications
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range from biology to chemistry, physics and many others fields of science and
engineering [1,2,3,4,5,6,7,8].
In real world applications, many systems do exhibit partially or completely
unknown parameters. Knowledge about the time evolution of these parameters
becomes the prerequisite to analyze, control, and predict the underlying dy-
namical behaviors. Thus, this topic has drawn great attention in various areas
due to its theoretical and practical significance. For example, in the biological
networks, it is important to estimate unknown protein-DNA interactions in
the regulation of various cellular processes or detection of failures/anomalies.
In aircraft/spacecraft dynamics, estimation of the unknown states determines
the fine line between stability and instability.
Another significant area of interest for parameter estimation problems is
chaotic systems. In many real-life problems, ranging from information sciences
to life sciences, from systems biology to quantum physics [9,10,12], nonlinear
systems exhibit the phenomenon of chaos. An important application of chaos
control and synchronization is parameter estimation through adaptive control
methodologies. In this case, the aim is to estimate the uncertainties as well
as minimize the synchronization error [13,14,15,16]. However, such adaptive
control methodology is associated with the stability and the synchronization
regime of systems. It is also a relatively conservative methodology that is
constrained by several conditions such as persistent excitation or linearly in-
dependence, to guarantee the convergence.
On the other hand, receding horizon control [17,18] is a branch of model
predictive control methodology that aims to obtain an optimal feedback con-
trol law by minimizing the given performance index. The performance index of
a receding-horizon control problem has a moving initial time and a moving ter-
minal time, where the time interval of the performance index is finite. Since the
time interval of the performance index is finite, the optimal feedback law can be
determined even for a system that is not stabilizable. The receding horizon op-
timal control problem can deal with a broader class of control objectives than
asymptotic stabilization [30]. The receding horizon control was originally ap-
plied to linear systems and then was extended to nonlinear systems [19,20,21,
22]. Through its functionality, nonlinear receding horizon control (NRHC)[21,
22] has made an important impact on industrial control applications and is
being increasingly applied in process controls. Various advantages are known
for NRHC, including the ability to handle time-varying and nonlinear systems,
input/output constraints, associated plant uncertainties, and so on.
In recent years, many methods have been proposed for parameter esti-
mation in nonlinear systems. Some of them focused on using adaptive feed-
back control algorithms to estimate unknown parameters of nonlinear systems.
Huang [11] studied the adaptive synchronization with application to parameter
estimation. Yu et al [25] proposed the linear independence conditions to ensure
the parameter convergence based on the LaSalle invariance principle. However,
most of these literatures [11,15,16,25,26,27] on adaptive estimation impose an
assumption that the parameters to be estimated are constant or slowly time-
varying. Moreover, the parameter estimation problem could be formed as an
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optimization problem, which leads to many intelligent optimization schemes:
Li et al. ([24,23]) proposed the chaotic ant swarm algorithm and conducted
parameter estimation tests by using the Lorenz system as an example. He et
al. [28] employed the particle swarm optimization method in parameter esti-
mation. Lin et al. [4] proposed an oppositional seeker optimization algorithm
with application to parameter estimation of chaotic systems.
Different from the above methods, in this paper, a method of parameter
estimation for nonlinear systems is proposed based on real-time nonlinear re-
ceding horizon control (NRHC) methodology. With this approach, we provide
a configuration which is especially applicable to chaotic and time varying sys-
tems. Here, the estimation procedure is reduced to a family of finite horizon
optimization control problems. To avoid high computational complexity, the
stabilized continuation method [29,30] is employed, which is a non-iterative
optimization procedure with moderate data storage capacity. Based on this
method, the NRHC problem is then solved by the backward sweep algorithm
[17], in real time. The algorithm itself is executable regardless of controlla-
bility or stabilizability of the system, which is one of the powerful aspects of
the approach. Experimental results show that the real-time NRHC is appli-
cable to the chaotic systems with unknown constant parameters as well as
time-varying parameters. Furthermore, we explore the noise reduction of the
proposed method by simulations.
In the light of these facts, the paper is organized as following: In Section-2,
the problem formulation, based on NRHC, is defined as an estimation rou-
tine. In Section-2.1, brief background on previous work of Ohtsuka’s [29,30] is
provided, and then stability analysis of this approach is discussed in Section-
2.2. We demonstrate the power of NRHC as an estimation routine through
specific applications on a chaotic system (in this case Lorenz oscillator [31])
with constant (Section-3.1) and time varying parameters (Section-3.2). We
also test and demonstrate robustness properties of NRHC algorithm in pres-
ence of noise, in Section-3.3. At the end, with the discussions and conclusions
(Section-4), we finalize the paper.
2 Problem formulation
To demonstrate the parameter estimation routine of nonlinear systems, sup-
pose that we are given the dynamical system representation as follows:
x˙ = Ax+ f(x) +D(x)Θˆ(t), (1)
where x ∈ Rn is the state vector, A ∈ Rn×n and f(x) : Rn → Rn are the
linear coefficient matrix and nonlinear part of system presented in Eq.(1),
respectively. D(x) : Rn → Rn×p is a known function vector and Θˆ ∈ Rp
denotes the unknown parameters, where they can be constant or time-varying.
To formulate the parameter estimation problem, the system in Eq. (1)
is considered as a drive/reference system. If we construct a driver-response
configuration, the corresponding response system becomes
4 Fei Sun, Kamran Turkoglu
y˙ = Ay + f(y) +D(y)Θ(t), (2)
where y ∈ Rn is the state vector and Θ represents the estimated parameter.
Here, functions f(·) and D(·) satisfy the global Lipschitz condition, therefore
there exist positive constants β1 and β2 such that
‖f(y)− f(x)‖ ≤ β1‖y − x‖,
‖D(y)−D(x)‖ ≤ β2‖y − x‖.
is satisfied.
In this specific formulation, the synchronization error e(t) = y(t)− x(t) is
defined to represent the difference between the drive system and the response
system which is modeled as
e˙(t) = Ae(t) +B(f(y(t))− f(x(t))) +D(y)Θ −D(x)Θˆ. (3)
Also, the estimation error is denoted by Θ¯(t) = Θ(t)− Θˆ(t).
In order to utilize the real-time nonlinear receding horizon control method
as an estimation routine, the following finite horizon cost function (perfor-
mance index) is associated with the synchronization and estimation error:
J =
∫ t+T
t
L[y(τ), x(τ), Θ(τ), Θˆ(τ)]dτ,
=
∫ t+T
t
(eTQe+ Θ¯TRΘ¯)dτ.
(4)
Here, Q > 0 and R > 0 are weighting matrices, affiliated with the state and
estimation error, respectively. In this specific set-up, the performance index
evaluates the performance from the present time-(t) to the finite future-(t+T ),
where T is the terminal time or the horizon. The performance index is min-
imized for each time t starting from y(t). Thus, the present receding horizon
control problem can be converted to a family of finite horizon optimal con-
trol problems on the τ axis that is parameterized by time t. The trajectory
y(t + τ) starting from y(t) is denoted as y(τ, t). Since the performance index
of receding horizon control is evaluated over a finite horizon, the value of the
performance index is finite even if the system is not stabilizable.
It is well known from literature that first order necessary conditions of
optimality are obtained from the two-point boundary value problem (TPBVP)
[17] by computing the variations as the following
yτ (τ, t) = H
T
λ , y(0, t) = y(t),
λτ (τ, t) = −H
T
y , λ(T, t) = 0,
HΘ¯ = 0,
(5)
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In Eqs.(5), H is the Hamiltonian defined as
H = L+ λT y˙
= (eTQe+ Θ¯TRΘ¯) + λT [Ay + f(y) +D(y)Θ].
(6)
In this notation, Hy denotes the partial derivative of H with respect to y, and
so on. According to this unique approach, the estimation error is calculated as
Θ¯(t) = arg{HΘ¯[y(t), λ(t), Θ¯(t), x(t)] = 0}. (7)
In this context, the TPBVP is regarded as a nonlinear equation with re-
spect to the costate at τ = 0 as
F (λ(t), y(t), T, t) = λ(T, t) = 0. (8)
Since the nonlinear equation F (λ(t), y(t), T, t) has to be satisfied at any time
t, dFdt = 0 holds along the trajectory of the closed-loop system. The ordinary
differential equation of λ(t) can be solved numerically without applying any
iterative optimization methods. However, numerical error in the solution may
accumulate through the integration process in practice, and numerical stabi-
lization techniques are required to correct the error. Therefore, the stabilized
continuation method [29,30] is introduced in this paper as follows:
dF
dt
= −AsF, (9)
where As > 0 denotes any stable matrix and will enforce the exponential
convergence of the solution. The horizon T is defined as a smooth function of
time t such that T (0) = 0 and T (t) → Tf as t → ∞, where Tf is the desired
terminal time.
2.1 Backward sweep algorithm:
In order to compute the estimation error, first, the differential equation of λ(t)
is integrated in real time. The partial differentiation of Eqs.(5) (with respect to
time t and τ) converts the problem in hand into the following linear differential
equation:
∂
∂τ
[
yt − yτ
λt − λτ
]
=
[
G −L
−K −GT
] [
yt − yτ
λt − λτ
]
(10)
where G = fy−fΘ¯H
−1
Θ¯Θ¯
HΘ¯y, L = fΘ¯H
−1
Θ¯Θ¯
fT
Θ¯
, K = Hyy−HyΘ¯H
−1
Θ¯Θ¯
HΘ¯y. Since
the reference trajectory xt(t+τ) = xτ (t+τ), they are canceled in Eq.(10) and
data storage is reduced.
The derivative of the nonlinear function F with respect to time is rewritten
by
dF
dt
= λt(T, t) + λτ (T, t)
dT
dt
. (11)
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To reduce the computational cost, the backward-sweep algorithm is em-
ployed at this point and the relationship between the costate and other vari-
ables is expressed as:
λt − λτ = S(τ, t)(yt − yτ ) + c(τ, t), (12)
where
Sτ = −G
TS − SG+ SLS −K,
cτ = −(G
T − SL)c,
(13)
In Eqs.(13), due to the terminal constraint on τ -axis, the following conditions
hold
S(T, t) = 0,
c(T, t) = HTy |τ=T (1 +
dT
dt
)−AsF.
(14)
Thus, the differential equation of λ(t) is obtained in real time as follows:
dλ(t)
dt
= −HTy + c(0, t). (15)
At each time t, the Euler-Lagrange equations Eqs.(5) are integrated for-
ward along the τ axis. Eqs.(13) are integrated backward with terminal condi-
tions expressed in Eqs.(14). Then the differential equation of λ(t) is integrated
for one step along the t axis so as to minimize the estimation error from Eq.(7).
The estimated parameters are derived from the difference between the true val-
ues and the estimation errors. If the matrix HΘ¯Θ¯ is nonsingular, the algorithm
is executable regardless of controllability or stabilizability or the system.
2.2 Stability analysis of NRHC estimation problem
In this section, the stability of the closed-loop system by using the NRHC
strategy is briefly analyzed. The candidate Lyapunov function is constructed
in the form of
V =
1
2
eT e. (16)
Here, clearly, V (0) = 0 and V > 0 for all e 6= 0, thus, V is a Lyapunov function.
The time derivative of V along the trajectory is obtained by
V˙ = eT e˙
≤ eT [Ae+Bβ1e+ (D(y)Θ −D(x)Θˆ)]
≤ eT [Ae+Bβ1e+ (D(y)Θˆ −D(x)Θˆ)−D(y)D
T (y)λR−1]
≤ eT [Ae+Bβ1e+ β2eΘˆ −D(y)D
T (y)W (y, e)R−1]
= eTPe.
(17)
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From the TPBVP and Eq.(15), we know that λ is the costate and can be
described as a function of y and e, here denoted by W (y, e). By adjusting the
stable matrix As and the function of horizon T , we aim to design a reasonable
function W (y, e) to make V˙ smaller than zero
V˙ ≤ eTPe ≤ 0, where P ≤ 0. (18)
Note that V˙ = 0 if and only if ei = 0, i = 1, 2, · · · , n. From the Barbalat’s
lemma [32], we can attain
lim
t→∞
‖ei‖ = 0, i = 1, 2, · · · , n. (19)
It is clear that ei(t) → 0 as t → 0. Thus, the synchronization error e is
asymptotically stable. Although the back-ward sweep algorithm is executable
whenever the system is stable or not, with some choice of suitable stable ma-
trix and horizon, we can also ensure the stability of the closed-loop nonlinear
system by nonlinear receding horizon control.
3 Application to chaotic systems
In this section, we use a classical example from chaotic systems, namely the
Lorenz oscillator [31], to verify the effectiveness of the proposed method not
only on time invariant parameters, but also on systems with time-varying
parameters.
3.1 Constant parameters
We first consider the parameter estimation problem of Lorenz chaotic system
with constant parameters.
For this example, the Lorenz system is given by
dx(t)
dt
=

 10(x2 − x1)28x1 − x1x3 − x2
x1x2 −
8
3x3

 ,
dy(t)
dt
=

 θ1(x2 − x1)28x1 − x1x3 − x2
x1x2 − θ2x3

 .
(20)
where, the performance index is chosen as follows:
J =
∫ t+T
t
{[y(τ)− x(τ)]TQ[y(τ)− x(τ)] + [Θ(τ)− Θˆ(τ)]TR[Θ(τ)− Θˆ(τ)]}dτ.
(21)
In this example, the weighting matrix Q = R = diag(0.5, 0.5, 0.5).
The horizon T in the performance index is given by
T (t) = Tf (1− e
−αt), (22)
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where Tf = 0.5 and α = 0.1. It is clear that T (t) satisfies T (0) = 0 and T (t)
converges to the desired terminal time Tf as time t increases.
The stable matrix As is chosen as 160I. The initial states of the system
are given by 
x1(0)x2(0)
x3(0)

 =

−3−3
15

 ,

y1(0)y2(0)
y3(0)

 =

−10−10
22

 . (23)
0 2 4 6 8 10
−20
0
20
y 1
,
 
x 1
0 2 4 6 8 10
−50
0
50
y 2
,
 
x 2
0 2 4 6 8 10
0
20
40
t (sec)
y 3
,
 
x 3
Fig. 1 (Color online) The trajectories of states with time invariant parameters where
dash line denotes the trajectory of response system and solid line denotes the trajectory of
reference system.
The simulation is implemented in MATLAB. The time step on the t axis
is 0.01s and the time step on the τ axis is 0.005s. Fig.1 shows the trajectories
of drive-response systems in Eqs.(20) with initial conditions in Eqs.(23). The
estimated parameters θ1 and θ2 are presented in Fig.2 which clearly show
the estimated parameters converge to their true values by using the NRHC
method.
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0 2 4 6 8 10
−5
0
5
10
15
θ !
0 2 4 6 8 10
−10
−5
0
5
10
t (sec)
θ 2
Fig. 2 (Color online) The trajectories of estimated constant parameters where dash line
denotes the trajectory of estimated parameters and solid line denotes the trajectory of their
true values.
3.2 Time-varying parameters
In the following, we extend the NRHC estimation methodology to the case
of time varying parameters. We consider the same Lorenz system, which was
given in Section-3.1, with time varying parameters θ1 =
10 sin(t)
t+1 and θ2 =
8
3 .
The initial states are given by

x1(0)x2(0)
x3(0)

 =

−3−3
15

 ,

y1(0)y2(0)
y3(0)

 =

−6−6
22

 . (24)
Fig.3 shows the trajectories of systems given in Eqs.(20) with time-varying
parameters. The estimated parameters θ1 and θ2 are shown in Fig.4. It is clear
from Fig.3 and Fig.4 that in case of time varying characteristics NRHC still
is able to perform as desired, and converges to the true values.
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Fig. 3 (Color online) The trajectories of states with time varying parameters where dash
line denotes the trajectory of response system and solid line denotes the trajectory of refer-
ence system.
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4
5
t (sec)
θ 2
Fig. 4 (Color online) The trajectories of estimated time-varying parameters where dash
line denotes the trajectory of estimated parameters and solid line denotes the trajectory of
their true values.
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3.3 Robustness against noise
Noise, or generally speaking external disturbances, usually have significant
effects on the performance and the outcomes of parameter estimation routine.
Such external effects not only causes a drift in estimated parameters around
the nominal value, but also results in potentially unstable systems. In the
following, we investigate the effect of the noise in aforementioned dynamics.
We first consider the case where the noise propagates in the drive system
with constant parameters which could be expressed as
dx(t)
dt
=

 10(x2 − x1) + η(t)28x1 − x1x3 − x2 + η(t)
x1x2 −
8
3x3 + η(t)

 ,
dy(t)
dt
=

 θ1(x2 − x1)28x1 − x1x3 − x2
x1x2 − θ2x3

 ,
(25)
where η(t) represents the band-limited white noise. The simulation results are
depicted in Figs.5,6,7. In this case, the estimated constant parameters precisely
match their original values, which demonstrates the robustness characteristic
of proposed, NRHC based, parameter estimation routine.
0 5 10 15
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
t (sec)
η
Fig. 5 (Color online) The trajectories of noise signal η(t) in the time invariant systems.
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,
x 2
0 5 10 15
0
20
40
60
t (sec)
y 3
,
x 3
Fig. 6 (Color online) The trajectories of states with constant parameters in presence of
noise where dash line denotes the trajectory of response system and solid line denotes the
trajectory of reference system.
Next, we propagate the noise content in the drive system with time-varying
parameters which is expressed as
dx(t)
dt
=


10 sin(t)
t+1 (x2 − x1) + η(t)
28x1 − x1x3 − x2 + η(t)
x1x2 −
8
3x3 + η(t)

 ,
dy(t)
dt
=

 θ1(x2 − x1)28x1 − x1x3 − x2
x1x2 − θ2x3

 ,
(26)
where again η(t) is the band-limited white noise. The simulation results are
illustrated in Figs.8,9,10. In this case, the estimated time-varying parameters
also demonstrate a good match with their original values, in presence of noise.
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Fig. 7 (Color online) The trajectories of estimated constant parameters in presence of
noise where dash line denotes the trajectory of estimated parameters and solid line denotes
the trajectory of their true values.
4 Discussions & Conclusions
In this paper, a novel method based on real time nonlinear receding horizon
control is proposed for estimating unknown parameters of general nonlinear
and chaotic systems. In this specific set-up, the estimation problem is reduced
to a form of solving the nonlinear receding horizon optimization problem as a
parameter optimization method. Based on the stabilized continuation method,
the back-ward sweep algorithm is introduced to integrate the costate in real
time and to minimize the estimation error. The algorithm does not require
any stability assumption of the system and also can guarantee the stability
with some suitable choice of stable matrix and horizon length. The method
is applicable for both time invariant and time varying dynamics with noise,
which demonstrates the power of the methodology.
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Fig. 8 (Color online) The trajectories of noise signal η(t) in the time-varying systems.
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Fig. 9 (Color online) The trajectories of states with time varying parameters in presence
of noise where dash line denotes the trajectory of response system and solid line denotes the
trajectory of reference system.
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