Abstract New auditory-inspired speech processing methods are presented in this paper, combining spectral subtraction and two-dimensional non-linear filtering techniques originally conceived for image processing purposes. In particular, mathematical morphology operations, like erosion and dilation, are applied to noisy speech spectrograms using specifically designed structuring elements inspired in the masking properties of the human auditory system. This is effectively complemented with a pre-processing stage including the conventional spectral subtraction procedure and auditory filterbanks. These methods were tested in both speech enhancement and automatic speech recognition tasks. For the first, time-frequency anisotropic structuring elements over grey-scale spectrograms were found to provide a better perceptual quality than isotropic ones, revealing themselves as more appropriate-under a number of perceptual quality estimation measures and several signal-to-noise ratios on the Aurora database-for retaining the structure of speech while removing background noise. For the second, the combination of Spectral Subtraction and auditory-inspired Morphological Filtering was found to improve recognition rates in a noise-contaminated version of the Isolet database.
Introduction
Machine performance in speech recognition tasks is still far from that of humans [48] even though data-driven statistical modelling techniques have made speech technologies significantly improve, enabling the introduction of these technologies into a variety of everyday applications. This success has made speech technologies rely more and more on the machine-learning capabilities of computers. However, this approach often comes at the expense of genuine insight into the nature of spoken language [17] , resulting in an everwidening divide between the interests of phoneticians and linguists, on the one hand, and speech technologists, on the other. In our opinion, the time is ripe for a change of paradigm where a better understanding of the cognitive processes involved in speech understanding should play a prominent role.
Several issues revolving around speech variability-rate, accent, dialect, gender, alterations [12] , etc.-and background noise are amongst those challenges in automatic speech recognition (ASR) not satisfactorily solved. One way to address these limitations is to try to imitate human acoustic capabilities, e.g. finding a more suitable yet technically feasible auditory model. In this paper we focus on the noise problem where humans are known to perform remarkably well whilst machines still lag behind [39] .
In ASR, the standard procedure begins with the encoding of the speech signal as a string of feature vectors-also called acoustic frames [39] . This is followed by an acoustic decoding stage where a maximum-likelihood strategy is applied to a set of stochastic models-such as Hidden Markov models (HMM)-and a sequence of feature vectors to obtain a basic speech-unit correlate. In the final linguistic decoding stage, lexical and linguistic resources are brought to bear to obtain word sequences [1, 27] .
In this paper, we propose alternatives for the first two stages. First, we propose the modification of the standard feature extraction procedure to resemble more closely human speech processing in the cochlea by integrating spectral and temporal processing through Morphological Filtering of the spectrogram. Second, an already mature hybrid acoustic modelling technique-based on the combination of Artificial Neural Networks (ANN) and the previously mentioned HMM [4] -provides us with an acoustic decoder with the enhanced generalisation capabilities needed to assess our proposal. To focus on modelling low-level processes of auditory perception and signal segregation, we select an isolated letter recognition task to prove our claims. This also downplays the influence of higher-level schema-driven or top-down processes. 1 . Regarding the first problem, several techniques have been proposed in last decades to improve environmental noise robustness in ASR. Some frequency-domain methods-like spectral subtraction (SS, [3] ), Wiener filtering [44] and the minimum mean-square error short-time spectral amplitude estimator [8] -attempt to enhance the speech signal by suppressing background noise in a preprocessing stage and do not make an extensive use of human auditory system (HAS) properties. Among the HAS-inspired frequency-domain techniques for improving noise robustness we find feature extraction methods based on the well-known Mel-Frequency Cepstral Coefficients (MFCC, [6] ) or the Gammatone-based coefficients (GTC, [51] ).
Yet other solutions use spectro-temporal features, that consider both the time and frequency domains in the feature extraction stage, e.g. spectro-temporal Gabor features [35] , hierarchical spectro-temporal (HIST) features [20] , spectro-temporal derivative features [24] or sparse spectrotemporal features [31] .
Crucially, the incorporation of HAS properties in the front-end of ASR systems has proven to improve recognition accuracy. For instance, in [50] a cascade system of simple harmonic oscillators was used to model the basilar membrane in the HAS. It also included a frequency masking model, which in combination with a MFCC frontend outperformed the raw features extracted by the Aurora 2.0 standard front-end.
In this paper we propound the use of SS-as a noisereducing preprocessing technique-followed by morphological filtering (MF) over the spectrogram. We contend that the adequate choice of parameters in MF over modified spectrograms will allow us to model the masking effects in the peripheral HAS.
Furthermore, although SS used as a preprocessing stage has the unwanted result of introducing musical noise, subsequent MF of the spectrogram produces a perceptually enhanced signal where musical noise has been reduced. Hence, prior to the application of these ideas in ASR tasks, we present some experiments on speech enhancement with SS in order to better assess the benefits of MF.
This paper is organised as follows: ''Speech Processing at the Cochlear Level'' section gives a brief introduction to sound processing in the peripheral HAS highlighting masking effects; then ''Spectrogram and Spectral Subtraction'' section describes the preprocessing stage, spectrogram calculation and SS of out system. ''Morphological Filtering of Speech Signals'' section is devoted to the explanation of MF used to model HAS masking effects. Finally, in ''Application to Speech Enhancement'' and ''Application to Automatic Speech Recognition'' sections we describe the application of this method to speech enhancement and ASR, respectively, and finish with some conclusions and ideas for future work in ''Conclusions and Future Work'' section.
Speech Processing at the Cochlear Level

Auditory Filterbank Description
It is widely accepted that the cochlea carries out a logarithmic compression of the auditory range whereby higher frequency intervals are represented with less detail than lower frequency ranges. This realisation stems from experiments to detect the critical band, a frequency band around a centre frequency whose components affect its sound level and pitch perception.
In this light, the notion of an auditory filterbank relates three concepts:
• A discretisation of a frequency range into N bands.
• A choice of the centre of the bands to be related to special frequencies or frequency ranges in the inner ear, which entails the definition of a frequency scale.
• A choice of the bandwidths and shapes of the different filters that takes into consideration the notion of critical bands.
The use of logarithmic frequency scales eases the conceptualisation of phenomena like masking (see Figs. 1, 2, 3), and we will consider several scales of logarithmic frequency: Mel, Bark and the Equivalent Rectangular Bandwidth -induced (ERB) scale. All of them use methods to calculate the critical bandwidths at different centre frequencies and at the same time define scales of equal difference in perception of pitches/levels related to those centre frequencies.
The Mel Scale
The Mel scale is a very well-known logarithmic transformation of the frequency scale due to Stevens et al. [46] :
with F m in mel units and f in kHz. This frequency transformation is at the core of the most popular feature extraction procedure in ASR: the MFCC where a filterbank of triangular overlapping filters uniformly distributed in the Mel scale is usually employed. This is one of our choices for testing our hypothesis as explained in ''Application to Automatic Speech Recognition'' section.
Critical Band and Critical-Band Rate Scale
The Bark scale was first defined by Zwicker and collaborators but the following formula for transforming from linear frequency to bark scale is taken from [54, 18] 2 :
F z ðf Þ ¼ 13 arctanð0:76 f Þ þ 3:5 arctanðf =7:5Þ ð 2Þ
with critical band rate, z in bark and f in kHz. The formula for calculating the critical bandwidth for each frequency is [18, 54] :
with bandwidths in Hz and frequencies in kHz.
ERB and ERB-Rate
The ERB was defined in [15, 36] as a more adjusted measurement of the critical band:
with f in kHz. Based upon these bands a new logarithmic scale may be defined, the ERB-rate [36] :
with f in kHz, or the ERB number, ERB N [15, 37] :
This scaling is at the base of the Gammatone filterbank, an alternative to the Mel-based filterbank used in our tests (see ''Application to Automatic Speech Recognition'' section). This filterbank is defined in the time domain by its impulse response [37] :
where k defines the output gain, n is the order of the filter (in the range 3-5 the filter is a good approximation of the human auditory filter), B defines the bandwidth, f c is the filter's central frequency and / is the phase.
Masking
Masking is a phenomenon whereby the perception of some frequency is affected by the sound level of another, the masker frequency, to the extent that masked frequencies may disappear from perception. A masking tone will be defined as
where F is a choice of logarithmic frequency-transformation from those presented in ''Auditory Filterbank Description'' section, L m is the sound pressure level of the tone 3 and F m is the appropriately scaled masker frequency. Cochlear masking has been studied mainly as it regards the influence of some frequencies on others simultaneously present in the spectrum, or simultaneous masking, or as regards the influence of the same frequencies at different time instants, or temporal masking.
Simultaneous Masking
The simultaneous amount of masking, in dB SPL, is the minimum sound pressure level of a test sound, probe or signal (normally a pure tone) that is audible in the presence of a masker. By varying the frequency of the probe throughout the spectrum a masking pattern may be obtained. As it happens, the shape and sound pressure level L m of the masker is quite determinant of the masking pattern. Figure 1 shows the masked thresholds for masker tones of the same L m = 60dBSPL at different frequencies in linear scale. However, simultaneous masking is conventionally represented in logarithmic frequency scales [53] , where a greater regularity in spacing and masker slopes is to be found, a consistent finding in other auditorily motivated scales.
Similarly, simultaneous masking produced by narrowband maskers is level-dependent and therefore has clearly a non-linear effect, as shown in Fig. 2 .
Temporal Masking
Premasking (or backward masking) occurs before the appearance of the masker, while postmasking (or forward masking) happens after the masker. Figure 3 shows the conventions to describe temporal masking for long maskers: Dt with positive and negative values describes the temporal delay since masker onset time, adequate for describing premasking, while positive t d describes time delay after masker turn-off to measure postmasking.
Premasking is noticeable about 20ms prior to the masker regardless of its level and it all but disappears around 50ms before the masker. In contrast, the influence of postmasking may last as far as 500ms after the masking [13, p. 196] . Hence, premasking might be important for the masking of occlusives or affricates while postmasking will definitely be an issue for the longer-lasting sounds like vowels or nasals, perhaps even fricatives.
The modelling of postmasking should take the following facts into account:
• There is almost no decay for the first 5 ms after the masker is switched off. The values amount to those observed for simultaneous masking [11, p. 83] . This would seem to rule out exponential decay as a model for postmasking.
• Forward masking for a long duration masker (longer than 5 ms) lasts for 200 ms regardless of noise level.
• For a uniform masking noise of 60dB, when the masker lasts for around 200 ms the decaying time of the masker increases [11] .
A fitted model for single masker-induced postmasking is presented in [28] and later taken on by [18] , The basic quantity over which perception of sound is measured is sound pressure level which is a normalised, logarithmic sound pressure-unless otherwise noted log refers in this paper to base-10 logarithms-L p ¼ 20 log p p0 ðdB SPLÞ where p is sound pressure and p 0 ¼ 20 lPa is the reference sound pressure, the lowest audible pressure for human ears at mid-frequencies. A related quantity is sound (intensity) level, a normalised, logarithmic intensity level L I ¼ 10 log where M is the amount of masking, t d is the signal delay in ms as depicted in Fig. 3 , L m is the masker level in dB SL, and a, b and c are parameters obtained by fitting the curve to the data. In particular,
• a(L m ) is related to the slope of the time course of masking for a given masker level L m .
• b is the logarithm of the probe-masker delay intercept.
• c is the intercept when masker level is expressed in dB SL.
Notice that this model disregards the variation of amount of masking with masker frequency, and also that it has to be extended to take into consideration simultaneous masking.
Addition of the Threshold in Quiet
The actual masker threshold caused by any masker in the previous models is seen as linear in logarithmic delay and logarithmic frequency for non-simultaneous and simultaneous masking, respectively. This would entail very low masking amounts for delays (resp. frequencies) far away from the time-frequency of the masker. Therefore, this has to be corrected with the so-called threshold in quiet (THQ) under which no sound is perceived [18] ,
where T S is the duration time of the masker employed in the empirical determination of these expressions.
A Hypothesis and a Model
It seems that the masking capabilities of the cochlea co-evolved in the presence of a type of noise that has the peculiarity of raising masking thresholds uniformly, thus giving a flat frequency response [52] . This noise, adequately named uniformly masking noise (UMN), has the aspect of a broadband lowpass noise (with cutoff frequency in the range of vocal frequencies). Crucially, such a broadband lowpass model can also be considered an idealised version of the spectrum of human speech. Therefore, our modelling hypothesis is that all masking behaviours (with narrow and wide band maskers) can be obtained by appropriated addition of tone maskers over vocal frequencies and thresholded by a constant THQ.
Moreover, although some models of masking provide an integration of forward and simultaneous masking [18] , we know of no model that takes into account forward, backward and simultaneous masking at the same time. To develop such a model L M (t, f) we make the following assumptions:
1. The most basic phenomenon is that of masking caused by short-duration maskers of less than 5 ms. An additive model accounts for the decrease in slopes for longer masker durations. 2. Upwards and downwards spread of masking are symmetrical at all bands. 3. The models for premasking and postmasking are subsumed into a single model similar to that of Fig. 3 regardless of the masker's timespan:
We use a single coordinate t, as shown in Fig. 4 , aligned with t d for t C 0 to describe postmasking, while for t\0 we use t ¼ ÀDt to describe premasking. For postmasking, the expression is that of (9), but we use no dependency on the level of the masker. Premasking data would call for a dependency on level (to make the growing exponential rate higher the higher the level), but we model it with a constant slope of 2.5dB/ms.
4. Simultaneous and temporal masking are interpolated into M(t, f) using the previous models as boundary constraints. Figure 4 shows an iso-contour plot of the amount of masking produced by a short duration masker at different sound levels in our model. This will provide the basis for the morphological filtering elements in ''Morphological Filtering of Speech Signals'' section. 5. We have decided to combine the masker response and a constant threshold in quiet through the maximum operation. Although the skirts of the masker response observed in Fig. 2 taper off smoothly towards the Fig. 4 Iso-masking contours for a masker centred around 1 kHz with that at 50dB emphasised (see Fig. 1 ). Note the frequency symmetry and time asymmetry. No scale is used for the frequency axis since the number of bands changes with the experiment (see Table 4) threshold-in-quiet, taking the maximum seems an acceptable approximation in most frequency ranges,
As a first approximation to test our hypothesis we have chosen an iso-contour generated by a masker of around 50dB with symmetrical simultaneous masking extending to two bands on either side, premasking extending to 10-20ms and post masking extending to 50-60ms (see Fig. 8 ).
Spectrogram and Spectral Subtraction
As described in ''Speech Processing at the Cochlear Level'' section, auditory masking can be observed both in time and frequency domains requiring a three dimensional representation to simultaneously consider both. In this situation, a spectrogram is a natural choice of representation since it expresses the speech signal spectral energy density as a function of time. This popular depiction shows the temporal evolution of formant positions, harmonics and other components of speech as grey-scale or heatmap images. Typically, the larger energy magnitudes in the spectrum are displayed in white or warmer colours, and the valleys (e.g. silences) in dark or colder colours. This is illustrated in Fig. 5a , b. by the spectrogram for a clean and noisy signal. Each vertical line represents the magnitude spectrum of a windowed portion of the speech waveform centered at the time instant represented in the horizontal axis of the spectrogram. The size chosen for the temporal window and the overlapping factor between two successive windows play a fundamental role as they adjust the balance between time and frequency resolutions. Our choices for these parameters are specified in ''General Description'' section. A more detailed description can be found, for instance, in [41, 42] .
Since the application of an auditorily-motivated scale in the frequency domain produces a more regular representation of simultaneous masking effects where the masking threshold becomes almost independent of the scaled frequency (see ''Simultaneous Masking'' section), auditory spectrogramssometimes referred to as cochleograms-will be used in our feature extraction method for ASR instead of the usual linear spectral representation resulting from a Discrete Fourier Transform. For Speech Enhancement this is not possible, however, since the process is not reversible and therefore a speech waveform cannot be recovered after processing 4 . Conventional Spectral Subtraction (SS, [3] ) is applied as a preprocessing technique on noisy spectrograms as a baseline for Speech Enhancement, and on noisy cochleograms as a baseline for ASR.
A widely acknowledged disadvantage of SS is the exhibition of musical noise, where rough transitions between the speech signal and the areas with removed noise become noticeable and unpleasant to a human listener. Among other aspects, our proposal aims at attenuating this deleterious effect while preserving key speech features.
Morphological Filtering of Speech Signals
Mathematical Morphology is a theory for the analysis of spatial structures [32, 45] whose main application domain is in Image Processing as a tool for thinning, pruning, structure enhancement, object marking, segmentation and noise filtering [16, 7] . It may be used on both black and white and grey-scale images.
In this paper, we describe its use for morphological filtering (MF, [10] ), a nonlinear filtering technique on spectro-temporal representations of speech used to better model HAS processing.
Morphological filtering of the spectrogram in the case of speech enhancement, or cochleogram for ASR, is applied after SS to reproduce auditory masking effects but producing an improvement in each task, as demonstrated in our experiments.
Morphological Filtering for Continuous Signals
The basic operations in grey-scale morphology are erosion and dilation. Let S(f, t) and M(f, t) be two-dimensional They are used to remove small objects in images, typically noise, their behaviour with respect to, for instance, salt and pepper noise, being dual to each other.
Discrete Morphological Spectro-Temporal Filtering of Speech
Let S be a discretised spectrogram and M a specific discrete spectro-temporal masker function taken as SE. We use S with implicit frequency band index n and temporal frame k to represent an adequate discretisation S(n, k) of signal S(f, t). Then erosion and dilation can be represented as matrix operations
Opening and closing adopt similar forms as matrices as they had as operators
S M ¼ ðS É MÞ È M S M ¼ ðS È MÞ É M :
In [9] , an opening over a previously thresholded binary spectrogram with an isotropic SE is used to try to remove the remaining noise. But in this paper we try both opening and closing over grey-scale spectrograms with better auditorily-motivated SEs.
Preliminary experiments suggested using opening for Speech Enhancement and closing for ASR to obtain an emphasised spectrogram that is subsequently added on the-possibly denoised-spectrogram to produce the filtered speech signal as in
Notice from Fig. 6a , for instance, the irregular shapes of the acoustic objects of the spectrogram (e.g. formant and harmonic modulations). We decided to test different SEs to try to capture such dynamics.
As a first example, the filtered spectrogram of Fig. 6 f was obtained by pixel-wise adding those versions of the spectrogram obtained by morphological filtering with the three different binary SEs of Fig. 7 , at angles 0°, 45°and 90°, resulting in Fig. 6b, c, d .
The emphasised spectrogram in Fig. 6f was then obtained by normalising this filtered spectrogram and adding it to the original (denoised) spectrogram.
Our second choice of structuring element is the single binary anisotropic SE in Fig. 8 . This is the auditorilymotivated SE of ''A Hypothesis and a Model'' section. The procedure to obtain and combine the emphasised spectrogram with the spectrogram was the same one described above.
The third choice was a grey-scale improvement on the second one: all the pixels were weighted as shown in Fig. 9 , but the rest of the procedure remained the same.
The anisotropic SEs of Figs. 7 and 8 were both used for speech enhancement. But for ASR we only report on the performance of the auditorily-motivated anisotropic SEs of Figs. 8 and 9, since the first one obtained better results in Speech Enhancement. In all cases values below a certain threshold in the resulting combination were replaced by a constant THQ (see ''Addition of the Threshold in Quiet'' section) value to prevent introducing musical noise on the filtered signal.
Application to Speech Enhancement
We now turn to evaluating morphological filtering with the different anisotropic SEs of Figs. 7 and 8 on a speech enhancement task.
General Description
Our procedure for obtaining an enhanced waveform from a noisy one follows the steps depicted in Fig. 10: 1. A noisy speech waveform sampled at 8kHz is transformed into its spectrogram by using a 256-point Fast Fourier Transform (FFT) every 10 ms resulting in a 128 pixel wide spectrogram like the one depicted in Fig. 5b . 128-and 512-point FFT were also tried, but the 256-point FFT was found to be slightly better. 2. Spectral subtraction was then applied to each of its constituent spectra yielding a noise-reduced spectrogram similar to that in Fig. 5c . Also, the contrast of the resulting grey-scale image was increased.
3.
Morphological filtering was then applied to this spectrogram using an opening operation. To compare with [9] , a binary thresholding of this spectrogram was also carried out. 4. The enhanced waveform was finally recovered from the spectrogram using a conventional overlap-add process.
AURORA Database
Evaluation of speech enhancement was conducted on the AURORA Project database [21] which makes use of a speech database based on TIDigits artificially contaminated with different types of noise. TIDigits contains the recordings of 52 male and 52 female US-American adults pronouncing isolated digits and sequences of up to 7 digits. The sample rate is 8 KHz.
We considered four types of noise: Metro, Car, Airport and Restaurant. We employed roughly 1,000 speech files, individually contaminated with additive noise at 5 different values of SNR: -5, 0, 5, 10 and 15dB. A clean speech signal with added noise is called in this paper noisy signal regardless of its actual SNR.
Estimation of Perceptual Quality with Objective Quality Measures
In order to evaluate the filtered signals we use a large quantity of speech utterances, what precludes the use of subjective quality measures. A widespread, alternative method to obtain estimations for these subjective opinions is to use a combination of objective quality measures [2, 22, 23, 43] .
For our work, we used three objective quality measures (OQM) to evaluate the enhanced signals:
• Signal distortion (Sig), adequate for predicting perceived speech distortion.
• Background noise (Bak), for predicting background intrusiveness. • Overall effect (Ovl), for predicting overall quality.
All the OQM were evaluated using a five-point scale 1 being the worst and 5 the best value [22, 23 ] . The OQM consisted of linear combinations of the following measures using the weights in Table 1 :
• Perceptual evaluation of speech quality (PESQ). Recommended by the ITU-T for end-to-end speech quality assessment, the PESQ score is able to predict subjective quality with good correlation in a very wide range of conditions, that may include noise, filtering, coding distortions, errors, delay and variable delay [2, 43] .
• Weighted-slope spectral distance (WSS), computing the weighted difference between the spectral slopes in each frequency band. The spectral slopes are obtained as the difference between spectral magnitudes in dB [30] .
• Log-likelihood ratio (LLR)-also referred to as the Itakura distance-is a measure of the perceptual difference between an original spectrum and a modified version of it-in our context, between the clean and filtered speech signals [40] .
• Segmental signal-to-noise ratio (segSNR). This framebased measure is formed by averaging frame level SNR estimates [19] .
Experiments and Results
In order to evaluate the performance of our method we used the measures mentioned in ''Estimation of Perceptual Quality with Objective Quality Measures'' section with the code available in [30] and considering the clean speech signal as the reference. We compared five different experimental setups: the first one is plain Spectral Subtraction and the other four are different morphological filtering schemes,
• on a binary spectrogram with a 3-by-3 isotropic SE (BW & iSE), • on a binary spectrogram with the anisotropic SEs of The last two are the methods proposed in this paper.
Results are presented using the following relative measure with FS the filtered signal score and NS is noisy signal score,
Increments imply a quality improvement and decrements a degradation with respect to the noisy signal. Figure 11 shows the relative Sig, Bak and Ovl measures with respect to the noisy signal for several SNRs and Metro noise (similar trends were observed for Car noise). The method with a grey-scale spectrogram and anisotropic SE (Grey & aSE) resulted in the best performance for high SNRs in terms of Sig, while method Grey & aSE-2 was just better at low SNRs. The greatest difference with respect to the other 3 methods was obtained for SNR = -5dB. With respect to the Bak measure, the Grey & aSE method achieved the best performance at SNRs of -5, 0 and 5dB. However, the filtering of a binary spectrogram with isotropic SE (BW & iSE) reached the highest values of Bak for higher SNRs (10 and 15dB). It is worth mentioning that Bak factors in segmental SNR which is known to be very sensitive to misalignments (see Table 1 ).
Metro and Car Noises
Best results for the Ovl measure were obtained for SNRs of 0, 5 and 10dB when using (Grey & aSE) filtering. For SNR = -5dB (Grey & aSE-2) was best. For SNR = 15dB (BW & iSE) was slightly better.
In summary, for Metro noise, the new methods, in particular, and the use of anisotropic structural elements, in general, provided the best performance at low and medium SNRs (-5, 0 and 5dB). At higher SNR where the speech signal may not need to be denoised, the filtering of a binary spectrogram with an isotropic SE resulted in similar or slightly better performance in comparison to other methods in terms of Bak. BW black and white spectrogram, Grey grey-scale spectrogram, iSE isotropic SE, aSE anisotropic SE Sig, Bak and Ovl measures. Both noises resulted in similar behaviour with respect to all denoising techniques considered.
Airport and Restaurant Noises
At low SNRs, all the methods evaluated produced degradations in the quality of the signals processed. One possible explanation for this fact is the acoustic nature of the Airport and Restaurant environments in which babble noise is present. Spectrograms of babble noise show the typical energy distribution of speech, making the denoising of speech signals thus contaminated the more difficult.
As observed, for the Sig and Ovl measures, the (Grey & aSE) and (Grey & aSE-2) methods achieved the best performance, but the last one was more suitable for low and medium ranges of SNR. For the Bak measure, the (Grey & aSE) and (Grey & aSE-2) methods provided the best performance at low and medium SNR (-5, 0 and 5dB), whereas (BW & iSE) filtering performed best at 15dB.
Application to Automatic Speech Recognition
Next we present the evaluation results for different auditorily/motivated spectro-temporal features and SEs. The block diagram of the ASR system used in the experimentation is depicted in Fig. 13 .
Feature Extraction
To obtain the speech features, a conventional SS was applied first to the noisy signal in order to emphasise the speech signal over the noise. Then auditory filterbank analysis was performed over this (partially) denoised spectrogram.
Two different auditory filterbanks were considered: a set of triangular Mel-scaled filters (''The Mel Scale'' section) and a set of Gammatone filters (''ERB and ERB-Rate'' section). For either type, speech was analysed using a frame length of 25 ms and a frame shift of 10 ms after preemphasis and Hamming windowing.
In order to decorrelate the filterbank log-energies obtained in the previous stage, a Discrete Cosine Transform (DCT) was computed over them, yielding MFCC or GTC, respectively. Of these, coefficients C 0 to C 12 and their corresponding delta (D) and acceleration (DD) coefficients were taken yielding feature vectors of 39 components. The last step in the feature extraction stage was to apply mean and variance normalisation on either type of coefficient.
ISOLET Database and Testbed
For each type of features, we trained and tested different MLP/HMM hybrid speech recognisers following the ISO-LET testbed.
ISOLET is a database of letters of the English alphabet spoken in isolation [5] . The experiments using the ISOLET Testbed [14] were performed over an hybrid MLP/HMM ASR system, whose fundamentals are described in [4] . A context of 5 frames of 39 components each was used, so the input to each MLP had 195 elements.
The hybrid MLP/HMM system was tested in two different conditions: in the mismatched case, the system was trained using clean speech, whereas in the matched case the training set was composed of a balanced combination of speech contaminated with the different noises of the database at several SNR. A 5-fold cross-correlation procedure was employed in both cases to improve statistical significance.
Experiments with 40 Bands and a Binary SE
This set of experiments was performed in order to study the impact of the combination of SS and the type of auditory filtering on the performance of the whole system. 40 bands were used in all auditory filterbanks and the aSE-2 anisotropic SE for MF. Recognition results and their 95 % confidence intervals, calculated after [49] , are shown in Table 2 , and support the fact that results with MFCC or GTC are similar.
First, in the mismatched condition, whereas SS clearly outperforms the corresponding baseline in a statistically significant way, MF on its own produces similar WERs. Moreover, the joint use of both techniques (SS ? MF) improves in a statistically significant manner over any other case using either MFCC or GTC. The differences in recognition rates are not so large on absolute terms when comparing SS against SS?MF for either parameterisation (around 4 and 3 % for MFCC and GTC features, respectively). Nevertheless, it is important to note that recognition results shown in Table 2 refer to the average of WERs over a range from 0 to 20dB. Analysing the behaviour of the algorithms with respect to SNR, we observe that the differences between them are more noticeable for low SNR, in which SS?MF achieves improvements about 7-8 % absolute over SS, whereas their performance is very similar at high SNR.
For the matched condition, no significant improvements are achieved either using SS, MF or SS ? MF. It is worth pointing out that the matched case is harder to improve on that the mismatched case, because higher speech recognition rates are achieved without any further processing. Anyway, our method seems to be more suitable for the mismatched case. Table 3 and Fig. 14 show the Recognition Rates achieved by the different techniques indicated in Table 2 as a function of the noise type for the mismatched condition. Notice that the proposed method (bars 4 and 8) outperforms SS (bars 2 and 6) in all noise types for both the MFCC and GTC parameterisations. The improvement is less noticeable for babble noise in the case of MFCC and for the babble, factory2 and destroyer noises when using GTC.
Regarding the auditory filterbank considered, MFCC achieves better results than GTC in almost every casebarring SS in the mismatched condition and MF in the matched one-, albeit such differences are not statistically significant.
Experiments with Different Number of Bands and Structuring Elements
Since MF is applied on the output of the auditory filterbank analysis, we carried out a set of experiments in order to analyse the influence of the number of frequency bands and SEs on the performance of the whole system.
For either type of feature MFCC or GTC, experiments were performed considering N = {40, 80, 128} bands in the filterbanks and two different SEs: the binary anisotropic SE aSE-2 in Fig. 8 and its grey-scale version aSE-3 in Fig. 9 . Note that there is a relationship between the number of bands and the spread of simultaneous masking represented by the SE. Table 4 contains the corresponding WERs as well as the 95% confidence intervals showing that for the mismatched condition, the behaviour of MFCC and GTC differ with the number of bands. For GTC, results vary with the number of bands for either structuring element, although the differences are rather small. However, in MFCC, the word error rate increases along the number of bands for both structuring elements, suggesting that MFCC are more sensitive to the size and shape of the structuring element. Also, it is worth mentioning that for MFCC best results are achieved with 40 bands and aSE-3. This result suggests the convenience of exploring new auditorily-motivated grey-scale SEs that better model the masking effects explained in ''Masking'' section.
For the matched condition, results obtained with the grey-scale SE are similar to those achieved with the binary SE in most cases. It would seem this condition is less sensitive to the number of bands and SE variants.
Conclusions and Future Work
In this paper we have explored an alternative to the morphological filtering for speech enhancement and noise compensation scheme proposed in [9] . In particular, we have proposed the use of auditorily/inspired anisotropic structuring elements applied to grey-scale spectrograms not only for speech enhancement but also for automatic speech recognition.
On the one hand, for speech enhancement, results demonstrate that the new methods-using anisotropic elements aSE and aSE-2-provide a better performance than other alternatives at SNR's of -5dB, 0dB and 5dB, a very important range of SNR's for speech enhancement. Besides, our new methods seem to be more suitable for non-stationary noise. Despite this, subjective measures of the different alternatives could also shed more light into the evaluation procedure since the objective estimates that we have employed in this paper have several limitations.
On the other hand, the combination of spectral subtraction and morphological filtering for automatic speech recognition improves the recognition rates, whether using Mel or Gammatone filterbanks. In particular, the performance differences are more noticeable at low SNRs in MFCC Mel-frequency cepstral coefficients, GTC Gammatone-based coefficients, SS spectral subtraction, MF morphological filtering mismatched conditions. In real-world applications, users might feel more annoyed when the environmental conditions worsen due to the increment in the number of recognition errors committed by the ASR system. From the usability point of view, it is in such conditions where achieving a larger reduction in the WER becomes crucial, the case for our method.
On the whole, we think that there is more room for improvement in the morphological filtering stage. In particular, the incorporation of an automatic gain control [33, 34] to Gammatone-filterbank features should be explored for speech recognition tasks.
Other future lines of work include the use of other types of auditory filters, like those proposed in [25, 26] and alternative shapes and weight schemes for the anisotropic structural elements trying to more precisely emulate the masking effects (in time and frequency) of the human peripheral system. Alternative methods for the spectral subtraction preprocessing stage like [8, 44] are also worth considering. Methodologically, the experimentation on real noisy signals, instead of the artificially distorted ones employed in this paper, would also be desirable.
