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ABSTRACT 
A computational paradigm based on neuroscientific con-
cepts is proposed and shown to be capable of online unsu-
pervised clustering.  Because it is an online method, it is 
readily amenable to streaming realtime applications and is 
capable of dynamically adjusting to macro-level input 
changes. All operations, both training and inference, are lo-
calized and efficient.  
The paradigm is implemented as a cognitive column that 
incorporates five key elements: 1) temporal coding, 2) an 
excitatory neuron model for inference, 3) winner-take-all 
inhibition, 4) a column architecture that combines excitation 
and inhibition, 5) localized training via spike timing de-
pendent plasticity (STDP).  These elements are described 
and discussed, and a prototype column is given.  The proto-
type column is simulated with a semi-synthetic benchmark 
and is shown to have performance characteristics on par 
with classic k-means. Simulations reveal the inner operation 
and capabilities of the column with emphasis on excitatory 
neuron response functions and STDP implementations. 
1 INTRODUCTION 
The many-decades effort to understand, and then repli-
cate, the brain’s computational paradigm(s) is far from 
complete.  Although neuroscientific experiment and theory 
have revealed much about the elements of neural computa-
tion, refining and combining them into a cohesive, widely 
accepted paradigm remains the subject of intensive ongoing 
research.   
One line of research targets deep, hierarchical spiking 
neural networks (SNNs) [53], similar in structure to convo-
lutional neural network (CNN) classifiers. Much of the SNN 
research targets improved energy efficiency when imple-
menting supervised classification. In contrast, the research 
reported here does not address problems for which state-of-
the-art machine learning already excels. Rather, the goal is 
to tackle a problem for which conventional machine learn-
ing methods are less adept, but for which neuromorphic 
methods appear to be well-suited: online unsupervised clus-
tering.  
Clustering partitions a set of input patterns into groups 
where the members of a cluster are more similar to each 
other than to members of other clusters.  An online imple-
mentation consumes and processes inputs item-by-item; 
there is no buffering of inputs for deferred processing. This 
feature supports realtime processing of streaming inputs in a 
natural way. Because clustering is achieved online without 
metadata, if input data patterns change at a macro-level, 
then the clustering function adapts by dynamically reformu-
lating the clusters. 
This paper demonstrates that online unsupervised clus-
tering is achievable via a simple, neuromorphic paradigm 
that can be described as a centroid-based clustering method. 
Spike Timing Dependent Plasticity (STDP) is at the core of 
the online clustering mechanism. STDP operates inde-
pendently at each synapse, using only locally available in-
formation. Consequently, learning is highly parallel, fast, ef-
ficient, and displays the emergent behavior one would ex-
pect of a brain-like learning mechanism.   
1.1 Application Domain: Edge Processing 
Online unsupervised clustering is a kernel function for 
many important edge-processing tasks. Examples include: 
1) removing noise from sensor data, 2) compressing sensor 
information prior to sending it to a host process, thereby re-
ducing transmission energy, 3) pre-processing data, thereby 
reducing the amount of AI processing performed at the host, 
4) detecting anomalous behavior and triggering a supervisor 
process that intervention is required. 
A large fraction of the brain’s neocortex is devoted to 
sensory processing, and much of what is known about neo-
cortical function comes from in vivo study of sensory pro-
cessing. Consequently, it makes sense to consider neuro-
morphic methods that are suitable for edge processing tasks.  
And, just as the neocortex processes sensory information in 
a hierarchical manner, so might the development of neuro-
morphic methods proceed up a hierarchy, beginning with 
close-to-the edge functions, such as the one studied in this 
paper.  
The long term objective of this research is highly effi-
cient, flexible, adaptable edge processing hardware. Howev-
er, the focus here is on the underlying paradigm. So, even 
though this paper is focused on function, an eventual direct 
hardware implementation drives modeling decisions. 
1.2  The Column 
A column is a functional block that performs online un-
supervised clustering. The term “column” is chosen because 
the scale and computational capabilities are roughly the 
same as a biological column in the neocortex [43].  Howev-
er, it is not suggested that the internal organization and in-
terconnections are the same.  At this point, the similarity 
goes no further than the level of abstraction, the scale, and, 
it is hypothesized, the basic function being implemented. 
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Studying a standalone column is of primary interest 
here, but a topic of ongoing research is the development of 
Temporal Neural Networks (TNNs) consisting of multiple, 
hierarchical columns. Often in the literature, TNNs that em-
ploy temporal encoding are referred to as the more generic 
“SNN”.  However, not all SNNs are TNNs.  Many proposed 
SNNs use spike rates to encode values, rather than relation-
ships among individual spike times as in TNNs. 
1.3 Contributions 
Online unsupervised clustering can be a key enabler of  
energy efficient edge processing applications, provided it 
can be implemented in a way that is simple, accurate, and 
has low online training costs. 
At a high level, the paper does three things: 1) Establish-
es a paradigm that can be described and easily understood in 
terms of centroid-based operations, 2) Proposes a prototype 
implementation that combines a number of concepts from 
neuroscience, 3) Includes simulation results that demon-
strate the basic implementation works as the centroid-based 
rationale says it should.  Along the way significant contribu-
tions to TNN theory are made: 
1) STDP is a central topic.  Classically, STDP is consid-
ered for cases where synaptic weight updates are based on 
the occurrence of both an input and an output spike. How-
ever, it is demonstrated here that cases where there is only 
one spike are at least as important. Also, an STDP search 
mode is shown to reduce learning times and permit arbitrary 
initial synaptic weights. Consequently, there is good support 
for online adaptability.  
2) It is shown that neuron response functions with a 
sloping leading edge (a ramp) provide more functionality 
than a step leading edge.   A trend today is toward step re-
sponse functions, at least partly because they are readily 
amenable to event-driven implementations and simulation.  
However, this sacrifices temporal capabilities offered by a 
ramp, so the approach here runs counter to the trend. 
3) It is based on a small integer model rather than a 
commonly-used real model.  From the bottom-up, this ap-
proach supports a simple direct hardware implementation. 
2 BACKGROUND AND RELATED RESEARCH 
The proposed column architecture is based on five main 
elements drawn from the neuroscience literature: 1) Tem-
poral coding 2) Excitatory neuron model (inference) 3) In-
hibition model 4) Column architecture 5) STDP training. 
These are each discussed in historical sequence. 
2.1 Temporal Coding  
In 1982, Abeles proposed a high level model for ex-
plaining neocortical computation [1][2].  Synchronous syn-
fire chains are groups of excitatory neurons, organized into 
layers, that process and pass information as a wave, or vol-
ley, of precisely timed spikes.  
In 1989, Thorpe and Imbert [55] made a persuasive ex-
perimentally-supported argument for inter-neuron commu-
nication via precisely timed spikes.  In contrast, communi-
cation via rate encoding is implausibly slow. In 1990 
Thorpe [56] proposed precise spike timing relationships as a 
basis for neocortical communication. Strongly stimulated 
neurons produce relatively early spike times, and less 
strongly stimulated neurons yield later spike times. 
In 1995, Hopfield [28] proposed a specific temporal cod-
ing method (Figure 1) where synaptic weights control neu-
ron input delays. Training the weights essentially tunes the 
delays to temporal spike patterns. Hopfield further proposed 
that model neurons exhibit radial basis function (RBF) be-
havior, where output spike timing indicates how well a giv-
en input pattern matches the pattern of trained weights. 
Regarding precision, Gray et al. [23] suggest that spike 
volleys are synchronized by gamma oscillations, leading to 
a temporal coding interval of 5-10 msec. within which all 
spikes in a coordinated volley occur.  Experiments show 
that excitatory neuron spiking behavior is repeatable to 
within 1 msec [11] [37]. Combining a 5-10 msec coding 
window with 1 msec coding precision yields about 3 bits of 
resolution (4 at most). Consequently, the computing model 
developed in this paper is based on low resolution integers. 
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Figure 1. A spike volley.  The presence of a spike indicates the 
presence of a feature and the time of a spike indicates the fea-
ture’s relative strength, with 0 being the strongest. 
2.2 Excitatory Neuron Model (Inference) 
Seminal work in neuron modeling is due to Hodgkin and 
Huxley [27].  Their objective was a high degree of biologi-
cal accuracy.  Toward the opposite end of the complexity 
scale lie models emphasizing computation, many of which 
are variants of a “leaky-integrate-and-fire” (LIF) model 
[20][52][57]. 
An elegantly simple, and widely used, model for neuron 
behavior is the Spike Response Model (SRM) proposed in 
1994 [21].  A simple form of SRM is illustrated in Figure 
2a.  In the SRM0, input xi connects to the neuron body via 
synapse i having weight wi. The neuron operates as follows. 
1) If there is a spike on xi, then the value of the synaptic 
weight wi selects a pre-defined response function. 
2) In the neuron body, the synaptic response functions 
are summed, yielding a net body potential.  
3) When, and if, the body potential reaches a threshold 
value , a spike on output z is produced at that time. 
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b) Four example response functions 
Figure 2. SRM0 excitatory neuron model. 
Typically, different synaptic weights map to response 
functions that differ only in amplitude, although this is not a 
requirement. Example response functions are in Figure 2b. 
The Tempotron model [24] uses a biexponential response 
function.  Maass [36] uses piecewise linear response func-
tions.  Some more recent research uses step no-leak 
[18][19][31]. The response function used in this paper is 
ramp no-leak. 
In the mid-1990s, Maass [36] used a spike response 
model for studying the computational capabilities of spiking 
neurons, in which precise spike timing relationships are 
fundamental to the model. Maass defines temporal coding 
and TNNs formally. (he calls them “SNNs”, but as noted 
earlier, the scope of “SNNs” has since expanded to include 
rate-based coding methods). 
2.3 Winner-Take-All Inhibition 
Winner-Take-All (WTA) methods go far back in the an-
nals of machine learning, and in one form or another WTA 
is ubiquitous amongst TNNs. An important experimentally-
supported principle is that, unlike excitation, inhibition is a 
bulk process where inhibitory neurons act collectively to lay 
down a “blanket of inhibition” [29].  The WTA function is 
invoked by the first (strongest) spike in a volley and pre-
vents other excitatory neurons from spiking. 
WTA inhibition over a bundle of lines was proposed by 
Thorpe in 1990 [56] and was used by Natschläger and Ruf 
in their seminal 1998 paper [44].   There have been several 
variations of WTA, for example k-WTA where the k first 
spikes are allowed to pass through uninhibited [38]. 
2.4 Column Architecture 
An early column architecture of the type considered in 
this paper was proposed and studied by Natschläger and Ruf 
[44]. See Figure 3.  Their objective is “RBF behavior” 
achieved by combining excitatory neurons with WTA inhi-
bition.  A parallel group of q excitatory neurons are trained 
without supervision to identify q RBF-like centroids. Then, 
inference proceeds as follows: 1) an input is applied, 2) each 
RBF neuron implicitly computes the distance with respect to 
its centroid, and 3) WTA inhibition selects the first neuron 
to spike; i.e., the one that computes the least distance. 
Early efforts by Simon Thorpe and his group combined a 
form of STDP with “rank-order coding” [58][60] that used 
feedforward inhibition as a mechanism for encoding tem-
poral relationships.  A later, more conventional STDP 
method, akin to the one used in this paper, is described in  
[25], and a full column architecture is in [40].  It uses a no-
leak response function because, as the authors argue, the 
leak observed in biology is merely a re-set mechanism, 
which can be simulated in other, simpler ways.  A no-leak 
response function is used in this paper for the same reason.  
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Figure 3.  A column consists of a synaptic crossbar feeding a 
column of parallel excitatory neurons. WTA inhibition selects 
the first (strongest) output.  STDP adjusts weights according to 
input and output spike times.  
2.5 STDP  
Hebb [26] observed that repeated temporal coincidence 
between a synapse’s input spike and its neuron’s output 
spike tends to increase the synapse’s weight. Although in-
sightful, this observation is also very general. In 1983, Levy 
and Steward [35] established the classic STDP update rules:  
if an input spike precedes its neuron’s output spike, then the 
synaptic weight is increased; if the input spike follows its 
neuron’s output spike, then the synaptic weight is decreased.  
Gerstner et al. [22] proposed a theoretical foundation for 
STDP as an integral part of a computing paradigm. The key 
feature is weight update rules that result in a “competitive 
self-organized process” that trains a neuron’s synapses to 
recognize certain input spiking patterns. This proposition 
was supported by independent experimental work by Mar-
kram et al. [39] .  Bi and Poo [6] provided additional exper-
imental support and fleshed out a more complete functional 
model for STDP.    
2.6 Spiking Neural Networks 
As considered in this paper, a TNN embodies all five of 
the key elements just listed.  Most of the research on SNNs, 
however, employs only a proper subset, and therefore dif-
fers significantly from the approach taken here.   
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Some SNNs use rate-coding, not temporal coding  
[12][29][32][34][45][50][51]. Values are expressed as spike 
rates, typically Poisson-encoded. Most of these networks 
train with back propagation, often using schemes transport-
ed or transformed from CNNs.  Other SNNs combine rate 
coding with STDP [5][10][16][17] [46][54] or with an auto-
encoder method [48] that achieves unsupervised learning. 
Other SNNs use temporal coding and train via back propa-
gation [9][14][42][49][61].  As with rate-coded SNNs, back 
propagation is typically transported or transformed from 
conventional CNNs. 
The above covers a large fraction of SNNs, leaving 
TNNs that employ all five features (or at least come close). 
RBF neural networks[8][44][41] have all the features, alt-
hough the STDP method is unorthodox, as is the synaptic 
network. The Tempotron [24] uses supervised STDP to con-
struct centroids based on labels. 
A notable body of TNN research comes from Thorpe et 
al. [7][25][31][40][58]. This model is also used in [18][59].  
The research in this paper is mostly closely aligned with this 
body of research. The approach in [31] is typical and fea-
tures of that work are singled out later for comparisons. 
2.7 Platforms 
Some SNN research is directed at “platforms” rather 
than “paradigms”.  Platforms support spiking neuron mod-
els, but are not computing models themselves.  They have 
lots of flexibility designed-in so they may support research 
on a wide variety of models.   
Platforms range from simulators to special-purpose 
hardware.  Most closely related to research in this paper is 
special-purpose hardware constructed with conventional 
CMOS.  The IBM TrueNorth system is a prime example 
[4][13].  The Intel Loihi [15] is a more recent effort.   
Exploring direct CMOS implementations is a long range 
objective of this research effort.  However, the approach 
taken here is to first develop and optimize a computing 
model via software simulation. Then, a direct application-
driven CMOS implementation will be considered.  The 
eventual CMOS implementation will lack much of the flex-
ibility of the research platforms, but will not be burdened 
with the hardware and efficiency overheads that come with 
flexibility. 
3 COLUMN ARCHITECTURE 
An overall block diagram is in Figure 3.  The column ar-
chitecture operates on an input volley xi consisting of p 
spikes: xi = [xi1, ...  xip],  xij  

0N .  The superscripts are 
omitted when there is no ambiguity.   The set

0N  models 
time in discrete units and consists of the non-negative inte-
gers plus the special symbol “” that models the case where 
there is no spike. In Figure 1,  x =  [0, 3, , 1].  
An input volley, encodes a vector, pattern or image 
(these will be used interchangeably). A spike indicates the 
presence of an associated feature, and the relative strength 
of the feature is encoded as the spike time relative to the 
first in a volley.  I.e., an earlier spike indicates a stronger 
feature.  A feature can be as simple as a single pixel. 
Via an unsupervised training process, a column parti-
tions a multi-set of patterns P = [x1, x2, ..., x|P|] into clusters 
of similar patterns: 
Ci ⊆  P ; ∀ i, j: i ≠ j Ci ∩ Cj = ∅ . 
As commonly defined, the centroid ck of cluster Ck is an 
element-wise average of all the members of Ck.   
Online unsupervised clustering is performed by passing 
input volley x through a p × q synaptic crossbar to q SRM0 
neurons. The crosspoints hold a weight matrix W;  0 ≤ wij ≤ 
wmax .  W is established via a column-level unsupervised 
training process that adjusts the weights so that each neuron 
eventually identifies a cluster i.e., there is a high correlation 
between a neuron’s synaptic weights and a cluster’s cen-
troid. (Note that the learned “centroids” are only approxima-
tions and are not strictly-defined mathematical centroids.) 
For a given input x, the excitatory neurons evaluate centroid 
distances (approximately), and the neuron associated  with 
the nearest centroid fires first.  Subsequently, WTA inhibi-
tion selects the nearest centroid, say ck, and a spike on out-
put zk serves as a cluster identifier.  
Furthermore, the spike time on output zk indicates the 
relative distance from the nearest centroid.  Hence, the in-
ference process exhibits “RBF behavior” [44] by determin-
ing 1) cluster membership, indicated by the presence of a 
spike, and 2) the distance from the cluster’s centroid, indi-
cated by the spike’s relative time.   
3.1 Excitatory Columns (Inference) 
In this section, it is assumed that training has established 
a stable set of weights. To simplify discussion, assume a di-
rect relationship between times and values (see Figure 1).  If 
a temporal event occurs at time t, then its value is t. 
Excitatory neurons employ ramp no-leak response func-
tions ρ(w,t) that map an integer weight 0 ≤ w ≤ wmax and an 
integer time t onto the non-negative integers.   
ρ (w,t) = 0   if  t < 0    
           = t +1   if  0 ≤ t < w    
           = w   if  w  ≤  t 
Neuron j generates output yj as a two-step process. First, 
spike-time-shifted response functions are summed at the 
body of neuron j to yield a body potential, vj : 
vj(t) = Σ ρ(wij, t - xi)  for i = 1..p 
Second, depending on the body potential, the output is pro-
duced via the spiking function σ:    
yj = σ(vj(t),θ) = the smallest t for which vj(t)  ; 
yj =   if there is no such t.  
Collectively, q neurons perform function E that produces a q 
element output vector y.  I.e., y = E(x,W).  It is assumed that 
during operation the threshold θ is fixed and therefore is not 
included as a function input. 
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3.2 Inhibition 
In this paper, one of the simpler forms of inhibition is 
implemented: 1-WTA.  Only the input spike with the earli-
est spike time is passed through as an output spike. If there 
is a tie for the earliest spike, the tie is broken systematically 
by using the lowest index. 
As shown in Figure 3, WTA inhibition acts on volleys of 
size q, so the inhibitory function I has input lines y1..q and 
output lines z1..q.   Define ymin = min(yi). Then z = I(y), where  
zi = yi if yi = ymin and for any k < i ,  yk ≠ ymin  
zi =   otherwise. 
3.3 Inference 
The inference process determines cluster membership by 
evaluating the set of vector functions z = I(E(x,W)) which 
define a set of q clusters. Pattern x  Ci iff there is a spike 
on output zi,  i.e., zi  N0. Note that it is not required that 
every pattern x belongs to a cluster; i.e., for some patterns, zi 
=   for all i.   
The definition of inference is quite concise. Following is 
a lengthier discussion of the underlying concepts and ra-
tionale, using a simplified example. 
Of primary interest in this paper is temporal processing, 
consequently, although it may seem odd, primary inputs are 
temporally flattened by binarizing them. That is, all input 
lines with a spike (xi ≠  ) are converted to xi = 0. For ex-
ample: binarize([0, 3, , 1]) = [0, 0, , 0].  After binarizing, 
a spike indicates the presence or absence of a feature, not its 
relative strength. Although column inputs are binarized, 
column outputs are not.  From an experimental perspective, 
the idea is that by removing temporal information from the 
inputs, all temporal information in the outputs must be due 
to temporal processing. This gives clearer insight regarding 
the features and capabilities of temporal processing; in par-
ticular, it exposes RBF behavior.   
The STDP strategy strives for weights that stabilize at a 
bimodal distribution; i.e., the predominant weights are 0 and 
wmax = 8. The weights associated with a given neuron’s in-
puts are strongly correlated with its cluster’s centroid in the 
following way: a weight of wmax  indicates a feature more 
likely to belong to members of the cluster and a weight of 0 
indicates a less likely feature.    
Because binarized input spikes all occur at t = 0, a neu-
ron’s body potential is the sum of ramp no-leak response 
functions with no time shifts:  v(t) = Σ ρ(wi, t).  An input x 
containing k spikes feeding synapses with weight wmax 
yields v(t) =  k ρ(wmax, t).  Examples are plotted in Figure 4.  
Body potential for 1 through 4 spikes, where all syn-apses 
have weight wmax = 8. for k = 1..4.   For  θ = 8, spike times 
are shown with dashed arrows.  The output spike times car-
ry information regarding the relative strength of the associ-
ated feature match -- or the relative distance from the cen-
troid.  Given this information, WTA inhibition selects the 
output with the lowest value, indicating the most feature 
matches. 
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Figure 4.  Body potential for 1 through 4 spikes, where all syn-
apses have weight wmax = 8.  For threshold θ = 8, the output 
spike times are given on the x axis. 
3.4 STDP 
The objective of Spike Timing Dependent Plasticity is to 
partition a stream of input patterns into clusters and associ-
ate each cluster with an  excitatory neuron.  The values of a 
neuron’s synaptic weights are highly correlated with the 
neuron’s cluster’s centroid.  
STDP is implemented as a parallel set of small finite 
state machines, one at each synapse.  As each sequential in-
put is applied, the synaptic weight wij is updated for the next 
sequential input using only the synapse’s input spike time 
xi(t), the output spike time yj(t) of its associated neuron, and 
the current value of wij. 
Table 1 defines the STDP update function for a given 
synaptic weight w. (Subscripts are omitted to simplify the 
table). STDP is divided into four major cases, corresponding 
to the four combinations of input and output spikes being 
present ( ) or absent ( = ) .  When both are present, two 
sub-cases are based on the relative timing of the input and 
output spikes in the classical STDP manner [6]. 
Table 1. STDP Update Function 
input conditions weight update 
x(t)    
y(t)   
x(t) ≤ y(t) Δw = +B( capture)*B(max(F+ (w), min)) 
x(t) > y(t) Δw = -B( backoff ) *B(max(F- (w) , min)) 
x(t)      y(t) =  Δw =  +B( search) 
x(t) =     y(t)   Δw = -B( backoff ) *B(max(F- (w) , min)) 
x(t) =     y(t) =  Δw = 0 
The “search” mode is new. It occurs when there is an in-
put spike, but no output spike.  Glial cells sometimes attach 
to a synaptic connection, forming a tripartite synapse [47].  
There is evidence  that tripartite synapses support this type 
of searching behavior.  If an input spike repeatedly impinges 
on the tripartite synapse, the synapse grows in strength even 
in the absence of neuron output spiking. 
The STDP update function either increments the weight 
by Δw (up to a maximum of wmax), decrements the weight by 
Δw (down to a minimum of 0), or leaves the weight un-
changed.  The Δw values are defined using Bernoulli random 
variables (BRVs) with parameterized learning probabilities 
denoted as  with a descriptive subscript. Bernoulli random 
 6 
 
variables are well-suited to hardware implementations be-
cause a linear feedback shift register (LFSR) network can 
provide pseudo-random binary values. 
The STDP update functions include stabilizing functions 
F+ and F- , described in detail below. For initial discussion, 
temporarily ignore them (assume F+ = F- = 1). 
Informally, the column-wide STDP strategy follows. 
First, assume an initial state where all the wij = 0.  For the 
initial input patterns, there will be no output spike.  Howev-
er, weights for all synapses receiving an input spike will be 
pseudo-randomly incremented by B(search).    As this sto-
chastic updating continues, the synapses receiving more 
spikes increment more often.  This process of updating syn-
apses in the absence of output spikes is “stochastic search”. 
Eventually, weights feeding one of the neurons become 
high enough that an input pattern causes the neuron to fire 
an output spike.  This triggers the “capture” of a cluster:  the 
weights of synapses receiving input spikes will be further 
increased by B(capture), and weights of synapses not receiv-
ing an input spike will be decremented by B(backoff ). As a 
consequence, the neuron’s synaptic weights become more 
strongly associated with the input pattern’s cluster. 
Meanwhile, input patterns dissimilar with respect to the 
given cluster eventually trigger output spikes in other excit-
atory neurons, and, by the mechanism just described, the 
other neurons eventually capture clusters.   
When in a stable state, every neuron is associated with a 
cluster. However, the stochastic search mechanism contin-
ues in order to adapt to changes in input patterns at the mac-
ro-level. As long as a pattern belonging to a cluster appears 
frequently enough, the backoffs will dominate the searches, 
and a cluster remains “captured”.   
However, if the sequence of input patterns does change 
at a macro-level, then a neuron may disassociate itself from 
one cluster (which has become much less common) and as-
sociate itself with a different one (which has become much 
more common).  This occurs if the backoffs don’t occur fre-
quently enough to hold back the searches.  I.e., stochastic 
search eventually causes a neuron to fire for, and possibly 
capture, a new cluster. 
The STDP rules used here only depend on the sign of Δt  
and the current weight, as embodied in the stabilization 
functions F+ and F- The desired characteristic of the F func-
tions is that if weights are close to 0 or wmax, they will have 
a bias to stay there. Following is the definition of function 
F+ (w); F-(w) is defined in an analogous manner.  
Because F+ (w) is the parameter for a BRV, weight w is 
first normalized to fall between 0 and 1: wn = w/wmax. Then, 
as a heuristic, F+(w) = (wn)(2-wn) because it is simple and 
exhibits the following desired characteristics. If the STDP 
update rule indicates that w should be incremented and w is 
close to 0, then w will tend to “stick” close to 0 because the 
probability of an update is made smaller by a factor of F+. 
However, if increment conditions occur frequently enough, 
the rate of increments will increase, and w will gradually ac-
celerate toward wmax, eventually settling at wmax.  
The F functions are constrained by a floor  (min ) on the 
values of F+ or F- .  Using min avoids the possibility of a 
weight becoming permanently stuck at 0 or wmax. Because 
the functions are implemented as BRVs, the multiplications 
implied by Table 1 are implementable as single AND gates. 
4 SIMULATIONS: DECODING NOISY MESSAGES 
The following simulations demonstrate operation of the 
proposed column architecture. In a semi-synthetic demon-
stration benchmark, a finite set of “messages” or “patterns” 
are transmitted over a noisy channel. At the receiver, the se-
quence of noisy received patterns are “de-noised” and de-
coded to determine the transmitted message. 
4.1 Simulation Dataset 
The simulation dataset is based on ten Arabic numerals 
selected rather arbitrarily from the 28×28 patterns in the 
MNIST dataset [33].  These ten baseline patterns were used 
because they are “organic” in a sense: they are not syntheti-
cally contrived to be well-behaved (or ill-behaved) by the 
researcher. 
Long pseudo-random sequences of the ten selected pat-
terns were generated, with pseudo-random noise being add-
ed to each.  Specifically, a fraction of the pixels are flipped 
from 1-to-0 or 0-to-1 with probability .30.  Preliminary ex-
periments indicated that anything less than .30 is insuffi-
ciently challenging. 
 The ten selected numerals are shown in Figure 5 in bi-
narized form. Most of the simulations reported here use an 
8×8 receptive field (RF) taken from the center of the image.  
A typical noisy version for each of the images is also given. 
4.2 Evaluation Metrics 
The k-means algorithm is a standard method for unsu-
pervised clustering.  It is a compute-intensive process that 
begins with a set of k randomly or heuristically placed cen-
troids and repeats 2-step epochs: 1) determine clusters based 
on nearest centroids, 2) determine a new set of centroids 
based on these clusters. The process continues until the cen-
troids converge: centroids at the end of step 2 are the same 
as (or very similar to) the centroids at the end of step 1. 
 
a) Original 28×28 images. 
 
b) 8×8 RFs taken from the center. 
 
c)Exampes of noisy 8×8 RFs. 
Figure 5. Ten baseline numerals selected from the MNIST da-
taset. The numerals:image numbers are:  0:157  1:9    2:17    
3:51   4:151   5:220    6:63   7:423   8:344   9:163. 
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The k-means algorithm has an implied internal conver-
gence metric.  Centroid convergence is the fraction of pat-
terns at the end of an epoch whose nearest centroid is asso-
ciated with their assigned cluster from the previous epoch. 
In this paper, the sum of absolute differences (sad) distance 
metric is used, unless stated otherwise. For patterns x and y,  
sad(x,y) = Σi=1..p | xi - yi |. Given a set of q clusters C1..q and 
their associated centroids c1..q, the nearest centroid for pat-
tern x is ci such that sad(x, ci) ≤ sad(x, c j)  for all i ≠ j.  If i 
is not unique, the centroid having the smallest such i is sys-
tematically chosen.   
c_conv = Σi =1..q ΣxCi sad(x,ci) ≤ sad(x,c j) / |P| , i ≠ j 
where |P| = Σi = 1..q |Ci |. 
The average distance metric is average distance of input 
patterns from their cluster’s centroid.   
avg_dist = (Σ i=1..q ΣxCi  sad(x,ci)) / |P| 
Weight convergence is a measure of the bimodal character 
of the synaptic weight distribution.  The closer the metric is 
to 0, the closer all the weights are to either 0 or wmax.  This 
metric is adopted from [31]. 
w_conv =[Σi =1..q Σj =1..p  wij (wmax - wij)] / p*q* wmax 
For some datasets, input patterns have a known label. After 
unsupervised training and inference are complete, cluster re-
sults can be compared retrospectively with the known la-
bels. Purity [3] is a measure of the degree to which all input 
patterns with the same label are mapped to the same cluster. 
Assume l labels, and  Lj is the set of patterns having label j.  
purity = Σi =1..q  maxj=1..l | Ci ∩ Lj | / |P|  
If all the elements of each cluster have the same label, then 
purity = 1.  For the simulations reported here, purity may be 
informally interpreted as “accuracy”. For a given cluster, the 
most common label is considered to be “correct”, so purity 
is the fraction of patterns having “correct” labels. 
4.3 Experimental Configuration 
A pre-processing step generates the negative of input 
images, and both the positive and negative images are ap-
plied as column inputs. Hence, an 8×8 image is converted to 
a PosNeg 8×8×2 image that is transmitted to a column as 
128 lines, 64 of which contain spikes. In example figures, 
only the positive part of the image is shown.  
This method is similar to (but not the same as) OnOff 
coding in the retinal ganglion cells.  Such balanced encod-
ing is important at interfaces where incoming values are not 
necessarily temporally correlated with strengths.  
The excitatory neurons employ ramp no-leak response 
functions.  Training is via STDP as described in Table 1, 
with wmax = 8.  Inhibition is 1-WTA with systematic first-
index tie breaking.  The simulated column is constructed 
with the foreknowledge that there are 10 clusters, hence 
there are 10 excitatory neurons.  For the 8×8×2 RFs used in 
the experiments, there are therefore 128 inputs feeding 10 
excitatory neurons through a 1280 synaptic crossbar. 
The simulator implements an integer model and parame-
ters are specified as non-negative integers. The BRV µ pa-
rameters for STDP updates are specified as an integer nu-
merator, and the denominator is always understood to be 
1024.  For example if µ = 16, then the BRV µ parameter 
=16/1024. 
A simulation run consists of 70000 pseudo-random, 
noisy input patterns.  These are simulated with learning al-
ways turned on.  The first 60000 are considered a warm-up 
sequence, and test results are computed only for the final 
10000 images. 
4.4 k-means performance 
For comparison, the k-means algorithm was applied to 
the benchmark sequence.  To be consistent with column 
simulations,  the first 60,000 8×8×2 patterns were used for 
training.  k-means clustering was performed for a total of 
1024 pseudo-randomly generated sets of initial centroids. 
For each, the algorithm stopped when the c_conv metric 
reached at least .99.   This required 7 to 25 epochs, with 10 
being typical.  The next 10K noisy input patterns were then 
partitioned into clusters using the k-means centroids, and the 
purity metric was computed. For the 1024 cases, the best 
clustering accuracy (as measured by purity) was .92; the 
worst was .74 with a mean of .89. 
4.5 Baseline Results  
The first set of simulations began with all weights ini-
tialized to 0.  A range of search parameters were simulated:  
μsearch = 2, 3, 4.  For each of these, a parameter space con-
sisting of  θ, μcapture, μbackoff , and μmin was searched, with top 
performing results chosen. 
For a second set of simulations μsearch = 0, and the 
weights are initialized to relatively high values.  The ra-
tionale is that with high initial weights, a search mode may 
not be necessary; the weights are already at a level where 
any input pattern will produce an output spike, thereby initi-
ating cluster captures.   In one simulation run, the weights 
are initialized to a value of 7, and in the other they are as-
signed according to a pseudo-random normal distribution 
with mean = .80*wmax and st. dev. = .05* wmax.  These corre-
spond to the values used in [31]. 
Overall, there are five STDP configurations plus the k-
means baseline. Results are in Table 2.  
Focus first on the overall performance metrics. They are 
virtually the same for all five configurations; too similar to 
justify plotting the results. They all have a purity of .89 to 
.92.  Across the five STDP approaches, the c_conv metric is 
virtually the same, and according to the w_conv metric, 
weights converge to a bimodal distribution as expected. The 
k-means numbers are slightly better than the STDP num-
bers.  Similarity across all the metrics is reassuring -- a simi-
lar stable point is reached for a variety of initial conditions 
and parameters. 
 
 
 8 
 
Table 2. Baseline Results 
Configuration θ µmin µcapture µbackoff w_conv avg_dist c_convlm_Cconvpurity
µsearch = 2 60 32 224 304 0.01 54.5 0.94 0.90
µsearch = 3 60 32 224 320 0.01 54.3 0.94 0.90
µsearch = 4 60 32 224 336 0.01 54.1 0.93 0.89
µsearch = 0 
 w  = 7
60 36 256 320 0.01 54.9 0.93 0.91
µsearch = 0  
  w = (.8,.05)
60 36 208 304 0.01 54.9 0.93 0.89
k -means
 (1024 trials)
53.6 0.97 0.92
Parameters Performance Metrics
 
4.6 STDP Updates 
To visualize the convergence process, the counts of 
STDP update operations for the μsearch = 3 configuration are 
plotted in Figure 6. These are actual weight updates, after 
the BRVs are applied. 
The behavior is as expected.  Initially, when the weights 
start at 0, there is a relatively large number of searches.  By 
the end of the first 1000 inputs, captures and backoffs have 
kicked-in, indicating the capture of clusters.  These peak at 
2000 inputs. Searches then become less frequent, and even-
tually a steady state is achieved where all three update oper-
ations reach near-constant levels. The simulated configura-
tions μsearch = 2,3,4 have STDP update paths that follow sim-
ilar phases. In general, the higher the μsearch, the faster con-
vergence occurs, but at a cost of more STDP updates. 
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Figure 6. STDP update counts for μsearch = 3. 
The remainder of this subsection is focused on STDP 
update operations. Convergence is covered in the next sub-
section. STDP weight update counts are important because 
they are potentially a big burner of dynamic power.  There 
are typically far more synapses than neuron bodies, so pow-
er consumption in the synapses is a major concern.   
For five simulated configurations, the average numbers 
of updates per applied input pattern are given in Figure 7.  
There are two sets of data: one is an average over the first 
10K inputs, while the system is learning, and the other is for 
the last 10K, when the system is in stable steady state 
The totals vary from 3 to ~7 updates per input pattern, 
with more during the initial learning period than during 
steady state.  That is, only about 3 to 7 out of the 1280 syn-
aptic weights is updated (fewer than 1 percent) per input 
pattern.  This is good. Updates are very sparse, so energy 
consumption will be relatively low.   Better yet, this is the 
case for dense input spiking patterns; sparse input patterns 
are likely to consume even less energy for synapse updates.  
Finally, as expected, the higher search values lead to more 
STDP update activity.  
The μsearch = 0 models are more economical with respect 
to STDP updates.  Not only are there no searches, but in 
steady state, backoffs are significantly reduced because they 
are not longer needed to offset the searches. 
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Figure 7. STDP update counts for five configurations. Left 
bars are for first 10K inputs; right bars are for last 10K inputs. 
The advantage of search is that it enables the STDP 
mechanism to reach a stable weight distribution regardless 
of its initial state; the initial state can even be 0, as in the 
simulations.  Another issue is whether the search-less meth-
od can easily adapt to macro-level input changes. This is 
discussed further in Section 4.9. 
A good design point for comparison is the STDP update 
function used in [31].  It implements a version of the μsearch = 
0 model, where the weights (which range from 0 to 1) are 
initialized according to a normal distribution with mean = .8 
and StD = .05. For STDP updates referred to here as “cap-
ture” and “backoff”, the functions in [31] are similar to the 
ones used here. 
Performance is on a par with the configurations that im-
plement a search.  However, as shown in Section 4.7, con-
vergence to stable weights is slower.  And, as noted above, 
there may be an issue regarding adaptability. 
Beyond functional differences, there is also a significant 
implementation difference between the BRV update ap-
proach used here and the much more common deterministic 
increment approach as exemplified in [31].  In that work,  
STDP weight increments are deterministically .004 and dec-
rements are -.003. To increment up or decrement down over 
the full range of weights, from 0 to 1 as in [31], requires at 
least 300+ separate decrements or 250 increments. Perhaps 
not a problem in a software implementation, this would be 
computationally burdensome in a direct hardware imple-
mentation as considered here.   
For the envisioned direct hardware approach, weights 
are small integers, and STDP updates are done probabilisti-
cally via BRVs.  Incrementing up or down the full range of 
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8 weights requires only 8 updates.  Basically, a large num-
ber of small updates is being replaced by a much smaller 
number of large updates (controlled by the BRVs). 
4.7 Sensitivity and Convergence 
Both sensitivity to parameter variations and convergence 
are studied with the same set of simulations. To illustrate 
sensitivity to input parameters, the baseline μsearch = 3 con-
figuration was simulated over a parameter space consisting 
of 81 data points; three each for θ = 60 ± 4; μcapture = 224 ± 
16;   μbackoff = 336 ± 16.  The purity results for these 81 pa-
rameter sets are sorted from highest to lowest and plotted 
with solid lines in Figure 8.  Best results are for a warm-up 
period of  60K images, with evaluation over the next 10K 
(“60K+10K”).  This allows a lot of time for stable weights 
to be reached.  As shown, nearly all parameter settings yield 
a purity that is near the best, so the results are relatively in-
sensitive to a range of learning parameter settings. 
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Figure 8. Sensitivity to parameter variations.  Three warm-up 
periods were used (10K, 20K, 60K) for two configurations:  
μsearch = 3 (solid lines) and μsearch = 0, w = 7 (dotted lines). 
Next, consider the other two sets of solid lines in Figure 
8: 10K+10K and 20K + 10K.   A warm-up of 20K is suffi-
cient for convergence in about a quarter of the cases. With a 
warm-up of 10K, only a few parameter settings yield passa-
ble purity levels.     
In contrast, similar simulations with μsearch = 0, w = 7 are 
plotted with doted lines. These also perform well with the 
long 60K warmup period, but not over as wide a parameter 
space as with μsearch = 3. The 20K and 10K warm-ups per-
form significantly worse than μsearch = 3 for all the parameter 
settings. This is indicative of slower convergence in the ab-
sence of a search mechanism.  
Combining the observations regarding convergence with 
the results in Figure 7, the expected tradeoff between learn-
ing times and STDP update counts is clearly present.  High-
er search parameters lead to faster learning, but they also 
lead to higher STDP update counts.  This tradeoff can be 
managed by adjusting the μsearch parameter (combined with 
corresponding adjustments in μcapture ,   μbackoff ). 
4.8 Temporal Processing 
An important design objective is achieving “RBF behav-
ior”; i.e., the presence of an output spike not only indicates 
cluster membership, but the relative spike time indicates the 
distance from the centroid.   
In an idealized system, consider the relationship be 
number of feature matches, the threshold, and the output 
spike time.  The number of feature matches is indicative of 
the distance from the centroid: more matches imply smaller 
distance. In the idealized system, assume the ramp response 
function does not flatten; I.e., ρ(w,t) = 1 + t  ; t ≥ 0. 
With binarized inputs, all ramp responses begin at t = 0.   
For m feature matches, the body potential vm is the sum of m 
response functions ρ:  vm(t) = m + m*t .   An output spike is 
produced at the time the threshold is reached; for m match-
es, define this to be tm , so the condition for outputting a 
spike is:  m + m*tm  ≥   .  Because times are integers: 
tm = ⌈ /m ⌉ - 1. 
This is an inverse relationship: for values close to m, rel-
ative spike times will be packed closer together. This is il-
lustrated in Figure 4.  Body potential for 1 through 4 spikes, 
where all syn-apses have weight wmax = 8.  In that example, 
however, the numbers of feature matches are relatively low 
(4 or fewer), so the spike times offer good temporal resolu-
tion. With high numbers of spikes, 64 in the simulated RFs, 
the threshold must be fairly high in order to get similar tem-
poral resolutions.  
For the column under consideration, say satisfactory 
temporal resolution is about 3 bits, or separating numbers of 
feature matches into roughly 8 buckets according to output 
spike times.  For the simulated columns, this can be 
achieved with a threshold of 512 (see Figure 9). In the fig-
ure, both cumulative coverage and purity are plotted. In the 
example plots, the coverage “sweet spot” consists of spike 
times 14-18.  In that region, both cumulative purity and 
coverage vary approximately linearly, indicating roughly 
equal size “buckets”, with equal size differences in purity. 
This is very desirable behavior. 
Important design note: a threshold of 512 is fairly costly 
if it is implemented in full.  However, there is a useful, 
much cheaper approximation.    If a neuron has an imple-
mentation threshold θI, we can extrapolate the output spike 
time with a higher functional threshold  θF.  
Under the simplifying assumptions of binarized inputs 
and unbounded ramp functions, the sum of the response 
functions is also a linear ramp. Let zI  be the output spike 
time using the implemented threshold θI.  If v is the body 
potential of the neuron when θI is reached, then  zF/θF = 
zI/v, and because a threshold crossing occurs at an integer 
time :  zF =  ⌈zI θF /v ⌉ .  This approximation is implemented in 
the simulator that produced results in Figure 9. 
Finally, note that the requirement of high thresholds 
arises because of the input high spike counts.  However, 
with one hot cluster identifiers, a column’s output volleys 
are sparse. And when layered in a TNN, columns other than 
the first will typically receive  sparse input volleys so a low 
threshold will be sufficient for good RBF behavior. 
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Figure 9 Cumulative coverage and purity for θ = 512. 
A commonly used response function is step no-leak [31].  
If a step no-leak response function is substituted for the 
ramp no-leak function, then the key metrics do not change:  
avg_dist, c_conv, and purity are the same.  In other words, 
the step no-leak finds the cluster centroids just as well as the 
ramp no-leak does. On the other hand, RBF behavior is 
completely absent.  When the input is binarized, all output 
spikes occur at exactly the same time; there is no temporal 
processing. So, the ramp no-leak response function provides 
additional computational capability: RBF behavior.   
A classic theoretical result due to Maass [36], is that a 
step response is functionally less capable than a ramp re-
sponse  function (subject to a set of reasonable assump-
tions). This result is aligned with the observation just made, 
and for similar reasons.  
4.9 Adaptability 
A important feature of online learning is that if the input 
patterns change at the macro level, then the cluster centroids 
dynamically adapt to the new input patterns.  To demon-
strate this, an input sequence consisting only of the odd nu-
merals is first applied, followed by a sequence consisting of 
the even numerals.  The transition point happens to fall at 
34916.  The same 8×8×2 RFs and column architecture are 
used as before. Both the μsearch = 3 configuration and the 
μsearch = 0 configuration (w = 7) were simulated.  The odd 
sequence was warmed up for the first 24916 inputs and met-
rics were  computed over the next 10K inputs -- up to the 
odd-even transition.  For the even numerals, warm-up con-
sisted of the first 60K patterns -- through all the odd numer-
als and past the transition to the even numerals -- and met-
rics were computed for the final 10K evens. 
Table 3. Odd-Even Results 
Configuration θ µmin µcapture µbackoff w_conv avg_dist purity
µsearch = 3 odds 60 32 224 320 0.01 54.1 0.90
µsearch = 3 evens 60 32 224 320 0.01 57.9 0.94
µsearch = 0
  w  = 7 odds
60 36 256 320 0.01 54.4 0.91
µsearch = 0
  w  = 7 evens
60 36 256 320 0.01 56.4 0.93
Parameters Performance Metrics
 
Results are in Table 3. The important takeaway is that 
both configurations successfully adapt when odd numerals 
switch to even numerals. The purity numbers are high, 
across the board.  The w_conv metric shows both configura-
tions re-converge to a bimodal weight distribution after the 
odd-even transition. Figure 10 shows the STDP update pro-
files for the μsearch = 3 configuration.  The transition from 
odds to evens is very evident: there is an abrupt increase in 
capture/backoff activity, which eventually settles to stable 
values.  Although not plotted, the μsearch = 0 configuration 
displays similar behavior. 
The successful transition when  μsearch = 0 demonstrates 
that the search function is not required for such a transition.  
This was unexpected.  The thought was that in the absence 
of a search mechanism, high initial weights gradually de-
scend down to stable levels.  Once stabilized, the weights 
may be unable to raise themselves in order to descend to 
new stable levels.  
What actually happens for this data set is the column 
under study receives inputs with high spike counts.  This, 
coupled with correspondingly dense weights, and a relative-
ly low threshold, means that any novel input will match 
some existing cluster close enough that an output spike will 
be produced, and a search is not needed to set the cluster 
capture process in motion. 
However, if both inputs and non-zero weights are sparse, 
it is not clear that there will always be sufficient spiking ac-
tivity to initiate the capture/backoff switchover to new clus-
ters.  In such cases, a non-zero μsearch  parameter may be nec-
essary.  This remains to be experimentally determined. 
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Figure 10. STDP updates for odd numerals followed by even 
numerals.  μsearch = 3 configuration.   
4.10 18×18 Results 
To show that a column’s clustering capabilities extend 
beyond 8×8×2 RFs, larger 18×18×2 RFs from the middle of 
the 28×28 images were applied to a scaled up network, con-
sisting of 10 excitatory neurons fed by 648 synapses.  Two 
column configurations were implemented (μsearch = 0 and 
μsearch = 4).   Performance with k-means was also computed.  
Results are in Table 4.  All three methods achieve ideal 
convergence of 1.0 and purity of 1.0.   
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Table 4. Simulation Results for 18 x 18 Images. 
Configuration θ µmin µcapture µbackoff avg_dist c_conv purity
µsearch = 4 56 40 232 288 274 1.00 1.00
µsearch = 0 56 40 224 240 274 1.00 1.00
k -means 272 1.00 1.00
Performance MetricsParameters
 
5 SUMMARY AND FUTURE RESEARCH 
A neuromorphic column architecture is based on five 
basic elements: temporal coding, excitatory neuron model-
ing (inference), WTA inhibition, column structure, and 
STDP training.  This paper describes a prototype column 
constructed as a combination of these elements.  Through 
experimental simulations of a semi-synthetic benchmark, 
the column is shown to operate as predicted by the underly-
ing theory.  Metrics indicate clustering capability that is on 
par with classic epoch-based k-means clustering.  An im-
portant difference between the two is that the STDP method 
proposed here is online, whereas the k-means method is of-
fline.   
The STDP method, based on BRVs, provides online un-
supervised learning with very sparse weight updates, even 
for dense input spiking patterns. The STDP method studied 
here adds an always-active “search” mode that is invoked 
when a synapse receives an input spike, but its associated 
neuron does not produce an output spike. The search mode 
reduces learning times and enables synaptic weight conver-
gence regardless of initial weights.  
 A ramp response function supports temporal processing 
which is manifested in RBF behavior.  This is in contrast to 
the commonly used step response functions.  Using a step 
response function leads naturally to event-driven implemen-
tations -- an output spike can only be triggered at the time 
an input spike is received.  Hence, being “event-driven” is 
often touted as an SNN advantage.  However, the results 
here demonstrate that some functionality may be lost when 
this is done.  In a multi-layer TNN, the strength of cluster 
matches can be passed from one layer to the next, and this 
may provide better accuracies.  However, to be clear, this 
remains to be demonstrated via experimentation, as only a 
single column was studied in this paper.  A peripheral ar-
gument in favor of a ramp response function appears in the-
oretical work by Maass [36] where ramp response functions 
are shown to be more powerful than step response functions.  
This research is part of an ongoing effort targeting a di-
rect hardware implementation: a silicon neocortex. This is 
admittedly ambitious, but is driven by the working hypothe-
sis that much of the brain’s efficiency comes from using the 
flow of time as a resource in the implementation. To facili-
tate direct hardware implementation, the model column op-
erates on low precision values encoded as spikes, or, more 
generally, transients in time.   
 Regarding future research, at the forefront is the devel-
opment of column architectures for a variety of edge pro-
cessing applications: denoising, lossy compression, front-
end ML processing, anomaly detection. 
At the lower level, silicon implementations and related 
analysis of area, energy, and delay can shed significant light 
on the performance and efficiency of a future silicon neo-
cortex. 
With regard to TNN architectures, a next step is to or-
ganize multiple columns in a hierarchical, layered structure 
to form a general TNN that parallel processes inputs from 
many RFs.  Then, temporally encoded information from the 
first layer, implemented as described here, becomes tem-
poral input into the second layer.  Of special research inter-
est are the ways a second layer can exploit its RBF-encoded 
inputs. Furthermore, the second layer will be a good testbed 
for input volleys that are much sparser than the dense inputs 
considered in this paper.   
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