We deal with the problem of the practical use of Haezendonck risk measures (see Haezendonck and Goovaerts [8] Bertsimas et al. [6]) the mean/Haezendonck optimal portfolios can be obtained through the solution of a single minimization, and that the resulting efficient frontiers are convex. We conclude with a real data example in which we compare optimal portfolios generated by a mean/Haezendonck criterion with mean/variance and mean/CVaR optimal portfolios.
Introduction
The aim of this work is to investigate several numerical issues concerning Haezendonck risk measures, as introduced in the papers of Haezendonck and Goovaerts [8] and of Goovaerts et al. [7] , and recently studied in Bellini and Rosazza Gianin [4] . We start by sketching the definition and the basic theoretical properties of these measures, addressing an interested reader to Bellini and Rosazza Gianin [4] for a more detailed discussion.
We recall that the Haezendonck measure of a loss X ∈ L ∞ is defined as
where α ∈ [0, 1) and H α is the so called Orlicz premium given by the (unique) solution of the equation see for instance Krasnosel'skii and Rutickii [12] and Rao and Ren [14] for the mathematical details.
The Orlicz premium H α and consequently the Haezendonck measure π α depend on the choice of the Young function Φ and of the parameter α; in order to avoid heavy notations we will write simply π α and H α instead of π When α ∈ (0, 1), the parameter α is related to the degree of risk aversion of the insurer; it holds indeed that H α (X) is strictly increasing in α ∈ [0, 1) (see Bellini and Rosazza Gianin [4] for the proof). Although for general losses Y the dependence of the Orlicz premium H α (Y ) on α is nonlinear, for constant c ≥ 0 we have H α (c) = c Φ −1 (1 − α) that shows that the parameter α is linked in a one-to-one correspondence to the loading factor applied to sure losses.
The minimization construction that defines the Haezendonck measure π α in definition (1.1) is similar to the optimized certainty equivalent introduced in Ben-Tal and Teboulle [5] and may have a similar financial interpretation. In a more actuarial fashion, we may see (X − x) + as the payment for a loss X when a franchise x is applied; in this view the x * realizing the minimum corresponds to an optimal choice of the franchise from the point of view of the insurer.
>From a mathematical point of view the functional π α is translation invariant by construction and may be seen as an inf-convolution of two properly chosen convex functionals. Moreover, if α = 0 the infimum in Definition 1.1 is always attained (see [4] for the proof), i.e. the inf-convolution is exact. For a recent general discussion on inf-convolutions and convex risk measures see for instance Barrieu and El Karoui [3] .
A remarkable fact is that the Haezendonck measure associated to the Young function Φ(x) = x coincides with the Conditional Value at Risk (CVaR) as defined by Rockafellar and Uryasev [16] , [17] . Hence the class of Haezendonck measures can be seen as a nonlinear generalization of the CVaR and actually does possess some of the nice computational features of the CVaR, as we will see in the following sections. The straightforward probabilistic interpretation of the parameter α and of the minimum point x * , however, does not seem to hold in the more general situation of nonlinear Φ. For a more detailed discussion and some relatively simple examples with power and exponential Young functions see again Bellini and Rosazza Gianin [4] .
The most important theorical properties of the associated risk measure ρ α (X) π α (−X), that we call Haezendonck risk measure in order to avoid sign confusions, is its coherence in the sense of Artzner, Delbaen, Eber and Heath [2] . The crucial issue is its subadditivity for general losses that has been proved in Bellini and Rosazza Gianin [4] , where also a characterization of the corresponding set of generalized scenarios has been provided.
For a practical use of Haezendonck risk measures, the first problem is the numerical computation of the Orlicz premium H α . In the next section we will study the properties of the natural estimator H α (X) that is defined as the unique solution of the equation
where x i , i = 1, ..., N , is a random sample of independent observations from the distribution X.
After a simulation experiment we will show that H α (X) can be seen as an Mfunctional in the sense of Huber [11] ; see also Serfling [18] for further details. This will enable us to derive the asymptotic consistency and the asymptotic normality of H α (X) from general arguments. Moreover, we will compute in an explicit form the influence function (see for example Hampel [9] ) of the functional H α so that its dependence on the Young function Φ will become apparent. Unfortunately, the same methodology does not applies to the Haezendonck measure π α (X), for which the explicit computation of the influence function is quite awkward. The reason is that π α (X) is not comonotone (with the trivial exception of the CVaR case) and hence cannot be represented as a convex combination of CVaR's related to different parameters α, as in Kusuoka [13] or in Acerbi [1] . We will present only a simulation study of the distributional properties of
where π α (X, x) is defined as
The last part of the paper will be devoted to portfolio optimization problems with Haezendonck risk measures. We will first prove that as in the CVaR case (see Rockafellar and Uryasev [16] , [17] ) the optimal mean/Haezendonck portfolios can be obtained through a single minimization, and that the resulting efficient frontiers are convex (see for instance Bertsimas et al. [6] ) for the proof in the CVaR case). We will conclude with a real data example based on the past four years returns of the first five stocks of the SPMIB Index in which we compare optimal portfolios and efficient frontiers obtained by using the CVaR, the variance, and two Haezendonck measures with Young functions
The paper is organized as follows. In Section 2 we deal with the problem of the numerical computation of H α and we derive the properties of H α (X); in Section 3 we investigate the distribution of π α and the joint distribution of x * and π α ; Section 4 is devoted to portfolio optimization. The proofs of the results of Section 4 are postponed to the Appendix.
Numerical computation of H α
In this section we investigate the numerical computation of the Orlicz premium H α . We remind that an analytic expression for H α (X) is available only for special cases of the Young function Φ and of the distribution of X, see Bellini and Rosazza Gianin [4] .
We define the quantity H α (X) as the natural sample equivalent of H α (X), that is as the solution of the equation
where x i , i = 1, ..., N , is a random sample of independent observations with distribution X. From the general results in Haezendonck and Goovaerts [8] it follows that this equation has always exactly one solution for any X ∈ L ∞ + , X = 0.
We start our analysis with a numerical experiment in which we analyze the distribution of H α (X) on repeated simulated data for the Young function
We remind that in this case the true value of the Orlicz premium H α (X) can be calculated explicitly. When α = 0, its espression is the following:
The knowledge of the true value H 0 (X) will enable us to assess the unbiasedness of the empirical quantity H 0 (X).
We will consider simulated data from the following three distributions: -Uniform (0, 1) -Exponential with λ = 1 -Pareto with a = 4.
We remark that although the Exponential and the Pareto do not belong to L ∞ , they do have the first two moments finite, hence for the selected Young function the Orlicz premium is still finite and well defined (see Haezendonck and Goovaerts [8] ).
The theorical values of the Orlicz premia H 0 (X) for the three considered distributions are reported in Table 2 .1. 
The parameter values chosen for our numerical experiment are c = 1, λ = 1, a = 4, q = The simulation experiment is designed as follows: for each of the three distributions considered, we simulate 1000 values and compute the corresponding value of H 0 (X) by solving numerically equation (2.1) . This is performed in Matlab environment by using the function fsolve. The procedure is then iterated 1000 times thus originating three distributions of 1000 values of H 0 (X), one for each of the three sampling distributions.
In Table 2 .2 we compare the average values of H 0 (X) with their theorical values H 0 (X) and report some other relevant statistics of the distribution of
The results does not show any systematic bias of H 0 (X). The distributions of H 0 (X) in the three cases are plotted in Figure From a graphical point of view, we see that the distributions of H 0 (X) are unimodal and roughly symmetric in the Uniform and Exponential case, while in the Pareto case it is asymmetric and heavy-tailed. A standard Jarque-Bera test does not reject the null hypothesis of normality at the 1% level for the first two cases, while it is rejected at 5% level in the Pareto case. We will see in the next section that the asymptotic unbiasedness can be proved under 
Orlicz premiums as M-functionals: asymptotic consistency and asymptotic normality of H 0
The empirical results obtained in the previous section can be derived from the asymptotic properties of the so called M -functionals (see Huber [11] or Serfling [18] for a detailed treatment). We restate here for completeness the basic definitions, focusing on the case α = 0 for notational simplicity. Let us denote with F the distribution function of X. An M-functional is a functional H(F ) defined as the solution of the equation
where ψ(x, t) is a given function ψ : R 2 → R. It is clear that the Orlicz premiums are M -functionals with
for α = 0 and with
Denote by F n the empirical distribution function of a sample of n independent observations drawn from F and denote by H n the solution of the equation
The asymptotic consistency of M-functionals can be proved under very mild hypothesis (see Serfling [18] , p. 249):
"If H(F ) is an isolated root of the equation
and if ψ(x, t) is monotone in t, then H(F ) is unique and any solution sequence H n converges to H almost surely".
In the Orlicz case the solution H(F ) of the equation that defines the premium is always unique. The solutions of the sample equations H n always exist and are unique. The function ψ(x, t) = Φ( x t ) − 1 is clearly monotone in t, hence we have asymptotic consistency of the Orlicz premia H n , that is
For what concerns asymptotic normality, we have the following result (see Serfling [18] , p. 251):
"Let H(F ) be an isolated root of the equation
and
Note that when the conditions (2.7) and (2.8) are satisfied and when it is possible to exchange the derivative with respect to t and the expectation, (2.10) can be rewritten as
In the Orlicz case, condition (2.8) is equivalent to
that is always satisfied if X belongs to L ∞ , while it has to be checked explicitly for more general X.
To be more concrete, consider once more the function Φ in (2.2) with q = 1 2 . It is immediate to check that condition (2.7) is always satisfied. Furthermore, in our three examples we have that condition (2.11) is satisfied in the Uniform and in the Exponential case, while it is not satisfied in the Pareto case, since with a = 4 the fourth moment is not finite. Hence, in this case the limit distribution may be not normal, as it is confirmed by the numerical simulations.
In the Uniform and Exponential cases it is also possible to compute explicitly the asymptotic variance by means of expression (2.10). We have indeed that
In the Uniform case, we have
.
In the Exponential case, we have
With the chosen parameters we get as theorical standard deviations of H 0 the values
that are in good accordance with the empirical values presented in Table 2 .2.
The influence function of H 0
The connection that we have established between Orlicz premia and M -functionals makes possible also to compute explicitly their influence function. Again we recall for completeness the basic definitions and results (see Hampel [9] and Serfling [18] for further details). The Gateaux differential of a generic real functional T defined on a space of probability distributions is defined as:
provided that the limit exists, and it is simply the "directional derivative" of the functional T evaluated in the point F along the direction of the distribution G.
For M -functionals the Gateaux differential can be computed as follows (see Serfling [18] , p. 245):
A very important special case of Gateaux differential is when the distribution G is concentrated in one point x, that is G = δ x . In this case the Gateaux differential, known as the influence function of T (see Hampel [9] for further details),
λ represents the infinitesimal variation of T due to a "contamination" of the original distribution F with the addition of mass in the point x.
For a general M-functional its influence function is given by
hence the influence function of the Orlicz premium H 0 is given by
Note that when it is possible to exchange the derivative with respect to t and the expectation, (2.12) can be rewritten as
(2.13)
For a fixed X, the asymptotic behaviour of IC(x, F, H) for x → +∞ is the same as Φ(x), up to a multiplicative and to an additive constant. This shows how the choice of Φ impacts on the corresponding H 0 (X): the faster Φ goes to infinity, the more sensible the premium H 0 is to a perturbation in the tail of the distribution.
Typically, Young functions grows like powers or exponentials (with the exception of the CVaR case for which Φ(x) = x), thus indicating a remarkable sensitivity to a "contamination" in the tails. In robust statistics this would be considered extremely undesirable, since it would imply a huge variation of the considered functional in presence of an outlier (that could be simply an erroneous point in the dataset).
In financial practice, however, extremal values of the underlying stocks or indices are quite common and contribute to the final performance exactly as "normal" data; they can hardly be interpreted as the result of a reporting error. Hence, we consider the influence function as a descriptive tool that captures some characteristics of the chosen risk measure rather than a normative tool that discriminates between robust risk measures (that is with bounded influence function) and non-robust risk measures (that is with unbounded influence function).
3 Numerical computation of x * and of π α (X)
The theorical results of the previous section give us a considerable amount of information about the asymptotic properties of H α (X). We now move to the problem of the analysis of
where
that is the empirical version of the Haezendonck measure π α (X). >From our previous work (see [4] ) we know that the infimum in definition (3.1) is always attained if α = 0; we will denote the minimum point with x * .
In comparison with the analysis carried on in the previous section on H α , in this case the situation is much less clear. We are neither able to derive in an analytic fashion the influence function of π α (X) nor to prove its asymptotic consistency, since in general the functional π α (X) is not comonotone, hence it cannot be represented as an integral combination of CVaR's as in the Kusuoka's general representation (see Kusuoka [13] ). It follows that the Haezendonck measure is not in general a "spectral measure" in the terminology of Acerbi [1] , hence its influence function cannot be computed in a straightforward fashion as an integral of influence functions of CVaR's with different α. For this reason we limit ourselves to a simulation study of the distributions of x * and π α (X). First of all, we show an example of the computation of π α (X) on simulated data from the three distributions previously considered and from a standard normal distribution. We compute numerically the quantities (3.2) and minimize them as in the definition (3.1) on a sample of N = 1000 values generated from the four aforementioned distributions. The minimization is performed in Matlab environment by means of the fmincon function. The procedure is repeated for the Young functions:
e − 1 and when the parameter α is set to 0.95.
The values of x * and π 0.95 (X) for the 12 different cases (3 Young functions x 4 sampling distributions) are reported in Table 3 .1. Since for Φ 1 (x) = x the theoretical minimum point x * coincides with the 95-percentile, we report it in the last line of Table 3 .1 for comparison. We see that x * is always lower than the corresponding π 0.95 (X) = π 0.95 (X, x * ); this is clear in the Φ 1 case from the probabilistic interpretation of the CVaR, and it is true in general for the Haezendonck measures from the inequality π α (X, x) ≥ x, although it is not clear if a similar probabilistic interpretation of π α (X) may be provided.
Moreover, comparing the Haezendonck measures π 0.95 (X) for the three different Young functions, we see that for all distributions they increase moving from Φ 1 to Φ 2 and Φ 3 . We could say roughly that these three Young functions are ordered according to increasing risk-aversion, although they do not satisfy the ordering condition proposed in Haezendonck and Goovaerts [8] . Anyway, it is always true (as a consequence of the well known properties of H 0 ) that at least for α = 0 it holds π In order to analyze the distributional properties of x * and π 0.95 (X, x * ) we repeat 500 times the preceding experiment and in each case we determine the corresponding couple ( x * , π 0.95 (X, x * )). We thus produce 12 simulated distributions of 500 couples ( x * , π 0.95 (X, x * )). In Tables 3.2 and 3 .3 we analyze separately the marginals distributions of x * and π 0.95 (X, x * ). In the first line of Table 3 .2 we report the theorical values of x * while in the first line of Table 3 .3 we report the theorical values of CV aR 0.95 (X). The results do not show any systematic bias in both cases, although from a distributional point of view the situation is much more complex than in the H α (X) case. Indeed, we see that the Jarque-Bera test rejects normality at 5% level in 5 over
12 cases for what concerns x * and in 6 over 12 cases for what concerns π 0.95 (X) (the cases where the normality is rejected are emphasized in bold).
The reason for this apparently erratic behaviour is that these quantities are affected both by the numerical error in the computation of H α (X) and by the numerical error in the minimization of π α (X, x); this means that the simulation analysis of the distributions of x * and π α (X, x * ) is quite difficult to perform and would require an accurate control of the numerical minimization algorithm. For this reason we just present in Figure 5 .3 the joint distribution of ( x * , π 0.95 (X, x * )).
Insert Fig. 3 about here
It is interesting to note that the two quantities x * and π 0.95 (X) are often correlated; the error on x * it is clearly not independent from the error on π 0.95 (X). However, contrary to the intuition this correlation is not necessarily always positive, as reported in Table 3 .4. 
Optimal portfolios
In this section we deal with the problem of computing optimal portfolios in a mean/Haezendonck setting and we compare them with mean/variance and mean/CVaR portfolios in a real data example. The determination of optimal portfolios with respect to the Haezendonck risk measure ρ α (X) actually involves two nested minimizations. Denoting by X = (X 1 , ..., X n ) the random vector of the assets' returns, by r = E[X] their expected values, by w = (w 1, ..., w n ) the portfolio's weights and by r p the portfolio's target expected return, the optimization problem may be written as
where W {w ∈ R n : w i ≥ 0 and w · 1 = 1} .
In (4.1), however, the two minimizations over w and over x can be carried on in one single step, exactly as in the CVaR case. In other words a result similar to 
This is very important in practical applications since it reduces the computational complexity of the problem. We give below a formal statement, while the proof can be found in the Appendix. Let X ∈ L ∞ and set X {X · w for some w ∈ W } .
The following result holds true for any Haezendonck measure.
+ if and only if both
>From the result above and from the convexity of the functional π α (X) it follows that in the α = 0 case the solution of the minimization problems (4.1) or (4.2) always exist. In order to stress its dependence on r p , we will denote by w * (r p ) the optimal portfolio, by X * (r p ) the distribution of its return and by π * (r p ) = π α (X * (r p )) its Haezendonck measure. As in the Markowitz setting, the set of points (r p , π * (r p )) will be named the efficient frontier with respect to the mean/Haezendonck criterion.
The following result (whose proof can be found in the Appendix) is a straightforward generalization of the mean/CVaR case that has been proved in Bertsimas et al. [6] .
Proposition 4.2
The efficient frontier is a convex curve in the plane (r, π α ).
We finally move to a portfolio example. Our aim is to compare the optimal portfolios obtained with three different Young functions with the mean/variance portfolio. We considered approximately 4 years of logreturns (1000 daily data) of the 5 main components of the SPMIB Index (that are Unicredito, Eni, Generali, Enel, Telecom) ranging from 14/11/2003 to 18/10/2007. The basic statistics of such logreturns are reported in Table 4 .1.
The marginal distributions of the data show a strong departure from normality, as indicated by the values of the coefficients of skewness and kurtosis. The ranking of the riskiness of the different asset is the same with the standard deviation, the 95% -VaR and the 95% -CVaR, although the ratios between these quantities are not constant, as they would be in the multivariate normal case. The correlation matrix of the logreturns over the whole 4-years period is displayed in Table 4 .2. We assume that short sales are not allowed and we compute the optimal portfolios for 50 different equally spaced values of the expected returns, both in the Markowitz case and for the Haezendonck risk measures related to the following three Young functions:
e−1 (fi3). Optimization has been performed in Matlab environment using the fmincon subroutine. To reduce numerical instabilities, various initialization points have been considered, including the optimal Markowitz portfolio and the optimal portfolio computed with the same Φ and with the closest expected return. With this procedure all the considered optimization did converge to an acceptable minimum.
The efficient frontiers are plotted in Figure 5 .4.
Insert Fig. 4 about here
As expected, the shape of the different frontiers does not change much at least from a qualitative point of view in the various cases. The slight departure from convexity that is observed occasionally is due to the numerical approximations of the optimization algorithm. In order to better display the difference between the various optimality criteria, in Figure 5 .5 we plot the weights of the optimal portfolios as a function of the target expected return r p .
Insert Fig.5 about here
As it is well known, in the Markowitz case these weights are a linear function of the expected return; this is confirmed in the upper left part of Fig. 5.5 . We see that the optimal weights for Haezendonck measures are quite different from Markowitz weights, although they show a similar dependence, at least in the bounds given by computational approximations. This difference is a direct consequence of the departure from multivariate normality of the returns' distribution; otherwise it is well known that all coherent risk measures would produce the same optimal portfolios.
Summing up, we can conclude from these preliminary numerical examples that the numerical optimization of Haezendonck risk measures can be implemented. It must be remarked that computational times are significantly greater than in the CVaR case, since the problem in general does not reduce to a linear programming problem. The experiment was run in Matlab environment by using built-in optimization routines such as fmincon; the typical time needed is around 10 secs for each point of the frontier. 
Appendix
Proof of Proposition 4.1.
(a) Set f (w 1 , ..., w n )
Since f is convex in (w 1 , ..., w n ) ∈ R n (hence also continuoussee Rockafellar [15] ), the infimum of f over W is attained. Hence:
By definition of π α and since in that definition the infimum is always attained for α ∈ (0, 1) (see Proposition 16 of Bellini and Rosazza Gianin [4] ), we deduce that
From (5.1) it follows that X * ∈ arg min X∈X π α (X), while, given such a X * , from (5.2) it follows that x * ∈ arg min x∈R x + H α (X * − x) + . On the other hand, suppose that X * ∈ arg min X∈X π α (X) and x * ∈ arg min x∈R x + H α (X * − x)
The chain of equalities above together with item (a) implies that (x
Proof of Proposition 4.2. This proof can be driven as the one done by Bertsimas et al. ([6] ; Proposition 4) in the case of CVaR. We will enclose the proof in the general (π α ) case just for completeness.
Consider two arbitrary points (r 1 , π α (X * (r 1 ))) and (r 2 , π α (X * (r 2 ))) on the frontier curve and take β ∈ (0, 1).
Set r β = βr 1 + (1 − β) r 2 and set w * (r β ) the optimal portfolio's weights. Take note that, for w β = βw * (r 1 ) + (1 − β) w * (r 2 ), the return X β of the portfolio with weights w β is given by 
