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The heat flow for Dirac-harmonic maps on Riemannian spin manifolds is
a modification of the classical heat flow for harmonic maps by coupling it to
a spinor. For source manifolds with boundary it was introduced in [8] as a
tool to get a general existence program for Dirac-harmonic maps, where also
short time existence was obtained. The existence of a global weak solution
was established in [17]. We prove short time existence of the heat flow for
Dirac-harmonic maps on closed manifolds.
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1
1 Introduction
1.1 Dirac-harmonic maps
Dirac-harmonic maps, introduced in [7], are the critical points of a functional motivated
by the supersymmetric non-linear sigma model from quantum field theory.
More precisely, letM be a compact Riemannian spin manifold with fixed spin structure
and N a compact Riemannian manifold. We denote by ΣM the complex spinor bundle
ofM . For maps f : M → N and spinors ψ ∈ Γ(ΣM⊗Rf∗TN) we consider the functional
(f, ψ) 7→ 1
2
∫
M
(
‖df‖2 + (ψ, /Dfψ)
)
dV
where (., .) is the inner product induced by the real part of the natural hermitian inner
product on ΣM and the Riemannian metric on N . Moreover, /D
f
is the Dirac operator
of the twisted Dirac bundle ΣM ⊗ f∗TN . Locally,
/D
f
ψ = ( /Dψi)⊗ si + (eα · ψi)⊗∇f∗TNeα si
where ψ = ψi⊗ si, the ψi are local sections of ΣM , (si) is a local frame of f∗TN , (eα) is
a local orthonormal frame of TM , ∇f∗TN is the pull-back of the Levi-Civita connection
on TN , and /D is the usual Dirac operator acting on sections of ΣM . We say that /D
f
is
the Dirac operator along the map f .
The critical points of the above functional are called Dirac-harmonic maps. They are
characterized by the equations {
τ(f) = R(f, ψ),
/D
f
ψ = 0.
(1.1)
Here, τ(f) = tr∇(df) = (∇eα(df))(eα) is the tension of f and R(f, ψ) is given by
R(f, ψ) = 1
2
(ψi, eα · ψj)RTN ( ∂
∂xi
◦ f, ∂
∂xj
◦ f)df(eα)
for ψ = ψi ⊗ ( ∂
∂xi
◦ f). Moreover, (., .) denotes the real part of the natural hermitian
inner product of ΣM .
Obvious examples (f, ψ) for Dirac-harmonic maps are the following: f is a harmonic
map and ψ = 0, f is a constant map and ψ ∈ ker( /D) is a harmonic spinor. In that sense,
Dirac-harmonic maps generalize the subject of harmonic maps and harmonic spinors.
Results concerning the regularity of Dirac-harmonic maps have been achieved in [6,
7, 9, 10, 23, 26, 29, 30, 31] (mainly in the case that M is 2-dimensional, since then the
functional is conformally invariant).
1.2 The heat flow for Dirac-harmonic maps
Apart from the obvious examples explained above, not many concrete examples for
Dirac-harmonic maps are known. For a general overview we refer to the discussion
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in [3, Section 2]. First examples for uncoupled Dirac-harmonic maps (i.e., the mapping
part is harmonic) are constructed in [7, Proposition 2.2]. Other examples can be found
in [18], [3]. For coupled Dirac-harmonic maps (i.e., the mapping part is not harmonic)
even less is known [18], [2].
With the aim to get a general existence program for Dirac-harmonic maps, the heat
flow for Dirac-harmonic maps,{
∂tu = τ(u)−R(u, ψ) on (0, T ) ×M , (1.2)
/D
u
ψ = 0 on [0, T ] ×M , (1.3)
was introduced in [8]. In the case that M has non-empty boundary, short time existence
(and uniqueness) of (1.2)–(1.3) was shown in [8] under the presence of certain boundary
conditions. Moreover, the existence of a global weak solution of (1.2)–(1.3) was obtained
in [17] (again for certain boundary conditions) with some existence results for Dirac-
harmonic maps as an application.
At this point we want to mention another approach, considered by Volker Branding
in his PhD thesis [4], where he studied the evolution equations for so-called regularized
Dirac-harmonic maps.
1.3 Main result and overview of the proof
Our main result is the short time existence of the heat flow for Dirac-harmonic maps on
closed (i.e., compact and without boundary) manifolds.
Theorem 1.1. Let M be a closed m-dimensional Riemannian spin manifold, m ≡
0, 1, 2, 4 (mod 8), and N a closed Riemannian manifold of arbitrary dimension. Let
u0 ∈ C2+α(M,N) for some 0 < α < 1 with dimKker( /Du0) = 1, where
K =
{
C if m ≡ 0, 1 (mod 8),
H if m ≡ 2, 4 (mod 8).
Moreover, let ψ0 ∈ ker( /Du0) with ‖ψ0‖L2 = 1. Then there exists T > 0 and a solution
(ut, ψt)t∈[0,T ],
u ∈ C1,2,α((0, T ) ×M,N),
ψt ∈ ker( /Dut) ∀t ∈ [0, T ],
of 

∂tu = τ(u)−R(u, ψ) on (0, T ) ×M,
/D
u
ψ = 0 on [0, T ] ×M,
dimKker( /D
ut) = 1 for all t ∈ [0, T ],
‖ψt‖L2 = 1 for all t ∈ [0, T ],
u|t=0 = u0,
ψ|t=0 = ψ0.
(1.4)
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Furthermore, if we are given any T > 0 and a solution (ut, ψt)t∈[0,T ] of (1.4) with
u ∈ C1,2,α((0, T )×M,N), then this solution is unique up to multiplication of the ψt with
elements of K whose norm is equal to one.
Here, the space C1,2,α((0, T ) ×M,N) is defined as follows. First, C1,2,α((0, T ) ×M)
is the space of functions u : (0, T ) ×M → R s.t. supt∈(0,T ) ‖u(t, .)‖C2+α(M) < ∞ and
supx∈M ‖u(., x)‖C1+ α2 (0,T ) < ∞, c.f. [25]. Embedding N isometrically into some Rq we
define C1,2,α((0, T ) ×M,N) to be the space of all maps u : (0, T ) ×M → N s.t. the
component functions of u : (0, T ) ×M → N →֒ Rq belong to C1,2,α((0, T ) ×M). Note
that every u ∈ C1,2,α((0, T )×M) can be continuously extended to [0, T ]×M , hence the
requirement u|t=0 = u0 in (1.4) makes sense.
We want to remark that from our construction of the spinor part ψ = ψ(u) of the
solution we will get that ψ(u) depends Lipschitz continuously on u (in the sense of the
estimates we derive in Lemma 4.10).
For the existence of initial values we expect something like this: if M is 2-dimensional
and f : M → N is a map with non-vanishing index indf∗TN (M) 6= 0 (c.f. Remark 4.7),
then for generic metrics on N it holds that dimHker( /D
f
) = 1.
In the following, we give an overview of the proof of Theorem 1.1. To show short time
existence we use the general strategy that was used in [8], i.e., we first solve the constraint
equation (1.3) for any homotopy of the initial value u0, then we take the solution of the
constraint equation and plug it into (1.2). After that we use a contraction argument to
solve (1.2) and get the mapping part of the solution.
For the contraction argument we will isometrically embed N into some Rq, rewrite
(1.2) as a heat equation in Rq, and then solve this rewritten equation. However, we will
solve the constraint equation (1.3) in N . Note that in [8], also the constraint equation
was rewritten and solved as an equation in Rq.
Clearly we can’t solve /D
u
ψ = 0 uniquely in the absence of a boundary. However, we
can achieve the following: we start with a 1-dimensional kernel, dimKker( /D
u0) = 1. Then
we show that for homotopies of u0 the kernel will stay 1-dimensional for small times,
dimKker( /D
ut) = 1. (This is the only place where the restrictions on the dimension of M
will play a role.) Then we impose the additional constraint ‖ψt‖L2 = 1 to deduce that
we can uniquely solve /D
u
ψ = 0 up to multiplication with elements of K whose norm
is equal to one. Now observe that R(u, ψ) is invariant under multiplication of ψ with
elements of K that have norm one. Because of this we can use a contraction argument
to show that the mapping part of the solution is in fact unique.
To make the contraction argument work, we need to estimate the solution ψ = ψ(u)
of /D
u
ψ = 0 in terms of u. More precisely, we will construct one such solution and derive
estimates for it. To that end, we start with an initial value ψ0 = ψ(u0) ∈ ker( /Du0).
Given a homotopy of u0, we then define σ(ut) ∈ Γ(ΣM ⊗ u∗tTN) by identifying the
bundles u∗0TN and u
∗
tTN via parallel transport in N along the unique shortest geodesics
connecting u0(x) and ut(x), x ∈M . Note that while σ(ut) is in general not in the kernel
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of /D
ut , it still has some non-trivial part in the kernel. Hence the projection ψ(ut) of σ(ut)
onto ker( /D
ut) is non-zero. (In particular, we can normalize ψ(ut) s.t. ‖ψ(ut)‖L2 = 1.)
Writing the projection as a resolvent integral
ψ(ut) =
∫
γ
(µI − /Dut)−1σ(ut) dµ
combined with estimates for Dirac operators along maps (which we will derive in Section
4.1) we will deduce the necessary estimates for ψ(ut).
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2 Preliminaries
2.1 Elliptic W k+1p -regularity for Dirac operators along non-smooth maps
Elliptic W k+1p -regularity for Dirac operators of smooth Dirac bundles is well known.
It follows from the mapping properties of pseudo-differential operators with smooth
coefficients or it can be shown directly as e.g. in [1, Theorem 3.2.3]. For Dirac operators
of non-smooth Dirac bundles it is less known (just as the mapping properties of pseudo-
differential operators with non-smooth coefficients are less known).
In this section we will prove elliptic W k+1p -regularity for Dirac operators along C
k+1-
maps. As a corollary we deduce basic facts about the spectrum of such operators.
Given f ∈ C1(M,N), the Dirac operator along f is an elliptic first order differential
operator and formally self-adjoint with respect to the L2-inner product. We view /D
f
as
a bounded densely defined self-adjoint operator
/D
f
: ΓW 12
(ΣM ⊗ f∗TN)→ ΓL2(ΣM ⊗ f∗TN).
Note that if f ∈ Ck(M,N), then f∗TN is a Ck-vector bundle. Hence we can define ΓW lp
for l = 0, 1, . . . , k.
Lemma 2.1 (Elliptic W k+1p -regularity). Let M be a closed Riemannian spin manifold
and N a closed Riemannian manifold, both of arbitrary dimension. Let f ∈ Ck+1(M,N),
k ∈ N≥0, and 2 ≤ p <∞. Moreover let λ ∈ C be arbitrary. If
(λI − /Df )ψ = ϕ
for ψ ∈ ΓW 12 (ΣM ⊗ f
∗TN), ϕ ∈ ΓW kp (ΣM ⊗ f∗TN), then ψ ∈ ΓW k+1p (ΣM ⊗ f
∗TN) and
‖ψ‖
W k+1p
≤ C(‖ϕ‖W kp + ‖ψ‖Lp)
where C = C(f,ΣM) > 0 is independent of ψ, ϕ.
The basic idea of the proof is to approximate both /D
f
and the bundle ΣM ⊗ f∗TN
by smooth objects.
Proof of Lemma 2.1. First we show the lemma for λ = 0. Given f ∈ Ck+1(M,N) we
choose g ∈ C∞(M,N) with dN (f(x), g(x)) < c for all x ∈ M where 0 < c < 12 inj(N).
In particular we can connect g(x) and f(x) by a unique shortest geodesic of N for every
x ∈ M . The parallel transport in N along these geodesics induces Ck+1-isomorphisms
of vector bundles
P : g∗TN → f∗TN,
P : ΣM ⊗ g∗TN → ΣM ⊗ f∗TN.
We also get induced isomorphisms of Banach spaces
P : ΓW lp(ΣM ⊗ g∗TN)→ ΓW lp(ΣM ⊗ f∗TN)
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for l = 0, 1, . . . , k + 1. We consider
G := P−1 /D
f
P − /Dg.
Note that G, acting on sections of ΣM ⊗ g∗TN , is a differential operator of order zero.
Heuristically this is the case because in the definition of G the difference of the ordinary
Dirac operators /D acting on ΣM cancel out and we are left with the difference of two
covariant derivatives. A covariant derivative has the identity as principal symbol, hence
the difference of two covariant derivatives has zero as principal symbol. Therefore G is
of order zero. To make this precise we set
∇ := ∇g∗TN , ∇˜ := P−1∇f∗TNP
(note that ∇˜ is a (non-smooth) covariant derivative on g∗TN). Moreover we choose local
frames (sj) and (ψ
i) of g∗TN and ΣM , respectively. Given a section ψ of ΣM ⊗ g∗TN
we write
ψ = λji (ψ
i ⊗ sj)
The local formula for Dirac operators along maps yields
Gψ = λji (eα · ψi)⊗
(
∇˜eαsj −∇eαsj
)
= λji (eα · ψi)⊗
(
ω˜lj(eα)sl − ωlj(eα)sl
)
= λji (ω˜
l
j(eα)− ωlj(eα))eα · (ψi ⊗ sl).
From this it is easy to see that G is a differential operator of order zero with Ck-
coefficients. In particular G extends to a bounded linear map
G : ΓW lp(ΣM ⊗ g∗TN)→ ΓW lp(ΣM ⊗ g∗TN),
for l = 0, 1, . . . , k. Now assume that we have
/D
f
ψ˜ = ϕ˜
for some ψ˜ ∈ ΓW 12 and ϕ˜ ∈ ΓW kp . This is equivalent to
/D
g
ψ = ϕ−Gψ
where ψ := P−1ψ˜ ∈ ΓW 12 , ϕ := P
−1ϕ˜ ∈ ΓW kp . Using the elliptic W k+1p -regularity smooth
Dirac bundles [1, Theorem 3.2.3] and a standard bootstrap argument we get ψ ∈ Γ
W k+1p
and the existence of some C = C(ΣM) > 0 s.t.
‖ψ‖
W k+1p
≤ C(‖ψ‖Lp + ‖ϕ‖W kp ).
Since P is an isomorphism on the Sobolev spaces this implies
‖ψ˜‖
W k+1p
≤ C˜(‖ψ˜‖Lp + ‖ϕ˜‖W kp ).
We have shown the lemma for λ = 0. If λ 6= 0, then we use the case λ = 0 and a
bootstrap argument.
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Corollary 2.2 (Spectral properties). Assume that M and N are closed. Let f ∈
C1(M,N). Given any element µ of the resolvent set of /D
f
it holds that the resolvent
R(µ, /D
f
) : ΓL2 → ΓL2 of /Df : ΓW 12 → ΓL2 is bounded as a map
R(µ, /D
f
) : ΓL2 → ΓW 12 .
In particular /D
f
has compact resolvent. Hence the spectrum spec( /D
f
) of /D
f
is equal to
its point spectrum and spec( /D
f
) ⊂ R is discrete.
2.2 Quaternionic structures on spinor bundles
In this section we collect and recall some facts about quaternionic structures on spinor
bundles.
Let m ≡ 2, 3, 4 (mod 8). Let ρ : Clm → EndC(Σm) be an irreducible complex algebra
representation of the complex Clifford algebra Clm. By [12, p. 31] and [14, Theorem
2.2.2.] there exists a quaternionic structure j : Σm → Σm on Σm (i.e., j is an R-linear
map with j2 = −idV and j(iv) = −ij(v) for all v ∈ V ) s.t.
j ◦ ρ(x) = ρ(x) ◦ j (2.1)
for all x ∈ Rm ⊂ Cm ⊂ Clm. In particular, the complex vector spaces Σm turn into
quaternionic vector spaces (i.e., right H-modules).
Now letM be am-dimensional Riemannian spin manifold with spin structure Spin(M).
Then every fiber of the (complex) spinor bundle ΣM = Spin(M) ×ρ Σm turns into a
quaternionic vector space by defining
[p, v]h := [p, vh]
for all p ∈ Spin(M), v ∈ Σm, and h ∈ H. Note that this is well-defined because of (2.1).
Moreover, given a manifold N and f ∈ C1(M,N), every fiber of ΣM ⊗R f∗TN turns
into a quaternionic vector space by defining
(a⊗ b)h := (ah)⊗ b
for all a ∈ ΣxM , b ∈ (f∗TN)x, and h ∈ H. We have the following proposition.
Proposition 2.3. Let f ∈ C1(M,N). Then it holds that
/D
f
(ϕh) = ( /D
f
ϕ)h
for all ϕ ∈ ΓC1(ΣM ⊗R f∗TN) and all h ∈ H. In particular, all the eigenspaces of /Df
are quaternionic vector spaces.
The construction of the natural hermitian inner product on ΣM (see e.g. [15]) together
with the fact that it is unique up to multiplication with positive constants yields the
following lemma.
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Lemma 2.4. The real part (., .) of the natural hermitian inner product on ΣM is in-
variant under multiplication by unit quaternions, i.e., it holds that
(ϕ1h, ϕ2h) = (ϕ1, ϕ2)
for all ϕ1, ϕ2 ∈ ΣxM , x ∈M , h ∈ S3 ⊂ C2 = H.
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3 Setup for the contraction argument
In this section the setup for the contraction argument is developed. After we have stated
the precise setting, we will take care of the constraint equation (1.3) in Section 4.
3.1 Translation of equation (1.2) into Rq
Let i : N → Rq be an isometric embedding of N in Rq. In the following we view N
as an embedded Riemannian submanifold of Rq via i and we rewrite the heat flow for
Dirac-harmonic maps as an equation in Rq. Let δ > 0 s.t. the set
Nδ := {y ∈ Rq | d(y,N) < δ}
is a tubular neighborhood of N in Rq and there exists a smooth map, called nearest
point projection,
π : Nδ → N
s.t.
i) we have dπxv = prTxNv for all x ∈ N , v ∈ Rq,
ii) for every y ∈ Nδ it holds that π(y) is the unique point of N closest to y,
iii) π : Nδ → N can be extended to a smooth map π : Rq → Rq with compact support.
For A,B ∈ {1, . . . , q} and z ∈ Rq we write
πAB(z) :=
∂πA
∂zB
(z)
for the B-th partial derivative of the A-th component function of π : Rq → Rq. Similarly,
πABC(z) :=
∂2πA
∂zB∂zC
(z).
Lemma 3.1. A tuple (u, ψ) where u : [0, T ]×M → N and ψ ∈ Γ(pr∗2ΣM ⊗ u∗TN) is a
solution of (1.2) if and only if it is a solution of
∂tu
A −∆uA = −πABC(u)〈∇uB ,∇uC〉 − πAB(u)πCBD(u)πCEF (u)(ψD ,∇uE · ψF )
on (0, T ) ×M , for A = 1, . . . , q, where we write uA : M → R for the A-th component
function of u : [0, T ]×M → N ⊂ Rq and the global sections ψA ∈ Γ(ΣM) are defined by
ψ = ψA⊗(∂A◦u). (Here we write (∂A)A=1,...,q for the standard basis of TRq.) Moreover,
∇ denotes the gradient on M and 〈., .〉 the Riemannian metric on M .
In [8] this lemma was shown by deriving the Euler-Lagrange equations (1.1) in the
setting provided by the tubular neighborhood. In [28] it was shown by direct calculations.
For future reference we define
FA1 (u) := −πABC(u)〈∇uB ,∇uC〉,
FA2 (u, ψ) := −πAB(u)πCBD(u)πCEF (u)(ψD ,∇uE · ψF ).
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Note that for u ∈ C1(M,N) and ψ ∈ Γ(ΣM ⊗ u∗TN) we have
R(u, ψ)|p = −FA2 (u, ψ)|p∂A|u(p),
II(dup(eα), dup(eα)) = −FA1 (u)|p∂A|u(p)
for all p ∈M where II denotes the second fundamental form of N ⊂ Rq and (eα) is an
orthonormal basis of TpM . In particular,
τ(u)|p =
(
∆uA|p + FA1 (u)|p
)
∂A|u(p).
Our notation differs from [8]. We have
FA1 (u) = 〈ΩAB, duB〉,
FA2 (u, ψ) = −〈Ω˜AB, duB〉
where on the right hand sides we used the notation of [8].
3.2 The fixed point operator and the solution space
For every T > 0 we denote by XT the Banach space of bounded maps [0, T ] →
C1(M,Rq), i.e.,
XT := B([0, T ];C
1(M,Rq)),
‖u‖XT := max
A=1,...,q
sup
t∈[0,T ]
(
‖uA(t, .)‖C0(M) + ‖∇uA(t, .)‖C0(M)
)
.
We choose and fix an initial value for the mapping part u0 ∈ C2+α(M,N) for some
0 < α < 1. Moreover, we define v0 ∈ XT by
v0(t, x) :=
∫
M
p(x, y, t)u0(y) dV (y)
where p is the heat kernel of M (see e.g. [5]) and denote by
BTR(v0) := {u ∈ XT | ‖u− v0‖XT ≤ R}
the closed ball with center v0 and radius R in XT . Then we set
(Lu)(t, x) := v0(t, x) +
∫ t
0
∫
M
p(x, y, t− τ) (F1(uτ )(y) + F2(uτ , ψ(uτ ))(y)) dV (y)dτ
Short time existence then follows from Banach’s fixed point theorem after we have shown
that L is a contraction on BTR(v0) for R and T small enough. (Of course we have to show
some additional things, e.g., that the fixed point takes values in N and has the desired
regularity.)
Recalling the strategy of the proof we outlined in the introduction, we first have to
solve the constraint equation (1.3). (In fact, the ψ(u) in the definition of L will be the
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solution of the constraint equation.) As we mentioned, we will not transform (1.3) to Rq
and solve it there, we rather solve it directly in N (in particular, the maps we consider
have to be N -valued). At this point we run into a technical problem, since the elements
of BTR(v0) are R
q-valued. We remedy this by showing that for R and T small enough,
every u ∈ BTR(v0) is Nδ-valued. Hence π ◦ u is N -valued. Then we solve the constraint
equation for π ◦ u instead of u (i.e., we solve /Dpi◦u = 0 instead of /Du = 0). This does
not make a difference, since the fixed point u∗ will be N -valued, hence π ◦ u∗ = u∗.
We also explained in the introduction that to get the necessary estimates for the
solution of equation (1.3), we will use a construction that joins u0(x) and (π ◦ ut)(x) by
a unique shortest geodesic of N . To do this, we need the next lemma which states that
locally we can bound distances in N by distances in Rq.
Lemma 3.2. Let N ⊂ Rq be a closed embedded submanifold of Rq with the induced
Riemannian metric. Denote by A its Weingarten map. Choose C > 0 s.t. ‖A‖ ≤ C
where
‖A‖ := sup{‖AvX‖ | v ∈ T⊥p N, X ∈ TpN, ‖v‖ = 1, ‖X‖ = 1, p ∈ N}.
Then there exists 0 < δ0 <
1
C
s.t. for all 0 < δ ≤ δ0 and for all p, q ∈ N with ‖p−q‖2 < δ
it holds that
dN (p, q) ≤ 1
1− δC ‖p − q‖2,
where ‖.‖2 denotes the Euclidean norm.
The above lemma can be proven by e.g. using the Rauch Comparison Theorem for
submanifolds [27, Theorem 4.3. (b)]. A detailed proof can be found in [28].
In the following we will make some choices for the constants δ,R, and T (e.g. to ensure
the existence of unique shortest geodesics). At this point it is worth beeing very precise,
since the constants will also depend on each other and we want to avoid any unclarity
in future arguments.
It is a standard fact that for every R > 0 there exists T = T (R) > 0 s.t.
‖v0(t, .)− u0‖C0(M,Rq) < R (3.1)
for all t ∈ [0, T ].
If R < δ2 and T = T (R) is chosen s.t. (3.1) holds, then it holds for every u ∈
BTR(v0) ∩ {u|t=0 = u0} that
u(t, x) ∈ Nδ
for all (t, x) ∈ [0, T ]×M . (In particular π ◦ u is N -valued.)
For all u ∈ BTR(v0) ∩ {u|t=0 = u0} it holds that
‖(π ◦ u)(t, x) − u0(x)‖2 ≤ 2δ (3.2)
by the triangle inequality. Now we choose ε > 0 with 2ε < inj(N). Moreover, let C > 0
and δ0 > 0 be chosen as in Lemma 3.2 and assume
δ < min{1
4
δ0,
1
4
ε(1 − δ0C)}.
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Using equation (3.2) we see that for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0} it holds that
‖(π ◦ u)(t, x) − (π ◦ v)(s, x)‖2 < 4δ < δ0
Therefore, Lemma 3.2 and the choice of δ yield
dN ((π ◦ u)(t, x), (π ◦ v)(s, x)) ≤ 1
1− δ0C ‖(π ◦ u)(t, x) − (π ◦ v)(s, x)‖2 (3.3)
<
1
1− δ0C 4δ
= ε
<
1
2
inj(N).
(In particular, we can connect (π ◦u)(t, x) and (π ◦v)(s, x) by a unique shortest geodesic
of N .) To summarize, we have chosen constants as follows:
ε > 0 s.t. 2ε < inj(N),
δ = δ(ε) > 0 s.t. δ < min{14δ0, 14ε(1− δ0C)},
R = R(δ, ε) > 0 s.t. R < δ(ε)2 ,
T = T (δ, ε,R) > 0 s.t. (3.1) holds
Table 1: Choices of constants.
where δ0, C > 0 are as in Lemma 3.2. We have shown that these choices imply
u(t, x) ∈ Nδ
and
dN ((π ◦ u)(t, x), (π ◦ v)(s, x)) < ε < 1
2
inj(N) (3.4)
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, x ∈M , t, s ∈ [0, T ].
In the following, constants appearing in inequalities might depend on M , N , and u0,
but we suppress this dependency in the notation since we view M , N , and u0 as part of
our fixed initial data.
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4 The constraint equation
In this section we solve the constraint equation with the strategy outlined in the intro-
duction. Until Section 4.3 we have no restrictions on the dimension of M .
Let u, v ∈ BTR(v0)∩{u|t=0 = u0} and assume that the constants are chosen as in Table
1. In the following we denote by P vs,ut = P vs,ut(x) the parallel transport of N along
the unique1 shortest geodesic from π(v(s, x)) to π(u(t, x)). We also denote by P vs,ut the
induced mappings
(π ◦ vs)∗TN → (π ◦ ut)∗TN,
ΣM ⊗ (π ◦ vs)∗TN → ΣM ⊗ (π ◦ ut)∗TN,
and
ΓC1(ΣM ⊗ (π ◦ vs)∗TN)→ ΓC1(ΣM ⊗ (π ◦ ut)∗TN).
4.1 Estimates for Dirac operators along maps
As mentioned in the introduction, we will use estimates for Dirac operators along maps
to get estimates for the projection onto the kernels of such operators.
Lemma 4.1. Choose ε, δ,R, and T as in Table 1. If ε > 0 is small enough, then there
exists C = C(R) > 0 s.t.
‖
((
P vs,ut
)−1 /Dpi◦utP vs,ut − /Dpi◦vs)ψ(x)‖ ≤ C‖ut − vs‖C0(M,Rq)‖ψ(x)‖
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, ψ ∈ ΓC1(ΣM ⊗ (π ◦ vs)∗TN), x ∈M , t, s ∈ [0, T ].
We formulated the lemma in exactly the way we are going to use it later. However
it is obvious from the proof that the assertion of the lemma holds in more general
contexts (e.g. for arbitrary maps f, g ∈ C1(M,N) that are close enough in C0(M,N)),
provided the factors on the right hand side of the inequality are suitably adjusted (e.g.
by C(‖f‖C1 , ‖g‖C1) supy∈M dN (f(y), g(y))‖ψ(x)‖).
In the same way, most of the lemmas shown in Section 4 hold in more general situations
with essentially the same proofs.
Proof of Lemma 4.1. We write g := π ◦ vs, f := π ◦ ut, and we define the C1-mapping
F : [0, 1] ×M → N
by F (t, x) := expg(x)(texp
−1
g(x)f(x)) where exp denotes the exponential map of the Rie-
mannian manifold N . Note that F (0, .) = g, F (1, .) = f , and t 7→ F (t, x) is the unique
shortest geodesic from g(x) to f(x). We denote by
Pt1,t2 = Pt1,t2(x) : TF (t1,x)N → TF (t2,x)N
1parametrized on [0, 1]
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the parallel transport in F ∗TN w.r.t. ∇F ∗TN (pullback of the Levi-Civita connection
on N) along the curve γx(t) := (t, x) from γx(t1) to γx(t2), x ∈ M , t1, t2 ∈ [0, 1]. In
particular,
P0,1 = P vs,ut .
Let ψ ∈ ΓC1(ΣM ⊗ g∗TN). We have((P0,1)−1 /DfP0,1 − /Dg)ψ
= (eα · ψi)⊗
((((P0,1)−1∇f∗TNeα P0,1)−∇g∗TNeα ) (bi ◦ g)) (4.1)
where ψ = ψi ⊗ (bi ◦ g), (bi) is a (smooth) local orthonormal frame of TN , ψi are local
C1-sections of ΣM , and (eα) is a (smooth) local orthonormal frame of TM .
Hence, roughly we want to control the difference “∇f∗TNeα − ∇g
∗TN
eα
”. The idea to
achieve this is to use the fundamental theorem of calculus to get
∇f∗TNeα −∇g
∗TN
eα ≈
∫ 1
0
∇F ∗TN∂
∂t
∇F ∗TNeα ≈
∫ 1
0
RTN (dF (
∂
∂t
), dF (eα))
(of course, this equation does not make sense, it should just sketch the idea of the proof),
then use the tensoriality of the curvature tensor and estimate dF .
To that end, we define local C1-sections Θi of F
∗TN by
Θi(t, x) := P0,t(x)(bi ◦ g)(x).
For each t ∈ [0, 1] we define the functions Tij(t, .) = Tαij(t, .) by
(P0,t)−1((∇F ∗TNeα Θi)(t, x)) =∑
j
Tij(t, x)(bj ◦ g)(x). (4.2)
A priori we only know that the Tij are continuous. In the following we will do a few
formal calculations and justify them afterwards. It holds that
‖
(((P0,1)−1∇f∗TNeα P0,1)−∇g∗TNeα ) (bi ◦ g)(x)‖2
= ‖(P0,1)−1((∇F ∗TNeα Θi)(1, x)) − (P0,0)−1((∇F ∗TNeα Θi)(0, x))‖2
= ‖
(∑
j
Tij(1, x)(bj ◦ g)(x)
)
−
(∑
j
Tij(0, x)(bj ◦ g)(x)
)
‖2
=
∑
j
(Tij(1, x)− Tij(0, x))2
=
∑
j
(∫ 1
0
d
dt
∣∣∣
t=r
Tij(t, x)dr
)2
.
(4.3)
Therefore we want to control the first time-derivative of the Tij . Equation (4.2) implies
that these time-derivatives are related to the curvature of F ∗TN . More precisely, for all
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X ∈ Γ(TM) we have
d
dt
∣∣∣
t=r
(
P−10,t
((
∇F ∗TNX Θi
)
(t, x)
))
=
d
dt
∣∣∣
t=0
(
P−10,t+r
((
∇F ∗TNX Θi
)
(t+ r, x)
))
= P−10,r
d
dt
∣∣∣
t=0
(
P−1r,t+r
((
∇F ∗TNX Θi
)
(t+ r, x)
))
= P−10,r
((
∇F ∗TN∂
∂t
∇F ∗TNX Θi
)
(r, x)
)
.
(4.4)
Now we justify the formal calculations (4.3) and (4.4). Combining the definition of Θi
as parallel transport and a careful examination of the regularity of F we deduce that(
∇F ∗TN∂
∂t
∇F ∗TNX Θi
)
(r, x) exists (in the sense that the expression is well-defined in local
coordinates). Then (4.4) holds. In particular P−10,t
((
∇F ∗TNX Θi
)
(t, x)
)
is differentiable
in t. Then (4.2) yields that the Tij are differentiable in t. Therefore (4.3) holds.
We further get
∇F ∗TN∂
∂t
∇F ∗TNX Θi = RF
∗TN (
∂
∂t
,X)Θi +∇F ∗TNX ∇F
∗TN
∂
∂t
Θi −∇F ∗TN[ ∂
∂t
,X]
Θi
= RF
∗TN (
∂
∂t
,X)Θi
= RTN (dF (
∂
∂t
), dF (X))Θi,
since ∇F ∗TN∂
∂t
Θi = 0 by definition of Θi, and [
∂
∂t
,X] = 0.2
This implies
∑
j
(
d
dt
∣∣∣
t=r
Tij(t, x)
)2
= ‖ d
dt
∣∣∣
t=r
(
P−10,t
((
∇F ∗TNeα Θi
)
(t, x)
))
‖2
= ‖
(
∇F ∗TN∂
∂t
∇F ∗TNeα Θi
)
(r, x)‖2
= ‖RTN (dF(r,x)(
∂
∂t
), dF(r,x)(eα))Θi(r, x)‖2
≤ C1‖dF(r,x)(
∂
∂t
)‖2‖dF(r,x)(eα)‖2
where C1 depends only on N .
Therefore it remains to estimate ‖dF(r,x)( ∂∂t)‖ and ‖dF(r,x)(eα)‖ appropriately. We
have
dF(r,x)(
∂
∂t
∣∣∣
(r,x)
) =
d
dt
∣∣∣
t=r
(expg(x)(texp
−1
g(x)f(x)) = c
′(r)
2For this chain of equations one has to be a little careful, since we argue with the curvature of F ∗TN ,
but F is only a C1-mapping. However, all the expressions exist (e.g. in the sense that the exist in
local coordinates) and all the equalities hold.
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where c(t) := expg(x)(texp
−1
g(x)f(x)) is a geodesic of N . In particular c
′ is parallel along
c and thus ‖c′(r)‖ = ‖c′(0)‖ = ‖exp−1
g(x)f(x)‖. Therefore we get
‖dF(r,x)(
∂
∂t
∣∣∣
(r,x)
)‖ = ‖exp−1
g(x)f(x)‖ ≤ dN (g(x), f(x)) ≤ C2‖ut − vs‖C0(M,Rq)
where we used (3.3) and the (global) Lipschitz continuity of π. Moreover, there exists
some C3(R) > 0 s.t. ‖dF(r,x)(eα)‖ ≤ C3(R) for all (r, x) ∈ [0, 1] ×M . (This is not hard
to show, but a bit tedious.) We have shown
∑
j
(
d
dt
∣∣∣
t=r
Tij(t, x)
)2
≤ C1C22C3(R)2‖f − g‖2C0(M,Rq) = C4(R)‖f − g‖2C0(M,Rq)
for all (t, x). Combining this with (4.1) and (4.3) yields the lemma.
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4.2 Estimates for the parallel transports
In this section we obtain estimates for the parallel transports which will be used later.
Lemma 4.2. Choose ε, δ,R, and T as in Table 1. If ε > 0 is small enough, then there
exists C = C(ε) > 0 s.t.
‖P vs,u0P ut,vsP u0,utZ − Z‖ ≤ C‖ut − vs‖C0(M,Rq)‖Z‖
for all Z ∈ Tu0(x)N , x ∈M , s, t ∈ [0, T ], u, v ∈ BTR(v0) ∩ {u|t=0 = u0}.
Proof. We fix x, s, t, u, v and write y := (π◦vs)(x), z := (π◦ut)(x). Moreover, we denote
by γi : [0, 1] → N the unique shortest geodesics of N with
γ1(0) = γ3(1) = u0(x), γ1(1) = γ2(0) = z, γ2(1) = γ3(0) = y.
Furthermore, we define c := γ3 ∗ γ2 ∗ γ1, i.e., c is the curve obtained by first following
γ1, then γ2, and then γ3. Finally, we write P
c for the induced parallel transport of N
along c. (Hence P c = P vs,u0P ut,vsP u0,ut .)
We consider the (well-defined) geodesic variation
α : [0, 1] × [0, 1] → N, (s, t) 7→ expu0(x)(texp−1u0(x)γ2(s)),
where exp is the exponential map of N .
We choose an arbitrary Z ∈ Tu0(x)N . In the following we derive a formula that
relates P cZ − Z to an integral over RTN ( ∂
∂s
α(s, t), ∂
∂t
α(s, t)) with a strategy inspired
by [24, Section 7]. This formula is closely related to the general fact that “deviation of
parallel transport from the identity ≈ curvature · enclosed area”.
Denote by t 7→ Z(t) the parallel vector field along γ1 with Z(0) = Z. For every
t ∈ [0, 1] let s 7→ Z(s, t) be the parallel vector field along s 7→ α(s, t) with Z(0, t) = Z(t).
In particular we have
P γ2∗γ1Z = Z(1, 1).
Let (E0, . . . , En) be an orthonormal basis of Tu0(x)N . Analogously, we construct
Ei(s, t) ∈ Tα(s,t)N s.t. Ei(0, 0) = Ei, t 7→ Ei(1, t) is parallel along t 7→ α(1, t), and
s 7→ Ei(s, t) is parallel along s 7→ α(s, t) for every t ∈ [0, 1].
We write Z(s, t) = Zi(s, t)Ei(s, t), i.e., Z
i(s, t) = 〈Z(s, t), Ei(s, t)〉 (here, 〈., .〉 denotes
the Riemannian metric on N). It holds that
d
dt
∣∣∣
t=t0
Zi(1, t) =
d
dt
∣∣∣
t=t0
〈Z(1, t), Ei(1, t)〉 = 〈D
dt
∣∣∣
t=t0
Z(1, t), Ei(1, t0)〉
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and
d
ds
∣∣∣
s=s0
〈D
dt
∣∣∣
t=t0
Z(s, t), Ei(s, t0)〉
= 〈D
ds
∣∣∣
s=s0
D
dt
∣∣∣
t=t0
Z(s, t), Ei(s0, t0)〉
= 〈RTN
( ∂
∂s
∣∣∣
s=s0
α(s, t0),
∂
∂t
∣∣∣
t=t0
α(s0, t)
)
Z(s0, t0)
+
D
dt
∣∣∣
t=t0
D
ds
∣∣∣
s=s0
Z(s, t), Ei(s0, t0)〉
= 〈RTN
( ∂
∂s
∣∣∣
s=s0
α(s, t0),
∂
∂t
∣∣∣
t=t0
α(s0, t)
)
Z(s0, t0), Ei(s0, t0)〉.
Noting that Z = Z(0, 0) = Z(s, 0) and Ei = Ei(0, 0) = Ei(s, 0) for all s ∈ [0, 1] (since
s 7→ α(s, 0) is constant) we get
P cZ − Z = P γ3 (P γ2∗γ1Z)− Z
= P γ3
(
Zi(1, 1)Ei(1, 1)
)
− Zi(1, 0)Ei(1, 0)
= Zi(1, 1)Ei(1, 0) − Zi(1, 0)Ei(1, 0)
=
∫ 1
0
〈D
dt
Z(1, t), Ei(1, t)〉dtEi
=
∫ 1
0
(
〈D
dt
Z(1, t), Ei(1, t)〉 − 〈D
dt
Z(0, t)︸ ︷︷ ︸
=0
, Ei(0, t)〉
)
dtEi
=
∫ 1
0
∫ 1
0
d
ds
〈D
dt
Z(s, t), Ei(s, t)〉dtdsEi
=
∫ 1
0
∫ 1
0
〈RTN
( ∂
∂s
α(s, t),
∂
∂t
α(s, t)
)
Z(s, t), Ei(s, t)〉dtdsEi.
We have shown that
P cZ − Z =
(∫ 1
0
∫ 1
0
〈RTN
( ∂
∂s
α(s, t),
∂
∂t
α(s, t)
)
Z(s, t), Ei(s, t)〉dtds
)
Ei (4.5)
holds for all Z ∈ Tu0(x)N . In the next step we estimate ‖ ∂∂tα‖ and ‖ ∂∂sα‖. To that end,
notice that
‖ ∂
∂t
α(s, t)‖ = ‖exp−1
u0(x)
γ2(s)‖ ≤ dN (u0(x), γ2(s)) < 2ε.
Therefore it remains to estimate ‖ ∂
∂s
α‖. For each s ∈ [0, 1] we consider the Jacobi field
Js(t) :=
∂
∂s
α(s, t).
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Equation (3.3) and the (global) Lipschitz continuity of π : Rq → Rq yield
‖Js(1)‖ = ‖γ′2(s)‖ = ‖exp−1z y‖ ≤ dN (z, y) ≤ C1‖ut − vs‖C0(M,Rq) (4.6)
Using standard comparison theory for Riemannian manifolds with sectional curvature
bounded from above (e.g. [16, equation (5.5.5) in Theorem 5.5.1]) we deduce
‖Js(t)‖ ≤ ‖Js(1)‖
for all t ∈ [0, 1], provided that ε > 0 is small enough. If we combine this with (4.5) and
(4.6) we get
‖P cZ − Z‖ ≤ C(ε)‖ut − vs‖C0(M,Rq)‖Z‖
for all Z ∈ Tu0(x)N .
The operator norms of the induced maps
P vs,ut : ΓW 1p (ΣM ⊗ (π ◦ vs)∗TN)→ ΓW 1p (ΣM ⊗ (π ◦ ut)∗TN)
are finite. However, we need that these operator norms are uniformly bounded in vs and
ut. To that end we need the following lemma.
Lemma 4.3. Choose ε, δ,R, and T as in Table 1. There exists C = C(R) > 0 s.t.
‖∇(pi◦ut)∗TNX
(
P vs,utZ
)|x‖ ≤ C‖Z‖Γ
C1 ((pi◦vs)
∗TN)‖X‖
for all X ∈ TxM , x ∈M , Z ∈ ΓC1((π ◦ vs)∗TN), s, t ∈ [0, T ], u, v ∈ BTR(v0) ∩ {u|t=0 =
u0}.
Proof. We write f := π ◦ ut, g := π ◦ vs, P := P vs,ut, and moreover ∇ := ∇(pi◦ut)∗TN .
Let Z ∈ ΓC1((π ◦ vs)∗TN), x ∈ M , X ∈ TxM , and γ : (−c, c) → M a smooth curve
parametrized proportionally to arc length with γ(0) = x, γ′(0) = X. Let (Ei(.)) be a
local orthonormal frame around x of f∗TN that is parallel along γ. Locally we have
P (y)Z(y) = f i(y)Ei(y)
for suitable functions f i. Then it holds that
∇X
(
PZ
)|x = (LXf i)(x)Ei(x).
In the following, we estimate (LXf
i)Ei. To that end, we denote by P
γ the parallel
transport in TN along f ◦ γ from f(x) to f(γ(τ)). We also denote by P γ the parallel
transport in TN along g ◦ γ from g(x) to g(γ(τ)). It should always be clear from the
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context which one we mean. We calculate
(LXf
i)(x)Ei(x)
= lim
τ→0
f i(γ(τ)) − f i(x)
τ
Ei(x)
= lim
τ→0
f i(γ(τ))Ei(x)− f i(x)Ei(x)
τ
= lim
τ→0
(P γ)−1
(
f i(γ(τ))P γEi(x)
)− PZ(x)
τ
= lim
τ→0
(P γ)−1
(
f i(γ(τ))Ei(γ(τ))
) − PZ(x)
τ
= lim
τ→0
(P γ)−1PZ(γ(τ))− PZ(x)
τ
= lim
τ→0
(P γ)−1PZ(γ(τ))− (P γ)−1PP γZ(x) + (P γ)−1PP γZ(x)− PZ(x)
τ
We will show
‖((P γ)−1Z(γ(τ)))− Z(x)‖ ≤ τ‖X‖‖Z‖Γ
C1 (g
∗TN) (4.7)
and
‖P−1(P γ)−1PP γZ(x)− Z(x)‖
≤ τC(R)‖ut − vs‖C0(M,Rq)‖X‖‖Z(x)‖.
(4.8)
After that the lemma follows easily.
Equation (4.7) directly follows from the fundamental theorem of calculus and the fact
that we can recover a covariant derivative by differentiating its parallel transport. To
show (4.8) we recall that
P := P−1(P γ)−1PP γ : Tg(x)N → Tg(x)N
is the parallel transport along the following rectangle : first we follow g ◦ γ from g(x)
to g(γ(τ)). Then we go along the unique shortest geodesic of N connecting g(γ(τ)) and
f(γ(τ)). Afterwards we follow f ◦g from f(γ(τ)) to f(x). Finally we go along the unique
shortest geodesic of N connecting f(x) and g(x). We can estimate ‖P − Id‖ with the
same methods we used to show Lemma 4.2. More precisely, we consider the geodesic
variation
α : [0, τ ] × [0, 1] → N, (s1, t1) 7→ expg(γ(s1))(t1exp−1g(γ(s1))f(γ(s1))).
By definition, the image of α is the filled rectangle . Analogously to the proof of Lemma
4.2 (the fact that we consider a rectangle now but before we considered a triangle doesn’t
change the nature of the argument) we get
‖PZ − Z‖ ≤ τC1 sup
(s1,t1)∈[0,τ ]×[0,1]
‖ ∂
∂t1
α(s1, t1)‖ sup
(s1,t1)∈[0,τ ]×[0,1]
‖ ∂
∂s1
α(s1, t1)‖
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where C1 only depends on the Riemannian manifold N . Moreover, by (3.3) and the
(global) Lipschitz continuity of π we have
‖ ∂
∂t1
α(s1, t1)‖ = ‖exp−1g(γ(s1))f(γ(s1))‖ ≤
1
1− δ0C ‖vs − ut‖C0(M,Rq)
for all s1, t1. Since it also holds that
‖ ∂
∂s1
α(s1, t1)‖ ≤ C(R)‖X‖
for all s1, t1, equation (4.8) follows.
From Lemma 4.3 we directly get the following corollary.
Corollary 4.4. Choose ε, δ,R, and T as in Table 1. For u, v ∈ BTR(v0) ∩ {u|t=0 = u0},
s, t ∈ [0, T ], the isometries
P vs,ut : ΓLp(ΣM ⊗ (π ◦ vs)∗TN)→ ΓLp(ΣM ⊗ (π ◦ ut)∗TN)
restrict to isomorphisms of Banach spaces
P vs,ut : ΓW 1p (ΣM ⊗ (π ◦ vs)∗TN)→ ΓW 1p (ΣM ⊗ (π ◦ ut)∗TN)
with uniformly bounded operator norm, i.e., there exists C = C(R, p) s.t.
‖P vs,ut‖L(W 1p ,W 1p ) ≤ C
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, s, t ∈ [0, T ].
22
4.3 The projection onto the kernel
When we write ker( /D
pi◦ut) in the following we mean the kernel of
/D
pi◦ut : ΓW 12
→ ΓL2.
In this section we assume m = dim(M) ≡ 0, 1, 2, 4 (mod 8). In Remark 4.6 below it is
explained why we restrict to these dimensions. Note that the dimension of N is still
arbitrary.
Lemma 4.5. Assume that dimKker( /D
u0) = 1, where
K =
{
C if m ≡ 0, 1 (mod 8),
H if m ≡ 2, 4 (mod 8).
Choose ε, δ,R, and T as in Lemma 4.1. If R > 0 is small enough, then it holds that
dimKker( /D
pi◦ut) = 1
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ], and there exists Λ = Λ(R) > 0 s.t.
spec( /D
pi◦ut) \ {0} ⊂ R \ (−Λ,Λ)
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ].
Proof. Since the spectrum of /D
u0 is a discrete subset of R, we can choose Λ˜ > 0 s.t.
spec( /D
u0)\{0} ⊂ R\(−Λ˜, Λ˜). Let u ∈ BTR(v0)∩{u|t=0 = u0}. For any ψ ∈ ker( /Du0)\{0}
we write ψ˜ := P u0,utψ. Using Lemma 4.1 we get
‖ /Dpi◦utψ˜‖L2 = ‖
(
P u0,ut /D
u0(P u0,ut)−1 − /Dpi◦ut
)
ψ˜‖L2 ≤ C(R)R‖ψ˜‖L2 (4.9)
for all ψ ∈ ker( /Du0) \ {0}. Hence we can estimate the Rayleigh quotient of ( /Dpi◦ut)2 by
(( /D
pi◦ut)2ψ˜, ψ˜)L2
(ψ˜, ψ˜)L2
≤ C1(R)R
for all ψ ∈ ker( /Du0) \ {0}. Applying the Min-Max principle, we deduce that ( /Dpi◦ut)2
has at least one eigenvalue (we count eigenvalues by their K-multiplicity) in the interval
[0, C1(R)R]. In particular, /D
pi◦ut has at least one eigenvalue in [−C1(R)R,C1(R)R].
Now we set
Λ :=
1
2
Λ˜
and choose R > 0 so small that C(R)R < 12Λ and C1(R)R <
1
2Λ. Hence we have shown
that /D
pi◦ut has at least one eigenvalue in [−Λ,Λ]. With the same methods we can show
that /D
pi◦ut has precisely one eigenvalue in [−Λ,Λ]. Suppose this is not the case. Choose
two eigenvalues λ1, λ2 of /D
pi◦ut in [−Λ,Λ] with corresponding eigenvectors ψ1, ψ2 ∈ ΓW 12 .
For ψ˜i := P
u0,ut−1ψi we get as above
‖(λi − /Du0)ψ˜i‖L2 ≤ C(R)R‖ψ˜i‖L2 < Λ‖ψ˜i‖L2 .
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Therefore,
‖ /Du0ψ˜i‖L2
‖ψ˜i‖L2
≤ ‖(λi − /D
u0)ψ˜i‖L2
‖ψ˜i‖L2
+
‖λiψ˜i‖L2
‖ψ˜i‖L2
≤ Λ+ Λ = Λ˜.
As before, we conclude that /D
u0 has at least two eigenvalues in [−Λ˜, Λ˜]. Because of the
choice of Λ˜ this is a contradiction to dimKker( /D
u0) = 1.
We have shown that /D
pi◦ut has precisely one eigenvalue in [−Λ,Λ]. The symmetry of
the spectrum of /D
pi◦ut yields that this eigenvalue has to be zero.3
It remains to show that it holds that spec( /D
pi◦ut) \ {0} ⊂ R \ (−Λ,Λ) for all u ∈
BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ]. To that end we assume that this is not the case for
some s ∈ (0, T ]. Then there exists µ ∈ R \ {0} with |µ| ≤ Λ and (µ − /Dpi◦us)ψ = 0 for
some ψ ∈ ΓW 12 \ {0}. Again for ψ˜ := P
u0,us−1ψ we have
‖(µ− /Du0)ψ˜‖L2 ≤ C(R)R‖ψ˜‖L2 < Λ‖ψ˜‖L2 .
Therefore,
‖ /Du0ψ˜‖L2
‖ψ˜‖L2
≤ ‖(µ− /D
u0)ψ˜‖L2
‖ψ˜‖L2
+
‖µψ˜‖L2
‖ψ˜‖L2
≤ Λ+ Λ = Λ˜.
Additionally, as above we have
‖ /Du0P u0,us−1ϕ‖L2
‖P u0,us−1ϕ‖L2
≤ Λ˜
for all ϕ ∈ ker( /Dpi◦us) \ {0}. As before, we conclude that /Du0 has at least 1 + 1 = 2
Eigenvalues in [−Λ˜, Λ˜], which is a contradiction.
Remark 4.6. Lemma 4.5 is the only place where the restrictions on m in Theorem
1.1 play a role. In the proof of Lemma 4.5 we used that the spectrum of the Dirac
operator along maps is symmetric, which holds if m 6≡ 3, 7 (mod 8). The dimensions
m ≡ 5, 6 (mod 8) were excluded, since in these dimensions there exists no quaternionic
structure on Σm that commutes with Clifford-multiplication, however, there exists a
quaternionic structure on Σm that anticommutes with Clifford-multiplication. This
yields that the kernel of /D
f
is a quaternionic vector space, but not the other eigenspaces.
Remark 4.7. Note that in dimensions m ≡ 1, 2 (mod 8) we can use index theoretical
informations to deduce that the dimension of the kernel of /D
u0 can not decrease along
homotopies of u0 if we have dimKker( /D
u0) = 1. To be more precise, for f : M → N
we have an index indf∗TN (M) ∈ KO−m(pt), c.f. [20, p. 151]. Using the isomorphism
KO−m(pt) ∼= Z2 if m ≡ 1, 2 (mod 8) it holds that [20, Theorem 7.13. on page 151]
indf∗TN (M) =
{
[dimCker( /D
f
)]Z2 if m ≡ 1 (mod 8),
[dimHker( /D
f
)]Z2 if m ≡ 2 (mod 8).
3If m 6≡ 3 (mod 4), then the spectrum of /Df is symmetric w.r.t. zero. This can be shown analogously
to [13, Theorem 1.3.7 iv)].
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Since the index is invariant under homotopies [3, Corollary 4.4.] and indu∗0TN (M) 6= 0
we have that indg∗TN (M) 6= 0 for any g : M → N homotopic to u0. Hence,
dimKker( /D
g
) ≥ 1 = dimKker( /Du0).
Lemma 4.8 (Uniform bounds for the resolvents). Assume we are in the situation of
Lemma 4.5. We consider the resolvent R(µ, /D
pi◦ut) : ΓL2 → ΓL2 of /Dpi◦ut : ΓW 12 → ΓL2 .
By Lemma 2.1 we know that the restriction
R(µ, /D
pi◦ut) : ΓLp → ΓW 1p
is well-defined and bounded for any 2 ≤ p < ∞. If R > 0 is small enough, then there
exists C = C(p,R) > 0 s.t.
sup
|µ|=Λ
2
‖R(µ, /Dpi◦ut)‖L(Lp,W 1p ) < C
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ].
Proof. First we uniformly bound
sup
|µ|=Λ
2
‖R(µ,P ut,u0 /Dpi◦ut(P ut,u0)−1)‖L(Lp ,W 1p )
in terms of the resolvent of /D
u0 . To that end, let ψ ∈ ΓC1(ΣM ⊗ u∗0TN) be arbitrary.
Using Lemma 4.1 and (3.1) we have
‖P ut,u0 /Dpi◦ut(P ut,u0)−1ψ − /Du0ψ‖Lp ≤ C(R)2R‖ψ‖W 1p
Choosing any θ ∈ (0, 1) we thus have
‖P ut,u0 /Dpi◦ut(P ut,u0)−1 − /Du0‖L(W 1p ,Lp) ≤ θ min
|µ|=Λ
2
1
‖R(µ, /Du0)‖L(Lp ,W 1p )
for all u, v ∈ BTR(v0)∩{u|t=0 = u0}, t ∈ [0, T ], R > 0 small enough. It is a standard fact
from functional analysis that this implies
‖R(µ,P ut,u0 /Dpi◦ut(P ut,u0)−1‖L(Lp,W 1p ) ≤
1
1− θ‖R(µ, /D
u0)‖L(Lp ,W 1p )
for all u, v ∈ BTR(v0)∩{u|t=0 = u0}, t ∈ [0, T ], |µ| = Λ2 , R > 0 small enough. The lemma
now follows from the uniform bounds for ‖(P ut,u0)−1‖L(W 1p ,W 1p ) obtained in Corollary
4.4.
In the following, we will construct a particular solution of the constraint equation
(1.3) with the strategy outlined in the introduction. For this solution we will show the
estimates which are necessary for the contraction argument.
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Lemma 4.9. In the situation of Lemma 4.5 let ψ0 ∈ ker( /Du0) with ‖ψ0‖L2 = 1. We
define
σ(ut) := P
u0,utψ0.
Using the decomposition ΓL2 = ker( /D
pi◦ut)⊕ (ker( /Dpi◦ut))⊥ we write
σ(ut) = σ1(ut) + σ2(ut).
Then it holds that √
1
2
≤ ‖σ1(ut)‖L2(M) ≤ 1 (4.10)
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ]. In particular σ1(ut) 6= 0.
Proof. We write σ := σ(ut) and σi := σi(ut). By (4.9) we have
‖ /Dpi◦ut(σ1 + σ2)‖2L2 ≤ C(R)R‖ψ0‖2L2 <
1
2
Λ‖ψ0‖2L2 =
1
2
Λ(‖σ1‖2L2 + ‖σ2‖2L2)
(the second inequality is just due to our choice of R in the proof of Lemma 4.5). Moreover
the Min-Max principle yields
‖ /Dpi◦ut(σ1 + σ2)‖2L2 = ‖ /Dpi◦utσ2‖2L2 ≥ Λ‖σ2‖2L2 .
Combining these two inequalities, we get
Λ‖σ2‖2L2 <
1
2
Λ(‖σ1‖2L2 + ‖σ2‖2L2),
hence
‖σ2‖2L2 < ‖σ1‖2L2
and the lemma follows.
Let us assume that we are in the situation of Lemma 4.9. Let Λ > 0 be as in Lemma
4.5. Let γ : [0, 2π] → C be defined by γ(x) := Λ2 eix. Then for every u ∈ BTR(v0)∩{u|t=0 =
u0} the mapping
ΓL2(ΣM ⊗ (π ◦ ut)∗TN)→ ΓL2(ΣM ⊗ (π ◦ ut)∗TN),
s 7→ − 1
2πi
∫
γ
R(µ, /D
pi◦ut)s dµ,
where R(µ, /D
pi◦ut) : ΓL2 → ΓL2 is the resolvent of /Dpi◦ut : ΓW 12 → ΓL2 , is the orthogonal
projection onto ker( /D
pi◦ut), c.f. [19, Theorem 6.17 on p. 178] or [22, Theorem A.4.5. and
Corollary A.4.6. i), ii), iii)].
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Lemma 4.10. In the situation of Lemma 4.9 we define
ψ˜(ut) := − 1
2πi
∫
γ
R(µ, /D
pi◦ut)σ(ut) dµ
for every u ∈ BTR(v0)∩{u|t=0 = u0}. In particular ψ˜(ut) ∈ ker( /Dpi◦ut) ⊂ ΓC0(ΣM ⊗ (π ◦
ut)
∗TN) and ψ˜(ut) 6= 0. We write
ψ(ut) :=
ψ˜(ut)
‖ψ˜(ut)‖L2(M)
.
Let ψA(ut), A = 1, . . . , q, be the uniquely determined (global) sections of ΣM s.t.
ψ(ut) = ψ
A(ut)⊗ (∂A ◦ π ◦ ut).
If ε > 0 and T > 0 are small enough, then there exists C = C(R, ε, ψ0) > 0 s.t.
‖P ut,vsψ˜(ut)(x)− ψ˜(vs)(x)‖ ≤ C‖ut − vs‖C0(M,Rq), (4.11)
and
‖ψA(ut)(x) − ψA(vs)(x)‖ΣxM ≤ C‖ut − vs‖C0(M,Rq) (4.12)
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, A = 1, . . . , q, x ∈M , s, t ∈ [0, T ].
Proof. We define ψ˜A(ut) ∈ Γ(ΣM) by
ψ˜(ut) = ψ˜
A(ut)⊗ (∂A ◦ π ◦ ut).
We will prove the lemma in three steps. First we show (4.11). Then we use (4.11) to get
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖ΣxM ≤ C(R, ε, ψ0)‖ut − vs‖C0(M,Rq) (4.13)
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, A = 1, . . . , q, x ∈M , s, t ∈ [0, T ]. From (4.11) and
(4.13) the equation (4.12) will follow from a short computation.
Step 1: Proof of (4.11): In the following we use the well-known resolvent identity
R(λ, T )−R(λ, T0) = R(λ, T ) ◦ (T − T0) ◦R(λ, T0),
where T, T0 : D(T ) ⊂ X → X are two operators on a Banach space X with the same
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domain of definition and λ is in the intersection of their resolvent sets. We calculate
P ut,vsψ˜(ut)− ψ˜(vs)
= − 1
2πi
( ∫
γ
P ut,vsR(µ, /D
pi◦ut)(P ut,vs
)−1
P ut,vsP u0,utψ0 dµ
−
∫
γ
R(µ, /D
pi◦vs)P u0,vsψ0 dµ
)
= − 1
2πi
( ∫
γ
R(µ,P ut,vs /D
pi◦ut(P ut,vs
)−1
)P ut,vsP u0,utψ0 dµ
−
∫
γ
R(µ, /D
pi◦vs)P u0,vsψ0 dµ
)
= − 1
2πi
∫
γ
R(µ,P ut,vs /D
pi◦ut(P ut,vs
)−1
)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)
dµ
− 1
2πi
∫
γ
(
R(µ,P ut,vs /D
pi◦ut(P ut,vs
)−1
)−R(µ, /Dpi◦vs)
)
P u0,vsψ0 dµ
= − 1
2πi
∫
γ
R(µ,P ut,vs /D
pi◦ut(P ut,vs
)−1
)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)
dµ
− 1
2πi
∫
γ
(
R(µ,P ut,vs /D
pi◦ut(P ut,vs
)−1
) ◦
(
P ut,vs /D
pi◦ut(P ut,vs
)−1 − /Dpi◦vs)◦
R(µ, /D
pi◦vs)
)
P u0,vsψ0 dµ.
Therefore we get for p large enough
‖P ut,vsψ˜(ut)(x)− ψ˜(vs)(x)‖
= ‖P vs,u0P ut,vsψ˜(ut)− P vs,u0ψ˜(vs)‖C0(M)
≤ C(u0)‖P vs,u0P ut,vs ψ˜(ut)− P vs,u0ψ˜(vs)‖W 1p (M)
≤ C1‖P ut,vs ψ˜(ut)− ψ˜(vs)‖W 1p (M)
≤ C2
∫
γ
∥∥∥∥R(µ,P ut,vs /Dpi◦ut(P ut,vs)−1)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)∥∥∥∥
W 1p (M)
dµ
+ C2
∫
γ
∥∥∥∥
(
R(µ,P ut,vs /D
pi◦ut(P ut,vs
)−1
) ◦
(
P ut,vs /D
pi◦ut(P ut,vs
)−1 − /Dpi◦vs)◦
R(µ, /D
pi◦vs)
)
P u0,vsψ0
∥∥∥∥
W 1p (M)
dµ
≤ C3 sup
µ∈Im(γ)
‖R(µ,P ut,vs /Dpi◦ut(P ut,vs)−1)‖L(Lp,W 1p )‖P ut,vsP u0,utψ0 − P u0,vsψ0‖Lp
+ C3 sup
µ∈Im(γ)
‖R(µ,P ut,vs /Dpi◦ut(P ut,vs)−1)‖L(Lp ,W 1p ) sup
µ∈Im(γ)
‖R(µ, /Dpi◦vs)‖L(Lp,W 1p )
‖P ut,vs /Dpi◦ut(P ut,vs)−1 − /Dpi◦vs‖L(W 1p ,Lp)‖P u0,vsψ0‖Lp
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The norms of the resolvents are uniformly bounded by Lemma 4.8 and Corollary 4.4.
Moreover, Lemma 4.1 yields
‖P ut,vs /Dpi◦ut(P ut,vs)−1 − /Dpi◦vs‖L(W 1p ,Lp) ≤ C(R)‖ut − vs‖C0(M,Rq).
Using Lemma 4.2 we get
‖P ut,vsP u0,utψ0 − P u0,vsψ0‖Lp ≤ C(ε, ψ0)‖ut − vs‖C0(M,Rq).
Putting everything together we have shown (4.11).
Step 2: Proof of (4.13): We have
‖ψ˜A(ut)|x − ψ˜A(vs)|x‖ΣxM
≤ ‖ψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗Rq
≤ ‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗Rq + ‖P ut,vs ψ˜(ut)|x − ψ˜(ut)|x‖ΣxM⊗Rq
In the following we estimate the two summands separately. Using the fact that the
differential of i : N → Rq is an isometry and (4.11) we get
‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗Rq = ‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗T(pi◦vs(x))N
≤ C(R, ε, ψ0)‖ut − vs‖C0(M,Rq).
It remains to find an appropriate estimate for ‖P ut,vsψ˜(ut)|x− ψ˜(ut)|x‖ΣxM⊗Rq . To that
end, let γ(h) := exp(pi◦ut)(x)(hexp
−1
(pi◦ut)(x)
(π ◦ vs(x)), h ∈ [0, 1], be the unique shortest
geodesic of N from (π ◦ ut)(x) to (π ◦ vs)(x). Let X ∈ Tγ(0)N be given and denote by
X(h) the unique parallel vector field (of N) along γ with X(0) = X. Then we have
P ut,vsX −X = X(1) −X(0) =
∫ 1
0
d
dh
∣∣∣∣
h=τ
X(h) dτ =
∫ 1
0
II(γ′(h),X(h)) dh.
Therefore
‖P ut,vsX −X‖Rq ≤ C1 sup
h∈[0,1]
‖γ′(h)‖N sup
h∈[0,1]
‖X(h)‖N = C1‖γ′(0)‖N‖X‖N
where C1 only depends on the Riemannian manifold N ⊂ Rq. Using (3.3) and the fact
that π : Rq → Rq is (globally) Lipschitz continuous we have that
‖γ′(0)‖N ≤ dN ((π ◦ ut)(x), (π ◦ vs)(x)) ≤ C2‖ut(x)− vs(x)‖Rq .
Hence,
‖P ut,vsX −X‖Rq ≤ C3‖ut(x)− vs(x)‖Rq‖X‖N .
This implies
‖P ut,vsψ˜(ut)|x − ψ˜(ut)|x‖ΣxM⊗Rq ≤ C(R, ε, ψ0)‖ut(x)− vs(x)‖Rq ,
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hence (4.13) holds.
Step 3: Proof of (4.12): We have
ψA(ut)(x) =
ψ˜A(ut)(x)
‖ψ˜(ut)‖L2(M)
.
Using (4.11) and (4.13) we get
‖ψA(ut)(x)− ψA(vs)(x)‖
=
∥∥∥∥ ψ˜A(ut)(x)‖ψ˜(ut)‖L2(M) −
ψ˜A(ut)(x)
‖ψ˜(vs)‖L2(M)
+
ψ˜A(ut)(x)
‖ψ˜(vs)‖L2(M)
− ψ˜
A(vs)(x)
‖ψ˜(vs)‖L2(M)
∥∥∥∥
≤ ‖ψ˜
A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
∣∣∣‖ψ˜(vs)‖L2(M) − ‖ψ˜(ut)‖L2(M)∣∣∣
+
1
‖ψ˜(vs)‖L2(M)
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖
=
‖ψ˜A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
∣∣∣‖ψ˜(vs)‖L2(M) − ‖P ut,vsψ˜(ut)‖L2(M)∣∣∣
+
1
‖ψ˜(vs)‖L2(M)
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖
≤ ‖ψ˜
A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
‖P ut,vsψ˜(ut)− ψ˜(vs)‖L2(M)
+
1
‖ψ˜(vs)‖L2(M)
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖
≤
( ‖ψ˜A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
+
1
‖ψ˜(vs)‖L2(M)
)
C(R, ε, ψ0)‖ut − vs‖C0(M,Rq).
Moreover, the L2-norms in the denominators are uniformly bounded by Lemma 4.9 and
‖ψ˜A(ut)(x)‖ is uniformly bounded by (4.13) and the triangle inequality. This completes
the proof of the lemma.
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5 Short time existence
In this section we prove Theorem 1.1. As we already mentioned in the introduction, the
proof is inspired by [8]. A contraction argument with a similar structure can be found
in [21, Proof of Theorem 5.2.1 on page 111]. For the latter we also recommend [11] as a
supplement.
Proof of Theorem 1.1. Step 1: Solving the equation in Rq: In this step we want to
find a solution u : [0, T ] ×M → Rq, ψt : M → ΣM ⊗ (π ◦ ut)∗TN of

∂tu
A −∆uA = FA1 (u) + FA2 (u, ψ) on (0, T ) ×M, A = 1, . . . , q,
/D
pi◦utψt = 0 on [0, T ] ×M,
u([0, T ] ×M) ⊂ Nδ,
u|t=0 = u0,
ψ|t=0 = ψ0,
‖ψt‖L2(M) = 1 on [0, T ],
dimKker( /D
pi◦ut) = 1 on [0, T ],
(5.1)
where u0 ∈ C2+α(M,N) with dimKker( /Du0) = 1, and ψ0 ∈ ker( /Du0) with ‖ψ0‖L2(M) = 1
are given.
We choose ε, δ,R, and T as in Table 1. By making ε,R, and T smaller if necessary,
Lemmas 4.5 and 4.10 hold. Recall that our choices imply in particular that u([0, T ] ×
M) ⊂ Nδ for all u ∈ BTR(v0) ∩ {u|t=0 = u0}. Let ψ(ut) and ψA(ut), A = 1, . . . , q be as
in Lemma 4.10. In particular we have
/D
pi◦utψ(ut) = 0 on [0, T ] ×M,
‖ψ(ut)‖L2(M) = 1 on [0, T ],
dimKker( /D
pi◦ut) = 1 on [0, T ],
and ψ(ut)|t=0 = ψ(u0) = ψ0 for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ].
Plugging ψ(ut) into the first line of (5.1) it remains to find u ∈ BTR(v0)∩{u|t=0 = u0}
that solves
∂tu
A −∆uA = FA1 (u) + FA2 (u, ψ(u)) on [0, T ] ×M, A = 1, . . . , q. (5.2)
To that end, for u ∈ BTR(v0) ∩ {u|t=0 = u0} we consider
(Lu)(t, x) = v0(t, x) +
∫ t
0
∫
M
p(x, y, t− τ) (F1(uτ )(y) + F2(uτ , ψ(uτ ))(y)) dV (y)dτ
as in Section 3.2.
In the following we show that if T is small enough, then it holds that
i) L(BTR(v0) ∩ {u|t=0 = u0}) ⊂ BTR(v0) ∩ {u|t=0 = u0},
ii) ‖Lu− Lv‖XT ≤ 12‖u− v‖XT for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}.
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We start with i): Let u ∈ BTR(v0) ∩ {u|t=0 = u0} and consider
(Lu− v0)A(t, x) =
∫ t
0
∫
M
p(x, y, t− τ)
(
FA1 (uτ )(y) + F
A
2 (uτ , ψ(uτ ))(y)
)
dV (y)dτ.
We have
|(Lu− v0)A(t, x)| ≤ t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z) + FA2 (us, ψ(us))(z)|
and
|∇x(Lu− v0)A(t, x)| ≤ C
√
t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z) + FA2 (us, ψ(us))(z)|
for all (t, x) ∈ [0, T ] ×M , A = 1, . . . , q, provided that T ≤ 1 is small enough.4 Since
u ∈ BTR(v0) we have
‖u‖XT ≤ ‖u− v0‖XT + ‖v0‖XT ≤ R+ ‖v0‖XT (5.3)
hence
sup
(s,z)∈[0,T ]×M
|FA1 (us)(z)| ≤ C(R, ‖v0‖X1)
(recall that π : Rq → Rq has compact support). By (4.12) and the triangle inequality we
have
‖ψA(us)(z)‖ ≤ C1(R,ψ0) (5.4)
(recall that our choice of constants in Table 1 implies in particular that (3.1) holds).
Therefore
sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z)| ≤ C2(R,ψ0).
We have shown that if T > 0 is small enough, then
|(Lu− v0)A(t, x)| ≤ C3(R,ψ0)t,
|∇x(Lu− v0)A(t, x)| ≤ C3(R,ψ0)
√
t
for all (t, x) ∈ [0, T ]×M , A = 1, . . . , q, and for all u ∈ BTR(v0)∩{u|t=0 = u0}. Hence for
T > 0 small enough we have Lu ∈ BTR(v0). This implies i), since Lu|t=0 = u0.
4Here we use that p ≥ 0 and
∫
M
p(x, y, t) dV (y) = 1 for all (x, t) ∈M × (0,∞). Moreover, we use that
there exists C > 0 s.t.
∫ t
0
∫
M
|∇xp(x, y, s)| dV (y)ds ≤ C
√
t for all (x, t) ∈ M × [0, 1]. The latter is
not difficult to show. It follows directly from the construction of the heat kernel (see e.g. [5]). It is
shown in detail in [11] or [28].
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Next we show ii): Let u, v ∈ BTR(v0) ∩ {u|t=0 = u0}. We have
(Lu− Lv)A(t, x)
=
∫ t
0
∫
M
p(x, y, t− τ)
(
FA1 (uτ )(y) − FA1 (vτ )(y)
)
dV (y)dτ
+
∫ t
0
∫
M
p(x, y, t− τ)
(
FA2 (uτ , ψ(uτ ))(y)− FA2 (vτ , ψ(vτ ))(y)
)
dV (y)dτ
As above we get
|(Lu− Lv)A(t, x)|
≤ t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z)− FA1 (vs)(z)|
+ t sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z)− FA2 (vs, ψ(vs))(z)|
(5.5)
and
|∇x(Lu− Lv)A(t, x)|
≤ C
√
t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z) − FA1 (vs)(z)|
+C
√
t sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z) − FA2 (vs, ψ(vs))(z)|
(5.6)
for all (t, x) ∈ [0, T ]×M provided that T ≤ 1 is small enough. We calculate
|FA1 (u)− FA1 (v)|
= |πABC(u)〈∇uB ,∇uC〉 − πABC(v)〈∇vB ,∇vC〉|
= |πABC(u)
(〈∇uB ,∇uC〉 − 〈∇vB ,∇vC〉)
+
(
πABC(u)− πABC(v)
)〈∇vB ,∇vC〉|
≤ |πABC(u)||
(
‖∇uB‖‖∇uC −∇vC‖+ ‖∇vC‖‖∇uB −∇vB‖
)
|+
+ |πABC(u)− πABC(v)|‖∇vB‖‖∇vC‖
Using the fact that πABC : R
q → R has compact support and is (globally) Lipschitz
continuous together with (5.3) we deduce
sup
(s,z)∈[0,T ]×M
|FA1 (us)(z) − FA1 (vs)(z)| ≤ C(R)‖u− v‖XT . (5.7)
Using (5.3),(5.4), and (4.12) an analogous calculation yields
sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z) − FA2 (vs, ψ(vs))(z)| ≤ C(R,ψ0)‖u− v‖XT . (5.8)
Plugging (5.7) and (5.8) into (5.5) and (5.6) yields
|(Lu− Lv)A(t, x)| ≤ tC(R,ψ0)‖u − v‖XT ,
|∇x(Lu− Lv)A(t, x)| ≤
√
tC(R,ψ0)‖u− v‖XT
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for all (t, x) ∈ [0, T ]×M , A = 1, . . . , q, and for all u, v ∈ BTR(v0)∩{u|t=0 = u0}. Now ii)
follows by choosing T small enough.
Applying the Banach fixed-point theorem we get a unique u ∈ BTR(v0) ∩ {u|t=0 = u0}
with Lu = u.
Step 2: Regularity of the fixed point: In this step we show that the fixed point u is
an element of C1,2,α((0, T )×M,Rq). Equation (5.4) implies that FA1 (u) and FA2 (u, ψ(u))
are bounded on [0, T ] ×M . Therefore the Lp-regularity for the heat equation yields
u ∈W 1,2,p((0, T ) ×M)
for all p ∈ (1,∞). Hence we have5
u ∈ C0,1,α((0, T )×M).
This implies ψA(u) ∈ ΓC0,0,α(ΣM → (0, T ) ×M), i.e.,
sup
x∈M
‖ψA(u.)(x)‖C α2 ((0,T )→ΣxM) <∞, (5.9)
and
sup
t∈(0,T )
‖ψA(ut)(.)‖ΓCα (ΣM→M) <∞. (5.10)
Note that by Lemma 4.10 we have
‖ψA(ut)(x) − ψA(us)(x)‖ ≤ C‖ut − us‖C0(M,Rq)
≤ C‖u‖C0,0,α((0,T )×M)|t− s|
α
2 ,
hence we get (5.9). One can show (5.10) with the techniques that we developed so
far, details can be found in [28]. Since ψA(u) ∈ ΓC0,0,α(ΣM → (0, T ) ×M) and u ∈
C0,1,α((0, T ) ×M), we get
F1(u), F2(u, ψ(u)) ∈ C0,0,α((0, T ) ×M).
By the Hölder-regularity for the heat equation we deduce
u ∈ C1,2,α((0, T ) ×M,Rq).
Step 3: The fixed point takes values in N : First let f : (0, T ) ×M → Rq be an
arbitrary function s.t. f(t, .) ∈ C2(M,Rq) for all t ∈ (0, T ) and f(., p) ∈ C1((0, T ),Rq)
for all p ∈ M . In the following we write ‖.‖2 and 〈., .〉2 for the Euclidean norm and
5To show that W 1,2,p((0, T ) ×M) ⊂ C0,1,α((0, T ) ×M) for p large enough (the spaces are defined as
in [25]) one needs the Sobolev embedding and interpolation theory.
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scalar product, respectively. Similarly we write ‖.‖g and 〈., .〉g for the norm and scalar
product of the Riemannian manifold (M,g), respectively. We define
ρ : Rq → Rq
by ρ(z) := z − π(z) and
ϕ : (0, T )×M → R
by ϕ(t, x) := ‖ρ(f(t, x))‖22 =
∑q
A=1 |ρA(f(t, x))|2. A straight forward calculation yields
(for details we refer to [28])
( ∂
∂t
−∆x
)
ϕ(t, x) = −2
q∑
A=1
‖∇x(ρA ◦ f)(t, x)‖2g
+ 2
〈
ρ(f(t, x)), ρAB(f(t, x))
( ∂
∂t
−∆x
)
fB(t, x)
〉
2
+ 2
〈
ρ(f(t, x)), πACB(f(t, x))〈∇xfC(t, x),∇xfB(t, x)〉g
〉
2
where ρAB(z) :=
∂ρA
∂zB
(z). Now let f = u be the solution constructed in the first step.
Then we have
( ∂
∂t
−∆x
)
ϕ = −2
q∑
A=1
‖∇x(ρA ◦ u)‖2g
+ 2
〈
ρ(u), ρAB(u)
(
FB1 (u) + F
B
2 (u, ψ(u))
)〉
2
+ 2
〈
ρ(u),−F1(u)
〉
2
= −2
q∑
A=1
‖∇x(ρA ◦ u)‖2g
+ 2
〈
ρ(u),−πAB(u)FB1 (u) + ρAB(u)FB2 (u, ψ(u))
〉
2
= −2
q∑
A=1
‖∇x(ρA ◦ u)‖2g
≤ 0.
Here we used that
〈
ρ(u),−πAB(u)FB1 (u) + ρAB(u)FB2 (u, ψ(u))
〉
2
= 0. This holds because
of the following: let (t, x) be arbitrary. Since u(t, x) ∈ Nδ, we have that ρ(u(t, x)) =
u(t, x)−π(u(t, x)) ∈ T⊥pi(u(t,x))N . Moreover,
(
πAB(u(t, x))F
B
1 (u)(t, x)
)
A
∈ Tpi(u(t,x))N since
πAB(u(t, x))F
B
1 (u)(t, x) = (dπ
A)u(t,x)(F1(u)(t, x)) =
(
(dπ)u(t,x)(F1(u)(t, x)
)A
and (dπ)u(t,x) : R
q → Tpi(u(t,x))N . Hence,〈
ρ(u(t, x)),−πAB(u(t, x))FB1 (u)(t, x)
〉
2
= 0.
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To see that
〈
ρ(u(t, x)), ρAB(u(t, x))F
B
2 (u, ψ(u))(t, x)
〉
2
= 0 we write
〈
ρ(u(t, x)), ρAB(u(t, x))F
B
2 (u, ψ(u))(t, x)
〉
2
=
〈
ρ(u(t, x)), F2(u, ψ(u))(t, x) − πAB(u(t, x))FB2 (u, ψ(u))(t, x)
〉
2
and note that by definition of F2 we have that F2(u, ψ(u))(t, x) ∈ Tpi(u(t,x))N and as
above we have(
πAB(u(t, x))F
B
2 (u, ψ(u))(t, x)
)
A
= (dπ)u(t,x)
(
F2(u, ψ(u))(t, x)
) ∈ Tpi(u(t,x))N.
Since
(
∂
∂t
− ∆x
)
ϕ(t, x) ≤ 0 for all (t, x) and ϕ(0, .) = 0 on M , the maximum principle
for the heat equation yields ϕ(t, x) ≤ 0 for all (t, x). The definition of ϕ implies ϕ ≥ 0,
hence ϕ(t, x) = 0 for all (t, x). We have shown u(t, x) ∈ N for all (t, x).
Step 4: Uniqueness of the solution: Let (u1, ψ1) and (u2, ψ2) be two solutions of the
heat flow for Dirac harmonic maps as in Theorem 1.1. In particular, ui : [0, T ]×M → N ,
ψit : M → ΣM ⊗ (uit)∗TN solve (5.1) and ui ∈ C1,2,α((0, T ) ×M,N), i = 1, 2.6 Let
R > 0 be as in the first step (i.e., L is a contraction on BTˆR(v0) ∩ {u|t=0 = u0} for all
Tˆ = Tˆ (R) > 0 small enough). We show that for T˜ ≤ T small enough, it holds that
u1, u2 ∈ BT˜R(v0).
We have that
‖ui(t, .) − u0‖C0(M), ‖∇ui(t, .)−∇u0‖C0(M) → 0
for t→ 0.7 Moreover we have
‖v0(t, .) − u0‖C0(M), ‖∇v0(t, .)−∇u0‖C0(M) → 0
for t→ 0. Therefore for T˜ > 0 small enough it holds that
‖ui − v0‖XT˜ < R,
6Note that here T > 0 is just some T s.t. Theorem 1.1 holds. It does not need to be related to the T
we constructed in the first step.
7This can be seen as follows: we write u = ui. Since u ∈ C1,2,α((0, T )×M) ⊂ C0,α2 ((0, T );C2(M)) (c.f.
[25]) we have in particular that u,∇u : (0, T )→ C0(M) are α
2
-Hölder continuous. (In the case of ∇u
we write C0(M) as target space shortly for Γ(TM) with the C0-norm.) Hence u,∇u : (0, T )→ C0(M)
are uniformly continuous and can therefore be continuously extended to u,∇u : [0, T ] → C0(M).
Hence u(t, .) → u0 in C0(M) as t → 0 and there exists a vector field V ∈ Γ(TM) s.t. ∇u(t, .) → V
in C0(M) as t→ 0. We show V = ∇u0. To that end, notice that for every X ∈ Γ(TM) we have∫
M
〈∇u(t, .),X〉 = −
∫
M
u(t, .)div(X)
t→0−−−→ −
∫
M
u0div(X) =
∫
M
〈∇u0,X〉,
and ∫
M
〈∇u(t, .), X〉 t→0−−−→
∫
M
〈V,X〉.
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and
ui ∈ BT˜R(v0) ∩ {u|t=0 = u0}.
Since dimK( /D
pi◦uit) = 1 on [0, T ] we have that
ψit = ψ(u
i
t)h
i
t
for all t ∈ [0, T˜ ] where ψ(uit) is defined as in Lemma 4.10 and hit ∈ K for all t ∈ [0, T˜ ] and
i = 1, 2. Moreover, hit is of unit length since ‖ψit‖L2(M) = ‖ψ(uit)‖L2(M) = 1. Since the
(real part of the) bundle metric on ΣM is invariant under multiplication with elements
of K of unit length, c.f. Lemma 2.4 for the case K = H, we have that
F2(u
i, ψi) = F2(u
i, ψ(ui))
on [0, T˜ ]×M . In summary we have shown that u1 and u2 are elements of BT˜R(v0) that
solve (5.2). Since the fixed point we constructed in step 1 is unique, we have that u1 = u2
on [0, T˜ ]×M for T˜ > 0 small enough. Next we define
T0 := sup{t ∈ [T˜ , T ] | u1 = u2 on [0, t]×M}
By the definition of T0 and continuity we have u
1 = u2 on [0, T0]×M . We show T0 = T .
To that end we argue by contradiction and suppose that T0 < T . Then (uˆ
i, ψˆi) defined
by uˆi(t, x) := ui(t + T0, x), (t, x) ∈ [0, T − T0] ×M , ψˆit := ψit+T0 are solutions of the
heat flow for Dirac harmonic maps with T replaced by T −T0, u0 replaced by uˆ0, where
uˆ0 := u
1(T0, .) = u
2(T0, .), and ψ0 replaced by ψˆ0 := ψ
1
T0
= ψ2T0 .
8 Using the preceding
argument we get that there exists some T˜ > T0 s.t. u
1 = u2 on [T0, T˜ ] × M . This
contradicts the definition of T0. Therefore T0 = T .
8Since ψ1T0 , ψ
2
T0
∈ ker( /Du
1
T0 ) and dimKker( /D
u1
T0 ) = 1, we can assume w.l.o.g. that ψ1T0 = ψ
2
T0
. Other-
wise we replace ψ2 by ψ2h, where h ∈ K has unit length with ψ1T0 = ψ2T0h.
37
References
[1] B. Ammann. A Variational Problem in Conformal Spin Geometry. Universität
Hamburg, 2003. Habilitationsschrift.
[2] B. Ammann and N. Ginoux. Examples of Dirac-
harmonic maps after Jost-Mo-Zhu, 2009. URL:
http://www.uni-regensburg.de/Fakultaeten/nat_Fak_I/ammann/preprints/diracharm/diracharm_JostMoZhu09.pdf.
[3] B. Ammann and N. Ginoux. Dirac-harmonic maps from index theory. Calc. Var.
Partial Differential Equations, 47(3-4):739–762, 2013.
[4] V. Branding. The evolution equations for Dirac-harmonic Maps. Universität Pots-
dam, 2013. PhD thesis.
[5] I. Chavel. Eigenvalues in Riemannian Geometry. Academic Press, 1984.
[6] Q. Chen, J. Jost, J. Li, and G. Wang. Regularity theorems and energy identities
for Dirac-harmonic maps. Math. Z., 251(1):61–84, 2005.
[7] Q. Chen, J. Jost, J. Li, and G. Wang. Dirac-harmonic maps. Math. Z., 254(2):409–
432, 2006.
[8] Q. Chen, J. Jost, L. Sun, and M. Zhu. Estimates for solutions of Dirac equations
and an application to a geometric elliptic-parabolic problem. MPI MIS Preprint:
79/2014.
[9] Q. Chen, J. Jost, and G. Wang. The maximum principle and the Dirichlet problem
for Dirac-harmonic maps. Calc. Var. Partial Differential Equations, 47(1-2):87–116,
2013.
[10] Q. Chen, J. Jost, G. Wang, and M. Zhu. The boundary value problem for Dirac-
harmonic maps. J. Eur. Math. Soc. (JEMS), 15(3):997–1031, 2013.
[11] H. Dietert, K. Moore, P. Rockstroh, and G. Shaw.
Heat Flow Methods in Geometry and Topology. URL:
https://cmouhot.files.wordpress.com/1900/10/harmonicmaps.pdf.
[12] T. Friedrich. Dirac operators in Riemannian geometry. Graduate Studies in Math-
ematics. AMS, 2000.
[13] N. Ginoux. The Dirac spectrum, volume 1976 of Lecture Notes in Mathematics.
Springer-Verlag, Berlin, 2009.
[14] A. Hermann. Dirac eigenspinors for generic metrics. Universität Regensburg, 2012.
PhD thesis.
[15] O. Hijazi. Spectral properties of the Dirac operator and geometrical structures. Pro-
ceedings of the Summer School on Geometric Methods in Quantum Field Theory,
Villa de Leyva, Colombia, July 12-30, (1999), World Scientific 2001.
38
[16] J. Jost. Riemannian Geometry and Geometric Analysis. Springer, sixth edition,
2011.
[17] J. Jost, L. Liu, and M. Zhu. A global weak solution of the Dirac-harmonic map
flow. To appear in Ann. Inst. H. Poincare Anal. Non Lineaire.
[18] J. Jost, X. Mo, and M. Zhu. Some explicit constructions of Dirac-harmonic maps.
J. Geom. Phys., 59(11):1512–1527, 2009.
[19] T. Kato. Perturbation Theory for Linear Operators. Springer. Reprint of the 1980
Edition.
[20] H. B. Lawson and M.-L. Michelsohn. Spin Geometry. Princeton University Press,
1989.
[21] F. Lin and C. Wang. The Analysis of Harmonic Maps and Their Heat Flows. World
Scientific, Singapore, 2008.
[22] N. Nowaczyk. Dirac Eigenvalues of higher Multiplicity. Universität Regensburg,
2014. PhD thesis.
[23] B. Sharp and M. Zhu. Regularity at the free boundary for Dirac-harmonic maps
from surfaces. Calc. Var. Partial Differential Equations, 55(2), 2016.
[24] P. D. Smith and D. Yang. Removing point singularities of Riemannian manifolds.
Trans. Amer. Math. Soc., 333(1):203–219, 1992.
[25] B. Tapio. Generalized Lagrangian mean curvature flow in almost Calabi–Yau man-
ifolds. University of Oxford, 2011. PhD thesis.
[26] C. Wang and D. Xu. Regularity of Dirac-harmonic maps. Int. Math. Res. Not.
IMRN, (20):3759–3792, 2009.
[27] F. Warner. Extension of the Rauch Comparison Theorem to submanifolds. Trans-
actions of the American Mathematical Society, 122(2):341–356, 1966.
[28] J. Wittmann. Phd thesis. In prepartion.
[29] L. Zhao. Energy identities for Dirac-harmonic maps. Calc. Var. Partial Differential
Equations, 28(1):121–138, 2007.
[30] M. Zhu. Dirac-harmonic maps from degenerating spin surfaces. I. The Neveu-
Schwarz case. Calc. Var. Partial Differential Equations, 35(2):169–189, 2009.
[31] M. Zhu. Regularity for weakly Dirac-harmonic maps to hypersurfaces. Ann. Global
Anal. Geom., 35(4):405–412, 2009.
39
