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A MATRIX ANALYSIS APPROACH TO DISCRETE COMPARISON
PRINCIPLES FOR NONMONOTONE PDE
SARA POLLOCK AND YUNRONG ZHU
ABSTRACT. We consider a linear algebra approach to establishing a discrete compar-
ison principle for a nonmonotone class of quasilinear elliptic partial differential equa-
tions. In the absence of a lower order term, we require local conditions on the mesh to
establish the comparison principle and uniqueness of the piecewise linear finite element
solution. We consider the assembled matrix corresponding to the linearized problem sat-
isfied by the difference of two solutions to the nonlinear problem. Monotonicity of the
assembled matrix establishes a maximum principle for the linear problem and a compar-
ison principle for the nonlinear problem. The matrix analysis approach to the discrete
comparison principle yields sharper constants and more relaxed mesh conditions than
does the argument by contradiction used in previous work.
1. INTRODUCTION
We consider a linear algebra approach to develop a discrete comparison principle for
the equation
−div(κ(x, u)∇u) + g(x, u) = f, in Ω ⊂ R2, (1.1)
with homogeneous Dirichlet conditions
u = 0 on ΓD = ∂Ω. (1.2)
The discrete comparison principle directly implies uniqueness of the discrete solution, in
agreement with the comparison principle and uniqueness for the continuous problem.
The PDE (1.1) is both nonmonotone and nonvariational (see, e.g., [12]); and, as
demonstrated in [2], uniqueness of solutions to its finite element approximation can fail
if the mesh is too coarse, even where the PDE solution is known to be unique. Asympo-
totic error estimates for a finite element approximation as the meshsize h→ 0 were first
shown in 1975 in [7]. More recently, similar results were shown to hold under integration
by quadrature in [1]. In [2], an argument by contradiction related to the approach used
in the continuous case is used to establish a discrete comparison principle based on the
condition that the mesh partition is globally fine enough. The current authors used simi-
lar ideas in [14, 15] to demonstrate that a local verifiable condition based on the variance
of the solution over each element, rather than a global meshize condition, is sufficient
for uniqueness of solutions in the absence of a lower order term. Here, we improve the
constant appearing in the condition and also relax the angle condition on the mesh.
This manuscript is motivated by the linear algebra approach used to establish a dis-
crete maximum principle in [4], demonstrated to improve previously established con-
stants. The current authors also showed in [14] that the maximum principle for the linear
reaction-diffusion equation developed in [4, Theorem 3.8] has a direct application to a
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discrete comparison principle for the semilinear problem, −∆u + g(x, u) = f ; and, the
matrix analysis approach yields an improved constant. Here, we extend the analysis to
quasilinear problems. In the semilinear case, the argument follows by showing that the
assembled matrix in question is a Stieltjes matrix, which is a symmetric positive definite
matrix with nonpositive off-diagonal entries. The particulars of the analysis do not apply
in the quasilinear case, as the corresponding coefficient matrix for the linearization of
(1.1) is easily seen to be nonsymmetric, hence not Stieltjes.
In this paper, we develop conditions under which the assembled coefficient matrix A
corresponding to the PDE satisfied by the difference between a subsolution and super-
solution of (1.1) is monotone. We proceed by first showing it is a Z-matrix, one with
nonpositive off-diagonal entries; then, showing there is a diagonal matrix D such that
AD is strictly diagonally dominant, satisfying a condition for monotonicity found in
[10, 13]. The first main contribution of this work is improving the constants in the local
condition for the discrete comparison principle hence uniqueness to hold. The second
main contribution is establishing the discrete comparison principle holds for problem
(1.1) on meshes with at least some right angles.
In previous work by the authors [14, 15], the mesh was assumed acute, meaning all
interior angles were bounded below pi/2. In the current results, interior angles can be
no greater than pi/2, and opposite angles across each edge must sum to less that pi. It
is well known (see, for instance [19, Lemma 2.1]), that for the assembled matrix for the
Laplacian, monotonicity holds under the condition that the mesh is Delaunay, meaning
the angles opposite each edge sum to no more than pi. More general geometric conditions
for a discrete maximum principle for Poisson’s equation are developed in [9], in which
certain refinements of meshes satisfying monotonicity conditions are shown to remain
monotone. The stronger condition on the geometry in this work comes from the variable-
dependence in the principal part of the linearized problem, so that improved conditions
for Laplace operators do not directly apply.
The theory of monotone matrices in numerical analysis has been well-studied, largely
with respect to the convergence of iterative methods [17, 20]. In [13], a collection of 40
conditions for a Z-matrix to be a nonsingular M -matrix, hence monotone, is drawn from
the literature. We use one of those conditions, which appears earlier in [10], to establish
our results. The main technical challenge of this work is to understand the monotonicity
of the coefficient matrix arising from the discretization of a linear convection-diffusion,
or reaction-convection-diffusion equation. This matrix is nonsymmetric, and lacks strict
diagonal dominance. The failure in the linear case for a convection-diffusion coefficient
matrix to have strictly positive row-sums is also discussed in [19].
The comparison principle for (1.1) is equivalent to a maximum principle for a lin-
earized equation satisfied by the difference of a subsolution and supersolution to (1.1),
which is demonstrated here by the monotonicity of the assembled coefficient matrix.
This relationship and its implication for the uniqueness of the finite element solution is
summarized in Theorem 3.3.
The remainder of the paper is structured as follows. In Section 2, the discretization
and discrete comparison principle are introduced. Then, the linearized problem used to
investigate the comparison principle is derived. Theorem 3.3 summarizes the relationship
between the monotonicity of the assembled matrix for the linearized problem and the
comparison principle for the nonlinear problem. The definitions of Z, L andM matrices,
and the relevant theorems on their relationships are recalled from the literature. Section
4 contains the technical estimates used to show the assembled matrix A is monotone.
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2. PRELIMINARIES
We make the following assumptions on the problem data κ(· , ·) and g(· , ·).
Assumption 2.1. Assume κ(x, η) and g(x, η) are Carathe´odory functions, measurable
in x for each η ∈ R, and C1 in η for a.e. x ∈ Ω. Assume there are constants 0 < kα < kβ
with
kα ≤ κ(x, η) ≤ kβ, (2.1)
for all η ∈ R, and a.e.x ∈ Ω. Assume there is a positive Kη with∣∣∣∣∂κ∂η (x, η)
∣∣∣∣ ≤ Kη, (2.2)
for all η ∈ R and a.e.x ∈ Ω. Assume g(x, η) is nondecreasing with respect to its second
argument, and there is a constant Gη with
0 ≤ ∂g
∂η
(x, η) ≤ Gη, (2.3)
for all η ∈ R and a.e.x ∈ Ω.
Under Assumption 2.1, the PDE is known to satisfy a comparison principle and have
a unique solution, as demonstrated in [8, 16] and [11, Chapter 10]. Additionally, the
weak form of (1.1) is given as follows for V = H10 (Ω), the closed subspace of H
1 with
vanishing trace on ∂Ω. Find u ∈ V such thatˆ
Ω
κ(x, u)∇u·∇v + g(x, u)v dx =
ˆ
Ω
fv dx, for all v ∈ V. (2.4)
The functional setting of the weak form can be understood in the context of the Leray-
Lions conditions for pseudomonotonicity. We refer interested readers to [5, Chapter 2-3]
for further details. We note that the class of problems defined by the assumptions in this
section is called nonmonotone because the inequalityˆ
Ω
(κ(x,w)∇w − κ(x, v)∇v)·∇(w − v) dx ≥ 0,
does not in general hold for all w, v ∈ V , even for κ = κ(u), with κ′(u) ≥ 0.
2.1. Discretization. Let T be a conforming simplicial partition of domain Ω that exactly
captures the boundary. Let Q be the collection of vertices or nodes of T , and let Q =
Q \ ∂Ω be the set nodes that do not lie on the Dirichlet boundary, corresponding to the
mesh degrees of freedom. Let V ( V be the discrete space spanned by the piecewise
linear basis functions {ϕj} that satisfy ϕi(qi) = 1 and ϕi(qj) = 0 for each qj ∈ Q with
qj 6= qi. Define the non-negative subset of V by V+ := {v ∈ V
∣∣ v ≥ 0}.
Let ωi be the support of the basis function ϕi. Define the intersection of support for
any two basis functions with respect to a global numbering by ωij = ωi ∩ωj . In terms of
the corresponding nodes qi and qj , it follows that ωij is the union of elements that share
both qi and qj as vertices.
ωij =
⋃
{T ∈ T ∣∣ qi ∈ T and qj ∈ T}.
Additional notation for the discretization is summarized as follows, and illustrated in
Figure 1.
• eij , denotes the edge connecting vertices qi and qj .
• θ+ij and θ−ij denote the two respective angles opposite edge eij in ωij .
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FIGURE 1. Left: Schematic of a patch. Right: Schematic of an element.
• θj,T denotes the interior angle of triangle T at vertex qj , and θij,T denotes the
interior angle opposite vertices qi and qj in triangle T .
• qTij denotes the vertex opposite both qi and qj in triangle T .
• ϕTij denotes the basis function associated with qTij in triangle T .
• δeij(v) = |v(qi)− v(qj)| is the absolute difference of nodal values over edge eij .
• δ(i)ω (v) = max{δejk(v)
∣∣ qj, qk ∈ ω, j, k 6= i} is the maximum difference between
neighboring nodal values of v in ω, over each edge not touching vertex qi.
• δω(v) = max{δejk(v)
∣∣ qj, qk ∈ ω} denotes the maximum difference between
neighboring nodal values of v in ω.
• |T | denotes the area of triangle T ∈ T .
• |TT | = maxT∈T |T |.
• Qi = {qj ∈ Q
∣∣ qj ∈ ωi, j 6= i}, denotes the set of vertices neighboring qi,
including those on ΓD.
• Qi = Qi \ ΓD, the set of non-Dirichlet vertices neighboring qi.
Assumption 2.2. It is assumed any interior angle of the mesh satisfies θ ≤ pi/2, and
that any two angles opposite an edge must sum to less than pi. In particular, there is a
constant βm > 0 for which
cot θ+ij + cot θ
−
ij > βm, for each ωij ⊂ T . (2.5)
It is also assumed that the mesh satisfies a smallest-angle condition over each neighbor-
hood ωij . There is a constant βM > 0 for which
cot θ+ij + cot θ
−
ij +
∑
T∈ωij
cot θi,T ≤ βM for each ωij ⊂ T . (2.6)
2.2. Comparison framework. Consider the problems: Find ui ⊂ V such thatˆ
Ω
κ(x, ui)∇ui ·∇v + g(x, ui)v dx =
ˆ
Ω
fiv dx, for all v ∈ V , (2.7)
for fi ∈ L2(Ω), i = 1, 2. The discrete comparison principle for (2.7) states that whenever
f1 ≤ f2, (a.e. x ∈ Ω), meaning
´
Ω
(f1 − f2)v dx ≤ 0, for each v ∈ V+, then it holds that
u1 ≤ u2.
The comparison principle can be restated in terms of a maximum principle for w =
u1 − u2. The discrete problem satisfied by w can be understood by applying Taylor’s
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theorem to the difference of (2.7) with i = 1 and i = 2.ˆ
Ω
(κ(x, u1)∇u1 ·∇v + g(x, u1)v) dx−
ˆ
Ω
(κ(x, u2)∇u2 ·∇v + g(x, u2)v) dx
=
ˆ
Ω
κ(x, u1)∇(u1 − u2)·∇v − (κ(x, u2)− κ(x, u1))∇u2 ·∇v dx
+
ˆ
Ω
(g(x, u1)− g(x, u2))v dx
=
ˆ
Ω
κ(x, u1)∇(u1 − u2)·∇v dx−
ˆ
Ω
(ˆ 1
0
∂κ
∂η
(x, z(t))(u1 − u2) dt
)
∇u2 ·∇v dx
+
ˆ
Ω
(ˆ 1
0
∂g
∂η
(x, z(t))(u1 − u2) dt
)
v dx, (2.8)
where z(t) = tu1 + (1− t)u2, for 0 ≤ t ≤ 1. Letting w = u1− u2, the equation satisfied
by w is thenˆ
Ω
κ(x, u1)∇w·∇v dx+
ˆ
Ω
(ˆ 1
0
∂κ
∂η
(x, z(t)) dt
)
w∇u2 ·∇v dx
+
ˆ
Ω
(ˆ 1
0
∂g
∂η
(x, z(t))w dt
)
v dx =
ˆ
Ω
(f1 − f2)v dx, for all v ∈ V . (2.9)
The comparison principle for u1 and u2 in (2.7) is then equivalent to the weak maxi-
mum principle for w = u1 − u2 in (2.9), namely w ≤ 0 whenenever f1 − f2 ≤ 0. We
now turn our attention to establishing the weak maximum principle for w.
3. DISCRETE MAXIMUM PRINCIPLE
From (2.9), the linear equation for w is a general second order elliptic equation with
convection and reaction termsˆ
Ω
κ(x, u1)∇w · ∇v dx+
ˆ
Ω
~b(x, u2)w·∇v dx+
ˆ
Ω
c(x)wv dx =
ˆ
Ω
(f1 − f2)v dx,
(3.1)
for all v ∈ V , with
~b(x) := b(x)∇u2(x), with b(x) :=
ˆ 1
0
∂κ
∂η
(x, z(t)) dt, (3.2)
c(x) :=
ˆ 1
0
∂g
∂η
(x, z(t)) dt. (3.3)
We now turn our attention to the properties of the assembled system (3.1)-(3.3). The
discrete function w ∈ V has the expansion in basis functions w = ∑nj=1Wjϕj , where n
is the number of mesh degrees of freedom. Choosing the test functions v = ϕi for each
i = 1, · · · , n in Equation (3.1), we obtain the equivalent matrix problem AW = F . In
particular, W = (W1, · · · ,Wn)T , F = (F1, · · · , Fn)T with A = (aij) and Fi defined
entrywise by
aij =
ˆ
ωij
κ(x, u1)∇ϕj ·∇ϕi dx+
ˆ
ωij
~b(x, u2)ϕj ·∇ϕi dx+
ˆ
ωij
c(x)ϕjϕi dx (3.4)
Fi =
ˆ
ωi
(f1 − f2)ϕi dx. (3.5)
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We now investigate the maximum principle for w through the monotonicity of matrix
A given by (3.4).
Definition 3.1 (Monotone matrix). A real square matrix A is monotone (in the sense
of [6, Section 23] ) if for all real vectors v, Av ≥ 0 implies v ≥ 0, where ≥ is the
element-wise ordering.
By this definition, a monotone matrix is nonsingular because ifA is a monotone matrix
and x is a vector in its nullspace, then both x ≥ 0 and −x ≥ 0, implying x = 0. We
mention another relevant property of monotone matrices.
Proposition 3.2. A is monotone iff A is invertible and A−1 ≥ 0.
Proof. If A is monotone, then A is nonsingular and A−1 exists. Let x be the ith column
of A−1, so we have Ax = ei, the i-th standard basis vector. This shows Ax ≥ 0 which
implies x ≥ 0. Therefore A−1 ≥ 0.
Reversely, suppose A has an inverse and A−1 ≥ 0. If Ax ≥ 0, then x = A−1Ax ≥
A−10 = 0. Hence A is monotone. 
The next theorem summarizes how monotonicity of the assembled matrix for w im-
plies the comparison principle, hence uniqueness of the solution.
Theorem 3.3. Suppose the functions κ(x, η) and g(x, η) are each measurable with re-
spect to the first argument, and C1 with respect to the second. Let ui ⊂ V solveˆ
Ω
κ(x, ui)∇ui ·∇v + g(x, ui)v dx =
ˆ
Ω
fiv dx, for all v ∈ V , (3.6)
for fi ∈ L2(Ω), i = 1, 2, with
´
Ω
(f1 − f2)v dx ≤ 0, for all v ∈ V+. Let A be the coeffi-
cient matrix defined by (3.4), and F the vector defined by (3.5). Then if A is monotone,
u1 ≤ u2. Moreover, if f1 = f2, then u1 = u2.
Proof. Let the discrete function w ∈ V be given by w = ∑nj=1Wjϕj , with W =
(W1, · · · ,Wn)T , where n = card(Q), the number of mesh degrees of freedom. The
monotonicity of A implies its invertibility. By equations (2.8)-(2.9), and the definitions
of A and F , the vector W that solves AW = F uniquely defines w ∈ V that satisfies
w = u1 − u2.
Since A is monotone, F ≤ 0 implies W ≤ 0 which by the nonnegativity of basis
functions implies w ≤ 0 implying u1 ≤ u2. If f1 = f2, it follows that u1 = u2. 
Remark 3.4. The monotonicity of matrix A given by (3.4) also, by the reasoning above,
establishes a discrete maximum principle for the linear problem (3.1).
In the remainder of the paper we develop conditions under which the assembled matrix
(3.4) is monotone. Three related classes of matrices we enounter in the proof are Z-
matrices, L-matrices and M -matrices, defined as follows.
Definition 3.5 (Z-matrix). A matrix A is called an Z-matrix if aij ≤ 0 when i 6= j (see
[10, Definition 4,1],[13]).
A Z-matrix with positive diagonal entries is also called an L-matrix.
Definition 3.6 (L-matrix). A matrix A is called an L-matrix if aii > 0 for all i , and
aij ≤ 0 when i 6= j (see [18, Definition 2.9], [20, Chapter 2, Definition 7.1])
A monotone Z-matrix is an M -matrix.
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Definition 3.7 (M -matrix, see [17, Definition 3.22]). A real n×n matrix A = (aij) with
aij ≤ 0 for all i 6= j is an M -matrix if A is nonsingular and A−1 ≥ 0.
We note the equivalence of this definition to [20, Definition 7.3], and to a nonsingular
M -matrix, as in [13]. If the off-diagonal entries ofA are nonpositive, thenA is monotone
if and only if A is an M -matrix. This is clear from the Proposition 3.2 of the monotone
matrix, and the definition of the M -matrix.
In what follows, we will show the monotonicity of the coefficient matrix A given by
(3.4), by first showing A is a Z-matrix: the off-diagonal entries are nonpositive; then
showing it is monotone, by the following 1962 result of M. Fiedler and V. Pta´k. We first
recall the standard definition of (strict) diagonal dominance.
Definition 3.8. An n× n matrix is strictly diagonally dominant if
|aii| >
n∑
j=1,j 6=i
|aij|, for all i = 1, . . . , n. (3.7)
Strict diagonal dominance may also be called strong diagonal dominance [20, p.41].
A matrix is called diagonally dominant (or weakly diagonally dominant) if equality is
allowed in (3.7), with a strict inequality for at least one index i.
The full theorem of [10] presents 13 equivalent statements, here we paraphrase the
two most relevant to our purposes.
Theorem 3.9. [10, Theorem 4,3.4],[13, Theorem 1 (N39)] Let A be a Z-matrix. Then
A is monotone if and only if there exists a diagonal matrix D with positive diagonal
elements such that the matrix AD is strictly diagonally dominant.
Along the way to showing the monotonicity, we also show A is an L-matrix: the diag-
onal entries are strictly positive. As as consequence of the monotonicity, A is then also
an M -matrix, as in the corresponding result of [13]. There are many characterizations of
Z-matrices as M -matrices, as in the review paper [13], the references therein, and [17,
Chapter 3]. Further discussion on the conditions relating Z-matrices, L-matrices and
M -matrices may be found in [20, Chapter 2], and [18, Chapter 2]. For completeness, we
also mention the results of F. Bouchon [3], which depend explicity on irreducibility prop-
erties of the assembled matrix. Referring to the counterexample of [9], the irreducibility
can fail to hold in certain situations, even on a connected mesh. As the assembled matrix
from (3.4) is not itself strictly diagonally dominant, and it is not obvious how to compute
the spectral radius by direct means, we choose Theorem 3.9 as the simplest condition to
demonstrate based on computationally verifiable conditions.
4. PROPERTIES OF THE ASSEMBLED MATRIX
In this section, we develop conditions under whichA, the coefficient matrix from (3.4),
is a Z-matrix that satisfies Theorem 3.9, hence is monotone. Our main comparison result
then follows from Theorem 3.3. Each entry aij of matrix A is given by (3.4) with ~b and
c given by (3.2) and (3.3), respectively. We now consider the conditions under which
matrix A has non-positive off-diagonal entries, meaning A is a Z-matrix.
Lemma 4.1. Let Assumption 2.1 and Assumption 2.2 hold. Let A = (aij) be given by
(3.4). On satisfaction of the condition on the nodal values of u2 and meshsize |TT |
1
3βm
{
KηβMδωij(u2) +Gη|TT |
} ≤ kα, for each ωij ⊂ T , (4.1)
it holds that aij ≤ 0 for each i 6= j.
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Proof. Equivalently, and for convenience of later calculations, we consider the entry aji.
By direct calculation, it holds for i 6= j that.
∇ϕi ·∇ϕj
∣∣
T
=
−1
2|T | cot θij,T , (4.2)
where θij,T is the angle opposite edge eij in triangle T . Equation (4.2) together with (2.1)
and (2.5) impliesˆ
ωij
κ(x, u1)∇ϕi ·∇ϕj dx ≤ kα
∑
T∈ωij
ˆ
T
∇ϕi ·∇ϕj dx = −kα
2
(cot θ+ij + cot θ
−
ij), (4.3)
for interior nodes, qi, qj ∈ Q. For the reaction term,
´
T
ϕiϕj dx = |T |/12. Together with
(2.3) and (3.3), this impliesˆ
ωij
c(x)ϕiϕj dx ≤
∑
T∈ωij
Gη|T |
12
, (4.4)
for qi, qj ∈ Q.
To bound the nonsymmetric term, the following decomposition is useful. Over each
triangle T with vertices qi, qi, qk and discrete function v ∈ V , we have
∇v = (v(qi)− v(qj))∇ϕi + (v(qk)− v(qj))∇ϕk. (4.5)
Applying (4.2) and (4.5) with v = u2 and qk = qTij for each T ∈ ωij yieldsˆ
ωij
b(x)∇u2 ·∇ϕjϕi dx = (u2(qi)− u2(qj))
ˆ
ωij
∇ϕi ·∇ϕj b(x)ϕi dx
+
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕj b(x)ϕi dx
≤ Kη
6
|u2(qi)− u2(qj)|(cot θ+ij + cot θ−ij)
+
Kη
6
∑
T∈ωij
|u2(qTij)− u2(qj)| cot θi,T , (4.6)
where the inequality follows from (2.2) of Assumption 2.1 and (3.2). For interior nodes
qi, qj ∈ Q, we then have∣∣∣∣∣
ˆ
ωij
~b(x)·∇ϕjϕi dx
∣∣∣∣∣ ≤ Kη6
δeij(u2)(cot θ+ij + cot θ−ij) + δ(i)ωij(u2) ∑
T∈ωij
cot θi,T
 .
(4.7)
Applying (4.3), (4.4) and (4.7) to (3.4), it holds for each i, j for with qi, qj ∈ Q that
aji ≤ 1
2
(
−kα + Kη
3
δeij(u2)
)
(cot θ+ij + cot θ
−
ij) +
1
2
∑
T∈ωij
(
Kη
3
δ(i)ωij(u2) cot θi,T +
Gη|T |
6
)
≤ 1
2
{
−kαβm + KηβM
3
δωij(u2) +
Gη|TT |
3
}
, (4.8)
where the last inequality follows from the application of both angle conditions (2.5)
and (2.6) from Assumption 2.2. If either qi or qj lies on the boundary ∂Ω, then the
contribution of each term is zero, and aij = 0. The conclusion aij ≤ 0 then follows
under the condition (4.1). 
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In the next lemma, we show the diagonal entries of A are positive, under the given
condition which bounds the difference of nodal values connecting each edge in the mesh.
The local condition (4.9) for each aii to be positive is weaker than (4.1), used above to
determine the off-diagonal entries of A are nonpositive, implying that matrix A is an
L-matrix as well as a Z-matrix.
Lemma 4.2. Let Assumption 2.1 and Assumption 2.2 hold. Let A = (aij) be given by
(3.4). Then under the condition
δeij(u2) <
3kα
Kη
, (4.9)
it holds that aii > 0, for each i.
Proof. First consider the diffusion term. Summing integrals over each ωij ⊂ ωi integrates
twice over ωi. Applying the identity ∇ϕi ·∇ϕi = −∇ϕj ·∇ϕi − ∇ϕTij ·∇ϕi, over each
element T ∈ ωi with nodal indices qi, qj, qTij , and combining like terms to integrate each
product once per element we haveˆ
ωi
κ(x, u1)∇ϕi ·∇ϕi dx = 1
2
∑
ωij⊂ωi
ˆ
ωij
κ(x, u1)∇ϕi ·∇ϕi dx
= −
∑
ωij⊂ωi
ˆ
ωij
κ(x, u1)∇ϕj ·∇ϕi dx
≥ kα
2
∑
ωij⊂ωi
(cot θ−ij + cot θ
+
ij), (4.10)
where the last inequality follows from (2.1) and Assumption 2.2. Next, consider the
nonsymmetric term. Summing integrals over each ωij ⊂ ωi then combining like terms
as above we haveˆ
ωi
b(x)∇u2 ·∇ϕiϕi dx = 1
2
∑
ωij⊂ωi
ˆ
ωij
b(x)∇u2 ·∇ϕiϕi dx
=
∑
ωij⊂ωi
(u2(qj)− u2(qi))
ˆ
ωij
∇ϕj ·∇ϕib(x)ϕi dx
≥ −Kη
6
∑
ωij⊂ωi
|u2(qj)− u2(qi)|(cot θ+ij + cot θ−ij), (4.11)
where the last inequality follows from (2.2), Assumption 2.2, and the integration of ϕi
over each element. From (3.2) and (4.11) we haveˆ
ωi
~b(x)·∇ϕiϕi dx ≥ −Kη
6
∑
ωij⊂ω
δeij(u2)(cot θ
+
ij + cot θ
−
ij). (4.12)
The lowest order term from (3.4) satisfies
´
ωi
c(x)ϕ2i dx ≥ 0, for c(x) ≥ 0 as in (3.3)
under the condition (2.3). Putting together (4.10) and (4.12) into (3.4), we have under
Assumption 2.1
aii ≥ 1
2
∑
ωij⊂ωi
(cot θ+ij + cot θ
−
ij)
(
−Kη
3
δeij(u2) + kα
)
≥ βm
2
(
−Kη
3
δeij(u2) + kα
)
, (4.13)
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from which the result follows under condition (4.9). 
By the conditions of the previous two lemmas, and the computations of the next
lemma, the matrx A can be seen to have positive row-sums for each index i such that
vertex qi neighbors the Dirichlet boundary. In the next lemma, we constuct a diagonal
matrix D′ε for which the positivity of row-sums of AD
′
ε is extended to indices j such that
qj neighbors a vertex which neighbors ΓD. This is not sufficient to establish the com-
parison result which requires strict diagonal dominance of AD for some D. However, it
indicates how to construct a diagonal matrix D with positive diagonal entries such that
the positivity of row-sums of AD can be extended to rows corresponding to interior ver-
tices. We present this lemma first because it contains the main ideas and estimates, and is
simpler in its presentation. Lemma 4.5 then contains the full construction of a diagonal
matrix Dε for which ADε is strictly diagonally dominant.
Lemma 4.3. Let Assumption 2.1 and Assumption 2.2 hold. Let A = (aij) be given by
(3.4), and let AT = αij . Assume the conditions of Lemma 4.1 and 4.2 hold true, and for
some ε¯ > 0 it holds that
KηβMδωij(u2)
3βm
< kα − ε¯. (4.14)
Let D′ε be the diagonal matrix with entries di given by
di =
{
1, if Qi = Qi,
dε < 1, otherwise.
(4.15)
Then, as dε → 1 but dε < 1, the matrix ATD′ε is diagonally dominant, and has positive
row-sums for each index i for which qi neighbors ΓD, or has a neighbor that does.
The idea behind the construction of D′ε relates to the stiffness matrix S for the Lapla-
cian. For any row i such that corresponding vertex qi has a neighbor on the Dirichlet
boundary, the row-sum of S is positive, and otherwise zero. This leaves enough room to
scale down the columns corresponding to vertices with neighbors on the Dirichlet bound-
ary so that all row-sums containing nonzero terms from these columns are also positive.
The construction of Dε so that ATDε is strictly diagonally dominant follows from scal-
ing each column closer to one as its distance from the Dirichlet boundary increases, and
is addressed Lemma 4.5. The monotonicity of A follows from the monotonicity of AT .
Proof. By the established positivity of the diagonal elements, and nonpositivity of the
off-diagonal elements, the row-i requirement for diagonal dominance of ATD′ε is
diαii +
n∑
j=1,j 6=i
djαij ≥ 0, (4.16)
where the inequality must be strict for at least one index i. By slight abuse of notation, let
j ∈ Qi mean index j such that qj ∈ Qi. Let n = card(Q), the number of mesh degrees
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of freedom. Expanding (4.16) by (3.4) and rearranging terms yields
diαii +
n∑
j=1,j 6=i
djαij = di
ˆ
ωi
κ(x, u1)∇ϕi ·∇ϕi dx+
∑
j∈Qi
dj
ˆ
ωij
κ(x, u1)∇ϕi ·∇ϕj dx
+ di
ˆ
ωi
~b(x)·∇ϕiϕi dx+
∑
j∈Qi
dj
ˆ
ωij
~b(x)·∇ϕjϕi dx
+ di
ˆ
ωi
c(x)ϕ2i dx+
∑
j∈Qi
dj
ˆ
ωij
c(x)ϕjϕi dx. (4.17)
Similarly to the calculations of (4.3) and (4.10) the contribution from the first line of
(4.17) is
di
ˆ
ωi
κ(x, u1)∇ϕi ·∇ϕi dx+
∑
j∈Qi
dj
ˆ
ωij
κ(x, u1)∇ϕi ·∇ϕj dx
= −di
∑
j∈Qi\Qi
ˆ
ωij
κ(x, u1)∇ϕi ·∇ϕj dx+
∑
j∈Qi
(dj − di)
ˆ
ωij
κ(x, u1)∇ϕi ·∇ϕj dx.
(4.18)
It is noted that the contribution from the second term on the left of (4.17) is restricted to
j ∈ Qi, the mesh degrees of freedom.
Recalling that~b(x) = b(x)∇u2, the contribution from the second line of (4.17) is
di
ˆ
ωi
~b(x)·∇ϕiϕi dx+
∑
j∈Qi
dj
ˆ
ωij
~b(x)·∇ϕjϕi dx
= di
∑
j∈Qi\Qi
(u2(qj)− u2(qi))
ˆ
ωij
∇ϕj · ∇ϕib(x)ϕi dx
+
∑
j∈Qi
(dj − di)(u2(qi)− u2(qj))
ˆ
ωij
∇ϕi ·∇ϕjb(x)ϕi dx
+
∑
j∈Qi
dj
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx. (4.19)
Let KTij := (u2(qTij) − u2(qj))
´
T
∇ϕTij ·∇ϕjb(x)ϕi dx. The last line of (4.19) can be
expanded asdi∑
j∈Qi
∑
T∈ωij
KTij
+
∑
j∈Qi
(dj − di)
∑
T∈ωij
KTij
−
di ∑
j∈Qi\Qi
∑
T∈ωij
KTij

=
∑
j∈Qi
(dj − di)
∑
T∈ωij
KTij
−
di ∑
j∈Qi\Qi
∑
T∈ωij
KTij
 , (4.20)
as the first term in the left of (4.20) is zero because the KTij terms cancel pairwise when
summed over the entire patch Qi.
The contribution from the third line of (4.17) can be written as
di
2
∑
j∈Qi\Qi
ˆ
ωij
c(x)ϕ2i dx+
∑
j∈Qi
ˆ
ωij
c(x)ϕi
(
di
2
ϕi + djϕj
)
dx ≥ 0.
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This term is clearly nonnegative and need not be further considered. Recombining the
remaining terms of (4.18), (4.19) and (4.20) into (4.17) we have
diαii +
n∑
j=1,j 6=i
djαij
≥
∑
j∈Qi\Qi
di
{ˆ
ωij
(κ(x, u1)− (u2(qj)− u2(qi))b(x)ϕi))∇ϕi ·∇ϕj dx
−
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx
}
+
∑
j∈Qi
(dj − di)
(ˆ
ωij
(κ(x, u1) + (u2(qi)− u2(qj))b(x)ϕi)∇ϕi ·∇ϕj dx
+
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx
)
. (4.21)
The last two lines of (4.21) are controlled by the hypothesis (4.14), cf. (4.6). In particular
Jij :=
ˆ
ωij
(κ(x, u1) + (u2(qi)− u2(qj))b(x)ϕi)∇ϕi ·∇ϕj dx
+
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx
≤ 1
2
(
−kαβm +
KηβMδωij(u2)
3
)
< −βmε¯
2
< 0. (4.22)
It is also important to note that taking into consideration the upper bound on κ given in
(2.1), we have finite numbers JL,J U for which
βmε¯
2
≤ JL ≤ |Jij| ≤ J U . (4.23)
Applying (4.22), the angle conditions (2.5) and (2.6), and the bounds on the data as
above, inequality (4.21) implies
diαii +
n∑
j=1,j 6=i
djαij
≥ 1
2
∑
j∈Qi\Qi
di
(
kα −
Kηδ
e
ij(u2)
3
)
(cot θ+ij + cot θ
−
ij)− dj
Kηδ
(i)
ωij
3
∑
T∈ωij
cot θTi

+
∑
j∈Qi
(dj − di)Jij. (4.24)
In the case that Qi \ Qi = ∅, meaning vertex qi has no neighbors on ΓD, the first term
on the RHS of (4.24) does not appear, and di = 1. Either dj = 1, in which case the
second term on the RHS of (4.24) is zero, or dj = dε < 1, for some j ∈ Qi, meaning
(dj − di) < 0, and the second term is positive.
In the case that Qi \ Qi 6= ∅, the vertex qi has at least one neighbor on the Dirichlet
boundary, and di = dε. The second term of (4.24) is either zero or negative and goes to
zero, because applying the upper-bound on |Jij| from (4.23), we have |Jij(dj − di)| ≤
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J U(1−dε)→ 0 as dε → 1. Moreover, the first term in brackets is strictly positive under
condition (4.14). Specifically, for di = dε we have
diaii +
n∑
j=1,j 6=i
djaij ≥ diβm
2
∑
j∈Qi\Qi
(
kα − KηβMδij(u2)
3βm
)
+
∑
j∈Qi
(dj − di)Jij
≥ dεβmε¯
2
+
∑
j∈Qi
(1− dε)J U , (4.25)
which is clearly positive for any fixed ε¯ > 0 as dε → 1, minding the angle condition
(2.6) strictly bounds the number of neighbors for any vertex Qi, so the sum on the right
has a maximum m number of terms.
These arguments together show all row-sums are nonnegative; and, row-sums are
strictly positive for vertices with neighbors on ΓD, or that have neighbors that neigh-
bor ΓD. As there is at least one Dirichlet node, the conclusion follows. 
We now construct a slightly more complicated diagonal matrix Dε to establish strict
diagonal dominance of ATDε. The proof is similar to Lemma 4.3, with some additional
arguments. Instead of defining the diagonal elements di of Dε corresponding to nodes
without neighbors on the Dirichlet boundary to be unity, they are defined as an increasing
sequence based on their distance from ΓD. This prevents the case of the zero row-sum
corresponding to vertices sufficiently far from the boundary as in Lemma 4.3. First, we
require a notion of distance from the boundary.
Definition 4.4. Let pi denote the length of the shortest path to a neighborhood of the
Dirichlet boundary from vertex qi. In particular, if Qi \ Qi 6= ∅, then pi = 0. Otherwise,
pi is defined to be the least number of edges traversed between qi and any vertex qj with
pj = 0.
Lemma 4.5. Let Assumption 2.1 and Assumption 2.2 hold. Let A = (aij) be given by
(3.4), and let AT = αij . Assume the conditions of Lemma 4.1 and 4.2 hold true, and for
some ε¯ > 0 it holds that
KηβMδωij(u2)
3βm
< kα − ε¯, (4.26)
as in Lemma 4.3. Let Dε be the diagonal matrix with entries di given by
di = 1− εpi , εpi = εpi−1 − rpi−1δ0, pi ≥ 1, (4.27)
for pi given by Definition 4.4, fixed 0 < ε0 < 1, and 0 < r, δ0 < 1, to be defined below.
Then, matrix ATDε is strictly diagonally dominant, and the condition (4.26) relaxes to
the condition (4.1) for A to be a Z-matrix, as ε¯→ 0.
Proof. First it is noted that the sequence {εj} from (4.15) is a strictly decreasing se-
quence. By summing the geometric terms in (4.27), we also see the sequence {εj} is
strictly positive if ε0 > δ0/(1 − r), which will be assured as ε¯ → 0 for fixed ε0. As
a result, the coefficients di are ordered by the distance of each qi to the boundary with
respect to Definition 4.4, and di → 1 + δ0/(1− r)− ε0, for increasing pi.
Similarly to (4.16), we require for each row i of the product ADε that
diαii +
n∑
j=1,j 6=i
djαij > 0, (4.28)
where the row-sum is given explicity by (4.17). Each line of (4.17) is now considered
with respect to the membership of each qj ∈ Qi in one of three sets.
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Define the sets
Qpi := {qj ∈ Qi
∣∣ pj = p}. (4.29)
We also denote Q−1i = Qi \ Qi. A first key observation for the following analysis is for
each vertex qj ∈ Qi, qj is in exactly one ofQpi−1i ,Qpii ,Qpi+1i . A second key observation
is at least one qj in Qi is in Qpi−1i , meaning at least one neighbor of qi is closer in the
sense of Definition 4.29 to ΓD. We now partition the terms of (4.17) into sums over each
of these three sets. As before, the contribution to the total sum from the terms in the last
line of (4.17) is strictly nonnegative, so we only consider the terms in the first two lines.
Again, let j ∈ Qpi mean index j for which qj ∈ Qpi . For simplicity of notation, let p
denote pi. If p = 0, meaning vertex qi neighbors the Dirichlet boundary, the contribution
from the first line on the RHS of (4.17) is then
−di
∑
j∈Q−1i
ˆ
ωij
κ(x, u1)∇ϕi∇ϕj dx+
∑
j∈Qi
(dj − di)
ˆ
ωij
κ(x, u1)∇ϕi∇ϕj dx. (4.30)
For p > 0, meaning vertices qi without neighbors on ΓD, we have∑
j∈Qi
(dj − di)
ˆ
ωij
κ(x, u1)∇ϕi∇ϕj dx. (4.31)
For p = 0, the contribution from the second line of (4.17) can be written as
di
∑
j∈Q−1i
(u2(qj)− u2(qi))
ˆ
ωij
∇ϕj · ∇ϕib(x)ϕi dx
+
∑
j∈Qi
(dj − di)(u2(qi)− u2(qj))
ˆ
ωij
∇ϕi ·∇ϕjb(x)ϕi dx
+
∑
j∈Qi
dj
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx. (4.32)
As in (4.20), the third line of (4.32) can be expanded as∑
j∈Qi
(dj − di)
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx
− di
∑
j∈Q−1i
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx. (4.33)
For p > 0, the contribution from the second line of (4.17) can be written as∑
j∈Qi
(dj − di)(u2(qi)− u2(qj))
ˆ
ωij
∇ϕi ·∇ϕjb(x)ϕi dx
+
∑
j∈Qi
dj
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx. (4.34)
As in (4.20) and (4.33), the second line of (4.34) can then be written as∑
j∈Qi
(dj − di)
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
∇ϕTij ·∇ϕjb(x)ϕi dx. (4.35)
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For the case p = 0, applying expansions (4.30), (4.32) and (4.33) to (4.17) we have
diαii +
∑
j=1,j 6=i
djαij
≥
∑
j∈Q−1i
{
− di
ˆ
ωij
(κ(x, u1)− (u2(qj)− u2(qi))b(x)ϕi))∇ϕi ·∇ϕj dx
− dj
∑
T∈ωij
(u2(q
T
ij)− u2(qj))
ˆ
T
b(x)ϕi∇ϕTij ·∇ϕj dx
}
+
∑
j∈Qi
(dj − di)Jij, (4.36)
with Jij < 0 given by (4.22). The strict positivity of (4.36) follows as in the previous
lemma, up to the last term of (4.36). To control the additional term, let m be the maxi-
mum number of neighbors of any given vertex. A fixed maximum m is implied by the
smallest-angle condition (2.6). Minding {εj} is a decreasing sequence, the last term in
(4.36) is bounded as∑
j∈Qi
(dj − di)Jij =
∑
j∈Q1i
(ε0 − ε1)Jij ≥ −(m− 1)(ε0 − ε1)J U . (4.37)
The sum overQ−1i contains at least one term, and similarly to (4.25), the estimates (4.36)
and (4.37) with the condition (4.26), and di = 1− ε0, imply
diαii +
∑
j 6=i
djαij ≥ (1− ε0)βm
2
∑
j∈Q−1i
(
kα − KηβMδij(u2)
3βm
)
+
∑
j∈Q1i
(dj − di)Jij
≥ (1− ε0)ε¯βm
2
− (m− 1)(ε0 − ε1)J U . (4.38)
From (4.27), ε0 − ε1 = δ0, so setting
δ0 :=
ε¯βm(1− ε0)
2mJ U , (4.39)
forces the row-sum in (4.38) to be strictly positive for the case p = 0.
For the case p > 0, applying expansions (4.31), (4.34) and (4.35) to (4.17), andJij < 0
from (4.22), we have
diαii +
∑
j=1,j 6=i
djαij =
∑
j∈Qp−1i
(dj − di)Jij +
∑
j∈Qp+1i
(dj − di)Jij
=
∑
j∈Qp−1i
(εp − εp−1)Jij +
∑
j∈Qp+1i
(εp − εp+1)Jij
≥ (εp−1 − εp)JL − (m− 1)(εp − εp+1)J U , (4.40)
where the first sum must be nonempty because at least one vertex qj ∈ Qi must be closer
to the boundary than qi. From the construction (4.27), (4.40) then implies
diαii +
∑
j=1,j 6=i
djαij ≥ rp−1δ0JL − (m− 1)rpδ0J U > 0, (4.41)
for r < JL/((m− 1)J U). In particular, inequality (4.41) is satisfied for
r :=
JL
mJ U < 1. (4.42)
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It is finally noted for the sequence {εi} given by (4.27),
εi > ε0 − δ0
1− r = ε0
(
1 +
ε¯βm
2(mJ U − JL)
)
− ε¯βm
2(mJ U − JL) > 0,
for ε¯ small enough.
These arguments together show the matrix ATDε is strictly diagonally dominant, for
diagonal matrix Dε defined by (4.27) with δ0 given by (4.39) and r given by (4.42). The
remainder of the result follows by sending ε¯→ 0. 
We summarize our results in a corollary.
Corollary 4.6. Assume satisfaction of the hypotheses and conditions of Lemma 4.5. Then
A = (aij) given by (3.4) is monotone. Moreover if the conditions given on the superso-
lution u2 are satisfied by any solution u ∈ V to (3.6), the solution is unique.
Proof. Apply the conclusions of Lemma 4.5 to Theorem 3.9 to establish the monotonicity
of AT which directly implies the monotonicity of A. The second conclusion follows by
Theorem 3.3. 
As a final remark, the conditions given in Lemma 4.5 which imply the comparison
theorem and uniqueness of the solution, improve the conditions found in previous work
by the authors.
Remark 4.7. To ilustrate this, consider an equilateral mesh. Then the minimum ratio of
sines is equal to one, and the cosine of each angle is cT = 1/2. Then the condition for
unqiueness found in [15, Theorem 3.4] for the 2D case reduces to
δT (u) <
3kα
14Kη
.
To put the result in the current notation, the Lipschitz constant L0 is taken as Kη. The
conditions found in this investigation for the same problem (1.1) without the lower order
term on an equilateral mesh are found by noting βm = 1/
√
3, and βM = 4/
√
3. Then as
ε→ 0, the requirement is
δT (u) <
3kα
4Kη
,
which improves the constant by a factor of 7/2.
5. CONCLUSION
In this article, we established a discrete comparison theorem for (1.1), a quasilinear
PDE with a solution-dependent lower order term. We established sufficient local and
global conditions for the monotonicity of the assembled coefficient matrix for the PDE
corresponding to the difference of two solutions. The monotonicity then implies unique-
ness of the finite element solution under the given conditions. This argument was seen to
relax the angle conditions to allow some right triangles in the mesh, so long as the sum
of angles opposite each edge remains bounded below pi. Considering the elements of the
assembled matrix rather than the integral over each individual element further allows an
improved local condition on the maximum difference between neighboring nodal values.
As in previous work, we find the mesh should be globally fine if the PDE contains a
lower-order solution-dependent nonlinearity. Otherwise, the mesh is required to be fine
where the gradient of the solution is steep.
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