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Modelling river-bank-erosion processes and mass failure
mechanisms: progress towards fully coupled simulationsMassimo Rinaldi and Stephen E. DarbyAbstract
This paper reviews recent developments in modelling the two main sets of bank-
erosion processes and mechanisms, namely fluvial erosion and mass failure, before
suggesting an avenue for research to make further progress in the future. Our review
of mass failure mechanisms reveals that the traditional use of limit equilibrium
methods to analyse bank stability has in recent years been supplemented by research
that has made progress in understanding and modelling the role of positive and
negative pore water pressures, confining river pressures, and hydrograph character-
istics. While understanding of both fluvial erosion and mass failure processes has
improved in recent years, we identify a key limitation in that few studies have ex-
amined the nature of the interaction between these processes. We argue that such
interactions are likely to be important in gravel-bed rivers and present new simu-
lations in which fluvial erosion, pore water pressure, and limit equilibrium stability
models are combined into a fully coupled analysis. The results suggest that existing
conceptual models, which describe how bank materials are delivered to the fluvial
sediment transfer system, may need to be revised to account for the unforeseen
effects introduced by feedback between the interacting processes.1. Introduction
Bank erosion is a key process in fluvial dynamics, affecting a wide range of physical,
ecological, and socio-economic issues in the fluvial environment. These include the
establishment and evolution of river and floodplain morphology and their associated
habitats (e.g., Hooke, 1980; Millar and Quick, 1993; Darby and Thorne, 1996a;
Barker et al., 1997; Millar, 2000; Goodson et al., 2002), turbidity problems (e.g., Bull,
1997; Eaton et al., 2004), sediment, nutrient, and contaminant dynamics (e.g.,
Reneau et al., 2004), loss of riparian lands (e.g., Amiri-Tokaldany et al., 2003), and
associated threats to flood defence and transportation infrastructure (e.g., Simon,E-mail address: mrinaldi@dicea.unifi.it (M. Rinaldi)
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M. Rinaldi, S.E. Darby2141995). Moreover, recent studies have shown that the contribution of bank-derived
sediments to catchment sediment budgets may be higher than previously thought,
although the precise fraction varies depending on the time-scale of measurement
(Bull, 1997). For example, considering annual sediment yields, Walling et al. (1999)
showed that bank sediments contribute up to 37% of the total (10,816 t/yr) sus-
pended sediment yield, even in the relatively low-energy catchments of the UK, with
the contribution rising to values as high as 80% of the total (75,000 t/yr) suspended
sediment yield in some highly unstable, incised, channel systems (e.g., Simon and
Darby, 2002). With such a significant fraction of material within the alluvial sed-
iment system derived from river banks, it is evident that knowledge of the rates,
patterns, and controls on bank-erosion events that release sediment to river systems
is a pre-requisite for a complete understanding of the fluvial sediment transport
regime.
Naturally, much research has already been devoted to these issues. These contri-
butions include a number of excellent reviews (Lawler, 1993; Lawler et al., 1997b;
Couper, 2004), including those published by Grissinger (1982) and Thorne (1982) in
the original Gravel-Bed Rivers volume (Hey et al., 1982). So what might ‘yet’ another
review of bank-erosion processes actually achieve? As Fig. 9.1 shows, there is a
growing number of bank-erosion investigations (38% of the publications appear
after 1997) and a shift in the pattern of ‘hot’ topics in the discipline. In particular,
new research has elucidated the role of riparian vegetation (e.g., Abernethy and0
2
4
6
8
10
12
14
16
18
19
59
19
61
19
63
19
65
19
67
19
69
19
71
19
73
19
75
19
77
19
79
19
81
19
83
19
85
19
87
19
89
19
91
19
93
19
95
19
97
19
99
20
01
20
03
20
05
interaction
others
vegetation
stability
erosion
N
um
be
r o
f p
ap
er
s
GBR1
Figure 9.1. Summary of the bibliographic review on river-bank-erosion processes conducted for this
chapter (total of 194 papers considered). Erosion: papers focused on fluvial entrainment; stability: papers
on mass failures and bank stability; vegetation: papers focusing on the role of vegetation; others: papers on
other issues related to bank erosion (e.g., measurement of bank retreat, variables controlling rates of
retreat, sediment delivery from bank processes, influence of bank processes on channel geometry, etc.);
interaction: papers on modelling width adjustments and channel migration, and including to some extent
the interaction between fluvial erosion and mass failures. Dates of major reviews of bank erosion in the first
Gravel-Bed Rivers I proceedings volume in 1982 (GBR I) and the most recent major review in 1997 (dashed
line) are also highlighted.
Modelling river-bank-erosion processes and mass failure mechanisms 215Rutherfurd, 1998, 2000; Simon and Collison, 2002) and bank hydrology (e.g.,
Rinaldi and Casagli, 1999; Casagli et al., 1999; Rinaldi et al., 2004) as key controlling
influences on bank stability. In contrast, although improvements in the modelling of
near-bank flows are starting to be made (e.g., Kean and Smith, 2006a,b), there are
still relatively few studies that have been concerned with the process of fluvial erosion
(i.e., the removal of bank sediments by the direct action of the flow). Accordingly,
little progress has been made in understanding fluvial bank erosion of cohesive sed-
iments since the contributions of Arulanandan et al. (1980) and Grissinger (1982).
Notable exceptions to this trend include some work that has sought to quantify
entrainment thresholds and process rates (e.g., Lawler et al., 1997a; Simon et al.,
2000; Dapporto, 2001). The role of weathering as a significant agent of erosion has
also started to be recognised (e.g., Lawler, 1993; Prosser et al., 2000; Couper and
Maddock, 2001), both in headwater reaches (where weathering may be the dominant
mechanism by which sediment is removed from the bank face) and, elsewhere, as a
mechanism for enhancing bank erodibility and promoting fluvial erosion.
Fig. 9.1 also highlights another gap in the literature. While most studies recognise
that bank retreat is the integrated product of three interacting processes (namely,
weathering and weakening, fluvial erosion, and mass failure), they tend to adopt
reductionist approaches that focus on a single set of processes, so interactions be-
tween different groups of processes are not usually considered. This is important
because dynamic interactions and feedbacks between processes may lead to outcomes
that are not predictable a priori. In short, viewing bank processes in isolation is
unrealistic and introduces the possibility that conclusions derived from such studies
are biased.
Recognition of this problem is not new. Lawler (1992) introduced a conceptual
model of changing bank process dominance in a hypothetical drainage basin
(Fig. 9.2), emphasising that processes act not in isolation, but are always present to
a varying degree. While Fig. 9.2 represents a conceptualisation of an idealised basin
and the length scales therein are, therefore, deliberately omitted, it is instructive to
attempt to contextualise the drainage basin locations within which recent bank-
erosion research has been conducted. Bearing in mind that these studies have typ-
ically sought to isolate the effects of individual process groups, it is noteworthy that
they cluster in the mid- to downstream reaches, where process interactions are
strongest. Interactions between mass failure and fluvial-erosion processes (as op-
posed to the role of individual processes acting in isolation) therefore have particular
relevance in the context of gravel-bed rivers, as the zone of interaction coincides at
least in part with the middle reaches of basins where gravel-beds are typical, and also
because the dominance of subaerial processes is generally limited geographically to
the headwaters of typical fluvial systems (Couper and Maddock, 2001).
This paper therefore seeks to address two objectives. First, we review recent de-
velopments regarding the two main bank-erosion phenomena (fluvial erosion and
mass failure) responsible for bank retreat in gravel-bed rivers. Second, we focus on
studies which have sought to address the interactions between these two processes
and mechanisms. Included in this synthesis are new findings from our own research
which show that adopting a fully coupled modelling approach that views bank
processes as interacting, rather than individual, entities leads to a distinctive vision of
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Figure 9.2. Conceptual model of process dominance in the fluvial system. (After Lawler (1992)). Also
shown are the approximate locations within their respective basins (mapped as proportion of stream
length) of the sites used in some recent bank-erosion studies: A ¼ River Asker, Dorset, UK; C ¼ Cecina
River, Tuscany, Italy; G ¼ Goodwin Creek, Mississippi, USA; S ¼ Sieve River, Tuscany, Italy.
(Reproduced with permission from Wiley and Sons, 1992.)
M. Rinaldi, S.E. Darby216the ways in which bank-derived materials are delivered to the alluvial sediment
transfer system.2. Modelling fluvial erosion
Fluvial erosion is defined as the removal of bank material by the action of hydraulic
forces, although it generally occurs in combination with weathering processes that
prepare bank sediments for erosion by enhancing their erodibility (Hooke, 1980;
Thorne, 1982; Lawler, 1993; ASCE Task Committee on Hydraulics, Bank Mechan-
ics, and Modeling of River Width Adjustment, 1998; Prosser et al., 2000; Couper and
Maddock, 2001). Relative to mass failure, fluvial erosion is, at the scale of the flow
event and once the critical entrainment threshold has been exceeded, a quasi-continuous
process, with the volume of sediment delivered by fluvial erosion dependent on the
duration of the competent flow. In general, fluvial-erosion rates depend on the
near-bank flow intensity and physical characteristics (i.e., the erodibility) of the bank
material. However, this simple conceptualisation masks enormous complexity that
results from the inherent variability of the relevant controlling parameters. Thus,
observed rates of fluvial-erosion range over several orders of magnitude (Hooke,
1980) and fluvial-erosion rates are predictable only to the extent that the controlling
parameter values, and their inherent variability, can be estimated accurately.
Modelling river-bank-erosion processes and mass failure mechanisms 217It is widely accepted that the rate of fluvial bank erosion can be quantified using an
excess shear stress formula such as (Partheniades, 1965; Arulanandan et al., 1980):
 ¼ kdðt tcÞa (9.1)
where e (m/s) is the fluvial bank-erosion rate per unit time and unit bank area, t (Pa)
is the boundary shear stress applied by the flow, kd (m
2s/kg) and tc (Pa) are
erodibility parameters (erodibility coefficient, kd, and critical shear stress, tc), and a
(dimensionless) is an empirically derived exponent. It is important to note that al-
though excess shear stress models of this type are widely accepted and used in a range
of geomorphological applications (e.g., Arulanandan et al., 1980; Govers, 1991;
Howard, 1994), no formal validation of this model has yet been undertaken. Thus
some uncertainty remains over the value of the exponent a (which is commonly
assumed to take a value close to 1 for most studies involving cohesive sediments, e.g.,
Partheniades, 1965).
Perhaps more significantly, the physical basis of the excess shear stress model for
bank erosion can be questioned. One problem is its reliance on a threshold value,
which is difficult to incorporate into numerical models due to the sharp threshold
between stability and failure, which in turn results in instabilities near the threshold
value. Nevertheless, such threshold behaviour is appropriate, particularly on cohe-
sive river banks. Any propagation of numerical error may, therefore, de facto require
the erodibility coefficient (kd) to be treated as a calibration parameter, a problem
highlighted recently by Crosato (2007).
For the purposes of this review we assume that the basic form of equation (9.1) is
robust and that predictive ability is limited by the need to estimate the necessary
parameter values accurately. In subsequent sub-sections we therefore focus on recent
developments concerned with improving estimates of the erosion rate, erodibility,
and shear stress parameters.2.1. Erosion rate
A comprehensive review of the methods used to observe bank erosion was provided
by Lawler (1993). Recently, techniques such as digital photogrammetry and laser
scanning (e.g., Lane et al., 1994; Barker et al., 1997; Nagihara et al., 2004) can provide
the opportunity to define river bank topography at unprecedented spatial resolution
(surveys with point densities of ca. 107 points across a bank face are readily obtainable
using terrestrial laser scanning) and accuracy (72mm). Bank erosion can then be
quantified using the survey data to construct Digital Terrain Models (DTMs) for time
intervals and differencing to establish net change. However, logistical and safety
concerns usually limit the frequency of monitoring to relatively coarse timescales,
at best perhaps resolving individual flow events. This is problematic because the
pre- versus post-flow event ‘window’ is not the same thing as the bank erosion event
window, such that it is not usually possible to resolve process thresholds, timing, and
rates (Lawler, 2005). To address this limitation, new quasi-continuous bank-erosion
sensors based on the use of photoelectronic cells (PEEPs; e.g., Lawler, 1993; Lawler
et al., 1997a) and thermal consonance timing (TCT; e.g., Lawler, 2005) have been
M. Rinaldi, S.E. Darby218developed, though they have not yet been widely deployed. While these approaches
are promising, the use of sensors can disturb the bank face, while excellent temporal
resolution is inevitably obtained at relatively low spatial resolution. While accurate
and representative discrimination of bank-erosion rates therefore remains elusive,
studies that combine high spatial/low temporal (e.g., photogrammetry) and high
temporal/low spatial (e.g., PEEPs, TCT) resolution approaches may deliver exciting
new results in the near future.2.2. Erodibility of bank sediment
For granular (non-cohesive) sediments, bank erodibility parameters are modelled
based on the same methods that are used to predict the entrainment of bed sed-
iments, albeit with modifications to take into account the effect of the bank angle on
the downslope component of the particle weight (Lane, 1955) and the case of partly
packed and cemented sediments (e.g., Millar and Quick, 1993; Millar, 2000).
Determination of critical shear stress for cohesive materials is more complex, given
that it is widely recognised that fluvial entrainment for cohesive sediments depends
on several factors, including (amongst others) clay and organic content, and the
composition of interstitial fluids (Arulanandan et al., 1980; Grissinger, 1982; Knapen
et al., 2007). Consequently methods for predicting the erodibility of cohesive banks
remain poor.
To address this issue, recent studies have deployed in situ jet-testing devices (e.g.,
Hanson, 1990; Hanson and Simon, 2001) to obtain direct measurements of bank
erodibility (e.g., Dapporto, 2001). This is achieved by directing a jet of water with
known hydraulic properties at the bank material. The resulting deformation is
measured periodically with a mechanical point gauge, until an equilibrium scour
depth is attained. The measured deformation rate, scour depth, and known hydraulic
properties are used to determine the erodibility parameters. While jet-testers offer in
situ sampling, our experience is that their design (especially their large weight) makes
their deployment to inaccessible sites difficult, and it is also hard to emplace them
without disturbing the bank surface. Moreover, individual tests are time consuming
(ca. 0.5 h), making it difficult to obtain the numbers of samples needed to adequately
characterise the spatial and temporal variability of the bank materials. On resistant
surfaces, errors involved in mechanically inserting the point gauge into the base of
the scour hole can be similar in magnitude to the scour depth itself, while erodible
materials generate scour depths that can exceed the extent of the gauge.
Instruments such as the Cohesive Strength Meter (Tolhurst et al., 1999) appear to
offer advantages over conventional jet-testing devices. The CSM is similar to these in
that water jets of increasing strength are directed at the target surface. However,
instead of measuring the resulting scour depth, the CSM detects erosion by
monitoring optical transmission in an enclosed sampling head chamber. Thus, the
moment of erosion corresponds to sudden reductions in optical transmission induced
by the suspension of eroded sediment within the test chamber, with the jet properties
at that threshold defining the critical stress. Tests are both automated and rapid
(o3min) so the device can easily be used to obtain large numbers of samples. So far
Modelling river-bank-erosion processes and mass failure mechanisms 219it has only been deployed in estuarine environments (Tolhurst et al., 1999), but the
CSM appears to offer a potentially fruitful avenue of bank-erosion research.2.3. Near-bank shear stresses
With the aforementioned recent developments in bank-erosion monitoring technol-
ogy and in the quantification of bank erodibility, the ‘missing link’ in equation (9.1)
remains the difficulty of characterising the fluid stresses that are exerted on river
banks during the large flows that typically drive erosion. Bank boundary shear stress
is highly variable both in space and time, dependent as it is on such factors as the
bank geometry (which is itself highly variable), cross-section size and shape, channel
curvature, and flow stage. This variability presents a challenge for anyone seeking to
characterise the shear stress distribution via direct measurement. Sampling strategies
would need to capture this natural variability, suggesting that the necessary flow
velocimetry equipment would need to be deployed at high spatial and temporal
resolution, during the (hazardous) high flow conditions associated with bank erosion.
It is, therefore, unsurprising that such investigations are lacking, apart from some
flume studies (e.g., Blanckaert and Graf, 2001) which are able to achieve the
necessary sampling resolution, albeit under rather idealised conditions.
If field data collection is impractical, the only viable alternative is to predict the
shear stress values using hydraulic models. Some models have been developed using
empirical data sets obtained from laboratory channels (Leutheusser, 1963; Kartha
and Leutheusser, 1972; Simons and Sentu¨rk, 1977; Knight et al., 1984), but these can
only be applied with caution to natural rivers, as the bank and channel forms present
in flumes with regular geometry represent the problem rather poorly. Recently,
progress has been made in using analytical models to quantify form roughness
induced by the irregular bank morphology and partition the shear stress acting on
the banks (e.g., Kean and Smith, 2004, 2006a,b; Griffin et al., 2005). Although these
approaches are promising, it is not yet clear whether such approaches are entirely
appropriate. Specifically, a lack of field data sets means that we simply do not yet
know whether near-bank flows are dominated by the form drag induced by the
topographic irregularities (e.g., embayments, slump deposits, etc.) associated
with natural, eroding, banks (e.g., Thorne and Furbish, 1995), or by the effects of
turbulence induced by strong lateral shear and the occurrence of wakes. If the latter
is the case, then modelling near-bank flows would require the application of
3-dimensional Computational Fluid Dynamics (3D-CFD) modelling techniques.
The practice of using 3D-CFD modelling techniques as a substitute for field data
in river flows that are difficult or impossible to measure has now become established
for a range of open-channel flow contexts (e.g., Nicholas and Walling, 1997, 1998;
Hodskinson and Ferguson, 1998; Nicholas and Sambrook-Smith, 1999; Bradbrook
et al., 2000; Lane et al., 2000; Darby et al., 2004). However, the application of 3D-
CFD to near-bank flows remains novel and replication of near-bank flows would
depend on: (i) ensuring the discretised computational scheme accurately solves the
underlying conservation equations; (ii) selecting an appropriate turbulence-closure
model (TCM), and (iii) accurately defining the initial and boundary conditions
M. Rinaldi, S.E. Darby220(Darby et al., 2004). Accepted standards of computational mesh design (e.g., Amer-
ican Society of Mechanical Engineers (ASME), 1993; American Institute of Aero-
nautics and Astronautics (AIAA), 1998) are already available, with adherence to
those standards ensuring that discretisation and numerical solution errors are min-
imised (Hardy et al., 2003). Consequently, we focus attention on the latter two issues,
though we note that very high-resolution grids are likely to be needed to represent
the complex flow structures in near-bank environments. This, in turn, may create
additional problems, not only of large computational requirements, but in terms
of defining the boundary conditions correctly. Regarding the parameterisation of
turbulence, some studies have begun to investigate the potential for approaches such
as Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES) to deliver
accurate hydraulic data (e.g., Rodi et al., 1997). However, even with the capabilities
of modern computing, these approaches have only been applied to flows with
fixed (non-deformable) channel boundaries. For morphological modelling, Reynolds
averaging appears set to continue as the only feasible approach, at least for the
foreseeable future. However, all such TCMs contain empirical elements, so model
selection must be matched to the anticipated physical conditions, namely: (i) strong
lateral shear; (ii) occurrence of separated flow around topographic irregularities
(e.g., embayments, slump deposits, etc.) associated with eroding banks. These
requirements suggests that an anisotropic TCM is required (e.g., So et al., 1993;
Sotiropoulos, 2001; Blanckaert and Graf, 2001; Gerolymos et al., 2002), and a
Reynolds Stress Model (RSM) appears most appropriate for the specific context of
modelling near-bank flows.3. Modelling river bank failures
Mass failure is the collapse and movement of bank material under gravity. Relative
to fluvial erosion, mass failure is discontinuous and large-scale and occurs by any of a
number of mechanisms (Thorne, 1982), with a specific model required for each. The
methods developed and used in the literature have concentrated only on a relatively
few of these, in particular slides (planar or rotational) and cantilever failures.
Referring to the classical mechanism of a planar slide (Lohnes and Handy, 1968),
bank failure occurs when the destabilising forces, due to gravity, exceed the resisting
forces, which are related to the shear strength of the bank materials expressed by the
failure criterion of Fredlund et al. (1978) as:
t ¼ c0 þ ðs uaÞ tanf0 þ ðua  uwÞ tanfb (9.2)
where t is the shear strength (kPa), c0 the effective cohesion (kPa), s the normal stress
(kPa), ua the pore air pressure (kPa), f0 the friction angle in terms of effective stress
(1), uw the pore water pressure (kPa), (ua–uw) the matric suction (kPa), f
b the angle
expressing the rate of increase in strength relative to the matric suction (1). In sat-
urated conditions, the apparent cohesion (the third term on the right-hand side of
Modelling river-bank-erosion processes and mass failure mechanisms 221equation (9.2) disappears so equation (9.2) reduces to the classical Mohr–Coulomb
criterion.3.1. Methods of analysis
The application of stability analyses is common in the bank-erosion literature. The
analysis of slide failures is typically performed using a Limit Equilibrium Method
(LEM) to compute the factor of safety (F), defined as the ratio between stabilising and
destabilising forces. Since the 1960s, specific methods of bank stability analysis have
been progressively disseminated, with an increasing effort to define closed-form so-
lutions for planar failures representative of characteristic bank geometries (Table 9.1).
It is evident that research has progressively sought to account for: (1) a more realistic
bank geometry and the influence of tension cracks (Osman and Thorne, 1988);
(2) positive pore water pressures and hydrostatic confining pressures (Simon et al.,
1991; Darby and Thorne, 1996b); (3) the effects of negative pore water pressures in the
unsaturated part of the bank (Rinaldi and Casagli, 1999; Casagli et al., 1999; Simon
et al., 2000); and (4) the influence of riparian vegetation (Abernethy and Rutherfurd,
1998, 2000, 2001; Simon and Collison, 2002; Rutherfurd and Grove, 2004; Pollen
et al., 2004; Van de Wiel and Darby, 2004; Pollen and Simon, 2005; Pollen, 2006).
Recently, more complex analyses have been utilised for river bank studies
(Abernethy and Rutherfurd, 2000; Dapporto et al., 2001, 2003; Simon et al., 2002;
Rinaldi et al., 2004) by using various LEM solutions extended to rotational slides
(i.e., Bishop, Fellenius, Jambu, Morgestern, GLE) that include features that over-
come many of the previous limitations. These analyses provide the following ad-
vantages: (1) rotational or composite slide surfaces and generic bank geometries can
be defined; (2) either the Mohr–Coulomb or Fredlund et al. (1978) failure criterion
can be selected depending on whether the soil conditions are saturated or unsatu-
rated, respectively; (3) a generic pore water pressure distribution can be defined, and
confining pressures due to the river can be accounted for; (4) it is possible to perform
several analyses for a large number of different sliding surface types and positions,
providing more confidence in the identification of the most critical failure surface.
On the other hand, it is important to recognise that LEM analyses also have some
important limitations (Duncan and Wright, 2005). The main one is probably the fact
that the mass delimited by the sliding surface is assumed to not be subject to defor-
mation. In other words, only the stresses along the failure surface are accounted for,
not the stress distributionwithin the soilmass. In order to characterise this deformation
processes, more complex and sophisticated models used for slope analyses, namely
stress-deformation analysis, are required (Griffiths and Lane, 1999; Collison, 2001).
Such models have not yet been employed specifically for riverbanks, due to some main
reasons: (1) stress-deformation analyses are particularly data-demanding and complex
to use; (2) riverbank failures typically occur rapidly, whereas stress-deformation anal-
yses are typically applied to slow landslides, deep-seated deformation, and/or pro-
gressive failures on large slopes (e.g., Wiberg et al., 2005; Hu¨rlimann et al., 2006).
Table 9.1. Summary of methods of stability analysis applied to river banks.
Analysis Mechanism of failure
and bank geometry
New capabilities
(compared to previous
methods)
Main limitations Typical applications Main references
‘Culmann’ Planar failure,
uniform bank
slope
Simple to use Simplified geometry;
failure surface
passing from the
bank toe; pore
water pressures
not included
Massive silt or clay,
incised rivers of
southeastern –
midwestern U.S.
Thorne et al. (1981);
Thorne (1982)
Thorne & Tovey Cantilever failure First method specific
for cantilever
failure
Data required not
easily available
Composite banks Thorne and Tovey (1981);
Thorne (1982); Van
Eerdt (1985)
Osman & Thorne
(O&T)
Planar failure with
tension crack;
bank profile
taking into
account basal
erosion and relic
tension crack
More realistic
geometry
including effects of
basal erosion
Failure surface
passing from the
bank toe; pore
water pressures
not included
Homogeneous, steep,
cohesive banks
Osman and Thorne
(1988); Thorne and
Abt (1993)
Simon et al. Planar failure,
uniform bank
slope
Failure surface not
passing from the
bank toe; positive
pore pressures and
confining
pressures
incorporated
Simplified bank
geometry (no
tension crack)
Homogeneous, steep,
cohesive banks
Simon et al. (1991)
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Darby & Thorne Planar failure with
vertical tension crack,
O&T geometry
More realistic
geometry with
positive pore
pressures and
confining pressures
incorporated
Unsaturated
conditions are not
considered
Homogeneous, steep,
cohesive banks
Darby and Thorne
(1996b)
Rinaldi & Casagli Planar failure with
vertical tension crack,
uniform bank slope
Negative pore water
pressures taken into
account
Simplified bank
geometry; simplified
assumptions on water
table during
drawdown
River banks formed in
partially saturated soils;
rivers with relatively rapid
drawdown
Rinaldi and Casagli
(1999)
Casagli et al. Planar failure with
vertical tension crack,
O&T geometry
More realistic
geometry
Homogeneous
material; Relation
river stage – water
table needs to be
specified
Homogeneous, steep,
cohesive river banks
formed in partially
saturated soils
Casagli et al. (1999),
Rinaldi and Casagli
(1999)
Simon et al. Planar failure with
vertical tension crack,
O&T geometry
Layered bank
materials
Relation river stage –
water table needs to
be specified
Layered cohesive river
banks formed in partially
saturated soils
Simon et al. (2000)
USDA Bank stability
model
Planar (wedge-type)
failure
Incorporates soil
reinforcement and
surcharge due to
vegetation
Simplified bank
geometry
Vegetated river banks Simon and Collison
(2002)
Various commercial
software packages
Slides (planar,
rotational,
composite); generic
bank geometry
Generic bank
geometry and failure
surfaces; possible to
account for main
vegetative mechanical
effects
Generally more data-
demanding; requires
expertise
When pore water pressure
changes at the intra-event
scale need to be
accounted; rotational or
other non-planar failure
surfaces and generic bank
geometry
Dapporto et al. (2001,
2003); Rinaldi et al.
(2004)
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Changes in pore water content and pressures are recognised as one of the most
important factors controlling the onset and timing of bank instability (Thorne, 1982;
Springer et al., 1985) and the incorporation of these factors in bank process models
is one of the major areas of recent progress. Pore water has at least four main
effects: (1) reducing shear strength; (2) increasing the unit weight of the bank
material; (3) providing an additional destabilising force due to the presence of water
in tension cracks (i.e., the force of the water on the sides of the cracks before it
infiltrates into the soil material); (4) providing additional (stabilising or destabilising)
seepage forces.
A crucial point when accounting for pore water pressures is their extremely tran-
sient character, driven as they are by dynamic hydrological variables (rainfall, river
hydrograph). The actual mechanisms and timing of failure induced by pore water
pressure effects are difficult to predict if their temporal changes, both at seasonal and
intra-event time scales, are not accounted for (Rinaldi and Casagli, 1999; Casagli
et al., 1999; Simon et al., 2000). For this reason, bank stability response at the intra-
event time scale requires knowledge of the dynamics of saturated and unsaturated
seepage flows. Various studies (Dapporto et al., 2001, 2003; Rinaldi et al., 2001,
2004) have made use of the software Seep/w (Geo-Slope International Ltd) to per-
form two-dimensional, finite element seepage analyses (Fig. 9.3A) based on the mass
conservation equation in a form extended to unsaturated conditions (Fredlund and
Rahardjo, 1993):
@
@x
kx
@H
@x
 
þ @
@y
ky
@H
@y
 
þQ ¼ @y
@t
(9.3)
where H is the total head (m), kx the hydraulic conductivity in the x-direction (m/s),
ky the hydraulic conductivity in the y-direction (m/s), Q the unit flux passing in or out
of an elementary cube (in this case an elementary square, given that the equation is in
two-dimensions) (m2/m2s), y the volumetric water content (m3/m3), t the time (s).
Positive and negative pore water pressure distributions obtained by the seepage anal-
ysis are then used as input data for the stability analysis; the latter performed using the
software Slope/w (Geo-Slope International Ltd.) for application of the LEM.
Findings derived from the Rinaldi et al. (2004) analysis have important implica-
tions for understanding mass failure processes in relation to the driving hydrologic
variables and their dominance in the fluvial system. For example, they partly supportFigure 9.3. Seepage and stability analysis of a riverbank of the Sieve River. (Modified from Rinaldi et al.
(2004)). (A) Geometry of the problem, showing finite element mesh, bank material layers (a, massive silty
fine sand; b1, sand; b2, sand with cobbles included; c, silty sand; d, packed sand, gravel, and cobbles;
e, loosely packed gravel and cobbles), and their properties (c0 ¼ effective cohesion; f0 ¼ friction angle in
terms of effective stress; fb ¼ friction angle in terms of matric suction; g ¼ bulk unit weight; n ¼ porosity;
ksat ¼ saturated conductivity; n/a ¼ data not available). (B) Results of the 14/12/1996 flow event: rainfall,
river stages, groundwater levels (referred to at a constant distance of 0.5m from the bank profile), and
trend of the safety factor. (C) Minimum safety factor for the simulated flow events as a function of peak
river stage: (1) single-peak hydrographs; (2) multiple-peak hydrographs. (Reproduced with permission
from Wiley and Sons, 2004.)
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argued that bank failures occur primarily during the drawdown phase, but they are
also better able to discriminate the details of this effect. In particular, it is evident
that bank failure in this case often occurs in the very early stage of drawdown
(Fig. 9.3B), due to relatively small changes in the motivating and resisting forces.
Indeed, it is not necessary for the bank to be saturated to explain bank failure, as
would be the case if stability was limited by ‘worst case’ conditions. A second im-
plication is related to the finding that prolonged and complex hydrographs, with
subsidiary peaks preceding the main one, are more destabilising than flow events with
a single, distinct, rising phase (Rinaldi et al., 2004; see Fig. 9.3C). Given that the
shape of the hydrograph tends to vary systematically with location in the drainage
basin, it follows that different destabilising responses can be expected in different
locations. In particular, the upper reaches of drainage basins are generally charac-
terised by simple hydrographs with relatively low and distinct peaks, while the flood
hydrograph generally tends to become more complex and have a longer duration in
downstream reaches. Consequently, pore water pressure distributions may favour the
triggering of mass failures in downstream reaches, consistent with the bank process
dominance model introduced earlier (Fig. 9.2). It also follows that bank failure
frequency and intensity can be promoted by climatic regimes and/or network con-
figurations that favour multi-peaked rather than single hydrographs. A final devel-
opment highlighted by Rinaldi et al. (2004) is the use of animated graphics as a
means of visualising pore water dynamics, enabling the transient effects of these
changes to be elucidated more clearly (e.g., ‘Simulation 1’ at http://www.dicea.unifi.
it/massimo.rinaldi/private/simulations.htm).
Despite these recent advances, further progress is still needed to better simulate
pore water pressure changes and their impacts on mass failure. One critical point is
the difficulty of including in a seepage analysis those banks where the profile is
undergoing deformation as a result of fluvial erosion. This is because of the need
to continuously adapt the finite element mesh used to model the problem. A first
attempt to address this issue has been introduced by Dapporto and Rinaldi (2003),
and this is discussed in detail later.3.3. Effects of vegetation
The effects of vegetation on river bank processes are many and complex, and most
are difficult to quantify. A comprehensive review is beyond the immediate scope of
this paper, but given that this field is one of the areas in which major recent advances
in modelling bank stability have occurred, we provide a brief overview of progress
made in quantifying the effects of vegetation on river bank failures.
The impacts of vegetation on mass failure can be divided into mechanical and
hydrological effects, some of which are positive in terms of their impact on bank
stability and some of which are negative. The net change in stability induced by
vegetation is, therefore, highly contingent on site-specific factors, both in terms of the
characteristics of the bank (hydrology, shape, sedimentology) and the characteristics
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of vegetative surcharge can be either beneficial (increase in normal stress and there-
fore in the frictional component of soil shear strength) or detrimental (increasing the
downslope component of gravitational force), depending on such factors as the po-
sition of the tree on the bank, the slope of the shear surface, and the friction angle of
the soil (Gray, 1978; Selby, 1982). However, the most important mechanical effect
that vegetation has on slope stability is the increase in soil strength induced by the
presence of the root system, and considerable progress has recently been made in
quantifying this effect (Gray, 1978; Wu et al., 1979; Greenway, 1987; Gray and
Barker, 2004; Pollen et al., 2004; Pollen and Simon, 2005; Pollen, 2006). Surcharge
and root reinforcement have been recently included in bank stability models
(Abernethy and Rutherfurd, 1998, 2000, 2001; Simon and Collison, 2002; Van de
Wiel and Darby, 2004; Rutherfurd and Grove, 2004; Pollen and Simon, 2005; Pollen,
2006).
In terms of the influence of riparian vegetation on local-scale river bank hydrol-
ogy, three main factors can be distinguished: (a) interception; (b) infiltration;
(c) evapotranspiration. Although these various hydrologic effects are well under-
stood at a conceptual level (e.g., Greenway, 1987; Thorne, 1990), they are in practice
extremely difficult to quantify and include in river bank stability models. One
exception is the study of Simon and Collison (2002), who quantified the balance
between potential stabilising and destabilising effects based on monitoring data
from a river bank along Goodwin Creek, Mississippi (USA). A key finding of their
research is that the hydrologic effects are comparable in magnitude to the mechanical
effects of vegetation, and can be either beneficial or detrimental, depending on
antecedent rainfall. However, the rate and amount by which plants alter the water-
content distribution within a river bank depend on a great many factors related to
vegetation type, soil characteristics, seasonal variations, and climatic conditions of
the region. This again makes the effects of vegetation highly contingent and site-
dependent, so that generalisation of results from this single study can only be
attempted with extreme caution.
In addition to the complexity induced by the several and interacting effects of
vegetation, a further factor limiting the reliability of prediction can also be men-
tioned here. Specifically, the stability of a riverbank is not only dependent on the site-
specific characteristics of that bank, but it is also conditioned by channel processes
operating at the reach scale. Van De Wiel and Darby (2004) have investigated this
effect in a series of numerical experiments, demonstrating that reach-scale variations
in bed topography induced by the presence of bank vegetation influences local river
bank retreat in a spatially variable manner. The magnitude of this effect was found to
be sufficiently variable that, in some circumstances, local-scale changes in bank re-
treat resulting from the presence of vegetation on the bank were less than the changes
forced by reach-scale variations in bed topography induced by vegetation assem-
blages located on the banks in reaches upstream and downstream. These findings
demonstrate that at-a-site analysis by itself is not always sufficient to determine the
net beneficial or adverse impact on bank stability of a specific assemblage of riparian
vegetation.
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The preceding sections have identified how bank retreat involves an interaction
between specific erosion processes and mechanisms. Moreover, in the middle reaches
of drainage basins where gravels often dominate, retreat is likely to be driven by a
combination of the hydraulic forces of the flow, and mass failures driven by gravity
(Fig. 9.2). This is not to exclude the importance of weathering processes, but in
this conceptualisation their role is confined to providing a controlling influence on
temporal variations in sediment erodibility (e.g., Prosser et al., 2000, Couper and
Maddock, 2001; Lawler, 2005), such that their effect can be accounted for implicitly
within fluvial-erosion models. What is clear is that for large extents of gravel-bed
reaches in drainage basins, hydraulic and geotechnical factors are both significant
enough that neither can be ignored (Fig. 9.2). This is not just a question of ensuring
that models are comprehensive in the sense that all relevant processes are included.
Rather, it is also necessary to capture the interactions between these process
groups. This builds on the idea that models that incorporate complex feedbacks,
non-linearities, and dynamic interactions between system components are needed to
predict behaviour that would otherwise be unforeseen (e.g., Slingerland et al., 1996;
Paola, 2000; Bras et al., 2003). In this section we suggest that river bank systems may
also behave in this way, by modelling the interactions between hydraulic and geo-
technical processes and obtaining predictions with qualitatively different outcomes
(in terms of the nature of the onset and timing of bank sediment delivery to the
alluvial sedimentary system) than existing models that treat these processes in
isolation.
While adequate quantitative treatments that include interactions between fluvial
erosion and mass failure processes are lacking, basic conceptual models are available.
Specifically, Thorne (1982) has elucidated the concept of basal endpoint control as a
framework for understanding the controls on riverbank retreat. The concept is based
on the notion that the local bank retreat rate is determined by the status of the
sediment budget at the toe of the bank, with Thorne (1982) defining three basal
endpoint states as follows.4.1. Unimpeded removal
Banks which are in dynamic equilibrium have an approximate balance between the
rate at which sediment is supplied to the basal area by fluvial entrainment and mass
failure and the removal of this debris by the flow.4.2. Excess basal capacity
Here the rate of removal of sediment from the basal region exceeds the rate at
which sediment is supplied to the toe, resulting toe erosion may destabilise the bank,
increase the rate of retreat, and thus restore a dynamic equilibrium.
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Impeded removal is where bank-erosion processes supply material to the base of the
bank at a higher rate than it is removed by the flow, such that deposition occurs in
the basal zone. Consequently, stability with respect to mass failure increases and the
rate of retreat will decrease.
The basal endpoint concept is helpful in visualising the coupling that exists
between sedimentary processes operating on the banks and those operating in the
channel as a whole. Also noteworthy is the point that the residence time of sediment
stored at the bank toe is seen as the critical factor controlling long-term bank retreat
rates. We return to the significance of this below.4.4. A methodological framework for coupling fluvial erosion, seepage, and bank-
stability models
One of the few attempts to investigate bank-erosion dynamics combining fluvial
erosion, pore water pressure changes, and mass bank stability into a single, inte-
grated, modelling approach is the work of Simon et al. (2003), who used three models
(Seep/w in combination with the USDA Bank Stability and Toe Erosion (BSM)
models) to simulate bank response to flow events. However, although this is un-
doubtedly a useful exploratory study, it is limited for the following reasons. First,
and most significantly, the domain of the seepage model is not updated to account
for changes in bank geometry caused by fluvial erosion. Instead, the pore water-
pressure distributions are calculated for a fixed geometry prior to being imported into
the BSM. Consequently, the three modelling components (fluvial erosion, seepage,
and mass stability) are not fully coupled, but are instead performed independently.
A second limitation of the Simon et al. (2003) study is that they employed a series of
artificial, rectangular-shaped, hydrographs of specified height and duration in their
simulations and it is not clear how these relate to natural flow events observed in the
field.
An alternative example of a numerical simulation of river bank retreat in which
fluvial erosion, seepage, and mass failure models are fully integrated is a study of
bank dynamics on the Sieve River in Italy (Dapporto and Rinaldi, 2003; Darby et al.,
2007). The aim of this simulation was, firstly, to test the potential of this form of
integrated modelling, and secondly to quantify the contribution and mutual role that
the various different processes play in controlling bank retreat. What is significant is
that this research is firmly grounded in reality (recall that the Sieve River study site
had been the focus of earlier bank stability research by Casagli et al., 1999 and
Rinaldi et al., 2004). A representative bank profile was used to perform the sim-
ulations, using the procedure summarised in Fig. 9.4. For this study we selected a
single peak flow event (Q ¼ 792.8m3/s), that occurred during 18th to 20th Novem-
ber, 1999. For the purposes of the seepage, erosion, and stability analyses, the flow
event was discretised into a series of explicit time steps, so that the hydrograph was
represented as a succession of steady-state conditions (stepped hydrograph). The
time steps were not constant in duration, but were defined according to the variations
M. Rinaldi, S.E. Darby230in flow and rainfall, with shorter time steps during phases of rapidly varying flow.
A total number of 25 time steps was considered appropriate to represent the flow
hydrograph and rainfall inputs in sufficient detail (Fig. 9.5A).
As shown in Fig. 9.4, the procedure for modelling riverbank retreat was: (i) to
compute the magnitude of fluvial erosion and consequent changes in bank geometry,
(ii) to determine the pore water pressure distribution via finite element seepage
analysis, and (iii) to estimate the factor of safety using a slope stability analysis based
on the LEM. This sequence is repeated for each subsequent time step, with the bank
geometry updated in accordance with any retreat predicted by either of the fluvial
erosion or mass failure analyses. Note that while each of the three modelling ap-
proaches has already been discussed individually, each requires a particular imple-
mentation within the context of the integrated simulation, and these aspects are now
discussed.Initial conditions
New time step
near-bank shear 
stress distribution
τb > τc
Changes in bank
profile 
FINITE ELEMENT
SEEPAGE ANALYSIS
Pore water pressure
distribution 
STABILITY
ANALYSIS  F<1
LATERAL EROSION
YES
NO
Mass
failure 
YES
NO
Changes in bank
geometry 
Figure 9.4. Flow chart showing the computational logic used for the coupled fluvial erosion–
seepage–stability simulation of bank retreat for the 19/11/1999 bankfull event on the Sieve River, Italy.
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shear stress was initially estimated using t ¼ gRS, where t ¼ boundary shear stress,
g ¼ unit weight of the water, R ¼ hydraulic radius, and S ¼ energy slope. To trans-
form this estimate of the mean boundary shear stress to a bank shear stress value
more appropriate for modelling fluvial erosion, a distribution function derived from
laboratory flume experiments for rectangular channels (Leutheusser, 1963) was used.
This function was applied at each of 32 computational nodes spaced apart up the
bank profile at a uniform vertical distance of 0.15m. Admittedly, this represents a
gross simplification of the actual near-bank shear stress distribution, but was used in
this study merely to demonstrate the methodological approach required to combine
the process models. Having obtained the bank stress, the bank profile was deformed
by fluvial shear erosion estimated using equation (9.1), with different values of bank
erodibility assigned to the different materials within the bank profile (Fig. 9.5B).
The finite element seepage analysis was performed by discretising the river bank
profile into about 1600 quadrilateral and triangular elements, and assigning hy-
draulic conductivity and soil-water characteristic curves to the three layers of bank
materials (Fig. 9.5B). In designing finite-element meshes used in this type of seepage
analysis, the discretisation resolution must be verified to ensure that the output
converges to a correct solution, independent of the grid design. The issue of grid
verification has received attention in the fluid mechanics literature (e.g., Hardy et al.,
2003), but to our knowledge no previous river bank study has considered this issue.
The discretisation shown in Fig. 9.5B was made with the general criterion of rep-
resenting the bank area close to the river border in more detail, as this is where the
interactions between river stage and pore water pressures are most relevant to mass
failure, and it is also where bank retreat is most likely to occur. In contrast, larger cell
sizes were employed in areas more distant from the bank–river interface. Regarding
the verification of this grid, we followed Hardy et al. (2003) by undertaking sim-
ulations with a range of cell sizes, confirming that the designed mesh converged to an
acceptable solution.
The seepage analysis was performed for each time step but, in contrast to previous
studies, the bank profile was deformed according to the magnitude of the simulated
fluvial erosion. This requires special attention to adapt the finite element mesh to
the new bank geometry at the end of each time step using one of two possible
procedures. If the magnitude of the simulated fluvial erosion is less than the width of
the boundary cell, the boundary node is shifted inwards by an amount equal to the
simulated fluvial erosion. However, as cells cannot be destroyed in the seepage
model, this is not possible when the fluvial-erosion increment is greater than the
thickness of the boundary cell. Instead, the cell geometry is artificially modified by
adjusting the hydraulic conductivity in the affected cell(s) to provide a very high
transmission rate through the eroded cells (Fig. 9.5C). Subsequently the LEM was
used to determine the safety factor for mass failures (for both planar slide and
cantilever failure mechanisms) at the end of each time step.
Animated graphics (e.g., see ‘Simulation 2’ at http://www.dicea.unifi.it/massimo.
rinaldi/private/simulations.htm) provide the best means of visualising the effects of
the three interacting processes. However, Fig. 9.5D highlights how fluvial erosion is
a quasi-continuous process, active during the entire erosive phase, whereas mass
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Modelling river-bank-erosion processes and mass failure mechanisms 233failures exhibit an intermittent, discontinuous behaviour, with frequent cantilever
failures occurring both before and during the peak of the event, followed by a slab-
rotational failure occurring during the recessional phase of the hydrograph. Fig. 9.5E
shows how total retreat varies along the bank profile, thereby discriminating dom-
inant process domains. For example, fluvial erosion is the only process responsible
for the retreat of the basal granular layer, and although it is still important in the
cohesive portion of the bank, mass failures dominate here. The precise mechanism of
mass failure also varies with position on the bank, with the slide failure involving
most of the cohesive layer, whereas cantilevers prevail on the uppermost portion of
the bank.
Of particular interest is that these simulation results are qualitatively distinct from
conceptual models of bank sediment delivery processes that are founded on event-
scale analyses. Previous studies have tended to emphasise mass failure as a quasi-
catastrophic event, typically timed to occur on the falling limb of event hydrographs.
In contrast, our simulation suggests that mass failures occur as a series of erosion
episodes, timed at frequent intervals (Fig. 9.6A) as progressive fluvial erosion un-
dermines the bank and trigger failures throughout the flow event. These results can
be compared with a simulation of the same flow event in which the bank profile is not
deformed by fluvial erosion. For this latter case (Fig. 9.6B) only a single cantilever
failure is predicted (at approximately the peak stage of the hydrograph), delivering a
total unit (per metre bank length) volume of 0.35m2 of bank sediment into the
channel. This is much less than the total unit volume of 11.65m2 in the deforming-
profile scenario (Fig. 9.6A), of which 2.47m2 emanates from mass failures (slide and
cantilevers) and 9.18m2 from fluvial erosion. Put another way, in the scenario with
fluvial erosion, 7 times as much sediment is derived from mass failure and 33 times as
much sediment is derived in total compared with the constant geometry case. These
differences are not surprising, but they do highlight how effectively fluvial-erosion
triggers mass failure. More significantly, the effect of fluvial erosion is to induce a
quasi-continuous delivery of mass-wasted bank sediment during the early phases,
and around the peak, of the flow hydrograph. This is in contrast to models that
emphasise mass failure occurring on the falling limb of the hydrograph. An impli-
cation is that, even with the much greater volume of bank-derived sediment delivered
in the coupled simulation, the residence time of mass-wasted debris delivered to the
bank-toe may be much shorter than expected, as the material is injected into the river
at times of relatively high flow, rather than on the falling limb. As a result, it seems
likely that the basal endpoint status of eroding riverbanks where there is a strongFigure 9.5. Overview of the coupled fluvial erosion–seepage–stability simulation of bank retreat for the
19/11/1999 bankfull event on the Sieve River, Italy. (A) Discretisation of the flow hydrograph; (B) ge-
ometry of the problem, showing finite element mesh, simulated bank material layers (a, massive silty fine
sand; b, packed sand, gravel and cobbles; c, loosely packed gravel and cobbles), and their properties
(c0 ¼ effective cohesion; f0 ¼ friction angle in terms of effective stress; fb ¼ friction angle in terms of
matric suction; g ¼ bulk unit weight; n ¼ porosity; ksat ¼ saturated conductivity; tc ¼ critical shear stress;
kd ¼ erodibility coefficient; n/a ¼ data not available); (C) illustration of the procedure used to update the
finite element mesh in the seepage analysis in accordance with simulated fluvial-erosion magnitudes; (D)
dynamics of bank-erosion processes simulated during the flow event; (E) total contributions of the different
processes to bank retreat as a function of position along the bank profile.
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Figure 9.6. Comparison of unit sediment volumes predicted to be delivered to the channel by bank-
erosion processes for the 19/11/1999 event on the Sieve River, Italy. (A) Fully coupled fluvial ero-
sion–seepage–stability analysis; (B) ‘Classical’ bank stability analysis incorporating seepage processes only.
M. Rinaldi, S.E. Darby234interaction between fluvial erosion and mass failure processes (Fig. 9.2) is quite
distinct from riverbanks that can be represented using the ‘classical’ uncoupled
approach. This hypothesis requires verification, but it might provide a means to
explain how some rivers are able to both erode and transmit fine-grained bank
sediments effectively enough to produce the very high sediment yields described in
the introduction to our review.Acknowledgements
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Discussion by Gary WilliamsThe bank-erosion model has been based on an actual river bank. Presumably actual
bank retreat was measured for a given rainfall and flood hydrograph. How was the
erosion model calibrated against actual bank retreat? What was adjusted to fit, and
why was that adjustment approach used?
Reply by the authorsIn the erosion model, the erodibility coefficient of the basal packed gravel is the
calibration parameter, being defined by forcing best agreement between calculated
and measured final bank toe retreat at the end of the simulation. This is done because
reliable methods for measuring erodibility parameters for the packed gravel are not
available.
