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Abstract
Nowadays in many statistical applications, we face models whose complexity increases with
the sample size. Such models pose a challenge to the traditional statistical analysis, and call
for new methodologies and new asymptotic studies, which are exactly the focus of my thesis.
In particular, my thesis consists of three parts: i) a novel non-parametric qualication proce-
dure for lysate protein microarray; ii) theoretic analysis for one-way ANOVA with diverging
dimensionality and iii) statistical analysis for multi-task learning.
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Chapter 1
Introduction
Today, big data is everywhere: the size of the data we are facing is growing larger and larger.
Meanwhile, the complexity of the model we want to use to analyze such data is also growing.
The main focus of my thesis is on the statistical analysis and theoretical studies of models
whose complexity increases with the sample size. Specically, my thesis contains the following
three parts.
In Chapter 2, we develop a new non-parametric procedure for quantifying the concen-
tration level of protein lysate array data. The reverse-phase protein lysate arrays have been
used to quantify the relative expression levels of a protein in a number of cellular samples
simultaneously. Since each sample has an unknown concentration level, the complexity of
such quantication problem increases with the sample size. Many existing methods aggregate
the protein concentration levels of replicates of each sample, and therefore fail to account for
within-sample variability. In the proposed new method, we introduce regularization on protein
concentration estimation at the level of individual dilution series to account for within-sample
or within-group variability. An ecient algorithm is developed to optimize an approximate
objective function, with a data-adaptive approach to choose the level of shrinkage. Simulation
studies show that the proposed method quanties protein concentration levels well. An anal-
ysis of protein lysate array data from cell lines of dierent cancer groups demonstrates that
accounting for within-sample variability leads to better statistical analysis.
In Chapter 3, we focus on one-way ANOVA where the number of groups goes to innity
and the number of replicates in each group is nite. This is probably the simplest one among
models whose complexity increases with the sample size. Of interest are inference problems
like, 1) model selection (that is, select either the full model where all the groups means are the
1
same ,or the full model where the groups means are dierent), and 2) estimation of the group
means. We study this problem under a Bayes framework by taking dierent priors in g prior
family into consideration. We prove that there are suitable priors which lead to a consistent
model selection procedure. We also study the problem of parameter estimation, where we prove
that the estimations under the modied Empirical Bayes and the fully Bayes approach have
a better performance (regarding averaged mean square error) than other alternative methods,
such as AIC/BIC, and group Lasso.
In Chapter 4, we focus on the problem of multi-task learning. In multi-task learning,
we simultaneously t multiple regression models where the sparsity (or variable selection) is
shared across dierent models, a natural extension of the one-way ANOVA studied in Chapter
3. First we focus on the problem of variable selection (that is, select the most relevant subset
of covariates), and provide asymptotic consistency results for the following statistical methods:
regularization approaches based on L0 (such as AIC/BIC) or L1 norm (such as group Las-
so), and Bayesian approaches based on the g-prior family. Next we focus on the problem of
prediction, which is related to the compound decision problem. We focus on Empirical Bayes
approaches, and evaluate various methods in terms of the in-sample prediction error.
2
Chapter 2
Regularized Nonparametric
Analysis of Protein Lysate Array
Data
2.1 Introduction
2.1.1 Protein Lysate Arrays
DNA microarray technologies are widely used to monitor the mRNA levels of thousand of
genes simultaneously and they successfully explain the genomic behaviors of various organisms.
However, the post-translational modications, for example, phosphorylation, acetylation and
ubiquitination, introduce additional complexity and can only be answered at the protein level.
Therefore, in order to gain a deeper understanding of biological systems, both the levels of
proteins and their modications have to be studied. Consequently, it is necessary to measure
protein directly and as a result, a number of proteomic technologies have been developed.
Among all these, protein microarray (MacBeath and Schreiber (2000), Cahill and Nordho
(2003), Ivanov et al. (2004)), is gaining more and more popularity. Extensive reviews of this
technology can be found in Poetz et al. (2005) and Borrebaeck and Wingren (2007).
Dierent protein array formats have been proposed and they are mainly dichotomized into
two categories: forward-phase approach and reverse-phase approach (Liotta et al., 2003). In
the forward phase arrays, numerous antibodies are spotted on the array and then exposed to
a single protein sample. It allows for simultaneous measurements of multiple target antibodies
across a single protein. On the contrary, in the reverse phase arrays, numerous protein samples
are spotted on the array, which are then incubated with a single validated antibody. It allows
for simultaneous measurements of a single protein of interest in multiple samples.
In this article, we focus on a particular reverse-phase protein array, called tissue lysate
3
or protein lysate array (Paweletz et al. (2001) and MacBeath et al. (2002)), which uses l-
ysed homogenized samples. Mechanically, lysed biological samples are rst spotted onto a
nitrocellulose-coated array in dilution series. The samples are then hybridized and label-
attached with primary and biotinylated secondary antibodies. Thirdly, the protein concen-
trations are measured using streptavadin-linked labels (dyes, precipitates, etc.) that bind to
the biotin. The nal product of each array is an image le in which quantied spots represent
the observed protein expression levels at various dilution steps.
Protein lysate arrays have been widely used in a number of biological and clinical studies
(e.g., Pluder et al. (2006); Sahin et al. (2007)). In particular, its applications to various cancer
studies have been documented extensively; see, for example, Cheng et al. (2005); Tibes et al.
(2006); Spurrier et al. (2008); Kim et al. (2008); Grote et al. (2008); Cai et al. (2010); Carey et al.
(2010). Various procedures to improve the analysis of protein lysate arrays have been proposed
recently. For example, Brase et al. (2010) proposed antibody-mediated signals amplication
to increase the sensitivity of this technology. Neeley et al. (2009) introduced a variable slope
normalization among arrays to help reduce loading bias and recover true correlation structures
among proteins.
In the lysate array, each sample, which is a solution containing the target protein, is
successively diluted by a certain factor multiple times. Meanwhile, each sample is also repeated
several times. For example, suppose that there are m samples and each sample is 2-fold serial
diluted t times. For each biological sample, r replicates are conducted and overcall, we have
n = mrt spots and from the image le the corresponding protein expression levels are measured.
The expression level sometimes is also called intensity in the literature (e.g., Tabus et al. (2006)).
Let cij be the concentration level of the i
th sample at the jth replicate, then the dilution series
cij ; cij=2;    ; cij=2t 1 are obtained for the corresponding sample and replicate. The layout of
the experiment is given in Figure 3.2, where the protein lysate array contains m = 80 samples,
r = 3 replicates and t = 6 dilution series. More details of the experiment can be found in
Mircean et al. (2005).
The target of this article is to quantify the protein concentration level, which is known to
have a positive relationship with the measured expression level. The following general model
4
Figure 2.1: The layout of the protein lysate array with 80 samples, 3 replicates and 6 dilution
series.
is considered:
~yijl = ~g(cij=2
l) + ~ijl;
where ~yijl is the observed expression level for the j
th replicate of the ith sample at the lth dilution
step (i = 1;    ;m, j = 1;    ; ni and l = 0;    ; t   1) and ~g is an unknown monotonically
non-decreasing function. As mentioned above, both the function form ~g and the inputs cij are
unknown, which brings addition diculty for our quantication. It is more convenient to model
the logarithm of the expression levels and of the concentration levels, rather than themselves.
We denote yijl = log2 ~yijl, xij = log2 cij , ijl = log2 ~ijl and g = log2 ~g, and have the following
model:
yijl = g(xij   l) + ijl; (2.1)
where the unknown function g is another monotonically non-decreasing function. Table 2.1
shows the structure of the experiment.
The function g can be assumed to be either a parametric or a non-parametric form. The
typical parametric function, which is also called a Sigmoidal model or logistic model, is generally
5
First replicate Second replicate Third replicate
Biological Sample 1
No dilution y111 (x11) y121 (x12) y131 (x13)
Dilution 1 y112 (x11   1) y122 (x12   1) y132 (x13-1)
           
Dilution 5 y116 (x11   5) y126 (x12   5) y136 (x13-5)
Biological Sample 2
No dilution y211 (x21) y221 (x22) y231 (x23)
Dilution 1 y212 (x21   1) y222 (x22   1) y232 (x23-1)
           
Dilution 5 y216 (x21   5) y226 (x22   5) y236 (x23-5)
Table 2.1: Experiment Organization with ni  3 replicates and t = 6 dilution series.
accepted in the literatures in biology as:
yijl = 1 +
2
1 + e 3(xij l)
+ ijl;
where 1; 2; 3 > 0 and the error term ijl satises E(ijl) = 0 and Var(ijl) = 
2. In the
model, 1 is the lowest saturation level, (1+2) is the highest saturation level and 3 controls
the speed of the increment, which provides rough interpretations of the parameters. Although
the model is called a parametric model, the total number of unknown parameters is three plus
the number of unknown concentration levels, which increases with the sample size. The goal
is to identify the Sigmoidal curve, or equivalently, those three curve parameters 1, 2 and 3,
and more importantly, the logarithm of the protein concentration levels, xij . From now on,
we omit the term logarithm if there is no misunderstanding. Since no calibration sample is
provided, the exact protein concentration levels are not available and we are more interested in
the the dierences of the concentrations, xij xi0j0 . On the other hand, a general monotonically
increasing function, instead of the xed logistic form can be assumed, which leads to a non-
parametric quantication approach. More details are given in the next subsection.
In the real experiment, the number of replicates ni and the number of dilution series t, are
limited by mostly cost and time constraints and can't be too large. Generally, both ni and t are
considered to be smaller than 10. Meanwhile, the errors ijl are relatively large, which brings
more diculties to quantify the protein concentration levels. Most previous approaches are
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based on the assumption xij = xij0 , or, the replicates share the same concentration levels within
samples. In general, this assumption helps to reduce the dimension complexity signicantly.
2.1.2 Existing Approach
In the recent ten years, protein lysate arrays have been widely used in biological and clinical
studies and the quantications of the concentration levels have been studies by many authors
in statistics (Mircean et al. (2005), Tabus et al. (2006), Hu et al. (2007), Zhang et al. (2009)
and Yang and He (2011)). Those approaches are reviewed here. Throughout this section, we
assume ni  r.
Mircean et al. (2005) proposed a linear robust method to quantify a typical lysate array
with 1440 spots per slide, which in total has 80 samples, 3 replicates and is diluted 6 times in
a 2-fold series. They proposed two methods to quantify each sample separately and robustly.
In the rst method, they picked the median of the triplicates in each sample and t a simple
linear model by:
yi:l = 1i + 2i  l + i:l;
where yi:l = median(yi1l; yi2l; yi3l) and l = 0;    ; 5. Since the variations among the replicates
may be large, the authors chose the median here in order to avoid the outlier(s) and conse-
quently, to get a robust estimation. However, since 1) only the median of each triplicates is
considered and 2) the result is only optimal if the errors are i.i.d. normally distributed, the
method is not powerful in general. The authors provided an alternative method by considering
all 18 spots in the regression. Because of the large error terms and potential outliers in the
measurements, they chose a weighted linear model by applying the \Huber" weights.
No matter which approach is adopted, the concentration levels are measured by the distance
of two parallel tted lines. Of course, due to the experimental variability, those lines are not
parallel and consequently, the distance is measured by a weighted average distance at dilution
series.
However, although those two methods are simple and easy to calculate, there are some
obvious drawbacks, which limit their performances. First of all, it is generally believed that
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the expression levels have a nonlinear relationship with the underlying protein concentration
levels: due to background noise at the low concentration levels and the saturation at the high
concentration levels, a logistic curve is more suitable than a linear function. Secondly, each
sample is considered separately and very limited information is utilized from the whole lysate
array, which may reduce the power of the approach. On the contrary, since the same biological
antibody is used in the whole lysate array at dierent samples, those proteins share some
similarities and a common curve is generally accepted. Therefore, a joint estimation of the
curve using all biological samples is more ecient.
Tabus et al. (2006) proposed the rst joint estimation method for quantifying the protein
lysate array. In their paper, some dierent parametric forms were discussed: for example,
the polynomial curve and the sigmoidal/logistic curve. After comparison, they recommended
the sigmoidal model for lysate array problem since the curve itself is intrinsic monotonically
increasing and it satises the requirements at two tails well. Specically, the model
yijl = 1 +
2
1 + e 3(xi l)
+ ijl
is considered and a two step procedure is proposed in order to solve the optimization problem
and t the curve. Firstly, a simple linear regression is adopted to help obtain initial estimates
of the concentration levels xi. Furthermore, an iterative nonlinear least square approach is
applied to estimate  and x. The details are:
1. Consider the following simple linear model:
yijl = (xi   l) + ijl = i     l + ijl;
where a new variable i =   xi is introduced. The unknown coecients i and  can be
estimated by minimizing the objective function:
NX
i=1
rX
j=1
t 1X
l=0
(yijl   i +   l)2;
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and x^i is estimated by ^i=^.
2. Given all x^i, minimize the objective function
NX
i=1
rX
j=1
t 1X
l=0
w2i (yijl   1  
2
1 + e 3(x^i l)
)2
via a non-linear least square approach, where the weights wi can be set to zero in order
to eliminate data points which have poor qualities. Update ^1, ^2 and ^3 accordingly.
3. Conditional on ^1, ^2 and ^3, Update x^i by minimizing
rX
j=1
t 1X
l=0
w2i (yijl   ^1  
^2
1 + e ^3(xi l)
)2:
4. Iterate Step 2 and Step 3 until convergence.
However, the logistic function has a rigid assumption on the curve pattern, especially the
symmetric property on the lower and upper tails. Therefore, such a parametric curve may
introduce additional estimation bias for some samples. Based on this reason, Hu et al. (2007)
proposed non-parametric approach by only assuming that the function g is a monotonically
increasing without any specic parametric form. A similar two step procedure is suggested and
the details are given as:
1. Obtain an initial estimate of xi by assuming the the linear relationship:
yijl = + (xi   l) + ijl;
where ^ is estimated by the minimum of the observed protein expression levels and ^ is
estimated to be the median slope of all dilution series. Therefore, x^i is estimated by the
median of (yijl   ^+ ^  l)=^.
2. Given all x^i, nd the function g by minimizing
NX
i=1
rX
j=1
t 1X
l=0
jyijl   g(x^i   l)j+ max
x
jg00(x)j;
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where  is a tuning parameter and the solution of the above object function is a quadratic
spline (Koenker et al. (1994a), He and Ng (1999)).
3. Conditional on g^, Update x^i by minimizing
rX
j=1
t 1X
l=0
jyijl   g^(xi   l)j:
4. Iterate Step 2 and Step 3 until convergence.
Zhang et al. (2009) proposed a new quantication method of the lysate array by substituting
x from the logistic function and determining the coecients 1, 2 and 3 by the pair inputs
(yi;j;l; yi;j;l+1). Specically, the following series are considered:
yi;j;l = 1 +
2
1 + e 3(xi l)
+ i;j;l
yi;j;l+1 = 1 +
2
1 + e 3(xi l 1)
+ i;j;l+1:
Ignoring the errors in the above equation, xi   l is solved in terms of yi;j;l by
xi   l =   1
3
log2(1 
2
yi;j;l   1 ):
Therefore, by substituting xi   l in the second equation, the objective function contains
only the measured expression pairs (yi;j;l; yi;j;l+1). As a consequence, a traditional non-linear
optimization approach can be applied to obtain the estimates of the unknown parameters 1,
2 and 3.
Recently, Yang and He (2011) proposed a new multistep least square approach, which
adopts the parametric form. Briey, they applied least square estimates to biological samples
in a small group, which contained only part of the proteins, and then further estimated the
curve in the pool. Based on this method, they provided the asymptotic behavior of the new
estimators and showed that the estimators are consistent.
As pointed out by Yang and He (2011), the dimension of the quantication problem in-
creases with the sample size (the dimension of xij). In the earlier work, there is a common
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assumption that xij are constant within the i
th sample, i.e., xij = xij0 . This assumption is
practically useful since it reduces the dimensionality of the problem to only one third of the
original problem, assuming the number of replicates is three. However, it could also lead to
some bias in the estimation, and more importantly, may mask the variability across replicates.
The other extreme approach, which totally ignores the assumption, is known to be unstable
since the dimension is too high. In our approach, we allow xij to vary across replicates, but
regularize the problem by adding another penalty term. As a result, some replicate estimations
are shrunk to be the same value and some retain, depending on the data.
The rest of the article is organized as follows. We describe the new method, Regularized
Nonparametric (Reno) analysis of lysate arrays, in Section 2. We demonstrate the performance
of the new estimator through simulation studies in Section 3, and show how the proposed
method leads to better signicance tests in a real data example in Section 4. More simulation
studies are conducted in Section 5 and some concluding remarks are given in Section 6.
2.2 Methods
2.2.1 Valid assumption?
In this section, we rst show that sometimes the well accepted assumption xij = xij0 may be
violated in the real experiment and far away from the truth. Figure 2.2 displays the observed
expression levels of four selected samples in a lysate array experiment conducted by Mendes
et al. (2007), where large deviations among replicates are observed. More details of the experi-
ment are given in Section 4. Considering that the expression levels range only from 0 to 4, there
are clear gaps among three replicates in those four scenarios and therefore, the assumption is
no longer guaranteed. A solution to the problem is to relax the constraint by allowing xij
to vary within jth replicate but regularizing the estimation by adding another penalty term
on within-sample variabilities. In this situation, some of the replicates are shrunk to common
values, while others retain dierent concentration levels within replicates.
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Figure 2.2: Plots of the observed dilution series for a subset of samples from an experiment,
where the within-sample variances are visible. The upper left panel displays the 13th sample
taken from protein Bax, the upper right panel displays the 45th sample taken from protein
cdk7, the lower left panel displays the 29th sample taken from protein egfr, and the lower right
panel displays the 24th sample taken from protein mTor.
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2.2.2 Objective function
We formulate the problem by adding penalties on both the unknown underlying curve g and
the concentration levels x = fxij ; i = 1;    ;m; j = 1;    ; nig as follows:
min
g;x
X
i;j;l
L(yijl; g(xij   dl)) + 1V1(g) + 2V2(x); (2.2)
where L is the loss function measuring the discrepancy between the observed expression level
yijl and the tted value and V1 and V2 are penalty functions over g and x with tuning parameter
1 and 2, respectively. As indicated above, the variations among expression levels are large,
suggesting that a robust estimator is more appropriate in this setting and consequently, a L1
loss function, instead of a L2 loss, is suggested:
L(y; g(x)) = jy   g(x)j:
As suggested in Hu et al. (2007), we choose the following penalty on g:
V1(g) = max jg00(x)j;
which leads to a quadratic spline solution (Koenker et al., 1994b). To make the article self-
explained, a proof of the desired result is given in Appendix A.
The new penalty term V2(x) aims to regularize the solution of the high dimensional vector
x. Two extreme considerations of the penalty term is 2 = 0 and 2 = 1. Empirical results
show that the optimization problem without penalty (2 = 0) is often ill-conditioned and
therefore, leads to unstable results. Our simulation studies in Section 3 also demonstrate it.
On the contrary, the special case of 2 = 1 forces xij = xij0 , which may mask the variability
across replicates, is also questionable, as indicated above.
In protein microarray experiments, it is often the case that the samples can be divided
into m subgroups G1
S   SGm, where the performances are similar within each subgroup. In
this article, we focus on a common case where each subgroup contains biological or technical
replicates of some kind. In our notation, all the replicates within the sample form a subgroup.
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Therefore, we take the following penalty on x:
V2(x) =
mX
i=1
X
j;j0
jxij   xij0 j =
mX
i=1
jAixij;
where xi = (xi1;    ; xini)T and Ai is the corresponding nini symmetric matrix. In summary,
the following objective function is considered:
min
g;x
X
i;j;l
jyijl   g(xij   dl)j+ 1max jg00(x)j+ 2
mX
i=1
jAixij: (2.3)
It is challenging to optimize the objective function over g and x simultaneously, and we
propose an approximation in the next subsection.
2.2.3 Simplied Objective function
In order to solve the above objective function, a block-wise coordinate descent algorithm is
applied, which iterates in the following two steps:
 Step 1: minimizing (3) with respect to g by xing x;
 Step 2: minimizing (3) with respect to x by xing g.
By this decomposition, only one penalty term appears in each step. Step 1 reduces to
min
g
X
i;j;l
jyijl   g(xij   dl)j+ 1max jg00(x)j;
subject to the constraint that g is a non-decreasing function. As pointed out by Hu et al.
(2007), the solution is a quadratic spline, which can be coded via linear programming with the
R package \cobs" developed by He and Ng (1999).
Step 2 reduces to m individual optimization problems:
min
xi
X
j;l
jyijl   g(xij   dl)j+ 2jAixij:
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The nonlinear property of g brings computational diculty of the above objective function.
We propose a simple calculation approach by approximating the loss function using Taylor's
expansion:
jy   g(x)j = jg(g 1(y))  g(x)j  jg0(x)j  jx  g 1(y)j:
In this case, Step 2 can be simplied as the following optimization problem
min
xi
X
j;l
!ij jxij   (dl + g 1(yijl))j+ 2jAixij;
where !ij = jg0(xij   dl)j. This approximation can be solved by weighted median quantile
regression using the R package \quantreg" (Koenker, 2005). The computational details of the
inverse and derivative of the quadratic spline g are given in Appendix B.
There is another approach of the approximation, given by
jy   g(x)j = jy   g(g 1(y))  g0(g 1(y))(x  g 1(y))j  jg0(g 1(y))j  jx  g 1(y)j:
The latter approach is dierent from the former one in the weights part, which only utilizes
the observed protein expression level, but involves one more inverse step. There are two reasons
why the former method is selected: 1) The variations among the expression levels are large
and sometimes the underlying concentration levels may be masked. 2) Although the curve
estimation is generally good, the inverse and the derivative of g are still questionable sometimes
since they involve more local behaviors. Therefore, one more inverse transformation is risky.
To summarize, we propose our method in the following steps:
1. Obtain initial estimates of x by assuming xij = xij0 and
g(x) = +

1 + 2 x
:
2. Obtain an estimate of g from Step 1.
3. Update estimates of x by running Step 2. Center x by making its median 0.
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4. Iterate between the previous two steps until convergence. A useful stopping rule is to
check whether the changes in the objective function are less than a pre-specied value for
two consecutive solutions.
The re-centering step is crucial here since basically, there is no calibrations of the concen-
tration levels and therefore, the adjustments after each step are necessary. After each iteration,
we add another step to check whether the new estimates indeed reduce the objective function.
If not, we do a grid search in a neighborhood around the previous estimates to guarantee the
indeed decrease. From our experiences, the algorithm converges quickly and a small number of
iterations (5 or 6) is enough to obtain reasonable estimates of x.
2.2.4 Tuning Parameter
In the objective function, there are two tuning parameters: 1, which is associated with the
penalty on g, and 2, which is associated with the penalty on x. The choice of 1, as mentioned
in Hu et al. (2007), is automatically done in the R package \cobs" and we will focus more on
a data-driven choice of 2.
We follow the basic idea of cross-validation (CV), but the special structure of the lysate data
renders the ordinary CV procedure ineective. If a dilution series (yi;j;0;    ; yi;j;t 1) were taken
as a case to be left out, we would have no validation data for that case. To accommodate the
special structure here, we propose a t-fold cross validation, where the t observations from each
dilution series are assigned randomly to each of the t folds. Each fold contains one observation
from each dilution series. Let Fk(k = 1;    ; t) denote the set of indices (i; j; l) in the resulting
k-th fold, and
CV(2) =
tX
k=1
X
i;j;k2Fk
jyijl   g^[ k](x^[ k]ij   dl)j;
where g^[ k] and x^[ k]ij are the estimates of g and xij based on data not in Fk. The parameter
2 is chosen to minimize CV(2).
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2.3 Simulation Studies
We compare our proposed approach (Regularized Nonparametric Approach, Reno) with the
following alternatives:
 Indep: the procedure with 2 = 0, which is equivalent to estimating a dierent concen-
tration level for each replicate.
 Same: the procedure with 2 = 1, which is equivalent to assuming that the replicates
within each sample have exactly the same protein concentration level.
 Nonpa: the procedure with 2 =1 without the simplied algorithm, but using the pro-
cedure of Hu et al. (2007), instead of the approximation (2.3). We include this alternative
procedure to evaluate the accuracy of our approximation. It turns out that Same is much
faster than Nonpa without much sacrice in accuracy.
 Tabus: the parametric procedure based on the sigmoid curve of Tabus et al. (2006).
 Oracle: the procedure with 2 = 1 only for the samples with xij = xij0 , and 2 = 0
otherwise. This procedure requires the knowledge on the unknown quantities, so it is
used only as an Oracle in the simulation for comparison purposes.
In the experiments, we simulate data of 300 dilution series, each of length t = 6, from
m = 100 samples with ni = 3 replicates for each sample. The three replicates for each sample
form a subgroup.
In order to evaluate the performance of each method, we basically consider the following
three criteria:
 The curve accuracy, measured by the integral of the L1 distance between the estimated
curve and the true response curve:
Err1(g^; g) =
Z
jg(x)  g^(x)jdx:
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 The concentration accuracy, measured by the dierence between xij and x^ij :
Err2(x^;x) =
X
i;j
jxij   x^ij j:
 The estimation accuracy, measured by
Err3(g(x^); g(x)) =
X
i;j
jg(xij)  g(x^ij)j;
where g is the true response function. Since jg(x)  g(x0)j  jg0(x)jjx x0j, the last crite-
rion downweights the estimation error of x where jg0(x)j is small, i.e., in the neighborhood
of the at region of g. It is obvious that the concentration levels can't be expected from
any method in this region. In this sense, the last criterion seems to be superior than the
second one.
Throughout this section, we choose Oracle as the benchmark approach and report the
relative errors, the ratio of the error of each method to that of Oracle.
2.3.1 Experiment I
As suggested in Hu et al. (2007), we mimic the logistic curve with dierent lower and upper
tail performances. In our rst experiment, the response curve is taken from two sigmoid curves
in the form of
g(x) = +

1 + 2 x
with  = 3000,  = 10000, but  = 0:7 for positive x and  = 2:1 for negative x. The noise is
also generated dierently in dierent regions: for positive x, the noise is generated from a scaled
t distribution with three degrees of freedom with the scale parameter  = 6000(x+5) 1; while
for negative x, the noise follows the normal distribution N(0; 6002). The concentration levels
of all the replicates for 60% of the samples are generated to be identical, while the remaining
40% of the samples have varying concentration levels from replicate to replicate.
100 simulation trails are conducted and the results are summarized in Figure 2.3 and Figure
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2.4. The tuning parameter 2 is chosen adaptively by cross-validation and the boxplot is shown
in the top left panel of Figure 2.3. The value 2 = 1500 is a good choice for most data sets
and then picked up. The middle left and the bottom left panel display estimated curves of two
random simulation trails. We can nd in Simulation I, the curve estimations are fairly good,
except for Tabus, which is far away from the truth.
We repeat the data generating process with two smaller error variances, where the standard
deviation is reduced by a factor of 2/3 and 1/2, respectively. All the results, together with the
original simulations, are summarized in the remaining panels of Figure 2.3 and Figure 2.4 in
terms of three proposed criteria. In terms of the curve accuracy, we exclude Tabus, which
is known far away from the truth from those two random picked up data sets. In all three
situations, Indep does worst in all methods, while Reno does best. In terms of the concentration
errors and the estimation errors, it is clear that the proposed Reno outperforms its competitors
and Tabus performs worst, mainly due to model mis-specication. The performances of Nonpa
and Same are similar. They both beat Indep when we refer to the concentration accuracy. In
terms of the estimation accuracy, when the SNR (signal-to-noise ratio) is low, even if many of
the three replicates have dierent xij values, the variance deduction from pooling information
from the replicates to estimate a single protein concentration level more than osets the bias.
Thus, Nonpa and Same have smaller errors than Indep in the top right panel of Figure 2.4.
When the SNR is higher, bias becomes dominating, so Indep has a smaller error than Nonpa
and Same in the remaining two panels of Figure 2.4. It is worth noting that Reno consistently
outperforms, and it even beats Oracle when the SNR is low. If the calibration curve g were
known, Oracle would have the best performance. However, when g is unknown and the SNR
is low, adaptively borrowing information across replicates can improve the estimation accuracy
of g and hence the quantication accuracy of x.
2.3.2 Experiment II
In our second experiment, we choose an exact logistic curve with  = 1000,  = 4000 and
 = 0:8. The noise is generated independently from normal distribution with mean 0 and
variance 5002. The rest of the set-up is the same as Experiment I and the results are now
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Figure 2.3: Results from Experiment I. The top left panel displays the boxplot of the cross-
validation measures at several values of 2. The middle left and the bottom left panels display
the curve estimations of two random data sets. The boxplots for curve accuracy of three
situations are displayed in the top right panel (original data generating process, 2 = 1500),
the middle left panel (2/3 SD, 2 = 1000), and the bottom right panel (1/2 SD, 2 = 800).
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Figure 2.4: Results from Experiment I. The left panels display the boxplots of the concentration
accuracy and the right panels display the estimation accuracies. The top row is for the original
data generating process(2 = 1500), the middle row (2/3 SD, 2 = 1000) and the bottom row
(1/2 SD, 2 = 800) are for two error reduced situations.
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Figure 2.5: Results from Experiment II. The top left panel displays the boxplot of the cross-
validation measures at several values of 2. The middle left and the bottom left panels display
the curve estimations of two random data sets. The boxplots for curve accuracy of three
situations are displayed in the top right panel (original data generating process, 2 = 800), the
middle left panel (2/3 SD, 2 = 500), and the bottom right panel (1/2 SD, 2 = 400).
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Figure 2.6: Results from Experiment II. The left panels display the boxplots of the concentration
accuracy and the right panels display the estimation accuracies. The top row is for the original
data generating process(2 = 800), the middle row (2/3 SD, 2 = 500) and the bottom row
(1/2 SD, 2 = 400) are for two error reduced situations.
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presented in Figure 2.5 and Figure 2.6.
Among all methods, Indep performs worst, which suggests that estimating all individual
xij for all replicates is usually not recommended. Nonpa and Same outperform Oracle when
the SNR is small, but not when it is relative large. Since the data are indeed generated from a
logistic curve, the results from Tabus are decent, but Reno remains a top performer.
2.3.3 Experiment III
In our last experiment, we want to test the tolerance of our new Reno. We mimic the per-
formance of a true logistic curve, designed in Experiment II. However, we force the constraint
xij = xij0 here and evaluate the performances of all methods. In this case, Same is indeed the
Oracle procedure. Instead of choosing 2 from cross-validation, we x it at 400 in this simu-
lation. Although in this case, Reno is no longer the best choice due to the mis-specication of
2, it still has a decent performance (Figure 2.7).
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Figure 2.7: Results from Experiment III. The left panel displays the boxplot of the concentration
accuracy and the right panel displays the estimation accuracy.
2.4 Real Data Analysis
We analyze the protein lysate data from Mendes et al. (2007) with the proposed Reno, as well
as the nonparametric procedure Nonpa from Hu et al. (2007) and the parametric procedure
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Tabus from Tabus et al. (2006). The data consists of the intensity measurements for 90 samples
from 52 protein arrays. Each sample has three replicates, which are diluted 2-fold six times.
Generally, the tted curves from Reno and Nonpa are very similar for all arrays, but the
parametric curves look dierent on some data sets. (A typical example is protein p19, which is
given below.) This is because the curve estimated by Tabus is constrained to take the logistic
shape, which may not t the data well. Between Reno and Nonpa, we notice that the estimated
protein concentration levels xij dier on a number of arrays. Those dierences have an impact
on subsequent statistical analysis, as shown in the examples below.
The samples in this study are cell lines from 12 dierent cancer groups. We use the data to
nd out whether protein concentration levels are signicantly dierent among cancer groups.
We conduct a two-sample t-test based on the average concentration levels zi = (xi1+xi2+xi3)=3
by assuming that zi are normally distributed with mean  and variance 
2 + 2i , where 
2
i is
estimated by the sample variance of the replicates xi1, xi2 and xi3 and 
2 denotes the variance
component which is homogenous for all samples of the same cancer group. For Nonpa, 2i = 0,
but for Reno, 2i can be non-zero. Samples with higher within-sample variation are down-
weighted, because their estimated xij values are less reliable. As will be shown in the examples
below, the within-sample variation, which is available only with the Reno procedure, indeed
provides valuable information in the statistical analysis. The test statistics between two cancer
groups indexed by x and y of the proposed two sample t-test is given by:
t =
^x   ^yq
s2x=nx + s
2
y=ny
;
where ^x =
P
zi=(
2
x + ^
2
i;x)P
1=(2x + ^
2
i;x)
; s2x =
1P
1=(2x + ^
2
i;x)
and nx is the number of samples in group
x (the expressions for group y are similar). It approximately follows a t distribution with the
eective degree of freedom
df =
(s2x=nx + s
2
y=ny)
2
(s2x=nx)
2=(nx   1) + (s2y=ny)2=(ny   1)
:
More details of the designed two sample t test are given in Appendix C.
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Protein Tabus Nonpa Reno
cdk7 Lung (13) vs. Colon (8) 0.060 0.101 0.030
Lung (13) vs. Sarcoma (14) 0.018 0.042 0.006
p19 Pancreatic (8) vs. Colon (8) 0.048 0.041 0.104
Zap70 Sarcoma(14) vs. Ovarian (5) 0.020 0.030 0.188
Table 2.2: P-values for some selected two-sample t-tests. The lung cancer group has 13 cell
lines/samples, Colon has 8, Sarcoma has 14, Pancreatic has 8, and Ovarian has 5.
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Figure 2.8: Plots for protein cdk7. Left: plot of the observed dilution series for a subset of
samples from the lung cancer group, where sample 1 is the inuential sample. Right: plot
of the estimated protein concentration levels xij for Colon, Sarcoma, and Lung cancer groups
from Tabus (4, 1st column), Nonpa (, 2nd column) and Reno (+, last two columns). The
estimated concentration levels from Reno are displayed twice, one is the sample average (one
point for each sample, the 3rd column) and the other is the raw data (3 points for each sample,
the last column).
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We rst focus on protein cdk7, for which the p-values for contrasting the lung cancer group
with two other cancer groups (Colon or Sarcoma) are listed in Table 2.2. The estimates from
Nonpa have a hard time detecting the dierence between the lung cancer group and the other
two groups. To see what lead to the dierence, we display the data of four samples from the
lung cancer group in Figure 2.8 (left panel). Sample 1 has higher expressions than the other
samples, and more importantly, there is a visible within-sample variation for Sample 1, but not
for the other samples. This information is reected in the estimates of protein concentrations
from Reno: 4.2, 1.9, and 1.7 for the three replicates. The detailed ^2i s are provided in Table
2.3, where we can nd that ^21 is much larger than the remaining ^
2
i . In other words, Sample
1 is not as trustable as other samples in the lung cancer group due to large variation and as a
consequence, Sample 1 gets down-weighted to less than one third (Table 2.4). Therefore,
1. it decreases the average of the lung cancer group since its estimated concentration is
largest in the lung group. Therefore, the mean dierence between groups is enlarged;
2. it reduces the group variance, making the t-test more powerful.
Table 2.5 provides a more detailed comparison of dierent methods for the lung and Colon
cancer group, from which we can see that the re-weighting procedure does help to increase the
signicance of t-test in this example.
sample ^2i sample ^
2
i sample ^
2
i
1 1.895 2 0.506 3 0.267
4 0.068 5 0.084 6 0.103
7 0.006 8 0.012 9 0.013
10 0.027 11 0.000 12 0.044
13 0.002
Table 2.3: ^2i of protein cdk7, lung cancer group.
We then analysis protein p19. The estimated curves for p19 from the three procedures
are nearly identical, except the slight departure of Tabus at the two tails due to its parametric
assumption (Figure 2.9, left panel). In the right panel of Figure 2.9, we display the estimates
from the three procedures for two cancer groups, Colon and Pancreatic. It can be seen that for
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sample concentration weight sample concentration weight
1 2.633 0.296 2 0.722 0.658
3 1.001 0.832 6 0.077 1.016
5 0.236 1.043 4 -0.118 1.068
12 -1.197 1.105 10 -1.052 1.134
9 -1.002 1.158 8 -0.116 1.160
7 0.762 1.170 13 -1.268 1.178
11 -1.361 1.181
Table 2.4: Concentration estimates and weights of protein cdk7, lung cancer group.
L C s
2
L s
2
C p-value
Tabus -0.045 1.118 1.190 1.800 0.060
Nonpa 0.078 1.123 1.434 1.927 0.101
Reno (not weighted) -0.052 1.104 1.238 2.022 0.074
Reno (weighted) -0.287 1.097 0.750 1.978 0.030
Table 2.5: Two sample t-test for protein cdk7, lung cancer group. The subscript L indicates
the lung cancer group and C indicates the Colon cancer group.
−8 −6 −4 −2 0 2 4
0.
5
1.
0
1.
5
2.
0
Estimated Concentration Level
O
be
rs
er
ve
d 
Ex
pr
es
sio
n 
Le
ve
l
Tabus
Nonpa
Reno
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
Colon Pancreatic
Figure 2.9: Plots for protein p19. Left: plot of tted curves from Tabus, Nonpa, and Reno.
Right: plot of the estimated protein concentration levels xij for Pancreatic and Colon groups
from Tabus (4, 1st column), Nonpa (, 2nd column) and Reno (+, last two columns). The
estimated concentration levels from Reno are displayed twice, one is the sample average (one
point for each sample, the 3rd column) and the other is the raw data (3 points for each sample,
the last column).
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each sample, the estimates from Tabus and Nonpa roughly agree with the average from Reno.
A closer look at the Reno estimates reveals that a couple of points in the Pancreatic cancer
group, whose average concentration levels are around 1.5 (in the middle range), have a large
within-sample variation. These samples are down-weighted in statistical analysis, which
1. decreases the average of the Pancreatic cancer group, therefore reduces the dierence
between the two cancer groups;
2. increases the group variance since the down-weighted points are in the middle of the data
range.
Therefore, the p-value from Reno is higher (i.e., less signicant) than those from the other two
procedures. By pooling or averaging the replicates at those samples, we would be reporting
inated statistical signicance, which is what we want to avoid with Reno too.
In summary, Reno provides more accurate and robust uncertainty analysis than its com-
petitors: in some cases, it provides smaller p-values; while in other cases, it points out the
opposite direction. However, Reno reveals the fact that ignoring the within-sample variation
may lead to invalid statistical analysis.
2.5 Follow-up Simulation Studies after real data analysis
In Section 3, we show that Reno has smaller relative errors than its competitors. And in this
section, we will further demonstrate that this improvement does lead to better (or, more honest)
results in the hypothesis testing mentioned in Section 4. We conduct two more simulations to
compare our new Reno approach with Nonpa and intend to demonstrate this honesty from two
points of views:
1. when the null hypothesis is true, the distribution of the p-values from Reno is closer to
Unif(0; 1);
2. when the alternative is true, the p-values from Reno is closer to the p-values calculated
based on the true xij 's.
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Here we only focus on the comparison between Reno and Nonpa, since
1. Nonpa has been shown to produce better results than Tabus in Hu et al. (2007);
2. The sigmoid assumption is not always reasonable.
In order to mimic real protein array situations, we utilize the data from protein Zap70, in
which we replace the observed data for Sarcoma (14 samples) and Ovarian (5 samples) cancer
groups by a set of synthetic data as follows:
1. Generate the (biological) sample-level concentration
xi iid  N(1; 2); i = 1;    ; 14; zk iid  N(2; 2); k = 1;    ; 5:
2. Generate the (technical) replicate-level protein concentration
xij iid  N(xi; 2x;i); zkj iid  N(zk; 2z;k); j = 1;    ; 3:
3. Generate the individual synthetic dilution series for the Sarcoma group by yijl = g^R(xij 
dl) + e^ijl=2 where g^R is the estimated calibration curve from Reno based on the original
data, and e^ijl is the corresponding residual for Sarcoma group from the original data; the
synthetic data for the Ovarian group are generated using zkj and e^kjl similarly.
2.5.1 Simulation 1: Null Model
In our rst experiment, we generate data from the null model:
1 = 2 = 0;  = 0:1 or 0:2
and set all xij and zkj triplicates, i.e., 
2
x;i = 
2
z;k = 0. In the meanwhile, we set the 1st sample
in the Ovarian group as an outlier by re-generating z1j iid from N(1; 1), where j = 1; 2; 3. The
empirical CDFs of the corresponding p-values are displayed in Figure 2.10. Since Reno can
automatically down-weight outliers, its empirical CDF is much closer to the CDF of Unif(0; 1)
than Nonpa.
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Figure 2.10: Plots for the empirical CDFs of the p-values, where the blue dashed line corre-
sponds to Nonpa, the black dotted line corresponds to Reno, and the black solid line is the CDF
of Unif(0; 1). The data in the two panels are generated with dierent variances: left ( = 0:1)
and right ( = 0:2).
2.5.2 Simulation 2: Alternative Model
In our second experiment, we generate data from the alternative model:
1 = 0; 2 = 0:5;  = 0:3:
The sample-dependent variance 2x;i (or 
2
z;k) depends on the value of xi (or zk), and some of
them are set to be exactly zero (so we'll have identical replicates as what we've encountered in
real data analysis). Besides the two p-values from Reno and Nonpa, we also calculate a p-value
based on the \true" protein concentration xij and zkj (our benchmark p-value). Over 100
iterations, about 59% times, Reno produces a p-value which is closer (i.e., more accurate) to
the benchmark p-value than Nonpa; about 13% times, the two p-values from Reno and Nonpa
are roughly the same (i.e., their dierence is less than .002); and only about 29% times, Nonpa
performs better.
Meanwhile, we also evaluate the relative errors of our synthetic data in terms of three
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criteria:
Err1 =
X
jxij   x^ij j
Err2 =
X
jg^N (xij)  g^N (x^ij)j
Err3 =
X
jg^R(xij)  g^R(x^ij)j;
where g^R and g^N denote the calibration curves estimated by Reno and Nonpa, respectively and
the summation is over the (14+5)3 = 57 synthetic samples whose \true" concentration levels
are known. Below, we report the quantiles of the relative error, Err(Reno)=Err(Nonpa) of 100
simulations for the three criteria. The results are summarized in Table 2.6. Note that the 3rd
quartiles in all three criteria are less than 1, indicating that more than 75% times, Reno has a
smaller estimation error than Nonpa.
Min 1st Qu Median 3rd Qu Max
Err1 0.304 0.506 0.623 0.751 1.134
Err2 0.126 0.343 0.475 0.614 1.277
Err3 0.128 0.392 0.542 0.696 1.245
Table 2.6: Relative Errors for Simulation 2.
Overall, regarding p-values, Reno performs better than Nonpa. The better accuracy of our
new method is due to
1. the estimates xij and zkj are more accurate;
2. Reno quanties protein concentration at the level of individual dilution series, therefore
preserves the within-sample variation and ignoring the within-sample variation has known
to lead to invalid statistical analysis.
2.6 Discussion
In this article, we propose a regularized estimation procedure in nonparametric analysis of the
protein lysate array quantication, which enables us to consider replicate-specic quantities
when the within-sample variability is signicant. We use a simple approximation to the loss
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function so that the optimization can be carried out by linear programs. We propose a special-
ized cross validation method to select the tuning parameter that regulates the within-sample
variability. Earlier methods of lysate array quantication have to aggregate the replicates in
each sample to avoid unstable estimates, and in doing so, important information may get lost in
the aggregation. We demonstrate through simulated and real data that the proposed method is
helpful in providing additional information about within-sample variabilities, which has impor-
tant implications in the subsequent statistical analysis of the lysate array data. Note that the
estimated calibration curves from dierent methods are essentially the same, and the dierences
are in the concentration estimates of individual samples.
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Chapter 3
One-way ANOVA with Diverging
Dimensionality
3.1 Introduction
Recently, asymptotic studies on models with diverging dimensionality have received an increas-
ing attention in statistics. In this paper, we consider probably the simplest version of such
models: a one-way ANOVA model
yij = + i + eij ; eij iid  N(0; 2); (3.1)
i = 1 : p; j = 1 : r (r  2);
where the number of groups p goes to innity while the number of replicates r is xed. Here
the mean of i's are set to be zero for model identication. Of interest are inference problems
like:
1) model selection, that is, select either the full model Ma above or the null model M0 :
yij = + eij where i = 0, as well as
2) estimation of the unknown parameters.
Consistency on model selection procedures for model (3.1) has been studied before. It
was rst pointed out by Stone (1979a) that BIC is not consistent { it always selects M0 no
matter which model generates the data when p goes to innity , and AIC is consistent when
the signal-to-noise ratio (i.e., the variance of i versus the error variance 
2) is not too low.
Later, Berger et al. (2003) reexamined this issue and showed that the inconsistency of BIC is
due to an inadequate approximation of the Bayes factor used by BIC. They further showed that
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the Bayes factor does lead to a consistent procedure under reasonable priors: for example, the
multivariate Cauchy and Smooth Cauchy priors. The error variance 2 is assumed to be known
in the analysis by Berger et al. (2003). The variance unknown case has been examined in two
recent papers, Maruyama (2009) and Moreno et al. (2010). Although their priors are dierent,
their conclusions are similar: They both found an inconsistent region under the alternative
model, that is, for some values of i's under Ma, their Bayes procedures will select M0, the
wrong model. Their results seem to contradict the conclusion from Berger et al. (2003) that
\suitable Bayes factors will be consistent." Both Maruyama (2009) and Moreno et al. (2010)
have tried to resolve this contradiction in their papers. Their explanations, however, do not
answer the key question: Are there reasonable/suitable prior choices that would lead to a
consistent model selection procedure for model (3.1)?
In Section 2, we start with the so-called g-prior family (Zellner, 1986), which is a popular
prior choice for regression models due to its computational eciency; for a review, see Liang
et al. (2008a). We then show that it suces to work with the following simplied version of
model (3.1), in which we remove the mean of the data and set  = 0, i.e.,
M0 : yij = 0 + eij ; Ma : yij = i + eij ;
where y =  = 0: Then from there on, we focus on the model above, which is also the model
examined by Berger et al. (2003).
In Section 3, we examine the consistency of the g-prior family. For the model we consider
here, g-prior corresponds to independent normal priors N(0; g
2
r
) on i's. The hyper-parameter
g may take a pre-xed value, a value varying with the sample size, a value depending on the
data as in the Empirical Bayes (EB) approach, or be integrated over with respect to some prior
as in the fully Bayesian approach. In our asymptotic study, we nd the choice of g plays a
critical role in achieving consistency. Our analysis also explains why the priors from Maruyama
(2009) and Moreno et al. (2010) have inconsistent regions.
In Section 4, we focus on the problem of estimating the high-dimensional parameter
 = (1; : : : ; p). Naturally one can combine estimation with model selection in a two-stage
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approach: rst, apply some model selection procedure and then estimate i by the overall mean
y if M0 is selected, or by the individual group mean yi if Ma is selected. If the model selec-
tion procedure is consistent, then the estimation performance of this two-stage approach would
be asymptotically the same as the Oracle procedure, which knew the true model and then
would estimate i by either y or yi accordingly. It is known that AIC outperforms the Oracle
procedure, in terms of the mean squared error (Stone, 1979a; Shao, 1997a). Our analysis shows
that if using posterior means, the g-priors (the ones that are consistent) outperform AIC. They
also perform better than the regularization approach with a group Lasso penalty (Yuan and
Lin, 2006). The superior performance of g-priors is due to their adaptive shrinkage under Ma
and zero estimation error under M0 (since they are consistent).
In Section 5, we present some simulation results, and then close with discussions and
comments in Section 6.
3.2 The g-prior family
Consider a pair of nested models M0 and Ma, and they are parameterized as follows
M0 : y = X11 + e
Ma : y = X11 +X22 + e;
where each column of the design matrix X2 is orthogonal to the columns of X1, and we assume
the error term e follows Nn(0; 
2I). Zeller's g-prior (Zellner, 1986; Liang et al., 2008a) for
(1;2; 
2) is given by
(1; 
2) / 1
2
; 2  N
 
0; g2(XT2X2)
 1;
where g is a hyper-parameter, which may take a xed value, a value determined by empirical
Bayes and can be integrated over in a fully Bayes approach. Note that the prior distribution
over (1; 
2) is improper. Since (1; 
2) are common parameters shared by both models, the
use of improper priors can be justied as long as the corresponding posterior distribution is
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proper, which is the case for Zeller's g-prior under the regression setting.
To specify g-prior for the one-way ANOVA model, we need to rst re-parameterize the
model. Write model (3.1) in a matrix form:
y = +X + e; (3.2)
where y = (y11;    ; y1r;    ; ypr)T , e = (e11;    ; e1r;    ; epr)T and X = Ip 
 1r, where 

denotes the Kronecker product. Center the design matrix by X  1=p  J, where J is an n p
matrix with all elements equaling 1. Since (X   1=p  J)T (X   1=p  J) = rIp   1=p2JTJ,
which has (p   1) eigenvalues equaling r and one eigenvalue equaling 0, using singular value
decomposition, we have
X  1=p  J = prUVT ;
where U and V are n  (p   1) and (p   1)  p orthogonal matrix. Dene =VT and set
X =
p
rU, then we can write the ANOVA model as
y = +X + e; (3.3)
which is the alternative model Ma. The null model M0 is y = + e. Note that each column
of X is orthogonal to the intercept. So Zeller's g-prior for (; 2;) is given by
(; 2) / 1=2;   N

0; g2(XTX) 1

= N

0; g
2
r
Ip 1

:
The use of g-prior becomes popular in Bayesian model selection is due to its conjugacy,
which makes posterior computation tractable. For example, the Bayes factor for comparing
M0 vs Ma for the ANOVA model is in closed form (see Appendix A for details):
BF[Ma :M0] = P (yjMa; g)
P (yjM0)
= (1 + g) (p 1)=2(1  g
1 + g
R2) (n 1)=2; (3.4)
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where R2 is the coecient of determination of the alternative model, dened as
R2 =
P
i;j(yi   y)2P
i;j(yij   y)2
: (3.5)
If we center the data y = y y, then we can remove the overall mean parameter  from the
ANOVA model and write model (3.2) as y = X+e: Alternatively we can write its element-wise
representation as
M0 : yij = 0 + eij ; Ma : yij = i + eij ; (3.6)
where y =  = 0: Then g-prior reduces to:
(2) / 1=2; i iid  N
 
0; g
2
r

:
The corresponding Bayes factor is given by (see Appendix A for details)
BF[Ma :M0] = (1 + g) p=2

1  g
1 + g
R2
 n=2
; (3.7)
where R2 is the same as the coecient of determination of the un-centered data as dened in
(3.5).
Note that the two Bayes factors, (3.4) and (3.7), are almost identical except that we have
\n   1" and\p   1" in (3.4), and \n" and\p" in (3.7). In other words, the simplied model
(3.6) is the same as the original one-way ANOVA (3.3) with just one extra sample and one less
group. Such a dierence is negligible in our asymptotic analysis. So from now on, we focus on
the centered model (3.6).
3.3 Model Consistency
We adopt the model consistency in Fernandez et al. (2001a):
plim
n!1
p(M j y) = 1 when M is the true model,
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where \plim" denotes convergence in probability and the probability measure is the distribution
under the true model M.
For our ANOVA setting, assume P(M0) = P(Ma) = 1=2. The posterior probability ofMa
can be expressed via the Bayes factor, namely,
P(Majy) = P(Ma)P(yjMa)
P(Ma)P(yjMa) + P(M0)P(yjM0)
=
BF[Ma :M0]
1 + BF[Ma :M0] :
It is easy to see that for the ANOVA case, model consistency is equivalent to:
8<:
plim
n!1
log BF[Ma:M0] =  1; if M0 is true , (3.8)
plim
n!1
log BF[Ma:M0] = +1; if Ma is true . (3.9)
Here we replace n!1 by p!1 since the total sample size here is n = rp, and we will let p
go to innity but x r.
Before presenting our result on model consistency, we introduce some regularity condition.
For any data generating process from Ma, denoted by P;2 ; dene its distance to M0 as the
averaged Kullback-Leiber divergence between P;2 and P0;2 ;
1
p
DKL(P0;2 jjP;2) = 1
p
E log
P0;2(y)
P;2(y)
(3.10)
=
r
22
jjjj2
p
;
where the expectation on the right side of (3.10) is taken with respect to P0;2 and k  k denotes
the L2 norm. In general, Kullback-Leibler divergence is not a true distance since it's not
symmetric regarding its two arguments, but for this case, it is:
DKL(P;2 jjP0;2) = DKL(P0;2 jjP;2):
We impose the following regularity condition throughout the paper.
Assumption 3.1 For any data generating process fromMa, we assume its asymptotic distance
39
to M0 is positive, that is,
s =

lim
p!1
kk2
p

 r
2
> 0:
The limiting distance s can be viewed as the asymptotic signal-to-noise ratio (SNR) of data
from P;2 :
Remark. The regularity condition is needed to distinguish Ma from M0. Similar condi-
tions can be found in Moreno et al. (2010). We do not consider the sparse setting for model
(3.6), where most i's are zero and only a small fraction of them are non-zero. For example,
the case that all i's equal 0 except 1 is regarded as asymptotically non-distinguishable with
the null model where all i's equal 0. This is not surprising since for the sparse setting, the
more relevant problem is to nd needles in a haystack, instead of carrying out an ANOVA test
to nd out whether all i's are the same or not.
The following results will be used repeatedly in our proof for consistency. So we summarize
them in a lemma, whose proof can be found in some elementary statistics textbooks.
Lemma 3.1 Suppose 2 is the true variance,
If the null model is true,
r
P
i y
2
i
2
 2p and
P
i;j y
2
ij
2
 2n,
If the alternative is true,
r
P
i y
2
i
2
 2p
kk2r
2

and
P
i;j y
2
ij
2
 2n
kk2r
2

,
where 2k() denotes a non-central chi-square distribution with mean  and degree of freedom k.
3.3.1 Consistency for constant g
We start with the simple case where g takes a pre-xed positive constant. The key is to
determine the asymptotic sign of the log of the Bayes factor (3.7). Dene
h(g) = plim
p!1
2
p
log BF[Ma :M0]
= plim
p!1
  log(1 + g)  r log

1  g
1 + g
R2

:
A typical layout of h(g) under M0 is shown in the left panel of Figure 1, and under Ma
in the right panel.
When data are generated fromM0, we have the desired sign of h(g), and therefore g-prior
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Figure 3.1: Layout of h(g).
is consistent. When data are generated from Ma, we have the desired sign of h(g) only when
g is in some interval around the positive side of 0. We summarize our result in the following
Theorem and its proof is given in the Appendix.
Theorem 3.1 (Existence) Assume p ! 1, 1 < r and g is some positive constant. g-prior is
always consistent under M0, and is consistent under Ma if g 2 (0; g), where g = g(s) is a
monotone increasing function of the asymptotic SNR of the underlying model.
Remark. Since g is a monotone function, for any xed g, we can nd out a positive
number s such that g(s) = g. Theorem 3.1 implies that for any xed g, there exists an
inconsistent region which contains models from Ma whose asymptotic SNR is less than s:
Since g is an increasing function of s, as g decreases, the inconsistent region gets smaller. In
fact, the inconsistent region observed by Moreno et al. (2010) is a special case of Theorem 3.1
since they chose g =
n
p+ 1
, which converges to r in the ANOVA setting.
3.3.2 Consistency for varying g
An important message from Theorem 3.1 is that a small value for g is preferred. To achieve
consistency, we have to make g get smaller and smaller with respect to p, as shown in the next
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Theorem.
Theorem 3.2 Assume p!1 and r  2: g-prior is consistent if and only if
1
g
= o(p1=2):
A large g (g ! 1 with respect to the sample size) is commonly chosen in Bayes variable
selection and it tends out to work well in the traditional \xed p" case. Theorem 3.2, however,
shows that such a choice fails in the ANOVA case when p ! 1. On the contrary, a small g
(g ! 0) is preferred in order to achieve consistency. Actually, the inconsistent region, observed
by Maruyama (2009), is due to the failure to capture the \good" region of g: He put a particular
beta-prime prior on g, whose mean tends to innity.
3.3.3 Consistency for g^EB
We consider choosing g based on the data in the empirical Bayes (EB) framework. Since g only
appears in the alternative model, we choose g that maximizes the marginal likelihood under
Ma,
P(yjMa; g) / (1 + g) p=2(1  g
1 + g
R2) n=2:
And the maximizer is given by
g^EB = max

(r   1) R
2
1 R2   1; 0

: (3.11)
It is known that g^EB is not consistent under the null model in the traditional asymptotic
setting where p is xed and n goes to innity (Liang et al., 2008a). This is because g^EB is
calculated under Ma and does not extract any evidence from the data, which may support
M0. In the ANOVA case with diverging dimensionality, the result is even more extreme, as
shown in the following theorem, whose proof is given in the Appendix.
Theorem 3.3 When p!1 (assuming r  2 and s > 0),
1. under Ma, g^EB P! s and plim
p!1
logBF[Ma :M0] = +1;
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2. under M0, plim
p!1
logBF[Ma :M0] = +1 if g^EB > 0.
Theorem 3.3 shows that Ma is always chosen under the EB framework, no matter which
model generates the data unless g^EB = 0.Therefore, consistency is not guaranteed. However,
since the Bayes factor is always consistent under the alternative model, we can modify the
original g^EB by introducing a decreasing lower bound p: the modied Empirical Bayes (mEB)
estimate for g is dened to be
g^mEB = max

(r   1) R
2
1 R2   1; p

;
where p satises: 8>><>>:
lim
p!1p = 0;
lim
p!1
p
p 1=2
=1:
Then we have
1. Under M0: since
(r   1) R
2
1 R2   1 = (r   1) 
1=r +OP(p
 1=2)
1  1=r +OP(p 1=2)   1 = OP(p
 1=2);
so asymptotically, p is chosen. Then by Theorem 3.1, g^mEB is consistent.
2. Under Ma: g^EB is asymptotically chosen since g^EB P! s > 0 and limp = 0. Then by
Theorem 3.3, g^mEB is consistent.
3.3.4 Consistency for fully Bayes
An eortless way to achieve consistency is to take a fully Bayes approach, i.e., mix g over the
right region. The result is summarized in the following theorem.
Theorem 3.4 For any prior (g) having the support (0; A), where A is any positive constant,
the corresponding Bayes factor is consistent under M0, and consistency also holds under Ma
provided s > 0:
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If a prior (g) only has a support over (A;B), where A;B > 0, then the corresponding
Bayes factor is not consistent under Ma, and there will be an inconsistent region.
The result above is an extensions of the result from Berger et al. (2003), where 2 is assumed
to be known there. The proof is given in the Appendix.
3.4 Parameter Estimation
In this section, we consider the problem of estimating the unknown parameter . To simplify
our discussion, we assume 2 is known { otherwise, we can plug-in an unbiased estimate based
on the within-group variation.
We consider three categories of methods:
 Estimation based on regularization, where ^ is the solution of a penalized residual sum
of squares (RSS),
min

X
i;j
(yij   ^i)2 + 
(); (3.12)
where  is a tuning parameter. Choice of the penalty function 
() includes the L0
penalty as in AIC/BIC, the L1 penalty as in group Lasso (Yuan and Lin, 2006), and the
L2 penalty as in ridge regression.
 Bayesian estimation, where ^ is the posterior mean of  under various g-priors.
 The Oracle, which estimates each i to be 0 when the data are from M0 and to be the
group mean yi when the data are from Ma.
We evaluate the asymptotical behaviors of dierent methods by their asymptotic mean
square error (aMSE), which is dened as
aMSE = lim
p!1
MSE()=p
2=r
= lim
p!1
Pp
i=1 E(^i   i)2
p  2=r
There is a natural two-stage approach which combines model selection and estimation, that
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is, set ^i = 0 if M0 is selected, and set ^i = yi, otherwise. It turns out regularization with
AIC/BIC type penalty is essentially such a two-stage approach. We can also use group Lasso
to do model selection at the rst step, but the resulting two-stage estimate is not the same as
the solution of (3.12) with 
 being the group Lasso penalty. Similarly, the posterior means
are not the same as the two-stage estimates using the corresponding Bayes factor for model
selection at the rst step. We do not study the estimation performance of those two-stage
methods, since, if the model selection procedure is consistent, the corresponding two-stage
estimate would asymptotically behave like the Oracle (as if we knew which model,M0 orMa,
the data are generated from).
3.4.1 AIC and BIC
AIC chooses M0 if AIC(M0) < AIC(Ma), and Ma, otherwise, where
AIC(M0) = n log 2 + n log(2) +
P
y2ij
2
;
AIC(Ma) = n log 2 + n log(2) +
P
(yij   yi)2
2
+ 2  p:
Therefore
AIC : ^i =
8><>: 0; if r
P
y2i < 2
2p;
yi; if r
P
y2i  22p:
Similarly, based on the denition of BIC, we have:
BIC : ^i =
8><>: 0; if r
P
y2i < log n  2p;
yi; if r
P
y2i  log n  2p:
We can show that their asymptotic MSEs are given by (see the Appendix for details)
aMSE(AIC) = min(s; 1)
aMSE(BIC) = s:
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3.4.2 Group Lasso
The L1 type penalty has became very popular for high-dimensional data analysis nowadays.
Computationally, it is more attractive than its L0 type counterparts. Comparing with its
L2 type counterparts, it gives rise to a sparse solution via hard thresholding. Due to the
underlying group structure for ANOVA models (i.e., i's are either equal to zero or non-zero
simultaneously), we should consider a grouped L1 penalty, known as group Lasso (Yuan and
Lin, 2006). For our ANOVA problem, the penalized RSS becomes
X
i;j
(yij   i)2 +   2
qX
2i :
Using the Karush-Kuhn-Tucker condition, we can obtain the solution in closed form
gLasso : ^i =
"
1  

r
pP
y2i
#
+
yi (3.13)
where [a]+ returns 0 if a < 0 and a if a  0:
So the group Lasso estimation (3.13) also gives us a model selection result: select M0
if  > r
P
y2i, and Ma otherwise. It can be shown that group Lasso gives a consistent
model selection procedure if  = =
p
pr2 > 1. The asymptotic MSE of group Lasso can be
calculated similarly to what we have done for AIC,
aMSE(gLasso) =
8><>: s; if 
2 > s+ 1;
2 + 1  2 p
s+1
; if 1 < 2  s+ 1:
(3.14)
We summarize our result in the following Preposition and give the proof in the Appendix.
Proposition 3.1 The group Lasso estimate, given by (3.13), is model selection consistent if
=
p
pr2 > 1, and its asymptotic MSE is given by (3.14).
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3.4.3 Bayes estimates based on g-priors
It is easy to check that under Ma the posterior distribution of i's are independent normals
with
jMa; 2  N

g
1 + g
yi;
g
1 + g
2
r

:
Meanwhile, recall our prior distribution on  is a mixture: i = 0 with probability 1=2 and
i  N(0; gr2) with probability 1=2: So the posterior mean of i is given by
E(ijy; g) = 0  (M0 j g;y) + E(i j Ma;y; g)  (Ma j g;y)
= 0  (M0 j g;y) + g
1 + g
yi  (Ma j g;y):
When the corresponding g-prior is consistent, such as varying g and g^mEB, the two model
posterior probabilities go to 0/1 correctly, so the aMSE is always 0 when s = 0; when s > 0,
the aMSE is the error of the posterior mean under Ma is given by
lim
p!1
1
p
X
i

1
1 + g
2i +
g2
(1 + g)2
2
r

 r
2
=
 1
1 + g
2
s+
 g
1 + g
2
: (3.15)
When g takes a value varying with p, i.e., g(p)! 0, then the corresponding aMSE is equal
to s, same as BIC.
In the modied empirical Bayes approach g = g^mEB, and the calculation of aMSE is a little
more complicated. Here we give a non-rigorous explanation and provide a rigorous proof in
the Appendix. When data are generated from Ma, we have g^mEB ! s. Plug-in that limit in
(3.15), and we have aMSE equal to s=(1 + s), which also holds true when data are from M0
where s = 0:
Proposition 3.2 The asymptotic MSE for modied empirical Bayes estimate g^mEB is equal to
aMSE(mEB) =
s
1 + s
:
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Finally in the fully Bayes approach, we specify a prior (g) over g > 0 with a support
covering an open set on the positive side of 0, i.e., some interval like (0; a). The posterior mean
of  is given by
E(i j y) = Egjy g
1 + g
yi;
where the expectation on the right side is taken with respect to (g j y). Using Laplace
approximation (Tierney and Kadane, 1986), we can show the aMSE of fully Bayes is equivalent
to the aMSE of the modied empirical Bayes (see the Appendix for details).
3.4.4 Ridge Regression
If we use L2 penalty as in the ridge regression, the corresponding penalized RSS (under our
ANOVA setting) is X
i;j
(yij   i)2 + 
X
i
2i ;
where  is the associated tuning parameter. The corresponding estimate (which minimizes the
function above) is
Ridge : ^i =
1
1 + =r
y;
Therefore, the estimation under g-prior can be viewed as a Bayes version of the ridge
regression estimate. Furthermore, the result for the modied Empirical Bayes can be viewed
as the result for ridge regression with a automatic data-driven choice of the tuning parameter
.
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3.4.5 Comparisons
We summarize the aMSE for all the procedures we consider when s > 0 in this Section:
aMSE(Oracle) = 1;
aMSE(BIC) = s;
aMSE(AIC) = min(s; 1);
aMSE(gLasso) = min(2   1; s) + 2
h
1  p
s+ 1
i
+
;
aMSE(mEB) =
s
1 + s
:
(3.16)
It is easy to check that
aMSE(mEB) < aMSE(BIC);
aMSE(mEB) < aMSE(AIC);
aMSE(mEB) < aMSE(gLasso):
We also display all the aMSEs (as a function of s) in Figure 2. From the gure and the
above inequalities, we can see that the modied Empirical Bayes, as well as the fully Bayes,
has the optimal performance.
3.5 Simulation Study
In the simulation study, we set r = 5 and p = 10 and 100. Under M0, yij  N(0; 1), while
under Ma, yij  N(i; 1) and i  N(0; 1). For each set-up, we run our simulation 1000 times
and report the quantiles of log BF[Ma : M0] and the percentage (%) of selecting the correct
model (AC). The results are summarized in Table 1-4.
The simulation studies support the theories covered in Section 3. When the dimension
diverges (from 10 to 100), the chance of selecting the correct model increases. Even when we
only have n = 50 (r = 5; p = 10) data points, the chance of selecting the correct model is at
least 70%. Meanwhile, the speed of g going to innity controls the tradeo between favoring
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Figure 3.2: Plot of aMSE for various methods: for gLasso, 2 = 1:25; for g-prior, g = 0:5: Note
aMSE for Oracle is 0 when s = 0:
Table 3.1: Ma is true and p = 10.
g Min 1Q Med 3Q Max AC (%)
p 0:25 -1.74 0.48 0.89 1.25 2.04 92.1
1= log log p -3.14 0.54 1.28 1.96 3.55 87.3
EB 0.73 1.45 2.32 3.92 64.25 100
max(EB; p 0:25) -1.74 0.55 1.40 2.61 10.30 92.1
max(EB; 1= log log p) -3.14 0.54 1.40 2.61 10.30 87.3
Table 3.2: Ma is true and p = 100.
g Min 1Q Med 3Q Max AC (%)
p 0:25 1.32 5.34 6.13 6.88 9.89 100
1= log log p 1.00 8.52 10.02 11.46 17.38 100
EB 3.87 11.12 14.41 18.11 41.75 100
max(EB; p 0:25) 1.37 11.11 14.41 18.11 41.75 100
max(EB; 1= log log p) 1.00 11.11 14.41 18.11 41.75 100
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Table 3.3: M0 is true and p = 10.
g Min 1Q Med 3Q Max AC (%)
p 0:25 -1.80 -0.85 -0.42 0.10 2.54 71.8
1= log log p -3.22 -1.77 -1.10 -0.28 3.72 81.5
EB | | | | | 0
max(EB; p 0:25) -1.80 -0.85 -0.42 0.10 4.43 71.8
max(EB; 1= log log p) -3.22 -1.77 -1.10 -0.28 4.43 81.5
Table 3.4: M0 is true and p = 100.
g Min 1Q Med 3Q Max AC (%)
p 0:25 -5.83 -2.41 -1.52 -0.40 4.80 81.6
1= log log p -12.00 -6.22 -4.70 -2.81 6.15 96.1
EB | | | | | 0
max(EB; p 0:25) -5.83 -2.41 -1.52 -0.40 6.16 81.6
max(EB; 1= log log p) -12.00 -6.22 -4.70 -2.81 6.16 96.1
M0 and Ma: When M0 is true, a faster g is preferred and when M0 is true, a slower g
performs better.
3.6 Discussion
In this article, we study the prior choice for one-way ANOVA models with an increasing dimen-
sions. An important question is how to select priors for the alternative model. We nd that the
choices of the hyper-parameter g in a g prior setup are totally dierent from those when the
number of groups is xed. Some well-accepted choices (for example, the unit information prior
g = n) will lead to inconsistent results if the number of groups increases and then should be
avoided. A wide range of suitable priors are suggested and the conditions for model selection
consistency are derived. In terms of estimation, we nd that data dependent priors (Empirical
Bayes, fully Bayes approach) have a smallest mean square errors, no matter how large the signal
noise ratio is. An extension of this article is to consider general model selection situation for
multi-task learning problem (Lounici et al., 2009) when the number of groups diverges and will
be studied later.
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Chapter 4
Statistical Analysis for
Multi-task learning
4.1 Introduction
Variable selection for linear model is one of the most fundamental questions in statistics and it
remains its popularity in the recent years. Statisticians proposed varies of approaches search-
ing for a \simple" model which ts the data well. Among those methods, the regularization
approach, which jointly minimizes the log likelihood and the penalty, is widely-accepted in sta-
tistical analysis (Hoerl and Kennard, 1970). Many popular approaches, for example, AIC, BIC,
Lasso (Tibshirani, 1996), SCAD (Fan and Li, 2001), fall into this category. On the other hand,
Bayesian statisticians tended to treat both the unknown model and its coecient as random
variables and developed Bayesian variable selection procedures, see Mitchell and Beauchamp
(1988), George and McCulloch (1997) and Liang et al. (2008b) for a review. In order to eval-
uate and compare those approaches, statisticians proposed a list of criteria and among them,
the most important one is how well the chosen model based on dierent methods relates to
the true one. Therefore, the so-called model selection consistency has been a key topic in the
recent decades and has been well studied by Shao (1997b) (L0 penalty regularization approach),
Zhao and Yu (2007) (L1 penalty regularization approach) and Liang et al. (2008b) (Bayesian
approach).
Another fundamental topic related to linear regression is prediction. Its accuracy is usually
measured by the in-sample prediction error or other similar criteria. Surprisingly, variable
selection and prediction sometimes have conicts (Shao, 1997b), that is, a consistent model
selection procedure may not perform well in terms of prediction, and vise versa. In literature, it
was suggested to choose BIC (which is consistent) for model selection and AIC (which sometimes
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over-ts the model) for prediction.
However, this common sense has an underlying assumption, which is sometimes ignored:
that's is, the number of predictors should also be \much" smaller than the number of observa-
tions (which we refer as \small p, large n" problem). There are also dozens of papers discussing
high-dimensional variable selection and prediction problem, when the number of true predictors
is relative small comparing with the total number of predictors (which we refer as \sparsity").
In this paper, we consider a situation when the number of true predictors is linear associated
with the number of observations. Basically, we consider the following Gaussian regression
models (multi-task learning, Argyriou et al. (2008)):
y1 = X11 + e1;
y2 = X22 + e2;
     
yn = Xnn + en;
(4.1)
where for each i = 1;    ; n, Xi is an m p design matrix, i 2 Rp is the unknown coecient
and yi is the m-dimensional vector of observations. We assume that the errors ei are i.i.d.
normally distributed with mean 0 and variance 2Im. Throughout this paper, we assume that
2 is known. When 2 is unknown, it can be estimated easily. In addition, without loss of
generality, we assume that the data yi has been centralized and each column of the design
matrix Xi, has mean zero and norm 1. Following Argyriou et al. (2008), we assume that
1;    ; n share the same sparsity pattern, i.e., the set of indices corresponding to non-zero
components of i is the same across i = 1;    ; n. In other words, the response variable depends
on a common set of relevant predictors. In this paper, we study the asymptotic behavior of the
multi-task learning by letting the number of tasks (n) going to innity and xing the number
of features in each task (p). In this case, model (4.1) is dierent from the traditional \small p,
large n" regression problem since except for the null model, any candidate model has an innite
degree of freedom, and its degree of freedom is linear associated with the sample size n m.
In addition, the dimension dierence between any two nested models also diverges.
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The previous mentioned regularization approaches, for example, AIC and BIC, can be
easily extended to the multi-task learning scenario; while the \structured sparsity assumption"
mentioned above naturally leads to a Group Lasso solution (Yuan and Lin, 2005). At the
meanwhile, from the Bayesian point of view, the so-called g-prior approach (Zellner, 1986) can
also be applied easily. In this paper, we go over those popular solutions and discuss their
advantages and disadvantages when applying to the multi-task learning scenario. Meanwhile,
we point out that some well-established conclusions in \small p, large n" regime no longer
hold and may mislead our actions: for example, in terms of prediction, an over-t is no longer
tolerable due to a non-negligible noise; while an under-t may be preferred, depending on the
strongness of the signal.
The regularization approach using Group Lasso was studied carefully by Lounici et al.
(2009). It was shown that under some mild conditions, the sparsity pattern can be identied
correctly with at least a constant probability. Meanwhile, the upper bounds for both the
prediction and estimation error are also established under the same probability. However, it
is still valuable for us to spend some paragraph discussing the Group Lasso approach since:
1) Lounici et al. (2009) mainly focused on the case when both n and p are large and their
conclusions hold with a probability strictly less than 1 if p is xed; 2) The authors pre-xed
the tuning parameter, but it is still interesting to see why the choice is good and furthermore,
whether there are other reasonable choices. We present some guidelines in our discussions.
The paper is organized as follows. In Section 4.2, we introduce some necessary notations
and conditions for the entire paper. We present the consistency results for the regularization
approach with L0 penalty in Section 4.3, followed by the results for Bayesian variable selection
in Section 4.4. In Section 4.5, results of the regularization approach with L1 penalty are
discussed into details. We study the prediction problem using the above procedures in Section
4.6 and the simulation studies are given in Section 4.7. We end up with some discussions of
non-normality issue in Section 4.8.
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4.2 Notations and Conditions
Throughout the paper, we index the 2p models by , a p-dimensional binary vector, where j = 1
if the j-th variable is included, and j = 0 if the j-th variable is excluded. The corresponding
variable size is denoted by p =
P
j j . For model , we introduce design matrix X;i that is of
dimension mp , projection matrix P;i that is of dimension mm, and regression coecient
;i that is of length p ; where i refers to the ith task. (Note that the model index is shared by
all n tasks.) Let  denote the true model index and dene the following signal-to-noise ratio
for model ,
s =
1
2
nX
i=1
kP;ii k2
=
1
2
nX
i=1
kP;iX;i;ik2;
(4.2)
where i 2 Rm is the true signal of task i. The signal-to-noise ratio dened above should have
a subscript \n," which we drop for simplicity. A full list of notations are given in Table 4.1.
 p 1 binary model index, shared by all n tasks
a linear regression model with predictors fj : j = 1g
 the true model
0 the null model
p =
P
j j , number of covariates included in model
Xi; i design matrix (m p) and regression coecient (p 1) for the full model
xij the j-th column (m 1) of Xi with mean 0 and kxijk2 = 1
X;i; ;i design matrix (m p) and regression coecient (p  1) for model 
P;i = X;i(X
T
;iX;i)
 1XT;i, projection matrix (mm) for model 
X;i; 

;i design matrix (m p) and true regression coecient (p  1) for model 
s the signal-to-noise ratio for the ith task dened in (4.2)
^;i the LS estimate under model  for the ith task
^i the Group Lasso estimate for the ith task
j = (1j ; 2j ; : : : ; nj)
t, coecients associated with the jth variable
Table 4.1: List of symbols used in this paper.
As we will see in the following discussions, the dierence between s and s is crucial and
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it is closely related to the Kullback-Leibler divergence between data generating process under
 (denoted by P;2) and data generating process under  (denoted by P;2):
s   s = 2 min
;i
DKL(P;2 jjP;2)
= 2 min
;i
E log
P;2(y1;    ; yn)
P;2(y1;    ; yn) ;
where the expectation is taken with respect to P;2 and the minimum is taken over all possible
;i = X;i;i for a given model .
The following regularity condition is introduced to establish the asymptotic results:
Regularity Condition There exists an  2 (1=2; 1], such that, for any candidate model
 which doesn't contain the true model (i.e.,  * ),
s   s  n;
where the symbol \a  b" means 0 < lim
n!1
a
b
<1.
We make some comments on the Regularity Condition:
1. For any candidate model  containing the true model (i.e.   ), by denition, we have
s = s .
2. Typically, the assumption that \s s  n" is accepted since for the multi-task learning
problem, one believes that the information is collected at each task, and consequently, the
summation should be linear in n. Here, we consider a more general case, when the signal
may be of order smaller than n. However, the order have to exceed
p
n; otherwise, the
signal would be buried by the noise and could no longer be identied. On the meanwhile,
when the signal is of order greater than n, one can easily generalize our asymptotic results.
3. The Regularity Condition does not only constrain the magnitude of the signal-to-noise
ratio of the true model, but also requires that each true predictor has its own contribution
on the signal part.
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Moreover, for further convenience, we introduce the term
 = lim
n!1
s   s
n  (p   p)
and
 = min
f:p<pg
 ;
which can be viewed as the minimum of the averaged Kullback-Leibler divergence between
P;2 and all other P;2 which has a smaller degree of freedom.
4.3 Regularization Approach with L0 penalty
Regularization approach is designed to minimize the penalized residual sum of squares, i.e.,
nX
i=1
kyi  Xiik2 + 
pX
j=1

(j); (4.3)
where  is the associated tuning parameter. Choice of 
(j) includes L0 and L1 penalty,
adopted to the group level. The L0 penalty corresponds to 
(
j) = 0 if all ij = 0 and 1,
otherwise; while the L1 penalty corresponds to 
(
j) = 2 kjk, also known as the Group Lasso
estimator (Yuan and Lin, 2005), where k  k denotes the L2 norm.
With the L0 and L1 penalties, the minimizer of (4.3) not only gives us an estimate of the
coecient but also an estimate of the model, i.e., ^n. One of the most important criteria to
compare dierent procedures is the model selection consistency, i.e., whether the selected model
agrees with the true one as the number of observations goes to innity. Formally, a procedure
is said to be consistent, if
lim
n!1P(^n = 
) = 1:
4.3.1 GIC Approach
The regularization approach with L0 penalty is equivalent to the so-called \generalized informa-
tion criterion" (GIC, Shao, 1997) when 2 is given, which is on behalf of many popular choices,
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for example, AIC, BIC, AICc, Mallows' Cp, etc. More specically, GIC with  = 2  n2 is
equivalent to AIC and GIC with  = log n  n2 is equivalent to BIC.
Note that the penalty in GIC only involves the number of \active" predictors at the group
level (whose coecients are not all 0) rather than their magnitudes. Therefore, to search for
the minimizer of the penalized residual sum of squares is equivalent to search for the model ,
which minimizes
GIC() =
nX
i=1
kyi  X;i^;ik2 + p
=
nX
i=1
k(Im   P;i)yik2 + p :
We present our rst result:
Theorem 4.1 Suppose the Regularity Condition holds and n1 


n2
  1

 1. GIC is
consistent if and only if
0 < lim
n!1n
1 


n2
  1

< :
Its proof is shown in the Appendix. Theorem 4.1 reveals that when  = 1, AIC is consistent
if the signal-to-noise ratio for each true predictor is \not too weak", and BIC is never consistent.
More precisely, BIC tends to select the null model when the sample size gets large for the multi-
task learning, and consequently, results in an under-t. Notice that this is an extension of the
observation by Stone (1979b). We summarize the results in the following Corollary.
Corollary 4.1 Under the Regularity Condition when  = 1, AIC is consistent if and only if
 > 1 and BIC always favors the null model when n goes to innity.
The theorem requires the knowledge of s , which in practical is not available. Therefore,
it provides no guide on how to choose a tuning parameter . However, one may notice that a
small  is in general preferred and by pushing n1 


n2
  1

towards 0, we have the following
result, whose proof is also shown in the Appendix.
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Theorem 4.2 Suppose the Regularity Condition holds, GIC is consistent if
8><>:
n1=2
 
n2
  1

!1;
n1 
 
n2
  1

! 0:
Theorem 4.2 provides a hand-on choice of . Basically, for the multi-task learning, one
may expect that
 
n2
  1

lies in between n 1=2 and n (1 ).
4.4 Bayesian Variable Selection
In this section, we move our discussion to Bayesian variable selection. The priors should be
specied at both the model and the parameter level. For the former one, we let P()  1
2p
,
without preference for any single model. For the latter one, we adopt the so-called Zeller's
g-prior (Zellner, 1986; Liang et al., 2008b) for ;i:
;i  N

0; g2(XT;iX;i)
 1

i = 1;    ; n:
Notice that only one hyperparameter g needs to be specied, and it plays an important rule as
a dimensionality penalty. The use of g-prior becomes popular in Bayesian model selection due
to its conjugacy, which makes the posterior computation tractable. We obtain the posterior of
each candidate model using Bayes rule,
P(jy) = P()P(yj; g)P
 P()P(yj; g)
=
P(yj; g)P
 P(yj; g)
;
where P(yj; g) =
Z
P(yj; )p(j; g)d. Notice that the hyper-parameter g is not involved
in the null model 0. For further convenience, we dene p0 = 0 and P0;i = 0. It can be shown
that the integrated likelihood of yi given the model  and g is N(0; (gP;i+ Im)
2). Therefore,
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we have:
P(jy; g) = (2) nm=2(2) nm=2(1 + g) pn=2 exp
(
  1
22
nX
i=1
yTi (Im  
g
1 + g
P;i)yi
)
:
The Bayesian model consistency is rigorously dened in Fernandez et al. (2001b):
plim
n!1
P(jy) = 1;
where \plim" denotes convergence in probability with respect to true sampling distribution of
y under . In the Bayesian framework, people tend to introduce the so-called Bayes factor,
dened as
BF[ : ] =
P(yj; g)
P(yj; g)
= (1 + g) (p p )n=2 exp
(
1
22
nX
i=1
yTi
g
1 + g
(P;i   P;i)yi
)
:
Therefore, we may re-write the consistency as
plim
n!1
2 log BF[ : ] =  1; for any  6= : (4.4)
4.4.1 Constant g
We start with a simple case when g takes a pre-xed positive constant and the Regularity
Condition holds for  = 1. In such a situation, Bayes variable selection is always consistent for
an over-t model; while the consistency holds in a certain range of g for an under-t model.
More precisely, we have:
Theorem 4.3 Suppose the Regularity Condition holds for  = 1 and g takes some positive
constant. g-prior is always consistent under 0 and the consistency under other 
 if g 2 (0; g),
where g = g() > 0 is monotone increasing in terms of .
The proof of Theorem 4.3 is presented in the Appendix. The theorem conrms the existence
of a consistent Bayesian variable selection procedure when  = 1. On the other hand, if the
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Regularity Condition holds for  < 1, g-prior with a constant g may fail to select the model
correctly. Basically, when  < 1, the above selected interval (0; g) ends up as empty and
consequently, there is no consistent region for g. If that happens, one may look for a solution
by letting g ! 0.
4.4.2 Varying g
Similar as the tuning parameter in a GIC approach, a small hyper-parameter g under g-prior
is preferred. In order to achieve consistency, we may make g getting smaller and smaller with
respect to n. We state the following theorem and its proof is given in the Appendix.
Theorem 4.4 Suppose the Regularity Condition holds and g takes some positive value depend-
ing on n. g-prior is consistent if 8><>:
n1=2g !1;
n1 g ! 0:
In a tradition Bayesian variable selection framework, a large g (typically g ! 1 with
respect to n) is commonly chosen and it shares good asymptotic properties (Liang et al., 2008b).
Theorem 4.4, however, reveals that such a choice fails in the multi-task learning set-up. On the
contrary, a small g (g ! 0) is preferred. Naively, such a dramatic dierence is due to the fact
that all models (except for the null) have innite dimensions in the multi-task learning set-up
and a small g can help balance the penalty on the degree of freedom side.
Comparing Theorem 4.4 with Theorem 4.2, one may be surprised by their similarity: It
looks like that the hyper-parameter g could be replaced by
 
n2
 1

in some way. However, by
recognizing the fact that BIC is an approximation of the Bayesian variable selection by setting
g = n (Kass and Wasserman, 1995), this connection is not too dicult to imagine. However,
one should not be cheated by the similarity and conclude that these two methods are somehow
identical. Actually, as shown later, they lead to signicantly dierent prediction results.
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4.4.3 Empirical Bayes
Another strategy is to choose g based on the data in the local Empirical Bayes framework. For
any candidate model , we choose g maximizing the marginal likelihood of yj; g,
P(yj; g) _ (1 + g) pn=2 exp
(
1
22
nX
i=1
yTi
g
1 + g
P;iyi
)
:
The maximizer is given by:
g^;EB = max

1
n

P
yTi P;iyi
2p
  1; 0

:
Since the likelihood under the null model 0 doesn't contain g, the scenarios involving 0
should be dealt with separately. We rst consider the case when 0 is true.
When the null model is true,
yTi P;iyi
2
 2p , which implies that
g^;EB
a.s.! max

p
p
  1; 0

= 0:
In addition, we have the following proposition:
Proposition 4.1 When 0 is true, g^;EB always has a positive probability to hit 0, no matter
what n is. In addition, suppose that F (n) = P(g^;EB = 0), the following results hold:
1. F (n)! 1
2
;
2. F (n)  F (n+ 2).
The proof is given in the Appendix. Proposition 4.1 states that if the null model is true,
it is always possible that the chosen g^;EB hits 0, whose probability \almost" decreases to 0.5.
The conclusion also holds true for other alternative model , if s = 0. One can easily see that
 and 0 are not dierentiable if g^;EB hits 0. If g^;EB 6= 0, we know:
2 log BF[ : 0] =  np  log
P yTi P;iyi
n2p

+ np 
P yTi P;iyi
n2p
  1

= np
P
yTi P;iyi
n2p
  log
P yTi P;iyi
n2p

  1

:
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Since
yTi P;iyi
2
 2p , we have
P
yTi P;iyi
np2
= 1 + ;
where  > 0 and  = OP(n
 1=2). Therefore,
plim
n!1
2 log BF[ : 0] = plim
n!1
np 

1 +    log(1 + )  1

= plim
n!1
np 

   log(1 + )

= plim
n!1
np 

    + 
2
2
+ OP(
3)

= +jOP(1)j:
Therefore, 0 is never chosen and the Empirical Bayes is not consistent under 0, which
agrees with the traditional asymptotic setting in Liang et al. (2008b). Basically, this results
from the fact that g^EB is calculated under  and does not extract any evidence from the data,
which may support 0. Now without taking 0 (and those models who behaviors similarly as
0, i.e., s = 0) into consideration, under the Empirical Bayes framework, we have:
Theorem 4.5 Suppose the Regularity Condition holds, the Empirical Bayes is consistent if
max
f:p<pg

s   np  log
 s
np
+ 1

  s + np  log
 s
np
+ 1

!1:
Its proof is given in the Appendix. To summarize, the local Empirical Bayes approach
could not help detect any candidate model that under-ts the true one and consequently, it is
not a consistent model selection procedure.
4.4.4 Modied Pairwise Local Empirical Bayes
Instead of computing g for every single model , we may calculate g for every nested pair
1  2:
g^1;2;pEB = max

1
n

P
yTi (P2;i   P1;i)yi
2(p2   p1)
  1; 0

:
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And the consistency can be dened as
plim
n!1
2 log BF[ : ] =  1; if    or   :
According to the previous discussion, the selection procedure is consistent for an under-t,
but not for an over-t, that is, the pairwise local mpirical Bayes automatically favors the larger
model. However, we can modify it to ensure consistency: Suppose the Regularity Condition
holds and since the desired sign is achieved for an over-t model if g satises the constraint in
Theorem 4.4, we introduce a deceasing lower bound gn and dene g for the modied pairwise
local Empirical Bayes to be:
g^mpEB = max

1
n

P
yTi (P2;i   P1;i)yi
2(p2   p1)
  1; gn

;
where gn satises: 8><>:
n1 gn ! 0;
n1=2gn !1:
The above procedure is consistent since g^mpEB = gn in an over-t situation and g^mpEB =
g^pEB in an under-t situation. In addition, it enjoys a good prediction property, as we will see
in the later sections.
4.5 Regularization Approach with L1 penalty
Regularization approach with L1 penalty is a special case of the Group Lasso estimator (Yuan
and Lin, 2005), which is the minimizer of
GL() =
nX
i=1
kyi  Xiik2 + 2
pX
j=1
kjk; (4.5)
where the scalar 2 in the penalty is for technical reason.
First note that to achieve consistency, we need to have  = O(
p
n). This is becausePn
i=1 jjyi   Xiijj2 = O(n) and
Pp
j=1 jjj jj = O(
p
n): If limn =
p
n = 1; the penalty term
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dominates the objective function and as a result, the group lasso estimate ^i will go to 0: If
 = o(
p
n); the residual term dominates the objective function and as a result, we have ^i
approaches the LS estimate for each task, which always picks the full model.
Next we provide sucient conditions on the choice of , which is linear in
p
n, to achieve
model selection consistency.
Theorem 4.6 The Group Lasso procedure is consistent if the following three conditions hold:
(C1) k(XT;iX;i) 1XT;ixijk2  p < 1 for all i = 1;    ; n and fj : j = 0g;
(C2)
2
n2
 max
fj:j=0g
1 Pni=1 kP;ixijk2=n
1  p ;
(C3)
2
n2
 min

min
fj:j=1;j=0g
1
(1 +
p
p)22

Pn
i=1fxTij(Im   P;i)Xii g2
n
;
where  is dened to be
 , max
fj:j=0g
max
1in
k(XT;iX;i) 1XT;ixijk2:
The proof for Theorem 4.6 is given in the Appendix. The key is to show that asymptotically,
the Group Lasso solution ^i's satisfy the following:
xTij(yi  Xi^i) =  
^ji
jj^j jj ; if 

j = 1; (4.6)
nX
i=1

xTij(yi  Xi^i)
2  2; if j = 0: (4.7)
The two conditions (4.6) and (4.7) are also known as the Karush-Kuhn-Tucker conditions for
the Group Lasso objective function.
We make some remarks for Theorem 4.6:
1. Zhao and Yu (2007) pointed out that the so called \Irrepresentable condition" is sucient
and necessary for Lasso consistency for \small p, large n" scenario, except for a minor
technicality; while similar results are also proved for Group Lasso by Bach (2008) when
the number of groups is nite. However, we can only achieve a sucient condition of
65
Group Lasso estimator for the multi-task learning problem, mainly due to lack of the fact
that ^ ! ;
2. (C1)-(C3) together compose a sucient condition for Group Lasso consistency: (C1) and
(C2) help shrink all zero coecients to zero and (C1) and (C3) help retain all signicant
predictors;
3. Those three conditions are relative strong and it is highly possible that the interaction of
(C1)-(C3) is empty;
4. Only (C3) involves the unknown coecient , indicating that excluding irrelevant vari-
ables doesn't rely on the magnitude of ;
5. Although dicult to search for a suitable condition, there are indeed situations when the
Group Lasso fails to select the model consistently, no matter what the value  is (an
example will be shown in the simulation).
We end up the discussion of Group Lasso with an example when p = 1, i.e., there is only
one relevant predictor. Without loss of generality, we assume that the rst predictor is the
relevant one and dene ij = x
T
ijxi1 for j = 2;    ; p and  = max
i;j
jij j. Therefore, those three
conditions can be simplied as:
(C1) 2ij < 1 (Automatically holds);
(C2)
2
n2
 max
2jp
1 Pni=1 2ij=n
1  2 ;
(C3)
2
n2
 1
(1 + )2
 jj
jj2
n2
.
And as a result, the consistency holds if max
2jp
1 Pni=1 2ij=n
1  2 
2
n2
 1
(1 + )2
 jj
jj2
n2
.
4.6 Prediction for multi-task learning
In this section, we continue our multi-task learning problem, but focus on prediction. We are
particularly interested in the case when  = 1 under the Regularity Condition. For convenience,
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we re-dene the symbol s to be the \averaged signal-to-noise ratio", instead of the total signal-
to-noise ratio, namely,
s = lim
n!1
1
n2
nX
i=1
kP;ii k2:
Throughout this chapter, we assume s > 0 for any model  \  6= ;:
A natural criterion that measures the prediction error is the mean squared error between
a prediction y^i and a set of future observations (from the same model) ~yi = 

i + ~ei, where ~ei
is the error associated with the future observations and is independent of the observed data yi.
Since
1
n
nX
i=1
Ek~yi   y^ik2 = 1
n
nX
i=1
Eki + ~ei   y^ik2
=
1
n
nX
i=1
Eki   y^ik2 +m2;
where m2 is a constant for any prediction method (it is the incurred error even if we knew
the true signal i ), we dene the asymptotic in-sample prediction accuracy to be
aPE = lim
n!1
1
n2
nX
i=1
Eky^i   i k2;
where the expectation is taken with respect to the data yi's.
There is a close connection between the prediction problem in the setting of multi-tasking
learning and the compound decision problem (Robbins, 1985a). In both problems, we are
given observations from independent experiments/models, where each experiment/model has
an unknown parameter i , but aim to make a better decision (i.e., estimation or prediction)
about i by combining the information from all the experiments/models. Due to the close
connection between Empirical Bayes (EB) procedures and the compound decision problems
(Robbins, 1985b; Zhang, 1997, 2003), next we focus on the EB approach with g-priors. As a
comparison, we also provide the result for GIC based prediction procedures.
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4.6.1 Results of EB
Given model , the prediction based on the Least Squares is X;i^
LS
;i = P;iyi. On the other
hand, with g-prior, the posterior distributions for ;i and i are given by
;ij  N( g
1 + g
(XT;iX;i)
 1XT;iyi;
g
1 + g
2(XT;iX;i)
 1);
X;i;ij  N( g
1 + g
P;iyi;
g
1 + g
2P;i):
Therefore, a natural point prediction is the posterior mean of i, i.e.,
E(ij; yi) = g
1 + g
P;iyi:
The posterior mean is a shrinkage predictor and the hyper-parameter g eectively controls
the bias and variance trade-o: when g takes any xed value, there is a constant bias term in
the expression of aPE; when g takes a value varying with n, i.e., g(n) ! 0, the corresponding
prediction degenerates to 0 as a consequence. A smarter idea is to consider the Empirical Bayes
approach, where g is determined by the data and we will see its benets in the discussions below.
Therefore, in this chapter, we mainly focus on the prediction under the ordinary least squares
and the prediction under Empirical Bayes. We denote their prediction accuracies of a given
model  by aPE(;LS) and aPE(;EB), respectively. Corollary 4.2 expresses the prediction
accuracies of both methods and the detailed computation is given in the Appendix.
Corollary 4.2 For any candidate model , its prediction accuracies under the ordinary least
squares and under the Empirical Bayes are:
aPE(;LS) = s   s + p ;
aPE(;EB) = s   s + p s
s + p
:
Consequently, we have
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Theorem 4.7 For any candidate model , the following inequality holds:
aPE(;EB)  aPE(;LS):
Theorem 4.7 is simple, but powerful. It reveals an important property, that is, for the
multi-task learning problem, asymptotically, a shrinkage predictor under the Empirical Bayes
always achieves a smaller prediction error than that under the ordinary least squares, which is
known to be unbiased. Furthermore, Theorem 4.8 below implies that the predictor under the
Empirical Bayes is superior over a big class of shrinkage predictors.
Theorem 4.8 For any candidate model whose g^EB > 0, consider a family of predictors, given
by y^i(; ) = X;i^
LS
;i = P;iyi, where 0    1. The predictor under the Empirical Bayes
achieves the best performance, in the sense that:
aPE(;EB) = min

aPE(; y^i(; )):
The proof of Theorem 4.8 is given in the Appendix. From now on, we are focusing on the
prediction under the Empirical Bayes and answering the question: which  should be chosen.
We rst study any  containing . As seen in Chapter 4.2, s = s . Therefore, the prediction
accuracy could be simplied as:
aPE(;EB) =
sp
s + p
:
Since the function f(p) =
sp
s + p
is increasing, it is not hard to show that aPE(;EB) 
aPE(;EB) for any   . In addition, the gap is not negligible. For example, if p = 3,
p = 4 and s = 10, one can calculate:
aPE(;EB)  aPE(;EB)
aPE(;EB)
= 23:8%:
Therefore, adding any additional redundant variable is crucial and may signicantly in-
crease the prediction error. On the contrary, for any model smaller than , we have the
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following result:
Theorem 4.9 For any model  nested in , its prediction accuracy could beat , i.e. aPE(;EB) 
aPE(;EB), if and only if
s   s
s

s + 2p  
q
s2 + 4p(s + p)
2(s + p)
:
In addition, the upper bound above is decreasing in terms of s .
Theorem 4.9 indicates that a \wrong" model is preferred in terms of prediction when the
signal dierence between the smaller \wrong" model and the larger \correct" model is relatively
small. The term \wrong" and \correct" here refer to model identication. Therefore, losing
\important" variables may even increase the prediction error in the multi-task learning. For
example, if p = 3, p = 4 and s = 10, the associated bound is 5:82%, indicating that if
the relative dierence of the signal-to-noise ratios between  and  is smaller than 5:82%, the
\wrong" model is preferred. Furthermore, as s increases, the associated ratio decreases to 0.
On one hand, any model larger than  is sure to increase the prediction error, indicating
that a model selection is crucial in order to retrieve a good predictor. On the other hand, any
model smaller than  beats it only if their relative dierence is small, which is not guaranteed
and when the dierence is large, one may lose a lot in the signal part. Therefore, we propose
a two-stage procedure to do prediction for the multi-task learning problem:
Stage 1: Model Selection using varying g;
Stage 2: Prediction using Empirical Bayes.
It is safe to choose  (after model selection) and a benchmark prediction error is given by
aPE(;EB) =
sp
s + p
:
Now, we propose a practical approach by taking pairwise Empirical Bayes into consideration
and decomposing  sequentially. We start with a simple bi-split: considering any model   
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, we predict yi rst onto the space  and then onto the space 
n, where the shrinkage eects
are determined by pairwise Empirical Bayes. More specically,
y^i =
g^[pEB;]
1 + g^[pEB;]
P;iyi +
g^[pEB;n]
1 + g^[pEB;n]
(Im   P;i)yi;
where g^[pEB;] and g^[pEB;n] are determined by the model pairs n0 and n via pairwise
Empirical Bayes, respectively. Similar as what we did before, we can get:
g^[pEB;]
a:s:! s
p
;
g^[pEB;n]
a:s:! s   s
p   p :
Following a similar computation as in Corollary 4.2, we get:
aPE( + n;EB) = sp
s + p
+
(s   s)  (p   p)
s   s + p   p ;
where we use the notation \ + n" to denote the bi-split. Simple calculation suggests
aPE(;EB)  aPE( + n;EB)
=
[s(p   p)  (s   s)p ]2
(s + p)  (s + p)  (s   s + p   p)
 0:
The above inequality reveals two issues:
1. One can expect a better prediction by such a bi-split.
2. The improvement increases as the dierence between
s
p
and
s   s
p   p increases and
vanishes if
s
p
=
s   s
p   p .
In such a bi-split, we gain by choosing dierent shrinkage eects for dierent signal parts:
when the per dimensional signal is large, we choose a relative small shrinkage to retain the
signal; when the per dimensional signal is small, we choose a relative large shrinkage to reduce
the variance caused by the noise. In addition, the results can be easily extended to a multi-split
71
case by mathematical induction and a practical approach to reduce the prediction accuracy is
to add \important" variables sequentially: At each step, we add the variable which has the
largest signal after projection onto the residual space of the existing variables. Be aware that
such a sequential split procedure can not guarantee an optimal prediction accuracy, but it can
beat the prediction using  directly.
4.6.2 Results of GIC
In this subsection, we summarize the prediction results for GIC approach. As stated previously,
GIC criterion involves only the number of unknown coecients instead of their magnitudes,
and consequently, its asymptotic in-sample prediction accuracy can be calculated as:
aPE(GIC) = lim
n!1
1
n2
nX
i=1
X

E(ky^i   i k2j)P():
Based on the consistency result of GIC procedure, we know that if 0 <

n2
  1 < , 
is chosen with probability 1, and consequently,
aPE(GIC) = lim
n!1
1
n2
nX
i=1
E(y^i   i k2j)
= p :
Moreover, when the constraint is violated, a \wrong" model will be chosen with probability
1 and we have the following result:
Theorem 4.10 The asymptotic prediction error for GIC can be calculated as:
aPE(GIC) = s   s + p ;
where  minimizes
 
n2
  1

p   s .
Particularly, if we care about AIC procedure, one can easily get the following results:
aPE(AIC)  aPE(;LS);
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since AIC minimizes (p   s) over all possible . Therefore, the AIC procedure can beat the
oracle procedure in terms of the prediction accuracy if one sticks to least squares.
4.7 Simulation Study
In this section, we give simulation examples to illustrate the established results. The rst
simulation illustrates the consistency behaviors of GIC and g-prior under dierent choices of
the tuning parameter  and the hyper-parameter g. We show that one can identify the correct
model by carefully selecting procedures. In the second simulation, we demonstrate how well
our sucient conditions for Group Lasso consistency behave using a particular example. We
also provide a counter example when the Group Lasso is inconsistent. The nal simulation
illustrates the prediction results. Three major methods (GIC, Empirical Bayes and Pairwise
Empirical Bayes) are compared.
4.7.1 Consistency: AIC and g-prior
In this simulation, we consider variable selection for the multi-task learning using GIC and
g-prior. We set the number of observation in each task m = 10 and the number of predictors
p = 5. The true response variable is associated with q = 3 predictors. Meanwhile, all unknown
coecients are generated by a normal distribution with mean 0 and standard deviation 0:5.
We rst focus on the case when the predictors are independent. We vary the number of task
n, the tuning parameter  (GIC) and the hyper-parameter g (g-prior) and run the simulations
1000 times. The percentages (%) of selecting the correct model are reported in Table 4.2 and
4.3. Within each table, the rst two rows are examples when the requirements in Theorem
4.2 (4.4) are satised; while the last two rows are examples when they are not satised. The
simulation conrms our theoretic results that with a proper choice of the tuning parameter 
(hyper-parameter g), the model selection procedure is consistent.
Our second simulation focus on the case when the predictors are correlated. The data
generating process is similar as the rst simulation, except that the predictors are generated
with a pairwise correlation around 0:75 for each task. The results are reported in Table 4.4
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Table 4.2: Independent predictors, GIC approach.
=2 n = 50 n = 100 n = 200 n = 500 n = 1000
n+ n0:5 59.8 59.8 61.5 56.5 57.0
n+ n0:75 91.3 91.3 98.4 99.9 100
5n 0 0 0 0 0
n  log(n) 0 0 0 0 0
Table 4.3: Independent predictors, g-prior approach.
g n = 50 n = 100 n = 200 n = 500 n = 1000
1= log(n) 55.7 59.8 68.9 78.5 87.1
1=n0:2 71.2 79.8 88.4 94.4 98.8
50 0 0 0 0 0
n 0 0 0 0 0
and 4.5. W see that although the predictors are highly correlated, the true model can also be
identied.
Table 4.4: Dependent predictors, GIC approach.
=2 n = 50 n = 100 n = 200 n = 500 n = 1000
n+ n0:5 33.0 46.6 58.6 61.8 60.9
n+ n0:75 23.9 48.8 79.0 98.7 100
5n 0 0 0 0 0
n  log(n) 0 0 0 0 0
4.7.2 Consistency: Group Lasso
In this subsection, we verify our ndings for Group Lasso variable selection procedure. We set
n = 200, m = 20, p = 4 and q = 1, where the third variable is the true relevant variable. Every
two predictors have a correlation around 0:75. According to Section 4.5, a sucient condition
for model selection consistency for this realization is 30:61    43:98. The results are shown
in Figure 4.1, where the red dotted lines denote the calculated interval and the grey dotted
lines denote the true consistent range of  for this particular data set.
We also provide a counter example when the Group Lasso estimator is inconsistent, no
matter what value the tuning parameter  is. The simulation is generated similarly as Simu-
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Table 4.5: Dependent predictors, g-prior approach.
g n = 50 n = 100 n = 200 n = 500 n = 1000
1= log(n) 31.2 46.8 64.0 80.5 87.8
1=n0:2 33.6 57.1 78.7 94.9 98.7
50 0 0 0 0 0
n 0 0 0 0 0
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Figure 4.1: Trace Plot of Group Lasso-example I.
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lation 1 in Zhao and Yu (2007): we set n = 200, m = 20, p = 3 and q = 2, where the rst two
predictors are associated with the response variable. However, from the Trace Plot 4.2, we see
that no  results in a consistent model selection.
10 20 30 40 50 60
0 .
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0 .
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1 .
0
1 .
5
Predictor 1
Predictor 2
Predictor 3
Figure 4.2: Trace Plot of Group Lasso-example II.
4.7.3 Prediction
In this subsection, we continue our simulations using GIC and g-prior, but focus on prediction.
The data generating process is the same as in Section 4.7.1 and we x n = 500,  = n+ n0:75
and g = 1=n0:2. In order to better compare dierent methods, we choose Empirical Bayes
approach as the benchmark and report the relative aPE, the ratio of the aPE of each method
to that of Empirical Bayes, shown in Figure 4.3 and 4.4. From the gures, we can see that
generally, the prediction under Empirical Bayes is superior than that under GIC in terms of
the averaged prediction error. Meanwhile, the prediction under Pairwise Empirical Bayes is
slightly better and more stable than that under Empirical Bayes directly.
Since the \Pairwise Empirical Bayes" approach has better performance if the per dimension
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erent prediction approaches: Dependent predictors.
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signal-to-noise ratios have larger variations, we conduct another simulation: we tripe the coe-
cients of the rst predictor and reduce the coecients of the third one to one third. The relative
prediction errors are shown in Figure 4.5. This time, the improvement is more signicant.
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Figure 4.5: Comparisons of dierent prediction approaches: Independent predictors, unbal-
anced coecients.
4.8 Discussion
In this article, we study the regression problem under the multi-task learning set-up and mainly
focus on two fundamental questions: variable selection and prediction. We examined a variety
of popular approaches, including AIC, BIC, Group Lasso, Bayesian approaches, etc. As we can
see, the conclusions under the \small p, large n" scenario cannot be extended to the multi-task
learning. Therefore, we provided new asymptotic results and established general rules for model
selection and prediction for dierent approaches.
Throughout this paper, the data are assumed to be normally distributed and the studies
under the regularization approach and the Bayesian approach utilize the normality fact. How-
ever, when the underlying model is mis-specied (i.e., the data are generated from non-normal
distributions), the conclusions in this paper are still valid if the underlying distribution has a
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nite second order moment. More specically, a careful revisit of our proofs indicates that the
crucial part is the asymptomatic behavior of
1
n2
nX
i=1
jjP;iyijj2. From Lemma 4.1, we know
1
n2
nX
i=1
jjP;iyijj2 = p + 1
n
s +OP(
1p
n
) (4.8)
if its variance is nite, which is guaranteed under the regularity condition and the fact that
the underlying model has nite second order moment. Moreover, the normal assumption is a
special case when equality (4.8) is satised.
We end up with a simulation with dierent errors. The simulation is a continuity of what
is in Section 4.7.1: we x the number of tasks n = 200 and the hyper parameter g = 1=n0:2
and study the consistency problem for g-priors. The errors are generated from three scenarios:
standard normal, t distribution with degree of freedom 5, t distribution with with degree of
freedom 2:1 (relative heavy tail). We run the simulation 1000 times and report the percentages
(%) of selecting the correct model in Table 4.6. As we can see, our conclusions hold under
dierent error assumptions.
Table 4.6: Dierent errors.
Errors N(0; 1) t5 t2:1
g = 1=n0:2 85.8 81.2 93.0
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Appendix A: Supplementary
Material for Chapter 2
A.1 Quadratic Spline
Given a knot sequence (x1; x2;    ; xn), among all functions with continuous rst order deriva-
tives, the minimizer of the following objective function
F (g) =
nX
i=1
jyi   g(xi)j+ max
x
jg00(x)j
is a quadratic spline.
Proof. Given any function g (with continuous 1st order derivative), let g^ be a quadratic
spline agreeing with g and g0 at xi and with g at xi+1. This can be dened inductively: given
g(xi), g(xi+1) and also g
0(xi) in the interval, there is a quadratic function in (xi; xi+1) satisfying
the constraints.
We prove the statement \F (g)  F (g^)" in the following two steps:
1. g^ is unique;
2. max
x
g00(x)  max
x
g^00(x).
1. Given the knot sequence, the corresponding quadratic splines form a linear space of
functions with dimension (n+1). (3 free parameters  (n 1) intervals minus 2 constraints
 (n 2) interior knots). On the other hand, we need (n+1) degrees of freedom to dene
such a function g^: we need 3 degrees of freedom in (x1; x2) and 1 degree of freedom in
other intervals. Therefore, there exists a unique g^ satisfying the constraints.
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2. By Taylor's theorem:
g(xi+1)  g(xi)  g0(xi)(xi+1   xi) = 1
2
g00(x)(xi+1   xi)2
for some x in (xi; xi+1). Meanwhile, g^ also satises this with same left hand side but with
g^00(x) on the right. But g^00 is a constant over the designed interval, and consequently,
g00(x) = g^00(x). Therefore, max
I
jg00(x)j  jg^00(x)j = max
I
jg^00(x)j, provided I = fx 2
(xi; xi+1)g. 
A.2 Computational Details
A quadratic spline is a piecewise quadratic function. Thus, given any x, we can locate x in an
interval x 2 (xi; xi+1], where xi and xi+1 are two neighboring knots. Then, a quadratic spline
coincides with a quadratic function ax2+ bx+ c in (xi; xi+1] and the derivative can be obtained
by 2ax+ b.
Computation for inverse is similar. The monotonic constraint guarantees that ax2+ bx+ c
is a bijection and therefore,
g 1(y) =
 b+pb2   4a(c  y)
2a
:
Notice that the monotonic constraint can only be guaranteed within xi and xi+1. Thus, when
y > g^(xn) or y < g^(x1), we need to shrink y to g^(xn) or g^(x1), respectively.
A.3 Two sample t-test
In any group (cancer group) containing n biological samples, we consider the following model:
xi = + i;
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where xi is the mean of (xi1; xi2;    ; xini) (concentration levels of a particular sample) and
i  N(; 2 + 2i ), where 2 is the common variance across samples and 2i is for each
sample i. A natural estimation of 2i , the sample variance of the estimated concentration levels
(xi1; xi2;    ; xini), is considered here.
Or, in a concise way, we can write the model in a matrix notation:
x = + ;
where   N(0; V ), and V = diag(2 + ^21 ;    ; 2 + ^2n).
MLE
In general, the density is multivariate normal, where we have:
Likelihood /
nY
i=1
1p
(2 + ^2i )
exp

  (xi   )
2
2(2 + ^2i )

and
Loglikelihood /  1
2
nX
i=1
(xi   )2
2 + ^2i
  1
2
nX
i=1
log(2 + ^2i ): (A1)
In order to solve for the MLE, we take partial derivatives w.r.t  and 2. We have closed
form solution for :
 =
P
xi=(
2 + ^2i )P
1=(2 + ^2i )
;
which is also the weighted average and we have to resort to the numeric method for solving 2.
The algorithm details are given as:
1. Set  = x;
2. Solve 2 by maximizing (A1);
3. Update  =
P
xi=(
2 + ^2i )P
1=(2 + ^2i )
;
4. Repeat Step 2 and Step 3 until convergence.
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REML
Now, we search for REML of  and 2:
Likelihood / jV j 1=2 exp

 1
2
(x  )TV  1(x  )

/ jV j 1=2 exp

 1
2
(x  a+ a  )TV  1(x  a+ a  )

/ jV j 1=2 exp
(
 1
2
(x  a)TV  1(x  a)g expf 1
2
(a  )2
nX
i=1
1
2 + ^2i
)
;
where a is a constant term to make the cross product equal to zero, i.e.,
(x  a)TV  1(a  ) = 0:
Therefore, we have
(V  1=2x  V  1=2a1)T (V  1=2a1  V  1=21) = 0
) axTV  11  a21TV  11  xTV  11+ a1TV  11 = 0
)
nX
i=1
1
2 + ^2i
a2  
nX
i=1
xi + 
2 + ^2i
a+
nX
i=1
xi
2 + ^2i
= 0
) a =
P
xi=(
2 + ^2i )P
1=(2 + ^2i )
:
Remark: Another trivial solution for a is .
Therefore, by taking integral over , we have
Likelihood / jV j 1=2 exp

 1
2
(x  a)TV  1(x  a)
 nX
i=1
1
2 + ^2i
! 1=2
:
Moreover, by taking logarithm, we have
Loglikelihood /  1
2
nX
i=1
(xi   a)2
2 + ^2i
  1
2
nX
i=1
log(2 + ^2i ) 
1
2
log
 
nX
i=1
1
2 + ^2i
!
: (A2)
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Again, one dimensional numeric method can be applied here to solve for the REML of 2.
The algorithm details are given as:
1. Set  = a = x;
2. Solve 2 by maximizing (A2);
3. Update  = a =
P
xi=(
2 + ^2i )P
1=(2 + ^2i )
;
4. Repeat Step 2 and Step 3 until convergence.
Two sample t-test
First, let's review the original setup of two sample t-test with unequal sample sizes and unequal
variance. This test is also called Welch's t-test. The test statistic is dened as:
t =
x  yq
s2x=nx + s
2
y=ny
;
where s2 is the unbiased estimator of the variance of each group and nx and ny are the number
of samples in each group. And the eective degree of freedom is dened as:
df =
(s2x=nx + s
2
y=ny)
2
(s2x=nx)
2=(nx   1) + (s2y=ny)2=(ny   1)
:
However, we can't directly apply Welch's t-test to our problem since the samples are gen-
erated from dierent distributions. Therefore, we try to modify the above statistic. A straight-
forward way to dene x and y is ^x and ^y. At the same time, we can dene s
2
x and s
2
y to be
Var(^x)  nx and Var(^y)  ny, respectively. Simple computation suggests:
s2x = Var(^x)  nx =
1P
1=(2 + ^2i )
:
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Appendix B: Supplementary
Material for Chapter 3
B.1 Calculation of the Bayes Factors
Bayes factor for model (3.6). The null and alternative models are
M0 : yij = 0 + eij ; Ma : yij = i + eij ;
and the prior distribution is
(2) / 1=2; i iid  N
 
0; g
2
r

:
The marginal distribution of the data under M0 is given by
P(yjM0) =  n=2 (n=2)(jjyjj2) n=2:
To calculate the marginal distribution of the data under Ma, we rst integrate over ,
p(yj2; g) =
Z
p(yj; 2; g)(j2; g)d
= (2) n=2j(gPX + I)2j 1=2 exp

 1
2
y
 
(gPX + I)
2
 1
y

= (2) n=2(2) n=2(1 + g) p=2 exp

  1
22
(jjyjj2   g
1 + g
jjPXyjj2)

;
where we use the following two results:
1. jgPX + Ij = (1 + g)p { Since PX is a projection matrix with degree of freedom p, there
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are p eigenvalues which are equal to 1 and the remaining are 0. As a result, for the
target matrix (gPX + I), there are p eigenvalues which equal (1+g) and the other (n p)
equaling 1;
2. (gPX + I)
 1 = I   g
1 + g
PX { Utilizing Taylor's expansion for matrix, we get
(I + gPX)
 1 = I   gPX + g2P 2X +   + ( 1)ngnPnX +   
= I   (g   g2 + g3      )PX = I   g
1 + g
PX :
The marginal distribution of the data under Ma is given by
P(yjMa; g) =
Z
p(yj2; g)(2)d2
=
Z
(2) n=2(1 + g) p=2 exp

  1
22
(jjyjj2   g
1 + g
jjPXyjj2)

(2) n=2 1d2
=  n=2 (n=2)(1 + g) p=2

jjyjj2   g
1 + g
jjPXyjj2
 n=2
:
Consequently,
BF[Ma :M0jg] = P(yjMa; g)
P(yjM0)
= (1 + g) p=2

1  g
1 + g
R2
 n=2
: 
Bayes factor for model (3.3). The null and alternative models are
M0 : y = + e;
Ma : y = +X + e;
and the prior distribution is
() / 1; (2) / 1=2;   N 0; g 2
r
Ip 1

:
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The marginal distribution under M0 is
P(yjM0) = 
 (n 1)=2
p
n
 

n  1
2

(jjy  yjj2) (n 1)=2:
The marginal distribution under Ma is
P(yjMa; g) =
Z
p(yj; 2; g)(2)()d2d
=
Z
(2) n=2(1 + g) (p 1)=2(2) n=2 1
 exp

  1
22
(y  )T (In   g
1 + g
PX)(y  )

d2d
= (2) n=2(1 + g) (p 1)=2
Z
(2) n=2 1
 exp

  1
22
(y  y)T (In  
g
1 + g
PX)(y  y)

 exp

  1
22
(y   )21Tn (In  
g
1 + g
PX)1n

d2d
= (2) n=2(1 + g) (p 1)=2
Z
(2) n=2 1
 exp

  1
22
(y  y)T (In  
g
1 + g
PX)(y  y)


Z
exp

  1
22
n(y   )2

d

d2
= (2) n=2(1 + g) (p 1)=2
Z
(2) n=2 1
 exp

  1
22
(y  y)T (In  
g
1 + g
PX)(y  y)

22
n
1=2
d2
=
 (n 1)=2p
n
 

n  1
2

(1 + g) (p 1)=2


jjy  yjj2  
g
1 + g
jjPX (y  y) jj2
 (n 1)=2
:
Consequently,
BF[Ma :M0jg] = P(yjMa; g)
P(yjM0)
= (1 + g) (p 1)=2

1  g
1 + g
R2
 (n 1)=2
: 
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From the above Bayes factors for model (3.3) and model (3.6), it is not hard to see that
their dierences are tiny{only the exponent changes. When we let p go to innity, their limiting
behaviors are the same since lim
p
p  1 = lim
n
n  1 = 1.
B.2 Proof of Theorem 3.1
When M0 is true, from Lemma 1 and the central limit theorem, we know
R2 =
p+OP(
p
p)
n+OP(
p
p)
=
1
r
+OP(p
 1=2):
Therefore,
h(g) =  r log

1  g
1 + g
1
r

  log(1 + g) < 0:
The last inequality is due to the fact that h(0) = 0 and h0(g) = (r 1)  g
[r + (r   1)g](1 + g) < 0
for all g > 0. Therefore, for any given g, the Bayes factor is consistent under M0.
On the other hand, when Ma is true,
R2 =
2p(kk2r=2)=p
2n(jk2r=2)=p
=
1 + s
r + s
+OP(p
 1=2);
and
h(g) =  r log

1  g
1 + g
 1 + s
r + s

  log(1 + g);
whose sign (for any s > 0) is undetermined. Since
h(g) =  r log(r + s+ (r   1)g) + (r   1) log(1 + g) + r log(1 + s)
) h0(g) =  r r   1
r + s+ (r   1)g + (r   1)
1
1 + g
= (r   1) s  g
[(r + s) + (r   1)g](1 + g) ;
the following facts hold:
1. h(0)  0;
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2. lim
g!1h(g) =  1;
3. h(g) is increasing when g 2 (0; s) and then decreasing when g 2 (s;1).
Therefore, the equation h(g) = 0 has a unique positive solution. Specically, suppose
g = g(s) is the corresponding solution, we know that the Bayes factor is consistent under
Ma if g 2 (0; g).
Meanwhile, for any two signal noise ratios 0 < s1 < s2, we denote the corresponding g
 as
g1 and g

2 , respectively and we need to prove that g

1 < g

2 . Let
fg1 (s) =  r log

1  g

1
1 + g1
 1 + s
r + s

, we have:
f 0g1 (s) =
g1r(r   1)
(r + s)[r + s+ g1(r   1)]
> 0 if s > 0;
which implies that fg1 (s) is an increasing function when s > 0. Dene
f(g; s) =  r log

1  g
1 + g
 1 + s
r + s

  log(1 + g) and the following results hold:
1. f(g1 ; s1) = f(g

2 ; s2) = 0;
2. log(1 + g1) =  r log

1  g

1
1 + g1
 1 + s1
r + s1

<  r log

1  g

1
1 + g1
 1 + s2
r + s2

:
As a result, we have f(g1 ; s2) > 0. Also, since f(0; s2) = 0, lim
g!1 f(g; s2) =  1 and
f(g; s2) is a rst increasing and then decreasing function, we know that g

1 < g

2 . 
B.3 Proof of Theorem 3.2
We prove the necessary and sucient conditions in the following two steps:
a) If
1
g
= o(p1=2), the Bayes factor is consistent;
b) If lim
1=g
p1=2
> 0, the Bayes factor is not consistent.
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a) This is equivalent to show (3.8) and (3.9) are satised. As shown in the proof of Theorem
3.1, under the null model, R2 =
1
r
+OP(p
 1=2). Therefore, by applying Talor's expansion,
log BF[Ma:M0]
=
p
2

 r log(1  g
1 + g
R2)  log(1 + g)

=
p
2

r

g
1 + g
R2 +
1
2
(
g
1 + g
R2)2 +OP(g
3)

  g + g
2
2
+ OP(g
3)

=
p
2

r

g
1 + g
1
r
+OP(p
 1=2)

+
1
2
(
g
1 + g
)2
 1
r2
+OP(p
 1=2)

+OP(g
3)

  g + g
2
2
+ OP(g
3)

=
p
2
"
g
1 + g
+
1
2r

g
1 + g
2
  g + g
2
2
+ OP(gp
 1=2) + OP(g3)
#
=
p
2
"
  g
2
2(1 + g)
+
1
2r

g
1 + g
2
+OP(gp
 1=2) + OP(g3)
#
=  p
2
OP(g
2)
=  OP(p)OP(g2) P!  1:
(B1)
Similarly, under the alternative model, R2 =
1 + s
r + s
+OP(p
 1=2), and consequently,
log BF[Ma:M0]
=
p
2

 r log(1  g
1 + g
R2)  log(1 + g)

=
p
2

r

g
1 + g
R2 +OP(g
2)

  g +OP(g2)

=
p
2

r

g
1 + g
1 + s
r + s
+OP(p
 1=2)

+OP(g
2)

  g +OP(g2)

=
p
2

r
1 + s
r + s
g
1 + g
  g +OP(gp 1=2) + OP(g3)

=
p
2

(r   1)s
(r + s)
g
1 + g
+OP(gp
 1=2) + OP(g3)

= OP(p)OP(g)
P! +1:
(B2)
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b) If lim
1=g
p1=2
> 0, we have the following three situations: i) g ! 0, ii) g is a constant, and
iii) g !1. From the proof in a), we know that (B2) doesn't hold under i). The case for ii) is
shown in Theorem 3.1 and we can easily show that (B2) doesn't hold in iii). 
B.4 Proof of Theorem 3.3
We know that g^EB converges to an unknown non-negative constant in probability, and we are
only interested in the situation \plim g^EB > 0". In that case, by plugging in g^EB, we have
log BF[Ma :M0] =  p
2
log

(r   1) R
2
1 R2

  n
2
log

r
r   1(1 R
2)

=
p
2
h(R2);
where h(R2)
4
=   log

(r   1) R
2
1 R2

  r log

r
r   1(1 R
2)

. We prove the theorem in the
following four steps:
1. h(R2) is a convex function of R2:
We show the above conclusion by checking the condition that the second order derivative
of h(R2) is positive:
h0(R2) =   1
R2
+ (r   1) 1
1 R2
h00(R2) =
1
R4
+ (r   1) 1
(1 R2)2 > 0:
2. minh(R2) = 0, which is achieved at R2 =
1
r
and P

R2 =
1
r

= 0:
By solving the equation h0(R2) = 0, we know the extrema is taken at R2 =
1
r
. Meanwhile,
since 8<: h
0(R2) < 0 if R2 2 (0; 1=r)
h0(R2) > 0 if R2 2 (1=r; 1),
1=r is known to be a global minimum. At the same time, since R2 is a continuous random
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variable, P

R2 =
1
r

= 0.
3. Under M0, h(R2) = OP(p 1=2):
Under M0, R2 = 1
r
+ , where  = OP(p
 1=2), and consequently,
h(R2) =   log

(r   1) 1=r + 
1  1=r   

  r log

r
r   1(1 
1
r
  )

=   log

1  r
2=(r   1)  
1  r=(r   1)  

  r log

(1  r
r   1)

=
r2=(r   1)
1  r=(r   1)  +OP(
2) + r  r
r   1 +OP(
2)
= OP() = OP(p
 1=2):
4. Under Ma, h(R2) = OP(1):
Under M0, R2 = 1 + s
r + s
+ , where  = OP(p
 1=2), and consequently,
h(R2) =   log

(r   1) (1 + s)=(r + s) + 
1  (1 + s)=(r + s)  

  r log

r
r   1(1 
1 + s
r + s
  )

=   log

1 + s  r(r + s)=(r   1)
1  (r + s)=(r   1)   

  r log

r
r + s
  r
r   1

=   log(1 + s) + r log(1 + s
r
) + OP():
The leading term of h(R2) =   log(1 + s) + r log(1 + s
r
), which is a positive constant
depending on the unknown s.
To combine Step 1 to Step 4, we reach to a conclusion that plim log BF[Ma :M0] = 1
if g^EB > 0. 
B.5 Proof of Theorem 3.4
Suppose that the prior (g) has the support (0; A), where A is some positive constant. We
then have:
BF[Ma :M0] =
Z A
0
exp
np
2
h(g;R2)
o
(g)dg:
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1. Under Ma:
From the proof in Theorem 3.1, we know that as a function of g, h(g;R2) is a rst increas-
ing and then decreasing function with h(0; R2)  0. Meanwhile, we know maxh(g;R2) >
0 with probability 1. Therefore, we can choose an interval (a; b), where h(g;R2) >  for
some  > 0 if g 2 (a; b) with probability 1. That yields:
BF[Ma :M0] 
Z b
a
exp
np
2

o
(g)dg
P!1:
2. Under M0:
We know that
R2 =
1
r
+OP(p
 1=2):
Let g0 = maxfg : plim h(g;R2)   g for some  > 0. Meanwhile, we know that g0 " 0
as  # 0. Also, hmax 4= maxh(g;R2) = OP(p 1=2). As a result,
BF[Ma :M0] =
Z g0
0
exp
np
2
h(g;R2)
o
(g)dg +
Z A
g0
exp
np
2
h(g;R2)
o
(g)dg
 P(g  g0) expfp=2  hmaxg+ exp
n
 p
2

o

Z A
g0
(g)dg
P! 0:
If the prior only has a support (A;B) where B > A > 0, it is not hard to see that the
consistency under M0 still holds, but the consistency under Ma may fail if A > g, where g
is dened in Theorem 3.1. 
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B.6 Calculation of aMSE for AIC and BIC
We rst calculate the averaged MSE for AIC:
aMSE(AIC) =

lim
p!1
1
p
E(jj^   jj2)

 r
2
=

lim
p!1
1
p
E

jj0  jj2  1
f r
P
y2
i
2p <2g

+ lim
p!1
1
p
E

jjy   jj2  1f rP y2i
2p 2g

 r
2
= lim
p!1
jjjj2
p
 r
2
 P

r
P
y2i
2  p < 2

+ lim
p!1E
 jjy   jj2
p
1
f r
P
y2
i
2p 2g

 r
2
From Lemma 1,
r
P
y2i
2
follows a noncentral chi-square distribution with mean
r
2
jjjj2
and degree of freedom p. As a result, we have
r
P
y2i
2p
P! s + 1 from WLLN. Therefore,
lim
p!1P(
r
P
y2i
2  p < 2) is either 0 or 1, depending on whether s  1. We consider the case
when s  1, i.e. lim
p!1P

r
P
y2i
2  p < 2

= 0. In order to simplify our notations, we set Xp =
r
2
 jjy   jj
2
p
and Yp = 1f r
P
y2
i
2p 2g
, and as a result,
aMSE(AIC) = lim
p!1E(Xp  Yp):
It is easy to see that (Xp  p) follows a chi-square distribution with degree of freedom p and
Yp
a:s:! 1. Since Yp  1,
aMSE(AIC)  limE(Xp) = 1:
Meanwhile, by Fatou's Lemma, we have:
aMSE(AIC)  E(lim infXp  Yp) = E(limXp) = 1:
Therefore, aMSE(AIC) = 1. Similar argument can be derived under the situation s < 1 and
aMSE(AIC) = min(1; s).
The derivation of aMSE for BIC is similar, but much simpler than it of AIC since
lim
p!1P

r
P
y2i
2  p > log n

= 0, which is rst observed by Stone (1979a).
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B.7 Proof of Proposition 3.1
For simplicity, we re-dene  = =
p
2  p  r = O(1). As a result,
^ =
 
1  p
r
P
y2i=2  p
!
+
y:
In order to achieve consistency, we need ^ = 0 under M0 and ^ 6= 0 under Ma . Under
M0, since r
P
y2i
2  p
P! 1, asymptotically, the requirement is equivalent to 2 > 1. Similarly,
under Ma, the requirement is 2 < 1 + s. The behavior of group Lasso estimator is very
similar to AIC and we have
^ =
8>>><>>>:
0; if 2 >
r
P
y2i
2  p + 1, 
1  p
r
P
y2i=2  p
!
y; if 
2 <
r
P
y2i
2  p + 1:
Therefore, similar to AIC, the limiting behavior of its averaged MSE is given as:
aMSE(gLasso) =
8><>:
s; if 2 > s+ 1,
p
s+ 1
2
s+

1  p
s+ 1
2
; if 1 < 2  s+ 1:
The above expression can be easily simplied as:
aMSE(gLasso) =
8><>:
s; if 2 > s+ 1;
2 + 1  2 p
s+ 1
; if 1 < 2  s+ 1:
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B.8 Proof of Proposition 3.2
Empirical Bayes. We consider the modied Empirical Bayes, where under Ma, g^mEB =
r
P
y2i
2  p   1. We evaluate the averaged MSE for g^mEB:
aMSE(mEB) = lim
p!1
P
E(^i   i)2
p
 r
2
= lim
p!1
"X
E

g^mEB
1 + g^mEB
yi   i
2
=p
#
 r
2
= lim
p!1
"X
E

g^mEB
1 + g^mEB
yi   g^mEB
1 + g^mEB
i +
g^mEB
1 + g^mEB
i   i
2
=p
#
 r
2
= lim
p!1
"X
E

g^mEB
1 + g^mEB
(yi   i)  1
1 + g^mEB
i
2
=p
#
 r
2
= lim
p!1
h
E

(
1
1 + g^mEB
)22i + (
g^mEB
1 + g^mEB
)2(yi   i)2
  2 g^mEB
(1 + g^mEB)2
(yi   i)i

=p
i
 r
2
P! s
(1 + s)2
+
s2
(1 + s)2
=
s
1 + s
:
The last step is due to the facts that g^mEB
P! s, g^mEB
1 + g^mEB
< 1,
1
1 + g^mEB
< 1 and the
dominating convergence theorem.
Fully Bayes. We need to show that in this case ^i is equivalent to it under the Empirical
Bayes framework. Here,
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^i =
Z 1
0
g
1 + g
yi(g)(2) n=2(2) n=2(1 + g) p=2 exp

 y
T (In   g=(1 + g)PX)y
22

dgZ 1
0
(g)(2) n=2(2) n=2(1 + g) p=2 exp

 y
T (In   g=(1 + g)PX)y
22

dg
=
yi
Z 1
0
g
1 + g
(g)(1 + g) p=2 exp

r
P
y2i
22
g
1 + g

dgZ 1
0
(g)(1 + g) p=2 exp

r
P
y2i
22
g
1 + g

dg
=
yi
Z 1
0
g
1 + g
(g) exp

 p
2

log(1 + g)  r
P
y2i
22  p
g
1 + g

dgZ 1
0
(g) exp

 p
2

log(1 + g)  r
P
y2i
22  p
g
1 + g

dg
=
yi
p
2 expf p=2  h^gb^1 +O(p 1)p
2 expf p=2  h^gb^2 +O(p 1)
 g^FB
1 + g^FB
yi;
where h(g)
4
= log(1 + g)   r
P
y2i
22  p
g
1 + g
, g^FB = argmaxh(g) = g^mEB , b1(g) = (g)
g
1 + g
,
b2(g) = (g) and 
2 = (h00(g^)) 1. The last two steps utilize fully exponential Laplace ap-
proximatio (Tierney and Kadane, 1986). Therefore, the asymptotical behavior of fully Bayes
approach is equivalent to the modied Empirical Bayes. 
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Appendix C: Supplementary
Material for Chapter 4
C.1 Proof of Theorem 4.1
Before processing the proof of Theorem 4.1, we rst introduce the following lemma, covered in
Bishop et al. (2007), Theorem 14.4-1.
Lemma 4.1 If fXng is a stochastic sequence with n = E(Xn) and 2n = Var(Xn) <1, then
Xn   n = OP(n):
Since for the multi-task learning, there are only nite possible models, the consistency
denition is equivalent to the following: for any  6= ,
lim
n!1 P(GIC() GIC(
) < 0) = 0:
We start with analyzing the term
1
2
k(Im   P;i)yik2: it follows a noncentral chi-squared
distribution with mean
1
2
k(Im P;i)i k2 and the degree of freedom (m  p). Therefore, we
can calculate:
E
 1
n2
nX
i=1
k(Im   P;i)yik2

= (m  p) + 1
n
nX
i=1
1
2
k(Im   P;i)i k2
= (m  p) + 1
n
(s   s);
Var
 1
n2
nX
i=1
k(Im   P;i)yik2

=
1
n2
nX
i=1

2(m  p) + 4 1
2
k(Im   P;i)i k2

=
2
n
(m  p) + 4
n2
(s   s):
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Now, under the Regularity Condition, we get
Var
 1
n2
nX
i=1
k(Im   P;i)yik2

 1
n
<1:
Therefore, according to Lemma 4.1, we have
1
n2
nX
i=1
k(Im   P;i)yik2
= (m  p) + 1
n
(s   s) + OP( 1p
n
);
and
GIC() =
nX
i=1
k(Im   P;i)yik2 + p
= n2[(m  p) + 1
n
(s   s) + OP( 1p
n
)] + p :
Consequently, we know
GIC() GIC() = n2[(p   p) +
1
n
(s   s) + OP( 1p
n
)] + (p   p)
= n2[(

n2
  1)  (p   p) + 1
n
(s   s)] + OP(
p
n):
We now deal with the following four situations:
1.   :
If  contains the true model, we have the facts that s = s and p > p

 . Therefore,
lim
n!1P(GIC() GIC(
) < 0)
= lim
n!1P

n2  ( 
n2
  1)  (p   p) + OP(
p
n) < 0

= lim
n!1P

n2  ( 
n2
  1)  (p   p) < 0

()
= 0;
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where at (), OP(
p
n) is dropped due to the fact that lim
n!1n
1 


n2
  1

> 0, which
results in that lim
n!1
n
 

n2   1

p
n
= lim
n!1
p
n


n2
  1

=1.
2.  *  (s < s) and p > p .
lim
n!1P(GIC() GIC(
) < 0)
= lim
n!1P

n2  ( 
n2
  1)  (p   p) + 2(s   s) + OP(
p
n) < 0

= lim
n!1P

n2  ( 
n2
  1)  (p   p) + 2(s   s) < 0

= 0:
3.  *  (s < s) and p = p .
lim
n!1P(GIC() GIC(
) < 0)
= lim
n!1P
 
2(s   s) + OP(
p
n) < 0

= lim
n!1P
 
2(s   s) < 0

= 0;
due to the fact lim
n!1
s   sp
n
=1.
4.  *  (s < s) and p < p .
lim
n!1P(GIC() GIC(
) < 0)
= lim
n!1P

n2  ( 
n2
  1)  (p   p) + 2(s   s) + OP(
p
n) < 0

= lim
n!1P

(s   s)  n  ( 
n2
  1)  (p   p) < 0

= 0;
provided that lim
n!1n
1 


n2
  1

<  .
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On the contrary, when 0 < lim
n!1n
1 


n2
  1

<  is violated, it is not hard to nd a
dierent  from Scenario 4, which satises
lim
n!1P(GIC() GIC(
) < 0) > 0:
As a result, the sucient and necessary requirements are satised. 
C.2 Proof of Theorem 4.2
From the proof of Theorem 4.1, we know that Scenario 2 and 3 is guaranteed if the desired
result holds true under Scenario 1. We now focus on Scenario 1 and 4.
1.    (guarantees that s = s ; p > p)
lim
n!1P(GIC() GIC(
) < 0)
= lim
n!1P

n2  ( 
n2
  1)  (p   p) + OP(
p
n) < 0

= lim
n!1P

n  ( 
n2
  1)  (p   p) < 0

()
= 0;
where at (), we utilize the fact that n1=2
 
n2
  1

!1.
4.  *  (s < s) and p < p .
lim
n!1P(GIC() GIC(
) < 0)
= lim
n!1P

n2  ( 
n2
  1)  (p   p) + 2(s   s) + OP(
p
n) < 0

= lim
n!1P

(s   s)  n  ( 
n2
  1)  (p   p) < 0

()
= 0;
where at (), we utilize the fact that lim
n!1
s   s
n
> 0 and n1 
 
n2
  1

! 0. 
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C.3 Proof of Theorem 4.3
We prove Theorem 4.3 similarly as in Theorem 4.1. Since
2 log BF[ : ] =  (p   p)n log(1 + g) + g
1 + g
P
yTi P;iyi
2
  g
1 + g
P
yTi P;iyi
2
=  (p   p)n log(1 + g) + g
1 + g
[s   s + n(p   p) + OP(
p
n)]:
We deal with those four situations:
1.   : s = s ; p > p .
2 log BF[ : ] = n(p   p)

g
1 + g
  log(1 + g)

+OP(
p
n)
 n(p   p)

g
1 + g
  log(1 + g)

!  1;
where the last inequality is due to the fact that the function h(g) , g
1 + g
  log(1+g) < 0,
which is guaranteed by h(0) = 0 and h0(g) =  p g
(1 + g)2
< 0.
2.  *  (s < s) and p > p .
2 log BF[ : ] = n(p   p)

g
1 + g
  log(1 + g)

+
g
1 + g
(s   s) + OP(
p
n)
 n(p   p)

g
1 + g
  log(1 + g)

+
g
1 + g
(s   s)
!  1:
3.  *  (s < s) and p = p .
2 log BF[ : ] =
g
1 + g
(s   s) + OP(
p
n)
 g
1 + g
(s   s)
!  1:
since s   s  n.
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4.  *  (s < s) and p < p .
2 log BF[ : ] = n(p   p)

g
1 + g
  log(1 + g)

+
g
1 + g
(s   s) + OP(
p
n)
 g
1 + g
(s   s)  n(p   p)

g
1 + g
  log(1 + g)

:
The desired property \2 log BF[ : ]!  1" holds if
f(g) , 1 + g
g
log(1 + g)  1 <  :
The following facts holds true for f(g):
(a) lim
g!0
f(g) = 0.
(b) f(g) is an increasing function since
f 0(g) =
g   log(1 + g)
g2
> 0:
Under the Regularity Condition when  = 1,  > 0 and as a result, there exists a
g = g

() > 0, for all g 2 (0; g), the desired property holds. In addition, for any
;1 < ;2, one could derive g

;1 < g

;2 easily due to the fact that f(g) is increasing.
Since the number of possible models is nite, by dening g = min
f:p<pg
g = g
() > 0,
Theorem 4.3 is proved. 
C.4 Proof of Theorem 4.4
Again, we focus on Scenario 1 and 4. The following Taylor's expansions are useful:
1.
1
1 + g
= 1  g +O(g2);
2. log(1 + g) = g   g
2
2
+ O(g3).
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1.   : s = s ; p > p .
2 log BF[ : ] = n(p   p)
 g
1 + g
  log(1 + g)

+
g
1 + g
OP(
p
n)
= n(p   p)

g(1  g +O(g2))  (g   g
2
2
+ O(g3))

+OP(g
p
n)
=  g
2
2
n(p   p) + OP(g
p
n) + O(g3  n)
!  1;
provided that n1=2g !1.
4.  *  (s < s) and p < p .
We require
lim
n!1

1 + g
g
log(1 + g)  1

 n  s   s
p   p =  1;
which is guaranteed by:

1 + g
g
log(1 + g)  1

 n =

1 + g
g

g   g
2
2
+ O(g3)

  1

 n
=
g
2
n+O(g2n)
and the facts that lim
n!1
s   s
n
> 0 and n1 g ! 0. 
C.5 Proof of Proposition 4.1
The rst conclusion is a direct consequence of the central limit theorem and we are focusing on
the second one. We prove an even stronger conclusion:
P(2n > n)  P(2n+2 > n+ 2):
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Since
P(2n+2 > n+ 2) =
Z 1
n+2
xn=2e x=2
2(n+2)=2 ((n+ 2)=2)
dx
=  2
Z 1
n+2
xn=2
2(n+2)=2 ((n+ 2)=2)
de x=2
= 2
xn=2e x=2
2(n+2)=2 ((n+ 2)=2)
1
n+2
+ 2
Z 1
n+2
xn=2 1e x=2  n=2
2(n+2)=2 ((n+ 2)=2)
dx
=
(n+ 2)n=2e (n+2)=2
2n=2 ((n+ 2)=2)
+
Z 1
n+2
xn=2 1e x=2
2n=2 (n=2)
dx
= P(2n > n) +
(n+ 2)n=2e (n+2)=2
2n=2 ((n+ 2)=2)
 
Z n+2
n
xn=2 1e x=2
2n=2 (n=2)
dx;
in order to show P(2n > n)  P(2n+2 > n+ 2), it is adequate to show that
(n+ 2)n=2e (n+2)=2
2n=2 ((n+ 2)=2)

Z n+2
n
xn=2 1e x=2
2n=2 (n=2)
dx:
In addition, since
d xn=2 1e x=2
dx
=  1
2
xn=2 2e x=2(2 + x  n) < 0; for all x 2 (n; n+ 2);
it is adequate to show that
(n+ 2)n=2e (n+2)=2
2n=2 ((n+ 2)=2)
 (n)
n=2 1e n=2
2n=2 ((n+ 2)=2)
() 2
n
(n+ 2)n=2e 1  nn=2 1
()

1 +
2
n
n=2
 e
2
;
which holds true for all n. 
105
C.6 Proof of Theorem 4.5
We exclude the case when s = 0 and have the fact that:
g^;EB = max

1
n

P
yTi P;iyi
2p
  1; 0

=
1
n

P
yTi P;iyi
2p
  1;
when n is suciently large. By plugging in g^;EB, we know:
2 log BF[ : 0] = np
P
yTi P;iyi
n2p
  log
P yTi P;iyi
n2p

  1

= np

s
np
+OP(
1p
n
)  log
 s
np
+ 1 +OP(
1p
n
)

= s   np  log
 s
np
+ 1

+OP(
p
n)
Now, we study the Empirical Bayes behavior scenario by scenario.
1.   : s = s ; p > p .
2 log BF[ : ] = 2 log BF[ : 0]  2 log BF[ : 0]
= s   np  log
 s
np
+ 1

  s + np  log
 s
np
+ 1

+OP(
p
n)
= n

 p  log
 s
np
+ 1

+ p  log
 s
np
+ 1

+OP(
p
n):
Under the Regularity Condition when  = 1, 2 log BF[ : ]!  1, due to the fact that
the function f(p) = p  log
 c
p
+1

, where c > 0, is an increasing function. Otherwise, we
have:
2 log BF[ : ]
= n
 
 p
 s
np
  1
2
(
s
np
)2

+ p
 s
np
  1
2
(
s
np
)2

+O(
s3
n3
)
!
+OP(
p
n)
=
1
2
 s
2

n

 1
p
  1
p

+O(
s3
n2
) + OP(
p
n)
! 1:
Scenario 2 and Scenario 3 follow similarly.
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4.  *  (s < s) and p < p .
2 log BF[ : ] = 2 log BF[ : 0]  2 log BF[ : 0]
= s   np  log
 s
np
+ 1

  s + np  log
 s
np
+ 1

+OP(
p
n)
 s   np  log
 s
np
+ 1

  s + np  log
 s
np
+ 1

:
We now need to show that the above expression could not lead to  1 automatically. Under
the Regularity Condition when  = 1, it is not determined since the magnitude of lim
n!1
s
np
is
out of control. Otherwise, we may assume that lim
n!1
s
n
= a and lim
n!1
s
n
= b. Then,
2 log BF[ : ] = 2 log BF[ : 0]  2 log BF[ : 0]
= s   np  log
 s
np
+ 1

  s + np  log
 s
np
+ 1

+OP(
p
n)
= (a  b)n   np 

an 1
p
  1
2
 (an
 1
p
)2

+ np 

bn 1
p
  1
2
 (bn
 1
p
)2

+O(n3 2) + OP(
p
n)
=
1
2


a2
p
  b
2
p

 n2 1 +O(n3 2) + OP(
p
n);
which is also not determined since we only know that a < b. 
C.7 Proof of Theorem 4.6
In Theorem 4.6, we present a sucient condition of Group Lasso consistency for the multi-
task learning. Basically, we need the unknown coecients  relative large to retain relevant
variables and the correlations between the relevant and the irrelevant variables relative small
to exclude irrelevant variables. Since the Karush-Kuhn-Tucker conditions are both sucient
and necessary, we need to search for an ^i = (^
T
;i; 0
T )T , satisfying the Karush-Kuhn-Tucker
conditions. The proof of Theorem 4.6 is given in the following two steps: 1) We look for the
conditions to rule out those irrelevant variables if we know the relevant variables ahead of time;
2) We look for the conditions to retain all relevant variables. For simplicity, we rst dene:
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1. j 6= 0 for j = 1;    ; p and j = 0 for j = p + 1;    ; p;
2. Xi = [X;i; X?;i];
3. i = (
T
;i; 
T
?;i)
T , where ;i is the rst p coecients of i;
4. XTi Xi =
0B@Ci11 Ci12
Ci21 Ci22
1CA, where Ci11 = XT;iX;i is invertible;
5. Ti(^) = (
^i1
k^1k ;    ;
^i;p
k^pk )
T .
Since XTi (yi  Xi^i) = XTi (Xii + ei  Xi^i) = XTi Xi(i   ^i) +XTi ei, (4.6) and (4.7)
can be simplied as:
Ci11(

;i   ^;i) +X;iei =   Ti(^); (C4)
nX
i=1
[xTijX;i(

;i   ^;i) + xTijei]2  2 j = p + 1;    ; p: (C5)
Step 1. Based on (C4), we can solve (;i   ^;i):
(;i   ^;i) = C 1i11Ti(^)  C 1i11X;iei:
Plugging the above expression into the left hand side of (C5), we have:
nX
i=1
[xTijX;i(X
T
;iX;i)
 1Ti(^) + xTij(Im   P;i)ei]2
=2
nX
i=1
[xTijX;i(X
T
;iX;i)
 1Ti(^)]2 +
nX
i=1
[xTij(Im   P;i)ei]2
+ 2
nX
i=1
[xTijX;ifXT;iX;i) 1Ti(^)  xTij(Im   P;i)ei]
,L1 + L2 + L3:
We now deal with the three terms above.
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1. L1:
[xTijX;i(X
T
;iX;i)
 1Ti(^)]2
=Ti(^)
T  (XT;iX;i) 1XT;ixijxTijX;i(XT;iX;i) 1  Ti(^)
xTijX;i(XT;iX;i) 2XT;ixij  kTi(^)k2
,i  kTi(^)k2;
where the inequality involves the fact that i is a scalar and the non-zero eigenvalues of a
product of two matrix are relevance of order (i.e., Eigen(MN)=Eigen(NM) ). Then by
introducing  = max
1in
i = max
1in
xTijX;i(X
T
;iX;i)
 2XT;ixij , we have:
L1  2p :
2. L2:
Since ei  N(0; 2Im), we have
xTij(Im   P;i)ei  N

0; xTij(Im   P;i)xij2

 N

0; (1  xTijP;ixij)2

:
Therefore,
L2 = (n 
nX
i=1
xTijP;ixij)
2 +OP(
p
n):
3. L3:
Similarly,
[xTijX;ifXT;iX;i) 1Ti(^)  xTij(Im   P;i)ei]
N

0; Ti(^)
T  (XT;iX;i) 1xijxTij(Im   P;i)xijxTij(XT;iX;i) 1  Ti(^)2

;
whose variance is controlled by i  kTi(^)k22, where i = xTij(XT;iX;i) 2xijxTij(Im  
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P;i)xij . Let  = max
1in
i and we have:
Var(L3)  42p2;
and as a result,
L3 = OP(
p
n):
To summarize, a sucient condition for (??) is
2p + (n 
nX
i=1
xTijP;ixij)
2  2;
which is guaranteed by:
(C1) p < 1;
(C2) 1  1 
P
xTijP;ixij=n
1  p 
2
n2
.
Step 2. Without loss of generality, we assume only the full model is true and we prove
our results by contradiction. We assume Xi = (Xi1; Xi2) and ^i = (^
T
i1; ^
T
i2)
T , where ^i2  0.
We also introduce Ci11 = X
T
i1Xi1 and Pi11 = Xi1(X
T
i1Xi1)
 1XTi1. Therefore, we have:
XTi (yi  Xi^i) =
0B@Ci11 Ci12
Ci21 Ci22
1CA
0B@i1   ^i1
i2
1CA+
0B@XTi1ei
XTi2ei
1CA :
From (4.6), we know:
Ci11(

i1   ^i1) + Ci12i2 +XTi1ei = Ti(^)
) (i1   ^i1) = C 1i11Ti(^)  C 1i11Ci12i2   C 1i11Xi1ei:
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Plugging it into (4.7), we have:
nX
i=1
[xTijXi1(X
T
i1Xi1)
 1Ti(^) + xTij(Im   Pi11)Xi2i2 + xTij(Im   Pi11)ei]2
=
nX
i=1
[xTijXi1(X
T
i1Xi1)
 1Ti(^) + xTij(Im   Pi11)Xi2i2]2 +
nX
i=1
[xTij(Im   Pi11)ei]2
+ 2
nX
i=1
[xTijXi1(X
T
i1Xi1)
 1Ti(^) + xTij(Im   Pi11)Xi2i2]xTij(Im   Pi11)ei
,L1 + L2 + L3:
Similarly as in Step 1, we have:
1. L2 = (n 
Pn
i=1 x
T
ijPi11xij)
2 +OP(
p
n);
2. L3 = OP(
p
n).
We then deal with L1:
L1 =
nX
i=1
fxTijXi1(XTi1Xi1) 1Ti(^) + xTij(Im   Pi11)Xi2i2g2

0@vuut nX
i=1
(xTij(Im   Pi11)Xi2i2)2  
vuut nX
i=1
(xTijXi1(X
T
i1Xi1)
 1Ti(^))2
1A2 (Cauchy-Schwarz)

0@vuut nX
i=1
(xTij(Im   Pi11)Xi2i2)2  
q
2p
1A2
Consequently, contradiction appears if
vuut nX
i=1
(xTij(Im   Pi11)Xi2i2)2  (1+
p
p), which
is equivalent to
2
n2

P
(xTij(Im   Pi11)Xii )2=n
(1 +
p
p)22
:
As a result, conditions (C1), (C2) and (C3) together compose a sucient condition for
Group Lasso consistency for multi-task learning problem. 
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C.8 Calculation of Corollary 4.2
1. Ordinary least squares:
aPE(;LS) = lim
n!1
1
n2
nX
i=1
Eky^i   i k2
= lim
n!1
1
n2
nX
i=1
EkP;i(i + ei)  i k2
= lim
n!1
1
n2
nX
i=1
 k(Im   P;i)i k2 + EkP;ieik2
= s   s + p :
2. Empirical Bayes:
For the predictor under the Empirical Bayes, we have
y^i =
g^EB
1 + g^EB
P;iyi;
where
g^EB = max
P kP;iyik2
n2p
  1; 0

= max
P kP;i(i + ei)k2
n2p
  1; 0

= max
 P kP;ii k2
n2p
+
P kP;ieik2
n2p
+ 2 
P
i
TP;iei
n2p
  1; 0
!
:
The asymptotic behavior of the rst three terms are
P kP;ii k2
n2p
! s
p
; (C6)P kP;ieik2
n2p
a.s.! 1 (C7)P
i
TP;iei
n2p
a.s.! 0; (C8)
where (C6) is from the denition of s , (C7) is due to the strong law of large numbers (since
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kP;ieik2 i.i.d.  2 2p ), and (C8) follows from the Borel-Cantelli Lemma, provided that
for any  > 0, there exists N 2 N such that
1X
i=N
P

j
P
i
TP;iei
n2p
j > ~

< +1: (C9)
We show (C9) as follows. Due to (C6), for any  < s , there exists N 2 N, such that
P kP;ii k2
n2
> s   ; for all n  N:
Also note that P
i
TP;iei
n2p
 N

0;
P kP;ii k2
n22p2

;
Therefore
1X
i=N
P

j
P
i
TP;iei
n2p
j > 

= 2 
1X
i=N
P
P i TP;iei
n2p
> 

 2 
1X
i=N
P

Z >
nppP kP;ii k2

 2 
1X
i=N
P

Z >
p
npp
s   

= 2 
1X
i=N
P

Z >
p
n~

; ~ =
pp
s   
 2 
1X
i=N
1p
2
1
~
p
n
e n~
2
<1;
where we bound the tail probability of a standard normal distribution by the following
inequality
P(Z > x) =
Z 1
x
1p
2
e t
2=2dt  1p
2
1
x
e x
2=2:
So by (C6), (C7), (C8), and the Slutsky's theorem, we have
g^EB
a.s.! s
p
:
113
Therefore,
aPE(;EB) = lim
n!1
1
n2
nX
i=1
Eky^i   i k2
= lim
n!1
1
n2
nX
i=1
Ek g^EB
1 + g^EB
P;i(

i + ei)  i k2
= lim
n!1
1
n2
nX
i=1
Ek( g^EB
1 + g^EB
P;i   Im)i +
g^EB
1 + g^EB
P;ieik2
= lim
n!1
1
n2
nX
i=1
Ek( g^EB
1 + g^EB
P;i   Im)i k2
+ lim
n!1
1
n2
nX
i=1
Ek g^EB
1 + g^EB
P;ieik2
+ 2 lim
n!1
1
n2
nX
i=1
E

g^EB
1 + g^EB
i
T (
g^EB
1 + g^EB
P;i   Im)P;iei

= lim
n!1
1
n2
nX
i=1
E

i
T

Im   g^
2
EB + 2g^EB
(1 + g^EB)2
P;i

i

+ lim
n!1
1
n2
nX
i=1
Ek g^EB
1 + g^EB
P;ieik2
  2 lim
n!1
1
n2
nX
i=1
E

g^EB
(1 + g^EB)2
i
TP;iei

= s   lim
n!1 E
 
g^2EB + 2g^EB
(1 + g^EB)2
 1
n2
nX
i=1
kP;ii k2
!
+ lim
n!1 E
  g^EB
1 + g^EB
2
 1
n2
nX
i=1
eTi P;iei
!
  2 lim
n!1 E
 
g^EB
(1 + g^EB)2
 1
n2
nX
i=1
i
TP;iei
!
:
Since lim
n!1E
 1
n2
nX
i=1
eTi P;iei

= p , we have:
lim
n!1 E
  g^EB
1 + g^EB
2
 1
n2
nX
i=1
eTi P;iei
!
= lim
n!1 E
 g^EB
1 + g^EB
2
 p

+ lim
n!1 E
  g^EB
1 + g^EB
2

 1
n2
nX
i=1
eTi P;iei   p
!
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On one hand, since g^EB
a.s.! s
p
, by Slutsky's theorem, we have g^EB
1 + g^EB
2 a.s.!  s
s + p
2
. Meanwhile, since
 g^EB
1 + g^EB
2
 1, by dominated conver-
gence theorem,
lim
n!1 E
 g^EB
1 + g^EB
2
 p

=
 s
s + p
2
p :
On the other hand,
E
  g^EB
1 + g^EB
2

 1
n2
nX
i=1
eTi P;iei   p

:
!
 E
 g^EB
1 + g^EB
4
 E
 
1
n2
nX
i=1
eTi P;iei   p
!2
(Cauchy-Schwarz)
 E
 
1
n2
nX
i=1
eTi P;iei   p
!2
= Var
 
1
n2
nX
i=1
eTi P;iei
!
=
2p
n
! 0:
Consequently, lim
n!1 E
  g^EB
1 + g^EB
2
 1
n2
nX
i=1
eTi P;iei
!
=
 s
s + p
2
p . The other two
expectations can be calculated similarly,
lim
n!1 E
 
g^2EB + 2g^EB
(1 + g^EB)2
 1
n2
nX
i=1
kP;ii k2
!
=
s2 + 2ps
(s + p)2
 s
lim
n!1 E
 
g^EB
(1 + g^EB)2
 1
n2
nX
i=1
i
TP;iei
!
= 0;
based on the facts:
(a)
1
n2
nX
i=1
kP;ii k2 ! s ;
(b) Var
 1
n2
nX
i=1
i
TP;iei

=
kP;ii k2
n22
! 0.
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Therefore,
aPE(;EB) = s  
s2 + 2ps
(s + p)2
 s + ( s
s + p
)2  p
= s  
s2
s + p
: 
C.9 Proof of Theorem 4.8
We rst need to calculate the prediction accuracy for any given model  and shrinkage factor
:
aPE(; y^i(; )) = lim
n!1
1
n2
nX
i=1
Eki   y^i(; )k2
= lim
n!1
1
n2
nX
i=1
Eki   P;i(i + ei)k2
= lim
n!1
1
n2
nX
i=1
 j(Im   P;i)i k2 + EkP;ieik2
= s   2s + 2s + 2p :
Then, we are seeking for the minimizer of aPE(; y^i(; )). By taking derivative with
respect to , we get:
@ aPE(; y^i(; ))
@ 
= 2p+ 2s  2s2 = 0
)  = s
s + p
:
Therefore,
min

aPE(; y^i(; )) = aPE(; y^i(; 
))
= lim
n!1
1
n2
nX
i=1
 k(Im   P;i)i k2 + EkP;ieik2
= s   2s + ()2s + ()2p
= s  
s2
s + p
;
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which agrees with the expression of aPE(;EB). 
C.10 Proof of Theorem 4.9
aPE(;EB)  aPE(;EB)
, s  
s2
s + p
 s  
s2
s + p
, s
2

s + p
 s
2

s + p
, (s + p)s2   s2s2   s2p  0
, s 
s2 +
q
s4 + 4s
2
p(s + p)
2(s + p)
, s 
s +
q
s2 + 4p(s + p)
2(s + p)
 s
, s   s
s

s + 2p  
q
s2 + 4p(s + p)
2(s + p)
:
Moreover, dene h(s) =
s + 2p  
q
s2 + 4p(s + p)
2(s + p)
, we have:
dh(s)
ds
=
2ps + 2pp   sg   p
q
s2 + 4p(s + p)
2(s + p)2
q
s2 + 4p(s + p)
 0;
where the last inequality is due to
(2ps + 2pp   sg)2  

p
q
s2 + 4p(s + p)
2
=   4p(p   p)(s + p)2
 0:
In addition, simply calculation suggests:
lim
s!1
h(s) = 0:
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To summarize, h(s) decreases to 0 in terms of s . 
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