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NONNEGATIVE MATRIX FACTORIZATION PROBLEM
Junda An, B.S.
College of William and Mary 2020
The Nonnegative Matrix Factorization (NMF) problem has been widely used to
analyze high-dimensional nonnegative data and extract important features. In
this paper, I review major concepts regarding NMF, some NMF algorithms and
related problems including initialization strategies and near separable NMF. Fi-
nally I will implement algorithms on generated and real data to compare their
performances.
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CHAPTER 1
INTRODUCTION
1.1 Problem Statement
The Nonnegative Matrix Factorization problem has been extensively studied
since [Le Se] proposed simple and useful algorithms to approach this problem
in 1999. After they published their work, there have been many algorithms at-
tempting to solve this problem and several variants. Our goal is to state the
NMF problem, explain algorithms we know, and introduce some further exten-
sions of NMF.
The NMF is stated as follows. Given an m× n matrix X and a positive integer
r < min{m, n}, find nonnegative matrices W ∈ Rm×r+ and H ∈ Rr×n+ to minimize the
function f (W,H) = 12 ||X − WH||2F . X is not equal to WH in most cases, but the
product WH is called a nonnegative factorization of X. So, strictly speaking, this
problem should be phrased as Nonnegative Matrix Approximation problem,
since factorization refers to an exact decomposition of the target matrix. How-
ever, the NMF is so ubiquitous that it stands for an approximation problem by
convention.
1.2 Background
In the context of NMF, the given matrix X contains original nonnegative data
and each column is a m-dimensional data sample. W is a matrix of basis vec-
tors, where each column is a basis vector. Columns of W are not required to be
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orthogonal to each other. H is a weight matrix, in which each row is the gain of
the corresponding basis vector. Therefore, X = WH can be geometrically inter-
preted as every data points in X is contained in the cone generated by columns
of W, cone(W).
There are many challenging issues regarding the NMF. First, it is NP-hard
[VA], which means it is very difficult to find an optimal solution. Unlike the
unconstrained factorization problem which can be solved exactly with singu-
lar value decomposition, it is hard to find the global minimum of the target
function, f (W,H). Therefore, people have proposed many iterative algorithms
that converge to stationary points. There exist many local minima due to the
nonconvexity of f (W,H) in both W and H. Therefore, NMF is not only an NP-
hard problem, but also a problem for which we may not get an exact answer.
The extreme difficulty has led to many proposed algorithms that are not easily
compared theoretically. One interesting observation is that f (W,H) is convex in
either H or W. In other words, given a fixed H, we can efficiently find a unique
solution W that minimizes f (W,H) by using least square computation and for H
given W. This observation is important, because it is used in one of the most
efficient algorithms, Alternating Least Squares, to solve NMF. We discuss this
in the following chapter.
The second challenge is that the NMF problem is ill-posed, because there
does not exist a unique solution, even when the factorization is exact. For ex-
ample, if WH is a solution, we can also find a pair of W ′ = WD and H′ = D−1H
so that W ′H′ = (WD)(D−1H) = W(DD−1)H = WH, where D is a positive diagonal
matrix. We can easily check that W ′ ∈ Rm×r+ and H′ ∈ Rr×n+ . Geometrically, if we
find a conic hull formed by columns of W that contains all data points in X, we
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can find a different conic hull formed by columns of another W ′, with a different
weight matrix, which also contains all data points in X.
Despite such challenges, the NMF continues to be an area of much investiga-
tion, because of a growing variety of important applications, like image feature
extraction [Le Se2] [Gu] and text mining [Ga] [Di Li].
1.3 Preliminary
1.3.1 Notations
Rm×n set of m × n real matrices
Rm×n set of m × n nonnegative real matrices
|| · || Frobenius norm
Xi: ith row of matrix X
X: j jth column of matrix X
X:S columns of matrix X indexed by the elements in set S
Xi: j element located at the ith row and the jth column of matrix X
cone(X) cone generated by columns of matrix X
[X]+ projection of matrix X onto the nonnegative orthant
W i matrix W at the ith iteration in an algorithm
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σ1(X) maximal singular value of matrix X
argmaxx f (x) value x that maximizes the value of the function f
1.3.2 Matrix Theory
Theorem 1.3.1. (Singular Value Decomposition [Jo Ho]) Every matrix X with rank
k can be represented as X =
∑k
i=1 σiuiv
T
i , where σ1 ≥ σ2 ≥ ... ≥ σk > 0 are positive
singular values of X and {ui, vi}ki=1 are corresponding left and right singular vector pairs
.
Theorem 1.3.2. (Eckart-Young-Mirsky Matrix Approximation Theorem [Go]) Given
a matrix A ∈ Rn×m, the best rank r approximation to A is the sum of first r summands
that is Xr =
∑r
i=1 σiuiv
T
i =
∑r
i=1 σiCi = UrΣrV
T
r , in which Xr is a rank-r approximation,
Ci = uivTi , columns of Ur ∈ Rm×r (resp. of Vr ∈ Rn×r) are the left (resp. right) singular
vectors, and Σr is a diagonal matrix containing singular values on its diagonal.
1.4 Rank-one approximation
Lemma 1.4.1. (Perron-Frobenius Theorem [Jo Ho]) Suppose A ∈ Rn×n is nonnegative.
There is an eigenvalue ρ(A) that is real and positive with left and right eigenvectors.
For any other eigenvalue λ, ρ(A) > |λ|.
Since X is nonnegative, XXT and XTX are nonnegative. Therefore, there are
nonnegative left and right singular vectors u1 and v1 associated with the first
4
singular value σ1. According to Theorem 1.3.2, σ1u1vT1 is the optimal rank-one
approximation of X. Since u1 and v1 are nonnegative, WH is the optimal non-
negative matrix factorization of X, given r = 1, in which W = σ1u1 and H = vT1 .
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CHAPTER 2
EXISTING ALGORITHMS
In this chapter, I am going to describe existing algorithms from three main
categories, which are multiplicative update methods, gradient descent meth-
ods, and alternating least squares (ALS) methods. ALS was first introduced by
[Pa, Ta] for the positive matrix factorization. However, this problem did not
gain much attention until [Le, Se] reintroduced it as NMF and proposed multi-
plicative update methods. This simple algorithm stimulated the wide research
and applications of NMF not only in mathematics but also on image processing,
text processing, bioinformatics, and etc. Another common practice to approach
NP-hard problems is to use gradient descent. In each iteration, we need to cal-
culate the gradient of our target function, f (W,H), choose a suitable step size,
and update matrices by taking a step in the direction of the negative gradient.
Later, HALS, an improved version of ALS was introduced, which will converge
more efficiently.
All of the above algorithms can be fitted into a general framework to solve
NMF:
(a) Initialize starting matrices W0 and H0.
While do not satisfy stopping condition do:
(b) Fix Hi and update W i+1 such that ||X −W iHi||2F ≥ ||X −W i+1Hi||2F .
(c) Fix W i+1 and update Hi+1 such that ||X −W i+1Hi||2F ≥ ||X −W i+1Hi+1||2F .
The efficiency of each algorithm depends on how many computations are
needed in (b) and (c) and how many iterations are needed for the algorithm to
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converge.
In the following sections, I will start by talking about multiplicative update
method. Then, I will explain gradient descent and alternating least squares
methods. In the last section, I will talk about singular value decomposition
update method and why it fails.
2.1 Multiplicative Update
Algorithm 1: Multiplicative Update Method
initialize W0 and H0. i = 0 ;
while do not satisfy stopping condition do
update W i+1 = W i ◦ [X(Hi)T ][W iHi(Hi)T+] ;
update Hi+1 = Hi ◦ [(W i+1)TX][(W i+1)TW i+1Hi+] ;
i = i + 1
end
Note that ◦ and [.][.] denote the component-wise product and division.  is a
sufficient small but positive number to prevent the denominator becoming zero.
[Le Se] has shown that the Frobenius norm is non-increasing under the up-
date rules, that is
||X −W iHi||2F ≥ ||X −W i+1Hi||2F , ||X −W i+1Hi||2F ≥ ||X −W i+1Hi+1||2F .
[Le Se] also claimed that Algorithm 1 will converge to a local minimum,
which was questioned by [Go, Zh] and [Li]. Moreover, when some entries in W
and H become zero, those entries cannot be modified anymore and stay zero.
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Therefore, [Be, Br] concludes that when Algorithm 1 converges to a limit point
in the interior of the feasible region, the limit point is a stationary point, which,
however, might be a saddle point. When Algorithm 1 converges to a limit point
on the boundary of the feasible region, the stationary point cannot be deter-
mined.
Even though Algorithm 1 often converges in practice, it is slow to converge,
especially when X is dense [Ha]. Since Algorithm 1 is a wildly used NMF algo-
rithm, it is considered a baseline algorithm.
2.2 Projected Gradient Descent
Algorithm 2: Gradient Descent Method
initialize W0 and H0. i = 0 ;
while do not satisfy stopping condition do
update W i+1 = [W i − W i(W iHi − X)(Hi)T ]+ ;
update Hi+1 = [Hi − Hi(W i+1)T (W i+1Hi − X)]+ ;
i = i + 1
end
To minimize the objective function, f (W,H) with nonnegative constraint, we
need to use gradient descent with a projection function, P(x) that maps x to
the nearest feasible region. Here, we choose P(x) = [x]+. In order to minimize
f (W,H), we need to find the stationary point by calculating the gradient.
∂||X −WH||2F
∂W
= (WH − X)HT
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∂||X −WH||2F
∂H
= WT (WH − X)
Let W and H be step sizes. Then, we update W and H by
Wnew = [W − W(WH − X)HT ]+
Hnew = [H − HWT (WH − X)]+
The convergence of Algorithm 2 depends on the choice of the step size. A
poor choice of the step size like setting it to be a fraction might lead Algorithm 2
converge to a factorization not far from the starting matrices. [Li], [Jo], and [Da]
have found smart choices for the step size and proved the convergence of their
algorithm.
Algorithm 3 is also sensitive to the starting matrices. [Li] indicated that if
W0 and H0 are starting matrices such that ||X −W0H0||2F ≥ ||X||2F , very often after
the first iteration W1 = 0 and H2 = 0, making the algorithm stop. Therefore, a
careful choice of starting matrices are needed.
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2.3 Alternating Least Squares
Algorithm 3: Alternating Least Squares Method
initialize W0 and H0. i = 0 ;
while do not satisfy stopping condition do
(1) Fix Hi and solve for W i+1: W i+1 = argminW≥0 12 ||X −WHi||2F ;
(2) Fix W i+1 and solve for Hi+1: Hi+1 = argminH≥0 12 ||X −W i+1H||2F ;
i = i + 1 ;
end
As discussed in the first chapter, the NMF is not convex in both W and H,
but it is convex in either of W and W, when the other is fixed.
Based on this observation, NMF can be approached by iteratively solving a
least squares problem with a nonnegative constraint. We consider (1) or (2) as a
subproblem in Algorithm 3. Each subproblem can be decoupled into a collection
of multiple nonnegative least squares problems. Take (2) as an example. We can
solve (2) by solving each column of Hi+1 from:
Hi+1: j = minh≥0||X: j −W i+1h||, (3)
where Hi+1: j is the jth column of H
i+1 and X: j is the jth column of X. Meth-
ods in [La] and [Br] can be applied to solve the collection of nonnegative least
squares problems. Algorithm 3 will converge to a local minimum, proved by
[Gr, Sc] and [Li]. However, we need to solve m + n nonnegative least squares
problems in (1) and (2) per iteration, since W has m rows and H has n columns.
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Hence, Algorithm 3 might be slower than Algorithm 1.
Algorithm 4: Practical Alternating Least Squares Method
initialize W0 and H0. i = 0;
while do not satisfy stopping condition do
Fix H and solve W: WHHT = XHT ;
W = [W]+ ;
Fix W and solve H: HTWTW = XTW ;
H = [H]+ ;
i = i + 1 ;
end
[La] proposed Algorithm 4 to address the issue of the high cost of time in
Algorithm 3. It uses a standard unconstrained least squares method in [Bj] to
solve (1) and (2) by ignoring the nonnegative constraint and projects the answer
to the nonnegative orthant. There is no proof that Algorithm 4 will converge
to a local minimum, so it may generate a saddle point. Therefore, Algorith 4
sacrifices the convergence property for speed.
To preserve the convergence property and speed up the algorithm, [Ci] de-
signed an algorithm called hierarchical alternating least squares (HALS). In
stead of solving a whole matrix at a time, HALS find H or W by successively
updating a column in W and a row in H. In a single step of updating a column-
row pair, we fix all other variables and the problem is reduced to
min
W: j,H j:≥0
||X−WH||2F = minW: j,H j:≥0 ||(X−
∑
k, j
W:kHk:)−W: jH j:||2F = minW: j,H j:≥0 ||X( j)−W: jH j:||
2
F , (4)
where X( j) = X−∑k, jW:kHk: denotes the residue. In order to minimize (4), we
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need to find the stationary point by calculating the gradient.
∂||X( j) −W: jH j:||2F
∂W: j
= W: jH j:HTj: − X( j)HTj: = 0
∂||X( j) −W: jH j:||2F
∂H j:
= WT: jW: jH j: −WT: jX( j) = 0
Then, update W: j and H j: by
Wnew: j =
[X( j)HTj:]+
H j:HTj:
Hnewj: =
[WT: jX( j)]+
WT: jW: j
In practice, we may normalize the column vector W: j and the row vector H j:
to unit length vectors after each update. Therefore, Wnew: j = [X( j)H
T
j:]+ and H
new
j: =
[WT: jX( j)]+. We get the final update rules by substituting X( j) = X −
∑
k, jW:kHk: =
X −WH + W: jH j:.
Wnew: j = [(XH
T ): j −W(HHT ): j + W: jH j:HTj:]+
Hnewj: = [(W
TX) j: − (WTW) j:H + WT: jW: jH j:]+
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Algorithm 5: Hierarchical Alternating Least Squares Method
initialize W0 and H0. i = 0. ;
while do not satisfy stopping condition do
Ai = X(Hi)T ;
Bi = Hi(Hi)T ;
for j = 1, 2, ..., r do
W i+1: j = [A
i
: j −W iBi: j + W i: jHij:(Hi)Tj:]+ ;
end
Ci = W i+1X;
Di = (W i+1)TW i+1;
for j = 1, 2, ..., r do
Hi+1 = [Cij: − Dij:H + (W i+1)T: jW i+1: j Hij:]+ ;
end
i = i + 1 ;
end
Note that W: j and H j: only affect each other. In one iteration, only r columns
in W and r rows in H. are updated Also note that XHT and HHT does not change
when we are updating columns in W. Therefore, we calculate XHT and HHT
before we update columns in W. Similarly, WTX and WTW does not change
when we are updating rows in H. Thus, we calculate WTX and WTW before we
update rows in H.
If we directly truncate negative elements to 0, we may have some zero blocks
which will stay zero and cannot update in every iteration. Therefore, the algo-
rithm cannot converge in this case. To solve this problem, we use []+ symbol,
where [x]+ = max(, x) and  is a sufficiently small but positive value. You can
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check the convergence property of HALS in [Ho].
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CHAPTER 3
NEAR SEPARABLE NMF
3.1 Problem statement
While NMF is NP-hard, [Ar] proved that NMF can be solved in polynomial time
under the separability assumption. X ∈ Rm×n is r-separable if X = WH, where W ∈
Rm×r, H ∈ Rr×n and columns of W are a subset of columns of X. Geometrically, X
is r-separable, if and only if all columns of X reside in the conical hull generated
by a subset of r columns in X. Therefore, X = WH can be rewritten as X = X:SH,
where S denotes the subset of r columns of X, whose conical hull contains all
columns of X. [Ar] refers to these columns as anchors or extreme rays. If S is
determined, then H can be easily calculated by solving a set of nonnegative least
squares problems:
H: j = min
h≥0
||X: j − X:Sh||2F , f or j = 1, 2, ..., n
Note that H can be expressed as [Ir, H
′
]P, where Ir ∈ Rr×r identity matrix, P ∈
Rn×n is a permutation matrix, and H′ ∈ Rr×(n−r). Since H can be easily found given
a fixed W, the problem can be reduced to find S which contains the anchors.
In real applications our target matrix X will not have an exact NMF with a
lower inner dimension, so X will not be perfectly r-separable. Therefore, we
want to develop algorithms to find an NMF of an r-separable matrix with some
noise. A matrix X is noisy r-separable or near separable, if
X = X:SH + N,
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where N ∈ Rm×n is a noise matrix with ||N:i||2 ≤  for all i for some sufficiently
small . Geometrically, all columns of X approximately reside in the conical hull
of its anchors. In the following section, two algorithms that are robust to noise
are introduced.
3.2 Algorithms
There are two types of geometric approaches to solve the near-separable NMF.
The first deals with convex hulls and the second deals with conical hulls. We
will specifically discuss one representative algorithm for each approach in the
following parts.
3.2.1 SPA
Lemma 3.2.1. If X is r-separable and D ∈ Rn×n is an invertible diagonal matrix, XD−1
is also r-separable.
Proof. XD−1 = X:SHD−1 = X:SD−1S :SDS :SHD
−1 = (XD−1):SH
′ , where H′ = DS :SHD−1 ∈
Rr×n. 
Let D be a diagonal matrix, where Di:i = ||X:i||1. Then, XD−1 is separable by
Lemma 3.2.1. Then the columns of XD−1 is normalized, while the entries of
every column of H′ sum to one. Then, every column in XD−1 can be as a data
point. So, all points of XD−1 reside in the convex hull of r points in the set S .
Then, the problem is reduce to finding the extreme points of a convex hull to
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find S . [Gi] applies Successive Projection Algorithm (SPA) proposed by [Ar Sa]
to find the extreme points.
Algorithm 6: Successive Projection Algorithm
Set R1 = X, S 1 = {}, and i = 1 ;
while Ri , 0 and i ≤ r do
Solve for j: j = argmax j ||Ri: j||22;
Ri+1 = (I − R
i
: j(R
i
: j)
T
||Ri: j ||22
)Ri;
S i+1 = S i ∪ { j} ;
i = i + 1 ;
end
In the case of tie, the index j whose corresponding column of the
original matrix X with maximum l2 norm will be selected. If there is
another tie, randomly select j among those columns.
SPA works as follows: in the beginning, it lets the residual matrix be the
target matrix. Then, it selects the point which has the greatest l2 norm in the
residual matrix, as it corresponds to an extreme vertex in the convex hull, which
will be proved in the following part. Next, all data points are projected onto
the orthogonal complement of the selected point. It repeats the process until
r extreme points are selected. Note that after the first iteration, the residual
matrix will typically have negative entries. However, it does not undermine the
algorithm, since it does not set a nonnegative constraint to the residual matrix
and it selects columns from the target matrix.
Why SPA can extract the extreme vertices is proved as follows [Gi].
Lemma 3.2.2. Let M = [W, 0m×(r−k)] ∈ Rm×r, where W ∈ Rm×k is full-rank and r > k ≥ 0.
Then,
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||Yh||22 < maxj ||W: j||
2
2, ∀h ∈ Rr such that h , ei for all i
Proof. If Yh = 0, then ||Yh||22 = 0. Since W has full rank, W: j , 0 for all j. Therefore,
||W: j||22 > 0 = ||Yh||22.
Therefore, assume Yh =
∑k
j=1 h jW: j, where h j , 0 for at least one 1 ≤ j ≤ k.
Then,
||Yh||2F = ||
k∑
j=1
h jW: j||22 <
k∑
j=1
h j||W: j||22 ≤ maxj ||W: j||
2
2
The first inequality is strict because h , ei for all i and h has at least one
nonzero entry h j. The second inequality is due to our construction that
∑k
i hi ≤∑r
i hi ≤ 1. 
Note that Lemma 3.2.2 implies that the column with the maximum l2 norm
in the matrix X = WH will always be a column in W.
Theorem 3.2.3. Let the matrix X = WH with every column normalized. Then SPA
recovers the set S such that X:S = W up to permutation.
Proof. Let us prove this theorem by induction.
Base step: Since W has full rank, Lemma 3.2.2 applies. Therefore, the first
iteration of SPA extracts a column in W. Assume without loss of generality that
the column extracted is W: j. Then, we can get the first residual matrix R1 =
(I − W: jW
T
: j
||W: j ||22
)WH = [W1, 0m×1]H. W1 is full rank because W is.
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Induction step: Assume that after k iterations the residual matrix is Rk =
[Wk, 0m×k]H with Wk full-rank. Then, the next iteration will extract a column that
corresponds to one of the columns Wk. The next residual matrix will become
Rk+1 = [Wk+1, 0m×(k+1)] where Wk+1 has full rank since Wk has full rank. Therefore,
after r iterations, SPA will extract all columns of W and the residual is zero. 
Thus, SPA can extract extreme vertices in the target matrix in the noiseless
case if these extreme vertices are linearly independent. [Gi] also shows that SPA
is robust when noise is present in our target matrix. However, Theorem 3.2.3 is
based on the assumption that W has full rank. If the assumption is not met, SPA
will fail to recover more than rank(W) columns from W when W is not full rank,
even if X is noiseless. In order to overcome this drawback, [Gi2] developed
Successive Nonnegative Projection Algorithm by modifying the update rule for
the residual matrix. SNPA is more computationally expensive but more robust
than SPA.
3.2.2 XRAY
XRAY identifies an anchor by completing selection and projection steps in an it-
eration.
In the projection step, all data points are projected onto the current cone
by solving the nonnegative least squares problem, argminH≥0 ||X − X:S i+1H||2F and
compute a new residual matrix by R = X − X:S i+1H. Note that every residual
column R:k is orthogonal to one of faces of the current cone after the projection
step.
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In the selection step, a face of the current cone is selected by picking a resid-
ual column R:k. [Ku] observed and proved that for a given residual column R:k
and any data X: j projected onto the current cone cone(X:S i), RT:kX: j ≤ 0 if X: j is
inside the cone and RT:kX: j > 0 if X: j is outside the cone. Therefore, all points that
are exterior to the current cone are on one side of the hyperplane RT:kx > 0, while
points contained in the cone are on the other side. The point X: j that maximizes
the inner product R
T
:kX: j
||X: j ||1 is furthest from the hyperplane, so we select it as an an-
chor to expand the current cone. [Ku] defines multiple approaches (rand, max,
and dist) to select a face of the current cone. All of these approaches can find
anchors in separable cases but behave differently in the presence of noise.
Algorithm 7: XRAY
Set R = X, S i = {}, and i = 1 ;
while R , 0 and i ≤ r do
Select k according to one of following criteria:
rand : any random k such that ||R:k||2 ;
max : solve for k: maxk ||Rk|| ;
dist : solve for k: maxk ||[RTk X]+||2 ;
Solve for j: j = argmax j
RT:kX: j
||X: j ||1
S i+1 = S i ∪ { j} ;
Solve for H: H = argminH≥0 ||X − X:S i+1H||2F
R = X − X:S i+1H
end
Although XRAY only takes r iterations to complete, it is not computationally
cheap because it has to solve the nonnegative least squares problem in the pro-
jection step. Furthermore, even without the presence of noise, XRAY will fail to
extract a column of W if there are more than two columns that maximizes the
20
inner product and one of these columns is a conic combination of the others.
[Ku] did not give a rigorous analysis of XRAY in the near-separable case, which
makes this algorithm mostly empirical.
21
CHAPTER 4
INITIALIZATION
As mentioned in chapter 1, NMF is NP-hard, so the best one can do is to use
iterative methods to find local minima. Starting too far from a stationary point,
too many iterations will be needed to converge. Therefore, good initialization
strategies are needed to converge to a competitive stationary point and reduce
convergence time.
4.1 The SVD
The singular value decomposition (SVD) is a standard tool to generate a lower-
rank matrix decomposition when there are no constraints. According to Eckart-
Young-Mirsky Matrix Approximation Theorem, the best rank r approximation
to X is the sum of first r summands that is Xr =
∑r
i=1 σiuiv
T
i =
∑r
i=1 σiCi = UrΣrV
T
r ,
in which Xr is a rank-r approximation, Ci = uivTi , columns of Ur ∈ Rm×r (resp. of
Vr ∈ Rn×r) are the left (resp. right) singular vectors, and Σr is a diagonal matrix
containing singular values on its diagonal. However, with the nonnegativity
constraint, we can only guarantee that C1 is nonnegative by Lemma 1.4.1, while
for i > 1, Ci typically has negative entries. Therefore, Ur and ΣrVr cannot be
used directly as a starting point. There are two methods that have been used to
modify the SVD to get a nonnegative approximation.
[Qi] proposed an algorithm called SVD-NMF which approximates X by
|Ur|Σr|VTr |. It initializes W = |Ur| and H = Σr|VTr |. However, simply taking the
absolute value will lose the sign information. There is no theoretical analysis
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for error bounds and performance of this approach in the existing literature.
[Bo] proposed a more widely used algorithm called the nonnegative double
SVD (NNDSVD). It uses the SVD on the positive part of Ci. It further decom-
poses Xr as follows:
Xr =
r∑
i=1
σiCi = σ1C1 +
r∑
i=2
σiCi = σ1C1 +
r∑
i=2
σiC+i −
r∑
i=2
σiC−i
= σ1C1 +
r∑
i=2
σiσ1(C+i )u1(C
+
i )v1(C
+
i )
T −
r∑
i=2
σiσ2(C+i )u2(C
+
i )v2(C
+
i )
T
r∑
i=2
−σiC−i ,
in which σi(C+i ) is the ith largest singular value of C
+
i and ui(C
+
i ) and vi(C
+
i )
are the ith left and right singular vectors of C+i . Note that [Bo] proved that
rank(C+i ) ≤ 2, so Ci has at most two singular values. Since C+i is nonnegative,
its rank-1 approximation is also nonnegative by the Perron-Frobenius theorem.
NNDSVD approximates Xr by truncating the negative part. For the starting
matrices W and H, the first column (resp. row) of W (resp. H) will beσ1/21 u1 (resp.
σ1/21 v
T
1 ) and the ith column (resp. row) of W (resp. H) will be (σiσ1(C
+
i ))
1/2u1(C+i )
(resp. (σiσ1(C+i ))
1/2v1(C+i )
T ).
Note that for r sufficiently large, the difference between X and its rank-r ini-
tial approximation will grow as r grows, since more negative entries are trun-
cated. This is a problem in both initialization strategies since it would make
more sense that the approximation will be better as r grows, as in the uncon-
strained rank-r approximation. [Sy] modified the initialization strategy to over-
come this problem.
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4.2 Clustering
[Di] showed that the K-means clustering on nonnegative data is equivalent to
NMF. [Wi] directly applied the K-means clustering method proposed by [Ma]
to initialize columns in W, taking the columns of X as data to be clustered and
columns of W as centroids. H is initialized as the cluster indicator matrix (Hi, j =
1 if X: j belongs to the ith cluster). Since the K-means clustering method is itself
iterative, the main drawback of this initialization strategy is its expensive cost.
4.3 SPA
As discussed in Chapter 3, SPA is an efficient and reproducible method to find
extreme points in a convex hull in the separable case. However, without the sep-
arability assumption, the extreme points may not present in the points in target
matrix. Therefore, SPA cannot be directly used for the non-separable case. How-
ever, it might provide a good starting point, since the key idea of SPA is to find
points such that the geometrical hull formed by these points is as large as pos-
sible. SPA gives a more structured starting point than the random initialization
and is faster than SVD-based or clustering initializations. Even if SPA does not
select best points, the NMF algorithm can still adjust the approximation. How-
ever, SPA is sensitive to outliers. For example, if we have a perfect convex hull
that contains all points except one outlier, SPA might select this outlier, since it
wants to expand the hull.
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CHAPTER 5
EXPERIMENTS AND CONCLUSION
5.1 Experiments
In this section, four NMF algorithms and three Initialization strategies are tested
on the CBCL data set [CB] . CBCL data set contains 2429 greyscale 19 × 19 facial
images. Therefore, X, the matrix obtained from this data set is a 361 × 2429
nonnegative matrix, in which each column is a vetorized representation of an
image. 49 basis images are used to approximate X, so r = 49.
The first experiment was conducted by running MU, CD, ALS, and HALS
on X, with the same randomly initialized matrices twenty times. The average
error was obtained by taking the average of each time. The second (third) ex-
periment were conducted by running MU (HALS) with SVD, SPA, and random
initializations.
Figure 5.1: Errors by us-
ing algorithms MU, CD,
ALS, HALS
Figure 5.2: Errors by us-
ing MU, initialized with
SPA, SVD, random
Figure 5.3: Errors by
using HALS, initialized
with SPA, SVD, random
From Figure 5.1, we can observe:
• ALS oscillates and does not converge.
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• MU converges relatively slowly
• HALS converges the fastest and the error is the lowest
• The error of CD is comparable to HALS.
From Figure 5.2 and Figure 5.3, we can observe:
• For the MU algorithm, SPA will give the best starting matrices and con-
verge the fastest.
• For the HALS algorithm, three initialization strategies are comparable and
the SVD method is slightly better.
5.2 Conclusion
The NMF is a useful dimensionality reduction technique for nonnegative data,
with wide applications in different disciplines. Due to its usefulness and ex-
treme difficulty, the NMF has led to abundant research. Although there may
not be an optimal solution for the general NMF, researchers have solved some
extensions of the NMF that have some nice properties, like the nonnegative fac-
torization of a separable matrix. With the greater computational capacity of
current computers, more heuristic algorithms have emerged. Meanwhile, we
believe more fundamental theories underlying this problem also need to be ex-
plored and studied.
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