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This dissertation entitled, ^^Branch and Bound Technique for 
Solving Integer Programming Problems" is submitted to the Aligarh 
Muslim University, Aligarh, India to supplicate the degree of Master of 
Philosophy in Statistics. It consists of four chapters. A comprehensive 
list of references, arranged in alphabetical order is also provided at the 
end of the dissertation. Since integer values of the decision variables are 
required in most of the practical situations, we present different 
techniques for solving integer programming problems, especially Branch 
and Bound Methods and its applications. Only integer (linear) 
programming cases are presented in all the chapters. 
Chapter - 1 contains the introduction of the Operation Research 
and its historical background. Operation Research is a branch of 
mathematical science which is concerned with the application of scientific 
methods and techniques to decision-making problems and with 
establishing the best (or optimal) solutions, which is a backbone of every 
mathematica^ programming problem. It presents a short introductory 
discussion on mathematical programming, linear ,non- linear ,dynamic 
and integer programming. 
Chapter - 2 deals with the cutting methods for solving integer 
programming problem and its introduction. Integer programming problem 
is a mathematical programming problem in which some or all of the 
decision variables are restricted to assume only integer values. This type 
of programming is of practical importance in business and industry, where 
quite often, the fractional solutions are unrealistic. For solving integer 
programming problem cutting methods are illustrated, they are actually 
the first systematic techniques to be developed for the integer (linear) 
problem. This chapter is organized into two major sections, which 
categorizes the cutting methods as dual and primal. In dual cutting 
methods Gomory's Fractional cut, Gomory's All integer cut, mixed integer 
cut, and stronger m-cut: m*cut is included while, in primal cutting 
method only primal cuts is included and in the last NAZ cut and A-T cut is 
given. 
Chapter - 3 illustrates the Branch and Bound Methods for Solving 
Integer Programming Problem. This procedure does not deal directly with 
the integer problem, rather it considers a continuous problem defined by 
relaxing the integer restrictions on the variables, if it satisfies the integer 
restrictions, then the problem is solved, otherwise Branch and Bound 
Method is applied. The application of Branch and Bound method involves 
three basic operations; Branching, Bounding and Fathoming. A 
mathematical formulation of the above problem is presented. The first 
known branch and bound algorithm was developed in 1960 by Land and 
Doig and in application to the mixed and pure integer problem. This 
algorithm is presented in the next section. Since, several improvements 
were introduced to enhance the computational efficiency of the algorithm, 
u 
an improved Land and Doig algorithm is Introduced wiilch is called the 
Dakin's Branching Rule. 
Finally, in the last chapter the applications of branch and bound 
method is given in Knapsack problem, fixed charge problem and Traveling 
salesman problem. 
Ill 
CHAPTER - 1 
INTRODUCTION 
1.1 An Overview 
Since, the beginning of tiie history of manl<ind, man has been 
confronted with and intrigued by the problem of deciding a course 
of action that would be the best for him under circumstances. This 
process of making optional judgment according to various criteria is 
known as the science of decision making unfortunately, there was 
no scientific method for such an important class of problems until 
very recently. It is only in 1930's that a systematic approach to the 
decision problem started developing, mainly due to the "New deal" 
in the United States and similar attempts in other parts of the world 
to course the great economic depression prevailing through out the 
during this period. As a result during 1940's, as new science began 
to emerge out. 
About the some times during world war I I , the military 
management in the United Kingdom called upon a group of 
scientists from different disciplines to use their scientific knowledge 
for providing assistance to several strategic and logical war 
problems. The encouraging results achieved by the British Scientist 
soon motivated the military management of the U.S.A. to start on 
similar activities. 
The methodology applied by these scientists to achieve their 
objectives was named as operations Research (O.K) because they 
were dealing with "Research on Military Operations" 
Operation Research Is a branch of mathematical science which 
is concerned with the application of scientific methods and 
techniques to decision-making problems and with establishing the 
best or optimal solutions. The systematic approach to decision 
making generally involves three closely interrelated stages. The first 
stage towards optimization is to express the desired benefits, 
required efforts and collecting the other relevant data, as a function 
of certain variables that may be called "decision variables". The 
second stage continues the process with an analysis of the 
mathematical model and selection of an appropriate numerical 
technique for finding the optimal solution. The third stage consists 
of finding an optimal solution in most cases on a computer. 
1.2 Mathematical Programming Problem 
Mathematical programming problem arose in the field of 
economics where allocation problems had been a subject of long 
interest, to economists. Von Neuman in the late 1930s and 1940s 
developed a linear model of an expanding economy. Leontief in 
1951 showed a practical solution method for linear type problems 
when demonstrated his input-output model of an economy. These 
economic solution procedures did not provide optimal solutions, but 
only a satisfying solution, given the models linear constraints. In 
1941, Hitchcock formulated and showed the transportation type 
problems, which was also accomplished by Koopmans in 1947. 
In 1942, Kantrovltch formulated but did not solve the 
transportation problems. In 1945, the economists G.J. Stiglar 
formulated and solved the "Minimum cost" problem. During world 
war I I a group of researchers under the direction of Marshall K. 
Wood sought to solve allocation type problems for the United States 
Air Force. One of the members of this group George B. Dantzig 
forumulated and devised a solution procedures in 1947 for linear 
programming (LP) type problems. This solution problem is called 
the simplex method marked the beginning of the field of study 
called ''Mathematical Programming" during the 1950s other 
researchers such as David Gale, H.W. Kuhn and A.W. Tucker in LP. 
Others such as Charnes and Cooper contributed numerous LP 
application illustrating the use of M.P in managerial decision-making. 
A general "mathematical programming problem" can be 
stated as following: 
Max (or Min) Z = f(x) 
Subject to gi(x) (<or = or >) b, V i=l,...,m andx >0 
Where Z= Value of the objective function which measures the 
effectiveness of the decision choice, 
gi(x)= Set of the constraints 
x= Unknown variables that are subject to the control of the decision 
maker 
bi= Available productive resources in limited supply 
The objective function is a mathematical equation describing a 
functional relationship between various decision variables and the 
outcomes of the decisions. The outcome of managerial decision 
making is the index of performance, and is generally measured by 
profits, sales, cost or time. 
Thus, the value of the objective function In M.P is expressed 
in monetary, physical or some other terms depending on the nature 
of the problem situation and of the decision to be made. The 
objective function may be either a linear or non-linear function of 
variables. The objective of the decision maker is to select the values 
of the variables so as to optimize the value of the objective of the 
function Z frequently, the decision maker is confronted with making 
a sequence of interrelated decisions over time to optimize overall 
outcomes. This type of decision-making process is dynamic, rather 
than static. 
1.3 Linear Programming Problems 
Linear programming (LP) is a mathematical technique most 
closely associated with operations research and management 
science. LP Is concerned with problems, in which a linear objective 
function in terms of decision variables is to be optimized (i.e., either 
minimized or maximized) while a set of linear equations and sign 
restrictions are imposed in equalities and sign restrictions are 
imposed on the decision variables as requirements (A linear 
equation/inequality does not have a multi-degree polynomial with in 
it). 
A linear programming problem is often referred to as on 
allocations problems because it deals with allocation of resources to 
alternative uses. 
A general LPP can be described as follows. 
n 
Max (or Min) Z = J]cy Xj 
Subject to 
Y,a^x. (< or = or >)b, V / = 1,2,..., m 
1=1 
x^>o vy = i,2,...,«. 
Linear programs have turned out to be appropriate models for 
solving practical problems in many fields. G.B. Dantzig first 
conceived the LPP in 1947. Koopman and Dantzig coined the name, 
'linear programming' in 1948, and Dantzig proposed an effective, 
'simplex method' for solving LPP in 1949. Dantzig simplex method 
solves a linear program by examining the extreme points of convex 
feasible region. LP is often referred to as a uni-objective constrained 
optimization technique. Uni-objective refers to the fact that LPP 
seek to either maximize an objective that as profit or minimize the 
cost. The maximization of profit or minimization of cost is always 
constrained by the real world limitations of finite resources. LP 
allows decision makers an opportunity to combine the constraining 
limitations of the decision environment witii the interaction of the 
variables they are seeking to optimize. 
Development of new techniques for solving LPP is still going 
on. Decades of work on Dantzig's simplex method had failed to yield 
a polynomial-time variant. The first polynomial-time LP algorithm 
called ellipsoid algorithm, developed by Khachiyan (1979), opened 
the possibility that non-combinational methods might beat 
combinational one for linear programming. Karmakar ((1984) 
developed a new polynomial time algorithm, which often out 
perform simplex method by a factor of 50 on real world problems. 
Some recent polynomial-time algorithms developed by Rengeger 
(1988), Gonzaga (1989), Honterio and Adler (1989), Vaidya (1990), 
Reha and Tutun (2000) are faster that Karmkar's algorithm. 
1.4 Non-Linear Programming Problems 
Non-linear programming emerges as an increasingly 
important tool in economic studies and in operations research. Non-
Linear programming problems arise in various disciplines such as 
engineering, business administration, physical science and in 
mathematics or in any other areas where decision must be taken in 
some complex situation. 
It is a MPP where the objective function, f(x), is non-linear, or 
one or more constraints , gi(x) have non-linear relationship or both 
is called a non-linear programming problems. 
The mathematical model of an NLPP may be given as: 
Minimize (or maximize) f(x) 
S.T g/(x) < or = > bi i=l,...,n 
& X > o 
Where x is an n-component vector of decision variables 
Xi,X2 , Xm and atleast one of the (m+1) functions of f (x), 
gi(x),g2(x) ,gm(x), is not linear. 
For developing the theory the following form of an NLPP may be 
considered as standard form. 
Maximize f(x) 
S.Tgi(x)<0 , i = l , ,m 
and X > 0 
Interest in Non-Linear programming problems developed 
simultaneously with the growing interest in linear programming. In 
the absence of general algorithms for NLPP, it lies near at hand to 
explore the possibilities of approximate solution by linearization. 
The non-linear functions of a mathematical programming problems 
were replaced by piecewise linear functions, these approximations 
may be expressed in such a way that the whole problem is turned 
into linear programming. Kuhn and Tucker (1951) published an 
Important paper "Non-Linear programming" dealing with necessary 
and sufficient conditions for optimal solutions to programming 
problems, which laid the foundations for a great deal of later work 
in nonlinear programming. 
A Quadratic programming problem (QPP) is one of the NLPP 
whose objective function is a sum of a linear and quadratic form 
and the constraints are linear. The standard mathematical model of 
a QPP may be given as: 
Maximize Q{x) = c' x + x' Dx 
Subject to Ax <b 
and X ^ 0 
Where D is an (n x n) symmetric 
There are two methods to solve QPP Wolfe and Beale considered as 
DPP. 
1.5 Dynamic Programming Problems 
Many decision-making problems involve a process that takes 
place in several stages (multistage process) in such a way that at 
each stage, the process is dependent on the strategy chosen. Such 
types of problems are called Dynamic Programming problems (DPP). 
This dynamic programming is concerned with the theory of 
multistage decision process i.e., the process In which a sequence of 
interrelated decisions has to be made. Mathematically a DPP is a 
decision -making problem in n-variables the problems being sub-
divided into n-problems each sub-problem being a decision-making 
problem in one variable only. The solution to a DPP is achieved 
sequentially starting from one (initial) stage to the next till the final 
stage is reached. 
The concept of dynamic programming is largely based upon 
the principle of optimality due to Bellman, viz. "An optimal policy 
has the property that whatever the Initial state and initial decision 
are, the remaining decisions must constitute an optimal policy with 
regard to the state resulting from the first decisions". It implies that 
given the initial state of a system an optimal policy for subsequent 
stages does not depended upon the policy adopted at the 
preceeding stages, that is why it is refereed to as the Markovian 
property of dynamic programming. The problem lacking this 
property cannot be considered as DPP 
1.6 Integer Programming Problem: 
A mathematical programming problem in which some or all of 
the decision variables are restricted to assume only integer values is 
termed as integer programming problem. If all variables are 
restricted to be integers the problems is called as all (or pure) IPP 
on the other hand, if only some of the variables have Integer 
restriction the problem is called mixed IPP. 
The general mathematical model of an IPP may be given as: 
Maximize (or minimize)! = f(x) 
Subject to 
gi(x) { > o r = o r< } bi, [= i , ..,m 
X j > 0 , j = l , ..,n 
Xj an integer, j e I c N 
where x = (x i , X2...Xn) is the n- component vector of decision 
variables and N = {1,2, ,n}.I f I=N that is all variables are 
restricted to be Integers, we have an all (or pure) IPP. Other wise, 
I e N that is not all variables are restricted to be integers we have a 
mixed IPP, 
Most of the developments in the field of integer programming are 
restricted to the case of integer linear programming problem, that is, 
where the functions of f(x) and gi(x) are linear. 
The standard mathematical model of an integer linear 
programming problem may be given as: 
n 
Maximize (or minimize) Z = ^CjXj 
n 
Subject to ^OyXj + Sj = b^, i = l,.jn 
Sj >,0 ; i = l,...jn 
Xj>Q ; j = \,...,n 
Xj integer ; j = \,...,n 
Where S/ are slack variables. 
Due to the Integrity condition the set of all feasible solutions to an 
integer linear programming problems is no longer convex as a result 
the simplex method cannot be used to solve an integer linear 
programming problem. 
Sometimes, a good, if not optimal solution may be obtained 
by solving the problem without integer restrictions and then 
rounding off the results to integer values. Unfortunately this method 
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does not produce fruitful results for every problem, rounding off 
may produce an Integer solution that Is Infeasible or non-optimum, 
thus rounding off has a limited value. 
A systematic procedure for obtaining an optimum integer 
solution to an all integer programming problems was first suggested 
by R.E. Gomory. His method starts without taking into consideration 
the integer requirement. 
This type of programming is of particular importance in 
business and industry where quite often, the fractional solutions are 
unrealistic because the units are not divisible. For example, it is 
absurd to spealc of 2.3 men working on project or 8.7 machines in a 
workshop. The integer solution to a problem can however, be 
obtained by rounding off the optimum values of the variables to the 
nearest integer values. But it is generally inaccurate to obtain an 
integer solution by rounding off in this manner, for there is no 
guarantee that the deviation from the exact integer solution will not 
be too large to retain the feasibility. 
Integer programming techniques are generally categorized 
into two broad types: (1) search methods and (2) cutting methods. 
The first type is motivated by the fact that the integer solution 
space can be regarded as consisting of a finite number of points. In 
its simplest form, search methods seek enumerating all such points. 
This would be equivalent to simple exhaustive enumeration. What 
makes search methods more promising than simple exhaustive 
11 
enumeration, however, Is that technique can be developed to 
enumerate only a portion of all candidate solutions while 
automatically discarding the remaining points as nonpromising. 
Clearly, the efficiency of the resulting search algorithm depends on 
the power of the techniques that are developed to discard the 
nonpromising solution points. 
Search methods primarily include implicit enumeration 
techniques and branch and bound techniques. The first type is 
mostly suited for the zero-one problem, and may actually be 
considered as a special case of the branch and bound methods. 
Cutting methods are developed primarily for the (mixed or 
pure) integer linear problem. These methods are motivated by the 
fact that the simplex solution to a linear program must occur at an 
extreme point. 
So basically, integer programming techniques are broadly classified 
as (1) cutting plane techniques and (2) branch and bound 
techniques. 
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CHAPTER-2 
CUTTING PLANE TECHNIQUE FOR SOLVING 
INTEGER PROGRAMMING PROBLEMS 
2.1 INTRODUCTION 
It is known that optimal solution to a continuous linear 
programming problem always occur at an extreme point of the 
convex solution space. In cutting plane methods, specially 
developed additional constraints (also called secondary constraints) 
that are violated by the current continuous solution but never by 
any feasible integer solution are added to the constraint set. The 
successive application of such a procedure eventually results in a 
new convex solution space with an optimum integer extreme point. 
The name "Cutting plane method" is due to the fact the additional 
secondary constraints cut off infeasible parts of the continuous 
solution space. 
Cutting plane methods are the first systematic technique to 
the developed for solving an integer linear programming problem. 
The first finite cutting plane algorithm was developed by Gomory in 
1958 for all integer linear programming problems. Dantzig also gave 
his cutting plane technique in 1959. Others who worked on this 
topic are Glover (1965), Bowman Newhanser (1970), Young (1971), 
Balas (1973) 
2.2 DUAL CUTTING METHODS 
Dual cutting methods differ mainly in the way the cut is 
constructed. Consequently, the following subsections are titled 
according to different cuts. The adjective mixed is used to describe 
those cuts that are especially designed for the mixed integer 
problem. The absence of this adjective signifies that the cut is 
designed for the pure integer problem. 
2.2.1 Gomory's Fractional Cut 
This cut was developed by Gomory in 1958 to solve all integer 
linear programming problem. Consider the continuous linear 
programming problem. 
n 
Maximize Z = ^<^'j^j 
n 
subject to^a^x. - 6, ; i = l,....,m 
and x^ >0 ; j - !,....,« 
Equivalently in matrix notations the above problem may be 
expressed as : 
Maximize =<f x 
Subject to Ax = b 
X > 0 
If B is the final basis then the continuous optimal solution to the 
given problem will be given by: 
JLQ =B-^b-B-^Nxj^ (2 .1 ) 
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And the optimal value of the objective function is given by 
Z=Cs'Xe +C„'x^ (2.2) 
Where XB and XN are vector of basic and non-basic variables at the 
continuous optimal solution respectively. Using (2.1) the objective 
function can be expressed in terms of non-basic variables. 
2 = Qe^iB-'b - B-^NXN) + C^'Xf^ 
= Ce'B-'6-(Ce'B-'A/-C;v') ^N (2-3) 
If Zj is defined as: 
Zj=CB^B-^aj] jeNB (2.4) 
where aj is the j^'^ column of A. 
Where NB denote the set of non-basic subscript, then by (2.4) 
{Cs'B~'N - C^') x^ = S(2,- -cj)xj (2.5) 
jeNB 
The continuous optimal solution given in (2.1) can also be 
expressed as: 
X, =x' - ^a.. Xj ; i&M (2.6) 
Where Xi* is the f" element of B'^b, aij Is the (i,jf' elements of B'^N 
and M denote the set of basic subscripts. 
Similarly, using (2.3) and (2.5) the objective of function can be 
expressed as 
Z=c„-Y,c,x^ (2.7) 
jfiNB 
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Where co = C'sB~^b and c) =zrCj jeNB. 
As the above solution is optimal we have Zj-q = Cj >o; jeNB 
Now, consider the same linear programming problem with 
restriction on the variables. We can now restate the AILPP in terms 
of its continuous optimum solution as: 
MaxmizeZ = Co -^cjxj (2.8) 
subject to 
jsNB 
Xf,Xj >0 Ue Mand j G NB (2.10) 
X, and Xj integer (2.11) 
Select any of the constraint equations for which x,* ^ 0 
=> Xj does not have an integer value. Let the equation for Xk is 
selected that is: 
Xk=4- Z«*y ^j (2.12) 
jeNB 
is selected equation (2.12) can be expressed as 
^. =[^;] + / . - Z ( K ] + A)^ . (2.13) 
jeNB 
Where [a] denote the largest integer less than or equal to a, fk > 0 
is the positive fractional part of Xk* and fkj is the positive fractional 
part of akj 
Expression (2.13) is called the "source row" 
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From (2.13), we get 
^k 
= / . - I V . (2.14) 
jeNB 
Now in order to Xk and Xj; j eNB to be integer the RHS of (2.14) 
must also be integer. Thus a necessary condition for the variable Xk 
and Xj, j eNB to be integer is that 
f,-j:LjX,=Qimodl) (2.15) 
jeNB 
Now, since A - X fkj ^j ^ A <^ 
JeNB 
(2.15) ^ f,-^f^x^<0 
j^NB 
or, A - Z A , X ; + 5 = 0 
where S >_0 is a slack variable, 
- 5 - 1 4 ^ ; - - / . (2.16) or, 
JeNB 
Expression (2.16) is the Gomory's Fractional cut (in short f- cut) 
which should be added to the final table of the continuous solution. 
Since, x/ = 0 ; j e NB,we have S = -4,which is infeasible. 
Dual simplex method is then applied to restore the feasibility. If the 
resulting optimum solution is integer, the problem is solved, 
otherwise a new cut is constructed from the last simplex tableau. If 
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it is impossible to restore feasibility after applying the cut tiien we 
conclude that no feasible integer solution to the given problem 
exists. 
The following example will illustrate the procedure. 
Example. Maximize Z = Xi -3x2+ 3x3 
Subject to 2 Xi + xz- xs < 4 
4xi-3x2< 2 
-3 Xi +2 X2+ X3<3 
Xj > 0 and integers ; j =1,2,3 
using X4,X5 and Xe > 0 and integer as slack variable the given 
procedure may be converted into the following AILPP. 
Maximize Z = Xi - 3x2 + 3x3 
Subject to 2xi + X2 - X3 + X4 =4 
4xi - 3x2 + X5=2 
-3xi + 2x2+ X3 +X6=3 
Xj > 0 and integer ; j = 1,2,...,6 
Solution : First we solve the above problem by simplex method 
ignoring the restriction on xj to be integers. 
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The optimum continuous table is given as follows: 
z 
Xi 
X2 
X3 
X4 
X5 
Xe 
14 
1/2 
0 
41/2 
7 1/2 
0 
0 
Xs 
10/4 
1/4 
0 
3/4 
1/4 
-1 
0 
X2 
6/4 
-3/4 
-1 
-1/4 
9/4 
0 
0 
Xe 
3 
0 
0 
1 
1 
0 
-1 
Table 1 
The optimal non-integral solution is x i = Va ,x 3 = 4 Viz , X4 = 7 V2 
and Z= 14. 
Now Xi = V2 and X3 = 4 y2 both have 1/2 as their fractional part, we 
can treat the tie arbitrarily by taking the row corresponding to X3 as 
the source row. The fractional cut corresponding to X3 is denoted by 
fs-cut and is given by 
At the present interaction i= 3, NB = {5,2,6} 
f35= 3/4 
f32 = -1/4= -1 +1 -1/4 ^ f32 = -1 + 3/4 
f36 = 0 
f3 = 1/2 
Therefore the required fs - cut is 
-(3/4 Xs + 3/4 X2 + O.Xe) + S3 = -1/2 
-3/4x5-3/4x2 + S 3 = -1/2 
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Adding this fa-cut at the bottom of the final continuous column 
simplex tableau we get. 
z 
Xi 
X2 
X3 
X4 
Xs 
Xe 
S3 
14 
1/2 
0 
4 V2 
7 V2 
0 
0 
-1/2 
Xs 
10/4 
y4 
0 
3/4 
1/4 
-1 
0 
-3/4 
Xz 
6 /4 
-3/4 
-1 
-1/4 
9/4 
0 
0 
-3/4 
Xe 
3 
0 
0 
1 
1 
0 
-1 
0 
Now, we apply dual simplex iteration 
Min r i o / 4 
t - 3 / 4 -
6/4 ^ 
-3 /4 J = 2 
Source row 
f3-cut 
Table 2 
Applying the simplex transformation by considering -3/4 as the 
pivot element, we obtain the following table. 
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z 
Xi 
X2 
X3 
X4 
X5 
Xe 
S2 
13 
1 
2/3 
4 2/3 
6 
0 
0 
-2/3 
Xs 
1 
1 
1 
1 
-2 
-1 
0 
0 
X3 
2 
-1 
-4/3 
-1/3 
-3 
0 
0 
-2/3 
Xe 
3 
0 
0 
1 
1 
0 
-1 
0 
Source row 
F2-cut 
Table 3 
The fi -cut is generated from the 2"^  row and is augmented as 
shown in the above table which yields the following optimum 
integer solution. 
z 
Xi 
X2 
X3 
X4 
X5 
Xe 
11 
2 
2 
5 
3 
0 
0 
Xs 
1 
1 
1 
-
-2 
-1 
0 
S2 
3 
-3/2 
-2 
-1/2 
9/2 
0 
0 
Xe 
3 
0 
0 
1 
1 
0 
-1 
Table 4 
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Properties of Fractional Cuts 
1 . Coefficient of the starting tableau: 
For the development of f-cut it is necessary that all variables 
including the slack and surplus must be integers. This is guaranteed 
by converting the starting table as an all integer tableau by 
multiplying each equation by an appropriate number. To illustrate 
the above point, suppose Xi and X2 are integer variables that are 
related by the inequality. 
3xi + 1/2 X2 < 13/3 
After adding the slack variable, it is mean that the equation 
3xi + 1/2 X2 +y =13/3 
cannot be satisfied for any integer y and consequently the use of f-
cut will show that no feasible (integer) solution exist. This difficulty 
can be eliminated by multiplying the inequality by 6. 
2. Slack variable of the cut: 
The slack variable of the f-cut is necessarily integer. This Is seen 
directly from 
jeNB 
Since the right hand side is an integer, S must also be integer. This 
means that the new problem resulting from augmenting the f-cut is 
a pure integer problem. This also shows that every f-cut necessarily 
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passes through atleast one integer point which may or nnay not be 
feasible. 
3. Number of different cut: 
Different cut can be generated from the current continuous 
optimum table. This is achieved by using any of the table rows as a 
source row, or a multiple combination of all the rows of the table as 
a source row. From the computational point of view the strongest of 
these cuts is that one which cuts the deepest In the continuous 
solution space without eliminating any integer point. 
4. Strength of the cut: 
The f-cut is said to be stronger than the f** cut if f*kj < fkj** for all j 
and fk* > fk**, with strict inequality holding atleast once. 
Condition under which Gomory's f-cut algorithm converges: 
(1) The value of the objective function Z is bounded from below for 
all feasible Integer points. 
(2) Only one cut is added at a time 
(3) The source row generating a cut is selected as the first equation 
in the tableau as having fk ^ 0, starting with the objective equation. 
This means that Z must also be an integer variable. 
2.2.2 Gomory's all integer cut: 
To eliminate the rounding off errors in fractional cuts Gomory 
in 1960 developed his all integer cut. In this cut the co-efficient of 
variables are integer and its pivotal element is always ' - 1 ' Thus if 
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the original problem consists of all integer co-efficient the integer 
property can be maintained and there will be no rounding off errors. 
The all integer cuts are derived directly from the initial dual feasible 
tables and we need not to solve the continuous problem first. 
Consider the dual feasible AILLP as: 
Maximize bo = aoiXi + ao2 X2+ ... + aojXj+— +aonXn 
Subject to 
ajiXi+ai2X2 + aijXj+ ... aojXj +...,ain Xn < bj 
and Xj >i 0; j = l , 2 , .. , n and integer where bj< 0, i= 1,2,... m 
and aoj < 0, j = 1,2... n. Let the row corresponding to Xk is 
selected as the source row, that is 
Xk = bk- ^ Qfcj^j -sourcerow 
jeNB 
(2.17) 
where bk < 0 
multiplying the source row by l A , where 
: i > l , w e g e t ^ = ^ - ^ —^y 
^ ^ jeNB ^ 
o r , -JL+ ^ ^jy^Xj =-f^ 
^ j^NB ^ ^ 
or ([I//1]+/AK+ YM^i^A^h^i = bk/A 
jeNB 
o r [ l / l K + Y, [a„j^j<b^/A because (f;,x^+f^Xj) 
jeNB 
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j&NB 
(2.18) 
which is a positive quantity and is dropped from, the LHS 
Multiplying (2.17) by [1/Z] we get 
[l/l]Xk=[l/;i]bk- Y^il/^a^jXj 
jeNB 
or[l/AK+Xt/^K/y=[l/;i>, (2.19) 
jeNB 
subtracting (2.18) from (2.19), we get 
Y^iinKj-K'^hi^i^'^K-lb,'^] (2.20) 
jeNB 
Since, ;i >l,[l/;i] = 0 and (2.20) gives 
jeNB 
or j;^[a,j/A]^j<lb,/A] 
jeNB 
or Y.hj/;i^j+S,=lb,U] (2.21) 
jeNB 
where, Sk>0 is the slack variable Expression (2.21) is the 
required equation of the all integer cut called X - cut. 
As Xj are non-basic their present value is zero and we 
have the new basic variable Sk = [bk^^]is a negative integer. 
Thus, after adding the cut the solution will become infeasible 
but optimum and we can apply the column dual simplex method to 
restore feasibility. 
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Selection of A: In order to maintain the integer property tiie 
tableau the pivotal element in the A-cut must be equal to - 1. This 
condition is automatically satisfied if, every negative co-efficient in 
the LHS of A.-cut is-1. This can be achieved by letting. 
X>MaxY,{r3kj\ % < - l } (2.22) 
jeNB 
X can be selected more efficiently to produce maximum 
decrease in the value of the objective function. 
Let bo be the current value of the objective function and ar be 
the pivot column. The improved value bo' of the objective function is 
given by, 
bo' = bo+[bi</X] aor, where, bk < 0 (2.23) 
(2.21) unless aor = 0, the decrease in bo is maximum when A, is at 
its minimum. This means that X should be as small as possible while 
keeping the pivotal element equal to - 1 . 
By lexicographic property of the maximum on dual tableau ar 
is determined such that, 
a^  =/-minjay} (2.24) 
Where J" = { j | akj<0, jeNB} 
Expression (8) ensures that the pivotal element [akj/X] will be equal 
to - 1. 
Now, let pj*be a positive integer defined as: 
Mj* is the largest integer satisfying 
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a r < — - Q j ' J & J (2.25) 
with the above definition of MJ*, | J J * = 1 ; i*^ also 
or -ai^j /A,< /ij*;j GJ~ 
or, A>-ai,j/^j*;jeJ~ 
or, A, > -a^j//ij*;j e J~thus the smallest values of X satisfying 
the lexicographic condition will be 
A-max{- difj //ij*} (2.26) 
jeJ-
The condition 1 >1 is always satisfied by the value of Z 
given by (2.26'1) except when the original pivotal element is 
already - 1. In this situation we need not to construct A- cut and 
we continue with source row as the pivotal row. 
2.2.3 Mixed cut: 
The previous two cuts viz. Gomory f-cut and A-cut are 
constructed to solve AILPPS. These cuts are not applicable to mixed 
integer LPPs (MILPP) where only some of the variables are 
restricted to be integers the remaining variables may be allowed to 
take non-integer values as well. The mixed cut is also due to 
Gomory. 
Consider, a mixed integer linear programming problem which 
is dual feasible. 
27 
Let Xk is required to be an integer continuous solution be, 
^k=Pk- Y^kj^i (2.27) 
j&NB 
Where Wj are non-basic variables, this equation will be treated as 
the source row for developing a mixed cut. 
A necessary condition for Xk to be integer is that any one of the two 
constraints 
x,^>{pf^] + \ and x,^ <[fi^]are satisfied 
From equation (2.27) 
Xk-[M = fk~ Z '^cyM/y 
jsNB 
Where fk >L 0 is the fraction part of pk-
Now, if Xk < [pk] then, - X«^^y ^-fk (2-28) 
Which would be the required cut if it is known in advance that the 
integer value of Xk at the optimal solution does not exceed [pk] 
On the other hand if Xk > [pk]+l then this is equivalent to 
Z « ^ ^ ^ A - l (2.29) 
Now let, J^ = {/7a .^ >o} 
and J - = 07a;t,.<0} 
Then (2.29) implies 
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- H^lg-^J^-H^lg^J^-fk (2-30) 
and (2.30) implies 
Multiplying both sides by fkl{^-fk)>^' vve get 
Z (Aa^/1-AK-A (2-31) 
Using the definitions of J^ and J' can be combined into one condition 
as 
Ef^V,-Ia,.w,<-A (2.32) 
j^j 1-/^  v ^ ~ ^ * y 
Expression (2.32) is the required mixed-cut or m-cut 
2.2.4. An stronger nn-cut:m'<' cut 
If some non-basic variables Wj are also integers the m-cut 
given by (2.32) can be made stronger. 
The original Xk in equation (2.27) shows that the integer 
property of Xk will not be disturbed if Okj associated with an integer 
Wj is increased or decreased by any Integer quantity which means 
that a can made positive or negative regardless of their values in 
Xk-equation. Thus for integer Wj the diechotomization of its Okj 
according to J^ and J" is unnecessary. This means that the co-
efficients of Wj can be reduced in m-cut to make it the strongest. 
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Thus for an integer Wj the snnallest value of akj<0 is fkj-1 and 
akj>0 is fkj, where 
akj=[akj]+fkj; 0 f<fkj<l 
This means that in the m-cut the smallest absolute value for the co-
efficient must be {(fk ( l - fk i) /( l - fk))} for j e j ' and fkj for jej" But since 
for integer Wj the dichotomization J^ and J' are unnecessary, the 
smallest co-efficients for an integer Wj are given by 
X,^  = min 
Where I={j/w3 is an integer} 
\j -
f^ kj' if fkj < fk 
f k ( l - f k i ) 
1 - f u ''•' 
And the stronger m-cut is given by 
^Aa-^ 
vi-Ay 
W : 
jej \ " -^ y jejn jejn 
J- Z ^kjWj- S Kj^j^-fk (2.33) 
where, J„ = { / / ) G(J"n / „ ) } 
and / „ = {j/wj is not an integer} that is 
It means (not in I) . Expression (2.33) gives the stronger m-
cut called m*-cut. 
Example: (m*cut-Mixed Integer LPP) Consider the mixed integer 
Programming problem: 
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Maximize Z = -5x2-10x4+20 
Subject to xi-5/3X2-l/3X4=5/3 
-4/3X2+X3+11/3X4=7/3 
XI,X2,X3,X4>LO 
X3,X4 integer 
The matrix of technological co-efficient is 
A = 
a «2 ^3 ^4 
1 - 5 / 3 0 - 1 / 3 
0 - 4 / 3 1 11/3 
,B = 
An starting identity basis is available as B = (a^ ,03 ) 
The starting l-dual tableaus is: 
Tableau 1 
Xi 
X2 
X3 
X4 
20 
5/3 
0 
7/3 
0 
X2 
5 
-5/3 
-1 
-4/3 
0 
X4 
10 
-1/3 
0 
11/3 
-1 
Tableau 1 given the continuous optimum solution as Xi=5/3, X3=7h, 
Z*=20, but X3 must be an integer =>The row corresponding to X3 
will be the source row 
The X3 equation is given as 
X3 = 7/3 + 4/3 X2 - 11/3 X4 
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= 2 1 /3 - (-4/3x2+11/3X4)-(1) 
^ {NB>= {2 ,4} , a32=-4/3 and 034= 11/3 
[Pk] = 2,fk=f3=l/3 
And J"^  = { 4 } and J' = { 2 } 
The m-cut is given as 
fk 
or 
1-A -.a. ^j - Z ^kj^j ^ -fk 
1-/3 
.a 32 ^ 2 - ( a 3 2 K ^ - / 3 
or 
1/3 
1-1/3 
- 4 k - l l / 3 x . < - l / 3 
or-2/3x2-11/3^4 <- l /3 
0^^3-2/3x2-11/3x4 = - 1 / 3 (m-cwO 
Where S3 > 0 is a slack variable 
However, a more stronger cut the m*-cut can be developed as 
given below 
The m*-cut : We have 
a34=ll/3=3+2/3=[a34]=3 and f34=2/3 
thus X-ii.- min 3^4 
. [Aa-4) 
i -A ' /A k} 
= „,„,m(WH),^ 3^ 
= mm-
-vam< 
1-/3 
1/3(1-2/3) 
1-1/3 
1/3 X 1/3 
,2/3 
,2/3 
I 2 / 3 J 
= min{l/9x 3/2,2/3} 
= min{l/6, 2 /3}=l /6 
32 
Further ,1 = {4}= I„ = { N B } - { I } = {2,4}-{4}= {2} 
Thus J-n ={ {2}n{2} }={2} J-„ ={r -n l„} 
j / = {{4}n{2}} = ^  V = {l^nlJ 
And the m* -cut is given by. 
S f i ^ 
^1-fM 
^ j - S « k j W j - i ; ^ k j W j < - f k 
or 
^3^32 
l - f 3 
l/3(-4/3) 
1-1/3 
- 4 / 9 
W2-O - ) .34W4<-f3 
X 2 - l / 6 x 4 < - l / 3 
- l / 6 x . < - l / 3 
2/3 
-2 /3x2-1 /6x4 < - l / 3 
o r S 3 - 2 / 3 x 2 - l / 6 x 4 = - l / 3 - (m*-cu t ) 
Where S3 >L 0 is the slack variable of the m*-cut Appending this cut 
at the end of the tableau 1 
We get 
Tableau 2 
Xi 
X2 
X3 
X4 
S3 
20 
5/3 
0 
7/3 
0 
-1/3 
X2 
5 
-5/3 
-1 
-4/3 
0 
-2/3 
X4 
10 
-1/3 
0 
11/3 
7 
-1/6 
Pivoting at (-2/3) the next tableau is 
dr =^min{ay \j eNB\ 
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Tableau 3 
z 
Ys 
x^ 
)^3 
^ 
35/2 
5/2 
V2 
3 
0 
S3 
15/2 
-5/2 
-3/2 
-2 
0 
X4 
35/4 
1/12 
V4 
4 
-1 
The solution given by this table is xi*=5/12,X2*=l/2,X3*=3 & 
X4*=0 in which X3* and X4* are integers. 
=> This is the required optimum solution. 
The value of the objective function Z*=35/2. 
2.3 PRIMAL CUTTING METHODS 
One of the basic drawback of dual cutting methods is that the 
solution remains dual feasible until the optimal solution is attained. 
This means that if the computation is terminated prematurely, no 
information about the optimum solution Is available. This difficulty 
Is remedied by developing primal methods, which by definition, can 
provide primal feasible solution. 
2.3.1 Primal cuts: 
In primal cutting methods, the cuts are applied so that the 
initial primal feasibility Is maintained throughout the calculations. 
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In the following the primal cutting method developed by Ben-
Isreal and Charnes (1962) is presented. 
Consider the all integer linear programming problem. 
n 
Maximize Z = ^CjXj 
n 
Subject to ^EyXj <bj;i = l,2...in 
and Xj > 0 and integer ; j = l,2..n 
It is assumed that the parameters q , ay and bj are integers and 
feasible solution to the problem exists. 
The proposed cut has two basic properties. 
(1) It preserves the, integrality of the tableau 
(2) It maintains the primal feasibility. These conditions are 
satisfied by constructing with its pivot-element as + 1 . 
The cut is constructing as follows. Let Xk be the leaving variable at 
the current iteration Define the source as 
JeNs 
Where XR* is the current value of Xk and Wj, are current non-basic 
variables. 
Let akr>l be the pivot element, where ar is the pivotal column. Then 
the primal cut is given by 
jeNB 
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Where Sk is a non-negative (integer) slack variable. If akr=l, the 
source row is used directly for pivoting. 
If x^*laj^^>\,that i5 [x^*/«^]>l ,af ter applying the p-cut the value 
of the objective function will always increase. If 
x,^* I a,^.<\jhat is\xf^* I a^r\ = Q the value of the objective function 
remains unchanged. This situation is equivalent to degeneracy in 
LPP. Thus there is no guarantee that the optimal integer solution 
will reach after applying a finite number of p-cuts. 
Young (1968) modified the p-cut to guarantee the finiteness of the 
algorithm. Two important modification are introduced. 
(1)A new rule for selecting the pivotal column 
(2)A new rule for selecting the source row. 
First consider the rule for determining the pivotal column 
A new constraint, 
X^y+ '^ i =6^(1-row) 
is added to the tableau as L-row, where b\_ is a large positive 
integer, selected large enough so that no feasible inter point is 
excluded. 
Now define the column vector. 
Ry = ^ i ^ij ^mj 
y ^Lj ^Lj ^Lj 
, {i&NB |«i.y>0} 
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Where q is the current objective co-efficient in the j ' * " column and 
Qjj, ,amj,aij are the constraint co-efficients associated with the 
some column. The pivotal column ar is now selected from among aj, 
jep such that Rr is the lexicographically smallest among Rj, jep. 
For selecting the source row, if [Xk*/akr3 >: 1 we said that the 
associated simplex iteration is in transition cycle, because, it 
guarantees an improvement in the objective function value. On the 
other hand, if [Xk*/akr] =0, the associated simplex iteration is said 
to be in stationary cycle, this implies no change in the value of the 
objective function. If the number of stationary cycles are finite that 
the finiteness of algorithm will be achieved. 
Young showed that in a stationary cycle Xk* remains 
unchanged, but constant Okj always decrease each time stationary 
cycle occurs. Thus by always selecting the same source row 
eventually a future iteration is reached of which Xk* >: Okr that is 
[Xk*/akr]>l, where r is the pivotal column. At this point the simplex 
iteration will enter in the transition cycle and the finiteness of the 
algorithm is achieved. 
2.4 NAZ CUT AND A-T CUT (2003) 
In this technique a new type of cut is added to the problem after 
finding the solution to the linear programming relaxation problem. 
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This cut is derived by finding tlie minimum perpendicular distance 
from tlie integer points, wliicii are inside tiie feasible region to the 
objective surface passing through this point and parallel to the 
objective function surface. The cut has been designed in such a way 
that the total number of Integer solutions in the resulting feasible 
region is substantially reduced. After adding this cut, the problem is 
then solved by an enumeration technique. 
Procedure for solving the problem: 
The procedure contains following steps: 
Stepl : Solve the LP problem using simplex or dual method. 
Step2: If this solution is integer, stop. Otherwise round off the non-
integer solution to the nearest integer. 
Steps: Find the minimum perpendicular distance from the integer 
point, which is inside the feasible region on the objective function 
curve passing through the non-integer solution. Derive the cut 
passing through this point and parallel to the objective function 
curve. 
Step4: use branch and bound or cutting plane method to find the 
integer optimum. 
SEARCH FOR INTEGER OPTIMUM AFTER ADDING NAZ CUT 
(2005) 
This approach is used for finding the integer solution to an integer 
programming problem from the reduced feasible region obtained 
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after using the NAZ cut. A new cut (termed as A-T cut) is proposed 
to reach the integer optimum. 
ALGORITHM 
The algorithm contains following steps: 
StepO. Solve the LP relaxation using simplex method or dual 
simplex method. If this solution is integer, stop. Otherwise, go to 
stepl. 
Stepl . Add the NAZ cut which passes through x° to reduce the 
feasible region. For finding the integer optimum we add A-T cut at 
x°and go to step2. 
Step2. Prepare the set of Integer points S' at x'"\ using the 
proposed operations. Set, 1-1 and check the following conditions to 
find the next integer point. 
(a) It lies on the A-T cut and its components are non-negative. 
(b) The value of the objective function at this point lies between the 
value of objective function at x'"^ (integer feasible point) and the 
value of objective function at x° (non-integer solution). 
(c) It satisfies the constraints of LP relaxation. And go to step3. 
Steps. If x' is not satisfying any one of the above conditions then it 
is outside the reduced feasible region and we terminate the 
procedure. It means the previous integer point (x'"^) will be integer 
optimum. Otherwise, set 1=2 and go to step2 
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Example: 
Maximize z = 2xi + 3x2 
Subject to 5xi+2x2 < 15 
3xi+5x2 <15 
Xi,X2> 0 and integer. 
After solving this problem as a non-integer problem by using 
simplex method we get the non-integer solution as: 
xi = 2.37, X2 = 1.58, and z=9.48. 
So we round off the non-integer solution to the nearest four 
integer points as (2,2), (3,2), (3,1), and (2,1). Now calculate the 
perpendicular distances from these points by using the distance 
formula. 
- 0 57 The distance from the point (2,2) is 
The distance from the point (3,2) is 
/13 
-2.57 
Vl3 
The distance from the point (3,1) is 
113 
+ 2 43 The distance from the point (2,1) is —z r^-
Vl3 
We discard those points for which distance is negative and 
check whether the constraints are satisfied for the points for which 
the distance is positive. If the constraints are not satisfied then 
discard that point. Now we are left with only one point (2,1), which 
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is in the feasible region.Now we derive NAZ cut passing tiirough tlie 
integer point (2,1), as 2xi + 3x2 > 7 and solving the new problem 
by using branch-and-bound method we get the optimal integer 
solution to the problem as 
x i=0, X2 = 3 and z=9. 
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Infeasible 
Fathomei (Integer Solution) 
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CHAPTER-3 
BRANCH AND BOUND TECHNIQUE FOR 
SOLVING INTEGER PROGRAMMING 
PROBLEMS 
3.1 INTRODUCTION 
The solution space of a general integer programming 
problem can be assumed bounded with only a finite number of 
integer points in it. Thus in order to solve an integer linear 
programming problem (ILPP) one can enumerate all such 
integer point and keep track of the feasible solution with best 
possible objective value. Unfortunately the number of integer 
points, although finite can be very large. So that it may not be 
practically possible to enumerate all such points. 
In branch and Bound (B & B) Methods some rules are 
framed that allow us to discard some of the non-promising 
integer points without enumerating them. 
At first a continuous optimum solution is obtained. If this 
solution satisfies the integer restrictions also, then the 
problem is solved otherwise Branch and Bound Method may be 
applied. 
The application of Branch and Bound Method involves 
three basic operations. Branching, Bounding and Fathoming. 
Branching: 
Branching is a partition of the continuous solution space 
into disjoint subspaces (sub problems) which are also 
continuous. The purpose of branching is to elinninate parts of 
the continuous solution space that are not feasible for integer 
problem. This is achieved by adding mutually exclusive 
constraints, that are necessary conditions for integer solutions, 
in such a way that no feasible integer points is eliminated. 
Bounding: 
Assuming that the original problem is of maximization, 
the optimal objective value of each subproblem created by 
branching sets an upper bound on the objective value of the 
associated integer feasible solutions. The process of computing 
the bounds is called bounding. These bounds are essential for 
"ranking" the optimal solutions of the sub problems and hence 
to locate the optimal integer solution. 
Fathoming: 
Branching and Bounding Method each created subproblem 
is solves as a continuous problem. A subproblem that has been 
discarded for further consideration of branching is called a 
fathomed subproblem. There may be three reasons for 
fathoming a subproblem. 
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(i) The subproblem yields an integer solution. This provides 
a lower bound on the optimum integer solution. 
(ii) The continuous optimal solution of the subproblem is no 
better than the current best integer solution. 
(iii) The subproblem is infeasible. 
Optimality Criterion: 
The optimum integer solution is available when the 
subproblem having the largest upper bound among all sub 
problems yields an integer solution. 
3.1.1 The Branch and Bound Principle: 
Although Branch and Bound Method was applied to 
several practical problems since 1960 its theory was developed 
by Bertier and Roy in 1965 only Later Balas in 1968 restated 
the theory in a simpler form. In 1970 Balas work was extended 
by Mitten. 
Let S be only arbitrary set. Further let associated with 
each element S^GS there is a specified real valued function. 
z:S->R (3.1) 
where R is the set of real numbers. 
The elements S, of S ordered according to the value of z. 
The problem is to determine the element S*eS that gives the 
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optimum value of z. If the objective is to maximize z then S* 
must be such that 
z(S*)^Max{z(Si)\SiSS} (3 .2) 
The solution of the above problem may be obtained if the 
following three basic conditions are satisfied. 
(i) There exist an arbitrary superset T of S with a real 
valued function 
W:T-^R (3.3) 
such that if t^eS then W{tj)^z{tj), where tj is on element of 
the superset T. 
(ii) A branching rule B can be defined to generate a family 
of subsets {Ti"} from the subsets r* c T , that is, 
5(y,.^^^y,^ 5,^A:^^ ,^ .^j (3 .4) 
where it is assumed the | r* |>2 and provided that 
{}V-T'-{tj^} 
1=1 
where t. is defined such that 
W =W{tj^) = Max{W{tj)\tj^T'} (3 .5) 
[B^ | r * | the cardinality of 7* is meant (by cardinality, number 
of elements in r* is meant) ] . 
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In general p| T^ ^^, than is Tj",i = \,l,-;q need not to be 
mutually exclusive. However if 7;* are mutually exclusive, also 
the branching is equivalent to partit ioning which had its added 
benefits in making the procedure more efficient. 
(iii) T, W and B are selected such that an upper bound on 
the objective value of every tjeT^ can be determined 
for each T'' czT. This upper bound is given by (3.5) as 
W^ 
These three conditions provide the basic ingredients for 
developing a branch and bound algorithm. 
The concept of lower bound: Definition 
Define a subset T'' (generated by B) an active if it has 
not yet been examined and let AcT be the family of all active 
r*. A lower bound Z on optimal SjeS is determined as the 
value of W associated with only tjeS. This may be obtained by 
inspection. The lower bound can thus be used to discard all 
active subset r* whose optimal objective (upper bond) ^ * 
does not exceed Z. In other words, if 
JF=max{r* I Tractive} (3.6) 
then a subset r* is stored only if 
Z<FF*<Jf (3.7) 
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Thus any r* having ^ * <Z need not to be stored. This 
will reduce the computer storage requirements. 
3.2 THE LAND AND DOIG ALGORITHM: 
The first known Branch and Bound algorithm was 
developed by Land and Doig in 1960. This algorithm follows 
the steps of the general Branch and Bound principle discussed 
earlier. 
Consider the following mixed integer linear programming 
problem (MILPP): 
Maximize Z = ^ CjXj 
Subject to ^ ajjXj<b,,ieM, 
jeN 
Xj>0,jeN, 
Xj integer, ye /cAT, 
where A^  = {1,2,...,«},M = {l,2,-,/w} and I, is the set of indices of 
those Xj that are restricted to be integers. Clearly, if I=N, then 
the problem will become on AILPP. 
Let, S denote the set of feasible solutions to the MILPP, 
that is, 
xeE" \ ^ a^j-Xj < b^,i e M,x>Oandxj integer for 7 G / (3.8) 
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Further, let T denote the set of feasible solutions to the 
continuous LPP, that is, 
T=\xeE"\j;^ fl..x^.<6,,/eM,x>ol (3.9) 
The algorithm starts with the continuous optimum 
solution to the LPP. This will provide an upper bound on all the 
elements of S. If this continuous optimum solution also belong 
to S, that is, Xjel are integers the MILPP is solved. To 
proceed further, let this continuous optimum solution Is 
infeasible with respect to S. 
Select any variable X^,KGI, that non-integer in the 
continuous optimum solution. Let the value of X;^  is x*^. The 
least decrease in the value of W by forcing x^ to be integer will 
be associated with either [x\] or [JC;^ ] + 1, where [x\] is the 
largest integer less than x\. Thus by branching to the subsets 
of T associated with [x^] and {x\] + \ it is certain that the 
resulting upper bounds will remain proper with respect to the 
optimum elements in S. Consequently it is sufficient to branch 
the two subsets of T that are defined by imposing the integer 
restrictions x^=[x^] and x^=[x^] + l on the continuous problem. 
To keep track of the generated branches a tree as shown 
in the figure may be used 
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- U] 
w::,i> 
-Uh' 
oiv, M 
Fig. 1 
A node (circle) represents a given LPP, wiiile tlie 
branches represent tlie additional constraint leading to the 
LPPs associated with the newly created nodes. Let W^ and W^ M 
give the value of W for the two node corresponding to x^ ^{xl\ 
and x^=[x; ] + l respectively and W^>W^, then wr„* will be 
examined first otherwise W^ will be examine first. If the 
optimum solution corresponding to W^^ is in S, it is required 
optimum. Otherwise, let Xr is non-integer then Xr is used for 
further branching (If more than one integer variable have non-
integer values, then the variable with largest fractional value 
is selected first for branching. Ties are broken arbitrari ly). 
After branching at Xr we have the tree as given below. The 
newly added branches are shown by broken lines. 
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<5> 
'.•-k'] 
.-^^<t>-. 
Xr = [.;].. 
6 
W] + 1 
< '^^ 4f 
Fig. 2 
The branching at ^ ^ provides the upper bound for all the 
subsets emanating fronn this node, it nnay not provide the 
upper bound on all branches (subsets) ennanating fronn node Xk 
with x^ =[A:j[]-l.Thus a single branch x,^=[xl]-l must be added 
at W°. 
The general rule for adding the additional branch is as 
follows: 
Given that Xj=y is the branch leading to the node 
selected for examination, then the two branches x =v-l and 
Xj=y + i must emanate from the node at the top end of x =v 
in order to ensure proper upper bounding on all active subsets. 
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r 
^A 
- ^ 
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^k 
K 
^'^M 
Fig. 3 
A node is said to be active if it is not fathomed and is a 
candidate for branching, let A denote the set of active nodes at 
any time. 
The active set A is now defined by the nodes W^,Wl„,Wl^ 
and Wj^. Assume that ^ ^ = Max{^| Active setis^}; then node ^ ^ 
is examined. Suppose that the continuous optimum solution at 
fV^f Is not in (if it is in S the process terminates). Let Xt,tel is 
not as integer, then three branches will be added to the tree 
according to the above discussion as shown in the Figure 
below: 
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Xr-[x*] + i 
Fig. 4 
The active set A is now defined by the nodes 
K^W'„,Wl,w:, and Wt,. Again let 
Wl^ =Max{fF|Activesetis^}, then WJ^ is examined next. 
The above procedure is repeated at W^ and the process 
of branching and bounding is continued until either a feasible 
solution in S is obtained (which is the optimum) or every 
branch terminates with an infeasible solution which means the 
given integer programming problem has no solution. 
To complete the procedure it is to be noted that if upon 
branching, the solution associated with a node yields a feasible 
point in S then the corresponding value of W (say Wb) can be 
used as an lower bound Z_ = W^ on all future nodes. Thus in 
future branching any node yielding a value of W less than or 
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equal to Z can be discarded (fathomed). This will help in 
shortening the calculations. 
Drawbacks of Land and Doig Algorithm: 
1. I t Is possible that a large number of branches could 
originate from the same node. The problem here is that this 
number normally cannot be predicted in advance, which 
complicates the tree search and may also lead to the severe 
taxation of the computer memory. 
2. If the algorithm is taken literally, it will be necessary to 
solve a linear program for each branch in order to determine 
the proper upper bounds. This appears to be a costly method 
especially since some of the resulting nodes may never be 
branched. 
3. The determination of a lower bound comes only as a 
byproduct of solving the linear program at the different nodes. 
This means that in spite of its importance in truncating 
computations, there is no systematic method that is designed 
to secure a t ight lower bound an early stage of the procedure. 
3.3. DAKIN'S BRANCHING RULE 
In the Land Doig Algorithm large number of branches 
could originate from the some node. This complicates the tree 
diagram and also puts additional burden on the computer 
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memory. Dakin in 1965 gave the following branching rules to 
overcome this drawback. 
Let Xi^,kel whose non-integer value at a given node is 
xl- Then a necessary condition for Xk to be an integer is that 
This means that the range [xl]<x,^ <[^I ] + 1 is not feasible 
with respect to the integer problems. 
Thus at each node only two branches are needed, namely 
one corresponding to x^<[x^] and the other corresponding to 
x^>[xl] + l As these additional constraints are inequalities the 
entire range of possible integer points is covered by the two 
branches and no further branching from the some node would 
be necessary. 
Example: 
Consider the example solved by Land-Doig Algorithm that 
IS 
Maximize z = 3xi+X2 
S.t 17X1 + 1 1 X 2 ^ 8 6 . 5 
Xi + 2X2 <. 10.2 
Xi < 3.87 
Xi, X2 >L 0 and Integer 
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The following table shows the various additional 
constaints and the solutions of the created subproblems along 
with the corresponding value of the objective function. 
The optimal solution jr*=3,x2=3, with z*=12 Is achieved 
at node 7. 
<s^ 
JTg < I 
x ,<3 
(t> 
Integer 
z = 10 
© 
j^2> 2 
® 
A - > 4 
NS 
@ 
^ ^ ~^ 
A- < 3 
(D 
_-(5> 
X2<i 
Integer 
z = l2 
Fig. 5 
® A-, > 4 
NS 
A'2> 4 
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Table-1 
Node 
0 
1 
2 
3 
4 
5 
6 
7 
8 
Additional 
constraints 
-
JC2> 2 
X2>\ 
r x2>2 
V,<3 
Jxj >2 
[x,>4 
U<3 
rx,<i 
lx ,>4 
• 
X, < 3 
X2 < 3 
X2 > 2 
| x , < 3 
[x ,>4 
Xi 
3.87 
3.8 
3.87 
3 
-
3 
-
3 
-
Solution 
X2 
1.87 
2 
1 
3.23 
-
1 
-
3 
-
• 
z 
13.48 
13.4 
12.6 
12.23 
-
10 
-
12 
<12 
Property of 
solution 
Non-integer 
If 
(1 
II 
No solution 
Integer 
(Lower 
bound) 
No solution 
Integer 
(optimal) 
Discard 
(fathomed) 
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CHAPTER - 4 
APPLICATIONS OF BRANCH AND BOUND 
METHOD 
4 .1 KNAPSACK PROBLEM 
Knapsack problem is also known as cargo-loading 
problem and flyaway kit problem. 
Consider the problem of deciding that which of the items 
are to be selected among the various available items so as to 
maximize the total value of the selected items under the 
restriction that the total weight of the items does not cross the 
specified limit. 
Let there be n items of different values and weights 
available for selection. Let dj denote the weight of the j^*^ i tem; 
j=l,2,...,n 
Define xj=\, \ff^ Item Is selected 
= 0, otherwise 
The mathematical formulation of knapsack problem may 
be given as: 
MaxZ = ^ CjXj 
H 
Subject to Y, Oj^i^b 
xj=o or 1; 7=1,2,...,/? 
Where b is the specified l imit on the total weight of the 
selected items. 
Formulation: 
Consider the general knapsack problem 
H 
n 
Subject to YJ ajXj<b 
and xj=i, \f f^ item is selected 
=0, otherwise 
where Cj, aj, and b are positive 
Without loss of generality we can assume that the 
variables are ordered such that 
V > V > >^ 
'Oi /a-y /a 
    >^»/ (4.1) 
I t can be seen that when condition (4.1) holds the 
continuous solution to the Knapsack problem is given by; 
Xi = b /a i , Xj=0; j = 2,3,....,n with 
W = Ci(b/a i ) , where W denote the value of the objective 
Hcj-Xj for a continuous solution. 
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The above result can be extended for bounded variables 
as follows 
Define variables yj=ajXj;j^l,2,...,n this gives Xj=yjlaj) 
7=1,2,....,/?. 
The Knapsack problem can then be restated as: 
Maximize Z = E(cy /oj)yj 
n 
Subject Y. yj=b 
7=1 
and yy>0 and Integer; j=l,2,.. . . ,n. 
If the upper Integer bounds on xj exist we have Xy <Uj 
or Yj <ajUj. In this case the continuous optimal solution is 
given by yi=b,yj =0; j = 2,3,...,n. provided ajty, > 6 . If aiU, </> the 
continuous optimum solution is obtained by setting 
yj=ajUj; j = l,2,-J 
t 
y=i 
yj =0;j = t + 2,....,n 
In terms of Xj the above solution is given as: 
X, =ib/ai, Xy =0; y = 2,3,..., if aiUi>b 
or, jc = (Z>/a,,0,0....,0) if a i ,u i>b 
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(ui,U2,....Ut, ( 1 / a t + i ) 
( t A 
b-Yj 9jUj ,0,0,."0), otherwise 
f+i 
Where t is the smallest Index such that b-J^ ajUj<0 on the 
other hand if positive integral lower bounds on Xj exist that is, 
Xj>Uj, they can be treated by introducing a new variable 
Xj=Xj-Uj>0. This means that In the constraints and the 
objective function Xj+Uj is to be substituted for Xj. This 
reduces the RHS by an amount ajUj. 
If b-I>ajUj<0, the problem has no solution. Otherwise, 
we have a standard Knapsack problem that can be solved as 
described above. 
The above discussion shows that the Knapsack problem 
with or without bounds can be solved as a continuous linear 
programming problem by inspection. Thus Dakins Branch and 
Bound procedure can be applied to solve the knapsack problem 
in the following manner. 
The initial solution is given by 
Xj -bla^, Xj=^0; j = 2,3,....,n of Xi is an integer, the problem 
is solved otherwise two subproblems are created over by 
adding constraint x, <[b/ai] and the other by adding constraint 
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Xi>[fa/ai ]+l . The continuous solutions to tiiese subproblems 
are obtained by inspection. The usual processes of branching, 
bounding and fathoming are continued until the optimal 
integer solution is obtained. 
4 .1 .1 Application of Knapsack Models in Cutting-Stock 
Problems: 
The cutting stock problem assumes that for a given 
material a stock of standard length Li,L2,...,Ln is maintained. 
There is no limitation on the number of pieces available of 
each length. All stocked pieces have the same width. I t is 
required to fill m orders, where the i*^*^  order requests atleast £>, 
pieces each of length /, and having the same standard width. 
An order can be filled so long as /, dos not exceed max 
{L^ j ^ = 1,2,...,«}. Let the j**^ cutting pattern be defined such that 
dij pieces each of length /, can be generated from a standard 
length Lk. In this case, the tr im loss associated with such a 
m 
pattern is equal to Cj = L^-Y, liaij>0. I t is possible that a,-,-=0 
for some i=l,2,...,m. Also, the same pattern may be cut from 
different standard lengths thus yielding different values of q. 
However, under optimal conditions, a pattern j is cut from a 
standard length U, which yields the smallest tr im loss q. In 
addition, q must be strictly less than min /,. 
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Suppose Xj is the number of standard pieces to be cut 
according to pattern j , then the problem becomes 
Minimize z = Y^CjXj 
J 
Subject to Y, ^ij^j-^i'-> / = l,2,...,/w 
Xy>0 and integer for all 7. 
The obvious difficulty with this formulation is that xj is 
restricted to integer values, so that for a large number of 
variables the problem may not be computationally tractable. 
Another difficulty is that it may be impossible to enumerative 
all the cutting patterns in advance. 
Gilmore and Gomory account these difficulties as follows. 
First drop the integer condition on Xj so that the resulting 
problem becomes a regular linear program, then round the 
optimal continuous solution in some appropriate manner. 
Second, instead of enumerating all cutting patterns in 
advance, a pattern is considered only if it is promising from 
the viewpoint of improving the linear programming solution. 
This is where the Knapsack model proves valuable. 
At any iteration of the simplex method, let the associated 
basis be defined by 5 = (Pj, ,/^.,....J'^), where P, is an m-column 
vector, 1=1,....,m Let Q =(cj,c2,...,c^) be the coefficients of the 
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objective function associated with the vectors Px,P2,-.,Pm- Then 
from the theory of linear programming, a cutt ing pattern j is 
promising if its associated reduced cost. 
is positive (minimization problem), where 
is the vector representing the number of pieces of length /,, 
l = l,2,...,/77 generated from the cutting pattern j. At this point, 
the elements of P,. are not known, that Is the new cutting 
pattern has not been determined. From linear programming 
theory, the most promising pattern is the one yielding the 
largest Zj-Cj among all possible (non-basic) patterns. This is 
equivalent to solving the problem 
m 
Maximize w = ^ n;a, 
i=\ 
m 
Subject to: ^ /,a, < L 
a^ >0 and integer. 
The coefficient n-, is the i*" element of CgB~K The problem 
is solved for r values of the right hand side. Namely 
L=Li,L2,...,/.r, where r is the total number of available standard 
lengths. 
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The above problem is a Knapsack model. Let the optimal 
solution be given by w=w* and a , = a - , 1 = 1,2,...m. Next 
m 
compute C = L - ^ / ,a*, then the pattern 
is promising only of w * - C > 0 . In this case, the vector P can be 
introduced into the basis. Naturally, if more than one L yield 
yv*-c>Q, then the pattern yielding the largest w*-c is chosen. 
At the point where w * - c < 0 for all L, the algorithm terminates 
with the current basis yielding the optimum solution, namely 
Xg=B~^b, where b = (ib,,/)2,-,ib^)^- The solution may be 
rounded now if necessary. 
4.2 FIXED CHARGE PROBLEM 
Suppose it is required to decide on the locations of n 
production plants among m existing sites. All plants produce 
homogenous products. Plant / has capacity of a, units and 
necessitates a fixed investment f,. The products are shipped to 
n customers, with the j * ^ customer demanding bj units. If Q is 
the cost of producing a unit at plant i and shipping it to 
customers j , it is required to determine the operating 
capacities of the plants so that the total production and 
investment costs are minimized. 
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Let Xii be the amount manufactured at plant i for 
customer ] , then the model becomes 
Minimize Z = £ ] J ] ^y^^y) 
z=l J=\ 
in 
Subject to ^ Xij>bj,j-\,...,n. 
i=l 
^ x^ <a,,i = l,2,..jn. 
7=1 
where 
0 , otherwise. 
The above model is very similar to an ordinary linear 
program except for the fact that Z is a non-linear function. 
However, there is no direct algorithm that can handle the 
model as it is stated. 
The model can be converted into a mixed (zero-one) integer 
problem using a convenient substitution. Let 
0 ^1 1 r. „ y=l 
otherwise 
The model then becomes; 
m f 
Minimize Z = 2 S^(,^^+^>'/ 
/=i 
n 
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Subject to £ Xy>bj,j=l,...,n 
1=1 
Z Xy<a,y„i = \,...,m 
7=1 
x , > 0 
>', = (0,1), for all /. 
I f for a given /, x^ >0, then y^ Is forced to be equal to 1 
and the corresponding capacity constraint remains unchanged. 
If, on the other hand, x^ =0 for all /, then y^ =0 since, with the 
capacity constraint being redundant the minimum of Z can only 
be achieved with >',=0. 
Exact a igor i thm-I for solving fixed-charge problem using 
Branch and Bound method: 
The fixed charge problem defined as 
Minimize Z(x.,...,x„) = X / / x ^ ) 
7=1 
7=1 
Subject to 
Z aijXj<b, i = l , . . . ,m 
7=1 
x^>0 
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fO,( ' fx,=0. 
^'ii,/fx,>o^=' " 
Actually Involves the minimization of a concave objective 
function, z(x,,...,x„) over a convex polyhedron 
Q = Jx I Za^Xy < bjj = l,...,m,Xj >Q,j = l,...,n} 
It is seen that z(xj,....,x„) is concave since it is the sum of 
n single variable functions fjixj), and fj{xj) are obviously 
concave. An important property of this type of problem is that 
the optimum solution must occur at an extreme point of the 
feasible space, that is, it must be associated with a feasible 
basic solution of Q. This means that the search for the global 
optimum can be restricted to considering the extreme point of 
Q only. This result is similar to that used with linear 
programming. However, because the objective function is 
concave, the associated algorithm is more complex. 
The exact algorithm is based on recognizing that the 
optimum solution occurs at an extreme point of the convex set 
representing the solution space. Moreover, all extreme points 
can be exhaustively identified by considering all the basic 
feasible solutions to the problem. However, rather than 
enumerating all the basic feasible solutions to the problem a 
branch and bound algorithm is developed so that only a 
portion of the basic feasible solution is enumerated explicitly 
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while automatically accounting for the remaining ones. The 
basis for eliminating basic solutions is the development of 
bounds on the objective value. 
The data of the problem are first arranged such that 
kj>kj^^ for y = l,2,...,w-l. Assuming there are m (independent) 
constraints, then every basis must include m (out of n) 
independent vectors. Naturally if the optimal basic solution of 
the linear program, ignoring the fixed charges, is given by the 
variables (x„_„+i,^„_„+2'-.^„)/ then it is also optimal for the fixed 
charge problem, since no other combination can yield a smaller 
value for the fixed charges. The validity of this statement 
requires making the assumption that all the extreme points of 
the solution space are non-degenerate. This restriction is 
assumed to hold throughout the algorithm. 
Init ial ly, (n-m+l) branches emanate from the first node. 
The j th branch, j = \,2,...,n-m is associated with the vector 
Pj^(aija2j,...a^jf. The remaining m vectors {P„_„^, ,PJ 
define the (n-m + lY^ branch. 
The vector P, associated with each of the first n-m 
branches indicates that all bases that may be generated from 
such a branch must include Pj. On the other hand, the (n-
m + l ) t h branches defines a single "basis" so that no further 
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branches can emanate from its end node. Such a node will be 
referred to as terminal. 
The idea now is to add branches at each non terminal 
node that will fix two vectors in a basis, then three, and so on. 
Eventually paths, each consisting of a string of atmost m 
connected branches, will define bases. 
As in all branch and bound methods, the basis objective 
is to develop efficient criteria that will require testing some but 
not all of the branches in the tree. This is achieved based on 
two tests (1) If the vectors (branches) defining any nodes are 
dependent, this node must be discarded since it cannot lead to 
a basis (2).I f the lower bound on the objective value (to be 
developed next) at a given node exceeds the best available 
objective value associated with a basic feasible solution, then 
the node must be discarded. 
The development of a lower bound Z at any node is 
achieved as follows. Let R define the set of indices of r(<m) 
independent vectors associated with the node. Because all 
extreme points are assumed non-degenerate and by the virtue 
of the fact that kj>kj^^ for all j , then a lower bound on the 
fixed charges associated with the node is 
j^R j=P 
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where ;7 = («-/M + l )+r on the other hand, 
ZQ = minj YJ ^j^j I ^j ^QJ = 1,2,..^; 
provides a lower bound on the variable costs, ^ c^Xj at any 
extreme point of Q. Thus the overall lower bound is 
There are two special cases for Z: 
(i) If R=(t), which can occur at the initial node only then 
y=n-m+l 
(ii) If r=m and the resulting basis yields a feasible 
extreme point jc = (J,....,jc„), then it is possible to 
determine the exact objective value as 
n 
y=i 
where p^  is determined according to Xj. 
The algorithm terminates when it becomes evident that 
all the remaining nodes cannot yield a better objective value, 
that is, when the lower bound associated with each unexplored 
node exceeds the best available objective value associated 
with a feasible solution. 
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Exact Algorithm I I : 
This algorithm Is basically a branch and bound method 
that, starting from the extreme point associated with 
min-^ ^ CjXj\Xj eOi, ranks the extreme points of Q according 
7=1 
to their value of ^ CjXj. Proper tests are then developed so 
that, when a given ranked extreme point is reached, the 
algorithm terminates. The ranking of the extreme points is 
based on the development of a cutting plane procedure that 
employs Glover's convexity cut. 
Actually the algorithm was originally proposed by Murty 
(1986) but was primarily restricted to fixed charge 
transportation problems. His extreme point ranking procedure 
is based on generating all the adjacent extreme points and 
storing them in ascending order of the objective value. This 
exact method was adapted by Taha for solving the zero-one 
Knapsack problem. But as mentioned previously, such a 
procedure will burden the computer memory, especially for 
problems with several (linear) constrains. Later Taha (1973) 
generalized Murthy's algorithm for any concave minimization 
problem over a convex polyhedron. The algorithm reduces to 
solving a series of linear programs. 
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The idea is to define a linear underestimator L(x) of z(x) 
over the convex polyhedron Q, that is 
L{x)<z{x) x e Q 
where z(x) is the objective function of the fixed-charge 
problem. I t then follows that 
min{L(x) \XEQ}< min{a:(x) \xeQ}. 
X X 
n 
A typical linear underestimator is L{x) = Y, CjXj-
Starting with the extreme point x° satisfying 
min{L{x)\xeQ}, then z = L{x'^) is a lower bound on the optimum 
objective value. Also an associated upper bound s 2 = z(x°). 
This means that the optimum extreme point x* must satisfy 
z<z{x*)<z. Initially x*=x° . At the ith ranked extreme point, 
z = L(x'), while z is changed to z(x') only if z{x')<z(x*). In this 
case, X* set equal to x'. In other words, x * keeps track of the 
best available solution. The algorithm terminates at the k^'^ 
ranked extreme point x'^ if z = L(x*)>z, with the point x* 
associated with z being the optimum. This follows since, for all 
the remaining extreme points, 
z(x)>L(x*)>z 
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The method for generating the sequence of ranked 
extrenne points x^,x\....x'^ by using Glover's convexity cut is 
now presented. Referring to Glover's theory, the set S 
represents the extreme points of Q, while the set R is taken as 
the set Q itself. Clearly, it satisfies Glover's condition since it 
has no feasible points in its interior. Thus, starting with the 
extreme point x° as defined above, the convexity cut is defined 
so it will pass through its adjacent extreme points such that 
the point x° becomes infeasible. Then, by reoptimizing using 
the dual simplex method and L(x) as the objective function, 
the new optimum feasible solution should yield x \ the next 
ranked extreme point. The process is repeated at x^ and 
successively until x'^ is reached. 
To formalize this discussion, let the current basic solution 
be defined by the set of equations. 
yi = /^ - E ^i/j ' ^ 12,..m, yi,tj > 0 
where y^ are the basic and tj the nonbasic variables. Then 
Glover's cut is given as 
JsNB 
where t] are given by 
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h-=< 
mmib^/t].) if a,y>0 
ieM 
(» if a,y < 0 
Clearly t* is strictly positive if y ,=^ ,>0 whenever «^>0 . If 
b.=0 when a^j>0, then / *=0 and the cut is not defined. This 
difficulty is avoided by using Bala' idea, which calls for deleting 
those rows in the simplex tableau that are associated with zero 
basic variables, in this case the cut Is always defined, but it 
may be weaker than the one that is constructed to pass 
through adjacent extreme points. 
4.2 .1 Plant Location Problem: 
Plant location problems are actually a variation of the 
fixed charge model. There is a number of receiving stations n 
and the demands at these destinations are satisfied from m 
potential plants or warehouses. 
Usually, n is considerably larger than m. I t is required to 
decide on the location and capacity of each plant in order to 
satisfy the demand. There is installation (fixed) cost associated 
with the construction of each plant, and the objective is to 
minimize the total cost including the fixed costs and 
transportation costs between origins and destinations. 
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Algorithm for Plant Location Problems: 
A simple form of the plant location model may be given 
as follows: 
m n m 
Minimize z(x) = ^ J ] CijXy+Y, K^i 
Subject to Ya ^ij-^i^ i^l,2,-,fn 
m 
Y^ Xij=bj, j=l,2,...,n 
x„ >0 for all / and j. 
V 
and y, =\ifYj Xy >0 and zero otherwise. 
The coefficient Cy represent the cost of transporting one 
unit of a common product from source i/i=l,...,m to destination 
j,j = l,...,n.\ A fixed charge /c, is incurred if source / supplies a 
positive quantity to any destination j. The constants a, and bj 
represent the supply limitation at source / and the demand 
requirement at destination j . The objective is decide on the 
location and size of plant i so that the total costs are 
minimized. (If y.^Oor^ Xy=0 no plant is assigned to location 
/.) Clearly, in the absence of the fixed charges, the problem 
reduces to a regular transportation model. 
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This model can be further complicated by assuming that 
m n 
the term ^ ^ c,yX,y in the objective function is replaced by 
some nonlinear function (mostly concave). I t can also be 
further simplified by relaxing the capacity restriction on the 
sources, that is, by eliminating the restrictions 
n 
J^ Xy =a,.,i = l,2,...,w. 
Exact Algorithm: 
The exact algorithm is concerned with the uncapacitated 
plant location problem, which is formulated as follows: Let Pj 
be the set of indices of those plants that can supply 
destination j , D, the set of indices of those destinations that 
can be supplied from plant /, /?,= |D/| the number of elements in 
D/, and Xy the fraction of the total demand at j supplied by 
plant /. If kj is the fixed charge for plant /, and assuming that 
there is no limit on the amount supplied from each plant, the 
model becomes: 
Minimize z = X c^x^+X ^,7, 
•J ' 
Subject to ^ xy=l, 7=l,2,...,/7. 
Y,Xy<n,y., /=l,2,... ,m. 
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>;,=(0,1), /= l ,2 , . . . ,m. 
Xy >0, for all / and ; . 
The solution procedure proposed by Efroymson and Ray 
is based on the Land-Doig algorithm as improved by Dakin. 
The branching occurs on the zero-one variables>;,. The main 
contribution of Efroymson and Ray is that they developed an 
efficient method for solving the continuous linear program at 
each node, simple tests are also provided for terminating the 
search along different branches. 
To show how the continuous optimum solution at any 
node is obtained, let Si be associated set of fixed variables at 
level one, and S2 the set of free variables. If y* >0 is the 
optimum continuous value of y^, then it m u s t ^ e t r u e that 
optimal jc* satisfies / r" 
Xy = n,y., IGS^ 
'2 \ ^ '' / 
For example, suppose that Y^x\<nj]\ then y\ cannot be 
optimal since it can be reduced to y " , so that ^ y^ij^n^* and 
yeD, 
such that the objective value is reduced. I t follows that 
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jeD, 
To Obtain the values of x*, substitute for y]\ in the 
objective function. The problem reduces to: 
Minimize z = X^' + E S^y + Z K + (^ ''">^ ^^ u 
165, I'e^i /€52 
Subject to J^Xy=\, J = l,.:,n 
iePj 
x,>0. 
Since all he coefficients of the objective function are 
nonnegative, optimal Xy are given by 
^ij=< 
1, if Xjj has the smallest coefficient in theobjective 
function, where / G (S, u Sj) Pi Pj 
0, otherwise 
The ties for the smallest objective coefficient can be 
broken arbitrarily. 
I t is also possible to develop simple tests that will 
simplify the search procedure: 
Test 1 : At a given node, a variable y, is fixed at level 1 for 
all the emanating branches if the reduction in 
variable cost as a result of shipping from plant / 
exceeds the fixed cost /c, charge for "opening" the Z^ '' 
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plant. This can be expressed mathematically as 
follows: 
Since the exact reduction is not known at this point, 
a lower bound may be used. Define 
A,y = min {max(c^j - c. ,0)}, IGSJJ^ DJ 
This gives a lower bound on the reduction in variable 
costs as a result of supplying destination j from plant / rather 
than from plants k, k&{SyKjS.^)c\Pj,k^i. I t then follows that 
yeD, 
Test 2: This test provides a means for reducing the number 
of elements in D,(=«,) as follows. If 
mm{c^ j - c^ .} < 0, ieS2,je D, 
then it is not promising for plant i to supply destination j , and 
the element j is dropped from the set D,. Naturally, if this 
condition holds for all J G D , , then y.=0 for ail the emanating 
branches. 
Test 3: This test is related to test 1. Let A,^  be defined as in 
test 1 but with k^SynFj only. Then an upper bound on the 
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cost reduction for opening a plant i is J ] A,;,. Then j , = 0 if 
jeDt 
Naturally, these three tests are used in conjunction with 
the regular features of the (improved) Land-Doig algorithnri in 
order to economize on both storage requirements and 
computation t ime. 
4.3 TRAVELING SALESMAN PROBLEM 
Consider the situation of sequencing n jobs on a single 
facility. A setup cost is incurred every time a new job is 
scheduled, but this setup cost depends on the immediately 
preceding job that was processed on the facility. For example, in a 
paint factory, the setup cost for producing white paint after red 
paint is higher than when the order is reversed, that is, when white 
paint precedes red paint. The setup costs in this case are said to be 
sequence dependent. The objective is to determine the sequence 
that minimizes the total sum of setup costs. 
This type of problem was given the classical name "traveling 
salesman," because each job may be thought of as a "city." The 
"distances" between the cities take the place of the setup costs. 
The salesman Is to visit each city once, and the shortest tour by 
which he can visit all the cities must be determined. 
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The traveling salesman problem can be formulated 
mathematically as follows: A tour including n cities is said to 
consist of n directed arcs [an arc represents a (one-way) route 
between two consecutive cities]. These arcs will be designated 
with the according to their order in the tour, so that the kth 
directed arc is associated with the /cth leg of the itinerary. 
fl, if tite kth directed arc is from city ito city yl 
'^  [O, otherwise J 
The constraints of the problem may be classified under four types: 
(i) Only one other city may be reached from a specific city /: 
(ii) Only one route may be assigned to a specific k: 
• J 
(iii) Only one other town may initiate a directed arc to a specific city 
Z H^ijk^l J = \,2,...,n 
i k 
(iv) Given that the /cth directed arc ends at some specific city j, the 
(/f+l)st arc must start at the same ci ty; . This ensures that the trip 
consists of "connected" segments: 
Z^y i = Yj^jr{k+\)^ for all j and k ^-jrik X) 
/ r 
The objective function is then given as: 
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minimize 
/• j k 
Where dy is the shortest (one-way) distance from city / to city 7. 
The above formulation, although relatively simple, leads to 
problems of monumental sizes even for small n. For example, for 
n=5 there are 125 variables and 40 constraints, while for n=10 
there are 1000 variables and 130 constraints. The feasibility of 
solving problems of a practical size using the above formulation is 
thus highly questionable. 
Subtour Elimination Algorithm for solving TS Problem Using 
Branch and Bound Method: 
This algorithm is based on the general branch-and-bound 
principle. The only details required to complete the algorithm are: 
(1) determination of upper and lower bounds on the 
optimum objective of the traveling salesman problem; that 
is, given that z* is the optimum objective value associated 
with a tour, then z and z are determined such that z <. z* 
<. z , and 
(2) specifying the exact procedure for branching at each node. 
Initially, set z =QO. However, if the (feasible) tour ( 1 , 2, . . . , n, 
1) has C12 + C23 +.... + Cni < 00, then zmay be set equal to this 
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amount. The initial value of zis determined by solving the 
assignment model associated with the (original) traveling salesman 
problem. If z° is the optimal objective value of the assignment 
problem, then z = z° is a legitimate initial lower bound. 
Naturally, if the solution associated with z° is a tour, the 
computations terminate. Otherwise, the given solution consists of 
at least two subtours. Select the subtour with the least number of 
cities. Let such a subtour include cities i i , /2,..., and ik. Then 
Xj ,^ = Xj , = = x,^jj= 1. Branching Is designed so that the 
assignment problems associated with subsequent nodes 
emanating from the current node will eliminate this subtour. This 
can be effected by setting one of the variables Xj^,^, . . . , X/^j equal 
to zero, which gives rise to k branches or subproblems. In order 
for each sub-problem to remain an assignment model, the 
condition x,y= 0 can be effected by setting c,y= oo in the C-matrix 
at the immediately preceding node. 
The exact algorithm Is summarized as follows: At the t^ ^ 
Iteration (node) let z* be the optimum objective value of the 
associated assignment problem. Because the lower bound on z* 
changes with the node, z^ will automatically define zat t*^  node. 
(Notice that z Is the same for all nodes.) 
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step 0 Determine z°. If the associated solution is a tour, 
stop. Otherwise, record z= Cu + C23 + + c^and ( 1 , 2,..., n, 1) 
as its associated tour. Set t = 0, then go to step 1. 
Step 1 Select a subtour solution associated with ^ that has the 
smallest number of cities and initiate as many branches as the 
number of Xjj-variables at level one that define the subtour. For the 
(i,j)-branch define a new cost matrix that differs from the one from 
which it is generated in that Cy =<», Set t = t + 1 and go to step 2. 
Step 2 Select one of the "unbranched" nodes. If none is left, 
stop; the tour associated with zis optimum. Otherwise, go to step 
3. 
Step 3 Solve the assignment problem associated with the selected 
node. Three cases will result: 
(i) If z* > z , then the current node is fathomed since it cannot 
yield a better tour than that associated with z . Set t = t + 1, 
then go to step 2. 
( i i ) I f z^  < z and the associated solution is a tour, then set z = 
z^  and record the associated tour as the best solution so far 
available. Set t = t + 1 and go to step 2. 
(iii) If z^ <z but the associated solution is not a tour, then 
set t = t + 1 and go to step 1. 
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