Abstract. We develop a method for performing boolean convolutions efficiently in word RAM model of computation, having a word size of w = Ω(log n) bits, where n is the input size. The technique is applied to approximate string matching under Hamming distance. The obtained algorithms are the fastest known. In particular, we reduce the complexity of the Amir et al.
Introduction
A word RAM is a random-access machine with unit-cost operations for operands of w bits, and having instruction set similar to modern computers. Traditional model used e.g. in sorting or string matching algorithms is the comparison model, where the algorithm complexities and lower bounds are measured by the number of pair-wise comparisons required to perform the task. However, the word RAM model is much more natural and realistic given the modern computers. This model has become ever more popular since the appearance of fusion trees [2] (showing that n integers can be sorted in o(n log n) time in word RAM).
The word RAM model has been implicit in most algorithm analyses, but the algorithms generally have not taken the advantage of it. One such algorithm is the famous fast Fourier transform (FFT), an efficient method to compute the discrete Fourier transform. The algorithm assumes word RAM model in which arithmetic operations of w = Θ(log n) bits (where n is the input size) can be done in constant time. FFT is one of the most powerful tools in various fields of computer science and engineering.
One of the reasons of the wide applicability of FFT is that convolutions and polynomial multiplications can be computed in O(n log n) time, and e.g. many approximate string matching problems can be reduced to convolutions. This idea dates back to 1974, when Fischer and Paterson introduced convolution-based techniques [3] for tackling with several string matching problems. Since then, many new algorithms using the same general approach have been presented, see e.g. [4, 1, 5] for a variety of string matching problems and FFT-based solutions.
An interesting result was achieved by Indyk [6] . He gave an O(n)-time Monte Carlo algorithm for boolean convolutions, which let him obtain a number of other results, for example for wild card matching.
In this paper, we consider approximate string matching permitting mismatches. We are given a text string of length n and a pattern string of length m over some integer alphabet of size σ, and we want to either compute the number of mismatches for each possible pattern alignment over the text (Hamming distance) or report every text position where the number of mismatches is at most k. The classic convolutions-based solution [3] solves the Hamming distance problem in time O(σn log m). This can be improved to O(n √ m log m) time [7, 8] .
The current state-of-the-art is a hybrid algorithm with O(n √ k log k) time [1] . We improve the classic algorithm (which is used as a component in many other, e.g. in the cited [7, 1] algorithms) to run in time O(σn log 2 m/w) and consequently the O(n √ k log k) time algorithm to run in time O(n + n k/w log k).
We note that there are other techniques to obtain sub-quadratic time complexity for Hamming distance or k-mismatches (cf. Table 1 ). Landau and Vishkin [9] used a suffix tree augmented with the lowest common ancestor (LCA) data structure, to achieve O(nk) time. Bit-parallelism can be used to simulate a nondeterministic automaton; the best result along these lines [10] yields O(nm/w) time. A prime-number encoding scheme was proposed in [11] for k-mismatches with character classes, to achieve O(nσ) time if, for example, both log 2 m = O(log n) and log m = O(σ) hold. Table 1 . Our results. We assume that w = Ω(log n), and σp ≤ min{σ, m} is the number of distinct symbols in the pattern. All results for Hamming distance apply to k-mismatches as well.
Problem
Previous results Our results Hamming distance O(σ p n log m) [3] O [9, 12, 13] In this paper we present two techniques for calculating several convolutions in parallel, using word-level parallelism. One of them samples the text in several locations (or alternatively can be used for searching multiple patterns), the other parallelizes computations across the alphabet. The first technique is more efficient but cannot be used for extremely long patterns (of length close to the length of the text).
We assume word RAM model of computation, with a word length of w bits. The theoretical model imposes that w = Ω(log n), where n is the input size. The practical view is that w = 32 or w = 64 in current typical CPU architectures, and growing 3 . Like other works applying FFT and convolutions, we also assume that multiplication of two w-bit words can be done in O(1) time. For large w this may not be the case. Assuming that multiplication takes O(log w) time, our result e.g. for k-mismatches becomes O(n + n k log w/w log k). We note that the wide word assumption occurs more and more often in algorithmics [14] [15] [16] . If not stated otherwise, logarithms used throughout the paper are in base 2.
Multiple convolutions with vector packing
Let us have two vectors, τ = τ 0 τ 1 . . . τ n−1 and ρ = ρ 0 ρ 1 . . . ρ m−1 , over some integer alphabet. We also assume that m < n (and often m n). We are interested in sums of the form
for each possible i. Convolution of two vectors each of length n takes O(n log n) time by using FFT (the convolution theorem), hence computing ρ⊗τ (i) for every i takes O(n log m) total time, if we divide τ to n/m overlapping blocks, each of length 2m. From now on, we assume that this machinery is taken as a black box, and in particular we assume that this division to blocks is implicit. This is the basis of numerous string matching algorithms based on FFT. Basically, various problem instances are solved by encoding the problem to suitable vectors τ and ρ. The first string matching algorithm based on this general idea was by Fischer and Paterson [3] ; they gave an algorithm for matching with wild cards.
We 
Each value τ i still fits into w bits, and the whole vector τ can be easily computed in O(n) time. Note also that the fields cannot interact with each other, i.e. there is no possibility of a carry from one field to the next. Define
Alg. 1 Word-packed-convolution(τ, n, ρ, m, u).
Compute S (i) = ρ ⊗ τ (i) for all i using FFT 10 /* postprocessing */ 11
. S is a packed representation of S.
Now the values S (i) for all i can be computed in O(n + log m) time with FFT. Given S , we can trivially obtain S in time O(n). Alg. 1 shows more details. In Sec. 3 we present how this general scheme can be used to obtain efficient string matching algorithms for Hamming distance.
On computing the convolutions. We note that "FFT" algorithm in general refers to computing the discrete Fourier transform (DFT), or its inverse, of a (sampled) complex or real function. In other words, DFT is susceptible to the inherent inaccuracy of floating point arithmetic, due to its finite precision (e.g., roundoff errors). This is usually not a problem, since Θ(log m) bits of precision is enough in many string matching applications. In our case, however, we need Θ(w) bits of precision, where w may be large as compared to log m (or even to log n). However, the number-theoretic transform (NTT) operates with modular arithmetic on integers, and thus is accurate. What is important for our case, is that NTT (and its inverse) can be computed with the same algorithms as DFT, and that the convolution theorem holds for NTT as well. Hence we can compute the convolutions efficiently and precisely using fast number-theoretic transforms. Since NTT can be computed with FFT algorithm, we continue to speak about FFT. For more details, see e.g. [17] .
Applications
In what follows, we have a pattern
The problem is then to report every text position i that has a pattern occurrence, under some particular matching model.
We now present improved solutions to some basic algorithms to illustrate the technique. Convolutions (computed with FFT) are used as a component in many other algorithms, e.g., δ and γ matching. We do not cover those here. However, our technique has applications in those algorithms as well.
Improved algorithm for Hamming distance
The classic FFT-based algorithm for Hamming distance works as follows. For each symbol c from the alphabet we create a bit-vector ρ c of length m, with bits 1 at positions where c occurs in P , and 0s elsewhere, i.e. ρ c j = 1 iff p j = c. Similarly, τ c i = 1 iff t i = c. Having this representation, we calculate S c (i) using FFT in O(n log m) time. The result for each text position is a multiplication of two binary vectors, i.e., the number of matching pairs of bits 1. This is repeated for all the σ symbols, and the results are summed to obtain S(i) = c∈Σ S c (i), which is the total number of matches for a position i; in other words, the Hamming distance is m − S(i). The algorithm obviously runs in O(σn log m) worst case time.
To improve this algorithm, we map τ to τ for each symbol (see Fig. 1 for an example with unrealistically small n). For this, we must fix the value of u. As the algorithm computes the number of matching characters between P and a window of T , the sum is at most m. Hence the number of bits needed for any value S(i) is u = log(m + 1) . We use this value and proceed as above using the new representation. The total time for the convolutions is then O(σ log m), which is O(σn log 2 m/w). The preprocessing step takes O(σn log m/w + n) time (zeroing the vectors plus filling the actual values). Alternatively, the vectors τ c can also be built incrementally from τ c−1 with setting and unsetting each affected field separately, which can be done in O(n) total time; as the preprocessing is never dominating in our algorithms we omit the details of this variant. The values of S can be computed from S trivially in time O(σn), but we can add b values in parallel using directly the packed representation, which gives O(σn log m/w + n) total time for the postprocessing. The final complexity is then dominated by the convolutions. Alg. 2 gives the pseudo code. We have just obtained: We note that S c needs to be computed only for the cases where c occurs in P , as otherwise we know that all S c (i) values are 0s. Let σ p be the number of distinct alphabet symbols occurring in P , i.e. σ p ∈ {1 . . . min(m, σ)}. Second, we can derive a better bound for u, but this time the bound will be different for each symbol c. That is, assuming that symbol c occurs σ c times in P , we use the value u c = log(σ c + 1) . Hence the total time for the convolutions becomes Hence the average time depends on the compressibility of P , or more precisely on the 0-order entropy of P . The lower the entropy is, the faster the convolutions are computed. Given the convexity of the log function, the worst case Alg. 2 Word-packed-Hamming-distance(T, n, P, m).
/* Convert match counts to Hamming distance */ 23
is when all u c values are equal, and therefore the time is upper bounded by O(σ p n/w log(m/σ p ) log m). Summing up the vectors can be done in O(σ p n) time, which may be slower than previously, as we cannot parallelize the process easily anymore. Still, by assuming that u c < ε log n, for some constant ε < 1 (e.g., ε = Thus computing the convolutions dominates the postprocessing as long as w = O(log n log m), and the complexity is then O(n + σ p n log(m/σ p ) log m/w).
Matching permitting k mismatches
In Our aim is to improve Case 2 (a), which is based on convolutions and FFT. The improvement basically follows their ideas, but we obtain different optimal values of α and β. The complexity of the above scheme (the whole algorithm) is O(nα + nβ log m), with the restriction that αβ ≥ 2k. We can compute the convolutions more efficiently using our technique (Alg. 2), the only difference here is that the alphabet size is effectively reduced to β. Hence the complexity becomes O(nα + nβ log 2 m/w). Using α and β as above, we obtain base-line algorithm [7, 8] can be used instead. Assume again that symbol c is frequent if it occurs at least α times. Consider now the infrequent symbols, i.e. those that occur less than α times. The contribution of these symbols to the match can be computed by a simple linear scan over the text, spending O(α) time per text position. The number of frequent symbols in P is then at most m/α, and their contribution can be handled by using convolutions. Hence the total time is O(nα + nm/α · log m), which is optimized by choosing α = √ m log m. Similarly as before, if we compute the convolutions with our algorithm, the optimum turns out to be α = m/w log m, and the total time becomes O(n m/w log m).
Multiple matching under Hamming distance
The problem of multiple matching under Hamming distance or k mismatches model can be stated as follows: Given a text T , a set P of r patterns, P = {P 1 , P 2 , . . . , P r }, and r non-negative integers k h , for h ∈ {0 . . . r − 1}, report all text positions i such that there exists an index h ∈ {0 . . . r − 1} for which p h j = t i+j for at least m − k h locations j from the set 0 . . . m − 1. A less general problem variant could assume all error thresholds for the r patterns equal, but for our algorithm handling different k h parameters does not pose any difficulty.
A naïve application of the Fischer-Paterson k-mismatches algorithm for multiple patterns would be to calculate the convolutions for each alphabet symbol and each pattern separately; then the products over the entire alphabet for each pattern are summed up, and whenever the sum for a given pattern reaches its corresponding threshold, a match is reported. In what follows, we keep the O(σ) multiplicative factor but parallelization is used to handle several patterns at the same time.
The technique is similar to what we used for a single pattern. Again the text T is mapped to τ , that is, τ c i = 1 iff t i = c, and 0 otherwise. Likewise, each pattern P h in the set P is mapped to corresponding ρ(h) vector. However, this time we do not pack τ to τ . Instead, we pack several ρ vectors into a single word of w bits. Again, the basic method assumes that u = log(m + 1) , and thus each word can pack b = w/u values.
Similarly to our previous technique, define a new vector ρ :
This vector uses ru bits per element, which may be larger than w; in such case we just divide the set into smaller subsets. For simplicity we assume this implicitly. Then we can define and compute S (i) = ρ ⊗ τ (i) for each alphabet symbol, and sum up the results as previously. Each obtained sum, however, is a w-bit concatenation of u bit-fields, each of which stores the match count for a single pattern for its group. Testing for a match, i.e., if the match count is at least m − k h for P h , can be done naïvely, in O(r) time overall, per text location. To sum up, the overall time complexity of this algorithm involves O(σ(n + rm) log m/w + n + rm) preprocessing time, O(σn r/(w/ log m) log m) time for calculating convolutions with FFT, O(σn log m/w) time for summations over the alphabet symbols (this complexity term is absorbed by the previous ones) and O(nr) time for match counter checks and reporting. Overall, we get O(σrm log m/w + rm + n(σr log 2 m/w + r)) worst-case time. Note that this is asymptotically the same as multiplying the complexity of our basic algorithm for single pattern by r, and that the same result can be obtained by applying the method in different ways.
Using different field widths (u) depending on the actual number of occurrences of the symbols in P works in this setting as well, even if that number is not the same for all the patterns. I.e. each field in the packed representation (ρ i ) can have different width.
Computing Hamming distance with alphabet packing
So far we discussed a way to represent several subsequences of the vector τ (or T , if we talk about text over some integer alphabet) in a single vector of w-bit integers before calculating the convolution. Now we demonstrate that the packing idea can also be applied for several alphabet symbols rather than subsequences of τ (or T ). This is interesting for the case of long patterns, in particular the case of m = Θ(n). In this section we assume integer alphabet and talk about text T and pattern P . We consider the Hamming distance problem.
The key component of our construction is a possibly dense subsequence A(N ) of {0, 1, 2, . . . , N −1}, where N = O(w/ log m) in our problem, not containing any arithmetic progressions of length r = 3. Finding properties of such subsequences (also for larger r) is a classic research topic in number theory [18] . In particular, Roth [19] proved that such subsequences for r = 3 (a result which was later improved to any r > 2) have density zero. In other words, |A(N )|/N must tend to zero. We start with a very simple observation that if we multiply all terms of A(N ) by the same positive integer, the newly-created sequence will not contain any r-term arithmetic progressions either.
It is easy to generate a sequence A(N ) such that |A(N )| tends to N log 
where u = log(m + 1) , and t j , 0 ≤ j < n, are symbols from T , and the characteristic function χ x (y) returns 1 iff x = y. Similarly we define vectors V i , with respect to the pattern P . The convolutions are now calculated (with FFT) between vectors U i and V i , for all i. From the definition of U i and V i , and essentially their relation to A(N ), we easily notice that the components of a convolution, i.e., the products of U i j and V i k , for given i, j and k, all affect different bit-fields (of size log(m + 1) bits) of the machine word that stores the final result, as long as the aligned pairs of symbols are unique. To obtain the match count requires adding the values in the relevant bit-fields, which we explain briefly on an example. Imagine that i = 0, s ≥ 19, and there are three matches for the alphabet symbol 9 for the current alignment of the pattern over the text. The machine word storing the convolution of the corresponding U 0 and V 0 vectors will then have value 3 in its A 18 -th bit-field. Mismatches also set some bit-fields but we simply ignore those. Overall, the time complexity of our algorithm is O(σn + σn log m/|A(w/ log m)|), which is asymptotically O(σn + σn log m(log m/w) 1−ε ), i.e., worse than the vector packing idea from Sec. 2. Still, if m is large, and in particular if m = Θ(n), this idea works better or is even the only one of those two applicable. More formally, we have obtained: 
Conclusions
We presented two techniques to speed-up existing algorithms for Hamming distance calculations and related problems. They are based on the concept of bitparallelization of FFT-based convolutions. The technique of matching the pattern against several subsequences of the text in parallel can trivially be adopted also for multiple pattern matching under Hamming distance. Note that in the k-mismatches variation of the problem we can immediately use different values of k for different patterns. We believe that our technique(s) have applications for many other string matching problems; exploring those possibilities is left for future work. One immediate application of our technique (not mentioned earlier in the paper) is matching with wild cards using the classic algorithm [3] . Other possibilities include especially music information retrieval motivated problems. For example, there exist FFT-based algorithms for δ-matching, (δ, γ)-matching and γ-matching [4, 5] , and bit-parallelism should be a way to improve their complexities.
Finally we note that other trade-offs for Hamming distance are possible; e.g. the techniques of Theorems 2 and 4 could be combined to avoid using look-up tables in the postprocessing. We leave the details for future work.
