Abstract. Continuing the work of [7] and [8] , we derive an analogue of the classical "k/12-formula" for Drinfeld modular forms of rank r ≥ 2. Here the vanishing order ν ω (f ) of one modular form at some point ω of the complex upper half-plane is replaced by the intersection multiplicity ν ω (f 1 , . . . , f r−1 ) of r − 1 independent Drinfeld modular forms at some point ω of the Drinfeld symmetric space Ω r . We apply the formula to determine the common zeroes of r − 1 consecutive Eisenstein series E q i −1 , where n − r < i < n for some n ≥ r.
Introduction
Let 0 = f be an elliptic modular form of weight k for Γ = SL(2, Z). For ω ∈ H, the complex upper half-plane, ν ω (f ) denotes its vanishing order at ω. Then (see e.g. [10] ):
(0.1) * ω∈Γ\H ν ω (f ) + 1 2 ν i (f ) + 1 3 ν ρ (f ) + ν ∞ (f ) = k/12, where * denotes the sum over a system of representatives of the nonelliptic classes of H modulo the action of Γ, i and ρ are the primitive 4-th resp. 3-rd roots of unity in H, and ν ∞ (f ) is the vanishing order at infinity. Note that the denominator 2 resp. 3 is the excess #(Γ ω )/2 of the size of the stabilizer group Γ ω (ω ∈ {i, ρ}), and 12 = 4×6/gcd (4, 6) , where 4 and 6 are the weights of the canonical generators (usually labelled g 2 , g 3 ) of the C-algebra of modular forms for Γ. Now replace the data Z, Q, R, C, H, Γ with A = F q [T ], K = Quot(A) = F q (T ), K ∞ = F q ((1/T )), C ∞ = completed algebraic closure of K ∞ , Ω 2 = C ∞ \ K ∞ , GL(2, A) as e.g. in [4] . Then a formula similar to (0.1) holds for Drinfeld modular forms f for GL(2, A) on Ω 2 , viz [4] 5.14:
(0.2) * ω∈GL(2,A)\Ω 2
where * is the sum over the non-elliptic classes in Ω 2 , ǫ is one fixed element of F q 2 \ F q , and ν ∞ is the (appropriately defined) vanishing order of f at ∞. The co-factor 1/(q − 1) of ν ∞ comes from the facts that the Drinfeld discriminant ∆ has a (q − 1)-th root h in the algebra of modular forms, and that the modular group is GL(2, A) instead of SL(2, A), see Remark 2.20 for more details.
The aim of the present work is to generalize (0.2) to Drinfeld modular forms of rank r ≥ 2 as in [7] and [8] . Here the vanishing order ν ω (f ) of one modular form f is replaced with the intersection number ν ω (f ) of a system f = {f 1 , . . . , f r−1 } of r − 1 independent modular forms at ω ∈ Ω r , the r − 1-dimensional Drinfeld symmetric space. The result is the formula in Theorem 2.19. We give a handful of examples to show its usefulness. Among others, we determine the common zeroes of the r − 1 Eisenstein series E q−1 , where n − r < i < n for some n ≥ r.
Notation. The notation largely agrees with that of [7] and [8] :
. . , g r−1 , h]) the ring of modular forms of type zero (resp. of modular forms of arbitrary type).
For any undefined notation and further explanation, we refer to [7] and [8] .
1. The moduli scheme M r A Drinfeld A-module φ of rank r ≥ 2 over C ∞ is given by an operator polynomial
with g i ∈ C ∞ , ∆ := g r = 0. Regarding the g i as indeterminates of weights w i := q i − 1, the moduli scheme of such Drinfeld modules is
the complement of the zero locus ∂M r of g r in the weighted projective space
where Mod(Γ) = C ∞ [g 1 , . . . , g r ] is the graded ring of modular forms of type zero for Γ. We also put
Then ∂M r is canonically isomorphic with M r−1 , which allows induction procedures.
(1.
3) The Drinfeld symmetric space Ω r comes with a natural structure of rigid analytic space. With each ω ∈ Ω r we can associate a homothety class of A-lattices Λ ω = Aω 1 + · · · + Aω r in C ∞ and its attached class of Drinfeld modules φ ω with
This way, the g i become modular forms of weights w i = q i − 1 and type 0, and the map
defines an isomorphism of the quotient analytic space Γ \ Ω r with (the analytic space associated with) M r . Here and in the sequel, we make no difference in notation between algebraic data (varieties V defined over C ∞ ) and analytic data (the corresponding analytic spaces V an ), or the underlying point sets.
(1.4) Let P be the projective space
. . , X r ]) with coordinate functions X 1 , . . . , X r , and π the map
For a natural number n coprime with the characteristic p, let µ n be the group of n-th roots of unity in C ∞ . Put
where the group µ q−1 is diagonally embedded into µ w i . Then H acts faithfully on P by (. . . ǫ i . . .)(. . . x i . . .) = (. . . ǫ i x i . . .), where ǫ i ∈ µ w i , and π is in fact the quotient map onto H \ P = M r .
(1.5) Recall the elementary fact that for natural numbers i and their associated w i = q i − 1: i|j ⇔ w i |w j , and therefore for any non-empty S ⊂ N:
where D x is the maximal constant diagonal subgroup of i∈Sx µ w i . By In particular, x is ramified under π (i.e., H x = {1}) if and only if at least one of x 1 , . . . , x r vanishes.
(1.7) A modular form of weight k and type zero for Γ is an isobaric polynomial of weight k in g 1 , . . . , g r , see [8] 1.8. We regard it as a form of weight
. . , g r ) for c ∈ C * ∞ . For such an f , the pullback π * f is a homogeneous polynomial of degree k in X 1 , . . . , X r , and the automorphy condition translates to (π * f ) • γ = π * f for γ ∈ Γ, which acts on P through left matrix multiplication.
(1.8) We adapt these considerations to modular forms of non-zero type. There exists a function h of Ω r such that
, and h is a modular form of weight w 
where the weight of the indeterminate h is w ′ r = (q r − 1)/(q − 1). Henceforth, we suppress the superscript r if no ambiguity arises. Let
is the Galois subcover of π : P−→M that corresponds to the image H ′ of
Similar to (1.7), a modular form of weight k and type m ∈ Z/(q − 1) is a form of weight k on M ′ . It may be written as an isobaric polynomial of weight k in g 1 , . . . , g r−1 , h of shape h m times a modular form of weight k − m • w ′ r and type 0, where 0 ≤ m < q − 1 is the standard representative. The pullback π ′ * f is a homogeneous polynomial in X 1 , . . . , X r and satisfies
2. The "k/12-formula".
The number r ≥ 2 is fixed throughout, and
(2.1) We call a family f = {f 1 , . . . , f r−1 } of r − 1 modular forms for Γ independent if their common vanishing locus
In what follows, let R be a noetherian local C ∞ -algebra with maximal ideal m and residue class field C ∞ , and regular of dimension n ≥ 1. In practice, R will be the local ring O ω,Ω for some ω ∈ Ω, or the (algebraic or analytic) local ring O x,P of P = P r−1 at x. In these cases, n = r − 1. For a system f = {f 1 , . . . , f n } of parameters of R (i.e., for large k, m k is contained in the ideal f R generated by f ) we define the intersection number of f at R as the length of the Artin ring R/ f R , which in the given case is the dimension
Some of the relevant properties are:
3) The completionR of R shares the requirements on R (noetherian, local, regular of dimension n) and
(2.4) If R is the local ring of a C ∞ -surface (i.e., n = 2) at a smooth point, ν(R, f ) agrees with the naive intersection number as defined in [9] V Sect. 1; (2.5) If R ′ is a subring subject to the same requirements as R and such that R|R ′ is finite and flat (hence free of some rank e ∈ N), and f is a system of parameters for R ′ , then it remains so for R, and the formula 
as an R ′ -module. For (2.6), consider the canonical exact sequence of finite-dimensional C ∞ -spaces
. Certainly, ϕ is well-defined and surjective, and its injectivity is a consequence of unique factorization in the regular ring R ( [3] , Theorem 19.19). Now the result follows from comparing dimensions.
2.7 Remarks. (i) As the algebraic local ring O x,V of a C ∞ -variety V and its "analytification" O x,V an share their completions, we need by virtue of (2.3) not distinguish between algebraic and analytic intersection numbers ν(., f ).
(ii) The conditions of (2.5) are fulfilled if R ′ is the subring of invariants (required to be regular) of a finite group H of automorphisms of R. In this case, e = rank R ′ (R) = #(H). 
where x runs through the points of P = P r−1 and ν x (f ) is the intersection number ν(O x,P , f * ), which is positive if and only if the f * i vanish simultaneously in x. (As usual, a "form" f is made a "function" f (i) around x through dehomogenization w.r.t. to the i-th coordinate, where x i = 0, and ν(·, f * ) = ν(·, f * (i) ) doesn't depend on the choice of i.)
Recall that π : P−→M = H \ P is the quotient map by the group H of (1.4). Let η be an element of H. Then
as η −1 transforms f * i to a constant multiple of f * i . That is, ν x (f ) depends only on the H-orbit of x, i.e., on the point z := π(x) ∈ M(C ∞ ). Putting
with the stabilizer H x of x, we find (2.8.3)
for each fixed x ∈ P(C ∞ ). Summing over the H-orbits in P(C ∞ ) and dividing by #(H), we find as a first approach to the wanted formula the following (2.9)
Remark. Although the definition (2.8.2) of ν z (f ) is motivated from (2.5) and the resulting (2.8.3), it wouldn't make sense to define ν z (f ) as ν(O z,M , f ), since, due to the presence of weights, the f i cannot be regarded as functions on M around z. In particular, ν z (f ) as defined by (2.8.2) is in general not an integer, see Remark 2.20. In order to answer the question, we construct a map α from a small neighborhood U of x (0) ∈ P(C ∞ ) to a neighborhood of ω (0) ∈ Ω such that α(x (0) ) = ω (0) and the diagram (2.11.1)
commutes. The wanted relationship will come out by looking at the structure of the O ω (0) ,Ω -algebra O x (0) ,P .
As h(ω (0) ) = 0, there exists a small neighbourhood V of ω (0) and a holomorphic functionh on V such thath 
for small ǫ > 0. Choosing first V and then U sufficiently small, we may assume that
• theg i are defined on V and are coordinates on V ;
• the map α : U−→V defined below is in fact well-defined; • for η ∈ H, η(U) ∩ U = ∅ implies η ∈ H x (0) , and
Here α : U−→V maps x = (x 1 : · · · : x r ) ∈ U to the point ω ∈ V with g-coordinatesg i (ω), where
and (2.11.1) in fact commutes. Now π| U : U−→π(U) and β| α(U ) : α(U)−→π(U) are faithfully flat as quotient morphisms, and so is α : U−→α(U). In particular, R := O x (0) ,P = O x (0) ,U is finite and faithfully flat as an algebra over 
Here s = gcd{i | 1 ≤ i ≤ r, g i (ω (0) ) = 0}, where we have used (1.5). As Γ/Z acts faithfully on Ω, the local ring
(2.13) We have determined H x (0) in (1.6). This yields
(2.14) Let η be an element of H x (0) , represented modulo µ q−1 through entries η i , where η i ∈ µ w i if x 
(2.15) By its very construction, the pullback α * (g i ) of (the germ of) F (g 1 , . . . , g r−1 , h) is an arbitrary modular form with an isobaric C ∞ -polynomial F , then α * (f ) = F (
and for an independent family f = {f 1 , . . . , f r−1 } of modular forms,
taking (2.5) and Remark 2.7 (ii) into account.
Having answered the question in (2.11), we may summarize what has been shown.
2.17 Proposition. Let ω ∈ Ω and x = (x 1 : · · · : x r ) ∈ P(C ∞ ) be such that π(x) = z = β(ω). Let further f = {f 1 , . . . , f r−1 } be an independent family of modular forms for Γ. Then the intersection numbers satisfy
Here #(Γ ω /Z) = w s /w 1 for some divisor s of r and #(H x ) = (
Proof. The second equality is the definition of ν z , and the first one is (2.16) together with H x /H ω ∼ = Γ ω /Z.
2.18
Remark. The map α used in (2.11)-(2.15) and therefore the O ω,Ω -structure of O x,P depends on the choice of the rooth of h. However, replacingh with another root c·h (c ∈ µ w ′ r ) changes neither α * (g i ) nor ν x (f ).
Let us come back to formula (2.9). Separating the left hand side into the contributions of z ∈ M(C ∞ ) and z ∈ ∂M(C ∞ ) and inserting (2.17), we find the ultimate form of the "k/12-formula".
2.19 Theorem. Let f = {f 1 , . . . , f r−1 } be an independent family of modular forms for Γ with weights k 1 , . . . , k r−1 . For ω ∈ Ω let s(ω) be the gcd of {i | 1 ≤ i ≤ r, g i (ω) = 0}, and put
where the left hand sum is over a system of representatives for Γ \ Ω. 
= ∆. Hence, for the points "at infinity" x = (1 : 0) ∈ P, z := π(x) = (1 : 0) ∈ ∂M, ν x (∆) = q 2 −1, ν z (∆) = 1 and correspondingly ν x (h) = q + 1, ν z (h) = 1/(q − 1). Each modular form f has a power series expansion
with respect to the uniformizer t(ω) "at infinity" ( [4] , Sect. 5), where a i vanishes if f is of type zero and i is not divisible by q − 1. The ν ∞ (f ) of (0.2) is the vanishing order with respect to t, while the present
is the (virtual, possibly fractional) vanishing order with respect to s := t q−1 . This explains the coefficient (q−1) −1 in (0.2). Similar reasoning applies to higher ranks r ≥ 2 and the vanishing order of modular forms along the divisor ∂M r . In this case, there is a uniformizer t along ∂M r , with respect to which modular forms may be developed, see [1] .
Examples.
We demonstrate how the formula of Theorem 2.19 may be applied. In this section, F denotes the "fundamental domain" for Γ on Ω described in [8] . The rank r is always larger or equal to 2. We start with a very simple case, where all the ingredients of (2.19) are already known.
3.1 Example. Let f be the family {g 1 , . . . ,ĝ j , . . . , g r }, whereĝ j means g j deleted. Then the right hand side of (2.19) evaluates to (q −1)/(q j − 1).
Case j = r. For each zero ω ∈ Ω of f = {g 1 , . . . , g r−1 }, s(ω) = r, i.e., the coefficient of ν ω (f ) in (2.19) is (q − 1)/(q r − 1), too, and there is exactly one such zero ω ∈ Γ\Ω, with ν ω (f ) = 1, in accordance with the non-vanishing of det Case j < r. There is precisely one zero z ∈ M (C ∞ ), in fact z ∈ ∂M(C ∞ ), with coordinates(0 : · · · : 1 : · · · : 0) (z j = 1), and precisely one x ∈ P(C ∞ ) above z. We have ν x (f ) = 1≤i≤r i =j w i , and so
further restrict the location of z as in the case j = r.
(3.2) In the next (much more interesting) examples, we deal with the forms E q −1 , the special Eisenstein series, and the para-Eisenstein series α i , both of weight q i − 1 and type zero, see [7] 1.12 or [8] Sect. 3. These satisfy various identities and recursions, from which we extract the following consequence.
3.3 Proposition. Let S = {m, m + 1, . . . , m + r − 1} be a set of r consecutive natural numbers and ω ∈ Ω. Then at least one of E q i −1 (ω) (i ∈ S) doesn't vanish. The same statement holds true for the α i .
Proof. Suppose that E q i −1 (ω) = 0 for all i ∈ S. The recursion [4] 2.7 with a = T , together with the fact E q i −1 = −β i implies that E q i −1 (ω) vanishes for all natural i ≥ m, which is absurd as the logarithm function log Λω (z) = − i≥0 E q i −1 (ω)z q i has finite convergence radius. The argument for the α i is similar: If α i (ω) = 0 for i ∈ S then α i (ω) = 0 for all i ≥ m by [8] 3.4 (ii). This however conflicts with the fact that e Λω (z) = α i (ω)z q i is not a polynomial.
3.4 Corollary. Let j ∈ S and S ′ := S \ {j}. Then the families
Proof. If the set of common zeroes in M of the E q i −1 (i ∈ S ′ ) is infinite, then it has positive dimension and intersects non-trivially with V (E q j −1 ). This contradicts 3.3. The argument for the α i is identical.
3.5 Example. Let n be a natural number larger or equal to r and S := {i ∈ N | n−r < i < n}. Then f := {E q i −1 | i ∈ S} is independent by (3.4). Further, f has no zero at the boundary ∂M r . For suppose z ∈ ∂M r (C ∞ ) is such a zero. It corresponds to a Drinfeld module φ of rank r ′ < r, represented by some ω ∈ Ω r ′ . If r ≥ 3 then (3.3) shows that the r − 1 ≥ r ′ consecutive E q i −1 (ω) cannot simultaneously vanish. If r = 2 then φ has rank one and is isomorphic with the Carlitz module. It is well-known that the E q i −1 for the Carlitz module don't vanish, see e.g. [4] 4.3. Now (2.19) reads
We are going to locate the zeroes of f on the fundamental domain domain F lie in F 0 = {ω ∈ F | |ω 1 | = · · · = |ω r | = 1} and correspond via reduction bijectively to the set Ω r (F (n) ). Two such zeroes are Γ-equivalent if and only if the corresponding elements of Ω r (F (n) ) are GL(r, F)-equivalent. All these zeroes ζ have multiplicity 1, i.e., ν ζ (f ) = 1.
We refrain from writing down the precise number of such zeroes ζ (or of zeroes ζ with s(ζ) a given divisor s of gcd(r, n)), which is an easy exercise in manipulating the Möbius function.
3.7 Example. Consider the family f = {α 2 , α 3 , · · · , α r }. It is independent without common zeroes at ∂M r . The right hand side of (2.19) yields 1. By [8] , Theorem 4.8, a zero ω of f in F must satisfy |ω 1 | = |ω 2 | = · · · = |ω r−1 | = q, ω 1 = 1, which excludes s(ω) > 1. Therefore, (2.19) implies that up to Γ-equivalence, there is exactly one zero ω of f , necessarily with ν ω (f ) = 1, and represented by an element of 3.8 Concluding remark. The vanishing sets of the Eisenstein series E q i −1 and the para-Eisenstein series α i and their intersections are Ksubvarieties of M r . Presumably they may be used for the construction of towers of curves over finite fields with many rational points in the style of [6] , but they are also interesting in their own right. A first concrete problem will be to find an analogue of Proposition 3.6 for the para-Eisenstein series α i .
