In the analysis or design process of reinforced concrete structures, the peak stress and strain in plain concrete under triaxial stress are critical. However, the nonlinear behavior of concrete under triaxial stresses is very complicated; modeling its behavior is therefore a complicated task. In the present study, several radial basis function neural network ͑RBFN͒ models have been developed for predicting peak stress and strain in plain concrete under triaxial stress. For the purpose of constructing the RBFN models, 56 records including normal-and high-strength concretes under triaxial loads were retrieved from literature for analysis. The K-means clustering algorithm and the pseudoinverse technique were employed to train the network for extracting knowledge from training examples. Besides, the performance of the developed RBFN models was estimated by the method of three-way data splits and K-fold cross-validation. On the other hand, a comparative study between the RBFN models and existing regression models was made. The results demonstrate the versatility of RBFN in constructing relationships among multiple variables of nonlinear behavior of concrete under triaxial stresses. Moreover, the results also show that the RBFN models provided better accuracy than the existing parametric models, both in terms of root-mean-square error and correlation coefficient.
Introduction
The response of a reinforced concrete structure is determined substantially by the material response of the plain concrete of which it is composed. However, in many structural situations, concrete is subjected simultaneously to various stresses in a number of directions, such as a beam-column joint under axial load and biaxial bending. Hence in the analysis or design process of real three-dimensional reinforced concrete structures, a realistic representation of the multiaxial stress-strain curve or peak stress and strain of concrete is greatly required.
It is well known that concrete is a composite material, composed of aggregates of varying sizes embedded in a matrix of hardened cement paste; its strength is a function of the strength of aggregate, cement paste, admixtures used, and the interaction between the components. The stress-strain curves of the two principal components are essentially linear, except at very high stress levels ͑Mindness et al. 2003͒ . Their differential response in concrete to an applied stress leads to inelastic behavior, and the stress-strain curve is highly nonlinear. In view of this, during the last few decades, there was a great effort aimed at developing analytical models that accurately predict the response of plain concrete to variable loading. Most early models focused on elasticity theory, yet more recently proposed models utilize general theories of solid mechanics including plasticity theory, damage theory, and fracture mechanics. By methods well described in the study of mechanics of materials, the multiaxial stress situation can be reduced to three normal stresses acting on three mutually perpendicular planes and thus ASTM C801 provides a standard test method for determining the mechanical properties of hardened concrete under triaxial loads.
The research on concrete under triaxial compressive loading is involving more and more investigators. A number of analytical models have been reported on the behavior of concrete under triaxial stress and the characteristic parameters for these models have been carefully examined since the 1980s ͑Ahamd and Shah 1982; Wang et al. 1987; Mander et al. 1988; Sheikh and Toklucu 1993; Cusson and Paultre 1995; El-Dash and Ahmad 1995; Menétrey and Willam 1996; Attard and Setunge 1996; Imran and Pantazopoulou 1996; Nielsen 1998; Razvi and Saatcioglu, 1999; Mei et al. 2001; Candappa et al. 2001; Sfer et al. 2002; Lokuge et al. 2005͒ . Generally speaking, a multivariable nonlinear regression analysis is performed so that the major parameters ͑such as concrete strength, level of confining stress, moisture content, and load path͒ are calibrated to fit the experimental results and to derive the relationships among the involved parameters. However, the nonlinear behavior of concrete under triaxial stresses is very complicated; modeling its behavior is therefore a hard task. Besides, to apply the statistical approach in a complex nonlinear system is quite tough since choosing a fitting regression equation involves technique and experience. Hence it would be of interest to develop new methods that are easier, convenient, and more accurate than the existing methods in light of the availability of more experimental data and recent advance in the area of data analysis techniques.
As stated previously, traditional nonlinear regression analysis is obviously inadequate when it comes to modeling data that contains highly nonlinear characteristics. By contrast, an artificial neural network ͑ANN͒ is a powerful data-modeling tool that is able to capture and represent complex input-output relationships. Especially the true power and advantage of neural networks lies in their ability to represent nonlinear relationships and in their ability to learn these relationships directly from the data being modeled. Recent researches have shown that ANN-based modeling is an alternative method for modeling complex nonlinear relationship. As a result, ANN modeling techniques have been rapidly applied in such diverse fields as engineering, business, psychology, science, and medicine over the past few decades. During the last two decades, in civil engineering, the methodology of ANN has been successfully applied to model the structural behavior and properties of concrete materials such as strength, durability, expansion, and constitutive modeling ͑Ghaboussi et al. 1991; Yeh 1999; Zhao and Ren 2002; Tang et al. 2003 Tang et al. , 2007 Jain et al. 2008͒ .
ANN virtually consists of a number of processing elements ͑or artificial neurons͒ that are arranged logically into three or more layers and interact with each other via weighted connections to constitute a network. Therefore, ANN is a viable computational model for a wide variety of problems. The most commonly used ANN is probably the multilayer perceptrons ͑MLPs͒ network with back-propagation algorithm that uses the gradient-descent method to minimize the error between the network outputs and the target outputs ͑Rumelhart et al. 1986͒. However, for nonlinear modeling themes in real applications, MLP networks have poor process interpretability and are hindered by problems associated with weight optimization such as slow learning and local minimization ͑Jang et al. 1997͒. Since the 1990s, a special kind of neural network, i.e., the so-called radial basis function network ͑RBFN͒, has been applied as alternatives to alleviate some of the limitations of MLP networks ͑Bishop 1997͒.
In view of the above statements, this study aimed at investigating the application of RBFN in predicting the peak stress and its corresponding strain in plain concrete under triaxial stress. First, some fundamental aspects and mathematical equations for the nonlinear constitutive stress-strain relationships of confined concrete are introduced to highlight the difficulties associated with analytical model for hardened concrete under triaxial loads. Subsequently, a brief overview on the RBFN-based methodology for modeling is described. Then, 56 records including normaland high-strength concretes were retrieved from existing literature ͑Attard and Setunge 1996; Imran and Pantazopoulou 1996͒ for analysis. Moreover, the calculated results were compared with the experimental values and with those determined from the Attard and Setunge ͑1996͒ and Richart et al. ͑1928͒ models.
Behavior of Concrete under Triaxial Stress
A lot of experiments have been executed to elaborate the theory of concrete facture under triaxial stresses. Most of these data are valid in particular for triaxial compressive stresses ͑ 1 Ͼ 2 = 3 ͒, where 1 , 2 , and 3 are the maximum, intermediate, and minimum principal stresses, respectively, as shown schematically in Fig. 1 . When conducting a triaxial test, hydrostatic pressure is often raised to some level and is then held constant until failure occurs under an increasing axial load. Presently, several prediction equations are available in the literature to predict the behavior of confined concrete. Among them, two prominent methods, which are selected and used in this study for comparison of the results from the neural networks, are outlined in the following.
Richart et al. Model
Richart et al. ͑1928͒ found that the strength and ductility of concrete are greatly increased under conditions of triaxial compression by uniform hydrostatic pressure. The incremental strength and ductility due to confinement can be expressed as follows:
in which f cc = maximum axial stress ͑or compressive strength͒ of confined concrete; f cp = maximum axial stress of unconfined concrete; f l = lateral confining pressure; cc = axial compressive strain at peak stress of confined concrete; and cp = axial compressive strain at peak stress of unconfined concrete.
Attard and Setunge Model
Attard and Setunge ͑1996͒ presented a strength criterion for the ultimate strength of confined concrete subjected to low confining pressure. The proposed formula extends into the tensioncompression domain and is defined by 
͑5͒
where f t = tensile strength of concrete and k = parameter that reflects the effectiveness of confinement. As for the strain at peak stress, the following equation is proposed: Note: w / c = water-cement ͑or binder͒ ratio; f cp = maximum axial stress of unconfined concrete; f l = lateral confining pressure; cp = axial compressive strain at peak stress of unconfined concrete; E c = modulus of elasticity of concrete; f cc = maximum axial stress of confined concrete; cc = axial compressive strain at peak stress of confined concrete; f RBF = predicted peak stress using RK14-F4͑4-11-1͒ model; RBF = predicted peak strain using RK14-E4͑4-11-1͒ model; f R = predicted peak stress using Eq. ͑1͒; R = predicted peak strain using Eq. ͑2͒; f A = predicted peak stress using Eq. ͑3͒; A = predicted peak strain using Eq. ͑6͒. Fig. 2 shows the typical architecture of a RBFN with an input layer of D neurons, a hidden layer of M neurons, an output layer of P neurons, adjustable weights that exist only between the hidden and output layers, and biases at each output neuron. The input layer serves only as input distributor to the hidden layer, where they are transformed into a high-dimensional feature space using radial basis functions, called basis functions. The basis functions are exponentially decaying nonlinear functions and are radial functions, which have radial symmetry with respect to a center. The centers can be regarded as the neurons ͑or nodes͒ of the hidden layer. Each neuron in the hidden layer is a radial function. Then, the transformed data in this space are linearly transformed in order to approximate the target outputs. A commercially available software package, statistica Neural Networks, was used to establish RBFN models for predicting the peak stress and strain in plain concrete under triaxial stress. Details on the establishment of the RBFN models, along with sources of the data that are used in the development, are described below.
Data Set
The experimental data used in this study include 56 records, which are taken from the tests carried out by Attard and Setunge ͑1996͒ and Imran and Pantazopoulou ͑1996͒. The tests were done on cylindrical specimens using a triaxial cell and the stress path was followed in the conventional cylindrical triaxial test. In other words, axial compressive stress was gradually applied under displacement control, while the level of confining pressure was maintained. The complete list of the data is given in Table 1 , where the name and the source of each specimen are referenced.
To avoid the over-fit phenomenon, the so-called "three-way data splits" ͑i.e., divide the available data into training, validation, and test set͒ were adopted. Furthermore, in order to make the best use of limited data for training, model selection, and performance estimation, the method of K-fold cross validation was also adopted in the present study ͑Vapnik 1998͒. The data were randomly split into K equal parts and two different numbers of K were chosen ͑i.e., K = 8 and K =14͒. For each of K experiments, K-2 folds were used for training, while the remaining twofolds were used for validation and testing, respectively. This procedure is illustrated in Fig. 3 for K =8.
Selection of Input and Output Variables for RBFN Models
Determining the network architecture is one of the most important tasks in the development of ANN models. Generally speaking, it requires the selection of the input and output parameters which will restrict the number of the input and output nodes of the network. Fortunately, selection of input variables for a network model could be guided by examining those parameters given in the aforementioned references since the existing empirical equations represent a survey of various statistical regression attempts for correlations between the behavior of confined concrete and characteristic parameters. Various RBFN models were considered for predicting peak stress, f cc , and corresponding strain, cc , in plain concrete under triaxial stress. After a series of simulations, it was found that the best input representation for the different output variables ͑i.e., f cc and cc ͒ consisted of four variables: maximum axial stress of unconfined concrete, f cp ; lateral confining pressure, f l ; axial compressive strain at peak stress of unconfined concrete, cp ; and modulus of elasticity of concrete, E c . The architectures of the developed ANN models for f cc and cc are shown separately in Table 2 . The first column in Table 2 denotes the K-fold partition and the neural network structure for f cc . For example, RK8-F1͑4-10-1͒ stands for the RBFN model using the experiment 1 of eightfold partitions ͑see Fig. 3͒ and it has three layers ͑i.e., four input neurons in the first layer, one hidden layer with 10 hidden neurons in the second layer, and one output neuron in the third layer͒. In addition, several MLP models are also developed for comparison ͑see Table 2͒ .
Network Topology and Training Algorithm
The training of a RBFN takes place in two distinct stages. Usually, the centers and width factors of the radial basis functions must be set, then the linear output layer is optimized. In the study, the centers stored in the radial hidden layer were optimized first using a kind of unsupervised training technique, i.e., the K-means method ͑Moody and Darken 1989͒. A set of data points was selected at random from the training data subset. These data points were the seeds of an incremental K-means clustering procedure and these K-means centers were used as centers in the RBFN. Then the width of the data was reflected in the radial deviations and deviations were assigned by the K-nearest neighbor method. In other words, each basis's deviation is individually set to the mean distance to its K nearest neighbors. Hence, deviations are smaller in tightly packed areas of space, preserving detail, and higher in sparse areas of space. After centers and deviations were set, the linear output layer was optimized using the pseudoinverse technique ͑Haykin 1999͒. 
hj(x) As previously mentioned, the data set was divided into three subsets: training, validation, and test cases. To reiterate, the neural networks were trained using the training subset only. The validation subset was used to keep an independent check on the performance of the networks during training, with deterioration in the validation errors indicating overlearning. If overlearning occurs, the software stops training the network and restores it to the state with minimum validation error. The validation error was also used by the software to select between the available networks. However, if a large number of networks are tested, a random sampling effect can kick in and one may get a network with a good validation error which is not actually indicative of good generalization capabilities. Therefore, a third subset ͑i.e., the test subset͒ was maintained and one could visually inspect performance after training. A great amount of networks were tested. The best network found for a great diversity of ANN models was retained. The performance of the developed ANN was measured in two aspects: one is the value of root-mean-square ͑RMS͒ error of the network output to the target output and the other is the Pearson correlation coefficient, r, between the network output and the target output. In principle, the lower the RMS error value or the higher the r value is, the better the prediction relationship will be. Judging from Tables 3 and 4 , it can be concluded that the developed RBFN models had a good generalization performance in terms of the average RMS error and r values obtained from the K-fold cross-validation with K = 14. Especially, the average r values for the training, validation, and testing subsets are all greater than 0.97 ͑see Tables 3 and 4͒. The results demonstrate the peak stress and strain in plain concrete under triaxial stress can be accurately estimated using four input variables ͑i.e., f cp , f l , cp , and E c ͒. This is quite consistent with most existing analytical methods. Besides, as compared with MLPs ͑refer to Tables 3 and 4͒, RBFNs not only trained quite rapidly during training but also provided fairly good accuracy.
Comparison with Empirical Equations
In order to evaluate the capabilities of RBFNs in predicting the peak stress and strain of plain concrete under triaxial stress, two developed RBFN models ͓i.e., RK14-F4͑4-11-1͒ for f cc and RK14-E4͑4-11-1͒ for cc ͔ were chosen. A comparison of the predicated results obtained with the two RBFN models and the aforementioned empirical equations are given in Table 1 . In Table 1 , all models used the same training, validation, and testing data to calculate the predicted peak stress, f ccp , and its corresponding axial strain, ccp , in confined concrete. Regarding all 56 specimens, the experimental peak stress ͑f cce collected from the literature͒ is plotted against the predicted values, as shown in Figs. 4͑a-c͒. To show the overall trend of correlation, the theoretical line with f cce / f ccp = 1 was drawn on the graphs along with the data points plotted. The nearer the points gather around the diagonal line, the better are the predicted values. Figs. 4͑a and b͒ show that the correlation between the values of f cce and f ccp was deemed satisfactory for the weaker specimens by Eqs. ͑1͒ and ͑3͒, while the correlation for the stronger specimens was more scattered, particularly by Eq. ͑1͒. By contrast, Fig. 4͑c͒ clearly shows that the less scatter of data around the diagonal line confirms the fact that neural network-based model is an excellent predictor for the value of f cc . Overall, it can be observed that a larger variation in the accuracy was noticed in the Richart et al. model. Therefore, based on the 56 records, an improved equation for Eq. ͑1͒ is proposed as follows:
where the parameters are as previously defined. The coefficient of determination, R 2 , of Eq. ͑7͒ is 0.97 and thus a superior f cce versus f ccp plot is obtained, as shown in Fig. 4͑d͒ .
As for the axial compressive strain at peak stress of confined concrete, the experimental strain ͑ cce collected from the literature͒ is also plotted against the predicted values ͑ ccp ͒, as shown in Fig. 5 . It is evident from Figs. 5͑a and b͒ that the correlation between the values of cce and ccp was less than satisfactory by Eqs. ͑2͒ and ͑6͒. As expected, the neural network approach provides better results ͓Fig. 5͑c͔͒. Similarly, based on the 56 records, the following modified equations are proposed separately for Eqs. ͑2͒ and ͑6͒:
where the parameters are as previously defined. The R 2 values for Eqs. ͑8͒ and ͑9͒ are 0.94 and 0.98, respectively. Consequently, better cce versus ccp plots are obtained ͓Figs. 5͑d and e͔͒.
Furthermore, for comparison purpose, the values of RMS error and r for the entire data set in various models are listed in Table 5 . For example, the values of RMS error and r by RK14-F4͑4-11-1͒ model were 6.28 MPa and 0.9924, while by RK14-E4͑4-11-1͒ model were 0.00065 and 0.9983. Concurrently considering the peak stress and the corresponding strain, the overall predictions from the RBFN models were found to be better than the aforementioned parametric models and the proposed regression models. This indicates that the use of RBFN is an appropriate and powerful tool for predicting the peak stress and strain in normal-and high-strength concrete under triaxial stress.
Computational Simulation of Peak Stress and Strain in Concrete
Having trained a reliable neural network, one can use it to make predictions on new data. However, the trained model is implicit and hidden in the network structure as well as the optimized weights between the nodes. Therefore, computational simulation of peak stress and strain in concrete under triaxial stress was performed using the trained RBFN models.
The relative importance of the input variables used can be examined by the so-called sensitivity analysis. In sensitivity analysis, the data set is submitted to the network repeatedly, with each variable in turn treated as missing, and the resulting network error is recorded. If an important variable is removed in this fashion, the error will increase a great deal; if an unimportant variable is removed, the error will not increase very much. The sensitivity analysis of the RBFN models shows that lateral confining pressure, f l , and maximum axial stress of unconfined concrete, f cp , were the main influential factors in predicting f cc and cc ͑Table 6͒. Therefore, several RBFN models using only two parameters ͑i.e., f l and f cp ͒ or three parameters ͑i.e., f l , f cp , and cp ͒ as the input variables were also developed. The architecture of those ANN models is shown in Table 2 and they also have a good performance in predicting f cc and cc ͑see Tables 3 and 4͒ . For example, Fig. 4͑e͒ demonstrates that RK14-F4͑2-7-1͒ model using f l and f cp as the input variables had an accurate estimate of f cc . Another example is RK14-E4͑2-12-1͒ model with f l and f cp as the input variables. It could make an accurate estimate of cc ͓Fig. 5͑f͔͒. On the whole, however, the results indicate that reducing the number of inputs had a negative effect upon the prediction accuracy of f cc and cc ͑Table 5͒.
Based on the above analysis, it is feasible to simulate the f cc versus f l or cc versus f l relationship curves for concrete with a specific strength. For example, the RBFN simulated chart for the relationship between f cc and f l are proposed for concrete with f cp of 73.4 and 47.4 MPa ͑Fig. 6͒. The experimental results are also shown in Fig. 6 for comparison. As can be seen from Fig. 6 , the simulation curve demonstrates that the predicated peak stress increased with increasing confining pressure for a fixed concrete strength. Especially, the simulation curve using four input variables fitted very well to experimental data ͓Fig. 6͑a͔͒. By contrast, using two input variables, the resulting simulation curve became flatter at higher confining pressure and was thus less adequate ͓Fig. 6͑b͔͒. In addition, Fig. 7 shows the RBFN simulated chart for the relationship between cc and f l . The axial strain at peak stress was shown to have a strong linear relationship with the level of confining pressure, regardless of the uniaxial strength of the concrete. Moreover, it can be observed that the simulation curves for peak strain were more satisfactory. On the other hand, the simulated f cc versus f cp and cc versus f cp relationship curves for a specific confining pressure are shown in Figs. 8 and 9, respectively. It is evident from Fig. 8 that the computational simulation compared well over a wide range of concrete strengths from 60 to 132 MPa. Also, it is interesting to note that the axial compressive strain at peak stress of confined concrete is a complex topic, which is a function of f l , f cp , and cp ͑Fig. 9͒. Overall, as can be seen from Figs. 8 and 9, the use of four input variables yielded much better simulation performance since its results could be better verified with test results.
Conclusions
A comparative study has been conducted for prediction of peak stress and strain in plain concrete under triaxial stress by using neural network-based and regression-based models. However, it should be pointed out that knowledge of the stress-strain relationship of confined concrete is essential for the accurate constitutive modeling. Further studies should be performed to investigate the complete stress-strain curve of confined concrete by using ANN techniques. Based on the analytical results, the following conclusions can be drawn: 1. The use of RBFN is an appropriate and powerful tool for predicting the peak stress and strain in normal-and highstrength concretes under triaxial stress by the excellent correlation between experimental and calculated values. 2. The developed RBFN models had a good generalization performance in terms of the average RMS error and correlation coefficient values obtained from the K-fold cross-validation. 3. Compared with existing parametric models, the RBFN models provide better accuracy both in terms of RMS error and correlation coefficient.
