ABSTRACT. We apply common linear analysis techniques (Fourier and wavelet transforms) to timeseries of hippocampal local field potential (LFP) collected from a small population of rats (5 individuals) during awake-behavior in a maze-exploring task, and rest (non-REM sleep). Important characteristics of hippocampal activity, such as the power of the theta rhythm and its harmonics, as well as that of the gamma rhythm, are strongly dependent on the intensity of behavioral activity, as measured by rat speed. A comparison of Fourier and wavelet representation of stationary LFP epochs show that the wavelet representation fails to resolve high-order theta harmonics (24, 32, 40 Hz) that appear well defined in the Fourier analysis and occupy the frequency band of 20-50 Hz, also attributed to the slow gamma rhythm. It seems possible that a misinterpretation of wavelet analysis might be the origin of the identification of the slow gamma rhythm. Such a misidentification would also naturally lead to spurious coupling results between the low gamma and theta oscillations. Theoretically, both transforms can handle arbitrary time-series; however, the Fourier transform is best interpreted for weakly phase-coupled, nearly-Gaussian stochastic processes, while the wavelet transform is most useful when applied to non-stationary, transient processes. Outside their optimal applicability range, both transforms may produce ambiguous, even misleading results. Rather than refuting the existence of slow gamma, our results emphasize the importance of selecting the adequate spectral analysis method for the stochastic process analyzed. To help with the selection, we propose a simple stationarity test based on the integral value of the bicoherence. Further research is needed to separate high order theta harmonics from slow gamma.
INTRODUCTION

14
The effort of understanding the connection between brain activity and behavior (started as early 15 as [Jung and Kornmüller, 1938 , Green and Arduini, 1954 , Vanderwolf, 1969 , O'keefe and Nadel, While this associative approach seems simple enough, it is in fact very difficult to implement in 31 practice, due to both the complexity of the system observed (the brain) and difficulty of defining 32 behavior. The brain controls a staggering range of biological functions, in a manner that seems to 33 be at once distributed and tightly integrated. This makes it hard to identify the precise brain region 34 and type of activity "in charge" of a given function (assuming the function is well defined), and,
35
if identified, to select a clear measurement "feature" to associate to behavior. Moreover, defining 36 behavior beyond broad characterizations such as "awake", "active", or "sleep", is itself a challenge, 37 as one can seldom assign clear causal relations to sequences of behavior actions.
38
As data collection and analysis techniques refine, the need of robust methods becomes more 39 stringent, both for identifying data "features", and behavior markers. A number of recent studies 40 report that rat running-speed is monotonically correlated to the power and frequency of both theta 
50
FIGURE 1. Current source density distribution for the examined rats, in awake exploration behavior (LFP theta-dominated LFP traces). In individual rat maps the vertical axis is channel number (not shown). Phase changes across channels (vertical) of the current-source density allow for the identification of oriens (Or), pyramidal layer (Pyr), stratum radiatum (Rad), lacunosum-moleculare (LM), molecular layer (M) and upper granule layer, or dentate gyrus (DG). probability distribution of rat speed and LFP variance (figure 2). Importantly, variance was chosen 87 over standard post-filtering amplitude method as it is insensitive to a specific frequency range of 88 interest, but took advantage of the power-law shape of the spectra, where lower frequencies (e.g., across rats, the monotonic relation provides an important measurable description of behavior.
99
FIGURE 2. Example of joint probability distribution of the variance of hippocampal LFP and velocity (logarithmic scale) for rat r695 ♀ , LM layer. Each gray dot represents one 1-s segment of LFP recording (one realization). Two region may be identified: in region A velocity and variance are approximately statistically independent; in region B, they are correlated. The red line is a linear regression V = a log 10 v +b, where v is the velocity, V is the variance, and a = 0.2, and b = −0.15. The transition region (blue) is excluded from this classification.
Below, we use these two regions to classify behavior and discuss results of different analysis 100 techniques. While this classification is obviously crude and broad, with possibly multiple behavior FIGURE 3. Distribution of cross-spectrum over hippocampal layers during active behavior (region B in figure 2), at low speed. Cross-spectra shown are estimated with reference to the DG layer. For each rat, the observed regions of the hippocampus Top: spectral density of LFP variance. Middle: coherence (cross-spectrum modulus). Bottom: phase lag (cross-spectrum argument). On each sub-panel, the vertical axis is channel number (not shown); the panels are aligned according to the layer identification procedure (figure 1). representation of LFP data collected in different hippocampal layers is fully characterized by the 127 FIGURE 4. Distribution of cross-spectrum over hippocampal layers during active behavior (region B in figure 2), at high speed. Compare with figure 4. Cross-spectra shown are estimated with reference to the DG layer. For each rat, the observed regions of the hippocampus Top: spectral density of LFP variance. Middle: coherence (cross-spectrum modulus). Bottom: phase lag (crossspectrum argument). On each sub-panel, the vertical axis is channel number (not shown); the panels are aligned according to the layer identification procedure (figure 1).
RESULTS
cross-spectrum matrix (appendix ) over spectral densities, coherence, and phase lag (details of the 128 methodology for estimating cross-spectra are given in appendix, section B). The lamina identifica-129 tion map discussed in section 2.1 (figure 1) provides a convenient framework for the examination 130 of LFP power and phase distribution across hippocampal layers and across rat population.
131
At low speed, the distribution of power across layers is dominated by the LM and DG layers 132 (figure 3). In general, the spectra are rather featureless, exhibiting a broad peak at approximately the DG layer in higher-order harmonics at 24 Hz. It is also worth noting that there is little to no co-148 herence higher frequencies in the dentate gyrus with other lamina of the hippocampus, suggesting 149 that traditional gamma (40-100Hz) can be described as largely "incoherent" across lamina.
150
A closer examination of the spectra estimates for the Pyr, Rad, LM, and DG layers (figure 5, 151 152 panel B) allows for some quantification of the evolution of spectral characteristics with speed. All 153 layers exhibit a significant growth of theta amplitude as speed increases, also associated with a 154 narrowing of the theta peak and a slight shift in peak frequency (roughly from 7 Hz to 9 Hz; the 155 resolution of the spectra is 1 Hz; see appendix B). Theta growth also coincides with the growth 156 of additional spectral peaks at harmonic frequencies of theta, most evident in LM and DG spectra, 157 but also, albeit weaker, in the Pyr and Rad layers. In the frequency range occupied by theta and harmonics (up to ≈ 40 Hz), all spectra shown ( figure 5) us to re-examine the LFP time series presented here using the wavelet representation. the deteriorating frequency resolution at small scales completely removes higher theta harmonics 182 evident in the Fourier spectra (e.g., third harmonic and higher). The situation is more severe in the
183
DG layer, where only the theta peak is discernible.
184
The examples of scalograms shown in figure 6, middle row, exhibit peaks at theta and its second 
198
The two sharp-wave-ripple complexes shown in figure 7 cover a frequency range 4 to 150 Hz.
199
In DG, the event synchronous to the sharp-wave/ripples is a 10-ms dentate spike [Bragin et al., The concept of a stochastic process assumes that such time series are in fact random "realiza-
213
tions" of a "virtual" process. When this assumption is made, we expect that each experiment will 214 return a different time series, but as a realization of a unique virtual process, all time series should 215 share some average features that define the individuality of the stochastic process. time-scale representation.
227
As mathematical, abstract transforms of functions defined on the real axis, both representations 228 work, i.e., they reconstruct the signal exactly (have inverses). In terms of applications to observa-229 tional data, however, the two transforms were designed to meet different efficiency criteria.
230
The Fourier transform assumes that the time series is homogeneous in time (stationary (1)
The existence of the spectral density of the process is guarantied by the celebrated Wiener-Khinchin 273 theorem [Priestley, 1981] , which states that the power spectral density of process x is the Fourier We illustrate these ideas using synthetic stationary and non-stationary time series. 
310
To distinguish between the two types of time series we propose a test based on the simple idea 311 that a Fourier stochastic process should have at most weakly-correlated frequency components.
312
This implies that the bicoherence of the stochastic process should be weak, therefore the integrated coupling. One could classify this series as matching the generalized harmonic stochastic process.
319
In contrast, the non-stationary example in figure 8 shows large areas of strong coupling, suggesting 320 that this should indeed be classified as non-stationary. 
SUMMARY AND CONCLUSIONS
326
The present study aims to clarify the usefulness and limitations of Fourier and wavelet transform 327 in the analysis of hippocampal LFP recordings. The Fourier transform has been widely adopted as With its ability to resolve time-localized activity bursts, the wavelet transform has provided insight 332 into the complex behavior of neural systems at different levels: from the microscopic dynamics . Left: LM layer, active exploration at high speed motion; arrows mark the areas in the bicoherence map corresponding to theta/harmonics, and theta/gamma phase-coupling. Right: Rad layer, non-REM sleep; arrows mark the areas in the bicoherence map corresponding to the phase-coupling between Fourier components that assemble together into the solitary wave, and those that correspond to sharp wave and sharp-wave/ripples phase coupling (see also discussion in text).
there exists a stochastic process model that guaranties that averaged quantities exist, and provides This study suggests perhaps, a more general conclusion. Referring back to what we call the 381 "associative approach" for studying the relationship between brain activity and cognitive behavior, 382 it should be quite clear that, past a certain boundary, associations become a rather sterile game.
383
Powerful data analysis techniques, used or misused, will generate ever finer, multi-dimensional 384 features and details. As we increase our details in the the levels of analysis, steps need to be taken cone was secured, ensuring that the rat was appropriately inhaling the anesthesia. During surgical 413 implantation, the rats were maintained under anesthesia with isoflurane administered at doses rang-414 ing from 0.5 to 2.5%. Next, ophthalmic ointment was applied and tanning shades, fabricated out of 415 foil, were placed over but not touching the eyes to minimize direct light exposure. Multiple cycle 416 of skin cleaning, using betadine followed by alcohol was applied prior to the first incision from 417 approximately the forehead to just behind the ears. The remaining fascia was blunt dissected away 418 and bone bleeding was mitigated through application of bone wax or cautery. Once the location of 419 bregma was determined, the site of the craniotomy was located and a 3x3mm contour was drilled 420 out, but not completed. This was followed by the placement of 7 anchor screws in the bone as well as a reference over the cerebellum and ground screw placed over the cortex. Once the screws were In order to deal with low velocities from the circle track datasets, additional datasets for rats 538 448 and 539 from running on figure-8 track (112 cm wide x 91 cm length) were used. In this task, rats 449 were rewarded on successful spatial alternations. Only datasets in which the rats performed more 450 than 85% of trials correctly were used. The local-field potential was recorded on a Tucker-Davis
451
Neurophysiology System (Alachua, FL) at~24 kHz (PZ2 and RZ2, Tucker-Davis Technologies).
452
The animal's position was recorded at 30 frames/s (Tucker-Davis). Spatial resolution was less than tion on an orthogonal basis. Let S be some class of real functions and let ψ f (f ∈ R) be a basis in 462 S; then any g ∈ S can be written uniquely as
The "coefficients" G(f ) of the decomposition (also referred to as the transform of g) are obtained 
467
The Fourier transform pair is obtained letting
Unless the set of functions is carefully defined, equations 3 are only formal, and in most cases 468 they do not have any elementary mathematical meaning; when they do, their usefulness is limited.
469
For example, if g(t) = 1 , the Riemann integral in equation 3 does not exist; however, a rather 470 restrictive elementary theory can be built for T -periodic functions.
471
The wavelet transform and its inverse are given by resented by finite-dimensional linear operators, i.e., N × N matrices. These discretized versions of the Fourier and wavelet representations are called the discrete transforms [Strang, 1986, Briggs 485 and Henson, 1995, Mallat, 1998 ].
486
The discrete Fourier transform pair is (in Matlab® convention) 
where ∆τ is a time-shift increment. The wavelets φ mnk form orthogonal only for compact-support 493 wavelet shapes φ (e.g., Haar, and Daubechies wavelets) [Daubechies, 1988 , 1992 , Mallat, 1998 ]. 
one can show [Gabor, 1946 , Mallat, 1998 , Percival and Walden, 2009 ] that
In other words, it is impossible to achieve simultaneous arbitrary resolutions both in time and 518 frequency.
519
While the time-frequency resolution (area of Heisenberg boxes) cannot be made arbitrarily small,
520
it can be minimized. [Gabor, 1946] Heisenberg boxes coverage of the frequency axis is not-uniform (figure 11, f), and consequently, 534 using wavelets as a "frequency" representation results in a non-uniform frequency resolution, with 535 resolution degrading at higher frequencies.
536
Treating the wavelet transform as a frequency decomposition amounts to assigning a unique 537 frequency to each wavelet scale, in effect transforming the dual space from "scale space" to a
538
"frequency space". In the case of the Morlet wavelet, because the Gaussian is self-similar under 539 the Fourier transform, the frequency distribution of the wavelet is also a Gaussian, is symmetric and 540 has a maximum, therefore it seems logical to choose the peak frequency as the nominal frequency.
541
It should be clear that this scale-to-frequency transformation is arbitrary in the general case and 542 most likely meaningless. B.2. Spectral analysis. The spectral analysis of the LFP in the current study was based on standard techniques used for stationary signals [Priestley, 1981, Papoulis and Pillai, 2002] as previously described in [Sheremet et al., 2016a] . Assume the LFP recordings g(t) and h(t) are realizations of zero-mean stochastic processes, stationary in the relevant statistics, with Fourier transforms G(f n ) and H(f n ), n = 1, · · · , N . The second and third order spectral statistics are estimated using cross-spectrum and bispectrum, defined as
where the angular brackets denote the ensemble average, the asterisk denotes complex conjugation, 
562
The proposed measure 16 is not independent of frequency resolution and and number of realiza-563 tions used, therefore the interpretation is somewhat loose: one should exercise care and discern-564 ment using it. Figure 12 illustrates this idea. 
