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INTRODUÇÃO 
Esta tese insere-se na Teoria do Ponto Fixo. Tal área tem sido uma ferramenta útil 
na resolução de algumas equações não-lineares, de equações integrais, de equações 
diferenciais, etc. 
Dois dos ramos principais da Teoria do Ponto Fixo são a Teoria Topológica do 
Ponto Fixo e Teoria Métrica do Ponto Fixo. Este trabalho enquadra-se neste último 
ramo. 
Esta teoria teve início com o teorema do ponto Fixo de Banach, o qual afirma que 
uma contracção, definida num espaço métrico completo, possui um único ponto fixo. 
Ao longo deste nosso trabalho estudaremos alguns resultados envolvendo teoremas 
métricos de ponto fixo e aplicações em diversos ramos da matemática. 
Assim sendo, dividimos a tese em quatro capítulos. 
No primeiro capitulo apresentamos algumas ferramentas necessárias e que serão 
utilizadas posteriormente, tais como espaços métricos completos e espaços de Banach. 
O teorema principal deste capítulo é o teorema do ponto fixo de Banach, base deste 
estudo. Veremos também que, para uma aplicação definida num espaço métrico 
completo ter um ponto fixo, não é necessário que seja uma contracção; basta que uma 
sua iterada o seja. 
Estudaremos em que casos podemos garantir que os pontos fixos de uma sucessão 
de contracções (f„)„eIN convergentes para uma dada contracção/ convirjam para o 
ponto fixo d e / 
No segundo capítulo examinaremos pontos fixos de outros tipos de funções: 
funções fracamente contractivas e funções não-expansivas. Ambos os conceitos são 
generalizações do conceito de contracção. Algumas hipóteses adicionais tais como 
existir uma órbita com um ponto de acumulação, serão suficientes para garantir a 
existência de um ponto fixo. 
Veremos também que, em determinadas condições, uma família de funções não-
expansivas que comutam entre si possuem um ponto fixo comum. A maior parte dos 
resultados expostos foram provados por M. Edelstein, L. Belluce e W. Kirk. 
No terceiro capítulo fazemos o estudo das funções multivaluadas. Uma função 
multivaluada é uma aplicação definida entre A e as partes de B, onde A e B são 
conjuntos não vazios. Alguns dos resultados apresentados nos primeiro e segundo 
capítulos podem ser generalizados a estas funções. 
Estes temas foram estudados principalmente por S. Nadler. 
No quarto e último capítulo veremos algumas aplicações do teorema do ponto fixo 
de Banach à matemática: 
• Teorema da função inversa 
• Teorema da existência e unicidade local de soluções de equações 
diferenciais 
• Teorema de Grobman-Hartman. 
ii 
1. TEOREMAS DE PONTO FIXO DE 
CONTRACÇÕES EM ESPAÇOS MÉTRICOS 
A finalidade deste primeiro capítulo é fornecer condições suficientes de modo que 
uma contracção definida num espaço métrico tenha um ponto fixo. Como veremos 
adiante, bastará impor uma estrutura adicional ao espaço métrico para responder ao 
problema anterior. 
Para tal, começaremos por expor alguns resultados básicos da análise envolvendo 
espaço métricos completos e espaços de Banach. Após isto apresentaremos o teorema do 
ponto fixo de Banach e algumas das suas variantes. Finalizaremos este capítulo mostrando 
uma relação entre a convergência de contracções para uma dada contracção e a 
convergência dos respectivos pontos fixos. 
1. ESPAÇOS MÉTRICOS COMPLETOS 
Iniciamos com a apresentação de algumas definições e resultados simples, mas 
necessários ao longo deste nosso trabalho. 
SejaXum conjunto não vazio. 
Uma métrica d definida e m l é uma aplicação d: XxX -±IRQ que satisfaz as 
seguintes condições: 
• d(x, y) - 0 <=> x = y 
• d(x,y) = d(y,x),Vx,yeX 
• d(x, z) < d{x,y) + d{y, z), Vx.y, z e X 
Ao par (X,d) dá-se a designação de espaço métrico. 
Sejam (X,d) um espaço métrico e (xn)neIN uma sucessão emX. 
Definição 1.1.1 Uma sucessão {xn)neIN em (X,d) diz-se ser uma 
sucessão de Cauchy se 
\/s > 0 3pe IN: V«,m> /? => d(xn,xm)< s 
Definição 1.1.2 Seja {x„)neIN uma sucessão em (X,d). Diz-se que tal 
sucessão converge para a e X e representa-se por lim xn =a ou x„ -> a se 
\fs > 0 3pe IN: V« > p => d{x„,a)< s 
1 
É imediato verificar que o limite de uma sucessão, caso exista, é único. 
De facto, suponha-se que lim x„ = a e que lim xn = b, com a * b. 
«—KO n—KC 
rp d(a.b) - TT ,. 
1 ome-se r = — > 0 . Uma vez que hm x„ = a, então 
2 «—KC 
3p{ G /iV V/z > p{ : d(x„,á)<r 
De modo análogo, 
3p2 e //V V/7 > p 2 : d(x„,b)<r 
Sejam /? = max{/?j, /?2} e /?>/?. Então 
d{a,b)< d(xn,a) + d(xn,b) <r + r = d(a,b) 
o que é absurdo. 
Portanto, o limite de uma sucessão, quando existir, é único. 
É também imediato verificar que, se uma sucessão (x„ ) n e I N convergir para a e X, 
então qualquer sua subsucessão também converge para a. 
Teorema 1.1.3 Toda a sucessão convergente num espaço métrico (X,d) 
é de Cauchy. 
Demonstração Se (x„)ne]N converge para a& X, dado s > 0, existe pe IN 
tal que, para n > p, d{xn,a)< — . 
Seja agora m> p. Uma vez que 
d(x„,xm)<d(x„,a)+d(a,xm)<^ + ^ = s, 
conclui-se que a sucessão é de Cauchy. I 
Observação 1.1.4 O recíproco deste teorema é falso. Basta tomar X = IR+, 
munido da métrica usual e xn = —, n e IN. Esta sucessão é de Cauchy e não converse 
n 
e m l 
Vamos agora apresentar a definição de espaço métrico completo, muitas vezes 
utilizada na formulação de teoremas de ponto fixo. 
Definição 1.1.5 Um espaço métrico diz-se completo se toda a sucessão 
de Cauchy for convergente. 
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Exemplo 1.1.6 Sejam {X,dx) um espaço métrico completo, (Y,d2) um espaço 
métrico e Cb(Y,X) o conjunto das aplicações de Y em X contínuas e limitadas, munido da 
seguinte distância: 
• d(f,g) = supdl(f{x),g(x)) 
xeY 
Com esta distância, Cb(Y,X) é um espaço métrico completo. 
De facto, seja (fn ) n e I N uma sucessão de Cauchy em Cb (Y,X). Dado s > 0 
3p e IN\fn,m >p: d(f„,f„)< s 
ou seja 
3p eINVn,m>p : sup d{ (f„ (x), fm (x)) < e 
xeY 
Daqui resulta que, para cada x e Y, a sucessão (/„ (x))nsIN é de Cauchy em X. 
Como Xé completo, a sucessão (/„ (x)),lew é convergente em X. 
A função assim definida 
f: Y -> X 
x i-> lim/w(x) 
H—KC 
é contínua e limitada, ou seja, f eCb(Y,X) e é o limite uniforme da sucessão (fn)nem ■ 
Provemos estas afirmações: 
1) (/„ ) n e I N converge uniformemente para / 
Sejam s>0 ç xeY. 
Uma vez que: 
• / ( * ) = l im/„(*) , então 
n—tcc 
3PlzINVn> Pl: d{{fn{x)J\x))<S-
• {fn )neiN ® u m a s u c e s s ão de Cauchy, então 
3p2 e IN V/7, m > p2 : d{f„, fm ) < | 
Portanto, se m> p2 (p2 não depende dex) e n > max{pl,p2], 
*\ (fm (*), /(*)) £ 4 (/» (*), /« (*)) + MÂ (*), /(*)) < f + f = £ • 
Donde se conclui que, para m> p2, 
d(fm, f) = sup </, ( /„ (.v), /(*)) < s, 
e (/OT ) m e I N converge uniformemente para/ 
3 
2) / s Q, (7, A"), isto é, / é limitada e contínua. 
Comecemos por mostrar que, como (fn ) n e I N converge uniformemente para/ e cada 
/„ é contínua, / também é contínua. 
Sejam xeY e s > 0. 
• VneIN, /„ é contínua, logo 
3ô>0\fyeY:d2(x,y)<ô^>dl(fn(x\fn(y))<~ 
• / « W -> / (*) , logo 
3 p 1 € W V n > A : c / 1 ( / 7 ( x ) , / ( x ) ) < ^ 
• fniy) -» / M . l o g O 
3/72 e /tf Vn>p2:dy{fn{y), /(>')) < ^ 
Seja « > max^i , /?2} e _y G X tal que J 2 (x>y) < S ■ 
Portanto, 
d\ (/(*), / W ) < </, (/(*), /„ (x)) + </, (/„ (.r), /„ (j;)) + di (/„ CvX /OO) < | + 1 + 1 = * 
i 3 j 
Concluímos então que / é contínua em x. Da arbitrariedade de x, resulta que / é 
contínua. 
Finalmente, mostremos q u e / é limitada, isto é, que existe M e IR+ tal que 
snVdx(J(x\f{y))<M 
x,yeY 
Sejam então x,y eY . 
• Para cada n, fn é limitada; por conseguinte 
suVd{{fn{x),fn{y))<Mn 
x,yéï 
• Como (/„ ) n e I N converge uniformemente para / 
3peINX/n>p: dl(/„(jt),/(*)) < 1,V.t e Y 
Seja n > p. 
sup dl(f(x)J(y))<supdl(f(x)J„(x))+ sup ^ ( / « ( x X / ^ ^ + s u p J K A W , / ^ ) ) ^ 
x.yeY xeY x.yeY yeY 
<l + Mn+\ = 2 + Mn. 
Concluímos assim que/é limitada. 
Acabámos de provar que Ch(Y,X) é um espaço métrico completo. 
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Teorema 1.1.7 Sejam {X,d) um espaço métrico completo e 0 # / 7 ç I . O 
subconjunto F é completo se e só se F é fechado em X. 
Demonstração Suponhamos, em primeiro lugar, que F é fechado e m l e seja 
(x„ ) n e I N uma sucessão de Cauchy em F. Como X é completo, resulta que (x„ )ngZV 
converge para ae X . Mas como xn e F, \/neIN, resulta que ae F = F. Portanto, 
(xn ) n e I N converge para ae F, donde se conclui que F é completo. 
Suponhamos agora que F é completo e seja a e F z> F. Logo existe uma sucessão 
(xn ) n e I N em F convergindo para a. Pelo teorema 1.1.3, resulta que tal sucessão (xn ) n e I N 
é de Cauchy em F. Como F é completo, a sucessão converge para um ponto b de F. Uma 
vez que o limite de uma sucessão, se existir, é único, conclui-se que ae F. Portanto 
F çz F, ou seja, F é fechado, o que conclui a demonstração. U 
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2. E S P A Ç O S D E B A N A C H 
Seja E um espaço vectorial sobre o corpo IK, IK = IR ou C 
Uma norma em E é uma função || | : E -^ 7/?d com as seguintes propriedades: 
• |bd| = 0 sse x = 0 ; 
• |[A- + y\ < |jc|| +1[ v|[, Vx, _ye£; 
• \\kx\\ = \k\\\x\\,\/kelKyxeE. 
Um espaço vectorial munido de uma norma é chamado espaço normado. 
Exemplo 1.2.1 As seguintes funções representam normas em IR" (ou C" ). 
IR" -> ^o 
[x,,...,.rn)i-> y|jr,| +... + |xw| 
(x,,...,.rjh^ |x|| + ... + |xw| 
(xb...,.ïjH> max{|^|,...,|^|} 
Exemplo 1.2.2 Sejam (X,d) um espaço métrico e Cb{X) o conjunto das 
funções contínuas limitadas de X em IR. Então ||/J = 5Z//?|/(A:)J define uma norma em 
xeX 
Cb{X). 
Seja (£",|| I) um espaço vectorial normado e seja d{x,y) = \x- v||, com x,ye E. 
Então d é uma métrica em E. A d chama-se métrica induzida pela norma de E. 
Portanto qualquer espaço normado é um espaço métrico. O recíproco é falso; por 
exemplo, IR com a métrica discreta não é um espaço normado. 
Definição 1.2.3 Um espaço normado B diz-se ser um Espaço de Banach se 
é completo com respeito à métrica induzida pela norma de B. 
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Considere-se IR" municio de uma norma. Seja L(IR" ,IR") o espaço das aplicações 
lineares de IR" em IRn e tome-se A e L(IR",IRn). 
Definimos uma norma em L(IR" ,IR" ) como sendo 
\\A\\ = sup|/í(.r)|j 
IUII<1 
Observe-se que, se x *■ 0 , então 
f , A 
\\A(x)\\ = A x ¥\Xj = xA 
-17 X 
Vlfl J 
< \\A\ \x\ 
pois 
Exemplo 1.2.4 ([2l],pagó5) 
Vejamos alguns exemplos de aplicações que representam normas em L(IRn, IR" ). 
Tome-se AeL(IRn ,IRn). Podemos associar a esta aplicação uma matriz 
MjS{i,...,*}-
(euclidiana) \\A\\ = -JÀ , onde À é o maior valor próprio de A o A (A li 
representa a transposta de A) 
f_ 
(soma) lUII = max 2>. y| 
v í 
í 
(máximo) ÍL4 L = max J> 'J\ 
V J J 
7 
3. TEOREMA DO PONTO FIXO DE BANACH 
É agora apresentada a definição de ponto fixo, conceito fundamental no nosso 
trabalho. 
Definição 1.3.1 Sejam X um conjunto não vazio, f:X-+X uma função e 
a G X tal que f(a) = a. Então a diz-se um ponto fixo def. 
Observação 1.3.2 Uma das razões da importância da existência de pontos fixos 
(como veremos à frente) é que. dada uma função g : IR" -» IR", resolver a equação 
g(x) = b, onde beIRn,é determinar os pontos fixos de f(x) = g(x) + (x-b). 
Figura 1 : Ponto fixo de uma função de IR em IR 
De seguida é introduzido o conceito de contracção, tema que será estudado ao longo 
deste primeiro capítulo. 
Definição 1.3.3 Seja (X,d) um espaço métrico e f:X-*X uma função. 
A função /diz-se ser uma contracção se existir um número real k G J0,l[ tal que 
d(f(xlf{y))<kd(x,y),Vx,yeX (1) 
A k chamamos razão de contracção. 
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Vejamos que o conceito de contracção é um conceito métrico, isto é, depende da 
métrica considerada. De facto, dada uma função / e duas métricas equivalentes d e d 
(isto é, í /é um aberto associado a d se e só se í/é um aberto associado a d ), a condição "/' 
é contracção para a métrica d " não é suficiente para garantir que / seja ainda urna 
contracção para a métrica d, como se ilustra no próximo exemplo. 
Exemplo 1.3.4 Considerem-se em IRQ as métricas d e d, sendo d a métrica 
usual e d a métrica definida por d(x, y) = 2 2 .V- - jy 
Comecemos por mostrar que as duas métricas são equivalentes. 
Seja í/um aberto associado a de x e U. Logo existe S > 0 tal que 
5(x,J) = {ye/iRd : d{x,y)<ô\c:U, isto é, \x-y\ < ô => ye U. 
! 2 7 Pretende-se encontrar s > 0 tal que, Vy: Lr - v" 
Basta então encontrar £ > 0 de modo que: 
< s => v e ( / . 
2 7 ! I I £• 
x - y \< s => Lr - y < ó 
Io CASO: * = 0: 
.r2 - v2 < £ <=> J.' < £ 
Considere-se então £ - S > 0. 
Logo 
v2 < õ2 O y < õ O Lr - y\ < õ 
2o CASO: J C * 0 -
2 2 
Portanto, 
< s o -£ < x2 - y2 < s o x2 - s < y < x~ + £ 
2 2 
y > x -£ 
Tome-se £ > 0 de modo que -r - £ > 0. 
Logo, 
y> v ^ : 
Uma vez que 
x - y = 
2 2 
.r -_y 
< 
,r+ y x + Vx2 - , 
? £ 
basta então tomar £ > 0 de modo que £ < x e . < S. 
/ 2 JC + V X - £ 
De modo análogo se prova que, se Ué um aberto associado a d, então Ué também 
um aberto associado a d. 
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Seja agora 
/ : //?o+ -» IRo 
.X 
X h-> - + 1 
Relativamente à métrica d, é obvio que/é contracção de razão igual a —. Contudo, 
como 
J 
d f -Am ÁV 
d J*. <\y0 
1 ^ 4 
/ não é uma contracção relativamente à métrica d 
Observação 1.3.5 
• Uma contracção é uniformemente contínua. De facto, dado s > 0 e 
£ 
tomando S = —, obtém-se que Vx,y e X : d(x,y) < S 
k 
d(f{x\f(y))<kd{x,y)<k~ = e. 
K 
• Se (1) é satisfeita para um dado k0, também o é para k e ]/CQ,1[, O que nos 
permite afirmar que a razão de contracção não é única. 
• Uma contracção tem no máximo um ponto fixo. 
De facto, se existissem dois pontos fixos distintos a e b da. função f, 
teríamos d{ci,b) = d(f(a),f(b)) < kd(a,b) < d(a,b), o que é absurdo. 
• É fácil verificar que a composta de duas contracções é ainda uma 
contracção. 
• Num espaço métrico (X,d), uma aplicação constante é uma contracção. 
Dependendo da métrica, pode acontecer que não existam contracções para 
além das aplicações constantes. De facto, isso acontece por exemplo em IR 
com a métrica discreta (que é completo). Basta observar que, se x * y, 
então 
d(f(x),f(y))<kd(x,y)<d(x,y) = \ 
Portanto f(x) = f(y). 
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Em determinados contextos, para verificar se uma dada função derivável/: X -> X, 
onde X é um espaço normado, é ou não uma contracção, basta estudar se a sua derivada 
tem norma menor do que uma constante k e J0,1[. 
Comecemos por enunciar o Teorema do Valor Médio (ver, por exemplo, [l], pag 81 ). 
Teorema 1.3.6 Sejam U ç IR" um aberto convexo não vazio e 
/ : £ / - > IR"' 
uma função de classe cl, isto é, V/ e {l...,m},j e {l,...,«}, existem e são contínuas 
as derivadas parciais -^-. 
ÔXj 
Então, quaisquer que sejam x,y e. U, tem-se 
| | /0) - / ( v)| < sup|D/((l - t)x + ty)\ \\x - v[|, com 0 < / < 1 
sendo D o operador derivação. 
Portanto, se \\Df\\ for limitada em U, isto é, existe M e IR+ tal que 
||D/(w)| < M, para todo u e U, então para todo x,y e U 
\\f(x)-f(y)\\<M\\x-y\\ 
Se UcIR e f:U->IR, então 
f(x)-f(y) = Df(c)(x-y) 
para algum c pertencente ao segmento de recta que une x a v. 
Note-se que, nas condições do teorema anterior, se \Df\ < k <l, resulta que/é uma 
contracção. 
A condição de User convexo é essencial. Tome-se por exemplo 
/:]-oo,-l]u[l,+oo[-> IR 
definida por 
' 1 
A*)-
+ 10, x>\ 
2x 
- — 1 0 , x<-\ 
[2x 
Neste caso, |/ '(*)| = ~K * ~ e í/(!) - / ( - 1 ) | = 21 > 2 = li - (-1)1, isto é, / não é 
2x~ 2 
uma contracção. 
Feita esta introdução, estamos aptos para apresentar o teorema do ponto fixo de 
Banach, tema central de todo o trabalho. Veremos que uma contracção definida num 
espaço métrico completo tem um único ponto fixo. 
Posteriormente, no segundo capítulo, exibiremos outros teoremas de ponto fixo onde 
a condição de/'ser uma contracção será enfraquecida. 
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Teorema 1.3.7 (Teorema do ponto fixo de Banach, [l8], pag 83 ) 
Sejam (X,d) um espaço métrico completo e / : X -» X uma contracção. Então/ 
tem um único ponto fixo. 
Demonstração Seja k a razão de contracção de / e, para xeX, seja 
A = d(x,f(x)). 
Então, 
d{f(x\r\4=d(f(f"-i(x))j(f"(xjl< kd{r-\x),f"(x))<... < knx. 
De facto, podemos provar esta afirmação por indução. 
Para n = 1, d{f(x\ f2 (x)) = d(f(x), f(f(x))) < kA 
Suponhamos agora que a desigualdade é válida para n. Então 
d{r\x)j"+\xpd(f{fn(x))j{fn+\x^ 
Usaremos esta desigualdade para mostrar que a sucessão \f" (x)JneIN é de Cauchy. 
Seja m> n. 
d{fm {x\ r (x)) < d{fm (x), r~x (x))+d{fm-[ (x), r~2 {x))+...+d(f"+i (xi r w) ^ 
< [kmA+km-2+...+kn y = k n (i+k+...+km-x~n y < — A 
í K 
que converge para zero quando n —> +oo, uma vez que k e ]0,l[. 
Logo a sucessão \f" (x)JneIN é de Cauchy. 
Como Xé um espaço métrico completo, a sucessão \fn(x)jnew converge para um 
XQ eX. Além disso, xQ é ponto fixo de / De facto, como qualquer contracção é 
contínua, resulta que 
/(x0) = / f l imrWl=limr+ 1M = -v0. 
Pelo que foi visto atrás,/tem no máximo um ponto fixo, logo xQ é o único ponto 
fixo de / o que conclui a demonstração. 
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Observe-se que: 
Dado j c e l . a sequência x,f(x),f (*),... converge para o único ponto fixo 
d e / 
i LV 
^ / \\ \ 
b, 
*o / (*) * ^ x 
j / 
Figura 2: Convergência da sucessão (/"(*)), >neIN 
• Se o espaço X não for completo, não se pode garantir a existência do ponto 
fixo. 
Por exemplo, tome-se X = IR \ {o} e f{x) = -x. 
• É essencial que f(X) ç X. Considere-se a aplicação 
/ : [0,1] ^ IR 
1 , X h-> —x + \ 
2 
A função satisfaz a condição d(f(x),f(y)) < —d(x,y), e contudo/ não tem 
pontos fixos em [0,l]. 
• Se k - 1, só com as restrições do teorema 1.3.7, nada se pode concluir. Basta 
tomar X -IR e f(x) - x +1 (posteriormente, no nosso trabalho, exibiremos 
condições suficientes para garantir a existência de um ponto fixo para 
funções deste tipo). 
O Teorema de Banach fornece um procedimento para resolver algumas equações por 
aproximações sucessivas. Tome-se a equação f(x) = x, onde / : (X,d) -» (X,d) é uma 
contracção e (X,d) um espaço métrico completo. Resolver tal equação consiste em 
determinar o ponto fixo JC0 de / Como foi visto na demonstração do teorema do ponto 
fixo de Banach, a sequência x, f(x), f (x\... converge para xQ. 
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Além disto, a velocidade de convergência é exponencial, uma vez que 
d(x0,f"(x)) = d(f"(xQ),f"(x)) < k"d(xQ,x),com 0<k<\ 
Portanto, o teorema do ponto fixo de Banach não só nos fornece condições 
suficientes para garantir a existência de um ponto fixo, bem como um processo iterativo 
para determinar tal ponto, através de aproximações sucessivas. 
Seja, por exemplo 
/ : [2,6] -> [2,6] 
x h-> In x + 3 
Uma vez que \f'(x)\ = — < —, pelo teorema do valor médio, resulta que / é 
x 2 
contracção. Além disso, como/está definida num espaço métrico completo, pelo teorema 
anterior, / tem um ponto fixo. 
Como determinar tal ponto, por aproximações sucessivas (por exemplo, com um erro 
inferior a IO"3)? 
Fixe-se um ponto qualquer x e [2,6]. Pelo que foi visto na demonstração, a sucessão 
V (x))neiN converge para o ponto fixo ,r0,eo erro da aproximação entre os iterados de x 
por/e o ponto fixo é controlado pela fórmula 
d(x0,f"(x))<k"d(x0,x)<(^ 
uma vez que x e x0 estão entre 2 e 6. 
Portanto, se pretendemos que o erro seja inferior a 10 , basta iterar x por fn vezes, 
onde n é tal que 
4x <10"3 
v2y 
Cálculos simples permitem-nos afirmar que após 12 iterações, o erro cometido é 
__"3 
inferior a 10 
Por vezes a contracção/não está definida em todo o espaço X (métrico completo). 
Pelo que foi visto na demonstração do teorema do ponto fixo de Banach, se para xe X,a 
sequência / " (x) estiver definida, V« e IN, então essa sucessão é de Cauchy e portanto 
converge para algum xQ. Se x0 pertencer ao domínio da aplicação f, então é um ponto 
fixo (único). No próximo resultado obtêm-se condições suficientes para que este 
argumento funcione. 
Teorema 1.3.8 ([4], pag 152) Sejam (X,d)um espaço métrico completo, 
0 * U a X um aberto e f \U -> X uma aplicação tal que 
d(f(x\f(y)<kd(x,y), Vx,yeU, com 0 < £ < 1 . Suponha-se que 3ueU tal que 
d(u,X\u)> M >0 eque d(u,f(u))<M(l-k). Então/possui um único ponto fixo 
ae(J e d(u,a)< M . 
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Demonstração Comecemos por notar que f(u) e U, pois 
d(u, f{u))< M(\-k)<M< d{u,X\U). 
Vejamos que a sucessão 
íuQ =U 
\un=f"(u)=f(unA\nzIN 
está bem definida, isto é, se un - f"(u)eU, então un+l - fn+ (u) e U 
A demonstração desta afirmação será feita por indução. 
(a) n = 0, UQ = u € U, por hipótese do teorema; 
(b) Suponhamos agora que u0, u[ un e U. 
Uma vez que: 
d(u,f(u„)) = d(u,un+l)<d(u,ul) + d(uhu2) + ... + d(u„,un+l) = 
= d(u,f(u))+d{ul,f(ul))+... + d(u„,f(u„)) 
e que, para 0 < p < n 
d(up,f(up))=d(fp(u)jp(f(u)))<kpd(u,f(u))<kpM(\-k) 
resulta que 
d(u,f(un))<M(l-k) + kM{\-k) + ... + knM(l-k) = 
= (l + k + ... + k")M{\-k)=l^Ç-M{l-k)=M(l-k"+l)<M. 
Como un+l - f{un) e d(u,f(un))<M, concluímos queun+l eif, o que conclui a 
prova por indução. 
De modo análogo, resulta que 
d{Up > Up+q ) ^  diUp > Up+\ ) + d(Up+l • Up+2 ) + - + d{Up+q-\ > Up+q ) = 
= d{up, f(up ))+ d(up+l, f(up+l ))+... + d[up+qA, f(up+qA J) < 
<{kp +kp+x+... + kp+q-{)M{\-k)=kpl^^M{\-k) = MkP({-kq)<Mkp. 
1 K. 
Como k" —» 0, a sucessão {un)n&IN é de Cauchy e comoXé completo, 
n—yx 
un —» ae X . 
n->oo 
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Uma vez que: 
• por hipótese, D(u, M)ŒU , onde D(u, M) = {x e X : d(x, U)<M} 
• un e B{u,M)yn e IN 
• a- lim u„ 6 D{u,M) 
n—>oc 
concluímos que aeU. 
Falta verificar que a é um ponto fixo. 
Como/é contínua e w„+1 = / ( «„ ) , resulta que 
a = lim (w„ ) = lim f(u„ ) = / lim (u„ ) = f(a). 
Portanto, / ( a ) = a. Pelo que foi visto anteriormente, a é único, o que conclui a 
demonstração. 
No seguinte corolário, para garantir a existência do ponto fixo não é exigido q u e / 
seja uma contracção. Basta que / " o seja, para algum ne IN. 
Teorema 1.3.9 ([l8], pag 85 ) Sejam (X,d) um espaço métrico 
completo, / : X -» X uma função tal que / " é uma contracção, para algum 
ne IN. Então / tem um único ponto fixo. 
Demonstração Pelo teorema do ponto fixo de Banach, / " tem um único ponto 
fixo. Seja x0 tal ponto, isto é, / " (x0 ) = x0. 
Uma vez que 
/(*o)=/(/"" (*o))=r(/(*o)) 
concluímos que f(x0) é também um ponto fixo de / " . Como o ponto fixo de uma 
contracção é único 
isto é, x0 é um ponto fixo d e / 
Vejamos finalmente que tal ponto fixo é único. Para tal, basta observar que, se v0 é 
ponto fixo d e / então 
yo = f(yo)-f2(yo) = - = f"(yo) 
e portanto y0 é também um ponto fixo de / " , contrariando a unicidade. 
Logo x0 é o único ponto fixo d e / como queríamos provar. J 
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Corolário 1.3.10 Sejam (X,d) um espaço métrico completo e f\X-*X 
uma aplicação. Supor que existem m,ne IN e k e ]o,l[ tal que 
d[fm{x\fn (y))< kd(x,y), Vx,y e X 
Então / tem um único ponto fixo. 
Demonstração Uma vez que, dados x,y e X 
d(fm+n (x), r+n (y))=d[r (fn (x)l r [r oo)) < M ( T W, r OO)= 
= kd(fm{y),fn{x))< k2d(y,x) = k2d(x,y) 
com k2 G ]0,l[, provamos assim que fm+n é uma contracção de razão k . 
Pelo teorema anterior,/ tem um único ponto fixo. n 
O exemplo seguinte dá-nos uma função F tal que F" é uma contracção, para algum 
ne IN. 
Exemplo 1.3.11 
Seja 
X 
onde Fg(x) = J g(y)dy . 
F: C([a,b\lR) -> CÍ[a,b\lR) 
Logo 
d(Fgi,Fg2)= sup \Fgl(x)-Fg2(x)\< sup J fo 00 - £2 OOj^ £«(*-«) 
xe[í7,6j xe[ai>]a 
onde m = d(gl,g2). 
d(F2gl,F2g2)= sup\F{Fg[(x))-F(Fg2(x)]= sup 
.rs; [fl,è 
Ma 
xfy ^ x(y 
= sup J \gl{z)dz dy-\ \g2(z)dz 
\a J \a 
dy 
xe{a,b 
sup 
xe[a,b] 
A 
F 
xfy 
\ 
\g\(y)dy -F \g2(y)dy 
) \a 
dy 
a\a J 
í }(g!(--)-g2(r)>/r < 
< sup 
xe[a,b 
ív \ XIV 
í \mdz 
!a\a J 
dy sup m 
xe[aj>] 
x y 
j^ldzdy sup m 
Ke[a.b] 
\(y-à)dy 
I I 2 IA I 2 
\x-a\ \b-a\ 
sup m < m x  M 2 
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Repetindo o processo anterior, obtemos 
Ir I " 
d(F"ghFng2)<m]-~L 
\b - a\ 
Para n suficientemente grande, — <1, donde concluímos que F é uma 
n\ 
contracção. D 
Corolário 1.3.12 (Dependência de um parâmetro) ([4], pag 153 ) 
Sejam (X,d) um espaço métrico completo e 0*UczX, com U*X, um 
aberto, T um espaço topológico e f:UxT->X uma função com as seguintes 
condições: 
(a) Para cada teT,a função 
ft- U^ X 
*>-> ft(x)=f(x,t) 
satisfaz as hipóteses do teorema 1.3.8 (para os mesmos Me k). 
(b) Para cada x e U, a função 
fx: T-> X 
(^ fxif)=f(x,t) 
é contínua. 
Então, para cada t eT, a função ft tem um único ponto fixo a, eU, (isto é, 
3Jat 6 U : f{at,t) = at) e a função 
g: T-> X 
11-> a, 
é contínua. 
Demonstração Pelo teorema 1.3.8, para cada teT, ft tem um único ponto 
fixo at eU. 
Mostremos que a função g é contínua: 
d(at ,as)=d(ft (a, ), / , (as )) < d(ft (at ), / , (at )) + d(fs (at ), / , (as )) < 
<d(ft(at),fs(at))+kd(at,as). 
(na primeira igualdade usou-se o facto de at ser o ponto fixo de ft e de as ser o ponto 
fixo de fs ). 
Portanto, 
d(at,as)-kd{at,as)<d{fXat)js{at))c>d{a!,as)<{\-ky{d{ft{at\fs{(it)) 
Como a função fx é contínua, 
üm/ f l(j) = /At ) = at 
s-*t ' 
e portanto da desigualdade anterior decorre que limo^ = at, isto é, a função g é contínua, 
o que conclui a demonstração. 3 
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Observação 1.3.13 Naturalmente que o corolário anterior vale se U-X 
trocando a condição a) pela condição de ft ser contracção de razão k, Vt eT (com k não 
dependente de t). 
De seguida apresentaremos uma nova definição que provém da definição de 
contracção apresentada anteriormente. A diferença é que não é necessário impor que a 
condição 
d{f{x),f{y))<kd{x,y) 
se verifique para quaisquer x e v. Basta que seja válida para x e y "suficientemente 
próximos". 
Definição 1.3.14 Sejam (X,d) um espaço métrico, f:X^X uma 
aplicação e s>0. 
/diz-se ser uma s- contracção se existir k e ]o,l[ tal que 
\fx,y e X, d(x,y) <£=> d(f(x\f(y)) < kd(x,y) 
Observe-se que, se fé uma s - contracção, para algum e > 0, então/e contínua. 
Qualquer contracção é também uma s- contracção. Contudo, o recíproco é falso 
como mostra o seguinte exemplo. 
Exemplo 1.3.15 Seja 
/ : [0,2]u[4,6] '-» [0,2]u[4,6] 
x h-> f{x) 
dada por 
' 1 
m= ,sexe [0,2] 
-x + 2 , se x€ [4,6] 
É fácil verificar que/é uma 1- contracção. No entanto,/não é uma contracção: 
í/(/(2),/(4)) = 3>2 = í/(2,4) 
O mesmo exemplo mostra que uma s - contracção pode ter mais que um ponto fixo 
(0 e 4 são dois pontos fixos de/). 
Definição 1.3.16 Sejam (X,d) um espaço métrico e s>0. 
Uma sequência finita x0,xl,...,xn de pontos de X diz-se uma s- cadeia 
unindo x0 a x„ se 
d{xiA,Xi)< e, i = l,2,-,n 
X diz-se s - encadeado se Vx, v e X existe uma ^ - cadeia unindo x a >>. 
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Observação 1.3.17 
• Qualquer espaço métrico conexo por arcos és- encadeado. 
• [0,l]u [2,3] munido da métrica usual não é s - encadeado para s < 1. 
• Em \IR",dJ, qualquer s - contracção é uma contracção. De facto, dados 
x,yeIR", considere-se uma s - cadeia x = XQ,X\,...,XS = y unindo x a y, 
onde os xi são pontos consecutivos pertencentes ao segmento de recta 
unindo x a y. 
Por conseguinte, 
d{f{x),f{y)) < 2>( / (x M ) , / (x , ) ) < *5>(x M ,* , ) = kd{x,y) 
O seguinte teorema (M. Edelstein, [13J) fornece-nos condições suficientes para que 
uma s - contracção tenha um ponto fixo. 
Teorema 1.3.18 Sejam (X,d) um espaço métrico completo s - encadeado 
e / : X -> X uma s - contracção. Então/ tem um único ponto fixo z G X. 
Demonstração Seja x e X. Por hipótese, Xis- encadeado, logo existem 
x = xQ,xu...,xs = f(x) com d{xi_l,xi)<s, i = l,...,s. 
Por hipótese,/é uma s - contracção, logo para cada / e {l,...,ó-}, tem-se 
d(f(xiA ), f(x, )) < kd(x,_x, x, )<ks<s 
Iterando sucessivas vezes, concluímos que 
d(fm(xi_i),fm(xi))íkd(fm-\xi_l\fm~l(xi))<...<kme 
Portanto, 
d(fm(x)Jm+l(x))^d(fm(x0)Jm(xs))< 
^d(fm(x0)Jm(xO) + d(fm(xl),fm(x2)) + ... + d(fm(xs_l),fm(xs))< 
<kms + kms + ...kms = skms 
Por conseguinte, para n> m, temos que 
d(f" (x), fm (x)) < d(Jn (x), f"-1 (x)) + d(f-1 (x), f"-2 (x)) + ...d{fm+\x), fm (x)) < 
<ss(k"-[+kn-2+... + km)<^ss 
\-k 
Portanto, a sucessão \f" (x) ) m I N é de Cauchy, e como X é completo, a sucessão 
converge para um z e X. 
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Afirmamos que z é um ponto fixo de / Como / é uma aplicação contínua, 
/(:) = /(Km f"(x))=\imf"+\x) = z 
o que prova que z é de facto um ponto fixo de / 
Finalmente, vejamos que:éo único ponto fixo d e / 
Por redução ao absurdo, suponhamos que existe y * z tal que v é também um ponto 
fixo de / 
Consideremos uma s - cadeia 
z = xQ,xu...,xs =y. 
Então 
d(z, y)=d(fm(zlfm(y))=d(fm(x0\fm(xs))< 
< £ V ( / > M ),/%v,)) < t kms = skms 
; = 1 ( = 1 
Como k G J0,l[, resulta que lim [^W£,J= 0, donde concluímos que z = y, isto é, o 
m—yx> 
ponto fixo é único. G 
Embora no teorema anterior e seja o mesmo (de s - contracção e e - encadeado), o 
resultado continua a ser válido se X for s{ - encadeado e / uma e2 - contracção, com 
e{<e2. 
A condição de X ser s - encadeado é essencial. De facto, IR munido da métrica 
discreta não é s - encadeado para s<\ Q qualquer aplicação / ://?-> IR é contínua e 
uma s - contracção, com s < 1, uma vez que d(x,y) < e < 1 => x = y. Contudo tal 
aplicação pode não ter pontos fixos. 
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4. SUCESSÃO DE CONTRACÇÕES 
Sejam (X,d) um espaço métrico completo e f^.X-^X, com ieIN, uma 
sequência de contracções. Pelo teorema do ponto fixo de Banach, cada função f, tem um 
ponto fixo Xj e X. 
Suponhamos que a sucessão (ft ) i e I N converge para uma contracção / 0 : X -> X 
(pontualmente ou uniformemente). Será que a sucessão (JC,- ) j e I N converge também para o 
ponto fixo de f0 ? 
O seguinte resultado fornece-nos uma resposta no caso de contracções com a mesma 
razão de contracção. 
Teorema 1.4.1 ([l8], pag 147 ) Sejam (X,d) um espaço métrico 
completo, / 0 , fn, com ne IN, contracções de X em X. Suponha-se que as 
contracções f„ têm a mesma razão de contracção k. 
Sejam ainda aQ e an os pontos fixos de fQ e / „ , respectivamente. 
Se lim f„ (JC) = fQ (x), Vx e X, então lim a/7 = a0. 
n—y^c 
Demonstração Atendendo que fr é uma contracção de razão k, resulta que, 
dado JC e X e n < p: 
d{ar, /; (x)) <d(ar, fP (JC)) + d(frP (x), fr" (x)) < d(ar, / / (x)) + k"d(x, ff'" (x)) < 
<d(arjP(x)) + k"(d(x,fr(x)) + ... + d(f/-"-l(x)jr"(x)))< 
<d(arJ/(x)) + kn(\ + k + ... + kP-n-l)d(xJr(x))<d(arjP(x)) + ^-d(x,fr(x)) 
1- k 
Como lim / / (JC) = ar, fazendo p -> oo, obtemos 
p-*ao 
d(ar,frn(x))<^-d(x,fr(x)) 
\- k 
Tomando n = 0 e x = a. o 
d(ar >aQ) ^ 7-7d{a Q , fr (a0)) = —— d(f0(o0),/r(o0)) 
1-A: 1-it 
Como (/„ )we£V converge pontualmente para / 0 , concluímos então que 
\imd(f0(aQ)Jr(a0)) = 0 
logo 
lim d(üQ,ar) = 0 
r->oo 
provando assim o pretendido. D 
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O teorema anterior supõe que as contracções tenham todas a mesma razão de 
contracção. Os dois teoremas seguintes, provados por S. Nadler em [26], não impõem esta 
condição, desde que a convergência das funções seja uniforme ou que o espaço seja 
localmente compacto. 
Teorema 1.4.2 Sejam (X,d) um espaço métrico e f\:X-*X funções 
com pelo menos um ponto fixo a,, com / e IN. 
Seja ainda fQ : X -> X uma contracção de razão kQ com um ponto fixo a0. 
Se (fi)iem convergir uniformemente para f0, então (<3,),e/Ar converge para 
a0. 
Demonstração Seja s>0. Uma vez que, por hipótese, (fj)ieIN converge 
uniformemente para f0, existe N e IN tal que, 
\fi>N:d(ft(x), f0(x))< s(l-k0),\/xeX 
Logo, para i> N, 
d (a, ,aQ) = d(f, (a, ), fQ (aQ )) < d{f, (a, ), fQ {a, )) + d(fQ {at ), fQ (aQ )) < 
<s(l-k0) + k0d(at,a0) 
ou seja 
(1 -£ 0)d{a t ,a 0)<£(\-k 0)o d(aj,a0)<£ 
donde concluímos que (cj)jeIN converge para aQ, o que termina a demonstração do 
teorema. D 
Teorema 1.4.3 Sejam (X,d) um espaço métrico localmente compacto (isto 
é, todos os pontos de X têm uma vizinhança compacta) e f, :X ->X uma 
família de contracções com ponto fixo a,, com ieIN. 
Seja ainda / 0 : X -> X uma contracção de razão kQ com um ponto fixo a0. 
Se {fi)JeIN convergir pontualmente para f0, então (aj)je]N converge para 
a0. 
Demonstração Seja s > 0. Uma vez que Xé localmente compacto, a0 tem uma 
vizinhança compacta VQ. Podemos supor que s é suficientemente pequeno de modo que 
D(a0,e) = {xzX : d(a0,x) <e}^V0 
Como D(a0,e) é um fechado e V0 é compacto, concluímos que D(a0,s) é também 
compacto. 
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Atendendo a que {fj)eIN são equicontínuas (isto é, 
Vs > 0 30 > 0 \/x,y eXVfelfj-.ie IN}: d(x,y) <8^> d(f(x),f(y)) < s ) 
convergindo pontualmente para fQ e D(a0,e) é compacto, afirmamos que (f,)jeIN 
converge uniformemente para f0 em D(a0,s). 
De facto, pretende-se provar que, fixado y > 0 
BNeINVi ZN-.difjixXMx)) < y, Vx e £>(û0,*) 
• (ft ),ezv s^° equicontínuas, logo 
3 S > 0 : c/(x,x0 ) < £ => d(f, (x), /;■ (x0 )) < y 
(posso supor que 5 < y ); 
• \B(x,S) : x e Z)(a0,£-)} formam uma cobertura de D(a0,s) e como D(a0,e) 
k 
é compacto, resulta que existem xl,...,xk tal que D ( a 0 , í ) ç u 5 ( x ; , £ ) 
í=i 
(logo, Vx e Z)(a0, £") 3x, : x e 5(x ;, (5), isto é, c/(x, x, ) < 5 ); 
• Além disso, para cada 
j e {l,...,k} 3rij e INVi > n, :</(/ ,(* ;), /0(x,)) < y 
Portanto, 
«*(// (*). /o (*)) * </(// (*), / , (*, )) + d(f, (xj ), / 0 (x, )) + d(fQ (xj ), f0 (x)) < 
< / + 7 + ^0£/(xy ,x)<2^ + ^ = / (2 + ^0) 
provando assim o pretendido. 
Seja JV e 72V tal que V/' > N 
d(f,(x)J0(x))<(l-kQ)6yxeD(aQts) 
Logo, VxeD(fl0,ff), 
d(f, (x), a0 ) < d(f, (x), / 0 (x)) + dif0 (x), / 0 (fl0 )) < 
< (1 - k 0 ) s + kQ d(x,a0)<(\-kQ)s + k0£ = £ 
Concluímos então que V7 > N 
MD(a0,e))£D(a0is) 
Para / > N, seja 
g, : £>(a0>£) -> £>(a0,í) 
x H> ft(x) 
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É obvio que g, é uma contracção e como D(a0,e) é compacto (logo completo), 
resulta que g, tem um ponto fixo b{. Mas então bt também é um ponto fixo de f., e 
como fj é uma contracção, bl = at. 
Provamos assim que, para i > M , al e D(a0,e). Como no disco D(a0,e), {f,)!sIN 
converge uniformemente para / 0 , pelo teorema anterior, (a, ) i e ] N converge para a0, o 
que conclui a demonstração do teorema. H 
De seguida exibiremos um exemplo de uma sucessão de contracções, convergindo 
para uma contracção. 
Exemplo 1.4.4 Sejam 
1 x K> e x +1 + -
n 
f„ está bem definida, V« e IN, pois /„ (.t) > 1, \fx e [l,+oo[, V« G IN, uma 
-r 1 
vez que e ' > 0 e — > 0. « 
• VneIN, /„ é uma contracção de razão de contracção - . 
e 
\f„'(x)\ = e-x<±<\ 
e 
Portanto, \fn e IN, fn tem um único ponto fixo an. 
Facilmente se verifica que (/„ ) n e ] N converge pontualmente para 
/ 0 : [l,+co[ -^ [l,+oo[ 
x h-> e~x +1 
e que f0 é uma contracção de razão de contracção - . Seja aQ o ponto fixo de / 0 . 
e 
Pelo teorema 1.4.1, a sucessão (a„)neIN de pontos fixos de {fn)nefff converge para 
o ponto fixo de f0, a0. 
Note-se que os teoremas 1.4.2 e 1.4.3 também são válidos neste exemplo, uma vez 
que (f„ ) n e I N converge uniformemente para / 0 e que [l,+=o[ é localmente compacto. 
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Sejam X e Y dois espaços métricos não vazios, munidos das métricas dx e dv, 
respectivamente. 
Considere-se agora o conjunto X x Y , munido da métrica produto d, definida por: 
• dados (x{, y{ ), (x2, y2 ) e X x Y 
d{(X[, y\ ), (*2. y 2 ))= v dl (xi ,x2 ) + d] (y\, y 2 ) 
Uma função f:XxY->XxY diz-se uma contracção em relação à primeira 
variável se 
\fyeY^k{y)e^ld{f{xl,y)J{x1,y))<k{y)d{{xuyUx2,y))^x{,x2^X 
De modo análogo podemos definir contracção em relação à segunda variável. 
Finalmente, uma função diz-se ser uma contracção para cada variável separadamente 
se é uma contracção em relação à primeira e segunda variável. 
Definição 1.4.5 Seja T um espaço topológico não vazio. Diz-se que T tem 
a propriedade do ponto fixo se toda a aplicação contínua de Tem T tem um ponto 
fixo. 
Por exemplo, 
D(0,1) = {x e IR" : d{xfi) < l} 
tem a propriedade do ponto fixo (Teorema do ponto fixo de Brouwer). 
O seguinte teorema deve-se a S. Nadler ( [26]). 
Teorema 1.4.6 Sejam (X,dx) um espaço métrico completo e (Y,dv) um 
espaço métrico com a propriedade do ponto fixo. 
Seja ainda f:XxY -+ XxY uma aplicação. 
1. S e / é uniformemente contínua em XxY e se é uma contracção em 
relação à primeira variável, então/ tem um ponto fixo. 
2. Se X é localmente compacto, fé contínua em XxY e se é uma 
contracção em relação à primeira variável, então/ tem um ponto fixo. 
Demonstração Provemos 1 e 2 em simultâneo. 
Para cada yeY, definimos fy:X^X dada por fy ( x) - nx o f(x, y), para 
x e X, onde jt\ é a projecção natural de XxY emX. 
Para cada y e Y, fy é uma contracção e uma vez que X é completo, fy tem um 
único ponto fixo. 
Seja 
F: Y -> X 
y i-> F(y) 
onde F(y) é o único ponto fixo de fy. 
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Tome-se v0 s Y. Vejamos que F é contínua em y0. Para tal, considere-se uma 
sucessão em Y, [yn ) n e I N , convergindo para y0. 
• Por 1, ( / j , converge uniformemente para fv . Pelo teorema 1.4.2, 
(F(yn))mdN converge para F(yQ); 
• Por 2, uma vez que/é contínua, logo \fy j converge pontualmente para 
fv , e como X é localmente compacto, pelo teorema 1.4.3, {F(yn))neIN 
converge para F(yQ ). 
Em ambos os casos, concluímos que \F(y„ ))neIN converge para F(yQ ), isto é, F é 
contínua em Y. 
Seja agora G : Y -» Y dada por: 
G(y) = x2of(F(y),y) 
onde 7T2 éa projecção natural de XxY em Y. 
G é contínua porque K2 , F e / o são. Além disso, por hipótese, F tem a propriedade 
do ponto fixo. Logo G tem um ponto fixo, isto é, 
3y0 € Y : G(yQ) = y0O7r2° f(F(yQ),y0)= v0 
Mas F(_y0 ) é o único ponto fixo de fy , isto é, 
fy0(F(yo)) = F(yo) <=> «"í °f(^(y oi y o) = ^ Cvo) 
donde se conclui que 
(^OoXyo) = fo ° / (F( v0),y0),;r2 ° /(^CVo ). vo)) « (^ CVo). J>o ) = /(^OoX^o) 
portanto (/7(>'oX.yo) é um ponto fixo de / o que conclui a demonstração. D 
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2. OUTROS TEOREMAS DE PONTO FIXO 
PARA CERTAS CLASSES DE FUNÇÕES 
No capítulo anterior tratamos unicamente de contracções e vimos condições 
suficientes para garantir a existência de um único ponto fixo para tais funções. Iremos 
agora estudar outros tipos de funções: as funções fracamente contractivas e as não-
expansivas. Veremos que a completude do espaço métrico X não é suficiente para 
garantir a existência de um ponto fixo. Teremos portanto de adicionar algumas 
hipóteses quer ao espaço métrico quer à função estudada. 
1. FUNÇÕES F R A C A M E N T E C O N T R A C T I V A S 
Neste capítulo será enfraquecido o conceito de contracção, ao definirmos função 
fracamente contractiva, como se apresenta de seguida: 
Definição 2.1.1 Sejam (X,d) um espaço métrico e / : X -» X uma 
aplicação. 
/ ' diz-se fracamente contractiva se, para quaisquer p,qeX, com p*■ q, 
d(f{p),f(q))<d(p,q) 
Note-se que qualquer contracção é fracamente contractiva. O recíproco é falso. 
Observe-se também que qualquer aplicação fracamente contractiva é contínua. 
Além disso, o teorema do ponto fixo de Banach é falso se substituirmos uma 
contracção por uma aplicação fracamente contractiva, como o exemplo seguinte mostra. 
Exemplo 2.1.2 Seja 
/ : IRõ -> 1RS 
x h-> x-ex 
/está bem definida uma vez que f(x) < x, portanto /[IRQJQ IRQ . 
Vejamos que/é fracamente contractiva. Para tal, mostremos que \f'(x)\ < 1. 
0<f'(x) = \-ex <\ 
Note-se que não é possível garantir que / seja uma contracção, uma vez que 
lim f'(x) = l e, pelo teorema do valor médio, d{f(x),f(y)) = f'{Ç)d(x,y), logo, 
para x =É v 
Im, ' ( / W - / W ) = i I,/-*-* d(x,y) 
Portanto, fé uma aplicação fracamente contractiva definida num espaço métrico 
completo e, no entanto,/não tem pontos fixos. 
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Contudo, em determinadas condições, pode-se garantir a existência e unicidade de 
um ponto fixo em aplicações fracamente contractivas, como mostra o seguinte teorema 
deM. Edelstein([l2]): 
Teorema 2.1.3 Sejam (X,d) um espaço métrico e f:X-*X uma 
função fracamente contractiva tal que, para um dado x e X, a sucessão 
v(x))nem t e m u m a subsucessão convergente. Seja z o seu limite. 
Então z é o único ponto fixo de / . 
Demonstração Suponhamos, por redução ao absurdo, que f(z) * z. 
Como /" ' (*)-» z, então f"'+l(x)=f\f"'(x)j->f(-), pois/é uma aplicação 
' - * » Ï-WO 
contínua. 
Seja 
Y = {(p,q)eXxX:p*q} 
subespaço de X x X e r : Y —> IR a aplicação contínua definida por 
r{M)__4fMfM 
d[p,q) 
resta bem definida pois d{p,q) * 0,v(p,q) <= 7. 
Como ( : , / ( : ) )eF , r é contínua e r(z, f(z)) = dv)=^{ [^'< 1 (pois / é 
fracamente contractiva), existem uma vizinhança U de (z, f(z)) em Y e 0 < R < 1 tais 
que, para todo (/?,q)eU, 0 < /•(/?,<y)< JR < 1. 
Sejam 5j = B(z,p) e #2 =5(/(-),p) as bolas abertas centradas e r a : e / ( - ) , 
respectivamente, de raio p > 0, com p suficientemente pequeno de modo que 
p < -d(z,f(z)) (o que implica que BlnB2=0)e B{ x B2 Q U. 3 
Como /" ' (x) -> z, existe N e IN tal que, para todo / > N, f"' (x)e Bx e sendo 
/ fracamente contractiva, resulta que 
d{r-+\x)j(z))<d(fHx),=)<P, 
istoé, f"i+l(x)eB2. 
Uma vez que 
• fH*)*Ih 
• f"-%r)eB2 
. 9<\d(z,f(z)) 
conclui-se que 
d{f"'{x),fn'+l{x))>p,\/i>N. (D 
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Por outro lado, para i> N, 
d(f"'+l(x\f<+2(x))= r{f"< (x\f"-+\x))d(f"> (4f"'%))< Rd{fn> ( 4 / " ' + 1 W) 
pois(ri4f"-+l(.x))eU. 
Sejam agora k> j>N. Pelo facto de / ser fracamente contractiva e da 
desigualdade anterior, obtém-se: 
< R^d[fn<(x),/"<%))->0 
k-+œ 
o que contradiz (1). 
Portanto f(z) = z. 
Vejamos agora que:éo único ponto fixo de/. Se existisse j ' e X com /(r ' ) = r' 
e : V ; , então c/(r, ~') = <i(/(r),/(r'))< d{z,z'\ o que é absurdo. 
Conclui-se assim a demonstração do teorema. D 
Corolário 2.1.4 ([12]) Sejam {X,d) um espaço métrico compacto e 
f:X->Xuma função fracamente contractiva, então existe um único ponto 
fixo de / em X. 
Demonstração Basta atender a que, se X é um espaço métrico compacto, 
então para qualquer x e l , \fn(x))nelN t e m u m a subsucessão convergente. D 
Corolário 2.1.5 ([l2]) Suponhamos que as condições do teorema 2.1.3 
são satisfeitas. Então [f"(x))neIN converge para o único ponto fixo d e / 
Demonstração Pelo teorema anterior, Um f"' (x) = z, isto é, 
V S > 0 3NQ e IN V/ > N0 : d{z, fn> (*))< S 
Seja agora m- nN +1 (nN fixo, / e ZV variável). 
Resulta então que 
<4/"M)- ^ '(4/"""+' w)s 4/""- w)< * 
(na igualdade usou-se o facto de r ser ponto fixo de/), o que prova que Um f" {x) = z. D 
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Corolário 2.1.6 Sejam (X,d) um espaço métrico compacto e f\X-*X 
uma função fracamente contractiva. Então / tem um único ponto fixo z e 
Vx g X : \f"{x))neIN converge para z . 
Demonstração Pelo corolário 2.1.4, V . t e X , \f"(x))„eIN tem uma 
subsucessão convergente para z, sendo z o único ponto fixo d e / 
Pelo corolário 2.1.5, \f" (x)jnelN converge para z. G 
Corolário 2.1.7 Seja / : IR" -» IR" uma função fracamente contractiva, 
IR" munido da métrica usual. Suponhamos ainda que existe x e IR" tal que 
\f" (x))„eIN tem uma subsucessão convergente para z e IR". 
Então z é ponto fixo e lim f"{y) = z,\/y e ZR". 
n—HO 
Demonstração Basta demonstrar a última afirmação. Seja então z o ponto fixo 
d e / e y € //?" um ponto qualquer. 
Como 
d(f"(y),z) = í/(/w(>'),/"7(.-)) < c/Cy,r),V« e //V 
decorre que 
f"(y)eD(z,\\z-y\\) 
Como D(r,j|z-_y|| ) é compacto, o resultado segue da aplicação directa dos 
corolários 2.1.4 e 2.1.5. D 
Note-se que o corolário anterior é válido em espaços métricos para os quais a 
aderência de bolas seja compacta (por exemplo, qualquer espaço vectorial normado de 
dimensão finita). 
Observação 2.1.8 
(1) A completude do espaço X não é suficiente para garantir que uma função 
fracamente contractiva tenha um ponto fixo. Basta atender ao exemplo 
2.1.2 (neste exemplo \f"(x))nsIN diverge para -oo, V.r e IRQ ). 
(2) Dada uma contracção/de X em X, onde (X,d) é um espaço métrico, 
para garantir que/tenha um ponto fixo basta que exista x e X tal que a 
sucessão de iterados de x por/tenha uma subsucessão convergente (não 
é exigido que A'seja um espaço métrico completo). 
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Exemplo 2.1.9 Seja 
Atendendo a que 
/ 
TC TC 7t 71 
— —» — 
2 2^ 2 2 . 
cav x 
/ ' • 
TC 71 
- » 
TC 7T 
2 '2_ 2 '2_ 
-> senx 
resulta que |/'(JC)| < 1, VJC • 71 Jt 
2~'2 
Portanto, pelo teorema do valor médio, / é 
fracamente contractiva. 
No entanto, não se pode garantir que / seja uma contracção pois não existe 
k € jO,l[: |/'(JC)( < k. De facto,/não é contracção já que 
um 
n 
1 
4mAê 
11 7 V 
7 / / ,. COSX 
- = hm = 1 /T 
► 
■y 
Tome-se agora, por exemplo, x = — e considere-se / " ' ^ os iterados de 
V \*JJ neIN 
x por/ 
Como TC TC 
2 ' 2 é compacto e 
V V 4 JJneIN 
K K ri 
resulta que / — tem alguma subsucessão convergente. 
neIN 
Pelo teorema anterior, converge para xQ, onde „v0 é o ponto fixo 
de / 
Definição 2.1.10 Sejam (X,d)um espaço métrico, f:X-*Xuma 
aplicação e s>0. 
f diz-se s - fracamente contractiva se, para quaisquer p,q^X, com 
p*qe d{p,q)<z 
d(f(p\f(q))<d(p.q) 
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Exemplo 2.1.11 Considere-se a função 
/ : [l,+oo[ -» [l,+oo[ 
x \-> x + e~x-£ 
onde s = e~x°, com x0 > 1. 
É claro que / (x ) = JC <=> x = x0 e que / ' (*) = 1 - e~x e ]0,l[. 
Atendendo a que lim f\x) = 1 decorre que, para a métrica usual,/ é fracamente 
X—>+X 
contractiva. 
Também se tem que lim f" (x) - xQ, Vx € [l,+°c[. 
n->oo 
Considere-se agora ke IN, k>2 e seja 
X = ^{x,j)eIR2:x>\} 
com a métrica induzida pela métrica usual de IR . 
Seja 
F: X -» X 
(x,j) H> (f(x),(j+ l)modk) 
F não é fracamente contractiva já que 
d(F(x,l),F(x,0)) = d((f(x),2modk),(f(x),lmodk)) = 1 = d((x,l),(x,0)) 
No entanto, Fés- fracamente contractiva para £ < 1 já que 
d((x,i),(y,j))<s<l^i = j 
Assim 
d(F(x,i\F(y,i)) = d'(f(x),f(y)) < d\x,y) = d((x,i),(y,0) 
onde Í/' representa a métrica usual em IR. 
Da construção decorre que o ponto (x0,0) é periódico de período k, isto é, 
Fk(x0,0) = (x0,0) e F^ 0 , 0 )* ( . r 0 , 0 ) ,pa raye{ l , . . . , * -1} , 
e que 
Vx> l , \imF"k(x,0) = (xQ,0) 
No exemplo anterior, todas as afirmações resultam imediatamente da construção. 
No entanto, a existência de um ponto periódico para uma função £ - fracamente 
contractiva é um facto mais geral, como estabelece o seguinte teorema ([l 2] ). 
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Teorema 2.1.12 Sejam (X,d) um espaço métrico e f:X->Xuma 
função s - fracamente contractiva tal que para um dado x € X, a sucessão 
V n(x))neiN t e m u m a subsucessão convergente para z. Então z é um ponto 
periódico de / , isto é, existe keIN:fk{z)=z. 
Demonstração Seja x e X tal que /" ' (x) -» z, logo 
('—KC 
3N{ eJN\/i>Nl:d(z,/"' (x))<-e. 
Como d\z,fn> (x)j< — s < s e/é £ - fracamente contractiva, 
d(f(z\r^x))=d(/(4f{fn'(x))<d(z,ri4 l 
Portanto, d(f(z\ f"<+l (x)) < - «•: 
<—£ . 
4 
< — £ 
4 J_ 
4 
Iterando sucessivamente, conclui-se que 
d(f ">--"> [z\fn-{x% 
logo 
d{=,/"-<-"■ (=))< d(=,f"" (x))+ d(f"-< (4/»<--< (=))< \e + \e = \z 
Seja agora k = ni+l-n^. Por conseguinte, d[z, f (z)J<—s. 
Vejamos que / (z)=z. Por redução ao absurdo, vamos supor que 
- - = / ( - - ) * . - . 
Sejam Y o conjunto e r a aplicação definidos no teorema 2.1.3. Uma vez que 
z V z , resulta que (z,z')eY e r é contínua em (z, z'). 
pois/é £ - fracamente contractiva e d(z,z') = d\z,f (z))< — £ < £ 
Logo existe uma vizinhança Ude (z,z') em Y e existe R<\ tais que, para todo 
(p,q)eU, 0<r(p,q)<R<\. 
Sejam Bl-B(z,p) e B2 = B{Z, p) as bolas abertas centradas em z e z , 
respectivamente, de raio p > 0, com p suficientemente pequeno de modo que 
p<-d(z,z')<-s e B{XB2ŒU. ó o 
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Como /"■ (x) -» z, existe N2 e /A/" tal que, para todo y > N2, f"1 (x)e #i > ist0 
Ï -XC 
é, í / (^^(x ) , r )< /?<f . 
Por hipótese, fé s - fracamente contractiva, logo 
d[fn>+\x\f(Z))<d{f">{x\z)<p<e. 
Iterando sucessivamente, conclui-se que 
d\f^k(x\z)=d{f^k(x\fk(Z))<p 
isto é, f J (x) e B2. Portanto 
Assim sendo 
istoe 
r^(4/"'+iW)</î, 
d{f^\x\r^\x))< Rd(f"j (x),f^k(x)\ 
Seja l> j> N2 (=> l-l> N2). Por conseguinte 
( / « M ( 4 A l ^ w ) e 5 i x 5 2 . 
Como d(z,z')<—e, resulta que 
d{fn'-{x\f^+k(x))<8. 
Uma vez que / é s - fracamente contractiva, 
d{fn'-^(x\fn'-+k+i(x))< d[f"<-> {x\r-+k{x)) 
Novamente, iterando sucessivamente, conclui-se que 
d[f"> (x),f"'+k(x))< d{f"^\x\fi-+k+\x))< Rd(f"<-> (x),r<-+k(xjj 
)<£ 
< 
< ...<Rl-Jd[fn;(x),f;+k(xj} 
que converge para zero, quando / -> +<x>, o que contradiz o facto de p < -d(z,z'). 
Portanto, / (z)= z, o que conclui a demonstração. □ 
Observação 2.1.13 Na demonstração do teorema anterior, foi fixado 
nN e definiu-se k = n/+1 - nt. Como / (z) = z 
divide k. Logo, Vz > N{, tem-se que s divide (n/+1 - nt ) 
nt >  £ w/ ; decorre que o período de z, s, 
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O próximo corolário é consequência do teorema anterior. 
Corolário 2.1.14 ([l2]) Sejam (X,d) um espaço métrico compacto e 
f : X -> X uma função e - fracamente contractiva. 
Então / tem pelo menos um ponto periódico. 
Sob certas condições pode-se mesmo garantir que o ponto z, limite da sucessão, é 
um ponto fixo: 
Corolário 2.1.15 ([l2]) Suponha-se que, nas condições do teorema 
anterior, d(z,f(z)) < s. Então z é um ponto fixo. 
Demonstração Por redução ao absurdo, suponhamos que f(z) * z. Assim 
sendo, resulta que 
(a) d(fk(z\fk+\z))=d(z,/(=))< s 
(b)/e s - fracamente contractiva, logo 
d{f(z\fl{z))<d(z,f(z))<e 
Continuando a iterar, conclui-se que 
4/*(--)./t+1(--))<4--./(--)) 
o que é absurdo. 
Portanto, f{z) = z, isto é, z é um ponto fixo de / □ 
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2. FUNÇÕES NÃO - EXPANSIVAS 
Iremos agora enfraquecer ainda mais o conceito de contracção, ao permitir que k 
possa ser igual a 1. 
Definição 2.2.1 Sejam (X,d)um espaço métrico e f:X->X uma 
aplicação. / diz-se não - expansiva se 
d(f(x)J(y))<d(x,y),\/x,yeX 
Note-se que quaisquer contracções ou funções fracamente contractivas são, em 
particular, não - expansivas. O recíproco é obviamente falso (basta tomar f{x) = x +1, 
com xe IR). 
O seguinte teorema é uma aplicação imediata do teorema do ponto fixo de 
Banach, onde é garantido que uma função não - expansiva que envie o disco unitário 
em si próprio tem um ponto fixo. 
Teorema 2.2.2 ([8], pag 83) Sejam D = {xeIR" :\\x\\<l}e f :D->D 
uma aplicação não - expansiva. Então / tem pelo menos um ponto fixo. 
Demonstração Para cada ne IN considere-se 
f \\ 
Fn(x)= 1— f(x) 
\ nJ 
que envia D em Z), já que 
%(4=h-1 |/Wl<|/W|<i. 
Vejamos que Fn é uma contracção, para todo ne IN. 
\\Fn(x)-Fn(y]\ = /w-íi-iW) 
V n) 
= 1 -
n) l/to-/Ml * i- n) \
x - y\\ 
Portanto, tomando k = 1 — < 1, VneIN, resulta que 
n 
\Fn{x)-Fn{y\<k\x-y\ 
isto é, F„ é uma contracção, para todo ne IN. 
37 
Como D é um espaço métrico completo, F„ (D) ç D e Fn é contracção, pelo 
teorema do ponto fixo de Banach, resulta que F„ tem um único ponto fixo x„, isto é, 
V nj 
Uma vez que Z) é compacto e (xn )nejN Q D, então (xn )neIN possui uma 
subsucessão [x„ ) r convergente para x0 e D. 
f[x„ ) = xn e/é contínua (pois é não - expansiva), Logo, como 
V niJ 
xQ = lim xn = lim /(*J=/(*o) 
conclui-se que 
/(*o) = *o 
Portanto, „v0 é ponto fixo d e / o que conclui a demonstração. u 
É obvio que não se pode afirmar que o ponto fixo seja único (basta tomar 
f:D->D dada por f(x) = x). 
O próximo teorema generaliza o teorema anterior: 
Teorema 2.2.3 ([18], pag 98)) Sejam B um espaço de Banach, KçS 
um subconjunto fechado, convexo e limitado e / :K -> K uma aplicação não -
expansiva. 
Se (f-I)(K) é um subconjunto fechado de B, onde I representa a função 
identidade, então/ tem um ponto fixo em K. 
Demonstração Podemos supor que 0 e A" (caso contrário consideramos 
K - x0, x0 e K e f(x + x0 ) - x0 ). Como A' é limitado existe r > 0 tal que A" está 
contido numa bola de centro 0 e raio r. 
Sejam (t„)neIN uma sucessão de reais positivos menores que 1, convergindo para 
l,e 
/ „ : K -> A~ 
jr H> * „ / ( * ) 
/„ está bem definida pois K é convexo, tn e ]0,l[, 0 e /(x) e A", logo 
í „ / W + ( i - í j o = / n / W € í 
Vejamos que Vne IN, f„ é contracção. 
Para x, y e A", 
\\fn (*)-/« Ml = '„ | / t o - /(^)|| ^ í„ |* - y|| 
com /„ € p,l[. 
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Logo fn é uma contracção definida num espaço métrico completo K. 
Pelo teorema do ponto fixo de Banach, cada /„ tem um único ponto fixo xn e K. 
Atendendo a que 
\\f(xn ) - x„ || = \\f(x„ ) -1„ f(xn )\\ = (1 - tn )\f(xn )|| < (1 - /„ )r 
e que tn -> 1, concluímos que 
n—»oo 
| / ( ^ ) - A - / ; | | = | | ( / - / ) ( .V / 7 ) | | -> 0 . 
n—>cc 
Como ( / - 1){K) é fechado, decorre que 0 e ( / - I)(K) e portanto 
3*0 eK'-(f- 7)(*o ) = 0 <=> /(jr0 ) = x0 
o que prova o pretendido. □ 
O teorema seguinte garante a existência de um ponto fixo para determinadas 
aplicações não - expansivas. 
Começaremos por apresentar algumas definições necessárias para o próximo 
teorema. 
Definição 2.2.4 Sejam (X,d) um espaço métrico e AcX um 
subconjunto não vazio. 
O diâmetro de A, S(A), é dado por sup{d(x,y);x,y e A}. 
A diz-se limitado se 8{A) < +oo 
Definição 2.2.5 Sejam X um conjunto não vazio e / : X -> X uma 
aplicação. 
Para cada x e X e n <= IN0, a órbita de / " (x) por/ é 
o(fn{x))=\f\x),i>n). 
Sejam (X,d) um espaço métrico e f:X->X uma aplicação. Observe-se que 
para n>m, o(f"(x))^o(fm(x)), portanto ô(o(f" (x)))<s(o(fm(x))), isto é, a 
sucessão de números reais não nQgaüvos[õ\p[f"(x))jJneIN é decrescente, logo 
convergente. 
Seja r(x)- lim ô\p\f"(x)JJ>0; observe-se que se pode ter r(x) = +co e que 
r(x) = r(f(x)),\fxeX. 
A r(x) chama-se o limite do diâmetro da órbita de/em x. 
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Observação 2.2.6 Suponha-se que / : (X,d) -» (X,d) é não - expansiva. 
Então 
\/xeX\/ks IN0 : ô(o(fk (x) | = sup d(fk (x), f (x)) 
neIN 
n>k 
De facto, fixados n>m>k, observe-se que 
d(f" (x), r w)=d(/m-k [f»-m+k {x)\r-k (fk (x))) < 
< d{fn-m+k(x)Jk{x))< sup d{f\x)Jk{x))< õ(o(fk(x))) 
jeIN 
j>k 
Portanto, como 
s(o(fk(x)))= sup d(f(x),fm(x))<s(o(fk(x))) 
n,m>k 
temos que 
supd(fJ(x)Jk(x))=õ(o(fk(x))). 
jeIN 
J>k 
Definição 2.2.7 Sejam (X,d) um espaço métrico e f:X->X uma 
aplicação. 
Diz-se que/ tem diâmetro de órbita decrescente se 
r(x) < ô{0(x)\ Vx e X desde que S(0(x)) > 0. 
Observe-se que õ(0(x)) = 0 sse x é ponto fixo de / Por outro lado, se / tem 
diâmetro de órbita decrescente, então õ(0(x)) é finito, VJC e X. 
Exemplo 2.2.8 
(1) Seja 
Tem-se que 
/ : 
1 1 
ü,- -> 0 -
2 2 
l-> X 
Vx G 4 , 0 = r(x)<S(O(x)) = x 
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(2) ([ó]) Sejam (X,d) um espaço métrico, / e a aplicações de Xem Xtais 
que: 
(a) V i e J , 0 < a { x ) < 1 
(b) Fixado x G X, para cada y e X tem-se d(f(x), f(y)) < a{x) d(x, y) 
Então, atendendo à observação 2.2.6, 
S{0{f(x)))= supd[f(x),fn(x))< snpa(x)d(x,r-\x))=a(x)õ(0(x)). 
neIN neJN 
Portanto, uma vez que 0\fn(x)Jç: 0(f(x)), resulta que 
r{x) = lim â(o(f" (*)))< S{0(f{x))) < a{x)ô(0{x)) < ô(0{x)) 
se ô(0(x)) > 0, e / tem diâmetro de órbita decrescente. 
Seja agora xQ e X tal que / (x 0 ) = x0. 
Vejamos, por indução, que 
d(x0,f"(x))<(a(x0))"d(x0,x). 
i) para» = l , d(x0,f(x)) = d(f(x0),f(x))<a(x0)d(x0,x) 
ii) suponhamos que a desigualdade é válida para n - 1 . Então 
4*o » /" W) = Mx° l f(fn~l (*))) * «('o WU, Z"-1 (*)) * 
< a(x0 )(or(x0 ))"-1 Í/(X0 , x) = (a(jr0 ))w Í/(JC0 , *) 
Como 0 < a(x) < 1, VJC G X , concluímos que lim / " (x) = x0, isto é, a sucessão 
W—KC 
de iterados de x por/converge para o único ponto fixo d e / 
Feita esta introdução, estamos preparados para apresentar o teorema principal 
desta secção, apresentado por L. Belluce e por W. Kirk, em ( [ó]). 
Teorema 2.2.9 Sejam (X,d) um espaço métrico e f:X->X uma 
aplicação não - expansiva com diâmetro de órbita decrescente. 
Suponha-se que existex e X tal que a subsucessão \fn< (x))ie]N converge 
para zeX. 
Então z é um ponto fixo d e / e (fn(x))neIN converge para z. 
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Demonstração 
Por hipótese, lim f"'(x) = z. 
Vejamos que z gera uma sequência isométrica, isto é, 
\/m,neIN d(fm(z),f"(z))=d(fm+k(z),f"+k(z)), k = \,2,.. 
Para tal, recorreremos aos dois seguintes lemas (M. Edelstein, [l4]): 
Lema 1 Sejam (X,d) um espaço métrico e f:X->X uma função não 
- expansiva. Suponha-se que existe xeX tal que [f"(x))neIN contém uma 
subsucessão {/"■(x)jjBlNconvergente para zeX. Então existem (mj)ieIN tal 
que ml<m1<..., com mi s IN, e lim fm' (z)= z. 
/ - K O 
Demonstração Por hipótese, lim /"•'(JC) = z. 
/->x 
Se existir me IN tal que / w (x) = z, então tomando OT, =rij -m resulta que 
hm fm> (z) = hm /">- (fm (*))= hm /"< (x) = .-
;'->oo /—»co /—>oo 
o que prova o pretendido. 
Suponha-se agora que Vm € IN, fm (x) *■ z e tome-se 8 > 0 (qualquer, mas 
fixo). 
Uma vez que lim f"' (JC) = - , existe / = /'(£) tal que 
d(z,f"'^■(*))<7, 7 = 0,1,2,... (1) 
Para tal /e A: = 1,2,... 
<*(/■"' w,/^ w)* 4'/"' w)+4»/""* w)< f (2) 
De (1) (tomando j = 0 ) e atendendo que/é não - expansiva, resulta que 
^(T'^"' OO,/*-* W)< rf^^-1^),/^-1 (JC))< ... < j(r,/w- (*))< I (3) 
Portanto, de (1), (2) e (3) conclui-se que 
d(z, r--"- (z)}< d[z,f- (x))+d(r< (x),r- (x))+ d(r- (JC), f»>-* (z)) < 
* * * s 
<—+—+—=õ 
4 2 4 
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Tome-se ml = nj+l - ni, então d\z,fmx (r)j< 8. 
Vamos agora construir a sucessão {ml )ieJN do seguinte modo: 
Suponha-se que ni < «7 <... <nL já estão definidos tais que 
m = n,M-n, j e {!,...,£} 
^ ( ~ " ) , - - < Ô 7-1 
Trocando em (1) --- por e escolhendo «, > «; satisfazendo (1), decorre 
6 S 
— por — 
4 F 2 
que mk+l = «/itl+i - */t+1 satisfaz 4 r - (--),--)< 4 
2 * 
Se lim ra^ * +co, isto é, 
3M>0VpeIN3k>p:mL. <M 
(observe-se que os w .^ 's são inteiros positivos). 
Portanto existem infinitosmk 's pertencentes ao conjunto {1,2, . . . ,M}, donde 
concluímos existirem uma infinidade de repetições: 
mk = s, Vi € IN 
logo d\fmk' (z),z)= d[fs(z),zj -» 0. Portanto fs{z) = - e o resultado é trivial com 
m^ = ks. 
Se lim #7^  = +co, basta considerar uma subsucessão injectiva. 
k—>oc 
Conclui-se assim a demonstração do lema 1. G 
Lema 2 Sejam (X,d) um espaço métrico e f-.X-^X uma função não 
- expansiva. Suponha-se que existe xeX tal que [f"(x))nem contém uma 
subsucessão (/""'(*)L/Nconvergente para z e l . Então z gera uma sucessão 
isométrica. 
Demonstração Suponha-se, por redução ao absurdo, que existiam 
m,n,ke IN tais que 
6 = d{fm(z),f"(z))-d(fm+k(z),fn+k(Z))* 0 
Notemos que S > 0 porque 
£ / ( / ^ ( z ) j / ^ ( z ) ) < . . . < ^ ( z ) j / « ( - ) ) 
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Tome-se I = k,k + \,... 
Como/é não - expansiva 
d{r+i{z),f-<{;))<... < d{r+k{z\r+k{-.)) 
portanto 
d{r {z\ r (_-))- d(r+i (z), r+i (=))> s. w 
Pelo lema anterior, existe uma sucessão (n, ) i e I N tal que 
lim /"•(=) = = 
í '-»00 
Portanto, Vie IN 
\imf"-+l(=)=ümfl(f"-(z))=fl(z) 
; ' ->ac ; ' ->oc 
Seja então j e IN tal que n, > k e 
d[fm^{z),r{z))<s 
2 
ô_ 
2 
Logo 
d{f"^(z)J"{z))<-
< d(fm (-"), / - (z))< </(/" ( z ) , r n > (z))+ d[fm+n> (z), f™' (z))+ < / ( / ^ (z),/" (z)) 
< | + ^ " ^ (z), rn> (*))+| * * + « / ( z ^ (z), /"^ (z)) 
o que contradiz (4). 
Portanto ^ = 0 , o que conclui a demonstração do lema 2. □ 
Provamos assim, pelo lema 2, que z gera uma sequência isométrica. 
Logo, para he IN, 
5{0(f{z)))= sup d{f(z),f"(z))= sup d(fk+\z\fk+" (z))= *(o(/-*+1(--))) 
Por conseguinte, 
(z)=lim(5(o(/Â:(z)))=^(o(/(2))) r, 
£-»OC 
Mas r(z) = r ( / ( z ) ) , donde se conclui que r(/(z)) = <?(o(/(z))). 
Por hipótese,/tem diâmetro de órbita decrescente. Portanto S(o(f(z)))= 0, isto 
é, /(/"(z)) = / ( z ) . Provamos assim que / ( z ) é um ponto fixo por/ 
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Uma vez que/é contínua, resulta que 
Logo 
lim/"*+1(.T) = / l i m / ^ U ) ) = /(.-). 
k-+oo \k->x J 
Xfe>0 IkelN : d[f"k+\x)J{z))< s 
Seja n > nk +1. Como 
4 r (*),/(*))=4/" cr),/(/(.-)))< 4/-"-1 «,/(*))< d{r\x), /(-))<... < 
<^+ IW,/(r))< f 
conclui-se que lim / " (x) = / ( z ) . 
Mas como lim f"k (x) = z, resulta que /(z) = z, isto é, lim fn(x) = z e : é um 
k—»ac » ->TC 
ponto fixo de / como queríamos mostrar. G 
Corolário 2.2.10 ([ó]) Sejam (X,d) um espaço métrico compacto e 
/ : X -> X uma aplicação não-expansiva com diâmetro de órbita decrescente. 
Então, VxeX, r(x) = 0 e a sucessão (f"(x))neIN converge para um 
ponto fixo d e / 
Demonstração Como J é compacto , então Vxe X, \f"{x)jneIN tem uma 
subsucessão convergente para algum ponto z. 
Pelo teorema anterior, lim f"(x) = z e f(z) - z. 
Finalmente, r(x) = lim s(o(f" (x))) = S({z}) = 0. D 
n—xx) 
Observe-se que a condição d e / ter diâmetro de órbita decrescente é essencial, 
como mostra o seguinte exemplo: 
Exemplo 2.2.11 Sejam 
D = \xeIR2:\< \\x\\ < l\ 
e 
/ : D -» D 
X v-> -X 
f é não - expansiva, D é compacto e / não tem pontos fixos. 
A condição de a órbita de algum ponto conter uma subsucessão convergente 
também é essencial (basta atender ao exemplo 2.2.8 (1)). 
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3. PONTOS FIXOS EM FAMÍLIAS DE FUNÇÕES 
COMUTATIVAS 
Neste capítulo provaremos a existência de um ponto fixo comum para uma certa 
família de funções, desde que certas condições sejam satisfeitas. Começamos por 
apresentar alguns conceitos requeridos para tal: 
Definição 2.3.1 Seja S um conjunto não vazio. Diz-se que S é 
parcialmente ordenado se existe uma relação de ordem, denotada por <, tal 
que: 
• sea<beb<c, então a < c ; 
• a <a\ 
• sea<beb<a, então a = b . 
para todos a,b,ceS. 
Por exemplo, sejam S um conjunto não vazio e T = P(s), isto é, T é o conjunto 
formado por todos os subconjuntos de S. Dados A,BeT, diz-se que A < B se Aç:B. 
Lema 2.3.2 (Lema de Zom) Seja S um conjunto parcialmente ordenado. 
Suponha-se que V í ç 5 subconjunto ordenado (isto é, \fx,yeT,x<yvy<x) 
existe me S tal que Vx e T, x<m. 
Então 5 tem elemento maximal, isto é, 
3MeS tal que se M<Z, com Z e S, então M = Z. 
Analogamente faz-se uma formulação equivalente ao lema de Zorn para elemento 
minimal. 
Definição 2.3.3 Sejam X um conjunto não vazio e / , g : X -> X duas 
funções. 
/ e g dizem-se comutativas se f°g = gof. 
Definição 2.3.4 Sejam B um espaço de Banach e A um subconjunto 
não vazio de B. A envolvente convexa de A é o menor convexo de B que 
contém A e representa-se por co(A). O fecho convexo o\e A é o menor 
convexo fechado de B que contém A e representa-se por co(A). 
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Apresentamos de seguida um teorema de L. P. Belluce e W. A. Kirk ( [7]). 
Teorema 2.3.5 Sejam B um espaço de Banach e 0 í I ç S um 
subconjunto fechado, limitado e convexo. 
Sejam ainda M ç X um compacto e F * 0 uma família de funções de X 
em X não - expansivas e comutativas, tal que 
3/1 e F : {/i"(jc), « -1,2,...}nM * 0, V* e A' 
Então existe x e M : f(x) = x, V/ e F, isto é, x é um ponto fixo comum da 
família F. 
Demonstração Seja K * 0 um fechado convexo de X, tal que f{K) ç AT, 
V / e F . 
Tome-se JC e K . Uma vez que j \ (K) ç AT, resulta que (/j" (*)Lg£V Çj K. . 
Podemos ainda afirmar que 
Vi" (xVneW S K, pois AT é fechado. 
Logo 
0 * {/!"(*) , n = 1,2, ...}n McKnM 
Concluímos então que AT n M * 0 . 
O lema de Zorn garante a existência de um subconjunto X* ç Z minimal, tal que 
X* * 0 , fechado, convexo e / ( x * ) ç X*,Vf e F. 
Seja A/* = A'* n M ; é claro que M* * 0 . 
Por um teorema de Góhde ( [15J), existe um conjunto não vazio H constituído por 
pontos fixos de /j em M*. 
Vejamos que Hé fechado. 
Atendendo a que VxeH, fx (x) - x, resulta que tomando x0 s X \ H , 
/i(*o)**o-
Seja /Z(JC) = /j (JC) - x ; portanto h(x0 ) * 0. Logo ||/z(x0 )|| > £ > 0, e uma vez que h 
é um aplicação contínua, é possível encontrar uma vizinhança V de „t0 tal que para todo 
x em F, \h{x)\ > 0, isto é, h(x) * 0 o fx{x) * x. Portanto V c X \H, o que prova que 
/ / é fechado. 
Sejam agora xeH, f e F e v = /(x). 
Uma vez que F é uma família de funções comutativas e x é um ponto fixo de / } , 
concluímos que 
/100 = /1(/(*)) = /(/1 W) = /(*) = * 
Logo v é também um ponto fixo de / i , isto é, ye H . 
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Consequentemente f{H) ç. H . 
Novamente, pelo lema de Zorn, existe um subconjunto H* ç H minimal, tal que 
H* * 0 é fechado e /(H*)Œ H*,Vf e F. 
Tome-se g G F; como H* é fechado, M é compacto e H* ç / / ç M* ŒM, 
resulta que //* é também compacte. Como g é continua, g\H* ) é compacto, logo 
fechado. 
Além disso, para todo / e F 
Portanto, o conjunto g\H* j é: 
• não vazio; 
• gMe/T; 
• fechado; 
• / ( g ( / / j ) ç g ( / / j , V / e F 
Pela minimilidade de //* , resulta que g(//* j= H*, Vg G F . 
Seja W7o fecho convexo de H*. 
Uma vez que H* é compacto e o fecho convexo de um compacto é ainda 
compacto, resulta que W é compacto (uma demonstração pode ser vista em [2], pag 
174). 
Suponha-se que S(w) > 0. 
O seguinte lema é apresentado por R. DeMarr em [l l]: 
Lema 1 Seja Bum espaço de Banach, M ç S um conjunto compacto 
não vazio e K a envolvente convexa de M. 
Seja p o diâmetro de M. Se p > 0, então existe um elemento u e K tal 
que sup{|x-tt |:jc€ M}< p. 
Demonstração Uma vez que M é compacto, existem xx,x2 eM tais que 
I R ~X2J = P- Seja MQ Ç M o maior conjunto (no sentido da inclusão) que contém 
xx,x2 e \/x,y G MQ, se x * y então ||JC-y\\ = p. 
Como M é compacto e p> 0, afirmamos que M0 é finito. De facto, caso 
contrário, MQ conteria uma sucessão {x„)neIN cujos termos são todos distintos. Logo 
tal sucessão teria um ponto de acumulação, o que contraria o facto de 
\\xn-Xm\\ = p>0, Vxn *xm. 
Podemos então escrever M0 - {x{, x2,..., xn }. 
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Seja agora 
u = Y,~xk 
k=\' 
Portanto ue K, uma vez que: 
• por hipótese, como K 3 M , consequentemente, xx,x2,...,xn e K 
1 " 1 " 1 
• A' é convexo, — > 0 e ]T ~~ = 1 > então u = V—jct e AT. 
* = i " A-=r 
Novamente, por hipótese, Mé compacto, logo existe y$eM tal que 
sup[ \\x - z/|| : x e M] = || yQ - wll. 
Resulta então que 
ll-Vo — Hl = 
k=v 
-YSyo-Xk. 
k=\ 
1 r 
^-L\\yo-xk\\-p nk=\ 
uma vez que como y0 ,xkeM e o diâmetro de M é p , então || v0 - xk < p, 
k = \,...,n. 
Finalmente, suponhamos que || v0 -u\\ = p. Então, 
1 " 
Como, para todo k = l,...,n, \\y0-xk\\< p, resulta que \\y0 - x k | | = p, isto é, 
v0 e M0 . Conclui-se portanto que v0 = x^ , para algum k e {l,..., «}, o que é absurdo 
pois I v0 - Je*! = /? > 0, para todo k = \,...,n. 
Logo ||_y0 - u\\ < p, o que conclui a demonstração do lema. G 
Portanto, pelo lema anterior, existe x e W tal que 
r = sup{ | | x - z | : z6^}<^( f f ) 
Vejamos que isto é um absurdo, concluindo assim que õ(w) = 0 . 
Sejam 
D1 = \weW:\\w-z\\<r,\/zeH*} 
D2 = {w e X* : ||w - z\ < r, Vr e H*} 
* * 
Tome-se w e f l , , então we X porque W é o fecho convexo de H , 
H ç M ç l e X é fechado e convexo. Além disso, Vr e //*,|vt> - z\\ < r , isto é, 
weD2c\W. 
Reciprocamente, se we D2 nW, resulta que we Dx. 
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Logo D{ = D2nW. 
Seja ye D2; vejamos que f(y) eZ)2, V / e F : 
• como ye X* e f\X*)çz X*, resulta que f(y)e X* ; 
• umavezque f[H*J= H*,\/feF, dado zeH*, existe 
z'e H* : /(_-•) = z 
Logo 
||/(>')--Í = ||/M-/(z')||<||y-4<r 
Portanto, /(_y) e D2 e da arbitrariedade de7 resulta que f(D2) ç D 2 , \/f e F. 
Além disso, Z)2 é; 
• não vazio pois x e D2. De facto, x e W ç l * e \x - z\< r,\'z e H* <ziW' ; 
• fechado pois D2 - n D ( : / ) n I * e a intersecção de fechados é ainda 
ZGH" 
um fechado; 
• convexo pois dados x,y e D2, z e H* e 0 < a < 1 : 
||ax + (1 - or)y - r|| = ||ar - az + (1 - «)>- - (1 - a)z\\ < 
< a\\x - _|| + (1 -á)\y - z\ < ar + (1 - a)r = r 
Portanto, D2 é não vazio, fechado, convexo, f(D2)ç D2 e D2 a X*. 
A minimilidade de X* garante que D2= X*. 
Logo Dl =D2nW = X*nW = W. 
Observe-se que Ô\H* J= â(w) (conforme apêndice 3) 
Atendendo que S[H*)= S(w)> r e H* é compacto, existem a,be H* : 
\a-b\ > r 
Mas como H* çz W = Dx, resulta que 
lk - b\ < r 
o que é absurdo. 
Portanto, S(W) = 0, H*={x0] e /(JC0) = JC0, V / e F , o que conclui a 
demonstração do teorema. D 
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[11]). 
O seguinte resultado é consequência imediata do teorema anterior (R. DeMarr, 
Corolário 2.3.6 Sejam B um espaço de Banach e l ç S um compacto, 
convexo e não vazio. Seja F uma família não vazia de funções comutativas de 
X em X, tal que para V/ e F, f é não - expansiva. 
Então a família de funções F tem um ponto fixo comum em X. 
Exemplo 2.3.7 Seja 
F = ifn- TT r? f9 — ,+co -» — ,+cc 
Lio Lio l 
:fn(x)=^,neIN\{l}\ 
uma família de funções comutativas. 
É obvio que x = 1 é o único ponto fixo de f„ e F,ne IN\ {l}. 
Vejamos que V/w e F, f„ é não - expansiva. Para tal, basta mostrar que 
\fn'(x)\<iyxe 
10 
,+co 
Mas 
\fn \A = n\ n-n\x 
< l o t r " - ' >-<^x"~l> 
e, uma vez que x e 10 
,+co , é suficiente notar que 
x"-1 > (9 Y
-1 10f9Y 1 (9nY 9 
vlOy vlOy > — sse n n Uo 
> 
10 
concluindo assim o pretendido. 
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3. FUNÇÕES MULTIVALUADAS 
Neste capítulo abordaremos um novo tipo de contracções: as contracções 
multivaluadas. Veremos adiante que, enquanto numa contracção, a cada elemento do 
espaço de partida se associa um único elemento do espaço de chegada, numa contracção 
multivaluada, a cada elemento do espaço de partida se associa um subconjunto do espaço 
de chegada. Esta modificação na própria definição de função obriga-nos a redefinir alguns 
conceitos já abordados anteriormente, tal como o conceito de ponto fixo. Posteriormente, à 
semelhança do que foi feito no primeiro capítulo, estudaremos sequências de contracções 
multivaluadas convergindo para uma dada contracção multivaluada. 
1. C O N T R A C Ç Õ E S M U L T I V A L U A D A S 
Definição 3.1.1 Sejam B um conjunto não vazio e P(B) o conjunto 
formado por todos os subconjunto de B. 
Sejam A e B dois conjuntos não vazios. Uma função multivaluada F de A 
em P(B) é uma aplicação que a cada xe A associa um subconjunto de 5 , isto é, 
F{x) é um subconjunto de B. 
A imagem de U c A por F é 
F{U)= u F(x) 
xeU 
e o gráfico é 
GrF = {(x,y)eAxB:ye F(x)} 
Observe-se que, se para cada xe A, F(x) consiste apenas em um ponto, então o 
gráfico define uma função de A em B. 
A maior diferença entre uma função e uma função multivaluada tem a ver com a 
definição de imagem recíproca. A imagem recíproca de um conjunto Upor uma função 
f-:A->B éo conjunto f~\U) = {xsA: f(x) e U}. 
Para uma função multivaluada F: A -> P{B) existem duas definições para imagem 
recíproca: 
• A recíproca superior de U, que é Fs (if) = {xe A: F(x) c U} 
• A recíproca inferior de U, que é F' (U) = {x e A : F(x) n U & 0} 
Note-se que FS(U) c F\U). 
Se F(x) consiste apenas em um ponto, Vxe A, ambas as definições reduzem-se à 
inversa de U, considerando F como uma função de A em B. 
Em termos topológicos, a existência de duas definições distintas para a imagem 
recíproca de um conjunto irá implicar que existam duas definições de continuidade. Sendo 
assim, uma função multivaluada F : A-> P(B) diz-se ser contínua superiormente se a 
recíproca superior de qualquer aberto é um aberto e contínua inferiormente se a recíproca 
inferior de qualquer aberto é um aberto. 
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Fixadas topologias em A e B e F:A->P(B), define-se continuidade pontual e 
continuidade do seguinte modo: 
• F diz-se contínua superiormente em x se para cada vizinhança aberta U de 
F(x), a sua recíproca superior é uma vizinhança de x em A. 
F diz-se contínua superiormente se é contínua superiormente para todo 
XE A. 
• F diz-se contínua inferiormente em x se para cada aberto U tal que 
F(x) n U * 0 , a sua recíproca inferior é uma vizinhança de x em A. 
F diz-se contínua inferiormente se é contínua inferiormente para todo 
xe A. 
• F diz-se contínua em x se é contínua superiormente e inferiormente em x. 
F diz-se contínua se é contínua para todo x e A. 
Exemplo 3.1.2 ( [2], pag 527) Sejam F, G e H três funções multivaluadas de 
[0,l] em F([o,l]) definidas por: 
í{0} ,x<\ f[0,l] ,x<\ r , 
\[0,l] ,*«1 1(0} ,* = 1 L J 
E fácil verificar que F é contínua superiormente. Vejamos que F não é contínua 
l i 3[ inferiormente em 1. Para tal, considere-se o aberto U= —,— (observe-se que 
4 4|_ 
F(l) n (/ 56 0 ). Mas F ' (í/) = {x e [0,l] : F(x) n £/ * 0} = {l} não é vizinhança de 1. 
Em relação à função multivaluada G, é fácil de verificar que é contínua 
inferiormente. Afirmamos que G não é contínua superiormente em 1. De facto, tome-se o 
(observe-se que G(l) c ( / ) . S aberto U = 
No entanto, Gs(U) = {xe [0,l]: G(x) czU}= {l} não é vizinhança de 1. 
Finalmente, mostremos que H é contínua. 
Seja x € [0,l[ (o caso x = 1 é trivial); H é contínua superiormente em x: 
Seja í/um aberto contendo H{x); podemos tomar U- [0,x + S[, com 8 > 0 tal que 
x + 5 < 1 (o caso de [/ = [0,l] é trivial). 
H\U) = {y € [0,1]: //(v) e [0,x + S\}z> 
que é uma vizinhança de x. 
2 
H é contínua inferiormente em x: 
Seja í/ um aberto tal queH{x) n [/ * 0 ; podemos considerar [/ = ]<2,è[, com 
0 < a < x < b < 1 (os restantes casos são análogos). 
Hi(U) = {ye[o,l]:H(y)n}1,b[*0}=}i,l], 
que é vizinhança de x. 
Portanto H é contínua. 
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Definição 3.1.3 Sejam A um conjunto não vazio, F': A~> P(A) uma função 
multivaluada e xe A. x diz-se um ponto fixo de F se x e F(JC) . 
Note-se que, se para todo xe A, F(x) consistir em apenas um elemento, então 
x e F(x) <=> x = F(x) 
que é a definição já apresentada anteriormente para ponto fixo de uma função. 
Por exemplo, para a função F apresentada anteriormente, 0 e 1 são os únicos pontos 
fixos de F. 
Seja {X,d) um espaço métrico. A métrica de Hausdorffem relação à métrica d, hd, 
é definida por: 
Dados A e B dois subconjuntos não vazios, fechados e limitados de X, então 
hd(A,B) = mox\s\yç>d(a,B),s\vpd{b,A)\ 
[aeA beB J 
O conjunto formado por todos os subconjuntos de Xnão vazios, fechados e limitados 
representa-se por FL{X). 
Vamos agora introduzir a definição de contracção multivaluada. 
Definição 3.1.4 Seja (X,d) um espaço métrico e considere-se a métrica 
de Hausdorff hd em FL(X). F : X -» FL(X) diz-se uma contracção multivaluada 
se existir c e ]o,l[ tal que 
hd(F(x),F(y)) < cd{x,y), \/x,y e X . 
A c chama-se coeficiente de contracção. 
É fácil mostrar que se F:{X,d)-*{FL{X),hd) é uma contracção multivaluada, 
então F é contínua. 
Exemplo 3.1.5 Seja 
F: [0,1] -> FL([0,l}) 
X I—> °-f 
F é uma contracção multivaluada. 
De facto, tome-se x, v e [0,l]. 
(^FW,F(y)) = fe^l = I ^ ^ ) 
Portanto, F é uma contracção multivaluada de coeficiente —. 
2 
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Ao contrário das contracções, nas contracções multivaluadas não se pode garantir 
que o ponto fixo (quando existir) seja único, como o seguinte exemplo mostra: 
Exemplo 3.1.6 ([25]) 
Sejam 
[Cl] 
X I-» < 
1 1 n 1 
~x + - ,0 < jc < — 
2 2 2 
- - . V + 1 , - < J C < l 
l 2 '2 
F : [0,1] -> FZ,( [0,l]) 
x ^ {0}u{/(x)} 
Vejamos que F é uma contracção multivaluada de coeficiente —. 
Io caso: Sejam 0 < y < x < 1 
hd(F(x\F{y)) = max- sup 4*,{o}u{b+i}), SUP A W u ê ' r + i í ) 
= max huplo,-x--ylsup\o,-x--yii = -(x-y) = ^d(x,y) 
2o caso: Sejam xe r i 1 ,1 o, - eye - , 1 2 2 J 
hd(F(x),F(y)) = max\ sup c/(a,{0}ufly + l}), sup Á f o } u | x + {j) = 
[«{Oju^x+i} 6e{0}uf^+l} J 
= maxjsupJ0,-|x + >'-l|LsupJ0-|x + >/-l|ll = - |x + > ' - l |<- |x-> ' | = -í/(x,^) 
3o caso Sejam x,ve 
Logo, 
! • ' 
(análogo ao Io caso). 
Vx,ye[0,l], ^ ( F W , F ( ^ ) < | ^ ^ ) 
No entanto, j 0,— > são dois pontos fixos de F 
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O teorema seguinte, devido a S. B. Nadler, generaliza o teorema do ponto fixo de 
Banach para funções multivaluadas. 
Teorema 3.1.7 (Teorema do ponto fixo de Nadler, [25]) Sejam (X,d) 
um espaço métrico completo e F : X -+ FL{X) uma contracção multivaluada. 
Então F tem um ponto fixo. 
Demonstração Seja x0 e X e considere-se xl e F(x0). 
Agora tome-se x2 e F(x{) tal que d(xl,x2) < hd(F(x0),F(xl)) + c, onde c é o 
coeficiente de contracção (note-se que existe sempre tal x2 uma vez que, como o 0 e 
yeF{Xl) 
temos que 
3 v € F(xx ) : d(xx, F{xx )) < d{x{, y) < d(x{, F(x, )) + c < ^  (F(X0 ), F(.V1 )) + c 
A este y dá-se a designação de x2 ). 
Vamos agora construir uma sucessão (xn )neIN dada por: 
x„+l eF(x„) e í/(jrw,jrn+1) < hd{F{xn_{),F(xn)) + c" 
Portanto, 
^ ( ^ , xn+\ ) ^ hd (F(Xn-l X Fixn )) + c" < cd{xnA , X„ ) + c" < 
<c{hd(F(xn_2),F(x„„l)) + c"-i)+cn=chd(F(xn_2),F(xn_0) + 2cn < 
<c2d{xn_2,xn_{) + 2cn <...<cnd{xQ,x{) + nc" 
Assim , para m> n, tem-se 
d(xm,xn)<Yjd(xJ+l,xJ)<Yj(cJd(x0,xl) + jcJ)< Y\cJd{xQ,xx) + jcJ) 
j=n j=n j>n 
que converge para zero quando n -^ +co, já que c G ]0,l[ implica que 
YJ(cJd(x0,xl) + jcJJ^cJ (d(x0,xl) + j) 
j>\ j>\ 
seja convergente. 
Assim, {x„)neIN é uma sucessão de Cauchy, e sendo X completo, {x„)nsIN é 
convergente. Seja x o limite de (xn ) n e I N . 
Afirmamos que x é um ponto fixo de F. Para tal, note-se que para todo n e IN, se 
tem: 
0 < d(xn+l, F(x)) < hd (F(xn ), F(x)) < cd(xn, x) 
Portanto, 
d(x,F(x)) = lim d(xn+l,F(x)) < lim cd{xn,x) = cd(x,x) = 0 
Por conseguinte, .r e F(x) = F(x) (por hipótese, F(x) é fechado). 
Provamos assim que x é um ponto fixo de F. D 
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No teorema anterior enunciamos condições suficientes para que uma contracção 
multivaluada tenha um ponto fixo (com o coeficiente de contracção constante). 
Nos dois seguintes teoremas, provados por Yu-Qing em [33], vamos permitir que o 
coeficiente de contracção varie com x e com y. 
Para começar, vamos definir uma função multivaluada para-contractiva (f.m.p.c). 
Definição 3.1.8 Sejam (X,d) um espaço métrico não vazio e 
F:X-*FL(X) uma função multivaluada. F diz-se uma f.m.p.c. se Vx,yeX, 
com x*y 
hd(F(x),F(y))<K{d(x,y))d(x,y) 
onde 
K : ]0,+oo[ -> [0,l[ e Hm sup K(r) < 1, Vi > 0 
Teorema 3.1.9 Sejam (X,d) um espaço métrico completo e 
F:X-^FL(X) uma f.m.p.c. Suponhamos que, para todo YQX subconjunto 
não vazio, fechado e limitado tal queF(x)n Y * 0 , V„v e Y , implica 
d(x, F(x)) = d(x, F(x) n Y), Vx e Y 
Então F tem um ponto fixo. 
Demonstração Seja (tn ) n e I N uma sucessão em ]0,+co[ estritamente decrescente, 
convergindo para zero. 
Uma vez que lim supÃT(r) < 1, existem 0 < kn < 1 e 6„ > 0 tais que K(r) < k„, 
Vre]t„,tn+Sn[,VneIN. 
Sejam rjn =mm\-£-,~l e s„ =tn+r/n 
Então K{r)<kn,Vre £ -Hl. s + 7 7 cn ~ ' c « ~ 'In ,\/neIN. 
Além disso, quando n —> QO , 
n 
Portanto, sn ->CT. 
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A prova será agora dividida em três passos: 
PASSO 1 
Provemos que, para sx > 0 3x{ e X : 
F(x)nDl * 0 , VxeDl = {xeX\d(x,xx)<,sl} 
Suponha-se, por redução ao absurdo, que 
\/xe X 3x0 e X com d(x,x0)<sle F(x0)nD{=0 
isto é, 
\/yeF(xQ), d(x,y)>sl 
1° caso: Suponha-se que d(x,x0)<sl — -
Atendendo a que: 
• d{x, F(x0 )) < d(x, F(x)) + hd (F(x), F(x0 )) 
• VyeFOo), d(x,y)>sl 
• Fé umaf.m.p.c 
resulta que 
d(x,F{x)) > d(x,F(x0))- hd(F(x0),F(x)) >s{- K(d(x0,x))d(x0,x)> sx- d(xQ,x) > 
2° caso: Suponha-se que d(x,xQ)>el — -
Novamente, atendendo a que: 
. d(x, F(x0 )) < d(x, F(x)) + hd (F(x), F(x0 )) 
• \/yeF(x0), d(x,y)>sl 
• Fé umaf.m.p.c 
• d(x,xQ)<sl <£X+T]{,l0g0 
Hl d(x,x0)< 
concluindo-se assim que K(d(x,x0)) < kx 
resulta que 
d(x, F(x)) >d(x, F(xQ )) - hd (F(x0 ), F(x)) >e{- K(d(x0, x))d(x0 ,x)> 
>£{-k{£{ =(1-^)^1 
Portanto, dos casos 1 e 2, concluímos que 
d(x, F(x)) > mini %-,(1 - ky)sY l > 0, Vx e X (1) 
(note-se que — e (1 - kx )sx não dependem de x). 
Agora, fixemos xQ e X e .t[ e F(JC0 ). 
Uma vez que 
d{xx,F(jfi)) < hd(F(x0),F(x{)) < A-(^(x0,xi))d(x0,xx)< d(x0,*,) 
existe ;c2 6 F(x\ ) tal que 
d(xx, F(xl )) - 4 < Í / ( ^ , .v2 ) < d(x0, xx ) 
2 
í/(x1,jf2)^/r</(F(jc0),F(jc1)) + -T^A'(í/(jf0,^1)y(jc0,jc1) + - T 
Por indução constrói-se uma sucessão (x„ )w>, tal que 
• ^ 6 f ( v i ) ; 
• Í/(X„_!,F(.r„_!)) — - < d(x„_{,x„)< d(xn_2,xM_!) ; 
• d{xnA,xn)< K(d(xn_2,xn_x j]d(xn_2,x„_{) + — . 
2" 
Como 0 < d(xn_i,xn)< d(xn_2,xn-\), V« > 3 , resulta que a sucessão 
(d(xn, x„_! ))we/jV é decrescente e limitada em IR, logo converge para algum S0 , isto é, 
\imd(xn,xnA) = S0 
Suponha-se que S0>0. Então, 
n—KC n—KC 
1 A S 0 = lim </(>„_!,*„)< limsup /:(í/(.v„_2,x„_1)y(jr„_2,x„_1) + —-
2"J v 
< 
< lim supAT(r) lim d(xn_2, xn_x ) = 5o lim supAT(r) < S0 
r^-Sg " - K O ' r-+Sg 
o que é absurdo. 
Portanto SQ = 0, isto é, lim C/(JC„ , x„_j ) = 0. 
«—KC 
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Concluímos então que 
( l 
0< \[md(xnA,F{xn_{))< hm d(x„_l,x„) + 
«-KC V 2
n) 
o que contradiz (1), provando assim o passo 1. 
PASSO 2 
Provemos que, para s2 > 0 3x2 e Z^ : 
F(x)nD2 * 0 , \/xeD2 ={xeDl :d(x,x2)<s2} 
Novamente, por redução ao absurdo, suponha-se que 
Vx e D\ 3y0 e Dx tal que <Z(x, V0 ) < s2 e c/(x,.y) > £" 2 > Yv G ^(^o ) 
De modo análogo ao que foi visto para o primeiro passo, resulta que 
d(x, F(x)) > minj ^ - , (1 - k2 )s2 t > 0, Vx e Dx (2) 
Sejam xQ e Dj e Xj e F(x0 ) n Z^ j (xj existe pelo passo 1). Pelas hipóteses do 
teorema 
</(*!, F(x t ) n Dj ) = Í/(X! , F(X! )) < ^ (F(x0 ), F(xx )) < *(</(*„ , x, )>/(x0, Xj ) < </(x0, xt ) 
Portanto existe x2 e F(xj ) n Dj tal que 
d(xl, F(jf! )) — T = d{xx, F{xx ) n £>! ) — - < Í/(XL , x2 ) < Í/(X0 , ^  ) 
2l 2L 
e 
Í/(XJ,x2)<hd(F(xQ),F(X!)) + — < K(d(x0,X!)>/(x0,Xj) + — 
2" 22 
De modo análogo, construímos uma sucessão (xn )n>3 tal que 
• xneF(xn_[)nDl 
• d(x„_x, F(x„_! )) - — < d{xn_x, x„ ) < d{x„_2, xnA ) 
• dixn-\^n)< K(d(xn_2,x„_!)V(x„_2,x„_!) + — 
2" 
Analogamente se prova que lim d(x„, x/7_1 ) = 0 e que lim c/(x„_!, F(x„_! )) = 0, 
«-Kc n—>oo 
o que contradiz (2), concluindo assim a demonstração do passo 2. 
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PASSO 3 
Por indução, sejam s„+l > 0 e xn+l e D„ tais que 
F(x)nD„+1 * 0 , VJCe Dn+] ={xeD„:d(x,xn+1 )< s„+l},n>2 
Por definição de (D„ ) n e M , resulta que 
D I 2 D 2 D / } 3 3 . . . . 
Como ( Z , Í / ) é completo, lim £•„ = 0 (isto é, lim Õ{D„ ) = 0 ), concluímos que 
neIN 
conforme o apêndice 1. 
Como F(x0 ) n Dn * 0 , \/neIN, resulta que JC0 e F(.t0 ) , isto é, ,r0 é ponto fixo 
de F, o que conclui a demonstração do teorema. D 
O próximo resultado dá-nos uma condição necessária e suficiente para que uma 
função multivaluada para-contractiva. tenha pontos fixos. 
Teorema 3.1.10 Sejam (X,d) um espaço métrico completo e 
F:X-*FL(X) umaf.m.p.c.. 
Então F tem um ponto fixo se e só se existir um subconjunto fechado Y ŒX tal 
que 
(a) F(x)nY*0,VxeY 
(b) para qualquer subconjunto fechado ZŒY tal que F(x)nZ*0, VxeZ , 
tem-se 
dix, F(x) nZ) = d(x, F(x)) ,VxeZ 
Demonstração 
(=>) Suponha-se que F tem um ponto fixo x{). Tome-se então 
Y = {xeX:xeF(x)}çX 
Vejamos que /satisfaz as condições do teorema: 
(1) 7 ^ 0 porque xQ e Y ; 
(2) Y é fechado: 
Seja x e X \ Y, isto é, x í F(x). 
d(x,F(x)) Tome-se d = —•——-— * 0 pois F(x) = F(x). 
F é uma aplicação uniformemente contínua (pois é uma contracção). Logo 
existe õ > 0 tal que 
d(x, y)<S^hd (F(x), F(y)) < d, V.v, y e X 
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Tome-se r - min{S,í/}. Vejamos que B(x,r) ç X \ Y. Por redução ao absurdo, 
suponha-se que existia 
y G X : d(x,y) <r <b /\y e F(y) 
Portanto 
hd(F(x\F(y)) > d(F(x),y) > -d(x,y) + d(x,F(x)) >-r + 2d>-d + 2d = d 
o que contradiz a continuidade da aplicação F. 
(3) Para xeY (logo x e F(x) ), 
F(x)nY^{x}±0 
(4) Seja Z ç F u r a fechado tal que F(x) nZ *0, \/xeZ. Tome-se xeZ çY. 
Mas se x eY, xe F(x) e x e F(x) n Z, logo 
</(*, F(JT)) = 0 = C/(JC, F(JC) n Z) 
Concluímos assim que Y satisfaz as condições do teorema. 
(<=) Suponha-se que existia um fechadof e X tal que F(x)nY *0, V.reF e 
\fZ^Y fechado, se F{x) n Z * 0 , VJC e Z, então d(x, F(x) nZ) = d(x, F{x)), Vx e Z. 
Seja (sn ) n e I N como no teorema anterior. 
PASSO 1 
Tome-se Dx = Y ( note-se que agora Z)j não é necessariamente uma bola fechada). 
Então d(x, F(x)) = d(x, F(x) n Dx ) , V.r e D! (por hipótese). 
PASSO 2 
De modo análogo ao passo 2 do teorema anterior, existe x2 e Dj tal que 
F W n D 2 ^ 0 , V i 6 / ) 2 l 
onde D2 = {x e Dt : Í/(X,JC2) ^ ^2}-
Por indução, obtemos xn+l e Dn tal que F(x) n DM+] * 0 , VJC e Dn+l. 
Logo, n D„ = {xQ}, que é um ponto fixo de F, o que conclui a demonstração do /?e£V 
teorema. □ 
Iremos agora estender o conceito de funções fracamente contractivas às funções 
multivaluadas. 
Definição 3.1.11 Sejam (X,d) um espaço métrico e F' : X -> FL{X) uma 
função multivaluada. F diz-se uma função multivaluada fracamente contractiva se 
V x j e l : hd(F(x),F(y)) < d(x,y), com x*y 
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Note-se que qualquer contracção multivaluada é uma função multivaluada 
fracamente contractiva. 
Exemplo 3.1.12 Seja 
/está bem definida pois: 
• /'W = i—~ 
l + x2 
• / (0) = 0 
donde concluímos que /(IRQ ) ç IRQ 
Seja agora 
F: IR$ -* FL(IRZ) 
x ^ [o,/(x)] 
Pelo que foi visto atrás, F está bem definida. 
Afirmamos que F é uma função multivaluada fracamente contractiva. De facto, 
sejam x, ye IRQ , com x* y. 
hd(F(x),F(y)) = \f(x)-f(y)\<\x-y\ 
pois 
x2 
/ ' ( * ) = 7 < 1 
l + x2 
isto é,f é uma função fracamente contractiva. 
Iremos agora definir órbita e órbita regular de uma função multivaluada, noções que 
serão necessárias para o próximo teorema. 
Definição 3.1.13 Sejam (X,d) um espaço métrico e F : X -> FL(X) uma 
função multivaluada. Uma órbita de F em xeX é 
O(x) = {xn : xn 6 F(xn_x\ne IN] 
onde XQ - x. 
Uma órbita é regular se 
d(xn+l,x„+2)<d(x„,x„+l) e ^(*„+i ,x„+2)</^(F(x„),F(x„+1)) 
/ : IR0+ -* < 
x h-> x - arctgx 
l + x2 
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O teorema seguinte foi obtido por R. Smithson em ( [32j), onde o autor recorre aos 
métodos usados por Edelstein em ( [l2j). 
Teorema 3.1.14 Sejam (X,d) um espaço métrico e F:X->FL{X) uma 
função muitivaluada fracamente contracíiva. 
Se existir xsX tal que 
• O(x) é regular 
• O(x) 2 \x„ : i G IN\ tal que lim xn = y0 e lim x„ +1 = y{ 
' /—KC ' / -KOO ' ' 
então F tem um ponto fixo. 
Demonstração Seja 0{x) uma órbita regular tal que 
lim*„ = yQe \imx„M = yl 
/-Kc / -Kc ' 
Afirmamos que yl e F(yQ ). Basta notar que, Vi e IN 
• x„l+i 6 H \ ) 
• Hm* „+l=yi 
/—KC 
• lim*. = y0 
Logo yt = lim x„ +1 € F limxw = F(>-0) = F(yQ), pois F(x) é fechado, para todo 
/-KC ' \'—»°° ' J 
xeX. 
Sejam 7 = {(p,q) e XxX:p*q} Q r:Y ^>IR a aplicação contínua definida por 
r(M)=hAy-y> 
« ( A Í ) 
Suponhamos que J^ o ^  J^ i • Atendendo a que r é uma aplicação contínua, 
(yo,y\)e ^ e ''(j^o^i) < 1 > existem 0 < a < 1 e uma vizinhança abena c/de (^o^i) e m 
Y tais que, 
V(p,q)eU:Q<r(p,q)<a 
Seja yo > 0 tal que 
0 P<-d(yQ,y\) 
j 
ii) Se £0 = B(y0 ,p) Q Bx= B{y{, p), então BQxBl^U 
Uma vez que lim x„ = yQ e lim x„ +1 = y{, existe TV e IN tal que, V7 > N : 
i—KC ' /—HO ' 
64 
donde concluímos que, para i>N, 
d(x„r.xn+l)> p (1) 
Como (x„ ,x„+l)e U, para i> N e \/(p,q)& U : r(p,q) < a, resulta que 
hd (^(-^ X F{-\+i )) < «*(*„, ,x„_ +1 ) (2) 
Por outro lado, 0(.x) é regular, logo 
</(jrfl( +i, x„t +2 ) < hd ( F(xW; ), F(xW;+1 )) (3) 
De (2) e (3) obtemos 
d{x hx 2)<ad(x x +1) 
; / ~ r ' i 
Sejam k> j > N 
' í - i -T" " t . ] " ' v «t_, > " i _ r 
Repetindo o processo, concluímos que 
d(x„.xH+l)<ak-Jd(x„ x„ .,) "t ' «* - y V 
Como 0 < a < 1, lim a J = 0, o que implica que lim d(x„ ,xn +1) = 0, 
contrariando (1). 
Portanto y^- y\ e _y0 e F(.yo ), o que prova que y0 é um ponto fixo de F. Z 
No exemplo 3.1.12, 0 é o único ponto fixo de F. 
É obvio que 0 é um ponto fixo. Vejamos que é único. 
x ponto fixo d e f o x e F(x) O x < x - arctgx <=> arctgx < 0 
Mas arctgx > 0, para x e IRQ , logo arctgx = 0 O J Í = 0 
Generalizaremos agora o conceito apresentado em 1.3.14 às funções multivaluadas. 
Definição 3.1.15 Sejam (X,d) um espaço métrico, e > 0 e F:X^> FL{X) 
uma função multivaluada. F diz-se uma e - contracção multivaluada se 
\/x,y e X:d(x,y) < s=> hd(F(x),F(y))< kd(x,y), com *e]0,l[ 
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O seguinte resultado deve-se a S. Nadler ( [25J) e é uma versão análoga a 1.3.18. 
Teorema 3.1.16 Sejam (X,d) um espaço métrico completo s- encadeado 
e f : I - > FL{X) uma s - contracção multivaluada de coeficiente de contracção k. 
Então F tem um ponto fixo. 
Demonstração A demonstração deste teorema será dividida em três passos: 
PASSO 1 Construção de uma métrica d£ . 
Considere-se a aplicação d£ : X x X -» IR dada por: 
de (x, y) - inf < ^ d(xj_l ,XJ):XQ = x, x^,..., xn - y é uma e - cadeia unindo xay> 
Vejamos que d£ é uma métrica. 
• É obvio que d£(x,y) > 0 e que se x = y, então d£(x,y) = 0. 
Suponhamos agora que de(x,y) - 0. Fixado 5 > 0, existe uma s - cadeia tal que 
n 
^ d(Xj_i ,Xj)< õ, onde xQ = x e x„ = y 
;=1 
É imediato que 
n 
d{x,y)<YJd(xi_l,xi)<ô 
logo x = y. 
fn 
• d£(x,y) = inf<'^_id(xj_l,Xj):xQ =x,x{,...,xn = y é uma s - cadeia unindo JC a y 
1=1 
= inf < 2^ d(xj_l, Xj ):xn = y, x„_j ,...,x0 = xé uma s - cadeia unindo y a x > = d£ (y, x) 
• Sejam x,y,z e X . 
d£(x,z) = i n f - | ^ í / (x M , x ( ) : x0 =x,xl,...,x„ - z é uma s- cadeia unindo x a 
l/=i 
Considerem-se as seguintes s - cadeias: 
x = xQ,xl,...,xm=y e y = x0,xl,...,xl =z. 
Logo, 
é uma s - cadeia unindo x a z. 
É então óbvio que 
d£(x,z)<d£(x,y) + d£(y,z) 
Logo d£ é uma métrica. 
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Além disso, dados x, y e X, pela desigualdade triangular da métrica d, resulta que 
(1) d{x,y)<de(x,y) 
(2) se d(x,y) < s => d(x,y) = d£(x,y) 
PASSO 2 X, munido da métrica ds, é completo. 
Dada uma sucessão {x„)neIN de Cauchy para a métrica d£, atendendo a (1), 
concluímos que (xn ) n e I N também é uma sucessão de Cauchy para a métrica d. Uma vez 
que X é completo para a métrica d, tal sucessão converge para ae X. Então, por (2), 
(xn ) n e I N também é convergente para a métrica d£ . 
Seja h a métrica de Hausdorff associada à métrica d e h£ a métrica de Hausdorff 
associada à métrica dE. Sejam ainda A, Be FL(X)tais que h(A,B) < £, isto é, 
ix<U max<^  sup d (a, B), sup d(b, A) > < s 
[aeA beB J 
Mas 
supinf d(a,b) <s <=> Va e A, infd(a,b) <£■<=> \fa e A3b e B:d(a,b) < s 
aeAbeB heB 
Por (2), se d(x,y) < s => d(x,y) = dc{x,y). Logo 
supinf d(a,b) = supinf dc(a,b) 
aeAbeB aeAbeB 
De modo análogo se mostra que 
sup inf d(a,b) = sup inf dc {a, b) 
beBaeA beB aeA 
Portanto, h(A,B) = h£(A,B), sempre que h(A,B) < s . 
PASSO 3 F é uma contracção multivaluada com respeito às métricas d£ e he. 
Sejam x,y e X e consideremos uma s- cadeia xQ - x,xl,...,xn = y unindox ây. 
Como d(xj_l,xl)<£, V/' = l,...,/í 
h{F(xiA ), F(Xj )) < kd{xiA ,x,)<ks<s. 
Logo 
K (F(x), F(y)) < J ] h£ (F(x i A ), F(.r( )) = £ ^ ( ^ ), F(x, )) < ^ Í / ( * M , JC, ) 
;=1 ;=1 ;=1 
isto é, 
^ ( F ( . t ) , F ( 7 ) ) < ^ ^ V b ^ ) 
;=1 
Uma vez que as- cadeia era qualquer, segue que 
h£(F(x),F(y))<Icde(x,y) 
provando assim que F é uma contracção multivaluada com respeito às métricas d£ e h£. 
Pelo teorema do ponto fixo de Nadler, F tem um ponto fixo, o que conclui a demonstração 
do teorema. G 
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2. SUCESSÃO DE CONTRACÇÕES 
MULTIV ALUADAS 
Seja (X,d) um espaço métrico; representamos por K{X) o conjunto formado por 
todos os subconjuntos compactos e não vazios de X. 
Se (X,d) for um espaço métrico completo, então K{X), com a métrica hd, 
também é completo (ver apêndice 2). 
O seguinte teorema (S. Nadler, [25]) generaliza, para funções multivaluadas, os 
teoremas 1.4.1, 1.4.2 e 1.4.3. 
Teorema 3.2.1 Sejam (X,d) um espaço métrico completo e Ff :X -> K(X) 
uma família de contracções multivaluadas com ponto fixo xl, ieIN. 
Seja ainda FQ : X -> K(X) uma contracção multivaluada. 
Suponha-se que uma das seguintes condições é satisfeita: 
1. As funções Fl,F2,... têm o mesmo coeficiente de contracção k e a 
sucessão {F„)neíN converge pontualmente para F0; 
2. A sucessão (F„)neIN converge uniformemente para F0; 
3. X é localmente compacto e a sucessão {F„)neIN converge 
pontualmente para F0 ; 
Então existe uma subsucessão [\). m de (*/)/eCV convergente para o 
ponto fixo de FQ. 
1.4.3. 
Demonstração Nesta demonstração utilizaremos os teoremas 1.4.1, 1.4.2 e 
Comecemos por definir, para i = 0,1,2,... 
Fr. K(X) -> K(X) 
A ^ u{f}(a)} 
aeA 
Como Fj é contínua e A é compacto, resulta que Fj{A) é compacto. 
Vejamos que Fi é uma contracção. 
hd(Fi{A)Ji{B))=hd( u {F,(a)l u {F,(*)}U 
aeA beB 
- max<^  sup d\ x, u {Fj (b)}\ sup d\ x, u fa (a)} 
xe<j{F,(a)} V bsB ^ £ u f e ( i ) } V aeA 
aeA b(£B 
< 
< kj max< sup dl x, u {£>} , sup Í/ x, u {«} kMA,B) 
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Como K(X) é completo, pelo teorema do ponto fixo de Banach, F/ tem um único 
ponto fixo Aj 6 K(X), para / e IN0. 
Suponhamos que (Fj)jeIN converge pontualmente para F0 (conforme é suposto em 
1 e 3), então (F/í™ converge uniformemente para F0 em subconjuntos compactos deX 
(análogo ao que foi visto na demonstração do teorema 1.4.3). Seja A e K(X). Uma vez 
que A é compacto, concluímos que [Fi)!eIN converge pontualmente para Fo em K(X), 
isto é, 
limFi(A) = Fo(A) 
;->x 
É também verdade que, supondo que {F,)JeIN converge uniformemente para F0 
(como é suposto em 2), então {Fi)jeIN converge uniformemente para Fo em K(X). 
Atendendo aos teoremas 1.4.1, 1.4.2 e 1.4.3, (Ai)j m (sucessão de pontos fixos de 
[Fi )ieIN ) converge para A0 (ponto fixo de F o ). 
Afirmamos que K - u A, é compacto. 
ieOf0 
De facto, seja {Ua} Auma cobertura de K. Logo existem ax,...,an tal que >aeA 
n 
A0 ç y £/a . Atendendo que (Aj)ieIN converge para A0, Ua ,i = l,...,n são abertos e a 
reunião de abertos é um aberto, concluímos que existe ps IN tal que 
n 
AjQVUai, j>p 
Mas Al,...,Ap_l também admitem uma subcobertura finita, pois cada um deles é 
compacto. Logo K tem uma subcobertura finita, provando assim o pretendido. 
Conforme o que foi visto na demonstração do teorema do ponto fixo de Banach, 
Fi ([Xj}) converge para Ai. 
Mas Xj é o ponto fixo de Ff, isto é, xf e F; (.r; ), logo 
Repetindo este processo, concluímos que xt e F" (x; ) = Fi"({x,}), Vne IN. 
Portanto, xt eAj}\fneIN (At é o ponto fixo de Fi) 
Logo (XJ)ieIN ç í e como K é compacto, (x,)jeIN admite uma subsucessão 
\Xjk ) convergente. Vejamos que, se [xik ) convergir para xQ, então x0 é o ponto 
fixo de F0. 
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Sejam então x0 = lim xt e s > 0. 
Seja M > 0 tal que, para k > M 
hd f \ (K ft ^ o ({-r0})) < | A 4 \ , *o ) < | 
Por conseguinte, para k> M 
hd(F,k ({xh }),Fo({x0}))< hd(F,k ({r/t }),F,t ({x0}))+ ^ ( F \ ([r0}),Fo({.r0}))< 
< í/(,r,t ,xQ) + hd \Fik ((r0 }), F o ({x0 })) < s 
Logo 
,lim F<* ( K })= F°({'ro}) « lim ^ G\ ) = F0(x0) 
Mas .T, € F, („t;- ),VkeIN, donde se conclui que JC0 = lim x, eF0(x0), isto é, 
x0 é um ponto fixo de F0, o que prova o pretendido. C 
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4. APLICAÇÕES DO TEOREMA DO PONTO 
FIXO DE BANACH 
No quarto e último capítulo veremos algumas aplicações do teorema do ponto fixo 
de Banach. Tal teorema, apesar de ser relativamente simples, tem sido uma ferramenta 
bastante útil para obter alguns resultados. 
O teorema do ponto fixo de Banach e o corolário 1.3.12 contêm elementos bastante 
importantes para o tratamento de certas equações matemáticas, como: 
1. Existência e unicidade das soluções; 
2. Estabilidade da solução provocada por pequenas perturbações na equação 
(corolário 1.3.12); 
3. Existência de um método para encontrar soluções por aproximações; 
4. Cálculo do valor estimado do erro. 
Iniciamos vendo algumas aplicações mais directas e concluímos com três grandes 
resultados em diferentes áreas da matemática. 
1. A L G U M A S CONSEQUÊNCIAS D O T E O R E M A DO 
P O N T O FIXO DE B A N A C H 
Dado um conjunto não vazio Xef, g duas funções de A'em IR, dizemos que f < g 
sse f(x)<g(x),VxeX. 
O seguinte teorema é um resultado fundamental na teoria da programação dinâmica. 
Teorema 4.1.1 (Teorema de Blackwell, [2], pag 92 ) Seja {X,d) um 
espaço vectorial métrico e Cb(X) o espaço das funções reais, contínuas e 
limitadas, munido da seguinte distância: 
d(f,g) = sup\f(x)-g(x)\ 
xeX 
Sejam L um subespaço linear fechado de Cb(X) que contém as aplicações 
constantes e T : Z -> L uma aplicação (não necessariamente linear) tal que 
1. Té monótona crescente, isto é, / < g => T(f) < T(g) 
2. Existe ke]0,l[ tal que, para toda a função constante ce V / e L : 
T(f + c)<T(f) + kc 
Então n e m um ponto fixo. 
Demonstração Pelo que foi visto atrás, Cb (X) é completo uma vez que IR é 
completo. 
Vejamos agora que 
d(T(f),T(g))<kd(f,g),\/f,geL 
isto é, T é uma contracção de razão k. 
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Tome-se então f,geLec = d(f, g) = sup\f(x) - g(x)\. 
xeX 
Por conseguinte, f~g<cAf-g>-c, onde c representa a função 
c: X -» IR 
X (-4 C 
Portanto, f<g + CAg<f + c. 
Pelas hipóteses 1 e 2 do teorema, resulta que 
a) T(f)<T(g + c)<T(g) + kc 
b) T(g)<T(f + c)<T(f) + kc 
donde se conclui que 
\T(f(x))-T(g(x))\<kc,\/xeX 
Provamos assim que 
d{T{f\T{g)) = sup\T(f(x))-T(g(x))\ <kc = kd(f,g) 
xeX 
Finalmente, atendendo que L é um fechado de um espaço métrico completo, logo 
completo, pelo teorema do ponto fixo de Banach, T tem um único ponto fixo, o que 
conclui a demonstração. D 
De seguida apresentamos um exemplo de uma aplicação do teorema do ponto fixo 
de Banach às matrizes reais. 
Exemplo 4.1.2 
Considere-se a função linear 
A: IR" -+ IR" 
x h-> Ax 
e b = (bi,...,bn) e IR", sendo (%). . , > a matriz de A relativamente à base canónica de 
IR". 
Defina-se F por F(x) - A(x) + b. 
Suponhamos que pretendíamos encontrar a solução da equação F(x) = x pelo 
método de sucessivas aproximações. Se F for uma contracção, uma vez que IR" é 
completo, então, dado x0 e IR", a sucessão x0, F(xQ), F (JC0),... converge para a solução 
procurada, conforme foi visto na demonstração do teorema do ponto fixo de Banach. 
Que condições devemos então impor a F de modo que seja uma contracção? 
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Atendendo a que, dados x,y e IR" : 
\\F{x) - F(y)\\ = \A(x)- A(y}\ = \\A(x - y)\\ < \\A\\ \\X - y\\ 
basta então que \\A\\ < 1, O que naturalmente depende da norma que se fixar em IR". 
Assim, pelo que foi visto em 1.2.4, se fixarmos: 
1. a norma euclidiana, || |L então \Á < 1 , onde Á é o maior valor próprio de 
A o A, garante que |^|| < 1 ; 
2. a norma da soma, || ||2, então "YjPm K^^ V/ G {l,...,«} garante que ||^||2 < 1 ; 
3. a norma do máximo, || ||3, então ^ \aJ < 1, V/e {l,...,«} garante que \\A\\3 < 1. 
j 
Note-se que a existência (ou não) da solução não depende da norma. A aplicação (ou 
não) do teorema do ponto fixo de Banach é que depende da norma. 
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2. TEOREMA DA FUNÇÃO INVERSA 
Considere-se o seguinte sistema de equações lineares: 
'allxl+... + alnx„ = y{ 
anlxl+... + a„„x„ = yn 
A solução x-(xl,...,xn) do sistema é única se e só se a matriz A = [ajj). 
J x,j—\,....n 
tiver determinante não nulo. 
O mesmo problema pode ser colocado agora no sistema de funções 
' f\{xl,...,xn) = yl 
< 
J„(xl,...,x„) = y„ 
Considere-se, como exemplo, uma função / : IR -> IR contínua, derivável com 
derivada contínua e x0 e IR tal que f(x0)¥=0. Suponhamos, por exemplo, que 
f'(x0) > 0. Como / ' é contínua, 
3e > 0 : V;c e ]x0 -s,x0 +e[= U,f(x) > 0 
Uma vez que Vx e U, f'(x) > 0, a função/é estritamente crescente, logo é injectiva. 
Portanto, denotando por W = f(U), resulta que f\u:U->W é uma bijecção, donde se 
conclui que f\ v é invertível. Para v0 e PF , podemos garantir a existência e unicidade da 
solução da equação f(x) - y0, com xeU. 
Dados xo e »? em IR tal que f(xQ) = v0, pretende-se encontrar condições suficientes 
para que 3C/ e Vx0 , 3fF e í^o (ondeKr0 e f^ 0 representam os conjuntos formados pelas 
vizinhanças de xQ e y0, respectivamente) e dada a equação f(x) = v, com xeU e 
yeW, esta tenha uma e uma só solução, isto é, f\ JJ : U -> W seja invertível. 
Pelo que foi visto atrás, se f'(x0)*0, f\ü é invertível. Diz-se então que a 
aplicação / é localmente invertível em x0 (note-se que não se pode tirar qualquer 
conclusão quanto à inversão global de/). 
Além disso, f'1 é também derivável em W. 
De facto, dado yx e W (o que implica que yx = f(xl), para algum xx e U) e 
y=f(x)-
H W - «m ^M-r'W„ Hm- J-J- - - 1 — ! 
>--»* J'-^i *^*. f(x)-f{x{) f{x{) f\f-\yx)) 
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Portanto, f l é derivável e / M (v) = —r—r—v 
f'(rliy)) 
A y 
Figura 3: Inversão local. 
Suponha-se agora que f'(x0) = 0. Neste caso, não se pode concluir nada sobre a 
função / ser ou não invertível numa vizinhança de x0. Tomem-se, por exemplo, as 
funções/e g dadas por f(x) = x^ e g(x) - x e x0 = 0. 
O teorema da função inversa é um pilar da análise funcional não - linear. O teorema 
que iremos enunciar é válido para conjuntos de dimensão finita (IR") e generaliza o que 
foi visto antes para funções reais de variável real. A reformulação do mesmo teorema para 
conjuntos de dimensão infinita foi feita em 1927 por Hildebrandt e Graves. 
Definição 4.2.1 Seja U um aberto de IR", f-.U^IR" uma função 
derivável e xeU. O determinante Jacobiano Jf(x) é o determinante da matriz 
associada à derivada da função f = (f\ fn) no ponto x = (xl x„). 
Jf(x) = det(Df(x)) 
õ/i dfx 
ÔX j õx„ 
Vn d/n 
õx. ôxK 
Definição 4.2.2 Sejam f/e ^dois abertos de IR". Diz-se que f :U-*W é 
um difeomorfismo s e / é bijectiva e se / e f~l são de classe cl. 
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Teorema 4.2.3 (Teorema da Função Inversa, [23], pag 230) Seja 
Acz IR" um aberto e f : A^-IR" uma função de classe c1. 
Seja x0 € A e suponha-se que Jf(x0)* 0. 
Então existem U e Vx0 em A e W e Vf(x0) tais que: 
• f\ u : U -» W é bijectiva; 
• f/1 £/ )_1 : ^  -> ^  é d e classe c1. 
Além disso, para y e W e x = (f\ v )~\y), tem-se D(/\ V \\y) - [Df{x)]~l. 
Observação 4.2.4 
• O resultado do teorema é local; nada afirma sobre o comportamento global da 
função. 
Por exemplo, tome-se a função de classe c f : IR -> IR dada por 
f\x,y) - \ex cosy,ex senyj 
Portanto, 
Jf(x,y): e
x cos y -ex seny 
ex sen y ex cosy 
= e2x *0,V(x,y)eIR2 
Logo a função é localmente invertível em (x, y)eIR . No entanto, / não é 
invertível (não é injectiva uma vez que f(x,y) = f(x,y + 2n) ). 
O teorema fornece condições suficientes mas não necessárias para que uma 
função admita inversa local. Tome-se, por exemplo, a função g : IR-^> IR 
dada por g(x) - x . g é localmente invertível em zero (até é globalmente 
invertível) e contudo g'(0) = 0. No entanto, as condições são necessárias 
para que a inversa local seja de classe c . 
Demonstração (do Teorema) 
A prova do teorema irá ser dividida em vários passos: 
PASSO 1 Simplificação para um caso especial: 
Suponhamos que x0 = 0, f(x0 ) = 0 e Df(x0 ) é a identidade. Basta substituir/(x) por 
h{x) = (Df(x0))-1[f(x0+x)-f{x0)]. 
Note-se que, tomando Tx(x) = x0+x, T2(x) = x- f(xQ) e T3(x) = (Df(x0))~lx, 
(estas três aplicações são globalmente invertíveis) resulta que h = T~°T2°f°TX. 
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Portanto, fé invertível numa vizinhança de x0 se e só se h for invertível numa vizinhança 
de zero. 
Além disso, 
Dh(0) = {Df(xQ)Y[Df(x0) = I 
Ou seja, o passo 1 mostra que é suficiente mostrar o teorema supondo que 
x0 = 0, f(xQ ) = 0 e Df(x0 ) é a identidade. 
Estas suposições serão mantidas durante a demonstração. 
PASSO 2 Aplicação do teorema do ponto fixo de Banach para obter uma inversão 
local. 
Pretende-se provar que é possível encontrar duas vizinhanças Ue Wde zero de modo 
que VvG W3 xeU: f(x) = y. Para tal, tome-se a função gv definida por 
g v ("r) ~ y + x ~ f(x) (para y fixo, existir x tal que gy (x) - x é equivalente a existir x tal 
que f(x) = y). 
Se existir alguma vizinhança fechada de zero invariante por gv de modo que gv 
seja uma contracção, então pelo teorema do ponto fixo de Banach, gy possui um único 
ponto fixo, isto é, existe um único x de modo que gy (x) = x, ou seja, f(x) - y, provando o 
pretendido. 
Qual a vizinhança de zero a considerar então? 
Seja g a função definida por g(x) = x- f(x) ; então Dg(o) - 0. 
Como/é de classe c ', resulta que a função g também o é. Logo Dg é uma função 
contínua; em particular, é contínua em zero. 
Daqui resulta que 
3r > OV.r : |x| < r => \\Dg,(x)\\ <—,Vie {l,...,n}, onde g = (g{ gn) 
in 
Pelo teorema do valor médio, dado xe D(0,r), existem c{,c2,—,cn e D(0,r) tais 
que 
g, W - St (0) = Dg, (c;. X* - 0) o g, (x) = Dg, (c,. y 
pois g é derivável e g(o) = 0 - /(o) = 0 => g, (o) = 0, / = 1 n. 
Logo, para x e Z)(0,r), 
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Portanto, g(Z)(0,r))çD ( A 
Seja v e Ú 0 , - .Como gy(x) = y + g(xj, resulta que g Ju (0 , r ) ) ç í ) (0 , r ) ( 
V 2 
De facto, dado x e D(0,r) e y e £> 0,— , resulta que 
\\gy (4\=\\y+ê(4 * \\y\\+k(4\ - 0 + Õ = r • 2 2 
Pelo que foi visto atrás, para ||„v| < r, tem - se [|Z)g-(jc)|| < —. Pelo teorema do valor 
médio, conclui-se então que 
\\g{xi)-g{x2Í^^\\-x\-x2honde xvx2eD(0,r). 
Como 
g y (xl ) - g y {x21 = h + g(x 1 ) - y - g(x2 )\ = \\g{xl ) ~ g{x2 ]| * T |*l " x2 \ 
resulta que gv é uma contracção no espaço D(0,r). 
g y é uma contracção, D(0,r)çzIR" é completo pois é um fechado e 
gy(D(0,r))^ D(0,r), então pelo teorema do ponto fixo de Banach, gy possui um único 
ponto fixo, o que implica existir um único xe D(0,r) tal que f{x) = y. 
Para ye D temos 
se xe D(0,r) com llxll = r é tal que g (x) = x, então 
r r g y W = \\y + g(x)\\ ^ \\y\\ + \\g(x)\\ < - + - = r 
í r \ Portanto, ||>| = —, donde concluímos que se y e B 0,- , então x e 5(0,r) . 
2 1 2 . V ^J 
Tome-se então 
• W = B 
contínua 
í í »V\ 
B 0, 
V V £JJ 
n 5(0, r), que é um aberto pois/é uma aplicação 
É agora claro que f\ v : U -> W é invertível. 
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PASSO 3 A inversa é contínua. 
Sejam xl,x2 e U. Como 
Ih -*21=fefa)+M)-á*i)- / t a 1 s ||gfe)-g(x21+f/fc)-/(.r21 < 
resulta que 
^^\\xl-x2\\ + \\f(xl)-f(^2]\^ 
\\x{-x2\\<2\\f(x{)-f(X2l 
Portanto, para y\,y2 &W, tem-se que 
Logo \f\u) écontínua. 
^2lb'i-j ;2 
PASSO 4 Para r suficientemente pequeno, \f\u) é derivável em 5 
v zy 
Seja L[IR",IR") o espaço das aplicações lineares de IR" em //?" e 
GL\1R", IR"jcz L[IR" ,IR" ) o espaço das aplicações lineares invertíveis. 
De seguida serão apresentados dois lemas necessários para concluir a demonstração 
do teorema. 
Lema 1 L[IR",IR"J, munido da norma do supremo: 
\\A\\ = supj|ví(jc)|| 
IMI<i 
é um espaço de Banach. 
Demonstração Seja (A„ ) m uma sucessão de Cauchy, isto é 
\/e>03p<= INVn,m > p:\\A„ - AmII < s o 
o\/s>03peINVn,m> p: sup\\An (x) - Am (x)\ < s 
H-1 
Portanto, para cada x e IR", (A„ (x))neIN é uma sucessão de Cauchy . De facto, se 
ILrjl > 1, observe-se que 
K(*)-4»(*)|| = H A, 
f , A 
Vllxl J 
í, \^ 
KA J 
Como IR" é completo, a sucessão (An(x)) m é convergente. 
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Seja 
A: IR" -> IR" 
x h-> A(x)= lim ^„(^) 
Vejamos que A„ -> A e que A é linear. 
n-X» 
(i) An_A 
Análogo ao exemplo 1.1.6. 
(ii) i4 é linear 
Sejam x,yeIR": 
A{x) + A{y) = \im(A„(x) + An(y))= lim (A„ (X + y)) = A(x + y) 
n—>cc n-xx 
pois, para todo n e IN, An é linear. 
Analogamente se prova que, para l e IR ex e IR" : 
A(Àx) = X4(x) 
Portanto, /-(/#" ,IR"jé um espaço de Banach. □ 
A < 
Lema 2 GL\IR",IR") é um subconjunto aberto de z(/#",//?"). 
Demonstração 
Seja He GL(lR" ,IR")eAe L(IR" ,IR"). Vejamos que H + Ae GL[IR" , IR" ) 
1 
se 
H' 
Como / / e G L ^ V T ? " ) , / / + ^ = H(I + H~1A), e tomando G = -H~lA, basta 
provar que 
(l-G)eGL(lR"jR") 
quando 
G = H'lA < H -1 \A\\ < H -1 
/ /" 
= 1 
Para tal, considere-se a sucessão (Xn ) n e I N definida por: 
XQ=I, 
XX=I + G, 
X2=I + G + G2, 
Xn=I + ... + G". 
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Atendendo a que UGH < 1, resulta que 
Xp+q - X p GP+l+... + Gp+q < Gp+l + ...+ Gpn <||G[| + ... + j|G|| -> 0 
Portanto (X„)neIN é uma sucessão de Cauchy. Pelo lema 1, L{IR",IRnJ é 
completo, donde concluímos que X„ —» X. 
Uma vez que (/ - G)X„ = / - G"+l, o produto de matrizes é contínuo e Gn+l -> 0, 
onde 0 representa a matriz nula, (pois HG! < 1 ) concluímos que (/ - G)X = I . 
Logo (/ - G)"1 = X, isto é, / - G e GL(//?" , //?" ). 
Provou-se assim que se H<zGL[lR",IR") eAel(lR",IR"), com \\A\\< 
H' 
então H + AeGL(lR",IR") implica que B 
demonstração do lema 2. 
í \ 
H. ' 
H -1 
GL[IR",IR"), o que conclui 
□ 
Atendendo a que: 
(a) y/(o)*o, 
(b) D/ é uma aplicação contínua, 
(c) GL(lRn,IR") é um aberto de Z^/fl".IR") (lema 2), 
conclui-se que existe uma vizinhança V de 0 tal que V„v e V,Df(x) é invertivel. Podemos 
supor que B(0,r) cz V (senão tomemos r'< r de modo que B(0,r') c V ). 
Portanto, \/x e 5(0,/-), Z)/(x) é invertível. 
Podemos ainda supor que [zy(.r)]- (y | ^  ^ [yf ■ De facto, seja 
Mt = maxj [zy(jc)]_1 (et),..., [Df(x)]~l(e„ í j , onde eh...,e„ é a base canónica de IR". 
Então, para y = {yx y„), 
w(4~m=h [o/wr1 w>+~+y. w (xp («. | < 
M t^rfe) + ...+vJ [zyMFfe,) <M1(|jK1|+...+|^|)<M1(|H|+...+m)< 
< A/i«|M| 
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Portanto, 
Sejam 
y,yoe B 
Então 
[Df(x)] [(yí < M\\y\\, onde M = Mxn 
Qx = (f\u) (y\ xo=(.f\u) {y0),com x,x0eUçB(Q,r). 
{f\uTl(y)-(f\uTl{yo)-[DÁrlM)\\y-yoÍ\ *-*0 -M*o)F (/to-/(*<>)) 
y-yo I/M-/M 
x-x0 
[Df(x0 )]- ' [Df(x0 \x-x0)- (f(x) - f{x0 ))] 
I/M-/M L t - * 0 
<2M 
|D/Cv0X-v-^o)-(/W-/(x0) | 
Lr - Xr 
Nesta última parte usou-se o facto de que 
| j c - * 0 | < 2 | / ( j c ) - / ( . x 0 | 
[QfMYl(y < M\\y\\ 
Como/é derivável em x0, 
Um \\f(x)-f(x0)-Df(x0lx-x0)\_Q 
X - Xfí 
logo \f\u) è derivável em y0 e D[f\u) (yQ)= Df[f l{yç,))\ , o que conclui a 
demonstração do teorema. G 
Exemplo 4.2.5 Tome-se / : IR2 -> IR2 dada por f(x, y) = [x + xy - x3, y + y4 ); 
/ não é invertível porque não é injectiva (/(0,0) = /(l,0) = (0,0)). 
A função/ tem as seguintes propriedades: 
(a) fé de classe c1, /(0,0)=(0,0) e D/(0,0) = 
v0 1, 
= 1 
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(b) Para aplicar o teorema basta que 
W = B 
0 B\0, 2) 
, onde r é tal que: 
: V, onde V é vizinhança de (0,0) tal que \/(x, y)eV : Jf(x, v) * 0 ; 
ii) V(x,y)eB(0,r):\\Dgí(x,y)\<-,onde g{x,y) = (x,y)-f{x,y); 
o que é verificado tomando r = 10 
Tome-se (x0,yQ)eB\ (0,0), 20 n Pretende-se encontrar (a,b)ef l(w)nB\ (0,0),— : f(a,b)=(x0,y0). 
V 10 J 
Pelo que foi visto na demonstração do teorema, tal (a,b) é o ponto fixo de 
g{x0,yo)(x>y) = (H<y<ò)+{x>y)-f(x>y), o n d e g(x0,y0) é uma contracção de razão - . 
Tome-se (x,y)eD (0,0),— n / _ 1 ( ^ ) . 
Pelo que foi visto na demonstração do teorema do ponto fixo de Banach, a sucessão 
(x.y\ g{x0,y0)ix>y)' g2{x0.y0)(x'y)> - converge para o ponto fixo (a,b). Quantas vezes 
será necessário iterar (x,y) por g(Xo,y0) P a r a garantir que a distância de g"(x0.y0){x,y) a 
(a,b) seja inferior a s ? 
Note-se que 
d(z(x0,y0)(x.yUa>b))=Á8(x0.y0)(x>y}g^^^ 
Não é possível conhecer o valor de d((x,y),(a,b)), mas como 
(x,y),{a,b)eD\(0,0), 10 
e o diâmetro de D (0,0), — é —, pode-se garantir que d((x, y), (a,b))< — 
1 0 / 5 5 
De um modo geral, 
d(g"(x0,y0)(x,y),(a,b)) < 
Portanto basta que 
Û/ 
r iYi 
- < £ ■ < = > 
5 
1 
v2/ <5s <=>n> 
ln(5g) _ - \n(5s) 
In n\ 
\^J 
In 2 
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3. TEOREMA DA EXISTÊNCIA E UNICIDADE LOCAL 
DE SOLUÇÕES DE EQUAÇÕES DIFERENCIAIS 
Sejam (7 um aberto de IR" e /"(/,.v) uma aplicação de [-a,a]xU em IR" com 
a>0. 
Seja ainda x(t) uma função derivável com valores em U definida em [-a,a]. 
Portanto, x\t) é uma aplicação de [-tf,<2J em IR". Tomando x = x(t), podemos 
considerar uma nova função f(t,x(t)) de [-#,#] em. IR". 
Suponhamos que se pretendia resolver a equação diferencial 
x\t) = f{t,x{t)) ( 1 ) 
com a condição inicial 
*(0) = *o (2) 
Em alguns casos podemos garantir a existência e unicidade da solução da equação 
diferencial resolvendo a dada equação, isto é, determinando a sua solução. 
Pensemos agora em termos mais gerais. Muitas das vezes não é possível determinar 
a sua solução (porque não existe um método de resolução que se aplique a todos os casos) 
Comece-se por notar que resolver a equação (1) com a condição inicial (2) é 
equivalente a resolver a seguinte equação integral 
t 
x(t) = x0 + J f(s, x(s))ds 
o 
Logo, o problema inicial resolve-se determinando o ponto fixo da aplicação 
t 
F(x) = x0+jf(s,x(s))ds 
o 
Naturalmente somos levados a pensar no teorema do ponto fixo de Banach. Para tal, 
é necessário encontrar um espaço métrico completo (X,d) e que F seja uma contracção 
que envie o conjunto Xnele próprio. 
O próximo teorema fornece-nos condições suficientes para resolver a questão 
anterior. Veremos também que o mesmo fornece-nos um método para determinar a 
solução. 
Para já, definamos condição de Lipschitz que será necessária para enunciar o 
teorema. 
Definição 4.3.1 A condição de Lipschitz: Sejam (Xl,dl) e (X2,d2) dois 
espaços métricos, / : Xx -> X2 uma função e k e IR+. A função / diz-se que 
satisfaz a condição de Lipschitz com constante k se \/x,ye.Xx, 
d2(f(x),f(y))<kd](x,y).A k chama-se constante de Lipschitz. 
Da definição resulta que qualquer função que satisfaça a condição de Lipschitz é 
uniformemente contínua. 
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Teorema 4.3.2 ([23], pag 238) Seja f :[-a,a]xD(xQ,r)->IR", com 
JC0 6 IR", uma função contínua não nula. Suponha-se que existe k > 0 tal que 
\\f(t,x)-f(t,y\\<k\\x-y\\ 
V/e[-a ,a] , Vx,yeD(x0,r). 
Sejam c = sup{\\f(t,x)\\:te[-a,a].xeD(x0,r)} e b<min\a,-,— \. 
Então existe uma única função derivável x : \-b,b\-± D(x0,r) tal que 
h\t) = f{t,x(t)) 
N O ) - X Q 
isto é, jc é solução da equação diferencial x'(0 = f(t,x(t)) com a condição inicial 
x(0) = *0 . 
Demonstração A equação 
rv(o-/M')) 
|.v(0) = x0 
é equivalente à condição 
t 
x(t) = x0+jf(s,x(s))ds. 
o 
Considere-se o conjunto das aplicações contínuas de [-6,è] em D(x0,r), 
C{ [-b,b\,D[xQ,r) ), com a métrica da convergência uniforme, que é um espaço métrico 
completo. 
SQjaX = {ç>eC{[-b,b],D(xQ,r)):<p{0) = x0}çC([-b,b],D(x0,r)). 
Vejamos queXé um fechado. Para tal, tome-se ç0 e C( [-b,b],D(XQ,r))\X; então 
cp0 (0)*x0. 
S e j a ^ M W . O e 
2 
U=y^C([-b,b],D(x0,r)):\\ç(t)-<p0(t]\<d,^te[-b,b]} 
que é um aberto e ç0 eU çzC([-b,b],D(xQ,r))\X. Logo l é um fechado. Como 
C([-b,b],D(X0,r)) é um espaço métrico completo e X é fechado, X (com a métrica 
induzida) também é um espaço métrico completo. 
Seja 
F: X-* X 
<P^ F(q>) 
onde F(<p\t) = x0 + jf(s, <p((s))ds. 
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Vejamos que F está bem definida, isto é, F(<p) e X, para <p G X 
1 ) F(<p\0) = XQ + Jf(s, <p(s))ds = x0 ; 
o 
2) F(<p)ec{[-b,b\,IRn); 
2) FW)e^o,r),para/€[-M]: 
IWW- *0 ]f(s,<p(s))ds < $\\f(s,(p(s))\ds < jcds <bc<r 
(nestas condições usou-se o facto de c = sup{||/(/,;c)|| : / e [- a,a],x e D(x0,r)\, t <b e 
b<r-). 
Portanto F(<p\t)e D(x0,r), logo F(p)e X. 
Vejamos agora que F é uma contracção: 
Sejam <p,y/ eX. 
F(<p)-F(¥]\= sup \\F(<pXt)-F(V,\t]\ = 
-b<t<b 
- sup 
-b<t<b 
\ f(s, <p(s))ds - J f(s, y(s))ds sup 
-b<t<b 
\(f(s,<p{s))-f(s^{s)))ds < 
t X 
< sup \\\f(s,<p(s))~ f(s,iy(s))\ds < sup \k\\<p(s)-ty(s]\ds< 
-è<í<d 1 
< sup /tjl^-^lí/í <tó|ç?-^||. 
~b<í<b g 
Seja £'= tó < 1, pois 6 < 
Portanto ||F(#>)-.F(ç//)j|<£J|^-^r|, isto é, F é uma contracção definida num 
espaço métrico completo. Pelo teorema do ponto fixo de Banach, F possui um único ponto 
fixox. 
t 
Como F(x(t))=x(t),\/t, resulta que x(t) = x0 +J f(s,x(s))ds, que é a solução 
o 
pretendida, o que conclui a demonstração do teorema. D 
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Ainda é verdade que a solução depende continuamente da condição inicial. Esta 
questão é bastante importante, pois em problemas reais pode existir um certo grau de 
incerteza. Interessa então saber que se a condição inicial for ligeiramente alterada, a 
solução da equação diferencial também será apenas um pouco alterada. De outro modo, 
uma pequena alteração na condição inicial poderá originar soluções bastantes diferentes. 
Para mostrar tal facto, irá ser usada a observação 1.3.13. 
t 
Tome-se a função F}, definida por Fj (xx, ç>\t) = xl + \f{s, (p(s))ds . 
o 
1) Para x{ e D{xQ,r{), com rt suficientemente pequeno 
Fx : X-> X 
satisfaz as hipóteses do teorema do ponto fixo de Banach, uma vez que X é um espaço 
métrico completo e F é uma contracção, logo 
\FX (tp)- FX (^1 = \\F(<P) - F(i//^ < k\\tp - y/\, com k e ]0,l[ que não depende de xl. 
Portanto Fx é uma contracção. 
Concluímos então que Fx tem um único ponto fixo <px . 
2) Vejamos agora que F satisfaz a condição (b) do corolário 1.3.12. Para tal, 
tome-se cpe X eafunção 
Fy. D(*0,n)-> X 
Mostremos que a função Fç é contínua. Para tal, tome-se xx s D(x0, r{ ), s > 0 e 
S = s. Então, para todo x € D(x0, q ) : 
\\x -xi\\<S=> \\F{ (X, <p) - Fl (x{ ,(p\<s, 
uma vez que 
\F\(x,(p)-Fx(xu(pl = x +1 f(s, (p{s))ds - x{ -1 f(s, <p(s))ds - \\x - X\ < 8 - s. 
Portanto, a solução da equação diferencial varia continuamente com a condição 
inicial xo, isto é, dadas duas equações diferenciais, 
( 1 ) íx(t) = f{t,x(t)) e ( 2 ) íx(t) = f{t,x(t)) 
[x(0) = x0 [x(0) = xo 
com ç> solução de (1) definida em [-b,b] e ç solução de (2) definida em \^b,b\ 
(podemos supor que b>b), então ç>egestão definidas em [-b,b] e se xo -*Xo, a 
solução ç converge uniformemente para (p. 
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Como construir a solução x(t) pretendida? 
Considere-se a sucessão de funções (x„(t))neIN, chamada sucessão de iterados de 
Picard: 
t 
x2{t) = H + lf(s.Xi{s))ds; 
o 
r 
x3(t)=x0+jf(s,x2(s))ds 
xn (') = *0 + { f{s> xn-\ (5)^ ' • 
0 
Então, pelo o que foi visto, tem-se que xn (t) -> x(t). 
Portanto, o teorema anterior não só nos fornece condições suficientes para garantir a 
existência e unicidade local da solução de uma equação diferencial, assim como fornece 
um algoritmo para encontrar uma solução aproximada da equação diferencial. 
Exemplo 4.3.3 Considere-se a equação diferencial: 
\x\t) = x3ex 
x(0)=\ 
Seja f(t,x) = x3ex (/não depende de t) definida em [l - r,\ + r], r > 0 
Nas condições do teorema anterior, seja 
x3ex c = sup{\f(t,x)\ : - r <x-\ <r}=sup| 
Uma vez que /'(■*) = \3x + x j ex, basta tomar 
1 - r < x < 1 + r \=(l + rfe^ 
k = sup{ (3x2 + x3 ) ex : 1 - r < x < 1 + r}= (3(1 + r)2 + 3(l + rf ) .1+r 
Portanto, 
k ^{l + rf+^l + r^e^ 
(1 + r) 3 1+/ 
Logo, tome-se b < mim {3{l + r)2+3{l + rf)el+r'{l + rfeX+r\' 
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Portanto, existe uma única função derivável x : [- b,b] -» D(\, r) tal que 
\x\t) = x3ex 
x(0) =1 
Exemplo 4.3.4 Tome-se a equação diferencial 
jV(í) = .X 
U(o)=i 
Os iterados de Picard são: 
jrj(/) = j r 0 = l ; 
1 tk 
x2(t) = l + jlds^l + t=YjtT; 
0 £ = 0 * -
x3(t)=\ + \(l + S)ds = \ + t + ^=fjÇ-l 
0 
„ 2 ^ 
Z A-=0 * 
Xq 0-1+Hi + S + - í/í = 1 + / + 
/ 
, 2 r3 3 / * —+ — = > — 
n-1 ,/t 
Provemos por indução que x„(t)= ^T-
k=0 k\ 
1) Para n = l,xl(t)=l; 
Il-Í in. 
2) Suponhamos agora que xn (/) = V —. Então 
, - 1 , * 
k=0' 
' n-\ k n-\ ,/fc+l n tk n tk 
oc ,k 
t 
Portanto, e' = \xmxn{t)= V — é a solução de JC'(/) = .X com a condição inicial 
JC(0) = 1. 
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0 teorema do ponto fixo de Banach também pode ser aplicado na resolução de 
algumas equações integrais. Seguidamente apresentamos alguns exemplos de tais 
aplicações. 
Exemplo 4.3.5 ([20], pag 49) 
1 Considere-se a equação integral de Fredholm: 
b 
f(x) = ÃJK(x,y)f(y)dy + ç(x) 
a 
onde K e ç são duas funções dadas, / é a função a determinar e 2 um parâmetro 
qualquer. 
Suponhamos que K(x,y) e <p(x) são contínuas em [a,£]x[a,è] e \_a,b\, 
respectivamente. 
Uma vez que [a,£>]x[a,Z>] é compacto e K é contínua em [a,Z>]x[a,è], resulta que 
\K(x,y)\ <M, V(x, v) e [a,b]x [a,b], com M > 0. 
Consideremos a seguinte aplicação: 
A: C([a,b],IR) -> C{[a,b],IR) 
g ^ Ag 
b 
onde Ag(x) = Ã$K(x, y)g{y)dy + <p(x). 
a 
Vejamos em que condições a aplicação A é uma contracção. 
d(Agl,Ag2)= sup\Agi(x)-Ag2(x)\< 
xe[a,b] 
< \Z\M(b - a) sup \gx (x) - g2 (x)\ = \X\M(b - a)d{gl, g2 ) 
xe[a,b] 
Logo, para \X\ < , A é uma contracção. Portanto, como C([a,b],IR) é um 
M(b-a) 
espaço métrico completo, A tem um único "ponto fixo", isto é, 
b 
3 1 / e C([a,b],IR): Af = f <=> f(x) = X\K{x,y)f(y)dy + cp{x) 
a 
Para encontrar a solução pretendida por sucessivas aproximações, basta considerar a 
sequência de funções /Q(X), fi(x), f2(x),...,onde 
b 
fn (x) = Ã J K(x, y)fn_x (y)dy + <p(x) 
a 
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I I Consideremos a seguinte equação integral: 
b 
f(x) = A\K(x,y,f(y))dy + <p(x) 
ÍJ 
onde K e ç> são duas funções continuas definidas em [a,£]x[a,£jx IR e em [a,b], 
respectivamente. 
Suponhamos ainda que existe M > 0 tal que: 
• \K{x,y,zl)-K{x,y,z2)\<M\zx~z2\, \/(x,y)e[a,b]x[a,b] 
• w < - 1 -
1 ' M(b-a) 
Novamente, seja 
A : C([a,b],IR) -> C{[a,b],IR) 
g ^ Ag 
b 
onde Ag(x) = / t [ ^ ( x , v, g O ) K v + (p(x). 
a 
A é uma contracção, pois dados g\,g2 e C([a,b]jR) 
d(AghAg2) = sup \Agl(x)-Ag2(x)\< 
xe[a.b\ 
< \X\M{b - a) sup \gx{x) - g2 (x)\ = |A|A/(Ô - a M g , , g2 ) 
.te[a,/>] 
com |/l|A/(è - a) < 1. 
Logo 4^ possui um único "ponto fixo", provando assim a existência e unicidade da 
solução procurada. 
H l Consideremos a equação integral de Volterra: 
X 
f(x) = Ã\K{x,y)f{y)dy + (p{x) 
a 
onde KQ Ç são contínuas e definidas em [a,b]x [a,b] e [a,b], respectivamente. 
Ao contrário da equação de Fredholm, é possível garantir a existência da solução, 
para qualquer valor de Ã. 
Seja 
A : C([a,b],IR) -> C([a, b]jR) 
g h-» Ag 
X 
onde Ag{x) = AJK(x, y)g{y)dy + <p(x). 
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Vejamos que A" é uma contracção, para algum ne IN: 
d(AghAg2) = Slip \Agl(x)-Ag2(x)\< 
xe[a,b] 
< sup \Ã\\\K(X,y)(gl (y) - g2 (y))dy < \X\Mm(b - a) 
xe[a,b] a 
onde M = sup|^(x, y)\ e m = d{gx, g2 ). 
d(A2gl,A2g2) = sup\A(Agl(x))-A(Ag2(x)] = 
xe[a,b] 
sup \A 
xe[a.b 
f x \ f x 
X\K(x,y)gx{y)dy + (p{x) -A Ã\K(x,y)g2(y)dy + <p(x) 
V a V a 
sup 
xe[a,b 
X\K{x,y) x\K{y,z)gx{z)dz + <p{y) 
\ a 
dy + <p(x) 
Ã\K(x,y) A\K(y,=)g2(=)dz + <p(y) 
V a 
dy-ç(x) 
sup J/l 
xe[a,b 
]K(x,y) x)K{y,z){gx{z)-g2{z))dz 
V a 
dv < supUj 
xe[a,i] 
\M ÃJMmdz dy 
V a J 
xe 
sup Ul M m 
M 
\\ldzdy = sup \Ã\ M2 m 
xe[a,b] 
\(y-a)dy 
. ,2 o \x~a\ i i2 2 r~a\ 
sup \À\ M m — < \X\ Mm ——-
xe[a,b\ '' 2 2 
Repetindo o processo anterior, obtemos 
d(Angx,Ang2)<\l\nMnm 
\b-a\ 
n\ 
b-a\ 
Para n suficientemente grande, \X\ Mn - — <1, donde concluímos que A" 
n\ 
uma contracção, o que prova a existência e unicidade da solução da equação de Volterra. 
4. TEOREMA DE GROBMAN - HARTMAN 
Ao longo desta secção veremos mais uma aplicação do teorema do ponto fíxo de 
Banach, agora na área de Sistemas Dinâmicos. Para já, comecemos por apresentar 
alguns resultados e definições que serão necessários para tal. 
As demonstrações deste capítulo seguem as apresentadas em [27J. 
Seja L(IR" ,IR") o espaço vectorial das aplicações lineares de IR" em IR", 
munido da norma usual: 
||Z| = sup{||z(.r|:||.x|<l} 
Pelo que já foi visto, L(JR" ,IR" ), munido desta norma, é um espaço de Banach. 
Teorema 4.4.1 (Forma Canónica de Jordan Real) Dado 
L e L(IR" ,IR"), existe uma base de IR" na qual a matriz de L tem a forma 
0 
A, 
Ar 
0 
Bi 
BjJ 
onde 
A, 
a 
1 Xi 
I Xi 
o ~N 
v_ 0 - 7 X, 
i=l,...,r, XiS IRe 
y 
Bf-
r ~\ 
?c 0 
v ° ' ti , 
onde C, 
r ~\ 
a, Pi ,(Xj,pj€lR, 1= 
r 
1 °1 0 1 
J 
,J=I s 
As submatrizes Ai Ar, Bi,..., B3 são únicas a menos da ordem. 
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Corolário 4.4.2 Seja L e L(IR"JR"). Então, dado s > 0 existe uma base 
de IR" na qual a matriz de L tem a forma 
onde 
B, 
?c 0 
~\ 
V. 0 l Q ^  
A 
/ir 
o 
K. 
4. 
o 
A 
Bi 
B 
£ /I; 
£ i , 
0 
0 v £ Xi 
, onde C, 
r "N 
a, A U OfJ 
i=l,...,r, AjSlRe 
,aj,^eIR, 7i:= 
£ 0 
0 £ yw s 
Seja L e L(IR", IR" ) . O espectro de L é o conjunto formado pelas raízes 
complexas do polinómio de grau «, det(Z - Aid). 
Definição 4.4.3 Um isomorfismo linear A e GL[IR",IR") é hiperbólico se 
o espectro de ,4 é disjunto do círculo unitário s ' c t 
Proposição 4.4.4 Se A e GL\IRn,IR" ) é um isomorfismo hiperbólico, 
então existe uma decomposição IR" = Es © Eu, tal que os subespaços 
vectoriais Es e Eu são invariantes por ^ e o s valores próprios complexos de 
As = A\ E, e A" = A\ E« são os valores próprios de A de módulo menor que um 
e maior que um, respectivamente. 
Demonstração Seja els ...,en uma base de IR" na qual a matriz de A está na 
forma canónica de Jordan. Como, por hipótese, A é um isomorfismo hiperbólico, então 
os valores próprios complexos de A têm módulo diferente de um. Logo, se X é um valor 
próprio de A, \k\ < 1 ou \X\ > 1. 
Podemos ordenar os elementos da base de modo que a matriz de A seja da forma 
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A.-
Bi O 
B.~ 
O 
c, 
C„-
D, 
onde: 
1 
4 = 1 X, 
0 
o ^ 
. h <i 
^ 
5 7 = 7 M 7 
X 
^ 
o 
~N 
V. 0 
M,= 
a 7 P; 
- P ; a 7 , 
, « ; + /? 
Mj 
It 
C, = 
O 
1 xk 
~\ 
r 
Mi 
0 , ^k. 
XJ>1 > A / t 
^ 
D,= 
V 
/ Mi O Mr 
r ~\ 
CC/ p; 
-P / «/ 
a2/+p2/ >1, 
V 
Sejam Es o subespaço gerado por ex,...,es, onde eu...,es correspondem aos 
subespaços associados a Ai,...,As,Bu...,Bs- e Eu o subespaço gerado por 
es+i,...,en, onde es+l,...,en correspondem aos subespaços associados a 
C[,...,CU-,D\,...,DU~ . 
Portanto, a matriz de As na base {e{,...,es} é 
A, 
A, 
0 
o Bi 
B, 
e a matriz de Au na base {eí+1,...,e„} é 
C 
C„ 
0 
o 
a 
D„ 
Além disso, IR" = Es @Eu, pois {eu...,es,es+l,...,en} éumâbase de IR". 
É imediato verificar que Es e Eu são invariantes por A. 
Conclui-se assim a demonstração da proposição. 
Definição 4.4.5 Dado um isomorfismo hiperbólico A, à dimensão de Es 
chama-se índice do isomorfismo. 
Proposição 4.4.6 Se A e GL[IR", IR" J é um isomorfismo hiperbólico, 
então existe uma norma ,11 II i, em IR" tal que A1 i< l e ( ,«)- I < 1 . 
Demonstração Considere-se a forma canónica de Ai 
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M, o 
M= 
O 
B\ 
Bs~ 
onde 
rx, 0^ 
4 = i x; 
0 "lly 
> M < I 
* ; = 
f 
V 
Mj 
I Mj 
0 
0 
■ ^ 
J 
, M - , a j + /?;2<i, / = 0 0^  
v0 1, 
Para cada te IR, considere-se a matriz 
A/ííV 
4W 
A At) 0 
0 5 ^ ■^■w 
onde 
Ai{t) = 
0 
0 ; x 
. > . / < ! 
/A/ 
5/0 = 
0 
I, Mj 
"A 
V 
o ;; M 
Mj-
r ~\ 
.2 , o2 «; + /?;<!, /,= t o^  
iy 
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Seja A/guma transformação linear de Es, cuja matriz na base ex....,es (base 
ortonormada de Es ) é M(o). 
Portanto, |M0 | = max||/l,-|,ya /+ /? y f< 1, para i~l,...,s' e y = l,...,s". 
Como as aplicações 
/ -> M(0 -> |M(/)| 
são contínuas, pode-se garantir 
3S>0Vt:-õ<t<S,\\M(t)\\<l 
Pelo corolário 4.4.2, existe uma base e{,...,es de Es na qual a matriz de ,4* é 
M(s), com 0 < e < 8 fixado. Agora, em Es, defína-se um novo produto interno 
ei\ej = Sij ( ' * Jàij = ° e 5» = 1 ) 
Seja li I  a norma associada a esse produto interno. Resulta que 
Analogamente se obtém uma norma | I  em Eu para a qual 
As 
( , - ) 
<1. 
<1. 
u 
Finalmente, como IR" = Es © £"" e £*, £"" são invariantes por A, defina-se 
" , x = xs+xueIR" Flli = 
o que conclui a demonstração. 
+ !-r
Definição 4.4.7 Seja pelR" um ponto fixo de f e Dif(lR",IR"), onde 
Difr[IR",lR"J representa o conjunto dos difeomorfismos de classe cr de IR" 
em IR". Diz-se que /? é um ponto fixo hiperbólico se Dfp : IR" -> 77?" é um 
isomorfismo hiperbólico. 
Apresentaremos de seguida o teorema de Grobman - Hartman, cuja demonstração 
envolve mais uma aplicação do teorema do ponto fixo de Banach. 
Primeiramente, definamos conjugação entre duas aplicações. 
Sejam então X e Y dois espaços topológicos e f:X^>X, g:Y -> 7 duas 
funções contínuas. Seja h : X -» Y um homeomorfismo tal que h° f = goh (ou, de 
modo mais abreviado, hf = gh ), isto é, o seguinte diagrama comuta: 
/ 
X -> X 
h i i h 
Y -> Y 
g 
Figura 4 : Diagrama comutativo 
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Então h diz-se ser uma conjugação efe g dizem-se conjugados. 
Note-se que hf - gh, implica que hf" - g"h, uma vez que 
hf2=(hf)f = (gh)f = g(hf) = g2h 
e assim sucessivamente. 
A conjugação pode ser interpretada como uma mudança contínua das variáveis de 
fe g. É fácil ver que a conjugação é uma relação de equivalência. 
Feita esta pequena introdução, estamos aptos para apresentar o teorema de 
Grobman - Hartman. Veremos que em determinadas condições, uma função e a sua 
derivada são localmente conjugadas. 
Teorema 4.4.8 (Teorema de Grobman - Hartman) 
Sejam / e Dif\IRn ,IRn), pelR" um ponto fixo hiperbólico de / e 
A = Dfp. 
Então existem vizinhanças V de p, U de 0 e um homeomorfismo 
h:U^>V talque hA = fh. 
Demonstração Por uma mudança apropriada de coordenadas, podemos supor 
que p = 0. 
A demonstração será feita usando três lemas seguidamente expostos: 
Lema 1 Seja E um espaço de Banach, LGL(E,E) tal que | |Z|<a<l e 
< a < 1. Então: 
1 
G G GL(E,E) um isomorfismo com 
(a) I+ L éum isomorfismo e 
(b) / + G éum isomorfismo e 
G'1 
(i+Ly < \-a 
a 
\^a 
< 
Demonstração 
(a) Seja y<=Ee 
fy. E^ E 
. m y - L{X) 
Portanto, fy{xx)- fy(x2) = L(x2 -X{). 
Vejamos que fv é uma contracção de razão a. 
\fy (xl ) - fy (x21 = \\L(X2 ~xl| ^ \\L\\\\x2 ~xl\\- a\\X2 ~ xl\\> c o m a < X 
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Logo, / é uma contracção. Como E é completo, pelo teorema do ponto fixo de 
Banach, f possui um único ponto fixo xe E, isto é: 
3 x e E : x = y- L{X). 
Uma vez que 
x = y - L(x) O x + L(X) = y O (i + L\x) = y 
conclui-se que, dado yeE, existe um único x e E tal que (/ + L\X) = y. 
Portanto, I+ L é bijectiva, logo um isomorfismo. 
Vejamos agora que (/ + L) < 
\-a 
(7+/r||-suP{|(/ + Z)-1(^|:|H|<l} 
Tome-se então y € E com \y\ < 1 e seja xe E : 
Portanto, 
pois ||Z| < a. 
(l + L)-]{y) = xox + L(x) = y 
1 > I v|| = \\x + L{x]\ > \\x\\ - \\L(X)\ > \\x\\ - a\\x\\ 
Conclui-se então que 
Logo 
h\\ < \-a 
(l + L)~l\\ = \(l + L)^ = \\x\\<-± 
a 
o que prova a primeira parte do lema 1. 
(b) Comece-se por notar que, uma vez que G é um isomorfismo 
I+G = G(I+G~1) 
Como G J p a < 1, por (a) I + G é invertível. Atendendo que Ge I+ G l são 
invertíveis, I+ G = G[I + G j e a composta de duas função invertíveis é ainda 
invertível, resulta que I + G é invertível e 
( / + G ) - 1 = ( G ( / + G - 1 ) ) _ 1 = ( / + G - 1 ) _ 1 G - 1 
Daqui conclui-se que 
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o que conclui a demonstração do lema 1. 
Como A = Df0 é um isomorfismo hiperbólico, pelo que foi visto atrás, podemos 
escrever IR" = Es © Eu e existe uma norma II II em IR" tal que 
As 
( , - ) 
<a<) 
1 
<a<\ 
Seja agora CAlR",IR") o espaço de Banach das funções contínuas e limitadas de 
IR" em IR" com a norma | / | | - sup{|| f(x)\\:xe IR"}. 
Como IR" = Es © E", resulta que 
Cb[lRn,IRn)=Cb(lR",Es)®Cb(lR",Eu) 
onde f = fs+f\ sendo fs =xs°f, f" = KU O / , 
ns: Es®Eu-> Es ^ : Es © £"" -> £" 
* + v i-> -t jr+v 1-4 v 
Lema 2 Existe s > 0 tal que, se 0 1 ,0 2 e Cb(lR",IR") têm constante de 
Lipschitz menor ou igual a e, então ^4-Oj e A + $>2 são conjugados. 
Demonstração Para que A + (t>{ e /4 + 0 2 sejam conjugados, deve existir um 
homeomorfismo h : IR" -» 77?" tal que h(A + <&[) = (A + Q>2)h. 
Tome-se então h = I + / , com f eCb [IR", 77?" ). Logo a equação 
h(A + ®l) = (A + ®2)h 
é equivalente a 
(7 + / X ^ + ( I ) l )=(^ + (I)2X/ + / ) < ^ ^ + ( I ) l + / ( ^ + ^ l ) = ^ + 4/ ' + (I )2( / + / ) ^ 
« ^ ■ - / ( ^ + 0 ) 1 ) = O 1 - O 2 ( / + / ) (1) 
Afirmamos que existe uma única função / eCb \IR", IR" ) que satisfaz a 
condição anterior. 
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De facto, considere-se a aplicação linear 
L: Cb{lRnJR")-± Cb(lR",IR") 
f h* Af-f{A + d>l) 
Vejamos que L é invertivel e que U 
Para tal, considerem-se as funções 
< 
\-a 
Ü: Cb(lR",IR")-> Cb[lRn,IRn) 
f H> f-A-ifiA + Qi) 
A: Cb(lR"JR")-> Cb{lR\IR") 
f » Af 
Logo ÃL* : Cb(lRn,IRn)^ Cb(m",IR"), e para feCb(iR",IR"), 
AL*(f)=A(f-A-lf{A + ®lj)=Af-f{A + ®l)=L{f) 
Como A é um isomorfismo, A é invertivel e 
é também invertivel. 
|U|. Basta então provar que L* 
Como Es e E" são invariantes por A'1, resulta que Cb\IRn,ES) e Cb(lR",Eu) 
são invariantes por L*. Logo podemos escrever L* = L*s © L*", onde 
r*=r 
L*U=L* 
Cb(lR\Es) e 
Vejamos que, para s suficientemente pequeno, A + <Î>1 é um homeomorfïsmo. 
De A(x) + 3>j(x) = y vem x = A" (v-Oj(x)) ; para v fixado, a aplicação 
xHtA^iy-^ix)) 
é uma contracção de razão A" s<\ (para £ pequeno). Portanto, A + Oj é bijectiva. 
Por outro lado, a continuidade da inversa é consequência imediata da variação contínua 
do ponto fixo com o parâmetro y. 
Portanto a função Q : Cb(iR",IR")^Cb(lR",IR") dada por 
n(fs)=A-lr(A + a>l) 
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é invertível e a sua inversa 
é tal que 
n-l(j-s)=Asfs(A+^yl 
Q-1(^'J = sup{|^-1^)[x|:xe//îf l}=sup{|^V ,(^ + * i ) " , (* | : ' e / / î ^ :xeIRn\<a<\ 
pois A1 <a<\ 
Pela parte (b) do lema 1, resulta que L é invertível e que IrV < 
Pela parte (a) do mesmo lema e atendendo que ( , « ) -
\-a 
<a<\, resulta que L*" é 
invertível e que H"1 < l \-a 
Portanto, L* é invertível e (4 1 f i a < = max{ -\-a [\-a \-a -, pois a < 1. 
logo 
Como L* é invertível, resulta que L é também invertível e 
Z, = ^oZ-- l=(z*)""1fi)"1 
U (tf® < \-a 
(~\-\ Uma vez que A(f) = Af^> [A) <-i 
Mostramos assim que L é invertível e que 
Considere-se agora a aplicação 
L -l 
U 
< 
< 
A -1 
\-a 
\-a 
//: Cb{lRnJRn)^ Cb(lRn,IR") 
f H> L - 1 ( 0 1 - 0 2 ( / + / ) ) 
Vejamos que yi é uma contracção: 
ÁA)-Áf2]\ = \í-\®2(l + f2h®2(l + fl)Í * ^1|||02(/ + /2)-02(/ + /1 |< 
< 
A " i 
4/2-A\ 
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pois O2 tem constante de Lipschitz menor ou igual a s. 
s < 1, logo u. é Podemos tomar s suficientemente pequeno de modo que 
\-a 
uma contracção. 
Daqui conclui-se, pelo teorema do ponto fixo de Banach, que \L tem um único 
ponto fixo feCb{lR",IR"). 
Portanto, existe uma única função / e Cb \IR" ,IR" J tal que 
/ = I - I ( 0 I - 0 2 ( / + / ) ) o L ( / ) = 01-<I>2(/ + / ) < = > ^ - / ( ^ + cD 1 )= í ' i -0 2 ( / + / ) 
Conclui-se então que a equação ( 1 ) tem uma única solução f eCb\IR" ,IR"J. 
Falta ver que h = I + f é um homeomorfismo. 
Por um processo análogo ao anterior se mostra que a equação 
(/í+o1X/+g)=(/+gX^+<í>2) 
tem uma única solução g e Cb [IR", IR" J. 
Para mostrar que h = I + f é um homeomorfismo, vejamos que 
(l + fll + g)={l + g\l + f) = I 
De facto, 
(l + fXl + gXA + ®2) = {l + fXA + <S>lXl + g) = (A + ®2Xl + fXl + g). 
Por outro lado, 
(l + fll + g) = I + g + f(l + g)=I + r 
com r = g + f(l + g)eCh(lRn,IR"). 
Portanto, 
(l + rXA + <S>2) = (A + ®2Xl + r). 
Mas também 
I(A + <Í>2)=(A + ®2)I (3) 
Atendendo a que a equação 
{A + Q^I + r)= (I + rXA + ®2) 
tem uma única solução, tomando Oj = 0 2 , resulta que a equação 
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(2) 
também tem uma única solução. 
De (2) e (3), mostra-se que 
/ + r = /o ( /+ /X/ + g)=/. 
Logo / + / é um homeomorfísmo, o que conclui a demonstração do lema 2. D 
Lema 3 Dado s > 0, existe uma vizinhança U de 0 e uma extensão de 
f\ u da forma A + O , onde OeQ[IR",IR") é de Lipschitzcom constante 
menor ou igual a s. 
Demonstração Considere-se uma aplicação a: IR —» IR de classe cœ tal que 
a(t)=0, (>l 
a(t)=\, t<-
w 2 
a'(t) <k, \/teIR,k>2 
Seja tp a aplicação definida por (p = f ' - A . 
Daqui resulta que: 
#>(o) = / (O) - A(O) = 0, pois 0 é um ponto fixo de / e ^  é um aplicação linear; 
Dç>0 =A-A = 0. 
Considere-se a bola aberta de raio r, centrada na origem do referencial: 
B(0,r) = ^ eIR" :\\x\\<r\ 
que 
Como Dç>Q = 0 e a aplicação derivada é contínua, é possível escolher r de modo 
e 
< 
2k 
D(P\ B(0,r) 
Considere-se agora a aplicação 
O: IR" -> IR" 
n\x\w 
x h-> a 
\ r J 
<P w 
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Vejamos que: 
• A + O é uma extensão de f\ 5 ( 0 L) : 
(a) O(o) = a(0>(o) = 0 
ii ii r \\x\\ ' (b) se bc <-:=> — < - i z > a 
2 r 2 
rtJrt 
v r ; 
1^0(x)=^) = /W-4x). 
Portanto, a restrição d e / a 5(0,•§•) é igual à aplicação ^ + O 
• Falta ver que O é de Lipschitz com constante menor ou igual a e : 
1° caso: se xl,x2eB(0,r): 
W*i)-o>fel = a nxv 
\ r j 
X2\ ^ l ) - « — 4*2 ) 
f\\x^ 
a 
v r y 
Mo 
- a 
v r y 
ri* in 
v r y 
nu ih 
a 
v r y 
- a 
'hr 
v r y 
M*J+ a 
rti> 
v r y 
<*>(*! ) - p ( x 2 ) | 
Como 
d) a 
I r ^ 
r i 
v r y 
- a 
%r 
v r y 
< bli N 
r r 
yúYÚ-YM^Yv^A 
(2) I^J-^oJI^I^IKx, -*\<*\fe\k±^P\ 
(3) 0 < a A. <1 
(4) Il pfa ) - p(*2 ) N IMI h - -r2 I ^ r r lk - x21 
2& 
resulta que 
lofaj-frfaj^— ——lki+—lk -*2M 
< F r ^ 2 f f 
r 2 2.2 
r + p i - x2 \\ = £\\Xi - x2 - + — 
V2 Aj 
K. S LXi — Xy 
2o caso: se .r, e B(0,r),x2 í 5(0,r): 
||ofe)-^2|< cr 
v r J 
■a 
f\\x w\ 
\x2 
v r J 
\ÁX\\ + a 
(\\r \\\ x2 
V r J 
(p(x{)-(p{x2)\\< 
F i - ^ 2 * r + 01 0>(*j)-^(x2)\\<sli*! --t21 
3o caso: se jcl9 oc2 £ 5(0, r) : 
| O ( x 1 ) - O ( x 2 | = : 0 < 4 r 1 - . r 2 | 
Portanto, O é de Lipschitz com constante menor ou igual a s, o que conclui a 
demonstração do lema. □ 
Para concluir a demonstração do teorema, seja s como no lema 3 e A + <í> uma 
extensão de f\ UÍQ\, onde U(6) é uma vizinhança de 0 e O uma função de Lipschitz 
com constante menor ou igual a s. 
Pelo lema 3, existe um homeomorfísmo h : IR" —> IR" tal que 
hA = (A + 6)h ohA = fl7 
numa vizinhança de zero, o que conclui a demonstração do teorema. D 
O teorema anterior garante que, dada uma função / : IR" -» IR" de classe cr, / 
e Zy„ são localmente conjugadas, sendo/? um ponto fixo hiperbólico d e / Apesar d e / 
ser de classe cr, não se pode garantir que a conjugação seja de, pelo menos, classe c . 
De seguida é apresentado um exemplo de uma função f : IR -» IR onde a 
conjugação não pode ser de classe c . 
Exemplo 4.4.9 Seja / ; IR2 -> IR2 a aplicação definida por 
f(x, y) = \Àx, À y + x2 j , com 0 < À < 1 
Vejamos então que a conjugação h não pode ser um difeomorfísmo local de classe 
c . Para tal, suponhamos, por redução ao absurdo, que h é de classe c . 
A matriz que representa a derivada d e / na base canónica, é 
,2x x2 J 
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Portanto, 
£/(0. 0) 
(X 0 
0 X2 
e A(x, y) = Df{m (x, y) = \Xx, X2y) 
• (0,0) é ponto fixo hiperbólico 
( 1 ) /(0,0) = (0,0), isto é, (0,0) é um ponto fixo d e / 
(2) Como 0 < A. < 1, os valores próprios de Df^ 0 ) têm módulo menor que 
um, istq é, (0,0) é ponto fixo hiperbólico. 
(0,0) Por uma mudança apropriada da base, podemos supor que D/z, 
De facto, observe-se que, de foh = h°A,$e obtém 
A o h-l(0,0) = h~Xo /(0,0) = A"1 (0,0) 
e portanto A(0,0) = (0,0). 
Assim, recorrendo novamente à igualdade / o h = h ° A, tem-se 
£/(0,0) ° ^ V o ) = D V o ) ° A 
Se B = Dli(QQ), então da relação anterior obtemos AoB = BoA e portanto a 
matriz de B é da forma 
fa 0^ 
v 0 bj 
- 1 . com aç b diferentes de zero. Considere-se então h o B ; tem-se que 
D {hoB-l\ '(0.0) Id 
fo[hoB~l)=(foh)oB~l =(ho Â)o B~x = ho[Ao B~x)={ho B~{)o A 
Considere-se h(x, y) = (h{ (x, y), h2 (x, y)) 
Uma vez que h é uma conjugação entre/e A, jh = hAo 
<=> (xhl (JC. y\ X2h2 (x, y) + h\ (x, y)) = (h{ (xx, X2y\ h2 (lue, X2y]j 
Portanto, 
Xhx (x, y) = /zj \Xx, X yj 
Como f h- hA , resulta que 
X"hx{x,y)=h\x"x,X2ny) 
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Derivando ambos os membros da última expressão em ordem ay, resulta 
X" ^(x,y) = X2" ÕMx"x,X2"y)o ^(x,y) = X" dMx"x,X2ny 
dy V ' õyK ' Ôy V ; õy V 
Uma vez que \X\ < 1, X" ^-(x"x, X2ny) -> 0. 
Õy m->oo 
Portanto, -^(x,v) = 0 
õy 
Derivando a mesma expressão, agora em ordem a x, resulta 
*■ —{^y)^^ -—{Xx^ y)<^> —L{x,y)=—l-[Xx,x y -> —40,0) 
GX GX GX ÕX 'm-»oc ÕX 
Conclui-se então que —- (x, y) = c. 
dx 
Logo A] (x, y) = ar, uma vez que fy (0,0) = 0 . 
Como Dh^Q 0) = /, tem-se que c - 1. 
Portanto, h\{x,y)- x, donde se conclui que 
(Xx, X2h2 (x, y ) + x 2 ) = (AX, A2 (LC, À2y)) 
Vejamos, finalmente, que 
(1) / " oh(x,y)=(x"x,X2"h2{x,y)+nX2"-2x2) 
Por induçãp sobre «: 
Para n = 1, já foi visto atrás; 
(x"x, X2 [X2"~2h2 (x, y)+{n- \)X2"-4x 2 ]+ Jl2w"2x2 ) = (x"x, X2"h2 (x, y) + nX2n~2 x2 ) 
(2) hoA"(x,y)=ho(A"x,Á2ny)=(hl(lnx,Ã2nylh2(Ánx,Á2"y)) = 
= (x"x,h2(x"x,X2ny)) 
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Portanto, 
X2"h2{x,y)+nk2"-2x2 = h2(xnx,X2ny) 
Derivando ambos os membros em ordem a x, resulta 
X2" ^(x,y)+2nX2"-2x = X" ^-(xnx,X2ny 
õx V ar v 
Tornando a derivar em ordem a x, obtém-se 
X2n ^ M + 2^ 2 " - 2 = X2n ^(x"x,X2"y)< 
Ô X õ x 
^(x,y)+2nX-2 =^(x"x,X2»y) 
õ2x õ2x 
o que é absurdo, uma vez que quando n h-> +a> : 
• —x^-{x,y) éfíxo; 
õ2x 
2nX 2 - > +00 
. $ 4 » , ^ ^ ( 0 , 0 ) 
Portanto, a conjugação h não pode ser de classe c , como se queria mostrar. 
HO 
APÊNDICE Al 
DOIS INSULTADOS EM ESPAÇOS MÉTRICOS 
Neste apêndice mostraremos dois resultados envolvendo a completude de espaços 
métricos. 
Primeiramente iremos tecer alguns comentários sobre o diâmetro de conjuntos 
não vazios. 
Sejam (X,d) um espaço métrico e AçX um conjunto não vazio. Então o 
diâmetro de A, 8{À), é 
0<S(A)= sup d(x,y) 
x,yeA 
Dizemos que A é limitado se Ô(A) < +00. 
O diâmetro de um conjunto não vazio satisfaz as seguintes condições: 
• Ô(4) = 0oA = {x0}. 
• 5(A) = a>Q=>Vs> 03x,ye A: a-s <d(x,y)<a. 
• 5(4) = S(Ã). 
• Se Fé fechado, podem não existir x,y e F : d(x,y) = Ô(F). 
Por exemplo, considere-se (IR \ {O},Í/) , d métrica usual e F = ] 0,l]. 
J (F) = 1 e Vx,yeF:d(x,y)<l. 
• Se Ké compacto, então existem xQ,yQ e K : d(xQ,yQ)- S(K). 
Para provar tal afirmação, sejam a - S(K) > 0 (podemos supor que K tem, 
pelo menos, dois elementos) e xn,yn e K : d[xn,yn)>a — . 
n 
Como MnelN,{yn)neIN^K e K é compacto, {x„)neIN e {y„)neIN 
admitem subsucessões convergentes, convergindo para x0 e v0, 
respectivamente. 
Logo, d(x0,yQ)-a. De facto, supondo que d(x0,yQ) = b <a, dado 
s > 0 tal que b + s < a e «0 e IN tal que 
\fk>nQ: d(x0,x„k ) < - e d(y0,y„t ) < -
resulta que, para k > n0 
d(x„k,ynt)<d(xnk,x0) + d(x0,y0) + d(y0,ynt)<^ + b + ^ b + £<a--
para n suficientemente grande, o que é absurdo. 
111 
Teorema /U.1 Seja (X,d) um espaço métrico. Então X é completo sse 
para toda a sucessão (F„)neIN de fechados de X tais que 
• 0*F„+lçF„,VneIN 
\imô{F„) = 0 
n-*cc 
então n Fn = {x0} 
neIN 
Demonstração 
(=>) Para cada ne IN, seja xn e F„ . Vejamos que a sucessão {x„)mIN é de 
Cauchy. Fixado s > 0, existe «0 e IN tal que £ÍF„ ) < s, pois lim S(F„ ) = 0. 
0 n-x» 
Atendendo que F„+l çF„,V«e FV, resulta que para m,n>nQ, Fm ç F„ e 
^i. £ ^„ 
Concluímos então que xm,xn e F„o, logo d{xm,x„)< 8\Fn j< s. 
Como, por hipótese, X é completo, a sucessão (x„)neIN converge para 
XQ e X. 
Vejamos que xQ e n F„: 
neIN 
Fixado m e FV qualquer, é claro que x„ e Fn ,\fn>n{, logo 
x0 = lim x„ e F = F 
Como «! era qualquer, concluímos que xQ e n Fn. 
neIN 
Finalmepte, observe-se que: 
\imS(Fn) = 0; 
w—KC 
Fn+lçzFnyneIN 
por conseguinte, ô\ n F„ =0. Mas {x0}e n F„,logo n F„={.v0}. 
V«eZ/V / nefiV «eZÍV 
(<=) Sejam (x„)nsIN uma sucessão de Cauchy e ^„ = {.TOT :m>n}. 
• A„ é fechado e limitado; 
• An+]^A„,\/neIN 
lim £(./4„) = 0, pois (xn )neIN é de Cauchy. Logo lim õ\A„ )= 0 . 
n—KC 
Portanto, n ,4M={x0}. 
/76.CV 
Provamos assim que lim x„ = x0, já que Í/(X„ , x0 ) < j(/í„ j -» 0 . 
n—xx> n—KC 
Da arbitrariedade da sucessão, conclui-se que A' é completo. G 
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Observação Al .2 
1. A hipótese de lim S(F„ ) = 0 é essencial. 
w-xsc 
Tome-se por exemplo {IR, d), sendo d a métrica usual e J j = 
l + £/ 
í/e Í/J são métricas equivalentes, isto é, geram a mesma topologia . 
Mais do que isso, dx < d e se d(x,y) < 1 ,então «/(x, >0 < 2dx (x,y), já que 
l V " ; l + í/(x,y) 2 
Logo, se (x„ ) m for uma sucessão de Cauchy relativamente à métrica 
Í/] , então também é uma sucessão de Cauchy para a métrica d. 
Portanto, (IR,dx) também é completo. 
Seja agora F„ = [«,+»[. Então, VneIN: 
f Fn é fechado; 
« s(Fn ) - 1, para a métrica d{ ; 
T Fn+l ç F„ 
e n F„ = 0 . 
nelN 
2. A hipótese de (X,d) ser completo também é essencial. 
Por exemplo, (lR\{o},d), d métrica usual. Tome-se F„ = 
2 
fechado, F„+1 ç F„, lim ô(F„) = lim - = 0 e r\ Fn =0. 
rt-*x n—xc n neIN 
n n 
\{0} 
Iremos de seguida apresentar o segundo resultado deste apêndice. Antes de tal, 
temos de introduzir um novo conceito: conjunto totalmente limitado. 
Definição Al.3 Seja (X,d) um espaço métrico. X diz-se totalmente 
limitado se 
\/s>03neIN:X = Xlu...uXn 
onde 0*X,, g X e 6{.Xt)<8. 
Vejamos que Xé totalmente limitado sse 
\fs > 03xl,...,x„ eX:X = B(xx,£)\j...uB(xn,£) 
Para tal, observe-se que se Ô{Xt ) < s => Xt e B(x,, £•), onde xt e X, 
Logo Ar = 5(jr1,f)u...u5(jrw,f). 
Reciprocamente, como ô 
fJ e\\ 2 
= —£<£, basta tomar X = B 
3 ' 
> 3 , 
v -v 
113 
Se Xé totalmente limitado, na decomposição X = X{u...uX„, podemos supor, 
se conveniente, que X, é fechado pois S(À)= Õ\A). Portanto, s e F ç I é totalmente 
limitado, então Y também o é. 
Qualquer subconjunto de um espaço métrico totalmente limitado é ainda 
totalmente limitado e qualquer espaço métrico totalmente limitado é, em particular, 
limitado. O recíproco é falso. Para mostrar tal, consideremos IR munido da métrica 
discreta. 
ô(lR)= sup d(x,y) = l 
xryeIR 
donde se conclui que IR, munido da métrica discreta, é limitado. Mas se £<\,IR não 
pode ser escrito como reunião finita de subconjuntos de diâmetro menor que s, pois se 
A e IR é tal que õ(Ã)<\, então A = {x0}. Portanto IR, munido da métrica discreta, 
não é totalmente Jimitado. 
Teorema /M .4 ([22], pag 222) Seja (X,d) um espaço métrico. Então X 
é compacto sse é completo e totalmente limitado. 
Demonstração 
( =>) Suponha-se que X é compacto. 
Seja (x„ )neJN uma sucessão de Cauchy. Como X é compacto, tal sucessão admite 
uma subsucessão [x„ ), „r convergente para a& X . Logo, para s > 0 : 
\ "*'kelN 
3PleINVk>Pl:d(xn,a)<?-
3p2 e IN V«,m > p2 : d(x„,xm)<-
Tome-se n,k > max\pi,p2)■ Logo 
s s d(xn, a) < d(x„, x,h ) + d{x„k, a) < - + - = e 
donde se conclui que lim x„ =a. Portanto Xé completo. 
Vejamos agora que Xé totalmente limitado. 
Seja e > 0. Uma vez que u B 
xeX 
t £^ é uma cobertura de abertos de X, existem 
xl,...,xn s X tajs que X = B 
f 
xh 
f 
U.. .UB 
v •3J , com S B x, \ \ JJ 
= —£<£. 
J 
Portanto, Xé totalmente limitado. 
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( <=) Suponhamos agora que X é um espaço métrico completo e totalmente 
limitado. 
Suponhamos, por redução ao absurdo, que existia uma cobertura aberta X = \jAk 
que não possui uma subcobertura finita. 
Como X é totalmente limitado, é possível escrever X como reunião finita de 
subconjuntos fechados não vazios de diâmetro menor que 1. Uma vez que a cobertura 
{AÀ}; não admite subcobertura finita, a restrição desta cobertura a pelo menos um 
desses fechados não pode admitir uma subcobertura finita. Seja Xx um tal fechado. 
Xy também é totalmente limitado, logo pode ser escrito como reunião finita de 
subconjuntos fechados não vazios de diâmetro menor que - . Pelo menos um desses 
subconjuntos - X2 - não pode ser coberto por um número finito de AÀ. 
Repetindo este processo, obtemos uma sucessão (X„ )neIN tal que 
Xn+lçzXn,VneIN; 
0 * X„ é fechado; 
• õ(X„)<-=>\imS(X„)=0. 
n n->ao 
Pelo teorema Al.l, n Xn - {a}. Seja À tal que aeAÀ. Como AÀ é aberto, 
neIN 
então para algum ne IN, B a,— ç A? . 
\ n) 
í ( n 
Mas a e Xn e õ(X„)< —, logo X„ ç B a,— ç Ax, o que é absurdo. 
Portanto, yVé compacto, o que conclui a demonstração. D 
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APÊNDICE A2 
A MÉTRICA DE HAUSDORFF 
Ao longo do terceiro capítulo referimos por diversas vezes a métrica de Hausdorff. 
Neste apêndice começaremos por mostrar que tal aplicação é, de facto, uma métrica. 
Posteriormente veremos que, se um espaço métrico for completo, então o conjunto 
formado pelos subconjuntos não vazios e compactos, munido da métrica de Hausdorff, 
também é completo. 
Sejam (X,d) um espaço métrico não vazio, FL(X) o conjunto formado pelos 
subconjuntos não vazios, fechados e limitados de X e K(X) o conjunto formado pelos 
subconjuntos não vazios e compactos de X. 
Observe-se que, enquanto que FL{X) depende da métrica, K(X) já não. 
De facto, seja d uma métrica não limitada, isto é, não existe 
MsIR:d(x,y)<M,\/x,yeX 
Tome-se dl = (0 < dx < 1). 
1 + d 
dç d\ são métricas equivalentes (geram a mesma topologia) e 
FLd (X) a FLdx (X), com FLd (X) * FLdi (X) 
já que d não é limitada (logo nem todos os fechados são limitados) e dx é (portanto, 
todos os fechados são limitados). 
Em relação a K(X), se d e d{ gerarem a mesma topologia, então (X,d) e 
(X, d\ ) têm os mesmos compactos. 
Observe-se que, se K é um compacto de (X, T), onde Xé um espaço topológico e 
d é uma métrica que gera T (isto é, T é metrizável), então K é limitado para a métrica d. 
De facto, suponha-se que tal afirmação era falsa. Então, fixado x0 e K, Vne IN existe 
xn e K tal que d(xQ,xn) > n . Considere-se Un = Bd(x0,n)nK, que é uma cobertura 
aberta de K que não admite uma subcobertura finita, o que é absurdo pois K é compacto. 
Consideremos a seguinte aplicação 
hd: FL(X)xFL{X) -> 11$ 
(A,B) I-» hd(A,B) 
onde 
hd(A,B) = maxlsupd(a,B),supd(b,A)> 
laeA beB J 
Dado A e FL(X), definimos B(A,r) = u B{a,r). 
as A 
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Portanto, 
hd(A,B) <roAc B(B,r) A S Ç B(A,r) 
De facto, 
hd (A,B)<ro sup d{a, B)<r A sup d(b, A)<rc$ 
aeA beB 
Oí / ( a , 5 )< r .VaG A/\d(b,A)<ryb e B O 
O Û É 5(5 , r), Va e .4 A 6 € 5 ( 4 r), VbeBo 
oAçB{B,r)AB^B{A,r) 
A aplicação /^ é uma métrica definida em FL(X), como mostra a seguinte 
proposição. 
Proposiçqo A2.1 /^ é uma métrica em FL(X). 
Demonstrpção 
• hd(A,B)> 0, VA, B e FL{X) é consequência imediata da definição; 
A = B^hd(A,B) = 0 é trivial; 
Suponha-se agora que hd(A,B) = 0. Portanto 
Va e A,d(a,B) = 0 r^ Va G 4,a G 5 = 5 
Vô G 5,</(A,/Í) = 0 ^ V / Ç > G 5 , 6 G ^ = ,4 
Logo, AŒB e BŒ A, istoé, A-B. 
• hd{A,B) - hd(B,A),VA,Be FL(X) é imediato da partir da definição. 
• hd(A,C)<hd(A,B) + hd(B,C),VA,B,CeFL(X) 
Sejam p = hd(A,B), cr = hd(B,C) e s>0. 
Portanto, 
Í X ç í ( 5 , p + fi) (1) 
p = hd(A,B)=>< F dy \B^B(A,P + S) (2) 
, mr,AC^B{B,<y + s) (3) a = hd(B,C)=>< dK ' \BÇB(C,(7 + S) (4) 
De (1) e (4) resulta que 
A^B(C,p + a + 2s) 
De (2) e (3) resulta que 
CQB(A,P + CX + 2S) 
Das duas afirmações anteriores concluímos que 
hd(A,C)< p +cr+ 2e,Ve>0 
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Logo 
hd(A,C)< p + a = hd(A,B) + hd(B,C) 
o que conclui a demonstração. D 
Uma questão que é interessante colocar é a seguinte: 
- Sendo (X,d) um espaço métrico completo, será que (K(X),hd) também é 
completo? 
O seguinte teorema responde afirmativamente a esta questão. 
Teorema A2.2 Seja (X,d) um espaço métrico completo. Então 
{K{X),hd) também é completo. 
Demonstração Sejam (Kn)neIN uma sucessão de Cauchy em (K(X),hd) e 
K = u Kn. 
neIN 
Afirmamos que K é compacto. Para provar tal, recorremos ao teorema Al.4, isto é, 
iremos provar que K é completo e \/s>0,K pode ser coberto por um número finito de 
bolas de raio s (portanto K é totalmente limitado). 
a) Como K é fechado e (X, d) é completo, é imediato que K também é completo. 
b) Tome-se agora e > 0. 
Como (Kn )neIN é uma sucessão de Cauchy, existe n0 e IN :\/n>n0: 
hd{Kn,Kny£-^Kn^B K " o ' 3 c B Kn,— 
onde K0 = U K,, que é compacto. 
Decorre então que 
u KnçB 
neIN 
Kr d) 
Como Ã^o é compacto, existem x{,...,xs e KQ tal que 
Kn e u 5 -o i=i V *■) 
Afirmamos que 
u K„ÇKJB(XÍ,£) 
neIN ;=1 
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De facto, seja y e u Kn . 
ne IN 
£ S 
Por (1), resulta que d(y,K0) < —. Seja z e K0 tal que d(y,z) = d(y,K0)< -
(é possível pois ÃT0 é compacto). 
Logo existe / e {l,...,.?} tal que d(z,xt ) < —, donde decorre que 
d(y,xj)<d(y,z) + d(z,xi)<8 
Portanto y G B(xi, s). Uma vez que y era qualquer, 
AT = Kj Kn e u 5(JC, , £■). 
«ei/V* ;=1 
Provamos assim que A'é compacte 
Seja agora 
G" = VA/ Af"+/' 
Cada Grt é fechado e está contido em K, logo, V/z G /TV, Gw é compacte 
Além disso, G„+1 c Gn, V/2 G IN. 
Portanto, G0 = n G„ é um compacto não vazio. 
«e/jV 
Finalmente, vejamos que lim Kn = G0. 
rt—KC 
Seja £ > 0. Logo 
3n0 G Z/V V/w, n> n0 : Km ç 5 
Portanto 
v -y 
/>eZV0 
Como Gn+1 çG„, V/2 e IN e G0 = n G„, existe «[ G 7iV V« > «j 
neíV 
K„ ç G „ çzy?(G0,f) 
Seja « > max{n0,«i}; então G0 <= B(Kn,s) e Kn Q B(GQ,S), isto é, 
hd(Kn,G0)<£ 
como se queria provar. n 
APÊNDICE A3 
U M R E S U L T A D O E M E S P A Ç O S D E B A N A C H 
O objectivo principal é provar que, dado um espaço de Banach B e K * 0 um 
compacto de B, então o diâmetro de K é igual ao diâmetro do fecho convexo de K. 
Recorde-se que, dado 0 ^ AŒ B, a envolvente convexa de A, co{A), é o menor 
convexo que contém Aeo fecho convexo de A, co(A), é o menor fechado convexo que 
contém A. 
É ainda verdade que 
f n n 1 
co{A) = \Ytiai\ t, > 0 , V / e { l , . . . , 4 2 / / =1 e a, e A, V; e {l....,/iH 
LemaA3.1 ([24], pag 21) cõ(^) = cõõi) 
Demonstração 
Comece-se por observar que co(/í) é convexo. De facto, sejam x,yeco(A) e 
0 < u f < l . Sejam ainda {x„)neIN e {yn)nsj^ ^ u a s s u c e s sões em co(/4) convergindo 
para J t e y , respectivamente. Então (ax„ + (1 - cc)y„ )„ejN é uma sucessão em co(^4) 
convergindo para (<xc + (1 - a) v) ; logo (œc + (1 - «) v) e co(/4). 
Como co(/f) é convexo, fechado e contém A, conclui-se que co(A) ç co(/í). 
Mas 
co(^) ç co(A) => co(^) c co(^) 
pois co(A) é fechado. Portanto co(A) = co(A). D 
Definição A3.2 Seja C * 0 um convexo e fechado. x0eC é ponto 
extremo de C se não existirem x,yeC e te]ò,\[ tais que x0 = tx + (l-t)y. Ao 
conjunto formado por todos os pontos extremos de C representa-se por Ce. 
Pelo teorema de Rrein-Milman ( [24], pag 265), se C^ 0 for compacto e convexo, 
então C = co(Ce ). Pelo que já foi visto no segundo capítulo, se 0 * K ç:B, onde B é 
um espaço de Banach e K um compacto, então co(K) é compacto ( [2], pag 174). 
Logo, o teorema de Milman ([24], pag 268) garante que os pontos extremos de 
co(K) pertencem a K. 
Apresentados os requisitos necessários, iremos agora provar o pretendido para este 
apêndice: 
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Lema A3.3 Sejam B um espaço de Banach e K * 0 um compacto. 
Então S(K) = s(œ(K)) 
Demonstração Pelo teorema de Milman, os pontos extremos de co(K) 
pertencem a K. Além disso, pelo teorema de Krein-Milman, como co(K) é compacto e 
convexo, conclui-se que co(K) = co(Ce), onde Ce representa o conjunto de pontos 
extremos de co(K). 
Assim sendo, 
S^o(K))= ô(œ(Ce))= s(co(Ce))= õ(co{Ce)) 
Vejamos agora que ô(co(Ce )) = ô(Ce ). 
Sejam então x,ye co(Ce). Logo, podemos escrever x e v como: 
x = YAjXj, onde Àt > 0, Vi e {!,...,«}, ^ A , = l e i , e Ce, V/ e {!,...,«}; 
1=1 ;=1 
Lfjyj* y = LMjyj,ondç jUj > 0, Vy e {!,...,/>}, J^Mj = l e ^ e Ce, Vy e {!,...,/>}. 
y=i y=i 
Assim sendo, 
n 
x = 2_lÀixi 
/7 n p 
=TuY,xitiJxi 
í-i i=i u = 1 ; Í=I y=i 
De modo análogo 
n p 
y = YLx^jy} 
Por conse guinte 
V-yh 
« p , J 
* É Z ^ y *i - ^ * £(Q)S2>/^ = <?(Ce). 
<=i y=i 1 ,=1 7= i /=l y=i 
Logo 
Por outro lado, como 
Portanto 
Conclui-se então que 
õ(co(Ce))= sup \\x-y\\<ô(Ce) 
x,yeco(Ce) 
CeŒco(Ce)=>S(Ce)<ô{co(Ce)) 
ó(Ce) = õ{co(Ce)) 
sÇ~o(K))= S{co(Ce))=S(Ce)<S{K) 
já que Ce çK . 
Finalmente, como co(K) r> K => (^co(AT))> S(K). 
Portanto, S[co(K))= S(K), como queríamos provar. D 
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