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ABSTRACT
Researchers at Louisiana State University, LSU, have introduced several
petrophysical models expressing the electric properties of shaly sands.  These
models, to be used for hydrocarbon detection, are based on the Waxman and Smits
concept of supplementing the water conductivity with a clay counterions conductivity.
The LSU models also utilize the Dual Water theory, which relates each conductivity
term to a particular type of water, free and bound, each occupying a specific volume
of the total pore space.  The main difference between these models and the other
shaly sand models is that the counterion conductivity is represented by a hypothetical
sodium chloride electrolyte.
This study introduces a modified version of early LSU models.  This modified
model eliminates a questionable assumption incorporated in all previous shaly sand
models.  Previous models use same formation resistivity factor for all terms in the
model.  The proposed model considers that the electric current follows the effective
porosity path in the term representing the free electrolyte and follows the clay porosity
path in the term representing bound water.  The differentiation between the two paths
is accomplished by using two different formation factors one in the free water and
another in the bound water term of the model.  It also used two different cementation
exponents to express formation factors in terms of porosity.
The validity of the new model was checked using cation exchange capacities
measured on core samples and drill cuttings.  Calculated cation exchange capacities
display good agreement with the measured cation exchange capacities.  The water
saturation calculated using the new model are more representative of hydrocarbon
potential of the zones of interest.
xIn addition, cation exchange capacity calculated using this modified model and
log data acquired during drilling has shown potential for diagnosis of pending bit
balling of PDC bits drilled with water based mud in overpressured shale.
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CHAPTER 1 
INTRODUCTION  
The main purpose of well logging is the identification and evaluation of the 
potential of hydrocarbon bearing formations.  The potential of a zone is measured by 
estimating its water saturation, Sw.  
In clean (shale free) formations, water saturation can be calculated using the 
well-known Archie’s equation.  Archie’s equation is based on the assumption that 
brine is the only electric conductor in the formation.  However, this is not the case in 
shaly sand formations where ions associated with clay minerals also transport 
electricity.  The presence of clay minerals results in reduction of the SP deflection, 
ESP and an increase in the rock conductivity, Ct.  Hence, cation exchange capacity, 
which represents the clay ability to conduct electricity, has a considerable effect on 
the evaluation of hydrocarbon-bearing formations.  Consequently, the use of clean 
sand models to estimate the water saturation results in inaccurate estimation of the 
potential of hydrocarbon zones.  The result is usually higher water saturation than 
actually present in the formation.  
Water saturation of hydrocarbon bearing shaly formations can be detected 
using available Vsh or CEC models.  Vsh models assume that the shale effect is 
proportional to the shale volume.  They can be easily misunderstood and misused.  
The major disadvantages are that there is no universally accepted Vsh indicator and 
they do not consider the clay type.   Therefore, Vsh shaly sand models fail to 
consistently predict representative values of hydrocarbon saturation from wireline 
data6,12.  
Current CEC models are based on the cation exchange capacity and ionic 
double layer concepts.  These models yield a better result than the Vsh models 
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because CEC considers different clay types.  The use of these models is impractical.  
Because Qv is not commonly available to the log analyst and different laboratory 
techniques are found to yield different Qv values for same core sample. 
Researchers at LSU developed a shaly sand interpretation technique using 
the log data from resistivity, spontaneous potential, neutron and density logs referred 
to herein as LSU Model.  These models to be used for hydrocarbon detection are 
based on the Waxman and Smits concept of supplementing the water conductivity 
with a clay counterions conductivity.  The LSU models also utilize the Dual Water 
theory, which relates each conductivity term to a particular type of water, free and 
bound, each occupying a specific volume of the total pore space.  The main 
difference between these models and the other shaly sand models is that the 
counterion conductivity is represented by a hypothetical sodium chloride electrolyte.  
The LSU model is a practical approach that represents the conductivity behavior of 
shaly sand.  However, as all available models, the LSU model assumes that the 
electric current follow the same path in both free and bound water part which follows 
from using same formation factor for the free water and bound water terms.  Also, this 
model application to field data has never been supported by CEC measurements. 
Analysis of previous field application (Chapter 5) revealed that it was 
necessary to modify the LSU shaly sand model.  In the first part of this study a new 
modified shaly sand model is presented.  The modification takes into account that the 
electric current follows the effective porosity path in the term representing the free 
electrolyte and follows the clay porosity path in the term representing the bound water 
term.  This modification results in two different formation factors one for free water 
and another for bound water.   
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In the second part of this study, the model is applied to the diagnose of bit 
balling using the correlation between the drilling parameters and cation exchange 
capacity.  Global bit balling was identified as the primary cause of ineffective PDC bit 
performance when drilling shale with water based muds3.  Global bit balling results 
from cohesion between shale cuttings.  Agglomeration of cuttings creates a ball, 
which jams the space between the bit body and the bottom of the hole reducing bit 
efficiency.  It was theorized that the origin of this phenomenon and its severity are 
related to shale electrochemical properties.  Shale electrochemical properties can be 
represented by its cation exchange capacity, CEC.  Drilling may be optimized if a 
petrophysical model is developed relating cation exchange capacity, CEC, to shale 
properties commonly measured using logging technology.   
Demircan, Smith and Bassiouni7 stated that cation exchange capacity values 
correlate reasonably well with effective drilling rates for shale formations.  However, 
the scatter plot technique is used in the previous study to determine the correlation 
between the rate of penetration and CEC.  Also, only rate of penetration and 
normalized rate of penetration are used as a drilling parameter to correlate with CEC.  
The purpose of this part of study is to investigate the correlation between the drilling 
parameters; rate of penetration, normalized rate of penetration, specific energy, force 
ratio and depth of cut, and CEC, using statistical methods.  An algorithm has to be 
developed and tested to diagnose pending bit balling for PDC bits.  
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CHAPTER 2 
REVIEW OF PETROPHYSICAL MODELS FOR SHALY SANDS 
This chapter reviews general concept of the shaly sand models and the 
petrophysical models used for the determination of the water saturation, Sw in shaly 
sand.  
2.1 General Concept of Resistivity Models 
2.1.1 General Concept of Clean Formation Model 
For clean formations, Archie61 introduced the concept of the formation 
resisitivity factor, F which is defined as; 
o
w
w
o
C
C
R
R
F          (2.1) 
where Ro is the resistivity of the rock when fully saturated by an electrolyte of a 
resistivity Rw.  Co and Cw are the respective conductivites.  Thus, a plot of Co vs. Cw 
for a clean formation should yield a straight line of a slope of 1/F passing through the 
origin.  Furthermore, as illustrated in Figure 2.1, the formation factor is empirically 
related to the porosity of the rock as: 
m
aF

          (2.2) 
where the coefficient a and the cementation exponent m are generally assumed 
constant for a given formation.  
Archie61 concluded that the resistivity exhibited by a clean formation is not 
only affected by the resistivity of the saturating brine and its porosity, by also the 
amount of electrolyte present in the pore space.  This results in the Archie’s resistivity 
equation for clean hydrocarbon formation; 
n
w
w
t SF
C
C           (2.3) 
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where Sw is the water saturation expressed as a fraction of the pore space, n is the 
saturation exponent, and Ct is the conductivity of the reservoir rock under Sw 
saturation conditions.  
2.1.2 The General Concept of Shaly Sand Formation Models  
 As mentioned earlier, the conductivity of a water bearing clean rock, Co, varies 
linearly with the conductivity Cw of saturating fluid as; 
F
C
C wo           (2.4) 
 However, shaly sands exhibit a complex behavior as illustrated in Figure 2.1. 
At low salt concentrations of the saturating electrolyte, the conductivity of a shaly 
sand rapidly increases at a greater rate than can be counted by the increase in Cw32.  
With further increase in solution conductivity, the formation conductivity increases 
linearly in a manner analogous of clean rocks.  The magnitude of formation 
conductivity for shaly sand is generally larger than the magnitude of formation 
conductivity for a clean formation at same porosity.  The excess conductivity is 
attributed to the presence of shaly material. 
A more general relationship between the conductivity of formation, Co, and 
conductivity of free water, Cw for shaly sand formations can be described by following 
equations32; 
For water formation 
X
F
C
C wo           (2.5) 
Where, 
oC Conductivity of the formation when fully saturated with water 
wC  Conductivity of water 
 6
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 Typical conductivity Co-Cw plot for shaly sands32 
F Formation factor 
X Shale conductivity term 
 The ratio of Cw/Co is effectively equal to the intrinsic formation factor only if 
shale conductivity is sufficiently small and/or Cw is sufficiently large.  Additionally, the 
value of X is not always constant.  The most accepted fact regarding the effect of 
shaliness on the conductivity behavior of a rock sample is that the absolute value of X 
increases with Cw to some maximum level after which it remains constant at higher 
salinities32.  This corresponds to respectively to non-linear and linear portions of the 
shaly formation conductivity of Figure 2.1. 
 For hydrocarbon-bearing formation; 
XS
F
C
C nw
w
t          (2.6) 
Cw 
Co 
Shaly Sand Trend 
Clean Rock Trend
Non-
linear 
Zone  
Co=Cw/F 
Linear Zone
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Where; 
Sw=Water saturation above the irreducible water saturation 
n=saturation exponent 
The other type of model for hydrocarbon bearing shaly sands includes another 
parameter, Sws related to changes due to shaliness where s is a shale term saturation 
factor32. 
s
w
n
w
w
t XSSF
C
C          (2.7) 
2.2 Vsh Shaly Sand Models 
Vsh is defined as the volume of the wetted shale per unit volume of reservoir 
rock.  Hossin31  defined the shale conductivity term, X by the following equation; 
shshCVX
2
          (2.8) 
Hossin’s shaly sand relationships involving Vsh in water-bearing formation and 
in hydrocarbon-bearing formation are respectively; 
shsh
w
o CVF
C
C 2         (2.9) 
shsh
n
w
w
t CVSF
C
C 2         (2.10) 
Simondoux39 (1963) reported experiments on homogenous mixtures of sand 
and montmorillonite.  In his proposed equation, Vsh does not correspond to the wetted 
shale fraction like in Hossin’s equation, because the natural calcium montmorillonite 
was not in the fully wetted state.  Simondoux39’s proposed shaly sand equation for 
water formation and hydrocarbon formation are, respectively; 
shsh
w
o CVF
CC          (2.11) 
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shsh
n
w
w
t CVSF
C
C          (2.12) 
Poupon and Leveaux40 developed a model for Indonesia that has fresh water 
formation and high degrees of shaliness.  His proposed shaly sand model is; 
For water formation: 
sh
V
sh
w
o CVF
C
C
sh
2
1
        (2.13) 
and for hydrocarbon formation: 
2/2
12/ n
wsh
V
sh
n
w
w
t SCVSF
C
C
sh

      (2.14) 
 It should be emphasized that Hossin21’s and Simandoux39 equations better 
describe the linear region.  In contrast, Poupon-Leveaux40 better describes the non-
linear region of Co vs.Cw plot.  
2.3 Log Derived Clay Volume Indicators 
Table 1. lists the equations developed for clay volume indication43,44.  Fertl43,44 
stated that one of the ways to determine clay volume is by using natural gamma ray 
spectral data.  Th and K curves are used simultaneously by calculating the product 
index.  The advantage of product index is that it’s virtually independent of clay types. 
Besides the unavailability of a “universal” Vsh equation, the disadvantage of 
Vsh models is that the Vsh parameter does not consider the effect of the mode of 
distribution or the mineral composition of shales.  Hence, same numerical fractions of 
Vsh may result in highly different shale effect. 
 
Table 2.1 Log-derived clay volume indicators43 
Logging Curve Mathematical relationship Favorable Conditions Unfavaroble Conditions 
Spontaneous Potential Vcl=1.0-(PSP/SSP) 
Vcl=1- 
 
 
 
Water-bearing 
laminated shaly sand 
 
 
c1.0 as a function of 
Rmf/Rw=1.0 Thin, Rt 
zones. Hydrocarbon-bearing. 
Large electrokinetic and/or 
invasion effects 
(Table Continued)
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Vcl=(PSP-Spmin)/(SSP-SPmin) 
Vcl=1-c 
 
clay type 
Gamma Ray Vcl=(GR-GRmin)/(GRmax-GRmin) 
 
 
Vcl=C(GR-GRmin)/(GRmax-GRmin) 
 
 
 
 
 
Vcl=(GR-W)/Z 
Where W, Z=geological area coefficients 
 
Vcl=0.33(22Vcl-1) 
 
 
 
Vcl=0.083(23.7Vcl-1) 
Only clay minerals  
Radioactive 
 
C1.0 frequently 
approximately 0.5 
when Vcl40% 
 
 
 
 
 
 
 
Highly consilated and 
Mesozoic rocks 
 
Tertiary clastics 
Radioactive minerals other 
than clays (mica, feldspar 
and silt) 
Only potassium-deficients 
kaolinite present. Uranium 
enrichment in permeable, 
fractured zones. 
 
Radiobarite scales on 
casing, Severe washouts 
 
Younger, unconsolidated 
rocks 
 
Older consolidated rocks 
Spectralog  
 
 
Vcl=(A-Amin)/(Amax-Amin) 
Vcl=C(A-Amin)/(Amax-Amin) 
 
Vcl=0.33(22Vcl-1) 
Vcl=0.083(23.7Vcl-1) 
 
Condition similar to 
gamma ray discussion 
A=Spectral log reading 
(K in % Th in ppm) 
Amin=Minimun value in 
clean zone 
Amax= Max. Value in 
essentially shale zones 
Similar to gamma ray 
discussion. However, 
uranium enrichment in 
permeable, fractured zones 
and radiobarite build up are 
no limitations. If Th curve is 
used, localized bentonite 
streaks should be ignored.  
Resistivity Vcl=(Rcl/Rt)1/b 
 
 
 
Where  
b=1.0,  
b=2 
 
Vcl=Rcl 
 
Low porosity zones 
(carbonate marls); pay 
zones with low (Sw-Swi) 
 
Rcl/Rt from 0.5 to 1.0 
Rcl aproaches Rt 
High porosity water sand; 
high Rct values 
 
 
Neutron 
DNclV  /  
 
 
DNclV  /  
High gas saturation or 
very low reservoir 
porosity 
 
min  can be varied 
ncl  is low 
Pulsed Neutron Vcl=(-min)/(max-min) 
 
Vcl=(cl/)(-min)/(max-min) 
Fresh water enviroment 
low porosity and gas 
bearing zones 
 
Density/Neutron Vcl=(B(Nma-1)-N(ma-t)-tNma+ma))/ ((sh-
f)(Nma-1)( ma-t) 
 Too low Vcl in prolific gas 
zones. Not for use in severe 
hole conditions,Lithology 
effected 
Density/Acoustic Vcl=(B(tma-tf)-  t(ma-t)-ttftma+matt)/ 
((tma-tf) (sh-t) -(tsh-tf) (ma-f) 
Less dependent on 
lithology and fluid 
conditions than density 
/neutron crossplot 
Badly washed out wellbores. 
Highly uncompacted 
formation (shallow 
overpressure) 
Neutron/Acoustic Vcl=(N(tma-tt)- t(Nma-1)- tma+Nmatf)/(( 
tma-tf)(Nsh-1)-( Nma-1)( tsh-tf) 
Use only in gas bearing 
zones with low Sw 
Similar effects because of 
shaliness on both logs 
 
2.4 Cation Exchange Capacity, CEC, Models 
 The clay minerals are phylosilicates; they have a sheet of structure somewhat 
like that of micas.  The principal building elements of clay mineral are (1) a sheet of 
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silicon (Si) and oxygen (O) atoms in a tetrahedral arrangement and (2) a sheet 
aluminum (Al), oxygen and hydroxyl (OH) arranged octahedral pattern.  These sheets 
of tetrahedral and octahedral are arranged in different fashions to give the different 
group of clay minerals1. 
 In the tetrahedral sheet, tetrahedral silica (Si+4) is sometimes partly replaced 
by trivalent aluminum (Al+3).  In the octahedral sheet, there may be replacement of 
trivalent aluminum by divalent magnesium (Mg+2).  When an atom of lower positive 
valence replaces one of higher valance, a deficiency of positive charges results.  This 
excess negative charge is compensated for by the adsorption onto the layer surfaces 
of cations that are too large to be accommodated in the interior of the crystal1.  The 
accumulated ions are called counterions.  
 In the presence of water, the compensating cations, such as Mg, Na and Ca, 
on the layer surfaces may be easily exchange by other cations, when available in 
solution; hence they are called exchangeable cations.  The number of these cations 
can be measured and is called cation exchange capacity, CEC, of the clay.  The 
replacement power of different cations depends on their type and relative 
concentration.  There is also definite order of replaceability, namely Na<K<Mg<Ca<H.  
This means that hydrogen will replace calcium, calcium replaces magnesium, etc1.     
 Cation exchange capacity models result from a phenomena called the double 
layer.  Winsaur and McCardell31 (1953) are the first ones that introduced the double 
layer model.  Winsaur and McCardell stated that the excess conductivity, double layer 
conductivity of shaly reservoir rocks, was attributed to adsorption on the clay surface 
and a resultant concentration of ions adjacent to this surface. 
 Hill and Milburn29,30 showed that the effect of clay minerals upon the electrical 
properties of formation is related to its cation exchange capacity per unit pore volume, 
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Qv.  They developed a shale effect term b, to examine the Co-Cw relationship.  This 
approach was not developed further because Co would increase as Cw decreases at 
low salinities, in the range where corresponding to the non-linear part in figure 2.1.  
The most commonly used cation exchange capacity models are Waxman and 
Smits8,9 Shaly Sand Model and Dual Water Shaly Sand Model34,35.  The next two 
sections give detailed explanation on these commonly used Shaly Sand Models. 
Some of the other developed shaly sand models for hydrocarbon bearing formations 
are given in Table 2.2. 
Table 2.2 Shaly sand models for hydrocarbon-bearing formations31 
REFERENCE  EQUATION COMMENTS 
 
 
 
 
 
l.de Witte (1955) 
 
 
 
 
w
sh
w
w
t SF
km
S
F
km
C 
15.2
 
mw=molal concentration of exchangeable 
cations in formation water 
msh=molal concentration of exchangeble 
cation associated with shale 
k=conversion from msh,w to conductivity 
F relates to total interconnected porosity. 
Sw relates to total interconnected pore 
space 
A j. Witte (1957) 
ww
w
t ASSF
C
C  2  
F=maximum formation factor 
A=shaliness factor 
Sw relates to total interconnected pore 
space  
Patchett & Rausch 
(1967) wsw
w
t SCSF
C
C  2  
Cs=conductivity due to shale (Csh). F 
relates to total interconnected porosity. Sw 
relates to total interconnected pore space 
Bardon & Pied 
(1969) wshshw
w
t SCVSF
C
C  2  
Modified Simandoux equation 
Schlumberger 
(1972) wshshw
sh
w
t SCVSVF
C
C 


2
)1(
 
F relates to free fluid porosity of the total 
rock volume inclusive of laminated shales  
Juhasz (1981)  
 

 wshsh
w
w
t
SV
Cw
Fsh
CshS
F
C
C






	 2  
Normalized Waxman-Smits equation 
F=1/m where  is derived from the density 
log and corrected for hydrocarbon effects 
Fsh= 1/shm where sh is derived from the 
density log Sw relates to total 
interconnected pore space 
Doll (unpublished) 
shsh
shw
shw
w
t CVF
CC
VS
F
C
C 22 2   
 
Alger et. al. (1963) 
F
Cq
S
F
CCqq
S
F
qC
C
sh
w
wsh
w
w
t
2
2
2 ))(1()1(





 
Clay Slurry model 
 
F relates to total volume occupied by 
volume by fluid and clay 
Sw relates to fluid-filled pore space 
(Table Continued) 
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Husten & Anton 
(1981) 
2
2
2
1
12

















	
bw
w
shsh
w
bw
wshw
shw
w
t
C
C
CV
S
C
C
F
CC
VS
F
C
C
 
 
F=1/t2 where t id total interconnected 
porosity 
Cw=Cfw 
Sw relates to total interconnected pore 
space 
Patchett & Herrick 
(1982) 
   
shsh
wv
sh
w
wsh
t
CV
SBQ
F
V
S
F
CV
C





11
 
Laminated sand shale model  
Vsh=volume fraction of laminated shales 
only  
F relates total     
Poupon & 
Leveaux (1971)  
22
2
2
2 2
CshSwVsh
Sw
F
CshCwVshS
F
C
C
Vsh
Vsh
w
w
t



 
“Indonesia” Formula 
Poupon & 
Leveaux (1971) 
22
22 2
CshSwVsh
Sw
F
CwVshCshS
F
C
C w
w
t   
Simplified Indonesia Formula for Vsh0.5 
Woodhouse 
(1976) 
222
2
22
2 2
CshSwVsh
Sw
F
CshCwVshS
F
C
C
Vsh
Vsh
w
w
t



 
Modification of Poupon and Leveaux 
equation for tar sands 
Raiga-
Clemenceau et al. 
(1974) 
CbwSw
Sw
F
CbwCw
S
F
C
C
bw
bw
w
w
t
72.1
5.1
72.1
2 2



 
“Dual Porosity” Model 
etbw    
 
2.4.1 Waxman and Smits Shaly Sand Model8,9 
 Hill and Milburn’s30 work led Waxman and Smits8 to propose a new 
conductivity model.  This model assumes; 1)a parallel conductance mechanism for 
free electrolyte and clay-exchange cation components, 2)an exchange cation mobility 
that increases to a maximum and constant value with increasing free electrolyte 
concentration, and 3) identical geometric conductivity constants applicable for the 
contributions of the both free electrolyte and the clay-exchange cation conductance to 
the sand conductivity.  
 The assumption of a parallel conductance mechanism for free electrolyte and 
clay-exchange components results in; 
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wCo yCxCC          (2.15) 
Where Cc is the conductance associated with the exchange cations.  Cw is the specific 
conductance of aqueous electrolyte solution, mho cm-1 and x, y are geometrical 
factors.  
 Assuming identical geometry, the electric current transported by the 
counterions associated with clay travels along the same tortuous path as the current 
attributed to the ions in the pore water.  Thus, the geometric parameters (x, y) are 
assumed to be same and equal to the shaly sand formation factor and this results in;  
F
yx


1
  (2.16) 
F Shaly sand formation resistivity factor 
x,y= Geometric constant 
Waxman-Smits8 illustrated F /1  as the slope of the linear correlation of the 
core conductivity, Co vs. the equilibrating solution conductivity, Cw., except for the 
lower values of the equilibrating water conductivity.  This is corresponding to the 
linear zone of  shaly sand trend in figure 2.1.   
By substituting equation 2.16 into equation 2.15, equation 2.15 becomes, 
 weo CCF
C 


1
  (2.17) 
Where  
oC Specific conductance of sand, 100 percent saturated with aqueous salt solution,  
eC Specific conductance of clay exchange cations 
wC Specific conductance of aqueous electrolyte solution 
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The most important aspect of the Waxman and Smits8 model is that the 
conductance contribution of the clay is defined as a product of the volume conterion 
concentration, Qv, times the equivalent counterion conductance, B.  Thus: 
 wvo CBQF
C 


1
  (2.18) 
B, equivalent counterion conductance at 25C, which is a function of the 
counterion mobility, is defined as; 
))013.0/exp(6.01(046.0 wCB        (2.19) 
 The model for hydrocarbon bearing formations has mainly two additional 
assumptions.  First, it is assumed that the counterion concentration increases in pore 
water as Sw decreases; 
w
v
v S
Q
Q           (2.20) 
where vQ is the effective concentration of cations at Sw conditions.  
 Hence, Waxman and Smits8 conductivity equation for hydrocarbon bearing 
shaly sand formation is;  
 wvwt SBQCG
C /
*
1
   (2.21) 
 G* is a geometric factor, being a function of porosity, water saturation and 
pore geometry, but independent of clay content ,Qv, and defined as; 
**
1 *
F
S
G
n
w
          (2.22) 
The parameter n* is the saturation exponent for shaly sands in Waxman and Smits8 
model.  
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 The water content of formation is commonly expressed as a function of the 
Resistivity Index, I, and it is given by; 
 







 
wvw
vwn
w SBQC
BQC
SI
/
*        (2.23) 
In terms of resistivity, equation 2.23 becomes; 








 
wvw
vwn
w SBQR
BQR
SI
/1
1*        (2.24) 
 The Waxman and Smits8,9 model predicts greater hydrocarbon saturation 
values than those otherwise calculate from clean formation models.  Waxman and 
Smits8,9 model is highly accepted because of its simplicity and the amount of 
supporting experimental work. 
2.4.2 Dual Water Shaly Sand Model  
Dual water model, D-W, was first proposed by Clavier, Coates and Dumanoir 
in 1977.  Claiver, Coates and Dumanoir34,35 published the latest version of the model 
in 1984.  The expose of the dual water model in this section refers to the last version, 
which is published in 1984. 
Waxman-Smits8 model is simple and includes the amount of supporting 
experimental work, however; some effects related to the adsorptive properties of the 
clays that had not been taken into account, namely clay water that is a result of 
double layer associated with the clay. 
Double layer is assumed to contain mainly positive charges and balances the 
negative charges on the clay surface.  This diffusion layer can be considered as salt-
free zone and its effect continues up to some distance from the clay surface.  Hence, 
the pore space of shaly sand is assumed to be filled with the clay water and far water. 
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Each one of these waters occupies a fraction of the available pore space that are 
called clay water porosity and far water porosity.  
Both dual water model and Waxman Smits8 model consider that the 
conductivity of the saturating fluid is complemented by the conductivity of a clay 
counterions.  The basic difference of dual water model34,35 from the Waxman and 
Smits8 model is that dual water model considers both the far water and the clay water 
with specific conductive properties. 
The D-W model characterizes the shaly sand formation by total porosity, t, 
formation factor, Fo, shaliness parameter, Qv,, and its bulk conductivity Ct observed at 
total water saturation, Swt.  The D-W model also assumes that the formation behaves 
as a clean rock of the same porosity, tortuosity, and water saturation but containing 
an equivalent conductivity, Cwe.                       
  The main assumption of dual model is that equivalent conductivity, Cwe, is a 
mixture of the clay and far water conductivity meaning that model geometry factors 
related to travel path of the electrolytes are equal.  Hence, equivalent conductivity in 
D-W model results in; 
fwwcwcwwe VCVCC          (2.25) 
where Ccw and Vcw are the conductivity and volumetric fraction of the clay water.  
Likewise, Cw and Vfw represents the conductivity and volumetric fraction for the far 
water. 
 Clay water conductivity, Ccw, is independent from the clay type and amount of 
clay, but is only given by the conductivity of the clay counterions.  The fractional 
volume Vcw is proportional to the counterion concentration in terms of the total pore 
volume, Qv: 
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TvQcw QvV           (2.26) 
where vQ is the amount the clay water associated with one unit of clay counterions. 
 The far water conductivity, Cw, is assumed identical to that of the bulk 
formation water.  Volumetric fraction of the far water, Vfw, is the remaining of the pore 
space and expressed as; 
)( vQwTTcwwfw QvSVVV         (2.27) 
where Vw is the total water content. 
The conductivity Cwe is given by the combined volumetric averages 
expressed in terms of 
))((1 wvQwTcwvQ
wT
we CQvSCQvS
C       (2.28) 
weC Effective water conductivity in shaly sand  
wTS Water saturation in volume fraction of total porosity 
Qv Volume of clay-water per counterion at 22C when   =1 cm
3/meq (mL/meq) 
vQ Concentration of clay counterions per unit pore volume, meq/cm
3 
wC Far water conductivity, S/m (mho/m) 
cwC Conductivity of clay water, S/m (mho/m) 
 Using the Archie’s relationship for clean rocks the conductivity of shaly sand is 
expressed as: 
on
wT
o
we
t SF
C
C           (2.29)   
Where no is the saturation exponent in Dual Water Model; 
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 Using equations 2.28 and 2.29, dual water hydrocarbon bearing conductivity 
model is expressed: 






	 )( wcw
wT
vQ
w
o
n
t CCS
Qv
C
F
S
C
o
wT       (2.30) 
In water bearing formations, where SwT=1, equations 2.28 and 2.30 are 
simplified to 
wvQcwvQwe CQvCQvC )1(        (2.31) 
and 
))1((1 wvQcwvQ
o
o CQvCQvF
C        (2.32) 
Water saturation in equation 2.28 is computed as a fraction of total porosity 
because it includes the clay water.  Far water saturation term, Sfw, is defined for better 
calculation of water saturation because shaly sands may have high water saturation 
and still produce water free hydrocarbon. 
fw
fw
fw
V
S

   (2.33) 
Where fw  is effective porosity and is given 
tvQtfw Qv     (2.34) 
Where t is the total porosity, fraction; and fw  is the fraction of porosity filled with far 
water. Hence, free water saturation results 
vQ
vQwT
wf Qv
QvS
S



1
        (2.35) 
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CHAPTER 3 
EARLY LSU SHALY SAND MODELS 
Researchers at Louisiana State University, LSU, have introduced several 
petrophysical models expressing the electric properties of shaly sands.  These 
models, to be used for hydrocarbon detection, are based on the Waxman and Smits8 
concept of supplementing the water conductivity with a clay counterions conductivity.  
The LSU models also utilize the Dual Water theory34, which relates each conductivity 
term to a particular type of water, free and bound, each occupying a specific volume 
of the total pore space.  These models are defined in this chapter. 
3.1 Silva-Bassiouni Shaly Sand Model 
Silva and Bassiouni10,11,12,13, (S-B) developed a model based on a double layer 
of far and bound water.  However, Silva Bassiouni10,11,12,13 shaly sand model differs 
fundamentally from dual water model in terms of the definition of equivalent 
counterion conductivity.  S-B Shaly sand Model estimates the equivalent counterion 
conductivity from a method based on treating the double layer region as an 
equivalent electrolyte whose properties are derived from basic electrochemical 
theory. 
3.1.1 S-B Conductivity Model 
 The equivalent counterion conductivity, Cwe, is defined as the sum of 
conductivity of the diffused double layer Cwdl, and the conductivity of the free 
equilibrate solution, Cwes. 
weswdlwe CCC    (3.1) 
 The conductivity of the counterions under the influence of diffuse layer, Cwdl, is 
expressed as; 
clfdlwdl CvC    (3.2) 
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where vfdl is the fractional volume occupied by the double layer, expressed in terms of 
total porosity. It can be estimated from equation 3.3; 
vdlufdl QFVv   (3.3) 
where uV  is the amount of clay water associated with a unit of clay counter-ions. 
DLF is double layer expansion factor and expressed as; 
2/122 )(  nBhF oDL   (3.4) 
where h  is 6.18 A , oB is the coefficient of ion-size term in Debye-Huckel theory and 
n  is the concentration of free formation water in molar units.  
Bo is empirically related to temperature (15<T<100 C) by the following polynomial.  
274 10935.8105108.13248. TTBo

   (3.5) 
n (ions/cm3), local ion concentration expressed as; 
201002.6  Nn   (3.6) 
where N is the electrolyte concentration of the equilibrating solution in normality units. 
 In equation 3.2, Ccl is the conductivity countributions of the exchange cations 
associated with clay.  Silva and Bassiouni defined Ccl in terms of the equivalent 
conductivity of the counterions in the double layer, Ceq, and the counterion 
concentration within the double layer, eqn , which are electrochemical terms. 

 eqeqcl nCC   (3.7) 
The counterion concentration within the double layer, eqn  is defined as: 
fdl
v
eq v
Q
n    (3.8) 
The equivalent counterion conductivity of the clay counterions, Ceq, is defined; 
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))(/( neFfgCC eqeq 
   (3.9) 
where eqC  is the equivalent conductivity of the equivalent NaCl solution representing 
the double layer, and at a temperature of 25C, it is expressed as: 
2/1
2/1
3164.11
)(6725.7645.12
eq
eq
eq n
n
C



   (3.10) 
F(ne) and fg are empirically determined correction factors. At a temperature of 25C, 
they are given by; 
222 )5.0(10761.1)5.0(1083.31)(   eqeq nnneF for neq>0.5 mol/l(3.11) 
0.1)( neF for neq<0.5 mol/l   (3.12) 
nc
vfdl Qvfg
/1)/(   (3.13) 
214426.01796.16696.0 fdlfdl vvnc    (3.14) 
Substituting equation 3.7 into equation 3.2 results in; 
fdleqeqwdl vnCC

   (3.15) 
 Silva and Bassiouni10,11,12,13 assumed that the electrical properties of the 
equilibrating solution are equal to those in the bulk solution. Therefore, the 
conductivity of the free equilibrate solution, Cwes, in Equation 3.1 is defined as: 
wfdlwes CvC )1(    (3.16) 
 Substituting equations 3.15 and 3.16 into equation results in; 
)1( fdlwfdleqeqwe vCvnCC 
   (3.17) 
Using the analogy of clean formation expression, the shaly sand conductivity 
model for water bearing formations is expressed as: 
e
we
o F
C
C    (3.18) 
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By substituting Equation 3.17 into equation 3.18, S-B shaly sand conductivity 
model for water bearing formations becomes; 
e
wfdlfdleqeq
o F
CvvnC
C
)1( 


  (3.19) 
where eF  is the formation factor of an equivalent clean formation of the same 
porosity, T  that can be expressed as: 
me
TeF

    (3.20) 
where me is an appropriate cementation exponent. 
3.1.2 S-B Membrane Potential Model  
 Silva-Bassiouni modified Thomas membrane potential (Em) model by 
introducing a correction factor,  . 
sssh EmEmSP          (3.21) 





1
2
1
2
)ln(
/
)1(2)ln(2
m
m we
wfdl
h
nafdleqeq
ss
m
m
SH mdFeC
CvtvnC
F
RTmd
F
RTSP    
Where; 
shEm Electrochemical potential of shale 
ssEm Electrochemical potential of shaly sand 
R Universal gas constant 
F Faraday constant 
T Absolute temperature 
naT Sodium transport number 
1m and 2m molal concentrations of the formation water and mud filtrate 
 Mean activity coefficient 
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For CwCwn 
wwnwv CCCQ /)(28.1   
For CwCwn 
1  
wnC Water conductivity at neutral point, 16.6 mho/m at 25C 
Transport number, naT  is a ratio of the electric current carried by an ion to the 
total electric current where both pressure and concentration gradients are zero.  S-B 
assumed that the current carried by the clay counterions is parallel to the current 
carried for the water.  Both currents are related to the same cell constant.  Electrolyte 
can be treated as NaCl. Thus naT  is; 
wfdlveq
wfdl
h
naveq
na CvQC
CvtQC
T
)1(
)1(



        (3.22) 
Where; 
Stokes’ theoretical expression for NaCl Hittorf transport number at 25; 
2/1
2/1
726.15545.126
402.551.50
n
nt hna


        (3.23) 
where; 
n= molar concentration of the far water 
Mean activity coefficient can be determined from the following equation; 
)27.01log()log(75.1
3065.11
5115.0log 2/1
2/1
ma
n
n
A 


     (3.24) 
where; 
20015075.003959.99948. mmaA   
 Membrane potential can be calculated as follows; 
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1. The concentration interval between the electrolytes is divided into 100 
subintervals.  
2. The magnitude of Ceq, vfdl, hnat ,   and Cw are determined 
3.  Each naT  is calculated  
4. The result is then multiplied with the constant 
The S-B models accurately describes the resistivity behavior and membrane 
potential, however, the application requires too many empirical correction parameters 
like fg, Fe(ne) and  .  This makes application complicated for field conditions. 
3.2 The LSU (Lau-Bassiouni) Shaly Sand Model 
This LSU shaly sand model is a modified S-B model.  Modification is done to 
eliminate the empirical derived correction factors so that the model can be applied to 
temperatures other than 25.  
Lau-Bassiouni14,15,16 defined the Ceq, neq and vfdl in a different way than the 
ones in the S-B model, to apply the LSU model for higher temperatures and field 
data.  
3.2.1 The LSU (Lau-Bassiouni) Conductivity Model 
For water bearing formation, the conductivity model is defined by; 
)/)1(( FeCvvnCC wfdlfdleqeqo        (3.25) 
Fe is calculated using density-neutron porosity crossplots and m=2, a=0.81 
are assumed.  For the field well log data, Lau and Bassiouni14,16 defined the eqC  and 
fdlv  equations as a function of temperature. This results in; 
))ln(85.110216.)ln(07871.1026.84.58exp( TaTannC eqeqeq    (3.26) 
Where; 
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Ta=Absolute temperature, K 
vofdl QnBTv
2/122 )186)(25/ln(0344.28(.       (3.27) 
Where; 
T=Temperature, C 
n=Molarity 
oB
274 10935.8105108.13248. TT   
ww CCTaTan
32 106761.4)ln(1854.110289.2)ln(5791.131.68)ln(    
 As it is seen from the above equations, fdlv  is a function of cation exchange 
Qv. neq is defined as; 
298
a
fdl
v
eq
T
v
Q
n          (3.28) 
For hydrocarbon bearing formation conductivity model is defined as; 
n
wwfdlfdleqeqt SFeCvvnCC )/)1((       (3.29) 
In case of hydrocarbon bearing formations, the water saturation is less than unity, 
exchange cations associated with clay, Qv, become more concentrated in the pore 
space.  Henceforth, Qv’ which has the effect of hydrocarbon, called concentrated Qv is 
defined as; 
wvv SQQ /
          (3.30) 
 For hydrocarbon bearing formations, Qv’ is used in the equations where Qv is 
used. 
3.2.2 The LSU (Lau-Bassiouni) Spontaneous Potential Model 
 Lau and Bassiouni15,16 expressed spontaneous potential as; 
sssh EmEmSP      
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




1
2
1
2
)ln(
/
)1(2)ln(2
m
m we
wfdlnafdleqeq
m
m
eff mdFeC
CvtvnC
F
RTmdm
F
RTSP     (3.31) 
For the field well log data, Lau and Bassiouni15,16 defined the   and nat  
equations as a function of temperature.  This resulted in; 
298298
298 5.5.)log()log( ZJYL          (3.32) 
Where; 
)027.1log()log(75.1
3065.11
05115.)log( 2/1
2/1
298 ma
n
n
A 


  
22 0015.100959.399948. mmaA 
  
)(3026.2)15.298(3147.8
15.289
Ta
TaY   
)15.298/log(
3147.8
115.298 TaYZ   
3/2
2/1
2/1
298 5.9868.31821
6.2878 mm
m
mL 

  
3/2
2/1
2/1
298 36.20721
5.43 mm
m
mJ 

  
n=molality,mol/kg 

298
 activity coefficient at 25C 

nat  is a function of both Hittorf number, 
h
ant  and water transport number, wt . 
This is expressed as; 
w
h
nana ttt 
          (3.33) 
Hittorf number, hant  and water transport number, wt can be also related to Qv 
and temperature as in the following equations; 
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mTaTamt hna 
 52 104176.1)ln(2647.)ln(108038.15089.2exp(  (3.34) 
for m1.0 
vw QmLNmt )1244.)(19661(.43.035.0      (3.35)  
For m1.0 
vw Qmt 04.04377.0036.
1.1
        (3.36) 
3.3 Advantages and Shortcomings of Early LSU Models 
 The early LSU models are based on the following assumptions; 
1. A parallel conductance for free electrolyte and the bound water 
2. The bound water can be represented by an equivalent sodium chloride solution 
3. The same formation factor affects the conductivity contributions of the free 
electrolyte and bound water. 
4. If hydrocarbons are present they will preferentially displace the free electrolyte 
5. When the water saturation is less than unity, exchange cations associated with 
clay, Qv, become more concentrated in the pore space 
The advantage of the early LSU Models are; 
 
1. The LSU conductivity model can be used to calculate Qv and Fe of the core 
samples using two conductivity measurements conducted with the core saturated 
with known two different free water conductivity.  
2. The LSU SP model can be used to determine Rw from SP deflection if Qv is 
known. Inversely, it can be used to estimate Qv when Rw is known. 
3. Membrane efficiency can be derived from SP log reading at any water bearing 
zone with an adjacent shale displaying the same petrophysical properties as the 
shale overlying the zone of interest. If the sand is clean, Qv=0, membrane 
efficiency can be calculated from simultaneous solution of the LSU SP and 
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conductivity models. If only shaly water-bearing sands are present in the interval 
analyzed, membrane efficiency can be calculated by trial and error using the 
same set of two equations. 
4. The model critical use, however, is that it can be combined with conductivity  
model to solve simultaneously for Rw, Qv and Sw.  
The major advantage of the LSU model over the above-mentioned ones is 
that it can be easily used at any temperature without the need of core data and any 
experimental work.  
The main shortcoming of the early LSU model is that past field applications for 
determination of Qv is not supported by core measurements.  In addition, like the 
previous shaly sand models, it is assumed that the electric current follows the same 
path in free and bound water that leads to the same formation factor representing 
both free and bound water parts.  Henceforth, the same formation factor affects the 
conductivity contributions of the free electrolyte and bound water that may result in 
high porosity in bound water part causing underestimation of CEC. 
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CHAPTER 4 
NEW LSU SHALY SAND MODEL 
 This new model is based on the Waxman-Smits concept of supplementing 
water conductivity with clay counterions8,9, and the dual water theory relating the 
conductivity term to a particular type of water, each occupying a specific volume of 
the pore space34,35.  Like Silva-Bassiouni Model10,11,12,13, the model also assumes that 
counterion conductivity is represented by a hypothetical sodium chloride solution. 
 The main improvement of the new LSU model is the incorporation of two 
different formation factors, one for bound-water and another for free-water.  
Accordingly, current follows the effective porosity path in the free electrolyte and 
follows the bound water porosity path in the bound water part.  All previous models 
incorporate only one formation factor. 
4.1 New LSU Conductivity Model 
 First, a parallel conductance for free electrolyte and the bound water are 
assumed like in Waxman and Smits8,9 Shaly Sand Model. Hence, water bearing 
formation conductivity, Co, can be written as  









bw
cl
f
w
o F
C
F
CC         (4.1) 
Where; 
clC Clay conductivity, mho/m 
wC Formation water conductivity, mho/m 
fF
mf
e/1 , free water formation factor 
bwF
mc
bw/1 , bound water formation factor  
e Effective porosity, where positive and negative ions are equilibrium 
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bw Bound water porosity 
fm Free water cementation exponent 
cm Bound water cementation exponent 
Furthermore according to Hill, Shirley and Klein29,30: 
)1( fdlte v          (4.2) 
fdltbw v           (4.3) 
Where; 
t Total porosity 
fdlv  Fractional volume of the double layer  
Substituting equations 4.2 and 4.3 into equation 4.1 results in; 
mc
fdltcl
mf
fdltwo vCvCC )())1((         (4.4) 
Assuming that bound water can be represented by an equivalent sodium 
chloride solution4,12, equation 4.4 becomes:  
mcmc
fdleqeq
mfmf
fdlwo vnCvCC   )1(      (4.5) 
Where; 
eqC Molar counterion conductivity of the equivalent NaCl solution, (mho/m)/(mole/l) 
wC Formation water conductivity, mho/m 
eqn Molar counterion concentration of NaCl solution, mole/l  
fdlv Fractional volume of the double layer, fraction  
Hydrocarbon bearing formation conductivity, Ct, is defined as; 
   nwmcmcfdleqeqmfmffdlwt SvnCvCC   )1(      (4.6) 
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 In the case of hydrocarbon-bearing zones, the “hydrocarbon effect” must be 
considered. This effect can be cooperated in the model by substituting Qv with Qv’14. 
w
v
v S
Q
Q '          (4.7) 
The parameters Ceq, neq and vfdl are expressed empirically as illustrated in 
Appendix B. 
4.2 New LSU SP Model  
The spontaneous potential, SP, is composed of two potentials, electrokinetic 
and electrochemical.  The electrokinetic, streaming potential, is small and can be 
neglected.  The electrochemical potential is made of two components; a membrane 
potential across shale, and a membrane potential across the shaly sand.  In clean 
sands, the membrane potential across the sand, also named junction potential, is 
small compared to the membrane potential across the shale.  When the sand is 
shaly, however, the membrane potential across the sand increases due to the 
presence of the clay double layer.  The effect is proportional to the amount of clay15. 
The difference of the electrochemical potentials of shales, Emsh, and adjacent 
shaly sands, Emss, is given by the SP deflection recorded in front of a permeable 
formation, with respect to the shale base line. This results in; 
sssh EmEmSP          (4.8)  
or in terms of transport numbers: 
 
1
2
)ln()(
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a mdTT
F
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SP       (4.9)  
where: 
m1 and m2 = molal concentration of the formation water and mud filtrate, mole/Kg 
F Faraday constant 
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R Universal Gas Constant, cal/g/mole/K 
aT Absolute temperature, K 

sh
naT Cation Transport Number in shales 

ss
naT Cation Transport number in sandstones 
 activity coefficient, Kg/mole 
Cation transport number, Tna, is defined as the ratio of the electric current 
carried by an ion to the total current where both pressure and concentration gradients 
are zero.  New LSU model assumed that current carried by clay counterions is 
parallel to the current carried for water and defined equivalent conductance by 
equation 4.10; 
w
mf
fdl
mc
fdleqeqwe CvvnCC )1(        (4.10) 
First part is the clay counterion conductance,( mcfdleqeq vnC ) and the second part 
is the free electrolyte conductance, w
mf
fdl Cv )1(  .  The current transported by 
equivalent conductance is expressed as; 
w
mf
fdlna
mc
fdleqeqdtransporte CvtvnCC )1( 
       (4.11) 
Combining equations 4.10 and 4.11, general expression for cation transport 
number is; 
w
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na CvvnC
CvtvnC
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)1(
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

      (4.12) 
where; 
eqC  Molar counterion conductivity, (mho/m)/(mole/l) (See Appendix B) 
wC  Formation water conductivity, mho/m 
 33
eqn  Molar counterion concentration, mole/l (See Appendix B) 
fdlv  Fractional volume of the double layer, fraction (See Appendix B) 


nat Sodium transport number 
Both ssnaT  and 
sh
naT  in equation 4.9 can be expressed using the general 
expression of cation transport number of the membrane, Tna.  However, it is not 
practical to apply equation 4.12 to shale, shnaT , because Cw of shale cannot be 
determined from wireline data.  Hence, to overcome this difficulty, it is commonly 
assumed that shale behaves as a perfect membrane, where vfdl=1 and 1shnaT .  In 
reality, free electrolyte exists in the pore space and shnaT  is less than 1.  Therefore, a 
new term, called membrane efficiency, meff14, is used in place of shnaT . 
 Using the membrane efficiency term and combining equations 4.9 and 4.12, 
the new LSU -SP model is expressed as; 
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 (4.13) 
where; 
eqC  Molar counterion conductivity, (mho/m)/(mole/l) (See Appendix B) 
wC  Formation water conductivity, mho/m 
eqn  Molar counterion concentration, mole/l (See Appendix B) 
fdlv  Fractional volume of the double layer, fraction (See Appendix B) 
SP Deflection of SP log, mv 
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R  Universal Gas Constant, cal/g/mole/K 
F Faraday constant 
aT Absolute temperature, K 
m1 and m2 = molal concentration of the formation water and mud filtrate, mole/Kg 
effm shale membrane efficiency, fraction 
 activity coefficient, Kg/mole (See Appendix B) 


nat Sodium transport number (See Appendix B) 
fm Free water cementation exponent 
cm Bound water cementation exponent 
 In the case of hydrocarbon-bearing zones, the “hydrocarbon effect” is also 
cooperated in the model by substituting Qv with Qv’14. 
w
v
v S
Q
Q '          (4.14) 
4.3 Estimation of mf and mc 
 In a clean sand and a perfect shale formation the LSU conductivity model 
becomes, respectively; 
mf
wfo CC           (4.15) 
mc
bwsh CC           (4.16) 
where; 
oC Conductivity of water bearing clean sand formation 
wfC Free water conductivity 
shC Conductivity of shale formation 
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bwC Bound water conductivity 
fm  cementation exponent of free water term 
cm  cementation exponent of bound water term 
 A log-log plot of Co vs.   and Csh vs.   yield linear trends, the slopes of which 
are mf and mc, respectively.   
 To evaluate shaly sands in a certain interval, a clean sand and a shale sand 
zones are identified.  Co vs.   and Csh vs.   plots are prepared and mf and mc are 
graphically determined.  The porosity values are taken as the average of density and 
neutron porosities.  It is expected that mc>mf since the tortousity of the shale 
formation are usually higher than clean sand. 
4.4 Estimation of meff 
 In a clean sand formations, the new LSU conductivity and SP model, equation 
4.5 and 4.13 becomes; 
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)ln()(2
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naeff mdtmF
RTSP        (4.17) 
mf
wo CC           (4.18) 
Steps to estimate meff are: 
1. Start with arbitrary estimate value of meff and Cw 
2. Calculate m1 and m2 from equation B.6 and B.7 in appendix B, respectively. 
3. The interval between m1 and m2 is divided into 100 subintervals where 
101
)21( mmh  . Hence, there are 101 molal concentrations, m, beginning from m1 
to m2 and subinterval of h between each sequence molal concentrations. 
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4. At each m, calculate sodium transport number, itna
  using equation B.9.  Calculate 
the second part of the integral from equation 4.19 using trapezoid rule. 
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5. Calculate mean activity coefficient,   one for water conductivity and another for 
mud filter conductivity from equation B.12 
6. Solve equation 4.18 using the below equation to estimate SP. 
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7. Calculate Co using equation 4.18. 
8. If Co(calculated) Co(log reading) and SP(calculated) SP(log reading), go to 
step 1. 
9. If Co(calculated)=Co(log reading) and SP(calculated)=SP(log reading), stop. 
 To evaluate shaly sands in a certain interval, a clean sand is identified in the 
same interval.  Using parameters pertaining to the clean sand a representative values 
of meff and Cw for the interval studied is derived by simultaneous solution of equations 
4.15 and 4.16. 
4.5 Examples of Estimation of meff mf and mc 
 The estimation of meff mf and mc is illustrated using the data of well # 622#6 
and well BH-1.  These wells were selected because their data will be used to validate 
the model, see chapter 5.   
From figure 4.1 and 4.2, mf and mc are estimated to be 1.6 and 2, 
respectively.  From figure 4.3 and 4.4 mf and mc are estimated to be 1.94 and 1.97, 
respectively. 
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 Meff is estimated at a value of 1 for both MI622#6 and BH-1, respectively.  Rw 
is estimated at a value of 0.11 and 0.81 for MI622#6 and BH-1, respectively.  
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Figure 4.1 Co vs. porosity of clean sand for MI622#6 
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Figure 4.2 Csh vs. porosity of shale for MI622#6 
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Figure 4.3 Co vs. porosity of clean sand for BH-1 
 
 
 
 
Figure 4.4 Csh vs. porosity of shale for BH-1 
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4.6 Advantages of the Modified LSU Model 
 The proposed modified model belongs to a group of models developed at LSU 
to evaluate shaly sands.  These models rely on two expressions one for conductivity 
and another for SP.  The two expressions may be solved separately or 
simultaneously to provide several key petrophysical parameters.   
 The major advantage of the proposed new version is the elimination of the 
assumption of similar formation resistivity factors for the free water and bound water 
terms in the early models. 
This modified model assumes that the electric current follows the effective 
porosity path in the term representing the free electrolyte and follows the clay porosity 
path in the term representing bound water.  The differentiation between the two paths 
is accomplished by using two different formation factors one in the free water and 
another in the bound water term of the model. 
Key applications of LSU models include; 
1. Using the model in shaly sands to estimate formation water resistivity,  Rw 
2. The estimation of CEC of shaly sands  
3. Estimation  of hydrocarbon saturation of shaly sands taking into account clay type  
present in the sand 
Some of these applications require simultaneous solution of the conductivity 
and SP models.  
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CHAPTER 5
VALIDATION OF LSU MODELS
The new LSU shaly sand models will be validated by comparing the CEC
calculated by this model to values measured on cores and drill cuttings.  In addition,
early LSU shaly sand model and perfect shale model are also validated by comparing
the calculated CEC to measured ones.  Two measured CEC data sets are available
from MI622#6 well and BETA BH-1 well.
In validation of the models, a statistical method based on inferences of means
for paired samples, is used to compare the estimated CEC from models to measured
CEC.  For two populations where samples are dependent are called paired samples.
Paired samples are defined as the samples that are coming from the same sampled
environment.  In this study, each measured and calculated CEC that come from the
same depth or depth interval are paired.  The difference of measured calculated CEC
pairs are calculated and mean of the differences is tested for zero for validation.
In this chapter, measured cation exchange capacity data sets are given in
section 5.1.  New LSU shaly sand model, perfect shale and early shaly sand model
validations are discussed in sections 5.3, 5.4 and 5.5, respectively.
5.1 Measured Cation Exchange Capacity Data
5.1.1 MI 622 # 6
Well MI622 # 6 is in Matagorda Island (MI) Field, located in the Gulf of Mexico,
offshore Texas and operated, at the time of drilling, by Amoco Production Company.
The geological section incorporated in this study is the Lower Miocene, which is
overpressured, and predominantly shale and shaly sand3.
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Measured CEC, which are from drill cutting samples, were taken over 30 ft
intervals, representing different formations.  The measured CEC and their
corresponding drilling depth are listed in Table 5.1.
Table 5.1 Measured CEC corresponding to depth for MI 622 # 6
Depth, ft Measured CEC, meq/100gm
9990-10020 17
10080-10110 17
10170-10200 21
10290-10320 23
10380-10410 21
10470-10500 20
10590-10620 20
10680-10710 20
10770-10800 19
10890-10920 19
10980-11010 19
11070-11100 16
11190-11220 15
11280-11310 18
11370-11400 13
11490-11520 13
11580-11610 17
11670-11700 13
11790-11820 15
11880-11910 17
5.1.2 Baker Experimental Test Area (BETA)
The Baker Experimental Test Area (BETA), well BH-1, is located in
northernmost Okmulgee County, 24 miles south of the city of Tulsa, in northeastern
Oklahoma.  The well was drilled to a depth of 3162 feet entirely in Paleozoic
sedimentary rocks ranging in age from Pennsylvanian at the surface to Ordovician at
total depth17.
All rocks encountered are consolidated and cemented sedimentary rocks of
marine and non-marine origin.  Shale is the predominant rock type encountered,
constituting more than 70% of the rock section above 2400 feet.  Sandstone and
siltstone comprise most of the remaining rock at shallower depths.  Below 2400 feet,
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limestone, sandstone, shale and dolomite were encountered in approximately equal
proportions.  Numerous thin coal beds and numerous minor oil shows were
encountered17.
Cation exchange capacity values listed in table 5.2 were measured on 28 core
samples recovered in the depth interval 710’ to 2177’, representing four different
formations.  Seven samples from the depth interval of 710’-723’, interval A, six
samples from 1129’-1142’, interval B, eight samples from 1267’-1280’, interval C, and
seven samples from 2169.5’-2176.5’, interval D.
Table 5.2 Measured CEC corresponding to depth for BH-1
Depth Intervals Depth,ft Measured CEC,
meq/100gm
710 12.7
711 12.52
713 12.87
714 12.91
717 12.77
722 12.61
A
723 13.17
1129 5.46
1130 5.89
1132 5.83
1133 6.05
1141 5.48
B
1142 5.55
1267 5.33
1268 5.61
1270 5.28
1271 5.35
1273 5.87
1274 5.72
1279 5.7
C
1280 6
2169.5 14.25
2170.5 14.88
2171.5 14.7
2172.5 16
2173.5 16.62
2174.5 16.13
D
2176.5 15.4
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Interval A is very black, splintery, fractures easily shale.  Interval B is light
gray, fined grained, with interlaminated to thin beds of dark shale local flame
structure.  Interval C is medium gray with sparse thin fine-grained sandstone and
siltstone laminae, sparse siltstone beds shale.  Interval D is dark gray, fissible in part,
calcereous and less pyrite Wapanucka formation shale17.  These samples were taken
based on the gamma ray uniformity.  Cation exchange capacity was measured in two
different methods, called Na and AgTu methods.  At least six samples were required
in each interval, which had the same type of lithology for the purpose of laboratory
experimental accuracy.  CEC measured using Na concentration is more
representative than the measured CEC using AgTu concentration because the
dispersion of measured cation exchange capacity is less in the same lithology,
especially in interval D.
5.2 Statistical Validation Method
To compare the calculated CEC to measured CEC, the following hypotheses
are tested.
0: =doH µ
0:1 ≠dH µ
where;
:oH Null Hypothesis
:1H Alternative Hypothesis
=dµ Mean of the differences of paired samples
To test the null hypothesis, t statistic is calculated from equation 5.1;
ns
dt
d /
0
2
−
= (5.1)
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where;
=n  Sample size
=d The mean of the sample differences
=
2
ds Estimated variance of the differences
)1(
2
−
=
n
SSs dd (5.2)
=dSS Sum of squares of the differences
∑ −= 2)( ddSS id  (5.3)
Null hypothesis is tested using the following criteria with significance level of
0.01,
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In addition, regression analysis is applied as shown in appendix D.  Slope of
the regression line, β , with zero intercept, is calculated.  This slope is tested for 1,
which is the slope of the 45° line.  T statistics of testing β =1 is calculated from
equation 5.4.
β
β
s
t 1
ˆ
−
= (5.4)
 where;
=βˆ Estimated slope of the regression line
=βˆs Estimated standard deviation of β
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Null hypothesis, Ho: β =1 is tested using the following criteria with
significance level of 0.01,
β
β
s
t 1−=  〈 )2,2/( −nt α   ,  Fail to reject null hypothesis
β
β
s
t 1−=  > )2,2/( −nt α   ,  Reject Null Hypothesis
5.3 Validation of the New LSU Shaly Sand Model
Log-derived shaly sand model cation exchange capacities of well MI622#6
and BH-1 are calculated by using the estimated mc, mf and meff in chapter 4, and
solving both new LSU conductivity and spontaneous shaly sand models,
simultaneously.
The mean of the differences of paired CEC samples, is tested for zero to
validate the model by giving the significance level, α , of 0.01.  In addition, regression
analysis is applied to log-derived shaly sand model CEC to measured CEC and slope
of this is tested for 1 to also validate the model.
 5.3.1 MI 622 # 6
Table 5.3 illustrates the paired measured and log-derived new LSU shaly sand
model CECs with the differences, CECcal-CECm, for MI 622 #6.  Estimated variance
of the differences, 2ds , and nsd /
2  are 4.08, 0.45, respectively.  The estimated t
statistic is 1.54  which is less than   )19,005.0(t   at  a value of 2.86.  Henceforth, we fail to
reject the null hypothesis.  P-value for this test is greater than 0.1 and less than 0.2.
Figure 5.1 illustrates the log-derived shaly sand model cation exchange
capacity vs. measured CEC.  The 45 degree line, shown in figure 5.1 represents a
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zero difference between the calculated CEC and measured CEC.  The dashed lines
are plotted on ds  higher and lower than the 45 degree line.
Table 5.3 Paired measured and log-derived new LSU shaly sand model CECs with
the differences for MI 622 #6
Pairs Measured CEC Calculated CEC Differences
1 17 18.82 1.82
2 17 18.89 1.89
3 21 21.31 0.31
4 23 21.17 -1.83
5 21 19.81 -1.19
6 20 20.50 0.50
7 20 20.40 0.40
8 20 20.11 0.11
9 19 20.71 1.71
10 19 17.83 -1.17
11 19 14.90 -4.10
12 16 16.41 0.41
13 15 18.16 3.16
14 18 16.61 -1.39
15 13 14.14 1.14
16 13 17.94 4.94
17 17 19.66 2.66
18 13 13.97 0.97
19 15 17.75 2.75
20 17 17.87 0.87
The estimated t statistic of testing 1=β from equation 5.4 is 1.8027 which is
less than 2.8784, t(0.005,18), henceforth we fail to reject null hypothesis Ho: 1=β .
P-value of this test is between 0.05 and 0.10.  Estimated R2 for this test is 0.9879 with
adjusted R2 of 0.9873.
As a conclusion, the log-derived CEC method is validated versus measured
CEC, as supported by not rejecting the null hypothesis with a significance level, α , of
0.01.
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Figure 5.1 Log-derived new LSU shaly sand model CEC vs. measured CEC for
MI622#6
5.3.2 Baker Experimental Test Area (BETA)
Figure 5.2 illustrates the log-derived shaly sand model cation exchange
capacity vs. measured CEC for well BH-1.  The 45 degree line with one ±  ds  is
shown in figures 5.2.  Slope of the regression line between log-derived shaly sand
model CEC and measured CEC with zero intercept is 0.91622.  The estimated R2 of
this test is 0.9720 with an adjusted R2 of 0.9709.
Table 5.4 lists the pairs of measured and log-derived new LSU shaly sand
model CECs with the differences, CECcal-CECm, for BH-1.
The estimated variance of the differences, 2ds , and nsd /
2  are 3.7, 0.3635,
respectively.  The estimated t statistic for 0=dµ  is 0.729 which is less than   )27,005.0(t
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at  a value of 2.77.  Henceforth, we fail to reject the null hypothesis.  P-value for this
test is between 0.2 and 0.5.
Figure 5.2 Log-derived new LSU shaly sand model CEC vs. measured CEC from Na
concentration for well BH-1
Table 5.4 Paired measured and log-derived new LSU shaly sand model CECs with
the differences for BH-1.
Depth Interval Pairs Measured CEC Calculated CEC Differences
1 12.7 12.844 0.144
2 12.52 12.957 0.437
3 12.87 12.696 -0.174
4 12.91 12.672 -0.238
5 12.77 12.474 -0.296
6 12.61 12.976 0.366
A
7 13.17 13.011 -0.159
8 5.46 7.556 2.096
9 5.89 7.655 1.765
10 5.83 7.207 1.377
11 6.05 7.055 1.005
12 5.48 6.932 1.452
B
13 5.55 6.947 1.397
14 5.33 6.420 1.090
15 5.61 6.469 0.859
16 5.28 6.219 0.939
17 5.35 6.289 0.939
C
18 5.87 6.518 0.648
 NEW SHALY SAND MODEL (28 Samples)
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Table continued
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19 5.72 6.461 0.741
20 5.7 6.613 0.913
21 6 6.727 0.727
22 14.25 10.890 -3.360
23 14.88 11.814 -3.066
24 14.7 12.146 -2.554
25 16 12.234 -3.766
26 16.62 12.303 -4.317
27 16.13 12.472 -3.658
D
28 15.4 12.672 -2.728
As a conclusion, essentially all of the log-derived CEC are validated
reasonably well with the measured CEC values.
5.4 Validation of the Perfect Shale Model
The LSU perfect shale model6,7 is expressed as;
( )v
shsh
QB
FR max
11
= (5.5)
where;
Qv = the counterion concentration, meq/cc pore volume.
Fsh = the shale formation resistivity factor.
Rsh = the resistivity of shale, ohm-m.
Bmax = maximum equivalent counterion conductance, mho/m/(meq/cc).
0.09290.2051T0.0003TB 2max −+−=
T =temperature of the zone of interest, C°.
Qv is estimated from equation 5.5 and used to calculate CEC from equation 5.6;
ma
t
t
v ρCECQ φ
φ
100
1−
= (5.6)
φt (φt = φe + φB) = the total porosity, fraction.
ρma = the density of rock matrix containing shale, gm/cc.
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φB = the fractional volume of water bound to shale.
φe = the effective porosity
CEC = the cation exchange capacity, meq/100 gm.
To validate the perfect shale model, CEC values derived using this model will
be compared to those measured conventionally.
5.4.1 MI 622#6
Table 5.5 lists the pairs of measured and log-derived perfect shale model
CECs with the differences, CECcal-CECm, for MI622#6.  Estimated variance of the
differences, 2ds , and nsd /
2  are 4.98, 0.499, respectively.  The estimated t statistic is
0.54 which is less than   )1,2/( −nt α   at  a value of 2.86.  Henceforth, we fail to reject the
null hypothesis.  P-value for this test is between 0.2 and 0.5.
Figure 5.3 illustrates the relationship between measured and log-derived
perfect shale cation exchange capacity.  The 45 degree line, representing perfect
agreement, with one sd line.
Slope of the regression line between log-derived perfect shale model CEC
and measured CEC is 1.00121. The estimated t statistic is 0.04298, which is less
than 2.8784, t(0.005,18).  Henceforth, we fail to reject null hypothesis Ho: 1=β .  P-
value for this test is greater than 0.5.  Estimated R2 is 0.9852 with adjusted R2
0.9844.  The correlation is considered fair based on these statistics.
Table 5.5 Paired measured and log-derived perfect shale model CECs with the
differences for MI622#6.
Pairs Measured CEC Calculated CEC Differences
1 17 16.53 -0.47
2 17 17.70 0.70
3 21 19.40 -1.60
4 23 19.67 -3.33
5 21 19.54 -1.46
6 20 19.11 -0.89
Table continued
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7 20 19.77 -0.23
8 20 19.70 -0.30
9 19 20.52 1.52
10 19 18.05 -0.95
11 19 15.03 -3.97
12 16 15.42 -0.58
13 15 17.94 2.94
14 18 16.91 -1.09
15 13 14.04 1.04
16 13 17.93 4.93
17 17 20.11 3.11
18 13 14.14 1.14
19 15 18.19 3.19
20 17 18.74 1.74
Figure 5.3 Log-derived perfect shale model CEC vs. measured CEC for MI622#6
5.4.2 Baker Experimental Test Area (BETA)
Figures 5.4 shows log derived CEC vs. measured CEC for the BETA samples.
The data points generally follow the 45° line showing a good correlation between
measured and calculated values.  The average calculated and measured values for
MI622#6#8 
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three of the four sampled intervals are almost identical.  However, the data for
samples number 22 through 28 fall off the perfect agreement trend.  These samples
were taken between the depth of 2169’ and 2175’.  Lithology in this depth interval is a
dark gray shale that has low gamma ray and low resistivity.  Obviously, the perfect
shale model does not represent this shale type.
The slope of the regression line between log-derived perfect shale CEC and
measured CEC with no intercept is 0.72706 as shown in appendix D.  The estimated t
statistic is 4.745, which is greater than 2.7787, t(0.005,26).  Henceforth, we should reject
the null hypothesis Ho: 1=β  with a significant level of 0.01.  P-value for this test is
less than 0.001.  The estimated R2 is 0.8554 with adjusted R2 of 0.8502.
Figure 5.4 Log-derived perfect shale model CEC vs. measured CEC from Na
concentration for well BH-1
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Table 5.6 illustrates the pairs of measured and log-derived perfect shale
model CECs with the differences, CECcal-CECm, for BH-1.
Table 5.6 Paired measured and log-derived perfect shale CECs with the differences
for BH-1
Depth Intervals Pairs Measured CEC Calculated CEC Differences
1 12.7 13.719 1.019
2 12.52 13.082 0.562
3 12.87 13.832 0.962
4 12.91 13.452 0.542
5 12.77 13.412 0.642
6 12.61 14.017 1.407
A
7 13.17 13.700 0.530
8 5.46 6.188 0.728
9 5.89 6.395 0.505
10 5.83 5.801 -0.029
11 6.05 5.774 -0.276
12 5.48 5.448 -0.032
B
13 5.55 5.693 0.143
14 5.33 4.951 -0.379
15 5.61 5.021 -0.589
16 5.28 4.844 -0.436
17 5.35 4.689 -0.661
18 5.87 4.884 -0.986
19 5.72 4.857 -0.863
20 5.7 4.643 -1.057
C
21 6 4.823 -1.177
22 14.25 6.409 -7.841
23 14.88 6.550 -8.330
24 14.7 6.714 -7.986
25 16 6.722 -9.278
26 16.62 6.805 -9.815
27 16.13 6.936 -9.194
D
28 15.4 7.547 -7.853
Estimated variance of the differences, 2ds , and nsd /
2  are 15.084, 0.73,
respectively.  The estimated t statistic is 2.907, which is greater than )27,005.0(t  at a
value of 2.77.  Henceforth, we reject the null hypothesis.  P-value for this test is less
0.01 and greater than 0.002.
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In conclusion, the estimation of cation exchange capacity with logs using a
perfect shale model gives good results for the sampled intervals from the lithology in
the BETA test well except for very bad results in the dark gray shale, which is the
Wapanucka formation.  One possible explanation is that this is not a perfect shale.
5.5 Validation of the Early LSU Shaly Sand Model
Cation exchange capacities are calculated using early LSU shaly sand
models14,15,16, chapter 3.  Early LSU conductivity and spontaneous potential shaly
sand models are solved simultaneously for Rw and CEC by assuming cementation
exponent at a value of 2 and estimated meff at a value of 1.  Porosity is estimated
using the average of density and neutron porosity log readings.
5.5.1 MI622#6
Table 5.7 lists the log-derived CEC from early shaly sand model versus
measured CEC with the differences.
Table 5.7 The log-derived CEC from early shaly sand model versus measured CEC
with the differences for MI 622#6.
Pairs Measured CEC Calculated CEC Differences
1 17 11.49 -5.51
2 17 12.42 -4.58
3 21 13.61 -7.39
4 23 13.89 -9.11
5 21 13.86 -7.14
6 20 13.33 -6.67
7 20 13.88 -6.12
8 20 13.69 -6.31
9 19 14.28 -4.72
10 19 12.60 -6.40
11 19 9.83 -9.17
12 16 10.42 -5.58
13 15 12.41 -2.59
14 18 11.08 -6.92
15 13 9.05 -3.95
16 13 12.07 -0.93
17 17 13.88 -3.12
18 13 8.03 -4.97
19 15 12.49 -2.51
20 17 12.64 -4.36
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Estimated variance of the differences, 2ds , and nsd /
2  are 4.58, 0.4789,
respectively.  The estimated t statistic is 11.28 which is greater than   )19,005.0(t   at  a
value of 2.86.  Henceforth, we reject the null hypothesis.  P-value for this test is less
than 0.001.
Figure 5.5 displays the log-derived CEC from early shaly sand model versus
measured CEC.  Slope of the regression line between log-derived early shaly sand
model CEC and measured CEC with no intercept is 0.687.  This slope is tested for 1,
which is the slope of the 45° line.  The estimated t statistic is 16.23, which is greater
than 2.8784, t(0.005,18).  Henceforth, we reject null hypothesis Ho: 1=β .  P-value for
this test is less 0.001.
Figure 5.5 Log-derived early LSU shaly sand model CEC vs. measured CEC for
MI622#6
Calculated CEC using early LSU model does not give good estimation
compare to measured ones, especially for shale formations, which can be due to
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same formation factor for bound and free water part.  As it is seen from figure 5.6,
early LSU model underestimates the CEC values in predominantly shale formations.
5.5.2 Baker Experimental Test Area (BETA)
Figure 5.6 displays the log-derived CEC from early shaly sand model versus
measured CEC.  As it is seen from figure 5.6, early LSU model underestimates the
CEC values for measured CECs higher than 10 which is consistent with the MI622#6
results.
Estimated β  of log-derived early shaly sand model CEC and measured CEC
regression line with no intercept is 0.38354.  The estimated t statistic of 1=β  is
13.24581006, which is greater than 2.7787, t(0.005,26).  Henceforth, we reject null
hypothesis Ho: 1=β .  P-value for this test is less than 0.001.
Figure 5.6 Log-derived early LSU shaly sand model CEC vs. measured CEC from Na
concentration for well BH-1
 EARLY SHALY SAND MODEL (28Samples)
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Table 5.8 gives the measured and log-derived early shaly sand model CEC for
BH-1.
Table 5.8 Paired measured and log-derived early shaly sand model CECs with the
differences for BH-1.
Pairs Measured CEC Calculated CEC Differences
1 12.7 8.55 -4.15
2 12.52 7.99 -4.53
3 12.87 8.66 -4.21
4 12.91 8.35 -4.56
5 12.77 8.36 -4.41
6 12.61 8.76 -3.85
7 13.17 8.50 -4.67
8 5.46 3.60 -1.86
9 5.89 3.75 -2.14
10 5.83 3.34 -2.49
11 6.05 3.36 -2.69
12 5.48 3.09 -2.39
13 5.55 3.32 -2.23
14 5.33 2.83 -2.50
15 5.61 2.89 -2.72
16 5.28 2.79 -2.49
17 5.35 2.61 -2.74
18 5.87 2.76 -3.11
19 5.72 2.75 -2.97
20 5.7 2.47 -3.23
21 6 2.61 -3.39
22 14.25 2.81 -11.44
23 14.88 2.09 -12.79
24 14.7 2.01 -12.69
25 16 1.90 -14.10
26 16.62 2.12 -14.50
27 16.13 2.31 -13.82
28 15.4 3.42 -11.98
Estimated variance of differences, 2ds , and nsd /
2  are 19.71, 0.839,
respectively.  The estimated t statistic absolute value is 6.75, which is greater than
)27,005.0(t  at a value of 2.77.  Henceforth, we reject the null hypothesis.  P-value for this
test is less than 0.001.  Calculated CEC using early LSU model does not give good
estimation compare to measured ones.
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5.6 Comparison of the Models
Table 5.9 lists the t test and P-values for testing null hypothesis of 0=dµ  of
LSU models for MI 622 #6.  For MI622#6 measured CEC data in predominantly shale
formations, both log-derived CEC’s from the new LSU Shaly Sand and perfect shale
models are correlated well with measured values based on the null hypothesis
0=dµ .  The perfect shale model has the highest P-value in table 5.9.  From table
5.9, the early LSU model CEC are not validated well with measured CEC because P-
value of testing 0=dµ  is less than 0.001, which results in strongly rejection of the
null hypothesis.
Table 5.9 P-values and t-test of testing null hypothesis 0=dµ  for MI 622 #6
DATA MODEL t-test t(0.005,19) P-value
New LSU Shaly Sand Model 1.54 2.86 0.1<P<0.2
Perfect Shale Model 0.54 2.86 0.2<P<0.5MI 622 # 6
Early LSU Shaly Sand Model 11.28 2.86 P<0.001
Table 5.10 lists the regression analysis results with zero intercept of each
model for MI 622 # 6.  Estimated slope of the regression line, β , is tested for 1.  Both
new LSU shaly sand and perfect shale model CEC validates well with measured
CEC.  As shown in table 5.10, β  of perfect shale model is slightly closer to 1 than β
of new LSU shaly sand model.  This can be concluded that perfect shale model is
slightly better than new LSU shaly sand model for MI 622 #6 which can be due to the
predominantly shale formation.  Based on P-value, 0.001, of early LSU shaly sand
model for testing null hypothesis of 1=β , it is concluded that we strongly reject the
null hypothesis.  The early LSU Shaly sand model underestimates the cation
exchange capacities.
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Table 5.10 Regression analysis results with zero intercept of models for MI 622 #6
DATA MODEL t-test P-value β R2
New LSU Shaly
Sand Model
1.8027 0.2<P<0.5 1.02768 0.9873
Perfect Shale
Model
0.043 0.5<P 1.00121 0.9844
MI 622 # 6
Early LSU Shaly
Sand Model
16.23 P<0.001 0.68702 0.9853
Table 5.11 lists the t statistic and P-values for testing null hypothesis of
0=dµ  of LSU models for BH-1. Table 5.12 lists the regression analysis results with
zero intercept of each LSU models for BH-1.  In both tables, new LSU shaly sand
model has the highest P-values of testing null hypothesizes, 0=dµ  and 1=β .
Besides, the estimated slope of regression trend with no intercept of new LSU shaly
sand model is the closest value to 1.0. The early LSU models displays
underestimated CEC corresponding to the measured CEC higher than 10
meq/100gm, as in MI622#6.
Table 5.11 P-values and t-test of testing null hypothesis 0=dµ  for BH-1
DATA MODEL t-test t(0.005,27) P-value
New LSU Shaly Sand Model 0.729 2.77 0.2<P<0.5
Perfect Shale Model 2.907 2.77 0.002<P<0.01BH-1
Early LSU Shaly Sand Model 6.75 2.77 P<0.001
Table 5.12 Regression analysis results with zero intercept of models for BH-1
DATA MODEL t-test P-value β R2
New LSU Shaly
Sand Model
2.798 0.002<P<0.01 0.916 0.972
Perfect Shale Model 4.75 P<0.001 0.727 0.8554BH-1
Early LSU Shaly
Sand Model
13.246 P<0.001 0.38354 0.7155
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For BETA, new shaly sand model displays significantly better correlation than
the perfect shale model because of better match for zone D.  Apparently, elimination
perfect shale assumption, using spontaneous potential reading in addition to
resistivity allows more accurate determination of CEC in the full range of shales.
 61
CHAPTER 6 
APPLICATION TO HYDROCARBON DETECTION 
 Detection and evaluation of hydrocarbon zones is the main objective in 
petroleum exploration.  The potential of a hydrocarbon zone is usually estimated by 
calculating porosity,  , and water saturation, Sw.  In this section, the new LSU shaly 
sand model is applied to two wells, A and B in a field located in Indonesia and one 
well, C in California.   
6.1 Well A  
The interval of interest in well A is from X997 to X070 ft, referred as formation 
Y.  The potential of formation Y is often under estimated because of its high shale 
content and low resistivity.  The shale effect is compounded by the low salinity of 
formation water.  Figure 6.1 illustrates the gamma ray, spontaneous potential, 
resistivity and porosity logs for an interval of well A including zone Y.  
The interval of interest includes mainly three types of formations, namely, X, Y 
and Z.  The Z formation contributes 80% of the overall field oil production.  The Z 
formation is characterized by thick layer of well-developed stacked-channel sand that 
has a better reservoir quality, such as porosity and permeability, than the other two.  
The Y formation has lower reservoir quality due to the occurrence of clay minerals.  
Resistivity is lower in the upper part of zone Y compared to lower part where 
shaliness is less.  The data of clean sand zone X and shale zone S are used to 
estimate values of Rw, meff, mf and mc.   These values are respectively 0.78, 1, 1.57 
and 1.89.  The value of mf compares well with that derived from core analysis which 
was measured at 1.603.  Core analysis estimated the saturation exponent to be 1.8, 
which will be used for the analysis, herein.   
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Figure 6.1 Log-data versus depth for well A 
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 These values are used to estimate Sw and Qv in zone Y of well A.  The new 
LSU model formation conductivity is expressed in this zone as; 
  8.189.189.157.157.1)1( wfdleqeqfdlwt SvnCvCC       (6.1) 
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 Steps to estimate water saturation are; 
1. Start with assumed values of Qv=1 and Sw=1, both represent the highest possible 
values. 
2. SP and Ct are calculated using equation 6.1 and 6.2 and compared to the 
measured values. 
3. If the calculated values are different from the measured ones, the “solver “ 
method within EXCEL iterates until convergence is achieved. 
4. If Sw  1 at convergence then Qv at convergence is adjusted for hydrocarbon 
presence by defining a 
w
v
v S
QQ   using the last calculated Qv. Iteration is resumed 
till converge. 
 If a solution is not feasible, then meff is changed till a feasible solution is 
reached.  This might result in a variable meff value throughout the interval, which is 
consistent with the possibility of changing clay type with the same zone. 
 Figure 6.2 illustrates the estimated water saturation of zone Y of well A using 
new LSU shaly sand model vs. Sw from other models.  These results are compared to 
the water saturation estimated from Indonesia31 Model and Archie61 clean sand 
model. 
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Figure 6.2 New LSU Sw vs Sw from other models 
 
 Figure 6.3 shows the water saturation using the new model versus depth.  
From figure 6.3, water saturation estimated using new LSU Shaly Sand model is 
approximately 0.57 in zone M between X010 and X020, which is significantly lower 
than estimated with the other models.  This well is perforated between the X038’-
X050’ and X058’-X068’ in the cleanest zones where both the Archie’s and Indonesia 
models give relatively low Sw values.  The total water cut from these two intervals is 
reported as 5%, which confirms a relatively low water saturation. 
 The upper part of the sand was not perforated because of the high Sw values 
calculated from the Indonesia Model.  The LSU model yields an average Sw 57% in 
zone M which is consistent with the irreducible water saturation of a low permeability 
sands.  The low permeability is the result of decrease in the grain size as indicated by 
the gamma ray response.  This small grain size is common in the existing “estuarine” 
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depositional environment.  The model results together with the depositional 
environment suggest that zone M of interval Y, at a depth of X015, should have been 
tested and should be tested in future wells.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Figure 6.3 Water saturation of zone Y with gamma ray versus depth for well A  
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6.2 Well B  
    Figure 6.4 illustrates the gamma ray, resistivity, porosity and spontaneous 
potential data versus depth for well B.  For this well, zone Y between the depth 
interval of X043’-X097’ is the zone of interest.  There is no clean water bearing 
formation in this well, therefore, estimated Rw and meff values, 0.78 ohm-m and 1 from 
well A, the offset well, are used in the calculations.        
 Figures 6.5 illustrates the estimated water saturation of zone Y of well B. 
Figure 6.6 shows the comparison of estimated water saturation of interest zone of 
well B using new LSU shaly sand model to Sw from other models.  Between X080 and 
X090 Sw of early LSU SS model is very close to the value of Sw from new LSU model 
within the cleanest part of the formation.  This well is perforated between the X059’-
X062’ and X073’-X092’ again in the cleanest section of the interval. 
  As in case of well A, the shaly sand zone N of interval Y should be tested in 
future wells. 
6.3 Well C 
 Well C was drilled onshore California.  The interval studied is between X040 
and X462.  Resistivity and porosity logs are presented in figures 6.6 and 6.7, 
respectively. 
 In this example gamma ray and SP logs show different Vsh trends.  Core 
samples and cuttings from this well show that smectite is the predominent shale type.  
An Rw=2.57 ohm-m, at formation temperature, was determined from water samples.  
At this salinity, the electrolyte conductivity falls on the curved portion of Co-Cw plot.  
This fact makes this case one of the most complex problems encountered in well log 
interpretation because Vsh can not be properly calibrated in the curved protion of the 
Co-Cw. 
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Figure 6.4 Log-data for well B 
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Figure 6.5 Water saturation of zone Y with gamma ray versus depth for well B 
Well B
0.0000.2000.4000.6000.8001.000
Sw
D
ep
th
Indonesia
New LSU
Well B
0 50 100 150
Gamma Ray
D
ep
th
X040
X050
X070
X080
X090
X100
X060
 
N
 69
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6 Resistivity log data for well C  
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Figure 6.7 Porosity log data for well C16 
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 In this well, the deep induction log shows an increase in formation resistivity in 
the interval between X350 to X462.  The high resistivity readings were associated 
with low water salinity.  This interval was tested and produced 100% water.  The new 
LSU model was used to estimate the water saturation in this interval with mf=1.27, 
mc=1.5, Rw=2.57 and meff=1.  The proposed model predicted Sw=100% in this zone.  
This value shows a good agreement with production test.      
 The new LSU model also predicted that the interval between X105 and X350 
ft would be hydrocarbon bearing formation.  This interval was also tested and 
produced 90 % oil and 10 % water.  This production test is also in agreement with 
calculated Sw . 
 Figure 6.8 illustrates the estimated water saturation versus depth for well C.  
Archie and Cyberlook models estimate 100% water saturation between X105 and 
X350 for well C16.  Henceforth, Vsh and clean sand models are inappropriate for 
formations that fall in the curved portion of the Co-Cw plot.    
 As a conclusion, these examples, well A, B and C illustrate the need for the 
LSU interpretation model which does not rely on Vsh  concept, but is based on 
principles that reflect the conductive behavior of the formation water and clay 
counterions. 
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Figure 6.8 Water saturation estimated from new LSU shaly sand model for well C 
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CHAPTER 7
APPLICATION TO DRILLING OPTIMIZATION
7.1 Introduction
The problem of slow drilling in deep shale formations occurs worldwide
causing significant expense to the oil industry.  As the time required for hole making
increases, the drilling cost increases.  As the depth increases, the rate of penetration
decreases during the drilling of shale formations4,5.
Consequently, bit performance in shales has been recognized as important
and studied for over 40 years. There is a substantial amount of literature on the
factors and considerations that affect the bit performance in shale.
Drilling in deep shales is a particular problem because the current practice to
overcome the difficulties encountered in deep wells while drilling shale formations is
to use polycrystalline diamond compact, PDC, bits and oil based muds.  However, the
use of oil based mud is not always possible and/or feasible.  The industry’s
alternative in this situation is to use PDC bits with water based mud4.  This practice
has shown to be less effective than the use of PDC bits with oil based muds.  If
effective drilling performance can be achieved while drilling with PDC bits run in water
based muds, oil companies can substantially lower drilling costs.  The current
research is focused on improving the drilling performance for the application of PDC
bits with water based muds.
Researchers at LSU have investigated the poor drilling performance of PDC
bits with water-based mud drilling in deep shale formations. J. R. Smith3,4,5 performed
research to understand the causes of this problem and to select the most effective bit
types.  The problem has been studied by many disciplines.  G. Demircan, J.R. Smith
and Z. Bassiouni7 showed that low penetration rates of PDC bits with water-based
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mud in shale formations was related to cation exchange capacity estimated using log
data.  However, the method used needs improvement in terms of statistical analysis.
The primary purpose of this study is to establish a method relating the
performance of PDC bits drilling with water based mud in overpressure shale
formations to the shale properties of these formations.  If effective drilling conditions
can be established during drilling, or at least the drilling team has the knowledge that
the drilling is not effective at a given time, the proposed model will help the drilling
crew to take the corrective actions to increase the rate of penetration in and decrease
the cost of drilling deep shales.
In this study, the previous research on poor drilling performance of PDC bits
with water-based drilling mud is taken further by correlating drillling parameters, such
as normalized rate of penetration and specific energy, with the measured CEC using
linear regression analysis.  Based on the determined correlation, a method is
developed to diagnose bit balling of PDC bits, especially bit type AR-554G, with water
based mud in deep overpressured shale formations.  Then it is applied to field data
where CEC is estimated from new LSU shaly sand model, given in chapter 4.
In this chapter, the characteristic symptoms of low penetration rate with
possible causes and the previous research on low penetration rate are reviewed.  A
new method to diagnose early bit balling is defined with its application to actual field
data.
7.2 Literature Review
7.2.1 Characteristic Symptoms of Low Penetration Rate3
“Main characteristic symptom of slow drilling shale problem in gulf coast is the
penetration rates in deep shales where at a depth of >9000’ when using PDC bit and
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weighted of water based mud at a value >13 lb/gal is less than 25 fph.  The overall
average of penetration rate for Gulf coast Mexico bit runs studied was 13.3 fph”3,4.
Second symptom of slow drilling problem is that PDC bits run in this
application generally perform much better in oil-based mud than in water-based mud.
J. R. Smith3,4 showed that the use of oil-based mud and bladed PDC bits results in
three times faster than ROP and three times lower cost per foot than similar bits in
water based mud.
“Third characteristic symptom is the inconsistency of PDC bit performance in
water-based mud.  This reflects the inability to duplicate successful bit runs in
applications that nearly seem identical.  Besides, slow rate of penetration is
irreversible in the same shale interval.  Hence, once the slow rate of penetration is
experienced, ROP is insensitive to instantaneous changes in operating
parameters”3,4.
7.2.2 The Possible Causes of Low Penetration Rate
Bourgoyne et al2 stated the factors generally accepted as influencing bit
performance.  These are 1) bit type, 2) formation characteristics, 3) drilling fluid
properties, 4) bit operating conditions (bit weight and rotary speed), 5) bit tooth wear
and 6) bit hydraulics. None of these factors alone explains the slow drilling shale
problem.  Consequently, it is the interactions of several of these factors with earth
stress and wellbore pressure, rather than any single factor.
“Some authors23,25,26 attribute the slow drilling shale problem to the “plastic”
character of deep, over pressured shale.  Many authors5,22,23,25,26,42 have identified the
plastic behavior of cuttings as at least contributing to the problem.  The interference
of cuttings to the bit performance is generally referred to as bit balling and can be
subdivided into global bit balling, cutter balling and bottom balling”3,4.
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“Global balling is taken to be synonymous with massive balling or any scale
packing or jamming of cuttings between the bit body and the bottom of the hole.
Global balling interferes with effective drilling because the forces applied to the bit to
make it drill are largely transmitted to the rock by the mass of cuttings rather than the
sharp PDC cutter”3,4.
“Cutter balling is the accumulation and adhesion of cuttings, in the form of the
sheared and deformed or pulverized rock on the face of the PDC cutter.  This is
generally considered to result from the low effective pore pressure in the sheared
rock at the surface of the cutter, causing a differential pressure forcing the rock
against the cutter”3,4.
J. R. Smith3,4 stated that the other variety of causes that have been concluded
to contributed to slow penetration rates are chip hold down, bottom hole balling and
plasticity of the shale.  Chip hold down occurs when a chip that is being broken away
from the intact rock is forced against the bottom of the hole by the wellbore pressure
acting against the pressure below the chip.  Bottom hole balling occurs when the
cuttings and other debris from the drilling process and solids from the mud form a
layer on the bottom of the hole like rock flour.  This layer is almost impermeable and
is forced against the bottom of the hole as in chip hold down.  Smith3 concluded that
the plasticity of the cuttings and the balling it causes was more important than any
plasticity of the rock itself.
One of the other causes of low penetration rate is confining pressure3,4.
Effective confining stress on the rock being drilled is the difference between the
wellbore pressure and the local pore pressure in the rock in front of the bit.  As the
stress increases, it decreases the penetration rate.  Zijsling67, Stephens68 et al and
Kolle69 concluded that the dilation of the shale during failure causes the local pore
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pressure in the shale to drop to essentially zero, which results in the effective
confining stress being equal to the wellbore pressure.  J. R. Smith3,4 concluded that
drilling deep, overpressured shale with weighted muds causes high wellbore and
effective confining pressure that can reduce penetration rates significantly.
It is difficult to measure strength of shale, henceforth, very little published
information exists on the strength of deep shales.  Warren and Sinor22 indicate that
“many soft formations include harder zones, such as concretion in shales”.  J. R.
Smith4 observed layers of strong siltstones shale interbedded with in representative
cores.  He concluded that it is plausible strong, but obscure, layers in other weak
shales could cause low penetration rates.
As a conclusion, the slow drilling shale problem is considered to be a result of
global bit balling3.  Cutter balling and confining pressure effects continue to be
addressed in industry as possible cause of slow drilling3,4.
7.2.3 Field Experience and with Research on Low Rate of Penetration in Shale
Radkte and Pain70 reviewed 200 field bit runs from the Texas and Louisiana
Gulf Coast.  This study of PDC bits focused on a body-set bit design.  They limited
their studies to runs in water-based mud.  They explained that the reason for this
study was to try to overcome the problem that PDC bit did not perform as well in
water based mud as in oil-based mud.  The average penetration rates for the sorting
that they selected were from 6.1 to 22.6 fph.  So even the best runs with what they
considered optimum hydraulics would be defined herein as slow penetration rate.
Bland et al71 describes only one pressured area offshore, Louisiana. A
conventional PDC bit was run in a 16.2 lb/gal water based mud enhanced with an
additive intended to increase ROP.  This run accomplished an average penetration
rate of 23.3 fph.  In offset wells without the ROP additive in mud, a roller cone bit
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achieved 16.2 fph and a PDC bit achieved 4.4 fph in the same interval.  It was
concluded that low penetration rate experienced, with the PDC bit which was less
than with a roller cone bit in the same fluid, was corrected by using a special fluid to
improve PDC bit performance.
Bland et al71 continued this research applying “ super sharp” polished cutters
to overcome cutter balling and a proprietary “penetration rate enhancer” in the drilling
mud to replace the previous additive.  This resulted in higher penetration rates than
were achieved in the offset wells for both roller cone and PDC bit.
R. H. Smith72 worked on polished cutters to reduce the severity of cutter
balling. His work includes both laboratory and field investigations of polished cutters
and terpene additives to water-based drilling fluid.
Onyia23 related log-derived parameters (resistivity, sonic interval transit time
and density porosity) to formation strength and found satisfactory correlations.  Gault
et al24 stated that there was an important relationship between shale cation exchange
capacity and drilling performance.  They proposed a bit selection criteria depending
on cation exchange capacity and hydraulic energy.  The authors have concluded that
cation exchange capacity is a controlling formation parameter, for decisions relating
to enhance drilling performance.
Most of the authors confirmed that low penetration rates are experienced
when drilling deep shales with weighted mud.  They also indicated that the low rate of
penetration is unresponsive to increase in weight on bit.  Although the majority of
these authers cite some improvement performance in ROP, the wide range of
performance indicates that the performance achieved in overpressured shale is
inconsistent.
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7.2.4 Previous LSU Research on Poor PDC Bit Performance in Deep Shale
John Rogers Smith5 studied evidence surrounding confining pressure effects,
chip hold down effects, bottom hole balling effects massive bit baling, cutter balling,
bit body packing and drill string effects, as the cause of slow drilling shale problem.
From experience in over 50 field runs, he concluded that bladed PDC bits run in oil
based mud give the best performance.
He also tested the hypothesis that the slow drilling problem is caused by
global bit balling3.  This hypothesis was tested by comparing the symptoms of the
problem observed in the field with the symptoms of balling and other ROP inhibiting
phenomena in controlled laboratory tests.
Using seven bit runs from three wells of Matagorda Island 623 Field, he
developed figure 7.1, which shows the trend of penetration rate versus normalized
weight on bit for effective (rate of penetration > 25 ft/hr) and ineffective performance
in bit runs in overpressured shales.  This trend demonstrates the insensitivity of
penetration rate to weight on bit at weight on bit greater than 1000 pounds per inch of
a bit diameter.
J. R. Smith3 also compared the average characteristics of shales being drilled
during ineffective and effective PDC bit performance in the same seven bit runs.
Table 7.1 shows similar average values of shale volume (Vsh), total porosity (φt) and
interval transit time (∆t) for the shales in both groups of performance.
Smith3 stated that the use of average values in the comparison of table 7.1
could have masked the intuitively expected correlation between shale properties and
rate of penetration. Also the use of shale volume fraction (Vsh) as an indicator is not
optimal, as it does not consider clay type effect.
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In a further study, considering the clay type effect on drilling performance, G.
Demircan, J. R. Smith and Z. Bassiouni6,7 developed a petrophysical model relating
cation exchange capacity, CEC, to shale properties commonly measured using
logging technology.
Rate of Penetration 
vs. Normalized Weight on Bit
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Ineffective
Figure 7.1 Rate of penetration versus normalized weight on bit in Matagorda Island
623 Field3
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Table 7.1 Characteristics of PDC bit performance in shale, MI 623 Field3
ROP
ft/hr
Specific
Energy,
ksi
Force
Ratio,
ratio
Vshale,
fraction
Total
Porosity,
fraction
Acoustic
Travel Time,
µsec/ft
Ineffective 11.5 184.2 1.06 0.67 0.17 108
Effective 54.1 51.4 3.04 0.67 0.15 108
Using well log data, the cation exchange capacity, which characterizes the
ability of shale formations, containing clay minerals, to exchange ions, was estimated
using the “perfect shale” model described in chapter 5.  The relationship between the
cation exchange capacity and rate of penetration was investigated as a possible
means to diagnose the effective and ineffective drilling performances.
G. Demircan, J. R. Smith and Z. Bassiouni6,7 used the data from well MI 622 #
6 and MI 636 #1, where the necesssary drilling and log data were available.  Figure
7.2 shows the plot of rate of penetration versus log-derived cation exchange capacity
for well MI 622 # 6 bit run # 8.  Figure 7.2 shows two distinct patterns one referred to
as effective drilling and the other as ineffective drilling.
Figure 7.3 shows the normalized rate of penetration versus log-derived cation
exchange capacity plot.  It is possible to distinguish the ineffective drilling pattern and
effective drilling trend in figure 7.3.  The lack of a trend for slow drilling shale is
expected since once a bit is “balled”, there is little correlation between drilling
performance and formation properties.
The other data set, which is useful for the application of the model is from well
MI 636 # 1 bit run # 13. Figure 7.4 illustrates the effective and ineffective drilling
performances for well MI 636 # 1 bit run # 13.
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 Figure 7.2 Rate of penetration versus log-derived cation exchange capacity plot for
well MI 622 # 6 bit run #86
Figure 7.3 Normalized rate of penetration vs. log-derived CEC for well MI622# 6 bit
run #86
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Figure 7.4 Normalized rate of penetration vs. log-derived CEC for well MI636#1 bit
run # 136
G. Demircan, J. R. Smith and Z. Bassiouni6,7 concluded that log derived shale
cation exchange capacity values correlated reasonably well with measured cation
exchange capacity values and with effective drilling rates.
7.3 Validation of Concepts
The current study is based on the hypothesis that drilling performance
correlates adequately with the formation’s CEC, which reflects the electrochemical
properties of clays.  These correlations are investigated using the data of well MI 626
#6, for which needed data, i.e. measured CEC and drilling parameters, is available.
In addition to the rate of penetration, ROP, the following parameters are used
to represent drilling performance:
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• Normalized rate of penetration,
• Specific Energy,
• Force Ratio, and
• Depth of Cut.
7.3.1 Normalized Rate of Penetration
In order to compare and combine data from different drilled intervals and
different drilled wells, ROP has to be normalized.  The normalization is performed
using the following model6,7





=
60
2
N
d
WOB
ROP
ROP
b
actual
n   (7.1)
Where;
=actualROP Rate of penetration, fph
=nROP Normalized rate of penetration
=WOB Weight on bit, klbf
=bd Bit diameter, in
=N Rotary speed, rpm
Figures 7.5 and 7.6 show plots of measured CEC vs. average ROP and
average ROPn respectively for well MI622#6 bit run # 8.  Rate of penetration and
normalized rate of penetration in figures 7.5 and 7.6 represent an average over 30 ft
corresponding to each of the 20 cutting samples that were used for CEC
measurement.  These figures also show the chronological order of the data points,
which are illustrated on the gamma ray log of figure 7.7.  Table 7.2 shows the
measured CEC corresponding to depth.
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Table 7.2 Measured CEC corresponding to depth
Order Depth,ft Measured CEC, meq/100gm
1 9990-10020 17
2 10080-10110 17
3 10170-10200 21
4 10290-10320 23
5 10380-10410 21
6 10470-10500 20
7 10590-10620 20
8 10680-10710 20
9 10770-10800 19
10 10890-10920 19
11 10980-11010 19
12 11070-11100 16
13 11190-11220 15
14 11280-11310 18
15 11370-11400 13
16 11490-11520 13
17 11580-11610 17
18 11670-11700 13
19 11790-11820 15
20 11880-11910 17
Figure 7.5 ROP vs. measured CEC plot for well MI622#6 bit run #8
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Figure 7.6 ROPn vs. measured CEC plot for well MI622#6 bit run #8
The ROP vs. measured CEC plot shows two distinct patterns.  One represents
effective bit cleaning or at least cleaning that prevents irreversible balling.  The other
patterns represents ineffective drilling or irreversible balling.  The ROP vs. measured
CEC plot displays a better-defined trend for reversible balling.  The lack of a trend for
irreversible balling shale is expected since once a bit is “balled”, correlation between
drilling performance and formation properties should not be expected6.  A previously
determined cut-off value of 25 fph for effective rate of penetration was used to help
define these parameters6.  It is possible to say that after the eleventh data point
(corresponding to an average depth of 10994’), drilling performance is no longer
effective.  This suggests that irreversible bit balling occurred between point 11 and 12
at an approximately depth of 11044’.
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Figure 7.7 Gamma ray vs. depth with the chronological order of CEC samples for MI
622#6 bit run # 8.
MI 622 # 6 bit run # 8
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
9900
10400
10900
11400
11900
0 50 100 150
Gamma Ray, API
De
pt
h,
ft
88
Except for data point 2, the same conclusions can be drawn from figures 7.5
and 7.6.  The position of point 2 on figure 7.6 violates the chronological order.  This
can be due to localized change in the lithology and/or inaccurate drilling parameters
used in the normalization.  This however can not be ascertained with the available
data.  Point 2 will be removed from future analysis.
 The examination of figures 7.5 and 7.6 suggests that once a bit is severely
balled it is likely that it will remain balled.  Although drilling a thick sand, such as the
one present between points 18 and 19 might clean the balling of the bit, no such
effect was observed.
Figure 7.6 suggests a method for warning of pending irreversible bit balling.
An effective bit cleaning trend is established for a clean and/or new bit.  When the
drilling performance first falls off the established trend, the driller is warned about a
drilling performance problem, which may worsen if not properly addressed6.
Regression analysis is applied to the data points 1, 3, 5, 6, 7, 8 and 9 for
figure 7.5.  These data points are selected based on the most likely the best-fit trend.
Data points 2, 10 11 could have also added to the regression analysis in figure 7.5,
however, at the beginning of the regression analysis, we are not sure if these points
belong to same population, which is effective drilling.  Henceforth, using the SAS
program (Appendix C) and the regression analysis (using data # 1,3,5,6,7,8,9),
contributing the 95% and 99 % confidence limits in figures 7.5 leads to determine the
effective drilling population.  Using the same method, data # 1,3,4,5,6,8 and 9 are
used to create linear regression in figure 7.6.
The confidence interval, which is between the confidence limits, shows the
range of tenable values of y parameter corresponding to each X (each CEC value) for
the given regression.  The lower 99 % Confidence limit appears to be a demarcation
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between reversible and irreversible bit balling.  The region between the two
confidence limits could be considered a warning zone.  Such a statistical approach
may be used to differentiate between random deviation from the effective bit cleaning
trend and truly ineffective drilling.
Although figures 7.5 and 7.6 represent data for the specific bit run # 8 and for
a limited interval of about 1,920 ft, trends similar to those of figure 7.5 and 7.6 are
also observed for a larger set of ROPn data.  Figure 7.8 shows the data of all PDC
bits used in the 9990’ to 12,900’ interval of well MI622#6.  Although actual diagnosis
of pending bit balling will be limited to a unique bit run, the similarity of the trends of
figure 7.5 and 7.6 suggests that the demarcation line between the two patterns might
be imported from plots prepared for other runs drilled with PDC bits.  This premise is
tested using data of bit run # 12 of well MI 622 #6 where sufficient measured CEC
data is available.
Figure 7.9 illustrates ROPn vs. measured CEC for well MI 622 #6 PDC bit run
# 12.  The lower 99 % confidence limit from MI622#6 bit run #8 was added to the plot.
All data points fall within the ineffective drilling area.  This concludes that the bit in run
# 12 has been severely balled almost immediately.  Based on the drilling reports, bit
run # 12 has the lowest average rate of penetration among all bit runs of well MI 622
# 6 ranging from 8 to 33 fph.
7.3. 2 Specific Energy
Specific energy is defined as the mechanical work done at the drill bit per unit
volume of rock.  It is related to both the strength of the rock and the efficiency of the
drilling process.  In general, a relatively low value implies efficient drilling and/or weak
rock, and a high value implies ineffective drilling and/or strong rock.  An equation
used by Pessier and Fear20 to express specific energy is:
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Figure 7.8 ROPn vs. measured CEC plot for PDC bit runs of well MI#622#6
Figure 7.9 ROPn vs. measured CEC plot for well 622# 6 bit run # 12
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ROPArea
Torquerpm
Area
WOBE
bb
s
×
××
+=
π120
(7.2)
Where;
=sE Specific Energy, psi
=WOB Weight on bit, lbs
=bArea Bit Area, sq in
=rpm Rotary speed, rpm
=Torque Bottomhole torque, ft-lbs
=ROP Rate of penetration, fph
A balled or worn bit requires higher specific energy than a new and/or clean
bit for drilling the same rock under identical conditions.  A recent study listed an
average specific energy value of 184.2 kpsi for ineffective PDC bit performance and
51.4 kpsi for effective PDC bit performance in Matagorda Island 623 Field3.
The botttomhole torque data is available only for a limited section of bit run #
12.  Hence, the difference between total torque and torque off-bottom is used to
estimate bottom hole torque to calculate the specific energy for all bit runs.  Figure
7.10 illustrates the inverse of the specific energy vs. measured CEC for MI 622 # 6 bit
run # 8.  The inverse of the specific energy is used to maintain the respective
positions of effective and ineffective drilling observed in the ROP plots.
As can be seen in figure 7.10, it is possible to distinguish effective bit cleaning
from ineffective drilling pattern. Regression Analysis is applied using data #
1,3,4,5,6,7,8,9.  The 95% and 99 % confidence limits are also shown.  As in the ROP
plots, the lower 99% confidence limit can be used as the demarcation between the
two patterns.  Figures 7.11 illustrates the inverse of the specific energy vs. measured
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CEC for MI 622 # 6 bit run 12.  The conclusion drawn from this figure concurs with
these arrived at from the ROP plots.
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Figure 7.10 The inverse of the specific energy vs. measured CEC for well MI 622# 6
bit run # 8
Figure 7.11 The inverse of the specific energy vs. measured CEC for well MI 622# 6
bit run # 12
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7.3.3 Force Ratio
The force ratio is yet another parameter used to quantify bit performance.  The
force ratio used in this study is defined as the ratio of the tangential force to the axial
force acting on an average representative cutter or tooth.
Pessiers and Fear20 introduced an expression for roller cone bits.  Smith3
suggested the following modified expression for bladed PDC bits:
WOBD
TorqueF
b
r
×
= 48 (7.3)
Where;
=rF Force ratio
=Torque  Bottomhole torque, ft-lbs
=bD Bit diameter, in
=WOB Weight on bit, lbs
Figures 7.12 and 7.13 illustrate the force ratio vs. measured CEC for MI 622 #
6 bit run # 8 and 12, respectively.  Run # 8 data, figure 7.12, shows patterns similar to
those in the ROP and specific energy plots. Regression analysis is applied using data
# 1,3,4,5,6,8,9.  However, data points 10, 11 and 15 previously qualified as
representing irreversible balling now fall in the effective bit cleaning pattern.  Also
some of the points included in the ineffective drilling pattern display a force ratio
exceeding unity, which was considered the between effective and ineffective
performance by Hariharan42.  Smith3 defined this boundary for this type bit
qualitatively by observation as 2.  In fact some points in the ineffective drilling pattern
and the lower confidence limit of the effective pattern is approximately 2.  All the data
points of bit run # 12, figure 7.13, fall into the ineffective drilling area determined by
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Figure 7.12 Force ratio vs. measured CEC for well MI 622# 6 bit run # 8
.
Figure 7.13 Force ratio vs. measured CEC for well MI 622# 6 bit run # 12
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lower 99% confidence limit of MI626 #6 bit run # 8 in agreement with previous
identification in ROP and specific energy plots.
The inconsistencies exhibited by the data, specifically the lack of a clear and
well-understood cut-off value, backrakes, which may be reasons for the
inconsistencies observed and should be investigated further in the future.  Also, the
force ratio should logically be different for different cutter types and implies that the
force ratio is an inadequate sorting criteria for the current application, in conjunction
with CEC.
7.3.4 Depth of Cut
The depth of cut is another parameter used to qua drilling performance.  It is
defined by the following equation3;
 
5×
=
rpm
ROPDcut (7.4)
where;
=cutD Depth of cut per revolution, in
=ROP Rate of penetration, fph
=rpm Rotary speed, rpm
Figures 7.14 and 7.15 illustrate the depth of cut vs. measured CEC for MI 622
# 6 bit run # 8 and 12, respectively. Data points # 1,3,5,6,7,8,9 are used for
regression analysis. The features shown by these depth of cut plots are in agreement
with those observed on the ROP and specific energy plots.
7. 4 Detection of Pending Bit Balling
Charts are developed to detect pending PDC bit balling in overpressured deep
shale formations drilled with water based mud.  The charts resulted from regression
analysis of drilling parameters vs. measured CEC plots of MI 622#6 bit run #8.   The
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Figure 7.14. Depth of cut vs. measured CEC for well MI 622# 6 bit run # 8
Figure 7.15 Depth of cut vs. measured CEC for well MI 622# 6 bit run # 12
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normalized rate of penetration, the inverse of the specific energy and depth of cut are
the parameters that correlate with cation exchange capacity.  Three main areas are
identified on the charts namely irreversible balling, minimally effective bit cleaning (or
reversible balling) and more effective drilling.
Figures 7.16, 7.17 and 7.18 illustrate the developed charts to detect pending
bit balling of PDC bits (bit type AR-554) with water based mud in overpressured deep
shale formations.  Cation exchange capacities can be estimated using a perfect shale
and/or shaly sand model based on the available data.  The perfect shale model only
requires resistivity and porosity data.  The shaly sand model generally requires
spontaneous potential in addition to resistivity and porosity data.  In case of real-time
detection using MWD; cation exchange capacity can be calculated from the perfect
shale model.  It can also be calculated from the shaly sand models assuming
mf=mc=2 with a reasonable estimation of Rw.
The calculated CEC and measured drilling parameters values are then plotted
onto these charts in depth order.  A series of data following each other, in terms of
depth, falling within the ineffective drilling is a sign of severe bit balling problem. This
method is applied to the field data in the following sections.
In this section, pending bit balling is detected by application of this method to
MI 622 #6 bit run # 8 and MI 636 # 1 bit run #13, which are PDC bit runs.
7.4.1 MI 622 #6 bit run # 8
Figure 7.19 shows gamma ray and log derived shaly sand cation exchange
capacity vs. depth.  Figure 7.20 shows the log derived CEC from the shaly sand
model and normalized rate of penetration vs. depth for MI 622 # 6 bit run # 8.  Log-
derived cation exchange capacities are randomly sampled based on the gamma ray.
Each sample is selected from the locations where gamma ray change does not
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Figure 7.18. The chart for depth of cut vs. CEC
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Figure 7.20 Normalized rate of penetration and log-derived cation exchange capacity
vs. depth, well MI622#6 bit run #8
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exceed maximum 7 API within 5 ft interval.  This sampling method filters out thin sand
streaks, henceforth, leads to uniform lithology within 5 ft interval.
In figure 7.20, calculated log shows four zones of interest.  Zone A is
characterized by a relatively high cation exchange capacity shales, and a relatively
high rate of penetration.  Bit balling was apparently minimized by the relatively low
weight on bit being used and by “self cleaning” of the bit as it drilled the sandy streaks
characterized by the extremely high normalized rate of penetration values6.
Zone B displays very high cation exchange capacity values in the interval. It
also shows the beginning of a decrease in drilling performance most likely due to
increased bit balling.  The bit balling is apparently complete in zone C.  The balling
continued to affect drilling performance in zone D despite the prevailing relatively low
cation exchange capacity6.
Figure 7.21, 7.22, and 7.23 illustrate the normalized rate of penetration, the
inverse of the specific energy and depth of cut respectively versus log-derived cation
exchange capacity.  After data point number 28 corresponding to depth of 10820 ft, 3
data points consequentially fall within the ineffective drilling area which is a sign of
irreversible bit balling.  These results are anticipated since run # 8 were used to
develop the charts.
  7.4.2 MI 636 #1 bit run#13
MI 636 # 1 bit run # 13 has the drilling and necessary log data to calculate
cation exchange capacity using the new LSU shaly sand model.
Figure 7.24 shows gamma ray and log derived shaly sand model cation
exchange capacity versus depth with sample locations.  Figure 7.25 illustrates the log
derived shaly sand CEC and normalized rate of penetration versus depth for MI 636 #
1 bit run # 13.   As shown in figure 7.25, drilling begins with relatively low-normalized
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rate of penetration and drops dramatically until approximately 13520’.  A thick clean
sand formation is between the 13520’-13620’ where normalized rate of penetration is
high.  Below this thick clean sand, the normalized rate of penetration is low again.
Figure 7.26, 7.27 and 7.28 show the normalized rate of penetration, the
inverse of the specific energy and depth of cut versus log-derived cation exchange
capacity respectively for MI 636 # 1bit run # 13.  From figures 7.25, 7.26 and 7.27, it
is concluded that the bit is severely balled almost immediately at the beginning of the
run.  In figure 7.25, 7.26 and 7.27, two data points were taken below the thick sand.
The MI 636#1run # 13 remained balled even after the thick clean sand.
7.5 Conclusion
A method has been developed to diagnose the balling of a PDC bit, type AR-
554G, while drilling overpressured Miocene shales with water based mud. The
method is based on the correlation between cation exchange capacity of shale and
shaly formations to normalized rate of penetration specific, energy, and/or depth of
cut.
The cation exchange capacity is derived from log-data, using either a perfect
shale model or a shaly sand model.  The shaly sand model is more representative
than the perfect shale model but requires more data, namely formation water
resisitivity either from SP log or other sources.
 A correlation template between the drilling parameters and cation exchange
is divided into three areas; more effective, minimally effective bit cleaning, and
ineffective drilling.  The division is based on 99% confidence limit of the effective bit
cleaning trend.  A 95% confidence limit is added to provide a buffer warning zone.
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Figure 7.25 Log Derived Shaly Sand Model CEC and Normalized rate of penetration
vs. depth for MI 636 # 1 bit run # 13.
13300
13350
13400
13450
13500
13550
13600
13650
13700
13750
13800
0 200 400 600
Normalized ROP
D
ep
th
,ft
13300
13350
13400
13450
13500
13550
13600
13650
13700
13750
13800
0 5 10 15
CEC,meq/100gm
D
ep
th
,ft
Normalized
ROP
CEC
108
Figure 7.26 The normalized rate of penetration versus log-derived CEC for MI 636 #1
bit run #13
Figure 7.27 The inverse of the specific energy versus log-derived CEC for MI 636 #1
bit run #13
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It is recommended that this study be repeated for other bit types.  Additional
measured CEC should be acquired and used to improve the statistical quality of the
template correlations used in diagnosis.
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CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS 
A new shaly sand interpretation technique has been developed.  The 
technique makes use of new conductivity and spontaneous potential models.  Both 
models are based on cation exchange capacity and dual water concepts.  The bound 
water is represented by an equivalent sodium chloride solution.   
The main improvement of the new LSU model is the incorporation of two 
different formation factors, one for bound water and another free water.  Accordingly, 
current follows the effective porosity path in the free electrolyte and follows the 
bound water porosity path in the bound water part.  All previous models incorporate 
only one formation factor. 
The new LSU shaly sand model is validated by comparing the CEC 
calculated by this model to those measured on core and drilling cuttings.  In different 
cases, the new LSU model predicted more accurate CEC values than the ones 
estimated using early LSU shaly sand and perfect shale models.  
Key applications of LSU models include: 
1. Using the models in shaly sand to estimate formation water resistivity, Rw 
2. The estimation of CEC of shaly sands 
3. Estimation of a more representative saturation of shaly sand since the model 
takes into account clay type present in the sand 
In addition, a method has been developed to diagnose poor drilling 
performance using the correlation of threel drilling parameters for PDC bits, 
normalized rate of penetration specific energy, and depth of cut, to log-derived cation 
exchange capacity.  Template graphs showing the boundary between effective bit 
cleaning and irreversible bit balling can be used to plot drilling data and cation 
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exchange capacity calculated while drilling to provide a warning of developing balling 
of for PDC bits, especially bit type AR-554G.  It is recommended that this study be 
extended to different PDC bit types.  Additional measured CEC could improve 
statistical analysis of the proposed method.  
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APPENDIX A  
MEASURED AND CALCULATED CEC FOR BH-1 
Interval Depth, ft Measured 
CEC from 
AgTU 
method 
Measured CEC 
from Na 
Concentration 
Calculated 
CEC from 
Perfect Shale 
Model 
Calculated CEC 
from New Shaly 
sand Model 
710 12.83 12.7 13.72 12.84355 
711 13.04 12.52 13.08 12.95706 
713 13.13 12.87 13.83 12.69566 
714 17.79 12.91 13.45 12.6716 
716* 10.63 8.55 14.14 12.38312 
717 13.1 12.77 13.41 12.47422 
722 17.35 12.61 14.02 12.97649 
 
 
 
 
A 
723 13.19 13.17 13.70 13.01059 
      
1129 4.95 5.46 6.19 7.5555 
1130 3.8 5.89 6.40 7.654951 
1132 7.88 5.83 5.8 7.206666 
1133 5.41 6.05 5.77 7.054973 
1141 4.66 5.48 5.45 6.932043 
 
 
 
B 
1142 4.78 5.55 5.69 6.946977 
     
1267 5.14 5.33 4.95 6.419525 
1268 5.18 5.61 5.02 6.469245 
1270 4.82 5.28 4.84 6.218861 
1271 4.97 5.35 4.69 6.288795 
1273 5.5 5.87 4.88 6.518099 
1274 4.62 5.72 4.86 6.461089 
1279 5.2 5.7 4.64 6.612534 
 
 
 
C 
 
1280 5.66 6 4.82 6.726568 
      
2169.5 15.57 14.25 6.4 10.89021 
2170.5 15.64 14.88 6.55 11.8143 
2171.5 15.46 14.7 6.71 12.14598 
2172.5 15.68 16 6.72 12.23391 
2173.5 16.91 16.62 6.8 12.30333 
2174.5 15.69 16.13 6.93 12.47166 
 
 
 
D 
2176.5 14.7 15.4 7.55 12.67248 
 
* This sample # 5 appear not belonging the lithology predominant in this interval. It will 
be deleted from the analysis.  
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APPENDIX B 
EQUATIONS REQUIRED IN NEW LSU SHALY SAND MODEL 
Calculation of Fractional Volume of Double Layer 
Fractional volume of double layer, fdlv , is related to the distance from clay 
surface up to the point where the number of positive ions are equal to the negative 
ions and it is calculated using the following equation when Qv and Cw are known; 
2/12/1
1 )298/(/118.6/1))25/ln(0344.028.0( avofdl TQnBTv 
  (B.1) 
Where;  
)1067.4)ln(1854.1
10289.2)ln(5791.131.68exp(
3
2
1
wwa
a
CCT
Tn




    (B-2) 
274 10935.8105108.13248.0 TTBo 
     (B.3) 
 
aT  Temperature, K 
T  Temperature, C 
wC  Formation water conductivity, mho/m 
Calculation of Equivalent Molar Counterion Conductance, Ceq 
))ln(85.110216.0)ln(0787.01026.084.58( aaeqeqeq TTnnExpC  (B.4) 
Where; 
eqC Molar counterion conductivity, (mho/m)/(mole/l)  
eqn Molar counterion concentration, mole/l  
aT =Temperature, K 
Calculation of Equivalent Molar Counterion Concentration, neq 
298
a
fdl
v
eq
T
v
Q
n          (B.5) 
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Calculation of Molal Concentration of Water Conductivity and Mud Filtrate 
))ln(2721.0)ln(0142.15054.1exp(1 aw TCm      (B.6) 
))ln(2721.0)ln(0142.15054.1exp(2 amf TCm      (B.7) 
1m Molal concentration of water conductivity 
2m Molal concentration of mud filtrate 
Calculation of Cation Transport Number, naT    
Cation transport number, naT  is a ratio of the electric current carried by an ion 
to the total electric current where both pressure and concentration gradients are zero 
and defined as; 
wfdlfdleqeq
wfdlnafdleqeq
na CvvnC
CvtvnC
T
)1(
)1(




       (B.8) 
Where; 
w
h
nana ttt 
          (B.9) 
mTaTamt hna 
 52 104176.1)ln(2647.)ln(108038.15089.2exp(  (B.10) 
for m1.0 
vw Qmmt )1244.)ln(19661(.043.035.0      (B.11) 
For m1.0 
vw Qmt 04.04377.0036.
1.1
        (B.12) 
Calculation of Mean Activity Coefficient,   
Mean activity coefficient can be determined from the following equation; 
298298
298 5.5.)log()log( ZJYL        (B.13) 
Where; 
)27.01log()log(75.1
3065.11
5115.0log 2/1
2/1
298 ma
n
n
A 


    (B.14) 
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For mean activity coefficient of water conductivity and mud filtered n replaces 
n1 and n2, respectively.   
Where; 
)1067.4)ln(1854.1
10289.2)ln(5791.131.68exp(
3
2
1
wwa
a
CCT
Tn




    (B.15) 
)1067.4)ln(1854.1
10289.2)ln(5791.131.68exp(
3
2
2
mfmfa
a
CCT
Tn




    (B.16) 
20015075.003959.99948. mmaA        (B.17) 
)(3026.2)298(3147.8
298
a
a
T
TY         (B.18) 
)298/log(
3147.8
115.298 aTYZ        (B.19) 
2/3
2/1
2/1
298 5.9868.31821
6.2878 mm
m
mL 

      (B.20) 
2/3
2/1
2/1
298 36.20721
5.43 mm
m
mJ 

       (B.21) 
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APPENDIX C
SAS OUTPUT OF REGRESSION ANALYSIS FOR MI 622 #6 BIT RUN # 8
Regression Analysis of ROPn-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: ropn
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1      74.77534      74.77534     59.78   0.0006
 Error                    5       6.25472       1.25094
 Corrected Total          6      81.03006
            Root MSE              1.11846    R-Square     0.9228
            Dependent Mean        9.33514    Adj R-Sq     0.9074
            Coeff Var            11.98113
                  Regression Analysis of ROPn-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: ropn
                            Parameter Estimates
                         Parameter       Standard
    Variable     DF       Estimate          Error    t Value    Pr > |t|
    Intercept     1       47.47446        4.95110       9.59      0.0002
    cecm          1       -1.89344        0.24490      -7.73      0.0006
                  Regression Analysis of ROPn-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: ropn
                              Output Statistics
              Dep Var    Predicted       Std Error
     Obs         ropn        Value    Mean Predict          99% CL Mean
       1            .      28.5400          2.5197      18.3802      38.6999
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       2            .      24.7532          2.0385      16.5336      32.9727
       3            .      20.9663          1.5627      14.6654      27.2672
       4            .      17.1794          1.0991      12.7475      21.6113
       5      15.7785      15.2860          0.8781      11.7452      18.8267
       6       6.9174       7.7122          0.4720       5.8091       9.6153
       7       5.0179       3.9253          0.8175       0.6290       7.2216
       8       7.8975       7.7122          0.4720       5.8091       9.6153
       9       8.0819       9.6056          0.4242       7.8953      11.3160
      10       8.9631       9.6056          0.4242       7.8953      11.3160
      11      12.6898      11.4991          0.5070       9.4548      13.5434
      12            .       2.0319          1.0349      -2.1410       6.2047
                  Regression Analysis of ROPn-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: ropn
                            Output Statistics
                   Obs        99% CL Predict         Residual
                     1      17.4243      39.6558            .
                     2      15.3777      34.1286            .
                     3      13.2178      28.7148            .
                     4      10.8565      23.5023            .
                     5       9.5523      21.0197       0.4925
                     6       2.8173      12.6071      -0.7948
                     7      -1.6607       9.5113       1.0926
                     8       2.8173      12.6071       0.1853
                     9       4.7824      14.4289      -1.5237
                    10       4.7824      14.4289      -0.6425
                    11       6.5476      16.4506       1.1907
                    12      -4.1123       8.1760            .
                Sum of Residuals                           0
                Sum of Squared Residuals             6.25472
                Predicted Residual SS (PRESS)       14.11410
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Regression Analysis of ROPn-Measured CEC
                  Scatter Plot of ROPn-Measured CEC
Plot of ropn*cecm.  Legend: A = 1 obs, B = 2 obs, etc.
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         ‚
         ‚
         ‚
         ‚                              A
      15 ˆ
         ‚
         ‚
    ropn ‚                                      A
         ‚
         ‚
      10 ˆ
         ‚                                          A
         ‚                                          A
         ‚                                              A
         ‚                                              A
         ‚
       5 ˆ                                                      A
         Šƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒ
           10  11  12  13  14  15  16  17  18  19  20  21  22  23  24
                                      cecm
 NOTE: 5 obs had missing values.
                  Regression Analysis of ROPn-Measured CEC
                     Scatter Plot of ROPn-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: ropn
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1      74.77534      74.77534     59.78   0.0006
 Error                    5       6.25472       1.25094
 Corrected Total          6      81.03006
            Root MSE              1.11846    R-Square     0.9228
            Dependent Mean        9.33514    Adj R-Sq     0.9074
            Coeff Var            11.98113
                  Regression Analysis of ROPn-Measured CEC
                     Scatter Plot of ROPn-Measured CEC
 The REG Procedure
                               Model: MODEL1
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                         Dependent Variable: ropn
                            Parameter Estimates
                         Parameter       Standard
    Variable     DF       Estimate          Error    t Value    Pr > |t|
    Intercept     1       47.47446        4.95110       9.59      0.0002
    cecm          1       -1.89344        0.24490      -7.73      0.0006
                  Regression Analysis of ROPn-Measured CEC
                     Scatter Plot of ROPn-Measured CEC
               Plot of rropn*cecm.  Symbol is value of order.
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         ‚
         ‚
         ‚                                      9
    R  1 ˆ                                                      4
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    i    ‚                                              5
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      -1 ˆ
         ‚
         ‚                                          6
         ‚
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         ‚
         Šƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒ
           10  11  12  13  14  15  16  17  18  19  20  21  22  23  24
                                      cecm
NOTE: 5 obs had missing values.
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Regression Analysis of ROPn-Measured CEC
                     Scatter Plot of ROPn-Measured CEC
              Plot of rropn*propn.  Symbol is value of order.
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     ‚
     ‚
     ‚                          9
R  1 ˆ          4
e    ‚
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i    ‚                  5
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     ‚
     ‚                      6
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     Šƒˆƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒƒƒˆƒƒ
       0          5         10         15         20         25         30
                             Predicted Value of ropn
NOTE: 5 obs had missing values.
                  Regression Analysis of ROPn-Measured CEC
                  Pearson Coefficient of ROPn-Measured CEC
                             The CORR Procedure
                        1 With Variables:    cecm
                        1      Variables:    ropn
                             Simple Statistics
       Variable           N          Mean       Std Dev           Sum
       cecm              12      18.08333       4.35803     217.00000
       ropn               7       9.33514       3.67492      65.34601
                             Simple Statistics
                    Variable       Minimum       Maximum
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                    cecm          10.00000      24.00000
                    ropn           5.01788      15.77847
                  Regression Analysis of ROPn-Measured CEC
                  Pearson Coefficient of ROPn-Measured CEC
                             The CORR Procedure
                      Pearson Correlation Coefficients
                         Prob > |r| under H0: Rho=0
                           Number of Observations
                                           ropn
                             cecm      -0.96063
                                         0.0006
                                              7
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Regression Analysis of inverse of specific energy-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: rse
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    0.00004199    0.00004199     17.84   0.0083
 Error                    5    0.00001177    0.00000235
 Corrected Total          6    0.00005376
            Root MSE              0.00153    R-Square     0.7811
            Dependent Mean        0.00808    Adj R-Sq     0.7373
            Coeff Var            18.99709
       Regression Analysis of inverse of specific energy-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: rse
                            Parameter Estimates
                         Parameter       Standard
    Variable     DF       Estimate          Error    t Value    Pr > |t|
    Intercept     1        0.03666        0.00679       5.40      0.0029
    cecm          1       -0.00142     0.00033593      -4.22      0.0083
       Regression Analysis of inverse of specific energy-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: rse
                              Output Statistics
              Dep Var    Predicted       Std Error
     Obs          rse        Value    Mean Predict          99% CL Mean
       1            .       0.0225        0.003456     0.008531       0.0364
       2            .       0.0196        0.002796     0.008355       0.0309
       3            .       0.0168        0.002143     0.008149       0.0254
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       4            .       0.0140        0.001508     0.007875       0.0200
       5       0.0134       0.0125        0.001205     0.007678       0.0174
       6     0.005571     0.006860        0.000647     0.004249     0.009470
       7     0.005222     0.004022        0.001121    -0.000500     0.008543
       8     0.006496     0.006860        0.000647     0.004249     0.009470
       9     0.006491     0.008279        0.000582     0.005932       0.0106
      10       0.0103     0.008279        0.000582     0.005932       0.0106
      11     0.009031     0.009697        0.000695     0.006893       0.0125
      12            .     0.002603        0.001420    -0.003121     0.008327
       Regression Analysis of inverse of specific energy-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: rse
                             Output Statistics
                   Obs        99% CL Predict         Residual
                     1     0.007220       0.0377            .
                     2     0.006769       0.0325            .
                     3     0.006163       0.0274            .
                     4     0.005281       0.0226            .
                     5     0.004670       0.0204     0.000871
                     6     0.000145       0.0136    -0.001288
                     7    -0.003640       0.0117     0.001200
                     8     0.000145       0.0136    -0.000364
                     9     0.001663       0.0149    -0.001787
                    10     0.001663       0.0149     0.002035
                    11     0.002906       0.0165    -0.000666
                    12    -0.005825       0.0110            .
                Sum of Residuals                           0
                Sum of Squared Residuals          0.00001177
                Predicted Residual SS (PRESS)     0.00002515
       Regression Analysis of inverse of specific energy-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: rse
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    0.00004199    0.00004199     17.84   0.0083
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 Error                    5    0.00001177    0.00000235
 Corrected Total          6    0.00005376
            Root MSE              0.00153    R-Square     0.7811
            Dependent Mean        0.00808    Adj R-Sq     0.7373
            Coeff Var            18.99709
Regression Analysis of inverse of specific energy-Measured CEC
The REG Procedure
                               Model: MODEL1
                          Dependent Variable: rse
Parameter Estimates
                          Parameter       Standard
    Variable     DF       Estimate          Error    t Value    Pr > |t|
    Intercept     1        0.03666        0.00679       5.40      0.0029
    cecm          1       -0.00142     0.00033593      -4.22      0.0083
       Regression Analysis of inverse of specific energy-Measured CEC
               Plot of rrse*cecm.  Symbol is value of order.
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 NOTE: 5 obs had missing values.
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Plot of rrse*prse.  Symbol is value of order.
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Plot of rse*cecm.  Legend: A = 1 obs, B = 2 obs, etc.
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NOTE: 5 obs had missing values.
       Regression Analysis of inverse of Specific Energy-Measured CEC
Pearson Correlation Coefficient of Inverse of Specific Energy and Measure CE
                             The CORR Procedure
                        1 With Variables:    cecm
                        1      Variables:    rse
                             Simple Statistics
       Variable           N          Mean       Std Dev           Sum
       cecm              12      18.08333       4.35803     217.00000
       rse                7       0.00808       0.00299       0.05653
                             Simple Statistics
                    Variable       Minimum       Maximum
                    cecm          10.00000      24.00000
                    rse            0.00522       0.01341
       Regression Analysis of inverse of Specific Energy-Measured CEC
Pearson Correlation Coefficient of Inverse of Specific Energy and Measure CE
                             The CORR Procedure
                      Pearson Correlation Coefficients
                         Prob > |r| under H0: Rho=0
                           Number of Observations
                                            rse
                             cecm      -0.88379
                                         0.0083
                                              7
133
Regression Analysis of Depth of cut-Measured CEC
The REG Procedure
                               Model: MODEL1
                          Dependent Variable: dc
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1       0.00621       0.00621     18.35   0.0052
 Error                    6       0.00203    0.00033877
 Corrected Total          7       0.00825
           Root MSE              0.01841    R-Square     0.7535
           Dependent Mean        0.06613    Adj R-Sq     0.7125
           Coeff Var            27.83148
Regression Analysis of Depth of cut-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: dc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   Intercept     1        0.41338        0.08133       5.08      0.0023
   cecm          1       -0.01725        0.00403      -4.28      0.0052
             Regression Analysis of Depth of cut-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: dc
                             Output Statistics
               Dep Var   Predicted      Std Error
       Obs          dc       Value   Mean Predict        99% CL Mean
         1           .      0.2408         0.0413      0.0877      0.3940
         2           .      0.2063         0.0334      0.0826      0.3301
         3           .      0.1718         0.0255      0.0772      0.2664
         4           .      0.1373         0.0178      0.0711      0.2035
         5      0.1264      0.1201         0.0142      0.0675      0.1726
         6      0.0379      0.0510       0.007401      0.0236      0.0785
         7      0.0362      0.0165         0.0133     -0.0327      0.0658
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         8      0.0399      0.0510       0.007401      0.0236      0.0785
         9      0.0425      0.0683       0.006527      0.0441      0.0925
        10      0.0590      0.0683       0.006527      0.0441      0.0925
        11      0.0860      0.0683       0.006527      0.0441      0.0925
        12      0.1012      0.0855       0.007930      0.0561      0.1149
        13           .      0.0165         0.0133     -0.0327      0.0658
        14           .   -0.000728         0.0169     -0.0634      0.0620
             Regression Analysis of Depth of cut-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: dc
                             Output Statistics
                   Obs       99% CL Predict         Residual
                     1      0.0732       0.4085            .
                     2      0.0650       0.3476            .
                     3      0.0552       0.2885            .
                     4      0.0423       0.2324            .
                     5      0.0339       0.2062     0.006370
                     6     -0.0225       0.1246      -0.0132
                     7     -0.0676       0.1007       0.0197
                     8     -0.0225       0.1246      -0.0111
                     9   -0.004112       0.1407      -0.0258
                    10   -0.004112       0.1407    -0.009312
                    11   -0.004112       0.1407       0.0177
                    12      0.0112       0.1598       0.0156
                    13     -0.0676       0.1007            .
                    14     -0.0934       0.0919            .
Sum of Residuals                           0
               Sum of Squared Residuals             0.00203
               Predicted Residual SS (PRESS)        0.00411
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      Regression Analysis of Depth of Cut-Measured CEC
           Scatter plot of Analysis of Depth of Cut-Measured CEC
           Plot of dc*cecm.  Legend: A = 1 obs, B = 2 obs, etc.
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NOTE: 6 obs had missing values.
              Regression Analysis of Depth of Cut-Measured CEC
           Scatter plot of Analysis of Depth of Cut-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: dc
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1       0.00621       0.00621     18.35   0.0052
 Error                    6       0.00203    0.00033877
 Corrected Total          7       0.00825
           Root MSE              0.01841    R-Square     0.7535
           Dependent Mean        0.06613    Adj R-Sq     0.7125
           Coeff Var            27.83148
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    Regression Analysis of Depth of Cut-Measured CEC
           Scatter plot of Analysis of Depth of Cut-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: dc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   Intercept     1        0.41338        0.08133       5.08      0.0023
   cecm          1       -0.01725        0.00403      -4.28      0.0052
              Regression Analysis of Depth of Cut-Measured CEC
           Scatter plot of Analysis of Depth of Cut-Measured CEC
               Plot of rdc*cecm.  Symbol is value of order.
     0.02 ˆ                                                      4
          ‚                                      9   8
          ‚
          ‚
          ‚                              1
  R       ‚
  e  0.00 ˆ
  s       ‚
  i       ‚
  d       ‚                                          7   5
  u       ‚                                              3
  a       ‚
  l -0.02 ˆ
          ‚
          ‚                                          6
          ‚
          ‚
          ‚
    -0.04 ˆ
          Šƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒƒˆƒƒ
            10  11  12  13  14  15  16  17  18  19  20  21  22  23  24
                                       cecm
NOTE: 6 obs had missing values.
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              Regression Analysis of Depth of Cut-Measured CEC
           Scatter plot of Analysis of Depth of Cut-Measured CEC
                Plot of rdc*pdc.  Symbol is value of order.
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NOTE: 6 obs had missing values.
             Regression Anallysis of depth of cut-Measured CEC
       Pearson Correlation Coefficient of depth of cut-Measured CEC
                            The CORR Procedure
                        1 With Variables:    cecm
                        1      Variables:    dc
                            Simple Statistics
      Variable           N          Mean       Std Dev           Sum
      cecm              14      18.57143       4.23746     260.00000
      dc                 8       0.06613       0.03433       0.52906
                            Simple Statistics
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                   Variable       Minimum       Maximum
                   cecm          10.00000      24.00000
                   dc             0.03620       0.12642
             Regression Anallysis of depth of cut-Measured CEC
       Pearson Correlation Coefficient of depth of cut-Measured CEC
                            The CORR Procedure
                     Pearson Correlation Coefficients
                        Prob > |r| under H0: Rho=0
                          Number of Observations
                                            dc
                            cecm      -0.86807
                                        0.0052
                                             8
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Regression Analysis of ROP-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: rop
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1     713.54863     713.54863     21.89   0.0054
 Error                    5     162.95331      32.59066
 Corrected Total          6     876.50194
           Root MSE              5.70882    R-Square     0.8141
           Dependent Mean       33.63693    Adj R-Sq     0.7769
           Coeff Var            16.97189
                 Regression Analysis of ROP-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: rop
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   Intercept     1      189.41161       33.36122       5.68      0.0024
   cecm          1       -7.90161        1.68869      -4.68      0.0054
                 Regression Analysis of ROP-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: rop
                             Output Statistics
               Dep Var   Predicted      Std Error
       Obs         rop       Value   Mean Predict        99% CL Mean
         1           .    110.3955        16.5457     43.6807    177.1103
         2           .     94.5922        13.2045     41.3496    147.8349
         3           .     78.7890         9.8880     38.9193    118.6587
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         4     51.9581     55.0842         5.0661     34.6570     75.5113
         5     19.8892     23.4777         3.0610     11.1353     35.8202
         6     23.6304     23.4777         3.0610     11.1353     35.8202
         7     24.5329     31.3793         2.2110     22.4642     40.2945
         8     31.2248     31.3793         2.2110     22.4642     40.2945
         9     38.9998     31.3793         2.2110     22.4642     40.2945
        10     45.2233     39.2809         2.4720     29.3135     49.2484
        11           .     15.5761         4.4220     -2.2542     33.4064
Output Statistics
Obs       99% CL Predict         Residual
                     1     39.8212     180.9698            .
                     2     36.5867     152.5978            .
                 Regression Analysis of ROP-Measured CEC
The REG Procedure
                               Model: MODEL1
                         Dependent Variable: rop
Output Statistics
Obs       99% CL Predict         Residual
                     3     32.7514     124.8266            .
                     4     24.3086      85.8597      -3.1261
                     5     -2.6413      49.5967      -3.5885
                     6     -2.6413      49.5967       0.1527
                     7      6.6944      56.0642      -6.8464
                     8      6.6944      56.0642      -0.1545
                     9      6.6944      56.0642       7.6204
                    10     14.1968      64.3651       5.9424
                    11    -13.5406      44.6928            .
               Sum of Residuals                           0
               Sum of Squared Residuals           162.95331
               Predicted Residual SS (PRESS)      440.59904
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   Regression Analysis of ROP-Measured CEC
                     Scatter Plot of ROP-Measured CEC
           Plot of rop*cecm.  Legend: A = 1 obs, B = 2 obs, etc.
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NOTE: 4 obs had missing values.
                  Regression Analysis of ROP-Measured CEC
                     Scatter Plot of ROP-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: rop
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1     713.54863     713.54863     21.89   0.0054
 Error                    5     162.95331      32.59066
 Corrected Total          6     876.50194
           Root MSE              5.70882    R-Square     0.8141
           Dependent Mean       33.63693    Adj R-Sq     0.7769
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           Coeff Var            16.97189
                 Regression Analysis of ROP-Measured CEC
                     Scatter Plot of ROP-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: rop
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   Intercept     1      189.41161       33.36122       5.68      0.0024
   cecm          1       -7.90161        1.68869      -4.68      0.0054
                  Regression Analysis of ROP-Measured CEC
                     Scatter Plot of ROP-Measured CEC
       Plot of rrop*cecm.  Symbol is value of order.
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NOTE: 4 obs had missing values.
                  Regression Analysis of ROP-Measured CEC
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                     Scatter Plot of ROP-Measured CEC
               Plot of rrop*prop.  Symbol is value of order.
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NOTE: 4 obs had missing values.
                  Regression Analysis of ROP-Measured CEC
                Pearson Correlation Coefficient of ROP-CEC
                            The CORR Procedure
                        1 With Variables:    cecm
                        1      Variables:    rop
                            Simple Statistics
      Variable           N          Mean       Std Dev           Sum
      cecm              11      17.81818       4.04520     196.00000
      rop                7      33.63693      12.08651     235.45854
                            Simple Statistics
                   Variable       Minimum       Maximum
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                   cecm          10.00000      22.00000
                   rop           19.88918      51.95810
                  Regression Analysis of ROP-Measured CEC
                Pearson Correlation Coefficient of ROP-CEC
                            The CORR Procedure
                     Pearson Correlation Coefficients
                        Prob > |r| under H0: Rho=0
                          Number of Observations
                                           rop
                            cecm      -0.90227
                                        0.0054
                                             7
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Regression Analysis of Force Ratio-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: fr
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1       0.32741       0.32741      9.98   0.0251
 Error                    5       0.16410       0.03282
 Corrected Total          6       0.49151
           Root MSE              0.18116    R-Square     0.6661
           Dependent Mean        2.54974    Adj R-Sq     0.5994
           Coeff Var             7.10515
              Regression Analysis of Force Ratio-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: fr
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   Intercept     1        5.07345        0.80196       6.33      0.0015
   cecm          1       -0.12529        0.03967      -3.16      0.0251
              Regression Analysis of Force Ratio-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: fr
                             Output Statistics
               Dep Var   Predicted      Std Error
       Obs          fr       Value   Mean Predict        99% CL Mean
         1           .      3.8205         0.4081      2.1749      5.4662
         2           .      3.5700         0.3302      2.2386      4.9013
         3           .      3.3194         0.2531      2.2988      4.3400
         4           .      3.0688         0.1780      2.3509      3.7867
         5      2.9939      2.9435         0.1422      2.3700      3.5170
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         6      2.6084      2.4423         0.0765      2.1341      2.7506
         7      2.2306      2.1918         0.1324      1.6578      2.7257
         8      2.4235      2.4423         0.0765      2.1341      2.7506
         9      2.5644      2.5676         0.0687      2.2906      2.8447
        10      2.2220      2.5676         0.0687      2.2906      2.8447
        11      2.8055      2.6929         0.0821      2.3618      3.0241
                             Output Statistics
                   Obs       99% CL Predict         Residual
                     1      2.0201       5.6210            .
                     2      2.0514       5.0886            .
              Regression Analysis of Force Ratio-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: fr
                             Output Statistics
                   Obs       99% CL Predict         Residual
                     3      2.0643       4.5745            .
                     4      2.0446       4.0930            .
                     5      2.0148       3.8722       0.0504
                     6      1.6495       3.2352       0.1661
                     7      1.2870       3.0966       0.0388
                     8      1.6495       3.2352      -0.0189
                     9      1.7864       3.3489    -0.003280
                    10      1.7864       3.3489      -0.3456
                    11      1.8909       3.4950       0.1125
               Sum of Residuals                           0
               Sum of Squared Residuals             0.16410
               Predicted Residual SS (PRESS)        0.24856
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              Regression Analysis of Force Ratio-Measured CEC
                 Scatter Plot of Force Ratio-Measured CEC
           Plot of fr*cecm.  Legend: A = 1 obs, B = 2 obs, etc.
  fr ‚
3.00 ˆ                                    A
     ‚
     ‚
     ‚                                              A
2.75 ˆ
     ‚
     ‚                                                        A
     ‚                                                   A
2.50 ˆ
     ‚                                                        A
     ‚
     ‚
2.25 ˆ                                                   A              A
     ‚
     ‚
     ‚
2.00 ˆ
     ‚
     Šƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒƒƒˆƒƒ
      10   11   12   13   14   15   16   17   18   19   20   21   22   23
                                      cecm
NOTE: 4 obs had missing values.
              Regression Analysis of Force Ratio-Measured CEC
                 Scatter Plot of Force Ratio-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: fr
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1       0.32741       0.32741      9.98   0.0251
 Error                    5       0.16410       0.03282
 Corrected Total          6       0.49151
           Root MSE              0.18116    R-Square     0.6661
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           Dependent Mean        2.54974    Adj R-Sq     0.5994
           Coeff Var             7.10515
              Regression Analysis of Force Ratio-Measured CEC
                 Scatter Plot of Force Ratio-Measured CEC
                             The REG Procedure
                               Model: MODEL1
                          Dependent Variable: fr
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   Intercept     1        5.07345        0.80196       6.33      0.0015
   cecm          1       -0.12529        0.03967      -3.16      0.0251
              Regression Analysis of Force Ratio-Measured CEC
                 Scatter Plot of Force Ratio-Measured CEC
               Plot of rfr*cecm.  Symbol is value of order.
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NOTE: 4 obs had missing values.
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              Regression Analysis of Force Ratio-Measured CEC
                 Scatter Plot of Force Ratio-Measured CEC
                Plot of rfr*pfr.  Symbol is value of order.
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NOTE: 4 obs had missing values.
              Regression Analysis of Force Ratio-Measured CEC
        Pearson Correlation Coefficient of Force Ratio-Measured CEC
                            The CORR Procedure
                        1 With Variables:    cecm
                        1      Variables:    fr
                            Simple Statistics
      Variable           N          Mean       Std Dev           Sum
      cecm              11      17.54545       4.13192     193.00000
      fr                 7       2.54974       0.28621      17.84819
                            Simple Statistics
                   Variable       Minimum       Maximum
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                   cecm          10.00000      23.00000
                   fr             2.22203       2.99387
              Regression Analysis of Force Ratio-Measured CEC
        Pearson Correlation Coefficient of Force Ratio-Measured CEC
                            The CORR Procedure
                     Pearson Correlation Coefficients
                        Prob > |r| under H0: Rho=0
                          Number of Observations
                                            fr
                            cecm      -0.81617
                                        0.0251
                                             7
151
APPENDIX D
SAS OUTPUT OF REGRESSION ANALYSIS FOR VALIDATION OF MODELS
MI622#6
                   New LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
            NOTE: No intercept in model. R-Square is redefined.
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    6745.44193    6745.44193   1553.81   <.0001
 Error                   19      82.48330       4.34123
 Uncorrected Total       20    6827.92523
           Root MSE              2.08356    R-Square     0.9879
           Dependent Mean       18.34753    Adj R-Sq     0.9873
           Coeff Var            11.35608
                                  MI622#6
                   New LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   cecm          1        1.02768        0.02607      39.42      <.0001
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BH-1
                   New LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
            NOTE: No intercept in model. R-Square is redefined.
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    2739.95784    2739.95784    936.76   <.0001
 Error                   27      78.97282       2.92492
 Uncorrected Total       28    2818.93066
           Root MSE              1.71024    R-Square     0.9720
           Dependent Mean        9.61525    Adj R-Sq     0.9709
           Coeff Var            17.78675
                                   BH-1
                   New LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   cecm          1        0.91622        0.02994      30.61      <.0001
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MI622#6
                 Perfect Shale model CEC vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
            NOTE: No intercept in model. R-Square is redefined.
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    6402.52981    6402.52981   1265.13   <.0001
 Error                   19      96.15436       5.06076
 Uncorrected Total       20    6498.68417
           Root MSE              2.24961    R-Square     0.9852
           Dependent Mean       17.92133    Adj R-Sq     0.9844
           Coeff Var            12.55271
                                 MI622#6
                 Perfect Shale model CEC vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   cecm          1        1.00121        0.02815      35.57      <.0001
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BH-1
                 Perfect Shale model CEC vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
            NOTE: No intercept in model. R-Square is redefined.
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    1725.37639    1725.37639    159.77   <.0001
 Error                   27     291.58429      10.79942
 Uncorrected Total       28    2016.96068
           Root MSE              3.28625    R-Square     0.8554
           Dependent Mean        7.74666    Adj R-Sq     0.8501
           Coeff Var            42.42147
                                   BH-1
                 Perfect Shale model CEC vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   cecm          1        0.72706        0.05752      12.64      <.0001
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MI622#6
                  Early LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
            NOTE: No intercept in model. R-Square is redefined.
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1    3014.66012    3014.66012   1270.05   <.0001
 Error                   19      45.09945       2.37366
 Uncorrected Total       20    3059.75957
           Root MSE              1.54067    R-Square     0.9853
           Dependent Mean       12.24816    Adj R-Sq     0.9845
           Coeff Var            12.57877
                                  MI622#6
                  Early LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   cecm          1        0.68702        0.01928      35.64      <.0001
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BH-1
                   Early LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
            NOTE: No intercept in model. R-Square is redefined.
                           Analysis of Variance
                                   Sum of          Mean
 Source                  DF       Squares        Square   F Value   Pr > F
 Model                    1     480.14748     480.14748     67.91   <.0001
 Error                   27     190.89762       7.07028
 Uncorrected Total       28     671.04510
           Root MSE              2.65900    R-Square     0.7155
           Dependent Mean        4.21416    Adj R-Sq     0.7050
           Coeff Var            63.09682
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                   Early LSU shaly sand model vs. Measured CEC
                             The REG Procedure
                               Model: MODEL1
                         Dependent Variable: cecc
                           Parameter Estimates
                        Parameter       Standard
   Variable     DF       Estimate          Error    t Value    Pr > |t|
   cecm          1        0.38354        0.04654       8.24      <.0001
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