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In this paperwe consider linear Volterra-renewal integral equations (VIEs)whose solutions
depend on a space variable, via a map transformation. We investigate the asymptotic
properties of the solutions, and study the asymptotic stability of a numerical method based
ondirect quadrature in time and interpolation in space.We show its properties through test
examples.
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1. Introduction
In this paper we deal with integral equations of the type
u(x, t) = f (x, t)+
 t
0
k(t − η) u(g(x, t, η), η) dη, (1)
with t > 0, x ∈ Ω := [a, b], where k(t) ≥ 0, f (x, t) ≥ 0 and g(x, t, η) are known continuous functions. These equations are
of Volterra type with respect to t and also depend on the space variable x, through the continuous time-dependent mapping
function (or flux) g : [a, b]×[0,∞)×[0,∞)→ [a, b]. Eq. (1) is a ‘model equation’ for distribution probability functions of a
class of piecewise deterministic processes (PDPs) [1], that is a deterministic motion that results from the action of a discrete
semi-Markov process [2]. The function k(t − η) summarizes the memory of the process and g(x, t, η) is a deterministic
transport. Indeed, Eq. (1) is an alternative and simplified formulation of the Liouville master equation, i.e. a generalized
form of the Fokker–Planck–Kolmogorov equation, used in [3,4] for PDPs. In fact, let us consider Eq. (1.1) of Ref. [3]:
∂tFs(x, ξ , t)+ As(x)∂xFs(x, ξ , t)+ ∂ξ Fs(x, ξ , t) = −λs(ξ)Fs(x, ξ , t) (2)
and the non-local boundary condition of Eq. (1.3) of Ref. [3]:
Fs(x, 0, t) =

j
qsj
 t
0
Fj(x, ξ , t)λj(ξ)dξ . (3)
Briefly, Fs(x, ξ , t) represents the marginal distribution function, for the statistical description of a PDP with s = 1, . . . , S
states. If we consider the one-state case, i.e. F ≡ Fs, then Eq. (2) is an hyperbolic partial differential equation. The solution
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can be written in the form
F(x, t − η, t) = u(g(x, t, η), η)k∗(t − η),
where g(x, t, η) and k∗(t − η) are appropriate functions satisfying the conditions g(x, t, t) = x and k∗(0) = 1, such that
F(x, 0, t) = u(x, t), and k(t − η) = k∗(t − η)λ(t − η). If we substitute this form of F into Eq. (3) and add a known term
f (x, t), we get an integral equation of the type (1).
Our special interest in (1) is motivated by the fact that it can be applied to the statistical description of quite a large
variety of stochastic dynamics composed of deterministic motion punctuated by random events (PDP). Currently, such
processes have relevance potentially to, tomention but a few examples, research on random telegraph signals [5], statistical
physics [6–9], diffusion [10], biological dispersal [11], and stochastic hybrid systems [12].
The paper [13] proves a basic theorem for the existence and uniqueness of the solution for Eq. (1) when the time interval
I := [0, T ] is finite and proposes a numerical method based on quadrature in time and interpolation in space.
Here we investigate the asymptotic behavior of the solution and study the asymptotic stability of the numerical method.
The asymptotic behavior of VIEs is fundamentally characterized from the Paley–Wiener (PW) theorem [14]. Nevertheless
the present Volterra integral equation has the special requirement that
∞
0 k(t) dt = 1, in which case the PW theorem
cannot be applied. Examples of extensions of the PW theorem to the present case can be found in [14–16].
Kernels of this type derive from renewal processes, a well investigated subject in the field of stochastic processes. In fact,
semi-Markov processes are related to renewal processes and we note that, if we neglect the dependence on x and on the
flux function g , Eq. (1) has the form of a renewal equation. The literature on renewal type equations is wide and extensive
and, also in recent years, they have been subject of investigation, both from an analytical [17,18] and from a numerical [19]
point of view, especially when the integral involved is of Lebesgue–Stieltjes type. This case is typical in stochastic processes,
where the probability measure may have both discrete and continuous components. Here, we restrict the analysis to the
case where the probability measure is absolutely continuous. In order to study the asymptotic behavior of Eq. (1) and its
discrete counterpart, we report some known results on renewal VIEs. Furthermore, in Section 2.2 we carry out analogous
investigation on the discrete VIEs obtained by a direct quadrature (DQ) method with convolution weights and we propose
a normalized version which shows a stable behavior. In Section 3 numerical experiments are shown. Finally, in Section 4
some concluding remarks are reported.
2. Asymptotic analysis
In this sectionweprove that the solution of Eq. (1), and its discrete counterpart obtainedby aDQmethodwith convolution
weights, under appropriate assumptions on the known functions, is bounded as t →∞.
From now on we will make the following assumptions on the given functions involved in Eq. (1):
(h1) f (x, t) ∈ C(Ω × R+) ∩ L1(Ω × R+) and
∞
0 |f (x, t)|dt < α <∞, ∀x ∈ Ω;
(h2) k(t) ∈ C(R+) ∩ L1(R+)with k(t) ≥ 0, for t ≥ 0,
∞
0 k(t)dt = 1;
(h3)
∞
0 t k(t)dt = µ > 0.
Our starting point is the well known Basic Renewal Theorem [17–19] for the asymptotic value of the solution to the renewal
equation. The most general version of such theorem is given in terms of Lebesgue–Stieltjes integrals, that includes also the
discrete measure. Here, we deal with absolutely continuous measures and report, in this case, a proof of the theorem based
on the technique of the Laplace transform, which will be useful in the following, where a similar technique will be used in
the discrete case.
2.1. The continuous case
In what follows we will abbreviate the symbol f (x, t) in Eq. (1), where there is no ambiguity, as f (t).
Lemma 1 (Basic Renewal Theorem). Let (h2) and (h3) hold. Furthermore, let f = f (t) be an assigned function such that
(1) f (t) ∈ C(R+) ∩ L1(R+), with f (t) ≥ 0 for t ≥ 0, ∞0 f (t)dt = α > 0.
Then, the solutionw(t) to the Volterra integral equation
w(t) = f (t)+
 t
0
k(t − z)w(z)dz (4)
is bounded on R+, and limt→∞w(t) = α/µ.
Proof. The solution w(t) of the above equation exists uniquely for each finite interval t ∈ I . Let F(s) = ∞0 e−st f (t) dt and
K(s) = ∞0 e−stk(t) dt denote the Laplace transforms of f (t) and k(t) respectively. They are defined in the half-plane of C
such that Re(s) ≥ 0, since f (t), k(t) ∈ L1(R+). Moreover, we have |K(s)| < 1 for Re(s) > 0.
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From the Laplace transform of the integral equation, we get
W (s) = F(s)
1− K(s) for Re(s) > 0,
where W (s) is the Laplace transform of the solution. K(s) is analytical and holomorphic in the right complex semi-plane,
so it admits Taylor series expansion around s = 0 with Re(s) ≥ 0: K(s) = 1 − µs + o(s). Now since, from the hypothesis
on k(t), we have: (i) there are no roots of 1 − K(s) for Re(s) > 0, and (ii) s = 0 is a single pole for (1 − K(s))−1, from the
Tauberian final value theorem we know that lims→0 sW (s) = limt→∞w(t). From F(0) = α and
lim
s→0 sW (s) = lims→0
sF(s)
1− K(s)
we get the result. 
Corollary 2. Assume that the hypotheses of Lemma 1 are satisfied. Furthermore, assume that f (t) is asymptotically decreasing.
Then,
lim
t→∞
 t
0
r(t − z) f (z)dz = α/µ,
where r(t) is the resolvent kernel for Eq. (4).
Proof. The solutionw(t) of the linear Volterra convolution equation (4) can be expressed asw(t) = f (t)+ t0 r(t−z) f (z)dz,
where r(t) is the resolvent kernel for Eq. (4), which is continuous [20]. Since f (t) is integrable and regular on R+, it is
asymptotically vanishing; thus, for Lemma 1, we see that limt→∞
 t
0 r(t − z) f (z)dz = limt→∞w(t) = α/µ. 
Remark 3. In our model, k(t) is a probability density function for the distribution of the random time intervals of the
underlying semi-Markov process, whose integral over all positive time is equal to 1. µ = ∞0 t k(t) dt represents the mean
value of the time intervals.
Remark 4. Lemma 1 remains true if f (t) is both not ∈ L1(R+) and not non-negative, but it is such that ∞0 f (t)dt = α <∞
and Laplace transformable.
We can now prove the following theorem for the boundedness of the solution of Eq. (1).
Theorem 5. Let (h1), (h2) and (h3) hold for f (x, t) and k(t). Furthermore, assume that maxx∈ω |f (x, t)| is asymptotically
decreasing. Then for the solution of Eq. (1), we have limt→∞maxx∈Ω |u(x, t)| <∞.
Proof. The solution u(x, t) exists, as proved in [13], for each finite interval t ∈ I . Letting u¯(t) = maxx∈Ω |u(x, t)|, we note
that the presence of the map g does not affect the maximum of |u(x, t)|. Set f¯ (t) = maxx∈Ω |f (x, t)|: it is well defined
because f is continuous in the bounded setΩ and it is f¯ (t) ∈ L1(R+). Then from Eq. (1) we get
|u(x, t)| ≤ f¯ (t)+
 t
0
k(t − z)u¯(z)dz
for all x ∈ Ω . Therefore,
u¯(t) ≤ f¯ (t)+
 t
0
k(t − z)u¯(z)dz.
Since f¯ and k are non-negative, we can write
u¯(t) ≤ f¯ (t)+
 t
0
r(t − z)f¯ (z)dz
[21, p. 80, Theorem 2.1.16], where r(t) is the resolvent for k(t). Finally, by using the Corollary 2, for the asymptotic time
limit we obtain
lim
t→∞ u¯(t) ≤ limt→∞
 t
0
r(t − z)f¯ (z)dz <∞. 
2.2. The discrete case
Asymptotic stability for the discrete Volterra equation with a map, solved by using exact arithmetic, can be analyzed by
a similar technique. Here, we use the classical s-step DQ [20] method with convolution weights ωn−j which yields
um,n = fm,n + τ
n
j=0
ωn−jk(tn − tj)
l2
l=l1
Ll(g(xm, tn, tj))ul,j, m = 1, . . . ,M (5)
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for n ≥ s, where Ll(x) denotes the lth Lagrange fundamental polynomial associated with the l2 − l1 + 1 distinct
nodes xl1 , . . . , xl2 , um,n represents an approximation to the exact solution u of (1) at point (xm, tn) and um,0 = fm(0),
um,1, . . . , um,s−1 are given. From now on we assume that ωj > 0, for all j.
Lemma 6. Let the hypotheses (h2) and (h3) on k(t) and hypothesis (1) of Lemma 1 on f (t) hold. Moreover, assume that k(t)
and f (t) are asymptotically decreasing. Consider the discrete Volterra integral equation on the meshMτ := {tn = nτ , n ∈ Z+},
wn = fn + τ
n
j=0
ωn−jkn−jwj, n ≥ s, (6)
wherew0 = f0, w1, . . . , ws−1 are given starting values,ωn−j are the weights of a convolution quadrature formula of order p, and
fn = f (tn), kn−j = k(tn − tj) for j ≤ n, and tn, tj ∈ Mτ . Assume that ωj > 0 for all j ≥ 0 and τ is chosen in a such way that
∃n > 0 : kn > 0. Define ϕ(τ) := 1− τ+∞n=0 ωnkn, ψ(τ) := µ− τ 2∞n=1 nωnkn and
ϵ(τ ) =
 ∞
0
f (t)dt − τ f˜ (1), (7)
where f˜ (z) =∞n=0 fnz−n is the z-transform of the sequence fn. Then one of the following three cases holds:
(a) If ϕ(τ) = 0 then limn→∞wn = (α − ϵ(τ ))/(µ− ψ(τ)) is finite.
(b) If ϕ(τ) > 0 then limn→∞wn = 0.
(c) If ϕ(τ) < 0 thenwn is not asymptotically convergent as n →∞.
Proof. Applying the formal z-transform of the sequencewn,
w˜(z) =
∞
n=0
wnz−n,
to Eq. (6), we are led to
w˜(z) = f˜ (z)+ τ
∞
n=0
n
j=0
ωn−jkn−jwjz−n.
Settingm = n− j and changing the order of summation [22] we obtain
w˜(z) = f˜ (z)+ τ
∞
j=0
wjz−j
∞
m=0
ωmkmz−m,
that is,
w˜(z) = f˜ (z)+ τw˜(z)kˆ(z), (8)
where kˆ(z) =∞m=0 kˆmz−m with kˆm = ωmkm.
Consider
∞
n=0 ωnkn: this series converges because (ωn) belongs to l∞ and (kn) to l1, since k(t) is a monotonic decreasing
function. Hence,
ϕ(τ) =
 +∞
0
k(t)dt − τ
+∞
n=0
ωnkn = 1− τ
+∞
n=0
ωnkn (9)
is well defined. Furthermore, it is clear [23, p. 240] that, since (kn)∞0 belongs to l1, kˆ(z) is an analytic function for |z| ≥ 1.
Thus, |τ kˆ(z)| < 1− ϕ(τ), for |z| > 1 and for any τ fixed and positive (because, from (9), τ kˆ(1) = 1− ϕ(τ)). The remaining
part of the proof depends on the sign of ϕ(τ). We distinguish among three different cases: ϕ(τ) Q 0.
(a) ϕ(τ) = 0. In this case τ+∞n=0 kˆn = 1. This is a known result in the field of discrete renewal theory [18]; however we
report here our analysis which relates the behavior of the numerical method to that of the continuous equation. Since
kˆ(z) is analytic, its Taylor series expansion about z = 1 is
τ kˆ(z) = τ kˆ(1)+ τ dkˆ(z)
dz

z=1
(z − 1)+ o((z − 1)2),
where, from the expression for kˆ(z), dkˆ(z)dz

z=1
= −∞m=0 m kˆm.
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It follows from the hypothesis on k(t) and tk(t) that tk(t) is also monotone decreasing and hence (nkˆn)∞0 belongs to
l1, and so we are allowed to define the function ψ(τ) by
ψ(τ) =
 +∞
0
tk(t)dt − τ 2
∞
m=1
m kˆm = µ− τ 2
∞
m=1
m kˆm. (10)
Hence, τ dkˆdz

z=1
= −µ−ψ(τ)
τ
and
τ kˆ(z) = τ kˆ(1)− µ− ψ(τ)
τ
(z − 1)+ o((z − 1)2). (11)
Since |τ kˆ(z)| < 1 for |z| > 1, there are no poles in that region, so from (8) we can write
w˜(z) = f˜ (z)
1− τ kˆ(z) , |z| > 1, (12)
and then, by using (11),
w˜(z) = f˜ (z)
µ−ψ(τ)
τ
(z − 1)+ o((z − 1)2) .
From the final value theorem for the z-transform, since (z − 1)w˜(z) has no poles outside the circle |z| > 1,
lim
n→∞wn = limz→1(z − 1)w˜(z) =
τ f˜ (1)
µ− ψ(τ) =
α − ϵ(τ )
µ− ψ(τ) ,
with ϵ(τ ) given in (7), which is well defined since f (t) belongs to L1(R+), and is positive and monotone decreasing.
(b) ϕ(τ) > 0. Then τ kˆ(1) = 1− ϕ(τ) and thus |τ kˆ(z)| < 1− ϕ(τ) < 1 for |z| > 1 and for any fixed, positive τ . In this case
we can use the discrete Paley–Wiener theorem in [22, Theorem 4.1] and show that limn→+∞wn = 0. Here, proceeding
along the lines of the proof of item (a), we get
τ kˆ(z) = 1− ϕ(τ)− µ− ψ(τ)
τ
(z − 1)+ o((z − 1)2),
and thus
w˜(z) = f˜ (z)
ϕ(τ )+ µ−ψ(τ)
τ
(z − 1)+ o((z − 1)2) . (13)
Hence,
lim
n→∞wn = limz→1(z − 1)w˜(z) = 0.
This last result depends on the presence of the function ϕ(τ) defined in (9) which has a finite value for any fixed τ > 0.
(c) ϕ(τ) < 0. In this case 1 − ϕ(τ) > 1, and it can happen that, for a certain z with |z| > 1, τ kˆ(z) = 1, and so (12) has a
pole for |z| > 1; therefore the serieswn does not converge. 
Remark 7. This last result is quite singularwhen compared to the classical continuous and discrete Paley–Wiener theorems.
As a matter of fact, we have seen that, while the continuous solution is bounded (under suitable assumptions), the discrete
one can show different behaviors according to the discretization error ϕ(τ) of
 +∞
0 k(t)dt . This is due to the fact that
here the main assumption of the Paley–Wiener theorem is violated. Hence,
∞
0 k(t)dt = 1 becomes a critical case and
the discretization error plays an important role: if the quadrature formula is exact, then the asymptotic behavior of the
continuous and the numerical solutions is the same; if the error is negative, then the numerical solution tends to zero, and
is not convergent otherwise.
We consider the following normalized discrete Volterra integral equation of Eq. (6) on the meshMτ :
wn = fn + τ
n
j=0
ωn−jk˜n−jwj, n ≥ s, (14)
wherew0 = f0, w1, . . . , ws−1 are given starting values,ωn−j and fn are defined as in (6). Here, k˜n is the normalized sequence
of kn, defined as follows:
k˜n = kn/Q = k(tn)/Q n ≥ 0, where
Q = τ
∞
n=0
ωnk(tn),
(15)
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so τ
∞
n=0 ωnk˜n = 1. We also assume, as in the previous lemma, that ∃n > 0 : k˜n > 0. We note that Q = Q (τ ) represents
a perturbation of the kernel that is of order at least τ .
Alternatively, one can normalizeωn instead of kn, n ≥ 0: in this case the problemdoes not change and the normalizations
ofωn represent the convolutionweights of a problemdependent quadrature formula. In otherwords, the quadrature formula
is made to be exact on the kernel k(t). All the discussion that follows remains valid as long as in (14) ωn−j is replaced by
ω˜n−j = ωn−j/Q and the tilde on k˜n−j is removed.
The following lemma is a discrete version of the Basic Renewal Theorem [18].
Lemma 8. Let the hypotheses (h2) and (h3) on k(t) and hypothesis (1) of Lemma 1 on f (t) hold. Moreover, assume that k(t)
and f (t) are asymptotically decreasing. Further, let k˜n be the discrete kernel defined in Eq. (15). Then there exists µ˜τ > 0 such
that for the solution of the discrete integral equation of Eq. (14),
lim
n→∞wn = w¯τ =
α − ϵ(τ )
µ˜τ
,
where ϵ(τ ) is given in (7).
Proof. Take the formal z-transform ofwn:
w˜(z) =
∞
n=0
wnz−n.
By applying it to Eq. (14), we find
w˜(z) = f˜ (z)+ τ
∞
n=0
n
j=0
ωn−jk˜n−jwjz−n.
Lettingm = n− j and changing the order of summation [22] we obtain
w˜(z) = f˜ (z)+ τ
∞
j=0
wjz−j
∞
m=0
ωmk˜mz−m,
that is,
w˜(z) = f˜ (z)+ τw˜(z)kˆ(z),
where kˆ(z) = ∞m=0 kˆmz−m, with kˆm = ωmk˜m. The sequence k˜m ∈ l1 and τ kˆ(1) = 1 by hypothesis, so |τ kˆ(z)| < 1 for |z|
> 1. Hence we can write
w˜(z) = f˜ (z)
1− τ kˆ(z) for |z| > 1. (16)
Since |τ kˆ(1)| = 1, kˆ(z) is analytical for all |z| ≥ 1. Therefore it admits the Taylor expansion around 1,
τ kˆ(z) = τ kˆ(1)+ τ dkˆ(z)
dz

z=1
(z − 1)+ o((z − 1)2),
where
dkˆ(z)
dz

z=1
= −
∞
n=0
nωnk˜n = − µ˜τ
τ 2
,
and µ˜τ = τ 2∞n=0 nωnk˜n > 0, since from ∞0 t k(t)dt = µ > 0, k(t) ∈ C1(R+) and a suitable choice for τ , we see that
there exists at least one value of n ≥ 1 such that kˆn > 0. We can write the power series as
τ kˆ(z) = 1− µ˜τ
τ
(z − 1)+ o((z − 1)2).
Inserting this formula into Eq. (16) it follows that
w˜(z) = f˜ (z)
µ˜τ
τ
(z − 1)+ o((z − 1)2) ,
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and so, from the final value theorem for the z-transform,
lim
n→∞wn = limz→1(z − 1)w˜(z) =
τ f˜ (1)
µ˜τ
= w¯τ .
Finally, recalling the definition of the z-transform, we arrive at ∞
0
f (t) dt = τ f˜ (1)+ ϵ(τ ) = α,
and
w¯τ = α − ϵ(τ )
µ˜τ
. 
Remark 9. In order to compare the previous result with that of Lemma 1, we relateµ and µ˜τ . We haveµ =
∞
0 t k(t) dt =
τ 2
∞
n=0 nknωn + O(τ p+1) = Q τ 2
∞
n=0 nk˜nωn + O(τ p+1) = Q µ˜τ + O(τ p+1). The asymptotic value of the discrete model
is
w¯τ = Q α − ϵ(τ )
µ− O(τ p+1) . (17)
Furthermore, observe that ϵ(τ ) represents the residual of the Riemann sum approximation to the integral
∞
0 f (t)dt . Since
f (t) is asymptotically monotonic, it is always possible to choose τ small enough to make |ϵ(τ )| ≪ α (see for example [24]).
This allows us to assert that the result stated in Lemma 8 (and hence, (17)) is consistent with the one obtained in Lemma 1
for the continuous case.
Remark 10. The numerical method (5) is convergent in [0, T ], with T < ∞. However, for T → +∞ it does not have an
asymptotic behavior according to the continuous problem. This is due to the critical state of the problemunder consideration
in the present investigation. Since we want to describe the asymptotic behavior of Eq. (4), we modify the discrete Eq. (5) in
such a way as to obtain the critical hypothesis
 +∞
0 k(t)dt = 1 also in the discrete case

τ
∞
n=0 ωnk˜n = 1

. In this way
we are able to obtain an asymptotic value (17) for the discrete solution analogous to that for the continuous solution. The
convergence of the new method (14) is obtained straightforwardly.
Corollary 11. Assume that all the hypotheses of Lemma 8 are satisfied. Then,
lim
n→∞ r˜s,nfs +
n
j=s+1
r˜j,n(fj − fj−1) = w¯τ ,
where w¯τ is given in (17).
Proof. The solutionwn of the discrete Volterra equation (14) can be expressed aswn = r˜s,nfs +nj=s+1 r˜j,n(fj − fj−1), where
r˜j,n is the discrete resolvent from Eq. (14) (see [25,26] and the bibliography therein); from Lemma 8 and Remark 9 we obtain
the result. 
The analysis carried out up to nowwill be useful for proving the following theoremwhich gives a recipe for constructing
a numerical solution for (1) that is bounded whenever the continuous one is bounded.
Boundedness of the solution for the discrete equation. Now, we can prove the following theorem for the boundedness of the
solution to Eq. (5). In order to do so, we use the normalization (15) on Eq. (5), which becomes
um,n = fm,n + τ
n
j=0
ωn−jk˜n−j
l2
l=l1
Ll(g(xm, tn, tj))ul,j, m = 1, . . . ,M. (18)
Theorem 12. Let (h1), (h2) and (h3) hold for f (x, t) and k(t). Furthermore, assume that k(t) and maxx∈ω |f (x, t)| are
asymptotically decreasing. Then the solution of Eq. (18) has the asymptotic property limn→∞maxm=1,...,M |um,n| <∞.
Proof. Let un = maxm=1,...,M |um,n|, u¯n = un/Λr , f¯n = maxm=1,...,M |fm,n|/Λr , where Λr ≥ 1 is the Lebesgue constant
associated with the r + 1 nodes xl1 , . . . , xl2 (see [27] for the definition of the Lebesgue constant); then from Eq. (5) we
get
|um,n|/Λr ≤ f¯n + τ
n
j=0
ωn−jk˜n−juj
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Fig. 1. Asymptotic absolute error versus mesh grid size for problem (19)–(21).
for allm = 1, . . . ,M; therefore,
u¯n ≤ f¯n + τ
n
j=0
ωn−jk˜n−juj.
Nowwe consider the discrete Volterra integral equation un = f¯n+ τnj=0 ωn−jk˜n−juj, where k˜n ≥ 0 for all n ≥ 0. Therefore,
by using the discrete resolvent kernel and the result in [28, Corollary 1.6.1, p. 15] we obtain
u¯n ≤ un = r˜s,n f¯s +
n
j=s+1
r˜j,n(f¯j − f¯j−1), n ≥ 0,
and so the assertion follows from Corollary 11. 
3. Numerical experiments
In this section we illustrate the asymptotic results by solving the following test problem for Eq. (1) with a flux:
g(x, t, η) = x− x2(1− e−(t−η)), (x, t) ∈ ([0, 1] × [0,∞[)× [0,∞[), (19)
with the known function
f (x, t) = e−2t((x− 1)(2x3 + et(−1− x− tx2 + (t − 2)x3))+ x4 sinh(t)) (20)
and the kernel
k(t) = e−t . (21)
We see that the flux g has the properties that the codomain is included into the domain. The known term f is in
C(Ω × R+) ∩ L1(Ω × R+) and also asymptotically decreasing, due to the e−2t that dominates over all other terms. The
kernel k is trivially asymptotically decreasing too. With this setting the solution is
u(x, t) = 1− x2 e−t , (x, t) ∈ ([0, 1] × [0,∞[). (22)
We note that the asymptotic solution is limt→∞ u(x, t) = 1. We use the normalized method (18) with trapezoidal
quadrature weights. In order to show convergence, in Fig. 1 we report the maximum difference between the asymptotic
solution and the numerical solution at the final time T = 6 versus the number of grid points N = 10, 20, 40, 80.
In Fig. 2 we plot the numerical solution for the test with N = 80. Here we see that not only is the numerical solution
bounded, as expected from Theorem 12, but also, for that large T , it approaches the asymptotic value of the exact solution.
Furthermore, in Fig. 3 we plot the exact and numerical solutions at T = 6.
In this second test we set
g(x, t, η) = 1− e−(x−(t−η))2 (23)
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Fig. 2. Numerical solution to the problem (19)–(21).
Fig. 3. Comparison between true and calculated solutions at the final time T = 6 for problem (19)–(21).
as the map, and
f (x, t) = sin(xπ/2)e−(x−t)2 (24)
as the known function. The kernel and the domain are the same as for the previous test and the asymptotical properties are
satisfied too. The numerical solution represented as a surface in Fig. 4 is calculated with a mesh of N = 40 grid points up to
the final time T = 5. From the figure we can observe that the solution converges toward an asymptotic value.
4. Concluding remarks
In this paper we have compared the asymptotic behavior of the solution of a Volterra-renewal integral equation with a
space flux and its discrete counterpart obtained by using a method of direct quadrature in time and interpolation in space.
This analysis has involved the use of renewal theory for continuous and discrete Volterra equations and, consequently, the
construction of a new ‘‘normalized’’ stable method. Numerical experiments show that this method behaves according to the
theoretical results.
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Fig. 4. Numerical solution to problem (23) and (24).
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