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ON THE SOLITON DYNAMICS UNDER SLOWLY VARYING MEDIUM FOR
GENERALIZED KDV EQUATIONS
CLAUDIO MU ˜NOZ C.
ABSTRACT. We consider the problem of existence and global behavior of a soliton in a slowly varying
medium, for a generalized Korteweg - de Vries equations (gKdV). We prove that slowly varying media in-
duce on the soliton dynamics large dispersive effects at large time. Moreover, unlike gKdV equations, we
prove that there is no pure-soliton solution in this regime.
1. INTRODUCTION AND MAIN RESULTS
In this work we consider the following generalized Korteweg-de Vries equation (gKdV) on the real line
ut + (uxx + f(x, u))x = 0, in Rt × Rx. (1.1)
Here u = u(t, x) is a real-valued function, and f : R × R → R a nonlinear function. This equa-
tion represents a mathematical generalization of the Korteweg-de Vries equation (KdV), namely the case
f(x, s) ≡ s2,
ut + (uxx + u
2)x = 0, in Rt × Rx; (1.2)
another physically important case is the cubic one, f(x, s) ≡ s3. In this case, the equation (1.1) is often ref-
ered as the (focusing) modified KdV equation (mKdV). In general, mathematicians denote by generalized
Korteweg-de Vries (gKdV) the following equation
ut + (uxx + u
m)x = 0, in Rt × Rx; m ≥ 2 integer. (1.3)
Concerning the KdV equation, it arises in Physics as a model of propagation of dispersive long waves,
as was pointed out by J. S. Russel in 1834 [42]. The exact formulation of the KdV equation comes from
Korteweg and de Vries (1895) [27]. This equation was re-discovered in a numerical work by N. Zabusky
and M. Kruskal in 1965 [55].
After this work, a great amount of literature has emerged, physical, numerical and mathematical, for
the study of this equation, see for example [6, 23, 51, 43, 42]. This continuous, focused research on the
KdV (and gKdV) equation can be in part explained by some striking algebraic properties. One of the first
properties is the existence of localized, exponentially decaying, stable and smooth solutions called solitons.
Given two real numbers x0 and c > 0, solitons are solutions of (1.3) of the form
u(t, x) := Qc(x− x0 − ct), Qc(s) := c 1m−1Q(c1/2s), (1.4)
and where Q is a explicit Schwartz function satisfying the second order nonlinear differential equation
Q′′ −Q +Qm = 0, Q(x) =
[ m+ 1
2 cosh2( (m−1)2 x)
] 1
m−1
. (1.5)
In particular, this solution represents a solitary wave defined for all time moving to the right without any
change in shape, velocity, etc.
In addition, equation (1.3) remains invariant under space and time translations. From the Noe¨ther
theorem, these symmetries are related to conserved quantities, invariant under the gKdV flow, usually
called mass and energy:
M [u](t) :=
∫
R
u2(t, x) dx =
∫
R
u20(x) dx = M [u](0), (Mass), (1.6)
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and
E[u](t) :=
1
2
∫
R
u2x(t, x) dx−
1
m+ 1
∫
R
um+1(t, x) dx (1.7)
=
1
2
∫
R
(u0)
2
x(x) dx −
1
m+ 1
∫
R
um+10 (x) dx = E[u](0). (Energy)
Let us now review some facts about the gKdV equation (1.3), with m ≥ 2 integer. The Cauchy problem
for equation (1.1) (namely, adding the initial condition u(t = 0) = u0) is locally well-posed for u0 ∈
H1(R) (see Kenig, Ponce and Vega [28]). In the case m < 5, any H1(R) solution is global in time thanks
to the conservation of mass and energy (1.6)-(1.7), and the Galiardo-Nirenberg inequality∫
R
up+1 ≤ K(p)( ∫
R
u2
) p+3
4
( ∫
R
u2x
) p−1
4 . (1.8)
For m = 5, solitons are shown to be unstable and the Cauchy problem for the corresponding gKdV
equation has finite-time blow-up solutions, see [40, 41, 32] and references therein. It is believed that for
m > 5 the situation is the same. Consequently, in this work, we will discard high-order nonlinearities, at
leading order.
In addition, there exists another conservation law, formally valid only for L1(R) solutions:∫
R
u(t, x)dx = constant. (1.9)
The problem to consider in this paper possesses a long and extense physical literature. In the next
subsection we briefly describe the main results concerning the propagation of solitons in slowly varying
medium.
1.1. Statement of the problem, historical review. The dynamical problem of soliton interaction with a
slowly varying medium is by now a classical problem in nonlinear wave propagation. By soliton-medium
interaction we mean, loosely speaking, the following problem: In (1.1), consider a nonlinear function
f = f(t, x, s), slowly varying in space and time, possibly of small amplitude, of the form
f(t, x, s) ∼ sm as x→ ±∞, for all time;
(namely (1.1) behaves like a gKdV equation at spatial infinity.) Consider a soliton solution of the cor-
responding variable coefficient equation (1.1) with this nonlinearity, at some early time. Then we expect
that this solution does interact with the medium in space and time, here represented by the nonlinearity
f(t, x, s). In a slowly varying medium this interaction, small locally in time, may be significantly im-
portant on the long time behavior of the solution. The resulting solution after the interaction is precisely
the object of study. In particular, one considers if any change in size, position, or shape, even creation or
destruction of solitons, after some large time, may be present.
Let us review some relevant works in this direction. After the works of Fermi, Pasta and Ulam [11],
Zabusky and Kruskal [55] (see [42] for a review), where complete integrability was established for KdV
and other equations, a new branch of research emerged to study the dynamics of solitons solutions of KdV
under a slowly varying (in time) medium. Kaup and Newell [25] and after Karpman and Maslov [24]
considered the study of perturbations of integrable equations, in particular, they considered the perturbed
(in time τ ) gKdV equation
uτ + (β(ετ)uxx + α(ετ)u
m)x = 0, m = 2, 3; α, β > 0. (1.10)
This last equation models, for example, the propagation of a wave governed by the KdV equation along a
canal of varying depth, among many other physical situations, see [24, 3] and references therein.
Note that this equation leaves invariant (1.6) and (1.9), but the corresponding energy for this equation
is not conserved anymore. After the transformation t :=
∫ τ
0
β(εs)ds, u˜(t, x) :=
(
α
β
) 1
m−1 (ετ)u(τ, x), the
above equation becomes
u˜t + (u˜xx + u˜
m)x = εγ(εt)u˜, where εγ(εt) :=
1
m− 1∂t
[
log(
α
β
)(ετ(t))
]
. (1.11)
The authors then performed a perturbative analysis of the inverse scattering theory to describe the dynamics
of a soliton (for the integrable equation) in this variable regime. Interestingly enough, the existence of a
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dispersive shelf-like tail behind the soliton was formally described. This phenomena is indeed related to
the lack of energy conservation (1.7) for the equation (1.11).
Subsequently, this problem has been addressed in several other works and for different integrable mod-
els, see for example [26, 12, 13, 14]. Moreover, using inverse-scattering techniques, the production of
a second –small– solitary wave was pointed out in [54], see also [15], but an analytical and satisfactory
mathematical proof of this phenomenon is by now out of reach of the current technology. The reader may
consult e.g. the monograph by Newell [47], pp. 87–97, for a more detailed account of the problem.
In addition, another important motivation for the study of this problem comes from an interesting point
of view, given in Lochak [29], see also [30] for a more detailed description. Based in formal conservation
laws, the author points out that, in the case of equation (1.11), well-modulated solitons are good candidates
to be adiabatically stable objects for this infinite dimensional dynamical system. See [29, 30] for more
details.
In this paper we address the problem of soliton dynamics in the case of a slowly varying, inhomoge-
neous medium, but constant in time. This model, from the mathematical point of view, introduces several
difficulties to the study of the dynamical problem, as we will see below; but at the same time reproduces
the production of a shelf-like tail behind the soliton, formally seen by physicists. Our main result states
that, as a consequence of this tail, there is no pure soliton-solution (unlike gKdV) for this regime. This
result illustrates the lack of pure solutions of non-trivial perturbations of gKdV equations.
Now let us explain in detail the model we will study along this paper.
1.2. Setting and hypotheses. Let us come back to the general equation (1.1), and consider ε > 0 a small
parameter. Following equation (1.10), along this work we will assume that the nonlinearity f is a slowly
varying x-dependent function of the power cases, independent of time, plus a (possibly zero) linear term:{
f(x, s) := −λs+ aε(x)sm, λ ≥ 0, m = 2, 3 and 4.
aε(x) := a(εx) ∈ C3(R).
(1.12)
We will suppose the parameter λ fixed, independent of ε. Concerning the function a we will assume that
there exist constants K, γ > 0 such that

1 < a(r) < 2, a′(r) > 0 for all r ∈ R,
0 < a(r) − 1 ≤ Keγr, for all r ≤ 0, and
0 < 2− a(r) ≤ Ke−γr for all r ≥ 0.
(1.13)
In particular, limr→−∞ a(r) = 1 and limr→+∞ a(r) = 2. We emphasize that the special choice (1 and 2)
of the limits are irrelevant for the results of this paper. The only necessary conditions are that
0 < a−∞ := lim
r→−∞
a(r) < lim
r→+∞
a(r) =: a∞ < +∞.
Of course the decay hypothesis on a in (1.13) can be relaxed, and the results of this paper still should
hold, with more difficult proofs; but for brevity and clarity of the exposition these issues will not be con-
sidered in this work.
Finally, to deal with a special stability property of the mass in Theorems 3.1 and 6.1 (cf. also (6.22)), we
will need the following additional (but still general) hypothesis: there exists K > 0 such that for m = 2, 3
and 4,
|(a1/m)(3)(s)| ≤ K(a1/m)′(s), for all s ∈ R. (1.14)
This condition is generally satisfied, however a′ must not be a compact supported function.
Recapitulating, given 0 ≤ λ < 1 , we will consider the following aKdV equation{
ut + (uxx − λu + aε(x)um)x = 0 in Rt × Rx,
m = 2, 3 and 4; 0 < ε ≤ ε0; aε satisfying (1.13)-(1.14).
(1.15)
The main issue that we will study in this paper is the interaction problem between a soliton and a slowly
varying medium, here represented by the potential aε. In other words, we intend to study for (1.15) whether
it is possible to generalize the well-known soliton-like solution Q of gKdV. Of course, it is by now well-
known that in the case f(t, x, s) = f(s), and under reasonable assumptions (see for example Berestycki
and Lions [5]), there exist soliton-like solutions, constructed via ground states of the corresponding elliptic
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equation for a bound state. However, in this paper our objective will be the study of soliton solutions under
a variable coefficient equation, where no evident ground state is present.
To support our beliefs, note that at least heuristically, (1.15) behaves at infinity as a gKdV equation:{
ut + (uxx − λu + 1um)x = 0 as x→ −∞,
ut + (uxx − λu + 2um)x = 0 as x→ +∞.
(1.16)
In particular, one should be able of to construct a soliton-like solution u(t) of (1.15) such that
u(t) ∼ Q(· − (1− λ)t), as t→ −∞,
in some sense to be defined. Here Q is the soliton of the standard gKdV equation given by (1.5). Indeed,
note that Q(· − (1 − λ)t) is an actual solution for the first equation in (1.16), but on the whole real line,
moving towards the left , to the right, or being a steady state depending on λ > 1, λ < 1 or λ = 1
respectively.
On the other hand, after passing the interaction region, by stability properties, this solution should
behave like (for small ε)
2−
1
m−1Qc∞(x− (c∞ − λ)t− ρ(t)) + lower order terms in ε, as t→ +∞, (1.17)
where c∞ is a unknown, positive number, a limiting scaling parameter, and ρ(t) small compared with
(c∞ − λ)t. In fact, note that if v = v(t) is a solution of (1.3) then u(t) := 2− 1m−1 v(t) is a solution of
ut + (uxx − λu+ 2um)x = 0 in Rt × Rx. (1.18)
In conclusion, this heuristic suggests that even if the potential varies slowly, the soliton will experiment
non trivial transformations on its scaling and shape, of the same order that of the amplitude variation of the
potential a.
Before stating our results, some important facts are in order. First, unfortunately equation (1.15) is not
anymore invariant under scaling and spatial translations. Moreover, a nonzero solution of (1.15) might lose
or gain some mass, depending on the sign of u, in the sense that, at least formally, the quantity
M [u](t) =
1
2
∫
R
u2(t, x) dx (1.19)
satisfies the identity
∂tM [u](t) = − ε
m+ 1
∫
R
a′(εx)um+1. (1.20)
Another key observation is the following: in the cubic case m = 3, with our choice of aε, the mass is
always non increasing. This simple fact will have important consequences in our results, at the point of
saying that the cubic case corresponds to a well-behaved problem, a sort of good generalization of the pure
power case.
On the other hand, the novel energy (λ ≥ 0)
Ea[u](t) :=
1
2
∫
R
u2x(t, x) dx +
λ
2
∫
R
u2(t, x) dx − 1
m+ 1
∫
R
aε(x)u
m+1(t, x) dx (1.21)
remains formally constant for all time. Moreover, a simple energy balance at ±∞ allows to determine
heuristically the limiting scaling in (1.17), for example in the case λ = 0, if we suppose that the lower
order terms are of zero mass at infinity. Indeed, from (1.17) we have
Ea≡1[u](−∞) = E[Q] ∼ 2− 2m−1 c
2
m−1+
1
2∞ E[Q] = Ea≡2[u](+∞), E[Q] 6= 0,
(cf. Appendix F.1). This implies that c∞ ∼ 2 4m+3 > 1. These formal arguments suggest the following
definition.
Definition 1.1 (Pure generalized soliton-solution for aKdV).
Let 0 ≤ λ < 1 be a fixed number. We will say that (1.15) admits a pure generalized soliton-like solution
(of scaling equals 1) if there exist a C1 real valued function ρ = ρ(t) defined for all large times and a global
in time H1(R) solution u(t) of (1.15) such that
lim
t→−∞
‖u(t)−Q(· − (1− λ)t)‖H1(R) = lim
t→+∞
∥∥u(t)− 2− 1m−1Qc∞(· − ρ(t))∥∥H1(R) = 0,
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with limt→+∞ ρ(t) = +∞, and where c∞ = c∞(λ) is the scaling suggested by the energy conservation
law (1.21).
Remark 1.1. Note that the existence of a translation parameter ρ(t) is a necessary condition: it is even
present in the orbital stability of small perturbations of solitons for gKdV, see e.g. [4, 7, 8]. Note that we
have not included the case ρ(t) → −∞ as t → +∞ (= a reflected soliton), but we hope to consider this
case elsewhere.
1.3. Previous analytic results on the soliton dynamics under slowly varying medium. The problem of
describing analytically the soliton dynamics of different integrable models under a slowly varying medium
has received some increasing attention during the last years. Concerning the KdV equation, our belief is
that the first result in this direction was given by Dejak, Jonsson and Sigal in [9, 10]. They considered
the long time dynamics of solitary waves (solitons) over slowly varying perturbations of KdV and mKdV
equations
ut + (uxx − b(t, x)u+ um)x = 0 on Rt × Rx, m = 2, 3, (1.22)
and where b is assumed having small size and small variation, in the sense that for ε small,
|∂nt ∂pxb| ≤ εn+p+1, for 0 ≤ n+ p ≤ 2.
(Actually their conclusions hold in more generality, but for our purposes we state the closest version to our
approach, see [9] for the detailed version.) With these hypotheses the authors show that if m = 2 and the
initial condition u0 satisfies the orbital stability condition
inf
0<c0<c<c1
a∈R
‖u0 −Qc(· − a)‖H1(R) ≤ ε2s, s <
1
2
, c0, c1 given,
then for any for time t ≤ Kε−s the solution can be decomposed as
u(t, x) = Qc(t)(x− ρ(t)) + w(t, x),
where ‖w(t)‖H1(R) ≤ Kεs and ρ(t), c(t) satisfies the following differential system
ρ′(t) = c(t)− b(t, a(t)) +O(ε2s), c′(t) = O(ε2s);
during the above considered interval of time. In the cubic case (m = 3) their results are slightly better, see
[9].
Note that our model can be written as a generalized, time independent Dejak-Jonsson-Sigal equation of
the type (1.22), after writting v(t, x) := a˜(εx)u(t, x), with a˜(εx) := a 1m−1 (εx). From these considerations
we expect to recover and to improve the results that they have obtained.
Very recently Holmer [22] has announced some improvements on the Dejak-Sigal results, by assuming
b of amplitude OL∞(1). He proves that
sup
t.δε−1| log ε|
‖w(t)‖H1(R) . ε1/2−δ,
for some δ > 0.
In this paper, in order to achieve a deep understanding of the phenomenon we have preferred to avoid
the inclusion of a time depending potential, and to treat the infinite time prescribed and pure data, instead
of the standard Cauchy problem. This election will be positively reflexed in the main Theorem, where we
will describe with accuracy the dynamical problem, including its asymptotics as t→ +∞.
The interaction soliton-potential can be also considered in the case of the nonlinear Schro¨dinger equation
iut + uxx − V (εx)u + |u|2u = 0, on Rt × Rx. (1.23)
We mention the recent works of Holmer, Marzuola and Zworski [19, 20, 21] and Gustafson et al. [16, 17],
where similar results to the above one were obtained. Finally we point out the very recent work of Perelman
[50], concerning the critical quintic NLS equation.
6 Soliton dynamics for perturbed gKdV equations
1.4. Main Results. Let
Tε :=
1
1− λε
−1− 1100 > 0. (1.24)
This parameter can be understood as the interaction time between the soliton and the potential. In other
words, at time t = −Tε the soliton should remain almost unperturbed, and at time t = Tε the soliton
should have completely crossed the influence region of the potential. Note that the asymptotic λ ∼ 1 is a
degenerate case and it will be discarded for this work.
In this paper we will prove (cf. Theorems 1.1, 1.2 and 1.3) that for a suitable general case a pure soliton-
like solution as in Definition 1.1 does not exist, in the sense that the lower order terms appearing after the
interaction have always positive mass. This phenomenon will be a consequence of the dispersion produced
during the crossing of the soliton with the main core of the potential aε.
In what follows, we assume the validity of above hypotheses, namely (1.12), (1.13) and (1.14). As has
been previously claimed, our first result describes in accuracy the dynamics of the pure soliton-like solution
for aKdV (1.15).
Theorem 1.1 (Dynamics of interaction of solitons for gKdV equations under variable medium).
Let m = 2, 3 and 4, and let 0 ≤ λ ≤ λ0 := 5−mm+3 be a fixed number. There exists a small constant
ε0 > 0 such that for all 0 < ε < ε0 the following holds.
(1) Existence of a soliton-like solution. There exists a solution u ∈ C(R, H1(R)) of (1.15), global in
time, such that
lim
t→−∞ ‖u(t)−Q(· − (1− λ)t)‖H1(R) = 0, (1.25)
with conserved energyEa[u](t) = (λ−λ0)M [Q] ≤ 0. This solution is unique in the casesm = 3;
and m = 2, 4 provided λ > 0.
(2) Interaction soliton-potential. There exist K > 0 and numbers c∞(λ) ≥ 1, ρε, T˜ε ∈ R such that
the solution u(t) above constructed satisfies∥∥u(T˜ε)− 2−1/(m−1)Qc∞(x − ρε)∥∥H1(R) ≤ Kε1/2. (1.26)
Moreover,
c∞(λ = 0) = 2
4
m+3 , and c∞(λ = λ0) = 1. (1.27)
Finally we have the bounds
|Tε − T˜ε| ≤ Tε
100
; (1 − λ)Tε ≤ ρε ≤ (2c∞(λ) − λ− 1)Tε. (1.28)
Remark 1.2. Let us say some words about the special parameterλ0 from above. First, note that λ0 = λ0(m)
is always less than 1 for m = 2, 3 and 4; with λ0(m = 5) = 0 (= the L2-critical case). In addition, note
that for λ = λ0 we have Ea[u](t) = (λ − λ0)M [Q] = 0; and if λ < λ0 one has Ea[u](t) < 0, for all
t ∈ R. For more details about the consequences of this property, and a detailed study of c∞(λ) see Lemma
4.4.
Remark 1.3. The proof of this result is based on the construction of an approximate solution of (1.15) in the
interaction region, satisfying certain symmetries. However, at some point we formally obtain an infinite
mass term, see also [37] for a similar problem. It turns out that to obtain a localized solution we need to
break the symmetry of this solution (see Proposition 4.6 for the details). This lack of symmetry leads to the
error ε1/2 in the theorem above stated. At this price we overtake the interaction region, a completely new
result.
The next step is the understanding of the long time behavior of our generalized soliton solution.
Theorem 1.2 (Long time behavior).
Under the assumptions of Theorem 1.1, suppose now in addition that 0 < λ ≤ λ0 for the casesm = 2, 4,
and 0 ≤ λ ≤ λ0 if m = 3. Let 0 < β < 12 (c∞(λ) − λ). There exists a constant ε0 > 0 such that for all
0 < ε ≤ ε0 the following hold.
There exist K, c+ > 0 and a C1-function ρ2(t) defined in [Tε,+∞) such that
w+(t, ·) := u(t, ·)− 2−1/(m−1)Qc+(· − ρ2(t))
satisfies
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(1) Stability. For any t ≥ Tε,
‖w+(t)‖H1(R) + |c+ − c∞(λ)|+ |ρ′2(t)− (c∞(λ)− λ)| ≤ Kε1/2. (1.29)
(2) Asymptotic stability.
lim
t→+∞ ‖w
+(t)‖H1(x>βt) = 0. (1.30)
(3) Bounds on the parameters. Define θ := 1m−1 − 14 > 0. The limit
lim
t→+∞
Ea[w
+](t) =: E+ (1.31)
exists and satisfies the identity
E+ =
(c+)2θ
22/(m−1)
(λ0c
+ − λ)M [Q] + (λ − λ0)M [Q], (1.32)
and for all m = 2, 3, 4 and 0 < λ ≤ λ0 there exists K(λ) > 0 such that
1
K
lim sup
t→+∞
‖w+(t)‖2H1(R) ≤ E+ ≤ Kε. (1.33)
Furthermore, in the case m = 3, λ = 0, we have 32E
+ = ( c
+
c∞
)3/2 − 1, and for all λ > 0,
1
K
lim sup
t→+∞
‖w+(t)‖2H1(R) ≤
( c+
c∞
)2θ − 1 ≤ Kε. (1.34)
Remark 1.4. Stability and asymptotic stability of solitary waves for generalized KdV equations have been
widely studied since the ’80s. The main ideas of our proof are classical in the literature. For more details,
see e.g. [4, 8, 7, 39, 48].
Remark 1.5. The sign of a′(·) is a sufficient condition to ensure stability; however, it may be possibly
relaxed by assuming for example the weaker condition a′(s) > 0 for all s > s0. In this paper we will not
pursue on these assumptions. It is not known whether under more general potentials stability still holds
true, see also below.
Remark 1.6 (Decreasing potential). Pick now a potential a(·) satisfying a′(s) < 0 and
1 = lim
s→−∞
a(s) > a(s) > lim
t→+∞
a(s) =
1
2
.
Let us explain the main changes in the above theorems. First of all, Theorem 1.1 part (1) holds true,
however we do not know whether the solution constructed is unique. On the other hand, part (2) holds true
with the coefficient 2
1
m−1 in front of Qc∞ , λλ0 < c∞(λ) < 1, and c∞(λ = 0) = 2
−p (see Lemma 4.4 to
see this). (1.28) holds true with the obvious changes. Finally, Long time stability (=Theorem 1.2) for this
case is an open question.
A fundamental question arises from the above results, namely is the final solution an exactly pure soliton
for the aKdV equation with aε ≡ 2? (cf. Definition 1.1.) This question is equivalent to decide whether
lim sup
t→+∞
‖w+(t)‖H1(R) = 0.
Our last result shows that indeed this behavior cannot happen.
Theorem 1.3 (Non-existence of pure soliton-like solution for aKdV).
Under the context of Theorems 1.1 and 1.2, suppose m = 2, 3, 4 with 0 < λ ≤ λ0. There exists ε0 > 0
such that for all 0 < ε < ε0,
lim sup
t→+∞
‖w+(t)‖H1(R) > 0. (1.35)
Remark 1.7. We have been unable to solve several questions related to these results. In addition to the
classical problem of the extension of these results to more general potentials a(·), we have the following
questions in mind:
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(1) A first basic question is to decide if every solution of (1.15) with H1(R) data is globally bounded
in time. In Proposition 2.2 we prove that every solution is globally well defined for all positive
times, and uniformly bounded if λ > 0 or m = 3. However, for the cases m = 2, 4 and λ = 0 we
only have been able to find an exponential upper bound on the H1-norm of the solution. Is every
solution described in Theorem 1.1 globally bounded?
(2) In the cases m = 2, 4 and λ = 0, is the solution constructed in Theorem 1.1 unique? Is it stable
for large times? (cf. Theorem 6.1).
(3) What is the behavior of the solution for a coefficient λ0 < λ < 1? We believe in this situation the
soliton still survives, but becomes reflected to the left by the potential.
(4) It is possible to obtain in Theorem 1.3 a quantitative lower bound on the defect at infinity?
(5) Is there scattering modulo the soliton solution, at infinity?
Remark 1.8. The case of the Schro¨dinger equation considered in (1.23) will be treated in another publica-
tion (see [45].)
Remark 1.9 (Case of a time dependent potential). As expected, our results are also valid, with easier proofs,
for the following time dependent gKdV equation:
ut + (uxx − λu + a(εt)um)x = 0, in Rt × Rx. (1.36)
Here a satisfies (1.13)-(1.14) now in the time variable. Note that this equation is invariant under scaling
and space translations. In addition, the L1 integral and the mass M [u] remain constants and the energy
E˜[u](t) :=
1
2
∫
R
u2x +
λ
2
∫
R
u2 − a(εt)
m+ 1
∫
R
um+1
satisfies
∂tE˜[u](t) = −εa
′(εt)
m+ 1
∫
R
um+1.
Furthermore, Theorems 1.1 and 1.2 still hold with c∞(λ = 0) = 24/(5−m) (because of the mass con-
servation), for any λ ≥ 0, m = 2, 3 and 4 (follow Lemma 4.4 to see this). We left the details to the
reader.
Before starting the computations, let us explain how the proof of the main results work.
1.5. Sketch of proof. Our arguments are an adaptation of a series of works by Martel, Merle and Mizu-
machi [31, 35, 38, 34, 37], and some new computations. The idea is as follows: we separate the analysis
among three different time intervals: t ≪ −ε−1, |t| ≤ ε and ε−1 ≪ t. On each interval the solution
possesses a specific behavior which we briefly describe:
(1) (t ≪ −ε−1). In this interval of time we prove that u(t) remains very close to a soliton-solution
with no change in the scaling and shift parameters (cf. Theorem 3.1). This result is possible for
negative very large times, where the soliton is still far from the interacting region |t| ≤ ε−1.
(2) (|t| ≤ ε−1). Here the soliton-potential interaction leads the dynamics of u(t). The novelty here
is the construction of an approximate solution of (1.15) with high order of accuracy such that
(a) at time t ∼ −ε−1 this solution is close to the soliton solution and therefore to u(t); (b) it
describes the soliton-potential interaction inside this interval, in particular we show the existence
of a remarkable dispersive tail behind the soliton; and (d) it is close to u(t) in the whole interval
[−ε−1, ε−1], uniformly on time, modulo a modulation on a translation parameter (cf. Theorem
4.1).
(3) (t ≫ ε−1) Here some stability properties (see Theorem 6.1) will be used to establish the conver-
gence of the solution u(t) to a soliton-like solution with modified parameters.
Additionally, by using a contradiction argument, it will be possible to show that the residue of the
interaction at time t ∼ ε−1 is still present at infinity. This gives the conclusion of the main Theorems 1.1,
1.3. Indeed, recall the L1 conserved quantity from (1.9). This expression is in general useless when the
equation is considered on the whole real line R, however it has some striking applications in the blow-up
theory (see [40]). In our case, it will be useful to discard the existence of a pure soliton-like solution.
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Remark 1.10 (General nonlinearities). We believe that the main results of this paper are also valid for
general, subcritical nonlinearities, with stable solitons. In this case the scaling property of the soliton is no
longer valid, so in order to construct an approximate solution one should modify the main argument of the
proof.
Finally, some words about the organization of this paper, according to the sketch above mentioned. First
in Section 2 we introduce some basic tools to study the interaction and asymptotic problems. Next, Section
3 is devoted to the construction of the soliton like solution for negative large time. Sections 4.1 and 5
deal with the proof of Theorem 1.1. In Section 6 we proof the asymptotic behavior as t → +∞, namely
Theorem 1.2. Finally we prove Theorem 1.3 (Section 7).
2. PRELIMINARIES
In this section we will state several basic but important properties needed in the course of this paper.
2.1. Notation. Along this paper, both C,K, γ > 0 will denote fixed constants, independent of ε, and
possibly changing from one line to the other.
Finally, in order to treat the case λ > 0 we need to extend the energy (1.7) by adding a mass term. Let
us define
E1[u](t) :=
1
2
∫
R
u2x(t) +
λ
2
∫
R
u2(t)− 1
m+ 1
∫
R
um+1(t), (2.1)
namely E1[u] = Ea≡1[u].
2.2. Cauchy Problem. First we develop a suitable local well-posedness theory for the Cauchy problem
associated to (1.15).
Let u0 ∈ Hs(R), s ≥ 1, λ ≥ 0. We consider the following initial value problem{
ut + (uxx − λu + aε(x)um)x = 0 in Rt × Rx
u(t = 0) = u0,
(2.2)
wherem = 2, 3 or 4. The equivalent problem for the generalized KdV equations (1.3) has been extensively
studied, but for our purposes, in order to deal with (2.2), we will follow closely the contraction method
developed in [28]. We have the following result.
Proposition 2.1 (Local well-posedness in Hs(R), see also [28]).
Suppose u0 ∈ Hs(R), s ≥ 1. Then there exist a maximal interval of existence I (with 0 ∈ I), and a
unique (in a certain sense) solution u ∈ C(I,Hs(R)) of (2.2). Moreover, the following properties hold:
(1) Blow-up alternative. If sup I < +∞, then
lim
t↑sup I
‖u(t)‖Hs(R) = +∞. (2.3)
The same conclusion holds in the case inf I > −∞.
(2) Energy conservation. For any t ∈ I the energy Ea[u](t) from (1.21) remains constant.
(3) Mass variation. For all t ∈ I the mass M [u](t) defined in (1.19) satisfies (1.20).
(4) Suppose u0 ∈ L1(R) ∩H1(R). Then (1.9) is well defined and remains constant for all t ∈ I .
Proof. The proof is standard, and it is based in straightforward application of the Picard iteration procedure
and the tools developed in [28]. We skip the details. 
Once a local-in-time existence theory is established, the next step is to ask for the possibility of a global
well-posedness theorem. In many cases the proof reduces to the use of conservation laws to obtain some
bounds on the norm of the solution for every time. In the case of gKdV equations (m ≤ 4) this was proved
in [28] by using the mass and energy conservation; however, in our case relation (1.20) is not enough to
control the L2 norm of the solution. As we had stated in the Introduction, the global existence for cubic
case m = 3 follows from the mass decreasing property. However, to deal with the remaining cases, we
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will modify our arguments by introducing a perturbed mass, almost decreasing in time, in order to prove
global existence. Indeed, define for each t ∈ I , m = 2, 3 and 4,
Mˆ [u](t) :=
1
2
∫
R
a1/mε (x)u
2(t, x)dx. (2.4)
It is clear that Mˆ [u](t) is a well defined quantity, for any time t ∈ I and u solution of (2.2) in H1(R). Note
also that for all t ∈ I we have the equivalence relation M [u](t) ≤ Mˆ [u](t) ≤ 21/mM [u](t).
This modified mass enjoys of a striking property, as is showed in the following
Proposition 2.2 (Global existence in H1(R)).
Consider u(t) the solution of the Cauchy problem (2.2) with u(0) = u0 ∈ H1(R) and maximal interval
of existence I . Then u(t) is continuously well defined inH1(R) for any t ≥ 0. More precisely, the following
properties hold.
(1) Cubic case. Suppose m = 3, λ ≥ 0. Then I = (t˜0,+∞) for some −∞ ≤ t˜0 < 0 and there exists
K = K(‖u0‖H1(R)) > 0 such that
sup
t≥0
‖u(t)‖H1(R) ≤ K. (2.5)
(2) Almost monotony of the modified mass Mˆ and global existence. For any m = 2, 3 and 4, and for
all t ∈ I we have
∂tMˆ [u](t) = −3
2
ε
∫
R
(a1/m)′(εx)u2x −
ε
2
∫
R
[λ(a1/m)′ − ε2(a1/m)(3)](εx)u2. (2.6)
In particular,
(a) I is of the same form as above;
(b) If λ > 0 there exists ε0 > 0 small such that (2.5) holds;
(c) if λ = 0 and m = 2, 4, then we have for all t ≥ 0 the exponential bound
‖u(t)‖H1(R) ≤ KeKε
3t, (2.7)
for some K = K(‖u0‖H1(R)).
Proof of Proposition 2.2. First we consider the cubic case, namely m = 3. From (1.20) we have for any
t ∈ I , t ≥ 0
M [u](t) ≤M [u](0).
This bound implies the global existence for positive times. Indeed, the above bound rules out the L2 blow-
up in (positive) finite and infinite time scenario, namely (2.3). In order to control the H1(R) norm, we
use the energy conservation, the Galiardo-Nirenberg inequality (1.8) and the preceding bound on the mass.
Indeed, for any t ∈ I , t ≥ 0, and redefining the constant K if necessary, we have
1
2
∫
R
u2x = Ea[u](0)−
1
2
λ
∫
R
u2 +
1
m+ 1
∫
R
aεu
m+1
≤ Ea[u](0) + λM [u](0) +K‖u(t)‖(m+3)/2L2(R) ‖ux(t)‖
(m−1)/2
L2(R) .
Noticing that 14 (m− 1) < 1 for m = 2, 3 and 4, we have that∫
R
u2x ≤ K(λ, ‖u0‖H1(R));
for a large constant K . This bound implies the H1(R) global existence for all positive times and the
uniform bound in time (2.5). The bound (2.5) is direct.
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In order to prove (2.6), we proceed by formally taking the time derivative. Every step can be rigorously
justified by introducing mollifiers. From the equation (1.15) we have
∂tMˆ [u](t) =
∫
R
a1/mε uut =
∫
R
(a1/mε u)x(uxx − λu+ aεum)
= ε
∫
R
((a1/m)′(εx)uuxx − 1
2
(a1/m)′(εx)u2x)−
λ
2
ε
∫
R
(a1/m)′(εx)u2
+ε
∫
R
aε(a
1/m)′(εx)um+1 − ε
m+ 1
∫
R
(a1/m+1)′(εx)um+1
= −1
2
ε
∫
R
[λ(a1/m)′(εx)− ε2(a1/m)(3)(εx)]u2 − 3
2
ε
∫
R
(a1/m)′(εx)u2x.
This proves (2.6). Now, in order to establish global H1(R) existence for positive times, we first control the
L2 norm using Mˆ [u](t). Let us consider the case λ > 0. In this case, taking ε0 small enough, and thanks
to (1.14), we have
∂tMˆ [u](t) ≤ 0,
and thus Mˆ [u](t) ≤ Mˆ [u](0) for all t ∈ I , t ≥ 0. The rest of the proof is identical to the cubic case.
Now we consider the last case, namely m = 2, 4 and λ = 0. Here the above argument is not valid
anymore and then we have only the existence of K > 0 independent of ε such that
∂tMˆ [u](t) ≤ Kε3Mˆ [u](t).
This implies that for any t ∈ I , t ≥ 0,
M [u](t) ≤ Mˆ [u](t) ≤ KMˆ [u](0)eKε3t.
This bound rules out the L2 blow-up in finite time scenario for positive times. To control the H1(R) norm,
we use the same argument from the preceding case. Indeed, for any t ∈ I , redefining the constant K if
necessary, we have ∫
R
u2x ≤ KeKε
3t,
for some large constant K . This bound implies the H1(R) global existence for positive times. The proof
is now complete. 
Remark 2.1 (Mass monotony). A conclusion of the above Proposition is the following. Consider u(t) ∈
H1(R) a solution of (1.15). Define de following modified mass
M˜ [u](t) :=
{
M [u](t), if m = 3,
Mˆ [u](t), if m = 2, 4 and λ > 0.
(2.8)
Then there exists ε0 > 0 such that for all 0 < ε ≤ ε0 and for all t ∈ R, t ≥ t0, one has M˜ [u](t) −
M˜ [u](t0) ≤ 0.
We will also need some properties of the corresponding linearized operator of (1.15). All the results
here presented are by now well-known, see for example [35].
2.3. Spectral properties of the linear gKdV operator. In this paragraph we consider some important
properties concerning the linearized KdV operator associated to (1.15). Fix c > 0, m = 2, 3 or 4, and let
Lw(y) := −wyy + cw −mQm−1c (y)w, where Qc(y) := c
1
m−1Q(
√
cy). (2.9)
Here w = w(y). We also denote L0 := Lc=1.
Lemma 2.3 (Spectral properties of L, see [36]).
The operator L defined (on L2(R)) by (2.9) has domain H2(R), it is self-adjoint and satisfies the
following properties:
(1) First eigenvalue. There exist a unique λm > 0 such that LQ
m+1
2
c = −λmQ
m+1
2
c .
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(2) The kernel of L is spawned by Q′c. Moreover,
ΛQc := ∂c′Qc′
∣∣
c′=c
=
1
c
[ 1
m− 1Qc +
1
2
xQ′c
]
, (2.10)
satisfies L(ΛQc) = −Qc. Finally, the continuous spectrum of L is given by σcont(L) = [c,+∞).
(3) Inverse. For all h = h(y) ∈ L2(R) such that ∫
R
hQ′c = 0, there exists a unique hˆ ∈ H2(R) such
that
∫
R
hˆQ′c = 0 and Lhˆ = h. Moreover, if h is even (resp. odd), then hˆ is even (resp. odd).
(4) Regularity in the Schwartz space S. For h ∈ H2(R), Lh ∈ S implies h ∈ S.
(5) Coercivity.
(a) There exists K,σc > 0 such that for all w ∈ H1(R)
B[w,w] :=
∫
R
(w2x + cw
2 −mQm−1c w2) ≥ σc
∫
R
w2 −K
∣∣∣∣
∫
R
wQc
∣∣∣∣
2
−K
∣∣∣∣
∫
R
wQ′c
∣∣∣∣
2
.
In particular, if ∫
R
wQc =
∫
R
wQ′c = 0, then the functional B[w,w] is positive definite in
H1(R).
(b) Now suppose that ∫
R
wQc =
∫
R
wxQc = 0. Then the same conclusion as above holds.
Now we introduce some notation, taken from [35]. We denote by Y the set of C∞ functions f such that
for all j ∈ N there exist Kj, rj > 0 such that for all x ∈ R we have
|f (j)(x)| ≤ Kj(1 + |x|)rj e−|x|.
Now we recall the following function to describe the effect of dispersion on the solution. Let c > 0 and
ϕ(x) := −Q
′(x)
Q(x)
, ϕc(x) := −Q
′
c
Qc
=
√
cϕ(
√
cx). (2.11)
Note that ϕ is an odd function. Moreover, we have
Claim 1 (See [36]). The function ϕ above defined satisfies:
(1) limx→−∞ ϕ(x) = −1; limx→+∞ ϕ(x) = 1.
(2) For all x ∈ R, we have |ϕ′(x)| + |ϕ′′(x)|+ |ϕ(3)(x)| ≤ Ce−|x|.
(3) Both ϕ′, (1− ϕ2) ∈ Y .
Remark 2.2. The function ϕ has been already used to describe the main order effect of the collision of two
solitons for the quartic KdV equation (see [35]). In that case, ϕ represented the nonlinear effect on the shift
of solitons due to the collision. In this paper, ϕ will describe the dispersive tail behind the soliton product
of the interaction with the potential aε. For more details, see Lemma 4.3.
We finish this section with a preliminary Claim taken from [35].
Claim 2 (Non trivial kernel, see [35]). There exists a unique even solution of the problem
L0V0 = mQm−1, V0 ∈ Y.
Moreover, this solution is given by the formula (cf. Lemma 2.3 for the definitions)
V0(y) =


− 12ΛQ(y), for m = 2,
−Q2(y), for m = 3, and
1
3 [Q
′(y)
∫ y
0 Q
2 − 2Q3(y)], for m = 4.
Finally, this solution satisfies (L0(1 + V0))′ = (1)′ = 0.
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3. CONSTRUCTION OF A SOLITON-LIKE SOLUTION
3.1. Statement of the result. Our first effort concerns with the proof of existence of a pure soliton-like
solution for (1.15) for t→ −∞. Indeed, we prove that, at exponential order in time, there exists a solution
u(t) of the form
u(t) ∼H1(R) Q(· − (1− λ)t), t→ −∞,
and where Q is a soliton for the gKdV equation.
Theorem 3.1 (Existence and uniqueness of a pure soliton-like solution).
Suppose 0 ≤ λ < 1 fixed. There exists ε0 > 0 small enough such that the following holds for any
0 < ε < ε0.
(1) Existence. There exists a solution u ∈ C(R, H1(R)) of (1.15) such that
lim
t→−∞
‖u(t)−Q(· − (1− λ)t)‖H1(R) = 0, (3.1)
and energy Ea[u](t) = (λ− λ0)M [Q]. Moreover, there exist constants K, γ > 0 such that for all
time t ≤ − 12Tε and s ≥ 1,
‖u(t)−Q(· − (1− λ)t)‖Hs(R) ≤ Kε−1eεγt. (3.2)
In particular,
‖u(−Tε)−Q(·+ (1− λ)Tε)‖H1(R) ≤ Kε−1e−γε
− 1
100 ≤ Kε10, (3.3)
provided 0 < ε < ε0 small enough.
(2) Uniqueness. In addition, this solution is unique in the following cases: (i) m = 3; and (ii)
m = 2, 4 and 0 < λ < 1.
Remark 3.1. This result follows basically from the fact that inside the region x ≤ − 12Tε the potential aε is
constant (≡ 1) at exponential order (see (1.13)). In other words, the equation (1.15) behaves asymptotically
as a gKdV equation, for which soliton solutions exist globally.
Remark 3.2. Note that the energy identity in (1) above follows directly from (3.1), Appendix F.1 and the
energy conservation law from Proposition 2.1.
Remark 3.3. The uniqueness of u(t) in the general case is an interesting open question.
The proof of this Theorem is standard and follows closely [31], where the existence of a unique N-
soliton solution for gKdV equations was established. Although there exist possible different proofs of this
result, the method employed in [31] has the advantage of giving an explicit uniform bound in time (cf.
(3.2)). This bound is indeed consequence of compactness properties. For the sake of completeness, we
sketch the proof in Appendix A.
Remark 3.4. An easy consequence of the above result is the following. Consider u(t) the solution con-
structed in Theorem 3.1. Then from the negativity of the energy Ea and the Galiardo-Nirenberg inequality
(1.8) there exists a constant K > 0 such that for all time t ∈ R,
1
K
‖u(t)‖H1(R) ≤ ‖u(t)‖L2(R) ≤ K‖u(t)‖H1(R). (3.4)
Moreover, if m = 3 or m = 2, 4 and λ > 0, then we have
sup
t∈R
‖u(t)‖H1(R) ≤ K‖u(−
1
2
Tε)‖H1(R). (3.5)
This last estimate shows that, in order to understand the limiting behavior at large times of u(t), we may
consider only the L2-norm.
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4. DESCRIPTION OF INTERACTION SOLITON-POTENTIAL
Once we have proven the existence (and uniqueness) of a pure soliton-like solution for early times,
the next step consists on the study of the interaction soliton-potential. In this sense, note that the region
[−Tε, Tε] can be understood as this nonlinear interaction regime, because of aε(−Tε) ∼ 1 and aε(Tε) ∼ 2
(cf. (1.12)-(1.13)).
The next result shows explicitly that perturbations induced by the potential aε are significative, of order
one, mainly focused in the scaling and shift parameters. Moreover, the soliton exits the interaction region
as a first order solution of the aKdV equation (1.15) with aε ≡ 2, and a small error, dispersive term, of
order ε1/2 in H1(R).
Before state the main result of this section, let us recall λ0 the parameter introduced in Theorem 1.1.
These coefficients have a crucial role to distinguish different asymptotic behaviors.
Theorem 4.1 (Dynamics of the soliton in the interaction region).
Suppose 0 ≤ λ ≤ λ0. There exist constants ε0 > 0, and c∞(λ) > 1 such that the following holds for
any 0 < ε < ε0. Let u = u(t) be a globally defined H1 solution of (1.15) such that
‖u(−Tε)−Q(·+ (1 − λ)Tε)‖H1(R) ≤ Kε1/2. (4.1)
Then there exist K0 = K0(K) > 0 and ρ(Tε), ρ1(Tε) ∈ R such that
‖u(Tε + ρ1(Tε))− 2−1/(m−1)Qc∞(· − ρ(Tε))‖H1(R) ≤ K0ε1/2. (4.2)
In addition, c∞(λ = 0) = 2p, p = 4m+3 , and c∞(λ = λ0) = 1. Finally, we have the bounds
|ρ1(Tε)| ≤ Tε
100
, (1− λ)Tε ≤ ρ(Tε) ≤ (2c∞(λ)− λ− 1)Tε, (4.3)
valid for ε0 sufficiently small.
Remark 4.1. The above theorem is a stability result ensuring that, under the hypotheses of Theorem 1.1,
the soliton survives the interaction, with the scaling predicted by the conservation of energy.
Remark 4.2. Even if from Theorem 3.1 we have an exponential decay on the error term at time t = −Tε
(cf. (3.3) and (4.1)), we are unable to get a better estimate on the solution at time t = Tε. This problem is
due to the emergency of some order ε1/2 dispersive terms, hard to describe using soliton based functions.
This new phenomenon has high similarity with a recent description obtained by Martel and Merle for the
collision of two solitons of similar sizes for the BBM and KdV equations, see [37].
Remark 4.3. We do not know whether the above result is still valid in the range λ > λ0. Formal compu-
tations suggest that in this regime the soliton might be reflected after the interaction. We hope to consider
this regime in a forthcoming publication.
The proof of this Theorem requires several steps, in particular this Section and Section 5 deal with the
proof of this result. As we have mentioned in the introduction of this paper, we will construct an approxi-
mate solution of (1.15). In the next section we prove that the actual solution describing the interaction of
the soliton and the potential aε is sufficiently close to our approximate solution.
4.1. Construction of an approximate solution describing the interaction. Let us remark that, after the
time−Tε, the interaction begins to be nontrivial and must be considered in our computations. The objective
of the following sections is to construct an approximate solution of (1.15), which describes the first order
interaction between the soliton and the potential on the interval of time [−Tε, Tε]. The final conclusion of
this construction is presented in Proposition 4.6 below.
Our first step towards the proof of Proposition 4.6 is the introduction of a suitable notation.
4.2. Decomposition of the approximate solution. We look for u˜(t, x), the approximate solution for (1.1),
carring out a specific structure. In particular, we construct u˜ as a suitable modulation of the soliton Q(x−
(1− λ)t), solution of the KdV equation
ut + (uxx − λu + um)x = 0. (4.4)
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Let c = c(εt) ≥ 1 be a bounded function to be chosen later and
y := x− ρ(t) and R(t, x) := Qc(εt)(y)
a˜(ερ(t))
, (4.5)
where
a˜(s) := a
1
m−1 (s), ρ(t) := −(1− λ)Tε +
∫ t
−Tε
(c(εs)− λ)ds. (4.6)
The parameter a˜ intends to describe the shape variation of the soliton along the interaction.
The form of u˜(t, x) will be the sum of the soliton plus a correction term:
u˜(t, x) := R(t, x) + w(t, x), (4.7)
w(t, x) := εAc(εt; y), (4.8)
where Ac := Ac(εt)(εt; y) = c
1
m−1A(εt;
√
cy) and A is a unknown function to be determined.
We want to measure the size of the error produced by inserting u˜ as defined in (4.8) in the equation
(1.1). For this, let
S[u˜](t, x) := u˜t + (u˜xx − λu˜+ aεu˜m)x. (4.9)
Finally, let us recall the definition of the linear operator L given in (2.9). Our first result is the following
Proposition 4.2 (First decomposition of S(u˜)).
For every t ∈ [−Tε, Tε], the following nonlinear decomposition of the error term S[u˜] holds:
S[u˜](t, x) = ε[F1 − (LAc)y ](εt; y) + ε2[(Ac)t + c′(εt)ΛAc](εt; y) + ε2E(t, x),
where ΛAc(y) := 1c (
1
m−1Ac(y) +
1
2y(Ac)y(y)) (cf. Lemma 2.3) and
F1(εt; y) :=
c′(εt)
a˜(ερ(t))
ΛQc(y) +
a′(ερ(t))
a˜m(ερ(t))
[− 1
m− 1(c(εt)− λ)Qc(y) + (yQ
m
c (y))y
]
, (4.10)
and E(t, x) is a bounded function in [−Tε, Tε]× R.
Proof. We prove this result in Appendix B. 
Note that if we want to improve the approximation u˜, the unknown function Ac must be chosen such
that
(Ω) (LAc)y(εt; y) = F1(εt; y), for all y ∈ R.
Then the error term will be reduced to the second order quantity S[u˜] = ε2[(Ac)t + c′(εt)ΛAc](εt; y) +
ε2E(t, x). We prove such a solvability result in a new section, of independent interest.
4.3. Resolution of (Ω). When solving problem (Ω), we will see below that it is not always possible to
find a solution of finite mass. In fact, we will look for solutions such that time and space variables are
separated:
Ac(t, y) = b(εt)ϕc(y) + d(εt) + h(εt)Aˆc(y); (4.11)
where b(s), d(s) and h(s) are exponentially decreasing in s, ϕc is the bounded function defined in (2.11)
and Aˆc ∈ Y (recall that lim±∞ ϕc = ±
√
c.)
This choice gives us a crucial property. Recall that c ≥ 1. We say that Ac satisfies the (IP) property (IP
= important property) if and only if
(IP)
{
Any spatial derivative of Ac(εt, ·) is a localized Y-function,
and there exists K, γ > 0 such that ‖Ac(εt, ·)‖L∞(R) ≤ Ke−γε|t| for all t ∈ R.
Note that a solution of the form (4.11) satisfies the (IP) property.
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4.3.1. Resolution of a time independent model problem. In this subsection we address the following exis-
tence problem. Let us recall from (2.9), L0 := −∂2yy + 1−mQm−1(y).
Given a bounded and even function F = F (y), we look for a bounded solution A = A(y) of the
following model problem
(L0A)′ = F. (4.12)
satisfying A bounded. The following result deals with the solvability theory for problem (4.12), in the
same spirit that Proposition 2.1 in [35] and Proposition 3.2 in [44].
Lemma 4.3 (Existence theory for (4.12)).
Suppose F ∈ Y even and satisfying the orthogonality condition∫
R
FQ = 0. (4.13)
Let β = 12
∫
R
F . For any δ ∈ R, problem (4.12) has a bounded solution A of the form
A(y) = βϕ(y) + δ +A1(y), with A1(y) ∈ Y. (4.14)
Finally, this solution is unique in L2(R) modulo the addition of a constant times Q′.
Proof. Let us writeA := βϕ+δ(1+V0)+A1, where β, δ ∈ R and A1 ∈ Y are to be determined. Inserting
this decomposition in (4.12), we have (L0A1)′ = F − β(L0ϕ)′, namely
L0A1 = H − βL0ϕ+ γ, H(y) :=
∫ y
−∞
F (s)ds, (4.15)
and where γ := L0A1(0) −
∫ 0
−∞H(s)ds. Without loss of generality we can suppose the constant term
γ = −β, because from Claim 2 L0(1 + V0) = 1, thus any constant term can be associated to the free
parameter δ.
Now, from Lemma 2.3 the problem (4.12) is solvable if and only if∫
R
(H − β(L0ϕ+ 1))Q′ =
∫
R
HQ′ =
∫
R
FQ = 0,
namely (4.13) (recall that L0Q′ = 0.) Thus there exists a solution A1 of (4.15) satisfying
∫
R
A1Q
′ = 0.
Moreover, since
lim
y→−∞
(H − β(L0ϕ+ 1))(y) = 0, lim
y→+∞
(H − β(L0ϕ+ 1))(y) =
∫
R
F − 2β,
we get A1 ∈ Y provided β = 12
∫
R
F , by Lemma 2.3. This finishes the proof. 
4.3.2. Existence of dynamical parameters. Our first result concerns to the existence of a dynamical system
involving the evolution of first order scaling and translation parameters on the main interaction region. This
system is related to the orthogonality condition
∫
R
F1Qc = 0, see proof of Lemma 4.5.
Lemma 4.4 (Existence of dynamical parameters).
Suppose m = 2, 3 or 4. Let λ0, p, a(·) be as in Theorem 4.1 and (1.13). There exists a unique solution
(ρ, c), with c bounded positive, monotone, defined for all t ≥ −Tε, with the same regularity than a(ε·), of
the following system {
c′(εt) = p c(εt)
[
c(εt)− λλ0
]
a′
a (ερ(t)), c(−εTε) = 1,
ρ′(t) = c(εt)− λ, ρ(−Tε) = −(1− λ)Tε.
(4.16)
In addition,
(1) If λ = λ0, one has c ≡ 1.
(2) If 0 ≤ λ < λ0 then for all t ≥ −Tε one has c(εt) > 1 and limt→+∞ c(εt) = c∞+O(ε10), where
c∞ = c∞(λ) > 1 is the unique solution of the following algebraic equation
cλ0∞ (c∞ −
λ
λ0
)1−λ0 = 2p(1 − λ
λ0
)1−λ0 , c∞ > 1. (4.17)
Moreover, λ ∈ [0, λ0] 7→ c∞(λ) ≥ 1 is a smooth decreasing application, and c∞(λ = 0) = 2p.
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Remark 4.4 (Case λ = 0). In this situation, there exists a simple implicit expression for c(εt):
ρ′(t) = c(εt) =
ap(ερ(t))
ap(−εTε) .
Using the strict monotony of a, from this identity we can find explicitly c(εt).
Remark 4.5. Note that the critical value λ0 can be seen as the exact value of λ such that the solution
u(t) constructed in Theorem 3.1 has zero energy. Indeed, note that from Theorem 3.1 we have Ea[u] =
(λ − λ0)M [Q]. This implies that Ea[u] = 0 (> 0, < 0 resp.) if λ = λ0 (λ > λ0, λ < λ0 resp.). Because
of this phenomenon the study of the soliton dynamics for λ > λ0 is an open question.
Proof of Lemma 4.4. The local existence of a solution (c, ρ) of (4.16) is a direct consequence of the
Cauchy-Lipschitz-Picard theorem.
Now we use (4.16) to prove a priori estimates on the solution c. Note that
(c(εt)− λ)
c(εt)(c(εt)− λλ0 )
c′(εt) = p(c(εt)− λ)a
′
a
(ερ) = pρ′(t)
a′
a
(ερ).
In particular,
(1− λ0)∂t log(c(εt)− λ
λ0
) + λ0∂t log c(εt) = p∂t log a(ερ).
By integration on [−Tε, t], using c(−εTε) = 1, we obtain
cλ0(εt)(c(εt)− λ
λ0
)1−λ0 = (1− λ
λ0
)1−λ0
ap(ερ(t))
ap(−ε(1− λ)Tε) . (4.18)
Since 1 ≤ a ≤ 2, c is bounded and ρ is bounded on compact sets and consequently we obtain the global
existence. One proves in particular c′ > 0 and
cλ0(εt) < ap(ερ), and thus 1 ≤ c(εt) ≤ 2 45−m . (4.19)
Moreover, limt→+∞ c(εt) exists and satisfies limt→+∞ c(εt) = c∞ + O(ε10), where c∞ is a solution
of (4.17), after passing to the limit in (4.18). In order to prove the uniqueness of the solution of (4.17),
consider for µ ≥ 1 the smooth function
g(µ;λ) := µλ0(µ− λ
λ0
)1−λ0 − 2p(1− λ
λ0
)1−λ0 .
Note that in the case λ < λ0 we have g(1;λ) < 0 and
∂µg(µ;λ) = µ
λ0−1(µ− λ
λ0
)−λ0(µ− λ) ≥ (1− λ
λ0
)−λ0 > 0.
This implies that there exists a unique c∞(λ) > 1 such that g(c∞(λ);λ) = 0. This proves the uniqueness.
The smoothness of the application λ ∈ [0, λ0] 7→ c∞(λ) is an easy consequence of the Implicit Function
Theorem.
Finally we prove that λ 7→ c∞(λ) is a decreasing map. To do this, we take derivative in (4.17). We
obtain
c∞(λ)λ0−1(c∞(λ)− λ)
(c∞(λ) − λλ0 )λ0
c′∞(λ) = (
1
λ0
− 1)
[ cλ0∞ (λ)
(c∞(λ)− λλ0 )λ0
− 2
p
(1− λλ0 )λ0
]
≤ ( 1
λ0
− 1)(1− λ
λ0
)−λ0(1− 2p) < 0.

4.3.3. Conclusion of resolution of (Ω).
Lemma 4.5 (Resolution of (Ω)).
Suppose 0 ≤ λ ≤ λ0 and c(εt) given by (4.16). There exists a solution Ac = Ac(εt; y) of
(LAc)′(εt; y) = F1(εt; y), (4.20)
satisfying (IP) and such that
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(1) For every t ∈ [−Tε, Tε],{
Ac(εt; ·) ∈ L∞(R), Ac(εt; y) = b(εt)(ϕc(y)− c1/2) + h(εt)Aˆc(y),
Aˆc ∈ Y, |b(εt)|+ |h(εt)| ≤ Ke−γε|t|.
(4.21)
(2) limy→+∞Ac(y) = 0.
Remark 4.6. The function Ac models, at first order in ε, the shelf-like tail behind the soliton, a dispersive
effect of the interaction soliton-potential.
Proof. We prove this lemma in three steps.
Step 1. Reduction to a time independent problem. We suppose c given as in Lemma 4.4. Note that F1
in (4.10) can be written as follows
F1(εt; y) =
a′
a˜m
[
pc(c− λ
λ0
)ΛQc − 1
m− 1(c− λ)Qc + (yQ
m
c )
′](y).
Consider now the functions
F˜1(y) := pΛQ− 1
m− 1Q+ (yQ
m)′; Fˆ1(y) :=
1
m− 1Q−
p
λ0
ΛQ =
1
m− 1Q −
4
5−mΛQ.
We claim that if c(εt) satisfies (4.16) then every term in F1 has the correct scaling, as shows the following
result.
Claim 3. Suppose A˜(y), Aˆ(y) solve the stationary problems
(L0A˜)′ = F˜1, (L0Aˆ)′ = Fˆ1. (4.22)
Then for all t ∈ R,
Ac(εt; y) :=
a′(ερ)
a˜m(ερ)
c
1
m−1− 12 (εt)
[
A˜+ λc−1(εt)Aˆ
]
(c1/2(εt)y)
is a solution of (4.20).
Proof. Note that
(LAc)′ = a
′(ερ)
a˜m(ερ)
c
1
m−1+1
[− A˜′′ + A˜−mQm−1A˜]′(c1/2y)
+λ
a′(ερ)
a˜m(ερ)
c
1
m−1
[− Aˆ′′ + Aˆ−mQm−1Aˆ]′(c1/2y)
=
a′(ερ)
a˜m(ερ)
c
1
m−1+1F˜1(c
1/2y) + λ
a′(ερ)
a˜m(ερ)
c
1
m−1 Fˆ1(c
1/2y)
=
a′(ερ)
a˜m(ερ)
[pc2ΛQc − 1
m− 1cQc + (yQ
m
c )
′] + λ
a′(ερ)
a˜m(ερ)
[
1
m− 1Qc −
p
λ0
cΛQc]
= F1(εt; y).
This finishes the proof. 
The above Claim reduces to time independent problems.
Step 2. Resolution of (4.22).
Claim 4. There exists A˜, Aˆ solutions of (4.22) satisfying (4.14).
Proof. According to Lemma 4.3 it suffices to verify the orthogonality conditions∫
R
F˜1Q =
∫
R
Fˆ1Q = 0.
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Indeed, using Lemma F.1 in Appendix F∫
R
F˜1Q = p
∫
R
ΛQQ− 1
m− 1
∫
R
Q2 +
∫
R
Q(yQm)y
= p
∫
R
ΛQQ− 1
m− 1
∫
R
Q2 +
1
m+ 1
∫
R
Qm+1
=
(5 −m)
4(m− 1) [p−
4
m+ 3
]
∫
R
Q2 = 0.
Similarly ∫
R
Fˆ1Q = − 4
5−m
∫
R
ΛQQ+
1
m− 1
∫
R
Q2
= − 4
5−m ×
5−m
4(m− 1)
∫
R
Q2 +
1
m− 1
∫
R
Q2 = 0.
Thus, by invoking Lemma 4.3 there exist solutions A˜, Aˆ of (4.22) of the form{
A˜(y) = β˜ϕ(y) + δ˜ + A˜1(y), A˜1 ∈ Y,
Aˆ(y) = βˆϕ(y) + δˆ + Aˆ1(y), Aˆ1 ∈ Y,
and where β˜, βˆ, δ˜, δˆ ∈ R. Moreover, β˜, βˆ are given by the formulae
β˜ :=
1
2
∫
R
F˜1 =
1
2
∫
R
(pΛQ− 1
m− 1Q) =
1
2
[p(
1
m− 1 −
1
2
)− 1
m− 1 ]
∫
R
Q
= − 3
2(m+ 3)
∫
R
Q < 0,
for each m = 2, 3 and 4. On the other hand
βˆ :=
1
2
∫
R
Fˆ1 =
1
2
∫
R
(
1
m− 1Q−
4
5−mΛQ)
=
1
2
[
1
m− 1 −
4
5−m ×
3−m
2(m− 1)]
∫
R
Q =
1
2(5−m)
∫
R
Q > 0,
for each m = 2, 3 and 4. 
Final step. Finally, to get limy→+∞ A˜(y) = limy→+∞ Aˆ(y) = 0 we choose δ˜ = −β˜ and δˆ = −βˆ.
This proves the last part of the lemma. With this choice we have
A˜(y) = β˜(ϕ(y)− 1) + A˜1(y), Aˆ(y) = βˆ(ϕ(y)− 1) + Aˆ1(y), A˜1, Aˆ1 ∈ Y.
Using Claim 3, an actual solution Ac(εt; y) of (4.20) is obtained by considering
Ac(εt; y) :=
a′(ερ)
a˜m(ερ)
c
1
m−1 (εt)
[
A˜+ λc−1(εt)Aˆ
]
(c1/2y)
=: b(εt)(ϕc(y)− c1/2) + h(εt)Aˆc(y), Aˆc ∈ Y, .
where
b(εt) :=
a′(ερ)c
1
m−1−1
a˜m(ερ)
(β˜ + λc−1(εt)βˆ), h(εt) :=
a′(ερ)
a˜m(ερ)
.
This finishes the proof of Lemma 4.5. 
Remark 4.7. We emphasize that in any case Ac ∈ L2(R), even if it is exponentially decreasing in time.
This non summable solution must be modified in order to obtain a finite mass solution.
Before continuing with the construction of the approximate solution, we need some crucial estimates on
the parameter c(εt).
Remark 4.8 (Bounds for c(εt)). From the bound on c(εt) in (4.18) we conclude that for all t ∈ [−Tε, Tε]
1 ≤ c(εt) ≤ 2 45−m .
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4.4. Correction to the solution of Problem (Ω). Consider the cutoff function η ∈ C∞(R) satisfying the
following properties: {
0 ≤ η(s) ≤ 1, 0 ≤ η′(s) ≤ 1, for any s ∈ R;
η(s) ≡ 0 for s ≤ −1, η(s) ≡ 1 for s ≥ 1. (4.23)
Define
ηε(y) := η(εy + 2), (4.24)
and for Ac = Ac(εt; y) solution of (4.20) constructed in Lemma 4.5, denote
A#(εt; y) := ηε(y)Ac(εt; y). (4.25)
Now redefine
u˜ := R + w = R+ εA#. (4.26)
where R is the modulated soliton from (4.5).
The following Proposition, which deals with the error associated to this cut-off function and the new
approximate solution u˜, is the principal result of this section.
Proposition 4.6 (Construction of an approximate solution for (1.15)).
There exist constants ε0,K > 0 such that for all 0 < ε < ε0 the following holds.
(1) Consider the localized function A# defined in (4.24)-(4.25). Then we have
(a) New behavior. For all t ∈ [−Tε, Tε],{
A#(εt, y) = 0 for all y ≤ − 3ε ,
A#(εt, y) = Ac(εt, y) for all y ≥ − 1ε .
(4.27)
(b) Integrable solution. For all t ∈ [−Tε, Tε], A#(εt, ·) ∈ H1(R) with
‖εA#(εt, ·)‖H1(R) ≤ Kε
1
2 e−γε|t|. (4.28)
(2) The error associated to the new function u˜ satisfies
‖S[u˜](t)‖H2(R) ≤ Kε
3
2 e−γε|t|, (4.29)
and the following integral estimate holds∫
R
‖S[u˜](t)‖H2(R)dt ≤ Kε1/2.
Proof. The proof of (4.27) is direct from the definition. To prove (4.28) it is enough to recall that
‖η′c‖L2(R) ≤ Kε−1/2.
For the proof of (4.29), see Appendix C. 
4.5. Recomposition of the solution. In this subsection we present some important estimates concerning
our approximate solution. More precisely, we will show that u˜ at time ±Tε behaves as a modulated soliton
with the scaling given by the formal computations at infinity. We start out with some model H1-estimates.
Lemma 4.7 (First estimates on u˜).
(1) Decay away from zero. Suppose f = f(y) ∈ Y . Then there exist K, γ > 0 constants such that for
all t ∈ [−Tε, Tε]
‖a′(εx)f(y)‖H1(R) ≤ Ke−γε|t|. (4.30)
(2) Almost soliton solution. The following estimates hold for all t ∈ [−Tε, Tε].
‖u˜t + (c− λ)u˜x‖H1(R) ≤ Kεe−γε|t|, ‖u˜t + (c− λ)u˜x‖L∞(R) ≤ Kεe−γε|t|, (4.31)
u˜xx − λu˜+ aεu˜m = (c− λ)u˜ +OL2(R)(εe−γε|t|), (4.32)
and
‖(u˜xx − cu˜+ aεu˜m)x‖H1(R) ≤ Kεe−γε|t| +Kε2. (4.33)
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Proof. The proof of (4.30) is a direct consequence of (1.13) and the fact that ρ′(t) = c(εt) − λ ≥ 1 − λ,
for all t ∈ R.
Now let us prove (4.31). From (4.26) we obtain
u˜t + (c− λ)u˜x = εc
′
a˜
ΛQc − ε a˜
′
a˜2
(c− λ)Qc + ε[(A#)t + c(A#)x]
= ε[(A#)t + c(A#)x] +OH1(R)(εe
−γε|t|).
Now, from (C.3) in Appendix C, we know that
ε[(A#)t + c(A#)x] = ε
2(c− λ)η′cAc +OH1(R)(ε
3
2 e−γε|t|) = OH1(R)(ε
3
2 e−γε|t|).
This estimate completes the proof of the H1-estimate. The L∞-estimate follows directly from the contin-
uous Sobolev embedding H1(R) →֒ L∞(R).
Concerning (4.32), note that from (4.28)
u˜xx − λu˜+ aεu˜m = (c− λ)u˜ + ε[(A#)xx +maεRm−1A#]
+OL2(R)(εe
−γε|t|) +O(ε2|A#|2)
= (c− λ)u˜ +OL2(R)(εe−γε|t|).
Finally we deal with (4.33). Note that [u˜xx − cu˜+ aεu˜m]x = S[u˜]− ((c− λ)u˜x + u˜t); the conclusion
follows directly from (4.29) and (4.31). 
The next result describes the behavior of the almost solution u˜ at the endpoints t = −Tε, Tε.
Proposition 4.8 (Behavior at t = ±Tε).
There exist constants K, ε0 > 0 such that for every 0 < ε < ε0 the approximate solution u˜ constructed
in Proposition 4.6 satisfies
(1) Closeness to Q at time t = −Tε.
‖u˜(−Tε)−Q(·+ (1 − λ)Tε)‖H1(R) ≤ Kε10. (4.34)
(2) Closeness to 2−1/(m−1)Qc∞ at time t = Tε. Let c∞(λ) > 1 be as defined in Lemma 4.4. Then
‖u˜(Tε)− 2−1/(m−1)Qc∞(· − ρ(Tε))‖H1(R) ≤ Kε10. (4.35)
Proof. By definition,
u˜(−Tε)−Q(· − ρ(−Tε)) = R(−Tε)−Q(·+ (1− λ)Tε) + w(−Tε).
From Lemma 4.6 we have
‖w(±Tε)‖H1(R) = ‖εA#(±Tε)‖H1(R) ≤ Kε1/2e−γε
− 1
100 ≤ Kε10,
for ε small enough. On the other hand, from ρ(−Tε) = −(1− λ)Tε and using the monotony of a, we have
1 ≤ c(−εTε) ≤ a 45−m (ερ(−Tε)) ≤ 1 + ε10.
In conclusion we have
‖R(−Tε)−Q(·+ (1 − λ)Tε)‖H1(R) ≤ Kε10,
as desired. Estimate (4.35) is totally analogous, and we skip the details. 
In concluding this section, we have constructed and approximate solution u˜ describing, at least formally,
the interaction soliton-potential. In the next section we will show that the solution u constructed in Theorem
3.1 actually behaves like u˜ inside the interaction box [−Tε, Tε].
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5. FIRST STABILITY RESULTS
In this section our objective is to prove that the approximate solution u˜ describes the actual dynamics of
interaction in the interval [−Tε, Tε]. The next proposition is the principal result of this section.
Proposition 5.1 (Exact solution close to the approximate solution u˜).
Let κ > 1100 . There exists ε0 > 0 such that the following holds for any 0 < ε < ε0. Suppose that
‖S[u˜](t)‖H2(R) ≤ Kε1+κe−γε|t|,
∫
R
‖S[u˜](t)‖H2(R) dt ≤ Kεκ, (5.1)
and
‖u(−Tε)− u˜(−Tε)‖H1(R) ≤ Kεκ, (5.2)
with u = u(t) a H1(R) solution of (1.15) in a vicinity of t = −Tε. Then u(t) is defined for any t ∈
[−Tε, Tε] and there exist K0 = K0(κ,K) and a C1-function ρ1 : [−Tε, Tε] → R such that, for all
t ∈ [−Tε, Tε],
‖u(t+ ρ1(t)) − u˜(t)‖H1(R) ≤ K0εκ, |ρ′1(t)| ≤ K0εκ. (5.3)
Before the proof, we clarify some important details about the statement of the proposition.
Remark 5.1. Note that u has to be modulated in order to get the correct result. However, in this case we
have not modulated on the scaling and spatial translation parameters because (1.15) is not invariant under
these transformations. Nevertheless, we still have another degeneracy, due to time translations, which
fortunately allows to control the dynamics of the solution u for every t ∈ [−Tε, Tε]. In this sense, the
new time s(t) := t + ρ1(t) can be interpreted as a retarded (or advanced) time of the actual solution with
respect to the approximate solution. Moreover, note that for ε small enough,
s′(t) = 1 + ρ′(t) >
99
100
> 0,
for all t ∈ [−Tε, Tε]. This means that we can inverse s(t) on s([−Tε, Tε]) ⊆ 99100 [−Tε, Tε].
From the proof we do not know the sign of ρ′1(t), so in particular we do not know if the solution u is
retarded or in advance with respect to the approximate solution u˜.
Proof of Proposition 5.1. Let K∗ > 1 be a constant to be fixed later. Let us recall that from Proposition
2.2 we have that u(t) is globally well-defined in H1(R). Since ‖u(−Tε) − u˜(−Tε)‖H1(R) ≤ Kεκ, by
continuity in time in H1(R), there exists −Tε < T ∗ ≤ Tε with
T ∗ := sup
{
T ∈ [−Tε, Tε], such that for all t ∈ [−Tε, T ], there exists r(t) ∈ R with
‖u(t+ r(t)) − u˜(t)‖H1(R) ≤ K∗εκ
}
.
The objective is to prove that T ∗ = Tε for K∗ large enough. To achieve this, we argue by contradiction,
assuming that T ∗ < Tε and reaching a contradiction with the definition of T ∗ by proving some independent
estimates for ‖u(t+ r(t)) − u˜(t)‖H1(R) on [−Tε, T ∗], for a special modulation parameter r(t).
5.1. Modulation. By using the Implicit function theorem we will construct a modulation parameter and
to estimate its variation in time:
Lemma 5.2 (Modulation in time). Assume 0 < ε < ε0(K∗) small enough. There exists a unique C1
function ρ1(t) such that, for all t ∈ [−Tε, T ∗],
z(t) = u(t+ ρ1(t))− u˜(t) satisfies
∫
R
z(t, x)Q′c(y)dx = 0. (5.4)
Moreover, we have, for all t ∈ [−Tε, T ∗],
|ρ1(−Tε)|+ ‖z(−Tε)‖H1(R) ≤ Kεκ, ‖z(t)‖H1(R) ≤ 2K∗εκ. (5.5)
In addition, z(t) satisfies the following equation
zt + (1 + ρ
′
1)
{
zxx − λz + aε[(u˜+ z)m − u˜m]
}
x
− ρ′1u˜t + (1 + ρ′1)S[u˜] = 0. (5.6)
Finally, there exist K, γ > 0 independent of K∗ such that for every t ∈ [−Tε, T ∗]
|ρ′1(t)| ≤
K
c(εt)− λ
[
‖z‖L2(R) + εe−γε|t|‖z(t)‖L2(R) + ‖z(t)‖2L2(R) + ‖S[u˜]‖L2(R)
]
. (5.7)
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Proof. The proof of (5.4)-(5.5) is by now well-know and it is a consequence of the Implicit Function
Theorem. See e.g. [35] for a detailed proof. On the other hand, the proof of (5.6) follows after a simple
calculation using (1.15).
Finally, we prove (5.7). From (5.4)-(5.6) we take time derivative and replace zt to obtain
0 = (1 + ρ′1)
∫
R
{
zxx − cz + aε[(u˜+ z)m − u˜m]
}
Q′′c
+ρ′1
∫
R
(u˜t − (c− λ)zx)Q′c − (1 + ρ′1)
∫
R
S[u˜]Q′c + εc
′(εt)
∫
R
zΛQ′c.
First, note that
ρ′1
∫
R
(u˜t − (c− λ)zx)Q′c = −
ρ′1
a˜
[
(c− λ)
∫
R
Q′2c +O(ε+ ‖z(t)‖L2(R))
]
.
On the other hand,∫
R
{
zxx − cz + aε[(u˜ + z)m − u˜m]
}
Q′′c = −
∫
R
zLQ′′c +O(εe−γε|t|‖z(t)‖L2(R))
+ O(‖z(t)‖2L2(R)).
Collecting these estimates, and using the fact that ‖z(t)‖H1(R) is small, we get desired result. 
5.2. Control on the Qc direction. We recall from (1.7) that the energy of the function u(t + ρ1(t)) is
conserved, moreover, Ea[u(t+ ρ1(t))] = Ea[u](t) for any t ∈ [−Tε, T ∗]. In what follows, we will made
use of this identity to estimate z against the degenerate direction Qc. First we prove that the approximate
solution u˜ has almost conserved energy.
Lemma 5.3 (Almost conservation of energy).
Consider u˜ the approximate solution constructed in Proposition 4.6. Then
∂tEa[u˜](t) = −
∫
R
(u˜xx − λu˜+ aεu˜m)S[u˜]. (5.8)
In particular, there exists K > 0 independent of K∗ such that
|Ea[u˜](t)− Ea[u˜](−Tε)| ≤ Kεκ. (5.9)
Proof. We start by showing (5.8). From (4.9) we have∫
R
S[u˜](u˜xx − λu˜+ aεu˜m) =
∫
R
u˜t(u˜xx − λu˜+ aεu˜m)
= −∂t 1
2
∫
R
u˜2x − ∂t
λ
2
∫
R
u˜2 +
1
m+ 1
∂t
∫
R
aεu˜
m+1
= −∂tEa[u˜](t),
as desired.
Now we consider (5.9). From Cauchy-Schwarz inequality, we have
|∂tEa[u˜](t)| ≤ K‖S[u˜](t)‖L2(R),
for some constant K > 0. After integration and considering (5.1), we get the result. 
Lemma 5.4 (Control in the Qc direction).
There exists K, γ > 0, independent of K∗ such that for 0 < ε < ε0 small enough,∣∣∣∣
∫
R
Qc(y)z
∣∣∣∣ ≤ Kc(εt)− λ
[
εκ + ε1/2e−εγ|t|‖z(t)‖L2(R) + ‖z(t)‖2H1(R)
]
.
Proof. Consider the conserved energy Ea[u(t + ρ1)]; we expand this term and make use of the identity
u(t+ ρ1) = u˜(t) + z(t) to obtain
Ea[u˜+ z](t) = Ea[u˜](t)−
∫
R
z(u˜xx − λu˜+ aεu˜m) + 1
2
∫
R
z2x +
λ
2
∫
R
z2
− 1
m+ 1
∫
R
aε[(u˜+ z)
m+1 − u˜m+1 − (m+ 1)u˜mz].
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First, note that∫
R
z(u˜xx − λu˜+ aεu˜m)(t) =
∫
R
z(u˜xx − λu˜+ aεu˜m)(−Tε) +
{
Ea[u˜](t)− Ea[u˜](−Tε)
}
+ O(‖z(t)‖2H1(R)).
We use now (4.32):∫
R
z(u˜xx − λu + aεu˜m) = (c− λ)
∫
R
u˜z +O(εe−γε|t|‖z(t)‖L2(R))
The conclusion follows from the above identity and (5.9). 
5.3. Energy functional for z. Consider the functional
F(t) := 1
2
∫
R
(z2x + c(εt)z
2)− 1
m+ 1
∫
R
aε[(u˜ + z)
m+1 − u˜m+1 − (m+ 1)u˜mz]. (5.10)
Lemma 5.5 (Modified coercivity for F , second version).
There exist K, ν0 > 0, independent of K∗ and ε such that for every t ∈ [−Tε, Tε]
F(t) ≥ ν0‖z(t)‖2H1(R) −
∣∣∣∣
∫
R
Qc(y)z
∣∣∣∣
2
−K(εe−γε|t| + ε2)‖z(t)‖2L2(R) −K‖z(t)‖3L2(R).
Proof. We write
F(t) = 1
2
∫
R
(z2x + cz
2 −maεu˜m−1z2) (5.11)
− 1
m+ 1
∫
R
aε[(u˜+ z)
m+1 − u˜m+1 − (m+ 1)u˜mz − 1
2
m(m+ 1)u˜m−1z2]. (5.12)
In the case m = 2 the term (5.12) above is identically zero, and for m = 3, 4 we have |(5.12)| ≤
K‖z(t)‖3L2(R).
On the other hand, the first term above looks as follows
(5.11) = 1
2
∫
R
(z2x + c(εt)z
2 −mQm−1c z2)− ε
ma′(ερ)
2a(ερ)
∫
R
yQm−1c z
2 +O(ε2‖z(t)‖2L2(R)).
It is clear that ∣∣∣∣εma′(ερ)2a(ερ)
∫
R
yQm−1c z
2
∣∣∣∣ ≤ Kεe−γε|t|‖z(t)‖2L2(R).
Finally, from Lemma 2.3, we have the existence of constants K, ν0 > 0 such that for all t ∈ [−Tε, T ∗]
1
2
∫
R
(z2x + c(εt)z
2 −mQm−1c z2) ≥ ν0‖z(t)‖2H1(R) −K
∣∣∣ ∫
R
Qcz
∣∣∣2.

Now we use a coercivity argument to obtain independent estimates for F(T ∗).
Lemma 5.6 (Estimates on F(T ∗)).
The following properties hold for any t ∈ [−Tε, T ∗].
(1) First time derivative.
F ′(t) = −
∫
R
zt
{
zxx − cz + aε[(u˜+ z)m − u˜m]
}
+
1
2
εc′(εt)
∫
R
z2
−
∫
R
aεu˜t[(u˜+ z)
m − u˜m −mu˜m−1z]. (5.13)
(2) Integration in time. There exist constants K, γ > 0 such that
F(t)−F(−Tε) ≤ K(K∗)4ε4κ− 1100 +K(K∗)3ε3κ− 1100 +KK∗ε2κ
+K
∫ t
−Tε
εe−εγ|t|‖z(t)‖2H1(R)dt.
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Proof. First of all, (5.13) is a simple computation. Let us consider (5.14). Replacing (5.6) in (5.13) we get
F ′(t) = (c(εt)− λ)(1 + ρ′1)
∫
R
aε[(u˜+ z)
m − u˜m]zx (5.14)
−ρ′1
∫
R
u˜t
{
zxx − cz + aε[(u˜+ z)m − u˜m]
} (5.15)
+(1 + ρ′1)
∫
R
S[u˜]
{
zxx − cz + aε[(u˜+ z)m − u˜m]
} (5.16)
+
1
2
εc′(εt)
∫
R
z2 −
∫
R
aεu˜t[(u˜+ z)
m − u˜m −mu˜m−1z]. (5.17)
Now we consider separate cases. First let us suppose m = 2. After some simplifications, we get
(5.14) = (c− λ)(1 + ρ′1)
∫
R
aε[2u˜z + z
2]zx
= −(c− λ)(1 + ρ′1)
∫
R
[aεu˜xz
2 + εa′(εx)u˜z2 +
1
3
εa′(εx)z3].
From this ∣∣∣∣(5.14) + (c− λ)(1 + ρ′1)
∫
R
aεu˜xz
2
∣∣∣∣ ≤ Kεe−γε|t|‖z(t)‖2L2(R) +Kε‖z(t)‖3H1(R).
On the other hand,
(5.15) = −ρ′1
∫
R
(u˜t + (c− λ)u˜x)
{
zxx − cz + aε[2u˜z + z2]
}
+ (c− λ)ρ′1
∫
R
aεu˜xz
2
+(c− λ)ρ′1
∫
R
z[u˜xx − cu˜+ aεu˜2]x − (c− λ)ρ′1ε
∫
R
a′(εx)u˜2z.
In particular, using estimates (4.30), (4.33) and (4.31) we obtain∣∣∣∣(5.15)− (c− λ)ρ′1
∫
R
aεu˜xz
2
∣∣∣∣ ≤ Kε|ρ′1|e−γε|t|‖z(t)‖H1(R)
We also have
(5.16) = (1 + ρ′1)
∫
R
z[S[u˜]xx − cS[u˜] + 2aεu˜S[u˜] + aεzS[u˜]],
thus using (5.7)
|(5.16)| ≤ K‖z(t)‖L2(R)‖S[u˜](t)‖H2(R).
Finally,
(5.17) = 1
2
εc′(εt)
∫
R
z2 −
∫
R
aε(u˜t + (c− λ)u˜x)z2 + (c− λ)
∫
R
aεu˜xz
2.
We get then from (4.31) ∣∣∣∣(5.17)− (c− λ)
∫
R
aεu˜xz
2
∣∣∣∣ ≤ Kεe−γε|t|‖z(t)‖2L2(R).
Collecting the above estimates and (5.7), and after an integration, we finally get
|F(t)−F(−Tε)| ≤ K(K∗)3ε3κ− 1100 +KK∗ε2κ +K
∫ t
−Tc
εe−γε|s|‖z(s)‖2L2(R)ds.
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The cases m = 3, 4 are similar, but more involved. From (5.14)-(5.17), and after some integration by
parts, the result is the following:
F ′(t) = (c− λ)(1 + ρ′1)×[ ∫
R
aε
{
(u˜+ z)m − u˜m −mu˜m−1z − m
2
(m− 1)u˜m−2z2}zx (5.18)
−m
2
ε
∫
R
a′(εx)u˜m−1z2 − ε
6
m(m− 1)
∫
R
a′(εx)u˜m−2z3
−m
2
∫
R
aε(u˜
m−1)xz2 − m
6
(m− 1)
∫
R
aε(u˜
m−2)xz3
]
(5.19)
−ρ′1
∫
R
(u˜t + (c− λ)u˜x)
{
zxx − cz + aε[(u˜ + z)m − u˜m]
}
+(c− λ)ρ′1
[ ∫
R
z(u˜xx − cu˜+ aεu˜m)x − ε
∫
R
a′(εx)u˜mz
]
+(c− λ)(1 + ρ′1)
∫
R
u˜xaε
{
(u˜+ z)m − u˜m −mu˜m−1z
−m
2
(m− 1)u˜m−2z2 − m
6
(m− 1)(m− 2)u˜m−3z3} (5.20)
+
m
2
(c− λ)ρ′1
[ ∫
R
aε(u˜
m−1)xz2 +
1
3
(m− 1)
∫
R
aε(u˜
m−2)xz3
]
(5.21)
+(1 + ρ′1)
∫
R
z
{
S[u˜]xx − cS[u˜] +maεu˜m−1S[u˜]
}
+(1 + ρ′1)
∫
R
aε
{
(u˜+ z)m − u˜m −mu˜m−1z}S[u˜]
+
ε
2
c′
∫
R
z2 −
∫
R
aε(u˜t + (c− λ)u˜x)[(u˜+ z)m − u˜m −mu˜m−1z]
+
m
2
(c− λ)
[ ∫
R
aε(u˜
m−1)xz2 +
1
3
(m− 1)
∫
R
aε(u˜
m−2)xz3
]
. (5.22)
Note that (5.19), (5.21) and (5.22) disappear. With (5.18) and (5.20), we need a little more care. Indeed,
for m = 3,
|(5.18) + (5.20)| =
∣∣∣∣14ε(c− λ)(1 + ρ′1)
∫
R
a′(εx)z4
∣∣∣∣ ≤ ε‖z(t)‖4L2(R);
In the case m = 4,
(5.18) + (5.20) = (c− λ)(1 + ρ′1)
∫
R
aε[zx(4u˜z
3 + z4) + u˜xz
4]
= −ε(c− λ)(1 + ρ′1)
∫
R
a′(εx)(u˜z4 + z5).
Consequently we have
|(5.18) + (5.20)| ≤ Kεe−γε|t|‖z(t)‖4L2(R) +Kε‖z(t)‖5L2(R).
Finally, using (4.30), (4.33), (4.31) we obtain
F ′(t) ≤ Kε‖z(t)‖4H1(R) +Kεe−γε|t|‖z(t)‖2L2(R) +Kε‖z(t)‖3H1(R)
+K|ρ′1(t)|εe−γε|t|‖z(t)‖H1(R) +K‖S[u˜](t)‖H2(R)‖z(t)‖L2(R).
Integrating and using (5.7), we obtain
F(t)−F(−Tε) ≤ K(K∗)4ε4κ− 1100 +K(K∗)3ε3κ− 1100 +KK∗ε2κ
+K
∫ t
−Tε
εe−γε|s|‖z(s)‖2H1(R)ds.
This finishes the proof. 
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We are finally in position to show that T ∗ < Tε leads to a contradiction.
5.4. End of proof of Proposition 5.1. From Lemma 5.2, F(−Tε) ≤ Kc2κ, and from Lemmas 5.5, 5.4
and (5.14) we get
‖z(t)‖2L2(R) ≤ K
∣∣∣∣
∫
R
zQc(y)
∣∣∣∣
2
+Kε2κ +K(K∗)4ε4κ−
1
100 +K(K∗)3ε3κ−
1
100
+KK∗ε2κ +K
∫ t
−Tε
εe−γε|t|‖z(t)‖2L2(R)dt
≤ K
∣∣∣εκ +K∗ε 12+κe−γε|t| + (K∗)2ε2κ + ‖S[u˜]‖L2(R)∣∣∣2 +Kε2κ
+K(K∗)4ε4κ−
1
100 +K(K∗)3ε3κ−
1
100 +KK∗ε2κ
+K
∫ t
−Tε
εe−γε|s|‖z(s)‖2L2(R)ds
≤ Kε2κ +K(K∗)4ε4κ− 1100 +K(K∗)3ε3κ− 1100 +KK∗ε2κ
+K
∫ t
−Tε
εe−γε|s|‖z(s)‖2L2(R)ds.
Using Gronwall’s inequality (see e.g. [53]) we conclude that for some large constant K > 0, but
independent of K∗ and ε,
‖z(t)‖2H1(R) ≤ Kε2κ +K(K∗)4ε4κ−
1
100 +K(K∗)3ε3κ−
1
100 +KK∗ε2κ.
From this estimate and taking ε small, and K∗ large enough, we obtain that for all t ∈ [−Tε, T ∗],
‖z(t)‖2H1(R) ≤
1
2
(K∗)2ε2κ.
This estimate contradicts the definition of T ∗, and concludes the proof of Proposition 5.1. 
5.5. Proof of Theorem 4.1. Now we prove the main result of this section, which describes the core of
interaction soliton-potential.
Proof of Theorem 4.1. Consider u(t) the solution constructed in Theorem 3.1. We first compare u(t) with
the approximate solution u˜(t) constructed in Proposition 4.6 at time t = −Tε.
Behavior at t = −Tε. From (3.3), Proposition 4.8 and more specifically (4.34) we have that
‖u(−Tε)− u˜(−Tε)‖H1(R) ≤ Kε10.
Behavior at t = Tε. Thanks to the above estimate and (4.29) we can invoke Proposition 5.1 with κ := 12 to
obtain the existence of K0, ε0 > 0 such that for all 0 < ε < ε0
‖u(Tε + ρ1(Tε))− u˜(Tε)‖H1(R) ≤ K0ε1/2, |ρ1(Tε)| ≤ K0ε−
1
2− 1100 ≤ Tε
100
.
Therefore from (4.35) and triangular inequality,
‖u(Tε + ρ1(Tε))− 2−1/(m−1)Qc∞(· − ρ(Tε))‖H1(R) ≤ K0ε1/2.
(cf. also (4.5).) Finally note that (1 − λ)Tε ≤ ρ(Tε) ≤ (2c∞(λ) − λ− 1)Tε. This finishes the proof. 
Next step will be the study of long time properties, on the interval [Tε,+∞).
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6. ASYMPTOTIC FOR LARGE TIMES
6.1. Statement of the results. The purpose of this Section is to prove the asymptotic behavior of the
solution u(t) as described in Theorem 1.2. Recall the parameters λ0 and c∞(λ) from Theorems 1.1 and
4.1.
Theorem 6.1 (Stability and Asymptotic stability in H1).
Suppose m = 2, 4 with 0 < λ ≤ λ0; or m = 3 with 0 ≤ λ ≤ λ0. Let 0 < β < 12 (c∞(λ) − λ).
There exists ε0 > 0 such that if 0 < ε < ε0 the following hold. Suppose that for some time t1 ≥ 12Tε and
t1 ≤ X0 ≤ 2t1 ∥∥u(t1)− 2−1/(m−1)Qc∞(x −X0)∥∥H1(R) ≤ ε1/2. (6.1)
where u(t) is a H1-solution of (1.15). Then u(t) is defined for every t ≥ t1 and there exists K, c+ > 0 and
a C1-function ρ2(t) defined in [t1,+∞) such that
(1) Stability.
sup
t≥t1
∥∥u(t)− 2−1/(m−1)Qc∞(· − ρ2(t))∥∥H1(R) ≤ Kε1/2, (6.2)
where
|ρ2(t1)−X0| ≤ Kε1/2, and for all t ≥ t1, |ρ′2(t)− c∞(λ) + λ| ≤ Kε1/2.
(2) Asymptotic stability. One has
lim
t→+∞
∥∥u(t)− 2−1/(m−1)Qc+(· − ρ2(t))∥∥H1(x>βt) = 0. (6.3)
In addition,
lim
t→+∞
ρ′2(t) = c
+ − λ, |c+ − c∞| ≤ Kε1/2. (6.4)
Remark 6.1. We do not know if stability results are valid in the cases m = 2, 4 and λ = 0. In particular,
note that the stability property as stated above is false if we have
lim sup
t→+∞
‖u(t)‖L2(R) = +∞.
Remark 6.2. Let us recall that for any 0 < λ < λ0 the asymptotic stability property (6.3) holds for any
β > −λ, provided ε0 small enough, however we will not pursue on this improvement.1
We shall split the proof in two different parts, according with the proof of stability (cf. (6.2)) and
asymptotic stability (cf. (6.3)).
The proof of the stability result is standard and similar to Proposition 5.1, see also [4, 39]. For this
reason, our proof will be in some sense very sketchy. We invite to the reader to consult the references
above mentioned for the original proof. Concerning the asymptotic stability result, the proof will follow
closely the papers [33, 34].
Let us recall that for large times (t ≥ Tε) the soliton-like solution is expected to be far away from the
region where aε varies. In particular, from (1.13), the stability and asymptotic stability properties will
follow from the fact that in this region (1.13) behaves like the gKdV equation
ut + (uxx − λu+ 2um)x = 0, in {t ≥ Tε} × Rx.
Of course, this formal argument must be stated in a rigorous way.
6.2. Stability.
Proof of Theorem 6.1, stability part. Let us prove (6.2). Let us assume that for some K > 0 fixed,
‖u(t1)− 2−1/(m−1)Qc∞(· −X0)‖H1(R) ≤ Kε1/2. (6.5)
From the local and global Cauchy theory exposed in Proposition 2.1 and Theorems 3.1 and 4.1, we know
that the solution u is well defined for all t ≥ t1.
In order to simplify the calculations, note that from (1.18) the function v := 21/(m−1)u solves
vt + (vxx − λv + aε
2
vm)x = 0 on Rt × Rx,
1In [46] we made use of this property.
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and (6.5) now becomes
‖v(t1)−Qc∞(· −X0)‖H1(R) ≤ K˜ε1/2. (6.6)
With a slight abuse of notation we will rename v := u and K˜ := K , and we will assume the validity of
(6.6) for u. The parameters X0 and c∞ remains unchanged.
Let D0 > 2K be a large number to be chosen later, and set
T ∗ := sup
{
t ≥ t1 | ∀ t′ ∈ [t1, t), ∃ ρ˜2(t′) ∈ R smooth s.t. |ρ˜′2(t′)− c∞ + λ| ≤
1
100
,
|ρ˜2(t1)−X0| ≤ 1
100
, and ‖u(t′)−Qc∞(· − ρ˜2(t′))‖H1(R) ≤ D0ε1/2
}
. (6.7)
Observe that T ∗ > t1 is well-defined since D0 > 2K , (6.5) and the continuity of t 7→ u(t) in H1(R). The
objective is to prove T ∗ = +∞, and thus (6.2). Therefore, for the sake of contradiction, in what follows
we shall suppose T ∗ < +∞.
The first step to reach a contradiction is now to decompose the solution on [t1, T ∗] using modulation
theory around the soliton. In particular, we will find a special ρ2(t) satisfying the hypotheses in (6.7) but
with
sup
t∈[t1,T∗]
‖u(t)−Qc∞(· − ρ2(t))‖H1(R) ≤
1
2
D0ε
1/2, (6.8)
a contradiction with the definition of T ∗.
Lemma 6.2 (Modulated decomposition).
For ε > 0 small enough, independent of T ∗, there exist C1 functions ρ2, c2, defined on [t1, T ∗], with
c2(t) > 0 and such that the function z(t) given by
z(t, x) := u(t, x)−R(t, x), (6.9)
where R(t, x) := Qc2(t)(x− ρ2(t)), satisfies for all t ∈ [t1, T ∗],∫
R
R(t, x)z(t, x)dx =
∫
R
(x− ρ2(t))R(t, x)z(t, x)dx = 0, (Orthogonality), (6.10)
‖z(t)‖H1(R) + |c2(t)− c∞| ≤ KD0ε1/2, and (6.11)
‖z(t1)‖H1(R) + |ρ2(t1)−X0|+ |c2(t1)− c∞| ≤ Kε1/2, (6.12)
where K is not depending on D0. In addition, z(t) now satisfies the following modified gKdV equation
zt +
{
zxx − λz + aε
2
[(R+ z)m − Rm] + (aε(x)
2
− 1)Qmc2
}
x
+ c′2(t)ΛQc2 + (c2 − λ− ρ′2)(t)Q′c2 = 0. (6.13)
Furthermore, for some constant γ > 0 independent of ε, we have the improved estimates:
|ρ′2(t) + λ− c2(t)| ≤ K(m− 3)
[ ∫
R
e−γ|x−ρ2(t)|z2(t, x)dx
] 1
2
+K
∫
R
e−γ|x−ρ2(t)|z2(t, x)dx +Ke−γεt; (6.14)
and
|c′2(t)|
c2(t)
≤ K
∫
R
e−γ|x−ρ2(t)|z2(t, x)dx +Ke−γεt‖z(t)‖H1(R) +Kεe−εγt. (6.15)
Remark 6.3. Note that from (6.11) and taking ε small enough we have an improved the bound on ρ2(t).
Indeed, for all t ∈ [t1, T ∗],
|ρ′2(t)− c∞ + λ|+ |ρ2(t1)−X0| ≤ 2D0ε1/2.
Thus, in order to reach a contradiction, we only need to show (6.8).
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Proof of Lemma 6.2. As in Lemma A.4 and 5.2, the proof of (6.9)-(6.12) are based in a Implicit Function
Theorem application, and is very similar to the proof of Lemma A.1 in appendix A of [34].
On the other hand, equation (6.13) is a simple computation, completely similar to (A.11) and (5.6).
Now we claim that from the definition of T ∗ we can obtain an extra estimate on the parameter ρ2(t).
We claim that for any t ≥ t1,
ρ2(t) ≥ 1
10
(c∞(λ) − λ)t1. (6.16)
Indeed, from (6.7) and after integration between t1 and t ∈ [t1, T ∗] we have the bound
|ρ2(t)− ρ2(t1)− (c∞ − λ)(t − t1)| ≤ 1
100
(t− t1), |ρ2(t1)−X0| ≤ 1
100
.
Thus we have
|ρ2(t)− (c∞ − λ)t| ≤ 1
100
(t− t1 + 1) + |(c∞ − λ)t1 −X0|.
In particular, for any t ∈ [t1, T ∗] (recall that ρ2(t1) ∼ X0 > 0)
ρ2(t) ≥ (c∞ − λ)t− 1
100
(t− t1 + 1) ≥ 1
10
c∞t.
This inequality implies that the soliton position is far away from the potential interaction region.
Now we prove the estimates in (6.14) and (6.15). For this, first denote y := x − ρ2(t). Taking time
derivative in the first orthogonality condition in (6.10) and using the equation (6.13) we obtain
0 = −c′2(t)
∫
R
ΛQc2(Qc2 − z) + (c2 − λ− ρ′2)(t)
∫
R
Q′c2z −
1
2
∫
R
Qmc2 [(aε − 2)z]x
− ε
2(m+ 1)
∫
R
a′(εx)Qm+1c2 (y) +
1
2
∫
R
Q′c2aε[(R + z)
m −Rm −mRm−1z]..
First of all, note that by scaling arguments∫
R
ΛQc2Qc2 = θc
2θ−1
2 (t)
∫
R
Q2. (6.17)
Secondly, by redefining γ if necessary,∣∣∣∣ε
∫
R
a′(εx)Qm+1c2 (y)
∣∣∣∣ ≤ Kεe−γεc2(t)ρ2(t) ≤ Kεe−γεt.
Similarly, from (6.16) and following (A.13) we have∣∣∣∣
∫
R
Qmc2[(aε − 2)z]x
∣∣∣∣ ≤ K‖z(t)‖H1(R)e−γεt.
Finally, note that for γ > 0 independent of ε,∣∣∣∣
∫
R
Q′c2aε[(R + z)
m −Rm −mRm−1z]
∣∣∣∣ ≤ K
∫
R
e−γ|y|z2.
Collecting the above estimates, we have
|c′2(t)|
c2(t)
≤ K
∫
R
e−γ|y|z2 +K|c2(t)− λ− ρ′2(t)|
[ ∫
R
e−γ|y|z2
] 1
2
+Ke−γεt‖z(t)‖H1(R) +Kεe−γεt. (6.18)
On the other hand, by using the second orthogonality condition in (6.10), we have
0 = (c2 − λ− ρ′2)(t)
∫
R
z(yR)x + c
′
2(t)
∫
R
yΛQc2z +
1
2
(c2 − λ− ρ′2)(t)
∫
R
Q2c2
+
∫
R
(yR)x
{1
2
aε[(R+ z)
m −Rm −mRm−1z] + (aε(x)
2
− 1)Qmc2
}
+
∫
R
(yR)x(zxx − c2z +mRm−1z) + m
2
∫
R
(yR)x(aε − 2)Rm−1z.
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Note that by integration by parts,∫
R
(yR)x(zxx − c2z +mRm−1z) =
∫
R
z(2R+ (m− 3)Rm) = (m− 3)
∫
R
zRm.
Using the same arguments as in the precedent computations, we have
|(c2 − λ− ρ′2)(t)| ≤ K(m− 3)(1 +
|c′2(t)|
c2(t)
)
[ ∫
R
z2e−γ|y|
] 1
2
+K
∫
R
z2e−γ|y| +
∣∣∣∣
∫
R
Qmc2(y)(aε − 2)
∣∣∣∣ .
From (6.16) and following (A.13) we have∣∣∣∣
∫
R
Qmc2(y)(aε − 2)
∣∣∣∣ ≤ Ke−γεt.
Putting together (6.18) and the last estimates, we finally obtain the bounds in (6.11), and further we obtain
(6.14) and (6.15), as desired. 
6.2.1. Almost conserved quantities and monotonicity. We continue with a complete analogous proof to
Proposition A.1 from Section 3. Recall from (2.8) the definition of the modified mass M˜ .
Lemma 6.3 (Almost conservation of modified mass and energy).
Consider M˜ = M˜ [R] and Ea = Ea[R] the modified mass and energy of the soliton R (cf. (6.9)). Then
for all t ∈ [t1, T ∗] we have
M˜ [R](t) =
1
2
c2θ2 (t)
∫
R
Q2 +O(e−εγt); (6.19)
Ea[R](t) =
1
2
c2θ2 (t)(λ − λ0c2(t))
∫
R
Q2 +O(e−εγt). (6.20)
Furthermore, we have the bound∣∣∣Ea[R](t1)− Ea[R](t) + (c2(t1)− λ)(M˜ [R](t1)− M˜ [R](t))∣∣∣
≤ K
∣∣∣∣[ c2(t)c2(t1)
]2θ
− 1
∣∣∣∣
2
+Ke−εγt1. (6.21)
Proof. We start by showing the first identity, namely (6.19). We consider the case m = 2, 4, the case
m = 3 being easier. First of all, note that from (2.8),
M˜ [R](t) = Mˆ [R](t) =
1
2
∫
R
(aε
2
)1/m
R2 =
1
2
c2θ2 (t)
∫
R
Q2 +
1
2
∫
R
[
(
aε(x)
2
)1/m − 1]R2.
From (6.16)-(6.17) and following the calculations in (A.13),∣∣∣∣
∫
R
(a1/mε (x)− 21/m)R2
∣∣∣∣ ≤ Ke−γεt,
for some constants K, γ > 0. Now we consider (6.20). Here we have
Ea[R](t) =
1
2
∫
R
R2x +
λ
2
∫
R
R2 − 1
2(m+ 1)
∫
R
aεR
m+1
= c2θ2 (t)
[
c2(t)(
1
2
∫
R
Q′2 − 1
m+ 1
∫
R
Qm+1) +
λ
2
∫
R
Q2
]
+
1
m+ 1
∫
R
(1− aε
2
)Rm+1.
Similarly to a recent computation, we have∣∣∣∣
∫
R
(2− aε(x))Rm+1
∣∣∣∣ ≤ Ke−γεt,
for some constantsK, γ > 0. On the other hand, from Appendix F we have that 12
∫
R
Q′2− 1m+1
∫
R
Qm+1 =
−λ02
∫
R
Q2, λ0 =
5−m
m+3 , and thus
Ea[R](t) =
1
2
c2θ2 (t)(λ − λ0c2(t))
∫
R
Q2 +O(e−γεt).
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Adding both identities we have
Ea[R](t) + (c2(t1)− λ)Mˆ [R](t) = c2θ2 (t)(c2(t1)− λ0c2(t))M [Q] +O(e−εγt).
In particular,
Ea[R](t1)− Ea[R](t) + (c2(t1)− λ)(Mˆ [R](t1)− Mˆ [R](t)) =
= λ0M [Q]
[
c2θ+12 (t)− c2θ+12 (t1)−
c2(t1)
λ0
[c2θ2 (t)− c2θ2 (t1)]
]
+O(e−εγt1).
To obtain the last estimate (6.21) we perform a Taylor development up to the second order (around y = y0)
of the function g(y) := y 2θ+12θ ; and where y := c2θ2 (t) and y0 := c2θ2 (t1). Note that 2θ+12θ =
1
λ0
and
y
1/2θ
0 = c2(t1). The conclusion follows at once. 
In order to establish some stability properties for the function u(t) we recall the mass M˜ [u] introduced
in (2.8). We have that for m = 3 and 0 ≤ λ ≤ λ0; and for m = 2, 4 and 0 < λ ≤ λ0,
M˜ [u](t)− M˜ [u](t1) ≤ 0. (6.22)
for any t ∈ [t1, T ∗]. This result is a consequence of Remark 2.1.
Now our objective is to estimate the quadratic term involved in (6.21). Following [39], we should use a
“mass conservation” identity. However, since the mass is not conserved, estimate (6.22) is not enough to
obtain a satisfactory estimate. In order to avoid this problem, we shall introduce a virial-type identity.
6.2.2. Virial estimate. First, we define some auxiliary functions. Let φ ∈ C(R) be an even function
satisfying the following properties{
φ′ ≤ 0 on [0,+∞); φ(x) = 1 on [0, 1],
φ(x) = e−x on [2,+∞) and e−x ≤ φ(x) ≤ 3e−x on [0,+∞). (6.23)
Now, set ψ(x) :=
∫ x
0 φ. It is clear that ψ an odd function. Moreover, for |x| ≥ 2,
ψ(+∞)− ψ(|x|) = e−|x|. (6.24)
Finally, for A > 0, denote
ψA(x) := A(ψ(+∞) + ψ( x
A
)) > 0; e−|x|/A ≤ ψ′A(x) ≤ 3e−|x|/A. (6.25)
Note that limx→−∞ ψ(x) = 0. We are now in condition of state the following
Lemma 6.4 (Virial-type estimate).
There exist K,A0, δ0 > 0 such that for all t ∈ [t1, T ∗] and for some γ = γ(c∞, A0) > 0,
∂t
∫
R
z2(t, x)ψA0(x− ρ2(t)) ≤
≤ −δ0
∫
R
(z2x + z
2)(t, x)e
− 1
A0
|x−ρ2(t)| +KA0‖z(t)‖H1(R)e−γεt. (6.26)
Proof. See Appendix D. 
From Lemma 6.4 we can improve the estimate (6.21) to obtain
Corollary 6.5 (Quadratic control on the variation of c2(t)).∣∣∣Ea[R](t1)− Ea[R](t) + (c2(t1)− λ)(M˜ [R](t1)− M˜ [R](t))∣∣∣
≤ K‖z(t)‖4H1(R) +K‖z(t1)‖4H1(R) +Ke−εγt1. (6.27)
Proof. From (6.15) and taking A0 large enough (but fixed and independent of ε) in Lemma 6.4, we have
after an integration of (6.26) that
|c2(t)− c2(t1)| ≤ KA0‖z(t)‖2L2(R) +KA0‖z(t1)‖2L2(R) +KA0D0ε−1/2e−γεt1 .
Plugin this estimate in (6.21) and taking γ even smaller, we get the conclusion. 
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6.2.3. Energy estimates. Let us now introduce the second order functional
F2(t) := 1
2
∫
R
{
z2x + [λ+ (c2(t1)− λ)(
aε
2
)1/m]z2
}
− 1
2(m+ 1)
∫
R
aε[(R+ z)
m+1 −Rm+1 − (m+ 1)Rmz].
This functional, related to the Weinstein functional, have the following properties.
Lemma 6.6 (Energy expansion).
ConsiderEa[u] and M˜ [u] the energy and mass defined in (1.21)-(2.8). Then we have for all t ∈ [t1, T ∗],
Ea[u](t) + (c2(t1)− λ)M˜ [u](t) = Ea[R] + (c2(t1)− λ)M˜ [R] + F2(t)
+ O(e−γεt‖z(t)‖H1(R)).
Proof. Using the orthogonality condition (6.10), we have
Ea[u](t) = Ea[R]−
∫
R
z(aε − 2)Rm + 1
2
∫
R
z2x +
λ
2
∫
R
z2
− 1
m+ 1
∫
R
aε[(R + z)
m+1 −Rm+1 − (m+ 1)Rmz].
Moreover, following (A.13), we easily get∣∣∣∣
∫
R
z(aε − 2)Rm
∣∣∣∣ ≤ Ke−γεt‖z(t)‖H1(R).
Similarly,
Mˆ [u](t) = Mˆ [R] + Mˆ [z] +
∫
R
((
aε
2
)1/m − 1)Rz = Mˆ [R] + Mˆ [z] +O(e−εγt‖z(t)‖H1(R)).
Collecting the above estimates, we have
Ea[u](t) + (c2(t1)− λ)M˜ [u](t) =
Ea[R] + (c2(t1)− λ)M˜ [R] + 1
2
∫
R
{
z2x + [(c2(t1)− λ)(
aε
2
)1/m + λ]z2
}
− 1
2(m+ 1)
∫
R
aε[(R + z)
m+1 −Rm+1 − (m+ 1)Rmz] +O(e−γεt‖z(t)‖H1(R)).
This concludes the proof. 
Lemma 6.7 (Modified coercivity for F2).
There exists ε0 > 0 such that for all 0 < ε < ε0 the following hold. There exist K, λ˜0 > 0, independent
of K∗ such that for every t ∈ [t1, T ∗]
F2(t) ≥ λ˜0‖z(t)‖2H1(R) −Kεe−γεt‖z(t)‖2L2(R) +O(‖z(t)‖3L2(R)). (6.28)
Proof. First of all, note that
F2(t) = 1
2
∫
R
{
z2x + [(c2(t1)− λ)(
aε
2
)1/m + λ]z2
}
−m
2
∫
R
Qm−1c2 z
2 +O(‖z(t)‖3H1(R)) +O(e−γεt‖z(t)‖2H1(R)).
Now takeR0 > 0 independent of ε, to be fixed later. Consider the functionφR0(t, x) := φ((x−ρ2(t))/R0),
where φ is defined in (6.23). We split the analysis according to the decomposition 1 = φR0 + (1 − φR0).
Inside the region |x− ρ2(t)| ≤ R0, we have
2− aε(x) ≤ Ke−γε|x| ≤ KeγεR0e−γερ2(t).
This last estimate is a consequence of (1.13). Outside this region, we have φR0 ≥ e−R0 . We have then∫
R
φR0 [(c2(t1)− λ)(
aε
2
)1/m + λ]z2 ≥ [c2(t1)−KeγεR0e−γερ2(t)]
∫
R
φR0z
2;
for some fixed constants K, γ > 0.
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On the other hand, |(1 − φR0)Qc2 | ≤ Ke−γR0 , and thus∫
R
(1− φR0)[(c2(t1)− λ)(
aε
2
)1/m + λ]z2 − m
2
∫
R
(1− φR0)Qm−1c2 z2
≥ [(c2(t1)− λ)(1
2
)1/m + λ−Ke−γR0]
∫
R
(1 − φR0)z2, (6.29)
for some fixed K, γ > 0. Taking R0 = R0(m,λ) large enough, we have
(6.29) ≥ 1
21/m
c2(t1)
∫
R
(1− φR0)z2.
Therefore,
F2(t) ≥ 1
2
∫
R
φR0
{
z2x + c2(t1)z
2 −mQm−1c2 z2
}
+
1
2
∫
R
(1− φR0)
{
z2x +
1
21/m
c2(t1)z
2
}
−KeγεR0e−γερ2(t)
∫
R
φR0z
2 +O(‖z(t)‖3H1(R)) +O(e−γεt‖z(t)‖2H1(R)).
Taking R0 even large if necessary (but independent of ε), and using a localization argument as in [41], we
obtain that there exists λ˜0 > 0 such that
F2(t) ≥ λ˜0
∫
R
(z2x + z
2)−KeγεR0e−γερ2(t)
∫
R
φR0z
2 +O(‖z(t)‖3H1(R))
+O(e−γεt‖z(t)‖2H1(R)).
Finally, taking ε0 smaller if necessary, we have
F2(t) ≥ λ˜0
∫
R
(z2x + z
2) +O(‖z(t)‖3H1(R)) +O(e−γεt‖z(t)‖2H1(R)),
for a new constant λ˜0 > 0. 
6.2.4. Conclusion of the proof. Now we prove that our assumption T ∗ < +∞ leads inevitably to a con-
tradiction. Indeed, from Lemmas 6.6 and 6.7, we have for all t ∈ [t1, T ∗] and for some constant K > 0,
‖z(t)‖2H1(R) ≤ KF2(t1) + Ea[u](t)− Ea[u](t1) + (c2(t1)− λ)[M˜ [u](t)− M˜ [u](t1)]
+Ea[R](t1)− Ea[R](t) + (c2(t1)− λ)[M˜ [R](t1)− M˜ [R](t)]
+Kε sup
t∈[t1,T∗]
e−γεt‖z(t)‖L2(R) +K sup
t∈[t1,T∗]
‖z(t)‖3L2(R).
From Lemmas 6.2 and 6.3, Corollary 6.5 and the energy conservation we have
‖z(t)‖2H1(R) ≤ Kε+ (c2(t1)− λ)[M˜ [u](t)− M˜ [u](t1)]
+K sup
t∈[t1,T∗]
‖z(t)‖4H1(R) +Ke−εγt1(1 +D0ε1/2) +KD30ε3/2.
Finally, from (6.22) we have M˜ [u](t) − M˜ [u](t1) ≤ 0. Collecting the preceding estimates we have for
ε > 0 small and D0 = D0(K) large enough
‖z(t)‖2H1(R) ≤
1
4
D20ε,
which contradicts the definition of T ∗. The conclusion is that
sup
t≥t1
∥∥u(t)− 2−1/(m−1)Qc2(t)(· − ρ2(t))∥∥H1(R) ≤ Kε1/2.
Using (6.11), we finally get (6.2). This finishes the proof. 
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6.3. Asymptotic stability. Now we prove (6.3) in Theorem 6.1.
Proof of Theorem 6.1, Asymptotic stability part. We continue with the notation introduced in the proof of
the stability property (6.2). We have to show the existence of K, c+ > 0 such that
lim
t→+∞
‖u(t)−Qc+(· − ρ2(t))‖H1(x> 110 c∞t) = 0; |c∞ − c
+| ≤ Kε1/2.
From the stability result above stated it is easy to check that the decomposition proved in Lemma 6.2 and
all its conclusions hold for any time t ≥ t1.
6.3.1. Monotonicity for mass and energy. The next step in the proof is to prove some monotonicity formu-
lae for local mass and energy.
Let K0 > 0 and
φ(x) :=
2
π
arctan(ex/K0). (6.30)
It is clear that limx→+∞ φ(x) = 1 and limx→−∞ φ(x) = 0. In addition, φ(−x) = 1−φ(x), for all x ∈ R,
and
0 < φ′(x) =
2
πK0
ex/K
1 + e2x/K0
; φ(3)(x) ≤ 1
K20
φ′(x).
Moreover, we have 1− φ(x) ≤ Ke−x/K0 as x→ +∞, and φ(x) ≤ Kex/K0 as x→ −∞.
Let σ, x0 > 0. We define, for t, t0 ≥ t1, and y˜(x0) := x− (ρ2(t0) + σ(t− t0) + x0),
Ix0,t0(t) :=
∫
R
u2(t, x)φ(y˜(x0))dx, I˜x0,t0(t) :=
∫
R
u2(t, x)φ(y˜(−x0))dx, (6.31)
and
Jx0,t0 :=
∫
R
[u2x + u
2 − 2aε
m+ 1
um+1](t, x)φ(y˜(x0))dx.
Lemma 6.8 (Monotonicity formulae).
Suppose 0 < σ < 12 (c∞(λ)− λ) and K0 >
√
2
σ . There exists K, ε0 > 0 small enough such that for all
0 < ε < ε0 and for all t, t0 ≥ t1 with t0 ≥ t we have
Ix0,t0(t0)− Ix0,t0(t) ≤ K
[
e−x0/K0 + ε−1e−γεTεe−εγx0/K0
]
. (6.32)
On the other hand, if t ≥ t0 and ρ2(t0) ≥ t1 + x0,
I˜x0,t0(t)− I˜x0,t0(t0) ≤ K
[
e−x0/K0 + ε−1e−εγρ2(t0)eεγx0/K0
]
, (6.33)
and finally if t0 ≥ t,
Jx0,t0(t0)− Jx0,t0(t) ≤ K
[
e−x0/K0 + ε−1e−γεTεe−εγx0/K0
]
. (6.34)
Proof. For the sake of brevity we prove this Lemma in Appendix E. 
6.3.2. Conclusion of the proof. Now we finally sketch the proof of the asymptotic stability theorem,
namely (6.3). Consider 0 < ε < ε0 and u(t) satisfying (6.1). From Lemma 6.2, we can decompose
u(t) for all t ≥ t1 such that u(t, x) = 2−1/(m−1)Qc2(t)(x − ρ2(t)) + z(t, x), where z satisfies (6.10),
(6.11), (6.12), (6.14) and (6.15). We claim that there exists K = K(D0) > 0 such that∫ +∞
t1
∫
R
(z2x + z)(t, x)e
− 1
A0
|x−ρ2(t)| ≤ K(D0)ε. (6.35)
This last estimate is a simple consequence of Lemma 6.4 and an integration in time.
Now we claim that
c+ := lim
t→+∞
c2(t) < +∞, and |c+ − c∞| ≤ Kε1/2. (6.36)
In fact, note that from (6.35) there exists a sequence tn ↑ +∞, tn ∈ [n, n+ 1) such that
lim
n→+∞
∫
R
(z2x + z)(tn, x)e
− 1
A0
|x−ρ2(tn)| = 0. (6.37)
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From this and (6.14)-(6.15), and taking A0 > 0 large such that 1A0 < γ, we get
|c′2(t)| ≤ K
∫
R
z2(t, x)e
− 1
A0
|x−ρ2(t)| +Ke−γεt.
This inequality combined with (6.35) and (6.12) allow us to conclude (6.36). Note that this proves the first
part of (6.4).
The next step is to prove that
lim sup
t→+∞
∫
R
(z2x + z
2)(t, x+ ρ2(t))φ(x − x0) ≤ Ke−x0/2K0 +Kε−1e−εγTεe−εγx0/K0 .
First of all, note that the above assertion follows directly from the decay properties of R and the estimate
lim sup
t→+∞
∫
R
(u2x + u
2)(t, x + ρ2(t))φ(x − x0) ≤ Ke−x0/2K0 +Kε−1e−εγTεe−εγx0/K0 . (6.38)
So we are now reduced to prove this last estimate. We start from (6.34): we have for t0 ≥ t1,
Jx0,t0(t0) ≤ Jx0,t0(t1) +Ke−x0/K0 +Kε−1e−εγTεe−εγx0/K0 .
From the equivalence between the energy and H1-norm (we are in a subcritical case), we have∫
R
(u2x + u
2)(t0, x+ ρ2(t0))φ(x − x0) ≤ K
∫
R
(u2x + u
2)(t1, x+ ρ2(t1))φ(x − y0)
+Ke−x0/2K +Kε−1e−εγTεe−εγx0/K0 ,
where y0 := ρ2(t0) − ρ2(t1) + σ(t1 − t0) + x0. Now we send t0 → +∞ noticing that y0 → +∞. This
gives (6.38), as desired.
The next step in the proof is to prove that
lim
n→+∞
∫
R
(z2x + z
2)(tn, x)φ(x − ρ2(tn) + x0)dx = 0. (6.39)
where (tn)n∈N is the sequence from (6.39). Indeed, note that for any x1 > 0,∫
R
(z2x + z
2)(tn, x+ ρ2(tn))φ(x + x0) ≤ K(e
x0
A0 + e
x1
A0 )
∫
R
(z2x + z
2)(tn, x+ ρ2(tn))e
− |x|
A0
+K
∫
R
(z2x + z
2)(tn, x+ ρ2(tn))φ(x − x1).
Thus, using (6.39) we are able to take in the above inequality the limit n → +∞ with x0, x1 fixed. Next,
we send x1 → +∞ to obtain the conclusion.
We finally prove that the above result holds for any sequence tn → +∞. Let β < c∞(λ) − λ to be
fixed. We want to prove that for ε small enough,
lim
t→+∞
∫
R
(z2x + z
2)(t, x)φ(x − βt)dx = 0.
First, we claim that for any t2, t3 > t1 with t2 < t3 and ρ2(t2) > x0 + t1, we have∫
R
u2(t3, x)φ(x − y3)dx ≤
∫
R
u2(t2, x)φ(x − y2)dx +Ke−x0/K0 +Kε−1e−γερ2(t2)eγεx0/K0 , (6.40)
where y3 := ρ2(t2) + 12β(t3 − t2) − x0 and y2 := ρ2(t2) − x0. In fact, the left hand side of the above
inequality corresponds to I˜x0,t2(t3) and the right one is I˜x0,t2(t2), with σ := 12β (cf. (6.31) for the
definitions). Thus the above inequality is a consequence of Lemma 6.8, more specifically of (6.33).
Now the rest of the proof is similar to [33]. Since ∫
R
z(t, x+ ρ2(t))R(x) = 0, we have∣∣∣ ∫
R
z(t, x+ ρ2(t))R(x)φ(x + x0)
∣∣∣ ≤ Kε1/2e−x0/2K0
Second, we use the decomposition u(t, x) = 2−1/(m−1)Qc2(t)(x− ρ2(t)) + z(t, x) in (6.40) to get∫
R
z2(t3, x)φ(x − y3)dx ≤
∫
R
z2(t2, x)φ(x − y2)dx+Ke−x0/2K0 (6.41)
+Kε−1e−γερ2(t2)eγεx0/K0 +K|c2(t2)− c2(t3)|.
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Third, consider t > t1 large, and define t′ ∈ (t1, t) such that βt := ρ2(t′) + β2 (t − t′) − x0. Note that
t′ → +∞ as t→ +∞. Since tn ∈ [n, n+ 1) there exists n = n(t) such that 0 < t− tn ≤ 2, and then
βt := ρ2(tn) +
β
2
(t− tn)− x˜0, with |x˜0 − x0| ≤ 10.
Now we apply (6.41) between t3 = t and t2 = tn. We get∫
R
z2(t, x)φ(x − βt)dx ≤
∫
R
z2(tn, x)φ(x − ρ2(tn) + x˜0)dx +Ke−x0/2K0
+Kε−1e−γερ2(tn)eγεx0/K0 +K|c2(t)− c2(tn)|.
Since n(t)→ +∞ as t→ +∞, by (6.39) and (6.36) we obtain
lim sup
t→+∞
∫
R
z2(t, x)φ(x − βt)dx ≤ Ke−x0/2K0 ,
and since x0 is arbitrary (because of limt→+∞ ρ2(tn) = +∞), we get the desired result. The same result
is still valid for zx. We have
lim sup
t→+∞
∫
R
z2x(t, x)φ(x − βt)dx ≤ Ke−x0/2K0 .
Finally, let w+(t, x) := u(t, x)− 2−1/(m−1)Qc+(x− ρ2(t)) = z(t, x) + 2−1/(m−1)[Qc2(t)(x− ρ2(t))−
Qc+(x− ρ2(t))]. From (6.36) and the above result we finally obtain (6.3). 
7. PROOF OF THE MAIN THEOREMS
In this section we prove the Main Theorems of this work, namely Theorems 1.1, 1.2 and 1.3.
The proof of Theorem 1.1 essentially combines Theorems 3.1 and 4.1 in order to obtain the global
solution u(t) with the required properties. This method had also been employed in [35, 38, 44]. The proof
of Theorem 1.2 is a consequence of Theorem 6.1. Finally, Theorem 1.3 will require several additional
arguments, in particular the fundamental Lemma 7.5.
7.1. Proof of Theorem 1.1. From Theorem 3.1 there exists a solution u of (1.15) satisfying u ∈ C(R, H1(R))
and (3.1). This solution also satisfies, from (3.3),
‖u(−Tε)−Q(·+ (1 − λ)Tε)‖H1(R) ≤ Kε10,
for ε small enough. In addition, u is unique in the cases λ > 0 and m = 2, 4; and m = 3, λ ≥ 0. This
proves the part (1) in Theorem 1.1.
Next, we invoke Theorem 4.1 to obtain part (2) in Theorem 1.1. In particular, we have (4.2) and (4.3).
We define T˜ε := Tε + ρ1(Tε), and ρε := ρ(Tε). Then (1.27) - (1.28) are straightforward.
7.2. Proof of Theorem 1.2. The proof of Theorem 1.2 is a consequence of Theorem 6.1. Indeed, suppose
m = 2, 3, 4 with λ > 0 for m = 2, 4. Define t1 := Tε + ρ1(Tε) and X0 := ρ(Tε). Then, from the above
estimates and Theorem 6.1 we have stability and asymptotic stability at infinity. In other words, there exists
a constant c+ > 0 and a C1 function ρ2(t) ∈ R such that
w+(t) := u(t)− 2−1/(m−1)Qc+(· − ρ2(t))
satisfies (6.2) and (6.3). This proves (1.29) and (1.30).
We finally prove (1.32) and (1.33). From the energy conservation, we have for all t ≥ t1,
Ea[u](−∞) = Ea
[
2−1/(m−1)Qc+(· − ρ2(t)) + w+(t)
]
In particular, from (6.3) and Appendix F.1 we have as t→ +∞
(λ− λ0)M [Q] = (c
+)2θ
22/(m−1)
(λ− λ0c+)M [Q] + E+. (7.1)
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From this identity E+ := limt→+∞Ea[w+](t) is well defined. This proves (1.32). To deal with (1.33),
note that from the stability result (6.2) and the Morrey embedding we have that for any λ > 0
E[w+](t) =
1
2
∫
R
(w+x )
2(t) +
λ
2
∫
R
(w+)2(t)− 1
m+ 1
∫
R
aε(w
+)m+1(t)
≥ 1
2
∫
R
(w+x )
2(t) +
λ
2
∫
R
(w+)2(t)−Kε(m−1)/2
∫
R
aε(w
+)2(t)
≥ µ‖w+(t)‖2H1(R)
for some µ = µ(λ) > 0. Passing to the limit we obtain (1.33).
Now we prove the bound (1.34). First, the treat the cubic case with λ = 0. Here, from (7.1) we have
E+ = λ0(
(c+)3/2
22/(m−1)
− 1)M [Q].
Since in this case we have 22/(m−1) = 2 = c3/2∞ , M [Q] = 2 and λ0 = 1/3, we obtain 32E
+ =
(
c+
c∞
)3/2−1.
Now we deal with the case λ > 0. First of all, note that after an algebraic manipulation the equation for
c∞ in (4.17) can be written in the following form:
c2θ∞
22/(m−1)
(λ0c∞ − λ)M [Q] = (λ0 − λ)M [Q].
On the other hand, note that from (7.1) and (1.33) we have
µ lim sup
t→+∞
‖w+(t)‖2H1(R) ≤
(c+)2θ
22/(m−1)
(λ0c
+ − λ)M [Q]− (λ0 − λ)M [Q].
Putting together both estimates, we get
µ˜ lim sup
t→+∞
‖w+(t)‖2H1(R) ≤ (c+)2θ+1 − c2θ+1∞ −
λ
λ0
((c+)2θ − c2θ∞),
for some µ˜ > 0. Using a similar argument as in Lemma 6.3 we have
µ˜ lim sup
t→+∞
‖w+(t)‖2H1(R) ≤
1
λ0
(c∞ − λ)((c+)2θ − c2θ∞) +O(
∣∣(c+)2θ − c2θ∞∣∣2).
From this inequality and the bound |c+ − c∞| ≤ Kε we get( c+
c∞
)2θ − 1 ≥ µ˜ lim sup
t→+∞
‖w+(t)‖2H1(R),
as desired.
7.3. Proof of Theorem 1.3. In this section we prove that there is no pure soliton at infinity. To obtain
this result we will use a contradiction argument, together with a monotonicity formula which provides
polynomial decay of the solution and L1-integrability, something contradictory with the change of scaling
of the soliton.
Proof of Theorem 1.3. By contradiction, we suppose that (1.35) is false. In particular,
lim
t→+∞
‖w+(t)‖H1(R) = 0.
First of all, note that from the above limit and the sub-criticality we have E+ = 0. Therefore, by using
(7.1), and after some basic algebraic manipulations we have that c+ must satisfy the following algebraic
equation (compare with (4.17)):
(c+)λ0 (c+ − λ
λ0
)1−λ0 = 2p(1− λ
λ0
)1−λ0 .
This relation and the uniqueness of c∞ gives
c+ = c∞(λ). (7.2)
In other words, the soliton-solution is pure (cf. Definition 1.1).
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Let us consider now the decomposition result for u(t) from Lemma 6.2. We claim that z(t) also vanishes
at infinity. Indeed, from Lemma 6.2, the fact that for t ≥ t1
u(t) = R(t) + z(t) = w+(t) + 2−1/(m−1)Qc∞(· − ρ2(t)),
and estimates (6.11)-(6.36), we have
lim
t→+∞
‖z(t)‖H1(R) = 0, (7.3)
and
u(t, ·+ ρ2(t))→ 2−1/(m−1)Qc∞ in H1(R) as t→ +∞, lim
t→+∞
ρ′2(t)− (c∞(λ) − λ) = 0.
In order to prove the following results, we need a simple but important result.
Lemma 7.1 (Monotonicity of mass backwards in time).
Suppose u(t) solution of (1.15) constructed in Theorem 3.1, satisfying (6.2) and (6.3). Define
M[u](t) :=
∫
R
u2(t, x)
aε(x)
dx. (7.4)
Then, under the additional hypothesis λ > 0 for m = 2, 3, 4, we have that for all t, t′ ≥ t1, with t′ ≥ t,
M[u](t)−M[u](t′) ≤ Ke−εγt. (7.5)
Proof. First of all, a simple computation tell us that the time derivative of M[u](t) is given by
∂t
∫
R
u2
aε
= 2ε
∫
R
u2x
a′ε
a2ε
+ ε
∫
R
u2
[
λ
a′ε
a2ε
− ε2(a
′
ε
a2ε
)′′
]− 2ε ∫
R
a′ε
aε
um+1.
Replacing the decomposition u = R + z given by Lemma 6.2, assumption (1.14), and using similar
estimates to (A.13), and the smallness of ‖z(t)‖H1(R), we get
∂tM[u](t) ≥ −Kεe−εγt,
for some K, γ > 0. The final conclusion is direct after integration. 
Remark 7.1. Note that estimate (7.5) in Lemma 7.4 is valid under the additional assumption 0 < λ ≤ λ0.
This extra hypothesis unfortunately does not hold for the case m = 3, λ = 0.
The last result allows to prove a new version of Theorem 3.1, for positive times.
Proposition 7.2 (Backward uniqueness).
Suppose m = 2, 3, 4. Let β ∈ R and 0 < λ ≤ λ0. There exist constants K, γ, ε0 > 0 and a unique
solution v = vβ ∈ C([ 12Tε,+∞), H1(R)) of (1.15) such that
lim
t→+∞
∥∥v(t)− 2−1/(m−1)Qc∞(· − (c∞(λ)− λ)t− β)∥∥H1(R) = 0. (7.6)
Furthermore, for all t ≥ 12Tε and s ≥ 1 the function v(t) satisfies∥∥v(t)− 2−1/(m−1)Qc∞(· − (c∞(λ)− λ)t− β)∥∥Hs(R) ≤ Kε−1e−εγt. (7.7)
Finally, suppose that there exists v˜(t) ∈ H1(R) solution of (1.15) such that
lim
t→+∞
‖v˜(t)− 2−1/(m−1)Qc∞(· − ρ2(t))‖H1(R) = 0. (7.8)
Then v˜ ≡ vβ for some β ∈ R.
Proof. Given β ∈ R, the proof of existence and uniqueness of the solution vβ satisfying (7.6) and (7.7)
is identical the proof of Theorem 3.1 in Section 3 and Appendix A. Indeed, first we construct a sequence
of functions vn as in (A.1) for times t ∼ Tn. Next, we prove a decomposition lemma as in Lemma
A.4. This decomposition allows to prove a version of (7.5) for M[vn](t). The main difference is given in
estimates (A.14)-(A.15), where now we introduce the modified massM[vn](t) defined in (7.4). The energy
functional in A.18 is now given by Ea[vn](t)+ (c∞(λ)−λ)M[vn](t). The rest of the proof, including the
uniqueness, adapts mutatis mutandis.
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Now consider v˜ a solution of (1.15) satisfying (7.8). Using monotonicity arguments, similar to the proof
of Lemma A.5, we have the existence of β ∈ R such that∥∥v˜(t)− 2−1/(m−1)Qc∞(· − (c∞(λ)− λ)t− β)∥∥H1(R) ≤ Kε−1e−εγt,
for some K, γ > 0. This implies that there exists β ∈ R such that v˜ satisfies (7.6). The conclusion follows
from the uniqueness of v(t). 
As a consequence of this result together with (7.3), the solution u(t) constructed in Theorem 3.1 satisfies
the following exponential decay at infinity: there exist K, γ > 0 and β ∈ R such that, for all t ≥ t1, if
ρ˜2(t) := (c∞(λ)− λ)t+ β, then
z˜(t) := u(t)− 2−1/(m−1)Qc∞(· − ρ˜2(t)), satisfies ‖z˜(t)‖H2(R) ≤ Kε−1e−εγt. (7.9)
Now we prove that this strong H1-convergence gives rise to strange localization properties.
Lemma 7.3 (L2-exponential decay on the left the soliton solution).
There exist K, x˜0 > 0 large enough such that for all t ≥ T0 and for all x0 ≥ x˜0
‖u(t, ·+ ρ˜2(t))‖2L2(x≤−x0) ≤ Ke−x0/K . (7.10)
Proof. Suppose x0 > 0, t, t0 ≥ t1 and σ > 0 from (6.3). Consider the modified mass
I˜t0,x0(t) :=
1
2
∫
R
u2(t, x)
aε(x)
(1− φ(y))dx,
with y := x−(ρ˜2(t0)+σ(t− t0)−x0) and φ defined in (6.30). For this quantity we claim that for x0 > x˜0
and for all t ≥ t0,
I˜t0,x0(t0)− I˜t0,x0(t) ≤ Ke−x0/K(1 + e−
1
2σ(t−t0)/K). (7.11)
Let us assume this result for a moment. After sending t→ +∞ and using (6.3), we have limt→+∞ I˜t0,x0(t) =
0 and thus
I˜t0,x0(t0) ≤ Ke−x0/K .
From this last estimate (7.10) is a direct consequence of the fact that t0 ≥ t1 is arbitrary.
Finally, let us prove (7.11). A direct calculation tell us that
1
2
∂t
∫
R
(1− φ(y))
aε
u2 =
3
2
∫
R
φ′
aε
u2x +
3
2
ε
∫
R
a′ε
a2ε
(1− φ)u2x −
m
m+ 1
∫
R
φ′um+1
+
1
2
∫
R
u2
[
(σ + λ)
φ′
aε
− φ
(3)
aε
+ 3εφ′′
a′ε
a2ε
+ 3ε2φ′(
a′ε
a2ε
)′
]
+
ε
2
∫
R
u2
[
λ
a′ε
a2ε
− ε2(a
′
ε
a2ε
)′′
]
(1 − φ)− ε
∫
R
a′ε
aε
um+1(1− φ).
Using the decomposition (7.9), we have∣∣∣∣
∫
R
φ′um+1
∣∣∣∣ ≤ Kε(m−1)/2
∫
R
φ′z˜2 +Ke−
1
2σ(t−t0)e−x0/K ,
and ∣∣∣∣
∫
R
a′ε
aε
um+1(1− φ)
∣∣∣∣ ≤ Ke− 12σ(t−t0)e−x0/K +Kε(m−1)/2
∫
R
a′ε
aε
z˜2(1− φ).
After these two estimates, it is easy to conclude that
1
2
∂t
∫
R
(1− φ(y))
aε
u2 ≥ −Ke−12σ(t−t0)e−x0/K .
The conclusion follows after integration in time. 
The proof of decay on the right hand side of the soliton requires more care, and is valid under the
assumption lim supt→+∞ ‖w+(t)‖H1(R) = 0 and λ > 0. We do not expect to have exponential decay in a
general situation, but for our purposes we only need a polynomial decay. The following result is due to Y.
Martel.
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Lemma 7.4 (L2-polynomial decay on the right the soliton solution).
There exist K, x˜0 > 0 large enough but independent of ε, such that for all t ≥ T0 and for all x0 ≥ x˜0∫
R
(x− x0)2+z˜2(t, x+ ρ˜2(t))dx ≤ K,
where x+ := max{x, 0}.
Proof. Take x0 > 0, t0, t ≥ t1 and define
Iˆt0,x0(t) :=
∫
R
z˜2(t, x)φ(y˜)dx; y˜ := x− (ρ˜2(t0) + σ˜(t− t0) + x0),
and
Jˆt0,x0(t) :=
∫
R
z˜2x(t, x)φ(y˜)dx.
Here φ is the cut-off function defined in (6.30), and σ˜ is a fixed constant satisfying σ˜ > 2(c∞(λ)−λ). First
of all we claim that there exists K > 0 such that (for simplicity we omit the dependence if no confusion is
present)
|∂tIˆt0,x0(t)| ≤ K
∫
R
(z˜2x + z˜
2)[φ′ + εa′(εx)φ]dx +K‖z˜(t)‖H1(R)e−ε(t−t0)/Ke−εx0/K , (7.12)
and
|∂tJˆt0,x0(t)| ≤ K
∫
R
(z˜2xx + z˜
2
x + z˜
2)[φ′ + εa′(εx)φ]dx +K‖z˜(t)‖H2(R)e−ε(t−t0)/Ke−εx0/K . (7.13)
Indeed, these estimates are proved in the same way as in Lemma 6.4 and Appendix D. For the sake of
brevity we skip the details.
From Proposition 7.2 and the exponential decay of z we have that both right-hand sides in (7.12)-(7.13)
are integrable between t0 and +∞. We get
Iˆt0,x0(t0) ≤ K
∫ +∞
t0
∫
R
(z˜2x + z˜
2)[φ′ + εa′(εx)φ]dxdt +Kε−1 sup
t≥t0
‖z˜(t)‖H1(R)e−εx0/K . (7.14)
In the same line, we have
Jˆt0,x0(t0) ≤ K
∫ +∞
t0
∫
R
(z˜2xx + z˜
2
x + z˜
2)[φ′ + εa′(εx)φ]dxdt +Kε−1 sup
t≥t0
‖z˜(t)‖H2(R)e−εx0/K . (7.15)
Note that both quantities above are integrable with respect to x0.
Let us denote ξ0(y˜) := φ(y˜), and ξj(y˜) :=
∫ y˜
−∞ ξj−1(s)ds, for j = 1, 2. Recall that ξj are positive and
increasing functions on R, with ξj(y˜) → 0 as y˜ → −∞, and ξj(y˜) − y˜j → 0 as y˜ → +∞. Integrating
between x0 and +∞ in (7.14), and using Fubini’s theorem we obtain∫
R
ξ1(y˜(t0))z˜
2(t0) ≤ K
∫ +∞
t0
∫
R
(z˜2x + z˜
2)[ξ0 + εa
′(εx)ξ1] +Kε−2 sup
t≥t0
‖z˜(t)‖H1(R)e−εx0/K , (7.16)
and similarly, from (7.15)∫
R
ξ1(y˜(t0))z˜
2
x(t0, x)dx ≤ Kε−3e−2εγt0 +Kε−2 sup
t≥t0
‖z˜(t)‖H2(R)e−εx0/K . (7.17)
In conclusion, thanks to the exponential decay of z˜ and (7.16)-(7.17), we have∫ +∞
t0
∫
R
ξ1(x − ρ˜2(t)− x0)(z˜2x + z˜2)(t, x)dxdt < +∞.
Furthermore, note that for all t ≥ t0 one has ρ˜2(t) ≤ ρ˜2(t0) + σ(t − t0). Thus we have∫ +∞
t0
∫
R
ξ1(y˜(t))(z˜
2
x + z˜
2)(t, x)dxdt < +∞. (7.18)
In addition, an easier calculation gives us∫ +∞
t0
∫
R
a′(εx)ξ2(y˜(t))(z˜2x + z˜
2)(t, x)dxdt < +∞. (7.19)
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From (7.18) and (7.19), we can perform a second integration with respect to x0 in (7.16) to obtain∫
R
ξ2(y˜(t0))z˜
2(t0, x)dx ≤ K(ε),
uniformly for x0 large. Since t0 is arbitrary, this last estimate gives the conclusion. 
Lemma 7.5 (L1-integrability and smallness).
Under the assumption (7.3) the following holds. There exists K,T0 > 0 large enough such that for all
t ≥ T0 one has u(t, ·+ ρ˜2(t)) ∈ L1(R). Moreover,∣∣∣∣
∫
R
z(t)
∣∣∣∣ ≤ 1100 . (7.20)
Finally, from the L1 conservation law (1.9), we have u(t) ∈ L1(R) for all t ∈ R and∫
R
u(t) =
∫
R
Q. (7.21)
Proof. Let x0 ≥ x˜0 to be fixed below. First of all, note that if |x| ≥ x0 we have 2−1/(m−1)Qc∞(x) ≤
Ke−
√
c∞|x|
. In particular, since z˜(t, x+ ρ˜2(t)) = u(t, x+ ρ˜2(t))− 2−1/(m−1)Qc∞(x), by using Lemma
7.3 and the stability bound (6.2), in addition to a Galiardo-Nirenberg type inequality, we get
|z˜(t, x+ ρ˜2(t))| ≤ K‖z˜(t, ·+ ρ˜2(t))‖
1
2
L2(y≥x)‖z˜y(t, ·+ ρ˜2(t))‖
1
2
L2(R)
≤ Kε1/4ex/K ,
for all x ≤ −x0.
On the other hand, inside the interval [−x0, x0] one has∫
[−x0,x0]
z˜(t, x+ ρ˜2(t)) ≤ Kx1/20 ‖z˜(t, x+ ρ˜2(t))‖1/2L2(R) ≤ Kx
1/2
0 ε
1/4.
The case x ≥ x0 requires more care. From Lemma 7.4 and the Cauchy-Schwarz inequality, we have (for
clarity we drop the dependence on x+ ρ˜2(t))∣∣∣∣
∫
x≥x0
z(t)
∣∣∣∣ ≤ K(x0 − x˜0)1/2−
[ ∫
x≥x0
(1 + (x− x˜0)2)z2(t)
]1/2 ≤ K
x
1/2−
0
,
for x0 large enough, independent of ε. From the above estimates we finally obtain the smallness condition
(7.20).
The final assertion, namely u(t) ∈ L1(R) for all t ∈ R, is a consequence of Proposition 2.1. It is clear
that from this last fact (1.9) remains constant for all time and (7.21) holds. The proof is now complete. 
7.3.1. Conclusion of the proof. From the above lemma we can use (7.21) to get the desired contradiction.
Indeed, from (7.2) and Appendix F.1 we have
lim
t→+∞
∫
R
z(t) = [1− (c
+)θ−
1
4
21/(m−1)
]
∫
R
Q = (1− κm)
∫
R
Q 6= 0; κm := c
3−m
2(m−1)∞
21/(m−1)
,
a contradiction with (7.20). Indeed, for the cases m = 3, 4 we easily have 1−κm > 110 . In the case m = 2
we have κ2 = 12c
1/2
∞ ; but from (4.19) we know that c∞ ≤ 2 43 . Thus we have 1− κm > 110 for every m. In
concluding, ∣∣∣∣ limt→+∞
∫
R
z(t)
∣∣∣∣ ≥ 110
∫
R
Q,
a contradiction with (7.20). This finishes the proof of (1.35). 
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APPENDIX A. PROOF OF THEOREM 3.1
In this section we sketch the proof of Theorem 3.1, for the complete proof, see [31].
Let (Tn)n∈N ⊆ R an increasing sequence with Tn ≥ 12Tε for all n and limn→+∞ Tn = +∞. For
notational simplicity we denote by T˜n the sequence (1−λ)Tn. Consider un(t) the solution of the following
Cauchy problem {
(un)t + ((un)xx − λun + aεumn )x = 0, in Rt × Rx,
un(−Tn) = Q(· − T˜n).
(A.1)
In other words, un is a solution of (aKdV) that at time t = −Tn corresponds to the soliton Q(· − T˜n). It is
clear that Q(· − T˜n) ∈ Hs(R) for every s ≥ 0; moreover, there exists a uniform constant C = C(s) > 0
such that
‖Q(· − T˜n)‖Hs(R) ≤ C.
According to Proposition 2.1 and Proposition 2.2, we have that un is locally well-defined in time, and
global for positive times in H1(R). Let In be its maximal interval of existence.
Following [31], the next step is to establish uniform estimates starting from a fixed time t = − 12Tε < 0
large enough such that the soliton is sufficiently away from the region where the influence of the potential
aε is present. This is the purpose of the following
Proposition A.1 (Uniform estimates in Hs for large times, see also [31]).
There exist constants K, γ > 0 and ε0 > 0 small enough such that for all 0 < ε < ε0 and for all n ∈ N
we have
[−Tn,−1
2
Tε] ⊆ In, (namely un ∈ C([−Tn,−1
2
Tε], H
s(R))),
and for all t ∈ [−Tn,− 12Tε],
‖un(t)−Q(· − (1− λ)t)‖Hs(R) ≤ Kε−1eγεt. (A.2)
In particular, there exists a constant Cs > 0 such that for all t ∈ [−Tn,− 12Tε]
‖un(t)‖Hs(R) ≤ Cs. (A.3)
Using Proposition A.1 we will obtain the existence of a critical element u0,∗ ∈ Hs(R), with several
good compact properties, non dispersive and uniformly close to the desired soliton.
Indeed, consider the sequence (un(− 12Tε))n∈N ⊆ Hs(R). We claim the following result.
Lemma A.2 (Compactness property).
Given any number δ > 0, there exist ε0 > 0 and a constant K0 > 0 large enough such that for all
0 < ε < ε0 and for all n ∈ N, ∫
|x|>K0
u2n(−
1
2
Tε) < δ. (A.4)
Proof. The proof is by now a standard result. See [31] for the details. 
Let us come back to the proof of Theorem 3.1. From (A.3) we have that
‖un(−Tε/2)‖H1(R) ≤ C0,
independent of n. Thus, up to a subsequence we may suppose un(− 12Tε) ⇀ u∗,0 in theH1(R) weak sense,
and un(− 12Tε) → u∗,0 in L2loc(R), as n → +∞. In addition, from (A.4) we have the strong convergence
in L2(R). Moreover, from interpolation and the bound (A.3) we have the strong convergence in Hs(R) for
any s ≥ 1.
Let u∗ = u∗(t) be the solution of (1.1) with initial data u∗(− 12Tε) = u∗,0. From Proposition 2.1 we
have u∗ ∈ C(I,Hs(R)), where − 12Tε ∈ I , the corresponding maximal interval of existence. Thus, using
the continuous dependence of un and u∗, we obtain un(t) → u∗(t) in Hs(R) for every t ≤ − 12Tε ⊆ I .
Passing to the limit in (A.2) we obtain for all t ≤ − 12Tε,
‖u∗(t)−Q(· − (1− λ)t)‖Hs(R) ≤ Kε−1eεγt,
as desired. This finish the proof of the existence part of Theorem 3.1.
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A.1. Uniform H1 estimates. Proof of Proposition A.1. In this paragraph we explain the main steps of
the proof of Proposition A.1 in the H1 case; for the general case the reader may consult [31].
The first step in the proof is the following bootstrap property:
Proposition A.3 (Uniform estimates with and without decay assumption).
Let m = 2, 3 or 4, and 0 ≤ λ ≤ λ0 < 1. There exist constants K, γ, ε0 > 0 such that for all 0 < ε < ε0
the following is true.
(1) Suppose m = 3 or m = 2, 4 with λ > 0. Then there exists α0 > 0 such that for all 0 < α < α0, if
for some −Tn,∗ ∈ [−Tn,− 12Tε] and for all t ∈ [−Tn,−Tn,∗] we have
‖un(t)−Q(· − (1− λ)t)‖H1(R) ≤ 2α, (A.5)
then, for all t ∈ [−Tn,−Tn,∗]
‖un(t)−Q(· − (1 − λ)t)‖H1(R) ≤ Kε−1eεγt. (A.6)
(2) Suppose now m = 2, 4 and λ = 0. Then the same conclusion (A.6) holds if for some −Tn,∗ ∈
[−Tn,− 12Tε] and for all t ∈ [−Tn,−Tn,∗] one has
‖un(t)−Q(· − (1− λ)t)‖H1(R) ≤ 2Kε−1eεγt, (A.7)
Proof of Proposition A.1, assuming the validity of Proposition A.3. We prove the first case, the second one
being similar. Firstly note that from (A.1) we have
‖un(−Tn)−Q(−(1− λ)Tn)‖H1(R) = 0,
so there exists t0 = t0(n, α) > 0 such that (A.5) holds true for all t ∈ [−Tn,−Tn + t0]. Now let us
consider (we adopt the convention T∗,n > 0)
−T˜∗,n := sup{t ∈ [−Tn,−1
2
Tε] | for all t′ ∈ [−Tn, t], ‖un(t′)−Q(· − (1 − λ)t′)‖H1(R) ≤ 2α}.
Assume, by contradiction, that −T˜∗,n < − 12Tε. From Proposition A.3, we have
‖un(t′)−Q(· − (1 − λ)t′)‖H1(R) ≤ Kε−1eγεt ≤ α,
for ε small enough (recall that t ≤ − 12Tε = − 12(1−λ)ε−1−
1
100 ), a contradiction with the definition of
T˜∗,n. 
Now we are reduced to prove Proposition A.3.
Proof of Proposition A.3. The first step in the proof is to decompose the solution preserving a standard
orthogonality condition. To obtain this fact, and without loss of generality, by taking Tn,∗ even large we
may suppose that for all t ∈ [−Tn,−Tn,∗]
‖un(t)−Q(· − (1− λ)t− rn(t))‖H1(R) ≤ 2α, (A.8)
for all smooth rn = rn(t) satisfying rn(−Tn) = 0 and |r′n(t)| ≤ 1t2 . A posteriori we will prove that this
condition can be improved and extended to any time t ∈ [−Tn,− 12Tε].
For notational simplicity, in what follows we will drop the index n on −T∗,n and un, if no confusion is
present.
Lemma A.4 (Modulation).
There exist K, γ, ε0 > 0 and a unique C1 function ρ0 : [−Tn,−T∗] → R such that for all 0 < ε < ε0
the function z defined by
z(t, x) := u(t, x)−R(t, x); R(t, x) := Q(x− (1− λ)t− ρ0(t)) (A.9)
satisfies for all t ∈ [−Tn,−T∗],∫
R
z(t, x)Rx(t, x)dx = 0, ‖z(t)‖H1(R) ≤ Kα, ρ0(−Tn) = 0. (A.10)
Moreover, z satisfies the following modified gKdV equation,
zt +
{
zxx − λz + aε[(R + z)m −Rm] + (1− aε)Rm
}
x
− ρ′0(t)Rx = 0, (A.11)
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and
|ρ′0(t)| ≤ K
[
eεγt + ‖z(t)‖H1(R) + ‖z(t)‖2L2(R)
]
. (A.12)
Proof of Lemma A.4. The proof of (A.10) is a standard consequence of the Implicit Function Theorem, the
definition of T∗ (= T∗,n), and the definition of un(−Tn) given in (A.1), see for example [31] for a detailed
proof. Similarly, the proof of (A.11) follows after a simple computation.
Now we deal with (A.12). Taking time derivative in (A.9) and using (A.11), we get
0 =
∫
R
ztRx − (1− λ+ ρ′0)
∫
R
zRxx
=
∫
R
{
zxx − z + aε[(R + z)m −Rm] + (1− aε)Rm
}
Rxx + ρ
′
0
∫
R
Rx(Rx + zx).
First of all, note that ∫
R
Rx(Rx + zx) =
∫
R
Q′2 +O(‖z(t)‖L2(R)).
On the other hand, from (1.13), (A.10), the uniform bound on ρ′0(t) in the definition of T∗ and the expo-
nential decay of R, we have ∣∣∣∣
∫
R
(1 − aε)RmRxx
∣∣∣∣ ≤ Keεγt. (A.13)
Indeed, first note that from (A.8), by integrating between −Tn and t and using (A.10) we get
ρ0(t) ≤ − 1
Tn
− 1
t
≤ 2
Tε
≤ Kε1+ 1100 .
Thus t+ ρ0(t) ≤ t+Kε1+ 1100 ≤ 910 t. Therefore, by possibly redefining γ, we have from (1.13),∣∣∣∣
∫
R
(1 − aε)RmRxx
∣∣∣∣ ≤ K
∫ 0
−∞
eγεxe−(m+1)|x−(t+ρ0(t))|dx
+Ke(m+1)(t+ρ0(t))
∫ ∞
0
e−(m+1)xdx
≤ K exp [γε(t+ ρ0(t))] +K exp [γ(m+ 1)(t+ ρ0(t))] ≤ Keγεt.
Finally, ∫
R
Rxx
{
zxx − z + aε[(R+ z)m −Rm]
}
= O(‖z(t)‖L2(R) + ‖z(t)‖2L2(R)).
Collecting the above estimates we obtain (A.12). 
A.1.1. Almost conservation of mass and energy. Now let us recall that from remark 2.1 the modified mass
defined in (2.8) satisfies
M˜ [u](t) ≤ M˜ [u](−Tn). (A.14)
for all −Tn ≤ t ≤ − 12Tε. Moreover, in the case m = 2, 4 and λ = 0, since (1.20) and (A.7) hold, there
exist K, γ > 0 such that
M [u](t) ≤M [u](−Tn) +Kεeγεt, (A.15)
for ε small enough. By extending the definition of M˜ [u] to the latter case, we have almost conservation of
mass, with exponential loss for all cases.
Similarly, note that in the region considered the soliton R(t) is an almost solution of (1.15), in particular
it must conserve mass M˜ (2.8) and the energy Ea (1.21), at least for large negative time. Indeed, arguing
as in Lemma 6.3 (but with easier proof), one has
Ea[R](−Tn)− Ea[R](t) + (1− λ)
[
M˜ [R](−Tn)− M˜ [R](t)
] ≤ Keγεt. (A.16)
for some constant K > 0 and all time t ∈ [−Tn, T∗]
The next step is the use the energy conservation law to provide a control of the R(t) direction (note
that R(t) is a essential direction to control in order to obtain some coercivity properties, see Lemma 2.3).
Following e.g. Lemma 5.4, one has∣∣∣∣
∫
R
Rz(t)
∣∣∣∣ ≤ K1− λ
[
eγεt + ‖z(t)‖2L2(R) + eγεt‖z(t)‖L2(R)
]
. (A.17)
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for some constants K, γ > 0, independent of ε.
Now, consider Ea[u] and M˜ [u] the energy and mass defined in (1.21)-(2.8). Then one has
Ea[u](t) + (1− λ)M˜ [u](t) = Ea[R](t) + (1− λ)M˜ [R](t)−
∫
R
z(aε − 1)Rm + F0(t), (A.18)
where F0 is the quadratic functional
F0(t) := 1
2
∫
R
(z2x + λz
2) + (1− λ)M˜ [z]− 1
m+ 1
∫
R
aε[(R + z)
m+1 −Rm+1 − (m+ 1)Rmz].
In addition, for any t ∈ [−Tn,−T∗],∣∣∣∣
∫
R
z(aε − 1)Rm
∣∣∣∣ ≤ Keγεt‖z(t)‖L2(R). (A.19)
The proof of this identity is essentially an expansion of the energy-mass functional using the relation
u(t) = R(t) + z(t). The proof of (A.19) is similar to (A.13).
On the other hand, the functionalF0(t) above mentioned enjoys the following coercivity property: there
exist K,λ0 > 0 independent of ε such that for every t ∈ [−Tn,−T∗]
F0(t) ≥ λ0‖z(t)‖2H1(R) −
∣∣∣∣
∫
R
R(t)z(t)
∣∣∣∣
2
−Keγεt‖z(t)‖2L2(R) −K‖z(t)‖3L2(R). (A.20)
This bound is simply a consequence of the inequality λ+ (1− λ)a1/mε (x) ≥ 1, (A.10) and Lemma 2.3.
A.1.2. End of proof of Proposition A.3. Now by using (A.18), (A.20), and the estimates (A.14)-(A.15) and
(A.17) we finally get (A.6). Indeed, note that
Ea[u](t)− Ea[u](−Tn) + (1− λ)[M˜ [u](t)− M˜ [u](−Tn)] ≤ Keεγt.
On the other hand, from (A.18) and (A.10),
Ea[u](t)− Ea[u](−Tn) + (1− λ)[M˜ [u](t)− M˜ [u](−Tn)]
≥ F0(t)−Keγεt −Keγεt‖z(t)‖L2(R),
since z(−Tn) = 0 and F0(−Tn) = 0. Finally, from (A.20) and A.17 we get
‖z(t)‖H1(R) ≤ Keγεt.
Plugging this estimate in (A.12), we obtain that |ρ′0(t)| ≤ Keγεt, and thus after integration we get the final
uniform estimate (A.6) for the H1-case. Note that we have also improved the estimate on ρ′0(t) assumed
in (A.8). This finishes the proof. 
A.2. Proof of Uniqueness. First of all let us recall that the solution u above constructed is inC(R, Hs(R))
for any s ≥ 1, and satisfies the exponential decay (3.2). Moreover, every solution converging to a soliton
satisfies this property.
Proposition A.5 (Exponential decay, see also [31]).
Let m = 3, or m = 2, 4 with 0 < λ ≤ λ0. Let v = v(t) a C(R, H1(R)) solution of (1.1) satisfying
lim
t→−∞
‖v(t)−Q(· − (1− λ)t)‖H1(R) = 0.
Then there exist K, γ, ε0 > 0 such that for every t ≤ −Tε we have
‖v(t)−Q(· − (1− λ)t)‖H1(R) ≤ Kε−1eγεt.
Proof. Fix α > 0 small. Let ε0 = ε0(α) > 0 small enough such that for all ε ≤ ε0 and t ≤ −Tε
‖v(t)−Q(· − (1− λ)t)‖H1(R) ≤ α.
Possibly choosing ε0 even smaller, we can apply the arguments of Proposition A.3 to the function v(t) on
the interval (−∞,− 12Tε] to obtain the desired result. Indeed, we follow Proposition A.3, part (1). Lemma
A.4 holds for z(t) := v(t)−Q(· − (1 − λ)t− ρ0(t)) and t ≤ − 12Tε, but now we have, by hypothesis,
lim
t→−∞
|ρ0(t)|+ ‖z(t)‖H1(R) = 0;
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and therefore limt→−∞F0(t) = 0 (this can be done in a rigorous form by taking a sequence tn → −∞
large enough and such that ‖v(tn)−Q(· − (1 − λ)tn)‖H1(R) ≤ 1n . With this choice one has |ρ0,n(tn)|+
‖zn(tn)‖H1(R) → 0, independent of ε. Rerunning as usual the proof in the interval [tn, t] and finally taking
the limit n→ +∞, we obtain the conclusion.) The rest of the proof is direct. 
Remark A.1. For the proof of the above result a key ingredient is the monotony of mass from remark 2.1;
this property apparently does not hold in the cases λ = 0, m = 2, 4.
Now we are ready to prove the uniqueness part.
Sketch of proof of uniqueness. Let w(t) := v(t)− u(t). Then w(t) ∈ H1(R) and satisfies the equation{
wt + (wxx − λw + aε[(u+ w)m − um])x = 0, in Rt × Rx,
‖w(t)‖H1(R) ≤ Kε−1eγεt for all t ≤ − 12Tε.
(A.21)
The idea is to prove that w(t) ≡ 0 for all t ∈ R. For this purpose, one defines the second order functional
F0(t) := 1
2
∫
R
w2x +
1
2
∫
R
w2 − 1
m+ 1
∫
R
aε(x)[(u + w)
m+1 − um+1 − (m+ 1)umw].
It is easy to verify that
(1) Lower bound. There exists K > 0 such that for all t ≤ − 12Tε,
F0(t) ≥ 1
2
∫
R
(w2x + w
2 −mQm−1w2)(t)−Kε−1eγεt sup
t′≤t
‖w(t′)‖2H1(R).
(2) Upper bound. There exists K, γ > 0 such that
F0(t) ≤ Kε−2eγεt sup
t′≤t
‖w(t′)‖2H1(R).
These estimates are proved similarly to the proof of Lemma 5.6. However, this functional is not coercive;
so in order to obtain a satisfactory lower bound, one has to modify the function w in (−∞,− 12Tε] as
follows. Let
w˜(t) := w(t) + b(t)Q′(· − t), b(t) :=
∫
R
w(t)Q′(· − t)∫
R
Q′2
,
This modified function satisfies
(1) Orthogonality to the Q′ direction:
∫
R
w˜(t)Q′(· − t) = 0.
(2) Equivalence. There exists C1, C2 > 0 independent of ε such that
C1‖w(t)‖H1(R) ≤ ‖w˜(t)‖H1(R) + |b(t)| ≤ C2‖w(t)‖H1(R).
Moreover,
1
2
∫
R
(w2x + w
2 −mQm−1w2)(t) = 1
2
∫
R
(w˜2x + w˜
2 −mQm−1w˜2)(t) +O(e−εγ|t|).
(3) Control on the Q direction:∣∣∣∣
∫
R
w˜(t)Q(· − t)
∣∣∣∣ ≤ Kε−1eεγt sup
t′≤t
‖w(t′)‖H1(R).
This property is proved similarly to the proof of (6.15): We use the fact that variation in time of
the above quantity is of quadratic order on w˜.
(4) Coercivity. There exists λ > 0 independent of t such that
1
2
∫
R
(w˜2x + w˜
2 −mQm−1w˜2)(t) ≥ λ‖w˜(t)‖2H1(R) −K
∣∣∣∣
∫
R
w˜(t)Q(· − t)
∣∣∣∣
2
.
(5) Sharp control. From the equivalence w-w˜ and the coercivity property we obtain
‖w˜(t)‖H1(R) + ε|b(t)| ≤ Kε−2eεγt/2 sup
t′≤t
‖w(t′)‖H1(R). (A.22)
Note that the bound on b(t) is proved similarly to (6.14).
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The proof of these affirmations follows closely the argument of Proposition 6 in [31], with easier proofs.
Finally, from (A.22) we have for ε small enough and t ≤ − 12Tε,
‖w(t)‖H1(R) ≤ Kε−2eεγt sup
t′≤t
‖w(t′)‖H1(R) <
1
2
sup
t′≤t
‖w(t′)‖H1(R).
This inequality implies w ≡ 0, and in conclusion the uniqueness. 
APPENDIX B. PROOF OF PROPOSITION 4.2
The proof is similar to Proposition 2.2 in [36] and Appendix in [35].
Proof. First of all, we recall the error term S[u˜] introduced in (4.9), subsection 4.2.
We easily verify that
S[u˜] = I+ II+ III, (B.1)
where (we omit the dependence on t, x)
I := S[R], II = II(w) := wt + (wxx − λw +m aεRm−1w)x, (B.2)
and
III :=
{
aε[(R + w)
m −Rm −mRm−1w]}
x
. (B.3)
In the next lemmas, we expand the terms in (B.1).
Lemma B.1. Suppose m = 2, 3 or 4. We have
I = εF1(εt; y) +
ε2a′′
2a˜m
(y2Qmc )y + ε
3fI(εt)F
I
c (y), (B.4)
where
F1(εt; y) :=
c′
a˜
ΛQc − a˜
′
a˜2
(c− λ)Qc + a
′
a˜m
(yQmc )y ∈ Y,
and |fI(εt)| ≤ K , F Ic ∈ Y . Finally, for every t ∈ [−Tε, Tε]
‖ε3fI(εt)F Ic (y)‖H2(R) ≤ Kε3.
Proof of Lemma B.1. Recall that a˜ := a 1m−1 and
R(t, x) =
Qc(εt)(y)
a˜(ερ(t))
, y = x− ρ(t), ∂tρ(t) = c(εt)− λ.
Thus we have
I = Rt + (Rxx − λR + aεRm)x
=
εc′
a˜
ΛQc − (c− λ)
a˜
Q′c − ε
a˜′(c− λ)
a˜2
Qc +
1
a˜
Q(3)c −
λ
a˜
Q′c +
1
a˜m
(a(εx)Qmc )x.
Note that via a Taylor expansion,
(a(εx)Qmc )x = a(ερ)(Q
m
c )x + εa
′(ερ)(yQmc )x +
1
2
ε2a′′(ερ)(y2Qmc )x +OH2(R)(ε
3).
Therefore,
I =
εc′
a˜
ΛQc − (c− λ)
a˜
Q′c −
ε
m− 1
a′(c− λ)
a˜m
Qc +
1
a˜
Q(3)c −
λ
a˜
Q′c +
1
a˜
(Qmc )
′ +
εa′
a˜m
(yQmc )x
+
ε2a′′
2a˜m
(y2Qmc )x + ε
3fI(εt)F
I
c (y)
=
1
a˜
(Q′′c − cQc +Qmc )′ +
εc′
a˜
ΛQc − ε a˜
′
a˜2
(c− λ)Qc + εa
′
a˜m
(yQmc )y
+
ε2a′′
2a˜m
(y2Qmc )y + ε
3fI(εt)F
I
c (y)
= ε
[c′
a˜
ΛQc − a˜
′
a˜2
(c− λ)Qc + a
′
a˜m
(yQmc )y
]
+
ε2a′′
2a˜m
(y2Qmc )y + ε
3fI(εt)F
I
c (y).
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Moreover |fI(εt)| ≤ K , F Ic (y) ∈ Y and
‖ε3fI(εt)F Ic (y)‖H2(R) ≤ Kε3.
This finishes the proof. 
Lemma B.2 (Decomposition of II). We have
II = −ε(LAc)y(εt; y) + ε2[(Ac)t + c′(εt)ΛAc](εt; y)
+mε2
a′(ερ)
a(ερ)
(yQm−1c (y)Ac(εt; y))y + ε
3F IIc (εt; y).
with F IIc (εt; ·) ∈ Y , uniformly in time. In addition, suppose (IP) holds for Ac. Then
‖ε3F IIc (εt; y)‖H2(R) ≤ Kε3e−γε|t|.
Proof. We compute:
II = ε(Ac(εt; y))t + ε
[
(Ac)yy(εt; y)− λAc(εt; y) + aε
a(ερ)
mQm−1c (y)Ac(εt; y)
]
x
= −ε(LAc)y(εt; y) + ε2(Ac)t(εt; y) + ε2c′(εt)ΛAc(εt, y)
+mε2
a′(ερ)
a(ερ)
(yQm−1c (y)Ac(εt; y))y + ε
3F IIc (εt; y),
where F IIc (εt; y) = O(y2Qm−1c (y)Ac(εt; y))y) ∈ Y and thus, thanks to the (IP) property,
‖ε3F IIc (εt; y)‖H2(R) ≤ Kε3e−γε|t|.
This concludes the proof. 
Lemma B.3 (Decomposition of III). Suppose (IP) holds for Ac. Then we have
III = ε3a′(εx)[εm−2Amc (εt; y) + F˜
III
c (εt; y)] + ε
2aεG
III
c (εt; y),
with F˜ IIIc (εt; ·), GIIIc (εt; ·) ∈ Y , uniformly for every t ∈ [−Tε, Tε]. Moreover, we have the estimate
‖III‖H2(R) ≤ Kε2e−γε|t|, (B.5)
for every t ∈ [−Tε, Tε].
Proof. Define ˜III := aε[(R + w)m − Rm −mRm−1w]. We consider separate cases. First, note that for
m = 2, ˜III = aεw
2 = ε2aεA
2
c ; thus taking derivative
III = ε3a′(εx)A2c + ε
2aε(A
2
c)
′.
Note that (A2c)′ ∈ Y because (IP) property holds for Ac.
Suppose now m = 3. We have ˜III = ε2aε[3QcA2c + εA3c ]. From this we get
III = ε3a′(εx)[3QcA2c + εA
3
c ] + ε
2aε[3(QcA
2
c)
′ + ε(A3c)
′].
Finally, for the case m = 4
III =
{
aεε
2[6Q2cA
2
c + 4εQcA
3
c + ε
2A4c ]
}
x
= ε3a′(εx)[6Q2cA
2
c + 4ε
2QcA
3
c + ε
2A4c ] + ε
2aε[6(Q
2
cA
2
c)
′ + 4ε(QcA3c)
′ + ε2(A4c)
′].
Under the (IP) property, for each m = 2, 3 and 4, we can estimate III as follows
‖III‖H2(R) ≤ Kε2e−γε|t|.

Now we collect the estimates from Lemmas B.1, B.2 and B.3. We finally get
S[u˜] = I+ II+ III
= ε[F1 − (LAc)y ](εt; y) + ε2[(Ac)t + c′(εt)ΛAc](εt; y) +O(ε2e−γε|t|),
provided (IP) holds for Ac. 
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APPENDIX C. END OF PROOF OF LEMMA 4.6
In this section we will show that for all t ∈ [−Tε, Tε] (cf. (4.29))
‖S[u˜](t)‖H2(R) ≤ Kε
3
2 e−γε|t|, (C.1)
where u˜ is the modified approximate solution defined in (4.26).
Proof of (C.1). Similarly to the proof of Proposition 4.2 in Appendix B, we claim that we can decompose
S[u˜] = I+ I˜I+ ˜III,
(cf. the definitions in (B.1)-(B.3)).
First of all, note that the conclusions of Lemma B.1 in Appendix B remains unchanged. In particular,
(B.4) holds without any variation.
Concerning the term ˜III, we have the following
Claim 5 (Decomposition of ˜III revisited). We have
˜III = ε3a′(εx)[εm−2ηmc A
m
c (εt; y) + F˜
III
c (εt; y)] + ε
2aε[G
III
c (εt; y) + ε
m−1(ηmc )
′Amc ],
with F˜ IIIc (εt; ·), GIIIc (εt; ·) ∈ Y , uniformly for every t ∈ [−Tε, Tε]. Moreover, we have the estimate
‖ ˜III‖H2(R) ≤ Kε2e−γε|t|, (C.2)
for every t ∈ [−Tε, Tε].
Proof. The proof is identical to Lemma B.3, being the unique new element in the proof the emergency of
the term
εm+1aε(η
m
c )
′Amc , with ‖εm+1aε(ηmc )′Amc ‖H2(R) ≤ Kεm+
1
2 e−γε|t|.
The other terms and their respective estimates remain unchanged. This finishes the proof. 
Finally we consider the term I˜I.
Claim 6 (Decomposition of I˜I revisited). We have
I˜I = −εηc(y)(LAc)y(εt; y) +OH2(R)(ε
3
2 e−γε|t|).
Proof. We follow on the lines of the proof of Lemma B.2: First we have
(εA#(εt; y))t = −(c− λ)ε2η′εAc(εt; y)− (c− λ)εηε(Ac)y(εt; y)
+ε2ηε(Ac)t(εt; y) + ε
2c′(εt)ηεΛAc(εt; y).
We use now Lemma 4.5 and (4.28) to estimate this last term. We get
(εA#(εt; y))t = −(c− λ)εηε(y)(Ac)y(εt; y) +OH2(R)(ε
3
2 e−γε|t|). (C.3)
On the other hand,
ε((A#)xx − λA# + aε
a(ερ)
mQm−1c (y)A#)x
= ε
{
ηε[(Ac)yy − λAc + aε
a(ερ)
mQm−1c (y)Ac] + 2εη
′
ε(Ac)y + ε
2η′′εAc
}
x
= εηε
[
(Ac)yy − λAc + aε
a(ερ)
mQm−1c (y)Ac
]
x
+ε2
[
3η′ε(Ac)yy − λη′εAc + aεmη′εQm−1c Ac + 3εη′′ε (Ac)y + ε2η(3)ε Ac
]
= εηε
[
(Ac)yy − λAc +mQm−1c (y)Ac
]
y
+ ε2ηεm
a′(ερ)
a(ερ)
(yQm−1c Ac)y
+ε2
[
3η′ε(Ac)yy − λη′εAc + aεmη′εQm−1c Ac + 3εη′′ε (Ac)y + ε2η(3)ε Ac
]
+O(ε3ηε(y
2Qm−1c Ac)y).
We use now Lemma 4.5 and the (IP) property to estimate as follows
mε2
∣∣∣∣a′(ερ)a(ερ)
∣∣∣∣ ∥∥ηε(yQm−1c Ac)y∥∥H2(R) ≤ Kε2e−γε|t|,
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‖O(ε3ηε(y2Qm−1c Ac)y)‖H2(R) ≤ Kε3, ε4‖η(3)c Ac‖H2(R) ≤ ε
7
2 e−γε|t|,
‖ε2λη′εAc‖H2(R) ≤ Kλε
3
2 e−γε|t|,
and
ε2‖3η′ε(Ac)yy + aεmη′εQm−1c Ac + 3εη′′ε (Ac)y‖H2(R) ≤ Kε2e−γε|t|.
Therefore
ε[(A#)xx − λA# + aε
a(ερ)
mQm−1c (y)A#]x =
εηε
[
(Ac)yy − λAc +mQm−1c (y)Ac
]
y
+OH2(R)(ε
2e−γε|t| + ε3). (C.4)
The conclusion follows from (C.3) and (C.4). 
We return to the global estimate on S[u˜]. From (B.4), Claims 5 and 6 and Lemma 4.5 we get
S[u˜] = ε[F1(εt, y)− ηc(y)(LAc)y)(εt, y)] +OH2(R)(ε
3
2 e−γε|t|)
= ε(1− ηc(y))F1(εt; y) +OH2(R)(ε
3
2 e−γε|t|).
The final conclusion of this appendix is a straightforward consequence of the following fact: For every
t ∈ [−Tε, Tε]
‖ε(1− ηc(y))F1(εt; y)‖H2(R) ≤ Kεe−
1
ε
−γε|t| ≪ Kε10.
for ε small enough. Indeed, note that supp(1− ηc(·)) ⊆ (−∞,− 1ε ]. From (B.4),
|F1(εt; y)| ≤ Ke−γ|y|−γε|t|.
From this estimate the desired estimate follows directly. 
APPENDIX D. PROOF OF LEMMA 6.4
D.1. Proof of Lemma 6.4. Our proof of the Virial inequality (6.26) follows closely to the proof of Lemma
2 in [33].
Proof. Take t ∈ [t1, T ∗], and denote y := x− ρ2(t). Replacing the value of zt given by (6.13), we have
∂t
∫
R
z2ψA0(y) = 2
∫
R
zztψA0(y)− ρ′2(t)
∫
R
z2ψ′A0(y)
= 2
∫
R
(zψA0(y))x(zxx − λz +mQm−1c2 (y)z) (D.1)
−(c2(t)− λ)
∫
R
z2ψ′A0(y)− 2(c2(t)− λ− ρ′2)(t)
∫
R
zQ′c2ψA0(y) (D.2)
+2
∫
R
(zψA0(y))x[(R + z)
m −Rm −mRm−1z] (D.3)
−2c′2(t)
∫
R
zΛQc2ψA0(y) + (c2 − λ− ρ′2)(t)
∫
R
z2ψ′A0(y) (D.4)
+
∫
R
(zψA0(y))x(aε − 2)(R+ z)m. (D.5)
Now, following [33] and by using (6.14) and (6.15) it is easy to check that for A0 large enough, and some
constants δ0, ε0 small
|(D.3) + (D.4)| ≤ δ0
100
∫
R
(z2x + z
2)(t)e−
1
A0
|y|.
On the other hand, the terms (D.1) and (D.2) goes similarly to the terms B1 and B2 in Appendix B of [33].
We get
(D.1) + (D.2) ≤ − δ0
10
∫
R
(z2x + z
2)(t)e−
1
A0
|y|.
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Finally, the term (D.5) can be estimated as follows. First, from (6.11) and (6.12) we have for t ≥ t1
c2(t) = c∞ +O(ε1/2), ρ2(t) = (c∞ − λ)t+O(ε1/2(t− t1)),
and then
9
10
c∞ ≤ c2(t) ≤ 11
10
c∞; ρ2(t) ≥ 9
10
(c∞ − λ)t. (D.6)
On the other hand, we can write (D.5) in the following way
(D.5) =
∫
R
(zψA0)x(aε − 2)[(R+ z)m − zm] +
∫
R
(zψA0)x(aε − 2)zm
=
∫
R
(ψA0)x(aε − 2)[(R+ z)m − zm]z +
∫
R
ψA0(aε − 2)[(R+ z)m − zm]zx
+
m
m+ 1
∫
R
(ψA0)x(aε − 2)zm+1 −
ε
m+ 1
∫
R
ψA0a
′(εx)zm+1.
Then, from (1.13), (6.25) and by using that t ≥ t1 ≥ 12Tε, we get for some constant γ = γ(A0, c∞, λ) > 0
independent of ε and D0, (cf. (A.13) for a similar computation)∣∣∣∣
∫
R
(ψA0)x(aε − 2)[(R+ z)m − zm]z
∣∣∣∣ ≤ KA0e−ερ2(t)/A0‖z(t)‖H1(R)
≤ KA0e−γεt‖z(t)‖H1(R).
Similarly ∣∣∣∣
∫
R
ψA0(aε − 2)[(R+ z)m − zm]zx
∣∣∣∣ ≤ KA0e−γεt‖z(t)‖H1(R);
and ∣∣∣∣
∫
R
(ψA0)x(aε − 2)zm+1
∣∣∣∣ ≤ KA0e−γεt‖z(t)‖m+1H1(R).
Finally, from (6.24) and (D.6),∣∣∣∣ε
∫
R
ψA0(y)a
′(εx)zm+1
∣∣∣∣ ≤ KA0e−γεt‖z(t)‖m+1H1(R).
In conclusion, (D.5) = O(A0e−γεt‖z(t)‖H1(R)), for ε small enough.
From (D.6) we obtain the second term in (6.26). Collecting the above estimates we conclude the proof.

APPENDIX E. PROOF OF LEMMA 6.8
The proof of this result is very similar to Lemma 3 in [33].
Proof. First of all, recall that φ = φ(y˜(x0)), with y˜(x0) = x− (ρ2(t0) + σ(t− t0) + x0). Then we have
∂t
∫
R
u2φ = −
∫
R
(
3u2x + (σ + λ)u
2 − 2maε
m+ 1
um+1
)
φ′ +
∫
R
u2φ(3) − 2ε
m+ 1
∫
R
a′(εx)um+1φ,
and
∂t
∫
R
(
u2x −
2aε(x)
m+ 1
um+1
)
φ =
∫
R
(− (uxx + aεum)2 − 2u2xx + 2maεu2xum−1)φ′
+
∫
R
u2xφ
(3) − σ
∫
R
(
u2x −
2aε
m+ 1
um+1
)
φ′
− ε
m+ 1
∫
R
a′εu
m+1φ′′ − ε
2
m+ 1
∫
R
a′′εu
m+1φ′. (E.1)
(see for example Appendix C in [33]). The conclusion follows from the arguments in [33], after we estimate
the unique new different term. In particular, we have
−
∫
R
(
3u2x + (σ + λ)u
2 − 2maε(x)
m+ 1
um+1
)
φ′ +
∫
R
u2φ(3) ≤ Ke−(t0−t)/2K0e−x0/K0 . (E.2)
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Indeed, using that 1/K20 ≤ σ/2, we have (we discard the term with λ)
−
∫
R
(
3u2x + σu
2 − 2maε(x)
m+ 1
um+1
)
φ′ +
∫
R
u2ψ(3) ≤ −
∫
R
(
3u2x +
σ
2
u2 − 2maε(x)
m+ 1
um+1
)
φ′.
Now we estimate the nonlinear term. Let R0 > 0 to be chosen later. Consider the region t ≥ t1, |x −
ρ2(t)| ≥ R0. In this region we have from the stability and the Morrey’s embbeding
|u(t, x)| ≤ ‖u(t)−R(t)‖L∞(R) +R(t, x) ≤ Kε1/2 +Ke−γR0,
with γ > 0 a fixed constant. Taking 0 < ε ≤ ε0 sufficiently small and R0 large enough, we have∣∣maε(x)um−1∣∣ ≤ σ/4, in the considered region. Now we deal with the complementary region, |x −
ρ2(t)| ≤ R0. From (6.11) and the hypothesis σ < 12 (1− λ0) we have
|y˜(x0)| ≥ |ρ2(t0)− ρ2(t)− σ(t0 − t) + x0| − |x− ρ2(t)| ≥ 1
2
σ(t0 − t) + x0 −R0. (E.3)
Thus we have |φ′(y˜)| ≤ Ke−γ(t0−t)/K0e−x0/K0 . Collecting the above estimates we obtain (E.2). Now we
claim that ∣∣∣∣ 2εm+ 1
∫
R
a′(εx)um+1φ
∣∣∣∣ ≤ Ke−εγTεe−εγ(t0−t)/K0e−γεx0/K0 . (E.4)
Indeed, denote x˜(t) := ρ2(t0) + σ(t− t0) + x0. Then from σ < 12 (1− λ0) and (6.11) we have
x˜(t) = ρ2(t0)− ρ2(t)− σ(t0 − t) + (x0 + ρ2(t))
≥ 1
2
σ(t0 − t) + ρ2(t0) + x0 ≥ 1
2
σ(t0 − t) + 1
2
Tε + x0,
and thus for ε small,∣∣∣∣ 2εm+ 1
∫
R
a′(εx)um+1φ
∣∣∣∣ ≤ Kε
∫ x˜
−∞
e−εγ|x|e(x−x˜)/K0dx+Kε
∫ ∞
x˜
e−εγx
≤ Kεe−x˜/K0 +Ke−εγx˜
≤ Ke−γεTεe−γε(t0−t)/K0e−γεx0/K0 .
This last estimate proves (E.4). Integrating between t and t0 we get (6.32).
On the other hand, by following the same kind of calculations (see [33]), we have
∂t
∫
R
(
u2x + u
2 − 2aε(x)
m+ 1
um+1
)
φ ≤ Ke−γ(t0−t)/K0e−x0/K0
+Ke−γεTεe−γε(t0−t)/K0e−γεx0/K0 .
In consequence, after integration we get (6.34).
Now we prove (6.33). The procedure is analogous to (6.32); the main differences are in (E.3) and (E.4).
For the first case we have that y˜(−x0) = x− (ρ2(t0) + σ(t− t0)− x0) satisfies
|y˜| ≥ |ρ2(t)− ρ2(t0)− σ(t− t0) + x0| − |x− ρ2(t)| ≥ 1
2
σ(t− t0) + x0 − R.
From the hypothesis we have that xˆ(t) := ρ2(t0) + σ(t − t0) − x0 > t1 ≥ 12Tε. Therefore (E.4) can be
bounded as follows∣∣∣∣ 2εm+ 1
∫
R
a′(εx)um+1φ
∣∣∣∣ ≤ Kε
∫ xˆ
−∞
e−εγ|x|e(x−xˆ)/K0dx+Kε
∫ ∞
xˆ
e−εγx
≤ Kεe−xˆ/K0 +Ke−εγxˆ
≤ Ke−γερ2(t0)e−γε(t−t0)/K0eγεx0/K0 .
Collecting the above estimates and integrating between t0 and t, we obtain the conclusion. 
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APPENDIX F. SOME IDENTITIES RELATED TO THE SOLITON Q
This section has been taken from Appendix C in [35].
Lemma F.1 (Identities for the soliton Q). Suppose m > 1 and denote by Qc := c 1m−1Q(
√
cx) the scaled
soliton. Then
(1) Energy.
E1[Q] =
1
2
(λ− λ0)
∫
R
Q2 = (λ− λ0)M [Q], with λ0 = 5−m
m+ 3
.
(2) Integrals. Recall θ = 1m−1 − 14 . Then∫
R
Qc = c
θ− 14
∫
R
Q,
∫
R
Q2c = c
2θ
∫
R
Q2, E1[Qc] = c
2θ+1E1[Q].
and finally∫
R
Qm+1c =
2(m+ 1)c2θ+1
m+ 3
∫
R
Q2,
∫
R
ΛQcQc = θc
2θ−1
∫
R
Q2.
Acknowledgments. The author wishes to thank Y. Martel and F. Merle for presenting him this problem
and for their continuous encouragement during the elaboration of this work. The author is also grateful of
Gustavo Ponce for some useful discussions.
REFERENCES
[1] Ablowitz, M. J. and Clarkson, P. A., Solitons, nonlinear evolution equations and inverse scattering. London Mathematical
Society Lecture Note Series, 149. Cambridge University Press, Cambridge, 1991.
[2] W. K. Abou Salem, J. Fro¨hlich, and I . M. Sigal, Colliding solitons for the nonlinear Schro¨dinger equation, preprint.
[3] N. Asano, Wave propagation in non-uniform media, Suppl. Prog. Theor. Phys. 55 (1974), 52–79.
[4] T.B. Benjamin, The stability of solitary waves, Proc. Roy. Soc. London A 328, (1972) 153 –183.
[5] H. Berestycki and P.-L. Lions, Nonlinear scalar field equations. I. Existence of a ground state, Arch. Rational Mech. Anal. 82,
(1983) 313–345.
[6] J.L. Bona, W.G. Pritchard and L.R. Scott, Solitary-wave interaction, Phys. Fluids 23, 438, (1980).
[7] J.L. Bona, P. Souganidis and W. Strauss, Stability and instability of solitary waves of Korteweg-de Vries type, Proc. Roy. Soc.
London 411 (1987), 395–412.
[8] T. Cazenave, and P.-L. Lions, Orbital stability of standing waves for some nonlinear Schro¨dinger equations, Comm. Math. Phys.
85 (1982), no. 4, 549–561.
[9] S. I Dejak and B. L. G. Jonsson, Long-time dynamics of variable coefficient modified Korteweg-de Vries solitary waves, J. Math.
Phys. 47 (2006), no. 7, 072703, 16 pp.
[10] Dejak, S. I. and Sigal, I. M., Long-time dynamics of KdV solitary waves over a variable bottom, Comm. Pure Appl. Math. 59
(2006), no. 6, 869–905.
[11] E. Fermi, J. Pasta and S. Ulam, Studies of nonlinear problems I, Los Alamos Report LA1940 (1955); reproduced in Nonlinear
Wave Motion, A.C. Newell, ed., Am. Math. Soc., Providence, R. I., 1974, pp. 143–156.
[12] J. C. Fernandez, C. Froesche, and G. Reinisch, , Phys. Scr. 20 (1979), 545–551.
[13] R. Grimshaw, Slowly varying solitary waves. I. Korteweg - de Vries equation, Proc. Roy. Soc. London Ser. A 368 (1979), no.
1734, 359–375.
[14] R. Grimshaw, Slowly varying solitary waves. II. Nonlinear Schrdinger equation, Proc. Roy. Soc. London Ser. A 368 (1979), no.
1734, 377–388.
[15] R. Grimshaw and S.R. Pudjaprasetya, Generation of secondary solitary waves in the variable-coefficient Korteweg-de Vries
equation Stud. Appl. Math. 112 (2004), no. 3, 271–279.
[16] S. Gustafson, J. Fro¨hlich, B. L. G. Jonsson, and I. M. Sigal, Long time motion of NLS solitary waves in a confining potential,
Ann. Henri Poincar 7 (2006), no. 4, 621–660.
[17] S. Gustafson, J. Fro¨hlich, B. L. G. Jonsson, and I. M. Sigal, Solitary wave dynamics in an external potential, Comm. Math.
Phys. 250 (2004), 613–642.
[18] R. Hirota, Exact solution of the Korteweg-de Vries equation for multiple collisions of solitons, Phys. Rev. Lett., 27 (1971),
1192–1194.
[19] J. Holmer, and M. Zworski, Soliton interaction with slowly varying potentials, Int. Math. Res. Not., (2008) 2008, art. ID rnn026,
36 pp.
[20] J. Holmer, J. Marzuola, and M. Zworski, Soliton Splitting by External Delta Potentials, J. Nonlinear Sci. 17 no. 4 (2007),
349–367.
[21] J. Holmer, J. Marzuola and M. Zworski, Fast soliton scattering by delta impurities, Comm. Math. Phys., 274, no.1 (2007)
187–216.
[22] J. Holmer, Dynamics of KdV solitons in the presence of a slowly varying potential, preprint (2010).
Claudio Mun˜oz 55
[23] H. Kalisch and J.L. Bona, Models for internal waves in deep water, Disc. Cont. Dyn. Syst., 6 (2000), 1–20.
[24] V.I. Karpman and E.M. Maslov, Perturbation theory for solitons, Soviet Phys. JETP 46 (1977), no. 2, 537–559.; translated from
Z. Eksper. Teoret. Fiz. 73 (1977), no. 2, 281–29.
[25] D. J . Kaup, and A. C. Newell, Solitons as particles, oscillators, and in slowly changing media: a singular perturbation theory,
Proc. Roy. Soc. London Ser. A 361 (1978), 413–446.
[26] K. Ko and H. H. Kuehl, Korteweg-de Vries soliton in a slowly varying medium, Phys. Rev. Lett. 40 (1978), no. 4, 233–236.
[27] D.J. Korteweg and G. de Vries, On the change of form of long waves advancing in a rectangular canal, and on a new type of
stationary waves, Philos. Mag. Ser. 5, 39 (1895), 422–443.
[28] C.E. Kenig, G. Ponce and L. Vega, Well-posedness and scattering results for the generalized Korteweg–de Vries equation via
the contraction principle, Comm. Pure Appl. Math. 46, (1993) 527–620.
[29] P. Lochak, On the adiabatic stability of solitons and the matching of conservation laws, J. Math. Phys. 25 (1984), no. 8, 2472–
2476.
[30] P. Lochak, and C. Meunier, Multiphase averaging for classical systems. With applications to adiabatic theorems. Translated
from the French by H. S. Dumas. Applied Mathematical Sciences, 72. Springer-Verlag, New York, 1988. xii+360 pp.
[31] Y. Martel, Asymptotic N–soliton–like solutions of the subcritical and critical generalized Korteweg–de Vries equations, Amer.
J. Math. 127 (2005), 1103–1140.
[32] Y. Martel and F. Merle, Blow up in finite time and dynamics of blow up solutions for the L2-critical generalized KdV equation,
J. Amer. Math. Soc. 15 (2002), no. 3, 617–664 (electronic).
[33] Y. Martel and F. Merle, Asymptotic stability of solitons of the subcritical gKdV equations revisited, Nonlinearity 18 (2005)
55–80.
[34] Y. Martel and F. Merle, Refined asymptotics around solitons for gKdV equations, Discrete contin. Dyn. Syst. 20 (2008), no. 2,
177–218.
[35] Y. Martel and F. Merle, Description of two soliton collision for the quartic gKdV equations, preprint.
[36] Y. Martel and F. Merle, Stability of two soliton collision for nonintegrable gKdV equations, Comm. Math. Phys. 286 (2009),
39–79.
[37] Y. Martel and F. Merle, Description of the interaction of nearly equal solitons for the BBM equation, and Inelastic interaction
of nearly equal solitons for the quartic gKdV equation, preprints.
[38] Y. Martel, F. Merle and T. Mizumachi, Description of the inelastic collision of two solitary waves for the BBM equation, to
appear in Arch. Rat. Mech. Anal.
[39] Y. Martel, F. Merle and T. P. Tsai, Stability and asymptotic stability in the energy pace of the sum of N solitons for subcritical
gKdV equations, Comm. Math. Phys. 231 (2002) 347–373.
[40] F. Merle, Existence of Blow-up solutions in the energy space for the critical generalized KdV equation, J. Amer. Math. Soc. 14
no. 3 (2001), 555–578.
[41] Y. Martel and F. Merle, Stability of blow-up profile and lower bounds for blow-up rate for the critical generalized KdV equation,
Ann. of Math. 155 (2002) 235–280.
[42] R.M. Miura, The Korteweg–de Vries equation: a survey of results, SIAM Review 18, (1976) 412–459.
[43] T. Mizumachi, Weak interaction between solitary waves of the generalized KdV equations, SIAM J. Math. Anal. 35 (2003),
1042–1080.
[44] C. Mun˜oz, On the inelastic 2-soliton collision for gKdV equations with general nonlinearity, to appear in Int. Math. Research
Notices.
[45] C. Mun˜oz, On the soliton dynamics under slowly varying medium for Nonlinear Schro¨dinger equations, preprint.
[46] C. Mun˜oz, On the soliton dynamics under slowly varying medium for gKdV equations: reflected solitons, in preparation.
[47] A. Newell, Solitons in Mathematics and Physics, CBMS-NSF Regional Conference Series in Applied Mathematics, 48. Society
for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1985.
[48] R. L. Pego, and M.I. Weinstein, Asymptotic stability of solitary waves, Comm. Math. Phys. 164 (1994), no. 2, 305–349.
[49] G.S. Perelman, Asymptotic stability of multi-soliton solutions for nonlinear Schrdinger equations, Comm. Partial Diff. Eqns. 29,
(2004) 1051–1095.
[50] G.S. Perelman, A remark on soliton-potential interactions for nonlinear Schro¨dinger equations, Math. Res. Lett., 16 (2009), no.
3, 477–486.
[51] L.Y. Shih, Soliton–like interaction governed by the generalized Korteweg-de Vries equation, Wave motion 2 (1980), 197–206.
[52] T. Tao, Why are solitons stable?, Bull. Amer. Math. Soc (N.S.) 46 (2009) no. 1, 1–33.
[53] F. Verhulst, Nonlinear Differential Equations and Dynamical Systems, Universitext, 2nd. edition, Springer-Verlag Berlin-
Heidelberg-New York, 2006.
[54] J. Wrigth, Soliton production and solutions to perturbed Korteweg-de Vires equations, Phys. Rev. A 21 no. 1 (1980), 335–339.
[55] N.J. Zabusky and M.D. Kruskal, Interaction of “solitons” in a collisionless plasma and recurrence of initial states, Phys. Rev.
Lett. 15 (1965), 240–243.
UNIVERSITE´ DE VERSAILLES SAINT-QUENTIN-EN-YVELINES, LMV-UMR 8100, 45 AV. DES ETATS-UNIS, 78035 VER-
SAILLES CEDEX, FRANCE
E-mail address: Claudio.Munoz@math.uvsq.fr
