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Solvability of one kind of forward-backward stochastic difference
equations
Shaolin Ji∗ Haodong Liu†
Abstract: In this paper, we study the solvability problem for one kind of fully coupled forward-backward
stochastic difference equations (FBS∆Es). With the help of the necessary and sufficient condition for the
solvability of the linear FBS∆Es, under the monotone assumption, we obtain the existence and uniqueness
theorem for the general nonlinear ones.
Keywords: forward-backward stochastic difference equations; martingale representation theorem; con-
tinuation method
1 Introduction
It is well-known that forward-backward stochastic differential equations (FBSDEs) are widely studied by
many researchers and there are fruitful results in both theory and applications (see [14] and [17, 18, 19, 20]).
As the discrete time counterpart of FBSDEs, FBS∆Es also have wide applications in many areas, such
as discrete time stochastic optimal control theory, mathematical finance, numerical calculation, etc. For
instance, the Hamiltonian system of a discrete time stochastic optimal control problem is a FBS∆E (see
[15]); The FBS∆E can also be regarded as the state equation for a discrete time recursive utility optimiza-
tion problem since some discrete time nonlinear expectations are defined by backward stochastic difference
equations (BS∆Es) (see [11]). Moreover, when we study the numerical solution of a FBSDE, we usually
obtain a FBS∆E through time discretization (see [3], [5], [8], [12], [13], [16], [24]). As far as we know, there
are few works dealing with the solvability of FBS∆Es. In this paper, our goal is to study the solvability of
the fully coupled FBS∆Es.
The starting point of exploring the solvability of FBS∆Es is how to formulate FBS∆Es. It is worth
pointing out that even though the BS∆E is the discrete time counterpart of the backward stochastic differ-
ential equation (BSDE), there exist various formulations for BS∆Es. Based on the driving process, there are
mainly two formulations of BS∆Es (see [4, 5, 6, 7]). One is driving by a finite state process taking values
from the basis vectors as in [2, 6] and the other is driving by a martingale with independent increments as
in [4, 5]. In this paper, we take the second formulation to construct our FBS∆Es. As for the numerical
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solutions of the FBSDEs, the authors in [3] and [8] mentioned the solvability of the corresponding time
discretization equations with Markovian assumptions and degenerate diffusion terms (independence of Z).
Before investigating the solvability of FBS∆Es, as preliminaries, we first prove some results about the
BS∆Es. In more details, we formulate one kind of BS∆Es in our context, obtain the explicit representation
of the solution (Y, Z,N) and prove the existence and uniqueness of solutions to our formulated BS∆E.
Then we study the solvability problem for the linear FBS∆Es. The linear FBS∆Es can be transformed
into 2m-dimensional linear algebraic equations of E [Xt+1|Ft] and E [Xt+1∆Wt|Ft]. And we prove the
equivalence between the solvability of linear FBS∆Es and the solvability of linear algebraic equations which
leads to a necessary and sufficient condition for the existence and uniqueness of solutions. By solving the
linear algebraic equations, we can decouple the forward and backward variables and obtain the explicit
expressions of Yt, Zt with respect to Xt. Thus, the linear FBS∆Es can be solved recursively in an explicit
form.
With the help of the obtained results for linear FBS∆Es, the solvability problem for the nonlinear ones
is studied. We apply the continuation method developed in [14, 21, 22] to solve our FBS∆Es. Under the
monotone assumption, we obtain the existence and uniqueness theorem for the general nonlinear FBS∆Es.
The analysis of stochastic difference equations is quite different from that of the stochastic differential
equations. For example, in the continuous-time case, when using Itoˆ formula, the product of the drift term
will disappear, which can be formally understood as dt · dt = 0. However, since
∆ 〈Xt, Yt〉 = 〈∆Xt, Yt〉+ 〈Xt,∆Yt〉+ 〈∆Xt,∆Yt〉
in the discrete-time case, the product of the drift term will not disappear, which makes it difficult to applying
the continuation method directly in our discrete time context. In order to overcome this difficulty, we adopt
the form of the product rule
∆ 〈Xt, Yt〉 = 〈Xt+1,∆Yt〉+ 〈∆Xt, Yt〉 (1.1)
which eliminates the drift term. To apply the monotone condition, the terms Xt+1 and ∆Yt in (1.1) should
have the same time subscript. So we formulate that the generator f of the BS∆E in (2.3) should only depend
on the solution of (2.3) at time t + 1. Thus, the continuation method can be implemented in the discrete
time context. It is worth pointing out that our formulation of BS∆Es is just the formulation of the adjoint
equations for discrete-time stochastic optimal control problems (see [15]).
The remainder of this paper is organized as follows. In Section 2 we present preliminary results of the
BS∆Es and formulate FBS∆Es. Then we obtain the explicit solutions for linear FBS∆Es (2.2) in Section
3. The solvability results for nonlinear FBS∆Es (2.3) are given in Section 4. In the appendix, we give the
proofs of two theorems related to BS∆Es.
2 Preliminaries and problem formulation
Let T be a deterministic terminal time and T := {0, 1, ..., T }. Consider a filtered probability space(
Ω,F , {Ft}0≤t≤T , P
)
with t ∈ T , F0 = {∅,Ω} and F = FT . For a Ft-adapted process (Ut), define the
difference operator ∆ as ∆Ut = Ut+1 − Ut. Let W be a fixed Rd-valued square integrable martingale
process with independent increments, i.e. E [∆Wt|Ft] = E [∆Wt] = 0 and E
[
∆Wt (∆Wt)
∗]
= Id for any
2
t ∈ {0, ..., T − 1} where (·)∗ denotes vector transposition. We assume that Ft is the completion of the
σ-algebra generated by the process W up to time t.
Denote by L2 (Ft;Rn) the set of all Ft−measurable square integrable random variable Xt taking values
in Rn and byM2 (0, t;Rn) the set of all {Fs}0≤s≤t-adapted square integrable process X taking values in R
n.
Moreover, we define ei = (0, 0, ..., 0, 1, 0, ..., 0)
∗ ∈ Rn and mention that an inequality on a vector quantity is
to hold componentwise.
2.1 Solvability and estimates results for BS∆E
Consider the following backward stochastic difference equation (BS∆E):
∆Yt = −f (t+ 1, Yt+1, Zt+1) + Zt∆Wt +∆Nt,
YT = η,
(2.1)
where η ∈ L2 (FT ;Rn), f : Ω× {1, 2, ..., T } × Rn × Rn×d 7−→ Rn.
Assumption 2.1 A1. The function f (t, y, z) is uniformly Lipschitz continuous and independent of z at
t = T , i.e. there exists constants c1, c2 > 0, such that for any t ∈ {1, 2, ..., T − 1}, y1, y2 ∈ Rn, z1, z2 ∈ Rn×d,
|f (T, y1, z1)− f (T, y2, z2)| ≤ c1 |y1 − y2| ,
|f (t, y1, z1)− f (t, y2, z2)| ≤ c1 |y1 − y2|+ c2 ‖z1 − z2‖ , P − a.s.
A2. f (t, 0, 0) ∈ L2 (Ft;Rn) for any t ∈ {1, 2, ..., T }.
Remark 2.2 The BS∆E (2.1) is analogous to the continuous time BSDE driven by a general martingale
(cf. [10]), and the solution is a triple of processes.
Definition 2.3 A solution to BS∆E (2.1) is a triple of processes (Y, Z,N) ∈ M2 (0, T ;Rn)×M2
(
0, T − 1;Rn×d
)
×
M2 (0, T ;Rn) which satisfies equality (2.1) for all t ∈ {0, 1, ..., T − 1}, and N is a martingale process strongly
orthogonal to W .
By using the Galtchouk-Kunita-Watanabe decomposition in [4], we obtain the following existence and
uniqueness result of BS∆E (2.1).
Theorem 2.4 Suppose that Assumption (2.1) holds. Then for any terminal condition η ∈ L2 (FT ;R
n),
BS∆E (2.1) has a unique adapted solution (Y, Z,N).
Besides, the following theorem gives the estimate for (Y, Z,N).
Theorem 2.5 Let Assumption (2.1) hold and (Y, Z,N) be a solution to BS∆E (2.1). Then there exists a
constant C, depending only on c1, c2 and T , such that
T−1∑
t=0
E
[
|Yt|
2
+ ‖Zt‖
2
+ |∆Nt|
2
]
≤ CE
[
|η|2 +
T∑
s=1
|f (s, 0, 0)|2
]
.
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For the convenience of readers, we put the proofs of the above two theorems in the appendix. The
following results are direct consequence of Theorem 2.5.
Corollary 2.6 For i = 1, 2, assume (ηi, fi) satisfy Assumption (2.1) and (Yi, Zi, Ni) is a solution to BS∆E
(2.1) with coefficients (ηi, fi). Then there exists a constant C, depending only on c1, c2 and T , such that
T−1∑
t=0
E
[∣∣∣Ŷt∣∣∣2 + ∥∥∥Ẑt∥∥∥2 + ∣∣∣∆N̂t∣∣∣2] ≤ CE
[
|η̂|2 +
T∑
s=1
∣∣∣f̂ (s, Y1,s, Z1,s)∣∣∣2
]
.
where
Ŷ = Y1 − Y2, Ẑ = Z1 − Z2, N̂ = N1 −N2,
η̂ = η1 − η2, f̂ = f1 − f2.
2.2 Formulation of FBS∆E
Now we formulate the linear FBS∆E and nonlinear FBS∆E. For simplicity, in the following, we suppose W
is one-dimensional. The multi-dimensional version is the same.
Consider the following linear FBS∆E:
∆Xt = AtXt +BtYt + CtZt +Dt +
(
AtXt +BtYt + CtZt +Dt
)
∆Wt,
∆Yt = Ât+1Xt+1 + B̂t+1Yt+1 + Ĉt+1Zt+1 + D̂t+1 + Zt∆Wt +∆Nt,
X0 = x0,
YT = GXT + g,
(2.2)
where the coefficients satisfy
(i) A,A are deterministic functions valued in Rm×m, Â are deterministic functions valued in Rn×m, G is
deterministic matrix in Rn×m;
(ii) B,B,C,C are deterministic functions valued in Rm×n, B̂, Ĉ are deterministic functions valued in
R
n×n with ĈT = 0;
(iii) D,D ∈M2 (0, T − 1;Rm), D̂ ∈M2 (1, T ;Rn) and g ∈ L2 (FT ;R
n).
Remark 2.7 Notice that the coefficients of the homogeneous terms are supposed to be deterministic functions
and the coefficients of the nonhomogeneous terms can be stochastic processes. Besides, it can be seen that
the generator of the backward equation in (2.2) is independent of ZT at time T since ĈT = 0.
Let
b (ω, t, x, y, z) : Ω× {0, 1, ..., T − 1} × Rm × Rn × Rn→ Rm,
σ (ω, t, x, y, z) : Ω× {0, 1, ..., T − 1} × Rm × Rn × Rn→ Rm,
f (ω, t, x, y, z) : Ω× {1, 2, ..., T } × Rm × Rn × Rn→ Rn,
h (ω, x) : Ω× Rn→ Rn
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and b (T, x, y, z) ≡ 0, σ (T, x, y, z) ≡ 0, l (T, x, y, z) ≡ 0, f (0, x, y, z) ≡ 0.
Consider the following nonlinear FBS∆E:
∆Xt = b (ω, t,Xt, Yt, Zt) + σ (ω, t,Xt, Yt, Zt)∆Wt,
∆Yt = −f (ω, t+ 1, Xt+1, Yt+1, Zt+1) + Zt∆Wt +∆Nt,
X0 = x0,
YT = h (XT ) .
(2.3)
Assume that G is an n×m full-rank matrix and let
λ =

x
y
z

, A (t, λ) =

−G∗f
Gb
Gσ

(t, λ) .
Assumption 2.8 (i) The coefficients are uniformly Lipschitz continuous with respect to λ, and f is inde-
pendent of variable z at time T , i.e. there exists c > 0 such that for any t ∈ {0, 1, ..., T − 1}, P − a.s.,∣∣∣A (t, λ)−A(t, λ′)∣∣∣ ≤ c ∣∣∣λ− λ′ ∣∣∣ ,∣∣∣h (x)− h(x′)∣∣∣ ≤ c ∣∣∣x− x′ ∣∣∣ .
Moreover,
∣∣∣f (ω, T, x, y, z)− f (ω, T, x′ , y′ , z′)∣∣∣ ≤ c(∣∣∣x− x′ ∣∣∣+ ∣∣∣y − y′∣∣∣) ;
(ii) For any λ ∈ Rm × Rn × Rn, A (t, λ) ∈ M (0, T − 1;Rm × Rn × Rn), h(x) ∈ L2 (FT ) ;
(iii) The coefficients satisfy the following monotone conditions, i.e. when t ∈ {1, ..., T − 1},
〈
A (t, λ)−A
(
t, λ
′
)
, λ− λ
′
〉
≤ −β1
∥∥∥G(x− x′)∥∥∥2 − β2 ∥∥∥G∗ (y − y′)∥∥∥2 − β2 ∥∥∥G∗ (z − z′)∥∥∥2 , P − a.s.;
when t = T ,〈
−G∗f (T, x, y, z) +G∗f
(
T, x
′
, y
′
, z
′
)
, x− x
′
〉
≤ −β1
∥∥∥G(x− x′)∥∥∥2 , P − a.s.;
when t = 0,
〈
Gb (0, λ)−Gb
(
0, λ
′
)
, y − y
′
〉
+
〈
Gσ (0, λ)−Gσ
(
0, λ
′
)
, z − z
′
〉
≤ −β2
∥∥∥G∗ (y − y′)∥∥∥2 − β2 ∥∥∥G∗ (z − z′)∥∥∥2 , P − a.s..
and 〈
h (x)− h
(
x
′
)
, G
(
x− x
′
)〉
≥ 0, P − a.s.,
5
where β1 and β2 are given nonnegative constants with β1+ β2 > 0. Moreover we have β1 > 0 (resp. β2 > 0)
when n > m (resp. m > n).
We give the definition of the solutions to FBS∆E (2.2) and FBS∆E (2.3).
Definition 2.9 (X,Y, Z,N) ∈M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn)×M2 (0, T ;Rn) is called
a solution of FBS∆E (2.2) (resp. FBS∆E (2.3)) if (X,Y, Z,N) satisfies the difference equation (2.2) (resp.
(2.3)) at any time t, P − a.s. with N to be a martingale process strongly orthogonal to W .
3 Solvability of linear FBS∆Es
In this section, we study the solvability of linear FBS∆E (2.2).
Define
Γt (Pt+1) = I −
 BtPt+1 CtPt+1
BtPt+1 CtPt+1
 ,
where 
Pt = −Ât +
((
I − B̂t
)
Pt+1,−ĈtPt+1
)
[Γt (Pt+1)]
−1
 I +At
At
 ,
PT = −ÂT +
(
I − B̂T
)
G.
Theorem 3.1 The linear FBS∆E (2.2) has a unique solution if and only if for any t ∈ {0, 1, 2, ..., T − 1},
the 2m-dimensional matrix Γt (Pt+1) is invertible P − a.s.. Moreover, the solution to the FBS∆E is
Xt+1 = (I, I∆Wt) [Γt (Pt+1)]
−1

 I +At
At
Xt +
 Bt
Bt
E [pt+1|Ft]
+
 Ct
Ct
E [pt+1 (∆Wt) |Ft] +
 Dt
Dt

 .
Yt = E [Pt+1Xt+1 + pt+1|Ft] ,
Zt = Pt+1E [Xt+1 (∆Wt) |Ft] + E [pt+1∆Wt|Ft] ,
X0 = x0,
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where 
pt =
I − B̂t + ((I − B̂t)Pt+1,−ĈtPt+1) [Γt (Pt+1)]−1
 Bt
Bt

E [pt+1|Ft]
+
[
−Ĉt +
((
I − B̂t
)
Pt+1,−ĈtPt+1
)]
[Γt (Pt+1)]
−1
 Ct
Ct
E [pt+1 (∆Wt) |Ft]
+
((
I − B̂t
)
Pt+1,−ĈtPt+1
)
[Γt (Pt+1)]
−1
 Dt
Dt
− D̂t.
pT =
(
I − B̂T
)
g − D̂T .
Proof. We first consider the difference equations at time T . Let
λT = −ÂTXT +
(
I − B̂T
)
YT − D̂T .
Since YT = GXT + g, we have
λT =
[
−ÂT +
(
I − B̂T
)
G
]
XT +
(
I − B̂T
)
g − D̂T
= PTXT + pT .
According to Theorem 2.4,
YT−1 = E [λT |FT−1]
= PTE [XT |FT−1] + E [pT |FT−1] ,
ZT−1 = E [λT (∆WT−1) |FT−1]
= PTE [XT (∆WT−1) |FT−1] + E [pT (∆WT−1) |FT−1] .
(3.1)
Taking FT−1-conditional expectation on both sides of the forward equation,
E [XT |FT−1]
= (I +AT−1)XT−1 +BT−1PTE [XT |FT−1] +BT−1E [pT |FT−1]
+CT−1PTE [XT∆WT−1|FT−1] + CT−1E [pT∆WT−1|FT−1] +DT−1.
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Multiplying the forward equation by ∆WT−1 and taking FT−1-conditional expectation,
E [XT∆WT−1|FT−1]
= AT−1XT−1 +BT−1PTE [XT |FT−1] +BT−1E [pT |FT−1]
+CT−1PTE [XT∆WT−1|FT−1] + CT−1E [pT∆WT−1|FT−1] +DT−1.
Then we obtain a 2m-dimensional linear algebra equation: I −BT−1PT −CT−1PT
−BT−1PT I − CT−1PT

 E [XT |FT−1]
E [XT∆WT−1|FT−1]

=
 I +AT−1
AT−1
XT−1 +
 BT−1
BT−1
E [pT |FT−1]
+
 CT−1
CT−1
E [pT∆WT−1|FT−1] +
 DT−1
DT−1
 .
(3.2)
It is easy to check that if (XT−1, YT−1, ZT−1) is a solution of the FBS∆E (2.2) at time T − 1, then
(E [XT |FT−1], E [XT (∆WT−1) |FT−1]) is a solution of the algebra equation (3.2). On the other hand, if
(E [XT |FT−1], E [XT (∆WT−1) |FT−1]) is a solution of the algebra equation (3.2), then (XT−1, YT−1, ZT−1)
is a solution of the FBS∆E (2.2) at time T − 1, where
ZT−1 = PTE [XT∆WT−1|FT−1] + E [pT∆WT−1|FT−1] ,
YT−1 = PTE [XT |FT−1] + E [pT |FT−1] .
So the FBS∆E (2.2) has a unique solution at time T − 1 if and only if the linear equation (3.2) has a unique
solution, which is equivalent to say that
ΓT−1 (PT ) = I −
 BT−1PT CT−1PT
BT−1PT CT−1PT

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is a invertible matrix. If ΓT−1 (PT ) is invertible, then the solution of (3.2) is E [XT |FT−1]
E [XT (∆WT−1) |FT−1]

= [ΓT−1 (PT )]
−1

 I +AT−1
AT−1
XT−1 +
 BT−1
BT−1
E [pT |FT−1]
+
 CT−1
CT−1
E [pT (∆WT−1) |FT−1] +
 DT−1
DT−1

 .
Combining with (3.1), we deduce 
YT−1 = GT−1XT−1 + gT−1,
ZT−1 = HT−1XT−1 + hT−1,
(3.3)
where,
GT−1 = (PT , 0) [ΓT−1 (PT )]
−1
 I +AT−1
AT−1
 ,
HT−1 = (0, PT ) [ΓT−1 (PT )]
−1
 I +AT−1
AT−1
 ,
gT−1 =
I + (PT , 0) [ΓT−1 (PT )]−1
 BT−1
BT−1

E [pT |FT−1]
+ (PT , 0) [ΓT−1 (PT )]
−1

 CT−1
CT−1
E [pT (∆WT−1) |FT−1] +
 DT−1
DT−1

 ,
hT−1 = (0, PT ) [ΓT−1 (PT )]
−1

 BT−1
BT−1
E [pT |FT−1] +
 DT−1
DT−1


+
I + (0, PT ) [ΓT−1 (PT )]−1
 CT−1
CT−1

E [pT (∆WT−1) |FT−1] .
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Let
λT−1 = −ÂT−1XT−1 +
(
I − B̂T−1
)
YT−1 − ĈT−1ZT−1 − D̂T−1.
By (3.3), we have
λT−1 = PT−1XT−1 + pT−1
where
PT−1 = −ÂT−1 +
(
I − B̂T−1
)
GT−1 − ĈT−1HT−1,
pT−1 =
(
I − B̂T−1
)
gT−1 − ĈT−1hT−1 − D̂T−1.
Repeating the above procedure, we can obtain the result by backward induction. This completes the
proof.
Remark 3.2 By Theorem 3.1, the solvability of FBS∆E (2.2) only depends on the coefficients of the homo-
geneous terms.
The following corollary will be used in the proof of the solvability of the nonlinear FBS∆E (2.3).
Corollary 3.3 For any D,D ∈M2 (0, T − 1;Rm), D̂ ∈M2 (1, T ;Rn), g ∈ L2 (FT ;Rn), the following linear
FBS∆E 
∆Xt = −β2G∗Yt +Dt +
(
−β2G∗Zt +Dt
)
∆Wt,
∆Yt = −β1GXt+1 + D̂t+1 + Zt∆Wt +∆Nt,
X0 = x0,
YT = GXT + g.
has a unique solution (X,Y, Z,N) ∈M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn)×M2 (0, T ;Rn).
Proof. For this special case of (2.2), the coefficients are
At = At = Bt = B̂t = Ct = Ĉt = 0,
Bt = Ct = −β2G
∗
Ât = −β1G
G = G.
Then we have
Γt (Pt+1) = I −
 BtPt+1 CtPt+1
BtPt+1 CtPt+1
 =
 I + β2G
∗Pt+1 0
0 I + β2G
∗Pt+1

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and
Pt = −Ât +
((
I − B̂t
)
Pt+1,−ĈtPt+1
)
[Γt (Pt+1)]
−1
 I +At
At

= β1G+ Pt+1 (I + β2G
∗Pt+1)
−1
.
Since PT = (1 + β1)G, it is easy to check that ∀t ∈ {1, ..., T }, Γt−1 (Pt) is invertible. Thus, the above
FBS∆E have a unique solution. This completes the proof.
4 Solvability of nonlinear FBS∆Es
In this section we study the solvability of nonlinear FBS∆E (2.3).
Theorem 4.1 Under Assumption 2.8, FBS∆E (2.3) has a unique adapted solution (X,Y, Z,N) ∈M2 (0, T ;Rm)×
M2 (0, T ;Rn)×M2 (0, T − 1;Rn)×M2 (0, T ;Rn).
We first give the proof of the uniqueness.
Proof. Suppose U = (X,Y, Z,N) and U
′
=
(
X
′
, Y
′
, Z
′
, N
′
)
are two solutions of FBS∆E (2.3). Define(
X̂, Ŷ , Ẑ, N̂
)
=
(
X −X
′
, Y − Y
′
, Z − Z
′
, N −N
′
)
,
and
b̂ (t) = b (t,Xt, Yt, Zt)− b
(
t,X ′t, Y
′
t , Z
′
t
)
,
σ̂ (t) = σ (t,Xt, Yt, Zt)− σ (t,X
′
t, Y
′
t , Z
′
t) ,
f̂ (t) = f (t,Xt, Yt, Zt)− f
(
t,X ′t, Y
′
t , Z
′
t
)
.
For t ∈ {0, 1, ..., T − 1}, we have
∆
〈
GX̂t, Ŷt
〉
=
〈
GX̂t+1,∆Ŷt
〉
+
〈
G∆X̂t, Ŷt
〉
=
〈
GX̂t+1,−f̂ (t+ 1)
〉
+
〈
GX̂t +G∆X̂t, Ẑt∆Wt
〉
+
〈
GX̂t +G∆X̂t,∆N̂t
〉
+
〈
Gb̂ (t) , Ŷt
〉
+
〈
Gσ̂ (t)∆Wt, Ŷt
〉
=
〈
GX̂t+1,−f̂ (t+ 1)
〉
+
〈
Gσ̂ (t)∆Wt, Ẑt∆Wt
〉
+
〈
Gb̂ (t) , Ŷt
〉
+Φt
where
Φt =
〈
G
(
X̂t + b̂ (t)
)
, Ẑt∆Wt
〉
+
〈
G
(
X̂t +∆X̂t
)
,∆N̂t
〉
+
〈
Gσ̂ (t)∆Wt, Ŷt
〉
.
Since W , N , N
′
are martingale process and N , N
′
are strongly orthogonal to W , we have E [Φt|Ft] = 0.
Notice that
E
〈
Gσ̂ (t)∆Wt, Ẑt∆Wt
〉
= E
[〈
Gσ̂ (t) , Ẑt
〉
E
[
(∆Wt)
2 |Ft
]]
= E
〈
Gσ̂ (t) , Ẑt
〉
.
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Then,
E 〈G (XT −X ′T ) , h (XT )− h (X
′
T )〉
= E
〈
GX̂T , ŶT
〉
= E
T−1∑
t=0
∆
〈
GX̂t, Ŷt
〉
= E
[
T−1∑
t=0
〈
GX̂t+1,−f̂ (t+ 1)
〉
+
T−1∑
t=0
〈
Gσ̂ (t) , Ẑt
〉
+
T−1∑
t=0
〈
Gb̂ (t) , Ŷt
〉]
= E
[
T−1∑
t=1
〈
A (t,Λ)−A
(
t,Λ
′
)
,Λ− Λ
′
〉
+
〈
Gb̂ (0) , Ŷ0
〉
+
〈
Gσ̂ (0) , Ẑ0
〉
+
〈
GX̂T ,−f̂ (T )
〉]
.
Due to the monotone condition, we obtain
0 ≤ E 〈G (XT −X ′T ) , h (XT )− h (X
′
T )〉
= E
[
T−1∑
t=1
〈
A (t,Λ)−A
(
t,Λ
′
)
,Λ− Λ
′
〉
+
〈
b̂ (0) , Ŷ0
〉
+
〈
σ̂ (0) , Ẑ0
〉
+
〈
X̂T ,−f̂ (T )
〉]
≤ −β1E
T∑
t=0
∣∣∣G(Xt −X ′t)∣∣∣2 − β2E T−1∑
t=0
∣∣∣G∗ (Yt − Y ′t )∣∣∣2 − β2E T−1∑
t=0
∣∣∣G∗ (Zt − Z ′t)∣∣∣2 .
Consider the case wherem < n. In this case β1 > 0, then we obtainXt−X
′
t = 0, P−a.s. for t ∈ {0, ..., T }.
Thus from the uniqueness of BS∆E, it follows that Y = Y
′
, Z = Z
′
and N = N
′
.
Consider the case where m > n. In this case β2 > 0, then we obtain Yt − Y
′
t = 0, Zt − Z
′
t = 0, P − a.s.
for t ∈ {0, ..., T − 1}. Thus from the uniqueness of the forward equation, we have X = X
′
. In particular,
h (XT ) = h (X
′
T ). Thus we have YT = Y
′
T , P − a.s.. Also it is easy to check that E
∑T
t=0
∣∣∣Nt −N ′t ∣∣∣2 = 0.
Hence U = U
′
.
Similarly to the above two cases, the result can be obtained easily in the case m = n. This completes the
proof of the uniqueness.
In order to prove the existence part of Theorem 4.1, we introduce the following family of FBS∆Es
parameterized by α ∈ [0, 1]:
∆Xt = b
α (t,Xt, Yt, Zt) + b0 (t) + [σ
α (t,Xt, Yt, Zt) + σ0 (t)]∆Wt,
∆YT−1 = −gα (XT , YT )− f0 (T ) + ZT−1∆WT−1 +∆NT−1,
∆Yt = −f
α (t+ 1, Xt+1, Yt+1, Zt+1)− f0 (t+ 1) + Zt∆Wt +∆Nt,
X0 = x0,
YT = h
α (XT ) + h0,
(4.1)
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where
bα (t, x, y, z) = αb (t, x, y, z) + (1− α) β2 (−G
∗y) ,
σα (t, x, y, z) = ασ (t, x, y, z) + (1− α) β2 (−G
∗z) ,
fα (t, x, y, z) = αf (t, x, y, z) + (1− α) β1Gx,
ha (x) = αh (x) + (1− α)Gx.
Clearly, when α = 1, FBS∆E (4.1) becomes FBS∆E (2.3). On the other hand, when α = 0, FBS∆E (4.1)
becomes the following linear equation:
∆Xt = −β2G
∗Yt + b0 (t) + [−β2G
∗Zt + σ0 (t)]∆Wt,
∆Yt = −β1GXt+1 − f0 (t+ 1) + Zt∆Wt +∆Nt,
X0 = x0,
YT = GXT + h0.
(4.2)
By Corollary 3.3, we know that for any b0, σ0 ∈ M2 (0, T − 1;Rn), f0 ∈ M2 (1, T ;Rn) and h0 ∈
L2 (FT ;R
n), the linear FBS∆E (4.2) has a unique solution.
To complete the proof, we need the following lemma.
Lemma 4.2 Assume that there exists an α0 ∈ [0, 1) such that for any b0, σ0 ∈ M
2 (0, T − 1;Rn) , f0 ∈
M2 (1, T ;Rn) and h0 ∈ L2 (FT ;Rn), FBS∆E (4.1) has a unique solution. Then there exists δ0 ∈ (0, 1),
which depends on β1, β2 and T , such that for any α ∈ [α0, α0 + δ0], any b0, σ0 ∈ M
2 (0, T − 1;Rn) , f0 ∈
M2 (1, T ;Rn) and h0 ∈ L2 (FT ;Rn), FBS∆E (4.1) has a unique solution.
Proof. Observe that
bα0+δ (t, x, y, z) = bα0 (t, x, y, z) + δ (β2G
∗y + b (t, x, y, z)) ,
σα0+δ (t, x, y, z) = σα0 (t, x, y, z) + δ (β2G
∗z + σ (t, x, y, z)) ,
fα0+δ (t, x, y, z) = fα0 (t, x, y, z) + δ (−β1Gx + f (t, x, y, z)) ,
hα0+δ (x) = hα0 (x) + δ (−Gx+ h (x)) .
According to the assumption, for each triple u = (xs, ys, zs) ∈M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn),
there exists a unique triple U = (Xs, Ys, Zs) ∈ M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn) satisfying
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the following equation
∆Xt = b
α0 (t, Ut) + δ (β2G
∗yt + b (t, ut)) + b0 (t)
+ [σα0 (t, Ut) + δ (β2G
∗zt + σ (t, ut)) + σ0 (t)]∆Wt,
∆Yt = −fα0 (t+ 1, Ut+1)− δ (−β1Gxt+1 + f (t+ 1, ut+1))
−f0 (t+ 1) + Zt∆Wt +∆Nt,
X0 = x0,
YT = h
α0 (XT ) + δ (−GxT + h (xT )) + h0.
(4.3)
We are going to prove that the mapping defined by
Iα0+δ (u) = U :M
2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn)
→M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn)
is a contraction mapping.
Let u
′
=
(
x
′
s, y
′
s, z
′
s
)
∈M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2 (0, T − 1;Rn), and let U
′
=
(
X
′
s, Y
′
s , Z
′
s
)
=
Iα0+δ
(
u
′
)
. We set û = u− u
′
= (x̂, ŷ, ẑ), Û = U − U
′
=
(
X̂, Ŷ , Ẑ
)
. Then we have
E
[〈
GX̂T , h
α0 (XT )− hα0
(
X
′
T
)〉
+
〈
GX̂T , δ (−G (xT − x′T ) + h (xT )− h (x
′
T ))
〉]
= E
〈
GX̂T , ŶT
〉
= E
[
T−1∑
t=1
〈
Aα0 (t, Ut)−Aα0
(
t, U
′
t
)
, Ût
〉
+
〈
Gbα0 (0, U0)−Gbα0
(
0, U
′
0
)
, Ŷ0
〉
+
〈
Gσα0 (0, U0)−Gσ
α0
(
0, U
′
0
)
, Ẑ0
〉
−
〈
G∗fα0 (T,XT , YT )−G
∗fα0 (T,X ′T , Y
′
T ) , X̂T
〉
+
T−1∑
t=1
δ
〈
A (t, ut)−A
(
t, u
′
t
)
+ ût, Ût
〉
+ δ
〈
Gb (0, u0)−Gb (0, u′0) , Ŷ0
〉
+δ
〈
Gσ (0, u0)−Gσ (0, u′0) , Ẑ0
〉
− δ
〈
G∗f (T, xT , yT )−G∗f (T, x′T , y
′
T ) , X̂T
〉
+
T−1∑
t=1
δ
(
β1
〈
Gx̂t, GX̂t
〉
+ β2
〈
G∗ŷt, G
∗Ŷt
〉
+ β2
〈
G∗ẑt, G
∗Ẑt
〉)
+δβ2
〈
G∗ŷ0, G
∗Ŷ0
〉
+ δβ2
〈
G∗ẑ0, G
∗Ẑ0
〉
+ δβ1
〈
Gx̂T , GX̂T
〉]
where Aα0 (t, u) =

−G∗fα0
Gbα0
Gσα0

(t, u) .
14
By Assumption 2.8, we obtain
E
[∑T−1
t=0
(
β1
∣∣∣GX̂t∣∣∣2 + β2 ∣∣∣G∗Ŷt∣∣∣2 + β2 ∣∣∣G∗Ẑt∣∣∣2)+ (β1 + 1− α0) ∣∣∣GX̂T ∣∣∣2]
≤ δK1E
[∑T−1
t=0
(∣∣∣Ût∣∣∣2 + |ût|2)+ ∣∣∣X̂T ∣∣∣2 + |x̂T |2 + |ŷT |2] , (4.4)
where the constant K1 depends on the constants β1, β2, G and c.
On the other hand, applying Corollary 2.6 to the BS∆E in (4.3), we can obtain
T−1∑
t=0
E
[∣∣∣Ŷt∣∣∣2 + ∥∥∥Ẑt∥∥∥2 + ∣∣∣∆N̂t∣∣∣2] ≤ K2E
[
T∑
t=1
∣∣∣X̂t∣∣∣2 + δ
(
|x̂T |
2
+ |ŷT |
2
+
T−1∑
t=1
|ût|
2
)]
, (4.5)
where the constant K2 depends on the constants β1, G, c and T. According to the terminal condition, we
have
E
[∣∣∣ŶT ∣∣∣2] ≤ K2E [∣∣∣X̂T ∣∣∣2 + δ |x̂T |2] . (4.6)
Besides, by applying the induction method to the S∆E in (4.3), we can obtain
T∑
t=0
E
[∣∣∣X̂t∣∣∣2] ≤ K3E
[
T−1∑
t=1
(∣∣∣Ŷt∣∣∣2 + ∣∣∣Ẑt∣∣∣2)+ δ
(
T−1∑
t=1
|ût|
2
)]
(4.7)
where the constant K3 depends on the constants β2, G, c and T.
In the case β1 > 0 (resp. β2 > 0), combining equation (4.4), (4.5), (4.6) (resp. equation (4.4), (4.6),
(4.7)), we always have
E
[
T−1∑
t=0
∣∣∣Ût∣∣∣2 + ∣∣∣X̂T ∣∣∣2 + ∣∣∣ŶT ∣∣∣2
]
≤ δKE
[
T−1∑
t=0
|ût|
2 + |x̂T |
2 + |ŷT |
2
]
,
where the constant K depends only on β1, β2, G, c and T.We now choose δ0 =
1
2K
. It is clear that, for each
fixed δ ∈ [0, δ0], the mapping Iα0+δ is a contraction mapping in the sense that
E
[
T−1∑
t=0
∣∣∣Ût∣∣∣2 + ∣∣∣X̂T ∣∣∣2 + ∣∣∣ŶT ∣∣∣2
]
≤
1
2
E
[
T−1∑
t=0
|ût|
2
+ |x̂T |
2
+ |ŷT |
2
]
.
It follows that this mapping has a unique fixed point
(
Xα0+δ, Y α0+δ, Zα0+δ
)
which satisfies equation
(4.1) for α = α0+ δ. Besides,
{
Nα0+δt
}T
t=0
can be obtained such that (X,Y, Z,N) is the solution to FBS∆E
(4.1) with α = α0 + δ. This completes the proof of this lemma.
Now we complete the proof of the existence part of Theorem 4.1.
Proof. When α = 0, for any b0, σ0 ∈ M2 (0, T − 1;Rm) , f0 ∈ M2 (1, T ;Rn) and h0 ∈ L2 (FT ;Rn), there
exists a unique solution to FBS∆E (4.1). According to Lemma 4.2, there exists a constant δ0 which only
depends on β1, β2, G, c and T , such that for any b0, σ0 ∈ M2 (0, T − 1;Rm) , f0 ∈ M2 (1, T ;Rn) and
h0 ∈ L2 (FT ;Rn), FBS∆E (4.1) has a unique solution for α ∈ [0, δ0] , [δ0, 2δ0] , ... It turns out that FBS∆E
(4.1) has a unique solution when α = 1. Taking b0 (·) = σ0 (·) = f0 (·) = 0 and h0 = 0, we deduce that the
solution of FBS∆E (2.3) exists. This completes the proof of the existence.
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5 Appendix
In this appendix, we give the proofs of Theorem 2.4 and 2.5.
Proof of Theorem 2.4. We first prove the existence and uniqueness of (YT−1, ZT−1,∆NT−1). Due
to Assumption (2.1) and η ∈ L2 (FT ;Rn), we get f (T, η) ∈ L2 (FT ;Rn). Here we omit the variable
Z since f is independent of Z at time T . Then we have E
[
|E [η + f (T, η) |FT−1]|
2
]
< ∞. Hence, η +
f (T, η) − E [η + f (T, η) |FT−1] is a square integrable martingale difference. So it admits the Galtchouk-
Kunita-Watanabe decomposition, which implies that there exists ZT−1 ∈ FT−1, ZT−1∆WT−1 ∈ L2 (FT ;Rn),
∆NT−1 ∈ L2 (FT ;Rn) such that E [∆NT−1|FT−1] = 0, E
[
e∗i∆NT−1 (∆WT−1)
∗ |FT−1
]
= 0 and
η + f (T, η)− E [η + f (T, η) |FT−1] = ZT−1∆WT−1 +∆NT−1. (5.1)
Moreover, ∆NT−1 is uniquely determined in this decomposition. For fixed i ∈ {1, 2, ..., n}, premultiply the
equation by e∗i , postmultiply the equation by (∆WT−1)
∗ and then take the FT−1 conditional expectation.
This yields that
E
[
e∗i (η + f (T, η)) (∆WT−1)
∗ |FT−1
]
= e∗iZT−1
since E
[
∆WT−1 (∆WT−1)
∗ |FT−1
]
= I. Therefore, we get the unique ZT−1 by
ZT−1 = E
[
(η + f (T, η)) (∆WT−1)
∗ |FT−1
]
and
E
[
‖ZT−1‖
2
]
≤ E
[
E
[
|η + f (T, η)|2 |FT−1
]
E
[
|(∆WT−1)|
2 |FT−1
]]
<∞.
It leads that YT−1 = E [η + f (T, η) |FT−1] and YT−1 ∈ L2 (FT−1;Rn).
Then, by similar arguments as above, we can obtain the unique solution (Yt, Zt,∆Nt) ∈ L
2 (Ft;R
n) ×
L2
(
Ft;Rn×d
)
× L2 (Ft;Rn) for t ∈ {0, 1, ..., T − 2} . Moreover,
Zt = E
[
(Yt+1 + f (t+ 1, Yt+1, Zt+1)) (∆Wt)
∗ |Ft
]
,
Yt = E [Yt+1 + f (t+ 1, Yt+1, Zt+1) |Ft] .
By taking the convention N0 = 0 and letting Nt = N0 +
∑t−1
s=0∆Ns, we have that (2.1) holds true for all
t ∈ {0, 1, ..., T − 1}. Finally, since
E
[
e∗iNt (Wt)
∗ |Ft−1
]
= e∗i
t−2∑
s=0
∆NsE
[
(Wt)
∗ |Ft−1
]
+ E
[
e∗i∆Nt−1 (Wt−1 +∆Wt−1)
∗ |Ft−1
]
= e∗iNt−1 (Wt−1)
∗
,
we conclude that N is strongly orthogonal to W . This completes the proof.
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Proof of Theorem 2.5. Note that
∆ 〈Yt, Yt〉
= 〈Yt+1,∆Yt〉+ 〈∆Yt, Yt〉
= 〈Yt+1,−f (t+ 1, Yt+1, Zt+1)〉+ 〈Yt +∆Yt, Zt∆Wt +∆Nt〉
+ 〈−f (t+ 1, Yt+1, Zt+1) + Zt∆Wt +∆Nt, Yt〉
= 〈Yt+1,−f (t+ 1, Yt+1, Zt+1)〉+ 〈Yt, Zt∆Wt +∆Nt〉
+ 〈−f (t+ 1, Yt+1, Zt+1) + Zt∆Wt +∆Nt, Zt∆Wt +∆Nt〉
+ 〈−f (t+ 1, Yt+1, Zt+1) , Yt〉+ 〈Yt, Zt∆Wt +∆Nt〉
= 2 〈Yt+1,−f (t+ 1, Yt+1, Zt+1)〉 − 〈f (t+ 1, Yt+1, Zt+1) , f (t+ 1, Yt+1, Zt+1)〉
+ 〈Zt∆Wt, Zt∆Wt〉+ 〈∆Nt,∆Nt〉+ 2 〈Yt, Zt∆Wt +∆Nt〉+ 2 〈Zt∆Wt,∆Nt〉 .
Then,
E
[
|Yt+1|
2 − |Yt|
2
]
= E [∆ 〈Yt, Yt〉]
= −2E [〈Yt+1, f (t+ 1, Yt+1, Zt+1)〉]− E
[
|f (t+ 1, Yt+1, Zt+1)|
2
]
+E
[
‖Zt‖
2
+ |∆Nt|
2
]
.
Thus,
E
[
|Yt|
2
+ ‖Zt‖
2
+ |∆Nt|
2
]
= E
[
|Yt+1|
2
]
+ 2E [〈Yt+1, f (t+ 1, Yt+1, Zt+1)〉] + E
[
|f (t+ 1, Yt+1, Zt+1)|
2
]
≤ 2E
[
|Yt+1|
2
]
+ 2E
[
|f (t+ 1, Yt+1, Zt+1)− f (t+ 1, 0, 0) + f (t+ 1, 0, 0)|
2
]
≤ CE
[
|Yt+1|
2
+ ‖Zt+1‖
2
+ |f (t+ 1, 0, 0)|2
]
.
Since YT = η and f (T, y, z) is independent of z, we obtain that for any t ∈ {0, 1, ..., T − 1},
E
[
|Yt|
2
+ ‖Zt‖
2
+ |∆Nt|
2
]
≤ CE
[
|η|2 +
T∑
s=1
|f (s, 0, 0)|2
]
by induction. Then the result can be proved obviously. This completes the proof.
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