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BERNSTEIN–SATO FUNCTIONAL EQUATIONS,
V -FILTRATIONS, AND MULTIPLIER IDEALS OF DIRECT
SUMMANDS
JOSEP ÀLVAREZ MONTANER1, DANIEL J. HERNÁNDEZ2, JACK JEFFRIES3,
LUIS NÚÑEZ-BETANCOURT4, PEDRO TEIXEIRA, AND EMILY E. WITT6
Abstract. This paper investigates the existence and properties of a Bernstein–
Sato functional equation in nonregular settings. In particular, we construct
D-modules in which such formal equations can be studied. The existence of
the Bernstein–Sato polynomial for a direct summand of a polynomial over a
field is proved in this context. It is observed that this polynomial can have zero
as a root, or even positive roots. Moreover, a theory of V -filtrations is intro-
duced for nonregular rings, and the existence of these objects is established for
what we call differentially extensible summands. This family of rings includes
toric, determinantal, and other invariant rings. This new theory is applied to
the study of multiplier ideals of singular varieties. Finally, we extend known
relations among the objects of interest in the smooth case to the setting of
singular direct summands of polynomial rings.
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1. Introduction
The theory of D-modules—modules over rings of differential operators—on a
smooth analytic or complex algebraic variety has been an active research area over
the last forty years. It serves as a powerful tool in solving problems arising in a wide
range of mathematical disciplines, from analysis to algebraic geometry, the topology
of varieties, representation theory, and commutative algebra. This paper centers
around two major fundamental constructions in D-module theory: Bernstein–Sato
polynomials and V -filtrations.
The Bernstein–Sato polynomial of a holomorphic or regular function f over C is
the monic polynomial b(s) in C[s] of least degree for which there exists a polynomial
differential operator δ(s) in the indeterminate s that satisfies the functional equation
δ(s) • fs+1 = b(s)fs.
This object originated in independent constructions by Bernstein [Ber72], to estab-
lish meromorphic extensions of distributions, and by Sato, as the b-function in the
theory of prehomogeneous vector spaces [SKKO81, Sat90].
The existence of a nonzero polynomial satisfying the functional equation above
was proved by Bernstein over polynomial rings, and extended by Björk [Bjö74,
Bjö79] to power series rings. Kashiwara [Kas77] proved that the roots of the
Bernstein–Sato polynomial for holomorphic functions are negative rational num-
bers, extending a result of Malgrange [Mal74, Mal75] for functions with isolated
singularities. Indeed, Malgrange exhibited a relation between these roots and the
eigenvalues of the monodromy of the Milnor fiber, and the rationality of the roots
means that the monodromy is quasi-unipotent.
Since its inception, the Bernstein–Sato polynomial has found broad applications
in the study of singularities. For instance, the roots of the Bernstein–Sato polyno-
mial are related to the jumping numbers of multiplier ideals [Kol97, ELSV04, BS05],
to spectral numbers [Sai93, Bud03, Sai07, GaH07], and to poles of zeta func-
tions [DL92]. The Bernstein–Sato polynomial also plays a key role in understand-
ing algorithmic aspects of local cohomology modules and de Rham cohomology
[Oak97, Wal99, Wal00, OTW00, OT01].
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Bernstein–Sato polynomials are closely related to the notion of a V -filtration
on a D-module along an element f , first introduced by Malgrange and Kashiwara
[Mal83, Kas83]. This is a decreasing filtration on a D-module indexed by the
rational numbers, and satisfying several conditions; see Definitions 4.1 and 4.3. In
fact, a V -filtration can be described using a relative version of the Bernstein–Sato
polynomial [Sab87, Meb89]. These filtrations were originally introduced to relate
Deligne’s nearby and vanishing cycles [SGA73] to their corresponding D-modules
via the Riemann–Hilbert correspondence.
In the most general form, V -filtrations are known to exist for regular holonomic
D-modules with quasi-unipotent monodromy. This condition is satisfied, for exam-
ple, by the coordinate ring of a smooth variety. Quite nicely, theD-module-theoretic
notion of V -filtration in this case is essentially equivalent to the algebro-geometric
notion of multiplier ideals [BS05].
Both the notion of the Bernstein–Sato polynomial and the V -filtration have
been generalized to the setting of nonprincipal ideals by Budur, Mustaţă, and
Saito [BMS06]. The roots of the Bernstein–Sato polynomial in this context are still
negative rational numbers, and the V -filtration of the coordinate ring along the
ideal essentially coincides with the filtration of multiplier ideals of the ideal.
On varieties that are not smooth, there is a natural notion of a ring of differential
operators, as defined by Grothendieck [Gro67], but does not necessarily have the
same favorable ring-theoretic properties. To start with, they are generally not
generated by homotheties (maps of the form s 7→ rs for fixed r) and derivations,
and a full description of these rings is only known in special cases. Moreover, rings
of differential operators are in general neither left- nor right-Noetherian [BGG72],
and a theory of holonomic D-modules is no longer available in this case. For many
applications, the theory of D-modules over singular varieties can be approached by
Kashiwara’s equivalence, in which a singular variety is embedded into a smooth one
[Kas71], so that one can consider the subcategory of D-modules over the smooth
variety supported on the singular subvariety. However, this approach is not always
satisfactory, as the coordinate ring of the singular variety is not a D-module here.
Nonetheless, multiplier ideals make sense for all normal varieties [dFH09], and
one might hope to develop appropriate Bernstein–Sato and V -filtration theories
compatible with the multiplier ideal theory, in a way analogous to the smooth case,
at least for a reasonable class of singularities.
The first major advance in this direction was due to Huneke and the first and
fourth authors [ÀHN17]. They proved that every element f (or more generally,
ideal) in a direct summand of a polynomial or formal power series ring admits
a Bernstein–Sato polynomial in a weaker sense, in which the functional equation
δ(t) • f t+1 = b(t)f t is satisfied for all integer values t. Moreover, they showed
that the Bernstein–Sato polynomial of f considered as an element of the direct
summand divides the Bernstein–Sato polynomial of f considered as an element of
the polynomial ring, but that they are not equal in general. In fact, under the extra
condition that every differential operator of the direct summand extends to the
polynomial ring, equality always holds [BJN18, Theorem 6.11].
In the pursuit of a theory of Bernstein–Sato polynomials in nonregular rings, the
results in [ÀHN17] are not fully satisfactory, in the sense that they do not realize
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the functional equation as a formal equality in an appropriate D-module. Moreover,
the lack of a theory of V -filtrations obstructs our understanding of the relationship
between Bernstein–Sato polynomials and multiplier ideals in nonregular contexts.
This paper develops a full theory of Bernstein–Sato polynomials and V -filtrations
for a large class of direct summands of polynomial rings. Namely, we concentrate
on direct summands satisfying the aforementioned condition on the extensibility
of differential operators, a class of rings that includes rings of invariants of finite
groups, toric rings, and determinantal rings.
Section 2 builds the foundation for a full theory of Bernstein–Sato polynomials
in nonregular rings. Given a field K of characteristic zero, consider a K-algebra A,
and its ring of K-linear differential operators DA|K. For simplicity, we highlight our
main results for Bernstein–Sato polynomials of a single element f ∈ A here, but
all results extend to those associated to a sequence of elements
¯
f = f1, . . . , fℓ ∈ A,
and to the relative version of the Bernstein–Sato polynomial.
The functional equation
δ(s) • ffs = b(s)fs
should be understood formally as an equality in
MA[fs] := Af [s]f
s,
which is the free rank-one Af [s]-module generated by the formal symbol fs. That
said, the specialized version of the Bernstein–Sato functional equation for direct
summands [ÀHN17], which reads as δ(t) • f t+1 = b(t)f t for all t ∈ Z, is only a
family of equalities in the localization Af . The obstruction to the formal version
in this context is the existence of a DA|K[s]-module structure on MA[fs], an issue
that was not previously addressed. The major goal of Section 2 is to determine
such a structure.
Theorem A. (Theorem 2.12) Suppose that A is either finitely generated over K,
or complete. Then there exists a unique DA|K[s]-module structure on MA[fs] that
is compatible with the DA|K-module structure on Af after specialization.
With this structure in hand, Proposition 2.14 (see also Corollary 2.16) establishes
that the formal and the specialized versions of the Bernstein–Sato polynomial co-
incide. That is, the equality δ(s) • ffs = b(s)fs holds in MA[fs] if and only if
δ(t) • f t+1 = b(t)f t for all t ∈ Z. In particular, one deduces the existence of a formal
Bernstein–Sato functional equation for direct summands of polynomial rings (see
Theorem 2.17).
Theorem 2.12 opens the door to the study of the Bernstein–Sato polynomial for
a large class of K-algebras. To this purpose, necessary and sufficient conditions for
its existence are presented in Proposition 2.18, and examples are presented in which
the roots of the Bernstein–Sato polynomial include zero, or even positive rational
numbers.
Section 3 introduces the class of rings for which we can develop the theory of
V -filtrations. When A is a direct summand of a ring T , any differential operator
on T yields a differential operator on A after composing with the splitting. On the
other hand, we have the notion of differentially extensible rings [BJN18] in which we
are provided an “opposite” process, since in these rings, every differential operator
on A can be extended to a differential operator on T . This work combines both
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properties in the class of direct summands of polynomial rings that are differentially
extensible, which contains many rings of interest, including:
• many cases of rings of invariants of finite groups (see Example 3.3),
• toric rings (see Example 3.4, Lemma 3.5, and Remark 3.6), and
• determinantal rings (see Example 3.7).
When we turn our attention to modules, we consider a slight generalization of
the category of differential direct summands [ÀHN17] that allows us to consider
DA|K[s]-modules. Combining this with differential extensibility builds the notion
of differentially extensible summand (see Definition 3.16 for details). In particular,
we show in Theorem 3.21 that the DA|K[s]-module MA[fs] is a differential direct
summand of the DT |K[s]-module MT [fs] and it is also a differentially extensible
summand (Theorem 3.22).
This fact yields a direct proof of the existence of the formal Bernstein–Sato
polynomial for direct summands of a polynomial ring. More importantly, through
a slight generalization of a recent result of Mustaţă [Mus19], we see that the
Bernstein–Sato polynomial of a sequence of elements only depends on the ideal
generated by these elements, thus extending the results of [BMS06] to this nonreg-
ular context.
In Section 4, we develop the theory of V -filtrations for nonregular rings. We
follow the same ideas used in the smooth case, to axiomatically define the notion of
a V -filtration along an ideal of a Noetherian K-algebra. As in the smooth case, we
begin by assuming that the ideal defines a smooth subvariety, and it is generated
by a collection of variables (see Definitions 4.1 and 4.3 for details).
A main result of this paper is the existence of V -filtrations for differentially
extensible summands.
Theorem B. (Corollary 4.12) Let R be a polynomial ring over a field K of charac-
teristic zero. Let A be a K-subalgebra of R such that A is a direct summand of R,
and for which the inclusion A ⊆ R is differentially extensible. Let I be an ideal of
A, and M a DA|K-module that is a differentially extensible summand of a regular
holonomic DR|K-module N that has quasi-unipotent monodromy. Then M admits
a V -filtration along I.
This result applies, in particular, when M is A itself, or any local cohomology
module of A.
We use this new theory of V -filtrations in Section 5 to study multiplier ideals
in differentially extensible summands. In particular, we extend results previously
obtained only for smooth varieties [BS05, BMS06].
Theorem C. (Theorem 5.3) Let R be a polynomial ring over K, and let A ⊆ R
be a differentially extensible inclusion of finitely generated K-algebras, such that
A is a direct summand of R. For every ideal I of A, and real number λ > 0, the
following ideals coincide:
1. JR((IR)λ) ∩A,
2.
⋃
α>λ V
αA, where the V -filtration is taken along I, and
3. {g ∈ A : γ > λ if bAI,g(−γ) = 0}.
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We study whether the equality JA(Iλ) = JR((IR)λ) ∩ A holds, and appeal
to positive characteristic methods to address this question. It is known that via
reduction to positive characteristic, multiplier ideals reduce to test ideals when A
has KLT singularities [CEMS18]. We replace the notion of differential extensibility
with the parallel notion of Cartier extensibility (see Definition 5.7) for rings of
positive characteristic, and obtain the following comparison results.
Theorem D. (Proposition 5.9, Theorem 5.15)
1. Let A ⊆ R be an extension of rings of positive characteristic, such that R is
a regular F -finite domain and A is a Cartier extensible direct summand of R.
Then for every ideal I of A, and every real number λ > 0,
τA(I
λ) = τR((IR)
λ) ∩A.
2. Let R be a polynomial ring over a field K of characteristic zero, and let A ⊆ R
be a differentially extensible inclusion, such that A is a direct summand of R
and that A is finitely generated over K with KLT singularities. Suppose that
the reduction modulo p is also Cartier extensible for each prime p≫ 0. Then
for every ideal I of A and every real number λ > 0,
JA(I
λ) = JR((IR)
λ) ∩A.
3. Under the hypotheses of part 2 above, one has equalities
JA(I
λ) =
⋃
α>λ
V αA = {g ∈ A : γ > λ if bAI,g(−γ) = 0},
where the V -filtration is taken along I.
In particular, this partially answers an open question regarding jumping numbers
[ÀHN17, Question 4.15] for the rings considered here. Moreover, in Theorem 5.20,
we relate jumping numbers with the roots of the Bernstein–Sato polynomials, thus
extending results in smooth varieties [ELSV04, BS05, BMS06] to this nonregular
setting.
The hypothesis of Cartier extensibility after reduction modulo a prime may not
be necessary, as Example 5.16 shows. Finally, we point out that a similar compari-
son result [DMST06, Theorem 1.1] was shown for V -filtrations and multiplier ideals
in the case of an inclusion of a smooth divisor in a smooth variety. There are also
analogous results to Proposition 5.9 for test ideals in special cases [BS02, ST14].
Setup 1.1. Throughout the paper, we generally use the following notation.
• K is a field,
• A and T denote Noetherian commutative rings containing K, and
• R is a polynomial ring over K in indeterminates x1, . . . , xd.
For the most part, the statements of lemmas, propositions, and theorems are self-
contained, and do not rely on the conventions above, besides the fact that K always
denotes a field.
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2. The Bernstein–Sato functional equation
2.1. Rings of differential operators. We start this section recalling some notions
from the theory of rings of differential operators, as introduced by Grothendieck
[Gro67, §16.8].
A differential operator of order zero on a ring T is defined by the multiplication
by an element s ∈ T . Given an integer m > 1, a differential operator of order at
mostm is an additive map δ ∈HomZ(T, T ) such that the commutator [δ, s] = δs−sδ
is a differential operator of order at most m− 1 for each s ∈ T . The set consisting
of all differential operators of order at most m is denoted by DmT .
Sums and compositions of differential operators are themselves differential opera-
tors, hence the differential operators form a subring DT of HomZ(T, T ) that admits
a filtration
D0T ⊆ D
1
T ⊆ · · · ⊆
⋃
m∈N
DmT = DT .
We also consider the subring DT |K ⊆ DT of K-linear differential operators.
For a polynomial or power series ring R in the variables x1, . . . , xd over a field
K, one has equalities [Gro67, §16.11.2]
DnR|K = R
〈
∂a1x1
a1!
· · ·
∂adxd
ad!
: a1 + · · ·+ ad 6 n
〉
,
where the operator
∂
ai
xi
ai!
is characterized by rule
∂aixi
ai!
(xb11 · · ·x
bd
d ) =
(
bi
ai
)
xb11 · · ·x
bi−ai
i · · ·x
bd
d .
If K has characteristic zero, this agrees with the familiar description
DnR|K = R
〈
∂a1x1 · · · ∂
ad
xd
: a1 + · · ·+ ad 6 n
〉
,
where ∂aixi = ai!
∂
ai
xi
ai!
is the usual iterated partial derivative operator.
Let R be a polynomial ring over a field K, and A = R/I for some ideal I of
R. The ring of K-linear differential operators of A has been described in terms of
the K-linear differentials operators in R [MR87, Theorem 15.5.13] (see also [Mil86,
MM18]). Namely, we have
(2.1) DA|K ∼=
DR|K(− log I)
IDR|K
,
where DR|K(− log I) := {δ ∈ DR|K : δ • I ⊆ I} and the map in the “left” direction
corresponds to restriction. The same results also hold when R is a formal power
series ring. We point out that the order of the differential operators is preserved;
that is, if DnR|K(− log I) := {δ ∈ D
n
R|K : δ • I ⊆ I}, then we have
(2.2) DnA|K ∼=
DnR|K(− log I)
IDnR|K
.
When K has characteristic p > 0, every additive map is Z/pZ-linear, and thus
DT = DT |(Z/pZ). Moreover, let T p
e
⊆ T be the subring consisting of the pe-th
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powers of all elements of T , and set D(e)T := HomTpe (T, T ). In this case,
DT |K ⊆ DT ⊆
⋃
e∈N
D
(e)
T .
We have DT |K = DT whenever K is a perfect field. On the other hand DT =⋃
e∈ND
(e)
T when T is F -finite, that is, when T is finitely generated as a T
pe-module
for some (equivalently, all) e > 0; see [Smi87, Theorem 2.7] and [Yek92, Theo-
rem 1.4.9].
The ring structure and module theory of rings of differential operators is well
understood when T is either a polynomial ring or a formal power series ring over
a field, but much less is known when T is not a regular ring. As usual, a module
over a ring of differential operators will mean a left module.
2.2. The Bernstein–Sato functional equation for polynomial and power
series rings. In this subsection, we retain Setup 1.1, with the additional assump-
tion that K has characteristic zero.
Consider DR|K[s], the polynomial ring in a new variable s over the ring of K-
linear differential operators DR|K. For every f ∈ R, there exist δ(s) ∈ DR|K[s] and
a nonzero polynomial b(s) ∈ K[s] such that the following functional equation is
satisfied:
(2.3) δ(s) • ffs = b(s)fs.
We note that this equation can be interpreted in two different senses. First, we
may view it as a family of equations inside the module Rf , indexed by s ∈ Z; that
is, one has δ(t) • f t+1 = b(t)f t in Rf for all t ∈ Z. We temporarily say that the
polynomial b(s) satisfies the specialized functional equation in this case. Later on,
in Corollary 2.16, we prove that this interpretation is equivalent to the a priori
stronger interpretation of (2.3) as an equality in a D-module
MR[fs] := Rf [s]f
s,
which is the free rank-one Rf [s]-module generated by the formal symbol fs. We
say that the polynomial b(s) satisfies the functional equation formally in this case.
A key point is that MR[fs] has a DR|K[s]-module structure given by the action of
the partial derivatives as follows: for h ∈ Rf [s], we have
∂xr • hf
s =
(
∂h
∂xr
+ shf−1
∂f
∂xr
)
fs.
Henceforth in this subsection, we consider the functional equation formally. The
collection of all polynomials b(s) satisfying a functional equation as in (2.3), for
some δ(s) ∈ DR|K[s], is an ideal in K[s], and the unique monic generator of this
ideal is known as the Bernstein–Sato polynomial associated to f ; we denote this
polynomial as bRf (s). Alternatively, the Bernstein–Sato polynomial b
R
f (s) is the
monic polynomial of smallest degree among those polynomials b(s) such that b(s)fs
lies in the DR|K[s]-submodule of MR[fs] generated by ffs.
The existence of bRf (s) in the case that R is a polynomial ring is due to Bernstein
[Ber72], and this polynomial coincides with the b-function in the theory of preho-
mogeneous vector spaces developed by Sato [Sat90, SKKO81]. Björk established
the existence of bRf (s) when R is a power series ring [Bjö74, Bjö79]. A fundamental
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property of the Bernstein–Sato polynomial is that its roots are rational numbers,
and consequently bRf (s) ∈ Q[s], in the case that R is either a polynomial ring or a
ring of convergent power series. This was proved by Malgrange for elements f such
that R/fR has an isolated singularity [Mal74, Mal75], and by Kashiwara in general
[Kas77].
Budur, Mustaţă, and Saito have extended the notion of a Bernstein–Sato poly-
nomial to be associated to an ideal in a polynomial ring R [BMS06], and we work
in this more general framework. We point out that recent work of Mustaţă [Mus19]
implies that this construction is also valid for formal power series rings.
Definition 2.1 (The module MR[
¯
f¯
s]). Fix
¯
f = f1, . . . , fℓ ∈ R. Now, given inde-
terminates
¯
s = s1, . . . , sℓ, we define the free rank-one Rf1···fℓ [¯
s]-module
MR[
¯
f¯
s] := Rf1···fℓ [¯
s]fs1
1
· · ·fsℓ
ℓ
,
where fs1
1
· · ·fsℓ
ℓ
is a formal symbol for the generator.
The Rf1···fℓ [¯
s]-module MR[
¯
f¯
s] has a natural DR|K[
¯
s]-module structure (and so
also a DR|K-module structure), defined as follows: for h ∈ Rf1···fℓ , set
(2.4) ∂xr • hf
s1
1
· · ·fsℓ
ℓ
=
(
∂h
∂xr
+ h
ℓ∑
i=1
sif
−1
i
∂fi
∂xr
)
fs1
1
· · ·fsℓ
ℓ
.
Since DR|K[
¯
s] is generated by R, s1, . . . , sℓ, and the partial derivatives ∂x1 , . . . , ∂xℓ ,
this gives a recipe for an action by any element of DR|K[
¯
s].
Definition 2.2 (The exponent specialization map ϕt on MR[
¯
f¯
s]). The exponent
specialization map onMR[
¯
f¯
s] associated to t = (t1, . . . , tℓ) ∈ Zℓ is the Rf1···fℓ-linear
map
ϕt : M
R[
¯
f¯
s]→ Rf1···fℓ
given by ϕt(f
s1
1
· · ·fsℓ
ℓ
) = f t11 · · · f
tℓ
ℓ , and ϕt(si) = ti.
For each t ∈ Zℓ, δ ∈ DR|K[
¯
s], and v ∈MR[
¯
f¯
s] we have
(2.5) ϕt(δ • v) = δ(t) • ϕt(v),
showing, in particular, that ϕt is DR|K-linear. Indeed, the verification of this equal-
ity reduces to the case of δ = ∂xr , in which case it follows from (2.4).
Definition 2.3 (Bernstein–Sato functional equation for polynomial rings). Fix
¯
f = f1, . . . , fℓ ∈ R. For an integer m > 0, let
(
si
m
)
denote si(si − 1) · · · (si −m +
1)/m! ∈ K[
¯
s]. There exists a nonzero polynomial b(s) ∈ Q[s] for which b(s1 + · · ·+
sℓ)f
s1
1
· · ·fsℓ
ℓ
is in the DR|K[
¯
s]-submodule of MR[
¯
f¯
s] generated by the elements∏
i∈nsupp(c)
(
si
−ci
)
f c11 · · · f
cℓ
ℓ f
s1
1
· · ·fsℓ
ℓ
,
where c = (c1, . . . , cℓ) runs over the elements of Zℓ for which |c| := c1 + · · ·+ cℓ = 1,
and nsupp(c) := {i : ci < 0}. Equivalently, there exist δc ∈ DR|K[
¯
s], with δc = 0 for
all but finitely many c, for which the following functional equation holds:∑
c∈Zℓ
|c|=1
δc •
∏
i∈nsupp(c)
(
si
−ci
)
f c11 · · · f
cℓ
ℓ f
s1
1
· · ·fsℓ
ℓ
= b(s1 + · · ·+ sℓ)f
s1
1
· · ·fsℓ
ℓ
.
(2.6)
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Definition 2.4 (Bernstein–Sato polynomial associated to an ideal in a polynomial
ring). Let I denote the ideal generated by
¯
f = f1, . . . , fℓ ∈ R. The Bernstein–Sato
polynomial bRI (s) is the unique monic polynomial b(s) ∈ Q[s] of smallest degree
satisfying the functional equation (2.6), for some δc ∈ DR|K[
¯
s].
The Bernstein–Sato polynomial of I does not depend on the choice of generators
of I [BMS06, Theorem 2.5]. For a principal ideal I = 〈f〉, bRI (s) agrees with b
R
f (s),
and in general, like bRf (s), all roots of b
R
I (s) are negative rational numbers [BMS06].
Example 2.5. Let R = C[x, y, z], f1 = xy, and f2 = xz. There is a functional
equation for
¯
f = f1, f2 involving the generators corresponding to the vectors c =
(1, 0) and (0, 1). Namely,
∂x∂y • f1f
s1
1
fs2
2
+ ∂x∂z • f2f
s1
1
fs2
2
= (s1 + s2 + 1)(s1 + s2 + 2)f
s1
1
fs2
2
,
so the Bernstein–Sato polynomial bR〈xy,xz〉 divides (s+1)(s+2). Using the methods
from [BMS06, Section 4.3], one can show that equality holds here.
Example 2.6. Let R = C[x, y, z], f1 = xz2, and f2 = yz3. There is a functional
equation for
¯
f = f1, f2 using the vectors c = (0, 1), (1, 0), (2,−1), and (3,−2):
δ1 • f2f
s1
1
fs2
2
+ δ2 • f1f
s1
1
fs2
2
+ δ3 •
(s2
1
)
f21 f
−1
2 f
s1
1
fs2
2
+ δ4 •
(s2
2
)
f31 f
−2
2 f
s1
1
fs2
2
= b(s1 + s2)f
s1
1
fs2
2
,
where
b(s) = (s+ 1)2(s+ 2)(s+ 12 )(s+
2
3 )(s+
4
3 ),
δ1 =
1
2592 (−66− 66s1 + 31s2 + 79s1s2 + 96s
2
2) ∂y∂
3
z ,
δ2 =
1
2592 (1350 + 3300s1 + 2592s
2
1 + 648s
3
1 + 3315s2 + 5128s1s2+
1944s21s2 + 2684s
2
2 + 2114s1s
2
2 + 915s
3
2) ∂x∂
2
z ,
δ3 =
1
1296 (−156− 132s1 + 59s2 + 158s1s2 + 192s
2
2) y ∂
2
x∂z ,
δ4 =
1
108 (3− s2) y
2 ∂3x.
Using the methods from [BMS06, Section 4.3], one can show that b(s) is the
Bernstein–Sato polynomial of
¯
f = f1, f2.
The following generalization of Definition 2.4 is useful for applications to bira-
tional geometry.
Definition 2.7 (Relative Bernstein–Sato polynomial in a polynomial ring). Fix
an ideal I generated by f1, . . . , fℓ ∈ R, and an element g ∈ R. The Bernstein–Sato
polynomial of I relative to g, denoted bRI,g(s), is the unique monic polynomial b(s)
of the smallest degree satisfying the equation obtained from (2.6), after replacing
f
s1
1
· · ·fsℓ
ℓ
with gfs1
1
· · ·fsℓ
ℓ
on both sides.
As with Definition 2.4, it is a fact that this notion is well defined (see [Bud15,
Remark 2.3] and [BMS06, Section 2.10]). Moreover, if g = 1, then bRI,g(s) = b
R
I (s).
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2.3. The Bernstein–Sato functional equation for nonregular rings. We now
proceed to define a module analogous to the one considered in Definition 2.1 and
functional equations as considered in Definition 2.4 for more general rings. Again,
we may consider functional equations either in the specialized or formal sense, as
in the previous subsection. The papers [ÀHN17] and [HM18] study Bernstein–
Sato polynomials in the specialized sense; that is, the monic polynomial of smallest
degree among those polynomials b(s) for which there exists δ(s) ∈DR|K[s] such that
δ(t) •f t+1 = b(t)f t for all t ∈ Z. Here, we develop a framework for formal Bernstein–
Sato polynomials. The following object plays a central role in this theory.
Definition 2.8 (MA[
¯
f¯
s] as an Af1···fℓ [¯
s]-module). Let A be a K-algebra. Given
¯
f = f1, . . . , fℓ ∈ A, we define
MA[
¯
f¯
s] := Af1···fℓ [¯
s]fs1
1
· · ·fsℓ
ℓ
as an Af1···fℓ [¯
s]-module. Moreover, for t = (t1, . . . , tℓ) ∈ Zℓ, we define the exponent
specialization map ϕt : MA[
¯
f¯
s]→ Af1···fℓ in the manner directly analogous to that
defined in Definition 2.2.
We want to endow MA[
¯
f¯
s] with a DA|K[
¯
s]-module structure that is compatible
with the DA|K-module structure on Af1···fℓ via the exponent specialization maps.
In general, this allows for at most one such structure, as Theorem 2.12 shows. The
following lemma is a key observation in establishing this. Although this is likely a
well-known result, we include its simple proof, for its centrality in our constructions,
and for lack of an appropriate reference.
Lemma 2.9. Let T be an algebra over a field of characteristic zero, and let h ∈
T [s1, . . . , sℓ]. Suppose h has degree at most m in each variable. Then h vanishes
on the set A = {0, 1, . . . ,m}ℓ if and only if h = 0.
Proof. We prove the “only if” implication, starting with polynomials in one variable.
The result is clear for m = 0, so suppose m is positive and the result holds for one-
variable polynomials of degree strictly less than m. Suppose h ∈ T [s] has degree
at most m and vanishes on {0, . . . ,m}. Then h = (s − m)g, for some g ∈ T [s]
of degree strictly less than m. Since h(a) = 0 and a −m is a unit in T for each
a ∈ {0, . . . ,m − 1}, it follows that g(a) = 0 for all such a. By our induction
hypothesis, g = 0, and consequently h = 0.
Now suppose the result holds for polynomials in ℓ − 1 variables, and suppose
h ∈ T [s1, . . . , sℓ] is nonzero and has degree at most m in each variable. Without
loss of generality, we assume that m is positive and the indeterminate sℓ effectively
appears in h, and write
h = h0 + h1sℓ + · · ·+ hns
n
ℓ ,
with hi ∈ T [s1, . . . , sℓ−1], for i = 0, . . . , n, and hn 6= 0. By our induction hypoth-
esis, there exist a1, . . . , aℓ−1 ∈ {0, . . . ,m} such that hn(a1, . . . , aℓ−1) 6= 0. Thus,
h(a1, . . . , aℓ−1, sℓ) is a nonzero polynomial, and there exists aℓ ∈ {0, . . . ,m} such
that h(a1, . . . , aℓ−1, aℓ) 6= 0. 
Corollary 2.10. Under the assumptions of Lemma 2.9, the polynomial h has co-
efficients in Q[h(A)] ⊆ Q[h(Zℓ)].
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Proof. This follows from the identity
h =
∑
a∈A
h(a)
ℓ∏
i=1
∏
06j6m
j 6=ai
si − j
ai − j
,
which is obtained by applying Lemma 2.9 to the difference between the left- and
right-hand sides. 
Our next technical lemma deals with the behaviour of differential operators with
respect to localization. We remark that, given δ ∈ DT |K and g ∈ T , there is a
unique δg ∈ DTg|K that extends δ [Mas91, Theorem 2.2.10].
Lemma 2.11. Given a K-algebra T , fix g ∈ T and an ideal I of T . Then every
element of DT |K(− log I), when considered as an element of DTg|K by localization,
is in DTg|K(− log ITg).
Proof. First observe that if h ∈ T and δ ∈ DnT |K(− log I) for some n > 1, then for
all a ∈ I, [δ, h] • a = δ • (ha)− hδ • a is again in I. Thus, [δ, h] ∈ Dn−1T |K (− log I).
For elements of DT |K(− log I) of order zero, the statement clearly holds. Pro-
ceeding by induction on the order of a differential operator, fix n > 1 and δ ∈
DnT |K(− log I), and suppose that the claim holds for all operators in D
n−1
T |K (− log I).
Since δ ◦ gt = gt ◦ δ + [δ, gt], it follows that for a ∈ I and t > 0,
δ • a = δ •
(
gt ·
a
gt
)
= gtδ •
a
gt
+ [δ, gt] •
a
gt
, so δ •
a
gt
=
δ • a− [δ, gt] • agt
gt
.
Notice that [δ, gt] is in Dn−1T |K (− log I) by our initial observation, so that it is also in
DTg|K(− log ITg) by the inductive hypothesis. Finally, since δ • a ∈ I by our choice
of δ, we conclude that δ • agt ∈ ITg. 
Theorem 2.12. Let A be an algebra over a field K of characteristic zero. Sup-
pose that either A is finitely generated over K, or that A is complete. Given
¯
f = f1, . . . , fℓ ∈ A, there is a unique DA|K[
¯
s]-module structure on MA[
¯
f¯
s] with
the following property: for all v ∈MA[
¯
f¯
s], δ ∈ DA|K[
¯
s], and t ∈ Zℓ,
ϕt(δ • v) = δ(t) • ϕt(v).
Proof. First write A = R/I for some polynomial or power series ring R over K, and
I a radical ideal R. We claim that if δ ∈ DR|K(− log I)[
¯
s], then
(2.7) δ • IMR[
¯
f¯
s] ⊆ IMR[
¯
f¯
s].
Toward (2.7), fix a ∈ IRf1···fℓ [¯
s], so that a
¯
f¯
s ∈ IMR[
¯
f¯
s]. Observe that for t ∈ Zℓ,
δ(t) ∈ DR|K(− log I) and a(t) ∈ IRf1···fℓ , so that δ(t) ∈ DRf1···fℓ |K(− log IRf1···fℓ)
by Lemma 2.11. Therefore, ϕt(δ • a
¯
f¯
s) = δ(t) •a(t)f t11 · · · f
tℓ
ℓ is in IRf1···fℓ . Writing
δ • a
¯
f¯
s = b
¯
f¯
s for some b ∈ Rf1···fℓ [¯
s], consider the image of b in the polynomial
ring over the K-algebra Af1···fℓ = (R/I)f1···fℓ . As a polynomial over this ring, our
work thus far shows that b takes the value zero for all t ∈ Zℓ, and hence is the zero
polynomial by Lemma 2.9. That is, δ • a
¯
f¯
s ∈ IRf1···fℓ [¯
s]
¯
f¯
s, proving (2.7).
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Note also that if δ ∈ IDR|K, then δ •MR[
¯
f¯
s] ⊆ IMR[
¯
f¯
s]. Now, using (2.1), we
obtain a DA|K[
¯
s]-module structure on MR[
¯
f¯
s]/IMR[
¯
f¯
s] ∼=MA[
¯
f¯
s] that is compat-
ible with the specialization maps.
To see the uniqueness of this structure, let ♣ and ♠ denote two DA|K[
¯
s]-actions
that satisfy the given property. Fix v and δ as in the statement, and then fix
a, b ∈ Af1···fℓ [¯
s] for which
δ ♣ v = afs1
1
· · ·fsℓ
ℓ
and δ ♠ v = b fs1
1
· · ·fsℓ
ℓ
.
Since, by our hypothesis,
a(t)f t11 · · · f
tℓ
ℓ = ϕt(δ ♣ v) = δ(t) • ϕt(v) = ϕt(δ ♠ v) = b(t)f
t1
1 · · · f
tℓ
ℓ
for every t = (t1, . . . , tℓ) ∈ Zℓ, we have that a(t) = b(t) for every t ∈ Zℓ. Lemma 2.9
then allows us to conclude that a = b, and the claim follows. 
Convention 2.13. When referring to a DA|K[
¯
s]-module structure on MA[
¯
f¯
s], we
use the unique DA|K[
¯
s]-module structure compatible with specialization described
in Theorem 2.12.
From Theorem 2.12, we obtain a suitable D-module in which to judge the exis-
tence of a Bernstein–Sato polynomial in the formal sense. We show now that the
notions of formal and specialized Bernstein–Sato polynomials are equivalent.
Proposition 2.14. Let A be an algebra over a field K of characteristic zero. Sup-
pose that A is either finitely generated over K, or that A is complete. Then for f ∈
A, the equality δ • ffs = b(s)fs holds in MA[fs] if and only if δ(t) • f t+1 = b(t)f t
for all t ∈ Z.
Proof. If δ •ffs = b(s)fs holds inMA[fs], we can apply the map ϕt to both sides to
obtain δ(t) • f t+1 = b(t)f t for any t. Conversely, suppose that δ(t) •f t+1 = b(t)f t for
all t. We then have ϕt(δ •ffs) = ϕt(b(s)fs) for all t. Writing (δf − b(s)) •fs = afs
for some a ∈ Af [s], we have a(t) = ϕt(a) = 0 for all t, so a = 0 by Lemma 2.9. It
follows that δ • ffs = b(s)fs in MA[fs]. 
An analogous (omitted) proof also holds for the general case we present next.
Proposition 2.15. Let A be an algebra over a field K of characteristic zero.
Suppose that A is either finitely generated over K, or that A is complete. Fix
¯
f = f1, . . . , fℓ ∈ A. The equality∑
c∈Zℓ
|c|=1
δc •
∏
i∈nsupp(c)
(
si
−ci
)
f c11 · · · f
cℓ
ℓ f
s1
1
· · ·fsℓ
ℓ
= b(s1 + · · ·+ sℓ)f
s1
1
· · ·fsℓ
ℓ
holds in MA[
¯
f¯
s] if and only if∑
c∈Zℓ
|c|=1
δc(t) •
∏
i∈nsupp(c)
(
ti
−ci
)
f t1+c11 · · · f
tℓ+cℓ
ℓ = b(t1 + · · ·+ tℓ)f
t1
1 · · · f
tℓ
ℓ
for all t = (t1, . . . , tℓ) ∈ Z
ℓ. 
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Corollary 2.16. Let A be an algebra over a field K of characteristic zero. Suppose
that A is either finitely generated over K, or that A is complete. Fix
¯
f = f1, . . . , fℓ ∈
A. Then there exists a formal Bernstein–Sato polynomial for
¯
f if and only if there
exists a specialized Bernstein–Sato polynomial for
¯
f , and in this case, these two
polynomials agree. 
The existence of the specialized Bernstein–Sato polynomial for direct summands
of polynomial rings was recently proven [ÀHN17]. Thus we can extend their result
to the formal setting.
Theorem 2.17 ([ÀHN17, Theorem 3.14]). Let A be a finitely generated K-subalgebra
of a polynomial ring R, such that A is a direct summand of R. Then the Bernstein–
Sato polynomial bA
¯
f (s) exists for any
¯
f = f1, . . . , fℓ ∈ A. Moreover b
A
¯
f (s) divides
bR
¯
f (s). 
The question whether the Bernstein–Sato polynomial bA
¯
f (s) only depends on the
ideal generated by
¯
f was not considered in the initial work on direct summands
[ÀHN17]. We address this issue in Section 3.3.
2.4. Some existence results and examples of Bernstein–Sato polynomi-
als. A sufficient condition for the existence of Bernstein–Sato polynomials in the
polynomial ring case is the fact that MR[fs] ⊗K[s] K(s) is a D-module of finite
length. This result was extended to the case of differentiably admissible K-algebras
[MNM91, Nn13]. In general, for the case of K-algebras, we provide necessary and
sufficient conditions for the existence of Bernstein–Sato polynomials.
Proposition 2.18. Let A be an algebra over a field K of characteristic zero. Sup-
pose that A is either finitely generated over K, or that A is complete. Fix an element
f ∈ A. Then, the following are equivalent:
1. There exists a Bernstein–Sato polynomial for f .
2. MA[fs]⊗K[s] K(s) is a finitely-generated DA|K[s]⊗K[s] K(s)-module.
3. MA[fs]⊗K[s] K(s) is generated by fs as a DA|K[s]⊗K[s] K(s)-module.
Proof. We observe first that for δ(s) ∈ DA|K[s] and b(s) ∈ K[s] and for any integer
j, the equality δ(s) • ffs = b(s)fs holds inMA[fs] if and only if δ(s+ j) • f j+1fs =
b(s+ j)f jfs; this is a straightforward application of Lemma 2.9, as in the results
of the previous subsection.
Now, assume thatMA[fs]⊗K[s]K(s) is finitely generated overDA|K[s]⊗K[s]K(s),
and take generators a1f j1fs, . . . , anf jnfs with ai ∈ A and ji ∈ Z. We can replace
each ji by j = min{ji}. Then, there exist operators δ1, . . . , δn ∈ DA|K(s) such that∑
i δi • (aif
jfs) = f j−1fs. We can rewrite this as (
∑
i δiai) • f
jfs = f j−1fs. The
element
∑
i δiai can be written as a quotient of an element δ(s) ∈ DA|K[s] and an
element b(s) ∈ K[s]. We then have the equality δ(s) • f jfs = b(s)f j−1fs inMA[fs].
By our observation above, there exists a Bernstein–Sato polynomial for f .
On the other hand, if there exists a Bernstein–Sato polynomial b(s) for f , then
δ(s) • ffs = b(s)fs, for some δ(s) ∈ DA|K[s], and by the observation above, δ(s +
j) • f j+1fs = b(s+ j)f jfs for any integer j. We then have δ(s+j)b(s+j) • f
j+1fs = f jfs
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for any integer j. Since MA[fs]⊗K[s] K(s) is generated as an A-module by {f jfs :
j ∈ Z}, we conclude that MA[fs] ⊗K[s] K(s) is generated by fs as a module over
DA|K[s]⊗K[s] K(s). 
Next we show that for nonregular rings we have examples where the roots of the
Bernstein–Sato polynomial may be zero or positive rational numbers.
Example 2.19. Let A = C[x, y]/〈xy〉 and f = x. The operator δ = x∂2x ∈ DC[x,y]|C
is easily seen to stabilize the ideal 〈xy〉, and hence descends to a differential operator
on A. The equation δ • xt+1 = (t + 1)txt holds for all nonnegative integers t ∈ N,
and thus, by Proposition 2.14, the functional equation δ • xxs = (s + 1)sxs holds
in MA[xs]. Thus, bAx (s) divides s(s+ 1).
In fact, the equality bAx (s) = s(s+ 1) holds here. To see this, it suffices to show
that if δ−1 • x0 = c−1x−1 and δ0 • x1 = c0x0 with δ−1, δ0 ∈ DA|C and c−1, c0 ∈ C,
then c−1 = c0 = 0. Observe that A is a DA|C-module, that 〈x〉 and 〈y〉 are DA|C-
submodules of A [BJN18, Lemma 3.3], and thus the sum 〈x, y〉 ⊆ A is a DA|C-
submodule. The claim then follows.
Example 2.20. Let A = C[x2, x3] and f = x2. Consider the endomorphism of A
given by
δ = (x∂x − 1) ◦ ∂
2
x ◦ (x∂x − 1)
−1,
where (x∂x − 1)−1 is the inverse function of x∂x − 1 on A (i.e., the linear operator
sending xn to 1n−1x
n for all n 6= 1). One can verify by the definition that δ ∈ D2A|C;
alternatively, see [Smi81, SS88]. The equation δ • x2(t+1) = (2t+2)(2t− 1)x2t holds
for all nonnegative integers t ∈ N, and thus, by Proposition 2.14, the functional
equation
δ • x2(x2)s = (2s+ 2)(2s− 1)(x2)s
holds in MA[(x2)s]. Thus, bAx2(s) divides (s−
1
2 )(s+ 1).
In fact, the equality bAx2(s) = (s −
1
2 )(s + 1) holds here. By the same argument
as in the previous example, s = −1 is a root of bAx2(s). By a specific description of
DA|C [Smi81, SS88], every differential operator of degree −2 on A can be written as
(x∂x − 1) ◦ ∂
2
x ◦Υ ◦ (x∂x − 1)
−1, for some Υ ∈ C[x∂x]. Since MA[(x2)s] is a graded
module we can decompose the functional equation as a sum of homogeneous pieces,
and thus there exists a functional equation of the form
P (s) • x2(x2)s = bAx2(s)(x
2)s,
where bAx2(s) is the Bernstein–Sato polynomial, and P (s) is a polynomial expression
in s with coefficients consisting of differentials operator of degree −2 on A. Using
the description of such operators given above, it is clear that s = 12 must be a root
of bAx2(s).
Finally we remark that we can find rings where the Bernstein–Sato polynomial
does not exist. The ring A = C[x, y, z]/〈x3 + y3 + z3〉 is such an example (see
[ÀHN17, Example 3.19] for details).
3. Differential direct summands and differential extensibility
3.1. Differential extensibility. In this section we introduce the class of rings at
the focal point of this paper, the differentially extensible subrings of polynomial
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rings. This notion was formalized to study differential signature [BJN18], but was
implicitly used earlier by Levasseur and Stafford [LS89] and Schwarz [Sch95].
Definition 3.1 (Differential extensibility [BJN18, Definition 6.1]). Consider a K-
algebra homomorphism ϕ : A→ T .
1. If δ ∈ DA|K, we say that a differential operator δ˜ ∈ DT |K extends δ (or call δ˜
an extension of δ) if ϕ ◦ δ = δ˜ ◦ ϕ; i.e., the following diagram commutes.
A
δ

ϕ
// T
δ˜

A
ϕ
// T
If ϕ is simply an inclusion map, this is equivalent to the condition that δ˜|A = δ.
2. The map ϕ is differentially extensible if for every δ ∈ DA|K, there exists δ˜ ∈
DT |K that extends δ.
3. The map ϕ is differentially extensible with respect to the order filtration, or
order-differentially extensible, if for every nonnegative integer n, if δ ∈ DnA|K,
then there exists δ˜ ∈ DnT |K that extends δ.
4. If K has positive characteristic, we say that ϕ is differentially extensible with
respect to the level filtration, or level-differentially extensible, if for every non-
negative integer e, given δ ∈ D(e)A|K, there exists δ˜ ∈ D
(e)
T |K that extends δ.
Remark 3.2. If ϕ : A→ T is as above, and
¯
s = s1, . . . , sℓ are indeterminates, we
say that an element δ˜ ∈ DT |K[
¯
s] extends an element δ ∈ DA|K[
¯
s] if
(ϕ⊗K K[
¯
s]) ◦ δ = δ˜ ◦ (ϕ⊗K K[
¯
s]).
We observe that an element δ˜ ∈ DT |K[
¯
s] extends δ ∈ DA|K[
¯
s] if and only if each of
its coefficients is an extension of the corresponding coefficient of δ.
Several maps of interest are differentially extensible.
Example 3.3 ([Kan77], [BJN18, Proposition 6.4, Theorem 7.1]). Let R be a poly-
nomial ring over K, and let G be a finite group acting by degree-preserving auto-
morphisms on R such that
1. |G| is a unit in K, and
2. No element of G fixes a hyperplane in [R]1.
Then the inclusion RG ⊆ R is order-differentially extensible. Moreover, if K has
positive characteristic, then the inclusion is also level-differentially extensible.
Example 3.4 ([HM18, Proof of Theorem 3.4], [Mus87], [BJN18, Lemma 7.3]).
Let A be a pointed normal affine semigroup ring over a field K of characteristic
zero. Then there is an embedding of A into a polynomial ring R as a monomial
subalgebra, such that A is a direct summand of R, and for which the embedding is
order-differentially extensible.
Lemma 3.5. Suppose that K has characteristic p > 0, and d is a positive integer.
Let V ⊆ Rd be a rational linear subspace, and L ⊆ Zd be a lattice of finite index.
Suppose that p does not divide the index [Zd : L], and that the image of the projection
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of L onto each coordinate surjects onto Z. Then the inclusion of normal semigroup
rings K[Nd ∩ V ∩ L] ⊆ K[Nd] is level-differentially extensible.
Proof. We briefly describe our plan: First, we show that K[Nd ∩V ∩L] ⊆ K[Nd ∩L]
and K[Nd ∩L] ⊆ K[Nd] are each level-differentially extensible inclusions. From here,
it follows that the composition is also level-differentially extensible.
It can be shown that the inclusionK[Nd∩V ∩L]⊆ K[Nd∩L] is level-differentially
extensible by the same argument used to compute differential signature [BJN18,
Proposition 6.6]. By our assumptions on L, K[Nd ∩ L] ⊆ K[Nd] is the inclusion of
a ring of invariants of a finite diagonal abelian group. Any diagonal element g that
fixes a hyperplane in the space of one-forms must fix every variable except one, say
x1, and multiply that element by a t-th root of unity. The invariants of g must
then be contained in the subring K[xt1, x2, . . . , xd], contradicting the assumption
that the image of L under the first coordinate map surjects onto Z. Thus, the
inclusion K[Nd ∩ L] ⊆ K[Nd] is level-differentially extensible by Example 3.3. 
Remark 3.6. An embedding defined by Hsiao and Matusevich [HM18, Nota-
tion 1.2] satisfies the hypotheses of the previous lemma for all but finitely many
characteristics p, and as a consequence, every normal affine semigroup ring of char-
acteristic zero can be realized as a direct summand of a polynomial ring by a map
that is order-differentially extensible, and such that the reduction modulo p of this
map for all but finitely many p is level-differentially extensible (see Section 5 for
details).
Example 3.7 ([LS89]). Suppose that K has characteristic zero. The generic deter-
minantal, symmetric determinantal, and skew-symmetric determinantal rings are
order-differentially extensible summands of polynomial rings.
In the lemmas that follow, we focus on studying whether a differential operator
can be extended to the ring of differential operators of a localization.
Remark 3.8. Let A be an algebra over K. Then for every element f of A, the
localization map A → Af is differentially extensible with respect to the order fil-
tration. Moreover, as we mentioned in the paragraph preceding Lemma 2.11, given
δ ∈ DA|K, there is a unique δf ∈ DAf |K that extends δ [Mas91, Theorem 2.2.10].
We remark that the usual DA|K-module structure on Af (see, e.g., [ÀHN17,
p. 303]) agrees with the rule δ • v = δf • v, where the right-hand side is the tauto-
logical DAf |K-action.
Notation 3.9. Take A and f as in Remark 3.8. Given δ ∈ DA|K, we retain the
notation from the remark, using δf to denote the unique extension of δ in DAf |K
corresponding to the localization map A→ Af .
Lemma 3.10. Let ϕ : A → T be a K-algebra homomorphism, and consider dif-
ferential operators δ, η ∈ DA|K. If δ˜ and η˜ are differential operators in DT |K that
extend δ and η, respectively, then [δ˜, η˜] ∈ DT |K extends [δ, η] ∈ DA|K.
Proof. Since ϕ ◦ δ = δ˜ ◦ ϕ and ϕ ◦ η = η˜ ◦ ϕ, it is a brief and routine computation
to verify that ϕ ◦ [δ, η] = [δ˜, η˜] ◦ ϕ. 
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Lemma 3.11. Let A ⊆ T be K-algebras. For f ∈ A, if δ˜ ∈ DT |K extends δ ∈ DA|K,
then δ˜f extends δf .
Proof. We proceed by induction on the order, n, of δ. If n = 0, then δ is given by
multiplication by an element of A, and an extension is given by multiplication by
the same element.
Assume the claim for operators with order less than n, and consider δ ∈ DA|K
with order n. For a nonnegative integer t, set ρ = [δ, f t] ∈ DA|K, and note that its
order is strictly less than n. Let ρ˜ = [δ˜, f t] ∈ DT |K, which by Lemma 3.10 is an
extension of ρ. Then for any h ∈ A, it is straightforward to check that
δf •
h
f t
=
δ • h− ρf •
h
ft
f t
and δ˜f •
h
f t
=
δ˜ • h− ρ˜f •
h
ft
f t
.
By our inductive hypothesis, ρf • hft = ρ˜f •
h
ft , while δ • h = δ˜ • h by assumption;
thus, we conclude that δf • hft = δ˜f •
h
ft . 
Applying Lemma 3.11 to the zero differential operator, we obtain the following.
Corollary 3.12. Let A ⊆ T be K-algebras. If δ ∈ DT |K vanishes on A, then for
every f ∈ A, δf ∈ DTf |K vanishes on Af . 
3.2. Differential direct summands and differentially extensible summands.
Let A ⊆ T be an extension of Noetherian K-algebras such that A is a direct sum-
mand of T , with A-linear splitting β : T → A. A theory of differential direct
summands was previously developed to study the structure of D-modules over A
[ÀHN17]. The definition that we give here is slightly more general than the original,
since we also consider DA|K[
¯
s]-modules, though the idea is the same.
Definition 3.13 (Differential direct summand [ÀHN17, Definition 3.2]). Let A ⊆ T
be an inclusion of K-algebras with A-linear splitting β : T → A. Let
¯
s be a sequence
of indeterminates (which may be empty). Recall that, for ζ ∈ DT |K, the map
β ◦ ζ|A : A → A is an element of DA|K. By abuse of notation, for δ ∈ DT |K[
¯
s],
we write β ◦ δ|A for the element of DA|K[
¯
s] obtained from δ by applying β ◦ −|A
coefficientwise as a polynomial in
¯
s.
We say that a DA|K[
¯
s]-module M is a differential direct summand of a DT |K[
¯
s]-
module N if M ⊆ N and there exists an A-linear splitting Θ: N → M , called a
differential splitting, such that
Θ(δ • v) = (β ◦ δ|A) • v
for every δ ∈ DT |K[
¯
s] and v ∈ M , where the action on the left-hand side is the
DT |K[
¯
s]-action, considering v as an element of N , and the action on the right-hand
side is the DA|K[
¯
s]-action.
Definition 3.14 (Morphism of differential direct summands [ÀHN17, Definition 3.5]).
Let A ⊆ T be K-algebras such that A is a direct summand of T . Fix DA|K[
¯
s]-
modules M1 and M2 that are differential direct summands of DT |K[
¯
s]-modules N1
and N2, respectively, with differential splittings Θ1 : N1 → M1 and Θ2 : N2 →
M2. We call φ : N1 → N2 a morphism of differential direct summands if φ ∈
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HomDT |K[
¯
s](N1, N2), φ(M1) ⊆ M2, φ|M1 ∈ HomDA|K[
¯
s](M1,M2), and the following
diagram commutes:
M1
φ|M1

⊆
// N1
φ

Θ1
// M1
φ|M1

M2
⊆
// N2
Θ2
// M2
For simplicity of notation, we often write φ instead of φ|M1 .
Further, a complexM• ofDA|K[
¯
s]-modules is called a differential direct summand
of a complex N• of DT |K[
¯
s]-modules if each Mi is a differential direct summand of
Ni, and each differential is a morphism of differential direct summands.
Remark 3.15. It is known that the property of being a differential direct sum-
mand is preserved under localization, taking kernels, and taking cokernels [ÀHN17,
Proposition 3.6, Lemma 3.7].
We now move on to develop the notion of differential extension in this context,
which is an essential ingredient in the study of V -filtrations and multiplier ideals
in later sections.
Definition 3.16 (Differentially extensible summand). Let A ⊆ T be a differentially
extensible inclusion of K-algebras, making A a direct summand of T . We say that
a DA|K[
¯
s]-module M is a differentially extensible summand of a DT |K[
¯
s]-module N
(or that M ⊆ N is a differentially extensible summand) if the following conditions
hold:
1. M is a differential direct summand of N .
2. For any δ ∈ DA|K[
¯
s] and any δ˜ ∈ DT |K[
¯
s] that extends δ, one has δ˜ •m = δ •m
for all m ∈M .
Now we study the properties of differentially extensible summands. In particular,
we see that the operations of localization, taking kernels, and taking cokernels all
preserve the property of being a differentially extensible summand. This is impor-
tant, due to our desire to work with local cohomology, which we use to investigate
V -filtrations.
Lemma 3.17. Let A ⊆ T be a differentially extensible inclusion of K-algebras,
with A a direct summand of T . If a DA|K-module M is a differentially extensi-
ble summand of a DT |K-module N , then for any f ∈ A, the localization Mf is a
differentially extensible summand of Nf . Furthermore, the localization map is a
morphism of differential direct summands.
Proof. It has already been established that Mf is a differential direct summand of
Nf [ÀHN17, Proposition 3.6]. Given an extension δ˜ ∈ DT |K of δ ∈ DA|K, we have
that δ˜ • vft = δ •
v
ft for all v ∈ M , and all integers t > 0, by an argument directly
analogous to the proof of Lemma 3.11, but with v ∈M replacing h ∈ A. 
Lemma 3.18. Let A ⊆ T be a differentially extensible inclusion of K-algebras,
with A a direct summand of T . Consider DA|K-modules M1 and M2 that are dif-
ferentially extensible summands of DT |K-modules N1 and N2. If φ : N1 → N2 is a
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morphism of differential direct summands, then Ker(φ|M1 ) ⊆ Ker(φ), Im(φ|M1 ) ⊆
Im(φ), and Coker(φ|M1 ) ⊆ Coker(φ) are also differentially extensible summands.
Proof. It is known thatKer(φ|M1 )⊆ Ker(φ), Im(φ|M1 )⊆ Im(φ), and Coker(φ|M1 )⊆
Coker(φ), and that, moreover, each is a differential direct summand [ÀHN17, Lemma 3.7].
Take an extension δ˜ ∈ DT |K of δ ∈ DA|K. Since δ˜ • v = δ • v for all v ∈M1, this
holds for all v ∈ ker(φ|M1 ) ⊆M1, and δ˜ •u = δ •u for all u ∈ Coker(φ|M1 ). Moreover,
since δ • w = δ˜ • w for all w ∈M2, the same holds for all w ∈ Im(φ|M1 ) ⊆M2. 
Proposition 3.19. Let A ⊆ T be a differentially extensible inclusion of K-algebras,
with A a direct summand of T . Let M be a DA|K-module, and N a DT |K-module,
with M a differentially extensible summand of N . Then for any ideal I of A, and
any integer i, HiI(M) is a differentially extensible summand of H
i
IT (N).
Proof. Fix generators
¯
f = f1, . . . , fℓ ∈ A for I. The Čech-like complex Cˇ•(
¯
f ;M)
defining the local cohomology modules of M with support in I is a differentially
extensible summand of the complex Cˇ•(
¯
f ;N) defining the local cohomology of N
with support in IT : It is apparent that Cˇj(
¯
f ;M) ⊆ Cˇj(
¯
f ;N) for all integers j, and
each is a differentially extensible summand by Lemma 3.17; moreover, the fact that
each differential is a morphism of differentially extensible summand holds by this
same lemma, since each localization is such a morphism. Therefore, by Lemma 3.18,
the inclusion of cokernels HiI(M) ⊆ H
i
IT (N) is a differentially extensible summand.

We now study the notions of differentiable direct summands and differentially ex-
tensible summands in the context of the modulesMA[
¯
f¯
s] introduced in Section 2.3.
Setup 3.20. In the remainder of this subsection, K is a field of characteristic zero,
and A ⊆ T are Noetherian K-algebras such that A is a direct summand of T . We fix
elements
¯
f = f1, . . . , fℓ ∈ A, and assume that MA[
¯
f¯
s] and MT [
¯
f¯
s] have D-module
structures compatible with specialization, as in Theorem 2.12. Recall that such a
structure, if it exists, is unique, by the argument used in the proof of Theorem 2.12;
moreover, that structure does exist for K-algebras that are either finitely generated
or complete.
Theorem 3.21. In the context of Setup 3.20, if β : T → A is an A-linear splitting,
the DA|K[
¯
s]-module MA[
¯
f¯
s] is a differential direct summand of the DT |K[
¯
s]-module
MT [
¯
f¯
s], with differential splitting
Θ = MA[
¯
f¯
s]⊗A β : M
T [
¯
f¯
s]→MA[
¯
f¯
s].
Proof. Given η ∈DT |K[
¯
s] we consider the differential operator δ := β ◦η|A ∈DA|K[
¯
s].
Then, for any v ∈ MA[
¯
f¯
s] we have to check that δ • v = Θ(η • v). By Lemma 2.9,
it suffices to show that ϕt(Θ(η • v)) = ϕt(δ • v) for all t ∈ Zℓ. Indeed, for each such
t we have
ϕt(Θ(η • v)) = βf1···fℓ(ϕt(η • v)) = (β ◦ η(t)|A) • ϕt(v) = δ(t) • ϕt(v) = ϕt(δ • v),
where we have used, in turn, the definition of Θ, the fact that Af1···fℓ is a differen-
tial direct summand of Tf1···fℓ with differential splitting βf1···fℓ [ÀHN17, Proposi-
tion 3.6] and the definition of δ. 
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Theorem 3.22. Under Setup 3.20, if A ⊆ T is a differentially extensible inclu-
sion, then the DA|K[
¯
s]-module MA[
¯
f¯
s] is a differentially extensible summand of the
DT |K[
¯
s]-module MT [
¯
f¯
s].
Proof. We proved in Theorem 3.21 that MA[
¯
f¯
s] is a differential direct summand of
MT [
¯
f¯
s]. To prove the second condition of differential extensibility, fix v ∈MA[
¯
f¯
s]
and δ ∈ DA|K[
¯
s], and suppose δ˜ ∈ DT |K[
¯
s] extends δ. Write δ • v = gfs1
1
· · ·fsℓ
ℓ
and δ˜ • v = hfs1
1
· · ·fsℓ
ℓ
, with g ∈ Af1···fℓ [¯
s] and h ∈ Tf1···fℓ [¯
s]. Since the D-module
structures on MA[
¯
f¯
s] and MT [
¯
f¯
s] are compatible with specialization, for each
t ∈ Zℓ we have
g(t)f t11 · · · f
tℓ
ℓ = ϕt(δ • v) = δ(t) • ϕt(v) = δ˜(t) • ϕt(v) = ϕt(δ˜ • v) = h(t)f
t1
1 · · · f
tℓ
ℓ ,
where the central equality follows from Lemma 3.11. This shows that g(t) = h(t),
for all t ∈ Zℓ, so g = h by Lemma 2.9, and δ • v = δ˜ • v. 
3.3. Bernstein–Sato functional equation for direct summands. As we have
done in Theorem 2.17, the existence of the formal Bernstein–Sato polynomial for
direct summands can be proved by invoking the existence of the specialized version
[ÀHN17]. However we can provide a direct proof using the D-module structure
of the module MA[
¯
f¯
s] described in Theorem 2.12 and following the ideas used for
the specialized version [ÀHN17]. For completeness we work out the details in this
section in full generality. Moreover, we address the issue of whether the Bernstein–
Sato polynomial associated to a sequence of elements only depends on the ideal
generated by these elements.
From now on we consider the following setup but we point out that all the results
also hold for direct summands of formal power series rings.
Setup 3.23. In the remainder of this section, K is a field of characteristic zero,
R is a polynomial ring over K, and A is a K-subalgebra of R, such that A is a
direct summand of R and that A is finitely generated over K. Moreover, following
Convention 2.13, given
¯
f = f1, . . . , fℓ ∈ A, when referring to the DA|K[
¯
s]-module
structure on MA[
¯
f¯
s], we use the structure described in Theorem 2.12.
For the sake of clarity, we first present the more familiar case of principal ideals.
Theorem 3.24. Under Setup 3.23, given f, g ∈ A, there exists δ ∈ DA|K[s], and a
nonzero polynomial b(s) ∈ Q[s], such that the functional equation
δ • fgfs = b(s)gfs
holds in MA[fs].
Proof. There exists η ∈ DR|K[s] and a nonzero polynomial b(s) ∈ Q[s] such that
η • fgfs = b(s)gfs
in MR[fs], as in Definition 2.7. By applying the splitting Θ: MR[fs] → MA[fs]
induced by the splitting β making A a direct summand of R, we obtain that
b(s)gfs = Θ(b(s)gfs) = Θ(η • fgfs) = (β ◦ η|A) • fgf
s
in MA[fs]. Taking δ = β ◦ η|A ∈ DA|K[
¯
s], we obtain the desired equation. 
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Example 3.25. Let A =
C[u, v, w]
〈u3 − vw〉
. We determine a functional equation for the
element uv ∈ A. To do this, we realize A ⊆ R = C[x, y] via the inclusion given
by f(u) = xy, f(v) = x3, f(w) = y3. Observe that the image of A under f is the
ring of polynomials invariant under the action of the cyclic group G generated by
g, where g(x) = e2πi/3x and g(y) = e−2πi/3y. Since g does not fix any one-forms in
R, the inclusion map f is differentially extensible by Example 3.3. From here we
find a functional equation for f(uv) = x4y in R, namely
1
44
∂4x∂y • x
4y(x4y)s = (s+ 1)2
(
s+
3
4
)(
s+
1
2
)(
s+
1
4
)
(x4y)s.
The existence of such an operator comes from the standard theory of Bernstein–
Sato polynomials. We then observe that the differential operator 144 ∂
4
x∂y ∈ DR|C[s]
sends G-invariant polynomials to G-invariant polynomials, and is thus a differential
operator on A. This yields the functional equation we seek.
Thanks to Theorem 3.24, the following definition is well founded for a direct
summand of a polynomial ring.
Definition 3.26 (Relative Bernstein–Sato polynomial of an element of a direct
summand of a polynomial ring). Given A ⊆ R and f, g ∈ A as in Theorem 3.24,
we call the monic polynomial of smallest degree satisfying the conclusion of this
theorem the Bernstein–Sato polynomial of f relative to g, which we denote bAf,g(s).
If g = 1, we call this polynomial the Bernstein–Sato polynomial of f , and denote it
bAf (s).
We now present the Bernstein–Sato polynomial bA
¯
f,g(s) associated to a set of
nonzero generators
¯
f = f1, . . . , fℓ of an ideal I of A, relative to an element g ∈ A.
Theorem 3.27. Under Setup 3.23, given
¯
f = f1, . . . , fℓ ∈ A and g ∈ A, there exists
a nonzero polynomial b(s) ∈ Q[s] such that
b(s1 + · · ·+ sℓ)gf
s1
1
· · ·fsℓ
ℓ
is in the DA|K[
¯
s]-submodule of MA[
¯
f¯
s] generated by all∏
i∈nsupp(c)
(
si
−ci
)
f c11 · · · f
cℓ
ℓ gf
s1
1
· · ·fsℓ
ℓ
,
where c = (c1, . . . , cℓ) runs over the elements of Z
ℓ such that |c| = c1 + · · ·+ cℓ = 1,
and nsupp(c) = {i : ci < 0}.
Proof. Let N denote the DA|K[
¯
s]-submodule of MA[
¯
f¯
s] described in the statement
of the theorem. By the existence results given for Bernstein–Sato polynomials for
varieties in smooth varieties [BMS06, Section 2.10] (see also [Bud15, Definition 2.2]),
there exists a nonzero polynomial b(s) ∈ Q[s] such that b(s1 + · · ·+ sℓ)gf
s1
1
· · ·fsℓ
ℓ
is in the DR|K[
¯
s]-submodule of MR[
¯
f¯
s] generated by all∏
i∈nsupp(c)
(
si
−ci
)
f c11 · · · f
cℓ
ℓ gf
s1
1
· · ·fsℓ
ℓ
,
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where c = (c1, . . . , cℓ) runs over the elements of Zℓ such that |c| = 1. Now, applying
the splitting Θ: MR[
¯
f¯
s]→MA[
¯
f¯
s], we obtain that
b(s1 + · · ·+ sℓ)gf
s1
1
· · ·fsℓ
ℓ
∈ N. 
As in the case of a single element f , we have justified the following definition
in the case of a direct summand of a polynomial ring over a field of characteristic
zero.
Definition 3.28 (Relative Bernstein–Sato polynomial of a sequence of elements in a
direct summand of a polynomial ring). We call the unique monic polynomial b(s) ∈
Q[s] of smallest degree satisfying the conclusion of Theorem 3.27 the Bernstein–Sato
polynomial of
¯
f relative to g, and we denote it bA
¯
f,g(s). If g = 1, we call this the
Bernstein–Sato polynomial of
¯
f , and we denote it bA
¯
f (s).
It follows from the proof of Theorem 3.27 that, for a direct summand A ⊆ R,
the Bernstein–Sato polynomial bA
¯
f,g(s) divides b
R
¯
f,g(s) (see [ÀHN17, Theorem 3.14]
for the specialized version). Under the extra condition that A ⊆ R is differentially
extensible, these two polynomials coincide as it was shown for the specialized version
[BJN18, Theorem 6.11].
Theorem 3.29. Consider Setup 3.23 under the extra condition that the inclusion
A ⊆ R is differentially extensible. Given
¯
f = f1, . . . , fℓ ∈ A and g ∈ A, we have
that bA
¯
f,g(s) = b
R
¯
f,g(s).
Proof. From the proof of Theorem 3.27, we obtain that bA
¯
f,g(s) divides b
R
¯
f,g(s). We
now prove that bR
¯
f,g(s) divides b
A
¯
f,g(s). Choose δc ∈ DA|K[¯
s] for which
bA
¯
f,g(s1 + · · ·+ sℓ)gf
s1
1
· · ·fsℓ
ℓ
=
∑
c∈Zℓ
|c|=1
δc •
∏
i∈nsupp(c)
(
si
−ci
)
f c11 · · · f
cℓ
ℓ gf
s1
1
· · ·fsℓ
ℓ
.
The above equation remains true after replacing each δc ∈DA|K[
¯
s] with an extension
δ˜c ∈ DR|K[
¯
s], justifying our claim. 
Using a mild generalization of a recent result by Mustaţă [Mus19] we can prove
that the Bernstein–Sato polynomial does not depend on the choice of generators
for an ideal I ⊆ A, justifying the notation bAI,g(s), or b
A
I (s) if g = 1.
Theorem 3.30 (Mustaţă). Let A be an algebra over a field K of characteristic
zero, that is finitely generated over K. Assume that A is a direct summand of a
polynomial ring over K. Given nonzero
¯
f = f1, . . . , fℓ ∈ A and g ∈ A, set h =
y1f1 + · · ·+ yℓfℓ ∈ A[y1, . . . , yℓ], where y1, . . . , yℓ are indeterminates. Then
bA
¯
f,g(s) =
b
A[y1,...,yℓ]
h,g (s)
(s+ 1)
.
Furthermore, bA
¯
f,g(s) only depends on the ideal generated by
¯
f .
The proof of this result is essentially the same as the one presented in work
previously mentioned [Mus19, Theorem 1.1 and Remark 2.1], so we omit it. We
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only note that the hypothesis that A (and hence also A[y1, . . . , yℓ]) is a direct
summand of a polynomial ring guarantees the existence of the relative Bernstein–
Sato polynomial bA[y1,...,yℓ]h,g (s), and that (s+ 1) is a factor of this polynomial, since
h involves some variables that g does not.
Theorems 3.27 and 3.30 allow us to define the (relative) Bernstein–Sato polyno-
mial of an ideal in a direct summand of a polynomial ring.
Definition 3.31 (Relative Bernstein–Sato polynomial in a direct summand of a
polynomial ring). Let A be an algebra over a field K of characteristic zero that is
finitely generated over K. Assume that A is a direct summand of a polynomial ring
overK. Let I and g be an ideal and an element ofA. Given generators
¯
f = f1, . . . , fℓ
for I, we call the polynomial bA
¯
f,g ∈ Q[s] the Bernstein–Sato polynomial of I relative
to g, and denote it bAI,g(s). If g = 1, we call this the Bernstein–Sato polynomial of
I, and denote it bAI (s).
4. V -filtrations
The theory of the V -filtration, originally defined by Malgrange [Mal83] and Kashi-
wara [Kas83], is a central object in the study of D-modules over a smooth variety.
Our goal in this section is to extend this theory to the setting of a differentially
extensible summand of a polynomial ring. In the next section, we apply this newly-
developed theory to the study of multiplier ideals.
Suppose that K has characteristic zero. Let R = K[
¯
x] = K[x1, . . . , xd] be a poly-
nomial ring over K and set X = Spec(R). Let I ⊆ R be an ideal generated by
¯
f = f1, . . . , fℓ ∈ R. We may assume that I defines a smooth subvariety, by consid-
ering the graph embedding i
¯
f : X →X×A
ℓ mapping x 7→ (x, f1(x), . . . , fℓ(x)), and
then replacing X by X ×Aℓ and each fi by the projection onto the ith coordinate
of Aℓ. Therefore, if
¯
t = t1, . . . , tℓ is a system of coordinates of Aℓ, we may simply
assume that I is 〈
¯
t〉 = 〈t1, . . . , tℓ〉 ⊆ R[t1, . . . , tℓ].
The V -filtration along 〈
¯
t〉 on the ring of K-linear differential operators DR[
¯
t]|K is
obtained by assigning degree 0 to the elements of DR|K, degree 1 to the indetermi-
nates t1, . . . , tℓ, and degree −1 to the partial derivatives ∂t1 , . . . , ∂tℓ . Equivalently,
a differential operator δ lies in V iDR[
¯
t]|K if and only if δ • 〈
¯
t〉j ⊆ 〈
¯
t〉j+i for all j ∈ Z,
where we use the convention that 〈
¯
t〉j = R[
¯
t] for negative exponents j.
For a given DR|K-module N , one considers its direct image with respect to the
graph embedding
i
¯
f
∗
(N) := N ⊗K K[∂t1 , . . . , ∂tℓ ],
which is a DR[
¯
t]|K-module isomorphic to the local cohomology module
Hℓ〈
¯
t−
¯
f〉(N [¯
t]),
where 〈
¯
t −
¯
f〉 denotes the ideal 〈t1 − f1, . . . , tℓ − fℓ〉 of R[
¯
t]. If N is a regular
holonomic DR|K-module with quasi-unipotent monodromy, then there exists a V -
filtration along 〈
¯
t〉 on i
¯
f
∗
(N), which is a decreasing filtration V α〈
¯
t〉i
¯
f
∗
(N) indexed
over the rational numbers satisfying certain conditions (see Definition 4.3). The ex-
istence of such a filtration is a result of Malgrange [Mal83] and Kashiwara [Kas83],
and is essentially equivalent to the existence of relative Bernstein–Sato polynomials
BERNSTEIN–SATO FUNCTIONAL EQUATIONS 25
in a generalized sense. We do not go into detail on the definition of regular holo-
nomic modules with quasi-unipotent monodromy, so we encourage the interested
reader to take a look at loc. cit.; we only point out that the ring R itself, and the
local cohomology modules of the form HiI(R), satisfy this property.
Finally, one defines the V -filtration along
¯
f of the DR|K-module N as
V α〈
¯
f〉N := V
α
〈
¯
t〉i
¯
f
∗
(N) ∩N.
It is known that the V -filtration only depends on the ideal generated by
¯
f , and not
on the choice of generators [BMS06, Proposition 2.6].
4.1. V -filtrations for nonregular rings. In order to develop a theory of V -
filtrations for a not-necessarily-regular ring, we follow the same ideas as in the
smooth case and define them using a set of axioms.
Definition 4.1 (V -filtration on DT [
¯
t]|K). Suppose that K has characteristic zero.
Let T be a Noetherian commutative K-algebra, and let T [
¯
t] = T [t1, . . . , tℓ] be a
polynomial ring over T . The V -filtration along the ideal 〈
¯
t〉 = 〈t1, . . . , tℓ〉 on the
ring of differential operatorsDT [
¯
t]|K is the filtration indexed by integers i ∈ Z defined
by
V i〈
¯
t〉DT [
¯
t]|K = {δ ∈ DT [
¯
t]|K : δ • 〈
¯
t〉j ⊆ 〈
¯
t〉j+i for all j ∈ Z},
where we use the convention that 〈
¯
t〉j = T [
¯
t] for integers j 6 0.
Remark 4.2. As a graded DT |K-module, we have the following description:
V i〈
¯
t〉DT [
¯
t]|K =
⊕
a,b∈Nℓ
|a|−|b|> i
DT |K · t
a1
1 · · · t
aℓ
ℓ ∂
b1
t1 · · · ∂
bℓ
tℓ
,
where, given u = (u1, . . . , uℓ) ∈ Nℓ, we denote |u| = u1 + · · ·+ uℓ.
The V -filtration along the ideal 〈
¯
t〉= 〈t1, . . . , tℓ〉 on aDT [
¯
t]|K-moduleM is defined
axiomatically as follows.
Definition 4.3 (V -filtration on a DT [
¯
t]|K-module along indeterminates). Let M
be a DT [
¯
t]|K-module. A V -filtration on M along the ideal 〈
¯
t〉 = 〈t1, . . . , tℓ〉 is a
decreasing filtration {V α〈
¯
t〉M}α on M , indexed by α ∈ Q, satisfying the following
conditions.
1. For all α ∈ Q, V α〈
¯
t〉M is a Noetherian V
0
〈
¯
t〉DT [¯
t]|K-submodule of M .
2. The union of the V α〈
¯
t〉M , over all α ∈ Q, is M .
3. V α〈
¯
t〉M =
⋂
γ<α V
γ
〈
¯
t〉M for all α, and the set J consisting of all α ∈ Q for which
V α〈
¯
t〉M 6=
⋃
γ>α V
γ
〈
¯
t〉M is discrete.
4. For all α ∈ Q and all 1 6 i 6 ℓ,
ti • V
α
〈
¯
t〉M ⊆ V
α+1
〈
¯
t〉 M and ∂ti • V
α
〈
¯
t〉M ⊆ V
α−1
〈
¯
t〉 M,
i.e., the filtration is compatible with the V -filtration on DT [
¯
t]|K.
5. For all α≫ 0,
∑ℓ
i=1
(
ti • V
α
〈
¯
t〉M
)
= V α+1〈
¯
t〉 M .
6. For all α ∈ Q,
ℓ∑
i=1
∂titi − α
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acts nilpotently on V α〈
¯
t〉M/(
⋃
γ>α V
γ
〈
¯
t〉M).
Remark 4.4. Let J be the set introduced in Condition (3) above. It follows easily
from Condition (5) that for α≫ 0, α+1 ∈ J implies that α ∈ J . By Condition (1),
the set J is bounded below. Thus, given the fact that these two conditions hold,
Condition (3) is equivalent to the existence of somem ∈ N such that for every n ∈ Z
and all α ∈
(
n−1
m ,
n
m
]
, V α〈
¯
t〉M = V
n/m
〈
¯
t〉 M.
As in the case of polynomial rings, the V -filtration is unique in this broader
context, provided it exists. The proof of this fact is analogous to that of the original
result in the case that T is a polynomial ring over K (see [Bud05, Proposition 1.3]),
so we omit it.
Proposition 4.5. Let M be a finitely generated DT [
¯
t]|K-module. If a V -filtration
on M along 〈
¯
t〉 exists, then it is unique. 
Our goal is to prove the existence of the V -filtration for differentially extensible
summands of polynomial rings. For this reason, we introduce certain auxiliary Rees
algebras that lead to an equivalent way of defining V -filtrations.
Definition 4.6. Suppose that K has characteristic zero. Let T be a Noetherian
commutative K-algebra, and let T [
¯
t] = T [t1, . . . , tℓ] be a polynomial ring over T .
Given an auxiliary indeterminate w, we define the following Rees algebras:
V〈
¯
t〉DT [
¯
t]|K :=
⊕
i∈Z
(
V i〈
¯
t〉DT [
¯
t]|K
)
wi
= DT |K[ t1w, . . . , tℓw, ∂t1w
−1, . . . , ∂tℓw
−1]
V
+
〈
¯
t〉DT [¯
t]|K :=
⊕
i>0
(
V i〈
¯
t〉DT [
¯
t]|K
)
wi ⊕
⊕
i<0
(
V 0〈
¯
t〉DT [
¯
t]|K
)
wi
= DT |K[w
−1, tiw, ∂titj | 1 6 i, j 6 ℓ]
Moreover, given a DT [
¯
t]|K-module M , for α ∈ Q,
V
α
〈
¯
t〉M :=
⊕
i∈Z
(
V α+i〈
¯
t〉 M
)
wi.
In the polynomial ring case, these algebras are Noetherian.
Lemma 4.7. Suppose that K has characteristic zero. Let R = K[
¯
x] = K[x1, . . . , xd],
and consider the polynomial ring R[
¯
t] = R[t1, . . . , tℓ] over R. Then V
0
〈
¯
t〉DR[¯
t]|K,
V〈
¯
t〉DR[
¯
t]|K, and V
+
〈
¯
t〉DR[¯
t]|K are Noetherian rings.
Proof. We aim to show that each ring admits a filtration for which the associated
graded ring is commutative and Noetherian. Let F denote the order filtration on
DR[
¯
t]|K, so that
grF (DR[
¯
t]|K) ∼= K[
¯
x,
¯
y,
¯
t,
¯
u],
where
¯
y = y1, . . . , yd and
¯
u = u1, . . . , uℓ correspond to the images of the partial
derivatives ∂x1 , . . . , ∂xd and ∂t1 , . . . , ∂tℓ . Let Gn =
(
V 0〈
¯
t〉DR[¯
t]|K
)
∩Fn, and consider
the ring inclusion
ϕ : grG(V
0
〈
¯
t〉DR[
¯
t]|K) → grF(DR[
¯
t]|K).
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Set a = (a1, . . . , aℓ) and b = (b1, . . . , bℓ). We have that
grG(V
0
〈
¯
t〉DR[
¯
t]|K) ∼= Im(ϕ) ∼= K[
¯
x,
¯
y, ta11 · · · t
aℓ
ℓ u
b1
1 · · ·u
bℓ
ℓ ]{|a|>|b|}
∼= K[
¯
x,
¯
y,
¯
t, tiuj]{i,j},
which is a finitely generated K-algebra, and so, a Noetherian ring. We conclude
that V 0〈
¯
t〉DR[¯
t]|K is left- and right-Noetherian since F0 ∼= R[
¯
t].
Now, consider the subring V〈
¯
t〉DR[
¯
t]|K of DR[
¯
t]|K[w], which is Z-graded as a poly-
nomial ring in w. We refine this to a Z× N grading by taking the filtration
G′j = {δ ∈ V〈
¯
t〉DR[
¯
t]|K : δ ∈ Fj ⊗DR[
¯
t]|K
DR[
¯
t]|K[w]}.
We obtain an inclusion ϕ : grG′(V〈
¯
t〉DR[
¯
t]|K) → grF(DR[
¯
t]|K)[w]. With the same
coordinates that we used for grF(DR[
¯
t]|K) above,
grG′(V〈
¯
t〉DR[
¯
t]|K) ∼= Im(ϕ) ∼= K[
¯
x,
¯
y, ta11 · · · t
aℓ
ℓ u
b1
1 · · ·u
bℓ
ℓ w
j ]{|a|>|b|+j}
∼= K[
¯
x,
¯
y, t1w, . . . , tℓw, u1w
−1, . . . , uℓw
−1],
which is again a finitely generated K-algebra, and hence Noetherian. We conclude
that V〈
¯
t〉DR[
¯
t]|K is left- and right-Noetherian.
Finally, consider V+〈
¯
t〉DR[¯
t]|K ⊆ V〈
¯
t〉DR[
¯
t]|K ⊆ DR[
¯
t]|K[w]. We have that
grG′(V
+DR[
¯
t]|K) ∼= K[
¯
x,
¯
y, ta11 · · · t
aℓ
ℓ u
b1
1 · · ·u
bℓ
ℓ w
j ]{|a|>|b|+max{j,0}}
∼= K[
¯
x,
¯
y, t1w, . . . , tℓw,w
−1, tiuj ]{i,j},
and by the same argument above, we are done. 
Using the algebras introduced in Definition 4.6, we can give another characteri-
zation of the stabilization conditions appearing in the definition of the V -filtration.
Lemma 4.8. Suppose that K has characteristic zero. Let T be a commutative
Noetherian K-algebra, and let T [
¯
t] = T [t1, . . . , tℓ] be a polynomial ring over T . Given
a DT [
¯
t]|K-module M , a decreasing filtration {V
α
〈
¯
t〉M}α on M indexed by α ∈ Q
satisfies conditions (1) and (5) of Definition 4.3 if
(a) Vα〈
¯
t〉M is a Noetherian V
+
〈
¯
t〉DT [¯
t]|K-module for all α ∈ Q ∩ [0, 1).
Proof. We first show that (a) implies (1). Let {Mj} an ascending chain of V 0t DT [¯t]|K
-
submodules of V α
t
M . We consider the induced chain {V+〈
¯
t〉DT [¯
t]|KMj}. By (a),
there exists an integer a such that for every j > a, we have V+〈
¯
t〉DT [¯
t]|KMj =
V
+
〈
¯
t〉DT [¯
t]|KMa. By the grading, we obtain that Mj = Ma as V 0t DT [¯t]|K
-modules.
We conclude that V α〈
¯
t〉M is a Noetherian left V
0
〈
¯
t〉DT [¯
t]|K-submodule of M .
We now show that (a) implies (5). LetVα〈
¯
t〉M =
∑s
i=1V
+
〈
¯
t〉DT [¯
t]|Kmiw
di as above.
For d > max{d1, . . . , ds}, using the previous equation, we obtain that
V α+d+1〈
¯
t〉 M =
∑
V d−di+1〈
¯
t〉 DT [¯
t]|Kmi
=
∑
〈
¯
t〉 • V d−di〈
¯
t〉 DT [¯
t]|Kmi = 〈
¯
t〉 • V α+d〈
¯
t〉 M. 
28 ÀLVAREZ MONTANER ET AL.
4.2. V -filtrations for differentially extensible summands. The main result of
this section is the existence of V -filtrations for differentially extensible summands.
Theorem 4.9. Let T be a commutative Noetherian ring containing a field K of
characteristic zero. Let A be a K-subalgebra of T such that A is a direct summand
of T , and for which the inclusion A ⊆ T is differentially extensible. Let M be a
DA[
¯
t]|K-module that is a differentially extensible summand of a DT [
¯
t]|K-module N .
If V α〈
¯
t〉N is a V -filtration on N along the ideal 〈¯
t〉 = 〈t1, . . . , tℓ〉 over T [
¯
t], then
Wα〈
¯
t〉M := V
α
〈
¯
t〉N ∩M is a V -filtration on M along 〈¯
t〉 over A[
¯
t].
Proof. We show that Wα〈
¯
t〉M is a V -filtration for M by verifying Conditions (2),
(3), (4), and (6) of Definition 4.3, and Condition (a) of Lemma 4.8.
The fact that Condition (2) holds follows from the fact that V αN is exhaustive.
To see that Condition (3) holds, observe that since V α〈
¯
t〉N is a V -filtration for N ,
there exists some m ∈ N for which V α〈
¯
t〉N is constant on each interval of the form
( nm ,
n+1
m ], where n ∈ Z. Consequently, W
α
〈
¯
t〉M = V
α
〈
¯
t〉N ∩M is constant on each
such interval.
Toward verifying Condition (4), we first show thatWα〈
¯
t〉M is a V
0
〈
¯
t〉DA[¯
t]|K-submodule
of M . Let
δ =
∑
|a|>|b|
δa,bt
a∂b ∈ V 0〈
¯
t〉DA[
¯
t]|K,
where δa,b ∈DA|K, ta = t
a1
1 · · · t
aℓ
ℓ , ∂
b = ∂b1t1 · · ·∂
bℓ
tℓ
, and the sum is taken over finitely
many a, b ∈ Nℓ. For each δa,b, there exists δ˜a,b ∈ DT |K such that δ˜a,b|A = δa,b; set
δ˜ =
∑
|a|>|b|
δ˜a,bt
a∂b.
Given w ∈Wα〈
¯
t〉M , we have δ •w = δ˜ •w, asM is a differentially extensible summand
of N . Since δ˜ ∈ V 0〈
¯
t〉DT [¯
t]|K, we obtain that δ˜ • w ∈ V α〈
¯
t〉N , hence δ • w ∈W
α
〈
¯
t〉M .
To conclude that Condition (4) holds, it suffices to show that ta∂b • Wα〈
¯
t〉M ⊆
W
α+|a|−|b|
〈
¯
t〉 M , but this follows from the string of containments
ta∂b •Wα〈
¯
t〉M = t
a∂b • (V α〈
¯
t〉N ∩M) ⊆ (t
a∂b • V α〈
¯
t〉N) ∩M
⊆ (V
α+|a|−|b|
〈
¯
t〉 N) ∩M = W
α+|a|−|b|
〈
¯
t〉 M.
From the definition, it is clear that Condition (6) holds, since
Wα〈
¯
t〉M⋃
β>αW
β
〈
¯
t〉M
=
V α〈
¯
t〉N ∩M⋃
β>α V
β
〈
¯
t〉N ∩M
→֒
V α〈
¯
t〉N⋃
β>α V
β
〈
¯
t〉N
,
and
∑r
i=1 ∂titi − α acts nilpotently on the module on the right-hand side.
Finally, to verify that Condition (a) holds, we show that the following stronger
condition holds: Wα〈
¯
t〉M is a left-Noetherian V
+DA[
¯
t]|K-module. It suffices to show
that if M1,M2 ⊆Wα〈
¯
t〉M are V
α
〈
¯
t〉DA[¯
t]|K-modules such that
(V+〈
¯
t〉DT [¯
t]|K)M1 = (V
+
〈
¯
t〉DT [¯
t]|K)M2,
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then M1 = M2, because Vα〈
¯
t〉N is a left-Noetherian V
+
〈
¯
t〉DT [¯
t]|K-module. We de-
note by Θ: N → M a differential splitting. Let w ∈ M1. Since V+〈
¯
t〉DT [¯
t]|KM1 =
V
+
〈
¯
t〉DT [¯
t]|KM2, there exists ξ1, . . . , ξs ∈ DT |K and w1, . . . , ws ∈ M2 such that w =
ξ1 • w1 + · · ·+ ξs • ws. We apply Θ to both sides to obtain
w′ = Θ(w′) = Θ (ξ1 • w1 + · · ·+ ξs • ws)
= Θ(ξ1 • w1) + · · ·+Θ(ξs • ws) = ξ˜1 • w1 + · · ·+ ξ˜s • ws,
where the last equality follows from the fact that Θ is a differential splitting com-
patible with β. Thus, w′ ∈ V+〈
¯
t〉DA[¯
t]|KM2 = M2. Hence, M1 ⊆ M2. Similarly, one
can show that M2 ⊆M1. 
Corollary 4.10. Suppose that K has characteristic zero. Let R be a polynomial
ring over K, and let A be a K-subalgebra that is a direct summand of R, and such
that the inclusion A ⊆ R is differentially extensible. Let M be a DA[
¯
t]|K-module
that is a differentially extensible summand of a regular holonomic DR[
¯
t]|K-module
N with quasi-unipotent monodromy. Then there exists a V -filtration on M along
the ideal 〈
¯
t〉 = 〈t1, . . . , tℓ〉. 
Finally, we aim to define a V -filtration on aDA|K-moduleM along
¯
f = f1, . . . , fℓ ∈
A, whereM is a differential direct summand of a DR|K-module N . The direct image
of N under the graph embedding i
¯
f is the local cohomology module Hℓ〈
¯
t−
¯
f〉(N [¯
t]),
where 〈
¯
t −
¯
f〉 = 〈t1 − f1, . . . , tℓ − fℓ〉. This DR[
¯
t]|K-module has Hℓ〈
¯
t−
¯
f〉(M [¯
t]) as a
differential direct summand by Proposition 3.19, and we use this fact in defining
our desired V -filtration. In Corollary 4.12, we show that the V -filtration depends
on the ideal generated by
¯
f , but not on the particular choice of its generators.
Definition 4.11 (V -filtration on a DA|K-module along
¯
f). Suppose that K has
characteristic zero. Let A be a commutative Noetherian K-algebra. Given inde-
terminates
¯
t = t1, . . . , tℓ, and
¯
f = f1, . . . , fℓ ∈ A, consider the ideal 〈
¯
t −
¯
f〉 of the
polynomial ring A[
¯
t] generated by t1 − f1, . . . , tℓ − fℓ. For a DA|K-module M , let
M ′ denote the DA[
¯
t]|K-module Hℓ〈
¯
t−
¯
f〉(M [¯
t]), and identify M with the isomorphic
module 0 :M ′ 〈
¯
t −
¯
f〉 ⊆ M ′. Suppose that M ′ admits a V -filtration along 〈
¯
t〉 over
A[
¯
t]. Then the V -filtration on M along
¯
f is defined, for α ∈ Q, as
V α〈
¯
f〉M := V
α
〈
¯
t〉M
′ ∩M = (0 :V α
〈
¯
t〉
M ′ 〈
¯
t−
¯
f〉).
Using the proof of the previous theorem, we show that a V -filtration over A along
¯
f only depends on the ideal I = 〈f1, . . . , fℓ〉 and not on the generators chosen.
Corollary 4.12. Suppose that K has characteristic zero. Let R be a polynomial
ring over K, and let A be a K-subalgebra that is a direct summand of R, for which
the inclusion A ⊆ R is differentially extensible. Let M be a DA[
¯
t]|K-module that
is a differentially extensible summand of a regular holonomic DR[
¯
t]|K-module N
with quasi-unipotent monodromy. Suppose that
¯
f = f1, . . . , fℓ and
¯
g = g1, . . . , gm
both generate an ideal I ⊆ A. Set M ′ = Hℓ〈
¯
t−
¯
f〉(M [¯
t]) and M ′′ = Hm〈
¯
u−
¯
g〉(M [¯
u]),
for another sequence of indeterminates
¯
u = u1, . . . , um. We identify M with both
0 :M ′ 〈
¯
t −
¯
f〉 and 0 :M ′′ 〈
¯
u −
¯
g〉. Then V α〈
¯
t〉M
′ ∩M = V α〈
¯
u〉M
′′ ∩M . In particular,
the V -filtration of M along
¯
f depends only on the ideal I.
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Proof. Let N ′ = Hℓ〈
¯
t−
¯
f〉(N [¯
t]) and N ′′ = Hm〈
¯
u−
¯
g〉(N [¯
u]). We observe that M ′ is
a differentially extensible summand of N ′, and M ′′ is a differentially extensible
summand of N ′′ by Proposition 3.19. Since both N ′ and N ′′ have V -filtrations
(along
¯
t and
¯
u), so do M ′ and M ′′ by Theorem 4.9. We have that N is identified
with 0 :N ′ 〈
¯
t −
¯
f〉 and 0 :N ′′ 〈
¯
u −
¯
g〉. Then V α〈
¯
t〉N
′ ∩ N = V α〈
¯
u〉N
′′ ∩ N [BMS06,
Proposition 2.6], and thus we have the equalities
V α〈
¯
t〉M
′ ∩M = (V α〈
¯
t〉N
′ ∩M ′) ∩M = V α〈
¯
t〉N
′ ∩M ′ ∩N ∩M
= (V α〈
¯
t〉N
′ ∩N) ∩M ′ ∩M = (V α〈
¯
u〉N
′′ ∩N) ∩M ′′ ∩M
= (V α〈
¯
u〉N
′′ ∩M ′′) ∩M = V α〈
¯
u〉M
′′ ∩M. 
5. Multiplier ideals
Given a field K of characteristic zero, let R be a polynomial ring over K and
X = Spec(R). To any ideal I ⊆ R, we associate a family of multiplier ideals JR(Iλ)
parameterized by nonnegative real numbers λ. There exists a discrete sequence of
rational numbers
0 = λ0 < λ1 < λ2 < · · ·
called the jumping numbers of I, for which JR(Iλ) is constant for λi 6 λ < λi+1,
and JR(Iλi) ! JR(Iλi+1). The first nonzero jumping number, λ1, is known as the
log canonical threshold of I, denoted lctR(I).
We begin this section by recalling the definition of the multiplier ideals in this
setting, and we refer to [Laz04] for details, and any unexplained terminology.
Definition 5.1 (Multiplier ideals over a polynomial ring). Let R be a polynomial
ring over a field K of characteristic zero, let I be an ideal of R, and let X = Spec(R).
Let π : Y → X be a log resolution of I such that IOY = OY (−Fπ), where Fπ =∑
riEi, and KY/X =
∑
biEi is the relative canonical divisor. The multiplier ideal
of I with exponent λ ∈ R>0 is defined by
JR(I
λ) = π∗OY (⌈KY/X − λFπ⌉) = {h ∈ R : ordEi(π
∗h) > ⌊λri − bi⌋ ∀i}.
In our setting, there is a characterization of multiplier ideals in terms of the V -
filtration that, roughly speaking, says that the chain of multiplier ideals is essentially
the V -filtration of R along the ideal I [BS05, BMS06]. In fact, this relation has
been used to develop algorithms to compute multiplier ideals, based on existent
algorithms for computing the Bernstein–Sato polynomial that use Gröbner bases
over the ring of differential operators [BL10, Shi11].
Theorem 5.2 ([BMS06, Theorem 1, Corollary 2]). Let R be a polynomial ring over
a field K of characteristic zero, and let I be an ideal of R. Given a real number
λ > 0, the following ideals coincide:
1. JR(Iλ),
2.
⋃
α>λ V
αR, where the V -filtration is taken along I, and
3. {g ∈ R : γ > λ if bRI,g(−γ) = 0}.
The definition of the multiplier ideals can be easily extended to the case that X
is Q-Gorenstein, where it is possible to construct the relative canonical divisor. A
version of multiplier ideals in normal varieties was defined by de Fernex and Hacon
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[dFH09], and later extended by Chiecchio, Enescu, Miller, and Schwede, to include
a boundary divisor term [CEMS18].
Our aim in this section is to study multiplier ideals for direct summands of
coordinate rings of smooth varieties, and to extend Theorem 5.2 to this setting.
Our most general result in this direction is the following.
Theorem 5.3. Let R be a polynomial ring over a field K of characteristic zero, and
let A ⊆ R be a differentially extensible inclusion of finitely generated K-algebras,
such that A is a direct summand of R. Then for every ideal I of A, and every real
number λ > 0, the following ideals coincide:
1. JR((IR)λ) ∩A,
2.
⋃
α>λ V
αA, where the V -filtration is taken along I, and
3. {g ∈ A : γ > λ if bAI,g(−γ) = 0}.
Proof. From the equality bAI,g(s) = b
R
IR,g(s) given in Theorem 3.29, we deduce
{g ∈ A : γ > λ if bAI,g(−γ) = 0} = {g ∈ R : γ > λ if b
R
IR,g(−γ) = 0} ∩A.
Moreover,
⋃
α>λ V
αA is the intersection (
⋃
α>λ V
αR) ∩A, where the V -filtrations
are taken along I in A, and along IR in R. The claim then follows from Theorem 5.2.

Of course, it would be desirable if JR((IR)λ) ∩ A were equal to JA(Iλ), and
we show this, under certain conditions, in Theorem 5.15. To prove this result, we
make a detour through positive characteristic methods, relying on the well-known
relation between multiplier ideals and test ideals [Smi00, Har01, HY03].
5.1. Test ideals and Cartier extensibility. Throughout this subsection, T de-
notes a commutative Noetherian ring of prime characteristic p. The e-th iteration
of the Frobenius endomorphism F e on T , given by r 7→ rp
e
, yields a new T -module
structure on T by restriction of scalars. We denote this module action on T by
F e∗T , so that for r ∈ T and F
e
∗x ∈ F
e
∗T ,
r · F e∗x = F
e
∗ (r
pex) ∈ F e∗T.
We say that T is F -finite if F e∗T is a finitely generated T -module for some (equiva-
lently, all) e > 0.
The iterated Frobenius endomorphism can be used to classify singularities.
Definition 5.4. Let T be an F -finite Noetherian domain of prime characteristic.
1. We call T F -pure if the inclusion map T → F e∗T splits for some (equivalently,
all) e > 0.
2. We call T strongly F -regular if for every r ∈ T , there exists e ∈ N such that
the T -linear map T → F e∗T sending 1 to F
e
∗ r splits.
A regular ring is strongly F -regular, and a direct summand of a strongly F -
regular ring is itself strongly F -regular [HH89, Theorem 3.1].
Definition 5.5. Let T be an F -finite Noetherian domain of prime characteristic p.
An additive map ψ : T → T is a p−e-linear map if ψ(rp
e
f) = rψ(f). Such a map
is also referred to as a Cartier operator. The set of all the p−e-linear maps on T is
denoted CeT ; in the notation of Definition 5.5, C
e
T
∼= HomT (F
e
∗T, T ).
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Test ideals first appeared in the theory of tight closure developed by Hochster
and Huneke [HH90, HH94]. Hara and Yoshida subsequently defined test ideals
associated to pairs (T, Iλ), where I is an ideal of a regular ring T , and λ is a
nonnegative real parameter [HY03]. A tight closure-free version of test ideals was
developed by Blickle, Mustaţă, and Smith, using Cartier operators over regular rings
[BMS08, BMS09]. This new approach was extended to nonregular rings [Sch11,
Bli13, BB11]. For strongly F -regular rings, we have the following description (see
[TT08]).
Definition 5.6. Let T be an F -finite Noetherian domain of prime characteristic p
that is strongly F -regular. The test ideal of an ideal I of T with respect to a real
parameter λ > 0 is defined by
τT
(
Iλ
)
=
⋃
e>0
( ∑
ψ∈Ce
T
ψ
(
I⌈p
eλ⌉
))
.
Cartier operators are closely related to differential operators, so it is natural to
consider our condition of differentiable extensibility in this context, as well.
Definition 5.7 (Cartier extensibility). Consider a ring homomorphism ϕ : A→ T ,
and fix a Cartier operator ψ ∈ CeA. We say that
1. A Cartier operator ψ˜ ∈ CeT extends ψ if ϕ◦ψ = ψ˜ ◦ϕ; i.e., the following diagram
commutes:
A
ψ

ϕ
// T
ψ˜

A
ϕ
// T
If ϕ is simply an inclusion, then this is equivalent to the condition that ψ˜|A = ψ.
2. The map ϕ is Cartier extensible if for every ψ ∈ CeA, there exists ψ˜ ∈ C
e
T that
extends ψ.
Lemma 5.8. An inclusion A ⊆ T of F -finite F -pure domains of prime character-
istic p > 0 that is differentially extensible with respect to the level filtration is also
Cartier extensible.
Proof. Let iT : T → F e∗T be the inclusion map, and πT : F
e
∗T → T a T -linear split-
ting. Likewise, let iA : A → F e∗A be the inclusion map, and πA an A-splitting.
Given an A-linear map ψ : F e∗A → A, we obtain an A-linear map iA ◦ ψ on F
e
∗A.
Note that ψ = πA ◦ (iA ◦ ψ). By assumption, there is a T -linear map β on F e∗T
such that β|F e∗A = iA ◦ ψ. Then since im(β|F e∗A) ⊆ A and (πT )|A is the identity
map, πT ◦ β ∈ CeT extends ψ. 
Proposition 5.9. Let R be a regular F -finite domain of prime characteristic p > 0.
Let A ⊆ R be an extension of Noetherian rings, such that A is a Cartier extensible
direct summand of R. Then for every ideal I of A, and every real number λ > 0.
τA(I
λ) = τR((IR)
λ) ∩A.
Proof. Since A is a direct summand of R, τR((IR)
λ)∩A ⊆ τA(I
λ) [ÀHN17, Propo-
sition 4.9], and we focus on the other containment. For any f ∈ τA(I
λ), there
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exists e ∈ N for which f ∈ CeAI
⌈peλ⌉. Then there exist g1, . . . , gℓ ∈ I⌈p
eλ⌉ and
ψ1, . . . , ψℓ ∈ C
e
A such that f = ψ1g1 + · · ·+ ψℓgℓ. Given extensions ψ˜i ∈ C
e
R of ψi,
f = ψ1g1 + · · ·+ ψℓgℓ = ψ˜1g1 + · · ·+ ψ˜ℓgℓ ∈ C
e
RI
⌈peλ⌉ ⊆ τR((IR)
λ)
so that τA(I
λ) ⊆ τR((IR)
λ) ∩A. 
5.2. Multiplier ideals and reduction modulo p. The relationship between mul-
tiplier ideals and test ideals using reduction to prime characteristic p was originally
observed in work of Smith [Smi97, Smi00] and Hara [Har01]. For the case of pairs,
we refer to work of Hara and Yoshida [HY03], to that of Takagi [Tak04] for Q-
Gorenstein varieties, and to that of de Fernex, Docampo, Takagi, and Tucker for
the extension to the numerically Q-Gorenstein case [dFDTT15]. Herein, we call
upon a result of Chiechio, Enescu, Miller, and Schwede that states that multiplier
ideals reduce to test ideals via reduction to prime characteristic for a large class of
rings [CEMS18].
Before explaining the result in loc. cit., we recall the basics on reduction to prime
characteristic. For more details, we refer to Hochster and Huneke’s notes on tight
closure in characteristic zero [HH99].
Definition 5.10 (Model for an ideal in a finitely generated K-algebra). Suppose
that A is a finitely generated K-algebra, where K has characteristic zero, and fix
an ideal I of A. Fix a finitely generated Z-subalgebra B of K, and a B-subalgebra
AB of A essentially of finite type over B, that satisfy the following conditions: AB
is flat over B, AB ⊗B K ∼= A, and IBA = I, where IB = I ∩ AB ⊆ AB . For every
closed point s ∈ Spec(B), we set As = AB ⊗B κ(s) and Is = IBAs ⊆ As, where κ(s)
denotes the residue field of s. We say that (B,AB, IB) is a model for (K, A, I).
If, additionally, R is another finitely generated K-algebra, and ϕ : A → R is a
K-algebra homomorphism, then we say that (B,AB , IB , RB, ϕB) is a model for
(K, A, I, R, ϕ) if (B,AB, IB) is a model for (K, A, I), (B,RB, 0) is a model for
(K, R, 0), and ϕB : AB → RB satisfies ϕ = ϕB ⊗B K. We write ϕs = ϕB ⊗B κ(s)
for s ∈ Spec(B) closed.
Remark 5.11. Note that if A is a subalgebra of a polynomial ring R over a field K
of characteristic zero, and A is generated by polynomials with integer coefficients,
then one can take B = Z in a model for A, and AZ the Z-algebra with the same
generators. In this case, a condition on As, for all s in a dense open subset of
Spec(Z) is equivalent to this condition on AZ/pAZ, for all p ≫ 0. We write Ap to
denote AZ/pAZ in this case.
Definition 5.12 (Anticanonical cover). Let A be a normal ring that is either com-
plete and local, or N-graded and finitely generated over its zeroth graded component.
The anticanonical cover of A is the symbolic Rees algebra
R(−ωA) =
⊕
n>0
ω
(−n)
A ,
where ωA is the canonical module of A.
By recent results in the minimal model program [BCHM10, Corollary 1.1.9], we
know that for varieties with KLT singularities, R(−ωA) is finitely generated.
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Theorem 5.13 ([CEMS18, Theorem D]). Suppose that A is a finitely generated
K-algebra over an algebraically closed field of characteristic zero such that the an-
ticanonical cover R(−ωA) is finitely generated. Let I be an ideal of A, and fix
λ ∈ R>0. Let (B,AB, IB) be a model for (K, A, I). Then
[JA(I
λ)]s = τAs(I
λ
s )
for every closed point s in a dense open subset of Spec(B).
Consider the following setup.
Setup 5.14. Let R be a polynomial ring with coefficients in an algebraically closed
field K of characteristic zero. Suppose that A ⊆ R is differentially extensible, that
the inclusion map ϕ makes A a direct summand of R, and that A is finitely gen-
erated over K with KLT singularities. Moreover, let I be an ideal of A, and let
(B,AB , IB, RB, ϕB) be a model for (K, A, I, R, ϕ). Suppose that for all s in a dense
open subset U of Spec(B), As is a direct summand of Rs and the inclusion ϕs of
As into Rs is also Cartier extensible.
In this setting, we fully understand the relationship between the multiplier ideals
JA(I
λ) and JR((IR).
Theorem 5.15. In the context of Setup 5.14, for every real number λ > 0,
JA(I
λ) = JR((IR)
λ) ∩A.
Proof. Take f ∈ JA(Iλ), and for s ∈ Spec(B), let fs denote the image of f in As.
Then fs ∈ [JA(Iλ)]s for every s, so fs ∈ τAs(I
λ
s ) for s ∈ U by Theorem 5.13. Thus,
fs ∈ τRs((IRs)
λ) ∩As by Proposition 5.9. In particular, fs ∈ τRs((IRs)
λ), so that
fs ∈ [JR((IR)
λ)]s for s ∈ U , and f ∈ JR((IR)λ) ∩A.
Now take f ∈ JR((IR)λ)∩A, so that fs ∈ [JR(Iλ)]s ∩As for every s. Then fs ∈
τRs((IRs)
λ)∩As = τAs(I
λ
s ) for all s in the dense open set described in Theorem 5.13
and Proposition 5.9. Then fs ∈ [JA(Iλ)]s for such s, and so f ∈ JA(Iλ). 
The hypotheses that the inclusion A ⊆ R is differentially extensible, and split as
A-modules, are essential for Theorem 5.15, as the following example shows.
Example 5.16. Given A = C[x2, y2] ⊆ R = C[x, y], and I = 〈x2, y2〉 ⊆ A, then
JA(I) = A, whereas JR(IR) = 〈x, y〉. In particular, JR(IR) ∩A 6= JA(I).
The following example indicates that the assumption in Theorem 5.15 that, after
reduction to prime characteristic, Ap ⊆ Rp is a direct summand that is also Cartier
extensible for p≫ 0, might not be necessary.
Example 5.17. Let X,Y, Z be 3× 3, 3× 2, and 2× 3 matrices of indeterminates,
respectively. Let T = C[X ], A = T/〈det(X)〉, and R = C[Y, Z]. Then the C-algebra
map sending xij in A to the (i, j)-entry of the matrix product Y Z realizes A as an
extensible direct summand of R [LS89, IV 1.9]. Let I ⊆ A be the ideal generated
by the 2× 2 minors of X .
Using the methods of Johnson [Joh03, Chapters 4 and 5] along with techniques
of Takagi [Tak10, Theorem 3.1], one can compute JA(Iλ) = m⌊2λ⌋−5 ∩ I⌊λ⌋−1,
where m is the ideal generated by the entries of X . We have that JR(IRλ) =
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(I1(Y )I1(Z))
⌊2λ⌋−5 ∩ (I2(Y )I2(Z))
⌊λ⌋−1 using [Joh03, Theorem 5.4] and [DEL00,
Variant 2.5], where Ii(−) denotes the ideal of i × i-minors of a matrix. It is then
easy to verify that JR(IRλ) ∩A = JA(Iλ).
However, for p prime, the inclusion Ap ⊆ Rp is not a direct summand. Indeed,
suppose it were. Then there would be an injection H8
mp
(Ap) →֒ H
8
mpRp
(Rp). How-
ever, H8
mp
(Ap) 6= 0 by Grothendieck nonvanishing, and since pdRp(mpRp) = 7, we
know that H8
mpRp
(Rp) = 0 by Peskine–Szpiro vanishing, yielding a contradiction.
Motivated by Theorems 5.3 and 5.15 and Example 5.17, we wonder whether is
it possible to drop the condition of Cartier extensibility after reduction to prime
characteristic. Namely, we pose the following question:
Question 5.18. Let A be a differentially extensible summand of a polynomial ring
over a field of characteristic zero. Given an ideal I of A, and a real number λ > 0,
do the following ideals coincide?
1. JA(Iλ),
2.
⋃
α>λ V
αA, where the V -filtration is taken along I, and
3. {g ∈ A : γ > λ if bAI,g(−γ) = 0}.
The following consequence of Theorem 5.15 may be known to experts in some
cases.
Corollary 5.19. In the context of Setup 5.14 we fix a real number λ < 1 and an
ideal I = 〈g1, . . . , gℓ〉 of A. Moreover, let g be a general K-linear combination of
g1, . . . , gℓ. Then JA(I
λ) = JA(f
λ), and as a consequence, lct(f) = min{lct(I), 1}.
Proof. Since JR((IR)λ) = JR(fλ) [Laz04, Theorem 9.2.28], then by Theorem 5.15,
JA(I
λ) = JR((IR)
λ) ∩A = JR(f
λ) ∩A = JA(f
λ). 
The following is an extension to our setting of results for smooth varieties that
relate the jumping numbers of multiplier ideals with the roots of Bernstein–Sato
polynomials [ELSV04, BMS06].
Theorem 5.20. Under Setup 5.14, the log canonical threshold of I in A is the
smallest root αI of bI(−s), and every jumping number of I in [αI , αI + 1) is a root
of bI(−s).
Proof. Since JA(Iλ) = JR((IR)λ) ∩ A, we have that JA(Iλ) = A if and only if
JR((IR)
λ) = R. As a consequence, lctA(I) = lctR(IR). Since bAI (−s) = b
R
IR(−s)
by Theorem 3.29, the first claim follows. Furthermore, every jumping number of
I in A is also a jumping number of IR in R. Then the second claim follows again
from Theorem 3.29. 
The above results apply to pointed normal affine toric varieties. Recall that
by Example 3.4, Lemma 3.5, and Remark 3.6, there is an embedding of A into a
polynomial ring R over K such that, A ⊆ R is order-differentially extensible, and
Ap ⊆ Rp is level-differentially extensible for p ≫ 0. The ring R in the following
theorem is chosen in this way.
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Corollary 5.21. Let I be an ideal of A, the coordinate ring of a pointed normal
affine toric variety over a field K of characteristic zero. Then there exists an em-
bedding of A into a polynomial ring R over K such that JA(I
λ) = JR((IR)
λ) ∩ A
for all real numbers λ > 0.
Proof. With R chosen as in the discussion before the statement, Ap ⊆ Rp is Cartier
extensible for p≫ 0 by Lemma 5.8, so we can apply Theorem 5.15. 
The following result is already established for monomial ideals I [HM18].
Corollary 5.22. Let I ⊆ A be an ideal in an affine normal toric ring over an
algebraically closed field K of characteristic zero. Then the log canonical threshold
of I in A coincides with the smallest root αI of the Bernstein–Sato polynomial
bI(−s), and any jumping numbers of I in [αI , αI + 1) are roots of bI(−s). 
We obtain similar results for rings of invariants under the action of a finite group.
Corollary 5.23. Let K be a field of characteristic zero, and G a finite group acting
linearly on a polynomial ring R over K. Suppose that G contains no element that
fixes a hyperplane in the space of one-forms [R]1. Let A = R
G denote the ring of
invariants. Then the log canonical threshold of I in A coincides with the smallest
root αI of bI(−s), and every jumping number of I in [αI , αI + 1) is a root of
bI(−s). 
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