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Estimating Forest Canopy Parameters From Satellite Waveform LiDAR by
Inversion of the FLIGHT Three-Dimensional Radiative Transfer Model Tree crowns were modelled as ellipsoidal. Horizontal tree positioning within a scene was random and tree heights 116 were uniformly distributed between a specified minimum and maximum height range. The LUT was designed to 117 contain a wide range of possible tree height arrangements, including stands with highly variable heights (i.e. the plane, and is assumed to mean 'equivalent slope', and relates to the average change in elevation within a GLAS foot-126 print. It is not possible to differentiate between localised surface roughness and footprint scale changes in elevation.
127
The parameter ranges used are listed in Table 2 . The remaining FLIGHT parameters were fixed to default values. The
128
LUT generated using these parameters reflects a simplified representation of natural forest structures and as such the 129 robustness and accuracy of this investigation can only be considered as an indication of the ability of this approach to 130 retrieve accurate forest biophysical parameters.
131
The solution of the model inversion was then found by ranking the distance using a Chi-Square metric (χ 2 ) between 132 a reference waveform (ω re f ) provided by GLAS and a simulated waveform (ω sim ) from the LUT as modelled by
133
FLIGHT. To ensure equivalence, both waveforms were normalised by total waveform energy. A merit function was 134 adopted:
where n bin is the number of bins of the waveform. The estimated total uncertainty for each bin σ n is the total sum reflectance, soil reflectance), combined with the estimated measurement errors (σ measure ) associated with the data.
139
The measurement and model errors are described in further detail in the following section. 
where ν is Degrees of Freedom given by N − n − 1, where N is total number of observations, and n is the number 150 of fitted parameters. If χ 2 red ≈ 1 indicates a good model fit, then χ 2 ≈ ν.
151
If σ n is assumed to be constant for all samples then an estimate for σ n = σ can be determined empirically for each 152 waveform of a set of data from (1). Using:
Consequently, an estimate for σ 2 model was obtained from each waveform fit of the reference data set by (2). The 154 underlying assumption is that the closest model fit to the 'true' forest structure has been found by the inversion, and
155
(2) gives an approximation of the total remaining (non-parameter) error σ 2 model including model physics, errors in 156 unknown/default variables such as ground reflectance, and quantisation in the LUT.
157
Using the Forest of Dean data as a reference data set an estimate for σ model was found to be ≈ 0.001 Normalised
158
Intensity (I N ). Subsequent analysis on all data sets: simulated, Forest of Dean (FOD), Southern Old Aspen (SOA)
159
and Norunda (NOR) data sets included this previously determined σ model alongside a measurement error σ measure 160 estimated from the non-signal region of the waveform being analysed.
161
To account for the ill-posed nature of the model inversion, where a number of possible solutions may exist due 162 to measurement or model uncertainties, the LUT was ranked according to a metric χ 2 . The first n = 1, 10, 100
Sweden. These sites were chosen to provide a range of temperate and boreal forest types, and as they have been well characterised using coincident ALS data and field survey for regions overlapping with GLAS tracks. Key characteris-
171
tics for the three study sites are summarised in Table 3 . 
GLAS Data

233
Waveform data in this study were acquired by the Geoscience Laser Altimeter System (GLAS) (Brenner et al., vertically projected foliage area for tree crowns. This is calculated using the conversion formula:
was used, where k was chosen to be 0.5. 
Results
268
Sensitivity analysis
269
The model inversion was applied first to a simulated data set to determine the ability to retrieve parameters from 270 individual waveforms and assess likely error. A set of 1000 waveforms representing a range of forest canopy re-271 alisations were created by running FLIGHT. Canopy parameters were sampled randomly within a subset of ranges 272 specified in Table 4 . Table 5 : Chi-Square summary statistics on simulated dataset, for solution sizes n = 1, 10, 100.
Parameter Chi-Square n = 1 n = 10 n = 100 
Response to Signal and Model Parameter Error
283
To investigate the effect of signal noise and error in assumed model parameters on the robustness of parameter 284 estimation, a subset of FLIGHT parameter values were modified individually, and in combination, and the resulting 285 simulated waveforms were compared against the LUT using the method described previously. Leaf and soil reflectance 286 parameter values were perturbed by ±10%, and leaf diameter was set randomly to a value between 0.01-0.1 m. Wave-287 forms simulated with combined leaf and soil noise perturbations were generated by varying randomly the reflectance 288 parameters between ±10%. Two further LAD functions representing erectophile and planar foliage structures were 289 specified and simulated waveform data sets were modelled accordingly; all other parameters were fixed between the 290 three LAD types. R 2 , MAE and bias for solution-set size n = 10 are summarised in Tables 6 and 7 .
291
As was expected, noise added to the leaf and soil reflectance FLIGHT parameters had a greater effect on the 292 estimation of F c and E z than on parameters concerning the vertical dimension e.g. H top and S y . In particular, negative 293 bias for F c was found to occur when leaf reflectance was decreased or when soil reflectance was increased. Conversely,
294
bias moved in a positive direction when leaf reflectance was increased or when soil reflectance was decreased. Noise 295 from the soil reflectance perturbation had the greatest effect on the estimation of the parameters, particularly when 296 soil reflectance was increased. In this case, R 2 was degraded for both F c and H top . Leaf diameter noise was found to 297 have minimal effect on forest parameter retrieval, due to the compensatory effect of the F c and LAI parameters. 
Validation of GLAS Retrievals Over Forest Sites
299
The model inversion was validated using spatially consistent GLAS and airborne LiDAR data from the three 300 forest sites. A χ 2 metric was applied to every canopy realisation within the LUT and sets of various sizes of possible 301 solutions were then selected. Estimates for canopy maximum height (H top ) and fractional cover (F c ) parameters were 302 compared for all sites, while slope was additionally compared for the Forest of Dean study site. These parameters
303
were derived from the mean of the given set of possible solutions for each waveform. Associated uncertainties were 304 indicated by the standard deviations of the solution sets. Where the uncertainty was found to be less than the LUT 305 parameter increment, the LUT parameter increment was used instead as the minimum uncertainty. Table 9 : Southern Old Aspen: Chi-Square summary statistics for solution sizes n = 1, 10, 100. Parameter S y was left out of analysis as elevation change within the GLAS footprint was insignificant.
Parameter
Chi-Square n = 1 n = 10 n = 100 Table 10 : Norunda: Chi-Square solutions summary statistics for solution sizes n = 1, 10, 100. Parameter S y was left out of analysis as elevation change within the GLAS footprint was insignificant.
Parameter Chi-Square n = 1 n = 10 n = 100 such as clear felling and thinning also explain a number of overestimated outlier points for both height and fractional 336 cover. As a result the MAE in height is somewhat higher for this comparison (5.13 m) than the first two examples.
337
Fractional cover estimates show reasonable MAE (0.23), but low coefficient of determination, suggesting noise is high 338 compared to within-site variability. Although making evaluation of retrieval accuracy more difficult, the large number 339 of explained outlier points compared to other two sites, which did not experience significant growth or management,
340
suggest the the method may be well suited to monitoring changes in height and vegetation cover over time. The R 2 ,
341
MAE and Bias for all solution-set sizes are summarised in Table 10 . 
Discussion
343
The inversion of the waveform LiDAR model using the LUT method provided estimates for the maximum canopy site. This was likely due to the temporal difference between GLAS and ALS data sets, and forestry related activity 349 at this site. Using Swedish NFI data, the GLAS were filtered to only allow footprints located in stands that were at 350 or near maturity and had not been subject to forestry activities. The filtering resulted in only three remaining points
351
and so was not considered to be a robust sample. However, bias and MAE for height was found to be 0.92 m and 352 2.75 m, respectively -a clear improvement. Accuracy for maximum canopy height was surprisingly good at the
353
Saskatchewan site, considering the height retrieval was made using GLAS data acquired during 'leaf-off' conditions,
354
where a decrease in returned energy is likely to lower the estimated maximum canopy height (Wasser et al., 2013) .
355
The most commonly used height metric to derive vegetation height from GLAS LiDAR data is waveform extent, 
359
(2012) also additionally employ a number of filters such that up to 75% of points were removed in tropical forest 360 study sites, and validating against aircraft derived height data to achieve r = 0.67 and RMSE ≈ 8 m. Rosette et al.
361
(2009) use the same Forest of Dean GLAS and airborne LiDAR data as described in this study to obtain R 2 = 0.68 362 and MAE = 4.4 m for maximum canopy height when using GLAS data products.
363
A number of the height overestimates were due to the tested metric fitting noise in a GLAS waveform to a compa- waveform temporal width which is based on published instrument parameters.
385
Choice of optimum solution set size n was not clear from the sites investigated and varied between parameter and 386 site. It was observed that solution set medians remained relatively similar as n increased. However, variances about 387 the means of the solution sets were found to increase as n increased. For this study, a value n = 10 was chosen over 388 n = 1 so that an indicator of solution uncertainty could be determined, while also minimising uncertainty around the 389 estimated parameter. Furthermore, high values of n (e.g. n > 1000) significantly impact the speed of the calculations.
390
In addition to uncertainties due to instrument and model errors, a significant source of error was attributed to and fractional cover of 8%.
412
Testing using real GLAS waveforms over three forest sites demonstrated that the method for forest canopy param-
413
eter retrieval from satellite waveform LiDAR was robust to cover type (Table 8) within-site variability compared to retrieval errors.
419
Results are in part dependent on the use of an appropriate LUT for the canopy being measured, although the canopy 
