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DIRICHLET TO NEUMANN OPERATORS AND THE ∂¯-NEUMANN
PROBLEM
DARIUSH EHSANI
ABSTRACT. We study the Dirichlet to Neumann operator of the ∂¯-Neumann prob-
lem, and the relation between the ∂¯-Neumann boundary conditions and theDirich-
let to Neumann operator.
1. INTRODUCTION
The ∂¯-Neumann problem is an example of a boundary value problem with in-
volving an elliptic operator but whose boundary conditions lead to non-elliptic
equations. In order to conclude Sobolev estimates for the solution to the ∂¯-Neumann
problem control (of L2-norms) over derivatives in all directions must be obtained,
but the boundary conditions of the problem disadvantage one direction. The
boundary conditions contain the boundary value operator, the Dirichlet to Neu-
mann operator (DNO), giving the boundary values of the outward derivative of
the solution to a homogeneous Dirichlet problem. In some cases (for example the
case of strictly pseudoconvex domains) the DNO allows for some control of the
disadvantaged direction, in other cases of weak pseudoconvexity, the situation is
more delicate. The purpose of this article therefore, is to study the DNO of related
to the ∂¯-Neumann problem with particular emphasis on the resulting boundary
equations.
The DNOwill be written as a pseudodifferential operator acting on a boundary
distribution, and our first results are a reworking of results of Chang, Nagel, and
Stein in [1]. It is well known that to highest order the DNO is given by the square
root of the highest order tangential terms in the elliptic interior operator. The high-
est two orders of the DNO are calculated, as in [1], and reduce to those results in a
special case. The approach of [1] could be used here as well to calculate the DNO,
but we take another approach outlined in [4] based on pseudodifferential opera-
tors on domains with boundary, an approach which was useful in calculating the
symbol of the normal derivative to the Green’s operator, as well permitting similar
calculations and estimates in the situation of piecewise smooth domains [5]. Re-
lations among operators comprising the DNO, as well as other derived boundary
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value operators in the boundary conditions are essential in the construction of a
solution to the ∂¯-problem if a solution operator to ∂¯b is assumed in [3].
We further demonstrate in this paper the persistence of the non-elliptic charac-
ter of the ∂¯-Neumann conditions. In Section 7, we examine what happens when a
perturbation is made of the elliptic operator of the problem. This change naturally
also leads to a different DNO, however as we shall see the associated boundary
condition is essentially the same (and non-elliptic!). The boundary operator can
be approximated by Kohn’s Laplacian, b. This suggests that the ∂¯-Neumann
problem can be solved by inverting theb operator and that the ∂¯-problem can be
solved by using a solution operator for ∂¯b. This approach to ∂¯ is taken up in [3].
Most the work presented here was undertaken while the author was at the Uni-
versity of Wuppertal and the hospitality of the University and its Complex Anal-
ysis Working Group is sincerely appreciated. The author particularly thanks Jean
Ruppenthal for his warm and generous invitation to work with his group. A visit
to the Oberwolfach Research Institute in 2013 as part of a Research in Pairs group
was also helpful in the formation of this article, for which the author extends grat-
itude to the Institute as well as to So¨nmez S¸ahutog˘lu for helpful discussions.
2. NOTATION AND BACKGROUND
We fix some notation used throughout the article. Our notation for derivatives
is ∂t :=
∂
∂t . We also use the index notation for derivatives: with α = (α1, . . . , αn) a
multi-index
∂αx = ∂
α1
x1 · · · ∂αnxn .
Multiplication of derivatives with −i come in handy when dealing with symbol
expansions of pseudodifferential operators and we will use the notation Dαx to
denote −i∂αx .
We let Ω ⊂ Rn be a smoothly bounded domain and define pseudodifferential
operators on Ω as in [12]:
Definition 2.1. We denote by Sα(Ω) the space of symbols a(x, ξ) ∈ C∞(Ω×Rn)
which have the property that for any given compact set, K, and for any n- tuples
k1 and k2, there is a constant ck1,k2(K) > 0 such that∣∣∣∂k1ξ ∂k2x a(x, ξ)∣∣∣ ≤ ck1,k2(K) (1+ |ξ|)α−|k1| ∀x ∈ K, ξ ∈ Rn.
Associated to the symbols in class Sα(Ω) are the pseudodifferential operators,
denoted by Ψα(Ω). If u ∈ E ′(Ω), we can define u ∈ E ′(Rn) by using an exten-
sion by 0, and then define the Fourier Transform of the extended u. We denote the
transform of the extended distribution simply by û(ξ). The definition of pseudo-
differential operators on a domain Ω is given by
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Definition 2.2. We say an operator A : E ′(Ω) → D ′(Ω) is in class Ψα(Ω) if A can
be written as an integral operator with symbol a(x, ξ) ∈ Sα(Ω):
(2.1) Au(x) =
1
(2pi)n
∫
Rn
a(x, ξ)û(ξ)eix·ξdξ.
In our applications in this article we will be dealing with operators defined on
all of R2n applied to functions defined on Ω (but which can be extended by 0 to the
whole space). The operators on Ω will thus be the composition of the restriction
to Ω operator with the pseudodifferential operators defined on R2n.
If we let χj be such that {χj ≡ 1}j is a covering of Ω, and let ϕj be a partition of
unity subordinate to this covering, then locally, we describe a boundary operator
A : E ′(Ω)→ D ′(Ω) in terms of its symbol, a(x, ξ) according to
Au =
1
(2pi)n
∫
a(x, ξ)χ̂ju(ξ)dξ
on supp ϕj. Then we can describe the operator A globally on all of Ω by
(2.2) Au =
1
(2pi)n ∑
j
ϕj
∫
a(x, ξ)χ̂ju(ξ)dξ.
The difference arising between the definitions in (2.1) and (2.2) is a smoothing term
[12], which we write as Ψ−∞u, to use the notation of Definition 2.2.
While Ψα(Ω)will denote a class of operators, the use of Ψα will be used to refer
to any operator in class Ψα(Ω). Furthermore, operators defined on the boundary
of a domain will be denoted with a subscript b. For instance, if A ∈ Ψα(∂Ω) we
write A = Ψαb .
In our use of Fourier transforms and equivalent symbols we use cutoffs in order
to make use of local coordinates, one of which being a defining function, denoted
by ρ, for the domain. We use ˜ to indicate transforms in tangential directions. Let
p ∈ ∂Ω and let (x1, . . . , xn−1, ρ) be local coordinates around p, (ρ < 0). Let χp(x, ρ)
denote a cutoff which is ≡ 1 near p and vanishes outside a small neighborhood of
p on which the local coordinates (x, ρ) are valid. Then with u ∈ L2(Ω) we write
χ̂pu(ξ, η) =
∫
χpu(x, ρ)e
−ixξe−iρηdxdρ
χ˜pu(ξ, ρ) =
∫
χpu(x, ρ)e
−ixξdx.
We also use the ˜ notation when describing transforms of functions supported on
the boundary. With notation and coordinates as above, we let ub(x) ∈ L2(∂Ω) and
write
˜χp(x, 0)ub(ξ) =
∫
χp(x, 0)ub(x)e
−ixξdx.
We want to apply pseudodifferential operator techniques to vector fields on a
smoothly bounded domain Ω ⊂ Cn. Let ρ be a smooth defining function for Ω
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(Ω = {z ∈ Cn : ρ(z) < 0}), normalized so that |∇ρ| = 1 on ∂Ω. We choose an
orthonormal basis of (1, 0) forms, ω1, . . . ,ωn in which ωn =
√
2∂ρ, and we denote
L1, . . . , Ln the vector fields respectively dual to the ωj.
We let T = 12i (Ln − Ln), and T0 = T|∂Ω. If we choose a boundary point p we
can choose local coordinates, as above, in a neighborhood of p such that Ln has the
form
Ln =
1√
2
∂
∂ρ
+ iT
=
1√
2
∂
∂ρ
+ iT0 +O(ρ)
=
1√
2
∂
∂ρ
+ i
∂
∂x2n−1
+O(ρ).
Similarly, in a neighborhood of p, we can represent the Lj vector fields as
(2.3) Lj =
1
2
(
∂
∂x2j−1
− i ∂
∂x2j
)
+
2n−1
∑
k=1
ℓ
j
k(x− p)
∂
∂xk
+O(ρ),
where ℓ
j
k(x) = O(x).
In Fourier space we use ξ to denote the dual variables to the x coordinates, ξi
corresponding to xi for i = 1, . . . , 2n− 1, and η dual to ρ. To help distinguish the
complex tangential behavior, we set ξ2L to be given by
ξ2L =
2n−2
∑
1
ξ2j .
We use the standard decomposition of the Fourier transform space to separate
three microlocal neighborhoods (see for instance [2, 7, 8, 10]). We let ψ+, ψ0, and
ψ− be a smooth partition of unity on the unit ball, |ξ| = 1. We choose the functions
so that ψ+ has support in ξ2n−1 > 12 |ξL| and ψ+ ≡ 1 in the region ξ2n−1 > 34 |ξL|.
The function ψ− is defined symmetrically: ψ− has support in ξ2n−1 < − 12 |ξL| and
ψ− ≡ 1 in the region ξ2n−1 < − 34 |ξL|. The function ψ0 has support in |ξ2n−1| <
3
4 |ξL| and satisfies ψ0 = 1− ψ+ − ψ−. We extend the functions radially, so that, in
particular, they satisfy
|∂kξ ψ∗| . |ξ|−k
outside of some compact neighborhood of ξ = 0. This last property ensures that
ψ+, ψ0, and ψ− are in the class of symbols, S0(R2n−1). Cutoffs are also introduced
so that (using the same notation for the functions) ψ0 ≡ 1 on a neighborhood of
ξ = 0 contained in |ξ| < 1. The radial extensions from the unit circle together
with the support of ψ0 near 0 are then to form a partition of unity of the transform
space, i.e., ψ+ + ψ0 + ψ− = 1 for all ξ ∈ R2n−1. The operators corresponding to
the symbols, ψ+, ψ0, and ψ−, will be denoted by Ψν+ , Ψν0 , and Ψν− , respectively.
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As mentioned above, we take an approach to calculating boundary value oper-
ators based on a pseudodifferential calculus for domains with boundary worked
out in [4]. In particular, we will make use of the results detailing the behavior
of functions which result from the application of pseudodifferential operators (in
R2n) to distributions supported on the boundary of the domain, as well as certain
operators applied to distributions with support in the whole domain (which can
be thought of as a distribution on all of R2n with an extension by 0). Let us recall
here a few results from [4]. The results in [4] were stated for half-planes and these
will be applied to domains Ω ⊂ Cn ≃ R2n, using local coordinates (x, ρ) with
ρ < 0 defining the domain.
We first define certain operators which appear in taking inverses to elliptic op-
erators:
Definition 2.3. Let A ∈ Ψ−k(R2n) for k ≥ 1 have the property that for any N ∈ N,
it can be written in the form
A = B+ Ψ−N ,
where B ∈ Ψ−k(R2n) has symbol, σ(B)(x, ρ, ξ, η), which is meromorphic (in η)
with poles at
η = q1(x, ρ, ξ), . . . , qk(x, ρ, ξ)
with qi(x, ρ, ξ) themselves, as well as the imaginary parts, Im qi, symbols of pseu-
dodifferential operators of order 1 (restricted to η = 0) such that for each ρ,
Resη=qiσ(B) ∈ Sk+1(R2n−1) with symbol estimates uniform in the ρ parameter.
We call such an operator, A, a decomposable operator.
The first theorem is taken from Theorems 2.2 and 2.4 of [4].
Theorem 2.4. Let g ∈ D(Ω) of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ Ws(∂Ω). Let
A ∈ Ψk(Ω), k ≤ −1 be a decomposable operator. Then for all s,
‖Ag‖Ws(Ω) . ‖gb‖Ws+k+1/2(∂Ω).
Theorem 2.4 for instance is applicable for any term arising in the symbol expan-
sion of the inverse to an elliptic differential operator. With A an elliptic differential
operator of order k, we can write for any N ∈ N,
(2.4) A−1 = B−k + Ψ−N
where B−k is a pseudodifferential operator of order−k and satisfies the conditions
of the B operator in Definition 2.3.
Thus for instance if △ is a second order elliptic differential operator on R2n,
and for some given s ≥ 0, gb ∈ Ws(∂Ω), with g = gb × δ(ρ) as above. Then △−1
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satisfies the hypothesis of Theorem 2.4 and we have
‖△−1g‖Ws+3/2(Ω) . ‖gb‖Ws(∂Ω).
We also have the following useful Lemmas.
Lemma 2.5. Let g ∈ D(Ω) be of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ D(∂Ω) .
Let A ∈ Ψk(Ω), be a pseudodifferential operator of order k. Let ρ denote the operator of
multiplication with ρ. Then ρ ◦ A induces a pseudodifferential operator of order k− 1 on
g:
ρAg ≡ Ψk−1g.
Let R denote the restriction operator, R : D(Ω) → D(∂Ω), given in local coor-
dinates (x, ρ) by Rφ = φ|ρ=0.
Lemma 2.6. Let g ∈ D(Ω) be of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ D(∂Ω) . Let
A ∈ Ψk(Ω), be an operator of order k, for k ≤ −2. Then R ◦ A induces a pseudodifferen-
tial operator in Ψk+1b (∂Ω) acting on gb via
R ◦ Ag ≡ Ψk+1b gb.
3. ∂¯-NEUMANN PROBLEM
We look more closely at the ∂¯-Neumann problem, u = f , where
 = ∂¯∂¯∗ + ∂¯∗ ∂¯.
For f a (0, q)-form, the equation u = f comprises a system of equations, and
we write our equations in matrix form. We use the convention of writing indices
with increasing entries: a particular index of length q, J = (j1, . . . , jq), is ordered
according to jl < jm for l < m. For the matrix we consider the ordering of two
indices, J1 = (j11, j12, . . . , j1q) and J2 = (j21, j22, . . . , j2q), according to J1 < J2 if
j1k < j2k for the first k such that j1k 6= j2k, and J1 = J2 if j1k = j2k for all k = 1, . . . q.
The rows (and columns) of the matrix are in order of increasing indices. Thus, for
instance, if we denote J1 = (1, 2, . . . , q), the (1, 1)-entry of the matrix corresponds
to the action on uJ1 which results in a form whose component is ω¯J1 . Similarly,
with J2 = (1, 2, . . . , q− 1, n), the (n− q+ 1, 1)-entry of the matrix corresponds to
the action on uJ1 which results in a form whose component is ω¯J2 , etc.
We want to calculate in general a Jth row of the matrix of operators describing
. We thus need to knowwhich forms would result in a ω¯J termwhen some input
form is given into. Let J = (j1, . . . , jq)with jm = k, where 1 ≤ k ≤ n, for some m.
We use the notation Jkˆ to denote the index of length q− 1 (j1, . . . , jm−1, jm+1, . . . , jq).
We further use the set notation Jkˆ ∪ {l} to denote the index of length q (we assume
the case l 6= ji for 1 ≤ i ≤ q, i 6= m) consisting of the set {j1, . . . , jm−1, jm+1, . . . , jq, l}
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in the appropriate order (recall a particular index K = (k1, . . . , kq) is ordered if
kr < ks for r < s).
Since ∂¯ increases the type of the form by 1 and ∂¯∗ decreases it by one, we see it is
when  operates on a form of the type uJkˆ∪{l}ω¯Jkˆ∪{l} that a ω¯J term would result.
And so we calculate uJkˆ∪{l}ω¯Jkˆ∪{l}. With abuse of notation, for a prescribed J,
we write ukl in place of uJkˆ∪{l}, assuming k 6= l, with the obvious simplification in
dimension 2.
We use our notation in the case k 6= l, although the case k = l is also in-
cluded in the same calculations. We start with the ω¯Jkˆ components resulting from
∂¯∗
(
uklω¯Jkˆ∪{l}
)
. We use the notation
(3.1) cJ
J∪{m} = ∂¯(ω¯J)⌋ω¯J∪{m},
and for j = 1, . . . , n, we define dj according to an integration by parts
(φ, Ljϕ) =
(
(−Lj + dj)φ, ϕ
)
for φ, ϕ ∈ C∞0 (Ω) with support in a coordinate patch such that so that Lj can be
written in terms of local coordinates as in (2.3).
From(
∂¯∗uklω¯Jkˆ∪{l}, ϕω¯Jkˆ
)
=
(
uklω¯Jkˆ∪{l}, ∂¯(ϕω¯Jkˆ)
)
=
(
uklω¯Jkˆ∪{l}, Llϕω¯l ∧ ω¯Jkˆ + c
Jkˆ
Jkˆ∪{l}
ϕω¯Jkˆ∪{l}
)
=
(
ukl , ε
l Jkˆ
Jkˆ∪{l}
Llϕ + c
Jkˆ
Jkˆ∪{l}
ϕ
)
,
where we write, for some index K = (k1, . . . kq−1) and mK = (m, k1, . . . kq−1),
εmKK∪{m} = ω¯mK⌋ω¯K∪{m},
we have
(3.2) ∂¯∗
(
uklω¯Jkˆ∪{l}
)
=
(
ε
l Jkˆ
Jkˆ∪{l}
(−Ll + dl) ukl + cJkˆJkˆ∪{l}ukl
)
ω¯Jkˆ + · · · ,
with ϕ some test function, where the · · · refers to terms whose contraction with
ω¯Jkˆ results in 0 (and which contain a ω¯l component). And thus
∂¯∂¯∗uklω¯Jkˆ∪{l} =
(
ε
l Jkˆ
Jkˆ∪{l}
Lk (−Ll + dl) ukl + cJkˆJkˆ∪{l}Lkukl
)
ω¯k ∧ ω¯Jkˆ
− εl Jkˆ
Jkˆ∪{l}
c
Jkˆ
J Lluklω¯J + · · ·
=
(
− εl Jkˆ
Jkˆ∪{l}
ε
kJkˆ
J LkLlukl +
(
ε
l Jkˆ
Jkˆ∪{l}
ε
kJkˆ
J dl + ε
kJkˆ
J c
Jkˆ
Jkˆ∪{l}
)
Lkukl
− εl Jkˆ
Jkˆ∪{l}
c
Jkˆ
J Llukl
)
ω¯J + · · · ,(3.3)
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where here the · · · refers to terms which upon contraction with ω¯J result in 0 as
well as zero order terms.
We note that the calculations also show
(3.4) ∂¯∂¯∗uJω¯J = ∑
l∈J
(
− LlLluJ +
(
dl + ε
l Jlˆ
J c
Jlˆ
J
)
LluJ − εl JlˆJ c
Jlˆ
J LluJ
)
ω¯J + · · · .
Similarly, to calculate ∂¯∗ ∂¯uklω¯Jkˆ∪{l} we start with
∂¯uklω¯Jkˆ∪{l} =
(
ε
kJkˆ∪{l}
J∪{l} Lkukl + c
Jkˆ∪{l}
J∪{l} ukl
)
ω¯J∪{l}
modulo terms whose contraction with ω¯J∪{l} result in 0. As in (3.2), we have
∂¯∗vω¯J∪{l} =
(
ε
l J
J∪{l}(−Ll + dl)v+ c
J
J∪{l}v
)
ω¯J
modulo termswhose contractionwith ω¯J result in 0, whichwhen applied to ∂¯uklω¯Jkˆ∪{l}
above, yields
∂¯∗ ∂¯uklω¯Jkˆ∪{l} =
(
− εl J
J∪{l}ε
kJkˆ∪{l}
J∪{l} LlLkukl
+ εl J
J∪{l}ε
kJkˆ∪{l}
J∪{l} dlLkukl + ε
kJkˆ∪{l}
J∪{l} c
J
J∪{l}Lkukl
− εl J
J∪{l}c
Jkˆ∪{l}
J∪{l} Llukl
)
ω¯J + · · · ,(3.5)
where the . . . refers to terms whose contraction with ω¯J result in 0 as well as terms
of order 0. And similarly,
∂¯∗ ∂¯uJω¯J =∑
l/∈J
(
− LlLluJ +
(
dl + ε
l J
J∪{l}c
J
J∪{l}
)
LluJ
− εl J
J∪{l}c
J
J∪{l}LluJ
)
ω¯J + · · · .(3.6)
Adding (3.4) and (3.6) yields uJω¯J:
uJω¯J = −∑
l∈J
LlLluJω¯J −∑
l/∈J
LlLluJω¯J
+
(−1)
|J|
(
−cJnˆJ LnuJω¯J + cJnˆJ Ln
)
uJω¯J + dnLnuJω¯J + · · · n ∈ J
(−1)|J|
(
cJ
J∪{n}Ln − c
J
J∪{n}Ln
)
uJω¯J + dnLnuJω¯J + · · · n /∈ J.
We only collect the (complex) normal derivatives, as they are enough to determine
the behavior of the relevant boundary value operators in the direction of the field
T (see the discussion at the end of Section 5). The terms included in the · · · thus
refer to terms which are orthogonal to ω¯J, of zero order, or involve only vector
fields orthogonal to Ln or Ln.
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The two cases can be combined into the single expression
uJω¯J = −∑
l∈J
LlLluJω¯J −∑
l/∈J
LlLluJω¯J
+(−1)|J∪{n}|
(
c
J\{n}
J\{n}∪{n}Ln − c
J\{n}
J\{n}∪{n}Ln
)
uJω¯J + dnLnuJω¯J + · · · .
We now add (3.3) and (3.5) to obtainuklω¯Jkˆ∪{l}. To simplify the result we note
(3.7) εl J
J∪{l}ε
kJkˆ∪{l}
J∪{l} = −ε
l Jkˆ
Jkˆ∪{l}
ε
kJkˆ
J
for k 6= l, and as we are only interested in the complex normal derivatives, in
comparing εl J
J∪{l}c
Jkˆ∪{l}
J∪{l} and ε
l Jkˆ
Jkˆ∪{l}
c
Jkˆ
J we look at the case l = n, for which we have
εnJ
J∪{n}c
Jkˆ∪{n}
J∪{n} = −ε
nJkˆ
Jkˆ∪{n}
c
Jkˆ
J .
Similarly, in comparing ε
kJkˆ∪{l}
J∪{l} c
J
J∪{l} and ε
kJkˆ
J c
Jkˆ
Jkˆ∪{l}
we are only interested in the
case k = n for which
ε
nJnˆ∪{l}
J∪{l} c
J
J∪{l} = −ε
nJnˆ
J c
Jnˆ
Jnˆ∪{l}.
We thus can write, by adding (3.3) and (3.5),
uklω¯Jkˆ∪{l} = −ε
l Jkˆ
Jkˆ∪{l}
ε
kJkˆ
J [Lk, Ll ]uklω¯J
for k 6= l, modulo terms with the vector fields Lj or Lj for j = 1, . . . n − 1, zero
order terms, or forms orthogonal to ω¯J.
We collect our results in the following proposition:
Proposition 3.1. Modulo the vector fields Lj or Lj acting on components of u for j =
1, . . . n− 1, zero order terms, or forms orthogonal to ω¯J, we have
i) 
(
uJω¯J
)
= −∑
l∈J
LlLluJω¯J −∑
l/∈J
LlLluJω¯J
+ (−1)|J∪{n}|
(
c
J\{n}
J\{n}∪{n}Ln − c
J\{n}
J\{n}∪{n}Ln
)
uJω¯J + dnLnuJω¯J
ii) uJkˆ lω¯Jkˆ∪{l} = −ε
l Jkˆ
Jkˆ∪{l}
ε
kJkˆ
J [Lk, Ll ]uklω¯J.
4. THE DIRICHLET TO NEUMANN OPERATOR
The Dirichlet to Neumann operator (DNO) is the boundary value operator giv-
ing the outward normal derivative of the solution to a Dirichlet problem. We look
at the DNO corresponding to the operator 2. We study the solution, v, which
solves
2v =0 in Ω
v =gb on ∂Ω,
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and we obtain an expression for ∂v∂ρ (modulo smooth terms) near a given point
p ∈ ∂Ω in terms of gb.
If χp is a smooth cutoff function with support in a small neighborhood of p and
χ′p a smooth cutoff such that χ′p ≡ 1 on supp χp, we have
2(χpv) =Ψ
1(χ′pv) on Ω(4.1)
χpv =χpgb on ∂Ω.
The term Ψ1(χ′pv) above arises due to derivatives falling on the cutoff function
χp. The use of the cutoff function allows us to consider the equation locally, and
is equivalent to using pseudodifferential operators with symbols defined in local
coordinate patches, with one of the coordinates given by ρ. We thus consider v to
be supported in a neighborhood of a given boundary point, p ∈ ∂Ω.
To study the operator and the associated boundary operators, we consider the
equationv = 0 for a (0, q)-form v. In a small neighborhood of a boundary point,
which we take to be 0 ∈ ∂Ω, we write the vector fields, Lj in local coordinates as
in (2.3):
(4.2) Lj =
1
2
(
∂
∂x2j−1
− i ∂
∂x2j
)
+
2n−1
∑
k=1
ℓ
j
k(x)
∂
∂xk
+O(ρ),
where ℓ
j
k(x) = O(x). Also we recall from Section 2, the representation of Ln:
(4.3) Ln =
1√
2
∂
∂ρ
+ i
∂
∂x2n−1
+O(ρ).
We use the symbol notation
σ(∂ρ) = iη
σ(∂x j) = iξ j j = 1, . . . , 2n− 1.
The second order terms of the (diagional matrix) operator in  from Proposition
3.1 are given by
−∑
l∈J
LlLl −∑
l/∈J
LlLl .
Expanding this operator using (4.2) and (4.3), we write in local coordinates
−∑
l∈J
LlLl −∑
l/∈J
LlLl = −12
(
∂2
∂ρ2
+
1
2 ∑
j
∂2
∂x2j
+ 2
∂2
∂x22n−1
+
2n−1
∑
j,k=1
ljk
∂2
∂xj∂xk
)
+O(ρ),
where ljk = O(x), and modulo first order terms. We define the operator Γ to be
given by the terms without a ρ factor on the right hand side:
Γ := −
(
∂2
∂ρ2
+
1
2 ∑
j
∂2
∂x2j
+ 2
∂2
∂x22n−1
+
2n−1
∑
j,k=1
ljk
∂2
∂xj∂xk
)
.
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We let Lbj for j = 1, . . . , n− 1 be defined by
σ(Lbj) = σ(Lj)
∣∣
ρ=0
.
Then we have
σ2() =
1
2
η2 + ξ22n−1 +
n−1
∑
j=1
σ(Lbj)σ(Lbj) +O(ρ)O(ξ
2)
=
1
2
η2 + ξ22n−1 +
1
4
2n−2
∑
j=1
ξ2j +O(x)O(ξ
2) +O(ρ)O(ξ2)
=
1
2
σ(Γ) +O(ρ)O(ξ2).
We use the Kohn-Nirenberg notation, σj to denote the part of a symbol homoge-
neous of degree j in ξ and η in its symbol expansion.
Let us now denote
Ξ2(x, ξ) =2ξ22n−1 + 2
n−1
∑
j=1
σ(Lbj)σ(Lbj)
=2ξ22n−1 +
1
2
2n−2
∑
j=1
ξ2j +O(x)O(ξ
2)(4.4)
so that we can write
σ(Γ) = η2 + Ξ2(x, ξ).
We now collect the second orderO(ρ) terms from 2 in an operator, τ, i.e.
σ(τ)
∣∣∣
ρ=0
= 2
∂
∂ρ
σ2()
∣∣∣
ρ=0
,
and all tangential first order operators in the expression of the operator 2 as
in Proposition 3.1 into a pseudodifferential operator, denoted A. We also denote
by the operator S the zero order operator which is multiplication by the (matrix)
coefficient of ∂∂ρ in the operator 2.
With the notation v|ρ=0 = gb(x), the equation 2v = 0 can be written locally as
(4.5) Γv+
√
2S
(
∂v
∂ρ
)
+ Av+ ρτ(v) = 0.
The Dirichlet to Neumann operator (DNO) is defined here as the boundary op-
erator producing the boundary values of the outward normal derivative of the
solution to the Poisson equation 2v = 0, with boundary values v = gb on ∂Ω. In
the equation (4.5) above, the DNO can be found by solving for ∂ρv
∣∣
ρ=0
.
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We rewrite (4.5) using Fourier Transforms, extending (4.5) to R2n by 0. Let E
denote the extension by 0. The term E ◦ Γv can be written
E ◦ Γv = Γ ◦ Ev− 1
(2pi)2n
∫ (
∂ρ v˜
∣∣∣
ρ=0
+ iηg˜b(ξ)
)
eiρηeix·ξdξdη.
For ease of notation, we will disregard the extension operator, E, and instead use
the subscript int to signify an operator is to be applied to the extension by 0 to R2n
of a distribution defined in Ω. With this convention, we write
Γv = Γintv− 1(2pi)2n
∫ (
∂ρv˜
∣∣∣
ρ=0
+ iηg˜b(ξ)
)
eiρηeix·ξdξdη,
where Γ on the left-hand side is to be understood as an operator Γ : D ′(Ω) →
D ′(R2n) via (left-side) composition with E, and where Γint : D ′(R2n) → D ′(R2n)
has as symbol:
σ (Γint) = η
2 + Ξ2(x, ξ).
The term S
(
∂v
∂ρ
)
can be written
S
(
∂v
∂ρ
)
=
1
(2pi)2n
∫
s(x, ρ)iηv̂(ξ, η)eiρηeix·ξdξdη +
1
(2pi)2n
∫
s(x, 0)g˜b(ξ)e
ix·ξdξ
:= Sintv+ Sbgb,
where similarly the left-hand side is understood to be composed on the left by E,
and where Sint := S ◦ E. We have σ(Sint) = s(x, ρ)iη, and Sb ∈ Ψ0(∂Ω) with
σ(Sb) = s(x, 0). From Proposition 3.1, s(x, ρ) is a diagonal matrix (of smooth
functions).
We now rewrite (4.5) as
Γintv =
1
(2pi)2n
∫ (
∂ρv˜
∣∣∣
ρ=0
+ iηg˜b(ξ)
)
eiρηeix·ξdξdη
−
√
2Sintv−
√
2Sbgb − Av− ρτv,
where v is understood to be extended by 0 to all of R2n.
Γint is an elliptic operator on R
2n and so we can apply an inverse to Γint:
v =
1
(2pi)2n
Γ−1int ◦
∫ (
∂ρ v˜
∣∣∣
ρ=0
+ iηg˜b(ξ)
)
eiρηeix·ξdξdη
−
√
2Γ−1int ◦ Sintv−
√
2Γ−1int ◦ Sbgb − Γ−1int ◦ Av− Γ−1int ◦ (ρτv)(4.6)
modulo smoothing terms. The idea behind our calculations of the DNO is to write
∂ρv
∣∣∣
ρ=0
= Λ1bgb + Λ
0
bgb + · · · , insert this expansion into the first integral on the
right-hand side of (4.6), set ρ = 0 in (4.6), and equate terms with the same order,
or, equivalently, of the same degree in Ξ(x, ξ) (see [1] for another approach).
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We first prove a Proposition about the Poisson operator, giving the solution,
v, above. In order to consolidate the various smoothing terms which arise, we
write R−∞b to include the restriction to ρ = 0 of any sum of smoothing opera-
tors in Ψ−∞(Ω) applied to v, or smoothing operators in Ψ−∞b (∂Ω) applied to the
boundary values gb or ∂ρv|ρ=0. We also write R−∞ to include any sum of smooth-
ing operators in Ψ−∞(Ω) applied to v, smoothing operators in Ψ−∞(Ω) applied
to gb × δ(ρ) or ∂ρv|ρ=0 × δ(ρ), or decomposable operators in Ψ−k(Ω) for k ≥ 1
applied to R−∞b (such terms can thus be estimated in terms of smooth boundary
terms, see Theorem 2.4) as well as smoothing operators in Ψ−∞(Ω) applied to
R−∞b . From the definitions we have R (R
−∞) = R−∞b .
Estimates for the Poisson operator corresponding to an elliptic operator were
worked out in [4]. In those results, the highest order term of the DNO was also
calculated. The calculations here follow those in [4] to find the Poisson operator
corresponding to . As the operator, , is slightly different than the operator
considered in the author’s earlier work (namely in the first order terms), and as
the Poisson operator will be used to obtain the lower order terms of the DNO, we
go through the calculations in detail, obtaining first an expression for the Poisson
operator, and then calculating the DNO.
We define the Poisson operator corresponding to  as the solution operator, P,
mapping (0, q)-forms on ∂Ω to (0, q)-forms on Ω, to
(4.7)
2 ◦ P = 0
R ◦ P = I.
We assume the classical results guaranteeing existence and uniqueness of a solu-
tion.
Theorem 4.1. Let gb be a (0, q)-form on ∂Ω; each component of gb is a distribution
supported on ∂Ω. Let g = gb(x)× δ(ρ) in local coordinates. Then
Pg = Ψ−1g+ R−∞.
Proof. From (4.6), we have modulo R−∞
v =
1
(2pi)2n
∫ ∂ρv˜(ξ, 0) + iηg˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
−
√
2Γ−1int ◦ S
(
∂v
∂ρ
)
− Γ−1int ◦ A(v)− Γ−1int ◦ ρτ(v)
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g+ Ψ−2v,(4.8)
locally, in a small neighborhood of the origin; we recall, using the pseudodiffer-
ential analysis, we consider v to have compact support in a neighborhood of a
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boundary point, which we take to be the origin, and the pseudodifferential opera-
tors are also composed on the left with cutoffs with support in a neighborhood of
the origin; see the discussion in Section 2 as well as the discussion following (4.1).
For ease of notation, we omit the writing of the cutoffs. We will also omit mention
of the smooth R−∞ terms, inserting them again at the end of the calculations.
We note the terms Γ−1int ◦ S
(
∂v
∂ρ
)
and Γ−1int ◦ A(v) contribute terms Ψ−1v and
Ψ−2g.
To handle the term
(4.9) Γ−1int ◦ ρτ(v),
we write the operator τ using the form of its symbol
σ(τ) =
2n−1
∑
j,k=1
τ jk(x, ρ)ξ jξk,
and we rearrange (4.8) as
v =
1
(2pi)2n
∫ ∂ρ v˜(ξ, 0) + iηg˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+
1
(2pi)2n
∫
ρ
∑j,k τ
jk(x, ρ)ξ jξk
η2 + Ξ2(x, ξ)
v̂(ξ, η)eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g+ Ψ−1v,
as the terms involving the operators S and A are included in the last two remainder
terms. We then bring the second term on the right to the left-hand side:
1
(2pi)2n
∫ (
1−ρ ∑j,k τ
jk(x, ρ)ξ jξk
η2 + Ξ2(x, ξ)
)
v̂(ξ, η)eixξeiρηdξdη =
1
(2pi)2n
∫ ∂ρ v˜(ξ, 0) + iηg˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g+ Ψ−1v.(4.10)
For small enough ρ (which, without loss of generality, can be assumed by choos-
ing the cutoffs defining the pseudodifferential operators appropriately small) the
symbol
(4.11) 1− ρ
∑
2n−1
j,k=1 τ
jk(x, ρ)ξ jξk
η2 + Ξ2(x, ξ)
is non-zero, and so (shrinking the support of v if necessary)we can apply a parametrix
of the operator with symbol (4.11) to both sides of (4.10). We note the symbol of
such an operator is of the form 1+ O(ρ), where the second term is a symbol of
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class S0(Ω), which is O(ρ). We obtain
v =
1
(2pi)2n
∫
(1+O(ρ))
∂ρ v˜(ξ, 0) + iηg˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g+ Ψ−1v.(4.12)
From Lemma 2.5 we have that
1
(2pi)2n
∫
O(ρ)
∂ρ v˜(ξ, 0) + iηg˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
= Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g.
Returning to (4.12) we write
v =
1
(2pi)2n
∫ ∂ρv˜(ξ, 0) + iηg˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g+ Ψ−1v.(4.13)
The expression above is locally confined to a neighborhood of the origin, but using
coverings and a partition of unity (as in the explanation in (2.2)) we can obtain an
expression for v on all of Ω. Then inverting an operator of the form I −Ψ−1 gives
an expression for v on Ω:
(4.14) v = Ψ−2
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−1g+ Ψ−∞v,
as a vector-valued relation, with matrix-valued pseudodifferential operators.
Using the residue calculus, we can take an inverse transform in (4.13) with re-
spect to η. For ρ → 0+, we have
0 =
1
(2pi)2n
2pii
(∫
1
2i|Ξ(x, ξ)|∂ρv˜(ξ, 0)e
ixξdξ −
∫ |Ξ(x, ξ)|
2i|Ξ(x, ξ)| g˜b(ξ)e
ixξdξ
)
+ R ◦Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ R ◦Ψ−2g+ R ◦Ψ−1v
=
1
(2pi)2n−1
∫ (
1
2|Ξ(x, ξ)|∂ρv˜(ξ, 0)−
1
2
g˜b(ξ)
)
eixξdξ
+ Ψ−2b
(
∂ρv
∣∣
ρ=0
)
+ Ψ−1b gb + R ◦Ψ−1v,
where we apply Lemma 2.6 to the terms with operators R ◦Ψ−3 and R ◦Ψ−2 in the
second step. We can now invert the operator with symbol 1/2|Ξ(x, ξ)| and solve
for ∂ρv|ρ=0:
(4.15)
∂v
∂ρ
(x, 0) =
∫
|Ξ(x, ξ)|g˜b(ξ)eixξdξ + Ψ0bgb + Ψ1b ◦ R ◦Ψ−1v,
locally, in a small neighborhood of the origin. Alternatively, we could in a similar
manner use the residue calculus to take an inverse transform with respect to η in
(4.13) and calculate for ρ → 0− with the same result.
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For the term Ψ1b ◦ R ◦Ψ−1v we insert (4.14) in the argument:
Ψ1b ◦ R ◦Ψ−1v =Ψ1b ◦ R ◦Ψ−1
(
Ψ−2
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−1g+ Ψ−∞v
)
=Ψ1b ◦ R ◦Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ1b ◦ R ◦Ψ−2g+ Ψ1b ◦ R ◦Ψ−∞v
=Ψ1b ◦Ψ−2b
(
∂ρv
∣∣
ρ=0
)
+ Ψ1b ◦Ψ−1b gb + R ◦Ψ−∞v
=Ψ−1b
(
∂ρv
∣∣
ρ=0
)
+ Ψ0bgb + R
−∞
b v.
(4.15) above leads to the well-known result that the DNO is a first order operator
on the boundary data, with principal term |Ξ(x, ξ)|:
∂v
∂ρ
∣∣∣∣
ρ=0
=
∫
|Ξ(x, ξ)|g˜b(ξ)eixξdξ + Ψ0bgb + Ψ−1b
(
∂ρv
∣∣
ρ=0
)
+ R−∞b v.
Again, using a covering and the local expressions to obtain a global relation,
and solving for (the vector) ∂ρv
∣∣
ρ=0
, and absorbing extra Ψ−∞b
(
∂ρv
∣∣
ρ=0
)
terms
into the remainder term, R−∞b , leads to the expression:
(4.16) ∂ρv
∣∣
∂Ω
= |D|gb + Ψ0bgb + R−∞b
where |D| is defined as the first order operator with symbol locally given by
σ(|D|) = |Ξ(x, ξ)|.
We can now insert (4.16) in (4.13) and obtain in a small neighborhood of the
origin
v =
1
(2pi)2n
∫
(|Ξ(x, ξ)|+ iη)g˜b(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g+ Ψ−1v+ Ψ−2R−∞b
=
i
(2pi)2n
∫
g˜b(ξ)
η + i|Ξ(x, ξ)| e
ixξeiρηdξdη
+ Ψ−3
(
(Ψ1bgb + R
−∞
b )× δ(ρ)
)
+ Ψ−2g+ Ψ−1v+ R−∞,
which we write as
(4.17) v = Ψ−1g+ Ψ−1v+ R−∞.
We thus obtain
v = Ψ−1g+ R−∞,
on all of Ω. 
From the proof of the Theorem we also have the principal symbol of the opera-
tor Ψ−1 acting on gb × δ(ρ); it is given locally by (the diagonal matrix)
(4.18)
i
η + i|Ξ(x, ξ)| ,
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which we note for future reference. Using the representation as in (4.16),
(4.19) ∂ρv
∣∣
∂Ω
= Ψ1bgb + R
−∞
b ,
we can obtain with Lemma 2.4 estimates for the Poission operator.
We first handle the smooth terms, R−∞ and R−∞b :
Lemma 4.2. For R−∞ and R−∞b , and gb, defined as above, we have for all s
‖R−∞‖Ws(Ω) . ‖gb‖L2(∂Ω)
and
‖R−∞b ‖Ws(∂Ω) . ‖gb‖L2(∂Ω).
Proof. We note the L2 estimates for the Poisson operator, ‖P(g)‖L2(Ω) . ‖gb‖L2(∂Ω)
(see for instance [9]).
For R−∞, we have by definition
‖R−∞‖Ws(Ω) .‖u‖W−∞(Ω) + ‖gb‖W−∞(∂Ω) + ‖∂ρu
∣∣
∂Ω
‖W−∞(∂Ω)
.‖gb‖L2(∂Ω) + ‖∂ρu
∣∣
∂Ω
‖W−∞(∂Ω)
for any s ≥ 0.
We can estimate boundary values of a term, ∂ρu
∣∣
∂Ωj
by assuming support in a
neighborhood of ∂Ω intersected with Ω and writing
∂ρu
∣∣
ρ=0
=
∫ 0
−∞
∂2ρudρ
=
∫ 0
−∞
D2t udρ +
∫ 0
−∞
(
φ1∂ρu+ φ2u
)
dρ,
where D2t is a second order tangential operator, and φ1 and φ2 are smooth with
support in the interior of Ω. From interior regularity, we have
‖φju‖W2(Ω) . ‖gb‖L2(∂Ω).
Thus, applying a tangential smoothing operator to both sides and integrating
yields
‖∂ρu
∣∣
∂Ω
‖W−∞(∂Ω) . ‖gb‖L2(∂Ω).
Hence,
‖R−∞‖Ws(Ω) . ‖gb‖L2(∂Ω).
The estimates for R−∞b follow similarly. 
Theorem 4.3. Let P be the Poisson operator on Ω for the system (4.7). Then for s ≥ 0
‖P(g)‖Ws+1/2(Ω) . ‖gb‖Ws(∂Ω).
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Proof. We use the representation P(g) = Ψ−1g + R−∞ as in Theorem 4.1, where
the Ψ−1 operator is decomposable. The estimates then follow from Theorem 2.4
and Lemma 4.2. 
Included in the proof of Theorem 4.1 is the calculation of the highest order term
of the DNO; from (4.16) we have in particular the first component of the DNO,
which we write as, N− (the − superscript to denote we compute the outward
pointing normal derivative):
Theorem 4.4.
(4.20) N−g = |D|gb + Ψ0b(gb) + R−∞b .
We now want to write out the highest order terms included in Ψ0b(g) in (4.20).
That is to say, writing ∂ρv
∣∣∣
ρ=0
= Λ1bgb + Λ
0
bgb + · · · , we have Λ1b = |D|, and we
want to calculate an expression for the operator Λ0b.
Recall in (4.6) we had the relation
v =
1
(2pi)2n
Γ−1int ◦
∫ (
∂ρ v˜
∣∣∣
ρ=0
+ iηg˜b(ξ)
)
eiρηeix·ξdξdη
−
√
2Γ−1int ◦ Sintv−
√
2Γ−1int ◦ Sbgb − Γ−1int ◦ Av− Γ−1int ◦ (ρτv)
modulo smooth terms. With ∂ρv
∣∣∣
ρ=0
= Λ1bgb + Λ
0
bgb + · · · , and using
1
(2pi)2n
Γ−1int ◦
∫ (
∂ρ v˜
∣∣∣
ρ=0
+ iηg˜b(ξ)
)
eiρηeix·ξdξdη = Θ+g+ Ψ−2g+ R−∞,
we can write the relation as
v =Θ+g+ Ψ−2g+ Γ−1int ◦Λ0bg−
√
2Γ−1int ◦ Sintv−
√
2Γ−1int ◦ Sbgb
− Γ−1int ◦ Av− Γ−1int ◦ (ρτv) + R−∞,(4.21)
where Θ+ is defined by
σ(Θ+) = i
1
η + i|Ξ(x, ξ)| .
The pseudodifferential calculus also yields the principal term of the Ψ−2 operator
in (4.21). The operator arises in the expansion of the symbol for the inverse, Γ−1int :
σ
(
Γ−1int
)
=
1
η2 + Ξ2(x, ξ)
+
∂ξΞ
2 · DxΞ2
(η2 + Ξ2(x, ξ))3
+ · · · .
And so the principal symbol of the Ψ−2 operator in (4.21) is given by
(4.22)
∂ξ Ξ
2 · DxΞ2
(η2 + Ξ2(x, ξ))3
(|Ξ(x, ξ)|+ iη) = ∂ξΞ
2 · ∂xΞ2
(η2 + Ξ2(x, ξ))2(η + i|Ξ(x, ξ)|) .
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For the term Λ0b, we set ρ = 0 in (4.21) and look at the terms of order −1 in
Ξ(x, ξ). The first term, Θ+ leads to a term which is homogeneous of order 0 in
|Ξ(x, ξ)|. We go through the other terms individually. For the operator with sym-
bol as in (4.22) we calculate
1
(2pi)2n
∫ ∂ξΞ2 · ∂xΞ2
(η2 + Ξ2(x, ξ))2(η + i|Ξ(x, ξ)|) g˜b(ξ)e
iξxdηdξ
=− 3i
(2pi)2n−1
∫ ∂ξ Ξ2 · ∂xΞ2
16Ξ4(x, ξ)
g˜b(ξ)e
iξxdξ.
Next, we have
R ◦ Γ−1int ◦Λ0bg =
1
(2pi)2n−1
∫
Λ˜0bgb(ξ)
2|Ξ(x, ξ)| e
iξxdξ + Ψ−2b g.
For terms involving v we use the expression
(4.23) v = Θ+g+ Ψ−2g
modulo smoothing terms as in Theorem 4.1.
With (4.23), and s0(x) := s(x, 0), we thus have
R ◦ Γ−1int ◦ Sintv =−
1
(2pi)2n
∫
s0(x)
η
η2 + Ξ2(x, ξ)
g˜b(ξ)
η + i|Ξ(x, ξ)|dηe
ix·ξdξ
=− 1
(2pi)2n−1
∫
s0(x)
g˜b(ξ)
4|Ξ(x, ξ)|e
ix·ξdξ,
modulo lower order terms. Note that anyO(ρ) terms froman expansion of s(x, ρ) =
s0(x) +O(ρ) lead to lower order terms by Lemma 2.5.
Next,
R ◦ Γ−1int ◦ Sbgb =
1
(2pi)2n
∫
s0(x)
g˜b(ξ)
η2 + Ξ2(x, ξ)
dηeix·ξdξ
=
1
(2pi)2n−1
∫
s0(x)
g˜b(ξ)
2|Ξ(x, ξ)|e
ix·ξdξ,
modulo lower order terms.
Similar to the calculation involving Γ−1int ◦ Sintv above, we have for Γ−1int ◦ Av
R ◦ Γ−1int ◦ Av =
1
(2pi)2n−1
∫
a0(x, ξ)
g˜b(ξ)
4Ξ2(x, ξ)
eix·ξdξ
modulo lower order terms, where a0(x, ξ) = σ(A)
∣∣
ρ=0
.
For the term, Γ−1int ◦ (ρτv), we use
ρτv = ρτ ◦Θ+g+ · · · ,
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where the · · · means lower order terms or smoothing terms. Hence, modulo lower
order terms, we have
ρτv =ρτ ◦Θ+g
=ρ
i
(2pi)2n ∑
jk
∫ τ jk0 (x)ξ jξk
η + i|Ξ(x, ξ)| g˜b(ξ)e
iρηeixξdηdξ
=
1
(2pi)2n ∑
jk
∫ τ jk0 (x)ξ jξk
(η + i|Ξ(x, ξ)|)2 g˜b(ξ)e
iρηeixξdηdξ,
where τ
jk
0 (x) := τjk(x, 0), and thus
Γ−1int (ρτv) =
1
(2pi)2n ∑
jk
∫
1
η2 + Ξ2(x, ξ)
τ
jk
0 (x)ξ jξk
(η + i|Ξ(x, ξ)|)2 g˜b(ξ)e
iηρeiξxdηdξ
=
1
(2pi)2n ∑
jk
∫
1
η − i|Ξ(x, ξ)|
τ
jk
0 (x)ξ jξk
(η + i|Ξ(x, ξ)|)3
g˜b(ξ)e
iηρeiξxdηdξ,
again, modulo lower order terms. Integrating over η and setting ρ = 0 yields
R ◦ Γ−1int (ρτv) =−
1
(2pi)2n−1
1
8 ∑
jk
∫ τ jk0 (x)ξ jξk
|Ξ(x, ξ)|3 g˜b(ξ)e
iξxdξ,
modulo Ψ−2b gb and smoothing terms.
We can now read off the symbols homogeneous of degree -1 with respect to |ξ|
in (4.21):
0 =− 1
(2pi)2n−1
3i
16
∫ ∂ξ Ξ2 · ∂xΞ2
Ξ4(x, ξ)
g˜b(ξ)e
iξxdξ +
1
(2pi)2n−1
1
2
∫ Λ˜0bgb
|Ξ(x, ξ)| e
iξxdξ
− 1
(2pi)2n−1
√
2
4
∫
s0(x)
g˜b(ξ)
|Ξ(x, ξ)| e
iξxdξ − 1
(2pi)2n−1
1
4
∫
a0(x, ξ)
g˜b(ξ)
Ξ2(x, ξ)
eiξxdξ
+
1
(2pi)2n−1
1
8 ∑
jk
∫ τ jk0 (x)ξ jξk
|Ξ(x, ξ)|3 g˜b(ξ)e
iξxdξ.
Solving for σ(Λ0b)(x, ξ) yields the
Proposition 4.5.
σ(Λ0b) =
√
2
2
s0(x) +
a0(x, ξ)
2|Ξ(x, ξ)| −
1
4 ∑
jk
τ
jk
0 (x)ξ jξk
Ξ2(x, ξ)
+
3i
8
∂ξΞ
2 · ∂xΞ2
|Ξ(x, ξ)|3 .
Finally, we can state the
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Theorem 4.6. Modulo pseudodifferential operators of order −1, the symbol for N− is
given by
σ(N−)(x, ξ) =|Ξ(x, ξ)|
+
√
2
2
s0(x) +
a0(x, ξ)
2|Ξ(x, ξ)| −
1
4 ∑
jk
τ
jk
0 (x)ξ jξk
Ξ2(x, ξ)
+
3i
8
∂ξΞ
2 · ∂xΞ2
|Ξ(x, ξ)|3 .
This is the same as Theorem 1.2 in [1].
5. THE ZERO ORDER TERM
In this section we will look at the zero order term of the DNO, and note its
possible vanishing under the hypothesis of a weakly pseudoconvex domain. The
vector field (Ln − Ln)/2i will play a special role in the following sections and the
behavior of the boundary value operators in its direction will be studied now. We
use the terminology transverse tangential to refer to a vector field which is tangen-
tial and transverse to the complex tangent space (also called the vector field of the
”missing direction” or the ”bad direction” in the literature).
We start by recalling our notation used in writing N−. Let N−1 denote the op-
erator which is given by the principal (first order) symbol of N−, homogeneous of
degree 1 in |Ξ(x, ξ)|, where Ξ(x, ξ) is given in (4.4):
(5.1) |Ξ(x, ξ)| =
√
2ξ22n−1 + 2 ∑
k<n
σ(Lbk)σ(Lbk).
For the zero operator, we write the symbol a0(x, ξ) in Theorem 4.6 according to
a0(x, ξ) =
2n−1
∑
j=1
α
j
0(x)ξ j.
From Theorem 4.6, the zero order operator, denoted by N−0 , has symbol given by
σ(N−0 ) =
√
2
2
s0(x) +
1
2
∑
2n−1
j=1 α
j
0(x)ξ j
|Ξ(x, ξ)| −
1
4
τ
jk
0 (x)ξ jξk
Ξ2(x, ξ)
+
3i
8
∂ξΞ
2 · ∂xΞ2
|Ξ(x, ξ)|3 ,(5.2)
in a neighborhood of a boundary point, which we assume to be 0 ∈ ∂Ω. Recall the
functions s0, α
j
0 and τ
jk
0 as defined in Section 4.
According to Proposition 3.1, s0(x) is a diagonal matrix. (i.e. there are no nor-
mal derivatives of uI for I 6= J which contribute to the term f Jω¯J on the right hand
side of u = f Jω¯J). We have s0,J , the diagonal (J, J)-entry of the matrix s0, to be of
the form
(5.3) s0,J = −2i(−1)|J|ℑ(cJJn) + dn
for n /∈ J, from Proposition 3.1 i).
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Now let AJ denote the J
th row of the matrix of first order operators, A. We need
(the vector product) AJ · u, so as to calculate the Jth component of Au, and in par-
ticular, we will need the operators with the transversal tangential, T, component
in the expression AJ · u (in applying the results to the ∂¯-Neumann condition in
Section 6, we are interested in the behavior of the operators in a microlocal neigh-
borhood determined by ψ−).
For the contribution of the sum
−∑
l/∈J
LlLl −∑
l∈J
LlLl
occurring in Proposition 3.1 i) to the A operators, we handle the case l = n sepa-
rately (again, assuming n /∈ J):
−LnLn =−
(
1√
2
∂
∂ρ
+ iT
)(
1√
2
∂
∂ρ
− iT
)
=− 1
2
∂2
∂ρ2
− ∂
2
∂x22n−1
+
i√
2
[
∂
∂ρ
, T
]
+O(ρ)Ψ2
=− 1
2
∂2
∂ρ2
− ∂
2
∂x22n−1
+
i√
2
T1 +O(ρ)Ψ2,
where T1 is defined to be
[
∂
∂ρ , T
]
at ρ = 0 (see also (5.8) below). We will be inter-
ested in the transverse tangential component of the first order vector field at ρ = 0
of −2LnLn, that is, in
(5.4)
1
|T0|
〈
2i√
2
T1,
T0
|T0|
〉
.
We use< ·, · > to denote the interior product of two vector fields. To ease notation
we will also use the notation of the dot product to denote the interior product in
what follows. Thus
1
|T0|
2i√
2
T1 · T
0
|T0| :=
1
|T0|
〈
2i√
2
T1,
T0
|T0|
〉
We could calculate this term explicitly, but we will not need to; it will eventually
cancel out with another term in the DNO.
For LkLk, k 6= n, we recall (4.2) and write
Lk
∣∣∣
ρ=0
=
1
2
(
∂
∂x2k−1
+ i
∂
∂x2k
)
+
2n−1
∑
j=1
ℓ
k
j (x)
∂
∂xj
,
where ℓkj (x) = O(x). We also use the representation
Lk =
√
2∑ γkj
∂
∂z¯j
,
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where the γkj have the property that
∑
j
γkj γ
l
j = δkl , 1 ≤ k ≤ n− 1
for the delta function δkl = 1 for k = l and δkl = 0 for k 6= l, and
∑
j
γkj
∂ρ
∂z¯j
= 0, 1 ≤ k ≤ n− 1.
At the boundary point 0 ∈ ∂Ω, we can write
Lk
∣∣∣
p=0
=
1
2
(
∂
∂x2k−1
+ i
∂
∂x2k
)∣∣∣∣
p=0
=
√
2∑ γkj (0)
∂
∂z¯j
,
for k ≤ n− 1.
As Lk · T = 0 we have
1
2
ℓ
k
2n−1(x) =−
√
2
(
∑ γkj (0)
∂
∂z¯j
)
· T +O(x2)
=−
√
2
2i
(
∑ γkj (0)
∂
∂z¯j
)
· Ln +O(x2)
=i
(
∑ γkj (0)
∂ρ
∂z¯j
)
+O(x2),
where we use T · ∂x j = O(x) for j 6= 2n− 1, T · T = 12 and
Ln =2
√
2∑
∂ρ
∂zj
∂
∂z¯j
.
Hence,
ℓ
k
2n−1(x) = 2i∑ γkj (0)
∂ρ
∂z¯j
+O(x2).
With
Lk =
√
2∑ γ¯kl
∂
∂zl
,
we can write the coefficient of the transverse tangential vector field, T, in the ex-
pression from −LkLk as
−Lk(ℓk2n−1(x)) =− 2i∑ γkj (0)Lk
(
∂ρ
∂z¯j
)
+O(x)
=− 2i
√
2∑ γkj (0)γ¯
k
l
∂2ρ
∂zl z¯j
+O(x)
=− i
√
2|Lk|2L +O(x),(5.5)
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where | · |L refers to the length with respect to the Levi metric, which is define by
ds2 = ∑
∂2ρ
∂zl z¯j
dzldz¯j.
That is,
−2LkLk = −
1
2
(
∂2
∂x22k−1
+
∂2
∂x22k
)
− i2
√
2|Lk|2L
∂
∂x2n−1
+ · · ·
where the · · · refer to second order terms with coefficients in O(x) or first order
terms which upon contraction with T result in O(x) functions. And similarly,
−2LkLk = −12
(
∂2
∂x22k−1
+
∂2
∂x22k
)
+ i2
√
2|Lk|2L
∂
∂x2n−1
+ · · · .
Thus the transverse tangential component to be included in the operator A of
the first order vector fields from −2∑k/∈J LkLk − 2∑k∈J LkLk written in our local
coordinates is given by
(5.6) i2
√
2
(
∑
k∈J
|Lk|2L − ∑
k/∈J
|Lk|2L
)
.
From the first order operators in Proposition 3.1, we see there are also the T
components to be included in the operator A given by
(5.7) − (−1)|J|4iℜ(cJJn)− 2idn.
We now move to the operator τ. From Proposition 3.1, τ is a diagonal operator.
Let us calculate the asymptotic behavior of the entries of the symbol of τ for large
|ξ2n−1|. Recall that in the τ operator, we collected all the second order tangential
derivatives with coefficients which areO(ρ).
We expand
(5.8) T = T0 + ρT1 + ρ2T2 + · · ·
and
Lj = L
0
j + ρL
1
j + ρ
2L2j + · · ·
for 1 ≤ j ≤ n− 1.
The second orderO(ρ) operators arise from
−2LnLn =− 2
(
1√
2
∂
∂ρ
+ i(T0 + ρT1 + · · · )
)(
1√
2
∂
∂ρ
− i(T0 + ρT1 + · · · )
)
= · · · − 2ρT1T0 − 2ρT0T1 + · · ·
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as well as
−2LjLj =− 2
(
L0j + ρL
1
j + · · ·
) (
L
0
j + ρL
1
j + · · ·
)
= · · · − 2ρL1j L0j − 2ρL0j L
1
j + · · · .
We specifically want, τ2n−1,2n−1, the coefficient of ∂2
∂x22n−1
in (the diagonal com-
ponents of) τ. Thus, for instance, from the LnLn, τ
2n−1,2n−1 contains the coefficient
of
−2
[(
T1 · T
0
|T0|
)
T0
|T0|
]
T0 − 2T0
[(
T1 · T
0
|T0|
)
T0
|T0|
]
,
i.e.,
(5.9) τ2n−1,2n−1 = −4
√
2
〈
T1,
T0
|T0|
〉
,
since there are no contributions from −2LjLj, in the form of −2L1j L
0
j and −2L0j L
1
j ,
due to the property that Lj · T = 0. As we mentioned earlier, we will have no need
to calculate explicitly the interior product.
Furthermore, we can handle the last term in (5.2) by noting that
∑ ∂x jΞ
2(x, ξ)∂ξ jΞ
2(x, ξ)
|Ξ(x, ξ)|3 =
(
O(|ξL||ξ2n−1|) +O(ξ2L) +O(x)O(ξ22n−1)
) ·O(ξ)
|Ξ(x, ξ)|3
=O
( |ξL|
|Ξ(x, ξ)|
)
+O(x),(5.10)
for large ξ2n−1.
Lastly, to handle the non-diagonal terms in σ(N−0 ) we consider the transverse
tangential components of the terms in Proposition 3.1 ii). Noting that [Lj, Lk] · T
give the entries for the Levi matrix, and assuming without loss of generality that
the Levi matrix is diagonal (at the given point 0 ∈ ∂Ω), the contributions of such
components in the transverse tangential direction are O(x). The non-diagonal
terms in σ(N−0 ) are thus in O
( |ξL|
|Ξ(x,ξ)
)
+O(x).
In the expression for the zero order term of N− we write (bJ) J to mean the
diagonal matrix whose (J, J)th entry is given by bJ . All terms in the expression for
σ(N−0 ), with the exception of error terms, will be diagonal matrices. Using (5.3),
(5.4), (5.6), (5.7), and (5.9) in the expression for σ(N−0 ) in (5.2), and restricting to
the boundary, we have
Proposition 5.1. Let σ(N−0 ) be the zero order symbol in the expansion of the DNO as-
sociated with the 2 operator. Then in a microlocal neighborhood of the boundary point
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0 ∈ ∂Ω for large |ξ2n−1| we have
σ(N−0 ) =
√
2
2
(
−2i(−1)|J|ℑ(cJJn) + dn
)
J
+
(
(−1)|J|2ℜ(cJJn) + dn −
〈
T1,
T0
|T0|
〉)
J
ξ2n−1
|Ξ(x, ξ)|
−
√
2
(
∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L
)
J
ξ2n−1
|Ξ(x, ξ)|
−
√
2
(〈
T1,
T0
|T0|
〉)
J
ξ22n−1
Ξ2(x, ξ)
+O
( |ξL|
|Ξ(x, ξ)
)
+O(x).
6. BOUNDARY EQUATION
The ∂¯-Neumann problem for a (0, q)-form f ∈ L2
(0,q)
(Ω) is to find a solution
u ∈ L2
(0,q)
(Ω) to u = f . As the  operator consists of ∂¯∗ operators, boundary
conditions arise on u so as to fulfill conditions regarding its inclusion in the do-
main of ∂¯∗. The ∂¯-Neumann is the boundary value problem
u = f in Ω
with boundary conditions
u⌋∂¯ρ = 0
∂¯u⌋∂¯ρ = 0
on ∂Ω.
The first boundary condition u⌋∂¯ρ = 0 is just uJ = 0 on ∂Ω for any J such that
n ∈ J. For the second condition involving ∂¯u, we note
∂¯u = ∑
J 6∋n
(
(−1)|J|LnuJ + cJJnuJ + ε
kJkˆn
Jn LkuJkˆn
)
ω¯Jn + · · · ,
where · · · refers to terms with no ω¯n component.
Assuming the boundary condition u⌋∂¯ρ = 0, we have ∂¯u⌋∂¯ρ = 0 is equivalent
to
(6.1) LnuJ + (−1)|J|cJJnuJ = 0
on ∂Ω for J such that n /∈ J.
We write the solution u in terms of a Green’s solution and Poisson solution:
u = G(2 f ) + P(ub)
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where the operators G and P satisfy
(6.2)
2 ◦ G = I
R ◦ G = 0
and
(6.3)
2 ◦ P = 0
R ◦ P = I,
respectively.
The Jth component will be written uJ = GJ(2 f ) + PJ(ub). LnuJ can now be
written on ∂Ω as
R ◦ LnuJ = 1√
2
R ◦ ∂ρ ◦ GJ(2 f ) +
(
1√
2
N− − iT0
)
ub,J ,
where ub,J is the J
th component of ub.
From [4] (Theorem 3.3), we use the the property that
R ◦ ∂ρ ◦ GJ ≡ R ◦Ψ−1
modulo smoothing terms. The boundary condition (6.1) for J 6∋ n can therefore be
written as(
1√
2
N−1 − iT0
)
ub,J + (−1)|J|cJJnub,J +
1√
2
(
N−0 ub
)
J
= R ◦Ψ−1 f ,
modulo lower order terms in ub. As mention above in Section 5, we will concen-
trate on the microlocal region determined by the symbol, ψ−, that is, the region
in which (in local coordinates) ξ2n−1 is large and negative. The reason is that
in the other regions, estimates for ub can be obtained by inverting the operator,
1/
√
2N−1 − iT0.
We will need the behavior of the operators in the microlocal neighborhood of
a boundary point, 0 ∈ ∂Ω and with support in the support of the symbol ψ−. To
this end, we first consider the limit of N−0 as ξ2n−1 → −∞.
Let us write (
N−0 ub
)
J
= N−0,Jub,J + N
−
0,JXub,
where N−0,J is the (J, J) entry in the matrix N
−
0 and N
−
0,JX
is the matrix consisting of
the Jth row of N−0 , with the (J, J) entry replaced with 0, and zeros elsewhere.
From Proposition 5.1,
σ
(
N−0,JX
)
= O
( |ξL|
|Ξ(x, ξ)
)
+O(x),
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and as ξ2n−1 → −∞, we see
σ(N−0,J) →
√
2
2
(
−2i(−1)|J|ℑ(cJJn) + dn
)
− 1√
2
(
(−1)|J|2ℜ(cJJn) + dn −
〈
T1,
T0
|T0|
〉)
+ ∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L −
1√
2
〈
T1,
T0
|T0|
〉
+O(x) +O
( |ξL|
|Ξ(x, ξ)
)
=− (−1)|J|
√
2c
J
Jn + ∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L
+O(x) +O
( |ξL|
|Ξ(x, ξ)
)
.(6.4)
We could also at this point proceed to calculate each of the c
J
Jn, but as we will
see, these will also cancel in what follows. We will denote the zero order operator
(−1)|J|cJJn+ 1√2N
−
0 (with c
J
Jn referring to the operator with a single diagonal entry)
by Υ0J . From above we have
σ
(
Υ0J
)
→(−1)|J|cJJn +
1√
2
(
−(−1)|J|
√
2c
J
Jn + ∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L
)
+O(x) +O
( |ξL|
|Ξ(x, ξ)
)
=
1√
2
(
∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L
)
+O(x) +O
( |ξL|
|Ξ(x, ξ)
)
,
as ξn−1 → −∞, recalling that N−0,JX = O(x) +O
( |ξL|
|Ξ(x,ξ)
)
.
We collect our results in the following Proposition
Proposition 6.1. The boundary equation for the ∂¯-Neumann problem has the form
(6.5)
(
1√
2
N−1 − iT0
)
ub,J + Υ
0
Jub = R ◦Ψ−1 f ,
where
(6.6) Υ0Jub = Υ
0
J,Jub,J + ∑
K 6=J
Υ0J,Kub,K,
and Υ0J,J is a psedodifferential operator of order 0, whose symbol has the property
(6.7) σ(Υ0J,J) =
1√
2
(
∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L
)
+O(x) +O
( |ξL|
|Ξ(x, ξ)
)
and Υ0J,K is a psedodifferential operator of order 0, whose symbol has the property
(6.8) σ(Υ0J,K) = O(x) +O
( |ξL|
|Ξ(x, ξ)
)
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for K 6= J.
At this point, we take a moment to review how previous work on inverting the
Kohn Laplacian,b, defined on the boundary, could be useful in solving (6.5). An
inverse tob in the case of strictly pseudoconvexitywas studied in [6], andwe first
relate our boundary equation (6.5) to that of [6]. We simplify our equation, throw-
ing away the O(x) andO
( |ξL|
|Ξ(x,ξ)
)
terms (for the purpose of illustration only) and
consider (
1√
2
N−1 − iT0
)
ub,J +Y
0
J ub,J = R ◦Ψ−1 f ,
with
σ(Y 0J ) =
1√
2
(
∑
k∈J
|Lbk|2L − ∑
k/∈J
|Lbk|2L
)
.
We now apply the operator 1√
2
N−1 + iT
0 to both sides:(
1
2
(N−1 )
2 + (T0)2
)
ub,J+
i√
2
[T0,N−1 ]ub,J
+
(
1√
2
N−1 + iT
0
)
◦Y 0J ub,J = R ◦Ψ0 f .(6.9)
We first note some properties of the operators involved. Consider the first order
operator [T0,N−1 ]. By expanding the symbol for N
−
1 for large |ξ2n−1|, we see (for
large |ξ2n−1|)
σ([T0,N−1 ]) =∂x2n−1σ
(
N−1
)
=O(|ξL|) +O(x)O(|ξ|)
modulo S−∞(∂Ω). We also write the operator 12 (N−1 )2 + (T0)2 in terms of the
vector fields Lj and Lj. The symbol of (N
−
1 )
2 is given by
σ
(
(N−1 )
2
)
=σ(N−1 )σ(N
−
1 )− i∂ξ σ(N−1 ) · ∂xσ(N−1 ) + · · ·
=Ξ2(x, ξ) +O(|ξL|) +O(x)(6.10)
modulo S−1(∂Ω). For the term Ξ2(x, ξ)we have from (4.4)
Ξ2(x, ξ) = 2ξ22n−1 + 2∑
j
σ(Lbj)σ(Lbj)
and for σ(Lbj)σ(Lbj) we have the relations
σ(LbjLbj) =σ(Lbj)σ(Lbj)− i∑
j
∂ξσ(Lbj) · ∂xσ(Lbj)
=σ(Lbj)σ(Lbj) + Lbj(ℓ
j
2n−1)(iξ2n−1) +O(x)O(|ξ|)
=σ(Lbj)σ(Lbj) +
√
2ξ2n−1|Lbj|2L +O(x)O(|ξ|),
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modulo ξL terms and symbols of class S0, where we use (5.5) in the last line.
Similarly, we have for σ(Lbj)σ(Lbj)
σ(LbjLbj) = σ(Lbj)σ(Lbj)−
√
2ξ2n−1|Lbj|2L +O(x)O(|ξ|) + · · · .
Then the expression for Ξ2(x, ξ) gives
Ξ2(x, ξ) = 2ξ2n−1 + 2 ∑
k/∈J
σ(LbkLbk) + 2 ∑
k∈J
σ(LbkLbk)
− 2
√
2ξn−1 ∑
k/∈J
|Lbk|2L + 2
√
2ξn−1 ∑
k∈J
|Lbk|2L +O(x)O(|ξ|) +O(|ξL|),
which, combined with the expression in (6.10) above, yields (for the (J, J)-entry)
σ
(
1
2
(N−1 )
2 + (T0)2
)
= ∑
k/∈J
σ(LbkLbk) + ∑
k∈J
σ(LbkLbk)
−
√
2ξn−1 ∑
k/∈J
|Lbk|2L +
√
2ξn−1 ∑
k∈J
|Lbk|2L +O(x)O(|ξ|) +O(|ξL|).
Furthermore,
σ
((
1√
2
N−1 + iT
0
)
◦ Y 0J
)
=
√
2|ξn−1|
(
∑
k∈J
|Lk|2L − ∑
k/∈J
|Lk|2L
)
+O(|ξL|) +O(x)O(|ξ|)
for |ξL| ≪ |ξ2n−1|, and ξ2n−1 < 0, modulo lower order symbols.
(6.9) is thus reduced to studying
∑
k/∈J
LbkLbk + ∑
k∈J
LbkLbk
modulo first order operators with symbols which can be made arbitrarily small in
a microlocal neighborhood of the boundary point 0 ∈ ∂Ω for |ξL| ≪ ξ2n−1.
In the highest order, this is just the Kohn Laplacian, b which, under the hy-
pothesis of strict pseudoconvexity, can be inverted by analyzing the operator on
the Heisenberg group, as in [6], or in the case of finite type by considering relations
of commutators of the vector fields, Lk and their conjugates, as in [11]. The prob-
lem in the case of weak pseudoconvexity is that the means to control derivatives
in the direction of T, namely through commutators of the vector fields, Lj , with
vector fields, Lk, is no longer available.
One of the immediate difficulties in using the method of applying the boundary
operator 1√
2
N−1 + iT
0 as above leading to (6.9) is that the resulting highest order
symbol,
σ
(
1
2
(N−1 )
2 + (T0)2
)
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is not elliptic. It is missing estimates from below by the ξ2n−1 transform variable.
In other words, an estimate of the form
σ
(
1
2
(N−1 )
2 + (T0)2
)
& 1+ |ξ2n−1|2
for |ξL| ≫ 1 does not hold. It still may be possible to obtain information of the
solution to (6.5) if it were possible to obtain a lower order estimate, an estimate of
the first order terms of (6.9) of the form
σ
[(
1√
2
N−1 + iT
0
)
◦ Υ0J
]
& 1+ |ξ2n−1|
and use the missing first order estimate as a (weaker) substitute for an elliptic
second order estimate. This idea is used in [5] to obtain (weighted) estimates of
the boundary solution.
The aim of the next sections is to show how persistent the absence of ellipticity
in the boundary equation is.
7. VARIATIONS OF THE  OPERATOR
In this section we consider operators obtained from the  operator by adding
additional terms. In particular, we let φ be a function supported near the boundary
and with φ = ∂¯∂¯∗ + ∂¯∗ ∂¯ ◦ (1+ φ), we consider the boundary value problem:
φu = f
with the boundary conditions,
(7.1)
u⌋∂¯ρ =0,
∂¯
(
(1+ φ)u
)⌋∂¯ρ =0,
holding on ∂Ω. The first condition ensures u ∈ dom(∂¯∗) and the second that
∂¯
(
(1+ φ)u
) ∈ dom(∂¯∗).
We first look at the case φ only depends on ρ: φ = φ(ρ), and φ(0) = 0, and
we use the notation from the previous sections. In this case the condition ∂¯
(
(1+
φ)u
)⌋∂¯ρ = 0 can be written
∑
k
(1+ φ)LkuJkˆn + (1+ φ)(−1)
|J|LnuJ + (−1)|J|(Lnφ)uJ + (1+ φ)cJJnuJ = 0.
Combined with the first boundary condition, u⌋∂¯ρ = 0, and recalling φ(0) = 0,
this yields
(7.2) LnuJ + (Lnφ)uJ + (−1)|J|cJJnuJ = 0.
At first sight, a hold on regularity appears possible, in light of the discussion
at the end of Section 6, as the term Lnφ allows for a strictly positive (diagonal)
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addition to the Υ0J operator. We repeat the steps of the previous sections to obtain
an expression of (7.2) in terms of the complex tangential vector fields, Lj ; as before,
the main calculation concerns the DNO.
To recall, we write uJ as a sum of solutions to Dirichlet problems, the solutions
written in terms of Green’s operator and a Poisson operator (for the analogues to
the systems, (6.2) and (6.3), with  replaced by φ):
u = Gφ(2 f ) + Pφ(ub).
Also, we have
LnP
φ(ub)
∣∣∣
ρ=0
=
(
1√
2
∂ρ − iT
)
Pφ(ub)
∣∣∣
ρ=0
=
1√
2
Nφ,−ub − iT0ub,
and
LnG
φ(2 f )
∣∣∣
ρ=0
=
1√
2
∂ρG
φ(2 f )
∣∣∣
ρ=0
=R ◦Ψ−1 f .
We can now rewrite (7.2) as
(7.3)
(
1√
2
Nφ,− − iT0
)
ubJ +
(
1√
2
φ′(0) + (−1)|J|cJJn
)
ubJ = R ◦Ψ−1 f .
As in the case with φ ≡ 0, the operator 1√
2
Nφ,− − iT0 is of first order, but it is
not elliptic since its principal symbol,
1√
2
|Ξ(x, ξ)|+ ξ2n−1
tends to 0 as ξ2n−1 → −∞. However, a non-vanishing zero order term in the
symbol expansion of Nφ,− would, after composition with 1√
2
Nφ,− + iT0 lead to
a first order term whose symbol is non-vanishing in the support of ψ−. We thus
examine the term σ0(N
φ,−).
For φ = 0, we have Theorem 4.6. In the case φ = φ(ρ) 6= 0 we examine the
changes induced on the DNO. To highest order, the operators φ and  are iden-
tical, so we determine the operators, Sφ, Aφ, and τφ, (and their corresponding
symbols) with which φv can be written as in (4.5) in the interior of Ω as
Γv+
√
2Sφ
(
∂v
∂ρ
)
+ Aφv+ ρτφ(v) = 0.
We write the operator φ in local coordinates. We have
φ = + ∂¯
∗ ∂¯φ.
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In Proposition 3.1, we examined the forms which, upon action through the  op-
erator would result in terms with a certain ω¯J component. We follow this same
approach here for the operator φ in order to obtain an expression for the DNO
corresponding to the φ operator.
We examine the term ∂¯∗ ∂¯(φu). We have
(7.4) ∂¯(φuJω¯J) = (−1)|J|(Lnφ)uJω¯J ∧ ω¯n + φ(ρ)∑
J
(−1)|J|(LnuJ)ω¯J ∧ ω¯n + · · · ,
where the · · · refer to forms with no ω¯n component, or, in the case n ∈ J involve
only the Lj operators for j = 1, . . . , n− 1.
And from
∂¯∗vω¯J ∧ ω¯n =
(
(−1)|J| (−Ln + dn) + cJJ∪{n}
)
vω¯J + · · · ,
where here the · · · denote terms which are orthogonal to ω¯J, we get
∂¯∗ ∂¯(φuJω¯J)
=
(
− φ(ρ)LnLnuJ − (Lnφ)LnuJ − (Lnφ)LnuJ
+ φ(ρ)
(
dn + (−1)|J|cJJ∪{n}
)
LnuJ
)
ω¯J + · · ·
=
(
− φ(ρ)LnLnuJ − φ′(ρ)∂ρuJ + φ(ρ)
(
dn + (−1)|J|cJJ∪{n}
)
LnuJ
)
ω¯J + · · · .
Again, for the error terms we include all 0 order terms, terms orthogonal to ω¯J ,
and terms involving only Lj and/or Lj for j = 1, . . . , n− 1 in the · · · .
From (3.5), we have
∂¯∗ ∂¯(φ(ρ)uklω¯Jkˆ∪{l}) = −φ(ρ)ε
l J
J∪{l}ε
kJkˆ∪{l}
J∪{l} LlLkuklω¯J + · · ·
for l 6= n and J 6∋ n, where here the · · · refer to terms which are of the form
O(ρ)Lj +O(ρ)Lj, or are of order 0, or are terms orthogonal to ω¯J. In the case l = n
we have
∂¯∗ ∂¯(φuknω¯Jkˆ∪{n}) =
− (−1)|J|εkJkˆJ
1√
2
φ′(ρ)Lkuknω¯J − (−1)|J|εkJkˆJ φ(ρ)LnLkuknω¯J + · · · .
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From these calculations, we see that in a small neighborhood of a boundary
point p ∈ ∂Ω, for which again we assume p = 0, the equation 2φv = 0 corre-
sponding to forms for which v J = 0 if n ∈ J can be written
−
(
∂2
∂ρ2
+
1
2 ∑
j
∂2
∂x2j
+2
∂2
∂x22n−1
+
2n−1
∑
j,k=1
ljk
∂2
∂xj∂xk
)
v
+
√
2Sφ
(
∂v
∂ρ
)
+ Aφv+ ρτφ(v) = 0,
where
Sφ = S−
√
2φ′(ρ) +O(ρ),
Aφ = A+O(ρ),
and
τφ = τ − 2φ(ρ)LnLn + · · ·
where S, A, and τ are the operators from Section 4, and the · · · in the expression
for τφ refer to second order terms which are O(ρ), and are compositions with at
least one Lk or Lk for k ∈ {1, . . . , n − 1} (this also holds true in the case n ∈ J,
although is not needed).
We now examine the contributions from the φ function to the DNO. Using
Lemma 2.5 the O(ρ) terms of the operator Sφ and Aφ above lead to operators
of order −1 and lower. From Theorem 4.6 we see the symbol s0(x) for the DNO
corresponding to 2 should be replaced with s0(x)−
√
2φ′(0).
For the contributions from the τφ operator we expand φ(ρ) = φ′(0)ρ +O(ρ2)
and look at the terms
−2φ′(0)ρ
(
1
2
∂2ρ + T
2
)
coming from −2φ(ρ)LnLn in τφ. A term ρ∂2ρv can be written using transforms,
assuming the support of v is contained in a small coordinate patch around 0 ∈ ∂Ω,
as
ρ
1
(2pi)2n
∫ (
−η2 v̂(ξ, η) + ∂ρv˜(ξ, 0) + iηg˜b(ξ)
)
eixξeiρηdξdη.
Since ρ · δ(ρ) ≡ 0, we have
ρ
∫
∂ρv˜(ξ, 0)e
iρηeix·ξdξdη ≡ 0
in the term above, and
(7.5) ρ∂2ρv = ρ
1
(2pi)2n
∫ (
−η2 v̂(ξ, η) + iηg˜b(ξ)
)
eixξeiρηdξdη.
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We examine first the term ρ
∫
η2v̂eixξeiρηdξdη, recalling that v can be written as
v = Θ+gmodulo lower order terms:
ρ
1
(2pi)2n
∫ (
−η2 v̂(ξ, η)
)
eixξeiρηdξdη
=− ρ i
(2pi)2n
∫
η2
η + i|Ξ(x, ξ)| g˜b(ξ)e
iρηeixξdηdξ
=− 1
(2pi)2n
∫
η2
(η + i|Ξ(x, ξ)|)2 g˜b(ξ)e
iρηeixξdηdξ
+
1
(2pi)2n
∫
2η
η + i|Ξ(x, ξ)| g˜b(ξ)e
iρηeixξdηdξ,
modulo lower order terms and smooth terms (of the form R−∞). In the calculation
of the DNO, the above term contributes
(7.6) 2|Ξ(x, ξ)|Γ−1int ◦ φ′(0)ρ ◦ F.T.−1
(
η2v̂
)
(see the calculation preceding Proposition 4.5). We thus need
φ′(0)Γ−1int ◦ ρF.T.−1
(
η2 v̂
)
=
φ′(0)
(2pi)2n
∫
1
η2 + Ξ2(x, ξ)
η2
(η + i|Ξ(x, ξ)|)2 g˜b(ξ)e
iηρeiξxdηdξ
− φ
′(0)
(2pi)2n
∫
1
η2 + Ξ2(x, ξ)
2η
η + i|Ξ(x, ξ)| g˜b(ξ)e
iηρeiξxdηdξ
=
φ′(0)
(2pi)2n
∫
1
η − i|Ξ(x, ξ)|
η2
(η + i|Ξ(x, ξ)|)3
g˜b(ξ)e
iηρeiξxdηdξ
− φ
′(0)
(2pi)2n
∫
1
η − i|Ξ(x, ξ)|
2η
(η + i|Ξ(x, ξ)|)2 g˜b(ξ)e
iηρeiξxdηdξ,
again, modulo lower order terms and smooth terms. Integrating over η and setting
ρ = 0 yields
φ′(0)
8
1
(2pi)2n−1
∫
g˜b(ξ)
|Ξ(x, ξ)| e
iξxdξ − φ
′(0)
2
1
(2pi)2n−1
∫
g˜b(ξ)
|Ξ(x, ξ)| e
iξxdξ,
modulo Ψ−2b gb and smoothing terms. When setting the terms of order −1 in the
|Ξ(x, ξ)| factors equal as we did to show Proposition 4.5, we are led to the symbols
φ′(0)
4
− φ′(0) = −3
4
φ′(0).
for the contribution of (7.6) in the DNO for the operator 2φ.
We further need the contribution of the boundary term, gb in (7.5) to the DNO.
Similar to above, the contribution comes through
−2|Ξ(x, ξ)|φ′(0)Γ−1int ◦ ρF.T.−1
(
iηg˜b(ξ)
)
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for which we have
φ′(0)Γ−1int ◦ ρF.T.−1
(
iηg˜b(ξ)
)∣∣∣∣∣
ρ=0
=− φ
′(0)
(2pi)2n
∫
2η2
(η2 + Ξ2(x, ξ))2
g˜b(ξ)e
iξxdηdξ
=− φ
′(0)
2
1
(2pi)2n−1
∫
g˜b(ξ)
|Ξ(x, ξ)| e
iξxdηdξ,
modulo lower order and smoothing terms.
As in the calculations of Theorem 4.6 the −2φ′(0)ρT2 terms lead to a term with
symbol
−φ
′(0)
2
ξ22n−1
Ξ2(x, ξ)
in the DNO.
We note the O(ρ) second order terms with at least one of Lk or Lk with k ∈
{1, . . . , n − 1} lead to terms O
( |ξL|
|Ξ(x,ξ)|
)
. Therefore, the contributions from the
operator τφ in addition to those from τ are given by adding
−3
4
φ′(0) + φ′(0)− φ
′(0)
2
ξ22n−1
Ξ2(x, ξ)
to the DNO for 2. Note this term tends to 0 as ξ2n−1 → −∞.
We thus have the following description of the DNO in a microlocal neighbor-
hood in the support of ψ−:
Proposition 7.1. Modulo pseudodifferential operators of order −1, the symbol for Nφ,−
is given by
σ(Nφ,−)(x, ξ) =σ(N−)(x, ξ)− φ′(0) +O
( |ξL|
|Ξ(x, ξ)|
)
.
Returning to the boundary conditions, we see how the additional terms from
the DNO coming from the added φ(ρ) function affect the boundary equations
(7.1). The first condition, u⌋∂¯ρ remains the same, and is equivalent to uJ = 0 if
n ∈ J.
We recall the second condition written as in (7.3):(
1√
2
Nφ,− − iT0
)
ubJ +
(
1√
2
φ′(0) + (−1)|J|cJJn
)
ubJ = R ◦Ψ−1( f ).
From Proposition 7.1 we can write σ(Nφ,−) = σ(N−)− φ′(0) +O
( |ξL|
|Ξ(x,ξ)|
)
, mod-
ulo lower order symbols. In particular, the φ′(0) term in the boundary equation
cancels with that coming from the DNO. We can state the
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Theorem 7.2. Letφ = ∂¯∂¯∗ + ∂¯∗ ∂¯ ◦ (1+ φ). Let φ = φ(ρ) be a smooth function which
depends only on the defining function, with the property φ(ρ) = O(ρ). The condition
∂¯ ◦ (1+ φ)u ∈ dom(∂¯∗), equivalent to ∂¯((1+ φ)u)⌋∂¯ρ = 0 on ∂Ω, has the form(
1√
2
N−1 − iT0
)
ub,J + Υ
0
Jub = R ◦Ψ−1 f
as in (6.5) of Proposition 6.1, with Υ0J sharing the same properties as those of (6.6), (6.7)
and (6.8).
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