Monte Carlo estimation of the power of tests that require resampling can be very computationally intensive. It is possible to reduce the size of the inner resampling loop as long as the resulting estimator of power can be corrected for bias. A simple linear extrapolation method is shown to perform well in correcting for bias and thus reduces computation time in Monte Carlo power studies.
INTRODUCTION
The explosion of computing capabilities has greatly facilitated the use of both classical permutation tests and modern bootstrap methods. Statistical evaluation of these methods, however, often requires another level of computing (an outer Monte Carlo loop) that can still strain the fastest computers. In this article we introduce methods that can reduce the total computing time when estimating the power of resampling-based tests via Monte Carlo sampling. The basic tool we use is an extrapolation method similar to SIMEX, the bias reduction method introduced by Cook and Stefanski (1994) for measurement error problems. We also give recommendations for allocation of computing e ort when extrapolations are not used. These latter recommendations are essentially an empirical update of Oden (1991) .
Suppose that we want to analyze a test procedure which produces a p-value p and then rejects the null hypothesis at level if p . Monte Carlo estimation of the power function at a particular alternative would proceed simply by generating many independent data sets and computing the proportion of rejections. At each alternative this Monte Carlo estimate will be unbiased for the true power function, and one simply chooses a large enough Monte Carlo sample size to obtain the desired accuracy.
In the situations we have in mind, however, the p-value for each data set is computationally di cult, and an estimated p-value b p is used in place of p ( Bartlett, 1963) , and the above Monte Carlo estimate of the power function for this modi ed procedure will be unbiased if the number of resamples used in the actual procedure is the same as in the Monte Carlo study to analyze the procedure. Hope (1968 ), Jockel (1986 , and Hall and Titterington (1989) , among others, have analyzed Monte Carlo tests. An alternative approach using a sequential approximation to the full permutation test was given by Lock (1991) .
In this article we focus on estimation of the power function for the original test based on p. For permutation tests this means that we are referring to the power function of the test based on the full set of permutations M, and for parametric bootstrap tests we mean the test based on the an in nite number of bootstrap samples. Our thinking is that for a particular data set, one can typically make b p as close to p as desired by taking a large number of resamples, in e ect, using the true p. For Monte Carlo analysis of this procedure, however, the resample size becomes an issue because the number of test statistic evaluations is then the resample size times the Monte Carlo sample size.
Example. For illustration let us consider the simple two-sample location shift problem where we have available iid samples X 1 ; : : :; X m from F(x) and Y 1 ; : : :; Y n from G(x) = F(x ? ). The null hypothesis is H 0 : = 0, and for simplicity we consider the one-sided alternative H a : > 0. Suppose that we choose T to be the usual two-sample t-statistic 
where B(a; b) is the beta function with parameters a and b. Equation (3) is just the distribution function of a beta-binomial random variable evaluated at I].
To illustrate the damping e ect of using b p rather than p, Figure 1 plots (2) when H (t) is a Beta(1,25) distribution. In a real situation H (t) would not be known, but the points in Figure 1 corresponding to nite I values could be estimated. The true power for this example is the point at 1=I = 0, .72, but using I = 59 in a Monte Carlo experiment would cause the estimated power to be centered at .66 instead. However, the regular pattern of the points suggests that a curve could be t and extrapolated back to remove the bias. For example, tting the points (1/59,.66), (1/39,.63), (1/19,.57) by least squares to a straight line yields b H ;I ( ) = :70 ? 2:50(1=I) and results in a bias-reduced estimate at 1=1 = 0 of .70. The basic approach of this paper is then to estimate H ;I ( ) for several values of I, t a curve (usually just a straight line), and extrapolate back to 0 which corresponds to I = 1. This is similar in principle to the SIMEX method of Cook and Stefanski (1994) . It could also be called a generalized jackknife procedure (see Efron, 1982, p. 7-8 ).
Since unconditionally O b H ;O;I ( ) has a binomial (O; H ( )) distribution, the mean appear to be a better rule of thumb when using no correction for bias.
Our basic extrapolation method is introduced in Section 2. Section 4 gives a Monte Carlo analysis of the method in the context of estimating the power of the two-sample parametric t test mentioned above. In Section 5 we illustrate how to use the method in practice, this time for the permutation t test. Section 6 is a brief summary. Suitable choice of I. For simplicity consider a parametric bootstrap situation with no nuisance parameters needed by the data generation process and a continuous statistic T for which large values are evidence that the alternative hypothesis is true. The two-sample t situation given in the Introduction is an example. (Although the t statistic has a nuisance parameter estimated by s p , the generation of the normal data sets does not require that be estimated.) For a given sample we compute the statistic T and call that value T 0 . If we generate I independent data sets under the null hypothesis and compute the test statistic for each data set, then the resulting T 0 ; T 1 ; : : :; T I is an iid sample from the distribution of Suitable Curves. Hope (1968) and Jockel (1986) Then we can just use nonlinear least squares to t (3) as a function of (a; b). The adjusted power estimate is then given by the probability that a Beta(b a; b b) random variable is less than or equal to . For the simulations in Section 4 we nd that this method produces good results but not quite as good as the linear extrapolant.
The Extrapolation Method
To show that a Beta(a; b) distribution function assumption for H ( ) makes sense, consider X that is distributed as normal( ; 2 ), where 2 is known. The \Z" test that rejects H 0 : = 0 for large X has power 1 ? ( The notation in (7) is not perfect, but u 39;k is a U-statistic with a kernel of degree I 2 = 39, and the outer sum is over all distinct subsets. We average the u 39;k values to get d pow 39 . The calculation in (7) looks formidable until one thinks in terms of hypergeometric probabilities.
Consider an urn with N = 59 total 0's and 1' of which K are 1's and N ? K are 0's. If we randomly sample n = 39 0's and 1's from this urn and let S be the sum, then u 39;k = E S 39 = P(S 39 ):
Thus to get u 39;k we need only to get the probability that a hypergeometric(N = 59; K; n = 39) random variable is less than or equal to 39 . In the Monte Carlo simulation one can tabulate these hypergeometric probabilities for quick retrieval. estimates of the intercept and to get proper variance estimates for the intercept estimate.
In the simulation study of Sec. 4, however, we found that EGLS is not better than ordinary least squares and that the variance of the adjusted power estimates are only slightly larger than the simple d pow I 1 (1 ? d pow I 1 )=I 1 variance estimate for raw power estimates. Thus it hardly seems worthwhile estimating the correlations.
Simulation Results for the Two-sample t-Statistic
In this section we report on a small simulation study of Monte Carlo power estimates for the two-sample t-statistic using the parametric bootstrap for n 1 = 8 and n 2 = 4 with normal data and equal standard deviation . The reason to consider such a simple situation is that we know the true power exactly, and computing time for each replication is small.
In fact the alternatives used are standardized mean di erence = = 0.5, 1.0, 1.5, and 2.0 with true powers 0.189, 0.451, 0.737, and 0.918, respectively.
For this study we need three simulation loops. The outside loop is of size 100 replica- 
Example: Estimating the Power of the Permutation t
To give a speci c illustration, we consider the testing situation used in Section 3 but here we study the permutation t test instead of the normal theory t test. Recall that the latter has power 0.189, 0.451, 0.737, and 0.918, respectively, for standardized mean di erence = = 0.5, 1.0, 1.5, and 2.0, in normal samples of size n 1 = 8 and n 2 = 4. Here we are interested in how much power we lose by using the permutation approach described in the Introduction that makes no use of the fact that the data are normally distributed. 
Choice of (O; I) with No Extrapolation
The thesis of this paper is that extrapolation is a simple way to improve power estimates that are biased due to using small values of I in the resampling step. We realize, Here we see that Oden's recommended ratios are a bit too low when power is high.
How representative are these two examples? Consider P(p ) given by Beta(2.2,39) and Beta(.1,1.0) distribution functions. At = :05, the true power is .544 for Beta(2.2,39) and .549 for Beta(.1,1.0). The bias for estimating the power with small I, however, is much greater for the Beta(2.2,39) case than for the Beta(.1,1.0) case. Thus for Beta(2.2,39) at OI = 59; 000, the combination (O; I) with lowest mean squared error is (O; I) = (296; 199) and I= p O = 11:6. For Beta(.1,1.0) the optimal combination is (O; I) = (746; 79) with I= p O = 2:9. This example shows the wide variety one can obtain using two di erent Beta distributions producing almost the same power.
Thus we decided to look at a wide variety of Beta(a; b) distribution that hopefully covers the spectrum of functions P(p ) one might nd in practice. For each Beta(a; b) distribution on the grid a = :1 to 4 by .1 with b = 1 to 40 by 1, we computed the mean squared error of (1) for I = 19 to 499 by 20 and for OI = 59; 000. We repeated the process for OI = 590; 000. Then choose I to be 59, 99, 199, etc., 
