In 1997 Klavžar and Gutman suggested a generalization of the Wiener index to vertex-weighted graphs. We minimize the Wiener index over the set of trees with the given vertex weights' and degrees' sequences and show an optimal tree to be the, so-called, Huffman tree built in a bottom-up manner by sequentially connecting vertices of the least weights.
Introduction
In 1947 Harold Wiener [19] employed the sum of distances between vertices in a chemical graph representing a molecule to explain boiling points of alkanes. Later the sum of distances between all vertices in a graph was called the Wiener index, which became one of the earliest topological indices.
Since then extensive research was performed on revealing connection between different topological indices of molecules and physical, chemical, pharmacological, and biological properties of substances (see, for instance, [1] ), and the Wiener index appeared to be among the most useful and powerful ones (see [2] ).
For a simple connected undirected graph G with the vertex set V (G) and the edge set E(G) and for any pair of vertices u, v ∈ V (G) let d G (u, v) denote the distance (the length of the shortest path) between u and v in G. Then the Wiener index of the graph G is defined as W I(G) := 1 2
In 1997 Klavžar and Gutman [12] suggested a generalization of the Wiener index to vertex-weighted graphs. They endowed each vertex v ∈ V (G) in graph G with some weight µ G (v) (in contrast to integer weights, originally used in [12] , below we allow for arbitrary positive weights) and defined the vertex-weighted Wiener index (VWWI ) for such a graph as
When the weight of each vertex in a graph G is equal to the degree of this vertex in G, this index is referred to as the Schultz index of the second kind [10] or the Gutman index [17] .
One of the typical problems in topological index study is estimation of index value bounds over the certain class of graphs (molecules). In [3] a tree, which minimizes the Wiener index over the set of all trees with the given maximum vertex degree ∆ has been shown to be a balanced ∆-tree (the, so-called, Volkmann tree). Lin [13] , and Furtula, Gutman, and Lin [4] explored minimizers and maximizers of the Wiener index for trees of the fixed order and all degrees odd. Wang [18] and Zhang et al. [20] have shown independently that the minimizer of the Wiener index over the set of trees with the given vertex degrees' sequence is the, so-called, greedy tree [18] . It is built in top-down manner by adding vertices from the highest to the lowest degree to the seed (a vertex of maximum degree) to keep the tree as balanced as possible.
In the present paper we extend the results of [18, 20] to the vertex-weighted trees and show that some generalization of the famous Huffman algorithm [11] for the optimal prefix code builds an optimal tree, which coincides with the greedy tree in case of unit weights.
The paper has the following structure. In Section 2 we describe the generalized Huffman algorithm and announce the main theorem. In Section 3 we immerse the problem of index minimization into the space of directed trees, which is more convenient to study. We define the notion of the vector of subordinate groups' weights playing the key role in the proofs, and prove some important properties of Huffman trees. In Section 4 we follow the line of the proof from [20] establishing the relation between index minimization and the majorization problem of vectors of subordinate groups' weights. In Section 5 we introduce the notion of a proper tree and combine the above results proving that the Huffman tree minimizes VWWI. We discuss possible extensions in the concluding section.
Wiener Index and Huffman Trees

Generating Tuples
For a simple connected undirected graph G and a vertex v ∈ V (G) let us denote with d G (v) its degree, i.e., the number of vertices being incident to v in G. Denote with W (G) the set of pendent vertices (those having degree 1) of the graph G, and with M (G) := V (G)\W (G) the set of internal vertices (with degree greater than unity) of G.
Definition 1 A simple undirected graph G is called vertex-weighted if each vertex v ∈ V (G) is endowed with a positive number µ G (v) > 0. The total vertex weight of the graph G is denoted with µ G .
2
A connected vertex-weighted graph T with N vertices and N − 1 edges is called a vertex-weighted tree. Denote with T the set of all vertex-weighted trees.
All graphs below are supposed to be vertex-weighted, unless stated otherwise. 
for all v ∈ V } be the set of trees with the vertex set V and vertices having weights µ(v) and degrees d(v), v ∈ V . Also denote with µ := v∈V µ(v) the total weight of the vertex set V . 
Below we refer to the typical generating tuple as µ, d , which is defined on the vertex set V := V (µ, d) with the pendent vertex set W := W (µ, d) consisting of n = |W | 2 vertices and the internal vertex set M := M (µ, d) consisting of q = |M | 1 vertices.
We will solve the problem of characterizing the set
of vertex-weighted trees generated by the tuple µ, d , which minimize the Wiener index.
Definition 3
The vertex-weighted tree T induces the tuple µ, d on the vertex set
. Clearly, the induced tuple µ, d generates the tree T , i.e., T ∈ T (µ, d). Please note that weights' monotonicity concerns internal vertices only. Pendent vertices may have arbitrary weights.
In this paper we show that if weights are degree-monotone in the tuple µ, d , then the set T * (µ, d) consists of the trees built with the simple and efficient algorithm being a generalization of the famous Huffman algorithm [11] for construction of the binary tree of an optimal prefix code.
Generalized Huffman Algorithm
Definition 5 A star is a complete bipartite graph K 1,k , where a distinguished vertex, called a center, is connected to k other vertices, called leaves. For a star S, the set of its leaves is denoted with L(S). It is clear that L(S) = W (S), except for the case of S = K 1,1 , when W (S) = V (S). 
Step q. Consider a vertex m q ∈ M (µ q , d q ) (such a vertex is unique by construction), and a let S q be the star with the vertex set V q and the center m q . We build a Huffman tree H by setting
An example of Huffman tree construction is depicted in Fig. 1 . Black circles correspond to pendent vertices, numbers inside circles stand for vertex weights, those under circles show the order of star sequence centers. All stars, except the last one, are surrounded by a dashed line. Thus, the Huffman tree H appears to be a union of minimal stars S 1 , ..., S q−1 for the corresponding generating tuples and a "finalizing" star S q . Below we refer to the sequence S 1 , ..., S q as the star sequence of a Huffman tree H. In general, the Huffman tree is not unique, as more than one star sequence is possible. Let T H(µ, d) be the collection of Huffman trees generated by the tuple µ, d . The main result of this paper can be stated as follows.
Theorem 1 If weights are degree-monotone in a generating tuple
In other words, only a Huffman tree minimizes the Wiener index over the set of trees whose vertices have given weights and degrees. In the following sections we prove auxiliary results, and return to the proof of Theorem 1 at the end of Section 5.
Please note that when µ(v) ≡ 1 for all v ∈ V , the Huffman tree becomes a "greedy tree" from [18] . Fig. 2 shows that weights' monotonicity is essential for Theorem 1 (numbers inside circles are vertex weights, those under circles show the order of star sequence centers). 
Huffman algorithm for directed trees
The index minimization problem becomes more tractable when studied for directed trees.
Definition 7 A (weighted) directed tree is a connected directed graph with each vertex except the root having the sole outbound arc and the root having no outbound arcs. 2 An arbitrary tree T ∈ T consisting of more than two vertices can be transformed into a directed tree T r by choosing an internal vertex r ∈ M (T ) as a root, and replacing all its edges with arcs directed towards the root. Let us denote with R the collection of all directed trees, which can be obtained in such a way, and let R(µ, d) stand for all directed trees obtained from T (µ, d). Vice versa, in a directed tree T r ∈ R(µ, d) replacing all arcs with edges makes some tree T ∈ T (µ, d).
Let the arcs in a directed star be directed towards its center by definition. If in a star sequence of a Huffman tree H one replaces all stars with directed stars, then the union of the arcs of these directed stars gives a directed Huffman tree with the root at the center m q of the last star in the sequence. Let RH(µ, d) ⊆ R(µ, d) stand for the collection of directed Huffman trees generated by the tuple µ, d .
Vector of subordinate groups' weights and Wiener Index
Definition 8 For an arbitrary vertex v ∈ V (T ) of the directed tree T ∈ R define its subordinate group g T (v) ⊆ V (T ) as the set of vertices having the directed path to the vertex v in the tree T (the vertex v itself belongs to g T (v)). The weight f T (v) of the subordinate group g T (v) is defined as the total vertex weight of the group:
In particular, all vertices in a directed tree T ∈ R are subordinated to its root r, i.e.,
If some tree T ∈ T (µ, d) is transformed into a directed tree T r ∈ R(µ, d) by choosing a root r, the Wiener index can be written as [12, 16] :
where χ(x) := x(μ − x).
Equality (3) implies that all directed trees obtained from one tree T ∈ T (µ, d) share the same value of the Wiener index. Thus, if we find the collection R * (µ, d) := Argmin T ∈R(µ,d) V W W I(T ) of directed trees minimizing the Wiener index, the collection T * (µ, d) is obtained by replacing them with corresponding undirected trees.
As the root of a directed tree T ∈ R(µ, d) is an internal vertex, every pendent vertex has an outbound arc, so, for every pendent vertex w ∈ W in a directed tree T ∈ R(µ, d) f T (w) = µ(w). Therefore, all directed trees from R(µ, d) enjoy the same weights of groups subordinated to pendent vertices. Also, as noticed above, f T (r) =μ for the root r of any directed tree T ∈ R(µ, d). Thus, directed trees from R(µ, d) differ only in the weights of q − 1 internal vertices other than root.
Definition 9 [14, 20] For the real vector x = (x 1 , ..., x p ), p ∈ N, denote with x ↑ = (x [1] , ..., x [p] ) the vector, where all components of x are arranged in ascending order. In the following proofs we combine the approach of [5, 6] , where Huffman tree has been proved to minimize the sum of subordinate groups' weights in case of zero-weighted internal vertices, and that by Zhang et al [20] , who minimized the Wiener index for unweighted trees having the given degree sequence.
Basic Properties of Huffman Trees
In Lemmas 1-3 we consider a Huffman tree H ∈ RH(µ, d) with a star sequence S 1 , ..., S q , and vertices m 1 , ..., m q being the centers of stars S 1 , ..., S q respectively.
Proof The definition of a minimal star implies that
.., q − 2, from which the statement of the lemma follows immediately.
j is defined later, at the (j − 1)-th step of the algorithm).
By definition of a subordinate group, a path exists from the vertex v to v in H, which immediately implies that f H (v ) f H (v ), and, by assumption, f H (v) f H (v ). Then the vertex v cannot be a leaf of S i by definition of a minimal star, as the set W (µ i , d i ) contains the vertex v , which does not belong to the minimal star S i , but has the weight µ
. We obtain a contradiction, so the lemma is correct.
Lemma 3 For any directed Huffman tree
Proof Suppose, by contradiction, that a pair of arcs
The obtained contradiction completes the proof.
Vector of subordinate groups' weights in Huffman Trees
In this paragraph we show that all directed Huffman trees share the same vector of subordinate groups' weights, and no other tree enjoys this vector of subordinate groups' weights. These results allow us to move the index minimization problem into the space of vectors of subordinate groups' weights for directed trees from R(µ, d). 
Proof Consider a star sequence S 1 , ..., S q of the Huffman tree H, with m 1 , ..., m q being the centers of stars S 1 , ..., S q respectively. The Huffman algorithm takes care only of vertex weights and degrees, so, replacing all vertices in stars S 1 , ..., S q with their images under the bijection σ(·), we obtain the sequence σ(S 1 ), ..., σ(S q ) of stars, which give some Huffman tree H ∈ RH(µ , d ) as a their union.
As the group g H (σ(m i )) subordinated in the directed tree H to the image σ(m i ) of the vertex m i coincides with an image σ(g H (m i )) of the subordinate group of the vertex m i in the directed tree H, we obtain f H (m i ) = f H (σ(m i )). So, according to definition 10, f (H) = f (H ). 
Definition 13
Let m ∈ M (T ) be an internal vertex in a directed tree T ∈ R. The m-rollup of T is a directed tree T ∈ R obtained from T by deleting the set of vertices g T (m)\{m} along with their incident arcs, and setting µ T (m) := f T (m).
2
Please note that if a directed tree R is a contraction of T to the vertex set V (R) := g T (m), and m is not a root of T , then f (T ) = (f (R), f T (m), f (T )) ↑ .
Lemma 6
Consider the star sequence S 1 , ..., S q of a Huffman tree H ∈ RH(µ, d) with the vertex m 1 being the center of the star S 1 . If the tuple µ , d is induced by the m 1 -rollup H of the Huffman tree H, then H ∈ RH(µ , d ). In other words, the m 1 -rollup of a Huffman tree appears to be a Huffman tree for the induced generating tuple.
Proof By construction of the Huffman tree the tuple µ , d coincides with the tuple µ 2 , d 2 from the Huffman algorithm. Thus, S 2 is a minimal star for µ , d , which implies that the stars S 3 , ..., S q are minimal stars for the corresponding generating tuples defined with formula (2). As E(H) = E(S 2 ) ∪ ... ∪ E(S q ), by definition of a Huffman tree we obtain H ∈ RH(µ , d ).
Lemma 7 All Huffman trees share the same vector of subordinate groups' weights, i.e., if T, H ∈ RH(µ, d), then f (T ) = f (H).
Proof Employ induction on the number of internal vertices q. For q = 1 the vector of subordinate groups' weights has zero components, thus, the lemma obviously holds.
Suppose the lemma holds for all q < q. Let us prove that it also holds for the set V with q internal vertices. Denote f (T ) = (f 1 , ..., f q−1 ), f (H) = (f 1 , ..., f q−1 ). On the first step of the Huffman algorithm some minimal stars S and S with the centers m and m are added to the trees T and H respectively, thus, From Lemma 5, a bijection can be established between elements of the sets L(S) and L(S ), which preserves weights and degrees. So, obviously, an analogous bijection σ can be established between the elements of the residual sets V (T ) = V \L(S) (with the generating tuple µ , d ) and V (H) = V \L(S ) (with the generating tuple µ , d ), which also preserves weights and degrees. Thus, by Lemma 4, there exists such a Huffman tree
There are q−1 internal vertices in the tree T , so, by inductive assumption (f 2 , ..., f q−1 ) = (f 2 , ..., f q−1 ) and, since f 1 = f 1 , the proof is complete.
Lemma 8
If a tree has the same vector of subordinate groups' weights as some Huffman tree, it has to be a Huffman tree itself. In other words, for H ∈ RH(µ, d), T ∈ R(µ, d) from f (H) = f (T ) it follows that T ∈ RH(µ, d).
Proof We again employ induction on the number of internal vertices q. For q = 1 the vector of subordinate groups' weights has zero components, but H = T , since the collection R(µ, d) consists of the sole directed tree (the star). Assume the lemma is valid for all q < q; let us prove that it also holds for the vertex set V with q internal vertices. By analogy with the proof of Lemma 7, between the vertex sets V (T ) (with the tuple µ , d ) and V (H) (with the tuple µ , d ) one can establish a bijection σ preserving weights and degrees, so, by Lemma 4, such a Huffman tree H ∈ RH(µ , d ) exists that f (H) = f (H). Then we have f (H) = f (T ) = (f 2 , ..., f q−1 ), and, by inductive assumption, T is a Huffman tree for the tuple µ , d . Let S 2 , ..., S q be its star sequence. Then the tree T can be obtained as a union of T and the minimal star S 1 , and, thus, T ∈ RH(µ, d).
To sum up, Lemmas 7 and 8 say that if some Huffman tree H has the vector f (H) of subordinate groups' weights, then all Huffman trees, and only they, have this vector of subordinate groups' weights.
Corollary 1 If H, H ∈ RH(µ, d) are two directed Huffman trees, then V W W I(H) = V W W I(H ).
Proof From equation (3) we know that the value of the index is determined by the components of vectors f (H), f (H ), and also by the weights of pendent vertices of trees H and H . From Lemma 7 we learn that f (H) = f (H ), so, since the trees H and H enjoy the same weights of pendent vertices, we induce that the index has the same value for both trees.
Therefore, to justify Theorem 1 it is enough to prove that the vector of subordinate groups' weights originated from some Huffman tree minimizes VWWI over all directed trees in the collection R(µ, d). We postpone the proofs to the next section.
Huffman Trees and Majorization
Notion of Vectors' Majorization
Let us recall that notation x ↑ = (x [1] , ..., x [p] ) stands for the vector where all components of a real vector x = (x 1 , ..., x p ), p ∈ N, are arranged in the ascending order. Definition 14 [14, 20] A non-negative vector x = (x 1 , ..., x p ), p ∈ N, weakly majorizes a non-negative vector y = (y 1 , ..., y p ) (which is denoted with y w x or x w y) if
Moreover, if x ↑ = y ↑ , then x is said to strictly weakly majorize y (which is denoted with y ≺ w x or x w y).
2
We will need the following properties of weak majorization.
Lemma 9 [14, 20] Consider a positive number b > 0 and two non-negative vectors, x = (x 1 , ..., x k , y 1 , ..., y l ) and y = (
Lemma 10 [14, 20] If x w y and x w y , then (x, x ) w (y, y ), where (x, x ) means concatenation of vectors x and x . Moreover, if x ≺ w y , then (x, x ) ≺ w (y, y ).
Lemma 11 [14, 20] If χ(x) is an increasing concave function, and (x 1 , ..., x p ) w (y 1 , ..., y p ), then and equality is possible only when (x 1 , ..., x p ) ↑ = (y 1 , . .., y p ) ↑ . 2 
Transformations of Trees and Majorization
The following lemmas play the same role in our proofs as Lemmas 3.1-3.5 in [20] . Some novelty is originated from accounting for variations in internal vertex weights. 
Proof Clearly, T ∈ R(µ, d), since vertex degrees and weights do not change during the transformation. Denote
In the tree T weights of the groups subordinated to the vertices
, weights of the groups subordinated to the vertices
, weights of all other vertices (including m) do not change. Therefore, by Lemma 9,
If one denotes with z the vector of (unchanged) weights of groups subordinated to all other internal vertices of T distinct from the root, then, by Lemma 10, f (T ) = (y, z)
Lemma 13 Consider a directed tree T ∈ R(µ, d) containing the disjoint paths (v, m 1 , ..., m k , m) and (v , m 1 , ..., m l , m) from vertices v, v ∈ V to some vertex m ∈ M , and suppose that 1
Proof Introduce the notation
and consider the tree T obtained from T by deleting the arcs vm 1 , v m 1 , m 1 u, m 1 u and adding the arcs v m 1 , vm 1 , m 1 u , and m 1 u instead. We have T ∈ R(µ, d), since vertex degrees and weights do not change during the transformation.
In the tree T weights of the groups subordinated to the 
, while weights of all other vertices (including m) do not change. Therefore, by Lemma 9,
If one denotes with z the vector of weights of groups subordinated to all other internal vertices of T distinct from the root, then, by Lemma 10, f (T ) = (y, z)
w (x, z) = f (T ). Proof Since vertex degrees and weights do not change during the transformation, T ∈ R(µ, d).
, while weights of all other vertices do not change. Therefore, by Lemma 9,
If z is the vector of weights of groups subordinated to all other internal vertices of T distinct from the root, then, by Lemma 10, f (T ) = (y, z)
w (x, z) = f (T ).
Lemma 15
Suppose weights are degree-monotone in a generating tuple µ, d and consider a directed tree T ∈ R(µ, d) containing the disjoint paths (v, m 1 , ..., m k , m) and
Proof Let the vertex v have d > 0 inbound arcs in T . Introduce the notation
and consider the tree T obtained from T by replacing the arcs vu, v u with the arcs v u, vu , redirecting all d inbound arcs of the vertex v in T to the vertex v , and redirecting arbitrary d inbound arcs of the vertex v in T to the vertex v. We have T ∈ R(µ, d), since vertex degrees and weights do not change during the transformation. Let u 1 , ..., u ∆ be those ∆ vertices, for which outbound arcs to the vertex v in the tree T survived in the tree T , and introduce
Weights are degree-monotone in µ, d , so we have µ(v ) − µ(v) 0. Since vertex weights are positive and ∆ > 0, it follows that b > 0.
In the tree T weights of the groups subordinated to the vertices m 1 , ..., m k (when k > 0) increase by b, weights of the groups subordinated to the vertices m 1 , ..., m l (when
Weights of all other vertices (including m) do not change. Therefore, by Lemma 9,
Lemma 16 Consider a directed tree T ∈ R(µ, d) containing the disjoint paths (v, m 1 , ..., m k , m) and (v , m 1 , ..., m l , m) from vertices v, v ∈ M to some vertex m ∈ M , and suppose that 0
If the directed tree T is obtained from T by swapping all incident arcs of vertices v and v , then T ∈ R(µ, d) and
Proof It is clear that T ∈ R(µ, d).
The rest of the proof repeats the one of Lemma 15.
Lemma 17 Consider a path
. If the directed tree T is obtained from T by swapping all incident arcs of vertices v and v , then T ∈ R(µ, d) and
Weights of all other vertices do not change. Therefore, by Lemmas 9 and 10,
Lemma 18 Suppose weights are degree-monotone in a generating tuple µ, d and consider a directed tree T ∈ R(µ, d). Let T contain an arc mm ∈ E(T ), and suppose that Weights of groups subordinated to all other vertices do not change, so, by analogy with Lemmas 12-17, by Lemma 10 we obtain f (T ) w f (T ).
Please note that only Lemmas 15 and 18 require degree-monotonicity of the generating tuple µ, d .
As we show below, conditions of Lemmas 12-18 are never satisfied for directed Huffman trees (an only for directed Huffman trees), and the above transformations cannot result in a tree with the vector of subordinate groups' weights majorizing the one of some directed Huffman tree.
Huffman Trees and Majorization
Let us define the following useful tree transformations. 
