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Motivated by the growing interest in self-correcting quantum memories, we study the feasibility
of self-correction in classical lattice systems composed of bounded degrees of freedom with local
interactions. We argue that self-correction, including a requirement of stability against external
perturbation, cannot be realized in system with broken global symmetries such as the 2d Ising
model, but that systems with local, i.e. gauge, symmetries have the required properties. Previous
work gave a three-dimensional quantum system which realized a self-correcting classical memory
[8]. Here we show that a purely classical three dimensional system, Wegner’s 3D Ising lattice gauge
model [37], can also realize this self-correction despite having an extensive ground state degeneracy.
We give a detailed numerical study to support the existence of a self-correcting phase in this system,
even when the gauge symmetry is explicitly broken. More generally, our results obtained by studying
the memory lifetime of the system are in quantitative agreement with the phase diagram obtained
from conventional analysis of the system’s specific heat [35], except that self-correction extends
beyond the topological phase, past the lower critical temperature.
I. INTRODUCTION AND MOTIVATION
A self-correcting memory is a passive physical device
that stores information robustly at finite temperature de-
spite fluctuations of its external parameters like magnetic
field, pressure, etc. Such a system can be prepared in one
of a finite number of initial states, and the identity of this
initial state can in principle be reconstructed with high
probability up to some mixing time, after which all signa-
tures of the initial configuration is lost. We say that the
system is self-correcting if the mixing time grows with
the system size. In particular, we are interested in self-
correcting memories that arise from systems composed of
localized, bounded degrees of freedom with short-range
interactions.
It is well established that reliable computation can be
realized from unreliable components using fault-tolerant
techniques both in the classical [9, 28, 32, 36] and quan-
tum [1, 19, 21, 22, 30, 31, 33] settings. Moreover, fault-
tolerant computation can be realized from local cellu-
lar automaton [4, 12, 34], which in physical terms cor-
responds to a lattice system with local interactions that
are periodic in time. However, these processes dissipate
heat. In contrast, a self-correcting memory is stabilized
thermodynamically—i.e., through its interaction with a
heat reservoir—and does not require external power.
To serve as a memory, a system must possess more than
one metastable state, i.e., it must display phase coexis-
tence. Information is stored in the system by preparing
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one of these states, and the probability of information
corruption, i.e., the probability that the system sponta-
neously transitions from one phase to another, is expo-
nentially suppressed with the system size.
Robust phase co-existence is however ruled out by the
Gibbs phase rule [14]: for a system with N external pa-
rameters, the coexistence of P stable phases can only
occur in a sub-manifold of codimension P − 1. In other
words, phase co-existence requires fine-tuning of the sys-
tem’s parameters. As we will explain below, this rule can
easily be understood in the Landau-Ginzburg paradigm
of local order parameters and spontaneously broken sym-
metries, where it also rules out the existence of self-
correcting memories. In this article, we show how the
Gibbs phase rule can be circumvented by turning to sys-
tems with non-local order parameters.
The motivations to study this problem stem from many
sources. In the classical setting, the question of emerging
global order from local noisy interactions has a long his-
tory. For instance, the phase rule forbids the existence of
a phase transition in a one-dimensional, translationally-
invariant system composed of bounded, discrete degrees
of freedom. Yet, Ga´cs’ cellular automaton [11, 13] pro-
vides a “counter-example” to this rule, that is made pos-
sible using a time-dependent periodic Hamiltonian in-
stead of a constant Hamiltonian [3]. Here we present
an alternative way of escaping the phase rule.
In the quantum setting, the prospect of quantum tech-
nologies has generated a growing interest for robust
quantum memories. While the theory of fault-tolerant
quantum computation is well developed, a self-correcting
quantum memory [2] would enable passive, reliable quan-
tum information storage, analogously to classical hard
drives. The quantum model of [8, 19] realizes a self cor-
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2recting quantum memory in four spacial dimensions and
a classical memory in three spatial dimensions, but leaves
open the questions of a robust classical memory in a clas-
sical system and of a robust quantum memory in lower
spatial dimensions.
Lower-dimensional quantum model systems have been
proposed [2, 7, 17, 18, 26, 27] and disputed [16, 24, 25], so
the existence of a self-correcting quantum memory in less
than four spatial dimensions remains an open question to
date. Given this status, it seams reasonable to step back
and study classical self-correcting memories in a classical
system before turning to the quantum setting. In partic-
ular, the study of self-correcting quantum memories in
two spatial dimensions [2, 17, 18, 27] appears premature
given that our construction of a classical self-correcting
memory is the only model we are aware of and requires
three spatial dimensions.
In addition, the conditions for a quantum memory are
more stringent than those for a classical memory. Sup-
pose the energies of two memory states 0 and 1 differ
by some unknown, possibly fluctuating quantity ∆. If
∆ is extensive – i.e., if there is a constant energy den-
sity difference between the two states – then thermal
fluctuations will drive the memory to the state of lower
energy. This thermal instability is a problem for both
quantum and classical memories. However, a quantum
memory must not only preserve the discrete memory
states 0 and 1, it must also preserve coherent superposi-
tions thereof |ψ(0)〉 = α|0〉+ β|1〉. For any finite energy
splitting ∆ between the two states, Schro¨dinger’s time
evolution will introduce an unknown phase over time
|ψ(t)〉 = α|0〉 + e−i∆t/~β|1〉, effectively destroying the
quantum superposition. Such a dephasing problem only
affects quantum memories and does not require an ex-
tensive energy difference ∆, showing that the criteria to
realize a self-correcting quantum memory are much more
stringent than for a classical memory. In contrast, quan-
tum mechanical models are richer than classical models
in some fixed spatial dimension, so the question of clas-
sical self-correction in classical systems is a non-trivial
intermediate case to study.
The rest of this article is organized as follows. In the
next section, we argue that systems with a broken local
symmetry cannot realize a self-correcting memory. So in
Sec. III, we turn to systems with a gauge symmetry and
explain how the previous argument breaks down. Section
IV presents a detailed model and explain why it is stable
against external perturbations, thermal fluctuations, and
both. Numerical simulations of that model are presented
in Sec. V where the self-correcting behavior is clearly
observed. We conclude with general remarks and some
open questions.
II. SYMMETRY BROKEN PHASE
To build intuition, consider a two-dimensional fer-
romagnetic Ising model with Hamiltonian H =
−J∑〈i,j〉 σiσj , where spins take values σj ∈ {−1,+1},
(see e.g. [29]). It has two ground states of fully polarized
all-up and all-down spins and this degeneracy can be used
to store one bit of information. At non-zero temperature,
thermal fluctuations will create droplets of inverted spins,
reducing magnetization. However, the energy of an error
droplet D is proportional to the length of its boundary
E = 2J |∂D|, so at temperature T , large droplets are sup-
pressed by a Boltzmann factor e−E/kBT (we set kB = 1).
Below the critical Curie temperature TC , error droplets
are typically too sparse to percolate, so the sign of the
magnetization retains information about the stored bit of
information. Statistical fluctuations could lead to spon-
taneous percolation of the droplets, but such fluctuations
are exponentially suppressed with the system size, mean-
ing that the memory lifetime grows exponentially with
the system size.
This stability is attributable to a symmetry – flip-
ping all the spins leaves the Hamiltonian invariant. Sub-
critical temperature thermal states spontaneously break
this symmetry, either choosing a positive or negative
magnetization sector, thus enabling the system to serve
as a memory. This requires fine-tuning however: generic
perturbations to the Hamiltonian will break this symme-
try and favor one sector over the other. For instance, a
magnetic field will add a term B
∑
i σi to the Hamilto-
nian. The energy of a spin-down droplet D in a spin-
up background is modified to E = −2B|D| + 2J |∂D|.
Because the area |D| of a droplet grows faster than its
boundary |∂D|, no matter how small the magnetic field
B is, the Boltzmann factor will favor the formation of
large droplets, and hence a unique stable sector. We see
that phase co-existence is restricted to a codimension 1
manifold of the (B, T ) phase diagram in accordance to
Gibbs’ phase rule.
Because of the required fine-tuning, the Ising model is
not a robust phase of matter – it is merely a symmetry-
protected phase of matter. A self-correcting memory is
a symmetry broken finite-temperature phase, robust to
generic physical perturbations that are not constraint by
any symmetries. This is by definition impossible to real-
ize in symmetry-broken phases with a local order param-
eter. Suppose indeed that Hamiltonian H has a sponta-
neously broken symmetry with associated order param-
eter M , i.e., M takes distinct expectation values in the
different thermal sectors. Adding a perturbation µM to
the Hamiltonian will favor one sector over the others, so
the system will thermalize to this unique sector irrespec-
tive of initial conditions. Moreover, because M is a local
order parameter, the term µM consists of physically re-
alistic local interactions. In the Ising model for instance,
M would be magnetization and the perturbation would
correspond to an external magnetic field.
3III. NON-LOCAL ORDER
We have just argued that in the presence of symmetry-
breaking perturbations, thermal stability is incompatible
with the existence of a local order parameter. So we
turn to systems with non-local order parameters. In the
quantum setting, it is possible for a system to possess
two distinct ground states |ψ0〉 and |ψ1〉 that are locally
indistinguishable. The two state
|ψAB0 〉 =
1√
2
(|↑A↑B〉+ |↓A↓B〉) and (1)
|ψAB1 〉 =
1√
2
(|↑A↑B〉 − |↓A↓B〉) (2)
illustrate this idea: in both states, the single-spin state
obtained from a partial trace is maximally mixed
ρA0/1 = ρ
B
0/1 =
1
2
(|↑〉〈↑ |+ |↓〉〈↓ |), (3)
yet the two states are orthogonal to each other. Thus,
any single-spin measurement cannot distinguish between
the two states. Topologically ordered systems extend
this idea to local Hamiltonians whose degenerate ground
states are indistinguishable from each other given any
observable acting on a homologically trivial region of the
system manifold space. Thus, these systems naturally
present a stability to local perturbations [5, 6, 20].
In the classical setting, two distinct configurations of
a system composed of local degrees of freedom must un-
avoidably differ locally, so are subject to an energy split-
ting by a local field. To obtain a self-correcting mem-
ory, we therefore cannot encode information states in dis-
tinct system configurations. Instead, we choose a one-to-
many encoding where each information state is encoded
in an ensemble of classical states, e.g., 0 is encoded in
any configuration from the ensemble Ω0 = {σ10 , σ20 , . . .}
and 1 is encoded in any configuration from the ensemble
Ω1 = {σ11 , σ10 , . . .}. While any of these individual states
can be locally distinguished, the distinct ensembles can
be chosen to be statistically locally indistinguishable.
A concrete way of realizing this encoding uses a Hamil-
tonian with a gauge symmetry. The spectrum of such
a model is exponentially degenerate because configura-
tions related by a gauge transformation have the same
energy. The information ensembles Ωj will consist of sets
of states that are related by a gauge transformation. The
fact that these ensembles cannot be distinguished locally
is then a corollary of Elitzur’s theorem [10, 23] which
states that a gauge symmetry cannot be spontaneously
broken. Moreover, the non-local order parameter char-
acterizing the gauge model remains well defined in the
absence of a gauge symmetry, so it can continue to serve
as the information read-out in the model even when a
symmetry-breaking field in added. The next section il-
lustrates these ideas with a concrete model, Wegner’s 3D
Ising lattice gauge theory [37].
Gauge
Wz
AP
Sz
FIG. 1. The model consist of Ising spins σi placed on each
edge of a regular square lattice with periodic boundary con-
ditions. Green plaquettes represent the coupling terms of the
Hamiltonian. Orange vertices represent gauge symmetries.
The red string is a gauge invariant Wilson loop Wz. Flipping
all spins along the blue plane Sz perpendicular to the z axis
inverts the value of Wz.
IV. MODEL
The model we consider is a cubic lattice of size L ×
L × L, with Ising spins σi ∈ {−1,+1} residing on each
edge, see Fig. 1 for an illustration. The Hamiltonian is
the sum over plaquettes
H0 = −J
∑
P
AP (4)
where J > 0 and for plaquette P with boundary edges
∂P = (i, j, k, l), we define AP = σiσjσkσl. For simplic-
ity, we assume the lattice has periodic boundary condi-
tions. Beyond its use in lattice gauge theory [23], this
model is familiar in quantum error-correction as it con-
sists of the“classical part” of the three-dimensional toric
code [8, 19]. That quantum model is known to be a self-
correcting classical memory; the question we ask here
is whether it retains that property without the kinetic
quantum terms. Note that the spectrum of the model
changes drastically with the presence of the quantum ki-
netic term. In particular, the quantum model has some
constant ground-state degeneracy while the degeneracy
of the classical model is extensive. Thus, there is a pri-
ori no reason to assume any relation between the thermal
properties of the two models, particularly in the presence
of an external field as we explain later.
This Hamiltonian has a gauge symmetry generated by
flipping all six spins adjacent to a vertex. To see that this
is a symmetry, note that a plaquette and a vertex share
an even number η (either 0 or 2) of edges, so the gauge
transformation will change a plaquette coupling AP by
a multiplicative factor (−1)η = 1. In other words, this
follows from the fact that the boundary of a plaquette
has itself no boundary, ∂∂P = 0.
4A. observables
A gauge-invariant observable is obtained by consider-
ing the product of the spins along any closed loop `, gen-
erating a so-called Wilson loop W` =
∏
i∈` σi. The gauge
invariance follows from ∂∂` = 0. For loops ` that are
boundary of surfaces S, i.e. ` = ∂S, the corresponding
Wilson loops are obtained by taking the product of the
enclosed plaquette terms W∂S =
∏
P∈S AP , so they are
coupled to energy density in S. High-temperature ex-
pansions can be used to show [23, 37] that 〈W`〉 ∼ e−α|S|
where S is the minimal surface area enclosed by the loop,
i.e., for which ∂S = `. At low temperature however, any
single spin-flip along ` will invert the sign of W`, so the
expectation of a Wilson loop vanishes exponentially with
its length 〈W`〉 ∼ e−γ|`| where to leading order e−γ is the
probability of an unflipped spin, so e−γ ≈ (1 − e−4J/T ).
This discrepancy between high- and low-temperature cal-
culations suggest the existence of a finite-temperature
phase transition. Indeed, this model is dual to a 3D
Ising model [23, 37] whose critical temperature is well
established numerically Tc ≈ 1.314 [15].
A system embedded on a topologically non-trivial
manifold—such as a cube with periodic boundary con-
ditions or a punctured cube—admits homologically non-
trivial loops ` 6= ∂S to which the above high-temperature
expansion does not apply. These Wilson loops are gauge-
invariant observables that are decoupled from energy.
One such example, illustrated on Fig. 1 is the loop which
winds around the three-dimensional torus in the z direc-
tion Wz.
To see that Wz is indeed decoupled from the energy,
consider the dual plane Sz which consists of all the edges
in the z direction with a fixed z coordinate, see Fig. 1.
Inverting all the spins in Sz leaves all plaquette terms AP
invariant because Sz intersects AP on an even number of
edges. On the other hand, Wz and Sz intersect on an odd
number edges, so flipping all spins in Sz inverts the value
of Wz. We conclude that, given any spin configuration
σ, there exist another configuration σ′ obtained by flip-
ping all the spins in Sz such that H0(σ) = H0(σ
′) and
Wz(σ) = −Wz(σ′). We encode one bit of information
using the two ensembles of spin configurations Ω+ and
Ω− consisting of the ground states of H0 with Wz = +1
and Wz = −1 respectively.
B. Stability against perturbation
To understand the robustness of this phase, let us re-
peat the above argument in the presence of a generic per-
turbation V =
∑
i vi to the Hamiltonian H = H0 + V ,
where each term vi is a bounded function |vj | ≤ K of
all the spins within a constant radius r away from spin
i. Given a spin configuration σ of energy H(σ), consider
the configuration σ′ obtained by flipping the spins in Sz.
It is easy to see that the two configurations have a van-
ishing energy density difference as the volume V = L3
grows
|H(σ)−H(σ′)|
V =
|V (σ)− V (σ′)|
V ≤
4Kr
V1/3 . (5)
In the thermodynamic limit, thermal fluctuations will
thus not discriminate between the two sectors, so there
is phase co-existence.
C. Thermal stability
Thermal stability is more subtle. Suppose we prepare
a ground state σ of H0 with a fixed value of Wz = w
and let the system thermalize. In the ground state, we
have AP = 1 for all P , but in thermal equilibrium some
of the AP will take value -1. Excited states are obtained
from the ground state by flipping spins contained in dual-
membranes – two-dimensional sub-manifolds akin of the
region Sz but which don’t span an entire plane. Just like
in the two-dimensional Ising model, the energy of such an
error membrane M grows proportionally to its boundary
E = 2J |∂M |, so below a critical temperature the mem-
branes are confined. Despite this confinement, however,
at any non-zero temperature, we expect a constant den-
sity of membranes. Since the sign of Wz is inverted every
time it intersects an error membrane, Wz averages to 0
in the thermodynamic limit as 1 − e−γLz where e−γ is
roughly the density of error membranes.
Despite the vanishing of Wz, the system retains some
information about its initial configuration. After letting
the system interact with a heat bath for some time, sup-
pose we were to cool it down. Error membranes would
slowly shrink and disappear, returning the system to a
spin configuration with the same value Wz = w as ini-
tially, unless the thermalizing and cooling processes have
generated a membrane that spans a homologically non-
trivial plane. Because error membranes are confined, the
probability of such an event vanishes in the thermody-
namic limit.
While cooling the system back to T = 0 is not physi-
cally possible, it shows that in principle, the information
is still present in the system. In fact, the cooling phase
does not need to be implemented to read out the infor-
mation: it is used here only to illustrate that in prin-
ciple the information is still encoded in the system, al-
though in a hidden form. There exists an alternative
“algorithmic” procedure for retrieving the information.
It consists of reading out the thermal spin configuration
σ entirely, recording the value of each individual spin.
From this knowledge, the value of each AP can be com-
puted. The P with AP = −1 indicate the boundary
` of error membranes. Then, an algorithmic procedure
called decoding can be used to determined what are the
smallest membranes consistent with these boundaries:
arg minM{|M | : ∂M = `}. This may be computation-
ally expensive but can certainly be done in principle. In-
verting the spins contained in these minimal membranes
5should return the system to its initial value of Wz un-
less some error membranes had grown and percolated to
reach a macroscopic size. Thus, the self-correcting phase
truly corresponds to a membrane confinement phase, so
we expect the self-correcting phase diagram to coincide
with the one obtained for confinement, which is dual to
the 3D Ising model h = 0.
D. General stability
Also, we can consider the thermal stability in the pres-
ence of a gauge symmetry-breaking field. Suppose a mag-
netic field V = −B∑j σj is added, energetically favoring
σj = +1. The unique ground state σ
0 of H = H0 + V
is the all spin-up configuration, and has Wz = +1. The
minimal energy configuration σ1 with Wz = −1 is ob-
tained from σ0 by flipping all spins in Sz. Error mem-
branes restricted to the plane Sz have the same ener-
getic cost as those in the two-dimensional Ising model
E = −2B|M | + 2J |∂M |. At first glance, the same ar-
gument invoked for the Ising model suggests that large
error membranes will proliferate in this plane and result
in a configuration in the Wz = +1 sector, corrupting the
memory.
However, at non-zero temperature, entropy will make
the error membranes fluctuate in and out of the Sz plane.
Outside the plane, the magnetic field contributes posi-
tively to the energy. There is a critical temperature where
the entropy gained from fluctuating the error membrane
in and out of Sz compensates from the energy gained
from restricting the error membrane to Sz. Thus, the
system does not magnetize even in the presence of an ex-
ternal field, which is again just a restatement of Elitzur’s
theorem. The system with an external field is self-dual
and has been studied numerically in [35]. We expect
the self-correcting phase to coincide with the topological
phase reported in this reference.
V. NUMERICAL RESULTS
A. Setting
We have verified the above claims numerically. The
physical process we are simulating is the following. The
system is prepared at some low temperature T0 with all
spins up, except in the Lz plane where all spins are down,
so initially Wz = −1. With a positive magnetic field B,
this initial configuration is not a ground state because the
magnetic field favors up spins. The temperature is then
slowly ramped up from T0 to some holding temperature
Thold. The system sits at this holding temperature for
some finite amount of time t, after which the temperature
is ramped back down to T0. At that time, we measure the
Wilson loop Wz to check if it retained information about
its initial value. Note that we do not need to run separate
experiments for the two initial values of Wz = ±1 since
1.0
0.5
0.0
0.5
1.0
W
z
B = 0.2 B = 0.3
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1
0
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T
B = 0.0
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FIG. 2. Expectation value of the Wilson loop 〈Wz〉 as a func-
tion of the holding temperature Thold for various system sizes
and external magnetic fields B. For sufficiently weak external
fields and sufficiently low holding temperatures, the system
returns to its initial value Wz = −1 with a probability that
increases with system size L, suggesting the existence of a
self-correcting phase in the (Thold, B) diagram. At B = 0.4J ,
we observe that the system of size L = 12 has a higher er-
ror probability than L = 10 for all holding temperatures,
suggesting that this B exceeds the critical field value. The in-
set illustrates one typical temperature sweep for two different
holding temperatures for a system of size L = 12. Each data
point in the main plots correspond to an average of 1000 such
temperature sweeps.
the external field favors Wz = +1, i.e. the noise affecting
the encoded information is asymmetric. The challenging
case is when the system carries the information Wz = −1,
and so we focus on that case.
We use standard Monte Carlo simulations with
Metropolis-Hastings rule. A single Monte Carlo update
implements both single spin flips and cluster updates cor-
responding to the gauge symmetry. The conclusions we
reach are independent of the specific choice of updates.
Each update consists of Ns attempted single-spin flips,
where Ns is the number of spins, and Nv gauge cluster
updates, where Nv is the number of lattice vertices. This
way, the number of Monte Carlo updates corresponds to
a physical measure of time, independent of the lattice
size. We fix T0 = 0.2. Ramping the temperature is per-
formed with steps of ∆T = 0.05. We use 5000 Monte
Carlo updates at each temperature. The system is held
at Thold for 10,000 Monte Carlo sweeps, before cooling
back down to T0. Results below are averaged over 1000
such temperature sweeps.
B. Self-correction
Simulation results are shown Fig. 2 where we report the
final expectation value of the Wilson loop as a function
64 6 8 10 12 14
L
1.0
0.8
0.6
0.4
0.2
0.0
W
z
FIG. 3. Final Wilson loop expectation as a function of the sys-
tem size for sub-critical holding temperature Thold = 1.2J <
Tc and external field B = 0.2J < Bc. The result agrees with
a fit 〈Wz〉 = a exp(−bL)− 1, shown in the solid line.
of the holding temperature for various system sizes and
external fields. We emphasize that the main plot is not
the expectation values of the Wilson loop as a function of
temperature during a ramping process. Each data point
is measure at T0 but the measurement is preceded by a
temperature ramp-up to some holding temperature and
a ramp-down, and the data is plotted as a function of the
holding temperature. An example of a single tempera-
ture sweep is illustrated in the inset for B = 0. The inset
shows strongly polarized values of 〈Wz〉, in apparent con-
flict with our claim that should vanish as 〈Wz〉 ≈ e−γL at
any finite temperature, but this is due to finite size effects
since γ ≈ − log(1− e−4J/T ) ≈ 0.047 is quite small.
We say that the system with parameters (Thold, B, J)
is in the self-correcting phase when the probability that
the system returns to a different value of Wz decreases
exponentially with the system size L. We can verify this
claim by fitting 〈Wz〉 as a function of the system size in
the sub-critical region, which is shown at Fig. 3.
Based on these results, we predict the existence of an
upper critical temperature Tc ≈ 1.31J and an upper crit-
ical field 0.3J . Bc . 0.4J such that the system is self-
correcting for Thold < Tc and B < Bc. The critical tem-
perature is largely insensitive to the magnetic field until
a paramagnetic phase is obtained. These observations
are consistent with the well established critical tempera-
ture Tc ≈ 1.314J at B = 0 [15] and more generally with
the findings of [35] which shows an upper critical field
at Bc ≈ 0.225T which is 0.29J at T = Tc, in agreement
with our observation.
C. Lower critical temperature?
The 3D toric code is known to be a self-correcting
quantum memory [8, 19]. Its Hamiltonian HQ = H +K
is the sum of Wegner’ classical gauge model Eq. (4) and
a quantum kinetic terms K that commute with H. Be-
cause of this commutation, the partition function factors
Zβ(HQ) = Zβ(H)×Zβ(K), so in this case, the relations
between the thermal properties of the quantum and clas-
sical model are expected. But in the presence of a mag-
0.4 0.6 0.8 1.0 1.2 1.4 1.6
Thold/T
0.0
0.5
1.0
1.5
2.0 < Wz > + 1
Cv/Ns
FIG. 4. A comparison of the final Wilson loop expectation
value for B = 0.2J and L = 8 (compare to Fig. 2) and the
specific heat per spin, calculated as a typical thermodynamic
estimator, for the same parameter values.
netic field, this factorization breaks and the thermal sta-
bility of the classical model is not a direct consequence
of the stability of the quantum model.
In particular, the quantum model is protected from
an external magnetic field by the kinetic term, which
gives it a spectral gap [5, 6, 20]. The classical model is
only protected by entropy, an effect that we may term
“topological order by disorder”. For this reason, and as
discussed in Sec. IV D, we expect stability only at non-
zero temperature. If we consider for instance the case of
B = 0.2J , the phase diagram proposed in [35] predicts
a lower critical temperature of T` ≈ 0.89J . However,
we do not observe this lower critical temperature when
simulating the system’s ability to self-correct. Figure 4
shows the expectation value of the Wilson loop as a func-
tion of the holding temperatures and the specific heat as
a function of temperature. While the phase transition is
clearly visible on the specific head and coincides with the
predictions of [35], there is no sign of a transition on the
self-correction data.
This discrepancy is not necessarily a problem. The
phase diagram represents the equilibrium properties of a
system, while self-correction is truly about the equilibra-
tion process itself. It is possible that the equilibration
process remains exponentially slow below the lower crit-
ical temperature. It is also possibly that the character
of the equilibration process changes at this transition,
perhaps transitioning from an exponential lifetime to a
polynomial lifetime which is difficult to distinguish from
the system sizes we have simulated. In any case, it would
be premature based on these simulations to conclude that
the system remains self-correcting all the way to T = 0,
and this question deserves further scrutiny.
VI. CONCLUSION
We have argued that a self-correcting memory can be
realized in a lattice system with bounded degrees of free-
dom and local interactions if the Hamiltonian is endowed
7with a gauge symmetry and is embedded on a topologi-
cally non-trivial manifold. The gauge symmetry implies
that the Hamiltonian spectrum is exponentially degen-
erate. The non-trivial topology gives rises to additional
degeneracy that can be probed by a homologically non-
trivial Wilson loop. Information can be reliably stored in
this Wilson loop and Elitzur’s theorem tells us that the
stored information will not respond to an external field.
We have tested these predictions numerically on Weg-
ner’s 3D Ising lattice gauge theory with an external mag-
netic field. Our results are consistent with the existence
of phase in the temperature/field diagram where the in-
formation is exponentially well retained as a function of
the system size, in agreement with the model’s previously
established phase diagram.
The argument for the stability of the model to exter-
nal fields relies on entropy, so is only expected to hold for
some non-zero temperature. A lower critical temperature
has been observed in previous conventional characteriza-
tions of the model, but is not seen in our numerical study.
This leaves open the question of whether temperature is
necessary to stabilize the encoded information.
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