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We study the local equilibrium properties of two-dimensional electron gases at high magnetic
fields in the presence of random smooth electrostatic disorder, Rashba spin-orbit coupling, and the
Zeeman interaction. Using a systematic magnetic length (lB) expansion within a Green’s function
framework we derive quantum functionals for the local spin-resolved particle and current densities
which can be useful for future studies combining disorder and mean-field electron-electron interaction
in the quantum Hall regime. We point out that the spin polarization presents a peculiar spatial
dependence which can be used to determine the strength of the Rashba coupling by local probes.
The spatial structure of the current density, consisting of both compressible and incompressible
contributions, also essentially reflects the effects of Rashba spin-orbit interaction on the energy
spectrum. We show that in the semiclassical limit lB → 0 the local Hall conductivity remains,
however, still quantized in units of e2/h for any finite strength of the spin-orbit interaction. In
contrast, it becomes half-integer quantized when the latter is infinite, a situation which corresponds
to a disordered topological insulator surface consisting of a single Dirac cone. Finally, we argue
how to define at high magnetic fields a spin Hall conductivity related to a dissipationless angular
momentum flow, which is characterized by a sequence of plateaus as a function of the inverse
magnetic field (thus free of resonances).
PACS numbers: 73.43.Cd, 72.20.-i, 75.70.Tj, 03.65.Sq
I. INTRODUCTION
A. Motivation
Over the past few years, Rashba spin-orbit (SO)
coupling1,2 has attracted a considerable amount of at-
tention both from the experimental and theoretical per-
spectives with the objective to better understand electri-
cal and spin transport properties in disordered semicon-
ductor systems at the nanoscale.3 One of the main rea-
sons for this keen interest is that, from a practical point
of view, nanodevices built from these systems present a
high potential for technological applications, since in low-
dimensional heterostructures with asymmetrically con-
fined two-dimensional electron gases (2DEGs) the inter-
action between the spin and the electric charge can be
controlled by external local electric fields.4 On the the-
oretical plane, the comprehension of these physical phe-
nomena requires us to consider the complex dynamical
interplay of charge and spin in confined nanostructures
together with the motion of the carriers taking place in
the presence of a disordered potential landscape.
In this context, 2DEGs under high perpendicular mag-
netic fields may constitute one of the preferred play-
grounds for the fundamental study of Rashba SO in-
teraction since the effect of disorder can be well cap-
tured semiclassically5–7, with an electronic charge mo-
tion resulting from the combination of a fast cyclotron
motion and a slow guiding center drift in the presence
of an arbitrary potential energy. At low temperatures,
this characteristic motion is responsible for spectacular
quantum signatures in macroscopic transport properties8
such as the well-known perfect quantization of the Hall
conductance together with the simultaneous vanishing
of the longitudinal conductance. The origin of the Hall
plateaus can be found in the reservoir of localized states
in the bulk of the system where the guiding center of the
quantized cyclotron orbits drifts along quasiexclusively
closed equipotential lines of the random potential land-
scape, by reason of the ineffective energy exchange be-
tween the two (orbital and guiding) degrees of freedom.
Simultaneously, macroscopic transport across the sample
can only occur through the quasiballistic edge channels9,
as long as the chemical potential remains pinned away
from the center of the disorder-broadened Landau lev-
els which corresponds to the percolation threshold for
the disorder equipotential lines. At the plateaus transi-
tions, a diffusive electronic propagation throughout the
system sets in via a bulk percolating network of equipo-
tential lines, with the electron at a single energy pass-
ing through several saddle points of the potential5 as re-
cently evidenced experimentally by scanning tunneling
spectroscopy measurements.10
Even though some previous works11–16 have already
considered transport properties of 2DEGs with strong
magnetic fields in the presence of Rashba SO interaction,
none of them specifically addresses the peculiar quan-
tum Hall transport regime. A few theoretical papers
have studied the problem of charge transport either in
bulk clean systems11–13 or 2DEGs with simple confine-
2ment potential profiles14–16 (quantum Hall edge states
toy model) but, in general, little consideration has been
given to the combined effects of Rashba SO coupling and
Zeeman interaction (which also has to be included) on the
electronic bulk drift states. One of the main reasons is
that one has to deal at high magnetic fields with the non-
perturbative quantum problem of lifting the huge Lan-
dau level degeneracy by long-range disorder, for which
the usual techniques based on the formalism of perturba-
tion theory turn out to be irrelevant. Another difficulty
resides in the formulation of a consistent transport the-
ory, which requires including Landau level mixing pro-
cesses in the analysis, since the matrix elements of the
current density necessarily relate adjacent Landau lev-
els. In addition, macroscopic transport coefficients at
high magnetic fields are dominated by long range spa-
tial inhomogeneities. As a consequence, experimentally
measured (macroscopic) conductances are no longer re-
lated to (microscopic) conductivities by simple dimen-
sional factors given by the sample geometry6, but present
percolation features characterizing the fractal nature of
the global transport network. In this line, it has also
been suggested17–19 that disordered quantum Hall sys-
tems with SO coupling may belong to a different univer-
sality class from spin-degenerate electron systems since
they may present different critical exponent for the per-
colation correlation length under certain circumstances.
The understanding of the nontrivial physics of quan-
tum Hall systems in the presence of Rashba and Zeeman
couplings is also crucial to explore the spin (angular mo-
mentum) flow in this regime. It has been argued12,13,20
that the spin Hall conductance (appearing since a volt-
age drop can generate a transverse spin current in the
presence of SO interaction) diverges in clean systems
whenever two SO-split energy levels become accidentally
degenerate. The same behavior has been predicted in
other observables such as the spin polarization appear-
ing as a response to an external electric field.21 Experi-
mentally, this resonant behavior has still not been mea-
sured due to difficulties in discriminating the origin of
the spin accumulation22 (thus the type of SO interac-
tion) and to the lack of experimental probes that couple
to the spin current. To make matters worse from a theo-
retical perspective, the spin Hall current used in the for-
mer works12,13,20 does not satisfy a continuity equation23
(which clearly makes the concept of spin accumulation
at the sample edges problematic) and we have to include
the so-called spin torque contribution as a source term to
preserve the spin density. This is a normal consequence
of the presence of SO interaction, since the spin is not
a good quantum number. However, the spin current de-
fined in this way (and therefore the spin Hall conduc-
tance) is not uniquely determined since we can add to
it any current, at the price of a modification in the spin
torque term, still verifying the conservation laws. To
avoid any ambiguity, it is therefore conceptually more
natural to define a SO-polarized current along the spin
precession axis, an approach that will be presented in
this work.
B. Organization of the paper
In this paper we develop an analytical theory of elec-
tronic transport for disordered quantum Hall systems in
the hydrodynamic (local equilibrium) regime taking into
account both Rashba and Zeeman interactions. Since
this work uses original techniques based on phase space
quantization24, we give beforehand a brief description of
our main results. First, in Sec. II, we present the SO
vortex Green’s function formalism. We show that the
single-particle Green’s function can be found using a sys-
tematic expansion in powers of the magnetic length. In
Sec. III, we derive a general quantum-mechanical expres-
sion for the local spin-resolved electron density valid at
high magnetic fields, which takes the form of a functional
of an (arbitrary) potential energy. We provide in Sec. IV
a detailed derivation of the local electron current den-
sity, discuss both the density-gradient (edge) and drift
(bulk) contributions, and explain their spatial dispersion
in the presence of disorder and / or confinement poten-
tials (i.e., quantum wires under high magnetic fields).
Furthermore, in Sec. V we consider the nonequilibrium
current density in the linear response regime to compute
an explicit formula for the local conductivity tensor in
the presence of Rashba SO and Zeeman interactions. We
prove that the Hall (off-diagonal) component of the ten-
sor presents preserved quantized plateaus with average
value given by integer units of the conductance quan-
tum, e2/h, that are robust to finite Rashba coupling.
Our general formula is also used to obtain the local Hall
conductivity in a disordered topological insulator film (in
the limit of vanishing coupling between top and bottom
surfaces) at high fields, explicitly proving from a micro-
scopic derivation its half-integer quantization. We also
point out how to define a local spin Hall conductivity
that has a physical meaning in the presence of SO inter-
action. This observable is shown to give a dissipationless
angular momentum flow presenting fingerprints of the
particle spin imbalance below the chemical potential. We
shall finally present in this section the derivation of the
macroscopic transport coefficients in a high-temperature
regime, and demonstrate that the longitudinal conduc-
tance is characterized by a classical percolation exponent,
which remains unaffected by the presence of Rashba SO
coupling. A general conclusion describing future direc-
tions of this work closes the paper, together with some
calculation details given in the Appendix.
3II. EQUATION OF MOTION IN THE
SPIN-ORBIT VORTEX REPRESENTATION
A. Spin-orbit vortex states
We now proceed to the theoretical analysis for arbi-
trary smooth disorder potentials, which allows great sim-
plifications at high magnetic fields. The SO vortex states,
on which our quantum high magnetic field theory relies,
are eigenstates of the clean Hamiltonian
Hˆ0 = Hˆ2DEG + HˆR + HˆZ, (1)
which describes a single electron of charge e = −|e|, ef-
fective mass m∗, and spin s = 1/2 confined in a two-
dimensional (2D) plane, under a uniform perpendicu-
lar magnetic field B = Bzˆ and in the presence of both
Rashba SO and Zeeman interactions. The first term in
Eq. (1) is the spin-diagonal Hamiltonian of a free single
electron
Hˆ2DEG = Πˆ
2
2m∗
⊗ 11s, (2)
with
Π = p− e
c
A(r) (3)
the gauge-invariant (kinetic) momentum [here p is the
canonical momentum, A(r) the electromagnetic vector
potential with r = (x, y) the position of the electron in
the 2D plane and c the speed of light], 11s the identity
matrix in spin space, and ⊗ the tensor product symbol.
The next term is the so-called Rashba Hamiltonian1,2
describing the coupling between orbital and spin motions
HˆR = α[Πˆx ⊗ σy − Πˆy ⊗ σx], (4)
with α a spatially constant Rashba SO parameter (for
simplicity, we do not consider here random spatial fluc-
tuations of the Rashba coupling field) and σγ (γ ∈ {x, y})
the Pauli matrices. Finally, the last term represents the
Zeeman interaction between the electron’s intrinsic mag-
netic moment and the external magnetic field
HˆZ = 1
2
gµBB ⊗ σz , (5)
where g is the Lande´ g factor25 and µB = |e|~/(2m0c)
the Bohr’s magneton with m0 the bare electron mass.
The energy spectrum corresponding to the Hamilto-
nian (1) is composed by discrete SO-split Rashba-Landau
levels2 and reads
En,λ = ~ωc
(
n− λ
2
∆n
)
, (6)
where ωc = |e|B/(m∗c) is the cyclotron pulsation and
∆n =
√
(1− Z)2 + nS2 is a dimensionless quantity
defining the gap between the nonequidistant SO-split en-
ergy levels in units of the cyclotron energy ~ωc. The
multiple level crossings appearing in the spectrum are
controlled by the parameters S and Z, measuring the rel-
ative strength of the Rashba SO coupling [per magnetic
length, lB =
√
~c/(|e|B)] and Zeeman interaction26 to
the cyclotron energy. They are defined by the following
expressions:
S =
α2
√
2
ωclB
, Z =
g
2
m∗
m0
. (7)
It is clear that the energy levels in Eq. (6) are highly
(macroscopically) degenerate since they depend on just
two quantum numbers (while three are required to fully
represent the quantum states): a positive integer n ≥ 0,
called the Rashba-Landau level index, and λ = λ(n),
the SO quantum number which is a function of the for-
mer and takes the values λ = ± if n 6= 0 and λ = −
otherwise. An adequate treatment of the lifting of the
Rashba-Landau level degeneracy by a random potential
energy, within the characteristic quantum Hall regime at
high magnetic fields, is therefore clearly needed.
Working in the symmetrical gauge A(r) = B × r/2,
a very convenient basis of eigenfunctions of the Hamil-
tonian operator (1) is the set of semiorthogonal SO
vortex wave functions27 with real-space representation
Ψ˜n,λ,R(r) ≡ 〈r|n, λ,R〉,
Ψ˜n,λ,R(r) =
∑
σ=±
fσ(θ
λ
n)Ψnσ,R(r)⊗ |σ〉. (8)
These eigenfunctions are labeled by the collection of
quantum numbers ν = {n, λ,R} where R = (X,Y ) is a
doubly continuous quantum number corresponding to the
position in the plane of the center of the localized (vortex-
like) spinor wave function. The spinor corresponds to
a very particular combination of the eigenstates of the
Pauli matrix σz , i.e., σz |σ〉 = σ|σ〉, with a spatial part
characterized by the so-called vortex states28,29,
Ψn,R(r) =
1√
2πl2Bn!
[
x−X + i(y − Y )√
2lB
]n
× exp
[
− (x−X)
2 + (y − Y )2 + 2i(yX − xY )
4l2B
]
. (9)
We note that each of the vortex wave functions appearing
in the components σ = ± of the spinor (8) is labeled by
a spin-dependent Landau level quantum number defined
by nσ = n− (1 + σ)/2 and weighted by the function
fσ(θ
λ
n) =
{
sin(θλn) σ = +,
cos(θλn) σ = −.
(10)
As such, the wave functions (8) are characterized by
a probability density composed by two unequal max-
ima localized along adjacent spin-resolved Landau orbits
whose different cyclotron radii collapse into a single one
when the SO parameter S vanishes. Here, we have set
Ψ−1,R(r) ≡ 0 so that the above formula (8) also holds
for the lowest Landau level n = 0.
4The angular parameters θλn are defined by
30
θλn = arctan
[
(1− Z) + λ∆n
S
√
n
]
. (11)
For n ≥ 1, both projections along the Rashba dependent
spin axis satisfy the identity
θ+n = θ
−
n + π/2, (12)
ensuring that SO vortex states with the same Rashba-
Landau level index n but opposite SO quantum number
λ are orthogonal. Note that two SO vortex states with
the same n and λ but different guiding center positionsR
present a nonzero overlap characteristic of the coherent
states algebra. Despite this nonorthogonality, the full set
of states {|ν〉} = {|n, λ,R〉} does form a basis, as is well
known for coherent states; see e.g., Ref. 29 and references
therein.
B. Dyson equation
We have previously shown27 that the full electronic
Green’s function, corresponding to the Hamiltonian op-
erator
Hˆ = Hˆ0 + V (rˆ)⊗ 11s, (13)
where Hˆ0 is the clean Hamiltonian given in Eq. (1) and
V (rˆ)⊗ 11s is an electrostatic potential energy term diag-
onal in spin space, can be written exactly using the SO
vortex wave functions as
GR,Aσσ′ (r, r
′, ω) =
∫
d2R
2πl2B
∑
n1,λ1
∑
n2,λ2
fσ(θ
λ1
n1 )fσ′(θ
λ2
n2)
×Kn1σ ;n2σ′ (r, r′,R) gR,An1,λ1;n2,λ2(R, ω). (14)
Here R,A respectively stand for the retarded and ad-
vanced components of the Green’s function expressed
in the position representation, G(r, r′, ω) = 〈r|Gˆ(ω)|r′〉,
and σ, σ′ ∈ {±} define its matrix elements in spin space.
The electronic structure factor Kn1;n2(r, r
′,R), which
contains all the information about the electronic wave
functions, is defined by
Kn1;n2(r, r
′,R) = e(−l
2
B
/4)∆R
[
Ψ∗n2,R(r
′)Ψn1,R(r)
]
, (15)
with ∆R the Laplacian operator taken with respect to
the 2D vortex position R. This function plays the role of
a convolution kernel, independent of the (arbitrary) po-
tential energy V (r), and gives the quantum contribution
to the orbital motion of the electron in the 2D plane. In
this sense, Eq. (14) can be understood as the quantum
formulation of the decomposition of the electronic mo-
tion into orbital and guiding center (or vortex) degrees of
freedom, the latter being characterized by the functions
gR,An1,λ1;n2,λ2(R, ω) which have still to be determined.
The local SO vortex Green’s function gR,An1,λ1;n2,λ2(R, ω)
can be found to obey the following exact equation of
motion27
(ω − En1,λ1 ± i0+)gR,An1,λ1;n2,λ2(R, ω) = δn1,n2δλ1,λ2
+
∑
n3,λ3
vn1,λ1;n3,λ3(R) ⋆ g
R,A
n3,λ3;n2,λ2
(R, ω), (16)
where the retarded (resp. advanced) SO vortex Green’s
function corresponds to the plus (resp. minus) sign and
0+ is a positive infinitesimal quantity encoding the infor-
mation related to causality. The symbol ⋆ is a magnetic
version of the Groenewold-Moyal ⋆ product24, a pseudo-
differential infinite-order symplectic operator given by
⋆ = exp
[
i
l2B
2
(
←−
∂ X
−→
∂ Y −←−∂ Y−→∂ X)
]
. (17)
The arrow above each of the partial derivatives indicates
to which side (left/right) it has to be applied. The non-
commutative ⋆ product condenses the dynamics in the
phase space defined by the conjugated vortex variables
(X,Y ), which for 2D electrons under a perpendicular
magnetic field corresponds to the physical space for the
components of the guiding center position R. In this
case, the squared magnetic length l2B plays the role of a
deformation parameter that allows one to smoothly re-
cover (semi)classical dominant terms for the guiding cen-
ter dynamics from the continuous limit lB → 0.
In the local equilibrium regime, the potential opera-
tor V (rˆ) ⊗ 11s will contain two different types of terms:
first, an effective electrostatic contribution Veff(r) re-
sulting from random impurity potentials, confinement
and/or electron-electron repulsion taken into account at
the mean-field level; and second, an external contribu-
tion proportional to a spatially varying electrochemical
potential Φ(r) applied to the sample:
V (r) = Veff(r) + eΦ(r). (18)
The electrochemical potential (containing both contribu-
tions from the macroscopic electric field and the macro-
scopic chemical potential gradients) can be related to a
macroscopic electromotive field E(r) = −∇rΦ(r) that
induces in the system a nonequilibrium response as a
consequence of a macroscopic voltage drop.
The matrix elements vn1,λ1;n2,λ2(R) appearing in
Dyson equation (16) play the role of an effective potential
energy seen by the vortex and can be evaluated exactly
in the SO vortex representation27
vn1,λ1;n2,λ2(R) =
∑
σ=±
fσ(θ
λ1
n1)fσ(θ
λ2
n2 )vn1σ ;n2σ (R), (19)
with the reduced matrix elements vn1σ ;n2σ (R) dependent
on the spin projection given by
vn1σ ;n2σ(R) =
∫
d2ηKn1σ ;n2σ(η,η,0)V (η +R). (20)
5These reduced matrix elements, expressed as a convolu-
tion of the bare potential energy V (r) with the electronic
kernel (15) encoding the information about the cyclotron
motion, can obviously be physically interpreted as an av-
erage of the bare electrostatic potential V (r) over the
(integrated out) fast orbital angular degree of freedom.
C. Spin-orbit vortex Green’s functions at high
magnetic fields
Finding an analytical exact solution of Dyson equa-
tion for an arbitrary 2D potential V (r) and all possible
values of the external magnetic field is unquestionably
an overwhelming task. However, in this work we are
only interested in the high magnetic field regime where
the magnetic length lB becomes the smallest length scale
(with respect to the characteristic length scale related
to the local variations of the smooth potential energy).
This suggests that one possible strategy to follow31 in
order to obtain a solution to the equation of motion in
the presence of arbitrary smooth disorder potentials and
macroscopic nonequilibrium electromotive fields is to ex-
pand the matrix elements of the potential given in Eq.
(20) in a power series in (the small parameter) lB,
vn1σ ;n2σ(R) =
+∞∑
j=0
(
lB√
2
)j
v(j)n1σ ;n2σ(R), (21)
with v
(j)
n1σ ;n2σ (R) independent of lB, and to find the SO
vortex Green’s functions by writing them analogously,
gn1,λ1;n2,λ2(R, ω) =
+∞∑
j=0
(
lB√
2
)j
g
(j)
n1,λ1;n2,λ2
(R, ω). (22)
Here, and subsequently, we drop the retarded and ad-
vanced superscripts, since the corresponding SO vortex
Green’s functions can be easily identified from the sign of
their imaginary parts. The functions g
(j)
n1,λ1;n2,λ2
(R, ω)
appearing in the series expansion of the SO vortex
Green’s function can then be computed solving itera-
tively the equation of motion (16) order by order in pow-
ers of the magnetic length. This procedure allows us in
turn to systematically obtain quantum microscopic ex-
pressions (at finite lB) for any local observable in the
hydrodynamic regime, under the form of functionals of
the arbitrary potential energy V (r).
Before providing the resulting expressions for the SO
vortex Green functions, a few comments are in order. It
is important to note that the Green’s function decom-
position (14) of the electronic motion into a slow guid-
ing center drift and a fast cyclotron motion reveals that
the full dependence on the magnetic length of the elec-
tronic Green’s function has two distinct origins related to
each of the coupled motions. The lB expansion discussed
here only affects the vortex contribution to the electronic
Green’s function, so that the computed formulas preserve
through the structure factors some quantum-mechanical
features such as wave function spreading and interference
effects associated with the quantized cyclotron motion.
Further expansion in lB of these electronic kernels allows
one to recover entirely semiclassical expressions for the
observables, where only the quantization of the kinetic
energy is kept intact while the full internal spatial struc-
ture resulting from quantum interferences is neglected.
This distinction in the lB contributions is, however,
rather subtle, since one has in principle the freedom to
modify the ⋆ product with a trivial rotation in the vor-
tex phase space. For instance, one can make integra-
tions by parts in Eq. (14), so that the differential op-
erator e−(l
2
B
/4)∆R appearing in expression (15) is then
included into a new guiding center contribution, which
will obey a Dyson equation analogous to Eq. (16) with a
new infinite-order differential operator product. In this
case, the structure factor for the orbital motion is simply
given by the product Ψ∗n2,R(r
′)Ψn1,R(r) of two (local-
ized) vortex wave functions. Clearly, this phase space
rotation corresponds to an infinite-order resummation of
a whole class of lB-dependent terms. It has been proved
in previous works32,33 that the structure factor (15) for
the orbital motion is preferentially selected as early as
the Landau level degeneracy is lifted, essentially due to
the specific structure of the ⋆ product operator. Quite
remarkably, the ⋆ product indeed generates32,33 within
the guiding center dynamics a hierarchy of local char-
acteristic energy scales built from the spatial derivatives
of the effective potentials and corresponding to intrinsic
invariants, such as the local Gaussian curvature. For an
arbitrary 2D potential V (R) this means that at leading
order one can safely replace the ⋆ product with the usual
product between functions, as long as the thermal energy
scale exceeds the curvature energy scale. This leads to
a considerable simplification since the system of partial
differential equations obeyed by the SO vortex Green’s
functions then transforms into a system of algebraic equa-
tions. From the physical point of view, the existence of a
hierarchy of energy scales expresses a stability property
(or robustness) of the chosen representation of quantum
states.
Because the ⋆ product involves products of deriva-
tives of the vortex coordinates acting along orthogonal
directions, it is obvious that this formalism becomes ex-
act for any 1D potential. This pinpoints the quantum-
mechanical effects encapsulated within the structure fac-
tor, namely, the dragging of the nodal pattern related
to the quantized orbital motion along the guiding center
trajectory. In other terms, the operator e−(l
2
B
/4)∆R in Eq.
(15) realizes the 1D delocalization of the vortex states,
which are originally localized in any direction. Our quan-
tum theory somehow corresponds to a generalization of
the quantum drift state picture pioneered by Trugman5
thirty years ago.
We now come back to the derivation of the SO vortex
Green’s functions. The equation of motion satisfied by
the leading-order component of the SO vortex Green’s
6function can be trivially found setting j = 0 in Eqs. (21)
and (22). At this order, we can easily see that the ma-
trix elements of the potential are diagonal both in the
Rashba-Landau level index and the SO quantum num-
ber
v
(0)
n1,λ1;n2,λ2
(R) = δn1,n2δλ1,λ2V (R), (23)
and Dyson equation (16) takes a closed form. The SO
vortex Green’s functions present then a well-known sim-
ple pole structure
g
(0)
n1,λ1;n2,λ2
(R, ω) =
δn1,n2δλ1,λ2
ω − ξn1,λ1(R)± i0+
, (24)
where the energies read ξn,λ(R) = En,λ + V (R). We see
that the main effect of the potential energy is to locally
lift the macroscopic degeneracy of the Rashba-Landau
energy levels with respect to the guiding center coordi-
nates R, while keeping n and λ as good quantum num-
bers.
It is anticipated that the leading-order SO vortex
Green’s functions do not contribute to drift transport,
since the latter is related to the gradient of the potential
energy. In other terms, the drift motion necessarily in-
volves, up to some extent, Rashba-Landau level mixing
processes which are subdominant at high magnetic fields,
so that we have to carry on our analysis by including29
the first lB corrections to the SO vortex Green’s func-
tions. The subleading term [linear in lB within expansion
(22)] is obtained from the algebraic equation
[
ω − ξn1,λ1(R)± i0+
]
g
(1)
n1,λ1;n2,λ2
(R, ω) =∑
n3,λ3
v
(1)
n1,λ1;n3,λ3
(R)g
(0)
n3,λ3;n2,λ2
(R, ω), (25)
whose solution reads
g
(1)
n1,λ1;n2,λ2
(R, ω) =
v
(1)
n1,λ1;n2,λ2
(R)
[ω − ξn1,λ1(R)± i0+][ω − ξn2,λ2(R)± i0+]
. (26)
The first-order contribution to the SO vortex Green’s
function therefore presents a familiar structure with two
poles. The subdominant potential matrix elements are
given by
v
(1)
n1,λ1;n2,λ2
(R) =
∑
σ=±
fσ(θ
λ1
n1 )fσ(θ
λ2
n2 )
[√
n1σ + 1
× δn1σ+1,n2σ∂+V (R) + c.c. (1↔ 2)
]
,(27)
where ∂± = ∂X±i∂Y and the notation c.c. (1↔ 2) means
exchanging indices and taking the complex conjugation
in the former expression. As a difference to the domi-
nant contribution, these subleading terms in the poten-
tial expansion induce a mixing between adjacent Rashba-
Landau levels n and different values of the SO quantum
number λ in the presence of a nonzero gradient of the
smooth arbitrary potential. We would like to point out
that the former recursive procedure can be done in princi-
ple up to any order in the lB expansion. However, higher
order contributions in lB only lead to weak quantitative
corrections for potentials which are smooth at the scale
of the cyclotron radius, so they will be disregarded in the
rest of this paper.
III. ELECTRON DENSITY AND SPIN
POLARIZATION
A. Quantum expression
As a first simple step, we shall consider the local elec-
tron density. The local spectral density at equilibrium
can be computed from the lesser component of the elec-
tronic Green’s function evaluated at coinciding electron
positions r = r′,
n(r, ω) = Tr
{−iG<(r, r, ω)} , (28)
and can be written as a sum of two spin-resolved compo-
nents (in the zˆ direction perpendicular to the 2D plane)
n(r, ω) =
∑
σ=±
nσ(r, ω), (29)
with nσ(r, ω) = −iG<σσ′(r, r, ω)δσ,σ′ . The lesser compo-
nent of the Green’s function is obtained from the stan-
dard equilibrium relation
− iG<(r, r, ω) = inF(ω)[GR(r, r, ω)−GA(r, r, ω)], (30)
where
nF(ω) =
1
1 + exp[(ω − µ)/kBT ] (31)
is the Fermi-Dirac distribution function at temperature
T and constant electrochemical potential (for global equi-
librium) µ = eΦ (we also designate by kB the Boltzmann
constant). Inserting Eq. (14) into (30) and using after-
wards Eq. (28), we get the general formula for the local
electronic density per spin after an integration over the
energies:
nσ(r) = −i
∫
dω
2π
∫
d2R
2πl2B
∑
n1,λ1
∑
n2,λ2
fσ(θ
λ1
n1 )fσ(θ
λ2
n2)
×Kn1σ ;n2σ(r, r,R) g<n1,λ1;n2,λ2(R, ω). (32)
Here, the SO vortex lesser contribution g<(R, ω) is de-
fined in terms of the retarded and advanced components
in the same way as the full electronic lesser Green’s func-
tion G<(r, r, ω). Equation (32) also allows us to easily
obtain the spin polarization in the direction perpendicu-
lar to the 2DEG, since the latter is proportional to the
7difference between spin-up and spin-down electronic pop-
ulations:
Πz(r) =
~
2
[n+(r) − n−(r)] . (33)
At leading order in the series expansion in powers of
the magnetic length the lesser component of the SO vor-
tex Green’s function, resulting from Eqs. (24) and (30),
is given by
g
< (0)
n1,λ1;n2,λ2
(R, ω) = 2πinF(ω)δn1,n2δλ1,λ2
× δ[ω − ξn1,λ1(R)]. (34)
The dominant contribution to the spin-polarized electron
density is then obtained after performing the straightfor-
ward summation over the energies in Eq. (32) and reads
n(0)σ (r) =
1
2
∫
d2R
2πl2B
+∞∑
n=0
∑
λ
nF[ξn,λ(R)]
×Knσ (r−R)
[
1 + σλ
√
1− nS
2
∆2n
]
, (35)
with the diagonal elements of the electronic kernels
Kn(r−R) = Kn;n(r, r,R) given by32
Kn(r−R) = e−(l
2
B
/4)∆R |Ψn,R(r)|2, (36)
=
(−1)n
πl2B
Ln
[
2(r−R)2
l2B
]
e−(r−R)
2/l2
B . (37)
We remind the reader that, for compatibility with the
definition of the SO vortex wave functions, we take by
convention K−1(r−R) ≡ 0.
We would like to stress again that Eq. (35) is far more
general than any semiclassical expression that can be de-
rived in the strict limit lB → 0, since it still accounts
for wave function broadening and electron delocalization
encapsulated in the electronic kernels convoluted with
the thermal vortex spectral density. More precisely, this
quantum expression (35) is expected to be accurate in a
very wide regime of temperatures, as long as the ther-
mal energy scale kBT overtakes the (quite small) local
curvature characteristic energy scale.32,33 From this ex-
pression it is not difficult to be convinced that the two
spin-projected densities will contribute to the spatial de-
pendence of the full electron density (29) with unequal
weights, as a result of the SO Rashba interaction. This
effect, notifying us that the spin is no longer a good quan-
tum number, can be traced back to the particular entan-
gled structure of the SO vortex wave functions (8) whose
two spatial components mix adjacent energy level indices
n, each one corresponding to different spin-polarized Lan-
dau levels.
B. Semiclassical expression
At high enough temperatures such that kBT ≫
lB|∇rV (r)|, we can make the replacement R ≃ r in-
side the (smooth) functionals of the potential energy
and integrate the vortex dependence taking into ac-
count the normalization condition of the electronic ker-
nels
∫
d2RKn(R) = 1. This is equivalent to consider
a semiclassical regime, where the diagonal elements of
the electronic kernels are replaced by 2D Dirac delta
functions Kn(r −R) ≃ δ(2)(r −R). The quantum non-
local expressions involving the vortex guiding center then
transform into purely local functionals. We obtain the
following simple semiclassical expression for the particle
density
nsc(r) =
1
2πl2B
+∞∑
n=0
∑
λ
nF[ξn,λ(r)]. (38)
Written in this form, it is also clear that we can identify λ
with a dressed spin quantum number: both λ projections
contribute to the density with equal unitary weights as it
happens with the real spin σ for vanishing SO coupling.
Note that this property also holds in the quantum realm
[on the basis of Eq. (35)] as long as λ can be considered
a good quantum number. In this sense, we can under-
stand the high magnetic field result for the local electron
density as being robust with respect to Rashba SO in-
teraction, the only trace of SO coupling appearing in the
particular energy spectrum (6) inside the argument of
the Fermi-Dirac distribution function that controls the
width of the density plateaux.
Moving now to the spin polarization, the semiclassical
expression valid at high magnetic fields reads
Πzsc(r) =
~
4πl2B
+∞∑
n=0
∑
λ
λnF[ξn,λ(r)]
√
1− nS
2
∆2n
, (39)
which shows an explicit dependence on the Rashba SO
parameter (again, this is a consequence of the real spin σ
not being a good quantum number). The expression for
the semiclassical spin polarization for electrons with spin
directed towards the zˆ axis agrees with the expectation
value of the operator sˆz = (~/2)σz calculated in Refs.
12 and 13, except for a global minus sign (which can
be attributed to the opposite orientation of the external
magnetic field B).
As an illustration of the obtained functionals, let us
consider a toy model given by a 1D quadratic potential
V (x) = (1/2)m∗ω20x
2 with characteristic confinement en-
ergy ω0 = ωc/8 (so that the potential is smooth enough
on the scale of the magnetic length). The energy disper-
sion relation ξn,λ(x) = En,λ + V (x) consists of a set of
energy-shifted parabolas as a function of the electronic
coordinate x. The resulting spatial dependence of the
dimensionless electron density is shown in Fig. 1 for
not too low temperatures. We present both the results
for the quantum formula (35) and for the semiclassical
(local) expression (38) that yields the value of the lo-
cal density after integrating out the quantum fluctua-
tions (note that the relevant behavior is actually provided
by the quantum expression at the temperature consid-
ered in Fig. 1). The spatial dependence of the particle
8FIG. 1. (Color online) Quantum (solid blue curve) and semi-
classical (dashed purple and green dotted curves) local elec-
tronic density n(x) [in units of 1/(2pil2B)] as a function of the
normalized electron position x/lB for a quadratic 1D potential
(shown in units of ~ωc as a shifted dashed-dotted black half
parabola) with ω0 = ωc/8 and equilibrium chemical potential
µ = 3~ωc. In the three cases, relatively high temperature is
chosen as kBT/(~ωc) = 0.06. Pertinent numerical values for
the dressed SO and Zeeman parameters are taken from Ref.
27, S = 0.88 and Z = −0.37, and correspond to typical values
experimentally found in InSb semiconductors, characterized
by strong SO interaction. In the semiclassical approxima-
tion, comparison is made between Eq. (38) in the presence
(dashed purple line) and the absence (green dotted line) of
Rashba SO interaction. Note the significant difference in the
position and width of the density plateaus between the S 6= 0
and the S = 0 cases.
density can be seen to be quantized in precise integral
steps within the semiclassical approximation, while it is
strongly smoothed when taking into account the interfer-
ence effects of the quantized orbital motion. It is note-
worthy that the semiclassical curves present quite differ-
ent spatial dispersion when comparing the situation of
finite SO with zero SO interaction (e.g., different widths
and positions of the density plateaus), especially when
higher energy levels are involved (i.e., near the center
of the potential well) for which the energy spectra are
markedly different. However, the differences are strongly
reduced at the level of the quantum expressions (the
quantum curve for S = 0 is not shown for the sake of
readiability).
In Fig. 2 we present the spatial distribution of the di-
mensionless spin polarization for the same confinement
potential model and temperatures that were used in Fig.
1. We also show the results for the quantum formula,
given by the combination of Eqs. (33) and (35), and
the semiclassical expression (39), the latter both in the
presence and absence of Rashba SO interaction. Obvi-
ously, the primary effect of SO coupling is to reduce the
amplitude of the polarization spatial oscillations. The
quantum result is also characterized by a smoother spa-
tial dependence than the semiclassical one, as happens
with the particle density. However, we note the presence
of characteristic beatings for non-zero Rashba SO cou-
FIG. 2. (Color online) Quantum (solid blue curve) and semi-
classical (dashed purple and green dotted curves) local spin
polarization Πz(x) [in units of ~/(4pil2B)] as a function of
the electron position x/lB for a quadratic 1D potential (not
shown here) with ω0 = ωc/8, equilibrium chemical potential
µ = 3~ωc and relatively high temperature kBT/(~ωc) = 0.06.
We use the same numerical values for the magnetic field
dressed SO and Zeeman parameters as in Fig. 1. For the semi-
classical expression (39) both the physical situations S 6= 0
(dashed purple line) and S = 0 (green dotted line) are pre-
sented. The spin polarization oscillates within the leading
quantum expression (33), considerably smoothed compared
to the semiclassical formula (39). For strong SO interaction,
the semiclassical spin polarization can even change its sign at
particular spatial regions.
pling (both within the quantum and semiclassical results)
which can be regarded as a consequence of the different
spatial dispersions of each of the spin-projected compo-
nents of the particle density. Interestingly, the spin polar-
ization can even change its sign in certain spatial regions.
This feature, clearly seen with the semiclassical result in
Fig. 2, can be understood if we consider the successive
filling of the first two Rashba-Landau levels on the basis
of Eq. (39): starting from the edge of the confinement,
the first contribution coming from the state (1,+) is pos-
itive with a reduced amplitude
√
1− S2/∆21 and is then
compensated by the filling of the state (0,−) which has
a larger negative amplitude. As a result, the spin po-
larization becomes negative in some spatial region. Note
that this behavior is generic in the sense that it may also
occur with the quantum expression (for different values
of the parameters, not shown here) and is not limited to
the boundaries of the potential. This change in sign is
a clear signature of Rashba coupling which could be ex-
perimentally studied using spin-polarized local probes to
measure the spatial dispersion of the spin imbalance.
To conclude this section, we would like to emphasize
the usefulness of the quantum functional (35) to ad-
dress electron-electron interaction effects at the mean-
field level in the integer quantum Hall regime. Indeed,
the actual electrostatic potential may be very different
from the bare electrostatic one (related to confining gates
9and impurity disorder) due to screening effects, and has
to be determined self-consistently from screening theory.
Original work34,35 investigating screening properties at
high magnetic fields used semiclassical expressions such
as formula (38) as a starting point for the calculations,
and got the physical picture of the formation in the sam-
ple of alternating compressible and incompressible re-
gions of different widths. Further work36 with simple 1D
toy models in the Hartree approximation has shown that
quantum smearing effects lead to important quantitative
deviations in the pattern of these regions, thus justify-
ing the need to work preferentially with general quantum
functionals such as (35) for realistic calculations.
IV. ELECTRON CURRENT DENSITY
A. General expression
In this second half of the paper, we are interested in the
electron current density. We first consider the electron
current density operator jˆ in the presence of Rashba SO
interaction given by the general formula
jˆ = e
i
~
[Hˆ, rˆ], (40)
where the Hamiltonian is defined in Eq. (13). Evalua-
tion of the commutator gives an expression for the local
electron current density operator which can be written
as the sum of two components jˆ = jˆ1+ jˆ2, the first being
the usual U(1) electron current density operator diagonal
in spin space
jˆ1 =
e
m∗
[
pˆ− e
c
A(rˆ)
]
⊗ 11s, (41)
and the second a spatially constant term
jˆ2 =
e2
m∗c
A˜, (42)
proportional to a fictitious SO-dependent vector poten-
tial
A˜ = −αm
∗c
e
zˆ× σ. (43)
The fictitious vector potential A˜ can be understood as a
non-Abelian SU(2) gauge field with the Rashba SO pa-
rameter playing the role of an SU(2) coupling constant
[analogous to the electric charge in the U(1) formulation
of electrodynamics]. This point of view has been used
in the literature37,38 since, in principle, it ensures proper
definitions of spin-related quantities such as the spin cur-
rent from covariant conservation laws.
Using the local equilibrium distribution function (30)
written in the electronic representation, we get the ex-
pression of the spectral (electron) current density by a
trace of the former with the current density operator in
which the canonical momentum operator has been sub-
stituted by its representation in real space pˆ→ −i~∇r:
j(r, ω) = Tr
{
j(r, r′)[−iG<(r, r′, ω)]} ∣∣∣
r=r′
, (44)
where j(r, r′) = [〈r|ˆj|r〉 + 〈r′ |ˆj|r′〉∗]/2. Here, as we did
before with the electron density, we choose to express the
spectral current density as a sum over two spin-resolved
components
j(r, ω) =
∑
σ=±
jσ(r, ω). (45)
It is convenient to write both the U(1) and SU(2) com-
ponents of the current in terms of the electronic kernels
and the vortex spectral density in the following way
j1σ(r, ω) =
e~
2m∗
∫
d2R
2πl2B
∑
n1,λ1
∑
n2,λ2
fσ(θ
λ1
n1)fσ(θ
λ2
n2 )
×
[
(∇r′ −∇r) + 2ie
~c
A(r)
]
Kn1σ;n2σ (r, r
′,R)
× g<n1,λ1;n2,λ2(R, ω)
∣∣∣∣∣
r=r′
, (46)
j2σ(r, ω) = αe
∫
d2R
2πl2B
∑
n1,λ1
∑
n2,λ2
fσ(θ
λ1
n1)f−σ(θ
λ2
n2)
×Kn1σ;n2−σ (r, r,R)g<n1,λ1;n2,λ2(R, ω)
(
σ
i
)
. (47)
Equation (46) can be further manipulated following the
steps detailed in Ref. 31 for the spinless case to get the
formula
j1σ(r, ω) = − ie~
2m∗
∫
d2R
2πl2B
∑
n1,λ1
∑
n2,λ2
fσ(θ
λ1
n1 )fσ(θ
λ2
n2 )
× Jn1σ ;n2σ (r,R) g<n1,λ1;n2,λ2(R, ω), (48)
with Jn1σ ,n2σ (r,R) an electronic current kernel that con-
tains the contribution of the orbital motion and is defined
as
Jn1σ ;n2σ (r,R) = zˆ×∇rKn1σ;n2σ (r, r,R)−
i
√
2
lB
×
[
√
n2σ + 1Kn1σ;n2σ+1(r, r,R)
(
1
i
)
+
√
n1σ + 1Kn1σ+1;n2σ (r, r,R)
(−1
i
)]
. (49)
These equations are completely general and allow us,
in principle, to obtain the electron current density at ar-
bitrary (finite) order in the lB expansion collecting the
contributions that arise from the potential matrix ele-
ments and the SO vortex Green’s function. In the present
10
article, we are only interested in the most significant con-
tribution to the electron current density at high magnetic
fields. Note that this contribution actually comes both
from the dominant and subdominant terms in the SO
vortex Green’s function expansion31, because the current
density contains the large prefactor ~ωc [in contrast, the
knowledge of the leading order vortex Green’s function
g(0)(R, ω) was sufficient to fully determine the electron
density at high magnetic fields]. In the following we will
distinguish these two terms in the current density which
originate from g(0)(R, ω) and g(1)(R, ω) and correspond
to the so-called density-gradient and drift current densi-
ties, respectively.
B. Density-gradient current
Since the leading-order SO vortex Green’s function is
diagonal in the Rashba-Landau and SO quantum num-
bers, the current kernel for the U(1) electron current den-
sity in Eq. (49) will present combinations of electronic
kernels of the form
√
n+ 1Kn;n+1(r, r,R) ± c.c. (where
c.c. stands for complex conjugate). Each term satisfies
the following useful identity31
√
n+ 1Kn;n+1(r, r,R) =
lB√
2
n∑
q=0
[∂X − i∂Y ]Kq(r−R).
(50)
so that the current kernel is reduced to
Jnσ ;nσ (r,R) = zˆ×∇r
[
Kn(r−R)− 2
nσ∑
q=0
Kq(r−R)
]
,
(51)
after having used the relation ∇RKn(r − R) =
−∇rKn(r − R). Note that the vector product coming
from the current kernel ensures that this contribution to
the current density has zero bulk average.
Inserting Eq. (34) into Eq. (48) we perform an
integration over the energies [i.e., we define j(r) =
(2π)−1
∫
dω j(r, ω)] to obtain the following quantum ex-
pression for the U(1) density current:
j
dg
1σ(r) = −
e
h
(~ωc) zˆ×∇r
∫
d2R
+∞∑
n=0
∑
λ
f2σ(θ
λ
n)
× nF[ξn,λ(R)]
[
nσ∑
q=0
Kq(r−R)− 1
2
Knσ(r−R)
]
. (52)
For the SU(2) part of the electron current density we
follow analogous steps: we first insert the leading-order
lesser SO vortex Green’s function (34) into Eq. (47) and
then perform an integration over the energies to get
j
dg
2σ(r) = iαe
∫
d2R
2πl2B
+∞∑
n=1
∑
λ
fσ(θ
λ
n)f−σ(θ
λ
n)
× nF[ξn,λ(R)]Knσ;n−σ (r, r,R)
(
σ
i
)
. (53)
Now, we shall only consider the quantity jdg2 (r) resulting
from the sum over the two spin-projected contributions.
The technical reason for this is that we need to combine
terms coming from the off-diagonal elements of the elec-
tronic kernels Kn;n+1(r, r,R) with their complex conju-
gates to obtain a real expression for the total current den-
sity. Again, this can be physically understood through
the observation that in the presence of SO interaction,
the spin σ is not a good quantum number and there is
a priori no reason why the electron current density can
be split in terms of two independent spin-resolved com-
ponents. Performing the sum over σ and using Eq. (50)
we obtain
j
dg
2 (r) =
e
h
(~ωc)
S
2
zˆ×∇r
∫
d2R
+∞∑
n=1
∑
λ
f+(θ
λ
n)f−(θ
λ
n)
× 1√
n
nF[ξn,λ(R)]
n−1∑
q=0
Kq(r −R). (54)
As we did previously with the local electron density,
we can consider the semiclassical limit within the current
density quantum functionals (52) and (54). This yields
the semiclassical result for the total current density:
jdgsc (r) =
e
h
(~ωc)
+∞∑
n=0
∑
λ
∑
σ=±
1
2
{(
nσ +
1
2
)
×
[
1− σλ
√
1− nS
2
∆2n
]
− λ
4
nS2
∆2n
}
∇rnF[ξn,λ(r)] × zˆ.
(55)
Expression (55) corresponds to the so-called density-
gradient31 (or edge39) contribution to the electronic cur-
rent density since it represents an electron flow appearing
as a response to a change in the particle density. In this
formula we can see that the dependence on the dressed
Rashba SO parameter has two different origins: on one
hand, the weights of the SO vortex wave functions [they
appear both in the U(1) and the SU(2) contributions];
on the other hand, the particular functional form of the
SU(2) current density operator which introduces a term
linear in S into the second contribution [see Eq. (54)].
In principle, both U(1) and SU(2) contributions can be
discriminated in the high-temperature regime by their
different dependencies on both the Rashba-Landau level
index and the magnetic field. The clear signatures of
each of the terms suggest future experiments to experi-
mentally obtain the values of the Rashba SO parameter α
in 2DEGs by performing a careful analysis of the spatial
structure of the edge states.
C. Drift current
The drift (or bulk39) contribution to the electronic cur-
rent density appears31 when considering the first order
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(subdominant) correction to the leading-order (diagonal)
SO vortex Green’s function, and characterizes Rashba-
Landau level mixing processes related to gradients of the
potential energy. To compute this drift term, we first
need the subleading (off-diagonal) component of the dis-
tribution function which can be obtained by inserting the
SO vortex Green’s function given in Eq. (26) into Eq.
(30). Next, using the general expressions for the contri-
butions to the current density written in Eqs. (47) and
(48) we obtain the spin-resolved U(1) term after some
algebra,
jdr1σ(r) =
e
h
∫
d2R
+∞∑
n=0
∑
λ1,λ2
∑
σ′=±
√
nσ′ + 1
nσ + 1
× fσ(θλ1n )fσ′(θλ1n )fσ(θλ2n+1)fσ′(θλ2n+1)Fn;λ1;λ2(R) zˆ
×
[
∇RV (R)
nσ∑
q=0
Kq(r−R)
+ l2B [∇RV (R) ·∇r]∇r
nσ∑
q=0
(nσ +
1
2
− q)Kq(r−R)
]
,
(56)
while the full SU(2) term reads
jdr2 (r) = −
e
h
S
2
∫
d2R
+∞∑
n=0
∑
λ1,λ2
∑
σ′=±
√
nσ′ + 1
× fσ′(θλ1n )fσ′(θλ2n+1)f−(θλ1n )f+(θλ2n+1)Fn;λ1;λ2(R) zˆ
×
(
∇RV (R)
{
Kn(r−R) + 1√
n+ 1
√
n+ 2
×
[
n∑
q=0
Kq(r−R)− (n+ 1)Kn+1(r−R)
]}
+
l2B [∇RV (R) ·∇r]∇r√
n+ 1
√
n+ 2
n∑
q=0
(n+ 1− q)Kq(r−R)
)
.
(57)
Here, Fn;λ1;λ2(R) denotes a particular combination of
Fermi-Dirac distribution functions evaluated for adjacent
Rashba-Landau energy levels
Fn;λ1;λ2(R) = ~ωc
nF[ξn+1,λ2(R)]− nF[ξn,λ1(R)]
En+1,λ2 − En,λ1
. (58)
A detailed derivation of both quantum expressions (56)
and (57) is provided in the Appendix.
These expressions for the drift current density are
greatly simplified in the semiclassical limit lB → 0. For
reasons of clarity, we shall thus analyze in the rest of the
paper the electronic current for this approximation only
with the effects of wave function spreading postponed for
future work. Adding both U(1) and SU(2) contributions
and considering the high-temperature regime where we
can make the replacement Kq(r − R) ≃ δ(2)(r − R) in
FIG. 3. (Color online) Semiclassical density-gradient (55)
and drift (59) current density contributions [in units of
eωc/(2pilB)] as a function of the normalized electron position
x/lB for a quadratic 1D potential (represented in units of
~ωc by the shifted dashed-dotted parabola) with ω0 = ωc/8,
µ = 3~ωc and kBT/(~ωc) = 0.06. Here, the SO and Zeeman
parameters S and Z are chosen to be the same as in Fig.
1. The broadened peaks representing the edge states in the
density-gradient component of the local current density show
the spatial structure of the energy spectrum. Note the alter-
nating sign of each of the contributions that combine to give
non-negligible spatial oscillations of the total current density.
Eqs. (56) and (57), we obtain the final expression for the
total semiclassical drift current density in the presence of
Rashba SO and Zeeman interactions:
jdrsc (r) =
e
h
+∞∑
n=0
∑
λ1,λ2
[ ∑
σ′=±
√
nσ′ + 1fσ′(θ
λ1
n )fσ′(θ
λ2
n+1)
]
×
[∑
σ=±
√
nσ + 1fσ(θ
λ
n)fσ(θ
λ2
n+1)−
S
2
f−(θ
λ1
n )f+(θ
λ2
n+1)
]
× Fn;λ1;λ2(r) zˆ ×∇rV (r). (59)
Figure 3 displays the spatial distribution of the
density-gradient and drift components of the equilibrium
current density on the basis of semiclassical Eqs. (55) and
(59) for the quadratic 1D potential V (x) = (1/2)m∗ω20x
2
with ω0 = ωc/8. The density-gradient contribution
presents sharp peaks broadened by temperature whose
spatial structure can be used to determine the spectral
dispersion of the edge states. Indeed, the minima of the
density-gradient current can be perfectly matched with
the electron density plateaus shown in Fig. 1. On the
other hand, the drift contribution is a very smooth curve
showing very little sign of the presence of each of the
edge states. At T = 0, the density-gradient current flow
can be seen to vanish in the incompressible regions of
the disordered 2DEG characterized by constant particle
density while being nonzero in the compressible (inho-
mogeneous) parts. For T > 0 the combination of both
terms (with different sign) produces spatial oscillations
in the total current density that can be attributed to
the fact that the compressible stripes and the regions of
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strong potential gradients yield opposite currents at finite
temperature.39
To conclude this section, we may mention that it is
not difficult to prove that the well-known expression for
the drift current density can be smoothly recovered in
the limit of vanishing SO coupling (|S| → 0). Indeed, in
this limit the angular parameters θλn → (1 + λ)π/4; i.e.,
f±(θ
±
n ) = 1 independently of the Rashba-Landau level
index. The SU(2) contribution to the semiclassical drift
current density vanishes trivially and we obtain from the
U(1) part
jdrsc (r)α→0 =
e
h
+∞∑
n=0
∑
σ=±
nF[ξn,σ(r)]∇rV (r) × zˆ, (60)
where the Zeeman-split effective energies in the presence
of an electrostatic potential are given by the expression
ξn,σ(r) = ~ωc(n+ 1/2 + σZ/2) + V (r).
V. TRANSPORT PROPERTIES
A. Local Hall conductivity
As mentioned previously, a great advantage of our high
magnetic field Green’s function theory is the possibility
to derive microscopic expressions for different local ob-
servables under the form of functionals of the potential
energy V (r). This general character somehow allows us
to easily deal with the additional presence of nonequi-
librium electric fields, as occurring in a transport experi-
ment. In the nonperturbative high magnetic field regime,
equilibrium and nonequilibrium local electric fields have
in fact to be treated on an equal footing, and we can
directly use the results of Sec. IV to derive a nonequilib-
rium current density. At the linear response level, we can
consider that the nonequilibrium electrostatic potential
has the simple form Vneq(r) = eΦ(r), corresponding to
the electromotive field E(r) = −∇rΦ(r). This electro-
motive field gives rise to a nonequilibrium drift current
density whose expression, at relatively high temperatures
(quantum coherence effects being neglected), can be di-
rectly inferred from semiclassical formula (59). Not sur-
prisingly, the drift current density in this hydrodynamic
high magnetic field regime adopts the form of a local
Ohm’s law jneq(r) = σ¯(r)E(r) = σH(r)zˆ × E(r), where
the purely off-diagonal conductivity tensor σ¯(r) has a
Hall component
σH(r) = −e
2
h
+∞∑
n=0
∑
λ1,λ2
[ ∑
σ′=±
√
nσ′ + 1fσ′(θ
λ1
n )fσ′(θ
λ2
n+1)
]
×
[ ∑
σ=±
√
nσ + 1fσ(θ
λ
n)fσ(θ
λ2
n+1)−
S
2
f−(θ
λ1
n )f+(θ
λ2
n+1)
]
× ~ωcnF[ξn+1,λ2(r)] − nF[ξn,λ1 (r)]
En+1,λ2 − En,λ1
. (61)
Equation (61) constitutes one of the main results of this
article. It describes the local semiclassical Hall con-
ductivity in the presence of both uniform Rashba SO
and Zeeman couplings when the electron is placed in a
smooth disorder potential. The resulting expression is
highly nontrivial (dependence on two SO quantum num-
bers λ1 and λ2 simultaneously with mixing between ad-
jacent Rashba-Landau levels indices) and brings impor-
tant information on the characteristic values of the Hall
plateaus depending on the strength of the Rashba SO
interaction.
As a first impression, one may naively foresee that the
derived expression (61) does not lead to a quantization of
the Hall conductivity in units of the conductance quan-
tum, e2/h, at low temperatures due to the Rashba SO
interaction. Notwithstanding, it can be shown by sym-
bolic calculation that Eq. (61) can be simplified for any
finite value of the SO parameter S into
σH(r) =
e2
h
+∞∑
n=0
∑
λ
nF[ξn,λ(r)]. (62)
This result was already suggested by the semiclassical
expression (38) for the electron density. Indeed, at the
semiclassical level we can use the classical Hall formula
that relates the local electron density and the Hall con-
ductivity σH(r) = (ec/B)n(r) to directly obtain Eq. (62)
(this is, of course, not true from the moment that we
use the full quantum expression for the electron current
density that includes the electronic kernels). We thus
conclude that the local semiclassical Hall conductivity is
robust with respect to any finite (but not infinite) Rashba
SO coupling and quantized in units of e2/h at low tem-
peratures.
B. Half-integer quantization of the Hall
conductivity in a disordered topological insulator
Our general formula (61) can also be used to study the
local Hall conductivity on (the surface of) a topological
insulator. For low energies, the latter can be described by
a simple model consisting in a single Dirac cone, which
can be obtained from an effective Hamiltonian for a fi-
nite film within the slab geometry neglecting any possible
coupling between the two (top and bottom) surfaces and
all the contributions from the bulk nonlinear in the mo-
mentum. Here, this situation can be straightforwardly
achieved in the disordered 2DEG with Rashba SO inter-
action and Zeeman coupling by simply taking the limit
|S| → +∞ in the local conductivity expression (61) (this
corresponds to the simultaneous formal limits m∗ → +∞
and g → 0).
First, for the energy levels (6), this limit yields a gap-
less and purely relativistic-like energy spectrum
ξ˜n,λ(r) = −λ
√
n~Ω+ V (r), (63)
where Ω = α
√
2/lB is a SO-dependent characteristic fre-
quency (we note that this frequency has the same form
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as the characteristic frequency of graphene with the SO
Rashba parameter playing the role of a spatially constant
Fermi velocity). As happens with effective Dirac Hamil-
tonians describing relativistic-like electrons in a perpen-
dicular magnetic field, the characteristic energy is no
longer proportional to the magnetic field, ~ωc ∝ B, but
~Ω ∝ √B. Very importantly, we note that the spectrum
(63) is no more bounded from below, as a difference to
Eq. (6) which was for any finite values of S. This usually
imposes to soundly alter the conductivity formula, since
there is now an infinite number of filled Rashba-Landau
levels below the chemical potential µ. This situation
takes also place in graphene where the density (and con-
sequently) the Hall conductivity have to be defined rather
in terms of the population imbalance between electrons
and holes.
We now show that the correct result for the Hall con-
ductivity can be simply obtained in our scheme, without
having to introduce a new definition for the current den-
sity (note that other regularization procedures can be
used to get the same result40). In the limit |S| → +∞,
the angular parameters θλn appearing in the weighting
functions fσ(θ
λ
n) approach the finite values θ
λ
n = λπ/4
independently of the Rashba-Landau level index n. In-
spection of Eqs. (58) and (61) then shows that the U(1)
part of the expression for the local Hall conductivity
tends to zero while the SU(2) term tends towards a finite
value. The Hall conductivity can be further simplified
quite straightforwardly to obtain
σH(r) =
e2
h
+∞∑
n=0
∑
λ
(
n+
1
2
){
nF[ξ˜n,λ(r)]− nF[ξ˜n+1,λ(r)]
}
,
(64)
which is the well-known result for the Hall conductiv-
ity in low-energy graphene41, up to a global prefactor
(Hall conductivity in graphene appears to be four times
bigger due to the presence of spin and valley degen-
eracies). Consequently, we expect a sequence of Hall
plateaus pinned at values42 ±1/2, ±3/2, ±5/2,. . . of the
conductance quantum. Formula (64) can be (only for-
mally) rewritten as
σH(r) =
e2
h
{
1
2
nF[ξ˜0,−(r)] +
+∞∑
n=1
∑
λ=±
nF[ξ˜n,λ(r)]
}
,
(65)
which clearly shows that the lowest Rashba-Landau en-
ergy level n = 0 presents half of the degeneracy in com-
parison with higher Rashba-Landau levels. This interest-
ing result had not been obtained by a microscopic theory
in the presence of disorder until now, although standard
calculations using the Kubo formula for the clean sys-
tem in the presence of surface hybridization exist in the
literature.43 Half-integer quantization of the lowest Lan-
dau level in Dirac massless Hamiltonians without disor-
der was already predicted three decades ago and is linked
to the fact that for n = 0, we always have a bound state
with zero energy due to the supersymmetric structure of
the Hamiltonian.44
C. Spin Hall conductivity in the quantum Hall
regime
We have previously noted in Sec. III that it is possible
to define at high magnetic fields a dressed spin quan-
tum number λ = ±, which takes into account the effect
of SO Rashba coupling. This λ remains a good quantum
number in the presence of a smooth disordered potential,
as exemplified by the semiclassical local Hall conductiv-
ity (62) which is written as a sum of two independent
λ-resolved components. In fact, this can already be es-
tablished from the quantum expressions (56) and (57)
for the total drift current density, which can be generally
decomposed as
j(r) =
∑
λ
jλ(r). (66)
From the physical point of view, this property can be
understood as a consequence of the installation of a lo-
cal equilibrium regime in the 2DEG at high magnetic
fields. At leading order of the lB expansion (lB = 0), the
angle θλn related to the Rashba precession in spin space
is independent of the local electrostatic potential, and
thus remains spatially constant. More generally, when
taking into account the quantum effects (lB 6= 0) for
the vortex degree of freedom, the observables can still
be expressed27 as a sum over two SO-resolved compo-
nents (with respect to some redefined SO quantum num-
ber), but the precession angle then slowly varies with the
vortex position (in an adiabatic way), as a result of the
smooth local spatial variations of the electrostatic disor-
dered potential.
Now, in the semiclassical limit (lB → 0), the λ compo-
nents of the current density simply read
jλ(r) =
e2
h
∑
n
nF[ξn,λ(r)] zˆ ×E(r). (67)
Using this simplified formula (67) for the SO-polarized
electron current, it is also quite easy to obtain the local
spin Hall conductivity, σsH(r), for electrons with their spin
polarized along the SO-dependent axis for which λ = ±
is a good quantum number. The associated nonequilib-
rium local spin current jsneq(r) can then be interpreted
as being a combination of two independent SO-polarized
currents in which electrons with different SO quantum
number move in opposite directions without net charge
flow. With this idea in mind, we write the flow of angular
momentum as
jsneq(r) =
~
2e
[
j+(r)− j−(r)
]
, (68)
which gives the spin Hall conductivity
σsH(r) =
e
4π
∑
n
{
nF[ξn,+(r)]− nF[ξn,−(r)]
}
. (69)
The spin Hall conductivity (69) evidently reduces to
the difference between the spin-up and spin-down polar-
ized currents in the limit of vanishing SO coupling and
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is completely free of any divergencies for finite SO cou-
pling, even at T = 0, contrary to the formula for the spin
Hall conductivity discussed in Refs. 12, 13, and 20 [we
note that Eq. (61) and consequently Eq. (69) appear to
be mathematically very different from the expressions for
the conductivities written in these references]. Moreover,
the spin Hall current defined in this way is only trans-
verse (only the Hall components of the spin conductivity
tensor σ¯s(r) are non-zero) and satisfies by construction
a continuity equation
∇r · jsneq(r) = 0. (70)
As a consequence, we do not have the problems encoun-
tered in other definitions of the spin current (see discus-
sion in Ref. 23 for instance) where the nonconservation
of the spin density had to be cured by the introduction of
a source term in the continuity equation (which, by the
way, has to be present in order to satisfy spin conserva-
tion laws). In addition, the continuity equation allows us
to relate the local (microscopic) spin Hall conductivity
to the macroscopic spin Hall conductance, thus hereby
providing a physical sense to a macroscopic spin current
in the quantum Hall regime (which could be measured
by appropriate SO-polarized contacts). Moreover, the
present formulation also removes all the ambiguity in
the definition of the spin flow which creates persistent
equilibrium currents, both in the absence45 and presence
of magnetic field, since our angular momentum current
density appears only as a response to a nonequilibrium
electric field.
In Fig. 4, we compare the local semiclassical charge
and spin Hall conductivities plotted as a function of
the quantity µ/~ωc for a fixed position r0 (here the
Rashba parameter S = 0.88 and Zeeman coefficient
Z = −0.37 correspond to common experimental values
in semiconductors). The Hall conductivity exhibits quan-
tized plateaus of different widths related to the fact that
the Rashba-Landau energy levels are not equidistant in
the energy space. The spin Hall conductivity also ex-
hibits quantized plateaus smeared by temperature whose
value oscillates between 0 and 1 (in units of e/4π) for
µ . µ∗. At the special value µ = µ∗ a jump in the
Hall conductivity occurs and, for µ & µ∗, the spin Hall
conductivity oscillates between 1 and 2 due to the imbal-
ance between the two populations of SO resolved states.
This imbalance can be related to a crossing in the en-
ergy spectrum below the chemical potential where the
levels (n,+) and (n− 1,−) have swapped their positions
[with (n,+) now energetically lower than (n− 1,−)]. As
such, the energy levels are populated by a different pat-
tern compared to the usual Zeeman spin-split case (see
small inset on top of the figure). The jumps in the Hall
conductivity are repeated each time the chemical poten-
tial crosses an accidental degeneracy in the (disordered)
energy spectrum with an eventual saturation of the SO
imbalance for large values of the chemical potential.
FIG. 4. (Color online) Semiclassical Hall and spin Hall con-
ductivity from Eqs. (61) and (69) (represented by the blue
solid and green dashed lines respectively) expressed in units
of e2/h and e/4pi as a function of the quantity µ/~ωc. Here,
SO and Zeeman parameters S and Z are the same as in Fig.
1 and the temperature is chosen as kBT/(~ωc) = 0.03. The
dashed-dotted black line represents the classical result where
the Hall conductivity grows linearly with the inverse of the
magnetic field. The perpendicular dotted line marks the jump
in the Hall conductivity that can be related to an SO imbal-
ance below the Fermi level (as represented by the schema on
top).
D. Macroscopic transport
So far, we have not yet discussed macroscopic trans-
port properties in the quantum Hall regime. As empha-
sized in the Introduction, the conductances turn out to
be quite different from the local conductivities at high
magnetic fields, because the electronic current density
essentially spreads along extended complex structures
via a percolation mechanism. Recent scanning tunneling
experiments10 have confirmed that the local density of
states presents very pronounced spatial inhomogeneities
in the quantum Hall regime, with the formation of a per-
colation cluster of the electronic density in the bulk of the
2DEG at the transitions between Hall plateaus. From a
theoretical perspective, a consistent transport theory of
the quantum Hall effect requires bringing together the ge-
ometric concept of percolation (and fractality) with dissi-
pative processes such as quantum tunneling through the
saddle points of the disordered potential landscape, or
interactions with phonons.
Such a transport problem constitutes as a whole an
important theoretical challenge, which is still topical. In
the following we shall just focus on the simpler (albeit
still non trivial) high-temperature regime of the quantum
Hall effect, for which a semiclassical transport theory can
be formulated46–48 by neglecting coherence effects. We
thus have to deal with a purely classical problem (Landau
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level quantization is, however, still taken into account),
where the objective is to derive the macroscopic current
and voltages, starting from the microscopic knowledge
of a local Ohm’s law j(r) = σ¯(r)E(r), with the local
conductivity tensor
σ¯(r) =
(
σ0 −σH(r)
σH(r) σ0
)
. (71)
The Hall component σH(r) is given by formula (62) in
the presence of a finite SO interaction, and the uni-
form diagonal component σ0 describes phenomenologi-
cally dissipative processes such as electron-phonon scat-
tering. The main difficulty lies in solving the continuity
equation ∇r · j(r) = 0 by considering a vanishing dis-
sipation σ0 → 0 together with large long-range random
spatial fluctuations of the Hall conductivity, i.e., when
typically 〈δσ2H(r)〉 ≫ σ20 where δσH(r) = σH(r)−〈σH(r)〉
(here we note by 〈· · · 〉 the spatial average). In other
terms, the semiclassical quantum Hall effect problem cor-
responds to a classical percolation problem within an
advection-diffusion regime, which is nonperturbative in
nature.
It has been shown recently47,48 that macroscopic trans-
port coefficients can be captured analytically by an inter-
polation of the perturbative series expansion [in powers of
〈δσ2H(r)〉/σ20 ] within a general diagrammatic formalism,
provided that the Hall conductivity follows a random
Gaussian distribution. Given that the spatial fluctua-
tions of σH(r) are unaffected by the presence of Rashba
SO interaction at the level of semiclassical Eq. (62), the
results of Refs. 47 and 48 established without SO inter-
action still hold in the case under study in the present
paper. Thus, we get the remarkable result that the Hall
conductance GH is independent of the Hall conductiv-
ity fluctuations, while the longitudinal conductance GL
encodes altogether dissipation and percolation features.
At temperatures kBT ≫
√
〈|V (r)|2〉 such that the fluc-
tuations δσH(r) are linearly proportional to the disorder
potential fluctuations
√
〈|V (r)|2〉 [this ensures that the
fluctuations δσH(r) are Gaussian distributed], we obtain
the Hall conductance in the presence of SO interaction
GH =
e2
h
+∞∑
n=0
∑
λ
nF [En,λ] , (72)
where En,λ was originally defined in Eq. (6). In addi-
tion, we find that the longitudinal conductance is char-
acterized by the same classical percolation exponent κ ≈
0.77 (the exact value was originally conjectured46 to be
κ = 10/13) as in the absence of SO interaction:
GL = Cσ
1−κ
0
∣∣∣∣∣e
2
h
√
〈|V (r)|2〉
+∞∑
n=0
∑
λ
n′F [En,λ]
∣∣∣∣∣
κ
. (73)
Here C is a nonuniversal constant and n′F(ω) is the
derivative of the Fermi-Dirac distribution function.
As a final note, we would like to mention that our
finding for the (preserved) classical percolation transport
exponent in the presence of SO interaction is fully consis-
tent with previous studies focused on the critical behavior
in the quantum Hall regime17–19. A change of the uni-
versality class is principally expected19 for the quantum
percolation problem (at zero temperature) when consid-
ering SO scattering with short-range correlations which
severely spoil coherence of the tunneling events, thus
altering the critical percolation exponent. In contrast,
smooth forms of disorder17,18 are not expected to lead to
drastic modifications of the percolation transition in the
presence of SO interaction.
VI. CONCLUSION
In summary, we have presented in this paper a deriva-
tion of the local particle and current densities for a 2DEG
in the quantum Hall regime by taking into account the
combined presence of a smooth disorder, Rashba SO in-
teraction and Zeeman coupling. To that purpose, we
have used a systematic gradient expansion controlled by
powers of the magnetic length that allows us to obtain
quantum functionals in the local equilibrium or hydro-
dynamic regime. In a first stage, we have presented the
calculation of the leading-order quantum and semiclas-
sical expressions for the electron density and spin polar-
ization. These analytical expressions, accurate for a wide
range of temperatures, can be used as a starting point to
numerically investigate the effect of electron-electron re-
pulsion at the mean-field level. In addition, both observ-
ables reveal clear signatures of the presence of Rashba SO
interaction which could be experimentally studied using
local probes.
We have also derived within this formalism a gen-
eral functional expression for the local current density
that contains both Landau level mixing processes and
quantum effects due to 1D wavefunction delocalization.
This local current density exhibits two types of domi-
nant contributions, so-called density-gradient and drift
currents, whose spatial distribution reflects the peculiar
form of the quantized energy spectrum. As an important
result, we have shown, at the semiclassical level, that
the microscopic conductivity tensor is quasilocal and the
Hall conductivity is quantized in precise integral multi-
ples of the conductance quantum. The value of the Hall
plateaus is thus robust to Rashba SO interaction when-
ever it is finite, its effect being only to change their width.
Remarkably, this result also applies to the macroscopic
Hall conductance whose quantization remains unaffected,
with the longitudinal conductance universal scaling expo-
nent equal to that of the 2DEG without SO coupling. In
the formal (singular) limit of infinite Rashba coupling,
which physically describes a decoupled topological insu-
lator surface (i.e., a single Dirac cone) in the presence of
smooth disorder, we also prove that the general nontriv-
ial expression for the local Hall component is half-integer
quantized due to the nature of the level n = 0.
Finally, we have shown that the conserved SO-resolved
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electron current allows us to define a physically mean-
ingful spin Hall conductivity as the difference between
the two projections of the SO-resolved components. This
spin Hall conductivity does not present any resonances
but small jumps related to the spin imbalance below the
chemical potential. Future interesting directions of re-
search would be to investigate interaction effects on the
basis of our quantum functionals for the local charge and
current densities, and to extend the theory for macro-
scopic transport coefficients towards lower temperatures
by keeping track of wave function spreading effects.
Note added. Recently, we became aware of some very
recent theoretical work (Ref. 49) studying the quanti-
zation of the Hall conductivity in a model of a topo-
logical insulator surface in the presence of an additional
Schro¨dinger quadratic momentum dispersion. Although
we consider exactly the same Hamiltonian as in Ref. 49
and agree on the quantized values of the Hall conductiv-
ity in the two limiting cases (pure quadratic dispersion
or pure linear momentum dispersion), our conclusions
in the presence of both contributions are strikingly dif-
ferent: Ref. 49 gets deviations to the half-integral or
integral quantizations depending on the finite ratio of
the Schro¨dinger to the Dirac magnetic energy scales (i.e.,
on the parameter S within our notation), while we find
in our work that the Hall conductivity remains exactly
quantized in integral units of e2/h. In other terms, we
get the result that the quantization of the Hall conduc-
tivity is purely dictated by the topology of the Fermi
surface. These different results seem to be rooted in the
different formulations of transport: Ref. 49 makes use of
a perturbatively based transport theory (whose validity is
questioned at high magnetic fields for a disorder with any
finite correlation length), while we have derived the Hall
conductivity from a nonperturbative semiclassical trans-
port theory in a smooth electrostatic potential.
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Appendix A: Contribution from g(1)(R, ω) to the
electron current density
We present in this appendix a more detailed calcula-
tion of the quantum expressions for the drift electron cur-
rent density. We start with the spin-resolved U(1) con-
tribution which can be obtained by reporting Eq. (26)
into Eqs. (30) and (48) along with a summation over the
whole frequency spectrum:
jdr1σ(r) =
e~
2m∗
∫
d2R
2πl2B
+∞∑
n=0
∑
λ1,λ2
∑
σ′=±
lB√
2
√
nσ′ + 1
× fσ(θλ1n )fσ′(θλ1n )fσ(θλ2n+1)fσ′(θλ2n+1)Fn;λ1 ;λ2(R)
×
[
Jnσ ;nσ+1(r,R)∂+ + Jnσ+1;nσ(r,R)∂−
]
V (R). (A1)
Here the function Fn;λ1;λ2(R) defined in Eq. (58) con-
tains the Fermi-Dirac distribution functions for adjacent
Rashba-Landau energy levels [as a consequence of the
level mixing induced by ∂±V (R)] and Jn1;n2(r,R) is the
current kernel (49). We also remind the reader that the
partial derivatives are defined as ∂± = ∂X ± i∂Y .
Dominant contributions come either from the diagonal
elements of the electronic kernelKn(r−R) or from terms
differing in two Landau levels Kn;n±2(r, r,R). The latter
type of electronic kernels satisfy the identities31
√
n+ 2
√
n+ 1Kn;n+2(r, r,R) =
l2B
2
n∑
q=0
(n+ 1− q)∂2−Kq(r−R), (A2)
l2B
2
∆r
n∑
q=0
(n+ 1− q)Kq(r−R) = (n+ 1)Kn+1(r−R)
−
n∑
q=0
Kq(r −R), (A3)
so that the bracketed term in Eq. (A1) can be rewritten
in the form
l2B
2
(
Im
Re
)
∂+V (R)
nσ∑
q=0
(nσ + 1− q)∂2−Kq(r−R) =
zˆ×∇RV (R)
[
nσ∑
q=0
Kq(r−R)− (nσ + 1)Knσ+1(r−R)
]
+ l2B zˆ× [∇RV (R) ·∇r]∇r
nσ∑
q=0
(nσ +1− q)Kq(r−R).
(A4)
Using also that
∇r [∇RV ·∇rKq(r−R)] = [∇RV ·∇r]∇rKq(r−R),
the final result for the U(1) contribution can then be
written as in Eq. (56).
For the SU(2) part we proceed in the same way, insert-
ing Eq. (26) into Eqs. (30) and (47) and integrating over
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the frequencies to obtain
jdr2σ(r) =
iαelB√
2
∫
d2R
2πl2B
+∞∑
n=0
∑
λ1,λ2
∑
σ′=±
√
nσ′ + 1
× fσ(θλ1n )fσ′(θλ1n )f−σ(θλ2n+1)fσ′(θλ2n+1)
× Fn;λ1;λ2(R)
[
Knσ;n−σ+1(r, r,R)∂+
(∓)Knσ;n−σ+1(r, r,R)∂−
]
V (R)
(
σ
i
)
, (A5)
where (∓) means taking − for the xˆ component and +
for the yˆ component. As happened for the SU(2) density-
gradient current density, we have to perform the sum over
the two spin-projected currents to combine the pairs of
electronic kernels appearing in Eq. (A5) between square
brackets and obtain a real current. As a result, one also
gets pairs of kernels that are either diagonal in the index
n or differ by two levels n, n±2. The terms coupling non-
adjacent Rashba-Landau energy levels [see Eqs. (A2)-
(A4) above] do not contribute to the current in the strict
semiclassical limit, contrary to the U(1) part. Finally,
collecting all the contributions, we get the result quoted
in Eq. (57).
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