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Abstract. We review nonabelian Poisson structures on affine and projective spaces over
C. We also construct a class of examples of nonabelian Poisson structures on CP n−1 for
n > 2. These nonabelian Poisson structures depend on a modular parameter τ ∈ C and
an additional descrete parameter k ∈ Z, where 1 ≤ k < n and k, n are coprime. The
abelianization of these Poisson structures can be lifted to the quadratic elliptic Poisson
algebras qn,k(τ).
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1 Introduction
An algebraic Poisson structure on an affine space An over C has the form
{f, g} =
∑
1≤i,j≤n
Pi,j
∂f
∂xi
∂g
∂xj
, (1.1)
where x1, ..., xn are coordinates on A
n and Pi,j ∈ C[x1, ..., xn] are fixed polynomials. The
formula (1.1) should define a Lie algebra structure on the space of polynomials in x1, ..., xn.
Which of these Poisson structures can be descended to CP n−1? In fact, CP n−1 = An/C∗,
where the group C∗ acts on An by dilatations xi 7→ axi. The bracket (1.1) should be invariant
with respect to this action which means that Pi,j have to be homogeneous quadratic polynomials
and the formula (1.1) takes the form
{f, g} =
∑
1≤i,j,a,b≤n
ra,bi,j xaxb
∂f
∂xi
∂g
∂xj
. (1.2)
To descend this Poisson structure to CP n−1 we introduce affine coordinates ui =
xi
xn
, i =
1...n − 1. If f, g are functions in u1, ..., un−1, then, after the change of variables, the formula
(1.2) can be rewritten as
{f, g} =
∑
1≤i,j≤n−1,
1≤a,b≤n
(ra,bi,j uaub − r
a,b
n,juaubui − r
a,b
i,nuaubuj)
∂f
∂ui
∂g
∂uj
, (1.3)
where we assume that un = 1. It is known [12, 13] that any holomorphic Poisson structure on
CP n−1 can be constructed in this way.
A nonabelian analog of the following observation will be a guiding line for us. If we want
to construct a holomorphic Poisson structure on CP n−1 starting from a homogeneous bivector
field defined by (1.2), then the Jacobi identity for {f, g} is sufficient but not necessary. Indeed,
we need the Jacobi identity {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0 for homogeneous f, g, h
only. But any homogeneous function satisfies the Euler identity
x1
∂f
∂x1
+ ...+ xn
∂f
∂xn
= 0. (1.4)
Therefore, a bivector field defined by (1.2) descends to a Poisson structure on CP n−1 if the Ja-
cobi identity {{f, g}, h}+{{g, h}, f}+{{h, f}, g}= 0 holds modulo (1.4) and similar identities
for g, h.
In this paper we are interested in a noncommutative analog of Poisson structures1 on An and
CP n−1. In the paper [1] Maxim Kontsevich suggested a general framework for noncommutative
1By abuse of notation we write An, CPn−1 for both usual spaces and their noncommutative analogs.
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differential geometry and explained how to construct nonabelian analogs for various differential
geometric objects. In particular, he described noncommutative versions of differential forms
and symplectic Poisson brackets. These ideas were deepen and further developed in [2, 3,
4, 5, 6, 8, 14] where, in particular, a more general framework applicable to a wide class of
associative algebras was suggested, a lot of examples were constructed and various applications
from quivers representation theory to integrable systems were outlined.
Following [1], we consider a free associative algebra
A = C〈x1, ..., xn〉
as a “noncommutative affine space”. The commutant
F = A/[A,A]
is “the space of functions on the noncommutative affine space”. A nonabelian differential
geometric structure on A should give, in a sense, a usual structure on F . For example, a
nonabelian vector field ν should be a linear mapping F → F because F is a nonabelian
generalization of functions. In abelian case ν should also be a derivation. Since F is not an
algebra in the noncommutative case, we require that ν : F → F can be lifted to a mapping
Dν : A→ A, where Dν is a derivation.
A nonabelian Poisson structure2 on an affine space has the form
{f, g} = tr
( ∑
1≤i,j≤n,
1≤s≤N
Pi,j,s
∂f
∂xi
Qi,j,s
∂g
∂xj
)
(1.5)
for some N . Here Pi,j,s, Qi,j,s are fixed elements of the free algebra A; f, g ∈ F =
A/[A,A]; tr : A→ F is a natural map and ∂
∂xi
: F → A are certain nonabelian analogs of the
partial derivatives (see Definition 5). The formula (1.5) should define a Lie algebra structure
on F .
Which of these nonabelian Poisson structures can be descended to a “noncommutative
analog” of CP n−1? And what is a nonabelian analog of the formulas (1.2) and (1.3)? By direct
analogue with the commutative case we assume that projective objects should be invariant with
respect to the change of variables
xi 7→ axi, i = 1, ..., n, (1.6)
where a is an auxiliary noncommutative variable. We consider the following nonabelian gener-
alization of the brackets (1.2):
{f, g} = tr
( ∑
1≤i,j,a,b≤n
ra,bi,j xa
∂f
∂xi
xb
∂g
∂xj
)
. (1.7)
2Notice that each nonabelian Poisson structure generates infinitely many usual Poisson structures. See
Remark 4 for details.
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It turns out that the bracket (1.7) is invariant with respect to (1.6).
To descend the nonabelian Poisson structure (1.7) to CP n−1, we introduce affine coordinates
ui = x
−1
n xi, i = 1, ..., n− 1.
It is clear that u1, ..., un−1 are invariant with respect to transformations (1.6). If f, g are
noncommutative polynomials in u1, ..., un−1, then, after the change of variables, the formula
(1.7) can be rewritten (cf. with (1.3)) as
{f, g} =
∑
1≤i,j≤n−1,
1≤a,b≤n
tr
(
ra,bi,j ua
∂f
∂ui
ub
∂g
∂uj
− ra,bn,juaui
∂f
∂ui
ub
∂g
∂uj
(1.8)
−ra,bi,nua
∂f
∂ui
ubuj
∂g
∂uj
+ ra,bn,nuaui
∂f
∂ui
ubuj
∂g
∂uj
)
,
where we assume that un = 1.
It turns out (contrary to the commutative case) that not all nonabelian Poisson structures
on CP n−1 can be obtained in this way from nonabelian Poisson structures on An. If we want
to construct a nonabelian Poisson bracket on CP n−1 starting from a nonabelian bivector field
defined by (1.7), then we need the Jacobi identity {{f, g}, h} + {{g, h}, f} + {{h, f}, g} = 0
to be satisfied for homogenious3 f, g, h only. It turns out that any homogeneous element f
satisfies the following two identities:
x1
∂f
∂x1
+ ... + xn
∂f
∂xn
= 0,
∂f
∂x1
x1 + ... +
∂f
∂xn
xn = 0. (1.9)
Therefore, a bivector field defined by (1.7) can be descended to a Poisson structure on CP n−1
if the Jacobi identity {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0 holds modulo (1.9) and similar
expressions for g, h.
All known examples of homogeneous Poisson structures (1.2) belong to two classes: rational
and elliptic according to the structure of their homogeneous symplectic leaves. Elliptic Poisson
structures are considered as “the most nondegenerate” because rational Poisson structures can
often be obtained from elliptic ones by degeneration of the corresponding elliptic curve. A
wide class of examples of elliptic Poisson structures was constructed in [10], see also [11] and
references therein. These elliptic Poisson algebras (and the corresponding quantum algebras)
are related to the deformation quantization, moduli spaces of holomorphic bundles, classical
and quantum integrable systems and other areas of mathematics and mathematical physics.
The simplest example of elliptic homogeneous Poisson brackets is given by
{x1, x2} = t x1x2 + x
2
3, {x2, x3} = t x2x3 + x
2
1, {x3, x1} = t x1x3 + x
2
2, (1.10)
3We call an expression in noncommutative variables x1, ..., xn homogeneous if it is invariant with respect to
(1.6).
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where t ∈ C is a parameter. The corresponding elliptic curve is embedded into CP 2 with
homogeneous coordinates x1 : x2 : x3 and is defined by the cubic x
3
1 + x
3
2 + x
3
3 + 3tx1x2x3 = 0.
In the affine coordinates this Poisson structure has the form {u1, u2} = u
3
1 + u
3
2 + 3t u1u2 + 1.
In the notation of [10, 11] this Poisson structure is denoted by q3,1(τ). Here τ is a modular
parameter of the elliptic curve and t is a function of τ .
The first example of an elliptic Poisson bracket with 4 generators was constructed in the
paper [9] devoted to the R-matrix approach to quantum integrable systems. In the notation of
[10, 11] this Poisson structure is denoted by q4,1(τ).
More general examples constructed in [10, 11] are denoted by qn,k(τ). Here n, k ∈ Z,
1 ≤ k < n and n, k are coprime (see (4.32) for an explicit formula for qn,k(τ) in terms of theta
constants).
In this paper we construct a nonabelian analog of elliptic Poisson structures qn,k(τ) de-
scended to CP n−1. In fact, a nonabelian analog of quadratic Poisson structures qn,k(τ) does
not exist but a nonabelian analog of the corresponding holomorphic Poisson structures on
CP n−1 does. More precisely, in Section 4.2 for each qn,k(τ) we have constructed an elliptic
nonabelian bivector field of the form (1.7) whose abelianization coincides with qn,k(τ). This
nonabelian bivector field does not satisfy the Jacobi identity but the corresponding inhomo-
geneous nonabelian bivector field (1.8) does and defines a nonabelian Poisson structure on
CP n−1.
It is interesting to note that in the scalar case the Poisson algebras qn.n−1(τ) are trivial
while their nonabelian analogs are not. For example, there are two different nonabelian elliptic
Poisson structures q3,1(τ) and q3,2(τ) on CP
2 (see Section 4.4 for explicit formulas) while in the
commutative case q3,2(τ) is trivial and we have only q3,1(τ).
2 Nonabelian Poisson structures on An
Let A = C〈x1, ..., xn〉 be the free associative algebra over C generated by x1, ..., xn. Consider
the vector space
F = A/[A,A],
where [A,A] is the vector space spanned by ab− ba, a, b ∈ A. We denote by
tr : A→ F
the natural mapping from a vector space to its quotient. We need to define a nonabelian version
of polyvector fields. In the usual situation they are mulivariable mappings from the space of
functions to itself, which are derivations with respect to each argument. In the nonabelian
situation we have derivations of A but A 6= F and the “space of functions” F is not an algebra.
The solution to this puzzle4 was suggested in [3, 5].
4For arbitrary associative algebras.
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Definition 1. A linear mapping ν : F → F is called nonabelian vector field if ν can be
lifted to a derivation Dν : A→ A. More precisely, the following commutative diagram should
exist:
A
Dν−→ A
tr
y ytr
F
ν
−→ F
Lemma 1. If ν, µ are nonabelian vector fields, then [µ, ν] = µν − νµ is also a nonabelian
vector field.
Proof. It is clear that D[µ,ν] = DµDν −DνDµ is a lifting of [µ, ν] and it is a derivation of
A as a commutator of derivations. 
Definition 2. A nonabelian p-vector field ν is a polylinear antisimmetric mapping ν : F p →
F that is a nonabelian vector field with respect to each argument. In other words, the mapping
a 7→ ν(a, b1, ..., bp−1) should be a nonabelian vector field for all fixed b1, ..., bp−1.
We can define the Schouten bracket for nonabelian vector fields in the same way as in the
usual case.
Definition 3. Let µ be a nonabelian p-vector field and ν be a nonabelian q-vector field. A
Schouten bracket [µ, ν] is a p+ q − 1-vector field defined by
[µ, ν](a1, ..., ap+q−1) =
∑
σ∈Sp+q−1
sign(σ)µ(ν(aσ(1), ..., aσ(q)), aσ(q+1), ..., aσ(p+q−1))
−(−1)(p−1)(q−1)
∑
σ∈Sp+q−1
sign(σ)ν(µ(aσ(1), ..., aσ(q)), aσ(q+1), ..., aσ(p+q−1)). (2.11)
One can prove in the same way as in the abelian case the following statement:
Lemma 2. The right hand side of (2.11) defines a nonabelian p+ q − 1-vector field.
Proof. It is clear that this formula defines a polylinear antisymmetric mapping F p+q−1 →
F . Let us proof that it is a nonabelian vector fields as a function in a1. The right hand side of
(2.11) can be written as a linear combination of terms
µ(ν(a1, b1, ..., bq−1), bq, ..., bp+q−2)− ν(µ(a1, bq, ..., bp+q−2), b1, ..., bq−1),
µ(ν(b1, ..., bq), bq+1, ..., bp+q−2, a1),
and
ν(µ(b1, ..., bp), bp+1, ..., bp+q−2, a1),
where b1, ..., bp+q−2 is a permutation of a2, ..., ap+q−1. The last two terms are clearly nonabelian
vector fields and the first one is a nonabelian vector field by Lemma 1. 
Definition 4. A 2-vector field µ is a nonabelian Poisson structure if [µ, µ] = 0. As usual,
we will use the notation {a, b} = µ(a, b) for the nonabelian Poisson bracket. It is clear that a
nonabelian Poisson structure defines a Lie algebra structure on F .
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In order to describe nonabelian polyvector fields and Poisson structures explicitly we need
some notions introduced in [1]. First, we recall the definition of noncommutative de Rham com-
plex. Let Ω∗A = C〈x1, ...xn, dx1, ..., dxn〉 be a free algebra generated by x1, ..., xn, dx1, ..., dxn.
It is clear that
Ω∗A =
⊕
k≥0
ΩkA,
where ΩkA is spanned by monomials of degree k with respect to dx1, ..., dxn. We write f¯ = k if
f ∈ ΩkA. We define a linear operator d : ΩkA→ Ωk+1A in the usual way: assume that d(xi) =
dxi, d(dxi) = 0 and d(fg) = dfg + (−1)
f¯fdg. Let us also define F (Ω∗A) = Ω∗A/[Ω∗A,Ω∗A],
where as usual the commutator is understood as [f, g] = fg − (−1)f¯ g¯gf . It is clear that d is
well defined on F (Ω∗A) and d2 = 0 there, see [1] for details.
Let us define a nonabelian analog of the partial derivatives ∂
∂x1
, ..., ∂
∂xn
.
Definition 5. Nonabelian partial derivatives ∂
∂x1
, ..., ∂
∂xn
are linear mappings
∂
∂xi
: F → A
such that
df =
∂f
∂x1
dx1 + ...+
∂f
∂xn
dxn
for arbitrary f ∈ F . Notice that ∂
∂xi
themselves are not vector fields in the nonabelian case.
Example 1. Let f = x21x2x1x2 ∈ F . We have df = dx1x1x2x1x2 + x1dx1x2x1x2 +
x21dx2x1x2 + x
2
1x2dx1x2 + x
2
1x2x1dx2. We can make cyclic permutations
5 in monomials from
F (Ω1A) to bring all dx1, dx2 to the end in each monomial. We obtain df = x1x2x1x2dx1 +
x2x1x2x1dx1+x1x2x
2
1dx2+x2x
2
1x2dx1+x
2
1x2x1dx2 and, therefore,
∂f
∂x1
= x1x2x1x2+x2x1x2x1+
x2x
2
1x2,
∂f
∂x2
= x1x2x
2
1 + x
2
1x2x1.
The polyvector fields can be written in terms of the nonabelian partial derivatives in the
usual way.
Lemma 3. Any vector field µ : F → F can be written as follows:
µ(f) = tr
(
a1
∂f
∂x1
+ ...+ an
∂f
∂xn
)
, (2.12)
where a1, ..., an ∈ A do not depend on f .
Proof. Consider a derivation D of A such that D(x1) = a1, ..., D(xn) = an. It is clear
that for any a1, ..., an ∈ A such a derivation exists and unique. Moreover, D is a lifting of the
mapping defined by (2.12) to a derivation of A. Therefore, µ is a nonabelian vector field.
Let µ be a vector field and Dµ be a derivation of A, which is a lifting of µ. If Dµ(x1) =
a1, ..., Dµ(xn) = an, then Dµ = D and the mapping µ : F → F is given by (2.12). 
5fg = gf because fg − gf ∈ [Ω∗A,Ω∗A].
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Lemma 4. Any 2-vector field µ can be written as follows:
µ(f, g) = tr
( ∑
1≤i,j≤n,
1≤s≤N
ai,j,s
∂f
∂xi
bi,j,s
∂g
∂xj
)
, (2.13)
where ai,j,s, bi,j,s ∈ A do not depend on f, g. Moreover, a similar formula
µ(f1, ..., fp) = tr
( ∑
1≤i1,...,ip≤n,
1≤s≤N
a1,i1,...,ip,s
∂f1
∂xi1
a2,i1,...,ip,s
∂f2
∂xi2
...
∂fp
∂xip
)
, (2.14)
where al,i1,...,ip,s ∈ A, holds for arbitrary p-vector fields.
Proof. Since µ is a vector field with respect to each of arguments, we just apply Lemma 3.

Remark 1. There are certain linear constraints on the coefficients al,i1,...,ip,s ∈ A in the
case p > 1 because µ must be antisymmetric.
Remark 2. In the case p > 1 the coefficients al,i1,...,ip,s ∈ A are not uniquely defined because
of the following identity [1]: ∑
1≤i≤n
[xi,
∂f
∂xi
] = 0. (2.15)
Indeed, if f = xi1xi2 ...xim , then
∑
1≤i≤n xi
∂f
∂xi
and
∑
1≤i≤n
∂f
∂xi
xi are both equal to xi1xi2 ...xim+
xi2xi3 ...ximxi1 + ...+ ximxi1 ...xim−1 .
The right hand side of (2.13) and (2.14) are defined modulo identity (2.15) and similar
identities for g, f1,...,fp.
Remark 3. The formula (2.13) prompts to define a double bracket by
{{xi, xj}} =
∑
1≤i,j≤n,
1≤s≤N
ai,j,s ⊗ bi,j,s ∈ A⊗A.
This bracket can be extended to a linear mapping A⊗ A → A ⊗ A, see [6] for details. Recall
however that, as we mentioned above, the elements
∑
1≤i,j≤n,1≤s≤N ai,j,s⊗ bi,j,s ∈ A⊗A are not
well defined. For some nonabelian Poisson structures they can be chosen in such a way that
the so-called double Poisson brackets [6] arise. On the other hand, any double Poisson bracket
gives a nonabelian Poisson structure. It is known that not all nonabelian Poisson structures
can be obtained in this way.
Remark 4. Let PN be the space of N -dimensional matrix representations of the algebra A.
In fact, PN = MatN×N (C)
n. The group GLN (C) acts on PN by the matrix conjugations. Any
nonabelian Poisson structure on An gives rise to usual Poisson structure on PN/GLN(C) for
each N = 1, 2, .... Moreover, if a nonabelian Poisson structure is defined by a double Poisson
bracket, then the corresponding Poisson structure on PN/GLN(C) can be lifted to PN .
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Let Aop be the associative algebra6 with the product ◦, such that a ◦ b = ba. We assume
that A ⊗ Aop acts on A in the standard way: a ⊗ b(c) = acb. Sometimes it is convenient to
write the formula (2.13) as
µ(f, g) = tr
( ∑
1≤i,j≤n
∂f
∂xi
Θi,j
( ∂g
∂xj
))
, (2.16)
where
Θi,j =
∑
1≤s≤N
bi,j,s ⊗ ai,j,s ∈ A⊗ A
op.
If µ defines a nonabelian Poisson structure, then Θi,j is a nonabelian analog of the Poisson
tensor.
In order to formulate an analog of the chain rule for nonabelian partial derivatives ∂
∂xi
we
need another generalization of partial derivatives.
Definition 6. We define linear mappings D
Dx1
, ..., D
Dxn
: A→ A⊗ Aop by the formula
df =
∑
1≤i≤n
Df
Dxi
(dxi) (2.17)
for arbitrary f ∈ A.
Example 2. Let f = x21x2x1x2 ∈ A. We have df = dx1x1x2x1x2 + x1dx1x2x1x2 +
x21dx2x1x2 + x
2
1x2dx1x2 + x
2
1x2x1dx2 = (1 ⊗ x1x2x1x2 + x1 ⊗ x2x1x2 + x
2
1x2 ⊗ x2)(dx1) +
(x21 ⊗ x1x2 + x
2
1x2x1 ⊗ 1)(dx2). Therefore
Df
Dx1
= 1 ⊗ x1x2x1x2 + x1 ⊗ x2x1x2 + x
2
1x2 ⊗ x2,
Df
Dx2
= x21 ⊗ x1x2 + x
2
1x2x1 ⊗ 1.
Define an anti-involution on A⊗ Aop by (a⊗ b)∗ = b⊗ a. It is clear that ax(b) = x∗(a)b in
F for arbitrary a, b ∈ A and x ∈ A⊗ Aop.
Lemma 5 (The chain rule). Let f be a noncommutative polynomial in u1, ..., um ∈ A.
Then
∂f
∂xi
=
∑
1≤j≤m
(Duj
Dxi
)∗( ∂f
∂uj
)
. (2.18)
Proof. For f ∈ F we have
df =
∑
1≤j≤m
∂f
∂uj
duj =
∑
1≤j≤m,
1≤i≤n
∂f
∂uj
Duj
Dxi
(dxi) =
∑
1≤j≤m,
1≤i≤n
(Duj
Dxi
)∗( ∂f
∂uj
)
dxi. 
Remark 5. Let Aˆ be either the algebra of noncommutative Laurent polynomials
C〈x1, ..., xn, x
−1
1 , ..., x
−1
n 〉 or the field of fractions of A. In both cases A ⊂ Aˆ and d can be
naturally extended to Aˆ by the formula d(u−1) = −u−1du u−1. It is clear that the derivatives
∂
∂xi
, D
Dxi
can also be extended to Aˆ and formula (2.18) is still valid.
6It is isomorphic to A as a vector space.
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3 Nonabelian Poisson structures on CP n−1
3.1 Recollection of commutative case
Recall that usual projective space and geometric structures on it can be represented in two
ways: in terms of homogeneous coordinates and in terms of affine coordinates.
In the first case we consider a polynomial ringC[x1, ..., xn] embedded into the field C(x1, ..., xn).
We refer to x1, ..., xn as to homogeneous coordinates on CP
n−1. An object defined in terms of
homogeneous coordinates is called homogeneous if it is invariant with respect to an arbitrary
transformation of the form xi 7→ axi, where a is a constant. It is clear that homogeneous
objects on An define the corresponding objects on CP n−1. For example, a rational function of
the form f( x1
xn
, ..., xn−1
xn
) defines a rational function on CP n−1. A bivector field ν is homogeneous
if it has a form
ν(f, g) =
∑
1≤i,j,k,l≤n
rk,li,jxkxl
∂f
∂xi
∂g
∂xj
, (3.19)
where rk,li,j ∈ C are constants. It is clear that if f, g are both homogeneous functions, then ν(f, g)
is also homogeneous. Therefore, the formula (3.19) defines a holomorphic bivector field on
CP n−1. It is known (and easy) fact that any holomorphic bivector field on CP n−1 can be defined
in this way but not uniquely. Indeed, if f, g are homogeneous, then x1
∂f
∂x1
+ ... + xn
∂f
∂xn
= 0
and x1
∂g
∂x1
+ ...+ xn
∂g
∂xn
= 0 and the right hand side of (3.19) is defined modulo these relations.
Lemma 6. A bivector fields ν given by (3.19) defines a holomorphic Poisson structure on
CP n−1 if its Schouten square 1
2
[ν, ν](f, g, h) = ν(ν(f, g), h)+ν(ν(g, h), f)+ν(ν(h, f), g) is equal
to zero modulo relations
x1
∂f
∂x1
+ ... + xn
∂f
∂xn
= 0, x1
∂g
∂x1
+ ...+ xn
∂g
∂xn
= 0, x1
∂h
∂x1
+ ... + xn
∂h
∂xn
= 0.
Proof. If f, g, h are homogeneous, then ν(ν(f, g), h) + ν(ν(g, h), f) + ν(ν(h, f), g) = 0 and
therefore, the Jacobi identity holds for functions defined on CP n−1. 
Another way of dealing with geometric structures on CP n−1 is using affine coordinates. In
this approach for each j = 1, ..., n we introduce an affine chart with coordinates u1,j, ..., un,j,
where uj,j is missed. The coordinates for different charts are related by
ui,j2 =
ui,j1
uj2,j1
, j1 6= j2. (3.20)
The relationship with the homogeneous coordinates is ui,j =
xi
xj
.
Definition 7. A holomorphic Poisson structure on CP n−1 is a collection of usual polynomial
Poisson structures {f, g}j, j = 1, ..., n on C[u1,j, ..., un,j] such that {f, g}j1 and {f, g}j2 are
related by (3.20).
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Remark 6. It is known (and highly nontrivial) fact that any holomorphic Poisson structure
on CP n−1 can be lifted to a homogeneous Poisson structure of the form (3.19), see [12, 13].
This is no longer true in the nonabelian case.
Lemma 7. Let ν be a homogeneous bivector field given by (3.19) and satisfying the
conditions of Lemma 6. Let ui = ui,n =
xi
xn
. Then ν defines a polynomial Poisson structure on
C[u1, ..., un−1] given by
{f, g} =
∑
1≤i,j≤n−1,
1≤a,b≤n
(ra,bi,j uaub − r
a,b
n,juaubui − r
a,b
i,nuaubuj)
∂f
∂ui
∂g
∂uj
, (3.21)
where we assume that un = 1.
Proof. Make the change of coordinates ui =
xi
xn
in (3.19). 
Remark 7. Using the change of variables (3.20) for j1 = n one can write an expression for
{f, g} in other affine charts.
3.2 Noncommutative case
Let us generalize the usual framework described above to the noncommutative case. We embed
our free associative algebraA = C〈x1, ..., xn〉 into the algebra of nonabelian Laurent polynomials
Aˆ = C〈x1, ..., xn, x
−1
1 , ..., x
−1
n , a, a
−1〉, where a is an additional auxiliary generator. We will
refer to a as to a (nonabelian) constant. Let Fˆ = Aˆ/[Aˆ, Aˆ]. We define a homomorphism
f 7→ fa, f ∈ Aˆ of the algebra Aˆ to itself by xi 7→ axi, i = 1..., n and a 7→ a.
Definition 8. An element f ∈ Aˆ is called homogeneous if fa = f . In this case an element
tr(f) ∈ Fˆ is also called homogeneous. A nonabelian bivector field ν on A is called homogeneous
if ν(fa, ga) = ν(f, g)a for arbitrary f, g ∈ A. More generally, a nonabelian polyvector field µ is
homogeneous if µ(fa1 , ..., f
a
p ) = µ(f1, ..., fp)
a.
As in the commutative case, we consider x1, ..., xn ∈ A as homogeneous coordinates on
a noncommutative projective space CP n−1. Homogeneous elements in Fˆ are considered as
functions on CP n−1. Homogeneous nonabelian polyvector fields are regarded as nonabelian
polyvector fields on CP n−1.
Lemma 8. Let f ∈ Fˆ be a homogeneous element. Then the following identities hold:
x1
∂f
∂x1
+ ...+ xn
∂f
∂xn
= 0,
∂f
∂x1
x1 + ...+
∂f
∂xn
xn = 0. (3.22)
Proof. It is clear that any homogeneous element in Fˆ is a linear combination of Laurent
monomials in u1, ..., un−1, where ui = x
−1
n xi. Now let us use (2.18). We have
dui = −x
−1
n dxnx
−1
n xi + x
−1
n dxi
12
and, therefore,
Dui
Dxn
= −x−1 ⊗ x−1n xi,
Dui
Dxi
= x−1n ⊗ 1, i = 1, . . . , n− 1
and Dui
Dxj
= 0 if j 6= i, n. Applying the formula (2.18), we obtain
∂f
∂xi
=
∂f
∂ui
x−1n , i = 1...n− 1,
∂f
∂xn
= −
∑
1≤j≤n−1
x−1n xj
∂f
∂uj
x−1n . (3.23)
Substituting these expressions into the left hand side of the first identity in (3.22), we get
cancellation of all terms in it. The second identity in (3.22) follows from the first one by (2.15).

Lemma 9. A bivector field of the form
ν(f, g) = tr
( ∑
1≤i,j,k,l≤n
rk,li,jxk
∂f
∂xi
xl
∂g
∂xj
)
(3.24)
is homogeneous.
Proof. We need to verify that ν(fa, ga) = ν(f, g)a, which can be done by a direct calculation
using (2.18). 
Lemma 10. A bivector field ν given by (3.24) defines a nonabelian Poisson structure on
CP n−1 if its Schouten square 1
2
[ν, ν](f, g, h) = ν(ν(f, g), h)+ν(ν(g, h), f)+ν(ν(h, f), g) is equal
to zero modulo relations (3.22) and similar relations for g, h.
Proof. If f, g, h are homogeneous, then ν(ν(f, g), h) + ν(ν(g, h), f) + ν(ν(h, f), g) = 0 and
therefore, the Jacobi identity holds for functions defined on CP n−1. 
As in the commutative case, for each j = 1, ..., n we introduce an affine chart with coor-
dinates u1,j, ..., un,j, where uj,j is missed. These coordinates for different charts are related by
ui,j2 = u
−1
j2,j1
ui,j1, j1 6= j2. (3.25)
The relation with homogeneous coordinates is ui,j = x
−1
j xi.
Definition 9. A nonabelian holomorphic Poisson structure on CP n−1 is a collection of
usual nonabelian Poisson structures {f, g}j, j = 1, ..., n on C〈u1,j, ..., un,j〉 such that {f, g}j1
and {f, g}j2 are related by (3.25).
Lemma 11. Let ν be a homogeneous nonabelian bivector field given by (3.24) and satisfying
the conditions of Lemma 10. Let ui = ui,n = x
−1
n xi. Then ν defines a nonabelian Poisson
structure on C〈u1, ..., un−1〉 given by
{f, g} =
∑
1≤i,j≤n−1,
1≤a,b≤n
tr
(
ra,bi,j ua
∂f
∂ui
ub
∂g
∂uj
− ra,bn,juaui
∂f
∂ui
ub
∂g
∂uj
(3.26)
13
−ra,bi,nua
∂f
∂ui
ubuj
∂g
∂uj
+ ra,bn,nuaui
∂f
∂ui
ubuj
∂g
∂uj
)
,
where we assume that un = 1.
Proof. Make the change of coordinates ui = x
−1
n xi in (3.24) using the formulas (3.23). 
Remark 8. Using the change of variables (3.25) for j2 = n one can write an expression for
{f, g} in other nonabelian affine charts.
4 Elliptic nonabelian Poisson structures on CP n−1
4.1 Recollection of commutative case
We need some notation and properties of theta functions in one variable, see [15, 11] for details.7
Let τ ∈ C and Imτ > 0. We consider τ as a modular parameter defining an elliptic curve
E = C/(Z+ τZ). We suppress the dependence of theta functions of this parameter8. Define a
holomorphic function θ(z) by the formula
θ(z) =
∑
α∈Z
(−1)αe2pii(αz+
α(α−1)
2
τ).
It is clear that
θ(z + 1) = θ(z), θ(z + τ) = −e−2piizθ(z), θ(−z) = −e−2piizθ(z).
Let
ρ(z) =
θ′(z)
θ(z)
− pii.
The following identities can be proved in a standard way:
ρ(−z) = −ρ(z), ρ(z + 1) = ρ(z), ρ(z + τ) = ρ(z)− 2pii,
ρ(x)ρ(y) + ρ(x)ρ(−x − y) + ρ(y)ρ(−x− y) = −
1
2
(ρ(x)2 + ρ(y)2 + ρ(−x− y)2) (4.27)
−
1
2
(ρ′(x) + ρ′(y) + ρ′(−x− y)) +
3
2
pi2 +
θ′′′(0)
2θ′(0)
.
Define the so-called theta functions with characteristics by
θα(z) = θ
(
z +
α
n
τ
)
θ
(
z +
1
n
+
α
n
τ
)
...θ
(
z +
n− 1
n
+
α
n
τ
)
epii((2α−n)z−
α
n
+
α(α−n)
n
τ). (4.28)
7Our notation here are essentially the same as in [15, 11] but slightly different in some details. In fact, we
choose notation which bring the formula (4.30) to the simplest possible form.
8Recall that a theta function as a function in τ with a fixed value of z is called a theta constant.
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One can check that θα+n(z) = θα(z), so we can consider α as an element in Z/nZ. One can
also check that
θα(z + 1) = (−1)
nθα(z), θα(z + τ) = −e
−2piin(z+ 1
2
τ)θα(z) (4.29)
and
θα(−z) = −e
− 2piiα
n θ−α(z). (4.30)
Let k, n ∈ Z, 1 ≤ k < n and k, n be coprime. Let η ∈ C. Recall [10] that an associative
algebra Qn,k(η, τ) is generated by {xi, i ∈ Z/nZ} with defining relations∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
xj−rxi+r = 0. (4.31)
Here θi(z), i ∈ Z/nZ are theta functions of one variable with characteristics, see [15] and
(4.28) for details. Recall that θi(z) depend also on a modular parameter τ but we suppress
this dependence. In the limit η → 0 we have Qn,k(0, τ) ∼= C[x1, ..., xn] and Qn,k(η, τ) is a flat
deformation of the polynomial ring. Expanding (4.31) at η = 0, we obtain a Poisson algebra
which we denote by qn,k(τ). Explicitly, the Poisson brackets in qn,k(τ) are the following:
{xi, xj} =
(
θ′j−i(0)
θj−i(0)
+
θ′k(j−i)(0)
θk(j−i)(0)
)
xixj +
∑
r 6=0,j−i
θ′0(0)θj−i+r(k−1)(0)
θkr(0)θj−i−r(0)
xj−rxi+r. (4.32)
Notice that the algebra Qn,k(η, τ) and the corresponding Poisson algebra qn,k(τ) both admit a
discrete group of automorphisms Z/nZ×Z/nZ acting on generators by xi 7→ ε
ixi and xi 7→ xi+1,
where ε is a primitive n-th root of unity.
The brackets defined by (4.32) are homogeneous and, therefore, can be descended on CP n−1.
4.2 Noncommutative case
Define a homogeneous nonabelian bivector field9
ν(f, g) = tr
( ∑
i,j,r∈Z/nZ
ci−j,r
∂f
∂xi
xi−r
∂g
∂xj
xj+r
)
, (4.33)
where
ci,r =
θ′0(0)θi+r(k−1)(0)
θkr(0)θi−r(0)
, r 6= 0, i, (4.34)
c0,0 = 0, ci,0 =
θ′i(0)
θi(0)
, ci,i =
θ′ki(0)
θki(0)
.
9We keep the notation from the previous subsection.
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The following statement is the main result of our paper:
Theorem. For any coprime n and k the formula (4.33) defines a nonabelian Poisson
structure on CP n−1.
Remark 9. The nonabelian bivector field defined by (4.33) does not give an affine non-
abelian Poisson structure. However, its abelianization satisfies the Jacobi identity and coincides
with the Poisson algebra qn,k(τ).
Remark 10. Notice that in the case k = n − 1 the brackets (4.32) are zero but the
corresponding nonabelian analog (4.33) is nonzero.
4.3 Proof of the theorem
Using (4.30), one can check that
c−i,−r = −ci,r
so the nonabelian bivector field ν given by (4.33) is manifestly antisymmetric. To check the
Jacobi identity on CP n−1 we need to show that [ν, ν] is equal to zero modulo relations of the
form (3.22). In other words, we need to prove that the expression ν(ν(f, g), h)+ ν(ν(g, h), f)+
ν(ν(h, f), g) is equal to zero modulo relations (3.22) and similar relations for g, h.
A direct computation shows that10
ν(ν(f, g), h)+ν(ν(g, h), f)+ν(ν(h, f), g) = tr
(
(ri1j1αj r
αk1
ik +r
j1k1
αk r
αi1
ji +r
k1i1
αi r
αj1
kj )
∂f
∂xi
xi1
∂h
∂xj
xj1
∂g
∂xk
xk1
+(rj1k1αk r
i1α
ij + r
k1i1
αi r
j1α
jk + r
i1j1
αj r
k1α
ki )
∂f
∂xi
xi1
∂g
∂xj
xj1
∂h
∂xk
xk1
)
for nonabelian bivector field (3.24). The vector field (4.33) corresponds to ri1j1i,j = δi+j,i1+j1ci−j,i−i1.
In this case using the previous formula, we obtain that
ν(ν(f, g), h) + ν(ν(g, h), f) + ν(ν(h, f), g) =
∑
α,β,γ,α1,β1,γ1∈Z/nZ
δα+β+γ,α1+β1+γ1×
tr
(
(cβ1+γ1−2γ,γ1−γcα−β,α−α1 + cγ1+α1−2α,α1−αcβ−γ,β−β1 + cα1+β1−2β,β1−βcγ−α,γ−γ1)×( ∂f
∂xα
xα1
∂g
∂xβ
xβ1
∂h
∂xγ
xγ1 −
∂f
∂xα
xα1
∂h
∂xβ
xβ1
∂g
∂xγ
xγ1
))
,
(4.35)
where cα,β is defined by (4.34).
We need to show that the right hand side of (4.35) is equal to zero modulo relations (3.22)
and similar relations for g and h. In other words, we need to find constants pα,r, qα,r such that
the right hand side of (4.35) is equal to∑
α,β,γ,r∈Z/nZ
Altf,g,h tr
(
pβ−γ,r
∂f
∂xα
xα
∂g
∂xβ
xβ−r
∂h
∂xγ
xγ+r + qβ−γ,rxα
∂f
∂xα
xγ+r
∂g
∂xβ
xβ−r
∂h
∂xγ
)
. (4.36)
10We assume summation over repeated indexes here.
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Here Altf,g,h means antisymmetrization with respect to f, g, h.
Equating the corresponding coefficients of the expressions (4.35) and (4.36), we obtain
cβ1+γ1−2γ,γ1−γcα−β,α−α1 + cγ1+α1−2α,α1−αcβ−γ,β−β1 + cα1+β1−2β,β1−βcγ−α,γ−γ1 =
δ(α1 − α)pβ−γ,γ1−γ + δ(β1 − β)pγ−α,α1−α + δ(γ1 − γ)pα−β,β1−β+
δ(γ1 − α)qβ−γ,α1−γ + δ(α1 − β)qγ−α,β1−α + δ(β1 − γ)qα−β,γ1−β,
where α + β + γ = α1 + β1 + γ1 and δ(α) is the Kronecker delta. Introducing the notation
α1 = α + r, β1 = β + s, γ1 = γ − r − s, we rewrite the equation above as
cβ−γ−r,−r−scα−β,−r + cγ−α−s,rcβ−γ,−s + cα−β+r+s,scγ−α,r+s =
δ(r)pβ−γ,−r−s + δ(s)pγ−α,r + δ(−r − s)pα−β,s+
δ(γ − α− r − s)qβ−γ,α−γ+r + δ(α− β + r)qγ−α,β−α+s + δ(β − γ + s)qα−β,γ−β−r−s.
(4.37)
We need to show that if cα,r are given by (4.34), then there exist pα,r and qα,r such that (4.37)
holds.
Consider the case k = 1.
Multiplying the equation (4.37) by θα+r(x)θβ+s(y)θγ−r−s(z) and summing up by r, s ∈ Z/nZ,
we get∑
r,s∈Z/nZ
(cβ−γ−r,−r−scα−β,−r + cγ−α−s,rcβ−γ,−s + cα−β+r+s,scγ−α,r+s)θα+r(x)θβ+s(y)θγ−r−s(z) =∑
r,s∈Z/nZ
(
δ(r)pβ−γ,−r−s + δ(s)pγ−α,r + δ(−r − s)pα−β,s + δ(γ − α− r − s)qβ−γ,α−γ+r+
δ(α− β + r)qγ−α,β−α+s + δ(β − γ + s)qα−β,γ−β−r−s +
)
θα+r(x)θβ+s(y)θγ−r−s(z).
(4.38)
Equations (4.37) and (4.38) are equivalent since the set of functions
{θα+r(x)θβ+s(y)θγ−r−s(z); r, s ∈ Z/nZ}
is linearly independent over C. So let us prove the identity (4.38). To calculate the left hand
side of (4.38) we need
Lemma 12. The following identity holds11:∑
r∈Z/nZ
cβ−α,rθβ−r(y)θα+r(z) = nρ(y − z)θα(y)θβ(z) + nρ(z − y)θα(z)θβ(y)+
θα(y)θ
′
β(z)− θ
′
α(y)θβ(z) + θα(z)θ
′
β(y)− θ
′
α(z)θβ(y)
(4.39)
where cα,r are given by (4.34) with k = 1.
11Recall that ρ(z) = θ
′(z)
θ(z) − pii.
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Proof. The following identity was proved (up to a change of notation) in [11], Appendix A:
θ′0(0)
nθ′(0)
∑
r∈Z/nZ
θβ−α(u+ η)
θr(η)θβ−α−r(u)
θβ−r(y)θα+r(z) = (4.40)
θ(y − z + η + (n− 1)u)
θ(y − z + η − u)θ(nu)
θα(y − u)θβ(z + u) +
θ(z − y + u+ (n− 1)η)
θ(z − y + u− η)θ(nη)
θα(z − η)θβ(y + η).
In this identity we set u = −η, expand both sides into Laurent series at η = 0 and equate
coefficients of η0. As the result, we obtain the identity (4.39). 
Using the identities (4.39) and (4.27), we can write the left hand side of (4.38) in the form
θα(x)Pβ,γ(y, z) + θβ(y)Pγ,α(z, x) + θγ(z)Pα,β(x, y)+
θα(z)Qβ,γ(x, y) + θβ(x)Qγ,α(y, z) + θγ(y)Qα,β(z, x),
(4.41)
where
Pα,β(x, y) = −
1
2
θ′′a(x)θb(y)−
1
2
θa(x)θ
′′
b (y) + θ
′
a(x)θ
′
b(y) + nρ(x− y)θ
′
a(x)θb(y) + nρ(y − x)θa(x)θ
′
b(y)−
nρ′(x− y)θb(x)θa(y)−
1
2
(n(n− 2)ρ′(x− y) + n2ρ(x− y)2 − pi2n2 −
n2θ′′′(0)
3θ′(0)
)θa(x)θb(y),
Qα,β(x, y) = −Pα,β(x, y).
On the other hand, the right hand side of (4.38) can be written as
θα(x)P˜β,γ(y, z) + θβ(y)P˜γ,α(z, x) + θγ(z)P˜α,β(x, y)+
θα(z)Q˜β,γ(x, y) + θβ(x)Q˜γ,α(y, z) + θγ(y)Q˜α,β(z, x),
(4.42)
where
P˜α,β(x, y) =
∑
r∈Z/nZ
pα−β,rθα−r(x)θβ+r(y), Q˜α,β(x, y) =
∑
r∈Z/nZ
qα−β,rθα−r(x)θβ+r(y).
One can check that Pα,β(x, y), Qα,β(x, y) are holomorphic and satisfy (4.29) with respect to
each of variables x and y. Therefore there exist pα,r, qα,r such that Pα,β(x, y) = P˜α,β(x, y) and
Qα,β(x, y) = Q˜α,β(x, y).
The case k > 1 is similar but more technical. We outline here the main steps leaving details
to the reader. We need some notation and results from [11], Appendix B.
We expand the ratio n
k
in a continued fraction of the form:
n
k
= n1 −
1
n2 −
1
n3−...−
1
np
,
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where n1, ..., np ≥ 2. It is clear that such an expansion exists and is unique. We denote
by d(m1, . . . , mq) the determinant of the (q × q)-matrix (mαβ), where mαα = mα, mα,α+1 =
mα+1,α = −1, and mα,β = 0 for |α − β| > 1. For q = 0 we set d(∅) = 1. It follows from the
elementary theory of continued fractions that n = d(n1, . . . , np) and k = d(n2, . . . , np).
We denote by Θn/k(τ) the space of entire functions in p variables satisfying the following
relations:
f(z1, . . . , zα + 1, . . . , zp) = f(z1, . . . , zp),
f(z1, . . . , zα + τ, . . . , zp) = (−1)
nαe−2pii(nαzα−zα−1−zα+1)f(z1, . . . , zp).
Here 1 ≤ α ≤ p and z0 = zp+1 = 0. It was proved in [11], Appendix B that dimΘn/k(τ) = n.
Moreover, the vector space Θn/k(τ) has a basis {wα(z1, ..., zp); α ∈ Z/nZ} similar to the basis
{θα(z); α ∈ Z/nZ} in the case k = 1. The prove of the theorem for arbitrary k is based on the
identity∑
r∈Z/nZ
cβ−α,rwβ−r(y1, ..., yp)wα+r(z1, ..., zp) = nρ(y1 − z1)wα(y1, ..., yp)wβ(z1, ..., zp)+
nρ(zp − yp)wα(z1, ..., zp)wβ(y1, ..., yp)+
nθ′(0)
∑
1≤t≤p
θ(zt − yt + yt+1 − zt+1
θ(zt − yt)θ(yt+1 − zt+1)
wα(z1, ..., zt, yt+1, ..., yp)wβ(y1, ..., yt, zt+1, ..., zp)+
θ′(0)
∑
1≤t≤p
mt
(
wα(y1, ..., yp)
∂wβ
∂zt
(z1, ..., zp)−
∂wα
∂yt
(y1, ..., yp)wβ(z1, ..., zp)
)
+
θ′(0)
∑
1≤t≤p
lt
(
wα(z1, ..., zp)
∂wβ
∂yt
(y1, ..., yp)−
∂wα
∂zt
(z1, ..., zp)wβ(y1, ..., yp)
)
,
(4.43)
where mα = d(nα+1, . . . , np) and lα = d(n1, . . . , nα−1). This identity can be derived from
the identity (31) in [11], Appendix B. To prove the theorem we multiply the equation (4.37)
by wα+r(x1, ..., xp)wβ+s(y1, ..., yp)wγ−r−s(z1, ..., zp) and sum up by r, s ∈ Z/nZ. After that we
calculate the left hand side using the identity (4.43) while the right hand side can be written
in the form similar to (4.42).
4.4 Examples
In the case n < 7 the elliptic Poisson algebras (4.32) and their nonabelian analogs (4.33) can
be written more explicitly. Here we consider the simplest case n = 3.
Example 3. The Poisson algebra q3,1(τ) is given by the formula (1.10). Its nonabelian
analog is given by
ν(f, g) =
∑
i∈Z/3Z
tr
(1
2
t
∂f
∂xi+1
xi+1
∂g
∂xi+2
xi+2 +
1
2
t
∂f
∂xi+1
xi+2
∂g
∂xi+2
xi+1 +
∂f
∂xi+1
xi
∂g
∂xi+2
xi−
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t
∂f
∂xi+2
xi+1
∂g
∂xi+1
xi+2 −
1
2
t
∂f
∂xi+2
xi+2
∂g
∂xi+1
xi+1 −
∂f
∂xi+2
xi
∂g
∂xi+1
xi
)
.
The corresponding Poisson structure on CP 2 in affine coordinates u1, u2 can be written in the
form
{f, g} = tr
( ∑
1≤i,j≤2
∂f
∂ui
Θi,j
( ∂g
∂uj
))
, (4.44)
where
Θ1,1 = −u1u2 ⊗ u2 + u2 ⊗ u1u2, Θ1,2 = u
2
1 ⊗ u1 + u2 ⊗ u
2
2 +
t
4
u2 ⊗ u1 +
t
4
u1 ⊗ u2 + 1,
Θ2,1 = −u1 ⊗ u
2
1 − u
2
2 ⊗ u2 −
t
4
u2 ⊗ u1 −
t
4
u1 ⊗ u2 − 1, Θ2,2 = u2u1 ⊗ u1 − u1 ⊗ u2u1.
Example 4. The Poisson algebra q3,2(τ) is trivial, i.e. {f, g} = 0. Its nonabelian analog is
given by
ν(f, g) =
1
2
t
∑
i∈Z/3Z
tr
( ∂f
∂xi+1
xi+1
∂g
∂xi+2
xi+2 −
∂f
∂xi+1
xi+2
∂g
∂xi+2
xi+1+
∂f
∂xi+2
xi+1
∂g
∂xi+1
xi+2 −
∂f
∂xi+2
xi+2
∂g
∂xi+1
xi+1
)
+
∑
i∈Z/3Z
tr
( ∂f
∂xi
xi+1
∂g
∂xi
xi+2 −
∂f
∂xi
xi+2
∂g
∂xi
xi+1
)
.
The corresponding Poisson structure on CP 2 can be written in the form (4.44) with
Θ1,1 = u2u1⊗u
2
1−u
2
1⊗u2u1+1⊗u2−u2⊗1, Θ1,2 = u
2
2⊗u
2
1−u1u2⊗u2u1+
t
2
u1⊗u2−
t
2
u2⊗u1,
Θ2,1 = u2u1⊗u1u2−u
2
1⊗u
2
2−
t
2
u1⊗u2−
t
2
u2⊗u1, Θ2,2 = u
2
2⊗u1u2−u1u2⊗u
2
2+u1⊗1−1⊗u1.
Remark 11. The formulas for Θi,j in Examples 3, 4 can be obtained from the general
formula (3.26) modulo relations of the form (2.15).
5 Conclusion and outlook
Let G be a semisimple Lie group over C and P be a parabolic subgroup of G. Let E be an elliptic
curve. We denote by M(E , P ) the moduli space of holomorphic P -bundles on E . In the paper
[16] (see also [17]) a natural construction of a Poisson structure on M(E , P ) was suggested. In
the particular case when G = GLk+1(C) and P corresponds to C× GLk(C) ⊂ GLk+1(C) this
construction gives qn,k(τ) on CP
n (note that CP n are components of M(E , P ) in this case).
In this paper we have constructed a noncommutative analog of these Poisson structures
on CP n. It will be interesting to construct a noncommutative version of M(E , P ) and the
natural Poisson structure on it in the case of general P ⊂ G. In the commutative case an
explicit formula for this Poisson bracket was obtained in [18], where an approach based on the
20
so-called functional realization was used. This approach is related to the existence of a certain
space M˜(E , P ) with an action of the group (C∗)h such that M(E , P ) = M˜(E , P )/(C∗)h. Here
the number h depends on P . The algebra of functions on M˜(E , P ) is Zh-graded and can be
represented as a direct sum of theta functions of several variables related to E .
We plan to construct a noncommutative version of this functional realization for general
M˜(E , P ). A hint how to do this is contained in the prove of our theorem based on the identities
(4.39) and (4.43) which already give a particular case of functional realization for the nonabelian
Poisson brackets.
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