









































Regularization of Chiral Gauge Theories
Stephen D.H. Hsu
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Abstract
We propose a simple method for regulating chiral gauge theories. The method
involves a `pre-regulation' of the gauge elds, which may be implemented on a lattice,
followed by a computation of the chiral fermion determinant in the form of a functional
integral which is regularized in the continuum. Our result for the chiral determinant
is expressed in terms of the vectorlike Dirac operator and hence can be realized in
lattice simulations. We use our regularization scheme to investigate the local and
global anomalies. We also compare our result for the chiral determinant to previous
exact -function results. Finally, we use a symmetry property of the chiral determinant
to show that the partition function for a chiral gauge theory is real.

hsu@hsunext.physics.yale.edu
1 Introduction and Pre-regulation
Recently, `tHooft [1] has proposed a scheme for regulating vectorlike gauge theories while
maintaining gauge and chiral symmetries. In this scheme, the gauge elds and fermions are
treated dierently, with the gauge elds originally dened only on the links of a spacetime
lattice, as in the usual formulation of lattice gauge theory. However, 'tHooft also gives an
algorithm whereby the gauge link variables U

(x) determine a continuum gauge eldA

(x) in
whose background the fermion determinant is then computed. The latter can be regularized
using Pauli-Villars elds, thereby preserving the chiral symmetries of the original model.
In this paper we will attempt to extend 'tHooft's idea to the case of chiral fermions. We
will propose a simple regulation of the chiral determinant via a continuum functional integral
which is successful largely because the gauge elds have been pre-regulated as above, but
with some extra smoothing to eliminate discontinuities in derivatives of A

(x). The relevant
background elds for our determinant are therefore always smooth on length scales larger
than a chosen scale a, where a is some small fraction of the lattice spacing a. At the end
of the procedure we allow a; a ! 0, but only after rst taking to innity the continuum
cuto  used in the functional integral. The good behavior of the background eld allows us
to make well-dened manipulations of the functional integral and in particular to separate
low frequency physics from the high frequency physics which comes from modes near .
Our result for the chiral determinant is in terms of the vectorlike Dirac operator and can
be realized in lattice simulations without the complication of implementing chiral fermions
directly on the lattice.











where the sum is over all gauge link congurations, the action S
YM
is the usual Yang-Mills
lattice action, and the determinant is a functional of the continuum gauge eld A

(x) which
is uniquely determined from each discrete set of links fU

(x)g. The determinant det[ D=
L
]
of the chiral Euclidean Dirac operator in the background eld A

(x) will be dened below.
As usual, additional sources can be added to the partition function to generate any desired
correlators of the gauge or fermion elds.
Let us review in more detail the gauge eld pre-regulation of 'tHooft. While our analysis
will not depend on the details of the pre-regulation scheme, it is useful to see explicitly how
it might be performed. 'tHooft's scheme (see also additional references in [1]) is essentially
an algorithm for mapping a particular set of link values fU





(x). We rst dene A












(x) is an element of the Lie algebra of the gauge group and a is the lattice spacing.
To dene A

(x) uniquely we take aA

(x) to lie in the interval i ( ; ].
To proceed from the links to the elementary plaquettes, we require
X





(x) = 0; (1.3)
where D
i
is the covariant derivative. In other words, we require that A

(x) obey the eld
equation in 2-space, but with the boundary conditions determined by (1.2) above. Similarly,
we continue to extend A

(x) into the 3- and 4- volume interiors formed by the plaquettes
by requiring that A

(x) obey the sourceless eld equations with the boundary conditions









is minimized if there is more than one solution. Here the sum is over indices a; b which lie
in the space of the relevant 3- or 4- volume.
These conditions extend the gauge eld in the smoothest possible way o of the lattice
links to all of space-time while maintaining the conditions (1.2). They also ensure that any
nontrivial topology in theA

(x) eld, such as an instanton conguration, exists only on scales
larger than a. However, the derivative of the eld components can be discontinuous on the
links, plaquettes and 3-volumes, where the eld does not obey the equation of motion, but
rather its equivalent with a delta function source on the right hand side which is necessary
to impose the boundary condition. For our purposes, we choose to perform an additional
smoothing of the eld A

(x) to remove any discontinuities and to make A

(x) completely
dierentiable. The smoothed gauge eld will have variation only on scales larger than some
chosen a where a is proportional to but much smaller than the lattice spacing a. The
determinant in (1.1) is to be dened on continuum gauge eld backgrounds `inherited' from
the lattice which are smooth on scales

>
a but otherwise identical to those of 'tHooft.
Let us recall some well-known results concerning fermion determinants. In Euclidean
space fermion determinants for vectorlike models are real and positive semi-denite. It is
possible to convert a chiral model with fermions in representations r into a vectorlike one
by the addition of `mirror' fermions which are exact copies of the originals, but in complex


























Thus, we see that the magnitude of the chiral determinant is simply equal to the square
root of the corresponding vectorlike determinant. We also see that any gauge anomaly in
the chiral determinant must be a pure phase, since a vectorlike model is anomaly free. In
this paper we are primarily interested in models in which gauge anomalies are absent, so the
important quantity is the non-anomalous phase of det[ D=
L
], which reects the chiral nature
of the model.
This paper is organized as follows. In the next section we give a denition of the chiral
determinant in terms of a regularized fermion functional integral. We regulate the integral
using a hard momentumcuto, which is clearly not gauge invariant, but use the pre-regulated
properties of the background A

(x) to show that the non-invariance is due only to modes near
the cuto. The violation of gauge invariance does not lead to any ambiguity in computing
the non-anomalous phase of det[ D=
L
]. We can compensate the non-invariance by slightly
modifying the physics near the cuto and then pushing the cuto to innity. This procedure
yields a regulated, gauge invariant theory with all of the desired properties. In the third
section we investigate the local and global anomalies within our regularization scheme. We
nd that the local anomaly can be separated into two parts: one due to zero frequency modes
and the other due to modes at the cuto. In section 4 we discuss how our results are related
to previously derived exact representations of the imaginary part of ln(det[ D=
L
]). In section
5 we discuss a simplication of the partition function which arises from the behavior of the
chiral determinant under reection of the background eld. We conclude with a summary
and an appendix on the convergence properties of the chiral determinant.
2 Chiral Determinant
Our task is now to dene the functional determinant in the smooth background A

(x). We
will follow a straightforward procedure similar to that rst used by Fujikawa [2] in his func-
tional integral approach to the anomaly. We work in Euclidean space-time which results from





























We use the convention that 
0
is Hermitian and 
k























The Euclidean metric is g

= ( 1; 1; 1; 1).

































As usual, we imagine that our system has been placed in a box of size L with appropriate



























). The modes 
R
n
are dened equivalently but with left-handed projectors






g is complete and orthonormal, as we











A subtle but important point should be emphasized here: the choice of positive eigenvalue






gmust be determined for some ducial value of A

(x),
which we will take to be A

(x) = 0. As the gauge eld is varied from zero to some arbitrary
conguration A

(x), the evolution of modes which initially had positive eigenvalues 
n
 0
must be followed in order to dene the new set of modes in the A

(x) background. In the
process, some of the initially positive eigenvalue solutions may end with negative eigenvalues.
It is this phenomena that is responsible for possible sign changes of the chiral determinant.
If we had not followed the procedure of `tracking' the modes from the ducial background
to the background of interest, but rather applied the denition (2.5) in a naive way at each
value of A









This sign ambiguity in the denition of the determinant is the cause of the well-known global
anomaly, as rst described by Witten [3]
z
. We will return to this point in the next section
when we show that our regularization of the determinant reproduces the correct results for
the global anomaly.


































































Fujikawa [2] is primarily interested in the eect of innitesimal transformations on the functional measure.







, is simply the square root of the corresponding vectorlike functional
integral (i.e. with no chiral projector in the action of (2.3) ), up to the sign ambiguity we
discussed previously. The additional Jacobian factors det[ C
L
] ; det[ C
R
] arise from the
change in basis we have had to make from an initial ducial basis which we dene as a



















are those that arise in the expansion of (2.6) in terms of free
solutions. In order to perform the integral using the orthonormality properties of solutions
in the A







are dened as follows. Let the lack of an additional superscript















































































The C matrices are complex but unitary, so the factor det[ C
L
]  det[ C
R
] is formally a






to phases of i), constitute the chiral phase information mentioned in the introduction.
In the absence of gauge anomalies, det[ D=
L
] should be gauge invariant, which in turn
requires that the result (2.7) is gauge invariant. We can see that this is formally the case by
the following computation. Consider a gauge transform U(x), and the corresponding gauge





(x). We will always restrict ourselves to
gauge transforms satisfying smoothness conditions on the scale a, and which therefore relate
backgrounds A and A
0
which are both of the pre-regulated type. The matrix relating the




























Applying chiral projectors P
L;R
to (2.12), we see that the corresponding chiral matrices for











Now, recalling that the determinant of a matrix is equal to the determinant of its transpose,
we have (at least formally),
det[ C
L
]  det[ C
R
] = det[ C
L









] = 1; (2.14)
due to the unitarity of the C matrices. If (2.14) holds there is no additional Jacobian factor
induced by a gauge transformation, and (2.7) is gauge invariant.
Of course, the above manipulations are purely formal. In particular, combining the
innite dimensional determinants in (2.14) is too naive. It is precisely in the Jacobian factors
that the local anomalies arise. An easy way to see that (2.14) is not always valid is to note




can be dierent (and hence the two determinants
cannot be combined), specically when the dierence in the number of positive and negative
chirality zero modes ofD= is nonzero. If there are uncancelled gauge anomalies, this will be the
case when the background has nontrivial topology. If gauge anomalies vanish by cancellation
between dierent avors
x




which are combined to yield (2.14) must
be of those dierent avors. Anomaly cancellation guarantees that the relevant C matrices
are of the same dimensionality even in topologically nontrivial backgrounds, because a right-
handed zero mode of one avor implies a left-handed zero mode of another avor. We will
discuss the gauge invariance properties of the Jacobain factors in more detail when we come
to anomalies in section 3.
In what follows we will regularize all of our previous expressions by eliminating modes
with eigenvalues larger than some chosen scale . This will truncate all innite sums and
products to nite ones, and also innite matrices to nite matrices. All expressions and
manipulations will then be well-dened and nite, and could in princple be implemented on
a gedanken-computer. Of course, this regularization is precisely a `hard cuto' in momentum
space, and hence violates gauge invariance. One of our main results will be that for pre-
regulated backgrounds A

(x), the violations of gauge invariance are limited and readily
compensated. In particular, the chiral phase information can be extracted in a well-dened
x
We have dened our model strictly in terms of left-handed elds (2.3). In our convention the inclusion
of right-handed elds (e.g. for QCD-like models), requires adding extra avors of left-handed fermions in
charge conjugate representations.
6














where the C matrices are now nite dimensional. The number of modes that are kept is
N  (L)
4
, up to additional factors due to degeneracies of modes and additional zero
modes. Here L is the size of our box. As we will specify, the scale at which our truncation
is made is determined by the smoothing scale a, the lattice spacing a and the box size L.
We can see explicitly how the pre-regulation of the gauge eld helps us by making a
useful observation about the explicit forms of the modes which appear in (2.9) and (2.10).
Because the free basis is essentially a plane wave basis, it is useful to examine our eigenvalue
equation (2.4) in momentum space. The eigenvalue equation for 
n









k A=(q   k)
n
(k) = 0: (2.16)
Here A

(k) represents the Fourier transform of the background eld A

(x). Because of the
smoothness property of A

(x), the Riemann-Lebesgue lemma tells us that A(k) ! 0 as
jkj ! 1. In fact, A(k) goes to zero exponentially rapidly for jkja >> 1.
We will now show that the solution to (2.16), 
n
(q), has its support only in regions of





. The size of those
regions of support is of course determined by the properties of A

(x). To simplify (2.16), let
us choose the Dirac basis for our gamma matrices so that 
4
is diagonal, and the rest are
o-diagonal. Now let us choose a frame in which the momentum q
i
= (0; 0; 0; q
4
). We will
show that if q
4
is suciently dierent from 
n
, there is no solution to (2.16).
Let the the four-spinor 
n




(q). In the frame











































Multiply the top equation in (2.17) by u
y
n
(q) and the bottom by v
y
n
(q) and integrate both
over a ball B of size a
 1
centered about our chosen q

i
= (0; 0; 0; q

4





























) =    ; (2.18)
where the terms on the right hand side denoted by    are bounded, as we will see below.





j are both taken suciently large.
7
The terms on the right hand side are of three types. In matrix notation, the rst type is

























and the result that A(k) has support only for momenta jkja

<























were left arbitrary, one could choose ju
n
j ! 0 while v
n
remains
xed, which would make the left hand side of (2.21) arbitrarily large. However, it is easy to




cannot satisfy (2.17) when the lhs of those equations are suciently
large.)




























and is bounded by a
 1











Thus we conclude that eigenfunctions which satisfy (2.16) have support only in regions














Intuitively, we can understand this result as follows: the smooth background A has
support in a compact region of momentum space, and is bounded in magnitude as well
(jAj < a
 1
). Its eect on eigenmodes is to `mix-up' the original plane wave modes, but only
those that are within a certain band of each other, whose size is determined by A. Given
discrete levels and a typical level spacing this denes a number N
A




which have jm  nj >> N
A
are not mixed.
The C matrices therefore have the band-diagonal form displayed below, where the zeros
represent exponentially small quantities. We will always assume that the size of the matrix
N is much greater than the width of the band N
A
. This corresponds to a choice of cuto 
8
for the regularization of our determinant. We note that from (2.23) it is clear that  must





























   0 0 0 0 0 0
    0 0 0 0 0
     0 0 0 0
0      0 0 0
0 0      0 0
0 0 0      0
0 0 0 0     
0 0 0 0 0    























For simplicity, we have adopted an index in the above matrix representing `momentum'
k rather than the index n. The latter runs from 0 to 1 whereas the momentum can be
positive or negative. We are pretending that there is only one component of momentum { in
reality the C matrices are actually multidimensional with additional labels representing the
individual momenta k
i
, as well as internal group indices. The multidimensionalmatrices have
their band structure centered about vectors k
i













Now we can see the problem that arises with truncation to a nite number of modes: the






































































Let us denote the non-diagonal submatrices in the upper left and lower right generically as
X
L;R
. They are of dimension N
A
and are the result of a loss of unitarity that comes from
our truncation. Since an innite number of eigenfunctions are necessary to span the space






























From previous analysis we know that overlaps betweenmodesm and n for which jm nj > N
A
are negligible. Therefore, for m; p < (N  N
A
) the unitarity relation (2.26) is unaected. On
9
the other hand, for (N  N
A
) < m; p < N , intermediate modes in the sum with nontrivial
overlap are removed in the truncation, and hence the X
L;R
matrices in the gure above are
no longer necessarily close to the identity. Note that the dimensionality of this matrix is
independent of the parameter N and the mode truncation in general as long as N >> N
A
.
From the form of (2.25), we see that the product det[ C
L
]  det[ C
Ly
] is now equal to:
det[ C
L
]  det[ C
Ly
] = det[ X
L
]; (2.27)
and similarly for the C
R
matrices. The determinants of X
L;R






















































with similar result for X
R
.
As noted previously, the formal unitarity of the innite dimensional C matrices implies
that det[ C
L
]  det[ C
R
] is a pure phase. For nite dimensional C matrices the constraint
that remains from unitarity is that
j det[ C
L






]  det[ X
R
]  det[ X ]
2
; (2.29)
which allows for an arbitrary phase in det[ D=
L
], but does not restrict the magnitude to be
unity. Here we dene X as a diagonal matrix diagf
X
1













Hermitian and det[ X ] is real, so we can still extract the phase unambiguously from the
nite dimensional C matrices, where
det[ C
L

















In the next section we will examine the behavior of det[ C
L
]  det[ C
R
] under gauge
transformations. Any anomaly, being a pure phase, would reside in the factor e
i
. In
the absence of gauge anomalies,  should be gauge invariant, which is equivalent to the
requirement that under a gauge transformation, the change in det[ C
L
]  det[ C
R
] is purely
real. We will see explicitly that this is the case in section 3.
However, since the magnitude of det[X ] is not necessarily one, we see that our truncation




under a gauge transform. We will see below that this can be compensated by modifying the
interactions of modes with frequency near the cuto . Since the magnitude of det[ D=
L
] is
known to be precisely equal to the square root of the corresponding vectorlike determinant,
the non-invariance can be compensated in an unambiguous way by removing the non-gauge
invariant factor of det[ X ] by hand in order that the regularized chiral determinant have
the correct magnitude.
This is equivalent to dividing (2.15) by det[ X ], or to inserting a factor of det[ X ]
 1
in
the regularized functional integral (i.e. equation (2.7) with nite products and sums). We














































































) with N   N
A
< i; j < N . This
modication in the integral corresponds to a modication of the dynamics, but only for
modes at frequencies near the cuto . Modes at low frequencies are completely unaected
by this extra factor in the integral. With the insertion of det[X ]
 1
, the regularized functional
integral (2.32) is now completely gauge invariant in the absence of gauge anomalies.
Let us construct the action S(

b; a) explicitly. The factor det[ X ] is simply given by























































if we like and solve for the coecients 
n
using the
conditions in (2.34). Since we are only trying to reproduce det[ X ]
 1
, we can choose the 
X
n
however we like (they need not actually be the eigenvalues of X) as long as we keep their
combined product constant. For example, we can choose the 
X
n
in order to minimize the
size of the coecients 
n
.



































































(x) in a non-gauge invariant (and non-local) way. However,
the non-gauge invariance we have introduced explicitly cancels that found in the truncated
det[ C
L
]  det[ C
R
], leaving a gauge invariant functional integral. The extra interactions in
L
0
are necessary to relate the functional integral with a hard momentum cuto to the gauge
invariant det[D=
L
] with correct magnitude. However, since det[ X ] is real none of this aects
the phase .
For innitesimally weak gauge eld backgrounds (i.e. relative to the size of the level spac-
ing of eigenvalues of the Dirac operator), one can apply Rayleigh-Schrodinger perturbation
theory to the eigenfunctions of the free Dirac operator to nd the form of the matrix X
L;R
.
It is easy to see that det[ X ]  1 + O(A
2
). This implies that within a small coupling




(D=) = D= + O(); (2.37)
where  = g
2
is the coupling constant squared. Thus, within perturbation theory the
eects of the additional interactions in L
0
occur rst at two loops (or O(
2
)) in the eective
theory. The additional power of  results from integrating the heavy mode out in the high-
momentum part of a loop with low-momentum external legs. The result (2.37) tells us that
the dierence between a non-gauge invariant hard cuto and a gauge invariant regulator
such as dimensional regularization should appear rst at two loops in perturbation theory.













where the phase  is gauge invariant in the absence of gauge anomalies and must be extracted
from the nite dimensional C matrices via (2.30) or (2.31). In the appendix we discuss the












), and therefore converges
to a well-dened value as N !1. An alternate method of extracting the complex phase in
(2.38) already exists, as we will discuss in section 4.
3 Local and Global Anomalies
In this section we examine the local and global anomalies within our regularization scheme.
We will nd that the low-frequency manifestations of these anomalies are correctly repro-
12
duced, while the high-frequency part (in particular, of the local anomalies) is absent unless
we wish to include it by hand in the interactions of modes near the cuto.


















These rotations can also correspond to non-Abelian gauge transformations if we allow (x) to




. Any subtle eects from such a transforma-
tion are to be found in the functional measure, or equivalently in the Jacobian determinants
det[ C
L
]  det[ C
R
]. As usual, for innitesimal rotations we can write
det[ C
L









































































































(1)    = 0. The result is unchanged as long







































If the original transformation (3.1) had been a non-Abelian gauge transformation, (3.6)












) in Fujikawa's regularization




that case the hard truncation of the innite sum in (3.4) or (3.6) that occurs in our scheme
would appear to be a limit of the Fujikawa class of regulators. We will now show, perhaps
surprisingly, that a simple truncation of the sum does not reproduce the result (3.6), but
rather yields exactly zero, at least when the background eld has trivial topology. This
implies that for topologically trival backgrounds the appearance of the anomaly in Fujikawa's
scheme is entirely a consequence of the insertion of the special convergence factor (3.5) and
of subsequent formal manipulations. In particular, the result depends sensitively on how the
modes near  are treated. Although it might appear that the anomaly in (3.6) results from
contributions to the sum from modes with 
n






only acting to suppress high frequency modes, this is not the case.
Let us reconsider the formal arguments presented in equations (2.11) through (2.14),
but now for nite dimensional matrices C
L;R
and well-behaved background elds. Let the





(x). Then the matrix relating the





























is band-diagonal the sum in (3.8) can be truncated at m = M without error
as long as n < M  N
A
.
Now apply chiral projectors P
L;R



































We can always choose the dimensionality N of the C
L;R
matrices to be much less than
M  N
A
, so that (3.10) is exact.
Now, let the C
L;R
matrices be of identical dimensionality (no zero mode asymmetry).
We can arrange for equal numbers of zero modes by choosing the background eld A

(x) to
have trivial topology. Then there is no subtlety in combining determinants:
det[ C
L
]  det[ C
R
] = det[ C
L











From (3.10) and (2.27), we then have
det[ C
L
]  det[ C
R









which is real. Thus, for any rotation U(x) (including innitesimal ones of the type (3.1)) the
resulting truncated Jacobian factor is real when the background eld has trivial topology.
For the case of innitesimal rotations of the type considered above, this implies that the
sums in (3.4) and (3.6) are exactly zero if truncated at any nite value of n. In particular,

























for any innitesimal (x). This means that in the absence of a zero mode asymmetry there
are exact cancellations in the sums in (3.4) and (3.6) between left and right handed modes.
We have learned that a simple truncation of the C matrices, or equivalently of the sum
in (3.4) or (3.6), only reproduces the part of the anomaly which is intrinsically topological {
e.g. which results from (3.6) when integrated { and is related to the counting of zero modes
of D= through the index theorem [4]. The remainder of the local anomaly, which results from
modes near the cuto , is absent in this scheme unless we choose to introduce it by hand
{ for example by modication of S(

b; a) in (2.32). The choice of S(

b; a) made in the
previous section is appropriate to a theory which is free of gauge anomalies, since the form
of the additional interactions was chosen specically to restore gauge invariance.
The reader may be concerned that a hard truncation of (3.4) leads to the absence of
anomalous phases due to global rotations. While we are primarily interested in models
which are free of gauge anomalies, we do not impose any conditions on whether the global
currents in the model can be anomalous. Thus rotations like (3.1), which correspond to
global rather than gauge transformations, could lead to phases in det[ D=
L
] due to anomalies
in global currents. However, we can typically choose a basis of fermion modes where such
phases have been rotated away. This is similar to the situation with the  angle in QCD
with massless quarks. The choice of S(

b; a) in the previous section corresponds to a basis
in which the global phases have been rotated away, and hence the only phase information in
det[ D=
L
] comes from the non-anomalous phase . In the event that there is a combination
of phases that cannot be rotated away, the theory then posesses an extra parameter

, and









Let us now consider the global anomaly [3], which arises in SU(2) gauge theories due to






This means that in four dimensional Euclidean space there is a gauge transformation U(x)
such that U(x) ! 1 as jxj ! 1, and U(x) covers the gauge group in such a way that it
cannot be continuously deformed to the identity. The so-called mod two Atiyah-Singer index
theorem [4] then implies that as a gauge background A

















(x)) as t goes from
zero to one), an odd number of positive-negative pairs of eigenvalues of D= will switch places.













as long as we choose our eigenvalues in the way we have described in the previous section,
tracking modes continuously beginning from some ducial background A

(x).
Now, given that we are only interested in backgrounds which arise from our pre-regulation
procedure, it is easy to see that any modes which switch places are within roughly N
A
of
n = 0. Therefore, as long as N >> N
A







which appears in our regulated determinant undergoes the same sign change as the innite
product above when the background eld is transformed by U(x). (Of course, this U(x)
must relate two backgrounds A and A
0
which satisfy our smoothness conditions, so U(x)
itself must be smooth.) The modes near the cuto, N  N
A
< n < N , are not necessary
to reproduce this result.
4 Exact Representations
In this section we compare our form of the determinant to exact representations previously
obtained using -function methods [5]. We will not give the derivation of the results of [5]
here, since the details are somewhat technical, but will merely state them. Suppose we wish
to compute the imaginary part of the chiral eective action ln(det[ D=
L
]) in the background
A

(x) relative to ln(det[ D=
L
]) in the ducial background A

(x) = 0 (we take the latter
to have no phase as a choice of convention). First form the ve dimensional background
gauge eld A
t
which interpolates adiabatically between A

(x) = 0 and our chosen A

(x) as













is the vectorlike Dirac operator in four dimensions. The result in an anomaly free
model is the following:
Im ln(det[ D=
L




where (0) is the famous `-invariant' of the Atiyah-Singer Index theorem. It is given by the








where  denotes eigenvalues of D=
5











The term dim ker D=
5
simply counts the number of zero modes of the operator D=
5
. We
see that the determinant changes sign whenever such a zero mode appears. An identical
change in sign can be seen to result in our treatment if we recall Witten's result [3], using
a construction like the ve dimensional one above, that a zero mode of D=
5
implies that in
the interpolated background A
t
the ow of eigenvalues of D=
4
is such that an odd number
of eigenvalue pairs change sign. Thus the sign change in due to dim ker D=
5
in the exact
representation matches that due to eigenvalue ow in our form of the determinant.
This leaves the phase  dened in (2.31) to be identied with (0). This identication
is extremely nontrivial mathematically, as it relates the -invariant in ve dimensions to
some rather detailed properties of the eigenfunctions of the four dimensional Dirac operator.
As mentioned previously, we have not rigorously proved (although it is plausible - see the
appendix) that our phase  converges to a well-dened limit as the cuto is taken to innity.
On the other hand, (0) is dened in terms of an analytic continuation which, while math-
ematically sound, may or may not have the same physical content as our 
{
. These issues
clearly deserve further investigation.
It should be noted that Alvarez-Gaume and S. Della Pietra [5] have previously suggested
a scheme which is similar to ours, as well as to the proposal of 'tHooft. In their scheme the
fermion determinant is computed directly using the exact representation described in this
section (plus the magnitude which is given by the square root of the vectorlike determinant)
without implementing chiral fermions on the lattice. For a discussion of the prospects for
lattice implemention of their scheme, see [6].
5 Reections and Phases
In this section we make an observation which simplies the form of the partition function
(1.1). We show that despite the possibility of complex phases in the chiral determinant, in
the absence of gauge anomalies the partition function itself is real. Our main observation is
{
In the work of Ball and Osborn [5] similar results are derived using Pauli-Villars rather than -function
regularization.
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that the (0) part of the fermion eective action changes sign when the gauge background
is reected through any of the hyperplanes: fx

= 0g { in other words, it has odd parity.
This implies that all imaginary parts eventually cancel in (1.1), leading to a real partition
function.
Consider a background A



























(x) will also be reections of each other.
We will specialize to the temporal gauge: A
4
= 0. We do not lose any generality by doing so
if we are working in a model without gauge anomalies, since in that case det[ D=
L
] is gauge







We want to show two things:
(I) The phases of the determinant det[ D=
L




















background is reected through x
4
= 0.
(II) The eigenvalues of D=
4
are invariant under A ! A

. This should be clear since the
Euclidean Dirac operator can be regarded as a Hamiltonian, and the energy eigenvalues are
invariant under reection of the gauge background. We will also see this explicitly below by
looking at eigenfunctions and their eigenvalues.



































where rst and third sums are over all congurations and the second sum is only over the half
of the possible congurations which remain after modding out by the Z
2
reection symmetry.
We have also used the fact that the sign of det[D=
L
] is the same in the A and A

backgrounds.
This follows from (II) and the tracking of eigenvalues.
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is as follows (we use the



















































































This shows that the eigenvalue spectrum of D=
5
in the reected background is the negative
of the original spectrum, which is sucient to prove (I).
We can see that this result also follows from the functional integral form of the deter-
minant if we continue to work in the temporal gauge. In this gauge a parity-like operation






(x)g in backgrounds which are related by a reection
through one of the hyperplanes fx

= 0g.
Given an eigenfunction (in the chiral basis for gamma matrices, where 
5
is given by















the following spinor function is an eigenfunction with the same eigenvalue, but of the Dirac






















(Note that this proves point (II) above.) This similarity between the left and right chiral


















Together, these imply that
det[ C
L
(A) ]  det[ C
R











which is equivalent to (I).
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We should note a limitation of the result: the insertion of an operator into the sum in
(5.3) (e.g. to compute an n-point correlator) will in general destroy the reection symmetry
of the terms in the sum. Therefore we can only compute correlators using the weighting
Re( det[ D=
L











where O is a generic eld operator. This does not seem to be a signicant limitation on
our ability to investigate issues of interest such as chiral symmetry breaking, connement or
particle spectra.
6 Conclusions
We have investigated the chiral determinant dened in terms of a regulated functional inte-
gral. When the gauge eld background is suitably well-behaved (e.g. resulting from a lattice
interpolation like that of 'tHooft), we nd that an object with all the desired properties
can be extracted from the functional integral as long as the momentum cuto  used to
regulate the integral is kept suciently large. For well-behaved background gauge elds, any
violations of gauge invariance introduced by a hard momentum cuto are conned to modes
close to the cuto. These violations of gauge invariance do not aect the complex phase
information which characterizes the chiral nature of the theory. In the absence of gauge
anomalies, they can be compensated in a well-dened way by including extra interactions
among the high-frequency modes. The order of limits that are necessary for our regulator
are as follows: rst, the continuum cuto  ! 1 (equivalently N ! 1 ), followed by the
original gauge lattice spacing a! 0 (a can be kept proportional to and much smaller than
a at all times).












where  is dened in (2.31) and the eigenvalues 
n
are described below (2.5). In the appendix
we give some evidence that suggests that det[ D=
L
] as dened above will converge to a well-






is consistent with the exact representation derived using -function regularization, given
the identication of the phases  and (0). In practice, it is probably easier to compute
the non-anomalous phase factor of det[ D=
L
] using the -invariant representation, or some
related method [6], rather than computing the determinants of the C
L;R
matrices (2.31) as
would be necessary in our formulation. In any of these methods only the vectorlike Dirac
operator need be implemented on the lattice, and hence we can always avoid the problem of
20
lattice chiral fermions. One dierence between the functional integral formulation and the
-function regularization is that in the former the physical aspects of the chiral determinant
such as level crossing and the role of high versus low frequency modes are more transparent.
The simplied result for the partition function that we derived in section 5 still requires











Therefore its main advantage is that real rather than complex terms may be summed to
yield the nal result. It still remains a formidable technical problem (although not one of
principle) to compute the phase  on the lattice.
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7 Appendix
In this appendix we discuss the behavior of Dirac eigenfunctions for large 
n
and implications
for the convergence properties of the chiral determinant.












































Consider the limit that 
n
becomes arbitrarily large (in particular, we want n >> N
A
). We




(q) must approach zero in this limit, depending
on the sign of q
4
. Let us choose q
4
< 0 so that u
n

















up to corrections which vanish as 
n
! 1. Note that we can set A
4
to zero by a suitable
gauge transform (which may be dierent for dierent solutions due to the special Lorentz
frame we have chosen above). Thus the eigenfunctions in this limit reduce to free solutions,












for arbitrary backgrounds A

(x) which are not necessarily pure gauge. Since the eigenvalues














]  det[ C
R







(7.3) implies that for N
A










is close to the
identity 
mn
, and hence does not contribute to the phase . From (2.28) we know that the
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diagonal corners of the matrix N   N
A
< m;n < N are Hermitian. Thus we expect that







and that  converges to a well-dened limit as N !1 for xed a. This is intuitively





which are aected by the presence of the
pre-regulated background eld.














where A and A
0
are dierent background elds. The existence of (7.6) requires that very large







. Without this property, the weighting factor of gauge congurations in (1.1) would be
extremely dicult to compute and could exhibit drastic oscillations due to small changes in
background eldA

(x). This question is actually also relevant to the the fermion determinant
in vectorlike models like QCD, and is not specic to chiral models. Unquenched lattice QCD
computations assume that the ratio (7.6) converges to its limit for eiqenvalues of order the
lattice spacing.











































It is plausible that oscillations in the signs of terms in the sum (7.8) allow it to converge.
This would imply that (7.6) is well-dened.
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