In this paper we present a new efficient sixth-order scheme for nonlinear equations. The method is compared to several members of the family of methods developed by Neta (1979) [B. Neta, A sixth-order family of methods for nonlinear equations, Int. J. Comput. Math. 7 (1979) 157-161]. It is shown that the new method is an improvement over this well known scheme.
Introduction
Solving nonlinear equations is one of the most important problems in numerical analysis. To solve nonlinear equations, iterative methods such as Newton's method are usually used. Throughout this paper we consider iterative methods to find a simple root ξ , i.e., f (ξ ) = 0 and f ′ (ξ ) ̸ = 0, of a nonlinear equation f (x) = 0, where f : I ⊂ R → R for an open interval I. Newton's method for the calculation of ξ is probably the most widely used iterative scheme defined by
It is well known (see e.g. [1] ) that this method is quadratically convergent. Some modifications of Newton's method to achieve higher order and better efficiency have been suggested and analyzed in the literature. See e.g. the books by Ostrowski [2] , Traub [1] and Neta [3] . See also more recent results by Kim [4] who discussed a wide collection of sixth-order methods, Soleymani [5] and Khattri and Argyros [6] . This last paper gives a family of three step methods free from derivatives.
Most of the methods improve the order of convergence and computational efficiency of Newton's method with an additional evaluation of the function or its derivatives. To be more precise, we define informational efficiency E by
where p is the order of the method and d is the number of function-(and derivative-) evaluations per step. We also mention another measure, the efficiency index I
and then consider the method
For the method defined by (6), we have the following analysis of convergence. 
where c i i = 1, 2, 3 are given by (4).
Proof. Let ϵ n = x n − ξ , u n = w n − ξ and v n = z n − ξ . Using the Taylor expansion of f (x) around x = ξ and taking f (ξ ) = 0 into account, we get
Dividing (8) by (9) gives
so that, after elementary calculation,
Using (8)- (11), we find
2 )ϵ
By doing simple calculations with (11)- (13) we obtain
which means that the method defined by (6) is at least sixth-order. This completes the proof.
Remark. Kung and Traub [9] have conjectured that one can get an optimal eighth-order scheme using the same information as our scheme. That is for three function-and one derivative-evaluation one can get an eighth-order method. Therefore our scheme is not optimal, but the computational cost of our additional step is not as high as the optimal eighth-order obtained by interpolation.
Numerical examples
In this section we present some numerical experiments using our new method and compare these results to the three members of Neta's family of schemes. All computations were done using MAPLE using 128 digit floating point arithmetics (Digits := 128). We accept an approximate solution rather than the exact root, depending on the precision (ϵ) of the computer. We use the following stopping criteria for computer programs: (i) |x n+1 −x n | < ϵ, (ii) |f (x n+1 )| < ϵ, and so, when the stopping criterion is satisfied, x n+1 is taken as the exact root ξ computed. For numerical illustrations in this section we used the fixed stopping criterion ϵ = 10 −25 . We used the following 23 test functions, some are taken from [10] and some from [11] .
Test function In Table 1 we presented the results for N0 (the case for β = 0), N1 (the case for β = −1), Nh (the case for β = −1/2) and our new scheme. The number of iterations IT is given along with the value of the function at the last iteration f (x * ). Notice that out of 23 cases our method diverged only in one case but for the three members of Neta's family we found divergence in 3-5 cases. In 11 cases the methods gave the same answer with the same number of iterations. The β = −1/2 and the new method were superior in 5 cases whereas the other methods were superior in 3 or 4 cases. Therefore we can conclude that the new method is competitive with Neta's family of sixth-order schemes.
