• The paper focuses on proposing a new optimization algorithm called Dice Game Optimizer (DGO). • DGO can be used to solve optimization constrained and unconstrained problems in different sciences. • The proposed DGO algorithm is tested on 23 standard benchmark test functions. • The performance of DGO is also examined on one engineering design problem (Pressure vessel design).
INTRODUCTION
In recent years, meta-heuristic algorithms have been used instead of a comprehensive search of the problem space [1] [2] [3] [4] [5] [6] . Metaheuristic algorithms have proven high functionality in many fields, such as protection [7] , power engineering [8] , electronics [9, 10] , etc. Metaheuristic search algorithms are inspired by physical, biological, and nature processes, and most of them act in a population-based environment. Unlike classical methods, metaheuristic search algorithms are random-based and perform space searches in parallel. Another difference is the lack of use of gradient information. These types of methods use only the fitness function to conduct search, but because of the swarm intelligence, they are able to discover the answer. Swarm intelligence appears in cases where a population of non-expert agents exists. Each of these agents, under certain conditions, exhibits simple behavior and also interact with each other. Membership interactions cause unexpected external effects, and ultimately, the entire set can detect a solution without a central controller [11, 12] .
Heuristic algorithms are categorized into four categories: Physics-based, Swarm-based, Evolutionary-based and Game-based algorithms.
Physics-Based Algorithms
The basis for designing these algorithms is the laws of physics [13] . For example Simulated Annealing (SA) [2] is based on the process of cooling metals during metalworking. Gravitational Search Algorithm (GSA) [14] is a physics-based legalization method. The process of this algorithm is based on the gravitational force between objects. Water Cycle algorithm (WCA) [15] proposes an optimization model by simulating the natural event of the water cycle. Spring Search Algorithm (SSA) [6] Inspired by Hooke's law. In SSA search agents are group of weights which connected together with springs [16] . Some of the other this category algorithms are: Galaxy-based Search Algorithm (GbSA) [17] , Curved Space Optimization (CSO) [18] , Artificial Chemical Reaction Optimization Algorithm (ACROA) [19] , Small World Optimization Algorithm (SWOA) [20] and Central Force Optimization (CFO) [21] .
Swarm-Based Algorithms
One of the popular swarm-based algorithms is Particle Swarm Optimization (PSO) [22] that derived from the social behavior of the bird group during migration. Grey Wolf Optimizer (GWO) [23] is based on the collective life of gray wolfs. Grasshopper Optimization Algorithm (GOA) [24] simulates the behavior of grasshopper as an optimization process. Emperor Penguin Optimizer (EPO) [25] is based on the imitation of the emperor's penguins. Ant Colony (AC) [26] simulates the behavior of ants when searching for food. Some of the other this category algorithms are: Artificial Bee Colony (ABC) [27] , Cuckoo Search (CS) [28] , Ant Lion Optimizer (ALO) [29] , Bat inspired Algorithm (BA) [30] , Whale Optimization Algorithm (WOA) [31] and Spotted Hyena Optimizer (SHO) [32] .
Evolutionary-Based Algorithms
Evolutionary-based algorithms combines aspects of natural selection and continuity of coordination. Genetic Algorithm (GA) [33] derived from the genetic law and reincarnation is based on the theory of Darwinian evolution. Some of the other this category algorithms are: Differential Evolution (DE) [34] , Evolution Strategy (ES) [35] , Genetic Programming (GP) [36] , and Biogeography-based Optimizer (BBO) [37] .
Game-Based Algorithms
These algorithms is developed based on the rules of various games. Orientation Search Algorithm (OSA) [38] is inspired by the rules of the orientation game. In this game, players moves in the orientation of the referee's hand.
In this paper, the use of a game called dice game is being studied for the design of the optimization algorithm. An optimizer called the dice game optimizer (DGO) is designed using the rules governing the game and the impact of the players in the game from each other.
The dice game is introduced in Section 2 and the dice game optimizer is described in Section 3. The results are presented in Section 4. Finally, the conclusions are given in Section 5.
DICE GAME
The dice game, an old game, may be described as follows: Players are in the playing field. The game space consists of squares, each of which has a certain score. Each player is placed in one of these squares. Maybe even a few players together in a square. Each player has two attributes in this game: location and score. Players do not have any information about the scores of each other. At each stage of the game, each player may be connected to at least one player and at most six other players, called guide's players. The number of guide's players is determined for each player by throwing a dice. After this step, each player will be informed of the guide's player's score. Then, each player moves by comparing its score and the score of the guide's players. At each stage, the player with the highest score is encouraged. The game continues until players compete with each other. In the end, after several repetitions, the winner of the game is determined.
DICE GAME OPTIMIZATION (DGO)
With the simulation of the dice game above, an optimization algorithm called dice game optimizer is designed in this section. DGO is described in two steps:
 Formation of the system, laws and parameters setting,  The passage of time and update the parameters.
Formation of the System, Laws and Parameters Setting
First, the system's space is determined. The search agents are a set of players. Each player has a position and a score. Now imagine the system as a set of m players. The initial position of the players is created randomly on the playing field (problem definition space).
In equation (1), the position 'd' of player 'i' is shown as .
After the formation of the system, the rules are specified. Players compete with each other to determine the winner according to the rules of the game.
 Calculation of each player's score
In order to simulate the score of each player, a fitness function is used. It assigns higher score to the player with a better location. This parameter is computed according to equation (2)
Here, , is the score of player I, , is the value of the fitness function, N is the number of players, is the position of the best player and is the position of the worst player. These positions are indicated in equations (3) and (4)
 Tossing dice for each player
At this stage of the game, each player tosses a dice once. A dice number is a discrete number between 1 and 6 that represents the number of player's guide of each player. The number of dice for each player is specified in equation (5)
, is the dice number for i-th player. This number is specified by K.
 Selection of the Guide's players for each player
For each player, based on the number of dice (K), guide players are selected randomly among the players. These players are specified in equation (6) (6) = 1 : .
Here
, is the position guide player number k of player 'i'.  Update of the position of each player Now, , is calculated by equation (7) (7)
where , is the random number with normal distribution in the interval [0 − 1] and , is the score of guide player number k. 
The passage of Time and Update the Parameters

Standard Benchmark Test Functions
Performance of the proposed algorithm is evaluated by applying the standard benchmark test functions shown in Tables 1-3 [39] . 
Algorithms Used for Comparison
In order to evaluate the performance of DGO, its performance has been compared with eight optimization algorithms: Genetic Algorithm (GA) [40] , Particle Swarm Optimization (PSO) [41] , Artificial Bee Colony (ABC) [27] , Cuckoo Search (CS) [28] , Ant Lion Optimizer (ALO) [29] , Grey Wolf Optimizer (GWO) [23] , Grasshopper Optimization Algorithm (GOA) [24] , Emperor Penguin Optimizer (EPO) [25] .
Performance Comparison
Unimodal Test Functions with High Dimension
Functions F1 to F7 are Unimodal test functions. The average results obtained during 20 times the independent implementation of the algorithms are presented in Table 4 . These results indicate that DGO performs better than other algorithms in all F1 to F7 functions.
Multimodal Test Functions with High Dimension
In multimodal test functions, the number of local responses increases exponentially with increasing function dimensions. Therefore, it is hardly possible to achieve the minimum answer in this type of functions. In this type of function, reaching the nearest answer indicates the high power of the algorithm in passing the wrong local answers. The results of evaluating functions F8 to F13 for 20 independent runtimes are shown in Table  5 . In all of these functions, DGO has a better performance.
Multimodal Test Functions with Low Dimension
Functions F14 to F23 have a low number of dimensions and also low local answers. The results of the 20time implementation of DGO and other algorithms are presented in Table 6 . These results show that DGO performs effectively for these types of functions also. Convergence curves of DGO and other optimization algorithms shown in Figure 2 . DGO is very competitive over other optimization algorithms. Convergence curves of three models of functions is drawn up. In unimodal functions such as F5, multimodal test functions with high dimension such as F12 and multimodal test functions with low dimension such as F15 DGO converges with more precision and quickly in the search space due to its adaptive mechanism.
Figure 2. Convergence curves of DGO and other optimization algorithms on benchmark test problems
Pressure Vessel Design
In this section, DGO has been applied on an engineering design problem. Mathematical model of this problem is adapted from [42] . Table 7 and Table 8 shows the performance of SSA and other algorithms. SSA provides optimal solution at (0.778099, 0.383241, 40.315121, 200.00000) with corresponding fitness value equal: 5880.0700. 
Wilcoxon Signed Rank Test
Wilcoxon signed rank test [43] is used to compare the data in two groups dependent on each other. Based on the fitness function, the Wilcoxon test was performed at 95% confidence level (the zero hypothesis in this test indicates a lack of difference and the opposite hypothesis indicates the difference), and the result is that all eight algorithms are in terms of accuracy, has low accuracy than DGO. Wilcoxon signed rank test results shown in Tables 9 to 12. In these tables, -1 means worse, 0 means equal and 1 means better. EPO  GOA  GWO  ALO  CS  ABC  PSO  GA  F14 - 
CONCLOSION
In this paper, a novel optimization method called Dice Game Optimizer is introduced. DGO is based on the laws of dice game. In this game, players try to collect more score by competing together.
