Introduction
1.1. This paper is a sequel to [FM] . We will make a free use of notations, conventions and results of loc. cit.
One of the main results of the present work is a computation of local IC stalks of the Schubert strata closures in the spaces Z α . We prove that the generating functions of these stalks are given by the generic (or periodic) Kazhdan-Lusztig polynomials, see the Theorem 6.9. We understand that this result was known to G.Lusztig for a long time, cf. [L3] §11. His proof was never published though, and as far as we understand, it differs from ours: for example we never managed to find a direct geometric proof of the key property [L1] 11.1.(iv) of Lusztig's R-polynomials.
Our proof uses the standard convolution technique. The only nonstandard feature is the check of pointwise purity of the IC sheaves involved (Theorem 6.3). Usually one proceeds by finding global transversal slices. We were not able to find the good slices, and instead reduced the proof to the purity properties of IC sheaves on the affine Grassmannian.
1.2. The central result of this work is the geometric construction of the universal enveloping algebra U (n L + ) of the nilpotent subalgebra of the Langlands dual Lie algebra g L (Theorem 4.10). This construction occupies the section 2. The geometric incarnation A of U (n L + ) naturally acts on the global intersection cohomology ⊕ α∈N[I] H • (Q α , IC(Q α )) of all Quasimaps' spaces, and this action extends to the geometrically defined g L -action (section 4).
In case G = SL n such action was constructed in [FK] , and the present paper grew out of attempts to generalize the results of loc. cit. to the general case. For g = sl n the geometric construction of U (n L + ) given in loc. cit. used the Laumon resolution Q α L of the Quasimaps' spaces Q α , and provided U (n L + ) with the geometrically defined Poincaré-Birkhoff-Witt basis. The present construction also provides U (n L + ) with a special basis numbered by the irreducible components of the semiinfinite orbits' intersections in the affine Grassmannian. We want to stress that the two bases are different: the latter one looks more like a canonical basis of [L4] .
Another advantage of the new construction of U (n L + ) is its local nature. It allows one to define a g Laction on the global cohomology of Quasimaps' spaces with coefficients in sheaves more general than just IC(Q α ). Namely, given a perverse sheaf F ∈ P(G η , I) on the affine Grassmannian we defined in [FM] its convolution c α Q (F ) -a perverse sheaf on Q η+α . In section 7 we construct the g L -action on ⊕ α∈Y H • (Q η+α , c α Q (F )). In case F is G [[z] ]-equivariant we conjecture that the resulting g L -module is tilting. As in [FK] , this conjecture is motivated by an analogy with the semiinfinite cohomology of quantum groups.
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Recall that for a G [[z] ]-equivariant sheaf F on the affine Grassmannian the action of g L on its global cohomology was constructed in [MV] . The relation between the various g L -actions on global cohomology will be discussed in a separate paper.
1.3. Let us list the other points of interest in this paper.
In section 3 we compute the stalks of IC(Z α ) (Theorem 3.1 and Corollary 3.1.1). Their generating functions are expressed in terms of Lusztig's q-analogue K α (t) of Kostant partition function. In case G = SL n this result was proved in [Ku] using the Laumon resolution of the Quasimaps' space Q α . The proof in general case uses the Beilinson-Drinfeld incarnation of Z α (see [FM] §6). Formally, the Theorem 3.1 is just a particular case of the Theorem 6.9 computing IC-stalks of the general Schubert strata closures in Z α . But the argument goes the other way around: we deduce 6.9 as a rather formal corollary of 3.1. It is well known that the generating function of IC stalks of G [[z] ]-orbits' closures in the affine Grassmannian is also given by K α (t) in the stable range (see [L2] ). This coincidence is explained in section 3: though the local singularities of Z α and G η are different, their "skeleta" (intersections of semiinfinite orbits in G η , and the central fiber in Z α ) are the same.
In section 4 we prove that ⊕ α∈N[I] H • (Q α , IC(Q α )) carries a natural pure Tate Hodge structure and compute its generating function (Theorems 4.1, 4.1.1).
In section 5 we prove that the adjacency order on the set of Schubert strata in Z is equivalent to Lusztig's order (see [L1] ) on the set of alcoves. The proof uses a map π : Q α K −→ Q α from Kontsevich's space of stable maps to Drinfeld's Quasimaps' space. This map is constructed in the Appendix. The construction is just an application of Givental's "Main Lemma" (see [G] ). His proof of the "Main Lemma" has not satisfied all of its readers, so we include the complete proof into the Appendix.
1.4. We are deeply grateful to V.Lunts and L.Positselsky whose explanations helped us at the moments of despair.
2. Local Ext-algebra A 2.1. Throughout this paper C will denote a genus zero curve P 1 with the marked points 0, ∞. The complement C −∞ is the affine line A 1 . The twisting map σ β,γ : Q β ×C γ −→ Q β+γ defined in [FM] 3.4.1 restricts to the map ς β,γ : Z β × A γ −→ Z β+γ . We denote its image by ∂ γ Z β+γ . The map ς β,γ : Z β × A γ −→ ∂ γ Z β+γ is finite. Moreover, in case β = 0, the space Z β is just a point, and the map ς 0,γ : A γ −→ ∂ γ Z γ is an isomorphism. We will identify ∂ γ Z γ with A γ via this map.
Definition. A α := Ext • Z α (IC(∂ α Z α ), IC(Z α )); A := ⊕ α∈N[I] A α . Here the Ext • Z α is taken in the constructible derived category on Z α . A priori A α is a graded vector space. In this section we will show that it is concentrated in the degree |α|, and we will define a structure of cocommutative N[I]-graded bialgebra on A.
2.2. To unburden the notations we will denote the IC sheaf IC(Z α ) by IC α (see [FM] 10.7.1). We denote the closed embedding of A α = ∂ α Z α into Z α by s α . Then
where K(α) stands for the Kostant partition function. The proof of the Theorem will occupy the subsections 2.3-2.5.
2.3. We denote the closed embedding of the origin 0 into A α by ι α . Since s ! α IC α is constructible with respect to the diagonal stratification of A α , we have the canonical isomorphism H • (A α , s ! α IC α ) = ι * α s ! α IC α . Recall the projection π α : Z α −→ A α (see [FM] 7.3). We denote the central fiber π −1 α (0) by F α , and we denote its closed embedding into Z α by ι α .
The Cartan group H acts on Z α contracting it to the fixed point set (Z α ) H = ∂ α Z α . The projection π α is H-equivariant. Hence the canonical morphism s ! α IC α −→ π α! IC α of sheaves on A α is an isomorphism. By the proper base change we have the canonical isomorphism ι * α π α! IC α = π α! ι * α IC α = H • c (F α , ι * α IC α ). Combining all the above isomorphisms, we conclude that
2.4. In this subsection we prove that H • c (F α , ι * α IC α ) is concentrated in nonpositive degrees. To this end we study the intersection of the fine stratification of Z α (see [FM] 8.4.1) with the central fiber F α . Recall the description of the central fiber given in loc. cit. 6.4.1, 6.4.2 in terms of semiinfinite orbits in the affine Grassmannian:
2.4.3. According to the above Lemma, we have F α = ⊔ β≤α (
Moreover, by the definition of IC sheaf, if β < α, the above inequality is strict. Since dim(
is concentrated in nonpositive degrees, and if β < α it is concentrated in strictly negative degrees. Applying the Cousin spectral sequence associated with the
2.4.4. The above spectral sequence shows also that H 0
The latter term has a canonical basis of irreducible components of T −α ∩ S 0 . According to [MV] , the number of irreducible components equals K(α). This completes the proof of 2.2 b).
It remains to show that H
is concentrated in nonpositive degrees. To this end we study the intersection of the fine
is nonempty iff γ = 0. In this case ∂ α Z α contains the stratum
. . , γ k }} is a partition of β then dim(C * ) β Γ = k, and due to the factorization property [FM] 7.3, the stalk of IC α at (any point in) the stratum (
IC 0 {{γr}} (notations of loc. cit. 10.7.1, 10.7.2).
Lemma. The restriction of IC α to the stratum (C * ) β Γ is concentrated in the degrees ≤ −2k (here k is the number of elements in the partition Γ).
Proof. In view of the above product formula, it suffices to check that for any r = 1, . . . , k the simple stalk IC 0 {{γr}} is concentrated in degree ≤ −2. This is the stalk of IC γr at the one-dimensional (diagonal) stratum (C * ) γr {{γr }} ⊂ Z γr . By the definition of IC sheaf, its restriction to any nonopen l-dimensional stratum is concentrated in degrees < −l. This completes the proof of the Lemma. 2 2.5.3. We consider the partition of ∂ α Z α into locally closed subsets: ∂ α Z α = ⊔(C * ) β Γ . According to the above Lemma, the restriction of IC α to a k-dimensional stratum is concentrated in degrees ≤ −2k. Applying the Cousin spectral sequence associated with this partition we conclude, exactly as in
is concentrated in the degree |α|. Proof. See the beginning of 2.2. 2 2.6. In the rest of this section we construct the multiplication map A β ⊗ A α −→ A β+α . We start with the following Lemma.
Proof. The map ς β,α is finite and generically one-to-one. 2 2.6.2. Remark. In fact, ς β,α is the normalization map, but we do not need nor prove this fact.
2.6.3. We denote by IC β α the sheaf IC(∂ α Z α+β ). In particular, ∂ 0 Z β = Z β , and IC β 0 = IC β . Consider the restriction of the map ς β+α,γ :
denote the corresponding inclusion and projection.
2.7. We include the spaces A α into the wider framework. For α, β, γ ∈ N[I] we define 
(the open subset formed by all the quasimaps of defect exactly α + β).
We have Ext
, where s γ α+β stands for the closed embedding ∂ α+β Z α+β+γ . Now by the Lemma 2.6.1 and the factorization property, there exists a unique sheaf M on A α+β such that
In particular, the canonical direct summand C1 ⊂ H • (
gives rise to the canonical inclusion and projection:
Finally, we define
as the following composition: 
According to 2.6.3, the first argument of the latter Ext contains the canonical direct summand eIC γ α+δ+β , while the second argument of the latter Ext canonically projects by f to IC β+γ α+δ . Thus, the latter Ext canonically projects to Ext • Z α+β+γ+δ (IC γ α+δ+β , IC β+γ α+δ ) = A α+δ,γ β . Composing this projection with the above map (ς α+β+γ,δ ) * we obtain the desired map ξ α,γ β,δ :
Proof. Routine check. 2 2.9. Definition. Let a ∈ A α = A 0,0 α , b ∈ A β = A 0,0 β . We define the product a · b as the following composition:
The associativity of this multiplication follows immediately from the Proposition 2.8.
2.10. To reward the patient reader who has fought his way through the above notation, we repeat here the definition of τ γ,δ α,β in the particular case of γ = δ = 0. This is the only case needed in the definition of multiplication (the general case is needed to prove the associativity), and the definition simplifies somewhat in this case.
So we are going to define the map
, IC α+β ) To this end we choose an open subset U ⊂ Z α+β such that W := U ∩ ∂ α Z α+β consists of all quasimaps of defect exactly α. In particular, the map ς β,α : Z β × A α −→ ∂ α Z α+β is an isomorphism over W , and using this map we identify W with
. By functoriality, we obtain the map 2.11. We close this section with a definition of comultiplication ∆ :
We define the comultiplication component ∆ β,γ : A α −→ A β ⊗ A γ as the following composition:
Quite evidently, the result does not depend on a choice of Ω and Υ. This comultiplication is manifestly cocommutative and coassociative. It also commutes with the multiplication defined in 2.9, so it defines the structure of cocommutative bialgebra on A.
Consider the main diagonal stratum
The following criterion will prove very useful in section 4. Lemma. a ∈ A α is supported on the main diagonal iff a is primitive, i.e. ∆(a) = 1 ⊗ a + a ⊗ 1.
Proof. a) If a ∈ A α is supported on the main diagonal then, obviously, ∆ β,γ (a) = 0 when β > 0 < γ. For α ∈ N[I] the following q-analogue of the Kostant partition function K(α) was introduced in [L2]:
Here the sum is taken over the set of partitions of α into a sum of positive corootsθ ∈Ř + , and for a partition κ the number of elements in κ is denoted by |κ|. Finally, t is a formal variable of degree 2. We have K(α) = K α (1).
In this section we prove the following Theorem:
Theorem. K α (t) is the generating function of the simple stalk IC 0 {{α}} (see [FM] 10.7.1), that is (notations of 2.3),
3.1.1. Corollary. The generating function of the stalk IC 0 Γ , Γ = {{γ 1 , . . . , γ k }} (see [FM] 10.7.1) equals k r=1 K γr (t). The Corollary follows immediately from the above Theorem and the factorization property. In its turn, the Corollary (along with the Proposition 10.7.3 of [FM] ) implies the Parity vanishing conjecture 10.7.4 of loc. cit.
3.2. We start with the proof of 3.1 a). Recall that the Cartan group H acts on Z α contracting it to the fixed point set (Z α ) H = ∂ α Z α = A α . Moreover, if C * is the group of automorphisms of C = P 1 preserving 0, ∞, then H × C * acts on Z α contracting it to the fixed point set (Z α ) H×C * = s α • ι α (0). Applying the Corollary 14.3 of [BL] we see that the equivariant cohomology H
On the other hand, according to the Theorem B.2 of [EM] , the natural map
is concentrated in even degrees, and the above localization is taken with respect to a homogeneous multiplicative subset. By the Theorem 2.2,
This completes the proof of the Theorem 3.1 a).
3.3. To prove 3.1 b) we need to introduce and recall some notation.
3.3.1. As we have seen in 2.4.2, the fine stratification of Z α induces a partition of the central fiber F α into the locally closed subsets:
The closed embedding of the smallest point stratum • F 0 into F α will be denoted by s α . Recall that the closed embedding F α ֒→ Z α is denoted by ι α . Certainly, we have ι * α s * α IC α = s * α ι * α IC α .
3.3.2. We will use the machinery of mixed Hodge modules. The sheaf IC α has its mixed Hodge counterpart IC α -the irreducible pure Hodge module on Z α of weight 2|α|. The following Theorem is a strong version of 3.1.
Lusztig has proved the following theorem in [L2] (in fact, he used the language of Weil sheaves instead of Hodge modules):
is the direct sum of K α k copies of the Tate Hodge structure Q(k + |α|).
3.3.4. Comparing 3.3.3 and 3.3.2 we see that the Theorems 3.3.2 and 3.1 follow from the following
The rest of this section is devoted to the proof of this Theorem.
3.4. We consider the intersection of semiinfinite orbits T w0η−α ∩ S w0η in the affine Grassmannian G. It lies in the closure G ϑ , and the translation by the Cartan
This conjecture would imply the Theorem 3.3.4. Unfortunately, we cannot prove this conjecture at the moment. Instead of it, we will prove its version in the K-group of mixed Hodge modules. (G ϑ ) η ] in the K-group of mixed Hodge structures K(M HM (·)). We will proceed by induction in α. The first step α = 0 being trivial, we may suppose that our Theorems are established for all β < α.
Let us denote the complement F α − • F 0 by U , and let us denote its open embedding into F α by j.
. Thus, by induction, we know that the classes of [j * ι * α IC α ] and [j * i * α IC(G ϑ )] in the K-group of mixed Hodge modules K(M HM (U )) coincide.
Let us consider the following exact triangles of mixed Hodge complexes:
3.6.1. We already know that s * α ι * α IC α lives in the even negative degrees, and s ! α ι * α IC α lives in degree 0. Hence the differential s ! α ι * α IC α −→ s * α ι * α IC α vanishes (since the category of mixed Hodge structures has the cohomological dimension 1), and s *
3.6.2. By [MV] we know that s ! α i * α IC(G ϑ ) lives in degree 0 (and has dimension K(α)). Now the same argument as above proves that s
, and hence it is a pure Tate Hodge module of weight 2|α|. We deduce that s * α j * j * i * α IC(G ϑ ) is a Tate Hodge module.
By the induction assumption, the classes of [s
, and no cancellations occur in the RHS. In effect, all graded
. This completes the proof of the Theorem 3.3.4 along with the Theorems 3.3.2 and 3.1. 2 4. g L -action on the global IC-cohomology 4.1. We compute the global Intersection Cohomology of Q α following §2 of [FK] . First we introduce the open subsetQ α ⊂ Q α formed by all the quasimaps φ such that the defect of φ does not meet ∞ ∈ C. Twisting by the multiples of ∞ we obtain the partition into locally closed subsets Q α = ⊔ β≤αQ β . The evaluation at ∞ defines the projection p α :Q α −→ X which is a locally trivial fibration with a fiber isomorphic to Z α .
By the Poincaré duality and Theorem 3.1 the generating function of H • c (Z β , IC β ) is given by K β (t −1 ). By the parity vanishing, the spectral sequence of fibration p β :Q β −→ X degenerates and provides us with the isomorphism of graded vector spaces H
Finally, the parity vanishing implies the degeneration of the Cousin spectral sequence associated with the partition Q α = ⊔ β≤αQ β .
Combining all the above equalities we arrive at the formula for the generating function of H • (Q α , IC(Q α )). To write it down in a neat form we will consider the generating function
). To record the information on α we will consider this generating function as a formal cocharacter of H with coefficients in the Laurent polynomials in t. Formal cocharacters will be written multiplicatively, so that the cocharacter corresponding to α will be denoted by e α . Finally, for the reasons which will become clear later (see Proposition 4.9), we will make the following rescaling. We will attach to H • (Q α , IC(Q α )) the cocharacter e α+2ρ .
With all this in mind, the Poincaré polynomial
is calculated as follows:
Theorem.
stands for the length of w ∈ W f , and 2ρ stands for the sum of positive corootsθ ∈Ř + . 2 4.1.1. The above argument along with the Theorem 3.3.2 establishes also the following Theorem:
is the direct sum of a few copies of the Tate Hodge module Q(k). 2
In the rest of this section we equip
We start with the following Proposition describing the subspace Prim(A) of the primitive elements of bialgebra A.
Proof. We will use the Criterion 2.11.2. Consider the long exact sequence of cohomology (notations of 2.11.2):
.
Applying Poincaré duality to the Theorem 3.1 we see that u ! α s ! α IC α is the direct sum of constant sheaves living in nonnegative degrees, and
. This completes the proof of the Proposition. 2 4.2.1. Remark. Later on we will see that in fact the converse of 4.2 a) is also true (see 4.10). 4.3. Definition. a) a is the Lie algebra formed by the primitive elements Prim(A); b) a ⊂ a is the Lie subalgebra generated by ⊕ i∈I A i ⊂ Prim(A).
4.4.
We are going to prove that a = a ∼ = n L + -the nilpotent subalgebra of the Langlands dual Lie algebra g L . We choose generators e i ∈ A i − 0, and start with the following Proposition:
Proposition. The generators e i satisfy the Serre relations of n L + . Proof. The corresponding commutator has the weight lying out ofŘ + , and hence vanishes by 4.2 a). 2 4.4.1. Remark. In fact, there is a preferred choice of generators e i . Note that
The element 1 ∈ Z in the RHS corresponds to the canonical element e i in the LHS. We will use this choice of e i in what follows. 4.5. We construct the action of A on ⊕ α∈N[I] H • (Q α , IC(Q α )) closely following 2.6-2.10. 4.5.1. First we construct the stabilization map t α,β : [FM] 3.4.1).
To this end we choose an open subset U ⊂ Q α+β such that W := U ∩ ∂ α Q α+β consists of all quasimaps of defect exactly α, not meeting ∞ ∈ C. In particular, the map σ β,α :
an isomorphism over W , and using this map we identify W with
. By functoriality, we obtain the map
4.5.2. Second, we construct the costabilization map
To this end we note that exactly as in 2.6.1, we have
as the action of t α,β (a) on the global cohomology applied to x β,α (h).
Let us stress that the action of A α preserves cohomological degrees.
The proof is entirely similar to the proof of associativity of the multiplication in A.
We define the map
as the dual of the map
It follows from 4.4 that the maps f i , i ∈ I, satisfy the Serre relations of n L − . 4.7.1. Let us sketch a more explicit construction of the operators f i .
We choose an open
Clearly, the result does not depend on a choice of U . The action of f i on the global cohomology defines the same named map f i :
4.7.2. We leave to the reader the absolutely similar elementary construction of the operators e i . We only mention that the corresponding local element e i ∈ Ext 1 Q β+i (IC(∂ i Q β+i ), IC(Q β+i )) comes from the star extension of the constant sheaf on an open subset of Q β+i .
Proof. Using the elementary constructions 4.7.2, 4.7.1 of e i and f j we reduce the Proposition to the local calculation in a smooth open subset U of Q β+i . This local calculation is nothing else than the following fact. Let D = D 1 ∪ D 2 be a divisor with normal crossings in U , consisting of two smooth irreducible components. If we shriek extend the constant sheaf on U − D through D 1 and then star extend it through D 2 we get the same result if we first star extend the constant sheaf on U − D through D 2 , and then shriek extend it through D 1 . 2
and the degree of the restriction does not depend on a choice of φ. We denote this degree by d β,i .
Using the elementary construction of e i , f i we see that the commutator [e i , f i ] acts as the scalar multiplication by d β,i .
The equality d β,i = β + 2ρ, i ′ is proved in [FK] 4.4. Let us make a few comments on this proof. As stated, it works in the case G = SL n , moreover, it uses the Laumon resolution Q α L −→ Q α . In fact, the proof uses not the whole space
. This open subset projects isomorphically into Q α . More precisely, U L α ⊂ Q α consists of all quasimaps with defect at most a simple coroot. Now one can see that the calculations in U L α carried out in §4 of loc. cit. do not use any specifics of SL n and carry over to the case of arbitrary G. This completes the proof of the Proposition. 4, 4.7, 4.8, 4 .9 we see that e i , f i , h i , i ∈ I, generate the action of the Langlands dual Lie algebra g L on ⊕ α∈N[I] H • (Q α , IC(Q α )). Since g L is a simple Lie algebra, we obtain an embedding g L ֒→End (⊕ α∈N[I] H • (Q α , IC(Q α ))). The image of n L + ⊂ g L under this embedding coincides with the image of the Lie algebra a ⊂ A (see 4.3) in End(⊕ α∈N[I] H • (Q α , IC(Q α ))). We deduce that a ∼ = n L + . Hence we obtain the embedding of the enveloping algebras U (n L + ) ∼ = U (a) ֒→ A. Comparing the graded dimensions we see that this embedding is in fact an isomorphism. In particular, Prim(A) = a ∼ = n L + .
We have proved the following Theorem.
Theorem. The bialgebra A is isomorphic to the universal enveloping algebra U (n L + ).
5.
Closures of Schubert strata and combinatorics of alcoves 5.1. We recall some combinatorics from [L1] and [L5] . Let E be an R-vector space Y ⊗ Z R. We equip it with a scalar product (|) extending it by linearity from the basis I :
The Weyl group W f acts on E by orthogonal reflections; it is generated by the reflections s i (y) def = y − y, i ′ i (notations of loc. cit., 2.2; we have extended the pairing , : Y × X −→ Z by linearity to
,
We shall regard W f as acting on E on the right. The set IW f is the setŘ of coroots, and the set IW f ∩ N[I] is the setŘ + of positive coroots. Recall thatρ = 1 2 θ ∈Ř +θ ∈ E. We consider the following collection
Let Ω be the group of affine motions generated by the σ H (H ∈ F). We shall regard Ω as acting on the right on E.
The connected components of E − ∪ H∈F are called alcoves. The group Ω acts simply transitively on the set A of alcoves. We shall denote by A − 0 the following alcove:
where θ 0 ∈ R + is the highest root. Then Ω is generated by the reflections in the walls of A − 0 . The subgroup of Ω generated by the reflections in the walls H i ′ ,0 is just the Weyl group W f . Note that in [L5] , § §1,8 the group Ω is called the affine Weyl group and denoted by W (not to be confused with the dual affine Weyl group W ♯ ). We will follow the notations of [L1] instead. In particular, we will call W the group defined as in loc. cit., 1.1. It acts on A simply transitively on the left, commuting with the action of Ω. As a Coxeter group it is canonically isomorphic to the affine Weyl group Ω. In the notations of loc. cit. the subgroup W f ⊂ Ω is nothing else then Ω 0 , and w 0 = ω 0 .
Recall that the set S of Coxeter generators of W can be represented as the faces (walls) of A − 0 . The generator corresponding to the wall H i ′ ,0 , i ∈ I, will be denoted s i , and the generator corresponding to the wall H θ0,−1 will be denoted by s 0 .
It is easy to see that the intersection of Ω with the group of translations of E is (the group of translations by vectors in) Y . Thus we obtain a normal subgroup Y ⊂ Ω. It is known that Ω is a semidirect product of W f and Y (see [L5] , 1.5). In particular, each element ω ∈ Ω can be uniquely written in the form ω = wχ, w ∈ W f , χ ∈ Y . Combining this observation with the action of Ω on A we obtain a bijection
We will use this bijection freely, so we will write (w, χ) for an alcove often.
We will denote by β 0 ∈Ř + the coroot dual to the highest root θ 0 , and by s β0 ∈ W f the reflection in W f taking y ∈ E to y − y, θ 0 β 0 . 5.1.1. Lemma. For any i ∈ I we have s i (w, χ) = (s i w, χ), and s 0 (w, χ) = (s β0 w, χ − β 0 w).
Proof. Clear. 2 5.1.2. Recall that for a pair of alcoves A, B ∈ A the distance d(A, B) was defined in [L1] , 1.4. For χ = i∈I a i i ∈ Y we define |χ| ∈ Z as follows:
For w ∈ W f let l(w) denote the usual length function: d(A, B) . To this end it suffices to check the properties [L1] (1.4.1),(1.4.2) for d ′ instead of d. This in turn follows easily from the Lemma 5.1.1. 2 5.1.3. Recall a few properties of the partial order ≤ on A introduced in [L1], 1.5.
where w 1 ≤ w 2 stands for the usual Bruhat order on W f .
where sθ ∈ W f is the reflection in W f taking y ∈ E to y − y, θ θ , θ being a root dual to the corootθ.
The proofs are easy if not contained explicitly in [L1] . For the converse we have the following Lemma. Let be the minimal partial order on A enjoying the properties (3), (4), (5). Then A B ⇔ A ≤ B.
Proof. Easy. 2 5.2. Recall the notations of [FM] 8.4, 9.1. The Schubert stratification of Z α χ reads as follows:
We want to describe the closure of a stratum 
Proof. a) follows immediately comparing the Lemmas 5.1.2 and [FM] 8.5.2.
The proof of b) occupies the rest of this section.
5.3. Let θ ∈ R + be a positive root. Let g θ denote the corresponding sl 2 Lie subalgebra in g, and let G θ denote the corresponding SL 2 -subgroup in G. Take any w ∈ W f and let y = s θ w. We will view w, y as H-fixed points in X. The G θ -orbit G θ w = G θ y is a smooth rational curve of degreeθ in X (hereθ stands for the dual coroot of the root θ). We will view it as a closed subset of X rather than a parametrized curve. Let us denote this curve by L w,y . It is fixed by the H action on X (as a subset, not pointwise). 
where x ϑ ∈ g * is an H-eigenvector with the eigenvalue ϑ. Since the roots in wR + are pairwise linearly independent, it follows that there exists a root θ ∈ wR + and a positive integer n such that the map f * is given by
Therefore the formal jet of the map f :L → X coincides with the formal jet of the map ϕ n w,y : P 1 → X given by the composition of the n-fold covering P 1 → L w,y ramified over the points w and y, and of the embedding L w,y → X. Now irreducibility of L implies L = L w,y . 2 5.3.2. Remark. The fixed curves L w,y and L w ′ ,y ′ intersect nontrivially iff w = w ′ or w = y ′ or y = w ′ or y = y ′ . In effect, a point of intersection of two fixed curves has to be a fixed point.
5.4.
Definition. Let f : C → X be a stable map (see [Ko] ) from a genus 0 curve C into the flag variety X. Let w, y ∈ W f . If f (C)∩X w = ∅ and f (C)∩X y = ∅ we will say that the pair (w, y) is (f, C)-connected. If deg C = γ we will say also that (w, y) is γ-connected. 5.4.1. Lemma. A pair (w, y) is γ-connected iff there exists a collection (θ 1 , . . . ,θ k ) of positive corootš θ r ∈Ř + such thatθ 1 + . . . +θ k ≤ γ and s θ k . . . s θ1 w ≤ y.
Proof. Suppose the pair (w, y) is (f, C)-connected, where f : C → X is a stable map of degree γ. Then we have f (C) ∩ X w = ∅. Acting on f by an element of the Borel subgroup we can assume that w ∈ f (C). Acting by the Cartan subgroup H we can degenerate (f, C) into an H-fixed stable map f ′ : C ′ → X.
Since w ∈ f (C) and w is an H-fixed point, we will have w ∈ f ′ (C ′ ). Similarly, since f (C) ∩ X y = ∅ and X y is a closed H-invariant subspace, we will have f ′ (C ′ ) ∩ X y = ∅, hence f ′ (C ′ ) ∋ y ′ for some y ′ ∈ W f such that y ′ ≤ y. The image of an H-fixed stable map is a connected union of H-fixed curves, hence there exists a sequence L 1 , . . . , L k of H-fixed curves such that w ∈ L 1 , y ′ ∈ L k and L r ∩ L r+1 = ∅. We can assume that L r = L wr,wr+1 (r = 1, . . . , k), where w 1 = w, w r+1 = s θr w r and w k+1 = y ′ . Since Proof. By the Lemma 5.4.1 we have
The Corollary follows. Proof. We start with the "only if" part. Both strata lie in the closed subspace Z ξ−χ+α ξ ⊂ Z α χ , hence we can consider them as subspaces in Z ξ−χ+α ξ . Let Q ξ−χ+α K = M 0,0 (P 1 × X, (1, ξ − χ + α)) be the Kontsevich space of stable maps from the genus zero curves without marked points to P 1 × X of bidegree (1, ξ − χ + α) (see [Ko] ). The map π : Q ξ−χ+α K −→ Q ξ−χ+α is constructed in the Appendix. For a stable map f : C −→ P 1 × X in Q ξ−χ+α K we denote by f ′ : C −→ P 1 (resp. f ′′ : C −→ X) its composition with the first (resp. second) projection.
Let K ξ−χ+α ξ ⊂ Q ξ−χ+α K be the preimage of the subspace Z ξ−χ+α ξ ⊂ Q ξ−χ+α under the map π : Q ξ−χ+α K → Q ξ−χ+α . It is a locally closed subspace consisting of all stable maps f : C → P 1 × X such that f ′ −1 (∞) is a point (i.e. C has no vertical component over ∞ ∈ P 1 ), and f ′′ (f ′ −1 (∞)) = w 0 ∈ X. Consider the preimage of the Schubert stratification of Z ξ−χ+α ξ :
is just the subspace of all stable maps f : C → P 1 × X such that
where C 1 = f ′ −1 (0) is the vertical component of C over the point 0 ∈ P 1 , and C 0 is the main component of C (the one which projects isomorphically onto P 1 under f ′ ); the point P is the intersection of these components: P = C 0 ∩ C 1 ; and as always, f ′′ (f ′ −1 (∞)) = w 0 . It follows that consists of all stable maps such that
Therefore the intersection is non-empty only if the pair (w, y) is (ξ − η)-connected (recall that P ∈ C 1 ). This completes the proof of the "only if" part.
On the other hand, if (w, y) is (ξ − η)-connected, then for any stable map (f, C) we can replace the component C 1 by a stable curve of degree (ξ − η), connecting the point f ′′ (P ) ∈ X w with X y . Such replacement will not affect π(f, C), but the new curve will lie in the intersection First we check that satisfies the relations (3-5) of 5.1.3. To this end let us rephrase these properties via criterion 5.5. The property (3) means that (w 1 , w 2 ) is 0-connected iff w 1 ≤ w 2 . The property (4) expresses the fact that the adjacency of strata depends on difference of degrees only, which is evident from the criterion 5.5. The property (5) means that the pair (w, s θ w) isθ-connected. This is indeed so since the curve L w,s θ w has degreeθ and connects w with s θ w.
Now the adjacency order
is clearly generated by the adjacencies in codimension 1. So it remains to check that the only adjacencies in codimension 1 are the ones of type (5) or type (3) with l(w 1 ) = l(w 2 )−1. 
Assume that
it follows that l(w) = l(y) + 2|ξ − η| − 1. On the other hand, by the criterion 5.5 the pair (w, y) is (ξ − η)-connected. If ξ = η then l(w) = l(y) − 1 and we are in the situation of type (3). If ξ > η then w ≤ y and by the Corollary 5.4.2 it follows that ξ − η =θ and y = s θ w for some θ ∈ R + , i.e. we are in the situation of type (5).
The Theorem follows. 2 5.7. Recall that • Q γ ⊂ Q γ is the open subset formed by all the quasimaps without defect at 0 ∈ C (i.e. defined at 0 ∈ C, see [FM] 8.1). For w ∈ W f we define the locally closed subset (cf. loc. cit. 8.4) . Its closure will be denoted by Q γ w ; it coincides with the closure of the fine Schubert stratum d(A, B) . 2 5.8. We will denote the closure of a fine Schubert stratum • Z β y by Z β y (note that it was denoted by Z β y in [FM] . We hope this will cause no confusion.) Similarly, the closure of • Z β y,ξ (see loc. cit. 9.4) will be denoted by Z β y,ξ . We promote "alcovic" notations. Suppose we are in the situation of the above theorem, i.e. A = (w, η) ≤ For such α we defined the open subvarietyZ α ⊂ Z α . For β ≤ α the closed subvariety Z β y ∩Z α ⊂Z α is nonempty iff β ≫ 0. In this case it will be denoted by the same symbol Z β y ; we hope this will cause no confusion. Again, for 0 ≪ γ ≤ β we have Z β y ⊃ Z γ w iff (y, β) =: B ≥ A := (w, γ). Also, dim Z β y − dim Z γ w = d(A, B) .
6. Mixed snops and convolution 6.1. In this section we compute the stalks of irreducible snops. First we prove that they carry a natural Tate Hodge structure. We start with preliminary results about affine Grassmannian. Recall the stratification of the affine Grassmannian G by the Iwahori orbits G w,η described e.g. in [FM] 10.4. The orbit closure G w,η is partitioned into its intersections with semiinfinite orbits:
The irreducible perverse sheaf IC(G w,η ) has the mixed Hodge module counterpart IC (G w,η ) . η ) ) is a pure Hodge complex of weight dim G w,η . It is a direct sum of Tate Hodge structures.
Proof. a) Let us denote the locally closed embedding of G w,η ∩ T α (resp. G w,η ∩ S α ) into G w,η by i T (resp. i S ). By [MV] we know that the natural map H • (G w,η η ) ) is an isomorphism. On the other hand, IC (G w,η ) is a pure Hodge module of weight dim G w,η , while H • c (?) and i * T decrease weights, and H • (?) and i ! S increase weights. It remains to prove that H • c (G w,η ∩ T α , IC(G w,η )) is a direct sum of Tate Hodge structures. To this end consider the Cousin spectral sequence associated with the partition into locally closed subsets G w,η = ⊔ α∈Y (G w,η ∩ T α ). We have E p,q 2 =⇒ H p+q (G w,η , IC(G w,η )), and E p,q 2 = ⊕H p+q c (G w,η ∩ T α , i * T IC(G w,η )); the sum is taken over α such that the codimension of G w,η ∩ T α in G w,η equals q. For the weight reasons the differentials in this spectral sequence vanish, and it collapses at the second term. Hence η ) ). On the other hand, the LHS is well known to be a direct sum of Tate Hodge structures. So a) is proved. Now b) follows by the application of Cousin spectral sequence associated with the partition into the locally closed subsets G w,η ∩ T α = ⊔ β≥α (G w,η ∩ T β ). 2 6.1.1. Remark. Let g ∈ G lie in the normalizer N (H) of the Cartan subgroup H, and let T g α denote g(T α ): the action of g on the semiinfinite orbit in G. The same argument as above proves that H Recall the proalgebraic variety Q α introduced in [FM] 10.6. The theory of mixed Hodge modules on such varieties is developed in [KT1] . In particular, we will be interested in the irreducible Hodge module IC(Q α ), cf. [FM] 10.7.3. The same argument as in loc. cit. 12.7 proves that IC(Q α ) is a pointwise pure Tate Hodge module.
For the future reference, let us collect the above facts into a Theorem.
Theorem. The Hodge modules IC α , IC(Q α ), IC(Q α ) are the pointwise pure Tate Hodge modules. 6.3. Theorem. IC(Q α w ) (see 5.7) is a pointwise pure Tate Hodge module. Proof. The usual argument with factorization reduces the proof to the study of the stalk of IC(Q α w ) at the fine Schubert stratum 8.4.1) . Moreover, by the same factorization argument, this stalk will not change if we add γ ∈ N[I] to both α and β. We will choose γ sufficiently dominant to ensure that α + γ ∈ Y + . So we may and will suppose that α is dominant. Furthermore, we can choose any point in the stratum λ ) , and N y + is the nilpotent subgroup conjugated to N + by any representativeẏ of y in the normalizer of H (see loc. cit. 3.3); D ∈ (P 1 − 0) β Γ . Recall the setup of the Theorem 12.12 of loc. cit. We consider the Hodge module F = IC(G w,α ) on G α (recall that we assumed α ∈ Y + ), and the convolution c 0
which is a mixed Hodge module on Q α smooth along the fine Schubert stratification. By the Proposition 12.3b) of loc. cit. c 0 Q (IC(G w,α )) = q * IC(GQ 0 w,α ). By the Decomposition Theorem, q * IC(GQ 0 w,α ) is a direct sum of irreducible Hodge modules on Q α . By 10.4.2 of loc. cit. q(GQ 0 w,α ) = Q α w , and hence q * IC(GQ 0 w,α ) contains a direct summand IC(Q α w ). Thus it suffices to prove that c 0 Q (F ) is a pointwise pure Tate Hodge module.
More precisely, we are interested in the stalk of c 0 Q (F ) at the point φ ∈ • Q β y . As in the proof of 12.9.1 of loc. cit., we have Hence the Cousin spectral sequence associated to the partition of q −1 (φ) = G w,α ∩ T y β−α into the locally closed subsets G w,α ∩ T y β−α+γ collapses at the second term for the weight reasons. We deduce that
is also a pure direct sum of Tate Hodge structures. This completes the proof of the Theorem. 2 6.4. The subsections 6.4-6.8 are quite parallel to § §10-12 of [FM] . 6.4.1. Let G be the usual affine flag manifold G((z))/I. It is the ind-scheme representing the functor of isomorphism classes of triples (T , τ, t) where T is a G-torsor on P 1 , and τ is its section (trivialization) defined off 0, while t is its B-reduction at 0. It is equipped with a natural action of proalgebraic Iwahori group I, and the orbits of this action are naturally numbered by the affine Weyl group W : G = ⊔ x∈W G x . An orbit G y lies in the closure G x iff y ≤ x in the usual Bruhat order on W. The orbit closure G x has a natural structure of projective variety. The natural projection pr : G −→ G is a fibration with the fiber X. All these facts are very well known, see e.g. [KT2] . 6.4.2. Let M be the affine flag scheme representing the functor of isomorphism classes of G-torsors on P 1 equipped with trivialization in the formal neighbourhood of ∞ and with B-reduction at 0 (see [Ka] and [KT1] ). It is equipped with a natural action of the opposite Iwahori group The natural projection pr : M −→ M (see [FM] 10.6) forgetting a B-reduction at 0 is a fibration with the fiber X.
Restricting a trivialization of a G-torsor from P 1 − 0 to the formal neighbourhood of ∞ we obtain the closed embedding i : G −→ M. The intersection of M x and G y is nonempty iff y ≤ x, and then it is transversal. Thus, G x ⊂ M x . According to [KT2] , the composition G x ֒→ M x −→ M x is a closed embedding. 6.4.3. Following 10.6.3 of [FM] we define for arbitrary α ∈ Y the scheme • Q α (resp. Q α ) representing the functor of isomorphism classes of triples (T , t, (L λ ) λ∈X + ) where T is a G-torsor trivialized in the formal neighbourhood of ∞ ∈ P 1 , and t is its B-reduction at 0, while L λ ⊂ V T λ , λ ∈ X + , is a collection of line subbundles (resp. invertible subsheaves) of degree −α, λ satisfying the Plücker conditions (cf. loc. cit.). The evident projection
The open embedding • Q α ֒→ Q α will be denoted by j. Clearly, p is projective, and • p = p • j.
The free action of prounipotent group G x on M x lifts to the free action of G x on the open subscheme p −1 (M x ) ⊂ Q α . The quotient is a scheme of finite type Q α,x equipped with the projective morphism p to M x . There exists a I − -invariant stratification S of Q α such that p is stratified with respect to S and the stratification M = ⊔ x∈W M x . One can define perverse sheaves and mixed Hodge modules on Q α smooth along S following the lines of [KT1] . In particular, we have the irreducible Hodge module IC(Q α ). 6.4.4. Following 8.4.1 of [FM] we introduce the fine stratification of Q α according to defects of invertible subsheaves:
and the fine Schubert stratification of Q α :
in the fiber over 0 ∈ C. This collection of lines defines a B-reduction of T at 0 ∈ C, and if the relative position of this reduction and t is w ∈ W f , we say that the triple (T , t, (L λ ) λ∈X + ) lies in
The closure of • Q γ w is denoted by Q γ w ⊂ Q γ . Also, for an alcove A = (w, γ) we will often write
w . An open subset of Q γ w formed by the triples (T , t, (L λ ) λ∈X + ) such that the collection (L λ ) λ∈X + has no defect at 0 ∈ C will be denoted by • Q γ w . The refined stratification of Q α is a refinement of the fine Schubert stratification: it additionally subdivides
. The map p : Q α −→ M is clearly stratified with respect to the refined stratification of Q α and the stratification M = ⊔ x∈W M x . 6.4.5. For β ≥ α we have a closed embedding Q α ֒→ Q β , sending a triple (T , τ, (L λ ) λ∈X + ) to (T , τ, (f L λ ( β − α, λ · 0)) λ∈X + ). These embeddings form an inductive system, and we will denote its union by Q. A perverse sheaf or a mixed Hodge module on Q supported on Q α is just the same as a perverse sheaf or a mixed Hodge module on Q α . Let ℵ(Q) be the additive category formed by the (finite) direct sums of irreducible Hodge modules IC(Q γ w ) and their Tate twists on Q. Let ℧(Q) be the additive category formed by the direct sums of Goresky-MacPherson sheaves IC(Q γ w ) and their shifts in the derived category. The subcategories of sheaves supported on Q α ⊂ Q will be denoted by ℵ(Q α ) and ℧(Q α ). 6.4.6. Similarly, let ℵ(G) be the additive category formed by the (finite) direct sums of irreducible Hodge modules IC(G x ) and their Tate twists on G. Let ℧(G) be the additive category formed by the direct sums of Goresky-MacPherson sheaves IC(G x ) and their shifts in the derived category. The subcategories of sheaves supported on G x ⊂ G will be denoted by ℵ(G x ) and ℧(G x ).
For α ∈ N[I] let ℵ(Q α ) be the additive category formed by the (finite) direct sums of irreducible Hodge modules IC(Q γ w ), γ ≤ α, and their Tate twists on Q α . Let ℧(Q α ) be the additive category formed by the direct sums of Goresky-MacPherson sheaves IC(Q γ w ), γ ≤ α, and their shifts in the derived category. For α ∈ N[I] sufficiently dominant let ℵ(Z α ) be the additive category formed by the (finite) direct sums of irreducible Hodge modules IC(Z γ w ), 0 ≪ γ ≤ α, and their Tate twists onZ α (see 5.8.1). Let ℧(Z α ) be the additive category formed by the direct sums of Goresky-MacPherson sheaves IC(Z γ w ), 0 ≪ γ ≤ α, and their shifts in the derived category.
Finally, let ℵ(PS) be the additive category formed by the collections H α χ ∈ ℵ(Z α χ ) together with factorization isomorphisms as in [FM] 9.3. Let ℧(PS) be the additive category formed by the direct sums of irreducible snops L(A) ∈ PS (see 5.8) and their shifts in the derived category. 6.5. For F, G ∈ ℧(G) their convolution F ⋆ G ∈ ℧(G) was studied e.g. in [KT2] . We will define the convolution ℧(G) × ℧(Q) −→ ℧(Q). Its construction occupies the subsections 6.5-6.8. 6.5.1. Let x ∈ W, w ∈ W f , α ∈ Y . We define the convolution diagram GQ α w,x as the cartesian product of G x and Q α w over M. Thus we have the following cartesian diagram (cf. [FM] 12.2):
The same argument as in loc. cit. 12.2 proves that
, and moreover, for any F ∈ ℵ (G x 
is in fact a semisimple Hodge module (living in cohomological degree 0). Furthermore, the Verdier duality D takes 
By the decomposition theorem F ⋆ IC(Q α w ) ∈ ℧(Q η+α ). By additivity, the convolution extends to the functor
By the last sentence of 6.5.1 this functor commutes with Verdier duality:
. Then we may consider the stalk IC(Q ξ+α y ) ξ+β,ξ+γ,Γ,w of IC(Q ξ+α y ) at (any point in) the stratum
Theorem. IC(Q α y ) β,γ,Γ,w is isomorphic, up to a shift, to IC(Q ξ+α y ) ξ+β,ξ+γ,Γ,w .
Proof. The argument is parallel to the one in [FM] 12.6, 12.7 . Let us consider another copy G 1 of affine Grassmannian: the ind-scheme representing the functor of isomorphism classes of pairs (T , τ ′ ) where T is a G-torsor on C, and τ ′ is its section (trivialization) defined off 1 ∈ C. Restricting a trivialization to the formal neighbourhood of ∞ ∈ C we obtain the closed embedding i 1 : G 1 ֒→ M. Furthermore, since τ ′ identifies the fiber of T over 0 ∈ C with G, the set of B-reductions of T at 0 is canonically isomorphic to X. Choosing the reduction t = e = B ∈ X we obtain the same named closed embedding i 1 : G 1 ֒→ M.
We consider the cartesian product G 1 Q α y,η of G η and Q α y over M. Thus we have the following cartesian diagram (cf. 6.5.1):
The same argument as in 6.5.1 proves that up to a shift IC(Q α y ) ⊗ p * i 1 * IC(G 1 η ) ∼ = IC(G 1 Q α y,η ). Recall the convolution diagram GQ α η (see [FM] 11.1, 12.2). The point 0 ∈ C played a special role in the definition of this diagram. Let us replace 0 by 1 in the definition of GQ α η . Let us call the result G 1 Q α η . One defines the map q 1 : G 1 Q α η −→ Q η+α as in loc. cit. 11.2. Then the Proposition 12.6 of loc. cit. states that the restriction of q 1 to • Q 1,η+α is an isomorphism, where • Q 1,η+α ⊂ Q η+α is an open subset formed by all the quasimaps defined at 1 ∈ C (i.e. without defect at 1). A moment of reflection shows that there is no difference between the definitions of G 1 Q α w0,η and G 1 Q α η . Identifying them and imbedding
Clearly, the image of this embedding coincides with Q 1,η+α
The stalk in question does not depend on a choice of T ∈ M η and the defect D ∈ (C − 0) β−γ Γ . In particular, we may (and will) suppose that T ∈ i 1 (G 1 η ), and D ∈ (C − 0 − 1) β−γ . We have seen that up to a shift
But the stalk of IC(G 1 η ) at any point T ∈ G 1 η is isomorphic, up to a shift, to the trivial Tate Hodge structure Q(0). We deduce that up to a shift IC(Q α y ) φ ∼ = IC(G 1 Q α y,η ) φ . On the other hand, the latter stalk is isomorphic to the stalk of IC(Q 1,η+α y ) at the point q 1 (φ). This point lies in
Thus we have proved that up to a shift IC(Q α y ) β,γ,Γ,w is isomorphic to IC(Q η+α y ) η+β,η+γ,Γ,w .
The standard use of factorization shows that the latter stalk is independent of the shift η → ξ. This completes the proof of the Theorem. 2 6.6.1. Corollary. The Hodge module IC(Q α y ) is pointwise pure Tate. 2
at the generic point of Q γ w does not vanish. Also, Q β y ⊃ Q γ w iff the stalk of IC(Q β y ) at the generic point of Q γ w does not vanish. Now recall that the order on alcoves is translation invariant, and apply 5.7. 2 6.7. Before we finish the construction of convolution ⋆ : ℧(G) × ℧(Q) −→ ℧(Q) we have to define the numerous functors between the categories ℵ and ℧ of 6.4.5 and 6.4.6.
First of all, we choose an additive equivalence E PS Q : 
Let ß α denote the locally closed embeddingZ α ֒→ Q α . One can easily see that for
Finally, for ξ ∈ Y let ξ * : ℵ(Q) −→ ℵ(Q) (resp. ℧(Q) −→ ℧(Q)) be an additive equivalence taking IC(Q α w ) to IC(Q ξ+α w ) (resp. IC(Q α w ) to IC(Q ξ+α w ) and commuting with shifts).
6.8. Finally, we are in a position to define the convolution ⋆ : ℧(G) × ℧(Q) −→ ℧(Q). To this end recall the convolution ℧(G x ) × ℧(Q α ) −→ ℧(Q η+α ) defined in 6.5. To stress the dependence on x ∈ W and α ∈ Y we will call this convolution ⋆ α
, defines an object in ℧(PS). Applying E Q PS to this object we obtain the desired convolution F⋆ α x H ∈ ℧(Q). Note that if y ≤ x, γ ≤ α, and F is actually supported on G y , while H is actually supported on Q γ , then we have the canonical isomorphism F⋆ γ y H ≡ F⋆ α x H. Hence the convolutions ⋆ α x : ℧(G x )×℧(Q α ) −→ ℧(Q) extends to the convolution ⋆ : ℧(G) × ℧(Q) −→ ℧(Q).
As we have seen in 6.5, this convolution commutes with Verdier duality.
Moreover, for F, G ∈ ℧(G), H ∈ ℧(Q) one can easily construct a canonical isomorphism F ⋆ (G ⋆ H) ∼ = (F ⋆ G) ⋆ H.
Finally, composing this convolution with the mutually inverse equivalences E PS Q : ℧(Q) ⇋ ℧(PS) : E Q PS we obtain the same named convolution functor ⋆ : ℧(G) × ℧(PS) −→ ℧(PS). It is also associative with respect to convolution in ℧ (G) , and commutes with Verdier duality.
6.9. Let K(Q) (resp. K(PS)) denote the K-group of the category ℧(Q) (resp. ℧(PS)): it is generated by the isomorphism classes of objects in ℧(Q) with relations [K 1 ⊕ K 2 ] = [K 1 ] + [K 2 ]. Both K(Q) and K(PS) are equipped with the structure of Z[v, v −1 ]-modules: −v acts as the shift [−1].
we denote by L ′ (A) the Goresky-MacPherson sheaf IC(Q η w ) = IC(Q A ) (see 6.4.4). We denote byK(PS) ⊃ K(PS) (resp.K(Q) ⊃ K(Q)) the completed module formed by the possibly The main goal of this section is a computation of the transition matrix between the bases [L(A)] and [M(A)]. We will make a free use of the notations and results of the excellent exposition [S] . In particular, the polynomials q B,A (generic Kazhdan-Lusztig polynomials) are introduced in loc. cit., Theorems 6.1, 6.4. We will prove the following Theorem. a) [L(A)] = B≤A (−1) d(A,B) 
The proof of the Theorem occupies the subsections 6.10-6.13. 6.10.1. Remark. As we have seen, the stalk of IC(Q α w ) at a fine Schubert stratum • Q β y can be reconstructed in terms of polynomials q B,A for A = (w, α), B = (y, β). Since we know the simple stalks IC 0 {{γ}} , the factorization property allows us to reconstruct all the other stalks of IC(Q α w ).
For the time being let us define
6.11. We know the simple stalks IC 0 {{γ}} by the Theorems 3.1, 3.3.2. They coincide with the stalks of IC(Q α ) = IC(Q α w0 ). Thus we deduce the following formula:
Comparing with Kato's Theorem (see [Kat] or [S] 6.3) we see that for any B ∈ A and A = (w 0 , α) we have q B,A = (−1) d (A,B) 
The convolution ⋆ : ℧(G) × ℧(Q) −→ ℧(Q) gives rise to the structure of H-module onK(Q).
Proof. As everything is invariant with respect to translations, we may (and will) assume that A = 6.12.2. Remark. If i ∈ I then the double coset of s i equals 0, and the above map q is just an isomorphism. In this case the convolution boils down to the usual convolution on X. The order relation between s i A and A also reduces to the usual Bruhat order on W f (see 5.1.1 and 5.1.3). So 6.12.1 follows in this case from the standard facts about the geometry of X. 6.12.3. In the general case note first that the (isomorphism type of the) fiber (q
The proof is absolutely similar to the one in [FM] 12.6.b). It makes use of the local convolution diagram (see loc. cit. 11.5). We spare the reader the bulk of notation needed to carry this notion over to our situation. So we may (and will) choose φ lying in the fine Schubert stratum
Moreover, we will assume φ = y × D × 0 α+β0−β where D ∈ (C − 0) β Γ , and y ∈ X y = • Q 0 y is the H-fixed point. We may (and will) view the fiber (q • pr) −1 (φ) as a subset of G i . As such, it is isomorphic to the intersection of G i with the orbit T y y,β−α−β0 of N y − ((z)) in G passing through the H-fixed point (y, β − α − β 0 ) ∈ Ω (we use the identification W f × Y ∼ −→ Ω of 5.1 along with the fact that the set of H-fixed points of G is naturally identified with Ω), cf. the proof of 12.6.b) in loc. cit. Here as always N y − ⊂ G denotes the subgroupẏN −ẏ −1 for a representativeẏ ∈ N (H) of y. Now the Claim follows by the standard Bruhat-Tits theory.
This completes the proof of the Proposition. 2 6.13. Comparing the above Proposition with [L1] or [S] 4.1 we see that the H-moduleK(Q) is isomorphic to Lusztig's completed periodic Hecke moduleP (see [S] §6), and this isomorphism ϕ takes [M(A)] ∈K(Q) to a basic element A ∈P. Moreover, comparing 6.11 with the Theorem 6.4.2 (due to Kato) of loc. cit. we see that for A = (w 0 , α) we have ϕ([L(A)]) =P A (notations of loc. cit. §6).
The Verdier duality D : ℧(Q) −→ ℧(Q) gives rise to an involution N → DN ofK(Q). As Verdier duality commutes with the convolution, this involution is compatible with the involution H → H of H, that is, D(H(N )) = H(DN ). Certainly, D[L(A)] = [L(A)] for any A ∈ A.
Recall the Lusztig's involution P → P of the periodic moduleP (see e.g. loc. cit. 4.3). It is also compatible with the involution on the Hecke algebra, i.e. H(P ) = H(P ). It also preserves the elements P A , A ∈ A (see loc. cit. 6.4). Since the elementsP A , A = (w 0 , α) ∈ A clearly generate the H-modulê P, we conclude that ϕ(DN ) = ϕ(N ) for any N ∈K(Q).
In other words, we may identify H-modulesP andK(Q) with their involutions and standard bases. Now the Theorem 6.4.2 of loc. cit. carries over toK(Q) and claims that for any A ∈ A the element ϕ −1 (P A ) = we set Q η+β = ∅, and c β Q (F ) = 0. We will define a natural action of g L on ⊕ β∈Y H • (Q η+β , c β Q (F )) = ⊕ β∈Y H • (GQ β η , IC(Q β ) ⊗ p * F ) closely following 4.5-4.9.
7.1.1. For β ∈ Y, α ∈ N[I] we have the usual twisting map σ α,β : GQ β η × C α −→ GQ α+β η (resp. Q β × C α −→ Q α+β ). We define ∂ α GQ α+β η (resp. ∂ α Q α+β ) as the image of this map. We will construct the stabilization map v α,β : A α −→ Ext |α| GQ α+β η (IC(∂ α Q α+β ) ⊗ p * F , IC(Q α+β ) ⊗ p * F ).
To this end we choose an open subset U ⊂ GQ α+β η such that W := U ∩ ∂ α GQ α+β η consists of all collections (U λ ⊃ L λ ) λ∈X + (see [FM] 11.1) of defect exactly α, not meeting ∞ ∈ C. In particular, the map σ β,α : GQ β η × A α −→ ∂ α GQ α+β η is an isomorphism over W , and using this map we identify W As explained in [FK] §6 the module H dim X n L − (N L , O) is tilting, and to prove the Conjecture it suffices to check that ⊕ β∈N[I] H • (Q β , IC(Q β )) is tilting as well. To this end it is enough to check that the action of the algebra A = U (n L + ) on ⊕ β∈N[I] H • (Q β , IC(Q β )) is free.
7.6. For η ∈ Y + the irreducible g L -module with the highest weight η is denoted by W η . The Theorem 13.2 of [FM] implies that the character of g L -module ⊕ β∈Y H • (Q β , c β Q (IC(G η ))) equals char(W η ) × |W f |e 2ρ θ ∈Ř + (1−eθ ) 2 .
Conjecture.
There is an isomorphism of g L -modules ⊕ β∈Y H • (Q β , c β Q (IC(G η ))) and
This Conjecture is again equivalent to the statement that the g L -module ⊕ β∈Y H • (Q β , c β Q (IC(G η ))) is tilting. To check this it suffices to prove that the action of A = U (n L + ) on ⊕ β∈Y H • (Q β , c β Q (IC(G η ))) is free.
8. Appendix. Kontsevich resolution of Quasimaps' space 8.1. For α = i∈I a i i ∈ N[I] let Q α K = M 0,0 (P 1 × X), (1, α)) be the Kontsevich space of stable maps from the genus zero curves without marked points to P 1 ×X of bidegree (1, α) (see [Ko] ). In this Appendix we construct a regular birational map π : Q α K −→ Q α . To this end recall that X is a closed subvariety in i∈I P(V ωi ) given by Plücker relations. Drinfeld's space Q α is a closed subvariety in i∈I PH 0 (C, V ωi ⊗ O(a i )) also given by Plücker relations.
So to construct the desired map it suffices to solve the following problem. For a vector space V one has 2 compactifications of the space M a of algebraic maps f : C −→ P(V ) of degree a ∈ H 2 (P(V ), Z). Kontsevich compactification M a K = M 0,0 (C × P(V ), (1, a)) is the space of all stable maps from the genus 0 curves into the product C × P(V ) of bidegree (1, a); the embedding of M a into M a K takes f to its graph Γ f . Drinfeld compactification M a D is the space of invertible subsheaves of degree −a in V ⊗ O C . Twisting by O(a) we identify M a D with PH 0 (C, V ⊗ O(a)). The embedding of M a into M a D takes f to the line subbundle L f := p * q * O P(V ) (−1) ⊂ V ⊗ O C where C p ←− Γ f q −→ P(V ) are the natural projections. We want to prove that the identification M a K ⊃ M a = M a ⊂ M a D extends to the regular map π : M a K −→ M a D . This problem was addressed by A.Givental in [G] , "Main Lemma". Unfortunately, the validity of his proof is controversial. In the rest of the Appendix we prove that Id: M a ∼ −→ M a extends to the regular map π : 
