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A current bottleneck for quantum computation is the realization of high-fidelity two-qubit quantum operations
between two and more quantum bits in arrays of coupled qubits. Gates based on parametrically driven tunable
couplers offer a convenient method to entangle multiple qubits by selectively activating different interaction
terms in the effective Hamiltonian. Here, we study theoretically and experimentally a superconducting qubit
setup with two transmon qubits connected via a capacitively coupled tunable bus. We develop a time-dependent
Schrieffer-Wolff transformation and derive analytic expressions for exchange-interaction gates swapping exci-
tations between the qubits (iSWAP) and for two-photon gates creating and annihilating simultaneous two-qubit
excitations (bSWAP). We find that the bSWAP gate is generally slower than the more commonly used iSWAP
gate, but features favorable scalability properties with less severe frequency crowding effects, which typically
degrade the fidelity in multi-qubit setups. Our theoretical results are backed by experimental measurements as
well as exact numerical simulations including the effects of higher transmon levels and dissipation.
Quantum computation is based on accurate and precise
control of quantum bits and their interactions to create
multi-qubit superpositions and entanglement. With supercon-
ducting circuits, single qubit quantum gates can be carried
out with fidelities approaching 99.99% [1–4], while errors
in two-qubit operations are typically higher with record
fidelities around 99% [3, 5]. However, the realization of
qubit operations with even higher fidelity is required both
for reaching the error threshold for quantum computation
[6–9] and for carrying out reliable quantum simulations
and optimizations in large arrays of coupled qubits [10–13].
Moreover, the quest for useful quantum computations before
full quantum error correction becomes available may be
assisted by efficient, short-depth gate sequences based on
two- or multi-qubit gates [14, 15] with versatile types of
interactions. In particular, parametric schemes based on
tunable couplers have been proposed and recently realized as
a means to achieve fast gates with high fidelities [16–31].
In this context, effective interactions were engineered in
Ref. [26] between two transmon qubits mediated by a third,
ancilla transmon device (bus), which couples dispersively to
both qubits and whose frequency is modulated by an external
magnetic flux. Such a flux-modulation scheme provides
frequency-selectivity and allows to use fixed-frequency
computational qubits, thereby minimizing the sensitvity of
the device with respect to magnetic flux noise and disorder
effects. For example, modulating at the (fixed) difference
frequency of the qubits brings these qubits effectively into
resonance in a co-rotating frame such that a single excitation
can be swapped efficiently (iSWAP). The effective Hamilto-
nian in this case is HiSWAP ∝ XX + YY. With this method
gate fidelities of 97% have been shown for gates lasting less
than 200 ns [26]. Unfortunately, for shorter pulses it becomes
hard to avoid unwanted transitions to higher-excited qubit
levels as well as qubit-coupler transitions occurring at similar
frequencies. In fact, the transition between the two-qubit
excited state |11〉 and the second-excited state of either qubit
(|02〉 or |20〉) is separated in frequency only by the anhar-
monicity of the transmon. Moreover, red-sideband transitions
between qubits and coupler may be driven by multi-photon
resonances of the drive [22]. Such frequency-crowding
effects motivate the study of gates which operate in different
frequency bands sufficiently detuned from those excitations.
In this work, we focus on driving the two-photon,
blue-sideband transition |00〉 ↔ |11〉 (bSWAP) by modu-
lating the tunable bus at the sum frequency of the qubits
[17, 18, 32, 33]. The effective Hamiltonian in this case
is HbSWAP ∝ XX−YY. In contrast to driving at the
difference frequency (typically around 1 GHz or less) for the
exchange-interaction gate (iSWAP), the drive is at an elevated
frequency around 10 GHz. Higher-harmonics are then
pushed to higher frequency ranges without causing spurious
drivings. A similar gate was realized in Ref. [32] by directly
addressing the two-photon transition of the computational
qubits via external microwave drives. Here, we demonstrate
significantly faster gate times when the bSWAP interaction is
mediated parametrically by a flux-modulation of the tunable
coupler using a similar device as in Ref. [26].
On the theory level, fast modulations at elevated fre-
quencies pose a challenge for methodology as commonly
employed adiabatic approximations break down. In order
to compare experimental results with theory, we develop a
generalized, time-dependent Schrieffer-Wolff transformation
[34, 35], which explicitely incorporates the time-dependence
of the ancilla transmon frequency as well as counter-rotating
terms in the coupling between ancilla and computational
transmons [36]. Such a transformation eliminates the coupler
degree of freedom and yields an effective time-dependent
two-qubit Hamiltonian which is valid in a broad range of
modulation frequencies. We benchmark the effective model
by comparing to exact numerical simulations of the full
circuit including higher transmon levels and find excellent
agreement. Analytical estimates for the gate times of iSWAP
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FIG. 1. (a) Circuit scheme consisting of two fixed frequency trans-
mons (Q1, Q2) capacitatively coupled to a flux tunable transmon
(TB). The tunable coupler is controlled by a high-speed flux line
providing a current I(t) and a consequent flux Φ(t) threading the
SQUID-loop of the coupler. Each of the fixed frequency qubits is
coupled to an individual readout resonator (not shown). (b) Level
diagram of the device. Here, |n1n2nc〉 denotes the state of the com-
bined system with the qubit excitation number n1,2 and the coupler
excitation number nc. The computational subspace is spanned by the
states {|000〉 , |010〉 , |100〉 , |110〉} with the coupler mostly residing
in its ground state. The states |100〉 and |010〉 are separated by the
difference frequency ∼ ω1 − ω2 whereas the states |000〉 and |110〉
are separated by the sum frequency ∼ ω1 + ω2. Additionally, the
most important sideband transitions between qubits and coupler are
shown.
and bSWAP gates are found in good agreement with numeri-
cal simulations as well as experimental measurements.
The remainder of the paper is structured as follows. In Sec-
tion I, we introduce the model of our circuit and its experi-
mental implementation. We also present measurement results
for iSWAP and bSWAP gate as well as numerical simulations
of the model. In Section II we develop the time-dependent
Schrieffer-Wolff transformation and provide simple analytic
estimates for the effective interaction strengths of both gates.
Finally, we compare experimental, numerical and analytical
results in Section III, discuss the effects of dissipation and gate
errors in Section IV and conclude in Section V.
I. MODEL AND EXPERIMENTAL SETUP
We study the three-qubit device schematically shown in
Fig. 1(a) and described by the Hamiltonian
H = −
∑
i=1,2
ωi
2
σzi −
ωc(t)
2
σzc + g1σ
x
1σ
x
c + g2σ
x
2σ
x
c , (1)
ω/2pi (GHZ) u/2pi (MHz) g/2pi (MHz) T1 (µs) T2 (µs) T ∗2 (µs)
Q1 4.422 -349 109 71 52 n/a
Q2 4.999 -330 117 59 32 n/a
TB 6.006 n/k n/a 11.6 n/k 0.5
TABLE I. The device parameter of two fixed-frequency transmons
(Q1, Q2) coupled via a flux-tunable transmon (TB) as shown in
Fig. 1. The qubits exhibit frequencies ω, anharmonicities u, and
capacitive couplings g. At the flux bias point θ = −0.108 Φ0 the
decoherence times T1, T2 and T ∗2 indicate that the coherence of the
qubits is limited by magnetic flux noise with a power spectral den-
sity S(ω) = A2/ω, where A is measured to be A = 3 · 10−5 Φ0.
Note, that some parameter values (n/k) could not be measured due to
the absence of a readout resonator that directly couples to the tunable
bus (TB).
where σαi denote the standard Pauli operators (α = x, y, z).
Here, the frequencies ωi of the two computational qubits
(i = 1, 2) are fixed, while the frequency ωc(t) of the coupler
qubit in the middle is tunable via an external time-dependent
magnetic flux Φ(t).
The flux-dependence of the coupler frequency ωc(t) medi-
ated by an external flux bias line is given by [39]
ωc(t) = ω
0
c
√
|cos(piΦ(t)/Φ0)| , (2)
where ω0c corresponds to the frequency at zero applied flux
and Φ0 = h/(2e) denotes the flux quantum. The computa-
tional qubits are both capacitively interacting with the coupler
qubit via XX-type interactions with strength gi. In the follow-
ing, we consider a harmonic modulation of the external flux,
i.e,
Φ(t) = θ + δ cos(ωΦt) (3)
with the dc bias θ and an ac component with modulation fre-
quency ωΦ and strength δ. For weak modulations (δ  θ),
it is useful to expand the coupler frequency ωc(t) in (2) to
second order in the modulation strength δ, i.e.,
ωc(t) ≈ ωθc + δ
∂ωc
∂Φ
∣∣∣
Φ=θ
cos(ωΦt)
+
δ2
2
∂2ωc
∂Φ2
∣∣∣
Φ=θ
cos2(ωΦt) (4)
with ωθc = ω
0
c
√|cos(piθ/Φ0)|. By a proper choice of the
modulation frequency ωΦ, it is possible to activate various
excitations between the computational qubits (e.g., iSWAP,
bSWAP and higher transmon levels) as well as between
qubits and the coupler (sidebands) as shown in Fig. 1(b). The
strength of these excitations is tunable via the dc bias θ as
well as the modulation strength δ.
The experimental implementation of model (1) consists of
two fixed-frequency transmons (Q1, Q2 in Fig. 1) coupled via
a flux-tunable transmon (TB in Fig. 1) similar to the setup
presented in [26]. Spectroscopic measurements of our device
yield qubit frequencies, capacative coupling strengths and de-
cay rates as summarized in Table I. To perform gate opera-
tions we initialize the system in the state |100〉 for the iSWAP
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FIG. 2. Left panel: (a) Experimentally measured state population of the |100〉 state for the iSWAP gate in panel (a) and the |110〉 state for
the bSWAP gate in panel (b) as a function of modulation frequency ωΦ and time t. The modulation strength is fixed at δ = 0.065 Φ0 in (a)
and δ = 0.147 Φ0 in (b). Right panel: Oscillation frequencies of the iSWAP gate in (c) and the bSWAP gate in (d) as obtained from the state
occupations shown in (a) and (b), respectively. The solid line is the best fit of the oscillation frequencies (circles) to an effective two-state
model.
gate and |000〉 for the bSWAP gate. Experimentally, the |100〉
state is prepared by applying a pi pulse to the first qubit. Sub-
sequently, the flux is modulated at a frequency ωΦ for a time
T with an envelope amplitude consisting of a square pulse
with gaussian rise and fall of about ∼ 20 ns. Fig. 2(a,b) show
the measured state occupations for this protocol for varying
modulation frequencies close to the expected resonances at
(a) ωΦ ≈ ω1 − ω2 for the iSWAP and (b) ωΦ ≈ ω1 + ω2 for
the bSWAP interaction. Optimal gate performance is achieved
at resonance frequencies that are slightly detuned from these
simple expressions due to dispersive shifts induced by the cou-
pler, which will be discussed in the next section. For the mod-
ulation strengths δ chosen in Fig. 2, we find that the iSWAP
interaction is roughly a factor of 2 faster than the bSWAP gate.
The resonance corresponding to the bSWAP interaction is nar-
rower when compared to the iSWAP gate and thus requires a
more delicate fine tuning of the modulation frequency.
Fig. 2(c,d) is obtained from fitting the time-dependent data
in (a) and (b) with a decaying harmonic oscillation. Shown
is the oscillation frequency, i.e., gate strength, as a function
of the modulation frequency. The minima of the oscillation
frequencies correspond to the highest gate fidelities with gate
strength of about 2.8 MHz for the iSWAP and about 1.3 MHz
for the bSWAP gate.
As indicated above, harmonic modulation of the coupler
leads not only to the iSWAP and bSWAP transitions as shown
in Figure 2, but to a variety of other transitions involving zero
or more photons. To identify the transitions in the vicin-
ity of the wanted iSWAP and bSWAP, we carry out numer-
ical simulations of the model in Eq. (1) including higher
transmon levels (see Appendix A). Fig. 3(a,b) shows the os-
cillation frequencies of the most important resonances in a
broader frequency range as compared to Fig. 2(c,d), e.g.,
iSWAP, bSWAP, sidebands and higher transmon level exci-
tations. In particular, multi-photon sideband transitions in-
volving either qubit 1 or qubit 2 are quite close to the iSWAP
gate in Fig. 3(a). Most importantly, the oscillation frequencies
and associated weights of these sideband transitions are not
necessarily small such that a nearby anti-crossing can cause
additional leakage errors. This might lead to serious limita-
tions of the iSWAP architecture, when the device is scaled up
to couple more than two qubits with different resonance fre-
quencies, e.g., due to disorder effects. By comparing Fig. 3(a)
with Fig. 3(b), it becomes clear that frequency crowding ef-
fects turn out less severe for the bSWAP gate. The enhanced
free spectral range around the bSWAP gate frequency may
thus lead to favorable scaling behaviour.
These initial experimental and numerical results motivate
a more in-depth study and comparison between iSWAP and
bSWAP gates, in particular of their gate strengths and fideli-
ties. In the next section, we develop an effective analytic the-
ory, which explains the different magnitude of the interaction
strength for iSWAP and bSWAP gate. Later, in Section IV, we
analyze numerically how nearby sidebands and dissipation af-
fect the gate fidelities.
II. TIME-DEPENDENT SCHRIEFFER-WOLFF
TRANSFORMATION
The Schrieffer-Wolff transformation (SWT) is a widely ap-
plied perturbative technique in order to eliminate degrees of
freedom whose excitations are energetically far detuned from
the Hamiltonian subspace of interest [37]. Time-dependent
generalizations were developed in the context of solid-state
impurity physics [34] and more recently for the description
of parametrically activated quantum gates [35]. Below, we
generalize the previous efforts in order to include excitation
non-conserving terms beyond the rotating-wave approxima-
tion [36]. The resulting Hamiltonian is valid in a broad fre-
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FIG. 3. (a) Oscillation frequencies of the population of the |010〉
state in (a) and the |000〉 state in (b) as a function of modulation
frequency ωΦ. The results are obtained by a numerical simulation
of the transmon Hamiltonian (A1) with the coupler frequency ap-
proximated by the expansion in Eq. (4) to second order in δ. The
system is initialized in the |100〉 state in panel (a) and the |000〉
state in panel (b). Shown are the transitions that result in a popu-
lation leakage > 10−5 out of the two-state subspace corresponding
to the iSWAP gate in (a) and the bSWAP gate in (b). The DC flux
bias is θ = −0.108 Φ0. The flux modulation amplitude is fixed at
δ = 0.13 Φ0 in (a) and at δ = 0.16 Φ0 in (b).
quency range and can describe iSWAP, bSWAP as well as
Ising-type interactions.
II.1. Effective Hamiltonian
We perform a SWT with U(t) = exp{S(t)}, where the
anti-hermitian operator S† = −S is designed to effectively
decouple the coupler qubit from the rest of the circuit. For
this purpose, the unitary transformation is carried out pertur-
batively in the dispersive regime, where qubits are far detuned
from the coupler. More specifically, we choose the ansatz
S(t) =
∑
i=1,2
(
αi,−(t)σ+i σ
−
c + αi,+(t)σ
+
i σ
+
c − h.c.
)
, (5)
where the parameters αi,± fulfill the ordinary differential
equation (see Appendix B)
iα˙i,± + gi −∆i,±(t)αi,±(t) = 0 (6)
with ∆i,±(t) = ωi ± ωc(t). To second order in the coupling
strength gi, the effective two-qubit Hamiltonian is given by
Heff =−
∑
i=1,2
ω˜i(t)
2
σzi
+
(
Ω−(t)σ+1 σ
−
2 + Ω+(t)σ
+
1 σ
+
2 + h.c.
)
(7)
with the dispersively shifted fequencies
ω˜i(t) = ωi + gi
∑
µ=±
Re(αi,µ(t)) (8)
and the coupling parameters
Ω−(t) = (−1/2)
(
g1α
∗
2,+(t) + g2α1,+(t)
− g1α∗2,−(t)− g2α1,−(t)
)
(9)
and
Ω+(t) = (−1/2)
(
g1α2,+(t) + g2α1,+(t)
− g1α2,−(t)− g2α1,−(t)
)
. (10)
In the interaction picture with respect to the non-interacting
part of the Hamiltonian H0 = −(1/2)
∑
i=1,2 ω˜i(t)σ
z
i (H0
commutes with itself at different times) we obtain
Heff(t) = Ω−(t)σ+1 σ
−
2 e
iϕ−(t) + Ω+(t)σ
+
1 σ
+
2 e
iϕ+(t) + h.c. ,
(11)
where the phases are given by ϕ±(t) =
´ t
0
dt′∆±(t′) with
∆±(t) = ω˜1(t)± ω˜2(t). In general, the time-dependent cou-
pling constants and phases in (11) can be calculated efficiently
for arbitrary modulations of the flux from a numerical solution
of the differential equations in (6). For a time-independent
Hamiltonian, i.e., constant flux, the solution of (6) is given
by the well known expression αi,± = g/∆i,± with constant
∆i,± = ωi ± ωc yielding ϕ±(t) = ∆±t and equal coupling
constants Ω± = (g1g2/2)(1/∆1,− + 1/∆2,− − 1/∆1,+ −
1/∆2,+). The first term in (11) thus rotates at the difference
frequency ∆− of the two qubits, while the second term ro-
tates at the sum frequency ∆+. Note, that both phases include
the dispersive shifts of the qubits. In the general case, where
the qubit frequencies are not equal, both types of interactions
average to zero rather quickly. However, the time-dependent
coupler frequency will induce weak modulations of the cou-
pling constants as well. By properly choosing the modulation
frequency one can compensate for the phases in (11) and ob-
tain static interactions. In the next section we derive analytic
estimates for the corresponding effective interaction strength.
II.2. XX±YY couplings
For the harmonic time dependence obtained from (4) to
first order in δ, we solve the differential equation (6) for
αi,±(t) analytically in Appendix C. Assuming that the mod-
ulation frequency ωΦ is sufficiently detuned from the side-
band frequencies∼ ∆θi,±/n with ∆θi,± = ωi±ωθc and integer
n = 1, 2, .. (corresponding to n-photon resonances), we find
αi,±(t) ≈
∞∑
k=−∞
αi,±(k)eikωΦt (12)
with the coefficients
αi,±(k) = gi
∑
n
Jk−n(∓λ)Jn(±λ)
nωΦ + ∆θi,±
. (13)
5Here, Jn(x) is the n-th Bessel function of the first kind
and λ = (δ/ωΦ)(∂Φωc|Φ=θ) is a small, dimensionless pa-
rameter. It follows from (12) that the Fourier transform of
the coefficients αi,±(t) consists of a series of peaks at inte-
ger multiples of the modulation frequency ωΦ with weights
given by (13). Inserting the result (12) into (9) and (10)
yields analogous expansions for the coupling parameters
Ω±(t) =
∑
k Ω±(k)e
ikωΦt and for the detunings ∆±(t) =∑
k ∆±(k)e
ikωΦt (which determine the phases ϕ±(t)). Ne-
glecting higher harmonics in the effective Hamiltonian (11),
one then obtains static interactions, if the modulation fre-
quency equals the zero-frequency component of the detuning,
i.e., ωΦ ≈ ∆±(k = 0). Neglecting dispersive shifts, this sim-
ply reduces to ωΦ ≈ ω1 ± ω2. A quantitative more accurate
result including dispersive shifts is given by Eq. (D1) in Ap-
pendix D. By choosing the minus sign, i.e., ωΦ ≈ ω1 − ω2,
we obtain the effective iSWAP-type Hamiltonian
Heff ≈ Ω−eff (σx1σx2 − σy1σy2 ) , (14)
where the interaction strength Ω−eff is obtained from the (k =−1) frequency components in (12), i.e.,
Ω−eff ≈δ
g1g2
4
∂ωc
∂Φ
∣∣∣
Φ=θ
(
1
∆θ1,−∆
θ
2,−
+
1
∆θ1,+∆
θ
2,+
)
(15)
Similarly, by choosing the plus sign, i.e., ωΦ ≈ ω1 + ω2, we
get the effective bSWAP-type Hamiltonian
Heff ≈ Ω+eff (σx1σx2 + σy1σy2 ) , (16)
with
Ω+eff ≈−δ
g1g2
4
∂ωc
∂Φ
∣∣∣
Φ=θ
(
1
∆θ1,−∆
θ
2,+
+
1
∆θ1,+∆
θ
2,−
)
(17)
We note that the results in (15)-(17) were derived by keep-
ing Besselfunctions of order 0 and 1 in (13) and using the
asymptotic expansions J0(x) ≈ 1 and J1(x) ≈ x/2 for
x  1, i.e., small modulation strength δ. Consequently,
the gate strength are to leading order linear in the modula-
tion strength δ and directly proportional to the curvature of
the frequency-flux relationship ωc ↔ Φ, which is tunable via
the dc bias θ. The difference between iSWAP and bSWAP
interaction strengths show up inside the brackets in (15) and
(17) and will be discussed in more detail in Section III.
The effective Hamiltonian (14) corresponds to a rotation
in the computational subspace of the qubits only spanned by
{|01〉 , |10〉} and therefore allows for excitation transfer from
one qubit to the other. The effective Hamiltonian (16) corre-
sponds to a rotation in the subspace spanned by {|00〉 , |11〉},
a two photon process that would be forbidden in the ab-
sence of the coupler. The angle of rotation is given by ϑ =
Ω±eff
´ T
0
dt′ f(t′), where the dimensionless parameter f(t) en-
codes the pulse shape of the flux modulation and T is the
length of the flux pulse. The choice ϑ = pi/2 implements
the iSWAP gate for (14) and the bSWAP gate for (16). Both
gates are Clifford operations and together with single qubit
rotations they each form a universal set for quantum computa-
tion. We also note, that a modulation scheme, which involves
two frequencies, allows to realize almost arbitrary combina-
tions of XX-type and Y Y -type interactions, e.g., Ising gates.
The experimental realization of such a complex scheme is left
for future work.
II.3. Adiabatic approximation
It is instructive to compare the results of the previous sec-
tion with those obtained from a standard adiabatic approxi-
mation as employed in [26]. In particular, for weak modula-
tions one may be tempted to neglect the time derivative term
in (6) even in the case of a time-dependent coupler frequency
and approximate αi,±(t) ≈ gi/∆i,±(t). Plugging this result
back into (11) and choosing the modulation frequency as pre-
viously, i.e., ωΦ ≈ ω1 ± ω2, leads to equal gate strength for
iSWAP and bSWAP gates given by
Ω±ad = δ
g1g2
8
∂ωc
∂φ
∣∣∣
φ=θ
∑
i=1,2
(
1
(∆θi,−)2
+
1
(∆θi,+)
2
)
. (18)
A condition for the validity of this result is obtained by sub-
stituting αi,±(t) ≈ gi/∆i,±(t) back into (6). The derivative
term is then negligible as long as ∂ωc/∂t  ∆i,±(t)2. To-
gether with (4) this yields∣∣∣∣δ ∂ωc∂Φ
∣∣∣∣
Φ=θ
ωΦ 
∣∣∆θi,±∣∣2 . (19)
Consequently, an adiabatic approximation requires not only
small modulation strength δ but also sufficiently small mod-
ulation frequency ωΦ. In particular, the latter requirement is
hardly fulfilled in the case of a bSWAP interaction. We note
that the adiabatic result in (18) can also be recovered from
(13) by first taking the limit of δ → 0 at fixed ωΦ when ex-
panding the Bessel functions and afterwards taking the limit
of vanishing modulation frequency ωΦ → 0.
III. COMPARISON OF RESULTS
In Fig. 4(a) we compare the predictions of the SWT in (15)
and (17) with exact numerical calculations as well as with ex-
perimental data. For the numerical calculations, we determine
the gate strength from the time dynamics of an initial state fol-
lowed by a modulation pulse as described in Section I. We re-
peat these simulations for varying modulation frequencies and
extract the maximal gate time corresponding to the highest
gate fidelity. We find that the effective model yields the correct
linear asymptotic of the full numerical simulation for small
modulation strength δ for iSWAP as well as bSWAP interac-
tion. The iSWAP gate strength in (15) is inversely propor-
tional to the product ∆1,−∆2,− which is much smaller than
the cross-factors ∆1,−∆2,+ and ∆1,+∆2,− appearing in the
numerator of the bSWAP gate strength in (17) in agreement
with the numerical findings. On the contrary, the standard
adiabatic approximation fails to predict the correct bSWAP
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FIG. 4. (a) Gate strength of iSWAP (red) and bSWAP gate (blue) as
a function of δ/Φ0. Experimental data is shown as triangles. Cir-
cles show the numerical simulation of the full transmon Hamilto-
nian (A1). In contrast to Fig. 3, the numerical simulations have been
carried out using the complete transfer function in Eq. (2). Dashed
lines show the analytic results to linear order in δ, i.e., Eq. (15) and
Eq. (17). Solid lines show analytic results up to second order in δ (cf.
Appendix C). The black-dashed line corresponds to the adiabatic ap-
proximation in (18). The values of δ for the experimental data points
are calibrated using a fit between the measured dispersive shifts of
the modulation frequencies and the prediction of the effective model
(cf. Appendix D). (b) Modulation frequency ωΦ for the iSWAP gate
obtained from numerical simulations (red) and the effective model in
Appendix D (black dashed). Additionally, the two closest side-band
frequencies are shown (orange,green). For the latter, the coupler fre-
quency ωc(t) is expanded to second order in δ. The overbar indicates
a time average, replacing cos2(ωΦt) → 1/2 in Eq. (4). (c) shows
analogous results for the bSWAP gate (blue) including a nearby side-
band (orange) and the excitation of a higher-transmon level (grey).
interaction strength, which is roughly a factor of four smaller
than the iSWAP interaction when comparing results for the
same modulation strength, e.g., δ ∼ 0.1Φ0.
However, by increasing the modulation strength further, we
have measured bSWAP interaction strength of up to 2 MHz,
which is substantially larger than those measured with more
conventional, non-parametric schemes [32]. To obtain exper-
imental results we have recorded the oscillation frequencies
shown in Fig. 2 for different amplitudes of the modulation
signal. The measured gate times generally compare very well
with the numerical simulations and our effective model, espe-
cially at small modulation strength. The remaining discrep-
ancy can be attributed to small errors in the calibration of the
δ scale, which is obtained by fitting the slope of the measured
dispersive shifts to the analytical model (Appendix D). Resid-
ual frequency shifts not included in the model, e.g., due to a
dispersive coupling to states outside the computational sub-
space, are accounted for by allowing for a small, constant fre-
quency offset in the fitting procedure.
The two lower panels in Fig. 4 show the dependence of
the resonance frequency on the modulation strength δ for the
iSWAP gate (b) and for the bSWAP gate (c) including two
nearby excitations in each case as obtained from analytical
and numerical results. With increasing δ both excitations
move closer to the iSWAP and bSWAP gates, which can lead
to stronger leakage errors. The effect of nearby sidebands is
more severe for the iSWAP gate in the considered parameter
regime. From Eq. (13) we also see that the Fourier coefficients
which enter the gate strength diverge as soon as the sideband
excitations get close to the modulation frequency. While the
divergence itself is an artifact of the approximation (the per-
turbative SWT becomes invalid when the Fourier weights be-
come of order unity), it still explains the higher gate strength
of the iSWAP gate compared to the bSWAP gate. On the
other hand, by choosing the device parameters such that the
sum-frequency of the qubits gets closer to the sideband fre-
quencies, one could further increase the interaction strength
for the bSWAP gate (at the expense of additional leakage er-
rors). Consequently, there is a trade-off between maximal gate
strength and maximal fidelity. This will be analyzed in more
detail in the next section.
IV. DISSIPATION EFFECTS AND GATE ERROR
In this section we discuss error sources, which typically
limit the fidelity of iSWAP and bSWAP gates. The gate er-
ror  is calculated as  = 1 − F , where F denotes the gate
fidelity defined as
F =
ˆ
dψ 〈ψ|U†gateρUgate |ψ〉 . (20)
Here, dψ is the Haar measure over the computational state
space and Ugate is the unitary corresponding to an ideal gate
operation [38]. The density matrix ρ is obtained from a simu-
lation of the Lindblad master equation
ρ˙ = − i
~
[HTr, ρ] +
∑
i=1,2,c
[
Γ−i L[ai]ρ+ ΓziL[a†iai]ρ
]
(21)
with the standard Lindblad operator L[C] = (2Cρ(t)C† −{
ρ(t), C†C, ρ
}
)/2. Note, that the density matrix used in
(20) is obtained from the solution of (21) by tracing over all
degrees of freedom except the computational subspace. The
decay rates for the i-th transmon are given by the dissipation
rates reported in Section I via Γzi = (1/2)(1/T2,i−1/(2T1,i))
and Γ−i = 1/T1,i.
We simulated the fidelity of both iSWAP and bSWAP gate
for two different coupler decoherence times T c2 = 7.3µs and
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FIG. 5. (a) Error  = 1 − F of the iSWAP (red) and bSWAP (blue)
gate as a function of gate time. The gate fidelity F is calculated ac-
cording to Eq. (20) from numerical simulations of the master equa-
tion (21). The circles in the main figure are obtained with a T2 time
of the coupler of T c2 = 7.3µs whereas the coupler T2 time for the
triangles is T c2 = 500 ns. The δ scale is valid for the triangles. The
inset shows the dependence of the error on the T2 time of the coupler
for a fixed gate time of 230ns (iSWAP) and 280ns (bSWAP). The
dashed lines in the inset correspond to the results with a dissipation-
free coupler element.
T c2 = 0.5µs to characterize its effect on the gate fidelity.
The results of the simulations are summarized in Fig. 5. In
general, we find two main error sources in agreement with the
findings in Ref. [26]: (i) decoherence due to relaxation and
dephasing and (ii) leakage either into higher transmon levels
or excitations of the coupler (sidebands). For long gate times,
i.e., small modulation strength δ, the gate error is mainly
limited by the decoherence of the computational qubits.
Decoherence caused by the coupler has a comparably weak
effect even for T2 times which are an order of magnitude
smaller than those of the computational qubits (see inset
of Fig. 5). Only when the T2 time of the coupler becomes
comparable to the gate time (∼ 500ns), we see a substantial
increase of the gate error. The average leakage population
for the longest simulated gate times in Fig. 5 is well below
10−6. This changes drastically when decreasing the gate
time, i.e., increasing the modulation strength δ. For gate
times of about ∼ 100(200)ns, we observe a sharp increase
of the leakage population for the iSWAP (bSWAP) gate.
This is consistent with the results shown in Fig. 4(b,c), i.e.,
the closing of the gap between the modulation frequency of
the gate and the resonance frequency of the closest residual
excitation. Interestingly for gate times > 200ns, the error
rates of iSWAP and bSWAP gates are similar even though the
bSWAP gate requires a much larger modulation amplitude
δ. This can be attributed to the enhanced free spectral
range and weaker effects of nearby anti-crossings at elevated
modulation frequencies consistent with the results shown in
Fig. 3. We also note, that no residual excitations exist below
the bSWAP in Fig. 3(b), corresponding to a total free spectral
range of about ∼ 1GHz around the bSWAP modulation
frequency.
V. SUMMARY & OUTLOOK
In summary, we have studied theoretically and experimen-
tally a parametrically driven two-photon gate (bSWAP) and
compared its performance to the more commonly employed
exchange-interaction gate (iSWAP). We find that the bSWAP
gate is generally slower than the iSWAP gate at equal para-
metric amplitudes, but still faster than realizations based on
non-parametric drive schemes. We derive simple analytic ex-
pressions for the strength of both gates and find good agree-
ment with numerical and experimental data. Our calculations
suggest that frequency-crowding effects become less severe at
elevated frequencies corresponding to the bSWAP gate. For
the future, we plan to scale-up the current device and inves-
tigate the scalibitliy of the modulation scheme when the cou-
pler mediates two-qubit interactions between several qubits
simultaneously. The combination of iSWAP (XX+YY) and
bSWAP (XX-YY) Hamiltonian terms at simultaneous driving
also opens up the possibility to engineer Ising-type interac-
tions. On the theory level, it would be worthwhile to apply
the time-dependent SWT on the density matrix level in order
to obtain an effective two-qubit Liouvillian, which includes
dissipative effects and allows for analytic estimates of the gate
fidelities.
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Appendix A: Higher Transmon Levels
In Eq. (1) we have modelled the superconducting qubits as
two-level systems. In the case of transmon qubits this assump-
tion is often too simplistic and more levels need to be included
for a quantitative accurate description. For the numerical sim-
ulations performed in this paper we have used the generalized
8Hamiltonian
HTr =
∑
i=1,2
[
ωia
†
iai −
ui
2
a†iai(a
†
iai − 1)
]
+ ωc(t)a
†
cac −
uc
2
a†cac(a
†
cac − 1)
+
∑
i=1,2
gi(a
†
i + ai)(a
†
c + ac) , (A1)
where the creation (annihilation) operators for transmon i are
denoted by the bosonic operators a†i (ai). The anharmonicity
of the transmon leads to a Kerr nonlinearity with strength ui
[39]. By restricting the Hilbert space to the lowest two states
of each transmon we obtain Eq. (1).
Appendix B: Schrieffer-Wolff transformation
We consider a unitary transformation of the Hamiltonian
H = H0 + V with U(t) = exp{S(t)} and S† = −S . As-
suming that V and S are proportional to a small parameter
(∼ g), we expand the Hamiltonian in the new frame H to sec-
ond order in g, i.e.,
H = UHU† − iU
(
∂U
∂t
)†
≈ Heff +HV (B1)
with
Heff = H0 + [S, V ] +
1
2
[S, [S,H0]] +
i
2
[
S,
∂S
∂t
]
, (B2)
and
HV = i
∂S
∂t
+ [S,H0] + V . (B3)
A straightforward calculation shows that the effective Hamil-
tonian Heff for H and S given by (1) and (5), respectively,
reads
Heff =
∑
i=1,2
− ω˜i(t)
2
σzi −
ω˜c(t)
2
σzc
+
(
Ω−(t)σ+1 σ
−
2 + h.c.
)
σzc +
(
Ω+(t)σ
+
1 σ
+
2 + h.c.
)
σzc .
(B4)
The Hamiltonian in (B4) is blockdiagonal, i.e., the Hilbert
space of the computational qubits is decoupled from the tun-
able coupler. Setting σzc ≈ 1 and omitting constant term gives
the two-qubit Hamiltonian in (11). The necessary condition
HV = 0 then leads to the differential equation (6).
Appendix C: Solution of Equation (6)
The differential equation (6) can be cast into the general
form
dy
dt
+ P (t)y = Q(t) , (C1)
with y(t) = αi,±, Q(t) = igi and P (t) = i∆i,±(t). The
general solution of (C1) is given by
y = u(t)−1
[ˆ
u(t′)Q(t′) dt′ + C±
]
, (C2)
with the integration constant C± and the integrating factor
u(t) = exp
(´
P (t′) dt′
)
. For the harmonic expansion in (4)
we can readily calculate the integrating factor to leading order
in δ, i.e.,
u(t) = ei∆
θ
i,±te−iλ sin(ωΦt) , (C3)
with λ = (δ/ωΦ)(∂Φωc|Φ=θ). In order to evaluate the remain-
ing integral in (C2), we utilize the Jacobi-Anger expansion
e±iλ sin θ =
∞∑
n=−∞
Jn(±λ) einθ , (C4)
where Jn(z) is the n-th Bessel function of the first kind. Plug-
ging (C3) and (C4) into (C2) we obtain
αi,±(t) = gi
∞∑
m=−∞
∞∑
n=−∞
Jm(∓λ)Jn(±λ)
× e
i(n+m)ωΦt
nωΦ + ∆θi,±
+ Ci,±(t) . (C5)
The initial condition αi,±(0) = gi/∆i,± yields
Ci,±(t) = gi
∞∑
m=−∞
ei(mωΦ−∆
θ
i,±)t
× Jm(∓λ)
(
1
∆θi,±
−
∞∑
n=−∞
Jn(±λ)
nωΦ + ∆θi,±
)
. (C6)
As long as the modulation frequencies are sufficiently de-
tuned from the sidebands at ∼ ∆θi,±/n, the integration con-
stant Ci,±(t) rotates rapidly and can therefore be neglected
in Eq. (C5), yielding the approximate result in Eq. (12) and
Eq. (13).
We have also included higher order terms in the expansion of
the coupler frequency in (4) and performed calculations com-
pletely analogous to the steps outlined above in order to ob-
tain analytic solutions of αi,±(t) to a higher precision. We
find that keeping terms up to second order in δ is sufficient to
obtain expressions for Ω±eff that are almost indistinguishable
from the numerical results in Fig. 4. The resulting algebraic
expressions, however, are lengthy and not particularly insight-
ful beyond of what has been stated above. We have therefore
omitted them here for brevity.
Appendix D: Dispersive shifts
By expanding the shifted qubit frequencies (8) in a Fourier
series ω˜i(t) = ωi +
∑
k δωi(k)e
ikωΦt (see discussion below
9Eq. (13)), and expanding (8) self-consistently to second order
in δ yields for the k = 0 components
δωi(0)≈ g2i
(
1
∆θi,−
+
1
∆θi,+
)
−
(
∂ωc
∂Φ
∣∣∣
Φ=θ
)2
δ2
ω2±
× g
2
i ωi
(
ω2± −∆θi,−∆θi,+
)
(ω2± − (∆θi,−)2)(ω2± − (∆θi,+)2)
(D1)
with ω± = ω1±ω2. Consequently, the dispersive shifts for the
optimal modulation frequencies ωΦ = ω1±ω2+δωΦ are given
by δωΦ ≈ δω1(0)± δω2(0). Note that Eq. (D1) contains the
usual Lamb-type shift induced by the tunable bus (first term
on the r.h.s of Eq. (D1)) as well as an AC shift induced by the
modulation (second term on the r.h.s of Eq. (D1)).
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