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The Cauchy problem for a singular parabolic equation with gradient term of the form
ut − div
(|Du|p−2Du)= ∣∣Duq∣∣σ
is studied. This paper both extends the existence of solutions of the porous media equation
with the same gradient term to this Cauchy problem for the case qσ > p − 1, and obtains
the existence of solutions on the assumptions that measures as initial data for the case
0 < qσ  p − 1. However, as qσ > p − 1, the optimality of the stipulated assumptions to
existence of solutions is still open.
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1. Introduction and statement of the main results
We are concerned with the existence of solutions for the following Cauchy problem
ut − div
(|Du|p−2Du)= ∣∣Duq∣∣σ , in ST = RN × (0, T ), (1.1)
u(x,0) = μ, on RN , (1.2)
where 2NN+1 < p < 2, q > 0, 0 < σ < p, T > 0 and μ is a nonnegative Radon measure. The restriction on p makes Eq. (1.1)
singular because the term |Du|p−2, which measures the modulus of ellipticity of the principal part of (1.1), is unbounded at
points where |Du| = 0. Thus we are dealing with a singular parabolic problem.
For the homogeneous case, the existence of solutions with measures as initial data was studied by Di Benedetto and Her-
rero in [8]. As p is close to 1, Xu introduced the notion of renormalized solutions and proved the existence of renormalized
solutions to problem (1.1)–(1.2) in [15].
For the semilinear case, the existence of solutions was considered by many authors (see [1,4,3,2,9]). Particularly, in [3],
Andreucci studied the existence of solutions under optimal assumptions on the initial data.
For the porous medium equation with gradient term, that is
ut − um =
∣∣Duq∣∣σ ,
the existence of solutions on the assumptions that measures as initial data was studied in [3] with condition qσ m.
Recently, in [6], Chen and Zhao obtained a parallel existence result as in [3] to the degenerate evolution p-Laplacian
equations (i.e., p > 2 in (1.1)). They obtained the existence of solutions with condition qσ  p − 1.
Here we obtain the existence of solutions to the problem (1.1)–(1.2). Actually, the singular case seems to be less tractable
than the degenerate one. By treating carefully the parameters N, p,q, σ , we not only extend the existence result in [6,14,10]
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H. Shang / J. Math. Anal. Appl. 378 (2011) 578–591 579to the case of p < 2 and qσ  p − 1, but also obtain an existence result with qσ < p − 1. Particularly, as q = 1, the results
coincide with those in [13].
Deﬁnition 1.1. A nonnegative measurable function u(x, t) deﬁned in ST is called a weak solution of (1.1)–(1.2), if
u ∈ Cloc
(
0, T ; L1loc
(
RN
))∩ L∞loc(ST ), |Du|p, ∣∣Duq∣∣σ ∈ L1loc(ST ),
and
T∫
0
∫
Ω
[−uϕτ + |Du|p−2DuDϕ]dxdτ =
T∫
0
∫
Ω
∣∣Duq∣∣σ ϕ dxdτ , (1.3)
for all ϕ ∈ C10(ST ). Moreover
lim
t→0
∫
RN
u(x, t)η(x)dx =
∫
RN
ηdμ, ∀η ∈ C10
(
RN
)
. (1.4)
We introduce some notations as in [3].
Let μ be any nonnegative Radon measure in RN and u ∈ L∞loc(ST ) with u  0. Suppose that 0 θ  N is given. Set
[μ] = sup
x∈RN
sup
0<ρ<1
ρθ −
∫
Bρ(x)
dμ,
[u]t = sup
0<τ<t
sup
x∈RN
sup
0<ρ<1
ρθ −
∫
Bρ(x)
u(y, τ )dy, 0 < t < T , (1.5)
where
−
∫
E
dμ = 1|E|
∫
E
dμ, |E| is the Lebesgue measure of E.
We use γ (a1,a2, . . . ,an) to denote positive constants depending only on speciﬁed quantities a1,a2, . . . ,an .
We state our main results as follows.
Theorem 1.1 (The case σ(pq−p+1)p−σ  1). Let [μ] be ﬁnite, 2NN+1 < p < 2. Let θ(qσ − p + 1) < p − σ hold, then there exists a solution
to (1.1)–(1.2) deﬁned in RN × (0, T0), where T0 = T0([μ],N, p,q, σ , θ), such that ∀0 < t < T0 , we have
[u]t  γ
([μ] pκ + 1), (1.6)∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(p−2) ([μ] pκ + 1), (1.7)
where γ = γ (N, p,q, σ , θ), κ = N(p − 2) + p.
Remark 1.1. Compared to the L∞-estimate in Lemma 2.1 in [3], the right-hand sides of (2.2) and (2.15) below contain
an additional term +1, since to deal with the singular parabolic equation here, we must construct a different iteration
process to obtain the L∞-estimate. Eventually, it leads to the bound in (1.6) containing both an additional term +1, and a
superlinear power of the norm of the initial data, rather than being genuinely linear on such norm as in Theorem 1.1 in [3].
Theorem 1.2 (The case 0 < σ(pq−p+1)p−σ < 1). Let [μ] be ﬁnite, 2NN+1 < p < 2. Let θ(qσ − p+1) < p−σ and q > 2−pp hold, then there
exists a solution to (1.1)–(1.2) deﬁned in RN × (0, T ′0) such that (1.6)–(1.7) hold for all 0 < t < T ′0 , where T ′0 = T ′0([μ],N, p,q, σ , θ).
Remark 1.2. The dependence of T0 on the quantities speciﬁed in the statements of Theorem 1.1 and Theorem 1.2 can be
made explicit. We refer to the proofs of Lemma 2.5 and Lemma 2.6.
Remark 1.3. For the case 0 < qσ  p − 1, the assumption θ(qσ − p + 1) < p − σ in Theorem 1.1 and Theorem 1.2 obviously
holds. Concerning the case qσ > p − 1, the assumption θ(qσ − p + 1) < p − σ is critical in the proof. We suspect that this
stipulated assumption is also optimal, but we haven’t found a suitable method to prove it.
This paper is organized as follows: In Section 2, a priori estimates will be given. In Section 3, we will ﬁnish the proofs
of Theorem 1.1 and Theorem 1.2.
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For any u ∈ L∞loc(ST ∗), u  0, T ∗  1, we deﬁne
〈u〉t = sup
0<τ<t
sup
x∈RN
sup
R(τ )<ρ<1
ρθ −
∫
Bρ
u(y, τ )dy, R(t) = t 1p+θ(p−2) , (2.1)
for all 0 < t < T ∗ . The connection between [u]t and 〈u〉t will be commented upon in Remark 2.1.
We ﬁrst give two sup-estimates.
Lemma 2.1 (The case 0 < σ(pq−p+1)p−σ < 1). Let u be a nonnegative continuous weak subsolution of (1.1) in ST ∗ . Then we have∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(p−2) (〈u〉 pκt + 1), ∀0 < t < T ∗, (2.2)
where γ = γ (N, p,q, σ , θ), κ = N(p − 2) + p.
Proof. Let ρ > 0,  ∈ (0, 12 ), and x0 ∈ RN be ﬁxed, let k > 0 be chosen. For n = 0,1,2, . . . , set
ρn = ρ
2
+ 
2n+1
ρ, tn = t
2
−
(

2n+1
)p
t, kn = k − k
2n+1
,
Bn = Bρn (x0), Qn = Bn × (tn, t), 0 < tn < t  T ′.
Let ζn(x, τ ) be a smooth cut-off function in Qn with 0 ζn(x, τ ) 1, such that
ζn ≡ 1 in Qn+1, 0 ∂ζn
∂τ
 γ 2
(n+2)p
pt
, |Dζn| γ 2
n+2
ρ
.
Taking ϕ = (u − kn+1)+ζ pn as the testing function in (1.3), we get
1
2
∫
Bn
(u − kn+1)2+
(
x, t′
)
ζ
p
n dx+
t′∫
tn
∫
Bn
∣∣D(u − kn+1)+∣∣pζ pn dxdτ + p
t′∫
tn
∫
Bn
ζ
p−1
n (u − kn+1)+|Du|p−2DuDζn dxdτ
= p
2
t′∫
tn
∫
Bn
(u − kn+1)2+ζ p−1n ζnτ dxdτ +
t′∫
tn
∫
Bn
∣∣Duq∣∣σ (u − kn+1)+ζ pn dxdτ , (2.3)
where tn < t′ < t . By Young’s inequality, we obtain
p
∣∣∣∣∣
t′∫
tn
∫
Bn
ζ
p−1
n (u − kn+1)+|Du|p−2DuDζn dxdτ
∣∣∣∣∣
 1
4
t′∫
tn
∫
Bn
∣∣D(u − kn+1)+∣∣pζ pn dxdτ + γ
t′∫
tn
∫
Bn
(u − kn+1)p+|Dζn|p dxdτ , (2.4)
t′∫
tn
∫
Bn
∣∣Duq∣∣σ (u − kn+1)+ζ pn dxdτ
 1
4
t′∫
tn
∫
Bn
∣∣D(u − kn+1)+∣∣pζ pn dxdτ + γ
t′∫
tn
∫
Bn
u
σ (pq−p+1)
p−σ (u − kn+1)+ dxdτ . (2.5)
If u > 2kn , then
(u − kn)2+ 
u
2
(u − kn+1)+.
If kn+1  u  2kn , then
(u − kn)2+  (u − kn)+(kn+1 − kn) 2−n−3u(u − kn+1)+.
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t′∫
tn
∫
Bn
u
σ (pq−p+1)
p−σ (u − kn+1)+ dxdτ  2nγ
t′∫
tn
∫
Bn
u
σ (pq−p+1)
p−σ −1(u − kn)2+χ{u  kn+1}dxdτ . (2.6)
Assume k > t (k is to be chosen), then
u
σ (pq−p+1)
p−σ −1 
(
1
kn+1
)1− σ (pq−p+1)p−σ
 2
t
, (2.7)
since 0 < σ(pq−p+1)p−σ < 1 and 0 < t < 1. Combining (2.4)–(2.7) with (2.3), we obtain
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx+
∫ ∫
Qn
∣∣D((u − kn+1)+ζn)∣∣p dxdτ
 γ 2
np
pt
∫ ∫
An+1
(u − kn)2+ dxdτ + γ
2np
pρ p
∫ ∫
An+1
(u − kn)p+ dxdτ , (2.8)
where An+1 = {(x, t) ∈ Qn: u(x, t) kn+1}.
By Gagliado–Nirenberg’s inequality in [11] and (2.8), we get∫ ∫
Qn
ζ dn (u − kn+1)b+ dxdτ
 γ
∫ ∫
Qn
∣∣D((u − kn+1)+ζn)∣∣p dxdτ
(
sup
tn<τ<t
∫
Bn
(u − kn+1)2+ζ pn (x, τ )dx
) p
N
 γ
{
2np
σ pt
∫ ∫
An+1
(u − kn)2+ dxdτ +
2np
σ pρ p
∫ ∫
An+1
(u − kn)p+ dxdτ
}1+ pN
, (2.9)
where b = p + 2pN and d is large enough.
Since p > 2NN+1 , we have b > 2. Hölder’s inequality implies that∫ ∫
An+1
(u − kn)2+ dxdτ 
(∫ ∫
Qn
(u − kn)b+ dxdτ
) 2
b |An+1|1− 2b , (2.10)
∫ ∫
An+1
(u − kn)p+ dxdτ 
(∫ ∫
Qn
(u − kn)b+ dxdτ
) p
b |An+1|1− pb . (2.11)
Notice that∫ ∫
Qn
(u − kn)b+ dxdτ 
(
k
2n+2
)b
|An+1|, (2.12)
then substituting (2.10)–(2.12) into (2.9), we have
∫ ∫
Qn+1
(u − kn+1)b+ dxdτ  γ
{
2bn
(
k2−b
σ pt
+ k
p−b
σ pρ p
)∫ ∫
Qn+1
(u − kn)b+ dxdτ
}1+ pN
. (2.13)
Then by virtue of the recursive inequality (2.13), following the iterative process in Lemma 2.1 in [13], we can obtain (2.2). 
Lemma 2.2 (The case σ(pq−p+1)p−σ  1). Let u be a nonnegative continuous weak subsolution of (1.1) in ST ∗ . Assume also that a time
0 < T ′ < T ∗ is given such that
t
∥∥u(·, t)∥∥ σ (pq−p+1)p−σ −1N  1, ∀0 < t < T ′. (2.14)∞,R
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∥∥u(·, t)∥∥∞,RN  γ t− θp+θ(p−2) (〈u〉 pκt + 1), ∀0 < t < T ′, (2.15)
where γ = γ (N, p,q, σ , θ), κ = N(p − 2) + p.
Proof. For this case, we take the same testing function as in Lemma 2.1, the only difference between these two cases is the
estimate of term |Duq|σ . Now we estimate it as follows
t′∫
tn
∫
Bn
∣∣Duq∣∣σ (u − kn+1)+ζ pn dxdτ
 1
4
t′∫
tn
∫
Bn
∣∣D(u − kn+1)+∣∣pζ pn dxdτ + γ
t′∫
tn
∫
Bn
u
σ (pq−p+1)
p−σ (u − kn+1)+ dxdτ
 1
4
t′∫
tn
∫
Bn
∣∣D(u − kn+1)+∣∣pζ pn dxdτ + γ
t′∫
tn
∫
Bn
u
σ (pq−p+1)
p−σ −1(u − kn)2+χ{u  kn+1}dxdτ
 1
4
t′∫
tn
∫
Bn
∣∣D(u − kn+1)+∣∣pζ pn dxdτ + γ 2nt
t′∫
tn
∫
Bn
(u − kn)2+χ{u  kn+1}dxdτ .
Here we use (2.14). Then the remainder proof is the same as that of Lemma 2.1 and we omit the details. 
Remark 2.1. It follows from (1.6) and (2.1) that 〈u〉t  [u]t . Using Lemma 2.1 and Lemma 2.2, we obtain
[u]t  γ
(〈u〉 pκt + 1), (2.16)
for all 0 < t < T ∗ if 0 < σ(pq−p+1)p−σ < 1, 0 < t < T
′ if σ(pq−p+1)p−σ  1.
Now we give the estimates of |Duq|σ .
Lemma 2.3. Let the assumptions of Lemma 2.2 and θp+θ(p−2) (
σ (pq−p+1)
p−σ − 1) < 1 hold. Then for every Bρ(x0) ⊂ RN , 0 < t < T ′ ,
R(t) ρ  1, the following statements hold:
(i) Let σ(pq−p+1)p−σ > 1, then
t∫
0
∫
B ρ
2
(x0)
∣∣Duq∣∣σ dxdτ
 γ
(
t
p−σ−θ(qσ−p+1)
p+θ(p−2) G(t) + ρ σ(N−p)p t1+ θ(p−σ−pqσ )p(p+θ(p−2)) G(t) p−σp )(〈u〉 σ (pq−p+1)−p+σκt + 1). (2.17)
(ii) Let σ(pq−p+1)p−σ = 1, then we have
t∫
0
∫
B ρ
2
(x0)
∣∣Duq∣∣σ dxdτ
 γ
{
ρ
−σ+N( 2σp −σ )tG(t)1+σ−
2σ
p + ρ N(σ−α)p t p−σp − θ(σ−α)p(p+θ(p−2)) G(t)1− σp + αp (〈u〉 σ−ακt + 1)}, (2.18)
where G(t) = sup0<τ<t ‖u(·, τ )‖1,Bρ(x0) , max{σ(p − 1),σ − (p+θ(p−2))(p−σ)σ } < α < σ , κ = N(p − 2) + p, γ = γ (N, p,q, σ , θ).
In (2.18), γ also depends on α.
H. Shang / J. Math. Anal. Appl. 378 (2011) 578–591 583Proof. Set Bρ = Bρ(x0). Take ϕ = t pβσ u1− ασ ζ p (here 1 − ασ > 0) as the testing function in (1.3), where ζ is a piecewise
smooth cut-off function in Bρ , such that
0 ζ  1 in Bρ, ζ = 1 in B ρ
2
, |Dζ | 2
ρ
and β , α are to be chosen. Thus we obtain
1
2− ασ
∫
Bρ
t
pβ
σ ζ pu2−
α
σ (x, t)dx+
(
1− α
σ
) t∫
0
∫
Bρ
τ
pβ
σ ζ pu−
α
σ |Du|p dxdτ

pβ
σ
2− ασ
t∫
0
∫
Bρ
τ
pβ
σ −1ζ pu2−
α
σ dxdτ + p
t∫
0
∫
Bρ
τ
pβ
σ ζ p−1u1−
α
σ |Du|p−1|Dζ |dxdτ
+
t∫
0
∫
Bρ
τ
pβ
σ u1−
α
σ ζ p
∣∣Duq∣∣σ dxdτ . (2.19)
Young’s inequality implies that
p
t∫
0
∫
Bρ
τ
pβ
σ ζ p−1u1−
α
σ |Du|p−1|Dζ |dxdτ

(1− ασ )
4
t∫
0
∫
Bρ
τ
pβ
σ ζ pu−
α
σ |Du|p dxdτ + γ
t∫
0
∫
Bρ
τ
pβ
σ up−
α
σ |Dζ |p dxdτ , (2.20)
t∫
0
∫
Bρ
τ
pβ
σ u1−
α
σ ζ p
∣∣Duq∣∣σ dxdτ

(1− pασ )
4
t∫
0
∫
Bρ
τ
pβ
σ ζ pu−
α
σ |Du|p dxdτ + γ
t∫
0
∫
Bρ
τ
pβ
σ u
σ (pq−p+1)
p−σ −1+2− ασ dxdτ . (2.21)
Substituting (2.20)–(2.21) into (2.19), and by (2.14), we obtain
t∫
0
∫
Bρ
τ
pβ
σ ζ pu−
α
σ |Du|p dxdτ
 γ
{
ρ−p
t∫
0
∫
Bρ
τ
pβ
σ up−
α
σ dxdτ +
t∫
0
∫
Bρ
(
1+ τu σ (pq−p+1)p−σ −1)τ pβσ −1u2− ασ dxdτ
}
 γ
(
ρ−p
t∫
0
∫
Bρ
τ
pβ
σ up−
α
σ dxdτ +
t∫
0
∫
Bρ
τ
pβ
σ −1u2−
α
σ dxdτ
)
. (2.22)
By Hölder’s inequality, we have
t∫
0
∫
Bρ
∣∣Duq∣∣σ ζσ dxdτ

( t∫
0
∫
Bρ
τ
pβ
σ ζ pu−
α
σ |Du|p dxdτ
) σ
p
( t∫
0
∫
Bρ
τ
− pβp−σ u
σ (pq−p)+α
p−σ dxdτ
) p−σ
p
. (2.23)
From now on, we divide the proof into two cases.
584 H. Shang / J. Math. Anal. Appl. 378 (2011) 578–591Case 1 ( σ(pq−p+1)p−σ > 1). Set α = p − σ(pq − p + 1) and substituting (2.22) into (2.23), we obtain
t∫
0
∫
Bρ
∣∣Duq∣∣σ ζσ dxdτ
 γ
(
ρ−p
t∫
0
∫
Bρ
τ
pβ
σ up−
α
σ dxdτ +
t∫
0
∫
Bρ
τ
pβ
σ −1u2−
α
σ dxdτ
) σ
p
( t∫
0
∫
Bρ
τ
−β pp−σ u dxdτ
) p−σ
p
. (2.24)
By Young’s inequality, we have
ρ−p
t∫
0
∫
Bρ
τ
pβ
σ up−
α
σ dxdτ
 γρ−p
( t∫
0
∫
Bρ
τ
pβ
σ + pp+θ(p−2)−1u2−
α
σ dxdτ +
t∫
0
∫
Bρ
τ
pβ
σ + θ(1−p)p+θ(p−2) u1−
α
σ dxdτ
)
. (2.25)
By (2.24)–(2.25), (2.15) and noticing that R(t) ρ  1, we obtain
t∫
0
∫
B ρ
2
∣∣Duq∣∣σ dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
τ
pβ
σ + pp+θ(p−2)−1∥∥u(·, τ )∥∥1− ασ∞,Bρu dxdτ
+ ρ−p
t∫
0
∫
Bρ
τ
pβ
σ + θ(1−p)p+θ(p−2) ∥∥u(·, τ )∥∥1− ασ∞,Bρ dxdτ
+
t∫
0
∫
Bρ
τ
pβ
σ −1
∥∥u(·, τ )∥∥1− ασ∞,Bρu dxdτ
) σ
p
( t∫
0
∫
Bρ
τ
− pβp−σ u dxdτ
) p−σ
p
 γ
(
ρ−pt
pβ
σ + pp+θ(p−2)− θp+θ(p−2) (1− ασ )(〈u〉 pκt + 1)1− ασ G(t)
+ ρN−pt pβσ + θ(1−p)p+θ(p−2)− θp+θ(p−2) (1− ασ )+1(〈u〉 pκt + 1)1− ασ
+ t pβσ − θp+θ(p−2) (1− ασ )(〈u〉 pκt + 1)1− ασ G(t)) σp (t1− pβp−σ G(t)) p−σp
 γ
(
t
p−σ−θ(qσ−p+1)
p+θ(p−2) G(t) + ρ σ(N−p)p t1+ θ(p−σ−pqσ )p(p+θ(p−2)) G(t) p−σp )(〈u〉 σ (pq−p+1)−p+σκt + 1),
provided
pβ
σ
+ p
p + θ(p − 2) −
θ
p + θ(p − 2)
(
1− α
σ
)
> 0, (2.26)
pβ
σ
+ θ(1− p)
p + θ(p − 2) −
θ
p + θ(p − 2)
(
1− α
σ
)
+ 1 > 0, (2.27)
pβ
σ
− θ
p + θ(p − 2)
(
1− α
σ
)
> 0, (2.28)
1− pβ
p − σ > 0, (2.29)
where α = p − σ(pq − p + 1). By virtue of θp+θ(p−2) ( σ (pq−p+1)p−σ − 1) < 1, it is easy to ﬁnd β such that (2.26)–(2.29) hold.
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t∫
0
∫
B ρ
2
∣∣Duq∣∣σ dxdτ
 γ
(
ρ−p
t∫
0
∫
Bρ
τ
pβ
σ up−
α
σ dxdτ +
t∫
0
∫
Bρ
τ
pβ
σ −1u2−
α
σ dxdτ
) σ
p
( t∫
0
∫
Bρ
τ
− pβp−σ u
p−2σ+α
p−σ dxdτ
) p−σ
p
 γ
{
ρ−p
( t∫
0
∫
Bρ
τ
pβ
pσ−α u dxdτ
) pσ−α
σ (
tρN
)1−p+ ασ
+
t∫
0
∫
Bρ
τ
pβ
σ −1
∥∥u(·, τ )∥∥1− ασ∞,Bρu dxdτ
} σ
p
{( t∫
0
∫
Bρ
τ
− pβp−2σ+α u dxdτ
) p−2σ+α
p−σ (
tρN
) σ−α
p−σ
} p−σ
p
 γ
{
ρ−p+N(1−p+
α
σ )t
pβ
σ +1G(t)p−
α
σ + t pβσ − θp+θ(p−2) (1− ασ )G(t)(〈u〉 pκt + 1)1− ασ } σp
× {ρ N(σ−α)p−σ t1− pβp−σ G(t) p−2σ+αp−σ } p−σp
 γ
{
ρ
−σ+N( 2σp −σ )tG(t)1+σ−
2σ
p + ρ N(σ−α)p t p−σp − θ(σ−α)p(p+θ(p−2)) G(t)1− σp + αp (〈u〉 σ−ακt + 1)},
provided
p − α
σ
< 1, (2.30)
p − 2σ + α
p − σ < 1, (2.31)
pβ
σ
− θ
p + θ(p − 2)
(
1− α
σ
)
> 0, (2.32)
1− pβ
p − σ > 0. (2.33)
It is easy to prove that there exists β such that (2.30)–(2.33) hold. The proof is completed. 
Lemma 2.4. Let u be a nonnegative weak solution of (1.1) in ST ∗ . Then for every Bρ(x0) ⊂ RN , 0 < t < T ∗ , R(t)  ρ  1, if 0 <
σ(pq−p+1)
p−σ < 1 and q >
2−p
p , we have
t∫
0
∫
B ρ
2
(x0)
∣∣Duq∣∣σ dxdτ  γ (ρ−σ+N(1−qσ )tG(t)qσ + ρN(1+σ (1− 2p −q))t1− σp G(t) 2σp +qσ−σ ), (2.34)
where G(t) = sup0<τ<t ‖u(·, τ )‖1,Bρ(x0) , κ = N(p − 2) + p, γ = γ (N, p,q, σ , θ).
Proof. Set Bρ = Bρ(x0). The calculations to follow are formal in which u is required to be strictly positive. The calculations
can be made rigorous by replacing u in the testing function with u +  and letting  → 0. Take ϕ = (t − τ ) pβσ u1− ασ ζ p (here
1− ασ < 0, 0 < τ < t) as the testing function in (1.3), where ζ is as in Lemma 2.3 and β > 0, α > 0 are to be chosen, then
we have
(
α
σ
− 1
) t∫
0
∫
Bρ
(t − τ ) pβσ ζ pu− ασ |Du|p dxdτ
 p
t∫
0
∫
B
(t − τ ) pβσ ζ p−1u1− ασ |Du|p−1|Dζ |dxdτ +
pβ
σ
2− ασ
t∫
0
∫
B
(t − τ ) pβσ −1ζ pu2− ασ dxdτ . (2.35)
ρ ρ
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t∫
0
∫
Bρ
(t − τ ) pβσ ζ pu− ασ |Du|p dxdτ
 γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβσ up− ασ dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβσ −1u2− ασ dxdτ
)
. (2.36)
Applying Hölder’s inequality and using (2.36), we get
t∫
0
∫
B ρ
2
∣∣Duq∣∣σ dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβσ up− ασ dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβσ −1u2− ασ dxdτ
) σ
p
×
( t∫
0
∫
Bρ
(t − τ )− pβp−σ u σ (pq−p)+αp−σ dxdτ
) p−σ
p
. (2.37)
Now we divide the proof into two cases.
Case 1. If p − σ  pqσ , set α = p − σ(pq − p + 1), 0 < β < p−σp in (2.37), then we have
t∫
0
∫
B ρ
2
∣∣Duq∣∣σ dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβσ u1− pσ +pq dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβσ −1u3− pσ +pq−p dxdτ
) σ
p
×
( t∫
0
∫
Bρ
(t − τ )− pβp−σ u dxdτ
) p−σ
p
. (2.38)
By Hölder’s inequality, we get
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβσ u1− pσ +pq dxdτ
 ρ−p
( t∫
0
∫
Bρ
(t − τ )− pβp−σ u dxdτ
)1− pσ +pq(
ρN
t∫
0
(t − τ )( pβσ + pβp−σ (1− pσ +pq)) σp−pqσ dτ
) p−pqσ
σ
= ρN( pσ −pq)−ptβ p
2q
p−σ + pσ −pq
( t∫
0
∫
Bρ
(t − τ )− pβp−σ u dxdτ
)1− pσ +pq
, (2.39)
t∫
0
∫
Bρ
(t − τ ) pβσ −1u3− pσ +pq−p dxdτ
=
( t∫
0
∫
Bρ
(t − τ )− pβp−σ u dxdτ
)3− pσ +pq−p(
ρN
t∫
0
(t − τ )
pβ
p−σ (2+pq−p)−1
p
σ +p−2−pq dτ
) p
σ +p−2−pq
 ρN(
p
σ +p−2−pq)t
pβ
p−σ (2+pq−p)+ pσ +p−3−pq
( t∫
0
∫
Bρ
(t − τ )− pβp−σ u dxdτ
)3− pσ +pq−p
, (2.40)
since 1− pσ + pq < 1 and 3− pσ + pq − p < 1 (these two estimates follow from the assumptions σ(pq−p+1)p−σ < 1 and p < 2).
Substituting (2.39)–(2.40) into (2.38), and by easy calculations, we obtain (2.34).
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t∫
0
∫
B ρ
2
∣∣Duq∣∣σ dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pq2 dxdτ +
t∫
0
∫
Bρ
(t − τ ) pq2 −1u2−p dxdτ
) σ
p
×
( t∫
0
∫
Bρ
(t − τ )− pqσ2(p−σ ) u pqσp−σ dxdτ
) p−σ
p
. (2.41)
Applying Hölder’s inequality, we get
t∫
0
∫
Bρ
(t − τ ) pq2 −1u2−p dxdτ  ρN(p−1)t pq−p2 +p−1
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)2−p
, (2.42)
t∫
0
∫
Bρ
(t − τ )− pqσ2(p−σ ) u pqσp−σ dxdτ  (tρN)1− pqσp−σ
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
) pqσ
p−σ
, (2.43)
since pq−p2 + p − 1 > 0. Substituting (2.42)–(2.43) into (2.38), we also obtain (2.34). 
Remark 2.2. As a particular case of estimate (2.34), the following estimate holds
t∫
0
∫
B ρ
2
(x0)
|Du|p−1 dxdτ  γ (ρN(2−p)−p+1tG(t)p−1 + ρ N(2−p)p t 1p G(t) 2(p−1)p ). (2.44)
Remark 2.3. In fact, (2.44) also holds for the case σ(pq−p+1)p−σ  1. This assertion can be proved similar to the proof of
Lemma 2.4. For reader’s convenience, here we give the proof. Take ϕ = (t − τ ) pβp−1 u1− αp−1 ζ p (here 1 − αp−1 < 0, 0 < τ < t)
as the testing function. We also obtain (2.35) with σ = p − 1, since the exponent of u in the testing function is negative.
(2.36)–(2.37) also hold with σ = p − 1 and q = 1. Then by (2.35)–(2.37), we get
t∫
0
∫
B ρ
2
|Du|p−1 dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) pβp−1 up− αp−1 dxdτ +
t∫
0
∫
Bρ
(t − τ ) pβp−1−1u2− αp−1 dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
(t − τ )−pβuα dxdτ
) 1
p
. (2.45)
Now we divide the proof into two cases.
Case 1. If 1 p(p − 1), set α = 1, β = 12p in (2.45), then we have
t∫
0
∫
B ρ
2
|Du|p−1 dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) 12(p−1) up− 1p−1 dxdτ +
t∫
0
∫
Bρ
(t − τ ) 12(p−1) −1u2− 1p−1 dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
) 1
p
. (2.46)
By Hölder’s inequality, we get
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t∫
0
∫
Bρ
(t − τ ) 12(p−1) up− 1p−1 dxdτ
 ρ−p
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)p− 1p−1(
ρN
t∫
0
(t − τ )
( 12(p−1) + 12 (p− 1p−1 )) 11−p+ 1p−1 dτ
)1−p+ 1p−1
= ρN(1−p+ 1p−1 )−pt1+ 12(p−1) − 12 (p− 1p−1 )
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)p− 1p−1
, (2.47)
t∫
0
∫
Bρ
(t − τ ) 12(p−1) −1u2− 1p−1 dxdτ
=
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)2− 1p−1(
ρN
t∫
0
(t − τ )
( 12(p−1) −1+ 12 (2− 1p−1 ))( 11
p−1 −1
)
dτ
) 1
p−1−1
 ρN(
1
p−1−1)t
1
p−1−1
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)2− 1p−1
, (2.48)
since p − 1p−1 < 1 and 2− 1p−1 < 1 (these two estimates follow from the conditions 1 p(p − 1) and p < 2). Substituting
(2.47)–(2.48) into (2.46), and by easy calculations, we obtain (2.44).
Case 2. If 1 > p(p − 1), set α = p(p − 1), β = p−12 , then we have
t∫
0
∫
B ρ
2
|Du|p−1 dxdτ  γ
(
ρ−p
t∫
0
∫
Bρ
(t − τ ) p2 dxdτ +
t∫
0
∫
Bρ
(t − τ ) p−22 u2−p dxdτ
) p−1
p
×
( t∫
0
∫
Bρ
(t − τ )− p(p−1)2 up(p−1) dxdτ
) 1
p
. (2.49)
Applying Hölder’s inequality, we get
t∫
0
∫
Bρ
(t − τ ) p−22 u2−p dxdτ  (tρN)p−1
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)2−p
, (2.50)
t∫
0
∫
Bρ
(t − τ )− p(p−1)2 up(p−1) dxdτ  (tρN)1−p(p−1)
( t∫
0
∫
Bρ
(t − τ )− 12 u dxdτ
)p(p−1)
. (2.51)
Substituting (2.50)–(2.51) into (2.49), we also obtain (2.44).
The following lemmas give a priori bounds of solutions to (1.1) in terms of the initial data.
Lemma 2.5. Let u  0 be a bounded and uniformly continuous solution to (1.1)–(1.2) in ST ∗ and θ(qσ − p + 1) < p − σ , then the
following statements hold:
(1) Let σ(pq−p+1)p−σ > 1, then there exists T0 = T0([μ],N, p,q, σ , θ) < T ∗ such that
[u]t  γ
([μ] pκ + 1), ∀0 < t < T0, (2.52)
and (2.14)–(2.15) hold for all 0 < t < T0 , where γ = γ ([μ],N, p,q, σ , θ);
(2) Let σ(pq−p+1) = 1, then there exists T01 < T ∗ such that (2.52) and (2.14)–(2.15) hold for all 0 < t < T01 .p−σ
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t0 = sup
{
0 < T ′ < T ∗
∣∣ (2.14) holds}.
Choose 0 < t < t0 and let Bρ ⊂ RN be any ball with radius R(t) ρ  1, centered at an arbitrarily ﬁxed x0 ∈ RN . Take ζ as
the testing function in (1.3), where ζ is as in Lemma 2.3. Direct calculation shows that
∫
B ρ
2
u(x, t)dx
∫
Bρ
dμ + 2
ρ
t∫
0
∫
Bρ
|Du|p−1 dxdτ +
t∫
0
∫
Bρ
∣∣Duq∣∣σ dxdτ

∫
Bρ
dμ + γ 2
ρ
(
ρN(2−p)−p+1tG(t)p−1 + ρ N(2−p)p t 1p G(t) 2(p−1)p )
+ γ (t p−σ−θ(qσ−p+1)p+θ(p−2) G(t) + ρ σ(N−p)p t1+ θ(p−σ−pqσ )p(p+θ(p−2)) G(t) p−σp )(〈u〉 σ (pq−p+1)−p+σκt + 1)

∫
Bρ
dμ + γ (t (2−p)(N−θ)p+θ(p−2) G(t)p−1 + t (2−p)(N−θ)p(p+θ(p−2)) G(t) 2(p−1)p )
+ γ t p−σ−θ(qσ−p+1)p+θ(p−2) G(t)(〈u〉 σ (pq−p+1)−p+σκt + 1)
+ γρ σ(N−p)p t1+ θ(p−σ−pqσ )p(p+θ(p−2)) G(t) p−σp (〈u〉 σ (pq−p+1)−p+σκt + 1), (2.53)
for all 0 < t < t0, R(t) ρ  1, where we use Lemma 2.3 and Remark 2.3. Multiplying by ρθ |Bρ |−1 both sides of (2.53), by
virtue of the fact that x0 ∈ RN is arbitrary, we have
〈u〉t  γ [μ] + γ
(〈u〉p−1t + 〈u〉 2(p−1)pt )
+ γ t p−σ−θ(qσ−p+1)p+θ(p−2) (〈u〉 σ (pq−p+1)−p+σκt + 1)〈u〉t
+ γ t p−σ−θ(qσ−p+1)p+θ(p−2) (〈u〉 σ (pq−p+1)−p+σκt + 1)〈u〉 p−σpt . (2.54)
Set
t1 = sup
{
0 < t < T ∗
∣∣ t p−σ−θ(qσ−p+1)p+θ(p−2) (〈u〉 σ (pq−p+1)−p+σκt + 1)< δ}, (2.55)
where δ > 0 (small) is to be chosen. Note that t1 is well deﬁned because the stipulated assumptions make sure that 〈u〉t is
continuous in [0, T ∗], and the exponent of t in (2.55) is positive. By Lemma 2.2 and (2.55), it is easily seen that t1 < t0 by
a suitable choice of δ. Then if we choose δ < 18γ , applying Young’s inequality in (2.54), we obtain
〈u〉t  γ
([μ] + 1), ∀0 < t < t1. (2.56)
By (2.16) and (2.56), we get
[u]t  γ
([μ] pκ + 1), ∀0 < t < t1.
Therefore, using the sup-estimates proved in this section, all the claims made in the statement will be deduced. The
number t1 is still only qualitatively known. A quantitative lower bound T0 can be found by substituting (2.56) into the
deﬁnition (2.55) of t1. 
Lemma 2.6. Let u  0 be a bounded and uniformly continuous solution to (1.1)–(1.2) in ST ∗ . Let θ(qσ − p + 1) < p − σ , 0 <
σ(pq−p+1)
p−σ < 1 and q >
2−p
p hold, then there exists T
′
0 = T ′0([μ],N, p,q, σ , θ) < T ∗ such that (2.52) and (2.2) hold for all 0 < t < T ′0 .
Proof. By virtue of Lemma 2.1 and Lemma 2.4, the proof is similar as in Lemma 2.5, and here we omit the details. 
3. Proof of Theorem 1.1 and Theorem 1.2
Proof of Theorem 1.1. Here we only prove the case σ(pq−p+1)p−σ > 1, the proof of the other case is similar. Consider the
approximating problems:
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unt − div
(|Dun|p−2Dun)= min{∣∣Duqn∣∣σ ,n}, in Bn × (0,∞),
un(x, t) = 0, in ∂Bn × (0,∞),
un(x,0) = u0n(x), on Bn,
(3.1)
where Bn = {x ∈ RN | |x| < n} and u0n ∈ C∞0 (RN ) is nonnegative and has compact support in Bn , and satisﬁes
lim
n→∞
∫
RN
u0nη(x)dx =
∫
RN
η(x)dμ, ∀η ∈ C∞0
(
RN
)
,
and
[u0n] γ (N)[μ].
By the results in [12,5,7], problem (3.1) has a nonnegative solution un ∈ C(0,∞; L2(Bn)) ∩ Lploc(0,∞;W 1,p(Bn)) ∩ L∞(Bn ×
(0,∞)) and un is Hölder continuous in B¯n × [0,∞). We will regard un as deﬁned in the whole RN × (0,∞) by extending
them to be zero outside Bn.
From the above arguments we obtain that every un satisﬁes the conditions in Lemma 2.2, Lemma 2.3 and Lemma 2.5.
Therefore by Lemma 2.2, for any compact set K ⊂ ST0 , we have
‖un‖∞,K  γ
(K, [μ]), (3.2)
where T0 is deﬁned as in Lemma 2.5. Note that T0 and γ in (3.1) are independent of n. Combining (3.2) with the results
in [5,7], we get uniform Hölder’s estimates for the sequence {un} in each K, we may assume that
un → u uniformly on K. (3.3)
Take ϕ = uαn ζ 2 (α > 0) as the testing function in (3.1), where ζ ∈ C∞0 (K) with
0 ζ  1 in U, ζ = 1 in K,
where K U  ST0 . Then we can deduce that∫ ∫
K
∣∣Du p−1+αpn ∣∣p dxdτ  γ
(∫ ∫
U
uαn |Dun|p−1ζ |Dζ |dxdτ +
∫ ∫
U
uα+1n ζ |ζτ |dxdτ
+
∫ ∫
K
∣∣Duqn∣∣σ uαn ζ 2 dxdτ
)
. (3.4)
By Lemma 2.3, Remark 2.2 and (3.2), we obtain
∥∥Du p−1+αpn ∥∥p,K  γ (U, K, [μ],α). (3.5)
Let un and uk be two solutions of (3.1) with initial value u0n and u0k respectively, then we have
(un − uk)t − div
(|Dun|p−2Dun − |Duk|p−2Duk)= min{∣∣Duqn∣∣σ ,n}−min{∣∣Duqk∣∣σ ,k}, (3.6)
in the distributional sense. Multiplying (3.6) by (un − uk)ζ 2, we get∫ ∫
U
|Dun − Duk|pζ 2 dxdτ
 2
∫ ∫
U
|un − uk|2ζ |ζτ |dxdτ + 2
∫ ∫
U
(|Dun|p−1 + |Duk|p−1)ζ |Dζ ||un − uk|dxdτ
+
∫ ∫
U
∣∣min{∣∣Duqn∣∣σ ,n}−min{∣∣Duqk∣∣σ ,k}∣∣|un − uk|ζ 2 dxdτ
 γ
∫ ∫
U
{|un − uk||ζτ | + (|Dun|p−1 + |Duk|p−1)|Dζ | + ∣∣Duqn∣∣σ + ∣∣Duqk∣∣σ }|un − uk|ζ dxdτ
→ 0 as n,k → ∞. (3.7)
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Dun → Du, a.e. in K and strongly in Lp(K). (3.8)
By virtue of (3.3) and (3.8), we can get∣∣Duqn∣∣σ → ∣∣Duq∣∣σ , a.e. in ST0 . (3.9)
Thus letting n → ∞, we can prove (1.3), (1.6) and (1.7).
The proof of (1.4) can be proved easily, using the uniform integrability of |Duqn|σ and |Dun|p−1 up to t = 0 provided
Remark 2.3 and Lemma 2.3. Thus the proof of Theorem 1.1 is completed. 
Proof of Theorem 1.2. By Lemma 2.1, Lemma 2.4 and Lemma 2.6, we can prove Theorem 1.2 similar as the proof of Theo-
rem 1.1. 
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