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Resumen
Desde hace ya un par de de´cadas, la cantidad de
informacio´n, las aplicaciones y el nu´mero de usua-
rios digitales crece exponencialmente, formando un
ecosistema en el cual se intenta explotar la masivi-
dad de los datos y presentan a la comunidad cient´ıfi-
co/tecnolo´gica nuevos desaf´ıos.
Por ejemplo, los motores de bu´squeda para la
web son aplicaciones que procesan miles de millo-
nes de documentos para responder consultas de los
usuarios. Esto genera nuevas necesidades de almace-
namiento, procesamiento y bu´squedas, expandiendo
los l´ımites del trabajo en una sola ma´quina y unos
pocos algoritmos. Las consultas deben responderse
en milisegundos, con resultados relevantes, sobre un
escenario altamente heteroge´neo.
Adema´s, el a´rea de “Big Data”, que se aplica
a cu´mulos de datos que no pueden ser procesados
y/o analizados de forma eficaz y eficiente utilizando
te´cnicas tradicionales, aporta nuevos enfoques que
complementan la idea anterior.
En este proyecto se estudian, proponen, disen˜an
y evalu´an estructuras de datos y algoritmos para
soportar bu´squedas de escala web y/o analizar datos
masivos de forma eficiente.
Palabras clave: algoritmos eficientes, motores
de bu´squeda, estructuras de datos, grandes datos.
Contexto
Esta presentacio´n se encuentra enmarcada en los
proyectos de investigacio´n “Algoritmos Eficientes y
Miner´ıa Web para Recuperacio´n de Informacio´n a
Gran Escala” del Departamento de Ciencias Ba´si-
cas (UNLu) y ”Modelos y herramientas algor´ıtmicas
avanzadas para redes y datos masivos”del Departa-
mento de Computacio´n de la Facultad de Ciencias
Exactas y Naturales (UBA).
Introduccio´n
Desde hace ya un par de de´cadas, la informa-
cio´n digital esta´ creciendo exponencialmente. Algu-
nas estimaciones indican que desde 2005 hacia 2020
el universo digital multiplicara´ por un factor de 300
su crecimiento, duplicando su taman˜o aproximada-
mente cada 2 an˜os [15]. A modo de ejemplo, en Twit-
ter1 se publican ma´s de 250.000 tweets por segundo
y en Facebook se generan ma´s de 40.000 posts (tam-
bie´n por segundo), que equivalen a ma´s de 300 GB.
El tambie´n creciente nu´mero de usuarios en el mun-
do digital, en particular, en redes sociales utilizando
dispositivos mo´viles [10, 11], conforman un ecosiste-
ma en el cual se desarrollan nuevas actividades que
intentan explotar la masividad de los datos y pre-
sentan a la comunidad cient´ıfico/tecnolo´gica nuevos
desaf´ıos.
Por esto, existe la necesidad permanente de nue-
vos enfoques, estrategias y te´cnicas que, haciendo
uso de las herramientas computacionales adecuadas,
ayuden a resolver de forma eficiente los problemas
que aparecen continuamente. El ejemplo ma´s salien-
te a mencionar es el caso de los motores de bu´sque-
da para la web, herramientas que se basan en un
necesidad de informacio´n del usuario e intentan sa-
tisfacerla. En esta a´rea, se aplican te´cnicas de re-
1https://blog.hootsuite.com/twitter-statistics/
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cuperacio´n2 sobre una porcio´n del espacio web que
han recorrido y procesado [2].
El taman˜o y complejidad de la web3 genera nue-
vas necesidades de almacenamiento, procesamiento
y bu´squedas, expandiendo los l´ımites del trabajo en
una sola ma´quina y unos pocos algoritmos. Se re-
quiere hoy de procesamiento distribuido, paralelo
y altamente eficiente. Las consultas deben ser res-
pondidas en pequen˜as fracciones de tiempo (mili-
segundos) y deben ofrecer resultados relevantes so-
bre un escenario altamente heteroge´neo, en el cual
aparecen oportunidades u´nicas para avances cient´ıfi-
co/tecnolo´gicos en a´reas como algoritmos, estructu-
ras de datos, sistemas distribuidos y procesamiento
de datos a gran escala [5].
Como parte tambie´n de esta realidad, uno de los
conceptos que ha ganado espacio en los u´ltimos an˜os
es el de “Big Data”. En te´rminos generales, repre-
senta la idea de la masividad de datos, su veloci-
dad de aparicio´n y variedad de fuentes (estructura-
dos, semi-estructurados y no estructurados) que se
generan y requieren ser procesados para diferentes
tareas. En particular, no son viables para el almace-
namiento en sistemas de gestio´n de bases de datos
tradicionales y, menos au´n, en un u´nico equipo de
co´mputo. Por lo tanto, esta idea aplica a cu´mulos de
datos que no pueden ser procesados y/o analizados
de forma eficaz y eficiente utilizando te´cnicas y he-
rramientas tradicionales [19], por lo que se requieren
nuevos enfoques. En la actualidad, muchas aplica-
ciones importantes requieren de estrategias deriva-
das del concepto de Big Data para el procesamiento
de sus datos. Por ejemplo, las redes sociales [20],
los servicios de streaming [34], la geno´mica [24], la
meteorolog´ıa [16], entre otros.
Para el ana´lisis de grandes volu´menes de datos,
consumidos por millones de usuarios en casi todos
los a´mbitos de la actividad humana se emplean, en-
tre otras, te´cnicas del a´rea de machine learning co-
mo reconocimiento de patrones en textos, ana´lisis
estad´ıstico, visualizacio´n, agrupamientos, redes neu-
ronales, etc. [25], las cuales permiten convertir datos
en informacio´n u´til. En algunos casos, los problemas
aumentan su complejidad ya que en sus procesos in-
gestan grandes volu´menes de datos de fuentes diver-
sas en tiempo real [26].
2En sentido amplio, ya que se trata de mu´ltiples fases de
procesamiento como bu´squedas y ranking, entre otras.
3Por ejemplo, Google indexa unos 45.000 millones de do-
cumentos de acuerdo a http://www.worldwidewebsize.com
L´ıneas de I+D
Este proyecto sigue con las l´ıneas de I+D del
grupo, las cuales se dividen en dos grupos principa-
les, aunque con temas en la interseccio´n de ambos.
En el primer caso, se trata de mejorar la eficiencia
en la recuperacio´n de informacio´n de gran escala,
redisen˜ando los algoritmos internos y las estructu-
ras de datos usadas. En el segundo, se proponen
y evalu´an arquitecturas de procesamiento de gran-
des datos para problemas diversos. En ambos casos,
existen oportunidades de investigacio´n en temas po-
co explorados por la comunidad cient´ıfica. En par-
ticular, las l´ıneas de I+D principales son:
a. Estructuras de Datos y Algoritmos
para Bu´squedas
Los sistemas de bu´squeda en texto utilizan co-
mo estructura de datos ba´sica el ı´ndice invertido,
formado por un vocabulario (V ) con todos los posi-
bles te´rminos y un conjunto de posting lists (L) con
informacio´n acerca de los documentos donde apare-
ce cada te´rmino junto con informacio´n usada para
el ranking (por ejemplo, la frecuencia de aparicio´n
de un te´rmino ti en un documento dj).
1. Caching: Una de la te´cnicas ma´s utilizadas
para aumentar la performance en los sistemas de
bu´squeda a gran escala es el caching, que se basa en
la idea fundamental de almacenar en una memoria
de ra´pido acceso los ı´tems que volvera´n a aparecer
en un futuro cercano. En un motor de bu´squedas
esto se realiza en varios niveles, por ejemplo: resul-
tados [23], posting lists [33], intersecciones [18, 14]
y documentos [27].
Actualmente, nuestro grupo se enfoca principal-
mente en el problema de caching de resultados, pos-
ting lists e intersecciones. En el primero de los casos,
se esta´ trabajando con pol´ıticas de admisio´n para
cache´s de resultados utilizando aproximaciones ba-
sadas en streaming, ya que las consultas arriban en
flujo y a altas tasas. La pol´ıtica de admisio´n se mo-
dela como un problema de clasificacio´n y se lo abor-
da usando a´rboles de decisio´n dina´micos (Hoefding
Adaptive Trees [3]) que permiten adaptarse a los
patrones de consultas que evolucionan en el tiempo.
Complementariamente, se esta´ estudiando el alma-
cenamiento de cantidades variables de resultados en
cache´, de acuerdo a la consulta.
Por otro lado, en cuanto al problema del caching
de intersecciones, se esta´ trabajando en el disen˜o
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de pol´ıticas de reemplazo dina´micas para estructu-
ras de datos que originalmente estaban definidas de
forma esta´tica como el cache´ Integrado de Listas
+ Intersecciones [28]. De esta manera, se pretende
adaptar la estructura de datos y sus algoritmos de
gestio´n para soportar reemplazo dina´mico. Se evalu´a
tanto la tasa de aciertos (Hit Rate) como el costo
que permite ahorrar este tipo de cache´ de forma que
impacte positivamente en las prestaciones.
En cuanto al cache´ de posting lists, se intenta
mejorar el uso del espacio en memoria. A partir de
que los ı´ndices invertidos se almacenan en bloques
comprimidos se esta´ disen˜ando un esquema que per-
mite cachear solo “algunos”bloques, de acuerdo a
diferentes criterios.
2. Procesamiento de Top-k:
A trave´s de los an˜os, se han desarrollado mu´lti-
ples estrategias para procesar queries de la forma
mas eficiente posible. En general, se las agrupan
en dos categor´ıas: i) estrategias TAAT (term-at-a-
time), en las que se procesa de a un te´rmino del
query a la vez, y ii) estrategias DAAT (document-
at-a-time), en las que el procesamiento se realiza de
a un documento por vez. Un caso pra´ctico es retor-
nar los k documentos ma´s relevantes, de acuerdo a
un score (top-k).
Realizar esto de forma exhaustiva puede resul-
tar costoso, por lo que se han propuesto diferentes
algoritmos que buscan evitar procesar aquellos do-
cumentos que probablemente no formen parte de los
k primeros resultados. Dos de los ma´s conocidos, y
que forman parte del estado del arte, son MaxSco-
re [29, 13] y WAND [12], los cuales almacenan de
forma global para cada posting list su score mas al-
to (upper bound), y utilizan esta informacio´n para
determinar si un documento candidato tiene la po-
sibilidad de ingresar al conjunto de respuestas. Por
otro lado, recientemente se ha desarrollado Waves
[7], un algoritmo que se basa en el uso de un ı´ndice
multicapa, en el cual cada capa contiene las entradas
con mayor impacto de cada te´rmino.
En este trabajo se propone una extensio´n a
MaxScore, utilizando no so´lo uno, sino una serie de
upper bounds para decidir si un documento puede
formar parte de los top-k resultados. En esta nueva
versio´n se debe mantener una estructura adicional
similar a una skip list con su correspondiente upper
bound. De esta forma, se le provee al algoritmo de
ma´s informacio´n que puede utilizar en cada itera-
cio´n para evitar procesar documentos innecesaria-
mente.
3. Estructuras Escalables: Los sistemas de
bu´squeda que ingestan informacio´n en tiempo real
(por ejemplo, sitios de microblogging como Twitter)
y la ponen a disposicio´n (indexan) en un intervalo
muy corto de tiempo requieren de enfoques diferen-
tes a los tradicionales para la gestio´n de sus estruc-
turas de datos [4, 1]. Para poder mantener la eficien-
cia conforme se incrementa la cantidad de informa-
cio´n que consumen, resulta indispensable mantener
el ı´ndice invertido en memoria principal y gestio-
narlo racionalmente, manteniendo solamente aque-
lla informacio´n que permita alcanzar prestaciones
de efectividad aceptables [6]. En este sentido, el gru-
po trabaja en te´cnicas de control del crecimiento de
las estructuras de datos [26] a partir de estrategias
de invalidacio´n de entradas en el vocabulario, entre
otras. Siguiendo esta l´ınea, se propone el desarrollo
de una nueva familia de algoritmos de invalidacio´n
y poda selectiva [21] de las estructuras de datos a
partir de la evolucio´n y dina´mica del vocabulario.
4. Estructuras Comprimidas: La compresio´n de
datos es una te´cnica bien establecida en el a´mbito
de los sistemas de bu´squeda de gran escala y ha si-
do extensamente estudiada. En esta l´ınea se trata,
ba´sicamente, de la compresio´n de nu´meros enteros
(identificadores de documentos y frecuencias de los
te´rminos). En trabajos recientes [22], se ha mostrado
que combinando diferentes te´cnicas se puede alcan-
zar mejores tasas de compresio´n sin afectar el tiem-
po de procesamiento. En nuestro grupo, se investiga
el concepto de representacio´n y compresio´n h´ıbrida
de una posting list, es decir, se combinan arreglos
de bits (bitvectors) con listas de enteros (represen-
tacio´n tradicional) a partir de explotar las repeti-
ciones de patrones que aparecen en las posting lists.
Luego, tanto los bitvectors como las posting lists re-
sultantes se comprimen con las te´cnicas que mejor
tradeoff (tasa de compresio´n/tiempo de descompre-
sio´n) ofrecen para el problema planteado [33].
b. Procesamiento y Ana´lisis de Grandes
Datos
Las plataformas de procesamiento distribuido
para Grandes Datos llevan varios an˜os de desarro-
llo y utilizacio´n. E´stas proporcionan interfaces que
ofrecen un nivel de abstraccio´n considerable en la
utilizacio´n de un cluster a cambio de agregar capas
de software que gestionan los recursos. Ejemplos de
esto son plataformas como Hadoop [30], Spark [31]
y Storm. El grupo investiga co´mo utilizarlas eficien-
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temente en los problemas antes mencionados, prin-
cipalmente bajo restriccio´n de recursos (commodity
hardware) [8].
Un caso puntual, es la construccio´n de ı´ndices
mediante procesos distribuidos en un cluster, que
suele ser un requerimiento para las ma´quinas de
bu´squeda. Esto se debe a que los documentos pue-
den ser procesados en paralelo por diferentes nodos
y realizarse posteriormente un proceso de integra-
cio´n de los datos para la construccio´n del ı´ndice in-
vertido final, el cual puede estar particionado o no.
Por otro lado, aparecen estructuras de datos para
ı´ndices que ofrecen un mejor rendimiento para la
recuperacio´n (bajo ciertas condiciones) como es el
caso de Block-Max [9] y que son de intere´s cuando
se requiere soportar bu´squedas a escala masiva.
Otro caso abordado es el procesamiento de flu-
jos de streams de v´ıdeo provenientes de ca´maras de
vigilancia. Se trabaja en estudiar la escalabilidad y
eficiencia de un cluster Spark [32] para el proble-
ma de monitoreo en tiempo real y la deteccio´n de
figuras humanas en las secuencias de ima´genes (fra-
mes). Esto u´ltimo se modela como un problema de
clasificacio´n. La carga de trabajo se distribuye en-
tre los nodos bajo diferentes arquitecturas y se ana-
lizan los requerimientos de hardware para cumplir
con las restricciones temporales. Resultados prelimi-
nares muestran que los requerimientos para procesar
el video en tiempo real utilizando las te´cnicas men-
cionadas son altos y se requiere de la optimizacio´n
tanto del cluster (seleccio´n de para´metros, lo que
no es trivial con este tipo de herramientas [17]) y de
las piezas de software. Tambie´n se trabaja con es-
quemas de muestreo para evitar procesar todos los
frames del video, pero manteniendo las prestacio-
nes.
En esta l´ınea de investigacio´n se utilizan pla-
taformas y te´cnicas del a´mbito de Grandes Datos
(Por ejemplo, Hadoop/MapReduce) para estudiar,
disen˜ar y evaluar algoritmos para diferentes proble-
mas como los mencionados y tratar de establecer los
para´metros que determinan la eficiencia del proce-
so, tales como propiedades de los datos de entrada
o las caracter´ısticas de un cluster particular.
Resultados y objetivos
El objetivo principal del proyecto es estudiar,
desarrollar, aplicar, validar y transferir modelos, al-
goritmos y te´cnicas que permitan construir herra-
mientas y/o arquitecturas para abordar algunas de
las problema´ticas relacionadas con las bu´squedas a
gran escala y el procesamiento de grandes datos.
Se estudian problemas relacionados con estruc-
turas de datos y algoritmos, combina´ndolas con
te´cnicas de aprendizaje automa´tico y optimizacio´n
para aplicaciones de bu´squeda. Se proponen mejoras
que apuntan a la eficiencia en una tarea. En parti-
cular, se espera alcanzar los siguientes objetivos:
Definir y evaluar estructuras de datos h´ıbridas
que permitan ahorrar espacio mientras man-
tienen la performace del sistema, amortiguan-
do el impacto del crecimiento en la cantidad
de informacio´n que se debe manejar.
Mejorar te´cnicas de caching espec´ıficas en mo-
tores de bu´squeda, tanto pol´ıticas de reempla-
zo como de admisio´n (tema que no ha tenido
suficiente desarrollo au´n). En especial, se in-
corpora el ana´lisis del flujo de consultas en
streaming y se utilizan algoritmos apropiados.
Disen˜ar y evaluar versiones optimizadas de
algoritmos de procsamientos de queries, que
permitan mejorar las prestaciones de los ser-
vicios de bu´squeda.
Disen˜ar arquitecturas para aplicaciones es-
pec´ıficas del a´rea de Big Data, orientadas, por
un lado, a la indexacio´n masiva distribuida y,
por el otro, al procesamiento de flujos de da-
tos en streaming (como los flujos de video en
tiempo real).
Formacio´n de Recursos Humanos
Este proyecto brinda un marco para que docen-
tes auxiliares y estudiantes lleven a cabo tareas de
investigacio´n y se desarrollen en el a´mbito acade´mi-
co. Recientemente, se ha finalizado una tesis de la
maestr´ıa en “Exploracio´n de Datos y Descubrimien-
to de Conocimiento”, DC, FCEyN, UBA y tres de
Licenciatura en Sistemas de Informacio´n (UNLu).
Actualmente, se esta´n dirigiendo tres trabajos
finales de la Lic. en Sistemas de Informacio´n (UN-
Lu), hay dos pasantes alumnos y un becario CIN
(Beca Est´ımulo a las Vocaciones Cient´ıficas). Se es-
pera dirigir al menos dos estudiantes ma´s por an˜o y
presentar dos candidatos a becas de investigacio´n.
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