Maximum entropy likelihood (MEEL) methods also known as exponential tilted empirical likelihood methods using constraints from model Laplace transforms (LT) are introduced in this paper. An estimate of overall loss of efficiency based on Fourier cosine series expansion of the density function is proposed to quantify the loss of efficiency when using MEEL methods. Penalty function methods are suggested for numerical implementation of the MEEL methods. The methods can easily be adapted to estimate continuous distribution with support on the real line encountered in finance by using constraints based on the model generating function instead of LT.
Introduction

New Distributions Created Using Laplace Transforms
Nonnegative continuous parametric families of distributions are useful for modeling loss data or lifetime data in actuarial sciences. Many of these families do not have closed form densities. The densities can only be expressed using means of infinite series representations but their corresponding Laplace transforms (LT) have closed form expressions and they are relatively simple to handle. An illustration is given below.
Hougaard [1] 
The first four cumulants are given by Hougaard [1] with ( ) Hougaard [1] has given the name power variance for the PTS distribution and developed moment estimators. There are many names given to this distribution.
In the financial literature the name PTS is commonly used, see Schoutens ([3] , p.56), Kuchler and Tappe [4] . In actuarial sciences, it is also called generalized gamma distribution, see Gerber [5] .
Many new infinitely distributions (ID) can be created using operations on LT based on existing distributions. One of them is the power mixture (PM) operator, 
The new distribution is created using the power mixture (PM) operator. The PM operator was introduced by Abate and Whitt ( [6] , p.92). The random variable Y is also called mixing random variable.
The new distribution obtained will have more parameters than the distribution of X . For other methods, such as compounding methods for creating new distributions, see Klugman et al. ([7] ), p.141-1430. For other ID nonnegative distributions with closed form LT's, see Section (1.2) of Luong [8] . ID nonnegative distributions also appear in risk theory as they arise naturally from Lévy processes often used to model aggregate claim processes, see Gerber [9] , Dufresne and Gerber [10] for examples. We often work with ID distribution and for completeness, a definition is given below. 
Definition (Lévy-Khintchine Representation). A characteristic function (CF)
G x is a bounded and non-decreasing function with ( ) 0, G −∞ = see Rao [11] . An equivalent expression known as the canonical Lévy-Khintchine representation is also used in the literature, see Sato [12] . A similar representation using LT for nonnegative distribution instead of CF can be found in Feller ([13] , p.450).
Quasi-Likelihood Estimation
For statistical inferences, we assume that we have a random sample with n observations, 1 , , n X X  . These observations are independent and identically distributed as X which has a model distribution with closed form LT ( ), [16] . The class includes Gaussian quasi-likelihood estimating equations. Consequently, The EQEF estimators are more efficient than normal quasi-likelihood (NQL) estimators in general.
The EQEF estimators are simple to obtain since the basis Q B has only two elements. The fact they are based on best approximations of the score functions allow them to outperform moment estimators in many circumstances.
For example, we can consider a parametric model with 3 parameters which leads to solve the moment equations, i.e.,
It is easy to see that the quasi-score functions of moment methods belong to the linear space spanned by the basis
Even that mom B includes all the elements of Q B , the EQEF methods can outperform the method of moments due to the quasi-score functions of the methods of moments are not the best approximations based on mom B .
Therefore, in this paper we shall emphasize quasi-score functions which make use of best linear combinations of elements of a basis to produce quasi score functions and propose some bases that can provide better efficiencies than the basis formed by linear and quadratic polynomials. The basis should only make use of the model LT. Note that moment estimators based on selected points of the model LT have been discussed in the literature, see Read ([17] , p.151-153).
The methods appear to be useful for fields of applications which make use extensively of LT of the distributions such as actuarial sciences or engineering.
We shall approach in a unified way so that both QL methods and the MEEL methods are related to the notion of projection of the true score functions on a linear space spanned by a finite base. Within this framework, MEEL estimators A. Luong are shown to be asymptotically first order equivalent to QL estimators using the same base. For the first and higher order properties of empirical likelihood estimators, see Newey and Smith [18] , Smith [19] .
MEEL methods use of informations from the parametric model via constraints and there is one to one correspondence between the constraints, moment conditions and the elements of the basis. Despite that general theory of MEEL or QL methods is well established, the question which bases should we choose to achieve good efficiencies appears to be a relevant one for applications.
There is a need to quantify the loss of efficiency as well and consequently in this paper, we also propose a measure of loss of efficiency to evaluate whether MEEL are appropriate methods for analyzing a data set from a specific field of applications.
We hope that the answers will give ideas on how to choose moment conditions or constraints for MEEL estimators. It will also give ideas how to construct semi-parametric bounds as defined by Chamberlain ([20] , p.311) which can approximate the parametric bound which is the inverse of the Fisher information matrix. We emphasize MEEL methods but offer a unified view for both MEEL and QL methods as they are related. Numerical implementations of the MEEL methods are also discussed to facilitate practical implementations of these methods for applications in actuarial sciences. We shall discuss the quasi-score functions of the QD methods in the next section. 
Quadratic Distance (QD) Estimation
, 1, , .
, , k
and define ( ) 
, we look for the vector of coefficients 
Σ is the covariance matrix of ( )
We also use the notation
if an emphasis on the dependence on β is needed.It is easy to see that the best approximation is given by
Note that the elements of * i a need to be spelled out explicitly which means that the covariance matrix Σ needs to be known or estimated for applying quasi-likelihood estimation. MEEL estimation does not need this feature and yet produces asymptotic equivalent estimators. This is one of the main advantages of MEEL estimation over QL estimation.
Quadratic distance (QD) estimation as given by Luong and Thompson [22] can be viewed as a form of quasi-likelihood estimation. Numerically, it might be easier to implement QD methods than QL methods defined using estimating functions as there is an objective function to minimize for QD estimation rather than solving for roots of the QL estimating equations. QD estimation will be briefly discussed below.
Let n u be a vector defined based on observations,
Its model counterpart is given by ( )
where n F is the sample distribution function and its model counterpart is denoted by F β .
The QD estimators  Q β are obtained by minimizing the quadratic form defined as
Σ is a consistent estimate of ( ) β Σ under the true vector of parameters 0 β .
One can see that this procedure is equivalent to use quasi-score functions obtained by projecting the true score functions on the linear space spanned by B since minimizing Expression (3) leads to solve for β the system of equations
Observe that the vector
From results in Luong and Thompson ( [22] , p 245) the asymptotic distribu-
The matrix ′ S can be expressed as
The elements of the matrix V are evaluated under
can be defined as the information matrix of the vector of optimum quasi-score functions and it is related to the semiparametric bounds using the moment conditions as given by Chamberlain ([20] , p.311). The moments conditions can be identified with elements of the basis and so are the constraints used for MEEL methods.
Despite QL and MEEL methods generate asymptotic equivalent estimators, there are reasons to consider MEEL methods rather than quasi-likelihood methods.
With MEEL methods, we have the following main advantages:
1) The matrix Σ which depends on β in general needs to be specified explicitly which might restrict elements to be included in the basis. We can only include elements with relative simple form for their covariances, otherwise Σ will be complicated.
2) If Σ is replaced by a consistent estimate Σ under 0 β , the estimate is often not accurate enough especially when the sample size n is not large enough and therefore, Σ tends to be nearly singular even with a few elements in the basis, this creates numerical instability when applying QD methods or quasilikelihood methods.
3) Goodness of fit test statistics with limiting chi-square distributions for testing the model can be constructed in a unified way with MEEL methods. This feature is not shared by QL methods.
Within the class of empirical likelihood methods, the MEEL methods are numerically more stable than the original empirical likelihood methods (EL) which were first introduced by Owen [24] . For asymptotic properties of the empirical likelihood methods, see Qin and Lawless [25] , Schennach [26] , Imbens et al. [27] . Also, see the monograph by Owen [28] , the book by Mittelhammer et al. ([29] , p.281-325) and the book by Anatolyev and Gospodinov ( [30] , p.45-61). It is also worthwhile to note that the MEEL methods are less simulation oriented than indirect inference methods as proposed by Garcia et al. [31] . Numerical implementations using penalty function methods are relative simple and will be discussed in Section 4. We hope that with the exposition of the methods in details without too many technicalities, it will encourage people to use these methods in practice. There are many fields beside actuarial sciences where LT for the distribution is widely used. With some modifications, such as using constraints from the model moment generating function instead of the model LT, the methods can be applied to estimate distribution with support on the real line which are often used in finance, see these distributions in Fang and Osterlee [42] .
The paper is organized as follows. The choice of bases for generating constraints for the MEEL methods is examined in Section 2. Two families of bases using LT are presented in this section. These two families of bases appear to be useful for actuarial applications. In Section 3, we review asymptotic properties of MEEL methods. An estimate for overall relative efficiency using Fourier cosine series expansion is proposed to quantify the loss of overall efficiency when MEEL methods are used. In Section 4 we examine numerical issues and penalty function methods are advocated to locate the global minimizer which gives the MEEL estimators. Simulations are discussed in Section 5. The simulation study from the positive tempered stable distribution shows that the MEEL estimators are much more efficient than moment estimators originally proposed by the seminal paper of Hougaard [1] . Based on the fields of application, often the full parameter space is not needed and can be restricted to a subspace by having the parameters subject to inequality bounds, the MEEL estimators have the potential to attain high efficiency when comparing to the maximum likelihood (ML) by using a reasonable number of elements in the basis. Actuarial applications are discussed in Section 6.
Choice of Bases
Using results in Section 1.2, we consider the basis B which can be used for nonnegative continuous distribution or nonnegative distribution with a discontinuity point at the origin with mass assigned to it. The basis B will have the form
, , e , , e .
We observe that the number of elements in the basis is 2 k m = + and the elements can be obtained using the LT of the model and therefore suitable for estimation for parametric continuous distribution with density without a closed
The number of elements in basis B is finite. It is formed based on the completeness property of the following basis with an infinite number of elements,
This infinite basis can be traced back to the work of Zakian and Littlewood [32] who show that a density function can be expressed as an infinite series using elements of the infinite basis given by Expression (8) and develop methods to recover the density function using selected points of its LT. This might explain the potential of high efficiencies of the MEEL estimators constructed using only a finite number of elements of B on some restricted parameter spaces.
The following example will make it clear the notion of restricted parameter spaces. For example, we have a model with two parameters given by 1 0 θ ≥ , Therefore, in practice we might want to fix 10 m = and 0.01 , , e 0.01 , , e 0.1 .
The basis B as indicated above often gives a good balance between numerical simplicity and efficiencies of the estimators.
If the model density has no discontinuity at all then the following basis with negative power moment elements can be considered and we shall see negative power moments can be recovered using the LT. Using the result given in lemma 1 given by Brockwell and Brown ( [33] , p.630), the following infinite basis with negative power moment element is again complete in general if τ belongs to some interval with 0
can also be considered.
The elements of a basis should respect the regularity conditions of Assumption of Section (3.2) for the estimators to be consistent and have an asymptotic 
The last element is special as it involves h which can be set equal to some small positive value, for example let 0.01 h = for the regularity condition 3) of 
is the commonly used gamma function, assuming the integral exists.
Proof.
Observe that ( ) ( ) ( ) 
,
Clearly, the sample distribution function corresponds to a discrete distribution which assigns the mass 1 , , ,
The Kullback-Leibler distance between the two discrete distributions n p and π is defined by the following measure of discrepancy,
We also require the proxy model beside satisfying the basic requirement, i.e., 
with (
.
Mittelhammer et al. ([29] , p.321) have shown that the Lagrangian of the optimization problem is ( ) ( ) 
will be used to build the penalty function part of the new objective function. 
Assumption
Assume that:
1) The true parameter given by the vector 0 β is an interior point of the parametric space θ which is assumed to be compact.
2) 0 β is the unique vector which satisfies
3) ( ) 
Goodness-of-Fit Test Statistics
The use of the KL distance also allows construction of a goodness-of-fit test statistics which follows an asymptotic chi-square distribution. The validity of the original model is reduced to the validity of moment conditions, we might want to test the null hypothesis specified as 
An Estimate for the Overall Relative Efficiency
It is clear that only under special circumstances that MEEL methods are as efficient as ML methods due to the use of a finite basis. This can only happen when the true score functions belong to the linear space spanned by a finite basis.
Therefore, it appears to be useful to be able to quantify the loss of efficiency when using MEEL methods despite the model density has no closed form expression to check whether MEEL methods are appropriate for a specific field of applications. Fourier series expansion can be useful to approximate the density function and will be introduced below.
The density function can be expanded using Fourier cosine series in the range 0 x b < < , see Expressions (7) (8) (9) (10) (11) 
Regularity conditions for uniform convergence of Fourier series are also given by Powers ([43] , p.72-73). The derivatives of these coefficients with respect to , 1, , l l p
If b is chosen sufficiently large, we have the following approximations of the coefficients using either the characteristic function (CF) or LT,
is the real part of the complex number inside the parenthesis and most of the computer packages can handle complex numbers computations. In practice, we can only use a finite cosine series expansion with M terms. The formulas for the coefficients given by Fang and Osterlee ( [42] , p.6) make use of the characteristic function but they can be converted easily to expressions using LT.
Using these truncated series, it leads to approximate the score functions by 
The estimate overall relative efficiency can be defined based on Expression (20) as ( ) 
Numerical Implementations
We shall use penalty function approaches to convert the problem of minimization with constraints to a problem of minimization without constraints by introducing a surrogate objective function which is defined suitably. The techniques of penalty function are well described in Chong and Zak ( [38] , p.560-567). 
The vectors λ and β are related by the equality constraints given by ( ) ( ) ( ) ( )
Therefore, we can perform unconstrained minimization using the following objective function with respect to 1 , , k λ λ 
The penalty constant K is a large positive value, setting K = 500000 for example. If the absolute value function is used to construct the penalty function then we can only use direct search algorithms which are derivative free.
It is worth to note that only a local minimizer is found each time using these algorithms, some strategies are needed to identify the global minimizer. The following procedures can be used: 
A Limited Simulation Study
In this section, we illustrate the implementation of the inferences techniques by considering the MEEL estimators versus the moment estimators for the PTS family using simulated samples. The PTS distribution was introduced by
Hougaard [1] with Laplace transform given by Expression (6) as 
The mean square errors (MSE) are estimated using simulated samples. The mean square error of an estimator π for 0 π is defined as
The simulation study is not extensive and more should be done but it does suggest the potential of the MEEL methods.
Some results are summarized using Table 1 to keep the paper within a reasonable length and they are displayed below to give an idea on the gains on using the MEEL method instead of moment methods.
Based on the theory the MEEL estimators cannot be as efficient as the ML estimators over the entire parameter space since only finite number of elements in the base is used. Howewer, the theory suggest that the methods might still have high efficiencies on subspaces where parameters are subject to inequality bounds. The estimate of overall relative efficiency given by Expression (22) might give some ideas whether the methods are recommended.
The following considerations might be useful to assess whether the use of MEEL methods are appropriate for a parametric model and data sets which come from a specific field of applications: 
Actuarial Applications
Pricing of insurance contracts is one of the main objectives in actuarial sciences.
A contract defines a random loss function ( ) 
P P
E g x = = β β P must be estimated using data and therefore, 0 β needs to be estimated first then subsequently analytical methods or simulation methods can be used to approximate the premium. If MEEL methods are used, the parametric families with closed form LT can be validated by means of goodness-of-fit tests.
For insurance, the stop loss premium is defined as ( ) If sampling from the distribution is possible then the pricing of the contracts can also be approximated using simulations based on an estimate of 0 β , it involves drawing sample based on the estimated parameters. For example, it is not difficult to simulate from a compound Poisson distribution despite its complicated density function which can only be expressed in series. Clearly, once the parameters for the compound Poisson distribution are estimated pricing of insurance contracts can be done via simulations.
Conclusion
We conclude here that MEEL methods appear to be useful for inferences and have been considered to be active fields of research for the last twenty years in econometrics yet they do not seem to receive much attention in actuarial sciences. When the methods are oriented toward actuarial applications and since LT is widely used in actuarial sciences, it is natural to consider extracting moment conditions from LT. It is shown that MEEL estimation is equivalent to QL estimation based on the best quasi score functions obtained by projecting the true score functions on the linear space spanned by a basis specified by the moment conditions. Based on these considerations, two families of bases are proposed in this paper to generate MEEL methods with the objective to achieve high efficiencies for actuarial applications. In general the MEEL methods using these bases are more efficient than QL methods based on quadratic estimating functions and methods of moments. With finite bases, in general the MEEL methods can attain near full efficiency on restricted parameter spaces only. MEEL methods can still be very attractive if depending on the fields of applications; we essentially work with these restricted spaces and it is important to measure the loss of efficiency to verify the appropriateness of the methods for the field of applications. The methods can easily be adapted for estimation of continuous distributions with support on the real line encountered in finance by using constraints extracted from model moment generating function instead of LT.
