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Abstract
Applications of Machine Learning and Deep Learning in Macroeconomic
and Financial Forecasting
by
Andi Cupallari

Adviser: Professor Merih Uctum

This dissertation consists of three chapters.

In the first chapter I propose a novel approach to forecast risk premia selecting relevant
predictors among hundreds of correlated stock characteristics. I adapt a recently developed
method from the deep learning literature, Deep Neural Networks with Group Lasso Regularization. This method achieves high out of sample R2 , and at the same time yields a sparse
representation of the characteristics space that allows for interpretability of the otherwise
black box deep learning model. For each period, the model chooses a subset of characteristics to be relevant for the risk premia forecast. Our method can handle interactions among
variables, hence it is superior to other machine learning algorithms typically used for feature
selection such as the Lasso. This work adds to the literature that applies Machine Learning
to finance, achieving both high accuracy in forecasting returns and adding interpretability to the otherwise black box model. Many of the previously identified return predictors
don’t provide incremental information for expected returns. Nonlinearities are important
and interactions between predictors matter.

In the second chapter I study the relationship between commodity prices and nominal
bilateral exchange rates. More specifically, I investigate if there is a distinct commodity-

v
related driver of exchange rate movements for a number of currencies, including commodity
currencies and large economy currencies, and I investigate if there is a distinct exchangerelated driver for commodities. This work is part of a growing literature that in the recent
years has evaluated and called into question the ability of commodity currencies to forecast
commodity prices, and vice-versa. I find strong evidence that when machine learning models
are used, a comprehensive list of mostly traded commodities predicts exchange rates for most
currencies in my dataset. Moreover, exchange rates predict commodity prices out of sample
and beat the random walk benchmark. Results are robust across estimation window sizes.

In the third chapter we study the relationship between economic fundamentals and nominal bilateral exchange rates. We build on previous literature, and evaluate machine learning
models to forecast exchange rates using economic fundamentals. Specifically, we follow the
methodology and data collection of Li et al. (2014), and find that their results cannot be
replicated using updated data. Moreover, we propose using a different approach than Li
et al. (2014) to estimate the output gap. Using output-gap estimated based on the Nonaccelerating Inflation Rate of Output method improves the out of sample performance of
the models compared to the HP-filtering approach typically used in the literature. This
implies that estimating output gap using a simple statistical method such as the HP filter
is sub-optimal, and better results can be achieved when using a method that is based on
economic theory.
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Chapter 1
Deep learning for firm characteristic
selection and predicting the
cross-section of expected returns
1.1

Introduction

Predicting asset return is one of the most extensively studied problem by finance academics
and practitioners in the last decades. Statistical models typically used in the literature for
this purpose have performed poor out of sample, despite their success in explaining average
returns in-sample.
The number of asset characteristics discovered in published papers has exponentially
increased, creating a zoo of predictors claimed to have predictive power for expected returns.
Since the 70’s, hundreds of characteristics have been presented as statistically significant
predictors of the cross-section of returns. In such large dimensionality, the use of traditional
statistical methods is at best problematic. We have too many characteristics that forecast
returns, however, these characteristics are correlated, and not all of them work out-of-sample.
1

CHAPTER 1. DEEP LEARNING FOR PREDICTING THE CROSS-SECTION

2

In his presidential address, John Cochrane calls for different methods to predict the
cross section of returns. Following his call for new methods various approaches have been
proposed, many of which originate from the machine learning repertoire. Machine learning
models are suitable for predictive analysis, and since the quantification of time variation in
expected returns is mainly a forecasting problem, machine learning methods are attractive
for applications in financial asset return predictability and measurement of risk premia.
I propose a method from the machine learning repertoire to deal with the multi-dimensionality
challenge. Before describing this method, the distinction between statistics and machine
learning approaches to the same problem of prediction should be emphasized. Machine
learning (henceforth ML) approach to the prediction problem differs from the statistics approach. In ML, predicted value is important and estimating the coefficients is not the aim.
On the other hand, economists and econometricians are interested in structure, i.e. the
magnitude and significance of the slope coefficients is as important as the predicted value.
Machine learning tackles the problem of predicting y given a set of variables x. Machine
learning has been successful at uncovering patterns, no matter how complex the function is,
and no matter if the relationship between x an y is linear or nonlinear, or if interactions of
x variables are important(see Mullainathan and Spiess (2017)).
In this paper I apply a method recently developed in the deep learning literature that
applies group Lasso sparsity to prune the characteristics that do not add predictive power to
the model. Adapting the methodology developed by Scardapane et al. (2017) to the problem
of forecasting stock returns, I train Artificial Neural Network with group sparsity applied
to the input layer as a method that prunes the characteristics that do not have addition
explanatory power to expected returns. I explain their method after having introduced
penalized estimation methods and neural networks below.
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3

Literature Review

This paper contributes to at least two strands of literature.
First, this work proposes using new models from Deep Learning and Artificial Intelligence
to tackle an old question in asset pricing: what characteristics predict average returns in the
cross section. The Capital Asset Pricing Model (CAPM) of Sharpe (1964) and Lintner
(1965) models expected returns as a function of the asset beta, i.e. the covariance of the
asset returns with the returns on the market portfolio. A major problem for the CAPM
is that portfolios formed by sorting stocks on price ratios produce a wide range of average
returns, but the average returns are not positively related to market betas (see Fama and
French (2004)).
Fama and French (2008) (henceforth FF3) add two more factors to the Sharpe’s model.
FF3 estimate a three factor model, adding size and value in addition to the market factor.
They use portfolio sorting to identify return predictors, which is the mostly used method in
the asset pricing literature. In this approach sorting is the building block that the researcher
uses to form factors and at the same time test assets. Fama and French’s papers rely almost
exclusively on the value-weighted portfolio approach. One reason for this is that the portfolio
sorting approach is inherently non-parametric. Following the series of papers of Fama and
French, a fishing expedition started, and the number of factors that has been discovered’
since is in the range of hundreds. A review of this literature is provided by Green et al.
(2016).
An alternative approach to the portfolio sorting of Fama and French is the Fama and
MacBeth (1973) method (henceforth FM). This procedure is used to estimate risk premia
and determine the validity of asset pricing models using cross sectional and times series regressions. As discussed in Freyberger et al. (2017), both these approaches (portfolio sorting
and FM) are problematic when the number of characteristics is large. Sorting on more than
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two or three characteristics simultaneously is not tractable. On the other hand, the Ordinary
Least Squares assumptions used in FM linear regressions are easily violated. Multicollinearity, sensitivity to outliers, and possibility of a non linear association between returns and
characteristics are among the potential issues of the FM linear regression approach.
Moritz and Zimmermann (2016) use a tree-based conditional portfolio sort methodology
based on the Random Forest and find significant performance improvements compared to
the FM. Their method is capable of tracing out the firm characteristics that predict the
cross-section of expected returns. This method is interesting because it can deal with a
large number of variables and their potential nonlinearities and interactions. However, even
though nonlinearities are dealt with by the Random Forest model, interaction terms are not
dealt with by the mode and they need to be added. Hence, with higher-order interactions,
estimation becomes difficult for even fewer candidate predictors. For instance, for a small
set of 20 firm characteristics, 190 two-way interactions and 1140 three-way interactions need
to be considered. Moreover, their approach has the drawback that since they do model
averaging, they lose the simple interpretation of a single tree-based conditional portfolio sort.
Our method addresses the aforementioned challenges by accounting for arbitrary interaction
terms between the selected characteristics. By interaction term, we mean cross-products
between two variables and more variables.
Demiguel et al. (2017) study the impact of transaction costs on the number of characteristics that are jointly significant for an investor’s portfolio. They show that only a limited
number of FC are important, but trading diversification is an important aspect and leads
eventually to selection of a larger set of characteristics. They show that transaction costs
can be reduced by investing in a larger number of characteristics, and in turn this changes
the optimal portfolio of a utility-maximizing investor. Accordingly, transaction costs roughly
double the number of jointly significant characteristics. Hence, they conclude that a larger
number of characteristics should be considered in prominent asset-pricing models. Kozak
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et al. (2020) use the l2 penalty to create a stochastic discount factor (SDF) specification.
Using the specified SDF, they estimate the cross-section, findings that a sparse set of characteristics is not enough to explain the cross section. Moreover, they find that interactions
between characteristics are important.
Messmer (2017) uses the adaptive Lasso to identify a sparse set of characteristics. This
application is motivated by the oracle property of the adaptive Lasso. The author performs
an extensive cross-sectional simulation study, and he finds that the adaptive Lasso enjoys
advantages over Lasso-based shrinkage. Zou (2006a) show that although the Lasso variable
selection can be inconsistent in some scenarios, the adaptive Lasso enjoys the oracle properties by utilizing the adaptively weighted l1 penalty. Hence, adaptive Lasso performs as well
as if the true underlying model were given in advance. Freyberger et al. (2017) tackle the
problem by using a non-parametric model in combination with the grouped adaptive Lasso.
Their approach is motivated by the classical portfolio sorting methodology and is robust to
extreme values. This paper is described in more details in later sections.
Second, this paper contributes to a recent literature on characteristics based asset pricing.
Hundreds of stock characteristics, most of which correlated, have been proposed in the
literature. Subrahmanyam (2010) identifies 50 earnings-based significant characteristics.
McLean and Pontiff (2016) document 82, and Harvey et al. (2015) and Green et al. (2012)
both extend the list to around 330. More recently, Hou et al. (2018) provide a review and
extend the list to more than 430 characteristics.
Third, this paper can be viewed as a contribution to the emerging literature of explainable
Artificial Intelligence (henceforth AI). Despite their extraordinary performance in forecasting problems, many researchers have been skeptical to implementing AI to solve business
problems. Recently, Lemhadri et al. (2019) proposed a modified version of an neural network
architecture that serves a similar scope with the method we adapt here. They propose using
a separate linear term that bounds the input layer weights for a characteristic by the linear
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weight for that characteristic. This procedure, LassoNet, generates a feature-sparse set of
models, and in spirit it serves a similar mission to the group Lasso penalty we adapt in
this paper. Borisov et al. (2019) develop a new method that introduces an additional new
layer for deep neural networks. They name this layer “CancelOut”, and it can be used for
supervised and unsupervised learning applications. They find that this procedure performs
better than traditional feature selection algorithms, finding subsets of characteristics that
are relevant for the classification/regression problem.
I import ideas from the machine learning literature and tailor them to a financial application. This approach is suited to evaluate the independent information in the entirety of
a large cross-sectional predictor variables and their potential interactions. Eventually, the
method I apply in this paper will produce both the set of characteristics that have independent predictive power on expected return for each year, and the respective forecasted returns
for each individual stock.

1.3

Methodology

In this section I describe the methodologies available in the literature, and the method I
adapt in this paper for the purpose of selecting characteristics that predict cross sectional
returns.
One aim of the empirical asset-pricing literature is to identify characteristics that predict
expected returns. The researcher aims at finding a characteristic xt in period t that predicts
Ri,t+1 , the returns of firm i in the following period. The conditional mean function can be
written as:

E[Ri,t+1 |x1,t , x2,t , ..., xk,t ]

(1.1)

Typically portfolio sorts are used to estimate 1.1 for a single characteristic, creating 10
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portfolios (one for each decile), and comparing the mean return between these portfolios.
Even though this is the mostly used technique in the literature, its drawback is that it can
not be scaled. When the dimensionality of the characteristics set increases, sorting portfolio
on each of the characteristics is not feasible as the number of portfolio sorts increases much
faster than the number of characteristics used. For instance, sorting stocks jointly into five
portfolios as in Fama and French (2008) would result in 55 = 3125 portfolios. Another
shortcoming of portfolio sorting is the assumption that expected returns are constant within
each decile.
In recent work, Green et al. (2016) (henceforth GHZ) simultaneously include 94 stock
characteristics in Fama-Macbeth regressions and find that only 12 characteristics independently explain the returns of microcap stocks before 2003, and the number of characteristics
has fallen to only 2 since then. In their work, they take up Chochrane’s challenge and identify the firms characteristics that provide independent information about US monthly stock
returns. They run Ordinary Least Squares (OLS) and Weighted Least squares regressions,
both susceptible to multicollinearity. The authors address this issue using the variance inflation factor (VIF) of each characteristic to decide if they should include it in the multivariate
regression. The VIF summarizes the extent to which one characteristics can be expressed
as a linear combination of all the other characteristics. After deciding which characteristics
to include in the regressions, they use a two step method similar to FM. First they run
cross sectional regressions of current period returns on lag characteristics, including all 94
characteristics as explanatory variables on the right hand side. Next, they take the rolling
120 month averages of the estimated slopes and intercept, and use these averages to predict
the next period return

Ri,t+1 =

aM
t

+

94
X
j=1

bM
j,t ∗ xi,j,t + i,t

i = 1, ...Nt

(1.2)
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94
X

bM j,t ∗ xijt
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(1.3)

j=1

where Nt is the number of stocks available at time t, and xi,j,t are characteristics for each
stock i at time t.
The approach of GHZ only partially addresses Chocrane’s challenge. Han et al. (2018)
find that in this setup, overfitting of the model to in-sample data remains a significant
issue. OLS and WLS estimation of a high dimensional regression model is susceptible to
what Cochrane calls the curse of dimensionality, leading to overfitting in-sample and poor
performance out-of-sample. Moreover, chance correlations between the explanatory variables
might lead to overly optimistic picture of predictability.
This work contributes to a rather young strand of the literature on machine learning
and asset pricing. Recently, different methods have been proposed - mostly shrinkage based
approaches in the cross-section of stock returns. These papers follow different estimation
strategies to understand the following relationship:

Ri,t+1 = f (xi,t , θ) + i,t+1

(1.4)

where f (.) defines a generic function with parameters θ, and Rt+1,i is the return of stock i
in month t + 1. xt,i is a vector containing all characteristics at time t, and t+1,i is the error
for stock i = 1, ..., N at time t + 1 = 1, ...., T .
Freyberger et al. (2017) uses a group Lasso approach to estimate the relation in 1.4 :

β˜t = arg min
bs,k

N 
X
i=1

Ri,t −

L+2
S X
X
s=1 k=1

S X
L+2
2
1/2
X
2
bs,k
bs,k pk (c̃i,s,t−1 ) + λ1
s=1

(1.5)

k=1

where c̃i,s,t−1 is characteristic x normalized on [0, 1] and: p1 (c) = 1, p2 (c) = c, p3 (c) = c2 ,
and pk (c) = max{c − tk−3 , 0}2 for k = 4, ..., L + 2. Daniel (2017) notices that this is just a
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Fama and MacBeth (1973) regression with nonlinear (quadratic spline) terms and a Lassopenalty applied to the sum of the Euclidean norms of the sets of characteristic coefficients.
Based on a Lasso approach, this method eliminates most of the characteristics. They find
that using this model, only 15 characteristics out of 36 have indipendent explanatory power
for expected returns. Moreover, comparing the performance of the non-parametric model to
a linear Lasso model, they find that the non-parametric model generates a much higher out
of sample Sharpe-ratio; almost twice as large as that of the linear model.
I use a deep learning workflow introduced by Scardapane et al. (2017) for estimation
and feature selection. This method provides a workflow of machine learning primitives that
simultaneously selects features and minimizes the optimization criterion for training the
network. In other words, the method performs feature selection while training the model to
outperform the benchmark models out of sample. Feature selection is part of the training
algorithm and an additional estimation step is not needed as is the case with other feature
selection algorithms.

1.3.1

Penalized estimation

In this section I describe penalized regression and its variants, specifically Lasso and Ridge
regression.
Consider the following penalized regression:

β̂ = argmin
β

N
X

yn −

n=1

K
X

!2
βi xin

(1.6)

i=1

such that
K
X

|βi |q ≤ c

(1.7)

i=1

In equation 1.7 c is the budget parameter. In Lagrange multiplier form, this can be represented as:
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X

yn −

n=1

K
X

!2
βi xin

+λ

i=1

K
X
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!
|βi |q

(1.8)

i=1

Equation 1.8 is a general form of the penalized regression, and different values of q yield
different penalized estimators. Two most popular examples are the Lasso and Ridge regression.
β̂Lasso = argmin
β

β̂Ridge = argmin
β

N
X

yn −

K
X

!2
βi xin

n=1

i=1

N
X

K
X

yn −

n=1

+λ

K
X

!
|βi |

(1.9)

i=1

!2
βi xin

+λ

i=1

K
X

!
βi2

(1.10)

i=1

Ridge penalty shrinks components of its estimate toward zero, but never sets these components to be zero exactly (unless λ = ∞, in which case all components are zero). Strictly
speaking, ridge does not perform variable selection. On the other hand, the nature of the l1
penalty is such that some coefficients are shrunken to zero exactly. Lasso performs variable
selection in the linear model, and this feature distinguishes Lasso from ridge regression. The
number of coefficient set to zero by Lasso increases with increasing λ. Moreover, larger λ
also implies that among the nonzero coefficients, more shrinkage is employed resulting in
smaller estimated coefficients.
Another version of Lasso is the Adaptive Lasso of Zou (2006b). Despite it’s popularity, there exist certain scenarios where the lasso formulation shown in 1.9 is inconsistent
for variable selection. Motivated by this fact, Zou (2006b) introduced the adaptive lasso.
Specifically, adaptive lasso applies adaptive weights for penalizing different coefficients in the
penalty.
Formally, adaptive lasso optimizes the following penalized regression:

β̂Lasso = argmin
β

N
X
n=1

yn −

K
X
i=1

!2
βi xin

+λ

K
X
i=1

!
ŵj |βi |

(1.11)
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where ŵ can be estimated using coefficients (β) from a first step such as OLS, lasso or
b
ridge regression. For instance, β(OLS)
from a first step regression can be used to construct
b Zou (2006b) show show that this modification of the lasso enjoys the
ŵ as: ŵ = 1/|β|.
oracle properties. Using adaptive Lasso, we can select the characteristics we would as if the
true underlying model were given in advance.

1.3.2

Feed Forward Artificial Neural Networks

Neural networks are among the most powerful models in machine learning. In addition to
their extraordinary performance in classification applications,their theoretical property as
“universal approximators” for any smooth association makes them desirable in applications
where estimating the exact functional form relationship between one variable and a set of
other variables. Neural networks are made up of layers of perceptrons, each with an activation
function that transforms the incoming signal accordingly and transmits it to the neurons in
the next layer.
Neural networks can capture complex interactions among characteristics via their hidden
neurons, which depend on the values of each of the inputs. For certain choices of the activation function, it is widely known that multi-layer perceptrons are universal approximators.
Even a single-hidden-layer network, given enough nodes and the right set of weights, we
can model any function at all. Actually learning that function is the hard part. Moreover,
even though a single-layer network can learn any function, it does not mean that there is no
additional benefit from adding more layers to the network.
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Figure 1.1: A Feedforward Artificial Neural Network consisting of a single Hidden Layer
with five neurons and an input layer of five variables.
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Weight-level Group Lasso and Sparse Group Lasso regularization for deep neural networks

We use a deep learning workflow introduced by Scardapane et al. (2017) for estimation
and feature selection. This method provides a workflow of machine learning primitives that
simultaneously selects features and minimizes the optimization criterion for training the
neural network. They consider the input vector as an additional layer of the neural network,
having no in-going connections and outgoing connections to the first hidden layer. Removing
one of the neurons from the input layer is equivalent to deleting the corresponding feature.
This is achieved by applying a penalty to the group of weights that originate from a given
feature. Lasso can be used to shrink the outgoing weights of each neuron in the input layer.
Figure 1.1 plots a simple representation of a neural network with fully connected input layer.
A neuron (feature) can be removed if and only if all its in-going or outgoing connections have
been set to 0. Lasso is a solution for the problem of feature selection, but it is highly suboptimal. Between two equally sparse networks, one which has a more structured level of
sparsity is preferred.
The Lasso penalty can be written in matrix notation as:

Rl1 (w) = ||w||1 =

Q
X

|wk |

(1.12)

k=1

Even though Lasso does provide with a sparse neural network including possible sparsity in the input characteristics, a method that would assure that irrelevant characteristics
are pruned and the resulting network is sparse would be highly desirable. To achieve the
structured level of sparsity desired, Scardapane et al. (2017) propose the Group Lasso Neural
Network (henceforth GL-ANN) formulation that imposes a group Lasso penalty to introduce
sparsity on a group level, such that all the variables in a group are either simultaneously
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set to zero or none of them are. The outgoing weights from a neuron are considered as a
single group so that the optimization algorithm can remove entire neurons at a time. This
approach assures that at least some of the elements of the neural network input layer will
be pruned, resulting in a sparse characteristics set.
Group Lasso regularization can be written as:

Rl2,1 (w) =

Xp
|g| ||g||2

(1.13)

g∈G

where a single element g corresponds to the vector of weights of all outgoing connections
from one of the neurons in the input layer, |g| denotes the dimensionality of the vector g,
and it ensures that each group gets weighted uniformly.
Note that, for one-dimensional groups (size of vector g equals one), the expression in 1.13
simplifies to the standard Lasso. Moreover, similarly to the standard Lasso, it is convex but
non-smooth since its gradient is not defined if ||g||2 = 0. In order to obtain precisely sparse
solutions, a final thresholding step is required after training the model. After training, all
weights under 10−3 in absolute value are set to 0.
Sparse Group Lasso Neural Network (henceforth SGL-ANN) is another variation of a
neural network with group Lasso penalty proposed by Scardapane et al. (2017) . In addition
to the group Lasso, SGL-ANN adds within-group sparsity to each groups of weights. In the
SGL-ANN architecture that I adapt in this work, the penalty is only applied to the input
layer to obtain a sparse representation of the input features space. Sparse group Lasso sets
to zero some of the weights of the non removed inputs allowing for sparsity within non-zero
groups of outgoing weights for respective non-pruned characteristics.
The sparse group Lasso regularization can be written as:

RSGL (w) = Rl2,1 (w) + Rl1 (w)

(1.14)
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SGL-ANN can be applied in different forms depending on needs of the researcher. Since
my goal is to achieve feature selection and high out-of-sample model performance while
selecting characteristics that have predicting power for expected returns, I concentrate on
the case where the neuron described above is in the input layer. Note that since we are
dealing with a neural network, the characteristics might enter in the functional form linearly
or non-linearly, as well as in the form of interactions with one or more of the other variables.
Figure 1.2 shows examples of a neural network with different structures of sparsity after
the network is trained. Figure 1.2a shows an example of GL-ANN1; i.e. an artificial neural
network with group Lasso penalty applied on the weights of the input layer. In this case,
only the second and fourth characteristics were not pruned during training, and none of the
weights of these two inputs equals to zero. Figure 1.2b shows an example of a SGL-ANN1
network. In this case, within-group sparsity is obtained even for inputs that were not pruned
during training of the model.
Next, I define the neural network formally, and briefly explain how the network is trained.
Denote by y = f (x; w) a generic neural network. x is a matrix consisting of columns values
of all the input features, returning y after propagating the information from the input layer
through all the hidden layers. w is a column-vector concatenation of all adaptable parameters
of the network, including the weights and the bias terms for each layer.
the l th hidden layer takes in an input vector hl consisting of transformed and reweighed
information from layer l − 1, and returns an output vector hl+1 as:

hl+1 = gk (Wl hl + bk )

(1.15)

where gk (.) is the activation function, Wl is the vector of weights to be estimated, and
bl are the bias terms. Bias terms in the neural network terminology serve a similar purpose
with the intercept term in a simple linear regression. Consider a set of N examples given
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(a) GL-ANN

(b) SGL-ANN

Figure 1.2: Neural network with group Lasso (a) and sparse group Lasso (b) penalty applied
to the outgoing weights of the input layer.
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by {(x1 , d1 ), ... , (xN , dN )}. To train the network, a standard regularized cost function is
minimized:

w* = argmin{
w

N
1 X
L(di , f (xi )) + λR(w)}
N i=1

(1.16)

where L(di , f (xi ) is the cost function, and R(w) is the regularization term. The typical
cost function for regression problems in deep learning is the mean squared error. The group
lasso and sparse group lasso, as defined earlier, are used as regularization terms.

1.3.4

Performance evaluation

I use the out-of-sample R2 statistics (henceforth OOS R2) to evaluate the predictive performance of the respective model for individual stock return forecasts.
2
The ROOS
statistics, as used in Welch and Goyal (2007) and Campbell and Thompson

(2007), is a popular forecast evaluation statistics in the literature. I use the modified version
2
of Gu et al. (2018) who uses it for the similar purpose of evaluating the out of
of the ROOS

sample performance of different models for expected return forecast.
P
2
ROOS
=1−



(i,t)∈τ

bi,t+1
Ri,t+1 − R

P

(i,t)∈τ

2

2
Ri,t+1

(1.17)

where τ is includes all the data in the test set.
2
The ROOS
compares the 1-month ahead forecasts of the benchmark random walk without

drift model to the conditional forecasts of an alternative model.
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Empirical Study of US Equities
Dataset Construction

In this paper I regress one-month-ahead returns on a large number of characteristics simultaneously to determine which characteristic is a determinant of expected returns. I construct
the dataset used for the empirical part of the paper following the data collection and cleaning process of Gu et al. (2018) and Green et al. (2016). I use 102 characteristics, requiring
that each characteristics can be calculated from CRSP, Compustat and/or I/B/E/S data;
covering the period between January 1980 and December 2014. Following Gu et al. (2018)),
I choose 1980 as the beginning year because most of the characteristics in the dataset become robustly available in that year. I include all firms with common stock on the NYSE,
AMEX or NASDAQ that have a month-end market value on CRSP and a non-missing value
for common equity in their annual financial statements. Some of the data used to construct
the characteristics are reported quarterly or annually, hence the data needs to be aligned
accordingly. For each month t I calculate characteristics as they were at the end of month
t-1, assuming that annual accounting data are available at the end of month t-1 if the firm’s
fiscal year ended at least six months before the end of month t-1, and that quarterly accounting data are available at the end of month t-1 if the fiscal quarter ended at least four
months before the end of month t-1. I merge these characteristics with returns at time t.
I/B/E/S and CRSP data are aligned in calendar time using the I/B/E/S statistical period
date and the CRSP monthly or daily end date.
I download monthly stock returns from CRSP and include delisting returns as in Shumway
and Warther (1999). I delete 20 observations that have a monthly return less than -100%.
I/B/E/S is the most restrictive in its coverage and availability of firms over time. I only
use I/B/E/S-based characteristics starting in January 1989 because that is when I/B/E/S’
more expansive coverage begins.
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Figure 1.3: Out-of-sample testing: deep learning models are re-estimated every year. Predicted returns are then calculated for the next twelve months. The strategy is go long (short)
the highest (lowest) decile of those predictions each month.

To facilitate training I normalize the numerical stock characteristics with respect to the
cross-section by computing the z-scores every month. More specifically, I normalize all
characteristics except for [“divi”, “divo”, “securedind”, “convind”, “sin”, “rd”, “ipo”] which
are dummy variables.
Figure 1.3 shows the expanding window estimation scheme I adopt in this work. The
training set starts from January 1980, and the first test year is 1999. Every year, I estimate
the model with data up to the last month of the year, and use that model to forecast returns
for all stocks in the following year. Afterwards, I roll forward by one year, including the
following year data in the estimation window, and forecast returns for the following year. I
repeat this process until the end of the sample.
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Neural network training and optimisation

A commonly used algorithm to fit neural networks is stochastic gradient descent (SGD). For
this paper I make use of Adam, an efficient version of the SGD introduced by Kingma and
Ba (2014). Adam is a versatile algorithm that scales to large-scale high-dimensional machine
learning problems. Moreover, Kingma and Ba (2014) demonstrate that Adam works well in
empirical applications and performs better compared to other optimization methods.
Algorithm 1 Adam for Stochastic Gradient Descent (SGD)
Initialize the parameter vector θ0 . Set m0 = 0, v0 = 0, t = 0,
while θt not converged do
t←t+1
gt ← ∇θ Lt (θ; ·)|θ=θt−1
mt ← β1 mt−1 + (1 − β1 )gt
vt ← β2 vt−1 + (1 − β2 )gt
m̂t ←
vˆt ←

gt

.

denotes element-wise multiplication

mt
(1−(β1 )t )

vt
(1−(β2 )t )

θt ← θt−1 − αm̂t

√
( vˆt + )

.

denotes element-wise division

end
Result: The final parameter estimate is θt

It is best practice to initialize neural network parameters with zero mean and unit variance
or variations thereof (see He et al.). I follow their approach to start the weights of the neural
network. Each neuron in the hidden layers has an activation function that transforms the
incoming signal and transfers the transformed information to the next layer. There are
a number of available activation functions such as the Sigmoid, the Hyperbolic Tangent
(Tanh), and the rectified linear unit (ReLU). The sigmoid function transforms the input into
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Algorithm 2 Early Stopping
Initialize j = 0,  = inf and select the patience parameter p.
while j < p do Update θ using the training algorithm, and with the updated value of θ
calculate the prediction error 0 in the validation sample.
if 0 <  then
j←0
 ← 0
θ0 ← θ
else
j ←j+1
end
end
Result: The final parameter estimate is θ0

Algorithm 3 Batch Normalization (for one Activation over one Batch)
Input:Values of x for each activation over a batch B = {x1 , x2 , ..., xN }.
P
µB ← N1 N
i=1 xi
σB2 ←

1
N

PN

i=1 (xi

− µB)2

xbi ← √xiσ−µB+
B2

yi ← γ xb1 + β := BNγ,β (xi )
Result: {yi = BNγ,β (xi ) : i = 1, 2, ..., N }
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elements on the interval between zero and one, Tanh transforms the inputs into outputs that
lie within the interval between -1 and 1, and ReLU is defined as a simple maximum function.
Given the element z, ReLU non-linearly transform the incoming variable z as it yields the
maximum of the element z and zero. More formally, ReLU is defined as:

ReLU (z) = max(z, 0)

(1.18)

A visual representation of these activation function is shown in Figure 1.4. I use the ReLU
activation due to both its simplicity of implementation and its superior performance on a
variety of predictive tasks. Moreover, ReLU is the default activation function recommended
for use with most feed-forward neural networks (see Goodfellow et al. (2016a)).

Batch normalization
Over the course of the training process this normalization vanishes and a problem referred
to as covariate shift occurs. Thus, I apply batch normalization of Ioffe and Szegedy to the
activations after each hidden layer. Batch normalization reduces the amount of variability
of predictors by adjusting and scaling the activations. This allows to increase the stability
of the neural network and the speed of training. The output of a previous activation is
normalized by subtracting the batch mean and dividing by the batch standard deviation.
This is particularly advantageous if layers without activation functions, i.e. the output
layer, follow layers with non-linear activations, such as ReLU, which tend to change the
distributions of the activations. Since the normalization is applied to each individual minibatch, the procedure is referred to as batch normalization. The algorithm used for batch
normalization is shown in 3.
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Early stop
Early stopping is used to improve the performance of the trained models and reduce overfitting. By evaluating the validation error it prevents the training procedure to simply
memorize the training data (see Bishop and Goodfellow et al. (2016b)). More specifically,
by means of early stopping the training process is stopped prematurely if the loss on the
validation sample has not improved for a number of consecutive epochs. In detail, our
algorithm is stopped early if any of the following is true: maximum number of epochs
reached the value of 200, or the Mean Squared Error (henceforth MSE) on validation set has
not improved for 20 consecutive epochs. When early stopping occurs I retrieve the model
with the best validation performance. Early stopping has two effects. Firstly, early-stopping
prevents over-fitting by aborting the training when the pseudo out-of-sample performance
starts to deteriorate, hence it reduces over-fitting. Secondly, since the optimal number of
weight updates is unknown initially, early stopping helps to keep the computational cost at
a minimum by potentially stopping the training before the maximum number of iterations
is reached.

Dropout
Another proposed technique that can be used to prevent the neural network from overfitting is Dropout, proposed by Srivastava et al. (2014). The key idea of this method is to
randomly drop neurons and all their connections from the neural network. This approach
has several implications. First, since each neuron has equal probability of being removed
from the network at each epoch of training, no single neuron or group of neurons gets all
the information, i.e. the information spreads out over the neurons of each layer. Moreover,
Dropout makes training faster as less weights need to be estimated during each phase of the
training procedure.
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Hyper-parameter optimization
There is a set of hyper-parameters selection that needs to be addressed before building and
training the models. The hyper-parameter space for a neural network model include the
number of hidden layers, number of neurons per layer, dropout probability, group Lasso
or sparse group Lasso regularization strength, the optimization routine, the learning rate,
the number of epochs, the patience parameter for early stop, the mini-batch size, and the
type of activation function. The dimension of the hyper-parameters set is very large, and
typically grid search of all the hyper-parameters and their permutations thereof is not feasible
and out of the scope of this paper. Instead, I fix some of the hyper-parameters based on
previous research, and perform a random search over a set of values for each of the remaining
parameters.
For instance, I follow Gu et al. (2018) and select a network architecture with one hidden
layer consisting of 32 neurons for the Neural Network with one hidden layer and call this
ANN1. Theoretically, a neural network with one hidden layer and enough neurons in the
hidden should be enough to approximate any function. In practice, adding one hidden
layer(increasing depth) can improve the performance of the neural network better than
adding more neurons to the layer (increasing width)1 . Hence, I also try a neural network
consisting of two neural networks with 32 neurons in the first hidden layer and 16 neurons
in the second hidden layer (ANN2). The architecture of the network is chosen according to
the geometric pyramid rule of Masters, following Gu et al. (2018) who starts with a simple
network architecture with a single hidden layer with 32 neurons, and proceeds creating
networks with 2,3,4,and 5 hidden layers adding sequantially layers with 16, 8, 4 and 2
neurons. Our application is different in purpose compared to Gu et al. (2018), who evaluates
different machine learning models for forecasting purposes. Our aim is to approximate the
1

see Eldan and Shamir (2015) for an comparison of the importance of depth versus width for artificial
neural network applications.
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functional form relating cross sectional returns to firm characteristics using group Lasso and
sparse group Lasso deep neural networks. As shown in Scardapane et al. (2017), introducing
the group Lasso and the modified group Lasso with within-group sparsity to the input layer’s
weights provides a strong method that selects only relevant characteristics and prunes all the
others. Moreover, as the characteristics pruning is part of the training process, an advantage
of this approach is that we do not need a screening phase in the first stage to drop some
of the characteristics and then estimate the model as is the case in many characteristics
selection methods.
Another hyperparameter that I fix based on previous literature is the group Lasso and
sparse group Laso penalty. I follow the original paper of Scardapane et al. (2017), and set λ
in 1.16 equal to 10−3 . For this value of the penalty, they find that both the group lasso and
sparse group lasso perform best in terms of accuracy and sparsity of the trained network. I
select hyper-parameters that are used during model training following the random search of
Bergstra and Bengio (2012). The set of hyper-parameters that I search over consists of the
learning rate for Adam, probability of dropout for the dropout layer, and the minibatch size.
I draw the respective hyper-parameters randomly and independently from the following set
of values:
• Learning rate : [10−1 , 10−2 , 10−3 , 10−4 , 10−5 ]
• Batch size : [256, 512, 1024, 2048, 4096, 8192]
• Probability of dropout : [0.3, 0.5]
I fix the number of epochs to 200, and the patience parameter for the early stop is fixed at
20. This means that training will stop when one of the following conditions is satisfied: if
200 epochs are complete, or if the performance (mean squared error) in the validation set
does not improve after 20 epochs. Moreover, I use the ReLU activation function for all the
hidden layers.
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Table 1.1. Random search over a set of hyper-parameters for the neural network with one
hidden layer and group Lasso penalty.
Learning rate

Minibatch Size

Dropout rate Validation MSE

0.00001

512

0.3

0.060898

0.00001

4096

0.5

0.060940

0.00001

2048

0.5

0.060943

0.00001

256

0.3

0.060943

0.00010

512

0.3

0.060966

0.00010

1024

0.3

0.060971

0.00010

256

0.3

0.061041

0.00010

1024

0.5

0.061055

0.01000

512

0.3

0.061097

0.01000

256

0.3

0.061100

0.00100

256

0.3

0.061103

0.01000

1024

0.3

0.061108

0.01000

8192

0.3

0.061119

0.00100

4096

0.5

0.061123

0.01000

512

0.5

0.061141

0.00100

1024

0.3

0.061146

0.01000

4096

0.3

0.061182

Since training neural networks is timely expensive, I do not run a hyper-parameter tuning
random search every year. Instead, I search for the optimal hyper-parameters training the
models in the initial training set consisting of data for 18 years between 1980 and 1997, and
use as a validation set the data in the following 3 years (1998-2001). I repeat the process 17
times, and select the hyper-parameters for which the neural network performs better in the
validation set. More specifically, I select the hyper-parameters that yield the lowest MSE in
the validation set.
Table 1.1 shows the results from the random search for the GL-ANN1 network speci-
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fication. The combination of the following parameters performs best in the validation set
:earning rate = 0.00001, batch size = 512 , and dropout = 0.3. These hyper-parameters will
be used to train the models for every year afterwards. Note that this does not mean that the
network itself is not retrained; it means that the optimal weights will be obtained after the
neural network is trained with the given hyper-parameters. The same procedure is followed
for all the other model specifications.

1.4.3

Shrinking the zoo of firm characteristics

I first estimate the linear model using the Adaptive Lasso of Zou (2006a) described in section
2
in table 1.6 in section 1.4.4.
1.3.1. I report the performance of the model in terms of its ROOS

Additionally, I show the characteristics that are selected each year by each model. Adaptive
lasso is a linear model that will be used as a benchmark against which the performance of
deep learning models will be assessed. The motivation behind using the adaptive lasso is
that unlike Lasso that selects only one of many correlated variables and drops all the others,
adaptive Lasso has the oracle property. It drops all characteristics that are not important
using a two step estimation method. This approach is similar to the one in Freyberger
et al. (2017), who use a similar version of the adaptive lasso as benchmark to compare the
performance of a non-parametric adaptive Lasso for cross-sectional returns forecast.
Figure 1.5 shows the time evolution of relevant characteristics selected by the adaptive
Lasso. The model is re-estimated every year, and forecasts for the following year are then
calculated from the model using one month lagged characteristics. Adaptive Lasso keeps
more than half of the available characteristics, 57 out of the total of 102. Before 2010, 54
characteristics were selected at least once by the linear Lasso model, and 45.7 features were
selected on average. After 2010, the number of characteristics selected at least once by the
model drops to 51, with an average of 48.0 characteristics were selected each year.
Figure 1.6 shows the time evolution of relevant characteristics selected by the deep learn-
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Figure 1.5: Time variation in characteristics selected by the Adaptive Lasso model.
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Figure 1.6: Time variation in characteristics selected by the deep learning model with Group
Lasso and one hidden layer.

CHAPTER 1. DEEP LEARNING FOR PREDICTING THE CROSS-SECTION

31

ing model with one hidden layer and group Lasso regularization applied to the input layer,
GL-ANN1. More than half of the characteristics are never selected by the model. Overall,
49 characteristics are selected at least once out of the total of 102 characteristics available.
Before 2010, 48 characteristics were selected at least once by the model. This level of sparsity
is similar to the linear model. However, unlike Adaptive lasso, GL-ANN1 only selects 19.9
features on average each year before 2010. The number of characteristics selected at least
once by this deep learning model drops to 20 with an average of 11.2 characteristics selected
each year.
Tables 1.2 - 1.5 regress the return to the long-short strategy from forecasts of each model
on the CAPM and the Fama-French three-factor model. The hedge portfolio returns of
the adaptive lasso load on the market factor, and also on the Fama-French factors even
though not on the HML factor. On the other hand, neither the GL-ANN1 nor the GLANN1 generated forecasts hedge returns do not load on the market or the Fama-French
factors. The only strategy that does load on the Market factor is SGL-ANN2 generated
hedge portfolio.
I repeat the same experiment with the sparse group Lasso regularization, SGL-ANN1.
Figure 1.7 shows the result when Lasso in addition to the group Lasso penalty is imposed
on the input layer.
Only 51 characteristics are ever selected out of the total of 102 characteristics available.
Before 2010, 49 characteristics were selected at least once by the model, and 19.4 features
were selected on average each year. After 2010, the number of characteristics selected at least
once by the deep learning model drops to 20, with an average of 11.0 characteristics selected
each year. SGL-ANN1 selects a slightly sparser characteristics set compared to GL-NN1,
especially after 2010 (11 on average, compare to 11.2 for GL-NN1).
Gu et al. (2018) find that adding more hidden layers to a neural network increases its
performance when dealing with similar data. I check if this is the case with the neural
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Table 1.2. Strategy factor loadings: Adaptive Lasso

(i)
Intercept

(ii)

(iii)

(iv)

2.80***

2.77***

(0.40)

(0.37)

(0.36)

-0.18*

-0.24**

-0.24**

(0.11)

(0.12)

(0.12)

0.30*

0.31*

(0.17)

(0.18)

2.81*** 2.89***
(0.39)

MKT
SMB
HML

0.17
(0.22)

N

168

R2
SR
Note:

168

168

168

0.03

0.06

0.07

2.18
∗

p<0.1;

∗∗

p<0.05;

∗∗∗

p<0.01

This table shows time-series regressions of strategy returns on factors. Returns are
specified in percent per month. Strategies go long the highest predicted return decile and
go short the lowest predicted return decile. The sample period covers 1980 to 2014, and all
results are based on rolling out-of-sample estimates of the models. MKT is the market
return, SMB and HML are the Fama-French factors for size and value. SR is the Sharpe
ratio. T-statistics are in parentheses, and standard errors were clustered using
Newey-West’s adjustment for serial correlation.
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Table 1.3. Strategy factor loadings: GL-ANN1

(i)
Intercept

(ii)

(iii)

(iv)

2.79***

2.75***

(0.48)

(0.43)

(0.43)

-0.10

-0.16

-0.17

(0.09)

(0.11)

(0.11)

0.34

0.34

(0.29)

(0.29)

2.84*** 2.89***
(0.48)

MKT
SMB
HML

0.18
(0.22)

N

168

R2
SR
Note:

168

168

168

0.01

0.03

0.04

1.76
∗

p<0.1;

∗∗

p<0.05;

∗∗∗

p<0.01

This table shows time-series regressions of strategy returns on factors. Returns are
specified in percent per month. Strategies go long the highest predicted return decile and
go short the lowest predicted return decile. The sample period covers 1980 to 2014, and all
results are based on rolling out-of-sample estimates of the models. MKT is the market
return, SMB and HML are the Fama-French factors for size and value. SR is the Sharpe
ratio. T-statistics are in parentheses, and standard errors were clustered using
Newey-West’s adjustment for serial correlation.
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Table 1.4. Strategy factor loadings: SGL-ANN1

(i)
Intercept

(ii)

(iii)

(iv)

2.84***

2.79***

(0.46)

(0.42)

(0.41)

-0.10

-0.15

-0.17

(0.09)

(0.11)

(0.11)

0.30

0.30

(0.25)

(0.25)

2.87*** 2.92***
(0.46)

MKT
SMB
HML

0.23
(0.21)

N

168

R2
SR
Note:

168

168

168

0.01

0.03

0.04

1.92
∗

p<0.1;

∗∗

p<0.05;

∗∗∗

p<0.01

This table shows time-series regressions of strategy returns on factors. Returns are
specified in percent per month. Strategies go long the highest predicted return decile and
go short the lowest predicted return decile. The sample period covers 1980 to 2014, and all
results are based on rolling out-of-sample estimates of the models. MKT is the market
return, SMB and HML are the Fama-French factors for size and value. SR is the Sharpe
ratio. T-statistics are in parentheses, and standard errors were clustered using
Newey-West’s adjustment for serial correlation.
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Table 1.5. Strategy factor loadings: SGL-ANN2

(i)
Intercept

(ii)

(iii)

(iv)

2.16***

2.11***

(0.47)

(0.43)

(0.41)

-0.25**

-0.29**

-0.30**

(0.12)

(0.13)

(0.13)

0.24

0.25

(0.25)

(0.26)

2.11*** 2.22***
(0.47)

MKT
SMB
HML

0.22
(0.24)

N

168

R2
SR
Note:

168

168

168

0.05

0.06

0.07

1.4
∗

p<0.1;

∗∗

p<0.05;

∗∗∗

p<0.01

This table shows time-series regressions of strategy returns on factors. Returns are
specified in percent per month. Strategies go long the highest predicted return decile and
go short the lowest predicted return decile. The sample period covers 1980 to 2014, and all
results are based on rolling out-of-sample estimates of the models. MKT is the market
return, SMB and HML are the Fama-French factors for size and value. SR is the Sharpe
ratio. T-statistics are in parentheses, and standard errors were clustered using
Newey-West’s adjustment for serial correlation.
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Figure 1.7: Time variation in characteristics selected by the deep learning model with Sparse
Group Lasso and one hidden layer.
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Figure 1.8: Time variation in characteristics selected by the neural network with Sparse
Group Lasso and two hidden layers.
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network with sparse group lasso penalty. I add a fully connected second hidden layer with
16 neurons to the SGL-ANN1 network and call this SGL-ANN2. In Figure 1.8, I report
the characteristics selected by a neural network with two hidden layers and sparse group
Lasso penalty. During the crisis years, the model selects a large set of the characteristics as
relevant, while after 2010 the characteristics set is even sparser than that of the other neural
networks.
2
However, theROOS
is only 0.57 %, lower than both GL-ANN1 and SGL-ANN1. This can

be interpreted as over-fitting the data once more layers are added, due partly to the size
of our data that is still moderate compared to the size of datasets typically used in deep
learning applications.
Figure 1.9 plots the cumulative log returns of the long-short portfolio based on forecasts
from the adalasso, GL-ANN1 and the market returns. Both the neural network and the
linear lasso beat the market, with the nonlinear model performing slightly better.
Figure 1.10 plots the cumulative log returns of the long-short portfolio based on forecasts
from the adalasso, SGL-ANN1 and the market returns. Similar to before, both the neural
network and the linear lasso beat the market. The nonlinear neural network model performs
better than the linear model (adaptive lasso).

1.4.4

Out of Sample R2

2
Table 1.6 shows the ROOS
calculated using the formula in 1.17. In terms of the out-of-sample

performance, neural networks outperform the linear adaptive Lasso model, even though the
number of variables chosen by the neural networks is much smaller than those chosen by the
Lasso.
The fact that a simple neural network with one hidden layer clearly outperforms the linear
model, implies that in fact a sparse representation of the characteristics set with less than 20
characteristics and their interactions thereof performs similarly to a linear model with more

Figure 1.9: Cumulative log returns of an equally-weighted hedge portfolio going long the 10% of stocks with highest
predicted returns and shorting the 10% of stocks with lowest predicted returns.
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Figure 1.10: Cumulative log returns of an equally-weighted hedge portfolio going long the 10% of stocks with highest
predicted returns and shorting the 10% of stocks with lowest predicted returns.
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than 50 characteristics and no interactions. Hence, when all possible interactions terms are
taken into account as is the case with our neural networks, the characteristics set needed to
explain expected returns is in fact relatively sparse. Most characteristics do not add to the
explanatory power. Momentum, liquidity and a few other characteristics our model selects
and their interactions thereof alone, when estimated using a non-parametric model such as
the neural network that takes into account non-linearity and interaction between potentially
all the variables, perform similar to a linear model using information from twice as many
characteristics.
Table 1.6 reports the out of sample performance of all the models estimated. Overall,
neural networks perform better out of sample than the linear adaptive lasso method. All
three specifications we used: GL-ANN1, SGL-ANN1 and SGL-ANN2 outperform adaptive
2
. However, the hedge portfolio based on the forecast of adaptive
as measured by the ROOS

lasso performs better than all the neural network models. The Sharpe ratio of adaptive lasso
(2.1) is larger than the Sharpe ratio of all the neural network models.

1.5

Conclusion

Deep learning has a lot of potential for usage in various applications in finance. In this
paper I propose a novel approach to forecast risk premia selecting relevant predictors among
hundreds of correlated characteristics. I adapt a recently developed method from the deep
learning literature, Deep Neural Networks with Group Lasso Regularization. Our method
achieves high out of sample R2 , and at the same time yields a sparse representation of the
characteristics space that allows for interpretability of the otherwise black box deep learning
model. For each period, the model chooses a subset of characteristics to be relevant for
the risk premia forecast. The characteristics space selected by the deep learning model in
our application is sparse, especially after 2010 where only 12 characteristics on average were
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Table 1.6. Out of sample R-squared performance using different machine learning and deep
learning models
Year

GL-NNET1

SGL-NNET1

2001

1.64

1.46

1.41

1.28

2002

-0.24

-0.21

-0.81

-0.18

2003

2.85

2.87

3.27

2.89

2004

0.90

0.87

1.37

0.80

2005

-0.72

-0.67

-1.38

-1.05

2006

0.60

0.60

0.99

0.49

2007

-1.86

-1.83

-1.78

-2.97

2008

-3.04

-3.06

-3.25

-3.08

2009

1.32

1.29

1.31

1.10

2010

1.94

1.94

1.68

1.62

2011

-1.18

-1.04

-1.34

-1.60

2012

1.22

1.23

1.47

0.98

2013

3.35

3.40

3.27

3.13

-0.26

-0.27

-0.25

-0.89

0.66

0.63

0.57

0.43

2014
Overall

2
ROOS

SGL-NNET2 Adaptive Lasso
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selected each year to independently forecast cross sectional returns.
The method proposed here can handle non-linearities as well as interactions among variables, hence it is superior to other machine learning algorithms typically used for feature
selection such as the Lasso. This paper adds to the literature that applies Machine Learning
to finance, achieving both high accuracy in forecasting returns and adding interpretability
to the otherwise black box model. Many of the previously identified return predictors don’t
provide incremental information for expected returns. Non-linearities are important and
interactions between predictors matter.

Chapter 2
Commodity prices and exchange
rates, which predicts which?
A Machine Learning approach.
2.1

Introduction

For decades, exchange rate predictability has been at the top of research agenda in international finance. Following the seminal work of Meese and Rogoff (1983), different explanations
have been proposed for “the Messe and Rogoff puzzle”. Meese and Rogoff (1983) concluded
that is it is difficult to beat statistical models using economics models, and that a simple
random walk without drift typically generates better forecasts compared to economic models. However, recent literature has identified new macroeconomic and financial predictors
that forecast exchange rates. Rossi (2013) provides a detailed review of the current state
of the exchange rate predictability literature. Despite the long time that has passed since
Messe and Rogoff published their paper and introduced the puzzle, a consensus among researchers has still to be established. A number of researchers have obtained optimistic results
44
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and have concluded that economics models can outperform the random walk benchmark in
terms of forecasting power for exchange rates. However, results are rarely robust if different
forecast methodology is used, if the economic predictors included in the forecast are different, if different forecast evaluation tests are used or if frequency of the data is changed.
Following Meese and Rogoff, an extensive literature found contradictions to the Exchange
Rate Puzzle. Chinn and Meese (1995) fits error correction models and finds that for longer
horizons, error correction terms can explain exchange rate movements significantly better
than a no change forecast for a subset of the models and currencies they consider. Mark and
Sul (1998) examine the ability for monetary fundamentals to forecast future exchange rate
returns. Using panel regression estimates and forecasts, they confirm the significant forecasting power of monetary fundamentals. Using a similar panel data estimation strategy,
Kohlscheen et al. (2017) show that there is a distinct commodity related driver of exchange
rate movements, even at fairly high frequencies. They find evidence that commodity prices
predict exchange rate movements of eleven commodity-exporting countries in an in-sample
panel setting for horizons up to two months. Moreover, they find evidence of pseudo outof-sample predictability using information embedded in country-specific commodity price
indexes. Using these indexes as predictors helps beat the random walk benchmark of no
change.

2.1.1

Commodity prices as predictors of exchange rates.

Chen and Rogoff (2003) were the first to use commodity prices as a potential new macroeconomic fundamental for exchange rates. Their focus is on exchange rates for countries of
Canada, Australia, and New Zealand, for which primary commodities constitute a significant share of exports. The motivation of Chen and Rogoff (2003) is as follows: typically,
exchange rates are endogenously determined in equilibrium together with other macroeconomic variables, so it is difficult to predict exchange rate changes based on reduced-form
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models. However, if it were possible to identify an exogenous shock to exchange rates,
that would clearly predict exchange rate fluctuations. They argue that commodity price
changes act as exogenous shocks for small open economies. When the price of their main
commodity exports increases, these commodity exporters will experience exchange rate appreciations. My approach differs from theirs in terms of the models used for forecast as
well as from a variable construction perspective. While Chen and Rogoff (2003) construct
country specific commodity indexes and use these indices as a predictor for the respective
countries’ exchange rate, I use original commodity prices as predictors for exchange rates.
Kohlscheen et al. (2017) uses a similar approach to Chen and Rogoff (2003) in constructing
country specific commodity indexes and relating movements in these indices with exchange
rate movements of the respective country.

2.2

Methodology

Using a set of models from the statistical learning repertoire, I test the hypothesis that
commodity prices predict exchange rates and vise versa. Specifically, I forecast using a linear
multivariate model and three models from statistical learning: Lasso, Ridge and Elastic Net.
Using a number of test statistics, I compare forecasts from the machine learning models to
the random walk benchmark. In this section, I consider models where commodity prices are
used to forecast exchange rates.
Let st andst+h denote the log of the exchange rate at time t and t + h respectively, and
let the predictor be denoted by ft . The most general form of a linear forecasting relationship
between the exchange rate change and a fundamental can be described by:

Et (st+h − st ) = β0 + β1 ft ,

t = 1, 2, ...T,

(2.1)
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where T is the sample size and h is the forecast horizon. Typically, a horizon of one
month or one quarter is used. To motivate the use of machine learning models, consider a
situation where more that one predictor is available. Then, regression 2.1 becomes:

Et (st+h − st ) = β0 + β1 ft1 + β2 ft2 + β3 ft3 + ... + βn ftn ,

t = 1, 2, ...T,

(2.2)

where ft1 ,ft2 ,ft3 ,..., ftn are n candidate predictors. Next, I describe the random walk
benchmark and the different models I use, specifically OLS, LASSO, Ridge regression and
Elastic Net.

2.2.1

Random walk model

The performance of model 2.1 is usually evaluated comparing it to the benchmark of a
random walk with drift or without drift. The random walk without drift benchmark model
is:
Et (st+h − st ) = 0

(2.3)

The random walk with drift benchmark model includes a constant:

Et (st+h − st ) = β0

(2.4)
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Ordinary Least Squares

For simplicity, let Et (st+h − st ) = ∆st+h . The ordinary least squares estimates of regression
2.2 are obtained by minimizing the residual squared error:
T
X

2

(et ) =

t=1

=

T 
X
t=1
T 
X

∆st+h − β0 −
∆st+h − β0 −

t=1

β1 ft1
K
X

−

β2 ft2

βj ftj

−

β3 ft3

− ... −

βn ftn

2
(2.5)

2

j=1

OLS estimate will be unbiased if the Gauss-Markov assumptions are satisfied. However, for
forecasting purposes, the data analyst’s issue might be less of a bias and more of a variance.
OLS estimates often have low bias but large variance. Especially when the number of
predictors is large and multicollinearity is an issue, OLS performs well in fitting the data it
has been estimated on, but performs poorly with new data.

2.2.3

LASSO

Prediction accuracy of OLS can sometimes be improved by setting to 0 some of the coefficients
in 2.2. This will lower the variance of the estimator and improve the predictions accuracy,
slightly increasing bias. The Least Absolute Shrinkage and Selection Operator (henceforth
Lasso)was specifically designed to achieve this. Lasso was proposed by Tibshirani (1996).
The Lasso estimate is defined by:

argmin
β

T
X

∆st+h − β0 −

t=1

K
X
j=1

subject to
||β||1 ≤ s1

!2
βj ftj

(2.6)
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|βj | is called the l1 norm. The loss function of Lasso can be written as:

LLasso

2
T 
K
K
X
X
X
j
=
∆st+h − β0 −
βj f t
+λ
|βj |
t=1

j=1

(2.7)

j=1

This loss function is the traditional sum-of-squares augmented with a penalty. ||β||1 is
referred to as the Lasso penalty and λ as the penalty parameter. For λ = 0, minimization
of the ridge loss function yields the ML estimator. For any λ > 0, the Lasso penalty
contributes to the loss function, affecting its minimum. The effect of the penalty is to shrink
the regression coefficients towards zero. In particular, the larger λ, the larger the contribution
of the penalty to the loss function, the stronger the tendency to shrink non-zero regression
coefficients to zero.

2.2.4

Ridge Regression

Ridge regularization is another form of penalization.

It was developed in the 70’s by

Willoughby (1979) and was known as the Tikhonov regularization. The Ridge estimate
is defined by:
argmin
β

T
X

∆st+h − β0 −

t=1

K
X

!2
βj ftj

(2.8)

j=1

subject to
||β||1 ≤ s1
where ||β||2 =

PK

j=1

βj2 is called the l2 norm.

The ridge estimator minimizes the ridge loss function, which is defined as:

LRidge

2
T 
K
K
X
X
X
j
=
∆st+h − β0 −
βj f t
+λ
βj2
t=1

j=1

(2.9)

j=1

The Ridge regularization’s effect, similar to the efect of the Lasso penalty, is to shrink the
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regression coefficients towards zero. Larger value of λ, imply a stronger tendency to shrink
non-zero regression coefficients to zero. Unlike Lasso that forces some of the β estimates to
be exactly zero, Ridge regression makes the parameters to very small values but not exactly
to zero.

2.2.5

Elastic Net

Originally proposed by Zou and Hastie (2005), the Elastic Net is a combination of the two
other regularization techniques preceding it; namely the ridge regression and (Lasso). The
scope of both these methods is to improve the performance of the Ordinary Least Square
regression via dimension reduction and variable selection. Following the notation of Zou and
Hastie (2005), the optimization problem of the ridge regression is:

argmin
β

T
X
t=1

∆st+h − β0 −

K
X

!2
βj ftj

(2.10)

j=1

subject to ||β||1 ≤ s1 and ||β||2 ≤ s2
P
2
Similarly, ||β||2 = K
j=1 βj is called the l2 norm, also known as the Euclidean norm. s1
and s1 are parameters to be estimated.
The elastic net problem can be rewritten in the equivalent form:

(
β̂tEN et = argmin
β

Ridge

Lasso

T
K
K
z}|{
z}|{ 
X
X

1X
j 2
∆st+h − β0 −
βj f t + λ
α βj2 +(1 − α) |βj |
2 t=1
j=1
j=1

)
(2.11)

∆st+h = st+h − st is the log-exchange rate return between t and t + h, st+h is the nominal
US dollar spot exchange rate for a particular currency at time t + h, βj ftj is the predictor
j ≤ K. α, λ and β = {βj } are parameters to be estimated.
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Estimation and Forecasting

Rolling window regressions, as used in Meese and Rogoff (1983) in their seminal paper, is the
conventional estimation method in the empirical exchange rate forecasting literature. This
estimation method works as follows: the full data sample available is divided into two parts:
the estimation sample (in-sample) and the test sample (out-of-sample). After estimating the
coefficients in the estimation sample, the sample is rolled forward one observation and the
procedure is repeated. This process continues until all the out-of-sample observations are
exhausted.
Elastic Net Estimation
I estimate the elastic-net regression with the coordinate descent algorithm of Friedman et al.
(2007), following Li et al. (2014). Estimation is done in two stages. In the first stage, five
fold cross-validation is used to find the two tuning parameters α and λ that yield the lowest
cross-validation mean squared error. Then, given values of α and λ estimated in the first
stage, I estimate the vector of regression coefficients β. Details of the estimation procedure
are provided below.
1. Given an initial set of values for α and λ, partition the in-sample(estimation) data into
five random samples of equal size(size one of the samples might be different if the size
of the in-sample data is not a multiple of 5).
2. For each random sample, using the given values for α and λ, estimate the regression
coefficientsβj by minimizing Equation 2.11 using all the in-sample data observations,
which are not included in subsample. Estimation in this step is based on the coordinate
descent algorithm of Friedman et al. (2007).
3. Use the estimated regression coefficients βj to generate in-sample forecasts of the FX
returns for the particular subsample d.
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4. Repeat this procedure for the remaining subsamples and calculate the mean squared
error (MSE) of the forecasts, which is conditional on the initial values of α and λ.
5. Repeat steps 2–4 for different values of α and λ. The values to try for λ are typically
in the log range between 2 and -10. for alpha, the range of values lies between 0
(Lasso) and 1 (ridge). Select the combination of tuning parameters that yields the
lowest validation MSE.
6. Given the tuned parameters, implement the coordinate descent algorithm of Friedman
et al. (2007) to estimate β̂tEN et
7. Using estimated coefficients β̂tEN et , forecast ∆st+h
8. Roll the window one month forward and repeat steps 1-7

2.3

Statistical evaluation of predictability

I use statistical tests of equal out-of-sample predictive ability between one of the models I estimate and the benchmark random walk model, to evaluate the performance of the empirical
models for both exchange rate predictability with commodity prices and world commodity
prices predictability using exchange rates. Note that comparing one of our models, say Elastic net, to the random walk, we are comparing the performance of a parsimonious restricted
null model (the RW, where all βj = 0

∀j ∈ {1, 2, ...K}) to a set of larger alternative un-

restricted models that nest the parsimonious model (where βj 6= 0 for at least one of the
predictors).
I use the Diebold and Mariano (1995) test (henceforth DM) for evaluating the OOS
predictive ability of the models. The DM test evaluates whether two models’ forecasting
ability is the same. For instance, assume we want to evaluate the performance of one model,
say ENet relative to the RW benchmark. Let L(et ) denote the loss associated with forecast
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error et . The time-t loss differential between the ENet forecasts and the RW forecast is
then: d12t = L(et,EN et ) − L(et,RW ). DM relies on assumptions made directly on the forecast
error loss differential, i.e. it requires the loss differential be covariance stationary. (for
detailed description of the DM test statistics assumptions, see Diebold and Mariano (1995)
and Diebold (2015).
The hypothesis of equal predictive accuracy corresponds to E(d12t ) = 0, and under the
DM assumptions :
d¯12 d
→
− N (0, 1)
(2.12)
σ̂d¯12
P
is the sample mean loss differential: d¯12 = T1 Tt=1 d12t and σ̂d¯12 is a consistent
DM12 =

where d¯12

estimate of the standard deviation of d¯12 . It is important to note that the DM statistic
can be trivially calculated by regression of the loss differential on an intercept, using heteroskedasticity and autocorrelation robust (HAC) standard errors (see Diebold (2015))). Its
simple implementation and intuitive explanation has made this test one of the most popular
in the forecast evaluation literature.

2.4
2.4.1

Empirical Results
Data on Exchange Rates and Commodity Prices

The models are estimated using monthly data from January 1973, the beginning of the
floating exchange rate period, through December 2018. The bilateral nominal exchange
rates are defined as the US dollar price of a unit of foreign currency. I use the selection of
currencies following Li et al. (2014), who uses nine exchange rates relative to the U.S. dollar
(USD): the Australian dollar (AUD), Canadian dollar (CAD), Swiss franc (CHF), Deutsche
mark/euro (EUR), British pound (GBP), Japanese yen (JPY), Norwegian krone (NOK),
New Zealand dollar (NZD), and Swedish krona (SEK). The data sample has a total of 551
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monthly observations of end of period nominal exchange rates data downloaded from IMF’s
International Financial Statistics (IFS) database.

1

In the case of Germany, I use the mark

until Jan 1999. Starting in January 1999, I use the Euro converted to Mark.

2

My sample includes a mix of commodity exporters, such as New Zealand and Australia
for Beef, and Canada and Norway for oil. Chen and Rogoff (2003) uses the term “commodity
currency” for currencies of countries that are the main supplies of certain commodities in
the world market. The mechanism that creates the connection between commodities and
exchange rates in such economies is described in Kohlscheen et al. (2017). Higher world commodity prices lead to an increased supply of foreign exchange in the markets of commodity
exporters, causing the domestic currency to appreciate. This leads attractive investment
environment in the local commodity sector, hence this effect might then be compounded in
the medium and long term by ensuing foreign direct investment.
The rest of the currencies are those of developed economies. The mechanism that connects
commodity prices to exchange rates for developed economies is described in Cote (1987) and
later in Ayres et al. (2017). According to this mechanism, fluctuations in the prices of
commodities affect manufacturing costs and therefore manufacturing prices, which in turn
induce changes in final good costs. These cost fluctuations translate into price fluctuations
at the country level. If changes in commodity prices have differential effects on the domestic
cost of any two countries, primary commodity price changes will affect the real exchange
rate between those two countries.
Commodity price series are from the World Bank Commodity Price Data (Pink Sheet).
Following Ayres et al. (2017), I collect data for primary commodities with the largest shares
in world trade in 1990. I use commodity price data series for nine commodities with non-

1

https://data.imf.org
On 31 December 1998, the Council of the European Union fixed the irrevocable exchange rate, effective
1 January 1999, for German mark to euros as DM 1.95583 = 1. See ecb.europa.eu/press/pr/date/1998/
html/pr981231_2.en.html
2
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missing observations between January 1973 and December 2018. Similar to Ayres et al.
(2017), I exclude natural gas, coal, and iron because of data availability.
In addition to individual commodity price series, I use world commodity indices to investigate whether exchange rates forecast commodity prices. I use six commonly used aggregate
indexes. Following Chen et al. (2014), I download the Commodity Research Bureau-Bureau
of Labor Statistics (CRB-BLS) index, Reuters/Jeffries CRB Non-Energy Total Return Index(NRYD), Moody’s Commodity Index (MSCID), Dow Jones-AIG Total Return Commodity Index (DJAIGTD), and the Goldman Sachs Commodity Price Index (SPGSCID). The
CRB-BLS is downloaded from Moore Research Center website, while all other indices are
from Global Financial Data. In addition, I download the Thompson Reuters Core Commodity Equal Weighted Index(TRCCID) from Global Financial Data. I have a total of six world
indices that I will use in the analysis below. A description of the data used can be found in
Table 2.1.

2.4.2

Can Commodity Prices Predict Exchange Rates?

In this section, I address the following question: can commodity prices help predict future exchange rate movements? Specifically, I estimate the models described in Section 2.2
considering two measures of predictive ability:“out-of-sample fit” and truly “out-of-sample
forecasting” ability. In the “out-of-sample fit”, realized right-hand-side variable is used for
prediction. Such “ex-post” forecasts are made when one is not interested in ex-ante prediction but in the evaluation of predictive ability of a model. Important examples of the use
of such a technique include West (1996), Chen et al. (2010), Meese and Rogoff (1983), and
Cheung et al. (2005).
I first show that commodity prices have significant predictive content in an out-of-sample
fit at the monthly frequency for some of the currencies considered. I compare the commodity
price-based forecasts with those of the random walk with drift, which, to date, is the toughest
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Table 2.1. Summary statistics
start month
A. Exchange rates
AUD
Feb 1973
CAD
Feb 1973
EUR
Feb 1973
JPY
Feb 1973
NZD
Feb 1973
NOK
Feb 1973
SEK
Feb 1973
CHF
Feb 1973
GBP
Feb 1973

end month

n

mean

sd

median

min

max

skew

kurtosis

Dec
Dec
Dec
Dec
Dec
Dec
Dec
Dec
Dec

2018
2018
2018
2018
2018
2018
2018
2018
2018

551
551
551
551
551
551
551
551
551

0.11
0.06
-0.23
-0.18
0.10
0.05
0.12
-0.24
0.11

3.19
1.98
4.19
3.13
3.48
3.06
3.19
3.43
2.88

0.00
0.04
-0.16
0.00
-0.02
-0.10
-0.06
-0.08
0.05

-10.56
-8.87
-64.42
-15.01
-10.86
-9.66
-10.02
-14.69
-13.14

19.16
12.38
12.17
11.53
24.91
13.76
17.21
15.47
12.77

1.07
0.46
-6.43
-0.31
1.05
0.25
0.67
-0.03
0.16

5.28
4.60
98.03
1.54
6.58
1.34
3.12
1.49
1.98

B. Commodity price series
Oil
Feb 1973
Dec
Beef
Feb 1973
Dec
Aluminum
Feb 1973
Dec
Cooper
Feb 1973
Dec
Gold
Feb 1973
Dec
Wheat
Feb 1973
Dec
Maize
Feb 1973
Dec
Logs
Feb 1973
Dec
Cotton
Feb 1973
Dec

2018
2018
2018
2018
2018
2018
2018
2018
2018

551
551
551
551
551
551
551
551
551

0.59
0.16
0.23
0.31
0.54
0.12
0.14
0.31
0.14

9.62
4.28
5.32
6.54
4.93
6.16
5.83
5.54
5.37

0.16
0.00
0.13
0.35
0.06
0.00
0.05
0.05
-0.03

-43.88
-13.92
-32.62
-35.01
-18.39
-21.92
-24.48
-29.26
-26.90

115.40
22.81
18.01
24.92
39.47
51.85
29.75
29.41
20.06

3.03
0.21
-0.46
-0.35
1.20
1.24
-0.08
0.47
0.03

38.48
2.17
3.54
3.37
8.27
9.80
2.68
4.93
2.66

C. World Commodity Indices
CRB-BLS
Mar 1986
Dec 2018
DJAIGTD
May 2003
Oct 2009
MSCID
Feb 1973
Dec 2018
NRYD
Aug 2006
Sep 2012
SPGSCID
Feb 1973
Dec 2018
TRCCID
Feb 1973
Dec 2018

394
78
551
74
551
551

0.15
0.39
0.45
0.47
0.17
0.19

2.66
5.60
3.53
5.56
5.85
3.71

0.19
1.16
0.44
1.17
0.39
0.19

-22.80
-23.93
-23.04
-19.23
-32.53
-20.10

8.96
12.23
14.28
11.56
23.26
17.14

-1.61
-1.14
-0.63
-0.89
-0.25
-0.18

13.93
3.33
7.22
1.68
2.35
3.09

Notes: The table presents the summary statistics for log differences (in percentage) of monthly A. nominal exchange rates, B. commodity prices and C. world commodity indices. Except for some shorter world
commodity indices, all other series start in January 1973 and end in December 2018.
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benchmark to beat. While I find strong evidence that commodity prices forecast exchange
rates in out-of-sample fit using ex-post predictors, predictability for the out-of-sample forecast that uses lagged commodity prices is less significant.

Out-of-sample fit with realized commodity prices
I first assess the predictive ability of commodity prices using an out-of-sample fit measure.
I focus on the simplest commodity price model:

∆st =

βt0

+

K
X

βtj ∆cpj,t + t ,

t = 1, ...., T,
(2.13)

j=1

j = {Oil, Beef, Aluminum, Cooper, Gold, W heat, M aize, Logs, Cotton}
where ∆st and ∆cpj,t are the first difference of the logarithm of respectively the exchange
rate and the price for commodity j. I estimate model 2.13 for each currency in our sample,
using all commodities described in Table 2.1A.
Let ∆sft+1 denote the pseudo out-of-sample forecast one step ahead.

∆sft+1 = βbt0 +

K
X

βbtj ∆cpj,t+1 ,

t = R, R + 1, ..., T,

j=1

(2.14)

j = {Oil, Beef, Aluminum, Cooper, Gold, W heat, M aize, Logs, Cotton}
where βbt0 , βbtj are the parameter estimates obtained from a rolling sample of observations
{t-R+1, t-R+2, ..., t} and R is the in-sample estimation window size.
The out-of-sample fit approach is used in Meese and Rogoff (1983), and later in Ferraro
et al. (2015). Meese and Rogoff (1983) demonstrated that even using realized values of the
regressors, traditional fundamentals such as interest rates and monetary or output differentials would have no predictive power for exchange rates. However, Ferraro et al. (2015)
show that the use of commodity prices can lead to different results from Meese and Rogoff
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(1983) at daily and monthly frequencies. Our work is in line with the idea of Ferraro et al.
(2015), however it differs in various aspects. First, while Ferraro et al. (2015) focuses on
commodity currencies and uses only the main exporting commodity to forecast the currency
of the respective commodity exporters, I test the forecasting power of commodities with
largest share in the world trade for a large set of countries, involving commodity exporters
and importers. Hence, the channels that we investigate are potentially more diverse than
those in Ferraro et al. (2015). In addition, I estimate model 2.13 using a set of estimation
methods from the machine learning literature, as described in section 2.2. The reason why
model 2.13 is evaluated on the basis of its out-of-sample fit is because we estimate the parameters of the model with rolling in-sample windows to produce a sequence of one-step-ahead
pseudo out-of-sample forecasts conditional on the realized value of the commodity prices.
The pseudo out-of-sample forecast experiment that we consider utilizes the realized value of
the change in the commodity price as a predictor for the change in the exchange rate. If
we were to use past values of commodity prices in our experiment, and the past values of
commodity prices were not good forecasts of future values of commodity prices, we would
end up rejecting the predictive ability of commodity prices even though the reason for the
lack of predictive ability is not the absence of a relationship between exchange rates and
commodity prices, but the poor forecasts that lagged price changes generate for future price
changes. To avoid this problem, we condition the forecast on the realized future changes
in commodity prices. It is important to note, however, that our exercise is not a simple
in-sample fit exercise: we attempt to fit future exchange rates out-of-sample, which is a
notably difficult enterprise. In this sense, this is an “out-of-sample fit” exercise: if the model
is successful then it means that, should we have good forecasts of future commodity prices,
we could use them to produce good forecasts of future exchange rates.
Figure 2.1 shows plots of Diebold and Mariano (1995) test statistic for comparing estimations of model 2.13 via OLS, Lasso, Ridge and Elastic Net, to a random walk with
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drift, calculated for several in-sample window sizes (x-axis). The in-sample window size is
reported as a fraction of the total sample size. The continuous line indicates the critical value
of Diebold and Mariano (1995) test statistic. Negative values indicate that the respective
model estimate of regression 2.13 outperforms the benchmark. The size of the in-sample
estimation window relative to the total sample size is reported on the x- axis. When the
Diebold and Mariano (1995) statistic is less than -1.96, we conclude that the commodity
price model forecasts significantly better than the random walk benchmark.
For Japanese yen-U.S. dollar and UK pound-U.S. dollar exchange rates the result is very
clear in support of the machine learning commodity models. The Diebold and Mariano
(1995) test strongly favors the machine learning models with commodity prices. Unlike the
multivariate OLS that never beats the random walk benchmark model; ridge, Lasso, and
especially elastic net significantly outperform the benchmark across all the window sizes.
The test statistics is always less than -1.96 regardless of the window size.
For Norwegian krone-U.S. dollar exchange rate, the machine learning models significantly
outperform the benchmark for large estimation window sizes. For smaller window sizes, the
Diebold and Mariano (1995) test favors machine learning models as the test statistics is less
than zero, however it is not statistically significant.
For all the remaining currencies in our sample, the Diebold and Mariano (1995) test
shows that machine learning models predict better than the benchmark, however the DM test
statistics is rarely significant even though less than zero across window sizes and currencies.

Out-of-sample forecast with lagged commodity prices
In this section, I use a rolling forecast scheme to evaluate the out-of-sample forecasting ability
of the commodity models. I estimate the commodity based model using the same methods
used earlier, and test for forecast encompassing relative to the random walk benchmark. The
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Figure 2.1. OOS Fit. Plots of Diebold and Mariano’s (1995) test statistic for comparing Model
2.13 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk with drift in monthly
data, calculated for several in-sample window sizes (x-axis). The in-sample window size is reported
as a fraction of the total sample size. The continuous line indicates the critical value of Diebold
and Mariano’s (1995) test statistic. Negative values indicate that Model 2.13 outperforms the
benchmark. When the test statistic is below the continuous line, Model 2.13 forecasts significantly
better.
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Figure 2.1. (continued) Out of sample fit. Plots of Diebold and Mariano’s (1995) test statistic
for comparing Model 2.13 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk
with drift in monthly data, calculated for several in-sample window sizes (x-axis). The in-sample
window size is reported as a fraction of the total sample size. The continuous line indicates the
critical value of Diebold and Mariano’s (1995) test statistic. Negative values indicate that Model
2.13 outperforms the benchmark. When the test statistic is below the continuous line, Model 2.13
forecasts significantly better.
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Figure 2.1. (continued) Out of sample fit. Plots of Diebold and Mariano’s (1995) test statistic
for comparing Model 2.13 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk
with drift in monthly data, calculated for several in-sample window sizes (x-axis). The in-sample
window size is reported as a fraction of the total sample size. The continuous line indicates the
critical value of Diebold and Mariano’s (1995) test statistic. Negative values indicate that Model
2.13 outperforms the benchmark. When the test statistic is below the continuous line, Model 2.13
forecasts significantly better.
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models estimate the following out-of-sample regression:

∆st =

βt0

+

K
X

βtj ∆cpj,t−1 + t ,

t = 1, ...., T,
(2.15)

j=1

j = {Oil, Beef, Aluminum, Cooper, Gold, W heat, M aize, Logs, Cotton}
where ∆st and ∆cpj,t are the first difference of the logarithm of respectively the exchange
rate and the price for commodity j. I estimate model 2.13 for each currency in our sample,
using all commodities described in Table 2.1A.
Let ∆sft+1 denote the out-of-sample forecast one step ahead.

∆sft+1 = βbt0 +

K
X

βbtj ∆cpj,t ,

t = R, R + 1, ..., T,

j=1

(2.16)

j = {Oil, Beef, Aluminum, Cooper, Gold, W heat, M aize, Logs, Cotton}
where βbt0 , βbtj are the parameter estimates obtained from a rolling sample of observations
{t-R+1, t-R+2, ..., t} and R is the in-sample estimation window size.
It is important to emphasize the difference between the ex-ante out-of-sample forecast in
this section and the ex-post out-of-sample-fit in the previous one. Here, all information used
in estimating βbt0 and βbtj , and the value of ∆cpj,t , are known to the econometrician ex-ante.
So the econometrician has all the information available one month ahead, and he can use it
to forecast ∆sft+1 . There is no information leakage from the future to the previous months,
hence this can be thought of as a real-time forecast. This is different from the estimation in
section 2.4.2, where I use realized value of the change in the commodity price as a predictor
for the change in the exchange rate.
Figure 2.2 shows plots of Diebold and Mariano (1995) test statistic for comparing estimations of model 2.15 using OLS, Lasso, Ridge and Elastic Net, to a random walk with
drift, computed for several in-sample window (R) sizes (x-axis). All the machine learning
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models outperform OLS. While DM statistics is positive across currencies when OLS is used,
machine learning models improve the forecasting power of commodities. Beating the random walk out of sample is very difficult, as other works before us have shown. However,
the fact that machine learning models outperform a simple multivariate OLS model, means
that there is information in the commodity market that helps predict exchange rates out
of sample and OLS is not the best model to exploit this information. We show that how
that information is processed and used makes a difference in terms of predictability. While
the Diebold and Mariano (1995) test statistics for OLS is consistently larger that the zero
boundary, for all three machine learning models the same statistics is in the boundaries of
the lower bound, very close to the 5 % confidence boundary in many cases. An interesting result is that among the three machine learning models there is no absolute winner in
terms of forecasting accuracy. Across currencies and window sizes, Lasso, Elastic Net and
Ridge regression perform similarly well, even though Elastic Net performs slightly better for
Canada and New Zealand.

2.4.3

Can Exchange Rates Predict Aggregate World Commodity
Price Movements?

In this section, I follow Chen et al. (2010) and consider whether currencies can help predict
price fluctuations in the aggregate world commodity market. Our list contains commodity
currencies(AUD, NZD, and CAD) and non-commodity currencies as well, so this is a perfect
setting to test whether exchange rates contain incremental information not already embedded
into commodity prices. Moreover, Lasso can be used to follow currencies’ effect persistent
over time, as Lasso makes some of the coefficients exactly zero.
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Figure 2.2. Out of sample forecast. Plots of Diebold and Mariano’s (1995) test statistic for
comparing Model 2.15 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk with
drift in monthly data, calculated for several in-sample window sizes (x-axis). The in-sample window
size is reported as a fraction of the total sample size. The continuous line indicates the critical
value of Diebold and Mariano’s (1995) test statistic. Negative values indicate that Model 2.15
outperforms the benchmark. When the test statistic is below the continuous line, Model 2.15
forecasts significantly better.
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Figure 2.2. (continued) Out of sample forecast. Plots of Diebold and Mariano’s (1995) test
statistic for comparing Model 2.15 estimated using OLS, Lasso, Ridge and Elastic Net to a random
walk with drift in monthly data, calculated for several in-sample window sizes (x-axis). The insample window size is reported as a fraction of the total sample size. The continuous line indicates
the critical value of Diebold and Mariano’s (1995) test statistic. Negative values indicate that Model
2.15 outperforms the benchmark. When the test statistic is below the continuous line, Model 2.15
forecasts significantly better.
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Figure 2.2. (continued) Out of sample forecast. Plots of Diebold and Mariano’s (1995) test
statistic for comparing Model 2.15 estimated using OLS, Lasso, Ridge and Elastic Net to a random
walk with drift in monthly data, calculated for several in-sample window sizes (x-axis). The insample window size is reported as a fraction of the total sample size. The continuous line indicates
the critical value of Diebold and Mariano’s (1995) test statistic. Negative values indicate that Model
2.15 outperforms the benchmark. When the test statistic is below the continuous line, Model 2.15
forecasts significantly better.

CHAPTER 2. COMMODITY PRICES AND EXCHANGE RATES

68

Out-of-sample fit with realized exchange rates
I first estimate using the out of sample fit method described above. Specifically, I estimate
equation 2.17 using all nine currencies in our data set and investigate whether they forecast
the world commodity price index in an out of sample fit exercise.

∆cpw
t

=

βt0

+

K
X

βtj ∆st + t ,

t = 1, ...., T
(2.17)

j=1

j = { AUD, CAD, EUR, JPY, NZD, NOK, SEK, CHF, GBP }

∆cpft+1

= βbt0 +

K
X

βbtj ∆sj,t+1 ,

t = R, R + 1, ..., T,

j=1

(2.18)

j = { AUD, CAD, EUR, JPY, NZD, NOK, SEK, CHF, GBP }

where βbt0 , βbtj are the parameter estimates obtained from a rolling sample of observations
{t-R+1, t-R+2, ..., t} and R is the in-sample estimation window size.
In Figure 2.3, I report results for the Moody’s Commodity Index (MSCID) since it
is one of the most comprehensive and longest indices in our sample, and leave the other
indices for appendix A. While estimating 2.17 using OLS never beats the random walk with
drift benchmark, machine learning models significantly outperform the benchmark across all
window sizes.

Out-of-sample forecast with lagged exchange rates
In this section, I adopt a rolling forecast scheme to evaluate the out-of-sample forecasting ability of the commodity models. I estimate the exchange rate based model using the
same methods used earlier, and test for forecast encompassing relative to the random walk
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Figure 2.3. Out of sample fit. Plots of Diebold and Mariano’s (1995) test statistic for comparing
regression 2.17 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk with drift in
monthly data, calculated for several in-sample window sizes (x-axis). The in-sample window size
is reported as a fraction of the total sample size. The continuous line indicates the critical value of
Diebold and Mariano’s (1995) test statistic. Negative values indicate that the model outperforms
the benchmark. When the test statistic is below the continuous line, regression 2.17 estimated with
the respective model forecasts significantly better.
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benchmark. The models estimate the following out-of-sample regression:

∆cpt =

βt0

+

K
X

βtj ∆sj,t−1 + t ,

t = 1, ...., T,
(2.19)

j=1

j = { AUD, CAD, EUR, JPY, NZD, NOK, SEK, CHF, GBP }

where ∆st and ∆cpj,t are the first difference of the logarithm of respectively the exchange
rate and the price for commodity j. I estimate model 2.19 for each commodity index in our
sample. In this section I report results for the Moody’s Commodity Index (MSCID) and
leave the other five world indices for Appendix 3.5.
Let ∆sft+1 denote the out-of-sample forecast one step ahead.

∆sft+1 = βbt0 +

K
X

βbtj ∆cpj,t ,

t = 1, ...., T,

j=1

(2.20)

j = { AUD, CAD, EUR, JPY, NZD, NOK, SEK, CHF, GBP }

where βbt0 , βbtj are the parameter estimates obtained from a rolling sample of observations
{t-R+1, t-R+2, ..., t} and R is the in-sample estimation window size. Figure 2.4 The result
is clearly in favor of the machine learning models.

2.5

Conclusion

In this paper, we study the relationship between exchange rates and commodity prices, using
both an out-of-sample fit with realized values and a pure out-of-sample forecast method with
lagged values of the right-hand variables.
We find extensive evidence in support of the predictability hypothesis both ways. Exchange rates forecast the world commodity prices in monthly data, and significantly outperform the random walk benchmark for three currencies, as tested with the Diebold and
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Figure 2.4. Out of sample forecast. Plots of Diebold and Mariano’s (1995) test statistic for
comparing regression 2.19 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk
with drift in monthly data, calculated for several in-sample window sizes (x-axis). The in-sample
window size is reported as a fraction of the total sample size. The continuous line indicates the
critical value of Diebold and Mariano’s (1995) test statistic. Negative values indicate that the
model outperforms the benchmark. When the test statistic is below the continuous line, regression
2.19 estimated with the respective model forecasts significantly better.
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Mariano (1995) test when the out of sample fit is used. When the out-of-sample forecast
rolling window is used, the results are still in favor of the machine learning models, yielding
negative DM statistics across window sizes. The machine learning models improve upon
the results of OLS, successfully exploiting information in both markets and resulting in predictability both ways. This paper complements and improves the results in Chen et al. (2010)
, Chen et al. (2014), and Ferraro et al. (2015), who find predictability in quarterly data only.
I find that predictability in monthly data is present, and the reason why earlier literature
has failed with monthly data is their methodology. OLS fails to extract the information
in commodity prices that predicts exchange rates. Methods from the machine learning literature yield promising results for exchange rate predictability using commodities. I find
strong results that commodity indices can be predicted in using a set of advanced economies
currencies.
The results are stronger and more robust the other way around. Using information from
all 9 exchange rates, I find significant evidence of predictive using the machine learning
models, and results are robust across estimation window sizes.

Chapter 3
Economics fundamentals and
exchange rates, can machine learning
help?
Joint with Utku Demir

3.1

Introduction

For decades, exchange rate predictability has been at the top of the research agenda in
international finance. Following the seminal work of Meese and Rogoff (1983), different
explanations have been proposed for “the Messe and Rogoff puzzle”. Meese and Rogoff
(1983) concluded that is it is difficult to beat statistical models using economics models, and
that a simple random walk without drift typically generates better forecasts compared to
economic models. Following their work, many research have identified new macroeconomic
and financial predictors that forecast (or fail to forecast) exchange rates.
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Rossi (2013) provides a thorough review of the exchange rate predictability literature.
We provide a short review of the literature here.
Chinn and Meese (1995) fitted error correction models and found that for longer horizons,
error correction terms can explain exchange rate movements significantly better than a no
change forecast for a subset of the models and currencies they consider. For short-term
prediction horizons, they found that fundamental exchange rate models forecast no better
than a random walk model.
Mark and Sul (1998) examined the ability for monetary fundamentals to forecast future
exchange rate returns. Using panel regression estimates and forecasts, they confirmed the
significant forecasting power of monetary fundamentals. They found that the monetary
fundamentals contain significant predictive power for future exchange rate movements, and
this does not change when changing the denominator from the US dollar to Swiss Franc or
Japanese Yen.
Cheung et al. (2005) find mixed results using quarterly data for the United States,
Canada, UK, Japan, Germany, and Switzerland. They assess exchange rate prediction using a set of models that includes the interest rate parity and productivity based models.,
and compare the performance of these model. They find that model/specification/currency
combinations that work well in one period do not necessarily work well in another period,
resulting in mixed results for different time periods.
Alquist and Chinn (2008) examine the relative predictive power of the sticky price monetary model, uncovered interest parity, and a transformation of net exports and net foreign
assets for a set of countries including the United States, Canada, UK, and the euro area over
the 1970q1– 2005q4 period and using quarterly data. They find evidence that their proxy
of external imbalances outperforms a random walk at short horizons. However, no single
model beats the random walk forecast consistently. Moreover, they find that although for
some countries the uncovered Interest rate parity (UIRP) forecasts better than the random
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walk at long horizons, its performance is never significantly better.
Molodtsova and Papell (2009) find strong evidence of short-term (1-month-ahead) exchange rate predictability with Taylor rule fundamentals, rejecting the no predictability null
hypothesis for 11 of 12 countries in their sample. However, they find less evidence of short-run
predictability using models with interest rate, monetary fundamentals, and the purchasing
power parity (PPP).
Mark (1995) use quarterly data and find evidence of long run (at the 6- and 12-months
horizon) predictability for the deutsche mark, the pound and the yen.
Using a sample of 29 countries, Calice and Zeng (2020) find that the sovereign credit
default swap (CDS) term premia significantly predict the exchange rate of the respective
country out-of-sample. The steeper the CDS spread curve for a country, the higher the rate
of appreciation for its currency is predicted to be.
Kremens and Martin (2019) motivate a currency forecasting variable based on the prices
of quanto index contracts. They find evidence that for 11 currencies, the quanto variable
outperforms out of sample predictions based on uncovered interest parity, purchasing power
parity, and on a random walk.
Li et al. (2014) implement the elastic-net estimator and show that it outperforms all
other estimators, yielding positive out of sample R2 across all currencies. The elastic-net
estimator combines the benefits of the ridge regression and Lasso regression, leading to
superior performance by reducing the effect of less informative predictors in out-of-sample
forecasting. This paper closely follows the data collection and methodology of Li et al.
(2014). Our contribution is threefold. Fist, we introduce a novel method to estimate the
output gap for each of the countries in the sample. Second, we update the dataset until
October 2018. The data used by Li et al. (2014) ends in 2012. Third, we estimate the
models using different window size for the rolling-window estimation. Ferraro et al. (2015)
find that when using larger window size in a similar setting increases the predictive ability
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of the model compared to the same model estimated on a smaller rolling window size.

3.1.1

Fundamentals as predictors of exchange rates

We use the following model to predict exchange rate growth.

∆st+1 = α + β1 x1,t + β2 x2t + β3 x3,t + β4 x4,t + t+1

(3.1)

Next, we define the four regressors constructed based on the literature. These include
the uncovered interest parity (UIP), the purchasing power parity (PPP), the monetary fundamentals(MF), and the Taylor rule.

Uncovered Interest Parity
Our first regressor is based on the Uncovered Interest Parity condition.

x1,t = it − i∗t

(3.2)

This regressor is derived based on the fact that the no-arbitrage condition holds, and
investors are indifferent between the home currency return on home currency(it ), and the
expected currency return on foreign currency deposits:

i∗t + Et st+1 − st

(3.3)

Et st+1 − st = it − i∗t

(3.4)

Hence:

Assuming risk neutrality and rational expectations, it implies that in a similar relation
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to Equation 3.1 with only the UIP as a regressor, we have :

∆st+1 = α + β1 x1,t + t+1

(3.5)

In that case, α = 0, β1 = 1, and the error term is serially uncorrelated.
Purchasing Power Parity
Our second regression is based on the Purchasing Power Parity(PPP). PPP states that the
home price of a basket of goods should be equal to the foreign price of an identical basket
expressed in the home currency if there are price flexibility and no trade friction with the
no-arbitrage condition.

pt = st − p∗t

(3.6)

When these assumptions do not hold, we can rewrite the equation and relative price of
the basket in the home versus foreign:

qt = st + p∗t − pt

(3.7)

where qt is real exchange rate. Our second regressor becomes:

x2,t = pt − p∗t − st

(3.8)

Monetary Fundamentals
Our third regressor is constructed based on monetary fundamentals. Keynesian liquidity
preference theory states that real money demand is positively correlated with income and
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negatively correlated with interest rate. Hence:

mt = pt + γyt − αit + vt

(3.9)

where mt is the log of the domestic money supply, pt is the log of the domestic price
level, γ > 0 is the income elasticity of money demand, yt is the log of the domestic national
income, α > 0 is the interest rate semi-elasticity of money demand, it is the domestic nominal
interest rate.
The equation of exchange identity can be written as:

mt + vt = pt + yt

(3.10)

where vt is the log of velocity.
In the quantity theory of money velocity is assumed to be constant, hence we can rewrite
the money demand equation and price in the home country as:

pt = mt + v − yt

(3.11)

Similarly, price in the foreign country can be written as:

p∗t = m∗t + v ∗ − yt∗

(3.12)

The nominal exchange rate is equal to its PPP value plus the real exchange rate qt

st = pt − p∗t + qt
So, we can develop our equation on monetary fundamentals as

(3.13)
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(3.14)

Velocities do not show up in the previous relation since they are constant and they
disappear in the log representation. The third regression based on monetary fundamentals
(MF) becomes:

xt = (mt − m∗t ) − (yt − yt∗ ) − st

(3.15)

Taylor Rule
Jonh Taylor answered a question asking how the target set by a central bank for short term
interest rates to conduct monetary policy should be chosen.
We can show home country’s Taylor rule as:

it = ī + β1 ytg + β2 (πt − π̄) + ut
where ī is the target short-term interest rate, ytg is the output gap measured as the %
deviation of actual real GDP from an estimate of its potential level, πt is the inflation rate,
and π̄t is the target inflation rate.
The foreign country is assumed to follow a Taylor rule that explicitly targets exchange
rates (e.g., Clarida, Gali and Gertler (1998):

i∗t = −β0 (st − s¯t ) + i¯t + β1 yt∗g + β2 (πt∗ − π̄t ) + u∗t
Li et al. (2014) assume that the foreign central bank targets the PPP level of the exchange
rate:
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s¯t = (pt − p∗t )

it − i∗t = −β0 (st + p∗t − pt ) + β1 (ytg − yt∗g ) + β2 (πt − πt∗ ) + ut − u∗t
They estimate symmetric Taylor rule:

xt = 0.1(ytg − yt∗g ) + 1.5(πt − πt∗ )
Moreover, as an asymmetric Taylor rule that assumes that the foreign central bank also
targets the real exchange rate:

xt = 0.1(ytg − yt∗g ) + 1.5(πt − πt∗ ) + 0.1(st + p∗t − pt )

3.2

Methodology

We test the hypothesis that economic fundamentals predict exchange rates out of sample
using a set of models from the statistical learning repertoire. We use a linear multivariate
model and three models from statistical learning: Lasso, Ridge and Elastic Net to forecast
exchange rates using lagged values of economic fundamentals. Further, we compare the
performance of the models to a random walk benchmark.
Let st and st+h denote the log of the exchange rate at time t and t + h respectively, and
let the predictor be denoted by ft . The most general form of a linear forecasting relationship
between the exchange rate change and a fundamental-based regressor ft can be described
by:
Et (st+h − st ) = β0 + β1 ft ,

t = 1, 2, ...T,

(3.16)
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where T is the sample size and h is the forecast horizon. Typically, a horizon of one
month or one quarter is used. To motivate the use of machine learning models, consider a
situation where more that one predictor is available. Then, regression 3.16 becomes:

Et (st+h − st ) = β0 + β1 ft1 + β2 ft2 + β3 ft3 + ... + βn ftn ,

t = 1, 2, ...T,

(3.17)

where ft1 ,ft2 ,ft3 ,..., ftn are n candidate predictors. As the number of regressors increases
and if these potential regressors are correlated, OLS estimates will be unreliable. This will
affect the out-of-sample performance of the model. The methods from the machine learning
repertoire that we use excel with multi-dimensional data that includes potentially correlated
variables.
Next, we describe the random walk benchmark and the different models we use, specifically OLS, Lasso, Ridge regression and Elastic Net.

3.2.1

Estimation models

Random walk model
After the seminal paper of Meese and Rogoff (1983), the performance of models similar to
3.16 is usually evaluated comparing it to the benchmark of a random walk with drift or
without drift. Lets define Et (st+h − st ) = ∆st+h for simplicity. The random walk without
drift benchmark model is:
∆st+h = 0

(3.18)

The random walk with drift benchmark model includes a constant:

∆st+h = β0

(3.19)
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Ordinary Least Squares
The ordinary least squares estimates of regression 3.17 are obtained by minimizing the residual squared error:
argmin
β

T 
X

∆st+h − β0 −

t=1

K
X

βj ftj

2
(3.20)

j=1

where ∆st+h = st+h − st is the log-exchange rate return between t and t + h, st+h is
the nominal US dollar spot exchange rate for a particular currency at time t + h, ftj is the
predictor j ≤ K. OLS performs well in fitting the data it has been estimated on, but performs
poorly with new data. This becomes a problem when predictors are correlated, which is
typically the case with the monetary fundamentals-based variables we use as predictors.

Lasso
The Least Absolute Shrinkage and Selection Operator (henceforth Lasso), proposed by Tibshirani (1996), was designed to lower the variance of the estimator and improve the predictions accuracy, slightly increasing bias. This is done by setting some of the slope estimates
in 3.17 equal to zero.
The Lasso is estimated by minimizing the following function:

argmin
β

where ||β||1 =

PK

j=1

T 
X
t=1

∆st+h − β0 −

K
X
j=1

βj ftj

2
+λ

K
X

|βj |

(3.21)

j=1

|βj | is called the Lasso penalty (or equivalently, the l1 norm), and λ is

the penalty parameter. This loss function is the traditional sum-of-squares augmented with
a penalty. For any λ > 0, the Lasso penalty contributes to the loss function, making some
of the coefficients exactly zero.

CHAPTER 3. ECONOMICS FUNDAMENTALS AND EXCHANGE RATES

83

Ridge Regression
Ridge regularization was introduced by Willoughby (1979), and it is also known as the
Tikhonov regularization. The ridge estimator minimizes the ridge loss function, which is
defined as:
2
T 
K
K
X
X
X
j
∆st+h − β0 −
βj f t
+λ
βj2
argmin
β

t=1

j=1

(3.22)

j=1

Unlike Lasso that forces some of the β estimates to be exactly zero, Ridge regression
forces the parameters to small values but not exactly zero.

Elastic Net
The Elastic Net, proposed by Zou and Hastie (2005), is a combination of the Ridge regression
and Lasso. The elastic net is estimated by minimizing the following function:
(
argmin
β

Ridge
Lasso )
K
T
K
z}|{
z}|{ 
X
X

1X
2
∆st+h − β0 −
βj ∆βj ftj + λ
α βj2 +(1 − α) |βj |
2 t=1
j=1
j=1

(3.23)

where α, λ and β = {βj } are parameters to be estimated.

3.2.2

Output Gap Estimation

Direct Estimation of Output Gap Using HP Filter (HP Output-Gap)
We use the Hodrick and Prescott (1997) filter to construct the output gap. We set the
smoothing parameter to be equal to 14400, which is the suggested value for monthly data.
In order to avoid the look-ahead bias, at any period t, we only use data up to t-1 to estimate
the Hodrick-Prescott trend out of sample. Then we update the trend every time a new
observation is added to the sample, expand the window size by one period, and re-estimate
the Hodrick-Prescott trend out of sample. This procedure is repeated until all the observa-
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tions are exhausted. This expanding window procedure is employed to prevent information
leakage fom the in-sample to the out of sample period. Information leakage happens if data
in the out-of-sample period is used to estimate the Hodrick-Prescott trend, which would
lead to the out-of-sample forecasts not to be estimated by information exclusively from the
in-sample period only.

Output Gap Based on Non-accelerating Inflation Rate of Output (NAIR OutputGap)
In addition to the direct estimation of the output gap using an HP filter, we use another
method based on economic theory to estimate the output gap for each country in our sample.
This method is based on the non-accelerating inflation rate of output methodology described
below.
Traditionally, the relationship between unemployment and inflation is modeled as:

π = α − βu

(3.24)

where π is inflation, u is the rate of unemployment, and α and β are positive. We know
that due to shifting inflation expectations, we cannot observe this relationship by looking at
the Phillips Curve .
Following Friedman (1968), Phelps (1967), and Phelps (1968), the relationship between
unemployment and inflation can be written as:

π = π e − β(u − un )

(3.25)

Where un is the natural rate of unemployment, and π e is expected inflation. The natural
rate of unemployment is defined as the rate of unemployment required to keep the inflation
constant. It is also known as the non-accelerating inflation rate of unemployment (NAIRU).
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If π e equals to zero (or equivalently pe equals to pt−1 ), equation 3.25 can be written in
traditional form similar to equation 3.24.

π − π e = π = βun − βu

(3.26)

where α = βun and un = α/β
If we assume adaptive expectation and also assume that expected inflation equals last
period’s inflation, we can rewrite the equation 3.25

π = π−1 − β(u − un ) + 

(3.27)

where π−1 is inflation one period lagged. Estimating equation 3.26 and equation 3.27 still
have some econometric difficulties. Adaptive expectation assumption might be wrong, and
un is unobservable. Rearranging equation 3.27, we obtain:

∆π = βun − βu + 

(3.28)

Notice that the first term in equation 3.28 is simply the constant estimated when regressing
∆π on u. If the adaptive expectation assumption is correct and un is constant and also there
is no correlation between u, and , we can consistently estimate un and β.
We estimate regression 3.28 using quarterly US data from 1970q1 to 2018q2.

∆π = 0.79 − 0.13 ∗ u

(3.29)

The estimated constant term is 0.79, and unemployment coefficient is 0.13. Hence NAIRU
estimate is 6.16 (0.79/0.13).
However, we know there is a possible correlation between unemployment and . Moreover,
according to Ball and Mankiw (2002), supply shock  captures short-run fluctuation and un

CHAPTER 3. ECONOMICS FUNDAMENTALS AND EXCHANGE RATES

86

captures the long term relationship between unemployment and inflation change. Staiger
et al. (1997) estimate un by positing that it follows a stochastic process (such as a random
walk), and  also follows a stochastic process (such as white noise). Then, they use a
statistical procedure that separates shifts of the Phillips curve into these two kinds of shocks.
We can rearrange equation 3.28 and optain:

un + /β = u + ∆π/β

(3.30)

By using observable right hand side of equation 3.30 (u + ∆π/β), we can reach unobservable left hand side (un + /β) and by using HP filter (as in Ball and Mankiw (2002) )
we can show trend component, un , and cyclical component /β.
However, we think that using constant beta like Ball and Mankiw (2002) might be misleading to find NAIRU because of permanent changes in the structure of natural unemployment. We can test this assumption looking at US data after the 1970’s, when the US was
in recession following an expansion. The US was trying to close the budget deficit because
of the Vietnam War. Another important event that might have caused a structural shift
is the 1980’s recession. The FED increased the interest rate to fight inflation, shortly after oil prices increased due to the Iranian revolution. Another structural break might have
been caused by the 1990’s recession. The Iraqi invasion of Kuwait is one of the reasons for
this downturn, other reasons being debt and consumer pessimism. Another structural shock
might have happend during the great recession starting in the second quarter of 2007.
According to Ball and Mankiw (2002), incarceration rate and disability insurance might
be another reason that has caused the decline of the natural rate of unemployment. Incarceration rate increased from 310 in 1980, to 1000 per 100000 in 2008. Also, it dropped to
860 in in 2016.
The structure of natural unemployment can also change because of changes in the struc-
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ture of the economy such as openness to trade, higher productivity, and new technologies.
We will use a different method to calculate the natural rate of unemployment, that we will
later on use to estimate the output gap.
Next we estimate the non-accelerating inflation rate of output (the natural rate of output).
From the definition of the rate of unemployment:

E = L(1 − u)

(3.31)

Where u is the unemployment rate, E is employment, and L is labor force.
The production function can be written as:

Y = [L(1 − u)]γ ∗ K 1−γ

(3.32)

If we assume that L and K constant over time. Using log-linearization, we can rewrite
3.32:

y = γ ∗ l + (1 − γ) ∗ k + −γu

(3.33)

Grouping the constant terms together, we obtain:

y = ψ − γu

(3.34)

where ψ = γ ∗ l + (1 − γ) ∗ k
Relation 3.34 is known as Okun’s Law. The natural rate of output can be written as a
function of the natural rate of unemployment using Okun’s Law :

y n = ψ − γun

(3.35)
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Subtracting 3.35 from 3.34, we obtain the output gap:

Output Gap = −γ ∗ (u − un )

(3.36)

Combining equation 3.36 and 3.25, we obtain the following equation shown in regression
form:

π − π e = −β ∗ (u − un ) +  = β/γ(y − y n ) + ξ

(3.37)

where y is the log of real GDP.
We can again think that supply shock ξ can capture short-run fluctuation and y n captures
long term relationship between output and inflation change. We estimate y n by positing that
it follows a stochastic process (such as a random walk) and ξ also follows a stochastic process
(such as white noise). Then, we use a statistical procedure that separates shifts of the Phillips
curve into these two kinds of shocks.
Rearranging the terms in 3.37, we obtain:

yn +

γ
γ
 = y + ∆π
β
β

(3.38)

All terms in the left-hand side of the equation are unobservable, but everything in the
right-hand side is observable. We can use HP filter and a constant coefficient of y to decompose smooth shift y n and high-frequency shift βγ . Right hand side of equation (y + βγ ∆π),
we can reach unobservable left hand side (y n + βγ ) and by using HP filter we can show trend
component, y n , and cyclical component βγ .
Using constant coefficients for γ and β can be misleading to find y n because of the effect of
permanent changes in the structure of output, as discussed earlier. Instead we use changing
coefficients to estimate the right hand side of equation 3.39 by using a structural break test
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and divide the data into sub-samples.

yn +

γi
γi
ξ = y + ∆π
βi
βi

(3.39)

In the end, we obtain different values of βγ , one for each sub-sample. The start and end
dates of each sub-sample, i.e. the multiple unknown breakpoints, are found using the BaiPerron tests of 1 to M globally determined breaks method introduced in a series of papers
including Bai (1997), Bai and Perron (1998), and Bai and Perron (2003).

3.2.3

Estimation and Forecasting

We adapt the rolling window regression technique as used in Meese and Rogoff (1983) in
their seminal paper. We divide the sample available into two parts: the estimation sample
(in-sample) and the test sample (out-of-sample). The coefficients are estimated using insample data, and then the sample is rolled forward one observation and the procedure is
repeated until all the out-of-sample observations are exhausted.

Elastic Net Estimation
The elastic-net regression is estimated with the coordinate descent algorithm of Friedman
et al. (2007). We use two different versions of the elastic-net regression.
The first version, which is the simplest, fixes the value of α in 3.23 to 0.5. (henceforth
Elastic Net 0.5). Hence this version of the elastic net will be half-ridge and half-Lasso. Then
we find the λ values using cross-validation. A different lambda is found for every in-sample
period.
The second elastic net version we use is the Elastic Net grid-search, following Li et al.
(2014). Here, a grid search over a set of values for both α and λ is performed for each
in-sample training set. Estimation is done in two stages. In the first stage, five fold cross-
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validation is used to find the two tuning parameters α and λ that yield the lowest crossvalidation mean squared error. Then, given values of α and λ estimated in the first stage,
we estimate the vector of regression coefficients β. Details of the estimation procedure are
provided below.
1. Given an initial set of values for α and λ, partition the in-sample(estimation) data into
five random samples of equal size(size one of the samples might be different if the size
of the in-sample data is not a multiple of 5).
2. For each random sample, using the given values for α and λ, estimate the regression
coefficients βj by minimizing Equation 3.23 using all the in-sample data observations,
which are not included in subsample. Estimation in this step is based on the coordinate
descent algorithm of Friedman et al. (2007).
3. Use the estimated regression coefficients βj to generate in-sample forecasts of the FX
returns for the particular subsample d.
4. Repeat this procedure for the remaining subsamples and calculate the mean squared
error (MSE) of the forecasts, which is conditional on the initial values of α and λ.
5. Repeat steps 2–4 for different values of α and λ. The values to try for λ are typically
in the log range between 2 and -10. for alpha, the range of values lies between 0
(Lasso) and 1 (ridge). Select the combination of tuning parameters that yields the
lowest validation MSE.
6. Given the tuned parameters, implement the coordinate descent algorithm of Friedman
et al. (2007) to estimate β̂tEN et
7. Using estimated coefficients β̂tEN et , forecast ∆st+h
8. Roll the window one month forward and repeat steps 1-7
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Statistical evaluation of predictability

We use statistical tests of equal out-of-sample predictive ability between one of the models
we estimate and the benchmark random walk model, to evaluate the performance of the
empirical models exchange rate predictability using economic fundamentals.
We use two statistical criteria for evaluating the OOS predictive ability of the models:
the Diebold and Mariano (1995) test (henceforth DM), and the Out-Of-Sample (OOS) R2
2
statistic, henceforth ROOS
.

DM test whether two models’ forecasting ability is the same. For detailed description of
the DM test statistics assumptions, see Diebold and Mariano (1995) and Diebold (2015). Its
simple implementation and intuitive explanation has made this test one of the most popular
in the forecast evaluation literature.
2
statistics,
Another popular forecast evaluation statistics used in the literature is the ROOS
2
as used in Welch and Goyal (2007) and Campbell and Thompson (2007), is The ROOS
is

defined as:
2
ROOS

PT −1
(∆st+1 − ∆b
st+1|t ))
M SE(∆b
st+1|t )
= 1 − Pt=R+1
=1−
T −1
M SE(∆s̄t+1|t )
t=R+1 (∆st+1 − ∆s̄t+1|t ))

(3.40)

2
The ROOS
compares the 1-month ahead forecasts of the benchmark RW model to the

conditional forecasts of an alternative model.

3.4
3.4.1

Empirical Results
Data on Exchange Rates and Economic Fundamentals

The models are estimated using monthly data from January 1976, through October 2018.
Data until June 2012 is from Li et al. (2014)1 . We update the data until October 2018
following the data collection method used in their paper.
1

we thank Ilias Tsiakas for providing all the data until June 2012
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The bilateral nominal exchange rates are defined as the US dollar price of a unit of foreign
currency. We use the selection of currencies following Li et al. (2014), who uses nine exchange
rates relative to the U.S. dollar (USD): the Australian dollar (AUD), Canadian dollar (CAD),
Swiss franc (CHF), Deutsche mark/euro (EUR), British pound (GBP), Japanese yen (JPY),
Norwegian krone (NOK), New Zealand dollar (NZD), and Swedish krona (SEK). The data
sample has a total of 551 monthly observations of end of period nominal exchange rates data
downloaded from the Download Data Program of the Board of Governors of the Federal
Reserve System. The exchange rate is defined as the U.S. dollar price of a unit of foreign
currency so that an increase in the exchange rate implies a depreciation of the U.S. dollar.
For interest rates, we use end-of-month Eurodeposit rates from Datastream.
We proxy real output by the industrial production index (IPI) since the IPI is generally available at monthly frequency, whereas GDP data are available quarterly. We obtain
seasonally adjusted data on the industrial production indices (IPI) from the OECD Main
Economic Indicators database.2 Note that the IPI of Australia, New Zealand, and Switzerland are only available quarterly, hence in these cases we obtain monthly observations via
linear interpolation.
Data for CPI is downloaded from OECD Main Economic Indicators database. The data
is not seasonally adjusted, so we seasonally adjust the data. CPI data for all countries is
available monthly, except for Australia and New Zealand. In those cases, we use interpolation
to obtain the monthly data, and then seasonally adjust the data using the SEAT procedure.3
Money supply data is from OECD Main Economics Indicators database. Broad money
refers to the monetary aggregate M1( except for the UK for which we use M0) that is
measured in the national currency. For Sweden, we use M3 since the M1 data is short.
For GBP, we use M0 until October 1987, and use M1 afterwards. For Euro, we use M1 of
2

OECD (2010), ”Main Economic Indicators - complete database”, Main Economic Indicators (database),
http://dx.doi.org/10.1787/data-00052-en (Accessed on Feb 02, 2020)
3
we use the Seasonal package in R for the Seasonal Adjustment by X-13ARIMA-SEATS
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Germany until Jan 19991 , and merge it to the M1 index of the Euro afterwards 2 .
A summary of the following variables used can be found in Table 3.1:
• ∆st : the monthly percent FX returns
• ∆(yt − yt∗ ): the difference in the percent change in real output
• ∆(mt − m∗t ): the difference in the percent change in money supply
• ∆(pt − p∗t ): the difference in the percent change in price levels
• it − i∗t : the difference between domestic and foreign interest rates
For our sample period, the monthly sample means of the FX returns range from -0.15%
per month for SEK to 0.19% per month for CHF and JPY, with standard deviations of
around 2.5% per month for all currencies except CAD, which has a standard deviation of
1.53% per month.
All FX returns except for JPY, EUR and CHF, have negative skewness and high kurtosis.
Predictors we use have exceptionally high kurtosis, especially the change in money supply
difference and the change in price level differences. Extreme cases are NOK (kurtosis of
money supply difference change = 121), and CHF (kurtosis of money supply difference
change = 60.99).
Appendix A provides a plot of the four predictors for each of the nine currencies in our
sample.

1

International Monetary Fund, M1 for Germany [MYAGM1DEM189S], retrieved from FRED, Federal
Reserve Bank of St. Louis; https://fred.stlouisfed.org/series/MYAGM1DEM189S, February 8, 2020.
2
Monetary aggregate M1 vis-a-vis euro area non-MFI excl. central gov. reported by MFI & central gov.
& post office giro Inst. in the euro area (stock)
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Table 3.1. Descriptive statistics

AUD

CAD

CHF

EUR

GBP

JPY

NOK

NZD

SEK

∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗
∆s
∆(y − y ∗ )
∆(m − m∗ )
∆(p − p∗ )
i − i∗

N
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
501
487
487
487
487
487
501
501
501
501
501

Mean
-0.08
0.03
0.38
0.06
2.18
-0.05
-0.02
0.17
-0.01
0.63
0.19
-0.00
0.03
-0.15
-2.61
0.01
-0.04
0.15
-0.11
-1.20
-0.05
-0.12
0.25
0.05
1.54
0.19
-0.06
-0.01
-0.19
-2.58
-0.09
-0.01
0.40
0.03
1.86
-0.09
-0.04
0.23
0.10
3.27
-0.15
-0.05
0.08
0.02
1.34

Std
2.54
0.75
1.18
0.31
3.22
1.53
1.02
1.02
0.30
1.47
2.82
1.26
1.76
0.28
3.17
2.56
1.75
1.24
0.29
2.66
2.42
1.28
1.45
0.34
2.28
2.73
1.75
1.18
0.35
2.55
2.43
4.17
2.41
0.39
3.03
2.69
0.90
1.60
0.42
3.92
2.55
2.49
1.27
0.41
3.09

Median
0.12
0.01
0.38
0.04
2.12
-0.06
-0.00
0.22
-0.02
0.54
0.06
-0.05
-0.12
-0.14
-2.40
-0.13
0.04
0.10
-0.12
-1.38
0.02
-0.09
0.18
0.02
0.95
0.03
0.05
-0.02
-0.19
-2.15
-0.13
0.07
0.29
0.01
1.57
-0.12
-0.00
0.29
0.01
2.64
-0.08
-0.01
0.06
-0.03
0.98

Min
-17.31
-2.13
-5.29
-0.99
-11.00
-11.29
-3.94
-5.00
-1.16
-5.69
-11.69
-3.32
-3.91
-1.25
-14.12
-8.52
-10.29
-4.97
-1.22
-10.94
-11.08
-6.58
-4.35
-1.00
-6.16
-8.07
-18.19
-5.60
-1.51
-13.31
-13.17
-39.13
-5.51
-2.14
-7.47
-14.34
-2.91
-8.41
-0.97
-7.25
-13.81
-23.39
-4.62
-1.22
-5.86

Max
7.12
3.38
9.45
1.61
12.34
6.01
3.44
3.83
2.06
5.25
8.24
3.99
21.57
1.11
5.62
7.80
11.30
11.93
1.43
6.44
9.52
6.69
13.61
3.71
9.50
10.52
6.16
9.14
1.64
3.81
5.76
34.01
35.90
2.26
13.50
8.11
3.20
8.21
2.86
21.43
7.12
26.61
8.48
2.61
16.99

Skew
-0.98
0.40
1.37
0.60
-0.16
-0.45
-0.02
-0.37
0.92
0.30
0.04
0.20
5.76
-0.29
-0.77
0.12
-0.04
1.89
0.48
0.07
-0.32
-0.26
2.42
3.20
0.48
0.42
-2.36
0.66
0.39
-0.66
-0.34
-0.61
9.02
0.52
0.18
-0.47
0.04
-0.23
2.23
1.93
-0.68
0.86
0.71
1.90
1.06

Kurtosis
4.67
1.06
13.11
1.44
2.10
6.12
0.73
2.25
6.43
1.73
0.79
0.25
60.93
2.50
1.21
0.16
5.79
18.55
3.79
0.96
1.84
3.59
18.35
27.98
0.97
0.81
23.34
9.06
3.20
0.61
1.33
24.54
121.06
5.56
0.54
2.56
0.34
3.92
9.08
6.03
2.58
39.81
6.98
8.42
1.97

Notes: The table presents the summary statistics for log differences (in percentage) of
monthly nominal exchange rates. all other series start in January 1976 and end in December
2018.
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Can Economic Fundamentals Predict Exchange Rates Outof-sample?

We assess the predictive ability of commodity prices using the out-of-sample forecast measure, with a focus on the simplest exchange rate model:

∆st =

βt0

+

K
X

βtj xj,t−1 + t ,

t = 1, ...., T,

(3.41)

j=1

where ∆st is the first difference of the logarithm of the exchange rate and

xj ∈ {U IP, P P P, M F, T aylorRule}

are regressors formed based on economic theory as described in section 3.1.1.
Let ∆sft+1 denote the out-of-sample forecast one period ahead. Then:

∆sft+1

= βbt0 +

K
X

βbtj ∆xj,t ,

t = R, R + 1, ..., T,

(3.42)

j=1

xj ∈ {U IP, P P P, M F, T aylorRule}
where βbt0 , βbtj are the parameter estimates obtained from a rolling sample of observations
{t-R+1, t-R+2, ..., t} and R is the in-sample estimation window size.
The Mean combination and Median combination approaches use respectively the mean
and median of the four individual univariate forecasts, and use that value as the prediction
for ∆sft+1
Forecasts using HP-filter Output-Gap
2
Table 3.2 reports the ROOS
for all the models, using the HP-filter Output-Gap. Our results

differ from those of Li et al. (2014) in a number of ways. First, we find that the simple version
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Table 3.2. Out of sample R2 - Rolling Regressions
HP-filter Output-Gap

Elastic Net
(Grid search)
Elastic Net
(0.5)
OLS
Lasso
Ridge
UIP
PPP
MF
Taylor Rule
Output Gap
Mean combination
Median combination

AUD
0.14

CAD
0.001

CHF
-0.04

EUR
-0.03

GBP
0.58

JPY
-0.12

NOK
0.001

NZD
-0.92

SEK
-0.14

0.12

0.23

0.25

0.29

-0.49

-0.84

-0.18

-0.96

-0.04

-6.85
0.11
0.45
-0.44
-1.50
-0.09
-3.02
-2.02
0.85
0.48

-4.89
0.15
0.20
0.79
-1.79
1.33
-1.73
-0.89
1.33
1.42

-5.97
0.01
0.08
-3.30
-2.91
-4.84
-2.04
-1.31
-0.36
-1.10

-8.74
0.25
-1.18
-4.66
-1.75
-2.38
-0.52
-1.91
-0.07
-0.15

-8.15
0.11
0.75
-6.11
-0.22
-2.63
-1.82
-1.65
-0.20
-0.28

-6.99
-0.93
-0.72
-0.85
-0.75
-3.03
-1.44
-1.08
0.30
-0.05

-9.69
-0.06
0.08
-2.34
-1.63
-2.95
-2.86
-0.10
-0.73
-0.58

-8.54
-0.39
-1.48
-6.29
-1.97
-3.69
-3.44
-2.00
-0.22
-0.32

-8.70
0.01
-0.07
-6.72
-0.54
-0.71
-2.80
-1.07
-0.66
-0.55

Notes: The table presents the out of sample R2 statistics (in %) for the different models used for
forecasting. Positive values are shown in bold.

of the elastic-net, Elastic Net 0.5, performs similarly to the version they used, Elastic Net
2
grid-search. They both generate positive ROOS
for four currencies. Second, we find that the

winner is not the elastic net, but the Lasso. These results deviate from those of Li et al.
2
(2014), who find that the elastic net is the absolute best performer in terms of the ROOS

across all currencies.
2
OLS regression fails to achieve positive ROOS
for any of the currencies
2
For CAD, the UIP and MF generate positive ROOS
. This means that these predictors

can forecast the Canadian dollar out of sample. However,this is the case only for CAD, and
none of the four predictors based on economic fundamentals can forecast the exchange rate
of any of the other currencies in our sample.
Figure 3.1 shows plots of Diebold and Mariano (1995) test statistic for comparing estimations of model 3.41 using OLS, Lasso, Ridge and Elastic Net, to a random walk with
drift, computed for several in-sample window (R) sizes (x-axis) for all nine currencies in our
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Figure 3.1. Plots of Diebold and Mariano’s (1995) test statistic for comparing Model 3.41 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk with drift in monthly data,
calculated for several in-sample window sizes (x-axis). The in-sample window size is reported as
a fraction of the total sample size. The continuous line indicates the critical value of Diebold
and Mariano’s (1995) test statistic. Negative values indicate that Model 3.41 outperforms the
benchmark. When the test statistic is below the continuous line, Model 3.41 forecasts significantly
better.
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Figure 3.1. (cont.) Plots of Diebold and Mariano’s (1995) test statistic for comparing Model
3.41 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk with drift in monthly
data, calculated for several in-sample window sizes (x-axis). The in-sample window size is reported
as a fraction of the total sample size. The continuous line indicates the critical value of Diebold
and Mariano’s (1995) test statistic. Negative values indicate that Model 3.41 outperforms the
benchmark. When the test statistic is below the continuous line, Model 3.41 forecasts significantly
better.
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Figure 3.1. (cont.) Plots of Diebold and Mariano’s (1995) test statistic for comparing Model
3.41 estimated using OLS, Lasso, Ridge and Elastic Net to a random walk with drift in monthly
data, calculated for several in-sample window sizes (x-axis). The in-sample window size is reported
as a fraction of the total sample size. The continuous line indicates the critical value of Diebold
and Mariano’s (1995) test statistic. Negative values indicate that Model 3.41 outperforms the
benchmark. When the test statistic is below the continuous line, Model 3.41 forecasts significantly
better.
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sample. All the machine learning models outperform OLS. While DM statistics is positive
across currencies when OLS is used, machine learning models improve the forecasting power
of economic fundamentals across window sizes. Beating the random walk out of sample
is a difficult task, as other works before us have shown, especially at the one month horizon. However, the fact that machine learning models outperform a simple multivariate OLS
model, means that there is information in the economic fundamentals that helps predict
exchange rates out of sample and OLS is not the best model to exploit this information.
While the Diebold and Mariano (1995) test statistics for OLS is consistently larger that the
zero boundary, for all three machine learning models the same statistics is in the boundaries
of the lower bound, very close to the 5% confidence boundary in many cases. There is no
absolute winner in terms of forecasting accuracy, even though the three machine learning
models: Lasso, Elastic Net and Ridge regression, perform similarly well across currencies
and window sizes.

Forecasts using NAIR Output-Gap
2
for all the models using the NAIR Output-Gap. The out of
Table 3.3 reports the ROOS
2
, improves compared to the results in Table
sample performance, as measured by the ROOS

3.2. Using the NAIR method to estimate the output gap leads to improvement in the out of
sample performance across different estimation methodologies. For Lasso, we find positive
2
ROOS
for seven out of nine currencies in our sample. This is an improvement compared to

six out of nine positive results when using the HP-filter Output Gap.
UIP and MF based regressors can individually predict the exchange rate for CAD, achiev2
ing positive ROOS
. The PPP based regressor can predict CHF out of sample. Except for

these two cases, economic regressors fail to beat the random walk benchmark out of sample,
2
2
resulting in negative ROOS
. OLS regression also fails to achieve positive ROOS
for any of the

currencies we study, similar to the results using HP-filter Output-Gap in Table 3.2.
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Table 3.3. Out of sample R2 - Rolling Regressions
NAIR Output-Gap

Elastic Net
(0.5)
OLS
Lasso
Ridge
UIP
PPP
MF
Taylor Rule
Output Gap
Mean combination
Median combination

AUD
0.04

CAD
-0.13

CHF
-0.12

EUR
0.42

GBP
-0.11

JPY
-0.08

NOK
0.01

NZD
-0.19

SEK
0.03

-6.97
0.02
0.09
-0.73
-1.11
-1.01
-1.95
-0.44
0.61
0.76

-3.32
0.06
0.08
0.02
-2.18
0.58
-0.79
0.01
1.10
0.69

-3.83
0.18
-0.30
-5.34
1.46
-2.35
-1.39
-2.10
0.54
0.51

-8.22
0.50
-0.68
-6.75
-0.88
-4.43
-0.32
-2.80
-0.96
-1.00

-10.17
0.01
0.19
-7.19
-1.12
-2.30
-1.18
-2.36
-0.91
-0.81

-5.58
-0.16
0.12
-0.25
-0.07
-2.58
-1.71
-1.17
0.30
0.55

-9.17
0.03
-0.15
-2.55
-1.98
-1.53
-2.69
-2.32
-1.04
-1.30

-4.79
-0.05
-0.03
-2.01
-1.36
-1.60
-2.28
-2.02
0.61
0.51

-11.37
0.01
-0.09
-7.34
-1.61
-0.60
-3.49
-2.17
-1.57
-1.35

Notes: The table presents the out of sample R2 statistics (in %) for the different models used for
forecasting. Positive values are shown in bold.

Moreover, an obvious improvement is observed with the mean and median combination
2
methods. Both these methods achieve positive ROOS
for five out of nine currencies: AUD,

CAD, CHF, JPY, and NZD, which is a big improvement compared to the forecast using the
2
were achieved only
HP-filter output gap based regressors in Table 3.2 where positive ROOS

for two out of nine currencies.

3.5

Conclusion

In this paper, we extend the work in Li et al. (2014), updating the data they use until
2018, and evaluating the machine learning models across different window sizes used for the
rolling-window estimations. Moreover, we introduce a new method to estimate the output
gap based on the Non-accelerating Inflation Rate of Output method as an alternative to the
HP-filter approach used by Li et al. (2014).
We confirm their finding that machine learning outperforms all the other models out of
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2
sample. Using the ROOS
and the Diebold-Mariano statistics, we find evidence of predictabil-

ity out of sample for most currencies in our sample when machine learning methods are used.
However, unlike Li et al. (2014), our results show that there is no absolute winner among
2
the elastic let, Lasso and ridge regressions. While Li et al. (2014) find positive ROOS
across

currencies when using data until 2012, we could not replicate their results using an updated
dataset with data until 2018 for the same set of countries. Moreover, we find that Lasso
2
performs better than elastic net and ridge, resulting in positive ROOS
for more currencies

compared to the other two methods. Moreover, we find that a simpler version of the elastic
net using a fixed value of λ performs better than the elastic net they used, where a grid
search is done in a first step to find the combination of λ and α based on cross-validation.
We find that calculating the output gap using a different approach than Li et al. (2014)
improves the out of sample performance of the model. This implies that a simple statistical
method such as the HP filter is sub-optimal, and better results can be achieved when using
a different method that is based on economic intuition.
We run a systematic search across windows sizes to check if out of sample performance
depends on the window size. We find that results are consistent across window-sizes, and
machine learning models outperform the simple OLS for all window sizes across currencies.
This paper confirms previous finding that machine learning can help beat statistical
benchmarks using economic fundamentals, even though OLF fails to do so. There is information embedded in economic fundamentals such as the UIP, PPP, MF and Taylor Rule,
however this information should be exploited using efficient methods such as the Lasso, ridge
regression or elastic net. In that case, positive results are obtained for most of the currencies
studied.

CHAPTER 3. ECONOMICS FUNDAMENTALS AND EXCHANGE RATES

103

Appendices
Appendix A contains the list of predictors used in Chapter 1. Appendix B contains plots of
the final time series used in the analysis for all the currencies in Chapter 3. .

Appendix A
Table 4: Stock Characteristics
Acronym

Paper’s author(s)

Date,

Definition of the characteristic-based anomaly variable

Journal
absacc

Bandyopadhyay, Huang

2010, WP

Absolute value of acc.

1996, TAR

Annual income before extraordinary items (ib) minus operating

& Wirjanto
acc

Sloan

cash flows (oancf) divided by average total assets (at); if oancf
is missing then set to change in act - change in che - change in
lct + change in dlc + change in txp-dp.
aeavol

Lerman, Livnat &

2007, WP

Mendenhall

Average daily trading volume (vol) for 3 days around earnings
announcement minus average daily volume for 1-month ending 2
weeks before earnings announcement divided by 1-month average daily volume. Earnings announcement day from Compustat
quarterly (rdq).

age

Jiang, Lee & Zhang

agr
baspread

2005, RAS

Number of years since first Compustat coverage.

Cooper, Gulen & Schill

2008, JF

Annual percent change in total assets (at).

Amihud & Mendelson

1989, JF

Monthly average of daily bid-ask spread divided by average of
daily spread.

beta

Fama & MacBeth

1973, JPE

Estimated market beta from weekly returns and equal weighted
market returns for 3 years ending month t-1 with at least 52
weeks of returns.

betasq

Fama & MacBeth

1973, JPE

Market beta squared.

bm

Rosenberg, Reid &

1985, JPM

Book value of equity (ceq) divided by end of fiscal-year-end mar-

Lanstein
bm ia
cash

ket capitalization.

Asness, Porter & Stevens

2000, WP

Industry adjusted book-to-market ratio.

Palazzo

2012, JFE

Cash and cash equivalents divided by average total assets.
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Acronym

Paper’s author(s)

Date,

Definition of the characteristic-based anomaly variable

Journal
cashdebt

Ou & Penman

1989, JAE

Earnings before depreciation and extraordinary items (ib+dp)
divided by avg. total liabilities (lt).

cashpr

Chandrashekar & Rao

2009, WP

Fiscal year end market capitalization plus long term debt (dltt)
minus total assets (at) divided by cash and equivalents (che).

cfp

Desai, Rajgopal &

2004, TAR

Venkatachalam
cfp ia
chatoia

Operating cash flows divided by fiscal-year-end market capitalization.

Asness, Porter & Stevens

2000, WP

Industry adjusted cfp.

Soliman

2008, TAR

2-digit SIC - fiscal-year mean adjusted change in sales (sale)
divided by average total assets (at).

chcsho

Pontiff & Woodgate

2008, JF

Annual percent change in shares outstanding (csho).

chempia

Asness, Porter & Stevens

1994, WP

Industry-adjusted change in number of employees.

chfeps

Hawkins, Chamberlin &

1984, FAJ

Mean analyst forecast in month prior to fiscal period end date

Daniel

from I/B/E/S summary file minus same mean forecast for prior
fiscal period using annual earnings forecasts.

chinv
chmom

Thomas & Zhang

2002, RAS

Change in inventory (inv) scaled by average total assets (at).

Gettleman & Marks

2006, WP

Cumulative returns from months t-6 to t-1 minus months t-12
to t-7.

chnanalyst
chpmia

Scherbina

2007, WP

Change in nanalyst from month t-3 to month t.

Soliman

2008, TAR

2-digit SIC - fiscal-year mean adjusted change in income before
extraordinary items (ib) divided by sales (sale).

chtx
cinvest

Thomas & Zhang
Titman, Wei & Xie

2011, JAR

Percent change in total taxes (txtq) from quarter t-4 to t.

2004, JFQA

Change over one quarter in net PP&E (ppentq) divided by sales
(saleq) - average of this variable for prior 3 quarters; if saleq =
0, then scale by 0.01.

convind

Valta

2016, JFQA

An indicator equal to 1 if company has convertible debt obligations.

currat

Ou & Penman

1989, JAE

Current assets / current liabilities.

depr

Holthausen & Larcker

1992, JAE

Depreciation divided by PP&E.

disp

Diether, Malloy &

2002, JF

Standard deviation of analyst forecasts in month prior to fiscal

Scherbina

period end date divided by the absolute value of the mean forecast; if meanest = 0, then scalar set to 1. Forecast data from
I/B/E/S summary files.
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Definition of the characteristic-based anomaly variable

Journal
divi

Michaely, Thaler &

1995, JF

Womack
divo

Michaely, Thaler &

did not in prior year.
1995, JF

Womack
dolvol

Chordia, Subrahmanyam

Litzenberger &

2001, JFE

egr

Kishore, Brandt,

Natural log of trading volume times price per share from month
t-2.

1982, JF

Ramaswamy
ear

An indicator variable equal to 1 if company does not pay dividend but did in prior year.

& Anshuman
dy

An indicator variable equal to 1 if company pays dividends but

Total dividends (dvt) divided by market capitalization at fiscal
year-end.

2008, WP

Sum of daily returns in three days around earnings announce-

Santa-Clara &

ment. Earnings announcement from Compustat quarterly file

Venkatachalam

(rdq).

Richardson, Sloan,

2005, JAE

Annual percent change in book value of equity (ceq).

1977, JF

Annual income before extraordinary items (ib) divided by end

Soliman & Tuna
ep

Basu

of fiscal year market cap.
fgr5yr
gma

Bauman & Dowen

1988, FAJ

Most recently available analyst forecasted 5-year growth.

Novy-Marx

2013, JFE

Revenues (revt) minus cost of goods sold (cogs) divided by
lagged total assets (at).

grCAPX

Anderson &

2006, JF

Percent change in capital expenditures from year t-2 to year t.

2003, TAR

Growth in long term net operating assets.

2006, JF

2-digit SIC - fiscal-year sales concentration (sum of squared per-

Garcia-Feijoo
grltnoa

Fairfield, Whisenant &
Yohn

herf

Hou & Robinson

cent of sales in industry for each company).
hire
idiovol

Bazdresch, Belo & Lin

2014, JPE

Percent change in number of employees (emp).

Ali, Hwang & Trombley

2003, JFE

Standard deviation of residuals of weekly returns on weekly
equal weighted market returns for 3 years prior to month end.

ill
indmom
invest

Amihud

2002, JFM

Average of daily (absolute return / dollar volume).

Moskowitz & Grinblatt

1999, JF

Equal weighted average industry 12-month returns.

Chen & Zhang

2010, JF

Annual change in gross property, plant, and equipment (ppegt)
+ annual change in inventories (invt) all scaled by lagged total
assets (at).
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Journal
IPO

Loughran, Ritter &

1995, JF

Ritter
lev

Bhandari

An indicator variable equal to 1 if first year available on CRSP
monthly stock file.

1988, JF

Total liabilities (lt) divided by fiscal year end market capitalization.

lgr

Richardson, Sloan,

2005, JAE

Annual percent change in total liabilities (lt).

2011, JFE

Maximum daily return from returns during calendar month t-1.

1990, JF

11-month cumulative returns ending one month before month

Soliman & Tuna
maxret
mom12m

Bali, Cakici & Whitelaw
Jegadeesh

end.
mom1m

Jegadeesh & Titman

1993, JF

1-month cumulative return.

mom36m

Jegadeesh & Titman

1993, JF

Cumulative returns from months t-36 to t-13.

mom6m

Jegadeesh & Titman

1993, JF

5-month cumulative returns ending one month before month
end.

ms

Mohanram

2005, RAS

Sum of 8 indicator variables for fundamental performance.

mve

Banz

1981, JFE

Natural log of market capitalization at end of month t-1.

Asness, Porter & Stevens

2000, WP

2-digit SIC industry-adjusted fiscal year-end market capitaliza-

mve ia

tion.
nanalyst

Elgers, Lo & Pfeiffer

2001, TAR

Number of analyst forecasts from most recently available
I/B/E/S summary files in month prior to month of portfolio
formation. nanalyst set to zero if not covered in I/B/E/S summary file.

nincr

Barth, Elliott & Finn

1999, JAR

Number of consecutive quarters (up to eight quarters) with an
increase in earnings (ibq) over same quarter in the prior year.

operprof

Fama & French

2015, JFE

Revenue minus cost of goods sold - SG&A expense - interest
expense divided by lagged common shareholders’ equity.

orgcap
pchcapx ia

Eisfeldt & Papanikolaou
Abarbanell & Bushee

2013, JF

Capitalized SG&A expenses.

1998, TAR

2-digit SIC - fiscal-year mean adjusted percent change in capital
expenditures (capx).

pchcurrat

Ou & Penman

1989, JAE

Percent change in currat.

pchdepr

Holthausen & Larcker

1992, JAE

Percent change in depr.

pchgm pchsale

Abarbanell & Bushee

1998, TAR

Percent change in gross margin (sale-cogs) minus percent change
in sales (sale).

pchquick

Ou & Penman
continues on next page
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Journal
pchsale pchinvt

Abarbanell & Bushee

1998, TAR

Annual percent change in sales (sale) minus annual percent
change in inventory (invt).

pchsale pchrect

Abarbanell & Bushee

1998, TAR

Annual percent change in sales (sale) minus annual percent
change in receivables (rect).

pchsale pchxsga

Abarbanell & Bushee

1998, TAR

Annual percent change in sales (sale) minus annual percent
change in SG&A (xsga).

pchsaleinv
pctacc

Ou & Penman

1989, JAE

Percent change in saleinv.

Hafzalla, Lundholm &

2011, TAR

Same as acc except that the numerator is divided by the absolute

Van Winkle
pricedelay

Hou & Moskowitz

value of ib; if ib = 0 then ib set to 0.01 for denominator.
2005, RFS

The proportion of variation in weekly returns for 36 months
ending in month t explained by 4 lags of weekly market returns
incremental to contemporaneous market return.

ps
quick
rd

Piotroski

2000, JAR

Sum of 9 indicator variables to form fundamental health score.

Ou & Penman

1989, JAE

(current assets - inventory) / current liabilities.

2004, JF

An indicator variable equal to 1 if R&D expense as a percentage

Eberhart, Maxwell &
Siddique

rd mve

Guo, Lev & Shi

of total assets has an increase greater than 5%.
2006, JBFA

R&D expense divided by end-of-fiscal-year market capitalization.

rd sale
realestate
retvol

Guo, Lev & Shi
Tuzel
Ang, Hodrick, Xing &

2006, JBFA

R&D expense divided by sales (xrd/sale).

2010, RFS

Buildings and capitalized leases divided by gross PP&E.

2006, JF

Standard deviation of daily returns from month t-1.

2010, JAE

Income before extraordinary items (ibq) divided by one quarter

Zhang
roaq

Balakrishnan, Bartov &
Faurel

roavol

Francis, LaFond, Olsson

lagged total assets (atq).
2004, TAR

& Schipper
roeq

Hou, Xue & Zhang

Standard deviaiton for 16 quarters of income before extraordinary items (ibq) divided by average total assets (atq).

2014, RFS

Earnings before extraordinary items divided by lagged common
shareholders’ equity.

roic

Brown & Rowe

2007, WP

Annual earnings before interest and taxes (ebit) minus nonoperating income (nopi) divided by non-cash enterprise value
(ceq+lt-che).

rsup

Kama

2009, JBFA

Sales from quarter t minus sales from quarter t-4 (saleq) divided
by fiscal-quarter- end market capitalization (cshoq * prccq).
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salecash

Ou & Penman

1989, JAE

Annual sales divided by cash and cash equivalents.

saleinv

Ou & Penman

1989, JAE

Annual sales divided by total inventory.

salerec

Ou & Penman

1989, JAE

Annual sales divided by accounts receivable.

secured

Valta

2016, JFQA

Total liability scaled secured debt.

securedind

Valta

2016, JFQA

An indicator equal to 1 if company has secured debt obligations.

Elgers, Lo & Pfeiffer

2001, TAR

Analysts mean annual earnings forecast for nearest upcoming

sfe

fiscal year from most recent month available prior to month of
portfolio formation from I/B/E/S summary files scaled by price
per share at fiscal quarter end.
sgr

Lakonishok, Shleifer &

1994, JF

Annual percent change in sales (sale).

An indicator variable equal to 1 if a company’s primary industry

Vishny
sin

Hong & Kacperczyk

2009, JFE

SP

Barbee, Mukherji, &

1996, FAJ

classification is in smoke or tobacco, beer or alcohol, or gaming.

Raines
std dolvol

Chordia, Subrahmanyam

Annual revenue (sale) divided by fiscal-year-end market capitalization.

2001, JFE

Monthly standard deviation of daily dollar trading volume.

2001, JFE

Monthly standard deviation of daily share turnover.

2010, WP

Standard deviation for 16 quarters of accruals (acc measured

& Anshuman
std turn

Chordia,
Subrahmanyam,
&Anshuman

stdacc

Bandyopadhyay, Huang
& Wirjanto

with quarterly Compustat) scaled by sales; if saleq = 0, then
scale by 0.01.

stdcf

Huang

2009, JEF

Standard deviation for 16 quarters of cash flows divided by sales
(saleq); if saleq = 0, then scale by 0.01. Cash flows defined as
ibq minus quarterly accruals.

sue

Rendelman, Jones &

1982, JFE

Latane

Unexpected quarterly earnings divided by fiscal-quarter-end
market cap. Unexpected earnings is I/B/E/S actual earnings
minus median forecasted earnings if available, else it is the
seasonally differenced quarterly earnings before extraordinary
items from Compustat quarterly file.

tang

Almeida & Campello

2007, RFS

Cash holdings + 0.715 * receivables + 0.547 * inventory + 0.535
* PPE/ total assets.
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Journal
tb

Lev & Nissim

2004, TAR

Tax income, calculated from current tax expense divided by
maximum federal tax rate, divided by income before extraordinary items.

turn

Datar, Naik & Radcliffe

1998, JFM

Average monthly trading volume for most recent 3 months
scaled by number of shares outstanding in current month.

zerotrade

Liu

2006, JFE

Turnover weighted number of zero trading days for most recent
1 month.

Appendix B
This appendix includes plots of the exchange rate, and four predictors based respectively on
the UIP, PPP, MF and Taylor rule fundamentals. Plots are provided for all nine currencies
in our dataset.
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Figure B1. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Australia
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Figure B2. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Canada
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Figure B3. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Switzerland
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Figure B4. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Euro
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Figure B5. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for United Kingdom
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Figure B6. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Japan
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Figure B7. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Norway
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Figure B8. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for New Zealand

CHAPTER 3. ECONOMICS FUNDAMENTALS AND EXCHANGE RATES

118

Figure B9. Plot of exchange rate log difference (∆st ), and four economic fundamentals time series
for Sweden
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