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Abstract 
Fatalities and major accidents continue to occur in mines.  While technology has continued to 
play a pivotal role in assisting mining companies to safely and successfully conduct their 
operations, a high level of innovation is still required to attain greater technological advancements. 
The industry needs competent and skilled personnel to design, implement and rectify processes 
and systems within the mining industry to make autonomous systems safe and reliable.   
 
Epiroc Australia (Epiroc) is in manufacturing front-end loaders that are highly optimised for 
underground mining environments to perform the load-haul-dump (LHD) function of the mining 
process. This family of machines is known as Scoop Trams (ST) and comes in various bucket 
capacities from seven metric tonnes up to 18. To complement the ST-family of LHD loaders, 
Epiroc has developed an autonomous system for the ST18 to enhance safety, workplace 
environment and productivity for clients in underground operations. The autonomous system's 
challenges in an underground mining operation system impact aspects that include the 
environment, network systems and dust and rock structure instability.  
 
The autonomous system utilises the Kalman filter for position localisation using the odometer 
wheel sensor, articulation angle sensor, Inertial Measurement Unit (IMU) and two LIDAR 
scanners. The Kalman filter runs recursively to continually update the loader's position by 
optimally estimating the system variables (speed, attitude, gyroscopic data, acceleration and the 
laser scan data). If any of the sensors fails, the automation system will detect this and stop the 
machine to prevent any damage from occurring. This research paper focused on the reliability 
issues caused by path tracking and localisation errors affected by sensor contamination or failure.  
The focus was on the laser scanner sensor and the IMU, two major components that stop the 
autonomous operation. The paper looked at current technologies on the market for cleaning 
contaminated laser scanners and how the IMU data is currently used for impact detection.  After 
identifying the gap, a solution for laser contamination was developed to clean a dirty laser scanner 
to minimise stoppages. An application was developed to utilise IMU data from the loader to detect 
and minimise machine damage by detecting wall impact events. The paper discussed the 
methods used in the development, the testing and verification of these systems. Further research 
into a long term replacement for the laser scanner was conducted. In the future, the IMU data use 
was discussed on how the autonomous algorithm could be enhanced to improve continually 
without degrading the environment. 
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Glossary of terms 
 
AHRS    Attitude heading reference system  
 
CAN   Controller Area Network (RCS is based on this standard) 
 
CCI   Common Communication Interface 
 
CERTIQ  Certain Intelligence Quotient 
 
CoLa B  Communication Language using Binary 
 
ECEF    Earth centred earth fixed    
 
IMU   Inertial Measurement Unit 
 
LHD   Load Haul Dump 
 
MEM   Micro – Electro-Mechanical 
 
MEMS Micro Electro Mechanical System  
 
OPC - UA Open Platform Communications Unified Architecture (a machine to 
machine communication protocol developed by the OPC foundation for 
industrial automation) 
 
Open62541 An open-source OPC-UA implementation 
 
OPS Remote Operator station, Epiroc equipment allowing remote control of the 
autonomous ST18 loader. 
 
RCS Rig Control System, a modular concept consisting of intelligent I/O- 
Resolver-, computational- and display units. All units, or modules, are 
interconnected via the CAN bus. 
 
ST18 Loader  Scoop Tram Loader 18 tonne machine 
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1. Introduction 
The ST18 LHD loader is a ground-engaging machine designed and manufactured by Epiroc AB, 
headquartered in Sweden. The Loader is built with the capabilities of being used either in manual, 
tele-remote or autonomous mode. The ST18 automated loaders have been steadily developing 
and improving to satisfy clients worldwide based on system site requirements. This research's 
focus is the trial currently being conducted for Newcrest Mining Ltd at their Cadia Valley 
Operations in Orange NSW. Several problems are affecting the reliability and availability of the 
ST18 fleet. Dirty sensors and various breakdowns have caused reliability issues, which frequently 
causes the loaders to be stopped to clean dirty sensors. Remote operation of the loader is made 
possible by the operator station (OPS), which provides operators with controls and camera vision 
from the loader's perspective. 
 
Tele-remote operation is required for digging or ‘bogging’ the ore pile since this is a non-
autonomous process. However, this tele-remote control can be difficult due to depth-of-field 
perception issues and dusty underground conditions that obscure the camera's view. 
Consequently, this also makes road cleaning difficult as operators do not always have a good 
view of the road. This is an issue since most of the time, and the loaders are used in bad road 
conditions that can damage tires and other equipment. Damage is the most significant downtime 
cause when machines hit the walls while being operated in tele-remote mode. One way to 
minimise loss is to provide operators feedback when they hit the wall to reduce or help stop further 
damage. The other problem is when visibility is reduced due to dust, which leads to poor 
localization and can cause automation stoppages. The dust causes laser scanner interference 
and contamination when material accumulates on the lens. This leads to downtime as the 
machine has to be checked out of the autonomous zone for cleaning, which will stop other 
machines. The cumulative downtime can account for about four hours of production loss per 24 
hour day.  
 
1.1 Background and Idea Development  
The automated ST18 fleet's performance has been adversely affected by machines hitting walls, 
causing extensive damage resulting in extended downtime. Wall impacts have resulted in the 
fleet's availability and utilization in automation to drop down significantly below the reliability target 
of 86%. Operators have limited feedback on actions happening on the Loader that they are 
operating. Given the limited visibility, this makes it hard for operators to know when they have hit 
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the wall causing damage to a machine. Daily Inertial Measurement Unit (IMU) data logs are 
analysed and used to determine when machines have contacted the walls. The analysis provides 
a thorough situational examination that helps understand what happened and identify the severity 
of the impact. IMU analysis is functional, but a real-time solution is needed to take instant 
corrective action and alert the operator when a machine hits the wall during the tele-remote 
operation. This impact tool will enable the loader to be stopped for an assessment and save it 
from further damage. 
 
Data shows that dirty laser interruptions have the most significant impact on automation 
breakdowns. Below is the attached figure from Epiroc CERTIQ, which shows the reliability and 
availability of top issues. 
 
 
Figure 1 - Causes of low availability in automation (Epiroc 2020) 
 
Figure 2 - Itemised low availability causes (Epiroc 2020) 
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Figures 1 and 2 show the itemised list of causes of low availability. Damage and automation 
stoppages top the list. There is a need to eliminate automation stoppages by developing a self-
cleaning scanner system. Cleaning the lasers has been a challenge where individuals had to 
manually clean the laser lenses using cloth and chemicals, causing damage by abrasion. The 
development of a self-cleaning system will eliminate the need for manual cleaning. 
 
1.2 The following research questions underpin the study. 
 Is it possible to eliminate equipment damage and automation stoppages to improve 
machine reliability and availability? 
 Can IMU sensor data be used to minimise machine damage? If so, is it possible to use a 
cheap low-cost device such as a Raspberry Pi 4B to determine the severity of wall impacts 
and set appropriate alarms? 
 Can a self-cleaning system be developed for sensors to reduce stoppages due to dirty 
sensors? 
The hypothesis is there is a problem to be solved and that Raspberry Pi 4B can be used to extract 
IMU data from the OPC server to develop a feedback tool for operators to improve machine 
availability by eliminating significant damage to the equipment. It is also possible to develop a 
self-cleaning laser system to reduce stoppages due to dirty sensors and improve ST18 fleet 
reliability. 
 
1.3 Project Motivation, Aims and Objectives 
The project objective is to use a Raspberry Pi 4B to design and implement an IMU system that 
detects medium and high impact events with walls to minimise/avoid wall collisions. The 
Raspberry Pi module enables the remote control of relays and actuators over the internet or 
network. The Raspberry Pi will control and activate an alarm and a flashing light based on the 
severity of the impact. The other objective is to design and implement a self-cleaning laser 
scanner system based on an algorithm that acquires the laser scanner contamination status to 
eliminate stoppages due to dirty sensors. This system should reduce damage to sensor lenses 
during manual cleaning of the laser scanner. The objective specifications are as below: 
 Conduct a literature review on types of IMUs and their applications, including open-source 
software. Research on Open Platform Communication - Unified Architecture (OPC-UA) 
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for industrial automation. Investigate how to use OPC-UA to create an IMU system that 
extracts data from an OPC server.  
 Conduct a literature review on types of cleaning methods for LMS5xx laser scanners. 
Evaluate the cleaning methods available to create a possible solution for the problem at 
hand. Conduct device characteristics assessment to evaluate the pressures and forces 
applied to the device lens without causing damage. 
 Configure and program the Raspberry Pi 4B to clone and install Open62541 software to 
develop the Impact Assessment software for machine impact with walls.  
 Measure LMS5xx laser dimensions and develop a mechatronics bracket with jets to spray 
water and air on the laser lens. Develop an algorithm using the Raspberry Pi 4B to detect 
contamination and calculate and determine the water/air mixture to use based on the 
surface area to be cleaned based on the laser's pollution feature. 
 Test both systems for correct functionality before installing both systems on ST18 Loader. 
 Create complete instructional documentation, including bills of material for both systems. 
 
1.4 Expected Results 
The expected benefits include either elimination or at least a minimisation of dust contamination 
on self-cleaning sensors and, in turn, reduced stoppages due to dirty sensors causing path 
tracking and localisation issues. There will be a reduction in loaders hitting the walls as operators 
will have feedback on their machines' state. Operators can stop loaders for inspection after an 
impact is detected and reported by the system. The system will help operators concentrate on the 
job as they become aware that they are being monitored for competence at operating the 
machines based on the number of impact events per operator. 
  
1.5 Project Methodology and Timeline 
A methodology must be developed and adhered to achieve the set objectives. Also, a time frame 
must be done logically to ensure that all objectives are satisfactorily done. The sequence that will 
be followed in this research is as described in the sections below. 
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1.5.1 Current technology analysis 
We need to understand what the current technologies are and how these can either be improved 
or adapted to suit the objectives and requirements of the project and develop solutions for the 
problem 
 
1.5.2 Data collection and Data analysis 
Data will be collected for the IMU impact tool to identify its influence on reducing equipment 
damage. This will be implemented on the equipment, and data collection will commence quicker 
as this will be the first to be applied. A comparison will be made on data using a ‘before and after 
installation’ analysis. 
 
The laser cleaning system is difficult to implement as intense testing and verification of the 
cleaning control system will be required. It is anticipated that data collection will be based on a 
separate manual camera cleaning system to compare the savings in the downtime before and 
after the camera cleaning system was installed. Bench testing will be implemented for laser 
cleaning to determine the optimum cleaning time. An analytical process using quantitative and 
qualitative methods will be implemented to analyse the data. The data will be processed to enable 
meaningful data analysis. 
 
1.6 Project Risk Assessment. 
Safety is important, and as such, risk assessments will be conducted before the project is 
conducted to ensure that all hazards are eliminated. All aspects of the project care will be taken 
to ensure the safety of personnel involved, and if work cannot be done safely, it will not be 
undertaken. 
 
1.7 Research Organisation Overview 
The research will be done logically and will be done as follows: 
Chapter 2 contains a review of the current applications on the market. A review of OPC-UA 
software will also be conducted. Cleaning methods on the market for devices used for position 
location will be reviewed.  
Chapter 3 will discuss the methodology and design consideration for the two application. 
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Chapter 4 will discuss the experiment setup and testing and verification process of the IMU and 
laser cleaning systems. 
Chapter 5 will deal with the analysis of the results. 
Chapter 6 will deal with the discussions and recommendations.  
Chapter 7 will conclude the research and any further work to be conducted. 
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2 Literature Review 
 
2.1 Introduction 
The chapter explores IMU's literature application, implementation using the Open62541 
software, and the Laser cleaning systems on the market. Section 2.2 begins by presenting the 
literature on the IMUs and the Open Source Software. This is then followed by Section 2.3, 
which outlines the cleaning systems currently on the market. 
 
2.2 Literature Review on IMUs, their Applications and the Implementation 
of the Open-Source Software Open62541 on Raspberry Pi 4B. 
MEM IMUs are low-grade sensors used to measure a body's coordinates and direction in three 
dimensions (3D). The IMU is mounted on a machine and gives data on the machine's angular 
rate, direction and force applied to the device by measuring the linear and angular motion. It uses 
an accelerometer and a gyroscope to measure the angular motion (Watson, 2019). IMU readings 
from both the gyroscope and accelerometer are combined to calculate angles. If the use of either 
the gyroscope or the accelerometer results in inaccurate values, the system will not function 
correctly. 
 
An IMU may be considered a sensor that detects an object's movement as accelerations and 
angular changes in orientations (Khedr and El-Sheimy, 2017). An example would be a health 
application that accurately tracks pedestrian motion to detect a person's acceleration as they 
walked. The high error magnitude of the MEMS IMU and the associated sensor noise makes 
them unreliable over time for step detection. Another example would be autonomous vehicles 
require a tracking system to monitor movements. In the IMU system, angle data from the 
gyroscope and the acceleration data determine the object's position or pose. This system then 
utilises the GPS, which gives the location of the object. Acceleration or gyroscope gives the 
attitude of the object. A Kalman filter is then used to merge the sensor data (Wahyudi et al. 2018). 
 
According to Amin et al. (2014), an IMU comprises three accelerometers and gyroscopes. In 
theory, single or double integration of rotation of the gyroscopes and accelerometers should 
provide velocity and positional data. But due to nonlinearity, drift and noise of the sensors, this 
makes these accurate only for a short duration. Hence a low-cost IMU is not very accurate. The 
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possibility to apply a zero velocity update to reduce the noise, bias and drift issues of the low-cost 
IMU drastically reduces their effectiveness. Unfortunately, these have been used only in 
pedestrian and indoor navigation applications and are not suitable for autonomous vehicle 
systems (Amin et al. 2014).    
 
With MEMS technology, it is cheaper to have inertial sensors with tiny gyros and accelerometers 
at low cost at the expense of accuracy. The more affordable inertial sensor has a drift of 70 
degrees/hour, whereas the automotive-grade inertial sensors have 1 degree/hour drift (Ahmed 
and Tahir, 2017). Depending on the application, various IMUs are used, shown with multiple 
sensors, as attached below. Automotive-grade gyroscopes are most accurate for determining the 




Table 1 - IMU High-Grade price table  
 (Ahmed and Tahir, 2017). 
 
A typical IMU consists of a mechanical accelerometer and a gyroscope. MEM technology makes 
it possible to have very small and accurate IMUs in mobile phones, making them cheaper and 
more affordable. These are also generally used in navigation, pose control, location tracking and 
gait measurement in humans. The accelerometer and the gyroscope are both required for position 
estimation. To compensate for the drift integration, the Kalmar filter, a data fusion algorithm, is 
used to reduce the drift in cheaper IMUs for the project, which does not require precision (Zhao, 
2018). 
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A typical application of MEMs IMUs usually has triaxle accelerometers and gyroscopes. A Kalman 
filter is utilised to reduce drift integration and determine the position, the velocity and heading, as 
shown on the block diagram in Figure 3. 
 
 
Figure 3- Block diagram of the fusion algorithm for AHRS 
Amin et al. 2014 
 
Another IMU application is position tracking for humans for daily practice and sports using a 3D 
velocity and position tracking shown in Figure 4. The system is based on the fine-tuning of the 
acceleration and the human kinematics to get the drift's actual speed. The position of the human 
is then based on this velocity. The beauty of the system is that no external assistive absolute 
positioning device is required. This system suits human tracking, where a wearable unit is needed 
(Yuan and Chen, 2014). 
 
 
Figure 4 - Position tracking for cyclists  
(Wahyudi et al. 2018) 
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Force Plates (FP) are used to estimate Counter Movement Jump (CMJ) in humans, especially 
athletes, elderly and children. However, they are challenging to transport and are expensive to 
move. In wearable unit designs, IMUs replace the FP to accurately determine the CMJ height 
using Numerical Double Integration (NDI), and acceleration takes off. In a test conducted on 15 
athletes, it was observed that the IMU allowed the CMJ test to be done without force plates in a 
clinical setting. The testing was considered reliable using the NDI on the IMU (Toft Nielsen et al. 
2019). 
 
2.2.1 The Kalman Filter 
The Kalman filter is an algorithm that uses estimates to predict the values of variables states over 
time in a system using linear quadratic estimation (Kim & Bang 2018). The algorithm has two 
basic states called predict and update. It is simple and uses small computational power. The 
Kalman filter is based on the assumption that the process and measurement models are all linear 
(Kim & Bang, 2018).  The Kalman filter can best be described as a recursive linear filter that keeps 
updating its location position using new data from the previous predicted state from previously 
measured values. See the diagram in Figure 5. The Kalman filter's advantage is that it makes an 
intelligent estimate of values that describe the state of variables in a system based on a 
multidimensional signal contaminated with noise. In this particular research, the variables are 
speed, and position location laser scanned data (Zhang et al. 2019). 
 
Figure 5 - The Kalman Filter 
 (Zhang et al. 2019) 
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In the autonomous vehicle system, the driving system is integrated and is easily divided into three 
categories, the perception layer, the decision layer and the control layer. The sensing section of 
this architecture is in two types, but we will only discuss the track speculation type.  The track 
speculation type uses the IMU to estimate the current position and attitude of the vehicle. It is 
based on the prior attitude and location of the last place and orientation using the gyroscope and 
the accelerometer (Pendleton et al. 2017).  The odometer in the vehicle's wheel or transmission 
provides the velocity used to calculate the distance and time. This superimposes the vehicle in 
the previous position to calculate the current time. Using this system to avoid errors, the vehicle 
is calibrated at the route map's initial location. Generally, the IMU sensor provides the initial 
position data, and then the laser and the odometer are then used to update localisation for all 
subsequent positions. This represents a typical autonomous vehicle setup for precision position 
location (Zhang et al. 2019). 
 
The system architecture can be represented by a modular system (Figure 6). A modular 
Automated Driving System’s core roles are localisation and mapping, perception, assessment, 
planning and decision-making, vehicle control and human-machine interface (Yurtsever et al. 
2020). This system's main disadvantage is its prone to error propagation and over-complexity 
(Yurtsever et al. 2020). 
Figure 6 – Automated Driving System (a) generic modular system, (b) end-to-end system 
 
 
The LINS architecture is the one being utilised in the ST18 automation system. The system 
consists of an IMU unit, a LIDAR scanner and an odometer for localisation. The IMU is high 
performance with six degrees of freedom and is suitable for vehicle and boat navigation systems 
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The IMU data is incorporated into the RCS software, and the data is made available via an OPC 
server. OPC is a protocol used for the safe and reliable exchange of information in an industrial 
setting. The OPC Foundation develops and maintains the standards. Industry vendors and 
software developers create specifications for the rules, and these specifications determine how 
clients and servers access data, events and alarms (OPC Foundation, 2020).  
The OPC Unified architecture has four main features, which features namely: 
a. An asynchronous protocol that determines the exchange of messages through sessions 
using secure channels to transfer raw data 
b. Binary and XML based schemes are used 
c. Information modeling that links object direction with triple semantic relations 
d. Thirty-seven services communicate with server information models, and the signature of 
each identified as the messages in the protocol systems (Open62541, 2020). 
 
Open2541 is an Open Source implementation of OPC. It includes a communication stack that 
utilises a binary protocol to send and split messages using an exchangeable plugin for networking 
and encrypting the signals using an asynchronous service. The information model supports all 
OPC-Unified Architecture (UA) node types at runtime, supports object inheritance and object 
instantiation and uses all individual nodes' access control. The subscriptions support all monitored 
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items for data changes and alerts and consume meager resources. On code generation, all XML 
definitions and server-side information models are supported (Open62541, 2020). 
 
2.2.2 Installation of the Open62541 Software 
Open62541 requires CMake to build libraries and binaries. The following command statements 
are required to build the libraries and features on a Linux platform such as Ubuntu or Debian. I 
quote: 
 
“Sudo apt-get install git build-essential gcc pkg-config cmake python 
# enable additional features  
sudo apt-get install cmake-curses-gui # for the ccmake graphical interface  
sudo apt-get install libmbedtls-dev # for encryption support  
sudo apt-get install check libsubunit-dev # for unit tests  
sudo apt-get install python-sphinx graphvis # for documentation generation  
sudo apt-get install python-sphinx-rtd-theme # documentation style 
cd Open62541  
mkdir build  
cd build  
cmake ..  
make 
# select additional features  
ccmake ..  
make 
# build documentation  
make doc # html documentation  
make doc_pdf # pdf documentation (requires Latex)”  
(Open62541, 2020).   
 
 
The build for Windows is also available for the software. For a manual installation, this also allows 
the prebuilt libraries and headers to be used for personal projects. The options for default 
installation are: 
 
git submodule update --init --recursive  
mkdir build && cd build 
cmake –DBUILD_SHARED_LIBS=ON –DMAKE_BUILD_TYPE=RelWithDebInfo –DUA_NAMESPACE 
_ZERO=FULL 
make  
sudo make install 
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A complete list of features during build time is kept in the CMake Variable 
Open62541_COMPONENTS_ALL. This will be revisited when the Installation is done on the 
Raspberry Pi module. 
 
2.2.3 Review on Open62541 Based Applications  
Applications will be examined from previously available data. 












Figure 9 - Reconfiguration Manufacturing System Using Robot Modelling Language  
(Azaiez et al. 2016). 
 
In this application, the use of RobotML is used to aid the production of robotic applications and 
help smooth exchanges between robots and end-users. After all components on the system are 
configured, the architecture's definition is completed by linking the segments. RobotML creates 
an initial setup that will start the service using the OPC-UA. The OPC-UA receives the entire 
production scene from RobotML via an XML representation. A dashboard is designed to show an 
overview of the system. An interface called Object Memory Server (OMS) is then used to provide 
access to OPC-UA to enable real-time data monitoring and sharing. The OPC-UA is used to 
initialise the configuration, which includes configuring the production equipment via RobotML. 
Service orchestration is handled by specific devices using a PC or suitable wireless device. 
Network configuration is established automatically, and monitoring devices are enabled through 
the OMS connected to the OPC-UA to supervise the system (Azaiez et al. 2016). 
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2.2.4 Connecting an IR Break Beam Sensor to a Simple Server. 
Another example is the use of OPC-UA to have a server that can get data from sensors connected 
to the Beagle bone using a Raspberry Pi. After programming the OPC-UA server and 
implementing code for the sensors to enable monitoring the state of the sensors, which is in the 
high-level state until an object blocks the beam. The connection is as shown below for the system. 
After compiling the code, the objects can be seen on the OPC-UA server updating the nodes' 
current values. This is a typical Industry 4.0 technology example, which can be improved when 
activating the data protection using OPC-UA standard authentication features through 
subscriptions, as discussed above (Gradient talks, 2020).  
 
2.2.5 Installation of Open62541 on Raspberry Pi 4B Module 
This section will review the installation and implementation of Open62541 on the Raspberry Pi to 
determine the software's stability on the device. This will help in identifying current issues and 
how they can be resolved in this research. The Raspberry Pi 4B (Figure 10) is regarded as a next-
generation Pi with dual-screen capabilities, supports 4K display, includes both USB2.0 and 3.0 




Figure 10 - Raspberry Pi Module 
(Raspberrypi.org, 2020). 
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2.2.6 Setting up a Raspberry Pi 4B and Installing OPC-UA Client 
The Raspberry Pi 4B can be bought with "noobs," which is its operating system, or the noobs can 
be downloaded and installed. The instruction for installing dependencies in Linux is as follows: 
 
sudo apt-get install git cmake cmake-curses-GUI build-essential gcc python3-
pip qttools5-dev python3-pyqt5 libmbedtls-dev check libsubunit-dev python-
sphinx graphvis python-sphinx-rtd-theme 




The build and run the OPC_UA server using Open62541 using the following commands: 
 












OPC_UA will be ready for use and typing command opcua-client (Pi, 2020). 
 
According to Unified Automation, an OPC UA evaluation kit has been developed for the Raspberry 
Pi to make it possible for the architecture to be tested on a 700 MHz ARM 11 single computer 
board for a very low cost. The Raspberry Pi comes with a pre-compiled binary package with a 
limited run time of one hour to enable students to experiment and explore the embedded systems 
(Unified Automation, 2020). 
 
2.3 Literature Review on Laser Scanners and Types of Cleaning Methods. 
The word laser is an acronym for Light Amplification by Stimulated Emission of Radiation. A laser 
scanner is used to measure distances through light being directed on targets and measuring the 
reflection with a sensor to calculate the distance (Jaboyedoff et al. 2010). In other words, a laser 
produces and emits light, which is directional, unified and in phase electromagnetic radiation. 
Laser scanning is used to profile and obtain distance information on walls and plains (Jaboyedoff 
et al. 2010). 
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The principle behind a laser is simple; illuminate a target surface with light and measure the time 
it takes to reflect at its source. The formula used to determine this distance is Distance= (Speed 
of Light x Time of Flight)/2. The laser fires laser pulses at a surface at a rate of about 150,000 
pulses/second. Since the light speed is constant, the laser scanner's sensor can precisely 
calculate the distances (Jaboyedoff et al. 2010). There are two types of laser detection systems, 
which are coherent and incoherent detection. In a coherent detection system, the light form has 
photons that share the same frequency and have the wavelength in phase with each other. In the 
incoherent system, the light does not have photons with the same wavelength, and the 
wavelength is not in step with each other (Jaboyedoff et al. 2010). 
 
2.3.1 Types of Laser Scanner Devices and How to Determine the Best Laser Scanner 
There are several types of scanners on the market based on usage and cost. The primary 
determinant of the best model to use is based on the following questions. 
a. What is the laser scanner needed for, that is what the field of application is? 
b. What is the type of object to be scanned? 
c. How big is the object that is to be scanned? 
d. What is the object's surface, since the type of surface affects the laser scanner's 
accuracy? 
e. How critical is the resolution of the laser scanner? (Perreault, 2017) 
 
Dynamic and static factors are used in selecting the type of laser scanner based on its application 
(Al-Hawari et al. 2011). The laser suitability factors can be classed as environmental, sensor-
related, and human-related and are shown in Table 2. Environmental factors include maximum 
measurement range, measurement errors and accuracy that are affected by the environment. 
Sensor-related factors include scanning angle, angle resolution, scanning frequency, data 
interface and transfer rate, cost, weight and power consumption. Human-related factors include 
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2.3.2 Connections for LMS5xx  
Table 3 shows the power supply connections and the Ethernet connection pinout required to 









Table 3 - Power and Ethernet connections  
(SICK Sensor Intelligence, 2017). 
 




Table 4 - Evaluation cases  
(SICK Sensor Intelligence, 2017). 
 
 
A built-in function allows the laser's field of view to be evaluated. This function can be configured 
to allow collision and surveillance capability. The laser scanner is capable of managing up to 10 
evaluation cases. Evaluation case 1 and case 2 will switch OUT1. Several evaluation strategies 
include monitoring the pixel changes, blanking, contour and the I/O. The PRO has four inputs and 
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four outputs that can be configured for various setups. There is also an option to link the inputs 
and outputs through evaluation cases (SICK Sensor Intelligence, 2017). For each case, the 
evaluation should be configured using the Sopas Application to have: 
1. Inputs that will trigger the evaluation case 
2. The actual evaluation strategy 
3. The evaluation field  
4. The output on which the evaluation will be activated 
5. Delay time for the output 
 
Table 4 shows the flexibility of using a combination of input for evaluating cases. There is also 
the opportunity to activate laser scanner cleaning by monitoring pollution through the pollution 
window (SICK Sensor Intelligence, 2017). 
 
2.3.3 LMS5xx Communication and Contamination Settings 
The basic communication formats available are ASCII (CoLa A) and the binary telegraph (CoLa 
B). Only CoLa B will be reviewed. All CoLa B values are in hexadecimal format and are grouped 
into pairs of two characters (representing one byte). A message consists of four parts: header, 
data length, data and checksum (CS). The start of any telegram begins with the header, which is 
comprised of four starts of text characters (STX), i.e., 0x02 0x02 0x02 0x02. The length field 
defines the length, in bytes, of the data segment (command part). The size of the length field itself 
is four bytes, which means that the data part might have a maximum of 2(8 bits per byte x 4 bytes) - 1 or 
(232 – 1) = 4,294,967,295 bytes (SICK Sensor Intelligence, 2018). The data field comprises the 
actual command with characters converted to Hex (according to the standard ASCII chart). The 
parameters of either decimal numbers converted to Hex or fixed Hex values with a specific, 
intrinsic meaning (no conversion). There is always a space character (0x20) between each 
command and value parameter, but not between the different parameter values. The checksum 
finally serves to verify that the telegram has been transferred correctly. The checksum's length is 
one byte and is calculated with XOR (SICK Sensor Intelligence, 2018). 
 
 
Example: Binary telegram 
Header  Length Data  CS 
02 02 02 02 00 00 00 17 73 4D 4E 20 53 65 74 41 63 63 65 73 73 4D 6F 64 65 20 03 F4 72 47 44 B3 
 
Table 5 - Binary telegram table (SICK Sensor Intelligence, 2020). 
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Table 5 shows an example telegram for setting the user level “Authorised Client”:  
 Header = 02 02 02 02  
 Length = 23 digit pairs (17h)  
 Data:  
○ 73 4D 4E 20 = sMN = start of Sopas command (and blank)  
○ 53 65 74 41 63 63 65 73 73 4D 6F 64 65 20 = Set Access Mode = the actual command for 
setting the user level (and blank)  
○ 03 = fixed Hex value meaning user level “Authorised Client”  
○ F4 72 47 44 = fixed Hex value, serving as password for the selected user level “Authorised 
Client”  
 Checksum = B3 from XOR calculation 
 






Table 6 - Basic Commands  
(SICK Sensor Intelligence, 2020). 
 
 
In table 6, if values are divided into two parts (e.g., measurement data), they are documented 
according to least significant byte (LSB) 0 (e.g., 00 07); output, however, is according to the most 
significant byte (MSB) (e.g., 07 00). 
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2.3.3.2 Required Access Control Level 
There is no login required for task requests or queries such as measurement data or device state 
data. Changes to sensor parameters require authorized client access level, and to manage 
password for the device service level access is required (SICK Sensor Intelligence, 2018). 
 
2.3.3.3 Logging In 
Table 7 below shows how to send commands using both the CoLa A (ASCII) and CoLa B (Binary). 




Table 7 - Login Access  
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Figure 12 - Laser Driver  
SICK Laser C++ Toolbox (Derenick and Miller, 2008) 
 
 
Two drivers share the same built-in base code (one for Matlab and C++). Each driver has an 
interface to get data, set the device and act as a buffer to monitor the thread to return only the 
most recent scanned data. The interface is used for communication with the laser scanner 
(Derenick and Miller, 2008). To use and build the toolbox, the following is required. Download or 
clone the folder SICKtoolbox-1.0 and from the directory trunk do the following: 
./configure  
make  
sudo make install 
 
The configure script creates all C/C++ headers and make is used to build the toolbox libraries and 
make install copies the libs to /usr/local/lib and headers to /usr/local/include. The process then 
installs two individual libraries that are dynamically linked shared objects (Derenick and Miller, 
2008). To use the SICK LMS 5xx driver, it needs to be linked to its library. For example: 
 
g++ -o prog_name prog_name.cc -lSICKlms-x –pthread 
 
Where prog_name is replaced with program number, e.g., libSICKlms-1.0 (Derenick and Miller, 
2008). 
 
2.3.4 Laser Scanner Application and Cleaning Systems 
Autonomous vehicles utilise laser scanning for location, tracking and navigation. In an experiment 
for a driverless vehicle, a laser scanner utilised the intersection-type recognition method, 
employing an occupancy grid map (OGM) used relative to the local coordinates. The intersection 
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type was easily recognisable through the use of the dynamic binary Bayes filter. With the dynamic 
objects removed from the local coordinates, this map is known as the static local coordinate 
occupancy grid map (SLOGM). Using this method, six intersections were considered a great 
success (An et al. 2016).  
 
In most applications, the laser scanner has to be manually cleaned.  It is a big inconvenience and 
time-wasting in an autonomous environment where the area has to be swept to ensure people 
and other machines' safety. It takes time to stop the machines and clean the laser scanner. This 
necessitates the need to develop a system that will automatically self-clean when the scanner is 
dirty. 
 
2.4 Cleaning Systems Currently on the Market 
 
2.4.1 Ford Global Technology 
The cleaning sensor cover manufactured by Ford shows an assembly designed to clean the cover 
of a laser sensor cover using wipers and a vibration motor connected to the wiper, as shown in 
figure 13. This wiper head has nozzles spaced apart along the length of the wiper head. The wiper 
head has a heating element that is designed to heat the wiper blade. Another vibration motor is 
configured to vibrate the sensor cover. The vibrations are designed to remove rain, snow, ice and 
debris. The whole assembly has a controller that is part of the autonomous control system of the 
vehicle. At this stage, it looks like it is a patent on the research and development stage (Ford 
Global Technologies LLC, 2017). 
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Figure 13 - Ford global cleaning system  
(Ford Global Technologies LLC, 2017) 
 
 
Circular spray nozzle system and method for cleaning a cylindrical surface of a component. 
 
2.4.2 GM Global Technology Operations LLC 
 
Figure 14 - GM Motors Cleaning system  
(GM Global Technology Operations LLC, Detroit, MI (US), 2019) 
 
The GM Global technology system is similar to the Ford design; the difference is that the sprays 
cover 360 degrees and has both air and water represented by dashed lines 26a and 26b. The 
sprays are designed, housed and connected to air and fluid lines. The spray nozzles are mounted 
on the outer surface of a vehicle adjacent to the LIDAR unit (GM Global Technology Operations 
LLC, Detroit, MI (US), 2019). 
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2.4.3 Sensor Cleaning System for Vehicles for Uber Technologies 
The system includes a platform assembly that houses equipment to clean the vehicle (Uber 




Figure 15 - Uber Technologies  
(Uber Technologies, Inc., San Francisco, CA (US, 2019). 
 
 
As shown in Figure 15 design, the Uber design consists of an independent control system that 
communicates with the vehicle's autonomous system. The autonomous vehicle system takes 
input from sensors to determine actions to be taken by the control system. The system utilises 
the sensors to determine the environment and provide control signals and commands that govern 
the vehicle's functionality. The system detailed above includes pressure leak checking using 
solenoids and can communicate with the autonomous vehicle. The cleaning system involves a 
fluid tank connected to pumps and air pressure reservoirs, which enable the control system to 
direct and eject a combination of air and water to a device that is registering that it is dirty. This is 
a fairly complicated system adapted to Uber's driverless vehicles (Uber Technologies, Inc., San 
Francisco, CA (US, 2019). 
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2.4.4 LIDAR Sensor Frost Detection 
This control system estimates frost accumulation on its sensors. It compares it to a configured 
threshold to disable the vehicle from working in autonomous mode whenever the laser is covered 
in frost. A sensor is programmed to receive signals from the laser and prevent the machine from 
operating in autonomous mode until the laser defroster has removed the ice. The system has a 
processor that controls subsystems, including braking, acceleration, and steering (Ford Global 




Figure 16 - Ford Global Technologies  
(Ford Global Technologies, LLC, Dearborn, MI (US, 2019) 
 
 
2.5 Nozzle Size Calculation. 
There is a need to understand flow rates and pressure requirements to ensure that the cleaning 
system meets the laser scanner's specifications. We need to calculate the nozzle flow rates. To 
calculate the nozzle flow rate, we need to know the nozzle area and the water's velocity coming 
out of the nozzle (Gordon, 2018). The nozzle flow rate is given by: 
Q = AV, where  
Q = quantity of the fluid per time (seconds) 
A = area of the nozzle outlet = A=π𝑟2 
V = velocity of the fluid. 
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Bernoulli's principle is used to calculate the fluid velocity 
V = √2𝑔ℎ 
where  
V = Velocity m/sec  
g = Gravity 9.81 m/sec²  
h = head metres.  
Velocity can also be calculated from pressure 
P = gh  
 where  
g = gravity 9.81 m/sec²  
h = head metres.  
Hence rearranging the formula and replace gh with P, the formula for velocity becomes 
V = √2𝑃 
Hence the flow rate of the nozzle Q = 𝐴√2𝑃 
Knowing the system's pressure and the flow rate, the nozzle size can easily be calculated 
(Gordon, 2018).  
 
 
2.6 Knowledge Gap Identification. 
A range of IMUs has been identified. MEM technology has made it possible to have low-cost IMUs 
that are small in size; however, these are affected by high drift, which makes these IMUs 
unreliable as they are not accurate enough. In autonomous vehicle operations, these IMUs cannot 
be utilised. IMUs with low drift per hour come at a higher cost. The need for high accuracy and 
reliability can justify using an expensive IMU with low drift for the localization system. The open-
source OPC-UA library, Open62541, enables implementing a cheap client and server for OPC-
UA and allows a low-cost computer such as the Raspberry Pi to be used. There is room for 
improvement, as many systems may be implemented using low-cost devices. There are no 
readymade systems on the market that can detect and record impact events for autonomous 
underground operations.  There are no laser scanner self-cleaning systems on the market. All 
reviewed cases are recently patented ideas still in trial mode by automotive companies and 
nothing yet for heavy underground mining equipment. It is possible to create and implement a 
self-cleaning system for laser scanners and cameras for an autonomous system. A control system 
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independent of the autonomous vehicle control system will be developed using the pollution 
monitoring feature and contamination status through CoLa B (binary communication). The system 
will acquire the contamination status of the laser using binary coding in C++. A mist (water/air) 
system will be developed, controlled and activated by the contamination algorithm program. 
Appropriate hardware will be identified and a design implemented on the self-cleaning system to 
































The research will utilise technical, ethical and analytical feasibility studies to simulate, design and 
develop an IMU impact assessment tool and a self-cleaning LIDAR system. These systems will 
be tested and simulated on the ST18 autonomous system. 
 
3.2 Aims and Objectives 
The project aims to use a Raspberry Pi 4B to design and implement an IMU system tool that 
enables an operator to have feedback on medium and high impact events to avoid wall collisions. 
The Raspberry Pi module enables the remote control of relays and actuators over the internet or 
network. The project's other objective is to design and install a self-cleaning laser system on the 
ST18 autonomous system. The broad objectives are listed below: 
1. Clone and build the OPC-UA client to be able to extract IMU data from the Epiroc OPC 
server. 
a. Develop a software application in C++, configure and program the Raspberry Pi 
4B to implement the Impact Assessment tool for machine impact events with walls. 
Set experiments to detect impacts that can be identified as high and medium 
events. 
b. Build hardware (integrated circuit/relays) to be interfaced with the Raspberry Pi 4B 
for impact event notifications and alarms. 
2. Measure LM5xx laser dimensions and develop a mechatronics bracket with jets to spray 
water and air on the LIDAR lenses. 
a. Develop a pneumatic/water circuit to spray clean, dry air and water on the laser 
lenses. 
b. Develop a contamination algorithm in C++ to develop a control system that uses 
the pollution/contamination status monitoring on LMS5xx using the Raspberry Pi 
4B. 
3. Connect and test both the IMU and the self-cleaning laser system on the ST18 system. 
a. Test and verify IMU impact events on the CERTIQ server database (Machine 
Health Monitoring database). 
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b. Data logging and testing of the self-cleaning laser to verify functionality and that 
no or minimum stoppages occur due to dirty sensors 
4. Documentation and capturing of all assembly and parts listing for both systems. 
 
3.3 Expected Benefits and Outcomes 
There are several benefits to the successful implementation of this project. There will be a 
reduction in loaders hitting the walls as operators will have feedback on their operating efficiency. 
Operators can stop machines after an impact is detected and reported by the system. The system 
will help operators concentrate on the job as they become aware that they will be monitored. The 
main benefit of the self-cleaning system will be a reduction in loader stoppages to clean dirty 
sensors. This will lead to better road cleaning and better area vision to operate the equipment in 
tele-remote. Also, there will be a significant drop in tracking errors and localisation loss due to 
dirty sensors. 
 
3.4 Materials and Methods 
The IMU and the self-cleaning systems will be dealt with independently to ensure that we eliminate 
the dangers of failing to finish both parts of the project due to time constraints. 
 
3.5 Data Logging and Monitoring (Qualitative and Quantitative Analysis) 
The IMU tool will be used under the testing condition to gather enough data to test its functionality. 
This data will also be analysed quantitatively and qualitatively to determine the reduction in 
damage on machines. The data will also be used to measure the operator’s bogging efficiency to 
determine the increase of production due to reduced impact events. 
The laser bracket will not be installed on the machines as it will take time to manufacture the 
brackets. A manual camera cleaning system will be set up to log the data on stoppages to clean 
the camera and determine the cleaning impact on production and system availability. The laser 
bracket will be tested on the bench. The test aims to determine the optimum time taken to clean 
and dry the laser scanner. Drying the laser after cleaning prevents the device from getting polluted 
by mud and dust when it is still wet. Data logging will be done to get the optimum testing times 
and the appropriate amount of water and air needed to clean and dry the laser. The logged data 
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will be used to test the cleaning; thus, quantitative and qualitative methods will collect and analyse 
it. 
 
3.6 Ethical and Work Culture 
The IMU impact tool will not interfere with work culture and ethics. It is common for operators to 
have a healthy competition among themselves on production tonnage achievement. The tool does 
not seek to impact negatively on the livelihood or employment of any autonomous loader operator. 
However, this tool will be designed to pick high impact events, leading to stoppages as machines 
are taken out of production for machine health inspection. This may deny an operator the chance 
to compete with others on achieving the set of effective production tonnage. The inspections are 
necessary to prevent further damage to equipment.  The IMU tool aims to sensitise the operators 
of the events on their equipment that they are operating, to improve machine availability and 
ensure that the system is reliable. To ensure that the tool will not impact operators negatively, the 
following will be implemented: 
- No name of the operators will be included in the data collection 
- Only the date, time, location and type of event will be logged into the system 
- Data collected will not be availed for operator performance reviews 
- Notification generated will only pick the machine identification. 
 
3.7 IMU Impact tool  
3.7.1 Parts for the IMU (for 4 Desks installation) 
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Table 8 - Parts for IMU 
 
3.7.2 Notes on materials 
The IMU unit has been borrowed to be returned to stock as its price is high. 
All critical components have been sourced to enabling testing and simulation to start in earnest. 
No delays in materials are expected as all parts now available. All software has been built and 
cloned. 
 
3.8 Feasibility Study  
The studies will begin with downloading the software, and the drivers needed to install and 
configure the Raspberry Pi system. It is estimated that tutorials will take at least four weeks to 
familiarise ourselves with the software and the coding skills needed. Technical feasibility studies 
will begin by studying the Raspberry Pi to enable the setting up of the system. If the setup is 
successful, then the hardware design will begin. Various modules will be integrated into 
Raspberry Pi and set up as part of the IMU system. 
 
3.8.1 Hardware - 5v Four Relay Module A 
A 5V 4-channel relay interface board is used, with a current consumption of less than 20mA. It 
will be connected to an alarm buzzer and a flashing light with four status colours (green, yellow, 
red and blue). The relay is capable of sustaining a load of 10A at 250V ac, or 30V dc. The 4 
Parts Requirements for the Project - Inertial Measurement Unit IMU Impact 
Item Discription Supplier Part Number Status Quantit Unit Pric Cost
Raspberry Pi Mouse - Red/White Core Electronics CE06255 Purchased/Delivered 4 $18.00 72.00$            
Raspberry Pi Keyboard - Red/White Core Electronics CE06240 Purchased/Delivered 4 $32.00 128.00$          
16GB MicroSD Card with NOOBS for all Raspberry Pi Boards Core Electronics CE00279 Purchased/Delivered 4 $17.00 68.00$            
Raspberry Pi 4 Model B 4GB Core Electronics CE06425 Purchased/Delivered 4 $93.00 372.00$          
Raspberry Pi 4 Power Supply - USB-C 5.1V 15.3W (Black) Core Electronics CE06428 Purchased/Delivered 4 $14.95 59.80$            
5V 4 Channel Relay Module 10A Core Electronics CE05279 Purchased/Delivered 4 $25.32 101.28$          
Panel Mount Buzzer 04 Series, 29mm Diameter, 24V dc rs-online.com 175-7897 Purchased/Delivered 4 $140.60 562.40$          
Aluminium Enclosure, 187 x 118 x 38mm rs-online.com 146-5301 Purchased/Delivered 4 $42.83 171.32$          
Illuminated Push Button Switch, IP65, Blue, Panel Mount, rs-online.com 860-9204 Purchased/Delivered 4 $48.97 195.88$          
M12, Female A coded Bhead Connector rs-online.com 8272792 Purchased/Delivered 6 $26.28 157.68$          
Power Adapter Global Plug In 24V 24W rs-online.com 1262121 Purchased/Delivered 6 $49.53 297.18$          
Status LED lights 4 channel Epiroc Stock Purchased/Delivered 4 120 480.00$          
Open source open62541 (Source C, C99) to develop software scripts in C++ OLE for Process Control- Unified Architecture (OPC-UA) Free Source Downloaded Free Source 0 -$                
Epiroc Beacon Data Cloning from server Epiroc Sweden To request for access Cloned 0 -$                
Bench Power Supply 0 - 30V 10A Wish -                                   Sourced/Delivered 1 $106.00 106.00$          
Inertial Measurement Unit sensor Advanced inertial Measurement System Sensor o821110000 Borrowed Item 1 $39,000.00 39,000.00$    
Totals 41,771.54$    
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module relay is easily controlled using the Raspberry Pi 4. The Raspberry Pi will determine the 
IMU data threshold and will be used to raise the Medium and High impact alarms.   
 
 
Figure 17 - 4 Relay Board 
 
Shown in figure 17 is a four board relay. At the input, a low level will cause the optocoupler 817C 
to transmit, causing the transistor Q1 to conduct, energizing the relay coil. The normally open 
contacts of the relay will close, and the normally closed contact will open. When a high level is 
detected, the relay will not energize as the transistor Q1 is switched off. The IMU trigger values 
will be used to set the relay's input to low, thereby triggering a specific relay for a particular setting. 
 
3.8.2 Raspberry Pi 4B and Block Layout 
The pin allocation will be done as indicated below in table 9 and figure 18 below 
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3.8.3 Status light tower 
 
 
Figure 19 - Status Light 
 
The status light tower consists of four LED lights, which are Green, Blue, Red and Yellow. The 
lights will be connected as per the legend where Red and Yellow are the High and Medium 
impacts.  Green is operational and means that no impacts are detected.  The blue light means 
the system is waiting for the operator intervention, which could be incorporated later. The wiring 
is as per Appendix 2 
 
3.8.4 Connections, Operation & Testing 
The connections will be as per the pin allocation table9 above. All four relays will be used so 
that the GPIO will be connected to the IN pins as per table 9. It is recommended for five 
voltages to set a small resistor (~ 1kΩ) between the Pi GPIOs and the relay IN pins (not needed 
with 3V3). If 0V is present at the relay IN pin, the corresponding relay switches on and at a 
HIGH level, the relays turn off. The Raspberry Pi GPOs are configured to trigger a low signal 
when either the medium or high impacts occur. The Raspberry Pi should be connected to the 
Epiroc OPC Server network to get the IMU data. The configuration should enable data 
classifications into medium and high impact. A high impact event should send a low signal to 
GP017 and GP018 to activate relays K1 and K2 (the Red indication light and the alarm). A 
medium impact alarm should trigger a low signal to GP027 and activate relay K3 to switch on 
the yellow light. The green light will be connected to the normally closed contacts of K1 & K2 
and should be green when no impacts are detected. The blue light is connected to the K4 relay 
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and should be used for waiting for the operator signal when the machine is in an idle state while 
waiting for the operator to use it. 
 
3.8.5 Configuring the Raspberry Pi 4b Module 
The Raspberry comes with a 16GB Micro SD Card with NOOBS for all Raspberry Pi Boards. Any 
of the GPIO pins can be configured as input or output pins and used for a wide range of purposes. 
In our case, the GPIO pins will be configured as outputs and will be set to low (0V) to activate the 
relays.  
The GPIO setting will be applied in the C++ application using the following commands: 
 gpiodetect - list all gpiochips present on the system, their names, labels and number of 
GPIO lines 
 gpioinfo - list all lines of specified gpiochips, their names, consumers, direction, active 
state and additional flags 
 gpioget - read values of specified GPIO lines 
 gpioset - set values of specified GPIO lines, potentially keep the lines exported and wait 
until timeout, user input or signal 
 gpiofind - find the gpiochip name and line offset given the line name 
 gpiomon - wait for events on a GPIO line, specify which events to watch, how many events 
to process before exiting or if the events should be reported to the console 
Once the pins have been configured, the Raspberry Pi can be assigned an IP address to connect 




Table 10 - Network Plan 
 
Sub mask: 255.255.252.0 
Default Gateway: 10.10.16.1 
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3.8.6 Software Application to Get IMU Data From the OPC 
The following GPIO are to be set in the software as follows: 
GPIO17 – set to trigger low (0 v) for K1 alarm module relay when high impacts are detected 
GPIO18 – set to trigger low (0 v) for K2 Red light relay when high impacts are detected 
GPIO27 – set to trigger low (0 v) for K3 Yellow light relay when medium impacts are detected 
GPIO20 – set to trigger low (0 v) for Future use. 
 
3.8.7 Commands for Building Open62541 Onto the Raspberry Pi 4B  
 
Setting up Raspberry Pi for software development 
Getting wiringPi (version 2.50): 
sudo apt-get install wiringpi=2.50 
 
Getting and building Open62541: 
Get essential packages 
sudo apt-get install git build-essential gcc pkg-config cmake python 
git clone https://github.com/Open62541/Open62541.git -b 1.0 --recursive 
cd Open62541 
mkdir build 
cmake -DBUILD_SHARED_LIBS=ON -DCMAKE_BUILD_TYPE=RelWithDebInfo -
DUA_NAMESPACE_ZERO=FULL –B $HOME/Open62541/build 
cd build 
make 
sudo make install 
sudo ldconfig 
 
3.8.8 Setting the IP Address on Raspberry Pi 4B 
 
The IP will be installed as per the IP allocation table 10. 
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interface eth0 






3.8.9 Get and Build Epiroc Software 
The commands for installing the build software is as below 
cd ~ 
git clone ssh://git@bbp.epiroc.group:7999/rac-au/lhd_impact_beacon.git –
recursive 
There is currently a no good way to do this on the Raspberry Pi, so the source code must be 




3.8.10 Running the Software 
The software is normally run in three different ways: 
• Target (On Raspberry Pi communicating with real ACMS) 
• Target with sim ACMS (On Raspberry Pi communicating with simulated ACMS on PC) 
• Simulated (On PC with simulated ACMS) 
And there is also a test software that can be run both on the Raspberry Pi and PC. 
 
3.9 Target 
There will be one start script for each machine, for instance, for LD072. The detailed 
configurations are listed in the testing section. 
./startLD072.sh   (in lhd_impact_beacon directory) 
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3.9.1 Target with sim ACMS 
 
./startRpiSimAcms.sh      (in lhd_impact_beacon directory) 
Which expects the PC is running the ACMS simulator to have IP 10.10.16.1. The system has now 
been changed to check for all loaders on one Raspberry PI for testing purposes. The. /startALL 





Which expects a simulated ACMS to be running on the same PC that the script is run on. 
The different configurations used can be found in the "config" directory, where it is also 
recommended that configurations for other machines be placed. 
 
3.9.3 Stopping the Program 
Once a Vehicle Impact has been detected, the program shall activate warning or alarms based 
on the impact level and then reset and continue to monitor the program running, followed by 
return. The program can be forcefully killed by pressing simultaneously ctrl+c. 
 
3.9.4 Impact Level Alarm Settings on IMU 
The IMU impact events are set using a tool called LHD Log Analyzer, which is used to analyse 
RCS logs for all collisions with the walls. This system works, but it needs human intervention using 
MATLAB to replay the logs to investigate and determine the collision's root cause. The Raspberry 
Pi picks up these events via the ACMS OPC-UA 
- Low impact = 2𝑚𝑠−2 
- Medium Impact level = 4𝑚𝑠−2 
- High Impact level = 6𝑚𝑠−2 
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relay board that is used in the IMU application will be used. Once the hardware is acquired, then 
the building and testing will commence. 
 
3.10.3 Communication and Contamination Settings 
There is always a space character (0x20) between the command and the parameters, but not 
between the different parameter values. The checksum finally serves to verify that the telegram 





Table 12 - Basic Commands that will be used 
 
If values are divided into two parts (e.g., measurement data), they are documented according to 




Table 13 - Required Access control level to be able to log into the laser 
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Table 14 - Contamination telegram structure 
 
 
3.10.5 Algorithm to getting Status From LMS5xx to Raspberry Pi 4B. 
The scripts for the contamination have been put under an appendix 
 
3.10.6 Hardware and Control System Setup 
An actuator will be used to control the movements for the bracket. Two solenoid valves will be 
used to control air and water for the jets. Festo solenoid valve MHJ10-S-2,5-QS-6-HF has been 
selected as well as actuator 2008008N Duff Norton LT Series Linear Actuators. 
3.10.7  Cleaning Bracket Design and Mounting (3D Design Concept) 
The bracket for the cleaning system was designed using AutoCAD as precision was required, and 
3D printing was used to make the parts shown in figure 20.  




Figure 20 - 3D Bracket Design 
The 24V actuator is used, and an application is written in C++ that toggles the actuator to move 
up and down while activating the control valves for air and water. The contamination status 
function will activate this application. The correct timing for cleaning will be determined via an 
experiment. The optimum time will be the shortest time to dry the water off the laser scanner’s 
lens. The design has taken into account the current laser scanner mounting bracket so that it fits 
without modifications. The design has taken into account the maintenance and sustainability of 
the assembly. It needs to be simple and have less maintenance. The power circuit to control the 
actuator is shown below. 
 
Figure 21 - Power Circuit for the Actuator LT100-2-100 
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3.10.8 The Control System Algorithm. 
A  C++ application will be written to connect to a laser scanner lms5xx using a TCP connection 
using IP address 192.168.100.116 Submask 255.255.255.0 and port number 2112. When the 
program connects to the device, it should output the connection results, whether connected 
successfully or failed. The code should run on a Raspberry Pi module and should do the following: 
The program should do a contamination status check on the laser to reads the status of the 
device. 
i. Initialise and connect to the device using TCP/IP 
ii. Confirm if the device is connected   
iii. Display a 0 when the device is OK 
iv. Display a 1 when the sensor is getting  dirty  
v. Display a 2 when the sensor is dirty. F 
vi. Output a 3 when the device has a fault  
The program should control the pins of the Raspberry Pi 4B boards in the following manner: 
vii. When the contamination status flags, two pins should change from low to high 
(GPO016, GPI017, GPIO18 and GPIO22). 
viii. These pins should remain high and a countdown timer (3 minutes) enabled, and the 
pins reset after the lapse of the countdown timer. 
ix. During count downtime, the contamination status function should not run. 
x. After the count downtime, the contamination status is activated and should monitor the 
laser's status. 
The contamination status function will use CoLa B, as stated in the literature review. The 
contamination application will trigger automatic cleaning with an option to manual trigger with a 
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4 Prototype Setup and Testing  
 
4.1 IMU Impact Tool, Setup, Testing and Data Logging  
An aluminium box was purchased and machined to make cuts to install the Raspberry module 
and the four relay module shown in figure 22. A 1A 24V power supply was also purchased for use 
with the unit to power the status light tower and the buzzer. The relay board and the Raspberry 
Pi was wired based on the method described in chapter 3. 
 
 
Figure 22 - IMU impact tool 
 
The IMU tool was connected to a network on the same subnet as the OPC ACMS server. All 
network machines connect to the server IP address 10.10.16.180 with Submask 255.255.252.0 
with a gateway of 10.10.16.1. All the sensor data from machines is made available on the ACMS 
server; hence having the Raspberry Pi as a client enables the IMU tool to access real-time data 
as it becomes available. Figure 23 shows the two types of server available, production and 
research and development. The IMU tool is connected to the production ACMS. 
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Figure 23 - Machine Server ACMS 
 
4.2 Setting Up and Connecting to the Real ACMS OPC-UA Server  
Two folders are used for the application, the config directory and the lhd_impact 
- Config directory consists of the xml config files as shown in table 15 




Table 15 - Configuration Files 
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All the XML configuration files are kept in this folder. The configuration has the settings of all 
machines and the simulators that will be used in the application. There are five machines in the 
autonomous setup, which connect to the system via the router switch, using port forwarding rules 
set up in the router. The IP addressing table used for testing is as below: 
 
IP Address  Description Default GW Subnet Mask 
10.10.16.180 ACMS- server 10.10.16.1 255.255.252.0 
10.10.16.191 LD070 10.10.16.1 255.255.252.0 
10.10.16.192 LD071 10.10.16.1 255.255.252.0 
10.10.16.193 LD072 10.10.16.1 255.255.252.0 
10.10.16.194 LD076 10.10.16.1 255.255.252.0 
10.10.16.197 LD095 10.10.16.1 255.255.252.0 
Table 16 - Network Address Assignment 
 
The ACMS handles all machine data. The machine CANbus and network data, including the on-
board sensors, are sent to this server. The ACMS server is connected to the traffic management 
server, the gateway, the CERTIQ server and the operator station. The autonomous area is 
cleared. If conditions are met for the safety system, the machine can be allocated to an operating 
chair and used in tele-remote or autonomous mode. The operators have limited visibility in tele- 
remote hence can cause damage to equipment in this mode. 
 
 
Table 17 - Start Scripts 
 Page | 63 
 
The LHD folder contains the bash scripts that are used to start and stop the application. The 
prototype was set up and connected to the network, and the application IMU tool was started.  A 
bash script command ./startALL was used to start the application on the Raspberry Pi, as shown. 
They successfully connected to the server and monitored for impact events. Figure 24  shows 
real-time high impact detection on machine equipment LD072 at 4:15:14 on 05/08/2020. 
 
 
Figure 24 - Output showing real-time impact detection 
 
 
The impact thresholds for the medium and high are set as described in chapter 3. 
The high impact and medium threshold will trigger the alarms, buzzer and the warning, although 
the application will detect low impact alarms. The first impact event was detected when an 
operator was using the machine LD072 in the tele-remote mode. The machine was pulled out of 
autonomous operation to get inspected for damage.  The details of the first impact for the LD072 
indicates that the impact event happened on 05/08/2020 at 04:15. This information is made 
available for the operator on display connected to the Raspberry Pi. An hour later, the event was 
reported on the CERTIQ. The main difference between the CERTIQ report and the IMU tool is 
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that CERTIQ only logs impact events after every hour, whereas the tool is reporting in real-time. 
As soon as the impact is reported, the machine is stopped from operating and sent for inspection. 
 
4.3 Real-Time Monitoring of the Channel  
 
The IMU tool alarms are reset after 20 seconds. The historical data is preserved and logged, and 
the system resumes monitoring until the system is physically stopped using Cntl +C. It shows the 
status of the OPC server connection. If the network cable is disconnected, the system throws an 
alarm to indicate that the network connection was lost and flags with red and orange colours. 




Figure 25 - Real-time monitoring. 
 
 
The connection status is shown as health by the green color. Continual monitoring shows all the 
historical impact events in the OPC server. Secure Channel Renewed means the channel will 
refresh after every 7-8 minutes as long as the TCP connection is healthy. As is shown in figure 
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25. after installation and setup, a Triggered Action Response Plan (TARP) system was adopted 
and used to monitor damage and impact events. An email alert was generated and circulated to 
the operators and supervisors to enable compliance with the adopted rule. 
 
 
4.4 Data Logging and Testing 
 
4.4.1 Laser Scanner Automatic Cleaning and Testing 
The experiment will commence with setting up the build for the laser scanner driver lms5xx using 
an edited build code written by Jason C. Derenick and Thomas H. Miller on the Raspberry Pi 4B. 
Building and Installing C++ Drivers for testing was done. Each driver features an interface to 
acquire data and configure the device and a buffer monitor thread responsible for ensuring only 
the most recent scan information is returned via said interface. All replies are handled by the 
buffer monitor, where they are encapsulated as a message object before being stored in the 
container where the interface can acquire them. The script generated a C/C++ header listing, and 
the SICK driver libraries were built. Make installed copies of the libs to the folder /usr/local/lib and 
the headers to /usr/local/include.  Two separate libraries were built as dynamically linked shared 
objects and installed. The dynamic linker's cache was updated to resolve libSICKlms-x.so or 
libSICKld-x. issues that could happen.  
 
4.4.2 Control System, Hardware and Software Setup  
A 24V portable compressor was used to provide 10bar of air pressure. A small 5-liter tank of water 
was set up to provide the water needed to clean up and simulations. A control system that uses 
optocoupler sensors and a script to control the actuator's movement was set up. The optocoupler 
enables the actuator to have a home position initiated every time it is turned on before traveling 
to send positions. Valves for water and air have been set up. After the contamination algorithm 
activates the actuator, the system will enable the control valve solenoids to be turned on. The 
water solenoid valve will be time-controlled as the water amount will be adjusted to suit the 
compressor's drying times. The actuator algorithm will be used for testing the actuator positioning 
to determine the displacement steps per motor command. Consideration of the environment has 
been done; hence the IP66 rated device was chosen. Also, 24v was chosen as it aligns with the 
machine’s power supply. The actuator power was connected as per the methodology section 
details, and the Raspberry Pi and the 4-module relays were also connected as per chapter three. 
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The power was enabled, and the following script was activated on the Raspberry Pi. Two external 
limit switches are used as per the methodology section. Using the two limit switches, the 
Raspberry Pi controls the direction of the motors. The code for the cleaning is in appendix E. This 
code tests the whole cleaning bracket without the contamination algorithm, which is still a work in 
progress as it is not compiling at this stage. This allows the bracket to be tested and identify the 
optimum conditions to run the bracket.  
 
4.4.3 Connecting the Laser Scanner. 
The laser scanner fitted with the cleaning bracket was powered up with 24V and set up with the 
following details; IP address 192.168.100.116 and port 2112. Submask was set as 255.255.255.0, 
and the SICK Sopas application was used to connect to the device and enable binary 
contamination status checks. Login details are user: authorised client and the password: client. 
The Raspberry Pi application for the SICK driver was started to initiate the algorithm for acquiring 
the contamination status. 
 
4.4.4 Data Logging and Testing 
A separate front camera wash was installed on the 6th of August 2020 on a single machine to get 
data on the cleaning system's impact on the availability and reliability. The number of times a 
machine gets checked out of the autonomous zone for a camera clean will be monitored and 
compared to other machines that do not have the camera wash system. This will enable statistics 
on the availability and reliability of the system. The figure below shows the system that was 
installed only to one machine, LD071. The laser cleaning bracket will also be tested under different 
times and pressures to ascertain the drying times and set up optimum cleaning conditions. Once 
the contamination status function is tested and is error-free, then it will be used to control and 
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5 Results Analysis 
 
5.1 Introduction 
In this chapter, an analysis of the data will be conducted. Section 5.2 will discuss the 
quantitative and qualitative analysis of data, section 5.3 and section 5.4 will look at the analysis 
of the IMU and laser scanner data  
 
5.2 Data Quantitative and Qualitative Analysis 
In this section, an analysis of the collected data will determine the IMU tool's impact. The manual 
camera cleaning data will indicate the impact of the cleaning system on automation stoppages.  
 
5.2.1 Data Sample Size 
Since June 2020, enough data was gathered to ensure that the sample is big enough to make 
effective and relevant inferences based on the sample data. A good data sample can lead to 
better conclusions. It is important to determine the appropriate sample size. A smaller sample 
size leads to inconclusive results, and at the same time, a large sample may represent a waste 
of resources. There is a good sample size that represents the population. The type of sampling 
used in the research is purposive sampling, where the data was grouped in relevant criteria such 
as separating medium and high impact data.  
 
5.3 IMU Tool 
The IMU tool was installed in June 2020. Enough data has been collected to help with analysis 
using quantitative and qualitative methods. The data has been grouped into a separate group to 
make it easy to analyse the sample. Two groups were set up; these are high impact events at 
6𝑚𝑠−2 and medium impact events at 4𝑚𝑠−2.  As discussed in chapter four, the medium brings an 
amber warning light for 20 seconds to inform the medium impact event operator. The high impact 
event brings on a red alarm light for 20 seconds and a buzzer that rings for 2 seconds. Sample 
data will be analysed in these two groups. The impact events were captured in the form they 
occurred, either in autonomous, tele-remote, or manual modes. In the manual mode, the machine 
has a human operator. Tele-remote has an operator outside the machine safely using sensors 
and networks to operate and control the machine. In autonomous mode, the machine is operated 
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by an algorithm that determines the best routes and processes to complete production missions. 
Two hundred sixty-two impact events were recorded during the trial period. Sixty-eight were high 
impact events, and 194 were medium impact events. The data collected is shown in table 18, 
where a total of 262 medium and high impact events were detected by the IMU impact tool. 
 
 
Month Impact events for all Machine   
 LD070 LD071 LD072 LD076 LD095 Grand Totals 
June 2020 1  3 1 2 7 
July 2020 18 12 26 24 28 108 
Aug 2020 17 24 18 32  91 
Sept 2020 24 5 7 5  41 
Oct 2020 2 3 3 7  15 
Grand Total 62 44 57 69 30 262 
Table 18 – Data Log for all Impact Events 
 
5.3.1 Data Analysis – High Impact Events Data 
Two samples were collected for the high impact events alarm. The first sample of 29 impact 
events was recorded between the period 30th of July 2020, and the 4th of October 2020 is shown 
in table 19. Six impact events happened in manual with a human operator driving the machine. 
Twenty-three events were due to operator error as the machine was being driven remotely by a 
human operator.  There were zero counts of the high impacts recorded in autonomous mode. 
Table 19 shows a breakdown of the impact events showing the events' dates and times, including 
locations represented by the x,y coordinates. 
 
Loader Description Date Time x-axis y-axis Mode 
LD070 Impact High 9/23/2020 2:01:24 AM 1,074.02 329.29 Manual 
LD070 Impact High 9/22/2020 12:56:01 AM 981.72 469.99 Manual 
LD070 Impact High 9/17/2020 10:35:51 PM 968.92 288.23 Manual 
LD070 Impact High 8/28/2020 3:45:46 PM 802.00 600.00 Manual 
LD070 Impact High 8/28/2020 3:46:06 PM 808.00 602.00 Manual 
LD070 Impact High 8/23/2020 12:36:01 AM 865.00 401.00 Teleremote 
LD070 Impact High 8/23/2020 6:03:16 AM 887.00 365.00 Teleremote 
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LD070 Impact High 9/1/2020 2:29:14 PM 945.83 315.16 Teleremote 
LD071 Impact High 8/11/2020 2:09:21 PM 806.00 393.00 Teleremote 
LD071 Impact High 8/31/2020 5:20:29 PM 784.00 432.00 Teleremote 
LD071 Impact High 8/29/2020 9:37:46 AM 985.00 387.00 Teleremote 
LD071 Impact High 8/25/2020 3:19:51 PM 910.00 533.00 Teleremote 
LD071 Impact High 8/23/2020 1:07:37 AM 781.00 429.00 Teleremote 
LD071 Impact High 8/20/2020 5:59:07 PM 907.00 291.00 Teleremote 
LD071 Impact High 8/19/2020 10:24:27 PM 905.00 483.00 Teleremote 
LD071 Impact High 8/15/2020 5:34:28 AM 869.00 404.00 Teleremote 
LD072 Impact High 9/22/2020 8:08:33 PM 983.59 327.83 Manual 
LD072 Impact High 8/25/2020 6:04:56 AM 810.00 528.00 Teleremote 
LD072 Impact High 8/24/2020 7:31:34 AM 947.00 314.00 Teleremote 
LD072 Impact High 8/14/2020 9:09:54 PM 805.00 392.00 Teleremote 
LD072 Impact High 8/5/2020 4:16:05 AM 773.00 447.00 Teleremote 
LD072 Impact High 10/2/2020 10:55:44 PM 926.75 495.44 Teleremote 
LD072 Impact High 9/2/2020 3:56:41 PM 823.63 442.10 Teleremote 
LD076 Impact High 8/31/2020 1:13:08 AM 822.00 510.00 Teleremote 
LD076 Impact High 8/30/2020 11:03:50 AM 865.00 573.00 Teleremote 
LD076 Impact High 8/30/2020 8:19:29 PM 917.00 302.00 Teleremote 
LD076 Impact High 8/28/2020 5:55:56 AM 972.00 474.00 Teleremote 
LD076 Impact High 8/25/2020 4:55:55 AM 902.00 414.00 Teleremote 
LD076 Impact High 8/22/2020 9:28:10 AM 855.00 511.00 Teleremote 
Table 19 – data log for 29 high impact events 
 
Of the twenty-nine (29) high impact events, twenty-seven (27) impact events happened in the 
mine's cave drives, and only two (2) happened in the tipping area of the mine, as shown in data 
table 19. There were no impact events recorded for machine LD095 during that period as the 
machine went in for its scheduled rebuild program during the trial period. 
 
 
Table 20 - Summary Table (High Impact Events) 
 
The second sample was a total of 68 high-impact events from an entire population of 262 total 
recorded impacts from June 2020 up to the current period in October 2020.  
 
Alarm Description High vehicle impact 
     
 
LD070 LD071 LD072 LD076 LD095 Grand Total 
Jun 
    
1 1 
Jul 5 6 7 6 8 32 
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manual operation by an operator in the machine. Seventy-seven (77) of the events that happened 
when the machines were being operated in tele-remote by an operator. Six (6) of the medium 
impact events happened when the machines were being operated autonomously. Ninety-six (96) 
impact events happened in the drives, and only four (4) happened at the tipping points, as is 




Table 22 - Summary table (medium impact events) 
 
The second batch consists of the entire 194 medium impact events from June 2020 to Oct 2020. 
The medium-impact was highest in July 2020 and decreased to about 31 in September 2020. The 
summary table shows the monthly medium impact events and can also be summarised per 
machine.  LD076 had the highest number of medium impact events, followed by LD070. 
 
Alarm Description Medium vehicle impact 
     
Row Labels LD070 LD071 LD072 LD076 LD095 Grand Total 
Jun 1 
 
3 1 1 6 
Jul 13 6 19 18 20 76 
Aug 13 16 14 26 
 
69 
Sep 18 4 4 5 
 
31 
Oct 2 3 1 6 
 
12 
Grand Total 47 29 41 56 21 194 
Table 23 - Summary table (194 medium impact events) 
 
Figure 27 shows the general downwards trend of the medium impact events. In June, the 
impacts were few, and then they increased in July 2020 and started decreasing in August 2020 
and September 2020. 
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5.3.3 Missed Impact Events and Fault Alarms 
Some high impact events were missed and not recorded by the impact tool. Only three events 
since the IMU tool was installed were not logged in but later reported by CERTIQ. Two of the 
missed events were due to the program, not running. On the other occasion, the ethernet cable 
was disconnected. Overall the data was reliable and true and will enhance the decision-making 
process. The IMU tool data logging and verification were good. 
 
5.3.4 Key IMU Outcomes  
The IMU tool has become a key tool to use to help health check after impact events. 
 
5.4 Laser cleaning system 
It took a long time for the data logging to be possible as the bracket design and the algorithm 
function took longer to be finalised than anticipated. A decision was then taken to install a camera 
wash system to log data to verify the sensor cleaning system's impact. A camera wash was only 
installed on one machine, LD070 and data logging commenced on the 6th of August 2020. 
 
5.4.1 Data Sample Size 
The data sample is not as large as the IMU sample, but the size is good enough to determine the 
system's impact on downtime for cleaning dirty sensors. Also, data was captured for the bracket 
cleaning to verify the cleaning system's functionality and validity. 
 
5.4.1 Data analysis – Laser Scanner Cleaning System 
Figure 28 shows the manual camera wash, which consisted of the water jets and a water pump 
to spray water on the camera for 3 seconds. This system's impact on autonomous stoppages can 
be seen from the data logged from August 2020 to the current date. 
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Figure 28 - Manual Camera Wash 
 
The graph shown in Figure 29 shows that the manual cleaning system on the camera is effective 
and reduced downtime due to dirty sensors as the machine stopped less when compared to 
before the installation was done.  Problems are still there as the lasers are still stopping the 
autonomous system when the sensors are dirty. 
 
 
Figure 29 - Manual EPT Data Camera Wash 
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5.4.2 Bracket Cleaning Results 
The tests done so far to gauge the effectiveness of the bracket are encouraging. The optimum 
conditions for cleaning at the moment are 50ml of clean water, and a pressure of 35 psi can clean 
the laser scanner and dry it in around 25 seconds. A check valve was installed to stop the air 
pressure from getting into the water tank. The water pressure was made constant at 20 psi, and 
we varied the pressure starting from 0 up to 40 psi, which I deemed safe to test and operate on. 
Three cleaning cycles were tested. A 180 seconds cleaning cycle, 120-second cleaning cycle and 
60 seconds cycle were done using the same conditions of constant water pressure, constant 
actuator speed and different nozzle sizes. Different routines were used to check the cleaning 
cycle. Finally, the 60-second cleaning cycle was adopted as the most efficient cycle based on the 
drying times.  
 
A cleaning section of the code has been attached below. The complete code has been attached 
to the appendices section under appendix E. A homing routine was included to ensure that the 
bracket is parked below the scanner lens when it runs in autonomous mode. The program will 
wait for the button press since the contamination code was not working at testing. The program 
starts in manual mode. The air relay was deliberately kept on for the duration of the cleaning 
cycle. Minimum water was to be used as it may cause more contamination; hence the system 
was timed to turn the water only for 3 seconds every 30 seconds while the timer was running. 
Consequently, a minimum of around 50mL would be used every 60 seconds cleaning cycle. The 
system was designed with no stop button and would stop on two conditions either the time has 
been reached, and the limit switch on the bottom has been activated. Only two states were used 
one for spraying water and the other for drying. There are no sensors to check the drying hence 
the need to test and verify the drying time were accurate. When the start button is pressed, the 
actuator is driven up, and then it commences the cleaning from the top for 2s down and then 3s 




By using time, it is easier to control the actuator's position during cleaning as the Actuator 
always moves to the end and starts from there on the next cycle. Having the actuator's internal 
limits switches has made it simple to control the actuator without turning the power to the 
actuator as it cuts off at the activation of the limit switch. 
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auto time_out = 20s; 
 
 //struct timespec gettime_now; 
 printf("====================\n"); 




 printf("Actuator down on startup\n"); 
 clean(DIR_DOWN, WATER_OFF, AIR_OFF, 6s); 
  
 while (true) 
 { 
  while (checkStartButton() == false) 
  { 
   delay(500); 
  } 
 
  // grab the start time 
  auto start_time = std::chrono::high_resolution_clock::now(); 
  auto time_now = start_time; 
 
  // homing routine 
  printf("Homing..\n"); 
  clean(DIR_DOWN, WATER_OFF, AIR_OFF,6s); 
  printf("Begin clean sequence..\n"); 
  clean(DIR_UP, WATER_OFF, AIR_OFF, 6s); 
 
  // Run States 
  // spray water 
  printf("Clean2\n"); 
  clean(DIR_DOWN, WATER_ON, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
 
  // dry-off 
  clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
   
  //spray water 
  printf("Clean3\n"); 
  clean(DIR_DOWN, WATER_ON, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
 
  // dry-off 
  printf("Clean4\n"); 
  clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
  //clean(DIR_DOWN, WATER_OFF, AIR_ON, 2); 
  //clean(DIR_UP, WATER_OFF, AIR_ON, 2); 
   
  // dry-off 
  do 
  { 
   clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
   clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
   // keep checking the time 
      time_now = std::chrono::high_resolution_clock::now(); 
  } while (time_now < (start_time + time_out)); 
  clean(DIR_DOWN, WATER_OFF, AIR_OFF, 6s); 
  setAirJet(false); 
  printf("Finished.\n\n"); 
  // done 
 } 
} 
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Figure 30 - Cleaning Bracket Testing 
 
The actuator ran smoothly while being toggled between two limit switches. The results for timing 





















11 mm/s 0 0 0 0 2 0 
11 mm/s 15 15 5 50 2 45 
11 mm/s 20 15 5 45 2 41 
11 mm/s 25 20 5 41 2 35 
11 mm/s 30 20 5 37 2 31 
11 mm/s 35 20 5 30 2 25 
11 mm/s 40 20 5 10 2 18 
Table 24 - Drying table (60 Second cleaning cycle/2mm nozzle) 
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The drying times were quicker with a small nozzle size as the flow was reduced, water came out 
as a mist. However, above 35 psi, the water stopped flowing. The actuator motor speed was kept 
constant. Table 26 shows that the drying time at 35 psi air and 20 psi water is the optimum drying 
pressure. The nozzle diameter of 2mm was evenly distributed across the lens face compared to 























11 mm/s 0 0 0 0 0.5 0 
11 mm/s 15 15 5 43 0.5 40 
11 mm/s 20 15 5 40 0.5 37 
11 mm/s 25 20 5 36 0.5 33 
11 mm/s 30 20 5 31 0.5 28 
11 mm/s 35 20 5 27 0.5 24 
11 mm/s 40 20 5 0 0.5 N/A 
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6 Discussions and Recommendation 
 
6.1 Introduction 
In this section, we concentrate on answering questions developed in the problem statement 
section described in chapter one, to reject or accept the hypothesis. A discussion of the analysed 
results in chapter five helps measure the achievement of set objectives. The research objectives 
were to improve the reliability and availability of the ST18 system by eliminating equipment 
damage as operators become aware of impact events on the equipment through the IMU tool. 
The other objective was to minimize system downtime by reducing stoppages to clean dirty 
sensors through a design that will see the lasers reliably cleaned without human intervention. The 
cleaning bracket design aimed to reduce sensor damage through human intervention and reduce 
contamination using a good cleaning bracket that cleans all the laser scanner's lens area. After 
discussion, a determination will be possible to compare and see the impact of these strategies on 
the system's reliability and availability.  
 
6.2 IMU Tools 
Enough data was gathered and analysed. A couple of questions will be answered from the data 
gathered, and major highlights are identified. 
 
6.2.1 Total Number of Impact Registered for Both Medium and High 
The system logged a total of 262 impact events. Of the total events, 77 were due to human error 
during operation in tele-remote. At the start of the research and idea development, it was assumed 
that most problems would occur in tele-remote mode. The data shows that we have a problem 
when machines are operated in tele-remote as there is a chance of human error. There were no 
high impact events recorded in autonomous mode.  
 
6.2.2 The Impact Data Trend. 
When data logging started in June 2020, there were high numbers of impact events recorded. As 
the system effectively picked impact events, operators made a genuine effort to eliminate and 
reduce the wall impacts. The data shows a downward trend in this regard. This IMU tool is a 
deterrent to operators, indicating that concentration on the job has increased. The production area 
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is restricted and has about 0.3m on either side of the drive, making it hard for the operators to see 
the machine's sides.  The environment is always changing, with the walls slowly encroaching, 
making it hard to operate machines in certain areas. The data also show the effects of the 
restriction and limited vision for operators. Almost all the impact events that happened in the 
production area, not in the tipping area where there is enough room. A total of 6 impact events 
happened in the tipping area, with 258 in the production drives. 
 
6.2.3 Machine With Most Impact Hits? 
High impact events were evenly distributed on all machines within an average of 14 events per 
machine. LD076 has the highest number of medium impact events, closely followed by LD070 
and LD072. It is encouraging to see that these medium impact events do not lead to high impact 
events because the statistics are decreasing. 
 
6.2.4 Problem and Issues Encountered 
Operators are complaining that the IMU tool is too sensitive as some impact events are false. 
They allege that sometimes while cleaning, the bucket can touch the wall causing a high impact 
event. When this happens, the machine is checked out of the autonomous zone for inspection, 
causing the operator to miss out on hitting their targets. An incident occurred whereby the Ethernet 
cable was accidentally disconnected, which stopped the IMU tool from reporting impact events. 
Some operators have also learned the bash command to stop the application from running, 
thereby circumventing the system. 
 
6.2.5 Have we achieved the objectives? 
The data analysed indicates that we have met the objective of sensitising the operators to high 
impact events to eliminate machine damage. The trend shows a decrease in the number of impact 
events, and operators now focus on improving their performance. High impact events are now 
being dealt with quickly to prevent further damage. The IMU tool has led to an adoption of 
procedures to have the machines inspected every time a high impact event is detected. The tool 
is now being treated as an essential part of the production to ensure that operators uphold 
autonomous bogging policies. 
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6.3 Laser Scanner Cleaning 
The cleaning bracket for the laser is working well, as indicated by the test results obtained. The 
cleaning is done in an upward manner and cleans all surface area of the lens. The laser scanners 
will not be damaged as there is no contact with the lens during cleaning. Clean water and air are 
being used. The system cleans using minimum water to ensure that the laser is completely dry 
before resuming autonomous operations. The camera wash is working effectively as well based 
on the data gathered. 
 
6.3.1 Reliability Changes due to the Camera Cleaning System? 
Statistics indicate that LD071, where the camera wash system is installed, has had few stops and 
has improved production statistics compared to other loaders that do not have the system 




6.3.2 Laser Bracket Effectiveness at Cleaning the Laser Scanner 
The bracket design is simple and light. It was made from plastic and used an actuator that is IP67 
rated and powered from the same 24V system as the rest of the loader’s electronics. A simple 
application was created in C++ to run the bracket up and down. There has always been a problem 
with operators cleaning the laser scanners differently and using chemicals to damage the lens. 
With the bracket, the human error has been taken out, cleaning dirty sensors will be simple and 
effective. Parts used are environment friendly will not fail due to the contamination inside the 
operating production area. 
 
6.3.3 Problems and Issues Encountered 
There were several problems encountered with the design and parts sourcing of the bracket. Due 
to COVID-19, it has been hard to source the right parts, and I ended up purchasing substitutes, 
which also took time to be delivered. One of the objectives has not been met: an algorithm was 
intended to be implemented in C++ to acquire the laser's contamination status to enable automatic 
cleaning. The driver library used to develop this was done in 2008, and the C++ libraries have 
since been upgraded, making the compilation and building of the contamination library difficult. I 
sought help from one of my supervisors, Peter Nowen, who suggested that the drivers were 
obsolete and hence had to seek alternative means of acquiring the contamination status for 
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automatic cleaning. 3D printing the bracket also took a long time and hence, did not have enough 
time to conduct thorough testing of the complete system. I ran out of time to implement automatic 
cleaning using the IO functions, set in Sopas, a SICK software utility used to set up and monitor 
laser scanners. 
The other problem encountered when configuring the raspberry pi module was pinout changes 
when the wiringPi.h library is used. This changes the layout and PINs; hence it easier to have 
wrong pins activated and connected. But once this was solved, the connections became easier 
to implement. For example, Figure 31 shows the pinout for both the GPIO and the WiringPi. 
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In this project, we have been using GPIO5, GPIO6, GPIO16, GPIO17, GPIO18, GPIO22 to 
control the pins with the wiringPi.h library, we use pins 21, 22, 27, 1, 0, 3 to control the 
configurations for the raspberry pi module instead of referencing the GPIOs. In the build 
command, we include the line –lwiringPi.h to ensure the raspberry it has access to the library. 
Once this was incorporated, all the issues were resolved.  
 
6.3.4 Have we met the Objectives? 
Although one objective was not met due to an outdated library, the manual cleaning system 
implemented worked very well and is environment friendly as parts chosen are not harmful to the 
environment. Autonomous cleaning can still be implemented by using the IO system of the laser 
in Sopas. 
 
6.4 Uphold the Hypothesis 
In chapter one, a hypothesis was made that the problems causing the reliability and availability to 
drop could be solved by designing an IMU tool to detect the impact with walls. A Raspberry Pi 
computer could be used effectively to implement it. It was assumed that a cleaning bracket could 
be developed to clean a dirty laser scanner lens to eliminate or minimise stoppages in automation, 
thereby increasing productivity. Therefore, I am upholding that hypothesis and based on that; 
recommendations will be made as to the changes needed on the two strategies to improve 
reliability and availability.  
 
6.5 Recommendations 
The following recommendations can be made to improve the IMU tool: 
 Adjust the impact accelerations level to eliminate false alarms  
 Develop C++ email library notification send instant emails to all involved for the high impact 
event. 
 Redesign the application to disable the application from being stopped by operators. 
 Develop an IMU tool per operating desk with a graphic user interface with adequate 
information for the operator. 
For the laser scanner bracket, the following recommendations can be made: 
 Utilise the IO monitoring system to acquire contamination from the scanner device 
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 Install a support bracket across the scanner bracket to stop vibration while the actuator is 
extending and retracting during cleaning  
 Replace the Raspberry Pi computer with a simple board that communicates through a 
serial connection as there is no need to communicate using TCP Ethernet anymore to 
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7 Further Research and Conclusion 
 
7.1 Introduction 
In this chapter, a discussion on further research will be done in section 7.2. Section 7.3 will 
conclude the research by way of summarising the findings and way forward. 
 
7.2 Further Research and Development 
Research on using radars instead of laser scanners to determine the localization of the 
autonomous vehicles is required.  Radar is impervious to airborne particulates (dust and smoke), 
mud or dirt physically adhered to the radar's surface. I am not sure whether the radar will be as 
accurate as of the laser scanner, but it looks like it is a good option because it is immune to our 
machines' contaminated environment. The IMU tool can be implemented by incorporating it into 
the ST18 autonomous system by February 2021, thereby eliminating the need to use a Raspberry 
Pi, which poses a threat from cyber attacks.  
 
7.3 Conclusion 
In the unpredictable mining industry, technology is required to remove human capital from danger. 
Operations need sustainability and maintenance of a safe environment. There are challenges to 
personnel safety, the need to improve productivity and reduce mobile equipment's running costs.  
There is also the need to sustain the environment by minimising oil spillages and high hydraulic 
and electric power usage. Operators are known to cause extensive damage to equipment, and 
they use more fuel compared to automated machines that use algorithms for efficiencies. This 
research has proven that the ST18 autonomous system addresses underground mining 
challenges through innovation and technology advancement. Strategies to be implemented in the 
research leads to higher reliability and availability of the automation system. An IMU tool 
minimises machine damage, and a laser cleaning system minimises stoppages in an autonomous 
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9 Appendices  
9.1 Appendix A – Project Specifications 
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9.2 Appendix B – Risk assessments  
Risk assessments 
 
Table 1 Consequence table 
 
Table 2 Risk Analysis of Personnel 
Hazard Elimination/Risk reduction Risk rating 
Hand injuries Wear gloves where 
appropriate and minimise 
the use of sharp objects and 
hot items 
B3.Medium 
Equipment damage by Fire Ensure all soldering irons 
and rework stations are not 
near items that can burn 
and ensure they are turned 
off if not in use 
E2. Extreme 
Slips trips and falls Good housekeeping and 
clean area of work 
D3. High 
Equipment damaged by 
static charge 
Ensure all static items are 
handled with care and 
following correct static 
charge care 
B. Medium 
Back and neck injuries Ensure good postures are 
always used, to avoid stress 
and injuries 
B4. Low 
Electrical shock All low voltage work to be 
carried by a licensed 
Electrician 
E4. High 
Environmental pollution Ensure all unused materials 
are properly disposed to 
avoid polluting and 
contaminating 
D3. High 
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Table 3 Risk Analysis of Project 
Hazard Elimination/Risk reduction Risk rating 
Failure to setup Raspberry 
board 
Ensure adequate training 
and skills is sought before 
starting 
E2. Extreme 
No materials for use All needed materials should 
be purchased in time to 
avoid project failure 
E2. Extreme 
Failure to defend the project Practice good hygiene to 
avoid Covid-19 to avoid 
delays 
D3. High 
Software corruption Ensure the system is always 
backed up to avoid data loss 
B. Medium 
Lack of Project supervision Ensure all stages of the 
write up is supervised to 
avoid delay and progress 
E1. extreme 
Electrical shock All low voltage work to be 
carried by a licensed 
Electrician 
E4. High 
Power outages Make available standby 
power supplies in case of 
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9.3 Appendix C – Status lighting 
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9.4 Appendix D – IMU Raspberry Pi code 
 
Raspberry Pi Code 
The breakdown of the configuration files 
- schema.xsd file 
<?xml version="1.0" encoding="UTF-8" ?> 
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"> 
<xs:element name="beacon_software_configuration"> 
   <xs:complexType> 
      <xs:sequence> 
         <xs:element name="program_version" type="xs:decimal"/> 
         <xs:element name="beacon_configuration"> 
            <xs:element name="rcs_entity"> 
               <xs:complexType> 
                  <xs:sequence> 
                     <xs:element name="lamp_time" type="xs:decimal"/> 
                     <xs:element name="buzzer_time" type="xs:decimal"/> 
                  </xs:sequence> 
                </xs:complexType> 
            </xs:element> 
         </xs:element> 
      </xs:sequence> 
      <xs:element name="machine_configuration"> 
         <xs:element name="rcs_entity"> 
            <xs:element name="name" type="xs:string"/> 
         </xs:element> 
      </xs:element> 
      <xs:element name="acms_configuration"> 
         <xs:element name="rcs_entity"> 
            <xs:complexType> 
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               <xs:element name="ip" type="xs:string"/> 
               <xs:element name="port" type="xs:positiveInteger"/> 
            </xs:complexType> 
         </xs:element> 
      </xs:element> 
   </xs:complexType> 
</xs:element> 
</xs:schema> 
- sim_comfig.xml (for simulations) 
<?xml version="1.0" encoding="utf-8"?> 
<beacon_software_configuration xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="schema.xsd"> 
   <program_version>0.1</program_version> 
   <beacon_configuration> 
      <rcs_entity> 
         <lamp_time>20.0</lamp_time> 
         <buzzer_time>1.0</buzzer_time> 
         <log_file_path>LogFile.txt</log_file_path> 
      </rcs_entity> 
   </beacon_configuration> 
   <machine_configuration> 
      <rcs_entity> 
         <name>8997 5455 00</name> 
      </rcs_entity> 
   </machine_configuration> 
   <acms_configuration> 
      <rcs_entity> 
         <ip>localhost</ip> 
         <port>4841</port> 
      </rcs_entity> 
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   </acms_configuration> 
</beacon_software_configuration> 
- rpi_sim_acms_config.xml 
<?xml version="1.0" encoding="utf-8"?> 
<beacon_software_configuration xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="schema.xsd"> 
   <program_version>0.1</program_version> 
   <beacon_configuration> 
      <rcs_entity> 
         <lamp_time>20.0</lamp_time> 
         <buzzer_time>1.0</buzzer_time> 
      </rcs_entity> 
   </beacon_configuration> 
   <machine_configuration> 
      <rcs_entity> 
         <name>8997 5455 00</name> 
      </rcs_entity> 
   </machine_configuration> 
   <acms_configuration> 
      <rcs_entity> 
         <ip>10.10.16.180</ip> 
         <port>4841</port> 
      </rcs_entity> 
   </acms_configuration> 
</beacon_software_configuration> 
- LD070_config.xml (Same config for LD071, LD072, LD076, LD095) 
<?xml version="1.0" encoding="utf-8"?> 
<beacon_software_configuration  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="schema.xsd"> 
   <program_version>0.1</program_version> 
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   <beacon_configuration> 
      <rcs_entity> 
         <lamp_time>20.0</lamp_time> 
         <buzzer_time>1.0</buzzer_time> 
      </rcs_entity> 
   </beacon_configuration> 
   <machine_configuration> 
      <rcs_entity> 
         <name>LD070</name> 
      </rcs_entity> 
   </machine_configuration> 
   <acms_configuration> 
      <rcs_entity> 
         <ip>10.10.16.180</ip> 
         <port>4841</port> 
      </rcs_entity> 
   </acms_configuration> 
</beacon_software_configuration> 
- all_config.xml (Config to run all 5 machines in one script) 
<?xml version="1.0" encoding="utf-8"?> 
<beacon_software_configuration  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="schema.xsd"> 
   <program_version>0.1</program_version> 
   <beacon_configuration> 
      <rcs_entity> 
         <lamp_time>20.0</lamp_time> 
         <buzzer_time>1.0</buzzer_time> 
         <log_file_path>LogFile.txt</log_file_path> 
      </rcs_entity> 
   </beacon_configuration> 
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   <machine_configuration> 
      <rcs_entity> 
         <name>LD070</name> 
   <name>LD071</name> 
   <name>LD072</name> 
   <name>LD076</name> 
   <name>LD095</name> 
      </rcs_entity> 
   </machine_configuration> 
   <acms_configuration> 
      <rcs_entity> 
         <ip>10.10.16.180</ip> 
         <port>4841</port> 
      </rcs_entity> 






cmake -DTARGET_BUILD=ON -DBUILD_BEACON_TEST=OFF .. 
make 
cd .. 
cp build/BeaconSoftware BeaconSoftware 
cd build 
cmake -DTARGET_BUILD=ON -DBUILD_BEACON_TEST=ON .. 
make 
cd .. 
cp build/BeaconTestSoftware BeaconTestSoftware 
- buildSim.sh 





cmake -DTARGET_BUILD=OFF -DBUILD_BEACON_TEST=OFF .. 
make 
cd .. 
cp build/BeaconSoftware BeaconSoftware 
cd build 
cmake -DTARGET_BUILD=OFF -DBUILD_BEACON_TEST=ON .. 
make 
cd .. 
cp build/BeaconTestSoftware BeaconTestSoftware 






- startSim.sh (to start the simulation) 
#!/bin/bash 
./BeaconSoftware ./config/sim_config.xml 




Pi@raspberrypi:~/lhd_impact_beacon $ ls -l 
total 1716 
-rwxr-xr-x 1 Pi Pi 694924 Apr 17 14:36 BeaconSoftware 
-rwxr-xr-x 1 Pi Pi 690136 Apr 17 14:37 BeaconTestSoftware 
drwxr-xr-x 4 Pi Pi   4096 Apr 17 14:37 build 
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-rwxrwxrwx 1 Pi Pi    254 Feb 18 23:06 buildRpi.sh 
-rwxrwxrwx 1 Pi Pi    256 Feb 18 23:06 buildSim.sh 
-rwxrwxrwx 1 Pi Pi   2445 Apr 15 20:49 CMakeLists.txt 
drwxr-xr-x 2 Pi Pi   4096 Jul 20 10:41 config 
drwxr-xr-x 2 Pi Pi   4096 Apr 17 14:35 include 
drwxr-xr-x 2 Pi Pi   4096 Apr 17 14:32 include_ 
-rwxrwxrwx 1 Pi Pi 279564 Feb 19 21:41 lhd_impact_beacon_v_0_1.tar.gz 
drwxrwxrwx 5 Pi Pi   4096 Apr 16 09:07 pugixml-1.10 
-rwxrwxrwx 1 Pi Pi    276 Feb 18 23:06 rebuildRpi.sh 
-rwxrwxrwx 1 Pi Pi    278 Feb 18 23:06 rebuildSim.sh 
drwxr-xr-x 2 Pi Pi   4096 Apr 17 14:35 src 
drwxr-xr-x 2 Pi Pi   4096 Apr 16 09:07 src_ 
-rwxrwxrwx 1 Pi Pi     55 Apr 17 11:36 startALL.sh 
-rwxrwxrwx 1 Pi Pi     56 Feb 20 23:13 startLD070.sh 
-rwxrwxrwx 1 Pi Pi     56 Feb 20 23:14 startLD071.sh 
-rwxrwxrwx 1 Pi Pi     56 Feb 20 23:13 startLD072.sh 
-rwxrwxrwx 1 Pi Pi     56 Apr 16 19:01 startLD076.sh 
-rwxrwxrwx 1 Pi Pi     56 Feb 20 23:14 startLD095.sh 
-rwxrwxrwx 1 Pi Pi     63 Feb 18 23:06 startRpiSimAcms.sh 
-rwxrwxrwx 1 Pi Pi     54 Feb 18 23:06 startSim.sh 
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9.5 Appendix E – Cleaning code for the laser 
/*A program to run the cleaning bracket between 
limit switches for the laser cleaning system*/ 
//import RPi.GPIO as GPIO 
#include <chrono> 




using namespace std;  // No need to keep using “std” 
using namespace std::chrono_literals; 
 
bool checkStartButton(void); 
void setMotRun(bool directionUp); 
void setWaterJet(bool waterOn); 
void setAirJet(bool airOn); 
void clean(bool dir, bool water, bool air, chrono::seconds timeout); 





//pinMode(pin number, input / output); 
//digitalWrite(pin number, state); 
//digitalRead(pin number); 
//delay(time in ms); 
 
// Constants 
#define TIME_LIMIT 3000 
#define DRY_TIME 24000 
#define DIR_UP true 
#define DIR_DOWN false 
#define AIR_ON true 
#define AIR_OFF false 
#define WATER_ON true 




 wiringPiSetup(); // Setup the library 
 pinMode(21, INPUT); // Configure GPIO8 as limit switch input 
 pinMode(22, INPUT); // Configure GPIO9 as Limit switch input 
 pinMode(27, OUTPUT);// Configure GPIO16 as Water output 
 pinMode(0, OUTPUT);// Configure GPIO17 as Air output 
 pinMode(23, INPUT); // Configure GPIO20 Startbutton input button 
 pinMode(1, OUTPUT);// Configure GPIO18 as Actuator Retract output 
 pinMode(3, OUTPUT);// Configure GPIO1 as Actuator Extend output 
 pullUpDnControl(23, PUD_DOWN); 
 //GPIO.setmode(GPIO.BCM); 
  
 auto time_out = 20s; 
 //struct timespec gettime_now; 
 printf("====================\n"); 
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 printf("Actuator down on startup\n"); 
 clean(DIR_DOWN, WATER_OFF, AIR_OFF, 6s); 
  
 while (true) 
 { 
  while (checkStartButton() == false) 
  { 
   delay(500); 
  } 
 
  // grab the start time 
  auto start_time = std::chrono::high_resolution_clock::now(); 
  auto time_now = start_time; 
 
  // homing routine 
  printf("Homing..\n"); 
  clean(DIR_DOWN, WATER_OFF, AIR_OFF,6s); 
  printf("Begin clean sequence..\n"); 
  clean(DIR_UP, WATER_OFF, AIR_OFF, 6s); 
  // Run States 
  // spray water 
  printf("Clean2\n"); 
  clean(DIR_DOWN, WATER_ON, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
  // dry-off 
   
  clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
   
  //spray water 
  printf("Clean3\n"); 
  clean(DIR_DOWN, WATER_ON, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
  // dry-off 
  printf("Clean4\n"); 
  clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
  clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
  //clean(DIR_DOWN, WATER_OFF, AIR_ON, 2); 
  //clean(DIR_UP, WATER_OFF, AIR_ON, 2); 
   
  // dry-off 
  do 
  { 
   clean(DIR_DOWN, WATER_OFF, AIR_ON, 2s); 
   clean(DIR_UP, WATER_OFF, AIR_ON, 2s); 
 
   // keep checking the time 
      time_now = std::chrono::high_resolution_clock::now(); 
 
  } while (time_now < (start_time + time_out)); 
  clean(DIR_DOWN, WATER_OFF, AIR_OFF, 6s); 
  setAirJet(false); 
  printf("Finished.\n\n"); 
  // done 
 } 
} 





 int pinState = digitalRead(23); 
 //printf("start button state: %d\n",pinState); // for debugging input 
 if (pinState == 0) 
 { 








void setMotRun(bool directionUp) 
{ 
 if (directionUp == true) 
 
 { 
  delay(100); 
  digitalWrite(1, false); 
  delay(100); 




  delay(100); 
  digitalWrite(1, true); 
  delay(100); 




void setWaterJet(bool waterOn) 
{ 
 digitalWrite(27, !waterOn); 
} 
 
void setAirJet(bool airOn) 
{ 





 printf("myFunc Message.\n"); 
} 
 
void clean(bool dir, bool water, bool air, chrono::seconds timeout) 
{ 
 bool limitReached = false; 
 //auto timeout = 6s; 
 auto start_time = std::chrono::high_resolution_clock::now(); 
 auto timenow = start_time; 
 bool timedout; 
  
 setMotRun(dir); 







  delay(100); 
  printf("clean function running\n"); 
  limitReached = checkLimSwitch(dir); 
  timenow = std::chrono::high_resolution_clock::now(); 
  if(timenow<(start_time + timeout)) 
  { 
   timedout = true; 
  } 
  else 
  { 
   timedout = false; 
  } 
  printf("  limitReached: %d\n",limitReached); 
  printf("  timedout: %d\n",timedout); 
 




bool checkLimSwitch(bool dir) 
{ 
 bool switchState = false; 
 
 if (dir == true) 
 { 




  switchState = digitalRead(22); 
 } 
 return switchState; 
} 
 
//long int getTime(timespec gettime_now) 
//{ 
// struct timespec gettime now; 
// clock_gettime(CLOCK_REALTIME, &gettime_now); 
// long int time_now = gettime_now.tv_nsec; 
// time_now /= 1000000; 
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9.6 Appendix F – medium Impact events 
Loader Description Event Time x-axis y-axis Mode 
LD070 Impact Medium 9/22/2020  10:21:04 PM 1,073.14 324.39 Manual 
LD070 Impact Medium 9/22/2020  12:32:35 AM 1,051.97 334.84 Manual 
LD070 Impact Medium 9/22/2020  1:55:41 AM 1,045.30 357.63 Manual 
LD070 Impact Medium 9/23/2020  11:58:46 PM 1,085.67 345.00 Manual 
LD070 Impact Medium 9/21/2020  11:58:12 PM 992.63 453.12 Manual 
LD070 Impact Medium 9/21/2020  9:51:38 PM 1,035.16 353.23 Manual 
LD070 Impact Medium 8/18/2020  7:50:20 AM 979.00 323.00 Teleremote 
LD070 Impact Medium 9/21/2020  9:14:39 PM 977.15 291.05 Manual 
LD070 Impact Medium 9/22/2020  2:35:05 AM 975.52 477.30 Manual 
LD070 Impact Medium 9/17/2020  10:44:18 PM 969.50 287.89 Manual 
LD070 Impact Medium 9/3/2020  1:38:39 AM 960.84 294.53 Manual 
LD070 Impact Medium 8/21/2020  5:55:07 AM 926.00 497.00 Teleremote 
LD070 Impact Medium 8/25/2020  12:55:08 PM 915.00 533.00 Teleremote 
LD070 Impact Medium 9/2/2020  5:27:11 PM 906.25 413.93 Teleremote 
LD070 Impact Medium 9/18/2020  2:53:24 AM 905.89 225.80 Manual 
LD070 Impact Medium 8/3/2020  4:36:17 AM 905.00 557.00 Autonomous 
LD070 Impact Medium 8/6/2020  11:56:03 AM 895.00 433.00 Teleremote 
LD070 Impact Medium 9/2/2020  4:51:42 PM 897.54 419.88 Teleremote 
LD070 Impact Medium 8/6/2020  12:42:32 PM 895.00 425.00 Teleremote 
LD070 Impact Medium 8/20/2020  11:14:43 AM 875.00 470.00 Teleremote 
LD070 Impact Medium 9/1/2020  4:27:03 PM 868.01 468.84 Teleremote 
LD070 Impact Medium 8/22/2020  5:00:19 AM 848.00 456.00 Teleremote 
LD070 Impact Medium 9/20/2020  1:04:45 AM 820.83 355.24 Manual 
LD070 Impact Medium 8/15/2020  10:55:54 AM 818.00 365.00 Teleremote 
LD070 Impact Medium 8/5/2020  5:03:00 AM 810.00 458.00 Teleremote 
LD070 Impact Medium 8/25/2020  4:58:52 AM 809.00 392.00 Teleremote 
LD070 Impact Medium 8/5/2020  5:27:09 AM 805.00 467.00 Teleremote 
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LD070 Impact Medium 8/25/2020  6:42:28 PM 807.00 478.00 Teleremote 
LD070 Impact Medium 9/3/2020  10:52:52 AM 796.48 476.98 Manual 
LD071 Impact Medium 9/19/2020  1:48:48 AM 1,021.03 611.89 Manual 
LD071 Impact Medium 8/13/2020  8:23:42 PM 1,004.00 341.00 Autonomous 
LD071 Impact Medium 9/19/2020  12:15:13 AM 975.70 642.38 Manual 
LD071 Impact Medium 8/26/2020  11:14:51 AM 961.00 359.00 Autonomous 
LD071 Impact Medium 8/29/2020  12:53:10 PM 940.00 497.00 Teleremote 
LD071 Impact Medium 8/16/2020  12:57:55 PM 934.00 496.00 Teleremote 
LD071 Impact Medium 8/29/2020  4:19:28 AM 915.00 378.00 Teleremote 
LD071 Impact Medium 8/22/2020  1:21:31 PM 900.00 414.00 Teleremote 
LD071 Impact Medium 8/10/2020  4:29:45 PM 888.00 366.00 Teleremote 
LD071 Impact Medium 8/20/2020  5:40:28 PM 888.00 290.00 Teleremote 
LD071 Impact Medium 8/31/2020  10:03:31 PM 855.00 278.00 Teleremote 
LD071 Impact Medium 8/11/2020  10:19:07 PM 854.00 278.00 Teleremote 
LD071 Impact Medium 8/31/2020  9:18:41 AM 851.00 288.00 Teleremote 
LD071 Impact Medium 8/29/2020  6:41:01 AM 842.00 523.00 Teleremote 
LD071 Impact Medium 8/11/2020  10:59:55 PM 805.00 392.00 Teleremote 
LD071 Impact Medium 8/23/2020  4:58:45 AM 799.00 405.00 Autonomous 
LD071 Impact Medium 8/31/2020  9:59:01 AM 783.00 445.00 Teleremote 
LD072 Impact Medium 8/18/2020  10:34:28 PM 1,039.00 415.00 Manual 
LD072 Impact Medium 8/19/2020  12:10:38 PM 987.00 329.00 Autonomous 
LD072 Impact Medium 8/20/2020  10:56:35 PM 972.00 474.00 Teleremote 
LD072 Impact Medium 8/18/2020  8:07:47 PM 969.00 280.00 Manual 
LD072 Impact Medium 8/27/2020  2:52:24 PM 965.00 350.00 Teleremote 
LD072 Impact Medium 8/22/2020  1:00:08 PM 962.00 435.00 Manual 
LD072 Impact Medium 8/18/2020  10:16:42 AM 946.00 474.00 Teleremote 
LD072 Impact Medium 8/24/2020  8:02:46 AM 945.00 307.00 Teleremote 
LD072 Impact Medium 8/17/2020  4:41:19 AM 896.00 568.00 Teleremote 
LD072 Impact Medium 8/11/2020  5:55:28 PM 893.00 434.00 Teleremote 
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LD072 Impact Medium 8/6/2020  8:20:25 AM 856.00 278.00 Teleremote 
LD072 Impact Medium 8/10/2020  8:09:43 PM 833.00 556.00 Teleremote 
LD072 Impact Medium 8/13/2020  6:10:31 AM 827.00 424.00 Teleremote 
LD072 Impact Medium 8/11/2020  9:42:27 PM 801.00 478.00 Teleremote 
LD076 Impact Medium 8/21/2020  1:28:53 AM 1,005.00 341.00 Teleremote 
LD076 Impact Medium 8/29/2020  2:08:06 PM 1,000.00 429.00 Teleremote 
LD076 Impact Medium 10/2/2020  10:30:23 AM 985.52 381.40 Teleremote 
LD076 Impact Medium 8/4/2020  6:27:45 AM 955.00 451.00 Teleremote 
LD076 Impact Medium 8/9/2020  3:21:19 PM 951.00 460.00 Teleremote 
LD076 Impact Medium 8/12/2020  3:02:59 AM 948.00 315.00 Teleremote 
LD076 Impact Medium 8/4/2020  6:02:50 PM 944.00 473.00 Teleremote 
LD076 Impact Medium 8/24/2020  7:39:59 PM 929.00 429.00 Teleremote 
LD076 Impact Medium 8/5/2020  1:53:55 PM 917.00 377.00 Teleremote 
LD076 Impact Medium 8/25/2020  3:36:43 AM 910.00 397.00 Teleremote 
LD076 Impact Medium 8/27/2020  5:40:00 AM 909.00 533.00 Teleremote 
LD076 Impact Medium 8/13/2020  10:07:00 PM 895.00 433.00 Teleremote 
LD076 Impact Medium 9/1/2020  1:01:11 PM 891.93 346.24 Teleremote 
LD076 Impact Medium 8/30/2020  5:39:47 PM 888.00 364.00 Teleremote 
LD076 Impact Medium 8/14/2020  5:10:51 AM 885.00 433.00 Teleremote 
LD076 Impact Medium 8/31/2020  12:01:39 AM 880.00 384.00 Teleremote 
LD076 Impact Medium 8/30/2020  11:03:42 AM 865.00 572.00 Teleremote 
LD076 Impact Medium 8/4/2020  5:05:05 AM 857.00 505.00 Teleremote 
LD076 Impact Medium 8/20/2020  1:53:20 PM 857.00 278.00 Teleremote 
LD076 Impact Medium 8/22/2020  9:08:22 AM 855.00 510.00 Teleremote 
LD076 Impact Medium 8/4/2020  4:28:41 AM 855.00 504.00 Teleremote 
LD076 Impact Medium 8/28/2020  12:16:24 AM 853.00 363.00 Autonomous 
LD076 Impact Medium 8/24/2020  12:39:09 AM 852.00 371.00 Teleremote 
LD076 Impact Medium 8/31/2020  11:08:08 AM 831.00 492.00 Teleremote 
LD076 Impact Medium 8/31/2020  11:08:26 AM 831.00 491.00 Teleremote 
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LD076 Impact Medium 8/31/2020  8:10:00 AM 812.00 528.00 Teleremote 
LD076 Impact Medium 8/6/2020  7:16:58 PM 747.00 501.00 Teleremote 
LD076 Impact Medium 8/6/2020  10:44:11 PM 746.00 502.00 Teleremote 
 
 
 
 
 
 
 
 
 
