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automatique de textes arabes. La verification lexicale est basee 
sur une analyse du mot, ayant pour tache d'en identifier les 
differents constituants (morphemes). Le dictionnaire utilise, 
permet de controler la structure morphologique du mot, et de 
verifier la compatibilite de ses constituants. 
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PREFACE 
L'objet de ce memoire est la mise au point d'un prototype de correcteur 
orthographique de 1'arabe, assiste par un dictionnaire des bases nominales et 
verbales de 1'arabe comportant les relations presentees dans le projet de DEA 
de M. Malek GHENIMA. 
Ce travail s'inscrit dans le prolongement des recherches elfectuees a 
Lyon 1, Lyon 2 et 1'ENSSIB, sur le traitement automatique de la morphologie 
de 1'arabe (theses de MM. M. HASSOUN en informatique [Hassoun 87], 
J. DICHY en linguistique [Dichy 90], Vol. des Travaux SAMIA I 
[SAMIA 89], etc.). 
II prolonge par ailleurs la recherche - donnant lieu a la realisation d'un 
prototype et a la redaction d'un memoire - que j'ai effectue dans le cadre d'un 
stage de maitrise a Lyon 2 (Departement d'etudes arabes). Cette recherche, 
dirigee par M. J. DICHY, portait sur : "Un systeme d'enseignement assiste 
par ordinateur desformes nominales derivees de Varabe, avec simulation" 
[Gader 90]. 
Le produit de notre travail servira dans un premier temps, a la correction 
des fautes orthographiques susceptibles d'apparaitre dans les textes ecrits en 
graphie arabe non-vocalisee. Cette correction pourra s'etendre par la suite a la 
correction des requetes dans 1'interrogation des bases d'information. Ceci sera 
possible par la prise en compte dans le dictionnaire utilise des termes 
techniques ainsi que des noms propres de personnes ou de lieux. 
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PREFACE 
Dans une premiere approche de la verification et de la correction 
automatique nous ne traiterons que les fautes orthographiques de niveau 
lexical (fautes de frappe, etc.). 
Le correcteur ainsi obtenu, pourra par la suite etre utilise dans la prise en 
compte des erreurs syntaxico-semantiques pouvant affecter les textes ou les 
requetes d'interrogation, et dont la correction necessite 1'utilisation de 
connaissances syntaxiques et semantiques. 
9 
I. INTRODUCTIONA LA CORRECTION ORTHOGRAPHIQUE 
L'etendue et 1'utilisation croissante des ordinateurs dans la manipulation 
des bases de donnees textuelles par un eventail toujours plus large de 
personnes pose le probleme de la communication homme-machine. 
Depuis 1'avenement des ordinateurs, la tendance dans les interactions 
entre 1'homme et la machine a ete de placer le plus gros de la communication 
sur la machine plutot que sur 1'homme. 
Parmi les moyens d'acces conviviaux operationnels, la langue naturelle 
ecrite est l'une des plus souples et des plus agreables qui soit pour 1'homme. 
Mais dans le cas d'une utilisation grand public, le probleme de la tolerance de 
certaines erreurs apparaissant dans les requetes se pose de fa$on aigue. Tout 
systeme incapable de prendre en compte les fautes de frappe et d'usage risque 
de decourager rapidement la plupart de ses utilisateurs. Pour ameliorer la 
convivialite d'une interface en langue naturelle, il semble donc important de 
resoudre cette difficulte. 
Les ordinateurs sont capables de detecter les erreurs. Cependant, si une 
erreur apparait, le systeme est souvent incapable de continuer son traitement 
et demande & ce que l'entr6e soit rdintroduite correctement (dans le cas des 
dialogues d'applications et les acces a des bases de donnees cela se traduit par 
un echec de la recherche ou un message d'erreur). Mais si 1'ordinateur est si 
adroit dans la detection des erreurs, pourquoi est-il si intolerant ? Quand une 
personne communique avec une autre, des erreurs frequentes s'introduisent 
dans le discours sans pour autant 1'interrompre. 
10 
I. INTRODUCTION A LA CORRECTION ORTHOGRAPHIQUE 
II serait donc souhaitable qu'un systeme informatique puisse developper 
une capacite de tolerance aux fautes similaire a celle des hommes. 
En effet, pour une communication homme-machine plus evoluee et plus 
souple, il parait indispensable d'utiliser des algorithmes de correction, et de 
pouvoir retrouver un mot voisin en cas d'erreur. 
De meme, apres une saisie de textes par lecture optique, la mise en oeuvre 
d'un aeces lexical s'avere indispensable pour detecter, et corriger si possible 
les erreurs residuelles apres reconnaissance des caracteres. 
La saisie manuelle n'est elle-meme pas exempte d'erreurs, si bien que cette 
fonetionnalite est aussi utile avant ou pendant tout traitement d'un texte en 
langage naturel. 
Les recherches sur la verification et la correction automatique ont debute 
aux Etats-Unis vers la fin des annees 50 et se poursuivent jusqu'a nos jours 
dans bon nombre de laboratoires aussi bien aux Etats-Unis qu'en Europe. 
* 
Les premiers traitements tolerants aux erreurs concernent la recherche 
lexicographique, ensuite ils se sont etendus a la compilation et rinterrogation 
des bases d'information, pour aboutir enfin a la comprehension automatique 
du langage naturel et l'interrogation des systemes experts. 
Nous savons que toutes ces applications ne peuvent se faire sans que 
s'effectuent a un degre plus ou moins important des traitements linguistiques 
de tout niveau, tant morphologique et syntaxique que semantique et 
pragmatique. 
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I. INTRODUCTION A LA CORRECTION ORTHOGRAPHIQUE 
Comme chacun sait, de nombreux travaux ont ete developpes dans ce 
domaine pour des langues comme 1'anglais, le russe et le fran^ais a un point 
que 1'analyse morphologique et syntaxique ne semble plus faire partie des 
preoccupations essentielles des chercheurs travaillant dans ce domaine 
aujourd'hui. 
Helas, pour la langue arabe qui pourtant fait partie des cinq ou six langues 
les plus parlees du monde, on est encore loin de ces resultats. Mais il faut 
noter que plusieurs equipes de recherches travaillent sur le sujet que ce soit 
dans les pays arabophones ou non-arabophones et que plusieurs travaux ont 
deja ete developpes ou en cours de developpement, 
En ce qui concerne la verification et la correction automatique de 1'arabe, 
la plupart des recherches effectuees l'ont ete dans une perspective 
d'Enseignement Assiste par Ordinateur [Hamadou 89], [Souilem 89]. 
Le prototype de eorrecteur orthographique qu'on se propose de realiser 
dans le cadre de ce memoire touchera aussi bien a l'E.A.0 qu'aux autres 
domaines de la verification et de la correction automatique que nous verrons 
un peu plus loin. 
II est important de signaler que dans ce qui suit, nous laissons de cote le 
probleme des fautes de nature grammaticales. En effet, leur correction semble 
necessiter de modeliser en machine le savoir de linguistes, sous la forme de 
regles de systemes experts par exemple. De plus ces correcteurs sont encore 
souvent cantonnes au traitement de categories grammaticales limitees comme 
1'accord des participes passes dans le cas de la langue fran^aise [Lapalme 86]. 
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Imaginons par exemple qu'un utilisateur ecrive maleneontreusement 
«j'ai alle ». C'est incorrect, nous le savons. Mais notre malheureux correcteur 
orthographique du frangais, lui, ne verra que des termes existants, et ne se 
souciera en aucun cas de verifier leur bon ordonnancement, ni leur adequation 
les uns avec les autres. Meme chose pour 1'arabe, le correcteur orthographique 
comme nous 1'envisageons dans cette etude, ne decelera pas d'anomalies dans 
la phrase «Ju^JbU I I 2^3 Lc» (l'enseignant a puni 1'eleve). Ce genre 
de fautes demande de connaitre le role syntaxique de chaque mot dans la 
phrase ainsi que les regles d'accord qui regissent leur ecriture correcte dans ce 
role. 
Nous nous interessons donc uniquement aux fautes orthographiques 
d'usage et dactylographiques. Les premieres decoulent de la mauvaise 
transcription de la forme orale, un meme phoneme ayant plusieurs traductions 
possibles. Les deuxiemes peuvent resulter de 1'utilisation d'un clavier, de la 
presence de parasites sur la ligne de transmission, d'une reconnaissance 
imparfaite des caracteres lors d'une lecture optique ou d'une combinaison de 
ces causes. Signalons tout de meme qu'une telle correction orthographique est 
une etape indispensable a franchir avant de pouvoir passer a la correction des 
erreurs grammaticales, 
Nous passerons d'abord en revue les differents domaines de la verification 
et de la correction automatiques que nous definirons en general comme suit: 
Verification : Soit un lexique L constitue de chaines Xr (r = 1, ..., Nm, 
Nm etant le nombre de mots du lexique). Verifier une chaine Y consistera a 
rechercher s'il existe r tel que Y = Xr. Si c'est le cas, la verification est positive. 
Sinon il y a echec. 
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i. INTRODUCTIQN A LA CORRECTION ORTHOGRAPHIQUE 
Generalement, si la verification est positive, elle ne donne lieu a aucune 
action specifique. 
En cas d'echec, il appartient a l'usager de determiner si Y est erronee ou si 
L est incomplet et, en consequence, si une action doit etre entreprise. 
Correction : Etant donne le lexique L et la chaine Y, en cas d'echec de la 
verification, la correction vise a fourair une ou plusieurs chaines de L voisines 
de Y au sens d'un critere donne. 
Le choix de la bonne correction peut etre laisse a 1'utilisateur. Celle-ci peut 
egalement etre effectuee imperativement. 
Apres les differents domaines de la verification et de la correction 
automatique, nous definirons les differents types d'erreurs concernees par la 
correction orthographique, ainsi que les methodes de verification et de 
correction les plus utilisees et celles que nous adopterons pour la verification 
et la correction orthographique des textes arabes ecrits en langage naturel. 
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II. DOMAINES DE IA VERIFICATIONETDELA CORRECTION 
AUTOMATIQUE DE TEXTES* 
Les situations ou l'on peut faire appel a la verification et/ou a la correction 
automatique sont tres diverses : mots isoles ou en contexte, noms communs, 
noms propres, etiquettes ou termes divers dans des programmes. 
Nous allons illustrer ceci au moyen de quelques exemples qui nous 
semblent representatifs. 
11.1. ACCES TQLERANT AUX FAUTES PANS LES BASES 
DTNFORMATION 
Lorsque la cle de recherche pour consulter une base de donnee est un 
terme technique, un nom savant ou un nom propre (de personne ou de lieu), 
plus generalement lorsque la cle n'est connue qu'avec une certaine imprecision 
par une partie des utilisateurs, il peut se reveler utile de prevoir un acces 
tolerant au fautes. 
Accessoirement, de tels acces permettent de pallier certaines fautes de 
codages se produisant lors de la constitution de la base (de telles fautes 
pourraient interdire 1'acces avec une cle juste, sauf s'il y a tolerance aux 
fautes). L'etude de Bourne [Bourne 77] a montre que ces erreurs de codage ne 
sont pas a negliger dans certaines banques de donnees documentaires. 
En France, un exemple d'application de ce type est fourni par 1'annuaire 
electronique mis en place en 1981. II permet 1'interrogation du fichier des 
* Les chapitres II, III et IV sorit une synthese bibhographique faite a partir de travaux publies dans le domaine 
de la verification et de la conection automatique. 
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abonnes d'apres l'orthographe approximative de leur nom - mais avec la 
prononciation exacte. 
11.2. LECTURE AUTOMATIOUE DE CARACTERES 
L'acquisition de donnees textuelles par lecteurs optiques expose a des 
erreurs de reconnaissance des caracteres meme si l'on adopte des polices 
specialement etudiees pour faciliter les discriminations. 
Leur eorrection peut intervenir a deux niveaux : 
a) au moment de la prise de decision de reconnaissance du caractere par 
l'utilisation des probabilites de digrammes, trigrammes, etc.(il existe beaucoup 
de travaux de ce type : [Harmon 62], [Carlson 66], [Riseman 74], [Fisher 76], 
[Ullman 77]); 
b) sur le texte obtenu par consultation d'un lexique (voir § II.4). 
11.3. ASSISTANCE A LA MISE AU POINT DE PROGRAMMES 
Une etude statistique d'erreurs dans les programmes ecrits en COBOL par 
Litecky et Davis [Litecky 76] a montre que 20% des fautes a la compilation 
(c'est a dire «syntaxique») etaient d'origine orthographique ou typographique. 
En fait la question des fautes de frappe dans les programmes s'est posee 
des les premiers developpements de 1'inforaiatique. Ainsi se sont developpees 
des techniques de compilation tolerante au fautes ([Freeman 63], [Morgan 
70], [James 76]). 
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II.4. TRAITEMENT DE TEXTE, BUREAUTIOUE. PRESSE 
Des que Von a voulu traiter des donnees textuelles sur ordinateur, la 
question des logiciels d'aide a la verification et ou a la correction des fautes 
s'est posee ([Damerau 64], [Riseman 71], etc.), mais rares sont ceux qui ont 
abouti a une application commerciale. 
En effet, l'utilisation de lexiques etant necessaire dans le cas de textes 
generaux, se posent immediatement les questions de 1'occupation de memoire 
et du temps de calcul. Deux programmes de verification disponibles sous 
UNIX peuvent cependant etre cites : SPELL ecrit par R. Gorin a Stanford en 
1971 et TYPO [Morris 75], [McMahon 78]. 
Avec Vessor actuel de la bureautique et du traitement de texte, les systeme 
de verification automatique se generalisent sur les ordinateurs personnels. 
Une tendance actuelle, non sans rapport avec ce nouveau creneau que 
constitue Vindustrie de la langue, est la participation des maisons d'edition : 
ainsi Larousse est Vauteur d'Orthogiciel pour Macintosh et y utilise ses 
propres materiawc lexicaux. 
Les performances restent encore insuffisantes, aussi bien pour les temps 
de reponse que pour Vetendue des vocabulaires de base utilises. Mais nul 
doute que des progres constants seront a enregistrer dans ce domaine. 
Destines a des machines puissantes, il faut noter aussi la nouvelle generation 
de systemes d'aide a la redaction de textes comme EPISTLE [Heidorn 82]. 
A noter que des techniques de systemes experts liees a celle des linguistes 
font leur apparition dans le domaine de la correction des fautes grammaticales 
[Lapalme 86]. 
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II. DOMAINES DE LA VERIFICATION ET DE LA CORRECTION AUTOMATIQUE DE TEXTES 
Un domaine voisin est celui de la presse : un artiele de derniere minute, 
mis rapidement sous presse, contient souvent de nombreuses fautes qui 
peuvent nuire a la qualite de la rubrique. Dans ce cas, 1'utilisation de 
correcteurs automatiques, meme s'il ne corrigent qu'une partie des fautes 
pourrait se reveler interessante. Mais malgre 1'informatisation poussee des 
entreprises de presse, il ne semble pas a 1'heure actuelle que ce type 
d'application soit effectivement mis en place a grande echelle. 
Un des obstacles reside dans la taille et la complexite des lexiques 
necessaires, ou doivent figurer, en particulier des noms propres divers, des 
sigles, etc. Cependant, en cernant bien les applications et les taches de 
redaction, il ne semble pas que ces difficultes soient insurmontable. II est 
meme envisage a 1'avenir des postes de travail permettant d'automatiser, au 
moins partiellement, la redaction des depeches - voir [Pavard 85] pour une 
discussion plus approfondie. 
II.5. ENSEIGNEMENT ASSISTE PAR ORDINATEUR 
L'ordinateur devient de plus en plus un partenaire de la vie quotidienne. 
A ce titre, il apparajt comme un nouveau media d'information et de formation. 
Son introduction dans 1'enseignement en tant qu'instrument puissant de 
renovation pedagogique a permis d'une part, 1'acquisition de connaissances 
plus ou moins structurees, et d'autre part, l'approfondissement et le 
perfectionnement des connaissances acquises et ce par la mise en place de 
nouvelles techniques adaptees aux profils des apprenants. 
Contrairement a 1'ancienne generation de didacticiels, les nouveaux 
systemes d'Enseignement Assiste par Ordinateur ne se contentent plus de 
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reagir aux reponses des apprenants par un "oui" ou par un "non", mais 
disposent de plus en plus de nouvelles techniques leur permettant d'analyser 
les reponses incorrectes, 
C'est ainsi qu'un didacticiel d'enseignement de 1'orthographe arabe sous 
forme d'expression libre pourrait, apres verification, dresser la liste des mots 
errones avec leurs localisations dans le texte et donner a 1'apprenant 
1'opportunite de corriger ses erreurs. A la suite de l'autocorrection, le systeme 
effectue une nouvelle correction et restitue pour chaque erreur persistante la 
forme correcte correspondante, le type d'erreur et un commentaire resumant la 
regle orthographique mise en jeu pour la correction. 
Un exemple de didacticiel de ce type est le Systeme d'Enseignemetit 
Assiste par Ordinateur des Verbes Arabes realise par M. Ghenima dans le 
cadre du programme SAMIA qui, dans sa premiere version, permet de traiter 
les erreurs de confusion entre les pronoms [Ghenima 90], 
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III. TYPOLOGIE DES FA VTES 
Dans une chatne de production d'un texte-, les fautes peuvent s'introduire 
a divers mveaux que nous regrouperons en deux : pour simplifier le niveau 
orthographique et le niveau typographique. 
III.l. LES FAUTES QRTHOGRAPHIOUES 
Sur l'histoire et la pedagogie de I'orthographe, U existe de nombreux 
ouvrages et articles : voir par exemple [Catach 82] pour une reference sur la 
langue frangaise. 
erreurs En 
ce 9U1 c°ncerne 1'arabe, une etude typologique et statistique des 
orthographiques parae dans "La Revue Tunisienne des Sciences de 
l'Education" mente d'etre citie. Son objectif 6tait de prendre connaissance des 
difficultes de 1'orthographe arabe et de disposer de donnees statistiques sur les 
erreurs susceptibles d'apparaitre dans les testes apprehendes. 
Les resultats de cette etude sont resumes dans des tableaux en annexe. 
Pour plus de details sur cette etude voir [Hamadou 87]. 
Lorsqu'ils se risquent a une classification, ce qui ressort le plus nettement 
chez les auteurs, c'est l'opposition entre les fautes d'usage et celles ou 
dominent les erreurs due a 1'ignorance des d.fferentes regles orthographiques, 
qui font notamment intervenir des relations grammaticales telles que l'accord 
en genre et en nombre (ainsi le Grand dictionnaire encyclopedique Larousse 
(15 vol.) distmgue entre orthographe d'usage et orthographe d'accord). 
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Les fautes d'usage proviennent essentiellement du manque de concordance 
entre 1'ecrit et 1'oral. 
Ainsi, le meme phoneme peut avoir plusieurs transcriptions selon les mots 
considdres, comme par exemple en fian9ais le phoneme /k/ de «acoustigue» 
de «kiosgue» et de «khmer». Ces complication peuvent donner lieu a des 
feutes classiques teiles que «accoustique», «acoustic»,«kiosc» ou «kmen, etc. 
En arabe, ce genre de fautes est accentue par plusieurs autres facteurs 
comme Par exemple la difficulte de distinction entre certaines lettres telles que 
le « i ,, et le « z », le « ,,, et le «,, » et le « s » et le «j,,, qui ne sont 
distinguees que par le trait phonetique de 1'emphase. Ainsi une mauvaise 
connaissance du vocabulaire ou l'influence de 1'arabe dialectal peut donner 
lieu a des fautes comme l'ecriture du mot « s ^  » 4 ia piace de 
« O Jikutuc, » (regle). 
Qurot a la mauvaise transcription de la forme orale (transcription trop 
phonetisee'), elle peut donner des erreurs comme : 
-« dJlj »alaplacede« d j j  »(cela). 
-« 13 b> » a la place de « ij» » (Ceci). 
- «I » a la place de « ^  ^  l» (VOus vous etes eloignes). 
« I » a la place de « w I » (il a emerge). 
III.2. LES FATTTES TVPnr.BAPmnr,^ 
Dites aussi dactylographiques, ces fautes sont introduites a la saisie des 
textes et souvent liees a 1'usage des claviers de machines a ecrire. Nous 
pouvons classer ici egalement les feutes materielles diverses dont l'origine est 
independante des difficultes de 1'orthographe : erreurs de reconnaissance 
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dans les lecteurs optiques, erreurs de transmission telematique, erreurs 
d'encodage dans les bases de donnees textuelles, etc. 
III.3. CONCLUSION 
Ces deux categories de fautes se traduisent dans les chaines de caracteres 
par 1'apparition des anomalies suivantes : 
Type d'erreur Exemple Origine de 1'erreur 
omission d'nn caractere « Mks » a la place de « »! usage ou dactylographie 
insertion d'un caractere « dJ 1 j » a la place de « JJ 3 »2 usage ou dactylographie 
substitution d'un caractere 
par un autre 
« o wUmz » a la place de « o_Ux*c »3 usage ou dactylographie 
permutation de deux 
caracteres 
« 3 bs » a la place de « 1 -i» »4 usage ou dactylographie 
On constate a la lumiere de ces exemples que les fautes d'usage se 
confondent parfois avec les erreurs purement dactylographiques. La chaine 
incorrecte « » peut en effet resulter, soit d'une mauvaise frappe (omission 
de la lettre «•*»), soit d'une mauvaise connaissance de rorthographe. 
Tous les travaux menes sur le sujet - hors du domaine arabe - confirment 
que ces quatre anomalies sont largement majoritaires. F.J. Damerau chiffre 
leur frequence a 80% des erreurs pouvant affecter un mot [Damerau 64], 
valeur confirmee par une etude statistique menee sur un quotidien fran^ais 
[Perennou 86]. En considerant egalement les combinaisons dans un meme 
mot de ces quatre defauts elementaires, on couvre plus de 80% des erreurs 
possibles. 
1 Foime. 
2 Cela. 
3 Regle. 
4 Ceci. 
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A 1'examen des differentes methodes de correction automatique, il 
appara!t que les auteurs envisagent le texte comme une suite de chaines de 
caracteres perturbees par des fautes se ramenant a l'une des categories deja 
citees en y ajoutant les cas de : 
- coupure de mot (insertion de blanc) 
Exemple: « ; ij J )) a la place de « ,3^-0 I »(il a emerge). 
- et de soudure de deux mots (omission de blanc). 
Exemple : « * 1&->1 » a la place de « £ Ls 0 j »(s'il veut) 
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CORRECTION AUTOMATIQUE DE TEXTES 
Un programme de correction d'erreurs lexicales necessite deux fonctions 
de base: 
- une fonction de verification, qui controle qu'un mot entre est correct ou 
non (c'est a dire present ou non dans le dictionnaire). 
- une fonction heuristique, qui propose des voisins plausibles en cas 
d'erreur (lorsque le mot n'existe pas dans le dictionnaire). 
IV.1. LA VERIFICATION AUTOMATIOUE 
Elle consiste essentiellement a classer les mots en deux categories selon 
qu'ils figurent, ou non, dans le lexique. 
Une question importante est alors celle de Vetendue de ce lexique. Elle 
peut etre considerablement reduite en utilisant la decomposition 
morphologique afin d'eviter le stockage de toutes les formes derivant d'une 
meme racine (sur ce sujet voir les travaux effectues au Laboratoire 
d'Automatique Documentaire et Linguistique de lUniversite Paris 7 pour la 
realisation du dictionnaire informatique du frangais baptise DELAS). 
D'un point de vue plus fondamental, des etudes linguistiques ont permis 
de mettre en evidence que quelques centaines de morphemes sont suffisants 
pour rendre compte de 50 000 mots fran^ais [Gruaz 86]. 
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Cette question peut aussi etre abordee sous 1'angle de la structure du 
vocabulaire des textes. On a depuis longtemps observe sur diverses langues 
qu'un vocabulaire limite a moins d'une centaine de mots peut couvrir 50% 
d'un texte; semblablement pour le fran^ais : mille mots couvrent 85% et 4 000 
mots couvrent 97,5% d'un texte - sur ces questions voir [Guiraud 59]. 
Ces observations suggerent que l'on range les mots frequents dans un 
lexique a part, de maniere a obtenir un traitement et un acces rapide pour la 
plupart des mots du texte. C'est la strategie a deux niveaux de Peterson 
[Peterson 80, 80a] qui prevoit un petit lexique de 258 mots les plus frequents 
de 1'anglais pour des procedures accelerees. 
IV.2. LA CORRECTION AUTOMATIOUE 
La correction d'une chaine de caracteres ne figurant pas dans le lexique et, 
de ce fait, presumee mal ecrite, consiste a proposer en remplacement un mot 
ou une suite de mots la corrigeant au mieux, selon un critere donne. Une 
variante existe ou plusieurs solutions de remplacement sont proposees, les 
meilleurs au sens du critere; la decision finale de la correction est laissee a 
1'utilisateur. 
La difficulte de la correction reside donc dans la determination du ou des 
mots candidats ala correction de la chatne erronee. 
Les methodes utilisees sont multiples. Nous verrons dans ce qui suit 
quelques unes de ces methodes dont 1'utilisation depend des applications que 
l'on a en vue. 
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IV.2.1. Methodes combinatoires 
Generalement les auteurs proposent des methodes corrigeant une faute au 
plus par mot. 
A partir de la chaine errone CE, on genere toutes les chaines possibles 
CPj dont CE pourrait deriver par omission, insertion, substitution d'un 
caractere. L'intersection entre 1'ensemble des CP^ et le lexique L fournit une ou 
plusieurs chaines candidates a la correction. Si 1'intersection se reduit a un 
mot, celui ci est suppose corriger CE\ sinon ou bien 1'intersection est vide et il 
n'y a pas de correction possible, ou bien il y a une ambiguite et 1'utilisateur 
devra intervenir. 
Uelaboration des CPf pose des problemes d'explosion combinatoire. Afin 
de les reduire, on ne prend en compte le plus souvent qu'une seule erreur par 
mot [Pollok 84], [Peterson 80]. Les procedures peuvent etre 
considerablement accelerees dans ce cas. 
Malgre cette importante restriction, la correction d'une chaine necessite de 
nombreux acces au dictionnaire. Un mot de n lettres issues d'un alphabet de m 
caracteres peut deriver de m(2n + 1) + n - 1 chaines, s'il ne presente qu'une 
seule anomalie [Hall 80]. 
Des considerations heuristiques peuvent contribuer a diminuer cette 
valeur; elle reste cependant elevee : Peterson a constate une moyenne de 200 
acces au lexique pour corriger un mot [Peterson 80]. 
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IV.2.2. Methodes statistiques 
Elles sont basees sur les frequences observees d'apparition de lettres dans 
les mots de la langue consideree. II existe des dictionnaires de digrammes 
(sequence de deux lettres) et de trigrammes (trois lettres) [Angell 83]. 
Les performances sont inferieures a celles que l'on peut obtenir par 
utilisation des lexiques, mais revanche les besoins de stockage sont reduits. 
De plus on evite le risque de se trouver en presence de mots corrects ne 
figurant pas dans le lexique. 
Les algorithmes qui utilisent ces methodes permettent surtout de corriger 
des fautes de substitution, qui n'interviennent que dans 20% des cas 
[Perennou 86]. De plus, leur efficacite est moindre sur les mots courts 
puisqu'une simple erreur peut perturber une forte proportion de leurs 
trigrammes. 
Si cette approche est bien adaptee a la lecture optique ou dominent les 
fautes de substitution, en revanche son emploi dans la correction de textes 
saisis au clavier semble moins indique. 
Lorsque le lexique est utilise, le probleme central est celui de la 
comparaison de la chaine erronee avec les mots du lexique pour en extraire les 
plus ressemblants. Uutilisation des modeles statistiques dans ce cas n'est pas 
tres repandue. Le travail de Kashyap et Oommen [Kashyap 84] en a pourtant 
montre 1'interet pour la correction de multiples fautes typographiques. 
L'algorithme propose par les auteurs s'apparente par sa structure a un 
algorithme de programmation dynamique. 
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IV.2.3. Methode des alphacodes 
Cette methode a ete mise au point pour le systeme de documentation 
automatique SPIRIT. Nous nous referons a la description qui en est faite dans 
[Andreewsky 78] par les concepteurs de ce systeme. 
L'alphacode d'un mot est la chalne de caracteres constituee de 1'ensemble 
de ses lettres classees par ordre alphabetique : 
ALLIANCE et CANAILLE ont pour alphacode AACEILLN; 
MASSACRE et SARCASME ont pour alphacode AACEMRSS; 
CADEAU et AUDACE ont pour alphaeode AACDEU. 
Uensemble des mots relatifs a un alphacode donne est appele classe de cet 
alphacode. Les auteurs constatent que la grande majorite des classes se reduit 
a un seul mot. Les exemples ci-dessus forment donc exception. En frangais, le 
cardinal moyen d'une classe est de 1,05. En anglais il est de 1,10. 
Le systeme de correction dispose de 1'ensemble des alphacodes 
correspondant au lexique et, pour chacun, de la classe de mots 
correspondante. Le correcteur etablit tout d'abord 1'alphacode du mot errone. 
Si cet alphacode est repertorie, les mots de la classe correspondante sont 
retenus comme candidats. Si 1'alphacode est inconnu, le systeme y ajoute un, 
puis deux caracteres, et verifie si le nouvel alphacode obtenu existe. Dans ce 
cas, la classe est retenue. II procede de meme en supprimant puis en 
substituant un ou deux caracteres. Les mots candidats obtenus font alors 
1'objet d'un calcul de proximite avec la chaine incorrecte, ce qui autorise un 
classement de cette liste de mots correctifs. 
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Ce procede est donc capable de corriger les mots qui presentent: 
- un nombre quelconque de permutations; 
- une ou deux omissions, insertions ou substitutions. 
Lintervention des alphacodes des alphacodes reduit fortement la 
combinatoire de la recherche des mots candidats. Ainsi il est possible de 
prendre en compte deux erreurs de type omission, insertion ou substitution, 
outre les permutations. 
Dans ses premieres versions, ce procede de correction exigeait de 
nombreux acces au lexique. Des contraintes (similaires a celles des methodes 
statistiques) sont utilisees lors de 1'elaboration des alphacodes derives du mot 
errone : on limite ainsi le nombre d'alphacodes generes et donc les acces au 
lexique. 
Ce procede presente, a nos yeux, l'inconvenient de necessiter un deuxieme 
lexique qui recense les alphacodes et leurs correspondants dans le lexique. 
IV.2.4. Methodes metriques 
Elles consistent a calculer une distance qui traduit les differences entre la 
chaine erronee CE et une chaine C du lexique. 
Pour comparer la chaine CE a une chaine C du lexique, il est possible 
d'envisager des metriques d(C, CE). Le principe de correction peut se 
schematiser ainsi : corriger CE en C si C est le mot du lexique le plus proche 
de CE et si d(C, CE) et inferieur a un certain seuil de rejet. 
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Une metrique classiquement utilisee est celle de Levenshtein [Levenshtein 
66], [Okuda 76]; elle est fonction du nombre d'operations necessaires a la 
transformation de CE en C, chaque type d'operation etant affecte d'un poids 
particulier base sur les statistiques d'erreurs. 
L'attrait pour la distance de Levenshtein s'est trouve considerablement 
accru apres que Wagner et Fisher [Wagner 74] aient donne un algorithme de 
programmation dynamique pour son calcul dans le cas ou les transpositions 
sont exclues - a noter dans [Okuda 76] un circuit specialise pour la mise en 
oeuvre d'un algorithmes du meme type. Ces transpositions sont prise en 
compte dans Pextension donnee par Lowrance et Wagner [Lowrance 75]. 
Divers travaux ont suivi pour etudier la complexite de ces algorithmes 
[Wong 76] et pour apporter quelques ameliorations : cas de couts en 
nombres entiers [Masek 80], organisation de la source lexicale et 
optimisation des acces. 
Cette methode, particulierement efScace, est tres onereuse en temps de 
calcul des que la lexique est volumineux. Recemment des realisations a base 
de circuits integres VLSI (Very Large Scale Integration) ont permis des gains 
de vitesse de 1'ordre de 10 a 60 selon les machines considerees [Frison 88]. 
IV.2.5. Methodes phonetiques 
Le principe en est connu : il est utilise par 1'annuaire electroniques du 
Minitel. II equipe egalement le systeme de consultation en langue naturelle 
des pages jaunes [Clemencin 88]. La representation phonetique des mots 
permet de tolerer toute faute n'affectant pas leur prononciation : c'est le cas de 
beaucoup de fautes d'usage. Cependant, elle ne prend pas en compte la 
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plupart des fautes de frappe car ces dernieres compromettent la bonne 
prononciation des mots. 
Dans cette methode, deux mots sont consideres comme equivalents 
lorsqu'ils se prononcent de maniere identique. Quand 1'utilisateur propose une 
graphie, il accede en fait a tous les noms equivalents phonetiquement. 
Les methodes fondees sur 1'equivalence de prononciation ne prennent pas 
en compte le fait que la probabilite de fautes d'usage est liee a un ensemble 
complexe de facteurs parmi lesquels interviennent a la fois la (ou les) 
graphie(s) du dictionnaire, la prononciation et le degre de familiarite avec le 
mot. 
De plus, leur tolerance aux fautes et limitee a celles qui preservent la 
prononciation; elles sont donc peu appropriees au traitement de texte et a 
toutes les applications ou se produisent des fautes typographiques. 
Plus generalement, la demarche consistant a representer un mot soit par 
un ensemble de proprietes, soit par un squelette suppose resistant aux fautes 
typographiques et orthographiques, a ete envisagee des les premiers travaux 
dans ce domaine. Ainsi, Blair [Blair 60] propose un systeme d'abreviations de 
quatre a cinq lettres; une ponderation leur est attribuee en fonction de leur 
pouvoir discriminant. Ici encore la tolerance ne s'etend pas au fautes 
typographiques qui peuvent affecter les lettres retenues dans le squelette (voir 
aussi [Davidson 62]). 
Pour pallier cet inconvenient, certains auteurs ont tente de combiner les 
methodes phonetiques et les algorithmes ci-dessus, plus a meme de corriger 
les erreurs dactylographiques. Van Berkel et De Smedt [Berkel 88] utilisent 
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des trigrammes phonetiques, ou triphones, sur le principe des methodes 
statistiques (Cf. IV.2.2). Ils retrouvent les problemes de correction des mots 
courts : une erreur de frappe peut modifier la majorite de leurs triphones. 
J. Veronis, lui etend les methodes metriques au calcul des distances 
phonetiques entre deux mots [Veronis 87]. A cette fin, il a etabli des 
dictionnaires de la langue frangaise, c'est-a-dire des couples differents formes 
d'un grapheme et de son pendant phonematique [Veronis 86]. Afin 
d'obtenir des temps de reponse raisonnables, il est contraint d'adopter 
certaines restrictions sur les erreurs prises en compte : 
- une seule anomalie dactylographique par mot, 
- pas d'erreur de frappe sur la premiere lettre des mots. 
IV.3. L'QPTTMISATTON PES NOMBRES D'ACCES LEXICAUX 
La question de la verification et de la correction automatique vue sous 
1'angle de l'optimisation du nombre d'acces a un fichier lexical est bien 
analysee dans Hall et Dowling [Hall 80] auquel nous renvoyons pour plus de 
details (pour les questions plus classiques de techniques d'acces voir 
[Knuth 73]. 
Bornons-nous a indiquer que diverses solutions envisagees utilisent une 
partition de lexique. En presence d'une chaine de caracteres, un test prealable 
oriente vers les sous-lexiques ou la recherche est opportune. 
Parmi les modes de partition utilisees, les plus simples consistent a 
regrouper soit les mots de meme longueur - propose par Morgan [Morgan 70] 
et Szanzer [Szanzer 68] -, de meme initiale - propose par Muth et Tharp 
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[Muth 77] ou ayant les memes deux premieres lettres - propose par Morgan 
[Morgan 70]. Le systeme SPELL utilise la combinaison du critere de 
longueur et de digramme initial. 
Les defauts de ce type de methodes sont assez clairs : le manque 
d'equilibre entre les classes, certaines ayant de faibles effectifs, le manque de 
tolerance a diverses fautes - en particulier si l'on classe selon les initiales, il 
faut prevoir des procedures pour rattraper les fautes sur les debuts des mots, 
fautes dont 1'effet est l'orientation errone vers une classe. De plus elles 
demandent un nombre de consultations de mots proportionnel a la taille N du 
lexique. 
Lorsque le temps d'examen d'un mot consulte n'est pas negligeable, par 
exemple s'il y a calcul de la distance de Levenshtein, il est possible d'accepter 
les procedures plus complexes permettant de rendre le nombre de 
consultations proportionnel a log(A0-
Un tel resultat peut etre obtenu apres une classification hierarchique des 
mots, chaque niveau de la hierarchie consistant en une partition du lexique 
affinant celle du niveau superieur. Idealement, a un niveau donne k, une 
classe Cjik) regroupe les elements X dont la distance a un mot cj(k) est 
inferieure a rj(k) donne. Le principe de la consultation consiste a descendre 
dans la hierarchie par utilisation de la distance aux centres des sous-classes. 
Dans chaque classe 1'appartenance a une sous-classe donnee exclut celle a 
d'autres sous-classes en vertu de 1'inegalite triangulaire, ce qui permet 
precisement la reduction du nombre de consultations. 
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V.l. INTRODUCTION 
La verification d'un texte sur le pian lexical est l'op6ration qui consiste a 
classer ses differents mots selon le critere d'appartenance ou de non 
appartenance au vocabulaire. 
Le principal probleme que pose cette operation est le choix du vocabulaire 
et de sa representation en machine qui se heurte au probleme de 1'etendue de 
la m6moire. 
On a dejA vu dans le paragraphe IV. 1 que plusieurs approches peuvent 
etre utilisees afin d'optimiser 1'espace memoire necessaire pour loger un 
important vocabulaire. L'approche que nous avons retenue pour notre etude 
est basee sur la structure linguistique du vocabulaire. En effet, le vocabulaire 
de la langue arabe est represente en se referant k sa structure redondante a 
savoir la possibilite de decomposer ses mots en leurs elements premiers. 
Nous parlerons dans ce qui suit du contenu et de 1'organisation du 
dictionnaire que nous utiliserons pour notre correcteur. Nous detaillerons par 
la suite, les differentes etapes de la verification orthographique. 
V.2. CONTENU ET ORGANISATION DU DICTIONNAIRE 
Le verificateur et le correcteur orthographique de 1'arabe, objets du present 
travail, font appel a un dictionnaire informatise de 1'arabe. 
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La conception est la realisation de ce dictionnaire font 1'objet d'un 
memoire de D.E.A en sciences de rinformation et de la communication, en 
cours de realisation a 1'ENSSIB par M. GHENIMA pour 1'annee 91/92. Ils 
prolongent par ailleurs les travaux de recherche effectues a Lyon 1, Lyon 2 et 
1'ENSSIB sur le traitement automatique de la morphologie de 1'arabe : theses 
de M. HASSOUN en informatique [Hassoun 87], J. DICHY en linguistique 
[Dichy 90], etc. 
Ce travail a permis de mettre au point un prototype de dictionnaire des 
bases nominales et verbales de 1'arabe comportant: 
- Un ensemble de relations entre les bases relevant d'une meme racine. 
- Un ensemble de relations entre bases correlees d'un point de vue 
morphologique telles que singulier-pluriel, masculin-feminin, etc. 
- Un ensemble de traits morphosyntaxique associes aux bases et validant 
ou invalidant des relations entre les bases nominales ou verbale et les autres 
morphemes du mot (prefixes ou sufifixes, proclitiques ou enclitiques). 
Ce dictionnaire, implemente sous forme d'une base de donnees 
relationnelle, contient dans sa premiere version une quinzaine d'entites ou 
fichiers repartis suivant deux branches principales : une branche verbales et 
une branche nominale. 
Nous emprunterons une breve presentation de ce dictionnaire aux travaux 
de M. GHENIMA [Ghenima 92], auxquels nous renvoyons pour plus de 
details. 
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Les relations entre les differentes entites du dictionnaire peuvent etre 
schematisees comme suit: 
FExcepl 
Excep 
FExcepl 
NBasN 
Excep 
FVerbe 
FRacine 
NRac 
Racine 
NRac 
NClas 
Verbe 
DBV4 
DBV5 
DBV6 
DBV7 
FBasNom 
NRac 
NBasN 
BasNom 
Categ 
UL 
CPlur 
CFem 
DBN2 
DBN3 
FPIuriel 
CPlur 
Pluriel 
FFeniinin 
CFem 
Feminin 
T 
FFE 
NBasN 
ListFE 
FDBN2 
DBN2 
BasAm 
SuiAm 
FDBN3 
DBN3 
TDec 
FBasVerb 
NClas 
BasVerb 
NVS 
FSuffixe 
NVS 
PNG 
Suf 
FQas 
NClas 
Verbe 
NClas 
Contenu et org;anisation du dictionnaire 
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V.2.1. FExcepl : FicMer des Exceptions 1 
Ce fichier regroupe des mots outils (champ Excep) composes de clitiques, 
de prepositions et de pronoms afiSxes. Exemples : « uJ » (il a), « ,>3 » (dans), 
« ,jS » (dans le but de), etc. 
Ce sont des mots qui n'ont pas de descripteurs et dont 1'utilisation dans 
1'ecriture des textes arabes est assez frequente. Leur regroupement dans le 
fichier exception 1 permet d'accelerer le processus de verification. 
V.2.2 FExcep2 : FicMer des Exceptions 2 
Ce fichier contient des mots (champ Excep) non assimiles par le systeme 
morphologique derivationnel de 1'arabe tels que les emprunts : « » 
(computer), «U » (technologie), ou les noms propres « » 
(Tunisie), « »(France), etc. 
On trouve aussi dans ce fichier exception 2 des mots tels que « Jajju, » 
(coing) ou « » (Bush) dont la base n'est par representable en scheme et 
en racine mais qui peuvent avoir des descripteurs linguistiques. C'est le cas du 
mot « , (ajJiw » dont le pluriel est « gj, ». Le champ NBasN (Numero de 
la Base Nominale) permet de rattacher ces mots a leurs descripteurs. 
V.2.3 FRacine : FicMer Racine 
Ce fichier est considere comme une meta-entree du dictionnaire, il 
contient les racines des bases verbales ou nominales des mots pour lesquels 
une representation par un scheme et une racine est possible. 
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II faut noter qu'un element de ce fichier peut etre la racine de plusieurs 
bases verbales et nominales. C'est d'ailleurs pour cette raison que le champ 
NRac (Numero de Racine) figure dans le fichier des verbes et le fichier des 
bases nominales. 
V.2.4 FVerbe : Fichier Verbe 
Ce fichier contient tous les verbes du dictionnaire ainsi que leurs 
descripteurs respectifs. Son exploration ainsi que les autres fichier qui lui sont 
rattaches (FBasVerb : Fichier des bases Verbales, FClas : Fichier des Classes, 
FPrefixe : Fichier des prefixes, FSuffixe : Fichier des suffixes) permet en 
synthese d'avoir la conjugaison de tous les verbes dans tous les aspects et 
modes. 
De meme, la presence des descripteurs DBV4, DBV5, DBV6 et DBV7 
[Dichy 90] permet respectivement: 
- de savoir si le verbe est transitif, transitif non-humain ou non-transitif 
pour decider de sa compatibilite ou de son incompatibilite avec certains 
pronoms enclitiques (DBV4). 
- de savoir si le verbe peut avoir un complement d'objet de la premiere ou 
de la deuxieme personne si son sujet est de la meme personne (DBV5). 
- de savoir si le verbe admet ou pas un double complement d'objet (le 
premier etant toujours humain) (DBV6). 
- de determiner le nom verbal (« ») pour les verbes qui en 
possedent un (DBV7). 
Les trois premiers descripteurs cites permettent en particulier, dans un 
contexte de correction orthographique, de "gerer" la relation entre la base 
verbale et les elements pre- ou siffixes. 
38 
V. LA VERIFICATION ORTHOGRAPHIQUE DE L'ARABE 
V.2.5 FBasNom : Fichier des Bases Nominales 
C'est le fichier des bases verbales du dictionnaire. II permet en synthese 
d'avoir toutes les formes nominales possibles pour chacune de ses bases. 
Pour cela, le synthetiseur utilisera tous les descripteurs nominaux du 
fichier des bases nominales ainsi que les fichiers qui lui sont rattaches 
(FPluriel : Fichier du Pluriel, FFeminin : Fichier du Feminin, FFE : Fichier 
Formant Extension, FDBN2 et FDBN3 : Fichier Descripteur Base Nominale). 
V.3. LES DIFFERENTES ETAPES DE LA VERIFICATION 
L'entree du verificateur orthographique est un mot ecrit en graphie arabe 
non-vocalisee. Le but de la verification est de dire si ce mot tel qu'il est ecrit 
figure ou non dans le dictionnaire. Pour cela, le verificateur procede par 
plusieurs etapes que l'on peut schematiser comme suit: 
Mot (non-vocalise) 
u 
Traitement 
u 
Oui 
> Sortie 
Non U 
Oui 
> Sortie 
Non -li 
Oui 
> Sortie 
Sortie vers correcteur 
preliminairej 
Consultation de la liste 
Exception 1 
Consultation de la liste 
Exception 2 
Analyse du mot 
Non H-
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V.3.1. Le traitement oreliminaire : 
Certaines lettres de 1'alphabet arabe peuvent avoir plusieurs ecritures 
possibles dans le mot selon qu'elles se trouvent au debut, au milieu ou a la fin 
de celui-ci. Ainsi, la lettre » dans les mots « -*-xc » (raisin), « » 
(enseignant), « » (printemps) et «£ L » (il a vendu), s'ecrit 
respectivement« s », « .» », « g » et« £ ». 
Pour les donnees du dictionnaire, une seule representation est retenue 
pour chaque lettre de Palphabet. Ainsi la lettre « t» sera toujours representee 
par le caractere « s » independamment de sa position dans le mot. 
Le traitement preliminaire permet donc de remplacer chaque caractere du 
mot en entree du systeme par le caractere retenu dans la representation des 
donnees du dictionnaire (un traitement inverse permet de retrouver la bonne 
graphie du mot pour son edition). 
La presence d'un caractere special dans l'ecriture du mot en arabe justifie 
aussi le recours a ce traitement preliminaire. En effet, le mot « / L » peut 
aussi etre ecrit « £ 1 , » en utilisant le caractere de prolongement « - » 
(« o ») pour rendre l'ecriture plus lisible et plus jolie. Ce traitement aura 
donc pour but de compacter le mot pour ne garder que les lettres de 1'alphabet. 
V.3.2. Consultation de la liste Exception 1 : 
La consultation de cette liste est une etape facile a franchir car elle 
consiste a voir si le mot a verifier figure parmi ses mots ou pas. Le nombre 
des mots de cette liste etant fini et pas tres grand, on peut envisager de la 
charger en memoire au debut du traitement pour accelerer la consultation. 
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Cette liste, une fois dressee et bien definie, peut nous donner la taille du 
plus long mot la constituant. Ainsi un test sur la longueur du mot a verifier 
peut nous eviter une recherche inutile (si la taille de ce dernier est superieure a 
la taille maximale). 
Le succes de cette consultation met fin a la verification (le mot appartient 
au vocabulaire). 
V.3.3. Consultation de la liste Exception 2 : 
La consultation de cette liste se deroule de la meme maniere que la 
consultation precedente (du moins la premiere fois car cette liste sera 
sollicitee une seconde fois dans 1'etape suivante). Par contre, la taille de cette 
liste etant indeterminee, son chargement en memoire nous parait difificile a 
envisager. 
De meme, le succes de cette consultation met fin a la verification (le mot 
appartient aussi au vocabulaire). 
V.3.4. Analvse du mot: 
Cette etape de la verification est basee sur un modele d'analyse du mot 
graphique qui est celui du programme de recherche SAMIA presente dans la 
these de M. HASSOUN [Hassoun 87], et dans le premier volume des Travaux 
SAMIA par J. DICHY [SAMIA 89]. 
Le mot graphique en arabe (Mg*) pouvant comprendre plusieurs 
morphemes, 1'analyse aura pour tache d'en identifier ses constituants en de 
* La lettre g en indice veut diie non-yicalise. 
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decomposant en : proclitique(s), prefixe, base, sufBxe(s) et enclitique(s) selon 
le schema suivant: 
Suffr Procl, Encl, Pref, 
PostBase Base 
Rac 
PreBase, 
La decomposition du mot en prebase, base et postbase peut donner lieu a 
plusieurs combinaisons de ces derniers. Nous verrons dans ce qui suit les 
differentes etapes de 1'analyse qui vont permettre de retrouver celle qui 
assurera le succes de la verification. 
Etane 1 : Decomposition du mot 
Pour faciliter le deroulement de cette etape, nous disposons de la liste des 
combinaisons possibles entre proclitiques et prefixes (voir liste des prebases 
en annexe) et celle des combinaisons possibles entre suffixes et enclitiques 
(voir liste des postbases en annexe). 
La comparaison de chaque element de ces listes respectivement avec le 
debut et la fin de mot a verifier nous permet d'obtenir differentes 
combinaisons de prebases (Proclg + Prefg) et de postbases (Suffg + Enclg). 
Seules seront retenues les combinaisons dont la prebase et la postbase sont 
compatibles (voir tableau de compatibilite en annexe). 
A la fin de cette etape nous aurons donc la liste des combinaisons 
candidates formee de quintuples (Proclg, Prefg, Baseg, Suffg, Enclg). 
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La suite de la verification consiste a prendre ces quintuples un a un pour 
essayer de retrouver Baseg dans le dictionnaire et ainsi valider sa 
compatibilite avec les autres constituants identifies dans la decomposition. 
Etape 2 : Consultation de la liste Exception 2 
Contrairement a la premiere consultation de cette liste, ce deuxieme acces 
ne se fait pas avec le mot Mg complet mais uniquement avec sa base 
presumee Baseg. Si cette base existe (Excep = Baseg), un test sur le champ 
NBasN permet de savoir si des descripteurs linguistiques lui sont associes 
dans le dictionnaire (NBasN o 0). Si c'est le cas, on peut savoir a 1'aide du 
dictionnaire si Prefg et suffg, associes a Baseg dans le mot lui sont 
compatibles ou non. 
Si la base n'a pas de descripteurs linguistiques (NbasN = 0), elle ne doit 
avoir ni prefixes ni sufBxes, ce qui veut dire que Prefg et Suffg doivent etre 
vides pour que Baseg soit acceptee. 
Si ces differents tests reussissent, le mot est correct et on arrete la 
verification sinon, on passe a 1'etape suivante. 
Etape 3 : Determination des racines candidates 
Le recours a la determination des racines candidates permet de restreindre \ 
la recherche. En effet, si on ne considere que les bases nominales ou les 
verbes dont la racine peut etre celle de Basee, plusieurs recherches inutiles 
/ 
seront evitees. 
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Pour cela, il faut faire attention a certaines bases dans lesquelles, une 
consonne ou une partie des consonnes de la racine est presentee (cas de 
« » (il le regarde) dont la racine est« j ij »). 
Pour resoudre ce probleme, une racine est retenue comme candidate si elle 
contient au moins une lettre de Baseg. Un classement prealable de la liste des 
racines candidates, permettra d'utiliser en premier lieu celle qui contient le 
plus grand nombre de lettres de Baseg t 
L'etude de differents corpus de textes arabes montre que les formes 
nominales sont plus frequentes que les formes verbales. C'est pour cette raison 
qu'on a choisi de consulter la base nominale en premier car on a plus de 
chance de retrouver notre base dans celle-ci plutot que dans la base verbale. 
La consultation consiste a filtrer la liste de toutes les bases nominales dont 
la racine est egale a la premiere racine candidate. Pour la premiere base 
nominale de cette liste, on synthetise toutes les formes nominales possibles 
(voir algorithme de synthese dans les travaux de M. GHENIMA) et on 
compare chacune d'elles avec la partie de Mg formee de Prefg+Baseg+S uffg. 
Si on trouve une egalite, la verification s'arrete et Mg et correct, sinon on 
passe a la base nominale suivante. 
Quand toutes les bases nominales de la liste filtree sont epuisees sans 
succes, on prend la racine candidate suivante et on refait le meme travail. 
Etape 4 : Consiiltation de la base nominale 
I rJ>< 
r 
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Etape 5 : Consultation de la base verbale 
Comme 1'etape precedente, cette consultation commence par le filtrage de 
la liste des verbes dont la racine est egale a la premiere racine candidate. Par 
contre avant de proceder a la synthese de toutes les formes verbales de chaque 
verbe de la liste, celle-ci peut etre reduite a 1'aide d'un test permettant de 
confronter les descripteurs DBV4, DBV5 et DBV6 au clitiques Proclg et 
Enclg du mot Mg (cf. § V.2). 
Une fois la liste reduite, on procede a la synthese des formes verbales du 
premier verbe de la liste restante. Chaque forme est comparee a la partie de 
Mg constituee de Prefg + Baseg + Suffg jusqu'a ce qu'on trouve une egalite. Si 
c'est le cas, la verification s'arrete avec succes sinon on passe au verbe suivant 
jusqu'a 1'epuisement de tous les verbes de la liste. 
Si aucun verbe de la liste ne permet d'identifier Mg, on reprend cette etape 
des le debut avec la racine candidate suivante. 
Quand la liste des racines candidates est epuisee sans succes, on reprend 
la recherche a 1'etape 2 avec la decomposition suivante du Mg c'est a dire un 
nouveau quintuple (Proclg, Prefg, Baseg, Suffg, Enclg) jusqu'a epuisement de 
toute les decompositions. 
A ce niveau de la verification, si aucun resultat n'est obtenu, la verification 
s'arrete et on passe a la correction avec un mot Mg presume inconnu ou mal 
orthographie. 
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V.4. CONCLUSION 
On a vu dans les deux dernieres etapes de 1'analyse du mot qu'on fait 
appel aux synthetiseurs des formes nominales et verbales objets des travaux 
de M. GHENIMA. L'integration de ces synthetiseurs dans le processus de 
veritication pose un probleme de temps de reponse qui ne peut pas etre 
neglige. 
En effet, il serait preferable d'interrompre le processus de synthese si le 
mot recherche figure dans les formes deja synthetisees. Pour cela, des 
modifications de ces synthetiseurs sont envisagees pour leur permettre de 
s'arreter soit quand le mot recherche figure dans les formes deja synthetisees, 
soit quand on s^apergoit que la continuation ne menera pas au mot recherche. 
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VI. 1. INTRODUCTION 
Le but de la correction est d'essayer d'identifier dans le dictionnaire, ie ou 
les mots susceptibles de corriger la chaine erronee Mg. 
Nous disposions a la sortie de la verification, du mot Mg ainsi que de la 
iiste de ces d6compositions possibles en prociitique(s), prdfixe, base, 
suffixe(s) et enclitique(s). 
Pour eviter les repetitions dans les paragraphes qui suivent, nous 
considererons que Mg est forme d'une prebase (Prebaseg) suivie d'une base 
(Baseg) et d'une postbase (Postbaseg) avec Prebaseg = Proclg + prefg et 
Postbaseg = Suffg + Enclg. Ainsi nous ne parlerons plus de quintuples mais 
de triplets (Prebaseg, baseg, Postbaseg). 
Notre approche de la correction du mot Mg consiste a dire qu'il contient 
peut etre des erreurs dans ses constituants, erreurs ayant empeche sa bonne 
decomposition et par suite 1'echec de la verification. 
Nous verrons dans ce qui suit comment on essayera de corriger chaque 
constituant du mot a part, pour ensuite confronter les r^sultats obtenus et 
proposer des chaines candidates a la correction de Mg. 
Ces differentes chaines candidates seront classees de telle sorte que la 
premiere soit la correction la plus plausible de Mg. 
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VI.2. PRINCIPE DE LA CORRECTION 
La correction de Mg (Prebaseg, Baseg, Postbaseg) se deroule sur trois 
etapes principales. La premiere permet de corriger Mg quand il ne contient ni 
prebase ni postbase (Mg = Baseg). La seconde etape permet de corriger la 
prebase et la postbase. La troisieme et derniere etape corrige la base. 
VI.2.1. Correction de Ma : 
La correction de Mg quand ce dernier est egal a Baseg est prise a part 
dans notre approche de la correction car elle ne necessite, a premiere vue, 
qu'un acces a une partie du dictionnaire qui est la liste Exception 1. Cet acces 
est conditionne par la taille de Mg. En effet si cette taille est superieure de 
plus d'un caractere a la taille du plus long mot de cette liste alors cette etape 
est sautee, sinon la correction consiste a parcourir cette liste pour essayer de 
trouver les mots qui peuvent corriger une faute d'omission, d'insertion, de 
permutation ou de substitution commise dans l'ecriture de Mg. Chaque mot 
trouve est retenue comme une correction possible de Mg. 
VL2.2. Correction de Prebase^ et Postbaseo : 
A partir du mot Mg on essaye de voir si la correction d'une erreur 
d'omission, d'insertion, de substitution ou de permutation sur ses caracteres de 
debut permet de reconnaitre une prebase (Prebasep) de la liste des prebases 
possibles (voir liste en annexe). Pour cela il est plus facile de proceder 
inversement, c'est a dire, prendre les prebases de la liste et pour chaque 
Prebasep de taille n (n inferieur a la taille de Mg) verifier les conditions 
suivantes: 
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- si les n - 1 premiers caracteres de Mg figurent dans Prebasep avec le 
meme ordre d'apparition alors Prebasep est retenue comme correction d'une 
erreur d'omission dans la prebase de Mg. 
- si les n caractere de Prebasep figurent dans les n + 1 premiers caracteres 
de Mg et avec le meme ordre alors Prebasep est retenue comme correction 
d'une erreur d'insertion dans la prebase de Mg. 
- si les n caracteres de Prebasep figurent dans les n premiers caracteres de 
Mg avec une seule et unique permutation de deux caracteres voisins alors 
Prebasep est retenue comme correction d'une erreur de permutation dans la 
prebase de Mg. 
- si n -1 caracteres de Prebasep figurent dans les n premiers caracteres de 
Mg et avec le meme ordre alors Prebasep est retenue comme correction d'une 
erreur de substitution dans la prebase de Mg. 
Quand toute la liste des Prebasesp est epuisee, nous disposerons d'une 
liste formee de deux elements, le premier etant la Prebasep retenue, le second 
etant le type de 1'erreur qu'elle corrige (O : omission, I : insertion, P : 
permutation et S : substitution) ce qui nous permettra par la suite de 
reconstituer Baseg. 
On procede de la meme maniere sur les demiers caracteres de Mg mais 
pour dresser cette fois la liste des Postbasesp qui peuvent corriger des fautes 
d'omission, d'insertion, de permutation ou de substitution commises dans la 
postbase de Mg. Ainsi nous disposerons d'une seconde liste identique a la 
premiere du point de vue structure mais contenant des postbases. 
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Avec ces deux listes, on essaye de dresser une liste de triplets (Prebaseg, 
Baseg, Postbaseg) dans lesquels : 
- Prebaseg et Postbaseg proviennent respectivement de la premiere et de la 
deuxieme liste dressees auparavant et ayant satisfait au criteres de 
compatibilite entre prebases et postbases (voir liste de compatibilite en 
annexe). 
- Baseg est ce qui reste de Mg apres elimination des caracteres de debut et 
de fin corriges respectivement par Prebaseg et Postbaseg (le triplet est elimine 
s'il y a chevauchement entre la prebase et la postbase). 
Chaque fois qu'un triplet est constitue, on verifie qu'il ne s'agit pas d'une 
combinaison ayant servit a la verification. Si c'est le cas, le triplet est rejete 
sinon il fera 1'objet d'une verification dans le dictionnaire. 
Si la verification se termine par un succes, on procede a la concatenation 
des differents composants du triplet pour former un mot qui sera retenu 
comme une correction possible de Mg et on passe au triplet suivant. 
II est important de signaler qu'a ce niveau de la correction, le verification 
des triplets n'est pas pareille a la verification de Mg etudiee dans le 
paragraphe V, bien qu'il s'agisse du meme verificateur. En effet, quand il est 
appele par le correcteur, le verificateur saute ses deux premieres etapes et 
commence directement par la consultation de la liste Exception 2. 
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VL2.3. Correction de Base^ : 
Pour la correction de Baseg, on dispose de la liste des triplets resultant de 
la correction de Prebaseg et de Postbaseg et n'ayant pas satisfait a la 
verification. A cette liste on ajoute la liste des triplets obtenus par 1'etape de 
decomposition dans le processus de verification de Mg (verification qui s'est 
soldee par un echec). 
Pour chaque triplet de cette liste, on essaye de trouver dans le dictionnaire 
un mot pouvant corriger une erreur d'omission, d'insertion, de permutation ou 
de substitution commise dans Baseg (la liste Exception 1 n'est pas consultee 
du fait que ses mot n'acceptent ni prebases ni postbases). 
Pour chaque mot trouve on verifie sa compatibilite avec la Prebaseg et la 
Postbaseg du triplet. S'il est compatible on procede a sa concatenation avec 
ces derniers pour former un mot qui sera retenu comme une correction 
possible de Mg. On passe ensuite au triplet suivant jusqu'a la fin de la liste. 
V.3. CLASSIFICATION DES SOLUTIONS CANDIDATES 
Le but de cette etape est de classer les chaines candidates a la correction 
de fagon a ce que la plus plausible soit en premier. 
Pour cela nous utiliserons le coefiBcient de similarite introduit par Angell 
[Angell 83]. La chaine candidate ayant le plus fort coefiBcient de similarite 
avec Mg sera classee la premiere. 
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Le calcul du coefficient de similarite est base sur la decomposition en 
trigrammes du mot errone Mg (de taille n) et du mot candidat a la correction 
Mc (de taille ri). Cette decomposition se fait de la fagon suivante : 
Deux caracteres blancs sont inseres au debut et a la fin de Mc pour 
s'assurer que chaque caractere figure exactement dans 3 trigrammes. Le mot 
Mc peut ainsi etre represente par le vecteur (c[, c^, , cn'+2) ou chaque c{ 
est une suite de trois caracteres. 
Le mot Mg est aussi decrit par un vecteur similaire (gl, g2, , gn+2)-
Si k est le nombre des trigrammes communs a Mg et Mc (cj = gj) alors 
une mesure de similarite Sc entre Mg et M^ est donnee par la formule : 
2 * k  
S Q ~  
n + ri + 4 
VI.3. CONCLUSION 
Uapproche que nous avons adoptee dans la correction des mots errones 
permet de corriger au pius trois erreurs par mot, la premiere affectant la 
prebase, la seconde la base et la troisieme la postbase. 
Par contre, pour chaque constituant du mot, un seul type d'erreur est pris 
en compte. Une amelioration de ce correcteur consiste a prevoir la correction 
des combinaisons d'erreurs ainsi que 1'omission et 1'insertion de blancs 
(coupure et soudure de mots). 
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VIII. INTRODUCTION 
Ce travail a 6x6 effectud sur micro-ordinateur PC MicroSpot ayant les 
caracteristiques suivantes: 
Microprocesseur 
Memoire Vive (RAM) 
Capacite Disque Dur 
Systdme d'Exploitation 
386 SX a 16 Mega Hertz (MHZ). 
2 M6ga Octets (MO). 
40 Mega Octets (MO). 
DOS Version 5.0. 
Nous avons optd pour la version 4.0 de turbo-Pascal comme langage de 
programmation, pour plusieurs raisons. En efifet, notre methode de correction 
alterne la manipulation de listes, de tableaux, de fichiers et de chaines de 
caracteres, il etait donc necessaire d'utiliser un langage de programmation 
ayant une biblioth^que de proc6dures et de fonctions capables d'assurer la 
manipulation de toutes ces structures de donnees. 
Notre choix a ete aussi motive par la riche bibliotheque, de procedures et 
de fonctions graphiques, disponible avec cette version qui, nous a donne la 
possibilite d'elaborer une interface d'entree/sortie en caracteres arabes. En 
effet, des raisons de portabilite et de cout excluaient 1'utilisation du MS-DOS 
arabise. 
D'autre part, la puissance expressive de ce langage constitue un atout 
supplementaire pour la realisation d'un prototype de correcteur 
orthographique. 
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VII.2. L'INTERFACE D'ENTREE/SORTIE 
Cette interface a necessite en premier lieu, le dessin des caracteres arabes 
dans differents formats pour la constitution des fichiers fontes, et ensuite, 
1'ecriture de differentes fonctions et procedures pour remplacer celles de 
Turbo-Pascal relatives aux entrees/sorties en caracteres latins. 
Notre premier objectif etait d'avoir une interface compatible avec toutes les 
cartes video disponibles (CGA, EGA, VGA, HERCULES, etc.), et 
permettant dans tous les cas d'avoir un ecran de 25 lignes sur 80 colonnes. 
II est important de signaler que, 1'utilisation de cette interface ne nous fait 
pas perdre la possibilite d'affichage des caracteres latins. 
Pour avoir plus de details sur les procedures et les fonctions de cette 
interface voir [Gader 90] et [Ghenima 90]. 
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V1L3. LE PROGRAMME PRINCIPAL 
VII.3.1. Algorithme : 
Debut Programme 
Lire(TEXTE_A_CORRIGER) 
Tant que non fin de TEXTE A CORRIGER faire 
Former(Mg) 
Correct <- VERIFIER(Mg, Liste_Decompositions) 
Si Correct 
alors 
Ecrire(TEXTE_CORRIGE, Mg) 
sinon 
AfficherCMot incorrect ou mal orthographie :Mg) 
CORRIGER(Mg, Liste Decompositions, Sol Candidates) 
Si non Vide( Sol Candidates) 
alors 
Afficher('Suggestions :') 
t Afficher(Sol_Candidates) 
Mot Correct 4- Selectionner( Sol Candidates) 
sinon 
MotCorrect <— Mg 
[finSi 
Mot Correct <— Saisir(Mot Correct) 
Ecrire(TEXTE_CORRIGE, Mot_Correct) 
' fin Si 
ifin Tant que 
fin Programme 
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VII.3.2. Commentaires : 
Le programme que nous proposons ici accepte en entree un texte ecrit en 
graphie arabe non-vocalisee et renvoi en sortie une copie corrigee de ce meme 
texte. 
Le programme commence par former un mot. Le mot etant une suite de 
caracteres delimitee par le caractere blanc (espace) ou un separateur similaire 
(".","?", etc.). 
Pour chaque mot forme on fait appel au verificateur qui nous indiquera si 
le mot figure dans le dictionnaire ou pas. Le verificateur renvoi aussi la liste 
des decompositions possibles du mot en prebase, base et postbase. 
S'il y a echec de la verification, le mot ainsi que sa liste de decompositions 
sont fournis au correcteur qui nous fournira si possible une liste de solutions 
candidates a la correction du mot suppose incorrect ou mal orthographie. 
Cette liste, si elle n'est pas vide, est presentee a 1'utilisateur pour qu'il 
choisisse la bonne correction. Ce dernier pourra selectionner la bonne 
correction dans la liste, 1'introduire lui meme si elle n'y figure pas ou indiquer 
que le mot est bien correct ce qui voudra dire que sa non reconnaissanse par le 
verificateur est due a son absence du dictionnaire. 
Le mot correct obtenu apres 1'intervention de 1'utilisateur sera ecrit dans le 
texte resultat et le programme passe a la formation du mot suivant jusqu'a la 
fin du texte en entree. 
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VII.4. LE VERIFICATEUR ORTHQGRAPHIOUE 
VII.4.1. Aigorithme de verification : 
Fonction VERIFIER(Mg, Liste Decompositions): Booleen 
Debut Verifier 
Mg <- TraitementPreliminaire (Mg) 
Trouve <- Consultation(FExcep 1, Mg) 
Si non Trouve 
alors 
Trouve <— Consultation(FExcep2, Mg) 
Si non Trouve 
alors 
Trouve <- Analyser(Mg, Liste Decompositions) 
[finSi 
fin Si 
VERIFIER <- Trouve 
fin Verifier 
Fonction Consultation(FExcep, Mot): Booleen 
Debut Consultation 
Trouve <— faux 
Tant que non fin de FExcep et non Trouve faire 
Lire(FExcep, Art FExcep) 
Trouve <- (Art FExcep.Excep = Mot) 
Ifin Tant que 
Consultation <- Trouve 
fin Consultation 
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Fonctiofi Analyser(Mg, Liste_Decompositions): Booleen 
Debut Analyser 
Decomposer(Mg, Liste_Decompositions) 
Trouve <— faux 
Tant que non fin de Liste Decompositions et non Trouve faire 
Lire(Liste_Decompositions, Proclg, Prefg, Baseg, Su£fg, Enclg) 
Trouve <- Recherche_Dico( Proclg, Prefg, Baseg, Suffg, Enclg) 
[fin Tant que 
Analyser <— Trouve 
fin Analyser 
Fonction Recherche_Dico(Procl, Pref, Base, Suf£ Encl): Booleen 
Debut Recherche Dico 
Si Consultation(FExcep2, Base) 
alors 
Recherche Dico <- Compatible_N(Art_FExcep2 .NBasN, Pref, Suff) 
sinon 
Racines Candidates(FRacine, Base, List NRac) 
Si Rech_FBasNom(List_NRac, Pre£ Base, Suff) 
alors 
Recherche Dico vrai 
sinon 
Trouve <— Rech_FVerbe(List_NRac, Procl, Pref, Base, Suff, Encl) 
fin Si 
fin Si 
fin Recherche Dico 
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Fonction Rech_FBasNom(List_NRac, Pre£, Base, Sufi) 
3ebut RechFbasNom 
Trouve <- faux 
Tant que non fin List NRac et non Trouve faire 
Lire(List_Nrac, Numero) 
List Bas Nom <- Selection(FBasNom, Numero) 
Tant que non fin de List Bas Nom et non Trouve faire 
Lire(List_Bas_Nom, Art FBasNom) 
List Form Nom <- Synthese_Nom(Art_FBasNom) 
Trouve <- Recherche(List_Form_Nom, Pref + Base + Suff) 
Ifin Tant que 
Ifin Tant que 
fin Rech FBasNom 
Fonction Rech_FVerbe(List_NRac, Procl, Pref; Base, SufiC Encl) 
Debut RechFVerbe 
Trouve <- faux 
Tant que non fin ListNRac et non Trouve faire 
Lire(Liste_Nrac, Numero) 
Liste Verbes <— Selection(FVerbe, Numero ) 
Tant que non fin de Liste_Verbes et non Trouve faire 
Lire(Liste_Verbes, Art FVerbe) 
Si Compatible_V(Art_FVerbe, Procl, Encl) 
alors 
List Form Verb <- Synthe se Verb(Art FVerbe) 
Trouve <— Recherche(List_Form_Verb, Pref + Base + Suff) 
[finSi 
Ifin Tant que 
Ifin Tant que 
fin RechFVerbe 
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VII.4.2. Commentaires : 
La verification d'un mot commence par le traitement preliminaire qui a 
pour but de compacter le mot au maximum et de remplacer chacun de ces 
caracteres par la graphie de ce meme caractere retenue pour la representation 
des donnees dans le dictionnaire. 
La consultation des fichiers exceptions FExcepl et FExcep2 se fait par 
comparaison de leurs mots avec le mot obtenu apres le traitement 
preliminaire. Si ce mot figure dans l'un des deux fichiers, la verification 
s'arrete et la fonction VERIFIER prend la valeur vrai sinon elle se poursuit par 
l'appel de la fonction Analyser a qui on fournit le mot a analyser est qui renvoi 
la liste des decompositions possibles du mot ainsi qu'une valeur logique vrai 
ou faux suivant le succes ou 1'echec de 1'analyse. 
L'analyseur commence par dresser la liste des decompositions possibles 
du mot en proclitique(s), prefixe, base, suffixe(s) et enclitique(s), ceci et fait 
grace aux listes de leurs combinaisons possibles ainsi que leurs listes de 
compatibilite dont nous disposons en memoire. 
La suite de Panalyse consiste a essayer de valider 1'une des decompositions 
ainsi obtenues. 
La fonction Compatible_N permet de verifier la compatibilite entre le mot 
trouve dans le fichier FExcep2 et le prefixe et le suffixe de la decomposition 
en cours de verification. Ceci n'est fait que quand le mot trouve possede un 
pointeur vers le fichier des bases nominales. 
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La procedure Racines Candidates permet a partir de FRacine de retenir 
une liste (List NRac) des numeros des racines, dont chacune contient au 
moins une consonne radicale de la base (Base) de la decomposition en cours 
de verification. Cette liste sert a minimiser le temps de recherche dans le 
fichier des bases nominales et celui des verbes. 
La fonction Selection permet d'extraire une liste de bases nominales a 
partir du fichier FBasNom pour lesquels le numero de racine (NRac) est egal 
a Numero. Pour le fichier FVerbe, cette meme fonction donne la liste des 
verbes dont le numero de racine est egal a Numero. 
La fonction Compatible_V permet de ne pas traiter les verbes dont les 
descripteurs DBV4, DBV5 ou DBV6 ne sont pas compatibles avec le 
proclitique et 1'enclitique (Procl et Encl) de la decomposition en cours de 
verification. 
Pour une base nominale donnee, la fonction Synthese Nom donne la liste 
de toutes les formes nominales de celle-ci. Cette synthese est faite moyennant 
les fichier rattaches au fichier FBasNom. 
Quant a la fonction Synthese Verb elle permet d'avoir toutes les formes 
verbales d'un verbe donne par 1'utilisation des fichiers rattaches au fichier 
FVerbe. 
Pour avoir plus de details sur le principe et les algorithmes de ces 
synthetiseurs nominaux et verbaux nous vous renvoyons aux travaux de M. 
GHENIMA [Ghenima 92]. 
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VII.5. LE CORRECTEUR ORTHQGRAPHIOUE 
VII. 5.1. Algorithme de correction : 
Module CORRIGER (Mg, Liste Decompositions, Sol Candidates) 
Debut Corriger 
Si Taille (Mg) <= Taille (Plus_Long_Mot_De_FExcepl) + 1 
alors 
Correction_Mg(Mg, Sol Candidates) 
fin Si 
Determine_Prebases_Corrigees(Mg, ListeA) 
Determine_Postbases_Corrigees(Mg, ListeB) 
Combiner(Mg, ListeA, ListeB, Liste Decompos Corrigees) 
Tant que non fin de ListeDecomposCorrigees faire 
Lire(Liste_Decompos_Corrigees, Proclc, Pref^, Basec, Sufi^, Enclc) 
Si Recherche_Dico( Proclc, Pref^, Basec, Sufi^, Enclc) 
alors 
Ajouter(Sol_Candidates, Proclc+Pref^+Basec+Sufi^+Enclc) 
fin Si 
Ifin Tant que 
Concat_Listes(Liste_Decompositions, Liste Decompos Corrigees) 
Tantque non fin de Liste Decompositions faire 
Lire(Liste_Decompositions, Proclg, Prefg, Baseg, Sufig, Enclg) 
Corriger_Baseg(Proclg, Prefg, Baseg, Suffg, Enclg^ Sol Candidates) 
Ifin Tant que 
T rier( SolCandidates) 
fin Corriger 
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Module Correction_Mg(Mg, Sol Candidates) 
Debut CorrectionMg 
n <— Taille(Mg) 
Tant que non fin de FExcepl faire 
Retenir <— faux 
Lire(FExcepl, Art FExcepl) 
Cas Taille(Art_FExcepl) de 
n - 1 : Retenir Test_Insertion(Mg, Art FExcepl) 
n + 1 : Retenir <— Test_Omission(Mg, Art FExcepl) 
n : Retenir <- Test_Permutation(Mg, Art FExcepl) 
Si non Retenir 
alors 
Retenir <- Test_Substitution(Mg, Art FExcepl) 
fin Si 
fin Cas 
Si Retenir 
alors 
Ajouter( Sol Candidates, Art FExcepl) 
fin Si 
Ifin Tant que 
fin Correction Mg 
VII.5.2. Commentalres: 
Le module Correction Mg permet d'effectuer une tentative de correction 
rapide du mot errone en supposant que ce dernier n'est pas decomposable. 
Pour cela il est compare aux mots du fichier FExcepl quand sa taille n'excede 
pas celle du plus long mot de ce fichier, de plus d'un caractere. 
63 
VII. REALISATION INFORMATIQUE 
Le module Determine Prebases Corrigees dresse la liste (ListeA) des 
prebases sesceptibles de corriger des erreurs d'omission, d'insertion, de 
substitution ou de permutation commises sur les caracteres de debut du mot 
Mg. Le meme travail est fait sur les caracteres de fin de Mg par le module 
Determine_Postbases_Corrigees, dans le but de dresser la liste des 
postbases (ListeB). 
Une fois les deux listes dressees, le module Combiner permet de former 
la liste des decompositions corrigees, dont chaque combinaison contient une 
prebase est une postbase compatibles issues respectivement de ListeA et de 
ListeB, le troisieme element etant ce qui reste de Mg apres son amputation du 
couple prebase et postbase erronees. 
Les fonctions Test lnsertion, Test Omission, Test Permutation et 
Test_Substitution acceptent comme donnees deux mots et renvoient comme 
resultat une valeur logique vrai si le deuxieme mot corrige respectivement une 
erreur d'insertion, d'omission, de permutation ou de substitution commise 
dans le premier (premier argument). 
Le module Corriger_Baseg permet de trouver des corrections possibles 
de la base du mot et de valider ces corrections avec le reste des constituants de 
la decomposition. Ceci est fait pas la consultation du fichier FBasNom et du 
fichier FVerbe. Ghaque correction obtenue est ajoutee a la liste des solutions 
candidates. 
La fonction du module Trier est de classer les solutions candidates en 
utilisant le coefficient de similarite decrit dans le paragraphe V.3. 
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VTI.6. CONCLUSION 
Nous avons essaye de decrire dans cette partie, le principe et les 
algorithmes de quelques procedures et ibnctions principales du programme de 
verification et de correction orthographique que nous avons realise. 
Pour des raisons de brievete et de clarte dans la description faite de ces 
algorithmes, des traitements complexes ont ete remplaces par des appels de 
procedures ou de fonctions dont les algorithmes n'ont pas ete detailles. En 
effet, la procedure Determine_Prebases_Corrigees par exemple, dont le 
principe est pourtant simple, necessite le developpement d'un algorithme 
d'une trentaine de lignes. 
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Pour conclure sous forme d'un resum6 mettant en ^vidence les points 
importants de notre travail, nous pouvons dire que nous avons degage et 
montrd la faisabilitd de l'automatisation de la verification et de la correction 
des fautes dans les textes arabes non-vocalises. II s'agit, en fait, d'un travail 
pluridisciplinaire qui montre bien tout ce que peut apporter une collaboration 
entre informaticiens et linguistes. 
A son etat actuel, le systeme auquel nous avons abouti, permet de verifier 
les textes sur le plan lexical par d^composition de ses mots en prdbases, bases 
et postbases, et de corriger un type d'erreur par constituant, ce qui permet 
donc, de corriger au plus trois erreurs par mot. 
Les perspectives d'avenir consistent k am&iorer la version actuelle pour 
tenir compte des combinaisons de types d'erreurs et des cas de soudure ou de 
coupure de mots, qui, pour des contraintes de temps, n'ont malheureusement 
pas ete traites. 
La methode de verification et de correction que nous avons adopte 
n'exclut pas la possibilit6 dfavoir plusieurs lexiques. Ceci est interessant en 
pratique, car il est ainsi possible d'ajouter des lexiques propres a chaque 
domaine d'application. Par exemple, le traitement des sigles ou des autres 
termes speciaux dans la correction des requetes d'interrogation pourra se faire 
au niveau du lexique de 1'application qui sera mis djour par 1'utilisateur. 
D'autre part, la structure et Vorganisation du dictionnaire utilis6 par notre 
systeme, nous permet, avec quelques legeres modifications, de traiter les 
textes vocalis^s et aussi de ne pas se contenter de trouver des mots ou formes 
66 
CONCLUSION GENERALE 
exacts, et des voisins en cas d'erreurs, mais de delivrer avec chaque forme 
trouvee le ou les codes grammaticaux correspondants, ce qui p>ermet 
d'envisager des traitements superieurs au simple niveau lexical. 
En effet, si au stade actuel les fautes de nature grammaticale n'ont pas ete 
traitees, une application visee consiste a developper autour de ce correcteur 
un environnement de connaissances syntaxico-semantiques, pour passer de la 
verification et la correction du mot a la verification et la correction de la 
phrase. 
Pour finir, nous nous excusons aupres de nos chers lecteurs de 1'absence 
de donnees statistiques sur les performances de notre systeme de verification 
et de correction. Ceci sera possible des la fin des tests que nous sommes en 
train de realiser sur des corpus de textes arabes tirees de quelques journaux 
tunisiens ecrits dans cette langue. 
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Rcsultats de Fetude typologique et statisrique des erreurs 
orthographiques IHamadou 87] 
Cette etude a ete effectuee dans un contexte de dictee. Elle a concerne 
une population de 1200 eleves repartis sur les classes de llcrc, 2lcmc et 
^ieme annee de 1'enseignement secondaire. 
Tableau des frequences moycnnes et reiatives 
i U l»Jt — j  
j b  .g.1 - ^.1 
i>u! / 
.U^-Vi / 
/ / l—ti)Jl * V V v 
ol?>l 
a,>Ji .LUl 
jL-aJl, 
.UJI iy—kl 
"  j  1 8 . 3 6  5 , 0 2  1 6 , 4 3  1 4 , 1 3  2  , 2 0  1 4 , 4 5  4 , 1 2  y '  J- 1 JW 
o  
1  5  i 3  U  4 , 1 8  1 3 , 6 9  M  , 8 1  1 , 8 3  1 2 , 0 4  3 , 4 3  
'U 
_ L! J 
i\ 1 » ^U/jl obSUl 
/t-
J'>' 
j_^Ji 
" 
j»u! Z 
.U^Vl / 
/ /V 
oij— 
<. jlidl jy.....ll * 1 •»/ 
I  U 0 9  2 . 8 7  6 , 8 7  2 , 2 6  3 , 4 2  1 8 , 4 2  
0 , 3 4  yl ^ Jl J Jjv 
9  . 2 4  2 , 3 9  5 , 7 3  1  , 8 8  2 , 8 5  1 5 , 3 5  0 . 2 9  
^l yl^l 
Influence du niveau de connaissances 
Jv ,1. u„li 
ili! / 
lUe^Vl^/ 
^—^L£ H  
ol5>i 
ilykll 
• ...aillj 
.lUl 
JU AJ I J 
.til ;>AI 
VJ SJ 
JFC 00 VI 
VI 
w tu 
su 
tiE 
1 , 6  1  1 , 2 3  2 , 3 7  1 , 5 1  0 , 7 4  1  , 0 4  0 . 0 5  
i j-jji 
1  k 9 1  0 , 3 7  1 , 8 6  1 , 1 6  0 , 2 6  0 , 8 3  
0 . 0 4  2 j-JJI 
K  1 1  0 , 5 2  1 , 3 7  1 , 0 3  0 , 2 0  0 , 5 8  0 . 0 3  
3 ^ 
<LU 
:I L l i  cUJVI LUSUI 
j^ 
j'>M 
^i^l 
y*a Vl 
LjULd.! i  j— (OUI 
illii 
»Uo>-Vl^/ 
/ 
/ Ol_r—" 
0 , 7 1  0 , 3 0  0 , 4 3  0 , 5 8  1  , 4 8  0 , 6 7  0 . 0 5  
1 ^ -I-JJl 
0 . 5 1  0 , 2 2  0  ,  4 4  0 , 3 0  0 , 9 1  0 , 5 1  0 . 0 3  
2 -^1 
0 , 3 2  0 . 1 0  0 , 3 2  0 , 1 4  0 , 3 0  0 , 3 9  0 . 0 4  
3 ^ JrUJI 
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Listcs des Proclitiqucs et Prcfixes 
Proc1 i r iques 
, J , JS « ,< . i 
J LS,, , J1 . J 1 
S i ,  i .  j i ,  j i 
jji . j j. 1 
mUi 1 
£ j , j_« . jjt * . 
• "  & .  n ^i * , .  JJ 
j LS .  j l , j u . J lj 
jjj 4 jjj . ju 
-<—6 1 . jaJ 1 . w j i 
J Lm/ J , J LS^ , J Ui 
Pref i xe s 
listes des Sufflxes et Enciitiques 
S n f f i  x e s  
O 1 md 
jj 
. b 
\ , 1 
b , : I 
Ldw i 
En c 1 i t i ques 
Ls 
L.l 
b 
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IJste de compatibilite Proclltiqucs-Prefixcs 
mmt - - 1 U i d 
Pr ef , 
Pr>oe 1 . 
- - - 1 U i d 
Pref . ^ 
^/^Procl . 
4 4 4 4 4  V + 4 4 - 1" U i de 
4 4 4 4 4 j> i  4 4» 4 _ + i  
4  i  4  4  4  - "f J 
4 <i  4 4 4 4 Oi 
4 4 4  4 ^  i  4 -J 
4 - > \  4 < 
4 i j  4 4 4 4 4 J  
4 4 4  4 4  4  4  4  4 
4  4  4  4 4 J  1 
4  -H 4 4 4  4 4 J  i  
4  4 4 4 4 4 JLi 
4 JUJ 4 4 4 4 
4  J  l j  4 JJ 
4 J  U 4 z<j i  ^  
4 J  L 4 4 4 4 J^s i 
4  J  L< 4  ->J i 
4  J  L<- 4 4  4 4 4 f J j  i j  
4 J  LS j  4 4 4 4 4 JLi i 
4  J  LJ - JJ j  
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Listc dc compatibilitc Suffixes-Enclitiqucs 
L J -i  L->. Lt u i  a  
+ - - - «f  -r 4 T - •* - U i de 
4 4 -* - 4 4 4 - 4 4 4 -
4 4 4 4  4  4  4  4  + 4 4 4 jj 
4 4 4 4  4 4 4  4  4 4 4  4 L 
4 4 4 4  4 4  4 4 4  4 4  j 
4 4 4 4  4 4  4 4 4 4 w 1 
4  4  4  4 4 4  4 4  4  4 u 
4 4  4  4 4  4 4 4 4 
4  4  4 4 4 4 4 4  4 4 1 
4  4  4  4  4 4 4 4 L 
4 4 4 4  4 4  4 4  JU.-J 
4  4  4  4 4  4  4  4  JS 
4 4 4  4 4  4 4 L.-J 
4  4  4 4  4 4 
4 4 4 4 4 4 4 4 4 j  1 
4  4  4  4  4  4  
4 o  
4 «4-, 
4  u  ^
— h 
4 
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Listc dcs Prebases 
(Proclitiques + Preilxes compatibles) 
C  3  < J L >  
C  J  ( \ \  3 j  <  2  )  
c li 1j ] < 3 ) 
UJ J Uj iujj i U J i  t u i  U i I i i  i ii ii 
] < 4) 
C U U i IMJ 
1>«J J u-h j-1 JprtJ 1 
jjj i j-^ i ^ i i  j,<i ji ] < 5 ) 
ijJ j ijj*u <>* 
,jj*UC 1 ,^JJ i , ^ 1  • j j i  , » 1  ] < 6 )  
C „ ^  4-1 
WWAl J wJ J w J •JJVAJ i wjJ i •wlw i w J i  cj i wj i ai ] < 7 ) 
C : WJ w »**a i.t^ wJ 
C Jw Jj J 
] < 8 ) 
C JJJ rJ-J J ] < 9 ) 
C J LS J LSJ ,J U J LSj ,J lj J I ] (18) 
C J LJ ,J L 1 <ii) 
[  l i  J j  J  ]  < 1 2 )  
C w-J w j  w ] < 1 3 )  
j ^ J j i  U j  i  , J j  i  w j i  d  i  _ , i  J  i  , J i  , . J  L S w  j  ]  < i 4 >  
C J-fl i i swJ j 1 i^jJ j i 
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Liste dcs Postbases 
(Suffixes + Enclitiques compatibles) 
b 
l.s jj» 
E J bu. 
aJO 
C l  < i )  
d  3  ( 2 )  
] c 3 ) 
L,Jw J j Ljw _1 _#~Jw < dJ i < f j-l I ] < 4) 
C Ljw b j i 
.  j? J  <j 5 Ljxj. I JJO bj. i  u j  ]  < 5 >  
C LcJ% I 
C Ljs j jjsj 
ls> i i <3 i | ] < 6) 
C  ]  < ? )  
c uh< ] < 8 ) 
C I d I cLj 1 < 9) 
C  ^ j  d ,  ]  < i 0 )  
r , < •, L fC. 1 
LjSu 
I L\j 
j d_ij ] <ii) 
] <12) 
C c I 
^ d_, 
o  ]  < 1 3 )  
C j b ] <i4) 
=* b >:< b b b b 
J l—> /•'«% b <3 b L„*l 
L b_/ , «ww <3—' wL*j ^jw 
b  d b  b  b  ]  < i 5 >  
C Ljs b b b? b 
bsww /.vX^w 1'< i, ]  <16) 
^ b L^ b ^ < b jS b 
f^-75 Ltw <3 Ljj Lj Ljo jpsj 
C LJS Lw ^w I ^ I b^- I <ljw I 
< .. 
b*w I a». L 
] <17) 
^ UL'W 
4- j-j J 4 ^ 4-ij <u.j L.^j biw ] <i8) 
U5jw.w j-^w i>- I j-~< I ^b I I I LJ%J; I 
I bjXw '4-' ^3 JZ:w ^ >-w L Jo J^w djUlw ] <19) 
Ljs. il JS I 
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liste de compatibilite Prebases-Postha«»< 
12 
I 11 
10 9 8 7 6 5 4 3 2 1 Prebases 
+ + + + + + + + + + + + 1 
+ + + + + + + + 2 
+ + + + + 3 
+ + + + 4 
+ + + + + + 5 
+ + + + + + 6 
-f- + 4" + + + + 7 
+ + + + + + 8 
+ + + 9 
+ + + + 10 
+ + 11 
+ + + 12 
+ + + + + + + 13 
+ + + 14 
+ + + + 15 
L + 16 
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