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ON THREE DIMENSIONAL MULTIVARIATE VERSION OF
Q-NORMAL DISTRIBUTION AND PROBABILISTIC
INTERPRETATIONS OF ASKEY–WILSON,
AL-SALAM–CHIHARA AND Q-ULTRASPHERICAL
POLYNOMIALS .
PAWE L J. SZAB LOWSKI
Abstract. We study properties of compactly supported, 4 parameter
(ρ
12
, ρ
23
, ρ
13
, q) ∈ (−1, 1)×4 family of continuous type 3 dimensional distri-
butions, that have the property that for q → 1− this family tends to some
3 dimensional Normal distribution. For q = 0 we deal with 3 dimensional
generalization of Kesten–McKay distribution. In a very special case when
ρ12ρ13ρ23 = q all one dimensional marginals are identical, semicircle distri-
butions. We find both all marginal as well as all conditional distributions.
Moreover, we find also families of polynomials that are orthogonalized by these
one-dimensional margins and one-dimensional conditional distributions. Con-
sequently, we find moments of both conditional and unconditional distributions
of dimensions one and two. In particular, we show that all one-dimensional
and two-dimensional conditional moments of, say, order n and are polynomi-
als of the same order n in the conditioning random variables. Finding above
mentioned orthogonal polynomials leads us to a probabilistic interpretation
of these polynomials. Among them are the famous Askey-Wilson, Al-Salam–
Chihara polynomials considered in the complex, but conjugate, parameters, as
well as q-Hermite and Rogers polynomials. It seems that this paper is one of
the first papers that give a probabilistic interpretation of Rogers (continuous
q-ultraspherical) polynomials.
1. Introduction
The purpose of this note is double. Firstly, to present a further step in the
search for the non trivial generalizations of the Normal (Gaussian) density. The
unique properties of the Normal distribution are well known and found to be useful
in many, not only stochastic, applications. Let us mention only one such property
that is in fact well known, however, is less popularized and which is one of the most
useful. Namely, all conditional mixed moments are polynomials of the same order
in the conditioning random variables. To formulate it precisely, let us introduce
the following notation. Let F denote some set of indices, then σ(Xj , j /∈ F) we
mean the σ−field generated by all random variablesXj whose indices do not belong
the set F . Now the property in question can be expressed in the precise fashion.
Let us assume that a vector (X1, ..., Xn) has joint Normal distribution. Let F
be a subset of {1, ..., n} , then the conditional expectation given by the expression
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E(
∏
i∈F X
mi
i |σ(Xj , j /∈ F)) is a polynomial of order
∑
i∈F mi in Xj , j /∈ F . The
above mentioned property happens to all nontrivial subsets F that is why we will
say that Normal distribution has polynomial conditional moments property (PCM).
This beautiful property has numerous applications is the theory of Gaussian sto-
chastic processes. In particular, is strongly reflected in the properties of Wiener
and related processes whose role in the contemporary analysis is difficult to over-
estimate.
The second intention of this note is to give a probabilistic interpretation of cer-
tain, well known in other areas of mathematical analysis, families of orthogonal
polynomials. More precisely, we mean certain families of polynomials that appear
in the so called q−series theory and are related to the so called Askey-Wilson poly-
nomials. There were many interpretations of these polynomials in combinatorics
(to mention only works of Sylvie Corteel). It was a great surprise to R. Askey to
discover that the so called q−Hermite polynomials have nice probabilistic interpre-
tation shown in the work of W. Bryc [2]. To the astonishment of R. Askey there
was no q in the original formulation of the probabilistic problem. Later using the
same model Bryc, Matysiak and Szab lowski were able to interpret probabilistically
the so called Al-Salam–Chihara polynomials. For details, see [9].
We are not that smart as W. Bryc and are not able to eliminate a variable
q from the formulation of the problem. However, we are able to define a three-
dimensional, compactly supported, continuous type distribution, calculate its all
marginal unconditional as well as conditional distributions. Moreover, we are able
to find conditional moments and show that the analyzed distribution has PCM
property.
We are also able to find polynomials that are orthogonalized by the one-dimensional
marginals (Rogers polynomials) and by the one-dimensional conditional X |(Y =
y, Z = z) (Askey–Wilson polynomials).
We notice also that as the two-dimensional marginals appear products of the
so called q−conditional normal (q−CN) distribution analyzed say in [4] and, as
mentioned above, as one-dimensional marginal Rogers distribution. As a special
case we get either the so called generalized Kesten–McKay (recently analyzed in
[12]) or the semicircle distributions. Both of them have numerous applications.
Especially the semicircle distribution and related distributions lie in the center of
the so called free probability a branch of non-commutative probability recently
dynamically developing.
The paper is organized as follows. In the next section we introduce the analyzed
density. Next we introduce notation that describes it briefly. Then in subsection
2.2 we provide definitions of the families of polynomials that will appear in the
sequel and also some auxiliary facts concerning them.
Section, 3 presents our main results. It consists of two subsections the first one
presenting marginal distributions and the families of polynomials that are orthog-
onal with respect to them and the second presenting conditional distributions and
families of polynomials orthogonal with respect to them. In particular, we are able
to prove there PCM property of the analyzed distribution. The last Section, 4
presents some remarks and poses some open problems.
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2. Multivariate density
We will study the following 3−dimensional density:
f3D(x, y, z|ρ12, ρ13, ρ23, q) = fN (x|q) fN (y|q)fN (z|q)
× C3D
(
ρ212
)
∞
(
ρ213
)
∞
(
ρ223
)
∞∏∞
i=0(ωq (x, y|ρ12qi)ωq (x, z|ρ13qi)ωq (y, z|ρ23qi))
,
where
fN(x|q) = (q)∞
√
1− q
√
4− (1 − q)x2
2pi
∞∏
i=1
lq
(
x|qi) ,
with
lq (x|a) = (1 + a)2 − (1− q)ax2,
ωq (x, y|ρ) = (1− ρ2)2 − (1− q)xyρ(1 + ρ2) + (1− q)ρ2
(
x2 + y2
)
,
|q| , |ρ12| , |ρ13| , |ρ23| < 1, |x| , |y| , |z| ≤ 2/
√
1− q, and C3D is a suitable constant.
Symbol (a)n will be explained below.
Properties, alternative forms and ways of simulation of fN were presented in [4].
Ismail et al. in [3] proved rigorously that fN(x|q)→ 1√2pi exp(−x2/2) as q → 1−.
2.1. Notation. We will use the following denotations
[0]q = 0, [n]q = 1 + ...+ q
n−1, n ≥ 1,
[n]q! =
{
1 if n = 0∏n
i=1[i]q if n ≥ 1
, S (q) =
{
[− 2√
1−q ,
2√
1−q ] if |q| < 1
R if q = 1
,
[
n
k
]
q
=
{
[n]q!
[k]q ![n−k]q ! if 0 ≤ k ≤ n
0 if otherwise
and the so called q−Pochhammer symbol:
(a)j =
{ ∏j
k=1(1− aqk−1) if j ≥ 1
0 if j = 0
.
Let us note that f3D is nonnegative on the cube S(q)
×3. Hence it can be viewed
as a density.
It is obvious to notice that
(q)n = (1 − q)n[n]q!.
For q = 0 we have
f3D(x, y, z|ρ12, ρ13, ρ23, 0) = C3D
√
(4− x2)(4 − y2)(4− z2)
ω0(x, y|ρ12)ω0(x, z|ρ13)ω0(y, z|ρ23)
,
which is a variation of the multivariate generalization of Kesten–MacKay distribu-
tion (compare [12] formula 2.8 ), while by taking q → 1− we arrive at 3 dimensional
Normal distribution with zero expectations and the following variance-covariance
matrix : 

1+r
1−r
ρ12+ρ13ρ23
1−r
ρ13+ρ12ρ23
1−r
ρ12+ρ13ρ23
1−r
1+r
1−r
ρ23+ρ12ρ13
1−r
ρ13+ρ12ρ23
1−r
ρ23+ρ12ρ13
1−r
1+r
1−r

 ,
where r = ρ12ρ13ρ23. This fact follows (3.5), (3.6) and the properties of the function fN (x|q).
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2.2. Some auxiliary facts. The following facts were selected from [1], [6] and [5].
We will use the following families of orthogonal polynomials:
2.2.1. q−Hermite polynomials {Hj(x|q)}j≥−1. They satisfy the following recursive
equations:
Hn+1(x|q) = xHn(x|q)− [n]qHn−1(x|q),
with H−1(x|q) = 0, H0(x|q) = 1. They are orthogonal with respect to the density
fN(x|q) i.e. we have:
(2.1)
∫
S(q)
Hi(x|q)Hj(x|q)fN (x, q)dx = δij [i]q!,
where δij is the Kronecker’s delta. In the sequel the following Poisson-Mehler
summation formula will be of great help:
(2.2)
(
ρ2
)
∞∏∞
i=0 ωq (x, y|ρqi)
=
∑
j≥0
ρj
[j]q !
Hj(x|q)Hj(y|q),
valid for all |ρ| < 1, x, y ∈ S(q).
Notice that we have useful formula:
(2.3)
∑
j≥0
(ρq)j
[j]q !
Hj(x|q)Hj(y|q) = ωq(x, y|ρ)
(1 − ρ2)(1− ρ2q)
∑
j≥0
ρj
[j]q !
Hj(x|q)Hj(y|q),
for all |ρ| < 1, x, y ∈ S(q), since (q
2ρ2)
∞∏
∞
i=0
ωq(x,y|ρqi+1) =
ωq(x,y|ρ)
(1−ρ2)(1−ρ2q)
(ρ2)
∞∏
∞
i=0
ωq(x,y|ρqi) .
Generalizations of (2.2) and their consequences are presented in [10].
The following formula will also be of help:
Lemma 1. We have∫
S(q)
Hk(x|q)Hm(x|q)Hn(x|q)fN (x|q)dx =(2.4) 

0 if
k +m+ n is odd or
k +m < n or k + n < m
or n+m < k
[m]q![n]q ![k]q !
[m+n−k
2
]q ![
m+k−n
2
]q ![
n+k−m
2
]q!
if otherwise
.
Proof. We use linearization formula 3.13 of [6]. It is obvious that the value of the
integral is nonzero when n +m − 2j = k for some j ≥ 0, which means m + n + k
must be even and n+m ≥ k. Note that formula must be symmetric with respect to
m,n, k. Then this value is equal to
[
n
n+m−k
2
]
q
[
m
n+m−k
2
]
q
[n+m−k2 ]q![k]q! which is equal
to (2.4). 
2.2.2. Al-Salam–Chihara polynomials {Pn(x|y, ρ, q)}n≥−1. They satisfy the follow-
ing recursive equations:
(2.5) Pn+1(x|y, ρ, q) = (x− ρyqn)Pn(x|y, ρ, q)− (1− ρ2qn−1)[n]qPn−1(x|y, ρ, q),
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with P−1(x|y, ρ, q) = 0, P0(x|y, ρ, q) = 1. They turn out to be orthogonal with
respect to the following densities:
(2.6) fCN(x|y, ρ, q) = fN (x|q) (ρ
2)∞∏∞
i=0 ωq(x, y|ρqi)
.
That is we have:∫
S(q)
Pn (x|y, ρ, q)Pm (x|y, ρ, q) fCN (x|y, ρ, q) dx =
{
0 when n 6= m(
ρ2
)
n
[n]q! when n = m
.
Moreover, we know that the densities fCN have the following interesting property
(Chapman–Kolmogorov property):
(2.7)
∫
S(q)
fCN (x|y, ρ1, q) fCN (y|z, ρ2, q) dy = fCN (x|z, ρ1ρ2, q) .
Probabilistic aspects of Al-Salam–Chihara polynomials are presented in [9].
Notice that for q → 1− we have ∀n ≥ 0 :
Pn(x|y, ρ, q)→ Hn( x− ρy√
1− ρ2 )(1− ρ
2)n/2
and Hn(x|q)→ Hn(x), where Hn denotes the so-called probabilistic Hermite poly-
nomials i.e. monic, orthogonal with respect to exp(−x2/2). Consequently we deduce
that
fCN(x|y, ρ, q)→ exp(− (x− ρy)
2
2(1− ρ2) )/
√
2pi(1− ρ2,
as q → 1− by (2.6).
Remark 1. Observe that making use of the density fCN as well as (2.2) we deduce
that f3D can be presented in one of the following two equivalent forms:
(2.8)
f3D(x, y, z|ρ12, ρ13, ρ23, q) = C3DfCN (x|y, ρ12, q)fCN (y|z, ρ23, q)fCN (z|x, ρ13, q).
and also that:
f3D(x, y, z|ρ12, ρ13, ρ23, q) = C3DfN(x|q)fN (y|q)fN (z|q)(2.9)
×
∑
j,k,l≥0
ρj12ρ
k
23ρ
l
13
[j]q![k]q![l]q!
Hj(x|q)Hj(y|q)Hk(y|q)Hk(z|q)Hl(x|q)Hl(z|q).
Hence we see that for q → 1− the density f3D(x, y, z|ρ12, ρ13, ρ23, q) tends to
the density of Normal distribution with the variance-covariance matrix given in the
introduction above.
2.2.3. Continuous q−ultraspherical (Rogers) polynomials. Name Rogers polynomi-
als will be used for brevity. By Rogers polynomials it is meant (see e.g. [1]) family
of polynomials {Cn(x|β, q)}n≥−1 defined by the following three term recurrence :
(2.10) 2x(1−βqn)Cn(x|β, q) = (1−qn+1)Cn+1(x|β, q)+(1−β2qn−1)Cn−1(x|β, q),
with C−1(x|β, q) = 0, C0(x|β, q) = 1, |β| < 1. In fact we will need these polynomials
modified in the following way:
(2.11) Cn(x|β, q) = (1− q)
n/2(β)n
(q)n
Rn(
2x√
1− q |β, q).
6 PAWE L J. SZAB LOWSKI
By inserting (2.11) into (2.10) and denoting y = 2x√
1−q , and canceling out (β)n+1(1−
q)(n+1)/2/(q)n, finally after little algebra, we end up with the following three term
recurrence:
(2.12) yRn(y|β, q) = Rn+1(y|β, q) + [n]q (1− β
2qn−1)
(1− βqn−1)(1 − βqn)Rn−1(y|β, q),
since (β)n+1 = (β)n (1− βqn), (q)n = (q)n−1(1− qn), [n]q = (1− qn)/(1− q). It is
known also (see e.g. [6](2.37) or in non modified form [1](13.2.4)) that the measure
that makes these polynomials orthogonal has the following density:
(2.13) fR(x|β, q) = fN(x|q) (β
2)∞
(β)∞(βq)∞
∏∞
i=0 lq(x|βqi)
.
To simplify notation we will call distribution with the density fR the Rogers dis-
tribution. Notice that it is symmetric.
Note also that when β = q then the equation (2.12) is simplified to
yRn(y|q, q) = Rn+1(y|q, q) + 1
1− qRn−1(y|q, q).
Hence Rn(y|q, q) = Un(y
√
1− q/2)/(1− q)n/2, where Un(x) denotes the Chebyshev
polynomial of the second kind, since polynomials {Un} satisfy the following three
term recurrence:
2xUn(x) = Un+1(x) + Un−1(x),
with U−1(x) = 0 and U0(x) = 1. Consequently one can see that
fR(x|q, q) =
√
1− q
√
4− (1 − q)x2
2pi
,
x ∈ S(q).
It is worth to mention the following formula :
(2.14)
∑
i≥0
ri
[i]q!
Hi+k(x|q)Hi+m(x|q) =Wk,m(x|r, q) ×
∑
i≥0
ri
[i]q!
Hi(x|q)Hi(x|q).
where Wk,m(x|r, q) is given by the following formula:
(2.15) Wk,m(x|r, q) =
k∑
s=0
q(
s
2)(−r)s(r)m+s
(r2)m+s
Hk−s(x|q)Rm+s(x|r, q).
From its definition it follows that Wk,m(x|r, q) = Wm,k(x|r, q), k,m ≥ 0.
In particular taking into account (2.3) we have useful summation formula:∑
i≥0
(qr)i
[i]q!
Hi+k(x|q)Hi+m(x|q)
= Wk,m(x|rq, q) ωq(x, x|r)
(1 − r2)(1− qr2) ×
∑
i≥0
ri
[i]q!
Hi(x|q)Hi(x|q).
(2.14) follows a formula in [7](Lemma 3 i)), where we set x = y and the following
observation concerning relationship between polynomials {Pn(x|x, ρ, q)}i≥−1 and
{Rn(x|ρ, q)}i≥−1 that:
Rn(x|ρ, q) = Pn (x|x, ρ, q) /(ρ)n.
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3. Main results
3.1. Marginals and moments.
3.1.1. Marginal distributions. We will find C3D as well as marginal densities
first. We have the following result:
Theorem 1. Let us denote for simplicity r = ρ12ρ13ρ23. Then
i) C3D = 1− r.
ii) two- dimensional marginals depend on two parameters (except for q) in fact.
In the case of fY Z on ρ23 and ρ12ρ13 only.
fY Z(y, z|ρ12, ρ13, ρ23, q) =
∫
S(q)
f3D(x, y, z|ρ12, ρ13, ρ23, q)dx =
(1− r)fN (y|q)fN (z|q)
(
ρ223
)
∞ (ρ
2
12ρ
2
13)∞∏∞
i=0 ω (y, z|ρ23qi)ω (y, z|ρ12ρ13qi)
= (1− r)fCN (y|z, ρ23, q)fCN(z|y, ρ12ρ13, q)
and similarly for fXZ , and fXY .
iii) Marginal one dimensional densities
∫
S(q)
∫
S(q) f3D(x, y, z|ρ12, ρ13, ρ23, q)dxdy =
fZ(z|ρ12, ρ13, ρ23, q) depend on the product r = ρ12ρ23ρ13 only. More over we have
fZ(z|ρ12, ρ13, ρ23, q) = fR(z|r, q), where fR is a Rogers distribution given by (2.13).
Proof. We will use representation (2.8) and the property (2.7). First, let us calculate
the integral:
fY Z(y, z|ρ12, ρ13, ρ23, q) =
∫
S(q)
f3D(x, y, z|ρ12, ρ13, ρ23, q)dx =
C3DfCN (y|z, ρ23, q)
∫
S(q)
fCN(x|y, ρ12, q)fCN(z|x, ρ13, q)dx
= C3DfCN(y|z, ρ23, q)fCD(z|y, ρ12ρ13, q)
= C3DfN (y|q)fN (z|q)
(
ρ223
)
∞ (ρ
2
12ρ
2
13)∞∏∞
i=0 ωq (y, z|ρ23qi)ωq (y, z|ρ12ρ13qi)
.
Now let us calculate integral
fZ(z|ρ12, ρ13, ρ23, q) =
∫
S(q)
∫
S(q)
f3D(x, y, z|ρ12, ρ13, ρ23, q)dxdy =
C3DfN (z|q)
∫
S(q)
(
ρ223
)
∞ (ρ
2
12ρ
2
13)∞∏∞
i=0 ωq (y, z|ρ23qi)ωq (y, z|ρ12ρ33qi)
fN (y|q)dy
= C3DfN (z|q)
∫
S(q)
fN (y|q)(
∑
k,j≥0
(ρ12ρ13)
jρk23
[j]q![k]q!
Hj(z|q)Hj(y|q)Hk(y|q)Hk(z|q))dy
= C3DfN (z|q)
∑
j≥0
(ρ12ρ13ρ23)
j
[j]q!
H2j (z|q).
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Now notice that using (2.2) and noticing that ωq (x, x|r) = (1− r)2lq(x|r)∑
j≥0
(r)j
[j]q!
H2j (z|q) =
(r2)∞∏∞
i=0(ωq (z, z|rqi)
=
(r2)∞∏∞
i=0(1− rqi)2lq(z|rqi)
(r2)∞
(r)2∞
∏∞
i=0 l(z|rqi)
.
Comparing this with (2.13) we see that
fZ(z|ρ12, ρ13, ρ23, q) = C3DfR(z|r, q)/(1− r),
since (r)∞ = (1 − r)(rq)∞. Now since fR is the density we deduce that C3D =
1− ρ12ρ13ρ23 = 1− r. 
Proposition 1. The densities fZ(z|ρ12, ρ13, ρ23, q), fY and fX are of one of the
following equivalent forms:
(1− r)fN (z|q)
∑
j≥0
rj
[j]q!
H2j (z|q) = (1− r)fCN (z|z, r, q)(3.1)
= (1− r)fN (z|q) (r
2)∞
(r)2∞
∏∞
i=0 lq(z|rqi)
(3.2)
= (1− r)fN (z|q)
∞∑
k=0
rk
[k]q!(r)k+1
H2k(x|q)(3.3)
=
2(1 + r)
√
4− (1− q)z2 (q)∞ (r2q)∞
pilq(z|r)(rq)2∞
∞∏
j=1
lq(z|qj)
lq(z|rqj) .(3.4)
Proof. Notice that we have:
∑
j≥0
rj
[j]q!
H2j (z|q) =
∑
j≥0
rj
[j]q!
j∑
k=0
([j]q!)
2
([k]q!)2[j − k]q!H2k(x|q),
since H2j (x|q) =
∑j
k=0
([j]q !)
2
([k]q !)2[j−k]q !H2k(x|q) by [6] (3.13). Hence
fZ(z|ρ12, ρ13, ρ23, q) = (1− r)fN (z|q)
∞∑
k=0
rk
[k]q!
H2k(x|q)
∑
j≥k
rj−k
[
j
k
]
q
= (1− r)fN (z|q)
∞∑
k=0
rk
[k]q!(r)k+1
H2k(x|q),
because
∑
m≥0 r
m
[
m+k
k
]
q
= 1/(r)k+1.
To get third, multiplicative form we argue as follows
fZ(z|r, q) = (1 − r)fN (z|q)
∑
j≥0
rj
[j]q!
H2j (z|q)
=
2(1− r2)
√
4− (1− q)z2 (q)∞ (r2)∞
pilq(z|r)(r)2∞
∞∏
j=1
lq(z|qj)
lq(z|rqj)
=
2
√
4− (1− q)z2(1 + r)(q)∞(r2q)∞
pilq(z|r)(rq)2∞
∞∏
j=1
lq(z|qj)
lq(z|rqj) .
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
Proposition 2. Polynomials that are orthogonal with respect to fR belong to the
family {wn(x|r, q)}n≥−1 of monic Rogers polynomials satisfying three term recur-
rence given by (2.12) with β = r. Notice that wn(x|r, q) = Pn(x|x, r, q)/(r)n.
Moreover we have∫
S(q)
wn(x|r, q)wm(x|r, q)fR(x|r, q) =
{
0 if n 6= m
[n]q!
(1−r)(r2)n
(r)n(r)n+1
if m = n
.
Proof. Consider (2.12) and apply formula (2.2.18) of [1]. 
3.1.2. Moments. Now let us calculate some moments of these variables. Notice
that since function l depends on z2 we deduce that fZ(z|r, q) is symmetric in z,
consequently all odd moments of Z are equal to zero.
Further, we have the following lemma:
Lemma 2. i) Suppose Z ∼ fZ(z|r, q), with |r| , |q| < 1, z ∈ S(q), then
EH2n(Z|q) = r
n[2n]q!
[n]q!(rq)n
.
In particular
(3.5) EZ = 0, var(Z) = EZ2 =
1 + r
1− rq .
ii) Let (Y, Z) ∼ fY Z(y, z|ρ12, ρ13, ρ23, q), then
EHm(Y |q)Hn(Z|q) =
∑
s≥max(n,m)
1
[ s−m2 ]q![
s−n
2 ]q!
×
min(n
2
,m
2
)+ s
2∑
k= s
2
−min(n
2
,m
2
)
ρk23(ρ12ρ13)
s−k
[
m
k − s−m2
]
q
[
n
k − s−n2
]
q
[k]q![s− k]q!.
In particular
(3.6) cov(Y, Z) =
(ρ23 + ρ12ρ13)
(1− rq) .
Proof. i) Let us calculate
∫
S(q)
H2n(z|q)fZ(z|r, q)dz. Using (3.3) we have∫
S(q)
H2n(z|q)fZ(z|r, q)dz = (1−r)
∞∑
k=0
rk
[k]q!(r)k+1
∫
S(q)
H2n(z|q)H2k(z|q)fN(z|q)dz.
Hence ∫
S(q)
H2n(z|q)fZ(z|r, q)dz = (1 − r) r
n[2n]q!
[n]q!(r)k+1
.
by (2.1). Recall also that (1−r)(r)k+1 =
1
(rq)k
. For n = 1 we get EH2(Z|q) = r 1+q1−rq .
Now recall that H2(x|q) = x2 − 1.
ii) We have, denoting r = ρ12ρ13ρ23 :
EHm(Y |q)Hn(Z|q) = (1 − r)
∑
j,k≥0
ρk23(ρ12ρ13)
j
(q)j(q)k
×
∫
S(q)
Hm(y|q)Hk(y|q)Hj(y|q)fN (y|q)dy
∫
S(q)
Hn(z|q)Hk(z|q)Hj(z|q)fN (z|q)dz.
10 PAWE L J. SZAB LOWSKI
Now we apply Lemma 1 and we have further:
EHm(Y |q)Hn(Z|q) = (1− r)
×
∑
j,k≥0
ρk23(ρ12ρ13)
j [n]q![m]q![j]q![k]q!
[n+j−k2 ]q![
m+j−k
2 ]q![
n+k−j
2 ]q![
m+k−j
2 ]q![
j+k−m
2 ]q![
j+k−n
2 ]q!
= (1 − r)
∑
s≥max(n,m)
1
[ s−m2 ]q![
s−n
2 ]q!
×
min(n
2
,m
2
)+ s
2∑
k= s
2
−min(n
2
,m
2
)
ρk23(ρ12ρ13)
s−k
[
m
k − s−m2
]
q
[
n
k − s−n2
]
q
[k]q![s− k]q!
For m = n = 1 we see that s+m as well as s+ n have to be even, hence s has
to be odd. Thus, since H1(x|q) = x, we get
cov(Y, Z) = EY Z = (1− r)
∞∑
t=0
1
[t]q![t]q!
t+1∑
k=t
ρk23(ρ12ρ13)
2t+1−k[k]q![2t+ 1− k]q! =
(1− r)
∞∑
t=0
1
[t]q![t]q!
(ρt23(ρ12ρ13)
t+1[t]q![t+ 1]q! + ρ
t+1
23 (ρ12ρ13)
t[t]q![t+ 1]q!) =
(1− r)(ρ23 + ρ12ρ13)
∞∑
t=0
rt[t+ 1]q =
(1− r)
1− q (ρ23 + ρ12ρ13)(
1
1− r −
q
1− rq )
=
(ρ23 + ρ12ρ13)
1− rq

3.2. Conditional distributions and conditional moments.
3.2.1. Conditional distributions. As far as conditional distributions are con-
cerned, we have the following simple result
Proposition 3. Following formulae (2.8) and (2.6) we have:
X |(Y = y, Z = z) ∼ fX|Y=y,Z=z(x|y, z, ρ12, ρ13, ρ23, q)
= fN(x|q)
(
ρ212, ρ
2
13
)
∞
∏∞
i=0 ω
(
y, z|ρ12ρ13qi
)
(ρ212ρ
2
13)∞
∏∞
i=0(ωq (x, y|ρ12qi)ωq (x, z|ρ13qi)
=
fCN(x|y, ρ12, q)fCN(z|x, ρ13, q)
fCN(z|y, ρ12ρ13, q)
,(3.7)
Y, Z|X = x ∼ fY,Z|X=x(y, z|x, ρ12, ρ13, ρ23, q)
=
fCN(x|y, ρ12, q)fCN(y|z, ρ23, q)fCN(z|x, ρ13, q)
fCN(x|x, r, q) .(3.8)
3.2.2. Conditional moments. It has to be noted in this sections that whenever
one considers conditional expectation, then all equalities are considered almost
surely with respect to the distributions of the conditioning random variable(s).
Remark 2. Following observation contained in the formula (3.7), the results pre-
sented in [7] and then in [5] we deduce that conditional distribution of X |(Y =
MULTIVARIATE Q-NORMAL 11
y, Z = z) is the distribution that makes Askey-Wilson polynomials with complex but
conjugate parameters orthogonal. More precisely, we take:
a =
√
1− q
2
ρ1(y − i
√
4
1− q − y
2),(3.9)
b =
√
1− q
2
ρ1(y + i
√
4
1− q − y
2),(3.10)
c =
√
1− q
2
ρ2(z − i
√
4
1− q − z
2),(3.11)
d =
√
1− q
2
ρ2(z + i
√
4
1− q − z
2).(3.12)
From [7] (2.15) and [5] (4.9) we deduce that the conditional expectations
E(Hn(X |q)|Y, Z) are polynomials in Z and Y of order n. Following these results
we have two equivalent forms of this function: ([7] (3.2) and [7] Lemma 3ii)):
Proposition 4. E(Hn(X |q)|Y = y, Z = z) has one of the following equivalent
form:
i)
E(Hn(X |q)|Y = y, Z = z)(3.13)
=
n∑
s=0
[
n
s
]
q
ρn−s12 ρ
s
13
(
ρ212
)
s
Hn−s (y|q)Ps (z|y, ρ12ρ13, q) /(ρ212ρ213)s,
where {Ps (z|y, ρ1ρ2, q)}s≥−1 constitute the so called Al-Salam–Chihara polynomials
given by (2.5).
ii)
E(Hn(X |q)|Y = y, Z = z) = 1
(ρ212ρ
2
13)n
⌊n/2⌋∑
k=0
(−1)kq(k2)
[
n
2k
]
q
[
2k
k
]
q
[k]q!ρ
2k
13ρ
2k
12
(3.14)
× (ρ212, ρ213)k
n−2k∑
j=0
[
n− 2k
j
]
q
(
ρ212q
k
)
j
(
ρ213q
k
)
n−2k−j ρ
n−2k−j
12 ρ
j
13Hj (z|q)Hn−2k−j(y|q).
iii) E(Pn(X |y, ρ12, q)|Y = y, Z = z) = ρ
n
13(ρ
2
12)n
(ρ2
12
ρ2
13
)n
Pn(z|y, ρ12ρ13, q).
In particular we have
(3.15) E(X |Y = y, Z = z) = yρ12(1− ρ
2
13) + zρ13(1− ρ212)
1− ρ212ρ213
.
Proof. Following Remark 3 we recall that following [7](2.15), properties of
fX|Y,Z(x|y, z, ρ12, ρ13, ρ23, q) are basically known. In particular following (3.2-3.3)
of [7] we get ii). Further following Lemma 3 ii) of [7] we get i). Finally following
Thm. 4.1iii) of [5] we get iii). Now taking either i) or iii) and n = 1 andH1(x|q) = x,
P1(x|y, ρ, q) = x− ρy we get 3.15. 
We also have similar result concerning one dimensional conditional moments:
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Theorem 2. One dimensional conditional moments say E(Hn(Y |q)|Z = z) are
polynomials of order not exceeding n in Z. More precisely for n = 2m+ 1 we have
E(H2m+1(Y |q)|Z = z) =
m∑
s=0
[
2m+ 1
s
]
q
(ρ2m+1−s23 +(ρ12ρ13)
2m+1−s)Ws,2m+1−s(z|r, q),
and for n = 2m, m ≥ 1 we have:
E(H2m(Y |q)|Z = z) =
[
2m
m
]
q
rmWm,m(z|r, q)
+
m−1∑
s=0
[
2m
s
]
q
(ρ2m−s23 + (ρ12ρ13)
2m−s)Ws,2m−s(z|r, q),
where polynomials {Wm,k(z|r, q)}m,k≥0 are given by (2.15).
In particular we have:
(3.16) E(Y |Z = z) = (ρ23 + ρ12ρ13)
(1 + r)
z,
and
(3.17)
E(Y 2|Z = z) = (ρ
2
23 + ρ
2
12ρ
2
13)(1 − qr) + r(1 − r)(1 + q)
(1 + r)(1 − qr2) z
2+
1+ r2 − ρ223 − ρ212ρ213
(1 − qr2) .
Proof. We start with formula (2.4) that we apply to expression for E(Hn(Y |q)|Z =
z) that is equal to
E(Hn(Y |q)|Z = z)fR(z|r, q) = (1− r)fN (z|q)
∑
j,i≥0
ρi23(ρ12ρ13)
j
[i]q![j]q!
Hi(z|q)Hj(z|q)
×
∫
S(q)
Hn(y|q)Hi(y|q)Hj(y|q)fN (y|q)dy =
(1 − r)fN (z|q)
∑
j,i≥0
ρi23(ρ12ρ13)
j
[i]q![j]q!
Hi(z|q)Hj(z|q) [j]q![i]q![n]q!
[ i+j−n2 ]q![
i+n−j
2 ]q![
j+n−i
2 ]q!
=
(1 − r)fN (z|q)
∑
j,i≥0
ρi23(ρ12ρ13)
j [n]q!
[ i+j−n2 ]q![
i+n−j
2 ]q![
j+n−i
2 ]q!
Hi(z|q)Hj(z|q).
Now if n is odd, say of the form n = 2m + 1, m ≥ 0 we notice that all three
numbers i+j−n2 ,
i+n−j
2 ,
j+n−i
2 are simultaneously nonnegative and integer for j =
i + 1, i + 3, . . . , i + (2m + 1) and i = j + 1, j + 3, . . . , j + (2m + 1). Then these
numbers are equal to respectively (i − m,m,m + 1), (i − m + 1,m − 1,m + 2),
. . . , (i, 0, 2m+ 1)(j −m,m,m+ 1), (j −m+ 1,m− 1,m+ 2), . . . , (j, 0, 2m+ 1). If
say j = i+ 2(m− s) + 1 these numbers are equal to (i − s, s, 2m+ 1− s) we have
the sum (keeping in mind that r = ρ12ρ13ρ23) :
(1 − r)fN (z|q)
∑
i≥s
ρi−s23 [2m+ 1]q!(ρ12ρ13)
i+2(m−s)+1
[i− s]q![s]q![2m+ 1− s]q! Hi(z|q)Hi+2(m−s)+1(z|q) =
(1 − r)fN (z|q)(ρ12ρ13)2m−s+1
[
2m+ 1
s
]
q
∑
l≥0
rl23
[l]q!
Hl+s(z|q)Hl+(2m−s+1)(z|q).
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Now recall (2.14) that states that
∑
l≥0
rl23
[l]q !
Hl+s(z|q)Hl+(2m−s+1)(z|q) is equal to
some polynomial in z of order s+ (2m− s) + 1 = 2m+ 1 times ∑l≥0 rl23[l]q !H2l (z|q).
But (1− r)fN (z|q)
∑
l≥0
rl23
[l]q !
H2l (z|q) is the marginal density of Z. Thus we see that
for s = 0, . . . ,m we get linear combination of some (depending on s) polynomials of
order 2m+1 in z with coefficients equal to
[
2m−1
s
]
q
(ρ12ρ13)
2m−s+1 times the density
of fZ(z|r, q). If say i = j + 2(m− s) + 1 then we have similar situation. The only
difference lies in fact that this time linear combination is with
[
2m+1
s
]
q
(ρ23)
2m−s+1.
Similar situation is when n = 2m, m ≥ 1. Then numbers i+j−n2 , i+n−j2 , j+n−i2
are simultaneously nonnegative and integer for i = j, j + 2, . . . , j + 2m and j =
i+2, . . . i+2m. Altogether we will have 2m+1 summands. Again each of them will
be equal to some polynomial of order 2m in z times
∑
l≥0
rl23
[l]q !
H2l (z|q) with different
(depending on if j = i+ 2s or i = j + 2s) coefficients of linear combination.
Now let us apply these ideas to cases k = 1 and k = 2. Recall that H1(x|q) = x
and H2(x|q) = x2 − 1, W1,0(x|r, q) = x1+r , W1,1(x|r, q) = x2 1−r(1+r)(1−qr2) + r(1−qr2) ,
W2,0(x|r, q) = x2 1−qr(1+r)(1−qr2) − 11−qr2 . Hence E(Y |Z) is indeed given in ii). iii) we
get likewise. 
Corollary 1. ∀n,m ≥ 0 : E(Hn(X |q)Hm(Y |q)|Z) is a polynomial of order at most
n+m of the conditioning random variable Z.
In particular we have:
E(XY |Z = z) = z2 ρ12(ρ
2
13 + ρ
2
23)(1 − qr) + (1− r)(ρ13ρ23 + qrρ12)
(1 + r)(1 − qr2)(3.18)
+
ρ12(1− ρ213)(1 − ρ223)
(1− qr2) .
Proof. By the tower property of conditional expectation we have
E(Hn(X |q)Hm(Y |q)|Z = z) = E(Hm(Y |q)E(Hn(X |q)|(Y, Z))|Z = z)
Using an assertion of Proposition 4 we deduce that E(Hn(X |q)|(Y = y, Z = z)) is
a polynomial of order n in y and z. Hence Hm(Y |q)E(Hn(X |q)|(Y = y, Z = z)) is a
polynomial of order n+m in y and n in z but together of order n+m in both vari-
ables. It follows formulae (3.13) or (3.14). Hence, indeed E(Hn(X |q)Hm(Y |q)| = z)
is a polynomial of order n+m in z.
To get (3.18) we combine (3.15), (3.16) and (3.17) and then use Mathematica. 
4. Remarks and open problems
1. The most important remark seems to be an observation of the fact that all
conditional moments of order say n are also polynomials of order n in the condi-
tioning random variables. Among three-dimensional distributions having similar
property are the Gaussian distributions. Are there any others except these two
mentioned?
2. It could of interest to consider two extremal cases, i.e. q = 0 and q → 1−.
2a. Following (2.12), for q = 0 we get: w−1(x|r, 0) = 0, w0(x|r, 0) = 1,
w1(x|r, 0) = x, w2(x|r, 0) = x2 − 1 and further for n ≥ 2 the recursion (2.12)
becomes the following:
wn+1(x|r, 0) = xwn(x|r, 0)− wn−1(x|r, 0)
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which is the recurrence satisfied by the Chebyshev polynomials. Consequently, we
deduce that for n ≥ 1 we have:
wn(x|r, 0) = Un(x/2)− (2− r)Un−2(x/2).
With little of algebra applied to (3.1) with q = 0 we get the following density of
one dimensional distribution:
fX(x|r, 0) = (1 + r)
√
4− x2
2pi((1 + r)2 − rx2) ,
that is Kesten-McKay distribution.
2b. On the other hand again following (2.12) for q → 1− we get: w−1(x|r, 1) = 0,
w0(x|r, 1) = 1, and for n ≥ 0
(4.1) wn+1(x|r, 1) = xwn(x|r, 1)− 1 + r
1− rnwn−1(x|r, 1).
Recall also that the so called probabilistic Hermite polynomials {Hn(x)}n≥−1 i.e.
orthogonal with respect to exp(−x2/2)/√2 satisfy the following recurrence:
(4.2) Hn+1(x) = xHn(x)− nHn−1(x).
Hence combining (4.1) and (4.2) we see that
wn(x|r, 1) = (1 + r
1− r )
n/2Hn(
√
1− r
1 + r
x),
for all n ≥ −1. Thus we deduce that the one dimensional marginal has density
equal to
fX(x|r, 1) =
√
(1− r)
2pi(1 + r)
exp(− (1− r)x
2
2(1 + r)
).
3. Let (Y, Z) be two random variables. Suppose that we know the marginal
distribution of Y . The property that all conditional moments of order n say of Y
are polynomials of the same order in conditioning random variable (i.e. Z) for n
≥ 1 was called general polynomial regression property (GRP) of Y given Z in [11].
Also, there the property that additionally the coefficients by the greatest powers
(say n) are of the form ρn, where ρ denotes here correlation coefficient between
was called there simply polynomial regression (PR) property of Y given Z. In [11]
it was shown that if both marginals are standardized normal and both have GRP
and one of then has PR property, then necessarily joint distribution of (Y, Z) must
be binormal distribution with parameters (0, 0; 1, 1, ρ).
Theorem 2 states both, two random variables (Y, Z) having joint distribution
with the density fY Z given by assertion ii) of Theorem 1 have GRP property. It
seems that PR property is not satisfied by none of the variables.
However the intriguing question seems to be what other property of conditional
moments should be additionally assumed in order to get the characterization of
joint distribution fY Z?
Acknowledgement 1. The author is very grateful to two unknown referees. Es-
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