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Let T (Lm,n; x, y) be the Tutte polynomial of the square lattice Lm,n ,
for integers m,n ∈ Z>0. Using a family of Tutte polynomial inequal-
ities established by the author in a previous work, we study the
analytical properties of the sequences (T (Lm,n; x, y)1/mn: n ∈ Z>0)
for a ﬁxed m ∈ Z>0, and (T (Ln,n; x, y)1/n2 : n ∈ Z>0), in the region
x, y 1. We show that these sequences are monotonically increas-
ing when (x − 1)(y − 1) > 1. We also compute lower bounds for
these limits when (x − 1)(y − 1) > 1, and upper bounds when
(x − 1)(y − 1) < 1. At the point (x = 2, y = 1), where the Tutte
polynomial is known to count the number of forests, we com-
pute limn→∞ T (Ln,n;2,1)1/n2  3.705603, which improves upon
the previous best upper bound of 3.74101 obtained by Calkin,
Merino, Noble and Noy (2003).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The evaluation of the Tutte polynomial of the square lattice at various points on the two-
dimensional real plane is of interest in combinatorics and statistical physics. For example, in the
region x, y  1, the Tutte polynomial counts the number of spanning trees, forests and connected
subgraphs of the lattice at the points (1,1), (2,1) and (1,2), respectively, while it is computationally
equivalent to the ferromagnetic versions of the Ising model of statistical physics at points along the
positive branch of the curve (x−1)(y−1) = 2, and Potts model along the positive branch of the curve
(x− 1)(y − 1) = q for integers q > 0 [21, Chapters 3 and 4].
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vertex set, V (〈X〉) ⊆ V , containing only those vertices of V that are incident with at least one edge
in X . Note that our deﬁnition of 〈X〉 precludes isolated vertices from its vertex set. The rank function
of G , ρ : 2E → Z0, is then deﬁned for all X ⊆ E by
ρ(X) = ∣∣V (〈X〉)∣∣− k(〈X〉), (1)
where k(〈X〉) is the number of connected components of 〈X〉. The Tutte polynomial of G is
T (G; x, y) =
∑
X⊆E
(x− 1)ρ(E)−ρ(X)(y − 1)|X |−ρ(X). (2)
For positive integers m,n, the square lattice is the graph Lm,n , with vertex set V = {(i, j): 1 
i m, 1  j  n}, where vertices (i, j) and (k, l) are connected by an edge if and only if |i − k| +
| j − l| = 1. Note that Lm,n has mn vertices and 2mn − (m + n) edges. Also, the graphs Lm,n and Ln,m
are isomorphic, and hence T (Lm,n; x, y) = T (Ln,m; x, y).
For positive integers m,n and (x, y) ∈ R2, let
am,n(x, y) = T (Lm,n; x, y)1/mn and (3a)
bn(x, y) = T (Ln,n; x, y)1/n2 . (3b)
Wu [22], Shrock and Wu [19] and Chang and Shrock [7] calculated the limit of the sequence
(bn(1,1): n ∈ Z>0) to be 3.209912 . . . , where the Tutte polynomial is known to count the number
of spanning trees. Biggs ([2,3]) studied the sequence (bn(x, y): n ∈ Z>0) at the points (1 − λ,0),
where the Tutte polynomial is known to count the number of λ-colorings. Shrock [18] and Chang
and Shrock [5] computed exact values of the limits of the sequences (a2,n(x, y): n ∈ Z>0) and
(a3,n(x, y): n ∈ Z>0) for all (x, y) ∈ R2. Merino and Welsh [15] and Calkin, Merino, Noble and Noy [4]
gave upper and lower bounds for the limit of the sequence (bn(x, y): n ∈ Z>0) at the points (2,1) and
(2,0), where the polynomial counts the number of forests and acyclic orientations of a graph, respec-
tively. Chang and Shrock [6] calculated the limits of the sequence (am,n(2,0): n ∈ Z>0) for integers m
in the interval 1m 12.
We are concerned with the limits of the sequences (am,n(x, y): n ∈ Z>0) for a ﬁxed positive in-
teger m, and (bn(x, y): n ∈ Z>0) when x, y  1. The existence of the limits in this region has been
established previously by Grimmett [10]. Traditional approaches to obtaining bounds for such lim-
its have used transfer-matrices (see [3,4]). In this paper, we use a family of inequalities, introduced
in [14], to obtain one-sided bounds for these limits in the region x, y  1.
It is also worth noting that while the ﬁrst few terms of (am,n(x, y): n ∈ Z>0) for small ﬁxed
positive integers m, and (bn(x, y): n ∈ Z>0) suggest as much, so far there is no known proof that these
sequences are monotonically increasing when x, y  1. In one of our results in this paper, we establish
this when x, y > 1 and (x− 1)(y − 1) > 1.
For positive integers m and all x, y  1, let
αm(x, y) = lim
n→∞am,n(x, y) and (4a)
β(x, y) = lim
n→∞bn(x, y). (4b)
Also, for positive integers k,m,n such that k < n, and (x, y) ∈ R2, let
ckm,n(x, y) =
(
T (Lm,n; x, y)
T (Lm,k; x, y)
)1/m(n−k)
and (5a)
γ kn (x, y) =
(
αn(x, y)n
αk(x, y)k
)1/(n−k)
. (5b)
Further, let H>1 = {(x, y): (x, y) ∈ R2>1, (x − 1)(y − 1) > 1} and H<1 = {(x, y): (x, y) ∈ R21,
(x− 1)(y − 1) < 1}. Our main results can be summarized as follows.
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1. For ﬁxed k,m ∈ Z>0, the two sequences (am,n(x, y): n ∈ Z>0) and (ckm,n(x, y): n ∈ Z>k) are
monotonically increasing, and converge to the limit αm(x, y).
2. For a ﬁxed k ∈ Z>0, the three sequences (bn(x, y): n ∈ Z>0), (αm(x, y): m ∈ Z>0) and
(γ kn (x, y): n ∈ Z>k) are monotonically increasing, and converge to the limit β(x, y).• For points (x, y) in the region H<1:
1. For a ﬁxed m ∈ Z>0, the sequence (c1m,n(x, y): n ∈ Z>1) is monotonically decreasing, and con-
verges to the limit αm(x, y).
2. The sequence (γ 1n (x, y): n ∈ Z>1) is monotonically decreasing, and
lim
n→∞γ
1
n (x, y) β(x, y).
Since every term of a monotonic sequence is a bound on its limit, we can use the above results
to compute upper (lower) bound for the limits αm(x, y) and β(x, y) in the region H<1 (respectively,
H>1) from known Tutte polynomial evaluations of small ﬁnite lattices. Speciﬁcally, at the point (x = 2,
y = 1) ∈ H<1, our results show β(2,1)  3.705603, improving upon the previous best upper bound
of 3.74101 obtained by Calkin, Merino, Noble and Noy [4]. (Note that [4] uses the notation f (n) for
our bn(2,1).)
The rest of the paper is organized as follows. The next section introduces some Tutte polynomial
inequalities for square lattices in the region x, y  1 that form the basis of our results. Section 3 is
a collection of some simple and useful convergence results valid for all x, y  1. Section 4 discusses
the behavior of the sequences (am,n(x, y): n ∈ Z>0) for ﬁxed m ∈ Z>0, and (bn(x, y): n ∈ Z>0) in the
region H>1, and computing lower bounds for their limits in this region, while Section 5 discusses
these sequences and upper bounds for their limits in the region H<1. Section 7 concludes with a
discussion on open questions. We use the notation G ∼= H to denote graph G is isomorphic to H .
2. Some properties of T (Lm,n;x, y) when x, y  1
Our results depend on a series of Tutte polynomial inequalities for lattice graphs.
For integers p,q such that 1 p  q  n, we use Lm,n〈p : q〉 to denote the subgraph of the lattice
Lm,n induced by the vertex set {(i, j): 1 i m, p  j  q}. It can be easily checked that Lm,n〈p : q〉 ∼=
Lm,q−p+1.
We begin with an inequality result for the entire region x, y  1. Note from (2) that for all graphs
G(V , E), F ⊆ E and x, y  1, we have T (G; x, y) T (〈F 〉; x, y).
Lemma 1. Let m,n1,n2,n3 ∈ Z>0 such that and n1 = n2 + n3 . Then for all x, y  1,
T (Lm,n1 ; x, y) T (Lm,n2 ; x, y) · T (Lm,n3 ; x, y).
Proof. Let E be the edge set of Lm,n1 . Let X ⊆ E be the set of m edges connecting vertices (i,n2)
and (i,n2 + 1) for all 1 i m. Clearly the subgraph 〈E \ X〉 contains the two components, Lm,n2 and
Lm,n1 〈n2 + 1 : n1〉 ∼= Lm,n3 . Hence,
T (Lm,n1 ; x, y) T
(〈E \ X〉; x, y)= T (Lm,n2 ; x, y) · T (Lm,n3 ; x, y). 
The next inequality is a consequence of a well-known correlation property of Tutte polynomials for
all matroids in the region H>1, ﬁrst shown by Seymour and Welsh [17], and restated in the following
equivalent form by Mani [14].
Theorem2. (See Seymour andWelsh [17, Theorem 5.14].) Let G be a graphwith edge set E and rank function ρ .
Also let E1, E2 ⊆ E, and k = ρ(E1) + ρ(E2) − ρ(E1 ∪ E2) − ρ(E1 ∩ E2). Then for all (x, y) ∈ H>1 ,
(x− 1)k · T (〈E1 ∪ E2〉; x, y) · T (〈E1 ∩ E2〉; x, y) T (〈E1〉; x, y) · T (〈E2〉; x, y).
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Corollary 3. Let m,n1,n2,n3,n4 be positive integers such that n1 max{n2,n3} and n1 +n4 = n2 +n3 . Then
for all x, y  1 such that (x− 1)(y − 1) > 1,
T (Lm,n1 ; x, y) · T (Lm,n4 ; x, y) T (Lm,n2 ; x, y) · T (Lm,n3 ; x, y).
Proof. Let E be the edge set of Lm,n1 . Let E1 be the edges of the subgraph Lm,n1 〈1 : n2〉, and E2 the
edges of the subgraph Lm,n1 〈n1 −n3 +1 : n1〉. It is easy to see that 〈E1 ∩ E2〉 = Lm,n1 〈n1 −n3 +1 : n2〉 ∼=
Lm,n4 , and ρ(E1)+ρ(E2)−ρ(E1∪ E2)−ρ(E1∩ E2) = 0. Since 〈E1〉 = Lm,n2 and 〈E2〉 ∼= Lm,n3 , the result
now follows from Theorem 2. 
It is an open question if there is an inequality analogous to Theorem 2 in the region H<1 for
graphic matroids. Nevertheless, we can obtain a weaker inequality for this region. We ﬁrst need the
following deﬁnitions.
Recall that the rank function of any graph with edge set E is known to satisfy the submodular
property, which states that for all X, Y ⊆ E , ρ(X ∪ Y )+ρ(X ∩ Y ) ρ(X)+ρ(Y ) [16, p. 23]. We extend
this property by deﬁning R-submodularity for any R ⊆ E .
Deﬁnition 4 (Graph R-submodularity). (See [14].) Let G be a graph with edge set E and rank func-
tion ρ . For R ⊆ E , we say disjoint sets P1, P2 ⊆ E \ R are R-submodular in G if there exists a bijection
π : 2R → 2R such that for all C ⊆ R , ρ(P1 ∪ P2 ∪C)+ρ(R \C) ρ(P1 ∪πC)+ρ(P2 ∪ R \πC). We call
π an R-submodular bijection of the ordered pair (P1, P2) in G .
We note that graph R-submodularity is equivalent to a special case of the rank domination prop-
erty in matroids deﬁned in [14].
As an example, in any graph with edge set E , all disjoint pairs E1, E2 ⊆ E are ∅-submodular, which
is equivalent to the submodular property of its rank function. It can also be readily checked that in
any graph G(V , E), all E1 ⊆ E and ∅ are R-submodular in G for all R ⊆ E \ E1. However, there are
also known examples of graphs G(V , E) and mutually disjoint E1, E2, R ⊆ E such that E1 and E2 are
not R-submodular in G [14, Example 3.3].
Deﬁnition 5 (R-family of graph minors). (See [14].) Let G be a graph with edge set E . Given an R ⊆ E ,
we deﬁne the R-family of minors of G , MF(G, R), to be
MF(G, R) = {G/C \ (R \ C): C ⊆ R}. (6)
That is, the R-family of minors is the set of all minors of G obtained by deleting or contracting
every element in R .
The following theorem was proved for the region H<1 in [14].
Theorem 6. (See Mani [14].) Let G be a graph with edge set E and rank function ρ . Also let E1, E2 ⊆ E, and
k = ρ(E1)+ρ(E2)−ρ(E1 ∪ E2)−ρ(E1 ∩ E2). If for all P1 ⊆ E1 \ E2 , P2 ⊆ E2 \ E1 , R ⊆ E1 ∩ E2 and minors
J ∈ MF(G, (E1 ∩ E2) \ R), the sets P1 and P2 are R-submodular in J , then
(x− 1)k · T (〈E1 ∪ E2〉; x, y) · T (〈E1 ∩ E2〉; x, y) T (〈E1〉; x, y) · T (〈E2〉; x, y),
for all (x, y) ∈ H<1 .
We give a proof of the following special case of R-submodularity for square lattices in Appendix A.
Lemma 7. Let E be the edge set of the lattice Lm,n, and for a ﬁxed integer k in the interval 1  k  n, let Ek
be the edges of the subgraph Lm,n〈k : k〉. Also let E1 and E2 be the edge sets of the subgraphs Lm,n〈1 : k〉 and
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the sets P1 and P2 are R-submodular in J .
Theorem 8. Let m,n1,n2,n3 be positive integers such that n1 max{n2,n3} and n1 + 1 = n2 + n3 . Then for
all x, y  1 such that (x− 1)(y − 1) < 1,
T (Lm,n1 ; x, y) · T (Lm,1; x, y) T (Lm,n2 ; x, y) · T (Lm,n3; x, y).
Proof. Let E be the edge set of Lm,n1 . Also let E1 and E2 be the edges of the subgraphs Lm,n1 〈1 : n2〉
and Lm,n1 〈n2 : n1〉, respectively. Then, we have 〈E1 ∩ E2〉 = Lm,n1 〈n2 : n2〉 ∼= Lm,1 and ρ(E1) + ρ(E2) −
ρ(E1 ∪ E2) − ρ(E1 ∩ E2) = 0. Since 〈E1〉 = Lm,n2 and 〈E2〉 ∼= Lm,n3 , the result follows from Theorem 6
and Lemma 7. 
However, at the point (1,1) ∈ H<1, we get a stronger inequality due to a result by Feder and
Mihail [9] for the class of regular matroids, which includes all graphs. This result can be stated in the
following equivalent form for graphs. (Note the similarity with Theorem 2.)
Theorem 9. (See Feder and Mihail [9, Theorem 2.1].) Let G be a graph with edge set E and rank function ρ .
Then for all E1, E2 ⊆ E such that ρ(E1) + ρ(E2) − ρ(E1 ∪ E2) − ρ(E1 ∩ E2) = 0,
T
(〈E1 ∪ E2〉;1,1) · T (〈E1 ∩ E2〉;1,1) T (〈E1〉;1,1) · T (〈E2〉;1,1).
The following consequence of this result can be proved using arguments similar to those used in
the proof of Corollary 3.
Corollary 10. Let m,n1,n2,n3,n4 be positive integers such that n1 max{n2,n3} and n1 + n4 = n2 + n3 .
Then,
T (Lm,n1 ;1,1) · T (Lm,n4 ;1,1) T (Lm,n2 ;1,1) · T (Lm,n3 ;1,1).
3. Results for all x, y  1
Throughout this section, we assume x, y  1.
Our ﬁrst result is a simple extension of a useful observation in [4, Section 7], where it was shown
that β(2,0) = β(0,2) and β(2,1) = β(1,2). Indeed that argument can readily be applied for all
x, y  1 to get the following.
Lemma 11. For all x, y  1, β(x, y) = β(y, x).
Proof. Let L∗n,n be the dual graph of the lattice Ln,n . It can be checked that L∗n,n contains Ln−1,n−1 as
a subgraph. Thus, when x, y  1, T (Ln,n; x, y) = T (L∗n,n; y, x) T (Ln−1,n−1; y, x), and hence,
β(x, y) = lim
n→∞
(
T (Ln,n; x, y)
)1/n2  lim
n→∞
(
T (Ln−1,n−1; y, x)
)1/n2 = β(y, x).
Now setting x= y, y = x reverses the direction of the inequality, and hence the result. 
We next establish some convergence results for the double sequence (ckm,n(x, y): m,n ∈ Z>0,
n > k) for a ﬁxed k ∈ Z>0.
Lemma 12. For ﬁxed k,m ∈ Z>0 , the sequence (ckm,n(x, y): n ∈ Z>k) converges to the limit αm(x, y).
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lim
n→∞ c
k
m,n(x, y) = limn→∞
(
T (Lm,n; x, y)
T (Lm,k; x, y)
)1/m(n−k)
= lim
n→∞ T (Lm,n; x, y)
1/m(n−k)
= lim
n→∞ T (Lm,n; x, y)
1/mn · lim
n→∞ T (Lm,n; x, y)
k/mn(n−k)
= αm(x, y). 
Lemma 13. For ﬁxed k,n ∈ Z>0 such that n > k, the sequence (ckm,n(x, y): m ∈ Z>0) converges to the limit
γ kn (x, y).
Proof. From (5a),
lim
m→∞ c
k
m,n(x, y) =
(
limm→∞ T (Lm,n; x, y)1/m
limm→∞ T (Lm,k; x, y)1/m
)1/(n−k)
=
(
αn(x, y)n
αk(x, y)k
)1/(n−k)
= γ kn (x, y). 
For ﬁxed k,m, p ∈ Z>0 such that k < p m, let
ξ
p,k
m (x, y) = αq(x, y)q/m ·
(
αp(x, y)p
αk(x, y)k
)(m−q)/m(p−k)
, (7)
where q ≡ m (mod p − k) and k  q  p − 1. We note that given p,k ∈ Z>0 such that k < p m,
it is straightforward to check that either q = (p − k)k/(p − k) + (m mod p − k) or q = (p − k)k/
(p − k) + (m mod p − k), and thus can be quickly computed. We will use ξ p,km (x, y) in Sections 4.3
and 5.3 to compute bounds for αm(x, y). Here, we establish a convergence result for the sequence
(ξ
p,k
m (x, y): m ∈ Zp), for ﬁxed p,k ∈ Z>0 such that p > k.
Lemma 14. For a ﬁxed k, p ∈ Z>0 such that p > k, the sequence (ξ p,km (x, y): m ∈ Zp) converges to the limit
γ kp (x, y).
Proof. The result is straightforward from (7) and (5b). 
4. Results in H>1
In this section, we study the properties of the sequences (am,n(x, y): n ∈ Z>0) and (bn(x, y):
n ∈ Z>0) in the region H>1. We begin by establishing some monotonicity and convergence results
for these sequences, and then obtain eﬃciently computable lower bounds for their limits. Throughout
this section, we assume (x, y) ∈ H>1.
4.1. Monotonicity and convergence results
Proposition 15. For a ﬁxed m ∈ Z>0 , the sequence (am,n(x, y): n ∈ Z>0) is monotonically increasing.
Proof. Note that from (3a) it is enough to prove for integers n > 0,
T (Lm,n+1; x, y)n  T (Lm,n; x, y)n+1. (8)
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p ∈ Z>0 and assume (8) is valid for all n p.
Now, suppose n = p + 1. Using n1 = p + 2, n2 = n3 = p + 1 and n4 = p in Corollary 3, and raising
the inequality to power p + 1, we have
T (Lm,p+2; x, y)p+1 · T (Lm,p; x, y)p+1  T (Lm,p+1; x, y)2(p+1), (9)
while the inductive hypothesis gives
T (Lm,p+1; x, y)p  T (Lm,p; x, y)p+1. (10)
The result follows by multiplying (9) and (10). 
Note that because of symmetry in the deﬁnition of am,n(x, y) (see (3a)), Proposition 15 also implies
the sequence (am,n(x, y): m ∈ Z>0) is monotonically increasing for a ﬁxed n ∈ Z>0.
Proposition 16. The sequence (bn(x, y): n ∈ Z>0) is monotonically increasing.
Proof. From Proposition 15, for all n ∈ Z>0,
bn+1(x, y) = an+1,n+1(x, y) an+1,n(x, y) an,n(x, y) = bn(x, y). 
Proposition 17. The sequence (αm(x, y): m ∈ Z>0) is monotonically increasing and converges to the limit
β(x, y).
Proof. From Proposition 15, for all m,n ∈ Z>0, am+1,n(x, y)  am,n(x, y). Taking the n → ∞ limit on
both sides, we get for all m ∈ Z>0, αm+1(x, y)  αm(x, y). That is, the sequence is monotonically
increasing.
Now, if m ∈ Z>0 then from Proposition 15 we know that for all integers n  m, am,n(x, y) 
an,n(x, y) = bn(x, y). Thus, taking the n → ∞ limit on both sides, for all m ∈ Z>0, αm(x, y) β(x, y),
which leads to
lim
m→∞αm(x, y) β(x, y). (11)
Also for all integers n  m, Proposition 15 implies am,n(x, y)  am,m(x, y) = bm(x, y). Taking the
n → ∞ limit on both sides, we get for all m ∈ Z>0, αm(x, y) bm(x, y), which in turn implies
lim
m→∞αm(x, y) limm→∞bm(x, y) = β(x, y). (12)
The result follows from (11) and (12). 
The following restatement of the convergence in the previous result is worth noting.
Corollary 18.
lim
m→∞ limn→∞am,n(x, y) = limn→∞ limm→∞am,n(x, y) = limn→∞bn(x, y).
Since the terms of the double sequence (am,n(x, y): m,n ∈ Z>0) are monotonically increasing, both
for a ﬁxed m ∈ Z>0 and a ﬁxed n ∈ Z>0, it follows that its iterated limits shown above are also equal
to its double limit [8, Theorem I].
Corollary 19.
lim
m,n→∞am,n(x, y) = limn→∞bn(x, y).
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Proof. From (5a) it is enough to show, for all integers n > 1,
T (Lm,n+1; x, y)n−k · T (Lm,k; x, y) T (Lm,n; x, y)n−k+1. (13)
Our proof is by induction on n. When n = k + 1, we get (13) by using n1 = k + 2, n2 = n3 = k + 1
and n4 = k in Corollary 3. Let p ∈ Z>k , and suppose (13) is true for all n p.
Now let n = p + 1. Then from the inductive hypothesis we have,
T (Lm,p+1; x, y)p−k · T (Lm,k; x, y) T (Lm,p; x, y)p−k+1, (14)
while using n1 = p + 2, n2 = n3 = p + 1 and n4 = p in Corollary 3, we get
T (Lm,p+2; x, y) · T (Lm,p; x, y) T (Lm,p+1; x, y)2.
Raising the last inequality to the power p − k + 1, we see
T (Lm,p+2; x, y)p−k+1 · T (Lm,p; x, y)p−k+1  T (Lm,p+1; x, y)2(p−k+1), (15)
and the result follows by multiplying (14) and (15). 
Lemma 21. For ﬁxed m,n ∈ Z>0 such that n > 2, the ﬁnite sequence (ckm,n(x, y): 0< k < n− 1) is monoton-
ically increasing.
Proof. It is enough to prove for integers k such that 0< k < n − 1,
T (Lm,n; x, y) · T (Lm,k; x, y)n−k−1  T (Lm,k+1; x, y)n−k. (16)
We use induction on k. When k = n−2, (16) follows from Corollary 3 using n1 = n, n2 = n3 = n−1
and n4 = n − 2. Now, let p be an integer in the interval 1< p < n − 1, and assume (16) is true for all
k in the interval p  k < n − 1.
Suppose k = p − 1. Then, from the inductive hypothesis, we have
T (Lm,n; x, y) · T (Lm,p; x, y)n−p−1  T (Lm,p+1; x, y)n−p, (17)
Also, using n1 = p + 1, n2 = n3 = p and n4 = p − 1 in Corollary 3, we have
T (Lm,p+1; x, y) · T (Lm,p−1; x, y) T (Lm,p; x, y)2.
Raising the last inequality to the power n− p, we obtain
T (Lm,p+1; x, y)n−p · T (Lm,p−1; x, y)n−p  T (Lm,p; x, y)2(n−p). (18)
The result follows by multiplying (17) and (18). 
We are unable to verify if, for a ﬁxed k,n ∈ Z>0 such that n > k, the sequence (ckm,n(x, y): m ∈ Z>0)
is monotonically increasing.
Lemma 22. For a ﬁxed k ∈ Z>0 , the sequence (γ kn (x, y): n ∈ Z>k) is monotonically increasing and converges
to the limit β(x, y).
Proof. From Lemma 20, for any m,n ∈ Z>0 such that n > k, we know ckm,n+1(x, y) ckm,n(x, y). Taking
the m → ∞ limit on both sides and applying Lemma 13, we get γ kn+1(x, y) γ kn (x, y).
That the sequence converges to β(x, y) is straightforward from (5b) and Proposition 17. 
Lemma 23. For a ﬁxed n ∈ Z>2 , the ﬁnite sequence (γ kn (x, y): 0< k < n− 1) is monotonically increasing.
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The result follows by taking the m → ∞ limits on both sides of the inequality and applying
Lemma 13. 
4.2. Computing lower bounds for αm(x, y) and β(x, y)
One consequence of our results is that for a ﬁxed m ∈ Z>0, each term in the sequence
(am,n(x, y): n ∈ Z>0) is a lower bound for αm(x, y). Similarly, for ﬁxed k,m ∈ Z>0, every term of
the sequence (ckm,n(x, y): n ∈ Z>0) is also a lower bound for αm(x, y). Among these two sequences,
we now show that for ﬁxed k,m ∈ Z>0 the terms of (ckm,n(x, y): n ∈ Z>0) give better lower bounds
for αm(x, y) than the corresponding terms in (am,n(x, y): n ∈ Z>0).
Lemma 24. For ﬁxed k,m,n ∈ Z>0 such that n > k, ckm,n(x, y) am,n(x, y).
Proof. A routine manipulation shows this is equivalent to am,n(x, y) am,k(x, y), which is true from
Proposition 15. 
Of course, unlike am,n(x, y), to compute ckm,n(x, y), we also need T (Lm,k; x, y) for some integer k
in the interval 0 < k < n, in addition to T (Lm,n; x, y). Also, from Lemma 21, it is better to choose k
as large as possible in the interval 0 < k < n when using ckm,n(x, y) as a lower bound for αm(x, y).
However, even if no such T (Lm,k; x, y) is available, since T (Lm,1; x, y) = xm−1, we can always compute
c1m,n(x, y) as a better lower bound for αm(x, y) than am,n(x, y). For a ﬁxed m ∈ Z>0, these observations
help us to compute a lower bound for αm(x, y) if T (Lm,n; x, y) is known for some ﬁxed integer n > 1.
Theorem 25. For ﬁxed k,m,n ∈ Z>0 such that n > k,
αm(x, y)
(
T (Lm,n; x, y)
T (Lm,k; x, y)
)1/m(n−k)
.
Proof. Follows from Lemmas 12 and 20, and (5a). 
From Proposition 17 and Lemma 22 we know that αn(x, y) and γ kn (x, y), for ﬁxed k,n ∈ Z>0 such
k < n, are lower bounds for β(x, y). Of these, we now show that γ kn (x, y) is a better lower bound for
β(x, y) than αn(x, y).
Lemma 26. For a ﬁxed k,n ∈ Z>0 such that n > k, γ kn (x, y) αn(x, y).
Proof. Take the m → ∞ limits on both sides of the inequality in Lemma 24. 
It also follows from Lemma 23 that it is better to choose k as large as possible in γ kn (x, y) when
using it as a lower bound for β(x, y). In summary, we get the following lower bound for β(x, y)
in H>1.
Theorem 27. For ﬁxed k,n, p,q ∈ Z>0 such that n > k and p > q,
β(x, y) αk(x, y)−k/(n−k) ·
(
T (Ln,p; x, y)
T (Ln,q; x, y)
)1/(n−k)(p−q)
.
Proof. From Proposition 17, we know
β(x, y) γ kn (x, y) = αk(x, y)−k/(n−k) · αn(x, y)n/(n−k).
The result now can be deduced from Theorem 25. 
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(or an upper bound) for αk(x, y), for some k in the interval 0< k < n. It is easy to verify from (4a) and
(3a) that α1(x, y) = x for all x, y  1. Additionally, from Shrock [18, p. 439], we get for all x, y  1,
α2(x, y) =
√
1+ y + x+ x2 +√y2 + 2y(1+ x− x2) + (x2 + x+ 1)2
2
, (19)
while Chang and Shrock [5] also give a method to compute α3(x, y) exactly for all x, y  1. Hence, in
practice, we can use k ∈ {1,2,3} in Theorem 27 to compute a lower bound for β(x, y) in H>1.
Finally, it is worth remembering from Lemma 11 that we can further improve our computation
of a lower bound for β(x, y) by choosing the maximum of computed bounds for both β(x, y) and
β(y, x).
We illustrate our results in this region using the following known value β(3,3) = (Γ (1/4)/
2Γ (3/4))4 = 4.78926 . . . (see Baxter [1, Table 1]), where Γ (t), t ∈ R, is the Gamma function. Us-
ing the publicly available software to compute Tutte polynomials by Haggard, Pearce and Royle [11],
we obtain T (L6,6;3,3) = 4.420 × 1021 and T (L5,6;3,3) = 6.101 × 1017, while (19) gives α2(3,3) =√
8+ √37. Now, substituting these values and k = 2, n = p = 6, q = 5 in Theorem 27, we ﬁnd
β(3,3) 4.76242.
4.3. Further remarks on computing αm(x, y)
For a ﬁxed m ∈ Z>0, we can use Theorem 25 to compute a lower bound for αm(x, y), if
T (Lm,n; x, y) is known for some integer n > 1. However, when m is large (usually m > 10), com-
puting T (Lm,n; x, y) is often unwieldy even for small integers n > 2. In this section, we show that it is
also possible to compute a lower bound for αm(x, y) from T (Lp,n; x, y) for some p,n ∈ Z>1 such that
p m.
First, it is instructive to note a somewhat straightforward solution to this problem. From
T (Lp,n; x, y), we can compute a lower bound for αp(x, y) using Theorem 25. As p m, from Proposi-
tion 17, clearly such a lower bound for αp(x, y) is also a lower bound for αm(x, y). However, we now
show that ξ p,km (x, y) (deﬁned in (7)) can often improve upon this straightforward lower bound.
Lemma 28. For ﬁxed k,m, p ∈ Z>0 such that k < p m, αm(x, y)  ξ p,km (x, y). Furthermore, if mk  pq,
where q ≡m (mod p − k) and k q p − 1, then ξ p,km (x, y) αp(x, y).
Proof. A routine manipulation using (7) and (5b) shows that the ﬁrst inequality is equivalent to
γ
q
m(x, y) γ kp (x, y), which is clearly true from Lemmas 22 and 23.
To prove the second inequality, note that it is enough to show
αp(x, y)
mk−pq · αq(x, y)q(p−k)  αk(x, y)k(m−q).
When mk pq, from Proposition 17, we have
αp(x, y)
mk−pq · αq(x, y)q(p−k)  αq(x, y)mk−pq+q(p−k)  αk(x, y)k(m−q). 
We do not know if ξ p,km (x, y)  αp(x, y) when mk < pq. In practice, if mk < pq, we may simply
use the maximum value of ξ p,km (x, y) and αp(x, y) (or, of their lower bounds) as a lower bound for
αm(x, y).
If we are able to choose the integers k,m, p in the above lemma such that p − k |m − k, then we
have the following corollary, which can be easily deduced from Lemma 28 by setting q = k.
Corollary 29. For ﬁxed k,m, p ∈ Z>0 such that k < p m and p − k |m− k,
αm(x, y)
(
αp(x, y)p(m−k)
αk(x, y)k(m−p)
)1/m(p−k)
 αp(x, y).
446 A.P. Mani / Journal of Combinatorial Theory, Series B 102 (2012) 436–453For a ﬁxed k,m, p ∈ Z>0 such that k < p <m, it also appears diﬃcult to determine if ξ p+1,km (x, y)
ξ
p,k
m (x, y), or if ξ
p,k
m (x, y)  ξ p,k−1m (x, y) when k > 1. If true, these inequalities would validate the
intuition that it is better to choose p and k as large as possible in Lemma 28 to obtain a lower
bound for αm(x, y). Another open question is if ξ
p,k
m (x, y)  ξ p,km−1(x, y) for ﬁxed k,m, p ∈ Z>0 such
that k < p < m, which would justify computing ξ p,km (x, y) as a lower bound for αm(x, y) instead
of ξ p,km′ (x, y) for some m
′ in the interval p <m′ <m. Nevertheless, we next show that for a ﬁxed
k, p ∈ Z>0 such that p > k, the sequence (ξ p,km (x, y): m ∈ Zp) has a monotonically increasing inﬁnite
subsequence.
Lemma 30. For ﬁxed k, p ∈ Z>0 such that p > k, the sequence (ξ p,kn(p−k)+k(x, y): n ∈ Z>0) is monotonically
increasing.
Proof. From (7), for ﬁxed n ∈ Z>0,
ξ
p
n(p−k)+k(x, y) =
(
αp(x, y)pn
αk(x, y)k(n−1)
)1/(n(p−k)+k)
.
Hence, a routine check shows that
ξ
p,k
(n+1)(p−k)+k(x, y) ξ
p,k
n(p−k)+k(x, y),
is equivalent to αp(x, y) αk(x, y), which is true from Proposition 17. 
In summary, Lemma 28 and Theorem 25 give us the following lower bound for αm(x, y) for a ﬁxed
m ∈ Z>0, which is particularly useful when computing T (Lm,n; x, y) is diﬃcult for integers n > 1.
Theorem 31. For ﬁxed k,m, p ∈ Z>0 such that k < p <m, if q ≡m (mod p − k) with k q p − 1, then for
ﬁxed r, s, t,u ∈ Z>0 such that r > s and t > u,
αm(x, y)
(
αk(x, y)
−k ·
(
T (Lp,r; x, y)
T (Lp,s; x, y)
)1/(r−s))(m−q)/m(p−k)( T (Lq,t; x, y)
T (Lq,u; x, y)
)1/m(t−u)
.
Proof. From Lemma 28 and (7), we know
αm(x, y) αk(x, y)−k(m−q)/m(p−k) · αp(x, y)p(m−q)/m(p−k) · αq(x, y)q/m.
The result now follows by applying Theorem 25 to obtain lower bounds for both αp(x, y) and αq(x, y)
on the right hand side of this inequality. 
For k,m, p ∈ Z>0 such that k < p <m and (p − k) | (m − k), we can use Corollary 29 in the place
of Lemma 28, along with Theorem 25, to obtain the following.
Corollary 32. Let k,m, p ∈ Z>0 such that k < p <m and p − k | m − k. Then for ﬁxed r, s ∈ Z>0 such that
r > s,
αm(x, y) αk(x, y)−k(m−p)/m(p−k) ·
(
T (Lp,r; x, y)
T (Lp,s; x, y)
)(m−k)/m(p−k)(r−s)
.
5. Results in H<1
Throughout this section, we assume (x, y) ∈ H<1.
In contrast to our results in the previous section, it appears to be diﬃcult to show that the
sequences (am,n(x, y): n ∈ Z>0) for a ﬁxed m ∈ Z>0, and (bn(x, y): n ∈ Z>0), are monotonically in-
creasing when (x, y) ∈ H<1.
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It is easy to see that Theorem 8 is equivalent to Corollary 3, when n4 = 1 and the direction of in-
equality is reversed. Hence, not surprisingly, many of our results on the sequences (c1m,n(x, y): m,n ∈
Z>0, n > 1) and (γ 1n (x, y): n ∈ Z>1) in this section are analogous to the results obtained in Sec-
tion 4.1 specialized to k = 1, with the direction of inequality reversed.
Lemma 33. For a ﬁxed m ∈ Z>0 , the sequence (c1m,n(x, y): n ∈ Z>1) is monotonically decreasing.
We skip the proof of Lemma 33, which is identical to the proof of Lemma 20 specialized for k = 1,
using Theorem 8 instead of Corollary 3, and the direction of inequality reversed in each step.
We are unable to verify if, for a ﬁxed n ∈ Z>1, the sequence (c1m,n(x, y): m ∈ Z>0) is monotonically
increasing.
Lemma 34. The sequence (γ 1n (x, y): n ∈ Z>1) is monotonically decreasing, and
lim
n→∞γ
1
n (x, y) β(x, y).
Proof. The proof that the sequence is monotonically decreasing is identical to that of Lemma 22
specialized to k = 1, and the direction of inequality reversed in each step.
We next show that each term of the sequence (γ 1n (x, y): n ∈ Z>1) is bounded below by β(x, y).
Let n ∈ Z>1. Choose an integer m such that n− 1 |m− 1, and consider the lattice Lm,m . Then there
exists a non-negative integer r such that m = (n− 1)r + 1. Let i be an integer in the interval 0 i < r.
Applying Theorem 8 with n1 =m− i(n − 1), n2 = n, n3 =m− (i + 1)(n − 1) and n4 = 1, we get
T (Lm,m−i(n−1); x, y) · T (Lm,1; x, y) T (Lm,n; x, y) · T (Lm,m−(i+1)(n−1); x, y). (20)
Multiplying together (20) for all integers i in the interval 0 i < r, we obtain
T (Lm,m; x, y) · T (Lm,1; x, y)r−1  T (Lm,n; x, y)r .
Substituting r = (m− 1)/(n − 1) in the above inequality, we ﬁnd
T (Lm,m; x, y) · T (Lm,1; x, y)(m−n)/(n−1)  T (Lm,n; x, y)(m−1)/(n−1).
Raising both sides of the inequality to the power 1/m2 and taking the m → ∞ limits, we get
β(x, y) · α1(x, y)1/(n−1)  αn(x, y)n/n−1.
Thus, from (5b), β(x, y) γ 1n (x, y).
In other words, every element of the monotonic decreasing sequence (γ 1n (x, y): n ∈ Z>1) is
bounded below by β(x, y). Hence the sequence is convergent [13, p. 36], and
lim
n→∞γ
1
n (x, y) β(x, y). 
Observe that, unlike Lemma 22, we are only able to show the limit of the sequence (γ 1n (x, y): n ∈
Z>1) is bounded below by β(x, y) in the region H<1. This is because we do not have a result analo-
gous to Proposition 17 in this region.
Lastly, note that at the point (1,1), using Corollary 10 instead of Theorem 8, both the results in
this section can be strengthened to use an arbitrary k ∈ Z>0 instead of k = 1.
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Lemmas 12 and 33 imply that for a ﬁxed m ∈ Z>0, each term of the sequence (c1m,n(x, y): n ∈ Z>1)
is an upper bound for αm(x, y). Similarly, from Lemma 34, every term of the sequence (γ 1n (x, y): n ∈
Z>1) is an upper bound for β(x, y).
We note that at the point (1,1), where we can select any integer k ∈ Z>0 to compute upper
bounds for αm(1,1) and β(1,1), it is indeed better to choose k as large as possible. That is for ﬁxed
k,m,n ∈ Z>0 such that n > k, we have both ck+1m,n (1,1) ckm,n(1,1) and γ k+1n (1,1) γ kn (1,1). We omit
the proof of these observations, which are identical to Lemmas 21 and 23 specialized to the point
(x = 1, y = 1), and the direction of inequality reversed in each step.
Summarizing our results on computing upper bounds for αm(x, y) and β(x, y) in H<1, we get the
following results from Lemmas 33 and 34. We again skip the proofs that are identical to Theorems 25
and 27, respectively, with the direction of inequality reversed.
Theorem 35.
1. For ﬁxed m,n ∈ Z>0 such that n > 1,
αm(x, y)
(
T (Lm,n; x, y)
xm−1
)1/m(n−1)
.
2. For ﬁxed k,m,n ∈ Z>0 such that n > k,
αm(1,1)
(
T (Lm,n;1,1)
T (Lm,k;1,1)
)1/m(n−k)
.
Theorem 36.
1. For ﬁxed n, p ∈ Z>1 ,
β(x, y) x−1/(n−1) ·
(
T (Ln,p; x, y)
xn−1
)1/(n−1)(p−1)
.
2. For ﬁxed k,n, p,q such that n > k and p > q,
β(1,1) αk(1,1)−k/(n−k) ·
(
T (Ln,p;1,1)
T (Ln,q;1,1)
)1/(n−k)(p−q)
.
It is worth remembering from Lemma 11 that we can further improve our computation of an
upper bound for β(x, y) by choosing the minimum of computed bounds for both β(x, y) and β(y, x).
In [4] it was shown that 3.64497  β(2,1)  3.74101. We can now improve upon their upper
bound using the value T (L7,7;2,1) = 1.316 × 1024 from [4, Table 1], along with n = p = 7 in Theo-
rem 36-1 to get β(2,1) 3.71224. Further, using the value T (L14,14;2,1) = 9.203× 10103 from [20],
and n = p = 14 in Theorem 36-1 gives us the following (apparently) current best upper bound for
this limit.
Corollary 37.
β(2,1) 3.705603.
As some evidence for the closeness of the bounds obtainable from the above results to the ex-
act values of the corresponding limits, we mention that at the point (1,1), substituting the values
T (L25,25;1,1) = 9.599× 10296, T (L25,24;1,1) = 5.093× 10284, α2(1,1) =
√
2+ √3, k = 2, n = p = 25
and q = 24 in Theorem 36-2 gives β(1,1) 3.227297, while the exact value computed for this limit
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matrix-tree theorem [12, Chapter 1], while we get α2(1,1) from (19).)
5.3. Further remarks on computing αm(x, y)
Our observations in this section mirror those in Section 4.3.
For our next result, we use (7) to deﬁne ξ p,km (x, y) for (x, y) ∈ H<1 and k,m, p ∈ Z>0 such that
k < p m.
Lemma 38. For ﬁxed m, p ∈ Z>1 such that p m, αm(x, y) ξ p,1m (x, y).
Our proof of Lemma 38 is identical to the proof of the ﬁrst inequality in Lemma 28 using Theo-
rem 8 in the place of Corollary 3, and the direction of the inequality reversed in each step.
As in the region H>1, we are unable to verify if ξ
p+1,1
m (x, y)  ξ p,1m (x, y) and ξ p,1m (x, y) 
ξ
p,1
m−1(x, y), for a ﬁxed p,m ∈ Z>0 such that 1 < p <m. We can, however, show the following, analo-
gous to Lemma 30, and we skip the identical proof specialized to k = 1 with the direction of inequality
reversed.
Lemma 39. For a ﬁxed p ∈ Z>1 , the sequence (ξ p,1n(p−1)+1(x, y): n ∈ Z>0) is monotonically decreasing.
As before, at the point (1,1), the above statements can be generalized to any integer k ∈ Z>0 using
Corollary 10.
We summarize these observations as follows. Their proofs are identical to Theorem 31 and Corol-
lary 32 with the direction of the inequality reversed in each step, and are omitted.
Theorem 40.
1. For ﬁxedm, p ∈ Z>1 such that p <m, if q ≡m (mod p−1) with 1 q p−1, then for ﬁxed r, t ∈ Z>1 ,
αm(x, y)
(
x−1
(
T (Lp,r; x, y)
xp−1
)1/(r−1))(m−q)/m(p−1)( T (Lq,t; x, y)
xq−1
)1/m(t−1)
.
2. For ﬁxed k,m, p ∈ Z>0 such that k < p <m, if q ≡m (mod p − k) with k q  p − 1, then for all ﬁxed
r, s, t,u ∈ Z>0 such that r > s and t > u,
αm(1,1)
(
αk(1,1)
−k ·
(
T (Lp,r;1,1)
T (Lp,s;1,1)
)1/(r−s))(m−q)/m(p−k)( T (Lq,t;1,1)
T (Lq,u;1,1)
)1/m(t−u)
.
Corollary 41.
1. Let m, p ∈ Z>1 such that p <m and p − 1 |m− 1. Then for a ﬁxed r ∈ Z>1 ,
αm(x, y) x−(m−p)/m(p−1) ·
(
T (Lp,r; x, y)
xp−1
)(m−1)/m(p−1)(r−1)
.
2. Let k,m, p ∈ Z>0 such that k < p <m and p − k |m− k. Then for ﬁxed r, s ∈ Z>0 such that r > s,
αm(1,1) αk(1,1)−k(m−p)/m(p−k) ·
(
T (Lp,r;1,1)
T (Lp,s;1,1)
)(m−k)/m(p−k)(r−s)
.
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In this section, we brieﬂy show that some of our results for the lattice graph Lm,n in the re-
gion H>1 can also be extended to square lattices embedded on a cylindrical surface. For m,n ∈ Z>0,
a cylindrical square lattice is the graph Cm,n with vertex set V = V (Lm,n) and edge set E = E(Lm,n) ∪
{{(1, j), (m, j)}: 1 j  n}, where V (Lm,n) and E(Lm,n) are the vertex and edge sets of Lm,n , respec-
tively.
We omit the proof of the next result which is similar to the proof of Lemma 1.
Lemma 42. Let m,n1,n2,n3 ∈ Z>0 such that n1 = n2 + n3 . Then for all x, y  1,
T (Cm,n1; x, y) T (Cm,n2; x, y) · T (Cm,n3; x, y).
We skip the proof of the next result which is similar to Corollary 3 and is also a consequence of
Theorem 2.
Lemma 43. Let m,n1,n2,n3,n4 be positive integers such that n1 max{n2,n3} and n1 +n4 = n2 +n3 . Then
for all x, y  1 such that (x− 1)(y − 1) > 1,
T (Cm,n1; x, y) · T (Cm,n4; x, y) T (Cm,n2; x, y) · T (Cm,n3; x, y).
For m,n ∈ Z>0 and (x, y) ∈ R2, let
dm,n(x, y) = T (Cm,n; x, y)1/mn and (21)
ηm(x, y) = lim
n→∞dm,n(x, y). (22)
Additionally, for k,m,n ∈ Z>0 such that k < n and (x, y) ∈ R2, let
f km,n(x, y) =
(
T (Cm,n; x, y)
T (Cm,k; x, y)
)1/m(n−k)
. (23)
Note that it can be easily shown that for all x, y  1,
lim
m→∞dm,n(x, y) = limm→∞am,n(x, y) = αn(x, y) and
lim
n→∞dn,n(x, y) = limn→∞bn(x, y) = β(x, y).
Our next result can be readily veriﬁed from Lemmas 42 and 43, using arguments similar to those
in Section 4.
Theorem 44. Let (x, y) ∈ H>1 .
1. For a ﬁxed m ∈ Z>0 , the sequence (dm,n(x, y): n ∈ Z>0) is monotonically increasing.
2. The sequence (ηm(x, y): m ∈ Z>0) is monotonically increasing and converges to the limit β(x, y).
3. For ﬁxed k,m ∈ Z>0 , the sequence ( f km,n(x, y): n ∈ Z>k) is monotonically increasing and converges to
the limit ηm(x, y).
4. For ﬁxed m,n ∈ Z>0 such that n > 2, the ﬁnite sequence ( f km,n(x, y): 0 < k < n − 1) is monotonically
increasing.
5. For ﬁxed k,m,n ∈ Z>0 such that n > k,
ηm(x, y)
(
T (Cm,n; x, y)
T (Cm,k; x, y)
)1/m(n−k)
.
We do not yet know of an inequality similar to Theorem 8 for the graph Cm,n in the region (x, y) ∈
H<1, and the behavior of the sequence ( f km,n(x, y): n ∈ Z>k) in this region, for ﬁxed k,m ∈ Z>0, is an
open problem.
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We used a family of Tutte polynomial inequalities to study the analytical properties of the se-
quences (am,n(x, y): m,n ∈ Z>0) and (bn(x, y): n ∈ Z>0), and compute one-sided bounds for their
limits in the region x, y  1. However, several theoretical and computational questions remain open.
Theoretically, in the region H<1 it is unknown if the sequences (am,n(x, y): n ∈ Z>0) for a ﬁxed
m ∈ Z>0, (bn(x, y): n ∈ Z>0) and (αm(x, y): m ∈ Z>0), are monotonically increasing. Also, except for
the point (1,1), it is also open if the sequence (ckm,n(x, y): n ∈ Z>k) for ﬁxed k ∈ Z>1, m ∈ Z>0, is
monotonically decreasing in H<1. We can solve this problem if we obtain a result analogous to Corol-
lary 3, with the direction of inequality reversed, for the region H<1. Another signiﬁcant unanswered
question in this region is if the sequences (αm(x, y): m ∈ Z>0) and (γ 1n (x, y): n ∈ Z>0) converge to
the limit β(x, y) (see Lemma 34).
Computationally, in both regions H>1 and H<1, we do not have a rigorous analysis of the closeness
of our bounds to the corresponding limits αm(x, y) and β(x, y). For ﬁxed k,m,n ∈ Z>0 such that n > k
and x, y  1, let n,km (x, y) = |αm(x, y) − ckm,n(x, y)| and n,k(x, y) = |β(x, y) − γ kn (x, y)|. An asymp-
totic analysis of n,km (x, y) and 
n,k(x, y) as a function of n and k could provide a basis for an eﬃcient
approximation algorithm for computing the limits αm(x, y) and β(x, y). A related unanswered ques-
tion is the rate of convergence of the various sequences to their respective limits as a function of
(x − 1)(y − 1). It would be of interest to analyze the behavior of both n,km (x, y) and n,k(x, y) as a
function of x and y, for ﬁxed k,m,n ∈ Z with n > k.
Note that, unlike the transfer matrix methods used in [3] and [4], our approach only provides
one-sided bounds to the limits αm(x, y) and β(x, y). We do not know if it is possible to obtain
similar inequalities and non-trivial upper bounds for these limits in the region H>1, and lower bounds
in H<1.
Finally, it would also be interesting to know if these results can be extended to points in other
regions of the two-dimensional real plane. In particular, for the region 0  x < 1, y  0, or x  0,
0 y < 1 where the Tutte polynomial is known to be positive, it is still open if there are inequalities
similar to those in Section 2.
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Appendix A. Proof of Lemma 7
We begin with the following planar embedding of Lm,n on the two-dimensional real plane. A ver-
tex (i, j) of Lm,n , where 1  i  m and 1  j  n, corresponds to the point in R2 with integer
coordinates (i, j). An edge between vertices (i, j) and (i + 1, j) is a straight line connecting the
corresponding points whenever i  i  m − 1. Similarly, an edge between (i, j) and (i, j + 1) is a
straight line connecting the corresponding points whenever i  j  n − 1. Henceforth, in this proof,
we consider Lm,n to be a plane graph with such a planar embedding.
It is straightforward to check that the lemma is true if any of the sets P1, P2 or R is empty.
Assume for a contradiction that the lemma is false. Then there exists minimal sets P1 ⊆ E1 \ E2,
452 A.P. Mani / Journal of Combinatorial Theory, Series B 102 (2012) 436–453P2 ⊆ E2 \ E1, R ⊆ Ek , and a minor J ∈ MF(Lm,n, Ek \ R), such that P1 and P2 are not R-submodular
in J .
Then, from (6), J = G/C \ D for some disjoint sets C, D ⊆ Ek \ R such that C ∪ D = Ek \ R . Consider
the following planar embedding of J obtained from Lm,n . Beginning with Lm,n , for every e ∈ Ek \ R ,
we do the following.
• If e ∈ D , we simply delete the line corresponding to the edge e.
• If e ∈ C and connects the vertices (i,k) and (i + 1,k), where 1  i m − 1, we delete the line
corresponding to e and identify its two end points to form a single vertex at (i,k).
It is easy to see that the resulting graph J is also a plane graph. Let ρ be the rank function of the
graph J .
We now make the following claim for P1, P2, R and J .
Claim 45.
1. The subgraph 〈P1 ∪ P2〉 of J is acyclic.
2. For i ∈ {1,2}, every e ∈ R is in a cycle in the subgraph 〈Pi ∪ R〉 of J .
Proof. (1) Assume for a contradiction that subgraph 〈P1 ∪ P2〉 contains a cycle. Without loss of gen-
erality, then there is an edge p ∈ P1 which is in a cycle. By the minimality condition, we know the
sets P ′1 = P1 \ {p} and P2 are R-submodular in J . That is, there exists a bijection π : 2R → 2R such
that for all C ⊆ R ,
ρ
(
P ′1 ∪ P2 ∪ C
)+ ρ(R \ C) ρ(P ′1 ∪πC)+ ρ(P2 ∪ R \πC).
Since p is in a cycle in P1 ∪ P2, we know ρ(P1 ∪ P2 ∪ C) = ρ(P ′1 ∪ P2 ∪ C), and hence π is also an
R-submodular bijection of (P1, P2) in J , which is a contradiction.
(2) We prove the case i = 1 below. The case i = 2 is analogous.
Assume for a contradiction that there exists an e ∈ R such that e is a bridge in 〈P1 ∪ R〉, and let
R ′ = R \ {e}. Clearly, by our choice of P1, P2 and R , P1 and P2 are R ′-submodular in J \ e. That is,
there exists a π ′ : 2R ′ → 2R ′ such that for all C ⊆ R ′ ,
ρ(P1 ∪ P2 ∪ C) + ρ
(
R ′ \ C) ρ(P1 ∪π ′C)+ ρ(P2 ∪ R ′ \π ′C).
Since e is a bridge in P1 ∪ R , this implies that for all C ⊆ R ′ ,
ρ(P1 ∪ P2 ∪ C) + ρ
(
R ′ ∪ {e} \ C) ρ(P1 ∪π ′C ∪ {e})+ ρ(P2 ∪ R ′ \π ′C). (24)
Similarly, by our choice, the sets P1 and P2 are also R ′-submodular in J/e. Hence, there exists a
bijection π ′′ : 2R ′ → 2R ′ such that for all C ⊆ R ′ ,
ρ
(
P1 ∪ P2 ∪ C ∪ {e}
)+ ρ(R ′ ∪ {e} \ C) ρ(P1 ∪π ′′C ∪ {e})+ ρ(P2 ∪ R ′ ∪ {e} \π ′′C).
Once again, as e is a bridge in P1 ∪ R , we have for all C ⊆ R ′ ,
ρ
(
P1 ∪ P2 ∪ C ∪ {e}
)+ ρ(R ′ \ C) ρ(P1 ∪π ′′C)+ ρ(P2 ∪ R ′ ∪ {e} \π ′′C). (25)
It follows from (24) and (25) that the bijection π : 2R → 2R such that for all C ⊆ R ,
πC =
{
π ′C ∪ {e}, if e /∈ C ;
π ′′(C \ {e}), if e ∈ C,
is an R-submodular bijection between P1 and P2 in J , which is a contradiction. 
Now, let Q be a maximal path in J with edges from R . Clearly, Q is a straight line connecting
points (i,k) and ( j,k) for some i, j such that 1 i  j m in the plane graph J . Also, all vertices in
A.P. Mani / Journal of Combinatorial Theory, Series B 102 (2012) 436–453 453subgraph 〈P1 ∪ Q 〉 of J are points (a,b) where 1  a m and 1 b  k. From Claim 45-2, we also
know that every edge q ∈ Q is in a cycle in the plane subgraph 〈P1 ∪ Q 〉 of J . It follows that there
is a path that is edge-disjoint with Q connecting the end points of Q in the subgraph 〈P1 ∪ Q 〉 of J .
Analogously, there is a similar path edge-disjoint with Q in the subgraph 〈P2 ∪ Q 〉 of J . Together,
this means that P1 ∪ P2 contains a cycle in J , which contradicts Claim 45-1. 
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