On the computation of a certain class of Hill determinants  by Wille, L. & Phariseau, P.
Journal of Computational and Applied Mathematics 15 (1986) 83-91 
North-Holland 
83 
On the computation of a certain class of 
Hill determinants 
L. WILLE and P. PHARISEAU 
Seminarie voor Theoretische Vaste Stoj- en Lage Energie Kernjysica, Rijksuniversiteit-Gent, S9-B9000 Gent, Belgium 
Received 14 July 1984 
Abstract: Hill’s equation is studied for a particular class of periodic functions, which covers a broad range of practical 
applications. The essential quantity, which determines the stability criteria, is an infinite (or Hill) determinant. A set of 
recurrence relations for the computation of this determinant is derived. It is shown how these recurrence formulae also 
yield analytical results in two extremes. 
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1. Introduction 
Hill’s equation is any homogeneous linear, second order differential equation with periodic 
coefficients. Its standard form is [6] 
y”+[h+Q(x)]y=o 0) 
where A is a parameter and Q(x) is a real function of x with period 71. Expanding Q(x) in a 
Fourierseries we can alternatively write 
+CC 
y” + C g, exp(2inx) y = 0 
1 
(2) 
n=--00 
where g, = A. According to Floquet’s theorem (2) has a solution of the type 
y = exp(iax)p(x) (3) 
where p(x) is a function of period 7 and the complex number Q is the characteristic exponent. 
The relationship between (Y and h is 
sin2j7rcu = D,(X) sin2+a& (4) 
where D,(X) is the following Hill determinant 
in the notation of Magnus and Winkler [6]. In (5) g, has to be interpreted as zero. To any value 
of X corresponds a value for the characteristic exponent (Y through (4). When (Y is real (3) is 
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bounded and the solution is called stable, otherwise it is called unstable. The oscillation theorem 
due to Liapounov asserts that there are two monotonically increasing infinite sequences of real 
numbers 
and 
A’,, x;, h;, . . .) 
such that the solutions of (1) are stable for h in one of the intervals 
IhI> w, 1% A,[, I&, A;[, ]A’,, A,[, ... . 
(6b) 
(7) 
In this way the real X-axis is partitioned into intervals of stability separated by intervals of 
instability. Whether the endpoints belong to the intervals of stability or not has to be investigated 
separately. Complex X-values always correspond to unstable solutions. 
In this note we will investigate Hill’s equations with a periodic function Q(x) which has the 
property that g,+i is a constant times g, for all positive n. A particular example of such a 
function is 
Q(x)=4 
y2- 1 
I- 2y cos 2x + y2 ’ 
O<y<l (8) 
which has been investigated by us as a model for the potential energy of electrons in a solid 
[lO,ll]. The Fourier expansion of (8) is 
Q(x)= -4 1+2&cos2nx 
( i 
(9) 
n=l 
and so it has the aforementioned form. 
Similar functions have been proposed by Leach [5] in his study of the harmonic oscillator with 
a time dependent mass, which is a model for the Fabry-Perot cavity, and by Infeld and 
Rowlands (1973) in their investigations on the stability of nonlinear waves in a cold plasma. 
When higher powers of y can be neglected in the expansion (9) Hill’s equation reduces to the 
Mathieu equation, which has been extensively studied [7,8]. 
In most practical applications one wants to determine either the (Y versus A relation or the 
regions of stability, rather than the eigenfunctions (3). Consequently one has to evaluate the 
Hill-determinant (5). Because we have assumed proportionality between the Fourier coefficients, 
an efficient scheme for the numerical determination of this determinant is possible. A similar 
method has been developed by Infeld [1,2]. However, he has ignored a certain term and so his 
results are incorrect in general, though the stability analysis for a particular case in [2] remains 
unaffected. 
Note that in all cases where Q(x) has the aforementioned characteristics the differential 
equation (1) has the form of Ince’s equation [6], which in general reads 
(1 + a cos 2x)y” + b(sin 2x)y’ + (c + d cos 2x)y = 0. (10) 
This equation has the property that all even intervals of instability can vanish whenever the 
polynomial 
2ap2 - bp - id (11) 
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has a zero at one of the points p = 0, + 1, )2, . . . In the case considered by Infeld [2] the 
parameter d was zero. This is the reason for his observation that this equation has only half as 
many regions of instability as the Mathieu equation, since it is well-known [7] that no intervals of 
instability ever disappear for this last equation. 
The remainder of our paper is as follows. In Section 2 we will establish a set of recurrence 
relations for the calculation of the determinant D,(h). For the sake of discussion we will confine 
ourselves to the function (8), though extension to the more general case is straightforward. Our 
motivation for this limitation is that we will investigate the case y -+ 1. Then the function (8) has 
the curious property that it reduces to a set of equally spaced S-functions 
lime(x)= -8~ +f 6(x-n=). 02) 
Y+i n=--00 
Since this is the limiting case of the famous rectangular well model studied by Kronig and 
Penney [4], we will call the limit y --+ 1 the Kronig-Penney limit. In that case analytical results 
can be obtained and this will be proved in Section 3. In Section 4 we show how the other 
extreme, i.e. y near zero, can also be treated analytically by a perturbative method. Finally we 
present our conclusions in Section 5. 
2. Recurrence formulae 
The key quantity of the problem under study is the Hill determinant (5), which for the periodic 
functions (9) reads explicitly 
NV = 
1 Y Y2 . . . 
i* + 1 - +A i2+l-+X 
. . . 
(i - l)*: 1 -+A 
1 
(i+l)‘:l -+X 
. . . 
(i-2):11-fh (i-2)‘:l-th 
1 
. . . 
. . . 
. . . 
In our previous work [lO,ll] we proposed to truncate this determinant and to consider the central 
(2N + 1) x (2N + 1) part, i.e. from the -N, - N element to the N,N element, which we will 
denote by D,“(A). Using the notation AN, for the determinant from the -N, - N element to the 
m, m element it is obvious that D,“(X) equals AN, and can be calculated by the following 
recurrence relation 
AN,= 1+y2- 
i 
4Y2 
2rn+JX? -y 
2_+I AN 
m’+l-$A 1 m-l 
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together with the initial values 
A”,= 1, @a> 
‘ 
A",,, = l- 
[P+l-tx][(y~-l)2+1-fh]~ 
(15b) 
In this way the (Y versus X relation, which defines the electronic bandstructure in a solid, was 
determined. 
In this note we will follow Infeld’s [1,2] approach. Introducing the notation 
p, = l/( m2 + 1 - ax> 
we can write the Hill determinant as 
06) 
1 YP2 Y ‘P2 Y 3P2 Y4132 
yp, 1 UP, Y ‘PI Y3& 
D,(X)= . . . y’& VP, 1 UP, y2h ... 
Y’P, Y”& UPI l y& 
y4#82 Y 92 Y 2P2 YP2 1 
(17) 
First we multiply the mth column by (- y) and add it to the ((m + 1) x sgn m)th column. Next 
we expand the resulting determinant according to the zeroth row. After some further elementary 
operations, which are justified since the determinant converges [9], we finally obtain 
4(V = m2 - 2YMl- lPlD2 
where D, and D, are the following semi-infinite determinants 
1 - Y”P1 Y(P, - 1) 0 0 . . . 
Y(1 - Y2)P2 1 - Y’P, VU32 - 1) 0 . . . 
D, = Y2(1 - Y2)P3 Y(l - Y2)P3 1 - Y’P, YU33 - 1) 
y3(1 - y’>P4 Y2(1 - Y’>P4 Y(1 - Y’>P4 1 - Y’P4 
and 
UP1 Y(P, - 1) 0 0 . . . 
Y2P2 1 - Y’P2 Y(P2 - 1) 0 . . . 
4= y’P3 Y(l - Y2)P3 1 - Y2P3 Y(P,-1) 7 
Y”p, Y2(1 - Y’>P, Y(1 - Y’>P4 1 - Y’P, 
..I 
08) 
(19) 
(20) 
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The second term in (18) was not considered by Infeld [2]. For computational purposes we have to 
truncate the determinants at the N, N element and these finite determinants will be denoted by a 
superscript N. The first one can easily be brought in tridiagonal form 
D;“= 
1+-+2y2p, 
v(Pz-1) 
0 
Y(P, -1) 0 
1+y2-2y2p2 Y(82-1) . . 
Y(P3 -1) 1+ y2 - 2y9, . . . 
. . l+Y2-2YZPNm, Y(P,-1-l) 
. . . Y(PN-1) l-Y2P, 
(21) 
where all diagonal elements except the N, N one have the same form. Infeld [l] divided the mth 
row by (1 - /?,) for all m, and then considered the infinite product 
(22) 
However, as already noted by Infeld [l], for actual calculations it is better to use the form (21). 
Denoting by 07 the portion of (21) from the (N - m + l), (N - m + 1) element to the N, N 
element, it is easy to establish the following recurrence formula 
D;+’ = (I + Y’ - 2v2P,-,)D;I - y2(1- P,-,)(I - PN-m+dD?-l, 
m=2 r...> N-l (23) 
together with the initial conditions 
D; = 1 - y2&, (24a) 
0: = (1 - y2P,v)(1 + y2 - 2~%,-,) -y2(1 - P,>(l - P,,-,>. @4b) 
In this way 0;” can easily be computed. 
The second semi-infinite determinant is somewhat more difficult to treat, but we can take 
advantage of the fact that the 0;” have to be calculated anyhow. To this end we reduce 0: to 
the following form 
VP, Y(P, - I) . . . 
Y2L32 1 + y2 - 2y2p2 . . . 
D;= : 
. yN-‘/3/._, . . . 1 + y= - 2y2p,_, 
Y”P, . . . Y(bN - ‘> 
by exactly the same operations used to bring D/ into tridiagonal form. 
as before we find 
(25) 
YCPN-I - 1) 
1 - y’& 
Using a similar notation 
D2m+1 = Y N- mpN_mD;“-y(/3N_-m-1)D~, m=2,...,N-1 (26) 
with the initial condition 
D;= yN-1,8,_,(1 - y’&) -yN+l&(PN--I - l). (27) 
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Table 1 
Values of the central (2N + l)x(2N + 1) portion of the Hill determinant D,(A). Ex. denotes the exact result (42) in 
the Kronig-Penney limit 
y = 0.1 y = 0.5 y =l.O 
N A: 6 12 6 12 6 12 
9 1.06481 0.99819 1.2101 1.0012 - 2.5678 1.7821 
99 1.06480 0.99818 1.2097 0.99929 - 1.4185 1.5882 
999 1.06480 0.99818 1.2097 0.99896 - 1.3434 1.5705 
9999 1.06480 0.99818 1.2097 0.99896 - 1.3362 1.5688 
Ex. - _ _ _ _ 1.3354 1.5686 
In this way we have found a very efficient way to calculate the second determinant in parallel 
with the first one. 
Though the computational method outlined here is based on two sets of recurrence relations 
(23) and (26), it uses less arithmetic operations than our original scheme, based on (14). Since 
both methods calculate the same (2N + 1) x (2N + 1) portion D:(A) of the infinite determinant 
Q,(X) they yield exactly the same results and we show some typical values in Table 1. 
It is easy to show, using the recurrence relations (23) and (26) that the error term (D,,(X) - 
O,“( h))/D,N( A) is proportional to 
(28) 
i=N+l 
Note that this is in remarkable agreement with the results for y = 1 in Table 1. For smaller 
y-values the convergence will be faster due to the presence of y2 in the recurrence formulae. 
3. The Kronig-Penney limit 
In this section we will prove how the Kronig-Penney [4] result can be deduced from the 
recurrence relations (23) and (26). In our previous work [ll] we obtained this result directly from 
the expression (13) for the Hill-determinant. 
Defining the dy and dy via 
ok” = fi (1 - P;)d:, k=lor2, (2% 
r=l 
we obtain the recurrence relations 
dr”+’ = 1+ y2 - 2y2p,_, 
1 - PN-m 
d;” - y’d;l-’ 
with 
d’ = 1 - Y2PN 
1 l_PN ’ 
(30) 
(314 
(3W 
d2 = 1 - Y2& 1+ Y2 - 2Y2P,-1 
1 
l-PN 1 -PN_i -y2, 
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and 
dT+l =’ N-m&-m d” + yd” 
1-p,_, 1 =’ 
(32) 
Now putting y equal to one we obtain 
with 
and 
,y+l= 2dr”-d;“-’ 
d;=d;=l, 
(33) 
(34) 
dT+l= PN-m 
1 -I&,,, 
d;“+d,” 
with 
(35) 
(36) 
Equations (33) and (35) form a set of coupled difference equations, which can be easily solved to 
yield 
,?+I = mdf-(m-1)d; (37) 
and 
dJ’+l= 2 PN-i 
i=2 ’ - PN--I 
d; + d;. (38) 
Taking into account the initial conditions we have 
d;” = 1 
and 
(3% 
(40) 
Finally putting m = N, taking the limit N + + cc and using (22) as well as some standard series 
one finds 
sin IT& 
i 
1 
7T cotan IT& . --- 
sin *\/x----4 2h 2fi i 
Substitution into (18) gives 
D,(A)= ’ 
sin27rJG 
sin*=fi - -?- sin 271fi 
26 
(41) 
(44 
which is the correct result [ll]. Note that in the original work of Kronig and Penney [4] the array 
of S-functions (12) was obtained via a different limiting procedure, namely starting from a 
piecewise constant function Q(x). 
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4. Perturbation method 
It was shown by Wille et al. [ll] that the following expansion involving even powers of y is 
valid 
D,(X) = 1+ 
47r cotan$rrdCZ 
Jx-4(5 -A) y* + O(y4). (43) 
This result was obtained directly from the Hill determinant (13). The y4 term can be found in 
Wille et al. [ll]. This expansion is basically a Taylor expansion around y = 0, which can also be 
obtained by perturbation theory. In this section we will indicate how to derive the same result 
from the recurrence relations (23) and (26). We will only calculate the y* term since the algebra 
becomes quite tedious. 
It is easy to show by induction that the solution of (23) up to second order in y is 
m-l 
D;n+‘= 
i 
I + Y* - ~*(P,v-2 + P,-,> -y2 c ,4-r-&v-i 
r=2 
-~*(l - P,-,)(I - P,-l)D: + o(y4)> (44) 
and from (26) we have in the same approximation 
02" = y&D,N-’ 
from which we conclude 
D2=2D, 
l-$h 
+ 0(Y2). 
(45) 
(46) 
Substitution into (18) gives for the coefficient of y* 
-2 ELP;. 
i=l 
Performing the summations we obtain (43). 
(47) 
5. Conclusions 
We have established a set of recurrence relations to determine the eigenvaluespectrum for a 
class of Hill’s equations. These equations have important applications in solid state physics, 
optics, plasma physics etc. The recurrence relations, which correct a result of Infeld [2] can easily 
be implemented for numerical calculations. An estimate for the error term is known. On the other 
hand analytical results as well can be derived from these recurrence formulae, valid in the case of 
a slowly varying periodic function and for a set of &functions. 
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