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INNERNESS OF CONTINUOUS DERIVATIONS ON
ALGEBRAS OF LOCALLY MEASURABLE
OPERATORS
A. F. BER, V. I. CHILIN, AND F. A. SUKOCHEV
Abstract. It is established that every derivation continuous with
respect to the local measure topology acting on the ∗-algebraLS(M)
of all locally measurable operators affiliated with a von Neumann
algebra M is necessary inner. If M is a properly infinite von
Neumann algebra, then every derivation on LS(M) is inner. In
addition, it is proved that any derivation on M with values in
BanachM-bimodule of locally measurable operators is inner.
1. Introduction
One of the important results of the theory of derivations in Banach
bimodules is the Theorem of J. R. Ringrose on automatic continuity of
every derivation from a C∗-algebraM into a BanachM-bimodule [25].
This theorem extends the well-known result that every derivation of a
C∗-algebraM is automatically norm continuous [27]. In the case when
M is a AW ∗-algebra (in particular, W ∗-algebra), every derivation on
M is inner [23], [27]. Numerous results on continuity of derivations in
Banach algebras are given in [13].
Significant examples ofW ∗-modules are non-commutative rearrange-
ment invariant spaces of measurable operators affiliated with a von
Neumann algebra. At the present time the theory of rearrangement
invariant spaces is actively developed [17], [21], and it gives useful
applications both in the geometry of Banach spaces and in the the-
ory of unbounded operators. Every non-commutative rearrangement
invariant space is a solid linear space in the ∗-algebra S(M, τ) of all τ -
measurable operators affiliated with a von Neumann algebraM, where
τ is a faithful normal semifinite trace onM [24]. The algebra S(M, τ)
equipped with the natural topology tτ of convergence in measure gen-
erated by the trace τ is a complete metrizable topological algebra. In
its turn the algebra S(M, τ) represents a solid ∗-subalgebra of the ∗-
algebra LS(M) of all locally measurable operators, affiliated with a von
Neumann algebra M [28], [31]. The ∗-algebras LS(M) and S(M, τ)
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as well as the algebra S(M) of measurable operators affiliated withM
[29], are useful examples of EW ∗-algebras of unbounded operators [15].
Moreover, in [12] it is established that every EW ∗-algebra A with the
bounded part Ab =M is a solid ∗-subalgebra in the ∗-algebra LS(M),
i.e. LS(M) is the greatest EW ∗-algebra of all EW ∗-algebras with the
bounded part coinciding with M. In addition, the algebra LS(M)
with the natural topology t(M) of convergence locally in measure is a
complete topological ∗-algebra [31].
Every EW ∗-algebra (A, t(M)) is an example of GB∗-algebras, which
properties are well investigated in [16]. The bounded part A(B0) of
every GB∗-algebra A is a C∗-algebra [16] and the algebra A by it-
self is a topological bimodule over A(B0). In the case when A is an
EW ∗-algebra the bounded part A(B0) coincides with Ab. A natural
development of J. R. Ringrose [25] and Sakai-Kadison Theorems [27]
is the study of the properties of continuity and innerness of derivations
acting from A(B0) into A.
This problem is directly connected with researches on derivations on
algebras of unbounded operators. One of the first work in this field
became the paper by C. Brodel and G. Lassher [10], where it was es-
tablished that every derivation on a complete O∗-algebra of unbounded
operator is spatial. Similar results for other classes of locally convex
algebras of unbounded operators are obtained in [18, 19]
Since every EW ∗-algebra A with the bounded part Ab = M is a
topological ∗-algebra of unbounded operators with respect to the non
locally convex topology t(M), the problem of innerness and t(M)-
continuity of a derivation from M into A seems natural.
In [6] it is proven that each derivation δ : M → A extends up to
a derivation from LS(M) into LS(M). In this respect, we should
describe properties of t(M)-continuity and innerness of derivations δ :
LS(M)→ LS(M).
In the setting of commutative W ∗-algebras this problem is fully re-
solved in [5]. In the setting of von Neumann algebras of type I, a
thorough treatment of this problem may be found in [1] and [7]. The
papers [1, 5] contain examples of non-inner derivations of the ∗-algebra
LS(M), which are not continuous with respect to the topology t(M)
of convergence locally in measure on LS(M). On the other hand, it is
shown in [1] that in the special case whenM is a properly infinite von
Neumann algebra of type I, every derivation of LS(M) is continuous
with respect to the local measure topology t(M). Using a completely
different technique, a similar result was also obtained in [7] under the
additional assumption that the predual space M∗ to M is separable.
It is of interest to observe that an analogue of this result (that is the
continuity of an arbitrary derivation of (LS(M), t(M))) also holds for
any von Neumann algebraM of type III [2]. In [2] the following prob-
lem is formulated (Problem 3): Let M be a von Neumann algebra of
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type II and let τ be a faithful normal semifinite trace on M. Is any
derivation on a ∗-algebra S(M, τ) equipped with the measure topology
tτ necessarily continuous? In [3] this problem is solved affirmatively for
a properly infinite algebra M. In view of the example we mentioned
above, a natural problem (similar to Problem 3 from [2]) is whether
any derivation of a ∗-algebra LS(M) is necessarily continuous with
respect to the topology t(M), whereM is a properly infinite von Neu-
mann algebra of type II. In [6] it is given the positive solution of this
problem. In fact, in [6] it is established a much stronger result that
any derivation δ : A → LS(M), where A is any EW ∗-subalgebra in
LS(M) with Ab = M, is necessarily continuous with respect to the
topology t(M) in the case when M is properly infinite von Neumann
algebra.
In this respect the problem of innerness of t(M)-continuous deriva-
tions δ : A → A (EW ∗-version of Sakai-Kadison Theorem) naturally
arises. For a von Neumann algebra of type I and III this problem is
solved in [1, 2]. In the present paper it is proven that for every t(M)-
continuous derivation δ acting on an EW ∗-algebra A with the bounded
part Ab = M, there exists a ∈ A, such that δ(x) = ax − xa = [a, x]
for all x ∈ A, i.e. derivation δ is inner. Moreover, it is established that
every derivation on a von Neumann algebra M with values in a non-
commutative rearrangement invariant space E ⊂ S(M, τ) is necessary
inner.
The proof proceeds in several stages. In section 3 we introduce the
notion of λ-system for a self-adjoint derivation δ : LS(M) → LS(M)
and study the properties of this λ-system, in particular, it is given
the estimate on the value of dimensional function for the support of
λ-system. After that in section 4 it is given the proof of the main
result of the present paper (Theorem 4.1) on innerness of every t(M)-
continuous derivation δ : LS(M) → LS(M). In particular, in view
of the result of [6], it is shown that for a properly infinite von Neu-
mann algebra M every derivation on LS(M) is inner. In section 5
we give applications of Theorem 4.1, establishing the innerness of all
t(M)-continuous derivations acting on an EW ∗-algebra A with the
bounded part Ab =M. In last section 6 we introduce the class of Ba-
nach M-bimodules of locally measurable operators E ⊂ LS(M). This
class contains all noncommutative rearrangement invariant spaces. It
is proven that every derivation δ : M→ E is inner, i.e. it has a form
δ(x) = [d, x] = δd(x) for all x ∈ M and some d ∈ E , in particular,
δ is a continuous derivation from (M, ‖ · ‖M) into (E , ‖ · ‖E). In ad-
dition, the operator d ∈ E such that δ = δd may be chosen so that
‖d‖E ≤ 2‖δ‖M→E .
We use terminology and notations from the von Neumann algebra
theory [20, 27, 30] and the theory of locally measurable operators from
[22, 28, 31].
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2. Preliminaries
Let H be a Hilbert space, let B(H) be the ∗-algebra of all bounded
linear operators on H , and let 1 be the identity operator on H . Given
a von Neumann algebra M acting on H , denote by Z(M) the centre
of M and by P(M) = {p ∈ M : p = p2 = p∗} the lattice of all
projections in M. Let Pfin(M) be the set of all finite projections in
M.
A linear operator x : D (x) → H , where the domain D (x) of x is a
linear subspace of H , is said to be affiliated with M if yx ⊆ xy for all
y from the commutant M′ of algebra M.
A densely-defined closed linear operator x (possibly unbounded) af-
filiated with M is said to be measurable with respect to M if there
exists a sequence {pn}∞n=1 ⊂ P(M) such that pn ↑ 1, pn(H) ⊂ D(x)
and p⊥n = 1 − pn ∈ Pfin(M) for every n ∈ N, where N is the set of
all natural numbers. Let us denote by S(M) the set of all measurable
operators.
Let x, y ∈ S(M). It is well known that x + y and xy are densely-
defined and preclosed operators. Moreover, the closures x+ y (strong
sum), xy (strong product) and x∗ are also measurable, and equipped
with this operations (see [29]) S(M) is a unital ∗-algebra over the field
C of complex numbers. It is clear that M is a ∗-subalgebra of S(M).
A densely-defined linear operator x affiliated withM is called locally
measurable with respect toM if there is a sequence {zn}∞n=1 of central
projections in M such that zn ↑ 1, zn(H) ⊂ D(x) and xzn ∈ S(M)
for all n ∈ N.
The set LS(M) of all locally measurable operators (with respect to
M) is a unital ∗-algebra over the field C with respect to the same
algebraic operations as in S(M) [31] and S(M) is a ∗-subalgebra of
LS(M). If M is finite, or if dim(Z(M)) < ∞, the algebras S(M)
and LS(M) coincide [22, Corollary 2.3.5 and Theorem 2.3.16]. If a
von Neumann algebra M is of type III and dim(Z(M)) = ∞, then
S(M) =M and LS(M) 6=M [22, Theorem 2.2.19, Corollary 2.3.15].
For every x ∈ S(Z(M)) there exists a sequence {zn}∞n=1 ⊂ P(Z(M))
such that zn ↑ 1 and xzn ∈ M for all n ∈ N. This means that x ∈
LS(M). Hence, S(Z(M)) is a ∗-subalgebra of LS(M) and S(Z(M))
coincides with the center of the ∗-algebra LS(M).
For every subset E ⊂ LS(M), the sets of all self-adjoint (resp.,
positive) operators in E will be denoted by Eh (resp. E+). The partial
order in LS(M) is defined by its cone LS+(M) and is denoted by ≤.
Let {zi}i∈I be a family of pairwise orthogonal non-zero central pro-
jections from M with supi∈I zi = 1, where I is an arbitrary set of
indixes (in this case, the family {zi}i∈I is called a central decomposi-
tion of the unity 1). Consider the ∗-algebra ∏i∈I LS(ziM) with the
coordinate-wise operations and involution and for every x ∈ LS(M)
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set
φ(x) := {zix}i∈I .
In [26] it is proven that the mapping φ is a ∗-isomorphism from the
∗-algebra LS(M) onto ∏i∈I LS(ziM). From here immediately follows
Proposition 2.1. Given any central decomposition {zi}i∈I of the unity
and any family of elements {xi}i∈I in LS(M) there exists a unique
element x ∈ LS(M) such that zix = zixi for all i ∈ I.
Let x be a closed operator with the dense domain D(x) in H , let x =
u|x| be the polar decomposition of the operator x, where |x| = (x∗x) 12
and u is a partial isometry in B(H) such that u∗u is the right support
r(x) of x. It is known that x ∈ LS(M) (respectively, x ∈ S(M)) if and
only if |x| ∈ LS(M) (respectively, |x| ∈ S(M)) and u ∈ M [22, §§ 2.2,
2.3]. If x is a self-adjoint operator affiliated withM, then the spectral
family of projections {Eλ(x)}λ∈R for x belongs to M [22, § 2.1]. A
locally measurable operator x is measurable if and only if E⊥λ (|x|) ∈
Pfin(M) for some λ > 0 [22, § 2.2].
Recall that two projections e, f ∈ P(M) are called equivalent (nota-
tion: e ∼ f) if there exists a partial isometry u ∈M such that u∗u = e
and uu∗ = f . For every operator x ∈ LS(M) the left support l(x)
and the right support r(x) are always equivalent [22, Prop.2.1.7(iii)],
in addition r(|x|) = r(x) = l(x∗). For projections e, f ∈ P(M) nota-
tion e  f means that there exists a projection q ∈ P(M) such that
e ∼ q ≤ f .
Now, let us recall the definition of the local measure topology. Firstly,
letM be a commutative von Neumann algebra. ThenM is ∗-isomorphic
to the ∗-algebra L∞(Ω,Σ, µ) of all essentially bounded measurable
complex-valued functions defined on a measure space (Ω,Σ, µ) with
the measure µ satisfying the direct sum property (we identify functions
that are equal almost everywhere) (see e.g. [30, Ch. III, §1]). The di-
rect sum property of a measure µ means that the Boolean algebra of
all projections of the ∗-algebra L∞(Ω,Σ, µ) is order complete, and for
any non-zero p ∈ P(M) there exists a non-zero projection q ≤ p such
that µ(q) <∞. The direct sum property of a measure µ is equivalent
to the fact that the functional τ(f) :=
∫
Ω
f dµ is a semi-finite normal
faithful trace on the algebra L∞(Ω,Σ, µ).
Consider the ∗-algebra LS(M) = S(M) = L0(Ω,Σ, µ) of all mea-
surable almost everywhere finite complex-valued functions defined on
(Ω,Σ, µ) (functions that are equal almost everywhere are identified).
Define on L0(Ω,Σ, µ) the local measure topology t(L∞(Ω)), that is,
the Hausdorff vector topology, whose base of neighbourhoods of zero is
given by
W (B, ε, δ) := {f ∈ L0(Ω, Σ, µ) : there exists a set E ∈ Σ such that
E ⊆ B, µ(B \ E) ≤ δ, fχE ∈ L∞(Ω,Σ, µ), ‖fχE‖L∞(Ω,Σ,µ) ≤ ε},
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where ε, δ > 0, B ∈ Σ, µ(B) < ∞, χ(ω) = 1, ω ∈ E and χ(ω) = 0,
when ω /∈ E.
Convergence of a net {fα} to f in the topology t(L∞(Ω)), denoted by
fα
t(L∞(Ω))−→ f , means that fαχB → fχB in measure µ for every B ∈ Σ
with µ(B) <∞. Note, that the topology t(L∞(Ω)) does not change if
the measure µ is replaced with an equivalent measure [31].
Now let M be an arbitrary von Neumann algebra and let ϕ be a
∗-isomorphism from Z(M) onto the ∗-algebra L∞(Ω,Σ, µ), where µ is
a measure satisfying the direct sum property. Denote by L+(Ω, Σ, m)
the set of all measurable real-valued functions defined on (Ω,Σ, µ) and
taking values in the extended half-line [0, ∞] (functions that are equal
almost everywhere are identified). It was shown in [29] that there exists
a mapping
D : P(M)→ L+(Ω,Σ, µ)
that possesses the following properties:
(D1) D(p) ∈ L0+(Ω,Σ, µ)⇐⇒ p ∈ Pfin(M);
(D2) D(p ∨ q) = D(p) +D(q) if pq = 0;
(D3) D(u∗u) = D(uu∗) for any partial isometry u ∈M;
(D4) D(zp) = ϕ(z)D(p) for any z ∈ P(Z(M)) and p ∈ P(M);
(D5) if pα, p ∈ P(M), α ∈ A and pα ↑ p, then D(p) = sup
α∈A
D(pα).
A mapping D : P(M)→ L+(Ω,Σ, µ) that satisfies properties (D1)—
(D5) is called a dimension function on P(M).
A dimension function D also has the following properties [29]:
(D6) if pn ∈ P(M), n ∈ N, then D(supn≥1 pn) ≤
∑∞
n=1D(pn), in
addition, when pnpm = 0, n 6= m, the equality holds;
(D7) if pn ∈ Pfin(M), n ∈ N, pn ↓ 0, then D(pn) → 0 almost
everywhere.
For arbitrary scalars ε, δ > 0 and a set B ∈ Σ, µ(B) <∞, we set
V (B, ε, δ) := {x ∈ LS(M) : there exist p ∈ P(M),
z ∈ P(Z(M)), such that xp ∈M, ‖xp‖M ≤ ε,
ϕ(z⊥) ∈ W (B, ε, δ), D(zp⊥) ≤ εϕ(z)},
(1)
where ‖ · ‖M is the C∗-norm on M.
It was shown in [31] that the system of sets
{x+ V (B, ε, δ) : x ∈ LS(M), ε, δ > 0, B ∈ Σ, µ(B) <∞}
defines a Hausdorff vector topology t(M) on LS(M) such that the sets
{x + V (B, ε, δ)}, ε, δ > 0, B ∈ Σ, µ(B) < ∞ form a neighbourhood
base of an operator x ∈ LS(M). It is known that (LS(M), t(M))
is a complete topological ∗-algebra, and the topology t(M) does not
depend on a choice of dimension function D and on the choice of
∗-isomorphism ϕ (see e.g. [22, §3.5], [31]).
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The topology t(M) on LS(M) is called the local measure topology
(or the topology of convergence locally in measure). Note, that in case
when M = B(H) the equality LS(M) = M holds [22, §2.3] and the
topology t(M) coincides with the uniform topology, generated by the
C∗-norm ‖ · ‖B(H).
We will need the following criterion for convergence of nets with
respect to this topology.
Proposition 2.2. [22, §3.5] (i) A net {pα}α∈A ⊂ P(M) converges
to zero with respect to the topology t(M) if and only if there is a
net {zα}α∈A ⊂ P(Z(M)) such that zαpα ∈ Pfin(M) for all α ∈
A, ϕ(z⊥α )
t(L∞(Ω))−→ 0, and D(zαpα) t(L
∞(Ω))−→ 0, where t(L∞(Ω)) is the local
measure topology on L0(Ω,Σ, µ) and ϕ is a ∗-isomorphism of Z(M)
onto L∞(Ω,Σ, µ).
(ii) A net {xα}α∈A ⊂ LS(M) converges to zero with respect to the
topology t(M) if and only if E⊥λ (|xα|)
t(M)−→ 0 for every λ > 0, where
E⊥λ (|xα|) is a spectral projection family for the operator |xα|.
Since the involution is continuous in the topology t(M), the set
LSh(M) is closed in (LS(M), t(M)). The cone LS+(M) of positive
elements is also closed in (LS(M), t(M)) [31].
Using Proposition 2.2 it is established the following
Proposition 2.3. [6, Prop.2.3] If xα ∈ LS(M), 0 6= z ∈ P(Z(M)),
then
zxα
t(M)−→ 0⇐⇒ zxα t(zM)−→ 0.
Moreover from Proposition 2.2 immediately follows
Corollary 2.4. If {zα}α∈A ⊂ P(Z(M)) and zα ↓ 0 then zα t(M)−→ 0.
Let us mention the following important property of the topology
t(M).
Proposition 2.5. The von Neumann algebra M is everywhere dense
in (LS(M), t(M)).
Proof. If x ∈ LS(M), then there exists a sequence {zn}∞n=1 ⊂ P(Z(M))
such that zn ↑ 1 and xzn ∈ S(M) for all n ∈ N. By Corollary 2.4,
zn
t(M)−→ 1, and therefore xzn t(M)−→ x. Consequently, the algebra S(M)
is every where dense in (LS(M), t(M)).
Now let x ∈ S(M). Then there exists a sequence {pn}∞n=1 ⊂ P(M)
such that pn ↑ 1, p⊥n ∈ Pfin(M) and xpn ∈M for any n ∈ N. Accord-
ing to (D7) we have that D(p⊥n )
t(L∞(Ω))−→ 0, therefore, Proposition 2.2(i)
implies the convergence pn
t(M)−→ 1 (we set zn = 1). Then xpn t(M)−→ x. It
means that the algebra M is every where dense in the algebra S(M)
with respect to the topology t(M). Thus, the von Neumann algebra
M is every where dense in (LS(M), t(M)). 
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The lattice P(M) is said to have a countable type if every family of
non-zero pairwise orthogonal projections in P(M) is, at most, count-
able. A von Neumann algebra is said to be σ-finite if the lattice P(M)
has a countable type. It is shown in [29, Lemma 1.1] that a finite von
Neumann algebraM is σ-finite, provided that the lattice P(Z(M)) of
central projections has a countable type.
IfM is a commutative von Neumann algebra and P(M) has a count-
able type, then M is ∗-isomorphic to the ∗-algebra L∞(Ω,Σ, µ) with
µ(Ω) <∞. In this case, the topology t(L∞(Ω)) is metrizable and has a
base of neighbourhoods of zero consisting of the setsW (Ω, 1/n, 1/n), n ∈
N. In addition, fn
t(L∞(Ω))−→ 0 ⇔ fn → 0 in measure µ, where fn, f ∈
L0(Ω,Σ, µ) = LS(M).
We need an another basis of neighbourhoods of zero in topology t(M)
in the case when the algebra Z(M) is σ-finite. If ϕ is ∗-isomorphism
from Z(M) onto L∞(Ω,Σ, µ), µ(Ω) < ∞, then τ(x) = ∫
Ω
ϕ(x)dµ is
a faithful normal finite trace on Z(M). For arbitrary positive scalars
ε, β, γ set
V (ε, β, γ) := {x ∈ LS(M) : there exist p ∈ P(M),
z ∈ P(Z(M)), such that xp ∈M, ‖xp‖M ≤ ε,
τ(z⊥) ≤ β, D(zp⊥) ≤ γϕ(z)}.
(2)
Proposition 2.6. If the centre Z(M) of von Neumann algebra M is
σ-finite algebra, then the system of sets given by (2) forms a basis of
neighbourhoods of zero in the topology t(M).
Proof. Let V (Ω, ε, δ) be a neighbourhood of zero of the form (1). If
x ∈ V (ε, δ, ε), then there exist p ∈ P(M), z ∈ P(Z(M)), such that
xp ∈ M, ‖xp‖M ≤ ε,
∫
Ω
ϕ(z⊥)dµ ≤ δ and D(zp⊥) ≤ εϕ(z). The
inequality
∫
Ω
ϕ(z⊥)dµ ≤ δ means that ϕ(z⊥) ∈ W (Ω, ε, δ). Hence
x ∈ V (Ω, ε, δ), that implies the inclusion V (ε, δ, ε) ⊂ V (Ω, ε, δ).
If x ∈ V (Ω, ε, δ), then there exist p ∈ P(M), z ∈ P(Z(M)), such
that ‖xp‖M ≤ ε, ϕ(z⊥) ∈ W (Ω, ε, δ) and D(zp⊥) ≤ εϕ(z). Inclusion
ϕ(z⊥) ∈ W (Ω, ε, δ) means that there exists E ∈ Σ, such that µ(Ω\E) ≤
δ and 0 ≤ ϕ(z⊥)χE ≤ ε. If 0 < ε < 1, then ϕ(z⊥)χE = 0, i.e.
ϕ(z⊥) ≤ χΩ\E , and therefore τ(z⊥) ≤ δ, that implies x ∈ V (ε, δ, ε). 
3. The self-adjoint derivations on algebra LS(M)
LetM be an arbitrary von Neumann algebra, let A be a subalgebra
in LS(M). A linear mapping δ : A → LS(M) is called a derivation
on A with values in LS(M), if δ(xy) = δ(x)y + xδ(y) for all x, y ∈ A.
Each element a ∈ A defines a derivation δa(x) := [a, x] = ax − xa
on A with values in A. Derivations δa, a ∈ A, are said to be inner
derivations on A.
Now, we list a few properties of derivations on A which we shall need
below.
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Lemma 3.1. If P(Z(M)) ⊂ A, δ is a derivation on A and z ∈
P(Z(M)), then δ(z) = 0 and δ(zx) = zδ(x) for all x ∈ A.
Proof. We have that δ(z) = δ(z2) = δ(z)z + zδ(z) = 2zδ(z). Hence,
zδ(z) = z(2zδ(z)) = 2zδ(z), that is zδ(z) = 0. Therefore, we have
δ(z) = 0. In particular, δ(zx) = δ(z)x+ zδ(x) = zδ(x). 
Lemma 3.1 immediately implies
Corollary 3.2. If z ∈ P(Z(M)) ⊂ A, δ is a derivation on A, then
δ(zA) ⊂ zA and the restriction δ(z) of the derivation δ to zA is a
derivation on zA, in addition, if δ is t(M)-continuous, then δ(z) is
t(zM)-continuous.
Proof. By Lemma 3.1, the inclusion δ(zA) ⊂ zA holds. Moreover, the
linear mapping δ(z) : zA −→ zA has the following property
δ(z)((zx)(zy)) = δ(zx)zy + zxδ(zy) = δ(z)(zx)zy + zxδ(z)(zy)
for all x, y ∈ A.
If xα, x ∈ zA, xα t(zM)−→ x, then xα t(M)−→ x (Proposition 2.3), and
therefore δ(z)(xα) = zδ(xα)
t(M)−→ zδ(x) = δ(z)(x), that implies the con-
vergence δ(z)(xα)
t(zM)−→ δ(z)(x) (Proposition 2.3). 
Let A be a subalgebra in LS(M), 0 6= e ∈ P(M) ∩ A, let δ be a
derivation on A and let δ(e) be a linear mapping from eAe into eAe
defined by the equality δ(e)(x) = eδ(x)e, x ∈ eAe ⊂ A. If e = z ∈
P(Z(M)), then δ(e) coincides with the restriction δ(z) of the derivation
δ to zA = zAz.
Lemma 3.3. δ(e) is a derivation on eAe, in addition, δ(e)(e) = 0.
Proof. If x, y ∈ eAe, then x, y ∈ A and
δ(e)(xy) = e(δ(x)y)e+ e(xδ(y))e
= (eδ(x)e)(eye) + (exe)(eδ(y)e) = δ(e)(x)y + xδ(e)(y).
Further, from the equalities
δ(e)(e) = eδ(e2)e = eδ(e)ee+ eeδ(e)e = 2eδ(e)e = 2δ(e)(e)
it follows that δ(e)(e) = 0. 
Let A be a ∗-subalgebra in LS(M), let δ be a derivation on A with
values in LS(M). Let us define a mapping
δ∗ : A → LS(M),
by setting δ∗(x) = (δ(x∗))∗, x ∈ A. A direct verification shows that δ∗
is also a derivation on A.
A derivation δ on A is said to be self-adjoint, if δ = δ∗. Every deriva-
tion δ on A can be represented in the form δ = Re(δ) + iIm(δ), where
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Re(δ) = (δ+ δ∗)/2, Im(δ) = (δ− δ∗)/2i are self-adjoint derivations on
A.
Since (LS(M), t(M)) is a topological ∗-algebra, the following result
holds.
Lemma 3.4. If A is a ∗-subalgebra in LS(M), then a derivation δ :
A → LS(M) is continuous with respect to the topology t(M) if and
only if the self-adjoint derivations Re(δ) and Im(δ) are continuous with
respect to this topology.
The following lemma establishes a connection between the property
of innerness of derivation δ and the property of innerness of derivations
Re(δ) and Im(δ).
Lemma 3.5. Let A be a ∗-subalgebra in LS(M). A derivation δ :
A → A is inner derivation on A if and only if Re(δ) and Im(δ) are
inner derivations.
Proof. If δ = δa, a ∈ A, b = Re(a) = (a + a∗)/2, c = Im(a) =
(a− a∗)/2i, x ∈ A, then
Re(δ)(x) =
[a, x] + [a, x∗]∗
2
=
ax− xa + (ax∗ − x∗a)∗
2
= icx− ixc = δic(x);
and
Im(δ)(x) =
[a, x]− [a, x∗]∗
2i
=
ax− xa− (ax∗ − x∗a)∗
2i
= −ibx+ ixb = δ−ib(x).
Conversely, if Re(δ) = δa, Im(δ) = δb for some a, b ∈ A, then for all
x ∈ A the equality
δ(x) = Re(δ)(x) + iIm(δ)(x) = [a, x] + i[b, x] = [a+ ib, x] = δa+ib(x)
holds. 
Lemma 3.6. Let A and δ be the same as in Corollary 3.2 and let
{zi}i∈I be a central decomposition of the unity 1. If δ(zi) = δdi , di ∈ ziA
is an inner derivation on ziA for every i ∈ I, then there exists an
operator d ∈ LS(M), such that δ(x) = [d, x] for all x ∈ A and zid = di
for every i ∈ I.
Proof. Since {zi}i∈I is a central decomposition of the unity 1, di ∈
ziA ⊂ ziLS(M), by Proposition 2.1 there exists d ∈ LS(M), such
that zid = di for every i ∈ I. Using Lemma 3.1 and equalities
δ(zi)(x) = [di, x], x ∈ ziA, i ∈ I we have that for all y ∈ A, i ∈ I
equalities ziδ(y) = δ
(zi)(ziy) = [di, ziy] = [zid, ziy] = zi[d, y] hold. Since
supi∈I zi = 1 it follows that δ(y) = [d, y]. 
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Lemma 3.7. Let δ be a derivation on a subalgebra A of LS(M) and
P(M) ⊂ A. If p, q ∈ P(M) and pδ(q)p ≥ λp for some λ > 0, then
r(qp)δ(l(qp))r(qp) ≥ λr(qp).
Proof. Set e = l(qp) and f = r(qp). It is clear that eq = e and pf = f .
In addition, e = r((qp)∗) = r(pq) and f = l((qp)∗) = l(pq).
Since
ef = (eq)(pf) = e(qp)f = l(qp)qpr(qp) = qp = (qp)f = q(pf) = qf
and
fe = f(pq)e = pq = f(pq) = (fp)q = fq,
we have
fδ(e)f = f(fδ(e))f = fδ(fe)f − f(δ(f)e)f
= fδ(fq)f − fδ(f)qf = fδ(f)qf + f(fδ(q))f − fδ(f)qf
= fδ(q)f = f(pδ(q)p)f ≥ λfpf = λf.

For every x ∈ LS(M) we set s(x) = l(x)∨ r(x), where l(x) and r(x)
are left and right supports of x respectively.
Let Mh,1 = {x ∈ Mh : ‖x‖M ≤ 1}. Fix a positive number λ
and a self-adjoint derivation δ : LS(M) −→ LS(M). The set of pairs
S = {(pj, xj) ∈ P(M)×Mh,1 : pj 6= 0, j ∈ J} is called λ-system (for
the derivation δ), if
(i). (pj ∨ s(xj))(pi ∨ s(xi)) = 0 and (pj ∨ s(xj))s(δ(pi)) = 0 for j 6= i,
j, i ∈ J ;
(ii). s(xj) ∼ pj for all j ∈ J ;
(iii). pjδ(xj)pj ≥ λpj for all j ∈ J .
The projection
∨
j∈J(pj ∨ s(xj)∨ s(δ(pj))∨ s(δ(pj ∨ s(xj)))) is called
the support of the λ-system S and is denoted by s(S). If λ-system S
is empty set, then we set s(S) = 0.
A λ-system is said to be maximal if it does not contained in any
larger λ-system.
Theorem 3.8. Let S = {(pj, xj)}j∈J be a maximal λ-system of a self-
adjoint derivation δ : LS(M) −→ LS(M), g = s(S)⊥ and δ(g)(x) =
gδ(x)g, x ∈ gLS(M)g. Then
(3) δ(g)(gMg) ⊂ gMg.
Proof. Let us first prove that
(4) δ(g)(q) ⊂ gMg and ‖δ(g)(q)‖M ≤ λ
for any projection q ∈ P(gMg). Since δ∗ = δ, it follows that δ(q) ∈
LSh(M) and therefore δ(g)(q) ∈ LSh(gMg). Let δ(g)(q) 6= 0 and let
p be the spectral projection for δ(g)(q) corresponding to the interval
(λ,+∞). It is clear that p ≤ s(δ(g)(q)) ≤ g.
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Suppose that p 6= 0, then
(5) 0 6= λp ≤ pδ(g)(q)p = pδ(q)p.
Since
0 6= pδ(q)p = δ(pq)p− δ(p)qp = δ(pq)p− δ(p)(pq)∗,
it follows that qp = (pq)∗ 6= 0. Consequently,
e = l(qp) 6= 0 and f = r(qp) 6= 0,
in addition, e ∼ f . Since g = s(S)⊥, from the inequalities f ≤ p ≤ g
and e ≤ q ≤ g it follows that
(f ∨ e)(pj ∨ s(xj))) = 0, (f ∨ e)s(δ(pj)) = 0
and
(pj ∨ s(xj))δ(f) = δ((pj ∨ s(xj))f)− δ(pj ∨ s(xj))f = 0
for all j ∈ J . Moreover, according to (5) and Lemma 3.7 we have
that fδ(e)f ≥ λf . Thus, the system S ∪ {(f, e)} is a λ-system, that
contradicts to maximality of the λ-system S. Consequently, p = 0,
which implies the inequality δ(g)(q) ≤ λ1. Similarly, for projection
(g − q) ≤ g we obtain that
g(δ(g − q))g = δ(g)(g − q) ≤ λ1.
By Lemma 3.3, gδ(g)g = 0, and therefore −gδ(q)g ≤ λ1. Thus,
−λ1 ≤ gδ(q)g ≤ λ1,
i.e. δ(g)(q) ∈ gMg and ‖δ(g)(q)‖M ≤ λ.
Now, suppose that the inclusion (3) false, i.e. there exists an ele-
ment x ∈Mh,1∩(gMg), such that δ(g)(x) ∈ LSh(M)\gMg. It means
that the spectral projection r = E⊥3λ(δ
(g)(x)) (or r = E−3λ(δ
(g)(x))) for
δ(g)(x) corresponding to the interval (3λ,+∞) (respectively, (−∞,−3λ),
is not equal to zero. Replacing, if necessary, x on −x, we may assume
that r = E⊥3λ(δ
(g)(x)) 6= 0. It is clear that r ≤ s(δ(g)(x)) ≤ g and
(6) 0 < 3λr ≤ rδ(g)(x)r = rδ(x)r.
According to (4) we have that ‖δ(g)(r)‖M ≤ λ, and therefore inclusion
x ∈Mh,1 ∩ gMg and equality
rδ(r)xr + rxδ(r)r = rgδ(r)gxr + rxgδ(r)gr
imply that
‖rδ(r)xr + rxδ(r)r‖M ≤ 2λ.
Consequently,
(7) − 2λr ≤ rδ(r)xr + rxδ(r)r ≤ 2λr.
Using (6) and (7) for y = rxr we obtain that
(8) rδ(y)r = rδ(rxr)r = rδ(r)xr + rδ(x)r + rxδ(r)r ≥ λr > 0,
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in particular, y 6= 0 and q = s(y) 6= 0. Let us show that the collection
S ∪{(q, y)} forms a λ-system. Since q ≤ r ≤ g, from (8) it follows that
qδ(y)q ≥ λq, in addition
(q ∨ s(y))(pj ∨ s(xj)) = 0 = q(pj ∨ s(xj)), qδ(pj) = 0
and
(pj ∨ s(xj))δ(q) = δ((pj ∨ s(xj))q)− δ(pj ∨ s(xj))q = 0
for all j ∈ J . It means that the set S ∪{(q, y)} is a λ-system, that con-
tradicts to maximality of the λ-system S. From obtained contradiction
follows the validity of inclusion (3). 
Lemma 3.9. If {xj}j∈J ⊂ Mh,1, xixj = 0, i 6= j, i, j ∈ J , then
there exists a unique element x ∈Mh,1, denoted by
∑
j∈J xj, such that
xs(xj) = xj for all j ∈ J and supj∈J s(xj) = s(x).
Proof. Denote by A the commutative von Neumann subalgebra of M,
containing the family {xj}j∈J . Since Ah is an order complete vector
lattice, {xj}j∈J is the family of pairwise disjoint element of Ah and
|xj | ≤ 1 ∈ A for all j ∈ J , it follows that there exists a unique element
x of Ah such that |x| ≤ 1, xs(xj) = xj and s(x) = supj∈J s(xj).
Let y be another element of Mh,1, such that ys(xj) = xj for all
j ∈ J and supj∈J s(xj) = s(y). Then (x − y)s(xj) = xj − xj = 0 for
any j ∈ J . Therefore s(x) = supj∈J s(xj) ≤ (r(x − y))⊥ and then
x− y = xs(x)− ys(y) = xs(x)− ys(x) = (x− y)s(x) = 0. 
Lemma 3.10. Let x ∈ LSh(M), p, q ∈ P(M), ρ, λ ∈ R, ρ < λ,
(9) pxp ≤ ρp
and
(10) qxq ≥ λq.
Then p  q⊥ and q  p⊥.
Proof. Set r = p∧ q. Multiplying both parts on both sides of inequali-
ties (9) and (10) by r, we obtain that
λr ≤ rxr ≤ ρr,
that is possible if r = 0 only. Therefore p = p− p∧ q ∼ p∨ q− q ≤ q⊥,
i.e. p  q⊥. Similarly, q  p⊥. 
Theorem 3.11. Let S = {(pj , xj)}j∈J be a λ-system for a self-adjoint
derivation δ : LS(M) −→ LS(M), let D be a dimensional function on
P(M). Then
(11) D(s(S)) ≤ 8D(E⊥ρ (δ(
∑
j∈J
xj))) for any ρ < λ.
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Proof. Set x =
∑
j∈J xj (see Lemma 3.9) and p = supj∈J pj. Let us
show that
(12) pδ(x)p ≥ λp.
Since (pj∨s(xj))(pi∨s(xi)) = 0 and (pj∨s(xj))s(δ(pi)) = 0 for i 6= j, it
follows that xipj = xis(xi)pj = 0 and xiδ(pj) = xis(xi)s(δ(pj))δ(pj) =
0 for i 6= j. Therefore
δ(xi)pj = δ(xipj)− xiδ(pj) = 0,
that implies equality
s(δ(xi))pj = 0 for i 6= j.
From here and from the equality p = supj∈J pj it follows that
s(δ(xi))p = s(δ(xi))pi.
Thus,
(13) δ(xi)p = δ(xi)s(δ(xi))p = δ(xi)pi.
By Lemma 3.9, we have that
(14) pix = pis(x)x = (pi sup
j∈J
s(xj))x = pis(xi)x = pixi
and
(15) xip = xi(s(xi) sup
j∈J
pj) = xi(s(xi)pi) = xipi.
Similarly,
δ(pi)xp = δ(pi)(s(δ(pi)) sup
j∈J
s(xj))xp
= δ(pi)s(xi)xp = δ(pi)xip = δ(pi)xipi.
(16)
By (13), (14) and (15), we obtain
δ(pix)p = δ(pixi)p = δ(pi)xip+ piδ(xi)p
= δ(pi)xipi + piδ(xi)pi = δ(pixi)pi,
that according to (16) implies equalities
pi(pδ(x)p) = piδ(x)p = δ(pix)p− δ(pi)xp
= δ(pixi)pi − δ(pi)xipi = piδ(xi)pi.
Hence,
(17) pi(pδ(x)p) = piδ(xi)pi,
in particular, the projection pi commutates with the operator pδ(x)p.
Set y = pδ(x)p− λp and by y− = (|y| − y)/2 denote the negative part
of the operator y. Since piy = ypi (see (17)) and piδ(xi)pi ≥ λpi (see
the definition of λ-system), it follows that
(18) y−pi = piy− = (pi(pδ(x)p− λp))− (17)= (piδ(xi)pi − λpi)− = 0
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for all i ∈ J . From equalities (18) and p = supj∈J pj according to [22,
Prop. 2.4.1(ix)], it follows that
(19) (pyp)− = p(pδ(x)p− λp)−p = py−p = 0.
Therefore
pyp = (pyp)+ − (pyp)− (19)= (pyp)+ ≥ 0,
that implies inequality (12).
Fix a real number ρ < λ and set q = Eρ(δ(x)). By Lemma 3.10, we
obtain
(20) p  q⊥.
For every fixed j ∈ J we have that
δ(pj) = δ(p
2
j) = δ(pj)pj + pjδ(pj) = δ(pj)pj + (δ(pj)pj)
∗
and therefore
s(δ(pj)) ≤ l(δ(pj)pj) ∨ pj ,
that implies
(21) D(s(δ(pj))) ≤ D(l(δ(pj)pj)) +D(pj).
Since l(δ(pj)pj) ∼ r(δ(pj)pj) ≤ pj, according to (21) we have
(22) D(s(δ(pj))) ≤ 2D(pj)
for all j ∈ J . Similarly,
D(s(δ(pj ∨ s(xj)))) ≤ 2D(pj ∨ s(xj)),
and in view of equivalence pj ∼ s(xj) (see the definition of λ-system)
we obtain
(23) D(s(δ(pj ∨ s(xj)))) ≤ 4D(pj).
Denote by A the directed set of all finite subsets of J ordered by inclu-
sion and for every α ∈ A set
eα =
∨
j∈α
(pj ∨ s(xj) ∨ s(δ(pj)) ∨ s(δ(pj ∨ s(xj)))).
From properties (D2), (D3) of the dimensional function D and from
inequalities (20), (22) and (23) we have that
D(eα) ≤
∑
j∈α
D(pj ∨ s(xj) ∨ s(δ(pj)) ∨ s(δ(pj ∨ s(xj))))
≤
∑
j∈α
(D(pj) +D(s(xj)) +D(s(δ(pj))) +D(s(δ(pj ∨ s(xj)))))
≤ 8
∑
j∈α
D(pj) = 8D(
∑
j∈α
pj) ≤ 8D(p) ≤ 8D(q⊥).
Since eα ↑ s(S) the last inequality and property (D6) of the dimensional
function D imply that
D(s(S)) = D(supα∈Aeα) = supα∈AD(eα) ≤ 8D(q⊥).
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
4. Automatic innerness of continuous derivations on
algebra LS(M)
Let M be an arbitrary von Neumann algebra and let δa(x) = [a, x],
a, x ∈ LS(M) be an inner derivation on LS(M). Since (LS(M), t(M))
is a topological algebra, every derivation δa is continuous with respect
to the topology t(M).
The main result of this section is the proof of inverse implication.
Theorem 4.1. Every derivation on the algebra LS(M) continuous
with respect to the topology t(M) is inner derivation.
Proof. Let δ be an arbitrary derivation on the ∗-algebra LS(M) and
let δ be continuous with respect to the topology t(M). By Lemmas
3.4 and 3.5, we may assume that δ is a self-adjoint derivation.
Choose a central decomposition {zi}i∈I of the unity 1, such that ev-
ery Boolean algebra ziP(Z(M)) has a countable type, i ∈ I. By Corol-
lary 3.2 the restriction δ(zi) of the derivation δ to ziLS(M) = LS(ziM)
is a t(ziM)-continuous derivation on LS(ziM). If every derivation
δ(zi), i ∈ I is inner, then, by Lemma 3.6, the derivation δ is inner
too. Thus, in the proof of Theorem 4.1 we may assume that the centre
Z(M) of von Neumann algebra M is σ-finite algebra. In this case,
there exist a faithful normal finite trace τ(x) =
∫
ϕ(x)dµ on Z(M)
and the vector topology t(M) has the basis of neighbourhoods of zero
consists of the sets V (ε, β, γ) given by (2) (see Proposition 2.6). Since
the derivation δ is t(M)-continuous, for arbitrary ε, β, γ > 0 there exist
ε1, β1, γ1 > 0, such that δ(V (ε1, β1, γ1)) ⊂ V (ε, β, γ). It is clear that
M1 := {x ∈M : ‖x‖M ≤ 1} ⊂ V (1, β1, γ1) = ε−11 V (ε1, β1, γ1),
and therefore
δ(M1) ⊂ ε−11 V (ε, β, γ) = V (ε/ε1, β, γ).
Hence, for t(M)-continuous self-adjoint derivation δ : LS(M)→ LS(M)
and for arbitrary positive numbers β and γ there exists a number
∆(β, γ), such that
(24) δ(M1) ⊂ V (∆(β, γ), β, γ).
Let D, ϕ, τ be the same as in the definition of the set V (ε, β, γ) from (2).
Take an arbitrary 2∆(β, γ)-system S = {(pj, xj)}j∈J for the derivation
δ and show that there exists a central projection z ∈ P(Z(M)), such
that
(25) τ(z⊥) ≤ β and D(zs(S)) ≤ 8γϕ(z).
If S is empty set, then s(S) = 0 and, in this case, relations (25) hold
for z = 1. Now, let S = {(pj, xj)}j∈J is non empty 2∆(β, γ)-system.
By Lemma 3.9 there exists x =
∑
j∈J xj ∈ Mh,1. From (24) it follows
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that δ(x) ∈ V (∆(β, γ), β, γ) for all β, γ > 0. Therefore there exist
projections z ∈ P(Z(M)) and q ∈ P(M), such that
τ(z⊥) ≤ β, δ(x)q ∈M, ‖δ(x)q‖M ≤ ∆(β, γ)
and D(zq⊥) ≤ γϕ(z).(26)
Since x = x∗ and δ = δ∗, it follows that δ(x) = (δ(x))∗ and, according
to (26), we have
(27) −∆(β, γ)q ≤ qδ(x)q ≤ ∆(β, γ)q.
Set ρ = 3
2
·∆(β, γ). Using inequalities (27) and
ρE⊥ρ (δ(x)) ≤ E⊥ρ (δ(x))δ(x)E⊥ρ (δ(x)),
we obtain that E⊥ρ (δ(x))  q⊥ (Lemma 3.10). Consequently, zE⊥ρ (δ(x)) 
zq⊥ and, by (11) and (26), we have that
D(zs(S)) (D4)= ϕ(z)D(s(S))
(11)
≤ 8ϕ(z)D(E⊥ρ (δ(x)))
(D4)
= 8D(zE⊥ρ (δ(x)))
(D2),(D3)
≤ 8D(zq⊥)
(26)
≤ 8γϕ(z),
i.e. (25) holds.
For every n ∈ N choose a maximal (possible, empty) 2∆(2−n, 2−n)-
system Sn for the derivation δ. Set q′n = s(Sn)⊥. By Theorem 3.8, we
have that
(28) δ(q
′
n)(q′nMq′n) ⊂ q′nMq′n
for all n ∈ N. Moreover, in view of (25), there exists a projection
z′n ∈ P(Z(M)), such that
(29) τ(z
′⊥
n ) ≤ 2−n and D(z′nq
′⊥
n ) ≤ 2−n+3ϕ(z′n).
It is clear that the sequences of projections qn =
∧∞
k=n+1 q
′
k and zn =∧∞
k=n+1 z
′
k are increasing, in addition
(30) τ(z⊥n ) ≤ τ( sup
k≥n+1
z
′⊥
n ) ≤
∑
k≥n+1
τ(z
′⊥
n )
(29)
≤
∑
k≥n+1
2−k = 2−n
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and
D(znq⊥n ) = ϕ(zn)D( sup
k≥n+1
znq
′⊥
k )
≤ ϕ(zn)D( sup
k≥n+1
z′kq
′⊥
k )
(D6)
≤ ϕ(zn)
∑
k≥n+1
D(z′kq
′⊥
k )
(29)
≤ ϕ(zn)
∑
k≥n+1
2−k+3ϕ(z′k)
=
∑
k≥n+1
2−k+3ϕ(znz
′
k)
=
∑
k≥n+1
2−k+3ϕ(zn) = 2
−n+3ϕ(zn).
(31)
Consider the derivation δ(qn) on qnLS(M)qn and show that
δ(qn)(qnMqn) ⊂ qnMqn.
If x ∈ qnMqn, then x ∈ q′n+1Mq′n+1 and therefore, by (28),
δ(qn)(x) = qnδ(x)qn = qnq
′
n+1δ(x)q
′
n+1qn =
qnδ
(q′n+1)(x)qn ⊂ qnq′n+1Mq′n+1qn = qnMqn.
Hence, the restriction δ(qn)|qnMqn of the derivation δ(qn) to qnMqn is
a derivation on the von Neumann algebra qnMqn. By Sakai-Kadison
Theorem [27, Theorem 4.1.6], there exists an element cn ∈ qnMqn,
such that δ(qn)(x) = [cn, x] for all x ∈ qnMqn.
Now, construct a sequence {dn} of M, such that
qndmqn = dn for all n ≤ m,
δ(qn)(x) = [dn, x] for all x ∈ qnMqn.
(32)
Set d1 = c1 and assume that elements d1, . . . , dn are already con-
structed. Since δ(qn)(qnxqn) = qnδ
(qn+1)(qnxqn)qn, it follows that
[dn, qnxqn] = qn[cn+1, qnxqn]qn = [qncn+1qn, qnxqn]
for any x ∈M. Consequently, the element dn − qncn+1qn contained in
the centre of algebra qnMqn. By [14, page 18, corollary] there exists an
element z of the centre of algebra qn+1Mqn+1, such that dn−qncn+1qn =
zqn. Set dn+1 = cn+1 + z. It is clear that
(33) δ(qn+1)|qn+1Mqn+1(x) = [cn+1, x] = [dn+1, x]
for all x ∈ qn+1Mqn+1, in addition,
dn+1 ∈ qn+1Mqn+1 and qndn+1qn = qncn+1qn + zqn = dn
for every n ∈ N. Moreover, for k ∈ N, k < n + 1 the equalities
(34) qkdn+1qk = qkqndn+1qnqk = qkdnqk = · · · = qkdk+1qk = dk
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hold.
Thus we constructed the sequence {dn} of elements ofM which has
property (32).
By [11, Prop.8], the topology t(M) induces on qnLS(M)qn = LS(qnMqn)
the topology t(qnMqn), and therefore derivation δ(qn) is continuous on
(LS(qnMqn), t(qnMqn)). By Proposition 2.5, we have that qnMqnt(qnMqn) =
LS(qnMqn). Consequently, the equality δ(qn)(x) = [dn, x] holds for all
x ∈ LS(qnMqn).
If n,m ∈ N, n < m, then
dm − dn (32)= qmdmqm − qndmqn = (qm − qn)dmqm + qndm(qm − qn).
Since
r((qm − qn)dmqm) ∼ l((qm − qn)dmqm) ≤ q⊥n ,
it follows that
D(znr(dm − dn)) ≤ D(znr((qm − qn)dmqm) ∨ znq⊥n ) ≤
≤ 2D(znq⊥n )
(31)
≤ 2−n+4ϕ(zn).
From here, in view of (2) and (30), we obtain
dm − dn ∈ V (0, 2−n, 2−n+4) ⊂ V (1/n, 2−n, 2−n+4).
It means that {dn} is a Cauchy sequence in (LS(M), t(M)), and
therefore, since the space (LS(M), t(M)) is complete there exists d ∈
LS(M), such that dn t(M)−→ d.
Now, let us show that δ(x) = [d, x] for all x ∈ LS(M). By (30) and
(31) we have that q⊥n ∈ V (0, 2−n, 2−n+3) for all n ∈ N, and therefore
q⊥n
t(M)−→ 0. Consequently, qn t(M)−→ 1 and for every x ∈ LS(M) we
have that qnxqn
t(M)−→ x. We just need to use t(M)-continuity of the
derivation δ, which implies the following
δ(x) = t(M)− lim
n→∞
(qnδ(qnxqn)qn) = t(M)− lim
n→∞
δ(qn)(qnxqn) =
= t(M)− lim
n→∞
[dn, qnxqn] = [t(M)− lim
n→∞
dn, t(M)− lim
n→∞
qnxqn] =
= [d, x].

Theorem 4.1 allows to give the full description of all derivations on
the algebra LS(M) in case whenM is a properly infinite von Neumann
algebra.
Theorem 4.2. If M is a properly infinite von Neumann algebra, then
every derivation on the ∗-algebra LS(M) is inner.
Proof. By [6, Theorem 3.3] for properly infinite von Neumann alge-
bra M every derivation δ : LS(M) → LS(M) is t(M)-continuous.
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Consequently, by Theorem 4.1, there exists d ∈ LS(M), such that
δ(x) = [d, x] for all x ∈ LS(M). 
5. Derivations on EW ∗-algebras
In this section we give applications of Theorems 4.1 and 4.2 to the
description of continuous derivations on EW ∗-algebras. The class of
EW ∗-algebras (extended W ∗-algebras) was introduced in [15] for the
purpose of description of ∗-algebras of unbounded closed operators,
which are ”similar” to W ∗-algebras by their algebraic and order prop-
erties.
Let A be a set of closed, densely defined operators on the Hilbert
space H which is a ∗-algebra under strong sum, strong product, scalar
multiplication and the usual adjoint of operators. The set A is said to
be EW ∗-algebra [15] if the following conditions hold:
(i) (1+ x∗x)−1 ∈ A for every x ∈ A;
(ii) the subalgebra Ab of bounded operators in A is a W ∗-algebra.
In [12] it is given the meaningful connection between EW ∗-algebras
A and solid subalgebras of LS(Ab). Recall [7], that a ∗-subalgebra A
of LS(M) is called solid if conditions x ∈ LS(M), y ∈ A, |x| ≤ |y|
imply that x ∈ A. It is clear that every solid ∗-subalgebra A in LS(M)
with M ⊂ A is an EW ∗-algebra and Ab = M. At the same time, in
[12] it is established that every EW ∗-algebra A with the bounded part
Ab =M is a solid ∗-subalgebra in the ∗-algebra LS(M), i.e. LS(M) is
the greatest EW ∗-algebra of all EW ∗-algebras with the bounded part
coinciding with M.
Since every EW ∗-algebra A with the bounded part Ab is a solid ∗-
subalgebra in LS(Ab) and Ab ⊂ A, according to [6], it follows that
in the case when Ab is a properly infinite W ∗-algebra any derivation
δ : A → LS(Ab) is continuous with respect to the local measure topol-
ogy t(Ab).
Now, let Ab be arbitrary W ∗-algebra and let δ : A → A be a t(Ab)-
continuous derivation. Since Ab ⊂ A, Ab is everywhere dense in
(LS(Ab), t(Ab)) (Proposition 2.5) and (LS(Ab), t(Ab)) is a topological
∗-algebra, there exists a unique t(Ab)-continuous derivation δˆ : LS(Ab)→
LS(Ab) such that δˆ(x) = δ(x) for all x ∈ A. By Theorem 4.1 the
derivation δˆ is inner. In [7, Proposition 5.13] it is proved that, if δ
is a derivation on a solid ∗-subalgebra A ⊃ M and δ(x) = [w, x] for
all x ∈ A and some w ∈ LS(M), then there exists w1 ∈ A, such
that δ(x) = [w1, x] for all x ∈ A, i.e. the derivation δ is inner on the
∗-subalgebra A.
Thus the following theorem holds.
Theorem 5.1. (i) Every t(Ab)-continuous derivation on a EW ∗-algebra
A is inner;
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(ii) If the bounded part Ab in an EW ∗-algebra A is a properly infinite
W ∗-algebra, then every derivation on A is inner.
Let M be a semifinite von Neumann algebra acting on the Hilbert
space H , τ be a faithful normal semifinite trace on M. An operator
x ∈ S(M) with the domain D(x) is called τ -measurable if for any
ε > 0 there exists a projection p ∈ P(M) such that p(H) ⊂ D(x) and
τ(p⊥) < ε.
The set S(M, τ) of all τ -measurable operators is a solid ∗-subalgebra
of LS(M) such that M ⊂ S(M, τ) ⊂ S(M). If the trace τ is finite,
then S(M, τ) = S(M). The algebra S(M, τ) is a noncommutative
version of the algebra of all measurable complex functions f defined on
(Ω,Σ, µ), for which µ({|f | > λ})→ 0 as λ→∞.
Let tτ be the measure topology [24] on S(M, τ) whose base of neigh-
borhoods of zero is given by
U(ε, δ) = {x ∈ S(M, τ) : there exists a projection p ∈ P(M),
such that τ(p⊥) ≤ δ, xp ∈M, ‖xp‖M ≤ ε}, ε > 0, δ > 0.
The pair (S(M, τ), tτ) is a complete metrizable topological ∗-algebra.
Here, the topology tτ majorizes the topology t(M) on S(M, τ) and, if
τ is a finite trace, the topologies tτ and t(M) coincide [22, §§ 3.4, 3.5].
Denote by t(M, τ) the topology on S(M, τ) induced by the topology
t(M). It is not true in general that, if the topologies tτ and t(M, τ)
are the same, then the von Neumann algebra M is finite. Indeed, if
M = B(H), dim(H) = ∞, τ = tr is the canonical trace on B(H),
then LS(M) = S(M) = S(M, τ) =M, and the two topologies tτ and
t(M) coincide with the uniform topology on B(H).
At the same time, if M is a finite von Neumann algebra with a
faithful normal semifinite trace τ and tτ = t(M, τ), then τ(I) < ∞
[11].
In [4] it is proven that every tτ -continuous derivation on S(M, τ) is
inner. In addition, in [3] it is established that in the case of properly
infinite von Neumann algebra M every derivation on S(M, τ) is tτ -
continuous. Thus, in view if Theorem 5.1 we obtain the following
Corollary 5.2. Let M be a semifinite von Neumann algebra, let τ
be a faithful normal semifinite trace on M, let δ be a derivation on
S(M, τ). Then the following conditions are equivalent:
(i). δ is t(M)-continuous;
(ii). δ is tτ -continuous;
(iii). δ is inner.
In addition, if M is a properly infinite von Neumann algebra then
every derivation on S(M, τ) is inner.
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6. Automatic innerness of derivations on Banach
M-bimodule of locally measurable operators
In this section we give one more application of Theorem 4.1 establish-
ing innerness of every derivation on a Banach M-bimodule of locally
measurable operators.
Let M be a von Neumann algebra. A linear subspace E of LS(M),
is called a M-bimodule of locally measurable operators if uxv ∈ E
whenever x ∈ E and u, v ∈ M. If E is a M-bimodule of locally
measurable operators, x ∈ E and x = v|x| is the polar decomposition
of operator x then |x| = v∗x ∈ E and x∗ = |x|v∗ ∈ E . In addition,
(35) if |a| ≤ |b|, b ∈ E , a ∈ LS(M) then a ∈ E .
Property (35) of aM-bimodule of locally measurable operators follows
from the following proposition.
Proposition 6.1. LetM be a von Neumann algebra acting in a Hilbert
space H, a, b ∈ LS(M), 0 ≤ a ≤ b. Then a1/2 = cb1/2 for some
c ∈ s(b)Ms(b), ‖c‖M ≤ 1, in particular, a = cbc∗. In addition, if
c1 ∈M and a1/2 = c1b1/2, then s(b) · c1 · s(b) = c.
Proof. Let us show firstly that s(a) ≤ s(b). Since
0 ≤ (1− s(b))a(1− s(b)) ≤ (1− s(b))b(1− s(b)) = 0,
if follows that (1−s(b))a1/2 = 0, that implies the equality (1−s(b))a =
0, i.e. s(b)a = a = a∗ = a∗s(b) = as(b). Consequently, s(a) ≤ s(b).
Thus, passing if necessary to the reduction s(b)Ms(b) we may as-
sume that s(b) = 1.
For every n ∈ N denote by pn the spectral projection for the operator
b corresponding to the interval [1/n, n]. Since pn ↑ s(b) = 1 it follows
that the linear subspace H0 =
⋃∞
n=1 pnH is dense in H and H0 ⊂
D(b)∩D(b1/2). Furthermore, according to the inequalities 0 ≤ pnapn ≤
pnbpn ≤ npn we have that a1/2pn ∈ M and ‖a1/2pn‖M ≤
√
n for all
n ∈ N. In particular, H0 ⊂ D(a1/2).
Since b1/2pn ≤ n1/2pn and b1/2(pnH) = pnb1/2(pnH) ⊂ pnH for all
n ∈ N we have b1/2(H0) ⊂ H0. Consequently, it is possible to define a
linear mapping d : b1/2(H0) → H by setting d(b1/2ξ) = a1/2ξ, ξ ∈ H0.
The definition of the operator d is correct since the equality b1/2ξ = 0
and inequality
‖a1/2ξ‖2H = (a1/2ξ, a1/2ξ) = (aξ, ξ) ≤ (bξ, ξ) = ‖b1/2ξ‖2H
imply that a1/2ξ = 0.
In addition, for every ξ ∈ H0 we have
‖d(b1/2ξ)‖2H = ‖a1/2ξ‖2H ≤ ‖b1/2ξ‖2H ,
i.e. d is a continuous linear operator on b1/2(H0) and ‖d‖b1/2(H0)→H ≤ 1.
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Since n−1pn ≤ bpn ≤ npn, by Proposition [22, 2.4.2] we have
n−1/2pn ≤ b1/2pn ≤ n1/2pn. Therefore the restriction of operator b1/2
to pn(H0) has inverse bounded operator bn, in addition n
−1/2pn ≤
bnpn ≤ n1/2pn. Hence, b1/2(pnH) = pnH , that implies the equality
b1/2(H0) = H0.
Thus, the operator d uniquely extends to the Hilbert space H up to
a bounded linear operator c, moreover, ‖c‖B(H) ≤ 1 and cb1/2ξ = a1/2ξ
for all ξ ∈ H0.
If u as a unitary operator from the commutant M′, then u(pnH) =
pnH for all n ∈ N and therefore u(H0) = H0. If η ∈ H0, then η = b1/2ξ
for some ξ ∈ H0 and
u−1cuη = u−1cub1/2ξ = u−1cb1/2uξ
= u−1a1/2uξ = u−1ua1/2ξ = a1/2ξ = cb1/2ξ = cη.
Consequently, u−1cu = c, that implies the inclusion c ∈M.
Since pncb
1/2pn = pna
1/2pn for all n ∈ N and pn ↑ 1, by Proposition
[22, Proposition 2.4.1 (ix)] we have cb1/2 = a1/2.
If c1 ∈M and c1b1/2 = a1/2, then the operators c1 and c coincide on
the everywhere dense subspace H0 and therefore c1 = c.
If s(b) 6= 1, c1 ∈M and c1b1/2 = a1/2, then, using inequalities
a1/2s(b) = s(b)a1/2 = a1/2
and
b1/2s(b) = s(b)b1/2 = b1/2,
we obtain (s(b)c1s(b))b
1/2 = a1/2. Uniqueness of the operator c in
reduction s(b)Ms(b) implies that s(b) · c1 · s(b) = c. 
Let E be a M-bimodule of locally measurable operators. A linear
mapping δ : M → E is called derivation, if δ(ab) = δ(a)b + aδ(b) for
all a, b ∈ M. A derivation δ : M −→ E is called inner, if there exists
an element d ∈ E , such that δ(x) = [d, x] = dx− xd for all x ∈M.
We need the following
Theorem 6.2. [8, Theorem 1] Let M be a von Neumann algebra and
a ∈ LSh(M). Then there exist a self-adjoint operator c in the centre of
the ∗-algebra LS(M) and a family {uε}ε>0 of unitary operators from
M such that
(36) |[a, uε]| ≥ (1− ε)|a− c|.
The following theorem establishes innerness of every derivation δ :
M→ E in case of properly infinite von Neumann algebra M.
Theorem 6.3. Let M be a properly infinite von Neumann algebra
and let E be a M-bimodule of locally measurable operators. Then any
derivation δ :M−→ E is inner.
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Proof. By [6, Theorem 4.8] there exists a derivation δ : LS(M) →
LS(M), such that δ(x) = δ(x) for all x ∈ M. By Theorem 4.2,
there exists an element a ∈ LS(M), such that δ(x) = [a, x] for all
x ∈ LS(M). It is clear that [a,M] = δ(M) = δ(M) ⊂ E .
Let a1 = Re(a), a2 = Im(a). Since [a
∗, x] = −[a, x∗]∗ ∈ E for
any x ∈ M, it follows that [a1, x] = [a + a∗, x]/2 ∈ E and [a2, x] =
[a− a∗, x]/2i ∈ E for all x ∈M.
By Theorem 6.2 and by taking ε = 1/2 in (36) we obtain that there
exist c1, c2 ∈ Zh(LS(M)) and unitary operators u1, u2 ∈M such that
2|[ai, ui]| ≥ |ai − ci|, i = 1, 2.
Since [ai, ui] ∈ E and E is M-bimodule we have that di := ai − ci ∈ E ,
i = 1, 2 (see (35)). Therefore d = d1 + id2 ∈ E . Since c1, c2 are central
projections from LS(M) it follows that δ(x) = [a, x] = [d, x] for all
x ∈M. 
Let M be a von Neumann algebra. If a M-bimodule of locally
measurable operators E is equipped with a norm ‖·‖E , satisfying
(37) ‖uxv‖E ≤ ‖u‖M ‖v‖M ‖x‖E , x ∈ E , u, v ∈M,
then E is called a normedM-bimodule of locally measurable operators.
If, in addition, (E , ‖ · ‖E) is a Banach space, then E is called a Banach
M-bimodule of locally measurable operators.
Easy to see that for the norm ‖ · ‖E on a normed M-bimodule of
locally measurable operators E the following properties hold:
(38) ‖|a|‖E = ‖a∗‖E = ‖a‖E for any a ∈ E ;
(39) ‖a‖E ≤ ‖b‖E for any a, b ∈ E , 0 ≤ a ≤ b;
If q ∈ E ∩ P(M), p ∈ P(M), p  q,
then p ∈ E and ‖p‖E ≤ ‖q‖E .(40)
Proposition 6.4. If {pk}nk=1 ⊂ P(M) ∩ E then
(41)
n∨
k=1
pn ∈ E and ‖
n∨
k=1
pn‖E ≤
n∑
k=1
‖pk‖E .
Proof. If p, q ∈ P(M)∩E , then p∨ q−p ∼ q−p∧ q ≤ q and therefore,
p ∨ q − p ∈ E and ‖p ∨ q − p‖E ≤ ‖q‖E (see (40)). Hence, p ∨ q =
(p ∨ q − p) + p ∈ E and ‖p ∨ q‖E − ‖p‖E ≤ ‖p ∨ q − p‖E ≤ ‖q‖E .
For an arbitrary finite set {pk}nk=1 ⊂ P(M) ∩ E proposition (41) is
proved using mathematical induction. 
In Lemmas 6.6-6.9 given below we assume that on a von Neumann
algebra M there is a faithful normal finite trace τ . In this case, the
algebra M is finite. Moreover, LS(M) = S(M) = S(M, τ), t(M) =
tτ and (LS(M), t(M)) is an F -space.
Later we need the following
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Proposition 6.5. [22, Prop.3.5.7(i)] LetM be a von Neumann algebra
with faithful normal finite trace τ and {pn}∞n=1 ⊂ P(M). Then
pn
t(M)−→ 0⇔ τ(pn)→ 0.
Let E be a Banach M-bimodule of locally measurable operators in
LS(M).
Lemma 6.6. If {pn}∞n=1 ⊂ P(M) ∩ E and the series
∑∞
n=1 ‖pn‖E con-
verges, then p =
∨∞
n=1 pn ∈ E and ‖p‖E ≤
∑∞
n=1 ‖pn‖E .
Proof. Set qn =
∨n
k=1 pk. According to (41), qn ∈ E and ‖qn‖E ≤∑n
k=1 ‖pk‖E .
Let n,m ∈ N, n < m. By (40) and (41) we have that
‖qm − qn‖E = ‖qn ∨
m∨
k=n+1
pk − qn‖E
= ‖
m∨
k=n+1
pk − qn ∧
m∨
k=n+1
pk‖E ≤ ‖
m∨
k=n+1
pk‖E ≤
m∑
k=n+1
‖pk‖E .
Consequently, {qn} is a Cauchy sequence in (E , ‖ · ‖E), and therefore
there exists q ∈ E , such that ‖qn − q‖E → 0, in addition ‖q‖E ≤∑∞
n=1 ‖pn‖E .
Since
‖qp− qn‖E = ‖qp− qnp‖E ≤ ‖p‖M‖q − qn‖E ,
it follows that qp = q = q∗ = pq. Hence, s(p − q) ≤ p. Fix n0 ∈ N,
then for n > n0, we have
‖qn0q − qn0‖E = ‖qn0q − qn0qn‖E
≤ ‖qn0‖M‖q − qn‖E ≤ ‖q − qn‖E .
Passing to the limit for n → ∞, we obtain qn0q = qn0 . Therefore,
qn(p − q)qn = 0 for all n ∈ N. The inequality s(p − q) ≤ p and
convergence qn ↑ p by [22, Prop. 2.4.1(ix)] imply that q = p. 
Lemma 6.7. If {an}∞n=1 ⊂ E and ‖an‖E → 0, then an
t(M)−→ 0.
Proof. It is sufficient to show that every convergent to zero in the norm
‖ · ‖E sequence from E has a subsequence convergent to zero in the
topology t(M).
Firstly, consider a sequence {pn}∞n=1 ∈ P(M)∩E , such that ‖pn‖E →
0. Choose a subsequence {pnk}∞k=1 so that ‖pnk‖E ≤ 2−k. By Lemma
6.6 for the sequence of projections qk = supl≥k+1 pnlwe have qk ∈ E and
‖qk‖E ≤ 2−k. If q = infk≥1 qk, then q ∈ E and ‖q‖E ≤ ‖qk‖E ≤ 2−k
for all k ∈ N, that implies q = 0. Consequently, qk ↓ 0, and therefore
τ(qk) ↓ 0.
Since pnk+1 ≤ qk for all k ∈ N we have τ(pnk) → 0, that by Propo-
sition 6.5 implies the convergence pnk
t(M)−→ 0. Thus, every sequence
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{pn}∞n=1 ∈ P(M) ∩ E convergent to zero in the norm ‖ · ‖E automatic
converges to zero in the topology t(M).
Now, let {an}∞n=1 ⊂ E and ‖an‖E → 0. For every λ > 0 inequality
λE⊥λ (|an|) ≤ |an|E⊥λ (|an|) ≤ |an| imply that
‖E⊥λ (|an|)‖E
(39)
≤ λ−1‖|an|‖E
(38)
≤ λ−1‖an‖E → 0.
According to the proven above we have that E⊥λ (|an|)
t(M)−→ 0. Finally,
by Proposition 2.2 (ii) we obtain an
t(M)−→ 0. 
Lemma 6.8. If {an}∞n=1 ⊂ LS(M) and an
t(M)−→ 0, then there exists
a sequence {ank}∞k=1 such that ank = bk + ck, where bk ∈ M, ck ∈
LS(M), k ∈ N, ‖bk‖M → 0 and s(|ck|) t(M)−→ 0.
Proof. Since (LS(M), t(M)) is an F -space there exists a countable
basis {Uk}∞k=1 of neighborhoods of zero of the topology t(M).
By Proposition 2.2 (ii) we have E⊥λ (|an|)
t(M)−→ 0 for every λ > 0.
Therefore, there exists a sequence ank such that E
⊥
1/k(|ank |) ∈ Uk for
all k ∈ N. Set bk = ankE1/k(|ank |) and ck = ankE⊥1/k(|ank |). It is clear
that bk ∈M and ‖bk‖M ≤ 1/k. Since
|ck| = (c∗kck)1/2 = (E⊥1/k(|ank |)|ank |2E⊥1/k(|ank |))1/2
= E⊥1/k(|ank |)|ank |E⊥1/k(|ank |) = |ank |E⊥1/k(|ank|),
it follows that
s(|ck|) ≤ E⊥1/k(|ank |) ∈ Uk.
Since {Uk}∞k=1 is a basis of neighborhoods of zero of the topology t(M)
we have E⊥1/k(|ank |)
t(M)−→ 0, that implies the convergence τ(E⊥1/k(|ank |))→
0 (Proposition 6.5). From the inequality τ(s(|ck|)) ≤ τ(E⊥1/k(|ank |)) and
Proposition 6.5 we obtain s(|ck|) t(M)−→ 0. 
Lemma 6.9. Every derivation δ : LS(M)→ LS(M) with δ(M) ⊂ E
is t(M)-continuous.
Proof. Since (LS(M), t(M)) is an F -space it is sufficient to show that
the graph of the linear operator δ is closed.
Suppose that the graph of the operator δ is not closed. Then there
exists a sequence {an}∞n=1 ⊂ LS(M) and 0 6= b ∈ LS(M) such that
an
t(M)−→ 0 and δ(an) t(M)−→ b.
According to Lemma 6.8 and passing, if necessary, to a subsequence,
we may assume that an = bn + cn, where bn ∈ M, cn ∈ LS(M), n ∈
N, ‖bn‖M → 0 and s(|cn|) t(M)−→ 0 for n→∞.
Since the restriction δ|M of the derivation δ to the von Neumann
algebra M is a derivation from M into the Banach M-bimodule, by
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Ringrose Theorem [25] we have ‖δ(bn)‖E → 0. Lemma 6.7 implies that
δ(bn)
t(M)−→ 0.
From the inequalities
δ(cn) = δ(cns(|cn|)) = δ(cn)s(|cn|) + cnδ(s(|cn|))
we have that
s(δ(cn)) ≤ l(δ(cn)s(|cn|))∨r(δ(cn)s(|cn|))∨l(cnδ(s(|cn|)))∨r(cnδ(s(|cn|))).
Since
l(cn) ∼ r(cn) = s(|cn|), l(δ(cn)s(|cn|)) ∼ r(δ(cn)s(|cn|)) ≤ s(|cn|),
r(cnδ(s(|cn|))) ∼ l(cnδ(s(|cn|))) ≤ l(cn)  s(|cn|),
it follows that
τ(s(δ(cn))) ≤ 4τ(s(|cn|)).
By Proposition 6.5, τ(s(|cn|))→ 0, and therefore τ(s(δ(cn)))→ 0 and
τ(s(|δ(cn)|)) → 0, that implies the convergence τ(E⊥λ (|δ(cn)|)) → 0
for every λ > 0. Hence by Propositions 2.2 (ii) and 6.5, we obtain
δ(cn)
t(M)−→ 0.
Thus, δ(an) = δ(bn)+ δ(cn)
t(M)−→ 0, that contradicts to the inequality
b 6= 0. Consequently, the operator δ has a closed graph, therefore δ is
t(M)-continuous. 
Now, we give the main result of this section.
Theorem 6.10. Let M be a von Neumann algebra and let E be a
Banach M-bimodule of local measurable operators. Then any deriva-
tion δ : M → E is inner. In addition, there exist d ∈ E such that
δ(x) = [d, x] for all x ∈ M and ‖d‖E ≤ 2‖δ‖M→E. If δ∗ = δ or
δ∗ = −δ then d may be chosen so that ‖d‖E ≤ ‖δ‖M→E.
Proof. According to [6, Theorem 4.8] there exists a derivation δ :
LS(M)→ LS(M) such that δ(x) = δ(x) for all x ∈M.
Choose a central decomposition of unit {z∞, zi}j∈J such that Mz∞
is a properly infinite von Neumann algebra and on every von Neumann
algebraMzj there exists a faithful normal finite trace. By [6, Theorem
3.3] the derivation δ
(z∞)
:= δ|LS(Mz∞) : LS(Mz∞) → LS(Mz∞) is
t(Mz∞)-continuous. Lemma 6.9 implies that every derivation δ(zj) :=
δ|LS(Mzj) : LS(Mzj) → LS(Mzj) is also t(Mzj)-continuous for all
j ∈ J . In this case, according to [6, Cor.2.8], the derivation δ is t(M)-
continuous. By Theorem 4.1 the derivation δ is inner. Repeating the
proof of Theorem 6.3 we obtain that there exists an element d ∈ E such
that δ(x) = [d, x] for all x ∈M.
Now, suppose that δ∗ = δ. In this case, [d+d∗, x] = [d, x]− [d, x∗]∗ =
δ(x) − (δ(x∗))∗ = δ(x) − δ∗(x) = 0 for any x ∈ M. Consequently,
the operator Re(d) = (d + d∗)/2 commutes with every elements from
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M, and by Proposition 2.5, Re(d) is a central element in the algebra
LS(M). Therefore we may suggest that δ(x) = [d, x], x ∈ M, where
d = ia, a ∈ Eh. According to Theorem 6.2 there exist c = c∗ from the
centre of the algebra LS(M) and a family {uε}ε>0 of unitary operators
from M such that
|[a, uε]| ≥ (1− ε)|a− c|.
For b = ia− ic and ε = 1/2 we have
|b| = |a− c| ≤ 2|[a, u1/2]| = 2|[−id, u1/2]| = 2[d, u1/2] ∈ E .
Consequently, b ∈ E (see (35)), moreover,
δ(x) = [d, x] = [ia, x] = [b, x]
for all x ∈M. Since
(1− ε)|b| = (1− ε)|a− c|
(36)
≤ |[a, uε]| = |[d, uε]| = |δ(uε)|,
it follows that
(1− ε)‖b‖E
(39)
≤ ‖δ(uε)‖E ≤ ‖δ‖M→E
for all ε > 0, that implies the inequality ‖b‖E ≤ ‖δ‖M→E .
If δ∗ = −δ, then taking Im(d) instead of Re(d) and repeating previ-
ous proof we obtain that δ(x) = [b, x], where b ∈ E and ‖b‖E ≤ ‖δ‖M→E .
Now, suppose that δ 6= δ∗ and δ 6= −δ∗. Equality (38) implies that
‖δ∗‖M→E = sup{‖δ(x∗)∗‖E : ‖x‖M ≤ 1}
= sup{‖δ(x)‖E : ‖x‖M ≤ 1} = ‖δ‖M→E .
Consequently,
‖Re(δ)‖M→E = 2−1‖δ + δ∗‖M→E ≤ ‖δ‖M→E .
Similarly, ‖Im(δ)‖M→E ≤ ‖δ‖M→E . Since (Re(δ))∗ = Re(δ), (Im(δ))∗ =
Im(δ), there exist d1, d2 ∈ E , such that Re(δ)(x) = [d1, x], Im(δ)(x) =
[d2, x] for all x ∈ M and ‖di‖E ≤ ‖δ‖M→E , i = 1, 2. Taking d = d1+id2,
we have that d ∈ E , δ(x) = (Re(δ) + i · Im(δ))(x) = [d1, x] + i[d2, x] =
[d, x] for all x ∈M, in addition ‖d‖E ≤ 2‖δ‖M→E . 
Note that in [9] in Theorem 16 it is given a variant of Theorem 6.10
for a Banach M-bimodule of locally measurable operators with addi-
tional condition either one of separability or one of reflexivity. The-
orem 6.10 given herein removes all these assumptions from a Banach
M-bimodule of locally measurable operators.
Let us point out one of important class of Banach M-bimodules of
locally measurable operators connected with the theory of noncommu-
tative integration.
Let M be a semifinite von Neumann algebra and τ be a faithful
normal semifinite trace on M. Let S(M, τ) be the ∗-algebra of all
τ -measurable operators affiliated with M.
INNERNESS OF CONTINUOUS DERIVATIONS 29
For each x ∈ S(M, τ) it is possible to define the generalized singular
value function
µt(x) = inf{λ > 0 : τ(E⊥λ (|x|)) ≤ t}
= inf{‖x(1− e)‖M : e ∈ P(M), τ(e) ≤ t},
which allows to define and study a noncommutative version of re-
arrangement invariant function spaces. It should be noted that at the
present time the theory of noncommutative rearrangement invariant
spaces has a significant place in researches of Banach spaces (see e.g.
[17], [21]).
Let E be a linear subspace in S(M, τ) equipped with a Banach norm
‖ · ‖E with the following property:
If x ∈ S(M, τ), y ∈ E and µt(x) ≤ µt(y) then x ∈ E and ‖x‖E ≤ ‖y‖E .
In this case, the pair (E , ‖ · ‖E) is called rearrangement invariant spaces
of measurable operators. Every rearrangement invariant spaces of mea-
surable operators is a BanachM-bimodule [17], and therefore Theorem
6.10 implies the following
Corollary 6.11. Let (E , ‖ · ‖E) be a rearrangement invariant spaces of
measurable operators, affiliated with a semifinite von Neumann algebra
M and with a faithful semifinite normal trace τ . Then any derivation
δ :M→ E is continuous and there exists d ∈ E such that δ(x) = [d, x]
for all x ∈M and ‖d‖E ≤ 2‖δ‖M→E .
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