Abstract. Even though the heat equation with random potential is a well-studied object, the particular case of time-independent Gaussian white noise in one space dimension has yet to receive the attention it deserves. The paper investigates the stochastic heat equation with space-only Gaussian white noise on a bounded interval. The main result is that the space-time regularity of the solution is the same for additive noise and for multiplicative noise in the Wick-Itô-Skorokhod interpretation.
If W = W (t) is a Brownian motion in time, then, with an Itô interpretation, a change of variables u(t, x) = v(t, x) exp(W (t)−(t/2)) reduces (1.1) to the usual heat equation
If W = W (t, x) is a two-parameter Brownian motion, or Brownian sheet, then equation (1.1) has been studied in detail, from one of the original references [18, Chapter 3 ] to a more recent book [8] . In particular, the Itô interpretation is the only option; cf. [3] .
If W = W (x) is a Brownian motion in space, then equation (1.1) has two different interpretations:
(1) Wick-Itô-Skorokhod interpretation ∂u(t, x) ∂t = ∂ 2 u(t, x) ∂x 2 + u(t, x) ⋄Ẇ (x), (1.2) where ⋄ is the Wick product;
(2) Stratonovich interpretation ∂u(t, x) ∂t = ∂ 2 u(t, x) ∂x 2 + u(t, x) ·Ẇ (x), (1.3) where u(t, x) ·Ẇ (x) is understood in the point-wise, or path-wise, sense.
In [5, 6] , equation (1.2) is studied on the whole line as a part of a more general class of equations. Two works dealing specifically with (1.2) are [17] , where the equation is considered on the whole line, and [15] , where the Dirichlet boundary value problem is considered with a slightly more general random potential.
According to [17, Theorem 4.1] , the solution of (1.2) is almost Hölder(1/2) in time and space. By comparison, the solution of (1.3) is almost Hölder(3/4) in time and almost Hölder(1/2) in space [6, Theorem 4.12] , whereas for the equation with additive noise ∂u(t, x) ∂t = ∂ 2 u(t, x) ∂x 2 +Ẇ (x), t > 0, x ∈ R, u(0, x) = 0, the solution is almost Hölder(3/4) in time and is almost Hölder(3/2) in space, which follows by applying the Kolmogorov continuity criterion to u(t, x) = t 0 R 1 √ 4πs e −(x−y) 2 /(4s) dW (y)ds.
The objective of this paper is to establish optimal space-time regularity of the solution of ∂u(t, x) ∂t = ∂ 2 u(t, x) ∂x 2 + u(t, x) ⋄Ẇ (x), t > 0, 0 < x < π, u x (t, 0) = u x (t, π) = 0, u(0, x) = u 0 (x), (1.4) and to define and investigate the corresponding fundamental solution. We show that the solution of (1.4) is almost Hölder(3/4) in time and is almost Hölder(3/2) in space. As a result, similar to the case of space-time white noise, solutions of equations driven by either additive or multiplicative Gaussian white noise in space have the same regularity, justifying the optimality claim in connection with (1.4).
Our analysis relies on the chaos expansion of the solution and the Kolmogorov continuity criterion. Section 2 provides the necessary background about chaos expansion and the Wick product. Section 3 introduces the chaos solution of (1.4). Section 4 establishes basic regularity of the chaos solution as a random variable and introduces the main tools necessary for the proof of the main result. Section 5 establishes the benchmark regularity result for the additive-noise version of (1.4). The main results, namely, Hölder continuity of the chaos solution of (1.4) in time and space, are in Sections 6 and 7, respectively. Section 8 is about the fundamental chaos solution of (1.4). Section 9 discusses various generalizations of (1.4), including other types of boundary conditions. We use the following notations: f t (t, x) = ∂f (t, x) ∂t , f x (t, x) = ∂f (t, x) ∂x , f xx (t, x) = ∂ 2 f (t, x) ∂x 2 ;
T n s,t = {(s 1 , . . . , s n ) ∈ R n : s < s 1 < s 2 < · · · < s n < t}, 0 ≤ s < t, n = 1, 2, . . .;
The Chaos Spaces
Let (Ω, F , P) be a probability space. A Gaussian white noiseẆ on
For a Banach space X, denote by L p (W ; X), 1 ≤ p < ∞, the collection of random elements η that are measurable with respect to the sigma-algebra generated bẏ
In what follows, we fix the Fourier cosine basis
and define
becomes an alternative notation forẆ ; of course, the series in (2.4) diverges in the traditional sense.
Denote by J the collection of multi-indices α with α = (α 1 , α 2 , . . .) so that each α k is a non-negative integer and |α| := k≥1 α k < ∞. For α, β ∈ J , we define
Also,
• (0) is the multi-index with all zeroes;
• ǫ(i) is the multi-index α with α i = 1 and α j = 0 for j = i;
An alternative way to describe a multi-index α ∈ J with |α| = n > 0 is by its characteristic set K α , that is, an ordered n-tuple K α = {k 1 , . . . , k n }, where k 1 ≤ k 2 ≤ . . . ≤ k n indicate the locations and the values of the non-zero elements of α: k 1 is the index of the first non-zero element of α, followed by max (0, α k 1 − 1) of entries with the same value. The next entry after that is the index of the second non-zero element of α, followed by max (0, α k 2 − 1) of entries with the same value, and so on. For example, if n = 7 and α = (1, 0, 2, 0, 0, 1, 0, 3, 0, . . .), then the non-zero elements of α are
Define the collection of random variables Ξ = {ξ α , α ∈ J } by
where ξ k is from (2.3) and
is the Hermite polynomial of order n. By a theorem of Cameron and Martin [1] , Ξ is an orthonormal basis in L 2 (W ; X) as long as X is a Hilbert space. Accordingly, in what follows, we always assume that X is a Hilbert space.
We will often need spaces other than L 2 (W ; X):
• The space
• The space L 2,q (W ; X), 0 < q < 1, which is the closure of L 2 (W ; X) with respect to the norm
It follows that L 2,q 1 (W ; X) ⊂ L 2,q 2 (W ; X), q 1 > q 2 , and, for every q > 1,
It is also known [13, Section 1.2] that, for n = 1, 2, . . . , the space D n 2 (W ; X) is the domain of D n , the n-th power of the Malliavin derivative.
Here is another useful property of the spaces L 2,q (W ; X).
Proposition 2.1. If 1 < p < ∞, and q > p − 1, then
Proof. Let η ∈ L 2,q (W ; X). The hypercontractivity property of the OrnsteinUhlenbeck operator [13, Theorem 1.
It remains to apply the triangle inequality, followed by the Cauchy-Schwarz inequality:
To make sense of η β ζ γ , the definition requires at least one of η, ζ to be real-valued. The normalization in (2.6) ensures that, for every n, m, k,
where ξ k is one of the standard Gaussian random variables (2.3) and H n is the Hermite polynomial (2.5). π) ) and η is adapted, that is, for every x ∈ [0, π], the random variable η(x) is measurable with respect to the sigma-algebra generated bẏ 
where the right-hand side is the Itô integral with respect to the standard Brownian motion W (x) =Ẇ (χ [0,x] ). This connection with the Itô integral does not help when it comes to equation (1.4): the structure of the heat kernel implies that, for every x ∈ (0, π), the solution u = u(t, x) of (1.4) depends on all of the trajectory of W (x), x ∈ (0, π), and therefore is not adapted as a function of x.
Given a fixed α ∈ J , the sum in (2.6) contains finitely many terms, but, in general,
Here is a sufficient condition for the Wick product to be square-integrable.
Proof. By (2.6),
By the Cauchy-Schwarz inequality,
After summing over all α and shifting the summation index,
concluding the proof.
Note that, whileẆ (x) is of the form (2.7) (cf. (2.4)), Proposition 2.4 does not apply: for a typical value of x ∈ [0, π], k |m k (x)| 2 = +∞. Thus, without either adaptedness of η or square-integrability ofẆ , an investigation of the Wick product η ⋄Ẇ (x) requires additional constructions.
One approach (cf. [11] ) is to note that if (2.7) is a linear combination of ξ k , then, by (2.6), the number
is well-defined for every α ∈ J regardless of whether the series k b 2 k converges or diverges. This observation allows an extension of the operation ⋄ to spaces much bigger than L 2 (W ; X) and L 2 (W ; R); see [11, Proposition 2.7] . In particular, botḣ W and η ⋄Ẇ , with
become generalized random elements with values in L 2 ((0, π)).
An alternative approach, which we will pursue in this paper, is to considerẆ and η⋄Ẇ as usual (square integrable) random elements with values in a space of generalized functions.
For γ ∈ R, define the operator
where, for a smooth f with compact support in (0, π),
If γ > 1/2, then, by (2.10),
where
The next result is a variation on the theme of Proposition 2.4.
By (2.11) and Parsevals's equality,
and then (2.12) implies
As a result,
concluding the proof of Theorem 2.6.
The Chaos Solution
Let (V, H, V ′ ) be a normal triple of Hilbert spaces, that is
• V ⊂ H ⊂ V ′ and the embeddings V ⊂ H and H ⊂ V ′ are dense and continuous;
• The space V ′ is dual to V relative to the inner product in H;
An abstract homogeneous Wick-Itô-Skorohod evolution equation in (V, H, V ′ ), driven by the collection {ξ k , k ≥ 1} of iid standard Gaussian random variables, iṡ
where A and M k are bounded linear operators from V to V ′ . Except for Section 8, everywhere else in the paper, the initial condition u(0) ∈ H is non-random.
Definition 3.1. The chaos solution of (3.1) is the collection of functions {u α = u α (t), t > 0, α ∈ J } satisfying the propagatoṙ
It is known [11, Theorem 3.10] that if the deterministic equationv = Av is well-posed in (V, H, V ′ ), then (3.1) has a unique chaos solution
where • P n is the permutation group of the set (1, . . . , n);
• Φ t is the semigroup generated by A:
Once constructed, the chaos solution does not depend on the particular choice of the basis in L 2 (W ; H) [11, Theorem 3.5] . In general, though,
that is, the chaos solution belongs to a space that is bigger than L 2 (W ; H); cf. [11, Remark 3.14].
On the one hand, equation (1.4) is a particular case of (3.1):
The corresponding propagator becomes
Then existence and uniqueness of the chaos solution of (1.4) are immediate:
, has a unique chaos solution.
Proof. This follows from [11, Theorems 3.10].
On the other hand, equation (1.4) has two important features that are, in general, not present in (3.1):
• The semigroup Φ t has a kernel p(t, x, y):
• By Parseval's equality,
In fact, the properties of the chaos solution of (1.4) are closely connected with the properties of the function p(t, x, y) from (3.5). Below are some of the properties we will need.
Proof. The maximum principle implies 0 ≤ p(t, x, y). To derive other inequalities, note that, by integral comparison,
and more generally, for t > 0, r ≥ 1,
To complete the proof, we use
The main consequence of (3.4) and (3.6) is 
and
In particular,
(3.12)
Proof.
(1) For |α| = 0,
with p from (3.5). Then
from which (3.9) follows.
To derive (3.10) when p < ∞, we use the Hölder inequality and (3.7); if p = +∞, then we use π 0 p(s, y, z)dz = 1 instead of the upper bound in (3.7).
(2) It follows from (3.2) that, for |α| ≥ 1,
Using (3.4) and notations
we re-write (3.13) as
The collection {e α , |α| = n} is an orthonormal basis in the symmetric part of the space L 2 (0, π) n , so that u α becomes the corresponding Fourier coefficient of the function F n , and (3.12) becomes Bessel's inequality.
is the symmertrization of F n from (3.14). By the Cauchy-Schwarz inequality,
and a separate analysis is necessary to establish a more precise connection between F n L 2 ((0,π) n ) and F n L 2 ((0,π) n ) . The upper bound (3.12) is enough for the purposes of this paper.
Basic Regularity of the Chaos Solution
The objective of this section is to show that, for each t > 0, the chaos solution of (1.4) is a regular, as opposed to generalized, random variable, and to introduce the main techniques necessary to establish better regularity of the solution. π) ), then, for every t > 0, the solution of (1.4) satisfies
Proof. It follows from (3.12) that
We now integrate both sides of (4.2) with respect to x and use the semigroup property
together with (3.7) to evaluate the integrals over (0, π) on the right-hand side, starting from the outer-most integral. We also use (3.9). The result is
Next, we use the inequality 4pq ≤ (p + q) 2 , p, q > 0, to find
so that 6) where Γ is the Gamma function
The last equality in (4.6) follows by induction using
Combining (4.2), (4.4), and (4.6),
As a consequence of the Stirling formula,
and the series
converges for every C > 1, we get (4.1) and conclude the proof of Theorem 4.1. π) ), then the chaos solution is an L 2 ((0, π))-valued random process and, for all t ≥ 0,
Proof. This follows from (4.1) and Proposition 2.1.
We will need a slightly more general family of integrals than the one appearing on the right-hand side of (4.6):
for α ∈ (0, 1), β ∈ [0, 1). Note that
By induction and (4.7),
and then n! I 2 n (t; α, β) ≤ C n (α, β, t)n −n/2 ; (4.10)
cf. (4.8).
Next, we show that the chaos solution of (1.4) is, in fact, a random field solution, that is, u(t, x) is well-defined as a random variable for every t > 0, x ∈ [0, π].
Proof. By Proposition 3.4, inequality (4.2) becomes
(4.12)
We now use the semigroup property (4.3) together with (3.7) to evaluate the integrals over (0, π) on the right-hand side of (4.12) starting from the inner-most integral with respect to y 1 . The result is
Next, similar to (4.6), we use (4.5) and (4.9) to compute
(4.14)
Combining (4.13) with (4.14) and (4.10), 
Proof. This follows from (4.11) and Proposition 2.1.
Finally, we establish a version of the maximum principle for the chaos solution.
Theorem 4.5. If u 0 (x) ≥ 0 for all x ∈ [0, π], and u = u(t, x) is a random field solution of (1.4) such that
then, with probability one, u(t, x) ≥ 0 for all t ∈ [0, T ] and x ∈ [0, π].
Proof. Let h = h(x) be a smooth function with compact support in (0, π) and define
.
By (3.3), the function V = V (t, x; h) satisfies
with V (0, x; h) = u 0 (x) and V x (t, 0; h) = V x (t, π; h) = 0, and then the maximum principle implies V (t, x; h) ≥ 0 for all t ∈ [0, T ], x ∈ [0, π]. The conclusion of the theorem now follows, because the collection of the random variables Remark 4.6. If u = u(t, x) is continuous in (t, x), then there exists a single probability-one subset Ω ′ of Ω such that u = u(t, x, ω) > 0 for all t ∈ [0, T ], x ∈ [0, π], and ω ∈ Ω ′ .
Equation With Additive Noise
The objective of this section is to establish the bench-mark space-time regularity result for (1.4) by considering the corresponding equation with additive noise:
By the variation of parameters formula, the solution of (5.1) is
Using (3.5),
are independent Gaussian random variables with zero mean. In particular, the series on the right-hand sides of (5.2) and (5.3) converge with probability one for every t > 0 and x ∈ [0, π].
Let us now recall the necessary definitions of the Hölder spaces. For a function f = f (x), x ∈ (x 1 , x 2 ), −∞ < x 1 < x 2 < +∞, we write
Similarly,
We also write f ∈ C β− ((x 1 , x 2 ) ), or f is almost Hölder(β), if f ∈ C β−ε ((x 1 , x 2 )) for every ε ∈ (0, β).
The main tool for establishing Hölder regularity of random processes is the Kolmogorov continuity criterion:
Theorem 5.1. Let T be a positive real number and X = X(t), a real-valued random process on [0, T ]. If there exist numbers C > 0, p > 1, and q ≥ p such that, for all t, s ∈ [0, T ], We now apply Theorem 5.1 to the solution of equation (5.1).
Proof. For every t > 0 and x, y ∈ [0, π], the random variablesŨ(t, x) = U(t, x)−ζ 0 t/π and U x (t, x) are Gaussian, so that, by Theorem 5.1, statements (5.4), (5.5), and (5.6) will follow from
respectively, if we use p = qδ/2 with suitable δ and sufficiently large q.
Using (5.2) and (5.3), and keeping in mind that ζ k , k ≥ 1, are iid Gaussian with mean zero and variance π/2,
(5.12)
We also use .3) imply that, for every t > 0, the random field U(t, x) is infinitely differentiable in t, and the random field U x (t, x) + B(x) is infinitely differentiable in x, where
is a Bronwian bridge on [0, π].
Time Regularity of the Chaos Solution
The objective of this section is to show that the chaos solution of (1.4) has a modification that is almost Hölder(3/4) in time. To simplify the presentation, we will not distinguish different modifications of the solution. π) ), then the chaos solution of (1.4) satisfies
for every T > 0 and x ∈ [0, π].
Proof. We need to show that, for every x ∈ [0, π], h ∈ (0, 1), ε ∈ (0, 3/4), t ∈ (0, T ), and p ∈ (1, +∞),
Then the statement of the theorem will follow Theorem 5.1.
Recall that u (0) (t, x) is the solution of
with boundary conditions
the operator Λ is defined in (2.9). Applying [9, Theorem 5.3] to equation
we conclude that, for each x ∈ [0, π],
For n ≥ 1 and h ∈ (0, 1), similar to (3.12),
We add and subtract
inside the square on the right-hand side of (6.2), and then use (p + q)
to re-write (6.2) as
To estimate the first term on the right-hand side of (6.3), we follow computations similar to (4.6) and (4.13), and use
as well as (4.10):
with a suitable C(t).
To estimate the second term on the right-hand side of (6.3), define
By (3.5),
Using (5.13) and taking 0 < γ < 3/4, we conclude that
Then (3.8) implies
Note that 1/2 + 2γ < 2.
We now carry out computations similar to (4.13), and use (4.10) and (6.4):
Combining (6.5) and (6.6),
ε ∈ (0, 3/4), n ≥ 1, and then, by (6.1) and Proposition 2.1,
for all 1 < p < +∞, t ∈ (0, T ), ε ∈ (0, 3/4), 0 < h < 1, completing the proof of Theorem 6.1.
Space Regularity of the Chaos Solution
The objective of this section is to show that, for every t > 0, the chaos solution
of (1.4) has a modification that is in C 3/2− ((0, π)). As in the previous section, we will not distinguish between different modifications of u.
To streamline the presentation, we will break the argument in two parts: existence of u x as a random field, followed by Hölder(1/2−) regularity of u x in space.
Then, for every t > 0 and x ∈ (0, π),
Proof. By construction, v = u x as generalized processes. It remains to show that
and then
with a suitable C(t); cf. (4.10). Then (7.1) follows in the same way as (4.1) followed from (4.8).
Remark 7.2. Similar to the proof of Theorem 6.1, an interested reader can confirm that
Proof. We continue to use the notation v = u x . Then the objective is to show that, for every sufficiently small h > 0 and every x ∈ (0, π), t > 0, p > 1, and γ ∈ (0, 1/2),
then the conclusion of the theorem will follow from the Kolmogorov continuity criterion.
Similar to (3.12),
Next, define J(t, s, r, x, y, h)
From (3.5),
Using cos ϕ − cos ψ = −2 sin((ϕ − ψ)/2) sin((ϕ + ψ)/2) and (5.14), and taking γ ∈ (0, 1/2),
Note that 3/2 + γ < 2.
After expanding the square and using the semigroup property, (7.4) becomes 
defined by
The intuition behind this definition is that (8.1) is the chaos solution of (1.4) with initial condition u 0 (x) = δ(x − y). More precisely, it follows from (3.13) that if
is the chaos solution of (1.4) with non-random initial condition u(0, x) = u 0 (x). Before developing these ideas any further, let us apply the results of Sections 3-7 to the random function P.
Theorem 8.2. The function P defined by (8.2) has the following properties:
Proof. Using (3.7), (4.2), (4.6), and (4.10),
To establish (8.5), note that (8.3) and Theorem 4.5 imply P ≥ 0, whereas, by (3.12), using p(t, x, y) = p(t, y, x) and a suitable change of the time variables in the integrals,
which implies P(t, x, y) = P(t, y, x).
To establish (8.6) and (8.7), we compute, for n ≥ 1,
cf. (6.7), and
cf. (7.5).
Note that P (0) (t, x, y) = p(t, x, y) is infinitely differentiable in t and x for t > 0 but is unbounded as t ց 0; cf. (3.7).
Now we can give full justification of the reason why P is natural to call the fundamental chaos solution of equation (1.4) . π) ) for some q > 1, then the chaos solution of (1.4) with initial condition
for every p < q, t > 0, and
Proof. Let
be the chaos expansion of the initial condition. By definition, the chaos solution of (1.4) is
Then (8.8) follows by linearity.
Next, given 1 ≤ p < q, take p ′ = qp/(q − p), so that p ′−1 + q −1 = p −1 . Then, by (8.4) and [12, Theorem 4.3(a)],
which implies (8.9).
Further Directions
A natural question is whether the results of Sections 3-8 extend to a more general equation ∂u(t, x) ∂t = Lu(t, x) + u(t, x) ⋄Ẇ (x), t > 0, x ∈ G, where L is a second-order linear ordinary differential operator and G ⊆ R. for some positive numbers c 1 , c 2 , a 1 , a 2 , which is enough to carry out the computations from Sections 3 and 4. Additional regularity of the chaos solution requires more delicate bounds on p x (t, x, y) and p t (t, x, y).
