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Abstract
Lyapunov functions provide a tool to analyze the stability of nonlinear systems without extensively solving the dynamics. Recent advances
in sum-of-squares methods have enabled the algorithmic computation of Lyapunov functions for polynomial systems. However, for general
large-scale nonlinear networks it is yet very difficult, and often impossible, both computationally and analytically, to find Lyapunov
functions. In such cases, a system decomposition coupled to a vector Lyapunov functions approach provides a feasible alternative by
analyzing the stability of the nonlinear network through a reduced-order comparison system. However, finding such a comparison system
is not trivial and often, for a nonlinear network, there does not exist a single comparison system. In this work, we propose a multiple
comparison systems approach for the algorithmic stability analysis of nonlinear systems. Using sum-of-squares methods we design a scalable
and distributed algorithm which enables the computation of comparison systems using only communications between the neighboring
subsystems. We demonstrate the algorithm by applying it to an arbitrarily generated network of interacting Van der Pol oscillators.
Key words: Lyapunov stability, dynamical systems, sum-of-squares optimization, disturbance analysis, interconnected systems.
1 Introduction
A key to maintaining the successful operation of real-world
engineering systems is to analyze the stability of the sys-
tems under disturbances. Lyapunov functions methods pro-
vide powerful tools to directly certify stability under dis-
turbances, without solving the complex nonlinear dynami-
cal equations [16,26]. However for a general nonlinear sys-
tem, there is no universal expression for Lyapunov func-
tions. Recent advances in sum-of-squares (SOS) methods
and semi-definite programming (SDP), [29,32,34], have en-
abled the algorithmic construction of polynomial Lyapunov
functions for nonlinear systems that can be expressed as a set
of polynomial differential algebraic equations [12, 36]. Un-
fortunately, such computational methods suffer from scala-
bility issues and, in general, become intractable as the sys-
tem size grows [2]. For this reason more tractable alter-
natives to SOS optimization have been proposed. One such
approach, known as DSOS and SDSOS optimization, is sig-
nificantly more scalable since it relies on linear program-
ming and second order cone programming [1]. A different
approach chooses Lyapunov functions with a chordal graph-
ical structure in order to convert the semidefinite constraints
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into an equivalent set of smaller semidefinite constraints
which can be exploited to solve the SDP programs more
efficiently [27]. Nevertheless, the increased scalability de-
creases performance since both approximations are usually
more conservative than SOS approaches.
Despite these computational advances, global analysis of
large-scale systems remains problematic when computa-
tional and communication costs are considered. Often, a
decomposition-aggregation approach offers a scalable dis-
tributed computing framework, together with a flexible
analysis of structural perturbations [41] and decentralized
control designs [40], as required by the locality of pertur-
bations. Thus, for large-scale systems, it is often useful to
model the system as a network of small interacting sub-
systems and study the stability of the full interconnected
system with the help of the Lyapunov functions of the iso-
lated subsystems. For example, one approach is to construct
a scalar Lyapunov function expressed as a weighted sum
of the subsystem Lyapunov functions and use it to certify
stability of the full system [4, 28, 39, 42]. However, such
a method requires centralized computations and does not
scale well with the size of the network. Alternatively, meth-
ods based on vector Lyapunov functions, [5, 8], are com-
putationally very attractive due to their parallel structure
and scalability, and have generated considerable interest in
recent times [20,23,24,44]. However, applicability of these
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methods to large-scale nonlinear systems with guaranteed
rate of convergence still remain to be explored, for exam-
ple [23, 24] consider asymptotic stability while the works
in [20, 44] are demonstrated on small-scale systems.
Inspired by the results on comparison systems, [6, 9, 14], it
has been observed that the problem of stability analysis of
an interconnected nonlinear system can be reduced to the
stability analysis of a linear dynamical system (or, ‘single
comparison system’) whose state space consists of the sub-
system Lyapunov functions. Success of finding such stable
linear comparison system then guarantees exponential stabil-
ity of the full interconnected nonlinear system. However, for
a given interconnected system, computing these comparison
systems still remained a challenge. In absence of suitable
computational tools, analytical insights were used to build
those comparison systems, such as trigonometric inequali-
ties in power systems networks [18]. In a recent work [22],
SOS-based direct methods were used to compute the single
comparison system for generic nonlinear polynomial sys-
tems, with some performance improvements over the tradi-
tional methods. However there are major challenges before
such a method can be used in large-scale systems. For exam-
ple, it is generally difficult to construct a single comparison
system that can guarantee stability under a wide set of dis-
turbances. Also, while [22] presents a decentralized analysis
where the computational burden is shared between the sub-
systems, the scalability of the analysis is largely dependent
on the cumulative size of the neighboring subsystems.
In this article we present a novel conceptual and computa-
tional framework which generalizes the single comparison
system approach into a sequence of stable comparison sys-
tems, that collectively ascertain stability, while also offering
better scalability by parallelizing the subsystem-level SOS
problems. The set of multiple comparison systems are to be
constructed adaptively in real-time, after a disturbance has
occurred. With the help of SOS and semi-definite program-
ming methods, we develop a fully distributed, parallel and
scalable algorithm that enables computation of the compar-
ison systems under a disturbance, with only minimal com-
munication between the immediate neighbors. While this
approach is applicable to any generic dynamical system, we
choose an arbitrarily generated network of modified 1 Van
der Pol oscillators [38] for illustration. Under a disturbance,
the subsystems communicate with their neighbors to algo-
rithmically construct a set of multiple comparison systems,
the successful construction of which can certify stability of
the network. The rest of this article is organized as fol-
lows. Following some brief background in Section 2 we de-
scribe the problem in Section 3. We present the traditional
approach to single comparison systems and an SOS-based
direct method of computing the comparison systems in Sec-
tion 4. In Section 5, we introduce the concept of multiple
comparison systems, and propose a parallel and distributed
algorithmic construction of the comparison systems in real-
time. We demonstrate an application of this algorithm to a
1 Parameters are chosen to make the equilibrium point stable.
network of Van der Pol oscillators in Section 6, before con-
cluding the article in Section 7.
2 Preliminaries
Let us consider the dynamical system
x˙(t) = f (x(t)) , t ≥ 0, x ∈ Rn, f (0) = 0 , (1)
with an equilibrium at the origin 2 , and f :Rn →Rn is locally
Lipschitz. Let us use | · | to denote both the Euclidean norm
(for a vector) and the absolute value (for a scalar).
Definition 1 The equilibrium point at the origin is said
to be asymptotically stable in a domain D ⊆Rn, 0∈D ,
if limt→∞ |x(t)|= 0 for every |x(0)| ∈D , and it is expo-
nentially stable if there exists b, c > 0 such that |x(t)|<
ce−bt |x(0)| ∀t≥0 , for every |x(0)|∈D .
Theorem 1 (Lyapunov, [26], [21], Thm. 4.1) If there exists
a domain D⊆Rn, 0∈D , and a continuously differentiable
positive definite function ˜V : D →R≥0, i.e. the ‘Lyapunov
function’ (LF), then the equilibrium point of (1) at the origin
is asymptotically stable if ∇ ˜V Tf (x) is negative definite in D ,
and is exponentially stable if ∇ ˜V Tf (x) ≤−α ˜V ∀x∈D , for
some α > 0.
Here ˙˜V (x)=∇ ˜V T· f (x). When there exists such a function
˜V (x), the region of attraction (ROA) of the stable equilib-
rium point at origin can be (conservatively) estimated as [?]
R := {x ∈D |V (x)≤ 1} , with V (x) = ˜V (x)/γmax, (2a)
where γmax := max
{
γ
∣∣{x ∈ Rn ∣∣ ˜V (x)≤ γ }⊆D } , (2b)
i.e. the boundary of the ROA is estimated by the unit level-
set of a suitably scaled LF V (x). Relatively recent studies
have explored how sum-of-squares (SOS) based methods
can be utilized to find LFs by restricting the search space to
SOS polynomials [3, 17, 31, 35]. Let us denote by R [x] the
ring of all polynomials in x ∈Rn.
Definition 2 A multivariate polynomial p ∈ R [x] , x ∈ Rn,
is a sum-of-squares (SOS) if there exist some polynomial
functions hi(x), i = 1 . . .s such that p(x) = ∑si=1 h2i (x). We
denote the ring of all SOS polynomials in x ∈ Rn by Σ[x].
Checking if p∈R[x] is an SOS is a semi-definite prob-
lem which can be solved with a MATLAB R© toolbox SOS-
TOOLS [29, 32] along with a semidefinite programming
solver such as SeDuMi [34]. The SOS technique can be used
to search for polynomial LFs by translating the conditions
in Theorem 1 to equivalent SOS conditions [11, 17, 29, 30,
2 Note that by shifting the state variables any equilibrium point
of interest can be moved to the origin.
2
32,43]. An important result from algebraic geometry, called
Putinar’s Positivstellensatz theorem [25, 33], helps in trans-
lating the SOS conditions into SOS feasibility problems. The
Putinar’s Positivestellensatz theorem states (see [25], Ch. 2)
Theorem 2 Let K ={x ∈Rn |k1(x)≥ 0 , . . . ,km(x)≥ 0} be
a compact set, where k j ∈R[x], ∀ j ∈ {1, . . . ,m}. Suppose
there exists a µ∈
{
σ0 +∑mj=1σ j k j
∣∣σ0,σ j ∈ Σ[x] ,∀ j} such
that {x ∈ Rn| µ(x)≥ 0} is compact. Then, if p(x)>0 ∀x∈
K , then p∈{σ0+∑ j σ jk j∣∣σ0,σ j∈Σ[x],∀ j}.
Remark 1 Using Theorem 2, we can translate the problem
of checking that p>0 on K into an SOS feasibility prob-
lem where we seek the SOS polynomials σ0 , σ j ∀ j such that
p−∑ j σ jk j is SOS. Note that any equality constraint ki(x)=0
can be expressed as two inequalities ki(x)≥ 0 and ki(x)≤0.
In many cases, especially for the ki∀i used throughout this
work, a µ satisfying the conditions in Theorem 2 is guaran-
teed to exist (see [25]), and need not be searched for.
In [9,14] the authors proposed to view the LF as a dependent
variable in a first-order auxiliary differential equation, often
termed as the ‘comparison equation’ (or, ‘comparison sys-
tem’). It was shown in [5, 8] that, under certain conditions,
the comparison equation can be effectively reduced to a set
of linear differential equations. Noting that all the elements
of the matrix eAt , t ≥ 0, where A = [ai j] ∈Rm×m, are non-
negative if and only if ai j ≥ 0, i 6= j, it was shown in [6,8]:
Lemma 1 Let A∈Rm×m have non-negative off-diagonal el-
ements, v : [0,∞)→Rm and r : [0,∞)→Rm. If v(0)= r(0) ,
v˙(t)≤Av(t) and r˙(t)=Ar(t) , then v(t)≤r(t) ∀t≥0 .
We henceforth refer to Lemma 1 as the ‘comparison princi-
ple’ and the differential inequalities of the form v˙(t)≤Av(t)
as a ‘comparison system’ (CS).
3 Problem Description
Let us consider a network of m (locally) asymptotically sta-
ble, polynomial 3 subsystems represented as follows,
∀i∈{1, . . . ,m} : x˙i = fi(xi)+ gi(x), xi ∈ Rni , x ∈ Rn (3a)
gi(x)=∑ j 6=igi j(xi,x j) , (3b)
fi(0)=0 , gi j(xi,0)=0 ∀ j 6= i , (3c)
where xi are the state variables that belong to the ith sub-
system, fi ∈ R[xi]ni denotes the isolated subsystem dynam-
ics, gi ∈R[x]ni represents the total neighbor interactions and
3 We consider the cases when a non-polynomial dynamics can
be recasted into an equivalent (exact) polynomial form, with ad-
ditional variables and constraints [3, 30]. Otherwise, approximate
polynomial forms (e.g. Taylor expansion) can be used [10].
gi j ∈ R[xi,x j]ni quantifies how the ith subsystem affects the
dynamics of the jth subsystem. Note that we allow overlap-
ping decompositions in which subsystems may share com-
mon state variable(s) [19, 41], i.e. n≤∑mj=1n j . Finally, let
Ni := {i}
⋃{ j ∣∣ ∃ {xi,x j} , s.t. gi j (xi,x j) 6= 0} , (4a)
and x¯i :=
⋃
j∈Ni
{
x j
}
, (4b)
denote the set of the subsystems in the neighborhood of the
ith subsystem (including itself) and the state variables that
belong to this neighborhood, respectively.
The polynomial LFs, Vi ∈R [xi] ∀i , for the isolated subsys-
tems, x˙i = fi(xi) , ∀i , are computed using an SOS-based ex-
panding interior algorithm [3, 17] (alternatively, the meth-
ods in [12, 37] can be used), with the isolated ROAs
R
0
i := {xi ∈ Rni |Vi(xi)≤ 1} , ∀i∈{1,2, . . . ,m} . (5)
The Vi∀i satisfy, for some ηi1,ηi2,ηi3>0 ∀i and Di⊂R0i ∀i ,
∀i : ∀xi ∈Di ⊂R0i , ηi1 |xi|di ≤Vi(xi)≤ ηi2 |xi|di , (6a)
and ∇V Ti fi ≤−ηi3 |xi|di , (6b)
where, di is an even positive integer denoting the lowest de-
gree among all monomials in Vi(xi). Further, the interaction
terms, gi j ∈R[xi,x j] ∀i,∀ j ∈Ni\{i}, satisfy the following,
∀i ∈{1, . . . ,m} , ∀ j∈Ni\{i} , ∃ζi j > 0 such that,
∀xi∈Di, ∀x j∈D j ,
∣∣∇V Ti gi j∣∣≤ ζi j |xi|di−1 ∣∣x j∣∣ . (7)
We will address two stability problems in this paper. First,
assume that a disturbance is applied to the link between
subsystems i and j (a fault in power systems). This means
that gi j(xi,x j) in (3b) changes, or even becomes 0 if the link
is cut, and the system moves away from its equilibrium point.
After the fault is cleared, we reset the clock to 0, and consider
the evolution of system (3) from the state x(0) 6= 0. Thus, any
disturbance moves the system away from the equilibrium
and results in positive level-sets Vi(xi(0)) = v0i ∈ (0,1] for
some or all of the subsystems. A stability problem can
be then formulated as checking if limt→+∞ Vi(xi(t)) = 0∀i
whenever Vi(xi(0))=v0i ∀i , where xi(t), t > 0, are solutions
of the coupled dynamics in (3). An attractive and scalable
approach to solving this problem is to construct a vector LF
V : Rn →Rm≥0 , defined as:
V (x) := [V1(x1) V2(x2) . . . Vm(xm)] T , (8)
and use a ‘comparison system’ to certify that limt→+∞ V (x(t))=
0 . Restricting our focus to the linear comparison principle
(Lemma 1), the aim is to seek an A = [ai j] ∈ Rm×m and a
3
domain R⊆{x∈Rn ∣∣xi∈R0i ∀i}, with 0∈R , such that
˙V (x)≤ AV (x), ∀x ∈R, (9a)
where, A = [ai j] is Hurwitz, ai j > 0 ∀i 6= j , (9b)
and R is invariant under the dynamics (1). (9c)
Henceforth, we refer to a comparison system of the form (9a)
as a ‘single comparison system’, since one matrix A = [ai j]
satisfies the differential inequalities in the full domain R
which includes the origin. When (9) holds 4 , any x(0)∈R
would imply exponential convergence of V (x(t)) to the ori-
gin (from Lemma 1), which, via (6a), also implies exponen-
tial convergence of the states [39].
A second stability problem is to seek an optimal estimate
of the region of attraction (ROA) of the stable equilibrium
point by maximizing the domain R in (9). While such opti-
mization problems are difficult, and are not the main scope
of this paper, we will describe in Section 6 the results of
estimating the ROA for a particular optimization direction.
4 Single Comparison System
In this section, we first review the traditional approach to-
wards stability analysis of interconnected dynamical sys-
tems using a single comparison system (or, single CS), and
then present an SOS-based approach that circumvents some
of the issues with applicability of the traditional approach.
4.1 Traditional Approach
In [4, 18, 39, 42], and related works, authors laid out a for-
mulation of the linear CS using certain conditions on the
LFs and the neighbor interactions. It was observed that if
there exists a set of LFs, vi : Rni → R≥0 , ∀ i = 1,2, . . . ,m,
satisfying the following conditions
∀(i, j) : η˜i1 |xi| ≤ vi(xi)≤ η˜i2 |xi| , ∀xi ∈ ˜Di⊂R0i , (10a)
(∇vi)T fi ≤−η˜i3 |xi| , ∀xi ∈ ˜Di⊂R0i , (10b)
and
∣∣∣(∇vi)Tgi j∣∣∣≤ ˜ζi j ∣∣x j∣∣ , ∀xi∈ ˜Di, ∀x j∈ ˜D j, (10c)
for some η˜i1, η˜i2, η˜i3 > 0 ∀i and ˜ζi j ≥ 0 ∀(i, j), with ˜ζi j =
0 ∀ j /∈Ni, then the corresponding vector LF v=[v1 v2 . . .vm]T
satisfies a CS on the domain ˜D =
{
x∈Rn∣∣xi ∈ ˜Di ∀i}, with
a comparison matrix ˜A=[a˜i j] given by
∀(i, j) : a˜ii=−η˜i3/η˜i2 , a˜i j = ˜ζi j/η˜ j1 . (11)
If ˜A is Hurwitz, then any invariant domain R ⊆ ˜D is an
estimate of a region of exponential stability [18, 42].
4 A=[ai j] is called Hurwitz if its eigenvalues have negative real
parts. R is called invariant if x(0)∈R =⇒ x(t)∈R ∀t>0.
While the traditional approach provides very useful analyt-
ical insights into the construction of the comparison matrix
˜A = [a˜i j], it unfortunately suffers from certain limitations,
primarily due to the unavailability of suitable computational
methods at that time. For example, the traditional approach
requires finding the bounds in (10), and also the LFs vi, ∀ i,
that satisfy those bounds. From the LFs Vi∀ i satisfying (6),
we can construct (non-polynomial) LFs [18, 42], as:
∀(i, j) : vi= di
√
Vi satisfies (10) with (12a)
η˜i1 = di
√ηi1 , η˜i2= di
√ηi2 , η˜i3= ηi3η˜i2di ηi2 ,
˜ζi j = ζi jη˜i1di ηi1 . (12b)
Thus the computation of each element of the comparison
matrix ˜A in (11) requires multiple optimization steps. It may
also be noted that some of the bounds in (10), while conve-
nient for analytical insights, need not be optimal for com-
puting a Hurwitz comparison matrix. For example, in (10c),∣∣∇vTi gi j∣∣ is function of both xi and x j but is bounded by
using only the norm on x j.
4.2 SOS-Based Direct Computation
SOS-based techniques can be used to resolve some of the
issues that arise with the traditional approach [22]. The idea
is to compute the single CS in a decentralized way, using
directly the LFs Vi ∈ R[xi] [3, 17], which however do not
satisfy the conditions in (10). For convenience, let us intro-
duce, for all i ∈ {1, . . . ,m}, the following notations,
∀0≤a2<a1≤1: Di[a1] :={x∈Rn |Vi(xi)≤a1}, (13a)
D
b
i [a1] :={x∈Rn |Vi(xi)=a1}, (13b)
and Di[a1,a2] :={x∈Rn |a2<Vi(xi)≤a1}. (13c)
Given a set of γ0i ∈(0,1]∀i , we want to construct the single
CS in a distributed way by calculating each row of the com-
parison matrix A∈Rm×m (with non-negative off-diagonal en-
tries) locally at each subsystem level, such that,
∀i∈{1, . . . ,m} : ˙Vi ≤∑ j∈Niai jV j on
⋂
j∈Ni
D j[γ0j ] , (14)
Proposition 1 The domain
⋂m
i=1Di[γ0i ] is an estimate of the
ROA of the interconnected system in (3) if for each i ∈
{1,2, . . . ,m}, ∑ j∈Niai j < 0 and ∑ j∈Niai j γ0j <0 .
Proof Because of the non-negative off-diagonal entries and
∑ j∈Niai j < 0 ∀i , the application of Gershgorin’s Circle the-
orem [7, 15] states that the comparison matrix A = [ai j]
is Hurwitz. Further, note that whenever Vi(xi(τ))= γ0i , for
some i , and Vk(xk(τ))≤ γ0k ∀k 6= i , for some τ≥0, we have
˙Vi (xi)
∣∣
t=τ < 0 . i.e. the (piecewise continuous) trajectories
can never cross the boundaries defined by
⋂m
i=1D
b
i [γ0i ]. 2
4
Remark 2 Henceforth, we will loosely refer to the condi-
tions of the form ∑ j∈Niai j < 0 as the ‘Hurwitz conditions’,
while the conditions of the form ∑ j∈Niai j γ0j <0 will be re-
ferred to as the ‘invariance conditions’.
Proposition 1 helps us formulate local (subsystem-level)
SOS problems to find the single CS and check if the do-
main
⋂m
i=1Di[γ0i ] is an estimated ROA. Note that in this
formulation we use the polynomial LFs that do not satisfy
the bounds in (10). However, we prefer to directly use
the polynomial LFs, instead of converting them to their
non-polynomial counterparts as in (12), for two reasons:
1) convenience of applying SOS methods, and 2) better
stability certificates, as shown in the following result.
Proposition 2 If for some LFs vi , i∈{1,. . .,m}, there exists
a comparison matrix ˜A=[a˜i j], with a˜ii+∑ j 6=i a˜i j c˜i j<0 ∀i∈
{1, . . . ,m} , for some c˜i j > 0 ∀i 6= j, then, for any LFs Vi =
(vi)
d ∀ i , d≥1 , the existence of a comparison matrix A=[ai j]
is guaranteed, with aii+∑ j 6=i ai j (c˜i j)d <0 ∀i .
Proof Note from Proposition 1, that choosing c˜i j=1, γ0j /γ0i ,
or max(γ0j /γ0i , 1) we may retrieve the Hurwitz condition, the
invariance condition, or simultaneously both, respectively.
The proof follows directly after we show that ∀i∈{1, . . . ,m},
˙Vi ≤ dvd−1i
m
∑
j=1
a˜i jv j = da˜iiVi + d ∑
j 6=i
a˜i jc˜i jV
d−1
d
i
(
c˜−di j V j
)1/d
≤ da˜iiVi +∑ j 6=ia˜i jc˜i j
(
(d−1)Vi + c˜−di j V j
)
= ∑ jai jV j ,
by using Young’s inequality 5, and choosing aii=da˜ii+(d−
1)∑ j 6=i a˜i j c˜i j ,∀i , and ai j = a˜i j (c˜i j)1−d ∀i 6= j . 2
Motivated by Propositions 1-2 , we propose an SOS-based
direct computation of the comparison matrix A= [ai j] in
(14), in which each subsystem calculates the corresponding
row entries of the matrix A, by solving the following SOS
feasibility problem (using Theorem 2):
−∇V Ti ( fi+gi)+∑ j∈Ni
(
ai jV j−σi j
(
γ0j −V j
))∈ Σ[x¯i], (15a)
−∑ j∈Ni ai j ∈ Σ[0] , (15b)
and −∑ j∈Ni ai j γ0j ∈ Σ[0] , (15c)
where, σi j∈Σ[x¯i]∀j∈Ni , aii∈R[0] , (15d)
and ai j∈Σ[0]∀j∈Ni\{i} . (15e)
Here R[0] denotes scalars, Σ[0] denotes non-negative scalars
and x¯i were defined in (4). If (15) is feasible for each i∈
{1, . . . ,m}, then the origin is exponential stable and the do-
main
⋂m
i=1 Di[γ0i ] is an estimated ROA.
5 a1/pb1/q ≤ a/p+b/q for a,b > 0, p > 1 and 1/p+1/q = 1.
Remark 3 Alternative, and possibly less conservative, for-
mulations of (15) are possible by replacing some of the con-
straints by an equivalent objective, e.g. replacing (15b) by
an objective function min ∑ j∈Ni ai j . But those will require
centralized computations, e.g. finding eigenvalues of A, and
are therefore omitted from further discussion.
4.3 Limitations
The direct computational approach using the single CS, pro-
posed in [22], has certain limitations, both conceptual as
well as computational, which may affect its applicability.
First of all, finding a single set of scalars ai j ∀i, ∀ j∈Ni , sat-
isfying the inequalities in a large domain
⋂m
i=1 Di[γ0i ] could
be difficult. Note that the success of the CS approach relies
on the values of the following:
αi(γ0i )=max
{
α≥0
∣∣∣∇V Ti fi(xi)≤−αVi on Dbi [γ0i ]} , (16)
which we refer to as the ‘self-decay rates’ of the isolated sub-
system LFs. The function αi : (0,1]→R≥0, with αi(1)=0 , 6
is generally non-monotonic (as illustrated in the example in
Section 6). Consequently, if the neighboring subsystems are
at large level-sets, then a subsystem may not find suitable
row-entries of the comparison matrix that satisfy both the
conditions (15b)-(15c) over all of its level-sets down to the
origin. In such a case, a more generalized approach, involv-
ing multiple comparison systems (or, multiple CSs), is neces-
sary. Secondly, the proposed direct approach requires solv-
ing subsystem-level SOS problems that involve all the state
variables associated with the neighborhoods. Consequently,
presence of a large neighborhood can severely affect the
overall computational speed, and scalability, of the analysis.
A pairwise-interactions based approach can further reduce
the computational burden at the subsystems by reducing
the size of the SOS problem. Finally, it is not clear how to
find the scalars γ0i ∀i that define
⋂m
i=1Di[γ0i ], the domain of
definition of the CS. It is logical that the set of values for
γ0i ∀i should be found adaptively, given a disturbance, so that
the domain
⋂m
i=1Di[γ0i ] takes a shape that resembles the par-
ticular disturbance. In Section 5 we propose a novel analy-
sis framework that attempts to resolve the above-mentioned
limitations.
5 Multiple Comparison Systems
In this section, we formulate a generalized CSs approach in
which we use a sequence of CSs to collectively certify sta-
bility under given disturbances. We also propose a frame-
work to parallelize the subsystem-level SOS problems using
6 Under fairly generic assumptions [13], for each i, fi(xi)=0 for
at least some xi on the true boundary of the isolated ROA, while
∇Vi(xi)=0 for the computed LF Vi for at least some critical points
xi∈Dbi [1], which is the estimated boundary of the isolated ROA.
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Fig. 1. Distributed coordinated sequential stability certification .
the pairwise interactions. Fig. 1 illustrates the basic idea be-
hind our proposed formulation. Given any invariant domain⋂m
i=1 Di[γki ], k=0,1,2, . . . , the idea is to find the next invari-
ant domain
⋂m
i=1 Di[γk+1i ] , with Di[γk+1i ]⊆Di[γki ] ∀i , such
that any trajectory starting from⋂mi=1 Di[γki ] converges expo-
nentially on
⋂m
i=1 Di[γk+1i ]. This is done in a distributed way
in which each subsystem computes its next invariant level-
set and communicates that value to its neighbors, until all
the sequences of level-sets converge (to zero, for asymptotic
stability). The idea is that,
Lemma 2 If the subsystem LFs of the interconnected system
(3) satisfy the ‘multiple CSs’ given by,
∀(k, i) : ˙Vi≤∑ j∈Niaki j(V j−γk+1j ) on
⋂
j∈Ni
D j [γkj ,γk+1j ]
with ∑ j∈Ni aki j <0∀(k, i) and ∑ j∈Nia0i j(γ0j −γ1j )<0∀i , then
the system trajectories converge exponentially to⋂mi=1 Di[γ∗i ]
where γ∗i ∀i is the limit of the monotonically decreasing se-
quence of non-negative scalars {γki } , k∈{0,1,2, . . .} .
Proof Note that the CSs can be written compactly as,
∀k : ˙V ≤Ak(V−γk+1) on
⋂m
i=1
Di[γki ,γk+1i ] ,
where Ak =[aki j] and γk+1=[γk+11 γk+12 . . . γk+1m ]T . The con-
ditions ∑ j∈Niaki j <0∀(k, i) and ∑ j∈Nia0i j(γ0j −γ1j )<0∀i im-
ply that Ak ∀k is Hurwitz and ⋂mi=1Di[γ0i ] is invariant. Hence,
for each k, the system trajectories starting inside ⋂mi=1 Di[γki ]
converge exponentially to
⋂m
i=1 Di[γk+1i ], while always stay-
ing within
⋂m
i=1 Di[γ0i ]. Note that now the new state vari-
ables in the comparison system are (Vi− γk+1j ). As the sub-
systems cross the level sets γk+1i , the comparison system
changes. Indeed, let’s say, the subsystems cross into γk+1i in
the order {1,2,3, . . .}. After subsystem 1 crosses, the new
comparison system is
˙
˜V2:m ≤ Ak2:m ˜V2:m
where, ˜V2:m = [(V2− γk+12 , . . . (Vm− γk+1m )]T ,
Ak2:m =


ak22 . . . a
k
2m
.
.
.
.
.
.
.
.
.
akm2 . . . a
k
mm

 .
Not that each matrix in the sequence Ak2:m, . . . ,Akm:m remains
Hurwitz. Moreover, regardless of the order in which the sub-
systems cross the level sets γk+1i , the sequence of A matri-
ces remains Hurwitz, thus proving finite time convergence
to the new level sets. 2
Corollary 1 γ∗i =0∀i implies exponential stability.
Note, however, that such a formulation is difficult to imple-
ment in a distributed algorithm, since the computation of the
ith row of the comparison matrices at the iteration k requires
that subsystem-i has knowledge of the γk+1j ∀ j∈Ni\{i} of its
neighbors. A possible approach could be, for each iteration-
k, compute the k-th CS iteratively, i.e. using iterations within
iterations. But in this work, we restrict ourselves to a simpler
formulation, by seeking only diagonal comparison matrices.
Lemma 3 If the subsystem LFs of the system in (3) satisfy
∀(k, i) : ˙Vi≤akii(Vi−γk+1i ) on Di[γki ,γk+1i ]
⋂
j∈Ni\{i}
D j[γkj ]
with akii<0∀(k, i) , then the system trajectories converge ex-
ponentially to
⋂m
i=1 Di[γ∗i ] where γ∗i ∀i is the limit of the
monotonically decreasing sequence of non-negative scalars{
γki
}
, k∈{0,1,2, . . .} .
Proof
⋂m
i=1Di[γki ] are invariant ∀k . The rest is trivial. 2
Proposition 3 Exponential stability, i.e. γ∗i =0∀i , is guar-
anteed via the multiple (diagonal) CSs approach, if and only
if ∇V Ti ( fi+gi)<0 on Dbi [γki ]
⋂
j∈Ni\{i}D j[γkj ] ∀(k, i) .
Proof Exponential stability requires γk+1i <γki ∀(k, i) which
immediately proves necessity. The sufficiency follows from
the continuity of the polynomial functions. 2
Corollary 2 Exponential stability is guaranteed if α(γki )γki >
max
x∈Dbi [γki ]
⋂
j∈Ni\{i}D j [γ
k
j ]
∇V Ti gi ∀(k, i) .
The computation of the multiple CSs in Lemma 3 involves
two phases. In Phase 1, we search for the level-sets γ0i ∈
[0,1)∀i such that the system trajectories starting from some
initial level-sets Vi(xi(0))= v0i ∈ [0,γ0i ]∀i, will always stay
within
⋂m
i=1 Di[γ0i ] which we term as an ‘invariant envelope’
of
⋂m
i=1 Di[v
0
i ]. In Phase 2, we compute akii and γk+1i ∀(k, i) .
6
5.1 Distributed Construction
5.1.1 Phase 1: Find the Invariant Envelope
⋂
i Di[γ0i ]
We search for the smallest γ0i ∈ [v0i ,1)∀i that satisfy,
∀i : ˙Vi ≤0 on Dbi [γ0i ]
⋂
j∈Ni\{i}
D j[γ0j ], (17)
This requires knowledge of the neighbors’ expanded level-
sets, and hence can only be solved via an iterative process
which aims to achieve an agreement between the neighbor-
ing subsystems on their individual expanded level-sets. Set-
ting γˆ0i =v0i ∀i we compute the monotonically increasing se-
quences {γˆ li }∀i , l∈{0,1,2, . . .} satisfying the following,
∀(l, i) : ˙Vi ≤0 on Dbi [γˆ l+1i ]
⋂
j∈Ni\{i}
D j [γˆ lj], (18a)
(SOS) :


−∇V Ti ( fi+gi)−σii(γˆ l+1i −Vi)
−∑ j∈Ni\{i}σi j(γˆ lj−V j)∈ Σ[x¯i] ,
σii ∈ R[x¯i], σi j ∈ Σ[x¯i]∀j 6= i ,
(18b)
which is accomplished by finding the smallest γˆ l+1i , using an
incremental-search approach 7 to handle the bilinear term
in σii and γˆ l+1i . If {γˆ li }∀i converge at some l=L , we assign
γ0i ← γˆLi ∀i and stop.
5.1.2 Phase 2: Find the Diagonal Comparison Matrices
With the invariant envelope already found, we can com-
pute the multiple CSs in Lemma 3. At each iteration k, each
subsystem-i computes akii and the smallest γk+1i , using a
bisection-search on γk+1i over [0, γki ] , which satisfy:
∀(k, i) : ˙Vi≤akii(Vi−γk+1i ) with akii<0 , (19a)
everywhere on Di[γki ,γk+1i ]
⋂
j∈Ni\{i}
D j[γkj ] .
(SOS) :


−∇V Ti ( fi+gi)+(akii−σ ii)(Vi−γk+1i )
+∑ j∈Niσi j(V j−γkj ) ∈ Σ[x¯i] ,
−akii∈Σ[0], σ ii ∈ Σ[x¯i] , σi j ∈ Σ[x¯i] ∀ j∈Ni .
(19b)
We continue until the sequences {γki }∀i converge. The ex-
ponential stability is guaranteed if γk+1i = 0∀i .
5.2 Distributed Parallel Construction
The computational complexities in the SOS problems in
Section 5.1 are largely dominated by the dimension of the
state-space of the associated neighborhood. To circumvent
this limitation, we propose a parallel formulation of the SOS
problems based on the pairwise interaction terms. Note that,
7 γˆ l+1i is increased in small steps until the SOS problem is feasible.
Lemma 4 If the subsystem LFs of the system in (3) satisfy
∀(k, i, j) : ∇V Ti (wki j fi + gi j)≤akii, j(Vi−γk+1i ) , wki j≥0 ,
on Di[γki ,γk+1i ]
⋂
D j[γkj ], with ∑ j∈Ni\{i}wki j < 1 and akii, j <
0∀(k, i) , then the system trajectories converge exponentially
to
⋂m
i=1 Di[γ∗i ] where γ∗i ∀i is the limit of the monotoni-
cally decreasing sequence of non-negative scalars {γki } , k∈{0,1,2, . . .} .
Proof Note that ∇V Ti ( fi+∑ j gi j)≤∑ j αkii, j(Vi−γk+1i )+(1−
∑ j wki j)∇V Ti fi<∑ j αkii, j(Vi−γk+1i ). The rest is trivial. 2
Next we present an alternative formulation of the algorithmic
steps in Section 5.1 by finding these ‘weights’, wki j , and then
using these weights to parallelize the SOS problems.
5.2.1 Phase 1: Find the Invariant Envelope
⋂
i Di[γ0i ]
We set γˆ0i = v0i ∀i and compute the sequences {γˆ li }∀i by
finding, for each subsystem-i , the smallest γˆ l+1i such that
∑ j∈Ni\{i}wˆli j<1 , where the ‘weights’, wˆli j , are defined as,
∀(l, i, j) : wˆli j =min
{
wˆ
∣∣∣∣∣ ∇V
T
i (wˆ fi+gi j)≤0
on Dbi [γˆ l+1i ]
⋂
D j[γˆ lj]
}
, (20a)
(SOS) :


minimize
σii,σi j
wˆ , subject to:
−∇V Ti (wˆ fi+gi j)−σii(γˆ l+1i −Vi)
−σi j(γˆ lj−V j) ∈ Σ[xi , x j],
σii∈R[xi,x j], σi j∈Σ[xi,x j].
(20b)
This is done using an incremental-search approach on γˆ l+1i .
If {γˆ li }∀i converge at l=L , we assign γ0i ← γˆLi ∀i and stop.
5.2.2 Phase 2: Find the Diagonal Comparison Matrices
Phase 2 of the process essentially remains same as the one in
described in Section 5.1.2 except that we need to additionally
compute the weights wki j . For each subsystem-i, we perform
a bisection-search on the smallest γk+1i over [0, γki ] , such
7
that ∑ j∈Ni wki j <1 , where the weights wki j are defined as,
∀(k, i, j) : wki j := (21a)
min
{
w
∣∣∣∣∣ ∇V
T
i (w fi+gi j)≤akii, j(Vi−γk+1i )
on Di[γki ,γk+1i ]
⋂
D j [γkj ] , akii, j<0.
}
,
(SOS) :


minimize
akii, j ,σ ii,σii,σi j
wˆ , subject to:
−∇V Ti (w fi+gi j)+(akii, j−σ ii)(Vi−γk+1i )
+∑p=i, jσip(Vp−γkp) ∈ Σ[xi,x j] ,
−akii, j∈Σ[0] and σ ii, σii, σi j∈Σ[xi,x j] .
(21b)
At each k , we solve the above bisection search to find the
smallest γk+1i ∀i satisfying ∑ j∈Ni wki j <1 , until {γki }∀i con-
verges. If γk+1i =0∀i, the exponential stability is guaranteed.
6 Numerical Example
We consider a network of nine modified Van der Pol ‘oscilla-
tors’ [38], with parameters of each oscillator chosen to make
them individually stable. Each Van der Pol is treated as an
individual subsystem, with the following interconnections,
N1 : {1,2,5,9} N2 : {2,1,3} N3 : {3,2,8}
N4 : {4,6,7} N5 : {5,1,6} N6 : {6,4,5}
N7 : {7,4,8,9} N8 : {8,3,7} N9 : {9,1,7} .
(22)
Each subsystem i∈{1,2, . . . ,9} has two state variables, xi =
[xi,1 xi,2 ]
T
. After shifting the equilibrium point to the origin
(see Appendix A for details), the subsystem dynamics in the
presence of the neighbor interactions are given by
fi(xi)=
[
xi,2 , µi xi,2(c(1)i −c(2)i xi,1−x2i,1)−c(3)i xi,1
]T
(23a)
gi j(xi,x j)=
[
0 , β (1)i j x j,2 +β (2)i j x j,2 xi,1
]
. (23b)
where, c(1)i =1−
(
0.5c(2)i
)2
, c
(3)
i =1−∑ j∈Ni{i}(0.5β (2)i j c(2)i −
β (1)i j ), µi , β (1)i j and β (2)i j are chosen randomly and c(2)i are
related to the equilibrium point before shifting. Polynomial
LFs for the isolated (no interaction) subsystems are com-
puted using the expanding interior algorithm (Section 3).
Fig. 2(a) shows that a quartic LF estimates the ‘true’ ROA of
the isolated subsystems (obtained via time-reversed simula-
tion) better than a quadratic LF. However, a better estimate
of the isolated ROAs does not necessarily translate into bet-
ter stability certificates for the interconnected system, as il-
lustrated later. The ‘self-decay rates’, from (16), are plotted
in Figs. 2(b)-2(c) for a range of level-sets from 0 to 1. For
each subsystem, as γ0i approaches 1, αi(γ0i ) approaches 0.
Thus it is impossible to obtain a Hurwitz comparison ma-
trix when the initial conditions lie close to the boundary of
the estimated ROAs. Moreover, note that the evolution of
the self-decay rates is generally non-monotonic. Thus an
attempt to find a single CS valid all the way to the origin
is generally difficult, since the row-sum values of the single
comparison matrix will be limited by the lowest self-decay
rate. In such a case, a multiple CS approach, however, can
still guarantee exponential convergence to some level-sets
close to the origin.
We compare the traditional and the direct approaches of
computing a CS (using the quadratic LFs), in Fig. 3. Choos-
ing γ01 =γ02 = . . .=γ09 , and varying their values, we compute
the comparison matrices in (14) using SOS-based direct ap-
proach in (15), by replacing the constraint (15b) by an ob-
jective of minimizing ∑ j ai j ∀i . Also, we find the compar-
ison matrices using the traditional approach, from (12) and
(11). The maximum of the real parts of the eigenvalues (de-
0.1 0.2 0.3 0.4 0.5 0.6 0.7
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
LF level−set, γi
0
m
a
xi
m
um
 R
e(λ
), m
ax
im
um
 ro
w−
su
m
 
 
max. row−sum [trad.]
max. Re(λ) [trad.]
max. row−sum [SOS]
max. Re(λ) [SOS]
Fig. 3. Stability properties of the single comparison matrices ob-
tained via traditional and direct methods (using quadratic LFs)
noted by Re(λ )) and the maximum row-sum of the com-
parison matrices are plotted, for varying level-sets. Clearly,
the SOS-based direct method yields improved stability cer-
tificates. Further note that the maximal (uniform) level-set
for which the maximum row-sum value is negative gives
an estimate of the ROA of the full interconnected system.
Thus
⋂9
i=1 D [0.6831] is an estimate of the ROA. Next we
compare the performances of the single CS approach and
the multiple CSs approach (with and without the parallel
computation), in Fig. 4. For each subsystem-i, we plot the
maximal (uniform) level-set for which either the row-sum is
negative (single CS), or a strict convergence is achieved at
iteration-0, i.e. γ1i <γ0i (multiple CS). When not considering
the parallel implementation, the multiple CS approach out-
performs the single CS in estimating the invariance (since we
focus only at iteration-0). However, the parallel implemen-
tation, while achieving computational tractability for larger
systems, yields more conservative certificates.
Next we use an example to illustrate a couple of key ob-
servations. Fig. 5 shows the stability analysis results on an
arbitrarily generated initial condition (or disturbance) using
both quadratic and quartic LFs, and multiple CSs. Note in
Fig. 5(b) that the initial level-set lie outside the estimated
ROA obtained in Fig. 3. By allowing the analysis to be de-
pendent on the particular initial condition, we are able to find
8
(a) ROAs for isolated subsystem 9
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
LF level−set, γi
0
e
xp
on
en
tia
l d
ec
ay
 ra
te
, α
i(ε i0
)
 
 
1
2
3
4
5
6
7
8
9
(b) ‘Self-decay’ rates for quadratic LFs
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(c) ‘Self-decay’ rates for quartic LFs
Fig. 2. Characteristics of subsystem LFs: (a) comparison of estimated ROAs, (b)-(c) exponential ‘self-decay’ rates.
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Fig. 4. Comparison of the single CS (‘red’) and multiple CSs
approaches via the distributed construction (’black’) and the dis-
tributed parallel construction (’green’).
a suitably shaped stability region. Further note that, while
the quadratic LFs-based multiple CSs analysis certifies ex-
ponential stability (in Fig. 5(b)), the quartic LFs can only
guarantee exponential convergence to a domain
⋂9
i=1 Di[γ∗i ]
very close to the origin, with γ∗2 =0.023 and γ∗3 =0.016 (in
Fig. 5(c)). In fact, this domain of convergence is characteris-
tic of the system and the (quartic) LFs used, and is indepen-
dent of the initial condition. Referring to Fig. 2(c) , the low
self-decay rates of the quartic LFs for subsystems 2 and 3
explain the convergence away from the origin (Corollary 2).
Thus, while the quartic LFs may yield better estimates of
the isolated ROAs (Fig. 2(a)) compared to the quadratic LFs,
and hence are able to analyze a larger number of initial con-
ditions, they fail to certify exponential stability. This sug-
gests that it may be useful to switch from quartic LFs to the
quadratic LFs as the γki ∀(k, i) decrease. We also noted that,
in the quartic LF-based analysis subsystems-6 and 7 under-
went an expansion (Phase 1) from (v06,v07)=(0.015,0.002)
to (γ06 ,γ07 )= (0.151,0.013), while none of the subsystems
underwent expansion using quadratic LF-based analysis.
Remark 4 Note that the algorithm estimates the exponen-
tial convergence rates rather conservatively. While this issue
may be resolved by constraining the row-sum values to be
less than some chosen negative number, it will likely delay
the convergence of the stability algorithm.
7 Conclusion
In this article we have used vector Lyapunov functions to
design an iterative, distributed and parallel algorithm to cer-
tify exponential stability of a nonlinear network, under ini-
tial disturbances. The algorithm requires one-time computa-
tion of Lyapunov functions of the isolated subsystems, and
minimal real-time communications between the neighboring
subsystems. It is shown that the proposed SOS-based direct
approach towards computation of the single comparison sys-
tem leads to less conservative certificates than the traditional
methods. Further, a generalization has been proposed via
multiple comparison systems, which has been found to yield
improved results compared to the single comparison system
approach. Using the pairwise interactions, a parallel imple-
mentation is also proposed, which enables the algorithm to
scale up smoothly with the size of the largest neighborhood.
The distributed stability analysis algorithm has been tested
on an arbitrary network of nine Van der Pol systems, using
vectors of quadratic and quartic Lyapunov functions. It is
easy to visualize a multi-agent distributed coordinated con-
trol framework where each subsystem (‘agent’) will coor-
dinate with its neighbors to design local control policies to
stabilize the system under disturbances. Finally, it would be
interesting to explore the applicability of the proposed algo-
rithm on real-world problems, such as the transient stabil-
ity analysis of large-scale structure-preserving power system
networks.
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A Model Description
The subsystem dynamics in the original state variables (i.e.
before shifting), x˜i = [x˜i,1 x˜i,2]T , is given by x˙i = ˜fi(x˜i) +
∑ j∈Ni\{i} g˜i j(x˜i, x˜ j) ∀i , where ˜fi(x˜i)=[x˜i,2 , µi x˜i,2 (1−x˜2i,1)−
x˜i,1]
T and g˜i j(x˜i, x˜ j) = ci j + ˜β (1)i j (xi,1−x j,2) + β (2)i j x˜ j,2 x˜i,1 ,
where, µi ∈ [−3,−1], ci j ∈ [−0.2,0.2], ˜β (1)i j ∈ [−0.1,0.1]
and β (2)i j ∈ [−0.1,0.1] are chosen randomly. By shifting
the equilibrium point x˜∗i =
{
∑ j ci j/(1−∑ j ˜β (1)i j ), 0
}
∀i ,
to origin with xi = x˜i − x˜∗i ∀i , we obtain (23), where
c
(2)
i =2∑ j ci j/(1−∑ j ˜β (1)i j ) , and β (1)i j = 0.5β (2)i j c(2)i − ˜β (1)i j .
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