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Abstract
Context-sensitive rewriting (CSR) is a restriction of rewriting that forbids reductions on selected argu-
ments of functions. With CSR, we can achieve a terminating behavior with non-terminating term rewriting
systems, by pruning (all) inﬁnite rewrite sequences. Proving termination of CSR has been recently recog-
nized as an interesting problem with several applications in the ﬁelds of term rewriting and programming
languages. Several methods have been developed for proving termination of CSR. Speciﬁcally, a number of
transformations that permit treating this problem as a standard termination problem have been described.
The main goal of this paper is to contribute to a better comprehension and practical use of transformations
for proving termination of CSR. We provide new completeness results regarding the use of the transforma-
tions in two restricted (but relevant) settings: (a) proofs of termination of canonical CSR and (b) proofs of
termination of CSR by using transformations together with simpliﬁcation orderings. We have also made an
experimental evaluation of the transformations, which complements the theoretical analysis from a practical
point of view. This leads to new hierarchies of the transformations which are useful to guide their practical
use when implementing tools for proving termination of CSR.
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1. Introduction
A replacement map is a mapping  that associates a subset (f) ⊆ {1, . . . , k} of argument indices
to each k-ary symbol f of a given signature [47]. We use them in order to make distinctions among
the argument positions on which the rewriting steps are allowed. In this way, for a given Term
Rewriting System (TRS [5,19,62]), we obtain a restriction of rewriting that we call context-sensitive
rewriting (CSR [47]).WithCSR, we can achieve a terminating behavior with non-terminating TRSs,
by pruning (all) inﬁnite rewrite sequences.
Example 1.
The TRS R:
take(s(N),cons(X,XS)) -> cons(X,take(N,XS))
take(0,XS) -> nil
incr(cons(X,XS)) -> cons(s(X),incr(XS))
evenNs -> cons(0,incr(oddNs))
oddNs -> incr(evenNs)
zip(nil,XS) -> nil
zip(X,nil) -> nil
zip(cons(X,XS),cons(Y,YS)) -> cons(pair(X,Y),zip(XS,YS))
tail(cons(X,XS)) -> XS
repItems(cons(X,XS)) -> cons(X,cons(X,repItems(XS)))
repItems(nil) -> nil
can be used to approximate the value of /2 by means of the so-called Wallis’ product:

2 = limn→∞ 21 23 43 45 · · · 2n2n−1 2n2n+1 The following term t:
zip(repItems(tail(evenNs)),tail(repItems(oddNs)))
produces an inﬁnite list containing the previous fractions. The function take can be used to obtain
the components of an appropriate approximation to 2 .
Now, let (cons) = {1} and (f) = {1, . . . , ar(f)} for all other symbols f ; then the termination
of CSR for the TRS R can be (automatically) proved (see Example 3 below). This knowledge is
useful in obtaining normal forms of terms or for approximating inﬁnite normal forms (see Example
12).
1.1. Methods for proving termination of CSR
Several methods have been developed to prove termination of CSR under a replacement map
 for a given TRS R (i.e., for proving the -termination of R). Two main approaches have been
investigated so far:
(1) Direct proofs, which are based on using -reduction orderings (see [65]) such as the (con-
text-sensitive) recursive path orderings [7], polynomial orderings [35,54,55], semantic path
orderings [6], and Knuth–Bendix orderings [6]. These are orderings > on terms which can be
used to directly compare the left- and right-hand sides of the rules in order to conclude the
-termination of the TRS.
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(2) Indirect proofs which obtain a proof of the -termination of R as a proof of termina-
tion of a transformed TRS R (where  represents the transformation). If we are able
to prove termination of R (using the standard methods), then the -termination of R is
ensured.
The modular analysis of termination of CSR described in [34,35] can also be used to prove
termination of CSR by eventually combining the previous methods.
A number of transformations  from TRSs R and replacement maps  that produce TRSs R
have been investigated. In this paper, we use:
• ID to refer to the identity (or trivial) transformation which does nothing with the TRS,
• L, Z, and FR to refer (respectively) to Lucas’ [46], Zantema’s [65], and Ferreira and Ribeiro’s
[22] transformations, and
• GM, sGM, and C to refer to the three Giesl and Middeldorp transformations introduced in
[29].
These transformations are described and exempliﬁed in Section 3. In this paper we are concerned
with the analysis of their practical use for proving termination of CSR.
1.2. Does termination of CSR matter?
Before presenting our contributions, we provide a brief overview of recent applications of termi-
nation of CSR.
Modeling programming languages
Syntactic annotations (which are associated to arguments of symbols) have been used in pro-
gramming languages such as Clean [59], Haskell [40], Lisp [56], Maude [10,11], OBJ2 [25], OBJ3
[32], CafeOBJ [26], etc., to improve the termination and efﬁciency of computations. Lazy languag-
es (e.g., Haskell, Clean) interpret them as strictness annotations in order to become ‘more eager’
and efﬁcient. Eager languages (e.g., Lisp, Maude, OBJ2, OBJ3, CafeOBJ) use them as replacement
restrictions to become ‘more lazy’ thus (hopefully) avoiding non-termination. They furnish these
eager languages with, for example, the ability of dealing with inﬁnite objects, which is typical of
lazy (functional) languages [3,16].
Context-sensitive rewriting provides a suitable framework for describing and analyzing com-
putational properties of Maude, OBJ*, CafeOBJ programs using such annotations, speciﬁcally
termination [17,18,48,49,52]. Termination of CSR has also been related to termination of some
(auxiliary) evaluation modes of functional languages like Haskell [29, Section 2].
Proofs of termination of rewriting
Monotonicity in term rewriting has to do with the ability of the rewrite relation to ‘reproduce’
any rewriting step within arbitrary syntactic contexts. In other words, if a term t rewrites to a
term s, then for all k-ary symbols f , for all arguments i ∈ {1, . . . , k}, and for all terms t1, . . . , tk ,
the term f(t1, . . . , ti−1, t, . . . , tk) rewrites into f(t1, . . . , ti−1, s, . . . , tk). Accordingly, orderings > for
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proving termination of rewriting (i.e., the absence of inﬁnite rewrite sequences) by comparing the
left-hand side l and the right-hand side r of each rewrite rule l → r of a TRS R are required to be
monotonic.
Recently, though, non-monotonic term orderings (i.e., orderings on terms which do not fulﬁll the
aforementioned monotonicity requirement) have received increasing attention. For instance, the
dependency pairs method can use them for proving termination of rewriting [4]. Since a replace-
ment map can also be considered as the speciﬁcation of monotonicity requirements, the orderings
which are relevant for proving termination of context-sensitive rewriting (see item (1) in Section 1.1)
are also useful in this setting [55].
Proofs of termination of variants of rewriting
Termination of CSR has also been proved useful for analyzing termination of other variants of
rewriting:
(1) There have been a number of attempts to efﬁciently approximate lazy computations in term
rewriting by means of restricted versions of rewriting: lazy rewriting [24], on-demand rewriting
[49], the on-demand strategy annotations [2], etc. Proofs of termination for such restrictions of
rewriting can often be obtained by proving termination of CSR [2,49,51].
(2) In [50], we have investigated conditions that enable the use of proofs of termination of CSR as
valid proofs of ‘termination’ of inﬁnitary rewriting (more precisely, inﬁnitary normalization
[42,57]).
(3) Syntactic annotations à laCSRhave been recently introduced in extended versions of rewriting
like Bruni and Meseguer’s Generalized Rewrite Theories [9] (the so-called frozen arguments)
and extensions of Bouhoula et al.’sMembership Equational Logic [8], see [17,18]. In [17,18],CSR
has also been extended to deal with Conditional TRSs.
(4) Very recently, Fernández has shown that, by analyzing the structure of the left- and right-
hand sides of a TRS R, it is possible to obtain a replacement map  in such a way that the
-termination of R implies termination of innermost rewriting with R [21].
Normalizing and inﬁnitary normalizing strategies
In [50], we show how to deﬁne normalizing and inﬁnitary normalizing strategies for -termi-
nating TRSs. This provides a new approach for deﬁning these strategies, which complements the
usual techniques based on reducing (root-)needed redexes (see [57] for a uniﬁed approach to these
problems).
Termination of programmable strategies
In [23], Fissore et al. give a sufﬁcient condition for proving termination of strategies which
are given as expressions of a speciﬁc strategy language. This condition is based on proving
termination of the so-called -rewriting of a (Conditional) TRS, where -rewriting is rewrit-
ing restricted to top redexes in terms ([23, Deﬁnition 1]). It is obvious that -rewriting is the
same as ⊥-rewriting, where ⊥ is the replacement map which forbids all replacements in all
arguments of all function symbols in the signature. Thus, termination of -rewriting is just
⊥-termination.
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Implementations—TPDB
Termination of CSR is one of the subcategories of termination of rewriting which is included in
the Termination Problems Data Base (TPDB)
http://www.lri.fr/˜marche/tpdb
It is possible to specify a term rewriting system with context-sensitive replacement restrictions
(given by a replacement map) by using the TPDB format:
http://www.lri.fr/˜marche/tpdb/format.html
Nowadays there are two tools that accept context-sensitive termination problems in this format,
and that implement techniques for proving termination of CSR (speciﬁcally, transformations):
AProVE [31] and mu-term [1,53].
Finally, the Maude Termination Tool [18] (which transforms proofs of termination of Maude
programs into proofs of termination of CSR), uses mu-term and AProVE as auxiliary tools:
http://www.lcc.uma.es/˜duran/MTT
1.3. Contributions of the paper
The main goal of this paper is to contribute to a better comprehension and practical use of
transformations for proving termination of CSR. We are interested not only in discovering more
applications of termination of CSR, but also in providing a solid basis for the developement of fully
automatic tools (or ‘experts’) that are able to choose the appropriate techniques to address a given
termination problem. In the following, we summarize our main contributions.
Top-termination and simple termination of rewriting
In Section 4, we recall the notion of canonical CSR [50]: a specialization of CSR that only uses
replacement maps that are less restrictive than the canonical replacement map canR of the TRS R.
This replacementmap can be automatically computed for each TRS (for instance, the tool mu-term
can make this computation) thereby giving the user the possibility of using CSR without explicit-
ly introducing hand-crafted replacement restrictions. Canonical CSR has a number of interesting
semantic properties (see [47,50]): Section 4.1 exempliﬁes the use of canonical CSR for computing
normal forms and inﬁnite normal forms of terms (with left-linear, possibly non-terminating TRSs).
Termination of canonical CSR becomes essential for these tasks. In Section 4.2, we show that ter-
mination of canonical CSR is strongly related to the following important termination properties:
Top termination: A TRS is top-terminating if no inﬁnitary reduction sequence performs inﬁ-
nitely many rewrites at the topmost position [20].
Simple termination: A TRS R is simply terminating if the union of R and the set of projection
functions {f(x1, . . . , xk) → xi for each k-ary symbol f and 1  i  k} is terminating.
We prove that termination of canonical CSR is a sufﬁcient condition for top-termination of
rewriting (for left-linear TRSs). To our knowledge, our result is the ﬁrst one that permits imple-
menting automatic checkers of top-termination (namely by using the existing tools that can prove
termination of canonical CSR, like mu-term or AProVE). We also prove that simple termination
of a left-linear TRS R is equivalent to termination of canonical CSR for the union of R and the set
of all projections that correspond to its signature.
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New completeness results
Correct transformations  for proving termination of CSR guarantee that a proof of termina-
tion of R implies the -termination of R. A transformation  for proving termination of CSR
is called complete if it preserves the -termination of the TRSs R, i.e., for all TRSs R and replace-
ment maps , R is terminating whenever R is -terminating. Completeness of transformations
is an interesting property because it allows disproving -termination: if we are able to prove that
R is not terminating for a complete transformation , then we can also conclude that R is not
-terminating. Nowadays, the problem of disproving termination of rewriting is receiving greater
attention. In fact, termination tools like AProVE, CiME [12], and TTT [39] already exhibit some
capabilities for disproving termination.
Giesl and Middeldorp showed that their transformation C is the only complete one to date. We
prove that Giesl and Middeldorp’s transformations GM and sGM are also complete for proving
termination of canonical CSR (whenever left-linear TRSs are considered). We also prove that Lu-
cas’ transformation L is complete for proving termination of canonical CSR if, additionally, the
replacing variables of the right-hand sides of each rule of the TRS are also replacing in the left-hand
side (conservativeness [46]). We show that, in both cases, Zantema’s transformation Z and Ferreira
and Ribeiro’s transformation FR remain incomplete.
New hierarchies of transformations regarding simple termination
In [29], Giesl and Middeldorp give the ﬁrst formal comparison between the aforementioned
transformations. This comparison is summarized in the leftmost diagram of Fig. 1, where an arrow
from a node  to another node ′ means that termination of R implies termination of R′ . The
complete Giesl and Middeldorp transformation C is at the top of the diagram. Hence, it is the
strongest one. However, it should not necessarily be concluded that C is the best choice or the only
one that is worth being implemented. The following example illustrates this.
Fig. 1. Strength comparison of known transformations from CSR to term rewriting: termination (left), simple termina-
tion (center), simple termination of canonical CSR (right).
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Example 2. Consider the following TRS R [6, Example 4.7.15]:
f(0) -> cons(0,f(s(0))) p(s(0)) -> 0
f(s(0)) -> f(p(s(0)))
together with (cons) = (s) = (f) = (p) = {1}. The corresponding transformed TRSs R
for  ∈ {C , FR,GM ,L,Z} were sent to the 2005 termination competition1 . Tests of termination
were attempted using six different termination tools (see Section 6 below for more details). No tool
was able to prove termination of RC . However, all six tools proved termination of both RL andRZ , and ﬁve of them succeeded on both RFR and RGM .
The automation of proofs of termination usually relies on the generation of simpliﬁcation
(quasi) orderings. Simpliﬁcation orderings are those monotone and stable orderings > that sat-
isfy the following subterm property: for each term t, t > s for every proper subterm s of t [13].
Proofs of termination of rewriting obtained by using the most usual automatable orderings for
proving termination of rewriting —e.g., recursive path orderings [14], Knuth–Bendix orderings [44],
and polynomial orderings [45]—and showing that they are compatiblewith the rules of the TRS (i.e.,
l > r for all rules l → r of the TRS) are mostly proofs of simple termination of rewriting (see [61]
for a survey on the topic and also [60,66] for some recent advances on these issues). Thus, although
simple termination is undecidable [58], deeper comparisons regarding proofs of simple termination
of transformed systems are interesting from a more practical point of view. Simple termination
also has interesting properties regarding modularity. In contrast to termination, simple termination
is modular for disjoint, constructor-sharing, and (some classes of) hierarchical unions of TRS’s
[33], see [60] for a recent survey of modularity results. The notion of simple termination has been
generalized to CSR in [35]. A TRS R is simply -terminating if the union of R and the projection
functions that correspond to the replacing arguments i ∈ (f) for each symbol f in the signature
is -terminating [35]. As demonstrated in [35], most of the good properties of simple termination
regarding modularity generalize to the context-sensitive setting.
In Section 5, we analyze the (relative) behavior of the transformations when simple termination,
rather than termination, is considered, i.e., only proofs of simple termination of the transformed
TRSs are considered. In [35] it is proved that transformations FR, sGM, L and Z are correct for
proving simple termination of CSR, i.e., if R is simply terminating for one if this transforma-
tions, then R is simply -terminating. In this paper, we prove that the transformation GM is also
correct in this sense. Furthermore, we obtain a new hierarchy of the transformations, which is help-
ful for guiding their practical use. This leads to the central and rightmost diagrams of Fig. 1. In
sharp contrast to Giesl and Middeldorp’s results for termination of CSR, the transformations Z,
FR, C and GM are not comparable regarding simple termination of CSR. For instance, simple
termination of RZ , RFR, or RGM does not imply simple termination of RC and viceversa (see the
central diagram in Figure 1.3). Also, in sharp contrast with Giesl and Middeldorp’s results, trans-
formations C and sGM are less powerful than GM, Z, or FR when canonical replacement maps
are considered (see the third diagram in Fig. 1, which can be compared with the leftmost diagram
of Fig. 1).
1 See http://www.lri.fr/marche/termination-competition.
S. Lucas / Information and Computation 204 (2006) 1782–1846 1789
We also brieﬂy discuss the related notion of DP quasi-simple termination which, in connection
with the dependency pairs approach [4], is intended to “capture the TRSs for which an automated
termination proof using dependency pairs (...) is potentially feasible” [27].
Experimental analysis
Empirical results can provide interesting information about the (relative) success of each trans-
formation in real situations which are not exactly described by either a fully general setting (as
represented by the leftmost diagram in Fig. 1) or a more applied but still limited framework like
that of simple termination (see the second and third diagrams).
Section 6 provides the ﬁrst experimental comparison of the different transformation techniques.
Our results are based on the competition of termination tools which was organized during 2005 and
reported at the 16th International Conference on Rewriting Techniques and Applications, RTA’05,
see
http://www.lri.fr/˜marche/termination-competition
In Section 6, we have used these experimental results to obtain experimental relations between
the transformations.
Automatic proofs of termination of CSR by using transformations
In Section 7, we use the results and experimental evaluation developed in the previous sections
to propose a speciﬁc procedure to address -termination problems by using transformations. We
summarize the research in the paper in a diagram which has been used to implement the automatic
‘expert’ to guide the application of the different transformations for proving termination of CSR
which is part of the current version of mu-term [1].
Section 8 concludes and points to some future work. The proofs of all theorems are collected in
Appendix A. Appendix B contains a collection of examples which justify the missing arrows in the
diagrams of the paper.
This paper is a completely revised and extended version of a paper by the author published in the
proceedings of the 13th International Conference onRewriting Techniques andApplications, RTA’02.
The main differences with the published version can be summarized as follows:
(1) The deﬁnitions of Giesl and Middeldorp’s transformations in the RTA’02 paper followed
Giesl and Middeldorp’s original formulations [28]. They were substantially revised in [29],
which is the current basis of our work.
(2) Transformation C was not actually considered in the RTA’02 paper and has now been
included.
(3) A complete set of examples showing that the missing arrows of the hierarchy diagrams are not
possible under the considered conditions has been developed.
(4) The DP simple termination of transformations is brieﬂy discussed in connection to the results
of the paper.
(5) The experimental evaluation of the transformations is completely new.
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(6) The diagram for implementing an expert in termination of CSR by using transformation
techniques is new.
2. Preliminaries
This section collects a number of deﬁnitions and notations about term rewriting. More details
and missing notions can be found in [19,60,62].
Let A be a set and R ⊆ A× A be a binary relation on A. We denote the transitive closure of R
by R+ and its reﬂexive and transitive closure by R∗. An element a ∈ A is called an R-normal form
if there exists no b such that a R b. We say that b is an R-normal form of a (written a R! b) if b is an
R-normal form and a R∗ b. We say that R is terminating (strongly normalizing) iff there is no inﬁnite
sequence a1 R a2 R a3 · · ·.
2.1. Signatures and terms.
Throughout the paper, X denotes a countable set of variables and F denotes a signature, i.e., a
set of function symbols {f,g, . . .}, each having a ﬁxed arity given by a mapping ar : F → N. The set
of terms built from F and X is T (F ,X ). A term is ground if it contains no variable. A term is said
to be linear if it has no multiple occurrences of a single variable. Terms are viewed as labelled trees
in the usual way. Positions p , q, . . . are represented by chains of positive natural numbers used to
address subterms of t. We denote the length of a chain p as |p |. Given positions p , q, we denote their
concatenation as p.q. Positions are ordered by the standard preﬁx ordering. If p is a position, and
Q is a set of positions, p.Q = {p.q | q ∈ Q}. We denote the empty chain by . The set of positions of
a term t is Pos(t). The subterm at position p of t is denoted as t|p and t[s]p is the term t with the
subterm at position p replaced by s. The symbol labelling the root of t is denoted as root(t). Given
terms t and s, Poss(t) denotes the set of positions of s in t, i.e., Poss(t) = {p ∈ Pos(t) | t|p = s}. A
context is a term C ∈ T (F ∪ {},X ) with zero or more ‘holes’  (a fresh constant symbol). We
write C[]p to denote that there is a single hole  at position p of C . Generally, we write C[] to
denote an arbitrary context (where the number and location of the holes is clariﬁed ‘in situ’) and
C[t1, . . . , tn] to denote the term obtained by ﬁlling the holes of a context C[] with terms t1, . . . , tn.
C[] =  is called the empty context.
2.2. Term rewriting
A rewrite rule is an ordered pair (l, r), written l → r, with l, r ∈ T (F ,X ), l 
∈ X and Var(r) ⊆
Var(l). We call l and r the left-hand side of the rule (lhs) and the right-hand side of the rule (rhs),
respectively. A Term Rewriting System (TRS) is a pair R = (F ,R), where R is a set of rewrite rules.
Given TRSs R = (F ,R) and R′ = (F ′,R′), we let R ∪R′ be the TRS (F ∪ F ′,R ∪ R′). An instance
(l) of a lhs l of a rule is called a redex. A TRS R = (F ,R) is left-linear if l is a linear term for
all l → r ∈ R. Given R = (F ,R), we consider F as the disjoint union F = C unionmultiD of symbols c ∈ C,
called constructors and symbols f ∈ D, called deﬁned functions, whereD = {root(l)|l → r ∈ R} and
C = F −D. A term t ∈ T (F ,X ) rewrites to s (at position p), written t p→R s (or just t → s, or
t →R s), if t|p = (l) and s = t[(r)]p , for some rule l → r ∈ R, p ∈ Pos(t) and substitution . We
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write t
>p→R s if t q→R s for some q > p . A TRS R is terminating if its one step rewrite relation →R
is terminating.
2.3. Termination and simple termination
An ordering > (i.e., a transitive and irreﬂexive relation) on terms is well-founded if there is no
inﬁnite sequence t1 > t2 > · · · > tn > · · ·. The ordering is monotonic if whenever t > s, we have
f(t1, . . . , ti−1, t, . . . , tk) > f(t1, . . . , ti−1, s, . . . , tk) for all symbols f ∈ F , for all i ∈ {1, . . . , k} and for
all t, s, t1, . . . , tk ∈ T (F ,X ). The ordering > is stable if, whenever t > s, we have (t) > (s) for all
terms t, s and substitutions . Amonotonic and stable ordering on terms is called a rewrite ordering.
A well-founded rewrite ordering on terms is called a reduction ordering. A TRS R is terminating if
and only if there is a reduction ordering > such that l > r for every rule l → r of R.
Simpliﬁcation orderings are those rewrite orderings> that satisfy the following subterm property:
for each term t, t > s for every proper subterm s of t [13]. Well-foundedness of simpliﬁcation order-
ings is a consequence of the subterm property (when considering ﬁnite signatures). If termination of
a TRSR can be proved by using a simpliﬁcation ordering, then we say thatR is simply terminating.
Another equivalent formulation (for ﬁnite signatures) is the following: given a ﬁnite signatureF , we
consider the left-linear TRS Emb(F) = (F , {f(x1, . . . , xk) → xi | f ∈ F , i ∈ {1, . . . , ar(f)}}). A TRS
R is simply terminating if R ∪ Emb(F) is terminating.
2.4. Dependency pairs
Given a TRS R = (F ,R) = (C unionmultiD,R) a TRS DP(R) = (F,D(R)) of dependency pairs for R is
given as follows: if f(t1, . . . , tm) → r ∈ R and r = C[g(s1, . . . , sn)] for some deﬁned symbol g ∈ D
and s1, . . . , sn ∈ T (F ,X ), then f (t1, . . . , tm) → g(s1, . . . , sn) ∈ D(R), where f  and g are new fresh
symbols (called tuple symbols) associated to deﬁned symbols f and g respectively [4]. Given a TRS
P of dependency pairs associated to a TRS R, an (R,P)-chain is a sequence of pairs ui → vi ∈ P
such that there is a substitution  satisfying (vi) →∗ (ui+1) for i ≥ 1. Here, as usual we assume
that different occurrences of dependency pairs do not share any variable. Arts and Giesl prove that
the absence of inﬁnite (R,P)-chains characterizes termination of R.
The absence of inﬁnite sequences of dependency pairs can be ensured by using the dependency
graph associated to the TRS R. The nodes of the dependency graph are the dependency pairs in
DP(R); there is an arc from a dependency pair u → v to a dependency pair u′ → v′ if there are sub-
stitutions  and  such that (v) →∗R (u′). An argument ﬁltering  for a signature F is a mapping
that assigns to every k-ary function symbol f ∈ F an argument position i ∈ {1, . . . , k} or a (possibly
empty) list [i1, . . . , im] of argument positions with 1  i1 < · · · < im  k . The signature F consists
of all function symbols f such that (f) is some list [i1, . . . , im], where in F, the arity of f is m.
Every argument ﬁltering induces a mapping from T (F ,X ) to T (F,X ), also denoted by :
(t) =



t if t is a variable
(ti) if t = f(t1, . . . , tk) and (f) = i
f((ti1), . . . ,(tim)) if t = f(t1, . . . , tk) and (f) = [i1, . . . , im]
A reduction pair (,) consists of a stable and monotonic quasi-ordering , and a stable and
well-founded ordering  satisfying  ◦ ⊆  or  ◦  ⊆ .
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ATRSR is terminating if and only if for all cyclesC in the dependency graph there is an argument
ﬁltering  and a reduction pair (,) such that (l)  (r) for all rules l → r of R, (u)  (v)
for all u → v ∈ C, and (u)(v) for at least one u → v ∈ C. In general, the dependency graph of
a TRS is not computable and we need to use some approximation of it. This is called the estimated
dependency graph, see [4].
2.5. Context-sensitive rewriting
Let F be a signature. A mapping  : F → P(N) is a replacement map (or F-map) if for all
f ∈ F ,(f) ⊆ {1, . . . , ar(f)} [47]. LetMF be the set of all F-maps (orMR if R = (F ,R) determines
the signature). The ordering onMF is deﬁned by:  ′ if(f) ⊆ ′(f) for all f ∈ F . According
to , the minimum element is ⊥, given by ⊥(f) = ∅ for all f ∈ F ; the maximum element is ,
given by (f) = {1, . . . , ar(f)} for all f ∈ F .
The set of -replacing positions Pos(t) of t ∈ T (F ,X ) is: Pos(t) = {}, if t ∈ X and Pos(t) =
{} ∪⋃i∈(root(t)) i.Pos(t|i), if t 
∈ X . The set of replacing variables Var(t) of t is Var(t) = {x ∈
Var(t) | Posx(t) ∩ Pos(t) /= ∅}.
In context-sensitive rewriting (CSR [47]), we (only) rewrite replacing redexes: t -rewrites to s,
written t ↪→ sor t ↪→R, s, if t p→R s and p ∈ Pos(t). A pair (R,) consisting of aTRSR and a re-
placementmap ∈ MR is often called aCS-TRS.The ↪→-normal forms are called-normal forms.
2.6. Termination and simple termination of CSR
A TRS R is -terminating (abbreviated -SN(R)) if ↪→ is terminating. Termination of CSR
is fully captured by the so-called -reduction orderings [65], i.e., well-founded, stable orderings >
which are -monotonic, i.e., for all f ∈ F and i ∈ (f), > is monotonic in the i-th argument of f .
Then, a TRS R = (F ,R) is -terminating if and only if there is a -reduction ordering > which is
compatible with the rules of R, i.e., for all l → r ∈ R, l > r [65, Proposition 1].
Regarding the automation of proofs of termination of CSR, the notion of simple termination of
CSR has been investigated in [35]. We let Emb(F) = (F , {f(x1, . . . , xk) → xi | f ∈ F , i ∈ (f)}).
Deﬁnition 1 (Simple termination of CSR [35]). Let R be a TRS and  ∈ MR. We say that R is
simply -terminating if R ∪ Emb(F) is -terminating.
We write -ST(R) to express that R is simply -terminating. Some -reduction orderings (e.g.,
polynomial orderings [35,54] or CSRPO [7]) can be used to directly prove (simple) termination of
CSR [35,36].
Example 3. Consider R and  as in Example 1. The -termination of R can be proved by the
following polynomial interpretation2 (computed by mu-term):
[nil] = 1 [tail](X) = 4X
[evenNs] = 3 [repItems](X) = 2X
[cons](X1,X2) = X1 + 14X2 + 1 [0] = 0
2 The fact that this polynomial interpretation proves simple -termination of R follows from the results in [36].
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[pair](X1,X2) = X1 + X2 [oddNs] = 5
[zip](X1,X2) = 2X1 + 2X2 [s](X) = X
[take](X1,X2) = X1 + X2 + 2 [incr](X) = X + 1
3. Termination of CSR by transformation
Proving the -termination of a TRS R = (F ,R) can be done by demonstrating termination of a
transformed TRSR = (F,R) obtained fromR and  ∈ MF by using a transformation. The
advantage of transformationmethods is that we can use all existing (and forthcoming) techniques to
prove termination of rewriting in proofs of termination of CSR. The following deﬁnition concerns
two essential properties of such transformations and generalizes a similar one in [29].
Deﬁnition 2. A transformation  is
(1) correct regarding (simple) -termination for M ⊆ MF if, for all  ∈ M, (simple) termination
ofR implies (simple)-terminationofR:SN(R) ⇒ -SN(R) (resp.ST(R) ⇒ -ST(R)).
(2) complete regarding (simple) -termination for M ⊆ MF if, for all  ∈ M, (simple) -termi-
nation of R implies (simple) termination of R: -SN(R) ⇒ SN(R) (resp. -ST(R) ⇒
ST(R)).
IfM = MF inDeﬁnition 2, we just say that is correct (or complete). A (trivial) correct transfor-
mation for proving -termination is the identity:  = ID deﬁned by RID = R (terminating TRSs
are obviously -terminating for every replacement map ).
Note that only correct transformations are useful for our purpose of proving (simple) termination
of CSR. In the following, we enumerate a few correct transformations known from the literature
for proving termination of CSR.
3.1. Transformation L
With the transformation introduced by Lucas in [46] (transformation L), the non--replacing
arguments of all symbols in F are removed and a new signature FL is obtained by just reducing
the arity of symbols (from ar(f) to |(f)|). The function 
 : T (F ,X ) → T (FL ,X ) drops the non-
replacing immediate subterms of a term t ∈ T (F ,X ). A TRS R = (F ,R) is then transformed into
RL = (FL , {
(l) → 
(r) |l → r ∈ R}).
Example 4. Consider the TRS R (borrowed from [29]):
nats -> adx(zeros) adx(cons(X,Y)) -> incr(cons(X,adx(Y)))
zeros -> cons(0,zeros) incr(cons(X,Y)) -> cons(s(X),incr(Y))
and the replacement map  given by (incr) = (adx) = {1} and (cons) = (s) = ∅. Then
RL (we use the same symbols with possibly decreased arities):
nats -> adx(zeros) adx(cons) -> incr(cons)
zeros -> cons incr(cons) -> cons
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is (simply) terminating: we can use the following polynomial interpretation:
[nats] = 4 [zeros] = 1 [incr](X) = X + 1
[adx](X) = X + 2 [cons] = 0
The transformation can, however, exhibit some unpleasant features:
Example 5. Consider the terminating TRS R:
h(X) -> f(X)
Let (f) = {1} and (g) = (h) = ∅. Then, RL consists of a single rule h -> f(X) which con-
tains extra variables and it is not terminating.
3.2. Transformation Z
In contrast to transformation L, which removes the non-replacing arguments of function sym-
bols, Zantema’s transformation (Z) marks them (disregarding their positions within the term) [65].
Given R = (F ,R) and  ∈ MF , RZ = (F ∪ F ′ ∪ {activate},RZ ) where RZ consists of two parts
(we follow the presentation from [29]). The ﬁrst part SZ results from R by replacing every function
symbol f occurring in a left or right-hand side of a rule l → r ∈ R with f ′ (a fresh function symbol
of the same arity as f which is, then, included in F ′) if it occurs in a non-replacing argument of the
function symbol directly above it. These new function symbols are used to block further reductions
at this position. In addition, if a variable x occurs in a non-replacing position in l, then all occur-
rences of x in r are replaced by activate(x). Here, activate is a new unary function symbol
which is used to unblock function symbols again. The second part of RZ consists of rewrite rules
T

Z that are needed to block and unblock function symbols:
f(x1, . . . , xk) → f ′(x1, . . . , xk)
activate(f ′(x1, . . . , xk)) → f(x1, . . . , xk)
for every f ′ ∈ F ′, together with the rule activate(x) → x. Transformation Z can succeed when
transformation L fails.
Example 6. Let R and  be as in Example 5. The TRS RZ :
h(X) -> f(activate(X))
activate(X) -> X
can be proved terminating by using the polynomial interpretation
[f](X) = X [h](X) = X + 2 [activate](X) = X + 1
Transformation Z is not comparable with transformation L.
Example 7 (Consider the following TRS [65, Conclusions]).
f(X) -> g(h(f(X)))
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together with (g) = ∅ and (f) = (h) = {1}. Then, RZ :
f(X) -> g(h’(f(X))) activate(h’(X)) -> h(X)
h(X) -> h’(X) activate(X) -> X
is not terminating (due to the ﬁrst rule). Note that RL , which consists of the rule f(x) -> g, is
clearly terminating.
Transformation Z preserves termination of TRSs.
Theorem 1. Let R be a TRS and  ∈ MR. If R is terminating, then RZ is terminating.
3.3. Tranformation FR
In [22], Ferreira and Ribeiro propose a variant (FR) of Zantema’s transformation. Again, RFR
has two parts (again we followGiesl andMiddeldorp’s presentation). The ﬁrst part SFR results from
the ﬁrst part SZ of RZ by marking all function symbols (except activate) which occur below
an already marked symbol. Therefore, all function symbols of non-replacing subterms are marked.
The second part T FR consists of the rule activate(x) → x plus the rules:
f(x1, . . . , xk) → f ′(x1, . . . , xk)
activate(f ′(x1, . . . , xk)) → f([x1]f1 , . . . , [xk ]fk )
for every f ∈ F for which f ′ appears in the ﬁrst part ofRFR, where [t]fi = activate(t) if i ∈ (f)
and [t]fi = t otherwise.
As noticed by Giesl and Middeldorp, regarding proofs of termination of CSR, transformation
FR is more powerful than Z.
Theorem 2. [29, Theorem 11] Let R be a TRS and  ∈ MR. If RZ is terminating, then RFR is termi-
nating.
In fact, transformation FR is strictly more powerful than Z.
Example 8. Consider again R and  as in Example 7. Transformation FR yields the TRS RFR:
f(X) -> g(h’(f’(X))) activate(h’(X)) -> h(activate(X))
h(X) -> h’(X) activate(f’(X)) -> f(activate(X))
f(X) -> f’(X) activate(X) -> X
which is proved (simply) terminating with the polynomial interpretation:
[f](X) = X + 3 [h](X) = X + 2 [f’](X) = X + 1
[g](X) = X [h’](X) = X + 1 [activate](X) = 4X + 1
3.4. Transformations GM and sGM
All previous transformations pay attention to non-replacing arguments of symbols. In contrast,
Giesl andMiddeldorp introduced a transformation (denoted byGMhere) whose basic idea is to ex-
plicitly activate the replacing positions of a term, since these positions are the only ones where CSR
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may take place. This is achieved by introducing new symbols fa for each deﬁned symbol f ∈ D. Since
rewriting on constructor-rooted subterms is not possible, no new symbol is introduced for construc-
tor symbols. Given a TRS R = (F ,R) and a replacement map , the TRS RGM = (FGM ,RGM) =
(F ∪ {fa | f ∈ D} ∪ {mark},RGM) consists of the following rules [29, Deﬁnition 12]:
fa(l1, . . . , ln) → mark(r)↓M
mark(f(x1, . . . , xn)) → fa([x1]f1 , . . . , [xn]fn ) for all f ∈ D
mark(f(x1, . . . , xn)) → f([x1]f1 , . . . , [xn]fn ) for all f ∈ C
fa(x1, . . . , xn) → f(x1, . . . , xn) for all f ∈ D
where [xi]fi = mark(xi) if i ∈ (f) and [xi]fi = xi otherwise. As in [29], the (conﬂuent and termi-
nating) collection of rules deﬁning mark is referred as M.
Remark 1. As done by Giesl and Middeldorp, when a formal result involving their transformations
is given, we silently assume that the signatureF contains at least a constant symbol (see [29, Section
2]).
Transformation GM can prove termination of CSR when others fail.
Example 9. Consider the following (non-terminating) TRS R:
f(a,X,X) -> f(X,b,b)
b -> a
together with (f) = {2}. Then, RZ :
f(a’,X,X) -> f(activate(X),b,b’) a -> a’ activate(a’) -> a
b -> a b -> b’ activate(b’) -> b
activate(X) -> X
is not terminating:
f(a’,b’,b’) → f(activate(b’),b,b’) → f(activate(b’),b’,b’)
→ f(b,b’,b’) → f(a,b’,b’) → f(a’,b’,b’) → · · ·
Since RFR = RZ , we have that RFR is not terminating. However, RGM :
fa(a,X,X) -> fa(X,ba,b) mark(a) -> a
ba -> a fa(X1,X2,X3) -> f(X1,X2,X3)
mark(f(X1,X2,X3)) -> fa(X1,mark(X2),X3) ba -> b
mark(b) -> ba
is simply terminating; use the following polynomial interpretation:
[f](X1,X2,X3) = X1 + X2 + X3 + 1 [b] = 0 [a] = 1
[fa](X1,X2,X3) = 3X1 + X2 + 2X3 + 2 [ba] = 2 [mark](X) = 3X + 3
In fact, they proved that the new transformation is strictly more powerful than transformations
L, Z or FR.
S. Lucas / Information and Computation 204 (2006) 1782–1846 1797
Theorem 3. [29, Theorems 18 and 22]LetR be a TRS and ∈ MR. IfRL ,RZ , orRFR are terminating,
then RGM is terminating.
However transformation GM is not complete [29, Example 15].
3.4.1. Transformation sGM
Giesl and Middeldorp give a simpler version (denoted by sGM here) of their transformation3 :
the basic idea is to use a new symbol active to mark symbols which can be reduced. Given a TRS
R = (F ,R) and a replacement map , the TRS RsGM = (F ∪ {active,mark},RsGM) consists of
the following rules [29, Deﬁnition 47]: for all l → r ∈ R and f ∈ F ,
active(l) → mark(r)
mark(f(x1, . . . , xn)) → active(f([x1]f1 , . . . , [xn]fn ))
active(x) → x
Example 10. Consider R and  as in Example 9. We have that RsGM :
active(f(a,X,X)) -> mark(f(X,b,b)) mark(a) -> active(a)
active(b) -> mark(a) mark(b) -> active(b)
mark(f(X1,X2,X3)) -> active(f(X1,mark(X2),X3)) active(X) -> X
is simply terminating: the TRSRsGM ∪ Emb(FsGM) can be proved terminating with AProVE. Then,RsGM is simply terminating.
Transformation sGM is equivalent to GM, and hence also incomplete.
Theorem 4. [29, Theorem 48] Let R be a TRS and  ∈ MR. Then, RGM is terminating if and only if
RsGM is terminating.
3.5. Transformation C
Giesl and Middeldorp’s transformation GM (or sGM) is not complete and fails to capture all
cases of -termination. In [29] Giesl and Middeldorp describe a transformation (denoted by C
here) that is correct and complete. The idea is to permit a single (context-sensitive) reduction step
each time. This is achieved by shifting a single symbol active to (non-deterministically) reach
the replacing position where the redex is placed. The application of a rewrite rule changes active
into mark which is propagated upwards through the term in order to be replaced by a new sym-
bol active that enables new reduction steps. After checking that no ‘strange’ symbols remain
uncontrolled (using a symbol proper such that proper(t) reduces to ok(t) if and only if t
is a ground term of the original signature), a rule top(ok(x)) → top(active(x)) enables
a new reduction step (see [29] for a detailed explanation). Given a TRS R = (F ,R) (where F
must contain at least a constant symbol) and given a replacement map , the TRS RC = (F ∪
3 In fact, this was the ‘main’ transformation of Giesl and Middeldorp’s original proposal [28].
1798 S. Lucas / Information and Computation 204 (2006) 1782–1846
{active,mark,ok,proper,top},RC) consists of the following rules: for all l → r ∈ R, f ∈ F
such that k = ar(f) > 0, i ∈ (f), and constants c ∈ F ,
active(l) → mark(r)
active(f(x1, . . . , xi, . . . , xn)) → f(x1, . . . ,active(xi), . . . , xn)
f(x1, . . . ,mark(xi), . . . , xn) → mark(f(x1, . . . , xi, . . . , xn))
proper(c) → ok(c)
proper(f(x1, . . . , xn)) → f(proper(x1), . . . ,proper(xn))
f(ok(x1), . . . ,ok(xn)) → ok(f(x1, . . . , xn))
top(mark(x)) → top(proper(x))
top(ok(x)) → top(active(x))
Theorem 5. [29, Theorem 30] Let R be a TRS and  ∈ MR. If R is -terminating, then RC is termi-
nating.
Example 11. Consider the following TRS R [65, Example 1]:
g(X) -> h(X) h(d) -> g(c)
c -> d
together with (g) = (h) = ∅. The TRSRZ is non-terminating [65, Example 6] andRFR = RZ is
also non-terminating. Furthermore,RL andRGM (orRsGM ) are not terminating either [29, Example
16]. However, RC :
active(g(X)) -> mark(h(X)) proper(d) -> ok(d)
active(c) -> mark(d) g(ok(X)) -> ok(g(X))
active(h(d)) -> mark(g(c)) h(ok(X)) -> ok(h(X))
proper(g(X)) -> g(proper(X)) top(mark(X)) -> top(proper(X))
proper(h(X)) -> h(proper(X)) top(ok(X)) -> top(active(X))
proper(c) -> ok(c)
is simply terminating: this can be automatically proved by proving termination of RC ∪ Emb(FC )
(use AProVE).
4. Conditions for achieving completeness of the transformations
Although transformation C is the only complete transformation that has been described so far,
in this section we show that other transformations are also complete for some speciﬁc families of
replacement maps. These new families of replacement maps involve the notion of canonical CSR,
which is a variant of CSR with a number of good computational properties [50].
4.1. Canonical context-sensitive rewriting
The canonical replacement map canR is the most restrictive replacement map ensuring that the
non-variable subterms of the left-hand sides of the rules of R are replacing [47,50]. Note that canR is
easily obtained from R: ∀f ∈ F , i ∈ {1, . . . , ar(f)},
i ∈ canR (f) iff ∃l ∈ L(R), p ∈ PosF (l), (root(l|p ) = f ∧ p.i ∈ PosF (l))
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wherePosF (l) is the set of positionsofnon-variable subtermsof l. LetCMR = { ∈ MR | canR  }
be the set of replacement maps that are less or equally restrictive than canR . We say that ↪→ is a
canonical context-sensitive rewrite relation if  ∈ CMR. The most important semantic property of
canonical CSR is that, for left-linear TRSs, -normal forms are head-normal forms [47,50].
Remark 2. A head-normal form (also called root-stable terms [57]) is a term which does not rewrite
to a redex. From a computational point of view, head-normal forms can be thought of as class of
expressions carrying a ‘minimal’ amount of semantic information encoded as a syntactic compo-
nent of the expression: the root symbol which is ensured to be ﬁxed in such expressions, see also
[43]. As noted by Middeldorp, in a rewriting context, head-normal forms provide a basic notion
that is useful for both normalizing and inﬁnitary normalizing computations [57].
When termination of canonical CSR is guaranteed for a left-linear TRS R, we can use the nor-
malization via -normalization procedure to obtain normal forms [50, Section 9] and approximate
inﬁnite normal forms [50, Section 10].
Example 12. Consider R and  as in Example 1. Note that  ∈ CMR. If we reduce the term t in
Example 1 to a -normal form s (note that R is -terminating, see Example 3), we obtain the fol-
lowing (we abbreviate pair(s,t) as (s,t), sn(0) as n, cons(s,t) as s:t, incr as i and
repItems as rep):
zip(rep(tail(evenNs)),tail(rep(oddNs)))
↪→! (2,1):zip(2:rep(i(i(i(oddNs))))),rep(i(i(oddNs)))))
Let s denote the obtained -normal form. We jump into the non-replacing subterm
zip(2:rep(i(i(i(oddNs))))),rep(i(i(oddNs)))))
of s to get
zip(2:rep(i(i(i(oddNs))))),rep(i(i(oddNs)))))
↪→! (2,3):zip(rep(i(i(i(oddNs)))),3:rep(i(i(i(i(oddNs))))))
and hence, by replacing the new -normal form in s, we obtain a sequence
zip(rep(tail(evenNs)),tail(rep(oddNs)))
→∗ (2,1):(2,3):zip(rep(i(i(i(oddNs)))),3:rep(i(i(i(i(oddNs))))))
as desired. We can continue in that way to get more and more precise approximations. Note that,
although the whole sequence is not a -rewriting sequence, all intermediate steps are (within the
appropriate context).
In this setting, another interesting aspect of CSR is that normalization algorithms based on the
layered normalization illustrated in Example 12 can be more efﬁcient: the replacement restrictions
of CSR can focus the reduction steps and avoid useless ones.
In the following section, we prove the existence of connections between termination of canonical
CSR and some termination properties of rewriting.
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4.2. Top-termination, simple termination, and termination of canonical CSR
A TRS is inﬁnitary normalizing if every (ﬁnite) term t admits a strongly convergent sequence (i.e.,
a sequence that ultimately reduces deeper and deeper redexes [42]) starting from t and ending in a
(possibly inﬁnite) normal form. Inﬁnitary normalizing TRSs can be thought of as playing the role
of normalizing TRSs in the inﬁnitary setting. In other words, they ensure that every term has a
meaning (its possibly inﬁnite normal form). In this setting, a ‘termination-like’ property has been
envisaged as follows:
Deﬁnition 3 (Top-termination [20]). A TRS is top-terminating if no inﬁnitary reduction sequence
performs inﬁnitely many rewrites at topmost position .
For left-linear TRSs, top-termination is a sufﬁcient condition for inﬁnitary normalization.
Proposition 1 [20]. A left-linear, top-terminating TRS is inﬁnitary normalizing.
Still, there are inﬁnitary normalizing TRSs which are not top-terminating.
Example 13. Consider the inﬁnitary normalizing TRS R:
f(a) -> f(f(a))
f(a) -> a
This TRS is not top-terminating:
f(a) → f(f(a)) → f(a) → · · ·.
Top-termination is, in general, an undecidable property.However, top-terminationof a left-linear
TRS R follows from its canonical -termination.
Theorem 6.LetR be a left-linearTRSand ∈ CMR. IfR is-terminating, thenR is top-terminating.
Hence, from Theorem 6 and Proposition 4.2, we conclude that -termination criteria can also be
used to prove inﬁnitary normalization.
We end this section with a ﬁnal result connecting top-termination and simple termination. It
follows from the analysis of termination properties of the following relation
 = ↪→R, ∪ →Emb(F)
(or just written) which is also used later. We have the following:
Proposition 2. Let R be a TRS and  ∈ MR. If  is not terminating, then there is an inﬁnite
-sequence containing an inﬁnite number of ↪→-steps.
As a simple consequence of this result, we have the following.
Proposition 3. Let R be a TRS. If R ∪ Emb(F) is top-terminating, then R is simply terminating.
Simple termination of R, simple termination of R ∪ Emb(F) and termination of R ∪ Emb(F)
coincide (see, e.g., [66]). And, trivially, termination of R ∪ Emb(F) implies the -termination of
R ∪ Emb(F) for all  ∈ MF . Taking into account Proposition 3 and Theorem 6, we conclude:
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Corollary 1. Let R be a left-linear TRS and  ∈ CMR. Then, R ∪ Emb(F) is -terminating if and
only if R is simply terminating.
Therefore, simple termination of a left-linear TRS R can be characterized as the -termina-
tion of R for an arbitrary replacement map  ∈ CMR. This means that all techniques for proving
termination of CSR are now available for proving simple termination of rewriting.
4.3. New completeness results for the transformations
In this section, we establish new results regarding completeness of some transformations for
proving termination of CSR. The following theorem proves that transformations GM and sGM
are complete for proving termination of canonical CSR when dealing with left-linear TRSs.
Theorem 7. Let R be a left-linear TRS and  ∈ CMR. If R is -terminating, then both RGM and
RsGM are terminating.
Example 11 shows that Theorem 7 does not hold if  
∈ CMR. Left-linearity cannot be dropped
from the hypotheses of these results.
Example 14. Consider the following TRS:
h(X) -> g(X,X) f(X,X) -> h(a)
g(a,X) -> f(b,X) a -> b
together with(h) = (g) = (f) = {1}. Note that ∈ CMR. It is possible to automatically prove
that this system is -terminating (use transformation C and AProVE). However, RGM :
ha(X) -> ga(mark(X),X) mark(f(X1,X2)) -> fa(mark(X1),X2)
ga(a,X) -> fa(b,X) mark(b) -> b
fa(X,X) -> ha(aa) ha(X) -> h(X)
aa -> b ga(X1,X2) -> g(X1,X2)
mark(h(X)) -> ha(mark(X)) aa -> a
mark(g(X1,X2)) -> ga(mark(X1),X2) fa(X1,X2) -> f(X1,X2)
mark(a) -> aa
is not terminating:
ha(aa) → ga(mark(aa),aa) → ga(mark(a),aa) → ga(aa,aa) → ga(a,aa)
→ fa(b,aa) → fa(b,b) → ha(aa) → · · ·
Transformation L only works well with -conservative TRSs, i.e., satisfying that Var(r) ⊆
Var(l) for all rules l → r of R [46]; otherwise, extra variables will appear in a rule of RL thus
becoming non-terminating (see Example 5). Now, let
CoCMR = { ∈ CMR | for all rules l → r in R,Var(r) ⊆ Var(l)}
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That is: CoCMR contains the replacement maps  ∈ CMR that make R -conservative. Since
 ∈ CoCMR for all TRS R, CoCMR is not empty. We prove the following:
Theorem 8. Let R be a left-linear TRS and  ∈ CoCMR. If R is -terminating, then RL is
terminating.
The following example shows that Theorem 8 does not hold if  
∈ CMR.
Example 15. Consider the following TRS R:
f(f(a)) -> f(g(f(a)))
togetherwith(f) = ∅ and(g) = {1}. Simple-termination ofR canbe provedby theCSRPO [7].
However, RL consists of the rule f -> f which is non-terminating. Note that R is -conservative
but  
∈ CMR.
On the other hand, left-linearity cannot be dropped in Theorem 8.
Example 16. Consider the non-terminating TRS R:
f(X,X) -> f(a,b)
b -> a
with (f) = {1}. R is -terminating (see Example 17 below). However, RL :
f(X) -> f(a)
b -> a
is non-terminating. Note that  ∈ CoCMR.
Transformations Z and FR remain incomplete for proving -termination, even for canonical
replacement maps  ∈ CMR and with left-linear and -conservative TRSsR (see Examples 21 and
22 in Appendix B).
Fig. 2 shows how different transformations for proving termination of CSR compare. The leftmost
diagram of Fig. 2 is obtained from that of [29] plus Theorem 1 (which permits putting an arrow
from ID to Z). An arrow from  to ′ means that whenever R is terminating, then R′ is also
terminating. Missing arrows mean that there are counterexamples to the existence of any implica-
tion between the transformations (given in this paper or in [29]). The boxes around transformations
emphasize their completeness regarding proofs of termination of CSR. *GM stands both for GM
and sGM transformations.
5. Simple termination and transformations for proving termination of CSR
As demonstrated by Gramlich and Lucas, transformations L, Z, FR, sGM and C are correct
regarding proofs of simple termination of CSR.
Theorem 9. [35, Theorems 2,5–8] Let R be a TRS and  ∈ MR. If RL , RZ , RFR, RsGM , or RC are
simply terminating, then R is simply -terminating.
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Fig. 2. The left diagram compares the known transformations for TRSs R and  ∈ MR according to [29]. Center di-
agram compares them for left-linear TRSs R and  ∈ CMR. The right diagram compares them for left-linear TRSs R
and  ∈ CoCMR.
Now, we prove that transformation GM is also correct for proving simple termination of CSR.
Theorem 10. Let R be a TRS and  ∈ MR. If RGM is simply terminating, then R is simply -termi-
nating.
The following result shows that, indeed, transformations Z, FR and sGM preserve simple termi-
nation of the given TRS.
Theorem 11. Let R be a TRS and  ∈ MR. If R is simply terminating, then RZ , RFR, and RsGM are
simply terminating.
As shown in Example 5, Theorem 11 does not hold for transformation L.
5.1. Completeness of transformations for proving simple termination of CSR
In general, no transformation is complete regarding proofs of simple termination of CSR (see
Example 20 inAppendixB).Of course, since-ST(R) ⇔ -SN(R ∪ Emb(F)), any complete trans-
formation  would be able to prove simple termination of CSR in all possible cases: -SN(R ∪
Emb(F)) ⇔ SN((R ∪ Emb(F))). However, this would eventually require using more sophisti-
cated techniques, rather than just simpliﬁcation orderings for comparing the left- and right-hand
sides of the rules, which is our current choice as a ‘practical’ framework for proving termination.
In this setting, the analysis of termination properties of the relation helps to understand why
the transformation C is not complete for proving simple termination of CSR. Note that, given a
TRS R and  ∈ MR, we have the following strict implications:
-ST(R) ⇔ SN(↪→ ∪ ↪→Emb(F)) if SN(↪→ ∪ →Emb(F)) if SN(→ ∪ →Emb(F)) ⇔ ST(R)
We have the following result.
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Theorem 12. Let R and  ∈ MR. Then, is terminating if and only if RC is simply terminating.
Thus, simple termination of the complete Giesl and Middeldorp’s transformation characterizes
termination of the relation rather than simple termination of CSR
We also have the following result.
Proposition 4. Let R be a TRS and  ∈ MR. If RsGM is simply terminating, then is terminating.
Remark 3.Theorem 12 and Proposition 4 are useful when-loops can be easily detected by looking
at the rules of the TRS. For instance, if there is a (ground) substitution  such that (r)∗(l) for
some rule l → r in R, then we immediately know that RsGM and RC are not simply terminating.
This is easily checked, for instance, in the TRSs of Examples 1, 15, etc.
Example 23 in Appendix B shows that Proposition 4 does not hold for transformations L, Z, FR,
or GM. On the other hand, completeness of a transformation  for proving termination of CSR
can be related to completeness of  for proving simple termination of CSR.
Proposition 5. Let R = (F ,R) be a TRS and M ⊆ MF . Let  be correct and complete regarding
termination w.r.t. M and such that (R ∪ Emb(F)) = R ∪ Emb(F) for all  ∈ M. Then, for all
 ∈ M, R is simply -terminating if and only if R is simply terminating.
Since (R ∪ Emb(F))L = RL ∪ Emb(FL ), Theorem 8 and Proposition 5 entail the following:
transformation L is complete for proving simple -termination of left-linear TRSs R whenever
 ∈ CoCMR.
Corollary 2. Let R be a left-linear TRS and  ∈ CoCMR. Then, R is simply -terminating if and
only if RL is simply terminating.
If  
∈ CoCMR, Corollary 2 does not hold: the TRS R in Example 5 is left-linear and  ∈
CMR − CoCMR;RL is not simply terminating. SinceRZ is simply terminating (see Example 6),R
is simply -terminating by Theorem 9. Hence, transformation L is not complete.
Also, in contrast to the results obtained in Section 4, using replacement maps  ∈ CoCMR to-
gether with left-linear TRSsR do not ensure completeness of the transformations Z, FR,GM, sGM
or C regarding proofs of simple termination of CSR:
(1) The TRS R of Example 4 is left-linear and  ∈ CoCMR. Since RL is simply terminating (see
Example 4), R is simply -terminating. However, as shown in Examples 21 and 22, RZ andRFR are not simply terminating.
(2) TheTRSR of Example 26 inAppendix B is left-linear and ∈ CoCMR. As shown in Example
26,RL is simply terminating. Then,R is simply-terminating. However, as shown in Example
26, RGM , RsGM , and RC are not simply terminating.
5.2. Simple termination of CSR with transformations
Regarding the power of Giesl and Middeldorp’s transformations for proving simple termination
of CSR, we note that, in contrast to Theorem 4, transformations sGM and GM are not equivalent
regarding proofs of simple termination ofCSR: Example 23 inAppendix B shows that simple termi-
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nation ofRGM does not imply simple termination ofRsGM orRC . However, we have the following
result.
Theorem 13. Let R be a TRS and  ∈ MR. If RsGM is simply terminating, then both RGM and RC
are simply terminating.
Example 24 in Appendix B shows that simple termination ofRC does not imply simple termina-
tion of either RsGM or RGM .
Unfortunately, when canonicalCSR is considered, the transformations exhibit deeper (practical)
drawbacks. The following theorem expresses this point.
Theorem 14. LetR be a left-linear TRS and  ∈ CMR. IfRC is simply terminating, thenR is simply
terminating.
Example 11 shows that, even with left-linear TRSs R, Theorem 14 does not hold if  
∈ CMR.
The theorem does not hold for non-left linear TRSs.
Example 17. Consider R and  as in Example 16. Note that  ∈ CMR. Although R is not (simply)
terminating, RsGM :
active(f(X,X)) -> mark(f(a,b)) mark(a) -> active(a)
active(b) -> mark(a) mark(b) -> active(b)
mark(f(X1,X2)) -> active(f(mark(X1),X2)) active(X) -> X
is simply terminating: the systemRsGM ∪ Emb(FsGM) can be automatically proved terminatingwith
AProVE. This implies simple termination of RsGM and, by Theorem 13, that of RC .
Theorem 14 does not hold for RGM (see Example 23). As a consequence of Theorems 11, 13, and
14, we have the following result.
Corollary 3. Let R be a left-linear TRS and  ∈ CMR. The following statements are equivalent.
(1) R is simply terminating,
(2)RsGM is simply terminating,
(3)RC is simply terminating.
We have the following consequence of Corollary 3, and Theorems 11 and 13:
Corollary 4. Let R be a left-linear TRS and  ∈ CMR. If RsGM or RC are simply terminating, then
RZ , RFR, and RGM are simply terminating.
As a simple consequence of Theorems 9 and 10, and Corollary 2, we have:
Corollary 5. Let R be a left-linear TRS and  ∈ CoCMR. If R, RZ , RFR, or RGM are simply termi-
nating, then RL is simply terminating.
The comparisons betweenGiesl andMiddeldorp’s transformations, Zantema’s, andFerreira and
Ribeiro’s transformation show that, in contrast to the general case, simple termination of RZ andRFR for a given TRS R and replacement map  are, in general, not comparable: Fig. 3 shows the
hierarchy of transformations regarding simple termination and Tables 1, 2, and 3 summarize the
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Fig. 3. The left diagram compares simple termination of the known transformations for TRSs R and  ∈ MR. Center
diagram compares them for left-linear TRSs R and  ∈ CMR. The right diagram compares them for left-linear TRSs R
and  ∈ CoCMR.
Table 1
Implications: ST(RA) ⇒ ST(R

B
) for  ∈ MR (italics) and counterexamples (bold)
A \ B ID L Z FR GM sGM C
ID E 5 T 11 T 11 T 11 & 13 T 11 T 11 & 13
L E 23 E 21 E 22 E 26 E 26 E 23
Z E 23 E 6 E 25 E 26 E 26 E 23
FR E 23 E 28 E 8 E 26 E 26 E 23
GM E 23 E 28 E 27 E 27 E 23 E 23
sGM E 17 E 17 & 16 E 10 E 10 T 13 T 13
C E 11 E 11 E 11 E 11 E 24 E 24
Table 2
Implications: ST(RA) ⇒ ST(R

B
) for R left-linear and  ∈ CMR
A \ B ID L Z FR GM sGM C
ID E 5 T 11 T 11 T 11 & 13 C 3 C 3
L E 23 E 21 E 22 E 26 E 26 E 23
Z E 23 E 6 E 25 E 26 E 26 E 23
FR E 23 E 28 E 8 E 26 E 26 E 23
GM E 23 E 28 E 27 E 27 E 23 E 23
sGM C 3 E 29 C 4 C 4 C 4 C 3
C C 3 E 29 C 4 C 4 C 4 C 3
results that establish the implications and also show that no arrow is missing in the corresponding
diagrams by pointing to appropriate counterexamples.
As the comparison of Figs. 2 and 3 shows, the hierarchy of the transformations is very different
when simple termination of CSR is considered.
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Table 3
Implications: ST(RA) ⇒ ST(R

B
) for R left-linear and  ∈ CoCMR
A \ B ID L Z FR GM sGM C
ID C 5 T 11 T 11 T 11 & 13 C 3 C 3
L E 23 E 21 E 22 E 26 E 26 E 23
Z E 23 C 5 E 25 E 26 E 26 E 23
FR E 23 C 5 E 8 E 26 E 26 E 23
GM E 23 C 5 E 27 E 27 E 23 E 23
sGM C 3 C 5 C 4 C 4 C 4 C 3
C C 3 C 5 C 4 C 4 C 4 C 3
5.3. DP quasi-simple termination and transformations
The notion ofDP quasi-simple termination introduced byGiesl, Arts andOhlebusch [27] general-
izes the notion of simple termination when termination proofs are attempted using the dependency
pair approach. It uses the notion of quasi-simpliﬁcation ordering (QSO). A QSO is a quasi-rewrite
orderingwhich has the (weak) subterm property, i.e., f(x1, . . . , xi, . . . , xk) xi for all k-ary symbols
f ∈ F and 1  i  k . In this section, we emphasize the use of QSOs as components of reduction
pairs by writing (,>) rather than (,).
Deﬁnition 4 (DP quasi-simple termination [27, Def. 4.1]). A TRSR is DP quasi-simply terminating
if for all cycles C in the estimated dependency graph there is an argument ﬁltering  and a reduc-
tion pair (,>) such that  is a quasi-simpliﬁcation ordering, (l)(r) for all rules l → r of R,
(u)(v) for all u → v ∈ C, and (u) > (v) for at least one u → v ∈ C.
DP quasi-simple termination generalizes simple termination:
Proposition 6. [27, Lemma 4.4] Every simply terminating TRS is DP quasi-simply terminating.
Of course, as noted in [27], DP quasi-simple termination is a strictly more general notion. This is
also reﬂected in our setting.
Example 18. Consider the TRS R in Example 15 together with (f) = {1} and (g) = ∅. Note
that  ∈ CMR; also note that R is not simply terminating. Thus, by Corollary 3, RC is not simply
terminating. However, the DP quasi-simple termination of RC can be proved with AProVE.
One could nowwonder whether considering theDP quasi-simple termination of the transformed
systems R (instead of simple termination) would make the hierarchy of transformations in Fig.
3 closer to diagrams of Fig. 2 (concerning termination). The following result shows that there are
-terminating TRSs R whose -termination can be proved by using transformations but whose
transformed TRSs R are not DP quasi-simply terminating for  ∈ {L,Z , FR,GM ,C}.
Proposition 7. Consider the following non-terminating TRS R:
f(0) -> cons(0,f(s(0))) p(s(X)) -> X
f(s(0)) -> f(p(s(0)))
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with (cons) = (p) = (s) = {1}. Then,R is not DP quasi-simply terminating for ∈ {L,Z , FR,
GM ,C}.
Quite surprisingly, RsGM for R and  as in Proposition 7 is DP quasi-simply terminating! A proof
of this claim can be obtained with AProVE. The CS-TRS in Proposition 7 shows that, even for left-
linear TRSs R that are supplied with a canonical replacement map , the transformations which
are supposed to provide the best results according to the central diagrams of Figs. 2 (concerning
termination) and 3 (for simple termination) fail when a proof of DP quasi-simple termination is at-
tempted. Speciﬁcally, the topmost position of transformation L in the rightmost diagram of Fig. 3 is
no longer valid in any comparison ofDPquasi-simple termination of the transformations (note that
R in Proposition 7 is left-linear and  ∈ CoCMR). In other words, this suggests that the hierarchy
of transformations regardingDP quasi-simple termination differ from the diagrams in Figs. 2 and 3.
Despite the formal result in Proposition 7, termination of R for R and  as in Proposition 7 can
be automatically proved for all transformations  by using AProVE or mu-term (except for the
complete transformation C, for which no proof is known yet). Furthermore, we have the following
fact.
Example 19. Consider R and  as in Proposition 7. Termination of RL can be proved by using the
reduction pair (,>) generated by the following polynomial interpretation
[f](X) = 0 [cons](X) = 0 [p](X) = 12X[0] = 1 [s](X) = 2X [F](X) = X
which is automatically computed by mu-term. Similar interpretations are obtained for RZ andRFR. Note the use of rational coefﬁcients in the interpretation (see [55] for a formal justiﬁcation of
the use of such polynomial interpretations). Note that p(0) / 0. This makes the quasi-ordering
incompatible with QSO’s weak subterm requirement.
5.4. Beyond DP quasi-simple termination
The previous discussion suggests that, nowadays, the notion of DP quasi-simple termination is
already too weak to capture the automation of termination proofs from a formal point of view.
Deﬁnition 4 was intended to “capture the TRSs for which an automated termination proof using
dependency pairs with the estimated dependency graph is potentially feasible (since virtually all quasi-
orderings that can be generated are QSOs)” [27]. Recent developments demonstrate that the current
state-of-the-art is far from DP quasi-simple termination. For instance: the notion of termination
transformer in the dependency pair framework [30]; the use of polynomial interpretations which do
not always generate QSO’s (as shown in Example 19), etc.
In the following section, we adopt a different approach (experimental, rather than theoretical) to
the analysis of the performance of the different transformations. Nevertheless, despite the fact that
simple termination is more restrictive than DP quasi-simple termination, we can point out some
interesting aspects which hopefully motivate the theoretical analysis given in this section:
• There is a formal notion of simple termination for CSR [35] which is very useful as a basic
reference notion.
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This is still missing for DP quasi-simply termination.
• Simple termination is modular for disjoint, constructor sharing, and composable combinations
of TRSs [33]. Furthermore, these results have a nice counterpart in CSR [34,35]. In contrast, DP
quasi-simple termination is modular only for disjoint unions of TRSs [27,60].
• Althoughwith the aforementioned practical limitations, the formal hierarchy of transformations
developed here is useful to design a termination expert for CSR based on the use of transforma-
tions (see Section 7 below).
6. Experiments
As part of the 2005 Termination Competition:
http://www.lri.fr/marche/termination-competition/2005
a big collection of termination examples (the Termination Problems Data Base, TPDB) was used
for this purpose. More than 750 TRSs were considered for the (TRS category of the) competition.
The rules of the competition can also be found on the previous URL. Let’s brieﬂy summarize its
speciﬁc setting:
(1) Six termination tools were used in the competition and were evaluated by a completely auto-
matic process. The tools were: AProVE1.2pre, CiME 2.02, Matchbox, TEPARLA, TPA, and
TTT. The speciﬁc versions of the tools that were used in the competition as well as links to
more detailed information about them (bibliographical references, links to main pages, etc.)
can be retrieved from the web page of the competition.
(2) Each tool was available as an executable that took as argument the name of a ﬁle describing
a termination problem. The tool ran without any user interaction, and the answer was ﬁnally
printed on the standard output.
(3) The input ﬁles used the common format of the TPDB, which is available here:
http://www.lri.fr/marche/tpdb/format.html.
(4) The answer started by either YES or NO, meaning that the given rewrite system was termi-
nating (respectively, not terminating) under the STRATEGY given in the input ﬁle.
(5) If there was no strategy annotation, strong termination was taken as the default. This text
YES or NO should be followed by a proof or proof sketch in English of the claimed result.
(6) Any output not starting with YES or NO was considered as DON’T KNOW. For every ter-
mination problem the maximal CPU time allowed was deﬁned to be 60 seconds. If a tool was
still running when this maximal CPU time was reached, its process was killed.
(7) A score table is presented for each category, giving one point for each (correct) answer. The
CPU time is also listed in the score table; the generated proofs or proof sketches are accessible
from the web page.
The results of the experiments are reported here:
http://www.lri.fr/˜marche/termination-competition/2005/webform.cgi?command=trs
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As part of the TPDB, 150 examples were obtained by applying the transformations discussed in
this paper to a number of termination problems for CSR. These are described and available in the
following WWW page:
http://www.dsic.upv.es/slucas/csr/termination/examples
We considered P = 39 -termination problems that were obtained from about 20 different ref-
erences in the literature which are also given in the previous site. Viewed as TRSs, these systems
are all non-terminating. Given one of such CS-TRS (R,), we used mu-term to obtain ﬁve TRSs
RL ,RZ ,RFR,RGM , andRC (the transformation sGM was not considered in the experiment). After
discarding the already known non-terminating systems from these 5 × 39 = 195 TRSs, a set of 150
transformedTRSswas obtained. Overall, 6 × 150 = 900 experiments were performed. According to
the rules of the competition, each termination toolwas executedon each example in a fully automatic
way. We believe that this provides quite a fair setting for our experimental analysis of performance.
In the following, we summarize the results of the experiments and offer some conclusions.
6.1. Experimental data and processing of the results
The web site that collects the data regarding the behavior of each transformation  on each
example (R,)i, for 1  i  P , has been used to compute the following basic information:
(1) We compute the number n,i of tools that succeeded in giving a proof of termination of R
for the i-th CS-TRS (R,)i . Note that 0  n,i  6.
(2)Whenever n,i /= 0, we compute the average time t,i =
∑6
j=1 tij
n,i
which was necessary to obtain
such a positive answer. The values for tij are obtained from the competition WWW page; if a
tool j, 1  j  6 did not succeed on the transformed system, we assume tij = 0. If n,i = 0, we
assume t,i = 0.
According to this basic information, we consider:
(3) The number S = |{i ∈ {1, . . . , P } | n,i /= 0}| of solved examples by the transformation and
the number N =∑Pi=1 n,i of total successful attempts (considering different tools) of suc-
cessful proofs for a transformation .
 : L Z FR GM C
S: 11 21 18 18 17
N: 61 74 60 69 55
(2) The sum t =∑Pi=1 t,i of average times t,i on the whole set of problems. This can be thought
of as the total (mean) time which was required to give the obtained positive answers. Provided
that S > 0, we then compute the average time T  = t/S that it took to get back a positive
answer on a successful example. This is the meaningful indicator. If S = 0, we let T  = ∞.
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 : L Z FR GM C
T  : 0,30 1,42 1,65 2,76 9,12
(3) The ratio %S = SS between the number S of solved examples for  and the number
S = |{i ∈ {1, . . . , P } | ∃ ∈ {L,Z , FR,GM ,C}, n,i /= 0}|
of problems which were solved by using some transformation (in our experiment S = 32).
Note that %S provides an indicator which is (conveniently) more independent than S from
the total number of considered examples, thus deserving a more self-contained interpretation
of the experimental results. We also consider the ratio %N = N6×S between the number of
successful proofs and the maximum number of successful proofs for .
 : L Z FR GM C
%S: 34% 66% 56% 56% 53%
%N: 92% 59% 56% 64% 54%
According to this analysis, we can conclude the following:
(1) Zantema’s transformation is the most successful technique on the considered set of problems:
we have %SZ > %SFR = %SGM > %SC > %SL. Lucas’ transformation, then, is the least suc-
cessful.
(2) Lucas’ transformation is the easiest one to be tried with a given termination tool: %NL >
%NGM > %NZ > %NFR > %NC . On the other hand, the completeGiesl andMiddeldorp trans-
formation is the hardest one.
(3) Lucas’ transformation is the quickest one in giving back a positive answer (if any): T L < T Z <
T FR < T GM < T C . On the other hand, the complete Giesl and Middeldorp transformation is
the slowest one.
6.2. Experimental comparison of the transformations
Although the previous empirical results provide interesting information about the performance
of each transformation, it is useful to give the experimental results in a ‘logical’ form. In this sec-
tion, we deal with this task. We have investigated the combined use of two transformations. As we
demonstrate, the combination of two transformations are already (almost) 100% successful; thus,
we do not consider combinations of three or more transformations.
A number S,i ∈ {0, 1} tells us whether transformation proves termination of the i-th problem
or not. The value S,i + S′,i represents the overlap of success of transformations  and ′ when
applied to the same problem i. Then, we compute the number S,′ = |{i | S,i + S′,i /= 0}| of
-termination problems which can be solved by using  or ′, and the ratio %S,′ = S,′S
between the number of solved -termination problems for  or ′ and the number of problems
which were solved by using a transformation:
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,′ L,Z L,FR L,GM L,C Z,FR Z,GM Z,C FR,GM FR,C GM,C
S,′ 26 23 20 20 22 31 30 31 29 21
%S,′ 81% 72% 63% 63% 69% 97% 94% 97% 91% 66%
According to these results, we see that the combination of either Zantema’s or Ferreira and Ribe-
iro’s transformations, and Giesl and Middeldorp’s transformation GM covers almost all successful
examples for the considered set of problems: %SZ ,GM = %SFR,GM = 97%. We can also use this in-
formation to obtain an experimental relationship between transformations.
(1) We write  E⇒ ′ if ∀i, S,i  S′,i, i.e., whenever  succeeds on an example, ′ also does.
Note that, if we interpret numbers 0 and 1 as False and True, respectively, we could rephrase
the property in the following logical form: ∀i, S,i ⇒ S′,i .
(2)We also write  ‖E ′ if ∀i, S,i + S′,i  1, i.e., transformations  and ′ never succeed on
the same example and they can be considered as complementary. Again, we could rephrase the
property in the following logical form: ∀i, ((S,i ⇒ ¬S′,i) ∧ (S′,i ⇒ ¬S,i)).
Now for ,′ =
{
0 if S = 0
S,′−S′
S
if S /= 0 , we have the following facts.
Proposition 8. We have that 0  ,′  1.
Proposition 9. We have:
(1) ,′ = 0 if and only if  E⇒ ′.
(2) ,′ = 1 if and only if  ‖E ′.
Therefore, the value of ,′ can be interpreted as the degree of complementarity (or inde-
pendence) of transformations  and ′. Note that, if ,′ = 1, i.e.,  and ′ are complemen-
tary (according to Proposition 9), then ,′ = ′,: if ,′ = 1, then S,′ − S′ = S, i.e.,
S,′ − S = S′ . Since S,′ = S′,, we then have S′ ,−SS′ = 1 = ′,.
The following table collects the values of,′ for all possible combinations of transformations.
,′ L,Z L,FR L,GM L,C Z,FR Z,GM Z,C FR,GM FR,C GM,C
,′ 0,45 0,45 0,18 0,27 0,19 0,62 0,62 0,72 0,67 0,22
′, 0,71 0,67 0,50 0,53 0,06 0,56 0,53 0,72 0,65 0,18
We write SN(R)
p%⇒ SN(R′) if 1 −,′ ≥ p100 . Then, according to the table above:
SN(RFR)
90%⇒ SN(RZ )
Moreover, since all tested TRSs are non-terminating, SID = 0, SID, = S, and ID, = 0 for
all transformation  ∈ {L,Z , FR,GM ,C}. Then, we can also say that SN(RID)
p%⇒ SN(R) for all
0  p  100 and  ∈ {L,Z , FR,GM ,C}.
Interestingly, when we apply the previous criteria to the subset of examples for which R is left-
linear and  ∈ CMR, we obtain the following results (for P ′ = 32 and S ′ = 26):
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,′ L,Z L,FR L,GM L,C Z,FR Z,GM Z,C FR,GM FR,C GM,C
′
,′ 0,45 0,45 0,18 0,27 0,16 0,63 0,63 0,71 0,71 0,07
′
′, 0,68 0,65 0,36 0,43 0,06 0,50 0,50 0,64 0,64 0,07
Then, according to the previous criteria, we have:
SN(RFR)
90%⇒ SN(RZ ) SN(RGM) 90%⇒ SN(RC) SN(RC) 90%⇒ SN(RGM)
Since the subset of examples for which R is left-linear and  ∈ CoCMR, is quite small (P ′′ = 12
and S ′′ = 11), we do not consider them further.
7. An expert for proving termination of CSR by using transformations
In this section, we use the previous results and experimental analysis to propose a procedure to
combine the different transformations for proving termination of CSR. Fig. 4 summarize our ideas
which are developed below:
(1) If R is left-linear (denoted LL(R) in Fig. 4) and  ∈ CMR, then:
(a) If R is conservative, test termination of RL because transformation L is correct and com-
plete in the current setting and allows for the fastest proofs.
Fig. 4. Decision graph for proving termination of CSR by transformation.
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(i) If RL is proved terminating, then return YES.
(ii) If RL is proved non-terminating, then return NO.
(iii)Otherwise, go to 1b.
(b) If R is not conservative, test termination of RGM because transformation GM is correct
and complete in the current setting. We prefer transformation GM to transformation C
(which is also complete, but slower) and, furthermore, we will not consider C further be-
cause it is experimentally equivalent to GM in the current setting (SN(RGM)
90%⇒ SN(RC)
and SN(RC)
90%⇒ SN(RGM)).
(i) If RGM is proved terminating, then return YES.
(ii) If RGM is proved non-terminating, then return NO.
(iii)Otherwise, test termination of RZ because it is the most successful one and quite
complementary w.r.t. RGM . Although transformation FR is also complementary
w.r.t. RGM , it is ‘experimentally less powerful’ than transformation Z (SN(RFR)
90%⇒
SN(RZ )).
(A) If RZ is proved terminating, then return YES.
(B) If RZ is proved non-terminating, or it could not be proved or disproved termi-
nating, then STOP. Probably no other transformation will improve the result.
(2) If R is not left-linear or  
∈ CMR, test termination of RZ because it is the most successful
and fastest one. In the current setting, we follow the leftmost diagram in Fig. 3 (also taking
into account Proposition 7). Thus, we consider transformations Z, FR, GM and C as being ‘at
the same level in practice’. Transformation L is not considered anymore because the exper-
iments show that it only succeeded on left-linear and conservative systems with a canonical
replacement map (which is out of the current setting). The prioritary criterion now is the rate
of success %S (where %SZ > %SFR = %SGM > %SC) and the speed of the transformation T 
(where T Z < T FR < T GM < T C).
(a) If RZ is proved terminating, then return YES.
(b) IfRZ is proved non-terminating, or it could not be proved or disproved terminating, then
test termination ofRGM because transformation FR is ‘experimentally less powerful’ than
Z (SN(RFR)
90%⇒ SN(RZ )).
(i) If RGM is proved terminating, then return YES.
(ii) If RGM is proved non-terminating or could not be proved or disproved terminating,
then test termination of RC because it is a complete transformation.
(A) If RC is proved terminating, then return YES.
(B) If RC is proved non-terminating, then return NO.
(C)Otherwise, STOP. Probably no other transformation will improve the result.
Of course, this procedure could be complemented or extended by using all transformations which
are missing through the different paths.
Our results can also be used to adopt speciﬁc decisions or give feedback when a semiautomatic
(i.e., user-assisted) proof of termination is attempted. For instance, simpliﬁcation orderings should
not be used to orient the rules of RsGM or RC in proofs of canonical -termination of a left-linear
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TRSR (see Corollary 3). This is critically truewhen (as usual in typical applications ofCSR) a proof
of canonical -termination of a nonterminating TRS is attempted. Then, some kind of auxiliary
technique must be additionally used to make them suitable. The tool could warn the user about
those situations.
8. Conclusions
We have proved that termination of canonical CSR implies top-termination for left-linear TRSs
(Theorem 6). Termination of canonical CSR of R ∪ Emb(F) characterizes simple termination of
left-linear TRSs R (Corollary 1).
Also, when considering left-linear TRSs and canonical replacement maps, we have proven that
Giesl and Middeldorp’s transformations GM and sGM are complete for proving termination of
CSR (Theorem 7); if conservativeness is additionally fulﬁlled, then Lucas’ transformation is also
complete (Theorem8). Even under these conditions, Zantema’s andFerreira andRibeiro’s transfor-
mations remain incomplete. These results are summarized as twonewhierarchies of transformations
(depicted in Fig. 2), which complement a previous hierarchy by Giesl and Middeldorp [29].
As for unrestricted rewriting, the notion of simple termination of CSR [35] provides a unifying
(although quite limited) framework for proving termination ofCSR in practice by, e.g., using simpli-
ﬁcation orderings after applying transformations. For the ﬁrst time, we have investigated a notion
of completeness of the transformations regarding proofs of simple termination of CSR. We have
proved that Giesl and Middeldorp’s transformation GM is correct for proving simple termination
of CSR (Theorem 10). We found that Giesl and Middeldorp’s transformation C is not complete for
proving simple termination of CSR in the following sense: there are simply -terminating TRSs R
whose transformed system RC is not simply terminating. In fact, we prove that simple termination
of TRSs obtained from transformation C characterizes a termination notion which is strictly less
restrictive than simple termination of CSR (Theorem 12). We have given conditions ensuring that
Lucas’ transformation is complete for proving simple termination of CSR (Corollary 2).
We have compared the different transformations regarding simple termination. Although unde-
cidable, simple termination copes with the use of most usual orderings for automatically proving
termination of rewriting. Furthermore, simple termination (of CSR) has interesting modularity
properties. In sharp contrast with Giesl and Middeldorp’s results for termination of CSR, the
transformations Z, FR, C and GM are not comparable with regard to simple termination of CSR
(see Table 1 for pointers to speciﬁc examples). Also, in sharp contrast with Giesl and Middeldorp’s
results, we show that transformation C is strictly less powerful than GM, Z, or FR when canonical
replacement maps are considered (Corollary 4). Giesl and Middeldorp noticed that, even though
their transformations subsume the others (see the leftmost diagram of Fig. 2), the latter ‘may still
be useful for the purpose of automation’ [28]. This is true, indeed, and Fig. 3 provides a new hier-
archy of the transformations which is helpful for guiding their practical use in combination with
simpliﬁcation orderings.
We have also discussed the use of the notion of DP quasi-simple termination to compare the
performance of the transformations. We found that even for this more general notion, transforma-
tions donot reach the ‘ideal’ hierarchies depicted inFig. 2. Furthermore, the completeness properties
which are valid for some transformations in the case of termination or simple termination are not
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longer valid with DP quasi-simple termination (Proposition 7). In fact, we argue that, currently,
it is very difﬁcult to provide a suitable theoretical notion of termination which formally captures
the current state-of-the-art of automatic termination proofs in a simple way. Both simple and DP
quasi-simple termination are already quite limited in this sense. Still, the formal hierarchies of trans-
formations developed here are useful to design a termination expert for CSR based on the use of
transformations.
We provide the ﬁrst experimental comparison of the different transformation techniques. The
experimental results considered here are based on the competition of termination tools which was
organized during 2005 and which was reported at RTA’05. The participating tools run far be-
yond simple or DP quasi-simple termination to obtain the termination proofs. We have used these
experiments to obtain experimental relationships between transformations.
We have combined the previous results and experimental analysis to propose an speciﬁc proce-
dure to automatically prove termination of CSR by using transformations (see Fig. 4). Our results
have been used to implement the automatic ‘expert’ to guide the application of the different trans-
formations for proving termination of CSR which is part of the current version of mu-term.
Future work
There are termination notions that capture interesting aspects of automatic termination proofs
which could deserve further research following the schema initiated here. For instance, CE -termina-
tion4 [33] plays an important role in some advanced termination tools like CiME [63], and which
has interesting modularity properties ([33], see also [60]) and also has been generalized to CSR
[34,35].
The interaction of transformations with such elaborated notions of termination (e.g., CE -termi-
nation) should probably be investigated further.
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Appendix A. Proofs
The following results about CSR are often used without any explicit mention.
Proposition 10 [47]. Let t ∈ T (F ,X ) and p = q.q′ ∈ Pos(t). Then p ∈ Pos(t) iff q ∈ Pos(t) ∧ q′ ∈
Pos(t|q)
The following proposition establishes that the replacing nature of a position within a term does
not depend on the context surrounding that position. Here, the chain of symbols lying on posi-
tions above/on p ∈ Pos(t) is prefixt() = root(t), prefixt(i.p) = root(t).prefixti (p). The strict preﬁx
spreﬁx is sprefixt() = , sprefixt(p.i) = prefixt(p).
4 In [33], the property was called termination preserving under nondeterministic collapsing.
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Proposition 11 [47]. If p ∈ Pos(t) ∩ Pos(s) and sprefixt(p) = sprefixs(p), then p ∈ Pos(t) ⇔ p ∈
Pos(s).
Proofs of Section 3
Theorem 1. Let R be a TRS and  ∈ MR. If R is terminating, then RZ is terminating.
Proof. Let R = (F ,R) and recall that the rules in RZ = (FZ ,RZ ) can be partitioned into two
subsets of rules: RZ = SZ ∪ T Z (see Section 3.2).
Note that T Z = (FZ , T Z ) is terminating: use an rpo with precedence activate > f > f ′ for all
symbols f , f ′ ∈ FZ . Let ϕZ : T (FZ ,X ) → T (F ,X ) be:
• ϕZ(x) = x, if x ∈ X .
• ϕZ(f(t1, . . . , tk)) = f(ϕZ(t1), . . . ,ϕZ(tk)), if f ∈ F ,
• ϕZ(f ′(t1, . . . , tk)) = f(ϕZ(t1), . . . ,ϕZ(tk)), if f ∈ F , and
• ϕZ(activate(t)) = ϕZ(t).
Note that given t, s ∈ T (FZ ,X ), if t →SZ s, then ϕ(t) →R ϕ(s) and whenever t →T Z s, then
ϕ(t) = ϕ(s). Assume that RZ is not terminating. Then, there is an inﬁnite sequence
A : t1 →RZ t2 →RZ · · · →RZ tn →RZ · · ·
Since →RZ =→SZ ∪ →T Z and T

Z is terminating, A contains an inﬁnite number of →SZ -steps.
Then, A induces a sequence
B : ϕZ(t1) →=R ϕZ(t2) →=R · · · →=R ϕZ(tn) →=R · · ·
with an inﬁnite number of →R-steps, which contradicts termination of R. 
Proofs of Section 4
Proposition 12 [47]. Let R = (F ,R) be a left-linear TRS, l ∈ L(R) and  ∈ CMR. If t →∗ (l),
for some substitution , then there is a substitution  such that t ↪→∗ (l) and, for all x ∈ Var(l),
(x) →∗ (x).
Theorem6.LetR be a left-linearTRSand ∈ CMR. IfR is-terminating, thenR is top-terminating.
Proof. If R = (F ,R) is not top-terminating, then there exists a term t that originates a sequence A
having an inﬁnite number of reductions at top. Then, we can write
A : t →∗ 1(l1) → 1(r1) →∗ 2(l2) → 2(r2) → · · · → n(ln) → n(rn) → · · ·
for li → ri ∈ R and matchings i for i ≥ 1. By Proposition 12, we have
A′ : t ↪→∗ ′1(l1) ↪→ ′1(r1) →∗ 1(r1) →∗ 2(l2) → 2(r2) → · · ·
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By repeatedly applying Proposition 12 to the subsequence of A′ starting from ′1(r1), it follows that
each application of a rule at the top increases the -derivation A′ starting from t by at least a
reduction step. Thus, we obtain an inﬁnite -rewrite sequence that contradicts -termination of
R. 
Lemma 1.LetR=(F ,R)beaTRS,∈MF and t, s, u ∈ T (F ,X ). If t > ∗ s →Emb(F) u, then t
→Emb(F)
t|i∗u for some i ∈ {1, . . . , ar(root(t))}.
Proof. Since t > ∗ s, root(t) = root(s) = f and u = s|i for some i ∈ {1, . . . , ar(f)}.Clearly, t|i∗s|i =
u. Then, t
→Emb(F) t|i∗u. 
Proposition 2. Let R be a TRS and  ∈ MR. If  is not terminating, then there is an inﬁnite
-sequence containing an inﬁnite number of ↪→-steps.
Proof. Given an inﬁnite-sequence A : t1 t2 · · · which only contains a ﬁnite number of -
steps, we can obtain an inﬁnite sequence containing an inﬁnite number of
-steps: given an index n
such that for all i ≥ n each-step ti pi ti+1 in A only contracts redexes at depth |pi| ≥ Dn for some
maximalDn ∈ N, there is a position pn such that tn|pn starts an inﬁnite rewrite sequence with at least
a-step at the top position . Then, we just need to use some projection steps (i.e., →Emb(F)-steps)
on tn to introduce at least a new
-step:
A′ : t1 t2 · · · tn →+Emb(F) tn|pn∗s
 s′ · · ·
By iterating this process on A′, we get an inﬁnite-sequence:
B : s1 > ∗ s′1  s2 > ∗ s′2 · · · sn > ∗ s′n  sn+1 · · ·
Now, if no-sequence contains an inﬁnite number of ↪→-steps, then the repeated use of Lemma 1
on a sequence likeB, where s′i
 si+1 ⇔ s′i →Emb(F) si+1 would lead to obtaining an inﬁnite sequence
of →Emb(F)-steps, which contradicts termination of →Emb(F). 
Proposition 3. Let R be a TRS. If R ∪ Emb(F) is top-terminating, then R is simply
terminating.
Proof. By contradiction. Since →= ↪→ , we have that  =→R∪Emb(F). If R is not simply
terminating, then  is not terminating. Then, by Proposition 2, there is an inﬁnite  =→R∪Emb(F) sequence containing an inﬁnite number of root-steps, i.e., R ∪ Emb(F) is not
top-terminating. 
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In the following result, we write  to denote the (obviously well-founded) -replacing subterm
relation, i.e., s  t if s = C[t]p , and p ∈ Pos(s)− {}.
Lemma 2. Let  be a binary relation on T ⊆ T (F ,X ) and  ∈ MF . If  is closed under
-replacing contexts and well-founded on T , then >= (∪ )+ is a well-founded strict ordering
on T.
Proof. We adapt the proof of Lemma 7.2.4 in [60] to the context-sensitive case. Transitivi-
ty is immediate by deﬁnition. We show well-foundedness of >, which also implies irreﬂex-
ivity. Assume that > is not well-founded. Then, there is an inﬁnite sequence t1 > t2 > · · ·
which contains an inﬁnite number of -steps (otherwise, there would be an inﬁnite number of
-steps which contradicts well-foundedness of ). Since  is closed under -replacing con-
texts, C[s]p  s  t implies C[s]p  C[t]p  t for each p ∈ Pos(C[s]p ). Therefore, we can push
back each -step, thereby obtaining an inﬁnite -sequence, which contradicts well-foundedness
of . 
Proposition 13. Let R = (F ,R) be a left-linear TRS,  ∈ CMR, and ′ = f. iff ∈ F then (f)
else {1}. Then, RsGM is ′-terminating if and only if RsGM is terminating.
Proof. The if part is obvious. For the only if part, ﬁrst we note that ′ ∈ CMRsGM . We prove, by
induction on the ordering = ↪→RsGM (′) ∪ ′ (which is well-founded by Lemma 2) that whenever
t ∈ T (FsGM ,X ) starts an inﬁnite rewrite sequence in RsGM , it also starts an inﬁnite ′-rewrite se-
quence in RsGM . The base case is immediate: by construction of RsGM all constant (or variable)
terms are normal forms.
Now consider the inﬁnite sequence A : t = t1 → t2 → · · · → tn → tn+1 → · · · inRsGM . By Theo-
rem 6,RsGM is top-terminating, Thus, we can assume that tn = (l) → (r) = tn+1 is the last -step
issued in A (using a rule l → r ∈ RsGM ). By Proposition 12, we can write t ↪→∗′ ′(l) ↪→′ ′(r) and
′(r) →∗ (r) for some substitution ′. We can also assume that A does not contain -steps that use
the ruleactive(x) → x; otherwise, we can deﬁne an inﬁnite rewrite sequenceA′ that does not have
them: let i be the index of the ﬁrst-step in A that use such a rule. Then, ti = active(si) and ti+1 =
si for some term si . We let A′ : t = t1 → t2 → · · · → ti → active(ti+2) → active(ti+3) → · · ·.
We recursively apply this procedure to the inﬁnite subsequence that starts with ti+2 to ‘standarize’
the whole derivation in that way. Therefore, by construction of RsGM , we can assume that r 
∈ X .
Hence, ′(r) starts an inﬁnite derivation ′(r) >−→∗ (r) = tn+1 → · · · that does not contain -steps.
Hence, there exists an immediate subterm u = s|i of s = ′(r) that initiates an inﬁnite rewrite se-
quence. By I.H. (note that t  ′(r)  u), u also initiates an inﬁnite′-rewrite sequence.Nowwe note
that, by construction ofRsGM , and since r 
∈ X , it must be root(r) = root(′(r)) ∈ {active,mark}.
Therefore, we have that i = 1. Since ′(active) = ′(mark) = {1}, t also initiates an inﬁnite ′-
rewrite sequence t ↪→∗′ ′(l) ↪→′ ′(r)[u]1 ↪→′ · · · Therefore, we have an inﬁnite decreasing se-
quence t  ′(l)  ′(r)[u]1  u  · · · which contradicts well-foundedness of . 
In the following results, we use sM to refer to the rules deﬁning mark in transformation sGM.
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Lemma 3. LetR = (F ,R) be a TRS,  ∈ MF , ′ = f. iff ∈ F then (f) else {1}, and t, s ∈ T (F).
If t ↪→R() s, then mark(t)↓sM ↪→+RsGM (′) mark(s)↓sM.
Proof. Implicit in the proof of Lemma 1 in [28]. 
Proposition 14. Let R = (F ,R) be a TRS,  ∈ MF , and ′ = f. iff ∈ F then (f) else {1}. Then,
R is -terminating if and only if RsGM is ′-terminating.
Proof. For the if part, assume that there is an inﬁnite-rewrite sequence inR. By Lemma 3, this im-
plies the existence of an inﬁnite ′-rewrite sequence inRsGM , thus contradicting the ′-termination
of RsGM .
For proving the only if part, we proceed as in the proof of Theorem 1. We can partition RsGM
into two subsystems SsGM ∪ T sGM , where SsGM contains the rules active(l) → mark(r) in RsGM
obtained by transforming the original rules l → r in R, and T sGM contains all other rules in RsGM .
Note that T sGM is terminating: use an rpo induced by precedence mark > active and mark > f
for all f ∈ F .
We use the mapping ϕsGM given by ϕsGM(active(t)) = ϕsGM(t), ϕsGM(mark(t)) = ϕsGM(t),
and
ϕsGM(f(t1, . . . , tn)) = f(ϕsGM(t1), . . . ,ϕsGM(tk))
iff ∈ F .Obviously, each′-rewriting step t ↪→′ s inSsGM maps intoa-rewriting stepϕsGM(t) ↪→
ϕsGM(s) in R and each ′-rewriting step t ↪→′ s in T sGM yields ϕsGM(t) = ϕsGM(s). Since T sGM is
terminating, an inﬁnite sequence t1 ↪→′ t2 ↪→′ · · · ↪→′ tn ↪→′ · · · in RsGM implies the existence
of an inﬁnite -rewrite sequence in R contradicting the -termination of R. 
Theorem 7. Let R be a left-linear TRS and  ∈ CMR. If R is -terminating, then both RGM and
RsGM are terminating.
Proof. LetR = (F ,R) and′ = f. iff ∈ F then (f) else {1}. By Proposition 14,RsGM is′-ter-
minating. By Proposition 13, RsGM is terminating. By [29, Theorem 48], RGM is also
terminating. 
Regarding Lucas’ transformation, replacing positions of t and positions of 
(t) can be related by
the bijective function ,t : Pos(t) → Pos(
(t)) as follows: ,t() =  if t ∈ X , and ,t(i.p) =
|{1, . . . , i} ∩ (root(t))|.,t|i (p), if t 
∈ X . We write t instead of ,t when the replacement map  is
clear from the context.
Proposition 15. [46] Let F be a signature, t ∈ T (F ,X ) and  ∈ MF . If p ∈ Pos(t), then 
(t|p ) =

(t)|t(p).
Proposition 16. Let F be a signature and  ∈ MF . Let l, t ∈ T (F ,X ) be such that l is linear and
PosF (t) ⊆ Pos(t). Let  be a substitution on T (F,X ). If 
(t) = (
(l)), then there exists a
substitution  on T (F ,X ) such that t = (l). and, for all x ∈ Var(l), (x) = 
((x)).
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Proof. By structural induction on t. If t is either a variable or a constant, then 
(t) also is. If
t = x ∈ X , then l = y ∈ X and (y) = x. Then,  = {y → x} and (y) = 
((y)). If t is a con-
stant c, then either l = y ∈ X or l = c. Then, (
(l)) = c, and we can just let either (y) = c (if
l = y) or  = idT (F ,X ).
Let t = f(t) with ar(f) = k . We consider two cases: if l = x ∈ X , we just deﬁne  to be  = {x →
t}. Otherwise5 , since 
(t) = (
(l)), we can write l = f(l). We have 
(f(t)) = f(
(t(f))) =
f((
(l(f)))). Therefore, we have 
(ti) = (
(li)) for i ∈ (f). Since every subterm l|p of l is
also linear andPosF (l|p ) ⊆ Pos(l|p ) holds (use structural induction), we can assume (by I.H.) that
there are substitutionsi for i ∈ (f) such that ti = i(li). Byhypothesis,wehave li ∈ X for i 
∈ (f).
Therefore, we deﬁne substitutions i = {li → ti} for j 
∈ (f). Now we take  = ∪i∈{1,...,k}i . Since
each ti is a linear term,Dom(i) ∩Dom(j) = ∅whenever i /= j, i.e., the construction is correct. 
In the following, given terms t, s ∈ T (F ,X ) and  ∈ MF , we write t≡
s if 
(t) = 
(s).
Proposition 17. Let R = (F ,R) be a left-linear TRS and  ∈ CoCMR. Let R = (F,R) be the
contraction ofR. If 
(t) q→ 
(s), by using a rule  inR, then there exists s′≡
s and p ∈ Pos(t)
such that q = t(p) and t↪→s′ using the rule  in R.
Proof. If 
(t) → 
(s), then 
(t′) = 
(t)|q = (
(l)) for some rule  : l → r ∈ R and substitu-
tion  : X → T (FL ,X ). By Proposition 16, we get t′ = (l) for some substitution . FromProposi-
tion 15, t′ = t|p , p ∈ Pos(t), where q = t(p) and, by taking s′ = t[(r)]p , we have t p↪→ s′ using rule
. Now, we only need to prove that s′≡
s. SinceR is-conservative, Var(
(r)) ⊆ Var(
(l)). Then,
the application of  to 
(r) is uniquely determined by thematching condition 
(t)|q = (
(l)).
Thus, 
(s) = 
(t)[(
(r))]q = 
(s) = 
(t)[
((r))]q = 
(s′). 
Theorem8.LetRbe a left-linearTRSand ∈ CoCMR. IfR is-terminating, thenRL is terminating.
Proof. If RL is not terminating, then there exists an inﬁnite rewrite sequence t1 → t2 → · · · →
tn → tn+1 → · · · in RL . Given ti → ti+1 for i ≥ 1, by Proposition 17, for each term si such that
ti = 
(si) there is a term si+1 such that si ↪→ si+1 and ti+1 = 
(si+1). Since 
 is surjective, for each
t ∈ T (FL ,X ), there is s ∈ T (F ,X ) such that t ∈ 
(s). Therefore, we obtain an inﬁnite -rewriting
sequence s1 ↪→ s2 ↪→ · · · ↪→ sn ↪→ sn+1 ↪→ · · · in R. Then, R is not -terminating. 
Proofs of Section 5
Lemma 4. [29, Lemma 13] Let R = (F ,R) be a TRS,  ∈ MF and t, s ∈ T (F). If t ↪→ s, then
mark(t)↓M →+RGM mark(s)↓M.
Proposition 18. Let R = (F ,R) be a TRS,  ∈ MF and t, s ∈ T (F). If t (↪→ ∪ ↪→Emb (F)) s, then
mark(t)↓M →+RGM∪Emb(FGM ) mark(s)↓M.
5 In the proof of this Proposition, we do not need to consider the particular bindings in . Moreover, we do not impose
that  be the identity out of Var(l).
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Proof. If t ↪→ s, then by Lemma 4, mark(t)↓M →+RGM∪Emb(FGM ) mark(s)↓M.
If t ↪→Emb(F) s, then t = C[f(t1, . . . , ti, . . . , tk)]p for some p ∈ Pos(t) and s = C[ti]p for some
i ∈ (f). Then, we have
mark(t)↓M = mark(C[ ])↓M[h([t1]f1 ↓M, . . . , [ti]fi ↓M, . . . , [tk ]fk ↓M)]p
= mark(C[ ])↓M[h([t1]f1 ↓M, . . . ,mark(ti)↓M, . . . , [tk ]fk ↓M)]p
→Emb(FGM ) mark(C[ ])↓M[mark(ti)↓M]p= mark(s)↓M
where h = fa if f ∈ D and h = f if f ∈ C. 
Theorem 10. Let R be a TRS and  ∈ MR. If RGM is simply terminating, then R is simply
-terminating.
Proof. By contradiction. If R is not simply -terminating, then there is an inﬁnite ground (↪→
∪ ↪→Emb (F))-sequence which, by Proposition 18, contradicts simple termination of RGM . 
Theorem 11. Let R be a TRS and  ∈ MR. If R is simply terminating, then RZ , RFR, and RsGM are
simply terminating.
Proof.
(1) RegardingRZ , we proceed as in the proof of Theorem 1: we partitionRZ ∪ Emb(FZ ) into two
parts: SZ and T Z ∪ Emb(FZ ). Note that T Z ∪ Emb(FZ ) is also terminating: use the same rpo
described in the proof of Theorem 1. Now, each rewriting step t →T Z ∪Emb(FZ ) s implies that
ϕZ(t) →=Emb(F) ϕZ(s). By reasoning as in the proof of Theorem 1, termination of T

Z ∪ Emb(FZ )
permits giving the desired proof by contradiction.
(2)Regarding RFR, we proceed as above: use the mapping ϕFR = ϕZ and the partition of RFR
into SFR and T FR. The TRS T FR is also terminating: use the same rpo described in the proof of
Theorem 1; in fact, T FR ∪ Emb(FFR) is terminating too.
(3) Finally, regarding RsGM , we use the mapping ϕsGM in proof of Proposition 14 and proceed
similarly. 
Lemma 5. [29, Lemma 25] Let R = (F ,R) be a TRS,  ∈ MF , and t, s ∈ T (FC ). We have
proper(t) →+RC ok(s) if and only t = s and t ∈ T (F).
Lemma 6. [29, Lemma 26] Let R = (F ,R) be a TRS,  ∈ MF , and t ∈ T (F). We have t ↪→ s if and
only if active(t) →+RC mark(s).
Proposition 19.LetR = (F ,R), ∈ MF ,and t, s ∈ T (F). If t s, thentop(active(t)) →+RC∪Emb(F)
top(active(s)).
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Proof. If t →Emb(F) s, then top(active(t)) →Emb(F) top(active(s)). On the other hand, if
t ↪→ s, we have:
top(active(t)) →+RC top(mark(s)) by Lemma 6→RC top(proper(s))→+RC top(ok(s)) by Lemma 5→RC top(active(s)) 
Proposition 20. LetR = (F ,R) be a TRS and  ∈ MF . If is not terminating, thenRC is not simply
terminating.
Proof. If  is not terminating, by Proposition 19, there is an inﬁnite rewrite sequence in RC ∪
Emb(F). Since Emb(F) ⊆ Emb(FC ), this means that RC is not simply terminating. 
Lemma 7. Let R = (F ,R) be a TRS,  ∈ MF , and t, s ∈ T (F). We have t (→∗Emb(F) ◦ ↪→ ◦
→∗Emb(F)) s if and only if active(t) →
+
RC∪Emb(F)
mark(s).
Proof. Assume that t = t1 →∗Emb(F) t2 ↪→ t3 →∗Emb(F) t4 = s. We proceed by induction on the length
of the ﬁrst →Emb(F)-derivation from t1 to t2.
• If n = 0, then t = t1 = t2 ↪→ t3 →∗Emb(F) s. By Lemma 6, active(t) →
+
RC
mark(t3). Since
mark(t3) →∗Emb(F) mark(s), we have active(t) →
+
RC∪Emb(F)
mark(s).
• If n > 0, then t1 →Emb(F) t′1 →∗Emb(F) t2 ↪→ t3 →∗Emb(F) t4, then by I.H., active(t′1)
→+RC∪Emb(F) mark(s). Since active(t1) →Emb(F) active(t
′
1), we are done.
Assume now that active(t) →+RC∪Emb(F) mark(s), which we write as follows:
active(t) →∗A∪Emb(F) C[active((l))]p →RC C[mark((r))]p →
∗
M∪Emb(F) mark(s)
where A is the set of rules in RC deﬁning active, l → r ∈ R and p ∈ Pos(C[ ]p ). We consider
now the three parts of this derivation.
(1) First, we prove that, given a term t, if
u = t[active(t|q)]q →∗A∪Emb(F) C[active(v)]p
for some position q ∈ Pos(t), then t →∗Emb(F) C[v]p and p ∈ Pos(C[ ]). We will then use the
particular case q =  of this property.
We proceed by induction on the lengthm of the derivation from u toC[active(v)]p . Ifm = 0,
then p = q and t = C[v]p .
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If m > 0, then we distinguish two cases:
(a) u
q′→Emb(F) u′ →∗A∪Emb(F) C[active(v)]p . Then,u′ contains a singleoccurrenceofactive.
We consider three cases:
(i) If q′ > q, then q ∈ Pos(u′) and u′ = t[active(t′)]q, where t|q →Emb(F) t′. Thus,
t →Emb(F) t[t′]q and, by I.H., t[t′]q →∗Emb(F) C[v]p .
(ii) Ifq′ < q, then there is a rulef(x1, . . . , xk) → xi ∈ Emb(F) forf = root(t|q′)andq′.i.q′′ =
q (otherwise, u′ would not contain any symbol active). This means that q′ ∈ Pos(t)
and q′′ ∈ Pos(t|q′.i). Then,
u′ = u[u|q′.i]q′ = t[t|q′.i]q′ [active(t|q)]q′.q′′ →∗Emb(F) C[active(v)]p
and, since q′.q′′ ∈ Pos(t[t|q′.i]q′), by I.H.,
t[t|q′.i]q′ [t|q]q′.q′′ = t[t|q′.i]q′ →∗Emb(F) C[v]p
Since, t →Emb(F) t[t|q′.i]q′ ,the conclusion follows.
(iii)If q ‖ q′, then
u′ = u[u|q′.i]q′ = t[t|q′.i]q′ [active(t|q)]q →∗Emb(F) C[active(v)]p
for some i ∈ {1, . . . , ar(root(t|q′))}. Sinceq ∈ Pos(t[t|q′.i]q′), by the I.H., t[t|q′.i]q′ [t|q]q =
t[t|q′.i]q′ →∗Emb(F) C[v]p . Since t →Emb(F) t[t|q′.i]q′ , the conclusion follows.
(b) Now let u
q→A u′ →∗A∪Emb(F) C[active(v)]p . Then, we have u′ = t[active(t|q.i)]q.i for
some i ∈ (root(t|q)). Since q ∈ Pos(t), q.i ∈ Pos(t). By the I.H., t →∗Emb(F) C[v]p .
(2) Now, note that, ifC[active((l))]p →RC C[active((r))]p for some rewrite rule l → r ∈ R
and p ∈ Pos(C[ ]p ), then C[(l)]p ↪→ C[(r)]p .
(3) Finally, as in item (1) above, we prove that, given a term s and q ∈ Pos(s), if
C[mark(v)]p →∗M∪Emb(F) s[mark(s|q)]q = u
then C[v]p →∗Emb(F) s. We proceed by considering similar cases as in item (1) above. Since this
is routine, we omit a detailed proof.
By combining these facts, we get t →∗Emb(F) C[(l)]p ↪→ C[(r)]p →∗Emb(F) s as desired. 
Proposition 21. Let R = (F ,R) be a TRS,  ∈ MF , and t ∈ T (F). If RC is not simply terminating,
then is not terminating.
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Proof. We proceed by contradiction. Assume that there is an inﬁnite rewrite sequence in RC ∪
Emb(FC ) starting from a ground term s ∈ T (FC ). As discussed in [29, Section 5], such a sequence
can be written as follows:
s →∗C top(proper(s1)) →+RC top(ok(s1)) →RC top(active(s1))→+C top(mark(s2)) →C top(proper(s2)) →+RC top(ok(s2))→RC top(active(s2)) →
+
C top(mark(s3)) →C · · ·
where si ∈ T (F) for all i ≥ 1 and →C=→RC∪Emb(F), because the use of projection rules for sym-
bols mark, proper, top, ok, or active (which remove these symbols) would actually break the
inﬁniteness of the sequence. Moreover, according to the rules of RC , no nested occurrences of one
of such symbols can occur in the previous derivation. Thus, we are assuming that all ‘projective’
stepswithEmb(F)are given in the subsequencetop(active(si)) →+C top(mark(si+1)); otherwise,
we could easily move them there from the subsequence top(proper(si)) →+C top(ok(s′i)) where
si →+Emb(F) s′i by just writing top(active(si)) →
+
Emb(F) top(active(s
′
i)) →+C top(mark(si+1))
without changing the inﬁniteness of the whole sequence. Here, it is important that, as mentioned
above, no nested ‘administrative’ symbols occur: otherwise, a projection on a symbol f ∈ F in the
path between two such nested occurrences could also break the inﬁnite sequence, or would need to
use projection rules for mark, proper, top, ok, or active.
By Lemma 7, active(si) →C mark(si+1) if and only if si (→∗Emb(F) ◦ ↪→ ◦ →∗Emb(F)) si+1. This
means that si+si+1 for all i ≥ 1. Thus, we obtain an inﬁnite-sequence. 
Theorem 12. Let R and  ∈ MR. Then, is terminating if and only if RC is simply terminating.
Proof. Propositions 20 and 21. 
Proposition 22. Let R = (F ,R) be a TRS,  ∈ MF , and t, s, u ∈ T (F). If t > ∗ s ↪→ u, then
mark(t) →+RsGM∪Emb(F) mark(u).
Proof. By induction on the length m of the sequence from t to s, we prove that
mark(t) →+RsGM∪Emb(F) C
′[[v1]1, . . . , [vn]n] →+RsGM∪Emb(F) mark(u),
whereC ′[ ] = mark(C[ ])↓sM forC[ ] being themaximal context of t which remains untouched dur-
ing the sequence from t to s, t = C[t1, . . . , tn] and, for each i ∈ {1, . . . , n}, tivi, and [vi]i is given as
follows: let pi ∈ Pos(t) be such that t|pi = ti . Then, if pi ∈ Pos(t), we have [vi]i = mark(vi); on the
other hand, if pi 
∈ Pos(t), then [vi]i = vi . The result of the proposition is an obvious consequence
of this fact.
• If m = 0, then t = s = (l) and u = (r) for some rule l → r in R. Also, C[ ] = t = s (i.e., C[ ]
contains no hole) and C ′[ ] = mark(t)↓sM. Note that there is a rule active(l) → mark(r) in
RsGM . Since t is ground, mark(t)↓sM does not contain any symbol mark and we can remove all
inner symbols active by using the rule active(x) → x in RsGM . Then, we have:
mark(t) →+sM mark(t)↓sM →∗RsGM active(s) →RsGM mark(u)
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• If m > 0, then C[ ] is not empty and it contains at least a hole (n ≥ 1). Since s = C[s1, . . . , sn] for
some terms s1, . . . , sn, there is i ∈ {1, . . . , n} such that ti > ∗ t′i  s′i∗si . We distinguish two cases:
(1) If t′i
→Emb(F) s′i, then s′i = t′i |j for some j ∈ {1, . . . , ar(root(t′i ))} and, since ti > ∗ t′i , by Lemma
1, ti
→Emb(F) ti|j∗s′i . Hence,
C[t1, . . . , ti, . . . , tn] >−→Emb(F) C[t1, . . . , ti|j , . . . , tn]
> ∗ C[t1, . . . , s′i, . . . , tn]
> ∗ C[s1, . . . , si, . . . , sn]

↪→ u
By the I.H.,
mark(C[t1, . . . , ti|j , . . . , tn]) →+RsGM∪Emb(F) C
′[[v1]1, . . . , [vi]i, . . . , [vn]n]
→+RsGM∪Emb(F) mark(u)
where tkvk for k ∈ {1, . . . , n} − {i} and ti|jvi . Since ti  ti|j and mark(t) = mark(C[t1, . . . ,
ti, . . . , tn]) →Emb(F) mark(C[t1, . . . , ti|j , . . . , tn]), we have the desired result.
(2) If t′i

↪→ s′i, then, by the I.H., mark(ti) →+RsGM∪Emb(F) mark(s
′
i). We can also write
t = C[t1, . . . , ti, . . . , tn] > ∗ C[t1, . . . , t′i , . . . , tn]
> C[t1, . . . , s′i, . . . , tn]
> ∗ C[t1, . . . , si, . . . , tn]

↪→ u
Again, by the I.H.,
mark(C[t1, . . . , s′i, . . . , tn]) →+RsGM∪Emb(F) C
′[[v1]1, . . . , [vi]i, . . . , [vn]n]
→+RsGM∪Emb(F) mark(u)
where tkvk for k ∈ {1, . . . , n} − {i} and s′ivi . Since mark(s′i) →∗Emb(F) mark(vi), we also
have that
mark(t) = mark(C[t1, . . . , ti, . . . , tn]) →+sM C ′[[t1]1, . . . , [ti]i, . . . , [tn]n]
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Note that, since we are assuming a -rewriting step at the root of t′i , we must have pi ∈
Pos(t). Then, [ti]i = mark(ti) and [vi]i = mark(vi). Therefore,
mark(t) = mark(C[t1, . . . , ti, . . . , tn])
→+sM C ′[[t1]1, . . . ,mark(ti), . . . , [tn]n]→+RsGM∪Emb(F) C
′[[t1]1, . . . ,mark(s′i), . . . , [tn]n]
→+Emb(F) C ′[[v1]1, . . . ,mark(vi), . . . , [vn]n]
→+RsGM∪Emb(F) mark(u) 
Proposition 23. Let R = (F ,R) be a TRS,  ∈ MF , and t, s, u ∈ T (F). If t∗s ↪→ u, then
mark(t) →+RsGM∪Emb(F) mark(u).
Proof. By induction on the length of the-sequence from t to s. If n = 0, the conclusion follows
by Proposition 22. If n > 0, then we can assume that there is a
-step in the sequence from t to s
(otherwise, Proposition 22 applies again). Then, we can write the sequence as follows:
t
> ∗ t′  s′∗s ↪→ u.
We consider two cases:
(1) If t′ →Emb(F) s′, then by Lemma 1, t
→Emb(F) t|i∗s′ for some i ∈ {1, . . . , ar(root(t))}. Since the
sequence t|i∗s′∗s is shorter, by the I.H., mark(t|i) →+RsGM∪Emb(F) mark(u). Since
mark(t) →Emb(F) mark(t|i), the conclusion follows.
(2) If t′

↪→ s′, by Proposition 22 mark(t) →+RsGM∪Emb(F) mark(s
′). By the induction hypothesis,
the conclusion follows. 
Proposition 4. Let R be a TRS and  ∈ MR. If RsGM is simply terminating, then is terminating.
Proof. If is not terminating, then, by Proposition 2, there is an inﬁnite-sequence:
s1∗s′1

↪→ s2∗s′2 · · · sn∗s′n

↪→ sn+1 · · ·.
By Proposition 23, there is an inﬁnite rewrite sequence in RsGM ∪ Emb(F). Since Emb(F) ⊆
Emb(FsGM), it follows that RsGM is not simply terminating. 
Proposition 5. Let R = (F ,R) be a TRS and M ⊆ MF . Let  be correct and complete regarding
termination w.r.t. M and such that (R ∪ Emb(F)) = R ∪ Emb(F) for all  ∈ M. Then, for all
 ∈ M, R is simply -terminating if and only if R is simply terminating.
Proof. Wehave that-ST(R)⇔-SN(R ∪ Emb(F)). By completenessof,-SN(R ∪ Emb(F))
⇔ SN((R ∪ Emb(F))). By hypothesis,
SN((R ∪ Emb(F))) ⇔ SN(R ∪ Emb(F)) ⇔ ST(R) 
1828 S. Lucas / Information and Computation 204 (2006) 1782–1846
In the following results, we use ϕGM : T (FGM ,X ) → T (FsGM ,X ) given by:
• ϕGM(x) = mark(x), if x ∈ X ,
• ϕGM(f(t1, . . . , tk)) = f(ϕGM(t1), . . . ,ϕGM(tk)), if f ∈ F ,
• ϕGM(fa(t1, . . . , tk)) = active(f(ϕGM(t1), . . . ,ϕGM(tk))), if f ∈ F , and
• ϕGM(mark(t)) = mark(ϕGM(t)).
We have the following:
Lemma 8. Let R = (F ,R) be a TRS, t ∈ T (F ,X ) and  be a ground substitution  : X → T (FGM).
Let ′(x) = ϕGM((x)) for all variables x ∈ X . Then, ′(mark(t)↓sM) →∗RsGM ϕGM((mark(t)↓M)).
Proof. We proceed by induction on t. We write ϕ instead of ϕGM .
(1) If t = x ∈ X , then mark(x)↓sM = mark(x) = mark(x)↓M. Then,
′(mark(x)↓sM) = ′(mark(x)) = mark(′(x)) = mark(ϕ((x)))
= ϕ(mark((x))) = ϕ((mark(x)↓M))
(2) If t = c ∈ F (c is a constant symbol), then mark(c)↓sM = active(c) and mark(c)↓M = ca
if c ∈ D or mark(c)↓M = c if c ∈ C. Then,
(a) If c ∈ D, we have:
′(mark(c)↓sM) = ′(active(c)) = active(c) = ϕ(ca) = ϕ((ca))
= ϕ((mark(c)↓M))
(b) If c ∈ C, then
′(mark(c)↓sM) = ′(active(c)) = active(c)
→RsGM c = (c) = ϕ((c))= ϕ((mark(c)↓M))
(3) If t = f(t1, . . . , tk), then we ﬁrst note that, since t ∈ T (F ,X ), we have
[ti]fi ↓sM = ti↓sM = ti = ti↓M = [ti]fi ↓M (1)
if i 
∈ (f) and [ti]fi ↓sM = mark(ti)↓sM if i ∈ (f). Note also that, whenever u ∈ T (F ,X ),
since  is a ground substitution, we have that (2) ′(u) = ϕ((u)). Then,
′(mark(f(t1, . . . , tk))↓sM) = ′(active(f([t1]f1 ↓sM, . . . , [tk ]fk ↓sM)))
= active(f(′([t1]f1 ↓sM), . . . , ′([tk ]fk ↓sM)))), by (1), (2), and I.H.
→∗RsGM active(f(ϕ(([t1]
f
1 ↓M)), . . . ,ϕ(([tk ]fk ↓M)))))
Now, we consider two cases to continue the previous derivation.
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(a) If f ∈ D, then
active(f(ϕ(([t1]f1 ↓M)), . . . ,ϕ(([tk ]fk ↓M))))
= ϕ(fa(([t1]f1 ↓M), . . . , ([tk ]fk ↓M))))
= ϕ((fa([t1]f1 ↓M, . . . , [tk ]fk ↓M)))= ϕ((mark(f(t1, . . . , tk))↓M))
(b) If f ∈ C, then
active(f(ϕ(([t1]f1 ↓M)), . . . ,ϕ(([tk ]fk ↓M))))
→RsGM f(ϕ(([t1]
f
1 ↓M)), . . . ,ϕ(([tk ]fk ↓M))))
= ϕ(f(([t1]f1 ↓M), . . . , ([tk ]fk ↓M))))
= ϕ((f([t1]f1 ↓M, . . . , [tk ]fk ↓M)))= ϕ((mark(f(t1, . . . , tk))↓M)) 
Proposition 24. Let R = (F ,R) be a TRS,  ∈ MF , and t, s ∈ T (FGM). If t →RGM∪Emb(FGM ) s, then
ϕGM(t) →+RsGM∪Emb(FsGM ) ϕGM(s)
Proof. Let t
p→RGM∪Emb(FGM ) s; we proceed by induction on |p |. Again, we write ϕ instead of ϕGM .
(1) If p = , then we consider the rule in RGM ∪ Emb(FGM) that applies:
(a) If the rule is fa(l1, . . . , lk)) → mark(r)↓M for some rule f(l1, . . . , lk) → r ∈ R, then t =
(fa(l1, . . . , lk)) →RGM (mark(r)↓M) = s. Hence,
ϕ(t) = ϕ((fa(l1, . . . , lk))) = ϕ(fa((l1), . . . , (lk))))
= active(f(ϕ((l1)), . . . ,ϕ((lk)))
= active(f(′(l1), . . . , ′(lk))
= ′(active(f(l1, . . . , lk))
→RsGM ′(mark(r))→∗RsGM 
′(mark(r)↓sM), by Lemma 8
→∗RsGM ϕ((mark(r)↓M))= ϕ(s)
where ′(x) = ϕ((x)) for all variable x ∈ Var(l); note that, since t is ground, both  and
′ are ground substitutions.
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(b) If the rule is mark(f(x1, . . . , xk)) → fa([x1]f1 , . . . , [xk ]fk ) for some f ∈ D, then
t = (mark(f(x1, . . . , xk)) →RGM (fa([x1]
f
1 , . . . , [xk ]fk )) = s. We have:
ϕ(t) = ϕ((mark(f(x1, . . . , xk)))
= mark(f(ϕ((x1)), . . . ,ϕ((xk)))
→RsGM active(f([ϕ((x1))]
f
1 , . . . , [ϕ((x1))]fk ))
= active(f(ϕ([(x1)]f1 ), . . . ,ϕ([(x1)]fk )))
= ϕ(fa([(x1)]f1 , . . . , [(x1)]fk )) = ϕ((fa([x1]f1 , . . . , [x1]fk ))= ϕ(s)
(c) If the rule is mark(f(x1, . . . , xk)) → f([x1]f1 , . . . , [xk ]fk ) for some f ∈ C, then
t = (mark(f(x1, . . . , xk)) →RGM (f([x1]
f
1 , . . . , [xk ]fk )) = s. We have:
ϕ(t) = ϕ((mark(f(x1, . . . , xk)))
= mark(f(ϕ((x1)), . . . ,ϕ((xk)))
→RsGM active(f([ϕ((x1))]
f
1 , . . . , [ϕ((xk))]fk ))
→RsGM f([ϕ((x1))]
f
1 , . . . , [ϕ((xk))]fk )
= f(ϕ([(x1)]f1 ), . . . ,ϕ([(xk)]fk ))
= ϕ(f([(x1)]f1 , . . . , [(xk)]fk )) = ϕ((f([x1]f1 , . . . , [xk ]fk ))= ϕ(s)
(d) If the rule isfa(x1, . . . , xk) → f(x1, . . . , xk) for somef ∈ D, then t = (fa(x1, . . . , xk)) →RGM
(f(x1, . . . , xk)) = s. We have:
ϕ(t) = ϕ((fa(x1, . . . , xk))) = ϕ(fa((x1), . . . , (xk)))
= active(f(ϕ((x1)), . . . ,ϕ((xk))))
→RsGM f(ϕ((x1)), . . . ,ϕ((xk)))= ϕ(f((x1), . . . , (xk))) = ϕ((f(x1, . . . , xk)))
= ϕ(s)
(e) If the rule is f(x1, . . . , xk) → xi, where f ∈ F and i ∈ {1, . . . , k}, then t = (f(x1, . . . , xk))
→Emb(FGM ) (xi) = s. We have:
ϕ(t) = ϕ((f(x1, . . . , xk)))
= f(ϕ((x1)), . . . ,ϕ((xk)))
→Emb (FsGM ) ϕ((xi))= ϕ(s)
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(f) If the rule is fa(x1, . . . , xk) → xi, where f ∈ F and i ∈ {1, . . . , k}, then t = (fa(x1, . . . , xk))
→Emb(FGM ) (xi) = s. We have:
ϕ(t) = ϕ((fa(x1, . . . , xk))) = ϕ(fa((x1), . . . , (xk)))
= active(f(ϕ((x1)), . . . ,ϕ((xk))))
→Emb(FsGM ) active(ϕ((xi)))→RsGM ϕ((xi))= ϕ(s)
(2) If p = i.q, then t = h(t1, . . . , ti, . . . , tk) p→RGM h(t1, . . . , si, . . . , tk) = s, and ti
q→RGM si for some
i ∈ {1, . . . , k}. By the induction hypothesis, ϕ(ti) →+RsGM ϕ(si). Now, we distinguish a number
of cases:
(a) If h ∈ F , then
ϕ(t) = h(ϕ(t1), . . . ,ϕ(ti), . . . ,ϕ(tk))
→+RsGM h(ϕ(t1), . . . ,ϕ(si), . . . ,ϕ(tk))= ϕ(h(t1, . . . , si, . . . , tk))
= ϕ(s)
(b) If h = fa for some f ∈ F , then
ϕ(t) = active(f(ϕ(t1), . . . ,ϕ(ti), . . . ,ϕ(tk)))
→+RsGM active(f(ϕ(t1), . . . ,ϕ(si), . . . ,ϕ(tk)))= ϕ(fa(t1, . . . , si, . . . , tk))
= ϕ(s)
(c) If h = mark, then we write t = mark(ti). Then,
ϕ(t) = mark(ϕ(ti)) →+RsGM mark(ϕ(si)) = ϕ(s) 
Theorem 13. Let R be a TRS and  ∈ MR. If RsGM is simply terminating, then both RGM and RC
are simply terminating.
Proof. In both cases, we proceed by contradiction.
(1) Assume that RGM is not simply terminating. Then, there is an inﬁnite sequence
A : t1 →RGM∪Emb(FGM ) t2 →RGM∪Emb(FGM ) · · ·
of ground terms. By Proposition 24, this implies the existence of an inﬁnite sequence
B : ϕGM(t1) →+RsGM∪Emb(FsGM ) ϕGM(t2) →
+
RsGM∪Emb(FsGM )
· · ·
which contradicts simple termination of RsGM .
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(2) If RC is not simply terminating, then by Proposition 21, is not terminating. Thus, by Prop-
osition 4, RsGM is not simply terminating, thereby leading to a contradiction. 
Theorem 14. LetR be a left-linear TRS and  ∈ CMR. IfRC is simply terminating, thenR is simply
terminating.
Proof. We proceed by contradiction . If R is not simply terminating, then by Proposition 3, R ∪
Emb(F) is not top-terminating. Since  ∈ CMR if and only if  ∈ CMR∪Emb(F), and R ∪ Emb(F)
is left-linear wheneverR also is, by Theorem 6, we conclude thatR ∪ Emb(F) is not -terminating.
Since ↪→R ∪ ↪→Emb(F)⊆, it follows that is not terminating. By Proposition 19,RC is not simply
terminating. 
Proposition 7. Consider the following non-terminating TRS R:
f(0) -> cons(0,f(s(0))) p(s(X)) -> X
f(s(0)) -> f(p(s(0)))
with (cons) = (p) = (s) = {1}. Then,R is not DP quasi-simply terminating for ∈ {L,Z , FR,
GM ,C}.
Proof.
(1) Regarding RL , RZ and RFR, we note that the dependency graphs of all them contain the fol-
lowing cycle C = {F(s(0)) -> F(p(s(0)))}. Assume that there is a reduction pair (,>)
such that  is a QSO which is compatible with RL , RZ or RFR and C in the sense of Deﬁni-
tion 4. First, note that (F) = [] is not possible; otherwise, we would have (F(s(0))) =
F 
> F = (F(p(s(0)))). Also note that (F) = 1 is not possible. Otherwise, we should
have (F(s(0))) = (s(0))) > (p(s(0))) = (F(p(s(0)))), which is possible on-
ly if (p) = []. In this case we cannot have (p(s(X)) = pX = (X) as required by the rule
p(s(X)) -> X, which belongs toRL ,RZ andRFR. Therefore,(F) = [1] and(p) /= []. Also
note that (p) /= 1; otherwise, we would have (F(s(0))) = F((s(0))) 
> F((s(0)) =
(F(p(s(0)))).Wehave to conclude that(F) = (p) = [1]. Similarly,wemust have(s) =
[1]: if (s) = [], again (p(s(X))X does not hold; and if (s) = 1, then (F(s(0))) =
F(0) 
> F(p(0)) = (F(p(s(0)))) because, being  a QSO, we have p(0)0 and, by
monotonicity, F(p(0))F(0). With (F) = (p) = (s) = [1] we have (F(s(0))) =
F(s(0)) 
> F(p(s(0))) = (F(p(s(0)))). Thus, RL , RZ and RFR are not DP quasi-
simply terminating.
(2)Regarding RGM :
fa(0) -> cons(0,f(s(0))) mark(cons(X1,X2)) -> cons(mark(X1),X2)
fa(s(0)) -> fa(pa(s(0))) mark(s(X)) -> s(mark(X))
pa(s(X)) -> mark(X) mark(0) -> 0
mark(f(X)) -> fa(mark(X)) fa(X) -> f(X)
mark(p(X)) -> pa(mark(X)) pa(X) -> p(X)
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we only need to consider the cycle {Fa(s(0)) -> Fa(pa(s(0)))}. Assume that there is an
argument ﬁltering  and a reduction pair (,>) such that  is a QSO and (Fa(s(0))) >
(Fa(pa(s(0)))). Note that this implies that (Fa) /= []. Furthermore,
(a)We must have (pa) = []; otherwise, being  a QSO, we would get (Fa(s(0))) >
(Fa(pa(s(0))))(Fa(s(0))) which contradicts well-foundedness of >.
(b) Since (pa(X))(p(X)) (due to the last rule of RGM ) and also (pa(s(X)))
(mark(X)) (due to the thirdone),we conclude(p) = (mark) = []. Thus,pa mark.
(c) Due to (mark(0))(0), we have mark0.
Now, we distinguish three cases according to (s):
• If(s)=[], then since(mark(s(X)))=marks = (s(mark(X))),wehavemarks.
Therefore, by using monotonicity of , we have:
(Fa(s(0))) = Fa(s) > Fa(pa)Fa(mark)Fa(s) > · · ·
which contradicts well-foundedness of >.
• If (s) = [1], then since (mark(s(X)))(s(mark(X))), we have marks(mark).
Sincemark0, bymonotonicity of, we haves(mark)s(0). Therefore:(Fa(s(0)))
= Fa(s(0)) and
Fa(s(0)) > Fa(pa)Fa(mark)Fa(s(mark))Fa(s(0)) > · · ·
• Finally, if (s) = 1, then
(Fa(s(0))) = Fa(0) > Fa(pa)Fa(mark)Fa(0) > · · ·
Therefore, in all cases, a contradiction of the well-foundedness of > is obtained.
Hence, RGM is not DP quasi-simply terminating.
(3) Regarding RC
active(f(0)) -> mark(cons(0,f(s(0))))
active(f(s(0))) -> mark(f(p(s(0))))
active(p(s(X))) -> mark(X)
active(f(X)) -> f(active(X))
active(cons(X1,X2)) -> cons(active(X1),X2)
active(s(X)) -> s(active(X))
active(p(X)) -> p(active(X))
f(mark(X)) -> mark(f(X))
cons(mark(X1),X2) -> mark(cons(X1,X2))
s(mark(X)) -> mark(s(X))
p(mark(X)) -> mark(p(X))
proper(f(X)) -> f(proper(X))
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proper(0) -> ok(0)
proper(cons(X1,X2)) -> cons(proper(X1),proper(X2))
proper(s(X)) -> s(proper(X))
proper(p(X)) -> p(proper(X))
f(ok(X)) -> ok(f(X))
cons(ok(X1),ok(X2)) -> ok(cons(X1,X2))
s(ok(X)) -> ok(s(X))
p(ok(X)) -> ok(p(X))
top(mark(X)) -> top(proper(X))
top(ok(X)) -> top(active(X))
we consider
C = {TOP(mark(x)) → TOP(proper(x)),TOP(ok(x)) → TOP(active(x))}.
Assume that there is a reduction pair (,>) such that is a QSO which is compatible withR
and C. If (p) = [1], then we have that:
(TOP(active(f(s(0)))))  (TOP(mark(f(p(s(0)))))
> (TOP(proper(f(p(s(0)))))
 (TOP(ok(f(p(s(0))))) (∗)
> (TOP(active(f(p(s(0)))))
 (TOP(active(f(s(0)))) (∗∗)
 · · ·
where in (∗)we have used Lemma 5 together with stability and monotonicity of. In (∗∗), we
have used the fact that is a quasi-simpliﬁcation ordering.We are also showing two strict steps
(with >). Although only one is guaranteed, the sequence shows that, disregarding the depen-
dency pair which is strictly oriented in C, the obtained sequence contradicts well-foundedness
of >.
We would proceed similarly if (p) = 1; in (∗∗), then, we would not need to use the weak
subterm property of .
Finally, if (p) = [], we have that
(a) (mark) = [] (due to the rule active(p(s(X))) -> mark(X)),
(b) pmark due to the rules for pushing symbol mark up,
(c) (proper) = [] due to the rule top(mark(X)) -> top(proper(X)),
(d) properp due to the rules for propagating symbol proper,
(e) pok(p) due to the rules for pushing symbol ok up, and
(f) active(p)p because  is a QSO.
Therefore, (TOP(mark(X))) = TOP(mark) and
TOP(mark) > TOP(proper)TOP(p)TOP(ok(p))
> TOP(active(p))TOP(p)TOP(mark) > · · ·
which also contradicts well-foundedness of >. 
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Proofs of Section 6
Proposition 25. We have: (1)  E⇒ ′ if and only if S = 0 or S,′ = S′ . (2)  ‖E ′ if and only
if S,′ = S + S′ .
Proof.
(1) If  E⇒ ′, then ∀i, S,i  S′,i Therefore, S,′ = |{i | S,i + S′,i /= 0}| = |{i | S′,i /= 0}| =
S′ . On the other hand, if S = 0, then ∀i, S,i = 0 and ∀i, S,i  S′,i, i.e.,  E⇒ ′. Now, if
S,′ = S′ , we proceed by contradiction. If there is an index j such that S,j 
 S′,j , then
S,j = 1 and S′,j = 0. Thus, S,′ = |{i | S,i + S′,i /= 0}| > S′,i, thereby leading to a con-
tradiction. Therefore, ∀i, S,i  S′,i, i.e.,  E⇒ ′.
(2) If  ‖E ′, then ∀i, S,i + S′,i  1. Therefore, since ∀i, S,i, S′,i  1, we have ∀i, (S,i = 1 ⇒
S′,i = 0) ∧ (S′,i = 1 ⇒ S,i = 0). This means that {i | S,i /= 0} ∩ {i | S′,i /= 0} = ∅. Thus,
S,′ = |{i | S,i + S′,i /= 0}| = |{i | S,i /= 0} ∪ {i | S′,i /= 0}| = |{i | S,i /= 0}| + |{i | S′,i /=
0}| = S + S′ .
On the other hand, assume that S,′ = S + S′ . Then, if there is i such that S,i + S′,i > 1,
then it must be S,i = S′,i = 1. Therefore, S,′ < S + S′ , thus leading to a contradiction.
Hence, ∀i, S,i + S′,i  1, i.e.,  ‖E ′. 
Proposition 8. We have that 0  ,′  1.
Proof. If S = 0 then,′ = 0. Assume now that S /= 0. Since S,′ ≥ max(S, S′) ≥ S, S′ ≥
0, we have:
,′ = S,
′ − S′
S
≥ S,′ − max(S, S′)
S
≥ 0
S
≥ 0
On the other hand, since S,′  S + S′ ,
,′ = S,
′ − S′
S

S + S′ − S′
S
= S
S
= 1 
Proposition 9. We have: (1),′ = 0 if and only if E⇒ ′. (2),′ = 1 if and only if ‖E ′.
Proof. (1) ,′ = 0 ⇔ (S = 0 ∨ S,′ = S′). By Proposition 25, this is equivalent to  ⇒ ′.
(2) Assume that ,′ = 1. Then, S,′ − S′ = S ⇔ S,′ = S + S′ . By Proposition 25, this is
equivalent to  ‖E ′. 
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Appendix B. Additional examples
The following example shows that there is no complete transformation for proving simple ter-
mination of CSR.
Example 20. Consider R and  as in Example 15. The TRS RL consists of a rule
f -> f
which is not terminating. The TRS RZ :
f(f’(a’)) -> f(g’(f(a’))) activate(f’(X)) -> f(X)
f(X) -> f’(X) activate(a’) -> a
a -> a’ activate(g’(X)) -> g(X)
g(X) -> g’(X) activate(X) -> X
is not simply terminating:
f(f’(a’)) → f(g’(f(a’))) → f(g’(f’(a’))) →Emb(FZ ) f(f’(a’)) → · · ·
Ferreira and Ribeiro’s transformation yields a system RFR:
f(f’(a’)) -> f(g’(f’(a’))) activate(f’(X)) -> f(X)
f(X) -> f’(X) activate(a’) -> a
a -> a’ activate(g’(X)) -> g(activate(X))
g(X) -> g’(X) activate(X) -> X
which is not simply terminating:
f(f’(a’)) → f(g’(f’(a’))) →Emb(FFR) f(f’(a’)) → · · ·
Giesl and Middeldorp’s transformation yields a system RGM :
fa(f(a)) -> fa(g(f(a))) mark(g(X)) -> g(mark(X))
mark(f(X)) -> fa(X) fa(X) -> f(X)
mark(a) -> a
which is not simply terminating:
fa(f(a)) → fa(g(f(a))) →Emb(FGM ) fa(f(a)) → · · ·
Finally, RC :
active(f(f(a))) -> mark(f(g(f(a)))) proper(g(X)) -> g(proper(X))
active(g(X)) -> g(active(X)) f(ok(X)) -> ok(f(X))
g(mark(X)) -> mark(g(X)) g(ok(X)) -> ok(g(X))
proper(f(X)) -> f(proper(X)) top(mark(X)) -> top(proper(X))
proper(a) -> ok(a) top(ok(X)) -> top(active(X))
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is not simply terminating either:
top(active(f(f(a)))) → top(mark(f(g(f(a)))))
→ top(proper(f(g(f(a))))) →∗ top(ok(f(g(f(a)))))
→ top(active(f(g(f(a))))) →Emb(FC ) top(active(f(f(a))))→ · · ·
The following example shows that Zantema’s transformation remains incomplete for proving
termination of CSR, even for replacement maps  ∈ CoCMR and left-linear TRSs R.
Example 21. Consider R and  as in Example 4. Note that  ∈ CoCMR. Remember that RL is
(simply) terminating. However, RZ :
nats -> adx(zeros)
adx(cons(X,Y)) -> incr(cons(activate(X),adx’(activate(Y))))
zeros -> cons(0’,zeros’)
incr(cons(X,Y)) -> cons(s’(activate(X)),incr’(activate(Y)))
adx(X) -> adx’(X) activate(adx’(X)) -> adx(X)
0 -> 0’ activate(0’) -> 0
zeros -> zeros’ activate(zeros’) -> zeros
s(X) -> s’(X) activate(s’(X)) -> s(X)
incr(X) -> incr’(X) activate(incr’(X)) -> incr(X)
activate(X) -> X
is not terminating:
adx(zeros) → adx(cons(0’,zeros’))
→ incr(cons(activate(0’),adx’(activate(zeros’)))))
→+ incr(cons(0,adx’(zeros)))
→ cons(s’(activate(0)),incr’(activate(adx’(zeros))))
→ cons(s(0),incr’(adx(zeros)))
→ · · ·
Ferreira and Ribeiro’s transformation is also incomplete under these conditions.
Example 22. Consider again R and  as in Example 4. Then, RFR:
nats -> adx(zeros)
adx(cons(X,Y)) -> incr(cons(activate(X),adx’(activate(Y))))
zeros -> cons(0’,zeros’)
incr(cons(X,Y)) -> cons(s’(activate(X)),incr’(activate(Y)))
adx(X) -> adx’(X) activate(adx’(X)) -> adx(activate(X))
0 -> 0’ activate(0’) -> 0
zeros -> zeros’ activate(zeros’) -> zeros
s(X) -> s’(X) activate(s’(X)) -> s(X)
incr(X) -> incr’(X) activate(incr’(X)) -> incr(activate(X))
activate(X) -> X
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is not terminating:
adx(zeros) → adx(cons(0’,zeros’))
→ incr(cons(activate(0’),adx’(activate(zeros’)))))
→+ incr(cons(0,adx’(zeros)))
→ cons(s’(activate(0)),incr’(activate(adx’(zeros))))
→ cons(s(0),incr’(adx(activate(zeros))))
→ cons(s(0),incr’(adx(zeros)))
→ · · ·
The following example shows that, in general, simple termination of RL , RZ , RFR or RGM do
not imply simple termination of R or RC . It also shows that simple termination of RGM does not
imply that of RsGM .
Example 23. Consider the (non simply terminating) TRS R:
f(f(a)) -> c(f(g(f(a))))
Let(c) = ∅ and(f) = (g) = {1}. Note that is not terminating; for instance:f(f(a)) ↪→
c(f(g(f(a)))) →+Emb(F) f(f(a)). Note that R is left-linear and  ∈ CoCMR. Thus, by
Corollary 3, RsGM and RC are not simply terminating.
However, we have thatRL , which consists of the rule f(f(a)) -> c, is simply terminating: use
the polynomial interpretation:
[f](X) = X + 1 [c](X) = 0
[a] = 0 [g](X) = X
On the other hand, RZ :
f(f(a)) -> c(f’(g(f(a)))) activate(f’(X)) -> f(X)
f(X) -> f’(X) activate(X) -> X
is also simply terminating: use the polynomial interpretation:
[f](X) = X + 1 [c](X) = X [f’](X) = X
[a] = 0 [g](X) = X [activate](X) = X + 2
As for RFR:
f(f(a)) -> c(f’(g’(f’(a’)))) activate(f’(X)) -> f(activate(X))
f(X) -> f’(X) activate(g’(X)) -> g(activate(X))
g(X) -> g’(X) activate(a’) -> a
a -> a’ activate(X) -> X
we obtain a proof of simple termination with the polynomial interpretation:
[f](X) = X + 2 [c](X) = X [f’](X) = X + 1
[a] = 1 [g](X) = X + 2 [g’](X) = X + 1
[a’] = 0 [activate](X) = 3X + 2
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Again, with RGM :
fa(f(a)) -> c(f(g(f(a)))) mark(c(X)) -> c(X)
mark(f(X)) -> fa(mark(X)) mark(g(X)) -> g(mark(X))
mark(a) -> a fa(X) -> f(X)
we have a proof simple termination with the polynomial interpretation:
[f](X) = X + 1 [c](X) = X + 1 [fa](X) = X + 4
[a] = 1 [g](X) = X + 1 [mark](X) = 5X
The following example shows that, in general, simple termination of RC , does not imply simple
termination of RGM or RsGM .
Example 24. Consider the following TRS:
f(b,X,c) -> f(X,c,X)
c -> b
together with (f) = {2}. This system is (simply) -terminating; this can be proved by using the
following polynomial interpretation:
[f](X1,X2,X3) = (X1 − X3)2 + X2 + 1 [c] = 2 [b] = 0
The transformed version RGM :
fa(b,X,c) -> fa(X,ca,X) mark(b) -> b
ca -> b fa(X1,X2,X3) -> f(X1,X2,X3)
mark(f(X1,X2,X3)) -> fa(X1,mark(X2),X3) ca -> c
mark(c) -> ca
is not terminating:
fa(b,ca,c) → fa(ca,ca,ca) → fa(b,ca,ca) → fa(b,ca,c) → · · ·
Since RGM is not terminating, according to Theorem 4, RsGM :
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active(f(b,X,c)) -> mark(f(X,c,X)) mark(b) -> active(b)
active(c) -> mark(b) mark(c) -> active(c)
mark(f(X1,X2,X3)) -> active(f(X1,mark(X2),X3)) active(X) -> X
is not terminating. The TRS RC is:
active(f(b,X,c)) -> mark(f(X,c,X))
active(c) -> mark(b)
active(f(X1,X2,X3)) -> f(X1,active(X2),X3)
f(X1,mark(X2),X3) -> mark(f(X1,X2,X3))
proper(f(X1,X2,X3)) -> f(proper(X1),proper(X2),proper(X3))
proper(b) -> ok(b)
proper(c) -> ok(c)
f(ok(X1),ok(X2),ok(X3)) -> ok(f(X1,X2,X3))
top(mark(X)) -> top(proper(X))
top(ok(X)) -> top(active(X))
Since R is -terminating, RC is terminating. Morever, we believe that the system is simply ter-
minating, although we have obtained no concrete proof of simple termination yet.
The following example shows that simple termination of RZ does not imply that of RFR.
Example 25. Consider the following (terminating) TRS:
f(f(X)) -> c(f(g(f(X)))) h(X) -> c(d(X))
c(X) -> d(X)
together with(f) = (h) = {1} and(c) = (d) = (g) = ∅. Note that ∈ CoCMR. Then,RZ :
f(f(X)) -> c(f’(g(f’(X)))) d(X) -> d’(X)
c(X) -> d(activate(X)) activate(f’(X)) -> f(X)
h(X) -> c(d’(X)) activate(d’(X)) -> d(X)
f(X) -> f’(X) activate(X) -> X
is simply terminating:
[f](X) = 4X + 1 [g](X) = X [h](X) = X + 5
[c](X) = X + 4 [d](X) = X + 1 [f’](X) = 4X
[d’](X) = X [activate](X) = X + 2
However, Ferreira and Ribeiro’s transformation yields a TRS RFR:
f(f(X)) -> c(f’(g’(f’(X)))) d(X) -> d’(X)
c(X) -> d(activate(X)) activate(f’(X)) -> f(activate(X))
h(X) -> c(d’(X)) activate(g’(X)) -> g(X)
f(X) -> f’(X) activate(d’(X)) -> d(X)
g(X) -> g’(X) activate(X) -> X
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which is not simply terminating:
f(f(X)) → c(f’(g’(f’(X)))) → d(activate(f’(g’(f’(X)))))
→ d(f(activate(g’(f’(X))))) →Emb(FFR) f(activate(g’(f’(X))))→Emb(FFR) f(activate(f’(X))) → f(f(activate(X)))→ f(f(X)) → . . .
The following example shows that, in fact, simple termination of RZ or RFR does not imply
simple termination of RGM , RsGM , or RC .
Example 26. Consider R as in Example 15. Consider now (f) = {1} and (g) = ∅. Note that
 ∈ CoCMR. Then, RGM :
fa(f(a)) -> fa(g(f(a))) mark(g(X)) -> g(X) mark(a) -> a
mark(f(X)) -> fa(mark(X)) fa(X) -> f(X)
is not simply terminating:
fa(f(a)) → fa(g(f(a))) →Emb(FGM ) fa(f(a)) → · · ·
Since R is not simply terminating, but it is left-linear and  ∈ CMR, by Corollary 3, RsGM andRC are not simply terminating either. However, RL :
f(f(a)) -> f(g)
is rpo-terminating (use precedence f > g). Also, RZ :
f(f(a)) -> f(g(f’(a))) activate(f’(x)) -> f(x)
f(x) -> f’(x) activate(x) -> x
is rpo-terminating (use the precedence activate > f > {g,f’}). RFR:
f(f(a)) -> f(g(f’(a’))) activate(f’(X)) -> f(activate(X))
f(X) -> f’(X) activate(a’) -> a
a -> a’ activate(X) -> X
is also rpo-terminating (use precedence activate > a > f > {g,f’,a’}).
The following example shows that simple termination ofRGM does not imply simple termination
of RZ or RFR.
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Example 27. Consider R and  as in Example 4. Note that RZ (and RFR) is not terminating (see
Example 21). However, RGM :
natsa -> adxa(zerosa) mark(0) -> 0
adxa(cons(X,Y)) -> incra(cons(X,adx(Y))) mark(s(X)) -> s(X)
zerosa -> cons(0,zeros) natsa -> nats
incra(cons(X,Y)) -> cons(s(X),incr(Y)) adxa(X) -> adx(X)
mark(nats) -> natsa zerosa -> zeros
mark(adx(X)) -> adxa(mark(X)) incra(X) -> incr(X)
mark(zeros) -> zerosa
mark(incr(X)) -> incra(mark(X))
mark(cons(X1,X2)) -> cons(X1,X2)
is simply terminating: mu-term produces the following polynomial interpretation which proves
termination of the system:
[nats] = 1 [cons](X1,X2) = X1 + X2 [s](X) = X
[adx](X) = X + 1 [incr](X) = X + 1 [natsa] = 6
[zeros] = 0 [0] = 0 [adxa](X) = X + 4
[zerosa] = 1 [incra](X) = X + 2 [mark](X) = 5X + 2
We can also show that simple termination of RFR or RGM does not imply simple termination ofRL .
Example 28. ConsiderR and  as in Example 5. Note thatRL is not terminating. However,RFR =RZ is simply terminating (see Example 6). RGM :
fa(f(X)) -> fa(g(h(X))) mark(g(X)) -> g(X) fa(X) -> f(X)
ha(X) -> fa(mark(X)) mark(f(X)) -> fa(mark(X)) ha(X) -> h(X)
mark(h(X)) -> ha(X)
is simply terminating, too: now use
[f](X) = X + 2 [h](X) = X + 1 [ha](X) = 5X + 5
[g](X) = X [fa](X) = X + 3 [mark](X) = 5X + 1
Note that R is left-linear and  ∈ CMR. Since R is not simply terminating:
f(f(X)) → f(g(h(X))) →Emb(F) f(h(X)) → f(f(X)) → · · ·
by Corollary 3, RsGM and RC are not simply terminating.
Finally, we show that simple termination of RsGM or RC does not imply simple termination of
RL even for left-linear TRSs R and  ∈ CMR.
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Example 29. Consider the CS-TRS in Example 5, where we assume that a constant a belongs to the
signature of the TRS. As shown in Example 5, RL is not terminating. However, RsGM :
active(h(X)) -> mark(f(X)) mark(a) -> active(a)
mark(h(X)) -> active(h(X)) active(X) -> X
mark(f(X)) -> active(f(mark(X)))
is simply terminating; use the polynomial interpretation:
[active](X) = X + 1 [mark](X) = 3X + 2 [a] = 0
[h](X) = 3X + 5 [f](X) = X + 1
On the other hand, RC :
active(h(X)) -> mark(f(X)) proper(a) -> ok(a)
active(f(X)) -> f(active(X)) h(ok(X)) -> ok(h(X))
f(mark(X)) -> mark(f(X)) f(ok(X)) -> ok(f(X))
proper(h(X)) -> h(proper(X)) top(mark(X)) -> top(proper(X))
proper(f(X)) -> f(proper(X)) top(ok(X)) -> top(active(X))
is simply terminating, too; use the polynomial interpretation:
[active](X) = 4X + 1 [mark](X) = 5X + 3 [proper](X) = 5X + 1
[h](X) = 5X + 2 [f](X) = 3X + 1 [a] = 2
[ok](X) = 4X + 2 [top](X) = X + 1
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