The approach to equilibrium in a macroscopic quantum system for a
  typical nonequilibrium subspace by Goldstein, Sheldon et al.
ar
X
iv
:1
40
2.
33
80
v2
  [
co
nd
-m
at.
sta
t-m
ec
h]
  1
6 M
ay
 20
14
The approach to equilibrium in a macroscopic quantum system
for a typical nonequilibrium subspace
Sheldon Goldstein1, Takashi Hara2, and Hal Tasaki3
Abstract
We study the problem of the approach to equilibrium in a macroscopic quan-
tum system in an abstract setting. We prove that, for a typical choice of “nonequi-
librium subspace”, any initial state (from the energy shell) thermalizes, and in fact
does so very quickly, on the order of the Boltzmann time τB := h/(kBT ). This
apparently unrealistic, but mathematically rigorous, conclusion has the impor-
tant physical implication that the moderately slow decay observed in reality is
not typical in the present setting.
The fact that macroscopic systems approach thermal equilibrium may seem
puzzling, for example, because it may seem to conflict with the time-reversibility
of the microscopic dynamics. According the present result, what needs to be
explained is, not that macroscopic systems approach equilibrium, but that they
do so slowly.
Mathematically our result is based on an interesting property of the maximum
eigenvalue of the Hadamard product of a positive semi-definite matrix and a ran-
dom projection matrix. The recent exact formula by Collins for the integral with
respect to the Haar measure of the unitary group plays an essential role in our
proof.
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1 Introduction
Recently there has been a considerable renewed interest in the foundation of quantum
statistical mechanics. This has led, in particular, to a revival of the old approach by
von Neumann to investigate the problem of thermalization only in terms of quantum
dynamics in an isolated system [1, 2, 3]. It has been demonstrated in some general
or concrete settings that a pure initial state evolving under quantum dynamics indeed
thermalizes (i.e., approaches thermal equilibrium) in a certain mathematical sense4 ,5
[4, 5, 6, 7, 8, 9, 10, 11]. The underlying related idea that a typical pure state of a
macroscopic quantum system can fully describe thermal equilibrium has also become
much more concrete [12, 13, 14, 15, 16]. An important issue then is to understand the
time scale necessary for thermalization [17, 18, 19, 20, 21, 22, 23, 24, 25].
Let us briefly describe the setting and the main result. Precise definitions will be
given in later sections. We here follow the approaches of von Neumann [1, 2, 3] and
of Goldstein, Lebowitz, Mastrodonato, Tumulka, and Zangh`ı [7] (see also [8, 22]), and
study the problem of the approach to equilibrium of an isolated macroscopic quantum
system6 in an abstract setting.
We consider the energy shellH, which is a linear space spanned by energy eigenstates
corresponding to the narrow energy range [U−∆U, U ], and assume that nonequilibrium
states of the system are characterized by a subspace Hneq of H. We also assume that
the dimension d of Hneq is much smaller than the dimension D of the energy shell H.
We regard states close to Hneq as being out of equilibrium and those far from Hneq as
in equilibrium.
4 These rigorous results about thermalization (or equilibration) can be divided into two classes. In
the first class, which goes back to [1, 2, 3] and includes [7, 8], one is allowed to take any initial state
(from the energy shell). In the second class, which (as far as we know) starts from [4] and includes
[5, 6, 9, 10], one uses initial states which have sufficiently broad energy distribution. There is an
essential difference in the mechanisms of equilibration in the two classes. See Appendix A.
5 Most of these works [4, 5, 6, 9, 10, 11] discuss thermalization (or equilibration) by examining
whether the quantum mechanical expectation values of certain observables come and stay close to the
corresponding equilibrium values. This is different from the approach in the present work, which is
based on a decomposition of the Hilbert space.
6Of course there is no such thing in reality as a completely isolated system. Our motivation for
studying isolated systems is basically to learn what physics (including thermodynamic behavior and
the approach to equilibrium) can be realized in isolated systems. We can study the roles played by the
interaction with surrounding environment after that.
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Then the question of the approach to equilibrium is formulated as follows. One
starts from an initial state ϕ(0) ∈ H which may be close to Hneq. One then asks how
the expectation value 〈ϕ(t), Pˆneqϕ(t)〉 behaves as a function of time t, where Pˆneq is
the orthogonal projection onto Hneq and 〈·, ·〉 denotes the inner product. If one finds
that 〈ϕ(t), Pˆneqϕ(t)〉 ≪ 1 for some t, it means that ϕ(t) is far from Hneq and hence in
equilibrium.
In reality the subspace Hneq should be almost uniquely determined from physical
properties of the system. It is not an easy task, however, to characterize Hneq in general
or in a concrete setting. Nor is it easy to usefully estimate the relaxation time for any
specific physical Hneq. We shall therefore take an abstract approach in which we regard
Hneq as a general d-dimensional subspace of H, and try to elucidate the relation between
Hneq and the associated relaxation time.
In our previous work [22], we proved via an explicit (and artificial) construction that,
depending on the choice of nonequilibrium subspace Hneq, the relaxation time can be as
extremely large as h d/∆U , exceeding the age of the universe, or as ridiculously short
as h/∆U , where h is Planck’s constant.
This motivates us to study the time scale of thermalization, or, more precisely, that
of the escape from the nonequilibrium subspace Hneq, for various choices of Hneq. It
may be natural to first focus on a setting in which the “nonequilibrium subspace” Hneq
is not, in fact, a realistic nonequilibrium subspace, but rather is chosen in a completely
random manner. One might hope that for such a subspace one generically has a realistic
relaxation time. If this were so, it would seem reasonable to believe that the same thing
would probably be true for a realistic nonequilibrium subspace (unless we have reasons
to expect otherwise). This is basically von Neumann’s philosophy in [1]. Unfortunately
this hope turns out to be far too optimistic.
In the present paper we study the setting where Hneq is drawn randomly, and prove
that, with probability close to one, the expectation 〈ϕ(t), Pˆneqϕ(t)〉 quickly becomes
extremely small (when averaged in time) for any initial state ϕ(0) ∈ H. This means
that any state (including those that are very far from equilibrium) quickly approaches
equilibrium, provided that we interpret Hneq as the physical nonequilibrium subspace.
The time necessary for the thermalization is of order the Boltzmann time τB := h/(kBT ),
which is usually extraordinarily short. At room temperature, for example, τB is of order
10−13 s. We thus have a mathematically rigorous theorem that basically tells us that
our coffee is no longer hot after, say, a micro-second7!
This conclusion is of course absurd and highly unphysical8. But it indeed has the
deep physical implication that a realistic system (in which coffee is hot even after a few
minutes) are not covered by our theorem. In other words, we can conclude that the
moderately slow decay observed in reality is not typical in the present setting, where we
7One may remark that our coffee cup is not an isolated quantum system. In this case, one should
regard the whole room containing the cup as a single macroscopic system, and assume that it is isolated
from the outside world.
8It is true, however, that the Boltzmann time τB is the characteristic time scale for various quantum
phenomena.
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draw Hneq randomly.
The method of appeal to typicality in quantum physics was (probably) initiated by
von Neumann in [1] and played crucial roles in many situations including successful phys-
ical applications of the theory of random matrices. The method is clearly summarized
in [3] as9
It means that, if a property is true of most Hneq, this fact may suggest that
the property is also true of a concrete given system, unless we have reasons
to expect otherwise.
We have now come up with a nontrivial and interesting situation in which the method
of typicality does not work as intended. In our case the “property that is true of most
Hneq”, i.e., a very quick decay, turns out to be simply unphysical. Therefore, in order
to deal with the problem of thermalization in an isolated quantum system, one can
no longer rely on a crude appeal to typicality, but should develop new points of view
and methods which take into account some essential features of realistic macroscopic
systems. We point out that recent works [22, 24] on the time-scale of thermalization (or
equilibration) may contain hints for such future directions. See section 2.3 for further
discussions.
From a mathematical point of view, our result is based on the following interest-
ing property about the maximum eigenvalue of the Hadamard product (or the Schur
product) of a positive semi-definite matrix and a random projection matrix.
Let A = (Aαβ)α,β∈{1,...,D} be a D × D positive semi-definite matrix with Aαα ≤
1 for all α ∈ {1, . . . , D}. We denote by µmax the maximum eigenvalue of A. Let
P = (Pαβ)α,β∈{1,...,D} be the projection matrix onto a randomly drawn d-dimensional
subspace, where d ≪ D. We define a new matrix B as their Hadamard product, i.e.,
Bαβ := AαβPαβ, and denote by λmax the maximum eigenvalue of B. We then prove a
bound for λmax which roughly implies that λmax . µmax/D with probability very close
to one10. See Proposition 3.1 for the precise statement.
The recent exact formula by Collins [26] of the integral with respect to the Haar
measure of the unitary group plays an essential role in our proof.
In [21], Cramer proved a closely related result, which may be interpreted as an
infinite temperature version of ours11. See also [18, 19, 20].
In a very recent work [24], Malabarba, Garc´ıa-Pintos, Linden, Farrelly, and Short
studied the equilibration in quantum systems, and proved, among other things, that
9From Section 6 of [3]. We have made small modifications to make the quote consistent with the
present discussion.
10Throughout the present paper, A ∼ B means that A/B is close to one. A ≈ B means the weaker
relation that A/B is O(1). Likewise, A . B means A ≤ B′ with B′ ∼ B.
11Cramer considers a random Hamiltonian. Our results apply automatically to the setting where
we fix the nonequilibrium subspace and draw the (eigenbasis of the) Hamiltonian randomly. See the
remark below Proposition 3.2 for a further relation between Cramer’s work and ours.
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most observables equilibrate quite rapidly. This result is of course quite similar to
ours12.
The main result of the present paper and the ideas of the proof were already an-
nounced in [23].
2 Main result and its implications
2.1 Setting and some background
We consider an abstract model of an isolated macroscopic quantum system in a large
volume. A typical example is a system of N particles confined in a box of volume V ,
where the density N/V is kept constant when V becomes large. In what follows we
assume that the volume V is fixed, and do not discuss the V dependence of various
quantities explicitly.
Let Hˆ be the Hamiltonian, and denote by Eα and ψα the eigenvalues and the nor-
malized eigenstates, respectively, of Hˆ , i.e.,
Hˆψα = Eαψα. (2.1)
We focus on the energy interval [U − ∆U, U ], where ∆U denotes a range of energy
which is small from the macroscopic point of view but is still large enough to contain
many energy levels. The choice of ∆U is somewhat arbitrary. It is convenient to relabel
the index α so that the energy eigenvalues Eα ∈ [U − ∆U, U ] precisely correspond to
the indices α ∈ {1, . . . , D}. We shall work with the Hilbert space H spanned by all ψα
with α ∈ {1, . . . , D}, which is often called the microcanonical energy shell .
Let us briefly describe the problem of the approach to equilibrium, mainly following
[2, 3, 7, 8]. We recommend [3] as an accessible exposition.
It has been well established by now that, in a normal macroscopic quantum system,
the overwhelming majority of states in the energy shell H correspond to the thermal
equilibrium state [2, 3, 12, 13, 14].
To formulate this fact mathematically13, we assume that the energy shell H is de-
composed into the equilibrium and the nonequilibrium subspaces as H = Heq ⊕ Hneq.
We regard any state ϕ which is close enough to Heq as being an equilibrium state, and
a state not close to Heq as a nonequilibrium state14. Note that neither the set of equi-
librium states nor that of nonequilibrium states forms a subspace of H. We assume that
the subspace Heq occupies most of the energy shell H in the sense that the dimension
12 There are however essential differences between their work and ours. The initial state needs to have
a sufficiently broad energy distribution in the former, while it is arbitrary in the latter. The observable
is drawn randomly after fixing the initial state in the former, while the random subspace is fixed at
the beginning in the latter. The former treats equilibration while the latter deals with thermalization.
13We do not mean that this is the only possible formulation.
14Consider the simplest situation where one is interested in the behavior of a single macroscopic
quantity Oˆ, whose equilibrium value is O¯. Then one can define Heq as the subspace spanned by the
eigenstates of the nonnegative operator (Oˆ − O¯)2 corresponding to sufficiently small eigenvalues.
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d of the nonequilibrium subspace Hneq satisfies d ≪ D. One then easily finds that a
typical state in the energy shell is an equilibrium state15.
The dimensions D and d are usually huge, and are expected to depend on the volume
V as D ≈ eσV and d ≈ eσ
′V with constants (entropy densities) 0 < σ′ < σ. We note
however that it is not easy to actually prove this property for nontrivial quantum many-
body systems. See section I.B of [7].
The next question is whether an isolated quantum system evolving under the unitary
time evolution exhibits the approach to equilibrium. We assume that the system starts
from a normalized initial state ϕ(0) ∈ H which may not be close toHeq, and ask whether
its time evolution
ϕ(t) = e−iHˆt/~ϕ(0), (2.2)
where t ≥ 0, comes and stays, for most t, very close to Heq when t is large.
Let Pˆneq denote the orthogonal projection onto the nonequilibrium subspace Hneq.
In some settings (and under suitable assumptions), it has been proved that [4, 5, 6, 7,
8, 9, 10]
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆneqϕ(t)〉 ≪ 1 (2.3)
for sufficiently large τ > 0. See Appendix A. In the present paper we also prove a
statement of this type. The bound (2.3) implies that, within the time interval [0, τ ], the
state ϕ(t) spends most of the time in the close vicinity of the equilibrium subspace Heq,
i.e., the system approaches equilibrium within the time scale of order τ . See section 2.3.
Let us briefly recall a version of such results proved by Goldstein, Lebowitz, Mas-
trodonato, Tumulka, and Zangh`ı [7], who followed the philosophy of von Neumann’s
[1, 2, 3]. As we discussed in the introduction, we here regard the nonequilibrium sub-
space Hneq as a general d-dimensional subspace of H. Then it was proved that, for a
typical choice16 of Hneq, one has
〈ψα, Pˆneqψα〉 ≪ 1 (2.4)
for any α ∈ {1, . . . , D}. This is a version of the property usually called “energy-
eigenstate thermalization”. By using this property, it was shown that (2.3) is valid
for any initial state ϕ(0) ∈ H (see Theorem A.1).
Although this seems to establish the desired approach to equilibrium, we would also
like to have some information about how large τ should be in (2.3). We have treated
this problem of time scale explicitly in [22], and proved two theorems by explicit (and
purely mathematical) construction of Hneq; for some choices of Hneq the required time
scale becomes as large as τ ≈ h d/∆U which can easily exceed the age of the universe,
15 Let Pˆneq be the projection onto Hneq, and consider the expectation value 〈ϕ, Pˆneqϕ〉. By taking
the uniform average over all normalized ϕ ∈ H, we get E[〈ϕ, Pˆneqϕ〉] = d/D ≪ 1. From the standard
argument based on the Markov inequality, we find that 〈ϕ, Pˆneqϕ〉 ≪ 1 for a typical ϕ ∈ H. The
inequality 〈ϕ, Pˆneqϕ〉 ≪ 1 implies ϕ is very close to Heq and hence is an equilibrium state.
16In [7], the authors fix Hneq and choose the orthonormal basis {ψα}α∈{1,...,D} randomly. But this
is equivalent to the present formulation. See also [8].
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while for some other choices it becomes as small as τ ≈ h/∆U which is ridiculously
short.
This observation suggests that our understanding of the approach to equilibrium in
isolated quantum systems is still quite primitive. In particular we need to learn more
about the time scale required for thermalization.
2.2 Assumptions and main result
We shall state our main result precisely in the present subsection.
We assume that the distribution of the energy eigenvalues E1, . . . , ED ∈ [U −∆U, U ]
is well-described by a single function ρ(E), the density of states. More precisely, we
assume17 for any differentiable function f(E) that
1
D
∣∣∣∣
D∑
α=1
f(Eα)−
∫ U+η
U−∆U−η
dE ρ(E) f(E)
∣∣∣∣ ≤ η × sup
E∈[U−∆U−η,U+η]
|f ′(E)|, (2.5)
where η is a small constant. See Appendix B for details. Here we take the constant as
η = D−κβ˜−1. (2.6)
where κ ∈ (0, 1) is a constant close to 1.
We shall make an essential assumption that ρ(E) satisfies
ρ(E) ≤ β˜D (2.7)
for any E ∈ [U − ∆U − η, U + η]. The motivation for this upper bound is explained
in Remark 2 at the end of the section. The constant β˜ which appears both in (2.6)
and (2.7) is interpreted as the inverse temperature β˜ = (kBT )
−1 corresponding to the
equilibrium state in the energy shell. Here kB ∼ 1.38 × 10−23 J/K is the Boltzmann
constant and T is the absolute temperature.
We also define the Boltzmann time
τB := hβ˜ =
h
kBT
, (2.8)
which is a natural time scale associated with the absolute temperature T . Here h =
2π~ ∼ 6.626 × 10−34 Js is the Planck constant. Note that the Boltzmann time is ex-
tremely short for practical temperatures. For example τB ≈ 1.6 × 10−13 s for the room
temperature T ≈ 300K, and τB ≈ 0.5 s for T ≈ 10
−10K, which is the lowest possible
temperature that can be achieved in the current ultracold atom experiments.
In order to investigate the properties of a generic “nonequilibrium subspace”, we
shall generate a d-dimensional subspace of the energy shell H randomly as follows. In
17 To be precise (2.5) is not an assumption since it can always be satisfied. See Appendix B. The
real assumption, which is contained in (2.7), is that the function ρ(E) behaves as a physical density of
states, which is smooth and (almost) monotone increasing.
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what follows, we denote the random subspace as Hrnd and the corresponding projection
as Pˆrnd to emphasize that these are random objects. Note that Hrnd is our probabilistic
model of Hneq.
By U(H) we denote the group of all the unitary transformations on H. For each
Uˆ ∈ U(H) and j ∈ {1, . . . , d}, we define the normalized state ξ(j) = Uˆψj . We then con-
sider the d-dimensional subspace Hrnd spanned by ξ
(1), . . . , ξ(d), and the corresponding
projection operator
Pˆrnd =
d∑
j=1
pˆ[ξ(j)], (2.9)
where pˆ[ξ] denotes the orthogonal projection onto ξ. By drawing Uˆ ∈ U(H) according
to the unique Haar measure on U(H), we can generate the d-dimensional subspace Hrnd
and the associated projection Pˆrnd in a completely random manner.
Our main finding is summarized in the following theorem. The theorem is proved in
section 3 based on Proposition 3.1, which is valid for more general matrices.
Theorem 2.1 Fix an arbitrary (small) ε > 0. Let the dimension D be sufficiently large
and the dimension d ≥ 1 be sufficiently small compared with D, so that
d
D
≤ 2
(
log(2e3D5/4)
log(1 + ε)
+ 1
)−4
. (2.10)
Let Hrnd and Pˆrnd be the random d-dimensional subspace and the corresponding projec-
tion as defined above. Then, with probability larger than 1− (d/D), one has
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆrndϕ(t)〉 ≤
τB
τ
(1 + 2D−κ/5) (1 + ε) ∼
τB
τ
, (2.11)
for any normalized initial state ϕ(0) ∈ H, and for any τ such that
0 ≤
τ
τB
≤ min
{
Dκ/5,
(D
d
)1/4}
. (2.12)
Remarks: 1. With probability very close to one, the left-hand side of (2.11) converges
to d/D for extremely large τ . This fact was proved by von Neumann [1, 2, 3].
2. Let us explain the motivation for the assumption (2.7). In a macroscopic quantum
system, the number of states (i.e., the number of α such that Eα ≤ E) is well approx-
imated by a function18 Ω(E) which is smooth and rapidly increasing in E. See, e.g.,
section 3.5 of [27]. Then the temperature T at energy U is written as
1
kBT
=
∂ log Ω(E)
∂E
∣∣∣
E=U
=
ρ(U)
Ω(U)
, (2.13)
18The number of states generally behaves as Ω(E) ≈ exp[V σ(E/V )], where the entropy density σ(ǫ)
is a strictly increasing convex function.
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where ρ(E) := Ω′(E) is the density of states. By noting that D = Ω(U) − Ω(U −
∆U) ∼ Ω(U), where the approximate equality is generally quite accurate provided that
∆U ≫ kBT , and ρ(E) is generally increasing in E, we find
ρ(E) ≤ ρ(U) =
1
kBT
Ω(U) ∼
D
kBT
, (2.14)
for any E ∈ [U −∆U, U ], which is our assumption (2.7).
3. The assumption ∆U ≫ kBT in the previous remark is legitimate from a physical
point of view. In the unphysical situation with ∆U ≪ kBT , which is easily realized
mathematically, the assumption (2.7) is no longer appropriate. Here one expects the
density of states ρ(E) to be almost constant within the whole interval [U − ∆U, U ].
Thus the assumption (2.7) should be replaced by ρ(E) ≤ D/∆U . Consequently the
main inequality (2.11) of Theorem 2.1 is modified as
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆrndϕ(t)〉 .
h
∆U
1
τ
, (2.15)
which means that the decay is much slower than in the original setting. See the end of
section 2.3 for an interpretation.
4. One may interpret our theorem, which is indeed valid for any d with 1 ≤ d ≪ D,
as providing information about how fast states vary in a macroscopic quantum system.
We find that, with probability close to one, any state (including mixed states) in Hrnd
escapes from Hrnd on the order of the Boltzmann time.
2.3 Physical implications of the theorem
As we have briefly discussed in section 2.1, our main inequality (2.11) implies that any
initial state of the system approaches thermal equilibrium within the time scale τ ≫ τB,
provided that we regard Hrnd as a realization of the physical nonequilibrium subspace.
To see this rewrite (2.11) as
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆrndϕ(t)〉 ≤ ε1ε2, (2.16)
where both ε1 and ε2 are assumed to be small. Then define the “bad” subset of [0, τ ]
by
B := {t ∈ [0, τ ]
∣∣ 〈ϕ(t), Pˆrndϕ(t)〉 ≥ ε1}. (2.17)
From (2.16) and the Markov inequality one readily finds that the “total length” (or the
Lebesgue measure) |B| of the subset B satisfies
|B|
τ
≤ ε2, (2.18)
which means that the bad subset B is a minority in the whole interval [0, τ ]. In other
words, we have 〈ϕ(t), Pˆrndϕ(t)〉 ≤ ε1 for a typical t (randomly chosen) from [0, τ ]. Since
small 〈ϕ(t), Pˆrndϕ(t)〉 indicates that the state ϕ(t) is in equilibrium, we conclude that
the system equilibrates within time τ , no matter what the initial state ϕ(0) is.
Let us examine how large τ should be in a realistic setting. Suppose that T ≈ 300K,
and hence τB ≈ 1.6 × 10−13 s. Then even for τ ≈ 1µs = 10−6 s, the right-hand side of
(2.11) does not exceed 10−6. One can safely take ε1 = ε2 = 10
−3, which means that the
system is certainly in equilibrium after a micro-second.
As we have already discussed in Section 1, this mathematical conclusion is in a sharp
contradiction with the empirical fact that there are so many nonequilibrium states which
lasts for quite a long time19. The only reasonable resolution20 seems to be that realistic
nonequilibrium subspaces form exceptions to the bound of the theorem, or, in other
words, moderately slow decay observed in reality is not a typical property (if we assume
random Hneq). See Section 1 for a discussion about the implication of this finding to
the method of appeal to typicality.
The atypicality may not be too surprising, especially after knowing about it. Given
the energy shell H, the nonequilibrium subspace Hneq, in reality, is determined not in
a random manner, but through the values of macroscopic quantities that we use to
characterize the system. Recall that many of the standard macroscopic quantities are
expressed as a sum (or an integral) of locally conserved observables, and the Hamiltonian
of a realistic system consists of more or less short-range interactions21. This means that
the corresponding subspace Hneq and the projection operator Pˆneq should be special. It
is likely, for example, that the commutator [Hˆ, Pˆneq] is smaller for realistic subspaces
compared with randomly chosen ones.
In order to fully understand the problem of the approach to equilibrium in macro-
scopic quantum systems, it may be essential to characterize realistic nonequilibrium
subspaces, and to investigate the accompanying time scale.
Let us here give a crude picture based on the escape from a single state, which may
be useful in understanding the nature of realistic nonequilibrium subspaces. See [25] for
a detailed study of the related problem. Take an arbitrary state ξ ∈ H and expand it as
ξ =
∑D
α=1 ξαψα. Assume that the coefficient ξα is negligible (in a certain rough sense)
unless α is such that Eα ∈ [E˜, E˜ + ∆E] ⊂ [U −∆U, U ] for some energy E˜ and energy
width ∆E. We then take an initial state ϕ(0) ∈ H which is close to ξ, and examine how
quickly the state escapes from the vicinity of ξ. One readily finds that the overlap22
〈ϕ(t), pˆ[ξ]ϕ(t)〉 =
∣∣〈ξ,ϕ(t)〉∣∣2 = D∑
α,β=1
(ξα)
∗ξβ cα(cβ)
∗ e−i(Eα−Eβ)t/~, (2.19)
19 We also note that the relaxation time should grow with the size of the system, while the Boltzmann
time τB is independent of the system size.
20The states in the energy shell H are restricted in the sense that they are linear combinations of
energy eigenstates corresponding to a narrow range of energy. We nevertheless expect that H is large
enough to contain many states which are sufficiently far from nonequilibrium.
21In systems with short-range interactions, the relaxation time must grow with the system size
because information propagates only with a finite speed. In fact it is very likely that, in a suitable class
of systems, one can use the Lieb-Robinson bound [28] to prove lower bounds for the relaxation time
which grows with the system size.
22Throughout the present paper we denote by z∗ the complex conjugate of z.
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where we expanded ϕ(0) as in (3.1), changes (and hence decays) in the time scale of
order τesc := h/∆E. This property is well-known as the “uncertainty relation between
time and energy”.
This observation suggests that a subspace Hneq may also be characterized by certain
energy scale ∆E, which is similarly related to the associated relaxation time. This
picture is true, at least for some examples, as we shall see now.
In the present setting of completely random Hneq, we see that each ξ
(j) (for j =
1, . . . , d) is characterized by the width (in the above sense) ∆E ≈ kBT . This is because,
in a macroscopic system, most of the energy eigenvalues E such that U −∆U ≤ E ≤ U
are found in the smaller range with U − const kBT ≤ E ≤ U , where the constant is of
O(V 0). From this the conclusion that the escape time coincides with the Boltzmann
time does indeed follow.
Two examples ofHneq in our previous work [22] are also consistent with the picture of
escape time. In Theorem 1, where one finds extremely slow decay, we have ∆E = ∆U/d,
which means τesc = h d/∆U . In Theorem 2, where one finds quick decay, we have
∆E ≈ ∆U , which means τesc ≈ h/∆U .
Remark 3 at the end of section 2.2 also provides an example. Here ∆U plays the role
of the width ∆E, which corresponds to the escape time τesc = h/∆U . This is consistent
with the bound (2.15).
This observation suggests that a realistic nonequilibrium subspace Hneq, determined
through macroscopic quantities that we use to characterize the system, is associated
with a certain energy width ∆E. It is possible that the escape time τesc, which may take
a reasonable value depending on the value of ∆E, essentially determines the relaxation
time.
Of course it is also likely that the above picture of the escape from a single state is
too naive or has only limited applicability. In some systems it may happen that ϕ(t)
is “trapped” in the vicinity of Hneq in a more intricate manner. In such a situation the
relaxation time should also depend on the number of independent ξ(j)’s that the state
ϕ(t) should go through.
It is certainly an interesting challenge to examine these pictures in interacting many-
body quantum systems and prove meaningful theorems. For the moment we only have
limited rigorous results in abstract and artificial settings. In particular Theorem 1 of [22]
treats examples with unphysically long relaxation time, and Theorem 2.1 of the present
paper shows that a typical Hneq leads to unphysically short relaxation time. The reality
should lie in between these two extreme theorems, remaining to be understood.
3 Preliminary considerations and the proof of The-
orem 2.1
Here we make some preliminary considerations, and introduce important quantities in-
cluding the two matrices S and Q. We shall prove Theorem 2.1 by using Propositions 3.1
and 3.2.
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Let ϕ(0) ∈ H be an arbitrary normalized initial state. We expand ϕ(0) in the energy
eigenstates as
ϕ(0) =
D∑
α=1
cαψα, (3.1)
where the normalization implies
∑D
α=1 |cα|
2 = 1.
By recalling the time-evolution (2.2), we write the time average of the expectation
value of Pˆrnd as
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆrndϕ(t)〉 =
〈
ϕ(0),
{1
τ
∫ τ
0
dt eiHˆt/~Pˆrnd e
−iHˆt/~
}
ϕ(0)
〉
=
D∑
α,β=1
(cα)
∗Qαβ cβ , (3.2)
and we have introduced
Qαβ :=
〈
ψα,
{1
τ
∫ τ
0
dt eiHˆt/~Pˆrnd e
−iHˆt/~
}
ψβ
〉
. (3.3)
Let us write the “matrix element” of the projection Pˆrnd as
Pαβ := 〈ψα, Pˆrndψβ〉 =
d∑
j=1
ξ(j)α (ξ
(j)
β )
∗, (3.4)
where we used (2.9), and expanded the (random) states as ξ(j) =
∑D
α=1 ξ
(j)
α ψα. Since
ξ(j) is normalized we have
∑D
α=1 |ξ
(j)
α |2 = 1. Then by using (2.1), we can rewrite (3.3)
as
Qαβ =
1
τ
∫ τ
0
dt eiEαt/~ Pαβ e
−iEβt/~ = Pαβ Sαβ , (3.5)
with
Sαβ :=
1
τ
∫ τ
0
dt ei(Eα−Eβ)t/~ =


1, if Eα = Eβ ;
eiτ(Eα−Eβ)/~ − 1
iτ(Eα − Eβ)/~
, if Eα 6= Eβ .
(3.6)
We then define D × D matrices by P = (Pαβ)α,β∈{1,...,D}, S = (Sαβ)α,β∈{1,...,D}, and
Q = (Qαβ)α,β∈{1,...,D}. The matrix Q is the Hadamard product of P and S.
Note that S is positive semi-definite as, for any (cα)α∈{1,...,D}, we have
D∑
α,β=1
(cα)
∗ Sαβ cβ =
1
τ
∫ τ
0
dt
∣∣∣∣
D∑
α=1
cα e
−iEαt/~
∣∣∣∣
2
≥ 0. (3.7)
We also note that Q is hermitian since both P and S are hermitian23.
23It follows from (3.3) that Q is positive semi-definite. See also the proof of Proposition 3.1, especially
(4.6).
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By µmax and λmax we denote the maximum eigenvalues of S and Q, respectively.
Note that (3.2) implies
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆrndϕ(t)〉 =
D∑
α,β=1
(cα)
∗Qαβ cβ ≤ λmax (3.8)
where we noted that
∑D
α=1 |cα|
2 = 1. Since the left-hand side of (3.2) never exceeds 1,
we find that λmax ≤ 1.
Remark: It is useful to note that, for each (fixed) random unitary transformation
Uˆ , the maximum eigenvalue λmax is nondecreasing in d. To see this, we write the
d-dependences of the matrices explicitly, and note that (3.3) implies Q
(d′)
αβ − Q
(d)
αβ =〈
ψα,
{
τ−1
∫ τ
0
dt eiHˆt/~(Pˆ
(d′)
rnd − Pˆ
(d)
rnd) e
−iHˆt/~
}
ψβ
〉
. Suppose d′ ≥ d. Since Pˆ (d
′)
rnd − Pˆ
(d)
rnd is a
projection, we see that Q(d
′) − Q(d) is positive semi-definite.
Mathematically speaking our most important result is the following proposition
which roughly says that one typically has λmax . µmax/D (provided that µmax is large
enough). We shall here state the proposition for general positive semi-definite matrices
since this mathematical result itself may be of some interest from the point of view of
random matrices. The proposition is proved in section 4.1 by using Proposition 4.1.
Proposition 3.1 Suppose that the dimensions D and d, and an integer n ≥ 2 satisfy
n4d ≤ 2D. Let A = (Aαβ)α,β∈{1,...,D} be a D × D positive semi-definite matrix whose
maximum eigenvalue is µmax. Take a constant µ¯ such that
µmax ≤ µ¯, and
( d
D
)1/4
≤
µ¯
D A¯
, (3.9)
where A¯ := max1≤α≤D Aαα is assumed to be nonvanishing. Define another D×D matrix
B = (Bαβ)α,β∈{1,...,D} by the Hadamard product
Bαβ = AαβPαβ (α, β ∈ {1, . . . , D}), (3.10)
where Pαβ are the matrix elements of the projection operator onto a random d-dimensional
subspace as in (2.9) and (3.4).
Then for any ε > 0, the maximum eigenvalue λmax of the matrix B satisfies
24
P
[
λmax ≥ (1 + ε)
µ¯
D
]
≤
2e3dD1/4
(1 + ε)n
(3.11)
where the probability is with respect to the random choice of the d-dimensional subspace.
24When we apply the proposition, we let n be large to make the right-hand side of (3.11) small.
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Remark: There is a similar result which holds for hermitian (and not necessarily positive-
semidefinite) matrix A. Decompose A into its positive and negative parts25 as A =
A(+) + A(−). Then B is also decomposed as B = B(+) + B(−), where B(±) denotes the
Hadamard product of A(±) and P. Since
λmax ≤
(
max eigenvalue of B(+)
)
+
(
max eigenvalue of B(−)
)
≤
(
max eigenvalue of B(+)
)
, (3.12)
we only need to bound the maximum eigenvalue of B(+). This can be done by using
Proposition 3.1 for A(+) and B(+).
We shall apply Proposition 3.1 by setting A = S. This means that we need an upper
bound µ¯ for the maximum eigenvalue µmax of S. We make use of the following upper
bound, which indeed is almost optimal26.
Proposition 3.2 Assume (2.6) and (2.7) for the density of states ρ(E). Then the
maximum eigenvalue µmax of the matrix S satisfies
µmax ≤ µ¯ :=
τB
τ
D
1 +D−κ/5/2
1−D−κ/5
∼
τB
τ
D, (3.13)
for any τ such that 0 < τ ≤ Dκ/5 τB.
The proposition will be proved at the end of the present section.
Remark: The proposition may have applications in various problems of quantum me-
chanical time evolution. For example the function φ(t) := D−1
∑D
α=1 e
itEα/~ plays a
fundamental role in the work by Cramer [21]. We can bound the time average of |φ(t)|2
as
1
τ
∫ τ
0
dt |φ(t)|2 = D−1
D∑
α,β=1
D−1/2SαβD
−1/2 ≤
µmax
D
≤
µ¯
D
, (3.14)
which may be useful in extending the results27 in [21].
We are now ready to verify that our main theorem follows from these propositions.
Proof of Theorem 2.1, assuming Propositions 3.1 and 3.2: We shall set A = S. We have
already remarked that S is positive semi-definite. Also A¯ = 1 because of the definition
(3.6).
25Let (u
(ℓ)
α )α∈{1,...,D} and µℓ (ℓ ∈ {1, . . . , D}) be the eigenvectors and the corresponding eigenvalues
of A, respectively. We then define A
(+)
αβ :=
∑
ℓ:µℓ≥0
µℓ u
(ℓ)
α (u
(ℓ)
β )
∗, and A
(−)
αβ :=
∑
ℓ:µℓ<0
µℓ u
(ℓ)
α (u
(ℓ)
β )
∗,
where A(+) is positive semi-definite, and A(−) is negative definite.
26 By using the variational argument described in [23], one can prove a lower bound which has the
same asymptotic behavior (as D ↑ ∞) as the upper bound.
27It is likely that, for the class of models (with N sites) in section 3.2 of [21], the bound (2.7) for the
density of states is valid with β˜ = const×N .
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We note that the condition (2.12) in the theorem implies τ/τB ≤ (D/d)
1/4, which
shows that µ¯ given by (3.13) satisfies µ¯/D ≥ (d/D)1/4. This justifies (3.9).
For given ε > 0, we let n be the smallest integer such that 2e3dD1/4/(1+ ε)n ≤ d/D.
Suppose that n4d ≤ 2D. Then (3.11) along with (3.8) implies the desired (2.11) because
B corresponds to Q.
In (2.11), we have replaced µ¯ of (3.13) by its upper bound (τB/τ)D(1 + 2D
−κ/5),
which is justified because D is sufficiently large as is explained below.
Let us examine the condition that n4d ≤ 2D. Since n ≤ {log(2e3D5/4)/ log(1+ε)}+1,
the condition n4d ≤ 2D is guaranteed if (2.10) is satisfied. To ensure that there is a
positive d which satisfies the inequality (2.10), D must be sufficiently large to satisfy
[{log(2e3D5/4)/ log(1 + ε)} + 1]4 ≤ D. If one chooses ε = 0.01, it suffices to set, e.g.,
D = 1050 and d = 1030. For a typical value of D such as D ≈ exp(1020), the condition
(2.10) is definitely satisfied even for d as large as, say, d ≈ exp(0.9999× 1020). 
Let us end the section by proving the upper bound on the maximum eigenvalue.
Proof of Proposition 3.2: Let u > 0. We define S
(u)
αβ by replacing τ in (3.6) by u. We
also define
R
(u)
αβ := u e
−iuEα/(2~) S
(u)
αβ e
iuEβ/(2~). (3.15)
Note that the matrices (S
(u)
αβ )α,β∈{1,...,D} and (e
−iuEα/(2~) S
(u)
αβ e
iuEβ/(2~))α,β∈{1,...,D} have
exactly the same eigenvalues since they are related with each other by a trivial unitary
transformation28. Thus the maximum eigenvalue of the matrix (R
(τ)
αβ )α,β∈{1,...,D} is equal
to τ µmax.
From (3.6) we find
R
(u)
αβ =
∫ u/2
−u/2
dt ei(Eα−Eβ)t/~ =


u, if Eα = Eβ ;
sin
[
(Eα − Eβ)u/(2~)
]
(Eα − Eβ)/(2~)
, if Eα 6= Eβ .
(3.16)
which means that (R
(τ)
αβ )α,β∈{1,...,D} is a real symmetric matrix. Thus the maximum
eigenvalue can be written as
τ µmax = sup
x1,...,xD∈R(∑D
α=1(xα)
2=1
)
D∑
α,β=1
xαR
(τ)
αβ xβ . (3.17)
This variational problem is not yet easy to treat since R
(τ)
αβ has an oscillating sign. We
overcome this difficulty by performing an extra integration in time.
Fix arbitrary x1, . . . , xD ∈ R such that
∑D
α=1(xα)
2 = 1. From the integral represen-
tation in (3.16), we get
D∑
α,β=1
xαR
(u)
αβ xβ =
∫ u/2
−u/2
dt
∣∣∣ D∑
α=1
e−iEαt/~ xα
∣∣∣2, (3.18)
28 The latter is obtained by replacing the range of integration in (3.6) by [−τ/2, τ/2].
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which implies that the quantity on the left-hand side is nonnegative and increasing in
u > 0. Thus, for any 0 < τ < τmax, we have
D∑
α,β=1
xαR
(τ)
αβ xβ ≤
1
τmax − τ
∫ τmax
τ
du
D∑
α,β=1
xαR
(u)
αβ xβ
≤
1
τmax − τ
∫ τmax
0
du
D∑
α,β=1
xαR
(u)
αβ xβ =
D∑
α,β=1
xα Iαβ xβ, (3.19)
where
Iαβ :=
1
τmax − τ
∫ τmax
0
duR
(u)
αβ =
(τmax)
2
2(τmax − τ)
g
((Eα −Eβ) τmax
4~
)
, (3.20)
with g(x) := (sin x/x)2. Remarkably Iαβ is nonnegative.
By noting that 2xαxβ ≤ (xα)2 + (xβ)2 and Iαβ = Iβα ≥ 0, we find
D∑
α,β=1
xα Iαβ xβ ≤
1
2
D∑
α,β=1
{
(xα)
2Iαβ + Iαβ(xβ)
2
}
=
D∑
α,β=1
Iαβ(xβ)
2
≤
(
sup
β∈{1,...,D}
D∑
α=1
Iαβ
) D∑
β=1
(xβ)
2 = sup
β
D∑
α=1
Iαβ . (3.21)
Recalling (3.17) and (3.19), we get our main bound
τ µmax ≤ sup
β
D∑
α=1
Iαβ. (3.22)
By replacing the sum on the right-hand side of (3.22) by an integral according to (2.5),
we have
τ µmax ≤
(τmax)
2
2(τmax − τ)
sup
β
{∫ U+η
U−∆U−η
dE ρ(E) g
((E − Eβ) τmax
4~
)
+D1−κ
τmax g¯
4~β˜
}
,
where g¯ := supx |g
′(x)| ∼ 0.5402. By using (2.7), the integral is bounded as
≤
(τmax)
2
2(τmax − τ)
sup
β
{
Dβ˜
∫ U+η
U−∆U−η
dE g
((E − Eβ) τmax
4~
)
+D1−κ
πτmax g¯
2τB
}
,
≤
(τmax)
2
2(τmax − τ)
{
Dβ˜
∫ ∞
−∞
dE g
(E τmax
4~
)
+D1−κ
πτmax g¯
2τB
}
,
where we also used the definition (2.8) of τB to rewrite the error term. Recalling that∫∞
−∞
dx g(x) = π, the integration can be evaluated to give
≤
τmax
τmax − τ
D τB
(
1 +
πg¯
4
(τmax
τB
)2
D−κ
)
. (3.23)
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We finally choose τmax = D
2κ/5τB, and use the upper bound τ ≤ D
κ/5 τB to get
µmax ≤
1
τ
1
1−D−κ/5
D τB
(
1 +
πg¯
4
D−κ/5
)
≤
τB
τ
D
1 +D−κ/5/2
1−D−κ/5
, (3.24)
which is the desired upper bound. 
4 Main proposition and its proof
In the present section, which is the mathematical core of the present work, we state and
prove Proposition 4.1 about general matrices. Proposition 3.1 is proved rather easily
from Proposition 4.1.
4.1 Proof of Proposition 3.1
Let us state our main proposition. It deals with a matrix A (with complex elements)
which is not necessarily positive semi-definite, but satisfies a special condition (4.1).
Proposition 4.1 Suppose that the dimensions D and d, an integer n ≥ 2, and some
δ > 0 satisfy n4d ≤ 2D and n2+(4/δ)d ≤ D. Let A = (Aαβ)α,β∈{1,...,D} be a D×D matrix
which satisfies
|(Am)αβ | ≤ µ¯
m−1, (α, β ∈ {1, 2, . . . , n}) (4.1)
for any positive integer m with an m-independent constant µ¯ > 0.
Define another D ×D matrix B = (Bαβ)α,β∈{1,...,D} by the Hadamard product
Bαβ = AαβPαβ , (4.2)
where Pαβ are the matrix elements of the projection operator onto a random d-dimensional
subspace as in (2.9) and (3.4). Then we have29
∣∣∣E[Tr[Bn]]∣∣∣ ≤ 2e2d[( µ¯
D
)n−1
+ (e− 1)
{
µ¯
D
∨
( d
D
)1/(2+δ)}n ]
, (4.3)
where the expectation is with respect to the random choice of the d-dimensional subspace.
Proof of Proposition 3.1, assuming Proposition 4.1: We will prove the proposition as-
suming A¯ = 1. The case with A¯ 6= 1 can be reduced to this case by considering matrices
A˜ and B˜, whose elements are defined as A˜αβ = Aαβ/A¯ and B˜αβ = Bαβ/A¯, respectively.
We begin by checking various conditions in Proposition 4.1. The condition n4d ≤ 2D
in Proposition 4.1 is also assumed in Proposition 3.1. We set δ = 2. Then the condition
n2+(4/δ)d ≤ D is satisfied since we have n4d ≤ 2D.
We then verify the condition (4.1). Recall that now A is assumed to be positive
semi-definite. Let (u
(ℓ)
α )α∈{1,...,D} and µℓ ≥ 0 (ℓ ∈ {1, . . . , D}) be the eigenvectors and
29We write a ∨ b = max{a, b}.
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the corresponding eigenvalues of A, respectively. We can write Aαβ =
∑D
ℓ=1 µℓ u
(ℓ)
α (u
(ℓ)
β )
∗.
Then we note for m ≥ 1 that
∣∣(Am)αβ∣∣ = ∣∣∣ D∑
ℓ=1
(µℓ)
mu(ℓ)α (u
(ℓ)
β )
∗
∣∣∣ ≤ D∑
ℓ=1
(µℓ)
m 1
2
{
|u(ℓ)α |
2 + |u(ℓ)β |
2
}
. (4.4)
We then observe that
D∑
ℓ=1
(µℓ)
m|u(ℓ)α |
2 ≤ µ¯m−1
D∑
ℓ=1
µℓ u
(ℓ)
α (u
(ℓ)
α )
∗ = µ¯m−1Aαα ≤ µ¯
m−1, (4.5)
where we used (3.9) and the fact that A¯ = 1. By substituting (4.5) into (4.4), we get
the desired bound (4.1).
We next note that B is positive semi-definite. This is guaranteed by Schur’s theorem,
which says that the Hadamard product of two positive semi-definite matrices is also pos-
itive semi-definite, but let us give an elementary proof. Take an arbitrary (xα)α∈{1,...,D}
and observe that
D∑
α,β=1
(xα)
∗Bαβ xβ =
D∑
α,β=1
(xα)
∗Pαβ Aαβ xβ =
D∑
α,β=1
D∑
j=1
(xα)
∗ξ(j)α (ξ
(j)
β )
∗Aαβ xβ
=
D∑
j=1
D∑
α,β=1
(y(j)α )
∗Aαβ y
(j)
β ≥ 0, (4.6)
where we used (3.10), (3.4), and set y
(j)
α = xα(ξ
(j)
α )∗. We also used the fact that A is
positive semi-definite.
Now positive semi-definiteness of B implies that
Tr[Bn] =
D∑
ℓ=1
(λℓ)
n ≥ (λmax)
n, (4.7)
where λℓ ≥ 0 with ℓ ∈ {1, . . . , D} are the eigenvalues of B.
Since we have (3.9), the main inequality (4.3) implies
E[(λmax)
n] ≤ E
[
Tr[Bn]
]
≤ 2e2d
{( µ¯
D
)n−1
+ (e− 1)
(
µ¯
D
)n}
≤ 2e3d
( µ¯
D
)n−1(
1 ∨
µ¯
D
)
. (4.8)
By using the Markov inequality, we find for any ε > 0 that
P
[
λmax ≥ (1 + ε)
µ¯
D
]
= P
[(
λmax
)n
≥
{
(1 + ε)
µ¯
D
}n]
≤
E
[(
λmax
)n]{
(1 + ε)
µ¯
D
}n
≤
2e3d
( µ¯
D
)n−1
{
(1 + ε)
µ¯
D
}n (1 ∨ µ¯D
)
=
2e3d
(1 + ε)n
(D
µ¯
∨ 1
)
≤
2e3d
(1 + ε)n
D1/4, (4.9)
where, for µ¯ ≤ D, we used (3.9) and d ≥ 1 to get the final bound. 
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4.2 Proof of Proposition 4.1
Now we shall prove Proposition 4.1. The exact expression (4.21) of Collins for integrals
over the Haar measure of the unitary group plays a fundamental role in the proof. We
make use of some properties of the symmetric group, which are summarized in the
Appendix C.
4.2.1 Integration of d-dimensional random subspaces
We shall examine the expectation value E[Tr[Bn]], and rewrite it into a form suitable
for further evaluation. From (4.2), we have
E
[
Tr[Bn]
]
= E
[
D∑
α1,...,αn=1
Bα1α2 Bα2α3 · · · Bαnα1
]
=
D∑
α1,...,αn=1
Aα1α2 Aα2α3 · · · Aαnα1 E
[
Pα1α2 Pα2α3 · · · Pαnα1
]
. (4.10)
By writing the projection matrix in terms of the unit vectors as in (3.4), we can write
the expectation value in the sum as
E
[
Pα1α2 Pα2α3 · · · Pαnα1
]
=
d∑
j1,...,jn=1
E
[
ξ(j1)α1 (ξ
(j1)
α2
)∗ ξ(j2)α2 (ξ
(j2)
α3
)∗ · · · ξ(jn−1)αn−1 (ξ
(jn−1)
αn )
∗ ξ(jn)αn (ξ
(jn)
α1
)∗
]
. (4.11)
Now we need to evaluate E
[
ξ
(j1)
α1 (ξ
(j1)
α2 )
∗ · · · ξ(jn)αn (ξ
(jn)
α1 )
∗
]
. Let us first be heuristic
and present a rough estimate. Although we still know very little about this expectation
value, it is apparent from the normalization and the symmetry that
E
[
ξ(j)α (ξ
(j)
α′ )
∗
]
=
1
D
δα,α′ (4.12)
holds. It is expected that, in a crude approximation, one may treat
(ξ
(1)
α )α∈{1,...,D}, . . . , (ξ
(d)
α )α∈{1,...,D} as independent random vectors each of which distributed
uniformly on the unit sphere in CD. Then (4.12) is automatically satisfied. Of course the
different vectors are not necessarily orthogonal with each other in this approximation,
but they are almost orthogonal with probability close to one provided that d ≪ D. In
fact it was shown by Weingarten in his pioneering work on the group integrals that this
crude approximation gives the leading orders of the large-D limits of certain expectation
values [29].
In this “first-order approximation” (and assuming that for most of the terms in (4.11)
the ji (i = 1, . . . , n) are all different) the relevant expectation becomes
E
[
ξ(j1)α1 (ξ
(j1)
α2 )
∗ ξ(j2)α2 (ξ
(j2)
α3 )
∗ · · · ξ(jn)αn (ξ
(jn)
α1 )
∗
]
∼
1
Dn
n∏
s=1
δαs,αs+1. (4.13)
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Here (and in what follows) we identify αn+1 with α1. Substituted into (4.11), this
approximation yields
E
[
Pα1α2 Pα2α3 · · · Pαnα1
]
∼
( d
D
)n n∏
s=1
δαs,αs+1. (4.14)
Note that the factor
∏n
s=1 δαs,αs+1 imposes the constraint that α1, . . . , αn must be all
identical. Thus, recalling (4.10), the present approximation gives
E
[
Tr[Bn]
] ?
∼
( d
D
)n D∑
α=1
(Aαα)
n. (4.15)
This estimate, with the assumption (4.1), implies
∣∣∣E[Tr[Bn]]∣∣∣ ?. ( d
D
)n D∑
α=1
|Aαα|
n ≤ D
( d
D
)n
, (4.16)
which, however, turns out not to be the major contribution to E[Tr[Bn]]. This is most
easily seen by noticing that we have Aαα = Sαα = 1 in our original problem. Then the
right-hand side of (4.15) is simply D (d/D)n, which is independent of τ . Although it
is true that the approximations (4.13) or (4.14) gives the main term of the expectation
value, the coupling with Aαβ in (4.10) suppresses its contribution.
To find another contribution to E[Tr[Bn]], we set j1 = · · · = jn = j in the expectation
value E
[
ξ
(j1)
α1 (ξ
(j1)
α2 )
∗ · · · ξ(jn)αn (ξ
(jn)
α1 )
∗
]
. We then find
E
[
ξ(j)α1 (ξ
(j)
α2
)∗ ξ(j)α2 (ξ
(j)
α3
)∗ · · · ξ(j)αn (ξ
(j)
α1
)∗
]
= E
[
|ξ(j)α1 |
2 |ξ(j)α2 |
2 · · · |ξ(j)αn |
2
]
∼
1
Dn
, (4.17)
where we assumed for simplicity that all α1, . . . , αn are distinct, and used the fact that
for any j the coefficients ξ
(j)
α (with α = 1, . . . , D) of the random vector ξ
(j) can be
treated as almost independent random variables. Assuming that (4.13) and (4.17) give
the dominant contributions, we find from (4.11) that
E
[
Pα1α2 Pα2α3 · · · Pαnα1
]
∼
( d
D
)n n∏
s=1
δαs,αs+1 +
d
Dn
. (4.18)
Note that the first term in the right-hand side is larger but has the constraint on the
α’s while the second term is smaller but is (almost) free from constraint. Going back to
(4.10), the second term yields a new contribution
D∑
α1,...,αn=1
Aα1α2 Aα2α3 · · · Aαnα1
d
Dn
= Tr[An]
d
Dn
, (4.19)
to E
[
Tr[Bn]
]
. Since
∣∣Tr[An]∣∣ ≤ D µ¯n−1 by (4.1), we find∣∣∣E[Tr[Bn]]∣∣∣ . D ( d
D
)n
+ d
( µ¯
D
)n−1
(4.20)
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where we again included the contribution (4.16). This is basically the desired bound
(4.3), which is the main conclusion of Proposition 4.1. In our application, where µ¯/D ∼
τB/τ , the second term in the right-hand side of (4.20) becomes the main contribution
30
to E
[
Tr[Bn]
]
.
4.2.2 Precise integration formula
It is a nontrivial task to make the above heuristic estimate into a rigorous one. In
particular we have to treat the expectation value of ξ’s accurately, beyond the first
order approximation (4.13). Fortunately we can make use of the recent development
due to Collins and others on the integration with respect to the Haar measure on the
unitary group [26, 30].
We shall summarize the results which are relevant to us. Let dµH(U) denote the
Haar measure of the D-dimension unitary group U(D), whose elements are matrices
U = (Uαβ)α,β∈{1,...,D}. Then the integral of the matrix elements is given by Collins’
formula∫
dµH(U)
(
Uα′
1
β′
1
Uα′
2
β′
2
· · · Uα′nβ′n
)∗
Uα1β1 Uα2β2 · · · Uαnβn
=
∑
σ,τ∈Sn
I[αk = α
′
σ(k) and βk = β
′
τ(k) for all k = 1, 2, . . . , n]Wg(τσ
−1), (4.21)
whereSn is the order-n symmetric group, i.e., the set of all permutations of {1, 2, . . . , n}.
See Theorem 2.2 of [26] and Corollary 2.4 of [30]. Note that here (and in the following)
(Uαβ)
∗ means the complex conjugate of the complex number Uαβ , not the hermitian
conjugate.
The Weingarten-Collins function Wg(σ) is a real valued function of σ, whose defi-
nition can be found in [26, 30]. Its leading behavior for large D is given by |Wg(σ)| ≈
1/Dn+|σ|, where |σ| denotes (throughout the present paper) the minimum number of
transpositions necessary to express the permutation σ as their products. See Ap-
pendix C.
We need an upper bound on |Wg(σ)| for our proof. We shall make use of the
following, which behaves more or less similar to the above mentioned leading behavior.
Lemma 4.2 Let n and D satisfy 2n2 ≤ D. Then for any σ ∈ Sn, we have
|Wg(σ)| ≤
2e n2|σ|
Dn+|σ|
=
2e
Dn
(n2
D
)|σ|
. (4.22)
Proof: In the proof of Theorem 4 of [31], it is shown that
∣∣Wg(σ)∣∣ ≤ n2|σ|
Dn+|σ|
e
∞∑
k=0
(n2
D
)k
. (4.23)
30The first term becomes dominant when τ is extremely large.
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We get (4.22) by evaluating the summation. 
We note that the condition 2n2 ≤ D for Lemma 4.2 is always satisfied under the
conditions of Proposition 4.1. To see this note that d ≥ 1 implies n4 ≤ 2D, which, along
with 4 ≤ n2, yields 2n2 ≤ D.
Recall that our basis {ξ(j)}j=1,...,d is constructed from a random unitary trans-
formation by ξ(j) = Uˆψj. If we define a unitary matrix U = (Uαβ)α,β∈{1,...,D} by
Uαβ := 〈ψα, Uˆψβ〉, we have Uαj = ξ
(j)
α where (as before) ξ
(j)
α is the coefficient in the
expansion ξ(j) =
∑D
α=1 ξ
(j)
α ψα. Then the expectation value in the summation in (4.11)
is written as
E
[
ξ(j1)α1 (ξ
(j1)
α2 )
∗ ξ(j2)α2 (ξ
(j2)
α3 )
∗ · · · ξ(jn)αn (ξ
(jn)
α1 )
∗
]
=
∫
dµH(U)
(
Uα2j1 Uα3j2 · · · Uαnjn−1 Uα1jn
)∗
Uα1j1 Uα2j2 · · · Uαnjn. (4.24)
The right-hand side is a special case of (4.21), where we have α′k = αk+1 and β
′
k = βk =
jk. We thus find
E
[
ξ(j1)α1 (ξ
(j1)
α2
)∗ · · · ξ(jn)αn (ξ
(jn)
α1
)∗
]
=
∑
σ,τ∈Sn
I[∀k, αk = ασ(k)+1 and jk = jτ(k)]Wg(τσ
−1).
(4.25)
We wish to rewrite the constraint αk = ασ(k)+1 for any k ∈ {1, . . . , n} (where we always
identify n+ 1 with 1) in a more convenient form. Note that the condition is equivalent
to ασ−1(k′) = αk′+1 for any k
′, and hence to ασ−1(σ−1
1
(ℓ)) = αℓ for any ℓ, where σ1 is the
shift defined by σ1(ℓ) = ℓ + 1. Thus by defining ρ = σ
−1σ−11 , the condition can be
rewritten as αk = αρ(k) for any k. We can thus rewrite (4.25) as
E
[
ξ(j1)α1 (ξ
(j1)
α2 )
∗ · · · ξ(jn)αn (ξ
(jn)
α1 )
∗
]
=
∑
ρ,τ∈Sn
I[∀k, αk = αρ(k) and jk = jτ(k)]Wg(τρ σ1),
(4.26)
where we noted that σ−1 = ρ σ1
Substituting this back to (4.10) and (4.11), we find that the quantity to be evaluated
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is rewritten and bounded as∣∣∣E[Tr[Bn]]∣∣∣ =
∣∣∣∣∣
D∑
α1,...,αn=1
d∑
j1,...,jn=1
∑
ρ,τ∈Sn
Aα1α2 Aα2α3 · · · Aαnα1
× I[∀k, αk = αρ(k) and jk = jτ(k)]Wg(τρ σ1)
∣∣∣∣∣
=
∣∣∣∣∣
∑
ρ∈Sn
{ D∑
α1,...,αn=1
Aα1α2 Aα2α3 · · · Aαnα1I[∀k, αk = αρ(k)]
}
×
{∑
τ∈Sn
Wg(τρ σ1)
d∑
j1,...,jn=1
I[∀k, jk = jτ(k)]
}∣∣∣∣∣
≤
∑
ρ∈Sn
|S1(ρ)| |S2(ρ)|, . (4.27)
where we introduced two summations
S1(ρ) :=
D∑
α1,...,αn=1
Aα1α2 Aα2α3 · · · Aαnα1I[∀k, αk = αρ(k)], (4.28)
and
S2(ρ) :=
∑
τ∈Sn
Wg(τρ σ1)
d∑
j1,...,jn=1
I[∀k, jk = jτ(k)]. (4.29)
Now we shall separately bound |S1(ρ)| and |S2(ρ)|.
4.2.3 Evaluation of |S1(ρ)|
For any permutation σ ∈ Sn, let iℓ(σ) denote the number of distinct cycles of length ℓ
in σ. In particular i1(σ) denotes the number of k ∈ {1, . . . , n} such that σ(k) = k. We
also denote the total number of cycles in σ as c(σ) :=
∑n
ℓ=1 iℓ(σ). See Appendix C.
Then we have the following bound for |S1(ρ)|.
Lemma 4.3 For any ρ ∈ Sn, we have
|S1(ρ)| ≤


D µ¯n−1, if ρ = id;
Dc(ρ)
( µ¯
D
)i1(ρ)
, if ρ 6= id.
(4.30)
Proof: As a warm up, we consider two extreme cases. First we set ρ = id, and observe
that the constraint “αk = αρ(k) for any k” is satisfied for any choice of α1, . . . , αn. We
then simply sum over α1, . . . , αn in (4.28) to get
S1(id) =
D∑
α1,...,αn=1
Aα1α2 Aα2α3 · · ·Aαnα1 = Tr[A
n]. (4.31)
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By using the assumption (4.1), we get
|S1(id)| ≤
D∑
α=1
∣∣(An)αα∣∣ ≤ D µ¯n−1, (4.32)
which proves (4.30) for ρ = id. It turns out that this is indeed the main contribution to
the summation in the right-hand side of (4.27).
The second extreme case is ρ = σ−11 , which, in the original language in (4.25),
corresponds to σ = id. Here the constraint reads “αk = αk−1 for all k”, which in fact
means α1 = α2 = · · · = αn. We thus find from (4.28) that
S1(σ
−1
1 ) =
D∑
α=1
AααAαα · · ·Aαα, (4.33)
which, with the assumption (4.1), means
|S1(σ
−1
1 )| ≤
D∑
α=1
1 = D. (4.34)
The bound (4.30) is trivially satisfied because c(σ−11 ) = 1 and i1(σ
−1
1 ) = 0. We also
note that this contribution corresponds to the crude (and indeed useless) estimate in
(4.12)–(4.15).
To deal with a general permutation ρ 6= id, it is crucial to decompose ρ into a
product of disjoint cycles (see Appendix C). As an example let n = 48 and consider the
permutation ρ = (5, 23, 43)(19, 28)(15, 32), where the three series of indices denote three
cycles, and all the other indices are unchanged. In this case, the constraint “αk = αρ(k)
for any k” in (4.28) reads α5 = α23 = α43, α19 = α28, and α15 = α32.
It is illuminating to represent the constraint diagrammatically as in Figure 1. We
first represent the product Aα1α2Aα2α3 · · ·Aα48α1 as a simple loop with 48 points, where
the points represent the indices i = 1, . . . , 48, and the edges represent the elements
Aαiαi+1 with i = 1, . . . , 48 (where we identify 49 with 1) as in Figure 1(a). To take into
account the constraint, we identify (or glue together) those points corresponding to α’s
which are set equal. Figure 1(b) shows the resulting diagram. A vertex with degree
≥ 4 is called a glued vertex , and is denoted by a big dot. Those points which are not
identified with others are called single points .
Let us examine the summation (4.28). We first sum over all α’s corresponding to
single points. Note that single points are located on lines whose end-points are glued
vertices (or a glued vertex). There are seven such lines in Figure 1(b). As an example,
consider the line which contains 5, 6, 7, . . . , 14, and 15. Then the summation is readily
evaluated as
D∑
α6,α7,...,α14=1
Aα5α6Aα6α7 · · ·Aα14α15 = (A
10)α6α15 (4.35)
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(a) (b)
Figure 1: A diagram which represents the sum (4.28) for ρ =
(5, 23, 43)(19, 28)(15, 32). (a) Without the constraint imposed by I[∀k, αk = αρ(k)],
we have a simple single loop with 48 points on it. (b) With the constraint, we
glue several points together to form the diagram on the right. Glued vertices
(5 = 23 = 43, 19 = 28, 15 = 32) are denoted by big dots.
which, again with the assumption (4.1), implies the upper bound∣∣∣∣
D∑
α6,α7,...,α14=1
Aα5α6Aα6α7 · · ·Aα14α15
∣∣∣∣ ≤ (µ¯)9. (4.36)
Note here that 9 is precisely the number of single points on the line. This is true
in general since the sum corresponding to a line with ℓ edges yields (Aℓ)αα′ , which is
bounded as |(Aℓ)αα′ | ≤ µ¯ℓ−1 with ℓ− 1 being the number of single points on the line.
Recall that the number of single points on the whole diagram is equal to the number
of fixed points of ρ, which is i1(ρ). We thus find that the summation over all α’s
corresponding to single points gives∣∣∣∣∣
( ∏
i:single point
D∑
αi=1
)
Aα1α2 Aα2α3 · · ·Aαnα1
∣∣∣∣∣ ≤ µ¯i1(ρ). (4.37)
It remains to sum the upper bound µ¯i1(ρ) over all α’s on glued vertices. We note that
the number of the glued vertices is equal to the number of cycles with length greater
than one, and is given by c(ρ)− i1(ρ). We thus find
|S1(ρ)| ≤ D
c(ρ)−i1(ρ) µ¯i1(ρ) = Dc(ρ)
( µ¯
D
)i1(ρ)
, (4.38)
which proves (4.30) for ρ 6= id. 
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4.2.4 Evaluation of |S2(ρ)|
Lemma 4.4 Under the conditions n4d ≤ 2D and n ≥ 2, we have
|S2(ρ)| ≤ 2e
2D−n dc(ρσ1). (4.39)
Proof: For fixed τ , the sum over j1, . . . , jn is evaluated to be
d∑
j1,...,jn=1
I[∀k, jk = jτ(k)] = d
c(τ). (4.40)
To see this we decompose τ into a product of disjoint cycles, and note that jk should
be equal on each cycle in order to satisfy the constraint that jk = jτ(k) for any k. Since
the number of distinct cycles in τ is c(τ), we get (4.40).
By recalling the definition (4.29) of S2(ρ), and using the upper bound (4.22) for the
Weingarten-Collins function, we get
|S2(ρ)| ≤ 2eD
−n
∑
τ∈Sn
(n2
D
)|τρ σ1|
dc(τ) . (4.41)
We define a new permutation ω := τρ σ1, and sum over ω instead of τ to find
|S2(ρ)| ≤ 2eD
−n
∑
ω∈Sn
(n2
D
)|ω|
dc(ωσ
−1
1
ρ−1) ≤ 2eD−n dc(ρ σ1)
∑
ω∈Sn
(n2d
D
)|ω|
, (4.42)
where we used
c(ωσ−11 ρ
−1) ≤ |ω|+ c(σ−11 ρ
−1) = |ω|+ c(ρ σ1), (4.43)
which is a consequence of (C.10).
To evaluate the sum over ω, we let an,k be the number of ω ∈ Sn with |ω| = k, and
use the bound (C.12) where N = n(n− 1)/2 to get
∑
ω∈Sn
(n2d
D
)|ω|
=
n−1∑
k=0
an,k
(n2d
D
)k
≤
n−1∑
k=0
(
N
k
)(n2d
D
)k
≤
n−1∑
k=0
Nk
k!
(n2d
D
)k
≤ exp
(n2dN
D
)
≤ e, (4.44)
where we noted that the condition n4d ≤ 2D implies n2dN ≤ D. Substituting this
bound into (4.42), we get the desired (4.39). 
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4.2.5 The sum over ρ
We are ready to prove the desired bound (4.3) for E[Tr[Bn]]. We recall from (4.27) that∣∣∣E[Tr[Bn]]∣∣∣ ≤ ∑
ρ∈Sn
|S1(ρ)| |S2(ρ)|, (4.45)
and use the bounds obtained for the right-hand side.
Proof of Proposition 4.1: Substituting the bounds (4.30) for |S1(ρ)| and (4.39) for |S2(ρ)|
into (4.45), we find
∣∣∣E[Tr[Bn]]∣∣∣ ≤ 2e2d( µ¯
D
)n−1
+ 2e2
∑
ρ∈Sn
(ρ6=id)
Dc(ρ)−n
( µ¯
D
)i1(ρ)
dc(ρ σ1), (4.46)
where we noted that c(σ1) = 1. By using (C.6), which is c(ρ) + c(ρ σ1) ≤ n + 1, (4.46)
is bounded as∣∣∣E[Tr[Bn]]∣∣∣ ≤ 2e2d( µ¯
D
)n−1
+ 2e2
∑
ρ∈Sn
(ρ6=id)
Dc(ρ)−n
( µ¯
D
)i1(ρ)
dn+1−c(ρ)
= 2e2d
[( µ¯
D
)n−1
+
∑
ρ∈Sn
(ρ6=id)
( µ¯
D
)i1(ρ) ( d
D
)n−c(ρ) ]
. (4.47)
If we further use (C.2), which is c(ρ) = n− |ρ|, the upper bound becomes
= 2e2d
[( µ¯
D
)n−1
+
∑
ρ∈Sn
(ρ6=id)
( µ¯
D
)i1(ρ) ( d
D
)|ρ| ]
. (4.48)
We shall bound the sum over ρ in the right-hand side. In the following, the inequality
(C.3), which is
2|ρ|+ i1(ρ) ≥ n, (4.49)
plays an important role. To simplify notation let us write ν := µ¯/D and ζ := d/D, and
note that the assumption n2+(4/δ)d ≤ D (in the statement of Proposition 4.1) implies
N1+2/δζ ≤ 1, where N = n(n− 1)/2. We treat the following three cases separately.
(i) ζ ≤ ν2+δ and ν ≤ 1: We use the trivial identity ζ = ζ2/(2+δ) × ζδ/(2+δ) together
with (4.49) to get
νi1(ρ)ζ |ρ| = νi1(ρ)
(
ζ2/(2+δ)
)|ρ|(
ζδ/(2+δ)
)|ρ|
≤ νi1(ρ)ν2|ρ|
(
ζδ/(2+δ)
)|ρ|
= νi1(ρ)+2|ρ|
(
ζδ/(2+δ)
)|ρ|
≤ νn
(
ζδ/(2+δ)
)|ρ|
. (4.50)
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We then use (C.12) to bound the number of ρ with |ρ| = k (note that ρ 6= id means
k ≥ 1) to find
∑
ρ∈Sn
(ρ6=id)
νi1(ρ) ζ |ρ| ≤ νn
∑
ρ∈Sn
(ρ6=id)
(
ζδ/(2+δ)
)|ρ|
≤ νn
n−1∑
k=1
(
N
k
)(
ζδ/(2+δ)
)k
≤ νn
n−1∑
k=1
Nk
k!
(
ζδ/(2+δ)
)k
= νn
n−1∑
k=1
1
k!
(
N ζδ/(2+δ)
)k
≤ νn
{
exp
(
N ζδ/(2+δ)
)
− 1
}
≤ (e− 1) νn,
(4.51)
where we used N ζδ/(2+δ) ≤ 1 or, equivalently, N1+2/δ ζ ≤ 1.
(ii) ζ ≤ ν2+δ and ν ≥ 1: This case is trivial. Noting that i1(ρ) ≤ n, we have
∑
ρ∈Sn
(ρ6=id)
νi1(ρ) ζ |ρ| ≤ νn
n−1∑
k=1
(
N
k
)
ζk ≤ νn
n−1∑
k=1
(Nζ)k
k!
≤ (e− 1) νn, (4.52)
because Nζ ≤ N1+2/δ ζ ≤ 1.
(iii) ζ ≥ ν2+δ: Here we simply bound ν as ν ≤ ζ1/(2+δ), and use (4.49) to get
νi1(ρ) ζ |ρ| ≤
(
ζ1/(2+δ)
)i1(ρ) ζ |ρ| = (ζ1/(2+δ))i1(ρ)+2|ρ|+δ|ρ| ≤ (ζ1/(2+δ))n(ζδ/(2+δ))|ρ|. (4.53)
Since the sum of (ζδ/(2+δ)
)|ρ|
over ρ ∈ Sn\{id} has been shown to be less than or equal
to e− 1 in (4.51), we find ∑
ρ∈Sn
(ρ6=id)
νi1(ρ) ζ |ρ| ≤ (e− 1) (ζ1/(2+δ)
)n
. (4.54)
Combining (4.51), (4.52) and (4.54), we finally get
∑
ρ∈Sn
(ρ6=id)
νi1(ρ) ζ |ρ| ≤ (e− 1)
(
ν ∨ ζ1/(2+δ)
)n
= (e− 1)
{
µ¯
D
∨
( d
D
)1/(2+δ)}n
. (4.55)
Going back to (4.47), we obtain
∣∣∣E[Tr[Bn]]∣∣∣ ≤ 2e2d [( µ¯
D
)n−1
+ (e− 1)
{
µ¯
D
∨
( d
D
)1/(2+δ)}n ]
, (4.56)
which is the main inequality (4.3) in Proposition 4.1. 
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A Two theorems on thermalization
We shall state two theorems which show that general quantum systems thermalize under
suitable assumptions. As we have noted in the footnote 4 (page 2), such results can be
roughly divided into two classes, which are essentially different. The two theorems may
be regarded as representatives of these classes31.
Here we take the same setting as in section 2.1. The nonequilibrium subspace Hneq
is a fixed d-dimensional subspace of the D-dimensional microcanonical energy shell H.
We further assume that all the energy eigenvalues (within the microcanonical energy
shell) are nondegenerate, i.e., α 6= β implies Eα 6= Eβ for any α, β ∈ {1, . . . , D}.
The first theorem relies on the assumption of the “energy eigenstate thermalization”.
It was essentially first proved by von Neumann [1] (see also [2, 3]) as an easy part of his
deep results.
Theorem A.1 Assume that there is a (small) constant ε > 0 such that one has
〈ψα, Pˆneqψα〉 ≤ ε, (A.1)
for any α ∈ {1, . . . , D}. Then for any initial state ϕ(0) ∈ H,
lim
τ↑∞
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆneqϕ(t)〉 ≤ ε. (A.2)
A notable point of the theorem is that one is allowed to take any initial state from
the energy shell. Similar results are obtained in [7, 8] and in the present work.
The second theorem, which was first stated in our unpublished work [32], is inter-
esting in the sense that we do not need any assumptions like the “energy eigenstate
thermalization”. Instead, we make an assumption on the initial state, one that can
readily be satisfied when the dimension d of Hneq is much smaller than the dimension
D of H.
Theorem A.2 Take an arbitrary initial state ϕ(0) ∈ H which satisfies
∣∣〈ψα, ϕ(0)〉∣∣2 ≤ εd, (A.3)
for any α ∈ {1, . . . , D}, where ε > 0 is a (small) constant. Then
lim
τ↑∞
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆneqϕ(t)〉 ≤ ε. (A.4)
31Like the main body of the present paper, these theorems use the notion of equilibrium based on
the decomposition of the Hilbert space. This formulation seems to be essential for the theorems. As
we noted in the footnote 5, most of the existing works use different formulations for thermalization or
equilibration, to which the following arguments do not apply.
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The assumption (A.3) basically means that the initial state ϕ(0) is distributed over
many different energy eigenstates. Since D ≫ d, one can take small ε such that32
ε/d≫ 1/D, which means that there are plenty of ϕ(0) satisfying the assumption.
Such an approach to thermalization using the initial state with a broad energy distri-
bution starts, as far as we know, from [4] and includes many works such as [5, 6, 9, 10].
We also note that (A.2) or (A.4) readily implies
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆneqϕ(t)〉 ≤ 2ε, (A.5)
for a sufficiently large τ > 0, where how large τ should be depends on the initial state
ϕ(0). We have thus proved (2.3).
Proof of Theorems A.1 and A.2: We expand the initial state ϕ(0) as in (3.1). Then one
easily finds
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆneqϕ(t)〉 =
D∑
α,β=1
(cα)
∗cβ
1
τ
∫ τ
0
dt ei(Eα−Eβ)t/~〈ψα, Pˆneqψβ〉. (A.6)
Since the energy eigenvalues are assumed to be nondegenerate, the τ ↑ ∞ limit becomes
lim
τ↑∞
1
τ
∫ τ
0
dt 〈ϕ(t), Pˆneqϕ(t)〉 =
D∑
α=1
|cα|
2 〈ψα, Pˆneqψα〉. (A.7)
We shall show that, under the assumptions of each theorem, the right-hand side does
not exceed ε.
Under the assumption of Theorem A.1, the right-hand side of (A.7) is readily
bounded as
D∑
α=1
|cα|
2 〈ψα, Pˆneqψα〉 ≤
D∑
α=1
|cα|
2 ε = ε. (A.8)
Under the assumption of Theorem A.2, it is bounded as
D∑
α=1
|cα|
2 〈ψα, Pˆneqψα〉 ≤
ε
d
D∑
α=1
〈ψα, Pˆneqψα〉 =
ε
d
Tr[Pˆneq] = ε, (A.9)
where we noted that cα = 〈ψα, ϕ(0)〉 and Tr[Pˆneq] = d. 
B On the density of states
Here we shall explain a way to explicitly construct the density of states. We also justify
the formula (2.5), which allows one to convert a summation into an integral.
32 One can, for example, set ε =
√
d/D.
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Suppose that the energy eigenvalues E1, . . . , ED ∈ [U −∆U, U ] are given. We define
a smooth function33
k(x) :=
{
N exp{−(1− x2)−1}, if |x| < 1;
0, otherwise,
(B.1)
where N ∼ 2.2523 is a normalization factor introduced to realize
∫
k(x)dx = 1. For any
η > 0, we define
ρη(E) :=
D∑
α=1
1
η
k
(E − Eα
η
)
. (B.2)
Then we can easily show (see below) for any differentiable function f(E) that
1
D
∣∣∣∣
D∑
α=1
f(Eα)−
∫ U+η
U−∆U−η
dE ρη(E) f(E)
∣∣∣∣ ≤ η × sup
E∈[U−∆U−η,U+η]
|f ′(E)|, (B.3)
which is (2.5) when ρη(E) is ρ(E).
By definition, ρη(E) is a summation of many functions, each having a width of order
η and a height of order 1/η. Note that the limit ρ0(E) is a collection of δ functions, and
exactly describes the discrete distribution of Eα’s. The idea is to use an appropriate
η > 0 and get ρη(E) that can be regarded as a physical density of states, which is
smooth and monotone increasing.
If η is too small, ρη(E) still looks like a collection of δ functions, and is far from
monotone. It does not look like a usual density of states, and we can never hope for
the bound (2.7) to be valid. If η is sufficiently larger than the typical spacing of the
energy levels, on the other hand, we expect a monotone ρη which behaves like a density
of states, and for which (2.7) is justified. Because we have D levels, we expect to have
a well-behaved ρη(E) for η = D
−κβ˜−1 with κ < 1 provided that D ≫ 1. The constant
β˜ is introduced so that η has the dimension of energy.
Proof of (2.5): Because k(x) is normalized, we can write
D∑
α=1
f(Eα) =
D∑
α=1
∫
dE
1
η
k
(E − Eα
η
)
f(Eα). (B.4)
Therefore, the left hand side of (2.5), multiplied by D, can be written as
D∑
α=1
f(Eα)−
∫
dE ρη(E) f(E) =
D∑
α=1
∫
dE
1
η
k
(E − Eα
η
)
{f(Eα)− f(E)}. (B.5)
Now by the mean value theorem,∣∣ f(Eα)− f(E) ∣∣ ≤ |f ′(E∗)| |Eα − E| ≤ f¯ |Eα − E|, (B.6)
33Any normalized smooth function with a finite support centered at the origin can be used as k(x).
We here stick to this choice just for concreteness.
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where E∗ is a point between Eα and E, and we introduced f¯ := sup
U−∆U−η≤E≤U+η
|f ′(E)|.
We thus have
∣∣∣ D∑
α=1
f(Eα)−
∫
dE ρη(E) f(E)
∣∣∣ ≤ D∑
α=1
∫
dE
1
η
k
(E − Eα
η
)
f¯ |Eα − E|
= Df¯
∫
dE
1
η
k
(E − Eα
η
)
|Eα − E| = Df¯η
∫
dy k(y) |y| ≤ Df¯η, (B.7)
where in the last step we used the fact that the expectation of |y| with respect to the
normalized measure dy k(y) cannot exceed one. 
C Some elementary facts about the symmetric group
We shall here summarize some elementary facts about the symmetric group that we
used in the proof. Although most (or all) of these facts may be well-known to experts,
we include the proofs of some statements for completeness.
By Sn we denote the symmetric group of order n, i.e., a group consisting of all
permutations of {1, . . . , n}.
Any σ ∈ Sn can be written as a product of transpositions. By |σ| we denote the
minimum number of transpositions needed in such a representation.
A cycle (or a cyclic permutation) of length ℓ is a special permutation in which only
ℓ indices j1, . . . , jℓ ∈ {1, . . . , n} are changed in a cyclic manner, i.e., jk → jk+1 (where
we identify jℓ+1 with j1). It is abbreviated as (j1, . . . , jℓ).
Any σ ∈ Sn can be decomposed into a product of disjoint cycles. The decomposition
is unique up to the ordering of the cycles. We denote by iℓ(σ) the number of cycles of
length ℓ in this decomposition. We define i1(σ) to be the number of indices j such that
σ(j) = j. Note the trivial identity n =
∑n
ℓ=1 ℓ iℓ(σ). We also denote by
c(σ) =
n∑
l=1
iℓ(σ) (C.1)
the total number of cycles in σ.
Let ℓ ≥ 2 and τ be a cycle of length ℓ. One finds by inspection that |τ | = ℓ − 1.
This fact implies for general σ ∈ Sn the well known identity
|σ|+ c(σ) = n. (C.2)
Lemma C.1 For any σ ∈ Sn, one has
2|σ|+ i1(σ) ≥ n. (C.3)
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Proof: Simply note that
|σ| = n− c(σ) =
n∑
l=1
ℓ iℓ(σ)−
n∑
ℓ=1
iℓ(σ) =
n∑
ℓ=2
(ℓ− 1) iℓ(σ)
≥
n∑
ℓ=2
ℓ
2
iℓ(σ) =
1
2
{( n∑
ℓ=1
ℓ iℓ(σ)
)
− i1(σ)
}
=
1
2
{n− i1(σ)}. (C.4)

Lemma C.2 For any permutations σ and ρ, one has
c(σ) + c(ρ) ≤ n + c(σρ). (C.5)
If σ1 denotes the shift defined by σ1(k) = k + 1 (where we identify n + 1 with 1), then
(C.5) implies for any ρ ∈ Sn that
c(ρ) + c(ρ σ1) = c(ρ σ1) + c(ρ
−1) ≤ n+ c(σ1) = n+ 1. (C.6)
Proof of Lemma C.2: By (C.2), we have
c(σ) + c(ρ) = 2n− |σ| − |ρ|. (C.7)
But we trivially have
|σρ| ≤ |σ|+ |ρ|, (C.8)
since we can construct σρ, by using transpositions used for σ and ρ. Therefore,
c(σ) + c(ρ) = 2n− |σ| − |ρ| ≤ 2n− |σρ| = n+ c(σρ), (C.9)
where we again used (C.2). 
Lemma C.3 For any ω, σ ∈ Sn, one has
c(ωσ) ≤ |ω|+ c(σ). (C.10)
In particular, if τ is a transposition,
c(τσ) ≤ c(σ) + 1. (C.11)
Proof: We shall prove (C.11). Then (C.10) follows by decomposing ω into |ω| transpo-
sitions and by using (C.11) repeatedly.
We decompose σ into disjoint cycles as σ = c1c2 . . . cm where m = c(σ), and examine
the decomposition of τσ into disjoint cycles. There are two cases. (i) Suppose that
τ interchanges two elements in a single cycle ci. Then one easily finds (by explicit
construction) that ci splits into two disjoint cycles by the action of τ . We thus have
c(τσ) = c(σ) + 1. (ii) Suppose that τ interchanges an element in ci and an element in
cj, where i 6= j. Again one can easily check that the action of τ merges ci and cj to
form a bigger single cycle. We thus have c(τσ) = c(σ)− 1. 
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Lemma C.4 Let an,k be the number of σ ∈ Sn with |σ| = k. Then we have
an,k ≤
(
N
k
)
, (C.12)
where N := n(n− 1)/2.
Proof: Any permutation σ with |σ| = k is a product of k transpositions. By fixing a
certain canonical ordering (that takes into account the cyclic structure of permutations),
the order of the transpositions in such a product can in fact be determined merely
by the set of k transpositions involved in the product. Since the number of possible
transpositions is N , the number an,k does not exceed
(
N
k
)
, which is the number of all
possible choices of k transpositions. 
We wish to thank Hiroyuki Ochiai for his indispensable help in the issues regarding
the symmetric group, such as Lemmas C.2 and C.4, and Benoˆıt Collins for discussions
about upper bounds on |Wg(σ)|, and for informing us of the literature [31]. We also
thank Tetsuo Deguchi, Takaaki Monnai, Shin-ichi Sasa, Akira Shimizu, Tomoyuki Shirai,
Ayumu Sugita, Sho Sugiura, and Yu Watanabe for valuable discussions and comments,
and Marcus Cramer for bringing our attention to [21].
The present work was supported in part by grant no. 37433 from the John Templeton
Foundation (S.G.), JSPS Grants-in-Aid for Scientific Research nos. 25610021 (T.H.) and
25400407 (H.T.).
34
References
[1] J. von Neumann, Beweis des Ergodensatzes und des H-Theorems in der neuen
Mechanik , Z. Phys. 57, 30 (1929); English translation (by R. Tumulka), Proof of
the Ergodic Theorem and the H-Theorem in Quantum Mechanics .
arXiv:1003.2133
[2] S. Goldstein, J. L. Lebowitz, C. Mastrodonato, R. Tumulka, and N. Zangh`ı, Normal
Typicality and von Neumann’s Quantum Ergodic Theorem, Proc. Roy. Soc. A 466,
3203–3224 (2010).
arXiv:0907.0108
[3] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zangh`ı, Long-time behavior of
macroscopic quantum systems , European Phys. J. H 35, 173–200 (2010).
arXiv:1003.2129
[4] H. Tasaki, From Quantum Dynamics to the Canonical Distribution: General Pic-
ture and a Rigorous Example, Phys. Rev. Lett. 80, 1373–1376 (1998).
arXiv:cond-mat/9707253
[5] P. Reimann, Foundation of Statistical Mechanics under Experimentally Realistic
Conditions , Phys. Rev. Lett. 101, 190403 (2008).
arXiv:0810.3092
[6] N. Linden, S. Popescu, A. J. Short, and A. Winter, Quantum mechanical evolution
towards thermal equilibrium, Phys. Rev. E 79, 061103 (2009).
arXiv:0812.2385
[7] S. Goldstein, J. L. Lebowitz, C. Mastrodonato, R. Tumulka, and N. Zangh`ı, On the
Approach to Thermal Equilibrium of Macroscopic Quantum Systems , Phys. Rev. E
81, 011109 (2010).
arXiv:0911.1724
[8] H. Tasaki, The approach to thermal equilibrium and “thermodynamic normality” —
An observation based on the works by Goldstein, Lebowitz, Mastrodonato, Tumulka,
and Zangh`ıin 2009, and by von Neumann in 1929 , unpublished note (2010).
arXiv:1003.5424
[9] P. Reimann and M. Kastner, Equilibration of isolated macroscopic quantum sys-
tems , New J. Phys. 14, 043020 (2012).
http://iopscience.iop.org/1367-2630/14/4/043020
[10] P. Reimann, Equilibration of Isolated Macroscopic Quantum Systems under Exper-
imentally Realistic Conditions , Phys. Scr. 86, 058512 (2012).
arXiv:1210.5821
35
[11] J. Sato, R. Kanamoto, E. Kaminishi, and T. Deguchi, Exact relaxation dynamics
of a localized many-body state in the 1D bose gas , Phys. Rev. Lett. 108, 110401
(2012).
arXiv:1112.4244
[12] S. Popescu, A. J. Short, and A. Winter, Entanglement and the foundation of sta-
tistical mechanics , Nature Phys. 2 (11), 754–758 (2006).
[13] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zangh`ı, Canonical Typicality ,
Phys. Rev. Lett. 96, 050403 (2006).
arXiv:cond-mat/0511091
[14] A. Sugita, On the Basis of Quantum Statistical Mechanics , Nonlinear Phenomena
in Complex Systems 10, 192–195 (2007).
arXiv:cond-mat/0602625
[15] S. Sugiura and A. Shimizu, Thermal Pure Quantum States at Finite Temperature,
Phys. Rev. Lett 108, 240401 (2012).
arXiv:1112.0740
[16] S. Sugiura and A. Shimizu, Canonical Thermal Pure Quantum State, Phys. Rev.
Lett 111, 010401 (2013).
arXiv:1302.3138
[17] A. J. Short and T. C. Farrelly, Quantum equilibration in finite time, New J. Phys.
14, 013063 (2012).
http://iopscience.iop.org/1367-2630/14/1/013063
[18] Vinayak and M. Znidaric, Subsystem dynamics under random Hamiltonian evolu-
tion, J. Phys. A: Math. Theor. 45, 125204 (2012).
arXiv:1107.6035
[19] L. Masanes, A. J. Roncaglia, and A. Acin, The complexity of energy eigenstates as
a mechanism for equilibration, Phys. Rev. E 87, 032137 (2013).
arXiv:1108.0374
[20] F.G.S.L. Branda˜o, P. C´wiklin´ski, M. Horodecki, P. Horodecki, J. Korbicz, and M.
Mozrzymas, Convergence to equilibrium under a random Hamiltonian, Phys. Rev.
E 86, 031101 (2012).
arXiv:1108.2985
[21] M. Cramer, Thermalization under randomized local Hamiltonians , New J. Phys.
14, 053051 (2012).
http://iopscience.iop.org/1367-2630/14/5/053051
[22] S. Goldstein, T. Hara, and H. Tasaki, Time Scales in the Approach to Equilibrium
of Macroscopic Quantum Systems , Phys. Rev. Lett. 111, 140401 (2013).
arXiv:1307.0572
36
[23] S. Goldstein, T. Hara, and H. Tasaki, Extremely quick thermalization in a macro-
scopic quantum system for a typical nonequilibrium subspace, preprint (2014).
arXiv:1402.0324
[24] A.S.L. Malabarba, L.P. Garc´ıa-Pintos, N. Linden, T.C. Farrelly, and A.J. Short,
Quantum Systems Equilibrate Rapidly for Most Observables , preprint (2014).
arXiv:1402.1093
[25] T. Monnai, General relaxation time of the fidelity for isolated quantum thermody-
namic systems , J. Phys. Soc. Jpn., to appear (2014).
arXiv:1403.6578
[26] B. Collins, Moments and cumulants of polynomial random variables on unitary
groups, the Itzykson-Zuber integral, and free probability , IMRN, International Math-
ematics Research Notices, 17, 953–982 (2003).
arXiv:math-ph/0205010
[27] D. Ruelle, Statistical Mechanics: Rigorous Results , (World Scientific, 1999).
[28] E.H. Lieb and D.W. Robinson, The finite group velocity of quantum spin systems ,
Commun. Math. Phys. 28, 251–257 (1972).
[29] D. Weingarten, Asymptotic behavior of group integrals in the limit of infinite rank ,
J. Math. Phys. 19, 999–1001 (1978).
[30] B. Collins and P. S´niady, Integration with respect to the Haar measure on unitary,
orthogonal and symplectic group, Commun. Math. Phys. 264, 773–795 (2006).
arXiv:math-ph/0402073
[31] B. Collins, C. E. Gonza´lez-Guille´n, and D. Pe´rez-Garc´ıa, Matrix Product States,
Random Matrix Theory and the Principle of Maximum Entropy , Commun. Math.
Phys. 320, 663–677 (2013).
arXiv:1201.6324
[32] S. Goldstein, T. Hara, and H. Tasaki, The second law of thermodynamics for pure
quantum states (version 3), unpublished note (2013).
arXiv:1303.6393v3
37
