Abstract: Cuckoo search algorithm (CSA) is an evolutionary optimization algorithm, which requires an additional constraint handling mechanism. While CSA has been successfully applied for exploring the search space, it lacks good convergence property near the optimum point. On the other hand Box Complex method (BCM) has good local convergence property. This paper presents a hybrid cuckoo search algorithm (CSA) with effective constraint handling mechanism by Box Complex method (BCM). Each infeasible member is processed using BCM by projecting it through the centroid of a fixed number of feasible members. This hybridization approach provides good convergence rate along with an effective constraint handling technique. To demonstrate the efficacy of the proposed algorithm, a comparative study with the other popular algorithms has been presented using eleven test problems and an optimal grade transition problem.
INTRODUCTION
Designing an efficient constraint-handling methodology is quite crucial in building competitive evolutionary algorithms for solving constrained optimization problems. Population based evolutionary algorithms such as genetic algorithm (Goldberg 1989) , differential evolution (Storn and Price 1997), and particle swarm optimization (Shi and Eberhart 1998) to name a few have gained popularity to provide potentially global optimal solution of NLP problems in past two decades. Recently, a population based stochastic method, namely cuckoo search (CS) algorithm (Yang and Deb 2009) has gained significant attention in the research community for optimization problems. It is inspired by the obligate brood parasitic nature of cuckoo species by laying their own eggs in other birds' nests. Further, the existing studies indicate that the CS algorithm is quite promising and outperforms the other algorithms such as genetic algorithm, particle swarm optimization and artificial bee colony algorithm (Civicioglu and Besdok 2013; Yang and Deb 2009; Walton et al. 2011 ).
It should be noted that the evolutionary optimization algorithms are unconstrained by nature and hence need additional mechanisms to handle constraints (Kramer 2010) . Some of the popular constraint handling approaches are penalty method (Coello and Carlos 2002) , preservation of feasible solutions method (Koziel and Michalewicz 1999) , augmented lagrangian method (Nocedal and Wright 1999) , and feasibility based rule (Deb 2000) . In penalty method, a penalty parameter is multiplied with the extent of constraint violation and is augmented with the objective function. While it is the simplest method of handling constraints, the optimization solution is quite sensitive to the penalty parameter value. Preservation of feasible solutions method does not distinguish the extent of constraint violation and requires the generation of large number candidate solutions in place of the infeasible members. While this does not necessarily increase extra objective function evaluations, it certainly requires computing constraint functions for the infeasible members. When, the constraint function is computationally expensive, this method becomes very slow in convergence. Augmented lagrangian method is the extension of lagrangian multiplier method for evolutionary methods and has successfully been used in the recent past (Hu and Eberhart 2002; Long et al. 2014; Jansen and Perez 2011; He and Wang 2007; Sedlaczek and Eberhard 2006; Mezura-Montes and Coello Coello 2011) . Two excellent review papers on constraint handling methods in evolutionary optimization methods are published in the recent past (Mezura-Montes and Coello Coello 2011; Kramer 2010). All these methods address the issue of guiding the solution candidates from infeasibility to feasibility region. Moreover, these constraint handling mechanisms do not explicitly intended to enhance the convergence property. Further, it is well known that while the CS algorithm is capable of exploring the search space for possible global minimum solution, it shows poor exploitation property. On the other hand the Box Complex Method (BCM) (Box 1965) has good convergence property. In the BCM, the worst solution (having the least fitness value) candidate is projected from the centroid of a geometric figure made from n+1 best population members. Here, n is the number of decision variables. The use of Box Complex method for enhancing the convergence property of genetic algorithm was recently
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Rest of the paper is organized as follows: Cuckoo search algorithm has been described in section 2. Box complex method and the proposed BC-CS algorithm have been discussed in section 3. The statistical results of eleven benchmark test problems are presented in section 4. Finally, the conclusions are drawn in section 5.
CUCKOO SEARCH ALGORITHM
Cuckoo search is a multi-start, stochastic, meta-heuristics optimization algorithm. Candidate solutions are called the cuckoo eggs in CS algorithm. A cuckoo lays its eggs in a nest of other birds. When the host bird discovers such an alien egg in its nest with a probability pa ∈ [0, 1], it can throw the laid egg or leave its nest and build another nest elsewhere. Along with such idealized rules, a new solution is generated by Lévy flight using randomly selected coordinates of an egg,
where, ⊕ denotes entry-wise multiplication, β the step size and ) ( vy e l  is the Lévy distribution. The step size β signifies the scale of random search and it depends on the scales of the optimization problems. This parameter is usually set to 1 for most optimization problems (Yang and Deb 2009). We can also use, ) (
where, 0  is a constant and the term in the bracket suggests the difference of two different random solutions, to avoid the percentage of similar eggs to be discovered (Yang and Deb 2013) . Here a cuckoo jumps and make a random walk with Le´vy flights obeying a power-law step-length distribution with heavy tail distribution,
In the real world, if a cuckoo's egg is quite similar to the host's egg then, this cuckoo's egg is less likely to be discovered. Thus, a cuckoo's egg can be updated by a random walk philosophy in a biased way as follows,
where, rand is a uniformly distributed random number between 0 and 1. Next, CS algorithm with Box complex update is discussed in section 3.
PROPOSED BC-CS ALGORITHM

Constrained Handling Using Box-Complex Method (BCM)
Box complex (Box 1965) is a method based on regular geometric complex of 2n if 2  n and n+1 if n > 2 vertices. Each vertex is evaluated for its objective function value and the worst of them is projected through the centroid of the remaining vertices. Recently box complex based genetic algorithm was presented for the convergence improvement for single objective optimization problems (Patel and Padhiyar 2015) . However, there was no attempt of handling the constraints using the Box complex method. For a two variables hypothetical problem, an infeasible member can be identified and projected through the centroid of the n +1 best feasible members as shown in Fig. 1 . In this figure, the vertex R corresponds to the infeasible population member, while the three vertices, A, B and C represent the best feasible population members. 
The new point is then calculated by reflecting the infeasible point through the centroid by a fractional distance , ) ( [7] [8] 2017 
