The fast monitoring of tool wears by using various Cutting signals and the prediction models developed rapidly in recent years. Comparatively, various wear forecast models based on artificial neural networks (ANN) perform much better in accuracy and speediness than the conventional prediction models. Combining the prominent dynamic properties of back propagation neural network (BPNN) with the enhanced ability of a wavelet neural network (WNN) in mapping nonlinear functions, a Back propagation wavelet neural network (BPWNN) is newly established to perform prominent prediction of drill wear. In this work, a multilayer BPWNN with wavelet algorithm has been applied to predict the average wear of a K10 carbide drill bit for drilling on a high silicon aluminum work piece. Mean value of the thrust force, cutting torque, and drilling depth, spindle speed and feed-rate are inputs to the network, and drill wear is the output. Drilling experiments have been carried out over a wide range of cutting conditions and the effects of drill wear, cutting conditions (spindle speed, drilling depth and feed-rate) on the thrust force and cutting torque have been investigated. Performance of BPWNN has proved to be satisfactory by experimental result. The accuracy of the prediction of drill wear using BPWNN is found to be better than using BPNN, and that BPWNN can learn the pattern faster compared to BPNN and could be used advantageously in online drill wear monitoring and prediction.
Introduction
Manufacturing industries are trying to reduce the operation cost and better quality of product. In machining process, tool wear and breakage often has a fatal effect on the product. So, automation with online monitoring and prediction in metal cutting operations is a new approach toward improvement of the quality of the product as well as reduction of the cost of the product. Especially prediction of tools wear plays a very significant role to realize a automated manufacturing system. Drilling represents over 30% of all cutting operations performed in industries (Young Jun Choi, Min Soo Park, Chong Nam Chu, 2008) . Monitoring and prediction of drill wear is an important issue since wear on drill affect the hole quality and tool life of the drill. Therefore, monitoring and prediction of drill wear is an important area of research. For improving the performance of decision-making in tool condition monitoring, many works have been reported in the broad field of different type of intelligent monitoring systems.
Tool wear detection methods can be direct or indirect. Indirect methods, in which various signals of sensors (thrust force and torque, current, acoustic emission, vibration) correlating to tool wear have been extensively applied to prediction of tool wear detection (E. Jantunen, 2002) . Mauri and Matti (R. Mauri, S Matti, 1995) reported that the online measurements of cutting power, spindle motor current, torque and thrust force did not vary significantly in entire tool life until the failure of the drill bit. Li and Wu (T.I. Liu, S.M. Wu, 1990 ) introduced thrust force and torque which were selected as the features relevant to the four drills wear states. Bhattacharyya and Sengupta (L. Xiaoli, S.K. Tso, 1999) established the combinations of signal processing techniques for real-time estimation of tool wear in face milling using cutting force signals are presented. Xiaoli and Tso (P. Bhattacharyya, D. Sengupta, S. Mukhopadhyay, 2007) established the correlation between drill wear and motor current at different cutting conditions. Xiaoli (L. Xiaoli, 1999) applied wavelet transform on motor current signals to detect the breakage of a small diameter drill. AE has been used to tool monitoring successfully during turning operations (E. Govekar, J. Gradisek, I. Grabe, 2000) . Abu-Mahfouz (I. Abbu-Mahfouz, 2003) reported that the drilling wear detection and classification uses vibration signals and artificial neural network. Parameters for monitoring drill conditions, thrust force and cutting torque have been used because they are the most sensitive to the changes of drill conditions (G.S. Li, W.S. Lau, Y.Z. .
Artificial neural network can effectively map the non-linear relationship of the sensors signals and wear state. Multilayer neural network with back propagation learning, a simple, robust and non-linear modeling device, has been widely applied to develop systems for monitoring wear of turning, milling and drilling tools (D.E. Dimla, P.M. Lister, N.J. Leighton, 1997), Hong et al. (G.S. Hong, M. Rahaman, Q. Zhou, 1992) used cutting force signal input to back propagation neural network for tool wear monitoring. Lin and Ting (S.C. Lin, C.J. Ting, 1996) used back propagation neural network, and determined the best architecture for drill wear predicting. Panda and Singh (S.S. Panda, A.K. Singh, D. Chakraborty, S.K. Pal, 2006) introduced a method to chip thickness as an additional input parameters entered into the neural network to obtain a better training effect. Panda and Chakraborty (S.S. Panda, D. Chakraborty, S.K. Pal, 2008) used thrust force, torque and vibration the input to two different types of different back propagation neural network (BPNN) and radial basis function network (RBFN) for predicting flank wear in drills.
Wavelet neural network (WNN) is a feed forward neural network based on wavelet transform (WT) (H. Zhong, J. Zhang, M. Gao, J. Zheng, G. Li, L. Chen, 2001 ). This successful synthesis of theories has generated a new class of networks called Wavelet Neural Networks (WNN) (Q. Zhang, A. Benveniste, 1992) . The distinct feature of these networks is that they use wavelet functions as the activation functions of hidden layer neurons. Using theoretical features of wavelet transform, network construction methods could be developed (Szu H, Telfer B, Kadambe S., 1992) . The network has advantages of the wavelet transform (in denoising, background reduction and recovery of characteristic information) and also has neural network capacity of "universal" approximation (H. Zhong, J. Zhang, M. Gao, J. Zheng, G. Li, L. Chen, 2001 ).
The present paper, effects of cutting conditions (spindle speed, drilling depth and feed-rate) and drill wear on thrust force and cutting torque has been tested; and the drilling process was modeled by a neural network with a back wavelet algorithm and weights gradient descent method. Comparison has also been made between BPNN and BWFN in drill wear monitoring. The performance of BPWNN has been found to be satisfactory while validated with experimental result.
Back propagation wavelet neural network

Back propagation wavelet neural network architecture
Back propagation wavelet neural network (BPWNN) is an ANN that is integrated with wavelet techniques and has been used successfully in many fields. Instead of conventional nonlinear sigmoid transfer functions, the transfer function of the nodes in a wavelet neural network is wavelet bases. Because wavelet bases have the characteristics of time precision in high frequency domains and frequency precision in low frequency domains due to dilating and translating the mother wavelet, the ability of a WNN in mapping complicated nonlinear functions is enhanced considerably.
BPWNN has been used in the present work. Basic structure of BPWNN with a single hidden layer is shown in Figure 1 . Functioning in three stages, namely learning or training or testing. The network consists of three layers: an input layer, an hidden layer, and an output layer. Input layer receives information from the external sources to the network for processing. Hidden layer receives information from the input layer, and processes the information, and output layer receives processed information from the network, and sends the results out to an external receptor. Where, ji W is the weight between i th neuron of the input layer and j th neuron of the hidden layer, kj V the weight between j th neuron of the hidden layer and k th neuron of the output layer, j θ the bias at j th neuron of the hidden layer, k τ the bias at k th neuron of the output layer, respectively.
Back propagation wavelet neural network algorithm has been used in the present work. And thrust force, torque, drilling depth, spindle speed and feed-rate are used as input parameters and corresponding wear are used as the output parameter as showing in Figure 1 . The normalized data sets are used for training the network. The data sets are normalized in the range of 0.1-0.9 by using Eq. (1): 
is the i th input data from the P th training pattern of the data set to the input layer. l is the total number of input parameter applied to the network.
Output from a neuron in the input layer by using Eq. (2):
Output from a neuron in the hidden layer by using Eq. (3):
Output from a neuron in the output layer by using Eq. (4):
is a mother wavelet, a series of daughter wavelets can be developed through dilating and translating function
Where a is the dilation factor, b is the translation factor.
Mother wavelet is suitable for this work to adopt the wavelet as the transfer function of the BPWNN in consideration of high resolution in both time and frequency domains. The Morlet wavelet is defined as follows (Szu H, Telfer B, Kadambe S, 1992) :
In Hidden layer transfer function (ψ ) the signal function does not undergo wavelet transformation and inverse transformation. Therefore, it is applicable in this work to use the type of Morlet wavelet as follows (Eq. (6)):
Output layer transfer function ( f ) of sigmoid transfer function as follows (Eq. (7)):
Learning or training in Back propagation wavelet neural network
Batch mode type of supervised learning has been used in the present case, where, interconnection weights are adjusted using delta rule algorithm after sending the entire training sample to the network (H. Zhong, J. Zhang, M. Gao, J. Zheng, G. Li, L. Chen, 2001) . During training, the predicted output is compared with the desired output, and the mean square error is calculated. If the mean square error is more than a prescribed limiting value, it is back propagated from output to input, and weights are further modified till the error or number of iterations is within a prescribed limit.
Mean square error (MSE), P E for pattern P is defined as
At any epoch η , the gradient descent algorithm is well known, the modified with the adaptive learning factor and the momentum factor, can be summarized as the adjustment of the weight change according to Eq. (9) and Eq. (10). (10) η is the learning rate, 1 0 < < η . α is the momentum coefficient,
In the present case, prediction has been considered for training of the wavelet neural network, which consists of the following steps:
1) Training samples are normalized and read. 5) MSE of training sample was calculated. If the MSE training not reach the goal specified then weight is updated based on gradient descent method. The weight was updated in the present case in batch mode.
6) The process was carried out for a designated number of iteration.
Testing of Back propagation wavelet neural network
An experimental data set is divided into the training set and the testing set. The error on the testing set is monitored during the training process. The testing error is decreasing during the training. When the testing error increases to specified number of iterations, the training will stop. The weights when getting the minimum value of the testing error are returned.
Experimental set-up
The schematic diagram of the experimental setup is shown in Figure 2 The experiments were performed on a 5-axis CNC vertical drilling machining center (MAKINO MC1010-5XA). The thrust force and cutting torque are recorded through a piezoelectric drilling dynamometer (YDZ-II02). Measuring range of thrust force varies from -5 to 5 kN with a sensitivity of 3.8 pC/N. Similarly range of torque varies from-100 to 100 Nm with a sensitivity of 1.68 pC/Ncm. Signals from the dynamometer were passed through low pass filter, amplified through charge amplifier (YE5850), and stored in the computer through a data acquisition system (NR-2000). The analog outputs from the sensors were converted to digital signals by A/D board of data acquisition system sends to personal computer (PC).
In the experiments, three types of drill flank( i.e. MultifacetⅠflank, MultifacetⅡflank and Standard flank) are considered. The MultifacetⅠ, MultifacetⅡand Standard drills are shown in Figure 3 . Scanning Electron Microscope has been used to measure the drill wear. Figure 4 shows the photographs of flank faces and corresponding wear of three drill's flanks (a) MultifacetⅠ, (b) MultifacetⅡ(c) Standard in the drilling experiments. Carbide drill bits with different flank have been used for drilling in high silicon aluminum alloy workpiece under different cutting conditions. A series of tests were carried out under different cutting conditions to confirm the effectiveness of the proposed method. The experiment conditions are shown in Table 1 .
Experimental results
Drilling operations have been conducted over a wide range of cutting condition. Spindle speed has been varied in the range of 3000-6000 rpm in six steps. Feed rate has been varied from 0.1 to 0.2 mm/rev in three steps. Drilling depth has been varied from 10 to 20 mm in three steps. K10carbide drills of three different Flank figures (standard, MultifacetⅠand MultifacetⅡ) have been used for drilling in high silicon aluminum alloy A390 plates. Different combinations of three design variables viz. spindle speed; feed rate and drilling depth have been used to perform 18 different drilling operations on A390 plate. For each of these conditions, thrust force and torque have been measured using dynamometer and the data are stored in the computer through the WAVE SHOT! 2000 software. Corresponding to each cutting condition, the wear has also been measured using scanning electron microscope. The results of the experiments are tabulated in Table 2 , which shows the thrust force, torque and the drill wear corresponding to 18 different cutting conditions.
Effect of Input parameters on thrust force
Figure 5- Figure 7 shows the effect of important cutting parameters on thrust force and torque during drilling operation. Figure 5 shows variation of thrust force and torque with spindle speeds (3000 and 4000rpm) for different feed rate and different flank drill. It could also be observed that the decreases trend of thrust force and torque with Spindle speed is more pronounced at flank of Standard (feed rate 0.1mm/rev) and MultifacetⅡ (feed rate 0.2mm/rev). Similarly it could be observed that thrust force and torque decreases with increase in spindle speed and this is due to facts that increase in spindle speed increase the temperature generation during shearing action of cutting tool, and hence it softens the material of the work piece which results in the reduction of the thrust force. While on the contrary be observed that the increasing trend of thrust force and torque with Spindle speed is more pronounced at flank of MultifacetⅠ (feed rate 0.15mm/rev), Because the extend of the cutting edge, the cutting temperature of MultifacetⅠ drills is not increases with the increment of the rotating speed obviously. Figure 6 shows variation of thrust force and torque with spindle speeds (4500 and 5500rpm) for different feed rate and different flank drill. It could also be observed that the decreases trend of thrust force and torque with Spindle speed is more pronounced at flank of Standard (feed rate 0.2mm/rev) and MultifacetⅡ (feed rate 0.15 mm/rev). While on the contrary be observed that the increasing trend of thrust force and torque with Spindle speed is more pronounced at flank of MultifacetⅠ(feed rate 0.1mm/rev), the condition in the range of 4500 and 5500rpm spindle speeds is same with 3000 and 4000rpm spindle speeds. Because the extending of the cutting edge, the cutting temperature of MultifacetⅠ drills does not increase with the increment of the rotating speed obviously. Figure 7 shows variation of thrust force and torque with spindle speeds (5000 and 6000rpm) for different feed rate and different flank drill. It could also be observed that the increasing trend of thrust force and torque with Spindle speed is more pronounced at flank of all. Because increase of cutting temperatur was not obvious, it doesn't soften the material,so it leads the increment of the thrust force and torque.
The thrust force, torque and the drill wear which correspond to cutting conditions are shown in Table 2 , it could be observed that the cutting parameters with the drill wear have been at nonlinear mapping relations. Combining the prominent dynamic properties of back propagation neural network with the enhanced ability of a wavelet neural network in mapping nonlinear functions, a back propagation wavelet neural network is newly established in this work to perform prominent prediction of drill wear.
Drill wears monitoring and prediction by neural network
In this case, the network has five input nodes and one output node. Neural network architectures, prepared using various combinations of input parameters (Table 2) , such as spindle speed, feed rate, drilling depth, thrust force, torque, and with flank wear as the only output of the network. From the 18 data sets obtained in the experiment, 10 have been selected at front for training the network and remaining 8 are used for testing. Optimum network architecture include number of hidden layers, number of neurons in the hidden layers, learning rate (η ) and momentum coefficient (α ) has been obtained by error based on mean square error MSE in training, MSE in testing, and convergence rate (number of iterations).
Optimum neural network architecture of BPWNN and prediction performance
Several architectures of the BPWNN are trained for different learning rates and momentum coefficient values. Performances of some of the architectures for ten training and eight testing result are shown in Table 3 . Best network architecture has been arrived at by trial and error of different combination of (η ) and momentum coefficient (α ) of hidden nodes. In the present case, based on these observations, based on these observations, the optimum network obtained is 5-15-1 with . It could be observed that network could be trained till 38 iterations after which it starts over fitting and at this point MSE for training as 0.0000274 and MSE for as testing 0.0000051.
Optimum neural network architecture of BPNN and prediction performance
The BPNN apply architectures are similar to those of the BPWNN described in Table 3 , it is BP networks of 5-input model for drill wear forecasts, the activation functions are all sigmoid without wavelet.
Monitoring amd prediction performances of BPNN of the architectures for ten training and eight testing result are shown in Table 4 . In the present case, the optimum network obtained is 5-5-1 with . It could be observed that network could be trained till 52 iterations after which it starts over fitting and at this point MSE for training as 0.0000483 and MSE for testing as 0.0000064.
Comparison of monitoring amd prediction performances between BPNN and BPWNN
The BPWNN has been trained; it has been verified with testing sample. Figure 12 shows network testing set by performing a linear regression between each value of the network response and the corresponding target. It gives similar comparisons clearly.
Conclusions
When combination of the process parameters such as drilling depth, spindle speed, feed is supplemented with sensors signals such as thrust force and torque for training a Back propagation wavelet neural network, The enhanced basis function network is used to predict drill wear. It has been showed in the work that both BPNN and WNN can predict the drill wear reasonably well. From the present work, the following specific conclusions have been drawn: Inclusion of thrust force, torque signals, drilling depth and Cutting conditions as input to train neural network results in a well-trained network, which can predict the wear with prominent accuracy. This paper presents a new model for prediction drill wear based on the Back propagation wavelet neural network (BPWNN) and weights are adjusted using gradient descent method. Experiments prove that the model is capable of mapping drill wear that is usually highly nonlinear. This is because the BPWNN combines the advantages of both the BPNN and WNN.
Experiments show that the value of the prediction MSE by the trained BPWNN described in the paper is less than those by other typical models (BPNN). It proves that the effort for improving the prediction precision in the paper is fruitful, and BPWNN can monitor online drill wear faster than BPNN. 
