In this paper, we describe two evolutionary algorithms aimed at scheduling collective communications on interconnection networks of parallel computers. To avoid contention for links and associated delays, collective communications proceed in synchronized steps. Minimum number of steps is sought for the given network topology, wormhole (pipelined) switching, minimum routing and given sets of sender and/or receiver nodes. Used algorithms are able not only re-invent optimum schedules for known symmetric topologies like hyper-cubes, but they can find schedules even for any asymmetric or irregular topologies in case of general many-to-many collective communications. In most cases does the number of steps reach the theoretical lower bound for the given type of collective communication; if it does not, non-minimum routing can provide further improvement. Optimum schedules may serve for writing high-performance communication routines for application-specific networks on chip or for development of communication libraries in case of generalpurpose interconnection networks.
INTRODUCTION
The importance of communication among CPU cores, processors and computers and of related interconnection networks is recently steadily growing. More often than not, processing nodes access the network according to a global, structured communication pattern. The performance of these collective communications (CC for short) has a dramatic impact on the overall processing efficiency, because communication times, software-or hardwarerelated alike, add up to an overhead of parallel processing.
2. ⎢T ∩ R ⎢≥ 1. Many-to-many communication with overlapping sets of processes.
3. ⎢T ∩ R ⎢= P. All-to-all communications such as permutation, all-to-all scatter (AAS), broadcast (AAB), reduce (AAR), and others.
In one to all, one process in group T is the sender (transmitter) and all the other processes in group R are receivers. This category of group communication has two distinct services, broadcast (multicast) and scatter. Broadcast (multicast) is when the same message is delivered to all the other processes in the group and scatter delivers a different message to each receiver in the group. For all to one group communication, all the processes in group T are identified as senders and the only one process in group R is identified as the receiver. A service offered in this category is gather, which occurs when different messages from the senders are received by the receiving process. This is the opposing process of scatter. And finally, all to all communication is when each process in group T performs its own one to all message passing. A service provided in this category is all broadcast, which allows for each sender to deliver the same message to all the receivers in the group. This is also known as gossiping. The other service of this group is all scatter, which means a different message is sent to each receiving process from the sending process. All scatter is also referred to as complete exchange.
Some researchers have taken a topology independent approach to the design of deadlock free wormhole routed CC algorithms. E.g. the postal model (similar to sending a batch of letters through the postal service at one time) demonstrates the ability for a sending node to transmit multiple messages before the receiving node receives the first message. In this paper, we will rather take a topology-aware approach and will assume that CC in WH networks proceeds in synchronized steps. In one step of CC, a set of simultaneous message transfers takes place along complete disjoint paths between source-destination node pairs. If the source and destination nodes are not adjacent, the messages go via some intermediate nodes, but processors in these nodes are not aware of it; the messages are routed automatically via routers attached to processors. We will assume that all messages in CC have identical size and are not combined or partitioned by network nodes (the non-combining model).
The paper is structured as follows. In Section 2 we present formally the scheduling problem and recent solutions of its certain instances. Our novel approach based on evolutionary algorithms is explained in Section 3. Solutions to sample communication problems on selected networks are given in Section 4, where the quality of resulting schedules is also discussed. In Conclusion we give the range and scope of scheduling problems solvable by the presented approach and possible future extensions.
MATHEMATICAL FORMULATION OF THE SCHEDULING PROBLEM AND ITS PARTIAL SOLUTIONS
Any collective communication is composed of set Com of pairwise communications (transfers, messages, paths)
where c i are unidirectional channels along the minimum path from the source to destination node. (We will restrict ourselves to minimum routing for practical reasons given later). Cardinality of set Com may be quite high, e.g. all-to-all communication among P processors gives | Com | = P (P -1) messages; for P ∈ <8, 128> we have P (P -1) ∈ < 56, 16256 >.
The problem with broadcast (OAB, AAB) is that set Com is not known in advance, since the informed nodes become sources for further transfers. Broadcast in WH meshes and torus networks were scheduled by extending the use of dominating sets from graph theory [2] , [3] to WH routing. In this approach, a subset of nodes (dominating set) may pass messages to the remaining nodes on the network in one step. Generally in case of OAB on k-port network G, having m nodes informed, we are trying to inform recursively k × m nodes in the next step, multiplying the number of informed nodes. Optimal algorithms reaching the theoretical lower bound of steps are not known even for familiar hyper-cubes of higher dimensions (d > 7).
For many-to-many broadcast (MNB) type of communication, regardless whether we use WH or SF routing, the number of steps is limited by k messages that can be absorbed by any node in one step. Therefore we can inform only adjacent nodes in one step (as in SF routing) and still develop optimum scheduling. The task is easier in symmetric networks; it is sufficient to find the so called time-arc disjoint broadcast tree (TADT), which translated to all source nodes, creates no conflicts in any step of AAB communication. However, for asymmetric or irregular (nonconstant k) networks, no similar systematic approaches exist.
When the set Com is known in advance, the goal of scheduling is to pack messages in Com into the minimum number of groups such, that there is no conflict within a group. In wormhole routing a conflict means that two messages scheduled in the same step share one or more channels. If they don't, they are compatible. Compatibility relation γ on set Com can thus be defined: [4] , is supposed to be exact, but suffers the following restrictions:
-only non-overlapping sets of processes T ∩ R = ∅ are assumed, -routing from src to dst is unique and prescribed,
-one-port model is assumed.
In our approach we will be able to relax all above restrictions.
EVOLUTIONARY APPROACH
The design of conflict-free schedules using evolutionary optimization has been carried out in two directions.
1. Store and Forward (SF) routing strategy, only moving messages to the adjacent nodes in one step, proved to be best also for MNB on WH networks. As the MNB lower bounds are equal for WH as well as SF routing, optimal MNB schedules on SF and WH networks coincide. MNB schedules were found by Hybrid parallel Genetic Simulated Annealing (HGSA) [6] .
2. However, the situation is different with regard to OAB and MNS communications, as the SF and WH lower bounds differ. In these communications and in OAS, nearly distance insensitive WH routing was applied, moving messages several hops in one step. The schedules were obtained with the aid of MBOA [5] algorithm, because traditional genetic algorithms failed.
Based on recently published results [17] , [18] , where we tested also classical genetic algorithm, we chose only these two types of evolution algorithms HGSA and MBOA because they achieved the best solutions with the best success rate.
Many-to-many broadcast by means of HGSA
Scheduling MNB on SF (WH) networks was dividend into two separate tasks:
-creation of set Com with all minimum paths between any pair sender -receiver including paths that are a part of longer paths with the same sender. This is followed by detection and counting initial conflicts on all the channels.
-evolving a population of complete MNB schedules (chromosomes) burdened with conflicts towards a conflict-free schedule, taking into account the given target number of steps S. Time slots (steps) 1, 2, …, S assigned to channels on each selected path are re-arranged and the fitness value is computed from the number of conflicts in the whole schedule.
A conflict at SF routing arises when two messages want to use the same channel in the same step. Necessary (but not sufficient) conditions for a schedule to be conflict-free are:
1. Two paths can use the same channel in the same step only if they have a same source (sender). This is taken as a single use.
A channel can be used in CC S-times or less.
If L is a length of a path and Z is the position of the analyzed channel on the path, we can use this channel in step 1 if
At the beginning, the time step is assigned to a channel randomly from the above interval.
HGSA [12] is a hybrid method that uses parallel Simulated Annealing (SA) [14] with the operations used in standard genetic algorithms [16] , see Fig. 1 . In the proposed algorithm, several SA processes run in parallel. During communication, activated each 100's iteration of Metropolis algorithm (see paragraph bellow), each process sends their solution to a master. The master keeps one solution for himself and sends one randomly chosen solution to each slave. The selection is based on the roulette wheel, where the individual with the best value of the fitness function has the highest probability of selection.
After communication phase, each process has two individuals. Now starts the phase of a genetic crossover. Two additional children solutions are generated from two parent solutions using double-point crossover. The best solution from two parents and two children is selected and mutation is performed always (in the parent solution) or with a predefined probability (in the children solution). Mutation is performed by randomly selecting genes and by randomly changing their values. A new solution for each process is selected from the actual solution provided by SA and from the solution obtained by genetic manipulation. The selection is controlled by well-known Metropolis criterion.
Figure 1. Hybrid parallel Genetic Simulated Annealing
The well-known Metropolis algorithm is a method of sampling a Boltzmann distribution [13] . 
Figure 2. The structure of chromosome
Very simple encoding has been chosen for HGSA. Every chromosome consists of P 2 genes, where P is a number of nodes in a given topology. The gene's index represents both the sender and the receiver node index (sender node = gene's_index div P, receiver node = gene's_index mod P.
Each gene consists of two components. The first component is an index of the shortest path from the sender to the receiver. The second component is a sequence of communication steps (time slots) assigned to channels on the path, because the message can stop for one or more steps at some nodes along the path. Fig. 2 illustrates an example of this encoding.
Scheduling broadcast and scatter communication by means of MBOA
The general procedure of MBOA [5] belonging to the family of Estimation of Distribution Algorithm (EDA) [15] is similar to that of GA, but the classical recombination operators (crossover and mutation) are replaced by probability estimation followed by probability sampling. These algorithms use to advantage the statistical information contained in the set of promising solutions to discover the linkage between genes. New solutions are generated by sampling the constructed probabilistic model. A new feature of these algorithms is a global usage of the whole population in the process of model construction. One of the basic advantages is the capability to discover nonlinear interaction between genes, which allows solving complex nonlinear problems. The basic pseudo-code of EDA is shown in Fig. 3 . 
Figure 4. The structure of OAS WH chromosome
In the case of OAB with wormhole switching, we have used an indirect encoding; a chromosome does not include a broadcast tree, but only instructions how to create it. Each chromosome consists of P genes, one for each destination node, Fig.5 .
Individual genes are composed of three items: a source node index, the shortest path index, and a step number.
The main disadvantage of this encoding is possible formation of some inadmissible solutions during the process of genetic manipulation. We say that a solution is inadmissible if a correct broadcast tree cannot be obtained from it. E.g. the situation when in a certain step a node should receive a message from a node that did not get it yet. That is why admissibility has to be verified for each chromosome before evaluating fitness and if the need be, the chromosome would be restored. In Fig. 5 , a chromosome for OAB on the 8-node WH ring topology is presented. The AAB chromosome is then a collection of P OAB chromosomes, a kind of a matrix chromosome.
A new heuristics for OAB chromosome restoration has been used. The restoration (a repair of the broadcast tree) proceeds in subsequent communication steps. A check is made for every node whether the node receives the message really from an informed node. If not so, the source node of this communication is randomly replaced by a node that already has the message. Also, it is necessary to check shortest paths already used. There is a finite number of shortest paths from each source to each destination node. If the second gene component (the path index) exceeds this value, the modulo operation will be applied to it.
The fitness function is again based on counting conflicts in a schedule when two paths share the same channel in the same step. The optimal schedule does not contain any conflict and the MBOA (with the given number of communication steps as an input parameter) was able to find it for common networks with up to 64 nodes [6] . Step number Index of the shortest path -multiple minimum paths from source to destination nodes were accounted for in an easy way through mutation. As soon as the fitness was not improving in a certain period of optimization, replacement of one minimum path by another proved to be a good remedy.
-overlapping sets of senders and receivers are permissible without program modification -networks with fat nodes (several processors connected to one router) are dealt with as simply as slim node networks.
-CC can be scheduled on direct as well as indirect interconnection networks.
RESULTS AND THEIR QUALITY
Time complexity of CCs will be determined in terms of the number of communication steps τ CC (G) for the lower bound and τ CC (G) for the upper bound. This figure of merit is in fact the number of start-ups (overhead t s for each one) and does not take into account the message length. Since a nearly distanceinsensitive wormhole switching has been assumed, the real communication times can be obtained approximately from the number of start-ups τ CC (G) plus the serialization delay m t 1 ,
neglecting the hardware overhead in routers along the traversed path. Possible synchronization overhead between communication steps, be it hardware or software-based, should be included in the start-up time t s . According to frequency of CCs and an amount of computation in a certain application, efficiency of parallel processing can thus be estimated with a good degree of accuracy.
The lower bounds τ CC (G) on number of CC steps can be found easily [1] . As far as the broadcast communication (OAB) on k ports is concerned, the lower bound on the number of steps
is given by the number of nodes informed in each step, that is initially 1, 1 + 1 × k after the first step, (k + 1) + ( k + 1) × k = (k + 1) 2 after the second step, etc.,…, and (k + 1) s ≥ P nodes after step s.
In case of AAB communication, since each node has to accept P − 1 distinct messages, the lower bound is ⎡(P − 1) / k⎤ steps or (4), whichever is greater. A similar bound applies to OAS communication, because each node can inject into the network not more than k messages at a time. The lower bound for AAS can be obtained considering that one half of messages from each processor cross the bisection, whereas the other half do not. There will be altogether 2 (P / 2) (P / 2) of such messages in both ways. If B C is the network bisection width [1] , not more than B C messages can flow in one direction through the cut at a time. This gives ⎡P 2 / (2 B C )⎤ or ⎡(P -1)/k⎤ communication steps, whichever is greater. Thus the lower bounds τ CC (G) for the network graph G depends on three parameters: port number k, number of nodes P, and channel bisection width B C , Table 1 .
Table 1. Lower complexity bounds of selected CCs (any topology)
In order to see how powerful evolutionary algorithms are, we have started with scheduling CC on the well-known direct topology -an all-port WH hyper-cube interconnection network. A hyper-cube has been chosen because of its regular topology with known optimal scheduling so that it can serve as a convenient benchmark. Lower bounds for all all/one-to-all/one CC schedules shown in Table 1 are, except OAB, reachable by known optimal algorithms for any hyper-cube size. The double-tree algorithm for OAB [1] is optimal only for d ≤ 6. Other known algorithms are nearly optimal (e.g. the algorithm by Ho-Kao is optimal up to d ≤ 7 [1] ). Ten optimization runs have been run for each configuration and the success rate (%) in reaching the lower bound (known to be the global optimum) is shown in Table 2 .
OAB schedules for WH hyper-cube have been obtained with the aid of WH-oriented MBOA only, because WH routing has different (better) lower OAB bounds than SF routing. On the other hand, WH AAB can be served best by SF-oriented HGSA; lower AAB bounds are identical and WH-oriented MBOA is too complicated in this case. Remaining OAS and AAS schedules CC WH, k-port, full duplex Table 2 were satisfactory and led us to application of MBOA and HGSA for scheduling CC on other network topologies, where optimal algorithms are not known. Among them AMP [7] , twisted ladder, Moore graph [7] , K-ring, also known as a folded hyper-cube [9] , and other topologies were investigated. The results of scheduling all-to-all communications are shown in Table 3 . Optimum algorithms (lower bounds) have been obtained for OAB. AAS schedules require one step over the lower bounds τ AAS (M) = τ AAS (CM) = 16. With no way of decreasing the number of steps any further, the schedules may be optimal or only suboptimal. Let us note that during the search for the optimum schedule, it may be necessary to include not only multiple minimum paths, but sometimes even non-minimum ones! Fig. 7 shows one example -one-to-all scatter communication in the mesh topology.
To reach the minimum number of communication steps (the lower bound is 5 steps), 3 messages must be injected to a network in every step by the source node. The last step requires nonminimum routing.
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Figure 7. One-to-all scatter in 5 steps
Another interesting network topology is Octagon [8] . It is the novel on-chip communication network architecture suitable for the aggressive on-chip communication demands of System on Chips (SoCs), see Fig. 8 . As a ring, it is not free from deadlock and virtual channels have to be used. Collective communications on the generic 8-processor, symmetric Octagon network are easy. One-to-all communications are done the same way for every source node. OAB clearly can be done in 2 steps and OAS needs ⎡7/3⎤ = 3 steps. To implement AAB, we have to use such a broadcasting tree that is time-arc disjoint (TADT) and can be used by all nodes simultaneously without creating conflict.
To design the most complex AAS schedule (yet unknown), the evolutionary approach has been used. Four steps were needed for AAS on Octagon with all-port (3-port) nodes, one step worse than the lower bound in Table 1 . The optimum AAS schedule is given in Table 4 . The sequences of digits denote the path of length one (src, dst) or two (src, via, dst). It can be seen that AAS communication is not performed the same way by all nodesthere is no analogy to the TADT. The suggested scaling strategy [8] based on bridge nodes connecting adjacent Octagons has a drawback of a very low bisection width B C and therefore a poor performance in all-to-all and many-to many (MNB/MNS) traffic. Another scaling strategy extends the Octagon to the multidimensional space by linking corresponding nodes of several Octagons. This, however, increases the node degree, and is not always acceptable. Octagon can also be extended to a larger ring with P = 8, 12, 16,…, 4n nodes retaining the original topology [8] , but congestion of wires in the middle may cause difficulties at manufacturing (in 2 dimensions, e.g. in Network on Chip). We have therefore used a fat Octagon with two CPU cores per node, Fig. 8b , not described in literature as yet. The results (upper bounds) of selected M-to-N broadcast and scatter schedules are given in Table 5 . 
DETAILS OF IMPLEMENTATION
The computational platform used was IBM BladeCenter® [11] with 12 HS20 blades, each fitted with 2 CPU Xeon 2,8GHz/533MHz, 1GB RAM, 40GB HD, interconnected by gigabit router-switch. Algorithms were coded in C/C++ and MPI and ran under Linux OS.
Parameters of HGSA (AAB problems) were set to the same values for all runs, i.e. 10 blades in the master slave architecture; the length of a communication interval between the master and each slave was each 100's iteration of Metropolis algorithm; population size was the same as the number of blades, starting temperature 100, number of iterations at one temperature value was 200, gradient of cooling 0.99. 20 runs of HGSA were performed for each topology.
OAB, OAS and AAS communication schedules have been sought using MBOA. Here the population size was determined such that the global optimum was reached in at least 50% of all runs (if possible). Tournament selection and replacement operator was used. Mutation rate was 100% (one random gene was mutated in each chromosome). Mutation rate is so high because the gene's item representing used shortest paths between source and destination, can take a huge number of different values.
The average time complexity of reaching global optimum (in terms of number of fitness function evaluations) is shown In Fig.  9 and 10 for several instances of hyper-cubes. The real execution time was from few seconds to several hours for the most complex problems. 
CONCLUSION
The evolutionary algorithms such as MBOA and HGSA have been applied successfully to several network topologies with slim or fat nodes and quite general collective communications with overlapping sets of senders and receivers. Scheduling CC in the minimum number of steps without creating a conflict (a common channel in two transfers in the same step) led to optimal solutions (τ CC (G) = τ CC (G)) or nearly optimal solutions. Of course, the fact that the lower bound may not be always reached by presented algorithms is to be expected because it may not be attainable in principle by any algorithm. Sometimes lower bounds can be obtained in schedules with non-minimum routing. However, only minimum routing has been considered in this paper because inclusion of the non-minimum routing would lead to an enormous increase of possible paths from sources to destinations and to the prohibitive computer memory and time requirements.
The results were derived for general case of M-to-N collective communications on WH interconnection networks. The application-oriented CCs of this kind are increasingly important in multiprocessor SoCs (System on Chips). One example is when one group of processors finishes a task and a group of different size continues and needs the intermediate results from the first group. The really obtained upper bounds τ CC (G) were presented for the 2D-mesh, coated mesh and (fat) Octagon topology of small size for illustration only. The presented algorithms are at current form applicable to networks with up to around 64 nodes; however, if we put up with suboptimal schedules (giving the number of steps reasonably close to the lower bound), the network size can be substantially larger. Scalability limits of the both presented algorithms and their possible improvements could be a subject of future research.
