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1I N T R O D U C C I Ó
1.1 computació natural
L’ésser humà sempre ha perseguit satisfer les seves necessitats i reduir la seva dependència
de la natura. A través de la ciència i de l’enginyeria ha aconseguit en bona mesura aquest
objectiu trobant solucions a molts dels problemes que s’ha plantejat. Per exemple, llocs que
antigament no eren habitables, avui dia ho poden ser. És possible construir grans preses
hidràuliques per a emmagatzemar aigua i portar-la al llarg de centenars de kilòmetres fins
allà on escasseja o fins i tot agafar-ne del mar amb dessaladores. Es poden modificar cultius
per obtenir-ne de més resistents a les sequeres. Nous materials i tècniques permeten edificar
construccions que aguanten sismes de gran magnitud. En definitiva, el nombre d’exemples
en què l’home es fa servir de la seva tecnologia gairebé no tindria fi. I tanmateix, quan la
seva dependència de la natura és menor que en qualsevol altre període de la seva història,
paradoxalment l’home torna a girar la seva mirada decididament envers la natura en busca de
solucions. Els darrers anys el nombre de disciplines i d’investigacions dedicades a l’estudi de
mecanismes biològics ha crescut imparable. Les aplicacions i els sistemes resultants d’aquests
estudis són per tant bioinspirats. Darrera d’aquesta búsqueda de solucions bioinspirades es
troba la presa de consciència de les limitacions de les nostres tecnologies davant certs tipus de
problemes que, per la seva banda, els sistemes naturals han aconseguit resoldre exitosament
i de manera més eficient. I és que els éssers vius són sistemes complexos, que necessiten
d’una gran capacitat d’adaptació per sobreviure en un entorn hostil i sempre canviant. És
aquesta pressió evolutiva la que ha fet desenvolupar als organismes vius sistemes altament
eficients i optimitzats a les condicions del seu medi. Un exemple el podríem trobar en la flor
del lotus. El disseny de la seva fulla a nivell micro- i nanomètric minimitza la superfície de
contacte amb partícules estranyes. En el cas de les gotes d’aigua la superfície de contacte
només arriba a un 0.6% del total. D’aquesta manera, el contacte entre les gotes d’aigua i les
partícules de brutícia és superior al contacte amb la pròpia fulla, i així la gota, en lliscar per la
fulla, s’emporta la resta de partícules produïnt un efecte de neteja. Això protegeix la planta
de paràsits com els fongs i les algues. A partir d’aquest mecanisme desenvolupat per la flor
del lotus ha estat possible sintetitzar pintures hidròfugues i antibrutícia. Així doncs l’objectiu
és aprendre dels sistemes biològics, dels mecanismes que han desenvolupat, com en el cas
de la flor del lotus, però també de la seva relació amb l’entorn, la tolerància a l’error i la
manera com s’adapten i evolucionen per aconseguir dissenyar sistemes amb aquestes mateixes
propietats. Aquesta tasca d’aplicació de la bioinspiració a la computació requereix d’equips
de treball multidisciplinars, amb científics i enginyers col·laborant en projectes conjunts. Les
investigacions realitzades en el marc dels sistemes bioinspirats constitueixen l’anomenada
computació natural, que es pot dividir en tres branques principals:
1. Vida artificial (ALife) és la disciplina que estudia la vida natural a través de la simulació
i emulació de mecanismes biològics mitjançant ordinadors, robots, molècules o qualsevol
medi sintètic. La comprensió d’aquests mecanismes ha de permetre la seva aplicació
pràctica en la tecnologia informàtica, robòtica, aeroespacial, mèdica i tota mena de
projectes d’enginyeria. Una visió expansiva de la vida artificial ens diu que <<no només
estudia la vida “tal-com-és” sinó també la vida “tal-com-podria-ser”>>[Lan92]. La vida
artificial està fortament relacionada amb tècniques com les de computació evolutiva.
2. Computació amb materials naturals o computació molecular. Consisteix a fer servir mate-
rial biològic per substituir o complementar el silici en el desenvolupament del hardware.
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Això proporcionaria al hardware un ventall de característiques molt interessants pròpies
dels teixits vius, elevada eficiència energètica, paral·lelisme massiu, capacitat d’auto-
recuperació i capacitat d’evolució. Dins de la computació molecular podem parlar de
computació amb ADN i de computació amb membrana.
La primera aprofita característiques de les molècules d’ADN com són la seva comple-
mentarietat i el seu gran paral·lelisme. La densitat d’informació en les cadenes d’ADN i
la facilitat amb què se’n poden fer còpies permet trobar moltes solucions a un problema.
Leonard Adleman va ser el primer a proposar l’ús de les molècules d’ADN en compu-
tació presentant la resolució al problema hamiltonià de 7 nodes[Adl94]. A dia d’avui
existeixen nombrosos grups de treball arreu del món que intenten desenvolupar aquesta
tecnologia. Entre els avenços més importants que ja s’han aconseguit podem citar la
inclusió de l’algorisme en la pròpia molècula i la realització de màquines autònomes.
En quant a la computació amb membranes, el que es persegueix és fer ús de les mem-
branes cèl·lulars aplicant el model computacional anomenat P-sistema presentat per
Gheorghe Paun[Pau98]. En aquest model la unitat estructural bàsica és la membrana, que
es pot organitzar en forma jeràrquica o en forma de xarxa, i que conté un conjunt d’ob-
jectes simbòlics i de normes que regulen el seu comportament i evolució(transformació
d’uns objectes en uns altres). Una membrana pot contenir també altres membranes. Els
P-sistemes són sistemes paral·lels i no deterministes i podrien contribuir a la resolució
de problemes NP-complets.
3. Computació bioinspirada. Té com a objectiu desenvolupar sistemes computacionals
basats en mecanismes biològics per a la resolució de problemes complexos. Els sistemes
bioinspirats es poden classificar al llarg de tres eixos[SSM+07] coneguts per les seves
sigles en anglès, POE: filogenètic(Philogenetic); ontogenètic (Ontogenetic) i epigenètic
(Epigenetic). Aquests tres eixos tenen la seva raó de ser en els nivells d’organització de
la vida tal i com la coneixem.
a) Eix P, filogenètic: està relacionat amb l’evolució de les espècies a través del seu
codi genètic. Els mecanismes que governen aquesta evolució són mecanismes
no deterministes, mutació i recombinació. Aquests mecanismes per tant estaran
presents en els sistemes inspirats en l’aspecte evolutiu dels éssers vius. Per les
propietats característiques de l’evolució seran sistemes dissenyats per a entorns
dinàmics que requereixin una certa capacitat d’adaptació i de la capacitat de
presentar comportaments complexos. Amb aquests objectius es treballa en el camp
de la computació evolutiva i del hardware evolucionable.
Computació evolutiva és un nom genèric per dessignar tot un conjunt de tècniques
basades en el fenomen de l’evolució. Les més importants són les que s’engloben
en els anomenats algorismes evolutius: algorismes genètics, programació evoluti-
va, estratègies d’evolució i programació genètica. Totes quatre tècniques van ser
desenvolupades independentment però presenten grans similituds i en ocasions
es fa difícil distingir-les. En el cas dels algorismes genètics es parteix d’un conjunt
de possibles solucions(fenotip) que es codifiquen en cadenes(cromosomes). En
ocasions, algunes de les possibles solucions són, de fet, solucions ja conegudes al
problema que s’introdueixen en l’algorisme per ser optimitzades. Cada iteració de
l’algorisme dóna lloc a una nova generació, és a dir, a un nou conjunt de solucions.
Cadascuna d’aquestes solucions és avaluada individualment mitjançant una funció
d’aptitud. Posteriorment, en base a un procés de selecció dut a terme segons el
resultat de les avaluacions, els diferents cromosomes-solucions es recombinen per
formar la nova generació. En aquest procés s’introdueixen o es poden introduir al-
gunes mutacions aleatòries. La nova generació serà l’entrada de la pròxima iteració
de l’algorisme. Així, les iteracions es van succeïnt fins que s’arriba a un nombre
màxim d’iteracions o fins que s’assoleix un cert nivell d’aptitud predeterminat. La
programació genètica per la seva banda és un cas d’algorisme genètic en el que
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les solucions són programes informàtics. En les estratègies de programació i en
la programació evolutiva les diferències es troben en que poden fer servir o no
la recombinació i en que les mutacions estan controlades per uns paràmetres que
formen part dels mateixos “cromosomes”. A més a més només es reprodueixen
les millors solucions i sota aquest criteri es determina que els pares també poden
formar part de la següent generació.
En quant al hardware evolucionable, aquest està basat principalment en l’aplicació
d’algorismes evolutius al disseny de sistemes digitals. Ara bé, podem diferenciar
entre diferents tipus de sistemes atenent a dos criteris bàsics. El primer criteri
tracta d’on es produeix l’evolució. Hi ha sistemes, els anomenats offline, on tots els
mecanismes evolutius o gran part dels mateixos es donen en simulacions software i
el hardware només s’arriba a implementar quan s’ha arribat a un disseny final. En
els sistemes online, per contra, l’evolució es dóna al mateix circuit. El segon criteri
fa referència a l’evolució mateixa, si és guiada cap a una solució final desitjada
per l’usuari o si es tracta d’una evolució menys controlada i per tant més oberta i
pròpia de la natura.
b) Eix O, Ontogenètic: aquest nivell tracta del desenvolupament de l’individu a partir
del seu codi genètic sense cap mena d’interacció amb l’ambient. Els processos
ontogenètics són doncs bàsicament processos de creixement i construcció. Aquests
mecanismes són deterministes, donat que qualsevol alteració pot comportar greus
conseqüències a l’organisme. Un exemple de mecanisme ontogenètic seria la dife-
renciació cel·lular, procés pel qual, a partir d’una cèl·lula mare, s’originen altres
cèl·lules diferents i més especialitzades. És clar que una desviació del procés nor-
mal de diferenciació de la cèl·lula provocaria que la cèl·lula resultant no complís
correctament la seva funció. Algunes característiques interessants dels sistemes
ontogenètics són la replicació i la regeneració. Aquestes propietats les trobem per
exemple ens els sistemes dissenyats dins del camp de l’embriònica, prenent com a
màxim exponent el projecte Embryonics[PTMS00]. En aquest projecte es fan servir
dispositius FPGA per implementar una “arquitectura cel·lular“ flexible. Cadascuna
d’aquestes cèl·lules està constituïda per un processador que té accés al codi genètic
complet de l’organisme. Les cèl·lules interpreten aquest codi en funció de la seva
posició dins del sistema, arribant d’aquesta manera a diferenciar-se de la resta. Així,
a partir d’aquesta arquitectura s’aconsegueixen implementar dins d’un sistema
artificial diferents mecanismes propis dels organismes pluricel·lulars: organització
multicel·lular, diferenciació cel·lular i divisió cel·lular.
c) Eix E, epigenètic: és el nivell relacionat amb l’aprenentatge de l’individu a través
de les seves interaccions amb el medi. Els sistemes biològics on es donen mecanis-
mes d’aprenentatge que serveixen d’inspiració per a aplicacions són bàsicament
el sistema nerviós central, el sistema immune i el sistema endocrí. El més impor-
tant o el que fins ara ha tingut més rellevància i ha centrat un més gran nombre
d’investigacions és el sistema nerviós, que ha donat origen a les xarxes neuronals
artificials o ANN(Artificial Neural Networks). Tanmateix no totes les xarxes neuro-
nals artificials són igual de pròximes als models biològics. En el cas de les xarxes
neuronals spiking, SNN, ens trobem amb un tipus de xarxes més pròximes als
models biològics que les ANN convencionals.
Com a sistemes inspirats en el sistema nerviós central i en les seves unitats de
processament, les neurones, les ANN estan formades per un conjunt d’elements de
processament simples o neurones artificials interconnectades que poden exhibir un
comportament global complex. Són xarxes distribuïdes, no linials, paral·leles, de
processament local i sovint, adaptatives. A través del mecanisme d’aprenentatge
present en les xarxes neuronals es poden arribar a trobar les solucions òptimes,
segons una funció de cost, a un problema. El tipus d’aprenentatge ve determinat
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per un algorisme, algorisme d’aprenentatge, que determina la forma en què varien
els pesos de les connexions interneuronals. La majoria de xarxes ANN apliquen un
algorisme d’aquest tipus a una topologia predissenyada. En altres casos la topologia
de la xarxa pot variar amb l’aprenentatge. La forma en què varia la topologia també
vindrà determinada per el mateix algorisme. L’elecció adeqüada de funció de cost,
topologia i algorisme d’aprenentatge pot fer d’una xarxa ANN un sistema molt
robust.
La topologia de la xarxa fa referència al nombre de capes de la mateixa, així com al
nombre de neurones i el patró de connexió existent entre elles. Si ens fixem en els
éssers vius veurem que al seu cervell existeixen xarxes de topologia fixa i d’altres de
topologia variable. Les xarxes de topologia fixa s’identifiquen amb comportaments
“apresos” o instintius, mentre que les xarxes de topologia variable tenen més plasti-
citat i permeten adquirir nous comportaments. Sembla ser que les primeres, degut
al seu menor cost, serien molt nombroses i que amb el pas de les generacions les
espècies podrien assimilar comportaments adquirits transformant-los en comporta-
ments instintius mitjançant un mecanisme anomenat efecte Baldwin[Bal96]. Així
com les xarxes biològiques, les xarxes ANN de topologia variable també tindran
més plasticitat que les de topologia fixa i podran fer front a problemes més dinàmics.
Determinar la millor topologia per a la resolució d’un problema és un problema en
sí mateix, és important no tenir una xarxa ni massa petita ni massa gran. És per
això que es miren de desenvolupar tècniques per aconseguir una topologia més
flexible. En aquest sentit, es treballa en nous algorismes que amb la implantació
de mecanismes com el creixement i l’eliminació de parts innecessàries condueixen
a xarxes neuronals ontogenètiques. Una altra tècnica és la de les xarxes modulars,
que permet la connexió de diferents tipus de xarxes per formar-ne una de sola.
Els algorismes d’aprenentatge, per la seva banda, es poden classificar en tres grups
segons el tipus d’aprenentatge que implementin:
i. Aprenentatge supervisat: en l’aprenentatge supervisat la xarxa és ensenyada
prèviament a resoldre el problema amb un conjunt de dades d’entrenament.
A partir d’aquestes dades, que consisteixen en parelles de valors desitjats
d’entrada-sortida, la xarxa haurà d’inferir la funció que les relaciona. Un criteri
de cost molt comú en aquest tipus de xarxes és el de reduir l’error quadràtic mig
(MSE) entre la sortida obtinguda i la desitjada mitjançant el mètode del gradient
descendent. Aquest és el cas per exemple de l’algorisme de backpropagation.
Aquest tipus de xarxes resulten molt útils per a l’aproximació de funcions
i en gran nombre d’aplicacions com són el reconeixement de patrons i el
reconeixement de seqüències(parla, gestos, text manuscrit, etc).
ii. Aprenentatge no supervisat: en aquest model d’aprenentatge l’objectiu és
minimitzar una funció de cost que relaciona l’entrada i la sortida de la xarxa
i que dependrà de l’aplicació. D’aquesta manera les xarxes d’aprenentatge
no supervisat són especialment bones en classificar o categoritzar les dades
d’entrada. Diferents maneres d’implementar aquest tipus d’aprenentatge poden
ser l’aprenentatge competitiu, els mapes autoorganitzats o la teoria de la
ressonància adaptativa(ART). En el primer mètode només una d’entre totes les
neurones de sortida és activada, de tal manera que les neurones han de competir
entre sí per activar-se. Els mapes autoorganitzats, per la seva banda, són un
tipus especial de xarxes competitives en què les neurones es troben en una
determinada disposició espacial, generalment una línia o un plà. Pel que fa a
les xarxes ART, aquestes són xarxes que afronten el dilema plasticitat-estabilitat,
o com seguir aprenent preservant allò que ja s’ha après. Això s’aconsegueix
mitjançant un paràmetre de vigilància que determina si una entrada és prou
similar o no a d’altres anteriors com per formar una nova categoria. En cas
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positiu, la dada s’inclou en una nova categoria fins que la memòria arriba a
estar plena.
Les xarxes d’aprenentatge no supervisat s’utilitzen en aplicacions generals
d’estimació, en data mining, extracció d’informació, compressió i filtrat, etc.
iii. Aprenentatge per reforç: l’aprenentatge es duu a terme a través d’un mecanisme
de recompensa. Un agent, en un determinat temps t i sota unes certes condicions
de l’entorn, executa una acció y. Aquesta acció és avaluada i posteriorment
recompensada en més o menys quantitat segons un cert criteri. El sistema
anirà aprenent quines accions resulten més premiades sota certes condicions
i s’acabarà establint una política de presa de decisions que maximitzi les
recompenses a llarg termini. Això comporta un compromís entre exploració de
noves solucions i explotació de les solucions ja apreses. Si el sistema es queda
amb una solució, pot ser que deixi de trobar una altra que comportaria una
recompensa encara major.
Aplicacions comuns per a les xarxes de reforç són els jocs d’aprenentatge com
el backgammon i els escacs o l’enrutament de paquets en xarxes dinàmiques.
En quant a la implementació de les xarxes ANN existeixen diferents aproximacions.
La primera seria la implementació software amb ordinadors de propòsit general.
Aquesta aproximació és barata i molt flexible, així que es fa servir en gran nombre
d’aplicacions. D’altra banda té moltes limitacions: tamany, portabilitat, consum
energètic i velocitats molt baixes. Velocitats més elevades només es poden obtenir en
implementacions hardware amb sistemes multiprocessador amb una arquitectura
paral·lela. En aquest sentit una opció seria la dels neurocomputadors. L’aventatge
dels neurocomputadors és que ofereixen velocitat i a la vegada certa flexibilitat
per implementar diferents tipus de xarxes ANN. En contrapartida, poden tenir
l’inconvenient de presentar característiques molt específiques. Això provocaria
no poder executar algorismes més nous i ràpids en el hardware havent de fer
servir algorismes més vells i lents. L’opció de dissenyar sistemes específics té grans
avantatges en termes de velocitat i consum però aquests sistemes presentaran poca
flexibilitat i seran molt costosos econòmicament, per això són útils sobretot per
aplicacions molt determinades com algun tipus de dispositiu comercial. El disseny
a partir de FPGAs(Field Programmable Gate Array), per contra, resulta relativament
econòmic a més de molt flexible gràcies a la reconfigurabilitat de les FPGAs. També
possibilita un desenvolupament molt ràpid dels prototipus, de manera que molts
dissenys específics es proven primer en una FPGA abans de fabricar-se el hardware
definitiu.
1.2 el projecte perplexus
Un dels projectes actualment en marxa en aquest marc de cooperació per a la investigació de
sistemes bioinspirats és el projecte Perplexus. Finançat per la UE hi participen vuit universitats
de diferents països membres i un soci industrial: Haute Ecole d’Ingénierie et de Gestion du
Canton de Vaud; Universitat Politècnica de Catalunya; Université Joseph Fourier Grenoble;
University of Lausanne; Politechnika Lodzka; Laboratory of informatic, robotic and microelec-
tronic of Montpellier; SCIPROM; Ecole Polytechnique Federale de Lausanne. El projecte va
nèixer el 2.006 amb l’objectiu de <<desenvolupar una plataforma hardware escalable formada
per dispositius reconfigurables amb característiques bioinspirades que permetran la simulació
de sistemes complexos a gran escala i l’estudi de comportaments complexos emergents en
una xarxa inalàmbrica de mòduls computacionals>>. Aquests mòduls són anomenats Ubidu-
les(UBIquitous computing modULES). Existeixen tres camps d’aplicacions en els que s’espera
que la plataforma Perplexus es converteixi en una eina de gran utilitat. Aquestes aplicacions
són:
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Figura 1: Xarxa d’ Ubidules.[Hau08]
• Desenvolupament d’una aproximació per a l’estudi de la difusió de cultura que es
confronti amb les aproximacions ja existents.
• Robòtica social. La robòtica social estudia l’evolució del comportament en els robots
degut a les interaccions que es produeixen entre els robots mateixos i entre els robots i el
seu entorn.
• Modelat neuro-genètic computacional. Basat en la simulació de xarxes neuronals a
petita escala que interactuen entre elles i que evolucionen en el temps amb fenòmens
com la mort sinàptica o la plasticitat sinàptica. L’arquitectura del hardware permet
l’emulació de diferents tipus de xarxes neuronals. Així, s’ha desenvolupat un model de
xarxa neuronal spiking(SNN) biològicament plausible([IMMV07]). Aquest model SNN
integra un model de neurona spiking i un mètode d’aprenentatge no supervisat basat en
mecanismes biològics. Juntament amb el desenvolupament en llenguatge assemblador
de l’algorisme que implementa el model SNN, es va desenvolupar també un programa,
SpiNDeK(Spiking Network Development Kit), que permet executar de manera molt
simple tots els passos necessaris per generar i simular xarxes neuronals basades en el
model. Al capítol 2 es presenten el model SNN, els seus fonaments biològics i l’algorisme.
Així mateix al capítol 4 trobarem més informació sobre SpiNDeK.
A la Figura 1 podem veure l’esquema d’una petita xarxa d’Ubidules i l’estructura interna
dels mateixos, basada en un dispositiu reconfigurable, Ubichip, al que s’afegeixen elements
sensors/actuadors per interactuar amb l’entorn i elements de comunicació inalàmbrica. Els
Ubichip són sistemes multiprocessador, podem veure a la mateixa figura que al seu interior
contenen una matriu d’elements de processament, que permeten implementar mecanismes
bioinspirats propis dels tres eixos POE: evolució, creixement i aprenentatge. Els Ubichip es
comuniquen entre sí a través del mòdul Colibri, que també serveix per a la seva configuració.
Cada Ubichip té accés a dos mòduls de memòria, es tracta d’una memòria SRAM(Static
Random Access Memory) i d’una memòria CAM(Content Addressable Memory). La funció
d’aquestes memòries dependrà de l’aplicació que s’estigui executant als Ubichip. En el cas
del model SNN les neurones són emulades per la matriu d’elements de processament de
l’Ubichip mentre que la memòria SRAM conté les dades i les instruccions per a l’execució de
l’algorisme. La memòria CAM, per la seva banda, té la seva utilitat en el procés de fer arribar
els impulsos emessos per les neurones a les corresponents neurones receptores. Al capítol
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3 es presentarà més en detall l’estructura dels Ubichip i de les memòries així com la seva
funcionalitat. En quant a l’estat de desenvolupament del hardware, actualment s’ha superat
la fase de disseny i es troba ja en fase de fabricació. Per a la realització de proves es disposa
del model descrit en VHDL amb el que es poden realitzar simulacions software i existeixen
prototipus implementats en FPGA a les instal·lacions del departament d’arquitectura avançada
del hardware(AHA) de la UPC.
1.3 objectius del projecte
El present projecte té dos objectius principals. Un d’ells és completar l’algorisme SNN, ja
desenvolupat parcialment[Hau08], amb parts del model neuronal que no van poder ser
afegides anteriorment. En concret s’haurà d’implementar:
1. un període de temps refractari, durant el qual les neurones que hagin emès un spike no
podran tornar a emetre un altre encara que es donessin les condicions necessàries a tal
efecte
2. l’activitat de fons, que representa els estímuls que arriben a les neurones de la xarxa
provinents d’altres neurones que, degut al gran tamany de l’escorça cerebral, no haurien
pogut ser introduïdes en l’emulació
L’altre objectiu serà el desenvolupament i modificació de certs mòduls de l’entorn de confi-
guració i simulació SpiNDeK per implementar diferents passos en el procés de generació i
simulació d’una xarxa neuronal. Els passos més importants a implementar són:
• La generació dels fitxers de configuració de les memòries CAM i del contingut del fitxer
amb la seva descripció en VHDL.
• La generació dels fitxers de connectivitat per a cada Ubichip. Aquests fitxers contenen
informació sobre les connexions de les neurones locals.
A més d’això es faran també algunes modificacions en el mòdul assemblador. L’objectiu
principal d’aquestes modificacions serà donar suport a noves instruccions suportades pel
hardware de l’ Ubichip introduïdes posteriorment a la versió original de SpiNDeK.
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2M O D E L S N N I G L E S I A S - V I L L A
2.1 fonaments biològics
què és una neurona? Les neurones són les cèl·lules que constitueixen les unitats es-
tructurals i funcionals del nostre sistema nerviós. Hi ha diferents tipus de neurones, més o
menys especialitzades, segons la funció que realitzin. La neurona típica, que podem veure a
la Figura 2, es composa fonamentalment de tres parts, un soma o cos cel·lular; les dendrites,
ramificacions al voltant d’aquest soma a través de les quals la neurona rep els estímuls; i
l’àxon, un llarg filament que acaba en un conjunt de terminacions a través de les quals s’envien
els estímuls generats a altres neurones.
Figura 2: Representació d’una neurona.[Jar09]
Les neurones es comuniquen entre sí mitjançant estímuls electroquímics a través de les
sinapsis, punts d’unió entre àxons i dendrites. La neurona que emet l’impuls rep el nom
de presinàptica i la que el rep de postsinàptica. Els impulsos elèctrics s’originen degut a la
diferència de potencial, anomenat potencial de membrana, entre la part interna i l’externa de
la cèl·lula. Així, el potencial de membrana acostuma a ser d’uns -70mV. Quan el potencial de
membrana arriba a uns -55mV la neurona genera un potencial d’acció o ’spike’, que consisteix
en un augment del potencial de la membrana de l’àxon en forma de delta i que es propaga
al llarg d’aquest fins a les seves terminacions. Una vegada el potencial d’acció arriba a una
terminació de l’àxon, s’allibera un neurotransmissor(agent químic) que provocarà una reacció
en la neurona destí causant una variació en el seu potencial de membrana. La neurona destí, al
seu torn, podria generar un nou potencial d’acció si el potencial de membrana arriba al valor
necessari i d’aquesta manera l’impuls s’anirà propagant. Després de generar un impuls ha de
passar un lapse de temps fins que la membrana torni al potencial en repòs i pugui generar-ne
un de nou. Aquest lapse de temps es coneix com a període refractari.
Existeixen diferents tipus de neurotransmissor i de receptors, de tal manera que la variació
del potencial en la membrana de la neurona receptora pot ser positiva, excitació, o negativa,
inhibició. Aquesta qualitat vindrà determinada pel receptor. Ara bé, en l’escorça cerebral més
del 90% de les neurones emeten un d’entre els següents dos neurotransmissors: glutamat o
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GABA, que tenen un efecte excitador i inhibidor respectivament entre pràcticament tots els
possibles receptors. Per aquest motiu es pot fer la simplificació de classificar les neurones en
excitadores o inhibidores segons el neurotransmissor que emetin. En aquest projecte seguirem
aquesta classificació i parlarem de neurones de tipus I, excitadores, i de neurones de tipus II,
inhibidores.
Figura 3: Potencial d’acció. [G.06]
aprenentatge Les sinapsis van variant la seva força al llarg del temps en un fenomen
relacionat amb l’aprenentatge i la memòria i conegut com a plasticitat sinàptica. La plasticitat
sinàptica es manifesta de dues maneres, com a potenciació a llarg termini(LTP), en què
la resposta a un potencial d’acció excitador es va incrementant en el temps, o bé com a
depressió a llarg termini(LTD), en què aquesta mateixa resposta es va fent més feble. Les
primeres hipòtesis al respecte d’aquest comportament van ser formulades per el doctor Donald
Hebb[Heb49]. Hebb proposaria que el lligam sinàptic entre dues neurones s’enforteix si la
neurona presinàptica contribueix de manera persistent als potencials d’acció de la neurona
postsinàptica. Aquest postulat però, deixa sense explicar el perquè del procés d’afebliment.
Recentment i a través de diversos experiments es va descobrir que ambdós fenomens obeeixen
al temps relatiu entre els impulsos pre- i post- sinàptics. Aquesta teoria rep el nom de
plasticitat dependent del temps entre impulsos (STDP, “spike-timing-dependent synaptic
plasticity”) i va ser observada en primer lloc per Bell et al. [BR02]. El model adoptat per a
Perplexus respon al mecanisme STPD i proposa que les sinapsis augmenten la seva eficàcia
quan l’impuls presinàptic precedeix repetidament el postsinàptic en un breu període de
temps. Recíprocament les sinapsis redueixen la seva eficàcia quan l’impuls presinàptic succeeix
repetidament al postsinàptic en un breu període de temps.
interconnexió de neurones Les neurones estan connectades entre sí de manera molt
complexa i malauradament, amb la tecnologia disponible actualment, no és possible observar
la interconnexió d’un gran nombre d’elles. És per aquest motiu que tot model relatiu a la
seva connectivitat estarà basat en aproximacions. Tanmateix, un grup de neurocientífics i
investigadors d’I.A. van fer una sèrie d’experiments i van arribar a treure algunes conclusions,
incloses algunes característiques no aleatòries [MSD+05]. En general, es pot dir que les xarxes
neuronals segueixen una distribució potencial amb tendència a agrupar-se més en el veïnatge
local. També sabem que les connexions fortes són menys nombroses i estan més agrupades
que les febles.
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Potencial de membrana
Existeixen diferents models matemàtics que aproximen el comportament de les neurones
spiking. Degut a les restriccions del hardware, en el cas del projecte Perplexus el model
de neurona spiking triat és el d’integra i dispara amb fuites[IMMV07]. En aquest model, la
neurona integra els potencials d’acció que va rebent fins que el valor d’aquesta integració
supera un cert valor llindar. Una vegada es supera aquest valor llindar es genera un potencial
d’acció i es torna al valor inicial de repòs. A continuació podem veure com es calcula el
potencial de membrana d’una neurona:
Vi (t+ 1)=Vrest[q]+Bi(t)+(1-Si(t))·((Vi (t)-Vrest[q])·kmem[q])+
∑
j
wji(t) (2.1)
On
• Vi(t+ 1) és el potencial de membrana de la neurona i-èssima que és de tipus [q]
[q]= inhibidora/excitadora
• Vrest[q] la tensió en repòs del potencial de membrana
• Bi(t) és l’activitat de fons
• Si(t) representa l’estat de l’impuls de sortida i té la següent forma:
Si(t) =
0 : (V(t) − θ[q]i) < 0
1 : (V(t) − θ[q]i) > 0
(2.2)
θ és el potencial llindar que ha de sobrepassasr el potencial de membrana perquè s’activi
un impuls de sortida.
• kmem[q] la constant de temps associada amb el corrent de fuita de les neurones. Decau
de manera exponencial. kmem[q] = exp
(
− 1τmem[q]
)
• wji(t) representa el pes sinàptic de la sinapsi que uneix la neurona j-èssima amb la
neurona i-èssima.
Activitat de fons i període refractari
L’objectiu del projecte Perplexus és arribar a emular xarxes neuronals d’un tamany de fins a
10,000 neurones i 3,000,000 de sinapsis(300 per neurona). Del total de neurones, el 80% seran
excitadores i el 20% inhibidores. A més, es considerarà que hi ha més neurones que degut a la
capacitat limitada del hardware no poden ser incloses explícitament en l’emulació. L’activitat
d’aquestes neurones tindrà un efecte sobre les neurones de la xarxa que es plasmarà en forma
d’activitat de fons. L’activitat de fons es simplifica assumint que cada neurona té el mateix
nombre de projeccions externes i que totes elles són excitadores i estan correlades. En concret,
el nombre de projeccions serà de 50 i per tant, cada vegada que una neurona sigui excitada per
l’activitat de fons, la seva membrana es depolaritzarà fins al punt que generarà un potencial
d’acció. L’activitat de fons es distribueix en forma de procés de Poisson independent per a
cada neurona amb taxa λi= 5 impulsos/s.
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El model també implementarà el període refractari de les neurones durant el qual no podran
emetre cap impuls. La duració del període refractari serà de 3ms per a les neurones excitadores
i de 1ms per a les neurones inhibidores.
Plasticitat sinàptica
El pes sinàptic determina l’amplitud de la resposta postsinàptica a un impuls i va variant
segons el mecanisme STDP (veure 2.1,Aprenentatge). Aquest mecanisme s’implementa de la
següent manera:
wji(t+ 1) = Sj(t) ·Aji(t) · P[qj,qi] (2.3)
Veiem que, efectivament, el pes sinàptic només contribueix al potencial de membrana de la
neurona postsinàptica quan hi ha un impuls d’entrada per aquesta sinapsis. El nivell d’aquesta
contribució depèn del tipus del parell de neurones presinàptica-postsinàptica i del nivell
d’activació de la sinapsi.
La rellevància del tipus de neurones queda recollida en el paràmetre P[qj,qi]. Es poden donar
quatre casos, excitadora-excitadora, excitadora-inhibidora, inhibidora-excitadora i inhibidora-
inhibidora. En la pràctica però, aquests quatre casos queden reduïts a dos, ja que el veritable-
ment determinant en el nivell de la resposta serà el tipus de la neurona presinàptica. Així, si la
neurona presinàptica és excitadora tindrem P[1,1] = P[1,2] = 0.84mV. Per contra si la neurona
presinàptica és inhibidora tindrem que P[2,1] = P[2,2] = −0.80mV.
Aji(t) representa el nivell d’activació de la sinapsi. El nivell d’activació pot prendre quatre
valors diferents(0,1,2,4). Com més gran sigui el seu valor, més impacte tindrà un potencial
d’acció en la neurona postsinàptica. El seu potencial de membrana creixerà més i estarà
més a prop de generar un potencial d’acció. Per contra, un valor de 0 del nivell d’activació
significa que la sinapsi està morta, inactiva. El nivell d’activació varia en funció d’una variable
anomenada “de valor real”, Lji. Si aquesta supera un cert valor(Lmàx) el nivell d’activació
s’incrementarà fins al nivell immediatament superior. Si per contra cau per sota d’un llindar
inferior(Lmín) el nivell d’activació es decrementarà fins al nivell immediatament inferior.
0 1
4 2
Lji>Lmax
Lji>Lmax       
Lji>Lmax
Lji<Lmin
Lji<Lmin
   Lji<Lmin
L min ≤Lji≤ Lmax
L min ≤Lji≤ Lmax
L min ≤Lji≤ Lmax
L min ≤Lji≤ Lmax
Figura 4: Variació del nivell d’activació en funció de la variable de valor real
La variable de valor real decau en el temps de manera exponencial i és funció de l’espai de
temps transcorregut entre els últims potencials d’acció presinàptic i postsinàptic.
Lji(t+ 1) = Lji(t) · kact[qj,qi] + Si(t) ·Mj(t) − Sj(t) ·Mi(t) (2.4)
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2.3 implementació del model: algorisme
Si es produeix un impuls postsinàptic la variable de valor real augmenta en la quantitat Mj(t).
Aquest terme representa la memòria presinàptica, és a dir, el temps transcorregut des que es
va produir l’últim potencial d’acció presinàptic. Mj(t) pren el seu valor màxim, Mjmàx, quan
es produeix un impuls presinàptic i després decau en el temps de manera exponencial. Així,
com menys temps hagi transcorregut, més gran serà Mj(t) i més gran serà també l’augment
de Lji. En conseqüència serà més fàcil que Lji sobrepassi el seu llindar superior i el nivell
d’activació de la sinapsi s’incrementi. A la inversa, com més temps hagi transcorregut de
l’últim impuls presinàptic, menor serà Mj(t) i menor serà l’augment de Lji. En el límit, si el
temps transcorregut és prou gran ja no hi haurà memòria de l’impuls i Lji no variarà. Quan Lji
sobrepassa Lmàx s’inicialitza a un valor mig, (Lmàx+Lmín)/2.
Mj(t+ 1) = Sj(t) ·Mma`x + (1− Sj(t)) ·Mj(t) · ksyn[qj] (2.5)
Quan es produeix un impuls presinàptic el comportament és el contrari, Lji disminueix en la
quantitat Mi(t). En aquest cas, Mi(t) representa la memòria postsinàptica o temps transcorregut
des que es va produir l’últim potencial d’acció postsinàptic. Mi(t) pren el seu valor màxim,
Mimàx, quan es produeix un impuls postsinàptic i després decau en el temps de manera
exponencial. Per tant, com menys temps hagi transcorregut, més gran serà el seu valor i més
gran la disminució de Lji. Conseqüentment serà més fàcil que Lji baixi del seu llindar inferior i
el nivell d’activació de la sinapsi es decrementi. Per contra, com més temps hagi transcorregut
de l’últim impuls postsinàptic, menor serà Mi(t) i menor també la disminució de Lji. Si el
temps passat és prou gran ja no hi haurà variació de Lji perquè no tindrem memòria de l’últim
impuls. Novament, si Lji cau per sota del seu valor llindar, Lmín, s’inicialitza al seu valor mig
(Lmàx+Lmín)/2.
Mi(t+ 1) = Si(t) ·Mma`x + (1− Si(t)) ·Mi(t) · ksyn[qi] (2.6)
Connectivitat
En quant a la connectivitat, s’ha agafat el concepte que les neurones tendeixen a agrupar-
se amb aquelles que estan més properes. Per aproximar aquest comportament s’ha optat
per implementar un model amb distribució Gaussiana. Així, la probabilitat de què dues
neurones estiguin connectades vindrà determinada per la distància entre elles i per factors
específics d’escalat i densitat. Considerant la neurona receptora en l’origen d’una matriu 2D
(x,y) tindríem:
G(x,y) = α[q] · exp(
−2pi
(
x2 + y2
)
σ2
[q]
) +φ[q] (2.7)
α és un factor d’escalat i limita la màxima probabilitat de rebre una projecció d’una neurona
veïna; σ és un factor escalar per a l’ample de la funció de densitat de probabilitat gaussiana i
φ és un paràmetre de probabilitat uniforme. Aquests paràmetres varien en funció del tipus de
neurona. A la taula 1 en podem veure el seu valor juntament amb el d’altres paràmetres del
model.
2.3 implementació del model : algorisme
En el seu Projecte Final de Carrera, Michael Hauptvogel [Hau08] proposava un algorisme
que implementa una xarxa neuronal amb les característiques del model adoptat en Perplexus.
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Figura 5: Connectivitat per a una neurona situada en l’origen d’una xarxa 100x100. A l’esquerra per a
una neurona inhibidora, a la dreta per a una neurona excitadora.[Igl05]
Paràmetre Tipus I Tipus II Descripció
0.80 0.20 proporció en la xarxa
φ 0.02 0.00 probabilitat de connexió uniforme
α 0.60 0.20 màxima probabilitat gaussiana
σ 10 75 ample de la distribució gaussiana
P 0.84 -0.80 potencial postsinàptic [mV]
Vrest -78 -78 potencial de membrana en repòs [mV]
θi -40 -40 potencial llindar de membrana [mV]
trefract 3 2 període refractari [ms]
τmem 15 15 constant de temps de membrana [ms]
τsyn 40 40 constant de temps de plasticitat sinàptica [ms]
τact 11,000 11,000 constant de temps d’activació [ms]
Taula 1: Valor dels diferents paràmetres del model neuronal Iglesias-Villa
També desenvolupava un programa per generar i simular aquestes xarxes. El programa,
anomenat SpiNDeK(Spiking Neuron Development Kit), permet generar una xarxa neuronal
i a partir d’aquesta, en una sèrie de passos, la secció de dades necessària per a la simulació.
Així a aquestes dades se li uneix el codi de l’algorisme, escrit en el llenguatge assemblador
de l’Ubichip. Des del mateix SpiNDeK podem executar un assemblador que s’encarrega de
generar el contingut de la SRAM de l’Ubichip i guardar-lo en un fitxer VHDL. Amb el fitxer
de la memòria i el model VHDL de l’Ubichip la xarxa ja pot ser simulada amb el ModelSim.
L’algorisme està dissenyat per presentar una estructura molt clara, ús de rutines, i per
minimitzar el nombre de crides a memòria, mapejant les diferents variables en els registres
disponibles. Les variables estan dividides en variables pròpies de les neurones i variables
pròpies de les sinapsis. Les variables pròpies de les neurones són les que intervenen en el càlcul
del potencial de membrana, a més del tipus de neurona i de la memòria de l’últim impuls
postsinàptic. Les variables pròpies de les sinapsis són totes les que intervenen en el càlcul
del pes sinàptic i el tipus de sinapsi. Una vegada establerta aquesta diferència va calculant
el seu valor en passos organitzats en rutines. L’ordre en què es calculen les variables és molt
important ja que algunes d’elles depenen del valor d’unes altres en passos anteriors (Figura 6).
Així, dins del “main” es van cridant una a una cadascuna d’aquestes rutines. Podem veure el
fragment de codi corresponent al cos del main(Algorisme 2.1).
Com podem veure, primer de tot es carreguen les variables corresponents a cada neurona.
Seguidament, amb aquestes variables, es calcula el valor actual del potencial de membrana.
Una vegada fet això l’algorisme entra en un bucle per al càlcul del pes de les sinapsis.
Primerament es calcula el pes actual de la sinapsi a partir de les variables que el determinen.
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Algorithm 2.1 Codi corresponent al main de l’algorisme en què es van cridant una a una les
diferents rutines.
.main
goto 09NeuronLoad
goto 01MembraneValue
loop 300
goto 10SynapseLoad;
goto 02SynapticWeight;
goto 03RealValuedVariable;
goto 04ActivationVariable;
goto 05MemoryOfLastPresynapticSpike;
goto 10SynapseSave;
endl
goto 06MemoryOfLastPostsynapticSpike;
goto 08SpikeUpdate;
goto 09NeuronSave;
asm 20 ;==HALT; AER/CAM update of spikes
Figura 6: Relació de dependència entres les variables del model neuronal.[Hau08]
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Aquest valor es guardarà a memòria i es farà servir en el següent pas de l’algorisme per
calcular el potencial de membrana de la neurona en el pròxim instant de temps. A continuació
es van recalculant les variables que determinen el pes sinàptic tal com s’explicava en la secció
2.2. Aquestes variables seran necessàries en el pròxim pas de l’algorisme i per tant s’han de
guardar a memòria. El bucle finalitza quan totes les sinapsis han estat calculades.
Sortint del bucle s’actualitza el valor de la memòria de l’últim impuls postsinàptic. Llavors
es descarta el valor actual de l’impuls de sortida per assignar-li un nou valor després de
comprovar si la membrana neuronal ha superat la tensió llindar. Per últim es guarden a
memòria les variables de les neurones i es passa a l’estat de HALT. Aquest últim pas s’efectua
per a què l’ Ubichip entri en un nou mode de funcionament durant el qual es propaguen els
impulsos.
A la Figura 7 podem veure els diferents passos de l’algorisme detallats en un diagrama de
flux.
Com es pot apreciar al diagrama, en aquest algorisme faltarien per implementar dues
característiques pròpies del model que en el moment del seu desenvolupament no van poder
ser incorporades. Aquestes característiques són el període refractari i l’activitat de fons. És
justament objectiu d’aquest projecte el dissenyar aquests components.
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Figura 7: Diagrama de flux de l’algorisme neuronal desenvolupat per Michael Hauptvogel[Hau08].
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3U B I C H I P
Hem vist en els capítols anteriors que les xarxes neuronals que es volen emular al projecte
Perplexus es distribueix en diferents Ubidules. En cadascun d’aquests Ubidules pot haver un
o més Ubichips que contribueixen a la xarxa. El disseny dels Ubichip està basat en aconseguir
emular una xarxa neuronal de tamany 10x10 neurones amb 300 sinapsis cadascuna. Per
aconseguir aquest objectiu s’ha escollit un paradigma paral·lel-sèrie. L’etapa en paral·lel serà
l’etapa d’emulació de l’activitat neuronal, amb un element de processament per cada neurona,
tots ells operant de manera síncrona. En canvi, la propagació del seu resultat, els impulsos
sinàptics, s’efectuarà en sèrie. El fet que la velocitat d’operació de l’Ubichip és superior a la
velocitat de l’activitat neuronal real, possibilita aturar aquesta activitat durant la propagació
dels impulsos. La comunicació entre els diferents Ubichip està basada en un protocol AER,
Address Event Representation. Els esdeveniments, en aquest cas els impulsos sinàptics, es
codifiquen en una adreça que identifica a la neurona generadora de l’impuls i que s’envia a
tots els Ubichip de la xarxa a través d’un bus dedicat.
Seguidament es farà una breu presentació de l’arquitectura de l’Ubichip fent un recorregut
pels diferents blocs més rellevants per al desenvolupament d’aquest projecte, aquells que
intervenen directament en l’emulació de l’activitat neuronal, i deixant de banda altres blocs
com els que intervenen en el procés de configuració de l’Ubichip. Els blocs presentats, doncs,
seran:
• Matriu d’elements de processament: la funció dels elements de processament(EP) és la
d’emular l’activitat neuronal. Cada EP emula una neurona i per tant el tamany de la
matriu coincideix amb el tamany de les xarxes a emular(10x10).
• Seqüenciador: les seves funcions principals són les de controlar el flux del programa i el
facilitar al controlador de la CAM les funcionalitats de:
1. escombrat de la matriu d’elements de processament per trobar impulsos de sortida
2. accés a la memòria per guardar-hi els impulsos d’entrada
• Blocs AER: controlen la propagació dels impulsos. La unitat de control AER busca els
impulsos generats i els codifica en una adreça. Després envia l’adreça al bus perquè
arribi a tots els Ubichip de la xarxa i sigui decodificada per l’ AER decoder. Aquest
darrer agafa l’adreça codificada de la neurona presinàptica i comprova si està connectada
a alguna neurona que pertanyi a l’Ubichip local. En cas positiu torna l’adreça de la
memòria postsinàptica corresponent.
arquitectura de l’ubichip
3.1 elements de processament
Els EP estan formats per l’agrupació d’uns elements més simples anomenats Ubicell. Cada
Ubicell consta d’una ALU de 4 bits, una secció de memòria i elements d’interconnexió. Amb
la configuració correcta, tenint en compte els flags i els registres dels EP, els Ubicell es poden
combinar en grups de quatre per formar un EP. Cada EP equival a una ALU de 16 bits amb
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SRAM
Seqüenciador
Controlador de
la memòria
AER decoder
Unitat de control 
AER
Matriu d’EP
UBICHIP
Figura 8: Representació simple de l’arquitectura de l’Ubichip. Només es representen els blocs presentats
en aquest capítol.
registres de 16 bits d’ample. El nombre de registres és de vuit registres d’accés directe(set
més un acumulador) i vuit més d’ocults. L’accés als registres ocults s’ha de fer a través dels
seus respectius registres normals. La instrucció SWAP intercanvia el valor entre SRx i Rx
mentre que les instruccions MOVTS i MOVFS copien el valor de Rx en SRx i de SRx en Rx
respectivament.
Quan es configura l’Ubichip per funcionar en mode ALU, els EP operen en paral·lel seguint
un model SIMD, “Single Instruction Multiple Data”. Aquest model d’operació consisteix en
què tots els EP executen les mateixes instruccions però amb dades diferents. En la pràctica
pot interessar que alguns EP executin certes instruccions i d’altres no. Això es pot aconseguir
gràcies a les instruccions FREEZEC/FREEZENC i FREEZEZ/FREEZENZ. Aquestes instruc-
cions desactiven o no els registres dels ubicell en funció del flag de Carry les primeres i del
flag de Zero les segones. Això equival a imposar unes condicions basades en dades locals
a l’execució de les instruccions que vagin a continuació. La instrucció UNFREEZE torna a
activar el funcionament dels registres.
3.2 seqüenciador
3.2.1 Mode d’operació normal
Seguint una arquitectura de VonNeumann tant les instruccions com les dades es guarden
en un únic mòdul de memòria extern SRAM, “Static Random Access Memory”(Figura 9). El
seqüenciador té accés al controlador de la memòria i en el seu mode d’operació normal, mode
ALU, s’encarrega d’anar llegint les instruccions i les dades de la SRAM per distribuir-les entre
els EP. Entre les instruccions suportades per el seqüenciador n’hi ha de dos tipus:
• Les instruccions destinades als EP. Són instruccions de tipus aritmètico-lògiques que
s’envien a la matriu d’EP ja sigui seqüencialment o bé en mode broadcast. Les podem
veure a la Taula 2.
• Les instruccions a executar per el mateix seqüenciador. Són instruccions que determinen
el flux del programa i que no han de ser transmesses als EP. Les tenim a la Taula 3.
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Instrucció Funció
NOP No instrucció
SET reg reg<==”1111”
RST reg reg<==”0000”
ADD reg ACC<==ACC+reg
SUB reg ACC<==ACC-reg
MOVA reg ACC<==reg
MOVR reg reg<==ACC
AND reg ACC<==ACC and reg
OR reg ACC<==ACC or reg
XOR reg ACC<==ACC xor reg
INV reg ACC<== not reg
SWAP reg reg <==> reg ocult
MOVFS reg reg <== reg ocult
MOVTS reg reg ocult <== reg
FREEZEC Desactiva els registres si C==1
FREEZENC Desactiva els registres si C==0
FREEZEZ Desactiva els registres si Z==1
FREEZENZ Desactiva els registres si Z==0
UNFREEZE Activa els registres
SETZ Z=”1”
SETC C=”1”
CLRZ Z=”0”
CLRC C=”0”
SHL ACC <<
SHR ACC >>
Taula 2: Instruccions dels Ubicell
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Instrucció Funció
STC reg MEM(DMEMP)<== reg, si C==1
STNC reg MEM(DMEMP)<== reg, si C==0
STZ reg MEM(DMEMP)<== reg, si Z==1
STNZ reg MEM(DMEMP)<== reg, si Z==0
SETMP x DMEMP = x
READMP n DMEMP=MEM(DMEMP), n==0
DMEMP <= MEM(DMEMP + 2^(n-1) × LOOP_index) , n>0
READMPR idx DMEM_P <= MEM(DMEM_P)
INDEX_REG <= PE(idx)
LOAD_STOREC_EXTENDED <== 1
LOOP k Executa un bucle k vegades
ENDL Surt del bucle
LDALL reg Carrega tots els registres amb el mateix valor de memòria.(broadcast)
LOAD reg Carrega els registres amb valors seqüencials de la memòria.
GOTOF adr. Executa un salt si F==1
PC <= adr. ; PC_BUFFER <== PC
GOTO adr. Executa un salt incondicional
PC <= adr. ; PC_BUFFER <== PC
RET Torna del salt ; PC <== PC_BUFFER
STOP Activa el mode controlador de la CAM del seqüenciador
HALT Seqüenciador aturat fins l’arribada d’un senyal extern
RANDINI Inicialitza el registre LFSR amb una llavor.
RANDON Activa el registre LFSR. S’actualitza a cada cicle de rellotge.
RANDON1 Activa el registre LFSR. S’actualitza cada vegada que s’hi accedeix.
RANDOFF Desactiva el registre LFSR.
RST_SEQ Reset del seqüenciador , PC<==0
D2IMP IMEMP<==DMEMP ; PC<==0
TRANSFER D_BUFFER <== Rx(Pea)
Ry(Peb) <== D_BUFFER
TRANSFERX TRANSFER extès amb SSMD(Single Source Multiple Destination)
Taula 3: Instruccions del seqüenciador
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3.2 seqüenciador
Registres interns i accés a memòria
El seqüenciador presenta un conjunt de registres interns que possibiliten l’accés a memòria. Per
a les instruccions tenim un PC, que apunta a la posició de memòria de la pròxima instrucció,
i un IR, que conté la instrucció en execució. Les instruccions es guarden en memòria byte
a byte i de dreta a esquerra, sent les línies de memòria de 32 bits. El PC per la seva banda
ofereix 26 bits d’adreçament i per tant limita la longitud dels programes a 2048 bytes. L’adreça
de la instrucció inicial del programa està indicada en un tercer registre, IMEMP. D’aquesta
manera es pot calcular l’adreça en memòria de qualsevol instrucció només que fent la suma
IMEMP+PC.
Pel que fa a les dades, aquestes s’emmagatzemen a la memòria formant diferents blocs. Per
a cada bloc de dades es guarda a la mateixa memòria un punter a la seva adreça inicial. El
seqüenciador manté un registre, DMEMP, que guarda l’adreça per al bloc de dades actual i
que es va incrementant quan s’accedeix a la memòria per guardar o carregar una paraula(16
bits). El contingut del registre DMEMP es pot modificar per a accedir a un altre bloc de dades.
Les instruccions per a modificar el registre són SETMP i READMP. Amb SETMP assignem
directament un valor al DMEMP. Aquest valor pot ser directament l’adreça del bloc de dades
en cas que sigui coneguda o bé l’adreça amb el punter corresponent al bloc de dades. En
aquest segon cas, per carregar el valor del punter al registre, el seqüenciador haurà d’executar
la instrucció READMP. Per a accedir a les dades en mode lectura hi ha dues instruccions,
LOAD i LDALL. La diferència entre elles és que amb la instrucció LOAD el seqüenciador
recorre seqüencialment la matriu d’ EP i va passant a cadascun el valor d’una posició de
memòria, serveix doncs per carregar dades locals. Per contra, amb la instrucció LDALL el
seqüenciador carrega en paral·lel la mateixa dada a tots els EP, es tracta doncs de carregar una
dada global. En quant a l’escriptura, aquesta s’efectua amb les instruccions STC i STNC. Són
ordres condicionades als flags de Carry.
Altres registres que podem destacar per la rellevància de la seva funcionalitat en el desenvo-
lupament del codi de l’algorisme neuronal són:
• PC_BUFFER: per a guardar adreces de retorn per a la instrucció RET. Aquesta instrucció,
combinada amb els salts incondicionals GOTO o GOTOF, permet escriure codi amb
rutines. Els salts són relatius a paginació, els 11 bits de salt del GOTO substitueixen els
11 bits menys significatius del registre PC.
• PC_LIFO, LOOP_LIFO, LOOP_LIFO2: registres per als LOOP. Permeten un aniuament
de vuit nivells.
• LFSR: és un generador de nombres pseudoaleatoris. S’inicialitza amb una llavor que
llegeix de memòria quan s’executa la instrucció RANDINI. El registre és de 64 bits,
per tant quan carrega la llavor ha d’accedir a dues línies de la SRAM i el DMEMP
s’incrementa. Pot funcionar de dues maneres segons la instrucció amb què l’activem.
Activat amb RANDON s’actualitza a cada cicle de rellotge, mentre que si s’activa amb
RANDON1 només s’actualitza cada vegada que s’hi accedeix. Mentre el registre LFSR
està actiu substitueix a la memòria com a origen de les dades per a les instruccions
LOAD i LDALL. Es desactiva amb la instrucció RANDOFF.
3.2.2 Mode controlador de la CAM
El seqüenciador suporta un segon mode de funcionament, el mode controlador de la CAM. La
CAM és una memòria que es troba en l’ AER decoder i que conté la informació necessària per
decodificar les adreces AER. Aquest mode s’activa quan el seqüenciador executa la instrucció
STOP. Mentre es troba en aquest mode de funcionament el seqüenciador roman inactiu i
el controlador de la CAM pren el control d’alguns dels seus mòduls. En concret controla
l’escombrat de la matriu d’ EP i l’accés a la memòria SRAM, funcionalitats necessàries per a la
propagació dels impulsos.
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Figura 9: Estructura de dades en la memòria SRAM
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Figura 10: Adreça d’entrada a la CAM
3.3 blocs aer
Quan el seqüenciador entra en el mode controlador de la CAM s’inicia l’etapa de funcionament
sèrie de l’Ubichip en què es propaguen els impulsos. Llavors el controlador de la CAM
escombra la matriu d’EP en busca dels impulsos generats. Tots els impulsos trobats es
codifiquen en adreces AER que són enviades per un bus de dades als Ubidules que formen la
xarxa. Les adreces han d’identificar unívocament la neurona presinàptica i per això , a més
d’informació sobre la neurona mateixa, incorporen un identificador de l’Ubichip on es troba la
neurona. A la Figura 10 podem veure el format d’una adreça AER.
L’adreça arriba a l’AER decoder, que la decodifica mitjançant la CAM, Content Addressable
Memory. La CAM bàsicament és una taula que associa les sinapsis de les neurones locals
amb les adreces AER de les seves neurones presinàptiques. Les neurones i les seves sinapsis
estan mapejades en la memòria de tal manera(figura 11) que l’adreça de memòria en què es
troben es correspon amb la seva adreça dins de l’Ubichip(Figura 12). Quan s’ha trobat alguna
coincidència en la CAM, l’AER decoder activa el flag de “hit”. Aquest flag es comunica amb el
seqüenciador, encara sota el control de la unitat de control AER i serveix per iniciar el procés
d’escriptura a memòria de les sinapsis que corresponguin. Llavors les adreces de les neurones
i sinapsis de destí es van enviant al seqüenciador que va actualitzant la memòria. Una vegada
finalitzat el procés d’actualització dels impulsos, es torna al mode de funcionament normal
del seqüenciador i es continua amb l’emulació de l’activitat neuronal.
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Neurona 0
Neurona 9
Neurona 1
Neurona 10
Neurona 99
0000 0000
0000 1001
0000 0001
1001 1001
0000 0001
Buit
.
.
.
.
.
.
000000001
111111111
100101011
000000000 Sinapsi 0
.
.
.
Sinapsi 1
Sinapsi 299
Buit
Chip id Fila Col.Sinapsi i :
015 8 4
Adreça 
CAM
16::9
Adreça 
CAM
8::0
Figura 11: Memòria CAM
Número de SinapsiFila Neurona Col. Neurona
016 13 12 9 8
Figura 12: Adreça de sortida de la CAM
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4S P I N D E K
SpiNDeK, “Spiking Network Development Kit”, és un programa gràfic desenvolupat per
Michael Hauptvogel per a la generació de xarxes neuronals i la seva posterior simulació
en ModelSim gràcies al model VHDL de l’Ubichip. La idea és que en la seva versió final
automatitzi tots els passos intermitjos entre totes dues etapes:
1. Generació de la xarxa a partir d’uns paràmetres seleccionables.
2. A partir de la xarxa generada i el seu model de connectivitat, crear els fitxers de
connectivitat i els fitxers de configuració de la CAM per a cada Ubichip.
3. Mitjançant els fitxers anteriors generació de la secció de dades per a la simulació en
llenguatge assemblador.
4. Unió de les seccions de dades i codi per al seu assemblatge. El resultat d’aquesta operació
seria un fitxer VHDL amb el contingut de la memòria SRAM de l’Ubichip.
5. Llençament de la simulació en Modelsim i visualització dels resultats.
En la seva versió inicial(1.3), SpiNDeK ja incorpora quasi totes aquestes funcionalitats però
encara falta per implementar el segon pas. Els fitxers generats en aquesta etapa, per tant, s’han
d’escriure manualment.
El programa està desenvolupat en la versió 1.6 de Java seguint un disseny modular. Ca-
dascuna de les tasques que hem enumerat anteriorment està implementada en un mòdul
del programa. A continuació es presenta la interfície del programa per posteriorment fer un
recorregut pels diferents mòduls que el composen.
Interfície gràfica
La interfície gràfica del programa, Figura 13, presenta una estructura que dóna fàcil accés a
les diferents funcionalitats. Així, trobem els següents components:
• Una barra de menú des de la que podem accedir a totes les funcions. Obrir i tancar
fitxers, exportar el codi a un fitxer, etc
• Barra d’eines: ofereix accés ràpid a algunes de les funcions més comuns. Obrir i guardar
un fitxer; llençar el procés d’assemblatge del codi; variar el temps de la simulació;
llençament de la simulació i visualització dels seus resultats; generació de la xarxa i
verificació dels paràmetres introduïts.
• Code Frame: és una finestra d’edició de text per a escriure el codi a assemblar.
• Parameter Frame: finestra on s’introdueixen els valors dels diferents paràmetres de la
xarxa.
• Neuron Network: és on es representa visualment la connectivitat de les neurones de la
xarxa.
• Logger Frame: quadre de text on es mostren missatges del programa.
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Figura 13: Pantalla principal de SpiNDeK
4.1 generador de xarxes neuronals
Adquisició de paràmetres de la xarxa
Per generar una xarxa neuronal, SpiNDeK necessita primer que introduïm els paràmetres de la
xarxa. Això es pot fer de dues maneres, o bé carregant un fitxer amb els paràmetres ja definits,
o bé introduïnt manualment els diferents valors en la finestra de paràmetres. Una vegada
introduïts, existeix una opció per verificar que no hagi hagut cap error i tots els valors es trobin
dins el seu rang. A través d’aquesta opció de verificació, si no hem introduït anteriorment cap
valor per als paràmetres, també és possible carregar els valors per defecte del model neuronal
Perplexus.
Estructura de la xarxa neuronal en Java
Una vegada es tenen els valors que defineixen la xarxa es procedeix a generar la mateixa.
Per a entendre el procediment resulta convenient saber com es representa la xarxa en Java.
Bàsicament, les neurones són instàncies de la classe Neuron i s’organitzen en una matriu 2D
dins de la classe NeuronTorus.
Així, primer es declara una matriu neuronal, NeuronTorus, amb el tamany de la xarxa
definida en els paràmetres. A continuació es determina el caràcter excitador/inhibidor de les
diferents neurones. Per a això el procediment és el següent, s’escombra la matriu i per a cada
neurona es genera un nombre aleatori. Si aquest nombre aleatori és inferior a la probabilitat
de què la neurona sigui excitadora se li assigna el tipus excitadora. En cas contrari serà una
neurona inhibidora.
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Figura 14: Finestra de paràmetres amb els valors per defecte del model.
Connectivitat
Una vegada definit el tipus de cada neurona s’estableixen les sinapsi. Primer, seguint la
Fórmula 2.7 del model de connectivitat, es genera una matriu de probabilitat per a les
neurones excitadores i una altra per a les inhibidores. En aquesta matriu, cada element conté
la probabilitat de ser aferent de l’element central, que representa l’origen de coordenades, en
funció de la seva posició (x,y) respecte al mateix. Una vegada tenim les matrius de probabilitat,
cada neurona és desplaçada al centre de la matriu neuronal o NeuronTorus mitjançant un
canvi de coordenades. Llavors es determina si cadascuna de les neurones restants li són
aferents o no de la següent manera: s’agafa la posició de la possible neurona presinàptica en
la matriu del canvi de coordenades i es mira la probabilitat que li correspon segons la matriu
de probabilitat. A continuació es genera un nombre aleatori que es compara amb aquesta
probabilitat. Si el valor del nombre aleatori és inferior a la probabilitat, es determinarà que sí
és aferent.
Observar que, atès que per a cada neurona es va comprovant la possible aferència de totes
les neurones restants, al final cada neurona tindrà un nombre diferent d’aferents. Una altra
observació a realitzar és que amb aquest canvi de coordenades s’aconsegueix que totes les
neurones, incloent les que estan prop de les cantonades del NeuronTorus, siguin iguals en
termes de connectivitat, donat que és com si aquest es plegués sobre sí mateix.
Fitxer CONNEX
Una vegada finalitzat tot el procés se’ns ofereix informació estadística i visual sobre la xarxa
generada. En el LoggerFrame podem veure el nombre de neurones excitadores i inhibidores
generades, així com el nombre mig de sinapsi per a les neurones de cada tipus. Per la seva
banda, a la finestra “Neural Network” es representa la connectivitat de la xarxa. Segons
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(a) Representació visual de la xarxa 2x2 generada.
La neurona blava és la neurona seleccionada. En
verd les neurones excitadores presinàptiques i en
vermell les neurones inhibidores presinàptiques.
#Postsynaptic Neuron 
#Neuron Row
|  #Neuron Col
|  |  #Neuron Type
|  |  |  #Presynaptic Neurons
|  |  |  #Neuron Row
|  |  |  |   #Neuron Col
|  |  |  |   |  #Neuron Type
0;0;1;1;1;1
0;0;1;0;1;2
0;0;1;1;0;1
0;1;2;1;0;1
0;1;2;1;1;1
1;0;1;0;1;2
1;0;1;0;0;1
1;0;1;1;1;1
1;1;1;0;0;1
1;1;1;1;0;1
1;1;1;0;1;2
(b) Fitxer de connectivitat, connex.txt, de la xar-
xa.
Figura 15: Resultat de la generació d’una xarxa 2x2 amb SpiNDeK
seleccionem una neurona, es destacaran totes les seves neurones presinàptiques. Així podrem
veure si la distribució es correspon amb el model.
La informació sobre la connectivitat neuronal es guarda en un fitxer anomenat CONNEX.txt.
A la Figura 15 podem veure la representació d’una xarxa 2x2 neurones i el seu fitxer connex.
4.2 ubichip unite
Ubichip Unite genera la secció de dades per al codi assemblador a partir de dos fitxers:
DataTemplate.txt i ConnexChip[*].txt.
El fitxer DataTemplate es genera seleccionant l’opció corresponent en el menú del programa i
després d’haver generat una xarxa. Conté el valor assignat per l’usuari als diferents paràmetres
en una de les formes descrites anteriorment. Un mateix fitxer DataTemplate doncs serveix per
a tots els Ubichip.
En quant al fitxer connexChip[*].txt, és un fitxer que conté tota la informació corresponent a
la connectivitat de cada Ubichip. Per tant n’hi ha un per a cadascun dels Ubichip que com-
ponguin la totalitat de la xarxa. En aquesta versió del programa, els fitxers connexChip s’han
d’escriure manualment, sent justament un dels objectius del present projecte el desenvolupar
un mòdul que realitzi aquesta funció de manera automàtica.
Ubichip Unite extreu la informació relativa al tipus de les neurones i les seves sinapsi del
fitxer de connectivitat connexChip i la guarda en una estructura de dades de Java anomenada
JavaTree. A continuació, combina aquesta informació amb el valor inicial dels paràmetres
neuronals, que obtè del DataTemplate, per generar els blocs de dades corresponents a neurones
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# Postsynaptic Neuron Nr
|  #Neuron Type
|  |  #Synapse
|  |  |  #Synapse Type
0;1;0;1
0;1;1;2
0;1;2;1
1;1;0;1
1;1;1;2
1;1;2;1
2;2;0;1
2;2;1;1
3;1;0;1
3;1;1;1
3;1;2;2
Figura 16: Fitxer connexChip[1].txt generat manualment per a la xarxa de la secció anterior.
i sinapsi tal com aniran a memòria. A això se li afegeix el valor dels paràmetres globals de la
xarxa. Finalment, s’escriu el resultat del procés en la finestra de codi.
4.3 ubichip assembler
L’Ubichip Assembler és el mòdul de SpiNDeK encarregat de traduïr el codi font escrit en el
llenguatge assemblador propi de l’Ubichip al seu codi d’operació generant el model VHDL de
la memòria. En la seva versió inicial l’assemblador no implementa cap sistema de detecció
d’errors sintàctics, per tant abans de llençar el procés d’assemblat és important revisar el codi.
Una vegada acabat el procés, existeix l’opció d’exportar el contingut de la memòria a un fitxer
de text pla. S’hi inclou també el mnemònic de les instruccions contingudes a cada línia de la
memòria.
L’Ubichip Assembler també es pot fer servir mitjançant la línia de comandes sense haver de
carregar la interfície gràfica de SpiNDeK.
Instruction Set
El llenguatge assemblador està dissenyat de manera que sigui flexible i fàcilment modificable.
El conjunt d’instruccions que el forma està contingut en el fitxer InstructionSet.txt. En aquest
fitxer es recull també per a cada instrucció el seu codi d’operació corresponent i una sèrie de
paraules clau que defineixen el format de la instrucció, és a dir, la longitud de la instrucció i si té
algun argument i el tipus de l’argument(Figura 17). Cada vegada que es vol assemblar un codi
s’accedeix al fitxer i es consulten les instruccions. D’aquesta manera algunes modificacions
sobre el llenguatge es poden realitzar simplement modificant el contingut del fitxer, per
exemple per a afegir una instrucció que tingui un format ja existent.
Estructura del codi
El codi que escrivim en llenguatge assemblador ha de tenir una certa estructura per poder ser
interpretat per l’assemblador. En concret hi ha dues seccions diferenciades, una per a definir
31
Desenvolupament de software i algorisme per a xarxes neuronals spiking bioinspirades
REG: Instruccions normals(ADD, SUB, etc.)
opcode
0457
reg
- : NOP, ENDL, FREEZEC, FREEZENC, 
FREEZEZ, FREEZENZ, UNFREEZE
opcode
0457
-
LNG: SETMP, LOOP
opcode
0457
data/addr_h
data/addr_l
SYM: GOTO
opcode
0457
addr_h
addr_l
Figura 17: Tipus d’argument en el fitxer InstructionSet i format de les instruccions corresponents.
les dades i una altra per a les instruccions. L’inici de cada secció es marca amb l’ús de les
paraules clau .DATA i .CODE.
Dins de la secció de dades s’escriuen les variables que aniran a la memòria SRAM. Cada
variable defineix un bloc de dades de la memòria(Figura9).
Dins de la secció de codi s’escriuen les instruccions. Aquí és possible l’ús d’etiquetes que
possibiliten:
• instruccions de salt sense necessitat de fer adreçament directe
• l’ús de rutines.
Instruccions macro
Les instruccions macro són instruccions que existeixen en el llenguatge assemblador però que
no tenen correspondència directa amb una instrucció del seqüenciador, bé perquè equivalen
a un conjunt d’instruccions o bé perquè admeten paràmetres que no admet directament el
seqüenciador per fer la tasca més fàcil al programador. En tots dos casos l’assemblador fa
internament un tractament d’aquestes instruccions i les converteix en instruccions suportades
per el seqüenciador. L’assemblador suporta tres tipus d’instruccions macro predefinides
però no la definició de macros d’usuari. Les macros suportades estan relacionades amb les
instruccions de load, store, i goto.
En les dues primeres es pot fer ús del nom de les variables definides a la secció de dades
del codi per carregar i guardar dades de memòria.
En el cas del GOTO es pot fer servir una etiqueta per saltar fins a una secció del codi sense
haver de saber la seva posició a memòria. El programa ja substitueix internament l’etiqueta
per l’adreça de memòria corresponent.
Múltiples passos
L’assemblador processa el codi en tres passos:
1. En el primer pas el codi a assemblar s’emmagatzema línia a línia en una estructura
interna de dades.
2. En el segon pas es processen les línies de codi:
• Es defineix una classe Ram amb les següents estructures: DataString, com a segment
de dades; Code, com a segment de codi; SRAM, com a memòria en conjunt.
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.DATA
Mj=”00000FFE”
...
.CODE
GOTO [adreça SETMP]
...
SETMP [adreça Mj]
READMP
LOAD R1
.DATA
Mj=”00000FFE”
...
.CODE
GOTO MAIN
...
.MAIN
LOAD R1,Mj
Figura 18: A l’esquerra fragment de codi sense instruccions macro. A la dreta el mateix codi amb
instruccions macro.
• Primer es guarden les variables tal com aniran a memòria. Es manté un vector on
es guarda un punter a la posició de cada variable dins de DataString.
• Després es tracten les línies de codi. El mnemònic de les instruccions es tradueix al
codi d’operació i es guarda en Code. Les instruccions macro es substitueixen per la
seqüència d’instruccions corresponent. Encara no es pot calcular l’adreça de salt
dels GOTO i per tant aquests es guarden amb argument 0.
• Per últim dades i codi es combinen en SRAM. Primer es guarda el valor del registre
IMEMP, que es calcula fàcilment sabent el nombre de punters de dades que es
guardaran a continuació. Seguidament es reserva espai per als punters i es guarden
les instruccions. A continuació de les instruccions es guarden les dades. Ara ja es
coneix la posició final de les variables en la memòria i per tant es pot calcular el
valor dels punters, que es guardaran als espais que se’ls havia reservat.
3. Finalment en el tercer pas, amb la memòria ja estructurada, es poden calcular les adreces
per als GOTO. Es busca la posició dels GOTO en SRAM i s’hi afegeix la informació de
l’adreça de salt.
4.4 simulador integrat
El simulador ModelSim s’ha integrat en SpiNDeK per poder fer les simulacions de manera
més directa, de tal manera que podem obtenir els resultats d’una simulació fins i tot sense
saber fer ús del ModelSim. Mitjançant un fitxer per lots del DOS s’invoquen les ordres del
ModelSim per compilar el model VHDL. Cada fitxer es va compilant en l’ordre adequat per
què es pugui fer la compilació amb una sola passada. Amb tots els fitxers compilats, es llença
la simulació passant com a argument al ModelSim el fitxer de macro simulation.do. Aquest
fitxer conté algunes opcions de configuració, com la d’ignorar els avisos del compilador, i
passa al ModelSim un nou fitxer, signallist.do. En aquest darrer fitxer indiquem el temps
inicial i final de la simulació i quins senyals volem observar. Els temps es poden modificar
a través de la barra d’eines de SpiNDeK però la inclusió o eliminació de senyals s’ha de fer
manualment.
Una vegada llençada la simulació, se’ns informa que aquesta s’està executant i tenim l’opció
de cancel·larla en tot moment per si veiem que triga massa o que s’ha produït algun error. El
resultat final, amb els senyals indicats en signallist.do, s’exporta a dos fitxers: un en format text,
result.txt i un altre en format HTML, result.htm. Des del mateix SpiNDeK podem seleccionar
l’opció “View results” que obre el fitxer HTML a la finestra d’un navegador. L’aventatge del
fitxer HTML és que resulta molt més fàcil de llegir, ja que presenta una taula amb format
que inclou colors i destaca el valor dels senyals quan es produeix algun canvi dels mateixos.
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A més, en aplicar el format HTML, s’agafa un dels senyals inclosos en el fitxer signallist.do,
data_alu_in, i es mira de decodificar el seu valor per trobar la instrucció executada pels EP a
cada cicle de rellotge. El resultat d’això és que en el fitxer .htm podem veure el mnemònic de
moltes de les instruccions, facilitant en gran manera el saber en quin punt del codi es troba la
simulació en un cert moment.
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S’han dut a terme una sèrie de modificacions en SpiNDeK amb l’objectiu d’adaptar-lo a noves
característiques de l’Ubichip, afegir-li noves funcionalitats i completar les etapes en el procés
generació de la xarxa - simulació. En concret podem destacar:
• Canvi del mètode de generació de les sinapsis per fer-lo més ajustat al model de
connectivitat desitjat.
• Implementació d’un mòdul per a la generació dels fitxers de connectivitat dels Ubichip i
dels fitxers de la CAM que fins ara s’havien d’escriure manualment.
• Donar suport a les noves instruccions del seqüenciador en l’assemblador. També s’ha
possibilitat l’ús de constants i s’ha incorporat un sistema de detecció d’errors sintàctics.
• S’ha afegit a la interfície gràfica una pantalla de selecció de senyals a incloure en la
simulació. A més s’ha millorat la visualització del resultat.
• Experimentalment, s’ha desenvolupat un mòdul per connectar-se a un Ubidule i poder
seguir l’evolució d’alguns registres i senyals.
A continuació es tracten totes les millores introduïdes més detalladament.
5.1 connectivitat de la xarxa generada
A l’apartat 4.1 es detallava el procés mitjançant el qual s’establien les connexions sinàptiques
entre les diferents neurones de la xarxa. Es va veure que com a resultat d’aquest procés, cada
neurona tenia al final un nombre diferent de neurones presinàptiques. Tanmateix, és desitjable
que totes les neurones tinguin el mateix nombre d’aferents. El procés, per tant, s’ha hagut
d’adaptar a aquest objectiu:
Es mantenen les matrius de probabilitat generades a partir de la Fórmula 2.7 i se segueix
mirant neurona a neurona quines són les seves neurones presinàptiques. Ara però, no es
va una per una de les restants neurones per determinar si està connectada sinàpticament
a la neurona destí. El que es fa en canvi és generar un parell de nombres aleatoris que es
correspondran amb les coordenades de la possible neurona presinàptica. Llavors es determina
si efectivament és una neurona presinàptica de la mateixa manera que es feia abans, generant
un nou nombre aleatori que es compara amb el valor de la matriu de probabilitat. Aquest
procés, selecció aleatòria de la possible neurona presinàptica, es repeteix fins que la neurona
destí arriba al nombre just de connexions determinades pels paràmetres de la xarxa.
Així, amb aquest nou mètode sí s’acompleix l’objectiu d’aconseguir per a cada neurona el
nombre de sinapsis establert. L’inconvenient que es presenta és que sota certes condicions el
temps per generar la xarxa pot ser molt elevat. Això és degut al fet que abans només es feien
tantes consultes com neurones té la xarxa, mentre que ara es fan tantes consultes com calguin
fins arribar a un nombre de sinapsis determinat. D’aquesta manera, si la probabilitat que una
neurona sigui presinàptica respecte un altre és molt petita hi haurà moltes consultes “fallides”
i el procés s’haurà de repetir un gran nombre de vegades. Aquestes condicions es donaran
si alguns dels paràmetres de la xarxa varien respecte els paràmetres per defecte del model
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neuronal. Per exemple, si el terme uniforme en el càlcul de la probabilitat de connectivitat fos
molt reduït o 0 en el cas de les neurones excitadores.
D’altra banda, si bé el nou mètode de generació de la xarxa és inherentment més lent,
s’ha introduït una millora que aconsegueix fer més ràpid el procés. Anteriorment, el nombre
aleatori generat per determinar si una neurona era presinàptica es trobava sempre dins del
rang [0− 1]. La probabilitat màxima de la Gaussiana en canvi és un paràmetre de la xarxa
amb un valor de 0.6 per defecte en el cas de les neurones excitadores i de 0.2 en el cas
de les inhibidores. Es donava el cas, per tant, que en un gran percentatge de les consultes
les neurones resultaven no-presinàptiques sent el nombre aleatori superior a la probabilitat
màxima de que ho fossin. Aquest problema s’ha corregit fent que el nombre aleatori estigui
comprès en el rang [0− Pma`xexc/inh ].
5.2 fitxers de connectivitat dels ubichip i fitxers de la cam
Tant els fitxers de connectivitat com els fitxers de la CAM s’han de generar a partir de la
informació continguda en el fitxer connex.txt. Aquest fitxer, per a una xarxa típica del model
Perplexus(100x100 neurones), arriba a emmagatzemar gran quantitat de dades i assoleix un
tamany d’uns 45MB. És per això que s’ha optat per introduir un pas, en el conjunt d’etapes
generació de la xarxa - simulació, en què el fitxer connex.txt es llegeix i la seva informació és
processada i emmagatzemada en un format adequat als fitxers de connectivitat i als fitxers de
la CAM. Després, les respectives etapes de generació dels fitxers accedeixen a aquestes dades i
així s’evita carregar el fitxer connex dues vegades.
Les dades s’obtenen del fitxer connex a través de la classe loadConnex. Aquesta classe
defineix una subclasse Ubichip amb les estructures necessàries per guardar les dades dels
fitxers a generar per a un Ubichip:
• TreeMap<Integer, Integer> Neurons: associa cada neurona amb el seu tipus de neurona
• TreeMap<Integer, Vector> NeuronSynapses: associa a cada neurona un vector amb les
seves sinapsis(#sinapsi–>tipus de la sinapsi)
• TreeMap<Integer, Vector> CAMSyn: per a cada neurona tenim un vector amb la fi-
la:columna de les seves neurones presinàptiques
• TreeMap<Integer, Vector> CAMChip: ídem que l’anterior amb el número de chip
Així, es declara una matriu de la subclasse Ubichip amb tants elements com ubichips hagi a la
xarxa. Seguidament es processa el fitxer connex línia a línia:
Primer es decodifica la informació de la neurona postsinàptica a partir de la seva posició a la
xarxa: a quin ubichip pertany i la seva posició i número de neurona en el chip. Seguidament,
aquesta informació es combina amb el tipus de la neurona i de la neurona presinàptica per
guardar en l’element corresponent de la matriu d’Ubichips la següent informació: “número de
neurona postsinàptica; tipus de la neurona; número de sinapsi; tipus de la sinapsi”. Aquestes
dades es corresponen directament amb les dades que conté una línia d’un fitxer connexChip.
A continuació es repeteix l’operació per a la neurona presinàptica. Ara s’ha de calcular
l’adreça AER de la sinapsi. Es decodifica l’ubichip al que pertany i la seva posició, fila-columna,
dins del mateix. Aquestes dades, codificades en binari, resulten en l’adreça AER. La informació
es guarda separada, chip per una banda(CAMChip), fila:columna de l’altra(CAMSyn), perquè
el fer-ho en un sol vector pot provocar un desbordament de memòria.
5.2.1 Fitxers connexChip
Una vegada executat el pas de càrrega del fitxer connex detallat en el paràgraf anterior, ja es
pot executar la següent etapa, generació dels fitxers connexChip. Si s’intentés la generació
d’aquests fitxers sense haver carregat prèviament el fitxer connex, el programa advertiria
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l’usuari d’aquest fet amb un missatge en el LoggerFrame. D’altra banda, per evitar confusions
amb fitxers que es puguessin haver generat prèviament, aquest procés elimina tots els fitxers
connexChip anteriors que troba a la carpeta on es generen els fitxers.
L’escriptura dels fitxers de connectivitat es fa de manera directa a partir de les dades
guardades en el procés de càrrega del fitxer connex. La classe ChipAllocator accedeix a la
matriu de la subclasse Ubichip i per a cada element escriu el seu fitxer connexChip.
Durant el procés també s’escriu al principi del fitxer connexChip el tamany de la xarxa
local en les dimensions ’x’ i ’y’ en nombre d’ ubicells. Aquesta informació s’afegirà al codi de
l’algorisme posteriorment per ser utilitzada per l’assemblador. L’objectiu és actualitzar el fitxer
ubiarray_pkg.vhd amb les dades corresponents a la xarxa actual per a la seva simulació. Al
fitxer ubiarray_pkg es defineixen les constants, tipus i components necessaris per implementar
la matriu d’ubicells.
5.2.2 Fitxers de la CAM
De la mateixa manera que amb els fitxers de connectivitat, el procés de generació dels fitxers
de la CAM adverteix amb un error si prèviament no s’ha carregat el fitxer connex. Una vegada
s’ha verificat que efectivament ha estat així, s’eliminen els fitxers anteriors que es trobin a la
carpeta on es generen els fitxers. A continuació la classe CAMContentGenerator s’encarrega
del procés de generació dels mateixos. Aquest procés es divideix en dues parts:
• generació dels fitxers .mif per a la configuració de les memòries CAM
• generació del fitxer aer_pkg.vhd, que conté les definicions per a la simulació de les
memòries CAM en el ModelSim
En ambdós casos l’escriptura dels fitxers torna a ser directa a partir de l’estructura de dades
organitzada en la lectura del fitxer connex.
Fitxers mif
Els fitxers mif són fitxers amb una estructura molt simple en què es detallen les sinapsis que
corresponen a cada neurona de l’Ubichip. Cada línia del fitxer conté la informació per a una
de les neurones. A la Figura 19 es pot veure el procés de generació dels fitxers mif. A l’apèndix
A trobem els fitxers generats per una xarxa 4x4 neurones.
Fitxer aer_pkg.vhd
El fitxer aer_pkg.vhd manté el contingut de totes les memòries CAM de la xarxa. Per a la seva
escriptura es fa servir un template, aer_pkg.vhd.tmpl, amb lògica descrita en VHDL que es
completa amb les dades de la xarxa a simular.
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Figura 19: Generació dels fitxers de connectivitat dels Ubichip i dels fitxers de la CAM
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5.3 assemblador
Les modificacions efectuades en el mòdul assemblador de SpiNDeK responen als següents
motius:
• Donar suport a noves instruccions.
• Introduir noves funcions macro predefinides.
• Ús de constants.
• Funcionalitats d’ajut a la depuració de la sintaxi del codi.
• Actualització del fitxer ubiarray_pkg.vhd.
5.3.1 Suport de noves instruccions
Des de la finalització del desenvolupament de SpiNDeK s’han introduït noves instruccions en
el disseny de l’ Ubichip:
• SETZ, SETC, CLRZ, CLRC, TRANSFER, RANDINI, RANDON, RANDOFF, STOP,
TRANSFERX, READMPR, RANDON1, FZ_STC_ON, FZ_STC_OFF, RST_SEQ, D2IMP
El nombre d’instruccions amb codi d’operació de 5 bits estava limitat a les 32 ja existents,
per tant les noves instruccions s’han afegit formant agrupacions d’instruccions anomenades
exteses. Se’n diuen així perquè el seu codi d’operació s’ha extès dels 5 bits suportats en
versions anteriors del seqüenciador a la mida d’un byte. El principi és el d’agafar instruccions
que no requereixen d’arguments i aprofitar els tres bits de més pes, que quedaven lliures, per
codificar les diferents instruccions. Totes les instruccions incorporades ho han estat com a
instruccions exteses a partir de les instruccions NOP, SHL i SHR(Taula 4). L’única excepció
és la nova instrucció de salt, GOTOF, a la que s’ha assignat l’anterior codi d’operació de la
instrucció ENDL.
InstructionSet
El fitxer InstructionSet, Secció 4.3, s’ha modificat per incloure la totalitat d’instruccions
suportades per el seqüenciador. També s’han afegit nous tipus d’arguments per a diferents
formats d’instruccions:
• OFS - argument de 3 bits per a operacions normals. És distingeix del tipus REG en què
l’argument és de tipus numèric en comptes de tipus registre. La instrucció que fa ús
d’aquest tipus d’argument és la instrucció READMP.
opcode
0457
ofs
• EDT - argument de 3 bits per a operacions exteses. Dóna suport a la instrucció READM-
PR.
opcode
07
07
edt
23
• ESD - argument d’un byte per a operacions exteses. Si bé està suportat, cap instrucció fa
ús d’aquest tipus d’argument actualment.
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Grup del NOP
Instrucció Codi d’operació
NOP 000
HALT 001
RET 010
SETZ 011 00000
SETC 100
CLRZ 101
CLRC 110
TRANSFER 111
Grup del SHL
Instrucció Codi d’operació
SHL 000
ENDL 001
RANDINI 010
RANDON 011 01010
RANDOFF 100
STOP 101
TRANSFERX 110
READMPR 111
Grup del SHR
Instrucció Codi d’operació
SHR 000
RANDON1 001
FZ_STC_ON 010 01011
FZ_STC_OFF 011
RST_SEQ 100
D2IMP 101
Taula 4: Grups d’operacions exteses
opcode
07
esd
07
• EDD - argument de 2 bytes per a operacions exteses. Si bé està suportat, cap instrucció
fa ús d’aquest tipus d’argument actualment.
opcode
07
edd_l
07
edd_h
07
Podem veure el fitxer InstructionSet final a l’apèndix B.1.
5.3.2 Instruccions macro
El nombre d’instruccions macro predefinides, secció 4.3, s’ha ampliat amb respecte a la versió
anterior de l’assemblador. Les instruccions de load/store donen lloc a dues noves macros que
fan servir la nova instrucció READMPR en comptes de READMP. També s’han definit macros
a partir de les noves instruccions TRANSFER, TRANSFERX i RANDINI, així com de SETMP.
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Instruccions LOAD, LDALL, STC, STNC, STZ, STNZ
Instrucció en assemblador Seqüència d’instruccions per al seqüenciador
LOAD Rx, label, Ry SETMP [adreça de label]
READMPR Ry
LOAD Rx
LOAD Rx, label, Ry, z SETMP [adreça de label]
READMPR Ry
SETZ
LOAD Rx
Instruccions TRANSFER, TRANSFERX
Instrucció en assemblador Seqüència d’instruccions per al seqüenciador
TRANSFER data SETMP data
READMP
TRANSFER
TRANSFER data, c SETMP data
READMP
SETC
TRANSFER
Instrucció RANDINI
Instrucció en assemblador Seqüència d’instruccions per al seqüenciador
RANDINI label SETMP [adreça de label]
READMP
RANDINI
Instrucció SETMP
Instrucció en assemblador Instrucció per al seqüenciador
SETMP label SETMP [adreça de label]
Taula 5: Noves instruccions expandides
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UbiAssm
Per donar suport a aquestes instruccions macro s’han introduït algunes condicions en el
codi de l’assemblador. Abans, les instruccions macro, load/store, seguien un mateix patró,
per tant es determinava si una instrucció era una macro i es marcava aquesta condició amb
un boleà. Llavors, en el segon pas de l’assemblador, es substituïa la instrucció per la seva
seqüència d’instruccions corresponent. Els GOTO per la seva banda es tractaven de manera
diferenciada. Ara no només és necessari marcar una instrucció com a macro sinó que també
es fa necessari distingir-les segons el nombre de paràmetres. Les instruccions macro per a
TRANSFER/TRANSFERX i per a SETMP, d’altra banda, també es distingeixen i són tractades
de manera diferent a la resta, ja que la seqüència d’instruccions que els correspon és diferent.
5.3.3 Constants
L’assemblador admet ara l’ús de constants amb algunes instruccions(SETMP, LOOP). Les
constants s’han de declarar al principi del codi, abans de la secció de dades. Per fer-ho s’ha de
fer servir la paraula clau “define”. L’assemblador busca aquesta paraula en les línies de codi i
en cas de trobar-la guarda el nom i el valor de la constant en un vector. Posteriorment, durant
el processament de les instruccions, es comprova si l’argument de les instruccions coincideix
amb el nom d’alguna de les constants. En cas que sigui així es substitueix com a argument el
nom de la constant per el seu valor.
5.3.4 Depuració d’errors sintàctics
S’han desenvolupat un seguit de funcionalitats que faciliten l’escriptura del codi i la seva
depuració. D’entrada s’ha donat suport a la sintaxi del llenguatge assemblador en el programa
Notepad++. El Notepad++ és un editor de text de lliure distribució pensat com a reemplaça-
ment del limitat Notepad de Windows. Una de les seves característiques és justament la del
reconeixement de diferents llenguatges de programació i l’acoloriment del codi en base a la
seva sintaxi. També existeixen els llenguatges d’usuari, un usuari pot definir un nou llenguatge
fent un llistat de les seves paraules clau i el color amb què s’han de ressaltar. La definició
del nou llenguatge es guarda en un fitxer XML que després es pot distribuir fàcilment per
estendre el suport a altres Notepad++. Amb la definició del llenguatge ubiassm és possible
escriure el codi assemblador en el Notepad++ i copiar-ho després a la pantalla de codi de
SpiNDeK.
Una altra característica, aquesta ja implementada en el mateix assemblador, és la d’eliminació
automàtica de possibles espais en blanc de més en el codi, com per exemple un tabulat. Abans
els espais en blanc en el codi causaven una excepció i sense que l’usuari s’adonés el procés
d’assemblat no es duia a terme correctament. Per prevenir aquest error cada línia de codi
és comprovada al començar el segon pas de l’assemblatge. Primer es comprova que no hagi
més d’un espai en blanc consecutiu i en cas de ser així s’eliminen tots excepte el primer.
Seguidament s’eliminen els espais en blanc que pugui haver entre els paràmetres de la
instrucció. A continuació l’operació ja és processada amb normalitat.
Per últim, s’ha dotat l’assemblador d’un sistema d’avisos i d’errors. Els avisos es generen en
el cas que el programa no pugui determinar si realment hi ha un error en el codi o si per el
contrari aquest és correcte. El tractament d’avisos i d’errors és per tant diferent. En el primer
cas s’informa l’usuari del possible error però el fitxer de la RAM per a la simulació es segueix
generant. En el cas dels errors, en canvi, s’informa l’usuari i el fitxer no arriba a ser generat. El
procediment per a la generació dels missatges d’error és el següent: durant el processament
de cada operació el programa activa un codi d’error o d’avís si troba alguna incorrecció en
la instrucció. El codi de l’error es guarda juntament amb la línia de codi on s’ha produït i la
instrucció que l’ha provocat. Al finalitzar el procés d’assemblat i abans de generar el fitxer per
a la simulació, el programa assemblador comprova si s’ha trobat algun error en el codi. En cas
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Figura 20: Pantalla del Notepad++ amb codi assemblador.
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Figura 21: Codi assemblat amb errors en SpiNDeK.
afirmatiu el fitxer no arriba a ser generat. Finalment els avisos i errors, en cas d’haver-ne, es
mostren en el LoggerFrame. A l’apèndix C podem veure una taula amb el codi i tipus dels
diferents avisos i errors generats per l’assemblador.
5.3.5 Ubiarray_pkg.vhd
El fitxer ubiarray_pkg.vhd és actualitzat amb la informació del tamany de la xarxa neuronal
local en nombre d’ubicells a partir de les constants ’size_x’ i ’size_y’. Això permet definir la
mida de la matriu d’EP. Aquestes constants són declarades automàticament per UbiUnite al
principi del codi a partir del seu valor en el fitxer connexChip(veure 5.2.1).
5.4 simulació
L’opció de simulació implementada en SpiNDeK permetia llençar la simulació en ModelSim
després de compilar el model VHDL de l’Ubichip i de la memòria SRAM. Es poden presentar
ocasions en què no sigui necessari compilar tot el model i simplement es vulgui afegir o
eliminar algun senyal a la simulació. A tal efecte s’ha afegit una opció per llençar la simulació
sense compilar prèviament el model. Així, ara es pot escollir entre ambdues opcions:
• Simulate: llença la simulació
• Compile&Simulate: compila el model i llença la simulació
Signallist.do
Si bé el procés de simulació en SpiNDeK resulta molt pràctic i permet llençar la simulació
de manera senzilla per a l’usuari, l’edició del fitxer signallist.do pot ser una tasca farragosa.
Alguns dels senyals, com per exemple els registres, són molt llargs i impossibles de recordar.
Es faria necessari mantenir un fitxer apart amb molts d’aquests senyals per fer-los servir
quan convingués. Tot i així, molt probablement s’haurien d’editar en part i seria possible
cometre algun error. Per facilitar l’addició de senyals a la simulació s’ha afegit doncs una
opció en el menú de simulació de SpiNDeK, Simulation Setup. Aquesta opció obre una nova
finestra on es poden seleccionar els registres que es volen afegir a la simulació de fins a vuit
EP diferents. Els EP es seleccionen introduïnt en uns quadres de text, la fila i columna de la
neurona corresponent en la xarxa. A més dels registres, altres senyals que podem seleccionar
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són els flags de Z i els de frozen. També es pot introduir el temps inicial i final de la simulació,
opció que ha estat eliminada de la barra d’eines. En el procés, els senyals escollits s’afegeixen
al fitxer signallist.do mentre la resta del seu contingut roman intacte. Per tant, si es volen
visualitzar registres per a més de vuit EP es poden afegir de manera automàtica a la simulació
accedint a Simulation Setup repetides vegades.
Visualització dels resultats
Els resultats es segueixen visualitzant mitjançant el fitxer result.htm. L’única diferència es
troba en què ara el registre escollit per a decodificar les instruccions i poder-les mostrar en
la visualització s’ha canviat per el registre IR. Amb aquest canvi totes les instruccions són
descodificades correctament i per tant el seguiment del programa resulta encara més fàcil.
5.5 connexió a un ubidule
Experimentalment s’ha afegit a SpiNDeK un mòdul de connexió als Ubidule basat en les
classes desenvolupades per Yann Thoma[Tho07]. L’objectiu és poder connectar-s’hi per seguir
l’evolució de diferents registres i senyals.
A través d’un nou menú, “Connect”, es dona accés a l’aplicació. S’obre una nova fines-
tra(Figura 22) on s’ha de introduir la IP i el port de connexió. Una vegada establerta la connexió
hauria de ser possible visualitzar el contingut dels registres LUT per a l’Ubicell seleccionat,
aixi com el d’alguns registres i senyals del seqüenciador. També s’hauria de poder enviar
comandes com per exemple la d’execució pas a pas.
S’han de realitzar proves per verificar totes les funcionalitats descrites i a partir del resultat
d’aquestes proves implementar un mòdul amb un disseny ja definitiu d’acord amb uns
requeriments ajustats a les possibilitats disponibles.
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Figura 22: Pantalla de connexió a un Ubidule.
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6.1 desenvolupament dels components
Seguint l’estructura del codi existent s’han desenvolupat dues rutines que implementen els
components del model que faltaven, l’activitat de fons i el període refractari. Mantenint el
criteri de fer el mínim de crides a memòria s’han agafat tres registres més dels que ja s’usaven
per guardar el valor de les noves variables. Podem veure el nou mapejat dels registres en la
següent taula:
Registre Variable Tipus de paràmetre
R5 Mj Sinàptic
R6 tipus de sinapsi + Sj Sinàptic
R7 Tref Neuronal
SR0 SumWeights Neuronal
SR1 probabilitat d’activació Neuronal
SR2 Lji Sinàptic
SR3 Aji Sinàptic
SR4 Mi Neuronal
SR5 tipus de neurona + Si Neuronal
SR6 Vi Neuronal
SR7 exponencial de la Neuronal
Taula 6: Mapejat dels registres
6.1.1 Activitat de fons
Com es va explicar en la secció 2.2 l’activitat de fons es modela com un procés de Poisson que
amb intensitat mitjana λ provoca que les neurones generin un potencial d’acció.
En un procés de Poisson, el temps entre dos esdeveniments, en aquest cas dos potencials
d’acció causats per l’activitat de fons, és una variable aleatòria(T) de distribució exponencial
amb paràmetre λ. Per tant la probabilitat que en un moment determinat de temps(t) es
produeixi un esdeveniment la calcularem a partir de la funció de distribució característica
d’una distribució exponencial:
P(T 6 t) = F(t) =
0 , t < 0
1− exp(−λ · t) , t > 0
(6.1)
L’objectiu serà doncs calcular aquesta probabilitat de manera independent per a cada
neurona. La manera més immediata seria reservar un espai en memòria perquè cada neurona
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pugui tenir un comptador i amb el valor de t calcular directament l’exponencial. Això però no
és viable perquè no podem realitzar un càlcul tan complex com és una exponencial. Tanmateix
podem observar que per a cada instant discret de temps el càlcul de la probabilitat equival a
restar-li a la unitat una exponencial que decau amb τ = 1/λ. Aquest últim sí és un càlcul que
es pot realitzar i de fet l’algorisme ja inclou una rutina per a calcular el valor de variables que
decauen en el temps de manera exponencial. Així, en el primer pas de l’algorisme passarem a
aquesta rutina el valor unitat. El resultat del decaïment es guardarà a memòria i serà el valor
que passem a la rutina en el següent pas, i així successivament. Per calcular la probabilitat
només haurem de restar aquest valor a la unitat.
Algorisme
El plantejament inicial per implementar el mecanisme de l’activitat de fons consistia en un
procediment molt intuïtiu. Es generava un nombre aleatori a cada pas de l’algorisme per,
posteriorment, comparar la probabilitat calculada P(t) amb aquest nombre. Si el nombre
aleatori era inferior a la probabilitat calculada es generava un potencial d’acció i la probabilitat
s’inicialitzava a 0.
Les proves realitzades (6.3.1) mostraven però que aquest mètode no s’ajustava al model i
per tant es va modificar. A la correcció realitzada es genera d’inici un nombre aleatori. Aquest
nombre aleatori es considerarà directament la probabilitat de què l’activitat de fons activi la
neurona. Així, el que es farà és anar calculant la probabilitat P(t) fins que arribi a aquest valor,
moment en el que s’emetrà un potencial d’acció i es generarà un nou nombre aleatori que
representarà la nova probabilitat.
Simulacions ulteriors van servir per verificar que aquesta darrera aproximació sí s’ajusta al
model.
La constant de temps
Per aconseguir que la intensitat del procés de Poisson es correspongui amb la del model hem
de calcular la constant de temps, kbck, que farem servir en el càlcul del decaïment exponencial.
Aquesta constant de temps no és directament la τ sinó que el seu valor es deriva d’ella. Això és
degut a què l’exponencial és transformada en un producte per a poder ser calculada. Aquest
producte consisteix en una fracció que té com a denominador 216 per aconseguir la màxima
precisió possible. El numerador, per la seva banda, serà el paràmetre que haurem de passar a
l’algorisme per al càlcul del decaïment.
exp (−1/τ) =
X
216
=⇒ kbck = X = 216 · exp (−1/τ) (6.2)
En el cas que ens ocupa τ = 1/λ i per tant
kbck = 2
16 · exp (−λ) (6.3)
del que resulta
kbck = 65209 = 0xFEB9 (6.4)
Valor de la probabilitat
En la pràctica, donat que només podem treballar amb nombres enters, haurem d’escalar la
probabilitat. Inicialment, ja que els registres tenen una amplada de 16 bits, per aconseguir
la màxima precisió hauríem d’escalar la probabilitat per el valor màxim disponible, 0xFFFFh.
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1  1  1  1  1  1  1  1
1  1  1  1  1  1  1  0
1  1  1  0  0  0  0  0
1  1  1  0  0  0  0  0
1  1  1  0  0  0  0  0
1  1  0  0  0  0  0  0SET Rx
SHL Rx
AND Ry,Rx
SHL Rx
0  0  0  0  0  0  0  0
LOAD MASK, Ry
LOAD Tref,Rx LOAD Tref,Rx
1  1  1  0  0  0  0  0LOAD MASK, Ry
1  1  0  0  0  0  0  0AND Ry,Rx
1  1  1  0  0  0  0  0STORE Rx
STORE Rx 1  1  0  0  0  0  0  0
a) b)
Figura 23: a) Primer pas de l’algorisme. Els tres bits més significatius es guardaran amb valor ’1’ en
memòria i en els pròxims tres passos no es podran generar nous impulsos. b)Segon pas de
l’algorisme. Ja ha passat un pas del període refractari. Només els dos bits més significatius
es guardaran en memòria amb valor ’1’.(Nota:per simplicitat la represetanció s’ha fet amb
registres de només 8 bits en comptes de 16 i les operacions com el desplaçament es poden
realitzar sobre altres registres que no siguin l’acumulador.)
En aquest cas però, per aprofitar al màxim la memòria, guardarem el valor de l’exponencial
juntament amb el valor del període refractari. Com que el període refractari requereix 3 bits
podrem disposar de 13 bits per a l’exponencial. Així doncs el valor màxim que podrem fer
decaure serà de 0x1FFFh, 8191 en decimal. Amb aquest valor l’operació tindrà una precisió
equivalent a tenir més de tres decimals. En quant al nombre pseudoaleatori, el generarem
mitjançant el registre “LFSR”. Quan carreguem el seu valor haurem de fer servir una màscara
per posar a 0 els 3 bits més significatius i limitar el seu rang(0x0000− 0xFFFF) al rang de
probabilitat(0x0000− 0x1FFF). El nombre generat es guardarà en un dels registres sense que
calgui reservar-li espai en memòria.
6.1.2 Període refractari
Cada pas de l’algorisme representa 1ms de temps. D’altra banda el període refractari de les
neurones és de 3ms per a les neurones excitadores i de 2ms per a les neurones inhibidores.
Tenint això en compte s’ha arribat a una solució consistent a crear una nova variable Tref
en què els bits més significatius s’associen a passos de l’algorisme, un bit - un pas. Els bits
amb valor 1 indiquen que el pas està dins d’un període refractari. Així si desplacem els
bits a l’esquerra i el bit de Carry s’activa voldrà dir que la neurona està dins d’un període
refractari i no pot emetre un nou impuls. Aquesta comprovació es realitza sempre que es
donen les condicions per a què la neurona generi un potencial d’acció, rutines “spikeupdate” i
“backgroundactivity”.
Tref s’actualitza sempre que es genera un potencial d’acció i al final de l’algorisme. Quan
una neurona genera un potencial d’acció tots els bits del registre en què es troba la variable són
posats a 1. Posteriorment al final de l’algorisme es crida una rutina que simplement desplaça a
l’esquerra els bits del registre. Per acabar, quan guardem el valor de Tref en memòria s’aplicarà
una màscara segons el tipus de neurona, de tal manera que s’agafaran els tres bits més
significatius per a les neurones excitadores i els dos bits més significatius per a les inhibidores.
A la Figura 23 podem veure Tref al llarg de dos passos de l’algorisme per a una neurona
excitadora que genera un potencial d’acció durant el primer d’ells.
6.1.3 Altres modificacions en l’algorisme
A més d’afegir els components ja comentats s’han fet altres modificacions de menys rellevància
en l’algorisme. D’entre elles les més importants serien les següents:
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• Desenvolupament d’una nova rutina, “EnableSpikes”, que fa les preparacions necessàries
per a la propagació dels impulsos. En concret fa que el punter de memòria apunti a
la posició de la primera sinapsi, posa els bits de Carry a 1 i deixa la informació dels
impulsos en l’acumulador.
• Modificació de la rutina per al càlcul del potencial de membrana degut a un error trobat
durant les simulacions. Aquest error provocava que el terme del decaïment que s’afegeix
quan la neurona està en repòs s’afegís també en l’instant en què genera un potencial
d’acció.
• S’ha aprofitat la nova funcionalitat de l’assemblador per declarar constants per utilitzar
una anomenada “synapses” en el bucle de càlcul de les sinapsis. Amb això s’aconsegueix
no haver de modificar el codi de l’algorisme cada vegada que modifiquem la xarxa. A
més, la declaració de la constant és realitzada automàticament per SpiNDeK quan genera
la secció de dades.
6.2 integració dels components en l’algorisme neuronal
Gràcies a l’estructura del codi en forma de rutines la integració dels components desenvolupats
ha estat molt senzilla. S’han afegit al codi les rutines corresponents a l’activitat de fons i el
període refractari així com les crides a les mateixes des del main. A més la implementació
del període refractari ha requerit també la modificació de la rutina en què les neurones
actualitzaven l’estat de l’impuls de sortida. Ara, abans d’activar l’impuls s’ha de comprovar
que la neurona no estigui dins d’un període refractari. A la Figura 24 podem veure el diagrama
de flux de l’algorisme ja modificat.
Algorithm 6.1 Codi corresponent al main de la versió final de l’algorisme.
.MAIN
GOTO 00NeuronLoad
GOTO 01MembraneValue
LOOP synapses
GOTO 00SynapseLoad
GOTO 02SynapticWeight
GOTO 03RealValuedVariable
GOTO 04ActivationVariable
GOTO 05MemoryOfLastPresynapticSpike
GOTO 99SynapseSave
ENDL
GOTO 06MemoryOfLastPostsynapticSpike
GOTO 07SpikeUpdate
GOTO 08BackgroundActivity
GOTO 09RefractoryP
GOTO 99NeuronSave
GOTO EnableSpikes
STOP ; AER/CAM Update of spikes
GOTO MAIN
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6.2.1 Mapejat de la memòria
El mapejat de la memòria està organitzat en tres seccions. En la primera d’elles es guarden
els punters, havent un punter a cada línia de memòria. En primer lloc trobem el punter
d’instruccions, que apunta al codi d’operació de la primera instrucció. A continuació segueixen
els punters als diferents blocs de dades. Per als valors de les sinapsis poden haver fins a 300
punters, un per a cada sinapsi. Per a les neurones es fan servir quatre punters i vint més són
per a cadascun dels paràmetres comuns.
En la següent secció trobem els codis d’operació de les instruccions, quatre a cada línia de
la RAM, escrits de dreta a esquerra.
Finalment tenim la secció de dades on s’emmagatzema el valor de totes les variables de
l’algorisme. Les variables al seu torn estan agrupades en diferents blocs: un per a les variables
característiques de les sinapsis, un altre per a les variables neuronals i un tercer per als
paràmetres comuns com per exemple les constants de temps.
El bloc de dades de les sinapsis s’organitza segons cada sinapsi individual. Així, s’agafen
totes les variables i es distribueixen entre dues paraules(16 bits) a les que anomenem parà-
metre sinàptic 1 i 2(SP1,SP2). D’aquesta manera primer es guarden els paràmetres per a la
primera sinapsi, després per a la segona sinapsi, i així successivament. Tal i com s’ha indicat
anteriorment cadascun d’aquests subblocs té el seu punter corresponent per poder-hi accedir.
Les variables de les neurones també es distribueixen en paraules que donen lloc als parà-
metres neuronals 1, 2, 3 i 4(NP1,NP2,NP3,NP4). Aquest darrer respon a les modificacions de
l’algorisme per incorporar l’activitat de fons i el període refractari. El bloc de dades de les
neurones s’organitza en subblocs segons aquests paràmetres. Primer es guarda el paràmetre
neuronal 1 per a totes les neurones, després el paràmetre neuronal 2, etc. Novament cadascun
dels subblocs té el seu punter.
En quant als paràmetres comuns, aquests es guarden en últim lloc, un a cada línia de la
RAM ja que el seu tamany és d’una paraula o menys. L’única excepció és la llavor per a
inicialitzar el registre LFSR que és de 64 bits i ocupa per tant dues línies en memòria. Els nous
paràmetres comuns que s’han afegit a l’algorisme són:
• Dback: constant de temps per al decaïment.
• Prob: valor màxim de probabilitat en el càlcul de l’activitat de fons.
• Mask1,Mask2: màscares per seleccionar entre temps refractari/terme del decaïment.
• Seed: llavor per inicialitzar el registre LFSR.
A la Figura 27 podem veure com queda l’estructura de la memòria de resultes d’aquestes
modificacions.
6.3 validació
Per validar el funcionament dels algorismes desenvolupats s’han dut a terme un seguit de
simulacions amb el programa ModelSim a partir del model VHDL de l’Ubichip. Les xarxes
neuronals simulades han tingut un tamany de 2x2 neurones o bé de 4x4 neurones. Xarxes de
tamany superior augmenten en gran manera la complexitat i la dificultat de seguir l’evolució
dels diferents paràmetres sinàptics i neuronals. Una limitació, que més endavant comentarem
més en profunditat, és la no propagació dels potencials d’acció en el mode controlador de la
CAM.
6.3.1 Activitat de fons
Per verificar el funcionament de l’activitat de fons es va escriure un programa molt simple
que compta amb només sis variables:
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• Spike: per guardar els impulsos generats degut a l’activitat de fons
• NEU-4: el terme del decaïment exponencial per al càlcul de la probabilitat
• DBack: la constant de temps per al decaïment
• Prob: el valor màxim de la probabilitat (0x1FFFh). Serveix per inicialitzar el terme del
decaïment i de màscara en la generació del nombre aleatori
• Uno: la unitat, representa un impuls
• Seed: llavor per inicialitzar el registre LFSR
Es van fer diferents simulacions amb diferents valors de la constant de temps, en concret es
va fer servir τ = 10ms, τ = 50ms, i τ = 200ms. L’ús de constants de temps inferiors a la del
model té la seva motivació en què els fitxers HTML amb els resultats són d’un tamany molt
gran i els navegadors en obrir-los es ralentitzen molt o fins i tot es tanquen. En conseqüència
per a valors molt grans de τ podem observar un nombre molt limitat d’activacions en les
neurones.
A partir de les simulacions es va observar que efectivament el mecanisme implementat
d’acord al plantejament inicial funcionava però que l’espaiat en el temps de les activacions no
era correcte i s’apartava del model. Els lapses de temps eren en general molt petits i en cap
cas s’arribava a observar un temps igual o superior a la constant de temps τ. Aquest problema
s’incrementava com més gran fos la constant de temps. La interpretació a aquest resultat és
que el fet de generar a cada pas un nombre pseudoaleatori facilita el fet que algun d’ells sigui
molt petit. Això provocaria l’activació repetida de la neurona tot i que la probabilitat encara
sigui petita i hagi passat poc temps en termes de τ.
Davant el fet que el plantejament inicial era incorrecte es va buscar la manera de corregir-
lo(veure 6.1.1.Algorisme). Pel que fa a les simulacions, l’estructura del programa es va mantenir
igual però es va modificar la rutina corresponent a l’activitat de fons per implementar el
mètode corregit. A l’apèndix B.3 es pot consultar el codi d’aquest programa.
Amb aquesta modificació, les simulacions es van repetir amb uns resultats molt millors.
S’ha pogut constatar que la majoria d’intervals de temps entre les activacions són inferiors a τ
però tanmateix també hi ha intervals superiors. Per als valors de τ = 10ms i τ = 50ms s’ha
arribat a observar que el temps mig entre activacions es corresponia a la constant de temps.
Per τ = 200ms en canvi el temps mig entre activacions mesurat, 70ms , queda lluny del valor
esperat però també cal tenir en compte que es poden promitjar menys intervals. A continuació
podem veure una taula amb el resultat d’una de les simulacions per τ = 200ms.
Neurona 1 Neurona 2 Neurona 3 Neurona 4
36 81 9 21
197 67 41 113
75 144 146 85
34+ 50+ 8 34
18 89+
46
74+
Taula 7: duració en ms dels intervals entre activacions per a les diferents neurones en una simulació
2x2.τ = 200ms
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6.3.2 Període refractari
El temps refractari s’ha verificat afegint la lògica per a la seva implementació al programa de
verificació de l’activitat de fons. A continuació s’ha posat una constant de temps molt baixa,
τ = 2ms, per a què les neurones emetessin impulsos en intervals de temps inferiors al període
refractari.
El resultat de les simulacions ha estat satisfactori i s’ha comprovat que efectivament durant
el temps refractari cap neurona ha emès un impuls.
6.3.3 Algorisme neuronal
El funcionament de l’algorisme en conjunt no ha pogut ser plenament verificat degut a
l’existència de problemes amb la propagació dels impulsos en el mode de controlador de la
CAM:
• La modificació de la memòria es fa de manera incorrecta. El controlador accedeix a la
posició de memòria corresponent a la sinapsi destí però en comptes de modificar un
únic bit modifica tota la línia de memòria. A més el valor final no guarda relació i per
tant pot no reflectir l’impuls.
• Quan la neurona que emet el potencial d’acció està connectada a més d’una neurona
postsinàptica la simulació entra en un bucle del que ja no surt. En aquest bucle s’oscil·la
entre dos “hit”. Per al primer que detecta es modifica la memòria en la manera detallada
en el punt anterior. Per al segon “hit” detectat, en canvi, no s’arriba a modificar la
memòria.
• El senyal d’entrada a la CAM, CAM_DATA_IN es “salta” un impuls. El senyal CAM_DATA_IN
va agafant el valor dels impulsos que arriben a la CAM en format fila&columna de
cadascuna de les neurones que han generat un potencial d’acció. En alguns casos no
s’arriba a actualitzar amb les dades del primer impuls i per tant no es comprova si hi ha
alguna coincidència a la CAM.
Tanmateix s’ha pogut comprovar l’evolució d’algunes variables realitzant un seguit de simula-
cions en les següents condicions. Primerament s’ha inhabilitat la propagació dels impulsos per
a impedir que la simulació es quedi en el bucle. A més s’ha inhabilitat també l’activitat de fons
i s’ha afegit un pas al final de l’algorisme en el qual s’activen totes les sinapsis d’entrada de les
diferents neurones. Així, al ser estimulades repetidament, les sinapsis van variant la seva força
i les neurones incrementen el seu potencial de membrana fins que arriben a despolaritzar-se i
a generar un potencial d’acció. El resultat d’aquestes simulacions ha estat el següent:
• S’ha detectat i corregit un error en el càlcul del potencial de membrana. Durant el càlcul
del terme que decau exponencialment, els bits de Carry es modificaven de manera
imprevista en una condició. Com a conseqüència d’això, el terme de decaïment s’afegia
també al potencial de membrana en els casos en què no devia ser així, és a dir, quan la
neurona generava un potencial d’acció.
• La resta de variables, una vegada resolt el problema anterior, han evolucionat de manera
ajustada al model. La variable de valor real s’ha anat decrementant ràpidament mentre
la memòria postinàptica no arribava a 0. Aquesta darrera ha caigut exponencialment
mentre no s’ha produït un impuls de sortida, moment en el que ha pres el seu valor
màxim. Per la seva banda el nivell d’activació s’ha decrementat quan la variable de valor
real ha sigut negativa.
• Donat el decrement del nivell d’activació en un context de repetits impulsos d’entrada
sense correspondència en forma d’impulsos de sortida, i en què els pocs impulsos
de sortida sempre són succeïts per un nou impuls d’entrada, podem concloure que
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el mecanisme de plasticitat en la seva forma de depressió a llarg termini funciona
correctament.
Una vegada comprovada la generació de potencials d’acció i el mecanisme de depressió a llarg
termini, seria desitjable comprovar el funcionament del mecanisme contrari, el de potenciació
a llarg termini. Per provocar unes condicions anàlogues a les que condueixin a la potenciació
a llarg termini s’han dut a terme simulacions amb les següents modificacions a l’algorisme.
Al final de l’algorisme sempre s’activen els impulsos de sortida. Com que aquests no es
propaguen, a priori les neurones no reben els impulsos emesos per les neurones restants i
no es pot comprovar l’efecte que té l’activació repetida de les mateixes després d’un impuls
d’entrada. Aquest problema es soluciona implementant un mecanisme semblant al del període
refractari per a l’entrada de les sinapsis. Així, s’ha optat per activar les sinapsis d’entrada
cada 5 ms o passos de l’algorisme. D’aquesta manera i centrant-nos en una neurona, si bé
l’impuls d’entrada sempre seguirà un impuls de sortida i la variable de valor real inicialment
es decrementarà, a continuació aquest efecte quedarà més que compensat amb els subseqüents
impulsos de sortida. Per tant és d’esperar que a la llarga la variable de valor real augmentarà
prou com per incrementar el nivell d’activació de la sinapsi. A les simulacions realitzades s’ha
comprovat que efectivament ha estat així, quedant demostrat el funcionament del mecanisme
de potenciació de les sinapsis.
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Figura 24: Diagrama de flux de l’algorisme neuronal(1)
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Figura 25: Diagrama de flux de l’algorisme neuronal(2)
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Figura 26: a)Distribució de les variables de l’algorisme en paràmetres sinàptics i neuronals. b) Paràmetres
comuns.
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Figura 27: Nou mapejat de la memòria.
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7C O N C L U S I O N S
7.1 resultats
Els objectius principals d’aquest PFC eren completar el fluxe de treball en el procés generació-
simulació d’una xarxa en el programa SpiNDek, donar suport en l’assemblador a les noves
instruccions del seqüenciador i completar l’algorisme SNN amb els components que hi faltaven.
En tots tres casos es treballa a partir de sistemes ja existents i per tant, abans de dissenyar
una solució per a l’objectiu desitjat, s’ha hagut de fer un important treball d’estudi d’aquests
sistemes: arquitectura de l’Ubichip; implementació de SpiNDeK, estructuració en classes i
funcionalitat de les mateixes; model neuronal i funcionament de l’algorisme. El treball de
disseny per tant s’ha de plantejar adaptant-se a un treball previ. Aixi, la idea ha estat sempre
la de fer el mínim de modificacions possibles sobre aquest treball.
En el cas de SpiNDeK, una vegada va estar clara l’estructura del programa, es va procedir a
implementar les classes per a la generació dels fitxers de connectivitat i dels fitxers de la CAM.
En carregar i guardar les dades del fitxer connex per a la generació d’aquests nous fitxers,
estranyament es produïa un desbordament de memòria. La manera d’evitar això va ser dividir
la informació guardada en dues estructures. En el cas del fitxer aer_pkg.vhd també va haver
alguns problemes, en aquest cas degut a un error en la sintaxi de les dades que es generaven
en el mateix. Això va comportar que es produïssin errors en la compilació amb ModelSim que
van ser fàcilment corregits quan es va determinar quin era l’origen.
Una vegada completat el fluxe de treball de SpiNDeK ja es podien fer simulacions amb
l’algorisme o amb els components del mateix a desenvolupar. L’ús del programa va anar
posant de relleu algunes millores que s’hi podien introduir per facilitar tot el procés:
• Inclusió automàtica de senyals en el fitxer signallist.do, facilitant d’aquesta manera la
feina a l’usuari, que no s’ha de preocupar de mantenir un registre amb gran quantitat
de senyals per fer un copiar-pegar, ja que recordar-les és molt complicat. A més, molts
senyals poden canviar amb la modificació de la descripció VHDL del model. Distribuïnt
SpiNDeK amb el mòdul de generació de senyals actualitzat l’usuari no ha d’estar pendent
d’aquests canvis.
• Modes simular/compilar-i-simular. Es va veure que en moltes ocasions pot ser convenient
o necessari llençar diferents simulacions d’un mateix programa per observar diferents
senyals. Per no perdre temps en la compilació de manera repetida i innecessària es va
decidir incloure un mode de només simulació.
• Millora de la visualització dels resultats. Es va fer evident en les primeres proves que
era molt difícil avaluar un programa d’una mínima complexitat si la visualització dels
resultats no incloïa un bon nombre dels mnemònics de les instruccions. Així, es va buscar
d’entre els diferents senyals i registres del seqüenciador quina era la més adient per
mostrar la instrucció en execució en un moment donat, a l’estil d’un desassemblador.
Un altre fet que es va fer palès una vegada que es començaven a analitzar les xarxes simulades
és que el mètode per generar la connectivitat de les mateixes no s’ajustava al model SNN.
El nou mètode de generació de les sinapsis amb què es va substituir corregeix el problema i
genera xarxes ajustades al model. Si bé aquest mètode és molt ràpid quan es generen xarxes
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amb els valors per defecte dels paràmetres, triga menys de mig minut per xarxes de 100x100
neurones amb 300 sinapsis per neurona, sota unes condicions molt concretes dels paràmetres
resulta en un procés molt lent i la generació de les sinapsis pot arribar a trigar al voltant d’una
hora en una xarxa de les mateixes característiques que l’anterior. Les diferències de temps,
mesurades sempre en un PC amb processador Intel Core2Duo P8600, són doncs importants.
Es va pensar a incloure un segon mètode de generació de la xarxa que fos més ràpid sota
aquestes condicions, encara que fos també menys exacte, per poder escollir entre tots dos.
No es va arribar però a trobar cap alternativa satisfactòria i es va optar per deixar només el
primer mètode, valorant la seva exactitut per sobre del seu elevat temps de generació per
alguns casos.
Paral·lelament es van anar afegint instruccions a l’assemblador de SpiNDeK. Les classes que
implementen l’assemblador són les més complexes però la incorporació de la majoria d’ins-
truccions es va poder fer de manera immediata. Algunes altres com TRANSFER, RANDINI
o les noves macro van requerir de modificacions en el codi. També s’hi va fer una tasca de
depuració de petits errors. La definició de constants es va incorporar perquè es necessitava
una manera d’indicar el tamany de la xarxa en nombre d’ubicells i es va considerar que l’ús
de constants podria ser d’utilitat també en el desenvolupament de codi. Així va ser en el cas
mateix de l’algorisme SNN, on es va definir una constant per al nombre de sinapsis.
En algunes simulacions, un problema greu era que el programa no detectés cap tipus d’error
i per tant no avisés quan hi havia algun problema amb alguna instrucció. L’assemblador
simplement ignorava la instrucció errònia i comunicava que l’assemblatge s’havia realitzat
amb èxit. Això, unit al fet que en principi no es visualitzaven totes les instruccions en el
resultat, podia arribar a fer perdre molt de temps. Així, es va dissenyar el sistema de detecció
d’errors amb els errors en què es va considerar que podia ser més fàcil ocòrrer. Tanmateix es
va descobrir que encara hi havia una font d’errors que escapava a la detecció, eren els espais en
blanc. Efectivament si el codi s’escrivia fent ús de tabulacions o deixant més d’un espai en blanc
entre els arguments d’una instrucció o entre aquesta última i els seus arguments, el procés
d’assemblatge ignorava la instrucció. Aquest problema es va solucionar fàcilment eliminant els
espais en blanc sobrants del codi abans del tractament de les instruccions. D’altra banda, més
endavant, fent ús del programa Notepad++ va sorgir la idea de fer servir aquest programa per
escriure codi aprofitant la possibilitat de definir-hi llenguatges d’usuari. D’aquesta manera
l’escriptura de codi es fa menys àrida i moltes possibles equivocacions es detecten a l’instant.
Finalment, es va pensar que una característica que podria resultar interessant que incorporés
SpiNDeK era la d’integrar algun tipus de connectivitat amb l’Ubidule, per seguir en temps
real l’evolució de senyals i registres i per enviar algunes instruccions. En el marc del projecte
Perplexus s’havien escrit unes classes en Java que realitzen aquesta funció i de la integració
d’aquestes classes amb SpiNDeK va sorgir el mòdul “Connect to Ubidule”. Bàsicament doncs
aquest mòdul constitueix una interfície dins de SpiNDeK per a les classes esmentades. S’han de
fer proves per comprovar-ne el funcionament i segons les funcionalitats disponibles/requerides
podria evolucionar en una aplicació independent.
Pel que fa a l’algorisme SNN primerament es van fer algunes proves per comprovar-ne
el funcionament. En aquesta primera etapa es va detectar que els valors dels potencials de
membrana eren molt baixos. El problema va resultar estar en què el valor inicial dels pesos
sinàptics assignat per SpiNDeK era equivocat. Una vegada semblava tot correcte es va procedir
a desenvolupar els components activitat de fons i període refractari. La solució per a la
implementació del període refractari va resultar molt senzilla, mentre que l’activitat de fons va
presentar més dificultats. Finalment però es va trobar una solució i amb totes dues solucions
ja verificades es va passar a integrar aquests components en l’algorisme. Per a això, i donat
que s’introduïen noves variables, va ser necessari modificar el mapejat de les variables en els
registres dels EP i en la memòria. Amb l’algorisme ja complet es van tornar a fer proves per
verificar el seu funcionament. Aquestes proves estan limitades per l’error de propagació en
els potencials d’acció que hi ha en la descripció VHDL de l’Ubichip. Tanmateix s’ha pogut
verificar el correcte funcionament dels diferents mecanismes implementats en l’algorisme i
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s’ha corregit també un error present en l’algorisme que es va posar de manifest en aquestes
darreres simulacions. En general les simulacions
En definitiva, s’han complert els objectius inicials del projecte aconseguint d’aquesta manera
un programa que, juntament amb l’algorisme ja complet, permeten generar i simular fàcilment
xarxes neuronals ajustades al model SNN. A més, el suport de totes les instruccions del
seqüenciador i les millores introduïdes en l’assemblador per facilitar l’escriptura de codi
converteixen SpiNDeK en una eina per al desenvolupament de qualsevol tipus d’aplicació per
a l’Ubichip escrita en llenguatge assemblador.
7.2 treball futur
Existeixen diferents línies de treball a desenvolupar relacionades amb SpiNDeK. Un primer
pas necessari serà la correcta implementació de la propagació dels potencials d’acció en la
descripció VHDL del model. Això permetrà fer simulacions més avançades de l’algorisme
SNN i la seva avaluació des d’un punt de vista científic.
Fins ara s’ha treballat en aconseguir un algorisme ajustat al model SNN i un programa
capaç de llençar les simulacions. SpiNDeK però té una limitació, si bé permet generar xarxes
neuronals multichip, només permet simular xarxes d’un sol Ubichip o únicament un Ubichip
d’una xarxa multichip. Així doncs, seria interessant afegir al programa la capacitat de simular
una xarxa multichip de manera que es propaguin els potencials d’acció entre els diferents
Ubichips. Per a això s’haurà de trobar una manera de carregar la informació present en tots
els fitxers de connectivitat d’una xarxa i integrar-la en una sola simulació.
Una eina que resultaria també de molta utilitat seria una segona representació dels resultats,
en aquest cas de manera gràfica, ja que si bé el fitxer HTML permet una millor visualització
que un fitxer de text plà, segueix sent un mètode lent d’observació. Idealment s’hauria de
poder visualitzar una neurona i l’activació de les seves sinapsis en temps i en freqüència.
Això permetria avaluar altres conceptes com la codificació de la informació transmessa en els
potencials d’acció.
Una altra funcionalitat important a implementar en SpiNDeK és la connectivitat amb
hardware extern. Les bases ja estan posades per poder establir connexions IP amb un Ubidule,
rebre’n informació i enviar-hi instruccions.
Per últim, el desenvolupament d’un model de màquina virtual permetria simular les xarxes
amb més velocitat que amb el ModelSim.
61

B I B L I O G R A F I A
[Adl94] Leonard M. Adleman. Molecular computation of solutions to combinatorial
problems. Science, 266:1021–1024, 1994. (Cited on page 2.)
[Bal96] James Mark Baldwin. A new factor in evolution. Report tècnic, 1896. (Cited on
page 4.)
[BR02] Curtis C. Bell i Patrick D. Roberts. Spike timing dependent synaptic plasticity in
biological systems. Biological Cybernetics, 2002. (Cited on page 10.)
[G.06] Leonardo G. Action potential. Wikipedia, 2006. (Cited on pages vii and 10.)
[Hau08] Michael Hauptvogel. Design of a bio-inspired spiking network environment.
Projecte F. de Carrera o Tesina de L., Faculty of Science - The University of
Reading, Març, 2008. (Cited on pages vii, 6, 7, 13, 15, and 17.)
[Heb49] Donald Hebb. The organization of behaviour. John Wiley, New York, 1949. (Cited on
page 10.)
[Igl05] Javier Iglesias. Emergence of oriented circuits driven by synaptic pruning associa-
ted with spike-timing dependent plasticity (stdp). Projecte F. de Carrera o Tesina
de L., Faculté des Sciences de l’ Université de Lausanne ; Université Grenoble
Joseph Fourier, Neurosciences-Neurobiologie, 2005. (Cited on pages vii and 14.)
[IMMV07] Javier Iglesias, Jordi Madrenas, J. Manuel Moreno i Alessandro E.P. Villa. Specifica-
tion of the biologically plausible developing neural networks modeling problem.
Març, 2007. (Cited on pages 6 and 11.)
[Jar09] Q. Jarosz. Neuron. Wikipedia, 2009. (Cited on pages vii and 9.)
[Lan92] C. G. Langton. Artificial Life. Addison–Wesley, 1.992. (Cited on page 1.)
[MSD+05] Reigl M., Nelson S., Chklovskii D.B., Song S. i Sjöström P.J. Highly nonrandom
features of synaptic connectivity in local circuit systems. PLoS Biology, 3, 2005.
(Cited on page 10.)
[Pau98] Gheorghe Paun. Tucs report 208. Report tècnic, Turku Center for Computer
Science, 1998. (Cited on page 2.)
[PTMS00] Lucian Prodan, Gianluca Tempesti, Daniel Mange i André Stauffer. Embryonics:
Artificial cells made of artificial molecules. Report tècnic, Polytechnic University
of Timisoara and Swiss Federal Institute of Technology, 2000. (Cited on page 3.)
[SSM+07] Moshe Sipper, Eduardo Sanchez, Daniel Mange, Marco Tomassini, Andres Pérez-
Uribe i André Stauffer. A phylogenetic, ontogenetic and epigenetic view of bio-
inspired hardware systems. IEEE Transactions on Evolutionary Computation, 1:83–97,
2007. (Cited on page 2.)
[Tho07] Yann Thoma. User manual of ubichip manager. PERPLEXUS, Pervasive computing
framework for modeling complex virtually-unbounded systems, Internal report., 2007.
(Cited on page 45.)
63

AG E N E R A C I Ó I S I M U L A C I Ó D ’ U N A X A R X A N E U R O N A L A M B
S P I N D E K
En el present apèndix es mostra el resultat dels diferents passos en la generació i simulació
d’una xarxa neuronal. La xarxa d’exemple és de tamany 4x4 neurones i està formada per
quatre Ubichips de 2x2 neurones.
generació de la xarxa
Paràmetres introduïts.
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Representació de la connectivitat d’una neurona de la xarxa generada.
Fitxer Connex de connectivitat de la xarxa.
#Postsynaptic Neuron
#Neuron Row
| #Neuron Col
| | #Neuron_Type
| | | #Presynaptic Neurons
| | | #Neuron Row
| | | | #Neuron Col
| | | | | #Neuron_Type
0;0;1;3;1;1
0;0;1;3;2;1
0;0;1;0;3;1
0;0;1;3;3;1
0;0;1;1;3;2
0;0;1;2;2;1
0;1;2;2;0;1
0;1;2;3;1;1
0;1;2;1;1;1
0;1;2;3;2;1
0;1;2;2;3;1
0;1;2;1;3;2
0;2;1;1;1;1
0;2;1;2;2;1
0;2;1;3;3;1
0;2;1;2;1;1
0;2;1;3;1;1
0;2;1;1;2;1
0;3;1;0;0;1
0;3;1;1;0;1
0;3;1;2;3;1
0;3;1;3;1;1
0;3;1;1;1;1
0;3;1;1;2;1
1;0;1;0;1;2
1;0;1;0;2;1
1;0;1;3;2;1
1;0;1;3;3;1
1;0;1;2;2;1
1;0;1;3;1;1
1;1;1;3;0;2
1;1;1;2;2;1
1;1;1;2;3;1
1;1;1;1;0;1
1;1;1;1;3;2
1;1;1;2;0;1
1;2;1;0;1;2
1;2;1;2;2;1
1;2;1;1;1;1
1;2;1;3;1;1
1;2;1;0;3;1
1;2;1;0;2;1
1;3;2;1;0;1
1;3;2;0;0;1
1;3;2;3;3;1
1;3;2;1;1;1
1;3;2;0;1;2
1;3;2;2;2;1
2;0;1;2;2;1
2;0;1;0;0;1
2;0;1;3;2;1
2;0;1;3;3;1
2;0;1;2;1;1
2;0;1;0;3;1
2;1;1;3;2;1
2;1;1;2;0;1
2;1;1;1;3;2
2;1;1;1;0;1
2;1;1;0;1;2
2;1;1;1;1;1
2;2;1;1;1;1
2;2;1;3;3;1
2;2;1;1;3;2
2;2;1;2;1;1
2;2;1;3;1;1
2;2;1;0;2;1
2;3;1;3;1;1
2;3;1;3;3;1
2;3;1;2;2;1
2;3;1;3;2;1
2;3;1;0;3;1
2;3;1;0;2;1
3;0;2;2;3;1
3;0;2;3;2;1
3;0;2;1;0;1
3;0;2;0;0;1
3;0;2;0;3;1
3;0;2;2;1;1
3;1;1;0;2;1
3;1;1;2;0;1
3;1;1;3;2;1
3;1;1;1;0;1
3;1;1;1;3;2
3;1;1;2;2;1
3;2;1;3;3;1
3;2;1;2;3;1
3;2;1;0;1;2
3;2;1;2;1;1
3;2;1;1;0;1
3;2;1;2;2;1
3;3;1;0;1;2
3;3;1;1;0;1
3;3;1;2;2;1
3;3;1;3;0;2
3;3;1;1;1;1
3;3;1;0;0;1
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Fitxers de connectivitat de cada Ubichip.
connectionChip[1] connectionChip[2] connectionChip[3] connectionChip[4]
size_x 8
size_y 8
# Postsyn. neuron num-
ber
| #Neuron type
| | #Synapse number
| | | #Synapse type
0;1;0;1
0;1;1;1
0;1;2;1
0;1;3;1
0;1;4;2
0;1;5;1
1;1;0;2
1;1;1;1
1;1;2;1
1;1;3;1
1;1;4;1
1;1;5;1
2;2;0;1
2;2;1;1
2;2;2;1
2;2;3;1
2;2;4;1
2;2;5;2
3;1;0;2
3;1;1;1
3;1;2;1
3;1;3;1
3;1;4;2
3;1;5;1
size_x 8
size_y 8
# Postsyn. neuron num-
ber
| #Neuron type
| | #Synapse number
| | | #Synapse type
0;1;0;1
0;1;1;1
0;1;2;1
0;1;3;1
0;1;4;1
0;1;5;1
1;2;0;1
1;2;1;1
1;2;2;1
1;2;3;1
1;2;4;1
1;2;5;1
2;1;0;1
2;1;1;1
2;1;2;2
2;1;3;1
2;1;4;2
2;1;5;1
3;1;0;1
3;1;1;1
3;1;2;1
3;1;3;1
3;1;4;2
3;1;5;1
size_x 8
size_y 8
# Postsyn. neuron num-
ber
| #Neuron type
| | #Synapse number
| | | #Synapse type
0;1;0;1
0;1;1;1
0;1;2;1
0;1;3;1
0;1;4;1
0;1;5;1
1;1;0;2
1;1;1;1
1;1;2;1
1;1;3;1
1;1;4;1
1;1;5;1
2;1;0;1
2;1;1;1
2;1;2;1
2;1;3;1
2;1;4;1
2;1;5;1
3;2;0;1
3;2;1;1
3;2;2;1
3;2;3;1
3;2;4;2
3;2;5;1
size_x 8
size_y 8
# Postsyn. neuron num-
ber
| #Neuron type
| | #Synapse number
| | | #Synapse type
0;1;0;1
0;1;1;1
0;1;2;2
0;1;3;1
0;1;4;1
0;1;5;1
1;1;0;1
1;1;1;1
1;1;2;2
1;1;3;1
1;1;4;1
1;1;5;1
2;1;0;1
2;1;1;1
2;1;2;1
2;1;3;1
2;1;4;1
2;1;5;1
3;1;0;2
3;1;1;1
3;1;2;1
3;1;3;2
3;1;4;1
3;1;5;1
Fitxers de configuració de les memòries CAM.
camChip[1].mif
NEU-0="000001000010001,000010000010000,000001100000001,000010000010001,000001100010001,000010000000000"
NEU-1="000000100000001,000001100000000,000010000010000,000010000010001,000010000000000,000001000010001"
NEU-2="000001000000000,000001000010001,000000100010001,000010000010000,000010000000001,000001100010001"
NEU-3="000001000010000,000010000000000,000010000000001,000000100010000,000001100010001,000001000000000"
camChip[2].mif
NEU-0="000010000000000,000000100000000,000010000010000,000010000010001,000001000000001,000001100000001"
NEU-1="000010000000001,000010000010000,000000100010000,000000100000000,000001100000001,000001000000001"
NEU-2="000010000010000,000001000000000,000001100010001,000000100010000,000000100000001,000000100010001"
NEU-3="000001100000000,000001000000000,000010000010000,000000100010000,000001100010001,000010000000000"
camChip[3].mif
NEU-0="000000100010001,000010000000000,000010000010001,000001000000001,000001000010001,000001100010000"
NEU-1="000000100000001,000010000000000,000000100010001,000001000010001,000001100000001,000001100000000"
NEU-2="000000100000000,000000100010000,000010000000001,000001000010001,000000100010001,000001100010000"
NEU-3="000000100010000,000000100000000,000010000010001,000000100010001,000000100000001,000010000000000"
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camChip[4].mif
NEU-0="000000100010001,000010000010001,000001100010001,000001000000001,000001000010001,000001100000000"
NEU-1="000010000010001,000010000000001,000000100000001,000001000000001,000000100010000,000010000000000"
NEU-2="000001000010001,000010000010001,000010000000000,000010000010000,000001100000001,000001100000000"
NEU-3="000000100000001,000000100010000,000010000000000,000001000010000,000000100010001,000000100000000"
Fitxer aer_pkg.vhd amb la descripció VHDL de les memòries CAM.
– Package Constants
– Project: AER
–
– Purpose: This package defines the global constants
library IEEE;
use IEEE.STD_LOGIC_1164.all;
use work.seq_pack.all;
package AER_pkg is
– Declare constants
constant SYNAPSES_NO : integer := 300;–target value
constant SYNAPSE_ID_WIDTH : integer := 9; –2**SYNAPSE_ID_WIDTH >= SYNAPSES_NO (target value)
constant NEURONS_NO : integer := 100;–target value 100
constant NEURON_ID_WIDTH : integer := 8;
constant CAM_DATA_WIDTH : integer := 17;
–constant MEM_LINES : integer := 154 * 2**SYNAPSE_ID_WIDTH; –154 * 512 = 78848
constant ADDR_BUS_WIDTH : integer := 8;
constant CHIP_ID_WIDTH : integer := 7;
constant TAG_WIDTH : integer := CHIP_ID_WIDTH + ADDR_BUS_WIDTH;
constant CPU_ADDR_WIDTH : integer := 8;
constant CPU_DATA_WIDTH : integer := TAG_WIDTH;
–cpu address bus
– constant STATUS_REG_ADDR : std_logic_vector(CPU_ADDR_WIDTH - 1 downto 0) := "11100100";
– constant DATA_REG_ADDR : std_logic_vector(CPU_ADDR_WIDTH - 1 downto 0) := "11100011";
– Corrected mapping
constant STATUS_REG_ADDR : std_logic_vector(CPU_ADDR_WIDTH - 1 downto 0) := "11000100";
constant DATA_REG_ADDR : std_logic_vector(CPU_ADDR_WIDTH - 1 downto 0) := "11000011";
–aer buss
constant NEXT_FRAME : std_logic_vector(ADDR_BUS_WIDTH - 1 downto 0) := "11111111";–FF
constant START_TX : std_logic_vector(ADDR_BUS_WIDTH - 1 downto 0) := "11111110";–FE
constant START_PROCESSING : std_logic_vector(ADDR_BUS_WIDTH - 1 downto 0) := "11111101";–FD
constant PROCESSING : std_logic_vector(ADDR_BUS_WIDTH - 1 downto 0) := "11111100";–FC
constant NO_SPIKE : std_logic_vector(ADDR_BUS_WIDTH - 1 downto 0) := "11111011"; –FB
– Arrays of CAMs
type TAG_ARRAY is array (SYNAPSES_NO - 1 downto 0) of std_logic_vector(14 downto 0);
type ARRAY_TAG_ARRAY is array (0 to size_x_div2_1, 0 to size_y_div2_1) of TAG_ARRAY;
– constant tag: ARRAY_TAG_ARRAY :=( –Start
– ( – Component 0 of x
– ( – Component 0 of y
– 0 => "000000000000000",
– 1 => "000000100010001",
– others => "000000000000000"),– End of y component 0
– ( – Component 1 of y
– others => "000000000000000")– End of y component 1
– ), – End of component 0 of x
– ( – Component 1 of x
– ( – Component 0 of y
– others => "000000000000000"),– End of y component 0
– ( – Component 1 of y
– others => "000000000000000")– End of y component 1
– )– End of component 1 of x
– ); – End
type ARRAY_ARRAY_TAG_ARRAY is array (0 to 2**CHIP_ID_WIDTH - 1) of ARRAY_TAG_ARRAY;
constant tag: ARRAY_ARRAY_TAG_ARRAY :=( –Start
–INJECTION
(–chip_id 1
(–Component 0 of x
(–Component 0 of y
0 => "000001000010001",
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1 => "000010000010000",
2 => "000001100000001",
3 => "000010000010001",
4 => "000001100010001",
5 => "000010000000000",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000000100000001",
1 => "000001100000000",
2 => "000010000010000",
3 => "000010000010001",
4 => "000010000000000",
5 => "000001000010001",
others => "111111111111111")– End of y component 1)
),– End of component 0 of x
(–Component 1 of x
(–Component 0 of y
0 => "000001000000000",
1 => "000001000010001",
2 => "000000100010001",
3 => "000010000010000",
4 => "000010000000001",
5 => "000001100010001",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000001000010000",
1 => "000010000000000",
2 => "000010000000001",
3 => "000000100010000",
4 => "000001100010001",
5 => "000001000000000",
others => "111111111111111")– End of y component 1)
)– End of component 1 of x
), –End of chip_id 1
(–chip_id 2
(–Component 0 of x
(–Component 0 of y
0 => "000010000000000",
1 => "000000100000000",
2 => "000010000010000",
3 => "000010000010001",
4 => "000001000000001",
5 => "000001100000001",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000010000000001",
1 => "000010000010000",
2 => "000000100010000",
3 => "000000100000000",
4 => "000001100000001",
5 => "000001000000001",
others => "111111111111111")– End of y component 1)
),– End of component 0 of x
(–Component 1 of x
(–Component 0 of y
0 => "000010000010000",
1 => "000001000000000",
2 => "000001100010001",
3 => "000000100010000",
4 => "000000100000001",
5 => "000000100010001",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000001100000000",
1 => "000001000000000",
2 => "000010000010000",
3 => "000000100010000",
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4 => "000001100010001",
5 => "000010000000000",
others => "111111111111111")– End of y component 1)
)– End of component 1 of x
), –End of chip_id 2
(–chip_id 3
(–Component 0 of x
(–Component 0 of y
0 => "000000100010001",
1 => "000010000000000",
2 => "000010000010001",
3 => "000001000000001",
4 => "000001000010001",
5 => "000001100010000",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000000100000001",
1 => "000010000000000",
2 => "000000100010001",
3 => "000001000010001",
4 => "000001100000001",
5 => "000001100000000",
others => "111111111111111")– End of y component 1)
),– End of component 0 of x
(–Component 1 of x
(–Component 0 of y
0 => "000000100000000",
1 => "000000100010000",
2 => "000010000000001",
3 => "000001000010001",
4 => "000000100010001",
5 => "000001100010000",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000000100010000",
1 => "000000100000000",
2 => "000010000010001",
3 => "000000100010001",
4 => "000000100000001",
5 => "000010000000000",
others => "111111111111111")– End of y component 1)
)– End of component 1 of x
), –End of chip_id 3
(–chip_id 4
(–Component 0 of x
(–Component 0 of y
0 => "000000100010001",
1 => "000010000010001",
2 => "000001100010001",
3 => "000001000000001",
4 => "000001000010001",
5 => "000001100000000",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000010000010001",
1 => "000010000000001",
2 => "000000100000001",
3 => "000001000000001",
4 => "000000100010000",
5 => "000010000000000",
others => "111111111111111")– End of y component 1)
),– End of component 0 of x
(–Component 1 of x
(–Component 0 of y
0 => "000001000010001",
1 => "000010000010001",
2 => "000010000000000",
70
bibliografia
3 => "000010000010000",
4 => "000001100000001",
5 => "000001100000000",
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
0 => "000000100000001",
1 => "000000100010000",
2 => "000010000000000",
3 => "000001000010000",
4 => "000000100010001",
5 => "000000100000000",
others => "111111111111111")– End of y component 1)
)– End of component 1 of x
), –End of chip_id 4
others=>(–chip_id others
(–Component 0 of x
(–Component 0 of y
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
others => "111111111111111")– End of y component 1)
),– End of component 0 of x
(–Component 1 of x
(–Component 0 of y
others => "111111111111111"),– End of y component 0)
(–Component 1 of y
others => "111111111111111")– End of y component 1)
)– End of component 1 of x
) –End of chip_id others
); – End
end AER_pkg;
càrrega d’un fitxer connectionchip[].txt
Fitxer DataTemplate amb els valors inicials dels paràmetres.
# SYN-1 ... SYN-N is a fixed structure –> do not change!
SYN-1 0CCC #14Bit Mj + 1Bit Type + 1Bit sj: Mj=0, Type=0, sj=0 –> type and si will be modified!
SYN-2 7FFE #14Bit Lji + 2Bit Aji: Lji=8191, Aji=2
# The particular Names can be changed. Mind that this is data for unicast LOAD instruction
NEU-1 0CCC #14Bit Mi + 1Bit Type + 1Bit si: Mi=819, Type=0, si=0 –> type and si will be modified!
NEU-2 E188 #16Bit Vi=-7800
NEU-3 0000 #16Bit Sumweight=0
NEU-4 1FFF #Value to compute the probability of background caused spikes
# This is the section of common data. This data is broadcast data for LDALL instruction. Names can be changed
AMAX 00000003 #AMax=3
Lmax 00003FFF #Lmax full scaled to 14Bit, Lmax=16383
Mmax 00000666 #Mmax=1638
Dsyn1 0000F9AE #Dsyn1=40
Dsyn2 0000F9AE #Dsyn2=null
Dact1 0000FFFA #Dact1=11000
Dact2 0000012C #Dact2=300
Dmem1 0000EF7D #Dmem1=15
Dmem2 0000EF7D #Dmem2=61309
Dback 0000FEB9 #Dback=65209
VRest1 0000E188 #Vrest1=-78
VRest2 0000E188 #Vrest2=-7800
Pot1 00000054 #Pot1=0.84
Pot2 0000FFB0 #Pot2=-80
Theta1 0000F060 #Theta1=-78
Theta2 0000F060 #Theta2=-7800
Mask1 0000E000 #Mask1=57344
Mask2 0000C000 #Mask2=49152
Prob 00001FFF #Prob=8191
Uno 00000001 #Uno=1
Seed A553A75A,A554A75A
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Secció de dades generada en carregar el fitxer connectionChip[1].txt
assemblat
Fitxer assembly.asm.vhd amb el programa generat en el procés d’assemblat.
library ieee;
use ieee.std_logic_1164.all;
use ieee.std_logic_arith.all;
use ieee.std_logic_unsigned.all;
package SRAM_pkg is
constant ADDRESS_LINES: integer := 26; – 26 address lines
– constant ADDRESS_LINES: integer := 19; – 19 address lines for 512k x 32 SRAM
constant ADDRESS_LINES_SIM: integer := 12; – Reducing to 12 address lines for simulation
constant RAM_SIZE: integer := 2**ADDRESS_LINES_SIM;
–constant RAM_SIZE: integer := 2**11;
– For the full memory size, replace by:
– constant RAM_SIZE: integer := 2**DMAW (:=2**19);
type SRAM_array is array(0 to RAM_SIZE - 1) of std_logic_vector(31 downto 0);
constant MEMORY_CONTENT: SRAM_array :=
(
0 => x"00000020", – IMEMP to position 32
1 => x"000000cd", – DMEMP1 to position 205
2 => x"000000d1", – DMEMP2 to position 209
3 => x"000000d5", – DMEMP3 to position 213
4 => x"000000d9", – DMEMP4 to position 217
5 => x"000000dd", – DMEMP5 to position 221
6 => x"000000e1", – DMEMP6 to position 225
7 => x"000000e5", – DMEMP7 to position 229
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8 => x"000000e7", – DMEMP8 to position 231
9 => x"000000e9", – DMEMP9 to position 233
10 => x"000000eb", – DMEMP10 to position 235
11 => x"000000ed", – DMEMP11 to position 237
12 => x"000000ee", – DMEMP12 to position 238
13 => x"000000ef", – DMEMP13 to position 239
14 => x"000000f0", – DMEMP14 to position 240
15 => x"000000f1", – DMEMP15 to position 241
16 => x"000000f2", – DMEMP16 to position 242
17 => x"000000f3", – DMEMP17 to position 243
18 => x"000000f4", – DMEMP18 to position 244
19 => x"000000f5", – DMEMP19 to position 245
20 => x"000000f6", – DMEMP20 to position 246
21 => x"000000f7", – DMEMP21 to position 247
22 => x"000000f8", – DMEMP22 to position 248
23 => x"000000f9", – DMEMP23 to position 249
24 => x"000000fa", – DMEMP24 to position 250
25 => x"000000fb", – DMEMP25 to position 251
26 => x"000000fc", – DMEMP26 to position 252
27 => x"000000fe", – DMEMP27 to position 254
28 => x"000000ff", – DMEMP28 to position 255
29 => x"00000100", – DMEMP29 to position 256
30 => x"00000101", – DMEMP30 to position 257
31 => x"00000102", – DMEMP31 to position 258
32 => x"93071906", – CODE: , SETMP 25, READMP, LDALL R4
33 => x"4A1A068C", – MOVA R4, SETMP 26, RANDINI
34 => x"2D8A346A", – RANDON, LOAD R1, RANDOFF, AND R1
35 => x"925f323c", – DECAY: , MOVR R1, SWAP R1, GOTO MAIN
36 => x"0A9C4C24", – RST R1, MOVA R2, MOVR R4, SHL
37 => x"5C490418", – FREEZENC, RST R0, SUB R2, MOVR R2
38 => x"4C10101B", – UNFREEZE, LOOP 16, MOVA R2
39 => x"2C185C0A", – SHL, MOVR R2, FREEZENC, MOVA R1
40 => x"6C1B3C68", – ADD R3, MOVR R1, UNFREEZE, MOVA R3
41 => x"2C2A7C0B", – SHR, MOVR R3, ENDL, MOVA R1
42 => x"0A8C3C0B", – SHR, MOVR R1, MOVA R4, SHL
43 => x"3C290418", – FREEZENC, RST R0, SUB R1, MOVR R1
44 => x"245C2C1B", – UNFREEZE, MOVA R1, MOVR R2, RST R1
45 => x"0F06B240", – 01MEMBRANEVALUE: , RET, SWAP R5 , SETMP 15
46 => x"1E067307", – READMP, LDALL R3, SETMP 30
47 => x"0BAC9307", – READMP, LDALL R4, MOVA R5, SHR
48 => x"1006180B", – SHR, FREEZENC , SETMP 16
49 => x"1F067307", – READMP, LDALL R3, SETMP 31
50 => x"441B9307", – READMP, LDALL R4, UNFREEZE, RST R2
51 => x"D2170BAC", – MOVA R5, SHR , FREEZEC , SWAP R6
52 => x"1f5c89cc", – MOVA R6 , SUB R4 , MOVR R2
53 => x"1E061B10", – GOTO DECAY , UNFREEZE, SETMP 30
54 => x"0BAC9307", – READMP, LDALL R4, MOVA R5, SHR
55 => x"1F06180B", – SHR, FREEZENC , SETMP 31
56 => x"8C1B9307", – READMP, LDALL R4, UNFREEZE , MOVA R4
57 => x"28123C12", – SWAP R0, MOVR R1, SWAP R0, ADD R1
58 => x"B2D2DC48", – ADD R2 , MOVR R6 , SWAP R6 , SWAP R5
59 => x"24401204", – 02SYNAPTICWEIGHT: , RST R0 , SWAP R0 , RET, RST R1
60 => x"06180BCC", – MOVA R6, SHR, FREEZENC
61 => x"CC930717", – SETMP 23, READMP, LDALL R4, MOVA R6
62 => x"06180B0B", – SHR, SHR, FREEZENC
63 => x"1B930718", – SETMP 24, READMP, LDALL R4, UNFREEZE
64 => x"7C0B6C76", – MOVFS R3, MOVA R3 , SHR, MOVR R3
65 => x"3C882C18", – FREEZENC, MOVA R1 , ADD R4 , MOVR R1
66 => x"7C0B6C1B", – UNFREEZE, MOVA R3, SHR, MOVR R3
67 => x"88882C18", – FREEZENC, MOVA R1, ADD R4 , ADD R4
68 => x"6C761B3C", – MOVR R1, UNFREEZE, MOVFS R3, MOVA R3
69 => x"180B180B", – SHR, FREEZENC, SHR, FREEZENC
70 => x"1B3C882C", – MOVA R1 , ADD R4 , MOVR R1, UNFREEZE
71 => x"28121B1B", – UNFREEZE, UNFREEZE, SWAP R0 , ADD R1
72 => x"0C064012", – 03REALVALUEDVARIABLE: , SWAP R0 , RET, SETMP 12
73 => x"0BCC7307", – READMP, LDALL R3, MOVA R6, SHR
74 => x"0D06180B", – SHR, FREEZENC, SETMP 13
73
Desenvolupament de software i algorisme per a xarxes neuronals spiking bioinspirades
75 => x"561B7307", – READMP, LDALL R3, UNFREEZE, MOVFS R2
76 => x"acb2101f", – GOTO DECAY , SWAP R5, MOVA R5
77 => x"4C180BB2", – SWAP R5, SHR , FREEZENC, MOVA R2
78 => x"CC1B5CA8", – ADD R5 , MOVR R2, UNFREEZE, MOVA R6
79 => x"924C180B", – SHR , FREEZENC, MOVA R2, SWAP R4
80 => x"1B5C9289", – SUB R4 , SWAP R4, MOVR R2, UNFREEZE
81 => x"1D064055", – 04ACTIVATIONVARIABLE: , MOVTS R2, RET, SETMP 29
82 => x"6C723307", – READMP, LDALL R1, SWAP R3, MOVA R3
83 => x"07130619", – FREEZEZ , SETMP 19, READMP
84 => x"0A495213", – LDALL R0, SWAP R2, SUB R2, SHL
85 => x"7C286C18", – FREEZENC , MOVA R3, ADD R1 , MOVR R3
86 => x"13070B06", – SETMP 11, READMP, LDALL R0
87 => x"06180A69", – SUB R3 , SHL , FREEZENC
88 => x"1B73070B", – SETMP 11, READMP, LDALL R3, UNFREEZE
89 => x"13071306", – SETMP 19, READMP, LDALL R0
90 => x"4C1B5C0B", – SHR, MOVR R2, UNFREEZE, MOVA R2
91 => x"296C180A", – SHL , FREEZENC , MOVA R3, SUB R1
92 => x"0713067C", – MOVR R3 , SETMP 19, READMP
93 => x"1B5C0B13", – LDALL R0, SHR, MOVR R2, UNFREEZE
94 => x"441A6C1B", – UNFREEZE, MOVA R3, FREEZENZ , RST R2
95 => x"4052721B", – 05MEMORYOFLASTPRESYNAPTICSPIKE: , UNFREEZE, SWAP R3, SWAP R2, RET
96 => x"73071106", – SETMP 17, READMP, LDALL R3
97 => x"180B0BCC", – MOVA R6, SHR, SHR, FREEZENC
98 => x"73071206", – SETMP 18, READMP, LDALL R3
99 => x"1f5cac1b", – UNFREEZE, MOVA R5, MOVR R2
100 => x"180BCC10", – GOTO DECAY, MOVA R6, SHR, FREEZENC
101 => x"13071606", – SETMP 22, READMP, LDALL R0
102 => x"BC4C1B5C", – MOVR R2, UNFREEZE, MOVA R2, MOVR R5
103 => x"07110640", – 06MEMORYOFLASTPOSTSYNAPTICSPIKE: , RET, SETMP 17, READMP
104 => x"0BACB273", – LDALL R3, SWAP R5, MOVA R5, SHR
105 => x"1206180B", – SHR , FREEZENC, SETMP 18
106 => x"921B7307", – READMP, LDALL R3, UNFREEZE, SWAP R4
107 => x"1f5c928c", – MOVA R4, SWAP R4, MOVR R2
108 => x"0BB2AC10", – GOTO DECAY, MOVA R5, SWAP R5, SHR
109 => x"07160618", – FREEZENC, SETMP 22, READMP
110 => x"4C1B5C13", – LDALL R0, MOVR R2 , UNFREEZE, MOVA R2
111 => x"40929C92", – 07SPIKEUPDATE: , SWAP R4, MOVR R4, SWAP R4, RET
112 => x"73071B06", – SETMP 27, READMP, LDALL R3
113 => x"0B0BACB2", – SWAP R5, MOVA R5, SHR, SHR
114 => x"071C0618", – FREEZENC, SETMP 28, READMP
115 => x"0BAC1B73", – LDALL R3, UNFREEZE, MOVA R5, SHR
116 => x"D26CBC0A", – SHL, MOVR R5 , MOVA R3, SWAP R6
117 => x"180AD2C9", – SUB R6 , SWAP R6, SHL, FREEZENC
118 => x"AC170AEC", – MOVA R7 , SHL, FREEZEC , MOVA R5
119 => x"73071D06", – SETMP 29, READMP, LDALL R3
120 => x"1BF1BC68", – ADD R3, MOVR R5, SET R7 , UNFREEZE
121 => x"F240B21B", – 08BACKGROUNDACTIVITY: , UNFREEZE, SWAP R5 , RET, SWAP R7
122 => x"065CF2EC", – MOVA R7, SWAP R7, MOVR R2
123 => x"1f73070e", – SETMP 14, READMP, LDALL R3
124 => x"19063210", – GOTO DECAY , SWAP R1, SETMP 25
125 => x"498C9307", – READMP, LDALL R4, MOVA R4 , SUB R2
126 => x"1829C06A", – RANDON, CLRC, SUB R1 , FREEZENC
127 => x"2D8C8A34", – LOAD R1 , RANDOFF, MOVA R4, AND R1
128 => x"EC5C8C3C", – MOVR R1, MOVA R4 , MOVR R2, MOVA R7
129 => x"ACB2170A", – SHL, FREEZEC , SWAP R5 , MOVA R5
130 => x"1D060A0B", – SHR, SHL, SETMP 29
131 => x"BC687307", – READMP, LDALL R3, ADD R3, MOVR R5
132 => x"1B1BF1B2", – SWAP R5, SET R7 , UNFREEZE, UNFREEZE
133 => x"FCF24C32", – SWAP R1, MOVA R2, SWAP R7, MOVR R7
134 => x"0AEC40F2", – 09REFRACTORYP: , SWAP R7, RET, MOVA R7, SHL
135 => x"06D240FC", – 00NEURONLOAD: , MOVR R7 , RET, SWAP R6
136 => x"D2D40708", – SETMP 8, READMP, LOAD R6, SWAP R6
137 => x"07090612", – SWAP R0, SETMP 9, READMP
138 => x"07061214", – LOAD R0, SWAP R0, SETMP 7
139 => x"0A4C5407", – READMP, LOAD R2, MOVA R2, SHL
140 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
141 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
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142 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
143 => x"0B0B0B0A", – SHL, SHR, SHR, SHR
144 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
145 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
146 => x"B20B0B0B", – SHR, SHR, SHR, SWAP R5
147 => x"0B4CB2BC", – MOVR R5 , SWAP R5, MOVA R2, SHR
148 => x"929C920B", – SHR, SWAP R4, MOVR R4 , SWAP R4
149 => x"73071406", – SETMP 20, READMP, LDALL R3
150 => x"0BB2ACB2", – SWAP R5, MOVA R5, SWAP R5, SHR
151 => x"1506180B", – SHR, FREEZENC, SETMP 21
152 => x"061B7307", – READMP, LDALL R3, UNFREEZE
153 => x"6F34070A", – SETMP 10, READMP, LOAD R1, INV R3
154 => x"2CF2FC2D", – AND R1 , MOVR R7 , SWAP R7, MOVA R1
155 => x"9240FC6D", – 99NEURONSAVE: , AND R3 , MOVR R7 , RET, SWAP R4
156 => x"64D232B2", – SWAP R5 , SWAP R1, SWAP R6, RST R3
157 => x"A80A0A8C", – MOVA R4 , SHL, SHL, ADD R5
158 => x"060B047C", – MOVR R3, RST R0, SHR
159 => x"04620707", – SETMP 7, READMP, STNC R3, RST R0
160 => x"0708060B", – SHR, SETMP 8, READMP
161 => x"06C012C2", – STNC R6, SWAP R0, CLRC
162 => x"12020709", – SETMP 9, READMP, STNC R0, SWAP R0
163 => x"73071406", – SETMP 20, READMP, LDALL R3
164 => x"0B0BB2AC", – MOVA R5, SWAP R5, SHR, SHR
165 => x"07150618", – FREEZENC, SETMP 21, READMP
166 => x"6DEC1B73", – LDALL R3, UNFREEZE, MOVA R7 , AND R3
167 => x"06C0EEF2", – SWAP R7 , OR R7 , CLRC
168 => x"4002070A", – 00SYNAPSELOAD: , SETMP 10, READMP, STNC R0, RET
169 => x"54270006", – SETMP 0 , READMP 1, LOAD R2
170 => x"0A0A0A4C", – MOVA R2, SHL, SHL, SHL
171 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
172 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
173 => x"0B0A0A0A", – SHL, SHL, SHL, SHR
174 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
175 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
176 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
177 => x"0B4CDC0B", – SHR, MOVR R6 , MOVA R2, SHR
178 => x"7254BC0B", – SHR, MOVR R5 , LOAD R2, SWAP R3
179 => x"0A0A0A4C", – MOVA R2, SHL, SHL, SHL
180 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
181 => x"0A0A0A0A", – SHL, SHL, SHL, SHL
182 => x"0B0A0A0A", – SHL, SHL, SHL, SHR
183 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
184 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
185 => x"0B0B0B0B", – SHR, SHR, SHR, SHR
186 => x"4C727C0B", – SHR, MOVR R3 , SWAP R3, MOVA R2
187 => x"5C0B0B52", – SWAP R2, SHR, SHR, MOVR R2
188 => x"00064052", – 99SYNAPSESAVE: , SWAP R2, RET, SETMP 0
189 => x"0A0AAC27", – READMP 1, MOVA R5, SHL, SHL
190 => x"0B047CC8", – ADD R6, MOVR R3 , RST R0, SHR
191 => x"524C5262", – STNC R3, SWAP R2, MOVA R2, SWAP R2
192 => x"68720A0A", – SHL, SHL, SWAP R3, ADD R3
193 => x"0B047C72", – SWAP R3, MOVR R3 , RST R0, SHR
194 => x"ACB24062", – SPIKESENABLE: , STNC R3, RET, SWAP R5, MOVA R5
195 => x"070106B2", – SWAP R5, SETMP 1, READMP
196 => x"9e3f4080", – MAIN: , SETC , RET, GOTO 00NEURONLOAD
197 => x"0610351f", – GOTO 01MEMBRANEVALUE, LOOP SYNAPSES
198 => x"6f1f245f", – GOTO 00SYNAPSELOAD, GOTO 02SYNAPTICWEIGHT
199 => x"c61fa21f", – GOTO 03REALVALUEDVARIABLE, GOTO 04ACTIVATIONVARIABLE
200 => x"725f003f", – GOTO 05MEMORYOFLASTPRESYNAPTICSPIKE, GOTO 99SYNAPSESAVE
201 => x"3f1d3f2a", – ENDL, GOTO 06MEMORYOFLASTPOSTSYNAPTICSPIKE
202 => x"3f673f40", – GOTO 07SPIKEUPDATE, GOTO 08BACKGROUNDACTIVITY
203 => x"5fef3f9a", – GOTO 09REFRACTORYP, GOTO 99NEURONSAVE
204 => x"925faa8a", – GOTO SPIKESENABLE, STOP , GOTO MAIN
205 => x"0CCE0CCC",
206 => x"0CCE0CCC",
207 => x"7FFE7FFE",
208 => x"7FFE7FFE",
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209 => x"0CCC0CCC",
210 => x"0CCC0CCC",
211 => x"7FFE7FFE",
212 => x"7FFE7FFE",
213 => x"0CCC0CCC",
214 => x"0CCC0CCC",
215 => x"7FFE7FFE",
216 => x"7FFE7FFE",
217 => x"0CCC0CCC",
218 => x"0CCC0CCC",
219 => x"7FFE7FFE",
220 => x"7FFE7FFE",
221 => x"0CCC0CCE",
222 => x"0CCE0CCC",
223 => x"7FFE7FFE",
224 => x"7FFE7FFE",
225 => x"0CCC0CCC",
226 => x"0CCC0CCE",
227 => x"7FFE7FFE",
228 => x"7FFE7FFE",
229 => x"0CCC0CCC",
230 => x"0CCC0CCE",
231 => x"E188E188",
232 => x"E188E188",
233 => x"00000000",
234 => x"00000000",
235 => x"1FFF1FFF",
236 => x"1FFF1FFF",
237 => x"00000003",
238 => x"0000FFFA",
239 => x"0000012C",
240 => x"0000FEB9",
241 => x"0000EF7D",
242 => x"0000EF7D",
243 => x"0000F9AE",
244 => x"0000F9AE",
245 => x"00003FFF",
246 => x"0000E000",
247 => x"0000C000",
248 => x"00000666",
249 => x"00000054",
250 => x"0000FFB0",
251 => x"00001FFF",
252 => x"A553A75A",
253 => x"A554A75A",
254 => x"0000F060",
255 => x"0000F060",
256 => x"00000001",
257 => x"0000E188",
258 => x"0000E188",
others => (others => ’-’) );
end SRAM_pkg;
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simulació
Visualització dels resultats de la simulació al navegador.
77

BL L I S TAT D E F I T X E R S
b.1 instruction set
Fitxer InstructionSet.txt amb les instruccions suportades per l’assemblador.
#Mnemonic OpCode Argument OpCodeLength Function
NOP 00000000 - 1 #no operation
HALT 00100000 - 1
RET 01000000 - 1
SETZ 01100000 - 1
SETC 10000000 - 1
CLRZ 10100000 - 1
CLRC 11000000 - 1
TRANSFER 11100000 - 1
STC 00001 REG 1
STNC 00010 REG 1
STZ 00011 REG 1
RST 00100 REG 1
STNZ 00101 REG 1
SETMP 00110 LNG 2 #needs 2 words, no data manipulation
READMP 00111 OFS 1
ADD 01000 REG 1
SUB 01001 REG 1
SHL 00001010 - 1
ENDL 00101010 - 1
RANDINI 01001010 - 1
RANDON 01101010 - 1
RANDOFF 10001010 - 1
STOP 10101010 - 1
TRANSFERX 11001010 - 1
READMPR 11101010 EDT 2
SHR 00001011 - 1
RANDON1 00101011 - 1
FZ_STC_ON 01001011 - 1
FZ_STC_OFF 01101011 - 1
RST_SEQ 10001011 - 1
D2IMP 10101011 - 1
MOVA 01100 REG 1
AND 01101 REG 1
OR 01110 REG 1
INV 01111 REG 1
LOOP 10000 LNG 2
SET 10001 REG 1
SWAP 10010 REG 1
LDALL 10011 REG 1
LOAD 10100 REG 1
MOVTS 10101 REG 1
MOVFS 10110 REG 1
FREEZEC 10111 - 1
FREEZENC 11000 - 1 #NUM - EXTENDED in comb with 2 opcode length
FREEZEZ 11001 - 1 #EDT - 3 bits size data for extended operations
(opcode 1 byte)
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FREEZENZ 11010 - 1 #ESD - One byte size data for extended
operations(opcode 1 byte)
UNFREEZE 11011 - 1 #EDD - Two bytes size data for extended
operations(opcode 1 byte)
MOVR 11100 REG 1 #OFS - Offset, 3 bits (SRC/DST)
GOTOF 11101 SYM 2 # - no argument
XOR 11110 REG 1 #REG - SRC/DST
GOTO 11111 SYM 2 #LNG - DATA fully from 2nd Word + SRC/DST from
1st word
b.2 spindek, fitxers font
Els fitxers font Java del programa SpiNDeK es poden consultar en la versió en CD d’aquest
PFC.
b.3 algorisme de l’activitat de fons
Codi de la rutina per la implementació de l’activitat de fons segons el plantejament inicial.
.background
LDALL R5,SPIKE
RST R5 ;eliminem els spike que es puguin haver generat en el pas anterior
LOAD R2,EPOISSON
LDALL R3,DBACK
GOTO DECAY
LDALL R4,PROB
RANDON ;Generem el nombre aleatori i el guardem a R3
LOAD R3
MOVA R4
AND R3
MOVR R3
MOVA R4 ;Càlcul de la probabilitat
SUB R2
CLRC
SUB R3 ;Probabilitat - Nombre aleatori
RANDOFF
FREEZENC ;Si el nombre aleatori és més petit que la probabilitat
LDALL R2,PROB ;Inicialitzem el terme del decaïment
MOVA R5 ;Generem un impuls i el guardem a R5
SHR
SHL
LDALL R3,UNO
ADD R3
MOVR R5
UNFREEZE
CLRC
STNC R2,EPOISSON ;Guardem el terme del decaïment
STNC R5,SPIKE ;Guardem l’impuls
RST R0
RET
Fitxer backact.asm amb el programa per verificar l’activitat de fons amb la rutina corregida
i finalment adoptada.
define size_x 4
define size_y 4
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.DATA
SPIKE="00000000,00000000" ; impuls generat
NEU-4="1FFF1FFF,1FFF1FFF" ; Terme del decaïment i temps refractari
DBACK="00009B45" ; 9B45 TAU=2ms ; E7A3 TAU=10ms ; FAEE TAU=50MS ; FEB9
TAU=200ms
PROB="00001FFF" ; Valor màxim de probabilitat
SEED="A553A75A,A554A75A" ; Llavor per inicialitzar el registre LFSR
UNO="00000001" ; unitat, serveix per generar els impulsos
.CODE
;--------------INIT SOME VARIABLES----------------------
LDALL R4,PROB
MOVA R4
SETMP SEED
RANDINI
RANDON
LOAD R1 ; Valor inicial de la probabilitat de generar un potencial d’acció degut a l’
activitat de fons ==> SR1
RANDOFF
AND R1
MOVR R1
SWAP R1
;-------------------------------------------------------
GOTO MAIN
;-------------------------------------------------------
.DECAY
RST R1
MOVA R2
MOVR R4
SHL
FREEZENC
RST R0
SUB R2
MOVR R2
UNFREEZE
LOOP 15
MOVA R2
SHL
MOVR R2
FREEZENC
MOVA R1
ADD R3
MOVR R1
UNFREEZE
MOVA R3
SHR
MOVR R3
ENDL
MOVA R1
SHR
MOVR R1
MOVA R4
SHL
FREEZENC
RST R0
SUB R1
MOVR R1
UNFREEZE
MOVA R1
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MOVR R2
RST R1
RET
;-------------------------------------------------------
.PARAMETERSLOAD
LOAD R5,SPIKE ; Descartem els impulsos anteriors
MOVA R5
SHR
SHL
MOVR R5
SWAP R5
LOAD R7,NEU-4 ; Decaïment exponencial ==> SR7
SWAP R7
RET
;-------------------------------------------------------
.BACKGROUND
SWAP R7
MOVA R7
SWAP R7
MOVR R2 ; Terme exponencial ==> R2
LDALL R3,DBACK
GOTO DECAY ; Decaïment
SWAP R1 ; Probabilitat d’activació ==> R1
LDALL R4,PROB
MOVA R4 ; Probabilitat ==> ACC
SUB R2
RANDON
CLRC
SUB R1 ; Probabilitat - Probabilitat d’activació
FREEZENC ; Si Probabilitat > Probabilitat d’activació
LOAD R1 ; Nova probabilitat d’activació aleatòria ==> R1
RANDOFF
MOVA R4
AND R1
MOVR R1
MOVA R4 ; Inicialitzar terme decaïment (Probabilitat=0)
MOVR R2
SWAP R5 ; Nou impuls
MOVA R5
SHR
SHL
LDALL R3,UNO
ADD R3
MOVR R5
SWAP R5
UNFREEZE
SWAP R1 ; Probabilitat d’activació ==> SR1
MOVA R2 ; Terme del decaïment ==> SR7
SWAP R7
MOVR R7
SWAP R7
RET
;-------------------------------------------------------
.SAVEPARAMETERS
CLRC
SWAP R5 ; Impuls ==> Memòria
STNC R5,SPIKE
SWAP R5
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SWAP R7 ; Decaïment ==> Memòria
STNC R7,NEU-4
RET
;-------------------------------------------------------
.MAIN
GOTO PARAMETERSLOAD
GOTO BACKGROUND
GOTO SAVEPARAMETERS
RST R0 ; S’ha de fer un reset en ACC per no activar la propagació dels spikes donat que
aquest mecanisme no funciona correctament i provoca que la simulació entri en un
bucle
STOP
GOTO MAIN
b.4 algorisme del temps refractari
Fitxer refr.asm amb el programa per verificar el funcionament del temps refractari.
define size_x 4
define size_y 4
.DATA
SPIKE="00000000,00000000" ; spike generat
NEU-4="1FFF1FFF,1FFF1FFF" ; Terme del decaïment i temps refractari
DBACK="00009B45" ; 9B45 TAU=2ms ; E7A3 TAU=10ms ; FAEE TAU=50MS ; FEB9
TAU=200ms
PROB="00001FFF" ; Valor màxim de probabilitat
MASK1="0000E000" ; Màscara per seleccionar decaïment/temps refractari en neurones
excitadores
MASK2="0000C000" ; Ídem per a les inhibidores
SEED="A553A75A,A554A75A" ; Llavor per inicialitzar el registre LFSR
UNO="00000001" ; unitat, serveix per generar els impulsos
.CODE
;-------------INIT SOME VARIABLES--------------
LDALL R4,PROB
MOVA R4
SETMP SEED
RANDINI
RANDON
LOAD R1 ; Valor inicial de la probabilitat de generar un potencial d’acció degut a l’
activitat de fons ==> SR1
RANDOFF
AND R1
MOVR R1
SWAP R1
;------------------------------------------------
GOTO MAIN
;------------------------------------------------
.DECAY
RST R1
MOVA R2
MOVR R4
SHL
FREEZENC
RST R0
SUB R2
MOVR R2
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UNFREEZE
LOOP 15
MOVA R2
SHL
MOVR R2
FREEZENC
MOVA R1
ADD R3
MOVR R1
UNFREEZE
MOVA R3
SHR
MOVR R3
ENDL
MOVA R1
SHR
MOVR R1
MOVA R4
SHL
FREEZENC
RST R0
SUB R1
MOVR R1
UNFREEZE
MOVA R1
MOVR R2
RST R1
RET
;-----------------------------------------------------------------
.PARAMETERSLOAD
LOAD R5,SPIKE ; Descartem els impulsos anteriors
MOVA R5
SHR
SHL
MOVR R5
SWAP R5
LDALL R3,MASK1 ; Carreguem la màscara segons el tipus de neurona
SWAP R5
MOVA R5
SWAP R5
SHR
SHR
FREEZENC
LDALL R3,MASK2
UNFREEZE
LOAD R1,NEU-4 ; temps +exponencial ==> r1
INV R3 ; Màscara invertida ==> ACC
AND R1 ; Descartem el temps
MOVR R7 ; Terme de l’exponencial ==> SR7
SWAP R7
MOVA R1 ; temps +exponencial ==> ACC
AND R3 ; Descartem terme exponencial
MOVR R7 ; Temps refractari ==> R7
RET
;---------------------------------------------------------------
.BACKGROUND
SWAP R7
MOVA R7
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SWAP R7
MOVR R2 ; Terme decaïment exponencial ==> R2
LDALL R3,DBACK
GOTO DECAY ; Decaïment
SWAP R1 ; Probabilitat d’activació ==> R1
LDALL R4,PROB
MOVA R4 ; Probabilitat ==> ACC
SUB R2
RANDON
CLRC
SUB R1 ; Probabilitat - Probabilitat d’activació
FREEZENC ; Si Probabilitat > Probabilitat d’activació
LOAD R1 ; Nova probabilitat d’activació aleatòria ==> R1
RANDOFF
MOVA R4
AND R1
MOVR R1
MOVA R4 ; Inicialitzar terme decaïment (Probabilitat=0)
MOVR R2
MOVA R7 ; Temps refractari ==> ACC
SHL
FREEZEC ; C==1 ==> estem dins del període refractari
SWAP R5 ; Nou impuls
MOVA R5
SHR
SHL
LDALL R3,UNO
ADD R3
MOVR R5
SWAP R5
SET R7 ; Activar període refractari
UNFREEZE
UNFREEZE
SWAP R1 ; Probabilitat d’activació ==> SR1
MOVA R2 ; Terme decaïment ==> SR7
SWAP R7
MOVR R7
SWAP R7
RET
;---------------------------------------------------------------
.REFRACTARY
MOVA R7
SHL ; Temps refractari - 1ms
MOVR R7
RET
;---------------------------------------------------------------
.SAVEPARAMETERS
CLRC
SWAP R5 ; Impuls ==> Memòria
STNC R5,SPIKE
SWAP R5
LDALL R3,MASK1 ; Carreguem màscara
SWAP R5
MOVA R5
SWAP R5
SHR
SHR
FREEZENC
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LDALL R3,MASK2
UNFREEZE
MOVA R7 ; Temps refractari ==> ACC
AND R3
SWAP R7 ; Decaïment ==> R7
OR R7 ; Temps OR Exponencial ==> ACC
CLRC
STNC R0,NEU-4 ; Temps + Exponencial ==> Memòria
RET
;-------------------------------------------------------------------
.MAIN
GOTO PARAMETERSLOAD
GOTO BACKGROUND
GOTO REFRACTARY
GOTO SAVEPARAMETERS
RST R0 ; S’ha de fer un reset en ACC per no activar la propagació dels spikes donat que
aquest mecanisme no funciona correctament i provoca que la simulació entri en un
bucle
STOP
GOTO MAIN
b.5 algorisme snn
Algorisme neuronal complet, SNNalg.asm.
.CODE
;---------------INIT SOME VARIABLES----------------
LDALL R4,PROB
MOVA R4
SETMP SEED
RANDINI
RANDON
LOAD R1
RANDOFF
AND R1
MOVR R1
SWAP R1
;---------------------------------------------------
GOTO MAIN
;---------------------------------------------------
; ********************* PROCEDURES BEGIN ***********
; ------------------ 00 Exponential Decay ----------
.DECAY
RST R1
MOVA R2
MOVR R4
SHL
FREEZENC
RST R0
SUB R2
MOVR R2
UNFREEZE
LOOP 16
MOVA R2
SHL
MOVR R2
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FREEZENC
MOVA R1
ADD R3
MOVR R1
UNFREEZE
MOVA R3
SHR
MOVR R3
ENDL
MOVA R1
SHR
MOVR R1
MOVA R4
SHL
FREEZENC
RST R0
SUB R1
MOVR R1
UNFREEZE
MOVA R1
MOVR R2
RST R1
RET
; -------------------- 01 Membrane Value -------------
.01MembraneValue
SWAP R5 ;SWAP TYP+SI
LDALL R3,DMEM1 ;R3=DECAY DONATOR
LDALL R4,VREST1 ;NEURON=TYPE1 (STANDARD LOAD)
MOVA R5
SHR
SHR
FREEZENC ;IF NEURON=TYPE2 (CONDITIONAL LOAD)
LDALL R3,DMEM2 ;R3=DECAY DONATOR
LDALL R4,VREST2
UNFREEZE
RST R2 ;R2=0
MOVA R5
SHR ;--> NEURON SPIKE
FREEZEC ;IF (SI == 0) {
SWAP R6 ;APPEND=((VI - VREST) * KMEM);
MOVA R6 ;ACC=VI
SUB R4 ;-VREST
MOVR R2 ;R2=OPERAND
GOTO DECAY ;PROCESS DECAY: ;R2=OPERAND, R3=DECAY DONATOR
UNFREEZE
;VI = VREST+SUMWEIGHTS+APPEND;
LDALL R4,VREST1 ;LOAD R4 START (AGAIN)
MOVA R5
SHR
SHR
FREEZENC ;IF NEURON=TYPE2 (CONDITIONAL LOAD)
LDALL R4,VREST2
UNFREEZE ;LOAD R4 END
RST R3
MOVA R5
SHR
FREEZEC
MOVA R2 ;R3=APPEND
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MOVR R3
UNFREEZE
SWAP R0
MOVR R1
SWAP R0
MOVA R4 ;ACC=VREST (OLD VALUE OF R4!!)
ADD R1 ;+SUMWEIGHTS
ADD R3 ;+APPEND
MOVR R6 ;ACC -> VI
SWAP R6 ;SWAP BACK VI
SWAP R5 ;SWAP BACK TYPE+SI
RST R0 ;SUMWEIGHTS=0 --> NEEDED FOR LATER!
SWAP R0 ;SWAP BACK SUMWEIGHTS
RET
; ------------------- 02 Synaptic Weight --------------
.02SynapticWeight
RST R1 ;WJI = 0 --> ALSO USED FOR ELSE
MOVA R6
SHR
FREEZENC ;IF(SJ[S]==1)
LDALL R4,POT1 ;TYPE=0 ;ELSE
MOVA R6
SHR
SHR
FREEZENC
LDALL R4,POT2
UNFREEZE
MOVFS R3;WJI[S]=(DOUBLE)A[AJI[S]]*P[S];
MOVA R3 ;AJI SHR>> 1
SHR
MOVR R3
FREEZENC
MOVA R1 ;AJI=X1
ADD R4 ;+ 1XPOT
MOVR R1
UNFREEZE
MOVA R3
SHR
MOVR R3
FREEZENC
MOVA R1 ;AJI=1X
ADD R4 ;+2XPOT
ADD R4
MOVR R1
UNFREEZE
MOVFS R3
MOVA R3
SHR
FREEZENC
SHR
FREEZENC
MOVA R1 ;AJI=11
ADD R4 ;+1XPOT
MOVR R1
UNFREEZE
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UNFREEZE
UNFREEZE
SWAP R0 ;SUM --> ACC
ADD R1 ;ACC=SUM+WJI
SWAP R0 ;SR0=SUM
RET
; ----------------- 03 Real Valued Variable ----------
.03RealValuedVariable
LDALL R3,DACT1
MOVA R6
SHR
SHR
FREEZENC
LDALL R3,DACT2
UNFREEZE
;TYPE DATA LOAD - END
MOVFS R2; LJI->R2
GOTO DECAY ;PROCESS DECAY: ;R2=OPERAND, R3=DECAY DONATOR --> R2=RESULT DECAY
SWAP R5
MOVA R5
SWAP R5
SHR ;SI
FREEZENC
MOVA R2
ADD R5 ;+MJ
MOVR R2
UNFREEZE
MOVA R6
SHR ;SJ
FREEZENC
MOVA R2
SWAP R4
SUB R4 ;-MI
SWAP R4
MOVR R2
UNFREEZE
MOVTS R2;RES -> LJI
RET
; --------------------04 Activation Variable -----------
.04ActivationVariable
LDALL R1,UNO
SWAP R3
MOVA R3
FREEZEZ ; FREEZE WHEN AJI=0
;IF CONNECTION IS ACTIVE
LDALL R0,LMAX ; (LMAX-LJI) < 0 ?
SWAP R2
SUB R2
SHL
FREEZENC ; -->YES
MOVA R3
ADD R1 ; AJI+1
MOVR R3 ; AJI -> SR3
LDALL R0,AMAX ;
SUB R3 ; ACC=AMAX-AJI
SHL ; NEGATIVE?
FREEZENC ; AJI-R1=0
LDALL R3,AMAX
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UNFREEZE
LDALL R0,LMAX ; LJI=LMAX/2
SHR
MOVR R2
UNFREEZE
;ELSE IF (LJI[J] < LMIN) {
MOVA R2 ; LJI-->ACC, LMIN=0
SHL ; (LJI-LMIN(=0)) < 0 ?
FREEZENC ; (LJI-LMIN) < 0 ? YES
MOVA R3
SUB R1 ; AJI-1, SR3 ACT.
MOVR R3 ; AJI -> R3
LDALL R0,LMAX ; LJI=LMAX/2
SHR
MOVR R2
UNFREEZE
UNFREEZE
MOVA R3
FREEZENZ ;IF CONNECTION IS INACTIVE
RST R2
UNFREEZE
SWAP R3
SWAP R2
RET
; --------------- 05 Memory of last presynaptic Spike --------
.05MemoryOfLastPresynapticSpike
LDALL R3,DSYN1 ;TYPE=1
MOVA R6
SHR
SHR
FREEZENC
LDALL R3,DSYN2 ;TYPE=2
UNFREEZE
MOVA R5
MOVR R2
GOTO DECAY ;R2=OPERAND, R3=DECAY DONATOR --> R2=RESULT DECAY
MOVA R6
SHR
FREEZENC
LDALL R0,MMAX
MOVR R2
UNFREEZE
MOVA R2
MOVR R5; RES IN R5
RET
; --------------- 06 Memory of last postsynaptic Spike ---------
.06MemoryOfLastPostsynapticSpike
LDALL R3,DSYN1 ;TYPE=1
SWAP R5
MOVA R5
SHR
SHR ;-->TYPE
FREEZENC
LDALL R3,DSYN2 ;TYPE=2
UNFREEZE
SWAP R4 ;R2=MI
MOVA R4
SWAP R4
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MOVR R2
GOTO DECAY ;R2=OPERAND, R3=DECAY DONATOR --> R2=RESULT DECAY
MOVA R5
SWAP R5
SHR ;-->SI
FREEZENC
LDALL R0,MMAX
MOVR R2 ;OVERWRITE DECAY RESULT
UNFREEZE
MOVA R2
SWAP R4
MOVR R4; RES IN SR4
SWAP R4
RET
; ------------------ 07 Spike Update ----------------
.07SpikeUpdate
; TYPE DATA LOAD BEGIN
LDALL R3,THETA1 ;TYPE=0 ;ELSE
SWAP R5
MOVA R5 ;TYPE+SI
SHR
SHR
FREEZENC
LDALL R3,THETA2
UNFREEZE
; TYPE DATA LOAD END
MOVA R5 ;SET OUTPUTSPIKE=0
SHR
SHL
MOVR R5 ;INFO OF SI GETS LOST!
MOVA R3 ;ACC=THETA
SWAP R6
SUB R6 ;-VI
SWAP R6
SHL
FREEZENC
MOVA R7 ; Temps refractari ==> ACC
SHL
FREEZEC ; Freeze si C==1 ( estem dins del període refractari)
MOVA R5
LDALL R3,UNO
ADD R3
MOVR R5
SET R7 ; Activar període refractari
UNFREEZE
UNFREEZE
SWAP R5 ;RESULT STORED IN SR5
RET
;-------------------- 08BackgroundActivity-----------------
.08BackgroundActivity
SWAP R7
MOVA R7
SWAP R7
MOVR R2 ; Terme decaïment exponencial ==> R2
LDALL R3,DBACK
GOTO DECAY ; Decaïment
SWAP R1 ; Probabilitat d’activació ==> R1
LDALL R4,PROB
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MOVA R4 ; Probabilitat ==> ACC
SUB R2
RANDON
CLRC
SUB R1 ; Probabilitat - Probabilitat d’activació
FREEZENC ; Si Probabilitat > Probabilitat d’activació
LOAD R1 ; Nova probabilitat d’activació aleatòria ==> R1
RANDOFF
MOVA R4
AND R1
MOVR R1
MOVA R4 ; Inicialitzar terme decaïment (Probabilitat=0)
MOVR R2
MOVA R7 ; Temps refractari ==> ACC
SHL
FREEZEC ; Freeze si C==1 ( estem dins del període refractari)
SWAP R5 ; Nou impuls
MOVA R5
SHR
SHL
LDALL R3,UNO
ADD R3
MOVR R5
SWAP R5
SET R7 ; Activar període refractari
UNFREEZE
UNFREEZE
SWAP R1 ; Probabilitat d’activació ==> SR1
MOVA R2 ; Terme decaïment ==> SR7
SWAP R7
MOVR R7
SWAP R7
RET
;---------------------------------------------------
.09REFRACTORYP
MOVA R7
SHL ;ELIMINEM UN MS
MOVR R7 ;GUARDEM EL NOU TEMPS
RET
; ------------------- 00 Neuron Load ---------------
.00NeuronLoad
SWAP R6
LOAD R6,NEU-2 ;SR6<--VI
SWAP R6
SWAP R0
LOAD R0,NEU-3 ;SR0<--SUMWEIGHTS
SWAP R0
;*** ONLY SI+TYPE
LOAD R2,NEU-1 ;MI+Type+SI
MOVA R2
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
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SHL
SHL
SHL
SHL
SHL
SHL
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SWAP R5
MOVR R5 ;TYPE+SI-->SR5
SWAP R5
;*** ONLY MI
MOVA R2
SHR
SHR
SWAP R4
MOVR R4 ;MI-->SR4
SWAP R4
LDALL R3,MASK1 ;CARREGUEM LA MÀSCARA SEGONS EL TIPUS DE NEURONA
SWAP R5
MOVA R5
SWAP R5
SHR
SHR
FREEZENC
LDALL R3,MASK2
UNFREEZE
LOAD R1,NEU-4 ;CARREGUEM TEMPS +EXPONENCIAL EN R1
INV R3 ;MASCARA INVERTIDA A ACC
AND R1 ;DESCARTEM EL TEMPS APLICANT LA MASCARA INVERTIDA
MOVR R7 ;EL GUARDEM EN SR7
SWAP R7
MOVA R1 ;CARREGUEM TEMPS +EXPONENCIAL EN ACC
AND R3 ;APLIQUEM MASCARA PER QUEDAR-NOS AMB EL TEMPS
MOVR R7 ;EL GUARDEM EN R7
RET
; ------------------- Neuron Save -----------------
.99NeuronSave
SWAP R4
SWAP R5 ;Type+SI
SWAP R1
SWAP R6
RST R3 ;R3 will HOLD MI-SI+TYPE
MOVA R4 ;14 least sign. bits
SHL
SHL
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ADD R5
MOVR R3
;individual data store
RST R0
SHR
STNC R3,NEU-1 ;Mi+SI+Type
RST R0
SHR
STNC R6,NEU-2 ;VI
SWAP R0
CLRC
STNC R0,NEU-3 ;SUMWEIGHTS
SWAP R0
LDALL R3,MASK1 ;CARREGUEM LA MÀSCARA SEGONS EL TIPUS DE NEURONA
MOVA R5
SWAP R5
SHR
SHR
FREEZENC
LDALL R3,MASK2
UNFREEZE
MOVA R7 ;CARREGUEM TEMPS EN ACC
AND R3 ;APLIQUEM MASCARA PER QUEDAR-NOS NOMES AMB ELS BITS NECESSARIS
SWAP R7 ;EXPONENCIAL EN R7
OR R7 ;ACC <--- TEMPS OR EXPONENCIAL
CLRC
STNC R0,NEU-4 ;GUARDEM A MEMORIA TEMPS+EXPONENCIAL
RET
; ------------------- Synapse Load ------------------
.00SynapseLoad
;***** 1. MJ+SI+TYPE *****
SETMP 0 ;LOAD LOOP INDEX!
READMP 1; READMPX
LOAD R2; <--MJ+SJ+TYPE
;*** ONLY SJ+TYPE
MOVA R2
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
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SHR
SHR
SHR
SHR
SHR
SHR
MOVR R6 ;TYPE+SJ-->R6
;*** ONLY MJ
MOVA R2
SHR
SHR
MOVR R5 ;MJ-->R5
;***** 2. LJI+AJI *****
LOAD R2; <--LJI+AJI
;*** ONLY AJI
SWAP R3
MOVA R2
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHL
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
SHR
MOVR R3 ;AJI-->SR3
SWAP R3
;*** ONLY LJI
MOVA R2
SWAP R2
SHR
SHR
MOVR R2 ;LJI-->SR2
SWAP R2
RET
; ------------------ Synapse Save ----------------
.99SynapseSave
SETMP 0 ;LOAD LOOP INDEX!
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READMP 1;READMPX
;***** 1. MJ+SI+TYPE *****
MOVA R5; <--MJ
SHL
SHL
ADD R6; +TYPE+SJ
MOVR R3 ;composed DATA
RST R0
SHR
STNC R3 ;SAVE DATA
;***** 2. LJI+AJI *****
SWAP R2
MOVA R2; <--LJI
SWAP R2
SHL
SHL
SWAP R3
ADD R3; +AJI
SWAP R3
MOVR R3 ;composed DATA
RST R0
SHR
STNC R3 ;SAVE DATA
RET
;----------------------Enable Spikes------------------
.EnableSpikes
SWAP R5 ; Spikes de sortida ==> ACC
MOVA R5
SWAP R5
SETMP SYN-0 ; Punter de dades a Sj
READMP
SETC ; C=1
RET
; ********************** PROCEDURES END **************
; ******************* MAIN PROGRAMME BEGIN ***********
.MAIN
GOTO 00NEURONLOAD
GOTO 01MEMBRANEVALUE
LOOP synapses
GOTO 00SYNAPSELOAD
GOTO 02SYNAPTICWEIGHT
GOTO 03REALVALUEDVARIABLE
GOTO 04ACTIVATIONVARIABLE
GOTO 05MEMORYOFLASTPRESYNAPTICSPIKE
GOTO 99SYNAPSESAVE
ENDL
GOTO 06MEMORYOFLASTPOSTSYNAPTICSPIKE
GOTO 07SPIKEUPDATE
GOTO 08BACKGROUNDACTIVITY
GOTO 09REFRACTORYP
GOTO 99NEURONSAVE
GOTO ENABLESPIKES
STOP ; AER/CAM UPDATE OF SPIKES
GOTO MAIN
; ********************* MAIN PROGRAMME END ***************
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b.6 notepad++
El fitxer userDefineLang.xml amb la definició del llenguatge assemblador de l’Ubichip per al
Notepad++ s’inclou en la versió en CD d’aquest PFC.
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CM I S S AT G E S D E L’ A S S E M B L A D O R
Avís Explicació
Operation has no argument. Using
ACC register as default.
No s’ha teclejat cap argument en una
instrucció que espera un registre com a
argument.
Exemple: LOAD
You have assigned a non numeric
value to a constant.
S’ha definit una constant no numèrica.
Exemple: define constant a
The instruction takes no arguments. S’ha passat un argument a una instrucció que
no accepta arguments.
Exemple: ENDL 300
Error Explicació
Invalid instruction. Instrucció inexistent.
Exemple: LOD R1
The value passed to the instruction
is not a valid register. Use format
Rx.
No s’ha passat un argument amb el format
registre, Rx, a una instrucció que espera un
registre com a argument.
Exemple: LOAD 5
Register value out of bounds. Use
R0-R7.
S’ha passat com a argument un registre
inexistent.
Exemple: LOAD R9
Non valid parameter: parameter El paràmetre usat no és acceptat per la
instrucció.
Correcte: LOAD R1,label,R2,z
Error: LOAD R1,label,R2,d
Constant constant not found. No s’ha definit cap constant de nom constant.
Label label not found. No s’ha definit cap etiqueta de nom label.
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1
I N T R O D U C T I O N
The development of the Spiking Neuron Development Kit (SpiNDeK) is on the frame of
the Perplexus project. This toolkit provides a graphical interface to develop neural network
models for the Ubichip. It consists of four modules: the Neuron Network Generator, the
Ubichip Unite, the Ubichip Assembler and the Ubichip Simulator (based on ModelSim).
The Neuron Network Generator generates an entire 2D network of neurons based on network
size, distribution parameter and neuron probability. The output of this module is a connection
file that includes all the essential information about the network.
Ubichip Unite is responsible for generating the DATA segment of the SRAM. Therefore it uses
the connectivity of a single chip and a data template file to generate individual synapse and
neuron parameter for the neuron program.
The Ubichip Assembler transforms source code into the Ubichip specific opcode. It prints out
error messages during the compiling process and gives the possibility to export the resulting
SRAM content either as raw format or as VHDL testbench.
The Ubichip Simulator represents an integration of the well-known ModelSim simulator.
The simulator uses the Ubichip VHDL model which compiles together with the previously
generated SRAM content file and simulates the entire chip. It traces the signals of the macrocell
and generates a plain ASCII file which is subsequently transformed into a HTML file that
allows the user to easily visualize the result of the simulation.
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I N S TA L L AT I O N
To run the software in its basic mode the Java Runtime Environment must be installed. A Java
version of at least 1.6.0 is recommended, so eventually older versions should be updated. To
use the full functionality ModelSim ’SE’ must be installed to simulate the design. The software
was developed under the Windows operating system. Tests with Unix-like systems have not
been done, thus a full functionality cannot be guaranteed despite JAVA platform-independency.
Furthermore it has to be ensured that the binary folders of Java and ModelSim are added
to the PATH variable of the operating system. To install the software in the host, it is just
necessary to unzip the delivered zip file. The zip file contains all necessary files to start the
program directly without the need of any installer.
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U S E R G U I D E
3.1 starting
The software can be started in two ways. On the one hand it is possible to start the entire
toolkit with the execution of SpiNDeK.bat, on the other hand it is possible just to use the
Ubichip Assembler in command line mode without an additional GUI.
Starting the GUI
SpiNDeK can be started by using the SpiNDeK.bat. This file contains a call of the Java
interpreter with additional links to essential software packages and some parameters for the
Java Virtual Machine.
Starting the Ubichip Assembler
The assembler in command line mode can be executed by the command
java ubiass [options] -i inputfile -o outputfile
It comes with several options to generate the resulting opcode
usage: ubiass [options] -i inputfile -o outputfile
options:
-h help
-vhdl export to VHDL testbench
-nocomm suppress comments
3.2 quickstart
Generate the final SRAM content file for the spiking neuron model is as easy as follow the
steps in the “Run” menu. For more information on the functionality of every step see Run
Menu in section 3.3.1.
3.3 interface description
The graphical user interface can be separated into menu bar, tool bar, Code Frame, Parameter
Frame, Neuron Network Frame and Logger Frame.
3.3.1 Menu Bar
The following table gives a description of all the available functions of the menu bar.
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File Menu
New Source Code Clears the content of the Code Frame.
Open Source Code Opens an ASCII file and loads its content into the Code Frame.
Save Source Code Saves the content of the Code Frame into an ASCII file.
Export
Connex file Saves the connectivity information of the previously generated
neural network to a file.
Raw OpCode
Saves the previously assembled opcode as a raw SRAM content
file.
Includes line numbers and mnemonics of the instructions.
SRAM Content Saves the previously assembled opcode as a raw SRAM content
file.
VHDL testbench Saves the previously assembled opcode as VHDL testbench which
is used to simulate the SRAM.
Spiking Neuron Network
Parameter
Saves all the information in the Parameter Frame into a Spiking
Neuron Network Parameter file.
Simulation Results
Saves the results of a successful simulation in a chosen folder. The
saved files are the assembly, the VHDL testbench, the raw result
file (generated from ModelSim ) and the modified result HTML .
Quit Exits the program.
Simulation Menu
Simulation setup Opens a window where we can select some signals to add to the
signallist.do file.
Simulate
The simulate option compiles only the opcode generated in the
assembling process and the parts of the design that need to be
subsequently recompiled. Then it starts the simulation.
Compile and Simulate The compile and simulate option compiles the entire design and
starts the simulation.
Run Menu
Provides a step-by-step generation of a neuron model.
Step 1 : load Parameter Loads the neural network parameters into the Parameter Frame.
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Step 2 : generate neural network
Reads the parameters from the Parameter Frame and generates
the entire neural network from it. The CONNEX file is generated
automatically in background. After a successful generation the
model is visualized in the Neuron Network Frame.
Step 3 : write DATAtemplate Writes the DATAtemplate file with the values from the Parameter
Frame.
Step 4 : load CONNEX
Loads into memory the file CONNEX.txt that contains the
connectivity information of the entire network. This is an
intermediate step that needs to be done before generating the
connectivity and CAM files. It reads the file CONNEX.txt that
contains all the information about the neurons and its
associations.
Step 5 : generate
connectionChip[]
Generates the connectivity files for each chip, connectionChip[*].
Step 6 : generate CAM files Generates all the camChip files that contain the CAM content of
each chip and AER_pkg.vhd.
Step 7 : load connectionChip[*] Selects a connexChip[*] file, generates the DATA segment and
adds it before the CODE section of the Code Frame.
Step 8 : load CODE Loads a file and puts it to the Code Frame (the file should only
contain the .CODE section, no DATA!)
Step 9 : assemble Assembles the code of the Code Frame .
Step 10 : simulate Launches a ModelSim simulation.
Step 11: view results View the results of the simulation in an HTML file.
Step 12 : export program Saves the opcode as a raw SRAM file.
Connect Menu
Connect to Ubidule Connects to a Ubidule
View Menu
Internal frames like Code Frame, Parameter Frame and the neural
network visualisation can be set visible or no visible.
Help Menu
Documentation Loads the User’s Manual PDF.
About Shows general information about the SpiNDeK.
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3.3.2 Tool Bar
The tool bar provides a quick way of executing the most recurrent tasks. The following table
explains the functionality of its buttons.
Component Function
New Source Code Clears the content of the Code Frame.
Open Source Code Opens an ASCII file and loads its content into the Code Frame.
Save Source Code Saves the content of the Code Frame into an ASCII file.
Assemble Reads the source code from the Parameter Frame and assembles
it.
simulate Starts the Ubichip simulator. The source code must be assembled
before launching the simulation, otherwise the previous
assembled program will be simulated. After a successful
simulation a HTML file which contains the results is generated.
This option compiles only the opcode generated in the
assembling process and the parts of the design that need to be
subsequently recompiled.
compile and simulate Starts the Ubichip simulator after compiling all the vhd files of
the model.
view Result The generated HTML with the simulation results is opened with
the preferred browser.
Generate Network Reads the parameters from the Parameter Frame and generates
the entire neural network from it. The CONNEX file is generated
automatically in background. After a successful generation the
model is visualized in the Neuron Network Frame.
Check Parameter Checks the parameter within the Parameter Frame for correctness
and resets them to their standards if necessary. The parameters
have to be within certain boundaries.
3.3.3 The Code Frame
The Code Frame is used to develop any code in the Ubichip-specific assembly. It implements
the feature of numbered lines to better localize assembling errors which may be displayed
after the assembling step in the Logger Frame.
3.3.4 Neuron Network Frame
This frame shows the entire neural network once it has been successfully generated. It is
possible to switch between neurons to see their presynaptic inputs. The blue dot represents
the observed postsynaptic neuron whereas the green and red dots represent the presynaptic
excitatory and inhibitory neurons respectively.
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Additionally the array keys can be used to navigate inside the network. By using only
the arrow key the respective neighbour neuron is selected. Using the arrow keys with the
additional shift enables a jump of 10 neurons in the direction of the arrow.
3.3.5 Logger Frame
This frame displays possible errors and status messages produced during the use of the
software. It was designed to mainly display the bugs during the assembling process but it was
finally expanded to serve as a multi-message output.
The use of the Logger Frame during a simulation run becomes very important. It is possible
that the simulation breaks or the Ubichip model cannot be compiled. In this case the process
needs to be cancelled and the output of the Logger Frame should be inspected to find the bug.
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T H E U B I C H I P A S S E M B L E R
4.1 features
The Ubichip Assembler comes with the following features:
• Modifiable instruction set file
• Direct opcode placing with ASM operation
• Expanded instructions
• Use of code and data labels
• Use of constants
• Comment writing
• Detection of syntax errors
• Export as raw SRAM content file or VHDL testbench
4.2 instruction set file
The instruction set file was designed to offer flexibility in terms of modifying the instruction
set. It contains the entries Mnemonic, OpCode, Argument and OpCodeLength.
Mnemonic stands for the keyword that is searched for in the source code. The OpCode stands
for the binary opcode field used to define the operation of the ALU. It is 5 bits length for
normal instructions and 8 bits length in the case of extended instructions. Argument gives the
opportunity to define an appended argument to the instruction. Arguments can be:
- the instruction takes no argument (i.e. FREEZENC)
REG for [R0..R7] (i.e. ADD R1)
LNG numeric argument for the LOOP and SETMP operations
OFS numeric value for normal operations (i.e. READMP)
SYM value for GOTO(F)
EDT numeric value for extended operations (i.e. READMPR)
The argument length is intended to define the length of the opcode in the SRAM.
4.3 code structure
The source code has to consist of at least a code segment marked by the label ".CODE". A data
segment is defined by ".DATA" and can be used additionally. Comments can be written after
the ";".
Every line of the input file can hold only one instruction or data allocation. It is not possible
to recognize more than one operation per line.
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4.3.1 Constants
Constants can be declared before the data segment of the code. They can be useful when
we need to use a value several times through the code so we don’t have to go line by line
to modify this value. To declare a constant we have to use the keyword “define”. Thus, we
would do:
define ntimes 25
.DATA
...
.CODE
LOOP ntimes
Important: There are three constants that are automatically generated when a connectivity file
is loaded(size_x, size_y, synapses). These constants define the network size in terms of ubicells
and the number of synapses for each neuron. Size_x and size_y are used by the assembler
to modify some files needed for the simulation. The deletion of these constants may cause a
simulation error.
4.3.2 The Data Segment
In the data segment we introduce all the values that are to be stored in the SRAM. So each
line of the data segment consists of an assignment of values to a label. This label will point to
the next free memory position from wich the assigned values will be stored and thus can be
used in some instructions. The values must be written between double quotes (") and have to
be stored into the correct order to assign the right values to the corresponding macrocells. For
instance, the data assignment operation
DATA=”22221111,44443333,66665555,88887777,AAAA9999”
yields in the following data segment in the SRAM:
0x0001 22221111
0x0002 44443333
0x0003 66665555
0x0004 88887777
0x0005 AAAA9999
and the instruction
load R1,DAT
loads the values from the SRAM into the first register of each macrocell as follows:
1111 → 1st Macrocell
2222 → 2nd Macrocell
3333 → 3rd Macrocell
etc.
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4.3.3 The Code Segment
The code segment is indicated by the label “.CODE”. After recognizing this keyword the
following lines will be read and transferred into the opcode. Two type of instructions are
distinguished, the regular instructions and the expanded instructions.
Expanded instructions are recognized by using an additional colon ",". If the assembler
recognizes a colon it will replace the instruction by a sequence of instructions.
For instance, the expanded operation
LDALL R1, COMMON1
will be replaced by the sequence
SETMP [data pointer of data label]
READMP
LDALL R1
Labels
Labels in the code segment begin with a “.” and are used to implement and “call” procedures.
When we call a procedure using the GOTO instruction the “.” is not used. An example would
be:
.CODE
GOTO procedure
...
.procedure
...
RET
Note: when a GOTO instruction is used the assembler assumes first that the argument is a
numeric value and tries to transform it into an integer value. If that is not possible it takes it
as a label.
Special Instructions
The ASM operation is used to integrate an opcode directly by writing its hexadecimal code. If,
for example, the instruction “RET” was not included in the instruction set file we could use it
with the ASM operation as follows:
.CODE
GOTO procedure
...
.procedure
...
ASM 40
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4.4 assembling source code
Once the source code is ready we can launch the assembling process. This can be done by
clicking the corresponding button in the toolbar or from the run menu.
The assembling process has three passes. The first pass transforms the source code from the
Code Frame to a hash map data structure in order to assign a number to each line of code.
The second pass transforms the source code into the specific opcode. Furthermore it collects
all data and code labels and stores the positions (absolute addresses) of affected operations in
a symbol map. The third pass goes to the symbol map and inserts the absolute addresses into
the particular positions in the SRAM.
When the process completes, the Ubichip Assembler outputs a message in the LoggerFrame
informing whether it has been succesful or not. SpinDeK can detect some of the most common
syntactic errors in the code. When this happens the assembling process is interrupted and the
error messages are displayed. These messages show the code line number and the instruction
along with the cause of the error. There are some cases however in wich it is not possible to
ensure there has been an error. In such cases warning messages are generated that won’t stop
the assembling process.
If the process is completed succesfully the file “assembly.asm.vhd” with the content of the
SRAM is generated in the folder “sim\src”. A copy of this file can be saved using the options
“Export VHDL Testbench” in the File Menu. It is also possible to save only the content of the
SRAM with the options “Export raw opcode”/”Export SRAM Content” in the same menu or
“Step 11: export program” in the run menu.
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N E U R A L N E T W O R K G E N E R AT O R
The neural network generator is used to generate an entire neural network based on the
distribution equation from Deliverable 1.1. Therefore SpiNDeK takes the following parameters:
• Proportion in network
• Uniform connection probability
• Gaussian Maximal Probability
• Gaussian Distribution Width
and generates the Network.
The connectivity file is automatically generated in the folder “sim\export\”. Furthermore
does the Visualisation Frame display this generated network. The observed postsynaptic
neuron is represented with a blue dot whereas the presynaptic neurons are represented with
green dots, excitatory neurons, and red dots, inhibitory neurons. Additionally the statistics
are displayed in the Logger Frame.
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U B I C H I P S I M U L AT O R
The Ubichip Simulator is used to simulate the entire Ubichip with the developed source code.
Therefore a source code has to be assembled first. After a successful assembling the opcode is
transformed automatically into a VHDL testbench which emulates the SRAM.
The simulation can be launched from the simulation menu or by clicking the buttons on
the toolbar. By clicking on “simulate” an external batch file, “simulate.bat”, is called which
compiles only the opcode generated in the assembling process and the files affected by its
modification and starts ModelSim in its command line mode. On the contrary when “compile
and simulate” is pressed, the corresponding batch file, “compnsim.bat”, compiles the entire
VHDL design.
After a successful simulation the results are stored in two files located in “sim\result\”. These
files are result.txt and result.htm. The second one can be viewed within the default browser
by clicking on “view results”.
6.1 adding signals to the simulation
The signallist.do file contains all the signals to be traced during the simulation. It also defines
the starting and the ending time of the simulation. This file is located under “sim\src\” and
the user can add or remove any signal for the simulation by editing it manually. The user
however has to take care not to remove some signals/lines when manually editing the file
or the simulation may fail otherwise. The lines that shoud not be removed are those that
start with a “run” or a “configure” command. The line adding the “IR” register shoud not be
removed either.
It is also possible to automatically add some signals to the signallist.do file. This is done by
clicking “Simulation setup” in the “Simulation” menu. Then the program opens a window
where we can select wich signals we want to trace of up to eight processing elements. The
processing elements are chosen by writing its corresponding row and column in the neural
network. The signals among we can choose are all the registers, the Carry and Zero flags, and
the Frozen ALU flag. The starting and the ending time of the simulation can be defined within
“Simulation setup” too.
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U B I C H I P U N I T E
The UbiUnite tool is hidden behind the function "Step 4: Load connectionChip[*]". Here
the user has to select a connectionChip[*] file which contains all the essential connectivity
information of a single Ubichip. After this selection the DATA section is going to be generated
and added to the Code Frame. Therefore the DATAtemplate.txt is written in order to get the
data template information.
15
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C O N N E C T I N G T O U B I D U L E
A module has been added to SpiNDek to allow the connection to a Ubidule. The goal is the
possibility of watching some registers and signals to follow its evolution. This module though
is yet in its experimental stage and further tests need to be done to ensure its functioning.
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T R O U B L E S H O O T I N G
This section is about problems which may occur during the first trials of using SpiNDeK.
Java Version
SpiNDeK was developed with the Java Development Kit 1.6.0 and the code was compiled
using a compiler compliance level of 6.0. To use the software the JRE with a Java version 1.6.0
or newer has to be installed.
Package integration
When the software is not used with the delivered “SpiNDeK.bat” the easiest way to start the
program is copying the Java start command from the “SpiNDeK.bat”. Otherwise the program
may not function properly due to some additional packages that have to be added in order to
start the software and to some parameters that have to be passed to the JVM.
Missing PATH variable
The path of the java binaries must be added to the global PATH variable of the operating
system. Otherwise SpiNDeK will not start. The same happens when the Ubichip Simulator
cannot be executed.
Simulating error
It can happen that the simulation process breaks or fails. This can be due to several reasons.
One of the reasons could be that the design was updated and the compiling order was not
properly updated or corrected. In such a case the proper compiling order of ModelSim’s
compile-order function should be observed. This order should be copied to the “simulate.bat”
or the “compnsim.bat” to update the design. The same happens when the names of the VHDL
designs change.
If the simulation breaks after reading the last instruction that means that the sequencer is not
stopped and tries to execute the following data block. This error can be avoided by adding the
instruction “STOP” to the source code. This brings the sequencer to its CAM controller mode
and stops the computation of the PE array.
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