Using an Unscented Kalman Filter (UKF) as the nonlinear estimator within a Global Positioning System/Inertial Navigation System (GPS/INS) sensor fusion algorithm for attitude estimation, various methods of calculating the matrix square root were discussed and compared. Specifically, the diagonalization method, Schur method, Cholesky method, and five different iterative methods were compared. Additionally, a different method of handling the matrix square root requirement, the square-root UKF (SR-UKF), was evaluated. The different matrix square root calculations were compared based on computational requirements and the sensor fusion attitude estimation performance, which was evaluated using flight data from an Unmanned Aerial Vehicle (UAV). The roll and pitch angle estimates were compared with independently measured values from a high quality mechanical vertical gyroscope. This manuscript represents the first comprehensive analysis of the matrix square root calculations in the context of UKF. From this analysis, it was determined that the best overall matrix square root calculation for UKF applications in terms of performance and execution time is the Cholesky method.
Introduction
The improvement of microprocessors and sensors has increased civilian use of Unmanned Aerial Vehicles (UAVs) for various applications, many of which requiring an accurate estimate of the aircraft attitude [1, 2] . For example, attitude estimation is an important requirement for UAV remote sensing applications such as 3D mapping with direct georeferencing [3] or constructing large mosaics [4] . Due to cost and weight restrictions [5, 6] , high-quality military grade inertial navigation systems may not be practical [6, 7] . Therefore, attitude estimation algorithms that rely only on low-cost sensors have become essential for civilian applications. A popular approach to the attitude estimation problem involves fusing together information from a low-cost Inertial Navigation System (INS) with information from a Global Positioning System (GPS) receiver [8, 9] . Various formulations and analyses of GPS/INS sensor fusion exist in the literature [10] [11] [12] , including a detailed comparison by the authors with respect to attitude estimation performance and computational cost [13] .
The Unscented Kalman Filter (UKF) [14] is a well-known nonlinear estimator for use within GPS/INS sensor fusion [10, 11, 15] . Within this effort, the UKF is used to obtain an accurate estimate of the aircraft attitude, in particular the roll and pitch angles. For this type of problem, an alternative nonlinear estimator is the Extended Kalman Filter (EKF) [16] , whose differences are discussed in detail in various sources [11, 12, 15, 17] , including a sensitivity analysis by the authors with respect to different design parameters [18] . One primary difference between the EKF and UKF is that the UKF requires the calculation of a matrix square root, which is a computationally demanding operation [19] . In particular, computation is an important consideration for small UAV systems, due to resource limitations onboard the aircraft, for example, power, weight, and cost [5, 6] . The matrix square root computation is also an important consideration when designing a UKF algorithm because there are many different ways to compute the square root of a matrix, potentially with different accuracy and computational requirements [20] .
The selection of matrix square root operation in the UKF differs among authors. Julier and Uhlmann state that "the International Journal of Navigation and Observation sigma points capture the same mean and covariance irrespective of the choice of matrix square root which is used. Numerically efficient and stable methods such as the Cholesky decomposition can be used [14] ." Crassidis [10] and Wendel et al. [21] also recommended the use of Cholesky decomposition. These claims, however, are provided without any theoretical or empirical justification. Stastny et al. found that using the Cholesky decomposition method caused divergence; therefore, they used the Schur method instead [22] . Some authors using the UKF do not explicitly state which matrix square root operation was used [23] [24] [25] [26] . A different means of handling the square root operation was developed by van der Merwe and Wan called the "square-root UKF (SR-UKF)" method [19] . This method provides a prediction and update of the square root of the covariance matrix directly at each time step, which reduces computational requirements of the algorithm [19] . A simulated example was used to show that the SR-UKF and UKF performances were the same [19] . Since there are inconsistencies in the selected matrix square root method for UKF applications, a detailed comparison of available approaches is necessary. Although some matrix square root comparison studies exist, for example, by Higham [20] and Meini [27] , these studies are mostly theoretical, with a few examples using known matrices, such as the Moler, Chebyshev-Vandermonde, and Frobenius matrices. These comparison studies, therefore, do not consider the potential error propagation effects that are introduced by application in a recursive filter such as the UKF.
This paper aims to expand upon the existing matrix square root comparison studies through an example application of the matrix square root within a UKF-based GPS/INS sensor fusion algorithm for attitude estimation that relies on experimentally collected flight data. By analyzing different matrix square root methods in the context of the UKF, a matrix square root is required at each discrete time step in the algorithm, allowing for a more general comparison since many different matrices are considered. In addition this recursive filtering application introduces the effects of the propagation of uncertainties in the matrix square root computation. Furthermore, the flight data used for this study were selected from a large library of data in order to obtain diversity with respect to different flight conditions, thus providing an additional level of generalization. The use of experimental data for this study provides a necessary empirical approach to a problem that has previously only been considered in a theoretical context. To evaluate the performance of the attitude estimation algorithm, the aircraft pitch and roll estimates are compared with measurements acquired independently from the IMU and GPS with a high-quality mechanical vertical gyroscope. This sensor fusion study builds upon previous work conducted by various West Virginia University (WVU) researchers [13, 18, 28, 29] .
The work presented herein represents the first comprehensive analysis of matrix square root calculations used for UKF applications. This study utilizes a diverse set of experimental flight data to analyze the performance speed and accuracy of different matrix square root calculations in the context of a UKF-based GPS/INS sensor fusion algorithm. The rest of the paper is organized as follows. Section 2 describes the theoretical background required for this study. Section 3 discusses the UAV attitude estimation problem, including information about the UAV research platform as well as the problem formulation. Section 4 presents the results, and finally Section 5 provides a summary and discussion of the results.
Theoretical Background

Unscented Kalman Filter (UKF).
Formulations of the UKF for GPS/INS sensor fusion are well known and can be found in a number of publications [10, 11, 14] . For this application of the UKF, the state vector is augmented to include navigation states, x, and process noise states, ν, leading to the augmented state vector, x a = [ x T ν T ] T , where the superscript a denotes augmentation, and the process noise states are assumed to be zero mean Gaussian and mutually independent. The total dimension of the augmented state vector is denoted by l. The source of process noise modeled in this formulation is additive upon an input vector comprised of IMU measurements:
where the state prediction equations corresponding to the process noise states are simply ν k = ν k−1 + w k , where w is a vector of mutually independent zero mean Gaussian noise. These states are initialized to zero and remain constant with time. The effect of the process noise, however, is implemented implicitly by the use of the unscented transformation. Due to the state augmentation, the state covariance matrix is augmented accordingly to include the noise characteristics of the process noise states.
The UKF uses an unscented transformation [14] to obtain the a posteriori estimates of mean and covariance. The first step of the UKF implementation is to calculate 2l + 1 sigma points based on the square-root of the augmented state covariance matrix:
where χ is a matrix of state sigma points, and η is the sigma point spread parameter, given by [11] 
where λ is the compound sigma point parameter, and α is the primary sigma point scaling parameter, which is suggested to vary between 0.001 and 1 [11] . The prediction step for the UKF consists of passing each state sigma point through the state prediction equations:
where the superscript i denotes the (i + 1)th column of the matrix. Then, the state mean and covariance are predicted International Journal of Navigation and Observation 3 using a weighted average of the transformed sigma points using
where w m and w c are weight vectors [11] . For the measurement update, this paper considers a problem that has linear output equations; therefore a linear Kalman filter update can be used [30] .
Matrix Square Root
Algorithms. An important requirement of the UKF algorithm is the calculation of the square root of the state covariance matrix, P. A covariance matrix by definition is both symmetric and positive semidefinite.
To calculate the square root of a positive semidefinite n × n matrix, A, various methods can be used. The matrix principal square root, A 1/2 , exists only for positive semidefinite matrices and is defined by [20]
If A is symmetric, it can be diagonalized using a similarity transformation [31] , and the principal square root can be calculated using the diagonalization method:
where Λ 1/2 is a diagonal matrix with the square roots of the eigenvalues of A along the main diagonal, and X is a matrix containing a corresponding set of eigenvectors of A.
Another common matrix square root method is the Schur method, which uses the Schur decomposition:
where T is an upper triangular matrix and U is a unitary matrix whose columns form the Schur basis of A [32] , and the ( * ) denotes the complex conjugate transpose of a matrix. Once in this form, the matrix square root can be calculated from
where T 1/2 can be calculated algebraically since T, and therefore also T 1/2 , are upper triangular matrices. Let S = T 1/2 . The diagonal elements of S are calculated directly from the diagonal elements of T such that [20] s ii = t ii , i = 1, . . . , n.
The strictly upper triangular elements are then calculated using [20] 
In addition to analytical methods for calculating a matrix square root, various iterative methods have been derived. One of the most common iterative methods is Newton's method, which can be written as
where the matrix X converges quadratically to A 1/2 under certain conditions [33] . One variant of Newton's method is known as Denman Beavers (DB) iteration, given by [20] 
where the matrix X converges to A 1/2 , and the matrix Y converges to A −1/2 . A product form of the Denman-Beavers iteration was identified by Cheng et al., which is a more efficient version of the Denman-Beavers iteration [34] :
where M converges to the identity matrix, I, X converges to
Another iterative method is the cyclic reduction (CR) iteration [27] :
where Y converges to 0 and Z converges to 4A 1/2 . A variant of the cyclic reduction iteration is the IN iteration given by [20] 
where X converges to A 1/2 , and E converges to 0. All of the matrix square root algorithms discussed up to this point are methods of calculating the principle square root of a matrix. Another form of the matrix square root is found using the Cholesky decomposition [35] :
where L is a lower triangular matrix which can be considered as a form of the matrix square root. Although most numerical methods of calculating the Cholesky decomposition of a matrix require positive definiteness, there are ways to calculate this decomposition for positive semidefinite matrices [36, 37] , although in general this result is not unique. For this application, the state covariance matrix, P, was positive definite at each time step. In general, however, it is possible in a given application for the state covariance matrix to be positive semidefinite; in particular this can occur if some linear combinations of the states are known perfectly, that is, zero uncertainty in that combination of states. The computational complexity of the matrix square root operation is important for use in the UKF because it is a significantly expensive part of the UKF algorithm [19] . To analyze the computational complexity of the different matrix square root algorithms, the number of floating point operations (FLOPs) as a function of the matrix dimension, n, was determined from various sources [20, 35, 38] . These results were derived theoretically based on the fundamental requirements of the algorithm and are summarized in Table 1 . Note that the number of FLOPs listed for the iterative methods is the number of FLOPs required for one iteration of the algorithm.
It is shown in Table 1 that each of the matrix square root algorithms requires computations on the order of n 3 , but scaled by different factors. A graphical comparison of these requirements is presented later in the paper in Figure 3 
UAV Attitude Estimation Problem
GPS/INS Sensor Fusion Formulation.
The sensor fusion formulation considered for this study has states given by the local Cartesian position r x , r y , and r z , local Cartesian velocity, V x , V y , and V z , and the attitude of the aircraft represented by the Euler angles, φ, θ, and ψ, corresponding to the roll, pitch, and yaw angles, respectively. Therefore, the state vector is given by
Since the position and velocity states are given in the same coordinate frame, their relationship defines the position state equations:
An Inertial Measurement Unit (IMU) provides measurements of the linear accelerations as specific force, a x , a y , and a z , and angular rates, p, q, and r. The IMU data are measured in the aircraft body frame, which is distinguished from the local Cartesian frame using (∼). The rotation between the aircraft body frame and the local Cartesian frame is determined from the aircraft attitude angles. When this rotation is applied to the acceleration, a coupled relationship between the velocity and attitude states is defined. This coupling is critical because correction of the velocity states allows for implicit regulation of the attitude states. This relationship defines the velocity state equations:
The acceleration due to gravity, g, must be removed from the IMU accelerometer measurements, since those measurements are relative to free fall. Since the direction of g varies in the aircraft body frame, it is not easy to remove this effect directly from the IMU accelerometer measurements. However, since g acts in the negative local Cartesian z-direction, g is instead subtracted from the local Cartesian z-acceleration in order to compensate for this effect, as shown in + (20) .
The IMU measurements of roll, pitch, and yaw rates, p, q, and r, are related to the corresponding Euler angles, φ, θ, and ψ using the attitude state equations, also known as the Inverted Kinematic equations [39] :
The state equations (19)- (21) are initially provided in the continuous time domain. In order to implement the discrete time data from the IMU, the state equations are discretized using a first-order approximation [40] :
where T s is the sampling time of the IMU, k is the discrete time index, f is the discrete state function, f c is the continuous state function defined using (19)- (21) , and u is the input vector given by the IMU measurements: u = [a x a y a z p q r] T . The source of process noise for this formulation is this input vector consisting of IMU measurements. Since information is available about the noise characteristics of the IMU, the process noise covariance matrix is approximated based on precalculated values of the variance of each component of the IMU measured in a static setting:
International Journal of Navigation and Observation Measurements from GPS are used to calculate the position and velocity of the receiver in the Earth-Centered-Earth-Fixed (ECEF) coordinate frame. These calculations are done within the GPS receiver. For navigation purposes, the position and velocity are transformed into a local Coordinate frame with origin at the WVU flight testing facility. Therefore, the GPS is used to obtain calculations of local position, r x , r y , and r z , and local velocity, V x , V y , and V z . These values are represented as the vector:
T . Since the GPS does not provide any information directly related to the aircraft attitude, the outputs of the system are defined as the position and velocity states of the system, leading to the following output equations:
where h is the observation function, which for this formulation due to linearity can be written using the observation matrix, H = [ I6x6 06x3 ], where I is an identity matrix, and 0 is a matrix of zeros with given dimensions. Due to the simplicity of the observation equations, the measurement noise comes directly from the GPS position and velocity calculations. The GPS noise is assumed to be zero mean Gaussian and mutually independent, which leads to a diagonal measurement noise covariance matrix. Similar to the process noise covariance matrix, this matrix is assumed constant and approximated based on precalculated values of the variance of each component of the GPS:
Note that this assumption does not model any direct correlation between the uncertainty in GPS position and velocity, which is reasonable since the measurements are obtained independently with the studied GPS receiver.
Software Implementation.
The results of this study were derived using an off-line postprocessing analysis of previously recorded flight data. The attitude estimation algorithm using UKF was coded manually in-house using MATLAB. Different versions of the attitude estimation code were created for each matrix square root calculation, keeping all other portions of the code constant. All postprocessing was done on the same HP Pavilion Elite HPE Series desktop PC with Intel CORE i5 processor, which has processor speed of 2.67 GHz and 6 GB RAM.
Research
Platform. This sensor fusion study was conducted using flight data collected on the three WVU YF-22 research UAVs (Green, Red, and Blue), shown in Figure 1 . The WVU YF-22 platforms have been utilized for various projects, including the validation of GPS-based formation flight control laws [41] [42] [43] and fault-tolerant flight control laws [44] . Flight data were collected with two different avionics system architectures. Avionics system number1 [41] consists of a Crossbow VG400 series IMU and a NovAtel OEM4 GPS receiver, which reports a 1.8-meter Circular Error Probable (CEP) for position measurements. One version of avionics system number 1 was used in each of the three UAVs.
Avionics system number 2 [45] is a more recently developed system and was used in the retrofitted Blue YF-22. The GPS used in system 2 was also a NovAtel OEM4, while the IMU was an Analog Devices ADIS-16405. In total, data collected with four different IMUs, that is, ADIS-16405, Crossbow VG400CA-200, DMU(VG400)-100, and IMU400CC-200, were used for this effort. The specifications for the different IMUs are shown in Table 2 .
Independent roll and pitch measurements for both systems were obtained with a Goodrich VG34 mechanical vertical gyroscope. The VG34 has a ±90 • sensitivity on the roll axis and ±60 • sensitivity on the pitch axis and is sampled with 16-bit resolution. The VG34 has a self-erection system and reported accuracy of within 0.25 • of true vertical. The output of the mechanical vertical gyroscope is used as the "truth data" for the sensor fusion study.
Flight Data Selection.
To evaluate the sensitivity of the UKF, 23 sets of flight data were selected from a large library of flight data collected at WVU. Data were selected from flights on the WVU YF-22 platform, which consists of three UAVs. Each data set consists of three-axis IMU measurements, GPS position, and velocity calculations in local geodetic coordinates, along with roll and pitch angle measurements from a mechanical vertical gyroscope. Flights were selected with the goal of obtaining a diverse set of data in order to fairly compare sensitivity effects. The distribution of the flight selection is summarized in Tables 3 and 4 .
Performance Evaluation.
The performance of the UKF sensor fusion algorithm is evaluated from the estimated roll 6 International Journal of Navigation and Observation and pitch angles. These estimates are compared with independent measurements obtained from a high-quality mechanical gyroscope. The gyroscope data are considered to be a "truth" value, and therefore the difference between the sensor fusion estimate and the corresponding gyroscope measurement represents the error. To quantify this error, the mean of the absolute value of the error and the standard deviation of the error are considered for both roll and pitch. To simplify performance comparisons, a scalar composite performance cost, J, is defined as a weighted average of these values such that
where φ error and θ error represent the error of the roll and pitch estimates with respect to the corresponding vertical gyroscope measurement. The weights for this performance metric were selected such that their sum is unity, equal importance is given to the roll and pitch errors, and less importance is placed on the mean errors because of potential alignment errors between the IMU and vertical gyroscope. Since the weights add up to one and the units for each value are in degrees, the performance cost, J, can be considered as a generalized error value in degrees.
Results
Sensitivity to UKF Matrix Square Root Calculation.
To analyze the sensitivity of this formulation of GPS/INS sensor fusion to the matrix square root operation, the UKF algorithm was executed for each set of flight data using different methods of calculating the matrix square root. In parti-cular, the diagonalization method, Schur method, Cholesky method, and five different iterative methods were implemented. For each of the iterative methods, the UKF was executed for each set of flight data using a set number of iterations throughout the entire flight. This process was repeated for the number of iterations ranging from 5 to 20 by unit increments. For each individual case, results were evaluated based on performance cost, J, total execution time of the UKF, and the accuracy of the matrix square root calculation. A mean was taken of each of these values over all of the 23 flights in order to establish a generalized result. All of the matrix square root operations executed without error, except for certain cases of Newton's iteration which incurred matrix square root divergence errors on some flights when the number of iterations exceeded 16. In order to fairly compare the results, these cases of Newton's iteration are omitted from the data set. The performance cost of the different algorithms is shown in Figure 2 .
In Figure 2 , the performance curves were combined for some of the algorithms for clarity since those methods yielded nearly identical performance results. The performance of the noniterative methods is also included in Figure 2 to compare with the iterative methods. The plot on the right in Figure 2 shows a zoomed-in section to show the convergence of the algorithms. In terms of performance, the Cyclic Reduction (CR) algorithm showed the fastest convergence with respect to number of iterations out of the five considered iterative methods. Another interesting observation from these performance curves is the number of iterations required for each of the iterative algorithms to converge to the same performance as the noniterative methods. For this application, the CR iteration requires 12 iterations and the other four iterative methods require 13 iterations to International Journal of Navigation and Observation achieve similar performance as the noniterative methods to four significant figures. However, a smaller number of iterations can be used to reduce computations and still achieve reasonable performance. The CR method with 8 iterations could be used, for example, if performance cost of 2 degrees is acceptable for the application.
Since computational requirements are also important for a matrix square root algorithm, the actual execution time of the entire UKF algorithm was calculated for each of the different methods. These execution times are intended to provide an approximate empirical verification of the theoretical FLOP estimates in order to compare the computational requirements of the different algorithms. All execution time analyses were conducted using the same computer under approximately the same operating conditions. A mean of these execution times over each of the 23 flights is shown in Figure 3 (a). Also in Figure 3 (b) the corresponding estimated number of FLOPs using Table 1 is shown.
It is important to note that the number of FLOPs estimate is for the matrix square root operation only, while the execution times represent the run times of the entire sensor fusion algorithm. However, this is representative of the overall trend since the only difference between the curves is the matrix square root operation used. Because the diagonalization, Schur, and Cholesky methods do not require iterations, these algorithms are represented in Figure 3 by horizontal lines. Also, in Figure 3(b) , the Denman-Beavers (DB) and Product DB are represented by a single line, since the estimated FLOPs for these algorithms are the same as listed in Table 1 . The CR and IN iterations are similarly combined in Figure 3(b) . Similar trends are observed between the estimated number of FLOPs and the UKF execution time with a few observations. First, the Denman-Beavers (DB) method demonstrates a longer execution time that grows at a steeper rate with the number of iterations than the product DB method, even though the FLOP estimations were the same. Another difference between the FLOP estimates and the UKF execution time is the location of the noniterative methods with respect to the iterative methods. With respect to the empirical execution time results, the iterative methods are all found to be more efficient in execution time than the Schur method for cases up to 15 iterations, with the exception of the DB iteration. This is an important result because previously, in Figure 2 , it was shown that the iterative methods all achieve performance accuracy to four significant figures by using at most 13 iterations. This indicates the potential value of using iterative methods over the Schur method. It is also shown in Figure 3 that the Cholesky method has the fastest execution time with respect to any of the tested cases.
In order to compare accuracy of the actual matrix square root calculation itself, the L 1 norm [46] of the matrix |P 1/2 · P 1/2 − P| 1 was calculated as a measure of the accuracy of the matrix square root operation. This norm, which is equal to the maximum of the absolute column sums of the matrix, was calculated at each time step of the UKF algorithm. To analyze the overall accuracy of the matrix square root operation over an entire flight, only the maximum of this norm over all discrete time was considered for each flight. This maximum represents the worst matrix square root estimate that occurred over the entire flight. A mean was taken of each of these maximum norms over all 23 flights, and the results are shown in Figure 4 . Figure 4 shows the convergence of the iterative methods in terms of the matrix square root accuracy. For smaller numbers of iterations, all of the iterative methods except for CR are very close in accuracy. These curves start to separate only at higher numbers of iterations, as shown in the right side plot of Figure 4 . All of these algorithms converge to very high matrix square root accuracy after a sufficient number of iterations, with the exception of Newton's iteration. Figure 4 demonstrates the divergence of Newton's iteration. After 13 iterations, the matrix square root accuracy starts to degrade and eventually reaches a point where the matrix square root accuracy is too poor to use within the UKF algorithm. Because of the divergence issues associated with Newton's iteration, it is not recommended for UKF applications, even though it is the most computationally efficient iterative matrix square root method with respect to both FLOP estimate and execution time. Because the accuracy of the matrix square root operation has a direct effect on the accuracy of the prediction stage of the UKF, the relationship between the matrix square root accuracy and UKF performance accuracy for all considered matrix square root operations is shown in Figure 5 . As shown in Figure 5 , there is a clear nonlinear relationship between the matrix square root accuracy and the UKF International Journal of Navigation and Observation performance for this application. This demonstrates the significant effect of the matrix square root accuracy on the performance of the UKF.
Comparison of Direct Matrix Square Root Methods to SR-UKF.
A different method of handling the square root requirement of the UKF, named the "square-root UKF (SR-UKF)", was suggested by van der Merwe and Wan [19] . In this method, the square root of the state covariance matrix is estimated directly. This eliminates the need to refactorize the state covariance matrix at each time step, and instead it is updated using Cholesky updates. A significant advantage of this method is a decrease in computational complexity, which leads to a faster run time of the UKF. For comparison purposes, the Cholesky method was selected as a representative case of calculating the matrix square root at each time step from the state covariance estimate. Performance results were calculated using each of these two methods for each of the 23 flights, and the performance cost is plotted in Figure 6 .
The mean performance costs of the two different methods are shown in Table 5 . To determine if there is a statistically significant performance advantage of the UKF over the SR-UKF, a one-tailed paired samples hypothesis test [46] was done using the t-statistic to determine the probability that the SR-UKF has better performance than the UKF. Using this null hypothesis, the probability was calculated to be 1.49%, which is less than the commonly considered 5% null hypothesis rejection criterion. Therefore, the UKF achieves statistically significant better performance than the SR-UKF for this application, at the cost of additional computational complexity. To compare the computational complexity of the two different algorithms, the mean execution time of the algorithms was calculated and is also shown in Table 5 . It is also interesting to note from Figure 6 that there are some cases where the SR-UKF method has better performance than the Cholesky method, for example, flight number 16. If this single flight alone was used to analyze results, the opposite conclusion could be drawn about the accuracy of this method. This demonstrates the value of using multiple data sets.
Conclusions
This paper presented a comparison of different matrix square root calculations within the UKF. The GPS/INS sensor fusion attitude estimation problem for UAV applications was used as an example to evaluate the performance with respect to matrix square root accuracy, computational cost, and attitude estimation performance. In terms of attitude estimation performance, the Cholesky, diagonalization, and Schur methods yielded the highest accuracy; however this same performance can be reached using a sufficient number of iterations in any of the iterative methods. Newton's iteration was found to diverge in certain instances and is therefore not recommended for UKF applications. The cyclic reduction (CR) iteration demonstrated the fastest performance convergence of the iterative methods. In terms of execution time, the SR-UKF is computationally efficient, but at the cost of performance. Overall, the Cholesky method was found to provide the best compromise in terms of both performance and execution time.
For real-time applications of the UKF, such as attitude estimation for small UAVs, computation is an important consideration factor. For most cases, the Cholesky method is the best suited matrix square root method due to its fast execution and high accuracy. If computational cost is even more important than the accuracy of the filter, the SR-UKF could be considered. The diagonalization and Schur methods are acceptable approaches for off-line applications, because the accuracy is similar to the Cholesky method, although they require more computation time. These methods also might be more desirable than the Cholesky method because they provide a more intuitive representation of the matrix square root, that is, the principle square root. Any of the iterative methods, except for Newton's iteration, could also be used with a sufficient number of iterations, though these methods are a bit less intuitive.
