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 本稿は、人工知能研究の知見から人間の教育のあり方を構想する。近年の人工知能研究の進展は、様々な工業
技術の変化に至り、人間社会の転換期を迎えていると考えられている。その転換期をどのように捉えるかについ
ては様々な議論が続いているが、人工知能研究によって人のあり方も明らかになりつつある。そこで、人工知能
研究が課題としていることを確認していくことで、現在の人間社会のあり方はどのように捉えられているのかを
確認する。その後、人工知能研究の課題を具体的にみていくことで、人の知能がどのように捉えられているかを
確認する。そして、人の知能に基づいた能力は、備わっているもの、できることを前提として人工知能研究が進
められているが、その前提通りに人は教育されているのかを問いたい。 
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1. はじめに 
 
 本稿は、人工知能研究の知見から人間の教育のあり方
を構想する。近年の人工知能研究の進展は、様々な工業
技術の変化に至り、人間社会の転換期を迎えていると考
えられている。この転換期を表す代表的な概念は、
Industry 4.01、Society 5.02、シンギュラリティ3といっ
たものが挙げられる。これらの概念に基づいて、産業の
最適化や社会課題の解決などに人工知能技術の活用が
期待されている。 
 その一方、人工知能に関わる技術によって既存の職業
が変化し、失業者が増加するのではないかという懸念が
挙げられている。かつて、産業革命期の工業化にともな
う既存の職業の変化、その職業に就いていた人々の失業
4が想起される。 
 また、人工知能研究の過程で、子どもの読解力を調査
した結果、学校教育で広く使用されている教科書の文章
が読解できていないことが明らかとなった。この調査は、
人工知能の学習をどのように構成すればよいか検討す
るためのデータ収集の目的で、人工知能では再現の難し
い読解力のあり様を探るものあった。その成果として、
学校教育における読解力の育成が問われるという意図
しない結果も明らかになったのである（新井 2018）。 
 科学技術の進歩は、人間社会のあり方を問うことにな
ったり、人の能力のあり方を明らかにしたりすることは、
繰り返されてきたが、人の知能を再現しようとする人工
知能研究は、人のあり方をより重大なものとして問うこ
とが考えられる。本稿では、人工知能研究が課題として
いることを確認していくことで、現在の人間社会のあり
方はどのように捉えられているのかを確認する。その後、
人工知能研究の課題を具体的にみていくことで、人の知
能がどのように捉えられているかを確認する。そして、
人の知能に基づいた能力は、備わっているもの、できる
ことを前提として人工知能研究が進められているが、そ
の前提通りに人は教育されているのかを問いたい。先の
例で言えば、人工知能には再現が難しく、人には備わっ
ているとされている読解力が、実は十分に育成されてこ
なかったのではないかという教育への問いに至ること
である。 
 
2. 人工知能研究における課題 
 
2.1. 汎用人工知能の開発可能性 
 人工知能研究について、社会学的な立場から検討した
佐藤（2019）は、汎用人工知能の開発には、3 つの壁
として「言語の壁」「身体の壁」「社会性の壁」があると
している。これらは、人間に近づく途上の人工知能が汎
用人工知能に至るための「学習課題」だとしている。 
 
2.2. 言語の壁 
 現在の人工知能は、人間の言語を理解しているわけで
はない。理解しているかのように振る舞えるだけで、言
葉の意味を理解しているわけではないのである。理解し
ているかのような振る舞いを、単純な文法規則と統計的
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な単語の使用頻度を合わせて表現させている状態であ
る。佐藤は、この状態に欠けているのは文脈の理解であ
り、更にはそこに含まれている志向性だとしている（同
上、p.214）。例えば、リビングのテーブル上に置かれ
ているリンゴを見て、ある人が「これは何」と問うたこ
とを考えてみよう（同上、p.116）。ある人の年齢や出身
地によって、リンゴを知っているのかどうか、ある人の
知っているリンゴと異なる種類のリンゴなのかといっ
た文脈の可能性が出てくる。その場合、「これはリンゴ
（という果物）ですよ」と応答すれば良さそうだ。ある
いは、ある人は、このリビングのある家の住人で、別の
家族に尋ねている場合、「これは私が食べてもよいのか」
という文脈の可能性が出てくる。それへの応答は、「こ
れはあなたのおやつですよ（つまり、あなたが全て食べ
ていいもの）」「これは来客用に買ってきたものだよ（つ
まり、あなたは食べられないもの）」「これはあなたたち
（きょうだいの）おやつですよ（つまり、分けて食べる
ためのもの）」など文脈の可能性に応じたものが想定さ
れる。ある人の「これは何」という問いから、周りの状
況をふまえた文脈の把握をしなければ応答できないの
だ。さらに言えば、ある人は「これが何か知りたい」「わ
たしが食べたいのだけどどうかな」といった志向性をも
って問うているため、この志向性についても、周りの状
況と併せて把握しようとする必要がある5。 
 
2.3. 身体の壁 
 人間は、身体を持つこと、それにともなう感覚器官を
持つことによって意識／無意識的に環境を把握してい
る。その一方、現在の人工知能は、身体にあたるもの（機
械のボディや画面データ上のキャラクター）と連動した
学習をしているわけではない。例えば、身体にあたるも
のと接続された人工知能が頭をなでられたのか、叩かれ
たのか、帽子をかぶせてもらったのかを区別する知識
（身体感覚の学習）をもつのは難しいと考えられる。こ
れらを区別するためには、強くなでられた場合の刺激、
叩かれた場合の刺激、雑に帽子をかぶせられた場合の刺
激を区別するセンサーが必要となる。あるいは、それぞ
れの違いについて人工知能が学び続けることが必要と
なる。佐藤は以下のように述べている。 
  
  AI が人間に近づこうとするなら、人間の感覚器官
と身体に依存する知識を、「学習によって」身につ
けていく必要がある。そうでなければ、知識は固定
したものとなり、常に柔軟に修正され続けていく人
間の知識のようには運用できなくなるからだ。（同
上、p.216） 
 
 
2.4. 社会性の壁 
 汎用人工知能は人間と同等以上の知能を持つことを
指している。そうした人工知能は、社会的な存在として
活動することになるはずである。あるいは、特定の機能
が高い特化人工知能は、人間の活動の一部を代替するこ
とが進められている。いずれの場合でも、社会性の有無
や程度が問われ始めている。汎用人工知能は、人間と同
様な権利（人権のようなもの）や法的罰則の対象となる
のかが問われている。特化人工知能も同様である。例え
ば、自動車の自動運転機能による事故について、責任の
所在を人工知能にするのか、人工知能の機能を活用して
いる人にするのか、人工知能の開発者にするのか、更に
は交通関連の法律を定めた国にするのかといった議論
がされている。 
 先の佐藤は、人工知能の社会性について、責任と信頼
の関係から読み解いた（同上、pp.208-210）。人間の社
会は、ルールを守ることによって責任を持つことや責任
を取ることで成立している。併せて、他者がルールを守
ろうとするだろうという信頼によっても人間の社会が
成立している。現状のコンピュータ（人工知能も含めた
計算機全般）は、ルール通りの動作をすることに信頼が
ある存在である。だが、人工知能の発展は、人工知能が
人間に近づいていくことであり、人間のようにルール通
りにはいかない可能性を含むことになる。その可能性を
責任と信頼（の構築）によって対処していくことが人工
知能に社会性を持たせることになる。ただ、社会性の実
装については構想にとどまっている。 
 以上、3 つの壁が汎用人工知能の開発過程で越えなけ
ればならないとされている事項である。3 つの壁それぞ
れについて、要素のデータ化や、要素を自ら作り出せる
学習プログラムの開発が進められている最中である。そ
の進捗を把握するために、次項からは、具体的にゲーム
キャラクターとしての人工知能が 3 つの壁のどのあた
りまで到達しているのかをみていく。なお、人工知能が
三次元の人間に近づくためには、精巧な機械のボディの
開発が求められるが、それについての検討は別の機会と
したい。身体の壁については、二次元上のキャラクター
がどの程度、人間の感覚器官を持っているように振る舞
えるのかをみていくことで検討することとしたい。 
 
3. ゲーム開発の知見より 
 
3.1. ゲーム上のキャラクター開発 
 ゲームキャラクター6の開発者である三宅陽一郎は、
人工知能開発に必要な事項を哲学や生態学などの知見
から読み解いている（三宅 2016）。三宅は、人工知能を
作るためには知能について考える必要があるとし、3 つ
の時代区分で整理している（同上、pp.24-25）。1 つ目
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は、デカルトを契機とした機械論や合理主義の流れであ
る。人間の外に向かって明証性に基づいた解明を目指す
考え方は、現在の人工知能開発の基盤をなす考え方とい
える。2 つ目は、1 つ目の考え方を引き継いだ機械的・
因果的な心理学の流れである。人間の内面的な精神活動、
論理的な思考も機械的現象として説明することを目指
す考え方をする。現在、活用されている特化人工知能を
成立させている考え方といえる。3 つ目は、現象学の流
れである。身体と心の関係を問題とする現象学は、1 つ
目、2 つ目の考え方を批判する立場といえる。 
三宅としては、この 3 つ目をいかに今後の人工知能
開発に導入できるかが重要だとしている。次項から佐藤
の 3 つの壁に沿って取り上げていく。 
 
3.2. ゲームキャラクター開発と言語 
ゲームキャラクターにとっての言語は、人間から与え
られたものにとどまっている。人間が与えているものは、
知識表現とフレームである（同上、pp.168-169）。知識
表現は、世界から人工知能が必要とする情報を部分的に
切り取るための型である。フレームは、人工知能が解く
べき問題を決めるものである。これらを与えられた範囲
でのみゲームキャラクターは動作するため、与えられて
いない情報や想定外の問題に応えられるわけではない。
機械論や合理主義の考え方の延長にある分析哲学（三宅
が主に挙げたのはゴットロープ・フレーゲ、ゴットフリ
ート・ライプニッツ、バートランド・ラッセル）は、世
界全体を記号体系で表現することを目指しているが現
実とはなっていない。つまり、機械論や合理主義の考え
方に基づく人工知能開発の限界は、世界全体の記号体系
が存在しないこととして考えることができる。 
この限界に対して、現象学的な考え方からのアプロー
チは、言語による自認識の形成である。三宅は、ジャッ
ク・デリダの「差延」に着目して、「私は私である」と
言語表現することは、今の自分を次の瞬間の自分に対し
て表現する（記号化）ことと、表現された自分は遅延し
ている自分であることの組み合わせが自意識を作って
いるのではないかという考えを取り上げる（同上、
pp.220-222）。 
 
言語によって精神も形成して、意識というものも
作っているわけです。人間は言語化されることに
よって、人間だけが持つ言語的現実、記号とか言
語によって初めて現われるリアリティの中で生き
ています。それによって、いろいろな精神力や高
度な認識といったものが生まれてくるわけです。
（同上、p.238） 
 
以上を踏まえて、三宅は対象化された自分の記憶領域
を人工知能に実装することで、知識表現やフレームを人
工知能自身が設定できるのではないかと構想している。
つまり、ある記号（基本的には言語）が、ある意味と対
応していること（シニフィアンとシニフィエの対応）を
人工知能が引き受けること（およびその連鎖）をゲーム
キャラクターの言語獲得と考えている。 
 
3.3. ゲームキャラクター開発と身体 
ゲームキャラクターの身体は、身体データの骨格とな
るボーンと、それと連動するアニメーションシーンの組
み合わせで構成されている。この技術の向上によって、
ある程度はゲームキャラクターの外から知能がある振
る舞いに見えるようになってきている。ただこれは、身
体情報を人間がかぶせている状態で自己感がなく、その
ことが人間にとって動作の不自然さを感じさせている
という（同上、p.249）。 
この不自然さを解消していくには、ゲームキャラクタ
ーに「身体保持感（sense of self-ownership ）」と「運
動主体感（sense of self-agency ）」をいかに持たせる
かを考える必要があるという。身体保持感は、人間が実
際に現実で行動していることと、頭の中でシミュレーシ
ョンしていること（遠心性コピーの活用）の両方で自己
確認をともなった行動（身体保持感の維持）をしている。
ここでの頭の中でのシミュレーションに関わるのが運
動主体感である。知能によって、外部に起因する感覚を
予測していることを遠心性コピーといい、遠心性コピー
と実際の運動の比較が（無意識に）絶えず起こっている
ことで自分の運動だ（運動主体感を持てる）という感覚
になれる。 
例えば、人間は何度か転ぶと転ぶことを避けようと気
をつけるようになる。その気をつけ方は、転ぶ経験を重
ねるごとに精緻化していく。小さな子どもは、顔や頭を
ぶつけるように転ぶことが観察できるが、しだいに手を
先につくようにしだしたり、体の向きに気をつけながら
転ぶようにしたりしていく。転ぶことが頭の中でシミュ
レーションされていることで、転ぶことへの気をつけ方
が変化していくのである。 
このように、「普段我々は自分の行為や身体を自分自
身のものであると思い込ませるような機能を持ってい
る」（同上、p.250）ので、その機能を再現するための
遠心性コピーをゲームキャラクターに実装できないか
と三宅は構想している。そのためには、身体の認識、環
境との関わり、運動の構成、身体と神経の研究が必要だ
としている（同上、p.284）。 
ここでの生態学的な見方は、先の現象学とも深く関連
していることにお気づきの方もいるだろう。身体を主体
的に動かすということは、自己感をもつということであ
り、それが成立するのは人工知能に自認識の形成がされ
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る場合である。三宅は、メルロ＝ポンティの主張を取り
上げ、物としての身体であることに併せて、主体的に生
きられる存在としての身体を獲得する人工知能の開発
を構想している。その開発が進むことで、人間にとって
動作の不自然さのないゲームキャラクターが登場する
ことになる。 
 
3.4. ゲームキャラクター開発と社会性 
三宅は、直接的にゲームキャラクター開発と社会性の
関係を述べているわけではない。ただ、これまでの内容
をふまえると、自認識の有無で対応が変わることが想定
される。特化人工知能の場合、人工知能に自認識が有る
か無いかに関わらず、ある特化した機能を活用する主体
（さしあたり人間）が存在する。そのため、役割を大き
く制限された特化人工知能に、何らかのトラブルの責任
を全面的に負わせることは考えにくい。一方、汎用人工
知能の場合、自認識は有るはずなので、全面的に責任を
負う主体として存在すると考えても問題はないはずで
ある。ただ、汎用人工知能が罰を受けることや罪を償う
ことに違和感はないだろうか。この違和感の元は、社会
における責任は人間が引き受けるものだという（今の）
社会を生きていることにあると思われる。汎用人工知能
にも人間のような罰則や罪を償う機会を整備していく
社会にならなければ、汎用人工知能が責任を負うことや、
何かトラブルがあれば責任を負えるという信頼を獲得
することは達成されない。 
 
3.5. キャラクター開発の達成と限界 
 三宅は、「キャラクターをまるごと作ろうとするとき
は、この論理思考と生態的反射の二つを作る必要があり
ます」（同上、p.181）、「原初的な部分と論理的な部分
を両方作って組み合わせないといけない」（同上、
p.182）と述べている。このことを踏まえて、論理的思
考と生態的反射の観点からこれまでのことをまとめて
いく。 
 人工知能の論理的思考は、人間の与える知識表現とフ
レームによって構成されている。コンピュータ技術の発
展やビッグデータの収集などによって、人間の与えるデ
ータは量質ともに飛躍的に向上している。しかし、人工
知能が言語を物事と意味を対応させて理解しているわ
けではない。人間がデータを与えるという方法の場合、
世界全体を記号体系で表現するもの（メタ言語）の登場
を待たなければならない。ただし、メタ言語の登場によ
ってまかなえるのは言語による文脈の理解（をしている
十分な振る舞い）のみであり、佐藤が課題として挙げた
志向性については不十分になることが考えられる。 
 別様の方法として、現象学的な考え方に基づく自認識
を持たせるアプローチがある。言語を理解しながら使用
することは、言語によって対象化された自分を認識し続
けることを意味する。この原初的な認識のあり様を人工
知能の内部で再現できれば、知識表現とフレームを人工
知能自身で設定できる、さらに言えば言語を理解したこ
とになるのではないかという構想がある。この構想が現
実になっていけば、佐藤の挙げた志向性も備わった言語
の使用（に見える）ことが期待される。 
言い換えれば、生態的反射を忠実に再現することは、
論理的思考を底支えする方法といえる。生態的反射を忠
実に再現できることは、人工知能が身体を獲得すること
を意味する。身体保持感や運動主体感をともなった動作
は、遠心性コピーによるものだということまでは明らか
になってきている。この遠心性コピーを人工知能に実装
できれば、生態的反射を忠実に再現することを人工知能
自身の学習によって達成できると期待されている。 
現状は、全体的に人間の「おしつけ」（数理論理学に
基づくデータ入力）が人工知能研究の中心であり、それ
による限界が生態的反射という原初的な部分への注目
を集めている。三宅は、「我々はある程度、知能が身体
に依存したものであることを認めなければなりません」
（同上、p.288）と述べている。そして、「いま、ここ」
に適応しようとする方向と、そこを超えようとする方向
の両方が知能を構成しているとし、この両方によって生
物は「固有の時間」を持ち始めるという。時間と空間の
把握が人工知能にできるようになれば、社会性は自ずと
構築されていくのかもしれない。 
  
4. 人間の教育を考える 
 
ここまで人工知能研究の限界や、ゲームキャラクター
開発における達成をみてきた。人工知能研究の限界は、
人工知能に今のところ足りない要素であり、人間には備
わっている要素だという前提がある。ただ、人間は生ま
れながらにして論理的思考と生態的反射を十分に身に
つけているわけではない。 
人間の言語獲得について、母語の獲得を自然にしてい
るように感じている人は少なくないが、赤ちゃんのこと
ばの学習には相当な苦労があることが明らかになって
きている（針生 2019）。母語は生きる上で必要なため赤
ちゃんに習得されるものであり、習得には絶え間ないこ
とばの観察が続けられているという。最初の単語の発話
が生後 1 年ほど、簡単な文章の発話がそれから更に約 1
年後となっていることからもその苦労は垣間見える。こ
の赤ちゃんのことばの学習は、基本的な生態的反射（聞
く、見る、話すなど）を契機として論理的思考へ向かう
学習だと考えられる。こうした学習の展開が人工知能に
は今のところ困難だとされている。 
だが、教育として論理的思考の部分のみを取り出して
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学習させようという動きがなくなることはない。現状の
人工知能に対するような、人間に知識表現とフレームを
あたえるのは教育なのか7という問いが浮かぶ。生態的
反射と切り離された学習を教育として続けることに、人
工知能研究から疑問を投げかけられていると考えられ
る。人間の能力をはるかに超える大量のデータを処理で
きる人工知能にインプットしていることを人間にする
ことの意味を再考する時が来ている。 
再考の要素は、すでに人工知能研究から読み取ること
ができる。現状の人工知能には困難な「人間の感覚器官
と身体に依存する知識」を教育へどのように位置づける
かを考えることがその要素だろう。人間は何度か転ぶと
転ぶことを避けようと気をつけるようになる例を先に
挙げたが、転んだ経験がほとんどないままに大人になる
ことを嘆く声を年長者から聞くことがある。靴の品質が
向上したことや、道が整備されたことなどは、転ぶこと
を減少させたと考えられるが、転ばないように外部整備
をすることは果たして教育の役割なのだろうか8という
疑問が浮かぶ。必ず転ぶ必要があるとは言わないが、教
育の中であえて転ぶような経験（間違いや失敗）を取り
込む必要が出てきているのかもしれない。あるいは、人
間は生態的反射の要素を不要とする社会へ移行するの
かもしれない9。その場合も、そうなった社会における
教育は求められるだろう。 
ただ、高度な論理的思考（による処理）は、人工知能
の得意分野である。人間が生態的反射の要素を縮小して
いったとき、人間は人工知能に従うほかないと想定され
るのではないだろうか。その結果、シンギュラリティを
迎えるということはありえるシナリオだろう。そうでは
ない方向へ進むのであれば、人間は生態的反射の要素を
維持し続ける必要がある。そのためには、言語（による
理解）と（自己感をともなった）身体による生態的反射
の要素の維持と、それを維持し続けようとする社会性の
維持が求められると考えられる。言語と身体によって、
責任や信頼の対象となること／対象にすることを引き
受ける必要がある。そのための教育が求められている。 
 
5. おわりに 
 
本稿は、暗黙知と人工知能の関係について論じたもの
（伊藤 2019）の続きでもある。暗黙知は身体感覚に依
存したものであり、その知が成立する文脈の把握を前提
としている。文脈の把握に十分でない言語や身体のあり
方である場合、暗黙知はそもそも存在しないことが想定
される。人工知能には暗黙知は存在しないものであるが、
人間にとってはどうであろうか。言語、身体、社会性の
あり様が暗黙知を維持するよう人間の教育が求められ
ているのではないだろうか。 
三宅は、知能について以下のように述べている。 
 
知能はこうした構造であると同時に、そうした構
造である自分から出よう、自分を壊してでも自分
から自由になろうという柔軟性を持っているので、
いろいろなものごとに対応できるわけです（三宅
2016、p.219） 
 
 人工知能研究における知能は、このように構造と柔軟
性を兼ね備えた存在としてみられている。この両面と向
き合い続けることは、言語、身体、社会性を論理的思考
と生態的反射の往還によって教育されることなのでは
ないだろうか。 
 
 
1 2013 年にドイツで提唱され始めた、作業革命を 4 つの段階
で考えることを指す（総務省 2018）。 
 
「インダストリー4.0」とは「第 4 次産業革命」という意
味合いを持つ名称であり、水力・蒸気機関を活用した機
械製造設備が導入された第 1 次産業革命、石油と電力を
活用した大量生産が始まった第 2 次産業革命、IT 技術を
活用し出した第 3 次産業革命に続く歴史的な変化として
位置付けられている。（総務省 2018、「第 1 部 特集 人
口減少時代の ICT による持続的成長」の補論より） 
 
2 内閣府の「第 5 期科学技術計画」で提唱された、狩猟社会
（Society 1.0）、農耕社会（Society 2.0）、工業社会（Society 3.0）、
情報社会（Society 4.0）に続く、新たな社会を指す段階である
（内閣府 2016）。 
 
Society 5.0 で実現する社会は、IoT（Internet of Things）
で全ての人とモノがつながり、様々な知識や情報が共有
され、今までにない新たな価値を生み出すことで、これ
らの課題や困難を克服します。また、人工知能（AI）に
より、必要な情報が必要な時に提供されるようになり、
ロボットや自動走行車などの技術で、少子高齢化、地方
の過疎化、貧富の格差などの課題が克服されます。社会
の変革（イノベーション）を通じて、これまでの閉塞感
を打破し、希望の持てる社会、世代を超えて互いに尊重
し合あえる社会、一人一人が快適で活躍できる社会とな
ります。（内閣府 2016、「Society 5.0 で実現する社会」
より） 
 
3 人工知能が人間の知能を超える転換点を指す。または、それ
によってもたらされる世界の変化のことを指す。2010 年代か
らの「第三次人工知能ブーム」の中、注目を浴びるようになっ
た。一説では、2045 年頃とされている（大迫 2016）。 
4 産業革命のきっかけは、ジョン・ケイが飛び杼を発明したこ
とで、2 人係で動かしていた織機を 1 人で動かせるようになっ
たことに始まる。失職を恐れた織工たちに襲われるなどして、
ジョン・ケイは困窮のうちに亡くなったとされている。（世界
史の窓 2019） 
5 佐藤は、「問いの先取り」が必要だという見方をしている
（p.94）。 
6 本稿では、特に説明がなければ、ゲームキャラクターは人工
知能によって制御されているゲームキャラクターを指す。 
7 ここで想起しているのは、暗記偏重のいわゆるつめこみ教育
である。知識量を増やすことじたいに意味はなく、知識の成り
立ちや応用に意味があるはずである。 
8 ここで想起しているのは、「丁寧」な穴埋めプリントを作成
人工知能研究の知見から見出す人間の教育 
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して配布することである。覚えてほしいことや必要だと考える
ことをピンポイントで穴埋めにすること（「丁寧」さ）で、そ
の単語がどんな文脈で使用され、どんな意味を持つのか考える
機会を奪うことである。 
9 ミッシェル・フーコ （ー1966＝1974）は、19 世紀以後に「人
間」の概念が成立したと論じているが、それが思考の考古学の
結果である以上、やがて「波打ちぎわの砂の表情」のように消
えていく概念なのではないかと述べている。 
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