analysis of the accuracy of the weighting scheme utilized by U.S. News & World Report (USNWR) to rank colleges and universities according to "widely accepted indicators of national excellence," which he found to be plagued by severe and pervasive multicollinearity. As in the Webster study, we employ principal component analysis to assess the relative contributions of thirteen criteria used by USNWR in 2004 to rank "top schools" in the national university category. Although USNWR continues to assign the greatest weight to peer assessment, this study confirms Webster's findings that average SAT/ACT scores of enrolled students is the most significant ranking criterion. This paper also extends Webster's study by examining the reliability of the USNWR rankings, which have come under repeated criticism for their lack of consistency. When compared with simulations generated from an estimated principal component regression model, the 2004 USNWR rankings are found to be increasingly more unreliable for lower ranked institutions. The source of this inconsistency appears to be peer assessment, which is the only subjective criterion used in the USNWR ranking methodology. This suggests that the rankings might be improved by lowering (or removing entirely) the relative contribution of peer assessment from the USNWR ranking methodology.
INTRODUCTION
here is an ongoing and heated debate about the efficacy and usefulness of the U.S. News & World Report (USNWR) tier rankings of colleges and universities. These rankings, which have been published by USNWR since 1981, purportedly identify the best and worst colleges and universities in the United States. USNWR has repeatedly argued that the college rankings should not be used exclusively to evaluate the relative quality of each institution included in the rankings. Rather, they argue, prospective students should judge each institution on its relative merits. On its website, USNWR asserts:
The U.S. News rankings of colleges and universities provide an excellent starting point for families comparing colleges because they offer an opportunity to judge the relative quality of the educational experience at schools according to widely accepted indicators of excellence. But many other factors that can't be measured should figure in your decision, including the school's cost, the availability of aid, course offerings, the feel of campus life, and the setting and geographic location.
So how should you use our ranking tables? Study the data that accompany the actual rankings. The tables are a source of highly useful information about colleges that is otherwise hard to obtain and which will help you narrow your search to a small number of colleges that are a good fit."
Changes in financial resources have important feed-back effects since higher educational expenditures, lower student/faculty ratios, smaller class sizes, etc. are likely to attract more academically qualified students, which result in higher peer assessments, and so on. The possibility of pervasive multicollinearity between and among the ranking criteria suggests that the assigned weighting scheme may not accurately reflect their actual contributions to USNWR tier rankings. This problem is particularly troublesome in the case of peer assessment, which has been assigned a weight of 25%. 3 In 1996, Alma College in Michigan surveyed administrators of 158 national liberal-arts colleges included in the USNWR rankings. They found that 84% of the respondents were unfamiliar with many of the schools that they were asked to rank. To make matters worse, one fourth of these respondents just guessed. "That means that reputations were based on what a few people knew about a school, and many of those were just making it up." [Glass, p. 94] Peer assessment--25%. This is a measure of how the institution is regarded by administrators at peer institutions based on a survey conducted in the spring of 2003. (25%) X 2 Acceptance rate--1.5%. The ratio of the number of students admitted to the number of applicants for the fall 2002 admission. (2.25%) X 3 High school class standing-top 10%--6%. The proportion of students who graduated in the top 10 % of their high school class. (5.25%) X 4 Average SAT/ACT scores--7.5%. Average test scores on the SAT or ACT of enrolled students, converted to percentile scores by using the distribution of all test takers. (6%) X 5 Faculty compensation--7%. Average full-time faculty pay and benefits adjusted for regional differences in cost of living for the 2001-2002 and 2002-2003 academic years. (7%) X 6 Percent faculty with top terminal degree--3%. Percentage of full-time faculty members with a doctorate or the highest degree possible in their field for the 2002-2003 academic year. (3%) X 7 Percent full-time faculty--1%. The percentage of the total number of faculty employed on a full-time basis during the 2002-2003 academic year. (1%) X 8 Student/faculty ratio--1%. Ratio of full-time students to full-time faculty during the fall of 2002. (1%) X 9 Percent of classes with less than 20 students--6%. The percentage of undergraduate classes (excluding class subsections) with fewer than 20 students enrolled during the fall of 2002. (6%) X 10 Percent of classes with more than 50 students--2%. The percentage of undergraduate classes (excluding class subsections) with 50 students or more during the fall of 2002. (2%) X 11 Average graduation rate--16%. The percentage of freshmen who graduated within a six-year period, averaged over the classes entering between 1993 and 1996. (16%) X 12 Average freshman retention rate--4%. The percentage of first-year freshmen that returned to the same institution the following year, averaged over the period 1998-2001. (4%) X 13 Average educational expenditures per student--10%. The average spending per full-time equivalent student on instruction, research, public service, academic support, student services, institutional support, and operations and maintenance (for public institutions only) during the 2001 and 2002 fiscal years. (10%) X 14 Average alumni giving rate--5%. The average percent of undergraduate alumni who donated money to the institution. These rates were averaged for the 2001and 2002 academic years. (5%) X 15 Graduation rate performance--5%. The difference between the actual six-year graduation rate for students entering in the fall of 1996 and the predicted graduation rate. (5%) X 16 Graduation and retention rank (derived from factors X 12 and X 15 ). X 17 Predicted graduation rate. Based upon characteristics (not specified) of the entering class as well as characteristics of the institution. X 18 Faculty resources rank (derived from factors X 5 through X 10 ). X 19 Selectivity rank (derived from factors X 2 through X 4 ). X 20 Financial resources rank (derived from factor X 13 ).
X 21
Alumni giving rank (derived from factor X 14 ). X 22 Dummy variable where 1 designates a public institution and 0 designates a private institution. Note: Numbers in parentheses represent criteria weights applied to U.S. News & World Report 1999 tier rankings. This paper extends Webster's [2001] analysis of the accuracy of the weighting scheme utilized by U.S. News & World Report (USNWR) to rank colleges and universities according to "widely accepted indicators of national excellence," which he found to be plagued by severe and pervasive multicollinearity. As in the Webster study, we employ principal component analysis to assess the relative contributions of thirteen criteria used by USNWR in 2004 to rank "top schools" in the national university category.
DATA
The data used in this study were obtained from USNWR 2004 America's Best Colleges website. USNWR categorizes institutions of higher learning as national universities, national liberal arts colleges, regional universities and regional liberal arts colleges according to criteria established by the Carnegie Foundation for the Advancement of Teaching. There are 126 institutions included in the 2004 USNWR "top schools" tier of national universities. 4 USNWR reported data on 15 criteria for "top schools" national universities (see Table 1 ). Unfortunately, of the fifteen ranking criteria used to generate the USNWR rankings, data on only 13 criteria are reported on the website. Data on "faculty compensation" (X 5 ) and "percent faculty with top terminal degree" (X 6 ) are not reported. Both of these ranking criteria are included in the broader "faculty resources" category. As a partial offset to this omission, USNWR provides data on "faculty resources rank," which is constructed using the seven ranking criteria (X 5 through X 10 ) in this category. Of the 126 institutions ranked in the "top schools" national university tier, USNWR reports average SAT and ACT scores of the 25 th and 75 th percentiles. 5 ACT scores were converted to their SAT equivalent utilizing a conversion table published by Ivy West Educational Services (www.ivywest.com/acttosat.htm). As in the Webster [2001] study, a single SAT score was obtained by averaging the 25 th and 75 th percentiles. This paper analyzes 13 of 15 USNWR ranking criteria. These 13 criteria account for 90% of the total weight assigned in the ranking methodology.
EMPIRICAL ANALYSIS
Webster [2001] argued that the actual contributions of the ranking criteria examined differ significantly from the explicit USNWR weighting scheme because of the presence of severe and pervasive multicollinearity. Table 2 , which summarizes the pair-wise correlation coefficients of the USNWR ranking criteria examined in this study, support Webster's conclusions that the weights assigned by USNWR to the ranking criteria are not representative of their actual contributions to the rankings. In its college rankings, USNWR assigns its greatest weight (25%) to the institution's academic reputation (peer assessment). Not surprisingly, peer assessment (X 1 ) is very highly correlated with the academic quality of admitted students as measured by average SAT/ACT scores (X 4 ). SAT/ACT scores are also very highly correlated with acceptance rates (X 2 ), high-school class standing-top 10% (X 3 ), student/faculty ratios (X 8 ), average graduation rates (X 11 ), average retention rates (X 12 ), and average alumni giving rates (X 14 ). Yet, despite its strong correlation with six other ranking criteria, USNWR assigns only a 7.5% weight to average SAT/ACT scores.
It should not be surprising that SAT/ACT scores may be highly correlated with high-school class standing. Also not surprising is that scores on standardized tests are highly correlated with graduation rates. The fact that peer assessment is highly correlated with average SAT/ACT scores, which is highly correlated with average alumni giving, suggests that alumni who are proud of their alma mater may believe that their degree provides a competitive advantage in the market place, and are therefore more apt to provide financial assistance after graduation. This linkage helps to explain the strong positive correlation between and among peer assessment, SAT/ACT scores and average educational expenditures per student and student/faculty ratios. The relationship between peer assessment and alumni contributions is important since an institution's ability to provide state-of-the-art educational facilities and hire world-class faculty depends crucially on its non-tuition sources of income. Raising alumni contributions, therefore, may partly depend on higher admission standards.
Peer assessment is also highly correlated with the average freshman retention rate, perhaps because students who believe that the institution's degree is highly valued in the market place are more likely to remain with that institution. There is a possible chain of causality from admission standards to academic quality to retention. Improved retention rates may thus depend on higher admission standards. An institution's academic reputation, as summarized in its peer assessment rating, is surprisingly negatively correlated with the institutions acceptance rates. One would ordinarily expect that the higher an institution's academic reputation then the lower its acceptance rate. Paradoxically, the negative correlation coefficient (0.73) suggests quite the opposite. Webster credited this apparent contradiction to the phenomenon of "self-selection."
"Self-selection refers to the situation in which academically under-qualified students do not apply to tier 1 institutions because, in their judgment, their applications would be rejected. Because of the transaction costs involved in the application process (application fees, time, etc.), the effect of self-selection would be to exert an upward bias on reported acceptance rates for more prestigious institutions. Moreover, as the number of applications of academically under qualified students to institutions of lower prestige increase, acceptance rates at these national universities are biased downwards [2001, p. 239 ]."
The linkages discussed above suggest that the weight assigned by USNWR to average SAT/ACT scores is too low, while the weights assigned to other ranking criteria, such as peer assessment, average graduation rates and education expenditures may be too high. Webster has argued that an understanding of the relative contribution of the USNWR ranking criteria to an institution's overall academic standing is essential to the formulation of the institution's strategic agenda.
Because of severe and pervasive multicollinearity, Webster applied principal component analysis (see, for example, Chatterjee and Price [1977] , Hair, Anderson and Tatham [1987] , Hotelling [1936] , Maddala [1997] , and Malinvaud [1997] ) to determine whether the arbitrary weighting scheme adopted by USNWR is an accurate reflection of the contribution of each of the ranking criteria. 6 The objective of principal component analysis is to derive an alternative linear combination of explanatory variables, called principal components, that have certain desirable statistical properties (See Appendix 1). The estimated coefficients are equal to the eigenvectors of the correlation or covariance matrix. Estimated principal components are then sorted in descending order by eigenvalue, which are equal to the variances of the components. The first principal component should be able to explain variations in the value of the dependent variable better than any other linear combination of explanatory variables. The relative weights of the ranking criteria may be derived from the estimated first principle components. Table 3 summarizes the eigenvectors of four estimated models. The eigenvector of Model 1 indicates that there are approximately equal loadings on ten of the thirteen ranking criteria examined, which account for about 96 % of the absolute standardized absolute variance, compared with about 88 % in the Webster study. These ten ranking criteria in descending order of their individual contribution to the standardized variance of the first principal components are X 4 (average SAT/ACT scores-11.2%), X 2 (acceptance rate, 10.4%), X 11 (average graduation rate, 10.3%), X 12 (average freshman retention rate, 10.3%), X 3 (high school class standing-top 10%, 9.8%), X 1 (peer assessment, 9.4%), X 13 (average educational expenditures per student, 8.9%), X 14 (average alumni giving rate, 8.8%), X 8 (student/faculty ratio, 8.7%), and X 9 (percent classes less than 20 students, 8.1%).
An innovation to the Webster study is the estimation of Models 2, 3 and 4, which replaces ranking criteria X 7 through X 10 with ranking criterion X 18 . Ranking criteria X 5 through X 10 constitute the USNWR ranking category "faculty resources. Unfortunately, data for X 5 and X 6 were not provided in the USNWR website. USNWR does provided a ranking of "top schools" according to faculty resources (X 18 ), which were presumably derived from the other ranking criteria in this category. The eigenvector of Model 2 indicate that nine of the ten ranking criteria are approximately equally loaded and account for about 98% of the absolute standardized variance. Once again, average SAT/ACT scores account for the greatest contribution to the first principal component (12.7%). ) where 0 denotes a private institution and 1 denotes a public institution. Of the 126 institutions included in the USNWR "top schools" tier, 64 are state-supported universities. The eigenvector of Model 3 indicates that the public school dummy accounts for about 6.9% of the absolute standardized variance. Average SAT/ACT scores remain the most important explanatory variable in the USNWR "top schools" ranking.
The final modification removes ranking criterion X 15 (graduation rate performance) from Model 3. This ranking criterion consistently ranked lowest in its contribution to the absolute standardized variance (less than 2%). The eigenvector for the first principal component for Model 4 is summarized in Table 3 . All of the ranking criteria in this model have approximately equal loadings. As before, average SAT/ACT scores is accounts for the largest percentage (12%) of the absolute standardized variance of the complete set of ranking criteria used in the model. As in Webster's findings, the highest pair-wise correlations exist among these ten ranking criteria. Average SAT/SAT scores, for example, is highly correlated with peer assessment (0.76), acceptance rate (0.82), high school class standing (0.78), student/faculty ratio (0.71), average graduation rate (0.83), average freshman retention rate (0.84), and average alumni giving rate (0.73). Although USNWR assigns a relatively low weight to SAT/ACT scores (7.5%) its contribution to the rankings, as well as its influence on the remaining criteria, is pervasive. Table 4 summarizes the estimated eigenvalues of the four models estimated using alternative combinations of the ranking criteria summarized in Table 1 . Model 1, for example, summarizes the eigenvalues of the 13 principal components estimated from these data and their proportional contribution to the USNWR "top schools" rankings. Table 1 , explain about 66% of the absolute standardized variance. This suggests that Model 4 does a better job at explaining variations in the USNWR rankings. 0.034 (0.26) Note: Eigenvalues represent the column sum of squares for a factor; sometimes referred to as a latent root. It represents the amount of variance accounted for by a factor.
SIMULATIONS AND COMPARISONS
USNWR argues that its "rankings of colleges and universities provide an excellent starting point for families comparing colleges because they offer an opportunity to judge the relative quality of the educational experience at schools according to widely accepted indicators of excellence." The foregoing analysis suggests, however, that the USNWR rankings are more appropriately a measure of the academic selectivity of colleges. Does this imply that more selective colleges and universities also provide the highest quality education? The available evidence suggests otherwise. Kuh and Pascarella [2004] , for example, have argued persuasively that institutional selectivity is not a good proxy for effective educational practices. This paper is not intended to add to this debate. But, this does raise another question. Are the USNWR college rankings an accurate reflection of academic selectivity given the methodological shortcomings in their construction?
Despite their many critics, the general public appears to be enamored with the rankings. They view them as an unbiased third-party assessment of the relative strengths and weakness of colleges and universities. On the other hand, the efforts of administrators to improve their institutions relative position by manipulating selective criteria will continue to fuel the debate over the veracity of the rankings. To whatever ends the USNWR rankings are used, however, they ought to be internally consistent in terms of the ranking criteria upon which they are constructed. The underlying structure and character of colleges and universities evolve very gradually. According to one quip, the only thing that moves more slowly than a university is a cemetery. Yet, the annual leapfrogging of institutions suggests that the USNWR ranking methodology is anything but consistent. In this section we will examine the consistency of the 2004 USNWR rankings of "top schools."
To examine the consistency of the USNWR "top schools" rankings we began by generating alternative college rankings. Principal component regression (PCR) analysis (see Appendix 2) was used to generate the parameter estimates of a linear model of ranking criteria identified in Model 4 of Table 3 . 7 The results of this procedure are summarized in Table 5 . Simulated rankings derived from the PCR model of Table 5 are summarized in Table 6 . Column (1) summarizes the USNWR "top schools" rankings. Column (3) summarizes the simulated college rankings from the model presented in Table 5 . Column 6 is the difference between the USNWR and simulated rankings.
How closely do the USNWR rankings correspond with the simulated rankings derived from the PCR model summarized in Table 5 ? A casual review of Table 6 suggests that the lower the USNWR ranking (the higher the number) the greater the average variance from the rankings predicted by the PCR model. How significant is this observation? To answer this question we began by calculating the average absolute deviation of the differences between the USNWR and PCR model rankings. We found that the first third of the rankings differed by an absolute average of 2.76 places, the second third differed by an absolute average of 5.43 places, and the final third differed by an absolute average of 7.4 places. At least in terms of the rankings generated by the PCR model, the USNWR rankings become increasing more inconsistent and unpredictable for lower ranked institutions. One possible explanation for this was suggested by the Alma College study cited in Glass [1997] , which found that a majority of administrators who were asked to assess peer institutions were unfamiliar with many of the schools that they were asked to rank. It is perhaps not surprising that those administrators (or anyone else, for that matter) should be in greater agreement in their perceptions of Ivy League institutions and less familiar with such institutions as the University of Tulsa or the Illinois Institute of Technology. For less-well-known institutions we would expect wider differences of opinion in peer assessments, and therefore greater variability in the rankings. In some of the most egregious cases of over-ranking, it appears that peer assessments may have as much to do with an institution's prowess on the athletic field rather than its performance in the classroom. A clue as to the source of the variability in the rankings may be gleaned from an examination of the first four principal components of Model 4, which explain 88.4% of the USNWR rankings. These eigenvectors of the first four principal components are summarized in Table 7 . The first principal component is a rough average of the 10 ranking criteria, with average SAT/ACT scores accounting for the greatest (10%) individual contribution to the absolute standardized variance. Peer assessment ranks sixth in terms of its correlation with the first principal component. By contrast, peer assessment is highly and negatively correlated with the second principal component, accounting for about 19 % of the absolute standardized variance. Only the public dummy variable is more highly correlated with the second principal component, accounting for about 33% of the absolute standardized variance. Whereas the contribution of the public dummy variable in the first principal component is reinforced by its contribution in the second principal component, peer assessment exhibits a significant and sign-changing loading. These results suggest that peer assessment may be the most significant source of inconsistency in the USNWR rankings.
SUMMARY AND CONCLUSIONS
This paper expands Webster's [2001] analysis of the accuracy of the weighting scheme utilized by USNWR to rank colleges and universities. As in the Webster study, we employed principal component analysis to assess the relative contribution of the USNWR ranking criteria in the presence of severe and pervasive multicollinearity. In each of four models estimated, the eigenvectors of the first-principal components confirm Webster's findings that the actual contributions of the ranking criteria differ significantly from the explicit weighting scheme employed in USNWR ranking methodology. Contrary to the USNWR weighting scheme, the most significant ranking criteria in each case was average SAT/ACT scores of enrolled students, accounting for approximately 11% of the standardized variance of the first principal component. By contrast, USNWR assigns a weight of 7.5% to average SAT/ACT scores of enrolled students, which place it fourth in terms of relative importance behind peer assessment (25%), average graduation rate (16%), and average educational expenditures per student (10 %). This paper also examined the consistency of the USNWR rankings of "top schools" by comparing them with the simulated rankings of a principal component regression model. We found that the number of statistically significant differences increases for lower ranked institutions. The absolute differences were statistically significant at the 90 % confidence level in 15 of 126 cases, or an "error" rate of 12%. Moreover, average absolute differences between actual and simulated rankings become larger for lower ranked institutions. Not only did the error rate increase for lower ranked institutions, but the USNWR rankings appear to be negatively biased. Compared with our simulations, USNWR overrated 10 of 15 institutions at the 90% confidence level. At the 80% confidence level, USNWR overrated 17 of 25 institutions.
The results presented in this paper suggest that the USNWR rankings become increasing more inconsistent and unpredictable for lower ranked institutions. One source of this inconsistency is peer assessment, which is the only subjective USNWR ranking criterion. The reason for this appears to be administrators' lack of familiarity with colleges and universities that they were asked to rate. Moreover, less well known institutions are subject to wider differences of opinion in terms of peer assessments and greater variability in the rankings. This suggest that a possible improvement to the overall consistency of the USNWR college rankings would be to lower (or perhaps remove entirely) the relative contribution of peer assessment from the ranking methodology.
analysis the k-dimensional linear subspace spanned by the first k principal components gives the best possible fit to the data points as measured by the sum of the squared perpendicular distances from each data point. Ordinary-least-squares regression analysis, on the other hand, summarized the sum of the squared vertical distances. 7.
Principal components regression (PCR) is used for analyzing multiple regression data that suffer from multicollinearity. When multicollinearity is present ordinary least squares (OLS) parameters are unbiased, although large variances may cause these estimates to differ significantly from their true value. PCR reduces standard errors by adding a degree of bias to the regression estimates. In PCA severe multicollinearity is detected as very small eigenvalues. To rid the data of multicollinearity PCR omits principal components associated with small eigenvalues. Regressing the dependent variable against the first and second principal component should eliminate the multicollinearity problem. These results are then transformed back to the original set of explanatory variables to obtain the parameter estimates. Although these estimates will be biased the size of the bias will be more than compensated for by the decrease in the standard errors.
8.
At the 80% confidence level this "error" rate increases to 19.8%.
9.
At the 80% confidence level, USNWR overrated 17 of 25 institutions.
calculating an uncorrelated set of variables, called principal components or factors. Each principal component is a linear combination of the selected explanatory variables, with the coefficients equal to the vector of eigenvalues of the correlation or covariance matrix. Eigenvalues represent the column sum of squares for a factor, sometimes referred to as a latent root. Eigenvalues represent the amount of variance accounted for by a factor. These principal components are then ordered in such a way so that the first few of these retain most of the variation in all of the original explanatory variables. The most desirable property of PCA is that the sum of the variances of all of the principle components is equal to the sum of the variances of the original explanatory variables. There are, however, potential problems with this procedure. Although the first principal component has the greatest variance, it need not necessarily be the most highly correlated with the dependent variable. In other words, there is no necessary relationship between the order of the principal components and their degree of correlation with the dependent variable. It is important, therefore, to consider all of the principal components and their proportional explanatory contributions. In addition, the estimated coefficients have no meaningful economic interpretation. Finally, changing the units of measurement of the explanatory variables will change the principal components. To overcome this problem, all of the ranking criteria considered in this study have been standardized to have unit variance.
APPENDIX 2-PRINCIPAL COMPONENTS REGRESSION ANALYSIS
Principal components regression (PCR) is used for analyzing multiple regression data that suffer from multicollinearity. When multicollinearity is present ordinary least squares (OLS) parameters are unbiased, although large variances may cause these estimates to differ significantly from their true value. PCR reduces standard errors by adding a degree of bias to the regression estimates. In PCA severe multicollinearity is detected as very small eigenvalues. To rid the data of multicollinearity PCR omits principal components associated with small eigenvalues. Since the size of the typical eigenvalue of the correlation matrix is unity, PCR eliminates eigenvalues with values considerably smaller than this. For example, if only one small eigenvalue were detected in a problem comprised of three explanatory variables then the third principal component would be eliminated. Regressing the dependent variable against the first and second principal component should eliminate the multicollinearity problem. These results are then transformed back to the original set of explanatory variables to obtain the parameter estimates. Although these estimates will be biased the size of the bias will be more than compensated for by the decrease in the standard errors.
