k-nearest neighbor graph is the fundamental data structure in many disciplines such as information retrieval, data-mining, pattern recognition and machine learning, etc. In the literature, considerable research has been focusing on how to efficiently build an approximate k-nearest neighbor graph (k -NN graph) for a fixed dataset. Unfortunately, a closely related issue to the graph construction has been long overlooked. Namely, few literature covers about how to merge two existing k -NN graphs. In this paper, we address the k-NN graph merge issue of two different scenarios. One one hand, peer merge is proposed to address the problem of merging two approximate k-NN graphs into one. This makes parallel approximate k -NN graph computation in large-scale become possible. On the other hand, the problem of merging a raw set into a built k -NN graph is also addressed by joint merge. It allows the approximate k-NN graph to be built incrementally. It therefore supports approximate k -NN graph construction for an open set. Moreover, deriving from joint merge, an hierarchical approximate k -NN graph construction approach is presented. With the support of produced graph hierarchy, superior performance is observed on the large-scale NN search task across various data types and data dimensions, and under different distance measures.
INTRODUCTION
Given a dataset S = {x|x ∈ R d } with n samples, k-NN graph refers to the graph data structure in which G[i] keeps the top-k nearest neighbors for sample x i in the dataset. It is the key data structure in the manifold learning [1] , [2] , data mining, machine learning and information retrieval, etc [3] . Basically, given a metric m(·, ·), the construction of k-NN graph is to find the top-k nearest neighbors for each data sample. When it is built in brute-force way, the time complexity is O(d·n 2 ), where d is the dimension and n is the size of dataset. Both d and n could be very large given the rise of big data issue in various contexts. For this reason, it is computationally expensive to build an exact k-NN graph in an exhaustive manner. This is particularly true for large-scale high dimensional cases. Due to the high time complexity of finding an exact solution, works in the literature [3] , [4] , [5] , [6] only aim to search for an approximate but efficient solution.
Due to the fundamental role k-NN graph plays in various areas, continuous efforts have been taken to explore for efficient construction approach in the last several decades. Despite numerous efforts have been taken, an issue that is closely related to the graph construction has been long overlooked. Specifically, to the best of our knowledge, there is no research work to consider how to merge two existing k-NN graphs. Namely, given datasets S 1 = {x|x ∈ R d } and S 2 = {y|y ∈ R d } and their corresponding k-NN graphs or approximate k-NN graphs G 1 and G 2 1 , the merge on two k-NN graphs is to build k-NN graph G for S = S 1 ∪ S 2 based on G 1 and G 2 instead of reconstructing G from scratch. In the merge process, samples in S 1 and samples in S 2 will be • Peng-Cheng Lin inserted into the k-NN lists of each other if they are located in the neighborhoods of each other. This issue is equally important as approximate k-NN graph construction. First of all, in various scenarios, k-NN graphs can only be built for individual subsets on the initial stages, given the data are distributed on different nodes or not all of them are ready at the moment. In the case of parallel computing, one would prefer to slicing the data into blocks, and computing the approximate k-NN graph for each block on different machines. The sub graphs are later reduced into one by repeatedly merging two sub graphs each time. Moreover, a k-NN graph merge algorithm could also be an online approximate k-NN graph construction algorithm since k-NN graph for the whole dataset can be built by incrementally merging raw subsets into the graph.
Intuitively, the merge of graph G 1 with graph G 2 can be undertaken easily by a thorough cross comparison between samples in S 1 and samples in S 2 . Each produced edge < x i , y j , m(x i , y j ) > is inserted into G 1 [i] and G 2 [j] if it is ranked at top-k of the corresponding NN list. Given the cardinalities of S 1 and S 2 are n 1 and n 2 respectively, the time complexity of such cross comparison is O(n 1 ·n 2 ·d). Compared to efficient algorithm for approximate k-NN graph construction algorithms [3] , [4] , the time complexity of merge operation is much higher, which would become the processing bottleneck for the whole process.
In this paper, two efficient and generic algorithms for k-NN graph merge are proposed. They are designed to address the k-NN graph merge issue under two different scenarios. In the first scenario, we address the issue of merging two already built sub k-NN graphs. Notice that, the problem of merging more than two k-NN graphs can be treated as a series of two-graph merge problem. In the second scenario, we address the issue of merging a raw sample set into an already built k-NN graph. Moreover, based on the algorithm designed for the second scenario, an hierarchical k-NN graph construction algorithm is de-rived. We show that the hierarchical structure output as the byproduct of the hierarchical k-NN graph construction is helpful for NN search. An efficient NN search algorithm based on hierarchical approximate k-NN graphs is therefore presented.
The remaining of this paper is organized as follows. In Section 2, a brief review about the research works on approximate k-NN graph construction and nearest neigbhor (NN) search is presented. Section 3 presents two algorithms for k-NN graph merge under two different scenarios. They are called as peer merge (P-Merge) and joint merge (J-Merge). In addition, deriving from J-Merge, an hierarchical approximate k-NN graph construction algorithm is presented at the end of this section. In Section 4, based on the constructed hierarchical approximate k-NN graph, an efficient NN search approach is shown. In Section 5, the experimental studies about the effectiveness of proposed algorithms for k-NN graph merging and construction, as well as NN search are presented. Section 6 concludes the paper.
RELATED WORKS

Approximate k -NN Graph Construction
In the approximate k-NN graph construction, there are basically two types of approaches. The first type of approaches such as [6] , [7] follow a two-stage pipe-line. At the first stage, samples are divided into a number of small subsets. The samples in each sub-set are expected to be close to each other. Exhaustive pair-wise comparisons are carried out within each sub-set. The closeness relations (viz., edges in the k-NN graph) between any two samples in one subset are established. On the second stage, these closeness relations are collected to update the k-NN graph. The long edges are replaced with shorter edges. The above two stages will be repeated for several times. The produced closeness relations in each round are used to update the k-NN graph incrementally. Since it is hard to design partition scheme that is feasible for various spaces, they are generally only effective in l p -space.
Another type of approximate k-NN graph construction approach, namely NN-Descent [3] is able to build graph under different distance measures. It starts the construction from a random k-NN graph. Based on the principle "neighbor's neighbor is likely to be the neighbor", the cross comparison is invoked between samples in each sample's neighborhood. Better closeness relations that are produced in the comparison are used to update the neighborhood of one sample. The iteration continues until the neighborhood of each sample does not change. This approach turns out to be generic and efficient. Essentially, it can be viewed as performing hill-climbing batchfully [3] , [8] . Recently, the mixture scheme derived from the above approaches is also seen in the literature [4] . Although efficient, it becomes no longer feasible for metrics beyond l p -norms.
In the aforementioned approximate k-NN graph construction solutions, the datasets are assumed to be fixed. However in practice, this is basically unrealistic in many scenarios. For instance, in Flickr or Youtube, photos and video clips are incrementally uploaded on a daily basis. The k-NN graph built for a photo or video collections has to be updated from time to time. In the existing solutions, there is no such updating strategy to consider the incremental change of the dataset. Any update on the dataset induces a thorough reconstruction of the approximate k-NN graph. As the consequence, the aggregated cost could be very high if they are required to support dynamic change on the graph.
Although approaches proposed in [9] , [10] are able to build the graph online, the graphs are built primarily for nearest neighbor search task. In these approaches, the samples which should be in the k-NN list of one sample are deliberately omitted for comparison efficiency [10] . While the links to remote neighbors are maintained [9] , [10] . As a consequence, graphs constructed by these approaches are not k-NN graph in their real sense. Such kind of graphs are hardly supportive for the tasks beyond NN search.
In this paper, we focus on addressing the problem of merging k-NN graphs in two typical scenarios. In our solution, the merge operation allows the raw dataset to join into the built k-NN graph incrementally. As a result, the merge algorithm actually addresses the problem of dynamic k-NN graph construction. Moreover, like NN-Descent [3] , our algorithm is generic as well, which is suitable for various distance measures.
Approximate NN Search
An issue that is closely related to approximate k-NN graph construction is nearest neighbor search (NN search). The primary goal of NN search is to find out the nearest neighbors from a given dataset for a query sample. In the problem, both the query and the candidate samples are assumed to be from the same space i.e., R d .
This issue has been traditionally addressed by a variety of tree partitioning approaches, such as K-D tree [11] , Rtree [12] , X-Tree [13] and NV-tree [14] , etc. They are designed to partition the space into hierarchical sub-spaces. The nearest neighbor search traverses over a few closer branches of the sub-spaces. However unlike B-tree in 1D case, the true nearest neighbor may reside in the branches that are outside the candidate sets. Therefore, extensive probing over large number of branches in the tree becomes inevitable. Recent indexing structures FLANN [15] and Annoy [16] partition the space with hierarchical k-means and multiple K-D trees respectively. Although both of them are efficient, sub-optimal results are achieved.
Apart from tree partitioning approaches, quantization based approaches [17] , [18] , [19] , [20] and locality sensitive hashing (LSH) [21] , [22] , [23] , [24] have been extensively explored in the last decade. Approaches from both categories save up lot of memory consumption and are very efficient when the size of encoding bits is short. Nevertheless, the memory efficiency and speed-up achieved by approaches from both categories are very limited when the search accuracy is required to be high. Another major disadvantage for these approaches is that they are mostly only suitable for l p -norms. The design of generic hash functions is non-trivial.
Recently, graph based approaches such as hillclimbing [8] and nearest neighbor descent (NN-Descent) [3] , demonstrate superior performance over other categories of approaches in many large-scale NN search tasks [10] , [25] , [26] . All the approaches in this category are built upon an approximate k-NN graph or diversified approximate k-NN graph. The search procedure starts from a group of random seeds and traverses iteratively over the graph by the best-first search. Guided by the neighbors of visited vertex's, the search procedure descents closer to the true nearest neighbor in each round until no better candidates could be found. Approaches in [4] , [8] , [9] , [10] , [26] , [27] in general follow the similar search procedure. The major difference between them lies in the structure of graphs upon which the NN search is undertaken. For most of the graph based approaches, the extra merit is that they are suitable for various distance measures.
In this paper, an hierarchical approximate k-NN graph construction algorithm is derived from the algorithm designed for k-NN graph merge. This hierarchical graph is adopted for NN search task. On the one hand, similar as the hierarchical structure in HNSW [10] , it helps to skip many samples lying in the far neighborhood of a query, it therefore speeds up the NN search, particularly on low dimensional search task. Moreover, due to the high quality of approximate k-NN graph, superior search effciency over HNSW is achieved. On the other hand, different from HNSW [10] , it is no need to maintain the hierarchical structure in the memory during the graph construction. Instead the hierarchical structure is produced as the intermediate result of approximate k-NN graph construction. It therefore relieves the burden to maintain and update the hierarchy. Moreover different from HNSW, the produced graph structure also facilitates other tasks such as browsing over close neighbors of each sample (e.g., photos) since it maintains an approximate k-NN graph.
TWO k -NN GRAPH MERGE STRATEGIES
In this section, two schemes that are used to merge k-NN graph in two different scenarios are presented. In the first scenario, it is assumed that two sub k-NN graphs are already built by any existing algorithms such as [3] , [4] , [26] or in brute-force way. The algorithm merges two sub graphs into one. In the second scenario, the merge algorithm deals with the problem of joining a raw set into an already built k-NN graph. Without the loss of generality, we assume there is no intersection between two subsets to be merged in both scenarios. Finally, an hierarchical approximate k-NN graph construction algorithm is proposed as a derivation from the second merge scheme.
Peer Merge
Given datasets S 1 = {s i |s i ∈ R d } and S 2 = {s j |s j ∈ R d } (S 2 ∩ S 2 = ∅), k-NN graphs G and H have been built for S 1 and S 2 respectively. Now we consider the problem of constructing k-NN graph U for dataset S = S 1 ∪S 2 based on G and H. In our solution, we propose to merge the graphs in four steps (see Fig. 1 for illustration). In the first step, the rear k 2 elements in each k-NN list from G and H are truncated out. These truncated lists are kept for later use. After this truncation, there are k 2 elements in each NN list of H. In the second step, k 2 samples from S 1 are randomly selected and are appended to one NN list of graph H. This is carried out for every NN list in H. Similarly, for each NN list in graph G, k 2 samples from S 2 are randomly selected and are appended. So both G and H are augmented with samples from each other. Combining the augmented G and H leads to a half-baked k-NN graph U for set S = S 1 ∪ S 2 . In the third step, the NN-Descent iteration [3] is performed on each NN list of graph U . The iteration continues until it converges. Different from [3] , the cross comparison on each k-NN list only takes place between samples from two different sets, namely between s i ∈ S 1 and s j ∈ S 2 . Finally, the truncated rear lists from G and H are combined with U by a simple merge sort on each k-NN list. The top-k elements in each NN list are kept. Then the approximate k-NN graph for the whole set U is forged. The merge algorithm is summarized in Alg. 1. U .
Algorithm 1: Peer Merge (P-Merge)
Since the merge is undertaken on two peer sub k-NN graphs, the merge algorithm is called as peer merge (P-Merge) from now on. In the first step of P-Merge, half of the k-NN list in graphs G and H is cut out for final merge. Actually, one could choose to reserve more or less neighbors in each k-NN list for final merge use. However, as one will see later in the ablation analysis, the best tradeoff between efficiency and graph quality is achieved when dividing the k-NN list into equal halves. Notice that there is no assumption on the size of each subset, one could merge two k-NN graphs in arbitrary scales. P-Merge is particularly helpful in the case one would wish to build approximate k-NN graph in parallel. Each subgraph could be built with different threads or on different nodes. The P-Merge is called when any two sub-graphs are ready. The sub-graphs could be built by any existing k-NN graph construction approaches such as [3] , [26] . P-Merge could be repetitively called until a complete approximate k-NN graph is built for the whole dataset.
Joint Merge
P-Merge well addresses the problem of merging two k-NN graphs. Based on the similar idea as P-Merge, a joint merge algorithm is presented in this section. It deals with the problem of merging a raw set into a built k-NN graph. Given two datasets S 1 = {s i |s i ∈ R d } and S 2 = {s j |s j ∈ R d }, a k-NN graph G is already constructed for S 1 . While S 2 is still a raw set. Now the problem is to build a graph U for dataset S = S 1 ∪ S 2 . Intuitively, exhaustive comparisons could be performed between samples from S 1 and S 2 and within S 2 . Then k-NN lists in graph G are updated and k-NN lists for S 2 are established. However, the time complexity of the first way is high. Another possible solution is to construct a k-NN graph for S 2 first and perform P-Merge between the two sub graphs. Rather than performing merge on two stages, there exists a more coherent and optimal solution, which will be presented in this section. Following the similar idea as P-Merge, the proposed joint Merge (J-Merge) performs the merge in four steps.
Firstly, the built k-NN graph G is cut into two parts, namely they are G + and G − . G + keeps top k 2 -NN lists of graph G. While G − consists of NN lists that keep the rear k 2 elements from each. Similar as P-Merge, G − is reserved for final merge use. Secondly, k 2 samples from S 2 are randomly selected and appended to the NN list of graph G + . This is carried out for each NN list in graph G. For dataset S 2 , a random k-NN list is initialized for each sample. The samples are selected from S (namely, both S 1 and S 2 ). This raw graph is given as H. Combining with G + , we have a halfbaked k-NN graph U for set S. In the third step, NN-Descent iteration is performed on graph U until it converges. In the iteration, the comparison is restricted to samples between S 1 and S 2 or within S 2 . The iteration continues when no new update happens. Finally, the truncated rear lists from G, namely G − is combined with U by simple merge sort on each k-NN list. The approximate k-NN graph for the whole set U is produced by keeping the top-k elements in each NN list. Similar as P-Merge, one could choose to cut graph G into two with different shares in the first step. However, as verified in the experiment section, cutting the k-NN list into equal halves is still the best choice. The algorithm is summarized in Alg. 2.
Compared to P-Merge, J-Merge needs to perform crossmatching within the raw sample set. So for the merge task of the same scale, J-Merge requires more comparisons than that of P-Merge. Different from P-Merge, J-Merge is suitable for the case that the dataset incrementally grows. Notice that NN-Descent is unable to deal with this problem. One has to build the approximate k-NN graph from scratch repeatedly if NN-Descent were directly adopted.
Hierarchical k -NN graph Construction via J-Merge
J-Merge is designed to merge a raw set into an existing k-NN graph. It therefore allows an approximate k-NN graph to be built incrementally. Specifically, the construction of approximate k-NN graph for a given dataset could be started from building an approximate k-NN graph for a small subset. Then remaining subset are joined in block-by-block via J-Merge until all the samples are put into the graph. To this end, it is clear to see J-Merge can be also used as a k-NN graph construction approach. The size of block that we merge into the constructed k-NN graph each time can be specified. Typically, if we specify the size of raw set to be joined to the same size of already built graph, the scale of approximate k-NN graph grows likes a binary tree.
Namely, the construction starts by building an approximate k-NN graph on a randomly sampled small subset
Thereafter, a raw subset of the same size as the baked subset are sampled from the remaining dataset of S. J-Merge is called to join this subset into the approximate k-NN graph. After J-Merge, the k-NN graph grows two times bigger than before. In the next round of merging, the size of block to be joined in also grows two times bigger than before. This sampling and merging are repeated until the samples of the whole dataset S are joined into the graph. The intermediate k-NN graphs produced during the whole iterations form an hierarchical (or pyramid) structure. The lower the layer is, the more number of samples are kept in the graph. The bottom layer is the approximate k-NN graph built for whole set S. This k-NN construction algorithm is called as hierarchical merge (H-Merge). Essentially, H-Merge is a repetitive calling of J-Merge.
Similar as the online k-NN graph construction algorithm [26] , it deals with k-NN graph construction problem for close set as well as open set. However, different from [26] , the k-NN graph is constructed in an hierarchical manner. Compared to the hierarchical navigable small world (HNSW) graphs, H-Merge produces an approximate k-NN graph instead of a diversified approximate k-NN graph in each layer, which is not a k-NN graph in the real sense. Furthermore, the hierarchy in H-Merge is formed by intermediate k-NN graphs during the merge. No real hierarchical structure is maintained during the construction. The approximate k-NN graph of one layer is derived from the approximate k-NN graph of the upper layer. The upper layer graph disappears as long as the k-NN graph of the next layer is born. During the construction process, one could choose to save arbitrary number of layers to form the hierarchy.
On the other hand, similar as HNSW graphs, the hierarchical structure formed by H-Merge could be adopted for nearest neighbor search. Like HNSW graphs, the top-down hierarchy helps to skip a large number of far neighbors during the NN search. As a result, speed-up is achieved, particularly on low dimensional data. Furthermore, due to the high quality of the approximate k-NN graph, the NN search performance based on such hierarchy turns out to be even better than HNSW graphs in some cases, which will be revealed in the experimental section.
There is one parameter in above merge algorithms, namely parameter k, which is also the size of resulting k-NN graph. For P-Merge and J-Merge, k is specified as the user wishes. In general, larger k leads to better resulting k-NN graph quality while higher computation cost. Besides k, the k-NN graph quality is also impacted by the quality of initial sub k-NN graphs in both scenarios. In H-Merge, parameter k has similar impact on the performance. Since the scale of approximate k-NN graphs of the non-bottom layer is small. It is no need to keep a full k-NN list for these graphs. As a result, on these layers, the size of k-NN list is set to k 2 . Essentially, P-Merge, J-Merge and H-Merge are the extensions over NN-Descent algorithm. P-Merge is designed for parallel approximate k-NN graph construction. J-Merge is designed to build a k-NN graph dynamically. While H-Merge is proposed to support fast NN search for an open set. All above three graph merge algorithms are generic to various distance metrics.
Convergence, Optimality and Complexity Analysis
In this section, the convergence analysis is made for P-Merge. Since the optimization strategies used in P-Merge, J-Merge and H-Merge are similar. The convergence analysis for P-Merge is also feasible for J-Merge, H-Merge as well as NN-Descent.
Given datasets S 1 = {s i |s i ∈ R d }, S 2 = {s j |s j ∈ R d } and S = S 1 ∪ S 2 , U 0 is union of augmented graphs G + and H + , which is the initial graph prepared for NN-Descent iteration. Given a k-NN graph U , we define function φ(U ) that returns the sum of distances from all k neighbors of all samples.
where U ij keeps the distance from the j-th neighbor to sample i. Given the true k-NN graph for dataset S is G, we have φ(U 0 ) > φ(G) holds 2 . After one round iteration in Alg. 1, closer neighbors are joined into NN lists and far neighbors are swapped out. There exists U 0 ij being replaced by
. Given the series of intermediate k-NN graphs produced after each iteration are U 1 , U 2 , · · · , U t , · · · , following inequation holds
Without the loss of generality, the shorter the distance is, the closer is the neighbor.
Since the update on U t happens only when a closer neighbor is found, the iteration leads function φ(U t ) to decrease monotonically. Meanwhile, function value is lower-bounded by φ(G). It is therefore clear to see the iteration in P-Merge converges.
Both P-Merge and J-Merge are greedy optimization approaches. Similar as NN-Descent, P-Merge and J-Merge perform hill-climbing NN search [8] in a batchful fashion. The greedy hill-climbing process could be trapped in a local optima. The search terminates when no new updates happen in the k-NN neighborhood. According to our observation, both P-Merge and J-Merge are effective on low dimensional data. Its efficiency drops as the data dimension increases.
The time complexities of P-Merge and J-Merge are on the same level as NN-Descent. It is clear to see the cost of merging two graphs is lower than reconstructing the whole from scratch by NN-Descent. As one could see from the potential comparisons that the problem involves, the time complexities of P-Merge and J-Merge are roughly one third and two thirds of the time complexity of NN-Descent respectively.
Before we discuss about the time complexity of H-Merge, let's consider the time complexity of building a series of approximate k-NN graphs with growing sizes. Each time NN-Descent is called. Given the size of graph is doubled each time, the scale of the problem is given as
where n is the size of dataset. As a result, the overall scale of the problem is 2·n. 
NN SEARCH OVER k -NN GRAPH HIERARCHY
As shown by HNSW graphs [10] , the hierarchical graph structure is helpful for NN search task. In this section, we are going to show how the NN search could be performed on the graph hierarchy that is produced by H-Merge. As will be shown in this section, similar hierarchical NN search mechanism could be undertaken as HNSW while without the construction of an approximate small-world graph. As mentioned in the previous section, on each layer of the hierarchy, H-Merge produces an approximate k-NN graph. It is possible to conduct the top-down NN search directly based on the hierarchy. However, comparison redundancy happens due to occlusions in the k-NN neighborhood. Following the practice in [10] , [25] , [28] , the graph diversification operation is applied on the approximate k-NN graph of each layer. This leads to a sparse NN graph. It reduces the potential comparison redundancy. In this paper, the graph diversification (GD) operation scheme used in [10] , [28] is adopted. However different from [10] , the graph diversification is performed on the already built approximate k-NN graphs as a post-processing step. In contrast, HNSW applies the diversification on an incrementally diversified graph [10] .
GD examines the neighborhood of each k-NN list. Given sample a, the nearest neighbor of a is kept by default. The rest neighbors are treated as the candidates to be examined. The candidates are sorted in ascending order and are examined one by one. A candidate is kept if its distance to sample a is smaller than its distances to all the already kept samples. As illustrated in the Fig. 2 , sample f is removed from the NN list of sample a, since its distance to e is smaller than it is to a. The reverse k-NN list of sample a is also diversified based on the same strategy and merged with the diversified k-NN list. The k-NN graph of each layer is undergone this diversification operation. The hierarchy after graph diversification is ready to support NN search.
The NN search basically follows the procedure of HNSW [10] . It is divided into two stages. At the first stage, a coarse greedy search is conducted on the non-bottom layers. The search starts from the top layer where we have the smallest graph. It starts from one random sample on the layer and explores the neighbors of a visited vertex. It moves to the closer neighbor from the expanded neighborhood. procedure on a three-layer hierarchy is illustrated in Fig. 3 .
Similar as HNSW, the links (edges) kept in upper layers connect vertices relatively farther from each other. In contrast to searching on a flat graph, the search moves faster when it is undertaken on these coarser graphs. So compared to search on flat graph [25] , NN search on the non-bottom layers is expected to supply candidates to the bottom layer search in a more efficient way.
EXPERIMENTS
In this section, the performance of P-Merge and J-Merge is studied on the k-NN graph merge task. Each of the datasets is divided into two subsets. The sub k-NN graphs are constructed in advance by NN-Descent. P-Merge and J-Merge are adopted respectively to fulfill the merge in two different scenarios. Since there is no graph merge algorithm in the literature, their performance is compared to NN-Descent as it is adopted to construct the graph for the whole set directly. While H-Merge is evaluated when it is used as hierarchical approximate k-NN graph construction approach. Meanwhile, the performance of H-Merge is also studied when the hierarchical structure is used to support fast NN search.
As revealed in [3] , [25] , the complexity of approximate k-NN graph construction is largely related to the intrinsic data dimension. While the intrinsic data dimension of real world data varies considerably from one data type to another. Different from real world data, the intrinsic dimension of synthetic data increases steadily as the data dimension increases. As a result, the performance trend of k-NN merge approach on synthetic data is more observable compared to the real world dataset. For this reason, the experiments of k-NN graph merge are conducted on a series of synthetic datasets. The data dimension varies from 2 to 100, which is in line with the convention in [3] . Data in each dimension are independently drawn from the range [0, 1) under uniform distribution. While for NN search task, the performance is reported on both synthetic random data and data from real world. Besides four large-scale synthetic datasets, six real world datasets are adopted in the evaluation. The brief information about all the datasets are summarized in Tab. 1. On the NN search task, the performance of the proposed search approaches is studied in comparison to the representative approaches of different categories. Namely they are graph based approaches such as DPG [25] and HNSW [10] . SRS [36] is considered as the representative locality sensitive hash approach. Product quantizer (PQ) [18] is considered as the representative quantization based approach in the comparison. FLANN [15] and Annoy [37] are selected as the representative tree partitioning approaches, both of which are popular NN search libraries in the literature.
Evaluation Protocol
For k-NN graph construction, the top-1 (recall@1) and top-10 (recall@10) recalls on each dataset are studied under l 1 and l 2 metrics respectively. Given function R(i, k) returns the number of truth-positive neighbors at top-k NN list of sample i, the recall at top-k on the whole set is given as
Besides k-NN graph quality, the construction cost is also studied by measuring the scanning rate [3] of each approach. Given C is the total number of distance computations in the construction, the scanning rate is defined as
In addition, another ten datasets are adopted to evaluate the performance of both nearest neighbor search and k-NN graph construction. Among them, six datasets are derived from real world images, deep feature or text data. All four datasets, namely GIST1M, Glove1M, NUSW and Rand1M that are marked as most challenging datasets in [25] , are adopted in the evaluation. For each of the dataset, another 1,000 or 10,000 queries of the same data type are prepared. Different metrics such as l 2 , Cosine and κ 2 are adopted in accordance with the data type of each set. The search quality is measured by the top-1 recall for the first nearest neighbor. This is in line with the evaluation convention in the literature. In order to make our study comparable under different hardware settings, the search quality is reported along with the speed-up one approach achieves over bruteforce search. Moreover, in order to allow the readers to know how efficient that one NN search approach performs, the time cost for brute-force NN search on each dataset is also shown on the 5th column of Tab. 1.
All the codes of different approaches considered in this study are compiled by g++ 5.4. In order to make our study to be fair, we disable all the multithreads, SIMD and prefetching instructions in the codes for NN search task. While for k-NN graph merge task, OpenMP [38] is adopted. This is to illustrate our merge algorithms are parallelizable on CPU threads level as NN-Descent. All the experiments are pulled out on a PC with 2.4GHz CPU and 32G memory setup.
Performance of P-Merge and J-Merge
In this section, the performance of two proposed merge algorithms is studied in comparison to NN-Descent [3] , which is recognized as the state-of-the-art approximate k-NN graph construction algorithm. The evaluation is conducted on six synthetic datasets. While the size of the datasets is fixed to 100K, which is in line with [3] . The performance is reported when the merge algorithms are operated under l 1 and l 2 metrics respectively. The graph quality achieved by P-Merge, J-Merge and NN-Descent is largely controlled by k, which is exactly the length of NN list. In our experiment, k is set to an optimal value for each algorithm such that algorithm makes a balance between efficiency and quality. Each dataset is divided into two subsets of equal size. For P-Merge, NN-Descent is called to build two sub k-NN graphs respectively for two subsets. For J-Merge, NN-Descent is called to build the k-NN graph for one of the subset, while leaving another as the raw set. It is possible to use approach [26] to produce the sub graph, which actually achieves better quality. However, NN-Descent is preferred in the test as both P-Merge and J-Merge can be viewed as the extensions over NN-Descent. It is easy to see the efficiency and quality that P-Merge and J-Merge achieve over NN-Descent.
In P-Merge and J-Merge, the number of elements in one NN list that is cut out for final merge could range from 1 to k-1. Given the number of elements reserved for merge is k 1 , the ratio that regularizes this division is defined as r = k1 k . This factor impacts the performance of both P-Merge and J-Merge. In the following, an ablation analysis is made to see how this factor impacts the performance of graph merge in two scenarios.
Ablation Analysis
The ablation analysis about parameter r is conducted on "RAND100K100D" with l 2 distance measure. k is set to 30.
As mentioned before, NN-Descent is called to produce sub graphs. Then P-Merge and J-Merge are called to merge the approximate sub k-NN graphs. Several runs of results are produced for each algorithm with varying r from 1/6 to 4/5. The curves of recall@1 and recall@10 for P-Merge and J-Merge are shown in Fig. 4(a) and Fig. 4(b) respectively. As shown on the two figures, the highest recalls are reached when r = 0.5. This does indicate the best choice is to cut the NN list into equal halves. Since with such division, the samples from two subsets are sufficiently mixed up and exposed to the highest chance of cross-comparison. In the rest of experiments, this ratio is fixed to 0.5. 
Performance on approximate k-NN graph Merge
In this section, the effectiveness as well as the efficiency of two merge algorithms are studied. For convenience, the performance is evaluated in the scenario of merging two 50K graphs into one under various dimensions. In the test for P-Merge, two sub approximate k-NN graphs are prepared by NN-Descent in advance. P-Merge is called to merge the two.
In the test for J-Merge, one sub approximate k-NN graph is prepared by NN-Descent. J-Merge is called to merge the left raw set into the sub graph. For two merge algorithms, the evaluation is undertaken with l 1 and l 2 metrics respectively. Their performance is compared to NN-Descent when it is called to produce an approximate k-NN graph directly for the whole set. For different dimension of data, the parameter k varies. It is largely close to the data dimension. While k is shared the same across different approaches on the same dataset. Top-1 and top-10 recalls for all three approaches are shown in Fig. 5 . Correspondingly, the parameter setting for k and the scanning rates for all the runs are presented in Tab. 2. In the table, the scanning rates that NN-Descent take to produce the sub graphs for P-Merge and J-Merge are also attached on the "c 1 " and "c 2 " columns respectively. For scanning rate shown on "c 1 ", we sum up the scanning rates of building two sub graphs. While in practice, the sub graphs could be built in parallel.
As shown in the figure, the graph quality achieved by two merge algorithms is largely the same as NN-Descent on data dimension from 2 to 10. While from data dimension 10 to 100, quality of the graph that is produced by NN-Descent directly is slightly higher. However the performance difference between them is within 3%. On the other hand, the scanning rates for P-Merge and J-Merge alone are below the theoretical baselines, viz one third and two thirds of the time complexity of NN-Descent. NN-Descent costs the highest overall scanning rate. In the offline test, we find that the graph quality from P-Merge and J-Merge is similar as NN-Descent if we vary parameter k and tune the overall scanning rates to the same level. As shown in the table, J-Merge takes the lowest overall scanning rates across all the tests. While its performance is slightly better than P-Merge. This trend is subtle but clear. This does indicate it is more cost-effective by calling J-Merge rather than calling NN-Descent and then P-Merge to join a raw set. When a raw set is joined into a built graph, the raw samples are moving along a structured graph, which is easier for them to find true close neighbors. In contrast, when calling NN-Descent to build sub graph for raw set, more comparisons are required before the samples are more organized.
P-Merge and J-Merge are essentially the extensions over NN-Descent. Both of them maintain similar efficiency and effectiveness of NN-Descent. Although their overall costs and performance are similar. They play different roles in approximate k-NN graph construction. P-Merge is suitable for parallel or distributed approximate k-NN graph construction. J-Merge allows an approximate k-NN graph to be incrementally built. While original NN-Descent is suitable to build a graph for a fixed dataset, which is suitable for building sub graphs for P-Merge and J-Merge use.
Performance on NN Search
In this section, we study the performance of H-Merge as it is adopted to build the hierarchy graphs for fast NN search. The NN search follows the pipeline described in Section 4. In the hierarchy, five layers are kept for fast indexing. The sizes of graph in each layer (from top to bottom) is set to 64, 512, 4096, 32,768 and n, where n is the size of whole reference set. This setting is fixed all the time in the experiments. Ten datasets are used in the evaluation. They are three 10 million, one 1 million level synthetic datasets, and six real world datasets. The data dimension ranges from 4 to 960. The reason to incorporate a series of synthetic datasets is to make the NN search performance trend more observable as the intrinsic data dimension varies. The general information are seen in Tab. 1. For all of the datasets except GloVe1M and NUSW, l 2 distance measure is used. For GloVe1M, we use Cosine distance. κ 2 is used for NUSW. In the study, we compare the search performance of H-Merge to recent graph based approaches as well as representative approaches of other categories. 
Comparison to Graph-based Approaches
In the first evaluation, the performance of H-Merge is compared to other state-of-the-art graph based approaches, namely HNSW [10] and KGraph [3] . For KGraph, the approximate k-NN graph is built by NN-Descent. An enhanced hill-climbing [8] procedure is adopted to perform the NN search over the approximate k-NN graph. In addition, in order to see the impact of hierarchical structure in H-Merge, another run for H-Merge is undertaken. In this run, the bottom layer graph that is produced by H-Merge and diversified by GD is directly used for NN search. The search procedure is exactly the same as the second phase search on the hierarchy described in Section 4. This run is given as "Flat H-Merge".
The graph quality as well as the computation cost to build the approximate k-NN graph for 10 datasets are shown in Tab. 3. For all the approaches studied here, parameter k is fixed to 40. For H-Merge and KGraph, the k-NN graph construction is sped-up by OpenMP. While OpenMP is not applied on HNSW since it causes search performance fluctuation on dataset such as GIST1M. In general, H-Merge takes roughly twice more time to produce the approximate k-NN graph since redundant comparisons are necessary to build the sub graphs of non-bottom layers. However, this extra cost brings us the extra bonus, namely the graph hierarchy. The graph quality of H-Merge and KGraph is similar in most of the cases. Since there are many true neighbors have been deliberately removed from HNSW graphs, its approximate k-NN graph quality is considerably lower than the other. It is clear to see that HNSW is specifically designed for search task.
The search performance of four approaches are shown in the Fig. 6 . It is clear to see H-Merge, HNSW and Flat H-Merge outperform KGraph by a large margin on most of all the datasets. Since the quality of graphs that support the NN search and NN search procedure for KGraph and flat H-Merge are similar, the performance gap between them is largely due to the graph diversification operation that is adopted in flat H-Merge. Similar graph diversification is also adopted in H-Merge and HNSW. H-Merge and HNSW show significantly superior performance over flat H-Merge on low dimensional datasets such as RAND10M4D and RAND10M8D. However, the performance superiority achieved by these two approaches fades away as dimension rises up to 32. The graph hierarchy is able to boost the performance in low dimensional case, however it is unable to overcome the "curse of dimensionality", which is in line with the observation in [25] , [39] . H-Merge achieves similar performance as HNSW on 6 out of 10 datasets. While it performs marginally better than HNSW on datasets RAND10M8D, RAND1M100D, GIST1M and GloVe1M. We believe it is mainly because H-Merge applies graph diversification on a complete approximate k-NN graph.
Although HNSW and H-Merge show similar performance trend on most of the datasets, H-Merge is more attractive over HNSW for at least two reasons. First of all, H-Merge shows considerably more superior and stable performance on low dimensional data. Moreover, H-Merge is able to produce and maintain a high quality approximate k-NN graph for an open set. It is particularly helpful for multimedia websites, where we should maintain a dynamic k-NN graphs for the connections between similar photos and videos and support fast NN search in the meantime.
Comparison to Approaches in the Literature
In this evaluation, we further study the performance of H-Merge in comparison to NN search approaches in the literature. Eight representative approaches in the literature are considered in the comparison. Namely, they are SRS [36] , PQ [18] , FLANN [15] , Annoy [37] , DPG [25] , KGraph [3] and HNSW [10] . For DPG, its indexing graph is derived from approximate k-NN graph produced by NN-Descent. So it shares the same k-NN graph as KGraph. For all the approaches considered here, the parameters are set according to either the original paper or codes released by the authors. Four datasets ranging from "easy" to "hard" are selected in the comparison. For each approach, we report its speed-up over brute-force search when the top-1 search recall level is fixed at 0.8 and 0.9 respectively. Fig. 7 (a) and Fig. 7 (b) show the speed-ups on these two different levels.
As seen from the figure, graph based approaches H-Merge, DPG and HNSW outperform approaches of other categories considerably. Compared to non-hierarchical graph-based approaches (DPG and KGraph), the performance from H-Merge and HNSW is overall slightly better. However, no significant performance gap is observed between hierarchical approaches (e.g., HNSW and H-Merge) and non hierarchical approaches (e.g., DPG and KGraph) on these high dimensional datasets. This again confirms that hierarchy structure cannot address the difficulty induced by the increase of data dimension. The hierarchy structure is helpful when both the data dimension and intrinsic data dimension are low. In general, H-Merge overall achieves the best performance.
CONCLUSION
We have presented three k-NN graph merge algorithms, namely P-Merge, J-Merge and H-Merge. They all can be viewed extensions over classic NN-Descent algorithm. They have been tailored to addressing the approximate k-NN construction problems that are unable to handle with original NN-Descent. P-Merge is designed to efficiently merge two existing graphs, which is the critical step for parallel approximate k-NN graph computation. J-Merge addresses the problem of building approximate k-NN graph for an open set, which is hardly achievable with state-of-the-art approaches. Deriving from J-Merge, H-Merge builds the approximate k-NN graph in an hierarchical manner, which facilitates fast NN search, particularly for low dimensional data. Moreover, the hierarchical graphs built by H-Merge could grow incrementally as well with the support of J-Merge. All the merge algorithms presented in the paper maintain the coherence, genericness and the beauty of simplicity exhibited by NN-Descent.
