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Abstract
Investigations are made on the saddle point calculations (SPC) under the auxiliary
field method in path integrations. Two different ways of SPC are considered, Method(I)
and Method(II), to be checked in an integral representation of the Gamma function,
Γ (N), as a bosonic example and in a four-fermi type of Grassmann integral where one
”fermion mass” ω0 differs from the other N -degenerate species. The recipe of Method(I)
seems rather complicated than that of (II) superficially, but the case turns out to be





. It is found that both happen to coincide in the bosonic case but in




The auxiliary field method (AFM) is one of the most powerful approximation scheme in














where σa’s, (a = 1, . . . , N), are fermionic or bosonic degrees. ω (called a mass) and λ
2 (a
coupling constant) are parameters.
(i) Introduce the auxiliary fields[1, 2], y , (or Hubbard-Stratonovich Field in the solid

















































a exp [− (ω + iλy)σ∗aσa] ; for ∀a . (4)




















− lnE(y) , (6)
and assume N 7→ ∞ to perform a saddle point calculation (SPC): find saddle point(s) y0,




= 0 , f (2)(y0) > 0 ; (stability condition) , (7)
and expand f(y) around y0, which gives us a power series of 1/N , called the loop
expansion[4]. This is not a convergent but an asymptotic series, of course.
The prescription is simple and straightforward compared to other nonperturbative
methods such as the variational[5] and the optimized perturbation[6]. Moreover, the
studies in 1- dimensional(= a quantum mechanical) as well as 0-dimensional(= an inte-
gration) bosonic[7] and fermionic[8, 9] models tell us that we can obtain a fairly accurate
result, even when N = 1 or small, from the weak to the strong coupling λ, by taking
higher loops into consideration properly.
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with IN and 0 being the N × N unit matrix and the N dimensional zero vector. This
corresponds to a field theoretical model of interacting σ0 and σa (a = 1, 2, . . . N) bosons














0 exp [− (ω0 + iλy) σ∗0σ0] , (11)





a exp [− (ω + iλy)σ∗aσa] ; for ∀a . (12)





find the saddle point t0 of f(t), f
′(t0) = 0, then expand f(t) as well as g(t) around
t0. Here and hereafter we adopt t instead of y as the integration variable.
• Method(II): rewrite (13) as
IN ≡
∫
dte−Nf˜(t) , f˜(t) ≡ f(t)− 1
N
ln g(t) , (14)
then find the saddle tc of f˜(t), f˜
′(tc) = 0, and expand f˜(t) around tc. Finally put
tc, given in terms of 1/N series, into the expression.
If N becomes large both results would match but, as mentioned above, our interest
is to study the validity of AFM when N is small. In this paper, therefore, we study
the difference between two methods by considering bosonic and fermionic integrations
(0-dimensional field theoretical models). In Sec.2, we develop a general formalism of SPC
and calculate the asymptotic expansion of the Gamma function as a bosonic model in
Sec.3. In Sec.4, we examine a four-fermi type Grassmann integral and the final Sec.5 is
devoted to a discussion.
1The integration range of t, in (13) and (14), need not be specified. Those are given from −∞ to ∞ in the
final expression under the saddle point method.(See (15) to (18).)
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2 Saddle Points and the Asymptotic Expansion
In this section, we develop a general formalism of SPC.
• Method(I): start with the expression (13) and expand all the integrands around the



































0 ≡ f (n)(t0) , g(n)0 ≡ g(n)(t0) . (17)
After checking the stability condition (7), f
(2)




0 , while assuming


















































































nj = 2(L+ k) , (22)
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2π (2(L+ k)− 1)!! . (23)





















F (n1, n2, . . . , nk) , (24)
where
F (n1, n2, . . . , nk) ≡ 1















is a symmetric function of nj’s. In (24) the sum should be taken under the condition,
k∑
j=1
nj ≤ 2L− k ; (26)
since m ≥ 0 in (22). Note if k = 0, then ∑0j=1 nj ≡ 0 and ∏0j=1G(nj) ≡ 1, so that









The conditional sum of nj’s, (26), can be expressed as an alternative form: suppose Qα





A1, · · · , A1,
Q2︷ ︸︸ ︷
A2, · · · , A2, · · · ,
QP︷ ︸︸ ︷
AP , · · · , AP

 ≡ F({AQ11 } ,{AQ22 } , · · · ,{AQPP }) .(28)
It is clear that the condition (26) reads as
P ≤ k ;
P∑
α=1
























Q1! · · ·QP ! , (30)
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where we have assumed that A1 < A2 < · · · < AP . This is the main formula of the
Method(I). Let us classify IN , according to the WKB-approximation [4] under which 1/~
appears instead of N ;
1. Tree:
(IN )tree ≡ e−Nf0g0 . (32)
2. l-loop: terms up to l (≥ 1) in (24):














• Method(II): by putting f(t) 7→ f˜(t) ; g(t) 7→ 1 and t0 7→ tc, all expressions in Method(I)
can be read as those of Method(II). Write
f˜ (n)c ≡ f˜ (n)(tc) , (34)





















F˜ (n1, n2, . . . , nk) , (35)












It should be noted that without g(t) the conditional sum is given by the equality,∑k














































is defined by the expression, (28), with the tildes.
Here again the conditional sum (29) becomes simpler,
∑P
α=1QαAα = 2L−k. Classification
in this case is again
6
1. Tree:
(IN )tree ≡ e−Nf˜
(0)
c , (38)
2. l-loop: terms up to l (≥ 1) in (20) or (24):















Note that there are additional powers of 1/N hidden in tc. The final task is then to
expand all functions of tc up to (1/N)
l−1, which however depends on individual
models so is relegated to the following sections.
3 A Bosonic Case: the Gamma Function












e−N(t−ln t) , (40)
where we have put t 7→ Nt in the final expression. Then
Method(I) : f(t) ≡ t− ln t ; g(t) ≡ 1
t
. (41)





ln t . (42)
•Method(I): the saddle point, t0 is given by
f ′(t0) = 1− 1
t0
= 0 =⇒ t0 = 1 , (43)
so that
f0 = 1 = g0 , f
(n+1)
0 = −g(n)0 = −(−)nn! ; (n ≥ 1) , (44)
which ensures the stability condition, f
(2)
0 = 1 > 0, and


















T (L, k| ≤ 2L− k) , (46)
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where


















Q1! · · ·QP !
× 1
(A1 + 3)
Q1 (A2 + 3)
Q2 · · · (AP + 3)QP
. (48)
Here we concentrate on the latter expression (48) and realize that most of the terms in the
conditional sum,
∑P
α=1QαAα ≤ 2L − k, are canceled, leaving only the terms satisfying
the equality
∑P
α=1QαAα = 2L− k , that is
2L∑
k=0
T (L, k| ≤ 2L− k) =
2L∑
k=0













T (L, k|2L− k) , (50)
where


















Q1! · · ·QP !
× 1
(A1 + 3)
Q1 (A2 + 3)
Q2 · · · (AP + 3)QP
, (52)
with the definition when k = 0, (implying P = 0), and L 6= 0
T (L, 0|2L) = 0 , (53)
since otherwise there is inconsistency in the conditional sum
∑P=0
α=1 QαAα(= 0) and 2L(6=
0). The numerical values of T (L, k|2L− k) (apart from the factor (2(L+ k)− 1)!!) are
listed in the appendix A. The proof of (49) is rather lengthy then relegated to the appendix
B.
In view of (24) and (25), the above fact implies that there is no contribution from
g
(m)












dte−N(t−ln t) , (54)
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under the 1/N expansion (Actually it does hold without 1/N in this case: see the expres-
sion (167). A detailed discussion is relegated to the appendix B.)
In view of (32) as well as (40),
(Γ (N))tree = N
Ne−N . (55)






























































































Figure 1: The ratio of Approximation to Exact in Method(I): the horizontal axis designates L,
0 ≤ L ≤ 14, omitting the tree part. The solid line with the circle, the dotted with the triangle,
the dashed with the cross, and the dash-dotted with the square designate N = 1, 2, 5 and 10
respectively. The tail end of the N = 1 line deviates from the unity, implying the asymptotic
character of the 1/N expansion.
In the table 1, we list N = 1, 2, 5, and 10 results up to 15-loop including the tree ones,
where the optimized values are shaded. Also we plot the ratio of approximate to exact
values for 0 ≤ L ≤ 14 (omitting the tree part) in the figure 1. From these we convince
the validity of the loop expansion in this case; since even in the smallest N = 1 case,
the 2- or 3-loop approximation gives ∼ 0.1 or ∼ 0.2% error. It also should be noted that
the characteristic feature of the asymptotic expansion can be read from deviation after
passing through the optimized values, which is most clearly seen in the figure 1 at the tail
end of the N = 1 line.
2We have no information how those results are obtained, but the derivations would be from another pre-
scription such as the Watson’s Lemma[13]
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N = 1 N = 2 N = 5 N = 10

































































































































































Table 1: Results of Method(I) in N = 1, 2, 5 and 10 up to L = 14. Even in N = 1, 2-
loop(L = 1) approximation is sufficiently close to the exact value, however, deviation becomes
gradually eminent in the loops larger than 7. The optimized values are shaded in each N ,
whose position shows that the 1/N expansion is indeed an asymptotic one.
•Method(II): from (42), the saddle point is







= 0 =⇒ tc = t0 + t1
N
; t0 ≡ 1 , t1 ≡ −1 , (57)






N − 1 > 0 . (58)
Note that
f˜c = tc (1− ln tc) , f˜ (n)c ≡ f˜ (n)(tc) = (−)n(n− 1)!
1
(tc)
n−1 ; (n ≥ 2) , (59)












































T (L, k|2L− k) . (61)
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The tree and the 1-loop part are given




= e−N , (62)












From the 2-loop approximation, t1(57) should be included to tc, and all function of tc
must be expanded up to O(1/NL) : L = 1, 2 . . . : in (61), introduce the prefactor P,











































n(1) + 2n(2) + n(3)
N3
+



















, n(3) = − 139
51840
, n(4) = − 571
2488320
, (67)
from the table 5 in the appendix A. P × L gives the 5-loop approximation of IN













which is exactly the same to the one (L 7→ 4 in (50)) in Method(I). Many terms in
the numerator, n(1), . . . , n(L − 1) are canceled, leaving us only n(L). These miracle
cancellations occur for all orders of 1/N , yielding the result that there is no difference
between Method(I) and (II) in this case.
The reason is rather easily figured out: because of the formula (167) in the appendix B,
we can put g(t) ≡ 1/t in the integral IN (40) to the unity, g(t) 7→ 1. In other words,
Method(I) is equivalent to Method(II) in the Gamma function case.
4 A Fermionic Case












where ξˆ, ξˆ∗(ξ, ξ∗) are N + 1(N)-dimensional Grassmann variables,
ξˆ ≡ (ξ0, ξ) , ξˆ∗ ≡ (ξ∗0 , ξ∗) ; ξ ≡ (ξ1, · · · , ξN ) , ξ∗ ≡ (ξ∗1 , · · · , ξ∗N ) , (70)
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with
dN+1ξˆ ≡ dNξdξ0 ≡ dξNdξN−1 · · · dξ0 , dN+1ξˆ∗ ≡ dξ∗0dNξ∗ ≡ dξ∗0dξ∗1 · · · dξ∗N , (71)
and (N + 1) × (N + 1) matrix, ω, has been given in (9). Z is calculable by means of a
standard Grassmann integration;∫



















In this analysis, we assume that all parameters in this model are real and positive3,
ω > 0, ω0 > 0, λ > 0, and take N = 2 with
0 ≤ λ ≤ 10 ; ω0 = 102ω , ω , 10−2ω . (74)
(The case, ω0 = 10
2ω is a toy model of u-, d-, and s-quarks.)































− ln (ω + λy)
)]
, (76)
where we have performed the Grassmann Gaussian integration,∫
dξdξ∗e−ωξ
∗ξ = ω , (77)





IN ; IN ≡
∫
dt g(t) e−Nf(t) , (78)
g(t) ≡ ω0 + λt ; f(t) ≡ t
2
2










− ln (ω + λt)− 1
N
ln (ω0 + λt) , (80)
for Method(II). (Here y has been switched to t.)
3Although we can see an interesting phenomenon when λ2 < 0 :the caustics emerge[9].
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= t0 − λ
ω + λt0
= 0 . (81)
Here and hereafter the equation is called as the gap equation[14]. If we introduce
Ω0 ≡ ω + λt0 , (82)
(81) becomes
(Ω0)
2 − ωΩ0 − λ2 = 0 , (83)




ω ±√ω2 + 4λ2
2
. (84)
The stability condition (7) in this case reads
f
(2)









2 > 0 ; (85)
which is positive for both Ω
(±)










; (m ≥ 3) , (86)
g0 = Ω0 + δω ; g
(1)
0 = λ ; g
(m)
0 = 0 ; (m ≥ 2) , (87)
where


























1 : Ω0 > 0
−1 : Ω0 < 0 , (90)














2(L+k)[(Ω0 + δω)T (L, k|2L− k)−Ω0T (L, k|2L− k − 1)] , (91)
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where use has been made of the notation (51): T (L, k|2L− k − 1) is defined by replacing
the sum
∑k
j=1 nj = 2L− k to
∑k



















































× [(Ω0 + δω)T (L, k|2L− k)−Ω0T (L, k|2L− k − 1)] . (93)
According to classification in sec.2, (32) and (33), the tree and the l-loop approximation
read
Ztree ≡ e−Nf0g0 = exp
[



























× [(Ω0 + δω) T (L, k|2L− k)−Ω0T (L, k|2L − k − 1)] . (95)
Up to 3-loop (L ≤ 2), by noting the table 5 in the appendix A and T (1, 1|0) = −1, T (2, 1|2) =
−3, T (2, 2|1) = 35/4, T (2, 3|1) = −35/6 for T (L, k|2L− k − 1), we find
Z1-loop = ǫ(Ω0) exp
[









Z2-loop = Z1-loop + ǫ(Ω0) exp
[

























Z3-loop = Z2-loop + ǫ(Ω0) exp
[

















































has been obtained by putting Ω0 7→ Ω(±)0 in (95).
In the table 2, we list the result of ω0 = 10
2ω, ω, 10−2ω for 10−3 ≤ λ ≤ 10 in N = 2.
We put ω 7→ 1 and write the data of the ratio of Ztree and Zl−loop(l = 1, 2, 3) to the exact
value. From this, in the weak coupling region, λ < 1, the 1-loop approximation almost
yields the exact value; even in the worst case, ω0 = 10
−2, only 0.3% error crops up. For a
whole coupling region including λ ≥ 1, the error is within 1.1% under 2-loop and becomes





































































































































































Table 2: Result of Method(I): N = 2, ω = 1 and ω0 = 10
2, 1, 10−2 for 10−3 ≤ λ ≤ 10. The
error is within 1.1(0.3)% under the 2(3)-loop approximation for a whole coupling region.










= 0 , (100)
yielding to







= 0 , Ωc ≡ ω + λtc , (101)











contrary to Method(I), where it was quadratic, (83). We write
f˜ (n)(tc) ≡ f˜ (n)c . (103)
The stability condition is fulfilled,








2 > 0 , (104)




(Ωc − ω)2 − lnΩc − 1
N
ln(Ωc + δω) , (105)































to give, with using the condition
∑k












N (Ωc + δω)√
1 + (λ/Ωc)







































Z, (78), is expressed, therefore, by a product of a prefactor P and a loop factor L,









N (Ωc + δω)√
1 + (λ/Ωc)



























































0 ; iˆ = 1, 2




































− 2(ω − δω)Ω(i)0 − ωδω − λ2 . (115)
These are sufficient under the 3-loop approximation (O(1/N2)). Accordingly write Z as
Z(i) in (109) such that
Z(i) = P(i) × L(i) ; (i = 1, 2, 3) , (116)
with the prefactor,































































































































; M = 3, 4, . . . , 6 . (122)
Note that











































; i = 3
, (123)






































; i = 3
. (125)
Explicit forms of those functions, P (ˆi)0 ∼ P(3)1 and L(ˆi)0 ∼ L(3)1 , are (after lengthy calcula-
tion) given in the appendix C.





















































































































































































































































in view of (189) and (201).







P (ˆi)1 + L(ˆi)1
N
+








P (ˆi)1 + L(ˆi)1
N
+




whose functions P (ˆi)1,2,L(ˆi)1,2 are given in the appendix C; (191), (193), (199), and (200).




























































































where P(3)2 is given in (192) and use has been made of (203) and (204). For Ztree and
Z1−loop, there is no difference from Method (I). However, in 2- and 3-loop, the third











; (l = 2, 3) , (133)
19
whose numerical results, when N = 2 and ω = 1 with ω0 = 10
2 and 1, are equivalent to
those of Method(I) for 10−3 ≤ λ ≤ 10, which is in the table 2. In the table 3, we list
the result of ω0 = 10
−2, in which we see disparities at 2- and 3-loop in the weak coupling
region 10−2 ≤ λ ≤ 1. Discrepancies are notable, reaching to ∼ 600 times to the exact
























































Table 3: Result of Method(II): N = 2, ω = 1 and ω0 = 10
−2 for 10−3 ≤ λ ≤ 10. Discrepancies
to Method(I), in the table 2, are acknowledged in 2, 3-loop for 10−2 ≤ λ ≤ 10.
The reason can be seen from Z
(3)
3−loop














which has some peak around λ ∼ ω0. The graph is shown in the figure 2, implying a large





 0  0.5  1
λ




Figure 2: The graph of Z
(3)
3−loop
is shown with N = 2, ω = 1 for 0 ≤ λ ≤ 1. The vertical line is
the value of Z
(3)
3−loop
itself. The solid, dotted, and dashed line designate ω0 = 0.01, 0.05, 0.1. The
deviation from the exact value (which is almost zero) is seen around λ ∼ 1.5 when ω0 = 0.01.
physical situation, u- and d-quarks are lighter than s-quark, Method(II) is worse than (I)
in the above situation. Therefore, a recipe for an approximation Method(I) is better than
(II) and moreover simpler for actual calculations.
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5 Discussion
Under Method(II), we encounter the same situation in the bosonic four-body model under
the weak coupling region when the ”mass”, ω0, is tiny: consider σ (8) in the introduction





exp [−Nf(y)] , (135)




+ ln (ω + iλy) . (136)








f˜(t) ≡ f(t) + 1
N
ln g(t) ; g(t) ≡ ω0 + iλt . (138)
(Again we have switched, y 7→ t.)
Take, for the time being, f˜(t), f(t), g(t) as generic, in other words, start from (14) to
make a general discussion: there emerge additional saddle points, tA0 , in the gap equation
when N 7→ ∞,






=⇒ g(t)f ′(t) = 0 ; (139)





= 0 . (140)






















































)3/2 exp [−Nfc] . (143)
By noting
































)3/2 exp [−Nfc] ∼ g(1)c(gc)2 exp [−Nfc] , (145)







exp [−Nfc] ω0 7→0∼ 1
λ
, (146)
since gc ∼ g(1)c ∼ λ (138), again implying a large deviation.
In summary, Method(II) was superficially simpler than (I) but needs a rather cum-
bersome procedure in the actual calculation and moreover always seems to suffer from a
large deviation when in a weak coupling region when the one ”mass” ω0 is tiny.
As the final comment, we check the validity of Method(I) in an alternative way: the
case of ω0 = ω corresponds to the N = 3 version of the model[8],
ZKS ≡
∫
dN ξˆdN ξˆ∗ exp
[













this should agree with our model(N = 2). Applying a usual AFM (that is, from the
expression (1) to (7)), we have results up to 3-loop, which is listed in the table 4. By
comparing this with the table 2 (of ω0 = ω), there is no big difference: almost all data
show that the standard treatment of the table 4 yields a slightly better value except the







































































The authors are grateful to H. So for discussions, especially for guiding them to the
second proof of (54).
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A The table of T (L, k|2L− k) and T (L, k|2L− k − 1)
defined by eq.(52)
In this appendix, we list the table of T (L, k|2L− k) / (2(L+ k)− 1)!! instead of T (L, k|2L − k)
itself; since otherwise the values become very large. The range up to L = 14 is needed for
the calculation of the Gamma function in Sec.3 and to L = 4 in Sec.4.
k\L 0 1 2 3 4 5 6 7
0 1 0 0 0 0 0 0 0
1 −1/4 −1/6 −1/8 −1/10 −1/12 −1/14 −1/16
2 1/18 47/480 153/1400 3349/30240 42131/388080 605453/5765760 655217/6486480
3 −1/72 −493/17280 −4049/100800 −59197/1209600 −161453/2910600 −81158813/1345344000
4 1/1944 77/25920 190261/29030400 1722811/163296000 406957909/27941760000 668430857/36324288000
5 −1/7776 −503/933120 −143921/116121600 −5689699/2612736000 −39726066467/12070840320000
6 1/524880 107/4665600 44021/522547200 74863031/376233984000 4489161401/12070840320000
7 −1/2099520 −1699/503884800 −216793/18811699200 −13916027/501645312000
8 1/264539520 137/1763596800 282133/658409472000 142181689/101583175680000
9 −1/1058158080 −643/63489484800 −1143257/23702740992000





k\L 8 9 10
0 0 0 0
1 −1/18 −1/20 −1/22
2 23763863/245044800 158899519/1707145440 11098301/124156032
3 −232229821/3632428800 −1974182737/29640619008 −176989210093/2581203905280
4 3218616617/146459529216 131020195003/5187108326400 1429205465892419/50591596543488000
5 −59153229587/13076743680000 −237186996829/40683202560000 −4136077769339/576345369600000
6 449840404627/747242496000000 2187240114496949/2471504555520000000 27225846275010179/22408307970048000000
7 −15727453241/289700167680000 −11643095464009/125536739328000000 −711993190614367/4943009111040000000
8 570158851513/166867296583680000 23485635969143/3389491961856000000 4800125589203449/388250897448960000000
9 −434386633/2844328919040000 −754670748947/2002407559004160000 −28426615868773/36154580926464000000
10 1125369389/230390642442240000 4768426956641/315379190543155200000 61720076581079809/1639971790824407040000000
11 −142837/1279948013568000 −414828299/921562569768960000 −46647858451427/34060952578660761600000
12 2278697/1267148533432320000 64781047/6516763886223360000 14267906296747/374670478365268377600000
13 −347/17455617552384000 −7370813/45617347203563520000 −147673007/182469388814254080000
14 227/1588461197266944000 563401/296512756823162880000 8377793029/640467554738031820800000
15 −1/1667884257130291200 −6271/400292221711269888000 −1697149/10674459245633863680000





Table 5: The values of T (L, k|2L− k)/ (2(L+ k)− 1)!! for L = 0 ∼ 10 in sec.3 as well as sec.4
B The proof of the relation (49) and of (54)











∣∣2L− k) , (149)
where






Q1! · · ·QP !
× 1
(A1 + 3)
Q1 (A2 + 3)































































∣∣2L− k) in RHS is given in terms of the conditional sum∑Pα=1QαAα = 2L−k
instead of
∑P





∣∣ ≤ 0) = T (0, 0 ∣∣0) , (151)
since
∑P
α=1QαAα ≤ 0 is nothing but
∑P
α=1QαAα = 0 for any positive Qα, Aα. Therefore




∣∣ ≤ 0) = T (L, 2L ∣∣0) . (152)











∣∣ < 2L− k) being given by the conditional sum ∑Pα=1QαAα < 2L − k in
(150), which is further rewritten as
LHS of (153) = T
(
L, 0








∣∣ ≤ 2L− k − 2)+ T (L, k + 1 ∣∣2L− k − 2) } , (154)




∣∣ < 2L− k) = T (L, k ∣∣2L− k − 1)+ T (L, k ∣∣ ≤ 2L− k − 2) , (155)
LHS reads
LHS of (153) = T
(
L, 0






















∣∣ ≤ 2L− k − 2) , (156)





∣∣ ≤ 2L− k − 2), because T (L, 2L− 1 ∣∣ ≤ −1) =
0, giving the third term of (154). Meanwhile the third term in (156) gives the last term
of (154) by shifting k 7→ k + 1.









∣∣2L− 2) = −(2L+ 1)!! 1
(2L − 2) + 3 = −(2L− 1)!! , (158)
from (150) (with changing the conditional sum to Q1A1 = 2L−2) and Q1 = 1 ( obtaining
from
∑P




∣∣2L−K − 2) = −T (L,K ∣∣ ≤ 2L−K − 2) ; 1 ≤ K ≤ 2L− 2 . (159)
we find that RHS of (154) vanishes, accomplishing the proof of (149).











Q1! · · ·QP !
1
(A1 + 3)
Q1 · · · (AP + 3)QP
. (160)
In view of (150), the conditional sum of RHS,
∑P
α=1QαAα ≤ 2L − K − 2, is fulfilled
by putting some Qβ ; (β ∈ α) to Qβ − 1, which brings the sum
∑P
α=1Qα = K to
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∑P
α=1Qα − 1 = K, while keeping
∑P










Q1! · · · (Qβ − 1)! · · ·QP !
1
(A1 + 3)
Q1 · · · (Aβ + 3)Qβ−1 · · · (AP + 3)QP
. (161)
RHS of (161) is further rewritten as












Q1! · · ·QP !
1
(A1 + 3)
Q1 · · · (AP + 3)QP







Q1! · · ·QP !
1
(A1 + 3)
Q1 · · · (AP + 3)QP
, (162)
where use has been made of
P∑
β=1
Qβ (Aβ + 3) = 2(L+K) + 1 , (163)
obtained from
∑P
β=1QβAβ = 2L−K − 2 and
∑P
α=1Qα = K +1. The relation (159) has
been proved.







dte−Nf(t) . g(t) = −f ′(t) + 1 , (164)
(In our case, f(t) ≡ t− ln t, g(t) ≡ 1/t : B ≡ 0, A ≡ ∞.) LHS of (164) becomes






dtf ′(t)e−Nf(t) , (165)











implying no 1/N terms for any value of Nf(A), Nf(B). We have proven (164).








e−N(t−ln t) , (167)
which designates Γ (N + 1) = NΓ (N) by multiplying both sides by NN .
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C Calculation of P (ˆi)0 ∼ P (3)1 and L(ˆi)0 ∼ L(3)1 in (124)
and (125)
First expand F (i)(r); (r = 1, 2, 3), (118) (119), such that








































































































































































(Note that there is no need for F
(3)




























































































































































(Again no need for F
(3)
2 (3).) Further F
(i)(4),(121), for i = 1, 2 reads

































































Meanwhile for i = 3















































F (M ;i)(5); (M = 3, . . . , 6), (122), for i = 1, 2 reads







































Then for i = 3































Therfore the prefactor reads















































































0 i = 1, 2
−1 i = 3 , (190)



























































1 (r) . (193)
Now calculate terms in the loop factor (120) up to the 3-loop approximation:








































where we have introduced
























































































































With the aid of these, i = 1, 2 part is given by











































































































































































For i = 3, in view of (181), a naive 1/N expansion is broken down; all factors in




























































































































where use has been made of (182),(183), (196), and (197).
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