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Résumé – La théorie de Dempster-Shafer (DST) généralise la théorie Bayesienne des probabilités, offrant d’utiles informations supplémen-
taires, mais souffre d’une grande complexité. Beaucoup de travaux ont visé à réduire la complexité de transformations utilisées pour la fusion
d’information avec la règle de Dempster. Pourtant, peu de recherches ont été menées afin de réduire la complexité des calculs liés aux décom-
positions conjonctive et disjonctive, qui sont à la base d’autres méthodes importantes de fusion d’information. Ici, nous proposons une méthode
exploitant l’information contenue dans ces décompositions pour les calculer. Celle-ci se base sur une nouvelle notion que nous appelons point
focal, dérivée de la notion d’ensemble focal. Avec ceci, nous sommes capables de réduire ces calculs jusqu’à une complexité linéaire par rapport
au nombre d’ensembles focaux dans certains cas. Plus largement, nos formules ont le potentiel d’être calculables lorsque la taille du cadre de
discernement dépasse la douzaine d’état possibles, contrairement à l’état de l’art actuel. En complément, nous avons développé un framework
open-source complet en C++ contenant une implémentation de cette méthode.
Abstract – Dempster-Shafer Theory (DST) generalizes Bayesian probability theory, offering useful additional information, but suffers from a
high computational burden. A lot of work has been done to reduce the complexity of computations used in information fusion with Dempster’s
rule. Yet, few research had been conducted to reduce the complexity of computations for the conjunctive and disjunctive decompositions of
evidence, which are at the core of other important methods of information fusion. In this paper, we propose a method designed to exploit the
actual evidence (information) contained in these decompositions in order to compute them. It is based on a new notion that we call focal point,
derived from the notion of focal set. With it, we are able to reduce these computations up to a linear complexity in the number of focal sets
in some cases. In a broader perspective, our formulae have the potential to be tractable when the size of the frame of discernment exceeds a
dozen possible states, contrary to the existing litterature. In addition, we have developed a complete open-source C++ framework containing an
implementation of this method.
1 Introduction
La théorie de Dempster-Shafer (DST) [1] est un formalisme
élégant qui généralise la théorie Bayesienne des probabilités. Il
est plus expressif que ce dernier car il donne la possibilité à une
source de représenter ses croyances dans l’état d’une variable
non seulement en attribuant du crédit directement à un état pos-
sible (éléments d’évidence forts) mais aussi en attribuant du
crédit à n’importe quel sous-ensemble (éléments d’évidence
faibles) de Ω, l’ensemble de tous les états possibles. Cette attri-
bution de crédit s’appelle une fonction de masse et fournit des
meta-informations qui permettent de quantifier le niveau d’in-
certitude à propos de croyances, ce qui est crucial pour la prise
de décision.
Néanmoins, cette information implique un coût : considérer
2|Ω| valeurs potentielles peut mener à des algorithmes tempo-
rellement et spatialement très lourds. Ils peuvent devenir diffi-
ciles à utiliser pour plus d’une douzaine d’états possibles (e.g.
20 états dans Ω génèrent environ 1 million de sous-ensembles),
bien que l’on pourrait avoir besoin de considérer un grand Ω
(e.g. en classification ou identification). De plus, ces algorith-
mes n’étant plus calculables au-delà d’une douzaine d’états
signifie que leurs performances se dégradent fortement avant
cela, ce qui limite davantage leur utilisation pour des appli-
cations temps-réel. Pour endiguer ce problème, beaucoup de
travaux ont visé à réduire la complexité de transformations uti-
lisées pour la fusion d’information utilisant la règle classique,
dite règle de Dempster [2]. Nous distinguons deux approches
que nous nommons respectivement basée ensemble des parties
et basée information.
L’approche basée ensemble des parties désigne tous algo-
rithmes basés sur la structure de 2Ω. Ils ont une complexité dé-
pendante de |Ω|. Dans le cas général, la famille d’algorithmes
optimaux de ce genre est basée sur la Fast Möbius Transform
(FMT) [3]. Leur complexité estO(|Ω|.2|Ω|) en temps etO(2|Ω|)
en espace.
L’approche basée information désigne tout algorithme visant
à réduire les calculs aux ensembles associés à une information,
appelés ensembles focaux et généralement bien moins nom-
breux que 2|Ω|. Cette approche est souvent plus efficace que
l’approche basée ensemble des parties puisqu’elle ne dépend
que de l’information contenue dans les sources avec une com-
plexité quadratique au plus. Ce faisant, elle permet l’exploita-
tion du plein potentiel de la DST en donnant la possibilité de
choisir n’importe quel Ω, sans se préoccuper de sa taille.
Par ailleurs, même s’il est possible que cette approche mène
à des situations dans lesquelles il est plus performant d’utiliser
la FMT [4], celles-ci deviennent de moins en moins probables à
mesure que |Ω| grandit. De plus, l’approche basée information
bénéficie directement de l’utilisation de méthodes d’approxi-
mation de l’information, dont certaines sont très efficaces [5].
Ainsi, cette approche semble supérieure à la FMT dans la plu-
part des cas, surtout quand |Ω| est grand, où une méthode à
complexité exponentielle comme la FMT est simplement in-
calculable.
La décomposition conjonctive, aussi connue sous le nom
de décomposition canonique [6], est une représentation impor-
tante dans la DST. En particulier, elle a permis la définition
de la règle Cautious [7] et de ses généralisations [8] pour la
combinaison de croyances de sources dépendantes les unes des
autres, ce qui est souvent le cas dans les applications réelles
telles que le partage d’informations dans un réseau de véhi-
cules [9]. Son dual, la décomposition disjonctive, a été défi-
nie dans [7] où elle a aussi été utilisée pour définir la règle
Bold, qui est utile quand les sources sont dépendantes et poten-
tiellement non fiables. Plus généralement, les décompositions
conjonctive et disjonctive sont utilisées pour définir les familles
infinies de règles de fusion basées t-norme et uninorme [10],
ainsi qu’en analyse de conflit [11], clustering [12] et renforce-
ment/affaiblissement [13] de croyances.
Pour le calcul de la décomposition conjonctive, [7] a proposé
des méthodes linéaires basées information dans deux cas par-
ticuliers. Cependant, dans le cas général, les décompositions
conjonctive et disjonctive ne peuvent pas être simplifiées en
des expressions mathématiques n’utilisant que des ensembles
focaux. À notre connaissance, les seuls algorithmes proposés
pour calculer ces décompositions dans le cas général sont la
FMT et le calcul matriciel [14], comme suggéré dans [6, 7], le
deuxième étant moins efficace en temps et en espace que le pre-
mier. Ainsi, jusqu’ici, toute méthode basée sur ces décomposi-
tions dans le cas général devait utiliser la FMT, et donc avait
une complexité au moins exponentielle en temps et en espace.
Ici, nous fournissons une méthode basée information pour
calculer les décompositions conjonctive et disjonctive dans le
cas général. Ce papier est organisé comme suit : Section 2
présente les éléments de la DST sur lesquels nous bâtissons
notre méthode. Section 3 en présente les aspects mathéma-
tiques. Nous conclurons avec la section 4.
2 Définitions préliminaires
Avant de plonger dans notre méthode, il est nécessaire de
rappeler quelques notions autour de la décomposition conjonc-
tive. La décomposition disjonctive étant simplement son dual,
tout ce qui est dit dans cette section peut être aisément trans-
posé à cette décomposition. Nous supposons les notions de
cadre de discernement (i.e. Ω) et de fonction de masse acquises.
Définition 1 (Élément focal). Pour toute fonction de masse m,
un élément focal (ou ensemble focal) est un ensembleA tel que
m(A) 6= 0. Tout ensemble non focal ne contient aucune infor-
mation à propos dem. Dans la suite, nous notonsF l’ensemble
des éléments focaux d’une fonction de masse.
Définition 2 (Fonction de commonalité). Pour toute fonction
de masse m, une fonction de commonalité q est définie comme
suit :
∀A ⊆ Ω, q(A) =
∑
B⊇A
m(B) =
∑
B⊇A
B∈F
m(B) (1)
Il est important de noter que tous les sous-ensembles de Ω
peuvent avoir une commonalité dans [0, 1], y compris les élé-
ments non-focaux.
Remarque. Une procédure basée directement sur cette for-
mule aurait une complexité entre O(|F|) et O(|F|2). Par la
suite, la fonction de masse m peut être simplement récupérée
depuis q avec la même complexité en inversant le calcul des
commonalités (1) sur les ensembles focaux uniquement.
Définition 3 (Règle conjonctive). Afin de fusionner les infor-
mations issues de deux sources 1 et 2, il est nécessaire de dé-
finir une règle de combinaison. Dans l’espace des commona-
lités, la règle conjonctive introduite par Smets dans le modèle
des croyances transférables (TBM) [15], notée ∩ , est définie
comme suit :
∀A ⊆ Ω, (q1 ∩ q2)(A) = q1(A) . q2(A)
Définition 4 (Décomposition conjonctive). La décomposition
conjonctive est une décomposition introduite par Smets [6] de
toute fonction de croyances telle que Ω ∈ F en une combinai-
son conjonctive de fonctions simples notées Aw, où A ⊂ Ω et
w est la fonction de poids conjonctif définie ci-après.
Dans l’espace des commonalités, nous avons :
∀A ⊆ Ω, Awq :
{
q(B) = 1 ∀B ⊆ A
q(B) = w(A) ∀B 6⊆ A
La décomposition conjonctive de q est :
q = ∩ A⊂ΩAwq
Nous obtenons :
∀B ⊆ Ω, q(B) =
∏
A⊂Ω
A 6⊇B
w(A) = q(Ω).
∏
A⊂Ω
A⊇B
w(A)−1 (2)
En conséquence, selon le théorème d’inversion de Möbius
rappelé dans [3], nous déduisons que pour toute fonction de
masse sur 2Ω, si Ω est un élément focal (permet notamment de
poserw(Ω)−1 = q(Ω)), alors sa décomposition conjonctive est
définie par la fonction de poids w suivante :
∀B ⊆ Ω, w(B) =
∏
A⊆Ω
A⊇B
q(A)(−1)
|A|−|B|+1
(3)
Nous observons que cette fonction de poids w n’est pas di-
rectement basée sur m mais sur q qui ne possède aucune va-
leur fixe pour les éléments non-focaux. De plus, remplacer ces
commonalités par leur expression en masses ne simplifie pas
l’expression dans le cas général.
Remarque. En résumé, trois choses empêchent un calcul
basé information :
— le produit sur tous les sur-ensembles de A dans (2), pour
tout B ∈ 2Ω,
— idem dans (3),
— l’ignorance concernant les éléments focaux de m si des
modifications sont apportées aux décompositions (e.g.
par une règle de combinaison) pour l’inverse de (1).
Si nous pouvions trouver un lien entre les éléments focaux de
m et ceux de log ◦ w, nous pourrions être en mesure de réduire
la complexité de ces transformations.
3 Calcul basé information des décom-
positions conjonctives et disjonctives
Dans cette section, nous détaillons notre méthode basée in-
formation pour le calcul de la décomposition conjonctive basée
sur la notion de point focal que nous introduisons ici, une no-
tion dérivée de celle d’ensemble focal et qui la contient. La mé-
thode pour la décomposition disjonctive peut être déduite à par-
tir de la méthode pour la décomposition conjonctive puisque,
pour tout Ω, l’ensemble 2Ω a une structure symétrique.
Nous prouvons notamment le théorème du proxy et son co-
rollaire permettant de conclure que les points focaux sont suf-
fisants à la définition de la fonction de poids conjonctif w. En
conséquence, nous établissons la formule récursive du point fo-
cal qui nous permet de calculer efficacement la décomposition
conjonctive en réutilisant les poids précédemment calculés.
Définition 5 (Point focal). Nous définissons un point focal
comme l’ensemble parmi tous ceux associés à une même ex-
pression de commonalité (i.e. une sélection de sur-ensembles
focaux) qui contient tous les autres. Formellement, en notant
F˚ l’ensemble des points focaux, ceux-ci sont définis par :
∀A ∈ F˚ , ∀B ⊆ Ω, F⊇A = F⊇B ⇒ A ⊇ B
avec la notation évidente F⊇A = {F ∈ F / F ⊇ A}.
Ainsi, un point focal est le plus grand ensemble contenu dans
une sélection d’éléments focaux. En d’autres termes, c’est l’in-
tersection de tous ces éléments. Donc, tout point focal A est
défini par :
∃E ⊆ F , E 6= ∅, A =
⋂
F∈E
F
Propriété 1 (Inclusion des éléments focaux). F ⊆ F˚ puisque
∀A ∈ F , ∃E ⊆ F , tel que |E| = 1 et A = ⋂F∈E F .
Propriété 2 (Décomposition en autres points focaux). L’in-
tersection de deux points focaux est un point focal défini par
l’union de leurs sélections d’éléments focaux.
Remarque. Cela signifie notamment que tout point focal peut
être décrit comme soit F , où F ∈ F , soit F˚ ∩ F , où F˚ ∈ F˚ .
Nous pouvons donc trouver tous les points focaux enO
(
|F˚ |.|F|
)
.
Lemme 1 (Équilibre des exposants). Suivant le théorème du
binôme de Newton, il est facile de prouver que :
∀C ⊆ Ω,∀A ⊂ C,
∑
B⊇A
B⊆C
(−1)|B|−|A|+1 = 0
Théorème 1 (Formule du point focal). ∀A ⊂ Ω, w(A) peut
être décomposé en un produit de commonalités sur les points
focaux sur-ensembles de A seuls comme suit :
w(A) = q(A)−1.
∏
F∈F˚⊃A
q(F )eA,F (4)
avec la notation évidente F˚⊃A = {F ∈ F˚ / F ⊃ A}, et
∀F ∈ F˚⊃A, eA,F = 1−
∑
B∈F˚⊃A
B⊂F˚
eA,B .
Démonstration. En combinant la définition d’un point focal,
l’équilibre des exposants du Lemme 1 et en posant eA,B =∑
X⊃A
F⊇X=F⊇B
(−1)|X|−|A|+1, on obtient ∀F ∈ F˙⊃A :∏
X⊇A
X⊆F
q(X)(−1)
|X|−|A|+1
= q(A)−1.
 ∏
B∈F˙⊃A
B⊂F
q(B)eA,B
 .q(F )eA,F
⇒ 0 = −1 +
 ∑
B∈F˙⊃A
B⊂F
eA,B
+ eA,F

Théorème 2 (Théorème du proxy). ∀B ⊂ Ω, si ∃P ∈ F˚⊃B tel
que ∀F˚ ∈ F˚⊃B , P ⊆ F˚ , alors on a : w(B) = q(B)−1. q(P ).
Démonstration. Selon la formule du point focal (4), ∀B ⊂ Ω,
si ∃P ∈ F˚⊃B tel que ∀F ∈ F˚⊃B , P ⊆ F, alors eB,P = 1.
Ainsi, ∀F ∈ F˚⊃P où @F ′ ∈ F˚⊃P,⊂F , on a : eB,F = 1 −
eB,P = 0. De même, ∀F ∈ F˚⊃P tel que ∀F ′ ∈ F˚⊃P,⊂F ,
@F ′′ ∈ F˚⊃P,⊂F ′ , on a : eB,F = 1−(eB,P+
∑
F ′∈F˚⊃P,⊂F eB,F ′)
= 1− (1 +∑
F ′∈F˚⊃P,⊂F 0) = 0. Par récurrence, ∀F ∈ F˚⊃P ,
on obtient : eB,F = 0. 
Corollaire 1 (Suffisance de F˚ pour définir w). ∀B 6∈ F˚ , ∃P ∈
F˚⊃B tel que ∀F˚ ∈ F˚⊃B , P ⊆ F˚ et q(B) = q(P ). Selon le
théorème du proxy, on a donc : ∀B 6∈ F˚ , w(B) = 1.
Démonstration. Nous savons de la Propriété 2 que ∀B ⊆ Ω, si
F˚⊃B 6= ∅, alors ∃P ∈ F˚ tel que P =
⋂ F˚⊃B . Par définition
de l’opérateur ∩, nous avons que ∀F ∈ F˚⊃B , F ⊇ P .
Ainsi, sachant que ces F contiennent B, P est nécessaire-
ment soit B, soit un superset de B. Si P = B, alors B ∈ F˚ . Si
P ⊃ B, alors P ∈ F˚⊃B . Donc, si B 6∈ F˚ , alors P ∈ F˚⊃B .
De plus, sachant que Ω est toujours un élément focal pour
que la décomposition conjonctive existe (cf. Définition 4) et
que les éléments focaux sont aussi des points focaux (cf. Pro-
priété 1), aucun élément B 6∈ F˚ ne peut vérifier F˚⊃B = ∅.
Pour finir, si B n’est pas un point focal, alors il existe forcé-
ment un point focal le contenant et ayant la même valeur q(B).
Sachant que P est le plus petit point focal contenant B, nous
avons nécessairement q(B) = q(P ). 
Théorème 3 (Formule récursive du point focal). Grâce au co-
rollaire 1 et en reprenant l’éq. (2), on obtient que ∀A ⊂ Ω,
w(A) peut être décomposé en un produit de poids associés aux
points focaux sur-ensembles de A seuls comme suit :
∀A ⊂ Ω, w(A) = q(Ω)
q(A).
∏
F∈F˚⊃A
F 6=Ω
w(F )
(5)
Remarque. Une procédure basée directement sur cette for-
mule aurait une complexité entre O(|F˚ |) et O(|F˚ |2). Sa for-
mule inverse (2) sur les points focaux amène à la même com-
plexité.
En prenant les cas particuliers en compte (non traités dans
cet article), cette méthode varie de O(|F|) à O(|F˚ |2) où |F˚ | ∈
[|F|, 2|Ω|], selon la structure de F . Plus il existe d’ensembles
focaux de haut cardinal non inclus les uns dans les autres, et
plus |F˚ | a de chances d’être grand. Cependant, les structures
les plus naturelles et interprétables (i.e. proches des structures
quasi-Bayésiennes ou consonantes) ont la tendance inverse. De
plus, notre approche peut bénéficier de méthodes d’approxima-
tion de F , permettant de maintenir |F˚ | proche de |F|.
Nous avons implémenté cette méthode au sein d’un frame-
work open-source basé information pour la DST en C++ [16].
4 Conclusion
Nous avons présenté les difficultés liées à la conception d’al-
gorithmes basés information pour la transformation d’une fonc-
tion de croyance en sa décomposition conjonctive ou disjonc-
tive, ainsi que pour sa transformation de retour dans l’espace
d’origine. Pour cela, nous avons proposé une nouvelle méthode
basée sur une nouvelle notion mathématique que nous nom-
mons point focal, dérivée de la notion d’ensemble focal.
Au-delà du cadre de cet article, la notion de point focal peut
être utilisée en analyse d’information. Plus généralement, un
article [17] bien plus large et contenant d’autres méthodes exactes
corrigeant les faiblesses calculatoires de celle-ci, supplantant la
FMT en toutes circonstances, sera bientôt disponible, et notre
implémentation en C++ peut déjà être utilisée pour améliorer
significativement la complexité de toute méthode basée sur ces
décompositions, comme souligné en introduction. En particu-
lier, nous projetons de l’utiliser pour calculer la règle Cautious
pour la fusion d’information dans un réseau de véhicules.
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