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Abstract 
 
A great deal of the most critical systems of the current civilization depends on the 
surveillance, analysis and modulation of biometric signs. The security of several automatic 
systems is based more and more on biometric data namely by the identification of fingerprints. 
In spite of the recognition of fingerprints be an already quite studied and well documented issue 
still subsist enough challenges for investigate, improve and resolve. 
The computational models of this kind of systems are submitted to four phases of processing. 
The first phase is responsible for the acquisition of the images. After the process of capture, the 
images of fingerprint are processed having in mind the optimization of the quality of those same 
images. The subsequent phase is the characteristics extraction process, this phase has the aim to 
reduce the dimensionality of the data of entrance and to produce a representation that models 
the original data. The last phase is responsible for the identification of the images. 
The aim of this work is the development of a platform of authentication through fingerprints 
based on the comparison of identified minutia features. For such an integrated solution of 
recognition of fingerprints is implemented with the purpose to test the efficiency, performance 
and limitations of the techniques approached in the different phases of a fingerprints recognition 
system. For each one of these phases, some classic documented methods in the current literature 
are analyzed being equally proposed new approaches in some of the enumerated stages. 
  
  
Resumo 
 
 Muitos dos sistemas mais críticos da civilização actual dependem da vigilância, análise e 
modelação de sinais biométricos. A segurança de diversos sistemas automáticos baseia-se cada 
vez mais neste tipo de sinais nomeadamente pela identificação de impressões digitais. Apesar do 
reconhecimento de impressões digitais ser uma questão já bastante estudada e documentada 
ainda subsistem bastantes desafios para investigar, melhorar e resolver.  
Os modelos computacionais deste tipo de sistemas são submetidos a quatro fases de 
processamento. A primeira fase é responsável pela aquisição das imagens. Após o processo de 
captura, as imagens de impressão digital são pré-processadas tendo em vista a optimização da 
qualidade das mesmas. A fase subsequente é o processo de extracção de características, esta fase 
tem como objectivo reduzir a dimensionalidade dos dados de entrada e gerar uma representação 
que modele os dados originais. A última fase é responsável pela identificação das imagens.  
O objectivo deste trabalho passa por desenvolver uma plataforma de autenticação através de 
impressões digitais baseada na comparação de minúcias identificadas. Para tal uma solução 
integrada de reconhecimento de impressões digitais é implementada de raiz de forma a testar a 
eficiência, desempenho e limitações das técnicas abordadas nas diferentes etapas de um sistema 
de reconhecimento de impressões digitais. Para cada uma destas etapas, são analisados alguns 
métodos clássicos documentados na literatura actual sendo igualmente propostas novas 
abordagens em algumas das etapas enumeradas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Palavras-Chave : Biometria, reconhecimento de impressões digitais, processamento de 
imagens,  Classificação de caracteristicas. 
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1. Introdução 
 
Num mundo digital em franca expansão, uma autenticação pessoal de confiança é essencial 
para a actividade humana. Questões como segurança nacional, comércio electrónico e acesso a 
áreas de segurança virtual ou física são alguns exemplos onde estabelecer uma correcta 
identificação da pessoa é vital. Palavras-chave, cartões de identificação e de acesso, passaportes 
são algumas das medidas de segurança que vinham e continuam a ser utilizadas. Estes métodos 
porém não são seguros. Cartões de acesso e identificação podem ser roubados ou partilhados. 
Palavras-chave e pins podem igualmente ser indevidamente apropriadas electronicamente. 
Assim este tipo de identificação não permite diferenciar entre um utilizador verdadeiramente 
autorizado e alguém que teve acesso por apropriação indevida. Os dados biométricos tais como 
a impressão digital, íris e voz oferecem um meio de autenticação seguro e de confiança que 
podem ultrapassar os problemas descritos ganhando assim aceitação por parte do governo e da 
população em geral. 
 
1.1 Biometria 
 
A Biometria (do grego Bios = vida, metron = medida) consiste no estudo estatístico das 
características biológicas (físicas ou comportamentais dos seres vivos) em mecanismos de 
identificação.  
 Actualmente, este termo está associado a medidas de características físicas ou 
comportamentais das pessoas, como forma de identificação unívoca. A biometria passou a ser 
utilizada em áreas como a identificação criminal, controlo de ponto, controlo de acesso e 
segurança de instalações.  
Os sistemas chamados biométricos podem basear o seu funcionamento em características de 
diversas partes do corpo humano, tendo como exemplos os olhos, a face, a palma da mão, as 
impressões digitais, a retina ou íris dos olhos, as veias e a voz. Todas elas têm uma premissa 
comum, em que se fundamentam, em que cada indivíduo é único e possui características físicas 
e comportamentais (a voz ou a maneira de andar) distintas e únicas. As vantagens dos recursos 
biométricos é que estes não podem ser forjados facilmente e não podem ser esquecidos como 
acontece com senhas, e isso obriga que a pessoa a ser autenticada esteja fisicamente presente no 
ponto de autenticação, eliminando o problema de roubo de senhas ou a transferência de senhas 
para outras pessoas. 
   
Para serem consideradas para fins de Biometria, as características humanas tem de ser 
analisadas nos seguintes parâmetros (Wikipedia)[6] :  
 
• Universalidade: características gerais a todas as pessoas, 
• Unicidade: o quanto as características em causa separam os indivíduos, 
• Permanência: manutenção das características com o envelhecer, 
• Recolha: facilidade de aquisição das características como medidas,  
• Performance: exactidão, velocidade, e vigor de tecnologia usada, 
• Aceitação: grau de aprovação geral de uma certa tecnologia. 
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1.1.1 Diferentes Tecnologias Biométricas  
 
As tecnologias biométricas são definidas como métodos automatizados de identificar ou 
verificar a identidade de uma pessoa viva baseando-se em características fisiológicas ou 
comportamentais. Dentro destas tecnologias, destacam-se as seguintes: 
 
Reconhecimento facial  
 
O processo de reconhecimento facial tem início com a captura de uma imagem, seguida da 
detecção de um rosto que será comparado com modelos armazenados numa base de dados, 
podendo ser complementada com a análise da cor da pele, detecção de linhas ou ainda de um 
modelo híbrido. As maiores dificuldades neste processo são essencialmente provocadas por 
diferentes orientações da cabeça.  
Os processos baseados neste tipo de biometria são limitados pelo facto de o utilizador ter que 
ser enquadrado com o modelo, dada a dificuldade em adaptar o modelo à sua cara. Existe 
igualmente a necessidade de adaptar o modelo a todas as condições que podem alterar a 
aparência de um indivíduo, como o uso de óculos, envelhecimento, barba, etc. Este processo 
baseia-se essencialmente na localização de pontos fixos como os olhos, nariz e boca (Poh et 
al.,2001) [7].  
Os casinos têm utilizado esta tecnologia com sucesso para criar uma base de dados de faces 
de burlões, de modo a facilmente serem identificados pela segurança.  
Da informação disponibilizada, pode-se concluir que a autenticação e/ou identificação com 
recurso a esta classe de tecnologias é mais precisa em indivíduos do sexo masculino do que em 
indivíduos do sexo feminino. Ainda assim, a maturidade actual destas tecnologias parece estar 
ao nível em que se encontravam em 1998 as tecnologias biométricas baseadas na impressão 
digital, com a agravante de ser uma biometria muito dependente das condições de ambiente. 
 
 
Geometria da mão  
 
O reconhecimento da geometria da mão resulta de uma análise das características da mão 
como a forma, o comprimento dos dedos e as suas linhas características. Podemos ter diferentes 
níveis de segurança neste sistema consoante se utilizem as características em si, a posição das 
características relativamente a um ponto fixo ou a fixação de vários pontos e as distâncias das 
características relativamente a todos eles.  
 De realçar que a geometria da mão (tal como os algoritmos de hoje a interpretam) não é uma 
característica própria de cada indivíduo, mas tem a vantagem de facilmente ser combinada com 
outras biometrias como, por exemplo, a impressão digital.  Por outro lado, a geometria da mão, 
comparada com outras biometrias, não produz um grande conjunto de dados. Portanto, dado um 
grande número de registos, a geometria da mão pode não ser capaz de distinguir um indivíduo 
de outro com características da mão semelhantes.  
São poucos os dados técnicos relativos a sistemas biométricos baseados na geometria da 
mão. Estudos efectuados recentemente (Kumar et al.,2003)[8] mostram que, isoladamente, esta 
tecnologia está longe da maturidade. Quando combinada com outros factores inerentes à mão, 
como as linhas da palma, os valores melhoram consideravelmente, não pela precisão da 
representação mas por factores ligados aos algoritmos de decisão. 
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Impressão digital  
 
É, sem dúvida, a tecnologia biométrica mais utilizada actualmente e a escolhida 
como objecto de estudo neste trabalho. Embora a generalidade dos sistemas utilizados 
tenham um nível de fiabilidade muito baixo, esta biometria tem um nível de aceitação 
muito satisfatório, provavelmente devido ao facto de a impressão digital ser há muito tempo 
utilizada nos registos civis, associada a documentos de autenticação e/ou identificação.  
Os equipamentos normalmente utilizados para a captura dos padrões não distinguem, 
eficientemente, um dedo vivo de um dedo morto (separado do utilizador legítimo ou replicado 
sinteticamente) e é muito fácil produzir uma impressão digital sintética com ou sem a 
colaboração do seu proprietário. Os passos necessários para criar uma impressão digital sem 
colaboração do seu proprietário são descritos em (Putte et al., 2000)[9]:  
 
• Obter um objecto, como por exemplo um copo, onde o proprietário tenha deixado a sua 
impressão digital, 
• Espalhar delicadamente qualquer tipo de pó fino sobre a zona onde se encontra a 
impressão utilizando um pincel, 
• Colar uma tira de fita-cola (fina e transparente) sobre o pó e remove-la. 
• Colar a fita-cola no lado fotossensível de um negativo fotográfico e fotografar com uma 
fonte de luz difusa, 
• Depois de revelado, o negativo é colocado sobre uma placa fotossensível e exposto a luz 
ultravioleta. Retira-se então o negativo. 
• Utilizando um banho de gravura com água-forte, as partes da placa expostas à luz 
ultravioleta são removidas, 
• Um último banho de água-forte cauteriza a camada de cobre resultando num perfil muito 
fino (cerca de 35µ) que é uma cópia “exacta” da impressão original, 
• Após aprofundar as marcas de modo a assemelhar-se a uma impressão digital pode ser 
feito um carimbo de cimento de silicone à prova de água para substituir a impressão 
digital original. 
 
Existem leitores que tentam ultrapassar o efeito “dedo morto” recorrendo a sensores de 
tensão arterial, condutividade, temperatura e leitura de padrões existentes em camadas inferiores 
à epiderme. No entanto, estas tecnologias são caras e ainda não atingiram o nível de maturidade 
desejado. 
 
 
Leitura de Íris  
 
A Íris é o anel colorido que circunda a pupila do olho. Cada Íris possui uma estrutura única, 
caracterizando um padrão complexo. Pode ser uma combinação de características específicas 
como coroa, glândula, filamentos, sardas, sulcos radiais e estrias. Estas características são 
altamente complexas e únicas. É estimado que a probabilidade de duas Íris serem idênticas é   
de 1 em 1078 , o que a torna bastante interessante para a identificação biométrica (Liu et al., 
2001) [10]. 
Esta tecnologia envolve a análise do anel colorido que cerca a pupila do olho humano e é 
considerada por muitos a menos intrusiva de todas, funcionando mesmo com óculos postos. A 
leitura de íris fornece padrões de comparação com eficácia acima da média e é uma das poucas 
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tecnologias biométricas que pode ser adequada para identificação. Uma questão a ter em conta 
prende-se com a dificuldade de utilização e integração com os sistemas existentes é sendo, por 
vezes, um obstáculo à sua utilização. 
O baixo custo do equipamento necessário é uma vantagem, já que uma câmara normal pode 
ser utilizada no processo. No entanto, a qualidade da imagem a utilizar no processo é uma 
questão importante a ter em conta. Esta tecnologia é considerada como uma das tecnologias 
biométricas mais precisas.  
 
 
Leitura de retina  
 
Os sistemas biométricos baseados na leitura de retina analisam a camada de vasos 
sanguíneos situada na parte de trás do olho, através da utilização de uma fonte de luz de baixa 
intensidade, para opticamente reconhecer padrões únicos. Esta tecnologia pode atingir altos 
níveis de precisão, mas requer que o utilizador olhe para dentro de um receptáculo e foque um 
determinado ponto, o que não é conveniente para utilizadores que usem óculos ou que receiem o 
contacto próximo com o leitor (Liu et al., 2001) [10]. 
O custo do equipamento necessário para a implementação desta tecnologia era, até há muito 
pouco tempo, um factor limitativo, uma vez que os sistemas biométricos de leitura de retina 
implementados eram soluções proprietárias desenvolvidas especificamente para as entidades 
que as exigem. Só recentemente começaram a surgir no mercado soluções comerciais baseadas 
nesta tecnologia. 
 
 
Reconhecimento de voz  
 
Os processos de autenticação que recorrem ao reconhecimento da voz baseiam-se se no facto 
de as características físicas de cada indivíduo, associadas a hábitos comportamentais, 
proporcionarem à sua voz características únicas que podem ser representadas por um espectro 
de frequências. 
Estes processos fundamentam-se nas técnicas de processamento de voz e na biometria. O 
envolvimento do utilizador pode passar pela introdução (oral) no sistema de uma palavra/frase 
chave ou pela leitura de um conjunto de caracteres que combinados fornecem um conjunto de 
características suficientes para permitir a autenticação ou a identificação do indivíduo.  
O potencial destes sistemas é grande devido ao baixo custo do hardware necessário que, 
aliás, está já presente em grande parte dos computadores existentes: um microfone. No entanto, 
a sua aplicação está limitada, actualmente, a aplicações com um baixo nível de segurança, em 
virtude das grandes variações na voz de um indivíduo e na baixa precisão dos actuais sistemas 
de autenticação por reconhecimento de voz. 
 
 
Outras tecnologias 
 
Existem ainda algumas características físicas que poderão ser usadas no futuro. Estas ainda 
se encontram em fase inicial de estudo e de entre elas destacam-se as seguintes: 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   5 
 
  
• Padrão das veias: Scan infra-vermelhos da palma da mão, 
• Geometria da orelha: similar à geometria da mão, 
• Odor corporal, 
• Termografia, 
• ADN , 
• … 
 
 
 
 
 
 
A figura 1 ilustra as diferentes tecnologias biométricas descritas, tendo como objectivo o 
alcançar da tecnologia biométrica ideal : 
 
 
 
 
 
Figura 1 :  A Biometria ideal. 
Esquema ilustrativo das diferentes tecnologias Biométricas.  
( fonte: International Biometric Group -  http://www.biometricgroup.com/) 
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1.1.2 Aplicações da Biometria 
 
Com a evolução da tecnologia na era da informação, produtos e serviços que envolvem a 
identificação de indivíduos aumentaram em grande escala. Com essa proliferação, a 
identificação e autenticação do indivíduo a partir das suas características biológicas e/ou 
comportamentais é mais simples e cómoda que a memorização de palavras-chave e código de 
acesso. A biometria, e o uso das suas  características biológicas e comportamentais para a 
identificação e autenticação, têm ganhado relevância. Actualmente as tecnologias biométricas 
podem ser empregues em sistemas de segurança, transacções financeiras, controle de acesso a 
locais restritos, controle de assiduidade, acesso em redes corporativas, validação de 
documentos, autenticação e comprovação de identidade entre muitas outras aplicações. 
No final do século passado, com a proliferação das tecnologias informáticas (nomeadamente 
o PC) e o avanço dos estudos sobre biometria, tornou-se viável a implementação de 
autenticação por recurso a características biométricas dos indivíduos. No entanto, estas 
soluções, além das dificuldades técnicas, acarretavam algumas dificuldades de carácter social.  
 
Com a generalização de equipamentos leitores de características biométricas e com a sua 
divulgação em filmes de grande sucesso, o cidadão comum encara hoje a autenticação 
biométrica como algo que lhe é familiar, embora a associe em grande parte à ficção científica. 
Por outro lado, o medo provocado pelo terrorismo, nomeadamente o atentado de 11 de 
Setembro de 2001 ao World Trade Center, levou os governos a aumentar os gastos em aquisição 
de tecnologias biométricas para autenticação de indivíduos na sua qualidade de cidadãos ou de 
funcionários. A tecnologia biométrica tem sido utilizada pelos governos ocidentais para reforçar 
os métodos de combate ao terrorismo. Entretanto, algumas empresas começam a utilizar a 
tecnologia biométrica como forma de apresentar produtos e serviços tradicionais de uma forma 
mais segura. Entre as principais áreas de aplicação da Biometria presentemente podemos incluir 
as seguintes : 
 
• Controlo de Acesso : utilização da biometria para restringir o acesso a áreas de segurança, 
locais restritos e até mesmo a maquinaria e equipamentos, 
• Gestão de assiduidade : no comércio, industrias e empresas, os sistemas de 
reconhecimento biométricos têm sido utilizados no controlo de ponto dos trabalhadores. 
A habilidade de seleccionar a entrada, saída e períodos de descanso de forma individual 
proporciona um sistema efectivo de controlo de horários, reduzindo o tempo necessário 
ao processamento dos dados  de acesso por parte dos recursos humanos da empresa. De 
igual forma, e por estes sistemas não permitirem ludibriar as picagens efectuadas, é 
observado o aumento efectivo de produtividade por parte dos trabalhadores em questão, 
• Aplicações Comerciais : o uso de sistemas biométricos pode ser aplicado em diversos 
tipos de aplicações comerciais desde PDA’s, logins, segurança electrónica dos dados, e-
commerce, ATM’s (impressão digital é usada em conjunto com um código numérico  
secreto dispensando os seus clientes do uso do cartão bancário), telemóveis accionados 
biometricamente,  etc.. ,  
• Governo : na emissão e controlo de bilhetes de identidade, cartas de condução, 
passaportes, controlo de armamento, acesso a áreas de segurança críticas, etc. 
• Forense : identificação de pessoas, identificação criminal e de parentescos, etc. 
 
 
Em 2001 as biometrias eram utilizadas maioritariamente para controlo de acessos físicos, 
mas é de salientar que a aplicação destas tecnologias para controlo de acesso lógico é  já 
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significativa, representando 40% do total de utilizações destas tecnologias. Neste âmbito, a 
biometria pode ajudar a ultrapassar as falhas de segurança inerentes à má utilização das 
palavras/frases passe. A tecnologia biométrica pode também ajudar o utilizador a reduzir o 
número de palavras/frases passe que utiliza.  
Em 2002 o mercado das aplicações biométricas era dominado pelos sistemas de leitura de 
impressão digital mas  a existência de sistemas biométricos com melhor precisão (a custos cada 
vez mais baixos) pode alterar esta situação num futuro próximo. Outro factor que pode levar a 
uma inversão no domínio do mercado é a necessidade cada vez maior de identificar um 
indivíduo sem o seu conhecimento/consentimento, nomeadamente  pelas forças policiais, em 
ambientes densamente ocupados como eventos desportivos, centros comerciais, estações de 
caminhos-de-ferro, aeroportos, etc. Assim, as tecnologias furtivas podem vir a assumir um 
protagonismo que hoje não detém. 
 
1.1.3 Privacidade e Segurança dados Biométricos  
 
Depois do 11 de Setembro, um pequeno ramo da indústria e dos serviços, a biometria,   
começou a aparecer cada vez mais no espaço público. Esse ramo pode então ser  definido como 
a medida e a análise de características da biologia humana. A força  com que, nestes últimos 
anos, o assunto se desenvolveu faz nascer duas ilusões: a de que é muito recente e a de que 
apenas tem a ver com assuntos sociais, como a liberdade, a segurança e a privacidade (Curado, 
2006) [2]. 
Este grupo de  tecnologias tem um potencial de crescimento tão grande que altera a natureza 
dos seres humanos. Não está apenas em causa a ameaça a pontos de referência no modo como 
se pensa habitualmente a sociedade.  No entanto, estas soluções, além das dificuldades técnicas, 
acarretavam algumas dificuldades de carácter social.  Países como a Austrália, Canadá,  Estados 
Unidos e Nova Zelândia testemunharam uma inquietação pública quanto aos esquemas de 
identificação. Entre os vários receios citados incluem-se :  
 
• Que as pessoas sejam desumanizadas ao serem reduzidas a códigos, 
• Que o sistema potencie o poder sobre os indivíduos por parte de determinadas 
organizações e até do estado, 
• Que a identificação de alta integração envolva a inversão da apropriada relação entre o 
cidadão e o estado, 
• Que o sistema seja conduzido por  uma burocracia tecnologicamente assistida em vez de 
ser conduzido pelos governos eleitos, 
• Que isenções e excepções existam para organizações e indivíduos poderosos, 
• Que estes esquemas de identificação sejam os mecanismos previstos em profecias 
religiosas como, por exemplo, a “Marca da Besta”. 
 
A privacidade, a segurança e a liberdade são esses pontos de referência. A importância da 
biométrica deriva precisamente do facto de se inserir num campo potencial de conflitos em que 
os pontos de referência são completamente diferentes. Se imaginarmos um mundo em que 
outras pessoas sabem mais de nós do que nós mesmos ou em que outras pessoas podem fazer 
apostas de baixo risco sobre o nosso comportamento futuro, o problema da privacidade e  do 
direito associado a essa privacidade torna-se pálido. O problema da segurança é interpretado 
com uma curiosidade histórica e a liberdade passa a ser um mito antigo.  
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De um lado, o uso da biometria auxilia no processo de proporcionar uma  maior segurança. 
De outro lado, a recolha e o armazenamento de dados biométricos podem ser considerados uma 
invasão de privacidade, pois não se sabe que dados serão guardados, e principalmente, quem 
terá acesso a esses dados.  
Em Portugal, a legitimidade para a utilização de biometria para o controlo de acessos ou de 
assiduidade, por parte da entidades  empregadores, advém do direito que a Lei lhes confere, ao 
permitir o controlo da assiduidade daqueles que trabalham para si. A Comissão Nacional de 
Protecção de Dados (CNPD) é a entidade que analisa e autoriza, ou não, que a recolha de dados 
por biometria se faça. 
A operação de recolha das características biométricas com a finalidade de controlo de 
horário de trabalho não envolve, em si mesma, uma violação da integridade física do 
trabalhador, do seu direito à privacidade ou da sua intimidade. Qualquer que seja a tecnologia 
biométrica  utilizada, a recolha de dados biométricos não tem implicação com a integridade 
física do trabalhador, não afectando o seu direito à identidade pessoal e à intimidade da vida 
privada. Ser único em termos de impressões digitais  é, de facto, ser parte de um sistema de 
relações. O arquivo de impressões tende a esgotar todas as combinações possíveis de padrões  
digitais. Se tivermos apenas uma impressão digital em base de dados, não será possível 
compará-la  com nenhuma outra e de nada serve como  instrumento de conhecimento do mundo. 
Um número suficientemente grande permite resultados notáveis como a identificação de autores 
de crimes. Um número ainda maior permitirá conjecturas de comportamentos futuros.  
 
Desta forma, muitas são as justificações para a adopção de uma tecnologia biométrica. 
Algumas empresas líderes em software de segurança anunciam sua cooperação para ampliar o 
uso da biometria visando oferecer aos utilizadores o mais alto nível de segurança na rede 
baseado em um método de autorização pessoal confiável.  Segurança e confiabilidade são pré-
requisitos fundamentais para o uso e também desenvolvimento de sistemas, principalmente 
quando se trata de autenticação e validação de utilizadores para acesso a transacções financeiras, 
acesso a locais restritos, validação de documentos e tantas outras aplicações. 
 
1.2 A Impressão Digital 
 
A técnica de identificação baseada nas impressões digitais é o método mais antigo que tem 
sido utilizado com sucesso em inúmeras aplicações. Todas as pessoas têm impressões digitais 
únicas e imutáveis. Presentemente, é a tecnologia biométrica mais utilizada na indústria. É 
estimado que a possibilidade de duas pessoas, incluindo gémeos, de terem a mesma impressão 
digital é menor que um em um bilião. 
 
Como já foi referido as impressões digitais são únicas e permanentes. São os desenhos, 
deixados numa superfície lisa, formados pelas cristas (elevações da pele) presentes nas polpas 
dos dedos das mãos(almofada carnuda situada na face palmar das extremidades distais dos 
dedos). Usadas há mais de mil anos como forma de identificação de pessoas, sabemos hoje que 
as impressões digitais são únicas, sendo diferentes inclusive entre gémeos uni-vitelinos. 
As cristas são formadas no feto e acompanham a pessoa por toda a vida, sem apresentarem 
grandes mudanças. A impressão digital apresenta pontos característicos e formações que 
permitem a um perito identificar uma pessoa de forma bastante fiável. 
Desde a publicação do livro “Fingerprints”, de Sir Francis Galton, tem-se uma ideia do que 
significa ser único em termos de impressões digitais. Galton calculou que a probabilidade de um 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   9 
 
ser humano ter as mesmas impressões digitais de um outro ser humano é de 1 para 64 mil 
milhões. 
 A formação das impressões digitais é determinada pela carga genética de cada indivíduo e 
pelo micro-ambiente. A impressão digital é formada por  linhas ou cristas distribuídas 
paralelamente com uma orientação e um espaçamento característico. As cristas são separadas 
umas das outras por depressões ou vales. Uma depressão pode atingir tamanhos que vão dos 
100 micrómetros até aos 300 micrómetros. As minúcias são os locais de bifurcação ou 
terminação de uma crista. O ANSI (American National Standards Institute), em 1986 propôs a 
classificação das minúcias em terminações, bifurcações, cruzamentos e indeterminado. Numa 
visão global as cristas originam padrões geométricos onde podemos identificar três tipos de 
pontos de referência: ciclos (Loops), espirais (Whorls) e pontos Delta.  
 
De forma geral, para uma dada imagem  de impressão digital, a região de interesse pode ser 
dividida no seguir três categorias(Lin et al.,2004 ) [11]:  
 
a) Regiões bem definidas : em que cristas e vales são claramente visíveis para que um 
algoritmo de extracção de minúcias possa  operar com confiança,  
b) Regiões corrompidas recuperáveis : em que cristas e vales são corrompidos por uma 
quantidade pequena de ruído (vincos, borrões, ... ). Estes podem ser correctamente 
recuperados por aplicação de um algoritmo de realce,  
c) ão recuperáveis : região corrompida em que cristas e vales são corrompidos por quantia 
tão elevada de ruído ou deformidade que é impossível recuperá-los na  imagem. Sendo 
praticamente impossível recuperar as estruturas verdadeiras em regiões  não recuperáveis, 
qualquer esforço para melhorar a qualidade da imagem de impressão digital nestas 
regiões é fútil. A meta de um algoritmo razoável de pré-processamento de imagem é o de  
melhorar a clareza de estruturas nas imagens de impressão digital em regiões 
recuperáveis e descartar  as regiões de não recuperáveis.  
 
Do exposto anteriormente, conclui-se que as impressões digitais apresentam em si um 
conjunto de premissas como principais características : 
 
• A impressão digital é formada no feto e constante ao longo da vida;  
• Impressões digitais diferem inclusive em gémeos idênticos, 
• Usadas há mais de mil anos como forma de identificação, 
• Tecnologia mais utilizada actualmente. 
 
Entre as limitações do uso da impressão digital encontram-se as seguintes :  
 
• Impossibilidade de registar alguns indivíduos, 
• Resolução de alguns equipamentos disponíveis, 
• Percepção de intrusão. 
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1.3 Classificação de Impressões Digitais 
 
A Classificação e reconhecimento sistemático de impressões digitais são utilizados desde o 
final do século XIX para diversos fins. A classificação é igualmente usada em Sistemas 
automáticos de identificação de impressões digitais. O propósito desta classificação é catalogar 
uma base de dados de impressões digitais no máximo de classes possíveis. Numa identificação, 
apenas a classe correspondente a impressão digital de entrada  é pesquisada reduzindo assim o 
tempo de procura para uma possível correspondência entre duas impressões digitais. 
 
A caracterização de uma impressão digital é realizada pela análise de três factores: as riscas e 
minúcias; os pontos singulares delta e núcleo (figura 2) e a classe na qual se insere a impressão 
digital. As riscas e sua orientação local assim como as minúcias, o seu tipo, localização e 
orientação, são suficientes para efectuar a identificação de um indivíduo, (garantem unicidade). 
Os pontos singulares delta e núcleo são usados para efectuar a classificação da impressão 
digital. 
 
 
Pontos Singulares  
 
Os pontos singulares em impressões digitais são conhecidos como núcleos (core) e deltas. 
Estes são utilizados para classificar os padrões de impressões digitais.  
 
 
Figura 2 : Ponto delta e ponto núcleo de uma impressão digital 
 
 
O núcleo é um  ponto localizado na área central da impressão digital. Delta é um ângulo ou 
triângulo formado pelas cristas papilares e pode ser formado por dois processos: pela bifurcação 
de uma linha simples ou pela divergência brusca de duas linhas paralelas. O delta desempenha 
um papel importante na impressão digital porque determina a sua classe. Os deltas representam 
o ponto de divergência das linhas mais internas que tendem a envolver a região nuclear de uma 
impressão digital. Em impressões digitais isentas de pontos delta, verifica-se apenas os sistemas 
de linhas basilar e marginal, caso dos arcos planos. As impressões que aprestam um ou mais 
deltas, possuem três sistemas de linhas denominados por nuclear (região central da impressão), 
basilar (linha que serve de base, abaixo da região nuclear) e marginal (região das características 
situadas nas margens da impressão). 
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Figura 3 : Delta e )úcleo de uma imagem real 
 
 
Classificação por Padrões  
 
A pele presente nos nossos dedos é diferente da pele das restantes áreas do corpo humano. 
Como referido anteriormente, esta pele é mais brusca ou ondulada consistindo em porções 
salientes chamadas de cristas. Estas cristas não são contínuas de um lado ao outro mas podem 
curvar, terminar ou dividirem-se em duas ou mais cristas (bifurcações e termino). Exceptuando 
mutilação acidental ou intencional, o conjunto de cristas é permanente. As impressões digitais 
podem ser divididas em padrões de cristas tais como espirais, ciclos, arcos, etc.  
Os  três padrões básicos das impressões digitais são os arcos, os ciclos e as espirais (figura 
4). Um arco é um padrão onde as cristas se apresentam de um lado a outro do dedo, elevando-se 
no centro formando um arco e terminando no lado oposto da origem. O padrão em ciclo é um 
padrão onde as cristas tem origem num lado do dedo, formam uma curva e tem o término no 
mesmo lado onde têm origem. No padrão em espiral, cristas formas em círculo em torno de um 
ponto central no dedo.  
 
 
Arcos     Ciclos   Espirais 
 
Figura 4 : Diferentes tipos de padrões biométricos 
 
Os algoritmos baseados neste tipo de classificação apresentam algumas características 
particulares :  
 
• Identificam o centro da imagem , 
• Imagem recortada da original a uma distância fixa do centro, 
• Comparação gráfica é efectuada após alinhamento da imagem , 
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• Imagens de dimensão considerável, 1KB, 
• Susceptível a alterações físicas podendo ser necessário a recolha de nova imagem 
• Segurança ajustável com alteração dos limiares mínimos para correcta ser considerada 
uma correcta identificação. 
 
 
Classificação por Minúcias 
 
Minúcias são características únicas conhecidas, nomeadamente descontinuidades locais, que  
identificam pontos da impressão digital onde as cristas se bifurcam ou terminam. Formam a 
base de qualquer sistema que utilize as técnicas de comparação de impressões digitais para 
propósitos de identificação e verificação. Existem vários tipos de minúcias ilustradas na figura 5 
que podem ser reduzidos a dois grandes tipos: terminações e bifurcações. Tipicamente uma 
imagem de boa qualidade tem entre 40 a 100 minúcias.  
 
 
 
 
Figura 5 : Diferentes tipos de minúcias. 
 
Os dois tipos de minúcias mais importantes são as terminações e bifurcações. A terminação é 
definida como o ponto onde uma risca termina abruptamente. A bifurcação é o ponto onde uma 
risca se separa em duas ou onde duas riscas se juntam numa só. As minúcias são caracterizadas 
por três parâmetros: tipo, posição e orientação (figura 6). O tipo da minúcia define se estamos 
na presença de uma terminação ou de uma bifurcação. A posição indica o local onde se verifica 
a existência da minúcia e a orientação dá-nos a direcção da risca que originou a minúcia. 
 
 
Figura 6 : Os dois tipos de minúcias. 
(a) terminação, (b) bifurcação. 
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Grande parte dos algoritmos trabalha com o princípio de extracção dos pontos de minúcias 
ou pontos característicos. Após a extracção é calculada a relação entre as distâncias destes 
pontos, cada algoritmo possui a sua base de cálculo, seja por análise dos pontos entre si ou por 
agrupamentos de pontos para análise de semelhanças de triângulos com os ângulos internos. 
 
Algumas características gerais deste tipo de classificação : 
 
• É achado um ponto central no desenho da impressão que será utilizado como ponto de 
referência no alinhamento das imagens,  
• Para criação do, um vector é gerado para cada minúcia contendo o seu tipo, coordenadas, 
ângulo de orientação e qualidade da imagem,  
• Comparação feita pela distância euclidiana entre as minúcias,  
• Templates gerados apresentam uma dimensão média de 120 a 350 Bytes. 
 
A separação das impressões digitais em classes reduz o tempo de processamento durante a 
identificação pois só é necessário efectuar comparações com as impressões da mesma classe. 
Caso se pretenda realizar autenticação não é  necessário separar as impressões digitais em 
classes, sendo suficiente comparar as características da impressão de registo com a que se 
pretende autenticar. Existem diversos métodos para efectuar identificação automática a partir de 
impressão digital; a maioria destes baseia-se na detecção de minúcias e no seu posicionamento 
relativo. Este é o método utilizado pelos especialistas  que realizam identificação de impressões 
digitais por inspecção visual. Outro método consiste na análise local do padrão formado pelas 
riscas da impressão digital.  
A grande maioria dos sistemas de reconhecimento de impressões digitais funciona por 
análise das posições das minúcias. No entanto, esta solução requer um algoritmo sofisticado 
para leitura e processamento da imagem da impressão digital. O algoritmo deverá extrair 
detalhes, eliminar ruídos, tolerar rotações e o deslocamento no reconhecimento da impressão 
digital. Deve igualmente ser  rápido de forma a ser eficaz em sistemas com um número elevado 
de utilizadores. 
 
1.4 Sistemas Automáticos de Identificação Impressão Digitais  
 
Identificação automática de impressões digitais é o processo de identificar uma ou mais 
impressões digitais não conhecidas  à partida contra uma base de dados de imagens conhecidas 
e catalogadas sem intervenção humana. A técnica de identificação baseada nas impressões 
digitais é o método mais antigo que tem sido utilizado com sucesso em inúmeras aplicações. 
Presentemente, é a tecnologia biométrica mais utilizada na indústria.  
A comparação automática de impressões digitais, dependendo dos padrões utilizados para 
leitura e processamento da imagem ainda é susceptível a alto nível de erros. Os erros mais  
usuais encontrados são áreas de impressão digital danificadas,  dedos colocados em diferentes 
áreas da janela do scanner de impressão digital e com diferentes ângulos de orientação, 
deformação do dedo durante o processo de digitalização, etc.. A solução mais avançada para 
este problema é extrair da impressão digital as características dos chamados pontos de detalhes 
(pontos onde as linhas capilares têm brechas ou finais) e verificar a combinação entre os 
conjuntos de características. 
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 Os principais componentes de um sistema biométrico são assim : 
 
• Captura: aquisição de uma amostra biométrica; 
• Extracção: retirar da amostra de informações únicas do indivíduo, o resultado é chamado 
de template; 
• Comparação: comparação das características extraídas com a informação armazenada no 
template. 
 
A figura 7 ilustra o funcionamento geral de sistemas automáticos de identificação de 
impressões digitais e as suas etapas principais. 
 
 
 
Figura 7  : Diagrama geral de  funcionamento  dos Sistema Automáticos de 
Identificação de Impressões Digitais 
 
 
As principais operações de um sistema de reconhecimento biométrico são as operações de 
registo e de identificação. Durante o registo, a informação biométrica de um indivíduo é 
armazenada normalmente em forma de template biométrico numa base de dados. Durante o 
processo de identificação a informação biométrica do indivíduo que se apresenta ao sistema é 
recolhida e comparada com a informação armazenada anteriormente. O sensor de recolha 
biométrico é a interface entre o mundo real e o nosso sistema tendo de ter capacidade de 
adquirir todos os dados biométricos necessários para uma correcta identificação.  
Após a recolha da informação biométrica  é necessário executar o pré-processamento da 
imagem : aplicação filtros para melhorar a imagem adquirida, eliminação de ruídos existentes e 
conversão dessa mesma imagem para um formato binário apropriado ao sistema em causa. Com 
a imagem tratada obtida passa-se então ao processo de extracção de características. Este 
processo de extracção de características é crítico para um correcto funcionamento do sistema.  
Através das características obtidas é então criado um modelo computacional normalmente 
denominado como template biométrico. Um modelo computacional é então gerado com 
propriedades particulares contendo uma síntese de todas as características extraídas com um 
tamanho adequado de modo a permitir um processo de identificação mais correcto e rápido 
possível. 
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Figura 8 : Principais operações de um Sistema de Verificação de Impressões Digitais. 
 
Se estiver a ser efectuado um registo o template gerado simplesmente é armazenado  numa 
base de dados ou em um cartão (smart card). Caso seja um processo de identificação, o template 
obtido é comparado com os templates existentes, sendo estimado a distância entre eles 
utilizando um algoritmo para o efeito. O sistema irá analisar os templates existentes com os 
armazenados produzindo então um resultado para o propósito em causa como por exemplo a 
entrada numa área de acesso restrito. 
 
1.4.1 Aquisição de Imagem 
 
O método mais antigo e comum para capturar a imagem de uma impressão digital é o de 
obter essa impressão deslizando um dedo com tinta num pedaço de papel  e depois digitalizar o 
mesmo através de um scanner. Este método pode resultar em impressões digitais com grandes 
distorções sendo que além das possíveis imperfeições nas imagens obtidas implica que este 
processo seja feito por pessoal qualificado para tal. Outro método comum utilizado de obter 
uma imagem de impressão digital é o de digitalizar a imagem directamente utilizando a câmara 
CCD (Charge-Couple Device) (Jain et al., 1999) [14]. O método de digitalização ‘in-loco’ 
resulta em imagens de melhor qualidade e não envolve a necessidade de pessoal qualificado 
para o fazer. No entanto, imagens de fraca qualidade são ainda possíveis tendo origem num 
conjunto de factores como pele seca, doenças de pele, suor, sujidade e humidade entre outros. 
Em ambos os métodos, a imagem obtida é uma imagem da impressão digital  em escala de 
cinzentos e de alta resolução (cerca de 500 dpi).  
Em todos os métodos disponíveis, as seguintes variações entre duas cópias de uma mesma 
impressão digital são possíveis: 
 
• Translação devido a diferente posicionamento do dedo no sensor de aquisição, 
• Rotação devido a um posicionamento diferente do dedo no sensor de aquisição, 
• Escalas diferentes devido a diferentes pressões na superfície do sensor, 
• Diferenças entre contrastes devido a diferentes pressões no sensor e diferentes densidades 
da tinta não uniformes no caso dos métodos de aquisição com tinta, 
• Diferentes regiões da mesma impressão digital como imagem obtida, sendo de uma forma 
geral apenas uma descrição parcial de toda a impressão digital, 
• Perturbações locais, isto é, translação, rotação ou escalas obtidas devido a pressões não 
uniformes na superfície de aquisição, 
• Intervalos ou  manchas causadas por contacto não uniforme, 
• Distorções temporárias ou não permanentes tais como doenças de pele, cicatrizes, suor, 
etc. 
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 Desta forma, o processo de aquisição de imagem é essencial de forma a obter resultados 
fiáveis na identificação/verificação de pessoas através das suas características biométricas. Os 
métodos usuais para aquisição de imagem contemplam a captura por frame captura directa. 
 
Captura por frame  
 
Através deste tipo de processo a  imagem é adquirida enquanto utilizador desliza o dedo pelo 
sensor.  Várias imagens são obtidas e posteriormente interpretadas e trabalhadas para uma única 
imagem final representando a impressão do utilizador, existindo desta forma vários factores a 
considerar para obter imagens de qualidade.  
 
 
   
  Figura 9 : Captura por frame 
 
Captura directa  
 
O método de captura directa é o método mais utilizado presentemente. Neste método a  
imagem completa do dedo é adquirida por via do contacto directo com a superfície de aquisição. 
 
 
  
 
  Figura 10 : Captura directa 
 
 
 Os dispositivos mais utilizados neste método de captura são os dispositivos com leitores 
ópticos. Nesse tipo de leitores o dedo é colocado em cima de uma superfície, geralmente um 
vidro,  com formato de prisma onde existe uma incidência de luz por um dos lados. A luz não é 
reflectidas mas sim absorvida permitindo a captura da imagem por sinal de vídeo através de 
uma lente óptica como demonstra a figura 11. 
 
• Custo mais reduzido, 
• Sem imagem latente no sensor, 
• Mais factores a considerar para obter imagens 
de qualidade. 
• Maior conforto 
• Imagens de alta qualidade 
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Figura 11 : Esquema ilustrativo do funcionamento de leitores ópticos 
 
 
1.4.2 Identificação e Verificação Pessoal 
 
Como referido anteriormente, as tecnologias biométricas são definidas como métodos 
automatizados de identificar ou verificar  a identidade de uma pessoa viva baseando-se em 
características fisiológicas ou comportamentais. 
 
Em traços gerais, um sistema biométrico tem como objectivo fornecer uma das seguintes 
funções : 
 
• Verificação :  Comparação de uma dada identidade contra uma única identidade : ” Sou 
quem afirmo ser ? ”. A autenticação dos utilizadores é efectuada considerando um registo 
previamente efectuado. A verificação pode ser feita em conjunto com um smart card, 
nome do utilizador ou número de identificação. O template capturado no processo de 
verificação é comparado a com a informação biométrica existente do utilizador em causa 
existente na base de dados ou no smart card. 
 
• Identificação : Comparação de uma dada identidade contra várias identidades : ”  Quem 
sou eu? ”. É a autenticação de utilizadores unicamente a partir das suas características 
biométricas. O template biométrico gerado é comparado com todos os registos existentes  
na base de dados do sistema biométrico e o resultado dessa comparação é retornado (por 
norma o resultado mais elevado de entre o limiar de aceitação considerado).  
 
O diagrama da figura 12, ilustra a diferença de funcionamento de um Sistema Automático de 
Reconhecimento  de Impressões Digitais na vertente de Identificação e Verificação. 
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Figura 12 : Identificação vs Verificação 
 
 
1.4.3 Avaliação de desempenho 
 
Existem hoje muitas características utilizadas, isoladamente ou em conjunto, para autenticar 
e/ou identificar um sujeito. As tecnologias biométricas são, normalmente, classificadas como 
comportamentais (por exemplo, o reconhecimento de voz) ou físicas (por exemplo, a leitura de 
retina), de acordo com a classificação das características avaliadas. Mas elas podem também ser 
classificadas como colaborativas, se exigem que o utilizador tenha conhecimento da sua 
existência e participe conscientemente no processo, ou como furtivas, se podem ser utilizadas 
sem o conhecimento daquele que é identificado ou autenticado.  
A escolha do(s) método(s) a utilizar depende da análise de risco que necessariamente deve 
ser feita, relativamente à informação/infra-estrutura que se pretende proteger (Liu et al., 2001) 
[10]. Cada um dos métodos de autenticação pode ser avaliado através de vários parâmetros 
como o grau de fiabilidade, o nível de conforto, o nível de aceitação e o custo de 
implementação. O nível de conforto é um padrão de certa forma subjectivo e está 
profundamente ligado ao público utilizador do sistema. Outro padrão subjectivo é o nível de 
aceitação. De um modo geral o sistema é tanto melhor aceite pelos utilizadores quanto menos 
intrusivo for.   
O custo de implementação é um factor fundamental e abrange diversos factores, alguns dos 
quais frequentemente descurados :  
 
• Hardware,  
• Software,  
• Integração com hardware/software existentes,  
• Formação dos utilizadores,  
• Pessoal de manutenção de Bases de Dados,  
• Manutenção do sistema.  
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A fiabilidade é a característica mais importante de um sistema de identificação biométrico. 
Se o sistema não puder separar exactamente pessoas autênticas de impostores, não deve ser 
denominado um sistema de identificação biométrico. 
 
Entre as medidas de avaliação existentes para aferir o grau de fiabilidade, um conjunto de 
valores é de forma consensual tido em conta englobando o  Índice de Falsas Aceitações - FAR 
(False Acceptance Rate) e Índice Falsas Rejeições FRR (False Rejection Rate). Infelizmente 
estas variáveis são mutuamente dependentes, não sendo possível minimizar ambas num mesmo 
algoritmo. Assim, normalmente procura-se o  ponto de equilíbrio  a que chamamos Índice de 
Intersecção de Erros - EER  (Equal Error Rate).  Quanto mais baixo for o EER mais preciso é 
um sistema biométrico (Liu et al., 2001) [10]. 
 
 
FRR – Índice de Falsas Rejeições 
 
O índice, geralmente uma percentagem, na qual as pessoas autênticas e registadas são 
rejeitadas como pessoas não identificadas ou não verificadas por um sistema biométrico é 
denominado a Índice de Falsas Rejeições. A rejeição falsa é às vezes chamada um erro do Tipo 
I. No controle de acesso, se a exigência for impedir a entrada de pessoas não autorizadas, a 
rejeição falsa é considerada o erro menos importante. Contudo, em outras aplicações 
biométricas, pode ser o erro mais importante. Quando usado por um banco ou no comércio para 
autenticar a identidade de cliente e/ou saldo de conta, a rejeição falsa significa que a transacção 
ou a venda (e respectivo lucro associado) não sejam efectuadas ficando o cliente prejudicado. A 
maior parte dos bancos e comerciantes estão dispostos a permitir que alguns falsos aceitos desde 
que não existam falsas rejeições. 
 
As falsas rejeições têm igualmente um efeito negativo por causarem atrasos desnecessários 
em movimentos pessoais. Um problema associado que é por vezes incorrectamente atribuído à 
falsa rejeição falsa é o fracasso no processo de aquisição da imagem da impressão digital. O 
fracasso de adquirir ocorre quando não é fornecido ao sensor biométrico dados úteis suficientes 
para tomar uma decisão autêntica ou a decisão de impostor. Os exemplos incluem impressões 
sujas ou em más condições nos sistemas de impressão digital, posicionamento de mão 
impróprio sobre um sistema de geometria da mão, alinhamento impróprio em uma retina ou 
sistema de íris, ou resmungo num sistema de voz. Os sujeitos causam o fracasso, acidentalmente 
ou de propósito. 
 
 
Figura 13 : Índice de Falsas Rejeições (FRR) 
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FAR – Índice de Falsas Aceitações 
 
Por taxa de Falsas Aceitações entende-se o índice, geralmente determinado por uma 
percentagem, em que pessoas não registadas ou impostores são aceites como autenticadas e 
registados por um sistema de reconhecimento biométrico. A falsa aceitação é por vezes 
designada como um erro de Tipo II. Normalmente é considerado o erro mais importante e 
determinante para a avaliação de um sistema biométrico de controlo de acessos. 
 
 
Figura 14 : Índice de Falsos Aceitações (FAR) 
 
 
EER - Índice de Intersecção de Erros 
 
Igualmente denominado como CER (Crossover Error Rate) é o ponto, geralmente 
determinado como uma percentagem, em que o índice falso de rejeição e o índice falso de 
aceitação são iguais. Isto tornou-se a medida mais importante de exactidão de um  sistema de 
biométrico. 
Todos sistemas de biométricos  têm capacidade de adaptação da sua sensibilidade. Se a falsa 
aceitação não é desejada, o sistema pode ser configurado para exigir comparações (quase)  
perfeitas entre os dados registados e os dados de entrada adquiridos pelo sensor do sistema. 
Quando ajustado neste sentido o objectivo será ter uma taxa (quase) nula de falsa rejeição. No 
entanto na realidade nos sistemas biométricos esses ajustamentos são exclusivos não podendo 
os sistemas biométricos operar com mais que uma configuração num determinado momento. 
De igual forma se constata que  quando a sensibilidade de sistema é configurada para  
minimizar a falsa aceitação, matches aproximados serão desprezados e o índice de falsas 
rejeições subirá significativamente. Contrariamente, quando a sensibilidade do sistema é 
ajustada para reduzir taxa de falsas rejeições o índice de falsas aceitações subirá novamente. 
Esta situação criou a necessidade de encontrar uma medida única de fiabilidade de um  sistema 
de biométrico. 
O índice de intersecção de erro (EER) fornece uma medida única justa e imparcial de modo 
a comparar o desempenho dos vários sistemas. Em geral, o cenário de sensibilidade que produz 
o erro igual será perto do cenário ideal para configuração do sistema a utilizar. Um sistema 
biométrico  que onde é apresentado um EER de 2% será mais exacto e fiável que um sistema 
com um EER de 5%. 
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Figura 15 : Índice de Intersecção de Erros (ERR) 
 
O EER de um sistema pode ser usado como medida independente de desempenho para um 
limiar. Quanto mais baixo o EER , melhor é o desempenho do sistema, assim como o índice 
total de erro que é a soma do FAR e o FRR no ponto o ERR diminui. Na teoria isto trabalha 
bem, se o EER do sistema é calculado usando um infinito e  um conjunto representativo de 
provas, qual naturalmente não é possível sob condições reais  mundiais. Para obter  resultados 
comparáveis  é portanto necessário que os EERs sejam comparados tendo por base o seu cálculo 
para um mesmo conjunto de dados de deste utilizando igualmente um protocolo comum. 
 Nalguns casos, tais como o controlo de acessos a uma área de alta segurança, deveremos ter 
FAR muito baixo, pois o que é importante é não conceder acesso a quem não está autorizado. 
Outras aplicações funcionarão melhor com FRR baixo, admitindo mesmo FAR elevado, como 
por exemplo aplicações com outras formas de autenticação para além da impressão digital. O 
FAR e FRR são dependentes e ao optimizar um deles o outro irá degradar-se. 
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1.5 Estrutura do Documento  
 
Nos próximos capítulos deste trabalho serão analisadas, de forma detalhada, as diferentes 
etapas de um sistema automático de identificação de impressões digitais. O resultado dos 
métodos abordados será ilustrado com imagens sintéticas e imagens reais incluídas nas bases de 
dados utilizadas neste trabalho (secção 5.1). 
O Capitulo 2 apresenta um conjunto de métodos a utilizar no pré-processamento das imagens 
de impressão digital recolhidas. As técnicas utilizadas para este fim englobam a aplicação de 
filtros de imagem e de operadores morfológicos, nomeadamente os operadores de binarização 
de imagem e esqueletização da mesma, e a reconstrução de imagem em zonas onde são 
apresentadas distorções consideradas como reparáveis. 
No Capitulo 3, são expostos os métodos de extracção e classificação das características 
relevantes existentes numa impressão digital para construção do respectivo template biométrico. 
Estas características são denominadas por minúcias. São propostos algoritmos para o cálculo de 
um ponto de referência, algoritmos para detecção e classificação de minúcias e por fim é 
apresentado um algoritmo de detecção e eliminação de falsas minúcias. 
De seguida, no Capitulo 4, são apresentados dois algoritmos de comparação de dois 
templates biométricos gerados. Um dos algoritmos apresenta uma solução assente na análise das 
minúcias por base o ponto de referência segundo o qual as imagens são alinhadas para 
comparação enquanto o segundo se baseia na distância aos vizinhos das minúcias analisadas. 
O Capítulo 5 é o capítulo de discussão de resultados obtidos. Apresenta inicialmente a 
origem das imagens utilizadas ao longo deste trabalho sendo descritas as três bases de dados 
utilizadas e as características que as diferencia. É igualmente apresentada a solução de software 
implementada e funcionalidades disponibilizadas com o protótipo disponibilizado. Por fim são 
expostos os resultados obtidos para cada uma das etapas que constituem um sistema automático 
de identificação de impressões digitais.  
O Capitulo final aborda a contribuição desta dissertação e o trabalho futuro a realizar.  
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   23 
 
2. Pré-processamento da Imagem  
 
O processo de detecção de minúcias não pode ser utilizado directamente em imagens reais 
porque estas apresentam níveis de qualidade muito inferiores às imagens sintéticas. É então 
necessário efectuar um conjunto de técnicas com vista a melhorar a qualidade da imagem, de 
modo a que esta atinja níveis de qualidade suficientes. Após a obtenção de uma imagem digital, 
o passo seguinte consiste em pré-processar a imagem. A função chave no pré-processamento é 
optimização e extracção dos aspectos de uma imagem cujo resultado seja uma imagem 
optimizada devendo assim apresentar menos distorções que a imagem original. 
 
 A qualidade das imagens das impressões digitais varia bastante e em geral, ao serem 
adquiridas, a sua qualidade não é satisfatória. A qualidade da imagem influencia todas as etapas 
de um sistema de reconhecimento biométrico. Uma fraca qualidade da imagem poderá dar 
origem a falsas minúcias bem como a omissão de minúcias existentes e que deveriam ser 
consideradas na construção do template biométrico. O pré-processamento da imagem é uma 
etapa crucial num sistema de reconhecimento baseado em impressões digitais. Neste trabalho o 
conjunto de técnicas utilizadas no pré-processamento de uma imagem de impressão digital 
engloba a aplicação de filtros de imagem e de operadores morfológicos, nomeadamente os 
operadores de binarização de imagem e esqueletização da mesma, além de utilização de um 
algoritmo de reconstrução de imagem em zonas onde são apresentadas distorções consideradas 
como reparáveis. A figura16 ilustra os passos necessários a esta etapa de pré-processamento de 
imagem. 
  
 
 
 
 
Figura 16 : Técnicas de pré-processamento utilizadas neste trabalho. 
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2.1 Aplicação de Filtros de Imagem 
 
De modo a assegurar que o desempenho de um sistema automático de identificação de 
impressão digital será robusto no  que diz respeito a qualidade de imagens de impressão digital 
adquirida, um algoritmo que realce e melhore a clareza das estruturas das bifurcações e 
terminações a identificar é necessário. Na prática, nem sempre essas estruturas são visíveis nas 
imagens adquiridas através de um sensor de aquisição de impressões digitais. No entanto, um 
perito treinado em impressões digitais pode com frequência identificar correctamente as 
minúcias usando vários indícios visuais tal como orientação local da minúcia, a sua 
continuidade, etc. É assim aconselhável utilizar este conceitos e indícios visuais de forma a 
melhorar a qualidade de imagens de impressão digital de entrada. 
A  filtragem de imagens é uma técnica utilizada para remover ruído, realçar contornos e  
melhorar o contraste em imagens. Uma imagem digital A costuma ser definida como uma 
função LA →2: , onde L é o espaço das cores de saída. Por exemplo, numa imagem binária 
}1,0{=L , numa imagem em níveis cinza ]255,,1,0[ K=L , numa imagem colorida 
3]255,,0[ K=L  e numa imagem em níveis de cinza em ponto flutuante ]1,0[=L . Além disso, 
na prática, o domínio de uma imagem A é sempre um subconjunto finito de 2 , normalmente 
rectangular. Fora do domínio, considera-se que a imagem tem uma cor de acordo com alguma 
regra (por exemplo, que está preenchida com uma cor de fundo, ou que a imagem está replicada, 
ou que a cor da borda se estende ao infinito, etc.). 
Um filtro é uma função que transforma uma imagem de entrada A numa imagem de saída B 
(figura 17).Muitos dos operadores utilizados em Processamento de Imagens são “restritos à 
janela”. Um operador restrito à janela  Ψ escolhe a cor de um pixel p da imagem de saída B 
baseado nas cores da vizinhança de p na imagem de entrada A.  Ou seja, um filtro é definido 
através de uma janela W e uma função característica ψ: 
 
W = (W1, W2, ..., Ww), Wi ∈ 
2  
e 
ψ: Lw → L 
 
tal que  
2
21 )),(,),(),(())(()( ∈∀+++ψ=Ψ= ppWApWApWApApB wK  
 
 
 
 
Figura 17 : Filtro de imagens. 
Um filtro decide a cor de um pixel p na imagem de saída B analisando uma vizinhança W(p) do pixel p na 
imagem de entrada A. 
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A classificação mais habitual dos filtros baseia-se na sua linearidade e resposta em  
frequência, é também normal uma terceira  classificação que distingue  filtros espaciais de  
filtros no domínio das frequências. Uma forma fundamental de caracterizar filtros é a forma 
como eles amplificam ou atenuam certas bandas de frequência. Em geral, existem muitos tipos 
diferentes de respostas em  frequência, mas para  imagens, a grande categoria de  filtros de 
suavização e de filtros de contraste são suficientes, tendo em conta que de uma forma ou outra, 
dependendo dos parâmetros que  são  introduzidos(figura 18). 
  
 OS filtros de suavização são normalmente utilizados, como o próprio nome indica,  para 
suavizar as imagens. Os  filtros contraste respondem a mudanças abruptas de intensidade de luz 
numa imagem, por isso são utilizados no realce de detalhes na imagem, como os contornos da 
mesma. A desvantagem dos filtros de contraste é que têm tendência a ampliar o ruído de alta 
frequência em conjunto com os detalhes de interesse. 
 
 
 
 
 
 
 
 
Figura 18 : Exemplo da aplicação de filtros de imagem. 
a)imagem real; b) imagem após filtro de suavização; c) imagem após filtro contraste. 
(Gerado por um editor gráfico com o intuito de proporcionar ao leitor uma visão ilustrativa das 
imagens após aplicação de filtros). 
 
 
Numa primeira fase, a imagem de entrada deverá ser filtrada utilizando um filtro de 
suavização. A aplicação deste filtro terá como objectivo reduzir o ruído original existente na 
imagem. Após a filtragem da imagem para eliminar possíveis ruídos, o próximo passo é utilizar 
um filtro de contraste com a finalidade de melhorar os aspectos visuais da imagem. O filtro de 
contraste contribui para uma próxima etapa que será a conversão de uma imagem de 256 níveis 
de cinzento para uma imagem binária, pois quanto menos borrada a imagem mais detalhes serão 
preservados numa imagem de impressão digital. 
 
2.1.1 Filtros de Suavização 
 
São filtros que atenuam as altas frequências (ruídos ou bordas), os quais também podem 
borrar a imagem, removendo pequenos detalhes.  
 
Filtro passa-baixo 
 
Filtro passa-baixo(LowPass) é o nome comum dado a um circuito electrónico que permite a 
passagem de baixas frequências sem dificuldades e atenua (ou reduz) a amplitude das 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   26 
 
frequências maiores que a frequência de corte. A quantidade de atenuação para cada frequência 
vária de filtro para filtro. A imagem é percorrida, pixel a pixel, analisando sua vizinhança (3x3, 
5x5, etc.) para efectuar cálculos como a média dos valores entre os vizinhos. Quanto maior for a 
vizinhança analisada, maior é o efeito de suavização, decorrente da diversidade de valores que 
pode haver na vizinhança. O filtro tem o objectivo de substituir o pixel que está sendo 
verificado pelo valor que mais aparece na sua vizinhança (3x3, 5x5, etc.). 
 
Neste trabalho a vizinhança utilizada é 3x3. Para este tipo de filtro,  pode-se concluir que na 
imagem filtrada se verifica uma suavização relativamente à imagem original, que é tanto mais 
visível e mais acentuada quanto maior for o tamanho da janela utilizada. Esta suavização da 
imagem acontece, uma vez que as variações mais bruscas de cor são filtradas, sendo que quanto 
menor for a frequência de corte, maior é o número de variações filtradas. Por outro lado, quanto  
maior for o tamanho da janela, maior vai ser a contribuição do  pixéis vizinhos para o ponto que  
queremos determinar, logo a imagem vai sofrer um maior esbatimento. 
 
Filtro gaussiano 
 
O  filtro gaussiano é aplicado para melhorar a qualidade da imagem de entrada, eliminando 
características indesejáveis, as quais podem induzir a erros de análise. Este filtro suaviza os 
valores associados a cada pixel. Esta acção minimiza ou até elimina informações indesejáveis 
geradas por factores externos, como sujidade no dedo, excesso ou pouca força aplicada pelo 
dedo no sensor ou outros factores que podem aparecer dependendo do tipo e da qualidade do 
sensor. 
A suavização da imagem é realizada através da substituição de cada pixel por uma média 
ponderada dos pixéis vizinhos, tal que o peso dado a um vizinho decresce monotonicamente 
com a distância do pixel central. Este tipo de filtro recebe como parâmetros a dimensão da 
janela e um valor para o desvio  padrão máximo sigma. Este filtro tem um comportamento 
similar ao filtro passa-baixo, isto é, a sua aplicação resulta numa suavização da imagem 
original. Esta suavização é tanto mais visível quanto maior for o desvio padrão sigma 
considerado, não dependendo muito do tamanho da janela utilizado. Quanto maior o desvio 
padrão  que é inserido para o cálculo do filtro mais notória se torna a suavização da imagem. 
 Desta forma, observa-se que o aumento de sigma traduz-se num aumento do número de 
pixéis cujo valor é diferente de zero, o que implica que vá também aumentando a contribuição 
dos pixéis vizinhos a cada ponto, reflectindo-se numa maior suavização da imagem. De salientar 
também a pouca influência que tem a variação do tamanho  da janela, e a alteração entre os 
diferentes espaços de cor,  já que os resultados finais são muito semelhantes. 
Este filtro utiliza como coeficiente da máscara derivações de uma função Gaussiana 
bidimensional.  A função Gaussiana com média zero é definida como 
 
 
 
A figura 19 ilustra o efeito dos filtro de suavização a partir da implementação proposta . 
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Figura 19 : Aplicação de filtros de suavização. 
a) imagem sintética; b) Filtro LowPass; c) Filtro gaussiano 
 
 
2.1.2 Filtros de Contraste  
 
A aplicação do filtro de contraste tem como objectivo principal aumentar a discriminação 
visual entre os objectos contidos na imagem. Dada uma imagem calculasse para cada pixel um 
valor médio de intensidade numa vizinhança considerada para esse pixel normalmente uma 
vizinhança de 5x5. Se o valor do pixel for menor que a média do bloco considerado, então o 
pixel de interesse receberá valor zero caso contrário o pixel manterá o seu valor original.  
  Os filtros de contraste são utilizados no realce de detalhes na imagem, como os seus 
contornos. A desvantagem da aplicação dos filtros de contraste é que estes têm tendência a  
ampliar o ruído de alta frequência em conjunto com  os  detalhes  de interesse. É um filtro que 
permite a passagem das frequências altas com facilidade, porém atenua (ou reduz) a amplitude 
das frequências abaixo de frequência de corte. A quantidade de atenuação para cada frequência 
vária de filtro para filtro. Um filtro de contraste possui um princípio de funcionamento oposto 
ao de um filtro de suavização. Um filtro de contraste tem valores próximos de zero para as 
baixas frequências da imagem. Entretanto, o efeito visual desse tipo de filtro é o de aguçamento 
(sharpening). As transições entre diferentes regimes da imagem tornam-se mais nítidas.  
Os filtros de contraste são assim indicados para conseguir uma melhor definição e obtenção 
dos contornos dos objectos presentes nas imagens uma vez que, quanto mais  alta  a  frequência  
seleccionada, maior é o número de variações de cor que são filtradas, sendo que as únicas 
variações que não são filtradas são as mais bruscas. 
 
 
Filtro  Sobel   
 
Em termos técnicos, o filtro de Sobel consiste num operador que calcula diferenças finitas, 
dando uma aproximação do gradiente da intensidade dos pixéis da imagem. Em cada ponto da 
imagem, o resultado da aplicação do filtro Sobel devolve o gradiente ou a norma deste vector 
(Wikipedia)[6].  
O filtro Sobel calcula o gradiente da intensidade da imagem em cada ponto, dando a direcção 
da maior variação de claro para escuro e a quantidade de variação nessa direcção. Assim, 
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obtém-se uma noção de como varia a luminosidade em cada ponto, de forma mais suave ou 
abrupta. Com isto consegue-se estimar a presença de uma transição claro-escuro e de qual a 
orientação desta. Como as variações claro-escuro intensas correspondem a fronteiras bem 
definidas entre objectos, consegue-se fazer a detecção de contornos. Matematicamente este 
operador utiliza duas matrizes 3x3 que são convoluídas com a imagem original para calcular 
aproximações das derivadas - uma para as variações horizontais e uma para as verticais.  
Sendo A a imagem inicial então,  Gx e Gy serão duas imagens que em cada ponto contêm 
uma aproximação às derivadas horizontal e vertical de A. 
 
 
 
Portanto a magnitude, G , e a direcção, , do gradiente são dados por: 
 
 
 
 
 
O filtro Sobel é assim um filtro não linear para realçar contornos e representa uma 
aproximação à função de Sobel. É um filtro que apresenta uma grande imunidade ao ruído. O 
tamanho da janela (3 x 3) não pode ser mudado. A aplicação deste filtro pode, muitas vezes, 
produzir contornos artificiais, o que representa uma desvantagem, pois pode confundir o sistema 
na extracção das características. 
 
 
2.2 Operadores Morfológicos 
 
As operações morfológicas são aplicadas quando se tem interesse na resolução das formas 
presentes na imagem (contornos, padrões geométricos específicos, …). O resultado de uma 
operação morfológica é uma imagem na qual o valor de cada pixel é resultante do 
processamento do seu pixel correspondente na imagem original em conjunto com uma 
determinada vizinhança. No caso das impressões digitais, tem-se como meta a identificação 
clara das cristas e vales das imagens analisadas com o objectivo de facilitar a identificação dos 
padrões para verificação de imagens de impressões digitais. 
 
O primeiro passo a ser realizado como procedimento geral é a binarização da imagem 
através do cálculo do limiar a considerar(threshold) para realização da mesma. Tendo em como 
entrada uma imagem de impressão digital em tons de cinza é necessário transformá-la em 
imagem binária. No segundo passo temos a aplicação do afinamento ou esqueletização. Aqui as 
cristas das impressões digitais passam por um processo de emagrecimento. Ambos os passos 
são detalhados nas secções seguintes. 
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2.2.1 Binarização da Imagem 
 
A binarização é uma etapa fundamental da cadeia de processamento de imagens. Por 
definição de binarização temos o processamento de  uma imagem, em níveis de cinza ou 
colorida, de forma a definir numa imagem binária as regiões de poros (objetos) e sólidos 
(fundo). É um processo que  realça certos pixéis, ou determinadas  regiões de uma imagem, 
através de um limiar definido. Numa imagem de impressão digital, o interesse é distinguir as 
linhas pretas das linhas brancas, sendo assim, faz-se uma comparação dos valores dos níveis de 
cinza dos pixéis com um determinado nível – o limiar T. Se o valor do pixel de interesse tiver 
um valor inferior ao valor do limiar T, então o pixel será convertido para o valor zero (cor 
preta), caso o valor seja superior, então será convertido para o valor 1 (cor branca). 
 
A binarização de uma imagem é assim, a transformação de uma imagem de tons de cinza em 
preto/branco (imagem binária) através da seguinte função: 
 
G(i, j) =  | 0   se cinza(i, j) < T 
   | 255    se cinza(i, j) >= T 
 
 (i= 0, 1, ......N; j = 0, 1, .....M) 
 
 
Definição do Limiar  
 
É assim necessário definir  um nível de cinza de corte, o limiar T, que melhor separa as fases 
poro e sólido. Esta tarefa pode tornar-se ardua visto que o objectivo é a escolha de um nivel  
óptimo de decisão.   
As imagens existentes a analisar neste trabalho apresentam caracteristicas bastante distintas. 
Isto faz com que a definição de um limiar fixo a utilizar em todas as imagens apresente 
resultados pouco satisfatórios. Deste forma, uma das possibilidades é utilizar um limiar T  
adaptativo analisando a imagem apresentada ao sistema. Através de uma transformação feita por 
blocos (8x8 ou 10x10), valor do limiar T é calculado pela média dos tons de cinza do bloco 
imagem pode ter regiões mais claras/escuras(figura 20). 
 
 
Figura 20 : Limiar T calculado pela média dos tons de cinza da imagem. 
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Neste trabalho, o processo de binarização é realizado calculando o limiar global T adaptativo 
utilizando estatística simples da imagem SIS (Simple Image Statistics) [15]. Este algoritmo é 
utilizado por muitos investigadores e realiza a binarização da imagem calculando de forma 
automática o limiar T a aplicar utilizando para isso um método estatístico da imagem.  
 
 
 
Figura 21 : Binarização global adaptativa usando SIS - Vizinhança do pixel I. 
 
Para cada pixel  I(x, y)  na imagem, aplica-se o seguinte algoritmo : 
 
• Calcular ex= Abs(I(x+1,y) –I(x-1,y)) 
• Calcular ey=Abs(I(x,y+1)-I(x,y-1))  
• Calcular pesos : Weight= Max(ex, ey) 
 
 
Por fim é calculado o limiar T da seguinte forma : 
 
• Soma dos  pesos é actualizada  : (weightTotal += weight); 
• Soma do pixel ponderado é actualizada : (total += weight * I(x, y)). 
 
 
 
 
O resultado do limiar T, é calculado como a divisão entre  soma do pixel ponderado e soma 
dos pesos calculados : 
     
     T = Total / Total weight 
 
A figura 22 ilustra o resultado obtido após binarização da imagem com o limiar adaptativo 
calculado através da estatística simples da imagem. 
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Figura 22 : Binarização. 
 a) imagem real, b) Binarização global adaptativa usando SIS 
 
 
2.2.2 Esqueletização / Afinamento 
 
Os algoritmos de esqueletização são métodos computacionais de processamento e análise de 
imagens que têm sido utilizados em diversas áreas de pesquisa (Plotze et al., 2004) [3]. Na 
literatura há muita discordância sobre a nomenclatura utilizada no processo de esqueletização. 
Alguns autores usam termos diferentes, como por exemplo, eixo médio, esqueletização, 
afinamento ou esqueletonização. Contudo, afinamento e esqueletização tornaram-se os mais 
utilizados 
O afinamento(Thinning) ou esqueletização tem como objectivo reduzir a quantidade de 
pontos da imagem sem afectar a imagem original. O objectivo consiste em estabelecer o 
esqueleto da imagem com a espessura de um pixel, retendo as características essenciais da 
imagem original. O afinamento faz parte da etapa de representação e descrição de um sistema de 
processamento de imagens. O afinamento em imagens de impressões digitais torna mais fácil o 
processo de extracção de características, que são as minúcias. 
Os algoritmos de esqueletização excluem, de forma sucessiva, diversas camadas da 
extremidade de um padrão até que apenas o esqueleto permaneça. A exclusão de um ponto p 
dependerá dos pixéis da vizinhança deste ponto. De acordo com o modo de como se examinam 
os pixéis, estes algoritmos podem ser classificados como iterativos ou não iterativos.   
Os algoritmos de afinamento iterativos são aqueles que produzem o esqueleto através da 
exclusão repetitiva das características da extremidade do objecto. Estes podem ser subdivididos 
em duas categorias: sequenciais e paralelos. Nos algoritmos sequenciais, os pixéis são 
examinados para exclusão numa sequência fixa em cada iteração, e a exclusão de p na enésima 
iteração depende de todas as operações que tenham sido realizadas até aquele momento. Por 
outro lado, nos algoritmos paralelos, a exclusão na enésima iteração depende apenas dos pixéis 
da iteração n-1. Por isso, todos os pixéis podem ser analisados independentemente, de forma 
paralela a cada iteração.   
 
Os algoritmos de afinamento não iterativos são aqueles que extraem o esqueleto de um 
objecto a partir de uma varredura na imagem. Eles produzem o esqueleto do objecto 
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directamente num único passo sem examinar individualmente todos os pixéis. De certa forma 
esses algoritmos são mais intuitivos que os métodos iterativos e geram esqueletos que 
conservam propriedades globais, além disso, conseguem manter a conectividade do objecto 
durante o processo de afinamento. 
 
Normalmente são necessárias várias iterações para afinar as cristas numa imagem de 
impressão digital. Quando um pixel é eliminado, ou seja, quando o seu valor muda de 1 para 0, 
a imagem é dita transformada. O número total de pixéis, eliminados em um determinado passo, 
constitui o número total de mudanças nesse mesmo passo. O afinamento é dito completo quando 
o número de mudanças na imagem converge para zero, ou seja, não ocorrem mais mudanças.  
Caso o resultado tenha sido alcançado, continuar a aplicar o algoritmo de afinamento não 
terá influência no resultado obtido. A escolha de pares de elementos estruturantes é 
fundamental. Em vez de se afinar uma imagem com apenas um par de elementos estruturantes, 
as operações podem ser efectuadas de forma simétrica a partir de uma família de pares de 
elementos estruturantes. Uma família de elementos estruturantes é uma sequência de rotações de 
um determinado elemento. A figura 23 mostra um exemplo de elementos estruturantes 
sugeridos por  Gonzalez (Gonzalez et al., 1987) [19]. 
 
 
 
Figura 23 : Exemplo de uma família de elementos estruturantes. 
 
 
Os símbolos activos estão representados por 0 (zero). O símbolo x representa os pixéis que 
não interagem com a imagem. 
 
Os algoritmos de afinamento escolhidos para este trabalho foram escolhidos tendo em conta 
as suas características nomeadamente:  
• Executar de forma rápida a acção de afinamento, 
• Não causar desconexões entre os pixéis que formam as cristas, 
• Não remover pontos finais (cristas finais), 
• Minimizar a geração de ramos em linhas com reentrâncias e saliências, 
• Eliminar o maior número de pixéis redundantes, 
• … 
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Algoritmo  Zhang e Suen  
 
 Um método muito utilizado para afinamento de imagens é o método Zhang e Suen (Putte et 
al., 2000) [9]. A ideia básica do método de Zhang e Suen (1984) é decidir se um determinado 
pixel será eliminado após a verificação dos seus oito pixéis adjacentes. 
Considerando a seguinte janela inicial 3x3 cujo ponto central é chamado de P1 com seus 
respectivos vizinhos. 
 
 
 
Figura 24 : Estrutura de vizinhança do pixel P1. 
 
O método de Zhang e Suen é composto de dois passos. No passo 1, um pixel p é eliminado, 
se atender a todas as seguintes condições:   
 
(a)  2 ≤ N(p1) ≤ 6  
(b)  S(p1) = 1 
(c)  p2 . p4 . p6 = 0  
(d)  p4 . p6 . p8 = 0  
 
em que N(p) é o número de vizinhos não nulos de p1, ou seja,   
 
N(p1) = p2 + p3 + p4 + p5 + p6 + p7 + p8 + p9  
 
sendo  S(p1) o número de transições de branco para preto (0-1) na sequência ordenada p2, 
p3, ..., p9, p2, ou seja, os pixéis que circulam o pixel central.  
A condição (a) é verificada se existir pelo menos dois pixéis pretos vizinhos ao pixel p e não 
mais que seis. Esta condição procura remover sucessivamente pixéis da borda do objecto, em 
vez  remover pixéis das suas partes internas. A condição (b) verifica se o número de 
conectividade do pixel  p é igual a 1. Esta condição assegura que um pixel a ser eliminado 
pertence a apenas um único objecto. A condição (c) verifica-se um dos pixéis vizinhos  p2, p4 
ou p6 é fundo (branco) da imagem. A condição (d) verifica se ao menos um dos pixéis p4, p6 ou 
p8 é fundo da imagem.   
 
No passo 2, um  pixel p é eliminado se todas as condições seguintes forem satisfeitas:  
 
 
 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   34 
 
(a)  2 ≤ N(p1) ≤ 6  
(b)  S(p) = 1  
(c)  p2 . p4 . p8 = 0  
(d)  p2 . p6 . p8 = 0  
 
Se um ponto satisfizer todas as condições (a)-(d), ele deve ser marcado para ser eliminado.  
No entanto, o ponto não deve ser efectivamente eliminado até que todos os pontos em cada 
passo tenham sido processados. Uma vez que o passo 1 tenha sido aplicado a todos os pontos , 
aqueles que tiverem sido marcados para eliminação irão receber o valor 0 (fundo). Em seguida, 
o passo 2 deve ser aplicado aos pontos resultantes exactamente da maneira como foi o passo 1. 
Este procedimento deve ser repetido até que não haja mais pontos a serem apagados, 
produzindo-se, então o esqueleto do objecto.  
A figura 25 exemplifica o resultado obtido pela aplicação do método Zhang e Suen. 
 
 
 
Figura 25 : Algoritmo Zhang e Suen. 
 a) imagem sintética, b) imagem pré-processada com algoritmo Zhang e Suen. 
 
 
 
Algoritmo Hilditch  
 
O método de esqueletização de Hilditch  é um algoritmo baseado nos pixéis da imagem, ou 
seja, é um método iterativo(Plotze et al., 2004) [3]. O funcionamento do algoritmo consiste na 
aplicação de um conjunto de regras para decidir se o valor do  pixel deve ser mudado de preto 
para branco. Existem duas versões deste algoritmo, uma usando uma janela 4x4 e outra versão 
utilizando uma janela 3x3. Neste trabalho, a versão considerada será a versão com janela 3x3 e 
o algoritmo será descrito em baixo.   
Inicialmente devemos considerar a mesma janela 3x3 cujo ponto central é chamado de P1 
com seus respectivos vizinhos (ver Figura 24). 
 
Denota-se por A(P1) o número de transições de zero para um na sequência ordenada de 
p2...p9, p2 e B(P1) o número de vizinhos diferentes de zero de P1.  
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 B(p1)=2 , A(p1)=1     B(p1)=2, A(p1)=2 
 
 
Então, a cada iteração do algoritmo são removidos os pixéis que satisfaçam as seguintes 
condições : 
 
(a)  2 ≤ B(P1) ≤ 6  
(b)  A(P1) = 1  
(c)    (P2 ou P4 ou P8 = 0) ou A(P2) ≠ 1 
(d)   (P2 ou P4 ou P6 = 0) ou A(P4) ≠ 1  
  
A  execução do algoritmo termina quando ao passar por todo conjunto de  pixéis nenhum 
valor de preto para branco seja mudado. O algoritmo de Hilditch pode ser considerado um 
algoritmo paralelo sequencial. É paralelo porque durante a varredura da imagem todos os pixéis 
podem ser conferidos ao mesmo tempo e com isso é decidido se um pixel deve ou não ser 
removido. E ao mesmo tempo é um algoritmo sequencial porque o conjunto de condições é 
repetido várias vezes, até que nenhuma mudança ocorra. 
 
O resultado obtido por este algoritmo é apresentado na figura 26. 
 
 
 
 
Figura 26 : Algoritmo Hilditch. 
 a) imagem sintética, b) imagem pré-processada com algoritmo Hilditch.   
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Algoritmo Hit-and-Miss  
 
O algoritmo hit-and-miss é uma operação morfológica binária que pode ser usada para 
procurar por certos padrões em uma imagem binária. É, na verdade, uma operação primária de 
morfologia binária, pois todas as outras operações morfológicas podem ser derivadas dela. 
Como toda operação binária morfológica, como entrada recebe uma imagem e um elemento 
estruturante, e produz como saída outra imagem binária. O elemento estruturante pode ser visto 
como uma máscara, onde cada pixel pode assumir o valor de 0 (zero), 1 (um) ou indiferente.  
A operação de hit-and-miss é realizada percorrendo a imagem original, colocando sobre cada 
pixel da imagem o centro da máscara (elemento estruturante), e comparando com os pixéis 
sobre os quais a máscara é colocada. Se as posições de 0’s e 1’s da máscara com a imagem 
forem iguais, o valor 1 é colocado na posição que corresponde ao centro da máscara, na imagem 
resultante. Nos outros casos, o valor 0 é colocado na imagem de saída. 
 
O algoritmo hit-and-miss é utilizado neste trabalho com o intuito de melhorar os contornos 
das cristas presentes numa imagem de impressão digital. A estrutura de elementos utilizada para 
tal pretende corrigir pequenos espigões e cantos adjacentes às cristas existentes na imagem.  
Com esse objectivo presente foram utilizados os seguintes elementos estruturantes : 
 
 
 
 
 
Figura 27 : hit-and-miss. 
Elementos estruturantes utilizados neste trabalho com o operador hit-and-miss. 
 
 
 
As  figuras 28 e 29  ilustram o resultado obtido pelo protótipo desenvolvido. 
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Figura 28 :  Operador hit-and-miss em conjunto com algoritmo de Hilditch. 
a) imagem sintética, b) imagem pré-processada com algoritmo de Hilditch , c) imagem pré-processada com 
algoritmo de Hilditch e aplicação de algoritmo hit-and-miss. 
 
 
 
 
 
 
 
 
Figura 29 : Operador hit-and-miss em conjunto com algoritmo de Zhang e Suen. 
a) imagem sintética, b) imagem pré-processada com algoritmo de Zhang-Suen , c) imagem pré-processada 
com algoritmo de Zhang e Suen e aplicação de algoritmo hit-and-miss 
 
 
 
2.3 Reconstrução da Imagem  
 
Esta etapa do pré-processamento da imagem visa reconstruir um objecto parcialmente 
erodido ou preencher um objecto definido pelo seu contorno através de um algoritmo iterativo 
baseado numa imagem “semente” S(0), uma imagem máscara A e um estruturante B :  
 
    S(k) = D(S(k-1),B) ∩ A ; repetir até S(k) = S(k-1) 
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Em cada iteração a semente cresce dentro dos limites de A sendo que a conectividade da 
fronteira de A e de B devem ser iguais. 
Como o campo de orientação apresenta informações globais das estruturas que compõem 
uma impressão digital, é possível utiliza-lo para reconstruir algumas linhas das estruturas de 
cumes que foram perdidas durante todo o processo, desde a aquisição da imagem até a etapa de 
processamento. A proposta é utilizar uma janela variável (de 3x3 a 15x15 pixéis) e orientada 
para recorrer a imagem esqueletizada e corrigir falsas minúcias, possibilitando assim uma 
melhoria no processo posterior de identificação. Para determinar se dois pontos de fim de linha 
devem ser ligados, são verificados os  pixéis adjacentes aos  pixéis mais extremos que 
pertencem à orientação do  pixel central da janela.  
 
 
Figura 30 : Pixéis adjacentes. 
Exemplo com janela 5x5 
 
 
Se for verificado que na região central existe um pixel branco e que há pelo menos um pixel 
adjacente em cada extremo da janela orientada é traçada uma recta ligando os dois extremos 
cujo ângulo tem o mesmo valor da orientação, conforme mostra a figura 30. Uma variação 
angular ∆θ , pode ser utilizada na orientação do pixel central da janela orientada com a intenção 
de tornar o modelo mais flexível. Essa variação é influenciada pelo tamanho da janela utilizada.  
 
Consideramos a condição mostrada na equação (1) com a finalidade de evitar que o 
algoritmo preencha as linhas que não devem ser consideradas  como pertencentes a uma linha 
da estrutura de cume que não existe.  
 
 
Onde difO é a diferença entre a orientação dos dois pixéis adjacentes que podem ou não ser 
ligados, e é calculado de acordo com a equação (2) . 
 
 
Onde OE e OD são as orientações dos extremos direito e esquerdo da orientação, 
respectivamente. 
 
O resultado pretendido após a reconstrução da imagem  é apresentado na figura 31. 
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Figura 31 : Reconstrução da Imagem. 
a) Imagem real; b) imagem sem a utilização do método; c) imagem com a utilização do método de 
reconstrução de imagem. 
(Gerado por um editor gráfico com o intuito de proporcionar ao leitor uma visão ilustrativa do resultado 
esperado após método proposto para reconstrução da imagem). 
 
 
 
2.4 Resumo 
 
Neste capítulo foram expostas as principais técnicas de pré-processamento da imagem 
adquirida através de uma impressão digital. Estas técnicas têm como principal objectivo 
optimizar a qualidade dessas imagens. Foi igualmente introduzido o conceito de vizinhança de 
um pixel. 
Os métodos e técnicas apresentadas neste capítulo englobam filtros de contraste e filtros de 
suavização  de imagem. Posteriormente foram descritas algumas operações morfológicas como 
a binarização e o afinamento. Por último foi proposto um algoritmo de reconstrução de imagem. 
Os métodos abordados neste capítulo são essenciais para a obtenção de bons resultados nas 
subsequentes de classificação e verificação. 
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3. Extracção e classificação de características  
 
 
O método de extracção e classificação de características adoptado neste trabalho passa por 
uma pela identificação de um ponto de referência e pela classificação das minúcias existentes. A 
classificação dos padrões não foi considerada para o âmbito deste trabalho. Este tipo de 
classificação, por padrões, poderia ser levado em linha de conta para eliminar parte do universo 
na identificação da impressão digital considerada, excluindo do universo de templates a 
pesquisar para possível match, templates onde a classificação de padrões não é coincidente com 
o padrão do template de entrada. 
O processo inicia-se através da identificação de um ponto que será utilizado como ponto de 
referência para as minúcias identificadas. Cada ponto de minúcia identificado a partir da 
extracção de características é descrito pela sua localização (coordenadas x e y em unidades de 
500 dpi), ângulo e tipo. Os tipos de minúcia classificados serão as terminações e as bifurcações. 
Um algoritmo de eliminação de falsas minúcias é aplicado no processo. Na classificação 
efectuada a impressão digital analisada dará origem a um ficheiro de templates contendo a 
informação recolhida sobre as minúcias então identificadas.  
 
 
 
 
 
 
 
Figura 32 : Extracção e classificação de características. 
 
 
 
 
 
  
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   41 
 
3.1 Cálculo da orientação - Imagem direccional  
 
A imagem direccional fornece informações contidas nos padrões de impressões digitais e 
pode ser calculada com segurança em imagens ruidosas, já que basta tomar a média das 
direcções para atenuar a influência dos ruídos. 
Os aspectos estruturais relevantes obtidos a partir de uma imagem de impressão digital têm 
normalmente três atributos : coordenada x, coordenada y e a direcção/orientação da crista 
local(θ). 
 
São apresentados a seguir dois métodos descritos na literatura para calcular a imagem 
direccional primeiro método  proposto por Stock  (Stock et al., 1969) [16], calcula a direcção de 
um pixel usando uma mascara 9x9 centrada no pixel de interesse (figura 33). 
 
 
 
Figura 33 : Mascara 9x9 usada para calcular o somatório das linhas. 
 
 Os valores em 8 direcções (nas posições identificadas pelos números 0,  1, 2, … 7) são 
somados para obter as grandezas S0, S1, S2, … S7. O valor em tons de cinza da imagem na 
posição (i,j) é definido por I(i,j).  Desta maneira o somatório Si, (S0, S1, S2,….,Sn) nesta 
posição é calculada pelas equações (2 a 9): 
 
 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   42 
 
 
 
 
Obtendo-se estes somatórios S0, S1, S2, …, S7 é possível definir as oito possíveis direcções, 
que são ilustradas na figura 34. 
 
 
Figura 34 : Definição das 8 possíveis direcções. 
 
Dado 0 ≤ p, q≤7 são índices na equação : 
 
Sp = min Si Sq = max Si 
            i=0…7         i=0…7 
 
Numa imagem de impressão digital as cristas são consideradas mais escuras e os vales mais 
claros. Quanto mais saliente for um ponto na impressão digital mais escuro será o pixel 
correspondente.  
A direcção (d) será p se o pixel central está localizado na crista(área escura) e q se o pixel 
central estiver localizado no vale (área clara). 
Se o pixel central tem valor C, então as suas direcções são dadas pela seguinte equação: 
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O cálculo da equação anterior, fornece a direcção de cada pixel  dentro das 8 direcções 
possíveis  e este mesmo método pode ser utilizado  para o cálculo de 16 direcções. Neste caso 
utiliza-se uma mascara 17x17. Obtendo estes somatórios  S0, S1, S2, … S15 é possível definir 
as 18 possíveis direcções.  
 
Um segundo método  foi proposto  por Mehtre (Mehtre et al. 1987)[17]. Este método refere-
se ao somatório das diferenças de valores cinza numa região local. A direcção D(i,j) é calculada 
no ponto (i,j). Em primeiro lugar é calculado Sd dado pela equação : 
 
 
   
Onde f(i,j)são valores cinza dos pixéis(i,j), (ik,jk) são valores cinza dos pixéis na direcção d, 
n é o número de pixéis escolhidos para o cálculo e ) é o número de direcções utilizadas. 
A direcção D(i,j) no ponto (i,j) é a direcção para a qual Sd é mínimo. Mehtre propôs valores 
para N=18 e n=8.  
 
Como resultado da aplicação de qualquer destes métodos, cada pixel da imagem recebe um 
valor de direcção chamado mapa direccional (figura 35) 
 
 
 
 
Figura 35 : Mapa direccional. 
(a) Imagem real (b) imagem direccional.  
(Fonte : Ratha et al.1995 [18] ) 
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3.2 Ponto de Referência  
 
A aplicação dos  métodos de identificação de impressões digitais necessita previamente de 
um ponto de referência na impressão digital, o qual é a base de partida para a extracção de 
características.  
Existem vários pontos que podem servir como referência numa impressão digital. Para se 
definir o ponto de referência é necessário que o mesmo seja distinto do resto da imagem e de 
fácil identificação na mesma.  O ponto de referência numa impressão digital tem que ser único e 
não deverá existir ambiguidade na sua detecção. Se tal facto não se verificar, a extracção de 
características de uma impressão digital resulta em diferentes  soluções, consoante o  ponto de 
referência detectado, criando ambiguidade aquando da comparação de impressões digitais.  
No método de detecção de minúcias, é a partir do ponto de referência que se mede a 
localização de cada minúcia (ver Figura 36). A detecção do ponto de referência resolve a 
problemática do alinhamento de translação que existe na aquisição de diferentes imagens da 
mesma impressão digital, criando assim invariância à translação. 
 
 
 
 
Figura 36 : Exemplo da localização de  características com base no ponto de referência. 
(a) minúcias e (b) textura orientada. 
 
 
A detecção exacta do ponto de referência assume enorme importância porque as 
características que se pretendem obter a partir da imagem dependem da sua localização. Na 
detecção de minúcias, o ponto de referência assume a origem de um sistema de dois eixos. Cada 
minúcia detectada é caracterizada pelo seu tipo (terminação ou bifurcação) e pela sua posição 
relativamente  ao ponto de referência. A posição de uma minúcia é dada pela distância d da 
mesma ao ponto de referência e pelo ângulo α  formado entre o eixo horizontal e o vector que a 
une à origem. A comparação entre duas impressões digitais consiste em efectuar o alinhamento 
das minúcias encontradas em cada imagem. Se existir um desvio de rotação entre duas imagens 
da mesma impressão digital bastará efectuar uma correcção no ângulo α, até que as minúcias 
presentes nas duas imagens sejam alinhadas (a correcção consiste em aplicar um offset ao 
ângulo α ). 
 
É necessário que o cálculo do ponto de referência tenha bom desempenho: a sua localização 
deverá ser consistente em diferentes imagens da mesma impressão digital, sendo invariante à 
rotação e translação da imagem no processo de aquisição.  
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A grande maioria dos métodos usados para determinar o ponto pretendido baseia-se em 
características locais e globais da imagem. Contudo, alguns desses métodos não funcionam de 
forma eficaz em imagens de má qualidade e com ruído. Para o processamento de imagens de 
baixa qualidade devem ser utilizadas características globais (vizinhança maior). Por outro lado, 
para ter maior precisão na detecção do  ponto de referência devem ser utilizadas características 
locais (vizinhança mais pequena) para se estimar a variação local das riscas.  
  
Tendo em conta este problema, de seguida é proposto um método para o cálculo do ponto de 
referência. De entre todos os pontos de singularidade existentes numa impressão digital, o 
escolhido para funcionar como ponto de referência foi o ponto com maior gradiente entre dois 
pixéis de uma mesma linha.  
 
Ponto referência baseado na modificação gradiente entre linhas 
 
O método proposto para achar um ponto de referência passa por encontrar a maior 
modificação de gradiente entre duas linhas achando desta forma o centro. 
O algoritmo implementado percorre a totalidade da imagem de forma sequencial 
determinando qual o maior gradiente existente entre dois pixéis de uma mesma linha. Para cada 
linha da imagem são analisados todos os pixéis preenchidos.  
Para cada dois pontos X(x1, y1) e Y(x2, y2) considerados em cada linha é calculado o valor 
do gradiente entre estes dois pontos da seguinte maneira : 
Considerando dois pontos fixos X(x1, y1) e Y(x2, x2) e uma linha recta unindo esses dois 
pontos,  começando em X na esquerda, calcula-se a distância para a direita ao longo da linha até 
Y obtendo-se a modificação em ‘X’ e igualmente calcula-se a modificação em ‘Y’. Para medir a 
modificação de ‘X’ em ‘Y’ entre dois pontos , desenhamos um triângulo ilustrado na figura 37.  
O comprimento do ramo vertical é (y2-y1) e o comprimento do ramo horizontal é (x2-x1). Estes 
valores são ilustrados  na figura seguinte : 
 
 
 
Figura 37 : Cálculo do gradiente entre dois pontos. 
 
O gradiente m entre os dois pontos em análise é definido da seguinte forma: 
 
                modificação em ‘Y’       Y2-Y1 
Gradiente m     =  -----------------------   =    -------- 
                modificação em ‘X’        X2-X1 
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A direcção D(i,j) é igualmente calculada para o  ponto X(x1,y1) e para o ponto Y(x2,y2). Se 
a direcção D(i,j)  foi alterada em pelo menos 270º em relação ao ultimo ponto analisado da 
respectiva linha, e caso o gradiente m do pixel calculado seja superior ao gradiente do ultimo 
ponto de referência considerado candidato então Y(x2,y2) passa a ser o ponto de referência . 
O resultado obtido é ilustrado na figura 38. 
 
 
 
Figura 38 : Detecção do ponto de referência pelo cálculo do Gradiente. 
A cinzento o ponto de referência obtido numa imagem real. A amarelo e vermelho estão representados os 
outros candidatos identificados pelo algoritmo. 
 
 
 
3.3 Detecção das Minúcias e sua Classificação 
 
Considerando que as riscas que compõem a  impressão digital podem ser definidas por um 
conjunto de linhas com espessura de um pixel, a detecção de minúcias resume-se a procurar 
determinados padrões sobre essas linhas. Esses padrões consistem em blocos de dimensões 3x3 
que definem, numa imagem binária, as combinações que representam minúcias do tipo 
terminação e bifurcação(figura 39). Este tipo de abordagem necessita de imagens de boa 
qualidade e pouco ruidosas.  
 
 
 
Figura 39 : Tipos de minúcias classificados. 
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A detecção de minúcias é facilitada se as imagens de entrada forem de boa qualidade (por 
exemplo, com imagens sintéticas). A dificuldade inerente a este processo é que as imagens  
reais adquiridas pelo sensor raramente se assemelham com as produzidas sinteticamente.  Como 
descrito no capítulo anterior, para ultrapassar este tipo de dificuldade é essencial efectuar pré 
processamento na imagem adquirida pelo sensor, de modo a que esta se assemelhe a uma 
imagem sintética.   
   
Crossing )umber 
 
A extracção das minúcias é feita na imagem afinada da  impressão digital. Uma das técnicas 
mais utilizadas, e a escolhida neste trabalho, para a detecção das minúcias é através do 
algoritmo Crossing Number - C) (Lin et al.,2004 ) [11]. Esta técnica indica as propriedades de 
um  pixel simplesmente contando o número de transições em preto e branco existente nas 8-
vizinhanças do pixel que está sendo processado. O C) de um ponto é dado pela equação : 
 
C) = 0.5  ∑ | Pi – Pi+1 | 
 
onde  Pi  é o valor do  pixel na vizinhança. O índice i é um ciclo de período 8, ou seja,  P9 =  
P1.  Para um  pixel  P, considera-se os 8 vizinhos numa vizinhança 3 x 3, podendo cada um ter 
valores diferentes (0 ou 1). A figura 40 mostra um esquema  da vizinhança  3x3 do ponto P para 
o cálculo do CN. 
 
  P4   P3   P2 
  P5    P   P1 
  P6   P7   P8 
Figura 40 : Vizinhança de um pixel ao qual vai ser calculado o crossing-number. 
 
As minúcias de terminação e bifurcação são encontradas utilizando então as propriedades  do 
CN. O valor obtido (CN) indica a propriedade do pixel. 
 
 
 
 
 
 
 
 
 
Tabela 1 : Propriedade do pixel (C)) 
C) Minúcias 
 0 Ponto isolado 
 1 Terminação 
 2 Ponto contínuo 
 3 Bifurcação 
 4 Ponto cruzamento 
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Para este trabalho, os resultados do CN considerados como pontos de interesse são os valores 
1 e 3, terminação e bifurcação(figura 41). 
 
 
Figura 41 : Mascaras utilizadas pelo C) para detecção das minúcias a considerar. 
 
O resultado da detecção de minúcias através do método do Crossing Number é ilustrado na 
figura 42 . 
 
 
 
 
Figura 42 : Minúcias identificadas pelo método Crossing )umber. 
a) imagem sintética b) Minúcias identificadas com Crossing )umber. A vermelho estão identificadas 
bifurcações e a verde terminações. 
 
 
3.4 Eliminação de falsas minúcias  
 
 Um erro inevitável num sistema de reconhecimento de impressões digitais é a detecção de 
falsas minúcias. Minúcias falsas são inevitáveis devido às distorções existentes tais como 
cicatrizes, cortes nos dedos e transpiração. A existência de falsas minúcias força a que o 
processo de comparação as leve em conta. Não é aconselhado que o algoritmo lide com um 
número excessivo de minúcias, levando a que após a fase de extracção de minúcias a lista obtida 
seja analisada de modo a eliminar o máximo de falsas minúcias existentes. Os mecanismos de 
eliminação de falsas minúcias são essenciais de forma a manter um sistema de identificação 
eficaz. 
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 Os métodos simples eliminam falsas minúcias utilizando um critério de distância. Desta 
forma minúcias que estão demasiado perto umas das outras são eliminadas. Outro critério válido 
é o da eliminação de minúcias muito próximas de regiões consideradas como fundo 
(background) da imagem. A conectividade pode ser também utilizada neste processo de 
eliminação. Minúcias que estão ligadas por uma linha de segmento curta são descartadas. O 
grande problema de descartar minúcias falsas prende-se com a possibilidade de eliminar 
minúcias verdadeiras no processo.  
 
Alguns tipos de falsas minúcias consideradas podem ser vistos  na figura seguinte: 
 
 
Figura 43 : Falsas minúcias. 
Exemplos de estruturas de minúcias identificadas erradamente. 
 
 
O algoritmo proposto para a redução de minúcias é baseado em heurísticas intuitivas. A 
abordagem seguida neste trabalho para a eliminação destas falsas minúcias passa por um 
conjunto de validações enumeradas de seguida :  
 
1. Se a distância entre uma bifurcação e uma terminação é menor do q D e ambas as 
minúcias estão na mesma crista (m2) remover ambas as minúcias, considerando D a 
largura média entre cristas que representa a distância média entre duas cristas 
vizinhas paralelas. 
 
2. Se a distância entre duas bifurcações é menor que D e se encontram na mesma crista 
(m4 e m5) remover estas duas minúcias. 
 
3. Se duas terminações estiverem a uma distância D e as suas direcções são 
coincidentes com uma pequena variação de ângulo então estas minúcias são 
classificadas como falsas minúcias, que tiveram origem numa crista quebrada, sendo 
igualmente eliminadas (m1 e m7). 
 
4. Se duas terminações estão localizadas numa curta crista com uma distância inferior a 
D, as duas minúcias são eliminadas (m10). 
 
A ordem imposta foi considerada de modo a reduzir a complexidade computacional. Esta 
abordagem sugerida para eliminar falsas minúcias tem duas vantagens. Por exemplo o passo 3 
elimina m1 e m7 apenas numa passagem da rotina. Após este procedimento casos de minúcias 
m10 são significativamente reduzidas. 
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Figura 44 : Exemplo de Falsas Minúcias identificadas. 
a)  Imagem sintética , b) Minúcias identificadas - falsas minúcias identificadas (assinaladas a  magenta) c) 
Minúcias detectadas após limpeza das falsas minúcias através algoritmo simples de distância entre minúcias. 
 
 
 
3.5 Template gerado 
 
As características extraídas das impressões digitais podem ser descritas por uma estrutura de 
dados, o template biométrico, que representa os pontos singulares detectados. O template gerado 
consiste num vector de minúcias, em que cada entrada contém a informação relativa a uma 
minúcia : tipo, localização e orientação (figura 45).  
 
 
 
Figura 45 : Estrutura de dados do template biométrico gerado. 
 
O primeiro elemento deste vector é composto pela informação relativa ao ponto de referência 
utilizado sendo os restantes elementos as minúcias identificadas. Os templates criados são 
armazenados em ficheiros .csv para uma análise mais directa e simples dos resultados obtidos. 
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3.6 Resumo 
 
 Este capitulo foca as etapas necessárias para a classificação das minúcias a partir de uma 
imagem pré-processada. A correcta detecção e classificação de minúcias está em muito 
dependente da imagem sobre a qual os algoritmos irão actuar. As minúcias são classificadas 
pelo seu tipo, coordenadas da sua localização e o seu ângulo de orientação.  
 Para o calculo de orientação, são abordados e propostos dois métodos documentados na 
literatura existente (Stock et al., 1969) e (Mehtre et al. 1987).  
As coordenadas de uma minúcia são coordenadas relativas a um ponto de referência 
representando a origem dos eixos utilizados para coordenadas em questão. É proposto um novo 
algoritmo de cálculo desse ponto de referência através da definição do ponto de referências 
como sendo a maior modificação de gradiente entre duas linhas. 
 Para a detecção e definição do tipo de minúcia em questão é utilizado o método Crossing 
Number. A classificação efectuada centra-se em dois tipos de minúcias: bifurcações e 
terminações. A identificação de minúcias falsas é uma realidade neste tipo de sistemas. Tal 
deve-se a ruído ou distorções existentes na imagem da impressão digital processada. Para 
atenuar o efeito deste problema é proposto um algoritmo de eliminação de falsas minúcias. 
Por fim é apresentado a estrutura do template biométrico gerado neste trabalho. 
  
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   52 
 
4. Algoritmo de Comparação 
 
A avaliação da impressão digital consiste em comparar uma impressão digital recolhida 
previamente ou em tempo real com as impressões digitais existentes numa base de dados. 
A comparação é feita com as minúcias extraídas da imagem a avaliar e as minúcias extraídas de 
cada uma das imagens da directoria de repositório. 
 
O processo de identificação de indivíduos pela sua impressão digital, recorrendo à análise 
das minúcias e da relação entre elas, é largamente utilizado em particular pelos especialistas que 
efectuam inspecção visual. Esta técnica tem sido a mais utilizada, o que contribuiu para a 
existência de uma vasta gama de estudos sobre a mesma. Existem diferentes técnicas para a 
implementação deste processo. Duas impressões digitais são consideradas como pertencentes à 
mesma pessoa se existir uma dada semelhança entre elas. Não é necessário que todas as 
minúcias presentes numa impressão tenham que estar presentes na outra. Se tal fosse necessário 
a identificação seria uma tarefa quase impossível de realizar. Dificilmente se obtêm as mesmas 
minúcias em duas impressões do mesmo dedo, retiradas em alturas diferentes, porque algumas 
minúcias dependem de eventuais deformações que existem durante o processo de aquisição. Por 
outro lado, podemos também estar na presença de uma impressão digital degradada, com cortes, 
ou que tenha sofrido algum tipo de acidente podendo alterar significativamente as suas 
minúcias. 
 No processo de identificação automática é necessário criar um algoritmo que, sem 
intervenção humana, seja capaz de decidir a que sujeito é que pertence dada impressão digital. 
Não é fácil criar um processo automático capaz de prever todos os tipos de acidente e 
deformação que podem existir numa impressão digital. Tendo em conta alguns estudos 
realizados, não é necessário efectuar o correcto alinhamento de todas as minúcias presentes em 
duas impressões, para que se possa considerar que ambas pertencem à mesma pessoa, bastando 
alinhar apenas uma percentagem delas. No processo automático, esta percentagem deverá ser 
ajustada em função do desempenho pretendido, em termos de FAR, FRR e velocidade de 
identificação/autenticação. Como exposto anteriormente, é de realçar que o FAR e o FRR são 
dependentes e antagonistas e como tal têm que ser optimizados em conjunto: quando se melhora 
o FAR, degrada-se o FRR e vice-versa. 
 
Para realizar a avaliação das características são propostos dois métodos distintos. Com esta 
dupla implementação espera-se conseguir comparar resultados entre as duas abordagens 
escolhidas e como consequência obter o melhor caminho para a avaliação em causa. 
 
4.1 Algoritmo com base no ponto de referência 
 
Neste algoritmo parte-se do princípio que existe um ponto de referência em ambas as 
imagens a comparar. Este ponto de referência considerado foi previamente identificado pelo 
algoritmo de extracção e classificação de minúcias.  
A aceitação de uma imagem é feita pela comparação dos tipos e posições bidimensionais das 
minúcias na impressão. Considera-se um número mínimo de minúcias definido na aplicação 
para avaliação das impressões, excepto no caso em que o número de minúcias não seja atingido 
numa das impressões, sendo avaliadas pelo menor número e ficando associado um peso residual 
de erro associado ao número de minúcias em falta definidas para avaliação. 
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Identificado o ponto de referência nas duas imagens, e como a avaliação é feita pelas 
posições das minúcias, é efectuado um alinhamento de uma das imagens a nível de deslocação e 
orientação para que o ponto de referência seja coincidente em ambas as imagens a analisar 
(figura 46).  
Para tornar o ponto de referência da impressão P1(x1,y1) coincidente com o ponto de 
referência da impressão P2(x2,y2) aplica-se o deslocamento (x2-x1,y2-y1). Esta medida de 
deslocamento é aplicada a todos os pontos da impressão P1. A mesma orientação é conseguida 
aplicando a fórmula de rotação a todos os pontos da impressão P1, sendo o ponto de referência 
da impressão P1, já coincidente com o ponto de referência da impressão P2, definido por 
P1c(xc,yc) e o ângulo da impressão P1 definido por ang1 e o ângulo da impressão P2 definido 
por ang2, ambas medidas em radianos, aplicamos a seguinte fórmula a cada ponto P1i (xi, yi) 
para achar as novas coordenadas P1i'(xi',yi') resultantes da rotação ang2-ang1: 
 
 xi' = cos(ang2-ang1)*(xi-xc) - sin(ang2-ang1)*(yi-yc) + xc 
 yi' = sin(ang2-ang1)*(xi-xc) + cos(ang2-ang1)*(yi-yc) + yc 
 
 
 
 
Figura 46 : Alinhamento de imagens tendo ponto de referência como base. 
 
 
Uma questão a ter em conta na comparação das imagens é a distorção não linear. A imagem 
de uma impressão digital é obtida através da captura tridimensional  dos padrões presentes na 
superfície do dedo para uma imagem bidimensional. Desta forma, além da deslocação e rotação 
da imagem assumida, é necessário levar em conta a existência de escalas diferentes devido a 
diferentes pressões na superfície do sensor (figura 47). Grande parte dos algoritmos de 
comparação assume que as impressões digitais são rígidas considerando apenas como 
necessárias as operações de deslocamento e rotação o que dá origem a performances fracas dos 
algoritmos de comparação em imagens dentro destas condições. Para fazer face a este problema 
a comparação entre duas minúcias considera uma vizinhança de tamanho pré-definido onde a 
comparação entre duas minúcias é considerada válida. 
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Figura 47 : Distorção não linear. 
 
Após o alinhamento das duas imagens , a avaliação é executada de duas formas :  
 
• Contando o número de minúcias coincidentes no tipo e na posição. As minúcias 
consideram-se coincidentes na mesma posição quando estão a uma distância inferior a 
uma distância de erro definida na aplicação. A distância utilizada é a distância euclidiana. 
Dados os pixéis x e y de coordenadas (Ax, Ay) e (Bx, By), respectivamente, define-se a 
distância euclidiana como apresentada na equação 
 
 
 
• Calculando um resultado baseado no algoritmo de (Faria, 2005) [21] que apresentamos de 
seguida : 
 
Considerando a imagem A como a imagem a ser identificada e a imagem B como a imagem 
que está a ser verificada o resultado é calculado da seguinte forma: 
1.  Em cada imagem é contabilizada a quantidade de minúcias existentes, (quantidade de 
terminações  mais quantidade de bifurcações);   
2.  Percorrer a imagem A; ao encontrar uma minúcia, identificar seu  tipo e coordenada (x,y), 
em seguida percorrer a imagem B numa vizinhança pré-definida da coordenada identificada em 
A, encontrando todas minúcias do mesmo tipo nesta vizinhança e seleccionar a minúcia 
correspondente de menor distância (utilizar cálculo da distância euclidiana), e esta minúcia 
seleccionada é considerada como encontrada. Repetir este passo até percorrer toda imagem A, 
somando todas distâncias euclidianas encontradas elevadas ao quadrado. Caso não seja 
encontrada nenhuma minúcia correspondente na vizinhança, o seguinte cálculo é efectuado: 
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, onde  MAXVIZ é a quantidade máxima de  pixéis que pode ser transladada na determinada 
vizinhança para que, desta forma, fazendo-se o somatório das distâncias euclidianas, as imagens 
diferentes tenham um valor do somatório bem elevado. Elevar o resultado deste cálculo ao 
quadrado e adiciona-lo no somatório das distâncias euclidianas. 
3.  Dividir o resultado do somatório das distâncias euclidianas (elevadas ao quadrado) pelo 
total de minúcias da imagem A, caso o valor seja igual ou menor ao limiar definido, a impressão 
digital A é considerada semelhante à impressão digital B, ou seja, a impressão digital A foi 
identificada. Pode-se verificar também se a percentagem de minúcias encontradas atingiu mais 
que 80%, considerando-se assim, a imagem A semelhante à comparada. 
 
Dependendo do método de avaliação considerado, duas impressões P1 e P2 são dadas como 
autenticadas se o resultado da avaliação for superior ao número mínimo de minúcias definidas 
ou superior ao resultado calculado . 
 
4.2 Algoritmo baseado em distâncias dos vizinhos 
 
Uma questão pertinente do algoritmo anterior prende-se com a impossibilidade de calcular 
ponto de referência válido em certas imagens. Noutros casos, em imagens onde a qualidade não 
é a melhor,  leva a que o ponto de referência fosse identificado de forma errónea. Outra questão 
a ter em conta  prende-se com o facto de o ângulo associado ao ponto de referência, que dita a 
rotação dos pontos da impressão, não ser constante para imagens da mesma impressão. Este 
facto deriva do processo de tratamento de imagem, da eliminação de ruído e linearização das 
cristas da impressão que provocam desvios mínimos na orientação, que não sendo significativo 
em minúcias próximas do ponto central, provoca um desvio considerável nas minúcias mais 
afastadas. 
Dado o exposto, é proposto novo algoritmo que visa complementar a identificação de um 
ponto comum descartando a existência de pontos de referência na extracção de minúcias. 
Partindo deste pressuposto este algoritmo visa a identificação de uma minúcia comum pela 
análise das distâncias aos pontos vizinhos mais próximos (figura 48).  
 
 
 
Figura 48 : Vizinhos mais próximos numa impressão digital. 
 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   56 
 
Um valor heurístico é atribuído às distâncias dos quatro vizinhos mais próximos. Este valor 
consiste na seguinte fórmula: 
  
                                               f(m)= (Δt)2 + (Δb)2 
 
em que Δt representa a distância da minúcia m a uma minúcia do tipo terminação, e  Δb 
representa a distância da minúcia m a uma minúcia do tipo bifurcação. 
 
O passo seguinte é identificar, na impressão de referência, a minúcia que possuísse o valor 
semelhante. Como é evidente, para imagens diferentes de uma mesma impressão digital, 
diferentes vizinhos de uma minúcia podem ser consideradas. Isto deve-se ao aparecimento ou 
desaparecimento de uma minúcia intermédia não considerada em ambas as imagens. 
Por este facto optou-se por experimentar o uso de vectores de distâncias aos n-vizinhos mais 
próximos da impressão de avaliação, e identificar na impressão de referência as minúcias que 
possuíssem n-vizinhos com as distâncias próximas do vector calculado, podendo ser ou não os 
vizinhos mais próximos da minúcia.  
Achando as minúcias com as distâncias mais próximas efectua-se o alinhamento das imagens 
pelo deslocamento. São procuradas duas minúcias com distâncias aos vizinhos semelhantes na 
impressão de referência e de avaliação. O uso de duas minúcias em cada impressão permite 
estabelecer uma recta directriz, que será usado para definir o ângulo de rotação. 
 
 
 
 
Figura 49 : Sistema de coordenadas locais baseado na distância aos vizinhos. 
 
 
Estando as impressões alinhadas aplica-se a avaliação descrita no algoritmo baseado no 
ponto central.  
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4.3 Resumo 
 
Neste capítulo foram apresentados dois algoritmos de comparação de características. Um dos 
algoritmos propostos tem como base o ponto de referência calculado na etapa de extracção e 
classificação de características. Com a dificuldade existente de em certas imagens ser calculado 
o ponto de referência um segundo algoritmo é proposto. Neste o ponto de referência não é tido 
em conta sendo o algoritmo baseado na distância das características identificadas aos seus 
vizinhos. 
O resultado de ambos os algoritmos é a indicação se duas impressões digitais são idênticas 
através da análise das respectivas minúcias das impressões digitais em causa. Dois critérios de 
avaliação foram implementados para o efeito. Um dos critérios é baseado num número mínimo 
de minúcias coincidentes necessário entre as imagens de forma a considerar duas imagens 
coincidentes. O outro método de avaliação que leva em linha de conta um resultado de avaliação 
calculado no processo de comparação que tal como no método anterior terá de ser superior ao 
limiar mínimo definido para considerar válida a comparação entre duas imagens. 
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5. Resultados 
 
Neste capítulo serão apresentados os resultados e conclusões retiradas por análise aos 
diferentes métodos e técnicas utilizadas no sistema implementado. As bases de dados utilizadas 
para teste serão igualmente descritas. 
O software implementado é explanado a nível do seu funcionamento e utilização neste 
capítulo. 
 
5.1 Base de Dados utilizadas 
 
Neste trabalho foram utilizados dois tipos de imagens de impressões digitais: imagens 
sintéticas e imagens reais obtidas a partir de um sensor de aquisição biométrico. As imagens 
sintéticas utilizadas foram obtidas através de um módulo de software apresentando pouco ou 
nenhum ruído e servem para testar os métodos propostos em imagens consideradas (quase) 
ideais. Em relação às imagens reais utilizadas, o critério principal utilizado na sua selecção 
passou pela escolha de uma base de dados pública utilizada por outras entidades e estudos em 
sistemas similares. Com isto é permitido à partida, uma comparação dos resultados em relação a 
estudos previamente efectuados e documentados pelos autores. 
Desta forma as imagens reais utilizadas na análise deste trabalho foram fornecidas pelo FVC 
(Fingerprint Verification Competition)[13]. O FVC é um teste de grupo organizado pela 
Universidade de Bolonha, pela Universidade Estadual San Jose e pela Universidade Estadual do 
Michigan desde 2000. Enquanto o FVC 2000 contou com a participação a concurso de 11 
algoritmos, o FVC2002 contou com já com a participação de 31 algoritmos, entre produtos 
académicos, industriais e anónimos. Da informação disponibilizada  pode-se concluir  a 
existência de um grau de maturidade já bastante elevado. 
 
 
DB1 – Synthetic_ Fingerprints 
 
Base de dados de imagens sintéticas produzidas através de um método “artificial” de criação 
de imagens de impressões . Esta base de dados é bastante reduzida sendo composta apenas por 9 
imagens que apresentam uma dimensão 323x352 pixéis com um tamanho de armazenamento de 
112KB. Com esta base de dados pretende-se ter imagens perto do ideal para teste e análise dos 
algortimos. Desta forma não foi adicionado qualquer tipo de ruido as mesmas.  
As imagens sintéticas são criadas através de um gerador de imagens. De uma forma geral 
este gerador obedece ao seguinte método : 
a. Determinação pontos de minúcia, 
b. Criação  mapa de direccional e de densidade, 
c. Criação dos padrões das cristas, 
d. Renderização da imagem e adição de ruído. 
 
Este processo é ilustrado na figura seguinte :  
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Figura 50 : Processo de criação de imagens de impressões digitais por geradores sintéticos. 
 
 
DB2 – FVC2004 
 
A base de dados principal de imagens reais neste trabalho é fornecida pelo FVC 2004 
(http://bias.csr.unibo.it/fvc2004/default.asp). Esta base de dados é composta por um universo de 
100 indivíduos cada um dos quais com 8 imagens de impressões digitais adquiridas. Para a 
aquisição das referidas imagens foi utilizado um sensor de captura óptico da CrossMatch 
(V300). As imagens fornecidas apresentam uma dimensão de 640x480 (307 Kpixéis) com uma 
resolução de 500 dpi. 
 
Da análise as imagens contidas neste base de dados utilizando o SDK Neurotec (ver secção 
5.2) para extracção das características, obtemos a seguinte análise: 
 
 
 
  
 
 
 
 
 
 
 
Tabela 2 : Análise base de dados FVC2004. 
  
Nesta base de dados foram introduzidas deliberadamente perturbações nas imagens de forma 
a dificultar a identificação das mesmas relativamente as bases de dados utilizadas pelo 
organismo FVC em anos anteriores (FVC2002 e FVC2000). 
 
 
)úmero Imagens  800 
Número Pontos Centrais  824 (104%) 
Número imagens sem ponto Central 14 (1,8%) 
Número médio minúcias por imagem 37 
Número mínimo minúcias numa imagem 8 
Número máximo de minúcias numa imagem 80 
Número imagens sem qualidade para extracção 9 
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DB3 – FVC2004_Pruned 
 
Esta base de dados contém imagens seleccionadas da DB2 utilizada anteriormente. Grande 
parte das imagens da DB2 são imagens de baixa qualidade. Através da observação visual directa 
das imagens, foram seleccionadas três imagens de razoável qualidade de 20 indivíduos 
perfazendo o total de 60 imagens que contem esta base de dados. Esta selecção foi efectuada de 
modo a evitar imagens de impressões digitais secas, oleadas e com excesso de ruído. 
 
   
5.2 Software implementado 
 
O objectivo deste trabalho passa por investigar as técnicas correntes para reconhecimento de 
impressões digitais disponibilizando para tal, uma plataforma de software base implementado 
de raiz, que permita demonstrar e utilizar as técnicas e algoritmos descritos neste documento nas 
diferentes etapas utilizadas num sistema de identificação de impressões digitais. 
 
 
 
 
Figura 51 : Interface da plataforma de software implementada. 
 
A solução implementada foi codificada na linguagem C# utilizando a plataforma Microsoft 
Visual Studio .Net. Para a implementação, alguma optimização a nível de codificação e 
algoritmos é proposta para melhor a performance do meu sistema de reconhecimento de 
impressões digitais. Da mesma forma a análise aos resultados obtidos ilustram questões chave 
do reconhecimento de impressões digitais que são consistentes com o descrito na documentação 
actual relativa a este assunto. 
Através do MorphoSmart SDK(software development kit), foi é dada a possibilidade de 
integrar um sensor óptico de aquisição de impressões digitais nomeadamente o sensor óptico de 
captura MSO 300 e MSO 1300 da Sagem. Na etapa de pré-processamento de imagem são 
apresentados alguns filtros de tratamento de imagem tendo sido analisados e implementados de 
raiz para o efeito os filtros de suavização LowPass, Wiener e o filtro de contraste Sobel. Os 
restantes filtros são disponibilizados através da biblioteca de investigação gratuita Imaging da 
framework Aforge.Net (http://code.google.com/p/aforge/). O SDK da eurotechnology 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   61 
 
Verifinger fingerprint (http://www.neurotechnologija.com/) foi utilizado para extracção de 
características. Este SDK permite a integração da biblioteca com a plataforma Visual Studio 
.Net utilizada. A biblioteca utilizada pela aplicação foi a biblioteca VeriFinger Extractor que 
permite extrair as minúcias a partir de uma imagem de uma impressão digital. Pretende-se deste 
modo a obtenção de características utilizando este SDK comercial e de resultados comprovados 
servindo como base de comparação aos métodos implementados e em estudo. 
 
Aquisição de imagem 
 
É  dada a possibilidade de realizar a captura ‘in loco’ da imagem de uma impressão digital 
através de um sensor de captura biométrica. Desta forma contamos realizar diferentes testes à 
implementação efectuada bem como comprovar a análise efectuada aos dados na fase anterior.  
 
 
 
 
Figura 52 : Captura de uma imagem de uma impressão digital. 
 
 
Settings 
 
Definição de métodos e parâmetros a utilizar nas várias etapas do Sistema Automático de 
Identificação de Impressões Digitais. 
 
Parâmetros gerais 
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Figura 53 : Interface das configurações gerais da aplicação. 
 
 Base de dados : 
- Imagens :  Caminho onde residem as imagens adquiridas das impressões digitais; 
- Templates :  Caminho dos templates biométricos gerados pelo sistema; 
 
 Sensor de Aquisição - MSO : 
 
- AQ Quality Threshold : índice mínimo necessário para validar imagem adquirida; 
- AQ Show Quality Bar : barra indicadora da qualidade da imagem capturada pelo sensor; 
- AQ User Consolidation : utilização da função de consolidação – captura de 3 imagens no 
processo de captura; 
 
Pré-Processamento de Imagem  
 
 
Figura 54 : Interface das configurações a utilizar no pré-processamento. 
 
- Filtro : Filtro de imagem a utilizar ( nenhum, filtro gaussiano, filtro Low-Pass); 
- Binarização : Método de binarização a utilizar (Manual -com definição do limiar por 
parte do utilizador, SIS – Simple Image Statistics ); 
- Afinamento : Método afinamento a utilizar (Hilditch, Zhang e Suen); 
- Hit and Miss : Utilização do operador morfológico hit-and-miss com a definição do 
número de iterações a realizar por este operador; 
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Classificação Minúcias  
 
 
 
Figura 55 : Interface de configuração do algoritmo de classificação de minúcias. 
 
- Falsas Minúcias : Utilização do algoritmo de eliminação de falsas minúcias; 
- Distância : distância a considerar para eliminação de falsas minúcias; 
- VeriFinger Extractor : Parâmetros de entrada na utilização do SDK eurotek VeryFinger; 
 
 
Matcher 
 
 
 
Figura 56 : Interface das configurações do algoritmo de verificação. 
 
- Algoritmo de identificação : Selecção entre os dois algoritmos de identificação 
implementados neste trabalho (Ponto Central , Distância Vizinhos) 
- Método de Avaliação : Método de avaliação a utilizar para considerar válido o match 
entre duas imagens (Minúcias Matched – numero de minúcias coincidentes , Evaluation 
Score – resultado calculado ) 
- Avaliação : Parâmetros a utilizar na avaliação para se considerado um match válido entre 
dois templates (score mínimo , numero mínimo de minúcias e distância entre minúcias a 
considerar). 
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Registo Biométrico  
 
 É permitido o registo biométrico de um utilizador no sistema através de uma imagem 
previamente adquirida da sua impressão digital. É igualmente permitido o registo do utilizador 
através da aquisição directa da sua impressão digital através do sensor de aquisição 
disponibilizado.  
Encontram-se integrados dois leitores da Sagem nesta solução : o MSO 300 e o MSO 1300. 
O sensor disponibilizado para testes foi o MSO 1300. 
 
 
Figura 57 : Interface de registo biométrico de utilizadores. 
 
Em qualquer das imagens visíveis na aplicação é possível utilizar uma ferramenta de zoom 
de forma a permitir uma melhor visualização da mesma (figura 58). Esta funcionalidade está 
disponível através de um duplo-click na imagem pretendida. 
 
 
Figura 58 : Ferramenta de zoom disponibilizada. 
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Identificação / Verificação 
 
 São disponibilizados os dois métodos comuns de autenticação de um utilizador, a 
Verificação (1:1) e a Identificação(1:N). 
 A verificação (1:1) de um utilizador é executada contra um template biométrico previamente 
registado e seleccionado de entre o universo de utilizadores registados no sistema, com o intuito 
de provar a autenticação do utilizador apresentado ao sistema. O resultado é apresentado como 
sendo ou não comprovada a autenticação proposta. Na identificação(1:N), a imagem da 
impressão digital do utilizador apresentada ao sistema é comparada com todos os templates 
biométricos existentes no universo de utilizadores registados no sistema. O resultado da 
identificação retornado é a autenticação do utilizador presente ao sistema como um dos 
utilizadores previamente registado. O template autenticado é o template com maior parecença 
de entre os verificados e cujo resultado esteja acima do limiar de aceitação definido. 
 
 
Figura 59 : Interface do processo de Identificação e Verificação. 
 
 
Avaliação de Performance 
 
Para avaliar o estado de arte do sistema proposto é disponibilizada uma ferramenta para 
cálculo dos índices de performance propostos para avaliação neste trabalho, nomeadamente o 
FAR, FRR e ERR. É permitido seleccionar o método de avaliação desejado bem como o limiar 
de aceitação necessário para uma correcta identificação. 
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Figura 60 : Interface da ferramenta de avaliação de performance do sistema. 
 
Para cada amostra do subconjunto A considerado é realizado um match contra as restantes 
amostras do mesmo dedo de modo a calcular o Índice de Falsas Rejeições (FRR). Se o 
resultado do match entre G e H é efectuado, o cálculo simétrico (i.e. H contra G) não é 
executado de modo a evitar uma correlação. 
Para uma determinada amostra de um dedo no subconjunto A é realizado um match contra o 
mesmo índice dos restantes dedos em A de modo a calcular o Índice de Falsos Aceites (FAR). 
Novamente se o match entre G e H é efectuado, o simétrico não é executado (i.e. H contra G). 
 
Ferramentas de processamento de imagem  
Esta ferramenta permite testar os algoritmos e métodos propostos neste trabalho para as 
etapas de pré-processamento de imagem e extracção e classificação de características. Desta 
forma é  possível analisar os resultados obtidos em cada um dos métodos propostos de forma 
individual ou em conjunto com outros métodos. 
É possível, através desta ferramenta, guardar o resultado da execução dos métodos e técnicas 
implementadas num ficheiro de imagem  para uma posterior análise visual detalhada . 
De modo a avaliar a performance das técnicas implementas e a conjugação destas como 
resultado final do processo de criação de um template biométrico, é permitido a criação de 
templates biométricos de forma individual ou, dado um directório de imagens de impressões 
digitais, de um conjunto de templates. 
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Figura 61 : Interface da ferramenta de análise das etapas de pré-processamento e classificação. 
 
 
5.3 Discussão dos resultados obtidos 
 
Serão de seguidas expostas as conclusões retiradas pela observação e análise aos resultados 
obtidos pela plataforma de software implementada, nas diferentes etapas que constituem o 
sistema automático de identificação de impressões digitais proposto. 
Por oposição as imagens expostas nos capítulos anteriores, as imagens apresentadas neste 
capitulo serão na sua grande maioria de impressões digitais reais pertencentes a DB2. Apesar de 
apresentarem resultados mais fracos que os obtidos com imagens sintéticas, as imagens reais 
espelham de forma mais real as situações presentes num sistema de identificação de impressões 
digitais no mundo real. 
 
5.3.1 Pré-Processamento da Imagem 
 
Implementaram-se os vários algoritmos descritos em detalhe no Capítulo 2 de pré-
processamento de imagem com o objectivo de conseguir o melhoramento pretendido nas 
imagens em questão. A excepção foi a não implementação do algoritmo de reconstrução de 
imagem.  
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Filtros de Imagem 
 
Comparando o desempenho dos filtros de suavização, que tem como objectivo suavizar a 
imagem original e eliminar ruído existente, verificou-se que o filtro que apresenta melhores 
resultados é o filtro passa-baixo, pois consegue suavizar a imagem e ao mesmo tempo manter a  
imagem próxima da imagem original. Em contrapartida, o filtro gaussiano é o filtro  que 
apresenta piores resultados  pois torna a imagem muito desfocada. 
 Os filtros de contraste foram analisados neste trabalho com o intuito de melhorar a detecção 
dos contornos da imagem, no caso das imagens utilizadas o objectivo seria melhorar os 
contornos das cristas presentes nas impressões digitais. A eficiência deste tipo de filtros não é 
muito regular dado que em muitas das imagens testadas os contornos são  pouco  acentuados  
ocorrendo  situações  em  que  não  estão  completamente definidos. 
 
 
 
Figura 62 : Resultado aplicação de filtros de suavização. 
a) imagem real; b) Filtro LowPass; c) Filtro gaussiano 
 
 
Operadores Morfológicos 
 
As imagens reais analisadas neste trabalho apresentam caracteristicas bastante distintas. Isto 
faz com que a definição de um limiar fixo comum a utilizar em todas as imagens no processo de 
binarização apresente resultados pouco satisfatórios. O calculo de um limiar adaptativo, 
analisando a imagem apresentada ao sistema através da estatística simples da imagem (SIS), 
apresenta melhores resultados pois o limiar é calculado em função das características da 
imagem em causa. 
 
Em relação ao processo de esqueletização, as diversas abordagens encontradas na literatura 
geram esqueletos diferentes para um mesmo objecto. Assim, algumas questões ficam em aberto, 
como por exemplo: Qual o esqueleto ideal de um objecto? Qual o melhor algoritmo de 
esqueletização para uma imagem de uma impressão digital? Do ponto de vista prático, podemos 
dizer que os algoritmos de esqueletização analisados, apresentam algum tipo de deficiência. 
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 O algoritmo de Hilditch apresentou um resultado bastante satisfatório em imagens 
sintéticas (figura 26) e igualmente regular em imagens reais de boa ou média qualidade 
produzindo esqueletos bastante fiéis a imagem original(figura 63). 
  
 
Figura 63 : Algoritmo Hilditch.  
a) imagem real, b) imagem pré-processada com algoritmo Hilditch 
 
 
O algoritmo de Zhang e Suen, apresentou resultados menos satisfatórios quando comparado 
ao primeiro algoritmo(figura 64). Principalmente nos requisitos velocidade de processamento e 
conectividade dos pixéis. O método apresentou problemas em alguns tipos de imagens, 
resultando com isso em esqueletos que não representavam fielmente a forma original. No 
entanto os resultados obtidos melhoram bastante quando este método é utilizados com o 
operador morfológico hit-and-miss (ver figura 67). 
 
 
Figura 64 : Algoritmo Zhang e Suen. 
a)imagem real, b) imagem pré-processada com algoritmo Zhang e Suen. 
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O algoritmo hit-and-miss é utilizado neste trabalho com o intuito de melhorar os contornos 
das cristas presentes numa imagem de impressão digital após efectuada uma esqueletização 
prévia. A estrutura de elementos utilizada pretende corrigir pequenos espigões e cantos 
adjacentes às cristas existentes na imagem.  O algoritmo hit-and-miss funciona de forma eficaz 
como um filtro de limpeza do algoritmo de Hilditch(figura 65) ou do algoritmo Zhang e 
Suen(figura 66). 
 
 
Figura 65 : Resultado da aplicação operador hit-and-miss.  
a) imagem real, b) imagem pré-processada com algoritmo de Hilditch , c) imagem pré-processada com 
algoritmo de Hilditch e aplicação de algoritmo hit-and-miss. 
 
 
Figura 66 : Resultado da aplicação operador hit-and-miss. 
a) imagem real, b) imagem pré-processada com algoritmo de Zhang e Suen , c) imagem pré-processada 
com algoritmo de Zhang e Suen e aplicação de algoritmo hit-and-miss 
 
O resultado destes operadores em imagens sintéticas pode ser igualmente observado nas 
figuras 28 e 29 deste documento. 
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Imagens de fraca qualidade 
 
As imagens esbatidas com contornos pouco acentuados, causadas por diversos factores como 
pele seca ou pouca pressão no sensor por parte do utilizador aquando da aquisição da impressão 
digital, apresentam pouca qualidade para o sistema. Pelos resultados apresentados a seguir, é 
perceptível que a percentagem de localizações incorrectas aumenta nas imagens esbatidas, 
relativamente às restantes imagens com boa qualidade. Apesar de algumas melhorias visíveis 
com a aplicação dos filtros implementados, os resultados ficam aquém do esperado. É de 
esperar que estas contenham muito mais ruído e sejam de menor qualidade o que leva a que a 
taxa de erro aumente.  
Para resolver esta questão este tipo de imagens deverá ser alvo de um processamento gráfico 
manual de filtros tal como o escurecimento da imagem para tentar novo reconhecimento. Outro 
método a testar de futuro é o algoritmo de reconstrução de imagens proposto na secção 2.3 com 
o intuito de reconstruir as cristas mal formadas devido aos contornos pouco acentuados na 
imagem. 
 
 
Figura 67 : Imagens reais de fraca qualidade - contornos pouco acentuados. 
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Por outro lado as imagens onde que apresentam pequenas manchas nas imagens (figura 68) 
não são recuperadas pelo sistema proposto. Neste tipo de imagens, as zonas onde estão 
presentes essas manchas deverão ser consideradas não recuperáveis devendo ser excluídas na 
etapa de extracção e classificação de características de forma a não dar origem a falsas 
minúcias. 
 
 
Figura 68 : Imagens reais de fraca qualidade – presença de manchas. 
 
 
Conclusão  
 
O pré-processamento a realizar na imagem não é tarefa trivial, dado que o resultado final 
depende muito da qualidade da imagem original. Para se obter um resultado semelhante em 
todas as imagens é necessário efectuar ajustes individuais o que não é conveniente num 
processo automatizado. O pré-processamento também não resolve todos os problemas porque 
,para imagens de baixa qualidade pode, não ser possível melhorar. O facto do melhoramento das 
imagens não ser perfeito origina outro problema que consiste no aparecimento e 
desaparecimento de minúcias. Pode-se considerar que o mesmo é controlável se ocorrer de igual 
modo em duas imagens distintas da mesma impressão digital. 
Observou-se que a aplicação dos filtros propostos nem sempre produz melhorias 
significativas que justifiquem a sua utilização em todas as imagens presentes no sistema. De 
entre os filtros analisados, o filtro de passa-baixo é o que apresenta melhores resultados. 
Após testes e análise aos resultados obtidos da execução dos diferentes operadores 
morfológicos sobre as imagens, conclui-se que o melhor resultado é obtido pela utilização 
conjunta do operador de Hilditch e do operador hit-and-miss.  
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5.3.2 Extracção e Classificação de Características 
 
Os resultados obtidos na etapa de extracção e classificação de minúcias são de seguida 
ilustrados. 
 
Ponto de referência  
 
Foi proposto um algoritmo de cálculo do ponto de referência necessário para criar 
invariância à rotação e translação da imagem sobre o sensor. A invariância dos métodos em 
relação à rotação e translação da imagem é um aspecto importante. Desta forma é necessário 
determinar um ponto singular na imagem, de modo a que o mesmo funcione como referência 
nas medidas efectuadas pelos dois métodos. A robustez na detecção deste ponto é fundamental 
para o bom desempenho dos métodos apresentados. A dependência do cálculo deste ponto com 
a qualidade das imagens utilizadas é importante. Sendo seleccionado como referência o ponto 
de maior curvatura côncava verificou-se que, em determinadas imagens, ocorrem erros no 
cálculo do mesmo. Estes erros ocorrem, regra geral, em imagens de baixa qualidade onde 
devido à sua morfologia, as riscas após a rotação das imagens deixam de formar curvaturas 
côncavas. Testou-se a robustez do algoritmo de localização do ponto de referência, para as 
várias classes de impressões digitais. Identificaram-se situações de falha e de acerto tendo em 
conta a classe da impressão digital.  
 
 
Identificação e classificação de minúcias 
 
A figura seguinte mostra o resultado as minúcias identificadas a partir de uma imagem de 
uma impressão digital sintética. A figura 44 deste trabalho apresenta igualmente as minúcias 
identificadas noutra impressão digital sintética 
 
 
 
 
 
Figura 69 : Resultado da etapa de classificação de características.  
a) imagem sintética b)  Minúcias identificadas (a vermelho estão identificadas bifurcações e a verde 
terminações)  
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Na figura 70 é ilustrado o resultado obtido nesta etapa para uma imagem real pertencente a 
DB2. 
 
 
 
Figura 70 : Resultado da etapa de classificação de características. 
a) imagem real b) Minúcias identificadas (a vermelho estão identificadas bifurcações e a verde 
terminações) c) minúcias finais depois da eliminação falsas minúcias. 
 
 
A grande dificuldade nesta etapa de extracção e classificação de minúcias prende-se com a 
quantidade de minúcias falsas detectadas pelo sistema. O algoritmo proposto para a redução de 
minúcias é baseado em heurísticas intuitivas. Métodos simples eliminam falsas minúcias 
utilizando um critério de distância. Desta forma minúcias que estão demasiado perto umas das 
outras são eliminadas. Outro critério válido é o da eliminação de minúcias muito próximas de 
regiões consideradas como fundo (background) da imagem. A conectividade pode ser também 
utilizada neste processo de eliminação. Minúcias que estão ligadas por uma linha de segmento 
curta são descartadas (figura 45). O grande problema de descartar minúcias falsas prende-se 
com a possibilidade de eliminar minúcias verdadeiras no processo. 
 
As extremidades de uma impressão digital originam a identificação errada de um conjunto de 
minúcias (Terminações). De forma a evitar este conjunto de pontos duas abordagens são 
sugeridas neste trabalho. Uma delas será a criação de uma “moldura” junto a extremidade da 
imagem onde pontos identificados não são considerados. Outra abordagem passa por  extrair 
apenas as minúcias que estão na região de interesse, a qual se define como a área em torno do 
ponto de referência. Utiliza-se como região de interesse todos os pontos em que a distância ao 
ponto de referência é inferior a 100 pixéis (figura 71). Deste modo, retiram-se todos os pontos 
identificados erradamente como minúcias devido a se encontrarem na extremidade da 
impressão. A definição desta área também  vem solucionar outro tipo de problema que acontece 
durante a aquisição das imagens pelo sensor: dependendo da força e posição do dedo no sensor 
tem-se que aparecem e desaparecem minúcias entre duas imagens adquiridas em alturas 
diferentes. As minúcias mais sujeitas a este tipo de evento são as situadas mais próximo da 
extremidade da imagem. Ao definir uma área em torno do ponto de referência, estamos à partida 
a excluir esse tipo de ocorrência nas imagens que pertencem à mesma impressão digital. Outra 
vantagem em utilizar o ponto de referência na extracção da área de interesse é que as minúcias 
presentes nessa área dependem muito pouco da rotação que a impressão digital possa sofrer 
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durante a aquisição pelo sensor. Apenas algumas minúcias que se situam nos limites exteriores 
da área de interesse poderão aparecer e desaparecer com o efeito de rotação.  
 
 
Figura 71 : Utilização de região de interesse em torno ponto de referência. 
a)imagem real b) Minúcias identificadas c) minúcias consideradas dada uma região de interesse de 
100 pixéis em torno do ponto de referência. 
 
 
 
Conclusão  
 
Apresentaram-se as estruturas a utilizar para realizar a autenticação pelo processo de 
comparação de minúcias. A autenticação é realizada, concretamente pelo emparelhamento 
dessas minúcias. Conclui-se também que a dependência desta técnica com o processo de 
aquisição de imagens é muito grande; tal obriga a um controlo apertado na aquisição e ao 
desenvolvimento de algoritmos que, na presença de ruído, retirem de forma eficiente as 
características das impressões digitais.  
Pelos resultados obtidos verifica-se que a extracção e classificação de minúcias nas  imagens 
sintéticas utilizadas apresenta resultados perto da perfeição (figura 44 e figura 69). Os poucos 
problemas encontrados nas minúcias identificadas em imagens sintéticas surgem com a 
identificação esporádica de falsas minúcias(terminações) junto as extremidades da impressão 
digital. Para resolver esta questão bastará adoptar a utilização da região de interesse em torno do 
ponto de referência descrita anteriormente. 
As imagens reais analisadas não apresentam resultados tão satisfatórios como os resultados 
obtidos a partir de imagens sintéticas, especialmente em imagens consideradas de fraca 
qualidade para o sistema. Isto deve-se ao facto de estas apresentarem uma quantidade de ruído 
bastante superior levando a que o processo de extracção e classificação de características  
apresente um número considerável de falsas minúcias identificadas. A utilização do algoritmo 
de eliminação de falsas minúcias e a utilização de região de interesse em torno do ponto de 
referência reduz em grande parte as minúcias identificadas de forma incorrecta (figura 71).  
  
 
  
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   76 
 
5.3.3 Algoritmo de Comparação 
 
Para avaliar a performance dos algoritmos de comparação propostos, cada algoritmo irá ser 
analisado contra as diferentes bases de dados de imagens reais (DB2 e DB3) levadas em conta 
neste trabalho. As imagens sintéticas disponíveis são insuficientes para efectuar o cálculo dos 
índices de performance do algoritmo de avaliação sendo apenas calculado o índice FAR para as 
mesmas. No entanto pelos testes de identificação e verificação efectuados com estas imagens 
pode-se concluir que os resultados obtidos são bastante satisfatórios. 
 
 Para a avaliação dos algoritmos de comparação os indicadores FAR, FRR e ERR 
(apresentados em detalhe na secção 1.4.3)  são calculados da seguinte forma: 
 
• Para cada amostra do subconjunto A considerado é realizado um match contra as 
restantes amostras do mesmo dedo de modo a calcular o Índice de Falsas Rejeições 
(FRR). Se o resultado do match entre G e H é efectuado, o cálculo simétrico (i.e. H 
contra G) não é executado de modo a evitar uma correlação. Para uma base de dados o 
número total de testes genuínos (no caso da análise da totalidade dos templates) é :   
  Nº Testes = ( ( (nº imagens individuo) * (nº imagens individuo - 1) ) / 2) * nº total
 indivíduos. 
• Para uma determinada amostra de um dedo no subconjunto A é realizado um match 
contra o mesmo índice dos restantes dedos em A de modo a calcular o Índice de Falsos 
Aceites (FAR). Novamente se o match entre G e H é efectuado, o simétrico não é 
executado (i.e. H contra G). O número total de testes genuínos (no caso da análise da 
totalidade dos templates) é:   
 
  Nº Testes = ( (nº total indivíduos) * (nº total individuos-1) ) / 2 
 
• O ERR é o ponto, determinado como uma percentagem, em que o índice falso de 
rejeição e o índice falso de aceitação são iguais. 
 
 
O critério de aceitação analisado no algoritmo de avaliação com base no ponto central leva 
em linha de conta o número de mínimo de minúcias mínimas necessárias para se considerar uma 
comparação válida entre dois templates e a distância (raio) da vizinhança a considerar para 
avaliar a semelhança entre duas minúcias de imagens distintas. O número médio minúcias por 
imagem pode ser utilizado como indicador a utilizar na construção do Threshold (pela análise 
base de dados FVC2004 o numero média de minúcias é 38 – considera-se metade deste valor 
como um bom indicador para começo do calculo do Threshold). Estes valores são representados 
como Threshold - nº mínimo de minúcias T e distância máxima D a considerar.  
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Algoritmo de comparação com base no ponto de referência 
 
DB1 – Synthetic_ Fingerprints 
 
A análise efectuada nas etapas anteriores permitiu chegar a conclusão de quais os métodos a 
utilizar nessas etapas de modo a  permitir obter melhores resultados. Desta análise, e na fase de 
pré-processamento de imagem optou-se assim pela utilização do Filtro de LowPass, pela 
utilização dos binarização adaptativa SIS e pela utilização conjunta do operador de Hilditch e do 
operador hit-and-miss.  
Da análise as imagens contidas nesta base de dados,  com os métodos aplicados descritos 
para extracção das características, obtemos a seguinte análise: 
 
 
 
 
 
 
 
 
 
 
 
Tabela 3 : Análise base de dados Synthetic_Fingerprints. 
 
 
• Índice Falsas Aceitações (FAR) 
 
Threshold T= 10 / 
D =15 
T=10 / 
D =20 
T= 10 / 
D=25 
T=15 / 
D=15 
T=15 / 
D =20 
T=15 / 
D=25 
T=20 / 
D=15 
T= 20 / 
D =20 
T= 20 / 
D =25 
  13,88 27,77 47,22 5,55 5,55 16,66 2,77 5,55 8,33 
 
Tabela 4 : Resultado do índice de falsas aceitações (FAR) – DB1 
 
 
• Índice Falsas Rejeições (FRR) 
 
A não existência de diferentes imagens para um mesmo indivíduo faz com que o cálculo do 
índice de falsas rejeições, para os diferentes limiares de aceitação, se torne redundante pois 
apresenta sempre um valor próximo de zero (na comparação de “copias” da mesma imagem).  
 
)úmero Imagens  9 
Número Pontos Referência  9 (1000%) 
Número imagens sem ponto Referência 0 (0%) 
Número médio minúcias por imagem 47 
Número mínimo minúcias numa imagem 36 
Número máximo de minúcias numa imagem 55 
Número imagens sem qualidade para extracção 0 
Modelos Computacionais para Sistemas Automáticos de Identificação de Impressões  Digitais 
 
Bruno Lopes   78 
 
• Taxa de Intersecção de Erros (ERR) 
 
Dada a impossibilidade de apurar de forma concreta o valor índice de falsas rejeições este 
indicador não poderá ser calculada de forma precisa. No entanto da observação do cálculo do 
FAR chega-se a conclusão que o Threshold a utilizar é com número de mínimo de minúcias a 
20 com uma distância de 15 pixéis. 
 
 
DB2 – FVC2004 
 
Como já foi referido, o resultado do algoritmo de comparação está em muito depende do 
desempenho das etapas anteriores. Dados os resultados das etapas anteriores não serem 
completamente satisfatórios em imagens reais de fraca qualidade, e de maneira a analisar de 
forma mais fiável possível o algoritmo de comparação em questão, os resultados para esta base 
de dados irão ser calculados tendo por base as características identificadas pelo SDK da 
eurotec. 
Esta base de dados é constituída por um número elevado de imagens (800). Desta forma e 
para ter uma noção mais clara dos resultados obtidos, as imagens utilizadas encontram-se 
numeradas por indivíduo e índice de imagem relativo as diferentes impressões digitais de um 
mesmo indivíduo (índice 1 sendo a primeira imagem registada do individuo X). 
 
• Índice Falsas Rejeições (FRR) 
 
Índex / 
Threshold 
T=10 / 
D=15 
T=10 / 
D=20 
T=10 / 
D=25 
T=15 / 
D=15 
T=15 / 
D=20 
T=15 / 
D=25 
T=20 / 
D=15 
T=20 / 
D=20 
T=20 / 
D=25 
1 30,95 15,53 9,7 60,05 43,83 31,21 76,72 62,7 53,53 
2 35,75 19,27 10,25 63,97 46,93 34,47 83,82 70,83 56,12 
3 41,51 20,34 11,43 69,69 51,86 36,04 84,04 70,09 54,01 
4 27,72 11,63 6,93 56,93 37,9 21,3 72,56 54,84 39,86 
5 22,01 9,23 5,51 48,32 31,5 19,16 67,34 49,08 36,4 
6 23,8 11,74 5,16 51,08 33,29 20,99 70,68 51,66 37,18 
7 28,73 14,88 8,89 56,89 38,56 26 75,12 58,31 43,55 
8 34,33 18,35 8,68 65,49 44,56 31,01 79,68 63,45 49,25 
Média 30,6 15,12 8,31 59,05 41,05 27,52 76,24 60,12 46,23 
 
Tabela 5 : Resultado do índice de falsas rejeições (FRR) – DB2 
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Figura 72 : Gráfico dos resultados do índice de falsas rejeições (FRR) – DB2 
 
• Índice Falsas Aceitações (FAR) 
 
Índex / 
Threshold 
T=10 / 
D=15 
T=10 / 
D=20 
T=10/ 
D=25 
T=15 / 
D=15 
T=15/ 
D=20 
T=15/ 
D =25 
T=20 / 
D=15 
T=20 / 
D=20 
T=20 / 
D=25 
1 2,69 13,19 28,09 0,13 1,93 7,63 0 0,32 1,62 
2 1,82 7,8 19,5 0,11 1,34 4,37 0 0,17 0,94 
3 3,44 13,7 27,23 0,25 2,98 10,42 0 0,43 3,04 
4 3,8 17,08 35,36 0,13 2,69 11,45 0 0,31 2,49 
5 3,28 16,43 34,08 0,11 2,24 10,8 0 0,25 2,2 
6 3,77 18,79 37,57 0,21 2,6 11,98 0 0,28 2,56 
7 4,08 15,77 31,41 0,2 2,77 10,06 0 0,3 2,52 
8 4,98 19,09 36,83 0,4 3,48 12,44 0 0,52 0,92 
Média 3,4825 15,23 31,25 0,19 2,503 9,893 0 0,32 2,036 
 
Tabela 6 : Resultado do índice de falsas aceitações (FAR) – DB2 
 
 
 
Figura 73 : Gráfico do  cálculo do índice de falsas aceitações (FAR) – DB2 
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• Taxa de Intersecção de Erros (ERR) 
 
Threshold T=10 / 
D=25 
T=10 / 
D=20 
T=15 / 
D =25 
T=10 / 
D=15 
T=15 / 
D=20 
T= 20 / 
D=25 
T=15 / 
D=15 
T=20 / 
D=20 
T=20 / 
D= 15 
FRR 8,32 15,12 27,52 30,6 41,05 46,24 59,05 60,12 76,24 
FAR 31,26 15,23 9,89 3,48 2,5 2,04 0,19 0,32 0 
 
Tabela 7 : Cálculo do índice de intersecção de erros (EER) – DB2 
 
 
 
Figura 74 : Gráfico do cálculo da taxa de intersecção de erros (EER) – DB2 
 
Da observação ao gráfico anterior chega-se a conclusão que o Threshold a utilizar é o com 
número de mínimo de minúcias a 10 com uma distância de 20 pixéis sendo que o resultado do 
índice de intersecção de erros ERR = 15,2 %. 
 
Nos resultados obtidos na extracção de características da base de dados utilizada, não foi 
possível identificar em 103 impressões digitais um ponto que sirva de referência para 
comparação com outra impressão com ponto de referência. De forma a não descartar imagens 
dada a não existência de um ponto de referência a seguinte abordagem é proposta :  
Como a avaliação está dependente da identificação de um ponto de referência coincidente na 
posição e orientação em cada uma das imagens, à falta de um ponto de referência, poderá ser 
utilizada uma minúcia de cada imagem. Todas minúcias são candidatas a ponto de referência. 
Para cada minúcia da impressão P1 e P2 calcula-se um vector de distâncias aos 4 vizinhos mais 
próximos (se não tiver 4 vizinhos a minúcia é descartada de ser ponto de referência). O vector 
de distâncias da primeira minúcia de P1 é comparado com o vector de distâncias de cada 
minúcia de P2. As minúcias de P2 que tenham os vectores coincidentes dentro de uma distância 
de erro definido na aplicação são candidatas a serem o ponto de referência coincidente com o 
ponto de referência de P1. A desambiguação entre vários pontos candidatos é feita comparando 
os vectores dos 4 pontos vizinhos de P1 com os pontos 4 pontos vizinhos de P2 até que se 
chegue só a um ponto em P2. Se nenhum ponto em P1 for coincidente com um ponto em P2 a 
avaliação entre as duas impressões falha. 
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DB3 – FVC2004_Pruned 
 
Esta base de dados é constituída por menos imagens (3 por individuo) não sendo feita desta 
maneira testes aos diferentes índices. Desta forma são apresentados os resultados globais dos 
testes efectuados. 
 
• Índice Falsas Rejeições (FRR) e Índice Falsas Aceitações (FAR) 
 
Threshold T=10 / 
D=15 
T=10 / 
D=20 
T=10 / 
D=25 
T=15 /  
D=15 
T=15 / 
 D=20 
T=15 / 
D=25 
T=20 / 
D=15 
T=20 / 
D=20 
T=20 / 
D =25 
FRR  25,83 9,17 5,83 44,17 27,5 14,17 63,33 48,33 32,5 
FAR 2,92 14,30 29,28 0,49 1,60 8,31 0,14 0,22 1,56 
 
Tabela 8 : Resultado do índice de falsas rejeições (FRR e FAR) – DB3 
 
• Índice de Intersecção de Erros (ERR) 
 
Threshold T=10 / 
D=25 
T=10 / 
D=20 
T=15 / 
D =25 
T=10 /  
D=15 
T=15 / 
D=20 
T=20 /  
D=25 
T=15 / 
D=15 
T=20 / 
 D=20 
T=20 / 
D=15 
FRR 5,83 9,17 14,17 25,83 27,5 32,5 44,17 48,33 63,33 
FAR 29,28 14,3 8,31 2,92 1,6 1,56 0,49 0,22 0,14 
 
Tabela 9 : Cálculo do índice de intersecção de erros (EER) – DB3 
 
 
 
Figura 75 : Gráfico dos resultados do cálculo do índice de intersecção de erros (EER) – DB3 
 
Da observação ao gráfico anterior chega-se a conclusão que o Threshold a utilizar é o com 
número de mínimo de minúcias a 15 com uma distância de 25 pixéis. O resultado do índice de 
intersecção de erros obtido é ERR = 11,1%. 
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Algoritmo de comparação com base na distância dos vizinhos 
 
Os mesmos testes foram efectuados com algoritmo de comparação tendo por base a distância 
entre os vizinhos mais próximos. Os resultados obtidos com este algoritmo estão longe de ser 
satisfatórios apresentando ERR na ordem dos 45% em bases de dados de imagens reais.  
A explicação destes resultados está no facto que para diferentes imagens de uma mesma 
impressão digital, serem considerados diferentes vizinhos de uma mesma minúcia. Tal sucede 
devido ao aparecimento ou desaparecimento de uma minúcia intermédia não considerada em 
ambas as imagens. A opção do uso de vectores de distâncias aos n-vizinhos mais próximos da 
impressão de avaliação, e a identificação na impressão de referência das minúcias que 
possuíssem n-vizinhos com as distâncias próximas do vector calculado, não produziu os 
resultados esperados.  
 
Conclusão 
 
O algoritmo de comparação proposto trata de forma eficaz as questões relacionadas de 
rotação e translação de imagens apresentando resultados bastante satisfatórios na verificação e 
identificação de utilizadores. A abordagem pela detecção de minúcias, deu para concluir que é 
possível realizar a autenticação eficaz através deste método. Para melhorar o desempenho do 
algoritmo, é interessante trabalhar apenas com um tipo de sensor, ou sensores que gerem 
imagens no mesmo padrão. 
Como exposto na secção 1.4.3, verifica-se que os índices FAR e FRR são dependentes e ao 
optimizar um deles o outro irá degradar-se. Desta forma, o limiar de aceitação a utilizar deverá 
ser definido tendo em conta o objectivo final do sistema em questão. Se a falsa aceitação não é 
desejada, o sistema pode ser configurado para exigir comparações (quase)  perfeitas entre os 
dados registados e os dados de entrada adquiridos pelo sensor do sistema. Quando ajustado 
neste sentido o objectivo será ter uma taxa (quase) nula de falsa rejeição. De igual forma se 
constata que  quando o limiar de aceitação do sistema é configurada para minimizar a falsa 
aceitação, matches aproximados serão desprezados e o índice de falsas rejeições subirá 
significativamente. Contrariamente, quando a sensibilidade do sistema é ajustada para reduzir 
taxa de falsas rejeições o índice de falsas aceitações subirá novamente.  
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5.4 Considerações Finais 
 
Como seria de esperar, no sistema proposto de identificação por comparação de minúcias, os 
resultados obtidos estão directamente relacionados com a qualidade das imagens processadas. 
Os resultados obtidos em imagens sintéticas são bastante satisfatórios sendo a taxa de erro 
muito diminuta. Nas imagens reais de boa e média qualidade os resultados são igualmente 
satisfatórios. O sistema apresenta resultados mais fracos em imagens reais de fraca qualidade. 
O sistema deverá ser optimizado tanto na escolha dos seus métodos como dos parâmetros 
que os influenciam, tendo em conta as características comuns nas imagens a analisar sejam elas 
provenientes de bases de dados de imagens ou adquiridas directamente através da utilização de 
um sensor de aquisição de impressões digitais. Apesar de possível rejeitar imagens no registo, 
não será de todo aconselhável. De facto na base de dados do FCV2004, essas imagens rejeitadas 
são fundidas com outras taxas de erro no ranking final; em particular cada rejeição no registo irá 
produzir um template “fantasma” que não terá match com todas as restantes impressões digitais. 
 Através dos testes efectuados na implementação do sistema, e indo igualmente ao encontro 
do exposto pela maioria da literatura sobre o assunto, a dependência com a qualidade da 
imagem implica um algoritmo de melhoramento da imagem, que nem sempre introduz as 
melhorias suficientes e acima de tudo consome tempo de processamento. Pode-se dizer que o 
método das minúcias produz resultados fiáveis no que diz respeito à autenticação, quando se 
verifica a condição de qualidade da imagem. Acções de melhoria usando este método passariam  
por implementar algoritmos robustos de melhoramento da imagem. 
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6. Conclusão e Trabalho Futuro 
 
 Uma das mais importantes habilidades humanas é a capacidade de reconhecer diferentes 
objectos. O reconhecimento é definido como um procedimento que envolve a percepção e 
associa a informação a certa memória. Cientistas e engenheiros associados à área da 
computação visual e reconhecimento de padrões têm vindo a desenvolver sistemas 
computacionais com o intuito de reconhecer objectos no mundo real. No entanto, e apesar de 
avanços significativos, o reconhecimento de objecto no mundo real onde as condições 
envolventes estão em constante mutação continua a ser problema desafiante. 
O foco deste trabalho passou pela implementação, análise e testes de um amplo conjunto de 
métodos e técnicas a utilizar nas diversas etapas de um sistema automático de identificação de 
impressões digitais. Deste modo, o objectivo deste trabalho não foi a produção de um protótipo 
de reconhecimento biométrico para fins comercias mas sim a construção e disponibilização de 
uma plataforma mais extensa de bibliotecas e funções necessárias a sistemas similares de 
reconhecimento biométrico. Esta dissertação teve assim como principal objectivo disponibilizar 
uma plataforma de desenvolvimento de software com o intuito de servir de base para trabalhos 
futuros nesta área de referência. Baseada na análise efectuada, uma solução integrada de 
reconhecimento de impressões digitais foi implementada de raiz de forma a ilustrar e testar as 
diferentes etapas de um sistema de reconhecimento de impressões digitais.   
Este trabalho permitiu chegar à conclusão, que a autenticação baseada em minúcias é 
altamente dependente da qualidade da imagem. As minúcias captam em detalhe as 
singularidades da imagem, num ambiente onde a qualidade da imagem é boa; nesse ambiente as 
minúcias são identificadas correctamente e como consequência a autenticação é bem sucedida.  
 
6.1 Contribuição da tese 
 
A principal contribuição deste trabalho está na implementação e realização de uma análise 
comparativa de métodos e algoritmos necessários para todas as etapas de um sistema automático 
de identificação de impressões digitais. Para tal é disponibilizada uma plataforma de 
desenvolvimento de software  que poderá ser útil em investigações futuras na área.  
Na etapa de pré-processamento de imagem são apresentados alguns filtros de tratamento de 
imagem tendo sido analisados e implementados de raiz para o efeito os filtros de suavização 
LowPass, Wiener e o filtro de contraste Sobel. Para os operadores morfológicos propostos no 
caso da binarização da imagem foi implementado uma binarização com limiar definido 
manualmente e disponibilizado igualmente o algoritmo SIS (Simple Image Statistics) fornecido 
na biblioteca Imaging. Para esqueletização foram implementados os três métodos propostos 
neste trabalho o método de Hilditch , o método Zhang e Suen e o algoritmo hit-and-miss. 
Na etapa de extracção e classificação de características é apresentado um algoritmo de 
cálculo de orientação de minúcias. É proposto e implementado um método de identificação do 
ponto de referência baseado no gradiente entre linhas das cristas presentes numa impressão 
digital. Para detecção de minúcias foi implementado o método Crossing Number sendo 
igualmente proposto um algoritmo de eliminação de falsas minúcias detectadas por este mesmo 
método. 
Para a etapa final, dois algoritmos são propostos e implementados de raiz. Um desses 
métodos é baseado num ponto de referência sendo que o segundo método proposto elimina a 
necessidade de utilização do ponto de referência por considerar para o seu cálculo o 
posicionamento relativo entre as diferentes minúcias existentes. 
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6.2 Trabalho futuro 
 
Como em qualquer outro sistema de reconhecimento, existem sempre melhorias a serem 
efectuadas com vista a obtenção de melhores resultados nos índices de avaliação deste tipo de 
sistema .  
A utilização de diferentes elementos de teste, como diferentes sensores de aquisição de 
imagem ou a utilização de outras bases de dados de imagens de impressões digitais, poderá 
levar a uma optimização no sentido das técnicas estarem melhor preparadas para uma maior 
diversidade das características apresentadas nas  imagens de entrada no sistema.  
Na etapa de pré-processamento de imagem devem ser considerados e testados outros filtros 
além dos propostos neste trabalho, nomeadamente a utilização de um filtro de escurecimento da 
imagem para corrigir imagens com contornos pouco visíveis. De igual forma deverá ser 
implementado e testado o algoritmo de reconstrução de imagem proposto.  
Na etapa de extracção, em termos de trabalho futuro seria importante implementar um 
algoritmo do cálculo do ponto de referência mais robusto a ser utilizado como ponto de 
referência dos algoritmos de validação produzidos. Relativamente ao método de detecção de 
minúcias, é necessário aperfeiçoar o melhoramento de imagem, tentando obter um algoritmo 
suficientemente robusto e eficiente para reduzir a dependência que existe com a qualidade das 
imagens adquiridas . 
O algoritmo de comparação baseado na distância dos vizinhos ainda apresenta resultados 
insatisfatórios que deverão ser melhorados. 
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