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Abstract
In this paper, we present splitting methods that are based on itera-
tive schemes and applied to plasma simulations. The motivation arose of
solving the Coulomb collisions, which are modeled by nonlinear stochastic
differential equations. We apply Langevin equations to model the char-
acteristics of the collisions and we obtain coupled nonlinear stochastic
differential equations, which are delicate to solve. We propose well-known
deterministic splitting schemes that can be extended to stochastic split-
ting schemes, by taking into account the stochastic behavior. The benefit
decomposing the different equation parts and solve such parts individ-
ual is taken into account in the analysis of the new iterative splitting
schemes. Numerical analysis and application to various Coulomb colli-
sions in plasma applications are presented.
Keywords: splitting methods, stochastic differential equations, iterative
splitting schemes, particle simulations, Coloumb collisions, convergence analy-
sis, Langevin equation.
AMS subject classifications. 35K25, 35K20, 74S10, 70G65.
1 Introduction
We are motivated to develop fast algorithms to solve Coulomb collisions in
plasma simulations. Such modeling equations results in characteristics equa-
tions, which are nonlinear stochastic differential equations with different time-
scales. Based on the nonlinearities and multiscale problems such differential
equations are solved by higher order stochastic solvers, e.g., Milstein scheme,
see [15] and [2]. Such solvers are direct or non-iterative and have the drawback
in missing relaxations of such nonlinear parts, see [7] and [14].
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Therefore, we propose new iterative splitting schemes, see [11], which allow
to obtain higher order accuracy with a nonlinear solver effect which is related
to the fixpoint scheme, see [12].
In the paper, we discuss the two directions of solver methods for the nonlinear
stochastics differential equations
• Direct methods: Euler-Maruyama and Milstein schemes, see [15],
• Indirect methods: Iterative splitting schemes, see [7].
From the methodological point of the methods, we have historically two
ideas for algorithms to solve the Coulomb collisions in particle simulations.
Such methods are based on finite-sized particles, whose characteristics are lying
on a grid (e.g. particle-in-cell (PIC) simulation). Here, we have the following
methods:
• Binary algorithm: Particles in a finite cell are organized into discrete pairs
of interacting particles. The collision is based on the scattered velocities
through an angle whose statistical variance is dictated by the theory of
Coulomb collisions [18] and [24].
• Test particle algorithm: The collisions are modeled by defining test and
field particles. The velocity of the test-particle is modeled by Langevin
equations with drag and diffusion coefficients, influenced by the moments
of the field-particle velocity distribution, which are deposited on the space
mesh [1], [13], [16], [17] and [23].
The underlying model equation for the particle simulation is the Fokker-
Planck equation, which is given as
∂
∂t
f(v) = − ∂
∂v
(Fd(v)f(v)) +
1
2
∂2
∂v∂v
(D(v)f(v)), (1)
where Fd = 〈∆v/∆t〉 and D = 〈∆vv/∆t〉, and 〈·〉 are the expected values,
which are given as ensemble-averaged drag and diffusion coefficients (see the
derivation in [3] and [4]).
Based on the Fokker-Planck equation, we can shift to the velocity dependent
Langevin equation with an embedded collision operator, which is related to an
explicit derivation, e.g., [5].
For a test particle with velocity v we have the following equation:
dv(t) = Fd(v)dt+
√
2Dv(v)dWv(t), (2)
dµ(t) = −2Da(v)µdt+
√
2Da(v)(1 − µ2)dWµ(t), (3)
dφ(t) =
√
2Da(v)
(1− µ2)dWφ(t), (4)
v0 = 1.0, µ(0) = 0, φ(0) = 1.0, (5)
where the coordinates (v, µ = cos(θ), φ) are the underlying spherical coordinates
given as (v, θ, φ) of the test particle. Fd is an ensemble-averaged drag, and
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Dv and Da are the diffusion coefficients. Furthermore, Wv, Wµ and Wφ are
independent of the Wiener processes and v0, µ0 and φ0 are the initial-conditions.
The paper is outlined as following. In the Section 2, we discuss the iterative
splitting method for the stochastic differential equations and the convergence
analysis. The numerical algorithms of the direct and indirect methods are pre-
sented in Section 3. The numerical results are discussed in Section 4 and we
conclude our results in Section 5
2 Iterative Splitting Method for Stochastic Or-
dinary Differential Equations
The following algorithm is based on the iteration with a fixed-splitting dis-
cretization step-size τ . For the time-interval [tn, tn+1], we solve the following
sub-problems consecutively for i = 1, 3, . . . 2m+ 1, (cf. [6]):
dci(t) = Aci(t)dt + Bci−1dWt(t), with ci(t
n) = cn (6)
and ci(t
n) = cn , c0 = 0.0,
dci+1(t) = Aci(t) dt+ Bci+1(t) dWt, (7)
with ci+1(t
n) = cn ,
where cn is the known split approximation at the time-level t = tn. The split
approximation at the time-level t = tn+1 is defined as cn+1 = c2m+2(t
n+1).
Furthermore, W is a Wiener process, see [15].
We can rewrite this into the form of the following ordinary differential equa-
tion (ODE):
∂ci(t)
∂t
= Aci(t) + Bci−1W˙t, with ci(t
n) = cn (8)
and ci(t
n) = cn , c0 = 0.0,
∂ci+1(t)
∂t
= Aci(t) + Bci+1(t) W˙t, (9)
with ci+1(t
n) = cn ,
where W˙t =
dWt
dt .
We present the results of the consistency of our iterative method extended to
stochastic operators, see [11]. For simplicity, we assume the system of operators
are generators of a C0-semigroup based on their underlying operator norms.
Theorem 2.1. Let us consider the abstract Cauchy problem in a Banach space
X
∂tc(x, t) = Ac(x, t) +Bc(x, t)W˙t, x ∈ Ω× [0, T ],
c(x, 0) = c0(x) x ∈ Ω,
c(x, t) = c1(x, t) x ∈ ∂Ω× [0, T ],
(10)
where A,B :X → X are given linear operators that are generators of the C0-
semigroup and c0 ∈ X is a given element.
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The iterative operator splitting method has the following splitting error:
||(Si − exp(Aτ +BW )|| ≤ Cτ
i+1
2 , (11)
where Si is the approximated solution for the i-th iterative step and C is a
constant that can be chosen uniformly on bounded time intervals.
Proof. The iterative steps are given in the following.
• For the first iterations, we have:
∂tc1(t) = Ac1(t) +BW˙tc0, t ∈ (tn, tn+1], (12)
where we have the solution given as:
c1(t) = exp(At)c(t
n) +
∫ t
0
exp(A(t − s))BW˙tc(tn)ds, t ∈ (tn, tn+1],(13)
= exp(At)c(tn)
+(I +At)
∫ t
0
exp(−As)B exp(BWs)dWs +O(t3/2), (14)
= exp(At)c(tn)
+(I +At)
∫ t
0
(−ABs+B +BBtWs)dWs +O(t3/2), (15)
= exp(At)c(tn)
+(I +At)
(
BWt −ABtWt + 1
2
BBtW 2t −
1
2
BBtt
)
+O(t3/2),
= (I +At+BWt +
1
2
BBtW 2t −
1
2
BBtt)c(tn) +O(t3/2), (16)
where c0(t) = exp(BWt)c(t
n).
Then, the consistency of the first iterative step is given in the following.
For e1, we have:
c1(t) = (I +At+BWt +
1
2
BBtW 2t −
1
2
BBtt)c(tn) +O(t3/2)),(17)
c(t) = exp((A−BBt/2)t+BWt)c(tn)
= (I +At+BWt +
1
2
BBtW 2t −
1
2
BBtt)c(tn) +O(t3/2)),(18)
We obtain:
||e1|| = ||c− c1|| ≤ ||O(t3/2).
• For the second iteration, we have:
∂tc2(t) = Ac2(t) +BW˙tc1, t ∈ (tn, tn+1], (19)
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where we have the solution given as:
c2(t) = exp(At)c(t
n) +
∫ t
0
exp(A(t − s))BW˙tc1(s)ds, t ∈ (tn, tn+1], (20)
= (I +At)c(tn)
+(I +At)
∫ t
0
(I −As)B(I +As)dWs
+(I +At)
∫ t
0
(I −As)B(I +As)
∫ s
0
(I −As1)B(I +As1)dWs1 dWs
+O(t2), (21)
= (I +At)c(tn)
+(I +At)
∫ t
0
(BWt − tABWt + 1
2
ABWtt+BAtWts− 1
2
BAWtt
+(I +At)(B2
1
2
W 2t −
1
2
B2t) +O(t2), (22)
and we apply the second order accurate integration of
∫ t
0 ABWsds =
1
2ABtWt.
Then, the consistency of the second iterative step is given in the following.
For e2, we have:
c2(t) = (I +At+BWt +
1
2
BBtW 2t −
1
2
BBtt (23)
1
2
BAtWt +
1
2
AtWt)c(t
n)c(tn) +O(t2)), (24)
c(t) = exp((A−BBt/2)t+BWt)c(tn)
= (I +At+BWt +
1
2
BBtW 2t −
1
2
BBtt (25)
1
2
BAtWt +
1
2
AtWt − 1
2
B3tWt)c(t
n) +O(t2)), (26)
where we assume 12B
3tWt ≈ 0.
We obtain:
||e2|| = ||c− c2|| ≤ O(t2).
With the next iterative step i = 3, we gain 12B
3tWt and we obtain a full
second order scheme.
Remark 2.1. We obtain a higher order scheme for the iterative splitting method.
For each iterative step, we obtain additional a half order accuracy, means O(t1+ 12 i),
where i = 1, 2, 3, . . ., is the number of iterative steps.
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3 Numerical Algorithms for the Nonlinear Stochas-
tic Ordinary Differential Equations
In the following, we deal with the different numerical algorithms to solve the
nonlinear stochastics differential equations.
We deal with the underlying nonlinear stochastics differential equation, which
is given as:
dX = A(X)Xdt+B(X)XdW, (27)
where A,B are matrices in IRm×m with m is the number of unknown. Further,
the components of the matrices are dependent of the solution X . Further, the
initial values are given as Xt0 = X0 and W is Wiener process, see [15].
In the following, we deal with the direct and indirect algorithms, which are
implemented in the numerical experiments. The direct methods are numerical
standard methods, which are used in the numerical approximation of stochastic
differential equations. They are simply to implement and obtain direct the
numerical solutions (one-step methods), while they have their drawback in the
resolution of the nonlinear solutions, while the linearization is given by the time-
step. Instead the indirect methods are iterative solvers and obtain higher order
resolutions with additional iterative cycles (multi-step methods), such that they
allow to resolve the nonlinear solution in the time-step approach, see [7] and [12].
3.1 Direct Algorithms
In the following, the standard numerical schemes for solving the nonlinear
stochastics equation (27) are given:
• Euler-Maruyama scheme is given as:
Xn+1 = Xn +A(Xn)Xn∆t+B(Xn)Xn(Wtn+1 −Wtn), (28)
for n = 0, 1, . . . , N − 1, X0 = Xt0 , and ∆t = tn+1 − tn is the time-step.
Further, ∆W = Wtn+1 −Wtn is the stochastic step based on a Wiener
process, see [15].
• Milstein scheme is given as:
Xn+1 = Xn +A(Xn)Xn∆t+B(Xn)Xn(∆W )
+
1
2
B(Xn)Xn
∂B(X)X
∂X
|Xn((∆W )2 −∆2), (29)
for n = 0, 1, . . . , N − 1, X0 = Xt0 and ∆t = tn+1 − tn is the time-step.
Further, ∆W = Wtn+1 −Wtn is the stochastic step based on a Wiener
process, see [15].
• A-B Splitting method, see the ideas in [19], which is given as:
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We assume, that we have an approximated solution of the nonlinear stochas-
tic differential equation (27). We assume the following fixpoint of the op-
erators, which are given as A(Xn) → A˜ and B(Xn) → B˜ for n → ∞,
where Xn = X(tn).
Then, we obtain:
Xn+1 = X0 exp((A˜− B˜B˜
t
2
)(n+ 1)∆t+ B˜
n+1∑
i=1
∆Wi−1), (30)
where we assumeW = {Wt, t ≥ 0} and ∆Wi−1 = Wi−1(tn+1)−Wi−1(tn),
where ∆t = tn+1 − tn and we assume an equidistant grid.
Then, we obtain the following A-B splitting approach:
X˜n = Xn−1 exp((A˜− B˜B˜
t
2
)∆t), (31)
Xn = X˜n exp(B˜∆W ), (32)
for n = 0, 1, . . . , N − 1, X0 = Xt0 .
Remark 3.1. The direct methods are fast to implement and obtain lower or-
der results. The numerical scheme have the following accuracy: O(t 12 ) for the
Euler-Maruyama scheme), O(t) for the Milstein scheme and O(t 12 ) for the AB-
splitting scheme for large n n→∞. Here, the approach to higher order schemes
are delicate, see [15].
3.2 Indirect Algorithms (iterative splitting)
In the following, we discuss the iterative splitting methods for the nonlinear
stochastic equation (27).
• First iterative step
X1,n(t) = φ1(t)Xn−1, (33)
where φ1(t) = exp(A(Xn−1)∆t) is the first order approximation of the
non-linear Magnus-expansion.
• Second iterative step
X2,n(t) = X1,n(t)
+X1,n(t)[B(Xn−1),
∫ t
0
exp(A(Xn−1)s)dWs, t ∈ (tn, tn+1],
X2,n(t) = X1,n(t) +X1,n(t)[B(Xn−1), C1(t)], t ∈ (tn, tn+1],
X2,n(t) = X1,n(t) +X1,n(t)C2(t), t ∈ (tn, tn+1], (34)
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where C1(t) =
∫ t
0
exp(A(Xn−1)s)dWs ∆Wi = (Wti+1 − Wti), for n =
0, 1, . . . , N − 1, X0 = Xt0 .
The stochastic integral is computed as Stratonovich integral:
C1(t˜) =
∫ t˜
0
exp(A(Xn−1)s)dWs (35)
=
N−1∑
j=0
exp(A(Xn−1)(
tj + tj+1
2
)) (W (tj+1)−W (tj)),
∆t = t˜/N, tj = ∆t+ tj−1, t0 = 0, (36)
and the commutator [·, ·] is computed as:
C2(t) = [B(Xn−1), C1(t)] = B(Xn−1)C1(t)− C1(t)B(Xn−1), (37)
which is based on the different random variables of C1(t). Additionally,
in the scalar case, the commutator is not equal to zero.
• Third iterative step
X3,n(t) = X2,n(t) +X1,n(t)
∫ t
0
[B(Xn−1), exp(sA(Xn−1))] · (38)
·[B(Xn−1),
∫ s
0
exp(A(Xn−1)s1)ds1] ds,
X3,n(t) = X2,n(t) +X1,n(t)
∫ t
0
[B(Xn−1), exp(sA(Xn−1))] C2(s) ds,
X3,n(t) = X2,n(t) +X1,n(t) C3(t), (39)
where ∆Wi = (Wti+1 −Wti), for n = 0, 1, . . . , N − 1, X0 = Xt0 .
The operator C3(t) is computed as:
C3(t) =
N−1∑
j=0
(
B(Xn−1) exp(A(Xn−1) (
tj + tj+1
2
)) C2(
tj + tj+1
2
)(40)
− exp(A(Xn−1) ( tj + tj+1
2
))B C2(
tj + tj+1
2
)
)
,
∆t = t/N, tj = ∆t+ tj−1, t0 = 0, (41)
where C2(
tj+tj+1
2 ) is computed with (37), for each t˜ =
tj+tj+1
2 , j =
0, . . . , N − 1.
Remark 3.2. The indirect methods are based on the iterative approaches re-
lated to fixpoint-schemes and obtained higher order accuracy: O(ti+ 12 ), where
i is the number of iterative steps. Based on their recursive behavior numerical
approaches in previous iterative steps can be used. Such a clever combination
of the previous computed iterative cycles allows to obtain fast iterative methods,
see [8] and [9].
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4 Numerical Examples
In the following numerical examples, we verify the theoretical results and the
benefits of the novel iterative solvers for the stochastic differential equations.
We deal with the following examples and discuss the methodological sense
of the different schemes:
• Scalar benchmark problem (scalar multiplicative noise): The stochastic
differential equations are based on m × m operator matrices, while we
have a scalar stochastic term. For such a benchmark examples, we can
detailed analyze the benefit of the iterative scheme, which is related to the
higher order approach.
• Vectorial benchmark problems (vectorial multiplicative noise): The stochas-
tic differential equations are based on m ×m operator matrices and we
have vectorial stochastic terms. Such vectorial examples need additional,
so called outer-diagonal entries for the standard scheme, see [15] and [4].
For the iterative schemes, we have also an extension to resolves such mul-
tiple integrals based on the vectorial stochastics, see [25]. Here, we can
analyze the benefit of the additional terms and the higher accuracy of the
novel methods. Further, we also extend such problems to larger operator
matrices to see the computational amount of the different schemes.
• Real-life problem (Coulomb test-particle): Here, we test a system of non-
linear stochastic differential equations with vectorial stochastic terms.
Such examples are delicate to solve and we apply the different standard
and novel schemes. For such problems, we see the benefit of the iterative
splitting methods, which combine the linear and nonlinear solvers. We
relax the solution based on the iterative approach and obtain much more
accurate results.
4.1 Scalar multiplicative noise
In the following, we deal with a simple chemical reaction model, while the
reaction part is influenced via stochastic noise.
We deal first with an ordinary differential equation and separate the complex
operator into two simpler operators: the m ×m ordinary differential equation
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system given as:
dy(t) = Ay(t) + Py(t) dW (t), (42)
A =


−λ1,1 λ2,1 . . . λ1,10
λ2,1 −λ2,2 . . . λ2,10
...
λ10,1 λ10,2 . . . −λ10,10

 =


−1 0 . . . 0
0.1 −1 . . . 0
...
0.1 0.1 . . . −1


P =


σ1,1 σ1,2 . . . σ1,10
σ2,1 σ2,2 . . . σ2,10
...
σ10,1 σ10,2 . . . σ10,10

 =


0.01 0 . . . 0
0.005 0.01 . . . 0
...
0.005 0.005 . . . 0.01


dW (t) = dW1(t)(stochastic scalar),
y(0) = (1, . . . , 1)t(initial conditions),
where λ11 . . . λ10,10 ∈ IR+ are the decay factors and σ11, . . . , σ10,10 ∈ IR+ are
the parameters of the perturbations. We deal with non-commutation matrices
[A,P ] = AP − PA as given with the tridiagonal matrices in the experiment.
We have the time interval t ∈ [0, T ] and m ∈ IN .
We apply the following numerical schemes:
• The application of the standard Euler-Maruyama scheme is given as:
yn+1 = yn +Ayn∆t+ Pyn∆W, (43)
for n = 0, 1, . . . , N − 1, y0 = yt0 , ∆t = tn+1 − tn, ∆W = Wtn+1 −Wtn =√
∆tN(0, 1), where N(0, 1) = rand is a normally distributed random vari-
able.
• Milstein scheme is given as:
yn+1 = yn +Ayn∆t+ Pyn(∆W )
+
1
2
PP tyn((∆W )
2 −∆t), (44)
for n = 0, 1, . . . , N − 1, y0 = yt0 .
• Recursive Splitting scheme is given as:
y˜n+1 = exp((A− PP
t
2
)∆t)yn, (45)
yn+1 = exp(P∆W )y˜n+1, (46)
for n = 0, 1, . . . , N − 1, y0 = yt0 .
• Summative Splitting scheme is given as:
y˜n+1 = exp((A − PP
t
2
)∆t)yn, (47)
yn+1 = exp(P
1√
N˜
N˜∑
j=1
∆Wj)y˜n+1, (48)
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∆Wj = (W (t˜j+1) − W (t˜j)) =
√
δtN(0, 1), where N(0, 1) = rand is a
normally distributed random variable. Further the intermediate time-
steps are given as δt = ∆t/N˜ , t˜j+1 = δt+ t˜j , t˜1 = tn and the time-intervals
are given as n = 0, 1, . . . , N − 1, y0 = yt0 .
• Iterative splitting scheme:
Version 1: 2 iterative steps
Second iterative step:
X2,n(t) = X1,n(t) +X1,n(t)C2(t), t ∈ (tn, tn+1], (49)
where the commutator is given as:
C2(t) = [P,C1(t)] = PC1(t)− C1(t)P, (50)
where C1(t) =
∫ t
0 exp(As)dWs
The stochastic integral is computed as a Stratonovich integral:
C1(t˜) =
∫ t˜
0
exp(As)dWs (51)
=
N−1∑
j=0
exp(A(
tj + tj+1
2
)) (W (tj+1)−W (tj)),
∆t = t˜/N, tj = ∆t+ tj−1, t0 = 0, (52)
where ∆Wi = (Wti+1 −Wti), for n = 0, 1, . . . , N − 1, X0 = Xt0 .
Version 2: 3 iterative steps
X3,n(t) = X2,n(t) +X1,n(t) C3(t), (53)
where ∆Wi = (Wti+1 −Wti), for n = 0, 1, . . . , N − 1, X0 = Xt0 .
The operator C3(t) is computed as:
C3(t) =
N−1∑
j=0
(
B exp(A(
tj + tj+1
2
)) C2(
tj + tj+1
2
) (54)
− exp(A( tj + tj+1
2
))B C2(
tj + tj+1
2
) (W (tj+1)−W (tj))
)
,
∆t = t/N, tj = ∆t+ tj−1, t0 = 0, (55)
where C2(
tj+tj+1
2 ) is computed with (50), for each t˜ =
tj+tj+1
2 , j =
0, . . . , N − 1.
We compare the following schemes:
• First order (or strong convergence O(t1/2))
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– EM (Euler-Maruyama): explicit first order Runge-Kutta scheme, see
[15].
– rS (recursive Splitting): modified Lie-Trotter splitting scheme for the
stochastic term, see Equation (45)-(46) and [10] and [11].
– sS (summative Splitting): modified Lie-Trotter splitting scheme with
improved computation of the stochastic term, see Equation (47)-(48)
and [10] and [11].
• Second order (or strong convergence O(t1))
– Mil (Milstein): explicit second order Runge-Kutta scheme, see [15].
– NV (Niomiya-Victori Splitting): modified Strang-Splitting scheme
for the stochastic terms, see [19] and [20].
– iterative splitting (i = 2)
• Third order (or strong convergence O(t3/2))
– iterative splitting (i = 3): modified iterative splitting scheme for the
stochastic terms, see Equation (53) and [11].
In the following, we present the results of the lower order schemes in Figure
1.
Remark 4.1. In the multiplicative noise example, we present the benefits of the
iterative splitting schemes, which resolves the stochastic behavior more accurate
as the standard schemes. While Euler-Maruyama and Milstein schemes are ex-
plicit methods, the iterative approach is based on an implicit idea to relax the
oscillations via additional iterative steps, see [7]. Based on these characteris-
tics, we could reduce the numerical errors of the novel schemes with additional
iterative steps.
4.2 Vectorial Multiplicative Noise (simple)
In the following, we deal with a reduced 2 simple chemical reaction model, but
with non-commuting operators.
We deal first with an ordinary differential equation and separate the complex
operator into two simpler operators: the 2 × 2 ordinary differential equation
4 NUMERICAL EXAMPLES 13
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Figure 1: The upper right figure presents the results of the EM, rS, sS-schemes
(difference between exact and numerical solutions). The upper left figure present
the results of the mean values (mean value of the difference between the exact
and numerical solutions). The lower figure presents the variance of the schemes.
system given as:
dy(t) = Ay(t) +
2∑
j=1
Pjy(t) dWj(t), (56)
A = α1
( − 12 0
0 − 12
)
, (57)
P1 = α2
(
3
4
1
10
0 − 34
)
, (58)
P2 = α
(
0 910
9
10 0
)
, (59)
dW (t) = (dW1(t), dW2)(stochastic vector),
y(0) = (1, . . . , 1)t(initial conditions),
where [P1, P2] 6= 0. We have the time interval t ∈ [0, T ] and m = 2.
We apply a weak perturbation with α2 = 0.01 and a high perturbation with
α2 = 1.0, for α1 = 1.0 we apply a moderate convection.
We apply T = 1 and we have N = 20 time steps, means ∆t = T/N .
For the testing the different numerical methods, we have the following ana-
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lytical solution, see [21]:
y(tn+1) = exp

A∆t− 1
2
m∑
j=1
PjP
t
j∆t+
m∑
j=1
Pj∆Wj

 y(tn), (60)
where ∆Wj = (Wtn+1,j−Wtn,j) =
√
∆tNj(0, 1), where Nj(0, 1) = randj , where
we have j = 1, . . . ,m normally distributed random variables.
We apply the following numerical schemes:
• The application of the standard Euler-Maruyama scheme is given as:
yn+1 = yn +Ayn∆t+
m∑
j=1
Pjyn∆Wj , (61)
for n = 0, 1, . . . , N − 1, y0 = yt0 , ∆t = tn+1 − tn, ∆W = (Wtn+1,1 −
Wtn,1, . . . ,Wtn+1,m − Wtn,m) = (
√
∆tN1(0, 1), . . . ,
√
∆tNm(0, 1), where
Ni(0, 1) = randi, where we have i = 1, . . . ,m normally distributed ran-
dom variables.
• Milstein scheme (without outer-diagonal entries)is given as:
yn+1 = yn +Ayn∆t+
m∑
j=1
Pjyn∆Wj
+(
m∑
i=1
1
2
PiP
t
i yn ((∆Wi)
2 −∆t)), (62)
for n = 0, 1, . . . , N − 1, y0 = yt0 .
• Milstein scheme (with outer-diagonal entries) is given as:
yn+1 = yn +Ayn∆t+
m∑
j=1
Pjyn∆Wj
+(
m∑
i=1
1
2
PiP
t
i yn ((∆Wi)
2 −∆t))
+
m∑
i=1
m∑
j=i+1
1
2
[Pi, Pj ](Jji − Jij)yn, (63)
for n = 0, 1, . . . , N − 1, y0 = yt0 . The commutator is given as [Pi, Pj ] =
PiPj − PjPi.
Further the Jij are given as:
Jji =
1
2
JjJi − 1
2
(ai0Jj − aj0Ji), (64)
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with Ji = ∆Wi = (Wtn+1,i −Wtn,i =
√
∆tNi(0, 1) and the coefficients
are given as: ai0 = ∆W˜i, where ∆W˜i =
√
∆t
2pi2Ni(0, 1), where Ni(0, 1) =
randi,
• Iterative splitting scheme:
Version 1: 1 iterative steps
We apply:
X(0)→ X(∆t)→ X(2∆t) . . .
Zero iterative step:
X0,n+1 = exp(A∆t+
m∑
j=1
Pj∆Wj)X0,n, (65)
where X1,0 = y(0) and we have N time-steps with ∆t = T/n and t
n+1 =
tn +∆t with n = 0, . . . , N − 1.
First iterative step:
X1,n+1 = exp(A∆t)X1,n (66)
+
∫ ∆t
0
exp(A(t − s))
(
m∑
i=1
PiX1,sdWi,s
)
,
= exp(A∆t)X1,n (67)
+
∫ ∆t
0
exp(A(t − s))

 m∑
i=1
Pi exp(As+
m∑
j=1
PjWj,s)dWi,s

X1,n,
= exp(A∆t)X1,n (68)
+
m∑
j=1
PjX1,n∆Wj
+(
m∑
i=1
1
2
PiP
t
iX1,n ((∆Wi)
2 −∆t)),
+
m∑
i=1
m∑
j=i+1
1
2
[Pi, Pj ](Jji − Jij)X1,n,
for n = 0, 1, . . . , N − 1, y0 = yt0 . The commutator is given as [Pi, Pj ] =
PiPj − PjPi.
Further the Jij are given as:
Jji =
1
2
JjJi − 1
2
(ai0Jj − aj0Ji), (69)
with Ji = ∆Wi = (Wtn+1,i −Wtn,i =
√
∆tNi(0, 1) and the coefficients
are given as: ai0 = ∆W˜i, where ∆W˜i =
√
∆t
2pi2Ni(0, 1), where Ni(0, 1) =
randi,
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We obtain the Milstein scheme with outer-diagonal entries.
Version 2: 2 iterative steps
Second iterative step:
X2,n+1 = exp(A∆t)X2,n (70)
+
∫ ∆t
0
exp(A(t− s))
(
m∑
i=1
PiX1,sdWi,s
)
,
= exp(A∆t)X2,n (71)
+
∫ ∆t
0
exp(A(t− s))
(
m∑
i=1
Pi
(
exp(As)X1,n
+
∫ s
0
exp(A(s − s1))(
m∑
j=1
PjX1,s1dWj,s1 )
)
dWi,s

 ,
= exp(A∆t)X2,n (72)
+
m∑
j=1
PjX2,n∆Wj
+(
m∑
i=1
1
2
PiP
t
iX2,n ((∆Wi)
2 −∆t)),
+
m∑
i=1
m∑
j=i+1
1
2
[Pi, Pj ](Jji − Jij)X2,n,
+
m∑
i=1
1
2
(Pi(P
t
i Pi)
t)
(
(
1
3
(∆Wi)
2 −∆t)∆Wi
)
X2,n,
for n = 0, 1, . . . , N − 1, y0 = yt0 . The commutator is given as [Pi, Pj ] =
PiPj − PjPi.
Further the Jij are given as:
Jji =
1
2
JjJi − 1
2
(ai0Jj − aj0Ji), (73)
with Ji = ∆Wi = (Wtn+1,i −Wtn,i =
√
∆tNi(0, 1) and the coefficients
are given as: ai0 = ∆W˜i, where ∆W˜i =
√
∆t
2pi2Ni(0, 1), where Ni(0, 1) =
randi,
We obtain a version which is nearly O(∆t1.5) (and more accurate as the
Milstein scheme).
For different case of strong and weak perturbations, we have the following
Figures 2.
Remark 4.2. We can also verify the benefit of the additional terms, which
are necessary to resolve the vectorial stochastics. Here, we obtain for both
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Figure 2: The upper figures presents the results of the strong perturbations
α1 = 1.0, α2 = 1.0 (left figure the numerical error, right figure the numerical
solution). The right figures presents the results for the weak perturbations
α1 = 1.0, α2 = 0.1 (left figure the numerical error, right figure the numerical
solution). We apply the following schemes: EM: Euler-Maruyama, Milstein,
Iter1: 1-iterative steps, Iter2: 2-iterative steps.
non-iterative and iterative schemes higher order results for the extension of the
schemes. In the numerical implementations, we also receive the benefit of the
exponential matrices related to the iterative schemes, see [8].
4.3 Vectorial Multiplicative Noise (non-commutative): Real-
life example
In the following, we deal with a simple chemical reaction model, but in a vec-
torial manner.
We deal first with an ordinary differential equation and separate the complex
operator into two simpler operators: the m ×m ordinary differential equation
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system given as:
dy(t) = Ay(t) +
m∑
j=1
Pjy(t) dWj(t), (74)
A =


−λ1,1 λ2,1 . . . λ1,m
λ2,1 −λ2,2 . . . λ2,m
...
λm,1 λm,2 . . . −λm,m

 =


−1 0 . . . 0
1
m −1 . . . 0
...
1
m
1
m . . . −1


P1 =


σ1,1 σ1,2 . . . σ1,m
σ2,1 σ2,2 . . . σ2,m
...
σm,1 σm,2 . . . σm,m

 = 0.05


1 0 . . . 0
1
m 1 . . . 0
...
1
m
1
m . . . 1


P2 = 0.05


τ1,1 τ1,2 . . . τ1,m
τ2,1 τ2,2 . . . τ2,m
...
τm,1 τm,2 . . . τm,m

 =


1 1m . . .
1
m
0 1 . . . 1m
...
0 0 . . . 1


dW (t) = (dW1(t), dW2)(stochastic vector),
y(0) = (1, . . . , 1)t(initial conditions),
(75)
where λ11 . . . λm,m ∈ IR+ are the decay factors and σ11, . . . , σm,m, τ11, . . . , τm,m ∈
IR+ are the parameters of the perturbations. We have the time interval t ∈ [0, T ]
and m ∈ IN .
For the testing the different numerical methods, we have the following ana-
lytical solution, see [21]:
y(tn+1) = exp

A∆t− 1
2
m∑
j=1
PjP
t
j∆t+
m∑
j=1
Pj∆Wj

 y(tn), (76)
where ∆Wj = (Wtn+1,j−Wtn,j) =
√
∆tNj(0, 1), where Nj(0, 1) = randj , where
we have j = 1, . . . ,m normally distributed random variables.
We apply the following numerical schemes:
• The application of the standard Euler-Maruyama scheme is given as:
yn+1 = yn +Ayn∆t+
m∑
j=1
Pjyn∆Wj , (77)
for n = 0, 1, . . . , N − 1, y0 = yt0 , ∆t = tn+1 − tn, ∆W = (Wtn+1,1 −
Wtn,1, . . . ,Wtn+1,m − Wtn,m) = (
√
∆tN1(0, 1), . . . ,
√
∆tNm(0, 1), where
Ni(0, 1) = randi, where we have i = 1, . . . ,m normally distributed ran-
dom variables.
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• Milstein scheme (without outer-diagonal entries)is given as:
yn+1 = yn +Ayn∆t+
m∑
j=1
Pjyn∆Wj
+(
m∑
i=1
1
2
PiP
t
i yn ((∆Wi)
2 −∆t)), (78)
for n = 0, 1, . . . , N − 1, y0 = yt0 .
• Milstein scheme (with outer-diagonal entries) is given as:
yn+1 = yn +Ayn∆t+
m∑
j=1
Pjyn∆Wj
+(
m∑
i=1
1
2
PiP
t
i yn ((∆Wi)
2 −∆t))
+
1
2
m∑
i=1
m∑
j=i+1
1
2
[Pi, Pj ](Jji − Jij)yn, (79)
for n = 0, 1, . . . , N − 1, y0 = yt0 . The commutator is given as [Pi, Pj ] =
PiPj − PjPi.
Further the Jij are given as:
Jji =
1
2
JjJi − 1
2
(ai0Jj − aj0Ji), (80)
with Ji = ∆Wi = (Wtn+1,i−Wtn,i) =
√
∆tNi(0, 1) and the coefficients are
given as: ai0 = ∆W˜i, where ∆W˜i =
√
∆t
2pi2 Ni(0, 1), where Ni(0, 1) = randi,
• Iterative splitting scheme is given as in the previous example.
In the following, we have the computations of the non-commutative example.
The solution of the 10 species with the iterative scheme (2 steps) and the
different schemes for the 10-th species is given in 3.
The errors of the different scheme with respect to the L2-norm, weak and
strong error is given in Figure 4.
Remark 4.3. For larger matrices, we also obtain a benefit, when we apply
iterative methods. We are more flexible as for the standard schemes, while we
can increase the order of the method with additional iterative steps. Further, the
computational amount for additional steps are marginal based on the recursive
effect of the iterative splitting scheme. Therefore, we can resolve the solution in
the same accuracy as a Milstein scheme with additional multiple integral terms,
see [15].
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Figure 3: The solution of the 10 species (left hand side) and the solutions for
the 10-th species with the different schemes (right hand side).
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Figure 4: The strong error of the numerical solution is given in the left figure.
The weak error of the numerical solution is given in the right figure.
4.4 Coulomb test-particle problem (vectorial problem of
the linearized Langevin equations)
In the next example, we deal with a real-life problem, which models the char-
acteristics of a collision process, see [4].
We apply the following nonlinear SDE problem:
dv(t) = Fd(v)dt+
√
2Dv(v)dWv(t), (81)
dµ(t) = −2Da(v)µdt+
√
2Da(v)(1 − µ2)dWµ(t), (82)
dφ(t) =
√
2Da(v)
(1− µ2)dWφ(t), (83)
where the functions and the derivatives of the convection and diffusion operators
are given as:
Dv(v) =
1
2
1
v+1 ,
∂Dv
∂v
= −1
2
(v + 1)−2, (84)
Fd(v) = − 12 1v+1 ,
∂Fd
∂v
=
1
2
(v + 1)−2, (85)
Da(v) =
1
2
1
v+1 ,
∂Da
∂v
= −1
2
(v + 1)−2, (86)
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and where we assume that the initial conditions are given as v0 = 1.0, µ0 = 1.0
and φ0 = 1.0.
The notation of the equation in vectorial form is given as:
dv(t) = a(v)dt +B(v)dWv(t), (87)
where v(t) = (v, µ, φ)t and the vectors and matrix are given as:
a(v) =

 Fd(v)−2Da(v)µ
0

 , dWv =

 dWvdWµ
dWφ

 , (88)
B(v) =


√
2Dv(v) 0 0
0
√
2Da(v)(1 − µ2) 0
0 0
√
2Da(v)
(1−µ2)

 , (89)
We apply the following numerical schemes:
• The application of the standard Euler-Maruyama scheme is given as:
vn+1 = vn + F (vn)∆t+
√
2D(vn)∆Wv, (90)
µn+1 = µn − 2Da(vn)µn∆t+
√
2Da(vn)(1− µ2n)∆Wµ, (91)
φn+1 = φn +
√
2Da(vn)
(1− µ2n)
∆Wφ, (92)
for n = 0, 1, . . . , N − 1, v0 = v(0), µ0 = µ(0), φ0 = φ(0), ∆t = tn+1 −
tn, ∆Wi = Wi,tn+1 −Wi,tn =
√
∆tNi(0, 1), where Ni(0, 1) = rand, i =
{v, µ, φ} are three independent normally distributed random variables.
• Milstein scheme is given as:
vn+1 = vn + F (vn)∆t+
√
2D(vn)(∆W )
+
∂D(v)
∂v
|vn
1
2
((∆W )2 −∆t), (93)
µn+1 = µn − 2Da(vn)µn∆t+
√
2Da(vn)(1− µ2n)∆Wµ
−2µnDa(vn)1
2
(∆W 2µ −∆t)
+
√
D(vn)
Da(vn)
√
(1 − µ2n)
∂Da(v)
∂v
|vnAv,µ, (94)
φn+1 = φn +
√
2Da(vn)
(1− µ2n)
∆Wφ
+
√
D(vn)
Da(vn)
1√
(1 − µ2n)
∂Da(v)
∂v
|vnAv,φ
+
2Da(vn)µn
(1− µ2n)
Aµ,φ (95)
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for n = 0, 1, . . . , N − 1, v0 = v(0), µ0 = µ(0), φ0 = φ(0), ∆t = tn+1 −
tn, ∆Wi = Wi,tn+1 −Wi,tn =
√
∆tNi(0, 1), where Ni(0, 1) = rand, i =
{v, µ, φ} are three independent normally distributed random variable.
The iterated Ito integral, which is related to Levy areas [22], and given as:
Ak,l =
∫ tn+1
tn
dWl(s)
∫ s
tn
dWk(ξ), (96)
where we have for the outer-Diagonal case k 6= l:
Ak,l =
1
2
JkJl − 1
2
(al0Jk − ak0Jl), (97)
with for i = k, l, we have Ji = ∆Wi = (Wtn+1,i −Wtn,i =
√
∆tNi(0, 1)
and the coefficients are given as: ai0 = ∆W˜i, where ∆W˜i =
√
∆t
2pi2Ni(0, 1),
where Ni(0, 1) = randi, see [15].
• Iterative splitting scheme:
We apply the following linearization techniques of the convective part and
iterate via the diffusive part.
1. Fixpoint iterative version with simple relaxation of the nonlinear part
is applied as:
dvi+1(t) = Aˆ(vi)vi+1dt+B(vi)dW(t), (98)
with the solution vector vi(t) = (vi(t), µi(t), φi(t))
t.
Furthermore, the linearized matrix is given as
Aˆ(vi) =


Fv(vi)
vi
0 0
0 −2Da(vi) 0
0 0 0

 , (99)
Then the fixpoint scheme is given as:
vi+1(t
n+1) = exp(Aˆ(vi(t
n+1))∆t) v(tn)
+
∫ tn+1
tn
exp(Aˆ(vi(t
n+1)) (tn+1 − s) B(vi(s))dWv(s).(100)
where the integral is computed as:
1.) Trapezoidal-rule:∫ tn+1
tn
exp(Aˆ(vi(t
n+1)) (tn+1 − s)) B(vi(s))dWv(s) (101)
=
1
2
(Wv(t
n+1)−Wv(tn))
(
B(vi(t
n+1)) (102)
+ exp(Aˆ(vi(t
n+1)) ∆t) B(vi(t
n))
)
,
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∆t = tn+1 − tn and
(W(tn+1)−W(tn)) = (rand1
√
∆t, rand2
√
∆t, rand3
√
∆t)t ,
2.) Simpson-rule
∫ tn+1
tn
exp(Aˆ(vi(t
n+1)) (tn+1 − s)) B(vi(s))dWv(s) (103)
=
1
6
(Wv(t
n+1)−Wv(tn))
(
B(vi(t
n+1)) (104)
+4 exp(Aˆ(vi(t
n +∆t/2)) ∆t/2) B(vi(t
n +∆t/2))
+ + exp(Aˆ(vi(t
n+1)) ∆t) B(vi(t
n))
)
,
∆t = tn+1 − tn and
(W(tn+1)−W(tn)) = (rand1
√
∆t, rand2
√
∆t, rand3
√
∆t)t ,
2. Fixpoint iterative version with Taylor expansion of the nonlinear part
is applied as:
dvi+1(t) = a˜(v(t
n))dt+A(v(tn))vi+1dt
+B(vi)dW(t), (105)
where we have vi = (vi, µi, φi)
t as the solution vector in the i-th
version, a˜ is the vector and A(tn) is the Jacobian matrix coming
from the linearization, and dW(t) = (dWv(t), dWµ(t), dWφ(t))
t is
a 3-dimensional Wiener-process. We apply the linearization of the
convective part, where the matrices are given as:
a(v) = a(v(tn)) + J(v)|tn (v − v(tn)), (106)
=
(
a(v(tn))− J(v)|tnv(tn)
)
+ J(v)|tnv, (107)
= a˜(v(tn)) + J(v)|tnv. (108)
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The Jacobian matrix is given as:
J(v) =


∂a1
∂v
∂a1
∂µ
∂a1
∂φ
∂a2
∂v
∂a2
∂µ
∂a2
∂φ
∂a3
∂v
∂a3
∂µ
∂a3
∂φ


=


∂Fv(v)
∂v
0 0
−2µ∂Da(v)
∂v
−2Da(v) 0
0 0 0


, (109)
J(v)|tn =


∂Fv(v)
∂v
|tn 0 0
−2µ∂Da(v)
∂v
|tn −2Da(v)|tn 0
0 0 0


,(110)
A(v(tn)) = J(v)|tn . (111)
The fixpoint scheme is given as:
vi+1(t
n+1) = exp(A(v(tn))∆t)
(
v(tn)
+A(v(tn))−1(I − exp(A(v(tn))∆t)) a˜(tn)
)
+
∫ ∆tn+1
tn
exp(A(v(tn))(tn+1 − s))B(vi)(s)dWv(s)
)
,(112)
We rewrite this with the singular term A−1 and obtain:
vi+1(t
n+1) = exp(A(v(tn))∆t)
(
v(tn)
+
(
I∆t+A(v(tn))
∆t2
2
+A2(v(tn))
∆t3
3!
)
a˜(tn)
)
+
∫ ∆tn+1
tn
exp(A(v(tn))(tn+1 − s))B(vi)(s)dWv(s)
)
,(113)
where a˜(v(tn)) =
(
a(v(tn))−A(v(tn))v(tn)
)
The stochastic integral is computed as a Stratonovich integral, e.g., Trape-
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zoidal rule:
c(∆t) =
∫ tn+1
tn
exp(A(v(tn))(tn+1 − s))B(vi)(s)dWs (114)
=
1
2
(Wv(t
n+1)−Wv(tn))
(
B(vi(t
n+1)) (115)
+ exp(A(v(tn)) ∆t) B(vi(t
n))
)
,
∆t = tn+1 − tn, (116)
(W(tj+1)−W(tj)) = (rand1
√
∆t, rand2
√
∆t, rand3
√
∆t)t,(117)
where rand1, rand2 and rand3 are three independent random numbers
given with N(0, 1).
We apply the following errors:
• The errors are computed as:
errv,∆t,t=1 = ||v∆t,Scheme(t = 1)− v∆tfine,Mil(t = 1)||, (118)
where || . . . || is the L2-norm, v∆t,Scheme(t = 1) is the solution of the ap-
plied schemes,
which means
Scheme = {EM,Mil, Iter1, Iter2}. ∆t = {10−4, 10−3, 10−2, 10−1} are
the different time-steps and t = 1.0 is the evaluated end-time-point.
v∆tfine,Mil(t = 1) is a reference solution based on the Milstein-scheme
at t = 1.0 and time-steps 10−5.
The same errors are encountered with the solutions of µ and φ
(see errµ,∆t,t=1, errφ,∆t,t=1).
• The statistical errors are given as:
– Strong convergence is based on the errors:
errv,∆t,t=1, errµ,∆t,t=1, errφ,∆t,t=1. (119)
– Weak convergence is based on the mean values of the errors:
errv,∆t,t=1,weak =
1
N
N∑
i=1
erri,v,∆t,t=1, (120)
where erri,v,∆t,t=1 are i = 1, . . . , N independent errors of the solution
v.
– The derivation of the mean value or variance is given as:
σ2v,∆t,t=1 =
1
N − 1
N∑
i=1
(erri,v,∆t,t=1 − errv,∆t,t=1,weak)2. (121)
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– Time-averaged mean-square value over the time (scan over the time-
space):
σ2v,∆t =
1
T
N∑
i=1
∆t (v∆t,Scheme(i ∆t)− v∆tfine,Mil(i ∆t))2. (122)
where the time-space is given as i = 1, . . . , N , ∆t N = T = 1.
The same errors and variances are also encountered with the solutions of
µ and φ.
The solutions of the equations are given for the different schemes in Figure
5.
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Figure 5: The figures present the results of the different splitting schemes (EM:
Euler-Maruyama, Iter1: Splitting Version 1, Iter2: Splitting Version 2. The
upper left figure presents the solutions of v, the upper right figure presents the
solutions of µ and the lower figure presents the solution of φ.
The convergence results of the different schemes and the three dimensional
plots are given in Figure 6.
In the following, the computational time of the different schemes are given
(see Table 1). We obtain, that the explicit schemes, i.e., Euler-Maruyama and
Milstein scheme, are faster but they have only their restrictions to small time-
steps. Therefore, the benefit of the implicit-iterative schemes, i.e., iterative
splitting (iter1 and iter2), is given based on large time-steps, e.g., ∆t ≤ 10−1,
where the explicit scheme are oscillating.
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Figure 6: The figures present the results of the different splitting schemes (EM:
Euler-Maruyama, Iter1: Splitting Version 1, Iter2: Splitting Version 2. The
upper left figure presents the weak convergence of v; the upper right figure
presents variance of of v and the lower figure presents the three dimensional
plot of all the solutions.
Remark 4.4. The examples show the important selections of the linearization
method, which is related to the iterative schemes. Some small benefits are ob-
tained with the Version 1, see Equation (112), that applied a simple relaxation
of the nonlinear part. Here, we take into account the relaxation effect of the it-
erative schemes as a function of time step. We see an improvement with larger
time-steps, e.g. see the variance-errors in Figure 6. On the other hand, we have
taken into account the costs of the new algorithms, that are acceptable, e.g., 2-3
times that of the standard schemes.
5 Conclusion
We discuss the problems of using novel iterative splitting schemes to solve
stochastic differential equations, which are applied to Langevin equations. We
derive convergence results to the iterative schemes and see the benefit of higher
order reconstruction based on the number of iterative steps. The numerical ex-
amples present the advantages of the iterative schemes and their computational
costs with respect to their relaxation effects. A real-life problem based on a
collision model is presented. The novel schemes can be applied to nonlinear
problems and they allow to use larger time steps without loosing their numer-
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Method ∆t
10−1 10−2 10−3 10−4
Euler-Maruyama 7.7248e-04s 0.0018s 0.0132s 0.1517s
Milstein 0.0012s 0.0032s 0.0286s 0.3215s
iter1 0.0080s 0.0536s 0.5302s 6.1977s
iter2 0.0078s 0.0472s 0.4497s 5.1896s
Table 1: Computational time of the different solver methods.
ical accuracy. Here, we can optimize the application of such novel schemes,
while the computational costs for the standard schemes are higher with smaller
time steps. In future, we see an area to optimize such novel schemes with their
benefit of relaxing the nonlinear solutions and to apply larger time steps.
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