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([FC98], [M02], [MSOOa], [MSOOb], [RW99], [RWOI]),





. , $\theta>0$ , $\theta=\theta_{0}>0$
, $\theta=\theta_{0}$ $\theta\neq\theta_{0},$ $\theta$ >0 ( ) $\alpha$
$A$ (\mbox{\boldmath $\theta$}o) , $X$ , $X\in A$ (\mbox{\boldmath $\theta$}0) $\theta 0$
$C$ (X) , $\theta>0$
$P_{\theta}\{\theta\in C(X)\}=P_{\theta}\{X\in A(\theta)\}=1-\alpha$





, Mandelkern [M02] ,
. , $X_{1},$ $\cdots,$ $X_{n}$ , $N($ \mu , $\sigma_{0}^{2})$










$\mu$ . , $u_{\alpha/2}$ $N(0,1)$ 100(\mbox{\boldmath $\alpha$}/2)%

















. , $\phi(\cdot)$ $N(0,1)$ (probability density function,
p.d.f.) , $\Phi(\cdot)$ $N(0,1)$ (cumulative distribution function,












. , $\Phi^{-1}$ $\Phi$ . 2.1 , $\mu$
, $\alpha=0.3173$ , $\overline{x}\leq-1$ ,





, $\overline{X}=\overline{x}$ , $\mu$ $L$
$L( \mu|\overline{x}):=\frac{\sqrt{n}}{\sqrt{2\pi}}\exp\{-\frac{n}{2}(\mu-\overline{x})^{2}\}$









$\exp\{-\prime n(\overline{X}-\mu)^{2}/2\}$ $(\overline{X}>0)$ ,
$\exp\{n(\mu\overline{X}-(\mu^{2}/2))\}$ $(\overline{X}\leq 0)$




$s$ (\mu 0), t( ) , [ $s($ \mu 0), $t($ \mu o)] ,
$1-\alpha$
$\mu$ ( 1 2.3 , Feldman and








. , $\theta(\mu)=1(\mu>0);=0(\mu\leq 0)$ . , $\mu$
$\hat{\mu}_{\mathrm{M}\mathrm{L}}:=\max\{\overline{X}, 0\}$ , p.d.f }
$f_{\hat{\mu}\mathrm{M}\mathrm{L}}( \mu^{*}; \mu)=[\sqrt{\frac{n}{2\pi}}\exp\{-\frac{n(\mu^{*}-\mu)^{2}}{2}\}]\chi_{\mu}*+\delta(\mu^{*})\{1-\Phi(\sqrt{n}\mu)\}$
. , $\chi_{\mu}^{*}=1(\mu^{*}>0);=0(\mu^{*}\leq 0),$ $\delta$ Dirac .
$\mu$ ( 2.4 , Mandelkern and Schultz [MSOOa]). ,
, $\mathrm{A}\mathrm{a}$ , .




2.4: [MSOOa] 68.27% [MSOOa] 95%
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3
, $X_{1},$ $\cdots,$ $X_{n}$ $N$ (\mu )1) .
, $\mu>0$ . , $H$ : $\mu=$ $K$ , $\mu$










. , $\phi,$ $\Phi$ $N(0,1)$ $\mathrm{p}.\mathrm{d}.\mathrm{f}.,$ $\mathrm{c}.\mathrm{d}.\mathrm{f}$. . , $\alpha$




$\lambda$ . , $\{\cdot\cdot r\}$ ,
$R(t)> \lambda\approx,\frac{\Phi(\sqrt{n}(t+\mu_{0}))}{\sqrt{n}\phi(\sqrt{n}t)}>\lambda\Leftrightarrow\Phi(\sqrt{n}(t+0))>\lambda\sqrt{n}\beta(\sqrt{n}t)$
, $\Phi$ , $\phi$ , 2
.
3.1 $\Phi(\sqrt{n}(t+\mu 0))/\phi(\sqrt{n}t)=\sqrt{n}\lambda$ $t$ , 2 .
, $\Phi(t+c)/\phi(t)=\lambda$ $t$ $\mathrm{A}\mathrm{a}$ .
$G(t):=\Phi(t+c)$ $-\lambda\phi$ (t)
111
, $1\mathrm{i}\mathrm{r}\mathrm{n}_{tarrow\infty}G(t)=1,$ $\lim_{tarrow-\infty}G(t)=0$ . ,
$G’(t)=\phi(t+c)$ $+\lambda$t$\phi(t)=\phi$ (t) $\{\frac{\phi(t+c)}{\phi(t)}+\lambda$t}
$=\phi(t)\{\lambda t+$ exp $(-ct- \frac{c^{2}}{2})\}$
. , $\lambda>0$ ,
$y= \exp(-ct-\frac{c^{2}}{2})$ , $y=-\lambda$t
, 2 .
(i) $c<0$ , $G’(t)=0$ $t$ 1 ( 3.1),
(ii) $c>0$ , $G’(t)=0$ $t$ 2 ( 3.2).
$t$
3.1: $c<0$ $G^{\gamma\prime}(t)=0$ 3.2: $c>0$ $G’(t)=0$
$t=t_{0}$ $t=t_{1},$ $t_{2}$
(i) , $G’(t\mathrm{o})=0$ , $G$( t)




$=G’(t)=0$ 1 $t_{0}$ , $G(t)$




$\circ G’(t)$ 2 $t_{1},$ $t_{2}$ $(t_{1}<t_{2})$
, $G(t)$
$t$
, $G(t)=0$ 2 ( 3.4,
3.5 ). 3.5 :(ii)
, .
, $R(t)=\lambda$ $t$ 2 ,
$\Phi(\sqrt{n}(t+\mu 0))=\lambda\sqrt{n}\phi(\sqrt{n}t)$
$\underline{t},$
$\overline{t}$ ( 3.6 ), , $\Phi(\sqrt{n}(t+$
)) $\leq\lambda\sqrt{n}\phi(\sqrt{n}t)$ $t$
-t(\mu 0)\leq t\leq -t( )
.
$t$








. , $\underline{t}$ , $\overline{t}$
$P$ { $\underline{t}(\mu_{0})\leq T\leq\overline{t}$( $\mu$o)} $=1-\alpha$ ,
$\Leftrightarrow$
$P\{\sqrt{n}\underline{t}(\mu_{0})\leq\sqrt{n}T\leq\sqrt{n}$
( $\sqrt{n}T=\sqrt{n}(\overline{X}-\mu 0)\sim$ N(0,1))
$\Phi(\overline{z})-\Phi(2)=1-\alpha$ (3.2)
. ,
$1-\alpha=P\{\underline{z}\leq\sqrt{n}T\leq\overline{z}\}=P$ { $\underline{z}\leq\sqrt{n}$ ( $\overline{X}-$ ) $\leq\overline{z}$}
$=P \{\underline{z}\leq\sqrt{n}\overline{X}-m\leq\overline{z}\}=P\{\frac{\underline{z}+m}{\sqrt{n}}\leq\overline{X}\leq\frac{\overline z+m}{\sqrt{n}}\}$
, $\overline{X}$
$[ \frac{1}{\sqrt{n}}(\underline{z}+m)$ , $\frac{1}{\sqrt{n}}(\overline{z}+m)]$
$1-\alpha$ . , (3.1), (3.2) $\underline{z},$ $\overline{z}$ ,
, $\mu$ ( 1 ).
, , $\mathrm{K}$ , $\mu$ p.d.f.
$\mu\sim\pi(\mu)=\{$
$\lambda \mathrm{e}^{-\lambda\mu}$ ( $\mu>$ O, $\lambda>0$),
0 $(\mu\leq 0, \lambda> 0)$
$\mathrm{E}\mathrm{x}\mathrm{p}(1/\lambda)$ . ,
















$\sqrt$}n\Phi t()$\sqrt$n(t+\mu 0)-\mbox{\boldmath $\tau$ \lambda n),
$\Leftrightarrow\lambda\exp\{-\lambda(t+\mu_{0})+\frac{\lambda^{2}}{2n}\}\Phi(\sqrt{n}(t+\text{ })-\frac{\lambda}{\sqrt{n}})>c\sqrt{n}\phi(\sqrt{n}t)$
, 3.1 $R(t)=c$ $t=\underline{t},$ $-t$
$\frac{\exp\{-_{7^{\lambda}}n=\underline{Z}\}\Phi(\underline{z}+\prime m-F^{\lambda}n)}{\phi(\underline{z})}=\frac{\exp\{-\frac{\lambda}{\sqrt{n}}\overline{z}\}\Phi(\overline{z}+m-\frac{\lambda}{\sqrt{n}})}{\phi(\overline{z})}$ , (3.3)
$(\underline{z}:=\sqrt{n}\underline{t}, \overline{z}:=\sqrt{nt}, m:=\sqrt{\prime n}\mu 0)$
$\Phi(\overline{z})-\Phi(\underline{z})=1-\alpha$ (3.4)
, $\overline{X}$
$[ \frac{1}{\sqrt{n}}(\underline{z}+m)$ , $\frac{1}{\sqrt{n}}(\overline{z}+m)]$
$1-\alpha$ . , (3.3), (3.4) $\underline{z},\overline{z}$ ,
) $\mu$ ( 1 , 3.7, 3.8 ).
$\mu$
$\ovalbox{\tt\small REJECT}_{\mathrm{s}}^{35}- \mathrm{a}\epsilon \mathrm{z}s_{l}s\mathrm{s}$
3.7: 68.27% 3.8: $\mathrm{E}\mathrm{x}\mathrm{p}(1/\lambda)$
68.27%
4
2, 3 , . ,
,
115
. , , $xarrow-\infty$ ,
$\langle$ 0 , $0$ , $xarrow-\infty$
. 0 .
. .
4.1: 95% $(\prime n=1)$




, 3 , ( $‘$ ,
. , $X_{1},$ $\cdots,$ $X_{n}$ , $N($ \mu , $\sigma^{2})$
. , $\mu>0,$ $\sigma$ ) $N($ \mu , $\sigma^{2})$ p.d.f. $g$ (x; $\mu,$ $\sigma^{2}$ )
.
, $H:\mu=\mu \mathrm{o}(>0),$ $\sigma\sim\pi(\sigma)=1/\sigma(\sigma>0)$ , $K:($ \mu , $\sigma)\sim$
$\pi(\mu, \sigma)=1/\sigma(\mu>0, \sigma >0)$ . , 3
$\int_{0}^{\infty}\int_{0}^{\infty}\prod_{i=1}^{n}g(x_{i;}\mu, \sigma^{2})($1/ $\sigma)$d$\mu$d$\sigma$
$T(X):=$




$(2 \tau)\frac{n}{2}-1$ $\exp\{-\tau\sum_{i=1}^{n}$ ( $x_{i}$ $-\mu$o) $2\}\mathrm{d}\tau$
$= \frac{2^{(n/2)-1}}{(\sqrt{2\pi})^{n}}\{\sum_{i=1}^{n}(x:-\mu_{0})^{2}\}^{-n/2}\int_{0}$rn/2)$-$ l $e^{-}$ ’dy
$( \prime y:=\tau\sum 2=1(x:-\mu_{0})^{2})$
$=C’ \{\sum_{i=1}^{n}(x_{i}-0)^{2}\}^{-n/2}$






$C’:= \frac{2^{(n/2)-1}\Gamma(n/2)}{(\sqrt{2\pi})^{n}}$ , $C”:=C’(n-1)^{-n/2}$ ,









( , $t$ $:=\sqrt{n}(\overline{x}-\mu)/s0$ $\text{ }.$ )
$= \frac{s_{0}}{\sqrt{n}}$ \sim ,-1 $(\sqrt{n}\overline{x}/s_{0})$
. , $F_{n-1}($ . $)$ $t_{n-1}$ c.d.f. . , $T(\overline{X})$
$T( \overline{X})=T_{0}(\overline{X}, S_{0}, \mu_{0})=\frac{(S_{0}/\sqrt{n})F_{n-1}(\sqrt{n}\overline{X}/S_{0})}{f_{n-1}(\sqrt{n}(\overline{X}-\mu_{0})/S_{0})}\leq\lambda$. (5.1)
. , (5.1) , $t$ .
5.1([T75]). $U,$ $\mathrm{Y}$ $U$ , $\nu \mathrm{Y}^{2}$
$\nu$ 2 . , $t_{\nu}$ T ,
$\mathrm{c}.\mathrm{d}.\mathrm{f}$ .






$P(t;\nu)=P\{T\leq t\}=P\{U/\mathrm{Y}\leq t\}=P\{U\leq t\mathrm{Y}\}$
$=E[P\{U\leq t\mathrm{Y}|\mathrm{Y}\}]=E[\Phi(t\mathrm{Y})]$
, $\Phi(t\mathrm{Y})$ $\mathrm{Y}$ , $\mathrm{Y}=1$ Taylor
$P(t;\nu)=\Phi(t)+t\phi$(t)E[Y $-1$] $+ \frac{1}{2}t^{2}\phi’(t)E[(\mathrm{Y}-1)^{2}]$
$+ \frac{1}{6}t^{3}\phi$“E $[( \mathrm{Y}-1)^{3}]+\frac{1}{24}t^{4}\phi^{(3)}(t)E[(\mathrm{Y}-1)^{4}]+\cdot\cdot|$ (5.3)
118
. , $\chi^{2}:=\nu \mathrm{Y}^{2}$
$E[\mathrm{Y}-1]=E[\sqrt{1+(\frac{\chi^{2}}{\nu}-1)}-1]$
. )




















$+ \frac{1}{4(n-1)}$ (3x8-28x$6+30x4+12x2+3$) $\phi(t)+O$ $( \frac{1}{n^{3}})$
$=:q_{n-1}(t)+O( \frac{1}{n^{3}})$
. , $Q_{n-1}$ (t):= $\int$-t\sim q l(x)dx , (5.1) $T$
$\tilde{T}(\overline{X}, S_{0}, \mu_{0}).:=\frac{(S_{0}/\sqrt{n})Q_{n-1}(\sqrt{n}\overline{X}/S_{0})}{q_{n-1}(\sqrt{n}(\overline{X}-\mu_{0})/S_{0})}$ (5.4)
1 . , $t:=\sqrt{n}(\overline{x}-\mu_{0})/s_{0}$ ,
$\{$
$(s_{0}/ \sqrt{\prime n})Q_{n-1}(\underline{t}+\frac{\sqrt{n}\mu_{0}}{s_{0}})/q_{n-1}(\underline{t})=(s_{0}/\cap nQ_{n-1}(\overline{t}+\frac{\sqrt{n}\mu 0}{s_{0}})/q_{n-1}(\overline{t})$ ,
$P\{\underline{t}\leq t\leq\overline{t}\}=1-\alpha$
$\underline{t},$
$\overline{t}$ . , $t$ $s_{0}$
. , , $\sigma$
$P_{\mu 0,\sigma} \{\mu_{0}+\frac{\sigma}{\sqrt{n}}\underline{t}_{0}(\frac{\mu_{0}}{\sigma})\leq\overline{X}\leq\mu_{0}+\frac{\sigma}{\sqrt{n}}\overline{t}_{0}(\frac{\mu_{0}}{\sigma})\}=1-\alpha$
,
$[ \mu_{0}+\frac{\sigma}{\sqrt{n}},\underline{t}_{0}(\frac{\mu 0}{\sigma}),$ $\mu_{0}+\frac{\sigma}{\sqrt{n}}\overline{t}_{0}(\frac{\mu_{0}}{\sigma})]$
. , $\sigma$ } , $\sigma$ So
$[ \mu 0+\frac{S_{0}}{\sqrt{n}}\underline{t}_{0}(\frac{\mu 0}{S_{0}}),$ $\mu 0+\frac{S_{0}}{\sqrt{n}}\overline{t}_{0}(\frac{\mu_{0}}{S_{0}})$ ]
, ( 5.1 ). , ,










, $N($ \mu , $\sigma_{0}^{2})$ $\mu$
. , Po(\lambda )
. , , $\lambda$ , ,




, $X_{1},$ $\cdots,$ $X_{n}$ , Po $(\lambda :=\mu+b)$
. , $b$ , $\mu$ . ,
$\mathrm{Y}:=X_{1}+\cdots+Xn$ Po(n\lambda ) ,
$e^{-nl} \sum_{k=y}^{\infty}\frac{(\prime nl)^{k}}{k!}.=\alpha/2$ , $e^{-nu} \sum_{k=0}^{y}\frac{(nu)^{k}}{k!}=\alpha/2$
$y=0,1$ , $2,$ $\cdot\cdot\downarrow$ , $l,$ $u$ , $[l, u]$ ( 6.1




, $\mathrm{Y}$ (probability mass function, p.m.f.)
$p(y| \lambda)=\frac{e^{-n\lambda}(n\lambda)^{y}}{y!}$ $(y=0,1, \cdots ; \lambda>b)$
$\psi\mathrm{a},$ $\lambda=\mu$ $b$ , $\mathrm{Y}$ $\mathrm{p}.\mathrm{m}.\mathrm{f}$.
$p(y| \mu)=\frac{e^{-n(\mu+b)}\{n(\mu+b)\}^{y}}{y!}$ $(y=0,1, \cdots ; \mu> 0)$














$l,$ $u$ , $[l, u]$ $1-\alpha$ ( 6.2 , Roe and
Woodroofe [RWOI] $)$ . ,
, $b$ .
$5555\ovalbox{\tt\small REJECT}$ $\sim 5\ovalbox{\tt\small REJECT}_{6}$

















, $H:\mu=1.5$ $[1, 7]$ ( 6.1 ). ,
6.1 rank , (confidenoe coefficient
$\mathrm{c}.\mathrm{c}.$ ) $\mathrm{c}.\mathrm{c}$ . 90% . $\mu$
0.0001(0.0001)25 , ( 6.3 , Feldman and Cousins
[FC98] $)$ , ( 1 6.4 ).
123
6
$y$ $L(\mu|y)$ $p(\mu^{*}|y)$ $R(y)$ rank $\mathrm{c}.\mathrm{c}$ .
0 0.0111 0.0498 0.2231 9
10.0499 0.1494 0.3347 7 $*$
20.1125 0.2240 0.5020 6 $\neq.\cdot$
3 0.1687 0.2240 0.7531 4 $*$.
4 0.1898 0.1954 0.9715 2 $\#$.
5 0.1708 0.1755 0.9735 1 $*$.
6 0.1281 0.1606 0.7976 3 $*$.
7 0.0824 0.1490 0.5528 5 $*$
80.0463 0.1396 0.3319 8
9 0.0232 0.1251 0.1758 10
10 0.0104 0.1194 0.0833
$5555\ovalbox{\tt\small REJECT}$ $555\ovalbox{\tt\small REJECT}_{\Leftrightarrow}6$


































3 [0,4.754] $[0_{-}$, 4.362$]$
4 $\underline{[}0$,6.153][0,5.345]
5 $[0, 7.51\underline{3}]--$ $[\underline{0,}6.437]$
$6$ [0,8.842] $[0_{-},7.599]$
$7$ [0.285,10.148][0.550, $9.17_{\mathrm{t}}^{(}$
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