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Abstract - The trends in parallel processing system 
design and deployment have been focusing on 
networked distributed systems such as commodity-
based cluster computing systems. When building a 
cost-effective high-per'formance parallel processing 
system, a performance model is a useful tool for 
exploring the design space and examining various 
parameters. However, performance analysis in such 
systems has proven to be a challenging task that 
requires the innovative performance analysis tools and 
methods to keep up with the rapid evolution and ever 
increasing complexity of such systems. To this end, we 
propose an analytical model for heterogeneous multi-
cluster systems. The model takes into account 
stochastic quantities as well as network heterogeneity 
in bandwidth and latency in each cluster. Also, 
blocking and non-blocking network architecture 
model is proposed and are used in performance 
analysis of the system. The message latency is used as 
the primary performance metric. The model is 
validated through a discrete-event simulator that 
performs the behavior of the network operation in 
multi-cluster systems. 
1. Introduction 
Over the past few years, the predispositions in 
parallel processing system design and 
deployment have been concentrating on 
networked distributed systems such as 
commodity-based cluster computing [1] and grid 
computing [2] systems. The main ingredients for 
such a move towards networked based systems 
are the recent advances in processing and 
network technologies and their availability as 
cheap and commodity components. Also, the 
increasing need of computing power for 
computational science and commercial 
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applications coupled with the high cost and low 
accessibility of traditional supercomputers have 
galvanized research in alternative solution for 
cost-effective high-performance parallel and 
distributed systems. As a result, cluster 
computing and grid computing systems have 
emerged as a new high-performance distributed 
computing paradigm. These systems are widely 
used in academic and commercial sectors 
supporting both high-performance parallel 
applications such as computational chemistry, 
astrophysics, and computational fluid dynamics, 
and commercial applications such as a load-
balanced high-performance Web Servers like 
HotBot, which uses a parallel Oracle database 
[16]. 
This paper addresses the performance analysis 
problem for heterogeneous multi-cluster 
computing systems. The motivation for 
considering such systems is that multi-cluster 
systems are gaining more impOltance in practice 
[3, 10, 11] and a wide variety of parallel 
applications are being hosted on such .systems as 
well [3, 4]. Moreover, performance analysis in 
such systems has proven to be a challenging task 
that requires the innovative performance analysis 
tools and methods to keep up with the rapid 
evolution and ever increasing complexity of such 
systems [21]. 
An accurate analytical model can provide 
quick performance estimates and will be a 
valuable design tool. However, there is-very little 
research addressing analytical model for 
heterogeneous multi-cluster systems. The few 
results that exist are based on homogenous 
cluster systems and the evaluations are confmed 
to a single cluster [7, 8, 9]. To this end, we 
present a new methodology that is based on 
queuing networks technique to analytically 
evaluate the perionnance of heterogeneous 
multi-cluster systems. The model takes into 
accowlt stochastic quantities as well as network 
heterogeneity in bandwidth and latency in each 
cluster. Also, blocking and non-blocking 
communication network model is proposed and 
are used in perfonnance analysis of the system. 
The message latency is used as the primalY 
performance metric. The model is validated 
through a discrete-event simulator that performs 
the behavior of the network operation in multi-
cluster systems. 
The rest of the paper is organized as follows. 
In Section 2, we give a brief overview of the 
multi-cluster system model used in this paper. In 
Section 3, we describe the proposed analytical 
model. The communication network model for 
blocking and non-blocking architecture is 
described in Section 4. In Section 5, we present 
the model validation experiments. Finally, 
Section 6 summarizes our findings and concludes 
the paper. 
2. System Description 
Generally, multi-cluster systems can be 
classified into Super-Cluster and Cluster-oj-
Cluster. A good exatnple of Super-Cluster 
systems is DAS-2 [10], which is characterized by 
large number of homogenous processors and 
heterogeneity in commwlication networks. In 
contrast, Cluster-of-Clusters are constructed by 
intercollllecting mUltiple single cluster systems 
thus heterogeneity may be observed in 
communication networks as well as processors. 
The LLNL multi-cluster system which is built in 
. by intercomlecting offour single clusters, MCR l , 
ALC2, Thunder, and PVC3 [11] is an example of 
cluster-of-cluster system. 
Since we are plaillling to sketch a general 
model for multi cluster systems, a genenc 
I Multiprogrammatic Capability Cluster 
2 ASC Linux Cluster 
3 Visualization Cluster 
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structure of such systems is proposed. The new 
sketch is called Heterogeneous Multi-Stage 
Clustered Structure (HMSCS), which is a 
derivative ofMSCS [6]. Fig. 1 shows the overall 
architecture of HMSCS system. The system is 
made up of C clusters, each cluster i is 
composed ofN; processors of type T;, i=l, ... ,c. 
Also, each cluster has two communication 
networks, an Intra-Communication Network 
(lCNl i)' which is used for the purpose of 
message passing between processors, and an 
intEr-Communication Network (ECNl i), which 
is used to transmit messages between clusters, 
management and also for the expansion of 
system. Note that, ECN can be accessed directly 
by the processors of a cluster without going 
through the ICN. As it can be seen, this structure 
can cover both classes of multi-cluster systems. 
m 1.0<."",,,,,,,,.,,,, 
e .............. ", 
<=) ",.-C~._" '~",""'_"'(IC~) 
o "LT..c"",_~,~;'.~""""UN 
Fig. I. Heterogeneous Multi-Stage Clustered 
Structure 
3. The Proposed Analytical Model 
In this section, to illustrate the derivation of 
the model, we will focus our discursion on the 
Super-Cluster system with homogenous 
processors and heterogeneous col11tmmication 
networks. At first, we should outline the 
assumptions made in the analysis that are widely 
used in the similar study [6, 8, 9, 17, 20]: 
1. Each processor generates packets 
independently which follows a Poisson 
process with a mean rate of 'A and inter-
arrival times are exponentially distributed. 
2. The arrival process at a given communication 
network is approximated by an independent 
Poisson process. This approximation has 
often been invoked to detennine the arrival 
process in store-and-forward networks [21]. 
In this paper we apply the store-and-forward 
network, e.g., Ethernet-based networks. 
Therefore, the rate of process arrival at a 
communication network can be calculated 
using Jackson's queuing networks formula 
[12]. 
3. Each processor granted the network as a 
packet transmission. 
4. The destination of each request would be any 
node in the system with uniform distribution. 
5. The number of processors in all clusters are 
equal (NI=N2 = ... =Nc=Na) with homogenous 
type of(TI=T2= ... Tc=To). 
6. Message length is fixed and equal to Mbytes. 
A packet is never lost in the network. Also, 
the terms "request" and "packet" are used 
interchangeably throughoutthis paper. 
Based on characteristics of the HMSCS 
system behavior (see Fig. 1), each 
communication network can be considered as 
service center. The queuing network model of 
system is shown in Fig. 2, where the path of a 
packet through various queuing centers is 
illustrated. As is shown in the model, the 
processor requests will be directed to service 
center lCN1 and ECN1 by probability l -P and 
P, respectively. According to assumption 1, the 
request rate of a processor is A, so the input rate 
of lCN1 and ECN1 which feed from that 
processor will be A(l-P) and A.P, respectively. 
The additional inputs at these service centers, }71 
and /f;/, are due to the requests generated by 
other processors of the same cluster. The output 
of lCN1 is feedback to the same processor, and 
also En represents the response to other 
processors in the same cluster. 
The external request (out of cluster) of a 
cluster goes through the ECN1 with probability 
P and then ICN2. In the return path, it again 
accesses the ECN1 to get back to the node, 
which initiated the request. As mentioned before, 
EEl and E12 are responses to the other requests 
except the one under consideration. 
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Fig. 2. Queuing Model of a Super-Cluster System 
So, the total requests of the processors 
received by service centers in the first stage can 
be calculated as follows: 
An = (1 - P)A+}71 = (l -P)A + (Na-l)(l-P)A 
=No(l-P)A (1) 
/LEI(I) = PA+ /f;1 =PA + (Na-l)P/L 
= NaPA (2) 
where AEl(I) is the input rate of ECN1, the one 
which is feed by the processor. 
In the second stage, the input request rate of 
lCN2 in forward path and ECNl in feedback path 
can be computed by following equations: 
A12= AE1(l)+ }72 =NoPA + (C-l)AEI(l) 
= NaPA + (C-l) NaPA = C NaPA (3) 
(4) 
where AEI(2) is the input rate of ECNl from 
feedback path. According to equations (2) and 
(4), the input rate ofECNl is: 
(5) 
As it can be seen in the previous equations, 
the probability P has been used as the probability 
of outgoing request within a cluster. According 
to assumption 4, this parameter is computed 
base o'n structure of HMSCS by the following 
equation: 
t(C~lJ 
P ="';""';:'--'--- (C-1) xNo 
N -I N-I 
(C-l)xNo 
~ P = ------"-
(CxNo),...l 
(6) 
In this paper, message latency is selected as a 
primary performance metric. However, most of 
the other performance metrics for the queuing 
network model of a multi-cluster system are 
related to the message latency with simple 
equations [17]. To model the mean message 
latency, we consider effective parameters ~s 
follows. In such systems, the mean network 
latency, that is the time to cross the network, is 
the most important part of the message latency. 
Other parameters such as protocol latency can be 
negligible. 
Since the system under study is symmetric, 
averaging the network latencies seen by message 
generated by only one node for all other nodes 
gives the mean message . latency in the network. 
Let S be the source node and D denotes a 
destination node such that D E A -{S} where A is 
the set of all nodes in the network. The network 
latency, T c , seen by the message crossing from 
node S to node D consist of two parts: one is the 
delay due to the physical message transmission 
time, Tw, and the other is due to the blocking 
time in the network, TE• Therefore, T c can be 
written as: 
(7) 
These parameters are strongly depended on 
the characteristics of the communication 
network which is used in the system. Of this, we 
take into account two different networks in our 
model as following. 
4. Modeling of Interconnection Network 
The key requirements for speedup of clustered 
parallel applications are an interconnect that 
allows the cluster nodes to communicate with 
each other as quicldy as possible, both on a one-
to-one basis and on a many-to-many ba<>is. The 
most important characteristics for the cluster 
interconnect are as follows: 
1. Latency: the time to transmit a small message 
on the network which is typically measured in 
microseconds (!1s). 
2. Bandwidth: the rate of throughput for large 
messages when are pipelined into interconnects 
fabric and is typically measured in 
megabytes/second (MB/s). 
3. Bisection bandwidth: the rate of 
communication between two halves of the 
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system which is measured in megabytes/second 
(MB/s). 
The first two parameters are strongly 
influence by the network technologies i.e., 
Ethernet, Myrinet, Infmiband, etc. But the last 
one is related to the structure of the network, 
where interconnection networks of most regular 
computing systems are characterized by their 
bisection bandwidth. 
Definition 1: A network with N nodes has "Full 
Bisection Bandvvidth" if the sum of the link 
bandvvidths between any two halves of the 
network is NI2 of a single link bandwidth. 
So, two arbitrary nodes in a network with full 
bisection bandwidth network can communicate 
at full speed with each other. Network 
topologies with full bisection include the full fat 
tree, the hypercube and fhll crossbar central 
switches. In the following sections, analytical 
model for non-blocking and blocking 
interconnect architecture are atticulated. 
4.1. Modelin~ of Non-blocking Network 
Based on aforementioned parameters, for non-
blocking interconnect architecture, the tin1e to 
transmit a message of size M from/at node S 
with index of i to/from node D with index ofj, 
similar to [13], can be obtained 1i-om following 
formula: 
Tij = tXij + Mflij (8) 
where ~j is the network latency and flij is the 
time to transmit a byte (inverse of bandwidth). 
So, the network heterogeneity in our model was 
considered using the tXij and flij values. 
For non-blocking architecture, we use a 
Multi-Stage Fat-Tree topology which is used in 
some cluster systems such as Thunder [14], with 
some minor modifications. The building block in 
this topology is a K-way switch fabric. Where 
switch's ports are divided into Up-Link (UL) 
and Down-Link (DL) connections. In the middle 
stage we have UL=DL=Kl2, but in the last 
stage, DL is equal to K and UL is zero. Fig. 3 
depicts this topology of 16 nodes connected 
through 4-port switches. Since this topology 
posses a multi-level switch, it causes the latency 
of the network to be increased. So the equation 
(8) can be rewritten as follows: 
Tij = (Xi) + (2d-l)fX,w+ MfJi) (9) 
where i1;w is the latency of a network switch and 
d is the number of stages in the topology. 
Definition 2: the number olstage in multi~stage 
fat-tree can be calculated as follows, where N is 
number of nodes which are to be connected to 
the network: 
Fig. 3. The Multi-Stage Fat-Tree Topology 
(N=16, K=4) 
(10) 
Definition 3: the number of switches in a multi-
stage fat-tree topology can be calculated as 
follows: 
N sw = (2d -1) X(~ )d-l (11) 
In Fig. 3 for example the number of stages can 
be computed fi'om equation (10) which is d=3, 
and from equation (11) the total number of 
switches will be Nsw=20. 
Theorem 1: A multi-stage fat-tree topology is a 
communication network with full bisection 
bandwidth. € 
It is obvious that in this architecture the network 
bandwidth doesn~t have any degradation at all. 
Therefore, blocking time in the network is equal 
to zero (TB = 0) and consequently Tc = Tw. 
Now, with assumption of exponential 
distribution for serVice time of the 
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communication networks, we can determine the 
mean transmission time (Tw). Due to non-
blocking behavior of the network, it seems which 
this is a reasonable assumption. Of this and 
according to Fig. 2, we can write: 
Tw = (I-P)WII +P(WI2 +2WE/) (12) 
4.2. Modeling of Blocking Network 
Here, we consider a blocking interconnect 
architecture, to propose an analytical model 
similar to what happened in non-blocking 
network model. To construct such networks, a 
chain of switches to be need cascaded to each 
other, and despite non-blocking network, one 
level of switches is used here. In other words, 
this topology is a Linear Array of switches, in . 
which the number of switches in this network 
can be calculated as follows: 
Nsw=i;l (13) 
So, the time to transmit a message of size M 
from/at the node i tom'om the node j, can be 
calculated as: 
(14) 
where rp is the number of a network switch 
which is traversed form node S to node D 
(1 srpSNsw). On the basis of average case analysis, 
the rp can be substituted with the average of 
traversed distances in the network (a linear array 
topology). So the equation (14) can be written 
as: 
Tij = (Xi} + Ns; + 1 i1;w+ MfJij (15) 
Since our topology is a linear array of 
switches, it is obvious that the bisection width of 
this topology must be one, so the bisection 
bandwidth is equal to a single link bandwidth. 
According to the definition 1 this topology is not 
a full bisection bandwidth, as a result TB:;C O. Due 
to assumption 4, having completely uniform 
network traffic, the probability of crossing a 
message between two halves is equal 12. Since 
the network throughput (allocated one) depends 
on the aggregate bandwidth, the number of 
communication pairs and the volume of the 
communication [18], thus (NI2-1) nodes will be 
blocked if all nodes · request to transmit a 
message while only one is pennitted to go 
through. Consequently, the blocking time can be 
gIVen as: 
N 
Tn = (2- 1}XMfJij (16) 
The concept of bisection bandwidth confirms 
that the linear array network is not suited for 
random traffic patterns, but for localized traffic 
patterns. To calculate the total message latency, 
we make an approximation to simplify the 
model. To do this, we add the blocking time to 
the average transmission time of messages 
(equation (15» and assume that the service time 
of the communication network has exponential 
distribution. So, 
Tij = {X;j -I- Ns; +1 Ci;m,-I- MfJij -I- (~ -l)xMfJij 
_ N sw +l NMII 
- aij + a;,'w-l- - Pi) 
3 2 
(17) 
This means that the network throughput of 
this topology is slashed by number of nodes of 
one half. Now, similar to non-blocking network 
model the Tc can be calculated with equation 
(12). 
5. Model Validation 
The modeling technique described in the 
previous sections has induced a few 
approximations at certain stages of the analysis 
to preserve simplicity. In order to validate the 
technique and justify the approximations, the 
model was simulated. Requests are generated 
randomly by each processor with an exponential 
distribution of inter-alTival time with a mean of 
1I;t. The destination node (D) is determined by 
using a uniform random number generator. Each 
packet is time-stamped after its generation. The 
request completion time is checked in to 
compute the message latency in a "sin/(' module. 
For each simulation experiment, statistics were 
gathered for a total nun1ber of 10,000 messages. 
In our study, we applied two well-known 
network technologies, Gigabit Ethernet (GE) 
and Fast Ethernet (FE), which' are widely used in 
cluster systems. The other assumptions regarding 
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to the model specifIcations and parameters are 
indicated in Table 1. It should be noted that the 
latency and bandwidth of each network are 
reported by [15] and our experimentation tests. 
Some combinations of system configuration, 
network type and switch fabric capacity were 
examined. In this regards, a multi-cluster system 
with N=256 (C=8, No=32) nodes with Fast 
Ethernet for ICNI and Gigabit Ethernet for 
ECNI and ICN2 was selected as a platform to 
calculate the average message latency. The 
number of ports in each switch fabric (K) is 
assumed to be 24 and 8. The results of 
simulation and analysis for non-blocking 
communication networks are depicted in Fig. 4 
in which the average message latencies are 
plotted against the message generation rate (;t) 
with message sizes of 1024 bytes for two 
different values of port number in each switch 
fabric. 
80 
i 70 
160 
150 i 40 
Table 1. Model Parameters 
C=B, NO=32, M-1024 (Non·blocklng) 
po t==~:.........*---><-~ 
~ 20 
! 10 
1.5 2 2,5 3 3.5 4 4.5 5 5.5 
TraffIc Rate (message/sec) 
Fig. 4. Average Message Latency vs. Traffic Rate 
for Non-blocking Networks 
In the next step, we moved to blocking 
communication networks (with the same 
parameters) to validate our model. As it was 
expected, here the average message latency was 
much larger than the previous model (non-
blocking), which is depicted in Fig. 5. 
180 
~ 160 g 140 
g 120 
fJ 100 
..J 
C=8. NO=32. M=1024 (Blocking) 
• 80 f 60 "'==1*1==''''''''""-
:!! 40 
~ 20 
o+-~--~--~~--~--~~--~--. 
1.5 2.5 3.5 4.5 5 5.5 
Traffic Rate (message/sec) 
Fig. 5 . Average Message Latency vs. Traffic Rate 
for Blocking Networks 
As mentioned before in assumption of the 
model, these figures demonstrate the average 
message latency with uniform traffic pattern. 
Comparing with non-blocking network results, 
the average message latency of blocking network 
is larger, something between 2.1 to 2.3 times. 
Also, we can find that the non-blocking network 
is more sensitive to the number of ports in switch 
fabric rather than blocking network. It should be 
noted that the cost of non-blocking network is 
much more than blocking network, so there is a 
tradeoff to select proper communication network 
for such systems. The results of this study 
showed that our analytical model can predict the 
average message latency with good degree of 
accuracy. 
6. Conclusions 
A performance model is an essential tool for 
behavior prediction of a system. It is used to 
analyze intricate details of the system and 
various design optimization issues. One such 
model based on queuing networks is presented in 
this study to predict the message latency of 
multi-cluster systems. Two different networks, 
blocking and non-blocking, were used in our 
modeling of the system. The analysis captures 
the effect of communication network 
architecture on the system performance. The 
model is validated by constructing a set of 
simulators to simulate different types of clusters, 
and by comparing the modeled results with the 
simulated ones. 
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The future works focus on in1proving the 
analytical model to tack into account more 
effective parameters such as contention and 
another switching method (e.g., wormhole 
switching), modeling of communication 
networks with technology heterogeneity and 
propose a similar model to another class of 
multi-cluster systems, Cluster-of-Clusters. We 
intent to use probabilistic analysis as complement 
of queuing theory to study of multi-cluster 
systems as well. 
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