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Resumen
El control repetitivo digital es una te´cnica basada en el principio del modelo interno que permite seguir y/o rechazar sen˜ales
perio´dicas. Una hipo´tesis clave en los disen˜os tradicionales de control repetitivo es que la frecuencia de tales sen˜ales es constante y
conocida, siendo su principal desventaja la elevada degradacio´n de prestaciones que aparece cuando dicha frecuencia es incierta o
varı´a con el tiempo. En este trabajo se presenta una revisio´n de las principales estrategias introducidas hasta la fecha para resolver
este problema. Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El Control Repetitivo (RC, por sus siglas en ingle´s) (Long-
man, 2000; Cuiyan et al., 2004; Tomizuka, 2008; Wang et al.,
2009), es una te´cnica basada en el Principio del Modelo Interno
(IMP, por sus siglas en ingle´s) (Francis and Wonham, 1976).
E´ste establece que para seguir/rechazar una sen˜al es necesario
que su generador este´ incluido en lazo de control. El RC aplica
el IMP para el seguimiento/rechazo de sen˜ales perio´dicas asu-
miendo que la frecuencia de las sen˜ales a seguir/rechazar es
constante y conocida. El RC esta´ relacionado tambie´n con el
Iterative Learning Control (ILC) (Bristow et al., 2006). E´sta es
una te´cnica de control pensada para ir mejorando las prestacio-
nes del sistema de lazo cerrado a medida que se va repitiendo
una cierta actividad. Mientras que en el ILC las diferentes re-
peticiones no son, necesariamente, seguidas en el tiempo, en
el RC se asume que a una repeticio´n le sigue inmediatamente
la siguiente. Esta particularidad permite superar algunas de las
diﬁcultades te´cnicas existentes en el ILC.
El RC ha sido ampliamente usado en diferentes a´reas. Des-
tacan, entre otras, lectores de discos duros y discos compactos
(Chew and Tomizuka, 1990), robo´tica (Sun et al., 2007; Kasac
et al., 2008), electro-hidra´ulica (Kim and Tsao, 2000), supre-
sio´n de vibraciones (Hattori et al., 2000; Daley et al., 2006),
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intercambiadores de calor (A´lvarez et al., 2007), compensacio´n
de friccio´n (Huang et al., 1998), ma´quinas de inyeccio´n de mol-
des (Nan et al., 2006), actuadores piezoele´ctricos (Choi et al.,
2002), control de motores lineales (Chen and Hsieh, 2007),
rectiﬁcadores electro´nicos (Zhou and Wang, 2003), inversores
PWM (Li et al., 2006; Wang et al., 2007b) y ﬁltros activos
(Costa-Castello´ et al., 2009). En todas ellas el RC ofrece ele-
vadas prestaciones en estado estacionario.
Una de las principales debilidades del RC aparece cuando la
frecuencia de la sen˜ales a trabajar es incierta o sufre variaciones
con el tiempo. En estos casos, el RC tradicional presenta una
signiﬁcativa pe´rdida de prestaciones (Steinbuch, 2002). Con
el ﬁn de resolver esta problema´tica y poder aprovechar los
beneﬁcios del RC en entornos de frecuencia incierta o variante
en el tiempo, se han propuesto diferentes modiﬁcaciones al
planteamiento inicial que hacen al RC ma´s robusto frente a este
tipo de incertidumbres. Este trabajo presenta una revisio´n de los
principales enfoques planteados hasta el momento para afrontar
dicha situacio´n.
El artı´culo esta´ estructurado de la forma siguiente. La
Seccio´n 2 presenta dos aplicaciones, provenientes de a´mbitos
diferentes, en las que el RC se ha aplicado con e´xito. Estas
aplicaciones servira´n para ilustrar la bondad del RC en el caso
de conocerse la frecuencia de las sen˜ales, ası´ como para estudiar
las causas por las cuales la frecuencia varı´a y las consecuencias
de este efecto. Tambie´n se utilizara´n para aplicar las estrategias
de control descritas en este trabajo. La Seccio´n 3 presenta
la estructura del RC, sus componentes y me´todos de disen˜o.
A continuacio´n se muestran algunos ejemplos experimentales
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Figura 1: Sistema rotatorio sometido a perturbaciones perio´dicas, sin RC y a
velocidad nominal ω = 4rev/s: velocidad de giro, ω, y transformada de Fourier
de ω (una vez eliminada la componente continua), en re´gimen permanente.
de aplicacio´n del RC en las plantas descritas anteriormente y
se concluye analizando la pe´rdida de prestaciones cuando la
frecuencia es incierta o variante. La Seccio´n 4 describe las
principales propuestas existentes en la literatura que tienen en
cuenta la naturaleza incierta o variante en el tiempo de las
sen˜ales a tratar. E´stas se han agrupado en dos grandes apartados:
por un lado, en la Seccio´n 4.1 se encuentran las propuestas
que utilizan un perı´odo de muestreo variable y, por otro, la
Seccio´n 4.2 incluye aquellas que dejan el perı´odo de muestreo
ﬁjo. Finalmente, la Seccio´n 5 presenta algunas conclusiones y
aporta criterios que permiten seleccionar entre las diferentes
opciones presentadas ante una aplicacio´n concreta.
2. Ejemplos de sistemas sometidos a perturbaciones pe-
rio´dicas
Con el objeto de ilustrar las diferentes te´cnicas de RC que
se expondra´n a lo largo del artı´culo, se introducen ahora dos
ejemplos relevantes de sistemas sometidos a perturbaciones
perio´dicas. El primero proviene del campo de la mecatro´nica,
mientras que el segundo lo hace del campo de la electro´nica de
potencia.
2.1. Sistema meca´nico rotatorio
Muchos sistemas meca´nicos, tales como discos duros, CDs
y ma´quinas de control nume´rico, entre otros, esta´n pensados pa-
ra girar a velocidad angular, ω, constante. En estas circunstan-
cias cualquier desequilibrio en la inercia giratoria o cualquier
friccio´n genera un par pulsante sobre el eje de giro. Dicho par
hace que en lazo abierto, o en lazo cerrado con controladores
tradicionales tipo PID, la velocidad angular en re´gimen perma-
nente describa una sen˜al de caracterı´sticas perio´dicas en la que
el perı´odo esta´ directamente relacionado con la velocidad de gi-
ro. A modo de ejemplo, la Figura 1 muestra la evolucio´n de la
velocidad angular, ω, y su transformada de Fourier, en re´gimen
permanente, de un sistema giratorio cuya dina´mica esta´ per-
turbada por la interaccio´n entre un conjunto de imanes ﬁjos y
Vn
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Figura 2: Corriente generada por un rectiﬁcador de diodos conectado a la red
de distribucio´n (Vn: tensio´n de la red; il: corriente de la carga; in: corriente de
la red).
mo´viles (Costa-Castello´ et al., 2005). Puede observarse que la
velocidad describe una sen˜al perio´dica, mientras que su trans-
formada de Fourier esta´ concentrada alrededor de la frecuencia
de giro y sus componentes armo´nicas. Dadas las consideracio-
nes anteriores este tipo de sistemas constituye, por tanto, campo
natural de aplicacio´n del RC.
2.2. Sistema electro´nico
Los Convertidores Electro´nicos de Potencia (CEP) son dis-
positivos disen˜ados para transformar y adaptar la energı´a ele´ctri-
ca. La conversio´n de Corriente Alterna (CA) a Corriente Conti-
nua (CC) (rectiﬁcacio´n) y de CC a CA (inversio´n) constituyen
algunas de las importantes aplicaciones de los CEP. En ambos
casos muchas de las sen˜ales que aparecen en el sistema, inclu-
yendo voltajes y corrientes, presentan caracterı´sticas perio´dicas
en re´gimen permanente, lo cual hace del RC una te´cnica espe-
cialmente indicada para el control de estos dispositivos.
Otra aplicacio´n de intere´s en electro´nica de potencia es
el ﬁltrado activo (Akagi, 1996; Buso et al., 1998; Costa-
Castello´ et al., 2009). En esta ocasio´n el CEP se coloca en
paralelo a una o varias cargas no lineales o reactivas y se
pretende que la corriente vista por la fuente presente una forma
senoidal en fase con la sinusoide de la fuente. Ello permite
obtener un factor de potencia unitario. A modo de ejemplo
la Figura 2 muestra las corrientes de carga y red, en re´gimen
permanente, generadas por la conexio´n de un rectiﬁcador de
diodos, esto es, de una carga no lineal, a la red de distribucio´n.
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Figura 3: Modelo interno gene´rico .
No´tese que ambas presentan la forma de una sen˜al perio´dica
con un importante contenido armo´nico.
3. Controladores repetitivos: estructura y disen˜o
3.1. Modelo interno
El IMP establece que para poder seguir una sen˜al sin error
estacionario es necesario que su generador este´ contenido en el
lazo de control. El generador de una sen˜al de tiempo discreto
de perı´odo N, obtenido a partir de la transformada Z de su
representacio´n en serie de Fourier, puede escribirse como:
I(z) =
z−N
1 − z−N =
1
zN − 1 . (1)
Obse´rvese que si en la entrada de este generador se introduce
una sen˜al de longitud N y posteriormente se deja a cero, el
sistema repite en la salida de forma indeﬁnida dicha sen˜al,
dando ası´ lugar a una sen˜al de perı´odo N tal que los valores
que toma en cada perı´odo coinciden con los consignados en el
sistema al inicio.
La introduccio´n de I(z) dentro del lazo de control constituye
el elemento distintivo del RC y, en caso de que el sistema
de lazo cerrado sea estable, es el elemento que garantiza las
prestaciones de seguimiento en re´gimen permanente. Desde un
punto de vista frecuencial, la principal caracterı´stica de (1) es
que tiene N polos uniformemente distribuidos sobre el cı´rculo
unitario del plano complejo. De esta manera, el controlador
proporciona ganancia inﬁnita en las frecuencias ω = 2kπ/N,
con k = 0, 1, 2, . . . ,N − 1.
Aunque (1) es un generador de tiempo discreto, la mayorı´a
de controladores repetitivos esta´n disen˜ados para el control de
sistemas de tiempo continuo sujetos a perturbaciones o refe-
rencias de periodo Tp. En este caso las sen˜ales Tp-perio´dicas
se muestran con perı´odo Ts y se convierten en sen˜ales digitales
N-perio´dicas, selecciona´ndose el periodo de muestreo de forma
que se cumpla la relacio´n N = TpTs .
El modelo interno (1) introduce elevada ganancia en aque-
llas frecuencias en que existe incertidumbre en el comporta-
miento de la planta, cosa que compromete la estabilidad del
sistema de lazo cerrado. Con el ﬁn reducir la ganancia de (1)
en las frecuencias con incertidumbre es habitual introducir un
ﬁltro, Q(z), en el interior del modelo interno (ve´ase la Figura
3). En la mayorı´a de aplicaciones Q(z) es un ﬁltro pasabajos,
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Figura 4: Estructura del RC.
preferentemente FIR y de fase nula. Adema´s, dicho ﬁltro de-
be tener ganancia unitaria dentro de la banda pasante deseada
y atenuar fuera de la misma. Es por ello que el disen˜o de este
ﬁltro constituye un compromiso entre prestaciones y robustez
(ve´ase, por ejemplo, Hara et al. (1988))
Ası´, la Figura 3 presenta el esquema de un modelo interno
gene´rico
I(z) =
σ ·W(z)Q(z)
1 − σ ·W(z)Q(z) , (2)
donde W(z) es un retardo o suma ponderada de retardos y σ ∈
{−1, 1}. La mayorı´a de modelos internos para sen˜ales perio´dicas
especı´ﬁcas recogidos en la literatura (Grin˜o´ and Costa-Castello´,
2005; Escobar et al., 2007) pueden disen˜arse seleccionado el
valor apropiado de σ, W(z) y Q(z) en (2), lo cual permite
optimizar el RC para aplicaciones concretas. En particular, el
modelo (1) se obtiene ﬁjando σ = 1, W(z) = z−N y Q(z) = 1 en
(2).
3.2. Estructura de control
La incorporacio´n del modelo interno (2) no garantiza es-
tabilidad de lazo cerrado. Adema´s, y pese a su linealidad, el
orden elevado y la presencia de un gran nu´mero de elementos
resonantes asociados a este modelo interno diﬁcultan el ana´lisis
convencional de estabilidad. Por esta razo´n el RC suele utilizar
estructuras que facilitan dicho estudio.
Entre las estructuras de RC ma´s populares se encuentra la
conocida como plug-in (Inoue et al., 1981; Nakano and Hara,
1986; Hara et al., 1988). En ella, mostrada en la Figura 4, la
planta P(z) se controla combinando el modelo interno, un ﬁltro
estabilizante, L(z), y un controlador nominal,C(z). En este caso,
la funcio´n de sensibilidad del sistema de lazo cerrado resulta
ser:
S (z) =
E(z)
R(z)
=
1
1 +C(z)P(z)
1
1 + I(z)To(z)
= S o(z)S M(z), (3)
donde
S o(z) =
1
1 +C(z)P(z)
y To(z) = C(z)P(z)S o(z)
son, respectivamente, las funciones de sensibilidad y de sensi-
bilidad complementaria del sistema sin RC, mientras que
S M(z) =
1
1 + I(z)To(z)
=
1 − σ ·W(z)Q(z)
1 − σ ·W(z)Q(z)(1 − L(z)T0(z)) (4)
es la funcio´n de sensibilidad modiﬁcante, la cual muestra el
efecto del RC en la funcio´n de sensibilidad del sistema.
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Figura 5: Sistema rotatorio sometido a perturbaciones perio´dicas, con RC
disen˜ado para una velocidad nominal ω = 4rev/s: velocidad de giro, ω, y
transformada de Fourier de ω (una vez eliminada la componente continua), en
re´gimen permanente.
Con esto, el sistema de la Figura 4 es estable si (Inoue et al.,
1981):
i. S o(z) es estable,
ii. |W(z)Q(z) (1 − To(z)L(z))| < 1.
El disen˜o de L(z) se suele basar en la cancelacio´n de la fase de
To(z) (Tomizuka, 1987; Inoue, 1990). En los sistemas de fase
mı´nima resulta L(z) = krT−1o (z), con 0 < kr < 2 para los mode-
los internos con W(z) = z−N , siendo kr seleccionada mediante
un compromiso entre robustez y desempen˜o (Hillerstro¨m and
Lee, 1997).
3.3. Antiwindup
Los RC presentan numerosos polos sobre el cı´rculo unita-
rio, por lo cual no son Bounded Input-Bounded Output (BIBO)
estables. Como es sabido, en sistemas con saturacio´n en el ac-
tuador un controlador de estas caracterı´sticas es propenso al
efecto windup (Galeani et al., 2009; Tarbouriech and Turner,
2009). Es decir, una vez alcanzada la saturacio´n los estados del
controlador pueden crecer sin lı´mite, cosa que diﬁculta y retarda
la recuperacio´n del comportamiento lineal. En el contexto del
RC el problema del windup se analiza por primera vez en Ryu
and Longman (1994), mientras que en Sbarbaro et al. (2009) se
estudian algunas de sus caracterı´sticas.
El efecto de la saturacio´n puede minimizarse incorporando
una realimentacio´n antiwindup (Galeani et al., 2009; Tarbou-
riech and Turner, 2009). En este sentido existen dos grandes
familias de esquemas antiwindup (Galeani et al., 2009), reco-
gidas bajo los nombres de Direct Linear Anti-Windup (DLAW)
y Model Recovery Anti-Windup (MRAW), respectivamente. En
la primera se plantea una realimentacio´n de estado en el contro-
lador que garantice estabilidad y prestaciones durante la satu-
racio´n de la accio´n de control. Alternativamente, los enfoques
MRAW plantean una realimentacio´n con un ﬁltro AW(z), que
contiene el modelo de la planta, P(z), y que pese a la satura-
cio´n deja invariante el lazo cerrado desde el punto de vista del
controlador, garantizando por tanto la estabilidad.
Vn
il
in
Figura 6: Corriente generada por un rectiﬁcador de diodos conectado a la red
de distribucio´n cuando se incorpora un ﬁltro activo y se usa RC tradicional (Vn:
tensio´n de la red; il: corriente de la carga; in: corriente de la red). La frecuencia
nominal es de 50Hz.
Dado que el modelo interno de RC presenta un orden ele-
vado, las leyes de control obtenidas mediante me´todos DLAW
implican un aumento substancial de los ca´lculos a realizar, con-
traviniendo ası´ una de las ventajas del uso del RC. Este elevado
orden diﬁculta, a su vez, la aplicacio´n de los me´todos de ajus-
te gene´ricos propuestos recientemente, pues estos se basan en
la resolucio´n de Desigualdades Matriciales Lineales (LMI, por
sus siglas en ingle´s), y los algoritmos nume´ricos disponibles ac-
tualmente no permiten trabajar con sistemas de orden elevado.
A pesar de estos inconvenientes la literatura recoge diferentes
trabajos de RC en esta direccio´n (Flores et al., 2010), puesto
que permiten gran ﬂexibilidad en la especiﬁcacio´n del compor-
tamiento dina´mico deseado. En Sbarbaro et al. (2009) se pre-
senta un esquema especı´ﬁco para RC que, pese no seguir el
enfoque esta´ndar DLAW, propone el uso de una realimentacio´n
que cancela la dina´mica del modelo interno durante la satura-
cio´n e impone una alternativa de menor orden, compartiendo
el aumento de co´mputo y tambie´n algunas de las ventajas del
DLAW.
La idea fundamental que subyace detra´s de los enfoques
MRAW consiste en incorporar una realimentacio´n con un ﬁl-
tro que en su versio´n ma´s simple es AW(z) = P(z) (ve´ase la
Figura 4). Ello hace que, desde el punto de vista del contro-
lador, el sistema de lazo cerrado se mantenga invariante pese
a la aparicio´n de la saturacio´n. Este esquema se ha validado
experimentalmente (Costa-Castello´ et al., 2010) y ofrece una
0 20 40 60 80 100
0
0.05
0.1
0.15
0.2
0.25
Frecuencia ( z)
20 21 22
3
4
5
Tie po (s)
Ve
lo
ci
da
d 
(re
v/s
)
 R. Costa-Castelló et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 219–230 223
0 20 40 60 80 100
0
0.05
0.1
0.15
0.2
0.25
Frecuencia (Hz)
20 21 22
3
4
5
Tiempo (s)
Ve
lo
ci
da
d 
(re
v/s
)
Figura 7: Sistema rotatorio sometido a perturbaciones perio´dicas, con RC
disen˜ado para una velocidad nominal ω = 4rev/s y trabajando a una velocidad
de referencia de 4,03rev/s: velocidad de giro, ω, y transformada de Fourier de
ω (una vez eliminada la componente continua), en re´gimen permanente.
aproximacio´n simple que no aumenta en exceso la complejidad
del RC. A diferencia de que acontece en los enfoques DLAW
basados en la resolucio´n de LMI, los esquemas MRAW son di-
rectamente aplicables, pues las LMI a resolver son u´nicamente
del orden de la planta. Estas propuestas permiten ajustar la for-
ma en que el sistema retorna al re´gimen lineal una vez superada
la saturacio´n, manteniendo ası´ la simplicidad y la poca carga
computacional propia del RC.
3.4. Resultados experimentales
La Figura 5 muestra la velocidad del sistema giratorio intro-
ducido en la Seccio´n 2.1 trabajando en lazo cerrado con un RC
como el anteriormente descrito. Puede observarse que el con-
trolador es capaz de rechazar de forma casi perfecta las pertur-
baciones y, por ello, la velocidad de giro se mantiene constante
en todo momento. De forma similar, la Figura 6 muestra las co-
rrientes de carga y red generadas por un rectiﬁcador de diodos
conectado a la red cuando se incorpora un ﬁltro activo (ve´ase la
Seccio´n 2.2) controlado mediante un RC (Costa-Castello´ et al.,
2009). No´tese que, en este caso, la corriente de red es una sen˜al
sinusoidal casi perfecta, a pesar de que la corriente de carga
presenta un gran nu´mero de armo´nicos.
Se ejempliﬁcan ası´ las prestaciones ofrecidas por el RC cuan-
do la frecuencia de las sen˜ales a seguir/rechazar es conocida.
3.5. Degradacio´n de prestaciones por variaciones de frecuen-
cia
En la mayorı´a de aplicaciones pra´cticas la frecuencia no es
exactamente conocida o varı´a con el tiempo. A modo de ejem-
plo, en los sistemas rotatorios introducidos en la Seccio´n 2.1 las
perturbaciones dependen de la velocidad de giro, y e´sta puede
cambiar en algunos casos, o bien no coincidir exactamente con
la velocidad nominal consignada, para la cual se ha disen˜ado
el correspondiente RC. La Figura 7 muestra el comportamiento
del sistema cuando ambas velocidades no coinciden. Obse´rve-
se el elevado nu´mero de armo´nicos de la sen˜al de velocidad,
asociadas a la degradacio´n del comportamiento del sistema.
Vn
in
Figura 8: Corriente generada por un rectiﬁcador de diodos conectado a la red
de distribucio´n cuando se incorpora un ﬁltro activo y se usa RC tradicional (Vn:
tensio´n de la red; il: corriente de la carga; in: corriente de la red). Frecuencia
nominal: 50Hz; frecuencia de red: 50,5Hz.
Equivalentemente, en el ﬁltro activo (ve´ase Seccio´n 2.2) la
frecuencia nominal de la red de distribucio´n, para la cual se ha
disen˜ado el RC, puede sufrir ligeras variaciones en funcio´n de
su estado o del punto del conexio´n. Ası´, la Figura 8 muestra
el comportamiento en re´gimen permanente del ﬁltro cuando la
frecuencia de la red de distribucio´n varia de 50Hz a 50,5Hz.
Puede comprobarse que la corriente de red deja de ser una
sen˜al sinusoidal perfecta para convertirse en una sen˜al perio´dica
con diferentes armo´nicos, degradando ası´ las prestaciones del
sistema y, en particular, la calidad de la corriente de red.
Esta degradacio´n puede explicarse de diferentes maneras.
La ma´s sencilla es desde un punto de vista frecuencial. La
capacidad de seguimiento/rechazo de sen˜ales esta´ directamente
ligada a la elevada ganancia del modelo interno a la frecuencia
de trabajo y sus armo´nicos. La Figura 9 muestra dicha ganancia
en funcio´n del perı´odo de la sen˜al para los armo´nicos k = 1,
2, y 3. Como puede verse, la ganancia decae dra´sticamente al
alejarnos del perı´odo nominal, y eso es au´n peor para armo´nicos
superiores. Esta reduccio´n en la ganancia es la causa principal
de la pe´rdida de prestaciones del RC cuando la frecuencia de
trabajo es incierta o varia ligeramente con el tiempo.
4. Control repetitivo para frecuencia variable
En los u´ltimos an˜os se han efectuado diferentes propuestas,
la mayorı´a adaptativas, encaminadas a mantener las prestacio-
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Figura 9: Ganancia de I(z) = z
−N(1+α)
1−z−N(1+α) en las frecuencias armo´nicas
2πk
N para
k = 1, 2, 3.
nes del RC cuando la frecuencia es incierta o variante en el
tiempo. E´stas pueden agruparse en dos grandes a´mbitos: las
que utilizan perı´odo de muestreo variable y las que lo man-
tienen constante. El cambio en el perı´odo de muestreo es un
proceso que puede ser complejo en algunas plataformas de im-
plementacio´n, adema´s de implicar un aumento en la compleji-
dad de los ana´lisis de estabilidad, mientras que los me´todos que
adaptan el perı´odo de muestreo suelen presentar una estructura
e implementacio´n ma´s simple. En contrapartida, e´stos u´ltimos
permiten, por lo general, mantener prestaciones en un rango de
incertidumbre/variacio´n frecuencial menor que en el caso de
adaptacio´n del perı´odo de muestreo.
A continuacio´n se revisan los principales trabajos sobre
el tema recogidos en la literatura. Sin embargo, antes de
entrar en materia es importante comentar que la mayorı´a de
enfoques requieren el uso de un estimador de frecuencia.
Brevemente, puesto que este aspecto se situ´a fuera del a´mbito
del artı´culo, cabe resaltar que existen un gran nu´mero de
me´todos y propuestas al respecto, siendo las ma´s apropiadas
aquellas disen˜adas ad-hoc. Ası´, en electro´nica de potencia
suelen usarse esquemas basados en Phase-Locked Loop (Hsieh
and Hung, 1996), mientras que en los sistemas rotatorios no
es necesario el estimado pues la frecuencia es funcio´n de la
velocidad de giro.
4.1. Frecuencia de muestreo variable
En este apartado se discuten las te´cnicas que proponen una
adaptacio´n del perı´odo de muestreo, Ts, con el ﬁn de mantener
constante la relacio´n N = TpTs (Hillerstro¨m, 1994). Esta estrate-
gia permite preservar las prestaciones en re´gimen estacionario,
esto es, cuando Tp se estabiliza en un valor constante, mante-
niendo una baja carga computacional. La Figura 10 muestra un
ensayo sobre el sistemas rotatorio de la Seccio´n 2.1 en el que la
velocidad varı´a con el tiempo: obse´rvarse que las prestaciones
se mantienen incluso durante el transitorio. De forma similar, la
Figura 11 muestra el comportamiento del ﬁltro activo de la Sec-
cio´n 2.2 trabajando a 52Hz con un esquema de adaptacio´n del
perı´odo de muestreo. No´tese que las prestaciones son similares
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Figura 10: Velocidad de giro de un sistema rotatorio sometido a perturbaciones
perio´dicas, con RC disen˜ado para: (a) perı´odo de muestreo constante y veloci-
dad nominal de ω = 4rev/s; (b) adaptacio´n del perı´odo de muestreo.
a las obtenidas en el caso de trabajar a la frecuencia nominal.
Puede concluirse, por tanto, que este procedimiento de adap-
tacio´n permite mantener las prestaciones en diferentes tipos de
aplicaciones. En contrapartida, aumentan notablemente las di-
ﬁcultades de ana´lisis de estabilidad y disen˜o de controladores,
puesto que la estructura del sistema pasa de Lineal e Invarian-
te en el Tiempo a Lineal y Variable en el Tiempo (LTI, LTV,
respectivamente, por sus siglas en ingle´s).
En el apartado 4.1.1 se presentan mecanismos de ana´lisis
de estabilidad para sistemas LTV utilizados en RC. El apar-
tado 4.1.2 propone una te´cnica para compensar el efecto del
muestreo aperio´dico y dejar invariante el sistema de lazo cerra-
do. Aunque todos estos me´todos han sido aplicados a RC, cabe
resaltar que son aplicables, en general, a cualquier sistema de
control digital que trabaje con perı´odo de muestreo variable.
4.1.1. Ana´lisis de estabilidad en sistemas LTV
Puede demostrarse que las ecuaciones de estado del sistema
de lazo cerrado que incorpora un RC con perı´odo de muestreo
variable pueden escribirse como un sistema LTV de tiempo
discreto de la forma (Olm et al., 2011):
xk+1 = Φ(Tk)xk + Π(Tk)rk, yk = Υxk, (5)
donde yk, xk y rk corresponden a la salida, vector de estado
y referencia en el instante de muestreo tk, respectivamente, y
siendo Tk = tk+1 − tk.
Supongamos, adema´s, que el perı´odo de muestreo Tk toma
valores en T =
[
T0,T f
]
. Entonces, la estabilidad exponencial
uniforme de
xk+1 = Φ(Tk)xk (6)
implica la estabilidad BIBO de (5). Ası´, es condicio´n suﬁciente
para la estabilidad exponencial uniforme de (6) que exista una
matriz P tal que (Rugh, 1995)
LTk (P) = Φ(Tk)
PΦ(Tk) − P < 0, s.a. P = P > 0. (7)
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Figura 11: Corriente generada por un rectiﬁcador de diodos conectado a la red
de distribucio´n cuando se incorpora un ﬁltro activo y se usa RC con perı´odo de
muestreo adaptativo (Vn: tensio´n de la red; il: corriente de la carga; in: corriente
de la red). Frecuencia nominal: 50Hz; frecuencia de red: 52Hz.
Esto equivale a buscar una funcio´n de Lyapunov cuadra´tica y
constante para (6) en T , i.e., de la forma Vk = 1/2 · xk Pxk. Una
manera de atacar el problema consiste en utilizar me´todos basa-
dos en mallado LMI (Apkarian and Adams, 1998; Sala, 2005).
Este esquema, inicialmente propuesto para el ana´lisis, puede ser
extendido al disen˜o de controladores, dejando algunos de los
elementos del RC (esto es, L(z) o C(z)) como para´metros libres
y solucionando las correspondientes LMI. Esto puede hacerse
suponiendo el controlador constante o bien variante, siguiendo
en este u´ltimo caso un enfoque de sistemas Lineales de Para´me-
tros Variantes (LPV) (Robert et al., 2006, 2010). Sin embargo,
la aplicabilidad del mallado LMI esta´ limitada por el elevado
orden del modelo interno utilizado en el RC, y solamente se ha
podido aplicar con e´xito en sistemas con N pequen˜o, esto es, del
orden de 20 (Ramos et al., 2011). Desafortunadamente, los sis-
temas introducidos anteriormente no son analizables mediante
estos me´todos.
Una alternativa al enfoque de Lyapunov se basa en modelar
la dina´mica de la planta con una parte invariante, dependiente
del perı´odo de muestro nominal, T¯ , ma´s otra parte que con-
tiene la variacio´n asociada al muestreo no uniforme. Ası´, con-
siderando este u´ltimo te´rmino como una incertidumbre pueden
aplicarse te´cnicas de control robusto, bien sea para el ana´lisis de
estabilidad (Fujioka, 2008; Suh, 2008) o para el disen˜o. Concre-
tamente, el procedimiento consiste en escribir la matriz Φ(Tk)
DA AD
u¯k ykuk
P(z)
P(z, ¯T ) P−1(z, S k) P(s)
Tk
Figura 12: Esquema del me´todo de adaptacio´n-compensacio´n del muestreo
variable.
de (6) como
Φ(Tk) = Φ
(
T¯
)
+ Δ
(
Tk − T¯
)
,
donde Φ
(
T¯
)
es constante pues so´lo depende del perı´odo de
muestreo nominal, mientras que Δ
(
Tk − T¯
)
concentra la varia-
cio´n debida a la desviacio´n respecto del muestreo nominal. Fi-
nalmente, es necesario obtener cotas para Δ
(
Tk − T¯
)
(Fujioka,
2008; Suh, 2008). En Olm et al. (2011) se particulariza el ana´li-
sis para RC, mejora´ndose substancialmente estas cotas. Me-
diante esta te´cnica puede probarse la estabilidad del controla-
dor RC adaptativo disen˜ado para el sistema rotatorio con ve-
locidad nominal de 4rev/s (T¯ = 1ms, N = 250) en el rango
[2,24, 18,27] rev/s. Ana´logamente, el sistema de control del ﬁl-
tro activo disen˜ado para 50Hz (T¯ = 12000 , N = 400) asegura
estabilidad si la frecuencia de red se mantiene en el intervalo
[45, 66]Hz. Ambos intervalos son suﬁcientes para las aplica-
ciones previstas, pero en caso contrario deberı´a redisen˜arse el
controlador para que fuese capaz de gestionar la incertidumbre
asociada al rango de trabajo deseado.
La aproximacio´n basada en la asimilacio´n de la variacio´n de
la planta a una incertidumbre presenta una aproximacio´n ma´s
compacta y sencilla de manejar. Sin embargo puede resultar
ma´s conservadora y, por tanto, no garantizar estabilidad aunque
e´sta exista. En cambio, la aproximacio´n basada en LMI resulta
menos conservadora, pero su aplicabilidad esta´ limitada a
sistemas de muy bajo orden.
4.1.2. Adaptacio´n-compensacio´n del muestreo variable
En este apartado se describe una te´cnica que permite cance-
lar el efecto del muestreo variable y conseguir que la planta pre-
sente el comportamiento correspondiente al perı´odo de mues-
treo nominal (Olm et al., 2010). La Figura 12 muestra el es-
quema propuesto: entre la planta y el RC previamente disen˜ado
para el perı´odo nominal se incorporan dos nuevos elementos,
P(z, T¯ ) y P
−1
(z, S k), donde S k =
{
Tk, · · · ,Tk−p
}
, siendo p el
orden de P(s). El primero corresponde al modelo nominal de
tiempo discreto obtenido para el perı´odo de muestreo nominal,
T¯ , mientras que el segundo corresponde a un ﬁltro variante en
el tiempo que cancela el comportamiento de la planta en los
instantes de muestreo. Ası´, la dina´mica conjunta de todos los
elementos se corresponde con la deﬁnida por P(z), que es cau-
sal e invariante en el tiempo. Esta invarianza, unida al hecho
de que el disen˜o del RC para el muestreo nominal es estable,
garantiza la estabilidad del sistema de control completo.
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Figura 13: Esquema de interpolacio´n-diezmado para RC con sen˜ales de fre-
cuencia variable.
A diferencia del enfoque puramente adaptativo, el me´todo
ahora descrito deja invariante la funcio´n de transferencia del
sistema de lazo cerrado, cosa que permite aplicar la teorı´a LTI
para el estudio del sistema. Ello incluye la caracterizacio´n de
respuestas transitorias, que resultaba de difı´cil ana´lisis a partir
del enfoque anterior. Por otra parte, la te´cnica requiere la esta-
bilidad interna de sistema mostrado en la Figura 12. Esto puede
veriﬁcarse por diferentes me´todos, entre ellos los introducidos
en la subseccio´n anterior. Finalmente, la estabilidad interna im-
plica que el modelo de la planta muestreada debe ser de fase
mı´nima, cosa que limita la aplicabilidad del me´todo.
4.2. Frecuencia de muestro ﬁja
4.2.1. Interpolacio´n y diezmado
Como ya se ha observado, para mantener las prestaciones
del RC es necesario que la frecuencia del modelo interno y la
de la sen˜al muestreada coincidan, esto es, que N = TpTs . Con el
ﬁn de mantener el perı´odo de muestreo constante y cumplir a la
vez la relacio´n anterior, en Cao and Ledwich (2002) se propuso
el uso de mecanismos de interpolacio´n y diezmado. Para ello se
introduce un perı´odo de muestreo auxiliar T ′s, de tal manera que
N = TpTs
Ts
T ′s
=
Tp
T ′s
. Posteriormente, mediante un procedimiento
inverso se retorna la sen˜al a la frecuencia inicial. El diagrama
del proceso puede verse en la Figura 13. En A´lvarez et al.
(2007) se ha empleado este mismo esquema para el control de
un intercambiador de calor.
Este enfoque mantiene tanto la estructura del sistema como
el perı´odo de muestreo original. Sin embargo presenta proble-
mas importantes en el ana´lisis de estabilidad, pues no encaja en
la formulaciones tradicionales. Adicionalmente, es importante
recalcar que los procesos de interpolacio´n y diezmado incor-
poran ﬁltros pasabajos, los cuales deben disen˜arse teniendo en
cuenta los perı´odos de entrada y salida (T ′s y Ts, respectivamen-
te). Por tanto, en el caso de aplicacio´n de la te´cnica de interpo-
lacio´n y diezmado con T ′s variable dichos ﬁltros deberı´an ser
tambie´n variantes en el tiempo.
4.2.2. Control repetitivo de alto orden
El RC de Alto Orden (HORC, por sus siglas en ingle´s)
utiliza un modelo interno con
W(z) =
m∑
i=1
wiz−iN ,
en el que usualmente
∑m
i=1 wi = 1 (ve´ase la Figura 3), es
decir, en lugar de utilizar informacio´n de un perı´odo se utiliza
Bloques de retardo w1 w2 w3
Inoue (1990) 1/3 1/3 1/3
Chang (1996) 1/2 1/3 1/6
Steinbuch (2002) 3 −3 1
Pipeleers (2008) −1,65 1,52 −0,65
Tabla 1: Ejemplos de los valores de los pesos siguiendo los diferentes me´todos
de ajuste descritos para m = 3 .
informacio´n de m perı´odos de la sen˜al. La principal diferencia
entre los diversos enfoques HORC existentes se encuentra en la
seleccio´n del orden, m, y en el valor de los pesos, wi.
Como es conocido, el efecto cama de agua (Doyle et al.,
1992) limita las prestaciones que puede obtenerse mediante con-
trol lineal. El RC no es inmune a esta problema´tica (Songchon
and Longman, 2001), puesto que su implementacio´n comporta
una ampliﬁcacio´n de las frecuencias interarmo´nicas (ve´ase la
Figura 14), con la consiguiente degradacio´n del comportamien-
to del sistema de lazo cerrado. Aunque esto es ası´ tanto para el
RC tradicional como para el HORC, este problema es especial-
mente relevante para este u´ltimo.
Ası´, dada la relacio´n excluyente entre robustez a la varia-
cio´n de frecuencia y sensibilidad a las frecuencias no armo´ni-
cas, la seleccio´n de los pesos wi se plantea como un problema
de optimizacio´n.
En Inoue (1990), el HORC se usa para mejorar el comporta-
miento entre frecuencias armo´nicas. La funcio´n de coste a mi-
nimizar es el valor medio del cuadrado de S M(z), esto es,
J =
∫ π
0
∣∣∣S MW (e jω)∣∣∣2 dω,
cosa que implica que todos los pesos deben ser iguales y de
valor wi = 1/m. En Chang et al. (1995), el objetivo es reducir
el espectro del error considerando los componentes armo´nicos
y no armo´nicos, es decir, debe obtenerse minwi ‖S M(z)‖∞.
En Steinbuch (2002), se pretende reducir la sensibilidad
frente a variaciones en el perı´odo de la sen˜al. Para ello se
anulan las m primeras derivadas respecto del periodo de la sen˜al
de S M(z) en la frecuencia de trabajo y sus armo´nicos. Ello
permite mantener la ganancia de S M(z) elevada en un intervalo
alrededor de las frecuencias armo´nicas. Este problema presenta
solucio´n analı´tica.
En Steinbuch et al. (2007), se generalizan los resultados de
Chang et al. (1995) mediante la resolucio´n del problema
minwi ‖G(ω¯)S M(ω¯)‖∞ ,
donde G(ω¯) es una funcio´n de peso que determina el intervalo
en el cual la norma de S M(ω) sera´ minimizada. Los resultados
de Steinbuch (2002) y Chang et al. (1995) corresponderı´an a
casos particulares de esta propuesta.
En Pipeleers et al. (2008), a diferencia de las anteriores,
se elimina la restriccio´n
∑
i=m wi = 1. Ello reduce la ganancia
en las frecuencias armo´nicas, lo cual permite obtener mejores
resultados en las frecuencias no armo´nicas. Los resultados de
Chang et al. (1995), Steinbuch (2002) y Steinbuch et al. (2007)
corresponderı´an a casos particulares de esta propuesta.
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Figura 14: Respuesta en magnitud de S M(z) en frecuencias normalizadas ω¯ =
ωN. Comparacio´n entre el modelo interno tradicional (m = 1), Inoue (1990),
Chang et al. (1995), Steinbuch (2002), y Pipeleers et al. (2008) para m = 3.
La Figura 14 muestra la respuesta en magnitud de la funcio´n
de sensibilidad, S M(z), para el modelo interno tradicional,
(1), obtenido haciendo m = 1 y con m = 3, para los
diferentes me´todos de ajuste descritos anteriormente. A su vez,
la Tabla 1 contiene el valor de los pesos para cada uno de
los casos. Como puede observarse en el ajuste propuesto en
Steinbuch (2002), en las frecuencias armo´nicas la funcio´n de
sensibilidad toma valor 0 y mantiene valores muy pequen˜os en
una vecindad de las mismas, cosa que lo hace robusto frente
a variaciones en la frecuencia de la sen˜al; en contrapartida,
esta opcio´n eleva mucho el valor de la funcio´n de sensibilidad
para frecuencias interarmo´nicas. En el disen˜o propuesto en
Pipeleers et al. (2008), pese a que la funcio´n de sensibilidad
no toma valores nulos en las frecuencias armo´nicas, mantiene
valores bajos en un rango amplio de frecuencias. Adema´s,
reduce la ampliﬁcacio´n interarmo´nica, es decir, sacriﬁca parte
de las prestaciones en las frecuencias armo´nicas para mejorar
el comportamiento interarmo´nico. Tambie´n se puede observar
que, a pesar de mejorar el comportamiento interarmo´nico, las
propuestas de Inoue (1990) y Chang et al. (1995) no representan
un disen˜o robusto ante cambios en el periodo de las sen˜ales de
trabajo.
En Pipeleers et al. (2009), la funcio´n W(z) toma la forma
W(z) =
∑k
i=p wiz
−i, donde p ∈ N se corresponde con el
grado relativo de To(z) y k es un para´metro a determinar.
No´tese que la suma ponderada de retardos del perı´odo de las
sen˜ales se substituye por una suma ponderada de retardos. Este
modelo interno se propone como una generalizacio´n a partir
de la cual se pueden obtener los disen˜os esta´ndar. Al igual
que en Pipeleers et al. (2008), Pipeleers et al. (2009) basa el
disen˜o de los pesos en un balance entre desempen˜o armo´nico e
interarmo´nico. Adicionalmente, se muestra que se puede lograr
una disminucio´n en el orden del modelo interno a la vez que se
mantienen las prestaciones.
En la Figura 15 se presentan los resultados de aplicar RC
de segundo orden con ajuste de pesos segu´n Steinbuch (2002)
al sistema rotativo. Puede observarse que, pese a no trabajar
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Figura 15: Sistema rotatorio sometido a perturbaciones perio´dicas, con RC de
segundo orden disen˜ado para una velocidad nominal ω = 4rev/s y trabajando a
una velocidad de referencia de 4,03rev/s: velocidad de giro, ω, y transformada
de Fourier de ω (una vez eliminada la componente continua), en re´gimen
permanente.
con la frecuencia nominal, la degradacio´n es poca. Algo similar
pasa al aplicar la misma estrategia al sistema de control del ﬁltro
activo, cuyos resultados se presentan en la Figura 16. En ambos
casos el HORC es capaz de mantener las prestaciones cuando
la frecuencia de trabajo presenta ligeras variaciones respecto
la nominal sin variar ni el perı´odo de muestreo ni el cara´cter
LTI del sistema original. El hecho de mantenerse dentro de un
contexto LTI permite realizar ana´lisis de transitorios y estudios
de estabilidad marginal de forma sencilla.
Cabe destacar que el modelo interno presente en el HORC
es, en muchos casos, inestable (Costa-Castello´ and et al., 2010).
Ello implica que el uso de estrategias antiwindup es aquı´ de
vital importancia. Adema´s, desde el punto de vista pra´ctico el
disen˜o del ﬁltro pasabajos contenidos en el modelo interno,
Q(z), resulta ma´s complejo y crı´tico que para el RC tradicional.
4.2.3. Retardo fraccionario
En muchas ocasiones es complicado mantener la relacio´n
N = TpTs pues Ts no puede ﬁjarse con precisio´n. Una alternativa
a la variacio´n de Ts consiste en utilizar un retardo fraccionario,
z−η, η ∈ R. La implementacio´n de este tipo de elementos puede
hacerse, por ejemplo, implementando la parte entera del retar-
do con los mecanismos tradicionales y aproximando la parte
fraccionaria mediante un ﬁltro FIR (Laakso et al., 1996). La Fi-
gura 17 muestra una comparacio´n de los resultados obtenidos
con tres te´cnicas diferentes de ca´lculo de los para´metros de este
ﬁltro.
El uso de estas aproximaciones se ha probado como una
te´cnica u´til en la mejora de las prestaciones del RC (Yu and Hu,
2001; Wang et al., 2007a). Su uso en entornos de frecuencia
variable implica disponer de me´todos de ca´lculo en lı´nea o
analı´ticos del ﬁltro aproximador. Esto convierte el sistema de
lazo cerrado en LTV, lo cual diﬁculta el correspondiente estudio
de estabilidad.
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Figura 16: Corriente generada por un rectiﬁcador de diodos conectado a la red
de distribucio´n cuando se incorpora un ﬁltro activo y se usa RC de segundo
orden (Vn: tensio´n de la red; il: corriente de la carga; in: corriente de la red).
Frecuencia nominal: 50Hz; frecuencia de red: 50,5Hz.
Este enfoque puede usarse de forma combinada con otras
te´cnicas. Por ejemplo, con las de frecuencia de muestreo varia-
ble descritas en la Subseccio´n 4.1, o con la que propone usar N
variable presentada en la Subseccio´n siguiente.
4.2.4. N variable
Como ya se ha reiterado a lo largo del artı´culo, el perı´odo de
la sen˜al de tiempo discreto, N, debe cumplir la relacio´n N = TpTs .
En la Subseccio´n 4.1 se ha analizado la adaptacio´n de Ts con
el objeto de mantener N ﬁja frente a variaciones de Tp. En esta
Subseccio´n se analiza la adaptacio´n de N.
Esta aproximacio´n permite trabajar con un perı´odo de mues-
treo constante, pero en contrapartida se modiﬁca el orden del
sistema de lazo cerrado. Adema´s, la calidad de la reconstruc-
cio´n de la sen˜al de tiempo continuo, entendida como el nu´mero
de muestras por periodo de oscilacio´n, no se mantiene constan-
te y pasa a depender del valor concreto de N. Por otra parte,
dado que N es un nu´mero entero sus variaciones difı´cilmente
ajustan de forma exacta y, por lo tanto, la estrategia de adap-
tacio´n consiste en aproximar TpTs al entero ma´s cercano (Dotsch
et al., 1995; Manayathara et al., 1996); para la parte fracciona-
ria pueden utilizarse los retardos fraccionarios introducidos en
la Subseccio´n 4.2.3.
Des del punto de vista de ana´lisis de estabilidad y disen˜o
de controlares, esta te´cnica presenta diﬁcultades importantes,
esencialmente debidos a los cambios en el orden del sistema
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Figura 17: Respuesta en frecuencia de los ﬁltros de retardo fraccionario.
(I) Ideal (z
−6
10 ), (LS) Mı´nimos cuadrados, (LI) Interpolacio´n de Lagrange y
(LSWB) Mı´nimos cuadrados con banda ponderada.
que conllevan las variaciones de N. En Hu (1992) se realiza un
estudio basado en caracterizar la estabilidad de un sistema de
un orden que corresponde al obtenido para el valor ma´ximo
de N; ası´, para modelar el efecto del cambio de N se opta
por una matriz de transicio´n de estados variable. Cuando el
valor de N varia algunas de la ﬁlas de esta matriz se igualan
a 0, emulando una congelacio´n de los estados. Finalmente, se
plantea un estudio del correspondiente sistema LTV con todas
las posibles matrices, obtenidas a partir del rango de N, usando
el me´todo directo de Lyapunov.
Otro enfoque consiste en realizar el estudio de estabilidad
desde un punto de vista entrada-salida. La idea es descomponer
el perı´odo, N, en dos partes: una ﬁja, Nmin, y una variable, NΔ.
La parte ﬁja corresponde al valor mı´nimo de N, de acuerdo
con el rango de frecuencia que se asume, mientras que la parte
variable esta´ asociada a la variacio´n de frecuencia. Esta u´ltima
se modela como una incertidumbre. En Merry et al. (2011) se
utiliza el hecho que
|zNΔ |∞ =
√
Nmax − Nmin + 1,
donde Nmax es el valor ma´ximo de N y, posteriormente, se
realiza el disen˜o de un controlador substituyendo la condicio´n
de estabilidad (ii) establecida en la Seccio´n 3.2 por:
|Q(z) (1 − To(z)L(z))|∞ < 1√
Nmax − Nmin + 1
.
Alternativamente, en Yamada and Funahashi (2010) se tiene en
cuenta que |zNΔ |1 = 1 para disen˜ar un controlador que cumpla
unas condiciones similares pero ahora en norma L1. Esto u´ltimo
presenta mayor complejidad matema´tica, pero permite ﬁjar
relaciones entre los valores ma´ximos de la perturbaciones y la
salida, i.e., entre sus normas L∞.
Este enfoque puede relacionarse tambie´n con RC para
sistemas en los que la periodicidad no es con el tiempo sino´ con
alguna de las variables de estado, lo que se ha dado en llamar
spatial repetitive control (Chen and Yang, 2007; Yang and
Chen, 2008).
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5. Conclusiones
En este trabajo se ha introducido la problema´tica que
introduce el RC para sistemas en los que la frecuencia de las
sen˜ales es incierta o variante en el tiempo. Se han analizado las
causas de la pe´rdida de prestaciones en estas condiciones y las
principales propuestas existentes en la literatura para afrontar
la situacio´n. E´stas han sido agrupadas en dos grandes bloques:
las que proponen usar perı´odos de muestreo variable y las
que utilizan perı´odos de muestreo ﬁjo. Cabe recalcar tambie´n
que estas propuestas pueden combinarse entre si para mejorar
prestaciones. En este sentido, en Tsao et al. (2000) se adaptan
simultaneamente N y Ts con el ﬁn de reducir el error de la
relacio´n Tp = N·Ts. Sin embargo, esta opcio´n diﬁculta el disen˜o
de ﬁltros estabilizantes y el propio ana´lisis de estabilidad.
Desde un punto de vista pra´ctico debe mencionarse que el
HORC permite trabajar con variaciones de frecuencia pequen˜as
en un marco simple. Sin embargo, cuando las variaciones son
amplias es conveniente recurrir a me´todos adaptativos, siendo
la adaptacio´n del perı´odo de muestreo uno de los ma´s simples a
la hora de implementar.
Una clasiﬁcacio´n alternativa a la seguida en este trabajo es
la que tiene en cuenta la necesidad o no de un estimador de fre-
cuencia. Los me´todos que no necesitan estimador de frecuencia,
que en los casos aquı´ estudiados se reducen al HORC, presen-
tan una notable simpliﬁcacio´n en implementacio´n, aunque no
permiten gestionar variaciones de frecuencia tan amplias como
cuando se dispone de estimador. A su vez, las prestaciones de
los me´todos que requieren de estimadores de frecuencia depen-
den en gran medida de la bondad de dichos estimadores. Estos
me´todos tambie´n presentan diﬁcultades en el estudio de estabi-
lidad. Finalmente, es importante an˜adir que las te´cnicas descri-
tas no asumen limitaciones en la velocidad de variacio´n de la
frecuencia de las sen˜ales o de su estimacio´n. Aunque aportarı´a
complicaciones analı´ticas, introducir limitaciones en dicha va-
riacio´n deberı´a permitir obtener intervalos de estabilidad ma´s
amplios.
Es tambie´n importante enfatizar el papel de las te´cnicas an-
tiwindup en el RC, y especialmente para HORC. Los me´todos
antiwindup discutidos aquı´ son fa´cilmente aplicables a los es-
quemas adaptativos o de orden alto.
English Summary
Digital repetitive control of systems with uncertain or
time-varying frequency
Abstract
Digital repetitive control is an internal model principle-based
control technique that aims at tracking/rejecting periodic sig-
nals. A key assumption in traditional repetitive control designs
is that the frequency of such signals is constant and known,
its main drawback being the dramatic loss of performance that
occurs when this frequency is uncertain or time-varying. This
article reviews the most relevant proposals introduced so far to
overcome this problem.
Keywords: Learning control, Linear control systems, Discrete-
time systems, Output regulation
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