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a b s t r a c t
The aim of this paper is to establish four groups of equivalent theorems of convergence
between Ishikawa–Halpern iteration and viscosity approximation method, respectively.
Furthermore, the authors consider the viscosity approximation method with weakly con-
tractive mapping. The results improve and extend the results announced by many others.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let K be a nonempty closed convex subset of a real Banach space E. Recall that a mapping T : K −→ K is said to be
nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ K . Throughout this paper, we use F(T ) to denote the fixed point set of
the mappings T ; that is F(T ) = {x ∈ K : Tx = x}. A selfmapping f : K −→ K is a contraction on K , if there exists a constant
α ∈ (0, 1) such that ‖f (x)− f (y)‖ ≤ α ‖x− y‖ , ∀x, y ∈ K . We useΠK to denote the collection of mappings f verifying the
above inequality. That is,ΠK = {f : K → K | f is a contractionwith constant α}.
Recall that a gauge is a continuous strictly increasing function ϕ : [0,∞)→ [0,∞) such that ϕ(0) = 0 and ϕ(t)→∞
as t →∞. Associated to a gauge ϕ is the duality map Jϕ : E → E∗ defined by
Jϕ(x) =
{
x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖ϕ(‖x‖), ∥∥x∗∥∥ = ϕ(‖x‖)} , x ∈ E.
Following Browder [1], we say that a Banach space E has a weakly continuous dualitymap if there exists a gauge ϕ for which
the duality map Jϕ is single-valued and weak-to-weak∗ sequentially continuous.
If f : K → K is a contraction, then the Banach Contraction Principle tells us that starting from any fixed element x ∈ K ,
the iterate xn+1 = f (xn) converges strongly to a unique fixed point of f . However, simple examples show that the above
fact is no longer true for nonexpansive mappings. One method for solving this complexity is to employ the Mann iteration
method which produces a sequence {xn} via the recursive approach:
xn+1 = (1− αn)xn + αnTxn, n ≥ 0, (1.1)
where the initial guess x0 is chosen arbitrarily. For convergence results for (1.1) and related iterative schemes, see, e.g., [2–8]
and the references therein.
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In 2005, Kim and Xu [9] proposed the following simpler modification of the Mann iteration method:
Let K be a closed convex subset of a Banach space and T : K → K a nonexpansive mapping such that F(T ) 6= ∅. Define
{xn} in the following way:{x0 = x ∈ K arbitrarily chosen,
yn = βnxn + (1− βn)Txn,
xn+1 = αnu+ (1− αn)yn, n ≥ 0,
(1.2)
where u is an arbitrary (but fixed) element in K , and {αn} and {βn} are two sequences in (0, 1).
Remark 1.1. The Ishikawa–Halpern iteration scheme (1.2) is a convex combination of a fixed point in K and the Mann
iteration method (1.1). There is no additional projection involved in iteration scheme (1.2).
They obtained a strong convergence of iteration scheme (1.2) by proving the following theorem.
Theorem 1.2. Let K be a closed convex subset of a uniformly smooth Banach space E and let T : K → K be a nonexpansive
mapping such that F(T ) 6= ∅. Given a point u ∈ K and given sequences {αn} and {βn} in (0, 1), the following conditions are
satisfied: (H1) αn → 0,∑∞n=0 αn = ∞ and∑∞n=0 |αn+1−αn| <∞; (H2) βn → 0,∑∞n=0 βn = ∞ and∑∞n=0 |βn+1−βn| <∞.
Then {xn} defined by (1.2) strongly converges to a fixed point of T .
Recently, Yao et al. [10] also modified Mann’s iterative scheme (1.1) by using the so-called viscosity approximation
method which was introduced by Moudafi [11]. To be more precise, Yao et al. [10] introduced and studied the following
iterative algorithm:{u0 = u ∈ K arbitrarily chosen,
vn = βnun + (1− βn)Tun,
un+1 = αnf (un)+ (1− αn)vn, n ≥ 0,
(1.3)
where T is a nonexpansive mapping from K into itself and f ∈ ΠK .They obtained the following result.
Theorem 1.3. Let E, K , T and F(T ) be the same as in Theorem 1.2. Given f ∈ ΠK and given sequences {αn} and {βn} in (0, 1). If
the following control conditions are satisfied: (H1)
∑∞
n=0 αn = ∞, αn → 0; (H2) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1,
then sequence {un} defined by (1.3) strongly converges to a fixed point of T .
Concerning a family of nonexpansivemappings has been considered bymany authors. Thewell-known convex feasibility
problem reduces to finding a point in the intersection of the fixed point sets of a family of nonexpansive mappings (see [12,
13]). The problem of finding an optimal point that minimizes a given cost function over a common set of fixed points of a
family of nonexpansive mappings is of wide interdisciplinary interest and practical importance; see, e.g., [14–16]. A simple
algorithmic solution to the problem of minimizing a quadratic function over common set of fixed points of a family of
nonexpansive mappings is of extreme value in many applications including set theoretic signal estimation (see [16,17]). In
this paper, we consider the mappingWn defined by
Un,n+1 = I,
Un,n = γnTnUn,n+1 + (1− γn)I,
Un,n−1 = γn−1Tn−1Un,n + (1− γn−1)I,
. . .
Un,k = γkTkUn,k+1 + (1− γk)I,
Un,k−1 = γk−1Tk−1Un,k + (1− γk−1)I,
. . .
Un,2 = γ2T2Un,3 + (1− γ2)I,
Wn = Un,1 = γ1T1Un,2 + (1− γ1)I,
(1.4)
where γ1, γ2, . . . are real numbers such that 0 ≤ γn ≤ 1, T1, T2, . . . form an infinite family of nonexpansive mappings of K
into itself. Nonexpansivity of each Ti ensures the nonexpansivity ofWn.
In 2008, Cho et al. [18] extended the algorithm (1.3) to an infinite family of nonexpansive mappings. They investigated
the following iterative algorithm in the same Banach space as Yao et al. [10]:{u0 = u ∈ K arbitrarily chosen,
vn = βnun + (1− βn)Wnun,
un+1 = αnf (un)+ (1− αn)vn, n ≥ 0,
(1.5)
whereWn is aW -mapping defined by (1.4) and f ∈ ΠK . They obtained the sequence {un} defined by (1.5) converges to a
common fixed point of an infinite family of nonexpansive mappings under the same control condition as Yao et al. [10].
Very Recently, Qin et al. [19] introduced the following iteration process:{x0 = x ∈ K arbitrarily chosen,
yn = βnxn + (1− βn)Wnxn,
xn+1 = αnu+ (1− αn)yn, n ≥ 0,
(1.6)
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whereWn is defined by (1.4) and u ∈ K is a given point. They proved the sequence {xn} defined by (1.6) converges strongly
to a common fixed point of the infinite family nonexpansive mappings by proving the following theorem.
Theorem 1.4. Let K be a closed convex subset of a reflexive and strictly convex Banach space E which also has aweakly continuous
dualitymap Jϕ with the gaugeϕ. Let Ti be a nonexpansivemapping fromK into itself for i ∈ Z+. Assume that F =⋂∞i=1 F(Ti) 6= ∅.
Given u ∈ K and given {αn} and {βn} be the same as in Theorem 1.3. Then the sequence {xn} defined by (1.6) converges strongly
to p ∈ F .
Yao et al. [20] introduced the following iteration process in a strictly convex and reflexive Banach space which has an
uniformly Gâteaux differentiable norm: for f ∈ ΠK , {αn} ∈ (0, 1) and {βn} ∈ [0, 1),{
u0 = u ∈ K arbitrarily chosen,
un+1 = αnf (un)+ βnun + (1− αn − βn)Wnun, n ≥ 0, (1.7)
where Wn is defined by (1.4).They obtained the sequence {un} defined by (1.7) converges to a common fixed point of an
infinite family of nonexpansive mappings under the conditions (H1) and (H3) lim supn→∞ βn < 1.
We defined {xn} by{
x0 = x ∈ K arbitrarily chosen,
xn+1 = αnu+ βnxn + (1− αn − βn)Wnxn, n ≥ 0, (1.8)
whereWn is defined by (1.4) and u ∈ K in a given point.
It is obvious that the iteration algorithms (1.3), (1.5) and (1.7) turn into (1.2), (1.6) and (1.8), when f (un) = u for some
u ∈ E and un ∈ E, respectively. Then, we spontaneously raise the following questions:
Question 1. Does the convergence of {xn} defined by (1.2) imply that of {un} defined by (1.3)?
Question 2. Does the convergence of {xn} defined by (1.6) imply that of {un} defined by (1.5)?
Question 3. Does the convergence of {xn} defined by (1.8) imply that of {un} defined by (1.7)?
The aim of this paper is to give affirmative answers to the above questions. Namely, we will establish the equivalence
of the convergence theorem between the iteration schemes (1.2) and (1.3), (1.5) and (1.6), (1.7) and (1.8). Furthermore,
we consider the viscosity method with weakly contractive mapping. The main results extend and improve the recent
corresponding results in the literature (such as Refs. [10,18,20,21]).
2. Preliminaries
Let E be a real Banach space. Recall the (normalized) duality mapping J from E into E∗, the dual space of E, is given by
J(x) =
{
x∗ ∈ E∗; 〈x, x∗〉 = ‖x‖2 = ∥∥x∗∥∥2} , x ∈ E.
Let S = {x ∈ E : ‖x‖ = 1} denote the unit sphere of E. E is said to have a Gâteaux differentiable norm if the limit
lim
t→0
‖x+ ty‖ − ‖x‖
t
exists for each x, y ∈ S and in this case E is said to be smooth. E is said to have a uniformly Fréchet differentiable norm if the
limit is attained uniformly for x, y ∈ S and in this case E is said to be uniformly smooth.
Let {An} be a sequence of nonexpansivemappings on a closed convex subset K of a Banach space E and {αn} be a sequence
in [0, 1] with
∑∞
n=0 αn = ∞. Then (E, K , {An}, {αn}) is said to have Halpern’s property if for each u ∈ K , a sequence {yn}
defined by y0 ∈ K
yn+1 = (1− αn)Anyn + αnu, n ≥ 0, (2.1)
converges strongly.
Lemma 2.1 ([22, Proposition 5]). Let (E, K , {An}, {αn}) haveHalpern’s property. For each u ∈ K, put Pu = limn→∞ yn, where {yn}
is a sequence in K defined by (2.1). Then the following hold: (i) Pu does not depend on the initial point y0. (ii) P is a nonexpansive
mapping on K .
Lemma 2.2 ([21, Proposition 2.2]). Let E be a Banach space. S is aweak contractionwith a functionϕ on E and T is a nonexpansive
mapping on E. Then the composite mapping TS is a weak contraction on E.
The following Lemma was given in [23,24].
Lemma 2.3. Let {λn} and {δn} be two sequences of nonnegative real numbers and {αn} a sequence of positive numbers satisfying
the conditions
∑∞
n=0 αn = ∞ and limn→∞ δnαn = 0. Let the recursive inequality
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λn+1 ≤ λn − αnϕ(λn)+ δn, n = 0, 1, 2, . . . ,
be given where ϕ(λ) is a continuous and strictly increasing function for all λ ≥ 0 with ϕ(0) = 0. Then {λn} converges to zero as
n→∞.
Let (X, d) be a metric space and T be a mapping with domain D(T ) and R(T ) in X . Alber and Guerre-Delabriere [25]
defined a weak contraction as follows: T is called weakly contractive if
d(Tx, Ty) ≤ d(x, y)− ϕ(d(x, y)), for all x, y ∈ D(T ),
where ϕ : [0,+∞) → [0,+∞) is a continuous and strictly increasing function such that ϕ is positive on (0,+∞) and
ϕ(0) = 0. As a special case, if ϕ(t) = (1− k)t , for t ∈ [0,∞), where k ∈ (0, 1), then the weakly contractive mapping T is a
contraction with the contractive coefficient k. Browder [26] obtained the following result for weakly contractive mapping.
Lemma 2.4 ([26, Theorem 2]). Let (X, d) be a complete metric space, and T be a weak contraction on X. Then T has a unique fixed
point p in X. Moreover, for x ∈ X, {T nx} strongly converges to p.
3. Main results
We now state and prove the main results of this paper.
Theorem 3.1. Let K be a nonempty closed convex subset of a Banach space E. Let {Tn} be a sequence of nonexpansive mappings
from K into itself such that F = ⋂∞n=1 F(Tn) 6= ∅. If {αn} and {βn} satisfy the conditions: {αn} ⊆ (0, 1),∑∞n=0 αn = ∞ and{βn} ⊆ [0, 1), then the following are equivalent.
(i) {xn} defined by{x0 = x ∈ K arbitrarily chosen,
yn = βnxn + (1− βn)Tnxn,
xn+1 = αnu+ (1− αn)yn, n ≥ 0,
strongly converges to some p ∈ F as n→∞, for every u ∈ K.
(ii) {un} defined by{u0 = u ∈ K arbitrarily chosen,
vn = βnun + (1− βn)Tnun,
un+1 = αnS(un)+ (1− αn)vn, n ≥ 0,
(3.1)
strongly converges to some p ∈ F as n→∞, for every weak contraction S on K with a function ϕ.
Proof. If un defined by (3.1) strongly converges to some p ∈ F as n→∞, then setting u ∈ K and S as a constant mapping
(set Sun = u for all un ∈ E), we obtain (i). Conversely, we shall prove (i)⇒ (ii).
Let An = βnI + (1 − βn)Tn. By the nonexpansivity of Tn, we get An is a sequence nonexpansive mappings. So, by the
assumption, (E, K , {An}, {αn}) have Halpern’s property. Put Pu = limn→∞ xn for each u ∈ K . It follows from Lemma 2.1 that P
is nonexpansive. Then PS is a weak contraction by Lemma 2.2. Lemma 2.4 ensures that there exists a unique element p ∈ E
such that p = P(Sp). Define a sequence {xn} by{x0 = x ∈ K arbitrarily chosen,
yn = βnxn + (1− βn)Tnxn,
xn+1 = αnSp+ (1− αn)yn, n ≥ 0.
Then by the assumption, limn→∞ xn+1 = P(Sp) = p ∈ F . For every n, we have
‖un+1 − xn+1‖ ≤ αn ‖Sun − Sp‖ + (1− αn) ‖vn − yn‖
≤ αn(‖Sun − Sxn‖ + ‖Sxn − Sp‖)+ (1− αn) ‖βn(un − xn)+ (1− βn)(Tnun − Tnxn)‖
≤ αn[‖un − xn‖ − ϕ(‖un − xn‖)] + αn[‖xn − p‖ − ϕ(‖xn − p‖)] + (1− αn) ‖un − xn‖
= ‖un − xn‖ − αnϕ(‖un − xn‖)+ αn[‖xn − p‖ − ϕ(‖xn − p‖)].
Thus, we get for λn = ‖un − xn‖ and δn = αn[‖xn − p‖ − ϕ(‖xn − p‖)] the following recursive inequality:
λn+1 ≤ λn − αnϕ(λn)+ δn.
Since limn→∞ δnαn = limn→∞[‖xn − p‖ − ϕ(‖xn − p‖)] = 0, an application of Lemma 2.3 yields
lim




‖un − p‖ ≤ lim
n→∞(‖un − xn‖ + ‖xn − p‖) = 0.
Consequently, we obtain the strong convergence of {un} to p = P(Sp) ∈ F . 
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Remark 3.2. The iteration algorithm (3.1) extends the iteration scheme (1.5) from a contractive mapping f to a weakly
contractive mapping S with ϕ. Obviously, taking ϕ(t) = (1 − k)t for t ∈ [0,∞) and k ∈ (0, 1), the weakly contractive
mapping S reduce to a contractive mapping f .
Remark 3.3. Ifwe replace {Tn} by {Wn} in Theorem3.1,we can obtain the corresponding results of the so-calledW -mapping.
Corollary 3.4. Let K , E, F , {αn} and {βn} be the same as in Theorem 3.1, Ti be a nonexpansive mapping from K into itself for
i ∈ Z+ such that F =⋂∞i=1 F(Ti) 6= ∅, then the following are equivalent.
(i) {xn} defined by (1.6) strongly converges to some p ∈ F(T ) as n→∞, for every u ∈ K .
(ii) {un} defined by (1.5) strongly converges to some p ∈ F(T ) as n→∞, for every f ∈ ΠK .
Proof. Putting ϕ(t) = (1− k)t in Theorem 3.1, for t ∈ [0,∞), where k ∈ (0, 1), then the weakly contractive mapping S is
a contraction with the contractive coefficient k. The conclusion of Corollary 3.4 can be obtained from Theorem 3.1. 
Theorem 3.5. Let K be a closed convex subset of a reflexive and strictly convex Banach space E which also has aweakly continuous
duality map Jϕ with the gauge ϕ. Let Ti be a nonexpansive mapping from K into itself for i ∈ Z+ and f be a weakly contractive
mapping. Assume that F = ⋂∞i=1 F(Ti) 6= ∅. Given u ∈ K and given {αn} and {βn} be the same as in Theorem 1.3. Then the
sequence {xn} defined by (1.5) converges strongly to p ∈ F .
Proof. By Theorems 1.4 and 3.1, then the conclusion follows. 
Remark 3.6. Theorem 3.5 not only extends the Theorem 2.1 of Cho et al. [18] from a contraction mapping to a weakly
contractive mapping, but also improves the Theorem 2.1 of Cho et al. [18] from a uniformly smooth and strictly convex
Banach space to a reflexive and strictly convex Banach space E which also has a weakly continuous duality map Jϕ with the
gauge ϕ.
Remark 3.7. Theorem 3.5 extends the results of Kim and Xu [9] and Yao et al. [10] from one nonexpansive mapping to a
family of infinitely nonexpansive mappings. And Theorem 3.5 also extends the Theorem 1 of Yao et al. [10] from f ∈ ΠK to
a weakly contraction mapping.
Theorem 3.8. Let K be a nonempty closed convex subset of a Banach space E. Let {Tn} be sequence of nonexpansive mappings
from K into itself such that F = ⋂∞n=1 F(Tn) 6= ∅. If {αn} satisfies the conditions: {αn} ⊆ (0, 1) and∑∞n=0 αn = ∞, then the
following are equivalent.
(i) {xn} defined by{
x0 = x ∈ K arbitrarily chosen,
xn+1 = αnu+ (1− αn)Tnxn, n ≥ 0,
strongly converges to some p ∈ F as n→∞, for every u ∈ K .
(ii) {un} defined by{
u0 = u ∈ K arbitrarily chosen,
un+1 = αnS(un)+ (1− αn)Tnun, n ≥ 0,
strongly converges to some p ∈ F as n→∞, for every weak contraction S on K with a function ϕ.
Proof. Putting βn = 0 in Theorem 3.1, we have xn+1 = αnu + (1 − αn)Tnxn and un+1 = αnS(un) + (1 − αn)Tnun. The
conclusion of Theorem 3.8 can be obtained from Theorem 3.1 immediately. 
Remark 3.9. Theorem 3.8 extends the Theorem 4.4 of Song [21] from one nonexpansive mapping to a family of infinitely
nonexpansive mappings.
Theorem 3.10. Let K be nonempty closed convex subset of a Banach space E. Suppose T is a nonexpansive mapping from K into
itself with F(T ) 6= ∅. If {αn} and {βn} satisfy the conditions: {αn} ⊆ (0, 1),∑∞n=0 αn = ∞ and {βn} ⊆ [0, 1), then the following
are equivalent.
(i) {xn} defined by (1.2) strongly converges to some p ∈ F(T ) as n→∞, for every u ∈ K .
(ii) {un} defined by{u0 = u ∈ K arbitrarily chosen,
vn = βnun + (1− βn)Tun,
un+1 = αnS(un)+ (1− αn)vn, n ≥ 0,
(3.2)
strongly converges to some p ∈ F(T ) as n→∞, for every weak contraction S on K with a function ϕ.
Proof. Putting Tn = T , the conclusion of Theorem 3.10 can be obtained from Theorem 3.1. 
Remark 3.11. If βn = 0, then Theorem 3.10 reduce to Theorem 4.4 of Song [21].
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Remark 3.12. The iteration algorithm (3.2) extends the iteration scheme (1.3) from a contractive mapping f to a weakly
contractive mapping S with ϕ. Obviously, taking ϕ(t) = (1 − k)t for t ∈ [0,∞) and k ∈ (0, 1), the weakly contractive
mapping S reduce to a contractive mapping f .
Corollary 3.13. Let E, K , T , F(T ), {αn} and {βn} be the same as in Theorem 3.10, then the following are equivalent.
(i) {xn} defined by (1.2) strongly converges to some p ∈ F(T ) as n→∞, for every u ∈ K.
(ii) {un} defined by (1.3) strongly converges to some p ∈ F(T ) as n→∞, for every f ∈ ΠK .
Proof. Putting ϕ(t) = (1 − k)t in Theorem 3.10, for t ∈ [0,∞), where k ∈ (0, 1), then the weakly contractive mapping S
is a contraction with the contractive coefficient k. The conclusion of Corollary 3.13 can be obtained from Theorem 3.10. 
Remark 3.14. Putting n = 1, γ1 = 1 in (1.4), we haveWn = T1. The conclusion of Corollary 3.13 can also be obtained from
Corollary 3.4.
Theorem 3.15. Let E, K , {Tn}, F , {αn} and {βn} be the same as in Theorem 3.1, then the following are equivalent.
(i) {xn} defined by{
x0 = x ∈ K arbitrarily chosen
xn+1 = αnu+ βnxn + (1− αn − βn)Tnxn, n ≥ 0,
strongly converges to some p ∈ F as n→∞, for every u ∈ K.
(ii) {un} defined by{
u0 = u ∈ K arbitrarily chosen
un+1 = αnSun + βnun + (1− αn − βn)Tnun, n ≥ 0, (3.3)
strongly converges to some p ∈ F as n→∞, for every weak contraction S on K with a function ϕ.
Proof. Putting yn = βn1−αn xn + 1−αn−βn1−αn Tnxn, vn = βn1−αn un + 1−αn−βn1−αn Tnun,∀n ≥ 0 in Theorem 3.1, we have xn+1 =
αnu + βnxn + (1 − αn − βn)Tnxn, un+1 = αnSun + βnun + (1 − αn − βn)Tnun. The conclusion of Theorem 3.15 can be
obtained from Theorem 3.1 immediately. 
Remark 3.16. The iteration algorithm (3.3) extends the iteration scheme (1.7) from a contractive mapping f to a weakly
contractive mapping S with ϕ. Obviously, taking ϕ(t) = (1 − k)t for t ∈ [0,∞) and k ∈ (0, 1), the weakly contractive
mapping S reduce to a contractive mapping f .
Remark 3.17. From the proof of Theorem 3.15, we can obtain that the iteration scheme defined by (3.3) is equivalent to the
iteration algorithm (3.1). Similarly, the iteration scheme defined by (1.8) is equivalent to the iteration algorithm generated
by (1.6).
Corollary 3.18. Let K be a nonempty closed convex subset of a Banach space E. Let Ti be a nonexpansive mapping from K into
itself for i = 1, 2, . . . . Suppose F =⋂∞i=1 F(Ti) 6= ∅. If {αn} ⊆ [0, 1] satisfies∑∞n=1 αn = ∞, then the following are equivalent.
(i) {xn} defined by (1.8) strongly converges to some p ∈ F as n→∞, for every u ∈ K .
(ii) {un} defined by (1.7) strongly converges to some p ∈ F as n→∞, for every f ∈ ΠK .
Proof. Putting ϕ(t) = (1 − k)t in Theorem 3.15, for t ∈ [0,∞), where k ∈ (0, 1), then the weakly contractive mapping S
is a contraction with the contractive coefficient k. The conclusion of Corollary 3.18 can be obtained from Theorem 3.15. 
Remark 3.19. ByCorollaries 3.4, 3.18 andRemark 3.17,we canobtain that the strong convergence of the iteration algorithms
are equivalent among (1.5)–(1.8).
Remark 3.20. Suzuki [22] proved that Moudafi’s viscosity approximation with contractions is equivalent to Halpern’s type
or Browder’s type iterative process. The results are very important for our corresponding results. Moreover, if we replace
weak contraction mappings with more general mappings, the investigation is meaningful.
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