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Accurate intensity estimation of tropical cyclones (TC) is an important topic of research due to 
its economic impact and public safety concerns.  An accurate measure of the current wind 
strength is necessary to accurately predict TC intensity.  We have developed and tested 
automated method to estimate TC intensity based on the existing historical satellite images alone.  
The Hurricane Satellite data (HURSAT–B1) is used to develop the algorithm, which focuses on 
the North Atlantic from 1978-2009.  The algorithm is trained and validated using aircraft 
reconnaissance-based data.  Here, the data is restricted to include only fixes that are over water 
and are south of 45˚N.  This subset comprises of 2,016 measurements in 165 storms from 1988 
through 2006.  The proposed intensity estimation algorithm has two parts: temporal constraints 
and spatial (image) analysis.  The temporal analysis uses the age of the cyclone, 6, 12 and 24 
hour prior intensities as predictors of the expected intensity.  The 10 closest analogs determined 
by a K-nearest-neighbor algorithm are averaged to obtain an estimate of the intensity of 
unknown TC.  The resulting average mean absolute error is 4.8 kt (50% of estimates have MAE 
within 4.4 kt).  The current analysis has the potential to decrease the DT noise and to provide 
new temporal constraints on DT.  The image intensity estimation algorithm uses satellite images 
for intensity analysis.  The expected intensity is estimated using the current image and earlier 
images from the 6, 12 and 24 hour before the current image as predictors.  Several tests were 
implemented to statistically justify the proposed algorithm using the n-fold cross-validation 
where n is 165.  The resulting average mean absolute error for the 165 storms is 10.9 kt (50% of 
points are within 10 kt) or 8.4 mb (50% of points are within 8 mb) and its accuracy is on par with 
other objective techniques. The proposed approach is an important tool for estimating the 
intensity of tropical cyclones due to its simplicity, objectivity and consistency. 
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Chapter 1  
Introduction 
1.1 Tropical Cyclone Intensity Estimation 
A tropical cyclone (TC) is a storm system characterized by large air masses circulating 
clockwise in the Southern Hemisphere and counterclockwise in the Northern Hemisphere.  Its 
center (eye) has low atmospheric pressure and a ring of intense thunderstorms and heavy rain.  
The Highest wind speed and rain are found in the eye wall which is the ring immediately 
surrounding the eye.  The medium size of the TC has 300 km to 600 km radius with a 30 km to 
60 km eye’s diameter.  TC forms over large surface of warm water in oceans and energizes when 
humid air rises by releasing heat through concentration of water vapor.  Several environmental 
factors are required for formation of a cyclone; for example ocean waters’ temperature of at least 
26.5º C from the surface to at least 50 m of depth.  Nonetheless, processes that cause the 
formation of a tropical cyclone are still not fully understood.  The intensity of a TC is measured 
by the minimum sea level pressure (MSLP) or surface maximum sustained wind speed (MSW), 
which is defined as the one-minute wind speed average.  Everywhere in the world except the 
United States, the MSW is measured as a 10-minute wind speed average.  In the Atlantic and 
Eastern North Pacific those tropical cyclones whose intensities are less than 34 kt are called 
Tropical Depressions, while those from 34 kt to 63 kt are termed Tropical Storms and those 
above 64 kt are referred to as hurricanes.  In other ocean basins, like the Indian Ocean, different 
intensity thresholds and other subcategories are used (Lin, 2007). 
TCs have been described using measurable variables, like temperature, pressure and 
relative humidity.  These measurements are rare for TCs since much of their lives occur over the 
oceans.  On the other hand, satellite images can describe the dynamics, characteristics and 
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structure of TCs remotely (Ritchie et al., 2003; Velden et al., 2006a).  Satellites have made it 
possible to observe the TCs since 1960.  Today, series of the satellites provide approximately 
complete coverage of the tropical oceans where traditional meteorological observations are rare.  
Forecasters rely on satellite observations as the main method to perform the estimation of TC 
intensity.  The infrared and visible channels are two of the most frequently used bands and these 
provide information about the structure and location of atmospheric systems.  The thermal 
infrared band (8 μm -16 μm) is always available and takes radiation emitted from the top of the 
clouds.  But the visible channels (0.35 μm – 0.7 μm) get scattered and reflected solar radiation 
from the top of the clouds.  Thus, this data is not available during the night.  Information about 
the atmospheric systems in the lower levels of the atmosphere cannot be provided by those 
channels because they are often covered by clouds.   
A TC revolved through irregular shapes at early phases of their development.  When 
direct quantities of environmental variables such as temperature and pressure are not available, 
the detection of typical circular and curved patterns from remotely sensed data is a possible 
method to conclude the creation and development of tropical cyclones.  The first complete 
pattern recognition technique for tropical cyclone intensity estimation from satellite images was 
developed by Dvorak (Dvorak, 1972, 1975, 1984).  The Dvorak technique (DT) is subjective, but 
it is still used as the primary intensity estimation and forecasting tool in many TC forecasting 
stations around the world (Velden et al., 2006a).  The satellite-based technique is the only 
estimate of TC intensity available to tropical cyclone forecasters for ocean basins where there is 
no aircraft reconnaissance.  An expert applies the technique to measure features of the clouds in 
satellite images by following a set of empirically determined rules.  The expert employs these 
measures to find the final intensity estimation in a lookup table (DT is described in chapter 2).  
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However, the DT is subjective, time consuming, and dependent on experience of the user.  
Improvement of the original DT evolved into the objective Dvorak technique (ODT), which used 
computer based analysis to estimate intensity (Velden et al., 1998).  To overcome the limitations 
of the ODT, such as manual selection of the storm center or the inability to operate on weak 
storms, the advanced objective Dvorak technique (AODT) was developed.  The most recent 
version of ODT is the advanced Dvorak technique (ADT) (Olander and Velden, 2007).  Unlike 
the ODT and AODT, whose focuses were to mimic the subjective technique, the ADT 
concentrates on extending the method beyond the original application and constraints.  
Another potential method is to estimate the wind vector field from remotely sensed 
imagery.  Automated techniques could be based on building a wind vector field from a sequence 
of images to estimate the intensity based on wind speed.  Cross correlations (González and 
Woods, 2002) and optical flow (Horn and Schunck, 1981) are the typical approaches to construct 
a vector field from a series of images.  These techniques have two options to detect and measure 
the movement of objects by matching pixels between sequences of images.  However, accurate 
detection and measurement of the object movements require small and smooth variations 
between the images.  But such images with high time resolution are rarely available.  By 
applying image processing techniques like Hough Transform (González and Woods, 2002) and 
chain codes (Sheu and Chou, 2004), other shapes as vortices could be detected.  For example 
Sheu and  Chou (2004) developed a technique to detect vortices from images using chain codes.  
The Procedure starts with constructing a binary image of the vortex by using a threshold, and 
then calculates the 8 connectivity chain code.  By exploring the code, the vortex is detected.  
These techniques usually used the edge detector to determine the contours in binary images.  Due 
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to the high level of resolution in satellite images, it is hard to apply techniques over binary 
images in a reliable way.   
In addition, there are other techniques for estimating intensity based on satellite 
measurements.  Kossin et al. (2007a) described a technique in which the radius of maximum 
wind, the critical wind radii, and the two-dimensional surface wind field were estimated using 
mean 12-hour infrared imagery.  Furthermore, techniques for estimating the intensity of a 
tropical cyclone were also developed using measurements from the advanced microwave 
sounding unit (Demuth et al., 2004).  Some of these techniques were combined to enhance the 
tropical cyclone intensity estimation (Velden et al., 2006b).  A recently developed method called 
the deviation angle variance (DAV) technique used the gradient of the brightness temperature 
field to determine the level of symmetry of the tropical cyclone cloud structure which was shown 
to be correlated with the intensity of the TC (Piñeros et al., 2008, 2011).  New DAV technique 
described in (Ritchie et al., 2012) used the National Hurricane Center’s best-track database to 
constrain the technique. 
1.2 Motivation 
This work has been part of a big project funded by the National Science Foundation 
under Expeditions in computing, which aims on developing methods that take advantage of the 
wealth of climate data available from satellite and ground-based sensors, the observational 
record and physics-based climate model simulations. 
Tropical cyclones are the most dangerous and extreme weather phenomena.  Landfall 
TCs accounts for an average of $10 billion in damage annually in United States (Pielke et al., 
2008).  For example Hurricane Katrina (2005) took more than 1800 lives and caused about $81 
billion in damages.  Despite large decreases in tracking forecast errors over the past three 
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decades, hurricane estimation and prediction errors have not reached estimated predictability 
limits (McAdie and Lawrence, 2000) and there has been little improvement in forecasting of 
storm intensity (Camp and Montgomery, 2001).  Long-term planning like evacuation, costal 
development or route capacity is certainly important in mitigating the economic damage and loss 
of the life due to the TCs, but it is the prediction of a TC’s future characteristics that determines 
the short term response of communities to decrease the threat of TC landfall.  TC forecasts serve 
as input to those public officials who make decisions regarding preparations for TC landfalls 
(Regnier, 2008).  An accurate measure of the current intensity is necessary to accurately predict 
TC intensity.  Usually, an aircraft flying through the cyclones obtains pressure and wind 
measurements.  However, it is too difficult and too expensive to monitor intensity in a TC when 
it takes place in the ocean.  Accurate intensity estimation of tropical cyclones is a high priority 
topic of research, due to their large economic effects as well as public safety concerns (Velden et 
al., 2006a). 
Existing techniques for estimating TC intensities are too subjective which tend to create 
inaccurate and inconsistent intensity estimations.  For example, as shown in Figure 1.1, various 
agencies have reported different intensity estimations with large discrepancies for the Storm 
Yvette (1992) by applying the same Dvorak Technique.  Inaccuracy, subjectivity and 
inconsistency are the results of using current DT. 
1.3 Problem Definition and Challenges 
We hypothesize that discovering unknown regularities and abnormalities that may exist 
in the large group of past observations could help human experts interpret TC intensity changes.  
This research is inspired by the availability of satellite imagery for tropical cyclones.  Our goal is 
to provide a data mining tool which would provide a new automated technique for TC estimation 
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using only the hurricane satellite data.  This research developed an objective alternative to the 
Dvorak technique for TC intensity estimation based on valuable historical data using only  
 
Figure ‎1.1. Estimation of the intensity of storm Yvette (1992) reported from various agencies, 
based on international best track archive for climate stewardship (IBTrACS). 
infrared imagery.  The proposed technique has the added advantages of simplicity, objectivity 
and consistency compare to Dvorak technique.  The proposed technique provided a better 
understanding of characteristics of satellite imagery in response to TC’s intensity change; which 
is not well understood yet. 
The proposed research addresses the following challenges for estimating the intensity of a 
TC.  First, discover features and patterns in satellite images that are relevant to current intensity 
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of the storm.  Second, working with ambiguous satellite images due to noise make the estimation 
difficult.  Third, since limited reconnaissance data are available especially for weak and intense 
storms, make the validation and training procedures incomplete. 
1.4 Organization  
Literature Survey is presented in Chapter 2.  Database and methodology for TCs intensity 
estimation are presented in Chapter 3.  The simulation results are described in Chapter 4.  




Chapter 2  
Literature Review 
2.1 Introduction  
The satellite-based approach is the only technique available to forecasters for estimating 
the intensity of Tropical Cyclone (TC) for ocean basins where there is no aircraft reconnaissance.  
The Dvorak technique (DT) is the most widely used technique for estimating TCs’ intensity 
based on visible and infrared satellite images.  DT uses a T-number scale as shown in Table 2.1 
to estimate TC intensity based on cloud patterns in satellite imagery, where T-number is the 
storm category number based on current intensity.  However, the original DT was subjective, 
time intensive, and was dependent on an expert’s knowledge.  Despite this, the DT is still used as 
the primary intensity estimation tool in many TC forecasting centers around the world (Knaff et 
al., 2010; Velden et al., 2006a; Velden et al., 1998). 
Velden et al. (1998) introduced the objective Dvorak technique (ODT).  The ODT uses 
computer-based algorithms to detect patterns in cloud structure and create an intensity estimate 
based on a lookup table which is determined by experience.  Olander and  Velden (2007) 
developed the advanced Dvorak technique (ADT) which concentrates on extending the method 
beyond the original application and temporal constraints. 
The remainder of this chapter is organized as follows.  Section 2.1.1 summarizes the 
procedure of DT.  Section 2.1.2 and 2.1.3 provide a brief overview of ODT and ADT 
respectively. 
2.1.1 The Dvorak technique.  The procedure for estimating the T-number based on DT 
(Dvorak, 1984) is shown in Figure 2.1, which is a set of empirical rules.  As shown, this 




The empirical relationship between the current intensity number (CI), the maximum mean wind 
speed (MWS), and the minimum sea level pressure (MSLP) in tropical cyclones.  Tropical 









1.0 – 1.5 25 TD - - 
2.0 30 TD 1009 1000 
2.5 35 TS 1005 997 
3.0 45 TS 1000 991 
3.5 55 TS 994 984 
4.0 66 Cat 1 987 976 
4.5 77 Cat 1-2 979 966 
5 90 Cat 2-3 970 954 
5.5 102 Cat 3 960 941 
6 115 Cat 4 948 927 
6.5 127 Cat 4 935 914 
7.0 140 Cat 5 921 898 
7.5 155 Cat 5 906 879 




infrared brightness temperature (BT) of the clouds.  The technique is used by an expert to 
measure several features of the clouds in the image subjectively.  First, the experts determine the 
intensity of TC by locating center of the atmospheric disturbance and then by analyzing the 
center’s shape and its connection to the cold clouds of the pattern. 
 
Figure ‎2.1. Procedure for DT intensity estimation. (Dvorak, 1984) 
In two different ways, the intensity was determined by analyzing the storms’ cloud 
pattern.  In step 2, first, intensity estimate is made by measuring the cloud features that were 
correlated to storm intensity.  This step is completed when the cloud pattern being analyzed had 
cloud features similar to the cloud patterns that were listed in step 2A through 2E as shown in 
Figure 2.2.  For example, if the curve band of the pre-storm was identified then pattern T number 
(PT) 1.5 was assigned to the TC.  When the measurement derived from step 2 gave an intensity 
estimate that fell within prescribed limits, it would be used as the final intensity.  Step 3 is 
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discussed later.  Steps 4 through 6 determine the second intensity estimate.  When measurements 
of storm features are not available, steps 4 and 5 provided an intensity estimate called the model 
expected T-number (MET), and also provided the limits within which the measured estimates 
must fall.  MET is determined by comparing the current image of the storm with previous image 
(24 hour before) and deciding whether or not the storm has continued on its past trend of 
development.  The intensity estimate could then be obtained by extrapolation along the intensity 
change curve in the model that best fitted the previous history of the storm’s development.  For 
example, to obtain this intensity estimate in the “Curved-Band Pattern” type, the expert would 
 
Figure ‎2.2. Developments of cloud pattern types used in intensity analysis.  Pattern changes from 
left to right are typical 24-hourly changes. (Tropical, 2013) 
only be required to distinguish the pattern that best describes the storm by observing the storm 
over a 24-hour period.  Step 6 is a modification to the intensity estimate in step 5.  This estimate 
of the intensity would then be used whenever the cloud features related to storm intensity are 
recognizable but not clear enough for measurement.  This compares patterns in the model that 
matched to the development stage indicated in step 5 to the cloud pattern of the storm.  The 
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intensity estimate is then adjusted up or down when the cloud pattern being analyzed appears to 
be clearly stronger or weaker than was expected from its past growth rate accordingly. 
In steps 7 through 9, the intensity estimate specified from the cloud features is then tested 
according to the rules of technique (describes in section 3.4.1) to determine if it falls within 
specified limits or if it must be adjusted. 
Step 3, which was previously skipped, is used when the cloud pattern showed a central 
cloud cover (CCC).  The CCC pattern is defined when a more or less round cloud overcast mass 
of clouds cover the storm center or comma head (comma-like shape) obscuring the expected 
rings of pattern evolution (Dvorak, 1984).  The storm’s development stops (or soon will be) 
when this pattern type appears.  The final step in the technique provided instructions for 
forecasting 24-hour intensity. 
2.1.2 Objective Dvorak technique and advanced objective Dvorak technique.  
Improvement of the original DT evolved into the objective Dvorak technique (ODT), which used 
computer-based analysis to estimate intensity (Velden et al., 1998).  ODT is based on empirical 
rules similar to those used in the original DT.  Its usage is limited to only strong tropical storms 
and requires manual selection of the TC storm position to initiate the intensity estimation 
process. 
The origin of the technique entails finding two temperatures from an image.  The first 
temperature is related to the maximum temperature within a radius of 40 km around the center of 
the storm.  The second temperature is the minimum temperature from the pixels that constituted 
concentric rings around the center of the storm, which may vary from 24 km to 136 km ring 
radius.  The intensity of the tropical cyclone increases or decreases if the difference between the 
highest temperature and the temperature at the surrounding rings increases or decreases 
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accordingly.  A lookup table described in (Dvorak and Smigielski, 1990) showed the relationship 
between the change in temperatures and the final intensity estimates in terms of T-number. 
The advanced objective Dvorak technique (AODT) (Olander and Velden, 2004) extended 
the ODT to handle both weak and strong storms.  The AODT is equipped with an objective 
storm center determination scheme, which made it completely automated. 
2.1.3 Advanced Dvorak technique.  The most recent version of ODT is the Advanced 
Dvorak Technique (ADT) (Olander and Velden, 2007).  Unlike the ODT and AODT whose 
focuses are to mimic the subjective technique, the ADT concentrates on extending the method 
beyond the original application and constraints.  New constraints and several modifications have 
been introduced.  This technique uses not only infrared and visible imagery but also includes 
water vapor and microwave channels to perform the intensity estimation.  This technique is 
described in (Olander and Velden, 2007, 2009, 2012) and the software libraries can be found at 
Olander and  Velden (2008).  However, complete technical detail has not been published yet.  





Chapter 3  
Database and Methodology 
3.1 Introduction 
Accurate intensity estimation of tropical cyclones (TC) is a high priority topic of 
research, has a huge economic impact and public safety concerns.  Developing new automated 
techniques to estimate the TC intensity and to overcome the existing errors in estimation is still a 
challenge.  This research is inspired by the availability of tropical cyclone satellite imagery.  We 
hypothesize that discovering unknown regularities and abnormalities that may exist in the large 
group of past observations can help human experts interpret TC intensity changes from various 
points of view.  Our goal is to provide an estimation tool that increases the ability of human 
experts to analyze historical data for TC intensity estimation.  This line of research discovers a 
set of facts and guidelines with corresponding statistical justification. 
We have developed and tested an automated method to estimate TC intensity based on 
the existing historical satellite data.  The new intensity estimation algorithm has two parts: 
temporal constraints and image analysis.  Temporal information provides a priori estimate of 
storm intensity prior to using any satellite analysis.  The image analysis uses only satellite 
images for intensity analysis. 
The hurricane satellite data (HURSAT–B1) is used to develop the algorithm, which 
focused on the North Atlantic from 1988-2006.  In this study, we focus on a subset of Northern 
Atlantic storms that are contemporaneous with low-level aircraft-measured intensities (the 
aircraft reconnaissance based data). 
The temporal analysis uses the age, 6, 12 and 24 hours prior intensities of TC as 
predictors of the expected intensity.  Instead of regression techniques, the 10 closest analogs 
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(determined using a k-nearest-neighbor (K-NN) algorithm) are averaged to estimate the intensity.  
The algorithm is trained and validated on the aircraft reconnaissance based data.  This proposed 
technique has the potential to provide new temporal constraints on satellite analyses (e.g., the 
DT) and decrease the DT error on TC intensity estimation. 
The image analysis uses satellite images for intensity analysis.  The image analysis is 
based on the current, 6, 12 and 24 hours preceding images as predictors of the expected 
intensity.  This algorithm is also trained and validated on the aircraft reconnaissance based data 
and the 10 closest analogs (determined using (K-NN) algorithm) are averaged to estimate the 
intensity.  Simplicity, objectivity and consistency aspects of the proposed technique make it 
superior to the previously discussed techniques.  Furthermore, it has the potential to provide a 
new estimate of TC intensity in time for the entire globe. 
The remainder of this chapter is organized as follows.  Section 3.2 describes the Database 
used for developing our proposed technique.  Section 3.3 provides a brief overview of data 
mining procedure.  Section 3.4 and 3.5 describes the temporal and image analysis part of the 
proposed technique. 
3.2 Database 
Hurricane Satellite data (HURSAT–B1, version 05) is described in Knapp and  Kossin 
(2007), including best-track intensity used as a training and validation dataset (see detailed 
specification in Table 3.1).  This data spans from 1978 through 2009 and provides TC coverage 
of Northern Atlantic, Eastern and Western Pacific, Southern Hemisphere and Indian Oceans at 8 
km and at 3 hour resolution.  HURSAT–B1 data files are in a network common data form 
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geostationary weather satellites.  Multiple NetCDF files are possible when a storm is viewed by 
two satellites at the same time.  The infrared satellite images with the best view (smallest view 
zenith angle) are considered for this study. 
In this study, we focus on a subset of Northern Atlantic storms that are contemporaneous 
with low-level aircraft-measured intensities.  Here the data are restricted to only include fixes 
that are over water and are south of 45˚N following Kossin et al. (2007b).  We consider the best 
track intensity estimates to be those with aircraft reconnaissance within 12 hours.  This subset 
comprised of 2,016 measurements in 165 storms from 1988 through 2006. 
From HURSAT-B1 database, we derive the mean and standard deviation (SD) of 
brightness temperature (BT in Kelvin) for 70 azimuthal rings in 10 km intervals from the storm 
center (5km, 15km, 25km... 695km).  These are used as predictors for measuring the similarity 
(closeness) in Euclidean space for different storms (see details in the following section). 
3.3 Procedure for Data Mining 
Data mining techniques has attracted a great deal of attention in the information industry 
due to the availability of huge amounts of data and the urgent need for using such data to obtain 
useful knowledge.  Every data mining system contains an iterative sequence of the following 
steps (Han and Kamber, 2006): 
1. Data cleaning: Remove incomplete data (e.g., that has not enough information to 
be analyzed). 
2. Data integration: All Northern Atlantic storms’ data from 1988–2006 are 
combined for further analysis. 
3. Data selection: For each entry the features that are described in sections 3.4.1, 
3.5.1 are retrieved from integrated data.  It includes 6, 12, 24 prior intensities or 
20 
 
images and the age of each entry depending on temporal or image analysis 
respectively.  To access the original data, the NetCDF file name of each entry is 
also saved. 
4. Data transformation: Data are transformed into matrix forms which are 
appropriate for data mining. 
5. Data mining: Techniques, such as nearest neighbor method, are applied in order to 
extract an estimation of the intensity of the query entry.  These methods are 
described in depth in section 3.3.1. 
6. Estimator evaluation: The estimation accuracy is measured.  Estimation accuracy 
is discussed in chapter 4. 
7. Knowledge presentation: Results are presented to facilitate understanding of the 
mined knowledge.  This step is covered in chapter 4. 
It is important to mention that classification and estimation are two forms of data analysis 
that can be used to extract models describing important data classes or to estimate future data 
trends.  Our work is to estimate the intensity of TC considered as estimation of a continuous 
valued function and it is different from classification, which predicts categorical discrete labels. 
3.3.1 Overview of nearest neighbor search & similarity metrics.  The nearest neighbor 
search is an optimization problem for finding closest points in space.  The problem is defined as 
follows: given m points in a metric space N and a query point p  N; find the nearest point to p.  
Usually, N is n-dimensional Euclidean space and distance is measured by Euclidean distance.  
Different solutions to the nearest neighbor (NN) problem have been proposed  (Han and 
Kamber, 2006).  The simplest solution to the NN problem is a linear search.  In linear search, the 
distances from query point to every other point in the training database are computed and the 
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closest nearest neighbor is kept.  Other methods like locality sensitive hashing is used as a 
solution too (Han and Kamber, 2006).  Locality sensitive hashing is a technique for grouping 
closer points in space into the same buckets (intervals) based on the chosen distance metric with 
high probability.  The most popular NN search is the k-nearest neighbor algorithm.  Each entry is 
described by n attributes (or features) and it represents a point in an n-dimensional space.  In this 
way, all of the entries are stored in an n-dimensional space.  When presented with a query, a k-
nearest-neighbor classifier searches the space for the k entries that are closest to the unknown 
entry.  These k entries are the k “nearest neighbors” to the unknown query entry.  “Closeness” is 
defined in terms of a metric Euclidean distance.  The Euclidian distance between two entries 
               and                is defined as:  
 (   )  √(     )  (     )    (     )  (3.1) 
3.4 Temporal Analysis 
Temporal information provide a priori estimate of TC intensity before using any satellite 
images.  The proposed technique has the potential to provide new temporal constraints on 
satellite analyses (e.g., the DT) and to decrease the DT noise.  The intensity estimation process 
can be expressed as:  
     ( (   )  ) (3.2) 
For Equation 3.2, the spatial interpretation of satellite imagery   is constrained in time,   by 
some function  .  This is similar to Dvorak intensity estimation, where T-numbers are 
constrained in time to estimate current intensity (CI).  The temporal analysis uses the age, 6, 12 
and 24 hours prior intensities of TC as predictors of the expected intensity.  Hence intensity can 
be expressed as: 
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     (                           ) (3.3) 
Equation 3.3 shows intensity as a function of the prior maximum sustained wind speeds (MSW) 
and age. 
3.4.1 Temporal features.  In order to select appropriate features (that is, the predictors) 
for intensity estimation, a careful review of the DT reveals a number of interesting correlations 
between the T numbers (Table 2.1), the constraint on TC wind speed, duration and prior 
intensities of the storm.  Figure 3.1 shows the step 8 of DT.  This step provides the constraints on 
final T number in terms of duration, time of the day and prior intensities.  One of the important 
features that strongly related to the intensity of the storm is age.  For each snapshot of the storm, 
age of the cyclone refers to the approximate time elapsed between present (time of intensity 
estimation) and the starting time of the storm (Fetanat et al., 2012).  For example constraint No. 
1 of Figure 3.1 states that for storm just started, duration= 0, T-no. can only be 1 or 1.5.  The 
other important features that relate directly to intensity estimation are prior intensities of the  
 
Figure ‎3.1. Step 8 of Dvorak technique. (Dvorak, 1984) 
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storm up to 24 hour before estimation time.  Finally, the 4 features including 6, 12, 24 hour prior 
intensities and the age are selected as the features in intensity estimation.  These features are 
extracted from the NetCDF files of the training data.  Figure 3.2 shows an example of the 
extracted features for sample query with 12 days duration from storm Kate (2003). 
 
Figure ‎3.2. Visualizing extracted features for sample query with 12 days duration from starting 
point of the storm Kate (2003). 
3.4.2 Temporal algorithm description.  Figure 3.3 illustrates the procedure for the 
proposed technique.  First, all the data in the training database are organized according to 
selected features.  Second, the features (6, 12, 24 prior intensities and the age) of each query 
entry (unknown intensity entry) are extracted.  The third and the forth steps are used for sorting 
similar entries based on age and prior intensities for a given query.  The sorting is performed in 
this manner since the units of the features; duration (hour) and the intensities (kt) are different.  
In these two sorting steps the training data are sorted based on similarity in prior intensities with 
the given query.  For similar prior intensities, priority is given to images that are closer to the 
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query by duration.  Similarity is defined in terms of Euclidian distance between the query entry 
and all of the training entries according to those prescribed units. 
In the third step, the database is searched based on similar age.  All entries in the training 
data are sorted in ascending order based on the computed Euclidian distance between age (in 
hours) of query entry and the ages of the entries from the training data.  The entry from the 
training data with shortest distance (i.e., most similar duration means shortest time distance) is 
set as the first entry.  In the fourth step, the current entries are sorted based on the Euclidian 
distances between the prior intensities (kt) of the query entry and the training entries.  Fifth, we 
apply k-nearest neighbor algorithm to classify k entries with shortest Euclidian distance.  
Consequently when presents with a query with an unknown intensity, a k-nearest-neighbor 
classifier searches the space for the k entries that are closest to the unknown entry based on 
duration and prior intensities.  These k entries are the k “nearest neighbors” to the unknown  
 




“Closeness” is defined in terms of a metric Euclidean distance.  In step 6, the average 
intensity value of the 10 nearest neighbors is considered as the estimated intensity of the query 
entry.  The algorithm’s performance is affected by the choice of k.  If k is small, then the 
algorithm can be affected by noisy points.  If k is too large then the nearest neighbors can 
belonged to different classes.  Therefore, k=10 is selected as an optimum value for k based on 
estimation accuracy after several testing described in chapter 4. 
An example is provided to clarify the proposed technique.  Consider the query entry to be 
storm Rita at 0000 UTC 20th September 2005 with measured intensity of 60 kt.  Figure 3.4 
shows how storm Rita has evolved and the corresponding snapshot of the query entry presented.  
The goal is to estimate the intensity corresponding to the given query entry at the given date and 
time.  Assuming that duration and the 6, 12, and 24 hours prior intensities for the query entry are  
 
Figure ‎3.4. Query entry selected from Rita storm (2005). 
48 hour, and 60, 55, 45 kt respectively.  When k=1, the nearest neighbor storm to query in the 
training data entries is the snapshot of storm Gaston at 1200 UTC 29th August 2004.  Gaston’s 
current and 6, 12, 24 hour prior intensities are 65 kt and 60, 55, 45 kt respectively with 48 hour 
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duration is shown in Figure 3.5.  Finally the estimated intensity value is the current intensity of 
the storm Gaston which is 65 kt.  It has negligible error of 5 kt compare to measured intensity of 
60 kt. 
 
Figure ‎3.5. Gaston storm (1996) which is the nearest neighbor of the query showed in Figure 3.4. 
3.5 Image Analysis 
The intensity estimation process, as shown in Equation (3.2), is defined as a function   of 
temporal constraints   of the satellite image  (   ).  It estimates a continuous valued function 
( ) using historical data.  The image analysis uses the current, 6, 12 and 24 hours prior images of 
TC as predictors of the current intensity.  Hence intensity can be expressed as: 
     ( (   )   (   )     (   )      (   )    ) (3.4) 
Equation (3.4) expresses the intensity as a function of the current and preceding images. 
3.5.1 Image analysis features.  It has been shown that the cloud patterns of TCs evolve 
through recognizable stages as the intensity of the cyclone changes (Dvorak, 1984).  Thus, a 
direct relation exists between the cloud patterns and the intensity of the storm.  As the 
temperature changes different cloud patterns are formed around the center of the storm.  The 
motivation for developing our technique is to discover these BT patterns in the rings around the 
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center of the storms and compare these patterns with the existing historical patterns.  We 
hypothesize that similar patterns would correspond to similar intensities.  Because patterns in 
each ring may vary considerably during the evolution of the storm, we hypothesize that an 
average and standard deviation (SD) of each ring’s BT will have less variability between similar 
patterns.  Besides, TC evolved through stages during the time to reach the current intensity so 
prior BT patterns are essential components needed to improve the accuracy of the intensity 
estimation. 
Our proposed technique uses imagery from the current time along with imagery from 6, 
12 and 24 hour before the current time to estimate the intensity.  The current and the preceding 
6, 12 and 24 hour images expressed by BT (mean and SD) of the selected rings around the center 
of the storm. 
3.5.2 Image analysis algorithm description.  The procedure for implementing the new 
technique is summarized and illustrated in Figure 3.6 which is similar in implementation to 
temporal intensity estimation.  First, the data in the training dataset are organized according to 
selected features (current and the preceding 6, 12, 24 hours’ images).  Second, for each query 
entry (i.e., the unknown intensity entry) the same features are extracted.  The third step is used 
for sorting similar entries from training set based on the current and prior BT of the images for a 
given query.  Similarity is defined in terms of Euclidian distances between the query entry and 
all of the training entries.  In this step, BTs mean and SD of the selected image rings are used for 
comparison.  A sequential forward selection (SFS) algorithm (Koutroumbas, 1999) is used to 
find the optimum number of the rings for similarity comparison.  In this algorithm, each ring is 
sequentially added to an empty candidate set until the addition of further rings do not decrease 




Figure ‎3.6. Block diagram of the image analysis proposed technique. 
(RMSE) which are described in chapter 4.  Finally, 14 rings out of possible 70 rings around the 
center of the storm are selected based on SFS algorithm for comparison that is described in 
chapter 4.  Based on the number of the selected rings (i.e., 14), the feature vector corresponding 
to each snapshot had 112 dimensions.  This includes current and three prior images with 
averaged BT and its SD in 14 rings (i.e., 4*2*14=112). 
Fourth, we apply k-nearest neighbor algorithm to classify k entries with shortest 
Euclidian distance.  Each entry is described by 112 attributes (or features).  Each training entry 
represented a point in a 112-dimensional space.  When presents with a query with an unknown 
intensity, a k-nearest-neighbor classifier searches the 112-dimensional space for the k training 
entries that are closest to the unknown entry.  “Closeness” is defined in terms of the Euclidean 




Fifth, the estimated intensity of the query entry is the average intensity value of the 10 
nearest neighbors.  The algorithm's performance is affected by the choice of k.  If k is small, then 
the algorithm can be affected by noisy points.  If k is too large then the nearest neighbors can 
belonged to different classes.  By changing the value of k from 1 to 200 for several validation 
processes, the optimum value appears to be 10, which has a minimum averaged error in terms of 
MAE and RMSE.  Decision methods based on k-nearest neighbors may include a simple 
average, weighted average, median (middle value), NN and mode (most repeated).  These are all 
tested, for cases in which the simple average of the 10 nearest neighbors has the minimum error 
(see chapter 4 for more details). 
A distance threshold can be set for choosing NNs.  As shown in Figure 3.7, by 
considering a distance threshold, only NNs within a certain radius distance of the query can be 
considered for decision making.  To reach to this goal it is necessary to normalize feature vectors  
 
Figure ‎3.7. Setting distance threshold for choosing NNs. 
by their maximum possible values for each feature.  If                and   
             are two feature vectors with dimension of d (here 112), then they can be  
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normalized as below: 
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  (3.6) 
which   and    are the normalized feature vectors and           are the maximum value of 
each feature.  The Euclidian distance between these two normalized points based on Equation 
(3.1) is: 


















)  (3.7) 
The maximum value of each component (e.g. (    ⁄      ⁄ )
 ) is 1 since the maximum and 
minimum value for     ⁄  and     ⁄  is 1 and 0 respectively.  Therefore the maximum possible 
distance based on Equation (3.7) is √ .  By changing the value of decision threshold from 1% to 
20% of the maximum possible distance for several validation processes, the optimum value 
appears to be 13%, which has a minimum averaged error in terms of MAE and RMSE (see 
chapter 4 for more details). 
An example is provided to clarify our proposed technique.  Consider the query entry to be 
Hurricane Katrina at 1200 UTC 27th August 2005 (Figure 3.8).  The goal is to estimate the 
intensity corresponding to the given query entry at that given date and time.  The nearest 
neighbor to Hurricane Katrina at that time using the method described above is from the training 
dataset for Hurricane Gustav at 0000 UTC 28th August 1990 (Figure 3.9); Gustav’s intensity is 
95 kt.  This example illustrates that this intensity is only 5 kt away from the estimated intensity 
of Katrina which was 100 kt.  Figure 3.10 shows the similarity between the query and the NN in 




Figure ‎3.8. Sample query from storm Katrina (2005). 
 





Figure ‎3.10. Azimuthal BT mean (a) and SD (b) for the 14 rings of the query image in Figure 3.8 
(Hurricane Katrina, 2005) and nearest neighbor mean (c) and SD (d) from the training set 
(Hurricane Gustav, 1990). 
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Chapter 4  
Simulation Results 
4.1 Introduction 
Accurate intensity estimation of tropical cyclones (TC) is an important topic of research 
due to their economic impact and public safety concerns.  An accurate measure of the current 
wind strength is necessary to accurately predict TC intensity.  One possible method of measuring 
the wind speed is to fly aircraft through the cyclones.  However, routine flights occur only in the 
North Atlantic Ocean.  Most often meteorologists use satellite images to infer the wind strength.  
We have developed and tested automated method to estimate TC intensity based on the existing 
historical satellite images alone.  The Hurricane Satellite data (HURSAT–B1) is used to develop 
the algorithm, which focuses on the North Atlantic from 1978-2009.  The algorithm is trained 
and validated using aircraft reconnaissance-based data.  Here, the data is restricted to include 
only fixes that are over water and are south of 45˚N.  This subset comprises 2,016 measurements 
in 165 storms from 1988 through 2006.  The new intensity estimation algorithm has two parts: 
temporal constraints and image analysis. 
Temporal information provides a priori estimate of storm intensity (in terms of wind 
speed) before using any satellite image analysis.  The temporal analysis uses the age of the 
cyclone, 6, 12 and 24 hour prior intensities as predictors of the expected intensity.  The 10 
closest analogs (determined by a K-nearest-neighbor algorithm) are averaged to obtain an 
estimate of the intensity of unknown TC.  Several validation tests were conducted to statistically 
justify the proposed algorithm using n-fold cross-validation, where n is the total number of 
storms and is equal to 165.  The resulting average mean absolute error is 4.8 kt (50% of estimates 
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have MAE within 4.4 kt).  The current analysis has the potential to decrease the DT noise and to 
provide new temporal constraints on DT. 
The image intensity estimation algorithm uses satellite images for intensity analysis.  The 
expected intensity is estimated using the current image and earlier images from 6, 12 and 24 
hour before the current image as predictors.  Instead of regression techniques, the 10 closest 
analog images are determined using a K-nearest-neighbor algorithm and are used to estimate the 
intensity.  Several tests were implemented to statistically justify the proposed algorithm using the 
n-fold cross-validation where n is 165.  The resulting average mean absolute error for the 165 
storms is 10.9 kt (50% of estimates have MAE within 10 kt) and its accuracy is on par with other 
objective techniques.  Furthermore, this method has the potential to provide a new estimate of 
TC intensity in time for the entire globe. 
The remainder of this chapter is organized as follows.  Section 4.2 introduces the 
validation metrics.  Section 4.3 provides cross validation results for temporal and image analysis 
techniques.  Section 4.4 describes sensitivity analysis of the predictors and the selected 
parameters  
4.2 Validation Metrics 
Since estimators return continuous values rather than categorical labels such as hurricane 
Category 1, it is difficult to conclude exactly whether the predicted values are correct or not.  
Instead of focusing on whether the estimated values are exact match with the real-values, the 
accuracy is measured in terms of how far off are the predicted values from the reported values.  
Loss functions measure the error between the set of actual values and the set of estimated values.  
The most common loss functions are mean absolute error (MAE) and root mean square error 
(RMSE) (Han and Kamber, 2006).  The MAE is absolute difference (error) between measured 
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values and the corresponding estimated values.  In the MAE, all the individual errors are 
weighted equally in the process of averaging.  Consider that                 is the set of 
measured values and                is the set of estimated values for a given storm with m 
snapshots.  Then, the MAE can be expressed as: 
    
 
 
∑|     |
 
   
 (4.1) 
If the difference between measured values and estimated values are each squared and then 
averaged over the number of samples, then the result will be the RMSE.  The RMSE gives a high 
weight when the errors are large and can be expressed as: 
     √
 
 
∑(     ) 
 
   
 (4.2) 
The MAE and the RMSE can be used together to analyze the variations in the errors in a set of 
estimations.  The MAE will always be less than or equal to the RMSE; the greater the difference 
between them, the greater the variation in the individual errors would be.  Bias is another term 
used for validation which is defined as the average differences between estimated values and the 
measured values.  The Bias can be expressed as: 
     
 
 
∑(     )
 
   
 (4.3) 
Bias usually shows overall underestimation or overestimation between the actual and estimated 
values. 
4.3 Cross Validation 
Several tests are done using n-fold cross-validation (usually referred as k-fold cross-
validation) for statistical justification of the new technique.  The initial data are partitioned into n 
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mutually exclusive subsets or folds, S1, S2…Sn, where n is the number of storms.  Since 165 
storms with 2,016 samples (snapshots), from 1988 through 2006, are considered as training data, 
then n=165 and each subset is considered to be same storm’s snapshots.  The entire validation is 
performed n times.  In iteration (test) j, partition Sj is reserved as the test dataset, and the 
remaining partitions are collectively used as training dataset.  For example, in the first iteration, 
subsets S2...Sn collectively serve as the training dataset, and S1 is used as validation dataset; the 
process is repeated in similar fashion for n times.  It should be noted that each sample is used the 
same number of times as training dataset and once for validation.  The error estimate is 
computed as the total loss from the n iterations divided by the total number of initial subsets. 
Results of n-fold cross-validation for temporal and image analysis techniques are 
described in sections 4.3.1 and 4.3.2 respectively. 
4.3.1 Temporal analysis results.  Temporal analysis starts by extracting temporal 
features (6, 12, 24 prior intensities and the age) from the query and continued by finding similar 
entries in the training dataset as outlined in 3.4.2 (Temporal algorithm description).  Finally, 
estimated intensity for the query is the average intensity of the 10 nearest neighbors (NNs). 
The distribution of the MAE for n-fold cross-validation (n =165) is shown in Figure 
4.1.a.  The error is defined as the absolute difference between reconnaissance-based 
measurements of intensity and the estimated value.  Figure 4.1.a can directly be compared to 
Figure 4.2 (Figure 9 of Velden et al. (2006a)), which is based on a similar error analysis of 
operational DT estimates (D. P. Brown and Franklin, 2004) from the National Hurricane Center.  
The authors (D. P. Brown and Franklin, 2004) have compared the Dvorak intensity estimates for 
the period 1977 through 2003 with the best estimates of track intensity which were concurrent 




Figure ‎4.1. Cross-validation results using 165 storms in the Northern Atlantic from 1988 -2006. 
 
Figure ‎4.2. Dvorak estimation of MSW versus reconnaissance-based best track estimations in the 
Atlantic TC basin for the period 1997 through 2003. (Velden et al., 2006a) 
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50% of their mean absolute errors were less than 18 kt,
 
12 kt and 5 kt respectively.  In 
comparison with the proposed algorithm, 90%, 75% and 50% of the absolute errors are less than 
7.5 kt, 5.8 kt and 4.4 kt respectively.  Average percentage error for the Dvorak estimates is 11.7 
kt
 
as compared to 5.9 kt using the proposed technique.  The results indicate that the new 
technique has approximately 50% less mean absolute error in estimates and a much lower 
maximum absolute error (22 kt) in comparison to 42 kt of the Dvorak technique, Figure 4.2.  
Moreover, the averaged MAE, RMSE, and bias of the new technique are 4.8 kt, 5.8 kt and -0.1 kt 
respectively for all 165 storms.  The validation results for the 165 storms are shown in Figures 
4.1.b, 4.1.c and 4.1.d. 
Biases and errors are shown as a function of intensity to investigate the underestimate or 
overestimates as well as the variation of errors in different intensities.  One of the limitations of 
the training data is that the dataset are not distributed uniformly; Figure 4.3.a shows the 
frequency of different intensities in the training dataset.  As shown, the number of training 
snapshots in high (more than 130 kt) and weak (less than 25 kt) intensities are very few 
respectively.  Thus, more errors are expected in those ranges since the numbers of similar 
instances are too few.  The results of the validation are compiled in overlapping intervals 
according to Knaff et al. (2010).  For instance, the first and second intervals have intensity 
ranges of 20 kt to 35 kt and 25 kt to 45 kt, respectively.  The last interval extends from 127 kt to 
170 kt as one interval.  Figure 4.3.b to 4.3.d shows the bias, the MAE, and the RMSE associated 
with the new technique as function of intensity.  The results show that the new technique 
generates overestimates in cases of low intensities (less than 40 kt) and underestimates in cases 
of higher intensities (more than 130 kt). 
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Studying the effect of noise is important because measurements are often corrupted and 
tend to propagate through the estimations.  We consider a Gaussian noise with distribution  
 
Figure ‎4.3. (a) Frequency of various intensities in the training data, (b) average bias, (c) average, 
MAE and (d) average RMSE in intervals with different intensities. 
having a zero mean with different standard deviations (SD) for prior intensities and durations.  
We add a Gaussian noise to all features and then, the n-fold cross-validation is performed with 
these new values.  Table 4.1 tabulates the results before and after addition of the Gaussian noise.  
As the magnitude of noise increased, the errors (MAE and RMSE) are also increased.  In spite of 
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sever noise (last line of Table 4.1); the average RMSE of the proposed technique is around 11.7 
kt, which is still in par with Dvorak error of 11.7 kt. 
Table ‎4.1 
N-fold cross-validation results before and after addition of noise in terms of the MAE, the RMSE 
and the bias.  Noise are added to all features with a Gaussian distribution having a zero mean 
and different SDs (5kt, 10 kt, 20 kt and 6 hour, 12 hour, 24 hour for prior intensities and 
duration, respectively) 
Input MAE (kt) RMSE (kt) Bias (kt) 
Without noise 4.8 5.8 -0.08 
Duration’s SD = 6 hour 
Intensity‘s SD = 5 kt 
6.1 6.9 -0.8 
Duration’s SD = 12 hour 
Intensity’s SD = 10 kt 
7.3 8.5 -1.6 
Duration’s SD = 24 hour 
Intensity’s SD = 20 kt 
9.9 11.7 -2.4 
 
4.3.2 Image analysis results.  Image analysis is started by extracting selected features 
(current and the preceding 6, 12, 24 hours’ images) from the query and continued by finding 
similar entries in the training dataset.  Finally, estimated intensity for the query is the average 
intensity of the intensities of the 10 NNs.  The estimated intensity can be expressed in terms of 
maximum sustained wind speed (MSW) or minimum sea level pressure (MSLP).  Therefore, 
without using the practical formula to find MSLP from MSW, the value of MSLP can be 
estimated simultaneously avoiding practical computational errors.   
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The distribution of the error for wind speed estimation is shown in Figure 4.4.a.  The 
error is defined as the absolute difference between reconnaissance-based measurements of  
 
Figure ‎4.4. Wind speed cross-validation results using 165 storms in the Northern Atlantic 
from1988 -2006 which are contemporaneous with the aircraft reconnaissance-based data (a) 
distribution of the error (MAE) for image analysis technique, (b) MAE, (c) RMSE, and (d) bias. 
of intensity and the estimated value.  Figure 4.4.a can directly be compared to Figure 4.2 which 
is based on a similar error analysis of the operational DT estimates (D. P. Brown and Franklin, 
2004) from the National Hurricane Center.  The authors compared the Dvorak intensity estimates 
(for the period 1977 through 2003) with the best estimates of track intensity which were 
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concurrent with aircraft reconnaissance; and found that 90%, 75% and 50% of their mean 
absolute errors were less than 18 kt,
 
12 kt and 5 kt respectively.  In comparison, 90%, 75% and 
50% of the absolute errors of this new algorithm are less than 18 kt, 13.8 kt and 10 kt 
respectively. Note that the Northern Atlantic results represent a “worse case” scenario for 
comparison with proposed technique because the experts of DT have access to real-time aircraft 
reconnaissance data which may bias their estimates (Olander and Velden, 2012).  Figure 4.4.a 
shows that the new technique has similar mean absolute error for 90% of the estimates and a 
much lower maximum absolute error (27 kt) as compared to 42 kt of the Dvorak technique 
(Figure 4.2).  Moreover, the averaged MAE, RMSE, and bias of the new technique are 10.9 kt, 
12.7 kt and -1.1 kt respectively for all the 2016 samples of the storms that are considered.  The 
validation results for the 165 storms are shown in Figures 4.4.b to 4.4.d. 
Biases and errors can be shown as functions of the intensity in order to analyze the 
underestimate/overestimates and variation of errors in different intensity estimates.  The results 
of the validation are compiled in overlapping bins according to Knaff et al. (2010).  Figures 4.5,  
 
Figure ‎4.5. Average biases in intervals with different intensities. 
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4.6.a and 4.6.b show the bias, MAE, and RMSE associated with the new technique as functions 
of intensity.  The results show that the new technique generated overestimates in cases of low 
intensities (less than 40 kt) and underestimates in cases of higher intensities (more than 130 kt). 
 
Figure ‎4.6. (a) Average MAE, and (b) average RMSE in intervals with different intensities. 
The distribution of the error for MSLP estimation is shown in Figure 4.7.a.  It shows that 
50% of the estimates have a MAE less than 8 mb, 75% are within 10.7 mb and 90% are within 
14.6 mb and maximum absolute error is 23.9 mb.  Moreover, the averaged MAE, RMSE, and 
bias are 8.4 mb, 9.8 mb and -1.1 mb respectively for all 165 storms.  Detailed validation results 
for the 165 storms are shown in Figure 4.7.b and Figure 4.8.a to 4.8.b. 
One of the limitations of the training dataset is that the data points are not distributed 
uniformly.  Figure 4.9 shows the frequency of different MSLPs in the training dataset.  As 
shown, the number of training snapshots in intense (less than 940 mb) and weak (more than 1010 
mb) intensities are very few.  Thus, more errors are expected in those ranges since the numbers 





Figure ‎4.7. MSLP cross-validation results using 165 storms in the Northern Atlantic from 1988 -
2006 which are contemporaneous with the aircraft reconnaissance-based data. (a) distribution of 
the error for image analysis and (b) MAE. 
 
Figure ‎4.8. MSLP cross-validation results using 165 storms in the Northern Atlantic from 1988 -






Figure ‎4.9. Frequency of various MSLPs in the training data. 
Figure 4.10 shows examples of estimation of intensities of the storms Allison (1995), 
Erika (1997), Floyd (1999) and Katrina (2005) based on our new intensity estimation technique.  
These graphs show that the estimated values follow the best track (reconnaissance based data) 
values closely. 
4.4 Sensitivity analysis of the predictors and the selected parameters 
Predictors like the current and previous BT of images has a direct impact on the accuracy 
of the purposed estimation technique.  In order to determine the sensitivity of the estimation of 
intensity in image analysis technique, the same n-fold cross-validation with different sets of the 
predictors is performed using the sequential forward selection (SFS) algorithm.  For image 
analysis technique procedures begin with considering only the current image of the storm and 





Figure ‎4.10. Best track (reconnaissance based data) and estimations using the new technique for 
(a) storm Allison (1995, MAE= 3.86 kt) (b) storm Erika (1997, MAE= 6.97 kt) (c) storm Floyd 
(1999, MAE= 7.46 kt) (d) storm Katrina (2005, MAE= 7.91 kt). 
the maximum errors as shown in Table 4.2.  The procedure is repeated by adding the prior 6 
hour image information and other features.  The results are shown in Table 4.2 and can be 
inferred that the maximum accuracy is achieved when all of the predictors have been used. 
For image analysis technique, the number of similar images (K) used to estimate the 
intensity and the numbers of the rings around the center of storm are determined based on their 




Variation of the accuracy functions versus number of predictors 
Predictors RMSE (kt) MAE (kt) 
Current Image 16 14 
Current image 
6 hour prior image 
15 13 
Current image 
6 hour prior image 
12 hour prior image 
14 12 
Current image 
6 hour prior image 
12 hour prior image 
24 hour prior image 
13 11 
 
values of K and the ring number from 1 to 200 and 1 to 70 (in increments of 1) respectively and 
choosing the parameters with the minimum error values in n-fold cross validation.  Variation of 
averaged the MAE and the RMSE are shown in Figure 4.11.  Based on these variations, values 
for parameters are selected, as K equals to 10 and the number of the rings as equal to 14. 
The same approach is followed to determine the sensitivity of the estimation of intensity 
in temporal analysis technique by running the same n-fold cross-validation with different values 
for k to find the optimum value of k.  Figure 4.12 shows the variation of the MAE and the RMSE 
for the different values of k.  It has been shown that with k=10, maximum accuracy is achieved. 




Figure ‎4.11. Variations of the average RMSE and MAE versus K and ring number in image 
analysis technique. 
 
Figure ‎4.12. Variations of the average RMSE and MAE versus K in temporal analysis technique. 
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(middle value), NN and mode (most repeated) are also evaluated for estimating intensity and the 
corresponding average RMSE results for n-fold cross validation are shown in Table 4.3.  The 
results show that the minimum RMSE values in estimating intensity are found with the averaging 
technique.  However, the estimation based on weighted average and median have almost the 
same RMSE and is very close to the average value. 
By considering a distance threshold, only NNs within a certain radius distance of the 
query can be considered for decision making.  Consequently the distance threshold provides a  
Table ‎4.3 
Variation of the accuracy functions for different decision approaches 
Different approaches RMSE (kt) 
Averaging 12.69 
Weighted averaging 12.73 
Median 12.73 
Mode 14.66 
Nearest neighbor 16.70 
 
quantitative value of how far the NNs are from the query.  To reach to this goal, the feature 
vectors columns are normalized by their maximum possible values for each feature as described 
in section 3.5.2.  Figure 4.13 shows how the averaged MAE and RMSE in n-fold cross- 
validation are changed when we choose NNs within 1% to 20% of the maximum possible 
distance for decision making.  This figure shows that the optimum value for decision threshold 




Figure ‎4.13. Variations of the average MAE and RMSE with different NNs chosen from 
different distances to query. 
terms of MAE and RMSE.  Figure 4.14 shows the distribution of the error for n-fold cross- 
validation using the NNs within 13% of the maximum possible distance.  The averaged MAE, 
RMSE, and bias of this decision technique are 10.98 kt, 12.92 kt and 1.29 kt respectively for all  
 
Figure ‎4.14. Distribution of the intensity estimation errors for n-fold cross-validation results 
using 165 storms. 
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165 storms that are considered.  Table 4.4 shows the percentage MAE results of averaging 10 
NNs’ intensities and averaging NNs’ intensities within a radius of 13% of the maximum possible 
distance.  The results show that both techniques have very close accuracy characteristics. 
Table ‎4.4 
Comparison of average MAE while choosing different decision techniques 
Techniques 50% 75% 90% 
Proposed (10 NNs) 10 kt 13.8 kt 18 kt 
Proposed (NNs within a radius of 
13% of the maximum possible 
distance) 





Chapter 5  
Conclusion and Future Work 
5.1 Conclusion 
Tropical cyclones (TCs) are increasing threats to human life and property.  Developing an 
automated technique to estimate a TCs’ intensity and to overcome the existing errors in 
estimation is still a challenge.  The Dvorak technique (DT) is the state-of-the-art method that has 
been used for over three decades for estimating the intensity of a tropical cyclone.  DT 
subjectively estimates TCs’ intensity based on visible and infrared satellite images.  Although 
DT has been used extensively for estimation of TC intensity, it has some limitations; the most 
critical one is that the DT does not use historical data.  This research is inspired by the 
availability of large amount of historical data on TCs from satellites.  We hypothesize that 
discovering the unknown regularities and abnormalities that may exist in the large group of past 
observations could help human experts interpret TCs’ changes in intensity from various points of 
view.  Our goal is to provide a tool for estimating that increases the ability of human experts to 
analyze huge amounts of historical data for estimating TCs’ intensity. 
The proposed algorithm is developed and tested with the hurricane satellite data 
(HURSAT–B1), which focuses on the North Atlantic from 1978 through 2009.  In this study, we 
focus on a subset of these storms in the Northern Atlantic that are contemporaneous with 
measurements of intensity taken from low-level aircraft (the data based on aircraft 
reconnaissance).  Here, the data are restricted to include only fixes that are over water and are 
south of 45˚N.  We consider the best track intensity estimates to be those from aircraft 
reconnaissance within 12 hours.  This subset comprised 2,016 storm images belonging to 165 
storms from 1988 through 2006. 
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The proposed algorithm for estimating the intensity of a tropical storm has two parts: 
temporal constraints and image analysis.  Temporal information provides priori estimates of 
storms’ intensities prior to any analysis of images from satellites.  The temporal analysis uses the 
age of the cyclone and the 6, 12 and 24 hour prior intensities as predictors for estimating the 
intensity of an unknown storm.  To estimate the intensity of a storm with unknown intensity, the 
top 10 closest analogs (determined by a K-nearest-neighbor algorithm) are determined and their 
intensities are averaged.  The algorithm is trained and validated with the aircraft reconnaissance- 
based dataset.  The averaged mean absolute error (MAE) of the proposed temporal technique is 
4.8 kt (50% of estimates have MAE within 4.4 kt).  When tested with the same queries from the 
historical data, the temporal estimates outperforms the DT by more than 40.7% as shown in 
Table 5.1. 
To study impacts of noise on estimations, we consider noise as Gaussian distribution 
having a zero mean with different standard deviations for both durations and earlier intensities 
(as showed in Table 4.1).  The results indicate that the errors, MAE and root mean square error 
(RMSE) increase with increased noise.  In spite of severe noise (last line of Table 4.1); the 
average RMSE of the proposed technique is approximately 11.7 kt, which is still in par with the 
Table ‎5.1 
Comparisons of DT and proposed temporal technique 
Techniques 50% 75% 90% Average 
DT 5 kt 12 kt 18 kt 11.67 kt 
Proposed temporal technique 4.4 kt 5.8 kt 7.5 kt 5.9 kt 




Dvorak average MAE of 11.7 kt.  The proposed technique for analysis has the ability to decrease 
the DT noise and to provide new temporal constraints on DT. 
In the image analysis part of the proposed technique, maximum sustained wind speed 
(MSW) and minimum sea level pressure (MSLP) are estimated from analogs of storm imagery.  
The proposed technique for analyzing images uses the current, and preceding infrared snapshots 
of TCs from satellites at 6, 12 and 24 hours as predictors for estimating the intensity of an 
unknown storms.  Just like the temporal analysis, the intensities of the 10 closest analogs 
(determined using a K-nearest-neighbor algorithm) are averaged to estimate the intensity.  
Several tests have been conducted to statistically justify the new algorithm using n-fold cross-
validation.  The resulting averaged MAE is 10.9 kt (50% of estimations have MAE within 10 kt) 
or 8.4 mb (50% of points are within 8 mb).  By considering a distance threshold of 13% of the 
maximum possible distance, only NNs within this radius of the query are considered for 
decision-making.  The results show that the accuracy for averaging the intensities of the 10 NNs 
and averaging the intensities of the NNs within a radius of 13% of the maximum possible 
distance are very close. 
One of the limitations of the training dataset is that, the data is not distributed uniformly.  
There are very few training snapshots for extremely intense and weak systems.  Thus, more 
errors are expected in those ranges since the numbers of similar instances are too few.  The 
results show that the proposed technique is accurate in estimating the intensities for tropical 
storms and Hurricane Categories 1 through 3 since there are enough samples as shown in Table 
5.2.  One of the applications of the proposed technique may be in a satellite consensus (SatCon) 
type estimation technique, which applies several methods based on strengths versus weaknesses 
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to compute an estimation that is better than the sum of its individual parts (Herndon and Velden, 
2008). 
Table ‎5.2 
MAE and RMSE of n-fold cross-validation (image analysis results) stratified by ranges of 
intensity.  Values with and without asterisk (*) presented the results‎using‎NNs’‎within‎a‎radius‎
of 13% of maximum distance or just 10 NNs respectively 











≤ 34 kt 
132 14.13 14.22  16.39 16.46 
Tropical storms 
≥ 35 kt and ≤ 63 kt 
861 9.15 9.23  11.92 12.28 
Hurricane category 1 
≥ 64 kt and ≤ 82 kt 
448 11.20 10.64 13.81 12.91 
Hurricane category 2 
≥ 83 kt and ≤ 95 kt 
190 12.14 10.27 15.80 14.11 
Hurricane category 3 
≥ 96 kt and ≤ 112 kt 
164 13.79 13.67 17.47 16.79 
Hurricane category 4 
≥ 113 kt and ≤ 136 kt 
183 14.73 17.09 19.71 21.51 
Hurricane category 5 
≥ 137 kt  




Adding more predictors to increase the accuracy may seem reasonable at first glance; 
however, this will also limited the number of search space.  The training dataset may not contain 
the added predictor or it may have fewer storms that are true analogs for each query entry.  For 
example, few snapshots of Category 5 hurricanes exist in the current training dataset but if sea 
surface temperatures (SSTs) are included as new predictors, snapshots of even fewer Category 5 
storms may exist for a given SST; this may increase the errors in the estimations. 
The proposed technique has the potential to provide new estimates of TCs’ intensity for 
the entire globe.  The proposed technique also can be considered as a fully automated system, 
which requires no human input except for the selection of the center of circulation in the image.  
That is, the proposed algorithm can operate based on only a set of images of TCs.  Thus, the 
system can produce regular estimates of a TC’s intensity for a given location of disturbance, 
independently of any human interpretation.  A fully automated processing system can be 
developed using automatic storm center position determination, such as those from Wimmers 
and  Velden (2010).  The proposed technique can be integrated into existing techniques.  This is 
a more difficult task, but pending the results, it may be worth pursuing. 
A closer examination of the results reveals that the accuracy of the proposed technique is 
comparable (in par) to other objective methods (e.g. advanced Dvorak technique).  Although the 
datasets and assumptions used for verification of the proposed technique and other objective 
techniques are not the same, it gives an overall projection of the accuracy of each technique in 
terms of MAE and RMSE.   
The three most important techniques are considered for comparison with the proposed 
method.  First, the old and new objective deviation angle variance (DAV) technique described in 
(Piñeros et al., 2008, 2011; Ritchie et al., 2012) are considered for comparison.  DAV uses the 
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gradient of the brightness temperature field to determine the level of symmetry of the tropical 
cyclone cloud structure.  The departure of the cloud structure from axisymmetry has been shown 
to be correlated with the intensity of the storm.  The new DAV technique (called center-based 
DAV technique) uses the National Hurricane Center’s best-track database to constrain the DAV 
technique.  Table 5.3 shows the results of use of DAV techniques compared to the proposed 
technique.  It shows that our results, in terms of RMSE, are very close to DAV techniques. 
Table ‎5.3 
A comparison of errors in intensity estimation using DAV methods (old and new one) and 
proposed technique 
Techniques Overall RMSE (kt) 
Old DAV technique 14.8 
Center-based new DAV technique 12.9 
Proposed technique 12.7 
 
Second, the technique introduced by Kossin et al. (2007b) is considered for comparison.  
This technique uses different features like the latitude of storms to estimate the intensity of TCs.  




Techniques MAE (kt) RMSE (kt) 
Kossin et al. (2007b) 13.22 16.72 
Proposed technique 10.85 12.69 
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indicates that the proposed technique outperforms Kossin’s technique. 
Third, we compared the objective Dvorak technique (ODT) and ODT using automatic 
storm center position determination (ODT-A) and the advanced Dvorak technique (ADT) 
(Olander and Velden, 2007).  These techniques use computer-based analysis to estimate intensity 
base on the original Dvorak technique.  Table 5.5 shows their results compared to the proposed 
technique.  It also indicates that the proposed technique outperforms all 3 techniques (ODT, 
ODT-A, ADT) that are mentioned.  Nonetheless, the simplicity, objectivity and consistency of 
our approach make it valuable tool for estimating the intensity of tropical cyclones. 
Table ‎5.5 
A comparison of errors in intensity (MSLP) estimation using ODT, ODT-A and ADT techniques 
and the proposed technique 
Techniques MAE (mb) RMSE (mb) 
ODT 15 20.45 
ODT-A 10.20 14.21 
ADT 10.25 13.16 
Proposed technique 8.39 9.8 
 
5.2 Future Work 
Emerging technique that may assist in interpretation of satellite images is the content-
based image retrieval (CBIR) described in (Akgül et al., 2011; Datta et al., 2008; Smeulders et 
al., 2000).  In its broadest sense, the CBIR helps users find similar image content in a variety of 
images.  Combining data mining and CBIR will facilitate finding the similar images on training 
dataset (reconnaissance data) and using these to estimate the intensity of the query storm.  A 
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CBIR system has two main phases.  The first phase is collecting information from image pixels 
in the form of image features.  This representation encodes texture and color properties of the 
image including spatial layout of the objects.  The second phase is evaluating the similarity 
between the query images in the dataset. 
Usually the features that represent the images are in vector format.  Photometric features 
are derived from pixel intensities and are used color, brightness temperature (BT) and texture 
cues.  Texture features encode the spatial organization of the pixel values of a region in an 
image.  The common practice for obtaining texture-based descriptors is to use standard transform 
domain analysis tools such as Fourier transform, Gabor and wavelets.  However, geometric 
features exploit shape-based cues.  Shapes refer to information that can be inferred directly from 
images but cannot be represented by texture and color.  For example, an eye in a developed TC 
can be an inferred shape.  Shape can be described by geometric cues such as edges or contours.  
Edge detection filters like Sobel and Canny usually are used to detect the edges (T. Brown et al., 
2010).  Shape representations are not usually available in the dataset directly; instead they are 
extracted from the pixel image information by segmentation, region of interest detection and 
grouping.  Segmentation presents a great challenge for finding objects of interest which are 
embedded in complex backgrounds.  
A higher dimensional vector is used to represent the features and the metrics defined on 
the vector space (e.g., the Euclidean distance) are used to measure the similarity.  Finally, the 
similar images (with closest distances) in training dataset are used to determine the current 
intensity of the storm. 
The future proposed technique for estimating the intensity of TCs can be combined with 









Evaluation the similarity 







Figure ‎5.1. Block diagram of the future proposed technique. 
proposed technique.  First, the features including previously used ones (current, 6, 12 and 24 
hours prior BT at selected rings around the center of the storm) and new ones (using color, 
texture and shape which will be determined by an appropriate technique) are extracted from the 
query input.  Second, the similarity between a query storm and the storms in training dataset are 
evaluated.  Third, the most similar entries from the training dataset are used to estimate the 
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