Abstract: We consider the parameter estimation problem for the Ornstein-Uhlenbeck process X driven by a fractional Ornstein-Uhlenbeck process V , i.e. the pair of processes defined by the non-Markovian continuous-time long-memory dynamics dX t = −θX t dt + dV t ; t 0, with dV t = −ρV t dt + dB H t ; t 0, where θ > 0 and ρ > 0 are unknown parameters, and B H is a fractional Brownian motion of Hurst index H ∈ ( 1 2 , 1). We study the strong consistency as well as the asymptotic normality of the joint least squares estimator θ T , ρ T of the pair (θ, ρ), based either on continuous or discrete observations of {X s ; s ∈ [0, T ]} as the horizon T increases to +∞. Both cases qualify formally as partial-hbobservation questions since V is unobserved. In the latter case, several discretization options are considered. Our proofs of asymptotic normality based on discrete data, rely on increasingly strict restrictions on the sampling frequency as one reduces the extent of sources of observation. The strategy for proving the asymptotic properties is to study the case of continuous-time observations using the Malliavin calculus, and then to exploit the fact that each discrete-data estimator can be considered as a perturbation of the continuous one in a mathematically precise way, despite the fact that the implementation of the discrete-time estimators is distant from the continuous estimator. In this sense, we contend that the continuous-time estimator cannot be implemented in practice in any naïve way, and serves only as a mathematical tool in the study of the discrete-time estimators' asymptotics.
Introduction

Context and background
Let W be a standard Brownian motion and let θ and ρ be non-negative real parameters. Recently, the paper [5] studied an estimation problem for the Ornstein-Uhlenbeck process driven by Ornstein-Uhlenbeck process, that is, the solution of the following system X 0 = 0; dX t = −θX t dt + dV t , t 0; V 0 = 0; dV t = −ρV t dt + dW t , t 0.
(1)
Since the quadratic variation of V is t, the classical Girsanov theorem implies that a natural candidate to estimate θ is the maximum likelihood estimator (MLE), which can be easily computed for this model: one gets
In (2), the integral with respect to X must be understood in the Itô sense. Consequently, line (3) follows from Itô's formula, and the fact that X too has quadratic variation equal to t. One also notes that this estimator is in fact non-dependent on the form of the bounded-variation part in the definition of V , which can be interpreted as a form of robustness of θ T with respect to model misspecification.
On the other hand, it is worth noticing that θ T coincides formally with a least squares estimator (LSE). Indeed, by interpreting T 0 X tẊt dt as the Itô integral in (2), θ T formally minimizes
By reversing the roles of V and X, one can obtain an estimator for ρ similar to (3) . However, if V is unobserved, one may recast that estimator by using the estimated value of V t based on θ T and the observed path of X, based on (1) . In other words, one defines
where V t = X t + θ T t 0 X t dt for every t T . This joint estimator θ T , ρ T of the unknown parameters θ and ρ, based on continuous observations of X, are indeed what was proposed by [5] , wherein a semimartingale approach was used to study their asymptotic behavior. Specifically they showed
• strong consistency: as T −→ +∞, almost surely,
• asymtpotic normality: as T −→ +∞, √ T θ T − (θ + ρ), ρ T − θρ(θ + ρ) (θ + ρ) 2 + θρ where Γ is a covariance matrix which has a explicit form as a function of θ and ρ. One immediately notices that the intuition gathered from the full-observation case is in fact erroneous when V is unobserved, in the sense that the naïve candidates for θ T and ρ T lead to modified limits rather than θ T , ρ T −→ (ρ, θ). Nevertheless, we have the full picture for the asymptotic behavior of the MLEs/LSEs associated to (1) , at the minor cost of having to solve a non-linear system of two equations to obtain consistent estimates of (ρ, θ).
In the present paper, our goal is to investigate what happens when, in (1), the standard Brownian motion W is replaced by a fractional Brownian motion B H . More precisely, assume from now on that X = {X t , t 0} is an Ornstein-Uhlenbeck process driven by a fractional Ornstein-Uhlenbeck process V = {V t , t 0} : this means the pair(X, Y ) is given by the following linear stochastic differential equations X 0 = 0; dX t = −θX t dt + dV t , t 0 V 0 = 0; dV t = −ρV t dt + dB H t , t 0,
where B H = B H t , t 0 is a fractional Brownian motion of Hurst index H ∈ ( 1 2 , 1), where θ > 0 and ρ > 0 are unknown parameters with θ = ρ. Although X could have been defined for all H in (0, 1), to keep technical difficulties to a reasonable level, we restrict ourselves to the case H ∈ (1/2, 1) in the sequel.
The parametric estimation problem for fractional diffusion processes based on continuoustime observations was originally studied via maximum likelihood, see e.g. [13, 21, 20] . Recently, the parametric estimation of the continuously observed fractional Ornstein-Uhlenbeck process V with one parameter given in (6) was studied by using the least squares estimator (LSE) of ρ defined by
where the integral T 0 V t δV t is interpreted in the sense of Skorohod, i.e. the extension to fBm of Itô's integral for Brownian motion. In the case ρ > 0, [10] proved that the LSE ρ T of ρ is strongly consistent and asymptotically normal. Unlike in the case of Brownian motion (H = 1/2) discussed above, this LSE ρ T does not coincide with the MLE given in [13] , because the Girsanov theorem for fBm takes a different form than in the case H = 1/2. Given the notorious fact that Skorohod integrals are difficult to interpret in practical terms for fBm, the authors of [10] proposed in addition the following alternate estimator :
they proved it is strongly consistent and asymptotically normal. In the case ρ < 0, [4] established that the LSE ρ T of ρ is strongly consistent and asymptotically Cauchy.
The alternate choice of estimator (7) does not, however, alleviate the issue of avoiding the use of continuous observations over discrete ones. We chose to study the asymptotics of estimation for fractional diffusion processes based on discrete observations, as one should to provide practical tools for parametric inference. There exists a rich literature on this practical problem for ordinary diffusions driven by Brownian motions; we refer for instance to [20] . For the fractional Ornstein-Uhlenbeck process V , motivated by the estimator given in (7), [11] studied the following estimator
poroviding strongly consistency and Berry-Esséen-type theorems for it. While we have no doubt that this estimator, as a natural discrete-time extension of (7), is indeed strongly consistent and asymptotically normal, the proofs in [11] rely on a possibly flawed technique, since the passage from line -7 to -6 on page 434 therein requires the condition H > 3/4, while one expects normal asymptotics only for the case H 3/4.
In our paper, we focus our discussion on estimators which are derived from a basic LSE, since that technique is known, at least in the Brownian case described in [5] , to allow for a straightforward bivariate extension, as we mentioned previously. The LSE has also given rise to a number of successful studies in the univariate case with fractional processes, including [8, 15, 6, 2, 3] .
Herein, specifically, we begin our study of LSE for (θ, ρ) in (6) by using the formal leastsquares interpretation mentioned above, i.e. looking for the minimizer of θ −→ T 0
dt; this leads formally to the following estimator for θ
and to the similar estimator
for ρ, where, because of the fact that V is unobserved, one uses
for every t T , instead of relying on V t in the construction of ρ T . These estimators θ T , ρ T are no longer the MLEs, since, as we mentioned, the Girsanov theorem for fBm does not have the same form as for Brownian motion, but they are still formally LSEs. Nevertheless, there is a major difference with respect to the Brownian motion case. Indeed, since the process X is no longer a semimartingale, in (9) and (10) one cannot interpret the numerators using the Itô integral to integrate with respect to it. The extension of the Itô integral for fBm, the Skorohod integral, turns out to be the correct notion to use here. We mentioned above that Skorohod integrals are difficult to use in practice, but since our Hurst parameter H exceeds 1/2, it is possible to reinterpret the Skorohod integrals as so-called Young integrals, a pathwise notion, modulo a correction term which we will be able to compute. Having succeeded in correctly interpreting the stochastic integrals in (9) and (10), the issue of how to discretize them becomes paramount to practical implementation, and herein we will propose several different options, some of which allow for strong consistency and asymptotic normality under broader conditions than others.
Summary of results
We now summarize our results, the structure of our article, and our main proof elements, including useful heuristics when available.
• In Section 2 we introduce the needed mathematical background material for our study, including elements of the Malliavin calculus, a convenient criterion for establishing normal convergence on Wiener chaos, and the relation between Skorohod integrals and Young integrals with respect to fBm when H > 1/2.
• In Section 3, we concentrate on proving strong consistency and asymptotic normality for the estimators θ T and ρ T with continuous observations.
-We first prove the following almost surely convergences:
The proof relies on studying the numerator and the denominator of the expressions for θ T and ρ T separately. For the denominators, we rely on Birkhoff's ergodic theorem, and elementary covariance estimations for exponential convolutions with fBm. For the numerators, we express the Skorohod integrals as Young integrals plus their correction terms involving Malliavin derivatives which are explicit deterministic functions since our processes are Gaussian.
-The expression θ * = ρ + θ in (11) is easy to explain: as noted below in line (21) , X satisfies a stochastic integro-differential equation in which the zero-mean-reversion term − (ρ + θ) X (t) dt appears, and thus a natural candidate for a consistent estimator of ρ + θ is the LSE θ, whether one adds merely one mean-zero noise term dB H or another term t 0 X s ds which is asymptotically mean-zero. This is why the limiting behavoir of θ remains the same for us as in (4), which is the Brownian case (H = 1/2) studied in [5] . The details of this heuristic are omitted, since the full proof we present herein is needed to be convincing. On the other hand, the expression in (12) for our ρ * is more opaque; there does not seem to be a direct heuristic to explain it, beyond our computations. When one compares our ρ * in (12) with the ρ * in (5) found in [5] , one sees that the term ρθ in (5) is replaced by the expression ρ 2−2H − θ 2−2H / θ −2H − ρ −2H , which can help identify how the case of fBm deviates from the case H = 1/2. 4 The expression for ρ * is analyzed further in the context of discretizing θ, ρ , which helps explain to some extent why this complicated expression arises, as the reader will find out in the first paragraph of Section 4.2.
-We prove asymptotic normality of θ T , ρ T by expressing the Skorohod integrals as iterated Wiener integrals, identifying dominant portions of these integrals, relying on a criterion for normal convergence in law in Wiener chaos, combined with a number of almost sure convergences. Our main asymptotics normality result is a central limit theorem that holds for √ T θ T − θ * , ρ T − ρ * as T → ∞, as soon as H ∈ [1/2, 3/4). The asymptotic covariance is given explicitly. See Theorem 10. The upper limit of validity of this theorem is a typical threshold in normal convergence theorems in the second Wiener chaos. See for example a classical instance of this situation in the Breuer-Major central limit theorem, as presented in [16, Chapter 7] . For H > 3/4, we conjecture that the estimators are asymptotically Rosenblattdistributed (again see [16, Chapter 7] for a classical example of such a phenomenon), 4 As a way to compare these terms, which do coincide when H = 1/2, we can see that if ρ tends to θ, the aforementioned expression in (5) tends to θ 2 (1 − H) /H, which thus deviates significantly from the case H = 1/2 quantitatively, particularly for H close to 1.
and that the convergence occurs almost surely; this point is not discussed further, for the sake of conciseness.
• The topic of Section 4 is to construct estimators based solely on discrete observations.
The asymptotic results we prove still require increasing horizon. We also assume that X is observed at evenly spaced intervals, with a time step ∆ n , and we set the time horizon to be T n = n∆ n → ∞ as n → ∞. Let t k = k∆ n be the kth observation time. For instance, the case ∆ n = 1 corresponds to a fixed observation frequency; other conditions on ∆ n will include requiring ∆ n to tend to 0 as fast as a certain negative power of n, i.e. the observation frequency increases as the horizon increases. For some strong consistency results, it will even be possible for us to relax conditions on ∆ n where it is allowed to tend to inifnity like a power of n, i.e. with decreasing frequency as the horizon increases.
Arguably, to be consistent with the asumption that only X is observed, the only estimators which are of practical use are those which rely solely on the values {X t k : k = 1, . . . , n}.
Designing such an estimator by discretizing θ T , ρ T turns out to be a difficult task, in which the final expression solves a non-linear system in the spirit of that which would follow from (11) and (12), but is rather distinct from this system because of the difficulty in how to interpret the discretizations of the Skorhod or Young integrals.
The method we have chosen moves through several intermediate steps, where we gradually increase the number of terms in the estimators which are replaced by discretized versions. This method has the advantage of clearly showing where the restrictions on the observation frequency ∆ n come into play. Each intermediate estimator can be considered as a perturbation of the previous one, starting with the continuous-time estimator of Section 3. Thus arguably all these estimators can be considered as tools used for the final objective, attained in Section 4.3, of constructing a strongly consitent and asymptotically normal estimator of (θ, ρ) based only on the data {X t k : k = 1, . . . , n}. Nonetheless, some of the other estimators are relevant in their own right, as they might correspond to realistic partial or full observation cases.
-The main technical estimates which allow our discretization are given at the beginning of Section 4. These are Lemmas 12 and 13, based on applications of the Borel-Cantelli lemma. For Z any stochastic process, we let
Let S t := t 0 X 2 s ds and Σ t := t 0 X s ds. We show that the discrepancy between S Tn /T n and its discrete version Q n (X) is = o 1/ √ T n almost surely. We then compute three different discrepancies related to Σ: first we show that the difference between T −1 n Tn 0 Σ 2 t dt and its discrete version Q n (Σ) is also = o 1/ √ T n almost surely. Then we show that withΣ the version of Σ which depends only on X observations, i.e. Σ t k := ∆ n k i=1 X 2 t i−1 , we get that Q n Σ − Q n (Σ) tend to 0 almost surely. This is helpful to prove strong consistency of discrete estimators. To prove asymptotic normality, we need that
we prove holds almost surely. Increasingly restrictive conditions on ∆ n are needed for these successive results.
-We first concentrate on discretizing the denominators of θ Tn , ρ Tn . * We replace the denominator of θ Tn by Q n (X), yielding an estimatorθ n , and we then replace the denominator of ρ T by Q n (X) + (θ n ) 2 Q n (Σ), yielding an estimatorρ n , because, as it turns out, T 0 V 2 t dt is asymptotically equivalent, almost surely, to Q n (X) + (θ n ) 2 Q n (Σ). Thanks to this, to the almost sure equivalence of Q n (X) with S Tn /T n , and similarly for Q n (Σ), coming from Lemmas 12 and 13, the strong consistency and asymptotic normality of θ n ,ρ n follows from that of θ Tn , ρ Tn proved in Section 3. Here it is sufficient to assume H ∈ (1/2, 1) and ∆ n n α for some α ∈ (−∞, 1/H) for the strong consistency; note that ∆ n is allowed to remain constant or even increase like a moderate power in this case. For the asymptotic normality, it is sufficient that H ∈ (1/2, 3/4) and n∆ H+1 n → 0. * A second result is obtained in which we forego having access to the process Σ itself, relying instead on its discrete version
; in this case, almost-sure converge ofρ n requires n α+1 ∆ H+1 n → 0 for some α > 0, and the central-limit result forρ n requires n 3 ∆ 2H+3 n → 0.
-We are then able to define and study a bonafide estimator based on discrete data alone. * We begin with assuming that we have access to both X t k and Σ t k for all k = 1, . . . , n. The stochastic integrals inθ n andρ n were analyzed in Section 3, and were found, under scaling by T −1 n , to be asymptotically constant, where the explicit constants depend on the parameters. By using these limits and a discretization of the Riemann integrals in the denominators ofθ n andρ n , this allows us, at the beginning of Section 4.2, to motivate the definition of a pair of estimators θ n ,ρ n as solution of the non-linear system
where F is a positive function of the variables (x, y) in (0, +∞) 2 defined by:
and the data statistics used in the system are Q n (X) and Q n (Σ). Strong consistency and asymptotic normality follow for the uniquely defined θ n ,ρ n . The delicate computation of the asymptotic covariance is given. The parameter restrictions remain the same as for θ n ,ρ n , namely strong consistency if H ∈ (1/2, 1) and ∆ n n α for some α ∈ (−∞, 1/H), and asymptotic normality if H ∈ (1/2, 3/4) and n∆ H+1 n → 0. * By redefining the estimators θ n ,ρ n usingΣ instead of Σ, one ensures that only the data {X t k : k = 1, . . . , n} is used. Here, the results from the previous case can be applied directly with the auxiliary results on howΣ perturbs Σ (Lemma 13), to obtain the same almost-sure convergence and central-limit result, but these are now restricted respectively to the aforementioned observation frequency parameter ranges n α+1 ∆ H+1 n → 0 for some α > 0, and
-Finally, to illustrate how the complexity of the nonlinearities in the definition of θ n ,ρ n may be attributable to the partial-observation problem, we define a pair of estimators θ n , ρ n under the assumption that both {X t k : k = 1, . . . , n} and {V t k : k = 1, . . . , n} are available. The ρ n is explicit given {V t k : k = 1, . . . , n}, and is identical to the one given in [11] , i.e. (8), as it should be. The θ n satisfies the following straighforward non-linear equation given ρ n and {X t k : k = 1, . . . , n}:
The parameter restrictions as the same as when X and Σ are discretely observed: strong consistency holds for θ n , ρ n if H ∈ (1/2, 1) and ∆ n n α for some α ∈ (−∞, 1/H), and asymptotic normality holds if H ∈ (1/2, 3/4) and n∆ H+1 n → 0.
Before we proceed with the details of our study, there are some additional remarks that bear mentioning here.
Preliminaries
In this section we describe some basic facts on the stochastic calculus with respect to a fractional Brownian motion. For a more complete presentation on the subject, see [17] and [1] . The fractional Brownian motion (B H t , t 0) with Hurst parameter H ∈ (0, 1), is defined as a centered Gaussian process starting from zero with covariance
We assume that B H is defined on a complete probability space (Ω, F, P ) such that F is the sigma-field generated by B H . By Kolmogorov's continuity criterion and the fact
we deduce that B H admits a version which has Hölder continuous paths of any order γ < H. Fix a time interval [0, T ]. We denote by H the canonical Hilbert space associated to the fractional Brownian motion B H . That is, H is the closure of the linear span E generated by the indicator functions 1 [0,t] , t ∈ [0, T ] with respect to the scalar product
The application ϕ ∈ E −→ B H (ϕ) is an isometry from E to the Gaussian space generated by B H and it can be extended to H. If H ∈ ( 1 2 , 1) the elements of H may not be functions but distributions of negative order (see [19] ). Therefore, it is of interest to know significant subspaces of functions contained in it. Let |H| be the set of measurable functions ϕ on [0, T ] such that
Note that, if ϕ, ψ ∈ |H|,
It follows actually from [19] that the space |H| is a Banach space for the norm . |H| and it is included in H. In fact,
Let C ∞ b ( R n , R) be the class of infinitely differentiable functions f : R n −→ R such that f and all its partial derivatives are bounded. We denote by S the class of smooth cylindrical random variables F of the form
where
The derivative operator D of a smooth cylindrical random variable F of the form (14) is defined as the H-valued random variable
In this way the derivative DF is an element of L 2 (Ω; H). We denote by D 1,2 the closure of S with respect to the norm defined by
The divergence operator δ is the adjoint of the derivative operator D. Concretely, a random variable u ∈ L 2 (Ω; H) belongs to the domain of the divergence operator Domδ if
for every F ∈ S, where c u is a constant which depends only on u. In this case δ(u) is given by the duality relationship
We will make use of the notation
In particular, for h ∈ H, B H (h) = δ(h) = T 0 h s δB H s . For every n 1, let H n be the nth Wiener chaos of B H , that is, the closed linear subspace of L 2 (Ω) generated by the random variables {H n (B H (h)), h ∈ H, h H = 1} where H n is the nth Hermite polynomial. The mapping I n (h ⊗n ) = n!H n (B H (h)) provides a linear isometry between the symmetric tensor product H ⊙n (equipped with the modified norm .
. H ⊗n ) and H n . For every f, g ∈ H ⊙n the following product formula holds
The multiple stochastic integral I q (f ) satisfies hypercontractivity property:
As a consequence, for any F ∈ ⊕ q l=1 H l , we have
Finally, It is well-known that L 2 (Ω) can be decomposed into the infinite orthogonal sum of the spaces H n . That is, any square integrable random variable F ∈ L 2 (Ω) admits the following chaotic expansion
where the f n ∈ H ⊙n are uniquely determined by F . We will make use of the following central limit theorem for multiple stochastic integrals (see [18] ).
Theorem 1 Let {F n , n 1} be a sequence of random variables in the p-th Wiener chaos, p 2, such that lim n→∞ E(F 2 n ) = σ 2 . Then the following conditions are equivalent:
(i) F n converges in law to N (0, σ 2 ) as n tends to infinity.
(ii) DF n 2 H converges in L 2 to a constant as n tends to infinity.
Fix T > 0. Let f, g : [0, T ] −→ R be Hölder continuous functions of orders α ∈ (0, 1) and β ∈ (0, 1) respectively with α + β > 1. Young [22] proved that the Riemann-Stieltjes integral (so-called Young integral)
. 0 ∂φ ∂g (f u , g u )dg u exist in the Young sense and the following chain rule holds:
As a consequence, if H ∈ ( 1 2 , 1) and (u t , t ∈ [0, T ]) is a process with Hölder paths of order α ∈ (1 − H, 1), the integral T 0 u s dB H s is well-defined as a Young integral. Suppose moreover that for any t ∈ [0, T ], u t ∈ D 1,2 , and
Then, by [1] , u ∈ Domδ and for every t ∈ [0, T ],
In particular, when ϕ is a non-random Hölder continuous function of order α ∈ (1 − H, 1), we obtain
In addition, for all ϕ, ψ ∈ |H|,
Asymptotic behavior of LSEs
Throughout the paper we assume that H ∈ ( 1 2 , 1), θ > 0 and ρ > 0 such that θ = ρ. It is readily checked that we have the following explicit expression for X t :
where for m > 0
On the other hand, we can also write that the system (6) implies that X solves the following stochastic integro-differential equation
For convenience, and because it will play an important role in the forthcoming computations, we introduce the following processes related to X t :
and
and θ T is our continuous LSE for θ as given in (9) . We will need the following lemmas.
Lemma 2 Let m, m ′ > 0 and let X m be the process defined in (20) . Then,
Proof. To prove equality 1), we just write
For the point 2) see [11] . For 3) and 6) we refer to [12] , and for 4) and 5) see [10, Lemma 5.2 and Lemma 5.4]
almost surely, where
Proof. From (6) we can write
where A = θ + ρ −θρ 1 0 . The process X t Σ t is geometrically ergodic because the largest eigenvalue of A is negative. Then to prove Lemma 3, using Birkhoff's ergodic theorem (for instance see [9] ), it is sufficient to study the convergence of E[
then by using 1) of Lemma 2 we obtain
c(H, θ, ρ)e −t/2 .
Thus we deduce the convergence (23).
Using the same argument and the fact that
we deduce the convergence (24). Finally, the convergence (25) is satisfied by using
and point 5) of Lemma 2.
Lemma 4
We have
almost surely as T −→ ∞.
Proof. From (6) and (17) we can write
we deduce that
Thanks to l'Hôpital's rule, as
Finally, combining this last convergence and point 5) of Lemma 2, the proof of Lemma 4 is done.
We now have all the elements to obtain our strong consistency result for θ T .
Theorem 5
We have θ T −→ θ * almost surely as T −→ ∞, where θ * = θ + ρ.
Proof. The proof follows directly from the convergence (23) and Lemma 4. The next lemmas are additional elements needed to prove the strong consistency of ρ T .
Lemma 6 We have
L T T −→ η X + (ρ + θ) 2 η Σ almost surely as T −→ ∞.
Proof. The equation (22) ensures
and the desired conclusion follows by using Lemma 3 and Theorem 5.
Lemma 7 We have
Proof. From (6) and (22) we can write
On the other hand
Now, applying (17), we obtain
It follows from (28) that
Hence, for s < T
We shall prove that for every ε > 0
almost surely as T → ∞. We first estimate J 1,T . Clearly, (19) implies
The last equality comes from making the change of variable x = t − s.
Using (23), (26) and the point 5) of Lemma 2, the convergence (30) is obtained. Next we estimate J 2,T . By (19) we have
almost surely as T −→ ∞. The last convergence comes from (23), (26), Theorem 5 and the point 5) of Lemma 2. Thus, the convergence (31) is satisfied. Finally, we estimate J 3,T . Using (26) and (19)
By l'Hôpital rule we obtain
almost surely as T −→ ∞. 
Proof. The proof is a straightforward consequence of Lemma 6 and Lemma 7.
Our approach to prove the asymptotic normality for both estimators θ T and ρ T looks first at the normal convergence of the T -indexed second-chaos sequence based on the kernel which appears in the representation (20) of X. Thereafter, thanks to elementary stochastic calculus in the second chaos, these double stochastic integrals will be identified in an expression for the leading terms in θ T − θ * in the proof of Theorem 10. A similar technique, plus the use of the chain rule of Young integrals and their relation to Skorohod integrals, is used to find again that the leading terms in ρ T − ρ * are also linear combinations of the same double integrals; the analysis of the lower-order terms are less evident than for θ T − θ * ; the proof of Theorem 10 records all the details.
Then, as T −→ ∞,
where Γ is a symmetric nonnegative definite matrix which has the following explicit expression
Proof. Notice that for (33) to hold it suffices that prove that for every a, b ∈ R,
Since G T is a multiple integral, by the isometry property of double stochastic integral I 2 , we get the variance of G T as follows
where I 
Now, let us estimate I 3 T . We have
Making the change of variables
e −ρx e −θ|y−z| y 2H−2 |z − x| 2H−2 dxdydz.
This implies
Making the change of variables z − x = w, we obtain
Integrating in x we get
Similarly, we obtain
Thus, A ∞ (θ, ρ) is also obtained. Consequently
Finally, combining the above convegences we deduce that as T → ∞
s belongs to the first Wiener chaos of B H , T we conclude that
. This completes the proof of Theorem 9. We are ready to prove the asymptotic normality of θ T , ρ T .
where the matrices Γ and P are defined respectively in (34) and (42).
Proof. We express θ T −θ * and ρ T −ρ * as linear combinations of the double stochastic integrals identified in the previous theorem, plus lower-order terms. The case of θ T − θ * is rather straightforward. It follows from (21) that
we can write
almost surely as T −→ ∞. For ρ t − ρ * , the situation is significantly more complex. We have for every 0 t T
which leads to
Thus,
On the other hand, using the formula (16) we obtain
Furthermore, using the relation between Young and Skorohod integrals,
Setting
The last equality comes from the fact that
Combining previous estimations we obtain
almost surely as T −→ ∞, and
almost surely as T −→ ∞. These last two convergences come from the fact that
almost surely. Finally, with the expressions (35) and (40) on hand, and the almost-sure negligibility of their corresponding lower-order terms as proved in (36) and (41), we get
almost surely. Now, applying Slutsky's lemma and Theorem 9 combined with the above convergences, the proof is complete.
Discrete observation
Assume that the process X is observed equidistantly in time with the step size ∆ n : t i = i∆ n , i = 0, . . . , n, and T n = n∆ n denotes the length of the 'observation window'. The goal of this section is to construct two estimatorsθ n andρ n of θ and ρ respectively based on the sampling data X t i , i = 0, . . . , n, and study their strong consistency and asymptotic normality. We also want to define estimators in such a way that consistency and normality results proved in Section 3 for the continuous-data estimators θ T , ρ T can be used to good effect in the discrete case. The basic strategy for this is therefore to look for ways of discretizing the MLE studied in Section 3. It turns out that the most efficient way of implementing this strategy is to define several intermediate estimators, starting with ones where only the denominators in θ T , ρ T are discretized, and then using an algebraic asymptotic interpretation of the numerators to avoid a direct discretization of the corresponding Young or Skorohod integrals. This method allows a rather direct use of the asymptotic normality Theorem 10 in Section 3, while for the strong consistency results, some of the almost-sure convergences proved in Section 3 are used directly, and additional ones are newly established early on in this section. See Section 1.2 for other details about the heuristics which explain the choices made below in this Section.
For any given process Z, define
The following well-known direct consequence of the Borel-Cantelli Lemma (see e.g. [14] ), will allows us to turn convergence rates in the p-th mean into pathwise convergence rates. This is particularly efficient when working with sequences in Wiener chaos.
Lemma 11 Let γ > 0 and p 0 ∈ N. Moreover let (Z n ) n∈N be a sequence of random variables. If for every p p 0 there exists a constant c p > 0 such that for all n ∈ N,
then for all ε > 0 there exists a random variable η ε such that |Z n | η ε · n −γ+ε almost surely for all n ∈ N. Moreover, E|η ε | p < ∞ for all p 1.
As before we assume that ∆ n = t k+1 − t k is a function of n only. Of some importance, particularly for the purpose of proving normal convergence theorems, is the case n −α with a given α ∈ R. The case α > 0 implies that the observation frequency must increase even as the horizon itself also increases. The case of α = 0 is of special importance because it corresponds to a setup where the observation frequency is fixed ( ∆ n = 1, no in-fill asymptotics, only increasing horizon), which may be desirable in some applications. We will see that for some almost-sure convergence results, we may even take a time step ∆ n which grows with n. In other words, this allows for very sparse observations. We will also see that most almost-sure results are valid for the entire range H ∈ ( . We begin by recording and proving some important technical estimates.
In particular, if ∆ n n α for some α ∈ (−∞, 1/H), then
almost surely as n → ∞.
Thus (43) is obtained. Now, using (15), Lemma 11 and (23) we will be able to assert the convergence (44), and thus the entire lemma, as soon as we can show that the right-hand side of (43) divided by T n converges to 0 as fast as some negative power of n. Thus we only need to show that there exists ε > 0, such that as n → ∞
Let us concentrate first on the second part of the minimum defining q n . This is the sum of the three terms (n∆ n ) −2 , ∆ H n /n, and n −1 ∆ 4H−4 n n j=1 j 4H−4 . The first of these three terms will tend to 0 like a negative power of n as soon as there exists ε 1 > 0 such that ∆ n n −1+ε 1 . The second term will tend to 0 like a negative power of n as soon as there exists ε 2 > 0 such that ∆ n n 1/H−ε 2 . For the third term, we must separate the case H < 3/4 from the case H 3/4. When H < 3/4, the series n j=1 j 4H−4 is bounded, so the last term in the second part of the min in q n will tend to 0 like a negative power of n as soon as there exists ε 3 > 0 such that ∆ n n −1/(4−4H)+ε 3 . When H > 3/4, the series is bounded above by a constant times n 4H−3 , yielding a contribution of (∆ n /n) 4H−4 ; so the last term in the second part of the min in q n will tend to 0 like a negative power of n as soon as there exists ε 4 > 0 such that ∆ n n −1+ε 4 . The case H = 3/4 is done in the same fashion, with the same conclusion as when H > 3/4. Thus we have proved that for each fixed n, if there exist ε 1 , ε 2 , ε 3 > 0 such that max n −1+ε 1 , n
On the other hand notice that for every H ∈ (1/2, 1), there exist ε 1 , ε 3 > 0 such that
Thus for each fixed n, if we have
using the first part of the min in the definition of q n , we get
with ε = H . To conclude, by (46), for each fixed n, we are either in the case (45) or (47), so that q n n −ε in all cases as soon as ∆ n n 1/H−ε 2 for some ε 2 > 0. The proof of the lemma is complete.
On the other hand if n 1+α ∆ H+1 n → 0 for some α > 0,
almost surely as n → ∞, where
Proof. By using same arguments as in the proof of Lemma 12, (26) and (24), we obtain (48) and (49) are obtained. Now, we prove the convergence (50). We can write
Using the point 6) of Lemma 2
Then, by Hölder inequality and the point 3) of Lemma 2 we obtain for every p 1
Thus, by (15) , Lemma 11 and that fact that n 1+α ∆ H+1 n → 0 for some α > 0 the convergence (50) is obtained. Furthermore, it is also easy to see that the convergence (51) is satisfied.
Auxiliary estimatorsθ andρ
The first step in constructing a discrete-observation-based estimator for which the asymptotics of θ T , ρ T studied in Section 3 can be helpful, is to consider the following two auxiliary estimators θ n and ρ n of θ * and ρ * respectively, by leaving the numerators in θ T , ρ T alone, and discretizing the denominators:
and we recall that Q n (Z) is a notation for the Riemann-sum rectangle approximation
We also consider the version of ρ n (Σ) based only on discrete observations of Σ:
Combining Lemma 4 and the almost-sure convergence (44) we deduce the strong consistency of θ n .
Theorem 14
Assume H ∈ (1/2, 1). If ∆ n n α for some α ∈ (−∞, 1/H), then θ n −→ θ * almost surely as n → ∞.
By Lemmas 7 and 13 it is easy also to deduce the strong consistency of ρ n (Σ) and ρ n ( Σ).
To establish the asymptotic normality of θ n , ρ n , we can write
Similarly,
Theorem 10 provides the convergence of the last summands in each of the two lines above. Combnining this with the convergences we obtained in Lemmas 12 and 13, we obtain the following result. T n θ n − θ * , ρ n ( Σ) − ρ * law −→ N 0, t P Γ P where P the matrix defined in (42).
X and Σ are observed
The problem with the auxiliary estimators θ n and ρ n is that they still contain Skorohod integrals. In order to devise a further scheme that allows us to evaluate them, at least approximately, using discrete data only, we begin by using the discrete observations of X and Σ, and recalling that, from Lemmas 4 and 7, we have
where η X and η Σ , which are also functions of H, θ, ρ, are given in Lemma 3. Since these limits depend on the parameters we are trying to estimate, one strategy is to rewrite the strong consistency results of Theorems 14 and 15 for θ n and ρ n (Σ) as implicit definitions of new estimators, where the numerators in the definitions of θ n and ρ n (Σ) are replaced by their limits recalled above, and each instance of θ and ρ therein are replaced by the new estimator we are trying to define. The same substitution must be done with the expressions θ * and ρ * , since these are the limits of θ n and ρ n . In other words we consider only that the denominators in θ n and ρ n contain data, and replace all other instances of (θ, ρ) in the limits in .
From (55) and (56) we obtain s n −→ 0 almost surely as n → ∞.
On the other hand, by Taylor's formula r n = T n θ n − θ * , ρ n (Σ) − ρ 
with h(u, v) = (h 1 , h 2 )(u, v) = GoL (ρ + θ)η X , ρθ(ρ + θ)η Σ , u, v .
We can write
where g(u, v) = (g 1 , g 2 )(u, v) = L (ρ + θ)η X , ρθ(ρ + θ)η Σ , u, v .
Moreover for i = 1, 2
On the other hand, d n converges in distribution to zero, because d n c(H, θ, ρ) T n ( ρ n (Σ) − θ * , θ n − ρ * ) 2 .
It is elementary that if for any ω ∈ Ω there exists n 0 (ω) ∈ N such that X n (ω) = Y n (ω) for all n n 0 (ω) and X n law −→ 0 as n → ∞, then Y n law −→ 0 as n → ∞. Combining this with Theorem 16 the proof is completed.
X is observed
In the previous section, we encountered theorems in which X and Σ are both assumed to be fully observed in discrete time. Since Σ is the time-antiderivative of X, such an assumption corresponds, for instance, to the physical situation where X is the velocity of a particle, and Σ is its position.
In this section, we abandon such a framework, and assume instead that only X is observed in discrete time. Thus we consider the following pair of estimators θ n ,ρ n : θ n ,ρ n = G Q n (X), Q n ( Σ)
where the deterministic explicit function G was identified in the previous section as the inverse of the function F given in (54). Equivalently, θ n ,ρ n is the solution of the system (53), or its equivalent form (54), with Σ replaced by the process Σ, which relies only on observations of X. Using same arguments as in Section 4.2 and Lemma 13, but relying now on the second part of Theorem 15 (hence the stronger condition on ∆ n for the strong consistency result) and the second part of Theorem 16 (hence the stronger condition on ∆ n for the convergence in law result), we conclude the following.
Theorem 21
Assume that ∆ n n α for some α ∈ (−∞, 1/H). Then, as n −→ ∞ θ n , ρ n −→ (θ, ρ) almost surely.
Theorem 22
Suppose that H ∈ ( 
