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Normes invariantes et existene de ltrations admissibles
Yongquan Hu
Résumé  Dans [3℄, est formulée une onjeture sur l'équivalene entre l'existene
de normes invariantes sur ertaines représentations loalement algébriques de GLd+1(L)
et l'existene de ertaines représentations de de Rham de Gal(Qp/L), où L est une ex-
tension nie de Qp. Dans et artile, on montre le sens faile de ette onjeture :
l'existene de normes invariantes entraîne l'existene de ltrations admissibles.
Abstrat  In [3℄, is formulated a onjeture on the equivalene of the existene
of invariant norms on ertain loally algebrai representations of GLd+1(L) and the
existene of ertain de Rham representations of Gal(Qp/L), where L is a nite extension
of Qp. In this paper, we prove the easy diretion of the onjeture: the existene of
invariant norms implies the existene of admissible ltrations.
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1 Introdution
L'objet de et artile est une onjeture proposée dans [3℄. Pour l'énoner, on xe
d'abord quelques notations. Soit p un nombre premier. On xe deux extensions nies
L et K de Qp ontenues dans Qp telles que [L : Qp] = |HomQp(L,K)|, et aussi une
extension nie galoisienne L′ de L telle que [L′0 : Qp] = |HomQp(L
′
0,K)| où L
′
0 désigne
le sous-orps non-ramié maximal de L′. On note W (Qp/L) (resp. W (Qp/L
′)) le groupe
de Weil de L (resp. L′).
On onsidère les deux atégories suivantes (f. 2.2) :
(i)WDL′/L : la atégorie desK-représentations (r,N, V ) de dimension nie du groupe
de Weil-Deligne de L telles que la restrition de r à W (Qp/L
′) est non-ramiée ;
(ii) MODL′/L : la atégorie des (ϕ,N)-modules étales sur L
′
0 ⊗Qp K munis d'une
ation de Gal(L′/L) vériant quelques onditions usuelles.
On sait qu'il existe deux fonteurs (non anoniques)
WD : MODL′/L →WDL′/L, MOD : WDL′/L → MODL′/L
qui sont inverses l'un de l'autre (f. 2.2).
Rappelons que (f. [11℄) pour un objet (ϕ,N,Gal(L′/L),D) de MODL′/L on peut
dénir un entier tN (D) et, si de plus on se donne d'une ltration déroissante exhaustive
séparée sur DL′ = L
′ ⊗L′0 D qui est stable sous l'ation de Gal(L
′/L), on a un autre
entier tH(DL′). Par dénition ette ltration est dite admissible si tH(DL′) = tN (D)
et si tH(D
′
L′) ≤ tN (D
′) pour tout sous-objet D′ de D où D′ est muni de la ltration
induite. Pour tout σ : L →֒ K, on pose
DL′,σ = DL′ ⊗L′⊗QpK (L
′ ⊗L,σ K).
On a un isomorphisme naturel DL′ ≃
∏
σ:L→֒K DL′,σ.
Si (r,N, V ) ∈WDL′/L, on note (r,N, V )
ss ∈WDL′/L sa F -semisimpliation (f. [7℄,
§8.5).
On xe un entier d ≥ 1 et :
(i) un objet (r,N, V ) de WDL′/L de dimension d+ 1 et tel que r est semi-simple ;
(ii) pour tout σ : L →֒ K, un ensemble de d+ 1 entiers i1,σ < · · · < id+1,σ .
Posons aj,σ = −id+2−j,σ − (j − 1) pour tout σ et j ∈ {1, . . . , d + 1}. D'une part,
à (r,N, V ) on assoie une représentation lisse π de GLd+1(L) par la orrespondane
de Langlands loale modiée et un (ϕ,N)-module sur L′0 ⊗Qp K muni d'une ation de
Gal(L′/L) (f. §2.2). D'autre part, à {aj,σ}j,σ on assoie une représentation Qp-rationnelle
sur K de GLd+1(L), notée ρ.
Conjeture 1.1. ([3℄, Conjeture 4.3) Les deux onditions suivantes sont équivalentes :
(i) ρ⊗ π admet une norme invariante ;
(ii) Il existe un objet (ϕ,N,Gal(L′/L),D) dans MODL′/L tel que :
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ),
et une ltration admissible (FiliDL′,σ)i,σ stable par Gal(L
′/L) sur DL′ telle que
FiliDL′,σ/Fil
i+1DL′,σ 6= 0⇔ i ∈ {i1,σ , . . . , id+1,σ}.
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On renvoie le leteur à [3℄, §1 pour l'introdution de la onjeture. Certains résultats
sur ette onjeture sont onnus :
 si (r,N, V ) est absolument irrédutible (alors N = 0), la onjeture est vraie ([3℄,
Theorem 5.2) ;
 si (r,N, V ) est absolument indéomposable, alors la ondition (ii) est vraie si et
seulement si le aratère entral de ρ ⊗ π est unitaire ; en partiulier, on a (i)
entraîne (ii) ([3℄, Proposition 5.3) ;
 si (r,N, V ) est tel que N = 0 et r est non-ramiée et sindée sur K, alors (i)
entraîne (ii) ([3℄, Theorem 5.6) ;
 si L = L′ = Qp et d = 1, la onjeture est vraie ([1℄, [6℄).
Dans et artile, nous montrons le théorème suivant :
Théorème 1.2. Supposons K susamment gros tel que l'on a
(r,N, V ) =
s⊕
i=1
(ri, Ni, Vi)
ave les (ri, Ni, Vi) absolument indéomposables de dimension di. On onsidère les quatre
onditions suivantes :
(i) ρ⊗ π admet une norme invariante.
(ii) Il existe un objet (ϕ,N,Gal(L′/L),D) dans MODL′/L tel que :
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ),
et une ltration admissible (FiliDL′,σ)i,σ stable par Gal(L
′/L)×Gal(K/Qp) sur DL′ telle
que
FiliDL′,σ/Fil
i+1DL′,σ 6= 0⇔ i ∈ {i1,σ , . . . , id+1,σ}.
(iii) Posons (ϕi, Ni,Gal(L
′/L),Di) = MOD(ri, Ni, Vi). Pour une permutation onve-
nable ν de {1, . . . , s} (voir 2.4), les inégalités suivantes sont vériées :
[K : L]
dν(1)∑
j=1
∑
σ
ij,σ ≤ tN (Dν(1)),
...
[K : L]
dν(1)+···+dν(s−1)∑
j=1
∑
σ
ij,σ ≤
s−1∑
i=1
tN (Dν(i)),
[K : L]
d+1∑
j=1
∑
σ
ij,σ =
s∑
i=1
tN (Dν(i)) = tN (D).
(iv) Le aratère entral de ρ⊗π est unitaire et la ondition d'Emerton est satisfaite
(voir §2.5).
Alors, on a les impliations et équivalenes :
(i)⇒ (ii)⇔ (iii)⇔ (iv).
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Remarque 1.3. L'existene de la permutation ν dans (iii) et l'équivalene entre (ii) et
(iii) sont la réponse de [3℄, Remark 5.7.
Comme onséquene, on obtient (f. orollaire 2.16)
Corollaire 1.4. Ave les notations omme dans la onjeture 1.1, on a l'impliation
(i)⇒ (ii).
Voii le plan de l'artile :
On ommene par rappeler ertaines des onstrutions et notations dans [3℄ pour pou-
voir énoner la onjeture préédente et le théorème prinipal (§2). Les autres hapitres
sont onsarés à prouver notre théorème. Plus préisément, on prouve
(i)⇒ (iv)⇔ (iii)⇔ (ii).
L'impliation (i) ⇒ (iv) est en fait un lemme d'Emerton (f. lemme 2.9) et (ii) ⇒ (iii)
se déduit de la dénition d'admissibilité. Au §3, on montre (iii)⇔ (iv) en exprimant la
ondition d'Emerton expliitement par la théorie de Bernstein-Zelevinsky.
Au 4, on montre (iii) ⇒ (ii). Cette partie, bien que onstituée d'algèbre (semi-
)linéaire, est la plus tehnique de l'artile. L'idée de la démonstration est omme suit :
Après l'étude de quelques exemples, on dénit d'abord l'objet (ϕ,N,Gal(L′/L),D) (es-
sentiellement l'opérateur ϕ). Au 4.2 on introduit un ertain ensemble ni de sous-objets
de D, noté S, et on munit DL′ d'une ltration onvenable (4.3) telle que pour tout
D′ ∈ S on a
tH(D
′
L′) =
rgD′∑
j=1
∑
σ
ij,σ,
et par onséquent tH(D
′
L′) ≤ tN (D
′). On montre que ette ltration est admissible. Pour
ela, soit D′ un sous-objet quelonque de D, on lui assoie une suite de sous-objets
Ei ∈ S
0 = E0 ( E1 ( · · · ( Em ( Em+1 = D,
qui est la plus prohe de D′ au sens où si L ∈ S est de même rang que Ei, alors
rgL′0⊗QpK
(D′ ∩ L) ≤ rgL′0⊗QpK(D
′ ∩ Ei).
D'autre part, si on pose ci = rg(D
′ ∩ Ei)− rg(D
′ ∩ Ei−1) (sur L
′
0 ⊗Qp K) et
Ω = {j ∈ N| ∃i tel que rgEi − ci + 1 ≤ j ≤ rgEi},
alors on a tH(D
′
L′) ≤ [K : L]
∑
j∈Ω
∑
σ
ij,σ. Enn on ompare [K : L]
∑
j∈Ω
∑
σ
ij,σ et tN (D
′) en
utilisant un lemme ombinatoire, et on en déduit que tH(D
′
L′) ≤ tN (D
′) (f. le orollaire
4.11).
Remeriement. Ce travail s'est aompli sous la diretion de C. Breuil. Je le re-
merie pour avoir partagé ave moi ses idées et ses onnaissanes et pour toutes ses
remarques.
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2 Rappels et notations
2.1 Notations générales
Soit p un nombre premier. On xe une lture algébrique Qp de Qp, et aussi deux
extensions nies L et K de Qp ontenues dans Qp telles que [L : Qp] = |HomQp(L,K)|.
On note Gal(Qp/L) le groupe de Galois de L et W (Qp/L) son groupe de Weil (qui est
dense dans Gal(Qp/L)), et rec : W (Qp/L)
ab ∼−→ L× l'isomorphisme de réiproité de
telle sorte que les Frobenius arithmétiques s'envoient sur les inverses des uniformisantes.
Posons kL le orps résiduel de L et q = p
f = |kL|. On note L0 = Frac(W (Fq)) le sous-
orps non-ramié maximal de L et ϕ0 le Frobenius sur L0. On note valp la valuation
p-adique sur Qp normalisée par valp(p) = 1 et on pose |x|p = p
−valp(x)
; de même on pose
valL(x) = evalp(x) et |x|L = q
−valL(x)
, où e = [L : Qp]/f est l'indie de ramiation de
L sur Qp.
Fixons L′ une extension nie galoisienne de L. On dénit L′0, kL′ , f
′
, ϕ′0, valL′ omme
i-dessus. On suppose que [L′0 : Qp] = |HomQp(L
′
0,K)|.
Si G est un groupe rédutif déni sur Qp et si G = G(L) est le groupe des L-
points rationnels de G, on note RepG la atégorie des Qp-représentations lisses de G et
IrrG la sous-atégorie formée des représentations irrédutibles. Soit P un sous-groupe
parabolique de G ave M son quotient de Levi et N son radial unipotent. On dénit
les fonteurs suivants :
indGP : Ind
G
P : RepM → RepG,
rGP : RepG→ RepM.
(a) Soit (σ,W ) ∈ RepG, notons indGP σ l'espae des fontions f : G→W telles que
 f(nmg) = σ(m)f(g), si n ∈ N , m ∈M et g ∈ G,
 f est invariante à droite par un sous-groupe ouvert de G.
Le groupe G opère par translation à droite et on obtient une représentation lisse de
M . On pose IndGP σ = ind
G
P (σδ
1/2
P ), où δP est le aratère module de P , 'est-à-dire,
le aratère de M = P/N donné par : δP (m) = [mN0m
−1 : N0] pour un arbitraire
sous-groupe ouvert ompat N0 de N .
(b) Soit (π, V ) ∈ RepG, on note VN le quotient de V par le sous-espae V (N)
engendré par les éléments π(n)x − x (n ∈ N , x ∈ V ). On dénit (rGP (π), VN ) ∈ RepM
par
rGP (m)(v + V (N)) = δ
−1/2
P (m)(π(m)v + V (N)), m ∈M, v ∈ V.
2.2 Rappels de quelques onstrutions
Rappelons que dans [3℄, §4, sont dénies deux atégories MODL′/L et WDL′/L :
(i) WDL′/L : la atégorie des K-représentations (r,N, V ) du groupe de Weil-Deligne
de L ([7℄, §8) sur un K-espae vetoriel V de dimension nie telles que la restrition de
r à W (Qp/L
′) est non-ramiée ;
(ii) MODL′/L (ou MODL′/L,K s'il y a risque de onfusion sur K) : la atégorie des
quadruples (ϕ,N,Gal(L′/L),D) onstitués par :
 un L′0 ⊗Qp K-module D libre de rang ni ;
 un Frobenius ϕ : D → D, 'est-à-dire une bijetion ϕ tel que ϕ((l ⊗ k) · d) =
(ϕ′0(l)⊗ k) · ϕ(d), pour l ∈ L
′
0, k ∈ K, d ∈ D ;
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 un endomorphisme L′0 ⊗Qp K-linéaire N : D → D tel que Nϕ = pϕN ;
 une ation de Gal(L′/L) sur D ommutant ave elles de ϕ et N , telle que g((l ⊗
k) · d) = (g(l) ⊗ k) · g(d), pour g ∈ Gal(L′/L), l ∈ L′0, k ∈ K, d ∈ D.
Rappelons aussi que dans [3℄, §4 (ou [12℄), sont dénis un fonteur
WD : MODL′/L →WDL′/L
et un quasi-inverse MOD de WD. Ces fonteurs induisent une équivalene entre les deux
atégories. On rappelle la onstrution dans la suite.
 Soit (ϕ,N,Gal(L′/L),D) un objet de MODL′/L. Choisissons un plongement σ
′
0 :
L′0 →֒ K et posons V = Dσ′0 . Alors N induit un endomorphisme K-linéaire nil-
potent sur V que l'on note enore par N . Si w ∈ W (Qp/L), on dénit r(w) =
w ◦ ϕ−α(w) où w désigne l'image de w dans Gal(L′/L) et α(w) ∈ fZ est l'unique
entier tel que l'ation induite de w sur Fp soit la α(w)-puissane du Frobenius
arithmétique x 7→ xp. On vérie que r(w) est L′0 ⊗Qp K-linéaire, et don induit
un morphisme K-linéaire r(w) : V → V . Cei dénit un objet de WDL′/L. Re-
marquons que la représentation (r,N, V ) est indépendante du hoix de σ′0 mais à
isomorphisme non anonique près (f. [2℄, lemme 2.2.1.2).
 Soit (r,N, V ) un objet de WDL′/L et hoisissons un plongement σ
′
0 : L
′
0 →֒ K. On
pose
D =
f ′−1⊕
n=0
Vσ′0◦ϕ
′−n
0
,
où Vσ′0◦ϕ
′−n
0
= V est muni de l'ation de L′0 via σ
′
0 ◦ ϕ
′−n
0 , e qui fait de D un
L′0 ⊗Qp K-module libre. On dénit ϕ, N par

ϕ|V
σ′
0
◦ϕ
′1−f ′
0
= r(ω) : V
σ′0◦ϕ
′1−f ′
0
→ Vσ′0
ϕ|V
σ′
0
◦ϕ′−n
0
= Id : Vσ′0◦ϕ
′−n
0
→ Vσ′0◦ϕ
′−n−1
0
si 0 ≤ n ≤ f ′ − 2
où ω est n'importe quel Frobenius géométrique dans W (Qp/L
′), et{
N |Vσ′
0
= N |V : Vσ′0 → Vσ′0
N |V
σ′0◦ϕ
′−n
0
= pnϕn ◦N |V ◦ ϕ
−n : Vσ′0◦ϕ
′−n
0
→ Vσ′0◦ϕ
′−n
0
si 1 ≤ n ≤ f ′ − 1.
Finalement, pour g ∈ Gal(L′/L), soit w ∈W (Qp/L) un relèvement de g, on dénit
l'ation de g sur Vσ′0◦ϕ
′−n
0
par
g = r(w) ◦ ϕα(w) : Vσ′0◦ϕ
′−n
0
→ V
σ′0◦ϕ
′−n−α(w)
0
,
où si n+α(w) > f ′− 1 ou n+α(w) < 0, on regarde V
σ′0◦ϕ
′−n−α(w)
0
omme Vσ′0◦ϕ
′−k
0
où k est l'unique entier tel que
0 ≤ k ≤ f ′ − 1 et n+ α(w) ≡ k(modf ′).
On vérie que (ϕ,N,Gal(L′/L),D) ainsi déni est un objet de MODL′/L.
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Remarque 2.1. Soit (ϕ,N,Gal(L′/L),D) un objet de MODL′/L qui est absolument
irrédutible (don N = 0). Comme ϕf
′
est L′0⊗QpK-linéaire et ommute ave Gal(L
′/L)
et ϕ, on voit que ϕf
′
est salaire à valeur dans K×.
Maintenant, soit (ϕ,N,Gal(L′/L),D) un objet de MODL′/L. On dénit
tN (D) =
1
[L : L0]f ′
valL(det L′0(ϕ
f ′ |D)).
Posons DL′ = D ⊗L′0 L
′
et pour σ : L →֒ K,
DL′,σ = DL′ ⊗L′⊗QpK (L
′ ⊗L,σ K).
On a alors DL′ ≃
∏
σ:L→֒K DL′,σ. Don la donnée d'une ltration déroissante exhaustive
séparée par des sous-L′ ⊗Qp K-modules (Fil
iDL′)i (pas forément libres) stables sous
l'ation de Gal(L′/L) équivaut à la donnée, pour tout i ∈ Z et tout σ : L→ K, d'un sous-
L′⊗L,σK-module Fil
iDL′,σ de DL′,σ, qui est stable par Gal(L
′/L) (don néessairement
libre), et vérie Fili+1DL′,σ ⊂ Fil
iDL′,σ pour tout i et σ, et ∪i∈ZFil
iDL′,σ = DL′,σ,
∩i∈ZFil
iDL′,σ = 0 pour tout σ. Soit (Fil
iDL′,σ)i,σ une telle ltration. On dénit
tH(DL′) =
∑
i∈Z
∑
σ
idimL′(Fil
iDL′,σ/Fil
i+1DL′,σ).
La ltration est dite admissible si tH(DL′) = tN (D) et si pour tout sous-L
′
0-espae ve-
toriel D′ de D stable par ϕ et N , on a tH(D
′
L′) ≤ tN (D
′), où D′L′ est muni de la ltration
induite par DL′ . Par [2℄, proposition 3.1.1.5 et [11℄, proposition 4.4.9, pour que la ltra-
tion soit admissible, il sut de vérier tH(DL′) = tN (D) et l'inégalité tH(D
′
L′) ≤ tN (D
′)
pour les L′0 ⊗Qp K-modules D
′
stables par ϕ, N et Gal(L′/L) (néessairement libre),
'est-à-dire les sous-objets de D dans MODL′/L.
Si n ∈ N, on poseGn = GLn(L) et G = Gd+1 où d ≥ 1 est un entier xé. Une partition
de l'entier n est une suite α = (n1, ..., nr) d'entiers positifs tels que n = n1 + · · · + nr.
Étant donné une telle partition, on note Pα le groupe formé des matries inversibles
triangulaires supérieures par blos, 'est-à-dire,
Pα =


Gn1 ∗ ∗ ∗
Gn2 ∗ ∗
. . . · · ·
Gnr

 .
On note Nα = NPα son radial unipotent et Mα = MPα son quotient de Levi. Les
groupes Pα seront appelés sous-groupe paraboliques standards de Gn. Si α et β sont deux
partitions de n, on dit que β est une sous-partition de α si Mβ ⊆Mα (notation : β ≤ α).
On xe un hoix de q1/2 dans Qp. À une représentation (r,N, V ) de dimension d+1
telle que r soit semi-simple, la orrespondane de Langlands loale permet d'assoier une
représentation irrédutible lisse πunit de G sur Qp normalisée de sorte que le aratère
entral de πunit soit det(r,N, V ) ◦ rec−1. Notons que la dénition dépend du hoix de
q1/2. Dans [3℄, ette orrespondane est modiée omme suit :
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 si πunit est générique (f. [14℄, 2.3), alors πunit ⊗Qp |det |
−d/2
L admet un unique
modèle sur K qui ne dépend pas du hoix de q1/2 ; on le note π ;
 si πunit n'est pas générique, elle s'érit omme l'unique quotient d'une indution
parabolique :
IndGPα L(b1, τ1)⊗ · · · ⊗ L(bs, τs)
où α = (b1n1, . . . , bsns) est une partition de d + 1, les τi sont des représentations
irrédutibles uspidales de GLni(L), les L(bi, τi) sont des Steinberg généralisées,
'est-à-dire, L(bi, τi) est l'unique quotient irrédutible de
Ind
Gbini
Pαi
τi ⊗ τi|det |L ⊗ · · · ⊗ τi|det |
bi−1
L
où αi est la partition (ni, . . . , ni) de bini (f. [5℄, 3.1). On a le résultat suivant :
Lemme 2.2. ([3℄, Lemma 4.2) La représentation
(IndGPα L(b1, τ1)⊗ · · · ⊗ L(bs, τs))⊗Qp |det |
−d/2
L
admet un modèle unique sur K qui ne dépend pas du hoix de q1/2. On le note π.
Si on suppose que K est gros au sens où tous les L(bi, τi) sont xées par Gal(Qp/K),
alors la dénition de π est plus direte. En fait, si on pose
L(bi, τi) = L(bi, τi)⊗Qp |det |
(1−bini)/2
L ,
alors ette L(bi, τi) ainsi dénie ne dépend pas du hoix de q
1/2
, et est xée parGal(Qp/K).
D'après [5℄, proposition 3.2, elle admet un modèle unique qui est déni sur K et on le
note πi. Comme on peut rérire la représentation originale sous la forme
indGPα L(b1, τ1)⊗ L(b2, τ2)|det |
−b1n1
L ⊗ · · · ⊗ L(bs, τs)|det |
−
Ps−1
j=1 bjnj
L ,
on obtient le modèle π en posant
π = indGPα π1 ⊗ π2|det |
−b1n1
L ⊗ · · · ⊗ πs|det |
−
Ps−1
j=1 bjnj
L .
2.3 Rappels sur la onjeture et ompléments
On xe :
(i) un objet (r,N, V ) de WDL′/L de dimension d+ 1 tel que r soit semi-simple ;
(ii) pour tout σ : L →֒ K, un ensemble de d+ 1 entiers i1,σ < · · · < id+1,σ .
À (r,N, V ) omme dans (i) on assoie une représentation lisse π omme au 2.2. Pour
des ij,σ omme dans (ii), on pose
aj,σ = −id+2−j,σ − (j − 1),
et on note ρ l'unique représentation Qp-rationnelle de G dont le plus haut poids est
ψ : diag(x1, . . . , xd+1) 7→
∏d+1
j=1
∏
σ:L→֒K x
aj,σ
j vis-à-vis du sous-groupe des matries tri-
angulaires inférieures (f. [3℄, 2).
Si (r,N, V ) ∈ WDL′/L, on note (r,N, V )
ss ∈ WDL′/L sa F -semisimpliation ([7℄,
§8.5).
La onjeture i-dessous est proposée dans [3℄, Conjeture 4.3 :
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Conjeture 2.3. Les deux onditions suivantes sont équivalentes :
(i) ρ⊗ π admet une norme invariante ;
(ii) il existe un objet (ϕ,N,Gal(L′/L),D) dans MODL′/L tel que :
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ),
et une ltration admissible (FiliDL′,σ)i,σ stable par Gal(L
′/L) sur DL′ telle que
FiliDL′,σ/Fil
i+1DL′,σ 6= 0⇔ i ∈ {i1,σ , . . . , id+1,σ}.
Proposition 2.4. La ondition (ii) ne dépend pas du hoix de L′. Plus préisément, si
L′′ est une autre extension nie de L telle que
[L′′0 : Qp] = |Hom(L
′′
0 ,K)| et (r,N, V ) ∈WDL′′/L,
alors, (ii) est vraie pour L′ si et seulement si (ii) est vraie pour L′′.
Démonstration. On peut supposer que L′ ⊂ L′′.
(a) Soit (ϕ′, N ′,Gal(L′/L),D′) un objet de MODL′/L. On pose
D′′ = L′′0 ⊗L′0 D
′,
et dénit ϕ′′, N ′′ et l'ation de Gal(L′′/L) naturellement. Alors, on vérie failement que
(ϕ′′, N ′′,Gal(L′′/L),D′′) est un objet de MODL′′/L.
De plus, on suppose que
WD(ϕ′, N ′,Gal(L′/L),D′)ss = (r,N, V )
et qu'il existe une ltration (FiliD′L′,σ)i,σ sur D
′
L′ omme dans (ii). On munit D
′′
de la
ltration induite : FiliD′′L′′,σ = L
′′ ⊗L′ Fil
iD′L′,σ. On vérie que ette ltration est stable
par Gal(L′′/L) et est admissible, en fait on a tN (D
′) = tN (D
′′) et tH(D
′
L′) = tH(D
′′
L′′).
On xe un plongement σ′0 : L
′
0 →֒ K et σ
′′
0 : L
′′
0 →֒ K qui prolonge σ
′
0. Alors x ⊗ k 7→
(1 ⊗ x) ⊗ k induit un isomorphisme entre D′σ′0
et D′′σ′′0
, et et isomorphisme ommute à
r et N . Don on a WD(D′) ≃WD(D′′).
(b) Soit (ϕ′′, N ′′,Gal(L′′/L),D′′) ∈ MODL′′/L et supposons qu'il existe une ltration
(FiliD′′L′′,σ)i,σ sur D
′′
L′′ omme dans (ii). Posons D
′ = D′′Gal(L
′′/L′)
que l'on munit des
strutures induites : ation de Gal(L′/L), opérateurs ϕ′, N ′ et ltration. On vérie que
(ϕ′, N,Gal(L′/L),D′) satisfait à (ii) et on a L′′0⊗L′0D
′′Gal(L′′/L′) = D′′ par Hilbert 90.
Proposition 2.5. Soit K ′ une extension galoisienne nie de K ontenue dans Qp. Alors
(1) la ondition (i) est vraie pour K si et seulement si (i) est vraie pour K ′ ;
(2) la ondition (ii) est vraie pour K si et seulement si (ii) est vraie pour K ′ et la
ltration peut être hoisie de telle sorte qu'elle soit stable par l'ation de Gal(K ′/K).
Démonstration. (1) est immédiat.
(2) La ondition est bien néessaire. Soit (ϕ′, N ′,Gal(L′/L),D′) un objet deMODL′/L,K ′
vériant (ii) oùD′ est un L′0⊗QpK
′
-module. PosonsD = D′Gal(K
′/K)
qui est un L′0⊗QpK-
module. Comme ϕ′, N ′ et Gal(L′/L) ommutent ave Gal(K ′/K), on obtient un objet
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induit (ϕ,N,Gal(L′/L),D)) de MODL′/L,K . De plus, puisque la ltration sur D
′
L′ est
stable par Gal(K ′/K), elle induit une ltration sur DL′ qui est bien admissible. Comme
WD(D)ss ⊗K K
′ ≃WD(D ⊗K K
′)ss = (r,N, V )⊗K K
′,
on a WD(D)ss = (r,N, V ).
Remarque 2.6. On va voir plus loin que (f. 4) si (ii) est vraie pour K ′, alors on peut
toujours hoisir une autre ltration admissible qui est stable par Gal(K ′/K). Don en
fait (ii) est vraie pour K ′ si et seulement si (ii) est vraie pour K.
2.4 L'ordre des (ri, Ni, Vi)
On onserve les notations du paragraphe préédent. Supposons K susamment gros
pour pouvoir érire
(r,N, V ) =
s⊕
i=1
(ri, Ni, Vi)
ave les (ri, Ni, Vi) absolument indéomposables de dimension di. Soit (ϕi, Ni,Gal(L
′/L),Di)
l'objet de MODL′/L tel que WD(Di) = (ri, Ni, Vi), alors Di est absolument indéompo-
sable dans MODL′/L. Posons Di,0 = Ker(Ni : Di → Di) et ϕi,0 = ϕi|Di,0 , alors (notons
que ri orrespond au L(bi, τi), f. 2.2)
Di = Di,0 ⊕Di,0(1)⊕ · · · ⊕Di,0(bi − 1),
où Di,0(n) = Di,0 ave ϕi|Di,0(n) = p
nϕi,0, et où Ni|Di,0 = 0 et Ni envoie Di,0(n) dans
Di,0(n − 1) par l'identité pour n > 0. On dit que Di et Dj sont de même type si
Homϕ,Gal(L′/L)(Di,Dj) 6= 0.
Remarquons que si Di et Dj sont de même type, alors il existe un entier l ∈ Z tel que
Di,0 ≃ Dj,0(l) omme (ϕ,Gal(L
′/L))-modules.
On hoisit un ordre des (ri, Ni, Vi) de telle sorte que (toujours possible) :
{1, . . . , s} = H1 ⊔H2 ⊔ · · · ⊔Hv
= {1, . . . , s1} ⊔ {s1 + 1, . . . , s2} ⊔ · · · ⊔ {sr−1 + 1, . . . , s}
vériant les onditions suivantes :
 k1, k2 ∈ Hi si et seulement s'il existe j1, . . . , jm tels que Dk1 et Dj1 , Dji et Dji+1
(1 ≤ i ≤ m− 1), Djm et Dk2 sont de même type ;
 pour i xé, k1, k2 ∈ Hi, k1 6= k2 et Dk1,0(l) ≃ Dk2,0 ave l > 0 impliquent k1 < k2 ;
 si Dk1,0 ≃ Dk2,0, et bk1 < bk2 , alors k1 < k2 ;
 Pour i 6= j, posons Mi = ⊕k∈HiDk, Mj = ⊕k∈HjDk. Si tN (Mi)/dimMi <
tN (Mj)/dimMj , alors i < j.
Proposition 2.7. Choisissons un ordre sur les (ri, Ni, Vi) omme préédemment, et
soient L(bi, τi) les représentations dénies dans §2.2, alors la ondition ne préède pas
est vériée ([14℄, Denition 1.2.4).
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Démonstration. Supposons l'énoné faux, et soit i < j tel que L(bi, τi) préède L(bj , τj),
e qui implique τi(l) = τi|det |
l
L ≃ τj pour un entier l > 0 tel que l + bj > bi. Alors par
la orrespondane
L(bi, τi)↔ (ri, Ni, Vi)↔ Di,
plus préisément,
τi|det |
l
L ↔ Di,0(bi − 1− l), τj ↔ Dj,0(bj − 1),
on obtient
Di,0 ≃ Dj,0((l + bj − bj)),
e qui ontredit i < j puisque l + bj − bi > 0.
2.5 Module de Jaquet et un lemme d'Emerton
On rappelle un lemme d'Emerton. On renvoie le leteur à [8℄ ou [10℄ pour la dénition
d'une représentation loalement analytique.
Soit P un sous-groupe parabolique de G ave N son radial unipotent et M son
quotient de Levi. Dans [10℄, 3, est déni un fonteur module de Jaquet JP ayant la
propriété suivante :
Proposition 2.8. Soient ρ une K-représentation algébrique irrédutible de G et π une
K-représentation admissible lisse de G, alors il existe un isomorphisme anonique de
M -représentations
JP (ρ⊗K π)
∼
−→ ρN ⊗K (r
G
P π)δ
1/2
P .
Démonstration. Voir [10℄, Proposition 4.3.6.
Si N0 est un sous-groupe ouvert ompat de N , on note Z(M) le entre de M et on
pose
Z(M)+ = {z ∈ Z(M)| zN0z
−1 ⊂ N0}.
Lemme 2.9. (Emerton) Ave les notations i-dessus. Soient V une représentation loa-
lement analytique de G et χ : Z(M)→ K× un aratère loalement analytique de Z(M).
On onsidère les deux onditions :
(1) V admet une norme invariante ;
(2) Si HomZ(M)(χ, JP (V )) 6= 0, alors
|χ(z)δ−1P (z)|p ≤ 1, ∀z ∈ Z(M)
+.
Alors (1) entraîne (2).
Démonstration. Voir [9℄, Lemma 1.6 ou [10℄, Lemma 4.4.2.
Dénition 2.10. On dit que V satisfait à la ondition d'Emerton si pour tout P , N0
et χ omme i-dessus la ondition (2) du lemme 2.9 est vériée.
Remarque 2.11. Comme tout sous-groupe parabolique de G est onjugué à un para-
bolique standard, on peut supposer que P est un parabolique standard dans la dénition
2.10. Aussi on peut supposer N0 = N∩Md+1(Zp), où Md+1(Zp) est l'anneau des matries
arrées (d+ 1)× (d+ 1) à oeients dans Zp.
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2.6 Théorème prinipal
Le résultat prinipal de et artile est le suivant.
Théorème 2.12. Supposons K susamment gros tel que l'on a
(r,N, V ) =
s⊕
i=1
(ri, Ni, Vi)
ave les ri absolument indéomposables de dimension di. On onsidère les quatre ondi-
tions suivantes :
(i) ρ⊗ π admet une norme invariante ;
(ii) Il existe un objet (ϕ,N,Gal(L′/L),D) dans MODL′/L tel que :
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ),
et une ltration admissible (FiliDL′,σ)i,σ stable par Gal(L
′/L)×Gal(K/Qp) sur DL′ telle
que
FiliDL′,σ/Fil
i+1DL′,σ 6= 0⇔ i ∈ {i1,σ , . . . , id+1,σ}.
(iii) Ave l'ordre des Di omme en 2.4, les inégalités suivantes sont veriées
[K : L]
d1∑
j=1
∑
σ
ij,σ ≤ tN (D1),
...
[K : L]
d1+···+ds−1∑
j=1
∑
σ
ij,σ ≤
s−1∑
i=1
tN (Di),
[K : L]
d+1∑
j=1
∑
σ
ij,σ =
s∑
i=1
tN (Di) = tN (D).
(iv) Le aratère entral de ρ⊗ π est unitaire et V satisfait la ondition d'Emerton.
Alors, (i)⇒ (ii)⇔ (iii)⇔ (iv).
Remarque 2.13. (1) L'impliation (ii)⇒ (iii) déoule de la dénition d'admissibilité.
(2) L'impliation (i)⇒ (iv) est une redite du lemme d'Emerton et [3℄, Proposition
5.1.
Remarque 2.14. Si on pose b = b1 + · · ·+ bs,
D′1 = D1,0, . . . ,D
′
b1 = D1,0(b1 − 1), . . . ,D
′
b = Ds,0(bs − 1)
et d′i = rgL′0⊗QpKD
′
i, alors pour toute permutation ν ∈ Sb, on a
[K : L]
d′
ν(1)∑
j=1
∑
σ
ij,σ ≤ tN (D
′
ν(1)),
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...
[K : L]
d′
ν(1)
+···+d′
ν(b−1)∑
j=1
∑
σ
ij,σ ≤
b−1∑
i=1
tN (D
′
ν(i)),
[K : L]
d+1∑
j=1
∑
σ
ij,σ =
b∑
i=1
tN (D
′
ν(i)) = tN (D).
Démonstration. Cei résulte de l'ordre des (ri, Ni, Vi) (f. 2.4).
Remarque 2.15. D'après le théorème, la onjeture 2.3 se réduit à (iv)⇒(i) (sup-
posons K susamment gros). Il y a un résultat analogue dans le as omplexe (f. [4℄,
Theorem 4.4.6).
Corollaire 2.16. Ave les notations omme dans la onjeture 2.3, on a l'impliation
(i)⇒ (ii).
Démonstration. Cei est une onséquene du théorème 2.12 et la proposition 2.5.
Dans toute la suite de et artile, on suppose que K est susamment gros au sens
du théorème 2.12.
3 Preuve de (iii)⇔ (iv)
Dans e hapitre, on prouve que (iii) entraîne (iv) (sous l'hypothèse que K est suf-
samment gros). Conservons les notations préédentes : G = GLd+1(L), di = bini,
α = (d1, . . . , ds), τi est une représentation uspidale irrédutible de Gdi , P = Pα est le
sous-groupe parabolique standard orrespondant à la partition α, Nα son radial uni-
potent, Mα son quotient de Levi, π est l'unique modèle sur K de la représentation
IndGPα L(b1, τ1)⊗ · · · ⊗ L(bs, τs)⊗Qp |det |
−d/2
L ,
ρ est la représentation rationnelle de G assoiées aux entiers {aj,σ}j,σ et ψ son plus haut
poids.
3.1 Le fonteur rGQ ◦ Ind
G
P
On note τ = L(b1, τ1) ⊗ · · · ⊗ L(bs, τs). On xe Q = Pβ un parabolique standard
de G où β = (m1, . . . ,mr). Dans e n
◦
, on trouve une ondition néessaire pour qu'un
aratère χ de Z(Mβ) soit tel que
HomZ(Mβ)(χ, r
G
Q ◦ Ind
G
P (τ)) 6= 0.
D'abord on a besoin du lemme suivant :
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Lemme 3.1. Soient l = km et τ ′ une représentation uspidale irrédutible de Gm. Si
γ = (l1, . . . , ln) est une partition de l, alors r
Gl
Pγ
(L(k, τ ′)) 6= 0 si et seulement si m|li pour
tout i, et dans e as rGlPγ(L(k, τ
′)) est irrédutible et égal à
L(pn, τ
′|det |p1+···+pn−1)⊗ · · · ⊗ L(p1, τ
′),
où pi = li/m. Son aratère entral est égal à la restrition de(
χ(τ ′)|det |
p1+···+pn−1
L ⊗ χ(τ
′)|det |k−1L
)
⊗ · · · ⊗
(
χ(τ ′)⊗ · · · ⊗ χ(τ ′)|det |p1−1L
)
à Z(Mγ), où χ(τ
′) désigne le aratère entral de τ ′.
Démonstration. C'est une onséquene de la proposition 9.5 et la proposition 1.5 de
[17℄.
Posons γ = (n1, . . . , n1︸ ︷︷ ︸
b1 fois
, n2, . . . , n2︸ ︷︷ ︸
b2 fois
, . . . , ns, . . . , ns︸ ︷︷ ︸
bs fois
) la partition de d+ 1, et
χγ = (χ(τ1)⊗ · · · ⊗ χ(τ1)|det |
b1−1
L )⊗ · · · ⊗ (χ(τs)⊗ · · · ⊗ χ(τs)|det |
bs−1
L )
alors χγ est un aratère lisse de Z(Mγ) dont le restrition à Z(Mα) est le aratère
entral de τ . Posons W ≃ Sd+1 le groupe de Weyl de G, P0 = P(1,...,1) et
Wα,β = {w ∈W |w(Mα ∩ P0)w
−1 ⊂ P0, w
−1(Mβ ∩ P0)w ⊂ P0}.
Si w ∈Wα,β et on pose α′ = α ∩w−1βw (f. [17℄, 1.2), alors α′ ≤ α. Si de plus γ ≤ α′,
'est-à-dire, Mγ ⊆ Mα′ , on a Z(Mα′) ⊆ Z(Mγ), via lequel on peut voir χγ omme un
aratère de Mα′ et de même on voit χ
w−1
γ omme un aratère de Mβ′ , où par dénition
β′ = wαw−1 ∩ β et χw
−1
(z) = χ(w−1zw).
Proposition 3.2. (1) Si P = Q, on a HomZ(Mβ)(χγ , r
G
P ◦ Ind
G
P (τ)) 6= 0.
(2) HomZ(Mβ)(χ, r
G
Q ◦ Ind
G
P (τ) 6= 0 si et seulement s'il existe une permutation w ∈
Wα,β telle que
γ ≤ α′ = α ∩ w−1βw et χ = χw
−1
γ |Z(Mβ).
Démonstration. (1) est un as spéial de (2), et (2) se déduit de [17℄, Theorem 1.2 et
Proposition 1.6, et du lemme 3.1.
Posons
w0 =


1
. .
.
1

 ∈ GLd+1(L),
et Q∗ = w0Qw
−1
0 , N
∗
β = w0Nβw
−1
0 , M
∗
β = w0Mβw
−1
0 .
Par la proposition 3.2, on obtient
Corollaire 3.3. (1) Si P = Q, on a HomZ(M∗β)
(
(χγ)
w0ψδ
1/2
P ∗ |det |
−d/2
L , JP ∗(ρ⊗π)
)
6= 0 ;
(2) HomZ(M∗β)
(
χ, JQ∗(ρ⊗ π)
)
6= 0 si et seulement s'il existe w ∈Wα,β tel que
γ ≤ α′ = α ∩ w−1βw, et χ = (χw
−1
γ |Z(M∗β))
w0ψδ
1/2
Q∗ |det |
−d/2
L .
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Démonstration. Ce orollaire se déduit de la proposition 3.2 et des faits suivants :
(a) d'après la proposition 2.8,
JQ∗(ρ⊗ π) ≃ ρ
N∗β ⊗ (rGQ∗π)δ
1/2
Q∗ = ρ
N∗β ⊗ (rGQ∗ ◦ Ind
G
P τ)|det |
−d/2
L δ
1/2
Q∗ ;
(b) pour tout Q parabolique standard, ρN
∗
est une représentation algébrique irré-
dutible de M∗ dont le aratère entral est la restrition de ψ à Z(M∗) ;
() si σ ∈ RepG, alors HomZ(Mβ)(χ, r
G
Q(σ)) 6= 0 si et seulement si HomZ(M∗β )(χ
w0 ,
rGQ∗(σ)) 6= 0.
3.2 La preuve
(iii)⇒ (iv) : D'abord par [3℄, Proposition 5.1, le aratère entral de ρ⊗π est unitaire.
Soit β = (m1, . . . ,mr) une partition de d + 1. Posons Q = Pβ , Q
∗ = w0Qw
−1
0 ,
N∗0 = N
∗
β ∩Md+1(Zp) ⊂ N
∗
β , Z(M
∗
β)
+ = {z ∈ Z(M∗β)|zN
∗
0 z
−1 ⊂ N∗0 }. Soit w ∈ W
α,β
tel que γ ≤ α′ = α ∩ w−1βw. D'après le orollaire 3.3 et la remarque 2.11, il sut de
prouver
(∗) valp
(
χw
−1w0
γ ψδ
−1/2
Q∗ |det |
−d/2
L (z)
)
≥ 0, ∀z ∈ Z(M∗β)
+.
On rérit χw
−1
γ sous la forme
χ′1 ⊗ · · · ⊗ χ
′
r
ave χ′i : Z(Gmi)→ K
×
. Soit t1 ≤ t2 ≤ · · · ≤ tr et on pose
z = z(t1, . . . , tr) = diag(p
t1
1mr , . . . , p
tr
1m1),
où 1mi désigne la matrie identité d'ordre mi. Alors z ∈ Z(M
∗
β)
+
et on voit qu'il sut
de prouver (*) pour z ∈ Z(M∗β)
+
de ette forme.
On alule valp(χ
w−1w0
γ (z)), valp(ψ(z)), valp(δ
−1/2
Q∗ (z)) et |det |
−d/2
L respetivement.
(a) Trivialement on a
valp(χ
w−1w0
γ (z)) =
r∑
i=1
ts+1−i
(
valp(χ
′
i(p1mi))
)
et
valp(|det(z)|
−d/2
L ) =
d
2
[L : Qp]
r∑
i=1
mitr+1−i.
(b) Par la dénition de ρ, on a
valp(ψ(z)) = t1
( mr∑
j=1
∑
σ
aj,σ
)
+ · · ·+ tr
( d+1∑
j=mr+···+m2+1
∑
σ
aj,σ
)
= −t1
mr∑
j=1
∑
σ
id+2−j,σ − · · · − tr
d+1∑
j=mr+···+m2+1
∑
σ
id+2−j,σ
−[L : Qp]t1
mr(mr−1)
2 − · · · − tr[L : Qp]
m1(2
P
j>1
mj+m1−1)
2
= −
r∑
i=1
(tr+1−i
m1+···+mi∑
j=m1+···+mi−1+1
∑
σ
ij,σ)
−12 [L : Qp]
( r∑
i=1
tr+1−imi(2
∑
j>i
mj +mi − 1)
)
.
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() Par [16℄, hapitre I.2.7, exemple (), on a
valp(δ
−1/2
Q∗ (z)) =
1
2valp(δ
−1
Q (w0zw
−1
0 ))
= −12 [L : Qp]
r∑
i=1
(
∑
j<i
mj −
∑
j>i
mj)mitr+1−i.
Un alul rapide implique que
valp(χ
w−1w0
γ ψδ
−1/2
Q∗ det |
−d/2
L (z)|)
=
r∑
i=1
tr+1−ivalp(χ
′
i(p1mi))−
r∑
i=1
(tr+i−1
m1+···+mi∑
j=m1+···+mi−1+1
∑
σ
ij,σ).
Notons que, par la orrespondane de Langlands loale unitaire (non modiée), le ara-
tère entral de L(bi, τi) est det(ri, Ni, Vi) ◦ rec
−1
, on a don pour tout 1 ≤ i ≤ s (f. [3℄,
Proposition 5.1)
χ(τi)|det |
j
L(p1mi) =
1
[K : L]
tN (Di,0(bi − 1− j)), j = 0, . . . , bi − 1;
mais, par dénition, χ′i est un produit de tels aratères, on en déduit les inégalités (*)
de la remarque 2.14 et du fait que t1 ≤ t2 ≤ · · · ≤ tr.
(iv)⇒(iii) : Immédiat à partir du alul i-dessus.
Remarque 3.4. Cette preuve est une généralisation de [9℄, Lemma 2.1.
4 Preuve de (iii)⇒(ii)
Supposons que (iii) est vrai, on va prouver (ii) dans e hapitre. Posons
(ϕi, Ni,Gal(L
′/L),Di) = MOD(ri, Ni, Vi).
Convention : omme les L′0 ⊗Qp K-modules D
′
qu'on va traiter sont tous objets de
MODL′/L libres de rang égal à dimK(WD(D
′)), on pose dimD′ = rgL′0⊗QpKD
′
.
4.1 Constrution de (ϕ,N,Gal(L′/L), D)
Dans e paragraphe, on onstruit un objet (ϕ,N,Gal(L′/L),D) de MODL′/L tel que
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ).
D'abord, on regarde quelques exemples.
Exemples 4.1. On onsidère le as L′ = L = Qp (don Gal(L′/L)={1}). Dénissons
(D0, ϕ0, N0) par :
D0 = Ke, ϕ0(e) = e, N0(e) = 0.
(1) (a) Soit D = D1 ⊕D2 = D0 ⊕ (D0 ⊕D0(1)), 'est-à-dire,
D = K3 = Ke1 ⊕Ke2 ⊕Ke3
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ave
ϕ(e1) = e1, ϕ(e2) = e2, ϕ(e3) = pe3
et
N(e1) = 0, N(e2) = 0, N(e3) = e2.
Alors il existe un triplet (i1, i2, i3) tel que
i1 < i2 < i3, i1 + i2 + i3 = tN (D) = 1,
et tel qu'il n'existe auune ltration admissible dont les poids de Hodge-Tate (i.e. les
entiers i tels que Fil−iD/Fil−i+1D 6= 0 ave multipliité) soient {−i1,−i2,−i3}. En fait,
on peut hoisir un triplet (i1, i2, i3) tel que
i1 < i2 < i3, i1 + i2 + i3 = tN (D) = 1, et i2 > 0.
Soit (FiliD)i une ltration quelonque dont les poids de Hodge-Tate sont {−i1,−i2,−i3}.
Alors dimFili2D = 2 et si on pose D′ = Fili2D ∩ (Ke1 ⊕Ke2) qui est un sous-objet de
D, on a {
tH(D
′) = i2 + i3 > 0 = tN (D
′) si Fili2D = Ke1 +Ke2
tH(D
′) ≥ i2 > 0 = tN (D
′) sinon.
La situation sera améliorée si on modie ϕ par
ϕ∗(e1) = e1 + e2, ϕ
∗(e2) = e2, ϕ
∗(e3) = pe3.
On vérie que pϕ∗N = Nϕ∗, et tout sous-objet D′ non trivial de D est de la forme :
Ke2; Kei ⊕Kej , (i, j) = (1, 2) ou (2, 3).
On peut onstruire une ltration telle que
tH(Kei) = i1, tH(Kei ⊕Kej) = i1 + i2
pour i 6= j (f. lemme 4.8 i-après), et la ondition i1 < i2 < i3 entraîne que ette
ltration est admissible.
(b) La même preuve pour D = (D0 ⊕D0(1)) ⊕D0(1).
(2) Soit D = D1 ⊕D2 = (D0 ⊕D0(1)) ⊕ (D0(1)⊕D0(2)), 'est-à-dire,
D = Ke1 ⊕Ke2 ⊕Ke3 ⊕Ke4,
ϕ(e1) = e1, ϕ(e2) = pe2, ϕ(e3) = pe3, ϕ(e4) = p
2e4;
N(e1) = 0, N(e2) = e1, N(e3) = 0, N(e4) = e3.
On peut énumérer tous les sous-objets non triviaux de D stables par ϕ, N :
Kei, i = 1, 3; Kei ⊕Kej , (i, j) = (1, 2), (1, 3), (3, 4);
Kei ⊕Kej ⊕Kek, (i, j, k) = (1, 2, 3), (1, 3, 4);
Ke1 ⊕Kv, avec v = ae2 + be3, a, b 6= 0.
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Soient {ij}1≤j≤4 des entiers tels que
4∑
j=1
ij = 4, i1 < i2 < i3 < i4.
On peut onstruire une ltration (FiliD)i sur D telle que (f. lemme 4.8)
FiliD/Fili+1D 6= 0⇔ i ∈ {i1, i2, i3, i4}
et telle que
tH(Kei) = i1, tH(Kei ⊕Kej) = i1 + i2, tH(Kei ⊕Kej ⊕Kek) = i1 + i2 + i3,
pour tous i, j, k distints. En partiulier, si D′ = Ke1⊕Kv ave v = ae2+ be3, a, b 6= 0,
on a tH(D
′) ≤ i1 + i3. L'hypothèse sur {ij}1≤j≤4 implique i1 + i3 ≤ 1 et on en déduit
que la ltration est admissible.
Notons qu'on peut aussi modier ϕ omme en (1) :
ϕ∗(e2) = pe2 + pe3, ϕ
∗(ei) = ϕei pour i 6= 2.
On vérie que pϕ∗N = Nϕ∗ et
WD(ϕ,N,Gal(L′/L),D)ss =WD(ϕ∗, N,Gal(L′/L),D)ss,
et que la ltration dénie i-dessus est enore admissible.
(3) Soit D = D1 ⊕D2 =
(
D0 ⊕D0(1)⊕D0(2)
)
⊕D0(1). De façon plus préise,
D = Ke1 ⊕Ke2 ⊕Ke3 ⊕Ke4;
ϕ(e1) = e1, ϕ(e2) = pe2, ϕ(e3) = p
2e3, ϕ(e4) = pe4;
N(e1) = 0, N(e2) = e1, N(e3) = e2, N(e4) = 0.
On peut vérier que si ϕ∗ est un endomorphisme de D tel que pϕ∗N = Nϕ∗ et tel que
WD(ϕ∗, N,Gal(L′/L),D)ss =WD(ϕ,N,Gal(L′/L),D)ss,
alors ϕ∗ = ϕ.
Remarque 4.2. (1) L'exemple dans (1) nous dit que l'on doit modier ϕ dans ertains
as. (Notons que le triplet (i1, i2, i3) vérie la ondition (iii) du théorème 2.12.)
(2) L'exemple (2) signale qu'il n'est pas toujours néessaire de modier ϕ.
(3) L'exemple (3) nous dit qu'il n'est pas toujours possible de modier ϕ.
Lemme 4.3. On xe un Hi, et soit k1 ∈ Hi, k2 ∈ Hi tels que k1 < k2. On peut érire
Dk1 = D0 ⊕D0(1) ⊕ · · · ⊕D0(r1),
Dk2 = D0(l)⊕D0(l + 1)⊕ · · · ⊕D0(l + r2),
ave D0 = ker(N : Dk1 → Dk1) absolument irrédutible et l ≥ 0. Alors
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(1) Pour que HomMODL′/L(Dk1 ,Dk2) 6= 0 il faut et il sut que l ≤ r1 ≤ l + r2. S'il
en est ainsi, HomMODL′/L(Dk1 ,Dk2) est un K-espae vetoriel de dimension 1.
(2) Supposons HomMODL′/L(Dk1 ,Dk2) 6= 0 et soit α : Dk1 → Dk2 un tel morphisme
non nul. On modie le Frobenius sur Dk1 ⊕Dk2 en posant ϕ : Dk1 ⊕Dk2 → Dk1 ⊕Dk2 ,
ϕ(e1) = ϕk1(e1) + ϕk2(α(e1)), ϕ(e2) = ϕk2(e2),
où ϕki est le Frobenius sur Dki . Alors pϕN = Nϕ où N = Nk1 ⊕ Nk2 : Dk1 ⊕ Dk2 →
Dk1 ⊕Dk2 . De plus, on a
(ϕ,N,Gal(L′/L),Dk1 ⊕Dk2) ∈ MODL′/L,
et
WD(ϕ,N,Gal(L′/L),Dk1 ⊕Dk2)
ss = WD(ϕk1 ⊕ ϕk2 , N,Gal(L
′/L),Dk1 ⊕Dk2)
ss.
(3) Tout sous-objet de (ϕ,N,Gal(L′/L),Dk1 ⊕Dk2) est, à isomorphisme près, de la
forme :
(D0 ⊕ · · · ⊕D0(n1))⊕ (D0(l)⊕ · · · ⊕D0(l + n2))
ave 0 ≤ n1 ≤ r1, 0 ≤ n2 ≤ r2 vériant n1 ≤ l ou l ≤ n1 ≤ l + n2.
Démonstration. Immédiat.
Motivé par les exemples 4.1 et le lemme 4.3 i-dessus, on dénit l'objet (ϕ,N,Gal(L′/L),D)
de la manière suivante :
 en tant que L′0 ⊗Qp K-module, D = ⊕
s
i=1Di ;
 on dénit N = ⊕si=1Ni sur D ;
 on dénit l'ation de Gal(L′/L) naturellement ;
 pour tout 1 ≤ k1 < k2 ≤ s :
(a) si k1, k2 ∈ Hi pour un i, on peut érire
Dk1 = D0 ⊕ · · · ⊕D0(r1), Dk2 = D0(l)⊕ · · · ⊕D0(l + r2);
ave r1, r2, l ≥ 0. Si de plus l = 0 ou r1 = l + r2, et k2 est le plus petit entier
de Hi ayant l'une de es propriétés, on pose (sur Dk1 ⊕Dk2)
ϕ(e1) = ϕk1(e1) + ϕk2(α(e1)) si e1 ∈ Dk1 , ϕ(e2) = e2 si e2 ∈ Dk2
où α 6= 0 est un élément xé de HomMODL′/L(Dk1 ,Dk2).
(b) sinon, on pose ϕ = ϕk1 ⊕ ϕk2 sur Dk1 ⊕Dk2 .
On déduit de la dénition et du lemme 4.3 que (ϕ,N,Gal(L′/L),D) ∈MODL′/L et
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ).
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4.2 Struture de D
On onserve les notations du paragraphe préédent. Dans e paragraphe, on étudie
la struture de D qui sera utilisée dans la suite.
D'abord, on suppose D = DHi pour un i de sorte qu'on peut érire
D = D1 ⊕ · · · ⊕Ds
=
(
D0 ⊕D0(1)⊕ · · · ⊕D0(b1 − 1)
)
⊕ · · · ⊕
(
D0(ls)⊕ · · · ⊕D0(ls + bs − 1)
)
ave li ≥ 0 et D0 absolument irrédutible de dimension h.
On onsidère pour l'instant (ϕ|D1 , N |D1 ,Gal(L
′/L),D1) ∈ MODL′/L. Par hypothèse,
(ϕ|D0 ,Gal(L
′/L),D0) est un objet absolument irrédutible dans MODL′/L, don d'après
la remarque 2.1, ϕf
′
|D0 = a est salaire ave a ∈ K
×
. Notons ϕ′ = ϕf
′
et q′ = pf
′
.
On rérit D sous la forme
D = D=0 ⊕ · · · ⊕D=n
=
(⊕
D0
)
⊕
(⊕
D0(1)
)
⊕ · · · ⊕ (
⊕
D0(n)),
où n = max2≤i≤s{r1, li + bi − 1}. Alors par dénition de ϕ
D=j = {v ∈ D| (ϕ
′ − q′ja)kv = 0, k ≫ 0}.
Dénition 4.4. (1) Un sous-objet D′ de D est dit bon s'il est de la forme
D′ = D′1 ⊕ · · · ⊕D
′
s
=
(
D0 ⊕D0(1)⊕ · · · ⊕D0(b
′
1)
)
⊕ · · · ⊕
(
D0(ls)⊕ · · · ⊕D0(ls + b
′
s)
)
ave −1 ≤ b′i ≤ bi − 1, où b
′
i = −1 désigne que D
′ ∩Di = 0.
(2) On appelle drapeau de D une suite de sous-L0 ⊗Qp K-modules libres {Ei}1≤i≤m
de D tels que
0 ( E1 ( · · · ( Em ( D;
soit
0 ( E′1 ( · · · ( E
′
m′ ( D
un autre drapeau de D, il est dite un sous-drapeau s'il existe 1 ≤ j(i) ≤ m′ tel que
Ei = E
′
j(i) pour tout 1 ≤ i ≤ m. Soit σ : L →֒ K un plongement, on dénit un drapeau
de DL′,σ de manière analogue.
(3) Un drapeau
∆ : 0 ( E1 ( · · · ( Em ( D
de D est dit bon si tous les Ei sont bons.
Remarque 4.5. (1) L'ensemble des bons sous-objets de D est de ardinal ni.
(2) Si E1 et E2 sont deux bons sous-objets de D, alors E1 +E2, E1 ∩E2, ker(N |E1)
et N(E1) sont bons aussi. De plus, pour tout j, ker((ϕ
′−q′ja)|E1) et (ϕ
′−q′ja)(E1) sont
bons.
Si on dénit
D=j,i = {v ∈ D=j | (ϕ
′ − q′ja)iv = 0},
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alors on obtient un bon drapeau de D=j :
D=j,1 ⊂ D=j,2 ⊂ · · · .
Posons D<j = ⊕i<jD=i et D≤j = ⊕i≤jD=i.
Dans le as général D = ⊕iDHi , on dit qu'un sous-objet D
′
est bon s'il est somme
direte de bons sous-objets de DHi .
4.3 Dénition de la ltration sur D
On onserve les notations du paragraphe préédent. Soit Filσ = (Fil
iDL′,σ)i une
ltration de DL′,σ stable par Gal(L
′/L). On note I(Filσ) l'ensemble des entiers i tels que
FiliDL′,σ/Fil
i+1DL′,σ 6= 0
ave multipliité égale à dimKFil
iDL′,σ/Fil
i+1DL′,σ (i.e. les opposés des poids de Hodge-
Tate).
Remarque 4.6. SiD1 ⊂ D2 sont deux sous-L
′⊗L,σK-modules deDL′,σ. Alors I(Filσ,D1)
⊂ I(Filσ,D2).
Dénition 4.7. Soit
∆σ : 0 = E0,σ ( E1,σ ( · · · ( Em+1,σ = DL′,σ
un drapeau de DL′,σ par des sous-L
′ ⊗L,σ K-modules libres, et Filσ une ltration sur
DL′,σ ave I(Filσ) = {i1,σ < i2,σ < · · · < id+1,σ}. On dit que Filσ est transverse à ∆σ, si
pour tout k,
I(Filσ, Ek,σ) = {i1,σ , . . . , idimKEk,σ,σ}.
Lemme 4.8. Soient ∆ = (∆σ)σ un drapeau de D, et pour tout σ : L →֒ K des entiers
{ij,σ}1≤j≤d+1 tels que i1,σ < · · · < id+1,σ . Alors il existe une ltration Fil = (Filσ)σ sur
D stable par Gal(L′/L) telle que pour tout σ, Filσ est transverse à ∆σ et
I(Filσ) = {i1,σ, . . . , id+1,σ}.
De plus, si K1 ⊂ K est un sous-orps de ardinal inni, alors on peut prendre Filσ telle
qu'elle soit dénie sur K1.
Démonstration. Voir [3℄, Proposition 3.2.
Remarque 4.9. De plus, si on se donne ∆1, . . . , ∆n des drapeaux de D et des entiers
{i1,σ < · · · < id+1,σ}, on obtient enore par la preuve du lemme 4.8 qu'il existe une
ltration Fil telle que l'énoné du lemme 4.8 soit vrai pour tout ∆i.
On xe une ltration Fil = (Filσ)σ sur D qui est transverse à tous les bons drapeaux
('est un ensemble ni). En partiulier, omme tout bon sous-objet D′ de D appartient
à un tel drapeau, on a (f. la preuve de [3℄, Proposition 5.1)
tH(D
′
L′) = [K : L]
dimD′∑
j=1
∑
σ
ij,σ.
21
Corollaire 4.10. Ave les notations préédentes. Soient {Ei}0≤i≤m+1 des bons sous-
objets de D tels que E0 = 0, Em+1 = D et dimEi−1 < dimEi, et D
′
un sous-objet
quelonque de D. Posons
ai = dimEi − dimEi−1, ci = dim(Ei ∩D
′)− dim(Ei−1 ∩D
′),
et
Ω = {j ∈ N| il existe l tel que
l∑
i=0
ai − cl + 1 ≤ j ≤
l∑
i=0
ai}.
Alors
tH(D
′
L′) ≤ [K : L]
∑
j∈Ω
∑
σ
ij,σ.
Démonstration. Cela déoule de la dénition 4.7, de la remarque 4.6 et du hoix de
Fil.
4.4 La preuve : as spéial
Dans e paragraphe, on va prouver l'impliation (ii)⇒ (iii) du théorème 2.12 dans
le as spéial D = DHi . Rappelons qu'on a déni un ertain objet (ϕ,N,Gal(L
′/L),D)
(f. 4.1) de MODL′/L tel que
WD(ϕ,N,Gal(L′/L),D)ss = (r,N, V ),
et on a xé une ltration Fil = (FiliDL′,σ)i,σ (f. 4.3) sur DL′ telle que
FiliDL′,σ/Fil
i+1DL′,σ 6= 0⇔ i ∈ {i1,σ , . . . , id+1,σ}.
Don il sut de prouver
Théorème 4.11. La ltration Fil sur DL′ est admissible. Autrement dit, si D
′
est un
sous-objet de D, alors
tH(D
′
L′) ≤ tN (D
′).
On xe un sous-objet D′ de D et on ommene par établir ertaines propriétés de
D′.
Dénition 4.12. Soient E, E′ deux bons sous-objets de D tels que dimE′ > dimE, on
dénit
α(E′/E,D′) =
dimE′ ∩D′ − dimE ∩D′
dimE′ − dimE
.
On note α(E′/E) = α(E′/E,D′) s'il n'y a pas de risque de onfusion. On érit α(E′) si
E = 0.
Remarque 4.13. (1) Le nombre α(E′/E) peut être négatif.
(2) Soient E1, E2, E3 trois bons sous-objets de D tels que dimE1 < dimE2 < dimE3,
alors ou bien α(E3/E2) > α(E3/E1) > α(E2/E1), ou bien α(E2/E1) > α(E3/E1) >
α(E3/E2), ou bien α(E2/E1) = α(E3/E1) = α(E3/E2).
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Théorème 4.14. (1) Pour tout sous-objet D′ of D, il existe un bon drapeau
∆ = ∆D′ : 0 = E0 ( E1 ( · · · ( Em+1 = D
tel que
(a) pour 1 ≤ i ≤ m, α(Ei+1/Ei) ≤ α(Ei/Ei−1) ; si α(Ei+1/Ei) = α(Ei/Ei−1), alors
dimEi+1/Ei ≥ dimEi/Ei−1 ;
(b) N(Ei) ⊂ Ei−1 ;
() pour tout i, il existe un entier j ≤ 1, tel que (ϕ′ − q′ja)Ei ⊂ Ei−1 ;
(d) ∆ n'a pas de sous-drapeau qui est bon et qui vérie les onditions (a)().
(2) Si
∆′ = ∆′D′ : 0 = E
′
0 ( E
′
1 ( · · · ( E
′
m′+1 = D
est un autre bon drapeau vériant les propriétés (a)(d), alors m = m′ et
dimEi = dimE
′
i, α(Ei+1/Ei) = α(E
′
i+1/E
′
i)
pour tout i.
Démonstration. (1) On munit Q× N de l'ordre suivant :
(x1, y1) ≥ (x2, y2)⇔ (x1 > x2) ou (x1 = x2 et y1 ≤ y2).
On onsidère l'ensemble des bons sous-objets non nuls de D et on hoisit un d'entre eux,
noté E1, tel que le ouple (α(E1),dimE1) soit maximal. Puis on onsidère l'ensemble des
bons sous-objets de D ontenant E1 stritement et on hoisit un d'entre eux, noté E2,
tel que (α(E2/E1),dimE2/E1) soit maximal, et on obtient ainsi un bon drapeau
0 = E0 ( E1 ( · · · ( Em ( Em+1 = D.
On prouve maintenant que e drapeau vérie les onditions (a)-(d) :
(a) et (d) sont automatiques et proviennent de la dénition du drapeau.
(b) Supposons d'abord i = 1. Comme
dimE1 = dimN(E1) + dimE
N=0
1
et
dim(E1 ∩D
′) ≤ dimN(E1) ∩D
′ + dim(EN=01 ∩D
′),
on déduit que ou bien α(N(Ei)) ≥ α(E1) ou bien α(E
N=0
1 ) ≥ α(E1), et don, par
dénition de E1, N(E1) = 0 puisque N(E1) 6= E1.
Pour i général, on onsidère E′i+1 = {v ∈ Ei+1| N(v) ∈ Ei} qui ontient Ei. On a
une suite exate de L′0 ⊗Qp K-modules libres
0→ E′i+1/Ei → Ei+1/Ei → (Ei +N(Ei+1))/Ei → 0,
don d'après le hoix de Ei, on obtient
Ei +N(Ei+1) = Ei ou Ei+1.
Or ker(N |Ei+1) 6= 0, on obtient N(Ei+1) ⊆ Ei.
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() Supposons d'abord i = 1. Comme
E1 = (E1 ∩D=0)⊕ · · · ⊕ (E1 ∩D=s),
et
D′ ∩ E1 = (D
′ ∩ (E1 ∩D=0))⊕ · · · ⊕ (D
′ ∩ (E1 ∩D=s)),
où D′ ∩ (E1 ∩ D=j) est le sous-espae de D
′ ∩ E1 formé par les veteurs v tels que
(ϕ − q′ja)kv = 0 si k ≫ 0. Le hoix de E1 implique E1 = E1 ∩ D=j pour un j, i.e.,
E1 ⊂ D=j . En utilisant la suite exate
0→ ker((ϕ′ − q′ja)|E1)→ E1 → (ϕ
′ − q′ja)(E1)→ 0,
on obtient (ϕ′−q′ja)(E1) = 0. Dans le as général, on utilise l'argument analogue omme
en (b).
(2) Cela sera une onséquene du lemme i-dessous.
Lemme 4.15. On xe un drapeau ∆D′ omme dans le théorème. Pour tout bon sous-
objet L de D, soit i ∈ Z≥0 l'unique entier tel que
dimEi < dimL ≤ dimEi+1.
Alors on a α(L/Ei) ≤ α(Ei+1/Ei). En partiulier, si dimL = dimEi+1, alors
dimD′ ∩ L ≤ dimD′ ∩ Ei+1.
Démonstration. Supposons l'énoné faux et L un tel sous-objet de D de dimension maxi-
male. Soit i l'unique entier tel que dimEi < dimL ≤ dimEi+1. Alors par hypothèse,
α(L/Ei) > α(Ei+1/Ei).
Évidemment L 6= D. Soit j le plus petit entier tel que Ej+1 * L, de sorte que j ≤ i
et Ej ⊆ L ∩ Ej+1. On pose L
′ = L + Ej+1 qui ontient L stritement et soit l l'unique
entier tel que dimEl < dimL
′ ≤ dimEl+1 (alors l ≥ i). On voit qu'il sut de prouver
que
α(L′/El) > α(El+1/El).
Notons que L∩Ej+1 est bon et ontient Ej , on a α(Ej+1/(L∩Ej+1)) ≥ α(Ej+1/Ej)
par le hoix de Ej+1, et don
α(Ej+1/(L ∩ Ej+1)) ≥ α(Ei+1/Ei).
D'autre part, on a évidemment α(L′/L) ≥ α(Ej+1/(L ∩ Ej+1)). Don on obtient enn
α(L′/Ei) > α(Ei+1/Ei), et ei ahève la preuve dans le as l = i. On est don ramené
au as l > i. Dans e as on a α(L′/Ei) > α(Ei+1/Ei) ≥ α(El/Ei), et ei implique
α(L′/El) > α(El/Ei) ≥ α(El+1/El).
Remarque 4.16. D'après (b) et () du théorème 4.14, on a pour tout i, qu'il existe j,
l et une injetion Ei+1/Ei → D=j,l+1/D=j,l.
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On xe un bon drapeau de D
∆ = ∆D′ : 0 = E0 ( E1 ( · · · ( Em+1 = D
omme dans le théorème 4.14.
Soient F1 le plus grand bon sous-objet tel que α(F1) = 1 et F2 le plus grand bon
sous-objet ontenant D′. D'après le lemme 4.15, on voit que F1 et F2 appartiennent à
∆. On note k′ et k les entiers tels que F1 = Ek′ et F2 = Ek′+k (indépendants du hoix
du drapeau). On onsidère le drapeau
0 = E0 ( Ek′ = F1 ( · · · ( Ek′+k = F2 ( Em+1 = D,
et on pose a0 = dimF1, ak+1 = dimD − dimF2, et pour 1 ≤ i ≤ k
ai = dimEk′+i/Ek′+i−1, ci = dimD
′ ∩ Ek′+i/D
′ ∩ Ek′+i−1.
Proposition 4.17. Ave les notations plus haut, on a
a0 ≥ max{ci}1≤i≤k, ak+1 ≥ max{ai − ci}1≤i≤k.
Démonstration. On prouve seulement la première inégalité, la preuve de l'autre étant
analogue. D'aprè s l'assertion (i) du lemme 4.18 i-dessous, on peut supposer h =
dimD0 = 1.
Choisissons un r tel que cr = max1≤j≤k{cj}. On sait qu'il existe j, l tels que
Ek′+r/Ek′+r−1 →֒ D=j,l+1/D=j,l. On a don dimD
′ ∩ D=j,l+1 − dimD
′ ∩ D=j,l ≥ cr,
et puis dimD′ ∩D=j,1 ≥ cr pare que l'on a un homomorphisme injetif
(ϕ′ − q′ja) : D=j,l+1/D=j,l → D=j,l/D=j,l−1.
D'après le lemme 4.18 i-dessous, on a pour tout 1 ≤ i ≤ j,
dimD′ ∩D=i−1,1 ≥ dimD
′ ∩D=i,1 − 1,
et pour que dimD′ ∩D=i−1,1 = dimD
′ ∩D=i,1 − 1, il faut dimD=i−1,1 = dimD=i,1 − 1,
d'où
dimker(N |D=i,1) = 1, kerN |D=i,1 ⊂ D
′.
S'il en est ainsi, alors par la dénition de F1 on a
ker(N |D=i,1) ⊂ F1,
et ei permet de onlure puisque dimD′ ∩D=1,1 ≤ 1 d'après le lemme 4.18.
Lemme 4.18. (1) Pour tout sous-objet D de D, on a h|dimD.
(2) Pour tout k, dimkerN ∩ ker(ϕ′ − q′ka) = h ou 0.
(3) dimD=1,1 = h, |dimD=i,1 − dimD=i−1,1| = h ou 0.
Démonstration. (1) Comme D =
⊕s
j=1D∩D=j , on peut supposer N = 0 et alors par dé-
nition, (ϕ,Gal(L′/L),D) est une extension suessive de objets de type (ϕ|D0 ,Gal(L
′/L),
D0) qui est absolument irrédutible. L'énoné s'en déduit.
(2) Cela résulte de la dénition de ϕ et de (1).
(3) Le premier énoné est une onséquene direte de (2). Pour le deuxième, on
onsidère N(D=i,1). D'une part, on a dimD=i,1 − dimN(D=i,1) ≤ h d'après (2). D'autre
part, dimD=i−1,1 − dimN(D=i,1) ≤ h d'après la dénition de ϕ. Enn, l'assertion (i)
nous permet de onlure.
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En vue du théorème 4.14 et de la proposition 4.17, on a besoin de la dénition
suivante :
Dénition 4.19. Soient α = (a0, . . . , ak+1) une partition de d+1 et Ω un sous-ensemble
de {1, . . . , d+ 1}. Posons
I0 = {1, 2, . . . , a0}, I1 = {a0 + 1, . . . , a0 + a1}, · · · , Ik+1 = {a0 + · · ·+ ak + 1, . . . , d+ 1},
et ci = |Ω ∩ Ii| pour 0 ≤ i ≤ k + 1. On dit que la paire (Ω, α) est de type spéial si les
nombres {ai}0≤i≤k+1 et {ci}0≤i≤k+1 vérient les onditions suivantes :
(i) a0 = c0 > 0, ck+1 = 0, et ai ≥ ci > 0 pour 1 ≤ i ≤ k,
(ii)
ci
ai
≥ ci+1ai+1 pour tout i,
(iii) a0 ≥ max1≤i≤k{ci}, ak+1 ≥ max1≤i≤k{ai − ci}.
Les paires de types spéiaux ont la propriété suivante :
Proposition 4.20. Soient (Ω, α) une paire de type spéial, et {mi}1≤i≤d+1, {ni}1≤i≤d+1
des nombres réels tels que
(a) mi ≤ mi+1, ni ≤ ni+1,
(b) mi+1 −mi ≥ ni+1 − ni,
()
d+1∑
i=1
mi ≤
d+1∑
i=1
ni.
Alors on a
∑
i∈Ω
mi ≤
∑
i∈Ω
ni.
Remarque 4.21. Cette proposition peut être vue omme une généralisation de [3℄,
lemme 5.4.
La démonstration du théorème 4.11 utilise la proposition 4.20, dont la preuve sera
donnée au paragraphe suivant.
Démonstration de 4.11. Reprenons les notations de la proposition 4.17. Don on a
k+1∑
i=0
ai =
d+ 1. Notons α = (a0, . . . , ak+1) la partition de d+ 1,
I0 = {1, . . . , a0}, · · · , Ik+1 = {a0 + · · ·+ ak + 1, . . . , d+ 1},
et Ω le sous-ensemble de {1, . . . , d+ 1} tel que
Ω ∩ Ii = {
i∑
j=0
aj − ci + 1,
i∑
j=0
aj − ci + 2, . . . ,
i∑
j=0
aj}.
On sait que, d'après le théorème 4.14 et la proposition 4.17, (Ω, α) est de type spéial.
On pose si = dim(D
′ ∩D=i), ri = ♯{j ∈ Ω| dimD<i + 1 ≤ j ≤ dimD≤i} et
nj =


tN (D0) 1 ≤ j ≤ dimD=0
tN (D0(1)) dimD=0 + 1 ≤ j ≤ dimD≤1
...
...
tN (D0(n)) dimD<n + 1 ≤ j ≤ dimD≤n = d+ 1
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de sorte qu'on a (notons que tN (D0(i)) = tN (D0) + i[K : Qp])
tN (D
′) =
n∑
i=0
sini = dimD
′ · tN (D0) + [K : Qp]
n∑
i=0
isi,
et ∑
j∈Ω
nj =
n∑
i=0
rini = dimD
′ · tN (D0) + [K : Qp]
n∑
i=0
iri.
(a) D'abord, on prouve le théorème sous l'hypothèse
l∑
i=0
si ≤
l∑
i=0
ri pour tout l. Alors
on a :
 tH(D
′
L′) ≤ [K : L]
∑
j∈Ω
∑
σ
ij,σ. Cei est une onséquene du orollaire 4.10.
 [K : L]
∑
j∈Ω
∑
σ
ij,σ ≤
∑
j∈Ω
nj . En posant mj = [K : L]
∑
σ
ij,σ, on voit que
mj+1 −mj ≥ [K : Qp] ≥ nj+1 − nj
puisque que dimD=i 6= 0 pour tout 0 ≤ i ≤ n. On déduit l'énoné de la proposition
4.20.
 tN (D
′) ≥
∑
j∈Ω
nj . Il sut de prouver que
∑n
i=0 i(si − ri) ≥ 0. Mais
n∑
i=0
i(si − ri) = n
n∑
i=0
(si − ri)−
n∑
i=0
(n− i)(si − ri)
= n
n∑
i=0
(si − ri)−
n−1∑
l=0
l∑
i=0
(si − ri),
l'inégalité résulte du fait que
n∑
i=0
si =
n∑
i=0
ri et
l∑
i=0
(si − ri) ≤ 0 par hypothèse.
Don on obtient tH(D
′
L′) ≤ tN (D
′).
(b) Dans le as général, on voit failement qu'il sut de trouver un autre sous-
ensemble Ω′ de {1, . . . , d+ 1} tel que
 tH(D
′
L′) ≤ [K : L]
∑
j∈Ω′
∑
σ
ij,σ ;
 (Ω′, α) est de type spéial et |Ω′ ∩ Ii| = |Ω ∩ Ii| = ci ;
 pour tout l
(∗∗) dim(D′ ∩D≤l) ≤ ♯{j ∈ Ω
′|j ≤ dimD≤l}.
Si 0 ≤ m ≤ n, on notera i(m) l'unique entier tel que 0 < i(m) ≤ k et dimEi(m)−1 <
dimD≤m ≤ dimEi(m). D'abord, soit m1 le plus petit entier tel que
dim(D′ ∩D≤m1) > ♯{j ∈ Ω|j ≤ dimD≤m1}.
Alors si on pose
xm1 = dimD
′ ∩D≤m1 − dimD
′ ∩ Ei(m1)−1
et
ym1 = (dimEi(m1) − dimD≤m1)− (dimD
′ ∩ Ei(m1) − dimD
′ ∩D≤m1),
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on en déduit que xm > 0 et ym > 0. On dénit un sous-ensemble Ω
′
1 de {1, . . . , d + 1},
en modiant la dénition de Ω, tel que Ω′1 ∩ Ij = Ω ∩ Ij pour j 6= i(m1) et
Ω′1 ∩ Ii(m1) = {dimD≤m1 − xm1 + 1, . . . ,dimD≤m1}⊔
{dimEi(m1) − (ci(m1) − xm1) + 1, . . . ,dimEi(m1)}.
Notons que ci(m1) − xm1 > 0 d'après l'hypothèse sur m1 et le théorème 4.14, (2). Après,
si Ω′1 vérie (∗∗), on pose Ω
′ = Ω′1 ; sinon, soit m2 le plus petit entier tel que (∗∗) soit
faux pour Ω′1, alors m2 > m1 et ym2 > 0 où
ym2 = (dimEi(m2) − dimD≤m2)− (dimD
′ ∩ Ei(m2) − dimD
′ ∩D≤m2).
Il y a deux possibilités :
 si i(m2) > i(m1), on pose
xm2 = dimD
′ ∩D≤m2 − dimD
′ ∩ Ei(m2)−1,
l'hypothèse sur m2 implique que xm2 > 0 ; on dénit Ω
′
2 omme préédemment ;
 si i(m1) = i(m2), on pose
xm2 = dimD
′ ∩D≤m2 − dimD
′ ∩D≤m1 ,
de sort que xm2 > 0 ; on dénit Ω
′
2 en modiant la dénition de Ω
′
1 par
Ω′2 ∩ {dimD≤m1 + 1, . . . ,dimEi(m1)}
= {dimD≤m2 − xm2 + 1, . . . ,dimD≤m2}⊔
{dimEi(m1) − (ci(m1) − xm1 − xm2) + 1, . . . ,dimEi(m1)}.
Par réurrene on obtient bien un sous-ensemble Ω′ de {1, . . . , d+1} vériant les ondi-
tions demandées : les deux dernières résultent de la dénition et la première résulte
enore du orollaire 4.10 puisque D≤i est aussi un bon sous-objet de D.
4.5 Preuve de 4.20
Dans e paragraphe, on prouve la proposition 4.20. On ommene par un lemme :
Lemme 4.22. Soient k ≥ 1 et {ai}0≤i≤k+1, {ci}0≤i≤k+1 des nombres réels vériant les
onditions (i)-(iii) de la dénition 4.19, alors il existe des nombres réels {ti}1≤i≤k tels
que
(i)'
t1
a0
= t2c1 = · · · =
tk
ck−1
=: r,
(ii)' pour tout 1 ≤ l ≤ k,
l∑
i=1
ti ≥
l∑
i=1
(ai − ci),
(iii)'
k∑
i=1
ti −
k∑
i=1
(ai − ci) + rck ≤ ak+1.
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Démonstration. On peut érire, si les ti existent, ti = t1ci−1/a0 pour 1 ≤ i ≤ k, et alors
(ii)' se réduit à
t1(1 +
1
a0
l−1∑
i=1
ci) ≥
l∑
i=1
(ai − ci),
et (iii)' se réduit à
t1(1 +
1
a0
k∑
i=1
ci) ≤ ak+1 +
k∑
i=1
(ai − ci).
On prend t1 = max1≤l≤k{(
l∑
i=1
(ai − ci))(1 +
1
a0
l−1∑
i=1
ci)
−1}, et ti = t1ci−1/a0, alors (i)',
(ii)' sont satisfaits. Pour voir que les ti ainsi dénis satisfont à (iii)', il sut de vérier
que pour 1 ≤ l ≤ k,
(
l∑
i=1
(ai − ci))(1 +
1
a0
k∑
i=1
ci) ≤ (1 +
1
a0
l−1∑
i=1
ci)(ak+1 +
k∑
i=1
(ai − ci)),
qui est une onséquene faile du (ii) et (iii).
Dans la suite de et artile, si on se donne les {ai}0≤i≤k+1 et {ci}0≤i≤k+1 omme
dans le lemme 4.22, on prendra les {ti}1≤i≤k et r omme dans le lemme tel que r est le
plus petit possible.
Démonstration de 4.20. Grâe à la ondition (b) : mi+1−mi ≥ ni+1−ni, on voit qu'on
peut supposer
Ω = {1 ≤ j ≤ d+ 1| il existe l tel que
l∑
i=0
ai − cl + 1 ≤ j ≤
l∑
i=0
ai}.
Posons I = [0, d+1[. On prend deux fontions lisses f, g : I → R telles que ('est toujours
possible)
 f ′(x) ≥ g′(x) ≥ 0, et
∫
I f ≤
∫
I g, et
 pour 0 ≤ i ≤ d, f(i) = mi+1, g(i) = ni+1.
Le lemme i-dessus nous permet de dénir des nombres (ti)1≤i≤k vériant les onditions
(i)'-(iii)'. Posons
Ji =


[0, a0[ si i = 0
[
i∑
j=0
aj − ci,
i∑
j=0
aj[ si 1 ≤ i ≤ k
∅ si i = k + 1,
et
J ′i =


[0, a0[ si i = 0
[a0 +
i−1∑
j=1
(tj + cj) + ti, a0 +
i∑
j=0
(aj + cj)[ si 1 ≤ i ≤ k
∅ si i = k + 1.
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Alors on a |Ji| = |J
′
i |,
⊔
1≤i≤k J
′
i ⊂ I et
∑
i∈Ω
(mi − ni) ≤
k∑
i=0
∫
Ji
(f − g) ≤
k∑
i=0
∫
J ′i
(f − g) ≤
1
r + 1
∫
I
(f − g) ≤ 0,
e qui permet de onlure.
4.6 Le as général
On onsidère le as général : D =
⊕v
i=1DHi . D'abord, la proposition 4.20 se généra-
lise aisément :
Proposition 4.23. Soit α = (d1, . . . , dv) une partition de d+ 1, et pour tout 1 ≤ i ≤ v
soient αi une partition de di et Ωi un sous-ensemble de {1, . . . , di} tels que la paire
(Ωi, αi) est de type spéial. On assoie, à haque paire (Ωi, αi), le nombre réel positif ri
omme dans le lemme 4.22, et on suppose r1 ≥ r2 ≥ · · · ≥ rv. Posons
Ω′i = {d1 + · · · di−1 + l| l ∈ Ωi}, Ω =
⊔
i
Ω′i
de sorte que Ω est un sous-ensemble de {1, . . . , d + 1}. De plus, soient {mi}1≤i≤d+1 et
{ni}1≤i≤k+1 des nombres réels vériant les onditions (a)-() de la proposition 4.20, alors
on a
∑
j∈Ω
mj ≤
∑
j∈Ω
nj.
La preuve de ette proposition est analogue à elle de 4.20 et on laisse les détails au
leteur.
Maintenant, posons di = dimDHi , et D
′
i = D
′ ∩ DHi pour tout 1 ≤ i ≤ v et tout
sous-objet D′ de D. Comme D′i est un sous-objet de DHi , on peut lui assoier un drapeau
∆i = ∆D′i d'après le théorème 4.14, et puis un sous-ensemble Ωi de {1, . . . , di} et un
nombre réel positif ri omme dans le lemme 4.22. On peut supposer r1 ≥ r2 ≥ · · · ≥ rv.
Posons
Ω′i = {d1 + · · · di−1 + l| l ∈ Ωi}, et Ω =
⊔
i
Ω′i.
On a alors tH(D
′) ≤
∑
j∈Ω
∑
σ
ij,σ par le orollaire 4.10. Un argument analogue à la preuve
du orollaire 4.11, en utilisant la proposition i-dessus, nous permet de onlure.
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