Approximate Nearest Neighbor (ANN) search is a fundamental problem in many areas of machine learning and data mining. During the past decade, numerous hashing algorithms are proposed to solve this problem. Every proposed algorithm claims outperforms other state-of-the-art methods. However, there are serious drawbacks in the evaluation of existing hashing papers and most of the claims in these papers should be re-examined. 1) Most of the existing papers failed to correctly measure the search time which is essential for the ANN search problem. 2) As a result, most of the papers report the performance increases as the code length increases, which is wrong if we measure the search time correctly.
INTRODUCTION
Nearest neighbor search plays an important role in many applications of machine learning and data mining. Given a dataset with N entries, the cost for finding the exact nearest neighbor is O(N ), which is very time consuming when the data set is large. So people turn to Approximate Nearest Neighbor (ANN) search in practice [1, 22] . Hierarchical structure (tree) based methods, such as KD-tree [3] ,Randomized KD-tree [35] , K-means tree [7] , are very popular methods to solve the ANN search problem. These methods perform very well when the dimension of the data is relatively low. However, the performance decreases dramatically as the dimension of the data increases [35] .
During the past decade, hashing based ANN search methods [9, 39, 25] received considerable attentions. These methods generates binary codes for high dimensional data points (real vectors) while try to preserve the similarity among the original real vectors. A hashing algorithm generating one bit code actually partitions the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. August 13 -17, 2017 original feature space into two parts, the points in one part receive code 1 and the points in the other part receive code 0. When l-bits code is used, the hashing algorithm actually partitions the feature space into 2 l parts, which can be named as hash buckets. Thus, all the data points fall into different hash buckets (associated with different binary codes). Ideally, if neighbor vectors fall into the same bucket or the nearby buckets (measured by the hamming distance of binary codes), the hashing based methods can efficiently retrieve the nearest neighbors of a query point.
Submission to KDD'17
Different hashing algorithms partition the feature space based on different criterion. One of the most popular hashing algorithm is Locality Sensitive Hashing (LSH) [15, 9] . LSH is fundamentally based on random projection, i.e., it uses random projection to partition the feature space. Some other popular hashing algorithms include Spectual Hashing [39] , Kernelized LSH [25] , Iterative Quantization [10] . Please see [37] for a detailed survey on various hashing algorithms.
Every new proposed hashing algorithm claims outperforms other state-of-the-art algorithms in their papers. However, there are serious drawbacks in the evaluation of existing hashing papers:
• All the ANNS methods sacrifice accuracy for speed. However, most of the existing hashing papers [39, 25, 24, 36, 42, 12, 10, 20, 41, 30, 34, 16, 14, 38, 23, 26, 13, 8, 17, 40, 21, 43, 28] only report some accuracy measures (i.e., mean average precision, precision at K samples, precision-recall curves etc.). They failed to report what is the search time to achieve such accuracy.
• As a result, many hashing papers [39, 36, 10, 20, 30, 34, 16, 14, 38, 23, 40, 8, 26, 21, 43, 28] report the performance of a hashing algorithm increases as the code length increases, which is wrong if we measure the search time correctly.
• The performance of some hashing algorithms (e.g., LSH [9] ) can easily be boosted if one uses multiple hash tables, while it is not clear how to use the same trick (multiple tables) for some other algorithms (e.g., Spectral Hashing [39] ). This is an important factor should be considered in the evaluation while most of the papers failed to do so.
Thus, the claims in most of the existing hashing papers should be re-examined. In this paper, we verified the drawbacks in the evaluations of most existing hashing papers by carefully designed experiments. Then we carefully revisit many popular hashing methods and suggest one possible promising direction. For the sake of reproducibility, all the codes used in the paper are released on Github 12 . This 1 https://github.com/dengcai78/MatlabFunc/tree/master/ANNS/Hashing 2 https://github.com/fc731097343/efanna/tree/master/samples_hashing Algorithm 1 Search with Hash Index Input: base set D, query vector q, hash index (binary codes for all the points in the base set), the pool size P and the number K of required nearest neighbors, Output: K points from the base set which are close to q.
1: Encode the query q to the binary code b; 2: Let hamming radius r = 0; 3: Let candidate pool set C = ∅; 4: while |C| < P do 5: Get the buckets list L with hamming distance r to b; 6:
for all bucket bb in L do 7:
Put all the points in bb into C; 8:
if |C| >= P then 9:
Keep the first P points in C; 10: goto 15; 11:
end if 12: end for 13: r = r + 1; 14: end while 15: return the closet K points to q in C.
can be used as a testing platform to fairly compare various hashing methods.
SEARCH WITH HASHING INDEX
All the hashing methods transform the real vectors to binary codes. The binary codes then can be used as a hashing index for on-line search. The general procedure of searching with hashing index is as follows (Suppose the user submit a query q and ask for K neighbors of the query):
1. The search system encode the query to the binary code b.
2. The search system finds P binary codes in the index which are closest to b based on the hamming distance.
3. The search system performs a linear scan within the P points, return the top K points which are closet to q to the user.
We summarized this procedure in Algorithm 1. Based on this search procedure, we can see that the time on searching with a hashing index contains three parts [19] There is only one parameter P in this algorithm and one can tune this parameter to control the accuracy-efficiency trade-off.
WHAT'S WRONG WITH THE EVALUA-TION IN EXISTING HASHING PAPERS
After getting K neighbors of the query, we can use various accuracy measures to measure the performance of different hashing algorithms. Some well known measures include mean average precision (MAP), precision at K samples, precision at hamming radius r, recall at K samples, and precision-recall curves.
Most of the existing hashing papers [39, 25, 24, 36, 42, 12, 10, 20, 41, 30, 34, 16, 14, 38, 23, 26, 13, 8, 17, 40, 21, 43, 28] used these accuracy measures to evaluate the performance of various hashing algorithms. However, these accuracy measures are not enough. Remember, all the ANNS methods sacrifices accuracy for efficiency. If one does not care about the search time, then bruteforce search can achieve the best performance. One can design a very simple hashing algorithm: encoding all the real vectors to exactly the same binary code. If this simple hashing algorithm is used, searching with the hashing index becomes exactly same as the brute-force search. However, if we only use the above mentioned accuracy measures for evaluation. This simple hashing algorithm will ranked No.1 among all the hashing algorithms.
Correctly Evaluate The Search Time
Thus, the search time must be reported together with the accuracy measures. The accuracy-time curve is a good choice to evaluate the performance of various hashing algorithms.
Some hashing papers do have reported the search time in some extent:
• [30, 29, 28, 18] reported the training and testing time of various hashing algorithms. In an ANNS system, the training time of a hashing algorithm is just the indexing time, while the testing time of a hashing algorithm is simply the coding time we mentioned in the previous section. For almost all the popular hashing algorithms, this coding time can be neglected comparing with locating time and linear scanning time. Please see Table 3 and Figure 7 for details.
• [25, 36, 12, 10, 41, 30, 34, 14, 29, 13, 8, 17, 40, 21, 43] reported accuracy-# of retrieved samples curves of various hashing algorithms. # of retrieved samples does related to the search time. However, it only reflects the linear scanning time we mentioned in the previous section, i.e., the scanning time will linearly increases as the # of retrieved samples increases. Actually, the # of retrieved samples is exactly the parameter P in Algorithm 1.
In most of the existing hashing papers, the locating time is ignored, which is the main drawback in the evaluation of all these papers. Given a binary code b, locating the hashing bucket corresponding to b costs O(1) time (by using std::vector or std::unordered_map). If we only need to locate a small number of hash buckets, the locating time can be neglected. This happened if neighbor vectors fall into the same bucket or the nearby buckets (measured by the hamming distance of binary codes) ideally. However, there is no guarantee that all the neighbor vectors will fall into the nearby buckets. To ensure a high recall (the number of true neighbors within the returned points set divides by the number of required neighbors), one needs to examine many hashing buckets (i.e., enlarge the search radius in hamming space).
Given a l-bits binary code b, considering those hashing buckets whose hamming distance to b is small or equal to r. It is easy to show the number of these buckets is r i=0 l i , which increases almost exponentially with respect to i. Thus, the locating time can not be ignored if we aim at achieving a high recall (i.e., we need to examine many hash buckets).
Long Codes Means Better Performance?
Many existing hashing papers [39, 36, 10, 20, 30, 34, 16, 14, 38, 23, 8, 26, 40, 21, 43, 28] reported that the performance of a hashing method increases as the code length increases. This claim only holds when the search time is not considered or only the linear scanning time is considered (by using accuracy-# of retrieved samples curves). If we correctly measure the search time (consider both locating time and scanning time), we will get a completely different conclusion.
To verify this, we designed the experiments as follows: Recall (%)
LSH (24) LSH (28) LSH (32) LSH (36) LSH (40) (a) LSH on SIFT1M Recall (%)
ITQ (24) ITQ (28) ITQ (32) ITQ (36) ITQ (40) (b) ITQ on SIFT1M Recall (%)
LSH (24) LSH (32) LSH (36) LSH (40) LSH (48) (c) LSH on GIST1M Recall (%)
ITQ (24) ITQ (32) ITQ (48) ITQ (60) ITQ (64) (d) ITQ on GIST1M • Two popular hashing algorithms are tested, they are Locality Sensitive Hashing (LSH for short) [9] and Iterative Quantization (ITQ for short) [10] .
• Two popular datasets, SIFT1M and GIST1M, are used 3 . The basic statistics of these two datasets are shown in Table 1 .
Given a query point, the algorithm is expected to return K points. Then we need to examine how many points in this returned set are among the true K nearest neighbors of the query. Suppose the returned set of K points given a query is R and the true K nearest neighbors set of the query is R ′ , the precision and recall can be defined [31] as
Since the sizes of R ′ and R are the same, the recall and the precision of R are actually the same. We fixed K = 100 throughout our experiments. Figure 1 shows the recall-# of retrieved samples curves of LSH and ITQ on both datasets. Based on these figures, we can get the conclusion that longer codes means better performance. It means that long codes can generate better candidate points. This result is 3 Both of two datasets can be downloaded at http://corpus-texmex.irisa.fr/ consistent with many existing hashing papers and easy to understand. Each bit is a partition of the feature space and same code (0 or 1) on this bit means two points are at the same side of this partition. Neighbors in hamming space with long code are more likely to be the true neighbors in the original space.
However, this is not the full story. Figure 2 shows the recalltime 4 curves of LSH and ITQ on both datasets. We can clearly see that the search time significantly increases as the code length increases. Although longer code can generate better candidates, they need more time to locate these candidates. Thus, it becomes practically useless for very long codes. A hashing algorithm has an optimal code length which is different for different algorithms on different datasets. For a million-scale dataset, the optimal code length is usually smaller than 64.
From Figure 1 (a), we can see if # of retrieved samples is set as 5,000 (the starting point of all the curves), LSH (24 bits) reaches around 30% recall while LSH (40 bits) reaches almost 60% recall. From Figure 2 (a), we can see LSH (24 bits) uses around 10s while LSH (40 bits) uses around 100s. Since # of retrieved samples is set as 5,000, the linear scanning times for the two cases are the same. It is the locating time causing this 90s difference, i.e., the locating time of LSH (40 bits) is about 10 times than that of LSH (24 bits). Figure 3 provides an explanation. The first row of Figure 3 shows the number of queries (the total number is 10,000) which successfully located 5,000 samples in different hamming radius of LSH with different code length. Figure 3 (a) shows more than 5,000 queries located 5,000 samples successfully within hamming radius 0 (i.e., more than 5,000 queries only need to visit one hash bucket) when LSH uses 24 bits. As a comparison, if LSH uses 40 bits, Figure 3 (e) shows more than 4,000 queries need to expand the hamming radius to 3 to locate 5,000 samples (i.e., more than 4,000 queries need to visit around
= 10, 701 hash buckets). The second row of Figure 3 shows that the hash buckets number grows quickly as the code length increases when the radius r fixed. This figure explains why the search time grows so quickly as the code length increases. For a million-scale data set, code length longer than 64 bits has no practical meaning.
Evaluation with Multiple Hash Tables
Our analysis in the previous section shows that the locating time should not be neglected. Actually, when aiming at a high recall (need to visit many hash buckets), the locating time is dominant on the search time. One simply way to reduce the locating time (while keep the high recall level) is using multiple hash tables.
Take LSH as an example. Since LSH is essentially based on random projection, two hash tables generate by LSH naturally will be different (i.e., a query point will have different neighbor vectors in nearby hash buckets). To locate P points, if we only have one hash table, we have to increase the hamming radius r if the points in all the buckets within the hamming distance r are not enough. This will increase the locating time a lot. If we have multiple hash tables, instead of increasing r, we can scan the buckets within the hamming radius r in all the tables, which gives us a larger chance to locate enough data points. Figure 4 shows both the recall-# of retrieved samples and recalltime curves of LSH and ITQ with different number of tables on the two datasets. The results are very consistent: both two algorithms gain advantage by using multiple tables on both datasets. Using multiple tables can generate better candidate points, just as the long codes does. Moreover, using multiple tables does not increase the locating time. Multiple tables is a better strategy overwhelming long codes. Actually, we used 16 tables in all the previous experiments. The performance improvement from using 1 table to 4 tables is biggest. When we increase the number of tables further, the performance gradually increased. Figure 5 shows the number of queries (the total number is 10,000) which successfully located 5,000 samples in different hamming radius of LSH with different number of tables on SIFT1M. We can see that with more tables, queries are more likely to locate enough neighbor points within small hamming radius. This is the reason why using multiple hash tables does not increase (in many case actually decrease) the locating time (Although one needs to scan multiple tables, the time spent on each table becomes small).
To use the multiple tables trick, a hashing algorithm must generate different hash tables for the same dataset. Some hashing algorithms (e.g., LSH and ITQ) have randomness in nature and naturally can use the multiple tables trick. Some other hashing algorithms (e.g. Anchor Graph Hashing [30] and Complementary Projection Hashing [17] ) are essentially deterministic. However, these algorithms use the idea of anchors (landmarks) and different anchors will result different hash tables. Thus, these algorithms can also use the multiple tables trick.
There are still many hashing algorithms [42, 36, 34, 43] can not use this multiple tables trick (i.e., these algorithms will generate the same hash table for the same dataset every time). Thus it is not fair to compare all these hashing algorithms using only one table.
[19] reported the inferior performance of hashing algorithms comparing to flann's KD-tree [33] . However, [19] used randomized KD-trees with 16 trees but only used one table for hashing algorithms. Thus, the comparisons in [19] is not fair to hashing algorithms and the conclusion should be re-examined.
A THROUGH COMPARISON
Our analysis in the previous section shows that the evaluations in most of the existing hashing papers have serous drawbacks. In this section, we aim at providing a through comparison of 12 popular hashing algorithms on SIFT1M and GIST1M.
Compared Algorithms
Twelve popular hashing algorithms compared in the experiments are listed as follows:
• LSH is a short name for Locality Sensitive Hashing [9] . LSH is based on random projection and is frequently used as a baseline method in various hashing papers.
• SH is a short name for Spectral Hashing [39] . SH is based on quantizing the values of analytical eigenfunctions computed along PCA directions of the data. Recall (%)
LSH (1) LSH (4) LSH (8) LSH (16) (e) LSH on SIFT1M Recall (%)
ITQ (1) ITQ (4) ITQ (8) ITQ (16) (f) ITQ on SIFT1M Recall (%)
LSH (1) LSH (4) LSH (8) LSH (16) (g) LSH on GIST1M Recall (%)
ITQ (1) ITQ (4) ITQ (8) ITQ (16) (h) ITQ on GIST1M • KLSH is a short name for Kernelized Locality Sensitive Hashing [25] . KLSH generalizes the LSH method to the kernel space.
• BRE is a short name for Binary Reconstructive Embeddings [24] .
• USPLH is a short name for Unsupervised Sequential Projection Learning Hashing [36] .
• ITQ is a short name for ITerative Quantization [10] . ITQ finds a rotation of zero-centered data so as to minimize the quantization error of mapping this data to the vertices of a zero-centered binary hypercube.
• AGH is a short name for Anchor Graph Hashing [30] . It aims at performing spectral analysis [2] of the data which shares the same goal with Self-taught Hashing [42] . The advantage of AGH over Self-taught Hashing is the computational efficiency. AGH uses an anchor graph [27] to speed up the spectral analysis. There are two versions of AGH: one layer AGH and two layer AGH. We use AGH1 and AGH2 to denote them.
• SpH is a short name for Spherical Hashing [14] . SpH uses a hyperspherebased hash function to map data points into binary codes.
• IsoH is a short name for Isotropic Hashing [23] . IsoH learns the projection functions with isotropic variances for PCA projected data. The main motivation of IsoH is that PCA directions with different variance should not be equally treated (one bit for one direction).
• CH is a short name for Compressed Hashing [26] . CH first learns a landmark (anchor) based sparse representation [5] then followed by LSH.
• CPH is a short name for Complementary Projection Hashing [17] . CPH finds the projections sequentially by balancing crossing the sparse region and the points evenly distributed in each hash bucket.
• DSH is a short name for Density Sensitive Hashing [18] . DSH finds the projections which aware the density distribution of the data.
The multiple tables trick can not be used for SH and USPLH, we simply use one hash table for these two algorithms. For the other algorithms, we use 16 tables throughout the experiments. For KLSH, AGH, CH and CPH, we need to pick a certain number of anchor (landmark) points. We use the same 1,000 anchor points for all these algorithms and the anchor points are generated by using kmeans with 5 iterations. Also, the number of nearest anchors is set to 50 for AGH and CH algorithms. Please see [4] for details.
All the hashing algorithms are implemented in Matlab and we use these hashing functions to learn the binary codes for both base (20) KLSH (32) BRE (32) USPLH (24) ITQ (28) AGH1 (24) AGH2 (24) SpH (20) IsoH (24) CH (20) CPH (20) DSH (28) KD-tree (a) SIFT1M (28) KLSH (24) BRE (32) USPLH (32) ITQ (60) AGH1 (20) AGH2 (20) SpH (20) IsoH (20) CH (20) CPH (20) DSH (24) KD-tree (b) GIST1M vectors and query vectors. The binary codes can then be fed into Algortihm 1 for search. The Matlab functions are run on a i7-5930K cpu with 128G memory and the Algortihm 1 is implemented in c++ and run on a i7-3770K CPU and 32G memory. For the sake of reproducibility, both the Matlab codes and c++ codes are released on Github.
Besides all the hashing algorithms, we also report the performance of brute-force search and flann's KD-tree.
• brute-force. The performance of brute-force search is reported to show the advantages of using hashing methods. To get different recall, we simply perform brute-force search on different percentage of the query number. For example, the brute-force search time on 90% queries of the origin query set stands for the brute-force search time of 90% recall.
• KD-tree. Flann [33] is a well-known open source library for ANN search. It integrates Randomized KD-tree [35] and Kmeans tree [7] . In our experiment, we use the randomized KD-tree and also set the trees number as 16.
Results on 32 Bits Code
We first try all the hashing algorithms with 32 bits code. Since we use Matlab functions to learn the binary codes and c++ algorithm to search with the hashing index, the coding time and later time (locating time and scanning time) can not be added together and we reported them separately. Table 2 and 3 report the indexing (learning) time and coding (testing) time of various hashing algorithms. The indexing (learning) stage is performed off-line thus the indexing time is not very crucial as long as the indexing (hashing learning) time is not too long. CPH might be the only algorithm which is not practical because the indexing time is extremely long. The coding time of all the hashing algorithms are short. Even for the slowest algorithm, AGH2, the coding time is only 5s on SIFT1M and 1s on GIST1M.
Thus the coding time can be ignored compared with locating time and scanning time (see Figure 6 ) when we consider the total search time. The coding times of KLSH, AGH, CH and CPH are significantly longer than other algorithms simply because these algorithms need to compute the distance of a query point to the anchor points (1000 anchor points). Figure 6 shows the recall-# of retrieved samples and recalltime curves of various hashing algorithms. Based on the recall-# of retrieved samples curves, we can get the similar conclusions as many previous hashing papers [17, 18] . The results in Figure 6 (a)(b) are better than the results reported in [17] simply because we used 16 hash tables while [17] only use one hash table. However, recall-# of retrieved samples curve are misleading that the algorithms performing good on recall-# of retrieved samples curve actually perform really bad (many algorithms are even worse than the brute-force search) on recall-time curve. The latter actually has more practical meaning.
However, we still can not get the conclusion that which hashing algorithm performs best simply based on recall-time curves in Figure 6 . There are reasons to doubt that 32 bits might not the optimal code length for those algorithms which perform really good on recall-# of retrieved samples curve but perform bad on recalltime curve. It is very natural that different hashing algorithm has different optimal code length on different dataset. It is unfair to compare different algorithms under the same code length, just as many of the existing hashing papers do.
Results on The Optimal Code Length
We now try all the hashing algorithms with their optimal code length. The recall-tTheime curves of all the hashing algorithms together with that of flann's KD-tree and brute-force are shown in the Figure 7 . We can clearly see that all the hashing algorithms gain some advantages over the brute-force search and many hashing algorithms are better than flann's KD-tree. This result is contradict with the previous paper [19] simply because we used 16 tables for hashing algorithms and 16 trees for KD-tree while [19] used one table for hashing algorithm and 16 trees for KD-tree.
On SIFT1M, the top 4 algorithms are IsoH, CPH, ITQ and SpH. These four algorithms are significantly better than other algorithms. On GIST1M, the best algorithm is SpH, followed by CPH, then KLSH and DSH. Generally speaking, the optimal code lengths of different algorithms are different on different datasets. However, noticing that the optimal code length of many algorithms (SH, SpH, CH, CPH on SIFT1M and AGH, SpH, IsoH, CH, CPH on GIST1M) is 20, and there are 2 20 = 1, 048, 576 buckets in total if the code length is 20. The buckets number is approximately equal to the data size. This might be a reasonable way to estimate the optimal code length. But it needs further exploration.
Considering the performance on both data sets, SpH is the recommended algorithm. Despite its good performance, We do not recommend CPH simply for its very long indexing (training) time.
ITERATIVE EXPANDING HASHING
Given the Figure 7 , we are still not satisfied with the performance of hashing algorithms. If a high recall (say, 95%) is needed, even the best hashing algorithm can only obtain 6-times speed up over the brute-force search. How can we boost the performance of an existing hashing algorithm?
Recently, graph based techniques have drawn considerable attention [11, 19, 32, 6] . The main idea of these methods is a neighbor of a neighbor is also likely to be a neighbor. At offline stage, they need to build a kNN graph, which can be regarded as a big table recording the top k closest neighbors of each point in database. At online stage, given a query point, they first assign the query some points as initial candidate neighbors, and then check the neighbors of the neighbors iteratively to locate closer neighbors. The Iterative Expanding Hashing (IEH) [19] is the most related work to hashing algorithms. IEH uses hashing algorithms to generate the initial candidate neighbors and Algorithm 2 gives the main routine of IEH.
To use IEH, one needs to build a kNN graph at the indexing stage. Since building an exact kNN graph is very time consuming, we use Efanna [6] , an open source library to build an approximate kNN graph. More specifically, Efanna spent 98s for a 98% accu-
Algorithm 2 IEH Search Algorithm
Input: base set D, query vector q, hash index, the kNN graph G, the pool size P , the expansion size E, the iteration number I and the number K of required nearest neighbors. Output: K points from the base set which are close to q.
1: Search for E neighbors of q using algorithm 1, form the initial set C. 2: iter = 0 3: while iter < I do 4:
Let candidate set CC = ∅ 5:
for all point n in C do 6:
Sn is the neighbors of point n based on G.
7:
for all point nn in Sn do 8:
Put nn into CC.
9:
end for 10:
end for 11:
Move all the points in CC to C; 12:
Keep E points in C which are closest to q.
13:
iter = iter + 1 14: end while 15: return the closet K points to q in C.
racy 50NN graph on SIFT1M and 404s for a 90% accuracy 50NN graph on GIST1M. These two graphs are used in our experiment.
IEH has three additional essential parameters, the pool size P , the expansion size E, the iteration number I. We fixed I = 6 and set P = 200 on SIFT1M and P = 2000 on GIST1M. Then we change the expansion size to get the recall-time curves. Figure 8 shows the ANN search results of IEH extension and its corresponding hashing algorithms. On both two datasets, we pick the best and worst hashing algorithm based on the Figure 7 . The IEH extension boosts its corresponding hashing algorithm significantly (10-times speed up), no matter which hashing algorithm is used. Using IEH extension, the performance gap between different hashing algorithms becomes smaller. The conclusion is that the future direction of ANN search is using additional data structures (e.g., kNN graph here).
The Best Hashing Algorithm for IEH
A natural question here is what is the best algorithm for IEH. Recall (%)
LSH (32) SH (20) KLSH (32) BRE (32) USPLH (28) ITQ (32) AGH1 (28) AGH2 (28) SpH (24) IsoH (24) CH (24) CPH (28) DSH (32) (a) SIFT1M Recall (%)
LSH (36) SH (28) KLSH (28) BRE (36) USPLH (32) ITQ (64) AGH1 (28) AGH2 (28) SpH (24) IsoH (24) CH (24) CPH (24) DSH (32) (b) GIST1M Figure 9 : The recall-time curves of various hashing algorithms at the low recall region with the optimal code length on SIFT1M and GIST1M. The number in parenthesis after the algorithm name is the code length. The number in parenthesis after the algorithm name is the code length of the hashing algorithm. The hashing algorithm has the best performance in the low recall region (see Figure  9 ) is best algorithm for IEH extension.
In Figure 8 , we simply pick the hashing algorithms based on the Figure 7 . However, IEH only needs a very small number of initial points (200 in SIGT1M and 2000 in GIST1M). Thus, the best hashing algorithm for IEH should produce very good initial points. In other words, we only care about the performance on the low recall region instead of the high recall region. Figure 9 shows the recall-time curves of various hashing algorithms at the low recall region with the optimal code length on SIFT1M and GIST1M. Since the locating time plus the scanning time is around 1s, the coding time then can not be neglected. Thus, all the anchors based algorithms (KLSH, AGH, CH and CPH) should be removed from the best algorithm candidate list. On SIFT1M, the top three algorithms are IsoH, ITQ and SpH. On GIST1M, the top three algorithms are SpH, DSH and IsoH. The performance of SpH is significantly better than that of the other two. Overall, the recommended hashing algorithms for IEH are SpH and IsoH.
It is interesting to find that the optimal code length in Figure 9 is larger than the optimal code length in Figure 7 . It is reasonable because on the low recall region one only needs to locate a small number of candidate points, making the locating time less important in the whole time. Figure 10 shows the recall-time curves of IEH extensions of top three hashing algorithms and the worst algorithm on SIFT1M and GIST1M based on the Figure 9 . The results agree with our initial judgment: The hashing algorithm has the best performance in the low recall region is best algorithm for IEH extension.
CONCLUSIONS
We carefully studied the evaluation of ANNS problem and verified the serious drawbacks in the evaluation of most of the exiting hashing papers. Then we revisit many popular hashing algorithms with extensive experiments and suggest one possible promising direction. All the codes used in the paper are released on Github, which can be used as a testing platform to fairly compare various hashing methods.
