Abstract In this paper, we propose an explicit exchange algorithm for solving semiinfinite programming problem (SIP) with second-order cone (SOC) constraints. We prove, by using the slackness complementarity conditions, that the algorithm terminates in a finite number of iterations and the obtained solution sufficiently approximates the original SIP solution. In existing studies on SIPs, only the nonnegative constraints were considered, and hence, the slackness complementarity conditions were separable to each component. However, in our study, the existing componentwise analyses are not applicable anymore since the slackness complementarity conditions are associated with SOCs. In order to overcome such a difficulty, we introduce a certain coordinate system based on the spectral factorization. In the numerical experiments, we solve some test problems to see the effectiveness of the proposed algorithm.
Introduction
A semi-infinite programming problem (SIP) [2, 12, 16, 17, 18, 29] is to minimize an objective function with a finite-dimensional argument under an infinite number of constraints. Generally, SIP is written as follows:
Minimize f (x) subject to x ∈ X, g(x, t) ≥ 0 (∀t ∈ T ), (1.1) large k, however, a general discretization method may become very expensive, since the number of elements in T k can be huge, and it takes very long time to verify the feasibility with respect to the approximated subproblem. The local reduction based method was introduced by [13, 16] . It solves, in each iteration, a locally reduced problem with finite constraints, which is defined by using certain implicit functions associate with local minimizers of g(x, ·) over T . Discretization SQP type methods and trust region type methods based on the local reduction have been studied by some authors [6, 19, 25] . Exchange method [16, 28] is also well-known. It solves, in each iteration, the relaxed version of SIP (1.1) with T replaced by a finite set T k . Then, {T k } is updated so that T k+1 ⊆ T k ∪ {t 1 , . . . , t r } where {t 1 , . . . , t r } ⊆ T \T k . Similar to exchange method, [29] proposed an iterative method for solving KKT system of the SIP in which they drop some redundant points at some iterations. For the linear SIP, Lai and Wu [18] proposed the explicit algorithm in which they drop out redundant points in T k for each k and only keep active points. This will ensure |T k | ≤ n for each k, and hence the algorithm is very efficient in saving computational time. Lai and Wu's explicit algorithm is also a kind of exchange method.
In this paper, we focus on the linear SIP with second-order cone constraints (LSSIP) of the form
Minimize c x subject to x ∈ K n , a(t) x − b(t) ≥ 0 (∀t ∈ T ), (1.2) where vector c ∈ n , functions b : T → and a : T → n are given, and K n ⊂ n is the n-dimensional second-order cone (SOC) defined by
Throughout the paper, · denotes the Euclidean norm, and a vector x ∈ n is described as x := (x 1 ,x) ∈ × n−1 withx := (x 2 , . . . , x n ) ∈ n−1 . For n = 1, K 1 is the set of nonnegative reals, i.e., K 1 = + . In this decade, the problems with SOC constraints attract much attention. For instance, the linear second-order cone programming problem (SOCP), which involves some classes of convex quadratic programming problems as special cases, is solved by the interior point method efficiently [1, 20] . Especially, the primal-dual interior point method for the linear programming problems (LP) was extended to the linear SOCP by some researchers. Also, some softwares have been proposed [27] . However, the simplex type method is not popular for linear SOCP since, on the contrary to LP, the feasible region is not polyhedral in general. Although some simplex type approach for linear SOCP was studied in [22] , it is applicable only to a restricted class of SOCP, and generally requires an infinite number of iterations to converge. On the other hand, nonlinear SOCP is more complicated, and there exist fewer studies. In [30] , the authors proposed an algorithm which involves a primal-dual merit function that consists of the barrier function and the potential function, and showed its global convergence. The second-order cone complementarity problem (SOCCP) is an extension of the linear and nonlinear complementarity problem [7, 8] to SOC version. In [10] , the authors introduced Jordan algebra to SOCCP, and analyzed some properties for the smoothing functions that are necessary for developing efficient algorithms. Based on the analyses in [10] , Hayashi, Yamashita and Fukushima [15] proposed a globally and quadratically convergent algorithm with smoothing and regularization methods. Chen, Chen and Tseng [5] studied some properties of nonsmooth vector-valued functions for SOCCP, which are helpful for analyzing the convergence properties of algorithms. For linear SOCCP, a matrix splitting method was proposed in [14] , which is efficient for SOCCPs with large-scaled and sparse matrices.
The main purpose of the paper is to construct an algorithm for solving LSSIP (1.2) and study its convergence properties. Actually, we extend Lai and Wu's explicit algorithm [18] for linear SIP to LSSIP (1.2). However, its analysis technique is quite different. While the slackness complementarity conditions for each subproblem was analyzed componentwisely in [18] , those for LSSIP (1.2) cannot be decomposed to each component. We therefore define the coordinate system based on the spectral factorization associated with SOCs. We also note that our algorithm introduces the relaxed scheme which does not require solving the global minimization problem with respect to t ∈ T in each iteration.
Instead of solving such a minimization problem, the algorithm has only to find some t ∈ T such that a certain criterion with small γ > 0 is satisfied. We prove that the algorithm outputs an approximate solution in a finite number of iterations, and the obtained approximate solution converges to the original LSSIP solution as γ tends to 0.
One may think the LSSIP of the form (1.2) is too restrictive. We can indeed define a more general LSSIP in which a finite number of equality constraints are added, and the SOC constraint is replaced by the Cartesian version:
Such an LSSIP involves every linear SOCP as a subproblem, and several applications such as robust optimization [3, 4] can be considered. However, in the paper, we focus only on a simple LSSIP of the form (1.2) to avoid complicating the analyses too much. We believe that the obtained results and proof techniques will be a foothold for the studies of more general LSSIPs. This paper is organized as follows. In Section 2, we give some preliminaries. We first introduce the spectral factorization associated with SOCs, which is a fundamental and important tool for analyzing the SOCs. Next we give the duality theorem and the slackness complementarity conditions for LSSIP (1.2). Since LSSIP (1.2) has an infinite number of constraints, the decision variable for the dual problem cannot be written as a finite-dimensional vector. In Section 3, we propose an explicit exchange algorithm for LSSIP (1.2), and show the finite termination and some convergence result. In Section 4, we give some numerical results to see the performance of the algorithm. In Section 5, we conclude the paper with some remarks.
Preliminaries
In this section, we give some preliminaries that are necessary for analyzing and understanding the proposed algorithms.
Spectral factorization associated with second-order cones
We first introduce the spectral factorization for SOCs. This technique is one topic of Jordan algebra [9] , and plays an important role in describing the relation between the SOC and the current iteration point in the algorithm.
For an arbitrary vector x := (x 1 ,x) ∈ × n−1 with n ≥ 2, its spectral values λ 1 (x), λ 2 (x) ∈ and spectral vectors v 1 (x), v 2 (x) ∈ n are defined by
respectively, where w ∈ n−1 is an arbitrary vector such that w = 1. Then the spectral factorization for x is given by
Note that λ 1 (x) ≤ λ 2 (x) always holds, and λ 1 (x) ≥ 0 if and only if x ∈ K n . Moreover, λ 1 (x) = 0 if and only if x ∈ bd K n (boundary of K n ), and
Duality theory and complementarity slackness conditions
Next, we introduce the duality theory for LSSIP (1.2), and the complementarity slackness conditions. Let M (T ) be the space of all bounded regular Borel measures on T , and M + (T ) be the nonnegative cone in M (T ). Then, the dual problem for LSSIP (1.2) is given by
where
For any primal and dual feasible pair (x, µ), the weak duality holds, that is,
since x, y ∈ K n entails x y ≥ 0. Moreover, under some mild assumptions, the strong duality also holds.
Proposition 2.1 (Strong duality theorem)
(a) Suppose that the primal problem (1.2) has an optimum x * , and there exists a feasible point
(b) Suppose that the dual problem (2.2) has an optimum ν * , and there exists a feasible point
By using the strong duality theorem, we can derive the complementarity slackness conditions for LSSIP (1.2). We omit the proof since it can be obtained in a trivial manner. 
The vectors x ∈ n and z ∈ n are said to satisfy the SOC complementarity conditions if
In (2.3), the vectors x * and c − T a(t)dµ * (t) satisfy the SOC complementarity conditions. If two vectors satisfy the SOC complementarity conditions, then the following proposition holds.
Proposition 2.3 Suppose that n-dimensional vectors x and z satisfy the SOC complementarity conditions (2.4). Then, either of the following three cases holds for spectral values:
Moreover, the spectral vectors for x and z can be chosen so that
Proof. Suppose that x and z satisfy the SOC complementarity conditions (2.4). It is obvious that (a) and (2.5) hold if x = 0, and (b) and (2.5) also hold if z = 0. Therefore, we only consider the case where x = 0 and z = 0. Ifx = 0, then it follows 0 = x z = x 1 z 1 +x z = x 1 z 1 , i.e., x 1 = 0 or z 1 = 0. However, this together with x 1 ≥ x and z 1 ≥ z yields x = 0 or z = 0. Hence, we havẽ x = 0. We also havez = 0 in an analogous way. Now, we first show (2.5). Let θ denote the angle betweenx andz. Then we have 0 = x 1 z 1 +x z ≥ x z +x z = x z (1 + cos θ). Sincex = 0 andz = 0, we have cos θ = −1, which impliesx = −αz for some α > 0. We thus obtain (2.5). Next we show (c), i.e.,
We also obtain λ 1 (z) = 0 in a similar manner. This completes the proof.
From Proposition 2.3, the spectral factorizations for vectors x and z satisfying SOC complementarity conditions can be rewritten as
Moreover, the following statements hold.
In the subsequent analyses, we adopt the expression (2.6) instead of the original spectral factorization. The above statement (b) and the expression (2.6) correspond to the componentwise expression for the usual complementarity conditions and the orthonormal system in n , respectively. If the vectors x and z satisfy the usual complementarity conditions:
x ≥ 0, z ≥ 0, and x z = 0, then it follows for every i, x i ≥ 0, z i ≥ 0, and min{x i , z i } = 0. In this case, x and z can be decomposed
, where e i is the n-dimensional vector whose i-th component is 1 and other components are 0. Similarly,ê 1 andê 2 are the orthonormal bases for the 2-dimensional subspace containing x, z, and the axis 2 of the SOC. We note, however, thatê 1 andê 2 depend on (x, z), while e i is fixed for every i.
Explicit exchange algorithm
In this section, we propose an explicit exchange algorithm for solving LSSIP (1.2). Moreover, we show that the algorithm terminates in a finite number of iterations, and the obtained solution is sufficiently close to the original LSSIP solution if the criterion value is sufficiently close to 0.
In the algorithm, we solve the finitely constrained SOCP as the subproblem for each iteration. For a finite set T := {t 1 , . . . , t m } ⊂ T , we define the finitely constrained linear SOCP, say LSOCP(T ), as
and its dual problem DLSOCP(T ) as
Here, the dual variable {ν(t j )} m j=1 can be regarded as an m-dimensional real vector. In the remainder of the paper, we denote the optimal values of LSOCP(T ) and DLSOCP(T ) by V P (T ) and V D (T ), respectively. Moreover, we denote the optimal value of LSSIP (1.2) by V P (T ) for convenience.
One possible choice for solving LSSIP (1.2) is to apply the discretization method, which solves LSOCP(T k ) at each iteration and updates {T k } so that dist(T k , T ) → 0. Another possible choice is the implicit cutting plane algorithm, which solves LSOCP(T k ) at each iteration and updates {T k } so that T k+1 := T k ∪ {t k } with t k ∈ argmin t∈T {a(t) x k − b(t)}. These two algorithms are intuitively comprehensible, and the convergence analyses in the existing literature may be applied to SOC version directly. However, they have fatal flaws. As k becomes larger, the constraints of each subproblem increase unboundedly, and hence it becomes more and more expensive. In order to avoid such a difficulty, we propose an explicit exchange algorithm based on the approach in [18] . The algorithm keeps the size of subproblems bounded by removing inactive constraints. Moreover, the global minimization problem with respect to t ∈ T need not be solved in each iteration. The detailed steps are given as follows.
Algorithm 3.1
Step 0 Choose a small real number γ > 0 and finite points E 0 := {t 0 1 , . . . , t 0 m 0 } ⊂ T . Solve LSOCP(E 0 ) to obtain its optimum x 0 . Set k := 0.
Step
Step 2 Solve LSOCP(E k+1 ) and DLSOCP(E k+1 ) to obtain their solutions x k+1 and {ν k+1 (t) | t ∈ E k+1 }, respectively.
Step 3 Let
Set k := k + 1 and return to Step 1.
In
Step 1, it is also possible to choose multiple elements satisfying (3.1). Although we only deal with the one-point exchange scheme in the following analyses, they are also applicable to multiple exchange type algorithms. In Step 2, LSOCP(E k+1 ) and DLSOCP(E k+1 ) can be solved simultaneously by using an existing method. Here, we note that x k+1 also solves LSOCP(E k+1 ). In Step 3, all inactive constraints at the optimum x k are removed, since the complementarity conditions imply that a(t) x − b(t) = 0 for any t such that ν k+1 (t) > 0. This step is the main difference from the discretization method and the implicit cutting plane algorithm.
Before showing the finite termination of the algorithm, we define some notations for convenience. Let {x k } and {ν k } be the sequence generated by Algorithm 3.1. Then, we denote
It is obvious that
Moreover, from the complementarity slackness conditions, it follows
We decompose the iteration points x k and z k in a way analogous to (2.6) as follows:
Notice that (ê
2 ) in general. We further define the indices sets by
Moreover, due tox k 1 ≤x k 2 , only the following three cases are possible:
Next, we give some assumptions and lemmas that are necessary for the subsequent analyses. We first introduce the following assumption.
Assumption A For all k, (i) LSOCP(E k ) and DLSOCP(E k ) have unique solutions respectively, and
Assumption A(i) usually holds since the feasible regions of LSOCP(E k ) and DLSOCP(E k ) are intersections of a polyhedral and an SOC (or its affine transformation), respectively. Assumption A(ii) is the strong duality, which also holds in most cases. Under the above assumption, we have the following lemma.
Lemma 3.1 Suppose that Assumption A holds. Then, it follows for all
Proof. We first show (a). Let F k and F k be the feasible regions of LSOCP(E k ) and LSOCP(E k ),
respectively. Then, we have 
which contradicts (a). We thus have (b).
The following lemma evaluates the increment of {V P (E k )} in each iteration.
Lemma 3.2 Suppose that Assumption A holds. Then we have
Proof. From the definition of z k , we have
where the last equality holds since
with y k+1 (t) = 0 for t ∈ E k+1 and t k new ∈ E k+1 . Hence, we have the first equality. Next, we show the second equality. From the definition of y k (t), we have
Since y k (t) = 0 for all t ∈ E k , the above equality yields
This completes the proof.
Next, we introduce a second group of assumptions.
Assumption B There exist M > 0 and δ > 0 such that the following statements hold for all k ≥ 1. 
Assumption B (a) asserts the boundedness of the generated sequence. Assumptions B (b) and (c) say that the complementarity slackness conditions for each subproblem holds strictly enough. Moreover, Assumption B (c) together with min{x
Assumptions B (d) and (e) claim a kind of regularity, which holds in most cases. Indeed, Assumption B (d) is violated only when a(t) ê k 2 belongs to the minute interval (−δ, 0] for all t ∈ E k . Assumption B (e) implies that the matrix H k is sufficiently full rank. We note, however, that the vector x k is usually on the boundary of K n . Otherwise, the SOC constraint in LSOCP (E k ) exercises no influence on the solution x k . By using the aforementioned lemmas, we derive the main theorem of this section.
Theorem 3.1 Suppose that Assumptions A and B hold. Then, Algorithm 3.1 terminates in a finite number of iterations.
Proof. Assume that Algorithm 3.1 does not terminate in finite iterations for contradiction. Then, from Lemma 3.1 (a) and
Now, choose any sufficiently small ε such that 0 < ε < min(δ, δ 2 ). Then, we can find a large integer
In what follows, we divide the proof in two parts. In Part 1, we show
By using this result, we derive a contradiction in Part 2.
. From (3.4) and Lemma 3.2, we have
From z N ∈ K n and x N +1 ∈ K n we have (z N ) x N +1 ≥ 0, which together with (3.7) and t∈Z N +1 y N +1 (t)ν N (t) ≥ 0 yields (z N ) x N +1 < ε 2 . Hence, we have
where the second inequality is due tox
and (ê
≥ 0, and the last equality holds fromê
, and hence we have from (3.8) that
where the second inequality follows since
) ≥ 0 for i = 1 and 2, the third inequality follows fromẑ N 1 ≥ẑ N 2 , and the last equality holds fromê
, we also havex
. Since y N +1 (t) = 0 for any t ∈ E N +1 and t N new ∈ E N +1 , we have
Hence, by (3.7), we have
and y N (t N ) = 0. First, we consider the case where 
where H N is the matrix defined by (3.2) for k := N . By Assumption B (e), we have
(Part 2) From Lemma 3.2 and (3.4), we have
Then, due to (3.6), the following three cases are possible: 
for every case (i) -(iii). This together with (3.12) yields 0 < −y N (t N new )ν N +1 (t N new ) < (1 + M 2 /δ 2 )ε 2 . Hence, by (3.4), we have
where the last inequality follows since Lemma 3.1(b) and Assumption B(b) imply ν N +1 (t N new ) ≥ δ. Since ε > 0 can be chosen arbitrarily small, it must hold y a (t a ) = 0, which contradicts (3.3).
Thus far, we have shown the finite termination of Algorithm 3.1. Nevertheless, the above theorem would be meaningless if the obtained solution were far from the original LSSIP optimum. The following theorem guarantees that, if γ > 0 is sufficiently small, then the solution obtained by Algorithm 3.1 is also close to the original LSSIP optimum. 
Concluding Remarks
We proposed the explicit exchange algorithm for solving linear SIP with SOC constraints, and proved the finite termination. Particularly, in the analyses, we adopted the special coordinate system based on the spectral factorization for SOCs. We also observed by some numerical experiments that the proposed algorithm finds the solution efficiently. Our study is still in the infancy, and several issues remain to be addressed. In the paper, we considered only a single SOC for the constraint of x ∈ K n . However, in the practical situation, we are often required to consider the multiple SOCs version, i.e., x ∈ K n 1 × K n 2 × · · · × K nm . Although we expect that the algorithm can be extended to multiple SOCs version in a natural fashion, the convergence analyses will be quite complicated. It is also challenging to develop the special algorithms for solving each SOCP. One may think of extending the simplex method for LP to SOCP. However, it is difficult in general since the feasible region of linear SOCP is not polyhedral and has an infinite number of extreme points.
