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Abstract
We consider the data-driven dictionary learning problem. The goal is to seek an over-complete dictionary
from which every training signal can be best approximated by a linear combination of only a few codewords.
This task is often achieved by iteratively executing two operations: sparse coding and dictionary update. The focus
of this paper is on the dictionary update step, where the dictionary is optimized with a given sparsity pattern.
We propose a novel framework where an arbitrary set of codewords and the corresponding sparse coefficients are
simultaneously updated, hence the term simultaneous codeword optimization (SimCO). The SimCO formulation
not only generalizes benchmark mechanisms MOD and K-SVD, but also allows the discovery that singular points,
rather than local minima, are the major bottleneck of dictionary update. To mitigate the problem caused by the
singular points, regularized SimCO is proposed. First and second order optimization procedures are designed to
solve regularized SimCO. Simulations show that regularization substantially improves the performance of dictionary
learning.
I. INTRODUCTION
Sparse signal representations have recently received extensive research interest across several com-
munities including signal processing, information theory, and optimization [1], [2], [3], [4]. The basic
assumption underlying this technique is that a natural signal can be approximated by the combination
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2of only a small number of elementary components, called codewords or atoms, that are chosen from a
dictionary (i.e., the whole collection of all the codewords). Sparse representations have found successful
applications in data interpretation [5], [6], source separation [7], [8], [9], signal denoising [10], [11],
coding [12], [13], [14], classification [15], [16], [17], recognition [18], impainting [19], [20] and many
more (see e.g. [21]).
Two related problems have been studied either separately or jointly in sparse representations. The first
one is sparse coding, that is, to find the sparse linear decompositions of a signal for a given dictionary.
Efforts dedicated to this problem have resulted in the creation of a number of algorithms including basis
pursuit (BP) [22], matching pursuit (MP) [23], orthogonal matching pursuit (OMP) [24], [25], subspace
pursuit (SP) [26], [27], regression shrinkage and selection (LASSO) [28], focal under-determined system
solver (FOCUSS) [29], and gradient pursuit (GP) [30]. Sparse decompositions of a signal, however, rely
greatly on the degree of fitting between the data and the dictionary, which leads to the second problem,
i.e. the issue of dictionary design.
An over-complete dictionary, one in which the number of codewords is greater than the dimension of
the signal, can be obtained by either an analytical or a learning-based approach. The analytical approach
generates the dictionary based on a predefined mathematical transform, such as discrete Fourier transform
(DFT), discrete cosine transform (DCT), wavelets [31], curvelets [32], contourlets [33], and bandelets
[34]. Such dictionaries are relatively easy to obtain and more suitable for generic signals. In learning-
based approaches, however, the dictionaries are adapted from a set of training data [5], [35], [36], [37],
[38], [10], [39], [40], [41], [42]. Although this may involve higher computational complexity, learned
dictionaries have the potential to offer improved performance as compared with predefined dictionaries,
since the atoms are derived to capture the salient information directly from the signals.
Dictionary learning algorithms are often established on an optimization process involving the iteration
between two stages: sparse approximation and dictionary update. First an initial dictionary is given and
a signal is decomposed as a linear combination of only a few atoms from this initial dictionary. Then
the atoms of the dictionary are trained with fixed or sometimes unfixed weighting coefficients. After that,
the trained dictionary is used to compute the new weighting coefficients. The process is iterated until the
most suitable dictionary is eventually obtained.
One of the early algorithms that adopted such a two-step structure was proposed by Olshausen and
Field [5], [35], where a maximum likelihood (ML) learning method was used to sparsely code natural
3images upon a redundant dictionary. The sparse approximation step in the ML algorithm [5] which
involves probabilistic inference is computationally expensive. In a similar probabilistic framework, Kreutz-
Delgado et al. [37] proposed a maximum a posteriori (MAP) dictionary learning algorithm, where the
maximization of the likelihood function as used in [5] is replaced by the maximization of the posterior
probability that a given signal can be synthesized by a dictionary and the sparse coefficients. Based on
the same ML objective function as in [5], Engan et al. [36] developed a more efficient algorithm, called
the method of optimal directions (MOD), in which a closed-form solution for the dictionary update has
been proposed. This method is one of the earliest methods that implements the concept of sparification
process [43]. Several variants of this algorithm, such as the iterative least squares (ILS) method, have
also been developed which were summarized in [44]. A recursive least squares (RLS) dictionary learning
algorithm was recently presented in [45] where the dictionary is continuously updated as each training
vector is being processed, which is different from the ILS dictionary learning method. Aharon, Elad and
Bruckstein developed the K-SVD algorithm in [10] by generalizing the K-means algorithm for dictionary
learning. This algorithm uses a similar block-relaxation approach to MOD, but updates the dictionary
on an atom-by-atom basis, without having to compute matrix inversion as required in the original MOD
algorithm. The majorization method was proposed by [46] in which the original objective function is
substituted by a surrogate function in each step of the optimization process.
In contrast to the generic dictionaries described above, learning structure-oriented parametric dictionaries
has also attracted attention. For example, a Gammatone generating function has been used by Yaghoobi et
al. [47] to learn dictionaries from audio data. In [48], a pyramidal wavelet-like transform was proposed to
learn a multiscale structure in the dictionary. Other constraints have also been considered in the learning
process to favor the desired structures of the dictionaries, such as the translation-invariant or shift-invariant
characteristics of the atoms imposed in [49], [50], [51], [52], [53] and the orthogonality between subspaces
enforced in [54], and the de-correlation between the atoms promoted in [55]. An advantage of a parametric
dictionary lies in its potential for reducing the number of free parameters, thereby leading to a more
efficient implementation and better convergence of dictionary learning algorithms [43]. Other recent efforts
in dictionary learning include the search for robust and computationally efficient algorithms, such as [56],
[57], and [11], and learning dictionaries from multimodal data [58], [59]. Comprehensive reviews of
dictionary learning algorithms can be found in recent survey papers e.g. [43] and [60].
In this paper, similar to MOD and K-SVD methods, we focus on the dictionary update step for
4generic dictionary learning. A novel optimization framework is proposed, where an arbitrary subset of the
codewords are allowed to be updated simultaneously, hence the term simultaneous codeword optimization
(SimCO). The proposed framework has the following characteristics.
• SimCO generalizes MOD and K-SVD. We show that the MOD algorithm is in fact an inexact
Newton method under the proposed framework while K-SVD can be viewed as a special case of
SimCO where only one codeword is selected for update at each iteration. The SimCO framework is
general and flexible. This paper presents two possible algorithmic implementations: one is based on
gradient descent and the other uses a Newton method.
• The proposed optimization framework allows the discovery of the bottleneck of dictionary update. As
opposed to traditional formulations, in the SimCO framework, the objective function involves only
the dictionary by treating sparse coefficients as a function of the dictionary. In this way, the gradient
can be easily computed and analyzed. Surprisingly, against the traditional belief that local minima
are the major problem, we empirically discover that singular points are the bottleneck.
• Regularized SimCO is introduced to mitigate the singularity problem. To avoid the singularity prob-
lem, an additive regularization term is introduced. The resulting objective function is differentiable.
Significant improvement in empirical performance is observed. This, from another angle, verifies that
singularity is the bottleneck.
The remainder of the paper is organized as follows. Section II introduces the SimCO optimization
framework, with particular emphasis on the motivations for regularized SimCO. Section III discusses
the relation of SimCO to MOD and K-SVD, and the possibility of extending MOD and K-SVD to the
regularized versions. Section IV provides necessary preliminaries on manifolds and shows that dictionary
update can be cast as an optimization problem on manifolds. The algorithmic details on how to apply the
first and second order methods to solve the SimCO optimization problem are presented in Section V. In
Section VI, we rigorously prove the deep connection between SimCO and K-SVD. Numerical results of
SimCO algorithms are presented in Section VII. Finally, the paper is concluded in Section VIII.
II. THE OPTIMIZATION FRAMEWORK OF SIMCO
Dictionary learning is a procedure to find an over-complete dictionary that best represents the training
signals. More precisely, let Y ∈ Rm×n be the training data, where each column of Y corresponds to one
training sample. For a given dictionary size d ∈ Z+, the optimal dictionary D∗ ∈ Rm×d is the one that
5Algorithm 1 A typical dictionary learning algorithm
Task: find the best dictionary to represent the data sample matrix Y .
Initialization: Set the initial dictionary D(1). Set J = 1.
Repeat until convergence (use stop rule):
• Sparse coding stage: Fix the dictionary D(J) and update X(J) using some sparse coding technique.
• Dictionary update stage: Update D(J), and X(J) as appropriate.
• J = J + 1.
corresponds to
inf
D∈Rm×d,X∈Rd×n
‖Y −DX‖2F , (1)
where ‖·‖F is the Frobenius norm. Here, the ith column of D is often referred to as the ith codeword in the
dictionary. In practice, it is typical that m < d < n, i.e., an over-complete dictionary is considered and the
number of training samples is larger than the number of codewords. Generally speaking, the optimization
problem is ill-posed unless extra constraints are imposed on the dictionary D and the coefficient matrix
X . The most common constraint on X is that X is sparse, i.e., the number of nonzero entries in X ,
compared with the total number of entries, is small.
Most dictionary learning algorithms consist of two stages: sparse coding and dictionary update. See
Algorithm 1 for the diagram of a typical dictionary learning procedure. In the sparse coding stage, the
goal is to find a sparse X to minimize ‖Y −DX‖2F for a given dictionary D. In practice, the sparse
coding problem is often approximately solved by using either `1-minimization [61] or greedy algorithms,
for example, OMP [25] and SP [26] algorithms.
The focus of this paper is on the dictionary update stage. Instead of directly solving the joint op-
timization problem in (1), we view the sparse coefficients as a function of the dictionary so that the
optimization is only over the dictionary. Furthermore, our framework allows one to simultaneously update
an arbitrary subset of codewords and the corresponding coefficients. This characteristic gives rise to the
term simultaneous codeword optimization (SimCO).
In our formulation, we assume that the dictionary matrix D contains unit `2-norm columns and the
sparsity pattern of X remains unchanged. Define
D = {D ∈ Rm×d : ‖D:,i‖2 = 1, ∀i ∈ [d]} , (2)
where ‖·‖2 is the `2-norm and the set [d] = {1, 2, · · · , d}. This is the set of all feasible dictionaries.
Represent the sparsity pattern of X by the index set Ω ⊂ [d]× [n] which contains the indices of all the
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X (Ω) = {X ∈ Rd×n : Xi,j = 0, ∀ (i, j) /∈ Ω} . (3)
This is the set of all feasible X given sparsity pattern Ω. The dictionary update problem is formulated as
inf
D∈D
f (D) = inf
D∈D
inf
X∈X (Ω)
‖Y −DX‖2F︸ ︷︷ ︸
f(D)
. (4)
To evaluate f (D) for a given D, one needs to solve the least squares problem infX∈X (Ω) ‖Y −DX‖2F .
Denote the optimal X by X (D), which can be viewed as a function of D. An update in D results in
an update of X (D). In other words, both D and X are simultaneously updated.
One may notice that the optimal X that solves the least squares problem infX∈X (Ω) ‖Y −DX‖2F may
not be unique. Non-unique solutions happen only when D is singular, formally defined as follows. For
a given sparsity patten Ω, let Ω (:, j) = {i : (i, j) ∈ Ω}. Let D:,Ω(:,j) be the sub-matrix of D containing
the columns indexed by Ω (:, j). A dictionary D is singular under sparsity patten Ω if there exists j ∈ [n]
such that the columns of D:,Ω(:,j) are linearly dependent, i.e., D:,Ω(:,j) does not have full column rank. At
a singular point, X (D) is not uniquely defined. This can be solved by arbitrarily choosing one of the
multiple solutions as the choice of X (D) does not affect the value of f (D).
The singularity problem brings several algorithmic problems.
1) Severe performance deterioration in dictionary update. Our empirical experiments (detailed in Sec-
tion VII-A) show that, when the dictionary update procedure fails in finding a globally optimal
solution, most likely it converges to a singular point, i.e., an ill-conditioned dictionary.
2) Slow convergence in dictionary update. Let λmin
(
D:,Ω(:,j)
)
be the minimum singular value of the
matrix D:,Ω(:,j). When it is close to zero, the curvature (Hessian) of f (D) is large and the gradient
changes significantly in the neighborhood of a singular point. Optimization algorithms typically
suffer from a very slow convergence rate.
3) Instability in the subsequent sparse coding stage. When λmin
(
D:,Ω(:,j)
)
is close to zero, the solution
to the least squares problem inf
XΩ(:,j),j
∥∥Y:,j −D:,Ω(:,j)XΩ(:,j),j∥∥2F becomes unstable: small changes in
Y:,j often result in very different least squares solutions X∗Ω(:,j),j . It is well known that the stability
of sparse coding relies on the so called restricted isometry condition (RIP) [61], which requires that
the singular values of submatrices of D center around 1. An ill-conditioned D violates RIP and
7hence results in sparse coefficients that are sensitive to noise.
To mitigate the singularity problem, we propose to add a regularization term into the objective function:
inf
D∈D
fµ (D) = inf
D∈D
inf
X∈X (Ω)
‖Y −DX‖2F + µ ‖X‖2F︸ ︷︷ ︸
fµ(D)
, (5)
where µ > 0 is a properly chosen constant. Hereafter, we refer to (4) and (5) as primitive SimCO
and regularized SimCO respectively. Note that when µ = 0, regularized SimCO reduces to primitive
SimCO. In practice, one may consider first using regularized SimCO (µ > 0) to obtain a reasonably
good dictionary and then reduce the regularization constant µ to zero to refine the dictionary further.
This two-step procedure often results in a well-conditioned dictionary that fits the training data. See the
simulation part (Section VII) for examples.
The effect of the regularization term is to remove the singular point. Let Y:,j be the jth column of Y .
Let XΩ(:,j),j be the sub-vector of X:,j formed by the entries indexed by Ω (:, j). Let mj = |Ω (:, j)| be
the number of non-zeros in the jth column of X . Define
y˜j =
 Y:,j
0mj
 , Dj = D:,Ω(:,j), and D˜j =
 D:,Ω(:,j)√
µ · Imj
 , (6)
where 0mj is the zero vector of length mj , and Imj is the mj ×mj identity matrix. Then
fµ (D) = inf
X∈X (Ω)
‖Y −DX‖2F + µ ‖X‖2F
=
n∑
j=1
inf
XΩ(:,j),j
∥∥Y:,j −D:,Ω(:,j)XΩ(:,j),j∥∥22 + µ∥∥XΩ(:,j),j∥∥22
=
n∑
j=1
inf
XΩ(:,j),j
∥∥∥y˜j − D˜jXΩ(:,j),j∥∥∥2
2︸ ︷︷ ︸
fµ,j(Dj), or equivalently fµ,j(D˜j)
. (7)
When µ > 0, the matrix D˜j in the jth atomic function fµ,j
(
D˜j
)
has full column rank. The objective
function fµ (D) is always continuous and contains no singular points. The algorithmic details for solving
the regularized SimCO are presented in Section V.
So far, we have considered only the case where all the codewords and the corresponding nonzero coeffi-
cients are simultaneously updated. It is worth noting that SimCO accommodates the case of simultaneously
updating an arbitrary subset of codewords and the corresponding nonzero coefficients. More precisely, let
8I ⊆ [d] be the index set of the codewords to be updated. That is, only codewords D:,i’s, i ∈ I, are to be
updated while all other codewords D:,i’s, i /∈ I, remain constant. Let D:,I denote the sub-matrix of D
formed by the columns of D indexed by I. Let XI,: denote the sub-matrix of X consisting of the rows
of X indexed by I. Define
Yr = Y −D:,IcXIc,:,
where Ic is a set complementary to I. Then Y −DX = Yr −D:,IXI,:. Replacing the Y , D and X in
(4) and (5) by Yr, D:,I and XI,: respectively, the optimization framework developed for the full set [d],
i.e., (4) and (5), can be readily applied to the case I ⊂ [d]. For this reason, the discussions hereafter will
center around the full set [d] case (the subscript I will be dropped).
Finally, we would like to comment on the column-norm constraint imposed on the dictionary in (2).
This constraint appears in K-SVD but not in MOD. Theoretically, the performance of a given dictionary
is invariant to the column norms: a scaling in columns of D can be compensated by an inverse scaling
in the corresponding rows of X . On the other hand, the constraint on the column norms has certain
advantages:
1) A normalized dictionary D ∈ D is required in regularized SimCO. The regularization term µ ‖X‖2F
is useful only when the column norms of D are fixed. Otherwise, the regularized objective function
(5) can be reduced simply by scaling up the columns of D.
2) A normalized dictionary D ∈ D plays an important role in identifying singular points. As detailed in
Section VII-A, the gradient of the objective function f (D) is used to distinguish between singular
points and local minimizers. Since scaling the columns of the dictionary results in scaling in the
gradient (see (10) for more details), a normalization is necessary.
3) A normalized dictionary D ∈ D is preferred in the sparse coding stage. Sparse coding algorithms
rely heavily on the magnitudes of the coefficients Xi,j’s, (i, j) ∈ [d] × [n], which are affected by
the column norms of D. It is a standard practice to normalize the columns of D before applying
sparse coding algorithms.
III. RELATION TO THE STATE OF THE ART
In this section, we discuss how primitive SimCO is related to two benchmark algorithms MOD and
K-SVD. Furthermore, as regularization substantially improves the performance (motivated in Section II
and empirically demonstrated in Section VII), we regularize MOD and K-SVD as well. Here, we would
9like to emphasize that the regularization technique is designed to handle the singularity problem, which
is observed via the SimCO framework. The authors are not aware of regularized versions of MOD and
K-SVD in the literature.
In MOD, the dictionary update involves iteratively performing two steps: first fix D and solve X for
infX∈X (Ω) ‖Y −DX‖2F ; then fix X and solve D for infD∈Rm×d ‖Y −DX‖2F . Both steps involve
only solving a least squares problem. Denote the dictionaries before and after an iteration by D and
D′ respectively. Then the updated sparse coefficients are X (D) and the updated dictionary is given by
D′ = Y XT (D)
(
X (D)XT (D)
)−1.
MOD can be viewed as an inexact Newton method to solve the primitive SimCO problem without
the column norm constraint. To see it, after dropping the column-norm constraint, the optimization
problem in SimCO becomes infD∈Rm×d f (D) where f (D) = infX∈X (Ω) ‖Y −DX‖2F . Consider the
Newton iteration for dictionary update, where the gradient and the Hessian are given by ∇f (D) =
−2 (Y −DX (D))XT (D) and
∇2f (D) = 2 (∇D)X (D)XT (D)
+ 2D (∇X (D))XT (D) + 2DX (D) (∇X (D))T
respectively (see Section V-B for more details on how to compute Hessian). Note that the computation
of ∇X (D) is complicated. To reduce the computational complexity, one may approximate ∇2f by
omitting the terms involving ∇X (D), i.e., approximate ∇2f by 2 (∇D)X (D)XT (D). Following
from this approximation, the objective function at the neighborhood of a given dictionary D0 can be
approximated by f (D) ≈ ‖Y −DX (D0)‖2F . The optimal dictionary with respect to the approximated
objective function is then given by D′ = Y XT (D0)
(
X (D0)X
T (D0)
)−1, which coincides with the
update rule in MOD.
Using a similar approximation for the corresponding Hessian matrix, MOD can be adapted to solve
the regularized SimCO problem. We refer to it as regularized MOD. It again iteratively performs two
steps: first fix D and solve X for infX∈X (Ω) ‖Y −DX‖2F + µ ‖X‖2F ; then fix X and solve D for
infD∈Rm×d ‖Y −DX‖2F . Substantial improvement in empirical performance can be observed in Section
VII.
The relation between SimCO and K-SVD is straightforward. Consider the SimCO where only one
codeword and the corresponding sparse coefficients are updated. The resulting objective function is the
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same as that of K-SVD. More specifically, suppose that only the ith codeword and the corresponding sparse
coefficients are updated. Let Yr = Y −D:,{i}cX{i}c,:. Then both SimCO and K-SVD aim at solving
inf
D:,i: ‖D:,i‖2=1
inf
Xi,Ω(i,:)
∥∥∥(Yr):,Ω(i,:) −D:,iXi,Ω(i,:)∥∥∥2
2
.
In K-SVD, singular value decomposition (SVD) is used to solve the above optimization problem.
Nevertheless, it is not clear how to extend K-SVD to the regularized case. Let mi = |Ω (i, :)|. With the
regularization term, the optimization problem becomes
inf
D:,i: ‖D:,i‖2=1
inf
Xi,Ω(i,:)∈Rmi
∥∥∥(Yr):,Ω(i,:) −D:,iXi,Ω(i,:)∥∥∥2
2
+ µ
∥∥Xi,Ω(i,:)∥∥22
= inf
d: ‖d‖2=1
inf
x∈Rmi
∥∥∥∥∥∥∥∥∥∥∥∥
 (Yr):,Ω(i,:)
Omi

︸ ︷︷ ︸
Y˜r,i
−
 d√
µ1mi

︸ ︷︷ ︸
d˜
xT
∥∥∥∥∥∥∥∥∥∥∥∥
2
2
,
where Omi is the mi × mi zero matrix, 1mi ∈ Rmi is an all-one vector, and we have simplified the
notations D:,i and Xi,Ω(i,:) to d and x respectively. If we apply SVD to (Yr):,Ω(i,:), the solution is exactly
identical to that in the original K-SVD. If we apply SVD to Y˜r,i, the left singular vectors are not of the
form d˜: the last mi entries of the left singular vectors are always zero. In either case, in contrast to the
original K-SVD, SVD cannot solve the joint optimization problem. In the numerical comparison part of
this paper, we use regularized SimCO with I = {i} ⊂ [d] to solve this optimization problem, and refer
to the resulting algorithm as regularized “K-SVD” although it involves no SVD.
IV. PRELIMINARIES ON MANIFOLDS
Our approach for solving the optimization problem (4) and (5) relies on the notion of Stiefel and
Grassmann manifolds. In particular, the Stiefel manifold Um,1 is defined as Um,1 =
{
u ∈ Rm : uTu = 1} .
The Grassmann manifold Gm,1 is defined as Gm,1 = {span (u) : u ∈ Um,1} . Here, the notations Um,1 and
Gm,1 follow from the convention in [62], [63]. Note that each element in Um,1 is a unit-norm vector while
each element in Gm,1 is a one-dimensional subspace in Rm. For any given u ∈ Um,1, it can generate a
one-dimensional subspace U ∈ Gm,1. Meanwhile, any given U ∈ Gm,1 can be generated from different
u ∈ Um,1: if U = span (u), then U = span (−u) as well.
With these definitions, the dictionary D can be interpreted as the Cartesian product of d many Stiefel
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manifolds Um,1. Each codeword (column) in D is one element in Um,1. It looks straightforward that
optimization over D is an optimization over the product of Stiefel manifolds.
What is not so obvious is that the optimization is actually over the product of Grassmann manifolds.
For any given pair (D,X), if the signs of D:,i and Xi,: change simultaneously, the value of the objective
function ‖Y −DX‖2F stays the same. Let D = [D:,1, · · · ,D:,i−1,D:,i,D:,i+1, · · · ,D:,d] and D′ =
[D:,1, · · · ,D:,i−1,−D:,i,D:,i+1, · · · ,D:,d]. Then it is straightforward to verify that f[d] (D) = f[d] (D′).
In other words, it does not matter what D:,i is; what matters is the generated subspace span (D:,i). As
shall become explicit later, this phenomenon has a significant impact on algorithm design and analysis.
It is worth noting that the performance of a given dictionary is invariant to the permutations of the code-
words. However, how to effectively address this permutation invariance analytically and algorithmically
remains an open problem.
V. IMPLEMENTATION DETAILS FOR SIMCO
This section presents the algorithmic details on how to solve the optimization problems (4) and (5).
As the primitive SimCO is a special case of regularized SimCO where µ = 0, the descriptions below
center around regularized SimCO. One of the key properties of SimCO is that the objective function
fµ (D) only involves the dictionary. To minimize this objective function, derivatives of this function need
to be evaluated. First and second order optimization procedures can be implemented. Note that first order
methods are often conceptually easier to understand but slower in convergence rate, while second order
methods are typically faster in convergence rate but more complicated in the computation of the search
direction. In this section, we first outline the proposed algorithms, then give details on the computations
of the first and second order derivatives, and finally discuss the line search path that satisfies the column
norm constraint.
A. Outline of Algorithms
A natural choice of first order optimization procedures is the gradient descent line search method.
Algorithm 2 summarizes one iteration of the proposed procedure. The computational details of the gradient
∇fµ and line search path D (t) are presented in Sections V-B and V-C respectively, where t is a step size.
For proof-of-concept, we use the method of golden section search1 (see [65] for a detailed description).
1Algorithm 2 looks more complicated than popular gradient descent methods in standard textbooks, e.g., [64]. We choose this
implementation because it mimics the ideal gradient descent with infinitesimal steps more authentically than other optimization methods of
which the step size may be so large that local minimizers or singular point may not be seen. In the simulation part, we use Algorithm 2 to
catch the singular points.
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Algorithm 2 One iteration in a gradient descent line search algorithm.
Input: Y , D, X
Output: D′ and X ′.
Parameters: t4 > 0: initial step size. gmin > 0: the threshold below which a gradient can be viewed as
zero.
Initialization: Let c =
(√
5− 1) /2.
1) Let t1 = 0. Compute fµ (D) and ∇fµ (D). If ‖∇fµ‖F ≤ gmin ‖Y ‖2F , then D′ = D, X ′ = X , and
quit.
2) Set line search direction H = −∇fµ. Let t3 = ct4 and t2 = (1− c) t4.
Part A: the goal is to find t4 > 0 s.t. f (D (t1)) > f (D (t2)) > f (D (t3)) ≤ f (D (t4)), where D (t) is
defined via (15). Iterate the following steps.
3) If f (D (t1)) ≤ f (D (t2)), then t4 = t2, t3 = ct4 and t2 = (1− c) t4.
4) Else if f (D (t2)) ≤ f (D (t3)), then t4 = t3, t3 = t2 and t2 = (1− c) t4.
5) Else if f (D (t3)) > f (D (t4)), then t2 = t3, t3 = t4 and t4 = t3/c.
6) Otherwise, quit the iteration.
Part B: the goal is to shrink the interval length t4−t1 while keeping f (D (t1)) > f (D (t2)) > f (D (t3)).
Iterate the following steps until t4 − t1 is sufficiently small.
7) If f (D (t1)) > f (D (t2)) > f (D (t3)), then t1 = t2, t2 = t3 and t3 = t1 + c (t4 − t1).
8) Else t4 = t3, t3 = t2 and t2 = t1 + (1− c) (t4 − t1).
Output: Let t∗ = arg min
t∈{t1,t2,t3,t4}
f (D (t)). Set D′ = D (t∗) and compute X ′ according to (9).
The idea is to use the golden ratio to successively narrow the search range of t inside which a local
minimum exists. To implement this idea, we design a two-step procedure in Algorithm 2: in the first step
(Part A), we increase/decrease the range of t, i.e., (0, t4), so that it contains a local minimum and the
objective function looks unimodal in this range; in the second step (Part B), we use the golden ratio to
narrow the range so that we can accurately locate the minimizer. Note that the proposed algorithm is by
no means optimal. Other ways to do a gradient descent efficiently can be found in [64, Chapter 3].
For second order optimization methods, we choose line search Newton-CG (LSNCG) method [64, Ch.
7]. (It turns out that the trust region method [64], another popular second order optimization method, is
not quite numerically stable under certain conditions.) It is worth noting that LSNCG, which uses the
exact Hessian, typically exhibits faster convergence rate than MOD, where an approximate of the Hessian
is employed.
Before discussing the details, let us first understand the ideas behind LSNCG. Let D and D′ be the
dictionaries before and after a line search step. In Newton methods, D′−D = − (∇2fµ)−1∇fµ. However,
note that the Hessian ∇2fµ is an (m× d)× (m× d) matrix with entries ∂2fµ/ (∂Di,j∂Dk,`). Computing
it explicitly and taking the inverse are computationally expensive. The main idea of LSNCG method is
to use the conjugate gradient method [64, Ch. 5] to avoid explicit computation of the Hessian and its
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Algorithm 3 One iteration in the LSNCG algorithm
Input: Y , D, X
Output: D′ and X ′.
Initialization: Set Z(0) = 0 ∈ Rm×d, R(0) = ∇fµ, H(0) = −R(0), and J = 0. Define tolerance
 = min
(
0.5,
√‖∇fµ‖F ) ‖∇fµ‖F . Define shrink constant ρ ∈ (0, 1).
Part A: the goal is to find the Newton direction H using conjugate gradient method. Perform the following
iterations.
1) If 〈∇fµ,∇H(J)∇fµ〉 ≥ 0, set H = H(J) and quite the iterations.
2) Set α(J) =
〈
R(J),R(J)
〉
/
〈
H(J),∇H(J)∇fµ
〉
, Z(J+1) = Z(J) + α(J)H(J), and R(J+1) = R(J) +
α(J)∇H(J)∇fµ.
3) If
∥∥R(J+1)∥∥
F
< , set H = Z(J+1) and quit the iterations.
4) Set β(J+1) =
〈
R(J+1),R(J+1)
〉
/
〈
R(J),R(J)
〉
,H(J+1) = −R(J+1)+β(J+1)H(J), and then J = J+1.
Part B: Line search along H .
5) Start with t = 1 and repeat setting t = ρt until fµ (D (t)) < fµ (D). Set t∗ = t, D′ = D (t∗) and
compute X ′ according to (9).
inverse. The steps of LSNCG are based on the concept of directional derivative. Let H ∈ Rm×r be a
matrix of the same dimension of D. The directional derivative of fµ along direction H is defined as
∇Hfµ (D) = lim
τ→0
fµ (D +Hτ)− fµ (D)
τ
.
Instead of computing the Hessian, LSNCG only involves directional derivative of the gradient, i.e.,
∇H∇fµ (D) = lim
τ→0
∇fµ (D +Hτ)−∇fµ (D)
τ
.
Note that both ∇fµ and ∇H∇fµ are m × d matrices2 and admit closed forms (computation details are
given in Section V-B). The computational complexity is greatly reduced. Algorithm 3 summarizes one
iteration of the LSNCG procedure for dictionary update, where 〈A,B〉 represents the inner product of
matrices A and B.
B. Computation of the First and Second Order Derivatives
We now compute ∇fµ and ∇H∇fµ. From the decomposition fµ =
∑
j fµ,j derived in (7), it is clear
that
∇fµ =
∑
j
∇fµ,j. (8)
2The entries of ∇fµ ∈ Rm×d are ∂fµ/∂Di,j and those of ∇H∇fµ are ∇H (∂fµ/∂Di,j).
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For any given H ∈ Rm×d, define Hj = H:,Ω(:,j). It can be verified that
∇H∇fµ = ∇H
(∑
j
∇fµ,j
)
=
∑
j
∇H∇fµ,j =
∑
j
∇Hj∇fµ,j.
As a result, it suffices to compute ∇fµ,j and ∇Hj∇fµ,j for each atomic function.
The jth atomic function for regularized SimCO, defined in (7), is of the form fµ,j =
∥∥∥y˜j − D˜jxj (D˜j)∥∥∥2
2
where
xj
(
D˜j
)
= D˜†j y˜j =
(
D˜Tj D˜j
)−1
D˜Tj y˜j. (9)
Again, let mj = |Ω (:, j)|. Then D˜j ∈ R(m+mj)×mj . Note that, fµ,j can be regarded as a function of either
D˜j or Dj . We first compute ∇fµ,j
(
D˜j
)
∈ R(m+mj)×mj , i.e., the gradient of fµ,j with respect to D˜j ,
and then obtain ∇fµ,j (Dj) ∈ Rm×mj , i.e., the gradient of fµ,j with respect to Dj from ∇fµ,j
(
D˜j
)
. The
gradient with respect to D˜j is given by3
∇fµ,j(D˜j) = ∂fµ,j
∂D˜j
∣∣∣∣∣
xj(D˜j)
+
∂fµ,j
∂xj
∣∣∣∣
D˜j
· ∂xj
∂D˜j
= −2
(
y˜j − D˜jxj
)
xTj − 2D˜Tj
(
y˜j − D˜jxj
)
· ∂xj
∂D˜j
.
Note that y˜j−D˜jxj = y˜j−D˜jD˜†j y˜j is orthogonal to the columns of D˜j . One has D˜Tj
(
y˜j − D˜jxj
)
= 0.
As a result,
∇fµ,j(D˜j) = −2
(
y˜j − D˜jxj
)
xTj . (10)
From the definition of D˜j in (6), Dj is a sub-matrix of D˜j , and therefore ∇fµ,j (Dj) is also a sub-matrix
of ∇fµ,j(D˜j), i.e., ∇fµ,j (Dj) =
(
∇fµ,j(D˜j)
)
1:m,1:mj
.
A similar procedure is used to compute the second order derivative ∇Hj∇fµ (Dj). For a given Hj ∈
Rm×mj , define H˜j =
[
HTj ,Omj
]T ∈ R(m+mj)×mj , whereOmj is the mj×mj zero matrix. By the definition
of D˜j and directional derivative, it can be verified that ∇Hj∇fµ (Dj) =
(
∇H˜j∇fµ
(
D˜j
))
1:m,1:mj
. We
3Note that the term ∂fµ,j
∂xj
∣∣∣
D˜j
· ∂xj
∂D˜j
is a product of a vector and a tensor defined as
∑
k
(
∂fµ,j
∂(xj)k
∣∣∣∣
D˜j
)
· ∂(xj)k
∂D˜j
, where (xj)k is the k
th
element of the vector xj .
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compute ∇H˜j∇fµ
(
D˜j
)
as follows. For any H˜j ,
1
2
∇H˜j∇fµ
(
D˜j
)
=
(
∇H˜jD˜j
)
xjx
T
j + D˜j
(
∇H˜jxj
)
xTj −
(
y˜j − D˜jxj
)(
∇H˜jxj
)T
. (11)
It is clear that ∇H˜jD˜j = H˜j . To compute the other term ∇H˜jxj , note that xj is a function of D˜j
involving matrix inversion. To proceed, we use the fact that for any invertible matrix A, it holds ∇A−1 =
−A−1 (∇A)A−1 (derived by differentiating both sides of A ·A−1 = I). As a result, one has ∇H˜jxj =
∇H˜jD˜†j y˜j where ∇H˜jD˜†j is given by
∇H˜jD˜†j = ∇H˜j
((
D˜Tj D˜j
)−1
D˜Tj
)
= −
(
D˜Tj D˜j
)−1
∇H˜j
(
D˜Tj D˜j
)(
D˜Tj D˜j
)−1
D˜Tj
+
(
D˜Tj D˜j
)−1
∇H˜jD˜Tj
= −
(
D˜Tj D˜j
)−1 (
∇H˜jD˜Tj
)
D˜jD˜
†
j − D˜†j
(
∇H˜jD˜j
)
D˜†j
+
(
D˜Tj D˜j
)−1
∇H˜jD˜Tj
=
(
D˜Tj D˜j
)−1
H˜Tj
(
I − D˜jD˜†j
)
− D˜†jH˜jD˜†j .
Define y˜e,j = y˜j − D˜jxj . Then,
∇H˜jxj =
(
D˜Tj D˜j
)−1
H˜Tj
(
y˜j − D˜jxj
)
− D˜†jH˜jxj
=
(
D˜Tj D˜j
)−1
H˜Tj y˜e,j −
(
D˜Tj D˜j
)−1
D˜Tj H˜jxj
=
(
D˜Tj D˜j
)−1 (
H˜Tj y˜e,j − D˜Tj H˜jxj
)
. (12)
Substitute (12) into (11). One is able to compute ∇H˜j∇fµ
(
D˜j
)
, and hence ∇Hj∇fµ (Dj), and ∇H∇fµ.
C. Line Search Path
The line search mechanism used in this paper is significantly different from the standard one due to the
column norm constraint in (2). In a standard line search algorithm, the kth iteration outputs an updated
dictionary D(k) via
D(k) = D(k−1) + t ·H , (13)
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where t ∈ R+ is a properly chosen step size and H ∈ Rm×d is the line search direction. Common choices
for the search direction include H = −∇fµ for the gradient descent method and H = − (∇2fµ)−1∇fµ
for the Newton method. However, a direct application of (13) generally results in a dictionary D /∈ D.
The line search path in this paper is restricted to the product of Grassmann manifolds. This is because,
as has been discussed in Section IV, the objective function fµ is indeed a function defined on the product
of Grassmann manifolds. On the Grassmann manifold Gm,1, the geodesic path plays the same role as the
straight line in the Euclidean space: given any two distinct points on Gm,1, the shortest path that connects
these two points is geodesic [62]. Specifically, let U ∈ Gm,1 be a one-dimensional subspace and u ∈ Um,1
be the corresponding generator matrix (not unique).4 Consider a search direction h ∈ Rm with ‖h‖2 = 1
and hTu = 0. Then the geodesic path starting from u along the direction h is given by [62]
u (t) = u · cos t+ h · sin t, t ∈ R.
Note that u (t) = −u (t+ pi) and hence span (u (t)) = span (u (t+ pi)). In practice, one can restrict the
search path within the interval t ∈ [0, pi).
For the dictionary update problem at hand, the line search path is defined as follows. Let H ∈ Rm×d
be the search direction. (H = −∇fµ for the gradient descent method and H = − (∇2fµ)−1∇fµ for the
Newton method.) Let hi be the ith column of H . Define
h¯i = hi −D:,iDT:,ihi, ∀i ∈ I, (14)
so that h¯i and D:,i are orthogonal. The line search path for dictionary update, say D (t), t ≥ 0, is given
by [62] 
D:,i (t) = D:,i if
∥∥h¯i∥∥2 = 0,
D:,i (t) = D:,i cos
(∥∥h¯i∥∥2 t)+ (h¯i/ ∥∥h¯i∥∥2) sin (∥∥h¯i∥∥2 t)
if
∥∥h¯i∥∥2 6= 0.
(15)
VI. CONVERGENCE OF PRIMITIVE SIMCO
The focus of this section is on the convergence performance of primitive SimCO when the index set
I contains only one index. The analysis shows deep connections between primitive SimCO and K-SVD.
It is clear that the optimization formulations of primitive SimCO and K-SVD are exactly the same when
|I| = 1. However, the methods used to solve the optimization problem are quite different: primitive
4The generator matrix u is a vector in this case.
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SimCO uses standard optimization methods while K-SVD employs SVD. The question is whether these
two different approaches will give the same solution eventually. Theorem 1 of this section shows that a
gradient descent finds a global optimum with probability one. Hence, when |I| = 1, primitive SimCO
and K-SVD are the same in terms of ultimate learning performance. Note that, even though the general
case where |I| > 1 is more interesting, it remains open which point SimCO will converge to in this case.
When |I| = 1, the rank-one matrix approximation problem arises in both primitive SimCO and K-SVD.
Formally, let A ∈ Rm×n be a matrix, where m ≥ 1 and n ≥ 1 are arbitrary positive integers. Without
loss of generality, assume that m ≤ n. Suppose that the sorted singular values satisfy λ1 > λ2 ≥ λ3 ≥
· · · ≥ λm. Define
f (u) = min
w∈Rn
∥∥A− uwT∥∥2
F
, ∀u ∈ Um,1. (16)
The rank-one matrix approximation problem can be written as the following optimization problem
min
u∈Um,1
f (u) . (17)
The performance of gradient descent is analyzed in Theorem 1 for the rank-one matrix approximation
problem. To avoid numerical problems that may arise in practical implementations, we consider an
ideal gradient descent procedure with infinitesimal step sizes. (Note that true gradient descent requires
infinitesimal steps.)
Theorem 1. Consider a matrix A ∈ Rm×n and its singular value decomposition. Employ the gradient
descent procedure with infinitesimal steps to solve (16). Suppose the starting point, denoted by u0, is
randomly generated from the uniform distribution on Um,1. Then the gradient descent procedure finds a
global minimizer with probability one.
The proof is detailed in Appendix A.
Remark 2. The notion of Grassmann manifold is essential in the proof. The reason is that the global
minimizer is unique up to the subspace spanned by u: if u ∈ Rm is a global minimizer, then so is u′ for
all u′ such that span (u′) = span (u).
Remark 3. According to the authors’ knowledge, this is the first result showing that a gradient search on
Grassmann manifold solves the rank-one matrix approximation problem. In the literature, it has been shown
that there are multiple stationary points for the rank-one matrix approximation problem [66, Proposition
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4.6.2]. Our results show that a gradient descent method will not converge to any other stationary points than
global minimizers. More recently, the rank-one decomposition problem where λ2 = λ3 = · · · = λm = 0
was studied in [63]. Our proof technique is significantly different as the effects of the eigen-spaces
corresponding to λ2, · · · , λm need to be considered for the rank-one approximation problem.
VII. EMPIRICAL TESTS
In this section, we numerically test the proposed primitive and regularized SimCO. In the test of
SimCO, all codewords are updated simultaneously, i.e., I = [d]. In Section VII-A, we show that MOD5,
K-SVD, and primitive SimCO may result in an ill-conditioned dictionary while regularization can mitigate
this problem. Learning performance of synthetic and real data is presented in Sections VII-B and VII-C
respectively. A running time comparison of different algorithms is conducted in Section VII-D.
It is worth noting that Algorithm 2 (gradient descent) is used for the analysis of singular points in Section
VII-A because of the reasons explained in Footnote 1. Algorithm 3 (LSNCG) is employed for synthetic
and real data tests in Sections VII-B and VII-C due to its fast convergence rate. Both regularized “K-SVD”
and regularized MOD are based on second order optimization methods to ensure a fair comparison.
A. Ill-conditioned Dictionaries
In this subsection, we handpick a particular example to show that MOD, K-SVD and primitive SimCO
may converge to an ill-conditioned dictionary. In the example, the training samples Y ∈ R16×78 are
computed via Y = DtrueXtrue, where Dtrue ∈ R16×32 , Xtrue ∈ R32×78, and each column of X
contains exactly 4 nonzero components. We assume that the sparse coding stage is perfect, i.e., the
true sparsity pattern Ωtrue is available. We start with a particular choice of the initial dictionary D0 ∈ D.
The regularization constant µ is set to 0 and 0.01 for primitive and regularized SimCOs respectively.
Define the condition number of a dictionary D as
κ (D) = max
1≤j≤n
λmax (Dj) /λmin (Dj) ,
where Dj = D:,Ω(:,j). The numerical results are presented in Figure 1, where fµ=0, ‖∇fµ=0‖F / ‖Y ‖F ,
and κ (D) are compared from the left to the right. Note that in this example, κ (Dtrue) = 3.39.
The results in Figure 1 show that
5In the tested MOD, the columns in D are normalized after each dictionary update. This extra step is performed because many sparse coding
algorithms require a normalized dictionary. Furthermore, our preliminary simulations (not shown in this paper) show that the performance
of dictionary update could seriously deteriorate if the columns are not normalized.
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Figure 1: Starting with the same point, the convergence behaviors of MOD, K-SVD, primitive SimCO and
regularized SimCO are different. In this particular example, only regularized SimCO avoids converging
to a singular point.
1) When the number of iterations exceeds 50, MOD, K-SVD and primitive SimCO stop improving
the training performance. Surprisingly, the gradient ∇fµ=0 in these methods does not converge to
zero. This implies that these methods do not converge to a local minimizer. A more careful study
reveals that these algorithms converge to singular points where κ (D) becomes large (κ (D) > 10
for MOD, K-SVD, and primitive SimCO).
2) By adding a regularization term and choosing the regularization constant properly, regularized
SimCO avoids the convergence to an ill-conditioned dictionary, hence improves the performance.
It is worth noting that the SimCO formulation is crucial for distinguishing between singular points and
local minimizers. In the SimCO formulation, the objective function only involves the dictionary, and the
gradient of the objective function can be easily computed via (8) and (10). If the search process converges
to a local minimizer, the gradient should converge to zero. When the gradient does not vanish and changes
rapidly in a neighborhood, the convergence point must be a singular point.
We also observe that the singular points, rather than the local minima, are the bottleneck. Towards this
end, we randomly pick converged dictionaries in MOD, K-SVD, and primitive SimCO (from the case
where there is no noise and Ωtrue is priorly known). Surprisingly, we found that these algorithms either
converge to a global minimizer or a singular point. Among the randomly picked converged dictionaries,
no local minimizer has been found yet. Furthermore, as we will show in the next subsection, by adding
the regularization term and forcing the search path away from singular points, substantial performance
improvement can be achieved. All these suggest that singular points tend to be the major obstacle
preventing these algorithms from converging to a global minimizer.
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(a) Noiseless case.
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(b) Noisy case: SNR of training samples is 20 dB. Note
that there always exists a floor in the reconstruction
error which is proportional to noise.
Figure 2: Performance comparison of dictionary update (no sparse coding step).
B. Experiments on Synthetic Data
The setting for synthetic data tests is summarized as follows. The training samples are generated via
Y = DtrueXtrue. Here, the columns of Dtrue are randomly generated from the uniform distribution on
the Stiefel manifold Um,1. Each column of Xtrue contains exactly S many non-zeros: the position of the
non-zeros are uniformly distributed on the set
(
[d]
S
)
= {{i1, · · · , iS} : 1 ≤ ik 6= i` ≤ d}; and the values
of the non-zeros are standard Gaussian distributed. In the tests, we fix m = 16, d = 32, and S = 4, and
change n, i.e., the number of training samples. Generally speaking, the fewer training samples there are,
the more challenging the dictionary update is. In our experiments, we intentionally choose the challenging
case with small n.
We first focus on the performance of dictionary update by assuming that the true sparsity pattern Ωtrue
is available. In regularized methods, the regularization constant µ is sequentially reduced to zero: the total
number of iterations is set to 400; we change µ from 1e − 1 to 1e − 2, 1e − 3, and 1e − 4, for every
100 iterations. Experiments for both noiseless and noisy cases are performed. Note that in the noiseless
case, the sparse representation distortion ‖Y −DX‖2F /n can approach zero. It is more indicative to use
success rate rather than distortion: a success is claimed when ‖Y −DX‖2F /n ≤ 10−7 and a failure is
claimed otherwise. For the noisy case, there always exists a floor in the representation distortion that is
proportional to noise. The normalized distortion ‖Y −DX‖2F /n serves as a good performance measure.
The simulation results are presented in Figure 2. It is evident that regularization significantly improves the
performance and that among all the regularized methods, regularized SimCO is consistently better than
others.
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Figure 3: Performance comparison of dictionary learning using OMP for sparse coding.
Then we evaluate the overall dictionary learning performance by combining the dictionary update and
sparse coding stages. For sparse coding, we adopt the OMP algorithm [25] as it has been used for testing
the K-SVD method in [10], [67]. The overall dictionary learning procedure is given in Algorithm 1. We
refer to the iterations between sparse coding and dictionary learning stages as outer-iterations, and the
iterations within the dictionary update stage as inner-iterations. In our tests, the number of outer-iterations
is set to 50, and the number of inner-iterations of is set to 1. Furthermore, in regularized SimCO, the
regularized constant is set to µ = 1e− 1 during the first 30 outer-iterations, and µ = 0 during the rest 20
outer-iterations. The normalized learning performance ‖Y −DX‖2F /n is depicted in Figure 3. Again,
the average performance of regularized SimCO is consistently better than that of other methods.
C. Numerical Results for Image Denoising
As we mentioned in the introduction, dictionary learning methods have many applications. In this
subsection, we look at one particular application, i.e., image denoising. Here, an image corrupted by
noise was used to train the dictionary: we take 1,000 (significantly less than 65,000 used in [67]) blocks
(of size 8 × 8) of the corrupted image as training samples. The number of codewords in the training
dictionary is d = 256. For dictionary learning, we iterate the sparse coding and dictionary update stages
10 times. The sparse coding stage is based on the OMP algorithm implemented in [67]. In the dictionary
update stage, different algorithms are tested and the number of iterations in dictionary update is set to 50.
The regularization constant is set to µ = 0.05. After the whole process of dictionary learning, we use the
learned dictionary to reconstruct the image. The reconstruction results are presented in Figure 4. While all
dictionary learning methods significantly improves the image SNRs, the largest gain was obtained from
regularized SimCO.
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Denoised by Regularized MOD, 30.0781dB Denoised by Regularized "K−SVD" , 30.6725dBDenoised by Regularized SimCO, 30.6825dB
Figure 4: Example of the image denoising using dictionary learning. PSNR values in dB are given in
sub-figure titles.
D. Comments on the Running Time
This subsection compares the computational complexity of MOD, K-SVD, and SimCO. As detailed in
Sections III and V, MOD uses an approximation to the Hessian while Algorithm 3 is based on the exact
Hessian (without explicitly computed). As a result, the complexity of MOD and SimCO is on the same
level: the computational cost for each MOD iteration is less than that for each SimCO iteration, but the
number of iterations required for convergence in MOD is larger than that in SimCO. As opposed to MOD
and SimCO where all codewords are simultaneously updated, K-SVD updates codewords individually.
Despite the fact that a closed form solution can be obtained for each update via SVD, the speed of K-
SVD is often slower than MOD and SimCO because of the individual update. The actual running time
in practice is compared for different algorithms in Table I. The numerical comparison is consistent with
the qualitative analysis above.
VIII. CONCLUSIONS
We have presented a new framework for dictionary update. It allows not only a simultaneous update of
all codewords and the corresponding coefficients but also the observation that singular points rather than
local minima are the bottleneck for the dictionary update. To mitigate the effects of singularity, regularized
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Table I: Comparison of running time (in seconds) for dictionary learning. Note that sparse coding step
was included in producing Figures 3 and 4.
MOD K-SVD Prim.SimCO Reg. MOD
Reg.
“K-SVD”
Reg.
SimCO
Fig. 2(a) 2.4× 104 2.0× 105 5.1× 104 5.9× 103 2.0× 105 2.3× 104
Fig. 2(b) 2.3× 104 1.9× 105 5.0× 104 6.3× 103 8.6× 104 2.1× 104
Fig. 3 1.5× 104 3.7× 104 3.1× 104 4.2× 104 9.7× 104 8.7× 104
Fig. 4 - - - 7.50 18.13 14.68
SimCO has been proposed. First and second order optimization procedures have been implemented.
Numerical experiments verify that regularization substantially improves the performance.
APPENDIX
A. Proof of Theorem 1
The following notations are repeatedly used in the proofs. Consider the singular value decomposition
A =
∑m
i=1 λiuA,iv
T
A,i, where λ1 > λ2 ≥ · · · ≥ λm ≥ 0 are the singular values, and uA,i and vA,i are
the left and right singular vectors corresponding to λi respectively. It is clear that the objective function
f (u) = infw∈Rn
∥∥A− uwT∥∥2
F
has two global minimizers ±uA,1. For a given u ∈ Um,1, the angle
between u and the closest global minimizer is defined as
θ = cos−1 |〈u,uA,1〉| .
The crux of the proof is that along the gradient descent path, the angle θ is monotonically decreasing.
Suppose that the starting angle is less than pi/2. Then the only stationary points are when the angle θ is
zero. Hence, the gradient descent search converges to a global minimizer. The probability one part comes
from that the starting angle equals to pi/2 with probability zero.
To formalize the idea, it is assumed that the starting point u0 ∈ Um,1 is randomly generated from the
uniform distribution on the Stiefel manifold. Define a set B ⊂ Um,1 to describe the set of “bad” starting
points. It is defined by
B = {u ∈ Um,1 : uTuA,1 = 0} ,
which contains all unit vectors that are orthogonal to uA,1. According to [68], under the uniform measure
on Um,1, the measure of the set B is zero. As a result, the starting point u0 /∈ B with probability one.
The reason that we refer to B as the set of “bad” starting points is explained by the following lemma.
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Lemma 4. Starting from any u0 ∈ B, a gradient descent path stays in the set B.
Proof: This lemma can be proved by computing the gradient of f at a u ∈ B. Let wu ∈ Rn be the
optimal solution of the least squares problem in f (u) = infw∈Rn
∥∥A− uwT∥∥2
F
. It can be verified that
wu = A
Tu and ∇f = −2 (A− uwTu)wu. It is clear that
∇f = −2 (A− uwTu)wu = −2 (A− uuTA)ATu
= −2
∑
i
λ2iuA,iu
T
A,iu+ 2u
(
uTAATu
)
When u0 ∈ B, it holds that 〈u0,uA,1〉 = 0 and 〈∇f (u0) ,uA,1〉 = 0. Since both u0 and the gradient
descent direction are orthogonal to uA,1, the gradient descent path starting from u0 ∈ B stays in B.
Now consider a starting points u0 /∈ B. We shall show that the angle θ is monotonically decreasing
along the gradient descent path. Towards this end, the notions of directional derivative play an important
role. View θ as a function of u ∈ Um,1. The directional derivative of θ at u ∈ Um,1 along a direction
vector h ∈ Rm, denoted by ∇hθ ∈ R, is defined as
∇hθ = lim
→0
θ (u+ h)− θ (u)

.
Note the relationship between the directional derivative and the gradient given by ∇hθ = 〈∇θ,h〉. With
this definition, the following lemma plays the central role in establishing Theorem 1.
Lemma 5. Consider a u ∈ Um,1 such that θ (u) := cos−1 (|〈u,uA,1〉|) ∈ (0, pi/2). Let hf = −∇f (u) be
the gradient of the objective function f at u. Then it holds ∇hf θ < 0.
The proof of this lemma is detailed in Appendix B.
The implications of this lemma are twofold. First, it implies that hf = −∇f 6= 0 for all u such
that θ (u) ∈ (0, pi/2). Hence, the only possible stationary points in Um,1\B are uA,1 and −uA,1. Second,
starting from u0 ∈ B, the angle θ decreases along the gradient descent path. As a result, a gradient descent
path will not enter B. It will converge to uA,1 or −uA,1. Theorem 1 is therefore proved.
B. Proof of Lemma 5
This appendix is devoted to prove Lemma 5, i.e.,∇hf θ < 0. Note that∇hf θ = 〈hf ,∇θ〉 = 〈−∇f,∇θ〉 =
∇−∇θf . It suffices to show that ∇−∇θf < 0.
Towards this end, the following definitions are useful. Define s = sign
(
uTuA,1
)
. Then the vector suA,1
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Figure 5: Illustration of u, uA,1, hθ and u⊥.
is one of the two global minimizers that is the closest to u. It can be also verified that θ = cos−1 〈u, suA,1〉.
Furthermore, suppose that θ ∈ (0, pi/2). Define
hθ =
suA,1 − u cos θ
sin θ
, and u⊥ =
u− suA,1 cos θ
sin θ
.
Clearly, vectors hθ and u⊥ are well-defined when θ ∈ (0, pi/2). The relationship among u, uA,1, hθ and
u⊥ is illustrated in Figure 5. Intuitively, the vector hθ is the tangent vector that pushes u towards the
global minimizer suA,1.
In the following, we show that ∇−∇θf = ∇hθf if we restrict u ∈ Um,1. By the definition of the
directional derivative, one has6
∇−∇θu = lim
→0
u− ∇θ
‖u− ∇θ‖ .
Note that
∇θ = ∇ (cos−1 (cos θ))
= − 1√
1− cos2 θ∇〈u, suA,1〉 = −
1
sin θ
(suA,1) .
Since suA,1 = u cos θ + hθ sin θ, one has
u− ∇θ = u+ 
sin θ
(suA,1)
= u (1 +  cos θ/ sin θ) + hθ.
Substitute it back to ∇−∇θu. One has ∇−∇θu = hθ. In other words, if u ∈ Um,1, then ∇−∇θf = ∇hθf.
6The denominator comes from the restriction that u ∈ Um,1.
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To compute ∇hθf , note that f (u) =
∥∥A− uwTu∥∥2F = ‖A‖2F − ∥∥uTA∥∥22 . Now define
g (u) =
∥∥uTA∥∥2
2
.
Then clearly ∇hθf = −∇hθg. To proceed, we also decompose A as follows. Recall the SVD of A
given by A =
∑m
i=1 λiuA,iv
T
A,i. Let UA,⊥ ∈ Um,m−1 contain the left singular vectors corresponding to
λ2, · · · , λm, i.e., UA,⊥ = [uA,2, · · · ,uA,m]. Similarly define VA,⊥. Then,
A = [uA,1,UA,⊥] diag ([λ1, · · · , λm])
 vTA,1
V TA,⊥

= [uA,1,UA,⊥] [wA,1,WA,⊥]
T ,
where wA,i = λivA,i for i = 1, · · · ,m, and WA,⊥ = [wA,2, · · · ,wA,m]. It is straightforward to verify
that wTAWA,⊥ = 0.
The function g (u) can be decomposed into two parts. Note that
g (u) =
∥∥∥uT [uA,1,UA,⊥] [wA,1,WA,⊥]T∥∥∥2
2
=
∥∥uTuA,1wTA,1∥∥22 + ∥∥uTUA,⊥W TA,⊥∥∥22
+ 2
〈
uTuA,1w
T
A,1,u
TUA,⊥W TA,⊥
〉
=
∥∥uTuA,1wTA,1∥∥22 + ∥∥uTUA,⊥W TA,⊥∥∥22 ,
where the last equality follows from that W TA,⊥wA = 0 and hence
〈
uTuA,1w
T
A,1,u
TUA,⊥W TA,⊥
〉
= 0.
To further simplify g (u), note that cos θ =
∣∣uTuA∣∣. Furthermore, it is straightforward to verify that the
projection of u on span (UA,⊥) is given by UA,⊥UTA,⊥u = u⊥ sin θ. Define uR = U
T
A,⊥u⊥ ∈ Rm−1.
Then, ‖uR‖ = 1 and
∥∥uTUA,⊥W TA,⊥∥∥22
= sin2 θ
∥∥uT⊥UA,⊥W TA,⊥∥∥22
= sin2 θuTRdiag
([
λ22, · · · , λ2m
])
uTR.
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Hence,
g (u) = cos2 θ · λ1 + sin2 θuTRdiag
([
λ22, · · · , λ2m
])
uR.
We are now ready to decide the sign of ∇hθg. It is straightforward to verify that
∇hθ cos θ = lim→0
〈
u+ hθ√
1 + 2
, suA,1
〉
= sin θ,
and similarly ∇hθ sin θ = − cos θ. Therefore,
∇hθu⊥ = ∇hθ
(
u−− cos θsuA,1
sin θ
)
=
hθ sin θ + u cos θ − suA,1
sin2 θ
=
suA,1 − suA,1
sin2 θ
= 0,
and ∇hθuR = ∇hθ
(
UTA,⊥u⊥
)
= 0. Hence, one has
∇hθg = sin 2θ
(
λ1 − uTRdiag
([
λ22, · · · , λ2m
])
uR
)
.
Note that
uTRdiag
([
λ22, · · · , λ2m
])
uR
≤ uTRdiag
([
λ22, · · · , λ22
])
uR = λ2 < λ1.
It can be concluded that when θ ∈ (0, pi/2), ∇hθg > 0 and ∇hθf = −∇hθg < 0. Lemma 5 is therefore
proved.
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