The model theory of elds is a fascinating subject stretching from Tarski's work on the decidability of the theories of the real and complex elds to Hrushovksi's recent proof of the Mordell-Lang conjecture for function elds. Our goal in this volume is to give an introduction to this fascinating area concentrating on connections to stability theory.
The rst paper \Introduction to the model theory of elds" begins by introducing the method of quanti er elimination and applying it to study the de nable sets in algebraically closed elds and real closed elds. These rst sections are aimed for beginning logic students and can easily be incorporated into a rst graduate course in logic. They can also be easily read by mathematicians from other areas. Algebraically closed elds are an important examples of !-stable theories. Indeed in section 5 we prove Macintyre's result that that any in nite !-stable eld is algebraically closed. The last section surveys some results on algebraically closed elds motivated by Zilber's conjecture on the nature of strongly minimal sets. These notes were originally prepared for a two week series of lecture scheduled to be given in Bejing in 1989. Because of the Tinnanmen square massacre these lectures were never given.
The second paper \Model theory of di erential elds" is based on a course given at the University of Illinois at Chicago in 1991. Di erentially closed elds provide a fascinating example for many model theoretic phenomena (Sacks referred to di erentially closed elds as the \least misleading example"). This paper begins with an introduction to the necessary di erential algebra and elementary model theory of di erential elds. Next we examine types, ranks and prime models, proving among other things that di erential closures are not minimal and that for > @ 0 there are 2 non-isomorphic models. We conclude with a brief survey of di erential Galois theory including Poizat's model theoretic proof of Kolchin's result that the di erential Galois group of a strongly normal extension is an algebraic group over the constants and the Pillay-Sokolovic result that any superstable di erential eld has no proper strongly normal expansions. Most of this article can be read by a beginning graduate student in model theory. At some points a deeper knowledge of stability theory or algebraic geometry will be helpful.
When this course was given in 1991 there was an annoying gap in our knowledge about the model theory of di erentially closed elds. Shelah had proved Vaught's conjecture for !-stable theories. Thus we knew that there were either @ 0 or 2 @ 0 non-isomorphic countable di erentially closed elds, but did not know which. In 1993 Hrushovski and Sokolovic showed there are 2 @ 0 . The proof used the Hrushovski-Zilber work on Zariski geometries and Buium's work on abelian varieties and di erential algebraic groups. This circle of ideas is also crucial to Hrushovski's proof of the Mordell-Lang conjecture for function elds. The third paper, \Di erential algebraic groups and the number of countable di erentially closed elds", gives a proof that the number of countable models is 2 @ 0 which avoids the Zariski geometry machinery.
The nal paper, \Some model theory of separably closed elds", is a survey of the model theory of separably closed elds. For primes p > 0 there are separably closed elds which are not algebraically closed. These are the only other known example of stable elds. Separably closed elds play an essential role in Hrushovski's proof of the MordellLang conjecture. This paper is intended as a survey of the background information one needs for Hrushovski's paper.
Introduction to the Model Theory of Fields David Marker University of Illinois, Chicago
My goal in these lectures is to survey some classical and recent results in model theoretic algebra. We will concentrate on the elds of real and complex numbers and discuss connections to pure model theory and algebraic geometry.
Our basic language will be the language of rings L r = f+; ?; ; 0; 1g. The eld axioms, T elds , consists of the universal axioms for integral domains and the axiom 8x9y (x = 0 _ xy = 1). Since every integral domain can be extended to its fraction eld, integral domains are exactly the L r -substructures of elds. For a xed eld F we will study the subsets of F n which are de ned in the language L r .
x1 Algebraically closed elds Let ACF be T elds together with the axiom 8a 0 : : : 8a n?1 9x x n + n?1 X i=0 a i x i = 0 for each n. Clearly ACF is not a complete theory since it does not decide the characteristic of the eld. For each n let n be the formula 8x x + : : : + x | {z } n times = 0:
For p prime, let ACF p be theory ACF + p , and let ACF 0 = ACF f: n : n = 1; 2; : : :g.
For our purposes the key algebraic fact about algebraically closed elds is that they are described up to isomorphism by the characteristic and the transcendence degree. This has important model theoretic consequences. Recall that for a cardinal a theory is -categorical if there is, up to isomorphism, a unique model of cardinality .
Proposition 1.1. Let p be prime or zero and let be an uncountable cardinal. The theory ACF p is -categorical, complete, and decidable.
Proof. The cardinality of an algebraically closed eld of transcendence degree is equal to @ 0 + . Thus the only algebraically closed eld of characteristic p and cardinality is the one of transcendence degree . Vaught's test (a simple consequence of the L owenheim-Skolem theorem) asserts that if a theory is categorical in some in nite cardinal, then the theory is complete. Finally, any recursively axiomatized complete theory is decidable. Corollary 1.2. Let be an L r -sentence. Then the following are equivalent: i) C j = ii) ACF 0 j = iii) ACF p j = for su ciently large primes p. iv) ACF p j = for arbitrarily large primes p. Proof. Clearly ii)! i), while i)!ii) follows from the completeness of ACF 0 .
If ACF 0 j = , then, since proofs are nite, there is an n such that ACF f: 1 ; : : : ; : n g j = .
Clearly if p > n is prime, then ACF p j = . Thus ii)!iii).
Clearly iii)!iv)
Suppose ACF 0 6 j = . Then by completeness ACF 0 j = : , and by ii)!iii), for suciently large primes p ACF p j = : . Thus there aren't arbitrarily large primes p where ACF p j = , so iv)! ii). Corollary 1.2 has a surprising consequence. Theorem 1.3 (Ax A] ) Let f : C n ! C n be a polynomial map. If f is one to one, then f is onto.
Proof. We can easily write down an L r -sentence d such that a eld F j = d if and only if for any polynomial map f : F n ! F n where each coordinate function has degree at most d, if f is one to one, then f is onto. By 1.2, it su ces to show that for su ciently large primes p, ACF p j = d for all d 2 N. Since ACF p is complete it su ces to show that if K is the algebraic closure of the p element eld, then any one to one polynomial map f : K n ! K n is onto.
If f : K n ! K n is a polynomial map, then there is a nite sub eld K 0 K such that all coe cients in f come from K 0 . Let x 2 K n . There is a nite K 1 K such that K 0 K 1 and x 2 K n 1 . Since f : K n 1 ! K n 1 , f is one to one and K 1 is nite, fjK 1 must be onto. Thus x = f( y) for some y 2 K n 1 . So f is onto. This result was later given a completely geometric proof by Borel ( B] ).
De nition. We say that an L-theory T has quanti er elimination if and only if for any L-formula (v 1 ; : : : ; v m ) there is a quanti er free L-formula (v 1 ; : : : ; v m 
The following theorem leads to an easy test for quanti er elimination. 
, where is quanti er free. Let a 2 C where C is a substructure of A and B and the later two structures are models of T. Since quanti er free formulas are preserved under substructure and extension The next lemma shows that to prove quanti er elimination for a theory we need only prove quanti er elimination for formulas of a very simple form. Lemma 1.5. Suppose that for every quanti er free L-formula ( v; w), there is a quanti er free ( v) such that T`8 v (9w ( v; w) $ ( v)). Then every L-formula ( v) is provably equivalent to a quanti er free L-formula. Proof. We prove this by induction on the complexity of . This is clear if ( v) is quanti er free. For i = 0; 1 suppose that T`8 v ( i ( v) = i ( v))) where i is quanti er free.
In either case is provably equivalent to a quanti er free formula.
Suppose that T`8 v( ( v; w) Quanti er elimination for algebraically closed elds was rst proved by Tarski who gave an explicit algorithm for eliminating quanti ers. The following weaker property is also of interest.
De nition. A theory T is model complete if whenever M N and M; N j = T, then N is an elementary extension of M.
Since quanti er free formulas are preserved under substructure and extension, any theory with quanti er elimination is model complete. The model completeness of algebraically closed elds can also be proved be appealing to Lindstrom's result that any @ 1 -categorical, 89-axiomatizable theory is model complete (see C]). In fact, model completeness is a weak form of quanti er elimination. A theory T is model complete if and only if every formula is equivalent to one of the form 9v 1 ; : : : ; 9v n ( v; w) where is quanti er free.
For algebraically closed elds model completeness implies that if F K are algebraically closed elds and is a nite system of equations and inequations over F which have a solution in K, then already has a solution in F. Model fP : a 1 ; : : : ; a n 2 Pg for a 1 ; : : : ; a n 2 A.
The Zarsiki spectrum has a model theoretic analog.
De nition. If T is a complete theory and M j = T, an n-type over M is a maximal set of formulas with parameters from M and free variables v 1 ; : : : ; v n that is consistent with T. Let S n (M) be the set of n-types. We call S n (M) the Stone Space of M. We topologize S n (M) by taking basic open setsfp 2 S n (M) : 2 pg for each formula with parameters from M. Note that these basic sets are indeed clopen.
The compactness theorem for rst order logic implies that S n (M) is a compact space.
If F is an algebraically closed eld there is a natural bijection between S n (F ) The corollary now follows from the rst case.
Finally, we will give the promised description of de nable functions. Theorem 1.11. Let proof.
Let K be an elementary extension of F containing t 1 ; : : : ; t n which are algebraically independent over F. Since f( t) are xed by any automorphism of F which xes t 1 ; : : : ; t n and F, f( t) is in the perfect closure of F(t 1 ; : : : ; t n ). Thus in characteristic 0 there is a rational function r such that r( t) = f( t). In characteristic p > 0, we can nd a rational function r and a natural number n such that ?n (r( t)) = f( t).
Henceforth we consider only the characteristic zero case as the characteristic p case is analogous. In F consider Y = f x 2 F n : r( x) = t( x)g. Since r( t) = f( t) and the t i are independent, Y has Morely rank n. Since there is a unique n-type of Morley rank n, Y Pi4] provides a more extensive introduction to the model theory of algebraically closed elds.
x2 Real Closed Fields
We next turn our attention to the eld of real numbers. We would like to prove model completeness and quanti er elimination results analogous to those for algebraically closed elds. There is one major di culty: we can not eliminate quanti ers in the language of rings. In particular in the reals we can de ne the ordering by x < y , 9z (z 2 + x = y^z 6 = 0) and we will see that that this is not equivalent to a quanti er free formula (in fact by a theorem of Macintyre, McKenna, and van den Dries ( M-M-D]). We circumvent this di culty by extending L r to L or = L r f<g. In this language we will prove quanti er elimination.
We begin by examining the work of Artin and Schrier on the algebraic structure of the real eld (see L1] for details). For the remainder of this section we all elds will have characteristic zero. The model theoretic study of the R began with the work of Tarski.
See D2] for further discussion of Tarski's work.
De nition. A eld F is said to be formally real if ?1 is not a sum of squares. We say F is real closed if it is formally real and has no proper formally real algebraic extensions.
Lemma 2.1. If F is formally real, and a 2 F is not a sum of squares, then F( p ?a) is formally real.
It follows from 2.1, then if F is real closed and a 6 = 0, then exactly one of a and ?a has a square root in F. One can then de ne an order on F such that the positive elements are exactly the squares. Clearly this is the only way to order F. iv) For any a 2 F either a or ?a is a square and every polynomial of odd degree has a root.
Since iv) does not mention the ordering, we can axiomatize the theory of real closed elds in the language L r by axioms asserting that F is formally real eld of characteristic zero where iv) holds. We call this theory RCF.
De nition. If We apply theorem 1.4. Let F 0 and F 1 be models of RCOF and let (R; <) be a common substructure. Then (R; <) is an ordered domain. Let L be the real closure of the fraction eld of R. By the uniqueness of real closures we can may assume that (L; <) is a substructure of F 0 and F 1 . Suppose (v; w) is quanti er free, a 2 R, b 2 F 0 and F 0 j = (b; a). We need to show that F 1 j = 9v (v; a). It su ces to show that L j = 9v (v; a).
As in the proof of theorem 1.6 (and fooling around with the order), we may assume that there are polynomials f 1 ; : : : ; f n ; g 1 ; : : : ; g m 2 R X] 
If any of the f i is not zero, then since (b; a), a is algebraic over R and thus in L. So we may assume (v; a) is
Since L is a real closed eld, by 2.1 ii) we can factor each g i as a product of factors of the form (X ?c) and (X 2 +bX +c) where b 2 ?4c < 0. The linear factors change sign at c, while the quadratic factors do not change signs. If follows that we can nd 1 ; : : : ; l 2 L f?1g The notion of o-minimality was introduced by van den Dries D1] and studied extensively by Pillay and Steinhorn, among others (see for example P-S] and K-P-S]). Of particular interest is the fact that o-minimality leads to a deep structure theory for de nable sets in n-space. In x3 will give classical proofs of some of the consequences of o-minimality for real closed elds.
Quanti er elimination leads to a geometric characterization of the de nable sets. Let F be a real closed eld De nition. We say that X F n is semialgebraic if it is a nite Boolean combination of sets of the form f x : f( x) > 0g or f x : f( x) = 0g, f 2 F X].
Clearly, the semialgebraic sets are exactly the quanti er free de nable sets. Quanti er elimination then has the following geometric interpretation. De nition. Let f(X 1 ; : : : ; X n ) be a rational function over a real closed eld R. We say that f is positive semi-de nite if f( a) 0 for all a 2 R. Theorem 2.9. (Artin) If f is a positive semi-de nite rational function over a real closed eld R, then f is a sum squares of rational functions over R.
The proof uses one algebraic lemma (see L1]).
Lemma 2.10. If F is real and a 2 F is not a sum of squares, then there is an ordering of F where a is negative.
Proof of 2.9.
Suppose f(X 1 ; : : : ; X n ) is a positive semi-de nite rational function which is not a sum of squares. Then, by 2.10, there is < an ordering of R( X) where f is negative. Let K be the real closure of the ordered eld (R( X); <). Then K j = 9 v f( v) < 0. By model completeness this sentence also holds in R, contradicting the fact that f is positive semide nite.
A similar argument can be used to prove the following real nullstenllensatz.
Theorem 2.11. (Dubois-Reisler) Let R be a real closed eld and let I be an ideal in R X]. Then I = I(V (I)) if and only if a 1 ; : : : ; a n 2 I whenever P a 2 i 2 I. This style of argument can also be used (and seems essential) to prove some of the basic properties of Nash functions.
We next examine the de nable functions in real closed elds. We let R be a real closed eld. 
Proof.
Otherwise, by o-minimality, fx : f is discontinuous at xg has non-empty interior, contradicting lemma 2.12.
Proposition 2.14 (van den Dries D3]) Let X R m+n be de nable. There is a de nable function f : R m ! R n such that for all x 2 R m if 9y 2 R n (x; y) 2 X, then (x; f(x)) 2 X.
(We say that the theory of real closed elds has de nable Skolem functions.)
Proof. By induction it su ces to prove this for n = 1. For a 2 R m let X a = fy : (a; y) 2
Xg. By o-minimality X a is a nite union of points and intervals. If X a is empty let f(a) = 0, otherwise we de ne f(a) by cases. De nable functions have a very nice application. The following theorem of Milnor ( Mi] ) was rst proved by geometric techniques.
Theorem 2.15. (Curve selection) Let X be a de nable sunset of R n and let a be a point in the closure of X. There is > 0 and a continuous function f : (0; ) ! R n . Such that f(x) 2 X for all x 2 (0; ) and lim x!0 f(x) = a. Proof.
Let D = f( ; x) : x 2 X and jx ? aj < g. Since R has de nable Skolem functions, there is an > 0 and a de nable f : (0; ) ! X such thatf( ) 2 X and jf( ) ? aj < 0 for all 2 (0; ). By 2.13 there is an 2 (0; ) such that f is continuous on (0; ).
x3 Cell Decomposition Let R be a real closed eld. We next study the structure of semi-algebraic subsets of R n . As a warm up we prove Thom's Lemma. Let Proof.
We proceed by induction on s. If s = 1, then f 1 must be identically zero and the theorem is true. ii) if x 1 and x 2 are in A i and either there a) is a j such that i;j (x 1 ) = y 1 and i;j (x 2 ) = y 2 , or b) there is a j such that i;j (x k ) < y k < i;j+1 (x k ), for k = 1; 2, then ŝ i=1 sgn(f i (x 1 ; y 1 )) = sgn(f i (x 2 ; y 2 )):
Intuitively ii) says that for x 2 A i sgn(f j (x; y)) depends only on the relative position of y with respect to i;1 (x); : : : ; i;l i (x).] Proof.
Without loss of generality we may assume that f 1 ; : : : ; f s is closed under @ @Y .
Let q be the maximal degree of any f i with respect to Y . Fix x 2 R n . If f i (x; Y ) is not identically zero, it has at most q zeros. Let y 1 < : : : < y l(x) be the isolated zeros of f 1 (x; Y ); : : : ; f s (x; Y ). Then l(x) sq. For j = 1; : : : ; l(x) ? 1, let I x;j = (y j ; y j+1 ) and let I x;0 = (?1; y 1 ) and I x;l(x) = (y j ; +1). Then each f j (x; y) has constant sign for y 2 I x;i .
Call this sign j;i (x). We de ne P x the pattern at x to be the the s 2l(x) + 1 matrix where the i th -row is:
i;0 (x); : : : ; i;l(x) (x); sgn(f i (x; y 1 )); : : : ; sgn(f i (x; y n ))]: Since the entries of P x are just -1, 0 or 1, there are only nitely many (at most 3 s(2sq+1) ) possible pasterns. Moreover if P is a pattern, it is routine to show that A P = fx : P x = Pg is de nable and hence semialgebraic. Cylindric decomposition will be our primary tool for studying semialgebraic sets. It gives an inductive procedure for building up de nable sets.
De nition. -A subset X of R is a 0-cell if X = fag for some a 2 R.
-A subset X of R is a 1-cell if it is an open interval.
-If X R m is an n-cell and f : X ! R is a continuous semialgebraic function, then Y = f(x; y) 2 R m+1 :x 2 X; f(x) = yg is an n-cell.
-If X R m is an n-cell, f; g : X ! R are continuous semialgebraic functions such that f(x) < g(x) for all x 2 X we also allow f to be constantly +1 or g identically ?1], then Y = f(x; y) 2 R m+1 :x 2 X; f(x) < y < g(x)g is an n + 1-cell. The theorem is proved by induction on n. By o-minimality it is true for n = 1. Assume the theorem holds for n. In K-P-S] it is shown that cell decomposition holds for any o-minimal theory. We can now extend 2.13 to R n . De nition. If A is a semialgebraic subset of R n and f : A ! R we say that f is algebraic if there is a polynomial p(X 1 ; : : : ; X n ; Y ) such that p(x; f(x)) = 0 for all x 2 A. Corollary 3.5. Every semialgebraic function is algebraic. Proof.
Suppose f : A ! R is semialgebraic. Apply cylindric decomposition to a family of polynomials f 1 ; : : : ; f s 2 R X; Y ] which is closed under @ @Y such that the graph of f can be de ned in a quanti er free way using f 1 ; : : : ; f s . Let Thus the partial derivative is nonzero on all of B i . By the implicit function theorem we see that fjU is real analytic.
While \analytic functions" do not make sense in an arbitrary o-minimal structure, van den Dries D1] showed that in an o-minimal expansion of an ordered eld then for any de nable function and any n we can partition the domain so that the function is piecewise C n De nition. If U R n is an open semialgebraic and f : U ! R is semialgebraic and analytic, we say that f is a Nash function.
Corollary 3.5 shows that the study of semialgebraic functions reduces to the study of Nash functions.
The next lemma is proved by an easy induction. For the purpose of this lemma R 0 = f0g. Lemma 3.6. If A is a k-cell in R n , then there is a projection map : R n ! R k such that is a homeomorphism from A to an open set in R k . Also if k > 0, there is a homeomorphism between A and (0; 1) k .
By Corollary 3.6, every cell in R n is connected. This type of result will not hold for arbitrary real closed elds R because even R need not be connected. For example, if R is the real algebraic numbers R = fx : x < g fx : x > g. Let R be a real closed eld. We say that a de nable X R n is de nably connected if there are no de nable open sets U and V such that U \ X and V \ X are disjoint and X U V . It is easy to see that in any real closed eld cells are de nably connected.
Cell decomposition easily implies the following important theorem of Whitney.
Theorem 3.7. If A R n is semialgebraic then A = C 1 : : : C m where C 1 ; : : : ; C m are semialgebraic, connected and closed in A (ie. every semialgebraic set has nitely many connected components).
In real closed elds we can develop a dimension theory paralleling the theory for algebraically closed elds.
De nition. Let R be real closed and let K be a jRj + -saturated elementary extension of R. If a 1 ; : : : ; a n 2 K, let dim (a 1 ; : : : ; a n =R) be the transcendence degree of R(a 1 ; : : : ; a n ) over R. If A is a de nable subset of R n de ned by (v 1 ; : : : ; v n ; b), let A K = f x 2 K n : K j = ( x; b)g. Note that by model completeness, A K does not depend on the choice of . We de ne dim (A) the dimension of A to be the maximum of dim ( a=R) for a 2 A K . Our nal proposition shows that this corresponds to the topological and geometric notions of dimension. Proposition 3.8. i) dim (A) is the largest k such that A contains a k-cell.
ii) dim (A) is the largest k such that there is a projection of A onto R k with non-empty interior.
iii) dim (A) = dim (V) where V is the Zariski closure of A.
For further information on semialgebraic sets and real algebraic geometry the reader should consult Di] or BCR].
x4 De nable Equivalence Relations.
In algebra and geometry we often want to consider quotient structures. For this reason it is useful to study de nable equivalence relations. The best we could hope for is that a de nable equivalence relation has a de nable set of representatives. This is possible in real closed elds. Let R be real closed.
Lemma 4.1. Let Proof. Let f be the Skolem function de ned in 2.14. It is clear from the proof of 2.14 that f(a) = f(b) whenever A a = A b .
Corollary 4.2. If E is a de nable equivalence relation on a de nable subset of R n then there is a de nable set of representatives.
In algebraically closed elds we will not usually be able to nd de nable sets of representatives. For example suppose xEy , x 2 = y 2 , then by strong minimality E does not have a de nable set of representatives. The next best thing would be if there is a de nable function f such that f(x) = f(y) if and only if f(x) = f(y). Our next goal is to show this is true in algebraically closed elds.
De nition. Let T be any theory and let M be a suitably saturated model of T. Let X M n be de nable with parameters. We say that b 2 M n is a canonical base for X if and only if for any automorphism of M, xes X setwise if and only if ( b) = b.
We say that T eliminates imaginaries if and only if every de nable subset of M n has a canonical base.
We rst illustrate the connection between elimination of imaginaries and equivalence relations.
Lemma 4.3. Suppose T eliminates imaginaries and at least two elements of M are de nable over ;. If E is a de nable equivalence relation on M n , there is a de nable f : M n ! M m such that x E y if and only if f(x) = f(y). Proof.
We rst show that for any formula (v; a) there is a formula a (v; w) and a unique b such that By compactness we can nd 1 ; : : : ; n such that one of the i works for each a. By the usual coding tricks we can reduce to a single formula (a sequence of parameters made up of the distinguished elements is added to the witness b to code into the parameters the least i such that i works for a).
The lemma follows if we let (v; w) be v E w and let f(a) be the unique b such that v E a if and only if (v; b).
We will show that algebraically closed elds eliminate imaginaries. This will follow from the following two lemmas.
Lemma 4.4. Let K be a saturated algebraically closed eld and let X K n be de nable.
There is a nite C K m such that if is an automorphism of K, then xes X setwise if and only if xes C setwise.
Proof. Corollary 4.6. (Poizat P] ) The theory of algebraically closed eld eliminates imaginaries.
In M2] we give a di erent proof of elimination of imaginaries for algebraically closed elds using \ elds of de nition" from algebraic geometry (see L2]).
Suppose E is a de nable equivalence relation on K. If any -class is in nite, then there is a unique co nite class. Suppose all classes are nite. There is a number n such that all but nitely many equivalence classes have size n. Let Albert generalized theorem 4.7. We give his argument here. Since the projective line P 1 is K f1g and the Euler characteristic of P 1 is 2, theorem 4.7 is a corollary to the following result of Albert.
Theorem 4.8 Let K be a eld of characteristic zero and let C be a smooth projective curve over K. If is a de nable equivalence relation on K where almost all classes have size n and B is the number of points not in a class of size n, then jBj = (C)(mod n), where (C) is the Euler characteristic of C mod n.
Our proof of 4.8 will use the following simple combinatorial fact.
Lemma 4.9. Let 0 and 1 be equivalence relation on C such that all but nitely many E i -classes have size n for i = 1; 2. Let B i = fx 2 C : jx= i j 6 = ng. Suppose for all but nitely many x, x= 0 = x= 1 , then jB 0 j = jB 1 j(mod n). Proof of 4. Second, let C be a curve of genus g 1. View C as a structure by taking as relations all de nable subsets of C n . This is a strongly minimal set which does eliminate imaginaries. Suppose, for example, that C K 2 . Let be the equivalence relation on C given by (x; y) (u; v) if and only if x = u. Then C= is essentially K. If we could eliminate imaginaries there would be a de nable map f 0 : C= ! C n and by composing with a projection, there would be a nontrivial de nable map from C= to C. As in the proof of 4.9 this induces a rational map from P 1 into C, violating Hurwitz's theorem. x5 !-stable groups.
In this section we will survey some of the basic properties of !-stable groups. Comprehensive surveys of these subjects can be found in BN] Proof.
If not then we can build an in nite descending sequence of nite index subgroups.
We call G 0 the connected component of G. Note that G 0 is xed by all group automorphisms of G.
De nition. If A G we say that p(v) 2 S 1 (A) is a generic type over A if RM(p) = RM(G).
Generic types are our main tool in studying !-stable groups. We begin by summarizing basic facts about generic types. We x G an !-stable group. Lemma 5.3. i) There are only nitely many types generic over A. ii) If b is generic over A and a 2 A, then ab and b ?1 are generic over A.
iii) Any element of G is the product of two generics (in an elementary extension).
Proof.
i) There are only nitely many types of maximal rank.
ii) The maps x 7 ! ax and x 7 ! x ?1 are de nable bijections and de nable bijections preserve rank.
iii) Let a 2 G. Let b be generic. Then ab ?1 is also a generic and a = (ab ?1 )b. On the other hand suppose p 1 ; : : : ; p n are the generic types of G. Let We now have enough tools to prove the following theorem of Macintyre ( Mac] ).
Theorem 5.5. Let (K; +; ; : : :) be an in nite !-stable eld. Then K is algebraically closed.
Suppose K is not algebraically closed. Let F be a nite Galois extension of K. There is L such that K L F and the Galois group of F=L is a cyclic extension of prime order q. Since L is a nite extension of K, we can interpret L in K. Thus L is !-stable so we may, without loss of generality assume that F=K is cyclic of prime order. By Galois theory (see L1]) F = K( ) where either q 6 = p and q 2 K or q = p and p + 2 K.
We rst show that (K; +; : : :) is connected. Suppose not. Let H be the connected component. For any a 2 K, x 7 ! ax is an automorphism of (K; +) and hence preserves H.
But then H is a proper ideal of K, a contradiction.
Since (K; +) is connected, there is a unique type of maximal rank. Thus there is a unique type of maximal rank in the group (K ; ; : : :) and hence it is connected.
Consider the multiplicative homomorphism x 7 ! x n . If a is a generic of K, then, since a is algebraic over a n , RM(a n ) = RM(a). Thus fx n : x 2 K g is a subgroup of K of maximal rank. Since K is connected, every element of K has an n th -root in K. This rules out the case q 2 K.
Suppose K has characteristic p > 0. Consider the additive homomorphism x 7 ! x p +x.
As above if a is generic, so is a p + a. Thus since the additive group is connected, for any b 2 K, there is a solution to X p + X = b. This rules out the case p + 2 K. The standard examples of algebraic groups are matrix groups. For example consider GL n (K), the invertible n n matrices. As the underlying set we take f(a i;j ; b) 2 K n 2 +1 : b det(a (i;j) ) = 1g. This is a Zariski closed set in a ne n 2 + 1-space. The extra dimension codes the fact that the determinant is non-zero. Matrix multiplication is easily seen to be given by polynomials. Using Cramer's rule one sees that the inverse is also given by polynomials.
The group law on an elliptic curve is an example of a non-a ne algebraic group. It is easy to see that every algebraic group G over an algebraically closed eld K is interpretable in K. Thus, by elimination of imaginaries, G is isomorphic to a constructible group. A priori one might expect there to be constructible groups which are not isomorphic to algebraic groups. This is not the case. Van den Dries' proof uses a theorem of Weil's on group chunks. Weil's theorem actually shows that if V is an irreducible variety and f : V V ! V is a generically surjective rational map such that f(x(f(y; z)) = f(f(x; y); z) for independent generic x; y; z, then there is a birationaly equivalent algebraic group G, such that generically f agrees with the multiplication of G. Hrushovski (see Bo1] or Po3]) gave a model theoretic proof of theorem 5.7 avoiding Weil's theorem. In Hr1] Hrushovski proved the following result which can be though of a general model theoretic form of Weil's theorem. i) X acl(X), ii) acl(acl(X)) = acl(X), iii) if a 2 acl(X; b) n acl(X), then b 2 acl(X; a), and iv) if a 2 acl(X), then there is a nite X 0 X such that a 2 acl(X 0 ). We say that X D is independent if x 6 2 acl(X n fxg, for all x 2 X. We say that X is a basis for A if A acl(X) and X is independent. A simple generalization of the arguments from linear algebra show that any two basis for A have the same cardinality. We call this cardinality dim A.
De nition. We say that a strongly minimal set D is trivial if whenever A D, then
We say that D is modular if
for any nite dimensional algebraically closed A; B D. We say that D is locally modular if we can name one point and make it modular (this is equivalent to being make it modular by naming a small number of points).
The theory of Z with the successor function x 7 ! x + 1 is a trivial strongly minimal set. Here a 2 acl(X) if and only if a = s n (x) for some n 2 Z and x 2 X. If V is a vector space over the rationals. The strongly minimal set (V; +) is modular. Here acl(X) is the linear span of X. We can modify this to give a locally modular example.
Consider (V; f) where f is the ternary function f(x; y; z) = x + y ? z. In this language, acl(X) is the smallest coset of a linear subspace that contains X. Let K be an algebraically closed eld of in nite transcendence degree. We claim that (K; +; ) is not locally modular. Let k be an algebraically closed sub eld of transcendence degree n. We will show that even localizing at k the geometry is not modular. Let a; b; x be algebraically independent over k. Let Proof.
Suppose not. By strong minimality f must have only nitely many zeros and poles. Thus (see L3]) f(x) = g(x)e h(x) where g is rational and h is entire. Since g is de nable so is f 0 (x) = e h(x) . But f 0 is in nite to one, so the inverse image of some point is in nite and co nite, contradicting strong minimality.
Is this structure stable?
De nition. Suppose S R 2n . Let b S = f(a 1 + a 2 i; : : : ; a 2n?1 + a 2n i) 2 C n : (a 1 ; : : : ; a 2n ) 2 Sg: A semialgebraic expansion of C is an expansion (C; +; ; S ) where S R 2n is semialgebraic.
There are two obvious ways to get a semialgebraic expansion. The rst is to add a predicate for a set which is already constructible. The second is to add a predicate for R. The next theorem shows that these are the only two possibilities. Since the reals are unstable, this shows in a very strong way that there are no nontrivial strongly minimal semialgebraic expansions of C.
Proof. In our setting h is semialgebraic. Consider the following two predicates over R: R 0 (x; y) $ 9z h(x) = y + zi R 1 (x; z) $ 9y h(x) = y + zi Let V i be the Zariski closure of R i in R 2 . Each R i is one dimensional, thus, by 3.8, each V i has dimension one. In particular, since each one dimensional irreducible component of V i is a curve, we can nd non-trivial polynomials f i (X; Y ) such that R i (x; y) ! f i (x; y) = 0:
We now move back to C. Let A 0 = f(x; y; z; w) 2 C 4 : f 0 (x; y) = f 1 (x; z) = 0^w = y + zig: Let A = f(x; w) : 9y; z (x; y; z; w) 2 A 0 g: Clearly A and A 0 are constructible and one dimensional. Moreover (x; h(x)) 2 A for x 2 R. Thus by strong minimality (x; h(x)) 2 A for all but nitely many x 2 C. Thus there is C an irreducible component of the Zariski closure of A such that(x; h(x)) 2 C for all but nitely many x 2 C. Since h is not constructible, for a generic x there is more than one y such that (x; y) 2 C. Thus H \ C and C n H are in nite.
The following lemma of Hrushovski nishes the proof. In M1] this was proved in the semialgebraic case by appealing to a weak version of the Riemann-Roch theorem.
Lemma 6.6. Let A = (C; +; ; X) be a nontrivial expansion of C, where X is an in nite coin nite subset of an irreducible curve C. Then A is not strongly minimal. Proof.
We assume A is strongly minimal. The proof breaks into cases depending on the genus of C. If C has genus 0 there is a Zariski open U C and a one to one rational : U ! C. Clearly (X) is an in nite coin nite subset of C.
Any curve is birationally equivalent to a smooth projective curve. Since projective curves can be interpreted in C and rational maps are de nable, we may, without loss of generality, assume that C is a smooth projective curve.
If C has genus 1, then there is a morphism : C C ! C making C a divisible abelian group (see H] or F]). We consider the !-stable group G = (C; ; X). The sets X and C n X are Morley rank one subsets of C. Thus there are distinct types of maximal Morley rank. Hence, by 5.4, G has a de nable subgroup of nite index. But a divisible abelian group has no nite index subgroups, a contradiction.
If C has genus g > 1, we must pass to J(C) the Jacobian Variety of C. We summarize the facts we use (see L2] or Mu]). (Note: If C has genus 1, then J(C) = C.) i) J(C) is an irreducible g dimensional variety.
ii) There is a rational : C g ! J(C) which takes g independent generic points of C to the generic of J(C).
iii) There is a morphism : J(C) J(C) ! J(C) making J(C) a divisible abelian group.
By ii) (X g ) and ((C n X) g ) both have Morley rank g. Theorem 6.7. Let K be algebraically closed and let X 1 ; : : : ; X n be constructible. If = (K; X 1 ; : : : ; X n ) is non-locally modular, then interprets and algebraically closed eld isomorphic to K.
Prior to Rabinovich's theorem results were know in some special cases.
Theorem 6.8. (Martin Ma] ) Let : C ! C be a non-linear rational function. Then multiplication is de nable in (C; +; .
The next result gives a complete description of reducts of C that contain +. For each a 2 C, let a (x) = ax. We say that a subset X C n is module de nable if it is de nable in the structure (C; +; a : a 2 C). If X is module de nable, then there is no eld de nable in (C; +; X). This is the only restriction.
Theorem 6.9. (Marker-Pillay MP] ) If X is constructible but not module de nable, then multiplication is de nable in (C; +; X).
There are three steps to the proof. The main step is due to Rabinovich and Zilber. The proof below, follows their basic ideas, but is simpli cation of their original argument.
Theorem 6.10 If C is an irreducible non-linear curve, then there is a eld interpretable in A = (C; +; C).
Proof. (sketch)
Without loss of generality we assume that (0; 0) 2 C. If p 2 C, let C p be the curve obtained by translating p to the origin. If p is a nonsingular point on C, let m(p) be the slope of the curve at p. Let Let D be the curve C a C b . There is a number s such that jC x \ Dj = s for all but nitely many points x 2 C. We claim that jC d \ Dj < s. Clearly C d and D have the same slope at (0,0). Thus the origin is a multiple point of intersection. If we make a small translation along the curve, the point of intersection at the origin will become two or more simple points of intersection. Moreover, no new multiple points of intersection will form. Thus the number of points of intersection goes up. Since this translation was generic, we must have originally had fewer that the generic number of point of intersection.
Similarly . This is what we call a \fuzzy eld". Using Hrushovski's group con guration (see Bo2]) one sees that in an !-stable fuzzy eld one can interpret a eld.
The proof of 6.9 also works if C is a strongly minimal set (in (C; +; C)) which is a nite union of non-linear curves. The next lemma shows that this is the only case we need consider.
Lemma 6.11. If X is a constructible set which is not module de nable, then there is a strongly minimal subset of C 2 which is a nite union of non-linear curves.
The proof is an inductive argument using Bertini's theorem. Theorem 6.10 now follows from the next lemma. Sp] ) that any such group is either an elliptic curve or isomorphic to the additive or multiplicative group of the eld. Since G is torsion free it must be isomorphic to the additve group of the F. In particular in A, there is a de nable isomorphism between K + and F + . We identify F + and K + and de ne a multiplication on K, induced by the multiplication on F.
Let B = fa 2 K : 8x; y (x (ay) = a(x y)g. We claim that B = K. Clearly all the natural numbers are in B. Thus B must be co nite. Since any element of K can be written as the sum of two elements of B, it is easy to see that B = K. Let be the map x 7 ! 1 x. It is easy to see that is de nable in A and xy = z , ?1 (x) ?1 (y) = ?1 (z): So multiplication is de nable in A.
One could also ask about analogous problems for R. Some of the most important recent work in model theory has been the study of o-minimal expansions of R. The most exciting breakthrough was Wilkie's proof that the theory of (R; +; ; e x ) is model complete and o-minimal. We refer the reader to W], MMD] and DD] for more information on this subject.
The problem of additive reducts was solved in the series of papers PSS], Pe] and MPP]. Theorem 6.13 i) (Pillay-Scowcroft-Steinhorn) If B R n is bounded then multiplication is not de nable in the structure (R; +; <; B; a : a 2 R).
ii) (Peterzil) If X R n is semialgebraic but not de nable in (R; +; <; j 0; 1] 2 ; a : a 2 R),then multiplication is de nable in (R; +; <; X).
iii) (Marker-Peterzil-Pillay) If X R n is semialgebraic but not de nable in (R; +; <; a : a 2 R), then j 0; 1] is de nable in (R; +; <; X).
Recently Peterzil and Starchenko ( PeS] Theroem 6.14. (Perterzil-Starchenko) Let M be an @ 1 -saturated o-minimal structure. If a 2 M, then exactly one of the following hold: i) M is trivial at a, ii) the sturucture that M induces on a neighborhood of a is a reduct of an ordered vector space, or iii) the structure that M induces on a neighborhood of a is an o-minimal expansion of a real closed eld.
