Efficient shape morphing techniques play a crucial role in the approximation of partial differential equations defined in parametrized domains, such as for fluid-structure interaction or shape optimization problems. In this paper, we focus on Inverse Distance Weighting (IDW) interpolation techniques, where a reference domain is morphed into a deformed one via the displacement of a set of control points. We aim at reducing the computational burden characterizing a standard IDW approach without compromising the accuracy. To this aim, first we propose an improvement of IDW based on a geometric criterion which automatically selects a subset of the original set of control points. Then, we combine this new approach with a model reduction technique based on a Proper Orthogonal Decomposition of the set of admissible displacements. This choice further reduces computational costs. We verify the performances of the new IDW techniques on several tests by investigating the trade-off reached in terms of accuracy and efficiency.
Introduction
Shape morphing plays a meaningful role in several engineering and life science fields, such as, for instance, aero-elasticity [40] , high performance boat design [31, 30] , modelling of the cardiovascular system [4, 35] . On one hand, the same physical problem may involve the deformation of the domain, for instance, when dealing with fluid-structure interaction problems [8] . On the other hand, several applications imply iterative procedures where the same problem is solved in different geometric configurations. This is the case, e.g., of a multi-query context, such as shape optimization problems, where the shape of the domain is varied until a prescribed cost functional is minimized (or maximized) [43] .
Our interest is focused on partial differential equations solved in a domain which changes in time. In such a case, the goal becomes twofold, since we aim at accurately approximate the domain as well as the differential problem. In general, it is not computationally affordable to generate a new discretization (mesh) of the domain at each deformed configuration. Indeed, mesh generation may be a time consuming procedure (both in terms of CPU time and assembling) and, sometimes, it is not directly integrated in the solver at hand. Therefore, it is often more convenient to generate a mesh for a reference configuration and then to morph it into the deformed grid. This work can be framed in such a context. Several shape morphing techniques are available in the computer graphics community. A reference mesh is deformed by displacing some points (the so-called control points); then the shape morphing map associated with these points is applied to the whole discretized domain, thus avoiding any remeshing. These techniques have been recently applied to parametrized partial differential equations (PPDEs). For instance, shape morphing techniques based on Free Form Deformation (FFD) [41] and Radial Basis Functions (RBF) interpolation [12] have been successfully applied to PPDEs [29, 33] , shape optimization problems [6, 44, 45] , reconstruction of scattered geometrical data [18] , mesh motion and interface coupling for fluid-structure interaction problems [10, 21, 23] , interpolation between non-conforming meshes [19] , sensitivity analysis studies in complex geometrical configurations [5] .
In this paper we focus on a different approach, the Inverse Distance Weighting (IDW) interpolation that relies on the inverse of a weighted sum of distances between mesh nodes, some of which will be chosen as control points [42, 50, 51, 22] .
A proper choice of the control points is a crucial step independently of the adopted morphing technique. A first requirement is to keep the number of control points as small as possible, since the complexity of the morphing map evaluation increases as the number of control points becomes larger. Such selection is usually driven by a prior knowledge of the phenomenon at hand. In some cases an automatic selection can be carried out. For instance, a sensitivity analysis to the control points is proposed for shape optimization problems in [6] , where the control points selected are the ones providing the largest variation of a cost functional. Local minima and maxima of structure eigenmodes are employed in [23] as control points to perform mesh motion in fluid-structure interaction problems.
Here, we propose a selective version of the IDW shape morphing procedure based on geometrical considerations and, consequently, independent of the underlying partial differential equations. We further reduce the computational cost of the morphing by coupling, in a straightforward way, the Selective IDW (SIDW) interpolation with a suitable model reduction technique. In particular, thanks to the employment of a reference domain, we identify any shape deformation with a certain parametric configuration of the original structure, the parameter being strictly related to the control point displacement. This suggests us to resort to a Proper Orthogonal Decomposition (POD) as model reduction approach. We will refer to this combined technique as to POD-SIDW. POD, also known as Principal Component Analysis (PCA), is used in the literature, for instance, in statistical shape analysis [20] , as well as for mesh deformation and optimization [3, 48] . Manifold learning techniques are combined with PCA for efficient structural shape optimization in [36] . An equivalent shape representation by means of currents is sought in [46] in order to introduce an Hilbert space over shapes and apply PCA. Application to life sciences of PCA has been proposed in [26, 34] .
The paper is organized as follows. In Section 2, after formalizing the standard approach, we set the selective variant of IDW interpolation. Both the approaches are customized in a shape morphing setting and numerically compared on structural configurations of interest in aeronautic and naval engineering. Section 3 deals with model reduction. POD is directly applied to the selective IDW interpolation and the numerical benefits due to such a merging of techniques are investigated when dealing with shape morphing. Some conclusions are finally drawn in Section 4 together with perspectives for a future development of the present work.
Inverse Distance Weighting techniques
In this section, we consider two techniques to drive a shape morphing process, with particular interest in fluid-structure interaction (FSI) problems. In particular, first we introduce the original Inverse Distance Weighting (IDW) interpolation, and then we propose a new variant to overcome some of the intrinsic computational limits of such an approach.
The Inverse Distance Weighting (IDW) approach
The IDW method has been originally proposed in [42] to deal with two-dimensional interpolation problems, and successively extended to higher-dimensional and applicative settings (see, e.g., [15, 32, 51, 50] ).
Let Ω r ⊂ R d , with d = 2, 3, be the reference domain, and let u : Ω r → R be a continuous function. We select a prescribed set C = {c k } Nc k=1 ⊂ Ω r of points in Ω r , known as control points.
Then, the IDW interpolant of u, Π IDW (u), coincides with the continuously differentiable function
where the local weight functions w k : Ω r → R, for k = 1, . . . , N c , are defined by
with · the standard Euclidean norm, and for some integer p. Notice that weights are automatically selected such that the influence of the k-th control point c k on x diminishes as the distance between x and c k increases. Power p tunes such an inverse dependence, so that the weight assigned to a point x far from the control points becomes smaller and smaller as p increases. With reference to FSI problems, the choice of parameter p is crucial to avoid compenetration effects between fluid and structure [50] .
IDW for shape morphing
To set shape morphing into the IDW interpolation framework, we identify the reference domain Ω r with the initial configuration of the physical domain. Then, we consider a discretization
of Ω r , and we identify function u in (1) with the displacement d of points x i and the set C of the control points (also denoted as parameters) with a subset of Ω h . In such a context, the IDW interpolant, Π IDW (d), represents the so-called shape parametrization map. The choice of the control points clearly represents a crucial issue. In general, C coincides with the set of the boundary points of Ω h . This is a common practice in several engineering applications, in particular, in FSI problems, where the displacement is prescribed at the interface between fluid and structure and, successively, extended to the interior of the domain to identify the deformed domain, Ω d [9, 13, 37] .
To formalize shape morphing in a more computationally practical way, we collect the displacements assigned at the control points in the vector d c ∈ R Nc , with [d c ] i = d(c i ) and i = 1, . . . , N c . In practice, values d(c i ) are often constrained to suitable ranges in order to satisfy admissible shape configurations (see, e.g., [29] ). Then, the displacement d ∈ R N h of points
with W ∈ R N h ×Nc the IDW matrix of generic component
Matrix W keeps trace of the internal structure of Ω h , recording the reciprocal distance between control and internal points. For this reason, the IDW matrix is computed before morphing takes place, once and for all. The actual motion is impressed by vector d c , which, vice versa, varies during the morphing process in order to follow the shape deformation. Finally, vector d identifies the deformed domain Ω d . Relation (3) highlights the easiness of implementation of a morphing strategy driven by IDW interpolation. In particular, when applied to FSI configurations, this approach provides a sharp description of the interface displacement, by properly tackling also portions of the domain characterized by a null displacement and by avoiding compenetrations effects. Additionally, a good mesh quality is usually guaranteed (we refer to Section 2.3 for more details), even in the presence of large deformations. Nevertheless, the standard IDW approach does not prescribe, a priori, any smart criterion to select the control points. The value N c may consequently become very large, especially in the presence of practical configurations, so that the computational effort required by the assembly and by the storage of matrix W may be very massive. This justifies the proposal of the new IDW formulation in the next section, where a new set C of control points is properly selected via an automatic procedure, so that card( C) N c , card(S) denoting the cardinality of the generic set S. Sparsification of matrix W provides an alternative way to reduce the computational burden of IDW [38, 39] , though beyond the goal of this work.
The Selective Inverse Distance Weighting (SIDW) approach
The new procedure proposed in this section aims at reducing the computational effort demanded by the standard IDW interpolation, without loosing the good properties of the original approach. In particular, since the most computationally demanding part of the IDW algorithm is the memory storage, we aim at reducing the number of control points by automatically selecting the most relevant points in C to sharply describe the initial configuration Ω h as well as the deformed domain Ω d . For this reason, we refer to the new approach as to the Selective IDW (SIDW) formulation.
Starting point is the approach proposed in [42] which is essentially suited to deal with regimes of small deformations. Our goal is to improve this procedure to tackle also large displacement configurations, without violating the no-compenetration constraint. Additionally, we aim at guaranteeing a uniform distribution in the reduced set of control points.
The complete SIDW procedure is provided by Algorithm 1. To set notation, we denote by: C = { c j } ⊂ C the subset of the selected control points; ω ⊆ Ω h the region where the selection is applied; R > 0 the selection radius; B(c; r) the ball of center c and radius r > 0; B(c; r i , r e ) the circular annulus of center c, inner radius r i and outer radius r e , with r e > r i > 0. We first exemplify the action of the SIDW procedure starting from the configuration in Figure 1 , left, where control points are distributed on the whole domain Ω h = (0, 10)
2 , and where ω ≡ Ω h . Then, we will particularize such a procedure to a shape morphing setting. SIDW algorithm consists essentially of two phases, i.e., an initialization phase and the actual selection phase. Now, let c 1 ∈ C be a randomly selected control point.
Goal of the initialization phase is to perform a tessellation of the region ω \ B( c 1 ; R) via n concentric annuli, {α m } n m=1 , of thickness aR (lines 2-7), being a ∈ R a positive constant picked by the user, with a < 1. Concerning the specific example in Figure 1 , we refer to Figure 2(a) , where the tessellation corresponding to R = 2.1 and a = 0.8 is shown, the control point c 1 being marked in the plot. To simplify the graphical representation, we highlight only the control points constituting C. Four annular regions are identified by the choice done for the input parameters, thus inducing a partitioning of the original control points in C. Then, all the control points in C belonging to the area of influence, B( c 1 ; R), around c 1 are removed from C. This operation concludes the first phase of SIDW algorithm.
The selection phase begins with a first initialization of the area of selection, β, around the first control point c 1 , defined as the intersection between α 1 and the circular annulus B( c 1 ; R, bR), with b > 1 a user defined positive constant (line 8). Then, a loop on the annular regions {α m } n m=1 of the tessellation is started (line 9). Inside this loop, until β is empty, a new control point is selected in β via the SelectControlPoint function (line 11). Then, all the control
while r ≤ r ω do 4: α n ← B( c 1 ; r, r + aR) ∩ C
5:
r ← r + aR 6: n ← n + 1 7: end while 8:
while m ≤ n do 10: while β = ∅ do 11: c k+1 ← SelectControlPoint(β) 12: for l = m, . . . , n do 13: 
computation of Π SIDW (u) 27: end function points in C belonging to each area of influence α l around the current control point c k+1 are removed (lines [12] [13] [14] , and a new area of selection β is computed as the intersection between the current area of influence α m and a circular annulus B( c k+1 ; R, bR) (line 15). Concerning function SelectControlPoint, different criteria can be implemented to select the new control point c k+1 . For instance, a geometric selection can be applied by picking the control point closest to the centroid of β or the farthest control point with respect to the already selected points in C. To simplify the procedure, in the numerical assessment below, we resort to a random choice of c k+1 in β. Figure 2 (b) displays the firstly initialized area of selection β, together with the second control point c 2 , being b = 1.4. The remaining panels in Figure 2 show the effects of the successive removals operated by the while loop. Six iterations are associated with the first area of influence α 1 . In particular, the new area of selection β and the corresponding control point c k+1 associated with the first two (Figure 2 (c)-(d)) and the last (Figure 2 (e)) removals are highlighted. We observe that, as expected, the initial tessellation gradually becomes empty (the white area becomes larger and larger), while the new control points uniformly distribute. When β is empty, a re-initialization of the area of selection is performed (lines 18-23). If the current annulus α m is exhausted, then the area of selection is sought in the next annulus, α m+1 , (lines [19] [20] . Figure 2 (f) shows the transition from α 1 to α 2 . Additionally, line 22 handles the very peculiar case when α m is not actually exhausted, yet it is disconnected from the area of selection around the current control point c k+1 . In such a case, β is simply reset to α m .
Finally, once all the circular annuli in the tessellation {α m } n m=1 are exhausted, SIDW algorithm ends, and the new set C of selected control points is returned (line 25). The final distribution of control points for the considered specific configuration is provided in Figure 1 , right. The selected points are uniformly distributed as desired. At this point, the SIDW interpolant of u, Π SIDW (u), can be computed (line 26) as
with card( C) = N c N c , and where the weight functions w k are defined according to (2) . Few remarks are in order. The three input parameters, R, a and b, tune the SIDW algorithm and, as a consequence, the final selection C of control points. In particular, they vary the area of the annular regions {α m } n m=1 , as well as of the areas of influence and selection. In more details, concerning the radius R, it turns out that the smaller R, the larger the number of selected control points. As far as a and b are concerned, smaller values of a lead to a larger number n of annular regions α m , which generally results in a finer control point distribution; larger values of b leads to larger areas of selection β, resulting in a smaller number of selected control points. The choice of R, a and b as well as the corresponding interplay is difficult to be established a priori and, clearly, it is problem-dependent. A sensitivity analysis of SIDW with respect to these parameters will be carried out in Section 2.3.
Finally, we remark that, especially in practical applications, it might be advisable to split ω into smaller subregions, ω p , and to use various values for the parameters R, a and b to tackle possible local different discretizations.
SIDW for shape morphing
Now we customize SIDW algorithm to manage shape morphing. We consider the discretization
of the initial configuration of the physical domain and we assume to know the displacement d at each control point c k ∈ C, for k = 1, . . . , N c . We remind that, in such a case, C ⊆ ∂Ω h .
Our idea consists in deforming the boundary ∂Ω h of Ω h , according to the deformation prescribed at {c k } Nc k=1 , while selecting a subset of control points to update the displacement of the internal nodes of Ω h . For this purpose, we resort to the procedure itemized in Algorithm 2, following a selectiondeformation paradigm. During the selection phase, which is performed once and for all, we first filter set C via the selection procedure in Algorithm 1, to obtain the subset C of control points c k , with k = 1, . . . , N c (item (i)). Then, we build the SIDW matrix W according (4) associated with C and with the set of the internal nodes of Ω h (item (iii)). As an option, we can add to the filtered set C extra control points to include possible specific constraints to the problem (item (ii)). This occurs, for instance, when a null displacement is assigned to a portion of the domain. In such a case, the fixed nodes have to be necessarily included in the set C. In the sequel, we refer to this variant of the SIDW algorithm as to ESIDW (Enriched SIDW) interpolation. The online phase performs the actual shape morphing. The boundary ∂Ω h is deformed via the displacement assigned at the control points in C (item (iv)). Successively, we deform the internal nodes of Ω h as
where
h collects the displacements of the internal nodes,
h ×N c is the (E)SIDW matrix computed in the offline phase, and d c ∈ R N c is the vector of the displacements of the selected control points in C (item (v)).
Algorithm 2 can be advantageously exploited to deal with FSI problems. In such a case, we identify domain Ω h with the fluid domain. The displacement of the interface is generally provided by a structure solver, so that it suffices to compute the displacement of the fluid nodes via the procedure detailed in the algorithm.
Algorithm 2 SIDW interpolation for shape morphing
Selection phase:
(i) apply the selection procedure in Algorithm 1 to C to extract the subset C;
(ii) Optional : add to the set C extra control points to account for problem constraints; (iii) assemble the SIDW matrix W associated with C and with the internal nodes of Ω h .
Deformation phase:
(iv) deform the boundary ∂Ω via the displacement assigned at the control points in C; (v) deform the internal nodes of Ω h according to (6).
IDW versus SIDW interpolation
In this section we investigate the performances of IDW and SIDW interpolation algorithm. In particular, we consider configurations of interest in aeronautic and naval engineering. We focus on 3D test cases and on tetrahedral meshes, although the procedure can be generalized to any dimension and to arbitrary meshes. Concerning the choice of the parameter p in (2), we set p = 4, essentially driven by numerical considerations. Such a choice allows us also to properly tackle the no-compenetration issue when dealing with FSI settings. To check the improvements led by the new approach, we compare IDW and SIDW interpolations in terms of computational effort. Both the procedures are implemented in the C++ open source library libMesh [28] , while the visualization software ParaView is employed for the post-processing of the solutions [2] . Concerning mesh generation, we resort to SALOME [1] . Finally, all the simulations are performed on a laptop with Intel R Core TM i7 CPU and 4GB RAM.
Structural deformation of a wing
We consider a wing characterized by a NACA0012 profile, clamped on the left side (see Figure 3 , top). Table 1 gathers the main properties of the reference domain Ω r and of the corresponding mesh Ω h . We impose a vertical displacement to the wing. In particular, denoting by z the distance from the clamped side and by y the vertical direction, we assign the displacement
in the y direction (see Figure 3 , bottom). First, we apply the standard IDW approach, after identifying C with the set of all the boundary nodes of ∂Ω h (see Figure 4 , top), so that the IDW matrix W in (3) We now resort to the SIDW interpolation algorithm. Set C still contains all the boundary nodes. We adopt two different values for the selection radius, i.e., R = R lr = 0.05 [m] for the left and the right lateral surfaces of the wing, and R = R tb = 10 · R lr = 0.5 [m] for the top and the bottom surfaces. Factor 10 is approximately the square root of the ratio, A tb /A lr , between the sum, A tb , of the areas of the top and of the bottom surfaces of the wing, and the sum, A lr , of the areas of the left and of the right sides. Finally, parameters a and b are set to 0.8 and 1.3, respectively. We first employ the basic SIDW interpolation procedure, by skipping the enrichment step (ii). Figure 4 , center highlights the new set C ⊂ C, consisting of 92 control points. Notice the very coarse and uniform distribution of control points c k . The deformed configuration yielded by the SIDW approach essentially coincides with the one in Figure 3 , bottom, despite a considerable reduction of the interpolation matrix, being W ∈ R 797×92 , and of the corresponding computational time (the deformation phase takes only 0.015 [s]). We successively resort to the ESIDW variant. We preserve the same values for a, b, R lr and R tb as in the previous numerical check. Additionally, we constrain the selection procedure to include in C all the nodes along the left and the right profiles of the wing as well as the nodes along the horizontal edges of the NACA profile. This requirement increases the cardinality of C, now consisting of 390 control points. As shown in Figure 4 , bottom, the constraints are guaranteed, while the distribution of the control points on the top (and on the bottom) of the wing is essentially the same as in Figure 4 , center. Also in this case the deformed configuration is essentially the same as the one in Figure 3 , bottom. Concerning the computational time, the increased cardinality of C results in an deformation stage that takes 0.034 [s] . This time, despite larger than the one demanded by SIDW, is still one order of magnitude less with respect to the time required by the standard IDW interpolation.
Sensitivity to R. We investigate the sensitivity of SIDW and ESIDW interpolation to the selection radius. In particular, in Figure 5 , we show the trend, as a function of R, of the number of the control points (left), and of the CPU time (in seconds) required to assemble the interpolation matrix (center) and to compute the deformation of the wing (right), respectively. The relation between the number of control points and R is nonlinear for both the SIDW and ES-IDW approaches. Nevertheless, while for the SIDW interpolation, the number of control points (and, consequently, the associated CPU time) increases as R becomes smaller, a low sensitivity to R is shown by the ESIDW variant. In particular, the cardinality of C remains the same for R greater than 0.1. Concerning the CPU times, no significant difference distinguishes the trend associated with the matrix assembly and the deformation step, also quantitatively. As expected, ESIDW interpolation is more computationally demanding than the basic SIDW approach, whereas the standard IDW approach coincides with the most expensive procedure.
In Figure 6 , left we show the error trend as a function of the selection radius. We compute the L 2 (Ω h )-norm of the relative error between the SIDW (ESIDW) and the IDW deformation. The larger number of control points employed by the ESIDW interpolation yields more accurate deformations compared with the ones provided by the SIDW approach. In particular, for large enough values of R, the error due to SIDW is approximately 4%, while, for the ESIDW procedure, it is about 1%. Convergence to zero is guaranteed by both the methods as R decreases.
Finally, in Figure 6 , right we investigate the influence of the selected radius R on the quality of the elements of the deformed meshes. Different criteria can be employed to quantify the mesh quality Q. Here, we adopt the ratio between the longest and the shortest edge [24] . In the figure, for different values of R, we compare the maximum and the mean value of Q on the meshes generated by SIDW and ESIDW algorithms, with the corresponding values associated with the initial configuration Ω h . While, on average, the mean value of Q is essentially independent of the deformation procedure and of the selected R, more sensitivity is appreciable on the maximum value of Q. The sufficiently large number of control points allows ESIDW to preserve about the same value of Q as for the initial mesh, also when R increases. On the contrary, a deterioration on the maximum mesh quality is evident when dealing with the SIDW interpolation algorithm, especially for large values of R.
Sensitivity to a and b. We conclude this first test case, by studying the sensitivity of the control point cardinality and of the accuracy of SIDW interpolation on the parameters a and b. Similar conclusions can be drawn for the ESIDW approach. To simplify this analysis, we relate a and b so that b = 1/a, we pick a < 1 (i.e., b > 1), and we consider four different values of the selection radius, namely, R = 0.02, 0.05, 0.2 and 0.3. Figure 7 collects the results of this check.
For a 1 (i.e., b 1), the number of selected control points becomes larger and larger, as expected, with a consequent increment of the CPU time. Nevertheless, this does not necessarily entail an improvement in terms of accuracy, especially for large values of R. Indeed, for R = 0.2, 0.3, choosing a ≈ 1 (i.e., b ≈ 1) reduces the number of control points of about one order of magnitude with respect to the choice a 1 (i.e., b 1), while only a slightly lower relative error is guaranteed (see Figure 7 , right). On the contrary, when R is small (see Figure 7 , left), decreasing a (i.e., increasing b) improves the accuracy. This is due the fact that, for these choices of a (b) and R, the SIDW procedure selects almost all the available control points.
Thus, since the actual goal of SIDW procedures, is to reduce the computational burden, we are essentially interested in sufficiently large values of R. This suggests us that the choice a ≈ 1 (i.e., b ≈ 1) ensures a reasonable trade-off between efficiency and accuracy to the morphing procedure. 
Fluid mesh motion around a wing
In this section we move to a FSI setting, by considering the fluid mesh motion around the NACA0012 profile in Figure 8 , top. This test case mimics a typical study performed in a wind tunnel, where the wing is clamped on one side while, on the other side, it is deformed by a vertical displacement, such as the one in (7). Table 2 gathers the main properties of the physical domain and of the corresponding discretization.
To investigate the deformation in the fluid mesh, we start by applying the standard IDW approach, thus identifying the set C with all boundary nodes (see Figure 9 , top for a detail in correspondence with the clamped side). The corresponding interpolation matrix in (3) belongs to R 14126×21910 . The resulting deformed configuration, shown in Figure 8 , bottom, is obtained after 83.09 [s] .
In order to reduce the computational costs, we resort to the ESIDW interpolation, by enriching the selection of control points in C with all the nodes on the left and right sides as well as along the horizontal edges of the NACA profile. Different values of radius R are selected for the faces of the (outer) box and for the sides of the (inner) wing. In particular, with similar considerations as in the previous section, we choose: W in (6) is now in R 9339×21910 . As shown in the figure, control points are essentially located on the structure profile only. The selection process reduces the computational time more than one third with respect to the IDW approach, the time required by the deformation phase being equal to 23.
Finally, the L 2 (Ω h )-norm of the relative error between the ESIDW and the IDW deformation is approximately 5.86%.
Sensitivity to R. We numerically check the sensitivity of IDW and ESIDW techniques to the selection radius, by mimicking the investigation in the previous section. For this purpose, we choose R top,b = R bottom,b = R f ront,b = R rear,b = R, R right,b = R lef t,b = 0.5R for the box, and R top,w = R bottom,w = R right,w = 0.1R for the wing, while preserving the values previously adopted for a and b.
The trend exhibited by the number of control points in Figure 10 , left is completely different with respect to the one in Figure 5 , left. The cardinality of C is essentially the same as for the IDW approach until R sufficiently increases. Then, for R > 0.1, the cardinality reduces more and more ensuring, for instance, a gain of one order of magnitude for R > 2. The central panel in Figure 10 computes the associated CPU time (in seconds), where now we have quantified the assembly and the deformation time, altogether. As expected, the trend of the computational time follows the one of the control point cardinality, as well as the L 2 (Ω h )-norm of the relative error between ESIDW and IDW deformation, as shown in Figure 10 , right. In contrast to Figure 6 , left no stagnation of the error is detected when varying R.
Finally, concerning the quality characterizing the meshes yielded by IDW and ESIDW procedures, we have that the maximum and the mean value of Q, independently of the adopted interpolation, is equal to 4.31 and 1.48, respectively with negligible variations (on the second decimal digit only) for ESIDW, as long as R ≤ 1. card(elements) 30265 card(nodes) 7186 card(internal nodes) 3322 card(boundary nodes) 3864 Table 3 : Fluid mesh motion around a rotating hull: main properties of Ω r and of Ω h .
Fluid mesh motion around a rotating hull
We conclude this section by testing the performances of the ESIDW interpolation when dealing with a FSI setting where a large deformation occurs. In more detail, we model a fluid mesh motion which results from the rotation of a structural domain in a naval engineering context. The initial configuration coincides with an outer box containing an inner Wigley hull [49] (see Figure 11 , top). A rotation of −5
• with respect to the z-axis is successively applied. We refer to Table 3 for a summary of the main properties of the physical domain and of the corresponding discretization.
The standard IDW approach results in solving the linear system (3), matrix W being in R 3322×3864 . This leads to a CPU time of 4.51 [s] . To reduce the computational burden, we apply Algorithm 2. The selection is performed by considering a radius R = 1.5 [m], a = 0.8 and b = 1.3. Notice that the value of R is comparable with the hull length. This allows a considerable reduction in the number of control points along the boundaries of the fluid domain. Moreover, in order to accurately capture the rotation of the hull, we switch on the enriching step (ii) of the selection procedure, by adding to C all the nodes belonging to the edge of the hull. The resulting distribution of control points is shown in Figure 11 , top. Most of the points is identified by the constraint step, while very few nodes (only two in the specific case) are retained by the selection at step (i). As a result, the hull turns out to be sharply described by the control points. ESIDW procedure essentially halves the computational time, the CPU time of the deformation phase being now equal to 2.56 [s]. Figure 11 , bottom displays the deformed fluid mesh, obtained by solving system (6), with W ∈ R 3322×1057 . We also refer to Figure 12 for a detail of the deformed grid. The computational cost reduction provided by ESIDW does not compromise the accuracy of the approximation. Indeed, the L 2 (Ω h )-norm of the relative error between the ESIDW and the IDW deformation is 2.42%.
We have investigated the sensitivity to R also for this configuration, by mimicking the analysis in the previous section. Figure 13 provides the same results as in Figure 10 . In contrast to this last case, we remark a less significant reduction in the number of the control points and of the total CPU time. Moreover, while for the wing configuration the ESIDW interpolation allows to gain six orders of magnitude in terms of accuracy for a sufficiently small R, only 2 orders less are obtained for the rotating hull configuration. Finally, the rotation causes a slight increment in the maximum mesh quality (which changes from 2.47 in the reference configuration to 2.56 for the deformed one), while essentially preserving the mean value of Q (varying from 1.62 to 1.63 before and after the deformation). These values are essentially independent of the adopted interpolation and of R. 
POD for SIDW shape morphing
We merge now the SIDW techniques presented in the previous section with a model reduction technique, following an offline-online paradigm [27] . The general idea is to exploit, during the offline phase, the deformations of the reference structure associated with certain loads to identify a reduced basis which allows us to predict, during the online phase, the structure deformation due to a new weight. In more detail, each deformation will be identified by a certain displacement of the control points. A priori, we can employ all the points in C for this purpose. Nevertheless, to contain the computational effort, we propose to properly filter points {c k } Nc k=1 via SIDW algorithms and to resort to the control points in C only. The reduced basis will be determined via a Proper Orthogonal Decomposition (POD) technique (see, e.g., [14, 47, 11, 27] ). POD reduces the dimensionality of a system by transforming the original variables into a new set of uncorrelated variables (called POD modes, or principal components), so that, ideally, the first few modes retain most of the 'energy' of the original system.
Generalizing notation, let µ ∈ D denote the generic parameter identifying the displacement d c (µ) of the control points c k in C. According to (6) , the deformation of the internal nodes x j , for j = 1, . . . , N i h , of the discretized reference structure Ω h can be computed as
the dependence on the parameter being highlighted. Notice that, while both the input displacement d c (µ) and the output deformation d i (µ) depend on µ, the SIDW matrix W is parameter independent.
During the POD offline stage, we consider a training set,
, of n train values for the parameter µ. With each parameter µ i , we associate a certain displacement d c (µ i ) of C, and we compute the corresponding deformation d i (µ i ) in (8) . This allows us to assemble the so-called snapshot matrix
whose columns store the different scenarios induced by the training set of deformations. To extract the desired reduced basis, we perform now the Singular Value Decomposition (SVD) of matrix U, so that
are the orthogonal matrices of the left and of the right singular vectors of U,
h ×ntrain is a diagonal rectangular matrix of the same size as U, whose non-negative real diagonal entries, σ 1 ≥ σ 2 ≥ · · · ≥ σ r , represent the singular (or principal ) values of U, r ≤ n train being the rank of U [25] . The reduced POD basis is thus identified by a subset of the left singular vectors of U collected in the POD basis matrix
with N r. The integer N can be selected via different criteria. In particular, since the energy contained in the discarded (i.e., the last r − N ) POD modes is provided by
we set a tolerance ε and choose N as the first integer such that E U (N ) ≤ ε. The identification of the POD basis concludes the offline phase. The online phase starts from the choice of a new value µ * ∈ D for the parameter, i.e., with the assignment of a new displacement d c (µ * ) to the control points in C. The POD basis is then exploited to approximate the corresponding deformation d i (µ * ) of the internal nodes in Ω h . In particular, we look for a suitable linear combination of the POD basis functions
and where β(µ * ) ∈ R N , with [β(µ * )] l = β l and l = 1, . . . , N , is a vector of unknown coefficients depending on parameter µ * . Now, in order to contain the computational effort, we aim at computing β(µ * ) in (13) by skipping the direct computation of d i (µ * ) via (14) and by exploiting the displacement vector d c (µ * ) only. For this purpose, we first solve system (14) with respect to d c (µ * ) in a least squares sense, so that d c (µ
h denotes the pseudo-inverse of W [25] . Thanks to (13), we obtain
Vector β(µ * ) can thus be computed by resorting to the normal equations associated with (15) as
The system we are lead to solve has size N , being
The deformation of the structure is finally computed via the product in (13). We observe that both the matrices in (16) can be computed once and for all at the end of the offline stage. Thus, the online phase reduces to evaluate the matrix-vector product on the righthand side of (16) , to solve a linear system of size N and then to compute the linear combination Z β(µ * ). In terms of computational burden, the most effort involves the internal nodes. In more detail, we are comparing the full problem (14) demanding O(N The complete POD-SIDW interpolation procedure is itemized in Algorithm 3 when applied to a generic shape morphing context. The POD-ESIDW variant can be set in a straightforward way simply by switching on the optional step (ii) of Algorithm 2 at the first item of the offline phase. With a view to a FSI problem, the same setting as for Algorithm 2 is adopted.
Algorithm 3 POD-SIDW interpolation for shape morphing
Offline phase:
(a) apply the Selection phase of Algorithm 2 to extract C and to assemble the SIDW matrix W ; (b) for each µ i ∈ Ξ train apply the Deformation phase of Algorithm 2 to compute d i (µ i ) via (8); end for (c) assemble the snapshot matrix U in (9); (d) extract the POD basis matrix Z in (11); (e) compute matrices
Online phase: chosen µ * ∈ D: (f) solve system (16) 
POD-SIDW algorithms in action
We come back to the test cases in Section 2.3 to investigate possible benefits on SIDW interpolation techniques due to POD. In particular, we quantify the computational improvements in terms of CPU time and accuracy of the approximation.
Structural deformation of a wing
We apply the POD reduction procedure to a parameter dependent variant of the configuration in Section 2.3.1. To this aim, we impose the parametrized vertical displacement
to the wing, where the parameter µ is a scalar varying in the interval D = [0, 1.3] . We focus on the standard IDW and on the ESIDW interpolation techniques. With reference to the ESIDW approach, we preserve the two different choices done for the selection radius in Section 2.3.1, by picking R = R lr = 0.05 [m] and R = R tb = 0. 5 [m] for the left and right and for the top and bottom surfaces of the wing, respectively. Then, accordingly to Section 2.3.1, the enrichment is performed by adding in C all the nodes along the left, the right and the horizontal edges of the NACA profile.
To build the snapshot matrix U, we randomly select n train = 100 values in D which identify the set Ξ train . Then, to extract the POD basis we fix ε = 10 −5 as tolerance on the energy E U (N ) in (12) . Finally, we choose µ * = 0.01 as parameter value during the online phase. Table 4 compares the performances of the plain IDW and ESIDW interpolations with the corresponding POD variants. The second column provides the number of control points employed for morphing the original structure, being understood that C ≡ C when dealing with the IDW approach. The third column gathers the CPU time required by the offline phase of Algorithm 3 to construct the response matrix, to extract the POD basis, whose cardinality is furnished in the fourth column, and to assemble matrices (16) . The fifth column summarizes the CPU time required to perform the shape morphing via (3) and (6) in the case of the basic IDW and SIDW interpolations, respectively; for the POD variants, this coincides with the CPU time demanded by the online phase, i.e., by the resolution of system (16) and by the computation of the linear combination Zβ(µ * ). Finally, the last column investigates the accuracy of the provided deformation by collecting the value of the L 2 (Ω h )-norm of the relative error between the computationally cheaper deformations and the reference IDW shape.
Concerning the specific values in Table 4 , we observe that both the POD variants identify a minimal reduced basis, a single POD mode being sufficient to ensure the desired tolerance. Figure 14 , left shows the decay of the spectrum, normalized to the maximum singular value, for both the POD-IDW and the POD-ESIDW reduction. The first approach exhibits a more evident drop so that a single mode ensures actually an accuracy of 10 −7 (considerably higher than the one demanded). The POD-ESIDW procedure in this case requires a larger number of modes to guarantee the same accuracy, for instance, two modes are demanded for ε = 10 −6 whereas four modes are required for ε = 10 −7 . The computational time demanded by the offline phase of both , respectively), thus becoming the ideal tool, for instance, for a multi-query context. Moreover, the POD procedure does not compromise the accuracy of the approximation, the error (with respect to standard IDW interpolation) being negligible (less than 10 −8 ) in the POD-IDW case, while increasing from 1.06% to 1.09% when dealing with the enriched procedure.
Finally, we check how the POD procedure does influence the quality of the deformed mesh, with emphasis on large deformations. In particular, since mesh quality is expected to deteriorate for larger and larger displacements, we consider a normalized mesh quality index, defined as the ratio between the mean mesh quality and the maximum displacement measured at the side of the wing which is not clamped. A cross comparison of the plots in Figure 14 , center and right, shows that the POD approach essentially has no influence on the mesh quality as well as the ESIDW interpolation, the selected index preserving a constant value of about 0.28 for µ > 0.3.
Fluid mesh motion around a wing
We move to the parametric version of the FSI test case in Section 2.3.2, dealing with the fluid mesh motion around a NACA0012 profile. The wing is now deformed by the parametrized vertical displacement (17) , with µ ∈ R varying in D = [0, 0.05].
We compare POD-IDW with POD-ESIDW and with the corresponding procedures without any model reduction. The parameters R, a and b characterizing the selection procedure are the same as in Section 2.3.2, as well as the constraints driving the enrichment step of Algorithm 2. The training set Ξ train is now constituted of 20 samples randomly distributed in D, and the tolerance ε employed in the POD offline phase is set to 10 −5 as in the previous test case. The actual deformation is then identified by µ * = 0.01. Table 5 offers a summary of the performances of the proposed methods. The successive columns collect the same quantities as in Finally, we remark that the accuracy of the POD-ESIDW interpolation is essentially limited by the selection applied to control points. Indeed, the POD-ESIDW approach entails a relative error of 5.94% to be compared with an error of 5.86% for the basic ESIDW method.
Fluid mesh motion around a rotating hull
We conclude the numerical assessment by studying the benefits provided by the POD reduction onto the large deformation setting in Section 2.3.3. The rotation of the hull with respect to the z axis is now parametrized, µ coinciding with the rotation angle assuming values in the range D = [−36
• , 0 • ]. As in the two previous sections, POD is combined with IDW and ESIDW interpolations. For the control point selection procedure, we adopt the same values for R, a and b as in Section 2.3.3. To build the snapshot matrix and to extract the POD basis, we exploits n train = 50 values for parameter µ, randomly distributed in D. The tolerance ε for the energy check is set to 10 −5 . Finally, the target configuration is identified by the parameter µ * = −5
• . From Figure 16 , left, we realize that few POD modes suffice to describe the new rotation with a good accuracy. In particular, tolerance ε is reached by resorting only to two modes.
The performances of POD-IDW and POD-ESIDW methods are summarized in Table 6 , whose columns are organized as in Tables 4 and 5 Concerning the combined effect of selecting the control points and resorting to a POD reduction, Table 6 quantitatively confirms what already remarked for the two previous test cases. In particular, while ESIDW manages almost to halve the CPU time required for a shape morphing compared to the standard IDW approach, a successive reduction of about one seventh is reached via POD, two basis functions being enough to reach the prescribed tolerance ε. Similar conclusions hold when comparing IDW with POD-IDW, the CPU time being reduced of about eleven times when resorting to a POD space constituted of two basis functions only. The price to pay for this computationally cheap shape morphing is represented, according to an offline/online paradigm, by the offline phase in Algorithm 3, which demands 203.07 [s] and 150. 26 [s] for the POD-IDW and the POD-ESIDW approach, respectively. Figure 16 , center compares the trend of the L 2 (Ω h )-norm of the relative error between the POD-IDW (POD-ESIDW) and the standard IDW deformation as a function of the rotation angle, when either one or two POD modes are adopted to predict the new deformation. The plot of the POD-IDW procedure associated with two POD modes is omitted, the corresponding relative error being essentially negligible (less than 10 −8 ). The accuracy guaranteed by the POD-IDW approach strongly depends on the selected angle when a single POD mode is employed, with a significant improvement in the presence of large rotations. On the contrary, a low sensitivity to the rotation angle is exhibited by the POD-ESIDW reduction, the error always being of the order of 10 −2 . Moreover, from the last column in Table 6 , we deduce that the control point selection still represents the principal responsible for an accuracy deterioration regardless of the selected angle, the relative error remaining essentially the same when combining the ESIDW approach with a POD reduction.
Finally, as shown in Figure 16 , right, the POD reduction does not perturb essentially the quality of the deformed mesh with respect to the standard ESIDW approach, and exhibits a contained dependence on the applied rotation. 
Conclusions and perspectives
Shape morphing techniques based on IDW are actually powerful computational tools, even though, often, very time consuming. We have proposed two strategies (and a possible combination of these) to limit this drawback. The first approach (the SIDW/ESIDW interpolation), based on a geometric selection of the control points, is very general and can be applied to any dimension and to arbitrary meshes. SIDW/ESIDW variants, tested on configurations of interest in engineering applications, such as airfoils and hulls, proved to be very effective since they considerably reduce the set of control points (i.e., the CPU time) without excessively compromising the accuracy of the approximation. A further reduction of the computational burden is then carried out by means of a POD (offline phase) and a least squares regression (online phase) techniques. This allows us to convert any shape morphing into the resolution of a linear system of size N , with N the number of selected POD basis functions. In the considered test cases, the number N turns out to be very small. Indeed, one or, at most, two POD basis functions were enough to guarantee a tolerance of 10 −5 to the energy contained in the discarded POD modes. We have combined POD model reduction with IDW and ESIDW interpolations, event though any shape morphing algorithm can be alternatively considered. The numerical verification in Section 3.1 shows that the combined POD-IDW and POD-ESIDW techniques lead to a large computational saving, up to two orders of magnitude on the CPU time. The offline phase remains the most time-consuming part of the procedure, according to an offline/online paradigm. Finally, an accuracy analysis highlights that SIDW/ESIDW entail very small relative errors (few percentage points) with respect to the standard IDW procedure, while POD reduction does not significantly contribute further.
A possible future development of this work might concern the integration of the proposed methods into a FSI solver, or the application to several optimization contexts. An adaptive selection of the control points driven by some quantity of interest rather than the employment of other model reduction procedures for parametrized problems (e.g., [7, 16, 27] ), as well as the use of active subspaces method [17, 45] as pre-processing, represent further topics of interest for the following of the current work.
