We present a combined theoretical and experimental study of the energetic stability and accessibility of different domain wall spin configurations in mesoscopic magnetic iron rings. The evolution is investigated as a function of the width and thickness in a regime of relevance to devices, while Fe is chosen as a material due to its simple growth in combination with attractive magnetic properties including high saturation magnetization and low intrinsic anisotropy. Micromagnetic simulations are performed to predict the lowest energy states of the domain walls, which can be either the transverse or vortex wall spin structure, in good agreement with analytical models, with further simulations revealing the expected low temperature configurations observable on relaxation of the magnetic structure from saturation in an external field. In the latter case, following the domain wall nucleation process, transverse domain walls are found at larger widths and thicknesses than would be expected by just comparing the competing energy terms demonstrating the importance of metastability of the states. The simulations are compared to high spatial resolution experimental images of the magnetization using scanning electron microscopy with polarization analysis to provide a phase diagram of the various spin configurations. In addition to the vortex and simple symmetric transverse domain wall, a significant range of geometries are found to exhibit highly asymmetric transverse domain walls with properties distinct from the symmetric transverse wall.
I. INTRODUCTION
The ability to control the magnetic spin configuration of nanoscale magnetic structures is a vital initial requirement for spintronic devices [1] . The materials properties of a system are one key factor and hence varying the material of a device is one handle to control the magnetization state. Other dominating contributions in patterned thin film structures are shape and configurational anisotropy, since there is an energetic advantage for the system to reduce the generated magnetic stray field by forming flux closure states in order to avoid having magnetization directed perpendicular to the sample edges [2, 3] . Hence geometrical device design has become possible with the advent of high quality thin film deposition combined with nanoscale lithography to achieve robust, tailored spin configurations. One particularly convenient and well-studied geometry is that of thin-film mesoscopic magnetic rings which exhibit particularly simple and robust spin-configurations. Such ring structures have received interest for potential applications such as MRAM elements [4] or magnetic logic [5, 6] . Provided the ring is narrow enough, it is energetically preferable for the magnetization to track the edge of the structure, leading to the lowest energy configuration being the quasi-uniform flux-closure state which is termed the vortex state [7] . On relaxation from saturation the metastable so-called onion state can result, which is characterized by two magnetic domain walls on opposing sides of the ring [8] [9] [10] [11] .
For devices, the detailed spin structure of a domain wall is crucial for setting the relevant physical properties such as the dynamic behaviour including domain wall velocities and critical current densities for current induced domain wall motion [11] [12] [13] [14] [15] and hence this can determine the ultimate performance and attainable data storage densities. Two types of domain wall are favored in such nanoscale planar wires; in general, in narrower and thinner structures, the transverse domain wall is observed where the magnetization rotates by 180
• via a roughly triangular region where the magnetization is directed off-axis to the wire [11] [12] [13] 16] . Conversely, for wider and thicker structures, the so-called vortex wall is preferred where the magnetization curls around a central vortex core region in which the magnetization is directed out of the plane of the structure [11] [12] [13] 16] . The energetically favoured state is determined by the interplay between dipolar and exchange energy contributions which scale differently with the geometry. Beyond such qualitative considerations, for the workhorse system Permalloy, the quantitative details of the phase diagram are well known [13, 17] , however, the materials parameters of the system also influence the range of sizes where the different domain wall types are stable as has been shown for the case of cobalt [18] .
For spintronic devices based on domain wall motion, materials with a large spin polarization are desirable for large torques [19] , while additionally low intrinsic magnetic anisotropies are required in order to reduce pinning effects and to provide a robust system where the magnetization configurations can be tailored via the geometry. Fe could be an attractive material in this regard, since it has a lower magnetocrystalline anisotropy than Co, while retaining a high spin polarization and the highest saturation magnetization of the elemental ferromagnets. Furthermore, while some recent research interest has shifted to more exotic materials such as highly spin polarized Heusler alloys and oxides [20] , there remain barriers to the industrial adoption of such systems due to the difficulty in obtaining reliable growth conditions on industrially relevant substrates for large scale production. Hence, there remains great potential for use of simple materials in real applications, however surprisingly in the case of iron an in-depth characterization of the domain wall spin structures is so far lacking, despite the aforementioned advantageous magnetic properties of this material.
While many studies just consider the two types of domain wall mentioned above, it has been predicted [13] and experimentally confirmed [21] that the transverse domain wall can occur in both symmetric and asymmetric configurations, which are expected to have different properties. For example, it has recently been revealed that the symmetry of the transverse domain wall is important in determining the depinning process from domain wall traps [22] and wire kinks [23] . Additionally in the presence of transverse applied fields, asymmetric transverse domain walls were observed to exhibit new dynamic behaviours with the upper and lower edges of the wall propagating at different velocities during longitudinal field driven motion, leading to a gradual increase in the wall asymmetry [24] . This means that it is vital to also investigate the degree of asymmetry of the transverse domain walls with geometry, which has been previously neglected for most studies and requires suitably high-resolution magnetic imaging to discriminate the sometimes subtle differences between the wall types.
In this work we study the occurrence of the three mentioned domain wall types while varying the dimensions of iron rings using both micromagnetic simulations and direct high resolution magnetic imaging via scanning electron microscopy with polarization analysis (SEMPA) [25, 26] . Within the simulations we systematically change the width and thickness 4 of the structures and determine the resulting domain wall type with the lowest energy. The simulations provide a good qualitative understanding of the competing energy terms and show excellent agreement with an analytical model of the system, yet do not provide a good quantitative agreement with the experimentally observed wall types. For a fuller understanding we perform further simulations which include the process of domain wall nucleation on relaxing the spin structure from the initial state. A phase diagram of the different wall types is presented which we show can only be fully understood by taking into account the experimental domain wall initialization procedure in addition to the effects of thermal activation and sample defects.
II. EXPERIMENTAL AND NUMERICS
In order to calculate the expected energetic stability of the different domain configurations in iron we performed micromagnetic simulations using the MicroMagnum code [27] . The
Landau-Lifshitz-Gilbert equation describes the dynamic behaviour of the magnetization, M, as follows [28] :
where t is the time, γ is the gyromagnetic ratio, α the Gilbert damping [29] and H eff the effective field. This equation is solved numerically via a finite difference method for the energy minimization procedure which is iterated until convergence. In contrast to the frequently studied straight wires, in this work curved structures are investigated which have particular merits in both experiment and applications. Such geometries facilitate the nucleation of domain walls at desired angular locations by the simple relaxation of the magnetization from a saturated state along a desired direction [11] and do not require the injection of domain walls from adjacent nucleation pad regions, which can be prone to stochasticity concerning the obtained spin structures within the wire. Half rings were simulated on an 800 × 400 × 1 grid with the rectangular cuboidal cells having in-plane dimensions of 1.25 nm and a thickness given by d, the thickness of the film being simulated.
For thin films it is known that the magnetization is essentially uniform through the depth of the film and hence having just a single cell for the z direction is a reasonable assumption which helps to reduce the required simulation times.
The simulations in this work were performed for a range of half ring sizes for widths between In order to experimentally investigate the actually occurring domain wall types magnetic imaging of the domain wall configurations in iron rings was performed. For the imaging of the domain wall spin configurations in rings of other materials, previous work has employed electron holography [21] or Lorentz microscopy, which require that the samples are fabricated on delicate membranes for the transmission measurements [10] , photo-emission electron microscopy [17, 18, 31] , which is mainly available at large-scale facilities and can be limited in its resolution, or magnetic force microscopy (MFM) [9, [32] [33] [34] , which can modify the spin configuration of the sample and is however sensitive only to the stray magnetic field from a sample and therefore harder to relate directly to the spin structures obtained from simulations. Therefore, in this paper we chose the imaging technique SEMPA [26] , which is a powerful lab-based method with an excellent spatial resolution of less than 20 nm and which can provide quantitative direct information concerning the spin configurations [35] .
Further details of the setup are provided in Ref. [25] .
The samples were fabricated on Si/SiO 2 substrates via a standard electron beam lithography procedure followed by lift-off. Iron was deposited by ultra-high vacuum thermal As such, in the experiments we also need to consider the possibility of stray field interaction between adjacent domain walls both within and between rings, which can potentially lead to spacing-dependent transitions between domain wall types [36, 37] . In order to rule out such effects, neighbouring rings were separated by more than the ring diameter [38] . Furthermore the maximum studied ring width was limited to ∼ 350 nm for the 1 µm O.D. in order to have a separation of several hundred nm between the two walls in the same ring, which avoids significant coupling effects taking into account a slightly higher stray field interaction for domain walls in Fe as compared to that previously measured for Co due to the difference in magnetostatic energies (∼ M 2 s ) [36] . Before imaging, the surface of the samples was cleaned using short argon ion milling in order to remove any gold capping layer and/or oxide from the surface, which is necessary due to the extreme surface sensitivity of SEMPA. The magnetic configuration of the samples was then initialized by applying a saturating magnetic field and relaxing the state, in order to generate the onion state with two domain walls in the ring. Imaging was then performed at ambient temperature.
III. RESULTS
We start with the theoretical modelling of the expected spin structures. The results of the lowest energy simulations are presented in Figure 1 . The inset depicts simulations of the two main wall types in 100 nm wide half rings, revealing a vortex domain wall for the thicker structure with d = 20 nm (top) and a transverse domain wall for the thinner structure with d = 7 nm (bottom). By comparing the calculated total energies for these two domain wall types for each ring size, the lowest energy state is extracted as represented in the phase diagram.
The investigation of the stability of the different stable domain wall configurations in nanowires was first investigated by McMichael and Donahue via analytical modelling and micromagnetic simulation [16] . For the analytical calculation they assumed that the major contribution to the energy of the transverse domain wall was from the stray field energy due to the off-axis magnetization region, while the vortex domain wall is assumed to be dominated by the exchange energy contribution from the closely circulating magnetization around the core. By equating expressions for these two contributions, an analytical form of the width (w) vs. thickness (d) phase boundary was derived to be:
where r max represent the outer radius of the vortex and r min the radius of the vortex core, respectively, µ 0 is the permeability of free space, M s is the saturation magnetization and A is the exchange constant with the definition of the exchange length as
Ignoring the weak logarithmic dependence, Eq. 2 is of the following form:
where for Permalloy the constant, C, was determined from their simulations to be 128 [16] .
For our results for iron the phase boundary has been fitted to this functional form, as shown in Figure 1 . The function can be seen to fit the phase boundary well and yields
If we calculate the expected value using the material parameters for iron of A = 2.1 × 10 −11 J/s and M s = 1.7 × 10 6 A/m and the value of C from the work of McMichael and Donahue we get w crit × d crit = 740 nm 2 which is in excellent agreement with our results. In comparison to other systems, the stability of the vortex domain wall is pushed to narrower and thinner structures than for either Py [17] or Co [18] , which can now be directly understood as arising from the materials properties dependence of Equation 3
via the contribution from the exchange length: the increased saturation magnetization in Fe favours the low stray field energy vortex domain wall, so that it remains the lower energy wall type down to narrower and thinner structures compared to cobalt and Permalloy.
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We then image the domain wall spin structures of different ring geometries. A selection of SEMPA images can be seen in Figure 2 . The SEMPA imaging simultaneously measures the two in-plane components of the magnetization which have been combined to give the full inplane information of the magnetization vector as represented in the colour images here. The colour wheel inset represents the local spin direction, which corresponds to a vector directed from the centre of the wheel to the appropriate colour. Due to our initialization procedure, most rings were observed to be in the onion state and contain two domain walls, one headto-head and one tail-to-tail, which are roughly aligned with the axis of the initializing field (along the x-direction for ring (a) and (f)-(j), but along the y-direction for the remaining rings). However the precise positioning of the walls is determined by local defects and hence the location of the walls in the experimental images is not always completely symmetric as would be expected for an ideal ring.
First we consider the larger structures as depicted in Figure 2 (a)-(e) where the dimensions of the rings are far away from the expected phase transition region. For the largest structure of 750 nm width in (a) it can be seen that a fairly complicated domain structure is observed. In particularly wide annular structures it is expected that the simplest domain wall configurations are no longer the only accessible stable magnetic states and more complicated spin-structures have been predicted and observed experimentally due to the reduced shape anisotropy [11, 31, 39] . In some structures ripple domains were observed as can be noticed in (b) which is also one of the few cases where annihilation of the two domain walls resulted in the vortex state with continually circulating magnetization around the ring and here the ripple domains are clearer to see. In the case of Permalloy, such ripple contrast is not found for these geometries due to the low intrinsic magnetocrystalline anisotropy, however, for Fe the magnetocrystalline anisotropy is significant albeit not as large as for
Co. Since the structures are polycrystalline the effect of this anisotropy should cancel out over the whole structure, unlike with epitaxial samples [35] , but at a local scale statistical variations in the anisotropy of individual grains lead to such characteristic contrast [40] .
Ring (c) shows an example of a more complicated double vortex structure in a 15 nm thick ring which has previously been seen in Figure 6 (b) of [11] for Py as a result of current induced wall transformations [41] and recently predicted as one of a variety of more com- The asymmetric wall type is not able to account for the discrepancy, since Nakatani et al.
found that the asymmetric transverse wall phase belongs to an area below the vortex-transverse phase boundary and hence would not explain the occurance of transverse walls of either symmetric or asymmetric type in larger structures [13] .
IV. DISCUSSION
Whilst the simulated results provided a good fit to the analytical theory of McMichael and Donahue, the observation of the different types of transverse walls and the observation of transverse domain walls in the region of the phase diagram where the analytical model predicts that the vortex domain wall should be the lowest energy state indicates that there is more going on. Firstly, note that a direct comparison of the experimentally observed states with the analytical model requires that the occurring state is the global energy minimum of the system. However, in practice this would not always be expected to be the case. As mentioned above, the experimental domain wall states are initialized by relaxing the spin structures from saturation. Under these conditions, simulations show that the symmetric transverse wall forms initially [33] and for a range of geometries this domain wall configuration can be a metastable state with an energy barrier that must be overcome in order to nucleate the vortex core as shown in Figure 4 , leading to hysteretic switching between the two domain wall types with field [42] . Secondly, the observation of asymmetric transverse walls in addition to symmetric ones demonstrates that the domain wall potential landscape is more complicated than just the simple picture of two stable spin structures, introduced above. In order to investigate these issues in more detail we performed a new set of simu- hence reduces the stray field, at the expense of an increase in exchange energy. In this sense, the increasing asymmetry of the wall is a precursor to the formation of the full vortex wall.
Since the exchange energy is linear in thickness while the magnetostatic energy is quadratic, the energy gain in reducing the stray field becomes more significant with increasing film thickness, resulting in the observed behaviour. To quantitatively compare the experimental results with the collected simulation results, Figure 3 also includes the phase boundaries 12 from this second set of simulations as represented by the blue lines. What is apparent is that both vortex and transverse domain wall are still observed in the region between the principal solid-line boundaries from the two calculation methods which means that neither boundary is a good fit to the experiment. However, one of the remaining factors that we need to consider is the influence of thermal effects, since the simulations only provide the 0 K states, while the experiments are performed at ambient conditions of 293 K. While the transverse wall initially forms on relaxation from saturation, it is only a metastable state in the region between the two principal phase boundaries and hence thermal activation is able to transform the wall to the vortex configuration which is the lowest energy state, as depicted schematically in Figure 4 . Whether this occurs experimentally depends on the measurement temperature and the height of the energy barrier, which in the absence of pinning is determined by the extent to which the geometrical parameters differ from those of the upper phase boundary. Taking all the experimental and theoretical data together we come to the key result that we can divide the phase diagram into three main regions.
Firstly, below the lower principal phase boundary, is a region where transverse domain walls should always be observed in the experiment. Secondly, in the region between the two main boundaries represented by the solid curves, we have a region where either type of wall may be observed, depending on the temperature. As the temperature is increased the effective experimental transition between wall types is expected to move from the upper boundary to the lower one, although due to thermal fluctuations this is not expected to be a rigid boundary at any given temperature and in the vicinity of this effective boundary both types of wall may be observed for the same geometry. Finally, above the upper boundary, is a third region where vortex or more complicated domain walls would always be expected. This is in agreement with the experimental observations. For our room temperature measurements we observe two vortex domain walls for the 10 nm thick samples at similar widths of 270 and 275 nm, suggesting that the room temperature transition is close to this point. This is also consistent with the fact that we did not observe vortex walls in the thinner samples since this vortex wall would be expected to be stable only for larger widths than for the thicker samples (for such geometries no experimental data were recorded due to the stray field considerations outlined above). We note that whilst we also observe a vortex domain wall for the 110 nm wide, 10 nm thick ring, this is at a much lower width than the other experimentally observed vortex states, suggesting that thermal activation is unlikely to be 13 the only influence in this particular case, as elaborated below.
The final ingredient that needs to be taken into consideration in the experimental work, that is not present in the simulations, is the effect of magnetization pinning due to defects, edge roughness and the local influence of magnetocrystalline anisotropy from the small crystallites that compose the polycrystalline layers. Indeed, the latter effect is already evidenced in some of the images due to the emergence of ripple domain contrast, as mentioned above.
Such pinning effects can also lead to the stabilization of higher energy metastable spin configurations [43] . To get more insight into the influence of defects we have analyzed a ring structure with a particularly strong edge roughness, which we can gauge from the images of the sample topology which are automatically acquired during the SEMPA imaging (not shown). The domain configurations for opposite sides of this same structure are depicted in The roughness induced variations in wire width, however, can significantly affect the domain wall energy potential landscapes as seen for artificially defined domain wall traps [21, 22] , thereby influencing the observed wall type. Alternatively material defects or a local change of the saturation magnetization [44] , for example, could help to promote the vortex wall by acting as preferential nucleation sites for the vortex core in such a structure. The effect of defects varying in kind, strength and position, would also explain the nature and position of the observed experimental phase boundaries. In the previously determined phase diagram for Py the experimental room temperature phase boundary was found to be close to the predictions of the analytical model, indicating that thermal activation is able to have a large effect in that system [17] . Here, however, the experimental phase boundary seems to be in the middle of the region of metastability which can be attributed to the increased pinning in the polycrystalline Fe system showing that the materials properties influence this very strongly. An even more extreme effect of pinning was observed in the Co system where the experimental phase boundary was found to be very close to the upper 0 K limit [18] and more generally it would be expected that it is not only the material that will affect the location of the observed boundary, by way of the intrinsic magnetocrystalline anisotropy, but also the particular growth conditions. Finally, the presence of defects can also explain the broadness of the experimentally observed phase boundary between symmetric and asymmet-14 ric transverse walls. Such defects are likely to promote asymmetry in the walls, stabilizing the asymmetric configuration over a larger range of geometries than in the simulations of defect free systems and leading to a range of widths where, depending on the individual structure, either an asymmetric or symmetric transverse wall may form.
V. CONCLUSION
In conclusion, we provide a comprehensive investigation of the complex phase boundaries The inset displays the change in angle of the asymmetric transverse wall with the ring thickness for a fixed ring width of 100 nm.
