integrable and square-integrable operators, besides obtaining extensions for such basic results as the Riesz-Fischer, Radon-Nikodym and Lebesgue monotone convergence theorems and for a reformulation of the Fubini Theorem. Thus a development of the theory of rings, collateral to measure theory was rendered possible by Segal's work.
The kind of work initiated by Segal was further pursued by Stinespring [10] . He defined convergence in measure in gage spaces, studied the interrelation between convergence in measure and convergence nearly everywhere, and proved, inter alia, noncommutative versions of Fatou's Lemma and Fubini's Theorem. Deserving of special mention are his results which state that under some mild restrictions, a continuous function preserves convergence in the L2-mean and that a sequence {7n} of selfadjoint measurable operators converges in measure to a selfadjoint measurable operator 7, if and only if, for any real continuous function <£ with compact support on the real line {<t>(7n)} converges in measure to 0(7).
Drawing freely on the works of Segal and Stinespring, we have, in the present paper, extended certain standard results in probability theory to finite rings.
I. Summary and preliminaries. Throughout this paper, the notation and terminology will be the same as those of [6] and [10] . Let (77, a, m) be a gage space in the sense of [6] , Zthe identity operator and m, a gage on a with m(I)= 1, and which is regular, i.e., for any projection P, m(P) = 0 implies F = 0. By an operator we shall always mean an operator measurable with respect to (w.r.t.) a is the sense of [6] . This paper is divided into several sections. In §2, we prove that convergence in measure is preserved by a continuous function which is expressible as the sum of a finite number of monotonie continuous functions. We indicate a few applications of this result including one to operatorentropy.
In §3, we prove a noncommutative version of Egoroff's Theorem and its converse. We then obtain a necessary and sufficient condition for convergence in measure and convergence nearly everywhere to coincide.
In §4, we introduce the notion of the distribution function of a selfadjoint measurable operator with respect to a faithful state (positive, normal, linear functional) <p of a. Let Fn he the distribution function of 7", «=1,2,..., and F that of 7, with respect to <p. Let x be any continuity-point of F (i.e., a point at which F is continuous). We prove that if {7n} converges in measure to 7, then Fn(x) -> F(x). Let <p = m, and let Fn, F, and x be as above. Then we also show that {7n} converges to 7 in measure if and only if, for each such x, {PU} converges in measure to Px, where P£ and Px are spectral projections of 7" and 7 respectively corresponding to the infinite closed interval ( -oo, xj. We then deduce a few simple corollaries.
In §5, we prove two dominated convergence theorems, which, in the case of a finite gage space, are stronger than the corresponding results of Stinespring. As applications, we show, in §6, that if {Tn} is a sequence of nonnegative squareintegrable operators converging in the L2-mean to an operator T, then the operatorentropy of Tn tends in the Lomean to that of T, and for any bounded selfadjoint operator R, the information about Tn contained in R (as defined by Umegaki and Nakamura) tends to the information about T contained in R.
Although the notation and terminology of this paper will be the same as those of the papers [6] and [10] , we shall define some concepts and explain some symbols which we shall repeatedly deal with. Let (H, a, m) be the underlying gage space. For any operator A in a, \\A\\ will denote the operator norm of A. For any measurable operator T (not necessarily bounded), |T| will denote (T*T)lt2. The extension of the gage m to the class of all integrable operators will also be denoted by m. The Lj-norm of T, denoted by \T\X, is the number m(|T|). TheL2-norm of J, denoted by \\T\\2, is the number [m(T*T)]112. For any two projections P and Q in a, P v Q and P /\Q will denote respectively the lattice-sum and lattice-product of P and Q. A projection and its range will be denoted by the same symbol. For any two measurable operators A and B, A + B and A ■ B will denote respectively the strong-sum and strong-product of A and B.
A sequence {Tn} will be said to converge in measure to T, if given any e > 0, there exists a sequence {Qn} of projections in a, such that |(rn -T^önll <e for all « and m(Qn)^l.
It will be said to converge nearly everywhere to T if, given any e > 0, there exists a sequence {Qn} of projections in a, such that ||(7"" -7")önI! <£ for all « and g"f I.
It will be said to converge to T in the Lp-mean if ||Tn -T\\p-*■0, as «-»-co, p=l,2, and converge to T almost uniformly if, given any 8>0, one can find a projection P in a with m(P) ä 1 -S and such that ||(rn-r)P||->0 asn->oo.
The following results of Stinespring, which we shall refer to as [DJ, [D2] , and [D3] respectively, will be frequently used in this paper.
[DJ [10, p. 32, Corollary 5.2] . "A sequence {An} of measurable operators converges in measure to a measurable operator A if and only if, for any e > 0, m(R^) -*• 0 as « -> co, where R% is the spectral projection of \An -A\ corresponding to (e, co)."
[D2] [10, p. 33, Theorem 5.5] . "A sequence {Tn} of selfadjoint measurable operators converges in measure to a selfadjoint measurable operator T if and only if, for any continuous function <j with compact support on the real line, <r(Tn)->o(T) in the L2-mean."
[D3] [10, p. 24] . "Convergence in the Lp-mean implies convergence in measure," P=l,2.
2. Preservation of convergence in measure by continuous functions.
Theorem 2.1. Let {T"} be a sequence of operators converging in measure to an operator T. Let Rn denote the spectral projection of \Tn -T\ corresponding to the interval (e, co). Then there exists a subsequence {nk} such that 2"=i m(R^k)<co.
Proof. In the case of an arbitrary gage space, it has been proved by Stinespring [10, p. 23 ] that {7n} has a subsequence which converges nearly everywhere. His methods together with the finiteness of the gage yield the desired result. Theorem 2.2. Let {Tn} be a sequence of selfadjoint operators converging in measure to a selfadjoint operator 7. Let O be a real-valued continuous function, expressible as the sum of a finite number of real and monotonie continuous functions. Then (0(7n)} converges in measure to 0(7).
Proof. Case 1. O is strictly increasing and continuous, and its range is the whole real line.
Proof. Let 0(7J = Sn and 0(7) = 5. Then S and Sn are selfadjoint. Let "a"
be any continuous function with compact support. Let a O denote the composite map defined thus: For any real number À, (a-0)(A) = a(0(A)). It is easy to verify that (flO)(7n)=a(0(7n)) = a(5'n). Since O is strictly increasing and its range is the whole real line, a-O is once again a continuous function with compact support. Since {7n} converges in measure to 7, it follows by [D2] that {(a-0)(7n)} converges in the L2-mean to (a-0)(7), i.e., {öi^)} converges in the L2-mean to a(S). As "a" is arbitrary, by applying [D2] again, it follows that {Sn} converges in measure to S. Case 2. O is continuous and strictly increasing, and its range is a bounded interval.
Proof. Let a(A) = A. Let 6(A) = a(A) +0(A). Then, by case 1, {b(Tn)} converges in measure to b(T), so that {¿(7n)-7n} converges in measure to b(T) -T, i.e., {0(7")} converges in measure to 0(7).
Case 3. O is strictly increasing and continuous, and its range is an unbounded interval with a finite left-hand endpoint.
Proof. Let 0(0) = k. Without loss of generality, we may assume k = 0, as otherwise we may consider /(A) = 0(A) -k. Define a new function g(X) thus: For A>0, g(A) = 0(A). For A = 0, and A<0, g(A) = A. Let e(A)=g(A) + 0(A). By case 1, {g(Tn)} converges in measure to g(T) and {b(Tn)} to b(T). Hence {0(7n)} converges in measure to 0(7). The case where the range of O is an interval bounded on the right, but not on the left, can be disposed of similarly. Thus the Theorem has been proved for any strictly increasing continuous function O. Now let O be continuous and increasing (but not necessarily strictly). Let g(X) = 0(A) + A. Then, since g is strictly increasing {g(Tn)} converges in measure to g(T), so that {0(7n)} = {g(Tn) -7"} converges in measure to g(T) -7=0(7).
Similarly the theorem can be proved when O is decreasing and continuous. Hence the theorem is true when O is a finite linear combination of monotonie continuous functions.
Applications. 1. Let S be a selfadjoint operator, P the spectral projection of 5 corresponding to [0, oo), and Q = I-P. The operator SP will be denoted by S+ and the operator -SQ by S~. Let {Tn} converge in measure to 7. Then one can show that {T"+} converges in measure to 7+ and {7n~} in measure to 7".
Proof. Let g(A) = A (ASO) and =0 (A<0).
Then, by the above theorem, {g(Tn)} converges in measure to g(T). But g(Tn) = 7n+ and g(T) = T+. The other part can be proved similarly.
2. Let {7n} be an arbitrary sequence of operators (not necessarily selfadjoint) converging in measure to 7. Then {|7n|} converges in measure to |7|.
Proof. It is known [10, pp. 28 and 32] that if {Tn} converges in measure to 7, then {7"*7n} converges in measure to 7*7. Let g(-) be defined thus: g(A)=0, A^O, and g(X)= +(X)112, for A SO. Let Sn = Tn*T and S=T*T. Then {g(Sn)} converges in measure to g(S).
3. Let {Tn} be a sequence of nonnegative operators. For each «, -Tn log 7n is called the operator entropy of Tn, and m( -7" log 7n) is called the numerical entropy of Tn. Let {7n} converge in measure to 7. Then 7 can be shown to be nonnegative so that 71og 7 can be defined. Now the function A log A is expressible as the sum of a finite number of monotonie, continuous functions so that, by the above theorem, the operator-entropy of 7" converges in measure to the operatorentropy of 7. Let now {7n} be uniformly bounded, i.e., there exists a positive integer k such that ||7B|| ?¡k for all «. In this case, there is convergence even in the Li-mean. Hence m(-Tn log 7")-> m( -7 log 7). In other words, the entropy function is continuous in bounded sets of a in the topology of convergence in the Li-mean. 4 . Let g be a strictly monotonie and real function, continuous everywhere on the real line. Let g(0) = 0. Also let g be bounded, i.e., for some positive integer k, \g(X)\ <kfor all real A. For any two measurable operators Fand S, definep(T, S) = m(g(\T-S\)). Then {7n} converges in measure to 7 if and only if p(Tn, 7) -*■ 0 as «-> oo.
Proof. First let {7"} converge in measure to 7. This implies that {\Tn -7|} converges in measure to zero. Let Sn = \Tn -T\. As {Sn} converges in measure to zero, it follows by Theorem 2 that {g(S")} converges in measure to g(0) = 0. Since \\g(Sn)\\ ¿k for all «, it even follows that m(g(Sn)) -> 0, i.e., p(Tn, 7) -> 0.
Conversely, let p(Tn, 7) -*-0. This implies that m(g(Sn)) -*■ 0. As g(Sn) is nonnegative for each «, it follows that {g(.S")} converges to zero in measure. Now, if possible, let {Sn} not converge in measure to zero. By [DJ there exists therefore some £>0 such that the sequence {m(Ren)} does not converge to zero, where 7?n is the spectral projection of Sn corresponding to (e, oo). Hence there exists at least one subsequence, denoted by {m(RFnk)}, which converges to a strictly positive number L. As g is strictly monotonie, g(e)>g(0) = 0. Now Converse. Let {Tn} converge to 0 almost uniformly. We shall show that {Tn} converges to 0 nearly everywhere.
Proof. Let S be a positive number less than 1. In view of our assumption, there exists a sequence {Sk} of projections such that m(Sk) > 1 -8/2" and for each fixed k, \\TnSk\\ -^0 as «^co.
Let Rx = Ak=x Sk, R2 = A?=2 Sk,..., Rn = Ak=n Sk,.... Then w(/^i)^2f=n S/2J. So m(Rn) -> 1. As m is regular, and Rk<Rk + x for each k, it follows that Rn f /. Now for each k, Rk < Sk. Since for each fixed k, || TnSk \\ -> 0 as « -> co, given k, and e > 0, one can find a positive integer Nk such that || TnSk \\ < e for all n^Nk (k=l, 2,3,...) .
Define a sequence {Ek} of projections thus:
And, in general,
The sequence En\ I. For n<Nx, \\T"En\\ =0 and so is less than e. For n^Nx, « lies between two integers Nx+ ■ ■ ■ +Nk and Nx + N2+ ■ ■ ■ +Nk + X-1 so that ||rn£j = ||rn/Jfc||<||7;nSfc||<£ (since Rk^Sk). Thus for all «, ||Tn£n||<e. For any given e>0, the choice of one such sequence {£"} being possible, it follows that {Tn} converges nearly everywhere to 0. Hence the theorem is proved.
In what follows a projection P in a will be said to be minimal if, for any projection Q in a, Q^P implies Q=P or g = 0.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use As 2i" i w(Fj) = 1, it follows that Rn\ I and || 7"Z?n || < e for all «. Hence convergence in measure implies convergence nearly everywhere. Since, in the case of a finite gage space, convergence in measure is always implied by convergence nearly everywhere, it follows that they are equivalent in this case. Converse. Let convergence in measure and convergence nearly everywhere coincide. We shall show that each projection has to contain a minimal projection. If not, let there exist a nonnull projection P, with the following property: m(P) = 8 and for any ß with 0<ß< 8, there exists a projection R<P, with m(R)=ß. We can show that this implies that for any «, P can be expressed as the sum of n pairwise But by (1) , ||F"¡.y||2<£2/«2, 1=1,2,...,«. Hence
This contradiction proves the result.
4. Weak convergence. Let (X, Y, P) he a probability space. By a random variable is meant a real, almost everywhere finite-valued T-measurable function.
With each random variable £, one can associate a probability measure p defined on the Borel sets of line as p.(E)=P[£~1(E)]. This p is known as the probability measure corresponding to Ç. Let (-co, x] = {y : -oo<y^x}.
The function F defined by F(x) = p{(-oo, x]} is called the distribution function of «f. F is always right-continuous. A point x at which F is also left-continuous is known as a continuity-point of F. It can easily be seen that x is a continuity-point of F if and only if p(x) = 0. The set of continuity-points of a distribution function is known to be dense on the real line. Now let Tbe any selfadjoint operator and PE its spectral projection corresponding to the Borel set E. We shall call the measure p, defined by p(E) = m(PE), the probability measure associated with T. And the point function F, defined at any point x by F(x)=p{(-co, x]}, we shall call the distribution function of T. Following the measure-theoretic case, we define that a sequence {Tn} of selfadjoint operators with distribution functions {Fn} converges weakly to a selfadjoint operator T with distribution function F if, at every continuity point x of F, Fn(x) -> F(x). (As before, if pn is the probability measure associated with Tn, « = 1, 2,..., and p is the measure associated with T, then it is known that a necessary and sufficient condition for weak convergence [1, p. 33 ] is that }Rg dpn-> §Bg dp., where g is any bounded continuous function, and R denotes the real line) or, what is the same, m(g(Tn)) -> m(g(T)).
More generally, let «r be any faithful state of a, with «r(/) = 1. Let T be any selfadjoint operator. Since a is completely additive, using a one can as before associate a distribution function G with T. This G we shall call the distribution function of T with respect to a. As a is faithful, it can easily be seen that a point x is a continuity point of G if and only if the spectral projection of T corresponding to the singleton x is the zero projection. When we say simply the distribution function of an operator, we mean its distribution function with respect to the gage m.
In what follows {Tn} will denote a sequence of selfadjoint operators converging in measure to a selfadjoint operator T, F the distribution function of T, and Fn that of Tn («= 1, 2,...). We shall now state and prove four theorems. at every point x which is a continuity point of 77). Then {Bn} also converges weakly to A. Theorem 4.4 . Let x be an arbitrary continuity point of F. Let P", for each n, denote the spectral projection of Tn corresponding to the interval (-co, x] and Px that of T corresponding to the same interval. Then a necessary and sufficient condition for {Tn} to converge in measure to 7 is that, corresponding to each continuity point x of F, {P%} converges in measure to Px.
Remarks. Theorems 4.1 and 4.2 are consequences of Theorem 4.4; they are stated separately, however, because the proof of Theorem 4.4 depends on that of Theorem 4.1. Theorem 4.2 is more general than Theorem 4.1 but cannot be proved directly and has only to be deduced from Theorem 4.4.
Proof of Theorem 4.1.
Case I. Let 7n's be uniformly bounded, i.e., there exists a positive integer k such that ||7n| <k for all «. In this case, the proof is exceedingly simple. Clearly for each «, the spectrum of 7" is contained in the closed interval [ -k, k] . Let pn be the probability measure associated with Tn. It is easy to verify that all the /x"'s vanish outside the compact set [k, k] . Hence, in this case, to establish weak convergence it suffices to consider continuous functions g with compact support. Now, ta g dpn = m(g(Tn)) and ¡Rgdp = m(g(T)). But by the result [D2], {g(Tn)} converges in the L2-mean to g(T) ; and hence, in particular,
i.e., gdp.n^\ g dp..
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Hence we have weak convergence in this case. Case 2 (General case). Let {7"} be an arbitrary sequence of selfadjoint operators converging in measure to a selfadjoint operator 7. Let Fn be the distribution function of 7n, and F that of 7. Let x be an arbitrary continuity point of F. To prove Fn(x) -> F(x). Corresponding to (-oo, x] , let Px be the spectral projection of T", and Px that of 7. Then Fn(x)=m(Px) and F(x) = m(Px).
Remark. The proof in the measure-theoretic case, as given in standard textbooks on probability theory, such as [2] and [3, p. 168] , does not directly extend to the noncommutative case. The argument given in those books is of the following type: Let (X, ß, P) be a probability space. Let/n and /be two random variables, c any fixed point on the real line, and e>0. Let A=f~1{(-oo, c]} and B=f'1{(c + e, oo)}.
Let C=X-B. Then,
This is the crucial decomposition on which the proof in the measure-theoretic case hinges. In the general case, let Pn be the spectral projection of 7" corresponding to (-oo, x], P the spectral projection of 7 corresponding to (c + e, oo), and Q = I-P. The equality Pn=Pn /\P+Pn A Q is not in general valid, since the associative law does not in general hold for the lattice of projections. In other words, the crucial decomposition (1) does not generalize to the case of rings of operators. Hence, we shall furnish a proof which is different from the one in the measure-theoretic case.
Let x be any fixed continuity point of F. We shall show that m(Px) is the only limit point of the bounded sequence {m(P")}. (Note that for all «, 0-¿m(Px)-¿ I.) Let L be a limit point of {m(Px)}. Hence there exists a subsequence, also denoted by {m(Px)}, which converges to L. If possible, let L<m(Px). So, for some S>0, one can write L=m(Px)-28.
As x is a continuity point of F, one can find for some £>0, a point .v-e (to the left of x) such that F(x)-F(x-e)<8ß.
(Note that if px-e denotes the spectral projection of T corresponding to (-co, x-e], then F(x-e) = m(Px'E).) Hence L<m(Pxe).
Since m(P*)->L, it follows that there exists a positive integer Nx such that for all n^Nx, m(P%)<L + 8¡4<m(Px) -8.
Let AX = I-PX. It follows that for (2) « à jVi, »J(ví5 A P*-£) >> 8. This contradiction shows that the limit point L cannot be less than m(Px). Similarly by using the fact that F is right-continuous, one can show that the assumption that L>m(Px) will also lead to a contradiction. Thus m(Px) is the only limit point of the bounded sequence {m(Px)}. Hence m(Px) -*■ m(Px), i.e., Fn(x) -> F(x). Hence the theorem is proved. Corollary 4.1. Let xx and x2 be two continuity points of F (xx < x2.) Let Rn be the spectral projection of Tn corresponding to the interval (xx, x2] (open at xx and closed at x2), and R the spectral projection of T corresponding to the same interval.
Then m(Rn) -> m(R).
The proof is easy and is omitted. Theorem 4.2 cannot be proved in the same way as above since, unlike a gage, a state may not be subadditive, i.e., for any two arbitrary projections P and Q, the inequality ct(Pv Q)è<j(P) + °(Q) is not in general valid. We shall deduce Theorem 4.2 from Theorem 4.4 after proving the latter.
Proof of Theorem 4.3. Theorem 4.3 is not a consequence of Theorem 4.1 since the notion of weak convergence is not additive even in the commutative case. However, a proof can be given along the following lines: Let Fn be the distribution function of An, Gn the distribution function of Bn («= 1,2,...) and F that of A. Let x be any continuity point of F. Corresponding to the interval (-co, x], let Pn be the spectral projection of An, Qn that of Bn, and P that of A. By assumption m(Pn) -> w(F). Let L be a limit point of the sequence {m(Qn)}. As such there exists a subsequence, also denoted by {m(Qn)}, which converges to L. If possible, let L<m(P). So, for some 8>0, L = m(P) -28. As in the argument of Theorem 4.1, one can find a number e > 0 such that x -« is a continuity point of F, and such that if R is the spectral projection of A corresponding to ( -oo, x-ej, then m(R)>m ( contradiction shows that L cannot be less than m(P). Similarly one can show that L cannot be greater than m(P). Thus m(P) is the only limit point of the bounded sequence {(m(Qn)}, which proves the theorem. As a consequence of the theorem, we obtain the following corollary, which, in the commutative case, has been proved by Slutsky. Corollary 4.2. Let Fn, for each n, be the distribution function of a selfadjoint operator Sn, and let F be that of a selfadjoint operator S. Let {Sn} converge to S weakly, and let {Dn} be another sequence of selfadjoint operators converging in measure to ci (c some real number, and I the identity operator). Let Gn be the distribution function of Sn+ Dn and G that of S + cI. Let x be any continuity point of F.
Then Gn(x+c) -> G(X+c).
The proof of this corollary rests on the following proposition: "Let N be any selfadjoint operator with distribution function 77. Let c and I be as in the above theorem. Let J be the distribution function of N+cI. Then, for any point y on the real line, H(y)=J(y + c)."
The proof is as follows: For any Borel set E on the line, let E+c denote the set of points x + c, where x is any point of E. Then one can verify that the spectral projection of A corresponding to £, is the same as the spectral projection of N+cI corresponding to E+c. Converse. For any continuity-point x of F, let P% denote the spectral projection of Tn and Px that of 7, corresponding to (-oo, x] . Let {Px} converge in measure to Px. We shall now show that for any continuous function a with compact support on the real line, {o(Tn)} converges in the L2-mean to a(T), and this will imply by the result [D2] that {7n} converges in measure to 7.
Clearly, for any A, |a(A)-</«(A)| < 1, so that \\<j(T)->KT)\\ ¿1. Note that o(T)->P(T) is ^0, so that m(\o(T)->P(T)\) = m(o(T)-t(T)) = m((o(T)-i¡>(T))Rx) <, \\o(T)-j>(T)\\-m(
Let a have compact support [-k, k] . Hence <r(-k) = 0 = a(k). As a is uniformly continuous in [ -k, k] , given any e > 0, one can find a positive number 8, such that for any two points x and y in [ -k, k] , one has \o(x)-a(y)\<e, whenever \x-y\ <2S. Choose a point Xx such that (1) xx > -k (2) the distance between Xx and -k exceeds 8/2 but is less than 8 and (3) xx is a continuity point of F. Choose now successively points x2, x3,..., xN such that (4) x2<x3< ■ ■ ■ <xN"x<k and xN>k (5) 8ä |xt+1 -Xx\ S 8/2 and (6) each x¡is a continuity point of F, i'=l, 2,..., 7Y-1. The choice of such a finite sequence xx, x2,..., xN is possible as the continuity points of F are dense on the real line.
Define a new function ip(X) thus :
>P(X) = 0 for A ^ xx, Corresponding to (xj-i, xt], let R'n denote the spectral projection of 7n and R¡ that of T(i=2,..., N). By assumption, {^converges in measure to Ri(i=l, 2,..., TV), so that 0(7ft) = 2f=2 o(\-i)Ric converges in measure to ¿T-a <J(K-i)Pi = 4'(F)-It is easy to verify that |0(A)-<r(A)| <e for all A, so that \\*P(Tn)-o(Tn)\\ <£ for all «. Since {0(7n)} converges in measure to 0(7) and is uniformly bounded in norm, it follows that 0(7n) -> 0(7) in the L2-mean, i.e., \\4>(Tn)-<p(T)\\2 -> 0 as « -> oo. As such, there exists a positive integer Nx such that ||0(7n) -0(7)||2<e for all n^Nx-Again, for each «, 10(7n) -a(7") || 2 < || 0(7n) -a(7n) ¡ • «i(7) = e. Hence, for any n g Nlt ||a(7n)-a(7)|!2a||a(7)-0(7)i|2+||0(7)-0(7J||2+||0(7")-a(7n)||2<6 + £ + £=3£.
Hence the theorem is proved. We shall now deduce Theorem 4.2 from Theorem 4.4. Let x he any continuity point of the distribution function of 7. Then by Theorem 4.4, {P^} converges in measure and because of uniform boundedness, converges in the L2-mean, to Px, i.e., m((P%-Px)*(P% -Px))^0.
Since a is absolutely continuous with respect to m, it follows that o((Px-Px)*(Px-Px))^0.
And this implies o(Px-Px)^0, or a(Pn) -*■ o(Px), which completes the proof of theorem.
We conclude this section with a necessary and sufficient condition for weak convergence and convergence in measure to coincide. Theorem 4.5. Let {Tn} be an arbitrary sequence of selfadjoint operators converging weakly to a selfadjoint operator T. Then {Tn} converges in measure to T if and only if T= ci for some real constant c.
Proof. First we shall show that the given condition is sufficient. Let T= ci for some real c. We shall prove that {Tn} converges in measure to T. Let Fn be the distribution function of Tn and F that of T. It is easy to see that F(x)=0, if x< c, and F(x) = 1 if x ^ c. Also any point (y + c) is a continuity point of F. Corresponding to (-co,y], let PI denote the spectral projection of Tn and Py that of T (n= 1,2,...). When y < c, P y = 0, and when y^c, Py = I. In view of weak convergence, m(Py) -» m(Py) = 0=Py whenever y<c, i.e., {PI} converges in measure to 0-Py whenever y<c. Whenever y>c, m(Py) = l, so that m(Pf) -> m(Py) = 1, which implies that {PI} converges in measure to I. Thus, for any arbitrary continuity point y of F, {PI} converges in measure toP". Hence by Theorem 4.4, {Tn} converges in measure tor.
Converse. We shall give an example of a sequence of projections converging weakly to a projection, but still not converging in measure.
Let a be a continuous finite factor and m the faithful normal trace on a with m(I) = 1. Let P, Q, R, and S be four mutually orthogonal projections in a, with m(P) = i = m(Q)=m(R)=m(S).
Let {An} be a decreasing sequence of projections contained in Q, such that m(An) -*> 0. Let Rn=P+An. Then m(Rn) ->% = m(S) and m(Rr:)^i=m(S1).
Let F be the distribution function of S and Fn that of Rn. All the involved operators being projections, the spectrum of each one of them is concentrated at the two points 0 and 1. Thus, for any x with x<0, Fn(x)=0 = F(x). Remark. This corollary is nontrivial and does not immediately follow from the definition of convergence in measure.
Proof. First we shall establish the following proposition: "Let {Tn} converge weakly to T. Then {$>(Tn)} converges weakly to <Í>(T)." To prove this, let g denote any real, bounded and continuous function. Let « denote the composite map g(I>. Clearly « is bounded and continuous. Now m(g(<b)(Tn)) = m(h(Tn)) -> m(h(T)) since {Tn} converges to T weakly. And the arbitrariness of g implies that {<b(Tn)} converges weakly to $>(T). Hence the proposition. Now, the corollary is an immediate consequence of Theorem 4.5 and the above proposition.
5. Some dominated convergence theorems. In this section we shall state and prove some dominated convergence theorems which, in the case of a finite gage space, are stronger than the corresponding results of Stinespring [10] .
Definitions. A sequence {An} of operators is said to be U-continuous if, given any e > 0, there exists a 8 > 0, such that for any projection P with m(P) < 8, one has \m(AnP)\ <e for all «, and V-continuous if ||^nF||2<£ for all «. Our definition of gross convergence is the same as that of Stinespring [10, pp. 23 and 26] . It is known [10, p. 32 ] that convergence in measure always implies gross convergence and that these two concepts are equivalent when the gage of the identity is finite. The orthogonal complement of any projection P will be denoted either by P1 or by I-P. For any operator 7, Re 7 will denote (7+7*)/2 and Im 7 will denote (7-7*)/2i.
For a sequence {An} of operators converging grossly to an operator A, the following two theorems have been proved by Stinespring (without assuming the finiteness of the gage).
Theorem 5.1 [10, p. 29] . If there exists a nonnegative integrable operator 7 such that -TfíRe An^7, and -7^ImAn^Tfor all«, then An^ A in the Lx-mean. If possible let there exist a nonnegative operator 7 such that An-¿T for all n. Then it is easy to see that m(T)^m(TPx)+ ■ ■ ■ +m(TPn)^2k = x I Ik for all «, which shows that 7 cannot be integrable. In order to cover such exceptional cases also, we shall state and prove the following theorems and show how they apply to the above example.
In what follows, {7"} will denote an arbitrary sequence of operators converging in measure to an operator 7, and {Sn} will denote an arbitrary sequence of nonnegative integrable operators converging in measure to an integrable operator S, and such that m(Sn) -> m(S). Remark. In the case of a finite gage space, these results are stronger than the corresponding results of Stinespring (Theorems 5.1 and 5.2 mentioned at the beginning of this section). Some dominated convergence theorems in arbitrary gage spaces have also been proved in [5] .
Lemma 5.1. Let {An} be a sequence of nonnegative integrable operators converging in measure to an operator A, and let m(An) -> m(A). Then An~> A in the Lx-mean.
Proof. This lemma is well known in the commutative case. However, the method by which it is proved in standard textbooks on probability theory, [3, p. 140, Problem 17] does not directly extend to this general case, for which the proof is as follows. Let an arbitrary positive number e be given. For any «, let Cn = A -An, and Gn, F%, and 77" denote the spectral projections of C" corresponding to the intervals [e, oo), (-oo, -e] , and ( -e, +e) respectively. It is easily seen that Z7£ is the spectral projection of \Cn\ corresponding to the interval [0, e). Now Proof. If An -> A in the Lomean, then it is known that it converges to A in measure, and it is easily verified that {An} is {/-continuous. For the converse, let an arbitrary positive number e be given. By assumption there exists a "8" >0 such that, for any projection P with m(P) < 8, one has m(AnP) < e for all «. The sequence {PAnP} converges in measure to PAP. The involved operators being nonnegative, it follows by the noncommutative version of Fatou's Lemma [9, p. arbitrary positive number e be given. Since {An} is F-continuous, it follows that there exists a 8>0, such that for any projection P with m(P) < 8, \\AnP\\2<e for all «. Hence (\\AnP\\2)2 = m(\An\2P)<E2. By Fatou's Lemma, it follows that m(\A\2P) <e2, i.e., (||/1F||2)2<£2. As {An} converges in measure to A, there exists a sequence {Qn} of projections such that ||04n -^)oj <e for all «, and m(Qn) -> 1. Hence for all « S some positive integer N, m(Qi)<8, so that for any n^N, \\An-A\\2 S \\(An-A)Qn\\2+\\(An-A)Qi\\2
Ú e + \\AnQ^\\2+\\AQi\\2
e + e + e = 3e.
Hence the lemma is proved. Proof of Theorem 5.3. It suffices to prove the theorem assuming each Tn to be selfadjoint, as the general case is reducible to this. Since -Sn ^ Tn á Sn, it follows that -SfíT^S, which shows that 7is integrable. Again, it follows by Lemma 5.1
that Sn -> S in the Li-mean. Therefore it also follows that {Sn} and hence {Tn} are [/-continuous. Thus, given an arbitrary positive number e, there exists a 8>0, such that for any projection P with m(P)< 8, one has |m(7"P)| <e for all n. Let Gn and Fn denote the spectral projections of Tn -7 corresponding to the intervals Hence 7" -> 7 in the Li-mean. The general case follows by applying the previous result separately to the sequences {Re 7n} and {Im 7n}. Proof of Theorem 5.4. To begin with, let us assume that each Tn is selfadjoint. As S" -> S in the Li-mean, it follows that {Sn} is (7-continuous. Since 72 ^ Sn, {T2} is also {/-continuous. Further, for any projection P, m(T2P) = (\\TnP\\2)2 so that the sequence {7n} is F-continuous. Also {7n} converges in measure to 7. Hence by Lemma 5.5, in the L2-mean.
The general case can be proved by applying the previous result, separately to (Re 7n)2 and (Im 7J2.
We shall now show how our theorems apply to the example given at the beginning of this section. Let An, Pn,..., etc., be as in that example. Define Bn = An + Pn.
Then {Bn} converges in measure to I and m(B") -*■ 1 and it follows by Theorem 5.3 that An -> 0 in the Li-mean.
6. Applications to operator-entropy. I. Let {Tn} be a sequence of nonnegative, square-integrable operators, converging in the L2-mean to an operator T. Then the operator-entropy of Tn(--Tn log Tn), tends in the Lj-mean, to the operatorentropy of T (=-TlogT), and in particular, the numerical entropy of Tn ( = m(-Tn log Tn)) tends to the numerical entropy of T.
Proof. Let <r(A) = AlogA, where <j(0) is defined to be zero. Hence ct(A) is continuous in the closed unit interval so that there exists a positive constant c, such that -c<ct(A)<c, whenever OáA^l.
Hence it follows that for any nonnegative operator A -A2-cI ^ AlogA <: A2 + cI.
Since {Tn} converges in the L2-mean to T, it converges in measure to T. Hence {T2} converges in measure to T2. Also as \\Tn -T\\2 ->0, it follows that m(T2) ->«j(T2). Thus if we set Sn = T2 + cI, and S=T2 + cI, then {Sn} is a sequence of nonnegative integrable operators converging in measure to a nonnegative integrable operator S and also m(Sn) -> m(S). Moreover, -Sn á Tn log Tn ^ Sn for each «. As {Tn} converges in measure to T, it follows by Theorem 2 of §2 that {Tn log Tn} converges in measure to TlogT. Now as a consequence of our dominated convergence theorem, it follows that {Tn log Tn} converges in the Lj-mean to T\og T.
Before proceeding further, we shall prove a lemma.
Lemma 6.1. Let ß be any ring contained in a. Let A be any square-integrable operator and let K=E[A\ß] denote the conditional expectation of A, given ß in the sense of Umegaki [11] . Then one has \\K\\"^ \\A\\P, p= 1, 2. is a Hilbert space, of which N=L2(H, ß, m) is a closed subspace, "A" is an element of G, and Kis its projection on the subspace N. Hence the norm of K regarded as an element of TV (= ¡I* ||2) is less than or equal to the norm of A, regarded as an element of G (= \\A\\2). Thus ||*||2Í= ||2||2.
Using these two results, we can rewrite as follows the two dominated convergence theorems which we have proved: 
