We consider the compressible Navier-Stokes equations in an exterior three-dimensional domain with non-zero constant density prescribed at infinity. We assume that p( ) = γ , γ > 3 2 , and that the force is potential. We show that for time tending to infinity, the density approaches the unique solution to the stationary problem, provided the potential satisfies certain regularity and structural assumptions.
Introduction
In this paper, we consider the compressible Navier-Stokes equations in a barotropic regime in an exterior domain in R 3 with a nonzero constant density prescribed at infinity. More precisely, we are concerned with weak solutions to the problem
where Ω ⊂ R 3 is an exterior domain with Lipschitz boundary (i.e. Ω = R 3 \ O with O ∈ C 0,1 a bounded simply connected domain), I = (0, ∞) is a time interval, (t, x) : I × Ω → R + 0 represents the density of the compressible fluid, u(t, x) : I × Ω → R 3 represents the velocity field, and p, a given function from R + 0 to R + 0 , is the pressure. The volume force f will be assumed as potential and independent of time, i.e. f = ∇ F, where F : Ω → R. Eq. (1.1) 1 expresses the balance of momentum while (1.1) 2 , usually called the continuity equation, expresses the balance of mass. In order to close the system (1.1), we must add initial and boundary conditions as well as conditions at infinity.
It is well known that due to the possible existence of vacuum regions, momentum is a more appropriate quantity than velocity in this context. We prescribe (0, x) = 0 (x) q(0, x) = q 0 (x), (1.2) where q is the linear momentum, q(t, x) = (t, x)u(t, x). The fact that the fluid adheres at the fixed wall is expressed by u(t, x) = 0 at I × ∂Ω .
(1.3)
Finally, |u(t, x)| → 0 (t, x) → ∞ as |x| → ∞, (1.4) where ∞ is a given positive constant. Note that due to (1.4) 2 , the total mass of the fluid must be infinite. In this paper, we shall mostly deal with p(s) = s γ , γ > 1 a constant; (1.5) some generalizations will be mentioned at the end of the paper. We also assume that the viscosity coefficients verify µ > 0, 3λ + 4µ > 0 which implies that the operator −µ∆ − (µ + λ)∇div with homogeneous boundary conditions (1.3) is strongly elliptic. We shall precisely specify the sense in which (1.1)-(1.5) is satisfied in Definition 1 below. Our aim is the following. If the force is potential and independent of time, the velocity field is expected to decay to zero and the density should approach the solution to the problem
( 1.6) This was shown in [1, 2] for bounded domains, and in [3] both for bounded domains and for exterior domains with finite initial mass, i.e. Ω (t, x)dx = Ω 0 (x)dx = m < ∞ (it necessarily means that ∞ = 0). In our case, we expect that the spatial asymptotic behavior of the density (1.4) 2 will be conserved. We thus add to (1.6) s (x) → ∞ as |x| → ∞.
(1.7)
The sense in which (1.7) holds will be specified below. The organization of the paper is the following. In the next section, we recall known results on the solvability of (1.1)-(1.5) and we state our main result -Theorem 2. Section 3 is devoted to proofs of global estimates of the solution which will allow us to speak about the limit density -a candidate solution to (1.6) and (1.7). Section 4 contains improved estimates of the density and a certain compensated compactness argument which allows us to pass to the limit in (1.1). Section 5 deals with the existence and the uniqueness of solutions to the rest-state problem (1.6) and (1.7). In the last section, we finish the proof of Theorem 2 and sketch the proofs for more general pressure functions than (1.5) .
Throughout the paper, we adopt the standard notation for Lebesgue spaces
for the corresponding spaces with zero traces), spaces of continuous functions C(I ) and certain classes of Orlicz spaces L p q (Ω ). The norms are denoted by · 0, p,Ω and · k, p,Ω for Lebesgue and Sobolev spaces, respectively. If there is no danger of confusion, domain Ω is not explicitly mentioned. The Bochner spaces on an interval I with values in X are denoted by L p (I ; X ) and C(I ; X ), respectively. Vector-valued functions are printed in bold-face. The generic constants are denoted by C and their value may vary even in the same formula, or in the same line.
Weak renormalized bounded energy solutions
Before defining precisely what we mean under weak solutions to our system (1.1)-(1.5), we shall make several rather formal points.
Take b(·) ∈ C 1 ([0, ∞)) and multiply (1.1) 2 by b ( ). The equality formally reads
This is the well known renormalized form of the continuity equation. It is equivalent to the continuity equation provided the couple ( , u) is regular. For weak solutions, we shall require (2.1) to hold for all functions b(·) such that
Next, let us multiply (1.1) 1 by u, integrate over Ω , and apply formally Green's theorem. Using appropriately Eq. (1.1) 2 , we get the energy equality in the form
where
Due to the lower weak semicontinuity of the convex functional v → Ω v 2 dx in L 2 (Ω ), for weak solutions, one expects inequality rather than equality. We shall equally see later on that the integrated form (over time) of (2.3) is more appropriate for our purpose. We shall therefore postulate that the weak solution satisfies
Finally, we require that the initial data satisfy
and that the volume force verifies 
can be expressed in a more suitable form using Orlicz spaces, cf. [5] . One can easily check that
We put for 1
where Φ and Ψ are complementary Young's functions such that Φ(s) ∼ s q for s ∈ (0, δ 1 ) and Φ(s) ∼ s p for s ∈ (δ 2 , ∞) for some 0 < δ 1 < δ 2 . It is an easy matter to see that one can choose Φ such that it satisfies the ∆ 2 condition. One can also easily verify that L p q (Ω ) does not depend on the choice of δ 1 and δ 2 . The space is a separable reflexive Banach space; its dual is isometrically isomorphic to
The first existence theorem for weak solutions to system (1.1) is due to Lions [5] for values γ ≥ 5 . Later on, it was generalized in the spirit of Feireisl's result [7] up to γ > 3 2 . The following existence theorem is taken over from [4] (Theorem 7.15 and bibliographic remarks in Chapter 7). Here, and in what follows, C(I ; X w ) denotes the space of all functions continuous on I in the weak topology of X .
Theorem 1.
Let Ω ∈ C 0,1 , and let the data satisfy (2.7) and (2.8). Let γ > 
) is lower semicontinuous on [0, ∞) and the integral form of the energy inequality (2.5) holds a.e. in I .
Note that instead of (2.5), one could require a differential form of the energy inequality, analogous to (2.3). But for exterior domains, the existence of such solutions, called finite energy solutions, is not known. It is connected with the missing control on the approximate sequence of densities n outside large balls, and thus it is not clear whether
We shall meet similar problems later on. Before formulating our main result, let us summarize the conditions which we additionally impose on the potential F in order to be able to study the asymptotic behavior of solutions guaranteed by Theorem 1. These conditions imply the uniqueness of the solution to (1.6) and (1.7), see Section 5:
Recall that C 0,1 B (Ω ) denotes the sets of all Lipschitz continuous functions up to the boundary which are bounded in Ω . The main achievement of this paper is the following result.
Theorem 2. Let ( , u) be a renormalized bounded energy weak solution to (1.1)-(1.5) such that the density ∈
and Ω ∈ C 0,1 . Let F satisfy (2.8) and (2.9). Then, as t → ∞, we have
where s is the unique solution to
If we compare our result with the results of [3, 1] or [2] , we see that we are able to prove only local convergence of the density, and we have almost no reasonable information on the convergence of momentum and kinetic energy. This is connected with the missing control on the density near infinity, which does not allow us to pass to the limit in the energy inequality. In the case ∞ = 0 and Ω 0 dx finite, treated in [3] , the missing information was provided by the L 1 -estimate of the density.
Energy inequality and its consequences
Let ( , u) be a renormalized bounded energy weak solution to (1.1)-(1.5) in the sense of Definition 1. Further (cf. Theorem 2), let
We would like to show that both and u are continuous on
2 , respectively. Lemma 1. Let and u satisfy (3.1) and let P( ) and
First, we choose R sufficiently large so that the second term is less than ε 2 . Next, having R fixed, we take δ sufficiently small so that for all t ∈ U δ (t 0 ) ∩ [0, ∞), the first term is less than ε 2 . As ϕ ∈ L γ 2 (Ω ) was arbitrary, the continuity of is proved.
The proof for the momentum is essentially the same. Just recall that
The first term is bounded, thanks to the fact that the kinetic energy belongs to L ∞ loc ([0, ∞); L 1 (Ω )) and the second term is bounded, thanks to the fact that the density belongs to
Thus
2 (Ω )) 3 ) and we can proceed as in (3.2) to show that in fact, the momentum also belongs to
Using the continuity of the density, we are able to transform energy inequality (2.5) into a more useful form. We have (at this moment only formally):
The following lemma shows that this formal calculation can be rigorously justified.
. Then for any t ∈ (0, ∞):
Proof. Thanks to the estimates of the momentum shown above, the integral on the left hand-side of (3.3) is finite and defined for any t ∈ [0, ∞). There exists a sequence of
Take further a sequence η m ∈ C ∞ 0 (0, t) such that η m converges uniformly to η δ and η m converges pointwise almost everywhere to η δ , where
Moreover, let η m be uniformly bounded on [0, t].
Using the fact that the pair ( , u) is a renormalized weak solution to the continuity equation, we have
We may now pass with m → ∞. We get
Passing with n → ∞ and finally with δ → 0 + , the equality yields, thanks to the continuity of − ∞ in L γ 2 (Ω ) w , the assertion of the lemma.
Applying Lemma 2 to the energy inequality, we get
Evidently, by Young's inequality, we can estimate the term Ω Fdx by 1 2 Ω P( )dx and a term depending on F; thus (3.4) yields the following estimates
Let us take an arbitrary sequence τ n → ∞ and denote
Evidently, the pairs ( n , u n ) solve (1.1) ∀n ∈ N. Moreover, due to (3.
. Therefore there exists a subsequence n k such that
We may now easily pass to the limit in the weak formulation of the continuity equation to see that s must be independent of time. However, in order to pass to the limit in the momentum equation (1.1) 1 , we need a better estimate of the density. This will be the aim of the following section.
Improved estimates of the density
The aim of this section is to prove estimates of the type and ψ is an arbitrary cut-off function such that ψ = 1 in Ω R−1 for some R > 1, supp ψ ⊂ Ω R . Such an estimate is a relatively standard tool in the theory of compressible Navier-Stokes equations. We adopt the technique used in [4] , Section 7.9.5. For another approach leading to the same result, see [5] or [8] . The main idea is to take as a test function for (1.1) 2 the function
and B Ω is the so-called Bogovskii operator, i.e. the solution operator to div w = f in Ω w = 0 on ∂Ω .
Note that Ω is unbounded, and thus the compatibility condition Ω f dx = 0 is not necessary. It is well known (see e.g. [4] ) that
However, because of the lack of regularity of the time derivative of the linear momentum, we cannot use ξ defined in (4.1) directly. Thus we take
Using a standard regularization technique (cf. the proof of Lemma 2), one may show that b k (·) is a suitable function in the renormalized continuity equation (2.1).
Further, denote by S α (g)(s) the mollification of a function g in time, i.e.
It is well known that for any I ⊂ I ⊂ (0, 3) and α sufficiently small, we have 3) ). Thus, we have for any I ⊂ I ⊂ (0, 3) and α < α 0 (I ) with α 0 sufficiently small
Here, (b k ) + (·) denotes the derivative from the right. Note that
and the normal trace of
2 ,2 (∂Ω )) * . Therefore, thanks to the standard density argument, we can use as a test function in (1.1) 2
with η and ψ defined above. Let us compute first
Thus we have (I := (0, 3))
We estimate each of J i , i = 1, . . . , 8, independently of k, α, and n, which will allow us to pass with α → 0 + and k → ∞ later on. We have
Completely analogously, we may also estimate J 4 (recall that we have
, where δ 1 can be taken arbitrarily small and, independent of it, so are also δ 2 and δ 3 . As the measure of the set {x ∈ Ω ; n (x) > ∞ + 1} is bounded uniformly with respect to n, and we get
provided θ ≤ min{γ − 1, 5 6 γ − δ} for δ > 0, arbitrarily small. Analogously we estimate the last term and get 
we have
where the constant C is independent of α, k and n. Note that by a very technical bootstrap argument, we could improve the estimate for γ ≥ 6 up to θ < 2 3 γ − 1. Such an estimate however, is not needed to get the results presented in this paper, and we skip the details. We may thus pass with α to zero in (4.4) to get
and finally, using the monotone convergence theorem, we may pass with k → ∞. Thus
With estimate (4.5) in hand, we can pass with n to infinity in the momentum equation. We get (for a suitably chosen subsequence, if necessary)
Ω any bounded subdomain of Ω and 1 ≤ r < ∞. The limit functions solve
(Ω ). The next task is to show that p = γ s , which is equivalent to the strong convergence of the density. It is again more or less a standard problem in the theory of compressible Navier-Stokes equations. Following the general argument of [9] , we take α ∈ (0, min{ 
is a suitable function in the renormalized continuity equation. For the sake of simplicity, we again denote the subsequence n k constructed above by n . Using the renormalized continuity equation (2.1) with b( ) = G( p( n )) and due to fact that ∇u n → 0 in L 2 (( 
. Next, we look at the momentum equation (1.1) 2 . Thanks to the estimates of the density n and the strong convergence of ∇u n mentioned above, we have that
Indeed, the only non-zero term is
and it solves the problem 
Stationary problem
In this section, we would like to find a sufficiently large class of potentials F for which problem (4.6) is uniquely solvable in a certain reasonable regularity class. Problem (4.6) with ∞ = 0 if Ω is an exterior domain, or for the case Ω bounded, can be found in [3] or [12] . To the knowledge of the authors, the problem Ω exterior and ∞ > 0 has not been studied yet.
Let us recall that we assume conditions (2.8) and (2.9). For a moment, let also
in Ω . Then, following the above mentioned papers, it is easy to verify that in the class RC = {v ∈ L ∞ (Ω ); v ≥ 0 a.e. in Ω }, the only solution to (4.6) is
Evidently, under the assumptions on F (see (2.9)), we have s ∈ L ∞ (Ω ); further s − ∞ ∼ F as |x| → ∞ (recall that F(x) → 0 as |x| → ∞), and thus s − ∞ ∈ L 2 (Ω ) ∩ L ∞ (Ω ). Furthermore, as the set {x ∈ Ω ; | s − ∞ | > 1} is bounded, s − ∞ belongs in particular to L γ 2 (Ω ) for any γ ∈ [1, ∞). The uniqueness is evident (recall that other candidates for being the solution, functions of the type ([
We have constructed one class of potentials for which (4.6) has a unique solution. Note that for its uniqueness, we do not need any further information on s (like the value of the energy or the mass, as was the case in [3] or [12] ). The sole condition that s − ∞ ∈ L 2 (Ω ) (which is actually equivalent to s − ∞ ∈ L γ 2 (Ω )) is sufficient. We would also like to consider certain potentials that may assume values below − γ γ −1 γ −1 ∞ . It is not very surprising that generally, the uniqueness of the solution may be lost. To see this, let us consider for simplicity the one-dimensional case with the potential as shown in Fig. 1 . In this case, we have a continuum of solutions. Any function of the type
is a solution to (4.6) . This example of non-uniqueness, similar to those in [3] or [12] , is based on the fact that the level sets {x ∈ Ω ; F(x) > k} are not connected for some values of k. A similar situation as in Fig. 1 may occur only in a bounded part of Ω , because F → 0 as |x| → ∞.
If we exclude such situations, we may still show the uniqueness of the solution even though F(x) may be less than
Lemma 4. Suppose that F satisfies (2.8) and (2.9). Then, in the class RC = {v ∈ L ∞ (Ω ); v ≥ 0 a.e. in Ω } there exists just one solution to (4.6), and it is given by
Proof. Evidently, any solution to (4.6) from RC must be continuous in Ω . Repeating now step by step arguments from [12] , we conclude that in any connected region where s > 0, the solution is given by
in Ω ∞ . It remains to verify that under assumption (2.9), s = 0 in the remaining part of Ω .
First, from the continuity of s , it follows that s = 0 at ∂Ω ∞ . Assume that there isx ∈ Ω \Ω ∞ such that s (x) > 0. Take 
Proof of Theorem 2
Take any sequence τ n → ∞. We know that we can extract a subsequence τ n k such that
where Ω denotes here, and in what follows, any bounded subdomain of Ω . Thanks to the uniqueness of the limit function s (any limit function must be a solution to (4.6)), we infer that the whole sequence is convergent in the sense of (6.1). To finish the proof of Theorem 2, we have to show that (6.1) implies pointwise convergence (t → ∞)
2 (Ω )) 3 . Finally, we observe by the density argument that (6.3) holds for any ϕ ∈ L γ 2 (Ω ), and thus (6.2) 1 holds true. The proof of (6.2) 3 follows the same idea; only instead of the continuity equation, we use the momentum equation 2 (Ω )) 3 ). Finally, let us prove (6.2) 2 . We show by Lemma 3 that 2) × Ω ), 1 ≤ r < 2(γ + θ ).
As √ satisfies the renormalized continuity equation (2.1), we show as above that for t → ∞,
Weak convergence (6.2) 1 implies
Since L 2 is uniformly convex, the last two formulae yield
as t → ∞. As is bounded in L ∞ ((0, ∞); L γ (Ω )), (6.2) 2 follows easily and thus Theorem 2 is proved. We shall finish this paper by remarking that condition (1.5) can be weakened. In fact, we can replace it by p ∈ C[0, ∞) ∩ C 1 (0, ∞), p(0) = 0, p > 0, 1 0 p (s) s ds < ∞ and p(s) ∼ s γ for s large. In this case, the function P( ) has to be replaced by
The properties of P 1 ( ) are the same as those of P( ); in particular, P 1 ( ) ∼ ( − ∞ ) 2 as | − ∞ | ≤ 1, and P 1 ( ) ∼ | − ∞ | γ as | − ∞ | > 1. Instead of (4.6), we have to solve 
