Abstract: Let {X n , n ≥ 1} be an independent identically distributed random sequence with each X n having the general error distribution. In this note, we derive the exact uniform convergence rate of the distribution of the maximum to its extreme value limit.
Introduction
Let {X n , n ≥ 1} be a sequence of independent identically distributed random variables with common distribution function F (x). Let M n = max 1≤k≤n X k denote the partial maximum of {X n , n ≥ 1}. Suppose that there exist constants a n > 0, b n ∈ R and a non-degenerate distribution G(x) such that lim n→∞ P (M n ≤ a n x + b n ) = lim n→∞ F n (a n x + b n ) = G(x) (1.1)
for all continuity points of G. Then G must belong to one of the following three classes:
Class I (Gumbel) : Λ(x) = exp −e −x , x ∈ R;
Class II (Fréchet) : Φ α (x) = 0 if x < 0, exp −x We call F is in the domain of attraction of G if (1.1) holds. We denote such a fact by F ∈ D(G). Criteria for F ∈ D(G) and the choice of norming constants, a n and b n , can be found in Leadbetter et al. (1983) and Resnick (1987) .
One interesting problem in extreme value theory is the convergence rate of F n (a n x + b n ) to any one of the extreme value distributions. There are penultimate and ultimate approximations. For penultimate approximations of F n (a n x + b n ), see Anderson (1971) , Cohen (1982a) , Gomes (1984) , Gomes and de Haan (1999) , Kaufmann (2000) and Reiss (1989) . For the uniform convergence rate of F n (a n x + b n ) to its extreme value limit, Λ(x), Hall and Wellner (1979) showed that the convergence rate is proportional to 1/n if F is exponential. For the normal distribution, Hall (1979) proved the following result:
for n > n 0 , where constants 0 < c 1 < c 2 and Φ(x) denotes the normal distribution function, and the norming constants a n and b n are given by
Hall (1979) showed that 1/ log n is the best convergence rate for the maxima of normal random variables. Castro (1987) proved a similar result for the gamma distribution. For related work on the uniform convergence rate of extremes, see Smith (1982) , Cohen (1982b) , Falk (1986) and Kaufmann (1995) . For work using second order conditions, see Balkema and de Haan (1990) and de Haan and Resnick (1996) . For the rate of convergence of intermediate order statistics, see Cheng et al. (1997) . For the convergence rate of maximum of stationary normal sequences, see Rootzén (1983) .
Our interest in this note is to consider the uniform convergence rate of (1.1) when X n follows the general error distribution (GED). The GED being a generalization of the normal distribution is one of the most widely applied (if not the most applied) distributions in statistics. The probability density function of the GED is given by: In the sequel, let {X n , n ≥ 1} be a sequence of independent identically distributed random variables with common distribution F ∼ GED(v). As before let M n denote the partial maximum of {X n , n ≥ 1}. Peng et al. (2009) proved that:
for v > 1 and all x ∈ R, where
and
for v > 1 and sufficiently large x, where
Noting f (t) → 0, g(t) → 1 as t → ∞, and by Proposition 1.1(a) and Corollary 1.7 in Resnick (1987), we can choose the norming constants a n and b n in such a way that b n is the solution of the equation
Note that for the normal distribution, λ = 1, and (1.5) and (1.6) reduce to (1.2). We prove that the best uniform convergence rate of F n (a n x + b n ) to its extreme value limit is proportional to 1/ log n. However, for F n (α n x + β n ) the convergence rate is no better than (log log n) 2 / log n even though α n /a n → 1 and (β n − b n )/a n → 0 as n → ∞.
This note is organized as follows: in Section 2, we provide the main results. Proofs are deferred to Section 4. Some auxiliary results are given in Section 3.
Main results
We provide two main results. Theorem 2.1 shows that the uniform convergence rate of F n (a n x+b n ) to its limit is of the order of O(1/ log n). Theorem 2.2 shows that the pointwise convergence rate of F n (α n x + β n ) to its limit is of the order of O((log log n) 2 / log n).
Theorem 2.1. Let {X n , n ≥ 1} denote a sequence of independent identically distributed random variables with common distribution F ∼ GED(v) and parameter v > 1. Then there exist absolute
for n ≥ 2, where b n and a n are defined by (1.5) and (1.6), respectively.
Theorem 2.2. Let α n and β n be defined by (1.3) and (1.4), respectively. Then
(log log n) 2 log n for large n.
Auxiliary results
We will use the following properties of the GED distribution (cf. (6) and (7) of page 434 in Hall (1979) ).
Proposition 3.1. Let F denote the distribution function of GED(v) with v > 1. For x > 0 we have
where
Proof. By integration by parts, we have
which is (3.1). Similarly,
Substituting into (3.1), we obtain (3.2), where
The proof is complete.
For the norming constants a n and b n defined by (1.6) and (1.5), respectively, let
where r n → 1 and δ n → 0 as n → ∞. The following expansion is needed.
Proposition 3.2. Let a * n and b * n be defined by (3.3). For fixed x ∈ R and sufficiently large n,
Proof. Note that b n ∼ 2 1/v λ(log n) 1/v by (1.5), which implies a n b −1 n ∼ (v log n) −1 → 0 by (1.6). So, by (1.6), we have
Similarly,
By (3.4) and (3.5), we obtain
So,
where s v (x) is defined as in Proposition 3.1. So, by (3.2), (3.4) and (3.6), we have
which completes the proof.
The proofs
We first prove Theorem 2.2 as it is relatively easy.
Proof of Theorem 2.2. Firstly, we derive the following asymptotic expansions of b n defined by (1.5):
and β n is defined by (1.4). Details are: By Corollary 1.7 in Resnick (1987), we have
By arguments similar to that of Example 2 on pages 71-72 in Resnick (1987), we can obtain (4.1). Now put
where θ n = o((log n) 1/v−1 ). Note
we can obtain
from which we can derive
Once again let
. By similar arguments, we can obtain (4.2). Note that
(log log n) 2 log n for large n. So, the result follows by Proposition 3.2.
Proof of Theorem 2.1. Letting r n = 1, δ n = 0 in (3.3) and noting a n b −1 n ∼ 1/(v log n), by Proposition 3.2 we can prove that there exists an absolute constant c 1 > 0 such that sup x∈R |F n (a n x + b n ) − Λ(x)| > c 1 log n for n ≥ 2. In order to obtain the upper bound, we need to prove: 
for n > 2. So, b n − a n c n > 0 for n > 2.
Firstly, consider the case of x ≥ −c n . Let
where Ψ n (x) = 1 − F (a n x + b n ). Note
for v > 1, and by (3.1), (1.5) and (1.6), we have
n a n log log b
Noting 0.8λ v log n < b v n < 2λ v log n for n > 2, we obtain
Substituting into (4.7),
By the inequality, (4.8), we have
for x ≥ −c n .
We now prove (4.3). Note as v > 1,
by (1.6). By (1.5), (4.10) and the definition of A n (x), we have
The inequalities come from the facts:
Combining with (4.9), we have
Secondly, consider the case of −c n ≤ x < 0. By (1.5), (1.6) and Proposition 3.1, we have
where 0 < d n (a n x + b n ) < 1 and
Since a n x + b n > 0 for x > −c n ; e −x > 1 − x for x > 0 and
we have
+ a n b This completes the proof of (4.5). The proof of Theorem 2.1 is complete.
