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We present a model for random interval graphs which, like the model of Erdijs and RCnyi, 
exhibits an evolution from empty graphs to complete graphs. We determine various thresholds, 
including the common threshold for isolated vertices and connectivity. 
1. Introduction 
Interval graphs form a special class of graphs with many interesting theoretical 
properties (e.g. they are perfect). Further, they serve as useful models in many 
applications including radio frequency assignment, processor scheduling, ar- 
chaeological seriation, genetics and traffic light phasing. 
The study of random graph sits at the cross roads of combinatorics and 
probability. Not only is this field a fascinating and beautiful branch of mathe- 
matics, but it, too, enjoys many applications including the study of polymeriza- 
tion, fault tolerant computing and the probabilistic analysis of algorithms. 
Our plan is to combine these two areas in the hopes of discovering new 
theorems and applications. In [ll] we introduced a model for random interval 
graphs, The model there was “static”: for each positive integer n we considered 
only one probability space for interval graphs on IZ labeled vertices. The random 
interval graphs considered in that paper were dense (O(n”) edges in almost all 
graphs). Here we develop an “evolutionary” model for random interval graphs 
which bears interesting resemblances to the evolutionary model of Erdos and 
Renyi (see [3,4]). With it, we can examine a ‘typical’ sparse interval graph. 
By an interval we mean a real, closed interval. If G is a (simple, finite) graph, 
we say G is an interval graph provided one can assign an interval to each of its 
vertices so that two vertices are adjacent if and only if their intervals intersect. 
More formally, let 9 denote the set of all real intervals. An interval representation 
of a graph G is a function f : V(G) +- 4 which has the property that for any pair of 
distinct vertices v and w we have, 
21 - w ef(v) nf(w) # 0. 
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Interval graphs are those graphs which admit interval representations. (See 
[%6> 81.1 
Denote by 9$, the set of all interval graphs on n labeled vertices, (1, . . . , n}. 
In [ll], random interval graphs are created by choosing intervals in [0, l] with 
end points chosen at random. In this paper, we use a different scheme for 
choosing random intervals which allows an “evolution”. 
In Section 2 we define our model. In Sections 3 through 6 we trace the 
evolution of interval graphs. In Section 7 we compare our results with those of 
the Erdos-RCnyi model for random graphs. 
2. The model 
2n independent random variables: 
x1, . . . , -%I; p1, . f f 3 p,, with xi chosen uniformly in [0, l] and pi chosen uniformly 
in [0, r]. The random interval graph G with vertex set (1, . . . , n} has i H [xi f pi] 
as its representation. That is: 
Let (Y&,, Pr) denote the sample space consisting of all labeled (interval) graphs on 
n vertices. The probability Pr(G) of a graph G E %,, is the probability it is 
generated by the above scheme. 
A property of graphs can be identified with the set Q of graphs which have that 
property. We say that the property holds for almost all interval graphs if 
lim Pr(Q II Y$) = 1. 
II-m 
Similarly, the property holds for almost no interval graphs if the above limit is 0. 
Typically, one proves that a property Q holds for almost all graphs by showing 
that almost all representations have the required property. That is, when one 
generates n random intervals Z1. . . . , Z,, the probability their intersection graph 
has Q goes to 1. 
When r+ 0 fast enough (all limits, etc. are for n + w) then almost all interval 
graphs are empty graphs (that is, have no edges). When r+- 00 fast enough, 
almost all interval graphs are complete. As one “gradually” increases r one 
observes an evolution of interval graphs. 
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Before we begin our discussion of the evolution of interval graphs, we present 
an important calculation: the probability that two vertices in a random interval 
graph are adjacent. 
Theorem 2.1. Let u and w be distinct, fixed vertices of a random interval graph. 
The probability they are adjacent is given by 
2r - 7r2 6 when Ocrc& 
Pr(v - w) = 
(2r4 - 8r3 + 24r2 - 8r + 1)/12r2 when $ d r =S 1, and 
when r 2 1. 
Proof. Let the intervals assigned to v and w be [x f p] and [y f a] respectively. 
We compute Pr(v - w) by conditioning on the value of p + o. First one checks, 
Pr(lx_y,~t~={~-t2 whenOGtG1, and 
when t 2 1, 
and 
i(tlr)” when Ostsr, and 
Pr(p+aCt)= 
when r<t<2r. 
Now, in general 
Pr(v-w)=Pr(]x-ylCp+a) 
= 
I 
2r 
Pr(lx-ylsp+aIp+a=t)dPr(p+o6t). 
f=O 
We complete the computation for each of the three cases mentioned in the 
statement of the theorem. First, when r c 4, 
Pr(v - w) = 
I 
r (2t - t2)(t/r2) dt + 
0 
r(2t-t’)(y)dl=Zr-ir*. 
Second, when $ c r s 1, 
Pr(v -w)= [ (2t - t2)(t/r2) dt + [ (2t - I’)(y)dt + r (7) dt 
2r4 - 8r3 + 24r2 - 8r + 1 = 
12r2 
Finally, when r 3 1, 
Pr(v- w) = ’ (2t- t2)(t/r2)dt+ ‘(t/r*)dt+ dt=l-&. 0 
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Fig. 1. 
When r-0 the first result can be expressed as Pr(v -w) = 2r + o(r). The o(r) 
term can be considered a “boundary effect” since we can “ignore the boundary” 
as follows: If we have 2r =S x s 1 - 2r (which when r+ 0 is “most” x’s) then for 
fixed p, Pr([x f p] fl [y f a] # 0) = r + 2~; this is the shaded region in Fig. 1 
divided by r. Note that this probability is bounded below and above by r and 3r 
respectively. Integrating with respect to p we find 
Pr(v - w 1 x, c [r, 1 - r]) = i 6 (r + 2p) dp = 2r. 
The expected number of edges in a random interval graph is readily computed 
using the above result, specifically (2) Pr(v - w). 
3. Sparse interval graphs and subgraphs 
The first phase of the evolution of interval graphs features the “sparse” interval 
graphs. In this section we assume that nr-+ 0, hence the random interval graphs 
have o(n) edges. We witness the emergence of subgraphs and can provide a good 
description of the structure of the graphs. 
In the beginning (n’r+ 0) the random interval graph has no edges. The first 
edges creep out of the darkness when n’r-+ c (with 0 < c < 00) and are firmly 
entrenched when n2r + a. 
Theorem 3.1. Zf n2r+ 0 then almost all interval graphs have no edges. Zf n2r+ c, 
with constant c E (0, CQ) then the number of edges is distributed according to the 
Poisson law: For every jixed, non-negative integer k, 
lim Pr(]E(G)] = k) = $. 
It-m 
Finally, when n2r+ 00 almost every interval graph has edges. 
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Proof. Let XCi,i) be 1 if i -j and 0 otherwise. Put 
Observe that E(X,,i,) = 2r - a?, SO E(X) = 2(‘;)r - o(n*r). 
If n*r+ c then observe that E(X)+ c. In Theorem 3.4 below, we prove the 
more general result that the number of copies of a fixed connected subgraph H in 
a random interval graph converges in distribution to a Poisson distribution when 
the expected number of these copies converges to a positive constant. Applying 
that Theorem here (with H = K,) we have X5 PC. The other two results are 
immediate corollaries. 0 
Now we consider the following problem: Given a fixed graph H, what is the 
probability it is contained in a random interval graph? More specifically, we wish 
to find a threshold function for r, below which almost no interval graphs contain 
H as an induced subgraph and above which almost all interval graphs do contain 
H as an induced subgraph. (If H were not an interval graph, it would be 
impossible for any interval graph to contain it as an induced subgraph.) 
The solution to the corresponding problem in the Erdos-Renyi model depends 
on the maximum average degree of H. The solution here is simpler; the threshold 
function depends only on the number of vertices in (the largest component of) H. 
Theorem 3.2. Let k > 1 be a fixed integer and let H be a fixed connected interval 
graph with k vertices. Zf rn k’(k-l)+cc but rn(k+l)‘k+O, then almost all interval 
graphs contain an induced subgraph isomorphic to H and no components with 
more than k vertices. 
Proof. If A is a set of vertices in a (random interval) graph, write [A] for the 
subgraph induced by the vertices in A. Define random variables X, and X by 
1 x = if [Al is connected, and 
A 
0 otherwise, 
and x= c xA- 
A:IAI=k+l 
Notice that when X = 0, the random interval graph can contain no component 
with more than k vertices. 
First we compute E(XA). Observe that if [A] is connected, the union of the 
intervals assigned to the vertices in A covers an unbroken interval on the real line 
the length of which is at most 2r (Al = 2r(k + 1). Once the first interval is assigned 
to a vertex in A, the remaining k intervals are no farther than 2r(k + 1) from that 
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first interval: implying E(X,) 6 O(rk). Hence, 
Pr(X > 0) C E(X) = (k : l)E(Xt~,...,,+~)) = O(nk+‘rk)+ 0. 
Thus the probability that the random interval graph contains a connected induced 
subgraph with more than k vertices vanishes. 
For the first conclusion to the theorem, define 
Y = 1 if[A]=H,and 
A 
0 otherwise, 
and Y= c YA, 
A:IAI=k 
where H is the given connected interval graph with k vertices. 
Fix a representation for H the union of whose intervals is contained in [0, 11. 
Since the end points of the intervals are distinct (with probability l), there exists 
E > 0 so that if the centers and/or radii of any interval in this representation are 
perturbed by an amount not exceeding E, the deformed set of intervals still 
represents H (i.e. no intersections would be created or destroyed). 
Shrink the representation so that it fits within the interval (0, r). We see that 
the probability that the intervals for A represent N and lie entirely in the interval 
(0, r) is at least (~r)~~/r~. By considering the intervals (0, r), (I-, 2r), etc., we see 
E(Y,) 2 Q(l)rk-‘. By our results in the first part of this proof we also have 
E( YA) =Z O(rk-‘). Hence, 
E(Y) = (;)E(Y{l,,,.,k)) = @(nkrk-‘)- w. 
Next we claim that E(Y2) -E(Y)‘. Put p = E(Y{l,...,k)) = @(rk-‘). Note, 
E(Y) = (;)/I. Now, 
E(Y2)=CCE(YAYB)= i c E(Y,Y?3)> 
AB a=OA,B:IAflBI=o 
(3.1) 
where IAl = IB] = k is implicit. When A fl B = 0, then E(YA YB) = E(YA)E(YB). 
Thus when a = 0 in (3.1), we get 
c E!Y"y~)=(~)(nkk)p2-E(Y)2. 
A,B:AnB=B 
Now when 0 < a c k observe that YA Y, = 1 implies [A U B] is connected. Then by 
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our previous calculations, E(Y,Y,) s E(XAUB) s O(r’AUB’-l). We compute, 
(n)(k)(n - k)O(r2-l) 
CA,B:IAn~I=a H&Y,) = k a k - a 
E(V2 n2 0 k 0(?-2) 
Thus the remaining terms in (3.1) are insignificant. One applies Chebyshev’s 
inequality to establish that Pr( Y > 0) --, 1. •i 
Recall that 6 and A denote the minimum and maximum degrees of a graph and 
that x denotes its chromatic number. 
Corollary 3.3. Suppose k is an integer, k > 1, such that nk’(k-l)r+ cc, but 
n(kc’)‘kr + 0 then 
A=k-1, x = k, and6=0 
for almost all interval graphs. 
Proof. The maximum degree result follows from the previous theorem since if 
A 2 k then there would be a component with more than k vertices. On the other 
hand, the random interval graph is (almost) certain to contain a Kk implying 
Ask-l. 
Since the maximum clique size of almost all of these interval graphs is k, it 
follows that x = k since interval graphs are perfect (see [6] for a discussion). 
The minimum degree result is proved later (see Theorem 5.1). q 
If the interval graph H is not connected, we only need to consider the number 
of vertices in its largest component. The same thresholds determined in the above 
hold even if we omit the word “induced”: Let H be any connected graph with k 
vertices. If r is such that almost all interval graphs have no components with k or 
more vertices, then almost all interval graphs do not contain H as an ordinary 
subgraph, but if r is above the threshold, then the random interval graph is 
certain to contain a Kk, which clearly contains H as a subgraph. 
What can we say about subgraphs at the threshold? 
Theorem 3.4. Let k > 1 be a fixed integer and let H be a connected interval graph 
on k vertices. Suppose rnk’(k-‘) -+ c for fixed c E (0, w). Further, let Y be defined as 
in the proof of Theorem 3.2 (the number of induced subgraphs isomorphic to H). 
If lim,,, E(Y) = /I E (0, w), then Y%= Pn, that is, Y converges in distribution to a 
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Poisson distribution with mean Iz, 
Ake-” 
lim Pr(Y=k)=T. 
n- 
Proof. We show that Y’s tth factorial moment, E,(Y) = E[Y(Y - 1). . . (Y - t + 
l)], tends to A’ as it 4 w for each positive integer t. This implies Y% PA (see [l] 
Theorem 1.20, p. 23). 
Now E,(Y) = C E( YA, YAI . . . Y,,) where in each term of the summation the 
Ai’s are distinct (but not necessarily disjoint) k element subsets of (1, . . . , n}. 
Thus 
-4(Y) = c c w7A, . . * Y,,). 
askt IA,U...UA,I=a 
(3.2) 
When a = kt the Ai’s are pairwise disjoint, and therefore the YA,‘s are independ- 
ent. Thus, 
c -WA, . . . YA,) 
IA,U.-.UA,I=kf 
We claim that the remaining terms in (3.2) tend to 0. 
Let W=AIU*. - U A, with a = 1 W I< kt. There are O(n’) possible collections 
of sets A,, . . . , A,. Now if Y,, . . . YA, = 1 then [W] contains 9 components with 
4 <t. Moreover, each component has at least k vertices and at least one such 
component has more than k vertices. Therefore, kq < a. 
What is the probability that [W] contains (at most) q components? If the 
components have a,, . . . , a4 vertices, then this probability is at most 
O(ral-l ) . . 9 0(+-l) = 0(rue4). Th us f or each a < kt, the terms in (3.2) give 
O(nVa-q) = O(n (kq--n)‘(k-l)) which vanishes because kq < a. 
We conclude that E,(Y)--, AC and therefore Y% Pk. 17 
The value of A in the above result depends upon the automorphism group of H 
as well as the various possible interval representations for H. 
Theorem 3.5. Zf nr+ 0 then almost all interval graphs have at least n - o(n) 
components. 
Proof. Let Qi equal 1 in case the right end point of the interval assigned to vertex 
i is contained in no other intervals and 0 otherwise; let Q = C Qi. Note that Q 
equals the number of components. 
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It is easy to show that E(Qi) - (1 - r)n-l and therefore E(Q) - n. 
Furthermore, for i # j, we have E(QiQj) - (1 - 2r)“-2 giving E(Q”) - n2 - 
E(Q)“. The result follows from Chebyshev’s inequality. 0 
The vast majority of the components must be isolated vertices; otherwise, if clt 
components had 2 or more vertices, then the total number of components would 
be at most (1 - l )lt, contradicting the above result. 
We can give a good description of sparse random interval graphs. They consist 
of many components, the majority of which are isolated vertices. The largest 
components are of a known size and every possible interval graph of that size and 
smaller appears as an induced subgraph. 
4. nr + constant 
Let c be a positive, real constant. When nr+ c we no longer have bounded 
maximum degrees or chromatic number. The degrees can take on a wide range of 
values. 
Theorem 4.1. Let c be a constant, 0 <c < ~0, and suppose nr+ c. Let k be a 
non-negative integer and v a fixed vertex of a random interval graph. Define 
Pk = lim,,, Pr(d(v) = k). One has, 
k cje-c 
Pk = c 
- (3cy’ep3’ 
j=O j!2c ’ 
Proof. Suppose v’s interval is Z,, = [X f p]. We may assume in the calculations 
below that our probabilities are conditioned on 2r sx c 1 - 2r. Since the 
probability that this condition holds is (1 - 4r) + 1 one can readily check that the 
limit calculations are valid. 
Let p = r + 2p and a = p/r. Observe, 
Pr(d(v) = k ) Z, = [X f p]) = (” i ‘)p’(l -p)“-‘-k 
(np)” =--(1-p)“-k-1+0(1) 
Thus, 
= (1 + 2a)kck 
k! 
eC(‘+2a)c + o(1). 
PO = ,lii_ Pr(d(v) = 0) = 6’ e-(‘+2a)c da = e-c Lcep3c 
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and the summation formula for Pk follows from the recurrence, 
p = lo+ wkCke-(l+hQa 
k I 0 k! 
1 
=- 
I 
3c 
k!2c C 
ykeeY dy 
1 3c 
=- 
I k!2c C 
kyk-le-y dy - [y”e-‘If 
=pk--l+c e k --c _ (3c)ke-3” 
k!2c ’ 
q 
Next we consider maximum degree and chromatic number: 
Theorem 4.2. Zf nr + c E (0, 00) and E > 0, then 
lim Pr 
(l-410gn__A<(1+c)logn 
n-= log log n . log logn 
and 
lim Pr 
( 
(I- e)log n ~ &1+41ogn =I, 
n-m log log n log log n > 
Proof. The proof of this result is rather tedious. The essential ideas are sketched 
here; the technical details are available in [lo]. 
If i is a vertex of a random interval graph G, denote by N(i) its neighborhood, 
i.e. the set {j:j -i}. Let R(i) denote the set of all vertices (other than i) whose 
interval contains i’s right end point. For i E V(G) and W c V(G) we define, 
Furthermore put 
x, = i: 
if N(i) = W, and 1 y, if R(i) 3 W, 
otherwise: 
r.W = 
0 otherwise. 
c xi,W and Yh=i c Yi,,. 
i=l Wc(l,...,n) i=l Wc(l,...,n) 
IWI=h IWI=h 
Observe that A 2 h Gx,, > 0, and that x 2 h + la Yh > 0. 
Now if we put h = A log n/log log n for some positive constant A, one can 
prove that E(Xh) - nl-A+oo) and if A > 1 then E(Xi) - E(Xh)2 [respectively for 
Y,]. The result then follows using Chebyshev’s inequality. 0 
Theorem 4.3. Zf nr+ c then the number of components in almost all random 
interval graphs is ne-’ + o(n). 
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Proof. The proof is similar to that of Theorem 3.5. Using the notation introduced 
there, observe that E(Qi) - (1 - r)n-l -e-’ and for i #j we have E(QiQi) - 
(1 - 2r)“-’ - ew2’. This gives E(Q) - ne-’ and E(Q”) - E(Q)“. The result follows 
from Chebyshev’s inequality. •i 
5. The connectivity threshold 
We saw above that even when r = c/n each vertex has a positive probability of 
being isolated. Indeed, isolated vertices are sure to exist until I = log n/n at which 
point they disappear and the interval graph becomes connected. However, the 
last edge prior to connectivity does not join an isolated vertex to a “giant”; 
rather, the remaining two components both have size O(n). 
Theorem 5.1. Suppose c = lim,,, nrllog n exists. If c < 1 then almost all interval 
graphs have isolated vertices, while if c > 1 then almost all interval graphs are 
connected. 
Proof. First we consider the case c < 1. Denote by [xi f pi] the interval assigned 
to vertex i. Let 
X, = 1 if d(i) = 0 and xi E [$, $1, 
I 
I 0 otherwise. 
Put X = C Xi. NOW, 
E(X,) = Pr(d(i) = 0 and xi E [$, $1) 
= Pr(d(i) = 0 1 xi E [4, $])Pr& E [$, $1) 
= [: [ (1 - r - 2~~)~~~ dpi](i) 
= (1 - r)n - (1 - 3r)” 
6rn ’ 
Hence, 
l--c 
E(X)-- -n 
l-3c 
6c log n 
-+m. 
To compute the second moment, E(X2) = E(X) + n(n - 1)E(X,X2), we con- 
dition on the adjacency of vertices 1 and 2: 
E(X,XJ = E(X,X, 1 1 + 2)Pr(l -t_ 2) + E(X1X2 1 1 - 2)Pr(l- 2) 
(1 - 2r - 2pi - 2~,)“-~ dp, dp, 1 [l - O(r)] + 0 
= ,,‘r2i (t’r’l, [ (1 - 2r)” - (1 - 6r)“] 
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from which it follows that E(X’) - E(X)*. Chebyshev’s inequality gives Pr(X > 
O)+ 1, hence almost all interval graphs have vertices of degree 0. 
When c > 1 the connectivity of almost all interval graphs follows from Theorem 
5.2 below. q 
Let us now take a more detailed look at the behavior at the threshold. What 
happens when r - log n/n? 
Theorem 5.2. Let c be a real constant. Let X be one less than the number of 
connected components in an interval graph. If r = log n + c/n then X converges in 
distribution to a Poisson distribution with mean A = e-‘, in particular, 
Pr(G is connected) + epe-‘. 
Furthermore, almost all random interval graphs have no isolated vertices. 
Proof. The random variable X counts the number of “gaps” in the repre- 
sentation. Alternatively, it counts the number of intervals whose right hand end 
point is contained in no other interval minus one. [Almost. Two intervals may 
have the same right end point, but this happens with probability equal to 0.1 We 
call an end point of an interval which is contained in no other intervals a broken 
end. 
Note first that there are no broken ends in the interval [0, r] in almost all 
representations: Let Zi equal 1 if the right end point of vertex i is a broken end 
contained in [0, r]. Note that 
and therefore E(C Z,)* 0. One concludes that there are no broken ends in 
[O, rl U ]1 - r, 11 in almost all representations. We count only the broken ends 
contained in [r, 1 - r]. 
Let Xi be 1 if the right end point of the interval assigned to vertex i is a broken 
end in [r, 1 - r]. Note that E(X,) - (1 - r)n and therefore E(X) - n(1 - r)n+ 
--c e . 
Next we check that for fixed t, the tth factorial moment of X has E,(X)+ e-“: 
Since E,(X) = (n!/(n - t)!)E(X,X, * . . X,), it suffices to compute E(Xr * * * X,). 
Note that if no pair of end points of vertices 1, _ . . , t are within distance 2r of 
each other (or the boundary), then E(X, . . . X,) = (1 - rt),-‘-- nfeec’. The 
contribution to E(X1 . . * X,) when one or more pairs of end points are within 
distance 2r can be shown to be negligible. Therefore X% PA with A. = e-‘. 
Now let x equal 1 if vertex i is isolated. We may assume that the interval for 
vertex i lies entirely within [r, 1 - r]. Now 
E(x) = 5 1: (1 - r - 2~)“~’ dp = O(A) 
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and therefore E(C x)+ 0 and we conclude that almost all interval graphs have 
no isolated vertices. 0 
Let us take r = (l/n)(log n - log log log n). By the calculations above, we see 
that the probability that a random interval graph is connected is vanishing. 
Moreover, the probability that a given vertex is isolated is 
_ i 6 (1 - r - 2p)“-’ dp = 0( ‘offi:og6nn) 
and therefore the probability of the existence of an isolated vertex is at most 
O(log log n/log n) +O. Thus unlike the ErdSs-Renyi model, the “last edge” 
prior to connectivity does not join an isolated vertex to a giant. Indeed, we can 
define an interval graph process as a mapping c from the non-negative reals into 
the set of interval graphs as follows: Let n be a fixed positive integer. An interval 
graph process is given by 2n parameters: xi, x2, . . . , x, and p,, p2, . . . , p,,. Now 
given r (a non-negative real number) define e(r) as the interval graph with 
representation i I-+ [xi f rpi]. (Thus pi = rpi.) We assume that the Xi’s and pj’s are 
i.i.d. random variables chosen uniformly in [0, 11. As r is increased, G(r) aquires 
more and more edges until (once r is large enough) it is complete. 
For any property Q of graphs, we define 
r(Q) = inf{r ; c(r) has property Q}. 
In the “usual” graph process model, the “time” at which a graph satisfies 6 > 0 is 
the same as the time when the graph is connected. Our results imply, 
~(6 > 0) < r(connected). Indeed, we can say more, 
Theorem 5.3. Suppose p + 0 and 0 < e1 < Ed < 1. For an interval graph process e 
define r, = r2(6) so that e(rJ has exactly two components on vertex sets VI and V,. 
For almost all interval graph processes, I%.!> fin. Further, 
lim inf Pr(ein C IV11 G EZn) > 0. 
n-a 
Proof. Without loss of generality, we may assume p goes to zero slowly, in 
particular, that j?n --, 03. First, set r’ = (lln)(log n - log log l/p). Using the 
methods of the previous proof, we see that r’ C r2 in almost all interval graph 
processes. Note that the expected number of intervals with a right broken end in 
[0,2/3] is O(p log l//3)+ 0. Further, in almost all interval graph processes, the 
number of intervals with center in [0,2p] is 2n/3 + o(pn) > fin. A similar analysis 
holds for [l - 2p, 11. Thus in almost all interval graph processes, C?(r’) has two 
components with more than fin vertices. As r increases from r’ to r,, these two 
components do not merge, hence in c(r2) the two components with vertex sets VI 
and V2 each have more that /3n vertices. 
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For the second result, note that r, = i(log 12 + O(1)). Choose 6, and a2 so that 
e1 < 6, < a2 < E*. Observe that there is a positive lower bound on the probability 
that there is no gap in the interval [0, S,] and there is a gap in the interval 
[ai, S,]. This implies that V, has between 6in + o(n) and 6,n + o(n) vertices. Cl 
In summary, in the Erdos-Renyi model, the last edge before connectivity is 
between a “giant” and an isolated vertex. In our evolution of interval graphs, the 
last edge prior to connectivity is a marriage between equals: both components 
have size O(n). 
The chromatic number of random interval graphs in this epoch is O(log n): 
Theorem 5.4. Zf c = lim,,, m/log n E (0, m), then for any E > 0, almost all 
interval graphs satisfy : 
(c - 
Proof. The upper bound is established as in Theorem 4.2. Let Y, be defined as in 
that proof. One computes that E(Y,) - n(n h ‘)rh. From this one computes that 
logE(Y,)=O(l)+logn+h+hlogc+hloglogn-hlogh-ilogh. 
Substituting h = A log IZ (where A is a constant) one computes, 
log E( Y,) = 0( 1) + (A + A log c + A log A)log n - 1 log log n. 
Therefore, if we put A = ec we see E(Y,) +O, giving the upper bound above. 
For the lower bound we introduce a new random variable. For fixed x E [0, 11 
let V’ denote the number of intervals in the graphs representation which contain 
X. (The quantity V’ is called the depth of the representation at the point x.) 
Observe that for any x one has x 3 V’. 
It is easy to compute E( VJ): Since the probability an interval contains 4 equals 
r, we have E( 9) = c logn. Since Vi can be represented as the sum of 
independent, zero-one random variables (with mean r), we have Var( V$ = 
nr(1 - r). Chebyshev’s inequality gives, 
Pr(X < (c - E)log n) < Pr(( Vi - nrl 2 Enr) S Var(*O. rJ 62n22r2 
6. Dense interval graphs 
Now that r is nonvanishing, the computation of chromatic number becomes 
easier: 
Theorem 6.1. When r is constant, x = nr + o(n). 
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Proof. Recall from the proof of Theorem 5.4 the random variable V, which 
counts the number of intervals in the representation which contain the point 
x E [0, 11. Note that x = max,,[o,ll x V . Since E( Vi) = nr and Var( V+) = nr(1 - r), 
Chebyshev’s inequality gives, 
Pr(x G nr - n;) G Pr(( V+ - rzr( 2 n+ C y+ 0, 
hence x > nr - n3 for almost all interval graphs. 
For the upper bound we must show that in almost all representations, 
Vx s nr + o(n) for all x. Define a random variable Z, equal to the number of 
intervals which intersect Ji = [(i - 1)/n’, i/n21 for i = 1, . . . , n2. Observe that for 
all x E Ji we have VI =S Zi, therefore it is enough to show that Zi 6 nr + o(n) for 
all i. To do this we require the following deviations result which is stronger than 
Chebshev’s inequality (see [l]): 
Lemma 6.2. Let X be the sum of n zero-one, independent random variables, each 
with mean p. If 
l<h<min np(l -p) (np); 
10 ’ 2 1 
and 
t=&jj 
then, 
Pr(lX-npJ?=h)Gkexp . 
We apply the above result to each Zi. Observe that each Zi is the sum of n 
independent zero-one random variables each with mean p s r + 2n-*. Take 
h = (np)3/3 to find Pr(Z, > nr + (nr);) s o(nv2). Therefore, the probability that 
Zi < nr + (nr)f for all i tends to 1. Cl 
Finally, at the end of the evolution we have a complete graph: 
Theorem 6.3. When r In --, 0 almost all interval graphs are not complete, but when 
r/n --, 03 almost all interval graphs are complete. 
Proof. Suppose first that r/n + 0. Let Li [resp. Ri] be 1 if the interval for vertex i 
lies entirely to the left [resp. right] of 4. Let L = C L, [resp. R = C Ri]. If both 
L > 0 and R > 0 then clearly the graph is not complete. 
Now E(L,) = 1/4r, hence E(L) = n/4 r-+ m. Since the L,‘s are independent, 
Var(L) = n(1/4r)(l- 1/4r). [Respectively for R.] Chebyshev’s inequality gives 
Pr(L = O)-, 0 and Pr(R = O)--, 0, hence the probability the graph is complete 
vanishes. 
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On the otherhand, suppose r/n+ 00. From above we see Pr(L + R > 0) s 
E(L + R)- 0, thus in almost all representations, all intervals contain 4. This 
implies the graph is complete. 0 
7. Comparison with the Erdb-Ri5nyi model 
In this section we compare the evolutionary model of Erdijs and RCnyi with the 
evolution described in Sections 3 through 6. We normalize our comparison so that 
P edge and r are selected so that the expected number of edges in both models are 
the same. Below, o denotes a function of rr which goes to infinity arbitrarily 
slowly. 
No. of edges 
O(1) 
Wn(k--lYk 
G(n) 
$n log n 
nlogn 
G(n*) 
Erdiis-R&yi 
independent edges 
each component is a tree with 
at most k + 1 vertices 
unicyclic components, first triangles, 
the double jump 
Isolates/Connectivity/Hamiltonian 
cycle threshold 
Maximum clique size is O(log n) but 
x = O(n/log n) 
Random interval graphs 
independent edges 
A=kandX=k+l 
large cliques begin 
Isolates/Connectivity threshold 
Maximum clique size is x = O(n) 
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