Abstract. -Manin's conjecture for the asymptotic behavior of the number of rational points of bounded height on del Pezzo surfaces can be approached through universal torsors. We prove several auxiliary results for the estimation of the number of integral points in certain regions on universal torsors. As an application, we prove Manin's conjecture for a singular quartic del Pezzo surface.
Introduction
The distribution of rational points on smooth and singular del Pezzo surfaces is predicted by a conjecture of Yu. I. Manin [FMT89] . For a del Pezzo surface S of degree d ≥ 3 defined over the field Q of rational numbers, we consider a height function H induced by an anticanonical embedding of S into P d , where H(x) = max{|x 0 |, . . . , |x d |} for x ∈ S(Q) ⊂ P d (Q) represented by coprime integral coordinates x 0 , . . . , x d . Manin's conjecture makes the following prediction for the asymptotic behavior of the number of rational points of height at most B on the complement U of the lines on S. As B → ∞, N U,H (B) = #{x ∈ U (Q) | H(x) ≤ B} ∼ cB(log B)
k−1 , where k is the rank of the Picard group of S (resp. of its minimal desingularization if S is a singular del Pezzo surface) and the leading constant c has a conjectural interpretation due to E. Peyre [Pey95] . One approach to Manin's conjecture for del Pezzo surfaces uses universal torsors. This approach was introduced by P. Salberger [Sal98] in the case of toric varieties. It also lead to the proof of Manin's conjecture for some non-toric del Pezzo surfaces that are split, i.e., all of whose lines are defined over Q: quartic del Pezzo surfaces with a singularity of type D 5 [BB07] , D 4 [DT07] resp. A 4 [BD07] , and a cubic surface with E 6 singularity [BBD07] .
These proofs of Manin's conjecture for a split del Pezzo surface S consist of three main steps.
(1) One constructs an explicit bijection between rational points of bounded height on S and integral points in a region on a universal torsor T S . (2) Using methods of analytic number theory, one estimates the number of integral points in this region on the torsor by its volume. (3) One shows that the volume of this region grows asymptotically as predicted by Yu. I. Manin and E. Peyre.
Step 1 is the focus of joint work with Yu. Tschinkel [DT07, Section 4], giving a geometrically motivated approach to determine a parameterization of the rational points on S by integral points on a universal torsor explicitly.
For step 2, we estimate the number of integral points on the (k + 2)-dimensional variety T S by performing k+2 summations over one torsor variable after the other; the remaining torsor variables are determined by the torsor equations defining T S as an affine variety. In each summation, the main problem is to show that an error term summed over the remaining variables gives a negligible contribution; see Section 2 for the error term of the first summation in a certain setting.
For these summations, the previous articles rely on some auxiliary analytic results dealing with the average order of certain arithmetic functions over intervals that are proved in a specific setting. In this article, we harmonize and generalize many of the analytic tools that have been brought to bear so far; see Figure 3 .1 for an overview of the sets of arithmetic functions that we introduce. We expect that our results can be applied to many different del Pezzo surfaces, at least to cover the more standard bits of the argument. This will allow future work on Manin's conjecture for del Pezzo surfaces to concentrate on the essential difficulties in the estimation of some of the error terms, without having to reimplement the routine parts again.
As an application of our general techniques, we prove Manin's conjecture in a new case: a quartic del Pezzo surface with singularity type A 3 + A 1 (Section 8). This example also demonstrates how we can deal with a new geometric feature. In the final k summations, the previous proofs of Manin's conjecture for split del Pezzo surfaces made crucial use of the fact that the nef cone (the dual of the effective cone with respect to the intersection form) is simplicial (in the quartic D 5 and D 4 cases and in the cubic E 6 case) or at least the difference of two simplicial cones (in the quartic A 4 case). The nef cone of the quartic surface treated here has neither of these shapes. However, the techniques introduced in Section 4 are not sensitive to the shape of the nef cone. In our example, they allow to handle the final k + 1 = 7 summations at the same time.
In fact, we expect that the techniques of Section 4 will cover the final k summations for any del Pezzo surface. This would narrow done the main difficulty of the universal torsor strategy to the estimation of the error term in the first and second summation of step 2. For example, in recent joint work with T. D. Browning, a proof of Manin's conjecture for a cubic surface with D 5 singularity [BD08] , we make extensive use of the results in this article to handle the final seven of nine summations, so that we can focus on the considerable additional technical effort that is needed to estimate the first two error terms.
Step 3 is mixed with the second step in the basic examples of the quartic D 5 [BB07] , D 4 [DT07] and cubic E 6 [BBD07] surfaces. However, it seems more natural to treat the third step separately in more complicated cases, motivated by the shape of the polytope whose volume appears in the leading constant. First examples of this can be found in the treatment of the quartic A 4 [BD07] and cubic D 5 [BD08] surfaces, and we take the same approach in our example in Section 8.
Acknowledgment. The author thanks T. D. Browning for his comments.
The first summation
Let S ⊂ P d be an anticanonically embedded singular del Pezzo surface of degree d ≥ 3, with minimal desingularization S. The first step of the universal torsor approach is to translate the counting problem from rational points on S to integral points on a universal torsor T e S . Then the number N U,H (B) of rational points of height at most B on the complement U of the lines on S is the number of integral solutions to the equations defining T e S that satisfy certain explicit coprimality conditions and height conditions. In several cases (see Remark 2.1), the counting problem on T e S has the following special form: N U,H (B) equals the number of (α 0 , β 0 , γ 0 , α, β, γ, δ) satisfying
. In particular, γ 0 appears linearly in the torsor equation, while δ does not appear.
-height conditions that are written independently of γ 0 (which can be achieved using (2.1)) as
for some function h : R r+s+t+3 × R ≥3 → R. We assume that h(α 0 , β 0 , α, β, γ, δ; B) ≤ 1 if and only if β 0 is in a union of finitely many intervals I 1 , . . . , I n whose number n = n(α 0 , α, β, γ, δ; B) is bounded independently of α 0 , α, β, γ, δ and B. By adding some empty intervals if necessary, we may assume that n does not depend on α 0 , α, β, γ, δ and B. For j = 1, . . . , n, let t 0,j , t 1,j be the start and end point of I j . -coprimality conditions that are described by Figure 2 .1 in the following sense. Let
Then two coordinates are required to be coprime if and only if the corresponding vertices in Figure 2 .1 are not connected by an edge. For variables corresponding to triples of pairwise connected symbols (besides A 0 , B 0 , C 0 , this happens for triples consisting of D and two of A 0 , B 0 , C 0 if at least two of r, s, t vanish), we assume that α 0 , β 0 , γ 0 are allowed to have any common factor, while each prime dividing δ may divide at most one of α 0 , β 0 , γ 0 . Figure 2 .1, but the coprimality condition are different. The reason is that the bijection between rational points on the del Pezzo surface and integral points on a universal torsor is constructed by ad-hoc manipulations of the defining equations. If one uses the method of [DT07, Section 4] instead, the coprimality conditions turn out in the expected shape.
Given a counting problem of the special form above, we show in the remainder of this section how to perform a first step towards estimating N U,H (B). This will result in Proposition 2.4.
Our first step can be described as follows, ignoring the coprimality conditions for the moment. We determine the number of β 0 , γ 0 satisfying the torsor equation (2.1) while the other coordinates are fixed. For any β 0 satisfying
there is a unique γ 0 such that (2.1) holds. Our assumption that the height conditions are written as h(α 0 , β 0 , α, β, γ, δ; B) ≤ 1 (independently of γ 0 ) has the advantage that the number of β 0 , γ 0 subject to (2.1) and (2.2) is the number of integral β 0 that lie in a certain subset I of the real numbers described by this height condition and satisfy the congruence above. If b 0 = 1, one expects that this number is the measure of I divided by the modulus γ Before coming to the details of this argument, we reformulate the coprimality conditions. Definition 2.2. -Let
and we define Π(β),
Lemma 2.3. -Assume that (α 0 , β 0 , γ 0 , α, β, γ, δ) ∈ Z r+s+t+4 satisfies the torsor equation (2.1). The coprimality conditions described by Figure 2 .1 hold if and only if Proof. -We must show that conditions (2.3)-(2.6) together with (2.1) imply gcd(β 0 , Π(γ)) = 1 and gcd(γ 0 , Π(α)Π(β)) = 1. Suppose a prime p divides γ 0 , Π(α), i.e., p divides the first and third term of (2.1). Then p also divides the second term, β For fixed B ∈ R ≥3 and (α 0 , α, β, γ, δ) ∈ Z * × Z r+s+t+1 >0 subject to (2.3), (2.6), let N 1 = N 1 (α 0 , α, β, γ, δ; B) be the number of β 0 , γ 0 subject to the torsor equation (2.1), the coprimality conditions (2.4), (2.5) and the height condition h(α 0 , β 0 , α, β, γ, δ; B) ≤ 1. Then
Our goal is to find an estimation for N 1 , with an error term whose sum over α 0 , α, β, γ, δ is small. First, we remove (2.5) by a Möbius inversion to obtain that
The torsor equation determines γ ′ 0 uniquely if a congruence is fulfilled, so
This congruence cannot be fulfilled unless gcd(k c , α 0 Π(α)Π(β)) = 1. Indeed, if a prime p divides k c and α
0 Π(β)) = 1 by (2.4) and (2.6), while gcd(α 0 , Π(β)) = 1 by (2.3), and p|k c , α 0 , β 0 is impossible because of (2.3) and since p|δ, α 0 , β 0 is not allowed by assumption; p dividing k c and Π(β) can be excluded similarly. Therefore, we may add the restriction gcd(k c , α 0 Π(α)Π(β)) = 1 to the summation over k c without changing the result, so that
where
We note that both α a 0 0 Π(α) and Π(β) are coprime to k c Π(γ). Indeed, we have gcd(k c , α 0 Π(α)Π(β)) = 1 by the restriction on k c just introduced, and gcd(Π(γ), α 0 Π(α)Π(β)) = 1 by (2.3) and (2.6).
We choose integers A 1 , A 2 resp. B 1 , B 2 depending only on α 0 , α resp. β such that
For example,
, B 2 = 1 is one valid choice. Often it turns out to be convenient to move coordinates to A 2 that occur to a power of b 0 in α
This shows that
We remove the coprimality condition (2.4) on β 0 by another Möbius inversion; writing
with
Here, we may restrict to k b satisfying gcd(k b , k c Π(γ)) = 1 because otherwise gcd(̺A 2 , k c Π(γ)) = 1 implies that N 1 (̺, k b , k c ) = 0. We note that we have gcd(k b B 2 , k c Π(γ)) = 1 after this restriction.
We recall that {t ∈ R | h(α 0 , t, α, β, γ, δ; B) ≤ 1} is assumed to consist of intervals I 1 , . . . , I n , with I j starting at t 0,j and ending at t 1,j . Let ψ(t) = {t} − 1/2, where {t} is the fractional part of t ∈ R. For j = 1, . . . , n, by
where t 0,j , t 1,j (depending on α 0 , α, β, γ, δ and B) are the start and end points of I j , and x is the multiplicative inverse modulo k c Π(γ) of an integer x coprime to k c Π(γ). We define
The sum of the lengths of the intervals
Tracing through the argument gives the following estimation for N U,H (B), where, for any n ∈ Z >0 , φ * (n) = φ(n) n = p|n (1 − 1/p) and ω(n) is the number of distinct prime factors of n.
Proposition 2.4. -If the counting problem has the special form described at the beginning of this section, then
where V 1 is defined by (2.9) and, with A 1 , A 2 , B 1 , B 2 as in (2.7),
Proof. -For the main term, we note that ϑ 1 is
and use gcd(Π(α), k c Π(γ)) = 1 by (2.6) and the assumption on k c .
Our discussion before the statement of this result immediately gives the explicit formula for the error term R 1 . Additionally, we note that both N 1 and V 1 vanish if h(α 0 , t, α, β, γ, δ) > 1 for all t ∈ R. Otherwise, we estimate the inner sums over j, i by O(1). The total error is
In this estimation of N 1 , we expect that ϑ 1 V 1 is the main term and R 1 is the error term. It is sometimes possible (see Lemma 8.3 for an example) to show that the crude bound for R 1 at the end of Proposition 2.4 summed over all α 0 , α, β, γ, δ for which there is a t ∈ R with h(α 0 , t, α, β, γ, δ; B) ≤ 1 gives a total contribution of o(B(log B) k−1 ). In other cases, this is impossible, and one has to show that there is additional cancellation when summing the precise expression for R 1 of Proposition 2.4 over the remaining variables (see [BD08] , for example).
Another summation
As the main result of this section, we show under certain conditions how to sum an expression such as the main term of Proposition 2.4 over another coordinate (Proposition 3.9 and Proposition 3.10).
In this section, we will start to define several sets Θ i of real-valued functions in one variable and, for any r ∈ Z >0 , several sets Θ j,r and Θ ′ j,r of real-valued functions in r variables. We will be interested in the average order of these functions when summed over intervals. Figure 3 .1 gives an overview of the relations between these sets of functions, for appropriate constants C, C ′ , C ′′ , C 1 , C 2 , C 3 ∈ R ≥0 and b ∈ Z >0 , where each arrow denotes an inclusion. In case of an arrow from a set Θ j,r to a set Θ i , we regard the functions in the first set as functions in one of the variables.
Lemma 3.1. -Let ϑ : Z → R be any function for which there exist c ∈ R ≥0 and a function E : R → R such that, for all t ∈ R ≥0 , 0<n≤t ϑ(n) = ct + E(t).
Definition 6.6
Def. 6.6 / / Cor. 6.9
o o Θ 1 Definition 6.4 Let t 1 , t 2 ∈ R ≥0 , with t 1 ≤ t 2 . Let g : [t 1 , t 2 ] → R be a function that has a continuous derivative whose sign changes only R(g) times on
The result follows once we split [t 1 , t 2 ] into R(g) + 1 intervals where the sign of g ′ does not change.
Definition 3.2. -Let C ∈ R ≥0 . Let Θ 0,0 (C) be the set R of real numbers. For any r ∈ Z >0 , we define Θ 0,r (C) recursively as the set of all non-negative functions ϑ : Z r >0 → R with the following property. For any i ∈ {1, . . . , r}, there is ϑ i ∈ Θ 0,r−1 (C) such that, for any t ∈ R ≥0 ,
For any ϑ ∈ Θ 0,r (C) and i = 1, . . . , r, we fix a function ϑ i ∈ Θ 0,r−1 (C) as above and denote it by M(ϑ(η 1 , . . . , η r ), η i ). For any pairwise distinct i 1 , . . . , i n ∈ {1, . . . , r}, let
For any t ∈ R ≥0 , we have
.1]) and
Lemma 3.4. -Let C ∈ R ≥0 . Let ϑ : Z → R be a non-negative function such that, for any t ∈ R ≥0 , we have 0<n≤t ϑ(n) ≤ t(log(t + 2)) C .
Proof. -Let S be the sum that we want to estimate. Let M (t) = 0<n≤t ϑ(n). By partial summation,
If κ = 1, the result follows from
For κ = 1, the result follows by induction over C from
which is obtained using integration by parts. Depending on whether κ < 1 or κ > 1, the first or second term gives the main contribution.
Now we come to the setup for the main result of this section. Let r, s ∈ Z ≥0 . We consider a non-negative function V : R r+s+1 ≥0 × R ≥3 → R with the following properties. We assume that, for j = 1, . . . , s, there are
where we define, for i = 0, . . . , r + s,
We also assume that V (η 0 , . . . , η r+s ; B) = 0 unless both
for j = 1, . . . , s, and
3)
for i = 1, . . . , r.
Remark 3.5. -In (3.1) and for the remainder of this section, we use the convention that all implied constants (in the notation ≪ and O(. . . )) are independent of η 0 , . . . , η r+s and B, but may depend on all other parameters, in particular on V and ϑ.
Lemma 3.6. -In the situation described above, let ϑ ∈ Θ 0,r+s+1 (C) for some C ∈ Z ≥0 . Then
Proof. -For any ℓ ∈ {0, . . . , r + s − 1}, let
For ℓ = s, . . . , 0, we claim that
For ℓ = s, this is true by (3.1). To prove the claim in the other cases by induction, we must estimate
for ℓ = s, . . . , 1. Since V (η 0 , . . . , η r+s ; B) = 0 unless (3.2), the summation can be restricted to η r+ℓ satisfying
The induction step is completed by observing
This is also proved by induction. The case ℓ = r is the ending of our first induction. From here, we apply Lemma 3.4 (with κ = 1) for the summation over η ℓ subject to (3.3).
Definition 3.7. -For any C ∈ R ≥0 , let Θ 0 (C) be the set of all non-negative functions ϑ : Z >0 → R such that there is a c 0 ∈ R ≥0 and a bounded function
If ϑ ∈ Θ 0 (C), the corresponding c 0 , E(t) are unique since t grows faster than any power of log(t + 2) for large t; we introduce the notation
Definition 3.8. -For any C ∈ R ≥0 and r ∈ Z >0 , let Θ 1,r (C, η r ) be the set of all function ϑ : Z r >0 → R in the variables η 1 , . . . , η r such that (1) ϑ(η 1 , . . . , η r ) as a function in η 1 , . . . , η r lies in Θ 0,r (0). (2) ϑ(η 1 , . . . , η r ) as a function in η r lies in Θ 0 (C) for any η 1 , . . . , η r−1 ∈ Z, so that we have corresponding
We define Θ 1,r (C, η i ) for any other variable η i analogously.
We want to estimate η 0 ϑ(η 0 , . . . , η r+s )V (η 0 , . . . , η r+s ; B).
We assume that V is as described before Lemma 3.6 with the additional property that V as a function in the first variable η 0 has a continuous derivative whose sign changes only finitely often on the interval [1, B] and vanishes outside this interval.
Proposition 3.9. -Let V be as above, and let ϑ ∈ Θ 1,r+s+1 (C, η 0 ) for some C ∈ R ≥0 . Then
r (log log B) max{1,s} .
Proof.
-We note that we may always assume that 1 ≤ η 0 , . . . , η r ≤ B since all terms and error terms vanish otherwise. Let ϑ ′ ∈ Θ 0,r+s (0) and ϑ ′′ ∈ Θ 0,r+s (C) be defined as
We proceed in three steps. Let T = (log B) (r+s+1)C .
(1) We show that η 0 ,...,η r+s η 0 <T ϑ(η 0 , . . . , η r+s )V (η 0 , . . . , η r+s ; B) ≪ B(log B) r (log log B).
(2) Combining ϑ ∈ Θ 0 (C) as a function in η 0 with Lemma 3.1, we have
Here, we show that summing the error term over η 1 , . . . , η r+s gives O(B(log B) r ).
(3) To complete the proof, we must estimate
If r (log log B).
For (2), because of (3.2), the error term vanishes unless, for j = 1, . . . , s,
If A 0 ≤ 1, using ϑ ′′ ∈ Θ 0,r+s (C) and Lemma 3.6 (with η 0 = T ), we compute
If A 0 > 1, then (3.2) implies that V (t 0 , η 1 , . . . , η r+s ; B) = 0 unless
Therefore,
We apply Lemma 3.6 (with η 0 = T and k i,j replaced by k i,j /A 0 ) to conclude that this is O(B(log B) r ).
For (3), we assume A 0 = 0 first. We use ϑ ′ ∈ Θ 0,r+s (0) and Lemma 3.6 (with η 0 = 1) to compute
r (log log B).
Now we suppose A 0 > 0. Let
for j = 1, . . . , s. We distinguish 2 s cases, labeled by the subsets J of {1, . . . , s}.
In case J, we assume X j ≤ min{BT −k 0,j , B} for each j ∈ J, and X j > min{BT −k 0,j , B} for each j / ∈ J. By (3.2), V (t 0 , η 1 , . . . , η r+s ; B) = 0 unless t k 0,j 0 X j ≤ B. Therefore, we may restrict to X j ≤ max 1≤t 0 ≤T {Bt
In total, in case J, we may restrict the summation over η 1 , . . . , η r+s to
in particular, the summation is trivial if k 0,j = 0 for some j / ∈ J, so we assume there is no such j. Furthermore, we may restrict the integration over t 0 to the interval [T 1 ; T 2 ] where
we may assume that T 1 ≤ T 2 since the integral vanishes otherwise. We note that 1 ≤ (BX
Combining (3.1) with
we obtain as the contribution of case J to the error term of (3)
For j = s, . . . , 1, we handle the summation over η r+j using ϑ ′ ∈ Θ 0,r+s (0) and Lemma 3.4. After the summations over η r+s , . . . , η r+j+1 are done, the exponent of η r+j in the denominator is 1 − a j k r+j,j if j ∈ J and it is 1 otherwise. For j ∈ J and k 0,j ≥ 0, we use
For j ∈ J and k 0,j < 0, we use X j ≤ B, i.e.,
For j / ∈ J, we use that BT −k 0,j < X j ≤ B, for k 0,j > 0, resp. B < X j ≤ BT −k 0,j , for k 0,j < 0, implies that, for η 1 , . . . , η r+j−1 fixed, there are ≪ T k 0,j possibilities for η r+j , which shows that we pick up a factor (log log B).
It follows that we can continue our estimation as
The next result is concerned with a similar situation as in Proposition 3.9, with r ∈ Z >0 and s = 1.
Let V : R r+2 × R ≥3 → R be a non-negative function, and
. (3.5)
We assume that V (η 0 , . . . , η r+1 ; B) = 0 unless, for i = 0, . . . , r + 1,
We assume that V as a function in the first variable η 0 has a continuous derivative whose sign changes only finitely often on the interval [1, B].
Proposition 3.10. -For some C ∈ R ≥0 , let ϑ ∈ Θ 1,r+2 (C, η 0 ). Let V be as above. Then
where η 1 ,...,η r+1 R(η 1 , . . . , η r+1 ; B) ≪ B(log B) r (log log B).
Proof. -We define ϑ ′ ∈ Θ 0,r+1 (0) and ϑ ′′ ∈ Θ 0,r+1 (C) as in the proof of Proposition 3.9. Let
and
We want to show that M summed over all η 0 ∈ Z >0 agrees with M ′ (1) up to an acceptable error. We do this in three steps, where T = (log B) 1+(r+2)C .
(1) We show that M summed over all η 0 agrees with M summed over η 0 ≥ T up to an acceptable error, by proving that
(2) We show that M summed over η 0 ≥ T gives M ′ (T ) up to an error of R ′ = R ′ (η 1 , . . . , η r+1 ; B) with η 1 ,...,η r+1 R ′ ≪ B(log B) r .
(3) We show that M ′ (T ) summed over η 1 , . . . , η r+1 agrees with M ′ (1) up to an acceptable error, by proving that
If k 0 < 0, we distinguish three cases, where η
r+1 is at most B, or at least BT −k 0 , or between these two numbers.
For (1), we use (3.5), ϑ ∈ Θ 0,r+2 (0) and (3.6). For η
r+1 ≤ B, we apply Lemma 3.6 to compute
In the opposite case, by Lemma 3.4, we have
For (2), we combine ϑ ∈ Θ 0 (C) as a function in η 0 with Lemma 3.1. This shows that M summed over η 0 ≥ T gives the main term M ′ (T ) as above and an error term which can be estimated (using V (η 0 , . . . , η r+1 ; B) ≪ B η 0 ···η r+1 by (3.5), ϑ ′′ ∈ Θ 0,r+1 (C), (3.6) and Lemma 3.4) as
For (3), we suppose k r+1 > 0; the case k r+1 < 0 is similar. In the following computations, we use (3.5), ϑ ′ ∈ Θ 0,r+1 (0), (3.6) and Lemma 3.4. If k 0 < 0, we split the summation over η 1 , . . . , η r+1 and integration over t 0 into three parts, the first defined by the condition η
We estimate using Lemma 3.6 (with η 0 = 1)
For the second subset defined by B < η
≪ B(log B) r (log log B).
For the third subset defined by η
If k 0 > 0, the computations are similar. If k 0 = 0, we split the summation over η 1 , . . . , η r+1 into two subsets, the first defined by η
Here, we compute
For the subset defined by η
r+1 > B, the computation is similar.
Completion of summations
Let r, s ∈ Z ≥0 with r ≥ s. In this section, we consider functions
In the previous section, we summed the product of such functions over one variable; here, we sum over all variables and therefore want to estimate η 1 ,...,η r+s ϑ r+s (η 1 , . . . , η r+s )V r+s (η 1 , . . . , η r+s ; B).
This will be done in the case that ϑ r+s and V r+s fulfill certain conditions described in the following that allow us to apply Proposition 3.9 repeatedly.
For the implied constants in this section, we use a similar convention as described in Remark 3.5, i.e., the implied constants are meant to be independent of η 1 , . . . , η r+s and B, but may depend on everything else, in particular on V r+s and ϑ r+s .
For V r+s : R r+s ≥0 ×R ≥3 → R a non-negative function, we require the following, similar to Section 3. We assume that, for j = 1, . . . , s, we have a j ∈ R >0 and k 1,j , . . . , k r−s+j−1,j ∈ R, k r−s+j,j ∈ R =0 , k r−s+j+1,j , . . . , k r,j = 0, k r+1,j , . . . , k r+j−1,j ∈ R, k r+j,j ∈ R =0 , k r+j+1,j , . . . , k r+s,j = 0.
For ℓ = 1, . . . , s and i = 1, . . . , r + s, we define
We assume that
and that V r+s (η 1 , . . . , η r+s ; B) = 0 unless both
for i = 1, . . . , r + s.
For ℓ = r + s − 1, . . . , 0, we define recursively
and assume that V ℓ as a function η ℓ has a continuous derivative whose sign changes only finitely often.
Lemma 4.1. -In the situation described above, we have, for ℓ ∈ {1, . . . , s},
and, for ℓ ∈ {1, . . . , r},
Proof. -The proof is analogous to the proof of Lemma 3.6, skipping the step of replacing sums by integrals via Lemma 3.4.
Recall the notation of Definition 3.7 and Definition 3.8.
Definition 4.2. -Let C ∈ R ≥0 . Let Θ 2,0 (C) be the set R of real numbers. For any r ∈ Z >0 , we define Θ 2,r (C) recursively as the set of all functions ϑ : Z r >0 → R in the variables η 1 , . . . , η r such that ϑ ∈ Θ 1,r (C, η r ) and ϑ ′ ∈ Θ 2,r−1 (C), where ϑ ′ (η 1 , . . . , η r−1 ) = A(ϑ(η 1 , . . . , η r ), η r ).
For ϑ ∈ Θ 2,r (C) and any pairwise distinct i 1 , . . . , i n ∈ {1, . . . , r}, we define
it is a function in Θ 2,r−n (C).
Proposition 4.3. -Let V r+s be as described before Lemma 4.1, and let ϑ r+s ∈ Θ 2,r+s (C) for some C ∈ R ≥0 . Then Proof. -We proceed by induction as follows, for ℓ = r + s, . . . , 1. Given ϑ ℓ ∈ Θ 2,ℓ (C), we define ϑ ℓ−1 ∈ Θ 2,ℓ−1 (C) by
Proposition 3.9 ℓ ∈ {1, . . . , r} ℓ ∈ {r + 1, . . . , r + s} (r, s) With V ℓ , V ℓ−1 as in (4.4), we apply Proposition 3.9 to show that How to apply Proposition 3.9 (especially with respect to the order of the variables η 1 , . . . , η ℓ ) depends on whether 1 ≤ ℓ ≤ r or r + 1 ≤ ℓ ≤ r + s; furthermore, there are many prerequisites to check. Therefore, we have listed the details for the application of Proposition 3.9 in Table 4 .1.
Remark 4.4. -An analogous result to Proposition 4.3 holds if we want to estimate ϑ r+1 (η 1 , . . . , η r+1 )V r+1 (η 1 , . . . , η r+1 ; B) summed over η 1 , . . . , η r+1 , but with (4.1) and (4.2) replaced by a bound analogous to (3.5). In the proof, we apply Proposition 3.10 instead of Proposition 3.9 in the first summation over η r+1 .
Real-valued functions
The following result is often useful to derive bounds such as (3.1), (3.5) and (4.1) for real-valued functions defined through certain integrals; for example, we recover the bounds of [BD07, Lemma 8].
Lemma 5.1. -Let a, b ∈ R =0 . Then we have the following bounds.
(1) |at 2 +b|≤1 dt ≪ min{|a| −1/2 , |ab| −1/2 }.
Proof. -We treat only the case a > 0; its opposite is essentially the same.
For (1), we consider t such that |at 2 + b| ≤ 1; if there is no such t, the claim is obvious. Otherwise, suppose first |b| ≤ 2. Then |at 2 + b| ≤ 1 implies |at 2 | ≤ 3, i.e., t ≪ |a| −1/2 ≪ |ab| −1/2 . Next, suppose |b| > 2. Obviously b > 2 is impossible, so we assume b < −2. Then |at 2 + b| ≤ 1 implies
We note that the condition √ x ≤ t ≤ √ x + y for x, y > 0 describes an interval of length ≪ x −1/2 y. Here x = (b − 1)/a > b/(2a) and y = 2/a, so the interval for t has length ≪ |ab| −1/2 ≪ |a| −1/2 .
For (2), we apply (1) and obtain
Similarly, for (3), we get
For (4), we transform |at 2 + bt| ≤ 1 to max 0,
, which is also a bound for the length of the interval of allowed values of t. If b 2 > 8a, then we apply the above bound for x = (b 2 − 4a)/(4a 2 ) > b 2 /(8a 2 ) and y = 2/a to conclude that the interval for t has length ≪ |b| −1 ≪ |a| −1/2 . For (5), we apply (4) to conclude
For (6), we have
This completes the proof.
Arithmetic functions in one variable
In Section 3 and Section 4, we were interested in the average size of arithmetic functions on intervals, with certain bounds on the error term.
In this section, we describe a set of functions in one variable (Definition 6.6) for which this information is computable explicitly (by Corollary 6.9). This includes the functions f a,b treated in [BD07, Lemma 1] (see Example 6.10).
Lemma 6.1. -Let ϑ : Z >0 → R be a function, and let t, y ∈ R ≥0 , with y ≤ t. Let a, q ∈ Z >0 , with gcd(a, q) = 1. If the infinite sum
converges to c 0 ∈ R, we have
Splitting this sum into the cases d ≤ y and its opposite, we get
and the result follows.
Then, for any q ∈ Z >0 and a ∈ Z with gcd(a, q) = 1, the real number c 0 as in Lemma 6.1 exists, and
Proof. -We apply Lemma 6.1, with y = t. It remains to handle the error term, whose third part clearly vanishes. By Lemma 3.4 and our assumption on ϑ, the first part of the error term is
and the second part of the error term is
Remark 6.3. -For infinite products, we use the following convention. We require that the partial products of all non-vanishing factors of an infinite product converge to a non-zero number. If there are any vanishing factors, the value of the infinite product is zero. Otherwise, the infinite product cannot converge to zero.
Let P denote the set of all primes.
Definition 6.4. -Let Θ 1 be the set of all non-negative functions ϑ : Z >0 → R such that there is a c ∈ R and a system of non-negative functions A p :
for all n ∈ Z (where the first product is over all p ∈ P and ν ∈ Z >0 such that p ν |n but p ν+1 ∤ n). In this situation, we say that ϑ ∈ Θ 1 corresponds to c, A p .
Lemma 6.5. -Suppose ϑ ∈ Θ 1 is not identically zero and corresponds to c, A p and c ′ , A ′ p . Then there are unique b p ∈ R >0 , for p ∈ P, such that p b p converges to a number
Conversely, given ϑ ∈ Θ 1 corresponding to c, A p , and b p ∈ R >0 , for p ∈ P,
Since p∤n A p (0) and p∤n A ′ p (0) are well-defined non-zero numbers, also p∤n b p ∈ R >0 and therefore b 0 ∈ R >0 exist. Since
we conclude that c = c ′ b 0 . It is straightforward to check the converse statement.
be the set of all functions ϑ ∈ Θ 1 for which there exist corresponding c, A p satisfying the following conditions.
(1) For all p ∈ P and ν ≥ 1,
Given ϑ ∈ Θ 2 (b, C 1 , C 2 , C 3 ), we will see in Proposition 6.8 that, for any q ∈ Z >0 , the infinite product
converges to a real number, which we denote as A(ϑ(n), n, q).
If A p (ν) = A p (ν + 1) for all primes p and all ν ≥ 1, then the formula is simplified to
We will see in Corollary 6.9 how the notation A(ϑ(n), n, q) of Definition 6.6 is related to the notation A(ϑ(n), n) of Definition 3.7.
Remark 6.7. -If ϑ ∈ Θ 2 (b, C 1 , C 2 , C 3 ) corresponds to c, A p and c ′ , A ′ p , where c, A p satisfy conditions (1), (2) of Definition 6.6, then c ′ , A ′ p do not necessarily satisfy these conditions. However, with b p ∈ R >0 as in Lemma 6.5, if we replace C 1 , C 2 , C 3 by
In all statements regarding ϑ ∈ Θ 2 (b, C 1 , C 2 , C 3 ), we will mark explicitly by subscripts if an implied constant in the notation ≪ and O(. . . ) depends on any of b, C 1 , C 2 , C 3 or ϑ. The reason is that we will apply the results of this section in the following Section 7 to functions in several variables η 1 , . . . , η r . As functions in η r , they will lie in Θ 2 (b, C 1 , C 2 , C 3 ), but (some of) b, C 1 , C 2 , C 3 will depend on η 1 , . . . , η r−1 .
Proposition 6.8. -Let ϑ ∈ Θ 1 be non-trivial, with corresponding c, A p .
(1) For any n ∈ Z >0 ,
where τ (n) = d|n 1 is the divisor function. (3) We assume ϑ ∈ Θ 2 (b, C 1 , C 2 , C 3 ). For any q ∈ Z >0 , the infinite sum and the infinite product
converge to the same real number.
Proof. -Up to the converging product p∤n A p (0), claim (1) is an identity of finite algebraic expressions:
For (2), it follows from (1) that
using Example 3.3. For (3), for p ∈ P, let ν p = min{ν ∈ Z ≥0 | A p (ν) = 0}. Since ϑ is nontrivial, ν p = 0 for all but finitely many p, so a = p p νp defines a positive integer. If a ∤ n, then ϑ(n) = 0 and (ϑ * µ)(n) = 0.
We define the multiplicative function B :
for any p ∈ P and ν ∈ Z >0 , and
If n = an ′ for some n ′ ∈ Z >0 , then, by (1),
We assume that gcd(a, q) = 1. By (2) and Lemma 3.4, the following sum converges absolutely, so that we may form the Euler product in the second step.
Since A p (ν) = 0 for any ν < ν p , and ν p = 0 for any p|q, this proves the claim in the case gcd(a, q) = 1.
If gcd(a, q) > 1, then (ϑ * µ)(n) = 0 for all n satisfying gcd(n, q) = 1, so that (3) is trivially true.
Because of the following result, A(ϑ(n), n, q) should be viewed as the average size of ϑ(n) when summed over all n in a residue class modulo q in a sufficiently long interval.
Corollary 6.9. -Let ϑ ∈ Θ 2 (b, C 1 , C 2 , C 3 ) be non-trivial. If q ∈ Z >0 and a ∈ Z with gcd(a, q) = 1, then
for any t ∈ R ≥0 . In particular, in the notation of Definition 3.7, ϑ ∈ Θ 0 (C 2 ),
Proof. 
for any ν > 0. Clearly f a,b ∈ Θ 2 ( p|b p, 1, 1, 1), and we compute
for any q ∈ Z >0 . Since τ ( p|b p) = 2 ω(b) , Corollary 6.9 gives another proof of [BD07, Lemma 1].
Arithmetic functions in several variables
Here, we are interested in the average size of certain arithmetic functions in several variables when summing them over some or all of these variables. Our goal is to characterize functions explicitly that typically appear in proofs of Manin's conjecture, and to show that they lie in Θ 2,r (C) (see Definition 4.2), so that we can apply Proposition 4.3.
Definition 7.1. -Let r ∈ Z ≥0 . For any η 1 , . . . , η r ∈ Z >0 and any prime p, we define k p (η 1 , . . . , η r ) = (k 1 , . . . , k r ). where p k i ||η i for i = 1, . . . , r Let Θ 3,0 = R. For r ∈ Z >0 , let Θ 3,r be the set of all non-negative functions ϑ : Z r >0 → R for which there are non-negative functions ϑ p : Z r ≥0 → R for any prime p such that
for all η 1 , . . . , η r ∈ Z >0 . We call the functions ϑ p local factors of ϑ.
For k ∈ Z r , we define
For any r ∈ Z >0 , let Θ 4,r (C) be the set of all functions ϑ ∈ Θ 3,r whose local factors ϑ p fulfill the following conditions for any prime p.
(1) For any k, k ′ ∈ Z r ≥0 with supp(k − k ′ ) = {i} and Σ(k − k ′ ) = 1 (i.e., k, k ′ differ by 1 at the i-th coordinate k i , k ′ i and coincide at all other coordinates),
(2) For any k ∈ Z r >0 ,
We recall Definition 6.6 of Θ 2 .
Lemma 7.3. -For r ∈ Z >0 , C ∈ R ≥1 , let ϑ ∈ Θ 4,r (C), with local factors ϑ p . As a function in η r ,
has local factors
Proof. -We have
Therefore, ϑ as a function in η r lies in Θ 1 , with corresponding c = 1 and η 1 , . . . , η r−1 ), ν) for any ν ∈ Z ≥0 and p ∈ P. Now we check that c, A p fulfill the conditions of Definition 6.6. For any
Furthermore, for any prime p and ν ≥ Z >0 ,
where the first case applies if and only if p ν | p|η 1 ···η r−1 p.
Therefore, we may define ϑ ′ as in the statement of the lemma. By definition,
for any η 1 , . . . , η r−1 . Here, we can read off local factors for ϑ ′ as claimed.
Lemma 7.4. -Let r, C, ϑ, ϑ ′ be as in Lemma 7.3. Then ϑ ′ ∈ Θ 4,r−1 (3C).
(Lemma 7.4) and the induction hypothesis, local factors of ϑ ℓ−1 are
This completes the induction step.
In many applications, we are concerned with a function ϑ ∈ Θ 3,r whose local factors ϑ p (k) only depend on supp(k). In this case, the notation and results can be simplified as follows.
Definition 7.7. -Let Θ ′ 3,0 = R. For r ∈ Z >0 , let Θ ′ 3,r be the set of all ϑ ∈ Θ 3,r , with local factors ϑ p , such that, for any k,
Let ϑ ∈ Θ ′ 3,r with local factors ϑ p . For any I ⊂ {1, . . . , r}, we define ϑ p (I) as ϑ p (k I ) for any k I ∈ Z r >0 with supp(k I ) = I. For any η 1 , . . . , η ℓ ∈ Z, let
Definition 7.8. -Let r ∈ Z >0 and C ∈ R ≥1 . Let Θ ′ 4,r (C) be the set of all ϑ ∈ Θ ′ 2,r such that, for any I ⊂ {1, . . . , r} and p ∈ P,
Corollary 7.9. -For any r ∈ Z >0 and C ∈ R ≥1 , we have
for B ≥ 3, where
The effective cone in Pic( S) R = Pic( S) ⊗ Z R ∼ = R 6 of the minimal desingularization S of S has seven generators. The investigation of the geometry of S in [Der06, Section 7] shows the intersection of its dual (with respect to the intersection form (·, ·) on Pic( S) R ) with the hyperplane {t ∈ Pic( S) R | (t, −K e S ) = 1} is the polytope
2t 1 + 2t 2 + 3t 3 + 2t 4 ≤ 1, 3t 1 + 3t 2 + 4t 3 + 2t 4 − 2t 5 ≥ 1 (8.1)
We check that Theorem 8.1 agrees with the conjectures of Yu. I. Manin [FMT89] and E. Peyre [Pey95] that predict an asymptotic formula with main term cB(log B) k , where k = rk Pic( S) − 1 and c is the the product of local densities and Vol(P ). Indeed, rk Pic( S) = 6 since S is split. By a computation as in [BB07, Lemma 1], ω p resp. ω ∞ as in the statement of Theorem 8.1 agree with the density of p-adic resp. real points on S. For i = 0, we note that h(η ′ , η 8 ; B) ≤ 1 and η 6 ≥ 1 imply η (2,2,3,2,0,0,0) ≤ B. Therefore, V (0) (B) = V (1) (B).
For i = 1, we note that η ′ ∈ R 1 (B) \ R 2 (B) implies η 2 5 > η (3,3,4,2,0,0,0) /B and 1 ≤ η 1 , η 2 , η 3 , η 4 ≤ B and |η 7 | ≥ 1. Combining these bounds for the integration over η 1 , . . . , η 5 , η 7 with h(η ′ ;B)≤1 4 .
For i = 2, we note that η ′ ∈ R 3 (B) \ R 2 (B) implies |η 7 | ≤ 1, 0 ≤ η 6 ≤ B/(η (2,2,3,2,0,0,0) ), η 2 5 ≤ η (3,3,4,2,0,0,0) /B and 1 ≤ η 1 , . . . , η 4 ≤ B. We combine these bounds for the integration over η 1 , . . . , 4 .
For i = 3, we note that η ′ ∈ R 4 (B) \ R 3 (B) implies |η 6 | ≤ 1, η 2 4 ≤ B/(η (2,2,3,0,0,0,0) ) and 1 ≤ η 1 , η 2 , η 3 , η 5 ≤ B. We combine these bounds for the integration over η 1 , . . . , η 6 with h(η ′ ;B)≤1 
