A new model of line-pro®le broadening due to the effect of linear and planar lattice defects has been incorporated into the conventional Rietveld algorithm for the structural re®nement and whole-pattern ®tting of powder data. The proposed procedure, applied to facecentred cubic (f.c.c.) structure materials, permits better modelling, even in the case of anisotropic line broadening and other hkl-dependent effects that can be related to the presence of dislocations and planar defects (stacking faults and twinning). Besides better quality of the pro®le ®tting, detailed information on the defect structure can be produced: dislocation density and cut-off radius, stacking-and twin-fault probabilities can be re®ned together with the structural parameters. For each phase (in different samples or in multi-phase samples) the appropriate size±strain model can be selected. The Fourier formalism, which is the basis of the line-pro®le modelling, also permits an easy adaptation to different lattice-defect models. New approaches can be easily introduced and tested against or together with the existing ones. Finally, the devised program can also be used for the simulation of powder patterns for materials with different types and amounts of line and plane lattice defects.
Introduction
Pro®le ®tting is one of the major issues in modern powder diffraction. Its importance is widely recognized in structural studies based on the modelling of a large portion of the diffraction pattern, as in the Rietveld (1969) method, as well as in diffraction analysis addressed to the study of domain size and lattice defects in polycrystalline materials [size±strain analysis; see for instance the work of Langford & Loue È r (1996) ].
The width and shape of the diffraction peaks in a powder pattern are strictly related to the physical properties of the studied sample and to features of the instrumental apparatus (Warren, 1969) . These relationships may result in a complex 2 dependence of the pro®le parameters, often treated by means of more-orless empirical formulae; this is also valid when the information carried by the whole pattern is simultaneously processed, as in Rietveld re®nement or wholepowder-pattern ®tting (WPPF) procedures (Rietveld, 1969; Young, 1993) . During the past decade, the increasing popularity of these methods, favoured by the availability of faster computers, fostered research towards a qualitative improvement of peak-pro®le modelling, particularly in the case of complex line broadening (anisotropic broadening, sample-related peak asymmetry, etc.). Despite this, few attempts have been made to develop algorithms suitable for modelling (within a Rietveld or a WPPF code) the anisotropic line broadening in terms of lattice defects (Wu et al., 1998; von Dreele & Line, 1997; Bergmann et al., 1998 , Stephens, 1999 LeBail, 1999) .
The aim of the present work is to propose a new approach, implemented in a Rietveld re®nement program, by which pro®le broadening can be described in terms of line and plane defects.
The line-broadening component due to instrumental effects can be easily parameterized by means of simple polynomial expressions to describe the variation of line-pro®le parameters with the diffraction angle. For instance, the Caglioti formula (Caglioti et al., 1958) (or similar expressions (Langford & Loue È r, 1996) are frequently used to model the dependence of the FWHM (full width at half-maximum) on the diffraction angle. In most Rietveld re®nement programs, the pro®le broadening component due to physical (size±strain) effects can also be modelled [see for example GSAS (Larson & von Dreele, 1987) , FULLPROF (Rodriguez-Carvajal, 1996) , KOALARIET (Cheary & Coelho, 1992) , RIETAN (Izumi, 1993) , XMAS ]. However, the effectiveness of existing models is limited by simpli®ed hypotheses: even the most recent developments are based on simple phenomenological models and the adaptation of the parametric equation used for the instrumental component (Wu et al., 1998) .
The main problem is the presence of an hkl dependence of pro®le broadening (i.e., anisotropic line broadening). This feature is frequently observed in powder patterns and is normally considered as a nuisance for Rietveld re®nement studies, as it can be dif®cult to model by means of conventional algorithms (McCusker et al., 1999) and leads to considerable nonrandom errors.
The failure of most conventional algorithms in the modelling of diffraction data is mostly related to the lack of a physically sound model for the description of the sample-related broadening. In addition, empirical approaches do not permit the consideration of an important part of the information that is present in the data, i.e. the information on domain size/shape, and the lattice defects.
As will be shown in this work, the advantages of introducing a line-pro®le analysis based on a physical model into Rietveld re®nement and WPPF are manifold. A better pro®le modelling, for instance, can be achieved by introducing only a few new (meaningful) ®tting parameters; this reduces the incidence of non-random errors without increasing the number of free parameters to an unrealistic value (von Dreele & Line, 1997) . The application of a suitable physical model results in a better pro®le ®tting and requires only a few ®tting parameters. An additional advantage is the possibility of selecting, on the basis of the typology of defects present in the material, the most appropriate pro®le-broadening model for the speci®c case under study.
In addition, further physical (nonstructural) information is made available. This is also an important point for size±strain studies, which can now be carried out by simultaneous processing of all the physical information contained in a powder pattern. In this way, problems of peak overlapping and background modelling are solved intrinsically and the instrumental component can be easily considered by deconvolution or convolution (as in the present approach) with the size±strain component.
The proposed algorithm also allows the introduction of new models of pro®le broadening and the validation of such models against or together with existing ones; in particular, anisotropic size and anisotropic strain broadening can be considered simultaneously. Moreover, the use of a Rietveld code engine permits the extension of the conventional methods of line-pro®le analysis to the frequent case of multiple-phase samples, as well as the simulation of a powder pattern starting from a given line and/or planar defect structure.
Experimental
The studied samples were a copper tablet produced from a commercially available powder by isostatic pressing (44.5 MPa), and an Li,Mn spinel powder obtained by high-temperature reaction of simple oxides. Details of the preparation and properties of this sample can be found elsewhere (Massarotti et al., 1998) . X-ray diffraction (XRD) data for the copper tablet were collected on a laboratory Bragg±Brentano diffractometer (Rigaku PMG VH) equipped with a graphite curved crystal analyser in the diffracted beam and with the following slits (from the Cu radiation source to the scintillation counter): Soller (2 ), divergence (1/2 ), antiscatter (1/2 ), Soller (2 ) and receiving (0.15 mm). The instrumental resolution function (IRF) was experimentally measured on a KCl powder, the characteristics of which have been reported elsewhere (Scardi et al., 1994; Langford et al., 1998 .
The spinel pattern was collected at the Synchrotron Radiation Source (SRS) of Daresbury (UK) (station 2.3) in standard (Parrish±Hart) powder diffraction con®guration (Hart & Parrish, 1990) , with a wavelength of 0.12 nm. The IRF was measured on the same KCl powder sample mentioned above . 25 wt% of NBS SRM640b silicon was added to the powder as an internal standard for peak position.
Model

Fourier formalism for line-pro®le analysis
Line-pro®le analysis (LPA) methods in the Fourier domain are based on the well known equation (Warren, 1959 )
where the Fourier coef®cients (A L ) of line pro®les of Bragg re¯ections (corrected for the instrumental component) are written as the product of`size' A S L and distortion' A D L terms. The distortion coef®cients depend on the diffraction order which, for a cubic system, can be expressed through the parameter h 0 = (h 2 + k 2 + l 2 ) 1/2 , where h, k, l are the Miller indices of a given re¯ection. L is the Fourier length (distance along a column of cells), de®ned in terms of the harmonic number (n) as L = nd hkl , where d hkl is the planar spacing in the direction of the scattering vector, s 0 (js 0 j 1ad hkl ).
According to Warren & Averbach (1950 , 1952 , size and lattice-distortion contributions can be separated by writing equation (1) in logarithmic form:
If a set of multiple orders is available, the mean-squarestrain or microstrain (h4 L 2 i) can be calculated by plotting ln A L (d hkl ) as a function of 1ad 2 hkl . As shown by several authors, this term can be related to different kinds of lattice defects by means of a suitable micromechanical modelling (see for instance: Krivoglaz & Ryaboshapka, 1963; Wilkens, 1970; Unga Â r et al., 1989; van Berkum, 1994) . From the size coef®cients, instead, an average domain size along s 0 can be obtained as (Warren, 1969) :
where M e must be regarded as an effective size, as it may include the effect of planar defects.
3.2. Fourier transform of a pseudo-Voigt function: directreciprocal space relationships
The pseudo-Voigt (pV) function, which is very popular for pro®le modelling (Wertheim et al., 1974; Snyder, 1993; Langford & Loue È r, 1996) , can be conveniently written in terms of the integral breadths of the Gaussian (G) and Lorentzian (or Cauchy, C) components ( G and C , respectively) as
where I 0 is the peak intensity and is the pV mixing parameter. The two components (G and C) have been assumed to have the same half width at half-maximum (HWHM). The variable x is the distance from the Bragg position, usually expressed as 2 À 2 0 (where 2 0 is the Bragg angle) in direct space, or as s À s 0 in reciprocal space; the integral breadth, accordingly, is written as G,C (2) or G,C (s). The two parameters can be related by the approximation 2 9 s!a cos Y 5
where ! is the X-ray beam wavelength. Since an analogous relation holds for passing from the reciprocalto the direct-space variable (s to 2), we need not specify which variable is used as long as a ratio, like x/ G,C , is considered.
A useful property of the pV function is that the integral breadth, pV , can also be written as a weighted average of the G and C components:
The Fourier transform of a pV function can also be written as a function of the same parameters:
However, to be put in a useful form for LPA, the transform needs to be normalized as follows:
where we have introduced ', the HWHM of the pV function in reciprocal space, and k = C / pV , that in turn can be written in terms of the pV mixing parameter: k 1 1 9 C a9 G 1 À a 1 1 1a% ln 2 1a2 1 À a X 9
Here we have introduced the shape factors (9 = 2 HWHM/) of the G and C components: 9 G = 2[ln (2)/ %] 1/2 = 0.93949 and 9 C = 2/% = 0.63662 (Langford, 1992) .
Size±strain model
From equations (1) to (3), in the limit of L = 0,
In terms of the Fourier transform of the pV function [see equation (8)], this hypothesis corresponds to the assumption that T pV G exp (À2%'L) for small values of L. By means of equation (10), taking the derivative of equation (8), we can obtain a simple relation between ' and M e :
We can now write equation (8) in the following way:
In addition, we obtain a condition for 3, the HWHM in the 2 space:
By inverting equation (9) and equation (13), we can write two explicit expressions for the parameters that describe the width and shape of a pV function, i.e., 3 and :
To introduce an expression for the order-dependent lattice-distortion terms of the Fourier transform, we can follow an approach, devised in the past by one of the authors (Scardi, 1999) , based on the use of the approximation
Actually, according to Nandi et al. (1984) we restrict the application of equation (15) to a ®xed (arbitrarily chosen) value: L = M e /2. In such a way, size and strain effects certainly give a non-negligible contribution and can be simultaneously evaluated (Nandi et al., 1984) . According to this hypothesis,
Writing equation (12) for L = M e /2, we can apply equation (16) to our pro®le model:
This expression connects M e and h4 M/2 2 i with HWHM and the mixing parameter of a pV function. It can then be used together with (14) to re®ne the size±strain values from experimentally observed pro®les, through the modelling with pV functions.
Anisotropic broadening of line pro®les
3.4.1.`Size' anisotropy. The last result [equation (17)], in a slightly different form, has been derived in the past by Scardi et al. (1991) . [A misprint is present in equation (8) of the paper by Scardi et al. (1991) ; a revised version has been presented by Scardi (1999) .] Thus far the anisotropic line-pro®le broadening (i.e., pro®le breadth and shape changes with peak indices) has been treated in a phenomenological way. In particular, following also the approach of LeBail (1999), a rank-two tensor had been introduced to describe both domain size and microstrain along different crystallographic directions:
where h 1 , h 2 , h 3 are the Miller indices, ij = 0 for M ij = 0 and ij = 1 in the other cases.² As already pointed out in the earlier formulation (Scardi, 1999) , symmetry-related conditions can be applied to reduce the number of free parameters. This approach was demonstrated to be useful in Rietveld re®nements when anisotropic line broadening is present in the experimental patterns (for a review, see Scardi, 1999) ; however, it should be noted that equation (18) was introduced as an effective way to improve the quality of pro®le modelling. In particular, the authors never proposed a direct description of the anisotropic crystallite shape (ellipsoidal shape, for instance) in terms of the`size' tensor components.
For this purpose, as proposed by Balic Zunic & Dohrup (1999) , the ellipsoid should be written in the reciprocal space. If D hkl is the (volume) average domain size along [hkl], the proposed expression is
where the b ij are coef®cients related to the reciprocal axes. D hkl can be directly related to the principal ellip-soid radii (r a , r b , r c ), through the direction cosines (c a , c b , c c ) c c ) of the scattering vector (referred to r a , r b , r c ):
In the practical use of equations (19) and (20), suitable restrictions according to the symmetry of the crystal system are introduced: b 12 = b 23 = 0 for monoclinic, and b 12 = b 23 = b 13 = 0 for orthorhombic systems. For the tetragonal system, terms to be considered are b 11 = b 22 , b 33 , whereas, for the hexagonal, b 11 = b 22 , b 33 , b 12 = (1/2)b 11 . Finally, for cubic systems, restrictions lead to a single term b 11 = b 22 = b 33 . These conditions automatically restrict possible anisotropy models that can be treated; for cubic systems, in particular, anisotropy cannot be represented at all, as the quadratic is a sphere according to this model. As recently pointed out by Popa (1998) , this limitation has a more profound reason, lying in the symmetry conditions of the different Laue groups. In fact, it can be demonstrated that a quartic form of h, k, l is a suitable invariant for symmetry operations in the various Laue groups. A list of direction-dependent size models for each Laue group can be found in the paper by Popa (1998) .
In any case, however, it should be borne in mind that no a priori assumption can be performed to produce general relations (of practical use) between line-pro®lederived parameters and size parameters of the real particle size distribution. In fact, real materials can be made of a distribution of grains, composed of single or multiple domains; grain size, as well as grain shape, can have any arbitrary distribution. In other words, even if formally correct, the information on domain size can be hardly translated in terms of grain size and shape, except in a few cases when additional (independent) information is available on the nature of grain size and shape distributions (see for instance, Langford, 1992; Toraya, 1989) .
3.4.2.`Strain' anisotropy. The concept of anisotropy, and the general formulation of Popa (1998) , can be more interesting with reference to lattice distortions. In the following we will restrict our attention to the f.c.c. case, even if this concept of anisotropy mutatis mutandis can be adapted to other symmetries.
A ®rst attempt to account for anisotropy of the mean square strain was made by Stokes & Wilson (1944) ; they formulated the following hkl dependence for the microstrain in cubic materials:
where A H and B H are related to elastic constants and stress components, according to the mechanical model used. If we write E 1 = A H and E 2 = (A H + B H /2), then equation (21) is identical to equation (17) in the paper ² An analogous expression has been proposed for the microstrain (Scardi, 1999) :
. Like for equation (18), ij = 0 for h4 2 Ma2 i ij = 0 and ij = 1 in the other cases.
by Popa (1998) , where the hkl-dependent strain model is written, for the cubic system, as
It is worth noting that equation (22) is valid independently of the mechanical model used to calculate the constants E 1 and E 2 [or A H and B H in equation (21)]. This is a direct consequence of the invariance of the two quartics in h, k, l with respect to symmetry operations in the cubic system. A typical example of an anisotropic strain ®eld is that introduced by dislocations; in this case, the dependence of h4 2 i on hkl can be expressed by means of a contrast factor, C. As shown by several authors (Wilkens, 1970; Krivoglaz, 1996; , 1989 Unga Â r & Borbe Â ly, 1996) , under a suitable hypothesis, the microstrain term in equation (2) can be written in terms of dislocation parameters, namely the dislocation density (&), Burgers vector (b) and effective outer cut-off radius (R e ):
h4 2 L i 9 &Cb 2 a4% lnR e aLX 23
The anisotropy is introduced in C, which can be calculated for each measured peak pro®le. These calculations are quite cumbersome as they must be performed considering all the possible slip systems (12 for f.c.c.) and by evaluating all combinations with the dislocation line (i.e., the direction along which the dislocation lies) and the scattering vector, also accounting for the multiplicity of each measured re¯ection. This can be performed according to the formulae given by Wilkens (1970, 1987) and values for hexagonal close packed (h.c.p.) and f.c.c. metals (for randomly oriented polycrystalline materials) are presented in the literature (Klimanek & Kuzel, 1989; Unga Â r & Borbe Â ly, 1996; Unga Â r & Tichy, 1999 ). An important point in these formulae is that the defect type must be known: usually, calculations are performed for edge or screw dislocations, but there is no reason a priori for these hypotheses to be veri®ed. As the C factor enters equation (23) as a product with the dislocation density, this can be a serious limitation to the effective use of this approach.
The determination of the contrast factors, however, can be carried out in a different way. In fact, we can consider that the only hkl dependence in equation (23) is in C, and according to the invariant condition of equation (22), we can write
where A and B are constants to be determined and " C is the contrast factor averaged over all possible permutations of h, k, l. This formulation, recently proposed by Unga Â r & Tichy (1998), offers an elegant solution to the problem of ®nding the contrast factors. The average contrast factor along a given [hkl] direction can be written more conveniently as:
C 200 1 qHX 25 Fig. 1 shows the trend of " C hkl as a function of H, calculated for screw and edge dislocations and for a mixed model (50% edge + 50% screw) in the case of copper. Here we want to stress the point that "
C 200 is a scale factor in equation (25), corresponding to the contrast factor along [200] . As demonstrated in Fig. 1 , its value for a given material does not change considerably for different dislocation types. Therefore, if we assume an average value (0.31 for Cu), the anisotropy effect can be treated by considering only q in equation (25). The fact that anisotropy is described by just one parameter is connected to the role of the Poisson ratio, which is the way elastic properties enter the formulae for C (Wilkens, 1970) .
With this de®nition, we can now write our Fourier model for the speci®c case of anisotropy due to dislocations,
where we have introduced the arrangement parameter " = R e (&) 1/2 (Wilkens, 1970) . If we assume a given slip system (h1 " 10i{111} for f.c.c.), the Burgers vector is connected to the lattice parameters (a/2 1/2 for f.c.c.), while "
C 200 can be calculated as discussed before, so the only ®tting parameters are &, q and " (or R e ), together with the effective size, M e . In this way the problem of knowing the nature of the dislocation ®eld is surpassed, as we can rely on the q value re®ned from the experimental data. Even in cases when the " C 200 value is not known, this approach can still be used for a proper description of anisotropy from dislocations [within the limits of the Wilkens formulation (see for example, Wilkens, 1970 example, Wilkens, , 1976 ], because changing " C 200 does not directly affect the re®ned value of q. In summary, equations (26) and (14) can be proposed as a robust algorithm for handling anisotropy from line defects; as mentioned above, analogous equations can be written for materials with different symmetry, using the invariant expressions given by Popa (1998) for the different Laue groups.
Effect of planar defects: deformation and twin faults
An anisotropic line broadening can also be due to the prescence of planar defects; their effect, however, can be more complex with respect to dislocations, as it can lead to pro®le asymmetry and peak shift (Warren, 1969) . The introduction of the Warren theory for stacking faults and twinning in f.c.c. materials within the formalism of our model is quite straightforward, as both approaches are conducted in the Fourier domain.
3.5.1. Pro®le broadening due to faulting. The size parameter used so far (M e ) was termed the effective (or apparent) domain size, as it may be affected by the presence of planar defects. For this reason, we can introduce a`true' domain size (or crystallite size), M, to be connected with the size of grains separated by nonspecial grain boundaries (Warren, 1959) , and two parameters to describe the density of the planar defects, namely and for stacking faults and twinning, respectively. In particular, and are the probability of ®nding a fault (deformation and twin, respectively) between any two layers. Following this approach, equation (3) can be rewritten as
where a 0 is the lattice parameter of the f.c.c. material and b and u are connected to the de®nition of L 0 :
For a given set of {hkl} re¯ections, b and u are the number of components broadened and unbroadened by faulting, respectively (therefore b + u is the multiplicity of a given {hkl} re¯ection). The expression for M e given by (27) can easily be used in the model of equations (14) and (17), or equations (14) and (26), for the cases of isotropic and anisotropic strain broadening, respectively. The`size' parameters to be re®ned are now M, and .
Values of the hkl-dependent term in equation (27) are given in Table 1 for a few re¯ections of an f.c.c. structure. As already found for dislocations, an order dependence of size broadening is present. The order-dependence law, however, is different and, as will be shown in the following, permits the separation of the two contributions.
3.5.2. Peak shift due to deformation faults. Equation (27) is not suf®cient to separate and . However, faulting also produces two additional effects in f.c.c. materials, which can be accounted for in the present model.
In particular, deformation faulting gives a peak shift proportional to (Warren, 1969) that can be written directly in terms of peak displacement, Á(2 0 ) (in degrees):
Values of the hkl-dependent term in equation (29) are given in Table 1 for a few re¯ections of an f.c.c. structure. As can be seen, depending on the (hkl) indices, peaks are displaced, by different amounts, toward lower or higher angles. 3.5.3. Pro®le asymmetry due to twin faults. The presence of twin faults gives non-zero sine coef®cients (B n ) in the Fourier transform that produce a peak asymmetry. It can be shown that the sine coef®cients are proportional to and to an hkl-dependent term (Warren, 1969) .
To introduce this effect into our model, we use Warren's approach to write a relation between the intensity at half width and . To represent pro®le asymmetry we introduce the so-called split-pV functions,
where the L and R subscripts refer to the HWHM for 2 < 2 0 (left-hand side) and 2 ! 2 0 (right-hand side), respectively. The asymmetry due to twinning can be represented by a pro®le with a broader tail (L or R, according to an hkl-dependent term). If we indicate as 3 the HWHM of the tail unbroadened by asymmetry (see Fig. 2) , the intensity at a distance 3 from the Bragg position will be I 0 /2, whereas the intensity at the same distance on the asymmetry-broadened tail can be written as
where we used equation (13) to write k as k !a4%M e sin 0 3a2 À sin 0 X 33
Moreover, in the derivation of equation (32) from the original equation (13.76) of Warren (1969) , we have calculated the area of the split-pV as the product pV I 0 , assuming that (3 L + 3 R )/2 9 3.
Values of the hkl-dependent term, calculated according to the conditions of equation (30), for a few f.c.c. re¯ections are reported in Table 1 . It is worth noting that the sign function (AE) determines which tail is broader (R for + and L for À).
Once the intensity at a distance 3 from the Bragg position is known for both L and R tails, we can calculate 3 L and 3 R . In fact, one of the two HWHM values [according to sign function (AE)] is given by equation (14a), whereas the other one can be calculated numerically [e.g., by the Newton±Raphson algorithm (Press et al., 1988) ].
Instrumental component
One of the advantages of using pV functions to model the experimental XRD pro®les is that they permit an easy way to account for the instrumental component of the pro®le broadening. This procedure has already been extensively illustrated in the literature (see for instance Scardi, 1999; and can be considered as a well assessed procedure, so it will be only recalled brie¯y here.
The line-pro®le modelling described so far refers to the so-called physical pro®le ( f ), to which all samplerelated broadening effects (except transparency) are ascribed. However, the measured pro®le (h) is the convolution between the physical and instrumental (g) pro®les (sample transparency is included in the last term) (Warren, 1969) .
The g pro®le can be determined in different ways, for which the reader is directed to the speci®c literature (Klug & Alexander, 1974) . For the present work we employed a KCl pro®le-standard powder (Scardi et al., 1994; Langford et al., 1998; , measured under the same conditions employed for the studied sample (details can be found in the cited literature). The g pro®les, measured over a wide 2 range, were modelled by means of pV functions (considering the K 1 /K 2 doublet), in order to produce a parametric representation of the instrumental pro®le, basically consisting of the trend of 3 and as a function of the 2 angle. From these values it was possible to calculate also the integral breadth components for the equivalent Voigt g pro®le, g G and g C (for the Gauss and Lorentz components, respectively). The corresponding components for the h pro®le ( h G , h C ) can then be obtained by means of
& 34 (27), (29) and (32) for the ®rst nine re¯ections of an f.c.c. system Data were corrected for a misprint present in Table 13 .2 of Warren (1969) . where the integral breadth components for the physical pro®le are indicated as f G and f C (Langford, 1992) . The integral breadth of the pV function can then be calculated by means of equation (6).
hkl-dependent term
Pro®le broadening Peak shift Pro®le asymmetry {hkl} re¯ection
The trend of 3 and for the g pro®le as a function of 2, obtained from the described procedure, is represented in Fig. 3 for the laboratory diffractometer used in the present study.
Application of the method and discussion
The method described so far has been incorporated in an existing computer code based on the Rietveld algorithm and tested on two different samples (with f.c.c. structure in both cases). As shown in the following, the pro®le broadening is quite evidently anisotropic in both cases, even if the underlying reasons are different. Our model, however, seems capable of distinguishing the correct mechanism and satisfactorily describes pro®le-broadening anisotropy. These two examples must not be considered as exhaustive, but are useful to illustrate the application of the procedure described in the previous sections.
The XRD pattern of the Cu tablet was studied by assuming isotropic domains (only one size parameter, M) and three different models of pro®le anisotropy: (a) dislocation anisotropy, (b) faulting (twin and stacking) and (c) a mixed (a)±(b) model. In addition, the results were compared with those obtained by supposing an isotropic strain broadening, i.e., by using a single microstrain parameter, h4 2 i, independent of hkl [model (d)]. The graphical results for the four models are shown in Fig. 4 , where the experimental pattern of the Cu tablet (points) is shown together with the modelled data (lines). For each case, the quality indices of the pro®le ®tting [goodness of ®t (GoF), R B , R wp ] are also reported, calculated according to the usual de®nitions (Young, 1993; McCusker et al., 1999) . It is quite clear that faulting cannot reproduce the observed pattern, whereas the dislocation-anisotropy model gives good results. The best output, however, is obtained by also allowing the presence of faulting: the corresponding modelling parameters are reported in Table 2 .
As can be seen from the data reported in Table 2 , the twinning probability is negligible, whereas the stackingfault contribution is small but measurable: the main contribution to pro®le broadening (and anisotropy) is clearly that of dislocations. Besides the quality of the modelling, the result is extremely reasonable: the re®ned value of the dislocation density is typical of highly deformed copper (Unga Â r et al., 1998; Unga Â r & Tichy, 1999) and the q parameter (concerning the contrast factor) is not far from the value calculated for screw dislocations (see Fig. 1 ), even if it is out of the interval between edge and screw. This feature has already been reported for highly deformed nanocrystalline copper (Unga Â r, 1998) . Finally, we can observe that the value of the arrangement parameter is sensibly larger than unity, indicating a weak dipole character in the dislocation ensemble and a long-range strain ®eld (Wilkens, 1976) .
In any case, it is quite evident that the anisotropic line-broadening model gives by far better results than model (d), which is clearly inadequate to reproduce the observed pattern.
The second sample was a ceramic material with a spinel-type structure, with a much larger number of observed re¯ections than in the previous case due to the relatively large lattice parameter. The main problem concerning the dislocation model is that we do not know a priori the value of " C 200 , since no data for the elastic constants were found in the literature for the Li,Mn spinel. For a reasonable estimation we used the stiffness values of the Al,Mg spinel: c 11 = 300, c 12 = 152 and c 44 = 159 GPa (Hearmon, 1966) . With these stiffness data, the calculated value of " C 200 to be used in the dislocation model is~0.29 . As a practical consideration, we can observe that this parameter, for several cubic materials with comparable mechanical anisotropy,² is always within~10% from this value, so errors associated with an incorrect " C 200 should be limited.
As described in x2, Si was added to the spinel as an internal standard. The grain statistics of silicon were not ideal (as frequently observed with this standard owing to the large fraction of large crystals), so we may expect a poor quality of the modelling of Si re¯ections. However, since overlapping with spinel peaks is limited to a few re¯ections, this problem should not be relevant to the point under examination, i.e. the anisotropy in the spinel phase.
Like in the previous example, the three models (a), (b) and (c) were tested on the same pattern and led to sensibly different results, which in any case were better than those obtained by the isotropic model (d). The best modelling was obtained by using the mixed model (c); again, the main contribution was that of dislocation anisotropy and the modelling using dislocation anisotropy without faulting gave results not far from those obtained by using the mixed model (c). However, in this case faulting seems to give a relevant contribution, accounting also for a limited but clearly present asymmetry of the pro®les. The pattern modelled by using (c) is presented in Fig. 5 and the re®ned data are reported in Table 3 . As anticipated, the modelling of Si pro®les is not perfect, but the quality of the result concerning the spinel phase is clearly visible and unaffected by the presence of the standard.
Even if the standard can appear as a nuisance to the modelling, its role is important as it permits a precise ² Mechanical anisotropy can be quantitatively expressed as A i = 2C 44 / (C 11 À C 12 ). determination of peak positions, which are in¯uenced by deformation faulting. Therefore, whenever possible, the presence of a peak-position standard is advisable as it aids a clear understanding of the predominant defect type; similar attention should be given to the shape of the g pro®les, which should be symmetrical (rather than as narrow as possible) across the whole 2 range studied. All these considerations in data collection become extremely important for samples like the present one, where in addition to the problem of anisotropy, broad peaks and narrow peaks are present in the same pattern.
In fact, as shown in greater detail in Fig. 6(a) for a short range of the low-angle region of Fig. 5 , the spinel phase clearly exhibits narrow (hhh) lines, approaching the width of Si peaks in the same angular region (which in turn are very close to the instrumental function); (h00) lines are markedly broader, other (hkl) pro®les falling between these two extremes.
In principle, this feature [broad (h00) and narrow (hhh)] is compatible both with dislocation and with faulting anisotropy. However, the former seems by far more appropriate to model the observed pro®les, as indicated by the better modelling; in Fig. 6(b) we can appreciate the close correspondence between the trend of " C hkl and the breadth of the spinel re¯ections shown in Fig. 6(a) . The anisotropy, expressed by the parameter q, is stronger than in copper, and the average contrast factor along (hhh) approaches zero, indicating a negligible strain broadening along this direction. This in practice leads to narrow (hhh) re¯ections, approaching the g pro®les, as observed experimentally.
The residual broadening is mainly ascribable to twinning, which in this case gives a non-negligible contribution (~0.5%), whereas deformation faulting can be considered absent. Very roughly, assuming an average grain size of~150 nm [~(3/2)M], this twinning probability corresponds to a twin fault in each grain.
The main broadening source, however, is dislocations; their arrangement, though, is different from that observed for the copper sample. The " parameter, in fact, approaches unity, as an effect of the reduced longrange character for the dislocation strain ®eld. According to Wilkens (1976) this may indicate the presence of a homogeneous distribution of dislocations.
As a ®nal consideration concerning the Wilkens parameters, it should be noted that the two studied samples gave an arrangement parameter well within the validity range of the dislocation model, i.e. " ! 1 (Wilkens, 1970 (Wilkens, , 1976 .
The examples discussed so far clearly illustrate the potentiality of the proposed algorithm. It is worth emphasizing that this approach can be easily extended to different types of line-broadening contributions: for instance, it is possible to add further terms to equation (23) in order to consider the two-particle correlation in the dislocation ensemble ( van Berkum, 1994; Unga Â r et al., 1998) ; alternatively, a different expression for the Fourier coef®cients might be considered (Vermeulen et al., 1995) . In addition, in the case of bulk materials subjected to strongly anisotropic mechanical treatments, it is also possible to consider the pro®le asymmetry contribution described by Groma et al. (1988) . Variation in the diffracted intensity could be introduced as well.
As a further extension, an average microstrain [as considered in equation (17)] can be added to the dislocation anisotropy term; in other words, the models of (17) and (26) can be merged, assuming that the logarithm of the order dependent term of the Fourier coef-®cients is given by This model could be useful in the consideration of the presence of further average strain components not related to the dislocation ®eld. Finally, it is also important to consider that the approximate theory of Warren (1969) for the effect of deformation faulting and twinning could also be replaced by more reliable algorithms, in order to improve precision and to extend the modelling to high faulting probabilities, which cannot be treated by the Warren formulae used in the present work. It is therefore envisaged that the proposed approach will be further improved in the near future.
Conclusions
A new model for line-pro®le analysis has been incorporated in the Rietveld algorithm in order to consider the effect of line and plane lattice defects. As shown by the proposed examples of application, powder patterns (and those for polycrystalline materials) can be properly modelled, even in the presence of complex hkl-dependent effects associated with f.c.c. structures.
The proposed approach can be useful to structural studies based on the Rietveld method, as it certainly permits a better pro®le modelling using only a few ®tting parameters. However, the main application should be for the study of lattice defects in powder and bulk polycrystalline materials, where the presence and relative amount of the different defects can be simultaneously evaluated.
All the effects due to the presence of lattice defects (e.g., line broadening, anisotropy, peak shift, pro®le asymmetry) are considered within the same algorithm; in this way a better comparison and evaluation of the predominant defect types can be performed. In addition, the computer code based on the proposed algorithm can also be used for the simulation of the XRD pattern of materials containing one or more phases with different (and different amounts of) defects and structural properties.
The proposed model is based on a`standard' approach to the modelling of linear and planar defects, the widely demonstrated validity of which is in any case limited by several approximations. It is therefore possible (and envisaged) that new and more general formulations will be presented in the future. The proposed algorithm offers an interesting opportunity, as it can be easily modi®ed to introduce new and different line-broadening models in order to test and compare them with existing ones.
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