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ENDOSCOPIC CLASSIFICATION OF VERY CUSPIDAL
REPRESENTATIONS OF QUASI-SPLIT UNITARY GROUPS
KAM FAI TAM
Abstract. Let G be an unramified quasi-split unitary group over a p-adic
field of odd residual characteristic. The goal of this paper is to describe the
supercuspidal representations within certain L-packets of G, which are classi-
fied by Arthur and Mok using the theory of endoscopy. The description is given
in terms of the cuspidal types constructed by Bushnell-Kutzko and Stevens.
As a starting example, we require the parameters of our packets to satisfy
certain regularity conditions, such that these packets consist of very cuspidal
representations in the sense of Adler and Reeder. To achieve our goal, we
first interpret the question as to study the reducibilities of some parabolically
induced representations, using a theory of Mœglin and Shahidi; we then apply
a relation, given by Blondel, between these reducibilities and the structures
of some Hecke algebras, where the latter can be computed using a Theorem
of Lusztig. We can interpret our final result as explicitly describing the local
Langlands correspondence for G.
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1. Introduction
As mentioned in the abstract, we describe in this paper the supercuspidal repre-
sentations within certain endoscopic L-packets of a quasi-split unitary group over a
p-adic field, and this description is given by inducing from cuspidal types. We there-
fore obtain a relation between the theory of endoscopy and the theory of cuspidal
types, both of which are of fundamental interest.
We first recall the basics we need from the two theories. We then state our
main Theorem 1.1, which summarizes the two detailed theorems (Theorems 5.7
and 6.10) of this paper. After that, we detail briefly the methodology for proving
the theorem. Finally, we provide several remarks related to the literature.
1.1. Endoscopic classification. Let F• be a p-adic field whose residual charac-
teristic is odd, and let F/F• be a field extension, either trivial or quadratic. Let
G be a quasi-split connected classical group over F•, which is either a special or-
thogonal group or a symplectic group when F = F•, or a unitary group when F/F•
is quadratic. The tempered representations of G = G(F•) and their stable pack-
ets, or simply packets, have been classified by [Art13, Theorem 1.5.1] and [Mok15,
Theorem 2.5.1] using the theory of endoscopy, among many important results.
In this paper, we only focus on unitary groups. We hence denote G = Un(F/F•).
Under the endoscopic classification, the discrete packets (those consist of discrete
series representations) can be parametrized by n-dimensional complex representa-
tions of the Weil-Deligne groupWDF :=WF ×SU2 of F , without multiplicity and
whose components are conjugate-self-dual. We call these representations discrete
parameters.
The classification of discrete packets can be described more explicitly using
[Mœg07], [Mœg14]. Suppose that φ˜ is a discrete parameter and Πφ˜ is the cor-
responding packet, then the extended cuspidal support of each representation in Πφ˜
coincides with the cuspidal support of the representation π˜φ˜ corresponding to φ˜
under the local Langlands correspondence for GLn ([HT01], [Hen00], [Sch13]).
For the precise notion of extended cuspidal support, we refer to [Mœg07] to
avoid the details, but we provide an example which will be adopted throughout
our paper. We assume that φ˜ is trivial on SU2. By the definition in [Mœg07,
5.3], that a supercuspidal representation π˜◦ of GLn◦(F ) is in the extended cuspidal
support of a representation π of G is equivalent to that the parabolically induced
representation
(1.1) π˜◦| det |
s ⋊ π := IndGWP (π˜◦| det |
s
⊠ π)
is reducible at s = 1. Here GW is a larger classical group of the same type as G
and contains a parabolic subgroup P whose Levi component M is isomorphic to
GLn◦(F ) × G. Hence π ∈ Πφ˜ if and only if the Langlands parameter of π˜◦ is one
of the components of φ˜. As a remark, it is also known that Πφ˜ consists of generic
supercuspidal representations.
The reducibility of (1.1) for quasi-split unitary groups was studied in [Mœg07],
some of whose ideas was originated from [Sil80], [Sha90]. We refer to [ACS] for a
comprehensive study for quasi-split classical groups. For representations induced
from generic supercuspidal representations, their reducibilities are related to the
poles of certain intertwining operators, given in terms of Langlands-Shahidi or
Asai-Shahidi L-functions [Sha90]. In [ACS], we call π˜φ˜ the local transfer of (the
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representations in) the packet Πφ˜. For unitary groups, we follow the terminology
in [Mœg07] and call π˜φ˜ the base change of Πφ˜.
The goal of this paper is to describe the representations in Πφ˜, where this de-
scription will be made more precise in the next section. As a starting example, we
only focus on the following parameters in this paper. We require that
(i) F/F• is unramified,
(ii) G is a quasi-split unitary group Un = Un,F/F• ,
(iii) φ˜ is trivial on the SU2 factor of WDF ,
(iv) each component φ˜i of φ˜, with i belongs to an index set I, is of the form
IndEi/F ξ˜i, where Ei/F is an unramified extension (necessarily of odd degree
by conjugate-self-duality), and ξ˜i is a character of E
×
i , viewed as a character
of WEi by class field theory,
(v) all characters ξ˜i have the same level, say d, and
(vi) all restrictions ξ˜i|UdEi
, where i ranges over I, are not Galois-conjugate to each
other.
When d = 0, these parameters are examples of the depth-zero parameters in
[DR09] for general unramified reductive groups. In this case when G is odd special
orthogonal or symplectic, the extended cuspidal supports of the corresponding rep-
resentations can be determined by the results in [Sav08]. When d is positive, these
parameters are examples of those in [Ree08], where the corresponding representa-
tions are called very cuspidal representations. We follow this terminology and call
φ˜ a very cuspidal parameter.
1.2. Supercuspidal representations. In this section, we describe the supercusp-
idal representations by constructing their underlying cuspidal types using the above
parameters. Then we can state our main result, Theorem 1.1.
We first summarize how to construct supercuspidal representations of a general
linear group. Suppose that φ˜◦ is a parameter of the form φ˜◦ = Ind
WF
WE◦
ξ˜◦ satisfying
the conditions in (iv) above. In section 3.2, we construct a supercuspidal represen-
tation π˜ξ˜◦ of GLn◦(F ), where n◦ = [E◦ : F ], compactly induced from an extension
of a maximal simple type, a notion defined [BK93]. This extended maximal simple
type is constructed from the character ξ˜◦ if we regard E
×
◦ as an unramified elliptic
maximal torus in GLn◦(F ). By [Hen92], the representation π˜ξ˜◦ is parametrized by
φ˜◦ under the local Langlands correspondence for GLn◦ .
When G = G(F•) is an unramified quasi-split unitary group, we construct su-
percuspidal representations of G using a similar process. We know that every
unramified elliptic maximal torus of G = Un is of the form
∏
i∈I U1,Ei/E•i , where
E•i/F• is an unramified extension of odd degree ni, Ei/E•i is quadratic unramified,
and
∑
i∈I ni = n. Let T be a torus of this form. In contrast to the GLn-case, the
F•-embeddings of T in G are in general not conjugate to each other in G. We use
an index x to stand for a G-conjugacy class of an embedding of T = T(F•) in G,
and denote the image in G (up to conjugacy) by Tx.
Now suppose that {ξ˜i}i∈I is a set of skew-characters, which means that each ξ˜i
is a conjugate-self-dual character of E×i and ξ˜i|E•×i
is trivial. By descending the
character ξ˜ := ⊠i∈I ξ˜i of
∏
i∈I E
×
i to a character ξ := ⊠i∈Iξi of Tx canonically, we
construct a maximal semi-simple type ([Ste08]) from ξ˜, which is a cuspidal type as
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defined in [MS14]. This cuspidal type is then compactly-induced to a supercuspidal
representation πx,ξ˜ of G.
Our construction of the cuspidal type of πx,ξ˜ is a combination of [Ste08] and
[Adl98]: we construct from ξ˜ a character, called a semi-simple character in [Ste05],
of a compact subgroup of G using [Adl98] (see also [Ree08, Section 3.2]), and
extend this character to a cuspidal type using the method of beta-extension in
[Ste08, Section 4].
We emphasize that it is important to consider different conjugacy classes of F•-
embeddings x of T in G. From many examples (e.g. the depth-0 case [DR09])
it is known that different embeddings give rise to non-isomorphic supercuspidal
representations πx,ξ˜, for a fixed ξ˜.
With the descriptions of the above supercuspidal representations, we now state
our main result, summarizing Theorems 5.7 and 6.10 in a simpler way.
Theorem 1.1. Let n be an odd integer, φ˜ be a very cuspidal parameter, and ξ˜ be
the associated character. There exists a unique quadratic (hence tamely ramified)
character ν˜y
x,ξ˜
of
∏
i∈I E
×
i such that
Πφ˜ = {πx,ξ˜·ν˜y
x,ξ˜
}x.
In other words, the base change of the above supercuspidal representations is π˜ξ˜,
the representation of GLn(F ) whose cuspidal support is {π˜ξ˜i}i∈I .
The Theorem also holds for even n, except that we need to modify ξ˜ by multi-
plying to it a character related to an endoscopic datum. This will be explained in
Section 6.
We call ν˜y
x,ξ˜
an amending character. In the next section, we will explain the
notation ν˜y
x,ξ˜
for this character and provide a brief idea of computing it, together
with the methodology for proving Theorem 1.1.
1.3. Methodology. Using Mœglin’s theory discussed in Section 1.1, our work is
to determine which data (ξ˜◦, x, ξ˜) give rise to the reducibility of
(1.2) π˜ξ˜◦ | det |
s ⋊ πx,ξ˜
at s = 1. We use a result of [Blo12]: the real-parts of s at which (1.2) is reducible
are determined by the structure of a Hecke algebra of a (non-cuspidal) type in the
larger unitary group GW , such that this type is a covering type of the cuspidal type
of the supercuspidal representation π˜ξ˜◦⊠πx,ξ˜ of the Levi subgroupM
∼= GLn◦(F )×
G. The notion of covering types is defined in [BK98] for general reductive group,
which implies the following statement in terms of category theory: the category
of right modules over this Hecke algebra determines a Bernstein component, the
full-subcategory of smooth representations of GW whose irreducible subquotients
have supports in the inertial class of π˜ξ˜◦ ⊠ πx,ξ˜. (For a similar statement specific
for classical groups, see [Hei11].)
We then combine the machineries of [BK98], [Blo12], [Ste08] in Sections 3 and
4, which is too technical to explain in this Introduction. To put it simply, they
suggest that E◦ is one of the Ei, for i ∈ I, and the two characters ξ˜◦ and ξ˜i differ
from one another by a quadratic character ν˜y
i,x,ξ˜
. We will compute in Section 5
this quadratic character using the aforementioned Hecke algebra, which is reduced
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to consider certain Hecke algebras for finite unitary groups, whose structures are
determined by a Theorem of Lusztig [Lus84, Theorem 8.6.2] (see also [Mor93] for
the depth zero situation).
The notation y of the amending character stands for a ”hyperspecial” vertex
in an appropriate Bruhat-Tits building, so that we obtain a finite unitary group
of the largest possible rank in order to apply Lusztig’s theorem to compute the
parameters of the Hecke algebras.
Now the inertial class of π˜ξ˜◦ is determined. Within this class there are two
conjugate-self-dual representations, the possible candidates for the reducibility of
(1.2) at s = 1, different from each other by the quadratic unramified character of
GLn◦(F ). An application on the equality between Asai-Shahidi L-function [Sha90]
and Asai L-function, proved by Henniart [Hen10], determines the one that gives
rise to the reducibility.
We hence obtain a collection of conjugate-self-dual supercuspidal representations
which belong to the extended cuspidal support of Πφ˜. By applying Mœglin’s in-
equality [Mœg07, 4. Proposition] on estimating the ranks of the underlying unitary
groups, we claim that our collection exhausts the entire extended cuspidal support.
Finally, we set
ν˜y
x,ξ˜
= ⊠i∈I ν˜
y
i,x,ξ˜
to obtain our amending character of
∏
i∈I E
×
i in Theorem 1.1. We will compute
this character in Corollary 5.11. Actually, this character is the sign character of
the (
∏
i∈I E
×
i )-action on a finite quotient of two Moy-Prasad filtration subgroups
([MP94]) of GW . These compact subgroups will be described using the language
of lattices and hereditary orders from [Ste08], as we will use his results heavily in
our methodology.
We remark that a similar kind of amending characters has already appeared in
[Blo12, Section 3.3], where she studied the reducibility of (1.2) in the ”disjoint”
case; in our language, this means that ξ˜◦ is not Galois conjugate to any ξ˜i for i ∈ I.
This is reduced to study the reducibility of Indπ˜ξ˜◦ | det |
s, a parabolically induced
representation of U2n◦ from the Siegel parabolic containing the Levi isomorphic to
GLn◦ . This kind of parabolically induced representations is previously studied in
[Gol93], [Gol94], [MR99] for unitary groups, in [Sha92], [MR98] for split classical
groups, and in [GKS07] for general classical groups using the theory of covering
types.
If z is a vertex adjacent to y, we can define another amending character ν˜z
x,ξ˜
=
⊠i∈I ν˜
z
i,x,ξ˜
analogously for z in place of y. We describe in Proposition 5.6 a rela-
tion between our amending characters ν˜y
i,x,ξ˜
and ν˜z
i,x,ξ˜
with a character in [Ste08,
Corollary 6.13]. In our paper, this character is denoted by χ˜zy,i defined on o
×
Ei
, and
is called the transition character between beta-extensions relative to the parahoric
subgroups associated to y and z. Our Proposition 5.6 simply says that
χ˜zy,i = (ν˜
y
i,x,ξ˜
ν˜z
i,x,ξ˜
)|o×Ei
.
A similar relation between these characters is also known in the Siegel case [Blo12]
(see the discussion before and in Proposition 3.17 loc. cit.).
To pick out the correct representations for the reducibility in (1.2), we view G
as an elliptic twisted endoscopic group of G˜ = ResF/F•GLn. In general, an elliptic
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twisted endoscopic datum of G˜ is of the form
H = Un1,F/F• ×Un2,F/F• , n1, n2 ∈ Z≥0 and n1 + n2 = n,
attached with a choice among two sign-data that determines the embedding of
the L-group LH into LG˜ (except when n1 = n2, in which case the two data are
equivalent in an appropriate sense). We can also study the base changes of the
packets of H(F•) to the representations of G˜(F•) = GLn(F ). In Corollary 6.13,
we generalize Theorem 1.1, the Theorem for H = G, to a statement for arbitrary
elliptic twisted endoscopic group H of G˜.
1.4. Remarks related to the literature.
(i) The quasi-split condition for a classical group is applied because, in order
to describe the local transfers, we view the group as a twisted endoscopic
group of GLn. This is the view-point in [Mœg07], [Art13], [Mok15]. However,
as pointed out in [Mœg14], this condition is only for simplicity. Now the
endoscopic classification for inner forms of classical groups is available (the
essential idea is in [Art13, Chapter 9] for special orthogonal and symplectic
groups, and in [KMSW] for unitary groups). The author expects that the
same method in this paper applies to describe the local transfers (whenever
defined) for inner forms without significant modification.
(ii) The above constructions of extended maximal types and cuspidal types from
characters of elliptic maximal tori are well-known, where the origin can be
traced back to [How77] for general linear groups (and similar constructions
in [Ge´r79], [Car84]). The method was then generalized to [BK93], where we
allow the underlying types to be directly extended from characters of compact
subgroups, without appealing to characters of elliptic maximal tori, and hence
obtain an exhaustive construction. Similar exhaustive methods were then
applied to special linear groups [BK94] and to classical groups [Ste08], [MS14]
(when the residual characteristic is odd). There are other similar methods
[Adl98], [Yu01], [Kim07] and recently some novel methods [GR10], [RY14]
aiming at constructing supercuspidal representations for general connected
reductive groups.
(iii) Attempts to describing local transfers include
• the depth-0 case, forG = U2 and U3, by [AL05] when F/F• is unramified,
and by [AL10] when F/F• is ramified;
• the positive level case, by [Bla10] for G = U2, and by [Bla08] for G = U3
when the packet is a singleton.
In the cases above, they directly computed the representations in a packet by
applying the twisted trace formula [Rog90]. For the use of extended cuspidal
support, we have the following.
• For G being odd special orthogonal or symplectic, [Sav08] describes the
local transfers for depth-0 parameters from [DR09], and proves that the
local transfers are the same as in [JS03], [CKPSS04];
• [Lus13] adopts the same method for depth-0 GSP4 and proves that the
local transfers are the same as in [GT11].
It seems to the author that our paper is the first place to apply the method
of extended cuspidal support for positive level supercuspidal representations.
(iv) Although we only study the endoscopic classification for parameters under
the restrictive very cuspidal condition above, the author expects that the
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methodology should apply to more general discrete parameters, as long as
their components are induced from characters.
Furthermore, the author was informed that Blondel’s ongoing work (jointed
with Henniart and Stevens) has obtained some results on the relation between
covering types and packets of representations whose underlying cuspidal types
are not necessarily constructed from characters. When combined with the
endoscopic classification, their results should lead to describing explicitly the
local transfers of packets for arbitrary classical groups.
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2. Unitary groups
2.1. Notations. Let F• be a p-adic field of odd residual characteristic p. Let F/F•
be the unramified quadratic extension. We denote by oF• and pF• (resp. oF and pF )
the ring of integers and its maximal ideal of F• (resp. F ). We choose a uniformizer
̟ such that ̟oF• = pF• . We denote by kF• (resp. kF ) the residual field of F•
(resp. F ) with cardinality q• (resp. q).
The multiplicative group F•
× decomposes into a product of subgroups
〈̟〉 × µF• × U
1
F• .
These subgroups are respectively the group generated by the uniformizer ̟, the
group µF• of order q• − 1 containing the roots of unity of order prime to p, and
the 1-unit group U1F• := 1 + pF• . We will identify µF• with k
×
F•
by the natural
projection.
We fix, once and for all, an additive character ψ• of F• whose kernel is p•, so
that its composition with the trace trF/F• is an additive character ψF of F whose
kernel is p.
We denote by δF/F• the character associated to the quadratic extension F/F•
by local class field theory, which is the unique quadratic character on F•
× trivial
on the norm group NF/F•(F
×).
We denote by ΓF• the absolute Galois group of F• and by c a Frobenius element
in ΓF• such that
cx ≡ xq• mod pF• , for all x ∈ oF• .
We denote the non-trivial element in ΓF/F• = ΓF•/ΓF also by c.
Some notations on general group theory. If G acts on a set X and X ′ is a subset
of X , we denote by NG(X
′) the subgroup of elements in G that leave X ′ invariant,
and by ZG(X
′) the subgroup of elements in G that act trivially on X ′. If π and π′
are representations of two groups G and G′ respectively, we denote by π ⊠ π′ their
exterior tensor product, which is a representation of G×G′. If H is a subgroup of
G and π, π′ are representations of H , we denote by IG(π, π
′) the subset of elements
in G that intertwines π and π′, and by IG(π) for π = π
′.
2.2. Unitary groups and subgroups. Let V be a vector space of F -dimension n,
equipped with a non-degenerate Hermitian form hV . The group GV of isometries is
the unitary group Un(F/F•), which is the subgroup of the F•-points of an algebraic
group GV = Un,F/F• over F•, an F•-form of the split group GLn,F• . Explicitly, if
we set
(2.1) J = JV =


1
−1
. . .
(−1)n

 ,
then we let ΓF act on GV trivially and c ∈ ΓF• − ΓF act on GV by
(2.2) σx = Jc(tx−1)J−1
where cx is the c-conjugate on all entries of x, and tx is the transpose of a matrix
x.
Let G˜V be the algebraic group ResF/F•GLn,F over F•, where c ∈ ΓF• −ΓF acts
as
(x, y) 7→ (σy, σx)
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The subgroup of the F•-points is
G˜V = G˜V (F•) = GV (F ) = GLn(F ).
The action (2.2) then descends to an involution σ on G˜V , and so (G˜V )
σ = GV .
Note that if dimV = 1, then GV ∼= kerNF/F• , which decomposes into a product
of subgroups
µF/F• × U
1
F/F•
,
where µF/F• is the group of order q•+1 containing the roots of unity of order prime
to p and whose norm is trivial, and U1F/F• := {x ∈ U
1
F ,
cx = x−1}. Note that we
can identify µF/F• with U1(kF /kF•) by the natural projection.
We also denote by A˜V = EndF (V ) the algebra of F -endomorphisms of V , which
is the F -points of AV = EndF¯ (V ⊗F F¯ ) as an F¯ -variety. We also define an action
of ΓF/F• on A˜V by
σX = −Jc(tX)J−1, and write AV = (A˜V )σ.
In this paper, we only consider our unitary group GV to be quasi-split over F•,
which means that GV contains a Borel subgroup invariant under the action of ΓF• .
From the chosen matrix J , the Borel subgroup is the group of upper triangular
unitary matrices.
Moreover, we only consider the Hermitian space V admitting an orthogonal de-
composition V = ⊕i∈IVi, where I is a finite index set. We then have an embedding
(2.3)
∏
i∈I
G˜Vi →֒ G˜V
as a Levi subgroup defined over F . If such embedding is defined over F , then it
restricts to an embedding
∏
i∈I G˜Vi →֒ G˜V , and all such embeddings are conjugate
by G˜V . We now require that the involution σ of G˜V restricts to the corresponding
involution σi on each G˜Vi , so that the F•-embedding
(2.4)
∏
i∈I
GVi →֒ GV
restricts to an embedding
∏
i∈I GVi →֒ GV . However, different embeddings may
not be conjugate to each other under GV , and there may not be any F•-parabolic
subgroup containing this Levi subgroup.
We will also consider unitary groups of higher ranks and their subgroups. Fix
i◦ ∈ I and let Vi◦,− and Vi◦,+ be two vector spaces isomorphic to Vi◦ , then write
W = Vi◦,− ⊕ V ⊕ Vi◦,+.
By choosing a basis B− = {e−1, . . . , e−ni◦} for Vi◦,− and another B+ = {e1, . . . , eni◦}
for Vi◦,+, we equip W with a Hermitian form hW defined by
hW |V×V = hV and V ⊥ (Vi◦,− ⊕ Vi◦,+)
and
hW (ei, ej) = hW (e−i, e−j) = 0, and
hW (e−i, ej) = ̟δij , for i, j = 1, . . . , ni◦ .
(2.5)
For convenience, we still denote the involution on G˜W by σ and let GW = (G˜W )
σ
be the corresponding unitary group. We denote by P the parabolic subgroup of
GW stabilizing the flag
0 ⊂ Vi◦,− ⊂ Vi◦,− ⊕ V ⊂W,
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and byM the Levi subgroup of P . If we write G˜Vi◦ = GLF (Vi◦,−) (or GLF (Vi◦,+)),
then M ∼= G˜Vi◦ ×GV given by an embedding
IM+ : G˜Vi◦ ×GV → GW , (g, h) 7→ (
σi◦ g, h, g).
We also denote by U the unipotent subgroup of P , and by U− the opposite of U .
2.3. Embeddings of Tori. Let I be a finite set, and for i ∈ I, let E•i be the
unramified extension of F• of degree ni, such that Ei := E•i⊗F•F is the unramified
extension of F of the same degree. Hence each ni is necessarily odd. We denote by
ci the non-trivial automorphism in ΓEi/E•i .
Suppose that the Hermitian space V has an orthogonal decomposition V =
⊕i∈IVi such that dimVi = ni. By identifying Vi with Ei as an F -vector space, we
have an F -embedding of an elliptic torus
T˜i = ResEi/F•GL1,Ei →֒ G˜Vi ,
and hence an F -embedding of the product torus
T˜ =
∏
i∈I
T˜i →֒ G˜V
using the embedding (2.3) of Levi subgroup.
We assume that T˜ = T˜(F•) is embedded into G˜V such that c acts on each factor
T˜i := T˜i(F•) as ci, the non-trivial automorphism in ΓEi/E•i . Using the embedding
(2.4), if Ti = ResE•i/F•U1,Ei/E•i , then there is an F•-embedding
T =
∏
i∈I
Ti →֒ GV
as an elliptic unramified maximal torus, and every such torus is of this form. On the
subgroup of F•-points, we have T = T˜
σ =
∏
i∈I T˜
σi
i , where σi is the corresponding
involution on G˜Vi such that σi|T˜i(ti) =
cit−1i .
An embedding I : T →֒ GV considered above is defined over F•, which means
that
I ◦ γT = γGV ◦ I, for all γ ∈ ΓF• ,
where γT (resp. γGV ) is the automorphism of T (resp. GV ) defined by γ. Fix
one F•-embedding I0 with image T0 ⊂ GV . Suppose that I : T→ GV is another
F•-embedding, which is necessarily conjugate under GV = GV (F¯•), i.e., there is
g ∈ GV such that g−1T0(F•)g = I(T)(F•). For any γ ∈ ΓF• and t ∈ T(F•), the
relation
γ(g−1I0(t)g) =
γg−1I0(t)
γg = γI(t) = I(t) = g−1I0(t)g
implies that g(γg−1) ∈ T0. This defines a cocycle ΓF• → T whose class lies in
D(GV ,T, F•) := ker(H
1(ΓF• ,T)
(I0)∗
−−−→ H1(ΓF• ,GV )).
Proposition 2.1. The set of GV -conjugacy classes of F•-embeddings of T in GV
within the GV -conjugacy class is bijectively parameterized by D(GV ,T, F•).
From now on we abbreviate D(GV ,T, F•) to D. For computation, we provide a
well-known description of D. It is known that
H1(ΓF• ,GV )
∼= Z/2.
The following facts are well-known.
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Proposition 2.2. There is an isomorphism
H1(ΓF• ,T)
∼= (Z/2)#I ,
and we can parametrize the map I0 such that
D ∼= {(ei)i∈I ∈ (Z/2)
#I, where
∑
i∈I
ei = 0}.
Proof. See [Rog90, Proposition 3.5.2(c)]. 
Corollary 2.3. We can parametrize D by partitions of I into two subsets
I = Io ⊔ Ie
such that the cardinality of one of the subsets (say #Ie) is even.
Proof. We can explicitly describe such a (non-unique) parametrization using the
idea in [Wal01, Section 1.7]. Suppose that we are given a pair (z, x) = ((zi), (xi))i∈I ,
where
(i) each zi generates the unramified field extension Ei/F such that
σizi = zi;
(ii) xi ∈ Ei such that cixi = xi, or equivalently xi ∈ E•i, and
∏
i∈I δEi/E•i(xi) =
1;
(iii) n =
∑
i∈I ni, where ni = [Ei : F ] is odd.
Hence z ∈ T is embedded intoGV by I0 as a regular element, such that ZGV (I0(z)) =
T0 := T0(F•). Two pairs (z, x) and (z
′, x′) are called GV -conjugate (or stably
conjugate) if zi ∈ ΓF•z
′
i for all i ∈ I, and called GV -conjugate if furthermore
δEi/E•i(xi) = δEi/E•i(x
′
i) for all i ∈ I. If we identify the element x = (xi)i∈I to the
element in x ∈ D, then Tx and Tx′ are GV -conjugate (resp. GV -conjugate) if and
only if (z, x) and (z′, x′) are GV -conjugate (resp. GV -conjugate).
Note that, for fixed z, we can choose an x with xi ∈ {1, ̟} to represent a GV -
conjugacy class of (z, x). If we define Io (resp. Ie) to be the subset consisting of
i ∈ I such that xi = 1 (resp. xi = ̟), then the last condition of x = (xi)i∈I in (ii)
implies that #Ie must be even.
From the orthogonal decomposition V = ⊕i∈IVi, we identify each Vi with Ei as
an F -vector space. If we define a Hermitian form on VE := ⊕i∈IEi by hE =⊥i∈I hEi
where
hEi(wi, w
′
i) = trEi/F (xi
ciwiw
′
i)
for all wi, w
′
i ∈ Ei, then the last condition of x = (xi)i∈I in (ii) implies that (VE , hE)
is isometrically isomorphic to (V, hV ) as an Hermitian space, and the corresponding
unitary group GVE is F•-isomorphic to GV . The torus T is embedded into GVE
as a diagonal torus, and the embedding Ix : T→ GVE is defined by composing the
torus embedding with the isomorphism from GVE to GV .

2.4. Lattice sequences. Let Λ be an oF -lattice sequence in V , defined as a func-
tion Λ from Z to the set of oF -lattice in V such that
(i) Λ(k) ⊆ Λ(j) if j ≤ k;
(ii) there exists a positive integer e = e(Λ/oF ) such that ̟Λ(k) = Λ(k + e) for
all k ∈ Z.
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The integer e(Λ/oF ) is called the oF -period of Λ.
Recall that hV is an Hermitian form on V that defines the unitary group GV .
Given an oF -lattice L in V , we define the conjugate-dual of L as
L∗ := {v ∈ V, hV (v, L) ⊆ pF }.
An oF -lattice sequence Λ in V is called conjugate-self-dual if there exists j ∈ Z
such that Λ(k)∗ = Λ(j− k) for all k ∈ Z. As in [Ste08], we may scale the indices of
Λ such that
(2.6) j = 1 and the period of Λ is always even.
For example, if Λ is the lattice sequence representing {pkF}k∈Z in V = F , and hV
is defined by (x, y) 7→ xcy, then Λ is enumerated as
· · · , Λ(−1) = Λ(0) = oF , Λ(1) = Λ(2) = pF , · · ·
and so on. We then extend the domain of Λ from Z to R by defining Λ(r) = Λ(⌈r⌉)
for all r ∈ R, and write Λ(r+) = ∪s>rΛ(s).
As in [BK99, Section 2.8], we define the direct sum of two lattices. Given F -
vector spaces Vi, for i = 1, 2, and oF -lattice sequences Λi of Vi of period ei, we
define Λ = Λ1⊕Λ2 to be an oF -lattice sequence of V1⊕V2 of period e = lcm(e1, e2)
by
Λ(r) = Λ1(e1r/e)⊕ Λ2(e2r/e), for all r ∈ R.
We can check that (Λ1 ⊕ Λ2) ⊕ Λ3 = Λ1 ⊕ (Λ2 ⊕ Λ3) and Λ1 ⊕ Λ2 ∼= Λ2 ⊕ Λ1, so
that we can define the notion of direct sum inductively.
In the sequel, we will study the conjugate-self-dual lattice sequences Λx, x ∈ D,
defined as follows. Suppose I = Io⊔Ie is a partition I = Io⊔Ie corresponding to an
embedding x ∈ D as in Corollary 2.3. We write VIo = ⊕i∈IoVi and VIe = ⊕i∈IeVi,
such that the decomposition V = VIo ⊕ VIe is orthogonal. We choose a basis BIo
for VIo such that the matrix of the Hermitian form hIo has an expression similar to
(2.1) and, since ne = dim VIe is even, we choose a basis BIe for VIe , enumerated as
{e1, . . . ene/2, e−ne/2, . . . , e−1}, such that the relations similar to (2.5) hold for hIe
(in place of hW ). It is clear that (V, hV ) and (VIo ⊕VIe , hIo ⊥ hIe) are isometrically
isomorphic. If we now define LIo and LIe be the oF -lattices generated by BIo and
BIe respectively, then we check that
L∗Io = ̟LIo and L
∗
Ie = LIe .
We define two lattice sequences Λx,Io and Λx,Ie containing LIo and LIe respectively,
both of period 2, with the indices shifted such that
Λx,Io(0) ) Λx,Io(1) = Λx,Io(2),
Λx,Ie(0) = Λx,Ie(1) ) Λx,Ie(2).
We then define
Λx = Λx,Io ⊕ Λx,Ie .
Hence Λx is conjugate-self-dual and its period is 2.
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2.5. Orders and subgroups. Let G˜ = G˜V or G˜W , and write G = G˜
σ. For
any lattice sequence Λ in V or W , we associate to Λ a hereditary order AΛ in
A˜V = EndF (V ) or EndF (W ) and its Jacobson radical PΛ. We then define, for
r ∈ R≥0,
PrΛ =
⋃
n∈Z≥0
n≥r
PnΛ and P
r+
Λ =
⋃
n∈Z>0
n>r
PnΛ.
We then define a decreasing filtration {U rΛ}r≥0 of compact open subgroups of G˜ by
UΛ = U
0
Λ = A
×
Λ , U
r
Λ = 1 +P
r
Λ, and U
r+
Λ = 1 +P
r+
Λ ,
for r ∈ R>0. If Λ is conjugate-self-dual, then P
r
Λ and U
r
Λ are conjugate-self-dual,
which means that they are σ-invariant. we define
U rΛ,F/F• = U
r
Λ ∩G and U
r+
Λ,F/F•
= U r+Λ ∩G
for all r ∈ R≥0.
Write E = ⊕i∈IEi and denote oE = ⊕i∈IoEi , E
× =
∏
i∈I E
×
i
∼= T˜ and (E×)σ =∏
i∈I U1(Ei/E•i)
∼= T . For a fixed i◦ ∈ I, we view E
×
i◦
as an elliptic maximal torus
in G˜Vi◦ . Given an embedding x ∈ D, we define a morphism Ii◦,x : E
× → GW by
Ii◦,x :E
× → T˜i◦ × T →M ∼= G˜Vi◦ ×GV ⊂ GW ,
t = (ti)i∈I 7→ (ti◦ , t(
ct−1)) 7→ (σi◦ ti◦ , Ix(t(
ct−1)), ti◦).
(2.7)
Denote the image by Ii◦,x(E
×) for a moment, and regard it as a subtorus of T˜i◦×Tx.
Suppose that Λ is a lattice sequence in W such that each Λ(r) is invariant by
Ii◦,x(
∏
i∈I o
×
Ei
). In the sequel, we will say for short that Λ is an oE-lattice sequence,
and write PrΛ,E the subset of elements in P
r
Λ centralized by Ii◦,x(
∏
i∈I o
×
Ei
). Note
that we write AΛ,E = P
r
Λ,E . We define, for r ∈ R≥0,
U rΛ,E = U
r
Λ ∩ ZG˜W (Ii◦,x(E
×)) = 1 +PrΛ,E
and if Λ is furthermore conjugate-self-dual, we define
U rΛ,E/E• = U
r
Λ ∩ ZGW (Ii◦,x(E
×))
and similarly for U r+Λ,E and U
r+
Λ,E/E•
.
Finally, as T = T(F•) and T˜ = T(F ), we denote the image Ix(T ) in GV by Tx
and Ix(T˜ ) of G˜V by T˜x, for x ∈ D. For r ∈ R≥0 ∪ {t + , where t ∈ R≥0}, if we
denote
T˜ r =
∏
i∈I
T˜ ri and T
r =
∏
i∈I
T ri ,
where
T˜ ri = U
r
Ei and T
r
i = U1(Ei/E•i) ∩ U
r
Ei ,
then we set
T˜ rx = Ix(T˜
r) and T rx = Ix(T
r).
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2.6. Lattices of higher ranks. Given i◦ ∈ I and x ∈ D, we define a lattice
sequence Λi◦,x in W = Vi◦,− ⊕ V ⊕ Vi◦,+ as follows. Let Λi◦,− and Λi◦,+ be two
lattice sequences isomorphic to Λi◦ . Define a conjugate-self-dual lattice sequence
Λi◦,x in W of period 6 by
Λi◦,x(r) = Λi◦,−(
r − 1
3
)⊕ Λx(
r
3
)⊕ Λi◦,+(
r + 1
3
),
for all r ∈ R≥0.
Following [Ste08, Section 7.2.2], we define two conjugate-self-dual lattice se-
quences in W , Myi◦,x and M
z
i◦,x, each of period 2, by assigning each of them to
one of the following two lattice sequences:
0 7→ Λi◦,x(−2) and 1 7→ Λi◦,x(3)
or
0 7→ Λi◦,x(0) and 1 7→ Λi◦,x(1),
such that the reductive quotient
UMw
i◦,x,E/E•
/U1Mwi◦,x,E/E•
∼=
{
U3(kEi◦/kE•i◦ )×
∏
i∈I−{i◦}
U1(kEi/kE•i) when w = y,
U2(kEi◦/kE•i◦ )×
∏
i∈I U1(kEi/kE•i) when w = z.
Alternatively, we can define Λi◦,x, M
y
i◦,x
and Mzi◦,x as follows. Define the fol-
lowing conjugate-self-dual lattice sequences in V±i◦ := Vi◦,− ⊕ Vi◦ ⊕ Vi◦,+,
Λ±i◦(r) = Λi◦,−(
r − 1
3
)⊕ Λi◦(
r
3
)⊕ Λi◦,+(
r + 1
3
),
and My±i◦ and M
z
±i◦
by assigning each of them to one of the following two lattice
sequences:
0 7→ Λ±i◦(−2) and 1 7→ Λ±i◦(3)
or
0 7→ Λ±i◦(0) and 1 7→ Λ±i◦(1),
such that the reductive quotient
UMw±i◦ ,E/E•
/U1Mw±i◦ ,E/E•
∼=
{
U3(kEi◦ /kE•i◦ ) when w = y,
U2(kEi◦ /kE•i◦ )×U1(kEi◦/kE•i◦ ) when w = z.
We then define
Λi◦,x = Λ±i◦ ⊕i6=i◦ Λi and M
w
i◦,x = M
w
±i◦ ⊕i6=i◦ Λi,
for w = y or z, such that
Λi◦,x ∩ EndF (V ) = M
w
i◦,x ∩ EndF (V ) = Λx.
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3. Representations
3.1. Characters. Let ZF/F• be the set of skew characters of F
× relative to the
quadratic extension F/F•, defined by
ZF/F• = {characters χ˜ : F
× → C×, cχ˜−1 = χ˜}.
We then have a partition ZF/F• = Z
+
F/F•
⊔ Z−F/F• , where
Z+F/F• = {χ˜ ∈ ZF/F• , χ˜|F•× = 1}, and Z
−
F/F•
= {χ˜ ∈ ZF/F• , χ˜|F•× = δF/F•}.
We call these characters +-skew and −-skew respectively. We denote χ˜+ ∈ Z
+
F/F•
the trivial character and fix, once and for all, a character χ˜− ∈ Z
−
F/F•
. For example,
we may choose χ˜− to be the unramified quadratic character of F
×.
Proposition 3.1. The base-change map
(U1(F/F•))
∧ → (F×)∧, ξ 7→ (ξ˜ = ξ ◦ (1− c) : x 7→ ξ(x · cx−1))
is injective, and its image is Z+F/F• .
Proof. The statement follows from the fact that
(3.1) 1→ F•
× → F×
1−c
−−→ U1(F/F•)→ 1
is exact. 
Proposition 3.2. (i) The morphism U1F
1−c
−−→ U1F/F• is surjective.
(ii) The base-change
(U1F/F•)
∧ (1−c)
∗
−−−−→ (U1F )
∧, θ 7→ θ˜ = θ ◦ (1− c)
is injective.
(iii) The image of this base-change is the set of skew characters (satisfying cθ˜−1 =
θ˜) of U1F .
Proof. From (3.1), for each y ∈ U1F/F• , there is x ∈ F
× such that (1 − c)x = y.
Write x = ̟kzu, then (1− c)(̟kz) · (1− c)(u) = y. Since y is a pro-p element, we
have (1 − c)(̟kz) = 1 and (1 − c)u = y. This proves the first statement, and the
second and third statement follows easily. 
Let E◦/F be a finite unramified extension. For ǫ = + or −, we define χ˜E◦ǫ =
χ˜ǫ ◦NE◦/F . If we choose χ˜ǫ as above, then χ˜
E◦
+ is again trivial, and χ˜
E◦
− is again
unramified quadratic, since E◦/F is odd unramified.
Proposition 3.3. Suppose that ξ˜◦ is a character of E
×
◦ . There is a unique char-
acter ξ˜◦,wd of E
×
◦ such that
(i) ξ˜◦,wd|U1E◦
= ξ˜◦|U1E◦
;
(ii) ξ˜◦,wd(̟) = 1;
(iii) ξ˜◦,wd has a finite order of a p-power.
The character ξ˜◦,tm = ξ˜
−1
◦,wdξ˜◦ is tamely ramified. If ξ˜◦ is a skew character (only
when [E◦ : F ] is odd), then ξ˜◦,wd is always +-skew by construction, and so
ξ˜◦ is ǫ-skew if and only if ξ˜◦,tm is ǫ-skew.
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3.1.1. Regular characters. Suppose now ξ˜◦ is a character of E
×
◦ of positive level d,
i.e., ξ˜◦|U2dE◦
6= 1 and ξ˜◦|U2d+E◦
≡ 1. (Beware of the convention we used in (2.6).) We
only consider d-regular characters, which means that γ(ξ˜◦|U2dE◦
) are all different for
γ ranging over ΓE◦/F . (When we say ξ˜◦ is d-regular, we already know that the level
of ξ˜◦ is d.)
We can choose an element b◦ ∈ E◦ such that
(3.2) ξ˜◦(1 + x) = ψF (trE◦/F (b◦x)), for all x ∈ p
d+
E◦
.
This b◦ is unique in p
−2d
E◦
modulo p−dE◦ . Note that the d-regularity of ξ˜◦ implies that
E◦ = F [b◦,−d], where b◦,−d ∈ µE◦ is the (−d)th coefficient in the ̟-expansion of
b◦.
More generally, we describe regular characters of an elliptic unramified maximal
torus GV . For each i ∈ I, let Ei/F be the unramified extension of odd degree ni.
Take ξ˜ = ⊠i∈I ξ˜i a character of T˜ =
∏
i∈I E
×
i . We impose the following conditions.
• All ξ˜i have the same level d, and are d-regular.
• All ξ˜i are +-skew.
• All ξ˜|U2dEi
are not Galois conjugate to each other, for i ranging over I.
We call this kind of characters d-regular +-skew characters. For each ξ˜i, there
exists a character ξi of U1(Ei/E•i) such that ξ˜i = ξi ◦ (1 − ci). Write ξ = ⊠i∈Iξi
as a character of T =
∏
i∈I U1(Ei/E•i), then ξ is a regular character considered in
[Ree08, Sec. 3.6].
3.2. Maximal types for GL. Let E◦/F be a finite unramified extension of degree
n, and E×◦ is embedded into G˜V◦
∼= GLn◦(F ) as an elliptic unramified maximal
torus (where all such embeddings are conjugate with each other.) Given a regular
character of E×◦ , we construct a maximal type of G˜V◦ in three steps.
3.2.1. First step: simple characters. Let Λ◦ be an E
×
◦ -invariant lattice sequence in
V , and ξ˜◦ be a d-regular character of level d > 0. We define the following subgroups
H˜1Λ◦ = U
1
E◦U
d+
Λ◦
, J˜1Λ◦ = U
1
E◦U
d
Λ◦ ,
J˜Λ◦ = UE◦U
d
Λ◦ , and J˜Λ◦ = E
×
◦ U
d
Λ◦ .
We construct a character θ˜Λ◦ = θ˜Λ◦,ξ˜◦ of H˜
1
Λ◦
, whose restriction θ˜Λ◦ |U1E◦
is
ξ˜◦|U1E◦
. We first note that
Ud+E◦ /U
2d+
E◦
∼= pd+E◦/p
2d+
E◦
and Ud+Λ◦ /U
2d+
Λ◦
∼= Pd+Λ◦ /P
2d+
Λ◦
.
From the restriction ξ˜◦|Ud+E◦
, we obtain a character, still denoted by ξ˜◦, on the
additive group pd+E◦ trivial on p
2d+
E◦
. From the root-space decomposition
(3.3) Pd+Λ◦ /P
2d+
Λ◦
∼= pd+E◦/p
2d+
E◦
⊕ nd+Λ◦ /n
2d+
Λ◦
,
where nΛ◦ is the sum of root spaces in A˜V◦ (on which E◦
× acts non-trivially by
conjugation) and nrΛ◦ = nΛ◦ ∩P
r
Λ◦
, we can extend ξ˜◦ trivially to n
d+
Λ◦
, and hence to
a character θ˜Λ◦ on U
d+
Λ◦
trivial on U2d+Λ◦ , which agrees with ξ˜◦ on U
d+
Λ◦
∩U1E◦ = U
d+
E◦
.
Finally, we extend θ˜Λ◦ to a character, also denoted by θ˜Λ◦ , of H˜
1 = U1E◦U
d+
Λ◦
which
agrees with ξ˜◦ on U
1
E◦
.
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Remark 3.4. The simple character can be constructed alternatively as follows.
Recall from Section 3.1.1 that
ξ˜◦(1 + x) = ψF (trE◦/F (b◦x)) for all x ∈ p
d+
E◦
for a fixed b◦ ∈ p
−2d
E◦
modulo p−dE◦ . We define
ψb◦(1 +X) = ψF (trA˜V◦/F (b◦X)) for all 1 +X ∈ U
d+
Λ◦
,
and define θ˜′◦ on H˜
1 = U1E◦U
d+
Λ◦
by
ξ˜◦ on U
1
E◦ and ψb◦ on U
d+
Λ◦
.
We now check that θ˜′◦ = θ˜◦. Clearly θ˜
′
◦|U1E◦
= θ˜◦|U1E◦
= ξ˜◦|U1E◦
. If 1 + X ∈ Ud+Λ◦ ,
then
θ˜′◦(1 +X) = ψF (trA◦/F (b◦X)) = ψF (trE◦/F (b◦s
A˜V◦
E◦
(X))),
where s
A˜V◦
E◦
: Pd+Λ◦ /P
2d+
Λ◦
→ pd+E◦/p
2d+
E◦
is the natural projection defined by the root-
space decomposition (3.3), and can also be defined by a tame co-restriction
(3.4) s
A˜V◦
E◦
: PrΛ◦ → p
r
E◦ , for all r ∈ R,
on A˜V◦ relative to E◦/F (see its definition and properties in [BK93, (1.3.3)-(1.3.8)]).
The above is then equal to ξ˜◦(1 + s
A˜V◦
E◦
(X)), which is equal to θ˜◦(1 + X) by its
construction.

According to [BK93, Section 3.2], the simple character θ˜Λ◦ is based on a simple
stratum of the form
s˜◦ = [Λ◦, d, 0, β◦],
where Λ◦ is an oF -lattice chain, and β◦ ∈ P
−2d
Λ◦
such that E◦ = F [β◦] is a field and
Λ◦ can be regarded as an oE◦-lattice chain. We can view β◦ is an approximation of
the element b◦ defined in (3.2), in the sense that
(3.5) b◦ ≡ β◦ mod p
−d
E◦
.
The d-regularity implies that s˜◦ is minimal over F [BK93, (1.4.14)], or equivalently,
E is generated by b◦,−d over F as known in Section 3.1.1. The stratum s˜◦ is called
skew if Λ◦ is conjugate-self-dual and
σβ◦ = −cβ◦ = β◦.
3.2.2. Second step: Heisenberg representations. The quotient V˜ = J˜1/H˜1 is natu-
rally a kF -vector space. Since θ˜Λ◦ is a simple character, the space V is equipped
with a non-degenerate alternating form [BK93, Sec 3.5]
hθ˜Λ◦
: (1 + x, 1 + y) 7→ θ˜Λ◦([x, y]).
Using the theory of Heisenberg representation, there exists an irreducible represen-
tation η˜Λ◦ = η˜Λ◦,ξ˜◦ of J˜
1
Λ◦
, unique up to isomorphism, whose restriction to H˜1Λ◦ is
a multiple of θ˜Λ◦ .
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3.2.3. Third step: beta extensions.
Proposition 3.5. (i) There is a unique irreducible representation κ˜ξ˜◦ of J˜Λ◦
such that
(a) κ˜ξ˜◦ |J˜1Λ◦
∼= η˜Λ◦ ;
(b) κ˜ξ˜◦ is intertwined by every element in E◦
×;
(c) the character det κ˜ξ˜◦ has a finite order of a p-power.
(ii) All extensions satisfying (a) and (b) above are of the form κ˜ξ˜◦ ·χ˜ for a character
χ˜ of UE◦/U
1
E◦
.
(iii) All κ˜ξ˜◦ · χ˜ do not intertwine with each other.
Proof. This is [BH05, Lemma 1 of Sec. 2.3], which follows from [BK93, (5.2.2)].
Note that the reductive quotient J˜Λ◦/J˜
1
Λ◦
is isomorphic to UE◦/U
1
E◦
∼= µE◦ . 
Proposition 3.6. There is a unique irreducible representation κ˜ξ˜◦ of J˜Λ◦ such that
(i) κ˜ξ˜◦ |J˜Λ◦
∼= κ˜ξ˜◦ ;
(ii) ̟ ∈ ker κ˜ξ˜◦ ;
(iii) the character det κ˜ξ˜◦ has a finite order of a p-power.
Proof. This is [BH05, Lemma 2 of Sec. 2.3]. 
Now the character ξ˜◦,tm = ξ˜
−1
◦,wdξ˜◦ is tamely ramified. We inflate it to a character
ξ˜◦,tm of J˜Λ◦ = E
×
◦ U
d/2
Λ◦
which is trivial on J˜1Λ◦ and define
λ˜ξ˜◦ = κ˜ξ˜◦ · ξ˜◦,tm.
Proposition 3.7. (i) The representation
π˜ξ˜◦ = cInd
G˜V◦
J˜Λ◦
λ˜ξ˜◦
is an irreducible supercuspidal representation of G˜V◦ .
(ii) π˜ξ˜◦
∼= π˜ξ˜′◦
if and only if ξ˜′◦ =
γ ξ˜◦ for some γ ∈ Γ(E◦/F ).
Proof. This is [BH05, Theorem 2.3]. 
Suppose now that ξ˜◦ is skew, i.e.,
σ ξ˜◦ =
cξ˜−1◦ = ξ˜◦, then ξ˜◦|µE◦ has order
q•
n◦ + 1 and ξ˜◦(̟) = ±1. The supercuspidal representation π˜ξ˜◦ is therefore σ-
invariant because of the σ-invariance of the subgroups H˜1Λ◦ , J˜
1
Λ◦
, J˜Λ◦ and J˜Λ◦ , and
the uniqueness of κ˜ξ˜◦ and ξ˜◦,wd.
3.3. Cuspidal types for unitary groups.
3.3.1. Compact subgroups. Before we construct cuspidal types for the unitary group
GV , we construct some compact subgroups in a more general setting. Given i◦ ∈ I
and x ∈ D, we consider the lattice sequences defined in Sections 2.4 and 2.6:
(3.6) Λx for GV , Λi◦,x,M
y
i◦,x
, or Mzi◦,x for GW .
Note that the periods eΛx and eMwi◦,x are both 2, while eΛi◦,x = 6.
We define the following subgroups of GV ,
H1Λx = T
1
xU
d+
Λx,F/F•
J1Λx = T
1
xU
d
Λx,F/F•
,
JΛx = TxU
d
Λx,F/F•
,
(3.7)
20 KAM FAI TAM
such that the reductive quotient is
JΛx/J
1
Λx
∼= Tx/T
1
x
∼=
∏
i∈I
U1(kEi/kE•i).
Fix i◦ ∈ I, we define the following subgroups of GW ,
H1Λi◦,x = (T˜
1
i◦ × T
1
x )U
3d+
Λi◦,x,F/F•
,
J1Λi◦,x = (T˜
1
i◦ × T
1
x )U
3d
Λi◦,x,F/F•
,
JΛi◦,x = (T˜
0
i◦ × Tx)U
3d
Λi◦,x,F/F•
,
(3.8)
such that the reductive quotient is
JΛi◦,x/J
1
Λi◦,x
∼= k×Ei◦ ×
(∏
i∈I
U1(kEi/kE•i)
)
.
We also define the following subgroups of GW ,
H1Mwi◦,x
= U1Mwi◦,x,E/E•
Ud+
Mwi◦,x
,F/F•
,
J1Mwi◦,x
= U1Mwi◦,x,E/E•
UdMwi◦,x,F/F•
,
JMwi◦,x = UMwi◦,x,E/E•
UdMwi◦,x,F/F•
,
(3.9)
such that the reductive quotient is
JMwi◦,x/J
1
Mwi◦,x
∼=
{
U3(kEi◦ /kE•i◦ )×
(∏
i∈I−{i◦}
U1(kEi/kE•i)
)
when w = y,
U2(kEi◦ /kE•i◦ )×
(∏
i∈I U1(kEi/kE•i)
)
when w = z.
Each of the subgroups in (3.7), (3.8), (3.9) can be defined as the σ-fixed points
of a compact subgroup in G˜V or G˜W , using the following lemma.
Lemma 3.8. Let L be one of the lattice sequences in (3.6), and let r, s be two real
numbers such that s > r ≥ 0, then
(U rL,EU
s
L)
σ = (U rL,E)
σ(UsL)
σ = U rL,E/E•U
s
L,F/F•
.
Note that if L = Λx, then U
r
L,E and U
r
L,E/E•
are compact tori T˜ r and T rx .
Proof. Suppose t ∈ U rL,E and 1 + u ∈ U
s
L such that
σ(t(1 + u)) = t(1 + u), then
t−1 · σt = (1 + x) · σ(1 + x)−1. Suppose that t−1 · σt = 1 + y ∈ U r+L,E, we want to
solve for 1 + x ∈ U r+L,E such that 1 + y = (1 + x) ·
σ(1 + x)−1. We obtain
σ(1 + y)(1 + y) = (t−1 · σt)(t−1 · σt) = 1,
so that σy + y + σyy = 0 and σ y¯ + y¯ ≡ 0 mod Pr++L,E , where P
r++
L,E is the largest
lattice PtL,E, with t ∈ R, such that P
t
L,E ( P
r+
L,E, and y¯ is the image of y in
kL,E ∼= P
r+
L,E/P
r++
L,E such that σ acts on kL,E accordingly. Since ker(1 + σ) =
image(1 − σ) on kL,E , we can solve for x¯ ∈ kL,E such that y¯ = (1 − σ)x¯. An
argument similar to Hensel’s Lemma implies that 1 + y = (1 + x) · σ(1 + x)−1
for some x ∈ Pr+L,E whose image in kL,E
∼= Pr+L,E/P
r++
L,E is x¯. We then replace
t by t′ = t(1 + x) and 1 + u by 1 + u′ = (1 + x)−1(1 + u), so that σt′ = t′,
σ(1 + u′) = 1 + u′, and t(1 + u) = t′(1 + u′) ∈ U rL,,E/E•U
s
L,F/F•
. We have proved
that (U rL,EU
s
L)
σ ⊆ U rL,,E/E•U
s
L,F/F•
, and the converse is clear. 
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For example, if we define
H˜1Λx = T˜
1
xU
d+
Λx
and H˜1Λi◦,x = (T˜
1
i◦ × T˜
1
i◦ × T˜
1
x )U
3d+
Λi◦,x
,
then H1Λx = (H˜
1
Λx
)σ and H1Λi◦,x = (H˜
1
Λi◦,x
)σ. Also if H˜1Mwi◦,x
= U1Mwi◦,x,E
Ud+Mwi◦,x
,
then H1Mwi◦,x
= (H˜1Mwi◦,x
)σ.
3.3.2. First step: semi-simple characters. Take L be one of the lattices in (3.6),
and let T˜L be the torus
T˜x when L = Λx, and T˜i◦ × T˜i◦ × T˜x when L = Λi◦,x or M
w
i◦,x,
embedded into G˜, where G˜ = G˜V or G˜W respectively, such that its action on V or
W leaves L invariant. This implies that T˜L ∩ GV = Tx and T˜L ∩ GW = T˜i◦ × Tx.
We also set T˜ rL to be T˜
r
x and T˜
r
i◦
× T˜ ri◦ × T˜
r
x in the two respective cases, for all
r ∈ R≥0 ∪ {t+ , where t ∈ R≥0}.
Let ξ˜ be a d-regular +-skew character of T˜x and ξ˜ = ξ ◦ (1− c) for a character ξ
of Tx. Define a character ξ˜L on T˜L by
ξ˜ when L = Λx, and ξ˜i◦ ⊠ ξ˜i◦ ⊠ ξ˜ when L = Λi◦,x or M
w
i◦,x.
We first construct a character θ˜L = θ˜L,ξ˜ of H˜
1
L for L = Λx or L = Λi◦,x, whose
restriction on T˜ 1L is ξ˜L|T˜ 1
L
. We first note that
T˜ d+L /T˜
2d+
L
∼= t˜d+L /˜t
2d+
L and U
eLd+
L /U
eL2d+
L
∼= PeLd+L /P
eL2d+
L
where t˜L is the Lie-algebra of T˜L and t˜
r
L = t˜L∩P
r
L. From the restriction ξ˜L|T˜d+
L
, we
obtain a character, still denoted by ξ˜L, on t˜
d+
L trivial on t˜
2d+
L . From the root-space
decomposition
PeLd+L /P
eL2d+
L
∼= t˜d+L /˜t
2d+
L ⊕ n
eLd+
L /n
eL2d+
L ,
where nL is the sum of root spaces in A˜V (on which TL acts non-trivially by conju-
gation) and nrL = nL ∩P
r
L, we then extend ξ˜L trivially to a character θ˜L on U
eLd+
L
trivial on UeL2d+L , which agrees with ξ˜L on U
eLd+
L ∩ T˜L = T˜
d+
L . Finally, we extend
θ˜L to a character, still denoted by θ˜L, of H˜
1
L = T˜
1
LU
eLd+
L .
For L = Mwi◦,x, where w = y or z, we construct similarly a character θ˜Mwi◦,x =
θ˜Mwi◦,x,ξ˜
of H˜1Mwi◦,x
such that θ˜Mwi◦,x |T˜ 1Mw
i◦,x
= ξ˜Mwi◦,x |T˜ 1Mw
i◦,x
. The process is similar
to the one above, but we need to first extend the character ξ˜Mwi◦,x |T˜ 1Mw
i◦,x
to
ξ˜′ :=
(
ξ˜i◦ |U1Ei◦
◦ deti◦
)
⊠i∈I−{i◦} ξ˜i|U1Ei
on
U1Mwi◦,x,E
= U1Mw±i◦ ,Ei◦
×
∏
i∈I−{i◦}
U1Ei ,
where deti◦ is the determinant map on GL3(Ei◦). We then extend ξ˜
′|Ud+
Mw
±i◦
T˜d+
Mw
i◦,x
to a character θ˜′ on to Ud+Mwi◦,x
using the root-space decomposition
Pd+Mwi◦,x
/P2d+Mwi◦,x
∼=

Pd+Mw±i◦ ,Ei◦/P2d+Mw±i◦ ,Ei◦
⊕
i6=i◦
pd+Ei /p
2d+
Ei

⊕ nd+Mwi◦,x/n2d+Mwi◦,x
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where nMwi◦,x is the nilpotent radical of the parabolic sub-algebra in A˜W whose
Levi-component is A˜V±i◦ ,E ⊕i6=i◦ Ei, and n
r
Mwi◦,x
= nMwi◦,x ∩ P
r
Mwi◦,x
. Finally, we
multiply ξ˜′ and θ˜′ to obtain our desired character θ˜.
Finally, let L be one of the lattice sequences in (3.6). Since (H˜1L)
σ = H1L , we
define
θL = (θ˜L|H1
L
)1/2.
Note that the 1/2-power on characters is well-defined. It is because H1L is a p-group
and p is odd, so that x 7→ x2 is a bijection on H1L, and θ 7→ θ
2 is a bijection on the
set of characters (also semi-simple characters and skew semi-simple characters) of
H1L.
Proposition 3.9. θL is a skew semi-simple character of H
1
L in the sense of [Ste05,
Definition 3.13].
Proof. For each component ξ˜i, let bi ∈ p
−2d
Ei
mod p−dEi be the element defined as in
(3.2), and βi be an element in p
−2d
Ei
approximating bi as in (3.5). We will show that
the character θ˜L is based on a skew semi-simple stratum of the form
s = [L, eLd, 0, β].
Here β =
∑
i∈I βi belongs to P
−2d
L,F/F•
such that L is Ii◦,x(E
×)-invariant, where
Ii◦,x(E
×) is defined in (2.7). (As a remark, the d-regularity implies that each
[Li, d, 0, βi] is a minimal stratum over F .)
We now check the two conditions in [Ste05, Definition 3.13].
(i) When i 6= i◦, or when i = i◦ and L = Λx, the character θ˜L|H˜1
L
∩G˜Vi
is equal
to θ˜Λi by construction. When i = i◦ and L = Λi◦,x or M
w
i◦,x
, then G˜V±i◦ =
GL3n◦(F ) and
H˜1Λi◦,x ∩ G˜V±i◦ = H˜
1
Λ±i◦
= (T˜ 1i◦)
3U3d+Λ±i◦ ,
and
H˜1Mwi◦,x
∩ G˜V±i◦ = H˜
1
Mw±i◦
= U1Mw±i◦ ,Ei◦
U3d+Mw±i◦
.
Denote L± = Λ±i◦ or M
w
±i◦
, then in both cases we have
θ˜Mwi◦,x |H˜1L∩G˜V±i◦
= ξ˜i◦ |U1Ei◦
◦ deti◦ |H˜1
L±
,
which is a semi-simple character based on [L±, eLd, 0, βi◦ ].
(ii) We also check that, when L = Λx, then
θ˜Λx |H˜d+Λx
= ψF (trA˜V /F (βX)) = ψF (trE/F (βs
A˜V
E X))
=ψF
(∑
i∈I
trE˜i/F (βis
A˜V
Ei
(X))
)
where sA˜VE and s
A˜V
Ei
are suitable tame co-restrictions as in (3.4) (see also
[BK93, (1.3)]), and when L = Λi◦,x or M
w
i◦,x, then
θ˜L|H˜d+
L
= ψF (trA˜W /F (βX)) = ψF (trB˜/F (βs
A˜W
B˜
X))
=ψF

trA˜V±i◦ /F (βi◦sA˜WA˜V±i◦ (X)) +
∑
i6=i◦
trE˜i/F (βis
A˜W
Ei
(X))


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where sA˜W
A˜V±i◦
is a tame co-restriction and B˜ = A˜V±i◦ ⊕i6=i◦ Ei.

Remark 3.10. Indeed, we can check that θ˜L = θL ◦ NG˜/G, where NG˜/G is the
norm map, a bijection from the set of stable σ-conjugacy classes of G˜ to the set of
stable conjugacy classes of G [Rog90, Propposition 3.11.1(c)], which restricts to a
bijection from the set of σ-conjugacy classes of H˜1L to the set of conjugacy classes of
H1L. The proof is similar to [Bla08, Lemma 3.1(ii)]. Although the paper concerns
only Un for n = 3, the proof of this Lemma holds for arbitrary n without significant
modification. 
We provide some relations between semi-simple characters on compact subgroups
associated to various lattice sequences. First note that H˜1Λi◦ ×H
1
Λx
→֒ H1Λi◦,x and
θΛi◦,x |H˜1Λi◦×H
1
Λx
= θ˜Λi◦ ⊠ θΛx ,
where θ˜Λi◦ is a simple character constructed in Section 3.2 and θΛx is constructed
just above.
Moreover, we recall the transfer property for semi-simple characters from [Ste05,
Section 3.5]. Suppose that L and L′ are two lattice sequences in W , and that θL =
θ˜L|H1
L
and θL′ = θ˜L′ |H1
L′
are two semi-simple characters associated respectively to
the strata of the forms [L, n, 0, β] and [L′, n′, 0, β′] such that β′ = β, then we say
that θL is the transfer of θL′ if
ZG˜W (Ii◦,x(E
×)) ∩ IG˜W (θ˜L, θ˜L′) 6= ∅,
where Ii◦,x(E
×) is the image of E× embedded in G˜W , as defined in Section 2.5.
We now set L = Λi◦,x and L
′ = M = Mwi◦,x, for w = y or z, and consider the
semi-simple characters θΛ and θM, both constructed from ξ˜|U1E and associated to
the strata [Λ, nΛ, 0, β] and [M, nM, 0, β] respectively.
Proposition 3.11. The simple characters θΛ and θM are transfer of each other.
Proof. It suffices to show that 1 ∈ IG˜W (θ˜Λ, θ˜M), or equivalently
θ˜Λ|H˜1Λ∩H˜1M
= θ˜M|H˜1Λ∩H˜1M
,
which is clear from the construction of both characters. 
3.3.3. Second step: Heisenberg representations. Again let L be one of the lattice
sequences in (3.6). The quotient VL = J
1
L/H
1
L is naturally a kF• -vector space.
Since θL is a semi-simple character, the spaceVL is equipped with a non-degenerate
alternating form [Ste08, Proposition 3.5]
hθL : (1 + x, 1 + y) 7→ θL([x, y]).
Using the theory of Heisenberg representation, there exists an irreducible represen-
tation ηL = ηL,ξ˜ of J
1
L, unique up to isomorphism, whose restriction to H
1
L is a
multiple of θL.
We again abbreviate Λ = Λi◦,x and M = M
w
i◦,x. Define
J1Λ,M = U
1
Λ,E/E•
J1Mwi◦,x
and JΛ,M = UΛ,E/E•J
1
Mwi◦,x
.
24 KAM FAI TAM
Proposition 3.12. There exists a unique irreducible representation ηΛ,M of J
1
Λ,M
such that
(i) ηΛ,M|J1
M
= ηM;
(ii) ηΛ,M and ηΛ induces equivalent irreducible representations of U
1
Λ,F/F•
.
Proof. [Ste08, Proposition 3.7 and 3.8]. 
3.3.4. Third step: Beta-extensions. Now we specify L = Λx and construct super-
cuspidal representations of GV .
Proposition 3.13. (i) There is a unique irreducible representation κx,ξ˜ of JΛx
such that
(a) κx,ξ˜|J1Λx
∼= ηΛx ;
(b) κx,ξ˜ is intertwined by Tx;
(c) the character detκx,ξ˜ has a finite order of a p-power.
(ii) All extensions satisfying (a) and (b) above are of the form κx,ξ˜ · χ, where χ
is a tamely ramified character of JΛx , which means that it is inflated from
JΛx/J
1
Λx
∼= Tx/T 1x .
Proof. This is from [Ste08, Theorem 4.1]. 
Define
ξ˜Λx,wd =
∏
i∈I
ξ˜i,wd and ξ˜Λx,tm = ξ˜Λx ξ˜
−1
Λx,wd
as a character of
∏
i∈I U
1
Ei
, where ξ˜i,wd is a character defined using Proposition 3.3.
Also, define
(3.10) ξΛx,tm and ξΛx,wd
such that ξ˜Λx,tm = ξΛx,tm ◦ (1− c) and ξ˜Λx,wd = ξΛx,wd ◦ (1− c). We put
λx,ξ˜ = ξΛx,tm · κx,ξ˜
and
πx,ξ˜ = cInd
GV
JΛx
λx,ξ˜.
Proposition 3.14. πx,ξ˜ is an irreducible supercuspidal representation of GV .
Proof. Note that (JΛx , λx,ξ˜) is a cuspidal type as defined in [MS14, Definition 4.3],
since κx,ξ˜ is a beta-extension and ξΛx,tm is the inflation of an irreducible cuspidal
representation, ,indeed a character, of JΛx/J
1
Λx
∼= UΛx,E/E•/U
1
Λx,E/E•
= Tx/T
1
x
such that UΛx,E/E• = Tx is a maximal parahoric subgroup of ZGV (Tx) = Tx itself.
(For unitary groups, the conditions that UΛx,E/E• = U
◦
Λx,E/E•
and that ZGV (Tx)
has a compact center are always satisfied.) Moreover, the intertwining IGV (λx,ξ˜) is
JΛx by [Ste08, Proposition 6.18], so that πx,ξ˜ is irreducible. 
Remark 3.15. In the construction of cuspidal types, we used the method in [Ree08]
for simple characters, and the method in [Ste08] for beta-extensions. We now verify
that the cuspidal type λx,ξ˜ is equal to κξ in [Ree08, Section 3.2] (with the notation
of character χ in loc. cit. replaced by our character ξ). First our Tx, H
1
Λx
, J1Λx ,
and JΛx are T
F , TF0+Js, T
F
0+Js+, and Ks = T
F ⋉Js+ in loc. cit. respectively (with
s = d), and
(3.11) Js/Js+ ∼= J
1
Λx/H
1
Λx .
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Let ξ˜Λx,wd be defined as in (3.10), and view it as a character on T
F ⋉Js by natural
extension. Let φξ be the Weil representation of T
F ⋉ Js defined in loc. cit.. The
tensor product ξ˜Λx,wd ⊗ φξ descends to a representation κ on Ks = JΛx . We then
check the conditions in Proposition 3.13.
(i) κ|J1Λx
is a multiple of ηξ = ξˆ, the Heisenberg extension defined in loc. cit..
(Note that we can view ξˆ as a representation of J1Λx using (3.11).)
(ii) κ is intertwined by Tx, which can be proved using [Adl98].
(iii) detκ has a p-power order. This can be proved by tracing back the construc-
tions as follows. We again use the notation in [Ree08, Section 3.2]. Denote
the quotient in (3.11) by V, which is isomorphic to V¯ ⋉ Fp for an abelian
p-group V¯. Now φξ is defined as a pull-back of the Weil-representation ωξ of
Sp(V¯)⋉V using a special isomorphism
W : TF ⋉ Js → Sp(V¯)⋉V
(see [Yu01, Section 10] for details). Therefore, for every t ∈ TF and j ∈ Js,
detκ(tj) = det(ξ˜Λx,wd ⊗ φξ)(t, j)
= (det ξ˜Λx,wd(t, j))
dimφξ detφξ(t, j)
= (det ξ˜Λx,wd(t))
dimφξ detωξ(W (t, 1)) det ηξ(W (1, j)).
In the product above, the first character is a p-power, the second one is trivial
as a character of a symplectic group, and the third character is a p-power as
defined on a p-group.
Therefore, this κ is our beta-extension κx,ξ˜, and so
λx,ξ˜ = ξΛx,tm · κx,ξ˜ = ξ˜Λx ⊗ φξ
which is κξ in loc. cit..

We now prove a result similar to Proposition 3.7, that the isomoprhism class of
πx,ξ˜ depends only on the equivalence class on the pair (Tx, ξ˜x), where the equivalence
relation is defined in Proposition 3.17 below.
Lemma 3.16. The following are equivalent.
(i) πx,ξ˜
∼= πx′,ξ˜′ .
(ii) There exists g ∈ GV such that Ad(g)(JΛx , λx,ξ˜) = (JΛx′ , λx′,ξ˜′).
(iii) There exists g ∈ GV such that Ad(g)(Tx, ξx) = (Tx′ , ξ
′
x′).
Proof. After we identified in Remark 3.15 the constructions of cuspidal types in
[Ste08] and [Ree08], where the latter is based on [Adl98], [Yu01], we can show that
(i)⇔(ii) is given by [HM08, Theorem 6.7]. To prove (ii)⇔(iii), we make use of the
results in [DR09], and so we switch all notations to those in loc. cit. below.
To prove (iii)⇒(ii), given g(Sµ, θµ) = (Sλ, θλ) for some g ∈ GFu , then we claim
that Ad(g)κµ∼=κλ. From Lemma 6.9.1 of loc. cit., we have q
−1
λ gqµ ∈ T where
q−1λ gqµ = tν ∈ X = T/
0T . By Lemma 4.5.2(3) of loc. cit., the element
g′ := pλtνp
−1
µ = pλ(q
−1
λ gqµ)p
−1
µ = m
−1
λ gmµ
in the affine Weyl group W = N/0T transforms κµ to κλ, and therefore g trans-
forms κµ to κλ.
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To prove the converse (ii)⇒(iii), if Ad(g)κµ∼=κλ for some g ∈ GFu , then form
g′ = m−1λ gmµ which transforms κµ to κλ. We show that
(i) g′ ∗ uµ = uλ where mµ ∗ uµ = mλ ∗ uλ = u, because
g′ ∗ uµ = (m
−1
λ gmµ) ∗ uµ = (m
−1
λ g) ∗ u = m
−1
λ ∗ u
since g ∈ GFu . The right side is just uλ.
(ii) g′Jµ = Jλ, where Jµ is the facet in the closure of the alcove Cµ and similar
for Jλ and Cλ. It is because
g′Jµ = (m
−1
λ gmµ)Jµ = (m
−1
λ g)Iµ = m
−1
λ Iλ = Jλ.
Therefore, by Lemmas 4.5.2 and 9.6.1 of loc. cit., we have g(Sµ, θµ) = (Sλ, θλ). 
Proposition 3.17. πx,ξ˜
∼= πx′,ξ˜′ if and only if
(i) x = x′ ∈ D, i.e., the embeddings Ix and Ix′ are conjugate under GV , and,
(ii) if we assume that Tx = Tx′ , there exists g ∈ NGV (Tx) such that Ad(g)(ξx) =
ξ′x′ .
Proof. This is just (i)⇔(iii) above. 
3.4. Covering pairs. In this section, we fix i◦ ∈ I, x ∈ D, G = GW , and a skew
character ξ˜ of T˜x. We write Λ = Λi◦,x and M = M
w
i◦,x
for w = y or z, and recall
that Λ = Λi◦,−⊕Λx⊕Λi◦,+. Hence AΛ,E is a minimal conjugate-self-dual oE-order
contained in the maximal conjugate-self-dual oE-order AM,E (notation as in Section
2.5).
3.4.1. Compatible beta-extensions. In Proposition 3.12, we defined a Heisenberg
representation ηΛ,M of the subgroup J
1
Λ,M = U
1
Λ,E/E•
J1
M,F/F•
.
Definition 3.18 ([Ste08, Theorem 4.1]). We call an irreducible representation κM
of JM a beta-extension of ηM of J
1
M if it is an extension of ηΛ,M of J
1
Λ,M for
arbitrary conjugate-self-dual oE-lattice sequence Λ such that AΛ,E is a minimal
conjugate-self-dual oE-order contained in AM,E .
This definition is independent of the minimal lattice chosen [Ste08, Remark after
Proposition 3.7]. Also, the minimal orders contained in a fixed maximal order are
conjugate by UM,E .
The following Proposition is similar to Proposition 3.13.
Proposition 3.19. (i) There is a unique beta-extension κM,ξ˜ of JM such that
(a) κM,ξ˜|J1Λ,M
∼= ηΛ,M;
(b) κM,ξ˜ is intertwined by UM,E/E•;
(c) the character detκM,ξ˜ has a finite order of a p-power.
(ii) All beta-extensions satisfy (a) and (b) above. They are of the form κM =
κM,ξ˜ · χ for a character χ of JM inflated from JM/J
1
M.
Proof. This is from [Ste08, Theorem 4.1] and the following fact. Let F/F• be any
quadratic field extension, then
SUn(F/F•) is generated by unipotent elements in Un(F/F•).
This appears in [Die71, p.49,(4)], which states that (except when n = 3 and F/F• =
F4/F2) SUn(F/F•) is equal to the group generated by its unitary transvections,
which are unitary unipotent elements in the modern language. 
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Since JM/J
1
M is a product finite unitary groups, a character appearing in (ii)
factors through the determinant map of the corresponding finite groups.
Proposition 3.20. (i) Suppose that
• θΛ and θM are simple characters of H1Λ and H
1
M, transfer of each other;
• ηΛ and ηM are the unique irreducible representations containing θΛ and
θM respectively.
Then there is a canonical bijection
(3.12)
{
extensions (κΛ, JΛ)
of (ηΛ, J
1
Λ)
}
BΛ,M
−−−−→
{
extensions (κΛ,M, JΛ,M)
of (ηM, J
1
M)
}
.
(ii) If AΛ ⊆ AM, then this bijection can be described as follows: if κΛ is an
extension on the left side of (3.12) and κΛ,M = BΛ,M(κΛ), then the induced
representations
Ind
UΛ,E/E•U
1
Λ
JΛ
κΛ and Ind
UΛ,E/E•U
1
Λ
JΛ,M
κΛ,M
are equivalent and irreducible.
(iii) Moreover, this bijection is compatible with the twisting by characters of JΛ/J
1
Λ
∼=
JΛ,M/J
1
Λ,M
∼= TΛ/T
1
Λ.
Proof. See [Ste08, Lemma 4.3] and [Blo12, Lemma 1.5(ii)] 
Definition 3.21. (i) ([Ste08, Definition 4.5]) Suppose that κM is a beta-extension
of ηM in Definition 3.18. The beta-extension of ηΛ to JΛ, relative to M
and compatible with κM, is the unique representation κ
M
Λ of JΛ such that
BΛ,M(κ
M
Λ ) = Res
JM
JΛ,M
κM. Hence if AΛ ⊆ AM, then
Ind
UΛ,E/E•U
1
Λ
JΛ
κMΛ
∼= Ind
UΛ,E/E•U
1
Λ
JΛ,M
ResJMJΛ,MκM.
(ii) If κM,ξ˜ is the beta-extension fixed in Proposition 3.19, then we define κ
M
Λ,ξ˜
as
the one compatible with κM,ξ˜.
If κ0
Λ,ξ˜
is the extension of ηΛ such that detκ
0
Λ,ξ˜
has a p-power order, then by
Proposition 3.20(iii) there exists a character µw
ξ˜
of JΛ, inflated from a character of
JΛ/J
1
Λ
∼= TΛ/T 1Λ, such that
(3.13) κ0
Λ,ξ˜
· µw
ξ˜
= κM
w
Λ,ξ˜
.
We will extensively study this character in Section 5.1.
3.4.2. Jacquet functor of types. Let P be the parabolic subgroup of GW stabilizing
the flag Vi◦,− ⊂ Vi◦,− ⊕ V ⊂ W , such that its Levi subgroup M is isomorphic to
G˜Vi◦ ×GV . Let Ube the unipotent radical of P .
Remark 3.22. Before we proceed, it is necessary to check that the decomposition
W = Vi◦,−⊕V ⊕Vi◦,+ is exactly subordinate to the semi-simple stratum [Λ, 3d, 0, β].
In the notation of [Ste08, Section 5], we have
W (−1) = Vi◦,−, W
(0) = V, W (1) = Vi◦,+,
V i = Vi if i 6= i◦, and V
i◦ = Vi◦,− ⊕ Vi◦ ⊕ Vi◦,+ if i = i◦.
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(i) It is easy to see that
W (−1) = Vi◦,− = ⊕i∈IW
(−1) ∩ V i,
where Vi◦,− ∩ V
i = 0 if i 6= i◦ and Vi◦,− ∩ V
i = Vi◦,− if i = i◦. Similar
statement holds if we replaceW (−1) and Vi◦,− byW
(1) and Vi◦,+ respectively.
Moreover
W (0) = V = ⊕i∈I(W
(0) ∩ V i) = ⊕i∈IVi.
We can then check that
V i = (W (−1) ∩ V i)⊕ (W (0) ∩ V i)⊕ (W (1) ∩ V i)
for all i ∈ I.
(ii) We then check that Λ is subordinate to the stratum, which means that
Λ(r) = (Λ(r) ∩ Vi◦,−)⊕ (Λ(r) ∩ V )⊕ (Λ(r) ∩ Vi◦,+),
where Λ(r)∩Vi◦ ,− = Λi◦((r−1)/3), Λi◦,x(r)∩V = Λx(r/3), and Λ(r)∩Vi◦ ,+ =
Λi◦((r + 1)/3). As a remark, a similar statement holds for M, because when
it is viewed as a function from Z to the set of lattices, its image is lying in
that of Λ.
(iii) We then check that Λ is properly subordinate.
• When i 6= i◦, then
Λ(r) ∩W (0) ∩ V i ) Λ(r + 1) ∩W (0) ∩ V i
when r = 3k, and they are equal otherwise;
Λ(r) ∩W (j) ∩ V i = Λ(r + 1) ∩W (j) ∩ V i = 0
since W (j) ∩ V i = 0 for j 6= 0.
• When i = i◦, then
Λ(r) ∩W (j) ∩ V i◦ ) Λ(r + 1) ∩W (j) ∩ V i◦
when (r, j) = (3k, 0), (6k + 1,−) or (6k − 1,+), and they are equal oth-
erwise.
In all cases, we see that for every r ∈ Z and i ∈ I, there is at most one
j = −, 0,+ such that
Λ(r) ∩W (j) ∩ V i ) Λ(r + 1) ∩W (j) ∩ V i.
As a remark, it is clear that M is never properly subordinate, because
My(0) ∩W (j) ∩ V i◦ )My(1) ∩W (j) ∩ V i◦
for all j, and
Mz(0) ∩W (j) ∩ V i◦ )Mz(1) ∩W (j) ∩ V i◦
for j = −,+.
(iv) Finally, we check that Λ is exactly subordinate, using the definition on [Ste08,
p.331].
(a) Now a0(Λ
(0)) ∩B(0) in loc. cit. is
AΛx,E := AΛx ∩ ZA˜V ((⊕i∈IEi))
∼= ⊕i∈IoEi ,
which is clearly a maximal conjugate-self-dual (⊕i∈IoEi)-order in ZA˜V (⊕i∈IEi)
∼=
⊕i∈IEi,
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(b) If j 6= 0, then W (−1) and W (1) are contained in V i◦ = Vi◦,−⊕Vi◦ ⊕Vi◦,+
and a0(Λ
(±)) ∩B(±) in loc. cit. is
AΛi◦ ,E = AΛi◦ ∩ ZA˜Vi◦
(Ei◦) = oEi◦ ,
again a maximal oEi◦ -order in ZA˜Vi◦
(Ei◦) = Ei◦ .

Given the simple characters θΛ of H
1
Λ and θM of H
1
M transfer of each other, let
κM be the beta-extension containing a multiple of θM and κ
M
Λ be the one compatible
with κM.
We define
• a simple character θP = θΛ,P of H1P = H
1
Λ,P = H
1
Λ(J
1
Λ ∩ U) by extending
θΛ trivially to J
1
Λ ∩ U ;
• an irreducible representation ηP = ηΛ,P of J1P = J
1
Λ,P = H
1
Λ(J
1
Λ ∩ P )
extending θP , then we can check [Ste08, Lemma 5.12] that
ηΛ ∼= Ind
J1Λ
J1P
ηP ;
• an irreducible representation κwP = κ
Mw
Λ,P of JP = JΛ,P = H
1
Λ(JΛ ∩ P ) by
restricting κM
w
Λ to the space of (J
1
Λ ∩ U)-fixed vectors of ηΛ. Then we can
check [Ste08, Proposition 5.13] that κwP extends ηP and
κM
w
Λ
∼= IndJΛJP κP .
The relation between κyP and κ
z
P is given as follows.
Proposition 3.23. There exists a tamely ramified character χz,Py of JΛ (inflated
from a character of JΛ/J
1
Λ
∼= TΛ/T 1Λ) such that
κM
z
Λ
∼= IndJΛJP (κ
My
Λ,P · χ
z,P
y ).
Proof. This is part of [Ste08, Corollary 6.13]. The condition that both AMy,E and
AMz,E are maximal conjugate-self-dual orders containing AΛ,E clearly holds in our
situation. 
Hence by definition, both χy,Py and χ
z,P
z are trivial, and χ
y,P
z = (χ
z,P
y )
−1. More-
over, an argument similar to [GKS07, p.26] shows that χz,Py is at most quadratic,
and is therefore skew and tamely ramified.
By the Iwahori-decompositions of the groups H1P , J
1
P , and JP , we define
θP |H1Λ∩M = θΛ|H1Λ∩M = θ˜Λi◦ ⊠ θΛx ,
and by the uniqueness of Heisenberg representations,
ηP |J1Λ∩M = η˜Λi◦ ⊠ ηΛx .
We now write
κwP |JΛ∩M = κ˜
w,P
i◦
⊠ κw,Px .
where κw,Px and κ˜
w,P
i◦
are extensions of ηΛx and η˜Λi◦ respectively.
Proposition 3.24. κw,Px (resp. κ˜
w,P
i◦
) is a beta-extension of ηΛx (resp. η˜Λi◦ ).
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Proof. This is [Ste08, Proposition 6.3]. The condition that AΛx,E (resp. AΛi◦ ,E) is
a maximal conjugate-self-dual order clearly holds in our situation. 
Suppose that ρi◦,x = ρ˜i◦ ⊠ ρx is a character of JΛ inflated from a character of
the quotient
JΛ/J
1
Λ
∼= JΛ,P /J
1
Λ,P
∼= TΛ/T
1
Λ.
We define
λwP = κ
w
P · ρi◦,x
such that λwP |J∩M = λ˜
w,P
i◦
⊠ λw,Px , where λ˜
w,P
i◦
= κ˜w,Pi◦ · ρ˜i◦ and λ
w,P
x = κ
w,P
x · ρx.
Moreover, by [Ste08, Lemma 6.1],
• λwP is the restriction of λ
Mw
Λ to the space of (J
1 ∩ U)-fixed vectors, and
• λM
w
Λ
∼= IndJΛJP λ
w
P .
The representation (JP , λ
w
P ) is a cover, a notion defined in [BK98, Section 8], of
(JΛ ∩M,λ
w
P |JΛ∩M ) = (J˜Λi◦ × JΛx , λ˜
w,P
i◦
⊠ λw,Px ),
in the following sense. Let π˜w,Pi◦ ⊠π
w,P
x be a cuspidal representation ofM containing
the maximal type λ˜w,Pi◦ ⊠ λ
w,P
x . From [MS14, Theorem 5.3] or [Blo12, Section 3.2],
there is an injective morphism of Hecke algebras
tP : H(M, λ˜
w,P
i◦
⊠ λw,Px )→ H(GW , λ
w
P )
which induces the following commutative diagram,
R[π˜
w,P
i◦
⊠πw,Px ,M ](GW )
hGW
// Mod−H(GW , λwP )
R[π˜
w,P
i◦
⊠πw,Px ,M ](M)
Ind
GW
P
OO
hM
// Mod−H(M, λ˜w,Pi◦ ⊠ λ
w,P
x ),
(tP )∗
OO
where
• Mod−H(GW , λ
w
P ) is the category of right module over the Hecke algebra
H(GW , λwP ) (and similarly for Mod−H(M, λ˜
w,P
i◦
⊠ λw,Px );
• [π˜w,Pi◦ ⊠π
w,P
x ,M ] is the inertial class of π˜
w,P
i◦
⊗πw,Px , andR
[π˜w,Pi◦ ⊠π
w,P
x ,M ](GW )
(resp. R[π˜
w,P
i◦
⊠πw,Px ,M ](M)) is the Bernstein spectrum of representations of
GW (resp. M) whose irreducible subquotients have cuspidal supports lying
in [π˜w,Pi◦ ⊠ π
w,P
x ,M ] ;
• IndGWP is the normalized parabolic induction;
• The functor (tP )∗ associates to a H(M, λ˜
w,P
i◦
⊠ λw,Px )-module X the right
H(GW , λwP )-module HomH(M,λ˜w,Pi◦ ⊠λ
w,P
x )
(H(GW , λwP ), X).
• The functor hM associates to a representation τ ofM the module HomJ˜Λi◦×JΛx
(λ˜w,Pi◦ ⊠
λw,Px , τ), and hGW associates to a representation T of GW the module
HomJP (λ
w
P , T ). Both functors are equivalences of categories.
Suppose that π˜◦ lies in the inertial class of π˜
w,P
i◦
and π = πw,Px , then the reducibil-
ity of IndGWP (π˜◦ ⊠ π) can be studied by the H(GW , λ
w
P )-module (tP )∗hM (π˜◦ ⊠ π).
In the next section, we will study the structure of the above Hecke algebras.
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4. Hecke algebras
4.1. Structures of Hecke algebras. This section summarizes the facts from
[Blo12, Section 3.1]. Recall thatW = Vi◦,−⊕V⊕Vi◦,+. We embed G˜Vi◦
∼= GLF (Vi◦)
and the unitary group GV into a larger unitary group GW , by the maps
IM+ : G˜Vi◦ → GW , g 7→ (
σg, IV , g) and I
M
0 : GV → GW , h 7→ (IVi◦ , h, IVi◦ ).
Then the Levi subgroupM is equal to IM (G˜Vi◦ ×GV ) = I
M
+ (G˜Vi◦ )×I
M
0 (GV ). We
take P the parabolic subgroup of GW stabilizing the flag Vi◦,− ⊂ Vi◦,− ⊕ V ⊂W .
Choose a basis B+ = {e1, . . . , eni◦} for Λi◦,+(0) and another B− = {e−1, . . . , e−ni◦}
for Λi◦,−(1) such that the Hermitian form hW on W is defined as in (2.5). In terms
of the ordered basis BW = B− ⊔ BV ⊔ B+, we define
sPy =
[
IVi◦
IV
IVi◦
]
and sPz =
[
̟IVi◦
IV
̟−1IVi◦
]
.
These elements are respectively denoted by s̟1 and s1 in [Ste08] and [Blo12]. They
satisfy the following properties.
Proposition 4.1. (i) Both sPy and s
P
z are not in UΛ,E/E• ;
(ii) sPy ∈ UMy,E/E• − UMz,E/E• and s
P
z ∈ UMz,E/E• − UMy,E/E•;
(iii) (sPy )
2 = (sPz )
2 = 1 and sPz s
P
y = (s
P
y s
P
z )
−1 = IM+ (̟IVi◦ )
−1.
(iv) JP s
P
z JP s
P
y JP = JP s
P
z s
P
y JP = JP (I
M
+ (̟)
−1)JP .
Proof. These can be found in [Ste08, (7.2.2) and Lemma 7.11]. 
Proposition 4.2. Let w be y or z. The beta-extension κ˜w,Pi◦ is conjugate-self-dual,
which means that κ˜w,Pi◦ is equivalent to κ˜
w,P
i◦
◦ σ.
Proof. By [Ste08, Corollary 6.10(ii)], the above equivalence is induced by the con-
jugation of sPw ∈ UMw,E/E• on κ
w
P |JΛ∩M = κ˜
w,P
i◦
⊠ κw,Px . 
Following [Ste08, (4.11)], we fix w = z and call κ = κM
z
Λ the standard beta-
extension. We then write κP = κ
Mz
Λ,P , λ = λ
Mz
Λ , and λP = λ
Mz
Λ,P . This choice
is not very important as we can transit between κyP and κ
z
P using the relation in
Proposition 3.23. Hence the subsequent results for κ = κM
z
Λ apply to κ
My
Λ as well,
with slight modification.
Recall that the pair (JP , λP ) is a cover for (J ∩M, λ˜
P
i◦ ⊠ λ
P
x ), where λ
P
x = λ
z,P
x
and λ˜Pi◦ = λ˜
z,P
i◦
. Note that λ˜Pi◦
∼= λ˜Pi◦ ◦σ if and only if ρ˜i◦
∼= ρ˜i◦ ◦σ, since κ˜
P
i◦
∼= κ˜Pi◦ ◦σ
by Proposition 4.2.
The following Proposition provides the structure of the Hecke algebrasH(M, λ˜Pi◦⊠
λPx ) and H(GW , λP ), and describes the injective morphism tP .
Proposition 4.3. (i) H(M, λ˜Pi◦ ⊠ λ
P
x ) is isomorphic to
H(G˜Vi◦ , λ˜
P
i◦)
∼= C[Z,Z−1],
where Z is an operator valued function supported on ̟J˜Λi◦ ⊂ G˜Vi◦ .
(ii) Suppose that λ˜Pi◦ ≇ λ˜
P
i◦
◦ σ.
(a) The support of H(GW , λP ) is
JP (IGV (λ
P
x )× I
M
+ (E
×
i◦
))JP = JP (JΛx × I
M
+ (E
×
i◦
))JP .
(b) tP : H(M, λ˜Pi◦ ⊠ λ
P
x )→ H(GW , λP ) is an isomorphism.
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(iii) Suppose that λ˜Pi◦
∼= λ˜Pi◦ ◦ σ.
(a) DefineW to be the affine Weyl group generated by sPy , s
P
z and the compact
torus T 0Λi◦,x
∼= o×Ei◦ × Tλx , then the support of H(GW , λP ) is
JP (IGV (λ
P
x )⋊W)JP = JP (JΛx ⋊W)JP .
(b) H(GW , λP ) is isomorphic to
C[TPy , T
P
z ],
where, for w = y, z, the operator valued function TPw has support JP s
P
wJP
and satisfies a quadratic relation of the form
(TPw − ω
P
w,1)(T
P
w − ω
P
w,2) = 0,
where ωPw,1/ω
P
w,2 = −q
rPw for some rPw ≥ 0, and moreover, we can nor-
malize both TPy , T
P
z such that
(4.1) TPy T
P
z = tP (Z).
(c) tP defines a free H(M, λ˜Pi◦⊠λ
P
x )-module structure on H(GW , λP ) of rank
2.
Note that the parameters rPw do not depend on the normalizations of T
P
w .
Proof. Most of the statements can be found in [Blo12, Proposition 3.3 and COrol-
lary 3.4] (which summarizes several Propositions in [Ste08, Section 6]), and the
others are easily consequences. In our situation, the element p in loc. cit. is just
1, and sPz is always in ZG˜W (Ii◦,x(E
×)). Hence the conditions (ib) and (ic) in loc.
cit. are always unsatisfied. 
We can compute explicitly the parameters rPw , for w = y, z, in the above qua-
dratic relations. This will be done at the end of this section. We first reduce the
computation of the above Hecke algebra to the Hecke algebras for finite groups.
Proposition 4.4. There is an injective support-preserving algebra morphism
jPz : H(UMz ,E/E• , ρi◦,x) →֒ H(GW , λ
z
P ).
The generator in H(UMz ,E/E• , ρi◦,x) with support in UΛ,E/E•s
P
z UΛ,E/E• has image
TPz .
Proof. This is [Ste08, (7.3)], from where we have a sequence of morphisms
H(UMz ,E/E• , ρi◦,x)
∼= H(JMz ,Res
JMz
JΛ,Mz
κMz · ρi◦,x)
→֒H(GW ,Res
JMz
JΛ,Mz
κMz · ρi◦,x) ∼= H(GW , κ
Mz
Λ · ρi◦,x) ∼= H(GW , κ
z
P · ρi◦,x).

Note that a similar Proposition holds if we replace z by y, since κzP = κ
y
P · χ
z,P
y
for a tamely ramified character χz,Py . We therefore have the following (see [Blo12,
Corollary 3.7]).
Corollary 4.5. The generators of H(GW , λP ) are computed from those of
H(UMy,E/E• , ρi◦,x · χ
z,P
y ) and H(UMz ,E/E• , ρi◦,x).
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Proof. From Proposition 4.4, we have an injective morphism
jPz : H(UMz ,E/E• , ρi◦,x) →֒ H(GW , λ
z
P ).
By Proposition 3.23, the right hand side above is isomorphic to H(GW , λ
y
P · χ
z,P
y ),
which has a subalgebra injected from
jPy : H(UMy ,E/E• , ρi◦,x · χ
z,P
y ) →֒ H(GW , λ
y
P · χ
z,P
y ).

4.2. Points of reducibility. Remember that we have set λ˜Pi◦ = λ˜
z,P
i◦
and λPx =
λz,Px . Let π
P
x := cInd
GV
JΛx
λPx and π˜
P
i◦
:= cInd
G˜Vi◦
J˜Λx
λ˜Pi◦ , where λ˜
P
i◦
is an extended
maximal type extending λ˜Pi◦ . Since λ˜
P
i◦
is conjugate-self-dual, there are two non-
equivalent conjugate-self-dual choices of λ˜Pi◦ , and hence two corresponding choices
of π˜Pi◦ differing from each other by the quadratic unramified character. Hence if the
real parts of the points of reducibility of
π˜Pi◦ | det |
s ⋊ πPx := Ind
G
P (π˜
P
i◦ | det |
s
⊠ πPx ),
for one of the two π˜Pi◦ , is known, then those of the another are the same.
We have a crucial relation between the parameters of Hecke algebras and the
points of reducibility.
Proposition 4.6. For w = y or z, if TPw satisfies the quadratic relation (T
P
w −
ωPw,1)(T
P
w −ω
P
w,2) = 0, where ω
P
w,1/ω
P
w,2 = −q
rPw for some rPw ≥ 0, then the multi-set
of the real parts of the points of reducibility is
{±
rPy ± r
P
z
2ni◦
}
(4 elements as a multi-set).
Proof. The arguments appear in [Blo12, Section 3.2], from which we summarize
below very briefly. Let π˜◦ be a representation lying in the inertial class of π˜
P
i◦ ,
and π = πPx . Let Ξ be the irreducible module hM (π˜◦ ⊠ π), which is always a
character since H(M, λ˜Pi◦ ⊠ λ
P
x )
∼= C[Z,Z−1] is commutative. If π˜◦ is conjugate-
self-dual (which happens when IndGWP (π˜◦| det |
s
⊠ π) is reducible by [Sil80]), then
from Proposition 4.3 we know that
rankH(M,λ˜Pi◦⊠λ
P
x )
(H(GW , λP )) = #(NGW ([π˜◦ ⊠ π]GW )) = 2.
If furthermore IndGWP (π˜◦| det |
s
⊠ π) is reducible, then (tP )∗(Ξ) must decompose
into proper components, which must be characters by reason of dimension. On
the one hand, from (4.1), the character values Ξ(tP (ZM )) must be equal to one of
the 4 products of eigenvalues (counted with multiplicities) of TPy and T
P
z in two
different ways (counted with multiplicities) (see [BB02, Proposition 1.13]). On the
other hand, there are two conjugate-self-dual representations π˜◦ in the inertial class
of π˜Pi◦ (differing from each other by the quadratic unramified character), each of
them gives rise to the reducibility of IndGWP (π˜◦| det |
s
⊠ π) at two different points
(counted with multiplicities). Comparing these four points with the 4 character
values of Ξ(tP (ZM )) implies our desired result. 
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4.3. Reduction to finite reductive quotients. By Corollary 4.5, we reduce the
computation of the Hecke algebra H(GW , λwP ) to the algebras H(UMy,E/E• , ρi◦,x ·
χz,Py ) and H(UMz ,E/E• , ρi◦,x). Since the characters are tamely ramified, the com-
putation is eventually reduced to the Hecke algebras for finite unitary groups.
Let Λ±i◦ and M
w
±i◦ be the lattice sequences defined near the end of Section 2.6
such that Λi◦,x = Λ±i◦ ⊕i6=i◦ Λi and M
w
i◦,x
= Mw±i◦ ⊕i6=i◦ Λi. The decomposition
UMwi◦,x,E/E•
∼= UMw±i◦ ,Ei◦/E•i◦ ×
∏
i6=i◦
U1(Ei/E•i)
induces an isomorphism of Hecke algebras
H(UMwi◦,x,E/E• , ρi◦,x)
∼= H(UMw±i◦ ,Ei◦/E•i◦ , ρ˜i◦ ⊠ ρi◦).
Note that at this moment there is no relation between ρ˜i◦ and ρi◦ . Suppose ρ˜i◦
is inflated from ¯˜ρi◦ a character of k
×
E , and ρi◦ is inflated from ρ¯i◦ a character of
k×E/E• . Therefore,
H(UMw±i◦ ,Ei◦/E•i◦ , ρ˜i◦ ⊠ ρi◦)
∼= H(G, ¯˜ρi◦ ⊠ ρ¯i◦),
where G is the finite reductive quotient UMw±i◦ ,Ei◦/E•i◦
/U1
Mw±i◦
,Ei◦/E•i◦
.
We now apply the statements analogous to [KM06, Sec 4.5 and Appendix], which
are based on [Lus84], to compute the parameters. Let τ˜ be a (qni◦ − 1)th root of
unity in F×
qni◦
corresponding to ¯˜ρi◦ , and τ be a (q•
ni◦ + 1)th root of unity in F×
qni◦
corresponding to ρ¯i◦ (see [Car85, Prop 3.2.3]).
(i) We first consider G = U2(kE/kE•)× U1(kE/kE•), which is of course reduced
to G = U2(kE/kE•), so that G
∗ = G = U2(kE/kE•). We take L = T the Siegel
Levi, which is isomorphic to k×E , and take a character of T corresponding to
s = diag(τ˜ , σ τ˜ ) in T∗ ∼= T. If σ τ˜ 6= τ˜ , i.e., σ ¯˜ρi◦ ≇ ¯˜ρi◦ , then the parameter
is clearly trivial 1. Hence we let σ τ˜ = τ˜ , or let ¯˜ρi◦ be a skew character, i.e.,
c ¯˜ρi◦ = (¯˜ρi◦)
q•
ni◦ = (¯˜ρi◦)
−1, and so s is central in G∗. Hence
ZG∗(s) = G
∗ and ZL∗(s) = T
∗,
In other words, the root system of ZG∗(s) is of type A1 with Weyl group Z/2.
The Frobenius acts as the outer automorphism and preserves the simple roots,
or in fact it acts trivially on the root system. We have a pair of representations
(W′,W′′) = (Z2, 1), such that E
′ = JW
′
W′′
(1W′′) = 1W′ and E
′′ = sgnW′ . The
parameter is q•
ni◦ = qni◦/2 by [Car85, p.447].
(ii) We then consider G = U3(kE/kE•), so that G
∗ = G. We again take L = T the
Siegel Levi, which is isomorphic to k×E ×U1(kE/kE•), and take a character of
T corresponding to s = diag(τ˜ , τ, σ τ˜ ) ∈ T∗ ∼= T. If σ τ˜ 6= τ˜ , i.e., σ ¯˜ρi◦ ≇ ¯˜ρi◦ , or
if τ˜ 6= τ , i.e., ¯˜ρi◦ ≇ ρ¯i◦ , then it is reduced to the previous case. Hence we let
τ˜ = τ , i.e., ¯˜ρi◦
∼= ρ¯i◦ , and so s is central in G
∗. Hence
ZG∗(s) = G
∗ and ZL∗(s) = T
∗,
The root system of ZG∗(s) is of type A2, generated by e1 − e2 and e2 − e3,
with Weyl group isomorphic to S3. The Frobenius acts as
e1 7→ −e3, e2 7→ −e2,
and so it acts on the simple roots transitively. We now apply [Lus84, Theorem
8.6.2]. We have (W′,W′′) = (S3, 1). Now E
′ = JW
′
W′′
(1W′′). This is again 1W′ ,
since the classification of representations of S3 shows that only the trivial
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representation has generic degree a = 1 = a(1W′′) [Car85, p.446]. Hence
E′′ = sgnW′ and the parameter is (q•
ni◦ )3 = q3ni◦/2 by [Car85, p.447].
We compute the real parts of the points of reducibility. If ¯˜ρi◦ is not the base
change of ρ¯i◦ , then r0 = r1 = ni◦/2, and so Re(s) = 0 or ±1/2. Otherwise,
r0 = 3ni◦/2 and r1 = ni◦/2, and so Re(s) = ±1/2 or ±1.
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5. Amending
In this section, we study the characters µw
ξ˜
and χz,Py that appear in (3.13) and
Proposition 3.23. The former one is called an amending character, and the latter
one is called a transfer character.
5.1. Amending characters. Given a group G and a finite subgroup H if finite
index, we denote by δGH the discriminant character det Ind
G
H(1H) of G, which is
equal to the signature character sgnG(G/H) for the G-action on the coset space
G/H .
5.1.1. The first amending character. We denote by U and U− the unipotent sub-
groups of the parabolic subgroup P and its opposite P− respectively. For ǫ = −
or +, denote Vǫ = Vi◦,ǫ, and for j, k ∈ {−,+} ∪ I, denote the space U(j,k) =
HomF (Vk, Vj). Then U can be written as
U(−,+) ⊕
⊕
i∈I
(U(−,i) ⊕ U(i,+)),
and similarly U− can be written as ,
U(+,−) ⊕
⊕
i∈I
(U(i,−) ⊕ U(+,i)).
Write Λ = Λi◦,x and JP = (JΛ ∩ P )H
1
Λ, so that
JΛ/JP ∼= VΛ,U− := J
1
Λ∩U
−/H1Λ∩U
−.
and δJΛJP |JΛ∩M = sgnJΛ∩M (VΛ,U−). Note that this is a tamely ramified character;
more precisely, if we write JΛ ∩M = JΛx × J˜Λi◦ , then the character is trivial on
the pro-p-subgroup J1Λ ∩M = J
1
Λx
× J˜1Λi◦ since the signature character is quadratic.
Hence it is enough to compute the character on
JΛ/J
1
Λ = JΛ ∩M/J
1
Λ ∩M ∼= TΛ/T
1
Λ
∼= µΛ := µEi◦ × µx,
where µx :=
∏
i∈I µEi/E•i .
We write Mw = Mwi◦,x, where w = y or z.
Proposition 5.1. Let κw = κM
w
Λ and κ
w
P = κ
Mw
Λ,P , then
detκw|JΛ∩M = det
(
κwP |JΛ∩M · sgnJΛ∩M (VΛ,U−)
)#VΛ,U− .
Proof. Recall that κw = IndJΛJP κ
w
P . By taking determinant, we have
detκw = (δJΛJP )
dimκwP (det κwP ◦ T
JΛ
JP
).
We restrict to JΛ ∩M and observe that
• since dimκwP = #VΛ,U− is a p-power, in particular odd, we can write
(δJΛJP |JΛ∩M )
dimκwP =(sgnJΛ∩M (VΛ,U−))
#VΛ,U−
=(sgnJΛ∩M (VΛ,U−))
(#VΛ,U− )
2
=det(sgnJΛ∩M (VΛ,U−) · 1κwP )
#VΛ,U−
Here 1κwP is the trivial representation on the representation space of κ
w
P .
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• Since JΛ ∩M normalizes J1Λ∩U
− and H1Λ∩U
−, we have T JΛJP |JΛ∩M (m) =
m#VΛ,U− , and so
(det κwP ◦ T
JΛ
JP
)|JΛ∩M = (detκ
w
P |JΛ∩M )
#VΛ,U− .

We denote the above amending character sgnJΛ∩M (VΛ,U−) by µ
P
ξ˜
= ν˜P
i◦,x,ξ˜
⊠νP
x,ξ˜
,
where
ν˜P
i◦,x,ξ˜
= sgnJ˜Λi◦
(VΛ,U− ) and ν
P
x,ξ˜
= sgnJΛx (VΛ,U−).
They are inflated from a character of µEi◦ := UEi◦/U
1
Ei◦
and µx := Tx/T
1
x respec-
tively.
Corollary 5.2. νP
x,ξ˜
is always trivial.
Proof. Each component µEi/E•i of µx acts on the space VΛ,U− , which can be
decomposed as
VΛ,U− = VΛ,(+,−) ⊕
⊕
i∈I
VΛ,(i,−),(+,i)
where
VΛ,(+,−) =
J1Λ ∩ U
σ
(+,−)
H1Λ ∩ U
−
and VΛ,(i,−),(+,i) =
J1Λ ∩ (U(i,−) ⊕ U(+,i))
σ
H1Λ ∩ U
−
.
The action of µEi/E•i on VΛ,(+,−) is clearly trivial. For each i ∈ I, the space
VΛ,(i,−),(+,i) is either trivial or isomorphic to kEi ⊗kF kEi◦ , where µEi/E•i
∼=
k×Ei/E•i
acts on the first factor faithfully by multiplication. The order of µEi/E•i
is q•i + 1, while the number #(kEi ⊗kF kEi◦ − {0}) is a multiple of (qi − 1) =
(q•i− 1)(q•i+1). Hence #(kEi ⊗kF kEi◦ −{0}) is an even multiple of the order of
order of µEi/E•i , and so the signature of this action is trivial. 
5.1.2. The second amending character. Let A be a group on which an abelian group
T acts as automorphisms. Let B and C be two subgroups of A such that [B : B∩C]
and [C : B ∩ C] are finite. We define
sgnT (B : C) = sgnT (B : B ∩ C)sgnT (C : B ∩ C).
Proposition 5.3. Suppose that AM ⊇ AΛ, and that κMΛ and detκM are related as
in Definition 3.21(i), then
detκMΛ |JΛ∩M · sgn|JΛ∩M
(J1Λ : J
1
M) ≡ (detκM|JΛ∩M )
pk
for some p-power pk. The above equivalence is modulo the group of characters of
JΛ ∩M whose orders are p-powers.
Proof. Recall from Definition 3.21(i) the defining property for κMΛ compatible with
κM, that
Ind
UΛ,E/E•U
1
Λ
JΛ
κMΛ
∼= Ind
UΛ,E/E•U
1
Λ
JΛ,M
ResJMJΛ,MκM.
If we take determinant on both sides, we obtain(
δ
UΛ,E/E•U
1
Λ
JΛ
)dimκMΛ (
detκMΛ ◦ T
UΛ,E/E•U
1
Λ
JΛ
)
=
(
δ
UΛ,E/E•U
1
Λ
JΛ,M
)dimκM (
detκM|JΛ,M ◦ T
UΛ,E/E•U
1
Λ
JΛ,M
)
.
(5.1)
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We can get rid of the powers of the δ-characters, because these powers are all odd
and δ-characters are quadratic. We restrict to JΛ ∩M and observe the following.
• We have
T
UΛ,E/E•U
1
Λ
JΛ
|JΛ∩M (t) ≡ t
#(UΛ,E/E•U
1
Λ/JΛ) mod U1Λ,
since if we choose the transversals of
UΛ,E/E•U
1
Λ/JΛ = UΛ,E/E•U
1
Λ/UΛ,E/E•J
1(Λ) = U1Λ/J
1(Λ)
of the form 1 + Xi ∈ U
1
Λ, then for every t(1 + X) ∈ UΛ,E/E•U
1
Λ, we have
t(1+X)(1+X1) = (1+Xj)t(1+Yi) for some 1+Xj ∈ U1Λ and t(1+Yi) ∈ JΛ.
Similar result holds if we replace JΛ by JΛ,M.
• We recall that, if J ⊆ H ⊆ G is a tower of subgroups of finite indexes, then
δGJ = (δ
G
H)
#(H/J) · (δHJ ◦ T
G
H ).
If now H and K are two subgroups of G such that the index [G : H ∩K]
is odd, then
δGHδ
G
K = (δ
G
H)
#(H/H∩K)(δGK)
#(K/H∩K)
=(δHH∩K ◦ T
G
H )(δ
K
H∩K ◦ T
G
K )
=sgnH(H/H ∩K)
#(G/H)sgnK(K/H ∩K)
#(G/K)
=sgnH(H/H ∩K)sgnK(K/H ∩K).
We set G = UΛ,E/E•U
1
Λ, H = JΛ and K = JΛ,M. Since H/H ∩ K =
JΛ/JΛ ∩ JΛ,M = J1Λ/J
1
Λ ∩ J
1
Λ,M, and the action of H on H/H ∩K factors
through µΛ (and similar results hold if we replace H by K), the above
product of characters is equal to
sgnJΛ∩M (J
1
Λ/J
1
Λ ∩ J
1
Λ,M)sgnJΛ∩M (J
1
M/J
1
Λ ∩ J
1
Λ,M) = sgnJΛ∩M (J
1
Λ : J
1
M).
From (5.1) and the above observations, we know that(
detκMΛ |JΛ∩M
)#(UΛ,E/E•U1Λ/JΛ) sgnJΛ∩M (J1Λ : J1M)
and
(detκM|JΛ∩M )
#(UΛ,E/E•U
1
Λ/JΛ,M)
differ by a character of a p-power order. Suppose we write pa = #(UΛ,E/E•U
1
Λ/JΛ)
and pb = #(UΛ,E/E•U
1
Λ/JΛ,M). We now choose a large integer m such that
pm ≡ 1 mod the order of detκMΛ |µΛ · sgnµΛ(J
1
Λ : J
1
M)
and so
detκMΛ |JΛ∩M · sgnJΛ∩M (J
1
Λ : J
1
M)
≡(detκMΛ |JΛ∩M · sgnJΛ∩M (J
1
Λ : J
1
M))
pm
≡((detκMΛ |JΛ∩M · sgnJΛ∩M (J
1
Λ : J
1
M))
pa)p
m−a
≡(detκM|JΛ∩M )
pb+m−a ,
where the equivalence is modulo the group of characters of JΛ ∩M whose orders
are p-powers. 
Suppose we take κMΛ = κ
M
Λ,ξ˜
and κM = κM,ξ˜ as defined in Proposition 3.19 and
Definition 3.21.
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Corollary 5.4. The character detκM
Λ,ξ˜
|JΛ∩M differs from sgn|JΛ∩M (J
1
Λ : J
1
M) by a
character of a p-power order.
Proof. Note that the choice of κM,ξ˜ from Proposition 3.19 implies that detκM,ξ˜|JΛ∩M
has a p-power order. 
We denote the above amending character sgnJΛ∩M (J
1
Λ : J
1
Mw ) by µ
w
ξ˜
= ν˜w
i◦,x,ξ˜
⊠
νw
x,ξ˜
, where
ν˜w
i◦,x,ξ˜
:= sgnJ˜Λi◦
(J1Λ : J
1
Mw ) and ν
w
x,ξ˜
:= sgnJΛx (J
1
Λ : J
1
Mw).
Again they are inflated from a character of µEi◦ := UEi◦/U
1
Ei◦
and µx := Tx/T
1
x
respectively.
Corollary 5.5. For w = y or z, the character νw
x,ξ˜
is always trivial.
Proof. For each component µEi◦/E•i◦ of µx, the root spaces on which this compo-
nent acts non-trivially are described as follows.
(i) The σ-invariant parts of the sums of blocks (U(−,i◦)⊕U(i◦,+))
σ in U , (U(i◦,−)⊕
U(+,i◦))
σ in U−, and (U(i,i◦) ⊕ U(i◦,i))
σ in GV , for i ∈ I − {i◦}.
(ii) The root spaces in GVi◦ over the torus Ti◦
∼= U1(Ei◦/E•i◦), which are of the
form U(σji◦ ,σ
k
i◦
) for j, k = 1, . . . , ni◦ and j 6= k, with the action given as follows:
if we write
Uσi◦ ,l :=
⊕
j−k≡l mod ni◦
U(σji◦ ,σ
k
i◦
)
for l = 1, . . . , ni◦ − 1 , then Uσi◦ ,l
∼= Ei◦ and t ∈ Ti◦ acts by multiplication by
(σ
l
i◦ t)(t−1). The sum Uσi◦ ,l ⊕ Uσi◦ ,−l is σ-invariant, for l = 1, . . . ,
1
2 (ni◦ − 1)
(remember that ni◦ is odd), and the components we look for are (Uσi◦ ,l ⊕
Uσi◦ ,−l)
σ.
Using the arguments similar to Corollary 5.2, we can show that the signatures of
the actions of µEi◦/E•i◦ on these root spaces are trivial. 
Therefore, if we denote
µw,P
ξ˜
= µw
ξ˜
µP
ξ˜
= ν˜w,P
i◦,x,ξ˜
⊠ νw,P
x,ξ˜
,
then the product νw,P
x,ξ˜
= νw
x,ξ˜
νP
x,ξ˜
is always trivial, and ν˜w,P
i◦,x,ξ˜
= ν˜w
i◦,x,ξ˜
ν˜P
i◦,x,ξ˜
is
equal to the inflation of
(5.2) sgn
µEi◦
(J1Λ : J
1
Mw )sgnµEi◦
(J1Λ ∩ U
−/H1Λ ∩ U
−).
5.1.3. The transfer character. Recall the character χz,Py of JΛ/J
1
Λ
∼= TΛ/T 1Λ defined
in (3.23). Since TΛ ∼= T˜i◦ × Tx, we can write
χz,Py = χ˜
z,P
y,i◦
⊠ χz,Py,x .
Proposition 5.6. The transfer character χz,Py is equal to
µy,P
ξ˜
µz,P
ξ˜
= µy
ξ˜
µz
ξ˜
.
In particular, it is independent of the parabolic subgroup P .
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Proof. Recall from Proposition 3.23 that
det κM
z
Λ |JΛ∩M = (det κ
My
Λ |JΛ∩M )χ
z,P
y .
Moreover, for w = y or z, we have
detκM
w
Λ |JΛ∩M = (detκMw |JΛ∩M )
pkw · µw
ξ˜
for some p-power pkw , by Proposition 5.3. Hence
µy
ξ˜
µz
ξ˜
= detκM
z
Λ |JΛ∩M (det κ
My
Λ |JΛ∩M )
−1(detκMz |JΛ∩M )
−pkz (det κMy |JΛ∩M )
pky
= χz,Py (det κMz |JΛ∩M )
−pkz (det κMy |JΛ∩M )
pky .
Since µy
ξ˜
µz
ξ˜
(χz,Py )
−1 has an order coprime to p, and (detκMz |JΛ∩M )
−pkz (detκMy |JΛ∩M )
pky
has a p-power order, these characters are trivial and µy
ξ˜
µz
ξ˜
= χz,Py . The indepen-
dence of P is then clear. 
We hence write χzy instead of χ
z,P
y , and similarly write χ
z
y = χ˜
z
y,i◦
⊠ χzy,x. In
particular, the character χzy,x of µx is trivial, and χ˜
z
y,i◦
of µEi◦ is a quadratic (hence
skew) character.
5.2. The process of amending. We now fix κM
z
Λ = κ
Mz
Λ,ξ˜
, the beta-extension
defined in Definition 3.21(ii). From Proposition 5.1 and Corollary 5.4, we have
det κM
z
Λ,ξ˜
|JΛ∩M = (detκ
Mz
Λ,ξ˜,P
|JΛ∩M ) · µ
P
ξ˜
≡ µz
ξ˜
.
Note that κM
z
Λ,ξ˜,P
|JΛ∩M · µ
z,P
ξ˜
= (κM
z
Λ,ξ˜
· µz,P
ξ˜
)P |JΛ∩M is a beta-extension of η˜i◦ ⊠ ηx
by Proposition 3.24, and has determinant of a p-power order. Therefore,
κM
z
Λ,ξ˜,P
|JΛ∩M · µ
z,P
ξ˜
∼= κ˜ξ˜i◦ ⊠ κx,ξ˜,
where κ˜ξ˜i◦
and κx,ξ˜ are the fixed beta-extensions in Propositions 3.5 and 3.13
respectively. Moreover,H(GW , κM
z
Λ,ξ˜
·ρi◦,x) is a cover of H(M,κ
Mz
Λ,ξ˜,P
|JΛ∩M ·ρi◦,x) =
H(M, λ˜z,Pi◦ ⊠ λx), where
λ˜z,Pi◦ ⊠ λx = (κ˜ξ˜i◦
⊠ κx,ξ˜) · (ν˜
z,P
i◦,x,ξ˜
ρ˜i◦ ⊠ ρx).
If π˜z,Pi◦ ⊠ πx is a supercuspidal of M with type λ˜
z,P
i◦
⊠λx, then the real parts of the
points s where
π˜z,Pi◦ | det |
s ⋊ πx := Ind
G
P (π˜
z,P
i◦
| det |s ⊠ πx)
is reducible are determined by H(GW , κM
z
Λ,ξ˜
· ρi◦,x).
Theorem 5.7. There exists a conjugate-self-dual representation π˜i◦ (i.e., π˜i◦
∼=
π˜i◦ ◦ σ) of G˜Vi whose inertial class is determined by the maximal simple type
κ˜ξ˜i◦ · (ξ˜i◦,tmν˜
y,P
i◦,x,ξ˜
)
such that if πx,ξ˜ is a supercuspidal representation of GV induced from the cuspidal
type
κx,ξ˜ · ξx,tm,
then π˜i◦ | det |
s ⋊ πx,ξ˜ is reducible at a point s whose real part is 1.
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Proof. Recall that H(GW , κM
z
Λ,ξ˜
· ρi◦,x) is covering
H(M, (κ˜ξ˜i◦ ⊠ κx,ξ˜) · (ν˜
z,P
i◦,x,ξ˜
ρ˜i◦ ⊠ ρx)).
From Corollary 4.5 that its generators are given by those of
H(UMy,E/E• , ρi◦,x · χ
z
y) and H(UMz,E/E• , ρi◦,x).
We now take ρ˜i◦ = ξ˜i◦,tmχ˜
z
y,i◦
and ρx = ξx,tmχ
z
y,x = ξx,tm, then H(GW , κ
z · ρi◦,x)
is covering
H(M, (κ˜ξ˜i◦ ⊠ κx,ξ˜) · (ξ˜i◦,tmχ˜
z
y,i◦ ν˜
z,P
i◦,x,ξ˜
⊠ ξx,tm))
=H(M, (κ˜ξ˜i◦ ⊠ κx,ξ˜) · (ξ˜i◦,tmν˜
y,P
i◦,x,ξ˜
⊠ ξx,tm)),
and is generated by
H(UMy,E/E• , ρ˜i◦ · χ˜
z
y ⊠ ρx) = H(UMy,E/E• , ξ˜i◦,tm ⊠ ξx,tm)
which gives the parameter 3/2, and by
H(UMz,E/E• , ρ˜i◦ ⊠ ρx) = H(UMz,E/E• , ξ˜i◦,tmχ˜
z
y,i◦ ⊠ ξx,tm)
which gives the parameter 1/2 since χ˜zy,i◦ is a skew character. 
5.3. The product of amending characters. Using the Iwahori decomposition
on the compact groups, the product (5.2) is expanded into a product
sgn
µEi◦
(J1Λ ∩M : J
1
Mw ∩M)
sgn
µEi◦
(J1Λ ∩ U : J
1
Mw ∩ U)
sgn
µEi◦
(J1Mw ∩ U
−/H1Mw ∩ U
−)
sgn
µEi◦
(H1Λ ∩ U
− : H1Mw ∩ U
−)
(5.3)
of four characters.
Lemma 5.8. The character sgn
µEi◦
(J1Λ ∩M : J
1
Mw ∩M) (the first factor in (5.3))
is trivial.
Proof. The difference of J1Λ ∩M and J
1
Mw ∩M is on the root spaces in the blocks
U(i,i◦) and U(i◦,i) with i 6= i◦. The torus µEi◦ acts trivially on these root spaces
because it lies outside the reductive group which contains these root spaces. 
Lemma 5.9. The product character
sgn
µEi◦
(J1Λ ∩ U : J
1
Mw ∩ U)sgnµEi◦
(H1Λ ∩ U
− : H1Mw ∩ U
−)
(the product of the second and the fourth factor in (5.3)) is trivial.
Proof. This can be check from the explicit descriptions of the compact groups in
Sub-section 5.5. For example, when d is odd, we can check that
J1Λ ∩ U = J
1
My ∩ U and H
1
Λ ∩ U
− = H1My ∩ U
−,
and
J1Mz ∩ U/J
1
Λ ∩ U
∼= H1Mz ∩ U
−/H1Λ ∩ U
−.
When d is even, the argument is similar. 
We write
VMw,U− := J
1
Mw ∩ U
−/H1Mw ∩ U
−.
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Therefore, the amending character is
ν˜w,P
x,ξ˜
= ⊠i∈I ν˜
w,P
i,x,ξ˜
, where ν˜w,P
i,x,ξ˜
= sgn
µEi
(VMw ,U−).
5.4. Final computation. We now know that ν˜w,P
i◦,x,ξ˜
, as a tamely ramified charac-
ter of o×Ei◦ , is at most quadratic. Since ̟ ∈ F
× ⊆ Ei◦
× clearly acts on VMw ,U−
trivially, we can extend our character to the whole Ei◦
× by requiring
ν˜w,P
i◦,x,ξ˜
(̟) = 1,
so that it is a +-skew character.
In this subsection, we determine whether the restriction ν˜w,P
i◦,x,ξ˜
|µEi◦ is trivial or
quadratic.
Proposition 5.10. (i) If i◦ ∈ Io, then
ν˜y,P
i◦,x,ξ˜
|µEi◦ = sgnµEi◦
(
(U(Ie,−) ⊕ U(+,Ie))
σ
)d
sgn
µEi◦
(
(U(Io,−) ⊕ U(+,Io))
σ ⊕ Uσ(+,−)
)d+1
and
ν˜z,P
i◦,x,ξ˜
|µEi◦ = sgnµEi◦
(
(U(Io,−) ⊕ U(+,Io))
σ
)d
sgn
µEi◦
(
(U(Ie,−) ⊕ U(+,Ie))
σ ⊕ Uσ(+,−)
)d+1
If i◦ ∈ Ie, then switch ν˜wi◦,x,ξ˜
and ν˜z
i◦,x,ξ˜
(or equivalently, switch Io and Ie) in
the two formulae above.
(ii) ν˜y,P
i◦,x,ξ˜
and ν˜z,P
i◦,x,ξ˜
are independent of the two parabolic subgroups P and P−
that contain the Levi subgroup M ∼= G˜Vi ×GV .
Proof. These are observed from the descriptions of the compact subgroups, which
are given in the next section. 
We drop the notation P from ν˜w,P
i◦,x,ξ˜
and just write ν˜w
i◦,x,ξ˜
, for w = y or z.
Corollary 5.11. Suppose i◦ ∈ Io.
(i) ν˜y
i◦,x,ξ˜
is quadratic if and only if d is even and #I (or equivalently #Io) is
even.
(ii) ν˜z
i◦,x,ξ˜
is quadratic if and only if d is even, or d is odd and #I is odd.
If i◦ ∈ Ie, then switch ν˜wi◦,x,ξ˜
and ν˜z
i◦,x,ξ˜
in the two statements above.
Proof. Note that µEi◦
∼= k×Ei◦ acts on(
U(+,i) ⊕ U(i,−)
)σ ∼= (U(−,i) ⊕ U(i,+))σ ∼= kEi◦ ⊗kF kEi
by multiplication on the kEi◦ -factor. It is then enough to show that the signature of
this action is quadratic. Again the arguments are similar to the proof of Corollary
5.2. 
We provide a few properties of amending characters under the equivalence rela-
tion by the Weyl group action (see Proposition 3.17).
Corollary 5.12. For all γ ∈ NGV (Tx), we have ν˜
y
x,ξ˜
= ν˜y
x,γ ξ˜
= γ ν˜y
x,ξ˜
.
Proof. Indeed, NGV (Tx)/Tx is isomorphic to
(∏
i∈I ΓEi/F
)
⋊ Sx, where Sx is a
subgroup of the permutation group SI of the index set I such that σ ∈ Sx if and
only if nσ(i) = ni and σIo = Io (and hence also σIe = Ie). In other words, the Weyl
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group action does not change the partition I = Io ⊔ Ie corresponding to x, and the
corollary follows. 
Finally, we provide the values of the character χ˜zy,i◦ in Proposition 3.23.
Corollary 5.13. For all i◦ ∈ I, the character χ˜zy,i◦ is quadratic if and only if #I
is odd. In particular, either all χ˜zy,i◦ , i◦ ∈ I, are trivial, or all are quadratic.
Proof. χ˜zy,i◦ can be directly calculated using Corollary 5.11 and Proposition 5.6.
The second statement is clear. 
Note that χ˜zy,i◦ is independent of the level of ξ˜.
Proposition 5.14. For T ranges over all unramified elliptic maximal tori if GV ,
x ranges over D, and ξ˜ ranges over all regular +-skew characters, the map
πx,ξ˜ 7→ πx,ξ˜ν˜y
x,ξ˜
is a bijection on the set of isomorphism classes of very cuspidal representations.
Proof. For fixed T , x, and a restriction θ˜ = ξ˜x|T˜ 1x , then ν˜
y
x,ξ˜
is a fixed tamely
ramified character ν˜ = ν˜(θ˜) for all regular +-skew character ξ˜ whose restriction to
T˜ 1x is θ˜. The map between finite sets
{πx,ξ˜}fixed T, x, θ˜ 7→ {πx,ξ˜ν˜y
x,ξ˜
}fixed T, x, θ˜
is clearly a bijection, and so is the map in the proposition. 
5.5. Appendix: computing the levels. We provide the matrix descriptions of
the groups H1L and J
1
L, for L being the lattice sequence Λ = Λi◦,x, M
y = Myi◦,x, or
Mz = Mzi◦,x.
We only show the U - and U−-parts of the matrices. Recall that x ∈ D corre-
sponds to a partition I = Io ⊔ Ie. Suppose that we order the basis as B− ⊔ BIo ⊔
BIe ⊔ B+, such that L has a decomposition L− ⊕ LIo ⊕ LIe ⊕ L+. For J,K being
−, Io, Ie or +, the entries Pk in the (J,K)-entry represents⋂
m∈Z
HomoF (LK(m), LJ(m+ k)).
The bullet symbols • are the entries in M , which are not important to the calcula-
tion.
For i◦ ∈ Io, we separate into two cases.
• When d = 2k + 1,
H1Λ = T
1
ΛU
6k+4
Λ =

 • Pk+1 Pk+1 Pk+1Pk+1 • • Pk+1
Pk+1 • • Pk
Pk+1 Pk+1 Pk+2 •

 , J1Λ = T 1ΛU6k+3Λ =

 • Pk+1 Pk+1 Pk+1Pk+1 • • Pk+1
Pk+1 • • Pk
Pk+1 Pk+1 Pk+2 •

 ,
H1My = T
1
MyU
2k+2
My =

 • Pk+1 Pk+2 Pk+1Pk+1 • • Pk+1
Pk+1 • • Pk+1
Pk+1 Pk+1 Pk+2 •

 , J1My = T 1MyU2k+1My =

 • Pk+1 Pk+1 Pk+1Pk+1 • • Pk+1
Pk • • Pk
Pk+1 Pk+1 Pk+1 •


H1Mz = T
1
MzU
2k+2
Mz =

 • Pk+1 Pk+1 PkPk+2 • • Pk+1
Pk+1 • • Pk
Pk+2 Pk+2 Pk+2 •

 , J1Mz = T 1MzU2k+1Mz =

 • Pk Pk+1 PkPk+1 • • Pk
Pk+1 • • Pk
Pk+2 Pk+1 Pk+2 •

 .
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• When d = 2k,
H1Λ = T
1
ΛU
6k+1
Λ =

 • Pk Pk+1 PkPk+1 • • Pk
Pk • • Pk
Pk+1 Pk+1 Pk+1 •

 , J1Λ = T 1ΛU6kΛ =

 • Pk Pk+1 PkPk+1 • • Pk
Pk • • Pk
Pk+1 Pk+1 Pk+1 •

 ,
H1My = T
1
MyU
2k+1
My =

 • Pk+1 Pk+1 Pk+1Pk+1 • • Pk+1
Pk • • Pk
Pk+1 Pk+1 Pk+1 •

 , J1My = T 1MyU2kMy =

 • Pk Pk+1 PkPk • • Pk
Pk • • Pk
Pk Pk Pk+1 •


H1Mz = T
1
MzU
2k+1
Mz =

 • Pk Pk+1 PkPk+1 • • Pk
Pk+1 • • Pk
Pk+2 Pk+1 Pk+2 •

 , J1Mz = T 1MzU2kMz =

 • Pk Pk Pk−1Pk+1 • • Pk
Pk • • Pk−1
Pk+1 Pk+1 Pk+1 •

 .
If i◦ ∈ Ie, then switch Io and Ie in the ordered basis B− ⊔ BIo ⊔ BIe ⊔ B+.
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6. Endoscopic Classification
Given a cuspidal representation πx,ξ˜ of GV constructed by a regular +-skew char-
acter ξ˜, by Theorem 5.7 there is a conjugate-self-dual supercuspidal representation
in the inertial class of π˜ξ˜iν˜i,x,ξ˜
and in the extended cuspidal support of πx,ξ˜. In
this inertial class, there are two conjugate-self-dual representations, different from
each other by the quadratic unramified character χ˜− ◦ detG˜Vi
. In this section, we
use the endoscopic classification to determine the one that belongs to the extended
cuspidal support of πx,ξ˜.
6.1. L-groups and parameters. We follow [Mok15, Section 2.1] and describe the
L-groups of GV = Un,F/F• and G˜V = ResF/F•GLn,F . Let WF• be the Weil group
of F•. We set
LGV = GLn(C)⋊WF• ,
LG˜V = (GLn(C)×GLn(C))⋊WF• ,
where for the L-group LGV , the action of WF• on GˆV = GLn(C) factors through
ΓF/F• and each w ∈ WF• −WF acts as
g 7→ J(tg−1)J−1, for g ∈ GLn(C),
where J as in (2.1), and for the L-group LG˜V , the action ofWF• of
ˆ˜
GV = GLn(C)×
GLn(C) also factors through ΓF/F• and each w ∈ WF• −WF acts as interchanging
the two factors as
(g, h) 7→ (h, g), for (g, h) ∈ GLn(C)×GLn(C).
We fix a choice c ∈ WF• −WF for convenience, but usually the subsequent state-
ments do not depend on this choice. For ǫ = + or −, we fix two skew characters
χ˜ǫ as in Section 3.1, so that χ˜+ is trivial and χ˜− is unramified quadratic. By local
class field theory, we identify χ˜ǫ with a character of WF , also denoted by χ˜ǫ, which
satisfies
χ˜ǫ(cwc
−1) = χ˜ǫ(w)
−1 for all w ∈ WF , and χ˜ǫ(c
2) = ǫ1.
We then define two embeddings
ιGVǫ :
LGV →
LG˜V
as follows:
g ⋊ 1 7→ (g, tg−1)⋊ 1, for all g ∈ GLn(C),
I ⋊ w 7→ (χ˜ǫ(w)I, χ˜
−1
ǫ (w)I) ⋊ w, for all w ∈ WF , and
I ⋊ c 7→ (ǫJ, J−1)⋊ c.
(6.1)
One can show that the ˆ˜GV -conjugacy class of ι
GV
ǫ is independent of the choice of
c ∈ WF• −WF .
Let φ˜ : WF → GLn(C) be a parameter for G˜V . It is sometimes convenient to
view φ˜ as a semi-simple representation of WF on a C-vector space V of dimension
n. We call φ˜ conjugate-self-dual if φ˜ ∼= σφ˜ := cφ˜∨ where, for all w ∈ WF , cφ˜(w) =
φ˜(c−1wc) and φ˜∨(w) = tφ˜(w)−1, i.e., φ˜∨ is the contragredient of φ˜. Hence φ˜ is
conjugate-self-dual if there exists a non-degenerate bilinear form B on V such that,
(6.2) B(φ˜c(w)u, φ˜(w)v) = B(u, v) for all u, v ∈ V and w ∈ WF .
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We call φ˜ conjugate-orthogonal (resp. conjugate-symplectic) if, furthermore,
(6.3) B(u, v) = B(v, φ˜(c2)u) (resp. −B(v, φ˜(c2)u))
for all u, v ∈ V. Again this condition is independent of the choice of c ∈ WF•−WF .
A conjugate-self-dual φ˜ is called skew if it is irreducible as a representation of
WF , and is called +-skew (resp. −-skew) if it is furthermore conjugate-orthogonal
(resp. conjugate-symplectic).
We can extend a parameter φ˜ :WF → GL(V) to a morphism
φ˜× σφ˜ :WF• →
LG˜V ,
by w 7→ (φ˜(w), σ φ˜(w)) ⋊ w and c 7→ (I, I)⋊ c.
(6.4)
By [Mok15, Lemma 2.2.1], if φ˜ is a skew parameter, then it is ǫ-skew if and only if
the image of φ˜× σφ˜ lies in ιGVǫ (
LGV ) (up to conjugacy).
Suppose that E•/F• is an unramified extension of odd degree n and E/E• is
quadratic unramified, then we can assume that c ∈ WE• and c
2 ∈ WE . Given a
regular character ξ˜ of E× over F , we regard ξ˜ as a character of WE by class field
theory, then we know that φ˜ = IndE/F ξ˜ is irreducible as a representation of WF .
Proposition 6.1. If ξ˜ is a ǫ-skew character, then φ˜ = IndE/F ξ˜ is a ǫ-skew param-
eter.
Proof. Note that φ˜ is skew since
c(IndE/F ξ˜) ∼= IndE/F (
cξ˜) ∼= IndE/F (ξ˜
−1) ∼= (IndE/F ξ˜)
∨
We can choose a non-degenerate bilinear form B such that conditions (6.2) and
(6.3) are satisfied, for a fixed sign ǫ. The restriction ResE/F φ˜ contains ξ˜ (with
multiplicity 1). Hence there is an eigenvector v in V ∼= Cn such that
φ˜(c2)v = ξ˜(c2)v = ǫv.
Then
B(v, v) = B(v, ǫφ˜(c2)v) = ǫB(v, φ˜(c2)v),
which implies that φ˜ is ǫ-skew. 
6.2. Asai L-functions. We can interpret the skewness in terms of Asai L-functions
on the Galois side and Asai-Shahidi L-functions the representation side.
On the Galois side, we define, for ǫ = + or −,
Asaiǫ :
LG˜V = (GL(V)×GL(V)) ⋊WF• → GL(V ⊗V),
where GL(V) × GL(V) acts on V ⊗V by the standard representation on tensor
product, WF acts trivially on V ⊗V, and
Asaiǫ(c)(v ⊗ w) = ǫ(w ⊗ v).
If n ∈ Z, then we write Asain for Asai+ if n is even, and for Asai− if n is odd.
Let | · | :WF• → Z be the valuation of WF• . We define the Asai L-functions by
L(φ˜,Asaiǫ, s) = det
(
IV⊗V −Asaiǫ ◦ (φ˜×
σφ˜)| · |s
)−1
for ǫ = + or −.
Proposition 6.2. L(φ˜⊗ σφ˜, s) = L(φ˜,Asai+, s)L(φ˜,Asai−, s).
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Proof. Indeed, there is an isomorphism of representations
IndF/F•(φ˜⊗
σφ˜) ∼= Asai+ ◦ (φ˜×
σφ˜)⊕Asai− ◦ (φ˜ ×
σφ˜).
We then obtain the result by taking the L-functions on both sides. 
Proposition 6.3. A parameter φ˜ is conjugate-orthogonal (resp. conjugate-symplectic)
if and only if L(φ˜,Asai+, s) (resp. L(φ˜,Asai−, s) ) has a pole at s = 0.
Proof. Note that φ˜ is conjugate-orthogonal exactly when Asai+◦(φ˜×σφ˜) has an in-
variant vector, which is equivalent to saying that det
(
IV⊗V −Asai+ ◦ (φ˜ ×
σφ˜)
)
=
0. Similarly for φ˜ being conjugate-symplectic and taking Asai−. 
It is clear that
L(φ˜,Asaiǫ, s) has a pole at s = 0
if and only if L(φ˜χ˜−,Asai−ǫ, s) has a pole at s = 0.
(6.5)
If φ˜ is irreducible and skew, then L(φ˜ ⊗ σφ˜, s) has a simple pole at s = 0, and
so either Asai+ ◦ (φ˜ × σφ˜) or Asai− ◦ (φ˜ × σφ˜) has an invariant vector but not
both. Combining with (6.5), this provides a dichotomy on the singularity of the
L-functions:
Proposition 6.4. If φ˜ is irreducible and skew and ǫ is fixed, then either L(φ˜,Asaiǫ, s)
or L(φ˜χ˜−,Asaiǫ, s) has a (simple) pole at s = 0, but not both.
Proof. If φ˜ is skew, then at least one of L(φ˜,Asaiǫ, s) and L(φ˜,Asai−ǫ, s) has a pole
at s = 0. The latter is equivalent to that L(φ˜χ˜−,Asaiǫ, s) has a pole at s = 0. If
both of them have such a pole, then this contradicts the dichotomy. 
On the representation side, we have the Asai-Shahidi L-function L(π˜,ASǫ, s)
introduced from the Langlands-Shahidi method [Sha90] (see also [ACS]). The re-
lation between Asai-Shahidi L-functions and Asai L-functions is provided by the
following Proposition.
Proposition 6.5. If π˜φ˜ is an irreducible representation of a general linear group
with Langlands parameter φ˜, then
L(π˜φ˜,ASǫ, s) = L(φ˜,Asaiǫ, s).
Proof. This is proved in [Hen10]. 
We can now answer the question posed at the beginning of this section. Let πx,ξ˜
be as in the beginning of this section, and π˜i◦ is one of the two conjugate-self-dual
supercuspidal representations lying in the inertial class of π˜ξ˜i◦
.
Proposition 6.6. π˜i◦ | det |
s⋊πx,ξ˜ is reducible at s = 1 if and only if L(π˜i◦ ,ASn−1, s)
has a pole at s = 0.
Proof. By [Mœg07, 5.6 Proposition] or [Mœg02, A.2.1]. 
Let ξ˜ = ⊠i∈I ξ˜i be a regular +-skew character. If ν˜
y
i,x,ξ˜
is the tamely ramified
character defined in Theorem 5.7, then Proposition 6.6 implies directly the following
corollary.
Corollary 6.7. For each i ∈ I, π˜
ξ˜iχ˜
Ei
(−1)n−1
ν˜y
i,x,ξ˜
lies in the extended cuspidal support
of πx,ξ˜.
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6.3. Stable Packets. We apply the parametrization of stable packets in [Mœg07,
Section 5.7]. Suppose that ξ˜ = ⊠i∈I ξ˜i is a d-regular character as in Section 3.1.1,
except that we now require that all ξ˜i are (−1)n+1-skew. We define a representation
of WF by,
(6.6) φ˜ =
⊕
i∈I
φ˜i, where φ˜i ∼= IndEi/F ξ˜i.
This is a parameter considered in [Ree08], and is called a very cuspidal parameter
in this paper. The following properties hold.
• The d-regularity of each ξ˜i implies that each φ˜i is irreducible.
• Since φ˜i is (−1)n+1-skew, L(φ˜i,Asain+1, s) has a pole at s = 0, by Propo-
sition 6.3.
• The regularity of the product ξ˜ implies that φ˜ is a σ-discrete parameter,
where by definition φ˜ has no multiplicity and all components are σ-invariant
(c.f. [Mœg07, Section 5.7]).
The parameter φ˜ is stable, which means that if we extend φ˜ to a morphism
φ˜× σφ˜ :WF• →
LG˜V as in (6.4), then up to
ˆ˜
GV -conjugacy it factors through the
embedding ιGV(−1)n−1 :
LGV → LG˜V , i.e.,
ιGV(−1)n−1 ◦ φ = φ˜×
σφ˜.
for some parameter φ :WF• →
LGV := GˆV ⋊WF• (see [Mok15, Lemma 2.2.1] and
[Mœg14, Proposition 5.2.3]).
Let π˜φ˜i be the supercuspidal representation of G˜Vi(F )
∼= GLni(F ) corresponding
to φ˜i via the local Langlands correspondence for GLni [HT01], [Hen00], [Sch13];
and denote by
π˜φ˜ =
∏
i∈I
π˜φ˜i
the parabolic induction from the representation ⊠i∈I π˜φ˜i of the Levi subgroup∏
i∈I G˜Vi(F )
∼=
∏
i∈I GLni(F ) of G˜V (F )
∼= GLn(F ). This is the representation
parametrized by φ˜ under the local Langlands correspondence, and is tempered and
σ-discrete, i.e., it is σ-invariant and parabolically induced from mutually inequiva-
lent discrete series (see [Mœg14, Section 2.2]). By [Hen92],
π˜φ˜i = π˜ξ˜i
since each Ei/F is unramified of odd degree.
Let Πφ˜ be the packet of representations of GV , each of whose extended cuspidal
support coincide with the cuspidal support of π˜φ˜.
We temporarily write ξ˜+ = ⊠i∈I ξ˜i,+, where each component ξ˜i,+ = ξ˜iχ˜
Ei
(−1)n−1
is +-skew. If ν˜y
i,x,ξ˜+
is the tamely ramified character defined in Theorem 5.7, then
Corollary 6.7 implies that π˜ξ˜i,+ν˜y
i,x,ξ˜+
lies in the extended cuspidal support of πx,ξ˜.
Write ν˜y
x,ξ˜+
= ⊠i∈I ν˜
y
i,x,ξ˜+
.
Lemma 6.8. If χ˜ = ⊠i∈I χ˜i is a +-skew tamely ramified character of T˜ , then
π˜ξ˜i,+χ˜iν˜y
i,x,ξ˜+
lies in the extended cuspidal support of πx,ξ˜χ˜.
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Proof. It is because ν˜y
i,x,ξ˜+χ˜
are all equal as χ˜ ranges over +-skew tamely ramified
characters. The result is immediate from Corollary 6.7. 
Proposition 6.9. For each i ∈ I, π˜ξ˜i lies in the extended cuspidal support of
πx,ξ˜+ν˜y
x,ξ˜+
.
Proof. Just take χ˜ = ν˜y
x,ξ˜+
in Lemma 6.8. 
Theorem 6.10. Let φ˜ be a very cuspidal parameter for GV = Un,F/F• such that
each φ˜i is (−1)
n+1-skew, and let ξ˜ be the associated character. The set
{πx,ξ˜+ν˜y
x,ξ˜+
}x∈D
is a stable packet with Langlands parameter φ. In other words, its base-change
(relative to ιGV(−1)n−1) is the representation π˜φ˜.
Proof. By Propositions 6.6 and 6.9, the set {π˜ξ˜i}i∈I is a subset of the extended
cuspidal support of πx,ξ˜+ν˜y
x,ξ˜+
. The two sets are indeed equal by the estimate
[Mœg07, 4. Proposition], which says that if π˜ξ˜i is a representation of GLni , then∑
ni ≤ n,
where the sum ranges over the representations in the extended cuspidal support.
The size of the set {πx,ξ˜+ν˜y
x,ξ˜+
}x∈D is D by Propositions 3.17 and 5.14, and the
representations inside have the same extended cuspidal support. By the discussion
in [Mœg07, Section 5.7], they belong to the stable packet Πφ˜. Another estimate
[Mœg07, 7.1 The´ore`me] implies that
#Πφ˜ = 2
#I−1 = #D.
Therefore, the set exhausts the whole packet Πφ˜.

Finally, we prove the uniqueness of our amending characters.
Proposition 6.11. For each x ∈ D and regular +-skew character ξ˜, there is a
unique tamely ramified character ν˜x,ξ˜ such that the base change of πx,ξ˜ν˜x,ξ˜
is π˜φ˜.
Proof. If the level d of ξ˜ is 0, then ν˜x,ξ˜ is the trivial character. The proposition
is an easy consequence of Lemma 6.8 and Proposition 3.17. We now assume that
d > 0. Suppose that the base changes of πx,ξ˜ν˜x,ξ˜
and πx,ξ˜ν˜′
x,ξ˜
are both π˜ξ˜ for two
tamely ramified characters ν˜x,ξ˜ = ν˜
′
x,ξ˜
. By Proposition 6.9, the base change of πx,ξ˜
is ∏
i∈I
π˜ξ˜iν˜−1
i,x,ξ˜
=
∏
i∈I
π˜ξ˜i(ν˜′
i,x,ξ˜
)−1 .
By Zelevinzki’s classification of representations of GLn [Zel80], there is a permuta-
tion σ of the set I such that for all i ∈ I,
(6.7) ξ˜σ(i)ν˜
−1
σ(i),x,ξ˜
= γi(ξ˜i(ν˜
′
i,x,ξ˜
)−1) = γi ξ˜i(ν˜
′
i,x,ξ˜
)−1
for some γi ∈ ΓEi/F . Now the restriction
ξ˜σ(i)(
γi ξ˜−1i )|U1Ei
= ν˜σ(i),x,ξ˜(ν˜
′
i,x,ξ˜
)−1|U1Ei
≡ 1.
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The right side is trivial since both νσ(i),x,ξ˜ and ν˜
′
i,x,ξ˜
, but the left side is non-trivial
by the regularity of ξ˜ unless σ = 1 and all γi = 1. Therefore, (6.7) implies that
ν˜i,x,ξ˜ = ν˜
′
i,x,ξ˜
. 
6.4. Base change in general. We follow [Rog90, Section 4.7] (or [Mok15, Section
2.4]) to describe the elliptic twisted endoscopic data for G˜V . Let n = n1+n2, where
n1, n2 ∈ Z≥0, be a partition of n and, for j = 1, 2, let Vj be a Hermitian space of
F -dimension nj such that GVj is a quasi-split unitary group over F•. The elliptic
twisted endoscopic data for G˜V are the pairs
(H, ιH) = (GV1 ×GV2 , ι
H
ǫ1,ǫ2),
where ǫ1, ǫ2 ∈ {±1} such that
(ǫ1, ǫ2) =
{
(+,−) or (−,+) if n1 ≡ n2 mod 2,
(+,+) or (−,−) if n1 6≡ n2 mod 2,
and ιHǫ1,ǫ2 is the composition of the embeddings
LH
ι
GV1
ǫ1
×ι
GV2
ǫ2−−−−−−−→ L(G˜V1 × G˜V2)
diagonal
embedding
−−−−−−−→ LG˜V ,
where ι
GVj
ǫj is defined in (6.1).
We refer the notion of the equivalence of endoscopic data to [KS99, Section 2.1],
and only remark that the data above are inequivalent to each other except when
n1 = n2, in which case
(GV1 ×GV2 , ι
H
+,−) and (GV1 ×GV2 , ι
H
−,+)
are equivalent.
The purpose of defining elliptic twisted endoscopic data is to stabilize the σ-
discrete spectrum, in the following sense.
Proposition 6.12 ([Mœg07, 6.1 Theorem], [Mœg14, Theorems 6.4.1, 6.4.2]). If π
is a σ-discrete representation of G˜V , then there exists a unique elliptic endoscopic
datum (H, ιHǫ1,ǫ2) of G˜V such that π is (H, ι
H
ǫ1,ǫ2)-stable, which means that the σ-
twisted trace of π is the endoscopic transfer [LS87], [KS99] of a sum of characters
in a stable packet of H.
We now use the dichotomy (6.4) to describe the parameter φH of the (H, ιHǫ1,ǫ2)-
stable packet ΠφH of representations of H = H(F•). Suppose that ξ˜ = ⊠i∈I ξ˜i is a
d-regular character, where each component is skew. Define φ˜ =
⊕
i∈I φ˜i as in (6.6).
We now partition I = I1 ⊔ I2 such that, for j = 1, 2, we have i ∈ Ij if and only
if ξ˜i is ǫj-skew, or equivalently, the Asai L-functions L(φ˜i,Asaiǫj , s) has a pole at
s = 0. Let nj =
∑
i∈Ij
ni, and define H = GV1 ×GV2 , then φ˜ factors through the
endoscopic embedding ιHǫ1,ǫ2 , such that
φ˜ :WF
φH
−−→ LH
ιHǫ1,ǫ2−−−→ LG˜V
The parameter φH corresponds to a stable packet ΠφH of H = H(F•).
We temporarily write ξ˜+ = ξ˜1,+ ⊠ ξ˜2,+, where ξ˜j,+ = ⊠i∈Ij ξ˜i,+, and each com-
ponent ξ˜i,+ = ξ˜iχ˜
Ei
ǫj is +-skew. Write ν˜
y
xj ,ξ˜j,+
= ⊠i∈Ij ν˜
y
i,xj ,ξ˜j,+
, for j = 1, 2.
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Corollary 6.13. The set
{πx1,ξ˜1,+ν˜y
x1,ξ˜1,+
⊠ πx2,ξ˜2,+ν˜y
x2,ξ˜2,+
}(x1,x2)∈D1×D2
is a stable packet of H = GV1 × GV2 , whose base-change (relative to the elliptic
endoscopic datum (H, ιHǫ1,ǫ2)) is the representation
π˜φ˜1 × π˜φ˜2 ,
understood as the parabolic induction from the representation π˜φ˜1 ⊠ π˜φ˜2 of the Levi
subgroup G˜V1 × G˜V2 of G˜V .
This is completely analogous to Theorem 6.10.
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