Introduction
Early studies using the electroencephalogram (EEG) established that awake and aroused states are always associated with lowamplitude, noisy, and fast-frequency activity, a state that was called ''desynchronized EEG,'' by opposition to the largeamplitude waves seen in other brain states, such as sleep or epilepsy (reviewed in [Steriade 2003; Niedermeyer and da Silva, 2005] ). Consistent with this classic picture, the desynchronized EEG is still considered today as the most reliable marker for conscious states (see Koch et al., 2016 , for a recent review). On the other hand, desynchronized activity does not appear as the default mode of neocortical dynamics (Sanchez-Vives and Mattia, 2014) . During inattentive wakefulness, slow-wave sleep, or anesthesia, neural activity rather tends to follow a stereotypical slow oscillatory pattern (also termed Up and Down states) in the primary sensory cortex of mammals (reviewed in Neske, 2016) . However, when the animal actively processes information (such as active whisking or attending to visual stimuli), the EEG systematically desynchronizes (Crochet and Petersen, 2006; Tan et al., 2014) . Therefore, while quiet wakefulness might be associated with slow cortical oscillations, the onset of active sensing corresponds to the shift toward a desynchronized EEG (Harris and Thiele, 2011) . It thus seems that desynchronized activity, as seen from the EEG, or the local field potential (LFP), is so far the best neural correlate of the fact that the brain is attentive and actively processing.
During desynchronized EEG states, intracellular studies showed that cortical neurons are depolarized and display a large membrane conductance and intense fluctuations (Paré et al., 1998; Destexhe and Paré , 1999; Steriade et al., 2001; Crochet and Petersen, 2006; Rudolph et al., 2007) (reviewed in Destexhe et al., 2003) . The correlate in terms of spiking activity for neuronal populations has been assessed by multi-electrode recordings in awake human, monkey, cat, and rodent recordings Ecker et al., 2010; Renart et al., 2010; Dehghani et al., 2016) . From those recordings, it is clear that the EEG is desynchronized while single units fire in an apparent asynchronous and irregular fashion, as we illustrate here for human and monkey ( Figure 1 ).
We will see below that theoretical studies identified such states as Asynchronous-Irregular (AI) states, an emergent dynamical regime associated with a tight interplay of cellular and network levels. Why is AI activity so widely seen, in particular in awake and attentive mammals, is not known. In the present paper, we suggest that the AI state, with biophysically realistic settings, displays amplified sensitivity and enhanced responsiveness, which makes it a likely candidate for a low-level form of awareness.
Asynchronous Irregular States
Theoretical models have long been used to investigate different types of spontaneous activity states in networks of neurons. One pioneering study identified that networks made of excitatory and inhibitory binary units can display chaotic states of activity, where the excitatory and inhibitory neurons fire asynchronously and irregularly (van Vreeswijk and Sompolinsky, 1996) . Such AI states were shown to be an emergent behavior due to two main ingredients: (1) highly recurrent interactions within and inbetween the excitatory-inhibitory populations and (2) the strong nonlinearity associated with neuronal spiking (initially modeled as binary devices).
The key feature of this dynamical system relies on maintaining a balance between the excitatory and inhibitory activities, where the mean excitation cancels the mean inhibition so that the mean depolarization settles just below the action potential threshold of single neurons. In this configuration, it is not the mean excitatory activity that drives neuronal responses, but it is rather the fluctuations around the mean depolarization level that trigger spike emission, hence providing a theoretical explanation for the irregularity observed in the firing of single neurons (Softky and Koch, 1993; Shadlen and Newsome, 1998) . This configuration constitutes an attractor for the dynamics; hence, the maintenance of the excitatory-inhibitory balance is an emergent property of the dynamical system, meaning that fluctuations in either the excitatory or inhibitory activities will be compensated by the collective dynamics to get back to the stable fixed point. This theoretical picture was shown to be valid for more realistic models of neural assemblies, such as the inclusion of synaptic and neuronal integration dynamics (Amit and Brunel, 1997; Brunel, 2000) , conductance-based inputs (Vogels and Abbott, 2005) , the inclusion of membrane non-linearities (Destexhe, 2009) , or space-dependent connectivity profiles (Yger et al., 2011) . Recurrently connected excitatory-inhibitory networks display different states of activity that can be classified according to their level of synchrony and regularity (Brunel, 2000) . For large networks, AI states were found to occupy an important portion of the parameter space around the physiological values for neuronal, synaptic, and connectivity parameters (Brunel, 2000; Vogels and Abbott, 2005) .
This theoretical prediction of an asynchronous state with an excitatory-inhibitory balance was later found experimentally in rodent (Shu et al., 2003; Haider et al., 2006) , as well as in human and monkey (Dehghani et al., 2016; see Figure 1 ). Indeed, in human waking states, not only the spiking activity is very irregular, but the level of correlations is very low (Peyrache et al., 2012) , which are the defining characteristics of AI states.
Interplay of Cellular and Network Levels
At the cellular level, during desynchronized EEG states, neurons are depolarized, display intense membrane potential fluctuations, and are in a high-conductance (HC) state (Paré et al., 1998; Destexhe and Paré , 1999) . The HC state is defined as the setting where the conductance of the neuron is dominated by its synaptic conductance (see Destexhe et al., 2003 for a review). The HC state has a number of computational advantages. First, a high conductance sets neurons in a fast processing mode due to their smaller membrane time constant with respect to a quiescent state. This change of integrative properties at the cellular level was measured intracellularly in cortical neurons in awake animals (Steriade et al., 2001; Rudolph et al., 2007) . In the AI state, this fast processing mode is even amplified at the Left: human recording with a 96-electrode Utah array in temporal cortex, when the subject was awake. The red color indicates presumed inhibitory cells and green for excitatory cells. The pooled activity in the bottom graphs indicates a balance between excitation and inhibition. Right: same electrode system used to record the motor cortex of a macaque monkey performing a task. Modified from Dehghani et al. (2016) . network level. It was indeed shown theoretically that the ongoing dynamics has the power to set the network integration time constant below the integration time constant of individual neurons (van Vreeswijk and Sompolinsky, 1996) , a property that has been evidenced recently in awake rodents (Reinhold et al., 2015) . The core mechanism underlying this effect is the following. During active network states, the network time constant (i.e., the time it will take a network to reach its stationary level under a given input) will correspond to the delay with which the successive recruitment of neurons makes it reach the equilibrium conditions. This recruitment process weakly depends on the membrane time constant; it is rather constrained by the speed and amplitude of the endogenously generated fluctuations and their distance to the spiking threshold. For strong fluctuations close to threshold, the speed of recruitment can thus exceed that of the membrane time constant.
A second property is that the presence of high levels of noise changes the neuronal transfer function, both in cortex (Hô and Destexhe, 2000; Chance et al., 2002) and thalamus (Wolfart et al., 2005) . A notable consequence is that neurons in HC states have a non-zero chance to produce a response to inputs that are largely subthreshold ( Figure 2A ). This property was also observed in cortical neurons in vitro when artificially recreating the synaptic background activity associated to the AI state (Destexhe et al., 2001; Chance et al., 2002; Rauch et al., 2003; Wolfart et al., 2005; Prescott et al., 2008; Zerlaut et al., 2016) . As we will see below, this property of enhanced responsiveness is fundamental and forms the basis of very particular detection properties in AI states. In particular, it is important to consider the ''active transfer function'' of the neuron, which is defined as the response function in the presence of ongoing activity, as in Figure 2A (circles).
To evidence the impact of background activity at the population level, we first consider a simple feedforward paradigm where a population of neurons receives an afferent input randomly distributed over the different neurons ( Figure 2B ). In the absence of background activity on the target neurons ( Figure 2C , Quiescent), the population response is close to all or none ( Figure 2D , circles), either no neuron responds to the input or almost the entire population responds. Here, the population performs a global thresholding operation and thus, extracts very little information about the input. However, when neurons are stimulated by in vivo-like synaptic bombardment ( Figure 2C , HC state), the population response is very different ( Figure 2D , squares). The network response is proportional to the input amplitude, and thus the system's response is here clearly more informative about the input. Interestingly, the network provides an instantaneous response, even for very faint inputs, so it also has a much higher sensitivity.
We now show that this phenomenon of enhanced responsiveness naturally emerges in recurrently connected networks under physiological settings. We investigate the response of a network model to a small external input: a single afferent spike exciting a few cells (see legend of Figure 3A) . We compare the response in three dynamical states: quiescent, synchronized oscillatory (also called synchronous regular, or SR), and an AI state. These states were obtained in the same network (schematized in Figure 3A ) but for different parameters (see Figure 3B ). The response of the network to an external input was computed in the three states. Remarkably, one can see that only in the AI state, the population produced a detectable response to this very small input ( Figure 3C ). In the SR state, despite the presence of endogenously generated activity ( Figure 3B ), individual cells are fully engaged in the collective pattern, so that no stimulus-evoked response can be observed. This highlights the crucial aspect of the asynchronous irregular nature of the ongoing activity to obtain a high sensitivity to afferent stimuli. The network was tuned to obtain AI states consistent with conductance measurements in vivo (Girones and Destexhe, 2016) . Interestingly, an AI state setting (Vogels and Abbott, 2005) with an aberrant conductance state (see Figure 3E , G tot =G L $ 60 instead of 3-4 in physiological conditions), also produced no response ( Figure 3C , green). This can be predicted by the active transfer function computed for the two networks ( Figure 3F ): the aberrant conductance state only produces a response to inputs of high amplitudes because of its very high input conductance and the relatively high mean distance to threshold of the V m fluctuations (see Figure 3E ). We conclude that recurrent networks, because of their ability to generate asynchronous dynamics, offer a natural substrate to obtain the effect of enhanced responsiveness described in the feedforward model of Figure 2C . Importantly, it also seems important that the network displays a conductance state and a fluctuation regime consistent with in vivo measurements (Girones and Destexhe, 2016) , as the asynchronous state in itself does not systematically lead to an enhanced responsiveness (see Figure 3F , the quiescent setting has a stronger response than the VA setting).
Thus, one can see that the cell level and the network level are intimately linked. On the one hand, the network activity sets single neurons into an HC state, which confers to single neurons enhanced responsiveness properties. On the other hand, these cell-level properties confer to the network particular detection capabilities. For instance, it was shown that by modulating the network activity, single neurons can switch between different integration modes, such as integrators to coincidence detectors . The modulation of the cellular responses by network activity was also called ''gain modulation'' and was also found in cortical neurons in vitro using dynamic clamp (Destexhe et al., 2001; Chance et al., 2002; Fellous et al., 2003; Prescott et al., 2008; Zerlaut et al., 2016) .
Predicting In Vivo Responses
Taking into account how the network activity modulates singlecell responses is crucial to understand in vivo responses, especially in brain states with large amounts of ongoing activity. It was recently shown that taking into account the active transfer function (as in Figure 2A ) allows one to quantitatively predict singlecell responses to an afferent input in vivo (Reig et al., 2015) . From those single-cell responses, one can predict the population response and thus get a first approximation of the network activity (this neglects the recurrent amplification over time of the network response). The results of this analytical prediction have been compared with the post-synaptic response recorded intracellularly in rat auditory cortex in vivo (Reig et al., 2015) . It was found that this application of the active transfer function was indeed able to capture the non-trivial relationship observed as a function of stimulus intensity: low intensities elicit larger responses in the active state, while high intensities elicit higher responses in the quiescent state (as in Figure 2D ). Thus, in an experimental model where the high-conductance state was confirmed (Reig et al., 2015) , the mechanism of enhanced responsiveness described at the single-cell level (Figure 2A ) and network level (Figures 2 and 3) could explain in vivo responses to both cortical or thalamic stimulation, as well as to auditory inputs. This not only illustrates the usefulness of the active transfer function, but it also stresses that it is crucial to consider the correct conductance state and V m fluctuations of single neurons to predict higher level responses.
We can generalize those properties to a feedforward chain of networks, such as seen in sensory systems. In such a feedforward arrangement, active levels in all networks allow responses to weak inputs to be propagated along the chain, while responses falling in quiescent states remain confined to the first networks ( Figures 4B and 4C) . Evidence for such a phenomenon has been suggested by comparing the response to stimuli involving thalamo-cortical processing compared to purely cortical processing (Reig et al., 2015) . Thus, the active-quiescent regimes could correspond to an open-closed gating for the flow of information through sensory networks (where the cortical activity level is under top-down control [Harris and Thiele, 2011] ). On Figure 4C , one can also see that the fast detection capabilities of AI states allow the successive networks to accurately track the onset of a given stimulus, while the response onset is clearly delayed in absence of this ongoing dynamics (Figures 4B and 4C) . Responses are also known to synchronize along the chain of excitable networks (reviewed in Kumar et al., 2010) , but it was also shown that this synchronization is greatly attenuated under in vivo conditions . Here, the asynchronous dynamics and the in vivo-like conditions of the networks makes it possible to transmit information by roughly preserving the level of synchrony (see Figure 4 , note the relatively low-frequency content of the stimulus and the presence of private noise in the successive networks). Here again, it is essential that the successive networks are in the appropriate conductance state and fluctuations regime to allow this information flow.
A Low-Level Form of Awareness?
To finish, we elaborate on a remarkable property of AI states, which may be related to sensory awareness. In a network displaying self-sustained oscillations, synchronous volleys of spikes evoke volleys of spikes synchronously in other neurons, such that the activity converges to the periodic repetition of these synchronous volleys, and thus, the mean firing rate is the same at each cycle of the oscillation. However, this does not apply to AI states, because of their asynchronous and stochastic character. In an AI state, when the network has reached a steady state in terms of mean firing rate, the fact that the activity is sustained necessarily means that a spike in a given neuron evokes exactly one spike in another neuron in the network, on average. This property can be better seen if we define the number of ''successful spikes'' n S that a spike in any neuron evokes on other neurons in the network, on average. If n S < 1, this necessarily means that the activity of the network will dampen and die out. Conversely, if n S > 1, this means that there will be more and more spikes as time evolves, and the activity will ''run away'' 4 trials) to the external input in the three regimes (from top to bottom: AI, SR, and Quiescent states). We show the deviations from baseline after normalization with respect to the amplitude of the spontaneous fluctuations. While an evoked response is clearly visible in the AI state, it is absent the three other settings. (E) Ratio between input conductance and leak conductance (top) and histogram of the membrane potential fluctuations (bottom) for the three settings. Note the strong input conductance of the VA setting that drastically reduces synaptic efficacy. Also note the higher average distance to spiking threshold (À 50 mV) in the VA setting. (F) Active transfer function (here spiking probability as a function of the size of a given excitatory event, normalized with respect to leak conductance) estimated analytically (Reig et al., 2015) for the excitatory cells in the three settings. The dashed line shows the level of synaptic input chosen for (C). and tend to a paroxysmal state where all neurons fire at their maximal rate. This is what would happen if inhibition is suppressed; the recurrent excitatory connections would necessarily drive the network toward such a paroxysmal state, so we must have n S > 1 for excitatory neurons.
A C B D F E
We have verified these relations in a conductance-based model displaying self-sustained AI states, by computing all ''successful spikes,'' as illustrated in Figures 4D and 4E . A successful spike was defined as a spike that evoked a post-synaptic potential leading to spike threshold crossing in another neuron. For any given cell, the successful spikes are distributed in time over a large number of other cells ( Figure 4D ), which shows that there is no preferred pathway of information flow in AI states. Note that the matrix shown in Figure 4D is different from the connectivity matrix, because some connections rarely lead to a spike, while some connections have a higher probability of evoking a spike in the target cell, as shown by the distribution of successful spikes ( Figure 4E ). This distribution shows that there is a lot of variability from neuron to neuron, but on average, the computed n S > 1 for excitatory cells, as expected. However, taking into account inhibition leads to a computed n S rigorously equal to 1, which is a condition for stability.
A B C D E Figure 4. Information Flow in AI-State Networks
(A) Scheme of a feedforward arrangement of recurrent networks, where an input population targets a first balanced network, whose excitatory population targets a second network that in turn targets a third network via excitatory connections. For all feedforward inputs, the 4,000 excitatory neurons of one layer targets the 5,000 neuron population of the next layer (4,000 excitatory + 1,000 inhibitory neurons) with a connectivity probability of 2%, the recurrent connectivity probability within a layer is 5%. The first network has an external drive of 4 Hz, while the two other layers have an external drive of 3 Hz (one layer partially drives the following one). (B) Response to an input of weak amplitude (top), when all networks display AI states and when all layers are quiescent. From top to bottom: evolution of the population activity along the feedforward chain. We show the average (plain line) and standard deviation (filled area) over n = 100 trials. (C) Response onset (left), width (middle), and amplitude (right) along the chain in the two settings. In the insets, we show the ratio of those quantities in the active state and in the quiescent state. One can see a drastic decrease of both the width and amplitude (as well as an important delay) of the quiescent response with respect to the active response.
(D) Representation of successful spikes in a matrix form for the first 1,000 excitatory neurons in an AI-state network (network of 3,200 excitatory and 800 inhibitory IF neurons with conductance-based synapses; each dot size is proportional to the number of spikes successively evoked by one neuron onto another).
(E) Distribution of successful spikes per neuron, renormalized to each neuron's firing rate. The mean ratio of successful spikes for excitatory cells was 1.25.
Thus, in a stable AI state, a spike in a given neuron evokes, on average, exactly one spike in another neuron in the network. The latter result may seem surprising, because the amplitude of a single excitatory input is small. This can be better understood from the active transfer function of the neuron-one can use this function to evaluate the probability of generating a spike for a single excitatory input, which is denoted by p ð1Þ . As we have seen above p ð1Þ = 0, generally in a quiescent neuron, because a single excitatory input is largely subthreshold, but it is non-zero in HC states (arrow in Figure 2A ). This probability must be compared to the mean number of efferent connections that each neuron makes, N e . The product p ð1Þ N e gives the average number of spikes evoked in the network by the firing of a given neuron. This is a rough estimate of n S for excitatory neurons. Thus, one can see that the probability of spiking being non-zero for very small inputs (enhanced responsiveness in Figure 2A ) is fundamental to allow AI states to be self-sustained.
It is important to note that this intuitive explanation only applies to stochastic and asynchronous states, because at the level of one neuron, one must assume at first approximation that all synaptic inputs are uncorrelated, which is essentially true in AI states (Brunel, 2000; see Peyrache et al., 2012 , for experiments). Therefore, when considering a specific excitatory input to a given neuron, we can consider that all other inputs to that neuron are uncorrelated with that specific input, and therefore the same paradigm as for the active transfer function of Figure 2A applies. It is also different from critical states, because AI states respond very transiently to perturbations and do not display the lengthening of correlations typical of criticality (Engelken et al., 2016; Touboul and Destexhe, 2017) .
Finally, another way to view these enhanced responsiveness properties, and the fact that spikes are stochastically distributed in the network, is that AI states represent network states with optimal properties for perception, defining a low-level form of awareness. The property n S = 1 means that any spike in any neuron will be evoking another spike somewhere in the network, so in a sense, the network can be thought as being globally ''aware'' of any spike. This definition of a low-level form of awareness is global, because if one neuron fires several times, it will evoke spikes in different neurons at each time (as seen from Figure 4D ), and one can only say that it is the entire population of neurons that is ''aware'' of this neuron's spikes. The same considerations apply to the case where the network receives an external input, which causes extra spikes. These extra spikes will also evoke additional spikes in the network, by the same mechanisms, and will be ''incorporated'' into the ongoing network activity. This seems possible only in an AI state (Figure 3 ).
Discussion
In this paper, we reviewed evidence that in desynchronized EEG states, such as wakefulness, mammalian networks display asynchronous and irregular activity, termed AI states by theoreticians. We proposed that AI states constitute neural states that implement a low-level form of awareness, because of their distributed properties and remarkable responsiveness. Due to their special properties, in particular the fact that any spike evokes another spike on average, any external input will be considered and incorporated into the AI-state activity, thus giving the power of a single spike to affect an animal's behavior (Houweling and Brecht, 2008) . Therefore, AI states represent an ideal setting for integrating multiple external inputs and integrate all of them into the ongoing activity. In a recent review (Koch et al., 2016) , the authors concluded that so far, the desynchronized EEG activity is the best neural correlate of conscious states but did not give a mechanism by which such desynchronized states would help conscious processing. Our theory complements the latter study by proposing such a mechanism.
This low-level form of awareness is entirely due to identified biophysical mechanisms, involving a stochastic interplay of excitatory and inhibitory conductances. At the single-cell level, this interplay sets neurons into a high-conductance state with enhanced responsiveness. At the network level, the population becomes highly responsive to afferent inputs, which makes them ideally suited for processing information. Such a global awareness to external inputs is not found in other dynamical states, such as oscillations or quiescent states.
Theoretical studies have found that the basic architecture to generate AI states is a highly interconnected network of excitatory and inhibitory cells, with a strong random component in their connectivity. These are typical features of the cerebral cortex, in different brain areas (Braitenberg and Sch€ uz, 1998) as well as across species (DeFelipe et al., 2002) . This suggests that cerebral cortex is a structure that has evolved to generate robust AI states, because of the particular computational properties they provide.
The fact that stochastic-like network states can display enhanced responsiveness is fundamental to the present mechanism. It is in agreement with previous studies showing that chaotic networks display enhanced information processing capabilities (Destexhe, 1994; van Vreeswijk and Sompolinsky, 1996; Destexhe and Contreras, 2006) . It is also in agreement with liquid computing or reservoir computing paradigms (Buonomano and Merzenich, 1995; Jaeger, 2001; Maass et al., 2002) , although it is not clear if they require AI states. The present view also offers a natural explanation for a number of observations such as the presence of very complex and irregular spontaneous activity in the awake adult mammalian cortex, and the immediate vanishing of this irregular activity with anesthesia or loss of consciousness (reviewed in Koch et al., 2016) . On a larger scale, future studies could explore how local networks displaying AI states can interact together through long-range connections (as in Figures 4A-4C ), to form a global network, and help to explain a more global form of awareness in the brain.
Finally, it is worth emphasizing that the present view makes different assumptions than other theories such as Bayesian models or predictive coding. In Bayesian models, the ''noise'' represents uncertainty, while it is here an integral part of the computations. It is also different from the theories of predictive coding, where the spontaneous activity is viewed as a prediction of the sensory input. In the present case, it is not a prediction; it is uncorrelated to the input and part of a dynamical state (the AI state) that acts as a sensor and integrator of sensory information. Thus, the present view is distinct from these theories, and future work should explore possible ways to link them. Our proposal to consider the chaotic AI state as a computing device gives a new illumination to the well-known formulation of Skarda and Freeman (1987) : ''brains make chaos in order to make sense of the world.''
