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het varkentje wassen 
to wash the piggy 
Meaning: to get to work on a task (e.g. “We’ll wash this piggy!”) 
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GENERAL INTRODUCTION 
When it comes to communication, it is usually best not to beat around the bush. We try to 
make our point as clear and concise as possible, but without cutting corners. When you 
have got something to say that requires a lot of explanation when it is said literally, or if 
you just want to add some linguistic flair to it: Figurative language is the way to go! 
Everyday language is filled with expressions, metaphors, and other non-literal language. 
According to early estimates, the average person will utter approximately 21.4 million 
established expressions over a sixty year lifespan and will come up with 4.7 million of 
their own (Pollio, Barlow, Fine, & Pollio, 1977). And that is assuming only two hours 
of conversation a day. Others state that there are as many fixed expressions in American-
English as there are words (Jackendoff, 1995). Still others have summarized it into one 
saying: “Speak idiomatically unless there is some good reason not to do so” (Searle, 
1979, p. 76). In sum, native speakers produce a considerable number of non-literal 
utterances in their mother tongue. But why would we speak idiomatically when we have 
a large vocabulary of literal language available to us? When researchers began to focus 
on this question, they quickly found evidence that figurative language is actually 
processed faster than literal language, an effect that was called the ‘idiom superiority 
effect’ (e.g., Ortony et al., 1978; Swinney & Cutler, 1979; Cacciari & Tabossi, 1988). 
Although later research has suggested this finding comes with its own footnote, such as 
suggesting that ambiguous idioms (sentences that can be interpreted both figuratively 
and literally) need a supporting context to clarify its status as an expression (Fanari, 
Cacciari & Tabossi, 2010; Cacciari & Corradini, 2015). Still, the finding that figurative 
language is processed quickly and efficiently is robust. This raises a number of questions: 
What is it about figurative language that makes it easier or different to process than literal 
language? Is this the case for native speakers only, or do expressions in a second language 
behave similarly? And at a more abstract level: What defines something as figurative in 
the first place?  
In this thesis, we investigate how the processing of figurative and literal language differ, 
and how figurative meaning is represented in the mental lexicon.  
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First, we provide an outline of figurative language in section 1.1 before focusing on the 
types of figurative language that are considered in this thesis: idiomatic expressions and 
collocations. Some previous research on idiomatic expressions is discussed in section 
1.2 and on collocations in section 1.3. Prominent models for the representation and 
processing of figurative language are introduced in section 1.4. We note that in this 
Introduction, the review of empirical results and processing models is limited in order to 
avoid redundancy later in the thesis. Given their nature as research papers, each core 
chapter extensively reviews relevant research for the topic at hand. Finally, the 
theoretical content and methods for each of the experimental chapters within the thesis 
are outlined in section 1.5. 
1.1 A taxonomy of figurative language (‘Formulaic expressions’) 
What exactly defines something as figurative? Intuitively, something that is figurative is 
just that: not literal. However, there is a lot of variation in this category of non-literal 
language, often referred to as ‘formulaic language’ or ‘formulaic expressions’. A 
formulaic expression can be defined as “a sequence, continuous or discontinuous, of 
words or other meaning elements, which is, or appears to be, prefabricated: that is, stored 
and retrieved whole from memory at the time of use, rather than being subject to 
generation or analysis by the language grammar” (Wray & Perkins, 2000). This 
definition makes clear that various types of formulaic language can be defined, differing 
in their degree of continuity and flexibility. Taxonomies have ranged from classifications 
that describe idiomatic language as a large category with subcategories differing in terms 
of semantic and syntactic constraints (Wray & Perkins, 2002), that differentiate between 
‘polywords’ and different types of phrases and expressions (e.g., Becker, 1975; Nattinger 
& DeCarrico, 1992), between functional expressions and composite units (Howarth, 
1998), between fixed expressions or phrasal units (Sprenger, Levelt, & Kempen, 2006), 
or that define formulaic language as multi-word expressions that can be subcategorized 
(Cacciari, 2014; Siyanova-Chanturia & Martinez, 2014).  
We adopt our own taxonomy of formulaic language. The adopted taxonomy is shown 
in Figure 1.1 and is largely derived from that by Siyanova-Chanturia and Martinez 
(2014). 
CHAPTER 1 
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Figure 1.1. The taxonomy of formulaic language or Formulaic Expressions (FEs) adopted in this 
thesis. In line with some views of formulaic language, proverbs can be considered as a third main 
category. 
This taxonomy makes a major division between multi-word expressions (MEs) and 
idiomatic expressions (IEs) as subcategories of formulaic expressions (FEs). The MEs 
are subdivided into several categories: (1) Collocations: fixed adjective-noun 
combinations like fast food or strong tea; (2) Binomials: nouns or adjectives that are joined 
by prepositions like ‘and’ and have a fixed order like black and white or thunder and 
lightning; (3) Multi-word verbs: separable verbs consisting of multiple parts like to put up 
with or to take out; (4) Speech formulae: fixed expressions used mostly in conversation 
like What’s up or How do you do, and (5) Lexical bundles: smaller units that streamline 
language like in spite of or in any case, also referred to as complex prepositions. The phrase 
‘collocations’ is used to refer to all types of figurative language in some taxonomies as 
well as online research, as it can be used to refer to any category of words that frequently 
occur together. For example, the word combination fast food can be defined as a 
collocation, but when extending the definition to ‘words that frequently co-occur 
Formulaic 
expressions 
(FEs) Multi-word 
expressions 
(MEs) 
Collocations 
Binomials 
Multi-word 
verbs 
Speech formulae 
Lexical bundles 
Idiomatic 
expressions 
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together’, an idiomatic expression such as to kick the bucket may also be counted as a 
collocation.  
However, we believe FEs differ in their degree of linguistic flexibility or ‘frozenness’ 
(Fraser, 1970). Some allow internal modifications like the insertion of words, whereas 
others are completely fixed in their nature and lose their figurative meaning if they are 
modified. The degree of flexibility allowed in the modification of an idiomatic 
expression such as to kick the bucket is more extensive than a collocation such as fast food, 
of which the form can be assumed to be more fixed. Therefore, we use the term 
‘collocation’ to refer to one specific category or formulaic language, and not as a general 
term. As such, we define six types of formulaic expressions in our taxonomy. 
We will examine two of the defined categories of FEs: idiomatic expressions and 
collocations. First, we will discuss idiomatic expressions and collocations in more detail 
in the next two sections, section 1.3 and section 1.4, respectively. Next, we will outline 
processing models of figurative language in section 1.5.  
1.2 Idiomatic Expressions 
An idiomatic expression has been described as “a string of two or more words for which 
meaning is not derived from the meaning of the individual words comprising the string” 
(Swinney & Cutler, 1979). Simply put, this means that the overall meaning of an 
idiomatic expression cannot directly be derived from its literal word form. For example, 
the meaning of to kick the bucket is not clear as to die from the literal sentence. However, 
idioms differ in the degree to which their meaning is understood more or less easily from 
their constituent words. This dimension is referred to as decomposability, 
compositionality, or transparency (e.g., Gibbs, Nayak, & Cutting, 1989; Cacciari, 2014; 
van Ginkel & Dijkstra, 2019; Titone & Libben, 2014). The idiom to kick the bucket is more 
opaque in its meaning than, for example, an expression like to miss the boat, where its 
meaning to miss out on an opportunity is derived clearer from the constituent parts (if you 
have missed the boat, you have missed out on an opportunity of sorts). In this thesis, we 
will adopt the term ‘transparency’ to refer to this dimension.  
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Furthermore, idioms differ along a range of dimensions such as literal plausibility (how 
plausible is the idiom as a literal sentence), imageability (how easily can you visualize 
the idiom), and their usage or their frequency (objective or subjective). In other words, 
there is a lot of variability even within the realm of idiomatic expressions. We have built 
a large database of these dimensions for 413 Dutch idiomatic expressions (Hubers, van 
Ginkel, Cucchiarini, Strik, & Dijkstra, 2018) and this inventory provides the basis for 
many of the stimulus materials in this thesis. 
In native speakers, idioms have generally been shown to have several processing 
advantages in comparison to literal language, such as faster reading times for texts with 
a high number of idiomatic expressions and the skipping of idiom-final words during 
reading (Ortony, Schallert, Reynolds, & Antos, 1978; Swinney & Cutler, 1979; 
Siyanova-Chanturia, Conklin, & Schmitt, 2011; Underwood, Schmitt, & Galpin, 2004; 
Carrol, Conklin, & Gyllstad, 2016). Whereas some research has suggested that the literal 
meaning of constituent words is suppressed in idiomatic expressions (Rommers, 
Dijkstra, & Bastiaansen, 2013), others have found that constituent words in an idiom are 
still able to prime semantic associates and must therefore activate their meaning to a 
sufficient degree (Beck & Weber, 2016; Hillert & Swinney, 2001; Cacciari & Tabossi, 
1988; van Ginkel & Dijkstra, 2019). Recent studies have found that native speakers show 
facilitation for both figurative and literal meaning in parallel when processing idiomatic 
expressions (Beck & Weber, 2016; van Ginkel & Dijkstra, 2019) by demonstrating that 
idiomatic expressions show facilitation in priming for words related to the figurative 
meaning of the idiom as well as literal constituent words within the idiom. For example, 
the idiom to kick the bucket would prime both its figurative meaning die, as well as 
semantic associates of bucket, like water. 
Whereas the processing of idioms in native speakers is still a topic of debate, the topic is 
even more hotly contested when it comes to second language learners. Here, studies 
have suggested that there is no facilitation of figurative meaning for idioms for second 
language learners (e.g., Cieślicka, 2006; Siyanova-Chanturia et al., 2011), but rather that 
bilinguals rely on literal meaning processing. However, other studies indicate that idioms 
that have been translated from the first to the second language show increased processing 
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speed and reading advantages. For example, the final word in an idiom is more likely to 
be skipped in reading, which is thought to reflect easier processing (Carrol & Conklin, 
2014; Carrol, Conklin, & Gyllstad, 2016). Furthermore, a recent study by Beck and 
Weber (2016) suggests that native speakers and bilinguals behave similarly in terms of 
their processing of figurative language, and that both show priming of figurative and 
literal meaning aspects of idioms. 
In both native and bilingual idiom research, comparability of results across studies is an 
issue due to differences in both terminology and approaches. For example, when an 
effect of figurative meaning is absent, does this mean that the figurative meaning is 
indeed not activated, that it is activated but does not have a measurable effect, or that 
the subject is simply not familiar with the figurative meaning of the idiom? 
Unsurprisingly, familiarity with the idiom’s meaning is one of the most important 
predictors when it comes to facilitatory effects in relation to figurative meaning 
(Connine, Mullennix, Shernoff, & Yellen, 1990; Schweigert, 1986; Titone & Libben, 
2014). However, studies are inconsistent in objectively assessing the knowledge that 
participants have of an idiom’s meaning. In Chapters 2 and 4 of this thesis, we aim to 
directly address the knowledge of idioms by testing their meaning in our experiments as 
well as testing participants’ knowledge. 
1.3 Collocations: Adjective-Noun Combinations 
In the taxonomy adopted in this thesis, collocations are defined as adjective-noun 
combinations like fast food or tough cookie. These combinations have a unitary meaning 
similarly to idiomatic expressions, but they are thought to be more fixed in terms of their 
form representation (Fraser, 1970). In other words, the meaning of the collocation fast 
food is tied more strictly to its linguistic form as fast food than may be the case for idiomatic 
expressions, which generally allow for more flexibility in terms of insertion of words and 
inflection (Fraser, 1970; Gibbs & Gonzales, 1985). For these adjective-noun 
collocations, however, the form seems more definite: fast food is fast, not quick food.  
Little research is available on adjective-noun collocations in terms of the processing of 
figurative and literal meaning. Adjective-noun collocations may be included in 
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psycholinguistic research concerning idiomatic expressions, as the distinction is not 
always made. However, we would like to argue that adjective-noun collocations should 
be treated as a separate category from idiomatic expressions at the least, as they are even 
intuitively more fixed in nature. This has potential consequences for their processing. If 
an adjective-noun collocation does not allow for a lot of flexibility in the alteration of its 
form for example, we would expect to find consequences of this smaller flexibility in the 
ease of processing of altered collocations versus collocations in their standard form. 
Available studies on collocations show that the priming of a figurative collocation such 
as fat chance does not differ from priming of a literal collocation like vicious dog in terms 
of reaction time differences, but that semantic integration processes may differ between 
the two types of collocations depending on the predictability of the noun in the adjective-
noun combination (Strandburg, Marsh, Brown, Asarnow, Guthrie, Harper, Yee, & 
Nuechterlein, 1997). However, this research does not directly address the figurative 
meaning of the collocations (if there is one). Such an investigation was done by 
Fleischeuers in his 1997 dissertation, where he had native speakers of Dutch perform a 
Dutch lexical decision task where the meaning of collocations was primed. Here, the 
figurative meaning of a collocation such as scheef oog (crooked eye, meaning ‘jealous’ in 
Dutch) was facilitated in lexical decision when the prime was presented in its correct 
form (crooked eye), but not when the adjective was replaced to make a literal prime 
collocation (closed eye). To address the flexibility of this representation, the adjective in 
the collocation was inflected in another study. For example, scheef oog became scheefste 
oog (most crooked eye). When these collocations with inflected adjectives were added to a 
list of adjective-noun collocations in their regular form, they were still able to prime their 
associated meanings. However, the change in form representation was minimal and 
other figurative collocations were available in their standard form, which may have 
biased the likelihood of figurative effects for the inflected collocations through a boost of 
figurative activation across the board (Bobrow & Bell, 1973). 
Less is known about collocations as adjective-noun combinations in terms of the 
processing of their unitary meaning. However, they provide an interesting window of 
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opportunity as more fixed units of figurative language and will be investigated in 
Chapter 5. 
1.4 Processing Models of Figurative Language 
After defining and discussing the two major types of formulaic expressions considered 
in this thesis in the previous two sections, this section details processing models for 
figurative language. The way figurative language is processed has been a topic of debate 
in research for several decades following the discovery of the ‘idiom superiority effect’ 
(the finding that figurative language is processed faster than literal language). Because 
figurative language is inherently non-literal, the way its meaning is retrieved has to differ 
from the compositional analysis of literal language, as no compositional analysis is 
available for language where the meaning cannot be derived from the constituent parts. 
To complicate the matter, a figurative sentence may also be literally plausible and have 
a literal interpretation next to its figurative, unitary interpretation. The models discussed 
in this section are usually applied to idiomatic expressions.  
However, because there is no united definition for the categories of figurative language 
in the field, the definition of what constitutes an idiomatic expression differs across 
studies and different types of figurative language are discussed under this header. For 
that reason, I discuss these models under the general header of ‘figurative language’, but 
they are discussed as they were proposed, in reference to idiomatic expressions. Most 
models of idiomatic language comprehension assume a separate lexical entry for the 
unitary conceptual representation of the idiom as a whole (e.g., Bobrow & Bell, 1973; 
Gibbs, 1980;  Libben & Titone, 2008; Sprenger et al., 2006; Swinney & Cutler, 1979), 
but some models postulate that the figurative meaning is derived from connections 
between lexical nodes rather than a separate unitary representation (Cacciari & Tabossi, 
1988). The way these meanings are retrieved differs across models as well. Some assign 
precedency to the literal meaning of the string, assuming that the figurative meaning of 
the string becomes available once its literal reading has reliably been rejected (Bobrow 
& Bell, 1973). Others do the opposite, assuming that only the figurative meaning of an 
idiom is retrieved and activated (Gibbs, 1980). Yet others explain the advantage for 
figurative meaning by posing that idioms are treated similarly to long words, and their 
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unitary representation is retrieved quicker than their literal interpretation, because access 
is quicker than computation (Swinney & Cutler, 1979).  
In recent years, hybrid models of idiom processing have been gaining traction (Cutting 
& Bock, 1997; Sprenger, Levelt, & Kempen, 2006; Libben & Titone, 2008; Titone & 
Libben, 2014). These models generally assume a separate unitary representation for the 
idiom as a whole, encoding its figurative meaning. An exception is the Configuration 
Hypothesis (e.g. Cacciari & Tabossi, 1988), which assumes that the idiomatic meaning of 
a string is encoded in the connections between the constituent words in the string, which 
are given more weight if the configuration of words has a figurative meaning. When the 
idiom is recognized at a recognition point or ‘idiom key’, this figurative meaning 
becomes available. Although this model does not make specific predictions on the 
activation course of literal meaning after figurative meaning has been recognized, it can 
tentatively be included as hybrid in our distinction of models. 
Importantly in hybrid models, figurative and literal meaning can be active at the same 
time and can interact: When an idiom is recognized as having a figurative meaning, 
literal words within that idiom may still be activated and activate their associates in turn. 
The figurative representation of the idiom is then for example represented as a 
‘superlemma’ (Sprenger, Levelt, & Kempen, 2006) that is connected to word lemmas for 
its constituent words. The production based model by Sprenger, Levelt, and Kempen 
(2006) is pictured in Figure 1.2. In this model, representations at the lemma (word) level 
and the conceptual level are allowed to interact through meaning and ‘element of’ 
connections. Activation of these lemma and conceptual representations occurs over time 
as a sentence is formulated. The conceptual representation of the idiom activates its 
lemma representations and these are produced incrementally. Although this is a 
production model, we use the model by Sprenger and colleagues in this thesis to refer to 
hybrid models more generally, assuming that idioms and their word lemmas are 
represented for language comprehension in the same way as for production.  
Furthermore, it is generally assumed that the speed of retrieval of an idiom’s figurative 
meaning depends on its properties, where aspects like predictability of the idiom’s final 
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word, transparency of the idiom’s meaning, and plausibility of the idiom as a literal 
sentence affect the speed of processing (Cacciari & Tabossi, 1988; Libben & Titone, 
2008; Titone & Libben, 2014). 
In this thesis, we test basic assumptions made by hybrid models, but also consider a 
number of empirical issues that go beyond generally formulated (hybrid) models of 
formulaic language. These issues are concerned with the precise orthographic and 
semantic activation of formulaic representations in minimal sentence context (Chapter 
2 and Chapter 5) and a wider biasing context (Chapter 3 and Chapter 4), as well as 
across an experimental session (Chapter 4). The chapters are summarized in the next 
section. For the purpose of this thesis, we take one well-known hybrid model (the 
Sprenger et al. model) as the reference model in the General Introduction and General 
Discussion while we elaborate our research questions and interpret our results. 
 
Figure 1.2. Reproduction of the production-based model of idiom processing by Sprenger, Levelt, 
and Kempen (2006). 
1.5 Thesis Chapter Outline 
To clarify the context-sensitive processing of figurative and literal meaning aspects of 
figurative language, several empirical studies were conducted, discussed in the empirical 
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core chapters of this thesis. Each study is explained below in terms of research question, 
methodology, and design. Idiomatic expressions are considered in Chapters 2, 3, and 4. 
These empirical chapters investigate different aspects of the processing and 
representation of idiomatic expressions in context. Chapter 5 investigates the flexibility 
of the form-meaning relationship of figurative language in terms of adjective-noun 
collocations. Finally, Chapter 6 completes the thesis by integrating the results of the 
presented studies on idiomatic expressions and collocations in a General Discussion. 
For each experimental chapter, a figure is provided that outlines the design of the 
experiment to allow for easy comparison of experimental designs across chapters. 
Chapter 2: The activation of both figurative and literal meaning in minimal context 
idioms  
In Chapter 2, we investigate whether both figurative and literal meaning aspects of 
idioms are activated and able to influence decision making processes when idioms are 
presented in a minimal context form. Furthermore, we examine whether this processing 
differs for native speakers of Dutch and advanced learners of Dutch with native language 
German. In two reaction time studies and a control study, participants made Dutch 
lexical decisions (‘is this a Dutch word or not?’) on targets following minimal idiom 
context primes such as ‘Hij voelde haar aan de tand’ (‘He felt her on the tooth’, meaning 
‘to interrogate someone’ in Dutch). The targets were either related to the idiom’s 
meaning as a whole (‘QUESTION’), were a semantic associate of the idiom-final word 
(‘JAW’ as an associate of ‘tooth’), or were unrelated (see Figure 1.3). The idiomatic 
expressions considered overlapped with German at the meaning level, but had no 
orthographic overlap in the words comprising the expression. We examine if idiomatic 
expressions in a minimal context form can prime words related to both the figurative 
meaning of the expression as a whole and the literal constituent word at the end of the 
expression (e.g., ‘tooth’) for both native and bilingual speakers. The results for this and 
other hypotheses are considered in terms of prominent processing models of figurative 
language such as the hybrid models explained previously (Sprenger, Levelt, & Kempen, 
2006; Libben & Titone, 2008; Titone & Libben, 2014).  
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Figure 1.3. Experimental design for the lexical decision experiments with idiom primes described 
in Chapter 2. 
Chapter 3: The prediction and processing of idiomatic meaning in figuratively and 
literally biasing contexts 
In Chapter 3, we investigate how the processing of a word contained within an idiomatic 
expression differs as a function of a wider biasing context. Specifically, we address 
whether a word contained in a figuratively biased idiom is processed at a more shallow 
level than that same word when it is encountered in a literal use of the expression. In a 
combined reaction time and EEG study, Dutch native speakers were presented with 
idiomatic expressions that can also be interpreted as literal sentences, such as ‘op je tenen 
lopen’ (‘to walk on your toes’, meaning ‘to want to achieve more than you are able to’). 
These idiomatic expressions were preceded by a context sentence that biased the 
expression towards either a figurative or a literal reading (Figurative reading: ‘Wendy is 
incredibly busy. She walks on her toes’, literal reading: ‘Wendy wants to look taller. She 
walks on her toes’). The experimental design is depicted in Figure 1.4. The participants’ 
task was to indicate whether or not the final word in the idiom sentence (e.g. ‘toes’) was 
a Dutch word or not (lexical decision task). Results are considered in terms of reaction 
time priming, ERP results for the N400 component, and time-frequency analyses. 
Research focus lies on the effects of semantic expectancy and integration.   
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Figure 1.4. Experimental design for the combined lexical decision and EEG experiment with 
idiom primes biased towards a figurative or a literal reading described in Chapter 3. 
Chapter 4: The effect of biasing context and stimulus list composition on figurative 
and literal sentence processing  
In Chapter 4, the topics investigated earlier in the thesis in Chapters 2 and 3 are 
integrated in a large lexical decision study. Here, we investigate the activation of the 
figurative meaning of an idiom as a whole when this idiom is biased towards either a 
figurative or a literal interpretation. Native speakers of Dutch performed a reaction time 
lexical decision task on words following idiomatic expressions in a similar fashion as in 
Chapter 2. These expressions were biased towards a figurative or a literal sentence 
interpretation by a preceding context like in Chapter 3. For example, the two sentences 
‘Wendy is incredibly busy. She walks on her toes’ were presented and followed by a 
word like ‘ACHIEVE’, which is related to the meaning of the idiomatic expression. This 
target could be either (1) related to the figurative meaning of the expression, (2) a 
semantic associate of the idiom-final word (‘toes’), or (3) unrelated to either, in the same 
set-up as the experiments discussed in Chapter 2. In this way, we integrate the target 
word approach applied in Chapter 2 with the biasing context approach from Chapter 3 
(see Figure 1.5). Furthermore, we investigate if the processing of figurative meaning is 
dependent on stimulus list properties or ‘figurative attunement’, the notion that the 
likelihood of finding figurative meaning increases dependent on the number of figurative 
phrases contained within the stimulus set. We address the activation of the figurative 
and literal targets as the experiment progresses by splitting the experimental materials 
into two balanced blocks, showing that figurative activation can build up during a single 
experiment. Results are considered in terms of models of figurative language processing 
and their implications for future experimental studies.  
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Figure 1.5. Experimental design for the lexical decision experiments with idiom primes biased 
towards a figurative or a literal reading described in Chapter 4. 
Chapter 5: The processing of standard and inflected adjective-noun collocations 
with different degrees of ‘figurativeness’ 
In Chapter 5, we investigate the flexibility of the form-meaning relationship of figurative 
language. To this end, we consider the category of adjective-noun collocations like fast 
food. In two combined reaction time and EEG experiments, native speakers of Dutch 
performed a lexical decision task on targets following such adjective-noun collocations 
like ‘scheef oog’ (‘crooked eye’, meaning ‘jealous’). Three types of collocations were 
included: those with only a unitary figurative meaning, those with both a unitary 
meaning and a literal interpretation, and those with only a literal interpretation.  
In the first experiment, collocations were presented in their standard citation form 
(‘scheef oog’). This collocation prime was followed by a target on which a Dutch lexical 
decision was performed. This target was related to the meaning of the collocation 
(‘jaloers’ / ‘jealous’), or it was part of an unrelated prime-target pair. For literal 
collocations, semantic associates were presented. In this first experiment, we examine if 
adjective-noun collocations with differing degrees of figurative meaning can prime their 
related meanings in lexical decision. Results are considered in terms of priming effects 
in the reaction time study and the N400 component in the ERP results. An example is 
provided in the overview of the experimental design in Figure 1.6 for the standard form 
collocation experiment. 
In the second study, the collocations were inflected so they deviated from their common 
citation form (for example, ‘scheef oog’ became ‘scheefste oogje’ or ‘most crooked little 
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eye’). Again, priming effects and semantic expectancy were addressed for reaction times 
and N400 ERP results in lexical decision. We examine if the change in the form 
representation of the collocation (through inflection) affects the activation of the 
collocation’s related meaning. In doing so, we investigate if the form-meaning 
relationship for collocations differs depending on the degree of figurative meaning that 
a collocations has by comparing the three types of collocations (collocations that have 
only a unitary figurative meaning, both a unitary figurative meaning and a literal 
meaning, and collocations that are fully literal). 
 
 
Figure 1.6. Experimental design for the lexical decision experiment with collocations (example 
for standard citation form collocations) described in Chapter 5. 
Chapter 6: General Discussion 
In Chapter 6, the results of all chapters are summarized, integrated, and discussed in 
terms of processing models and implications for the field. We discuss the presented 
results in terms of models of idiom processing discussed previously in the General 
Introduction with a focus on the hybrid model by Sprenger, Levelt, and Kempen (2006). 
We also propose a processing account of figurative language based on these results and 
discuss important dimensions that need to be considered in the field of figurative 
language research, in terms of theoretical and methodological (design) implications. 
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de bloemetjes buiten zetten 
to put the flowers outside 
Meaning: to celebrate abundantly (e.g. “After Wendy has completed her thesis 
defense, she is going to put the flowers outside!”) 
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Chapter 2 
 
THE ACTIVATION OF BOTH FIGURATIVE AND 
LITERAL MEANINGS IN MINIMAL CONTEXT 
IDIOMS 
 
 
 
 
 
This chapter is based on: 
van Ginkel, W., & Dijkstra, T. (2019). The tug of war between an idiom's figurative 
 and literal meanings: Evidence from native and bilingual 
 speakers. Bilingualism: Language and Cognition, 1-17.
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ABSTRACT 
In two lexical-decision experiments, we investigated the processing of figurative and 
literal meaning in idioms. Dutch native and German-Dutch bilingual speakers 
responded to target words presented after a minimal context idiom prime (e.g., ‘He kicked 
the bucket’). Target words were related to the figurative meaning of the prime (‘die’), the 
literal word at the end of the idiom (‘water’), or unrelated to both (‘face’). We observed 
facilitation in RTs for figuratively and literally related targets relative to unrelated targets 
for both participant groups. A higher frequency idiom-final word caused inhibition in 
responses to the literally related target for native speakers, indicating competition 
between the idiom as a whole and its literal word constituents. Native speakers further 
showed sensitivity to transparency of the idiom’s meaning and the plausibility of the 
idiom as a literally interpretable sentence. The results are interpreted in terms of available 
L1/L2 idiom comprehension models. 
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2.1 INTRODUCTION 
The presence of idioms in language often leads to advantages in processing speed over 
purely literal language for native language (L1) speakers (Gibbs, 1980; Ortony, Schallert, 
Reynolds & Antos, 1978; Swinney & Cutler, 1979). This finding is commonly referred 
to as the ‘idiom superiority effect’. In the L1, sentences containing idioms are read faster 
than comparable literal sentences, and less fixation time is spent on idiom-final words 
than on words in a literal context sentence (Siyanova-Chanturia, Conklin & Schmitt, 
2011; Underwood, Schmitt & Galpin, 2004). However, when an idiomatic expression is 
understood, activating the meaning of its component words does not necessarily lead to 
the meaning of the expression as a whole. For example, a semantic analysis of the words 
in the idiomatic expression to kick the bucket could result in a literal interpretation instead 
of the idiom’s meaning to die. Idioms themselves also differ in transparency: The 
meaning of some idioms is directly derived from their component parts (i.e., to miss the 
boat means to miss out on an opportunity), whereas that of other idioms such as kick the 
bucket (to die) is more opaque.   
Despite their benefits to L1 processing, and in part due to their inherent non-
decomposable nature, idiomatic expressions are particularly challenging for second 
language (L2) learners (Cieślicka, 2015; Conklin & Schmitt, 2008; Steinel, Hulstijn & 
Steinel, 2007; Titone, Columbus, Whitford, Mercier & Libben, 2015). This might 
explain why online research on bilingual idiom comprehension has yielded conflicting 
results. Some studies have reported precedence of literal over figurative processing in 
bilinguals (Cieślicka, 2006; Cieślicka & Heredia, 2011; Siyanova-Chanturia, Conklin & 
Schmitt, 2011), while other studies suggest that both figurative and literal meaning 
aspects of an idiom are available to the bilingual online (Beck & Weber, 2016a).  
In the current study our first aim was to clarify the online processing of figurative and 
literal meaning activation during native and bilingual idiom comprehension by means 
of a novel visual-visual priming paradigm. This paradigm tapped into the activation 
resulting from literal and idiomatic sentence processing after the final word of the 
sentence was presented rather than before it, as is often done. The collected empirical 
CHAPTER 2 
30 
 
data were then used to reach the second aim of our study: a more detailed theoretical 
account of how idiomatic and literal sentence processing takes place at form and 
meaning levels in natives and bilinguals performing priming tasks.  
Before we zoom in on our own study, we discuss available models and empirical studies 
on idiom processing for native and bilingual speakers in the following sections.  
2.1.1 Models of idiom processing 
Accounts of L1 idiom processing differ in the extent to which they allow for literal word 
activation during the unfolding of an idiomatic expression. Available models can be 
broadly divided into three categories, where: (1) figurative meaning takes precedence, 
(2) literal word and/or sentence meaning takes precedence, and (3) hybrid models where 
figurative and literal meaning are allowed to interact. We define these categories based 
on speed of retrieval, where precedency for figurative meaning means that the figurative 
reading of an idiom becomes available at an earlier point in time than its literal sentence 
reading (or literal word meaning is suppressed by the idiom’s figurative meaning).  
First, some models postulate that literal word activation in the context of an idiom is 
only possible when the idiom’s meaning does not provide a sufficient interpretation for 
the presented context (Gibbs, 1980). One of the most influential views on idiom 
processing, the Lexical Representation Hypothesis, assumes that literal word activation runs 
in parallel with retrieval of the idiom as a separate holistic representation (Swinney & 
Cutler, 1979). However, the idiom retrieval route wins out in speed over the computation 
of literal word meanings. As a consequence, the idiomatic meaning of a string of words 
becomes available faster than its literal, compositionally computed, interpretation (note, 
however, that this is co-dependent on the recognition point of the idiom, see Cacciari & 
Tabossi, 1988; Cacciari, Padovani, & Corradini, 2007; Fanari, Cacciari, & Tabossi, 
2010). 
Second, retrieving literal meaning may be considered an immediate priority, with some 
researchers assuming that retrieval of the idiomatic meaning of a sentence is only 
possible once a literal interpretation of that sentence has been reliably rejected (Bobrow 
& Bell, 1973).  
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Finally, hybrid models allow activation to spread between higher order representations 
of idioms and literal word components. These models represent idioms as units in the 
lexicon that are connected to their individual words (Cutting & Bock, 1997; Sprenger, 
Levelt & Kempen, 2006). In their production-based model of idiom processing, Sprenger 
et. al. (2006) represent idiom meanings as superlemmas that act as mediators between the 
conceptual representations of an idiom’s meaning and the simple lemmas of the literal 
words the idiom is comprised of. The model allows activation to spread from the 
superlemma to these simple lemmas and back via an ‘element-of’ relationship. Applying 
the model to idiom comprehension, it assumes an initial activation of simple lemmas 
that ultimately leads to activation of the idiom’s superlemma. Activation is allowed to 
spread from the simple lemmas to the superlemma and vice versa.  
Another proposed hybrid model, the Constraint-Based Model of Idiom Processing (Libben & 
Titone, 2008; Titone & Libben, 2014) stresses the importance of constraints placed on 
idiomatic processing, such as context: Activation of the idiomatic meaning of a sentence 
builds up over time as evidence accumulates for a figurative interpretation of the 
sentence, and as such different information may be available at differing timepoints 
during the unfolding of an idiom.  
The Configuration Hypothesis (Cacciari & Tabossi, 1988) is somewhat difficult to position 
with respect to these three categories. It states that literal activation of incoming word 
strings is prioritized, but that figurative meaning is retrieved when enough information 
is gathered for the string to be recognized as an idiom (the idiom key). Here idiom 
familiarity is the key to fast retrieval of idiomatic expressions, rather than the string’s 
idiomaticity. Familiarity has been shown to facilitate processing speed (Connine, 
Mullennix, Shernoff & Yellen, 1990; Schweigert, 1986) and to be a key contributor to 
reaction time (RT) facilitation effects for targets presented at the offset of an idiomatic 
string in a lexical decision task (Titone & Libben, 2014). To our knowledge this 
hypothesis makes no specific predictions for what happens to literal word activation once 
an idiom has activated its figurative meaning, so this categorization is tentative. 
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2.1.2 Empirical studies on idiom processing 
Native studies 
With respect to sentence comprehension, facilitation effects of figurative meaning have 
been shown in many studies, for instance, using cross-modal priming (Titone & Libben, 
2014). Lexical decisions to visual target words related to the idiomatic meaning of an 
auditory prime sentence (i.e., sleep for the idiom Fred hit the sack) were faster than to 
words presented after a literal control sentence (i.e., They liked the coffee). Different idiom 
properties mediated this facilitatory effect at different time points of presentation of the 
visual target. For example, increased literal plausibility of the idiom slowed RTs to 
targets presented at the penultimate position of an idiom (e.g., after the in Fred hit the 
sack), idiom familiarity facilitated RTs to targets presented at the offset of the idiom (e.g., 
after sack in Fred hit the sack), and idiom decomposability was the most important 
facilitator of RTs for targets presented at 1000 ms post idiom-offset. Further studies 
indicate that words within an idiom can also prime literally related words, by showing 
that the idiom to kick the bucket can prime a semantic associate of bucket such as pail 
(Hillert & Swinney, 2001; Cacciari & Tabossi, 1988). 
Rommers, Dijkstra, and Bastiaansen (2013) addressed the issue of figurative versus 
literal (word) meaning activation in an EEG study by comparing the priming effects for 
literally and idiomatically biased sentences. N400 effects were obtained on a critical 
word that functioned as an index of the violation of semantic expectancy (Kutas & 
Hillyard, 1980; Kutas & Federmeier, 2011). Participants silently read sentences like After 
many transactions the careless scammer eventually walked against the lamp yesterday. Here a 
critical word was either the expected word for the idiom (lamp in this example, which is 
a constituent in the Dutch idiom to walk against the lamp, meaning: to get caught), literally 
related to this expected word (candle) or unrelated to both conditions (fish). Analogous 
literal sentences provided a similar bias towards the crucial noun in a contrasting literal 
context (e.g., After lunch the electrician screwed the new light bulb into the lamp yesterday). In 
the literal context, the expected noun lamp showed the smallest N400 effect, followed by 
candle and fish in a graded pattern. In the idiomatic context, however, this graded effect 
disappeared as there was no longer a difference in N400 effects between the semantic 
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associate candle and the unrelated fish. These results show that literal word activation 
may be supressed when part of a strong figuratively biasing context. 
In sum, advantages of idiomatic sentence meanings in the native language have been 
widely reported (e.g.,  Gibbs, 1980; Ortony et al., 1978; Swinney & Cutler, 1979; 
Siyanova-Chanturia, Conklin & Schmitt, 2011; Titone & Libben, 2014). However, literal 
word processing during idiom comprehension is a more contested subject. Although 
idioms have been shown to prime literal associates (Hillert & Swinney, 2001; Cacciari 
& Tabossi, 1988), a biasing context may override this effect (Rommers, Dijkstra & 
Bastiaansen, 2013). 
Bilingual studies 
The available studies provide a two-sided view of bilingual idiom comprehension. Some 
studies have shown faster processing in advanced bilinguals for literal meaning than 
figurative meaning, in contrast to L1 studies (e.g. Cieślicka, 2006; Siyanova-Chanturia, 
Conklin & Schmitt, 2011). Whereas these studies generally reported an absence of 
figurative facilitation in bilinguals, a recent study by Beck and Weber (2016a) yielded 
facilitatory effects of figurative meaning, although facilitation for literal meaning 
remained more prominent. American English L1 speakers and German-English 
bilinguals participated in a cross-modal priming experiment in which auditory sentences 
were presented that included idioms. These idioms were presented in a minimal context 
such as John likes to pull my leg. Following the auditory sentence, a visual word was 
presented for English lexical decision. Targets that were figuratively related to the 
meaning of the idiom (e.g., JOKE for the previous example) were responded to faster 
than unrelated targets (SHIP), but targets that were semantically related to the last word 
of the idiom (WALK) were responded to the fastest. Although this study shows priming 
of figurative meaning in L2 speakers, facilitation in the literal condition was larger than 
in the figurative condition for bilinguals as well as natives.  
This finding contrasts previous evidence on the saliency of figurative meaning in native 
speakers (Gibbs, 1980; Ortony et al., 1978; Swinney & Cutler, 1979). The authors further 
compared lexical level idioms (idioms with word-for-word translations between German 
and English such as to lend someone an ear – German jemanden sein Ohr leihen) and post-
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lexical level idioms (idioms with matching concepts but differing lexical items, such as to 
kick the bucket – German den Löffel abgeben (to give away the spoon). Interestingly, 
different levels of translation equivalency did not influence results. The authors argue 
that “highly proficient L2 learners may access the figurative meaning of idioms directly 
in their experiment and therefore do not show effects of translation equivalency with the 
L1.”  
When ample time for translation is available, facilitation of figurative meaning has been 
shown in bilinguals (Carrol & Conklin, 2014; Charteris-Black, 2002; Irujo, 1986; Laufer, 
2000). Carrol and Conklin (2014) suggested spreading activation from native to non-
native words within idioms in an English lexical decision task with self-paced reading of 
a prime sentence. The prime contained an idiom translated from the participants’ native 
language Chinese, and subsequently a target that finished the idiom was presented (e.g., 
feet in the translated Chinese idiom to draw a snake and add feet (meaning to ruin something 
by adding unnecessary detail) or a matched control appeared (hair). The authors proposed 
a modified dual route model in which a representation of the idiom is accessible either 
directly via translation of an L1 idiom to the L2, or through analysis and computation 
of the phrase itself. In a follow-up study, Carrol and Conklin (2017) embedded translated 
idioms in a story context in eye-tracking experiments. Chinese-English bilinguals were 
shown to read idiom-final words more quickly in translated idioms than in control 
sentences. However, bilingual participants showed inhibitory effects for figurative 
readings of idiomatic phrases as compared to native speakers. This suggests that 
processing of a native idiom in a non-native language can remain problematic even for 
advanced Chinese-English second language learners. 
Carrol, Conklin, and Gyllstad (2016) addressed effects of cross-language overlap in an 
eye-tracking study with L1 English speakers and highly proficient L2 English speakers 
with L1 Swedish. Idioms were either L2-only (English-only), L1-only (Swedish idioms 
translated to English) or congruent (existing in both languages). Across the board, highly 
proficient L2 speakers showed faster reading times for idioms than for literal phrases. 
However, facilitation of reading times and an increased likelihood of skipping the final 
word were more similar in size for two of the categories of language overlap: those 
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idioms that were L1-only (Swedish idioms translated into English) and congruent 
idioms. The authors argue this facilitation stems from participants’ familiarity with the 
L1 idiom for both types of facilitated idioms.  
Available studies show that the strength of figurative meaning effects is modulated by 
the experimental context for L2 speakers (Beck & Weber, 2016b; Bobrow & Bell, 1973). 
If the percentage of idioms in a particular experiment increases, the likelihood of finding 
figurative meaning effects and the strength of these effects may also be boosted. This 
concept of ‘figurative attunement’ is particularly interesting when considering L2 
speakers. Because the percentage of idioms included in experiments is generally small, 
literal interpretations may be more salient to L2 speakers whose idiom representations 
may be less entrenched. 
2.1.3 The current study 
We conducted two visual-visual priming studies, one addressing L1 Dutch speakers and 
one addressing German-Dutch bilinguals. Dutch natives and German-Dutch advanced 
bilinguals were presented with idiom primes that were followed by target words for 
Dutch lexical decision. This paradigm allowed us to assess the activation of the idiomatic 
and the literal sentence interpretation as a whole, rather than confounded with the 
properties of the last item in the sentence.  
All sentences presented in the two experiments were idioms, given that we were 
interested in literal word activation in circumstances where idiom activation may likely 
be assumed for L2 speakers as well as L1 speakers. To consider effects for idioms proper, 
all idioms were presented in isolation, without a biasing context. In three experimental 
conditions, target words were either (1) figuratively related to the idiom as a whole (FIG 
condition), (2) semantically related to the literal word at the end of the idiom (LIT 
condition), or (3) unrelated to both the idiom as a whole and the idiom-final literal word 
(UNREL condition). For the Dutch idiom Hij doet iets uit de losse pols (He does something 
from the loose wrist, he does something with ease), target words corresponding to these 
conditions were: (1) MAKKELIJK (EASY), (2) HARTSLAG (PULSE), and (3) 
SCHAAMTE (SHAME).  
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Comparing the three conditions, we predicted the following outcomes. First, for our 
Dutch native speakers we predicted RT facilitation for FIG targets relative to UNREL 
targets, in line with previous native idiom comprehension studies (e.g., Titone & Libben, 
2014). 
Second, we expected facilitated RTs in the LIT condition relative to UNREL. Although 
Rommers, Dijkstra, and Bastiaansen (2013) reported no facilitation for literally related 
words over unrelated words in an idiom context, Beck and Weber (2016a) did. We 
hypothesized that this difference across studies could be attributed to the use of a larger 
biasing context in the first study and a minimal idiom context in the second. The critical 
word also differed across studies: Rommers et al. measured on a target that was part of 
the idiom, while Beck and Weber measured on a target presented after the idiom prime. 
Using minimal idiom contexts and measuring on a separate target presented at idiom 
offset, we predicted RT facilitation of LIT targets compared to UNREL targets.  
Finally, we did not predict any difference in facilitation between the FIG and LIT 
conditions. Without a strongly biasing context, we did not expect the figurative meaning 
of the idiom to suppress semantic facilitation effects for the literal words. At first sight, 
this prediction contrasts with the findings of Beck and Weber (2016a), who reported 
more facilitation for literally than figuratively related targets in a comparable 
experimental setting. However, our prediction is based on a post-hoc analysis of the 
stimuli used in their study. Cognate status across American English and German was 
not controlled for and was unbalanced across conditions, which may have affected 
results as the presence of German-English cognates could affect English lexical decision 
responses. Furthermore, literal targets and their matched controls were significantly 
shorter in word length than figurative targets and their matched controls. Literal targets 
may have benefitted from more facilitation than figurative targets because of their shorter 
word length as well. We assume no difference between figurative and literal conditions 
in our study when these factors are balanced.  
In the L2 Dutch-German study, we predicted facilitation in RTs for the Dutch FIG 
condition compared to the UNREL condition. Our idioms were selected to be well-
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known to L1 speakers, and our bilingual participants had a high level of language 
proficiency and immersion in the language environment. We further predicted to find 
facilitation for LIT targets compared to UNREL targets, considering previous evidence 
for the strength of literal word activation in idiom processing even for more advanced 
learners.  
We predicted no difference in RTs between the FIG and LIT condition for the German-
Dutch bilinguals. This prediction contrasts with the Literal Saliency Hypothesis (Cieślicka, 
2006) that either expects facilitation only for the literal target category, or more 
facilitation in the literal condition than in the figurative condition. As for the natives, 
due to the absence of a strongly biasing context we did not expect a strong suppression 
of literal word activation in the bilinguals.  
Because word frequency can be considered as a typical marker for literal (word) 
activation, we tested several of its effects. First, we predicted that a higher target word 
frequency would facilitate RTs in Dutch lexical decision for both the native and bilingual 
group. This expectation is in line with previous research into frequency effects in lexical 
decision (Grainger, 1990; Rajam & Neely, 1992;  Scarborough, Cortese & Scarborough, 
1977). Second, and more important for the present study, we examined how the 
frequency of the noun at the end of each idiom (e.g., ‘lamp’ at the end of hij liep tegen de 
lamp (he walked against the lamp, he got caught) affects literal word processing within the 
idiom. We reasoned that if this idiom-final word is not suppressed by the idiom, it should 
be able to affect the RT to a literally related target word. Relative to a low frequency 
idiom-final word, a higher frequency word should prime both the idiom and the literal 
reading of the word more strongly, and responses to literally related target words should 
therefore be slowed due to the resulting increased lexical competition. 
Finally, we were interested in the effects of several idiom properties: idiom familiarity, 
imageability, transparency, subjective frequency, and literal plausibility. We expected 
that familiarity would be the most influential predictor for lexical decision RTs in both 
participant groups as idiom familiarity has commonly been identified as one of the most 
important predictors in idiom processing, which is understandable considering that lack 
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of familiarity with the meaning of an idiom should result in a lack of idiomatic meaning 
effects. 
From a methodological perspective, our study added to the existing body of knowledge 
on idiom comprehension in several ways. First, by selecting the idioms most commonly 
known to L1 speakers, we aimed to maximize the odds of our bilingual participants 
being familiar with the idioms as well. Earlier studies commonly assessed idiom 
familiarity by asking participants the question ‘are you familiar with the meaning of this 
idiom?’, without objectively testing knowledge of the actual meaning of the idiom. We 
included open-ended questions at the end of our experiment to avoid this pitfall.  
Second, we considered the effect of frequency not only with respect to the target word, 
but also with respect to literal words within the idiom. Previous research neglected the 
frequency aspects of individual words within idioms, but these may affect processing if 
literal word activation remains during idiom processing.  
Comparing processing of Dutch idioms between Dutch native speakers and German 
learners of Dutch, we used idioms that overlap between Dutch and German only in 
meaning and not in orthographic aspects (i.e., their constituent words were not 
cognates). For example, the Dutch idiom iemand aan de tand voelen (to feel someone on the 
tooth, meaning: to interrogate someone) is a translation equivalent of German jemandem 
auf den Zahn fühlen, but the constituent words in each idiom are non-cognates (at a 
Levenshtein distance of 2 or more for each word). For these expressions, we assumed 
direct translation effects to be minimal to none, considering the short word presentation 
times in an online experiment. 
Finally, we examined the performance of advanced bilinguals (with more than three 
years of experience with L2 Dutch in an immersive environment) and included an 
objective measure of L2 vocabulary knowledge in the Dutch LexTALE vocabulary test 
(Lemhöfer & Broersma, 2012).  
In the next two sections, we will subsequently present the L1 and L2 experiments of our 
study. 
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2.2 L1 Dutch lexical decision in Dutch native speakers 
2.2.1 EXPERIMENT 1: METHOD 
Participants 
In total, 46 students from Radboud University Nijmegen participated in the study (38 
females, mean age=22.7).  All participants were right-handed native speakers of Dutch 
and had normal or corrected to normal vision. Participation in the experiment was 
voluntary and compensated with participant credits or a gift card. 
Materials and Design 
Experimental materials consisted of 26 Dutch idiomatic expressions. Dutch native 
speakers rated each expression on several five point Likert scales. Each expression 
received at least 20 ratings. Four questions were posed before the idiom’s meaning was 
shown, assessing: subjective frequency (‘how often have you seen or heard this 
expression?’), familiarity (‘how familiar are you with the meaning of this expression?’), 
literal plausibility (‘how literally plausible is this sentence?’), and imageability (‘how 
easily can you associate an image with this sentence?’) (see also Hubers et. al., 2018). 
Then, participants answered an open-ended and a four-choice multiple-choice question 
assessing recall and recognition of the idiom’s meaning, respectively. Finally, the correct 
meaning of the idiom was provided and idiom transparency was assessed (‘how clear is 
the meaning of this expression based on the constituent words?’). Idioms were only 
selected for this experiment if they were well known to Dutch native speakers, as 
determined by the average percentage correct on the multiple-choice question. The 26 
selected idioms for this study had an average of 91.96% correct answers (SD=13). All 
idioms included in the experiment are listed in Table 2.A1 and all targets are listed in 
Table 2.A2 in the Appendix. 
Primes consisted of each idiom presented as a sentence. An example sentence is given 
in Table 2.1 for the Dutch idiom iets uit de losse pols doen.  Each sentence ended in a noun 
(henceforth: idiom-final word). Target words were selected for three conditions per 
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idiom: figuratively related to the idiom’s meaning (FIG), semantically related to the 
idiom-final word (LIT), or unrelated to both (UNREL). 
Table 2.1. Experimental idiomatic expression with target words in all three conditions. 
Idiom Prime Hij doet iets uit de losse pols. 
He does something from the loose wrist. 
Meaning He does something with ease / without preparation. 
    
Target Words: FIG MAKKELIJK (EASY) 
 LIT HARTSLAG (HEARTBEAT) 
 UNREL SCHAAMTE (EMBARRASMENT) 
 
Target words for the LIT condition were primarily obtained from the Dutch Word 
Association Database (De Deyne & Storms, 2008). Frequency information for all targets 
was obtained from SUBTLEX-NL, a database of Dutch word frequencies based on 44 
million words from film and television subtitles (Keuleers, Brysbaert & New, 2010). 
Words were only selected for the pool of possible targets if their LOG10 frequency in 
the SUBTLEX-NL database was two or higher. Target word relatedness for each of the 
conditions was assessed in several validation surveys. Each potential target was rated by 
at least 20 participants for its relatedness to the idiom prime and the idiom-final word on 
a five-point Likert scale ranging from ‘completely unrelated’ to ‘completely related’. 
Literal filler pairs (e.g., ‘tiger – stripes’) were inserted into each validation survey to mask 
its purpose. From the validation surveys, target words were selected and balanced across 
conditions on word length and frequency. Paired t-tests showed that the average 
relatedness scores for figuratively related target words in relation to the idiom 
(mean=4.16, SD=.49) did not differ significantly from literally related words in relation 
to the idiom-final noun (mean=4.26, SD=.31, t(26)=-.979, p=.336). Unrelated targets 
were rated as less related to the idiom than FIG words (mean=1.39, SD=.34, 
t(25)=23.093, p<.001) and as less related to the idiom-final word than LIT words 
(mean=1.61, SD=.68, t(25)=17.363, p<.001), but were not significantly less related to 
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one condition over the other. To further ensure that there was no arbitrary meaning 
relationship between FIG targets and the idiom-final word that could cause priming 
independently from the context of the idiom, we conducted a control lexical decision 
experiment. Here, we stripped the idiom of its context and presented only the idiom-
final word as a prime (for example: ‘tooth’ in the idiom to feel someone on the tooth). A 
linear mixed effects regression analysis showed that idiom-final words in isolation only 
primed LIT targets (mean RT in milliseconds=504, SD=97) in comparison to FIG 
targets (mean=519, SD=101; Estimate=.04325, SE=.009615, t(1761)=4. 498, p<.001) 
and UNREL targets (mean=519, SD=104; (Estimate=.03180, SE=.009297, t(1858)=3. 
420, p<.001). This study validated our stimulus materials (refer to Appendix S1 in this 
thesis for the methods and results of the control experiment). 
Procedure  
Participants were tested individually in a single session. Presentation of visual primes 
and targets was programmed in Psychopy (Peirce, 2007). RTs were recorded via a 
dedicated button box designed by the Radboud Donders Centre for Cognition’s 
Technical Group (BitsiBox) at one millisecond accuracy. Participants were seated at a 
table at 60 cm distance from the computer screen. They received a Dutch-written 
instruction that was repeated orally, informing them that they would see a series of 
sequentially presented words in white, with one word presented in red capital letters. 
They were asked to decide whether the red word was a Dutch word or not by pressing 
one of two buttons on the button box in front of them. Participants were instructed to 
respond as quickly and as accurately as possible. A short practice session consisting of 
16 example stimuli preceded the experimental trials, to allow participants to familiarize 
themselves with the task. A fixation cross (+) was presented at the start of each trial with 
a duration of 1.5 seconds. An idiom sentence prime was then presented one word at a 
time in the center of the screen in white letters in the font Arial (font size 42.5) on a black 
background. Each word was presented for 300 ms and followed by a 300 ms blank 
screen. Next, each target word was presented 300 ms after the offset of the idiom-final 
word. Participants had a three second time window to provide a response before the next 
trial started automatically.  
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Each participant worked through a pseudorandomized stimulus list in which each 
expression occurred thrice. This order of presentation was counterbalanced across lists. 
Filler sentences were created to mask the presence of the experimental sentences. All 
fillers were also idioms that occurred three times (44 idiom fillers), and were presented 
with either three nonwords or words, or a balanced selection of nonwords and words. 
For example, the idiom de eerste viool spelen (to play the first violin, to have the most 
important role) was presented once with a literally related target word (ORKEST / 
ORCHESTRA) and twice with non-word targets. This resulted in a fifty-fifty percent 
chance of encountering a word or non-word in the lexical decision task. The task was 
split into five blocks for a total of 210 trials. Participants were allowed to take a break 
after each block for however long they wished, and were able to continue the experiment 
by themselves. In total, the lexical decision task took about 25 to 30 minutes per 
participant. 
After the task, participants provided biographical information. Then they answered 
open-ended questions assessing their knowledge of the experimental idioms by typing in 
the meaning of each expression.  
2.2.2 EXPERIMENT 1: RESULTS 
Reaction times  
One expression and its targets (tussen twee vuren zitten) were excluded from the analysis, 
as participants provided too many idiosyncratic meanings for this expression in the open-
ended question to reliably include it. One participant was excluded for slow overall RTs 
at 2.5 SDs from the overall mean. One item was excluded for more than 20% data loss 
(‘KAAK’ / ‘JAW’), and one further target was removed for overall slow outlier RTs at 
2.5 SDs from the overall mean (‘INGEWANDEN’ / ‘INTESTINES’). Outliers were 
removed at both subject and item level at and above 2.5 SDs from the mean. One further 
item was excluded for over 20% data loss after outlier analysis (‘BOFFEN’ / ‘TO BE 
LUCKY’). In total, 10.1% of raw data were removed due to these procedures. Paired t-
tests showed that target word length and target word frequency remained balanced after 
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these three items were removed. Means and SDs for targets are provided in Table 2.2 
below along with error rates. The mean RT for target nonwords was 637 ms (SD=175).  
Table 2.2. Means and standard deviations (between parentheses) for RTs and error rates for each 
Target Word Condition in Experiment 1 (Dutch idiom priming) and Experiment 2 (bilingual 
idiom priming).  
 Figuratively related Literally related Unrelated 
Experiment 1    
Mean RT (SD) 566 (118) 566 (115) 582 (121) 
Error Rate (SD) .02 (.04) .04 (.05) .04 (.04) 
Experiment 2    
Mean RT (SD)  646 (129) 645 (127) 669 (140) 
Error Rate (SD) .06 (.07) .10 (.13) .09 (.11) 
 
Linear mixed effects model regression analyses were conducted in Rstudio (lmerTest 
package in R Project for Statistical Computing, R version 3.4.1) on correct responses 
only. This analysis takes into account random effects at both subject and item level, 
eliminating the need for separate subject and items (F1, F2) ANOVAs. Log-transformed 
RTs were taken as the dependent variable, and the contribution of several predictors was 
assessed: Target Word Condition (figuratively related (FIG), literally related (LIT), or 
unrelated (UNREL)), Target Word Length, Target Word Frequency, and Idiom-Final 
Word Frequency. The contribution of idiom-level predictors was also assessed: 
Subjective Frequency, Familiarity, Transparency, Imageability, and Literal Plausibility. 
Participant and Item were included as random factors, where Item was defined at the 
level of the idiomatic expression as target words were matched in triplets corresponding 
to each idiom. 
Multi-collinearity of idiom-level predictors was addressed by computing bivariate 
correlations. Literal plausibility and Imageability were shown to be correlated (r²=.655, 
p<.001), and a significant correlation was also found between Transparency and 
Imageability (r²=.488, p<.01). We started with the simplest regression model and 
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iteratively added predictors until we reached the most explanatory, theoretically relevant 
model (Hox, 2002). Each model was tested against its predecessor in an ANOVA in a 
stepwise selection procedure until the best fitting model had been selected. The final 
model took the log-transformed RTs as the dependent variable and included a random 
slope for Participant (over Trial Number to take into account individual order effects), 
and for Item. A fixed effect of Trial Number was also included. Several interactions 
between Target Word Condition and other predictors were included: a two-way 
interaction between Target Word Condition*Idiom-Final Word Frequency, and two 
three-way interactions between (1) Target Word Condition*Target Word 
Frequency*Target Word Length, and (2) Target Word Condition*Transparency (Idiom-
Level Predictor)*Literal Plausibility (Idiom-Level Predictor). We applied t>1.96 as an 
indication for significance. All tests that are reported to be significant according to this 
t-criterion are also significant when the LmerTest statistic is applied, and p-values 
provided by this statistical package are provided. The predictors Target Word Frequency 
and Idiom-Final Word Frequency were centered. Condition effects were examined by 
releveling the Target Word Condition factor within the linear mixed effects model. The 
most relevant results of Experiment 1 are summarized in Table 2.3 for the relevel of the 
model where the unrelated condition is placed on the intercept. Other comparisons are 
made in text in the next two sections. Releveling the model by placing conditions on the 
intercept gives intercept values for the UNREL condition (Estimate=5.715, SE=.2277, 
t(4325)=25.101, p<. 001), the FIG condition (Estimate=6.780, SE=..2011, 
t(4958)=33.714, p<. 001), and the LIT condition (Estimate=7.266, SE=.2281, 
t(5881)=31.857, p<. 001).  
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Table 2.3. Releveled linear mixed effects regression model for Dutch lexical decision by Dutch L1 
speakers with idiom primes, putting the unrelated (UNREL) condition on the intercept. 
 Estimate 
(β) 
 
SE 
 
df 
 
t 
 
p 
UNREL vs. FIG 1.064 .02542 2762 4.188 .000 
UNREL vs. LIT 1.551 .02715 2765 5.711 .000 
Target Frequency .08824 .08097 483.1 1.090 .276 
Target Length -.01522 .00531 679.4 -2.869 .004 
Idiom-final Word Frequency .005908 .01530 36.6 .386 .702 
Trial Number -.01259 .00556 44.8 -2.265 .028 
Transparency .2265 .06477 390.2 3.497 .000 
Literal Plausibility .1915 .05035 759.4 3.802 .000 
Target Frequency* Length -.01846 .01260 62.85 -1.464 .144 
(UNREL)FIG*Target Frequency -.3762 .09774 2454 -3.849 .000 
(UNREL)LIT*Target Frequency -.2902 .1008 1759 -2.877 .004 
(UNREL)FIG*Idiom-final Word 
Frequency 
-.003832 .01294 2845 -.296 .767 
(UNREL)LIT*Idiom-final Word 
Frequency 
.04256 .01394 1229 3.053 .002 
Transparency*Literal 
Plausibility 
-.05928 .01510 68.49 -3.926 .000 
 
Condition and frequency effects  
As can be seen in Table 2.3, RTs across the three conditions differed, with faster 
responses to FIG targets than UNREL targets (Estimate=-1.064, SE=.02542, 
t(2762)=4.188, p<. 001) and faster responses to LIT targets than UNREL targets 
(Estimate=-1.551, SE=.02715, t(2765)=5.711, p<.001), but no difference between RTs 
on FIG and LIT targets. There was a simple effect of Trial Number where RTs became 
faster as the experiment progressed in all three conditions (Estimate=-.01259, 
SE=.005561, t(44.8)=-2.265, p=.03). Shorter targets were responded to faster than longer 
CHAPTER 2 
46 
 
targets across all three conditions, as reflected in a simple effect of Target Word Length 
for UNREL (Estimate=-.01522, SE=.005307, t(679.4)=-2.869, p=.004), FIG 
(Estimate=-.008230, SE=.003587, t(1149)=-2.295, p=.022), and LIT targets (Estimate=-
.02055, SE=.006677, t(354.1)=-3.078, p=.002). A simple effect of Target Word 
Frequency showed that higher frequency targets were overall responded to faster in the 
FIG condition (Estimate=-.2879, SE=.07814, t(631.4)=-3.684, p<.001) and the LIT 
condition (Estimate=-.2019, SE=.07391, t(57.66)=-2.732, p=.006), but not in the 
UNREL condition. In the FIG condition, the Target Word Frequency*Target Word 
Length interaction showed that, on average, an increase in target word frequency caused 
a slowing in RTs specifically for longer targets (Estimate=.003375, SE=.01216, 
t(874.7)=2.775, p<.001), even though the overall effect of word frequency was 
facilitatory.  
The same pattern of results fell just short of significance in the LIT condition 
(Estimate=.02175, SE=.01134, t(60.6)=1.918, p=.056), and was not present in the 
UNREL condition.  For Idiom-Final Word Frequency, we found a simple effect only in 
the LIT condition (Estimate=.04847, SE=.01504, t(33.2)=3.221, p=.003), where a 
higher idiom-final word frequency resulted in slower RTs on LIT targets. The two-way 
interaction effect between Target Word Condition and Idiom-Final Word Frequency 
(see Figure 2.1) showed that RTs were slowed on targets following a higher frequency 
idiom-final word in the LIT condition only as compared to the FIG condition 
(Estimate=-.04639, SE=.01313, t(1536)=-3.534, p<.001) and the UNREL condition 
(Estimate=-.04256, SE=.01394, t(1229)=-3.053, p=.002). In sum, Idiom-Final Word 
Frequency was only an important predictor for RTs in the LIT condition, where higher 
frequencies resulted in slower RTs. 
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Figure 2.1. Idiom-Final Word Frequency effects for all three conditions: Figurative (FIG), Literal 
(LIT), and Unrelated (UNREL) in the idiom priming experiment. 
Effects of idiom-level predictors 
here was a simple effect of Transparency in all conditions, but directions of the effect 
differed. Higher Transparency of the idiom resulted in faster RTs in both the FIG 
condition (Estimate=-.1192, SE=.05867, t(43.50)=-2.032, p<.05) and the LIT condition 
(Estimate=-.2364, SE=.06859, t(662.3)=-3.446, p<.001), but this effect was reversed in 
the UNREL condition where higher Transparency slowed RTs (Estimate=.2265, 
SE=.06477, t(390.2)=3.497, p<.001). There was RT facilitation for higher Literal 
Plausibility of the idiom in both the LIT condition (Estimate=-.1997, SE=.05713, 
t(1458)=-3.496, p<.001) and the UNREL condition (Estimate=.1915, SE=.05035, 
t(75.94)=3.802, p<.001), this effect fell just short of significance in the FIG condition 
(Estimate=-.08567, SE=.04485, t(1104)=-1.910, p=.056). This difference in 
Transparency and Literal Plausibiliy effects should be considered in light of the three-
way interaction between Target Word Condition, Transparency of the idiom, and Literal 
Plausibility of the idiom. Here, the direction of the Transparency*Literal Plausibility 
effect differed between the FIG and UNREL conditions (Estimate=-.08679, SE=.01730, 
t(2836)=-5.017, p<.001) and the LIT and UNREL conditions (Estimate=-.1155, 
SE=.01990, t(2733)=-5.804, p<.001), but not between the FIG and LIT  condition. RTs 
in both the FIG and LIT condition were slowed for idioms with both high transparency 
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and high literal plausibility, but RTs on UNREL targets actually became faster as literal 
plausibility of a highly transparent idiom increased. 
Error analysis  
Error rates on words in the lexical decision task averaged .04 with a maximum of .15 
(SD=.03).  Table 2.2 reports list means and standard deviations for the error analysis. 
The mean error rate for nonwords was .05 (SD=.04). A binary logistic regression run on 
correctness of judgments did not yield differences in error rates between the experimental 
conditions. 
2.2.3 EXPERIMENT 1: DISCUSSION 
We found priming of the meaning of idioms presented in a minimal context as reflected 
by faster RTs in the FIG than the UNREL condition, in line with the hypothesis that the 
idiom’s representation is activated as a whole during online processing. We also found 
priming of targets in the LIT condition compared to the UNREL condition, showing 
that literal word meanings were also activated. We ensured that the figurative priming 
effect was not due to spurious relationships between the idiom-final word and the target 
words (e.g. tooth and QUESTION) by conducting a control experiment in which the 
idiom-final word was isolated and presented in a word-word priming paradigm (see 
Methods section above and  Appendix S1). In this control experiment, we found only 
facilitation for targets in the LIT condition (e.g. tooth – JAW).  
Target word frequency facilitated RTs for targets in FIG and LIT conditions as 
compared to the UNREL condition. In the UNREL condition, the absence of a 
frequency effect could be due to a ceiling effect where RTs simply could not benefit from 
more facilitation from target word frequency on top of target word length effects. Target 
word length was important across all three conditions, with shorter targets receiving 
faster responses.  
The word frequency of the idiom-final word negatively affected RTs on LIT targets. A 
higher word frequency of the idiom-final word was associated with slower RTs on LIT 
targets. This inhibition effect could be attributed to conflicting processes: The idiomatic 
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input causes strong activation of the idiom as a whole, but literal words within the 
expression also become activated (as shown by the priming effect for LIT targets). If the 
idiom-final word is more frequent, it becomes harder to suppress its activation. When 
required to respond to a literally related target, this conflicting process slows down RTs. 
This finding stands in contrast to Rommers et al. (2013), who reported suppression of 
literal word meanings by the idiom. One explanation for our finding lies in the presence 
of an idiomatically biasing context in Rommers et al., in contrast to the current 
experiment. A strongly idiomatically biasing context could suppress literal word 
meanings as the retrieval of such meanings is no longer necessary (and, in fact, 
disadvantageous) to understand the input once the idiom has been recognized as such. 
The idiom’s meaning can be retrieved and the literal word meaning is no longer relevant. 
If word meanings were suppressed by the idiom as a whole, we would not have found 
any literal word priming in our task. Therefore, we take this finding as a strong, 
additional indication of literal word processing during idiom comprehension in the 
absence of a strongly biasing context. 
Considering our idiom-level predictors, we found effects only for idiom transparency 
and literal plausibility. In the figurative condition, a competition effect arose between 
transparency and literal plausibility. A higher transparency of idiom meaning facilitates 
RTs on figurative related target words, as this meaning becomes available more quickly 
for this type of idiom. However, higher transparency idioms experienced more 
interference from a highly literally plausible interpretation of the idiom, reflected in an 
inhibitory effect on RTs in the FIG condition. As such, integration of the figurative 
meaning of the idiom is hindered by the presence of a strongly possible literal sentence 
reading of the same idiom, resulting in competition between the idiom’s figurative and 
literal sentence meanings.  
Literally related targets also showed competition, although the effect was less strong. A 
high literal plausibility of the idiom generally facilitates RTs on targets literally related 
to the sentence-final word. However, if the same literally plausible idiom has a very 
transparent meaning, the idiomatic interpretation competes with its literal sentence 
interpretation, causing inhibition on RTs. This competition effect was present in both 
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the FIG and LIT conditions, but it was stronger in the FIG condition. We suggest that 
the integration of a more abstract, idiomatic meaning is hindered by such competition. 
2.3 L2 Dutch lexical decision in German-Dutch bilinguals 
2.3.1 EXPERIMENT 2: METHOD 
Participants 
Participants were L2 learners of Dutch with L1 German (29 total, 24 females, mean 
age=25.31) who had an average of 5.6 years of experience actively using the Dutch 
language and who had been living in the Netherlands for an average of 4.2 years. All 
participants had normal or corrected to normal vision. Participation in the experiment 
was voluntary and compensated with a gift card. 
Materials and Design 
The same materials were used as in Experiment 1. Idioms selected for the current 
experiment existed in both Dutch and German, but were comprised of non-cognate 
words at a Levenshtein distance of two or more compared to their German counterpart. 
For example: the Dutch expression iets uit de losse pols doen (to do something from the loose 
wrist) and the German expression etwas aus dem Handgelenk schütteln share the same 
overall meaning ‘to do something with ease’, but are comprised of words with differing 
orthography. Overlap with German was determined by subjective ratings of six native 
speakers of German who provided German counterparts for each Dutch expression. 
These suggestions were validated through the use of dictionaries such as the German-
Dutch and Dutch-German ‘van Dale’ dictionary and an online index for German 
expressions, Redensarten Index (2001).  
Procedure  
The same procedure as in Experiment 1 was employed. Participants performed a lexical 
decision task in which they were presented with Dutch words and nonwords, and 
pressed one of two buttons to indicate whether the presented item was an existing Dutch 
word or not. Additionally, participants completed the LexTALE Dutch vocabulary test 
(Lemhöfer & Broersma, 2012) that rates vocabulary knowledge on a scale of zero to 100. 
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Participants scored an average of 71.81. Participants also completed a language 
background questionnaire assessing their years of experience with Dutch and the time 
they had spent living in the Netherlands, as well as their exposure to the Dutch language. 
2.3.2 EXPERIMENT 2: RESULTS 
Reaction times  
As in Experiments 1 and 2, the expression tussen twee vuren zitten was excluded from 
analysis to maximize comparability between experiments. Three participants were 
excluded for error percentages over 20%. Nine items were excluded for over  20% data 
loss (‘WREED’, ‘BOFFEN’, ‘INGEWANDEN’, ‘KAAK’, ‘KRUK’, ‘LINT’, 
‘STAKEN’, ‘VERWAAND’ and ‘VONK’) and one item was excluded for outlier slow 
RTs (‘WIJD’). Outliers were removed at both subject and item level at 2.5 SDs from the 
mean. In total, 20.3% of the raw data were removed due to these procedures. Items 
remained balanced across conditions in terms of word frequency and word length in 
paired t-tests. Mean RTs and error rates are shown in Table 2.2. The mean RT for 
nonwords was 758 ms (SD=193). 
The final linear mixed effects regression model was made by adding predictors in an 
iterative manner, testing each model against its predecessor in an ANOVA until the most 
complex theoretically relevant model had been reached. None of the idiom-level 
predictors provided a significant contribution to the final model. The final model took 
the log-transformed RTs as the dependent variable and included a random slope for 
Participant (over Trial Number), and Item at the idiom-level. Main effects were included 
for Trial Number, Target Word Condition, Target Word Frequency, and Target Word 
Length. No interaction effects were included. Again, we compared our three target 
conditions by releveling the linear mixed effects regression model. Results are shown in 
Table 2.5 for the relevel of the model with the unrelated (UNREL) condition on the 
intercept. Because the model is releveled, intercepts differ for the UNREL 
(Estimate=6.546, SE=.03775, t(1340)=173.383, p<.001), FIG (Estimate=6.508, 
SE=.03888, t(1416)=167.391, p<. 001), and LIT (Estimate=6.502, SE=.03700, 
t(1286)=175.719, p<. 001) conditions. 
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Table 2.5. Releveled linear mixed effects regression model for Dutch lexical decision by German-
Dutch bilinguals with idiom primes with unrelated (UNREL) condition on the intercept. 
 Estimate (β) SE df t p 
UNREL vs. FIG -.03814 .009517 1340 -4.007 .000 
UNREL vs. LIT -.04430 .009517 1487 -4.336 .000 
Target Word Frequency -.06836 .01022 350 -5.914 .000 
Target Word Length -.007769 .004219 21 -1.842 .067 
Trial Number -.006235 .006613 25 -0.943 .356 
 
Participants responded faster to both FIG (Estimate=.03814, SE=.009517, t(1340)=4. 
007, p<.001) and LIT targets (Estimate=.04430, SE=.009517, t(1487) =4. 336, p<.001) 
compared to UNREL targets, but there was no difference between FIG and LIT targets. 
Trial Number did not have a significant effect on RTs in the bilingual group, but 
accounted for some of the variance in the model. There was a simple effect of Target 
Word Frequency in all three conditions (for each condition: Estimate=-.06836, 
SE=.01022, t(350)=-5.914, p<.001), where higher frequency targets were responded to 
significantly faster (see Figure 2.2). The effect of Target Word Length showed a trend 
towards shorter targets receiving faster responses by the bilingual participants (for each 
condition: Estimate=-.007769, SE=.004219, t(21)=-1.842, p=.07).
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Figure 2.2. Target Word Frequency effects in all three conditions: Figurative (FIG), Literal (LIT), 
and Unrelated (UNREL) in the German-Dutch bilingual idiom priming experiment. 
Error analysis 
Error rates in the lexical decision task averaged .09 across conditions with a maximum 
of .24 (SD=.05). Table 2.2 lists means and SDs for the error analysis. The mean error 
rate for nonwords was .09 (SD=.07). A binary logistic regression model was run with 
correctness of lexical decision judgments as the dependent variable. For the experimental 
conditions, we found that FIG targets were responded to slightly more accurately than 
UNREL targets (Estimate=.8874, SE=.3525, z=2.518, p=.01), but no other differences 
were found. Furthermore, higher frequency targets received more accurate responses 
overall than lower frequency targets (Estimate=-.1.6059, SE=.3674, z=-4.370, p<. 001). 
Lastly, shorter targets received more accurate responses overall than lower frequency 
targets (Estimate=-.3322, SE=.1150, z=-2.890, p<. 01). 
2.3.3 EXPERIMENT 2: DISCUSSION 
For German-Dutch bilinguals processing in their L2 Dutch, we observed faster response 
times to figuratively related target words than to unrelated target words, a sign of 
meaning activation of the associated idioms in the participants’ L2. Comparable 
facilitation was found for literally related vs unrelated target words. No RT difference 
was found between figuratively and literally related words. These findings suggest that 
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both the figurative meaning of the idiom as a whole as well as literal word meanings are 
available online to highly proficient bilinguals during idiom comprehension. 
A higher target word frequency facilitated RTs in all three conditions. Target Word 
Length showed a trend towards shorter targets being responded to faster, but this effect 
fell just short of significance. We suggest that the same mechanisms are at play for both 
L1 and L2 speakers during idiom processing in our study, but that our bilingual 
participants were less sensitive to certain word aspects due to less experience with their 
L2.  
Whereas the processing by native speakers was sensitive to idiom properties, this was 
not the case for the bilinguals. This relative insensitivity might be attributed to the 
reduced experience with idioms in our bilingual group. Because they have not been in 
the language environment for as long, bilinguals may have encountered these idioms less 
frequently than natives. As a result, there would be a weaker activation of idiom 
representations and their properties in L2 speakers than in L1 speakers. 
2.4 GENERAL DISCUSSION 
Dutch L1 speakers and advanced German–Dutch bilinguals made Dutch lexical 
decisions on target words following sentences that had idiomatic and literal 
interpretations, such as Hij voelt hem aan de tand (He feels him on the tooth). Relative to 
unrelated target words, Dutch L1 speakers responded faster to both figuratively related 
words (QUESTION) as well as words related to the last word of the idiom prime (tooth  
- JAW). Dutch L1 speakers were sensitive to the targets’ word frequency and length. A 
higher transparency of the idiom’s meaning caused interference effects for highly literally 
plausible idioms (e.g., idioms with a more highly likely literal sentence meaning 
interpretation, such as He shook her awake). This effect can be interpreted as a reflection 
of competition between the idiom’s meaning as a whole and its interpretation as a literal 
sentence. If a sentence has a very clear idiomatic meaning, but also has a highly likely 
literal interpretation, this hinders responses to both figuratively and literally related 
targets through competition effects.  
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Finally, a higher idiom-final word frequency inhibited responses to literally related 
targets. This effect may be ascribed to competition between the idiom’s figurative 
meaning and its literal word constituents. A higher word frequency of the idiom-final 
word can only inhibit lexical decision responses on literally related targets if there is 
competition between the idiom and its literal word constituents. Through this 
competition, responses to literally related targets are slowed, because the prime word 
they are related to is also part of an idiom. Thus, the idiom-final word primes both its 
semantic associates and the idiom it is a part of. When idiom-final words were presented 
in isolation in our control experiment (see Appendix S1), this inhibition effect 
disappeared, because there was no longer competition between the prime word and an 
idiomatic context in which it was contained.  
In a second idiom-priming experiment, highly proficient German-Dutch bilinguals 
performed the same lexical decision task as the Dutch L1 speakers in Experiment 1. L2 
speakers showed priming for both figuratively and literally related targets compared to 
unrelated targets. Target word frequency facilitated responses in all conditions. 
However, L2 participants were not sensitive to the frequency of the idiom-final word. 
Bilinguals also did not show sensitivity to idiom-level predictors such as transparency 
and literal plausibility.  
To account for these data patterns in native and non-native language users, a hybrid 
processing model is required, such as that proposed by Sprenger et al. (2006). In line 
with such a model, both the figurative meaning of the idioms and literal word meaning 
of idiom-final words were equally available when L1 and L2 speakers of Dutch 
processed idioms online. Furthermore, different idiom properties can affect the 
processing and retrieval of idiomatic meaning for L1 speakers, which is in line with the 
Constraint-Based Model of Idiom Processing (Titone & Libben, 2008; Titone & Libben, 
2014). Models that give precedence to either figurative or literal sentence or word 
meaning cannot account for these findings. We should have found priming only for 
figuratively related targets if figurative meaning had taken precedence in our study, as 
literal word processing would have been aborted once the idiom had been recognized as 
such (Gibbs, 1980; Swinney & Cutler, 1979). Similarly, if literal word meaning took 
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precedence and idiomatic meaning was only computed after reliable rejection of a literal 
interpretation of our sentences (Bobrow & Bell, 1973), we would not have found priming 
for both figuratively and literally related targets. The findings are in line with the 
Configuration Hypothesis: We note that Cacciari and Tabossi (1988) reported similar 
results at a similar time of measurement. However, other assumptions of the 
Configuration Hypothesis, such as the idiom key, were not part of the current investigation, 
given that we only measured at a timeframe when the entire idiom is already available 
for integration. 
2.4.1 Processing account 
More specifically, our data for Dutch native speakers appear to be in line with the 
following task-dependent processing account for native speakers and bilinguals. For each 
incoming word, word form and then meaning is retrieved. Lexical meaning is integrated 
into a meaning representation for the sentence as far as it is available.  
Normally, sentence context or other previously presented information provides a relative 
bias towards a literal or an idiomatic sentence interpretation. This bias will affect the 
speed with which the meaning of an upcoming word can be integrated within the 
sentence interpretation under construction. In a purely literal context, the integration of 
a word in the sentence framework is co-determined by its lexical properties (e.g., its 
frequency and plausibility). In case the sentence-final item has a higher word frequency, 
it will result in more spreading activation to a semantically-related target word presented 
after the sentence.  
In our experimental situation however, the sentence-final word completes an idiomatic 
expression. The idiomatic meaning representation of the sentence has gradually built up 
during its word-by-word presentation, and it is completed when the final word is 
presented. Importantly, to complete the idiomatic expression, only the form of the last 
item is relevant. In fact, the meaning of the last item in the sentence may compete with 
the often completely unrelated meaning of the idiom. It takes time to resolve this 
competition. During this time, the isolated target item for lexical decision is presented. 
Temporarily, both the idiomatic and the literal sentence interpretation are active. The 
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transitory competition is reflected in the native data in the observed interaction of 
transparency and literal plausibility: Processing more transparent idioms is hindered 
more by a higher literal plausibility of the idiom for both figuratively and literally related 
targets.  
In contrast to Rommers et al. (2013), we did not find evidence for suppression of literal 
word activation. We account for this difference in findings in terms of the strength of 
context effects. Whereas Rommers et al. presented their target word as the last word of 
a sentence in extensive idiomatically or literally biasing contexts, we presented idioms 
in relative isolation. We propose that, given time, such a biasing context may override 
or suppress literal word activation.  
2.4.2 Task aspects 
Crucial in our processing account is the moment at which a target word is presented 
relative to the activation state at the sentence level. This makes our account task-
dependent in the light of timing differences between research paradigms. In many 
studies, it is the sentence-final word that is the focus of investigation (e.g. Carrol & 
Conklin, 2017; Carrol, Conklin & Gyllstad, 2016, Rommers, Dijkstra & Bastiaansen, 
2013). When this word is processed, both the idiomatic sentence interpretation and the 
literal sentence interpretation are still under development. As a consequence, the 
relationship between the earlier presented words and the last word of the sentence (e.g., 
CLOZE probability) will play an important role (as well as the properties of this word 
itself). However, in our paradigm the last word of the sentence has already been 
integrated, which allows completion of both the idiomatic expression and the literal 
interpretation of the sentence. As such, the sentence-final word has already contributed 
to the sentence as a whole and its prediction may be less relevant as it is readily available.  
On the basis of this analysis, we recommend that task differences in terms of activation 
time-course are carefully considered when findings are compared across empirical 
studies.  
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2.4.3 Native and Bilingual Idiom Processing 
One implication of our processing account is that changes in the relative activation speed 
of different sentence or word properties may be reflected in the processing of the target 
word. Under the assumption that the two groups process sentences according to similar 
mechanisms, their global result patterns for figurative and literal meaning conditions 
might look more or less similar (e.g., in terms of main effects and interactions for the 
same predictors). However, timing differences may result in different contributions of 
form and meaning properties to the performance of the two groups. Global similarity 
but difference in detail is exactly what we found for the results in the two groups.  
Individual word properties 
For the L1 speakers in Experiment 1, representations of individual Dutch words are 
strong and readily available. This results in facilitatory effects of target word frequency 
and length, but also in a sensitivity to other word frequency aspects. In particular, a 
higher final-word frequency inhibited responses on literally related targets, indicating the 
presence of competition between literal word aspects (i.e. frequency) and the sentence’s 
idiomatic interpretation.  
In contrast, L2 participants in Experiment 2 did not show such a sensitivity to idiom-
final word frequency. Having less experience with Dutch, their Dutch (L2) word 
representations are weaker than for L1 speakers. This is reflected in overall slower 
responses in Experiment 2. L2 participants did show facilitation of target word 
frequency, but this was the only significant contributor in terms of word aspects. Their 
representations of individual words may be too weak to induce idiom-final word 
frequency effects such as in L1. In sum, because they do not have the same degree of 
exposure to the Dutch language, L2 participants are not sensitive to subtle variations in 
the frequency of the idiom-final word when making their decision on the subsequent 
target word.  
Idiom properties  
A similar reasoning about relative activation speed holds for L1 and L2 figurative 
processing. Our native speakers have extensive experience with Dutch idioms, which are 
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likely to be strongly represented in their mental lexicon. Note that our idioms were 
selected based on how well-known their meaning is to Dutch natives, a criterion which 
resulted in relatively little variance in idiom properties given that these idioms may also 
be more transparent, subjectively frequent, etc. We found competition of transparency 
and literal plausibility in our L1 study. When the meaning of an idiom being processed 
was more transparent, this was hindered by a more literally plausible interpretation of 
the sentence. In sum, L1 speakers are sensitive to context information provided by both 
word and sentence properties when they make their lexical decision on the isolated target 
word.  
In contrast, representations of Dutch idioms are less strongly represented in L2 
participants, due to considerably less language exposure. L2 participants were familiar 
with the meaning of the experimental idioms, as these were selected from among the 
best-known Dutch idioms. However, few encounters with these idioms and less 
knowledge of Dutch idioms overall made the L2 participants less sensitive to their 
properties than L1 participants. Because in our experimental set-up only sentences with 
a possible idiomatic continuation were included, participants may have been 
‘figuratively attuned’, and as such activation of figurative meaning may have been 
boosted (Beck & Weber, 2016b). Nevertheless, only general effects of figurative and 
literal word meaning were found in the L2 group and no particular sensitivities to 
different idiom properties.  
2.4.4 Future research 
In the present experimental context, all sentences included word sequences that had a 
possible idiomatic interpretation. Employing only a minimal context, we obtained 
idiom-final word frequency effects, indicative of literal meaning activation. Future 
research should determine if the effects are sustained in stronger biasing contexts, e.g., with 
a preceding disambiguating sentence. If literal word activation is indeed suppressed in a 
sufficiently biasing idiomatic context, inhibition effects caused by higher idiom-final 
word frequency should disappear.  
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These effects can also be investigated by manipulating task demands.  Measuring on the 
idiom-final word or on a target word following the idiom prime should yield different 
result patterns, as in one scenario the word is predicted and needs to be integrated, 
whereas in the other it is already available as a sentence completion before a target word 
is presented. 
Differences in activation speed of individual words may not only be present for words 
differing in frequency, but also in terms of their cross-linguistic overlap. For instance, the 
presence of cognates in the idiom could facilitate translation between languages. In our 
study, we carefully avoided the inclusion of cognates in our stimulus materials. This 
aspect might explain that, in contrast to Beck and Weber (2016a), we did not obtain 
more facilitation for literally than figuratively related targets relative to the unrelated 
conditions for either our L1 or our L2 groups. At a more global level, the result patterns 
in our study were comparable to theirs in that L1 and L2 participants performed similarly 
under the same task demands, although result patterns differed across studies. Thus, 
future research should explicitly focus on the effects of cognates in the stimulus lists or 
otherwise carefully balance the number of cognates across conditions.  
Another important type of cross-language overlap is conceptual or meaning overlap. We 
chose to select idiomatic stimuli without form overlap (hence: no cognates) but with 
conceptual overlap between the two languages. However, the consequences of such 
overlap on processing are not fully clear (see our review of cross-linguistic overlap in the 
Introduction). An interesting future manipulation is to consider the frequency effect of 
an idiom-final word when this word is a cognate. Contrasting literal and figurative 
sentences with or without conceptual overlap by positioning cognates or non-cognates 
at the crucial idiom-final position opens up an interesting avenue of research.  
2.5 CONCLUSIONS 
In our study, we observed both quantitative and qualitative similarities and differences 
between L1 and L2 speakers of Dutch. Although L1 and L2 speakers were both familiar 
with the meaning of the presented Dutch idioms, they differed in speed of processing 
and sensitivity to properties of the idiomatic and literal sentences as a whole and of each 
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word individually (e.g., frequency). The different result patterns for the two groups could 
be ascribed to a different exposure to Dutch words and idioms, but also to differences in 
processing capacity and working memory with respect to the target language (their L1 
or L2).  
In all, the current study offers several novel insights. First, our idiom-priming study was 
the first to manipulate the word frequency of literal word constituents within the idiom. 
Idiom-final word frequency effects pointed at competition effects between the idiom 
sentence’s representation as a whole and its constituent words. Their direct competition 
was also evident from an interaction of transparency and literal plausibility.  
Second, L2 speakers are able to process both figurative and literal word meaning aspects 
in idiom priming similarly to L1 speakers, but their depth of knowledge and processing 
differs in terms of sensitivity to more subtle variations such as idiom transparency when 
variation in the presented materials is limited.  
Finally, our study suggests that the time-course of sentence activation and consecutive 
result patterns depend on task properties. It makes a difference whether measurement 
takes place on the idiom-final word or on an isolated word presented after the entire 
idiom is available. Future studies should study the consequences of different task 
demands when theoretical questions are posed involving time-course aspects of 
figurative and literal sentence processing. What you see depends both on where and 
when you look. 
  
 
 
 
 
 
een held op sokken zijn 
to be a hero on socks 
Meaning: pretending to be brave, but really being scared (e.g. “He talks tough, but 
he’s really a hero on socks!”) 
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Chapter 3 
 
THE PREDICTION AND PROCESSING OF 
IDIOMATIC MEANING IN FIGURATIVELY AND 
LITERALLY BIASING CONTEXTS 
 
 
 
 
 
This chapter is based on: 
Hendriks, M.*, van Ginkel, W.*, Dijkstra, T., & Piai, V. (Under Review). Dropping 
 Beans or Spilling Secrets: how Idiomatic Context Bias affects Prediction.
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ABSTRACT 
Idioms can have both a literal and a figurative interpretation (e.g., to kick the bucket). 
Which interpretation should be activated can be disambiguated by a preceding context 
(e.g., The old man was sick. He kicked the bucket.). We investigated whether the idiomatic 
and literal uses of idioms have different predictive properties when the idiom has been 
biased towards a literal or a figurative sentence interpretation. EEG was recorded as 
participants performed a lexical decision task on idiom-final words in biased idioms and 
literal (compositional) sentences. Time-frequency analysis of the interval before 
presentation of the idiom-final word revealed differences in alpha-beta 
desynchronization between literally and figuratively used idiomatic sequences, and 
between literally used idiomatic sequences and compositional (literal) sentences. We 
argue that lexico-semantic retrieval plays a larger role in literally than figuratively biased 
idioms, as retrieval of the word meaning is less relevant in the latter and the word form 
has to be matched to a template. Targets in idioms were identified faster in both 
figuratively and literally used idioms versus compositional sentences, as a function of 
cloze probability. N400 results showed more semantic expectancy for the figurative and 
literal uses of idioms than the compositional sentences. The results are interpreted in 
terms of context integration and word retrieval. 
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3.1 INTRODUCTION 
Predicting upcoming events in perception and in social interactions plays an important 
role in establishing fluent and appropriate behavior in the world (see Huettig, 2015, for 
a review of studies). This insight motivates the current research interest in the 
phenomenon of prediction in the perception and action domains of cognitive 
neuroscience (e.g., Clark, 2013; Sebanz, Knoblich, & Prince, 2003). Remarkably, studies 
on predictive performance have been more pessimistic with respect to language 
processing because, as has been argued, the number of upcoming words that could be 
predicted in sentences is staggering (e.g., Jackendoff, 2007).  
Indeed, although recent psycholinguistic studies have collected evidence in favor of 
predictive processing, there has been a fierce debate as to its validity and consequences 
(e.g., DeLong, Urbach, & Kutas, 2005; Lau, Holcomb, & Kuperberg, 2013). For 
instance, in an ERP study manipulating the expectancy of upcoming words, DeLong, 
Urback, and Kutas (2005) provided evidence in favor of probabilistic pre-activation of 
word forms in sentence context. Yet in a large replication study across nine labs, 
Nieuwland et al. (2018) were unable to replicate the prediction effect, weakening “the 
view that listeners routinely pre-activate the phonological forms of predictable words”. 
However, Yan, Kuperberg, and Jaeger (2017) argue that a reanalysis of Nieuwland et al. 
using a surprisal measure rather than probabilities is in favor of anticipatory semantic 
predictions. Martin, Branzi, and Bar (2018) hold that prediction in language 
comprehension, measured by event-related potentials (ERPs) and the N400 ERP 
component in particular, might actually be the result of production processes. Without 
taking such a strong theoretical position, we can at least describe such predictions as 
involving retrieval of lexical-semantic information from memory before the start of the 
upcoming event (Piai, Roelofs, Rommers, Dahlslätt, & Maris, 2015; Jafarpour, Piai, 
Lin, & Knight, 2017). 
On the whole, these studies suggest that some form of predictive processing in sentence 
comprehension does indeed occur. However, they also indicate that predictive 
processing is not an all-or-none process of a single kind. In fact, prediction in sentence 
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comprehension could entail the availability or pre-activation of word form information, 
meaning information, or both, before a predicted word is actually presented in the 
sentence. Moreover, prediction might not always be equally strong; it might be strongest 
in case there is only one, highly expected sentence continuation. In many other cases, 
information activated on the basis of the preceding sentence context might arrive too late 
or be too weak to directly affect activation and retrieval of the upcoming word. Here, we 
refer to the later combination of information sources of sentence and target word as 
integration rather than prediction.  
The analysis outlined above further suggests that finding evidence for predictive 
processing may also be dependent on the experimental paradigm and stimulus materials 
used. In the present study, we argue that comparing the processing of idioms vs literal 
sentences is an optimally suited alternative for investigating this issue. Idioms consist of 
relatively fixed and therefore quite predictable sequences of words that can be placed in 
rather natural discourse contexts. Consider, for instance, the following sentence pair: 
‘The farmer was old. He kicked the bucket’ and ‘The farmer was angry. He kicked the bucket’. 
Readers may predict the word ‘bucket’ in either sentence pair rather than just integrate 
the word after it is recognized, depending on cloze probability. However, if predictive 
processes differ for idiomatic expressions and literally interpreted sentences, their 
‘fingerprint’ in the associated brain waves might well be different. In this paper, we 
consider this issue using the electroencephalogram (EEG), in particular oscillatory 
activity and ERPs and behavioral measures. Before zooming in on our own study, we 
will briefly summarize recent key studies on idiomatic processing. 
Rommers, Dijkstra, and Bastiaansen (2013) investigated to what extent upcoming 
constituent word meanings are activated during idiom comprehension. The meanings of 
individual words in an idiom are theoretically unnecessary to comprehend the figurative 
meaning of the expression. In fact, they might even be detrimental to processing, for 
instance, in opaque idioms where the figurative meaning of the idiom as a whole is not 
easily or directly derived from its constituent words. In two experiments combining 
behavioral and electrophysiological measures, participants’ brain activity was measured 
in response to words completing an idiomatic or a literal sentence. Target words were 
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either the correct, expected completion of the sentence, a semantic associate of the 
expected word, or an unrelated word. In both RT and ERP results, a graded pattern 
emerged for the literal sentences: the correct word showed the fastest responses and most 
semantic expectancy, as indicated by an N400 ERP component, followed by the 
semantic associate and then the unrelated target. However, for the idiom sentences there 
was no graded pattern: the correct target was processed fastest and showed most 
semantic expectancy, but there was no difference between the semantic associate and 
the unrelated target. These findings indicate that, at least in opaque idioms in a biasing 
context, literal word processing is suppressed by the presence of an idiomatic expression. 
In other words, there is a lack of semantic expectancy in idiomatic contexts and 
prediction might instead be oriented towards word form. Because Rommers et al. 
measured the participants’ brain responses in time intervals simultaneous with target 
word presentation, their effects can be interpreted as evidence that expectations affect 
EEG signals and RTs, but it is unwarranted to conclude that prediction already accrued 
before the target appeared. In other words, on the basis of their results, no difference can 
be made between predictive and integrative processes (note this was not the intention of 
Rommers et al. anyway). In the present study, we therefore performed time-frequency 
analyses on a time window before the target word appeared. Any effects arising in this 
interval could be ascribed to prediction rather than integration.  
Canal, Pesciarelli, Vespignani, Molinaro, and Cacciari (2016) considered how one and 
the same idiomatic phrase was interpreted either figuratively or literally in contexts that 
bias either meaning. Matched control sentences were created where the idiom-final word 
was presented in isolation in a literal sentence. Using EEG, Canal et al. found no N400 
differences between literal and idiomatic meanings at the last word in an idiomatic 
expression, but they did observe amplitude differences in the post-N400 positivity (PNP). 
The PNP has been associated with sentence reanalysis mechanisms and is thought to be 
modulated by prediction accuracy and context plausibility of the upcoming word string 
(Brothers, Swaab, & Traxler, 2015). Words near the end of idioms embedded in a 
figurative context were found to elicit a larger PNP than the same words in the same 
idioms embedded in a literal context (i.e., when used literally). Interpreting these 
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findings in terms of sentence reanalysis, the authors concluded that idiom processing 
may be more cognitively demanding, especially when idioms can also be used as literal 
word strings.  
Furthermore, Canal et al. examined oscillations, showing differences in power 
specifically in the middle gamma frequency band (50-70 Hz) between idiomatic and 
literal uses of idioms. In literal context sentences, an increase in gamma power was 
observed that may be reflective of successful sentence processing or of a match between 
a predicted word and the characteristics of the incoming word (Penolazzi, Angrilli, & 
Job, 2009; Monsalve, Perez, & Molinaro, 2014; Lewis & Bastiaansen, 2015). This 
increase of power in the gamma band was absent in the idiomatic context compared to 
the literal context, suggesting that processing of the idiom string in the idiomatic context 
occurs at a lower level than that of the same string used in a literal context. This finding 
is also in line with Rommers et al. (2013), who reported semantic unification to be less 
engaged in idiom processing than in literal sentence processing, as indicated by 
modulations of power in the gamma band (50-70 Hz).  
Molinaro, Monsalve, and Lizarazu (2016) compared the processing of words at the end 
of multi-word units (e.g., on the other hand) with processing of the same words at the end 
of literal, yet highly semantically constrained, sequences. Measures based on the pre-
stimulus interval of the sentence (e.g., before the completion of the multi-word unit or 
literal sentence) revealed more anterior beta-band desynchronization in the multi-word 
unit condition (i.e., figurative condition) than in the literal condition. The authors 
interpreted this finding as possibly reflecting engagement of a more detailed preparation 
process in the multi-word unit condition as compared to the compositional condition. In 
other words, prediction of the upcoming word is stronger when the word completes a 
multi-word unit rather than a literal unit. The authors argue this is because, for the word 
in the literal condition, the prediction is more likely to be made for a ‘semantic field’: an 
array of possible targets is pre-activated, even though cloze probability is matched. For 
the multi-word unit, prediction is more deterministic in that the unit can be retrieved 
from memory as a whole with its associated continuation contained in the figurative 
unit. Interestingly, the beta-band desynchronization in the multi-word condition was 
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followed by a larger alpha-band synchronization, which was absent in the compositional 
condition. Previous research has suggested that posterior alpha synchronization reflects 
active functional inhibition of task-irrelevant information (e.g., Jensen, Gips, Bergmann, 
& Bonnefond, 2014). Following this proposal, the presence of alpha synchronization in 
the multi-word unit condition could reflect the inhibition of processing the target words 
in this condition as compared to the compositional condition. The strength of the 
prediction of the final word in the figurative multi-word unit condition cancels the need 
for detailed processing or encoding of the target word, whereas in the compositional 
condition such detailed encoding is still engaged. In other words, encoding of the word 
in the figurative condition may be shallow in comparison to the compositional 
condition. 
In sum, it may be suggested that deriving figurative and literal interpretations of an 
idiomatic expression involves different processes that are sensitive to sentence context. 
In a biasing context, such differences are reflected in ERP (e.g., N400) and oscillatory 
effects (e.g., beta-band desynchronization) in the figurative and literal conditions. In the 
present study, we therefore examined both ERPs and oscillations for evidence of biasing 
context on ease and speed of figurative vs literal interpretation of idioms.   
3.1.1 The current study 
To assess if prediction has different characteristics for idioms and literally interpreted 
sentences in different biasing discourse contexts, we used the following research 
paradigm. Participants were presented with Dutch sentence pairs like ‘The farmer was old. 
He kicked the bucket’ and ‘The farmer was angry. He kicked the bucket’. The second sentence 
in these pairs consisted of a phrase that could either be interpreted figuratively or literally. 
The first sentence biased either the figurative or the literal interpretation of the second 
sentence. In half of the sentences, the last word of the second sentence was replaced by 
a pseudoword. Participants had to decide as quickly and accurately as possible if the last 
item of the second sentence was an existing word or a pseudoword (lexical decision). In 
a control condition, we substituted some words of the idiomatic sequence by other words 
that were matched in length and frequency, so the sequence was not formulaic anymore. 
This sequence was then preceded by an appropriate context sentence, as in the sentence 
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pair ‘The child was playing. He kicked the marble’. Hypotheses were formulated to test if 
predictions differ for figurative and literally interpreted sentences in a biasing context. 
Our study focused on the time-frequency domain of the EEG in the various conditions. 
If participants make predictions during idiomatic processing that depend on the biasing 
context, this might become visible in the brain waves of the participants in the time 
window before the target actually appears. In terms of time-frequency analysis, we will 
consider predictions for idiomatic effects in both the gamma frequency band (50-70 Hz) 
and the alpha-beta frequency bands (8-30 Hz).  
With respect to the gamma frequency band, we predicted a power decrease in the 
figurative compared to the literal context condition in line with previous research 
(Rommers et al., 2013; Canal et al., 2016). Gamma frequency band power is thought to 
reflect semantic unification processes (Rommers et al., 2013). Note that the conclusions 
from Rommers et. al. are based on measurements from stimulus onset onwards, whereas 
we measured during a pre-target interval. Nonetheless, semantic unification may still be 
less involved in the figurative sentences if prediction of the final word is based on 
template matching of the form rather than word semantics: the idiom is already 
recognized as such and retrieved from memory before presentation of the final word, so 
semantic unification processes may already be less involved in the pre-stimulus interval 
(Canal et al., 2016). The account is further supported by Vespignani, Canal, Molinaro, 
Fonda, and Cacciari (2010) who found that after an idiom reached its uniqueness point, 
semantic retrieval becomes less important in idioms and focus is shifted to the matching 
of incoming strings to an idiom template. They concluded that there are two distinct 
predictive mechanisms at work during idiom comprehension: Prediction based on 
probabilistic information (for which the N400 is the main EEG-component) and 
prediction based on categorical template matching (for which the P300 is the main EEG-
component). 
However, as discussed before, the alpha and beta bands are equally of interest when 
considering idiom processing predictions. Beta-band activity has been associated with 
prediction mechanisms in multiple areas of human cognition and action, such as the 
motor and visual domains, and critically, the language domain (e.g. Engel & Fries, 2010; 
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Jenkinson & Brown, 2011; Weiss & Mueller, 2012). In particular, when comparing 
sentences that bias a final target word (e.g., ‘The farmer milked the …’,  target cow) with 
neutral sentences (e.g., ‘The child drew a …’), alpha and beta desynchronization has been 
consistently found in the pre-target interval (Piai et al., 2014, 2015, 2017; Rommers et 
al., 2017; Wang, Hagoort & Jensen, 2018). Following an alternative (and not mutually 
exclusive) interpretation, desynchronization in the alpha and beta bands reflects the 
retrieval of complex conceptual representations (e.g., during prediction, Hanlsmayr, 
Staudigl, & Fellner, 2012; Hanslmayr, Staresina, & Bowman, 2016; for lexical-semantic 
retrieval in the language domain, see Piai, Roelofs, Rommers, & Maris, 2015; Piai et al., 
2017). 
In sum, if there is a lack of semantic expectancy in the figurative context condition, 
participants may only be processing the word form, i.e. template matching the word. 
Prediction will then be limited to the word form, as semantic information would not be 
retrieved in the pre-stimulus interval. Therefore, we predicted less desynchronization in 
the alpha-beta frequency band in the figurative than in the literal context condition. 
Next, we analyzed the N400 effects in the ERPs for evidence that sentence context 
influences the processing of the correct target word. Available evidence suggests there is 
an inverse relationship between N400 amplitude and cloze probability (DeLong, 
Urbach, & Kutas, 2005; Lau, Holcomb, & Kuperberg, 2013). In our study, we therefore 
expected smaller N400 effects to arise for correct targets in the figurative and literal 
conditions than in the control condition, since cloze probability is matched in the first 
two conditions, but lower in the control condition.  
In line with previous literature (reviewed in Kutas, Van Petten, & Kluender, 2006), we 
expected to find a larger N400 amplitude for pseudoword than for word targets in all 
context conditions. Note that the correct word should inherently be more expected than 
the pseudoword (in terms of cloze).  
Finally, as a check on the sensitivity of the paradigm we applied, we tested the behavioral 
data for the presence of basic effects of condition and lexical status. First, we expected 
faster RTs to target words in the figurative and literal context conditions relative to the 
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control sentence, because in both conditions the word continuation should be strongly 
expected on the basis of a high cloze probability. In contrast, we expected no RT 
differences for correct target words in the figurative and literal context conditions, 
precisely because target words in the two conditions were matched in cloze probability. 
3.2 METHOD 
Participants 
Twenty-four students from Radboud University Nijmegen and the HAN University of 
Applied Sciences (mean age = 23.25 years, 18 women) gave informed consent and 
received course credit or monetary reward for their participation in the EEG experiment. 
All were right-handed, native speakers of Dutch with normal or corrected-to-normal 
vision and no history of neurological or language disorders.  
Materials and Design 
Experimental materials consisted of 55 Dutch idioms that could be used both in a 
figurative or a literally biasing sentence. Idiom selection was based on a database of 
Dutch idioms developed by the Idiomatic Second Language Acquisition (ISLA) Group 
of Radboud University Nijmegen (Hubers et al., 2018). Idioms were selected for pre-
testing if they: (1) contained no Dutch-English cognates, (2) consisted of at least three 
words, (3) ended in a noun, adjective or preposition when put into a sentence, and (4) 
could easily be interpreted both figuratively and literally. This left us with a set of 203 
idioms. These idioms were provided with figurative and literal biasing context sentences 
and extensively pre-tested. Rating studies led to the final selection of 55 idioms that were 
highly familiar and frequent, where the target sentence logically followed the context 
sentence and where both sentences had a natural feel. Furthermore, the control sentences 
were matched to the literal target sentences in terms of Sentence Relatedness and 
Naturalness ratings (both p-values >.26, see Table 3.1 for values). The Sentence 
Relatedness rating refers to the answer to the question ‘How well does the second second 
sentence relate to the first sentence?’, scored on a scale of one (completely unrelated) to 
seven (completely related). So, for the sentence pair ‘Wendy is very busy. She walks on 
her toes.’ this score reflects how related the sentence ‘She walks on her toes’ is to ‘Wendy 
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is very busy’. This measure ensures that idiom sentences are related to their previous 
biasing sentences. The Naturalness rating was obtained by asking ‘How natural does this 
sentence combination feel?’ on a scale of one (completely unnatural) to seven 
(completely natural). 
Table 3.1. Mean (and standard deviation) of cloze probability (0-1) and Sentence Relatedness and 
Naturalness ratings on a scale from 1 (very low) to 7 (very high) for figuratively used idioms (FIG), 
literally used idioms (LIT), and literal compositional sentences (CON).  
Context Cloze probability Sentence Relatedness Naturalness 
FIG 0.83 (0.20) 5.67 (0.56) 4.80 (0.68) 
LIT 0.74 (0.30) 4.92 (0.64) 3.90 (0.83) 
CON 0.26 (0.32) 5.00 (0.78) 4.06 (0.87) 
 
Participants performed a Dutch lexical decision task (LDT) on the last word of each 
target sentence / idiom, which required them to indicate as fast as possible whether this 
word was an existing Dutch word or a pseudoword. Each of the 55 idioms was presented 
twice to each participant: in a literally biasing context and in a figuratively biasing 
context. Furthermore, matched control sentences were created that were fully literal. 
Presentation of targets was counterbalanced across participants, e.g., if a participant saw 
the existing target word in the figurative context condition, they would see a pseudoword 
in the literal context condition. In total, the figurative and literal context sentences 
combined with the matched control sentences made for an even number of 166 trials per 
participant.  
In half of the trials (83 trials), the target word was replaced by a non-existing word. This 
pseudoword could be either similar or dissimilar to the original existing word. The 
pseudowords did not exist in the English or Dutch language, but were created by 
substituting roughly a third of the letters of the existing word for similar pseudowords, 
and two-thirds of the letters in dissimilar pseudowords.  
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In the 166 experimental trials, there were 25 idiomatic context sentences with existing 
words as targets, 25 literal context sentences with words as targets, 33 control sentences 
with existing words as targets, 30 idiomatic context sentences with pseudowords as 
targets (half similar, half dissimilar), 30 literal context sentences with pseudowords as 
targets (half similar, half dissimilar), and 23 control sentences with pseudowords as 
targets (half similar, half dissimilar). In total, 50% of the items in each experimental list 
were words and 50% pseudowords. To illustrate the conditions in the experiment, Table 
3.2 provides the example of the idiom to walk on your toes (all idioms used in the 
experiment are listed in Table 3.A1 in the Appendix and all context sentences with 
targets for one list are in Table 3.A2). 
Procedure 
All participants were tested individually in a soundproof, electrically shielded room. The 
experiment was programmed in Psychopy (Peirce, Gray, Halchenko, Britton, Rokem & 
Strangman, 2011) and presented on a computer screen. RTs were recorded via a 
dedicated button box developed by the Donders Centre for Cognition (BitsiBox). 
Participants received Dutch written instructions before giving their informed consent. 
Participants were presented with printed sentences in Rapid Serial Visual Presentation, 
preceded by context sentences. Their task was to decide as fast as possible whether or 
not the last word of the target sentence (presented in yellow on a black background) was 
an existing Dutch word by pressing one of two designated buttons on the button box 
with their left hand. Half of the participants responded to words by pressing the left 
button (with their left middle finger) and the other half by pressing the right button (with 
their left index finger). This was reversed for the pseudowords.  
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Table 3.2. Overview of the different manipulations used in this experiment with literal English 
translations. The meaning of the idiom “to walk on your toes” is “wanting to achieve more than 
you can handle”. Examples are given for figuratively used idioms (FIG), literally used idioms 
(LIT), and literal compositional sentences (CON).  
Figuratively used idioms (FIG) 
Context sentence Wendy heeft het ontzettend druk. Wendy is incredibly busy.  
Prime Sentence Ze loopt op haar She walks on her 
Target Correct tenen. toes. 
 Similar pseudoword teben. 
 Dissimilar pseudoword paven. 
Literally used idioms (LIT) 
Context sentence Wendy wil graag groter lijken dan ze is. Wendy wants to look 
taller  
Prime Sentence Ze loopt op haar She walks on her 
Target Correct tenen. toes. 
 Similar pseudoword teben. 
 Dissimilar pseudoword paven. 
Literal compositional sentences (CON) 
Context sentence Mia is de eigenaresse van een café. Mia owns a café  
Prime Sentence Ze werkt in haar She works in her 
Target Correct kroeg. bar. 
 Similar pseudoword kroog. 
 Dissimilar pseudoword spoog. 
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The experiment started with a practice block of 12 trials. Each trial began with a fixation 
cross (+) lasting for 750 ms. Then the context sentence appeared on the screen. All words 
were presented in a white color on a black background in font Arial (font size: 28.5). 
After participants read the entire sentence, they pressed a random button of their choice 
to continue to the target sentence. The target sentence appeared on the screen word by 
word. Each word remained on the screen for 350 ms, alternated with a blank screen of 
300 ms between each word. The final word was indicated with a dot, presented in a 
different color (yellow), and was 1.5 times bigger than the other words (font size: 42.5). 
These were cues to indicate that the participant should perform the lexical decision task 
on this word. 
The experiment was divided into three blocks with breaks between blocks, each 
consisting of a mix of the idiom context conditions and control sentences. For a 
particular idiom, each context was positioned in a different block. Participants processed 
a pseudorandomized list of items for which they never had to press the same button more 
than three times in a row. Furthermore, the order of blocks was randomized across 
participants. After each block, participants were allowed to take a break for as long as 
they wanted. The session as a whole, including capping for EEG, took approximately 
120 minutes. 
ERP Data Recording and Pre-Processing 
The EEG signals were recorded from 64 Ag-AgCl active electrodes, of which 62 were 
mounted in a cap (ActiCAP, 64Ch, Brainproducts), and referenced online to the left 
mastoid. Two separate electrodes were placed on the left and right mastoids. The ground 
electrode was placed at the AFz location. Four passive electrodes were placed above and 
beneath the left eye, and at each outer canthus, to measure eye blinks and horizontal eye 
movements respectively. The ground electrode for the passive electrodes was placed on 
the tip of the nose. Electrode impedance was kept below 15 kΩ. Participants were asked 
to blink only during the presentation of the context sentence, to keep the number of eye 
blinks to a minimum in the timeframe of interest.  
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Before EEG analyses were conducted, the data were re-referenced offline to the average 
of the left and right mastoids. The continuous EEG signal was segmented into epochs of 
2250 ms, lasting from 950 ms before the onset of the target word until 1300 ms after word 
onset. The linear trend was removed from the data per trial. 
Pre-processing of the data was performed with the Fieldtrip software package, an open-
source Matlab toolbox for neurophysiological data analysis (Oostenveld, Fries, Maris & 
Schoffelen, 2011). First, an independent component analysis (ICA) was performed to 
identify and remove components related to eye blinks and muscle activity. Afterwards, 
bad channels were identified and the signal was replaced with the interpolated activity 
from the surrounding channels. Finally, trial outliers were removed following visual 
inspection. Approximately 4% of the trials were rejected on this basis, and the number 
of rejected trials was comparable across conditions (F = 0.06, p=0.94).  
3.3 RESULTS 
Time-frequency analysis 
Time-resolved spectra were computed using a Hanning taper of length equal to 3 cycles 
of each frequency being estimated (2 to 70 Hz). The taper was advanced in 1 Hz 
frequency steps and 10-ms time steps. Power estimates were averaged across trials for 
each context condition (figurative, literal, control) separately for each subject.  
We used cluster-based permutation tests (Maris & Oostenveld, 2007) to assess the 
differences between conditions in a way that naturally takes care of the multiple 
comparisons problem by identifying clusters of significant differences between 
conditions in the time, space, and frequency dimensions. The statistical tests were 
performed for the alpha-beta range (8 to 30 Hz, Piai et al., 2014, 2015, 2017; Rommers 
et al., 2013) and gamma range (50 to 70 Hz) separately.  All available channels were 
entered in the statistical analyses but given that the hypotheses were specific to the pre-
target stimulus interval, the time window analyzed was -300 to 0 ms, that is, the duration 
of the blank screen between presentation of the penultimate and the final word of the 
sentence. First, an F-test was performed to compare across the three context conditions 
(i.e., control, literal, and figurative). If the F-test was significant, showing sensitivity to 
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the experimental manipulation as a whole, paired-samples t-tests conducted to compare 
the three levels of the context condition in a pair-wise manner. Monte Carlo p values 
were calculated on the basis of 1,000 random permutations. 
Power in the alpha-beta frequency range was sensitive to the manipulation of sentence 
context (F-test Monte Carlo p=.02, see Figure 3.1). Pair-wise comparisons showed lower 
alpha-beta power in the literally used idiom condition (LIT) than in the compositional 
control (CON) condition (Monte Carlo p=.01) in the pre-stimulus interval examined. 
The comparison between figuratively used idiom condition (FIG) and CON condition 
did not yield a significant effect (Monte Carlo p=.27). Comparing literally and 
figuratively used idioms, we found more alpha-beta desynchronization for the LIT 
condition as compared to the FIG condition (Monte Carlo p=.04), despite vast 
differences in cloze probability scores between these conditions. For a visualization of 
the pair-wise comparisons, see Figure 3.2. 
 
 
Figure 3.1. Visualization of the F-test in the Alpha-Beta frequency range (8 – 30 Hz).  
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Figure 3.2. Comparison between TF representations of the power changes in FIG, LIT (use of 
idiom), and CON conditions, with their associated topographies. The TF representations are 
shown for the average over all channels associated with the significant cluster. For the non-
significant contrast, all channels were used for the average. The topographies show the distribution 
of the differences across the scalp and indicate frequencies between 8 and 30 Hz and in a time 
range from -0.30 to 0 sec before target onset for the FIG-CON, LIT-CON, and LIT-FIG contrasts.  
When examining gamma power, the Monte Carlo F-test did not show a significant effect 
(p=.13) in the hypothesized frequency range between 50 and 70 Hz. Therefore, 
individual contrasts were not examined. For visualization of the 50-70 Hz range F-test, 
see Figure 3.3. To exclude the possibility that gamma power was found in lower gamma 
frequency ranges, we conducted an F-test in the 30 - 50 Hz range as well. This Monte 
Carlo F-test did not show a significant effect either (p=0.11).  
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Figure 3.3. Visualization of the (non-significant) F-test in the Gamma frequency range (50-70 Hz). 
ERP analysis 
The single-trial epochs were averaged per condition and participant. No baseline 
correction or filtering was applied. The hypotheses regarding the ERPs were tested using 
cluster-based permutation tests (Maris & Oostenveld, 2007). All available channels were 
entered in the statistical analyses but given that the hypotheses were specific to the N400 
component, the time window analyzed was 250-650 ms. First, an F-test was performed 
on the real words to compare across the three context conditions (i.e., control, literal, 
and figurative).   
Paired-samples t-tests were then used to compare the levels of the context condition pair 
wise. To examine the lexical status effect, the ERPs were averaged across the three 
context conditions for words and pseudowords separately and paired-samples t-tests 
were used to compare them. Figure 3.4A shows the ERPs time-locked to the onset of 
the target words (only existing words) for each context condition.   
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Figure 3.4. ERPs for the literally used idioms (LIT), figuratively used idioms (FIG) and 
compositional control sentences. On the top, A depicts the ERPs for the contrasts between 
experimental conditions. On the bottom, B depicts the ERP comparison between existing words 
and pseudowords across all experimental conditions. 
Testing for an ERP effect in the latency range from 250 to 650 ms post-stimulus, the 
cluster-based permutation test revealed a significant difference on the real target words 
across the three context conditions FIG, LIT, and CON (F-test Monte Carlo p < 0.001). 
In the pair-wise tests, a difference was observed between the LIT and CON conditions, 
and between the FIG and the CON conditions (both Monte Carlo ps = 0.002), but no 
statistically significant difference between the FIG and LIT conditions (Monte Carlo p 
= 1). In this latency range, the difference between the LIT and FIG conditions relative 
to the CON condition was most pronounced over centro-posterior channels (averaged 
activity over 250-490 ms), as shown in the topographical maps in Figure 4A.  
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Figure 3.4B shows the ERPs time-locked to the onset of the target stimulus for real 
words and pseudowords, collapsed over context type. Testing for an ERP effect in the 
latency range from 250 to 650 ms post-stimulus, the cluster-based permutation test 
revealed a significant positive cluster (i.e., larger amplitude for real words vs 
pseudowords, Monte Carlo p = 0.002). and a significant negative cluster (i.e., larger 
amplitude for pseudowords vs real words, Monte Carlo p = 0.040). The positive cluster 
was most pronounced in the time window of 250-590 ms and the negative cluster in the 
460-650 ms window. The difference between the real words and the pseudowords was 
most pronounced over central channels, as shown in the topographical map in Figure 
4B, for the activity averaged over 250-590 ms.  
Reaction times 
Behavioral analyses were conducted only on trials with correct responses in the lexical 
decision task. If a participant incorrectly answered the multiple-choice question on the 
meaning of an idiom, that idiom’s trials were removed from analysis for that participant 
as they were unfamiliar with the idiom’s meaning. In total, 5% of all trials were rejected 
following these criteria. The number of rejected trials was comparable across conditions 
(F = 1.961, p=0.141). Two participants were then excluded for having average RTs more 
than 2.5 standard deviations from the mean of all participants. Three idioms were then 
excluded from analysis because they led to a large number of errors (18%-21%: ‘een held 
op sokken zijn’, ‘iemand blij maken met een dode mus’, and ‘de mussen vallen van het 
dak’). Lastly, individual trials above 2.5 standard deviations of the mean per participants 
were removed for each participant. The number of rejected trials was comparable 
between context conditions (F=0.046, p=0.955). In total, 19.5% of the data was removed 
before analysis. 
Linear mixed effects model regression analyses were conducted in Rstudio (lmerTest 
package in R Project for Statistical Computing, R version 3.4.1). Mean RTs and error 
rates are summarized in Table 3.3 for both existing words and pseudowords.   
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Table 3.3. Mean reaction times (RTs) in ms and error rate per context condition (standard 
deviation between parentheses). 
                Existing Words 
Context RT Error rate 
FIG 536 (161) .04 (.20) 
LIT 549 (155) .04 (.18) 
CON 642 (143) .07 (.26)  
                Pseudowords 
Context RT Error rate 
FIG 634 (163) .05 (.22) 
LIT 645 (143) .05 (.22) 
CON 692 (136) .06 (.20) 
 
For the behavioral analysis, we included responses to existing words only as we were 
interested in how the correct target word was processed across different context 
conditions. Furthermore, were interested in the effect of cloze probability, and the cloze 
probability of pseudowords is inherently zero. Model selection began with a theoretically 
maximal model including predictors at the level of the target and the idiom. Insignificant 
interaction terms and predictors were removed from the model in an iterative manner, 
with each model tested against its predecessor in an ANOVA and the most explanatory 
model being selected to proceed with. The final model took the log-transformed RTs as 
the dependent variable and included a random slope for Participant over Trial number 
to take into account trial order effects, and a random slope for item at the level of the 
idiom. Fixed effects consisted of a three-way interaction between Condition (FIG / LIT 
/ CON), cloze probability (centered), and Word Frequency, as well as a fixed effect for 
Trial order. 
Targets in the FIG context condition were identified as words faster than targets in the 
CON condition (p = .003), but there was no difference between the FIG and LIT 
conditions. RTs to targets in the LIT condition were faster than the CON condition 
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(p<.001). In all three context conditions, RTs to targets were faster if their cloze 
probability was higher (all p values <.001). There was an interaction effect of cloze 
probability and context condition which revealed that the effect of cloze probability 
differed between the FIG and CON context (p<.01). There was no difference between 
the FIG and the LIT conditions or the LIT and the CON conditions. This effect showed 
that the facilitation of RTs due to higher cloze probability in the FIG condition was 
significantly larger than in the CON condition. 
Error analysis 
Table 3.3 reports means and standard deviations for the error analysis. A binary logistic 
regression run on correctness of judgments did not yield differences in error rates 
between any of the experimental conditions overall. There was also no difference in 
accuracy for pseudowords and existing words in the FIG and LIT contexts, but in the 
CON context, pseudowords were rejected slightly more reliably than existing words 
were accepted as words (Estimate=-.7769, SE=.3081, Z=-2.521, p=.012).  
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Table 3.4. Results for the releveled linear mixed effects regression analysis subdivided for the three 
levels of the model for simple effects.  
 
Overall Context Effects 
Estimate 
(β) 
 
SE 
 
df 
 
t 
 
p 
FIG vs. CON .07312 .02453 1088 2.981 .003 
LIT vs. CON .09130 .02221 1103 4.111 .000 
FIG vs. LIT -.01818 .02003 1452 -.908 .364 
Simple effects in CON context      
cloze probability -.1441 .03911 7614 -3.684 .000 
Word Frequency -.008071 .02377 3569 -.340 .734 
cloze * Word Frequency .03484 .04546 6761 .766 .444 
Simple effects in FIG context      
cloze probability -.3484 .05652 9609 -6.164 .000 
Word Frequency -.02333 .02044 3660 -1.142 .254 
cloze * Word Frequency -.04362 .06482 7876 -.673 .501 
Simple effects in LIT context      
cloze probability -.2390 .04201 8407 -5.690 .000 
Word Frequency .01583 .01586 2349 .998 .319 
cloze * Word Frequency .03349 .04283 7207 .782 .435 
Context * CLOZE probability      
(FIG)CON*cloze .2043 .06828 9369 2.992 .003 
(LIT)CON*cloze .09495 .05810 7314 1.634 .103 
(FIG)LIT*cloze .1094 .06880 1119 1.590 .112 
Context * Word Frequency      
(FIG)CON* Frequency .01526 .02903 1080 .526 .599 
(LIT)CON* Frequency -.02390 .02664 9540 -.897 .370 
(FIG)LIT* Frequency .03916 .02308 1410 1.697 .090 
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3.4 DISCUSSION 
In the present study, we hypothesized that prediction processes for idiomatic and literal 
sentences differ from each other. Prediction was considered to be the retrieval of lexical 
information from memory before the associated word is actually presented. We tested 
our hypothesis by examining whether behavioral and electrophysiological 
manifestations of prediction differ between figuratively and literally biased idioms and 
literal (compositional) sentences.  
In the time-frequency domain, we examined idiomatic effects in both the alpha-beta (8-
30 Hz) and gamma (30-70 Hz) frequency bands in the pre-target interval. With respect 
to the alpha-beta band, an analysis of the EEG data showed differences in predictive 
processes between conditions. More desynchronization was found in the literally used 
idiom condition than in the figuratively used idiom and control conditions. There was 
no difference in power between the figuratively used idioms and the control sentences. 
Under the hypothesis that desynchronization in the alpha and beta bands is sensitive to 
prediction, our finding suggests that prediction played a bigger role during the literally 
interpreted idioms in the interval immediately preceding the target word. In particular, 
assuming that alpha-beta desynchronization reflects lexical-semantic retrieval (Piai et 
al., 2015a,b), there might be less semantic and/or lexical activation in the interval 
immediately preceding the target word during the figurative use of idiom sentences 
compared to the literal use of these sentences, as well as compared with weakly biasing 
contexts.  
Next, we analyzed gamma band frequency effects between 50-70 Hz and 30-50 Hz. 
Based on previous research (e.g. Rommers et al., 2013; Canal et al., 2016), we 
hypothesized a power decrease in the figuratively compared to the literally used idioms, 
reflecting increased semantic unification in literal versus figurative language. Whereas 
Rommers et. al. reported this pattern for literal versus figurative sentences in a time-
window after the onset of a target stimulus, Canal et. al. showed similar effects for 
literally used idioms versus figuratively used idioms in a pre-stimulus interval, suggesting 
that semantic unification is less involved in figuratively used idioms before presentation 
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of the idiom-final word. However, in our study, we found no effects in the gamma 
frequency bands (50-70 Hz and 30-50 Hz). Possibly this is due to a difference in time-
windows between the studies. We were interested solely in the pre-activation of the 
idiom-final word, whereas Canal et. al. considered each word in the idiom separately. It 
is possible that semantic unification of an idiomatic expression occurs at an earlier time-
point than a literal sentence.  
With respect to the EEG, we also analyzed if sentence context influences the processing 
of the correct target word in terms of the N400. Earlier studies suggest there is an inverse 
relationship between N400 amplitude and cloze probability (DeLong, Urbach, & Kutas, 
2005; Lau, Holcomb, & Kuperberg, 2013). Because cloze probability in our study was 
matched in the figurative and literal conditions and was larger than in the control 
condition (see above), we expected smaller N400 effects for correct targets in the 
figurative and literal conditions than in the control condition. Indeed, we observed 
amplitude differences for these comparisons. We further hypothesized that an N400 
difference would arise between the figurative and the literal conditions if encoding of the 
word in the figurative condition would be relatively shallow in comparison to the literal 
condition (in line with Molinaro et al., 2016). However, there was no significant ERP 
difference between the two conditions. It is possible that this effect was subtle and was 
overshadowed by differences in cloze probability, which cancelled out the effect. We 
also found amplitude differences between pseudowords and real word targets in all 
context conditions, in line with previous literature (reviewed in Kutas, Van Petten, & 
Kluender, 2006). 
We note that, since all voltages in our ERPs are positive and the waves are positive 
going, we may also interpret the sentence context findings as a P300 effect.  
This component has been linked to the confirmation of predicted incoming information 
and has also been shown to be reflective of a process of ‘template matching’, suggesting 
that a representation for incoming information is built prior to its presentation and the 
P300 component reflects how closely the perceived stimulus matches with this 
previously formed template (e.g., Chao, Nielsen-Bohlman, & Knight, 1995; Kok, 2001; 
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Roehm, Bornkessel-Schlesewsky, Rösler, & Schlesewsky, 2007; Vespignani et al., 2010). 
This interpretation would also be in line with our findings and argument, as it would 
suggest that there is more template matching in the figurative and the literal condition 
as compared to the control condition, which could be due to cloze effects as well: as the 
last word is highly predicted in the first two conditions, but not in the latter, P300 effects 
for prediction of the ‘word template’ may differ.  
Behavioral analyses confirmed the sensitivity of our paradigm, revealing basic effects of 
condition and lexical status. As expected, in all conditions, RTs were shorter for words 
than for pseudowords. Also with respect to the ERP effect of lexical status, positive 
rather than negative polarities seem to dominate this effect, which could be a 
consequence of the use of idioms in the present study, making it difficult to interpret 
these effects as modulations of the N400 or the P300 component.  
Finally, we observed faster RTs to target words in both the figurative and the literal 
context conditions than in the control condition, likely because cloze probability was 
lower in the latter condition. This facilitation effect is in line with previous studies in 
which faster responses were found to formulaic sequences compared to compositional 
sequences (Conklin & Schmitt, 2008; Siyanova-Chanturia, Conklin, & Schmitt, 2011). 
There were no significant RT differences between target words in the figurative and 
literal context conditions, as they were similar in cloze probability.  
In sum, the results of the behavioral and ERP analyses attest to the sensitivity of our 
manipulations, providing a solid ground for interpreting the time-frequency effects in the 
time window just before the target appears. Measures time-locked to target word onset 
(RTs and ERPs) follow the pattern of cloze probability, where targets in conditions with 
a higher cloze probability are processed faster and show more semantic expectancy than 
targets in the lower cloze probability control condition. Crucially, time-frequency results 
measured prior to target-word onset revealed a different pattern, discordant with cloze 
probability, suggesting that predictions differ as a function of the type of sentence 
context. In particular, we found evidence for stronger lexical-semantic retrieval, and/or 
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predictive processes, in the literal condition in the interval preceding target onset than 
for a weakly biasing context or a strongly biasing, but figurative context.  
Interestingly, in our study, the figurative interpretation of the idiomatic expressions did 
not differ from the control condition in terms of alpha-beta oscillations. One explanation 
for this finding is that the idiom might already be recognized earlier, necessitating only 
a very superficial processing of the (word form of the) target word. This interpretation 
needs to be tested in future research by considering the temporal aspects of activation in 
figuratively and literally interpreted sentences in more detail. Experimental 
manipulations could try to slow down or speed up the relative availability of information 
on the figurative or the literal interpretation of the idioms. For instance, a stronger 
context manipulation leading to higher cloze probabilities might affect the temporal 
availability of form and meaning information.  
3.5 CONCLUSIONS 
We examined predictive and integrative processing of words contained within idioms 
that were biased towards a literal or a figurative interpretation by a preceding context 
sentence. Measures after presentation of the idiom-final word (ERP and RT), when this 
word was available for integration, showed patterns following cloze probability. 
Measures before presentation of the idiom-final word deviated from cloze probability 
patterns. Differences in alpha-beta band power showed evidence for stronger semantic 
word retrieval in the literally used idioms compared to the figuratively used idioms and 
fully literal (compositional) sentences. In contrast, no such differences were found 
between figuratively biased idioms and compositional sentences, despite vast differences 
in cloze probability. We interpret these findings as reflecting the type of prediction that 
is made in figurative versus literal language. A word completing a literally used idiom is 
subject to semantic retrieval before it is presented, but the same word completing a 
figuratively used idiom may only be subject to a process of ‘template matching’ where 
the word form is matched to the expected word form once the word is encountered.   
  
 
 
 
 
iemand de hand boven het hoofd houden 
to hold the hand over someone’s head 
Meaning: to protect someone from their own mistakes (e.g. “He made a huge 
mistake, but his friend held the hand over his head so he didn’t lose his job.”) 
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Chapter 4 
 
THE EFFECT OF BIASING CONTEXT AND 
STIMULUS LIST COMPOSITION ON FIGURATIVE 
AND LITERAL SENTENCE PROCESSING 
 
 
 
 
 
 
This chapter is based on: 
van Ginkel, W., & Dijkstra, T. (In Preparation). Figurative attunement is sensitive to 
 biasing sentence context and stimulus list composition.  
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ABSTRACT 
We investigated the effect of biasing context on the processing of figurative and literal 
meaning in idiomatic expressions. Idioms were biased towards their associated 
figurative interpretation or a literal sentence interpretation by a preceding context 
sentence (figurative or literal). Following the idioms, target words were presented for 
lexical decision. These targets were related to either (1) the figurative meaning of the 
idiom, (2) the idiom-final word, or (3) unrelated. We investigated the concept of 
‘figurative attunement’ as the experiment progressed by introducing a literal 
interpretation bias in the experiment and considering two experimental blocks. 
Figurative meaning effects were found to be sensitive to the number of idioms previously 
encountered. Semantic associates of the idiom-final word can be primed in both 
figuratively and literally biased idioms, showing that literal word activation is still 
present even in figuratively biased expressions. Together, our results support a hybrid 
model of idiom processing.  
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4.1 INTRODUCTION 
Imagine encountering the idiomatic expression to miss the boat in the following two 
sentence contexts: ‘John was late to the docks, so he missed the boat’ and ‘John was late 
to the lottery draw, so he missed the boat’. In the first example, the phrase ‘to miss the 
boat’ is perfectly acceptable as a literal continuation of the previous context (being late 
for departure at the docks will make you miss your boat), even with its attached figurative 
meaning (to miss out on an opportunity). However, in the second example the literal 
interpretation of ‘to miss the boat’ is not correct based on the previous context (as he 
missed an opportunity to win something, not a boat in a literal sense), and the figurative 
meaning of the idiom is the only correct interpretation based on the preceding context. 
Intuitively, these examples already suggest that language comprehension, and 
specifically idiom comprehension, may be facilitated or hindered by a preceding context.  
Semantic contextual constraints in terms of both linguistic and picture contexts can 
facilitate processing of single words in literal sentence contexts (Tanenhaus & Lucas, 
1987; Rahman & Melinger, 2009; Kutas & Federmeier, 2000; Costa, Mahon, Savova, & 
Caramazza, 2003). In terms of figurative and literal sentence processing, there are 
advantages for words embedded in figurative contexts in terms of facilitated reading 
times and skipping of words in eye-tracking studies (Ortony, Schallert, Reynolds, & 
Antos, 1978; Swinney & Cutler, 1979; Siyanova-Chanturia, Conklin, & Schmitt, 2011; 
Underwood, Schmitt, & Galpin, 2004; Carrol, Conklin, & Gyllstad, 2016). These 
facilitation effects suggest that less cognitive load is involved in processing words 
contained in a figurative sentence than in a literal sentence. In general, it is assumed that 
these advantages arise because idiomatic expressions are represented in the mental 
lexicon as single entries. The entire idiom is retrieved once it is recognized as such, 
eliminating the need for a full compositional analysis of a figurative sentence (Swinney 
& Cutler, 1979; Cacciari & Tabossi, 1988).  
Whether compositional analysis of idiomatic expressions occurs and is able to influence 
processing of the figurative meaning of the expression has been a hot topic of debate in 
the field of idiom comprehension. Idioms are by no means a homogeneous class of 
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language and they are unlikely to appear in isolation (Cacciari, 2014; Titone & Libben, 
2014). The context that an idiom occurs in may also affect the depth of processing that 
a word contained within an idiom receives (Rommers, Dijkstra, & Bastiaansen, 2013; 
Molinaro, Monsalve, & Lizarazu, 2016). In the current study, we investigate the effect 
of context on the spreading activation between figurative and literal meaning aspects of 
idiomatic expressions.  
4.1.1 Models of idiom comprehension and idiom properties 
Available models on idiom comprehension can globally be divided into three types (also 
see Chapter 1). First, there are models that assume the figurative conceptual 
representation of the idiomatic expression is retrieved faster than its compositionally 
computed literal reading (Swinney & Cutler, 1979; Gibbs, 1980). Second, other models 
propose that idioms are processed incrementally. In some of these models, a figurative 
reading only becomes available after a literal reading has reliably been rejected (Bobrow 
& Bell, 1973). In other models, a figurative reading becomes available when an idiom 
recognition point has been reached and a figurative reading is retrieved, though not from 
a separate conceptual representation (Cacciari & Tabossi, 1988). Finally, there are 
hybrid models where the figurative reading of the idiom as a whole and the literal 
meaning of its constituent words are allowed to be activated simultaneously (Cutting & 
Bock, 1997; Sprenger, Levelt, & Kempen, 2006). Some models in this last class specify 
certain constraints that may affect idiom processing, such as the literal plausibility of an 
idiom and familiarity with its meaning (Titone & Libben, 2008; Titone & Libben, 2014).  
In most models, a separate conceptual representation of the idiom is assumed. What sets 
hybrid models apart is that in these models activation can spread between single words 
in the idiom to this conceptual representation and back via an ‘element of’ relationship. 
In this way, both figurative and literal aspects of the idiom may continue to influence 
sentence processing upon encountering an idiom through spreading activation 
(Sprenger, Levelt, & Kempen, 2006).  
Empirical evidence has been converging towards hybrid models as the most plausible 
accounts of idiomatic processing (Hillert & Swinney, 2001; Cacciari & Tabossi, 1988; 
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Sprenger, Levelt, & Kempen, 2006; Beck & Weber, 2016; van Ginkel & Dijkstra, 2019). 
Several studies have shown that words contained within idiomatic expressions can prime 
semantic associates (Beck & Weber, 2016; Hillert & Swinney, 2001; Cacciari & Tabossi, 
1988; van Ginkel & Dijkstra, 2019). For instance, the word ‘bucket’ in the idiomatic 
expression ‘to kick the bucket’ is able to prime semantic associates such as ‘pail’. Literal 
semantic associates can also still be primed by words contained within minimal-idiom 
contexts. In a Dutch lexical decision task, van Ginkel and Dijkstra (2019) showed that 
the Dutch idiom ‘iemand aan de tand voelen’ (‘to feel someone on the tooth’, meaning 
to interrogate someone) can still prime the word ‘jaw’ as a semantic associate of ‘tooth’, 
even though the idiomatic meaning of the sentence is also recognized when it is 
presented as ‘Hij voelt haar aan de tand’ (‘He feels her on the tooth’). Beck and Weber 
(2016) showed similar effects in a cross-modal priming study with lexical decision, where 
native speakers of English showed facilitation of semantic associates of a noun at the 
end of the idiom, as well as of the idiom’s figurative meaning as a whole. These studies 
show that, when idiomatic expressions are presented in the absence of a biasing context, 
spreading activation occurs from literal word constituents in the idiomatic expression to 
semantically related words. However, the processing of an idiomatic expression may be 
affected by the presence of a larger figurative context. 
The effect of such a biasing context may differ for individual idioms. Some idioms are 
also plausible as a fully literal sentence, where others are not. Our previous examples all 
have figurative meanings, but they can all be interpreted as a literal sentence as well (‘to 
kick the bucket’, ‘to miss the boat’). In contrast, idioms like ‘to be on cloud nine’ do not 
have a directly plausible literal interpretation. Some models of idiom comprehension 
aim to take these and other differences into account. A prominent example is the 
Constraint-Based Model of Idiom Processing (Titone & Libben, 2008; Titone & Libben, 
2014), which asserts that the availability of the figurative meaning of idioms is affected 
by different idiom properties at different time-points in the unfolding sentence. For 
example, literal plausibility may be immediately relevant in determining whether a 
sentence should be interpreted in a figurative manner or not when the sentence is still 
unfolding (Titone & Libben, 2014).  
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In sum, models of idiom comprehension generally postulate that there is a separate 
conceptual representation for idiomatic expressions. These models differ in the extent to 
which this representation is allowed to interact with literal word representations, and in 
their assumptions of when and how such a conceptual, figurative representation 
becomes active. How this process is affected by a biasing context is as of yet unclear. We 
will explore the use of biasing context and its potential effects on idiom processing in the 
next section.  
4.1.2 The effect of biasing context: Figurative or literal? 
Studies investigating the effect of biasing contexts on idiomatic processing have focused 
on processing of single words contained within an idiom or the issue of meaning 
dominance between figurative and literal meaning in idioms. For example, Rommers et 
al. (2013) considered the depth of processing of single words when they are part of an 
idiomatic sentence or a literal sentence. In two studies, one reaction time (RT) lexical 
decision study and one electroencephalography (EEG) study, they presented 
participants with figurative and literal sentences that contained the same critical noun. 
All idioms included were opaque (low in transparency), with a meaning not directly 
derivable from the words that constitute the idiom. For example, the Dutch idiom ‘tegen 
de lamp lopen’ (‘to walk against the lamp’, meaning to get caught) was presented in a 
figurative sentence such as ‘After many careless transactions, the careless scammer 
walked against the lamp yesterday’. A matched literal sentence used the word ‘lamp’ in 
its purely literal form, not as part of a larger figurative unit, and read ‘After lunch the 
electrician screwed the new light bulb in the lamp yesterday’. In each context condition, 
the sentence was either presented with the correct, expected completion (lamp) or it was 
replaced by a semantic associate of this completion (candle) or an unrelated word (villa).  
Rommers et al. found that result patterns were graded in the literal condition, with fastest 
RTs to the correct continuation (‘lamp’), followed by the semantic associate (candle), 
and slowest RTs for the unrelated condition (villa). In the idiomatic condition, the 
correct continuation (lamp) was also identified fastest, but there was no longer a 
difference between the semantically related (candle) and the unrelated (villa) condition. 
These effects were mimicked in the N400 results of the EEG study where the N400 
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component was studied as an index of word retrieval and integration (Kutas & 
Federmeier, 2011; Lau, Philips, & Poeppel, 2008). In the ERP analysis, the expected 
continuation of a literal sentence showed the least semantic processing activity, followed 
by its semantic associate, and then the unrelated substitute. However, when the expected 
continuation was contained in a figurative context, this effect disappeared: The expected 
continuation showed the smallest N400 amplitude, but there was no longer a difference 
between the semantic associate or the unrelated substitute which showed more semantic 
processing. The authors interpreted this finding in terms of less involvement of semantic 
integration processes in figurative language than in literal language.  
Note that the Rommers et al. (2013) study investigated opaque idioms only, which is 
why their results may not generalize to idioms with a meaning that is more directly 
derivable from their constituent words. Also, the critical noun is either part of a figurative 
configuration or it is a literal word in a fully literal context, without the idiom being 
present. This particular set-up does not provide the opportunity to compare processing 
of the target when the immediately surrounding context (e.g., the idiom itself) is also the 
same and contained in a broader figurative or a literal context (note that this was not the 
authors’ intent).  
To compare the processing of single words when an idiom is used figuratively or literally 
as a whole, Canal, Pesciarelli, Vespignani, Molinaro, and Cacciari (2017) conducted an 
EEG study where they presented participants with sentences such as ‘The teacher saw 
Nick was bothering his deck mate but for the first time she closed an eye and kept on 
teaching’ where the underlined ‘closed an eye’ is an idiomatic expression. This 
expression could also be presented in a sentence such as ‘At the ophthalmological visit, 
before starting to read the letters on the panel aloud, Henry closed an eye in order to 
evaluate his nearsightedness’, where the idiomatic expression was used as a fully literal 
sentence. Cloze probability of these sentences was matched, making the final noun in 
the expression (‘eye’) equally expected in both context conditions. The authors found 
differences in amplitude in the post-N400 Positivity (PNP) component in the event-
related potentials (ERPs). This component is thought to reflect difficulties in the 
integration of meaning (see Van Petten & Luka, 2012). The authors report a larger PNP 
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amplitude in the idiomatic context condition than the literal context condition, leading 
them to conclude that sentence revision mechanisms may be more engaged in the 
integration of idiomatic meaning than literal sentence meaning. Furthermore, changes 
in the time-frequency domain with respect to the gamma band suggest that literal 
semantic composition of sentences containing idiomatic expressions is no longer 
performed, in line with the findings by Rommers et al. (2013). 
To further examine what happens when idiomatic expressions are processed as literal 
sentences by a biasing context, Hendriks, van Ginkel, Dijkstra, and Piai (also see 
Chapter 3) conducted a combined RT and EEG study. Dutch native speakers were 
presented with sentences containing idiomatic expressions that were either used in a 
figuratively biasing context or in a literal context, similar to the design by Canal et al. 
(2017). Participants performed a lexical decision on the critical noun at the end of a 
sentence, for example ‘Wendy is incredibly busy. She walks on her toes.’ where the 
idiomatic expression ‘to walk on your toes’ means ‘to wish to achieve more than you are 
able to’. In the literal context, the sentence was ‘Wendy wants to seem taller than she 
really is. She walks on her toes.’. Interestingly, there was no difference in RTs in the 
Dutch lexical decision task for the word ‘toes’ between these conditions (an overall 
difference of 13 ms was not significant), but time-frequency measures showed differences 
in alpha-beta band synchronization that suggest semantic word retrieval processes and 
semantic word activation may be less involved in the idiomatically used expressions than 
the literally used expressions (Piai, Rommers, & Knight, 2017).  
In sum, studies examining the effect of biasing context on the processing of words 
contained within idioms suggest that there is less semantic activation of these words 
when they are part of a figurative configuration than of a fully literal sentence. It appears 
that the same word can be processed differently depending on its figurative or literal use, 
where it may be treated as ‘semantically void’ in its figurative use. 
4.1.3 The current study 
The aim of the present study was to assess the activation of the figurative and literal 
meaning of idioms when the reading of these idioms is biased towards a figurative or a 
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literal sentence interpretation, addressing spreading activation to word meanings 
associated with the idiom’s meaning or the meaning of its literal word constituents. To 
this end, we designed an RT experiment in which context sentences provide a literal or 
figurative bias towards the interpretation of Dutch idiomatic expressions (see Table 4.1 
for examples of experimental materials). These expressions can either be interpreted 
figuratively or literally themselves as well. Next, a target word is presented for Dutch 
lexical decision. For example, the Dutch idiom ‘op je tenen lopen’ (literally ‘to walk on 
your toes’, meaning to want to achieve more than you are able to), was presented following 
one of two types of context sentences: (1) a figuratively biasing context sentence: ‘Wendy 
heeft het ontzettend druk. Ze loopt op haar tenen.’ (‘Wendy is incredibly busy. She walks 
on her toes.’), or (2) a literally biasing context sentence: ‘Wendy wil graag groter lijken 
dan ze is. Ze loopt op haar tenen.’ (‘Wendy would like to look taller than she really is. 
She walks on her toes.’). The idiomatic sentence itself was then followed by a target word 
that was either (1) figuratively related to the meaning of the idiom as a whole 
(‘PRESTEREN’ / ‘ACHIEVE’), (2) a semantic associate of the literal noun at the end 
of the idiom (‘NAGELS’ / ‘NAILS’), or (3) unrelated to either the meaning of the idiom 
or the literal word at the end of the idiom (‘KLASSIEK’ / ‘CLASSIC’). 
If depth of processing of literal word meaning is more shallow and less involved in 
idiomatic expressions than in literal sentences (Rommers, Dijkstra, & Bastiaansen, 2013; 
Canal et al., 2017; Piai, Rommers, & Knight, 2017), this might be reflected in the 
magnitude of semantic priming of upcoming words. For example, let us assume that the 
word ‘toes’ in the idiom ‘She walks on her toes’ is processed solely as part of the larger 
figurative whole. When the idiom is biased towards a figurative interpretation, we expect 
to observe no or reduced semantic word activation for this idiom-final word ‘toes’ in a 
figuratively biased context than a literally biased context, as the word should be 
processed more in depth in terms of semantics in the latter type of condition. This 
expectation is based on previous research (Rommers, Dijkstra, & Bastiaansen, 2013; 
Canal et al., 2017; Piai, Rommers, & Knight, 2017). This could imply that semantic 
associates will no longer be primed as the word is not activated in this degree.  
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This argumentation is in line with Rommers et al. (2013) where critical nouns contained 
within the idiom are replaced with semantic associates. However, in the set-up of the 
current study, the critical noun is not part of the idiom itself. Instead, the entire idiom is 
given, and only afterwards the critical word for lexical decision is presented. Thus, the 
entire idiom is available for processing before activation of figurative and literal meaning 
is assessed in the Dutch lexical decision task. Previous research has shown that idioms 
can prime semantic associates presented in a minimal idiom context when a biasing 
context is absent (van Ginkel & Dijkstra, 2019; Beck & Weber, 2016; Hillert & Swinney, 
2001). For example, the Dutch idiomatic expression ‘He feels her on the tooth’ can prime 
the related target ‘jaw’. If the biasing context does not override the activation of the literal 
word contained within the idiom, we would still expect priming of both the figurative 
and the literal target in our idiomatic context condition. However, priming for the 
figurative target may be larger than for the literal associate, as the biasing context 
strengthens the activation of the figurative meaning of the idiomatic expression. 
Furthermore, other researchers have shown that the activation of figurative meaning 
may depend on the predictability of the idiom, where ambiguous idioms (for which it is 
not immediately clear that the string has an idiomatic reading) may need a supportive 
context to be interpreted (Fanari, Cacciari & Tabossi, 2010; see also Cacciari & 
Corradini, 2015).  
In the literal context condition, a similar line of reasoning holds: If the biasing literal 
context overrides semantic activation of the figurative meaning of the idiom, we would 
not expect priming for targets associated with this idiomatic meaning. Priming should 
only occur for semantic associates of the literal word at the end of the idiom (e.g. ‘toes’ 
at the end of ‘She walks on her toes’). If idiomatic activation is automatic and strong 
enough to occur when an idiom is used in a purely literal sense, priming of the figurative 
target would still occur in the literal context condition. In this case, there may still be a 
difference in the magnitude of priming of the figurative and the literal target if the literal 
context causes stronger activation of the literal word constituents of the idiom, reflected 
in faster RTs for the literal than the figurative target. The literal target should be primed 
in this context condition as the idiom is used as a literal sentence. There should be no 
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impedance to spreading activation from the word at the end of the sentence (‘toes’) 
towards semantic associates (‘nails’). Lexical decision RTs for unrelated targets should 
be slower than for figuratively and literally related targets in both context conditions.  
Finally, we made predictions concerning the effect of experiment progression. Previous 
research suggests that the likelihood of observing figurative meaning activation depends 
on the prominence of figurative language in the experiment (Bobrow & Bell, 1973), 
defined by the percentage of total figurative trails in the experiment. Whereas the total 
percentage of figurative language seems to impact processing, figurative activation may 
‘build’ during the experiment: the likelihood of activating a figurative representation may 
gradually increase across an experimental session, when more and more figurative 
language is encountered, and participants become more ‘figuratively attuned’. To 
examine this effect, accruing over time, our experimental design included a limited 
number of figurative targets distributed over the two blocks of the experiment. In total, 
half of the prime sentences in the experiment contained idioms and only half of those 
were idioms that were biased towards a figurative interpretation. The other half of the 
stimuli contained purely literal language. In other words, only a quarter of the 
experiment consisted of idioms that were actually used figuratively, and there was a 
literal interpretation bias in the experiment across the board. However, if figurative 
processing becomes more prominent depending on the number of figurative stimuli 
already previously encountered, stronger effects for figurative meaning should arise in 
the second half of the experiment than in the first half. The familiarity with the fact that 
figurative stimuli exist in the experiment might boost figurative activation later in the 
experiment. 
4.2 METHOD 
Participants 
Participants were 90 native speakers of Dutch (mean age = 24.8, 68 females). All 
participants were right-handed, had normal or corrected to normal vision, and had no 
history of neurological or language disorders. Participation was voluntary and was 
rewarded with course credit or a 10 euro gift card. 
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Materials and Design 
Experimental materials consisted of biasing context sentences that preceded idiomatic 
prime sentences, after which target words were presented for Dutch lexical decision (see 
Table 4.1 for an example). First, we will detail the selection of idioms used in this 
experiment. Then, each part of the experiment is detailed in subsections: biasing context 
sentences, idiom prime sentences, and finally target words (in the same order as they 
were presented in the experiment).  
Idiom Selection. A set of 24 Dutch idioms were selected from a large-scale survey on 
Dutch idiomatic expressions, where idioms were rated on a number of scales by 390 
Dutch native speakers (Hubers et al., 2018). Idioms were selected from this database if 
they could be used in both a figurative and a literal reading. An example of an idiom 
that can be used both figuratively and literally is the Dutch expression ‘to walk on your 
toes’ (see Table 4.1). The selected idioms were well-known to Dutch native speakers, as 
reflected by a mean score of 88.9% correct selection when survey participants were asked 
to choose the meaning of the idiom in a four-choice multiple choice question. All idioms 
were rated on 5-point Likert scales in the Hubers et al. (2018) database survey study for 
different dimensions (means and standard deviations for the 24 selected idioms included 
between brackets): subjective frequency (‘how often have you seen or heard this 
expression?’, mean=3.8, SD=.82), usage (‘how often do you use this expression 
yourself’, mean=2.5, SD=.83), familiarity (‘how familiar are you with the meaning of 
this expression?’, mean=3.5, SD=.79), transparency (‘how clear is the meaning of this 
expression based on the constituent words?’, mean=2.8, SD=.57), and imageability 
(‘how easily can you associate an image with this sentence?’, mean=3.5, SD=.70).  
A further 24 idioms were selected as filler prime sentences through the same procedure 
as the experimental idioms, and another 48 fully literal sentences were constructed as 
literal fillers. In this way, the final experiment consisted of 50% sentences containing 
idioms being used either figuratively or fully literally, totaling 25% figurative uses of 
idioms across the entire experiment. There was no difference in the length of the context 
sentences or the idiom prime sentences for any of the conditions, and neither for the filler 
sentences compared to any other conditions (all p’s > .05).   
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Table 4.1. Example of an experimental idiom with its associated figurative and literal context 
sentence and the following prime sentence. The table also provides targets for the idiom in all three 
experimental categories: (1) FIG (related to the meaning of the idiom), (2) LIT (related to the final 
word in the idiom prime), and (3) UNREL (unrelated to either of these categories).  
Figurative Context Bias 
Biasing Context Sentence: Wendy heeft het erg druk.  
Wendy is very busy. 
Idiom Prime Sentence: Ze loopt op haar tenen. 
She walks on her toes. 
Target Word: FIG: PRESTEREN (ACHIEVE) 
 LIT: NAGELS (NAILS) 
 UNREL: KLASSIEK (CLASSIC) 
Literal Context Bias 
Biasing Context Sentence: Wendy wil graag groter lijken dan ze is. 
Wendy wants to look taller. 
Idiom Prime Sentence: Ze loopt op haar tenen. 
She walks on her toes. 
Target Word: FIG: PRESTEREN (ACHIEVE) 
 LIT: NAGELS (NAILS) 
 UNREL: KLASSIEK (CLASSIC) 
 
Biasing Contexts. Next, the selected idioms were paired to sentences that were 
constructed to provide a figuratively or literally biasing context for them. For example, 
for the idiom ‘op je tenen lopen’ (‘to walk on your toes’, translation: to want to achieve 
more than you are able to), the figuratively biasing context sentence was ‘Wendy is 
incredibly busy’, whereas the literally biasing context sentence was ‘Wendy wants to 
look taller than she is’. Ratings of the relatedness of these contexts to the idiom are 
presented below in the Idiom Prime Sentence subsection, as the two were tested together. 
Idiom Prime Sentences. Following each of these context sentences, the idiomatic prime 
sentence ‘She walks on her toes’ was presented. Constructed context sentences were 
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tested in several stimulus validation surveys. Each validation survey was completed by 
at least 20 native speakers of Dutch. In one survey, participants were presented with the 
context sentence followed by the prime sentence with the sentence-final word omitted. 
They were asked to finish the second sentence in a CLOZE task by providing all possible 
continuations that came to mind in an open-ended question, without trying to be 
original. A second validation study was conducted in which participants were asked to 
rate the context and idiom sentences on two scales consecutively: (1) relatedness to the 
context sentence, and (2) naturalness of the sentence. For the first question, participants 
were asked to judge the semantic link between the context and the idiom prime sentence 
(‘how well does the second sentence relate to the first sentence?’ on a 7-point Likert scale 
ranging from 1 (‘totally unrelated’) to 7 (‘totally related’). For the second question, they 
were asked to judge how natural the sequence of sentences was (‘how natural do you 
think these sentences sound together?’) on a scale of 1 (‘totally unnatural’) to 7 (‘totally 
natural’). Selected idiom prime sentences for the stimulus materials were matched in 
terms of CLOZE probability (percentage of answers including the continuation) across 
the figurative (mean=.77, SD=.24) and the literal context conditions (mean=.73, 
SD=.23, t(23)=.767, p=.451). The chosen idiom prime sentences were also matched in 
terms of the semantic link between the biasing context sentence and the prime sentence 
for the figurative (mean=5.6, SD=.72) and the literal condition (mean=5.3, SD=.92, 
t(23)=1.201, p=.242). Finally, selected idiom prime sentences were matched in terms of 
naturalness with no difference between the figurative (mean=5.0, SD=.78) and the literal 
context condition (mean=4.7, SD=1.2, t(23)=1.250, p=.224). Mean values are listed in 
Table 4.2. All experimental idioms are listed in Table 4.A1 the Appendix and the 
context sentences are listed in Table 4.A2.  
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Table 4.2. Mean values for cloze probability, relatedness scores, and naturalness scores for the 
Biasing Context – Idiom Prime Sentence combinations per context bias (figurative or literal). 
 Figurative Context Literal Context 
Cloze probability Context-Prime .78 (.24) .73 (.23) 
Relatedness Context-Prime 5.58 (.72) 5.29 (.92) 
Naturalness Context-Prime 5.02 (.78) 4.68 (1.11) 
 
Target Words for Lexical Decision. After presentation of the biasing context sentence and 
the prime sentence containing the idiom, a target was presented for Dutch lexical 
decision. This target belonged to one of three conditions (see Table 4.1): (1) FIG: related 
to the meaning of the idiom, (2) LIT: related to the final word of the idiom prime, or (3) 
UNREL: unrelated to either of these. Taking the Dutch idiom to walk on your toes as 
an example again (see also Table 4.1), the targets words following the idiom prime were 
as follows: (1) FIG: PRESTEREN (TO PERFORM), (2) LIT: NAGELS (NAILS) , (3) 
UNREL: KLASSIEK (CLASSIC). Filler sentences were associated with a balanced 
number of word and non-word targets, such that the percentage of words vs. non-words 
in the final lexical decision task was fifty-fifty and there was no difference in the number 
of word and non-word targets across idiomatic or fully literal sentences, test or filler 
conditions. Word frequency of targets was obtained from the SUBTLEX-NL database 
(Keuleers, Brysbaert, & New, 2010), a database of 44 million words from Dutch film 
and television subtitles. Paired t-tests revealed no significant differences in target word 
length (in letters) or word frequency (LOG10 in the SUBTLEX database) between any 
of the experimental conditions. Target length in the FIG condition (mean=6.3, SD=1.9) 
did not differ from the LIT condition (mean=5.9, SD=1.7, t(23)=1.592, p=.125), nor 
from the UNREL condition (mean=5.9, SD=1.3, t(23)=1.926, p=.067). There was also 
no difference in target length between the LIT condition and the UNREL condition 
(t(23)=-1.190, p=.246). For log10 target word frequency, there was no difference 
between the FIG condition (mean=3.1, SD=.81) and the LIT condition either 
(mean=2.7, SD=.59, t(23)=1.842, p=.078), nor between the FIG and UNREL condition 
(mean=3.0, SD=.53, t(23)=1.527, p=.140). Finally, there was no difference between the 
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LIT and the UNREL condition targets (t(23)=-1.894, p=.071). All target words per 
experimental idiomatic expression are listed in Table 4.A3 in the Appendix. 
Procedure 
Participants were tested on an individual basis in a single session. Participants were 
seated at about a 60 cm distance from the computer screen. The experiment program 
was programmed in Psychopy (Pierce, 2007). RTs in the Dutch lexical decision task 
were recorded by a dedicated button box designed by the Radboud Donders Centre for 
Cognition’s Technical Group (BitsiBox) at one millisecond accuracy. Participants 
received oral instructions about the experiment that were repeated in the written 
instruction of the experiment program. They were instructed that they would first see a 
sentence on the screen (in white letters against a black background, font Arial with font 
size 42.5) that they were to read carefully. Upon having finished reading the sentence, 
they were asked to press a button to continue to another sentence presented word by 
word in white letters again. They were told that as part of this word-for-word 
presentation of the next sentence, a red word in capital letters would appear. They were 
asked to decide whether the red word was a Dutch word or not by pressing one of two 
buttons on the button box in front of them. Participants were instructed to respond as 
quickly and as accurately as possible. Furthermore, they were instructed to read each 
sentence carefully as they were going to be asked questions about the sentences at 
random points throughout the experiment. 
Each trial began with a fixation cross (+) that was presented in the center of the screen 
for 1.5 seconds. Then, a context sentence was presented that participants could read 
without time constraint. When a participant pressed a button to indicate they had 
finished reading the sentence, the prime sentence appeared on the screen word by word. 
Each word was presented for 300 ms with a 300 ms blank screen in-between the words. 
Next, the target word appeared in red capital letters for 300 ms after the offset of the 
prime sentence. Participants had a window of three seconds to make their lexical 
decision response before the next trial started automatically. Fifteen comprehension 
questions for the context sentences were included in the experiment at varying intervals 
to ensure that participants were actually paying attention to the content of the context 
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sentences. Participants provided a yes/no answer to the question by pressing one of two 
buttons on the keyboard, marked with a green or red sticker, respectively.  
Each idiom occurred six times in the core stimulus list: two for the context condition 
(Figurative or Literal) by three for the Target Word Condition (FIG, LIT, or UNREL), 
totaling six repetitions per context-prime-target pairing. Each individual participant 
received two of these combinations: Each idiom was used once in a figurative context 
and once in a literal context. This meant that each participant only received two out of 
a possible six combinations of primes and targets.  
These repetitions were then distributed across the experiment so that they were not in 
close proximity and were preceded by several other idioms and literal fillers (one being 
closer to the start of the experiment and the other closer to the end). Thus, three 
participants were required to complete data collection for all conditions per idiom. The 
number of idioms following a figurative and a literal context bias sentence was balanced 
between the first and the second block of the experiment, to be able examine the effect 
of experiment progression. The same was true for targets in each Target Word 
Condition, which were also balanced across experiment blocks. Furthermore, everything 
was counter-balanced, so that the idioms and targets encountered in the first and the 
second block differed across experimental lists. Each participant received a 
pseudorandomized version of one of the base lists. Each list consisted of 192 trials 
including fillers. A practice session of 16 example stimuli preceded the actual 
experiment. The entire experiment took about 35 to 45 minutes per participant. After 
the task, participants provided their biographical information.  
CHAPTER 4 
108 
 
4.3 RESULTS 
Reaction times 
Analyses were performed on correct responses only. First, participants were only 
selected for data processing if their percentage of correct answers to the yes/no 
comprehension questions was higher than 75%. This resulted in the exclusion of 11 out 
of 90 participants. Excluding these participants was important as it ensured that only 
those participants who reliably read and processed the biasing context sentences were 
included in the analysis (the context manipulation would not work if participants 
skipped the context sentence and did not read it carefully). One participant was excluded 
for exceeding the .2 error rate on the lexical decision task, and three participants were 
excluded for slow outlier RTs beyond 2.5 SDs from the participant mean. This selection 
procedure left data for 75 participants in the final analysis. One item was excluded for 
slow outlier RTs at 2.5 SDs from the mean RT of all items (FAILLIET / BANKRUPT). 
Items remained balanced in terms of word frequency and length after item removal. 
Finally, outlier RTs were removed at 2.5 SDs from the mean for participants and items. 
Data loss for the included 75 participants averaged 6.3% (228 data points lost out of 3604 
data points, leaving 3376 data points in the analysis). Means and SDs for all relevant 
conditions are listed in Table 4.3. Error rates are listed in Table 4.4.
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Table 4.3. Means (and standard deviations) for reaction times on the lexical decision task for targets by context 
bias condition, block (first or second), and target word condition. Overall means (in milliseconds) and standard 
deviations (between parentheses) are provided. 
FIGURATIVE CONTEXT BIAS 
Target Word Condition:  
FIG 
Block 1 
660 (160) 
Block 2 
629 (157) 
Overall 
644 (159) 
 LIT 674 (187) 628 (147) 650 (169) 
 UNREL 674 (188) 654 (168) 664 (179) 
LITERAL CONTEXT BIAS 
Target Word Condition:  
FIG 
Block 1 
695 (188) 
Block 2 
636 (154) 
Overall 
666 (175) 
 LIT 688 (184) 645 (180) 666 (183) 
 UNREL 713 (180) 631 (145) 672 (168) 
 
Table 4.4. Error rates (and standard deviations) for each of the experimental conditions by 
contextual bias condition.  
 FIG LIT UNREL 
Figurative Context Bias .01 (.12) .02 (.13) .02 (.15) 
Literal Context Bias .02 (.13) .02 (.13) .02 (.15) 
 
Linear mixed effects regression analyses were performed on correct responses only in 
Rstudio (lmerTest package in R Project for Statistical Computing, R version 3.4.1). This 
analysis accounts for random effects at participant and item level, eliminating the need 
for separate subject / items ANOVAs (F1 / F2). All relevant comparisons were made 
within one model by releveling factors. We began with the most complex theoretically 
relevant model and iteratively removed insignificant interactions and predictors until the 
most explanatory model had been reached, testing each model against its predecessor in 
an ANOVA (Barr, Levy, Scheepers, & Tily, 2013). This model took the log-transformed 
RTs as the dependent variable and included an interaction term between Context 
Condition (Figurative / Literal), Target Word Condition (FIG, LIT, UNREL) and 
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Experiment Block (first or second) to compare effects of Target Word Condition between 
blocks and context bias conditions. Other predictors were assessed in an interaction 
between Target Word Condition (FIG, LIT, UNREL), Target Word Frequency (log10), 
and Target Word Length. All continuous predictors were centered. Comparisons 
between biasing context conditions, target word conditions, and experimental blocks 
were made by releveling these predictors in the model, where the predictor of interest is 
placed on the intercept within the model. Results from the releveled model are listed in 
Table 4.5 for Target Word comparisons within each Context Condition (Figurative or 
Literal). The Target Word Condition listed first is on the intercept for that comparison. 
Results for the effects of Target Word Frequency and Target Word Length are given in 
Table 4.6. 
Condition mentioned first in each row is on the intercept and subject of comparison. For 
results contained in these tables, only the p-value is referenced in the text. Statistics for 
the comparisons between the Figurative and the Literal Context Bias conditions are 
made in the text when these differences are discussed. Releveling adjusts the intercept 
for each iteration of the model. We provide them here for the releveled version of the 
model with the UNREL target on the intercept. The intercept for the Figurative Context 
Bias condition in Block 1 for the UNREL target (β=6.48, SE=.02, t(1370)=265.08, 
p<.001), the Figurative Context Bias condition in Block 2 for the UNREL target 
(β=6.45, SE=.02, t(1390)=262.64, p<.001), the intercept for the Literal Context Bias 
condition in Block 1 for the UNREL target (β=6.54, SE=.02, t(1420)=264.72, p<.001), 
and finally the Literal Context Bias condition in Block 2 for the UNREL target (β=6.42, 
SE=.02, t(1360)=262.98, p<.001).  
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Table 4.5. Linear mixed effects regression results for the relevels with the Figurative and Literal 
Context Bias condition on the intercept. Target Word Comparisons are given by Block for each of 
the Context Conditions (Figurative or Literal).  
FIGURATIVE CONTEXT BIAS 
Block 1 Estimate (β) SE df t p 
UNREL vs. FIG -.002510 .01554 3290 .16 .87 
UNREL vs. LIT -.005959 .01493 3292 -.40 .69 
FIG vs. LIT -.008469 .01562 3218 -.5 .59 
Block 2      
UNREL vs. FIG -.03947 .01510 3289 -2.61 .01 
UNREL vs. LIT -.05888 .01521 3269 -3.87 .00 
FIG vs. LIT -.001941 .01533 3235 -1.27 .21 
Simple: Block       
FIG -.06889 .02069 83 -3.33 .00 
LIT -.07983 .02055 73 -3.89 .00 
UNREL -.0291 .02062 74 -1.31 .20 
LITERAL CONTEXT BIAS 
Block 1 Estimate (β) SE df t p 
UNREL vs. FIG -.02858 .01569 3290 -1.82 .07 
UNREL vs. LIT -.05360 .01555 3287 -3.45 .00 
FIG vs. LIT -.02502 .01567 3285 -1.60 .11 
Block 2      
UNREL vs. FIG .01299 .01537 3293 .85 .40 
UNREL vs. LIT .007697 .01483 3292 .52 .60 
FIG vs. LIT -.005296 .01556 3213 -.34 .73 
Simple: Block       
FIG -.08230 .02101 80 -3.92 .00 
LIT -.06257 .02055 73 -3.04 .00 
UNREL -.1239 .02076 76 -5.97 .00 
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Table 4.6. Results for the effects of Target Word Frequency and Target Word Length within the 
model. The effect is specified per Target Word condition for that relevel of the model. 
OVERALL EFFECTS 
Simple: Target Word Length     
 Estimate (β) SE df t p 
FIG -.001291 .004970 964 -.26 .79 
LIT -.003059 .004278 1075 -.71 .47 
UNREL .01009 .006309 668 1.60 .11 
Simple: Target Word Frequency     
FIG -.05347 .01133 941 -4.72 .00 
LIT -.06927 .01124 1165 -6.16 .00 
UNREL .008342 .01534 749 .54 .59 
Interaction: Target Word Frequency * Target Word Length 
FIG -.01154 .005640 876 -2.05 .04 
LIT -.01391 .007439 1652 -1.88 .06 
UNREL -.01495 .01175 926 -.27 .20 
 
The effect of experiment progression (Block) 
In the Figurative Context Bias condition, RTs differed for Target Word Conditions 
(FIG, LIT, UNREL) across the blocks. Both the FIG targets and the LIT targets were 
identified faster in Block 2 than in Block 1 (p<.001), but UNREL targets were not 
identified faster as the experiment progressed (p=.20, see Figure 4.1). Differences 
between the Target Word Conditions (UNREL vs. FIG, UNREL vs. LIT, FIG vs. LIT) 
became more pronounced from Block 1 to Block 2 (see Figure 4.1). In Block 1, there 
were no differences between RTs for the different Target Word Conditions. On average, 
FIG targets were identified 14 milliseconds faster than LIT and UNREL targets, but this 
difference was not statistically significant. In the second experimental block, both FIG 
and LIT targets were identified faster than UNREL targets  (p=.01 and p<.001, 
respectively). FIG targets were identified 25 ms faster than UNREL targets, and LIT 
targets were identified 26 ms faster than UNREL targets. The difference between FIG 
and LIT targets was one millisecond on average (p=.21). In sum, there was no significant 
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difference between the three Target Word Conditions in Block 1 for the Figurative 
Context Bias condition, but in Block 2 both figuratively and literally related targets were 
identified faster than unrelated targets. 
In the Literal Context Bias condition, RTs also differed for the Target Word Conditions 
across blocks (see Figure 4.1). For all types of targets, RTs became faster from Block 1 
to Block 2 (all p-values<.001). Differences between the Target Word Conditions 
(UNREL vs. FIG, UNREL vs. LIT, FIG vs. LIT) changed as the experiment progressed. 
In Block 1, LIT targets were identified faster than UNREL targets (p=.01) by 25 
milliseconds and there was a trend towards FIG targets being identified faster than 
UNREL targets as well (p=.07, difference of 18 milliseconds), but there was no difference 
in RTs between FIG and LIT targets (p=.11, 8 milliseconds). In Block 2, none of the 
comparisons were significant anymore. There was only a six millisecond difference 
between the FIG and UNREL targets and the LIT and UNREL targets, and the FIG 
and LIT targets had the same overall mean (mean=666, SD(FIG)=175, SD(LIT)=183). 
 
 
Figure 4.1. Mean RTs (and SEs) for the Target Word Conditions (FIG, LIT, UNREL) from Block 
1 to Block 2 for the Figurative Context Bias condition and the Literal Context Bias condition. 
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Next, we compared the RTs in each block for the two context bias conditions. RTs to 
FIG targets were similar in the Figurative Context Bias condition and in the Literal 
Context Bias condition in Block 1 (β=.03, SE=.02, t(80)=1.64, p=.11) and in Block 2 
across Context conditions (β=.02, SE=.02, t(82)=1.02, p=.31). LIT targets were 
identified similarly fast in both Context conditions in Block 1 (β=.02, SE=.02, t(76)=.87, 
p=.39) and in Block 2 across Context conditions too (β=.03, SE=.02, t(71)=1.73, p=.10). 
Finally, there was a difference in RTs for UNREL targets in the Figurative vs. the Literal 
Context Bias condition in Block 1 (β=.06, SE=.02, t(76)=3.26, p<.01) but there was no 
difference in UNREL target RTS between the Figurative and the Literal Context Bias 
condition in Block 2 (β=-.03, SE=.02, t(74)=-1.52, p=.13). The direction of change in 
RTs from Block 1 to 2 did not differ between the two context bias conditions, with RTs 
facilitated from the first to the second Block in both Context Bias conditions (β=-.01, 
SE=.04, t(47)=-.37, p=.71). The difference in RTs between FIG and UNREL targets 
differed between the Figurative Context Bias condition and the Literal Context Bias 
condition in both Block 1 (β=.04, SE=.02, t(3288)=2.03, p=.04) and Block 2 (β=-.05, 
SE=.02, t(3286)=-2.54, p=.01).  
In Block 1, FIG targets were facilitated more in comparison to UNREL targets in the 
Literal Context Bias condition (18 ms) than in the Figurative Context Bias condition (14 
ms). In Block 2, this was reversed with larger facilitation in the Figurative Context Bias 
condition (25 ms) than the Literal Context Bias condition (5 ms). There was also 
differences in the magnitude of the comparison of RTs for the LIT and UNREL targets 
across Context Bias conditions. In Block 1, LIT targets were significantly more 
facilitated in comparison to UNREL targets in the Literal Context Bias condition by a 
difference of 15 ms in the this versus a 0 ms difference in the Figurative Context Bias 
condition (β=.05, SE=.02, t(3292)=-2.29, p=.02). In Block 2 this effect was reversed, as 
the difference between LIT and UNREL targets became positive in the Literal Context 
Bias condition with UNREL targets receiving faster RTs than LIT targets by 14 ms, 
versus facilitation in the Figurative Context Bias condition for LIT targets over UNREL 
targets by 26 ms (β=.07, SE=.02, t(3290)=3.28, p=.001). Finally, the magnitude of 
difference between RTs for the FIG and LIT targets was the same for both context 
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conditions in both Block 1 (β=-.01, SE=.02, t(3284)=-.52, p=.60) and Block 2 (β=.01, 
SE=.02, t(3288)=.70, p=.50). 
The effect of target word frequency and target word length 
Across the entire experiment, a higher Target Word Frequency facilitated RTs in lexical 
decision to FIG targets (p<.001) and LIT targets (p<.001), but not to UNREL targets 
(p=.59). Whereas figuratively and literally related targets benefited from a higher target 
word frequency, this was not the case for the unrelated targets across the two context 
conditions. Target Word Length did not facilitate responses for any of the Target Word 
Conditions (all p-values>.1), but there was a significant Target Word Frequency by 
Target Word Length interaction in the FIG target word condition (p=.04), where targets 
that were both highly frequent and short were identified fastest. There was a trend in the 
same direction for the LIT target word condition (p=.06), but no interaction between 
these two predictors in the UNREL condition (p=.20). In sum, a higher target word 
frequency facilitated RTs to figuratively and literally related targets, especially if this high 
frequency target was also shorter in length. The unrelated targets did not show any effect 
of target word frequency or target word length. 
4.4 DISCUSSION 
We investigated the activation of figurative and literal meaning aspects of idioms in the 
presence of a biasing context, as well as the change in this activation due to exposure to 
more figurative stimuli. A Dutch lexical decision study was conducted with Dutch 
idioms that were either biased towards a figurative or a literal interpretation of the idiom. 
In the figurative context bias condition, a context sentence was presented that was biased 
towards a figurative interpretation of an idiom presented in a following prime sentence 
(e.g., ‘Wendy is very busy. She walks on her toes.’ to bias the meaning ‘achieve’ of the 
Dutch idiom ‘to walk on your toes’). In the literal context condition, the context sentence 
was biased towards a literal interpretation of an idiom (e.g. ‘Wendy wants to seem taller. 
She walks on her toes.’). Following the context and the idiom prime sentences, a target 
item was presented for lexical decision that was either related to the figurative meaning 
of the idiom as a whole (‘ACHIEVE’ for our example ‘to walk on your toes’), a literal 
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semantic associate of the idiom-final noun (‘NAILS’, as an associate of ‘toes’), or 
unrelated (‘CLASSIC’). The experiment had a literal interpretation bias, where 75% of 
the stimuli were literal sentences (including 25% sentences where idioms were used 
literally). Only 25% of the stimuli consisted of idioms biased figuratively. This 
distribution held across word and non-word trials, which occurred in accordance with 
the standard 50-50 division of a lexical decision task.  
Across the experiment, lexical decision responses for figurative and literal target words 
were facilitated by a higher target word frequency. For figurative targets, facilitation 
increased when a higher frequency target was also shorter in length. There was a trend 
in the same direction for literal targets. Unrelated targets did not benefit from either 
frequency or word length. 
In the figurative context bias condition, figuratively and literally related targets were 
identified faster in the second block of the experiment than in the first block. Response 
times to unrelated targets did not differ between the first and the second experimental 
block. Furthermore, RT differences between the unrelated targets and the figuratively 
and literally related targets became larger as participants were exposed to more idiom-
bearing sentences. Whereas there was no significant difference between unrelated and 
other targets in the first block, there was one between the unrelated and the figurative, 
and the unrelated and the literal targets, in the second block, where both the figurative 
and literal targets were identified faster than the unrelated targets. Thus, with increasing 
exposure to figuratively biased idioms as the experiment progressed, both the figuratively 
and literally related targets were primed in comparison to the unrelated targets.  
In the literal context bias condition, literal targets were identified faster than unrelated 
targets in the first experimental block, but not in the second block. From the first to the 
second block, all differences between target word conditions in this context bias 
condition disappeared. The more exposure participants received to prime sentences that 
contained idioms, the more RTs for the three target word conditions became similar in 
the literal context bias condition. We argue this is due to a larger exposure to idioms that 
were biased figuratively. As more figuratively biased idioms are presented, figurative 
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activation levels increase (as reflected in the priming effect for figurative targets in Block 
2 in the figurative context condition). However, becoming more aware of the presence 
of figurative meaning in the experiment may complicate responses to idioms that are 
used as purely literal sentences: The context bias sentence does not suggest that an idiom 
is coming up, as it is related to the literal meaning of the idiom. Then, an idiom prime 
sentence is encountered as a literal sentence. The conflict between the idiom as a purely 
literal sentence and its figurative meaning may be assumed to become stronger as the 
experiment progresses and participants are more aware of figurative meaning in the 
experiment. This conflict then leads to problems in identifying targets related to idioms 
that are used literally, as participants are expecting a purely literal sentence but recognize 
the idiom as such as well, especially when the experiment progresses. The facilitation for 
literal targets found in the first block disappears in the second block as a consequence of 
the slower responses caused by this conflict. 
Comparing the pattern of results between the figurative and the literal context bias 
idioms provided some interesting insights. Figurative targets were primed more 
compared to unrelated targets in the Literal Context Bias condition than the Figurative 
Context Bias condition in Block 1, and this effect was reversed in Block 2 where priming 
for figurative targets disappeared. As figurative activation built over the course of the 
experiment, priming of the figurative meaning occurred only in the Figurative Bias 
condition. Note, however, that this result may in part be ascribed to the unrelated targets 
in each context bias condition: The baseline of responses for unrelated targets is much 
slower in the Literal Context bias condition than the Figurative Context bias condition, 
and there is only a four millisecond difference in the priming effect for the figurative vs. 
unrelated targets in Block 1 when comparing these context conditions. Responses to 
unrelated targets become faster from Block 1 to Block 2 in both context conditions, but 
in the Literal Context condition these response times level off with the figurative and the 
literal responses, and priming effects are no longer significant.  
In contrast, in the Figurative Context condition, priming for both the figurative and 
literal targets compared to the unrelated targets significantly increases. A similar pattern 
was found when comparing the priming effect between literal and unrelated targets: In 
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Block 1, literal targets were significantly more facilitated compared to unrelated targets 
in the Literal Context Bias condition versus the Figurative Context Bias condition. This 
effect was reversed in Block 2, where literal targets were more facilitated compared to 
unrelated targets in the Figurative Context Bias condition as effects in the Literal Context 
Bias condition disappeared as the experiment progressed.   
In sum, experiment progression affected result patterns differently for the figuratively 
and literally biased idioms. Effects of figurative targets in the Figurative Context Bias 
condition became stronger, whereas effects in the Literal Context Bias condition 
diminished. Even then, we found literal word activation through the activation of 
semantic associates in the strongly biased Figurative Context condition.Overall, these 
results indicate that idioms are recognized as having an associated figurative meaning 
irrespective of whether they are biased towards a figurative or a literal interpretation. 
The degree to which this figurative meaning becomes activated depends on the biasing 
context surrounding the idiom, and the amount of exposure to figurative meaning that 
has already been received in the recent past. Literal meaning aspects of idioms are still 
activated when these idioms are used in a fully figurative manner. This finding is in line 
with hybrid models of idiom comprehension (Cutting & Bock, 1997; Sprenger, Levelt, 
& Kempen, 2006; Titone & Libben, 2008; Titone & Libben, 2014), where figurative and 
literal aspects of idioms are allowed to interact and can be active at the same time during 
idiom comprehension.  
Furthermore, our results indicate that the activation of the figurative meaning of an 
idiom is dependent on whether figurative meaning has recently been encountered. This 
is consistent with studies that show that the degree of figurative activation is affected by 
the percentage of figurative language present in the experimental materials (Bobrow & 
Bell, 1973). Furthermore, our results show that the relative degree of meaning activation 
changes from the start of the experiment to the end. This indicates that the likelihood of 
finding figurative activation effects in an experiment may depend on the length of the 
experiment in relation to the proportion of figurative language present. If the experiment 
is very short, there is no time for figurative activation levels to build up. Furthermore, 
figurative effects may be absent for explicit measures of figurative meaning (such as 
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addressing the figurative meaning of idioms in a lexical decision task), unless a 
significant proportion of items are figurative. A possible explanation for this is a decision 
process: as more figurative stimuli are encountered, the participant recognizes the 
presence of figurative sentences. Henceforth, there may be more focus on the 
identification of the potential for figurative meaning in the following sentences. 
Finally, our results indicate that the last word of an idiom is not treated as semantically 
‘void’ even when the idiom is biased towards a fully figurative interpretation. Previous 
research has suggested that the last word of the idiom may only be processed at a surface 
level akin to template matching, where the word is only checked to have the expected 
orthographic form (Rommers, Dijkstra, & Bastiaansen, 2013). We show that, under the 
current experimental conditions, there is processing of the meaning of the idiom-final 
noun as it still primes its semantic associates.  
4.5 CONCLUSIONS 
The current study shows that both figurative and literal meaning aspects of idioms are 
active during idiom comprehension, even when idioms are biased figuratively. Thus, the 
meaning of individual constituent words in idioms is still processed under adverse 
circumstances. This finding is most in line with hybrid models of idiom comprehension, 
because it shows that figurative and literal meaning aspects of idioms can be active 
simultaneously. If an idiom is biased towards a literal interpretation, this complicates 
processing due to competition between the figurative and literal meaning aspects of the 
idiom. As more idioms are encountered over time, the literal use of an idiom could be 
deemed less and less likely, making its interpretation more difficult. Readers may pay 
more attention to the possibility of figurative meaning once they have encountered more 
figurative stimuli, and have become aware of their presence. The activation of figurative 
meaning may then become stronger as more figuratively biased idioms are encountered. 
In conclusion, it is likely that both figurative and literal meaning are activated in idiom 
comprehension. However, depending on context, it may be idioms as far as the eye can 
see.
  
 
 
 
 
als paddenstoelen uit de grond schieten 
to shoot like mushrooms from the ground 
Meaning: to appear quickly in great numbers (e.g. “New hotels are opening 
everywhere, they are shooting like mushrooms from the ground!”) 
 
  
 121 
 
 
 
 
 
 
Chapter 5 
 
THE PROCESSING OF STANDARD AND INFLECTED 
ADJECTIVE-NOUN COLLOCATIONS WITH 
DIFFERENT DEGREES OF ‘FIGURATIVENESS’ 
 
 
 
 
 
This chapter is based on: 
van Ginkel, W., Piai, V., Chwilla, D., & Dijkstra, T. (Submitted). A Tough Cookie 
 and the Fastest Foods: Representation and Processing of Collocations with 
 different Degrees of Figurative Interpretation.  
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ABSTRACT 
The form-meaning relationship of adjective-noun collocations was investigated in two 
experiments. The collocations had only a unitary figurative meaning (‘fat chance’), both 
a figurative meaning and a literal interpretation (‘red light’), or only a literal 
interpretation (‘lean ham’). Collocations were presented in their standard form and in an 
inflected form (‘fattest chances’). All standard form collocations primed related 
meanings in lexical decision and showed ERP differences in N400 amplitude compared 
to unrelated conditions. In their inflected form, only the fully literal collocations showed 
RT priming. Inflected collocations with both a figurative and a literal meaning showed 
no RT priming, but did lead to ERP differences. Together, the results indicate that the 
surface flexibility of collocations may be limited and dependent on the degree of 
figurative meaning associated with them. 
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5.1 INTRODUCTION 
You might be a tough cookie. But is it possible to be the toughest of the cookies? The 
phrase tough cookie is commonly classified as a ‘collocation’. The example shows one 
prominent characteristic of collocations: They are chunks of words that are thought to 
have a quite rigid or ‘frozen’ structure. Thus, tough cookie is perfect, but toughest cookies 
may be unacceptable.  
Collocations can be seen as ‘prefabricated’ rather than fully novel utterances. As such, 
they are in a sense ‘formulas’, used to refer to specific items, like fast food. Researchers 
have discerned different types of such ‘formulaic language’ and organized these into 
different taxonomies (e.g., Nattinger & DeCarrico, 1992; Siyanova-Chanturia & 
Martinez, 2014). For instance, Siyanova-Chanturia and Martinez (2014) make a 
distinction between collocations, idiomatic expressions, binomials, and lexical bundles. 
All of these types of figurative language consist of more or less frozen ‘chunks’ of words 
with varying length. Collocations include adjective-noun combinations such as fast food 
(not quick food), or tough cookie (not strong cookie); they are relatively short and fixed 
chunks. In contrast, proverbs and, often, idiomatic expressions, are relatively large and 
more flexible chunks. Because adjective-noun collocations have so far been largely 
neglected in psycholinguistic studies of figurative language, we investigate in the present 
paper how collocations and their variations are processed, using a lexical decision 
paradigm and examining both reaction times and EEG. To our knowledge, activation 
levels of the figurative meaning of these collocations has not been explicitly investigated. 
In the current study, we explicitly present these meanings and address how activation 
changes when the form (level) of the collocation is altered. Before we zoom in on our 
study, we first sketch the state of research on figurative language, in particular comparing 
idiomatic expressions with collocations. 
5.1.1 Idiomatic expressions versus collocations 
Collocations have mostly been investigated in terms of corpus linguistics and for 
purposes of education (e.g., Cowie, 1981, Fellbaum 2007, Macis & Schmitt, 2016), but 
psycholinguistic research is rare. Research on figurative language has largely been 
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focused on idiomatic expressions since the discovery of the idiom superiority effect (Gibbs, 
1980; Ortony, Schallert, Reynolds & Antos, 1978; Swinney & Cutler, 1979). This effect 
refers to the finding that figurative language is generally understood more quickly than 
literal language. This processing advantage for figurative language has given rise to 
several theoretical accounts about the interplay between the figurative meaning of 
figurative expressions as a whole, and the literal meaning of its constituent parts.  
Early models of figurative language comprehension (mostly focusing on idiom 
comprehension) posited that a sentence would first be processed literally as a default and 
receive figurative meaning only when a literal interpretation proves insufficient (Gibbs, 
1980) or must be rejected (Bobrow & Bell, 1973). However, it is now generally assumed 
that figurative and literal activation run in parallel until the figurative phrase is 
recognized as such (Swinney & Cutler, 1979; Cacciari & Tabossi, 1988). With respect to 
idiom comprehension, most recent models pose that there is an interaction between an 
idiom’s representation as a whole (i.e., its figurative meaning) and the literal words it is 
comprised of (Cutting & Bock, 1997; Libben & Titone, 2008; Sprenger, Levelt, & 
Kempen, 2006; Titone & Libben, 2014), where activation can spread between the 
idiom’s figurative representation and the representations of its literal word constituents. 
The facilitation for idioms over literal language in terms of speed of recognition of their 
meaning may be attributed to familiarity with the idiom’s form and meaning (Cacciari 
& Tabossi, 1988; Titone & Libben, 2014). It is currently unknown if these considerations 
and findings with respect to idiomatic processing also apply to the processing of 
collocations.  
However, because different types of figurative language have different structural and 
processing characteristics, it is important to make a distinction between collocations like 
fast food and idiomatic expressions such as to kick the bucket in terms of the degree of 
flexibility these types of language allow. Idiomatic expressions generally allow for a high 
degree of flexibility in terms of inflection and insertion, whereas adjective-noun 
combinations like fast food are much more fixed. Previous studies have not always made 
this distinction and sometimes refer to various types of figurative language in their 
stimuli with the term ‘collocation’, including idioms (e.g., Molinaro & Carreiras, 2009). 
STANDARD AND INFLECTED COLLOCATIONS 
125 
 
However, categories of formulaic language, like idiomatic expressions and adjective-
noun collocations, intuitively seem to differ in the way they are processed, as the first 
category regularly involves sentences that can be inflected and may allow insertions, 
whereas the latter category does not. 
5.1.2 The curious case of collocations 
Collocations consisting of adjective-noun combinations provide an interesting topic of 
research when it comes to their strength as figurative units in processing. As indicated, 
by nature these chunks may be more fixed, or frozen, than other types of figurative 
language (Fraser, 1970). Frozenness refers to the amount of modification that can be 
applied to a figurative phrase’s standard form without rendering it unrecognizable as 
such. Whereas some forms of figurative language allow for varying degrees of 
modification, adjective-noun collocations seem to be more fixed. For example, idioms 
may allow for modification by inflection and insertion: The idiom to lay down the law can 
still be understood quickly when presented as the law will be laid down, or father’s laying 
down the law or words can be inserted into the idiom (Fraser, 1970; Gibbs & Gonzales, 
1985).  Proverbs like The pen is mightier than the sword, however, generally do not allow 
for such modifications and are thought to be more frozen (Fraser, 1970). Adjective-noun 
collocations provide an interesting window to address flexibility of form-meaning 
relationships: Whereas substitutions of words cause the collocation to deviate from its 
correct form into a violation (e.g., fast food cannot be quick food), the degree to which 
inflection affects them in terms of comprehension is unclear (e.g., whether fastest food 
could still be comprehended).  
Previous research has mainly focused on the processing of a target that is contained 
within a figurative phrase. For example, Strandburg, Marsh, Brown, Asarnow, Guthrie, 
Harper, Yee, and Nuechterlein (1997) studied the processing of collocations using an 
EEG paradigm. Both RTs and ERPs were measured in a clinical study with individuals 
with schizophrenia and healthy adults who performed an ‘idiom recognition task’ on 
collocations that were either figurative (e.g., fat chance), literal (vicious dog), or nonsensical 
(square wind). The participants indicated by a yes/no judgment if a presented adjective-
noun combination was meaningful or not. RT results yielded no difference between the 
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two meaningful combination conditions: the figurative (fat chance) and the literal 
condition (vicious dog). Interestingly, this pattern of results was slightly different for the 
N400 component in their ERP analysis, a component generally taken as an index of 
semantic expectancy and integration (Kutas & Hillyard, 1980; Kutas & Federmeier, 
2011; Lau, Philips, & Poeppel, 2008). N400 amplitude increased significantly from the 
figurative to the literal collocations, with the latter showing the largest negative wave in 
the N400 window adopted (320-580ms). The authors interpret their findings in terms of 
CLOZE probability of the second word in the collocation: If the second word of a known 
figurative collocation is highly predictable, the N400 amplitude is low because there is 
no violation of semantic expectancy. In case of the literal condition, the authors argue 
that CLOZE probability was slightly lower, given that more possible vontinuations are 
available for a literal combination adjective. This was reflected in a slightly more 
negative N400 amplitude compared to figurative collocations.  
The findings by Strandburg et al. (1997) may also be interpreted in terms of semantic 
integration and word retrieval processes for figurative and literal language. Research has 
shown that these processes may be less involved in processing of a word that is embedded 
at the end of an idiomatically biasing context, compared to when the same word is 
embedded in a completely literal sentence (Rommers, Dijkstra, & Bastiaansen, 2013). 
The observed difference in N400 amplitude between the figurative and literal 
collocations reported by Strandburg et al. (1997) would support this view. Even though 
both are identified as meaningful equally fast in the RT results, semantic integration and 
word retrieval might simply be less involved in processing the figurative collocation than 
the literal collocation, given that retrieval of the word meaning of the last word in the 
figurative collocation is irrelevant for the interpretation of the meaning of the collocation 
as a whole. Similar results have been obtained in investigations of Italian idioms, where 
readers seem to engage in a process more akin to ‘template matching’ of the form of the 
idiomatic completion, rather than processing the completion at a deeper semantic level 
(Canal, Pesciarelli, Vespignani, Molinaro, & Cacciari, 2016). 
However, opposite patterns have been reported for different stimulus materials, 
including a larger N400 amplitude for figurative language than for literal language. 
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Considering the N400 as an index of semantic integration and word retrieval processes, 
this suggests that these processes are actually more involved in figurative language rather 
than less. Molinaro and Carreiras (2010) assessed processing of figurative phrases 
embedded in a figurative or a literal context in Spanish. The authors refer to their 
stimulus materials as collocations, but their definition differs from ours, as the materials 
used in their study include idioms among other forms of formulaic language.  
Therefore, it is unclear whether results hold for differing types of figurative language, as 
no distinction is made in this particular study. Molinaro and Carreiras define 
collocations as strings of words in which the last word has a very high CLOZE 
probability (>0.85). The authors manipulated the last word in a figurative phrase whilst 
it was embedded in a context that was either literal or figurative. For example, the 
figurative Spanish phrase contra viento y marea (against the wind and tide) was manipulated 
in a sentence that read either ‘Tuvieron que luchar contra viento y marea para conseguir estar 
juntos’ (They had to fight against wind and tide to achieve staying together) or ‘Tuvieron que 
luchar contra viento y frio para conseguir estar juntos’ (They had to fight against wind and cold to 
achieve staying together). By substituting the last word in the phrase, the authors 
manipulated the semantic expectancy and CLOZE probability of the constituent. The 
authors reported a more negative amplitude in the N400 component for the expected 
completions for the strings embedded in the figurative context than in the literal context. 
They interpret these findings as reflecting the enriched semantic properties of the 
figurative context. This finding has been reported previously in research with figurative 
phrases (Coulson & Van Petten, 2002; Sotillo, Hinojosa, Tapia, Mercado, López-
Martín, & Albert, 2005). 
Whereas these studies provide an important insight with respect to the depth of 
processing that a constituent word in a figurative or a literal phrase receives, they cannot 
tell us what happens at the level of figurative meaning: Each of the figurative phrases has 
a unitary meaning that reflects the phrase as a whole, for example the collocation blue 
blood refers to royalty. In order to gain a full understanding of the way figurative language 
is processed, it is important to examine this unitary meaning as well. It is an intricate 
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part of the success of figurative language: To express a unitary meaning through an 
established form-meaning relationship. 
Fleischeuer (1997) investigated the figurative meaning of collocations in relation to the 
flexibility of their orthographic form in a series of orthographic priming experiments with 
adjective-noun collocations. Participants performed a Dutch lexical decision task on 
target words that were presented after the presentation of an adjective-noun collocation 
prime. In one version of the experiment, the adjective in a figurative prime (scheef oog / 
crooked eye), which means ‘jealous’ in Dutch) was substituted by another adjective to 
make it a literal, compositional prime (closed eye). Lexical decision responses to 
figuratively related targets (jealous) were facilitated when these figurative targets were 
presented after the figurative prime (crooked eye) compared to when they were presented 
after compositional primes (closed eye). This suggests that the figurative meaning of 
crooked eye was not activated when participants were presented with the compositional 
prime closed eye. Reversely, the figurative primes such as crooked eye did prime literally 
related targets such as see, showing that constituents within the figurative collocation are 
able to prime literal targets.  
In another version of the experiment, the original collocations were presented again but 
this time inflected collocations were included in the experiment. For example, the Dutch 
collocation blauwe maandag (blue Monday, meaning ‘for a short period of time’) was 
inflected to blauwste maandagen (bluest Mondays). In this experiment, RTs to the 
figuratively related target short following an inflected figurative collocation were 
compared to the same target following an inflected compositional prime (gewoonste 
maandagen / regular-superlative Mondays). Here, Dutch lexical decision responses to the 
figuratively related target short were facilitated when the target followed the figurative 
collocation bluest Mondays in comparison to the inflected compositional prime.  
Fleischeuer’s (1997) behavioral findings suggest that adjective-noun collocations can be 
altered to some degree without causing problems for comprehension. However, note that 
in this study the change in the prime collocation from figurative to compositional is 
limited to just the adjective of the combination (bluest Mondays becomes regular-superlative 
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Mondays). Furthermore, the experiment included a mixture of collocations in their 
original and their inflected form, which may boost the likelihood of inflected figurative 
collocations being identified as such despite their inflection, as effects of figurative 
meaning can be boosted by the presence and prevalence of figurative language in the 
experimental context (Bobrow & Bell, 1973).  
In sum, the available evidence on semantic processing and the degree of flexibility or 
frozenness of figurative phrases shows several potentially systematic discrepancies in 
result patterns across studies. However, due to the adoption of different definitions in 
different studies, result patterns are difficult to compare. Studies refer to similar forms of 
formulaic language by different names, or vice versa, refer to different forms by a 
common name. Furthermore, in the research paradigm used, sometimes the entire 
figurative phrase is presented and available as the prime, while the manipulation is 
performed upon a word following this figurative sentence prime. In most cases, however, 
the manipulation of the target is contained within the figurative sentence itself, for 
example by manipulation of the last word in an idiomatic expression. Whereas this 
approach provides an insight into the processing of the word in the context of its 
figurative phrase, the activation of the phrase’s meaning as a whole cannot be addressed. 
In our study, it is this unitary meaning of the figurative phrase that we are interested in. 
5.1.3 The current study 
We investigated how flexible meaning interpretations are when a figurative phrase (in 
this case, a collocation defined as an adjective-noun combination like dead beat) is 
presented and manipulated. In two combined RT / EEG priming experiments with 
Dutch native speakers, we presented participants with Dutch collocations as primes 
followed by targets for Dutch lexical decision. The presented collocations differed in 
their degree of ‘figurativeness’ ranging from: (1) fully figurative (the collocation is opaque, 
it has only a unitary figurative meaning, like blauw bloed (blue blood, meaning royalty)), 
(2) ambiguous (the collocation has both a unitary figurative meaning and is a literal 
collocation, like rood licht / red light – stop), to (3) fully literal (the collocation has no 
unitary figurative meaning but is purely literal, like ronde toren / round tower). Examples 
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are given in Table 5.1. We discuss the predictions for Experiment 1 here. The predictions 
for Experiment 2 will be discussed later when this experiment is introduced.  
To examine the activation of figurative and literal meaning in adjective-noun 
collocations, collocations were presented in their standard form (e.g., rood licht / red light) 
in Experiment 1. Targets for Dutch lexical decision were presented after collocation 
primes in related and unrelated prime-target pairs for each type of collocation. We 
predicted that, in their standard citation form, each type of collocation should activate 
its associated meaning (either a unitary figurative meaning or a literal semantic 
associate). Thus, we expected responses in the lexical decision task to be facilitated for 
the related compared to the unrelated prime-target conditions for all types of collocations 
(fully figurative, ambiguous and fully literal). In terms of semantic integration, we expected 
to find differences in N400 amplitude between the related and unrelated prime-target 
pairs for each type of collocation as well: larger N400 amplitude for targets in unrelated 
prime-target pairs than targets presented in related prime-target pairs. Inherently, a 
related target should not constitute a violation of semantic expectancy and thus should 
not cause issues with semantic integration, whereas these issues should occur in the 
unrelated conditions (Kutas & Hillyard, 1980; Kutas & Federmeier, 2011; Lau, Philips 
& Poeppel, 2008). 
Note that we set out to provide a direct measure of figurative activation for those 
collocations with an associated unitary figurative meaning. This means that 
comparability to our literal collocations was limited in terms of processing of the target. 
For the fully figurative and the ambiguous collocations, the related target was their unitary 
figurative meaning (the entire collocation blue blood means royalty). For the fully literal 
collocations, however, the unitary meaning of the adjective-noun combination is 
inherent to their literal constituent words (a round tower is just that, a tower that is round). 
For these literal collocations, a semantic associate was presented to address meaning 
activation (e.g., castle for round tower). In this way, the nature of the related target differed 
for collocations with a possible figurative meaning and only a literal meaning.   
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5.2 Adjective-Noun Collocations in Standard Form 
5.2.1 EXPERIMENT 1: METHOD 
Participants 
Participants were 46 native speakers of Dutch, the majority current or former students 
of the Radboud University, Nijmegen, the Netherlands (mean age = 25.7, 28 females). 
All participants were right-handed, had normal or corrected to normal vision, and had 
no history of neurological or language disorders. Participation was voluntary and was 
rewarded with course credit or a 10 euro gift card. 
Materials and Design 
Experimental trials consisted of Dutch adjective – noun combinations (collocations) 
serving as primes for Dutch target words on which lexical decisions were made. The 
adjective-noun collocation primes were selected to fit into one of three categories: (1) 
fully figurative, (2) ambiguous, or (3) fully literal. The collocations were partly selected from 
materials used by Fleischeuers (1997) and substituted with collocations from Dutch 
dictionaries and corpora. Fully figurative collocations had just a unitary figurative 
meaning, for example blauwe Maandag (blue Monday), meaning ‘for a short period of 
time’. An example of an ambiguous collocation (i.e. a collocation with both a figurative 
and a literal meaning) is rood licht (red light), meaning stop in a figurative sense as well as 
referring to a red light in a more literal sense. Finally, fully literal collocations were simply 
collocations with only a literal meaning such as magere ham (lean ham). In total, 210 
adjective-noun collocations were selected: Thirty items were selected for the fully 
figurative condition and another 30 items were selected for the ambiguous condition. The 
remaining 150 collocations were fully literal and were used as controls. Paired T-tests 
revealed no differences in length of either the adjective or noun in the prime collocation 
between any of the experimental conditions, all ps>.4. 
The experimental collocations were judged in an online survey by 41 Dutch native 
speakers (38 females, mean age = 19.7) on a five-point Likert scale to test their degree of  
‘figurativeness’: We addressed figurativeness of the prime (‘to what extent does this 
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combination of words have only a literal, only a figurative, or both a possible literal and 
a figurative interpretation?’) ranging from one ‘completely literal’ to five ‘completely 
figurative’ with the middle option (three) reserved for ‘equal parts literal and figurative’. 
Here, the fully figurative collocations scored the highest (mean=4.3, SD=.44), followed 
by the ambiguous collocations (mean=2.4, SD=.79), which were then followed by the 
fully literal collocations (mean=1.7, SD=.68).  
As we were interested in assessing the meaning activation of the collocation as a whole 
before and after manipulation, we did not manipulate the last constituent of the 
collocation. Instead, the entire collocation was available for processing and integration 
before the target word for lexical decision was presented. In this way, CLOZE 
probability of the collocation’s second word (the noun) was not important in our set-up: 
The noun was already presented and available, and as such effects found should be 
attributable to semantic processes concerning the collocation as a whole rather than its 
constituents (specifically: the expectancy of the noun). Having selected an appropriate 
set of fully figurative, ambiguous and fully literal primes, we then created targets for different 
conditions of relatedness. 
The target words selected for lexical decision were either related or unrelated to the 
preceding adjective-noun collocation prime. Targets were repeated across conditions so 
that each target was used as both a related target for either a fully figurative or an ambiguous 
collocation and as an unrelated target for a fully literal collocation (repetitions of targets 
were divided across participants, no participant received the same target twice). The 
unrelated primes for target words related to the fully figurative and ambiguous collocations 
were repeated with a literally related target to create the fully literal related condition. 
Examples of primes and targets are given in Table 5.1. For example, the fully figurative 
collocation crooked eye was followed by the related target JALOERS (JEALOUS). This 
target was the unrelated target for the fully literal collocation magere ham (lean ham). As 
such, responses to words following fully figurative and ambiguous combinations were 
compared to responses on the same target following a length-matched unrelated control 
prime. Furthermore, 60 related targets were selected for fully literal collocations (such as 
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magere ham (lean ham) - VARKEN (PIG)). All stimulus materials for Experiment 1 can be 
found in Tables 5.A1, 5.A2, and 5.A3 in the Appendix. 
Targets were tested for relatedness to each of the prime collocations in an online survey 
and received ratings by 30 Dutch native speakers (28 females, mean age = 22.6). Each 
target was rated on a five-point Likert scale ranging from one (‘completely unrelated’) to 
five (‘completely related’). Paired T-tests showed that targets related to the fully figurative 
collocations were judged as significantly more related to these collocations (mean=3.84, 
SD=.64) than their matched control prime collocations (mean=1.50, SD=.09, 
t(29)=14.43, p<.001). Targets related to ambiguous collocations were more related to 
these collocations (mean=4.16, SD=.72) than their control prime collocations 
(mean=1.39, SD=.50, t(29)=17.42, p<.001). Finally, targets in the fully literally related 
condition (e.g. lean ham – PIG) were judged as significantly more related (mean=3.60, 
SD=.67) than the unrelated targets (e.g. lean ham – JEALOUS, mean=1.45, SD=.49, 
t(29)=17.79, p<.001).  
Target word frequency was matched across relatedness conditions. As the target word 
was repeated across lists between the fully figurative collocation and its  
matched unrelated prime and the ambiguous collocation and its matched unrelated prime, 
there were no possible target word frequency differences there (as the target presented is 
the same word). Paired T-tests revealed no differences in target word frequency for the 
fully literal collocations between related (mean=3.09, SD=.69) and unrelated targets 
(mean=2.98, SD=.76). However, there was a difference in target length for the related 
(mean=5.28, SD=1.33) and the unrelated targets (mean=6.4, SD=1.96, t(59)=-3.561, 
p<.03). This difference in target length did not affect results (see Results section 
Experiment 1).  
Repetitions of adjective-noun collocations and targets across conditions only occurred 
across two base stimulus lists. Participants then received a pseudorandomized version of 
one of these lists, so there were no stimulus repetitions within lists (or per participant). 
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Table 5.1. Prime adjective-noun collocations and their relative target word conditions in 
Experiment 1.  
Fully Figurative  Prime Target 
Related SCHEEF OOG 
CROOKED EYE 
JALOERS 
JEALOUS 
Unrelated MAGERE HAM 
LEAN HAM 
JALOERS 
JEALOUS 
Ambiguous Prime Target 
Related ROOD LICHT 
RED LIGHT 
STOPPEN 
STOP 
Unrelated RONDE TOREN 
ROUND TOWER 
STOPPEN 
STOP 
Fully Literal Prime Target 
Related MAGERE HAM 
LEAN HAM 
VARKEN 
PIG 
Unrelated MAGERE HAM 
LEAN HAM 
JALOERS 
JEALOUS 
Related RONDE TOREN 
ROUND TOWER 
KASTEEL 
CASTLE 
Unrelated RONDE TOREN 
ROUND TOWER 
STOPPEN 
STOP 
Note. In the Unrelated (Fully Figurative) condition, a target figuratively related to a Fully 
Figurative collocation is used as an unrelated target for a literal collocation. The Related condition 
combines primes from the Unrelated conditions with related targets. 
Procedure 
Participants were tested individually in a soundproof room. They were seated in a 
comfortable chair at about a 60 cm distance from the computer screen. Participants first 
received verbal instructions on the task, which were repeated in writing during the start 
of the experiment in both a practice session and the experimental proper. Trials were 
presented in white letters (font Consolas, font size 40) against a black background. Each 
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trial began with a fixation cross that remained on the screen for 1.5 seconds. After a 
300ms blank screen, an adjective-noun collocation was presented in the center of the 
screen for 300ms. Then another blank screen was presented at a random Inter Stimulus 
Interval (ISI) between 300-550ms. Next, the target for Dutch lexical decision was 
presented in capital letters in the center of the screen for 300ms. Participants had a 
window of three seconds to respond to the target by pressing one of two buttons on a 
button box in front of them: the left button (red) if they thought the item was not a Dutch 
word, and the right button (green) if they thought the item was a Dutch word. Finally, 
there was a 700ms blank screen after the button press before the next trial began. A 
practice list of 16 items preceded the experimental session. RTs were recorded via a 
dedicated button box designed by the Radboud Donders Centre for Cognition’s 
Technical Group (BitsiBox) at 1ms accuracy. The entire session (including capping for 
EEG recording) took about one hour per participant. 
ERP Data Recording and Pre-processing 
EEG was recorded from 27 cap-mounted Ag-AgCl electrodes (ActiCAP 32Ch, 
Brainproducts, see Figure 5.1 for electrode lay-out of analysis electrodes). One electrode 
was placed on the left mastoid (online reference) and one on the right mastoid. Vertical 
eye movements were monitored by two additional electrodes, one placed above and one 
placed below the left eye. Horizontal eye movements were monitored by two additional 
electrodes placed at the outer canthi of the left and right eye. The EEG signal was 
amplified with a BrainAmp DC/MR plus amplifier, digitized at a sampling rate of 
500Hz and filtered online (low cutoff: 0.016Hz, high cutoff: 125Hz). Impedance was 
kept below 20kΩ. Signal pre-processing was performed using the BrainVision Analyzer 
software package by Brain Products GmbH (version 2.0.1). 
The EEG signal was re-referenced offline to the mean of the right and left mastoid and 
was filtered with a zero-phase shift Butterworth filter (high cutoff: 30Hz, 12 dB/oct). 
ERPs were time-locked to the presentation of the target for lexical decision. The signal 
was segmented into epochs ranging from -150ms before to 1000ms after presentation of 
the target (length: 1150ms) and was baseline corrected in reference to 150ms of pre-
stimulus activity. Due to the low number of trials for the fully figurative and ambiguous 
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conditions and their unrelated controls (15 per condition per participant), we applied an 
ICA ocular correction procedure implemented in BrainVision Analyzer 2.0.1. Blinks 
were corrected between -150ms before to 900ms after target presentation. Next, we 
applied a semi-automatic artifact rejection procedure based on a 75μV criterion. The 
artifact-free segments for each participant were averaged for each condition. As the 30 
items for the fully figurative and ambiguous conditions were divided across lists, each 
participant received 15 trials for each of these conditions and their unrelated controls.  
 
 
Figure 5.1. Lay-out of electrodes on the EEG cap in four Quadrants (Left Anterior, Left Posterior, 
Right Anterior, and Right Posterior) and Midline electrodes in the analysis. 
5.2.2 EXPERIMENT 1: RESULTS 
Reaction times 
RT analyses were performed on correct responses. As both RT and EEG analyses were 
performed on data for the same participants, seven participants were removed from the 
RT analysis because of EEG data restrictions. A further three participants were excluded 
for exceeding an error rate of .2 on the lexical decision task. One participant was 
excluded for meeting the exclusion criteria for both the RT and the EEG measure.  
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Next, we examined item level effects and excluded four items for exceeding the .2 error 
rate (‘LEF’, ‘REGERING’, ‘OPENER’, ‘PANTY’). A further two items were removed 
for outlier slow RTs at more than 2.5SDs from the mean (‘KATOEN’, ‘HOEF’). Next, 
individual outliers were removed at 2.5SDs from the mean for both participants and 
items. The RT pre-processing procedure resulted in 9.7% data loss for included 
participants (297 points loss of 3060, leaving 2763 data points). Means and RTs are 
provided in Table 5.2 below along with error rates. 
Table 5.2. Means and standard deviations for RTs and error rates for each collocation condition 
(fully figurative, ambiguous, fully literal) compared to unrelated controls. 
 Fully Figurative  
 Related Unrelated 
Mean RT (SD) 580 (152) 609 (166) 
Error Rate (SD) .03 (.16) .04 (.20) 
 Ambiguous  
 Related Unrelated 
Mean RT (SD) 583 (156) 601 (153) 
Error Rate (SD) .03 (.16) .04 (.19) 
 Fully Literal  
 Related Unrelated 
Mean RT (SD) 554 (153) 605 (160) 
Error Rate (SD) .03 (.16) .04 (.20) 
 
Linear mixed effects models were performed on correct responses only in Rstudio 
(lmerTest package in R Project for Statistical Computing, R version 3.4.1). This analysis 
accounts for random effects at participant and item level, eliminating the need for 
separate subject / items ANOVAs (F1 / F2). Three separate models were performed,  
comparing the related and the unrelated prime-target condition for the fully figurative, 
ambiguous and the fully literal collocations, respectively. We started each analysis with a 
complex model including the predictors Relatedness, Trial Number, Target Word 
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Frequency, and Target Word Length. We iteratively removed non-significant predictors, 
testing each model against its predecessor in an ANOVA. This resulted in a best fitting 
model for each type of collocation: Each model took the log-transformed RTs as the 
dependent variable and included a fixed effect for Relatedness, Target Word Frequency 
(centered), and Trial Number. Each model also included a random effect for Trial 
Number over Participant to take into account individual variation as the experiment 
progressed, and a random effect for Item.  
For the fully figurative collocations, there was a significant effect of Relatedness 
(Estimate=.045886, SE=.011839, t(735.4)=3.876, p=.000). Targets in related fully 
figurative prime-target pairs were identified faster than in matched unrelated prime-
control pairs (29 millisecond difference). There was a fixed effect of Target Word 
Frequency (Estimate=-.047001, SE=.007468 ,t(415)=-6.293, p=.000), where higher 
frequency targets were identified faster than lower frequency targets. Finally, RTs 
became faster as the experiment progressed as reflected by a simple effect for Trial 
Number (Estimate=-.038918, SE=.008487, t(31.2)=-4.586, p=.000). 
For the ambiguous collocations, targets in related prime-target pairs were identified faster 
than targets in unrelated prime-target pairs (Estimate=.039391, SE=.011459, 
t(772.2)=3.437, p=.000) by a difference of 18 milliseconds. Higher frequency targets 
were identified faster than lower frequency targets (Estimate=-.037945, SE=.008157, 
t(562.7)=-4.652, p=.000). RTs became faster as the experiment progressed (Estimate=-
.034568, SE=.008623, t(33.8)=-4.009, p=.000). 
For the fully literal collocations, related targets were identified faster than unrelated 
targets (Estimate=.07675, SE=.01149, t(1056)=6.680, p=.000) by 51 milliseconds. 
Higher frequency targets were identified faster than lower frequency targets (Estimate=-
.049823, SE=.00679, t(1115)=-7.362, p=.000). Finally, RTs became faster as the 
experiment progressed (Estimate=-.03423, SE=.08398, t(3644)=-4.076, p=.000).  
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Error analysis 
The average error rate for Experiment 1 was .03 (SD=.18). Means and SDs for this 
analysis are listed in Table 5.2. A binary logistic regression analysis was conducted on 
the data for each type of collocation separately. The correctness of judgments was used 
as the dependent variable. Each model had the same structure as for the RT analysis: 
Including a fixed effect of Relatedness, Target Word Frequency, and Trial Number, as 
well as a random effect for Trial Number over Participant and Item. The error analysis 
revealed no differences in error rates for the related versus unrelated conditions for any 
of the collocation types. For the fully literal collocation types, more errors were made in 
the lower frequency targets (Estimate=-.58446, SE=,17803, z=-3.283, p=.000), but this 
was the only difference in the data. The error analysis supported the validity of the RT 
results reported. Note that very few errors were made in the experiment overall (mean 
error rate = .03). 
ERP analysis 
Participants were excluded from the ERP analysis if they lost more than one third of 
segments in two or more conditions due to artifact rejection, resulting in the exclusion 
of seven participants. As only data for the same participants was included in the RT and 
EEG analyses, three participants were excluded for exceeding the error rate on the 
behavioral measure. One further participant was excluded as they met both exclusion 
criteria. This left data for 35 participants in the analysis. Data were examined in the 
classic N400 window (350-500ms) for semantic processing (e.g., Kutas & Hillyard, 
1980). We assigned electrodes to four quadrants: Left Anterior: F7, F3, FC5, and FC1; 
Left Posterior: CP5, CP1, P7, and P3; Right Anterior: F4, F8, FC2, and FC6; Right 
Posterior: CP2, CP6, P4, and P8. The midline sites were analyzed separately (Fz, FCz, 
Cz, Pz, and Oz).  
The data were then submitted to several repeated measures analyses of variance 
(ANOVA) in SPSS (IBM SPSS Statistics 25) with the factors Relatedness (related vs. 
unrelated for each of the collocation types (fully figurative, ambiguous and fully literal), 
Hemisphere (Left, Right), Anteriority (Anterior / Posterior) and Electrode (4 sites per 
quadrant). Midline sites were analyzed separately to allow the inclusion of all midline 
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sites in the ANOVA (as the number of midline sites was greater than the number of 
electrodes included in each quadrant). All reported p-values are Greenhouse-Geisser 
corrected where necessary, but the original degrees of freedom are presented. Follow-up 
analyses were performed in case of a significant interaction of the factors Hemisphere, 
Anteriority and/or Electrode with Relatedness. P-values for follow-up analyses are 
Bonferroni corrected. 
For fully figurative collocations, there was no overall effect of Relatedness (F(1,34)=1.941, 
p=.1). However, a significant effect of Relatedness was found in interaction with 
Hemisphere, Anteriority and Electrode (F(3,32)=3.294, p=.02). There was a trend 
towards an interaction between Relatedness, Hemisphere, and Electrode 
(F(3,32)=2.433, p=.07) and a significant two-way interaction between Relatedness and 
Electrode (F(3,32)=6.230, p<.001). Follow-up analyses per quadrant showed that the 
difference in N400 amplitude between the related and unrelated condition for the fully 
figurative collocations was primarily located in the Left Posterior quadrant (electrodes 
CP5, CP1, P7 and P3; F(3,32)=7.521, p<.001). The midline analysis for the fully figurative 
collocations also showed a main effect of Relatedness (F(1,34)=11.793, p<.01) and 
yielded a significant Relatedness by Electrode interaction (F(4,31)=4.893, p<.01), with 
the most pronounced differences in the posterior midline electrodes.  Overall, the 
relatedness effect for the fully figurative collocations was centered on the Left Posterior 
and posterior midline electrodes (see Figures 5.2 and 5.3). 
For ambiguous collocations, there was an overall effect of Relatedness across the scalp 
(F(1,34)=5.441, p=.026). There were no interactions between Relatedness and 
Hemisphere, Anteriority or Electrode (smallest p-value >.2), so no follow-up analyses 
were performed for the lateral electrodes. The Midline analysis also showed a main effect 
of Relatedness for the ambiguous condition (F(1,34)=5.321, p=.027), with no difference 
in amplitude between electrodes (p>.7). In sum, the N400 effect for the ambiguous 
collocations in related vs. unrelated prime-target pairs was evenly distributed across the 
scalp (see Figure 5.3 for example electrodes).  
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For the fully literal collocations, there was no overall effect of Relatedness across the scalp 
(F(1,34)=2.811, p=.1). However, there was a three-way interaction between 
Relatedness, Anteriority, and Electrode (F(3,32)=3.987, p=.01), and a trend towards a 
two-way interaction between Relatedness and Hemisphere (F(1,34)=3.398, p=.07). 
Follow-up analyses showed that the relatedness effect for the fully literal collocations was 
most pronounced in the Left Posterior (electrodes CP5, CP1, P7, and P3) quadrant 
(F(1,34)=7.735, p<.01). The midline analysis for the fully literal collocations fell just short 
of significance for an effected of Relatedness (F(1,34)=4.769, p=.06). The N400 
amplitude for related vs. unrelated condition for the fully literal collocations was most 
pronounced in the Left Posterior quadrant (see Figures 5.2 and 5.3). 
 
 
Figure 5.2. Scalp topography between 350-500 ms for the Unrelated-Related condition difference 
for each type of collocation in their standard form (Experiment 1).
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5.2.3 EXPERIMENT 1: DISCUSSION 
In Experiment 1, we investigated the processing of meaning for three types of adjective-
noun collocations with different degrees of figurative meaning. Participants performed a 
Dutch lexical decision task on targets following adjective-noun collocations that either 
had only a unitary figurative meaning (fully figurative condition), both a possible unitary 
figurative meaning and a plausible literal interpretation (ambiguous condition), or no 
figurative meaning at all (fully literal condition). For each type of collocation, there was 
a related and an unrelated prime-target condition. Related targets were responded to 
faster than unrelated targets across all three conditions. This validated our stimulus 
materials in the lexical decision task and showed that adjective-noun collocations can 
prime their associated meanings when presented in their standard citation form.  
In the N400 time window (350-500ms), the voltage for unrelated prime-target pairs was 
more negative than for related prime-target pairs in all three conditions: fully figurative, 
ambiguous, and fully literal. This is in line with our prediction that semantic expectancy 
was higher for the related condition than for the unrelated condition, as the related target 
causes no integration issues.  
In conclusion, the results of Experiment 1 show that adjective-noun collocations can 
prime semantic associates. This holds for all three types of collocations with differing 
degrees of figurativeness. This difference in processing of the related versus unrelated 
conditions is supported by the ERP analyses, which show an N400 effect for the related 
versus unrelated conditions for all types of collocations. To our knowledge, this the first 
time these effects are shown for adjective-noun collocations with different degrees of 
unitary interpretations. 
5.3 EXPERIMENT 2: Adjective-Noun Collocations in an Inflected Form 
In Experiment 1, we showed that adjective-noun collocations can prime their associated 
meaning when these collocations are presented in their standard form. This held for 
collocations with differing degrees of figurativeness: fully figurative, ambiguous and fully 
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literal. Furthermore, semantic expectancy was higher for related prime-target pairs than 
unrelated prime-target pairs.  
Having established the validity of our materials in Experiment 1, we addressed the 
flexibility of the form-meaning relationships of these adjective-noun collocations in 
Experiment 2. The level of allowed flexibility of the representation of figurative 
collocations should be limited when compared to literal collocations (Fraser, 1970; 
Konopka & Bock, 2009). We tested the limits of flexible meaning processing by 
inflecting the standard form of the collocations from Experiment 1. If activation of the 
figurative meaning of a collocation is fully dependent on the correct form being presented 
(e.g., its standard form), there should not be facilitation of a related target relative to an 
unrelated target. In other words, the inflected form of a collocation should not be 
sufficient to activate its underlying figurative representation if these representations 
depend on a closer form-meaning mapping than literal collocations. Literal collocations 
should not be hindered by inflection as this is a process that literal language regularly 
undergoes. To illustrate this point with the previously used examples, the fully figurative 
collocation scheef oog (crooked eye) was presented as scheefste oogje (most crooked little eye). 
The ambiguous combination rood licht (red light) became roodachtige lichten (reddish lights) 
and the fully literal collocation magere ham (lean ham) was changed to magerste hammetje 
(most lean little ham).  
We made the following predictions for each type of collocation: If inflection of the 
standard form of a figurative collocation renders it unrecognizable as a figurative unit, 
RTs should not differ between the related and unrelated conditions for the fully figurative 
collocations. Based on Fleischeuer’s (1997) results however, we expected that the 
inflected figurative collocations would still be recognized as collocations and show 
facilitation of RTs in lexical decision, based on these findings in Fleischeuer’s study. 
However, in his study the inflected collocations were presented within an experiment 
that also included figurative collocations in their standard form, and this may have made 
participants more attuned to possible figurative meanings of the stimuli (Bobrow & Bell, 
1973). In the current experiment, no primes in their standard form were presented and 
participants might not recognize the figurative collocations as readily because of this. As 
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such, spreading activation from the inflected form of the collocation to its figurative 
representation might be limited. In contrast, the interpretation of fully literal collocations 
should not be hindered by the inflection as literal language allows for more flexibility. 
Finally, the ambiguous collocations present an interesting case: As these collocations have 
both a possible figurative and a literal meaning, inflection may steer away from their 
interpretation as a figurative unit. Hence, RTs would not differ between the related and 
the unrelated condition, as the figurative meaning of the collocation might not be readily 
primed and the inflection could lead to the collocation being treated more as a literal 
unit (note that this is equally plausible, as the collocation also has a literal meaning).  
In terms of N400 effects, we predicted the following: If inflection of the fully figurative 
collocation renders it unrecognizable as a figurative unit and does not result in activation 
of its figurative meaning, there should be no difference in N400 amplitude between 
related and unrelated targets in this condition. In this case, the target would be 
semantically unexpected and the related target should therefore effectively be treated as 
an unrelated target. If the ambiguous collocations are only recognized as literal 
collocations because of their inflection, there should not be a difference in N400 
amplitude between the figuratively related and unrelated targets in this condition either. 
For the fully literal collocations, we predicted a difference in N400 amplitude between 
the related and unrelated targets as this category of language should not be impacted by 
the inflection in terms of activation of their associated meanings.   
In case the inflection of the primes has no effect on the semantic integration of the related 
targets, result patterns should mimic those predicted for Experiment 1: N400 amplitude 
should be larger for the unrelated than the related condition for each type of collocation.  
5.3.1 EXPERIMENT 2: METHOD 
Participants 
Participants were 51 native speakers of Dutch (34 females, mean age = 24.3) and were 
predominantly current or former students of the Radboud University Nijmegen, the 
Netherlands. All participants were right-handed, had normal or corrected to normal 
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vision, and had no history of neurological or language disorders. Participation was 
voluntary and was rewarded with course credit or a 10 euro gift card. 
Materials and Design 
The materials in Experiment 2 were adjusted from the same adjective-noun collocations 
as in Experiment 1, except that both the adjective and the noun were inflected. In the 
fully literal condition, several items were replaced with targets of a differing length, 
adjusting for the difference in target length in the original stimulus set. This adjustment 
did not change any other aspects of comparisons between the conditions. In sum, there 
were no differences in target word frequency or length between the conditions, nor 
between relatedness ratings (all p-values >.1). For example, the original fully figurative 
prime scheef oog (crooked eye, meaning jealous) was inflected to be scheefste oogje (most crooked 
little eye). Adjective-noun collocations in every condition were inflected to change them 
from their original, known form. The same examples as for Experiment 1 are shown in 
Table 5.3 in their inflected forms. Only inflected collocations were presented in the 
experiment. All stimulus materials for Experiment 2 can be found in Tables 5.B1, 5.B2, 
and 5.B3 in the Appendix. 
Procedure 
The same procedure as in Experiment 1 was applied. 
ERP Data Recording and Pre-processing 
The ERP data recording and pre-processing was performed in exactly the same way as 
in Experiment 1. 
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Table 5.3. Prime adjective-noun collocations and their relative target word conditions in their 
inflected form in Experiment 2.  
Fully Figurative  Prime Target 
Related SCHEEFSTE OOGJE 
MOST CROOKED LITTLE EYE 
JALOERS 
JEALOUS 
Unrelated MAGERSTE HAMMETJE 
MOST LEAN LITTLE HAM 
JALOERS 
JEALOUS 
Ambiguous Prime Target 
Related ROODACHTIGE LICHTEN 
REDDISH LIGHTS 
STOPPEN 
STOP 
Unrelated RONDACHTIGE TORENS 
ROUNDISH TOWERS 
STOPPEN 
STOP 
Fully Literal Prime Target 
Related MAGERSTE HAMMETJE 
MOST LEAN LITTLE HAM 
VARKEN 
PIG 
Unrelated MAGERSTE HAMMETJE 
MOST LEAN LITTLE HAM 
JALOERS 
JEALOUS 
Related RONDACHTIGE TORENS 
ROUNDISH TOWERS 
KASTEEL 
CASTLE 
Unrelated RONDACHTIGE TORENS 
ROUNDISH TOWERS 
STOPPEN 
STOP 
 
5.3.2 EXPERIMENT 2: RESULTS 
Reaction times 
The same data rejection procedure was applied as in Experiment 1. Participants were 
only included in the RT analysis if they met the selection criteria for the EEG analysis 
as well, which led to the exclusion of 10 participants prior to the analysis based on EEG 
rejection criteria. Three further participants were excluded based on RT rejection 
criteria: one for exceeding the .2 error rate, two for outlier slow or fast RTs at 2.5 SDs 
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from the participant mean. In total, 38 participants were included in the analysis. Two 
items were removed for outlier slow RTs in their respective conditions 
(‘RAAMKOZIJN’, ‘OPDRACHT’). Next, individual outliers were removed at 2.5 SDs 
from the mean for both participants and items. This procedure resulted in 6.5% data loss 
for the participants included in the analysis (202 data points lost out of 3330 total, leaving 
3128 data points in the analysis). Means and RTs are provided in Table 5.4 below along 
with error rates. 
Table 5.4. Means and standard deviations for RTs and error rates for each collocation condition 
(fully figurative, ambiguous, fully literal) compared to unrelated controls. 
 Fully Figurative  
 Related Unrelated 
Mean RT (SD) 656 (138) 655 (139) 
Error Rate (SD) .02 (.13) .01 (.10) 
 Ambiguous  
 Related Unrelated 
Mean RT (SD) 660 (146) 669 (146) 
Error Rate (SD) .01 (.10) .02 (.14) 
 Fully Literal  
 Related Unrelated 
Mean RT (SD) 644 (142) 662 (143) 
Error Rate (SD) .01 (.12) .02 (.13) 
 
Linear mixed effects models were performed on correct responses only in Rstudio 
(lmerTest package in R Project for Statistical Computing, R version 3.4.1) following the 
same procedure as for Experiment 1. Separate analyses were performed for each type of 
collocation to contrast the related and unrelated prime-target conditions. Each model 
took the log-transformed RTs as the dependent variable and included a fixed effect for 
Relatedness, Target Word Frequency (centered) and Trial Number. Each model 
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included a random effect for Trial Number over Participant, and a random effect for 
Item.  
For the inflected fully figurative collocations, there was no effect of Relatedness between 
the related and unrelated prime-target pairs (Estimate=-.002858, SE=.010349, t(702.5)=-
.273, p=.8). RTs to the figuratively related target were not facilitated compared to these 
targets in unrelated prime-target pairs. Across the board, RTs were facilitated by a higher 
target word frequency (Estimate=-.052924, SE=.006597, t(680.1)=-8.022, p=.000) and 
RTs became faster as the experiment progressed (Estimate=-.021860, SE= 007409, 
t(34.8)=-2.950, p=.006).  
For the inflected ambiguous collocations, there was no effect of Relatedness between the 
related and unrelated prime-target pairs (Estimate=.015137, SE=.010775, 
t(851.4)=1.405, p=.16). Target Word Frequency facilitated RTs (Estimate=-.025978, 
SE=.007625, t(612.7)=-3.407, p=.000) and RTs became faster as the experiment 
progressed (Estimate=-.023671, SE=.007769, t(38)=-3.047, p=.004). 
For the inflected fully literal collocations, there was a significant effect of Relatedness 
between the related and unrelated targets (Estimate=.02432, SE=.007599, t(1696)=3.2, 
p<.01). A higher Target Word Frequency facilitated RTs (Estimate=-.05041, 
SE=.005288, t(1546)=-9.533, p<.001) and RTs became faster during the experiment 
(Estimate=-.01542, SE=.006505, t(41.83)=-2.370, p=.02). 
Error analysis 
A binary logistic regression analysis was conducted with correctness of lexical decision 
judgments as the dependent variable. Separate analyses were conducted for each type of 
collocations and the same predictors were included as in the RT analysis: a fixed effect 
for Condition, Target Word Frequency, and Trial Number, and a random effect for Trial 
Number over Participant, and Item. No differences in error rates were found due to the 
relatedness manipulation. For two of the collocation types, more errors were made for 
lower frequency targets than higher frequency targets, respectively: For the ambiguous 
collocations (Estimate=-.74418, SE=.35027, z=-2.125, p=.03) and the fully literal 
collocations (Estimate=-.068303, SE=.22380, z=-3.052, p=.002). These were the only 
CHAPTER 5 
150 
 
differences in error rates in the experiment. The error analysis supported the validity of 
the RT results. Note that the error rate in the task was very low overall (mean error rate 
= .01). 
ERP analysis 
Only participants that met both RT and EEG restrictions were included in the analysis. 
Three participants were excluded for failing to meet the RT selection criteria. Thus, the 
same 38 participants were included as in the EEG analysis for Experiment 2 in the N400 
time-window (350 to 500ms). ERP analyses were performed in the same manner as in 
Experiment 1 on electrodes assigned to four quadrants: Left Anterior: F7, F3, FC5, and 
FC1; Left Posterior: CP5, CP1, P7, and P3; Right Anterior: F4, F8, FC2, and FC6; Right 
Posterior: CP2, CP6, P4, and P8. Again, the midline sites were analyzed separately (Fz, 
FCz, Cz, Pz, and Oz).  
A series of repeated measures ANOVAs were performed to compare the related and 
unrelated conditions for each type of collocation by addressing the factors Relatedness: 
fully figurative, ambiguous and fully literal primes), Hemisphere (Left, Right), Anteriority 
(Anterior / Posterior) and Electrode (four sites per quadrant). Reported p-values are 
Greenhouse-Geisser corrected where necessary, but the original degrees of freedom are 
presented. Follow-up analyses are Bonferroni corrected. The voltage is shown for the 
electrodes in the left posterior quadrant (CP5, CP1, P7, and P3) and two midline sites 
(Pz and Cz) for each condition in Figure 5.5.  
In the fully figurative inflected collocations, there was no significant difference in N400 
amplitude between the related and the unrelated conditions but results could be called a 
trend (F(1,38)=3.157, p=.08). No effects of Relatedness were found in interaction with 
Hemisphere, Anteriority or Electrode (smallest p-value for Relatedness * Hemisphere 
>.1). The midline site analysis also yielded no significant effect of Relatedness for the 
fully figurative inflected condition, but results could again be called a trend 
(F(1,38)=3.165, p=.08).  
For the inflected ambiguous collocations, there was an overall effect of Relatedness 
(F(1,38)=5.514, p=.02). There was an interaction between Relatedness and Electrode 
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(F(3,36)=3.415, p=.02), showing that individual electrodes across the scalp differed in 
N400 amplitude for the related and unrelated condition for ambiguous collocations. The 
midline analysis for the ambiguous collocations also yielded a significant effect of 
Relatedness (F(1,38)=5.853, p=.02), where N400 amplitude was more negative in the 
unrelated condition than in the related condition. In sum, the effect of Relatedness for 
the ambiguous collocations was broadly distributed across the scalp (see Figure 5.5 for 
example electrodes and Figure 5.4 for scalp topography). 
For the fully literal inflected collocations, there was no overall effect of Relatedness 
(p>.4). However, there was a significant three-way interaction between Relatedness, 
Anteriority, and Electrode (F(3,36)=3.142, p=.04) and a three-way interaction between 
Relatedness, Hemisphere, and Anteriority (F(1,38)=4.712, p=.04), as well as a trend 
towards a two-way interaction between Relatedness and Anteriority (F(1,38)=3.661, 
p=.06) where the effect was stronger in posterior electrode sites. Follow-up analyses 
showed no specific quadrants where the N400 amplitude was most pronounced for the 
Relatedness condition in the fully literal collocations when Bonferroni corrections were 
applied. Rather, the effect of Relatedness was distributed around the lateral posterior 
sites. However, without significant results after corrections in the follow-up analyses, 
these interactions cannot be interpreted fully. The midline analysis for the fully literal 
inflected collocations yielded no significant effect of condition (p>.6). 
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Figure 5.4. Scalp topography between 350-500 ms for the Unrelated-Related condition difference 
for each type of collocation in their inflected form (Experiment 2).
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5.3.3 EXPERIMENT 2: DISCUSSION 
In Experiment 2, we tested the limits of the flexibility of form-meaning relationships for 
collocations with differing degrees of figurativeness. We did this by investigating to what 
extent form (level) representations can be altered whilst retaining processing of meaning. 
Adjective-noun collocations were inflected to change them from their standard form: 
For example, the collocation scheef oog (crooked eye) was presented as scheefste oogje (most 
crooked little eye). These collocations were presented with targets in related or unrelated 
prime-target pairs.  
We found no difference in response times between related and unrelated prime-target 
pairs in the fully figurative and the ambiguous collocation conditions. The form of the 
inflected collocations was not sufficient to activate figurative representations to such a 
degree that priming of the figurative meaning influenced behavioral responses. In 
contrast, the inflected fully literal collocations still led to facilitated RTs in the related 
prime-target condition compared to the unrelated condition. In line with expectations, 
the inflection did not affect the form-meaning relationship for these collocations to a 
degree that prevented RT facilitation.  
Our results indicate that the inflected form for collocations with a possible figurative 
meaning do not activate this meaning to a degree that is measurable by facilitation in the 
identification of their meaning. Note that this effect may be dependent on stimulus list 
composition: Fleischeuers (1997) reported priming for inflected collocations in a similar 
task. However, in Fleischeuers’ study, the stimuli consisted of a mixture of inflected 
collocations and collocations in their standard form. The presence of these standard form 
collocations may have induced the observed facilitation for figurative collocations. 
Participants could be primed with the possibility of figurative meaning in the stimulus 
set, as the percentage of figurative language in total in an experiment can influence the 
likelihood of figurative meaning effects being found (Bobrow & Bell, 1973). 
Furthermore, we inflected not only the adjective of the collocation but also the noun, 
whereas Fleischeuers (1997) inflected only the adjective. Our inflection resulted in a 
STANDARD AND INFLECTED COLLOCATIONS 
155 
 
deviation that was apparently too far from the standard form of the collocation to cause 
sufficient spreading activation to its figurative meaning for RT facilitation. 
Next, we examined N400 effects as an index of semantic integration of the meaning of 
inflected collocations (Kutas & Hillyard, 1980; Kutas & Federmeier, 2011; Lau, Philips, 
& Poeppel, 2008). We found no significant difference in semantic integration levels for 
the related and unrelated conditions involving fully figurative collocations, although 
results could be called a trend. This finding converges with the RT results. Altogether, it 
appears that the target for the fully figurative collocation was processed similarly in both 
conditions. At the same time, the trend in the N400 amplitude for this collocation 
suggests that there may still be enhanced semantic expectancy for this figuratively related 
target.  
With ambiguous collocations, the N400 effect was more clear. In fact, for these 
collocations, there was a discrepancy between RT and ERP results. The inflected form 
of the collocation was not sufficient to facilitate the retrieval of its figurative meaning in 
the lexical decision task in terms of RTs, but semantic integration levels as reflected by 
the ERPs differed between the related and unrelated conditions, i.e., N400 amplitude 
was more negative for the unrelated condition. Note that the N400 is measured solely in 
response to the target that is processed. In contrast, RTs in the lexical decision task are 
also influenced by other processes, such as the decision whether this form is a Dutch 
word form or not. This decision might be sensitive to the preceding context. Inflecting 
an ambiguous collocation might make it more likely to be interpreted as a literal 
collocation, and as such the figurative target was not primed because it was not expected. 
However, the unitary figurative meaning became active automatically. 
Alternatively, there could be spreading activation for the ambiguous collocations. Take 
the collocation red light and its meaning stop: A red light is on a traffic light, which 
indicates to stop. This connection may cause some degree of activation of the figurative 
representation. However, the activation of the meaning of reddest lights as a literal 
collocation may be stronger due to the inflection, which makes the form unlikely as a 
figurative unit. The figurative and literal meaning of the collocation may then compete. 
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This competition process slows the lexical decision process and no facilitation occurs. In 
sum, whereas the absence of an RT facilitation effect for the figuratively related 
condition suggests that the inflected ambiguous collocations were not recognized as 
having this figurative meaning, the ERP results show that this figurative meaning was 
still active to some degree. 
Finally, the inflected fully literal collocations showed an interaction in the main N400 
analysis, but any effects did not hold up in follow-up analyses with Bonferroni 
corrections. Thus, it is tentatively suggested that the related meaning for the inflected 
fully literal targets required less semantic integration in the preceding context than the 
unrelated target, but the evidence is not conclusive. Importantly, the RT results showed 
that the meaning of the related targets was in fact activated, as reflected by facilitation of 
the related versus the unrelated condition. 
The results of Experiment 2 show that inflection affects collocations differently 
depending on whether or not they have a possible unitary figurative meaning. 
Collocations with a figurative meaning do not withstand inflection of the adjective-noun 
combination in terms of identification of this meaning in a lexical decision task. 
However, semantic integration for related versus unrelated targets still differs, at least for 
collocations that have both a unitary figurative meaning and are literally plausible. This 
indicates that the figurative meaning is still processed differently than the unrelated 
meaning for these inflected collocations.   
5.4 GENERAL DISCUSSION 
In the current study, we investigated the form-meaning relationship for adjective-noun 
collocations, addressing collocations with varying degrees of figurativeness. Two 
combined RT and EEG studies were conducted involving a Dutch lexical decision task 
on targets that were presented in related and unrelated prime-target pairs following 
collocations with differing degrees of figurative meaning: fully figurative, ambiguous, and 
fully literal. 
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Experiment 1 revealed that collocations in their standard form can prime their associated 
meanings (literal or figurative). Collocations with only a unitary figurative meaning 
prime this figurative meaning in lexical decision, as do collocations with both a unitary 
figurative meaning and a literal meaning. Literal collocations prime a semantically 
associated target compared to an unrelated target. In terms of semantic integration, the 
target in the related prime-target shows enhanced semantic expectancy over the target in 
the unrelated prime-target pair for all three types of collocations. 
In Experiment 2, we found that inflection affects the processing of a figurative meaning. 
Inflection of collocations with a possible figurative meaning (both fully figurative and 
ambiguous) changed the form level representation too much to activate associated 
figurative meaning representations enough to result in facilitation in RTs in the lexical 
decision task. In contrast, the inflected fully literal collocations still primed their related 
targets and did not suffer from the inflection in this respect. This indicates that figurative 
collocations are negatively affected by inflection, whereas literal collocations are not. 
This is in accordance with expectations about the fixed structure of figurative versus 
literal language (Fraser, 1970). Figurative collocations are dependent on presentation in 
their standard form. However, the figurative target still shows enhanced semantic 
expectancy versus the unrelated target for the ambiguous collocations (and a trend for the 
fully figurative collocations). This result indicates that the figurative meaning of these 
collocations is still activated to some degree, even though it did not result in RT 
facilitation. Possibly, the identification of the figurative meaning of an inflected 
collocation with both a possible unitary figurative meaning as well as a literal meaning 
is slowed through competition between these two representations, but both 
representations still become active.  
Collectively, the results of the current study demonstrate that the flexibility in surface 
form for figurative adjective-noun collocations is limited when it comes to activating 
associated figurative meaning representations. Furthermore, different types of 
collocations are affected differently by changes in surface form. Whereas figurative 
collocations in their standard form prime their associated meanings, inflected figurative 
collocations do not. Note that in our study, the experimental context here only included 
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inflected language and no standard forms. Assuming a separate conceptual 
representation for the figurative meaning of these collocations, the representation for 
collocations with a unitary figurative meaning apparently is not fully activated on the 
basis of the inflected form.   
Semantic integration of the meaning of inflected collocations still occurs to some degree: 
When a collocation has both a figurative and a literal meaning, the figurative meaning 
becomes active to some degree, although identification of this meaning is not facilitated. 
Whereas RT results reflect not only the semantic activation of the target but also decision 
processes, the ERP results may constitute a more pure reflection of the semantic 
activation or integration of the word within the previous context. This difference in 
measurement leads to differences in results: Inflection strays a collocation away from a 
figurative interpretation, as figurative language is unlikely to be inflected. The 
collocation is then interpreted as more literal, and a figurative target (that is related to 
the collocation in its standard form) is not in line with expectations. The conscious 
decision process involved in lexical decision suffers from the inflection. RTs for related 
targets are then slowed and there is no longer facilitation compared to the unrelated 
targets. The ERP measure, however, still reflects the automatic activation of the related 
figurative target. 
In terms of the representation of collocations, our results support the notion of a unitary 
representation for collocations with a figurative meaning. They also indicate that 
different types of collocations are processed differently, because they have different 
(combinations of) representations. Because some collocations have only a figurative 
representation as a unit, whereas others are also fully literally plausible, their processing 
is dependent on the form of the collocation and differently affected by changes to surface 
form. The unitary figurative representation can be accessed through a link to the form 
representation this meaning is associated with. Given both a figurative and a strong 
literal meaning, the presence of the literal meaning may reinforce activation of the 
figurative meaning to some degree (e.g., the word stop may show enhanced semantic 
integration over an unrelated target for the ambiguous collocations as the collocation red 
light is associated with traffic lights). However, when the meaning of the collocation is 
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not directly derived from its surface form (such as the meaning royal of blue blood, this 
link is severed when the surface form of the collocation is altered. Literal language does 
not suffer from inflection in terms of activation of semantic associates, probably because 
these associates are linked to the surface form of the collocation and inflection is 
common-place for literal language. Therefore, processing models for collocations should 
take into account the different properties of collocations such as their frozenness or 
flexibility in form representation as a unit.  
To develop a comprehensive model for figurative language processing, future research 
should take into account properties of the stimulus materials used as well as stimulus list 
composition. The degree of figurative meaning associated with language can affect 
processing, which in turn may affect the percentage of identifiable figurative language in 
the experiment (Fleischeuers, 1997; Bobrow & Bell, 1973). Future research should take 
this into account by varying the number of figurative units in the stimulus materials. Our 
results indicate that the degree of activation of the unitary representations is dependent 
on the form of the collocation. This in turn may be affected by the presence of 
collocations in their standard form, which may bias participants towards a figurative 
reading of the other types of inflected collocations. Whenever the degree of figurative 
meaning of language is assessed, this should be taken into account. 
Furthermore, figurative language processing is currently commonly addressed by 
changing the surface representation of figurative language. For example, the last word 
of a figurative phrase is altered and activation is then measured on the correct figurative 
continuation of the phrase versus its altered form (e.g., Rommers, Dijkstra, & 
Bastiaansen, 2013; Canal et al., 2016; Molinaro & Carreiras, 2010), or the surface 
representation of phrases with differing degrees of figurative meaning is compared 
(Strandburg et al., 1997). Whereas such experiments provide important insights into the 
depth of processing of words contained within figurative phrases, they cannot explicitly 
assess figurative meaning activation. In the current study, we directly assessed figurative 
meaning activation by actually presenting this meaning and measuring responses to it. 
This provides a clearer insight in the way figurative meaning is processed and in the 
dependence of this meaning activation on the expected surface form of the input phrase. 
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To really tap into the processing of meaning in collocations, future research would 
benefit from presenting and manipulating these meanings as well as the collocations 
themselves. This way, a more in-depth account of the representation and processing of 
the meaning of collocations will be made possible. 
5.5 CONCLUSIONS 
Our findings indicate that the flexibility of form-meaning relationships differs for 
collocations with varying degrees of figurative meaning. Literal collocations are not 
affected by inflection in the activation of semantic associates in a reaction time lexical 
decision task. However, collocations with a figurative meaning do not activate this 
figurative meaning to the same degree when they are presented in an inflected form 
versus their standard, expected form. The link between form (level) representations and 
figurative meaning depends on the precise surface structure of the input sentence. 
Whereas there is no facilitation of the meaning of inflected figurative collocations as 
reflected in RT measures of lexical decision, the ERP data indicate that this meaning is 
still active for collocations that have both a figurative and a literal meaning. Further 
research is needed to elucidate the flexibility of the form-relationships of figurative 
collocations. As this is a tough cookie, it will certainly not be one of the fastest food.
STANDARD AND INFLECTED COLLOCATIONS 
161 
 
  
 
 
 
 
de aap komt uit de mouw 
the monkey comes out of the sleeve 
Meaning: it becomes clear what was really intended (e.g. “Aha, now the monkey 
comes out of the sleeve!”) 
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GENERAL DISCUSSION 
In this thesis, we investigated the representation and processing of two types of figurative 
language: idiomatic expressions and adjective-noun collocations. We presented several 
empirical studies involving native speakers of Dutch and advanced German-Dutch 
second-language learners. These studies investigated a number of issues that have been 
raised by existing models of formulaic language, but also ventured into new domains by 
comparing effects in monolinguals and bilinguals, in minimal and biasing sentence 
contexts, and in idiomatic expressions and collocations. In the following, the issues 
considered will be discussed within the framework of a hybrid model of idiomatic 
processing, in particular, the model by Sprenger, Levelt, and Kempen (2006) described 
in the General Introduction.  
First, we will consider the basic assumptions that such a hybrid model of figurative 
language makes that are relevant for this thesis and can be formulated as research 
hypotheses. We will furthermore add new questions that are hitherto unanswered. Next, 
the most important findings and conclusions for each empirical chapter will be 
summarized in the light of this framework. This is followed by a discussion of the 
implications of the thesis findings for the research field and in terms of methods. We 
conclude with some thoughts on the future of figurative language research and the nature 
of figurative language processing. 
6.1 A hybrid model of figurative language processing 
Like other models of figurative language processing, the hybrid model proposed by 
Sprenger et al. (2006) considers both how information regarding figurative language such 
as expressions is represented in the mental lexicon and how the information flow 
through it takes place during processing. In line with most models for idiom processing, 
it assumes that there is a separate representation of the idiomatic expression as a whole 
(e.g., Bobrow & Bell, 1973; Gibbs, 1980;  Libben & Titone, 2008; Sprenger et al., 2006; 
Swinney & Cutler, 1979). This unitary representation for the figurative unit as a whole 
is connected to representations of its literal word forms, and interaction between literal 
words and the idiom as a unit is allowed. Thus, information can flow from the unitary 
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representation to the individual word lemmas that comprise the expression, and vice 
versa. In the model proposed by Sprenger et al. (2006), originally designed for 
production, the idiom is represented as a ‘superlemma’ that can interact with individual 
word lemmas and vice versa (also see Introduction of this thesis). In other words, 
activation of individual word lemmas can cause activation of the ‘superlemma’, and this 
activation can spread to other associated words. This is depicted in Figure 6.1, where 
the original model is adjusted from production to comprehension. 
 
 
Figure 6.1. Reproduction of the production-based model of idiom processing by Sprenger, Levelt, 
and Kempen (2006), adjusted with input arrows. 
Research into idiomatic processing has provided solid reason to adopt a hybrid model 
of idiom comprehension, with studies showing that multiple aspects of an expression 
can be activated at the same time (Cutting & Bock, 1997; Sprenger, Levelt, & Kempen, 
2006; Libben & Titone, 2008; Titone & Libben, 2014; Beck & Weber, 2016a). Within 
the context of a hybrid processing model for the processing of idiomatic expressions, and 
perhaps figurative language as a whole, several hypotheses about idiom processing can 
be formulated. These and others were tested in the present thesis.  
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First, according to the model, both the figurative representation and the literal word 
representations of the idiom can become activated at the same time. Second, the 
figurative and literal representations are able to interact and influence each other. For 
example, a word may be processed differently when it is part of an expression, as a 
product of the unitary representation being present. Third, if literal word processing does 
not end when an idiom is identified, it must be possible to find spreading activation for 
literal words even when they are contained within an idiom. These hypotheses were 
tested in the empirical chapters of this thesis.  
However, several other questions remain for which there are no readily available 
predictions within the context of current models. The following questions were also 
addressed in the empirical chapters of this thesis: To what extent are figurative and literal 
meaning aspects of idiomatic expressions active for native and bilingual speakers in a 
minimal context condition (Chapter 2)? To what extent is a single word at the end of an 
idiomatic expression predicted and semantically retrieved when it is part of an idiomatic 
expression that is biased towards a figurative or a literal sentence interpretation (Chapter 
3)? How does a figurative or literal biasing context affect processing of figurative and 
literal meaning in idiomatic expressions and is this dependent on previous exposure to 
figurative stimulus materials and stimulus material composition (Chapter 4)? And 
finally, how flexible is the form-meaning relationship for adjective-noun collocations 
with differing degrees of figurative meaning (Chapter 5)? 
6.1.1 Chapter 2:  The activation of both figurative and literal meaning in minimal 
context idioms 
In two reaction time experiments, Chapter 2 examines the question to what extent 
figurative and literal meaning aspects of idiomatic expressions are activated for Dutch 
native speakers and German-Dutch advanced learners of Dutch. In line with our first 
hypothesis formulated for a hybrid model in the previous section, we found that both 
figurative and literal meaning in idioms are activated for native speakers of Dutch. This 
result shows that both figurative and literal meaning aspects of the idiomatic expression 
were available online when idioms were presented in isolation. Furthermore, we found 
that Dutch native speakers showed specific sensitivities to properties of the idiom and 
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even its constituent words: The frequency of the idiom-final word inhibited responses to 
literal semantic associates. If the final word in the idiom was a higher frequency word, 
responses to following semantic associates of that word slowed. We argued this is due 
to competition between the figurative meaning of the idiom and its literal constituents: 
The figurative meaning of the expression is recognized, but at the same time the idiom-
final word still activates its literal meaning. If this word is highly frequent, it likely 
activates it semantic associates to a degree that competes with the activation of the 
figurative meaning of the idiom as a whole. We found a similar pattern in terms of the 
effect of idiom properties: Idiom transparency (‘how clear is the meaning of this idiom 
based on its constituent words?’) and literal plausibility (‘how literally plausible is this 
idiom?’) were found to interact. An idiomatic expression with a more transparent 
meaning was hindered by a high literal plausibility in the reaction times to both 
figuratively and literally related targets. This shows that these aspects of the idiom, one 
figurative (transparency) and one literal (literal plausibility), compete as well. This is in 
line with our second hypothesis above based on the hybrid model.  
In the second experiment, the task was performed by advanced learners of Dutch with 
native language German. All experimental idioms overlapped with German only at the 
meaning level, but had no orthographic overlap in constituent words. In other words, 
there were no cognate words in the expressions. Similarly to native speakers, our 
bilingual participant group activated both the figurative meaning of the idiom and the 
idiom-final word’s semantic associate. However, the Dutch-German bilinguals did not 
show sensitivity to properties of the idiom or the idiom-final word. A possible 
explanation for this difference in findings between the native and bilingual participants 
is that the bilingual group does not have enough experience with these idioms to be 
sensitive to relatively subtle differences in transparency in the stimulus materials, for 
example. They were familiar with the overall meaning of the idioms, but their 
representations of these idioms may not be strong enough due not enough exposure to 
be sensitive to other aspects. 
Although there was a difference in detail between the native and bilingual groups, we 
found a global similarity in that there was priming for both figurative and literal meaning 
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in both participant groups. This finding is in line with our second hypothesis above about 
interaction in hybrid models of idiom processing (e.g. Sprenger, Levelt, & Kempen, 
2006; Libben & Titone, 2008), and shows that figurative and literal meaning can be co-
activated. Furthermore, our results for the native speaker group again show that 
figurative and literal meaning can compete online (first hypothesis above). 
6.1.2 Chapter 3: The prediction and processing of idiomatic meaning in figuratively 
and literally biasing contexts 
In a combined reaction time and EEG experiment, Chapter 3 investigates a new topic of 
research: the prediction and processing of a word at the end of an idiom depending on 
context effects where the reading of the idiom is biased towards a figurative or literal 
interpretation. Dutch native speakers performed Dutch lexical decisions on the final 
word in idiom sentences. These idiom primes were preceded by a context sentence that 
biased the idiom towards either a figurative or a literal interpretation.  
As we were interested in the relative prediction of a word at the end of the same idiom 
when this idiom was biased figuratively or literally, we investigated results in the time-
frequency EEG domain before the idiom-final word had been presented. Specifically, we 
were interested in effects in the alpha-beta frequency band (8-30Hz). Desynchronization 
in the alpha-beta band is thought to reflect lexical-semantic word retrieval before an 
upcoming event (Piai, Roelofs, Rommers, Dahlslätt, & Maris, 2015; Jafarpour, Piai, 
Lin, & Knight, 2017). We found more such desynchronization in the pre-stimulus 
interval for the last word in idioms that were biased towards a literal sentence 
interpretation than their figurative interpretation. This result indicates that there is less 
semantic prediction or retrieval of an idiom-final word when the idiom is biased towards 
its figurative interpretation, than when it is used as a fully literal sentence. This supports 
findings by Rommers, Dijkstra, and Bastiaansen (2013) who reported less semantic 
expectancy for words completing an idiomatic sentence versus a literal sentence, and 
extends these results by showing this is the case even when the literal sentence may also 
be interpreted as an idiom. 
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We also considered several effects at the level of the idiom-final word. In the event-related 
potententials (ERPs), we found important differences in the amplitude of the N400 ERP 
component, thought of as an index of semantic expectancy and integration (Kutas & 
Hillyard, 1980; Kutas & Federmeier, 2011; Lau, Philips & Poeppel, 2008). N400 
amplitude was lower for the figurative and the literal idiom bias conditions than the fully 
literal control condition, and this was a reflection of the relative cloze probability of each 
of these conditions. Since cloze probability was higher in the figurative and literal idiom 
conditions than the literal control condition, the word at the end of these sentences was 
inherently more expected. Importantly, there was no difference in N400 amplitude 
between the figurative and literal idiom condition, suggesting these words were 
integrated in similar fashion after their presentation (note that our time-frequency results 
consider the prediction of this word in a pre-stimulus interval, and therefore differ from 
these N400 results). We also found differences between the conditions in the reaction time 
analysis. We found that words at the end of figuratively and literally biased idioms were 
identified faster than the same word at the end of a fully literal control sentence as a 
function of cloze probability. Importantly, we found no difference in reaction times to 
words at the end of figuratively and literally biased idioms: The same word was identified 
equally fast when the idiom was used as a figurative or a literal sentence.  
In sum, the results in Chapter 3 indicate that prediction processes related to the retrieval 
of lexical or semantic information differs for figurative and literal sentences. Specifically, 
prediction for the final word of the same idiomatic expression differs when this 
expression is biased towards a figurative or a literal interpretation. When the idiom is 
treated as a fully literal sentence, there is more lexical-semantic retrieval for the idiom-
final word before it appears than in a figurative sentence. All in all, this indicates that 
there may be more ‘template matching’ for figurative sentences, where the final word is 
predicted more in terms of form than meaning. When the word is presented, however, 
it is available for integration and semantic integration may occur. 
  
CHAPTER 6 
170 
 
6.1.3 Chapter 4: The effect of biasing context and stimulus list composition on 
figurative and literal sentence processing 
In a reaction time experiment, Chapter 4 investigates the processing of figurative and 
literal meaning aspects of idiomatic expressions when these idioms are biased towards 
either a figurative or a literal sentence interpretation. Additionally, we address the 
concept of figurative attunement or the build-up of figurative meaning activation 
depending on the percentage of figurative language present in the experiment (Beck & 
Weber, 2016b; Bobrow & Bell, 1973).  
To address the build-up of figurative activation, we divided the experiment into two 
blocks and considered priming effects in each block. Figurative attunement was 
previously discussed in terms of the total percentage of figurative language present in the 
experiment. However, we were interested in whether figurative activation can gradually 
build during the course of an experiment, and how this interacts with the presence of 
literally biased expressions in our study. In total, 50% of the experiment consisted of 
prime sentences with a possible idiomatic interpretation (half of which were idioms 
biased by a figurative context sentence, and half biased towards a literal interpretation 
by a literal context sentence). The rest of the sentences were fully literal, creating an 
overall literal interpretation bias in the experiment as only 25% of the materials consisted 
of idioms that were also preceded by a figurative bias context. 
In the reaction time results for the lexical decision task, we found that priming for 
figuratively and literally related targets (in comparison to unrelated targets) occurred 
following figuratively biased idiom primes in the second experiment block, but not in 
the first block. In the first experimental block, very few figuratively biased sentences have 
been encountered. As participants were exposed to more idiom-bearing sentences, 
figurative activation built. Interestingly, we found a different pattern of effects for the 
literally biased idioms. Here, lexical decision reaction times were faster for the literal 
semantic associate compared to the unrelated target in the first experimental block 
already. This effect disappeared in the second experimental block, where reaction times 
for all three categories of targets became roughly similar. We interpret these findings in 
terms of co-activation of figurative and literal meaning aspects of idiomatic expressions, 
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and the possibility of competition between the two. As we find priming of both figurative 
and literal targets in the figuratively biased idioms, both the figurative representation of 
the idiom and the semantics of its final constituent word must be available to the reader. 
The idiom-final word in our study is not suppressed in terms of semantic activation, in 
contrast to previous studies (e.g. Rommers, Dijkstra, & Bastiaansen, 2013).  
In line with the second hypothesis derived from the hybrid model of figurative language 
comprehension, we argue that there is competition between the idiomatic and literal 
interpretations of the idioms that is reflected in the difference in results patterns found 
across experimental blocks. When more idioms that are biased both figuratively and 
literally have been encountered, the result patterns change for both of these categories. 
Whereas activation builds for the figuratively biased idioms and they begin to show 
priming for both their figurative meaning as a whole and for semantic associates of the 
idiom-final word, the opposite occurs for the literally biased idioms. Here, priming of 
semantic associates of the literal idiom-final word disappears as more idioms have been 
encountered and participants become more aware of the presence of figurative meaning 
in the experiment. The idiom may be recognized as such, but as it is used as a fully literal 
sentence in an experiment with an overall literal interpretation bias, responses are slowed 
to literal associates to such a degree that facilitation is no longer observed. 
6.1.4 Chapter 5: The processing of standard and inflected adjective-noun 
collocations with different degrees of ‘figurativeness’ 
In two combined reaction time and EEG experiments, Chapter 5 examines the flexibility 
of the form-meaning relationship of adjective-noun collocations with varying degrees of 
figurative or unitary meaning attached to them. It has been suggested that different types 
of figurative language differ in terms of their linguistic flexibility or ‘frozenness’, which 
determines how much can be changed about their surface form before they are no longer 
recognized as figurative units (Fraser, 1970). Adjective-noun collocations, as a relatively 
short unit of figurative language, may be more frozen than other types of figurative 
language. Collocations were used that were either only interpretable in a figurative 
manner, both a figurative and a literal manner, or only a literal manner. These primes 
were followed by targets for Dutch lexical decision that were either related to the 
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collocation as a whole (or a semantic associate in the case of the fully literal collocations), 
or the prime or target were unrelated. In Experiment 1, the collocations were presented 
in their original form. In Experiment 2, the collocations were inflected to change their 
form. 
We found priming in the reaction times for the associated meaning for each type of 
collocation in its standard citation form. The fully figurative collocations as well as the 
ambiguous collocations showed facilitatory priming for associated unitary meanings 
compared to an unrelated condition. The fully literal collocations showed priming for 
their semantic associates compared to unrelated target words. These findings show that 
the form-meaning relationship between these collocations and their associated meanings 
can be assessed through the use of a priming paradigm. The ERP results attested that the 
related targets were easier to integrate semantically than the unrelated targets for each 
type of collocation, as reflected by differences in N400 amplitude (Kutas & Hillyard, 
1980; Kutas & Federmeier, 2011; Lau, Philips & Poeppel, 2008).  
In the second experiment, we manipulated this form-meaning relationship by inflecting 
each collocation to alter its citation form (for example, ‘scheef oog’ was changed to 
‘scheefste oogje’ / ‘most crooked little eye’). Here, result patterns diverged. There was 
still priming for the semantic associate of the fully literal collocation compared to its 
unrelated counterpart in the reaction times. However, reaction time priming disappeared 
for both the fully figurative and the ambiguous collocations when their surface form was 
changed. Targets related to their unitary, figurative meaning were no longer primed in 
the lexical decision process. Interestingly however, we still found increased semantic 
expectancy for these figurative targets in the N400 results. For the inflected fully literal 
collocations, we found no significant N400 effect after Bonferroni corrections were 
applied to follow-up analyses on interactions in the main analysis. However, these 
collocations were able to prime their related meaning in terms of reaction times, where 
the other collocations were not. This suggests that they activated their associated 
meaning to a different degree, which influenced measurable responses. We argue that 
this difference in results for the collocations with an associated figurative meaning stems 
from the sensitivity and nature of the lexical decision task versus N400 measurements. 
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Measurements of EEG are very sensitive and occur at a lower level than lexical decision. 
Performing the lexical decision requires higher order processes to be involved in order 
to come to the correct conclusion to answer the question ‘Is this a Dutch word or not?’. 
Word meanings can still be activated at a low level for these collocations, but this 
activation is not strong enough to cause facilitatory priming effects. 
The results in Chapter 5 show that adjective-noun collocations with differing degrees of 
unitary figurative meaning respond to changes in their surface form differently. 
Interestingly, the associated meaning of inflected collocations with a unitary meaning 
can still be activated to some degree, but this activation is not sufficient to be reflected in 
priming effects. 
6.2 Theoretical Implications  
Considering the preceding review of our findings, we conclude that the empirical 
findings support and extend hybrid models of idiom processing (e.g., Cutting & Bock, 
1997; Sprenger, Levelt, & Kempen, 2006; Libben & Titone, 2008), in particular the 
model by Sprenger et al. (2006). Going back to the three hypotheses we derived from 
such a model, we provide evidence in support of all of them. First, our findings indicate 
that an idiom can activate its literal component words and its figurative unitary 
representation at the same time, as priming occurred for both types of meanings. Second, 
these meanings or representations were able to interact, given that the processing of the 
individual words was influenced by aspects related to the idiom as a whole (such as 
transparency), and literal word aspects of the idiom-final word such as frequency can 
influence processing of following words. Third, spreading activation for literal words 
was found even when they were contained in an idiom (Chapter 5). Both idiomatic and 
literal meaning aspects of idiomatic expressions may be available at the same time once 
an idiomatic sentence is completed. In other words, no interpretation, figurative or 
literal, may fully be ‘rejected’ after the idiom has been processed as a whole. Both 
figurative and literal aspects of the idiom may still be available for processing after each 
individual word has been integrated into a sentence representation of the idiom, even 
when the idiom is recognized as such. 
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More specifically, we argued that competition needs to be assumed between the 
representation of the idiom as a unit that encodes its figurative meaning and its literal 
constituent words. We showed that properties of the idiom such as transparency of its 
meaning and plausibility as a literal sentence can influence decisions related to both 
figuratively and literally related targets. Even aspects related to the final word in an 
idiomatic expression can influence these decisions: If a word embedded in an idiom is 
highly frequency, this inhibits responses to following targets that are related to this word. 
We argued that this is due to competition between the interpretation of the idiom as a 
figurative unit, whilst literal aspects of this unit still become activated. This competition 
leads to a slowing down of responses where facilitation would be expected for purely 
literal language. We also showed that such a hybrid model fits processing for both native 
Dutch speakers and advanced German-Dutch bilinguals in the case of idioms that 
overlap in meaning but not orthography, but that there are differences in detail between 
these groups. Whereas both figurative and literal meaning is available to both groups of 
readers, native speakers show more sensitivity to subtle variations in properties of the 
idiomatic expressions.  
6.3 Extending the hybrid model with respect to context effects and activation 
measurement 
Within this thesis, we also formulated a number of research questions for which current 
models offer no readily available conclusions. We believe that it is necessary to extend 
such models with accounts for context effects and the measurement of the time-course 
of activation during processing. These issues will be considered in the next two sections.  
Context effects on idiomatic processing 
As we have seen, figurative language is processed not in isolation but is co-dependent on 
previous input, both in terms of the amount of language input previously received and 
its contextual bias towards a figurative or literal interpretation. Without contextual bias, a 
target sentence may be ambiguous in the sense that both a figurative or a literal 
interpretation may be available, and both interpretations may compete. The presence of 
figurative or literal contextual bias may diminish the competition between the two 
GENERAL DISCUSSION 
175 
 
possible interpretations and influence the depth of processing or prediction of the words 
contained within the sentence.  
We would like to argue that future studies of idiomatic processing should pay more 
attention to the precise formats of the surface form and the underlying meaning 
representations of the sentence being processed. With respect to form aspects, our 
investigations of adjective-noun collocations with possible figurative interpretations 
revealed priming of related targets only when these collocations are presented in their 
expected, standard citation form. When the form is changed through inflection, there is 
still evidence of semantic activation in the event-related potentials, but priming in lexical 
decision disappears. This result suggests that the form of the input matters: The 
representation of the figurative unit as a whole is linked to a specific surface structure, at 
least for those types of figurative language that are less flexible (or more ‘frozen’, Fraser, 
1970) than others. This conclusion must not only hold for collocations, but to 
considerable extent also for idiomatic expressions.  
With respect to meaning aspects, we would like to argue that in the case of sentences 
that can be interpreted both figuratively and literally, the shared surface structure can be 
mapped onto two underlying (semantic) event structures (or thematic role structures) 
that are more or less similar (cf. Levelt, 1989, p. 164). Transparency can be conceived as 
the extent to which the literal and the figurative event structures are overlapping. For 
instance, the literal interpretation of the Dutch idiom ‘De arbeider kreeg de zak’ (‘The 
laborer got the sack’) has a similar event structure to its idiomatic interpretation (‘The 
laborer got his resignation letter’). Effects of transparency might be construed as the time 
it takes to resolve the competition between the active figurative or literal event structures, 
and perhaps even in terms of the time it takes to derive the figurative event structure from 
the literal one.  
This notion of surface structures mapping on event structures can be extended to the 
effects of contextual bias. The sentence ‘The old farmer kicked the bucket’ can be 
interpreted both figuratively and literally, but the inclusion of the word ‘old’ may steer 
towards a figurative interpretation of ‘to kick the bucket’ as ‘to die’ (in contrast ‘The 
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angry farmer kicked the bucket’ may bias towards a literal interpretation). ‘The old 
farmer kicked the bucket’ is a surface structure with two attached event structures: One 
where an old man kicks the bucket, and one where an old man kicks the bucket or dies. In 
one event structure an angry man sends an object flying through force, in the other an 
old man goes from animate to inanimate. Each incoming word can be integrated into 
these structures, that could be built up in parallel while competing. Whichever event 
structure we select as the most likely interpretation of the sentence will depend on the 
wider context, the properties of the idiom ‘to kick the bucket’, and the moment in time 
we are measuring in the unfolding sentence. Hence, for figurative language that is 
literally plausible, there may be one surface structure that has multiple event structures. 
A previous context bias can disambiguate which event structure should be selected, 
therefore influencing the way upcoming words are predicted and processed, at least until 
they have been integrated.  
Measuring the activation time-course 
The research reported in this thesis underlines yet another research aspect to be very 
relevant to the processing of figurative language: It has made clear that the degree of 
activation of literal and figurative representations we can measure depends on what we 
measure and when we measure it.  Because we were interested in directly assessing the 
overall figurative meaning of language units in the majority of chapters, we chose a 
research method in which the entire expression was presented before a target item 
occurred. As such, the idiomatic expression must have been readily available for 
integration in all chapters, with the exception of Chapter 4. Testing was then performed 
on the figurative meaning of the unit, or on semantic associates of literal words. In this 
way, we obtained interesting insights in the way the unitary meaning of the figurative 
unit was processed in direct contrast to literal word aspects.  
We note that previous research has often examined a target word contained within the 
idiomatic expression, such as the final noun of an idiom. This difference in research 
techniques can result in a difference in findings and, hence, in interpretation: When one 
considers the idiom-final word, findings suggest that this word is processed in a more 
semantically shallow manner when it is part of an idiomatic expression versus when it 
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is part of a purely literal sentence (Rommers, Dijkstra, & Bastiaansen, 2013) or that 
processing it costs more cognitive demand in a figurative sentence (Canal, Pesciarelli, 
Vespignani, Molinaro, & Cacciari, 2016). When we examined prediction and processing 
of the idiom-final word in Chapter 4, our findings also suggested a difference. This 
processing difference became clear when a word was contained within an idiom that is 
used figuratively versus an idiom that is used literally: When assessing the prediction of 
the word in a pre-stimulus interval by examining the time-frequency domain, we found 
that the idiom-final word showed more evidence of semantic retrieval when it was 
contained in a literally interpretable sentence than a figuratively interpretable sentence.  
These results suggest that, at least before the word itself has been presented, processing 
may be more shallow (i.e., form-oriented) in idiomatic expressions. Previous research 
suggests that this processing is still more shallow when the word is presented and 
immediately tested. However, our findings indicated that, if the word has already been 
presented and is available for integration, there is semantic processing as evident through 
priming of semantic associates.  
In sum, the question whether or not literal words are processed at a semantic level when 
they are part of an idiomatic expression is extremely sensitive to the moment of 
measurement. If we assume incremental language processing, where the interpretation 
of the sentence builds with each incoming word, measuring at different moments in time 
could have different implications for figurative and literal language. Whereas each word 
has its own contribution to the unfolding sentence in literal language, a figurative 
sentence has more properties to be considered. One obvious difference between the two 
types of sentences is what makes them figurative or literal in the first place: The figurative 
sentence has an overall meaning as a unit that may differ from the meaning of the literal 
words, whereas a literal sentence does not have such a unitary meaning (as its meaning 
is compositional). Previous research has already shown that different properties of 
idiomatic expressions such as transparency and literal plausibility can affect lexical 
decisions on related targets at different time-points as the idiom unfolds one word at a 
time  (Titone & Libben, 2014). The degree of lexical-semantic activation of a word 
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contained within an idiom may depend on the moment in time this activation is 
measured: whether it be in a pre- or a post-stimulus interval, for example.  
Multiple approaches are necessary to get a well-rounded view of figurative language 
processing. Future research can contribute to this by considering an array of moments 
of measurement in investigations of figurative and literal meaning, specifically taking 
into account different idiom properties. If different properties of an idiom can influence 
processing at different time-points, and figurative meaning can build over time as we 
showed in our investigation, then time-course investigations will be crucial for the future 
of figurative language research. 
Our results have strong implications for the field in terms of task demands and the moment 
of measurement. Whereas previous research suggested differences between figurative and 
literal meaning processing in terms of the idiom-final word, we addressed this issue by 
explicitly presenting the figurative meaning of the idiom. We argue that, in order to 
really make claims about the activation of the figurative meaning of the idiom as a unit, 
this meaning needs to be present for consideration. Furthermore, the depth of processing 
of words embedded within idioms needs to be addressed not only by examining this 
word itself, but by examining the processing of its semantic associates. Conclusions 
based solely on investigations of the idiom-final word may differ from those based on 
the investigation of semantic associates. Both types of studies are needed to eventually 
come to a comprehensive model of figurative language that can account for differences 
in results when an idiom-final word is or is not already available for integration.  
6.4 CONCLUSIONS 
Collectively, the results discussed in this thesis add to the body of knowledge on 
figurative language processing in several ways. Building upon the hypotheses derived 
from the hybrid model of figurative language processing, we have shown that (1) both 
figurative and literal meaning aspects of idiomatic expressions are available to readers 
online, (2) these meaning aspects can compete and influence decisions on following 
targets, and (3) literal word aspects of an idiom-final word can remain active after 
completion and integration of the idiom.  
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In addition, we have shown that predictive processes may differ for words completing a 
figuratively or a literally biased idiom, where depth of processing (semantic or form) is 
concerned. We have also investigated a variety of contextual effects, showing that a 
figurative or literal context bias can influence responses to targets following these idioms, 
reflecting the degree to which figurative and literal meaning are activated upon 
encountering these sentences. We have also shown that the activation of figurative 
meaning may be dependent on the presence of the expected surface form for figurative 
collocations. Furthermore, figurative and literal meaning activation depend on the 
presence of identifiable figurative language in the experiment and the point in time at 
which activation is being measured.  
All in all, we suggest that any future investigation of figurative language needs to take 
into account at least a temporary availability of figurative and literal meaning in 
figurative language. How exactly these meanings are represented in the mental lexicon 
remains an open question, but we suggest to consider more precise semantic 
representations of idioms, for instance, in terms of event structures. At the least, in 
discourse, a choice needs to be made for one interpretation or the other, figurative or 
literal, in order to understand the message conveyed. In the future, we need to determine 
precisely both how, when, and why a decision is made between a figurative or a literal 
interpretation of a sentence. 
 
  
 180 
 
REFERENCES 
 
A 
Abdel Rahman, R., & Melinger, A. (2009). Semantic context effects in language production: A 
 swinging lexical network proposal and a review. Language and Cognitive 
 Processes, 24(5), 713-734. 
B 
Barr, D. J., Levy, R., Scheepers, Ch., & Tily, H. J. (2013). Random effects structure for 
 confirmatory hypothesis testing: Keep it maximal. Journal of Memory and Language,68, 
 pp. 255–278. 
Beck, S. D., & Weber, A. (2016a). Bilingual and monolingual idiom processing is cut from the 
 same cloth: The role of the L1 in literal and figurative meaning activation. Frontiers in 
 Psychology, 7:1350. doi: 10.3389/fpsyg.2016.01350 
Beck, S. D., & Weber, A. (2016b). L2 Idiom Processing: Figurative Attunement in Highly 
 Idiomatic Contexts. Paper presented at COGSCI 2016: 38th Annual Meeting of the 
 Cognitive Science Society, Philadelphia. 
Becker, J. D. (1975). The phrasal lexicon. In Proceedings of the 1975 workshop on Theoretical 
 issues in  natural language processing -TINLAP ’75 (p. 60). Morristown, NJ, USA: 
 Association for Computational Linguistics. doi:10.3115/980190.980212 
Bobrow, S. A., & Bell, S. M. (1973). On catching on to idiomatic expressions. Memory & Cognition, 
 1(3), 343-346. 
Brothers, T., Swaab, T. Y., & Traxler, M. J. (2015). Effects of prediction and contextual support 
 on lexical processing: Prediction takes precedence. Cognition, 136, 135-149. 
C 
Cacciari, C., & Tabossi, P. (1988). The comprehension of idioms. Journal of Memory and 
 Language, 27(6), 668-683. 
Cacciari, C., (2014). Processing multiword idiomatic strings: many words in one? The Mental 
 Lexicon, 9, 267-293. doi: 10.1075/ml.9.2.05cac 
Cacciari, C., & Corradini, P. (2015). Literal analysis and idiom retrieval in ambiguous idioms 
 processing: A reading-time study. Journal of Cognitive Psychology, 27(7), 797-811.
REFERENCES 
181 
 
C (continued) 
Cacciari, C., Padovani, R., & Corradini, P. (2007). Exploring the relationship between 
 individuals’ speed of processing and their comprehension of spoken idioms. European 
 Journal of Cognitive Psychology, 19(3), 417-445. 
Canal, P., Pesciarelli, F., Vespignani, F., Molinaro, N., & Cacciari, C. (2017). Basic composition 
 and enriched integration in idiom processing: An EEG study. Journal of Experimental 
 Psychology: Learning, Memory, and Cognition, 43(6), 928. 
Carrol, G., & Conklin, K. (2014). Getting your wires crossed: Evidence for fast processing of L1 
 idioms in an L2. Bilingualism: Language and Cognition, 17(4), 784-797. 
Carrol, G., & Conklin, K. (2015). Cross language lexical priming extends to formulaic units: 
 Evidence from eye-tracking suggests that this idea ‘has legs’. Bilingualism: Language 
 and Cognition, 1-19. 
Carrol, G., Conklin, K., & Gyllstad, H. (2016). Found in translation: The influence of the L1 on 
 the reading of idioms in a L2. Studies in Second Language Acquisition, 38(3), 403–443. 
Charteris-Black, J. (2002). Second language figurative proficiency: A comparative study of Malay 
 and English. Applied linguistics, 23(1), 104-133. 
Cieślicka, A. (2006). Literal salience in on-line processing of idiomatic expressions by second 
 language learners. Second Language Research, 22(2), 115-144. 
Cieślicka, A. B., & Heredia, R. R. (2011). Hemispheric asymmetries in processing L1 and L2 
 idioms: Effects of salience and context. Brain and Language, 116(3), 136-150. 
Cieślicka, A. B. (2015). Idiom acquisition and processing by second/foreign language 
 learners. Bilingual Figurative Language Processing, 208-244. 
Chao, L. L., Nielsen-Bohlman, L., & Knight, R. T. (1995). Auditory event-related potentials 
 dissociate early and late memory processes. Electroencephalography and Clinical 
 Neurophysiology/Evoked Potentials Section, 96(2), 157-168. 
Clark, A. (2013). Whatever next? Predictive brains, situated agents, and the future of  cognitive 
 science. Behavioral and brain sciences, 36(3), 181-204. 
Conklin, K., & Schmitt, N. (2008). Formulaic sequences: Are they processed more quickly than 
 nonformulaic language by native and nonnative speakers?. Applied Linguistics, 29(1), 
 72-89. 
 
 
REFERENCES 
 
C (continued) 
Connine, C. M., Mullennix, J., Shernoff, E., & Yelen, J. (1990). Word familiarity and frequency 
 in visual and auditory word recognition. Journal of Experimental Psychology: Learning, 
 Memory & Cognition, 16, 1084-1096. 
Costa, A., Mahon, B., Savova, V., & Caramazza, A. (2003). Level of categorisation effect: A 
 novel effect in the picture-word interference paradigm. Language and Cognitive 
 Processes, 18(2), 205-234. 
Coulson, S., & Van Petten, C. (2002). Conceptual integration and metaphor: An event-related 
 potential study. Memory & Cognition, 30(6), 958-968. 
Cowie, A. P. (1981). The treatment of collocations and idioms in learners' dictionaries. Applied 
 Linguistics, 2(3), 223-235. 
Cutting, J. C., & Bock, K. (1997). That’s the way the cookie bounces: Syntactic and semantic 
 components of experimentally elicited idiom blends. Memory & Cognition, 25(1), 57-
 71. 
D 
De Deyne, S., & Storms, G. (2008). Word associations: Norms for 1,424 Dutch words in 
 continuous task. Behavior Research Methods, 40(1), 198-205. 
DeLong, K. A., Urbach, T. P., & Kutas, M. (2005). Probabilistic word pre-activation during 
 language comprehension inferred from electrical brain activity. Nature 
 Neuroscience, 8(8), 11-17. 
E 
Engel, A. K., & Fries, P. (2010). Beta-band oscillations—signalling the status quo?. Current 
 Opinion  in Neurobiology, 20(2), 156-165. 
F 
Fanari, R., Cacciari, C., & Tabossi, P. (2010). The role of idiom length and context in spoken 
 idiom comprehension. European Journal of Cognitive Psychology, 22(3), 321-334.  
Fellbaum, C. (Ed.). (2007). Idioms and collocations: Corpus-based linguistic and lexicographic 
 studies. Bloomsbury Academic. 
Fraser, B. (1970). Idioms with transformational grammar. Foundations of Language, 6, 22-42. 
 Fleischeuers, M. (1997). Lexical representations and processing of idiomatic adjective-
 noun combinations (Doctoral dissertation).  
REFERENCES 
183 
 
G 
Gibbs, R. B. (1980). Spilling the beans on understanding and memory for idioms in conversation. 
 Memory & Cognition, 8, 149–156. 
Gibbs, R., & Gonzales, G. (1985). Syntactic frozenness in processing and remembering idioms. 
 Cognition, 20, 243–259. 
Gibbs Jr, R. W., Nayak, N. P., & Cutting, C. (1989). How to kick the bucket and not decompose: 
 Analyzability and idiom processing. Journal of Memory and Language, 28(5), 576-593. 
Grainger, J. (1990). Word frequency and neighborhood frequency effects in lexical decision and 
 naming. Journal of Memory and Language, 29(2), 228-244. 
H 
Hanslmayr, S., Staresina, B. P., & Bowman, H. (2016). Oscillations and episodic memory: 
 addressing the synchronization/desynchronization conundrum. Trends in 
 Neurosciences, 39(1), 16-25. 
Hanslmayr, S., Staudigl, T., & Fellner, M. C. (2012). Oscillatory power decreases and long-term 
 memory: the information via desynchronization hypothesis. Frontiers in Human 
 Neuroscience, 6, 74. 
Hendriks, M., van Ginkel, W., Dijkstra, T., & Piai, V. (Under Review). Dropping Beans or 
 Spilling Secrets: how Idiomatic Context Bias affects Prediction. 
Hillert, D., & Swinney, D. (2001). The processing of fixed expressions during sentence 
 comprehension. Conceptual Structure, Discourse, and Language, 107-121. 
Howarth, P. (1998). Phraseology and Second Language Proficiency. Applied Linguistics, 19(1), 
 24–44. doi:10.1093/applin/19.1.24 
Hubers, F., van Ginkel, W., Cucchiarini, C., Strik, H., & Dijkstra, T. (2018). Normative data on 
 Dutch idiomatic expressions: Native speakers. DANS [Dataset]. doi: 10.17026/dans-
 zjx-hnsk 
Huettig, F. (2015). Four central questions about prediction in language processing. Brain 
 Research, 1626, 118-135. 
I 
Irujo, S. (1986). Don't put your leg in your mouth: Transfer in the acquisition of idioms in a second 
 language. Tesol Quarterly, 20(2), 287-304. 
  
REFERENCES 
 
J 
Jackendoff, R. (1995). The boundaries of the lexicon. Idioms: Structural and Psychological 
 Perspectives, 133-166. 
Jafarpour, A., Piai, V., Lin, J.J., & Knight, R.T. (2017). Human hippocampal pre-activation 
 predicts behavior. Scientific Reports, 7, 5959. doi: 10.1038/s41598-017-06477-5 
Jenkinson, N., & Brown, P. (2011). New insights into the relationship between dopamine, beta 
 oscillations and motor function. Trends in Neurosciences, 34(12), 611-618. 
Jensen, O., Gips, B., Bergmann, T. O., & Bonnefond, M. (2014). Temporal coding organized by 
 coupled alpha and gamma oscillations prioritize visual processing. Trends in 
 Neurosciences, 37(7), 357-369. 
Johnson-Laird, P. N. (1993). Foreword. In C. Cacciari & P. Tabossi (Eds.) Idioms. Processing, 
 Structure and Interpretation (pp. vii-x). Hillsdale, NJ: Laurence Erlbaum. 
K 
Keuleers, E., Brysbaert, M., & New, B. (2010). SUBTLEX-NL: A new measure for Dutch word 
 frequency based on film subtitles. Behavior Research Methods, 42(3), 643-650. 
Kok, A. (2001). On the utility of P3 amplitude as a measure of processing capacity. 
 Psychophysiology, 38(3), 557-577. 
Kutas, M., & Federmeier, K. D. (2000). Electrophysiology reveals semantic memory use in 
 language comprehension. Trends in Cognitive Sciences, 4(12), 463-470. 
Kutas, M., & Federmeier, K. D. (2011). Thirty years and counting: finding  meaning  in the N400 
 component of the event-related brain potential (ERP). Annual Review of 
 Psychology, 62, 621-647. 
Kutas, M., & Hillyard, S. A. (1980). Event-related brain potentials to semantically inappropriate 
 and surprisingly large words. Biological Psychology, 11(2), 99-116. 
Kutas, M., Van Petten, C. K., & Kluender, R. (2006). Psycholinguistics electrified II (1994-2005). 
 In Handbook of Psycholinguistics (pp. 659-724). Academic Press. 
L 
Lau, E. F., Holcomb, P. J., & Kuperberg, G. R. (2013). Dissociating N400 effects of prediction 
 from association in single-word contexts. Journal of Cognitive Neuroscience, 25(3), 
 484-502. 
 
REFERENCES 
185 
 
L (continued) 
Laufer, B., & Hill, M. (2000). What Lexical Information Do L2 Learners Select in a CALL 
 Dictionary and How Does It Affect Word Retention? Language Learning & Technology, 
 3(2), 58-76. 
Lau, E. F., Phillips, C., & Poeppel, D. (2008). A cortical network for semantics: (De)constructing 
 the N400. Nature Reviews Neuroscience, 9, 920–933. 
Lemhöfer, K., & Broersma, M. (2012). Introducing LexTALE: A quick and valid Lexical Test for 
 Advanced Learners of English. Behavior Research Methods, 44, 325-343. 
Lewis, A. G., & Bastiaansen, M. (2015). A predictive coding framework for rapid neural dynamics 
 during sentence-level language comprehension. Cortex, 68, 155-168. 
Libben, M.R., & Titone, D.A. (2008). The multidetermined nature of idiom processing. Memory 
 & Cognition, 36, 1103-1121. doi: 10.3758/MC.36.6.1103 
M 
Macis, M., & Schmitt, N. (2016). The figurative and polysemous nature of collocations and their 
 place in ELT. Elt Journal, ccw044. 
Maris, E., & Oostenveld, R. (2007). Nonparametric statistical testing of EEG-and MEG- 
 data. Journal of Neuroscience Methods, 164(1), 177-190. 
Martin, C. D., Branzi, F. M., & Bar, M. (2018). Prediction is Production: The missing link 
 between language production and comprehension. Scientific Reports, 8(1), 1079. 
Molinaro, N., & Carreiras, M. (2010). Electrophysiological evidence of interaction between 
 contextual expectation and semantic integration during the processing of 
 collocations. Biological Psychology, 83(3), 176-190. 
Molinaro, N., Monsalve, I. F., & Lizarazu, M. (2016). Is there a common oscillatory brain 
 mechanism for producing and predicting language?. Language, Cognition and 
 Neuroscience, 31(1), 145-158. 
Monsalve, I. F., Pérez, A., & Molinaro, N. (2014). Item parameters dissociate between 
 expectation formats: a regression analysis of time-frequency decomposed EEG 
 data. Frontiers in Psychology, 5, 847. 
N 
Nattinger, J. R., & DeCarrico, J. S. (1992). Lexical phrases and language teaching. Oxford University 
 Press. 
REFERENCES 
 
N (continued) 
Nieuwland, M. S., Politzer-Ahles, S., Heyselaar, E., Segaert, K., Darley, E., Kazanina, N., & 
 Mézière, D. (2018). Large-scale replication study reveals a limit on probabilistic 
 prediction in language comprehension. ELife, 7, e33468. 
 O 
Oostenveld, R., Fries, P., Maris, E., & Schoffelen, J. M. (2011). FieldTrip: open source software 
 for advanced analysis of MEG, EEG, and invasive electrophysiological 
 data. Computational Intelligence and Neuroscience, 2011, 1. 
Ortony, A., Schallert, D.L., Reynolds, R.E., & Antos, S.J. (1978). Interpreting Metaphors and 
 Idioms: Some Effects of Context on Comprehension. Journal of Verbal Learning and 
 Verbal Behavior 17(4), 465–477. 
P 
Peirce, J.W. (2007). PsychoPy - Psychophysics software in Python. Journal of Neuroscience Methods, 
 162(1-2), 8-13. 
Penolazzi, B., Angrilli, A., & Job, R. (2009). Gamma EEG activity induced by semantic violation 
 during sentence reading. Neuroscience Letters, 465(1), 74-78. 
Piai, V., Roelofs, A., Rommers, J., & Maris, E. (2015). Beta oscillations reflect memory and motor 
 aspects of spoken word production. Human Brain Mapping, 36(7), 2767-2780. 
Piai, V., Roelofs, A., Rommers, J., Dahlslätt, K., & Maris, E. (2015). Withholding planned speech 
 is reflected in synchronized beta-band oscillations. Frontiers in Human Neuroscience, 9, 
 549. 
Piai, V., Roelofs, A. & Maris, E. (2014). Oscillatory brain responses in spoken word  production 
 reflect lexical frequency and sentential constraint. Neuropsychologia, 53, 146–156. 
Piai, V., Rommers, J., & Knight, R. T. (2017). Evidence for a causal link between left posterior 
 alpha-beta power decreases and context-driven word production. bioRxiv, 150748. 
Pollio, H., Barlow, J., Fine, H., & Pollio, M. (1977). The poetics of growth: Figurative language 
 in psychology. Psychotherapy, and Education. Hillsdale, NJ: Erlbaum. 
R 
Rajaram, S., & Neely, J. (1992). Dissociative masked repetition priming and word frequency effects 
 in lexical decision and episodic recognition tasks. Journal of Memory and Language, 31(2), 
 152-182. 
REFERENCES 
187 
 
R (continued) 
R Development Core Team. (2009). R: A language and environment for statistical computing. 
 Vienna: R Foundation for Statistical Computing. 
Redensarten Index. (2001, May). Retrieved from https://www.redensarten-index.de/suche.php. 
Rommers, J., Dickson, D. S., Norton, J. J., Wlotko, E. W., & Federmeier, K. D. (2017). Alpha 
 and theta band dynamics related to sentential constraint and word 
 expectancy. Language, Cognition and Neuroscience, 32(5), 576-589. 
Rommers, J., Dijkstra, T., & Bastiaansen, M. (2013). Context-dependent semantic processing in 
 the human brain: Evidence from idiom comprehension. Journal of Cognitive 
 Neuroscience, 25(5), 762-776. 
S 
Scarborough, D. L., Cortese, C., & Scarborough, H. (1977). Frequency and repetition effects in 
 lexical memory. Journal of Experimental Psychology: Human Perception and 
 Performance, 3, l-17.  
Schweigert, W. A. (1991). The muddy waters of idiom comprehension. Journal of Psycholinguistic 
 Research, 20(4), 305-314. 
Searle, J. R. (1979). Expression and meaning: Studies in the theory of speech acts. Cambridge: 
 Cambridge University Press. doi: d10.1017/CBO9780511609213 
Sebanz, N., Knoblich, G., & Prinz, W. (2003). Representing others' actions: just like one's 
 own?. Cognition, 88(3), B11-B21. 
Siyanova-Chanturia, A., Conklin, K., & Schmitt, N. (2011). Adding more fuel to the fire: An 
 eye-tracking study of idiom processing by native and non-native speakers. Second 
 Language Research, 27(2), 251-272. 
Siyanova-Chanturia, A., & Martinez, R. (2014). The Idiom Principle Revisited. Applied Linguistics, 
 1–22. doi:10.1093/applin/amt054 
Sotillo, M., Carretié, L., Hinojosa, J. A., Tapia, M., Mercado, F., López-Martín, S., & Albert, J. 
 (2004). Neural activity associated with metaphor comprehension: spatial 
 analysis. Neuroscience Letters, 373(1), 5-9. 
Sprenger, S. A., Levelt, W. J., & Kempen, G. (2006). Lexical access during the production of 
 idiomatic phrases. Journal of Memory and Language, 54(2), 161-184. 
 
 
REFERENCES 
 
S (continued) 
Steinel, M. P., Hulstijn, J. H., & Steinel, W. (2007). Second language idiom learning in a paired-
 associate paradigm: Effects of direction of learning, direction of testing, idiom 
 imageability, and idiom transparency. Studies in Second Language Acquisition, 29(3), 
 449-484. 
Strandburg, R. J., Marsh, J. T., Brown, W. S., Asarnow, R. F., Guthrie, D., Harper, R., Yee, C. 
 M., & Nuechterlein, K. H. (1997). Event-related potential correlates of linguistic 
 information processing in schizophrenics. Biological Psychiatry, 42 (7), 596–608. doi: 
 10.1016/S0006-3223(96)00410-6 
Swinney, D. A., & Cutler, A. (1979). The access and processing of idiomatic expressions. Journal 
 of Verbal Learning and Verbal Behavior, 18, 523–534. 
T 
Tanenhaus, M. K., & Lucas, M. M. (1987). Context effects in lexical processing. Cognition,
 25(1-2), 213-234. 
Titone, D., & Libben, M. (2014). Time-dependent effects of decomposability, familiarity and 
 literal plausibility on idiom priming: A cross-modal priming investigation. The Mental 
 Lexicon, 9(3), 473-496. 
Titone, D. A., Columbus, G., Whitford, V., Mercier, J., & Libben, M. R. (2015). Contrasting 
 bilingual and monolingual idiom processing. In R. R. Heredia & A. B. Cieślicka  (Eds.), 
 Bilingual Figurative Language Processing (pp. 171-207). New York, NY: Cambridge 
 University Press. 
U 
Underwood, G., Schmitt, N., & Galpin, A. (2004). The eyes have it. Formulaic Sequences: 
 Acquisition, processing, and use, 9, 153. 
V 
van Ginkel, W., & Dijkstra, T. (2019). The tug of war between an idiom's figurative and literal 
 meanings: Evidence from native and bilingual speakers. Bilingualism: Language and 
 Cognition, 1-17. 
Van Petten, C., & Luka, B. J. (2012). Prediction during language comprehension: Benefits, costs, 
 and ERP components. International Journal of Psychophysiology, 83(2), 176-190. 
 
REFERENCES 
189 
 
V (continued) 
Vespignani, F., Canal, P., Molinaro, N., Fonda, S., & Cacciari, C. (2010). Predictive mechanisms 
 in idiom comprehension. Journal of Cognitive Neuroscience, 22(8), 1682-1700. 
W 
Wang, L., Hagoort, P., & Jensen, O. (2018). Language prediction is reflected by coupling between 
 frontal gamma and posterior alpha oscillations. Journal of cognitive neuroscience, 30(3), 
 432-447. 
Weiss, S., & Mueller, H. M. (2012). “Too many betas do not spoil the broth”: the role of beta 
 brain oscillations in language processing. Frontiers in Psychology, 3, 201. 
Wray, A., & Perkins, M. R. (2000). The functions of formulaic language: an integrated model. 
 Language & Communication, 20(1), 1–28. doi:10.1016/S0271-5309(99)00015-4 
Y 
Yan, S., Kuperberg, G. R., & Jaeger, T. F. (2017). Prediction (or not) during language processing. 
 A commentary on Nieuwland et al.(2017) and Delong et al.(2005). bioRxiv, 143750. 
 190 
 
APPENDIX 
 
APPENDIX CHAPTER 2 
Table 2.A1: Experimental idioms used in Chapter 2. 
 Dutch idiom 
English translation 
Idiom meaning Idiom-
Final Word 
1. Iemand aan de tand voelen 
To feel someone on the tooth 
To interrogate someone tand 
tooth 
2. Iemand op de huid zitten 
To sit on someone’s skin 
To continuously check on someone in 
an aggrevating way 
huid 
skin 
3. Iets op poten zetten 
To put something on legs 
 
To start up something new poten 
legs 
(chairlegs) 
4. Één lijn trekken 
To draw one line 
To use the same approach lijn 
line 
5. Het niet breed hebben 
To not have it wide 
 
To not have a lot of money breed 
wide 
6. Aan een zijden draadje 
hangen 
To hang from a silk thread 
To have little chance of succeeding draadje 
thread 
7. Aan het roer staan 
To stand at the rudder 
To be in charge roer 
rudder 
8. Voor iemand door het vuur 
gaan 
To go through the fire for 
someone 
 
To do anything for someone vuur 
fire 
9. Iets uit de losse pols doen 
To do something from the loose 
wrist 
To do something easily or without 
preparation 
pols 
wrist 
10. De koe bij de hoorns vatten 
To take the cow by the horns 
 
To start on a big job hoorns 
horns 
11. Iemand wakker schudden 
To shake someone awake 
 
To forcefully remind someone of 
something 
wakker 
awake 
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12. Iemand iets in de schoenen 
schuiven 
To shove something in someone’s 
shoes 
 
To unjustly accuse someone of 
something 
schoenen 
shoes 
13. Iets van tafel vegen 
To wipe something off the table 
 
To reject something without 
discussion 
tafel 
table 
14. Iets uit je duim zuigen 
To suck something out of your 
thumb 
 
To make something up duim 
thumb 
15. Ergens mee in de maag zitten 
To sit with something in the 
stomach 
 
Not knowing what to do about 
something 
maag 
stomach 
16. Op zijn achterste benen staan 
To stand on your hindlegs 
 
To fiercely resist something benen 
legs 
17. Op het puntje van de tong 
liggen 
To lay on the tip of the tongue 
 
To just not be able to come up with a 
word 
tong 
tongue 
18. Iemand tegen de schenen 
schoppen 
To kick someone against the 
shins 
 
To be nasty to someone schenen 
shins 
19. Voor aap staan 
To stand for monkey 
 
To make oneself look ridiculous aap 
monkey 
20. Iemand tot in de wolken 
verheffen 
To raise someone into the clouds 
 
To heavily praise someone wolken 
clouds 
21. Als paddenstoelen uit de 
grond schieten 
To shoot from the ground like 
mushrooms 
 
To appear rapidly in large numbers grond 
ground 
22. Met de rug tegen de muur 
staan 
To stand with your back against 
the wall 
 
To have no choice muur 
wall 
23. Op zijn centen zitten 
To sit on one’s cents 
 
To be frugal or cheap centen 
cents 
24. Tussen twee vuren zitten 
To sit between two fires 
To be threatened from multiple sides vuren 
fires 
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25. Het hoofd koel houden 
To keep the head cool 
 
To stay calm koel 
cool 
26. Geen hart in het lijf hebben 
To have no heart in the body 
To know no mercy or sympathy lijf 
body 
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Table 2.A2: Targets for experimental idioms used in Chapter 2. 
Idiom nr.  
Figurative 
Target 
Literal 
 
Unrelated 
 1. VRAAG 
QUESTION 
KAAK 
JAW 
SOORT 
KIND 
2. ACHTERVOLGEN 
FOLLOW 
UITSLAG 
RASH 
DOORBRAAK 
BREAKTHROUGH 
3. OPBOUWEN 
BUILD UP 
KRUK 
STOOL 
BOFFEN 
BE LUCKY 
4. HETZELFDE 
SAME 
TEKENING 
DRAWING 
VLOEISTOF 
LIQUID 
5. ARMOEDE 
POVERTY 
WIJD 
WIDE 
GRAPJE 
JOKE 
6. BEDREIGD 
THREATENED 
LINT 
RIBBON 
ZAAIEN 
SOW 
7. BAAS 
BOSS 
SCHIP 
SHIP 
TROUW 
LOYAL 
8. STEUN 
SUPPORT 
VONK 
PEOPLE 
KLUIS 
SAFE 
9. MAKKELIJK 
EASY 
HARTSLAG 
HEARTBEAT 
SCHAAMTE 
SHAME 
10. AANPAKKEN 
TAKE ON 
DUIVEL 
DEVIL 
SCHAKEN 
CHESS 
11. ZEGGEN 
SAY 
OVERDAG 
BY DAY 
BELLEN 
CALL 
12. VERWIJT 
BLAME 
VOETEN 
FEET 
VULLING 
STUFFING 
13. AFWIJZEN 
REJECT 
EETKAMER 
DINING ROOM 
NOODZAAK 
NECESSITY 
14. ONZIN 
NONSENSE 
VUIST 
FIST 
KNOOP 
KNOT 
15. ONZEKER 
INSECURE 
INGEWANDEN 
INTESTINES 
OEFENING 
EXERCISE 
16. VERZETTEN 
RESIST 
LEDEMATEN 
LIMBS 
VERKLEDEN 
DRESS 
17. WOORD 
WORD 
SPEEKSEL 
SALIVA 
WINKEL 
STORE 
18. KWETSEN 
HURT 
ENKELS 
ANKLES 
DRUPPEL 
DROP 
APPENDIX CHAPTER 2 
194 
 
 
 
 
 
 
 
 
 
 
   
19. RAAR 
WEIRD 
STAART 
TAIL 
WRAAK 
REVENGE 
20. PRIJZEN 
PRAISE 
ONWEER 
STORM 
STAKEN 
CEASE 
21. VERSCHIJNEN 
APPEAR 
TERREIN 
TERRAIN 
OPMERKING 
COMMENT 
22. KEUZE 
CHOICE 
VERF 
PAINT 
HOED 
HAT 
23. ZUINIG 
FRUGAL 
VERKOOP 
SALE 
SPIJKER 
NAIL 
24. BEDREIGING 
THREAT 
VLAM 
FLAME 
RIJKDOM 
WEALTH 
25. BEHEERST 
CONTROLLED 
IJSKAST 
FRIDGE 
LUIER 
DIAPER 
26. WREED 
CRUEL 
LICHAAM 
BODY 
SLEUTEL 
KEY 
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Table 3.A1: Experimental idioms used in Chapter 3. 
  Idiom Meaning 
1. Iemand de mond snoeren To silence someone 
 
To cord someone's mouth  
2. Een held op sokken zijn To act tough but be scared 
 
To be a hero on socks  
3. Twee handen op een buik zijn To be and act similar, be very close 
 
To be two hands on one belly  
4. Stevig in zijn schoenen staan To be confident 
 
To stand firmly in their shoes  
5. Iemand een koekje van eigen deeg geven To treat someone like they treat others 
 
To give someone a cookie of their own dough  
6. Door de mand vallen To get caught 
 
To fall through the basket  
7. Te kort door de bocht Not thought through well enough 
 
Too short through the corner  
8. Met de deur in huis vallen To get to business immediately 
 
To fall with the door in the house  
9. Ergens een punt achter zetten 
To stop with something / end 
something 
 
To set a point behind something  
10. Oude koeien uit de sloot halen 
To keep talking about old (unpleasant) 
things 
 
To get old cows out of the ditch  
11. Voor iemand door het vuur gaan To do anything for someone 
 
To go through the fire for someone  
12. Iemand de hand boven het hoofd houden To protect someone 
 
To hold someone the hand above the head  
13. Iemand op je dak krijgen 
Someone comes to tell you something 
unpleasant 
 
To get someone on your roof  
14. Slapend rijk worden To earn money without doing anything 
 
To become rich sleeping  
15. Roet in het eten gooien To spoil the fun / plans 
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To throw soot into the food  
16. Een kort lontje hebben To anger easily 
 
To have a short fuse  
17. Uit de oude doos From earlier / old stories 
 
Out of the old box  
18. De draad kwijt raken To no longer understand something 
 
To lose the thread  
19. In het geld zwemmen To have a lot of money 
 
To swim in the money  
20. Met de hakken over sloot  
 
With the heels over the ditch  
 To only just make / achieve something 
 
21. Ergens een schepje bovenop doen To exaggerate something 
 
To add another scoop on top of something  
22. Iets te bont maken To make something too bad 
 
To make something too colorful  
23. Iemand om de tuin leiden To fool someone 
 
To lead someone around the garden  
24. Zijn borst nat maken To prepare for something 
 
To wet your chest  
25. Uit zijn neus eten To do nothing 
 
To eat from your nose  
26. Iemand uit de brand helpen To help someone in immediate need 
 
To help someone out of the fire  
27. Op je tenen lopen 
To try to achieve more than you are 
able to 
 
To walk on your toes  
28. De bloemetjes buiten zetten To celebrate abundantly 
 
To put the flowers outside  
29. Iemand zwart maken To say negative things about someone 
 
To make someone black  
30. Je ei niet kwijt kunnen 
To not be able to say/do what you 
want to 
 
To not be able to fit your egg  
31. Met de gebakken peren zitten To be left in a bad situation 
 
To sit with the baked pears  
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32. Iemand blij maken met een dode mus 
To be promised something good but it 
is dissapointing 
 
To make someone happy with a dead sparrow  
33. De mussen vallen (dood) van het dak It is extremely hot 
 
The sparrows fall (dead) off the roof  
34. Iemand op de kast jagen To anger someone 
 
To chase someone onto the cupboard  
35. Iemand aan de tand voelen To interrogate someone 
 
To feel someone on the tooth  
36. Iets uit de losse pols doen 
To do something easily / without 
preperation 
 
To do something from the loose wrist  
37. Uit zijn slof schieten To get angry suddenly 
 
To shoot uit of your slipper  
38. Je draai vinden To get used to something / somewhere 
 
To find your turn  
39. Iets op je buik kunnen schrijven 
You can forget something / it is not 
going to happen 
 
You can write something on your belly  
40. Voor spek en bonen To do something without reward 
 
For bacon and beans  
41. Iemand voor de voeten lopen To get in the way of someone 
 
To walk someone in front of the feet  
42. Van zijn stokje gaan To faint 
 
To go off his stick  
43. De buit binnen halen To win 
 
To bring in the bounty  
44. In de put zitten To be sad 
 
To sit in the well  
45. Iets over een andere boeg gooien To try a different approach 
 
To throw something over another bow  
46. Iemand iets in de schoenen schuiven 
To unjustly accuse someone of 
something 
 
To shove something in someone’s shoes  
47. Het onderste uit de kan  To want everything that you can 
 
The bottom out of the pot  
48. Iets uit je duim zuigen To make something up 
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To suck something out of your thumb  
49. Iemand iets op een briefje geven To be very sure of something 
 
To give someone something on a note  
50. Iemand in het zonnetje zetten To show someone appreciation 
 
To put someone in the sun  
51. Iets op de kop tikken To purchase something cheaply 
 
To tap something on the head  
52. Iets op je duimpje kennen 
To be extremely familiar with 
something 
 
To know something on your thumb  
53. Iets voor een prikje kopen To buy something extremely cheaply 
 
To buy something for a little jab  
54. Dat is een eitje Something is very easy 
 
That's an egg  
55. Iemand in een hokje plaatsen 
To count someone in a specific 
category 
 
To place someone in a box  
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Table 3.A2: Context sentences with targets for the experimental idioms used in Chapter 3. 
Idiom  Condition Context Sentence Prime Sentence 
1. 
FIG 
De werknemer mocht niet zeggen 
wat ze ervan vond. 
 De commissie snoerde haar de 
mond. 
 
 
The employee was not allowed to say 
what she thought. 
The committee corded her mouth. 
 
LIT 
Met touw voorkwam de 
kidnapper dat het slachtoffer 
schreeuwde. 
 Hij snoerde haar de mond. 
 
 
With rope the kidnapper prevented 
the victim from screaming. 
He corded her mouth. 
 
CON 
Steffi's vingers waren koud 
daarom bood Joey zijn hulp aan. 
Hij verwarmde haar hand. 
 
 
Steffi's fingers were cold so Joey 
offered his help. 
He warmed her hand. 
2. 
FIG 
Hij doet wel stoer maar bij de 
spokentocht durfde hij niet mee. 
 Hij is een held op sokken. 
 
 
He acts tough but he was too scared to 
join the ghost tour. 
He's a hero on socks. 
 
LIT 
Superman was zijn laarzen 
vergeten aan te trekken. 
 Nu is hij een held op sokken. 
 
 
Superman forgot to put on his boots. Now he's a hero on socks. 
 CON Ik vind Jimi Hendrix fantastisch.  Hij is een held op gitaar. 
 
 
I love Jimi Hendrix. He's a hero on guitar. 
3. 
FIG 
De samenwerking ging ontzettend 
makkelijk. 
 Ze waren twee handen op één 
buik. 
 
 
The collaboration went very 
smoothly. 
They were two hands on one belly. 
 
LIT 
De vrouw deed een professionele 
zwangerschaps fotoshoot. 
 Ze fotografeerde twee handen 
op één buik. 
 
 
The woman had a professional 
pregnancy photoshoot. 
She photographed two hands on one 
belly. 
 
CON 
De fotograaf wilde de blijheid van 
de kinderen vastleggen. 
 Ze fotografeerde twee handen 
in de lucht. 
 
 
The photographer wanted to capture 
the children's happiness. 
She photographed two hands in the 
air. 
4. 
FIG 
Sarah is erg onzeker over wat 
mensen van haar denken. 
 Ze staat niet stevig in haar 
schoenen. 
 
 
Sarah is very insecure about what 
people think of her. 
She does not stand firmly in her 
shoes. 
 
LIT 
Sarah draagt naaldhakken van 
tien centimeter. 
 Ze staat niet stevig in haar 
schoenen. 
 
 
Sarah is wearing ten centimeter high 
heels. 
She does not stand firmly in her 
shoes. 
 
CON 
De kinderen doen per ongeluk 
iets goed voor hun moeder. 
 Ze helpen niet bewust met haar 
situatie. 
 
 
The children accidentally did 
something good for their mother. 
They are not helping consciously 
with her situation. 
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5. 
FIG 
Teun haalde een grap met Saskia 
uit. 
Als wraak gaf ze hem een 
koekje van eigen deeg. 
 
 
Teun pulled a prank on Saskia. 
As revenge she gave him a cookie of 
his own dough. 
 
LIT 
Saskia gebruikte haar speciale 
beslag voor het maken van de 
biscuitjes. 
 Ze gaf iedereen een koekje van 
eigen deeg. 
 
 
Saskia used her special battery when 
making the biscuits. 
She gave everyone a cookie of her 
own dough. 
 
CON 
Johanna won een jaarvoorraad bij 
een cosmetica-winkel. 
Ze gaf iedereen een dozijn tubes 
van goede zalf. 
 
 
Johanna won a year's supply at a 
cosmetics store. 
She gave everyone a dozen tubes of 
good salve. 
6. 
FIG 
De reizigers hadden geen kaartje 
toen de conducteur hen kwam 
controleren. 
Ze vielen door de mand. 
 
 
The travelers did not have a ticket 
when the conductor came to check 
them. 
They fell through the basket. 
 
LIT 
Moeder had teveel spullen 
meegenomen voor de picknick. 
Ze vielen door de mand. 
 
 
Mother had packed too many things 
for the picknick. 
They fell through the basket. 
 
CON 
De zoon gooide ballen door het 
huis. 
Ze vielen door de ruit. 
 
 
The son threw balls through the 
house. 
They fell through the window. 
7. 
FIG 
Die redenering klopt niet 
helemaal. 
 Dat is te kort door de bocht. 
 
 
That reasoning is not entirely correct. That is too short through the corner. 
 
LIT 
De racewagen had een ongeluk 
op het circuit. 
 Hij ging te kort door de bocht. 
 
 
The racecar had an accident on the 
circuit. 
He went too short through the 
corner. 
 
CON 
Michael kreeg een lekke band 
toen hij zijn garage binnenreed. 
 Hij ging te vlug over de stoep. 
 
 
Michael had a flat tire when he drove 
into his garage. 
He went too quickly over the 
pavement. 
8. 
FIG 
De directeurs hadden een 
onverwachte aankondiging. 
 Ze vielen met de deur in huis. 
 
 
The directors had an unexpected 
announcement. 
They fell with the door in house. 
 
LIT 
De agenten ramden de voordeur 
te hard uit de scharnieren. 
 Ze vielen met de deur in huis. 
 
 
The officers rammed the front door 
out of the hinges too hard. 
They fell with the door in house. 
 
CON 
De rijke vluchtelingen gingen 
naar Amerika. 
 Ze bleven in het land met geld. 
 
 
The rich refugees went to America. 
They stayed in the country with 
money. 
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9. 
FIG 
De relatie werkt niet meer voor 
Eva. 
 Ze zet er een punt achter. 
 
 
The relationship no longer works for 
Eva. 
She sets a point behind it. 
 
LIT 
Eva was de interpunctie in haar 
huiswerk vergeten voordat ze 
haar zinnen ging nakijken. 
 Nu zet ze er een punt achter. 
 
 
Eva had forgotten the punctuation in 
her homework before checking her 
sentences. 
Now she sets a point behind it. 
 
CON 
Lotte was het zat dat de deur 
steeds dichtwaaide. 
 Nu zet ze er een band tegen. 
 
 
Lotte was tired of the door closing 
because of the wind every time. 
Now she sets a band against it. 
10. 
FIG 
Bernard vertelde iedere keer een 
verhaal van tien jaar geleden. 
 Hij haalde oude koeien uit de 
sloot. 
 
 
Bernard keeps telling the story of ten 
years ago. 
He gets old cows out of the ditch. 
 
LIT 
Een stel van de geliefde runderen 
van boer Jan was in de beek 
gevallen. 
 Hij haalde de oude koeien uit 
de sloot. 
 
 
A couple of farmer Jan's precious 
cattle had fallen into the creek. 
He got the old cows out of the ditch. 
 
CON 
De boer is zijn vertrouwde 
hennen aan het zoeken. 
Hij ontdekt de oude kippen in 
het stro. 
 
 
The farmer is looking for his trusted 
hens. 
He discovers the old chickens in the 
straw. 
11. 
FIG 
Zij is super verliefd op haar 
vriend. 
 Ze gaat voor hem door het 
vuur. 
 
 
She is very much in love with her 
boyfriend. 
She goes for him through the fire. 
 
LIT 
De brandweerman zag de 
kinderen in de rook. 
 Hij ging voor hen door het 
vuur. 
 
 
The firefighter saw the children in the 
smoke. 
He went for them through the fire. 
 
CON 
De vrienden smeekten Nick om 
naar de bruiloft te komen. 
 Hij ging voor hen naar het 
feest. 
 
 
The friends begged Nick to come to 
the wedding. 
He went for them to the party. 
12. 
FIG 
De verslaafde bleef geld van haar 
vader stelen. 
 Toch hield hij haar de hand 
boven het hoofd. 
 
 
The addict continued stealing money 
from her father. 
Still he held her the hand above the 
head. 
 
LIT 
Karin wilde ervoor zorgen dat 
haar vriendin zich niet stootte aan 
de lage deuropening. 
 Ze hield haar de hand boven 
het hoofd. 
 
 
Karin wanted to make sure her friend 
did not run into the low doorframe. 
She held her the hand above the 
head. 
 
CON Irene wilde een boek in bad lezen. 
 Daarom hield ze haar hand 
boven het water. 
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Irene wanted to reach a book in the 
bathtub. 
That is why she held her hand 
above the water. 
13. 
FIG 
We hadden een aantal rekeningen 
niet betaald. 
 Toen kregen we een 
deurwaarder op ons dak. 
 
 
We had not paid several bills. Then we got a bailiff on our roof.  
 
LIT 
De pannen op het huis worden 
morgen vervangen. 
 We krijgen dus iemand op ons 
dak. 
 
 
The tiles on the house are being 
replaced tomorrow. 
So we are getting someone on our 
roof. 
 
CON 
Ons privé-woud wordt 
opengesteld voor publiek. 
We krijgen dus mensen in ons 
bos. 
 
 
Our private woods are being opened to 
the public. 
So we are getting people in our 
forest. 
14. 
FIG 
De aandelen in het bedrijf zijn 
ineens tien keer zoveel waard. 
De aandeelhouders werden dus 
slapend rijk. 
 
 
The company stocks suddenly became 
ten-fold of their worth. 
The stareholders became sleeping 
rich. 
 
LIT 
Het onderzoek naar de invloed 
van nachtrust gaf mensen geld 
voor deelname. 
 Ze werden daarmee slapend 
rijk. 
 
 
The research on the effect of night rest 
gave people money to participate. 
It made them become sleeping rich. 
 
CON 
Met een wilde beweging maakte 
Maaike de vaas stuk. 
Ze maakte deze dansend kapot. 
 
 
With a wild movement Maaike broke 
a vase. 
She made it broken dancing. 
15. 
FIG 
Marlies had een bedrijfspicknick 
gepland. 
 De storm gooide roet in het 
eten. 
 
 
Marlies had planned a company 
picknick. 
The storm threw soot into the food. 
 
LIT 
De schoorsteenveger was bezig 
boven de keuken. 
 Per ongeluk gooide hij roet in 
het eten. 
 
 
The chimney sweep was busy above 
the kitchen. 
By accident he threw soot into the 
food. 
 
CON 
Harry was zijn paard aan het 
verzorgen in de stal. 
Per ongeluk gooide hij stro op 
de grond. 
 
 
Harry was taking care of his horse in 
the stable. 
By accident he threw straw onto the 
ground. 
16. 
FIG De leraar is erg prikkelbaar.  
Vandaag heeft hij een kort 
lontje. 
 
 
The teacher is very irritable. Today he has a short fuse. 
 LIT De kaars brandde de hele nacht.  Nu heeft deze een kort lontje. 
 
 
The candle burned the entire night. Now it has a short fuse. 
 
CON 
Het meisje knipte een kledingstuk 
van haar barbie doormidden. 
 Nu heeft deze een kort vestje. 
 
 
The girl cut the clothing of her barbie. Now it has a short cardigan. 
17. 
FIG 
De radiozender draaide een uur 
lang klassiekers. 
 De liedjes waren allemaal uit 
de oude doos. 
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The radio station played classics for 
an hour. 
All the songs were from the old box. 
 
LIT 
Kees droeg een kartonnen box 
naar zolder. 
 Er viel troep uit de oude doos. 
 
 
Kees carried a cardboard box to the 
attic. 
A mess fell out of the old box. 
 
CON 
Ik moet het huis van mijn oma 
opruimen. 
 Ik gooi troep uit de oude flat. 
 
 
I have to clean up my grandmother's 
house. 
I throw junk out of the old flat. 
18. 
FIG 
Daisy lette even niet op en kan 
het verhaal nu niet meer volgen.  
Ze is de draad kwijt. 
 
 
Daisy didn't pay attention for a 
moment and can no longer follow the 
story. 
She lost the thread. 
 
LIT 
Nellie wil verder gaan met haar 
borduurwerk.  
Echter, ze is de draad kwijt. 
 
 
Nellie would like to continue her 
embroidery. 
However, she lost the thread. 
 
CON 
Linda kreeg van haar baas te 
horen dat ze de hele week moet 
werken. 
 Echter ze wil een dagje vrij. 
 
 
Linda was told by her boss that she 
has to work the entire week. 
However, she would like a day off. 
19. 
FIG 
De man gaf een fooi van honderd 
euro. 
 Hij zwemt in het geld. 
 
 
The man tipped a hundred euros. He swims in the money. 
 
LIT 
In de cartoon vult Dagobert Duck 
zijn zwembad met munten. 
 Hij zwemt in het geld. 
 
 
In the cartoon Dagobert Duck fills his 
pool with coins. 
He swims in the money. 
 CON De hond rent het meer in.  Hij zwemt in het water. 
 
 
The dog runs into the lake. He swims in the water. 
20. 
FIG 
Maartje haalt geen goede cijfers 
op school. 
 Ze is geslaagd met de hakken 
over de sloot. 
 
 
Maartje does not get good grades in 
school. 
She passed with her heels over the 
ditch. 
 
LIT 
Het lukte Maartje net om over de 
beek te springen. 
Ze kwam precies met de hakken 
over de sloot. 
 
 
Maartje only just managed to jump 
over the creek. 
She landed precisely with her heels 
over the ditch. 
 
CON 
Donna deed mee aan een 
atletiekwedstrijd. 
Ze kwam precies met haar tenen 
over de horde. 
 
 
Donna participated in an athletics 
competition. 
She came precisely with her toes 
over the hurdle. 
21. 
FIG 
Maria vond het verhaal niet 
spannend genoeg. 
 Ze deed er nog een schepje 
bovenop. 
 
 
Maria did not think the story was 
thrilling enough. 
She added another scoop on top. 
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LIT 
De dochter mocht twee bolletjes 
ijs van haar moeder. 
 Maar ze deed er nog een 
schepje bovenop. 
 
 
The daughter was allowed two scoops 
of icecream by her mother. 
But she added another scoop on top. 
 
CON 
Mijn ouders vinden hun 
volkstuintje te klein geworden. 
Ze kopen er nog een tuintje 
tegenover. 
 
 
My parents think their folk garden is 
too small now. 
They purchase another garden 
opposite. 
22. 
FIG 
Nu Judith moeder is vind ik haar 
wilde acties onacceptabel. 
 Naar mijn mening maakt ze het 
te bont. 
 
 
Now Judith is a mother I think her 
wild actions are unacceptable. 
In my opinion she makes it too 
colorful. 
 
LIT 
Judith richtte de etalage met felle 
kleuren in. 
 Naar mijn mening maakte ze 
het te bont. 
 
 
Judith decorated the shop window 
with bright colors. 
In my opinion she makes it too 
colorful. 
 
CON Judith ging een stuk vlees bakken. 
 Naar mijn mening liet ze het te 
rauw. 
 
 
Judith went to cook a piece of meat. In my opinion she makes it too raw. 
23. 
FIG 
De oplichter heeft ons geld 
afgetroggeld. 
Hij leidde ons om de tuin. 
 
 
The scam artist scammed us out of 
money. 
He led us around the garden. 
 
LIT 
Het gazon was net gezaaid 
waardoor we niet op het gras 
mochten treden. 
De werkman leidde ons om de 
tuin. 
 
 
The lawn had just been mowed so we 
were not allowed to tread on the grass. 
The worker led us around the 
garden. 
 
CON 
Toen we naar de weg vroegen 
bleek het adres aan de achterkant 
van het gebouw te liggen. 
De man leidde ons om de flat. 
 
 
When asking for directions the 
address turned out to be on the other 
side of the building. 
The man led us around the flat. 
24. 
FIG 
De tennisser krijgt een lastige 
tegenstander. 
 Hij maakt zijn borst nat. 
 
 
The tennis player has a tough 
opponent. 
He makes his chest wet. 
 
LIT 
Willem wast zich met een 
washandje. 
 Hij maakt zijn borst nat. 
 
 
Willem washes himself with a wash 
cloth. 
He makes his chest wet. 
 
CON 
Maarten gaat zijn keuken 
verbouwen. 
 Hij maakt zijn vloer wit. 
 
 
Maarten is remodeling his kitchen. He makes his floor white. 
25. 
FIG 
Jan doet totaal niet zijn best op 
zijn werk.  
Hij eet uit zijn neus. 
 
 
Jan is not trying his hardest at work 
at all. 
He eats from his nose. 
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LIT 
De kleuter heeft een vieze 
gewoonte.  
Hij eet uit zijn neus. 
 
 
The toddler has a gross habit. He eats from his nose. 
 
CON 
Uit zijn ooghoek zag Lennart iets 
in zijn drankje vallen. 
 Hij keek in zijn glas. 
 
 
From the corner of his eye Lennart 
saw something fall in his drink. 
He looked in his glass. 
26. 
FIG 
De zoon had financiele hulp 
nodig. 
 Zijn vader hielp hem uit de 
brand. 
 
 
The son needed financial aid. His father helped him out of the fire. 
 
LIT 
De hulpverlener zag de vrouw in 
het vuur. 
 Hij hielp haar uit de brand. 
 
 
The caregiver saw the woman in the 
fire. 
He helped her out of the fire. 
 
CON 
Pieter snelde naar zijn opa die in 
een vuilnishoop was gevallen. 
 Hij hielp hem uit de troep. 
 
 
Pieter rushed to his grandpa who had 
fallen into a junkpile. 
He helped him out of the junk. 
27. FIG Wendy heeft het ontzettend druk.  Ze loopt op haar tenen. 
 
 
Wendy is incredibly busy. She walks on her toes. 
 
LIT 
Wendy wil graag groter lijken dan 
ze is. 
 Ze loopt op haar tenen. 
 
 
Wendy wants to look taller than she 
is. 
She walks on her toes. 
 
CON 
Mia is de eigenaresse van een 
café. 
 Ze werkt in haar kroeg. 
 
 
Mia is the owner of a café. She works in her bar. 
28. 
FIG 
De vriendinnen gingen naar de 
kroeg. 
 Ze zetten de bloemetjes buiten. 
 
 
The friends went to the bar. They put the flowers outside. 
 
LIT 
Hettie heeft een bos rozen kado 
gekregen. 
 Ze zette de bloemetjes buiten. 
 
 
Hettie received a bunch of roses. She put the flowers outside. 
 
CON 
Mijn moeder ruimde haar 
muziek-instrumenten op. 
 Ze zette de accordeon boven. 
 
 
My mother cleaned out her musical 
instruments, 
She put the accordeon upstrairs. 
29. 
FIG 
De tegenstanders voeren een 
harde strijd. 
 Ze maken elkaar 
 
 
The opponents had a tough battle. They make each other black. 
 
LIT 
De zwartepieten moeten elkaar 
schminken. 
 Ze maken elkaar zwart. 
 
 
The black Pete's have to paint each 
other. 
They make each other black. 
 
CON 
De varkens spelen in de 
modderpoel. 
 Ze maken elkaar smerig. 
 
 
The pigs play in the mud pool. They make each other dirty. 
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30. 
FIG 
Mindy wilde met haar man 
praten maar hij wilde niet 
luisteren. 
 Ze kon haar ei niet meer kwijt. 
 
 
Mindy wanted to speak with her 
husband but he did not want to listen. 
She could no longer fit her egg. 
 
LIT 
Kleine Mindy verzamelde zoveel 
paaseieren als ze kon in haar 
mandje. 
 Echter zij kon haar ei niet meer 
kwijt. 
 
 
Little Mindy collected as many easter 
eggs as she could in her basket. 
However she could no longer fit her 
egg. 
 
CON 
Nellie maakt de ton open om het 
regenwater op te vangen. 
 Maar ze maakt het vat niet 
meer dicht. 
 
 
Nellie opened the barrel to collect rain 
water. 
But she no longer closed the barrel. 
31. 
FIG 
Brigitte had zich verslapen en 
mocht daarom de tentamenzaal 
niet binnen. 
 Nu zit ze met de gebakken 
peren. 
 
 
Brigitte had overslept and was not 
allowed into the exam room. 
Now she sits with the baked pears. 
 
LIT 
Brigitte maakte een nieuw 
perentoetje maar haar gasten 
vonden het niet lekker. 
 Nu zit ze met de gebakken 
 
 
Brigitte made a new pear dessert but 
her guests did not like it. 
Now she sits with the baked pears. 
 
CON 
De kampeerster roosterde haar 
avondeten boven het vuur. 
 Nu zit ze bij de gebakken forel. 
 
 
The camper roasted her dinner above 
the fire. 
Now she sits with the baked trout. 
32. 
FIG 
Ik gaf Joep een stripboek kado 
maar deze had hij al gelezen. 
 Ik maakte hem blij met een 
dode mus. 
 
 
I giften Joep a comic book but he had 
already read this one. 
I made him happy with a dead 
sparrow. 
 
LIT 
Ik vond een dood vogeltje in de 
tuin waar mijn kat op aaste. 
 Ik maakte hem blij met een 
dode mus. 
 
 
I found a dead bird in the garden that 
my cat had been eyeing. 
I made him happy with a dead 
sparrow. 
 
CON Mijn opa was gisteren jarig. 
 Ik maakte hem blij met een 
rode mok. 
 
 
Yesterday it was my grandfather's 
birthday. 
I made him happy with a red mug. 
33. 
FIG 
Het was een hele hete zomer dit 
jaar. 
 De mussen vielen van het dak. 
 
 
We had a very hot summer this year. The sparrows fell from the roof. 
 
LIT 
Jamie schoot met een geweer 
naar de vogels. 
 De mussen vielen van het dak. 
 
 
Jamie shot her rifle at the birds. The sparrows fell from the roof. 
 
CON 
De zeevogels zijn op jacht naar 
voedsel. 
De meeuwen duiken in de zee. 
 
 
The seabirds are hunting for food. The gulls dive into the sea. 
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34. 
FIG 
Tim was zijn broertje aan het 
plagen. 
Hij joeg hem op de kast. 
 
 
Tim was teasing his little brother. He chased him onto the cupboard. 
 
LIT 
Tim liet zijn kater schrikken 
omdat die in de slaapkamer was 
geslopen. 
Hij joeg hem op de kast. 
 
 
Tim scared his cat because it had 
snuck into the bedroom. 
He chased him onto the cupboard. 
 CON Sjoerd trapt tegen de bal.  Hij schopt hem op het dak. 
 
 
Sjoerd kicks the ball. He kicks it onto the roof. 
35. 
FIG 
De verdachte werd naar de 
verhoorkamer gebracht.  
De agent voelde hem aan de 
tand. 
 
 
The suspect was brought to the 
interrogation room. 
The officer felt him on the tooth. 
 
LIT 
De tandarts controleerde de 
pijnlijke kies van de man.  
Hij voelde hem aan de tand. 
 
 
The dentist checked the man's painful 
molar. 
He felt him on the tooth. 
 
CON 
De dokter wilde de hartslag van 
de patient meten. 
 Hij voelde hem aan de hals. 
 
 
The doctor wanted to measure the 
patient's heartbeat. 
He felt him on the neck. 
36. 
FIG 
Joep was vergeten dat hij een 
presentatie moest geven. 
 Hij deed het uit de losse pols. 
 
 
Joep had forgotten that he had to give 
a presentation. 
He did it from the loose wrist. 
 
LIT 
Met een stijve arm kun je geen 
mooie portretten tekenen. 
 Dat doe je uit de losse pols. 
 
 
With a stiff arm you can't paint a 
beautiful portrait. 
You do that from the loose wrist. 
 
CON 
Je maakt geen goede indruk in 
een kort shirt. 
 Dat doe je met een nette trui. 
 
 
You don't make a good impression in 
a short shirt. 
You do that in a nice sweater. 
37. 
FIG Zijn humeur is erg slecht. 
 Daarom schiet hij steeds uit 
zijn slof. 
 
 
His mood is very bad. 
That's why he keeps shooting out of 
his slipper. 
 
LIT Zijn pantoffel is te groot. 
 Daarom schiet hij steeds uit 
zijn slof. 
 
 
His slipper is too big. 
That's why he keeps shooting out of 
his slipper. 
 
CON 
De leerling heeft nooit zin om 
naar de les te gaan. 
 Hij blijft steeds in de aula. 
 
 
The student never feels like going to 
class. 
He stays in the canteen. 
38. 
FIG 
Janneke vond het sociaal contact 
bij haar nieuwe werk 
ongemakkelijk. 
 Uiteindelijk vond ze haar draai. 
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Janne thought the social contact at 
her new job was awkward. 
Eventually she found her turn. 
 
LIT 
De kunstschaatster was haar 
pirouettes aan het oefenen. 
 Uiteindelijk vond ze haar draai. 
 
 
The figure skater was practicing her 
pirouettes. 
Eventually she found her turn. 
 
CON 
De muzikant zocht overal naar 
haar instrument. 
 Uiteindelijk vond ze haar viool. 
 
 
The musicial was looking everywhere 
for her instrument. 
Eventually she found her violin. 
39. 
FIG 
Ik ga geen twee uur rijden om je 
op te halen. 
 Schrijf dat maar op je buik. 
 
 
I am not going to drive for two hours 
to pick you up. 
You can write that on your belly. 
 
LIT 
De vrouwen demonstreerden 
tegen abortus. 
 Dit schreven ze op hun buik. 
 
 
The women protested abortion. They wrote this on their belly. 
 
CON 
De mensen schreeuwden slogans 
tijdens de demonstratie. 
 Dit schreven ze op hun bord. 
 
 
The people yelled slogans during the 
demonstration. 
They wrote this on their sign. 
40. 
FIG 
Rebecca maakte geen kans op de 
hoofdprijs. 
 Ze deed mee voor spek en 
bonen. 
 
 
Rebecca had no shot at the first prize. 
She participated for bacon and 
beans. 
 
LIT 
Claudia kon het avondeten niet 
eten. 
 Zij was allergisch voor spek en 
bonen. 
 
 
Claudia could not eat the dinner. She was allergic to bacon and beans. 
 
CON 
Hanneke kreeg een opgezwollen 
keel in het aziatische restaurant. 
 Ze was allergisch voor spek en 
rijst. 
 
 
Hanneke had a swollen face after 
eating at the Asian restaurant. 
She was allergic to bacon and rice. 
41. 
FIG 
De vader wilde niet dat zijn zoon 
hielp met klussen. 
 Hij liep maar voor zijn voeten. 
 
 
The father did not want his son to 
help around the house. 
He just walked in front of his feet. 
 LIT De man liet zijn hond uit.  Die liep braaf voor zijn 
 
 
The man walked his dog. 
He walked well behaved in front of 
his feet. 
 
CON 
De ober kreeg een standje omdat 
hij de klanten verwaarloosde. 
 Hij liep braaf naar zijn gasten. 
 
 
The waiter was reprimanded because 
he was neglecting the customers. 
He walked well behaved to his 
guests. 
42. 
FIG 
Herman kan niet tegen het zien 
van bloed.  
Dan gaat hij van zijn stokje. 
 
 
Herman can not handle the sight of 
blood. 
Then he goes off his stick. 
 
LIT 
De parkiet was onrustig in zijn 
kooi.  
Hij ging steeds van zijn stokje. 
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The parakeet was very restless in its 
cage. 
It kept going off its stick. 
 
CON 
De Egyptenaar was erg blij met 
zijn nieuw dier. 
 Hij ging steeds naar zijn 
 
 
The Egyptian was very happy with 
his new animal. 
He kept going to his camel. 
43. 
FIG 
Het hockeyteam presteerde goed 
tijdens het kampioenschap. 
 Ze haalden de buit binnen. 
 
 
The hockey team did well during the 
championship. 
They brought the bounty in. 
 
LIT 
De inbrekers reden met de dure 
gestolen huisraad naar hun 
schuilplaats. 
 Hier haalden ze de buit binnen. 
 
 
De burglars drove to their hiding place 
with the stolen goods. 
Here they brought the bounty in. 
 
CON 
Sascha heeft haar huis geschilderd 
maar de pot is nog niet leeg. 
 Ze bewaart de verf buiten. 
 
 
Sascha has painted her house but the 
pot is not empty yet. 
She stores the paint outside. 
44. FIG Eva is de laatste tijd depressief.  Ze zit nu diep in de put. 
 
 
Eva has been depressed lately. She sits now deep in the well. 
 
LIT 
Het land heeft last van een 
droogte.  
Gelukkig zit er water in de put. 
 
 
The country is suffering from a 
drought. 
Fortunately there is water in the 
well. 
 CON Er is een vuurtje in de keuken.  Gelukkig zit er water in de pan. 
 
 
There is a small fire in the kitchen. 
Fortunately there is water in the 
pan. 
45. 
FIG 
De directeur was niet tevreden 
met de gang van zaken.  
Hij gooide het beleid over een 
andere boeg. 
 
 
The director was not pleased with the 
way things were going. 
He threw the policy over another 
bow. 
 
LIT 
De piraat vergistte zich in de kant 
van het schip waar het anker 
hoorde.  
Hij gooide het over een andere 
boeg. 
 
 
The pirate mistook the side of the ship 
that the anchor belonged on. 
He threw it over another bow. 
 
CON 
De ouders waren hun kind aan 
het voeren. 
 Zij gaven de baby een laatste 
hapje. 
 
 
The parents were feeding their child. They gave the baby a last bite. 
46. 
FIG 
Michiel liet een scheet maar 
durfde dit niet te zeggen. 
 Daarom schoof hij zijn vader 
de schuld in de 
 
 
Michiel farted but was afraid to admit 
it. 
That's why he shoved the blame in 
his father's shoes. 
 
LIT 
Tijdens het sporten wilde Michiel 
zijn sokken niet kwijt raken. 
 Daarom schoof hij deze in de 
schoenen. 
 
 
During exercise Michiel did not want 
to lose his socks. 
So he shoved them in the shoes. 
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CON 
De fotograaf moest een nieuw 
rolletje in zijn fototoestel doen. 
 Daarom schoof hij deze in de 
camera. 
 
 
The photographer had to put a new 
film roll in his camera. 
So he shoved them in the camera. 
47. FIG Wesley is ontzettend streberig.  Hij wil het onderste uit de kan. 
 
 
Wesley is an over-achiever. He wants the bottom out of the pot. 
 
LIT 
Het kind likte de laatste lekkere 
pap van het dure aardewerk. 
 Ze wilde het onderste uit de 
kan. 
 
 
The child licked the last of the tasty 
porridge from the expensive pottery. 
She wants the bottom out of the pot. 
 
CON 
Iris maakt graag haar eigen 
tussendoortjes. 
 Ze maakt chocola van de 
cacao. 
 
 
Iris likes to make her own snacks. 
She makes chocolate out of the 
cacao. 
48. 
FIG Je moet Erik niet geloven.  
Hij zuigt het verhaal uit zijn 
duim. 
 
 
You should not believe Erik. He sucked the story from his thumb. 
 LIT Eric is door een wesp gestoken.  Hij zuigt het gif uit zijn duim. 
 
 
Eric was stung by a wasp. He sucks the poison from his thumb. 
 
CON 
Tom morst frisdrank op zijn 
kleren. 
 Hij zuigt de cola uit zijn trui. 
 
 
Tom spilled soda on his clothes. He sucks the cola from his sweater. 
49. 
FIG 
Niet alle toetsen zijn even 
moeilijk. 
 Dat geef ik u op een briefje. 
 
 
Not all tests are equally difficult. This I give you on a note. 
 
LIT 
De salaris-onderhandelingen 
waren geheim. 
 Daarom gaf ik het bod op een 
briefje. 
 
 
The salary negotiatons were secret. 
That's why I gave the offer on a 
note. 
 
CON 
Stefanie's kat kreeg een 
antibiotica-kuur. 
 Ze gaf de pil in het voedsel. 
 
 
Stefanie's cat was on antibiotics. She gave the pill in the food. 
50. 
FIG 
Mijn tante heeft mij goed 
geholpen. 
 Ik zette haar in het zonnetje. 
 
 
My aunt helped me really well. I put her in the sun. 
 LIT Mijn plant kreeg niet genoeg licht.  Ik zette hem in het zonnetje. 
 
 
My plant was not getting enough 
light. 
I put him in the sun. 
 
CON 
Gisteren kocht ik een nieuw 
plantje voor mijn vissen. 
 Ik zette het in het aquarium. 
 
 
Yesterday I bought a new plant for 
my fish. 
I put it in the aquarium. 
51. 
FIG Deze boekenwinkel is fantastisch.  
Hier tikte ik deze exemplaren op 
de kop. 
 
 
This bookstore is amazing. 
Here I tapped some copies on the 
head. 
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LIT 
De hond heeft de schoen kapot 
gebeten.  
Daarom tikte het baasje hem op 
de kop. 
 
 
The dog has destroyed the shoe by 
biting. 
That's why the owner tapped him 
on the head. 
 
CON 
Een man rende achter zijn hond 
aan maar een man stond in de 
weg. 
 Daarom tikte het baasje hem op 
de rug. 
 
 
A man ran after his dog but another 
man was in the way. 
That's why the owner tapped him 
on the back. 
52. 
FIG 
De boswachter wist precies waar 
hij naartoe moest. 
 Hij kende het woud op zijn 
duimpje. 
 
 
The forester knew exactly where to go. He knew the forest on his thumb. 
 
LIT 
De peuter bestudeerde zijn 
handen intens. 
 Hij kende de moedervlek op 
zijn duimpje. 
 
 
The toddler studied his hands 
intensely. 
He knew the birthmark on his 
thumb. 
 
CON 
Ron had iemand ingehuurd om 
zijn woonkamer te verbouwen. 
 Hij kende de klusjesman van 
zijn aanbouw. 
 
 
Ron had hired someone to remodel his 
living room. 
He knew the handyman of his 
addition. 
53. 
FIG 
Op de rommelmarkt 
onderhandelde Claudia over de 
prijs. 
 Ze kocht een stoel voor een 
prikje. 
 
 
At the garage sale Claudia negotiated 
the price. 
She bought a chair for a jab. 
 
LIT Het kind had suikerziekte. 
 Ze moest naar de dokter voor 
een prikje. 
 
 
The child had diabetes. She had to go to the doctor for a jab. 
 
CON 
Mijn oma heeft last van een lage 
bloeddruk. 
 Ze moest naar de dokter voor 
een meting. 
 
 
My grandma is struggling with high 
blood pressure. 
She had to go to the doctor for a 
measurement. 
54. FIG Deze som los ik zo op.  Dat is een eitje. 
 
 
I can solve this equation just like that. That's an egg. 
 
LIT 
John weet het belangrijkste 
ingrediënt van een omelet. 
 Dat is een eitje. 
 
 
John knows the most important 
ingredient in an omelet. 
That's an egg. 
 
CON 
Wat is die kleine haarbal die 
naast je loopt? 
 Dat is een puppy. 
 
 
What is the little furball walking next 
to you? 
That's a puppy. 
55. 
FIG 
Teun vindt alle buitenlanders 
crimineel. 
 Hij plaatst ze in een hokje. 
 
 
Teun thinks all foreigners are 
criminals. 
He places them in a box. 
 
LIT 
De boer verzamelde alle kippen 
uit de ren. 
 Hij plaatste ze in een hokje. 
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The farmer collected all the chickens 
from the chicken-run. 
He placed them in a box. 
 
CON 
De man kocht nieuwe 
tuinmeubelen. 
 Hij plaatste ze op het terras. 
 
  
The man bought new garden 
furniture. 
He placed them on the terrace. 
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APPENDIX CHAPTER 4 
Table 4.A1: Experimental idioms used in Chapter 4. 
  Idiom Meaning 
1. Iemand aan de tand voelen To interrogate someone 
 
To feel someone on the tooth 
 
2. Iets uit de losse pols doen To do something easily 
 
To do something from the loose wrist 
 
3. Iets uit je duim zuigen To make something up 
 
To suck something from your thumb 
 
4. Iets op de kop tikken To purchase something cheaply 
 
To tap something on the head 
 
5. Een kort lontje hebben To anger easily 
 
To have a short fuse 
 
6. Van zijn stokje gaan To faint 
 
To go off his stick 
 
7. Door de mand vallen To get caught 
 
To fall through the basket 
 
8. Op je tenen lopen To want to do more than you are able to 
 
To walk on your toes 
 
9. De draad kwijt raken To no longer understand something 
 
To lose the thread 
 
10. Iets doen voor spek en bonen To do something without reward 
 
To do something for bacon and beans 
 
11. Iets soldaat maken To eat something 
 
To make something soldier 
 
12. Op de tocht staan To be in a threatened position 
 
To stand on the draft 
 
13. Tegen de lamp lopen To get caught 
 
To walk against the lamp 
 
14. Koek en ei zijn To be good friends 
 
To be cookie and egg 
 
15. Op een laag pitje staan To give less attention 
 
To stand on a low burner 
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16. Een vinger in de pap hebben To have influence 
 
To have a finger in the porridge 
 
17. Iemand iets op de mouw spelden To make someone believe something 
 
To pin something on someone's sleeve 
 
18. Op de fles gaan To go bankrupt 
 
To go on the bottle 
 
19. In de put zitten To be sad 
 
To sit in the well 
 
20. Iemand om de tuin leiden To deceive someone 
 
To lead someone around the garden 
 
21. Iemand op de kast jagen To anger someone 
 
To chase someone onto the cupboard 
 
22. Uit zijn slof schieten To get angry 
 
To shoot out of your slipper 
 
23. Uit zijn neus eten To do nothing 
 
To eat from your nose 
 
24. Iets over een andere boeg gooien To try a different approach 
 
To throw something over another bow 
 
APPENDIX CHAPTER 4 
215 
 
Table 4.A2: Context sentences for the experimental idioms used in Chapter 4. 
Idiom Condition Context Sentence Prime Sentence 
1. FIG 
De verdachte werd naar de 
verhoorkamer gebracht.  
De agent voelde hem aan de tand. 
  
The suspect was brought to the 
interrogation room. 
The officer felt him on the tooth. 
 LIT 
De tandarts controleerde de 
pijnlijke kies van de man.  
Hij voelde hem aan de tand. 
  
The dentist checked the man's 
painful molar. 
He felt him on the tooth. 
2. FIG 
Joep was vergeten dat hij 
een presentatie moest geven.  
Hij deed het uit de losse pols. 
  
Joep had forgotten that he had 
to give a presentation. 
He did it from the loose wrist. 
 LIT 
Met een stijve arm kun je 
geen mooie portretten 
tekenen.  
Dat doe je uit de losse pols. 
  
With a stiff arm you can not 
draw beautiful portraits. 
You do it from the loose wrist. 
3. FIG Je moet Erik niet geloven.  Hij zuigt het verhaal uit zijn duim. 
  
You should not believe Erik. He sucked the story from his thumb. 
 LIT 
Eric is door een wesp 
gestoken.  
Hij zuigt het gif uit zijn duim. 
  
Eric was stung by a wasp. He sucks the poison from his thumb. 
4. FIG 
Deze boekenwinkel is 
fantastisch.  
Hier tikte ik deze exemplaren op de 
kop. 
  
This bookstore is amazing. Here I tapped some copies on the head. 
 LIT 
De hond heeft de schoen 
kapot gebeten.  
Daarom tikte het baasje hem op de 
kop. 
  
The dog has destroyed the shoe 
by biting. 
That's why the owner tapped him on the 
head. 
5. FIG De leraar is erg prikkelbaar.  Vandaag heeft hij een kort lontje. 
  
The teacher is very irritable. Today he has a short fuse. 
 LIT 
De kaars brandde de hele 
nacht.  
Nu heeft deze een kort lontje. 
  
The candle burned the entire 
night. 
Now it has a short fuse. 
6. FIG 
Herman kan niet tegen het 
zien van bloed.  
Dan gaat hij van zijn stokje. 
  
Herman can not handle the 
sight of blood. 
Then he goes off his stick. 
 LIT 
De parkiet was onrustig in 
zijn kooi.  
Hij ging steeds van zijn stokje. 
  
The parakeet was very restless 
in its cage. 
It kept going off its stick. 
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7. FIG 
De reizigers hadden geen 
kaartje toen de conducteur 
hen kwam controleren.  
Ze vielen door de mand. 
  
The travelers did not have a 
ticket when the conductor came 
to check them. 
They fell through the basket. 
 LIT 
Moeder had teveel spullen 
meegenomen naar het park.  
Ze vielen door de mand. 
  
Mother had brought too many 
things to the park. 
They fell through the basket. 
8. FIG 
Wendy heeft het ontzettend 
druk.  
Ze loopt op haar tenen. 
  
Wendy is incredibly busy. She walks on her toes. 
 LIT 
Wendy wil graag groter 
lijken dan ze is.  
Ze loopt op haar tenen. 
  
Wendy would like to look taller 
than she is. 
She walks on her toes. 
9. FIG 
Daisy lette even niet op en 
kan het verhaal nu niet meer 
volgen.  
Ze is de draad kwijt. 
  
Daisy didn't pay attention for a 
moment and can no longer 
follow the story. 
She lost the thread. 
 LIT 
Nellie wil verder gaan met 
haar borduurwerk.  
Echter, ze is de draad kwijt. 
  
Nellie would like to continue 
her embroidery. 
However, she lost the thread. 
10. FIG 
Rebecca maakte geen kans 
op de hoofdprijs. 
Ze deed mee voor spek en bonen. 
  
Rebecca had no shot at the 
grand prize. 
She participated for bacon and beans. 
 LIT 
Hanneke maakte een 
lekkere chili con carne.  
Ze maakte het gerecht met spek en 
bonen. 
  
Hanneke made a nice chili con 
carne. 
She made the dish with bacon and beans. 
11. FIG 
De man doet niet lang over 
het drinken van een fles 
wijn.  
Die maakt hij snel soldaat. 
  
The man does not take long to 
drink a bottle of wine. 
He quickly makes that soldier. 
 LIT 
De generaal wilde dat zijn 
zoon ook in het leger zou 
werken.  
Hij maakte hem soldaat. 
  
The general wanted his son to 
work in the army too. 
He made him soldier. 
12. FIG 
Er waren veel bezuinigingen 
in dat bedrijf.  
Nu staan veel banen op de tocht. 
  
There were many budget cuts in 
that company. 
Now many jobs stand on the draft. 
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 LIT 
Het waaide en het raam 
stond nog op een kiertje.  
Nu stond de huiskamer op de tocht. 
  
It was windy and the window 
was still open in a crack. 
Now the living room stands on the draft. 
13. 
FIG 
De ervaren inbreker werd 
uiteindelijk onvoorzichtig.  
Toen liep hij tegen de lamp. 
  
The experienced burglar 
eventually became incautious. 
Then he walked against the lamp. 
 
LIT 
Jan had het licht niet 
aangedaan in de 
woonkamer.  
Hij liep tegen de lamp. 
  
Jan did not turn on the light in 
the living room. 
He walked against the lamp. 
14. 
FIG 
De oude vrienden hebben al 
jaren ruzie.  
Vroeger was alles koek en ei. 
  
The old friends have been 
fighting for years. 
Back in the day everything was cookie and 
egg. 
 
LIT 
Oma bakt een heerlijk oud 
recept.  
De belangrijkste ingrediënten zijn 
koek en ei. 
  
Grandma bakes a delicious old 
recipe. 
The main ingredients are cookie and egg. 
15. 
FIG 
De geblesseerde zwemster 
had rust nodig om te 
herstellen.  
Ze zette haar training op een laag 
pitje. 
  
The injured swimmer needed 
rest to recover. 
She placed her training on a low burner. 
 
LIT 
De kok wilde de soep nog 
even laten sudderen.  
Hij zette de soep op een laag pitje. 
  
The chef wanted to let the soup 
simmer for a while. 
He placed the soup on a low burner. 
16. 
FIG 
Ouders houden zich bezig 
met keuzes van hun 
kinderen.  
Ze hebben daar ook een vinger in de 
pap. 
  
Parents are involved in the 
choices of their children. 
They also have a finger in the porridge 
there. 
 
LIT 
De peuter speelde altijd met 
zijn eten.  
Nu had hij zijn vinger in de pap. 
  
The toddler always played with 
his food. 
Now he had his finger in the porridge. 
17. 
FIG 
De jongen wilde zijn ouders 
niet vertellen waarom hij na 
moest blijven.  
Hij speldde hen iets op de mouw. 
  
The boy did not want to tell his 
parents why he got detention. 
He pinned them something on the sleeve. 
 
LIT 
Moeder maakte de trui met 
het gat bij de ellenboog.  
Ze speldde iets op de mouw. 
  
Mother fixed the sweater with 
the hole in the elbow. 
She pinned something on the sleeve. 
18. 
FIG 
Het bedrijf heeft veel last 
van concurrentie van het 
internet.  
De winkel ging op de fles. 
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The company suffered a lot 
from competition of the 
internet. 
The store went on the bottle. 
 
LIT 
Na de gezellige avond zette 
de vrouw de drank weg.  
De dop ging op de fles. 
  
After a fun night the woman 
put away the beverage. 
The cap went on the bottle. 
19. 
FIG 
Eva is de laatste tijd 
depressief.  
Ze zit nu diep in de put. 
  
Eva has been depressed lately. She sits now deep in the well. 
 
LIT 
Het land heeft last van een 
droogte.  
Gelukkig zit er water in de put. 
  
The country is suffering from a 
drought. 
Fortunately there is water in the well. 
20. 
FIG 
De oplichter heeft ons geld 
afgetroggeld.  
Hij leidde ons om de tuin. 
  
The scam artist scammed us 
out of money. 
He led us around the garden. 
 
LIT 
Het gazon was net gezaaid 
waardoor we niet op het 
gras mochten lopen.  
De werkman leidde ons om de tuin. 
  
The lawn had just been sowed 
so we were not allowed to walk 
on the grass. 
The worker led us around the garden. 
21. 
FIG 
Tim was zijn broertje aan 
het plagen.  
Hij joeg hem op de kast. 
  
Tim was taunting his little 
brother. 
He chased him onto the cupboard. 
 
LIT 
Tim liet zijn kater schrikken 
omdat die in de slaapkamer 
was geslopen.  
Hij joeg hem op de kast. 
  
Tim scared his cat because it 
had snuck into the bedroom. 
He chased him onto the cupboard. 
22. FIG Zijn humeur is erg slecht.  Daarom schiet hij steeds uit zijn slof. 
  
His mood is very bad. 
That is why he keeps shooting out of his 
slipper. 
 
LIT Zijn pantoffel is te groot.  Daarom schiet hij steeds uit zijn slof. 
  
His slipper is too big. 
That is why he keeps shooting out of his 
slipper. 
23. 
FIG 
Jan doet totaal niet zijn best 
op zijn werk.  
Hij eet uit zijn neus. 
  
Jan is not trying his hardest at 
work at all. 
He eats from his nose. 
 
LIT 
De kleuter heeft een vieze 
gewoonte.  
Hij eet uit zijn neus. 
  
The toddler has a gross habit. He eats from his nose. 
24. 
FIG 
De directeur was niet 
tevreden met de gang van 
zaken.  
Hij gooide het beleid over een andere 
boeg. 
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The director was not pleased 
with the way things were going. 
He threw the policy over another bow. 
 
LIT 
De piraat vergistte zich in 
de kant van het schip waar 
het anker hoorde.  
Hij gooide het over een andere boeg. 
   
The pirate mistook the side of 
the ship that the anchor 
belonged on. 
He threw it over another bow. 
  
APPENDIX CHAPTER 4 
220 
 
Table 4.A3: Targets for the experimental idioms used in Chapter 4. 
 Idiom FIG target LIT target UNREL target 
1. Iemand aan de tand voelen VRAAG KAAK SOORT 
 
To feel someone on the tooth QUESTION JAW KIND 
 
To interrogate someone 
   
     
2. Iets uit de losse pols doen MAKKELIJK HARTSLAG SCHAAMTE 
 
To do something from the loose 
wrist 
EASY HEARTBEAT SHAME 
 
To do something easily 
   
     
3. Iets uit je duim zuigen ONZIN VUIST KNOOP 
 
To suck something from your 
thumb 
NONSENSE FIST BUTTON 
 
To make something up 
   
     
4. Iets op de kop tikken KOPEN HOOFD JAREN 
 
To tap something on the head BUY HEAD YEARS 
 
To purchase something 
cheaply    
     
5. Een kort lontje hebben BOOS AANSTEKEN SUIKER 
 
To have a short fuse ANGRY TO LIGHT SUGAR 
 
To anger easily 
   
     
6. Van zijn stokje gaan ONWEL IJSJE AFWAS 
 
To go off his stick UNWELL ICECREAM WASHING-UP 
 
To faint 
   
     
7. Door de mand vallen UITKOMEN PICKNICK DUIZELIG 
 
To fall through the basket TO COME OUT PICKNICK DIZZY 
 
To get caught 
   
     
8. Op je tenen lopen PRESTEREN NAGELS KLASSIEK 
 
To walk on your toes ACHIEVE NAILS CLASSIC 
 
To want to do more than you are able to 
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9. De draad kwijt raken SNAPPEN VERLOREN ONTBIJT 
 
To lose the thread UNDERSTAND LOST BREAKFAST 
 
To no longer understand something 
  
     
10. Iets doen voor spek en bonen NIETS ERWTEN MIDDEN 
 
To do something for bacon and 
beans 
NOTHING PEAS MIDDLE 
 
To do something without reward 
  
     
11. Iets soldaat maken OPETEN MAJOOR STROOM 
 
To make something soldier TO EAT MAJOR ELECTRICITY 
 
To eat something 
   
     
12. Op de tocht staan GEVAAR KOU DOOS 
 
To stand on the draft DANGER COLD BOX 
 
To be in a threatened 
position    
     
13. Tegen de lamp lopen BETRAPPEN WARMTE INFECTIE 
 
To walk against the lamp TO CATCH WARMTH INFECTION 
 
To get caught 
   
     
14. Koek en ei zijn GOED HAM VENT 
 
To be cookie and egg GOOD HAM GUY 
 
To be good friends 
   
     
15. Op een laag pitje staan PAUZE KOKEN DADER 
 
To stand on a low burner BREAK COOK OFFENDER 
 
To give less attention 
   
     
16. Een vinger in de pap hebben BEMOEIEN LEPEL RITUEEL 
 
To have a finger in the porridge TO INTERFERE SPOON RITUAL 
 
To have influence 
   
     
17. 
Iemand iets op de mouw 
spelden 
WIJSMAKEN BLOES POMPOEN 
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To pin something on someone's 
sleeve 
TO MAKE 
BELIEVE 
BLOUSE PUMPKIN 
 
To make someone believe something 
  
     
18. Op de fles gaan FALLIET DRANK STAART 
 
To go on the bottle BANKRUPT BEVERAGE TAIL 
 
To go bankrupt 
   
     
19. In de put zitten VERDRIET GAT ZWAARD 
 
To sit in the well SADNESS HOLE SWORD 
 
To be sad 
   
     
20. Iemand om de tuin leiden LEUGEN ONKRUID MOBIEL 
 
To lead someone around the 
garden 
LIE WEEDS MOBILE 
 
To deceive someone 
   
     
21. Iemand op de kast jagen KWAAD OPBERGEN OCEAAN 
 
To chase someone onto the 
cupboard 
ANGRY TO STORE OCEAN 
 
To anger someone 
   
     
22. Uit zijn slof schieten WOEDE SCHOEN TITEL 
 
To shoot out of your slipper ANGER SHOE TITLE 
 
To get angry 
   
     
23. Uit zijn neus eten LUI KIN KOE 
 
To eat from your nose LAZY CHIN COW 
 
To do nothing 
   
     
24. 
Iets over een andere boeg 
gooien 
VERSCHIL SCHIP STRAAT 
 
To throw something over 
another bow 
DIFFERENCE SHIP STREET 
 
To try a different approach       
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Table 5.A1: Fully Figurative primes and their related targets, along with their unrelated prime 
stimuli for Chapter 5 Experiment 1. 
  Fully Figurative Prime Unrelated Prime Target 
1. HETE ADEM NETTE BROEK CONCURRENTIE 
 
HOT BREATH NEAT PANTS COMPETITION 
2. WARM HART  RONDE TAFEL LIEFDE 
 
WARM HEART ROUND TABLE LOVE 
3. SCHEEF OOG MAGERE HAM JALOERS 
 
CROOKED EYE LEAN HAM JEALOUS 
4. LINKE SOEP LANGE WANDELING GEVAARLIJK 
 
RISKY SOUP LONG WALK DANGEROUS 
5. KLEIN  HARTJE WARME HAND  GEVOELIG 
 
SMALL HEART-dim WARM HAND SENSITIVE 
6. FRANSE SLAG RIJKE DAME SLORDIG 
 
FRENCH STRIKE RICH LADY SLOPPY 
7. HOGE POTEN NORMAAL VELD KWAAD 
 
HIGH LEGS NORMAL FIELD ANGRY 
8. DOOIE AKKERTJE KAPOT VENSTER LANGZAAM 
 
DEAD FIELD-dim BROKEN WINDOW SLOW 
9. GOUDEN HANDDRUK MODERN MUSEUM GELD 
 
GOLDEN HANDSHAKE MODERN MUSEUM MONEY 
10. GROENE STROOM BANGE WEZENS MILIEU 
 
GREEN POWER SCARED CREATURES ENVIRONMENT 
11. KOUD  KUNSTJE FIJNE STOEL SIMPEL 
 
COLD TRICK-dim NICE CHAIR SIMPLE 
12. WIT VOETJE ENGE DROOM SLIJMEN 
 
WHITE FOOT-dim SCARY DREAM TO SUCK UP 
13. LANGE TANDEN EIGEN TUIN ETEN 
 
LONG TEETH OWN GARDEN FOOD 
14. ROSSE BUURT KOUDE THEE WALLEN 
 
RED LIGHT DISTRICT COLD TEA WALLEN 
15. ARM SCHAAP VOL BORD ZIELIG 
APPENDIX CHAPTER 5 
224 
 
 
POOR SHEEP FULL PLATE PATHETIC 
16. HOGE OGEN ZACHTE STEM AANZIEN 
 
HIGH EYES SOFT VOICE REGARD 
17. BLAUW BLOED STRENGE BLIK ADEL 
 
BLUE BLOOD STRICT GAZE NOBLE 
18. OUDE DAG RIJP FRUIT BEJAARD 
 
OLD DAY RIPE FRUIT ELDERLY 
19. GOUDEN BERGEN VORIG RAPPORT BELOFTE 
 
GOLDEN MOUNTAINS LAST REPORT PROMISE 
20. DUBBELE TONG TRAGISCHE BRAND DRONKEN 
 
DOUBLE TONGUE TRAGIC FIRE DRUNK 
21. ZOETE INVAL STIJVE DOEK GEZELLIG 
 
SWEET RAID STIFF CLOTH COZY 
22. STIJVE HARK ZWARTE HOED HOUTERIG 
 
STIFF RAKE BLACK HAT WOODEN 
23. BLAUWE MAANDAG HETE KOFFIE KORT 
 
BLUE MONDAY HOT COFFEE SHORT 
24. STOUTE SCHOENEN ZOETE THEE LEF 
 
NAUGHTY SHOES SWEET TEA COURAGE 
25. KOUDE KERMIS WITTE PET PECH 
 
COLD CARNIVAL WHITE CAP BAD LUCK 
26. TWEEDE KAMER OUDE COMPUTER REGERING 
 
SECOND ROOM OLD COMPUTER GOVERNMENT 
27. DODE HOEK GROTE AFSTAND SPIEGEL 
 
DEAD CORNER BIG DISTANCE MIRROR 
28. VASTE VOET TRAAG VERKEER STEVIG 
 
FIXED FOOT SLOW TRAFFIC FIRM 
29. HOOG SPEL TYPISCH MONSTER SUCCES 
 
HIGH GAME TYPICAL MONSTER SUCCESS 
30. LOSSE  POLS LANGE HAREN VLOT 
  LOOSE WRIST LONG HAIR QUICKLY 
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Table 5.A2: Ambiguous primes and their related targets, along with their unrelated prime stimuli 
for Chapter 5 Experiment 1. 
  Ambiguous Prime Unrelated Prime Target 
1. GROTE MOND LICHTE BLOES BRUTAAL 
 
BIG MOUTH LIGHT BLOUSE CHEEKY 
2. KLEINE LETTERS NORSE MAJOOR CONTRACT 
 
SMALL LETTERS GRUMPY  MAJOR CONTRACT 
3. GROEN LICHT FORSE BOOM DOORRIJDEN 
 
GREEN LIGHT BIG TREE TO KEEP DRIVING 
4. 
DUBBELE 
BOEKHOUDING 
ZUIVER IDEALISME FRAUDE 
 
DOUBLE BOOKKEEPING PURE IDEALISM FRAUD 
5. HARD WATER SLECHT BOEK  KALK 
 
HARD WATER BAD BOOK CHALK 
6. ZWARTE KOUSEN STRENGE SCHOOL KERK 
 
BLACK STOCKINGS STRICT SCHOOL CHURCH 
7. BLAUWE  LIPPEN MOOIE FOTO KOUD 
 
BLUE LIPS NICE PICTURE COLD 
8. BLAUWE PLEK SCHONE RAND PIJN 
 
BLUE SPOT (BRUISE) CLEAN EDGE PAIN 
9. OUDE KAAS HEEL TAPIJT PITTIG 
 
OLD CHEESE WHOLE CARPET SPICY 
10. WITTE HUIS KLEINE BOERDERIJ PRESIDENT 
 
WHITE HOUSE SMALL FARM PRESIDENT 
11. WILDE DIEREN GOED VERSLAG SAFARI 
 
WILD ANIMALS GOOD REPORT SAFARI 
12. ROOD LICHT RONDE TOREN STOPPEN 
 
RED LIGHT ROUND TOWER TO STOP 
13. DRUKKE  BAAN GEZELLIGE DAG STRESS 
 
BUSY JOB FUN DAY STRESS 
14. WARE REDEN SNELLE AUTO WAARHEID 
 
TRUE REASON FAST CAR TRUTH 
15. EERSTE PLAATS WARM  BAD WINNAAR 
 
FIRST PLACE WARM BATH WINNER 
16. KOUDE RILLING LEUK TEAM ANGST 
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COLD CHILL FUN TEAM FEAR 
17. DROOG BROOD TOTALE LICHAAM ARM 
 
DRY BREAD TOTAL BODY POOR 
18. ROOD HOOFD DRUK  MOMENT BLOZEN 
 
RED HEAD BUSY MOMENT TO BLUSH 
19. FRISSE LUCHT SLAPPE KOFFIE BUITEN 
 
FRESH AIR WEAK COFFEE OUTSIDE 
20. DIVERSE KANTEN LOUCHE BUURT DUBBEL 
 
SEVERAL SIDES 
SHADY 
NEIGHBORHOOD 
DOUBLE 
21. GROOT KIND GEMEEN MIDDEL KINDERACHTIG 
 
BIG CHILD MEAN MEANS CHILDISH 
22. GELE TRUI BRUINE MUIS LEIDER 
 
YELLOW SWEATER BROWN MOUSE LEADER 
23. OUD  PAPIER VET PAARD OPHALEN 
 
OLD PAPER FAT HORSE TO PICK UP 
24. GELE  KAART DUNNE ROK VOETBAL 
 
YELLOW CARD THIN SKIRT SOCCER 
25. WITTE VLAG FRAAI PLAN OVERGAVE 
 
WHITE FLAG FINE PLAN TO SURRENDER 
26. GLAD IJS GEEL SHIRT RISICO 
 
SLIPPERY ICE YELLOW SHIRT RISK 
27. JONGE HOND ENIGE TAAK SPEELS 
 
YOUNG DOG ONLY TASK PLAYFUL 
28. KWADE DRONK OPEN RAAM VERVELEND 
 
BAD DRUNK OPEN WINDOW ANNOYING 
29. BROZE BOTTEN GRAUW WEER OUD 
 
BRITTLE BONES GRAY WEATHER OLD 
30. VUILE HANDEN ZIEKE KONING WASSEN 
  DIRTY HANDS SICK KING TO WASH 
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Table 5.A3. Fully Literal primes and their related targets for Chapter 5 (unrelated targets are listed 
in the Unrelated columns in Table A1 and A2). 
  Fully Literal Prime Target   Fully Literal Prime Target 
1. NETTE BROEK RIEM 31. LICHTE BLOES KNOOP 
 
NEAT PANTS BELT 
 
LIGHT BLOUSE BUTTON 
2. RONDE TAFEL STOEL 32. NORSE MAJOOR LEGER 
 
ROUND TABLE CHAIR 
 
GRUMPY  MAJOR ARMY 
3. MAGERE HAM VARKEN 33. FORSE BOOM SCHORS 
 
LEAN HAM PIG 
 
BIG TREE BARK 
4. 
LANGE 
WANDELING 
BOSSEN 34. 
ZUIVER 
IDEALISME 
VISIE 
 
LONG WALK FOREST 
 
LONG WALK VISION 
5. WARME HAND  SCHOUDER 35. SLECHT BOEK  KAFT 
 
WARM HAND SHOULDER 
 
BAD BOOK COVER 
6. RIJKE DAME MENEER 36. 
STRENGE 
SCHOOL 
ONDERWIJS 
 
RICH LADY SIR 
 
STRICT SCHOOL EDUCATION 
7. NORMAAL VELD SPORT 37. MOOIE FOTO LIJST 
 
NORMAL FIELD SPORTS 
 
NICE PICTURE FRAME 
8. KAPOT VENSTER RAAM 38. SCHONE RAND HOEK 
 
BROKEN WINDOW WINDOW 
 
CLEAN EDGE CORNER 
9. 
MODERN 
MUSEUM 
KUNST 39. HEEL TAPIJT VLOER 
 
MODERN MUSEUM ART 
 
WHOLE CARPET FLOOR 
10. BANGE WEZENS DIEREN 40. 
KLEINE 
BOERDERIJ 
KIP 
 
SCARED 
CREATURES 
ANIMALS 
 
SMALL FARM CHICKEN 
11. FIJNE STOEL TAFEL 41. GOED VERSLAG OPDRACHT 
 
NICE CHAIR TABLE 
 
GOOD REPORT ASSIGNMENT 
12. ENGE DROOM SLAAP 42. RONDE TOREN KASTEEL 
 
SCARY DREAM SLEEP 
 
ROUND TOWER CASTLE 
13. EIGEN TUIN BOOM 43. GEZELLIGE DAG UITJE 
 
OWN GARDEN TREE 
 
FUN DAY OUTING-dim 
14. KOUDE THEE KOFFIE 44. SNELLE AUTO FIETS 
 
COLD TEA COFFEE 
 
FAST CAR BYCYCLE 
15. VOL BORD BESTEK 45. WARM  BAD WATER 
 
FULL PLATE CUTLERY 
 
WARM BATH WATER 
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16. ZACHTE STEM GELUID 46. LEUK TEAM GROEP 
 
SOFT VOICE SOUND 
 
FUN TEAM GROUP 
17. STRENGE BLIK OPENER 47. 
TOTALE 
LICHAAM 
FIGUUR 
 
STRICT GAZE OPENER 
 
TOTAL BODY FIGURE 
18. RIJP FRUIT BANAAN 48. DRUK  MOMENT TIJD 
 
RIPE FRUIT BANANA 
 
BUSY MOMENT TIME 
19. VORIG RAPPORT CIJFER 49. SLAPPE KOFFIE MELK 
 
LAST REPORT GRADE 
 
WEAK COFFEE MILK 
20. 
TRAGISCHE 
BRAND 
VUUR 50. LOUCHE BUURT WIJK 
 
TRAGIC FIRE FIRE 
 
SHADY 
NEIGHBORHOOD 
AREA 
21. STIJVE DOEK KATOEN 51. 
GEMEEN 
MIDDEL 
DOEL 
 
STIFF CLOTH COTTON 
 
MEAN MEANS GOAL 
22. ZWARTE HOED UNIFORM 52. BRUINE MUIS KONIJN 
 
BLACK HAT UNIFORM 
 
BROWN MOUSE RABBIT 
23. HETE KOFFIE THEE 53. VET PAARD HOEF 
 
HOT COFFEE TEA 
 
FAT HORSE HOOF 
24. ZOETE THEE KOPJE 54. DUNNE ROK PANTY 
 
SWEET TEA CUP-dim 
 
THIN SKIRT PANTYHOSE 
25. WITTE PET HOOFD 55. FRAAI PLAN IDEE 
 
WHITE CAP HEAD 
 
FINE PLAN IDEA 
26. OUDE COMPUTER LAPTOP 56. GEEL SHIRT KLEDING 
 
OLD COMPUTER LAPTOP 
 
YELLOW SHIRT CLOTHING 
27. GROTE AFSTAND METER 57. ENIGE TAAK ACTIVITEIT 
 
BIG DISTANCE METER 
 
ONLY TASK ACTIVITY 
28. TRAAG VERKEER AUTO 58. OPEN RAAM DEUR 
 
SLOW TRAFFIC CAR 
 
OPEN WINDOW DOOR 
29. 
TYPISCH 
MONSTER 
BEEST 59. GRAUW WEER REGEN 
 
TYPICAL MONSTER BEAST 
 
GRAY WEATHER RAIN 
30. LANGE HAREN KAM 60. ZIEKE KONING PRINS 
  LONG HAIR COMB   SICK KING PRINCE 
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Table 5.B1. Inflected Fully Figurative primes and their related targets, along with their unrelated 
prime stimuli for Chapter 5 Experiment 2. 
  Infl. Fully Figurative Prime Infl. Unrelated Prime Target 
1. HEETSTE ADEMPJES NETSTE BROEKJES CONCURRENTIE 
 
HOTTEST BREATHS-dim NEATEST PANTS-dim COMPETITION 
2. 
WARMACHTIGE 
HARTEN 
RONDACHTIGE TAFELS LIEFDE 
 
WARMISH HEARTS ROUNDISH TABLES LOVE 
3. SCHEEFSTE OOGJE MAGERSTE HAMMETJE JALOERS 
 
MOST CROOKED EYE-dim LEANEST HAM-dim JEALOUS 
4. LINKSTE SOEPJES 
LANGSTE 
WANDELINGETJE 
GEVAARLIJK 
 
RISKIEST SOUPS-dim LONGEST WALK-dim DANGEROUS 
5. KLEINSTE HARTJES WARMSTE HANDJES GEVOELIG 
 
SMALLEST HEARTS-dim WARMEST HANDS-dim SENSITIVE 
6. FRANSACHTIGE SLAGEN RIJKACHTIGE DAMES SLORDIG 
 
FRENCH-ISH STRIKES RICH-ISH LADIES SLOPPY 
7. HOOGSTE POOTJES NORMAALSTE VELDJES KWAAD 
 
HIGHEST LEGS-dim 
MOST NORMAL FIELDS-
dim 
ANGRY 
8. DOOISTE AKKERTJES 
KAPOTSTE 
VENSTERTJES 
LANGZAAM 
 
DEADEST FIELDS-dim 
MOST BROKEN 
WINDOWS-dim 
SLOW 
9. GOUDSTE HANDDRUKJE 
MODERNSTE 
MUSEUMPJE 
GELD 
 
MOST GOLDEN 
HANDSHAKE-dim 
MOST MODERN 
MUSEUM-dim 
MONEY 
10. GROENSTE STROOMPJE BANGSTE WEZENTJES MILIEU 
 
GREENEST POWERS-dim 
MOST SCARED 
CREATURES-dim 
ENVIRONMENT 
11. KOUDSTE KUNSTJES FIJNSTE STOELTJES SIMPEL 
 
COLDEST TRICKS-dim NICEST CHAIRS-dim SIMPLE 
12. WITACHTIGE VOETJES 
ENGACHTIGE 
DROOMPJES 
SLIJMEN 
 
WHITE-ISH FEET-dim SCARY-ISH DREAMS-dim TO SUCK UP 
13. LANGERE TANDJES GROTERE TUINTJES ETEN 
 
LONGEST TEETH-dim BIGGER GARDENS-dim FOOD 
14. ROSSERE BUURTJES KOUDERE KOEKJES WALLEN 
 
REDDER LIGHT 
DISTRICTS-dim 
COLDER COOKIES-dim WALLEN 
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15. ARMER SCHAAPJE VOLLER BORDJE ZIELIG 
 
POORER SHEEP-dim FULLER PLATE-dim PATHETIC 
16. HOGERE OOGJES 
ZACHTERE 
STEMMETJES 
AANZIEN 
 
HIGHER EYES-dim SOFTER VOICES-dim REGARD 
17. BLAUWSTE BLOEDEN STRENGSTE BLIKKEN ADEL 
 
BLUEST BLOODS STRICTEST GAZES NOBLE 
18. OUDSTE DAGEN RIJPSTE FRUITEN BEJAARD 
 
OLDEST DAYS RIPEST FRUITS ELDERLY 
19. GOUDACHTIGE BERGJES 
VORIGACHTIGE 
RAPPORTJES 
BELOFTE 
 
GOLDEN-ISH MOUNTAINS-
dim 
LAST-ISH REPORTS-dim PROMISE 
20. DUBBELERE TONGETJE TRAGISCHER BRANDJE DRONKEN 
 
DOUBLER TONGUE-dim MOST TRAGIC FIRE-dim DRUNK 
21. ZOETERE INVALLEN STIJVERE DOEKEN GEZELLIG 
 
SWEETER RAIDS STIFFER CLOTHS COZY 
22. STIJFACHTIGE HARKEN 
ZWARTACHTIGE 
HOEDEN 
HOUTERIG 
 
STIFF-ISH RAKES BLACK-ISH HATS WOODEN 
23. 
BLAUWSTE 
MAANDAGEN 
HEETSTE TAARTEN KORT 
 
BLUEST MONDAYS HOTTEST CAKES SHORT 
24. STOUTERE SCHOENTJES ZOETERE DRANKJES LEF 
 
NAUGHTIER SHOES-dim SWEETER DRINKS-dim COURAGE 
25. KOUDERE KERMISSEN WITTERE PETTEN PECH 
 
COLDER CARNIVALS WHITER CAPS BAD LUCK 
26. TWEEDE KAMERTJE OUD COMPUTERTJE REGERING 
 
SECOND ROOM-dim OLD COMPUTER-dim GOVERNMENT 
27. DODERE HOEKEN GROTERE AFSTANDEN SPIEGEL 
 
DEADER CORNERS BIGGER DISTANCES MIRROR 
28. VASTER VOETJE TRAGER FIETSJE STEVIG 
 
MORE FIXED FOOT-dim SLOWER BYCYCLE-dim FIRM 
29. HOOGSTE SPELLEN TYPISCHTE MONSTERS SUCCES 
 
HIGHEST GAMES 
MOST TYPICAL 
MONSTERS 
SUCCESS 
30. LOSSERE POLSJES LANGERE HAARTJES VLOT 
  LOOSER WRISTS-dim LONGER HAIRS-dim QUICKLY 
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Table 5.B2. Inflected Ambiguous primes and their related targets, along with their unrelated prime 
stimuli for Chapter 5 Experiment 2. 
  Infl. Ambiguous Prime Infl. Unrelated Prime Target 
1. GROOTSTE MONDEN LICHTSTE BLOEZEN BRUTAAL 
 
BIGGEST MOUTHS LIGHTEST BLOUSES CHEEKY 
2. KLEINERE LETTERTJES NORSERE MAJOORTJES CONTRACT 
 
SMALLEST LETTERS-dim GRUMPYIES MAJORS-dim CONTRACT 
3. GROENACHTIG LICHTJE FORSACHTIG BOOMPJE DOORRIJDEN 
 
GREENISH LIGHT-dim BIGGISH TREE-dim 
TO KEEP 
DRIVING 
4. 
DUBBELERE 
BOEKHOUDINGEN 
ZUIVERE IDEALISMEN FRAUDE 
 
DOUBLER BOOKKEEPINGS PURER IDEALISMS FRAUD 
5. HARDSTE WATEREN SLECHTSTE BOEKEN KALK 
 
HARDEST WATERS BADDEST BOOKS CHALK 
6. ZWARTERE KOUSJES 
STRENGERE 
SCHOOLTJES 
KERK 
 
BLACKER STOCKINGS-dim STRICTER SCHOOLS-dim CHURCH 
7. BLAUWSTE LIPJES 
MOOISTE 
SCHILDERIJTES 
KOUD 
 
BLUEST LIPS-dim NICEST PAINTINGS-dim COLD 
8. BLAUWERE PLEKKEN SCHONDERE RANDEN PIJN 
 
BLUER SPOTS CLEANER EDGES PAIN 
9. OUDERE KAZEN MOOIERE TAPIJTEN PITTIG 
 
OLDER CHEESES NICER CARPETS SPICY 
10. WITSTE HUISJE 
KLEINSTE 
BOERDERIJTJE 
PRESIDENT 
 
WHITEST HOUSE-dim SMALLEST FARM-dim PRESIDENT 
11. WILDERE DIERTJES BETERE VERSLAGJES SAFARI 
 
WILDER ANIMALS-dim BETTER REPORTS-dim SAFARI 
12. ROODACHTIGE LICHTEN RONDACHTIGE TORENS STOPPEN 
 
REDDISH LIGHTS ROUNDISH TOWERS TO STOP 
13. DRUKSTE BAANTJE GEZELLIGSTE DAGJE STRESS 
 
BUSIEST JOB-dim FUNNEST DAY-dim STRESS 
14. WAARSTE REDENEN SNELSTE BROMMERS WAARHEID 
 
TRUEST REASONS FASTEST SCOOTERS TRUTH 
15. EERDERE PLAATSJE WARMER BADJE WINNAAR 
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PREVIOUS PLACE-dim WARMER BATH-dim WINNER 
16. KOUDERE RILLINKJE LEUKER TEAMPJE ANGST 
 
COLDER CHILL-dim FUNNER TEAM-dim FEAR 
17. DROOGSTE BRODEN LANGSTE LICHAMEN ARM 
 
DRIEST BREADS LONGEST BODIES POOR 
18. ROODSTE HOOFDJE DRUKSTE MOMENTJE BLOZEN 
 
REDDEST HEAD-dim BUSIEST MOMENT-dim TO BLUSH 
19. FRISSERE LUCHTEN SLAPPERE TAARTEN BUITEN 
 
FRESHER AIRS WEAKER CAKES OUTSIDE 
20. DIVERSE KANTJES LOUCHERE BUURTJES DUBBEL 
 
SEVERAL SIDES-dim 
SHADIER 
NEIGHBORHOODS-dim 
DOUBLE 
21. GROTERE KINDJE GEMENER MIDDELTJE 
KINDERACHTI
G 
 
BIGGER CHILD-dim MEANER MEANS-dim CHILDISH 
22. GEELSTE TRUIEN BRUINSTE MUIZEN LEIDER 
 
MOST YELLOW SWEATERS BROWNEST MICE LEADER 
23. OUDSTE PAPIEREN VETSTE PAARDEN OPHALEN 
 
OLDEST PAPERS FATTEST HORSES TO PICK UP 
24. GEELSTE KAARTEN DUNSTE ROKKEN VOETBAL 
 
MOST YELLOW CARDS THINNEST SKIRTS SOCCER 
25. WITTERE VLAGGEN FRAAIERE PLANNEN OVERGAVE 
 
WHITER FLAGS FINER PLANS TO SURRENDER 
26. GLADDER IJSJE GELER SHIRTJE RISICO 
 
SLIPPIER ICE-dim MORE YELLOW SHIRT-dim RISK 
27. JONGSTE HONDJE ENIGSTE TAAKJE SPEELS 
 
YOUNGEST DOG-dim ONLY TASK-dim PLAYFUL 
28. KWADERE DRONKEN OPENERE RAMEN VERVELEND 
 
BADDER DRUNKS OPENER WINDOWS ANNOYING 
29. BROZERE BOTJES GRAUWERE WEERTJES OUD 
 
BRITTLER BONES-dim GRAYER WEATHERS-dim OLD 
30. VUILERE HANDJES ZIEKERE KONINKJES WASSEN 
  DIRTIER HANDS-dim SICKER KINGS-dim TO WASH 
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Table 5.B2. Inflected Fully Literal primes and their related targets for Chapter 5 Experiment 2 
(unrelated targets are listed in the Inflected Unrelated columns in Table B1 and B2). 
  
Infl. Fully Literal 
Prime 
Target 
  
Infl. Fully Literal 
Prime 
Target 
1. NETSTE BROEKJES RIEM 31. 
LICHTSTE 
BLOEZEN 
OVERHEMD 
 
NEATEST PANTS-
dim 
BELT 
 
LIGHTEST 
BLOUSES 
SHIRT 
2. 
RONDACHTIGE 
TAFELS 
LEUNING 32. 
NORSERE 
MAJOORTJES 
LEGER 
 
ROUNDISH TABLES HANDRAIL 
 
GRUMPIER 
MAJORS-dim 
ARMY 
3. 
MAGERSTE 
HAMMETJE 
VARKEN 33. 
FORSACHTIG 
BOOMPJE 
SCHORS 
 
LEANEST HAM-dim PIG 
 
BIGGISH TREE-dim BARK 
4. 
LANGSTE 
WANDELINGETJE 
BOSSEN 34. 
ZUIVERE 
IDEALISMEN 
VISIE 
 
LONGEST WALK-dim FOREST 
 
PURER IDEALISMS VISION 
5. 
WARMSTE 
HANDJES 
SCHOUDER 35. 
SLECHTSTE 
BOEKEN 
KAFT 
 
WARMEST HANDS-
dim 
SHOULDER 
 
BADDEST BOOKS COVER 
6. 
RIJKACHTIGE 
DAMES 
JUFFROUW 36. 
STRENGERE 
SCHOOLTJES 
ONDERWIJS 
 
RICH-ISH LADIES MISS 
 
STRICTER 
SCHOOLS-dim 
EDUCATION 
7. 
NORMAALSTE 
VELDJES 
SPORT 37. 
MOOISTE 
SCHILDERIJTES 
LIJST 
 
MOST NORMAL 
FIELDS-dim 
SPORTS 
 
NICEST 
PAINTINGS-dim 
FRAME 
8. 
KAPOTSTE 
VENSTERTJES 
RAAMKOZIJN 38. 
SCHONDERE 
RANDEN 
HOEK 
 
MOST BROKEN 
WINDOWS-dim 
WINDOW FRAME CLEANER EDGES CORNER 
9. 
MODERNSTE 
MUSEUMPJE 
KUNST 39. 
MOOIERE 
TAPIJTEN 
VLOER 
 
MOST MODERN 
MUSEUM-dim 
ART 
 
NICER CARPETS FLOOR 
10. 
BANGSTE 
WEZENTJES 
DIEREN 40. 
KLEINSTE 
BOERDERIJTJE 
BOERIN 
 
MOST SCARED 
CREATURES-dim 
ANIMALS 
 
SMALLEST FARM-
dim 
FARMER 
11. 
FIJNSTE 
STOELTJES 
TAFEL 41. 
BETERE 
VERSLAGJES 
OPDRACHT 
 
NICEST CHAIRS-dim TABLE 
 
BETTER REPORTS-
dim 
ASSIGNMENT 
12. 
ENGACHTIGE 
DROOMPJES 
SLAAP 42. 
RONDACHTIGE 
TORENS 
KASTEEL 
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SCARY-ISH 
DREAMS-dim 
SLEEP 
 
ROUNDISH 
TOWERS 
CASTLE 
13. 
GROTERE 
TUINTJES 
BOOM 43. 
GEZELLIGSTE 
DAGJE 
UITJE 
 
BIGGER GARDENS-
dim 
TREE 
 
FUNNEST DAY-dim OUTING-dim 
14. 
KOUDERE 
KOEKJES 
KOFFIE 44. 
SNELSTE 
BROMMERS 
FIETS 
 
COLDER COOKIES-
dim 
COFFEE 
 
FASTEST 
SCOOTERS 
BYCYCLE 
15. VOLLER BORDJE BESTEK 45. WARMER BADJE WATER 
 
FULLER PLATE-dim CUTLERY 
 
WARMER BATH-dim WATER 
16. 
ZACHTERE 
STEMMETJES 
GELUID 46. 
LEUKER 
TEAMPJE 
GROEP 
 
SOFTER VOICES-dim SOUND 
 
FUNNER TEAM-dim GROUP 
17. 
STRENGSTE 
BLIKKEN 
OPENER 47. 
LANGSTE 
LICHAMEN 
FIGUUR 
 
STRICTEST GAZES OPENER 
 
LONGEST BODIES FIGURE 
18. RIJPSTE FRUITEN APPEL 48. 
DRUKSTE 
MOMENTJE 
TIJDSTIP 
 
RIPEST FRUITS APPLE 
 
BUSIEST MOMENT-
dim 
TIME 
19. 
VORIGACHTIGE 
RAPPORTJES 
CIJFER 49. 
SLAPPERE 
TAARTEN 
MELK 
 
LAST-ISH REPORTS-
dim 
GRADE 
 
WEAKER CAKES MILK 
20. 
TRAGISCHER 
BRANDJE 
VUUR 50. 
LOUCHERE 
BUURTJES 
HUIZENBLOK 
 
MOST TRAGIC FIRE-
dim 
FIRE 
 
SHADIER 
NEIGHBORHOODS-
dim 
BLOCK 
21. STIJVERE DOEKEN KATOEN 51. 
GEMENER 
MIDDELTJE 
BESTRIJDING 
 
STIFFER CLOTHS COTTON 
 
MEANER MEANS-
dim 
COMBAT 
22. 
ZWARTACHTIGE 
HOEDEN 
UNIFORM 52. 
BRUINSTE 
MUIZEN 
KONIJN 
 
BLACK-ISH HATS UNIFORM 
 
BROWNEST MICE RABBIT 
23. 
HEETSTE 
TAARTEN 
SUIKER 53. 
VETSTE 
PAARDEN 
HOEF 
 
HOTTEST CAKES SUGAR 
 
FATTEST HORSES HOOF 
24. 
ZOETERE 
DRANKJES 
KOPJE 54. DUNSTE ROKKEN PANTY 
 
SWEETER DRINKS-
dim 
CUP-dim 
 
THINNEST SKIRTS PANTYHOSE 
25. WITTERE PETTEN ZONNEBRIL 55. 
FRAAIERE 
PLANNEN 
IDEE 
 
WHITER CAPS SUNGLASSES FINER PLANS IDEA 
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26. 
OUD 
COMPUTERTJE 
LAPTOP 56. GELER SHIRTJE KLEDING 
 
OLD COMPUTER-dim LAPTOP 
 
MORE YELLOW 
SHIRT-dim 
CLOTHING 
27. 
GROTERE 
AFSTANDEN 
METER 57. ENIGSTE TAAKJE ACTIVITEIT 
 
BIGGER DISTANCES METER 
 
ONLY TASK-dim ACTIVITY 
28. TRAGER FIETSJE AUTO 58. OPENERE RAMEN DEUR 
 
SLOWER BYCYCLE-
dim 
CAR 
 
OPENER WINDOWS DOOR 
29. 
TYPISCHTE 
MONSTERS 
BEEST 59. 
GRAUWERE 
WEERTJES 
REGEN 
 
MOST TYPICAL 
MONSTERS 
BEAST 
 
GRAYER 
WEATHERS-dim 
RAIN 
30. 
LANGERE 
HAARTJES 
BORSTEL 60. 
ZIEKERE 
KONINKJES 
PRINS 
  LONGER HAIRS-dim BRUSH   SICKER KINGS-dim PRINCE 
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APPENDIX S1: Supplementary Materials Chapter 2 
CONTROL EXPERIMENT: METHOD 
Participants 
In total, 35 students from the Radboud University Nijmegen (31 females, mean 
age=23.17) participated. All were right-handed native speakers of Dutch and had normal 
or corrected to normal vision. Participation in the experiment was voluntary and 
compensated with course credits or a gift card. 
Materials and Design 
Materials were adapted from Experiment 1. Each idiom-final word was taken separately 
as a prime in a prime-target pair. For example, the word ‘pols’ (‘wrist’) was isolated from 
the previously exemplified idiom Hij deed iets uit de losse pols and was presented alone as 
a prime for each target word (e.g., ‘pols – MAKKELIJK’, ‘wrist – EASY’ for the FIG 
condition). 
Procedure 
The same procedure as in Experiment 1 was employed, except for the reduction of 
presentation of stimulus materials to single word prime-target pairs (e.g. ‘pols – 
MAKKELIJK’, ‘wrist – EASY’). 
CONTROL EXPERIMENT: RESULTS 
Reaction times 
Target words belonging to the expression tussen twee vuren zitten, which was excluded 
from Experiment 1, were also excluded here to maximize comparability between 
experiments. First, two participants were excluded for overall slow RTs at 2.5 SDs below 
the mean of all participants. One participant was excluded for more than 20% errors. 
After participant exclusions, three items were excluded for overall outlier slow RTs 
(‘INGEWANDEN’ / ‘INTESTINES’, ‘KRUK’ / ‘STOOL', and ‘WIJD’ / ‘WIDE’) at 
2.5 SDs below the overall mean. Outlier datapoints were then removed at both subject 
and item level above 2.5 SDs from the mean. One further participant and one further 
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item (‘KAAK’ / ‘JAW’) were excluded for over 20% data loss after outlier analysis. 
Paired t-tests showed that targets remained balanced across conditions in terms of word 
length and word frequency after exclusions. Mean RTs are shown in Table S1.1 along 
with error rates. 
Table S1.1. Means and standard deviations for each Target Word Condition in the single prime-
target experiment. 
 Figuratively related Literally related Unrelated 
Mean RT (SD) 519 (101) 504 (97) 519 (104) 
Error Rate (SD) .04 (.05) .05 (.06) .03 (.05) 
 
A linear mixed effects regression model was built by iteratively adding predictors and 
testing each model against its predecessor in an ANOVA until the most complex, 
theoretically relevant model had been reached. Idiom-level predictors such as 
transparency were not included as there was no idiom context. The final model took the 
log-transformed RTs as the dependent variable and included random slopes for 
Participant (over Trial Number), and Item. Target Word Frequency, Trial Number, and 
Target Word Length were included as independent predictors. A two-way interaction 
between Target Word Condition and Idiom-Final Word Frequency was included (for 
continuity, we will refer to the prime as the idiom-final word, even though there is no 
idiomatic context). Again, t>1.96 was taken as convention for interpreting statistical 
significance and releveling was applied to the model to compare conditions. Results are 
summarized in Table S1.2 for the relevel of the model with the literal (LIT) condition 
on the intercept as this relevel provides the most telling contrasts for this single word 
prime-target experiment.  
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Table S1.2. Releveled linear mixed effects regression model for Dutch lexical decision by Dutch 
L1 speakers with single word-target primes with literal (LIT) condition on the intercept. 
 Estimate 
(β) 
 
SE 
 
df 
 
t 
 
p 
LIT vs. FIG .04325 .009615 1761 4.498 .000 
LIT vs. UNREL .03180 .009297 1858 3.420 .000 
Target Word Frequency -.04734 .009243 155.9 -5.122 .000 
Target Word Length -.008769 .003164 99.8 -2.771 .007 
Idiom-Final Word Frequency .01251 .01383 67.90 .904 .369 
Trial Number -.009431 .006154 28.50 -1.532 .136 
(LIT)FIG*Idiom-Final Word 
Frequency 
-.03209 .01576 1858 -2.037 .042 
(LIT)UNREL*Idiom-Final 
Word Frequency 
-.01153 .01566 1849 -.736 .462 
 
Comparing target conditions showed that LIT targets were responded to faster than 
target words that were originally figuratively related to the idiom, e.g., FIG targets 
(Estimate=.04325, SE=.009615, t(1761)=4. 498, p<.001). They were also responded to 
faster than unrelated targets (Estimate=.03180, SE=.009297, t(1858)=3. 420, p<.001). 
However, there was no RT difference between FIG and LIT targets. A simple effect of 
Target Word Length reflected faster RTs to shorter targets across all conditions 
(Estimate=-.008769, SE=.003164, t(99.8)=-2.771, p<.01). A simple effect of Target 
Word Frequency indicated that a higher target word frequency resulted in faster RTs 
across all experimental conditions (Estimate=-.04734, SE=.009243, t(155.9)=-5.122, 
p<.001). Furthermore, we found a Target Word Condition*Idiom-Final Word 
Frequency interaction effect when comparing slopes for this interaction between the FIG 
and the LIT conditions. The effect of Idiom-Final Word Frequency on RTs to FIG 
targets differed significantly from that LIT targets (Estimate=-.03209, SE=.01576, 
t(1858)=2.037, p<.05). This was the only significant difference in the interaction effects 
(see Figure S1.1).  
CONTROL EXPERIMENT CHAPTER 2 
239 
 
 
 
Figure S1.1. Idiom-Final Word Frequency effects for all three conditions (Figurative (FIG), 
Literal (LIT), and Unrelated (UNREL)) in the single word prime-target experiment. 
Error analysis 
Error rates in the single word prime-target lexical decision task averaged .05 across 
conditions with a maximum of .24 (SD=.05). Table S1.1 lists means and SDs for the 
accuracy analysis. The mean error rate for nonwords was .07 (SD=.05). A binary logistic 
regression using the same model as the RT data did not yield differences in error rates 
between experimental conditions. 
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NEDERLANDSE SAMENVATTING 
 
‘Niet weten waar het schip strandt, is minder erg dan de boot missen’. Deze uitspraak 
hing jarenlang op de deur van mijn kantoor toen ik werkte aan dit proefschrift. Deze zin, 
zowel letterlijk als figuurlijk te lezen, demonstreert een aantal interessante 
eigenschappen van uitdrukkingen. Ten eerste, de zin laat zien dat sommige 
uitdrukkingen (zoals ‘niet weten waar het schip strandt’ en ‘de boot missen’) zowel een 
figuurlijke als een letterlijke lezing hebben. Verder is de figuurlijke betekenis van de ene 
uitdrukking misschien meteen iets duidelijker dan die van de andere (‘de boot missen’ 
als ‘een kans missen’ is waarschijnlijk meteen duidelijker dan ‘niet weten waar het schip 
strandt’ als ‘we zien wel waar we uitkomen’. Vooral als je minder bekend bent met de 
uitdrukking, ook al is hij nog vrij duidelijk – de betekenis van ‘het loodje leggen’ als 
‘sterven’ is bijvoorbeeld moeilijker uit de woorden te halen). Er is ook een grote kans dat 
je meteen de figuurlijke interpretatie van de zin in je hoofd had toen je deze las. Verder 
zijn er in het Nederlands ook opvallend veel uitdrukkingen die te maken hebben met 
water, zee, en schepen, maar dat terzijde. Historisch gezien is dit voor Nederland als 
waterland erg begrijpelijk (waar het hart van vol is...). 
Voor sprekers is figuurlijke taal een manier om zichzelf efficiënt en kleurrijk uit te 
drukken, maar voor onderzoekers is het bij uitstek een manier om de grenzen van het 
menselijke taalverwerkingsmodel te onderzoeken. De wetenschap is een aardig eind 
gekomen in het verklaren van de verwerking van letterlijke taal van geluidsgolf tot 
begrip, maar deze modellen houden niet per se stand wanneer een uitspraak niet letterlijk 
bedoeld is. In 1993 schreef Philip Johnson-Laird de woorden die ik als opening van dit 
proefschrift heb gebruikt: “If natural language had been designed by a logician, idioms 
would not exist. They are a feature of discourse that frustrate any simple logical account 
of how the meanings of utterances depend on the meanings of their parts and on the 
syntactic relations among these parts” (p. 7). Als natuurlijke taal ontworpen was door 
een logicus zouden idiomatische uitdrukkingen niet bestaan, en ze frustreren elke 
simpele logische poging om te verklaren hoe de betekenis van uitspraken afhangt van de 
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onderdelen in de uitspraak. Dit klonk voor mij als een uitdaging, dus ik heb mijn beste 
poging tot het verklaren hiervan gedaan in dit proefschrift. 
Een definitie van ‘formules’ 
Het onderzoeken en verklaren van de verwerking van figuurlijke taal heeft nogal wat 
voeten in de aarde. Er zijn verschillende soorten van ‘formules’ of expressies, zoals 
getoond in Figuur 1.1 in de General Introduction. Om al deze varianten van formules 
samen te vatten in één definitie is zeker geen eitje, maar Wray en Perkins (2000) kwamen 
met een alomvattende definitie die vrij vertaald als volgt klinkt: “een sequentie, continu 
of discontinu, van woorden of andere betekeniselementen, die geprefabriceerd is, of lijkt 
te zijn: dat is, opgeslagen en opgehaald uit het geheugen in zijn geheel op het moment 
van gebruik, in plaats van te worden gegenereerd of geanalyseerd door de grammatica 
van de taal”. We kunnen deze ingewikkelde definitie als volgt ontleden door te stellen 
dat een formule: (1) bestaat uit een serie woorden die bij elkaar of verdeeld over een zin 
voorkomen, (2) dat de betekenis van deze serie woorden niet per se te herleiden is uit de 
woorden zelf, en dat (3) deze serie woorden in zijn geheel wordt opgehaald uit het 
geheugen in plaats van te worden geformuleerd op het moment van gebruik. Dit hebben 
alle formules met elkaar gemeen (al zijn er onderzoekers die het met punt 3 niet eens 
zijn, maar hier komen we nog op). 
Naast een gemeenschappelijke deler hebben deze categorieën van formules overigens 
ook veel verschillen. Dit kan zijn in termen van bijvoorbeeld hun flexibiliteit of 
‘frozenness’ (Fraser, 1970), ofwel de mate waarin de formule veranderd kan worden 
zonder dat deze onherkenbaar wordt of zijn betekenis verliest. Een spreekwoord zal een 
vrij vaste vorm hebben, terwijl een uitdrukking als ‘de boot missen’ vrijer kan worden 
gebruikt. Een collocatie als ‘blauwe maandag’ daarentegen is intuïtief waarschijnlijk 
vaster van vorm, en de variant ‘blauwste maandagen’ brengt misschien niet meteen de 
betekenis ‘voor een korte tijd’ teweeg. Naast variabiliteit tussen de categorieën van 
formules zijn er ook aardig wat verschillen binnen categorieën. Idiomatische 
uitdrukkingen kunnen bijvoorbeeld van elkaar verschillen op een hele reeks dimensies, 
zoals: transparantie (hoe duidelijk is de betekenis van de uitdrukking op basis van de 
letterlijke woorden), letterlijke plausibiliteit (hoe goed kan de uitdrukking ook als puur 
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letterlijke zin geïnterpreteerd worden?), en voorstelbaarheid of imageability (hoe goed kun 
je je een beeld vormen bij de uitdrukking?). Verder zijn er verschillen tussen de lezers, 
zoals in termen van subjectieve frequentie (hoe vaak heb je de uitdrukking gezien of 
gehoord), of bekendheid met de betekenis van de uitdrukking. Voor onderzoek naar 
figuurlijke taal is het van groot belang om waardes aan deze dimensies te kunnen 
koppelen, zodat we kunnen onderzoeken hoe deze onderlinge verschillen de verwerking 
van bijvoorbeeld uitdrukkingen beïnvloeden. Binnen het Idiomatic Second Language 
Acquisition (ISLA) project hebben we daarom een database gemaakt van scores op een 
aantal van deze dimensies voor maar liefst 413 Nederlandse idiomatische uitdrukkingen 
(Hubers et al., 2018). Deze database is de basis voor veel van het stimulusmateriaal dat 
werd gebruikt in het onderzoek voor de hoofdstukken van dit proefschrift. 
Waarom onderzoeken we figuurlijke taal? 
Het is dus lastig om een algehele definitie voor formules te geven, mede door de 
variabiliteit tussen de categorieën. Maar hoe lastig dit ook lijkt is er één belangrijke factor 
die figuurlijke taal toch zo fascinerend maakt om te onderzoeken: Ondanks een scala 
aan letterlijke woorden om dingen te beschrijven kiezen we als mens massaal voor 
figuurlijke taal. Denk terug aan de zin waarmee deze samenvatting opende. Als je de 
gegeven uitdrukkingen kent is het waarschijnlijk makkelijk te begrijpen dat de uitspraak 
niet over een letterlijk schip en een letterlijke boot gaat, terwijl dit op basis van de 
woorden wel had gekund. Misschien bedacht je pas later dat deze zin ook letterlijk 
begrepen kan worden. Dit proces van begrip van figuurlijke taal gaat snel en zonder dat 
we het doorhebben. Dit laatste is misschien niet zo gek, sinds taal vol zit met figuurlijke 
uitspraken. Voor het Amerikaans Engels is er geschat dat een persoon tijdens een periode 
van zestig jaar zo’n 21,4 miljoen bestaande niet-letterlijkheden produceert, en er nog 
eens 4,7 miljoen zelf bij verzint (Pollio, Barlow, Fine, & Pollio, 1977). En die schatting 
is gebaseerd op maar twee uur dialoog per dag. Anderen schatten dat er zelfs net zoveel 
uitdrukkingen zijn als letterlijke woorden (Jackendoff, 1995). In 1979 vatte de 
Amerikaanse filosoof John Roger Searle onze liefde voor figuurlijke taal al samen toen 
hij beschreef hoe mensen communiceren: “Speak idiomatically unless there is some 
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good reason not to do so.” (p.76, “Spreek idiomatisch tenzij er een goede reden is om 
dit niet te doen.”). 
Toen het onderzoek naar figuurlijke taal (vooral idiomatische uitdrukkingen) begon, 
vonden onderzoekers een opmerkelijk resultaat: zinnen met een uitdrukking erin werden 
door lezers sneller begrepen dan vergelijkbare letterlijke zinnen, en tijdens het lezen 
keken mensen minder vaak naar woorden aan het einde van een uitdrukking dan aan 
het einde van een letterlijke zin (Siyanova-Chanturia, Conklin & Schmitt, 2011; 
Underwood, Schmitt & Galpin, 2004). De bevinding dat figuurlijke taal snel en efficiënt 
verwerkt wordt bleek een robuust effect te zijn. Het was zelfs zo robuust dat het zijn 
eigen naam kreeg: het ‘idiom superiority effect’ of het ‘idioom superioriteit effect’ (e.g., 
Ortony et al., 1978; Swinney & Cutler, 1979; Cacciari & Tabossi, 1988). Ondertussen 
hebben onderzoekers de nodige kanttekeningen bij deze bevindingen geplaatst, 
bijvoorbeeld dat een ambigu idioom (waarbij het niet meteen duidelijk is dat het om een 
uitdrukking gaat of een letterlijke zin) minder voorspelbaar is en een begeleidende 
context nodig heeft om te verduidelijken dat het om een uitdrukking gaat (Fanari, 
Cacciari & Tabossi, 2010; Cacciari & Corradini, 2015). 
Onderzoek naar figuurlijke taal en taalmodellen 
Om te kunnen verklaren waarom figuurlijke taal zo snel verwerkt wordt hebben 
wetenschappers taalmodellen opgesteld die de verwerking van figuurlijke taal verklaren 
in termen van de onderlinge verhouding tussen de letterlijke woorden in de zin en de 
figuurlijke betekenis van de zin als geheel. Aangezien het na een aantal tientallen jaren 
aan onderzoek over een aardig aantal modellen gaat, heb ik in Hoofdstuk 2 gepoogd een 
driedeling te maken tussen: ‘figuurlijk eerst’, ‘letterlijk eerst’, en ‘hybride’ modellen. Kort 
door de bocht stelt een ‘figuurlijk eerst’ model dat de letterlijke betekenis van een 
uitdrukking enkel relevant is als de figuurlijke betekenis niet toereikend is om de context 
te kunnen interpreteren (Gibbs, 1980). Andere modellen stellen dat figuurlijke en 
letterlijke activatie in parallel verlopen, maar dat de figuurlijke route sneller is dan de 
letterlijke (Swinney & Cutler, 1979). De ‘letterlijk eerst’ modellen opereren vanuit het 
omgekeerde principe: elke zin wordt eerst volledig letterlijk verwerkt en pas als blijkt dat 
de letterlijke interpretatie ontoereikend is, wordt de figuurlijke betekenis opgehaald (bijv. 
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Bobrow & Bell, 1973). In recentere jaren zijn de ‘hybride’ modellen in opkomst. In deze 
modellen kunnen figuurlijke en letterlijke betekenissen tegelijkertijd actief zijn, en 
kunnen ze bovendien in competitie met elkaar zijn (bijv. Sprenger, Levelt & Kempen, 
2006; Libben & Titone, 2008; Libben & Titone, 2014). Deze modellen representeren de 
betekenis van een uitdrukking in zijn geheel (superlemma voor de ingewijden) en hieraan 
zijn de individuele woorden verbonden (lemma’s). Via deze verbindingen kan betekenis 
activatie stromen vanaf de individuele woorden naar de betekenis van de uitdrukking als 
geheel, maar ook terug. Er zijn ook niet-lexicale modellen van taalverwerking, ofwel 
modellen die niet stellen dat de betekenis van een uitdrukking apart ligt opgeslagen in 
ons brein. Een goed voorbeeld hiervan is de Configuration Hypothesis (Cacciari & Tabossi, 
1988), die stelt dat een zin letterlijk wordt verwerkt totdat een herkenningspunt is bereikt 
waarop het duidelijk is dat het om een uitdrukking gaat, wanneer de figuurlijke betekenis 
op basis van de woorden wordt geconfigureerd. Vanaf dit punt wordt de figuurlijke 
betekenis actief, en wordt de letterlijke betekenis minder belangrijk. Dit model is wat 
moeilijker te classificeren in mijn indeling, maar is tentatief ‘hybride’ te noemen.   
Hoe deze figuurlijke en letterlijke betekenissen zich tot elkaar verhouden heb ik in de 
hoofdstukken van het proefschrift onderzocht. De volgende secties geven een 
samenvatting van de bevindingen. 
Hoofdstuk 2: De activatie van zowel figuurlijke als letterlijke betekenis in idiomen 
in een minimale context 
In Hoofdstuk 2 onderzochten we hoe de betekenis van een uitdrukking als geheel en van 
elk woord afzonderlijk in de uitdrukking wordt verwerkt in moedertaalsprekers en 
tweede-taalsprekers. Als je dacht dat het begrijpen van uitdrukkingen voor 
moedertaalsprekers al een uitdaging was, is het dit zeker in een tweede taal. Over het 
algemeen is er in taallessen weinig aandacht voor uitdrukkingen, terwijl het kunnen 
begrijpen en gebruiken van figuurlijke taal van groot belang is om als meertalige een 
vergevorderd begrip van een tweede taal te kunnen hebben. Terwijl experimenten 
robuuste voordelen laten zien voor moedertaalsprekers, zijn uitdrukkingen juist een 
uitdaging voor iemand die een tweede taal leert, mede doordat de betekenis van de 
uitdrukking niet op te maken hoeft te zijn uit de woorden in de zin (Cieślicka, 2015; 
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Conklin & Schmitt, 2008; Steinel, Hulstijn & Steinel, 2007; Titone, Columbus, 
Whitford, Mercier & Libben, 2015). Onderzoek naar meertaligen heeft geleid tot 
wisselende resultaten, waar sommige onderzoekers rapporteren dat leerders van een 
tweede taal prioriteit geven aan de letterlijke betekenis van uitdrukkingen en moeite 
hebben met de figuurlijke betekenis (Cieślicka, 2006; Cieślicka & Heredia, 2011; 
Siyanova-Chanturia, Conklin & Schmitt, 2011), terwijl anderen vinden dat tweede taal 
leerders beiden de figuurlijke en letterlijke betekenis van uitdrukkingen activeren op een 
manier die lijkt op die van moedertaalsprekers (Beck & Weber, 2016a).  
Moedertaalsprekers en tweede-taalsprekers van het Nederlands kregen korte zinnen met 
uitdrukkingen te zien zonder verdere context, zoals “Hij voelde haar aan de tand”. 
Hierna reageerden ze op woorden die te maken hadden met de betekenis van de 
uitdrukking als geheel (‘vragen’ als onderdeel van ‘ondervragen’), met het laatste woord 
van de uitdrukking (‘kaak’ als associatie van ‘tand’), of die ongerelateerd was aan beiden 
(‘soort’). Voor elk woord moesten deelnemers aangeven of het een Nederlands woord 
was of niet.  
Moedertaalsprekers herkenden woorden die gerelateerd waren aan zowel de figuurlijke 
betekenis van de uitdrukking als woorden die letterlijk gerelateerd waren aan het laatste 
woord in de zin sneller dan ongerelateerde woorden. Bovendien was er geen verschil in 
reactietijden tussen de figuurlijke en letterlijke woorden. Dit resultaat toont aan dat 
moedertaalsprekers in staat zijn simultaan de figuurlijke en letterlijke betekenis van een 
uitdrukking te activeren, in overeenstemming met hybride modellen. We vonden echter 
ook directe aanwijzingen voor interactie en/of competitie tussen de figuurlijke en 
letterlijke betekenis van uitdrukkingen: als een uitdrukking een hoge transparantie had 
(een betekenis die duidelijk was op basis van de individuele woorden), maar ook heel 
letterlijk plausibel was (goed te interpreteren als een letterlijke zin), dan vertraagden de 
reacties op de figuurlijke en letterlijke woorden. Bovendien beïnvloedde de 
woordfrequentie van het laatste woord van de uitdrukking (‘tand’) de reactietijden op de 
letterlijke woorden (‘kaak’), waarbij reacties juist trager werden als het letterlijke woord 
aan het eind van een uitdrukking meer frequent was. Normaliter zouden we verwachten 
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dat een hoogfrequent woord zijn associaties sneller zou activeren, maar wanneer dit 
woord onderdeel is van een uitdrukking blijkt dit niet het geval. 
De meertaligen waren moedertaalsprekers van het Duits met tweede taal Nederlands. 
Ze waren meer dan drie jaar in Nederland en hadden de Nederlandse taal in die tijd ook 
actief gebruikt. Ook zij toonden snellere reactietijden voor figuurlijke en letterlijke 
associaties dan voor ongerelateerde woorden, wat suggereert dat ook tweede taal 
sprekers de figuurlijke en letterlijke betekenis van uitdrukkingen kunnen activeren. We 
vonden voor deze groep deelnemers echter geen effecten van de andere eigenschappen 
van de uitdrukkingen. Dit kan te maken hebben met de minimale variatie in onze 
stimulus set (we hebben gekozen voor uitdrukkingen die zeer bekend zijn voor 
Nederlanders, en deze uitdrukkingen kunnen van zichzelf al meer transparant of 
frequent zijn, bijvoorbeeld).  
Hoofdstuk 3: De voorspelling en verwerking van idiomen in figuurlijk en letterlijk te 
interpreteren contexten 
In Hoofdstuk 3 bekeken we of het laatste woord in een uitdrukking door 
moedertaalsprekers werd voorspeld wanneer deze uitdrukking figuurlijk of letterlijk 
werd gebruikt. Door een contextzin werd een verwachting gecreëerd waardoor een 
uitdrukking eerder letterlijk of figuurlijk geïnterpreteerd zou worden. Dit vergeleken we 
met de predictie van woorden in puur letterlijke zinnen. We onderzochten 
zinscombinaties als ‘Wendy heeft het ontzettend druk. Ze loopt op haar tenen.’ en 
‘Wendy wil graag langer lijken dan ze is. Ze loopt op haar tenen.’ Die zinnen zijn 
bedacht door Manon Hendriks die als master studente aan dit project werkte, en ik maak 
vrolijk gebruik van deze gekscherende referenties aan mijn adres.  
In een analyse van het time-frequency (de dimensie tijd tegenover frequentie) spectrum 
van het EEG vonden we dat er meer predictie of semantische pre-activatie plaats vond 
voor woorden aan het einde van een letterlijk gebruikte uitdrukking dan woorden aan 
het einde van een figuurlijk gebruikte uitdrukking. Met andere woorden, van het laatste 
woord van een figuurlijk gebruikte uitdrukking werd de betekenis niet voor het 
verschijnen van het woord al voorspeld, terwijl dit voor woorden aan het eind van 
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letterlijk gebruikte uitdrukkingen wel het geval was. Bij metingen na het verschijnen van 
het laatste woord vonden we echter een ander patroon van resultaten. In reactietijden op 
een lexicale-decisie taak op het laatste woord vonden we geen verschil in snelheid van 
het identificeren van het woord tussen de figuurlijk of de letterlijk gebruikte 
uitdrukkingen. We vonden enkel verschillen bij de woorden aan het eind van de 
volledige letterlijke zinnen, die veel minder voorspelbaar waren en ook minder snel werd 
geïdentificeerd. In de N400 component vonden we hetzelfde patroon van resultaten, 
waarbij lezers meer moeite hadden het woord in de volledig letterlijke zin te integreren 
dan in de figuurlijk en letterlijk gebruikte uitdrukkingen, als functie van de 
voorspelbaarheid van het woord. Al met al suggereerden deze resultaten dat het 
meetpunt van activatie een grote impact heeft op bevindingen: terwijl er in het tijdvak 
voor het verschijnen van het laatste woord verschillen zijn tussen woorden in figuurlijk 
en letterlijk gebruikte uitdrukkingen, verdwijnen deze verschillen nadat het woord 
getoond is en beschikbaar is voor integratie in de zin. 
Hoofdstuk 4: Het effect van verwachting op basis van de context op 
stimuluslijstcompositie in figuurlijke en letterlijke zinsverwerking 
In Hoofdstuk 4 combineerden we de opzet van de onderzoeken in de Hoofdstukken 2 
en 3. We toonden zinnen die figuurlijk of letterlijk gebruikte uitdrukkingen bevatten en 
manipuleerden het verwachtingspatroon van lezers door een voorgaande contextzin die 
een figuurlijke of letterlijke lezing van de uitdrukking suggereerde. Nadat de uitdrukking 
was getoond beslisten deelnemers of de volgende lettercombinatie een woord was. Net 
als in Hoofdstuk 2 hadden bestaande woorden te maken met de figuurlijke betekenis 
van de uitdrukking, het letterlijke woord aan het einde van de uitdrukking, of met geen 
van beiden. Verder onderzochten we in dit hoofdstuk het effect van 
stimuluslijstcompositie. Onderzoek doet vermoeden dat de waarschijnlijkheid dat 
figuurlijke betekenissen geactiveerd worden afhangt van het percentage figuurlijk 
materiaal in een experiment (Beck & Weber, 2016b; Bobrow & Bell, 1973). Door het 
experiment in dit onderzoek in twee achtereenvolgende blokken te splitsen onderzochten 
we de activatie van figuurlijke en letterlijke betekenissen tijdens de voortgang van het 
experiment. 
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We vonden dat figuurlijk gebruikte uitdrukkingen in het eerste deel van het experiment 
nog niet hun figuurlijke betekenis genoeg activeerden om verschillen in de reactietijden 
te vinden met ongerelateerde woorden. Ook was er geen verschil met letterlijk 
gerelateerde of ongerelateerde woorden. In het tweede blok van het experiment, na meer 
blootstelling aan figuurlijk gebruikte uitdrukkingen, was dit echter wel het geval. 
Interessant was dat in het tweede blok óók het letterlijk gerelateerde woord sneller werd 
herkend dan het ongerelateerde. Dit suggereert dat, ondanks de duidelijke activatie van 
de figuurlijke betekenis van de uitdrukking in een figuurlijke context, de letterlijke 
betekenis van het laatste woord van de uitdrukking nog steeds geactiveerd werd en dat 
dit reactietijden kon beïnvloeden. 
Voor de letterlijk gebruikte uitdrukkingen vonden we een ander patroon: Al in het eerste 
blok werden letterlijk gerelateerde woorden sneller geïdentificeerd dan ongerelateerde of 
figuurlijk gerelateerde woorden. Maar in het tweede blok van het experiment, nadat er 
meer figuurlijk gebruikte uitdrukkingen langs waren gekomen, was er geen verschil meer 
tussen figuurlijk of letterlijk gerelateerde, of ongerelateerde woorden. De aanwezigheid 
van meer figuurlijk gebruikte uitdrukkingen zou de interpretatie van letterlijk gebruikte 
uitdrukkingen kunnen compliceren, doordat de contextzin voor een letterlijk gebruikte 
uitdrukking suggereert dat er een letterlijke zin aankomt, terwijl het in feite een zin is 
met een figuurlijke betekenis. Figuurlijke activatieniveaus kunnen verhoogd zijn door 
herhaalde blootstelling aan figuurlijk gebruikte uitdrukkingen, waardoor de letterlijk 
gebruikte uitdrukkingen later in het experiment moeizamer te verwerken zijn.   
Hoofdstuk 5: De verwerking van bijvoegelijk naamwoord – zelfstandig naamwoord 
collocaties met verschillende niveaus van figuurlijke interpretatie in citatie en 
aangepaste vorm 
In Hoofdstuk 5 onderzochten we een andere categorie van figuurlijke taal, namelijk de 
collocatie. Een collocatie kan in de taalwetenschap breed worden gedefinieerd als min 
of meer vaste woordgroepen, maar onder deze definitie vallen eigenlijk alle categorieën 
figuurlijke taal die we hebben gedefinieerd in de General Introduction. Omdat er veel 
variabiliteit is tussen categorieën, zoals beschreven aan het begin van deze samenvatting, 
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hebben we een duidelijk onderscheid gemaakt en collocaties als volgt beschreven: 
combinaties van een bijvoeglijk en een zelfstandig naamwoord, zoals ‘blauwe maandag’. 
In dit hoofdstuk onderzochten we collocaties met verschillende maten van figuurlijke 
betekenis of betekenis als geheel: (1) collocaties met alleen een betekenis als geheel (zoals 
‘blauwe maandag’), (2) collocaties met zowel een letterlijke als een figuurlijke betekenis 
als geheel (zoals ‘rood licht’, wat ook ‘stoppen’ kan betekenen), en (3) collocaties met 
enkel een letterlijke betekenis (zoals ‘groene verf’). Verder onderzochten in welke mate 
de vorm van deze collocaties vast ligt in termen van de ‘frozenness’ eerder gedefinieerd 
(Fraser, 1970) door de vorm van de woorden te veranderen. De collocatie ‘magere ham’ 
werd bijvoorbeeld ‘magerste hammetje’.  
Voor alle drie de soorten collocaties in hun standaardvorm (‘blauwe maandag’) vonden 
we dat woorden geassocieerd met de betekenis van de collocatie sneller werden herkend 
in een reactietijdtaak dan woorden die waren geassocieerd met de collocatie. Verder 
vonden we in de elektrofysiologische N400 component dat de gerelateerde woorden 
sterker semantisch werden verwacht: ze waren makkelijker te integreren dan de 
ongerelateerde woorden. Dit patroon van resultaten veranderde echter wanneer we de 
collocaties veranderden (‘blauwste maandagen’). Alleen een gerelateerde betekenis van 
volledig letterlijke collocaties werd nog sneller herkend dan een ongerelateerde 
betekenis, maar bij de collocaties met een betekenis als geheel werd deze niet meer 
sneller herkend. Het veranderen van de vorm leek de relatie met de betekenis te hebben 
verbroken. We vonden in de N400 component voor de collocaties met beiden een 
figuurlijke en een letterlijke betekenis nog steeds bewijs dat deze betekenis makkelijker 
semantisch te integreren was dan het ongerelateerde woord. Kortom, hoewel er sprake 
leek van betekenis activatie voor deze veranderde collocaties, was deze activatie niet 
sterk genoeg om verschillen in reactietijd teweeg te brengen. 
Conclusies 
Samenvattend leveren de hoofdstukken in dit proefschrift het volgende bewijs voor 
onderzoek naar figuurlijke taalverwerking: (1) zowel figuurlijke als letterlijke aspecten 
van uitdrukkingen kunnen op hetzelfde moment actief zijn en beslissingsprocessen 
beïnvloeden, (2) figuurlijke en letterlijke betekenis zijn in uitdrukkingen met elkaar in 
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competitie, (3) eigenschappen van het letterlijke woord aan het einde van de uitdrukking 
kunnen actief blijven na integratie van het woord in de uitdrukking en kunnen responsen 
beïnvloeden, en (4) de flexibiliteit in de vorm van collocaties als figuurlijke taal kan 
beperkt zijn.  
Verder toonden we aan dat de voorspelling van een woord verschilt wanneer het woord 
een figuurlijk of een letterlijk gebruikte uitdrukking afmaakt, in termen van de diepte van 
verwerking. Een woord aan het einde van een figuurlijk gebruikte uitdrukking pre-
activeert niet zijn woordbetekenis, terwijl een woord aan het einde van een letterlijk 
gebruikte uitdrukking dit wel doet. Wanneer de woorden eenmaal op het scherm 
gepresenteerd zijn en beschikbaar zijn voor integratie verdwijnen verschillen tussen deze 
twee condities. Deze resultaten tonen aan dat het moment van meten een cruciale factor 
is voor het beschrijven van de verwerking van figuurlijke taal. Het aantal figuurlijk 
gebruikte uitdrukkingen dat aanwezig is in de stimulus set is bovendien ook van belang, 
en kan het patroon van de resultaten beïnvloeden. 
Al met al draagt dit proefschrift in meerdere opzichten bij aan het veld van figuurlijke 
taalverwerking: Door het introduceren van een nieuwe manier van het meten van 
letterlijke activatie in uitdrukkingen, het benadrukken en aantonen van verschillen in 
meetpunten van activatie, het aantonen van effecten van de aanwezigheid van figuurlijke 
taal, en het aantonen van de mogelijke grenzen aan de flexibiliteit van figuurlijke taal 
zoals in het geval van collocaties.  
Zoals het de wetenschap betaamt wekken deze resultaten waarschijnlijk nieuwe vragen 
op. Maar al is het onderzoeken van figuurlijke taal dan misschien geen eitje, het is zeker 
de moeite waard om ons begrip van taalverwerking in het algemeen vooruit te helpen. 
Zo krijgen we de geheimen van wat figuurlijke taal nu zo speciaal maakt uiteindelijk 
boven tafel.
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dat we er iets moois van hebben gemaakt. Dat we dit konden doen, deels als eerbetoon 
aan Rob, waardeer ik ontzettend. Manon, het was een genot om samen te werken met 
een master studente die zo pienter en hardwerkend is als jij. Ik wens je alle succes in je 
verdere carrière, en ik hoop dat we nog eens een spelletje kunnen spelen als je in het land 
bent! 
Mijn dank gaat ook uit naar Prof. dr. Rob Schreuder, die helaas niet meer onder ons is. 
Rob was een wetenschapper pur sang en een grote inspiratie voor jonge wetenschappers. 
Met zijn persoonlijke aanpak, immense kennis, en een goede dosis humor wist hij zelfs 
van het urenlang doorspitten van woordenlijsten een feestje te maken. Ik ben trots hem 
te mogen eren door het onderzoek in hoofdstuk 5, waar hij ooit bij betrokken was, de 
wereld in te brengen. 
They say it takes a village to raise a child. This is probably true, but now I would like to 
coin a new phrase: it takes an army to support a PhD. A paranimph army, to be exact. 
And as far as those go, I have the best one. In no particular order:  
Andrea, ze zeggen dat een vriendschap die meer dan zeven jaar duurt voor altijd is, so I 
guess you’re stuck with me. ;) Het is prachtig om je de laatste jaren te zien groeien in de 
rol van moeder. Ik ben heel erg blij dat er slimme, goede, prachtige mensen zoals jij zijn 
die kinderen de wereld in brengen. Ik kan niet wachten tot Seb oud genoeg is voor dat 
drumstel. 0:) 
Max, zonder iets af te doen aan al de slimmeriken van de wereld, heb ik nog nooit 
iemand ontmoet met zo’n briljante humor als jij. Frisdrank drinken is gevaarlijk als jij 
aan het woord bent. Dat weet ik uit ervaring. Je slimheid en doorzettingsvermogen zijn 
inspirerend. Ik heb er fiducie in dat je immer een kornuit zal wezen om formidabel mee 
te converseren, en dat is mij zeer welgevallig. Also, you owe me for a lot of tea (kidding). 
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Sanne, het was een eer om je paranimf te zijn en ik ben trots dat jij dat nu voor mij bent. 
Hoe jij in het leven staat is een continue inspiratie. Je openheid, hoe lief je bent, hoe 
heerlijk en ontzettend gestoord je kunt zijn af en toe.. I just wish there were more of you. 
Wat een mooie wereld zou dat zijn.  
Jordy, baby blue eyes, je geeft ons allen hoop voor de jongere generatie. Je bent een 
vriend door dik en dun, liever dan je waarschijnlijk toe wilt geven, en altijd een steun en 
toeverlaat. Dankjewel voor de vele last minute koffie pauzes, de onophoudelijke steun, 
en de hilarische gesprekken.  
Willeke, jij heerlijke mafketel. Als ik jou zie kan ik niet anders dan glimlachen. Je bent 
een lichtpunt in elke kamer en onbeschroomd jezelf. We zien het leven en de wereld 
aardig hetzelfde, en het is een genot samen met jou door het leven te dartelen. Niet via 
de gebaande paden, via een gigantische omweg, volgens onze eigen regels, but we get 
there (and we had fun along the way).  
Next to my wonderful paranimphs, there were many other colleagues at the DCC that 
made my PhD years that much more enjoyable. Thank you all for your contribution, no 
matter how big or small. I cannot possibly mention everyone, but thank you. 
Dank aan student-assistenten Giulio en Puck, jullie zijn rockstars. Ik kon altijd met een 
gerust hart mijn deelnemers in jullie capabele handen achterlaten. Ik ben ervan overtuigd 
dat jullie succes zullen vinden in wat jullie dan ook kiezen in de toekomst. Heel erg 
bedankt voor jullie inzet! 
Xiaochen, thank you for the language lessons, the fun talks, and the way you 
unapologetically wear Christmas sweaters in the middle of summer. You’re a wonderful 
human being, and I’m glad you are joining me on the Language in Interaction journey. 
Also, I’m sorry for burning your cat. I blame João.  
João, I blame you (see above). For anyone else reading this: you can relax, it was a plush 
cat. Thank you for the DND talks, the laughs, and the failed attempts at trying to teach 
me how to play the spoons. You always made the office a bit brighter (and louder). The 
Grumpy incident is one for the history books. 
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Kathy, thanks for being a wonderful office neighbor for quite some time! You have a 
lovely calming presence and I wish you all the best of luck on your own PhD journey. 
Suhas, thanks for the fun talks, the games, and the interesting posts you always put out 
on social media. I’m sure your recent speaking award will not be your last, as it is a joy 
to listen to you. Your positive outlook is inspiring. We really need to stop the thirty 
second run-ins, though. Time to sit down for a coffee. 
Fenny, thank you for the rat talks. :) Je bent een echte free spirit en je reisverhalen zijn 
altijd inspirerend. Ik zie uit naar ons eigen tripje volgend jaar! 
Ricarda, waren alle mensen maar zo lief als jij. Bedankt voor alle leuke gesprekken en 
het samen nadenken over de wereld. Ik hoop dat we via NWO nog aardig wat met elkaar 
te maken gaan hebben, maar ik denk dat we dat zeker daarbuiten zullen doen.  
Nadine, you’re a brilliant inspiring boss lady and I look forward to seeing you achieve 
great things in your academic career and life in general.  
Arushi, it was always lovely to have our little chats here and there. Thank you for being 
a radiant presence in the office. 
Naast mede-PhDs waren er ook diegenen die de boel draaiende houden en het werk voor 
ons allemaal wat makkelijker maakten. Jolanda, bedankt dat je de spin in het web bent 
die altijd antwoord heeft op alle vragen. Ik denk dat ik voor alle PhDs kan spreken als ik 
zeg dat je een groot aandeel hebt in onze positieve ervaring op het DCC. Daarnaast ook 
bedankt voor alle leuke persoonlijke gesprekken, en natuurlijk de prachtige foto’s 
(waarvoor Coen ook bedankt!). Ik zie er naar uit om dit te herhalen. Vanessa, bedankt 
voor de hilarische momenten en ook jouw tomeloze inzet. Ook jij draagt meer bij aan 
de PhD experience dan je misschien zelf denkt. Je positiviteit is altijd aanstekelijk. Ook 
gaat mijn dank uit naar Femke die als graduate school coördinator zich inzet voor de 
PhDs. Bedankt voor de leuke gesprekken en de bereidheid mee te denken over mijn 
toekomstig werk. En bedankt ook aan Maaike, die de financiële (en volgens mij ook de 
rest van de) wereld draaiende houdt.   
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Mijn dank gaat ook uit naar de leden van de technische groep, die altijd klaarstonden 
met hulp en advies. Gerard, Pascal, Hubert, bedankt voor jullie software / scripts / 
computer support als ik weer eens binnen kwam wandelen met een vreemd probleem. 
Pascal, jij ook bedankt voor de leuke conversaties waardoor ik altijd Skyrim weer op 
wilde pakken, ook al was daar helemaal geen tijd voor.  
Ronny, dank voor het bewaken van het reilen en zeilen van de labs en de vele leuke 
gesprekken. Ik hoop je nog steeds een keer tegen te komen op Elfia!  
Miriam, onze samenwerking begon een aantal jaar geleden toen ik als PhD job ging 
helpen met het lab management. Deze taken groeiden en groeiden, en tijdens dit proces 
leerde ik steeds meer over mezelf en mijn interesses. Onze samenwerking groeide tot een 
vriendschap, en ik ben ontzettend blij dat je me de kans hebt gegeven om te ontdekken 
waar mijn interesses en vaardigheden liggen in het werk. Het is dan ook erg leuk dat we 
door mijn nieuwe functie nog steeds samenwerken :). 
Of course there is more to life than a PhD, and there are many people outside of the 
workplace that contributed to my ability to finish this journey in many ways. This next 
part honors them. 
To the DND and boardgames posse, I thank you for the continued distraction from work 
with hilarity and certified insanity. Dennis, you’re a force of calm and I’m always 
impressed with your tenacity. Thanks for giving the world another place to geek out 
(Games and Geekery in Wageningen, people, check it out!). Toni, stay weird, man. I 
admire your barbarian levels through the roof. Thanks for being the honest, upstanding, 
beautiful weirdo that you are. And for your part in the shop, of course. Danny, thanks 
for being so welcoming, spontaneous and hilarious. You always make me feel right at 
home. Ronald, thank you. For being there, and for taking it upon yourself to get to the 
bottom of uncomfortable things. I don’t think I can ever properly express what it means. 
Thanks also for never letting a historical inaccuracy (or a linguistic one, for that matter) 
slide, Mr. Medieval. Roan, thank you. For being the wonderful human being that you 
are. You rival Travis for best human award, and I dare to say this out loud. Thanks for 
the many CR talks, the support, and the abundance of laughs.  
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To the newest best friend (I’m not sure if that’s a paradox): Rebecca, you never cease to 
amaze and amuse me. Life takes strange turns when out of a seemingly negative 
situation comes a beautiful friendship. There really is sunshine after rain, and you’re the 
sunshine in this analogy. Thanks, Sparkles, for being so wonderfully strange.  
Daniel, you’re pretty cool too. Thanks for always letting me hitch a ride on your 
shoulder (well, in DND at least). 
I also want to extend a thank you to some of my online gaming buddies, without whom 
distracting myself from PhD duties would have been so much harder. Thank you Zeruel, 
Inane, WingedHussar, Davide, Cookie, Bundy, Xal, Woodman, Dannii, Gooby, 
Tegis, T-Rex, Lorne, Omega, and those of you with usernames I cannot mention in an 
academic publication, for the years of friendship and / or the side-pains of laughter. 
Een dankwoord gaat ook uit naar de dames die er vanaf het begin bij waren: Hannah, 
Fieke, en Stephanie. Dat we onze vriendschap zo lang hebben kunnen onderhouden 
zegt volgens mij genoeg. Ik hoop dat we daar nog vele jaren, high tea’s, spelletjes, en 
surprises aan toe mogen voegen. Hannah, van ons verwonderen over de kledingstijl van 
rechtenstudenten naar zoveel jaren later gesprekken over huizen en trouwerijen. Je bent 
een onophoudelijke steun in mijn leven geweest en ik waardeer je nuchtere blik op de 
wereld. Dank voor alle gekke, frustrerende artikelen. Fieke, dankjewel voor alle jaren 
lachen en de plezierige gesprekken. Ik ben altijd onder de indruk van hoe jij je staande 
weet te houden en altijd het mooie weet te zien in de wereld. Stephanie, bedankt voor 
alle leuke surprises in jullie prachtig versierde huis met Kerst! Ik wens jullie heel veel 
geluk in jullie nieuwe huisje, en ik hoop dat we daar weer zulke tentoonstellingen te zien 
krijgen.  
Een dankwoord gaat ook uit naar mijn nieuwe collega’s in het management team van 
Language in Interaction in het Donders Centre for Cognitive Neuroscience: Sander, 
Julia, en Kwan, hartelijk dank dat jullie me met open armen hebben ontvangen in jullie 
team! En voor jullie steun in de eindsprint van dit proefschrift. 
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Dit proefschrift (en ikzelf, for that matter) had(den) niet kunnen bestaan zonder mijn 
ouders. Papa en mama, bedankt voor jullie oneindige steun in mijn academische 
escapades. Dit boek is dan waar het uiteindelijk allemaal naar toe heeft geleid. Ik hoop 
dat jullie een beetje trots op me zijn, en ik hou van jullie. Dat zeg ik niet vaak genoeg. 
En Mark, jij ook bedankt voor de  vele uren spelletjes en de grote-broer-invloed op mijn 
nerdy zelf.  
En last but the opposite of least, mijn allerliefste Leon. Vanaf onze eerste, acht uur durende, 
date, had ik al het gevoel dat ik iemand had ontmoet die ontzettend speciaal was. 
Sindsdien is de tijd gevlogen. Iedere dag laat je me zien wat ware liefde betekent. In de 
woorden van John Green in Turtles All The Way Down: “It’s quite rare to find someone 
who sees the same world you see.”. We hebben samen al een sprong gewaagd uit een 
vliegtuig, en ik hoop dat daar nog veel mooie sprongen (zowel figuurlijk als letterlijk) 
achteraankomen! Ik ben een gezegend mens om mijn leven met jou te mogen delen, en 
ik hoop dat we voor altijd naar dezelfde wereld kunnen blijven kijken. Also, that’s doctor 
Idiot to you now. I love you. 
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Gymnasium Beekvliet in the Netherlands in 2007, she pursued her interests in the 
human mind by obtaining a bachelor’s degree in Psychology from the Radboud 
University with a specialization in Neuropsychology (‘Brain’ track). During her bachelor 
studies, Wendy participated in the honors track for excellent students, completing an 
additional honors bachelor thesis in addition to the required thesis. Over the years of 
studying, Wendy became more aware of ways to combine her love for language with her 
love for (neuro-)psychology. This led to an honors thesis on the topic of executive control 
in monolingual and bilingual adults and elderly. She participated in extra courses on 
language development and processing, and from thereon out her heart was set on 
pursuing psycholinguistic research. 
Wendy continued this pursuit by obtaining a research master’s degree in Cognitive 
Neuroscience from the Donders Institute for Brain, Cognition and Behaviour in 
Nijmegen, with a specialization in Language and Communication.  
Via a swerve of a few years, including a research assistantship with the Evolution of 
Semantic Systems project at the Max Planck Institute for Psycholinguistics in Nijmegen, 
Wendy found her way back to the Donders in 2015 to pursue her PhD with Prof. dr. 
Ton Dijkstra in the Idiomatic Second Language Acquisition (ISLA) project (with Dr. 
Helmer Strik, Dr. Catia Cucchiarini, Dr. Louis ten Bosch, Dr. Alexander Wahl, and 
fellow PhD candidate Ferdy Hubers). In addition to her experimental work and 
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and Behaviour. Here, she works as the research data manager to implement a (metadata) 
database for the project and to further consortium implementation of FAIR principles. 
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DONDERS GRADUATE SCHOOL FOR COGNITIVE 
NEUROSCIENCE 
 
For a successful research Institute, it is vital to train the next generation of young 
scientists. To achieve this goal, the Donders Institute for Brain, Cognition and Behaviour 
established the Donders Graduate School for Cognitive Neuroscience (DGCN), which 
was officially recognised as a national graduate school in 2009. The Graduate School 
covers training at both Master’s and PhD level and provides an excellent educational 
context fully aligned with the research programme of the Donders Institute.  
The school successfully attracts highly talented national and international students in 
biology, physics, psycholinguistics, psychology, behavioral science, medicine and 
related disciplines. Selective admission and assessment centers guarantee the enrolment 
of the best and most motivated students. 
The DGCN tracks the career of PhD graduates carefully. More than 50% of PhD alumni 
show a continuation in academia with postdoc positions at top institutes worldwide, e.g. 
Stanford University, University of Oxford, University of Cambridge, UCL London, 
MPI Leipzig, Hanyang University in South Korea, NTNU Norway, University of 
Illinois, North Western University, Northeastern University in Boston, ETH Zürich, 
University of Vienna etc.. Positions outside academia spread among the following 
sectors: specialists in a medical environment, mainly in genetics, geriatrics, psychiatry 
and neurology. Specialists in a psychological environment, e.g. as specialist in 
neuropsychology, psychological diagnostics or therapy. Positions in higher education as 
coordinators or lecturers. A smaller percentage enters business as research consultants, 
analysts or head of research and development. Fewer graduates  stay in a research 
environment as lab coordinators, technical support or policy advisors. Upcoming 
possibilities are positions in the IT sector and management positions in pharmaceutical 
industry. In general, the PhDs graduates almost invariably continue with high-quality 
positions that play an important role in our knowledge economy. 
For more information on the DGCN as well as past and upcoming defenses please visit: 
http://www.ru.nl/donders/graduate-school/phd/ 
