ABSTRACT In this paper, we have measured Electrodermal Activity (also known as Galvanic Skin Response or EDA) signal of young adult human subjects, during tasks associated with Visual attention, in order to investigate whether these signals carry any information regarding human visual attentiveness. We find that the phasic component of the EDA signal carries more information about visual attentiveness compared to the tonic component. Specifically, zero crossing rate is a feature that is found to be useful in differentiating between periods of low and high mental activity during visual attention related tasks. This paper proposes two new features namely the number of Gaussian peaks in the histograms of zero crossing rate and the overlapping area between two Gaussians which have been used to predict the visual attentiveness of the subject during tasks associated with visual attentiveness. A total of thirty human subjects have volunteered for the current experiment where they have been asked to complete three tasks (each task twice). These tasks are standard tests for visual attentiveness measurement. The proposed model has been tested on the collected dataset. In 91.3% cases, the result aligned with manual visual attentiveness test results. We have tried to investigate the EDA signal during good, average, and poor stages of visual attentiveness. Furthermore, the method gives better performance compared to the methods carried out using Electroencephalogram signals by other research groups.
I. INTRODUCTION
Brain functionalities, like visual attention or attentiveness, is an indivisible factor behind almost every task that a human performs. Often, visual attention becomes a vital cog for successful completion of a task. The significance of visual attentiveness is so high that it has earned an indispensable place for determining Intelligent Quotient (IQ) [1] , [2] . Almost every IQ assessment test comprises tasks related to visual attention to evaluate the visual attention level of the test takers. Psychologists have proposed various tasks to evaluate human attentiveness accurately. In a classical scenario, a psychiatrist or counselor asks a human participant to perform some task (mental activity) and evaluates her/him on the The associate editor coordinating the review of this manuscript and approving it for publication was Maurizio Tucci.
basis of difficulty and other factors associated with the task to determine her/his level of attentivness. These kinds of evaluations are very subjective as the accuracy of the result depends on the experience and skill of the test conductor.
Researchers have also brought the concept of Attentional Blink (AB) Paradigm [3] , [4] in order to reduce the amount of subjectivity of the results. In AB test a Rapid Serial Visual Processing (RSVP) is shown to the user and participant's task is to locate and identify some targets [3] , [4] . Over the years, the researchers have tried several modified versions of this paradigm. While the tests have been very successful for attentional shift measurement, it reveals little information about our neural and brain activity during visual attentiveness.
In the last few years we have witnessed the emergence of technologies like Electroencephalogram (EEG), Functional Magnetic Resonance Imaging (fMRI), Electrodermal Activity (EDA) etc. These technologies have given scientists the flip to study and analyze almost each and every aspect of brain functionalities. These technologies have been successfully applied to study the brain functionalities during behavioral and cognitive task [5] . Researchers have also applied these technologies to study the brain sub-regions which control attention [6] . While these researches reveal the exciting function of different brain segments, neural activity etc. it has inspired researchers to pursue the thought can we evaluate or model human visual attention more accurately in real time during a mental task-solving scenario with these kind of devices? This thought motivated us to carry out the current study.
In the present work we have collected the EDA signals of healthy young adult subjects while they are performing a web based visual attentional task. These signals were then analyzed and novel features related to the phasic component of the signal was found to carry information regarding the visual attentiveness of the subjects. The remainder of the paper is organized as follows. In the next section we have discussed the related works in this domain. Section 3 presents details of experimental setups and dataset collection. We have discussed the significance of the features and proposed method in Section 4. Results and our concluding remarks has been presented in the last section.
II. RELATED WORK AND BACKGROUND
Electroencephalogram (EEG) signals are widely used to study brain activities. These signals have been used extensively to study and model various cognitive tasks [7] . Research has also been carried out to develop various concepts and methodologies for modeling attention related issues using EEG signals [8] , [9] . An EEG based method was proposed [10] to examine the correlation between attention and EEG. They used 5 human subjects to study the attention level. They obtained a maximum accuracy of 89.4% for one subject and the mean accuracy varied between 65.5%-85.5%.
A well-known problem with EEG signals is its complex behavior. It is itself a very complex type of signal and needs extensive precautions to remove/reduce the effects of noise and other artifacts since more or less everything induces some noise in EEG signals. This encouraged the researchers to try out minimal channel EEG setup for visual attention modeling in order to reduce the complexity of the system and also to reduce the effects of noise [11] . But it is an undeniable fact that the use of EEG signal is not simple in a real time scenario (where a human is in classroom, workplace, home etc.). The use of EEG based methods comes with its own cost (in terms of complexity, noise etc.). The sensitivity of EEG signals toward noise and other issues like portability, handling etc. leads to difficulty in acquiring noise free signal in normal environment. Moreover, the signal captured in EEG is mostly from the cortical region of the brain and may not carry information about the activities deep inside the brain. Thus, it may not be suitable for capturing information related to visual attention as visual attention depends on frontal as well as anterior cingulate cortex [51] . So our foremost motivation was to use some simple yet powerful device, which will capture the neural activities and could be used in normal situations.
In 1890, Tarchanoff proposed [12] the galvanic phenomena of human skin. Electrodermal Activity (EDA), which is also known as Galvanic Skin Response (GSR), is a psycho-physiological signal calculated from skin resistance. Tarchanoffs study also revealed that this phenomenon is related to the outburst of mental activity in humans. In more recent time researchers studied this phenomenon in detail. Biologically, any kind of arousal in the sympathetic nervous system affects the eccrine gland, which causes sweating. EDA measures the conductance of the skin, which changes due to the sweat excreted by those glands [12] , [13] . The most interesting fact about the EDA signal is its portability. The signal is easy to acquire and the equipment is easy to handle. This gives researchers the freedom to model and study any real time scenarios and also experiment with small amount of wearable devices (Shimmers Sensing, iMotion etc. are some well know provider of such device). Volney Mathison used the psycho-galvanometer instrument to study human emotions [14] . The study has shown how the galvanic response could be used to study human emotions. Since then it has come a long way, researchers have employed EDA signal to study various neural disorders and cognitive functions like seizure, emotions, health, collaborative learning, decisionmaking, etc. [15] - [19] . Some major research has been done using skin conductance to study the cognitive load during different conditions [20] , [21] . Ikehara and Crosby [22] in their research of cognitive load observed that the skin conductance decreased when the task complexity increased.
Critchley [23] carried out experiment with EDA and fMRI to study what happens in brain during EDA signal recording i.e. to explore possible correlation between the fMRI and EDA. The work shows that the associate part of anterior cingulate cortex, which is also responsible for human visual attention control, gets activate during cognitive tasks. Though the work clearly shows that EDA could be used for analysis of various cognitive tasks (such as emotion, visual attention etc.) but there has been little subsequent work at modeling visual attention using EDA signals. In recent year, researchers have tried to model visual attention using EDA [24] , [25] , which demonstrated that it possible to measure or model human visual attentiveness. They have tried to find the relationship between eye blinking rate and electrodermal response. In their papers they have used the frequency rate of EDA to find the correlation between eye blinking and visual attentiveness. But the stimulus they have chosen for the experiment only considers the target identification while in literature we can see that the human brain has distinct attention systems which could be affected by various other factors. Location [26] , [27] , feature and object based [28] , [29] are three distinct areas where we see the effect of visual attention. If we show two objects, that are spatially separated, to test takers then can pay visual attention to only one of these objects in the same VOLUME 7, 2019 location [30] . Researchers have also verified that when we explicitly ask the test takers to pay visual attention to features like motion, neural activity in specific areas get increased and this plays a major role in directing visual attention [31] . In addition to these, if we direct them to look for color then visual attention is not captured for motion [32] , [33] . So, it is evident that the direction plays significant role in dictating the human visual attentiveness. Thus, we need to consider factors besides target identification when we are trying to carry out experiments on visual attention.
In the present work we have employed a methodology where we have taken into account all the three influencing factors [26] - [29] and we have employed EDA signals. The proposed method, along with new features, results in a substantial increase in the accuracy compared to earlier studies [12] , [24] , [25] .
III. EXPERIMENTAL SETUP AND DATASET CREATION
As mentioned in the previous section, the primary objective of this work is to analysis the mental activity of a human during any visual attentional task using EDA. In order to achieve this objective we had to involve human subjects in visual attention based activities where they need to complete some task within a given time span. Psychologists have proposed a variety of tests to measure human visual attentiveness. In the pioneering work of Yoshida et. al. [24] we can see that EDA can be used to study visual attention. However, they have used only visual search. On the other hand, as mentioned in the previous section, studies [26] - [29] have shown that location, object and feature can influence visual attention. Thus, we need to consider these factors as well while designing experiments on visual attentiveness and we need to select the stimulus where all the important factors are covered. Hampshire et al. [6] have used a visual cue based task in their research to study visual attention. Similarly, there are many other instances where researchers have used similar kind of visual cue to study visual attention [10] , [34] . In the present work we have used similar visual cue based setup prepared by Owen lab, Cambridge Brain Science, 1 which is one of the standard tests for visual attention level measurement and cover all the basic three factors related to visual attentiveness. These factors are measured using three basic tests to estimate the level of visual attentiveness of a human. These tasks are:
• Feature match Test [5] • Polygon Test [35] , [36] • Rotation Test [37] - [39] Each task has a time limit of 90 seconds and each task comprises several puzzles. The participants move to the next puzzle (under certain tasks) only after completing one. To remove any ambiguity, we have asked the participants to perform the task in same order (Feature task, Polygon Task and then Rotation task). This order is same across all the participants. In the following we provided a brief description of these tasks.
A. ROTATION TEST 1
This test checks the ability of the subject to mentally rotate objects. In this test two boxes of square shaped objects, colored in red and green, are presented to the subject. Now the subject has to identify if the rotation of one box would yield the other box. Based on the similarity the subject will then click onto the match or mismatch button. In Fig. 1 below we show a pair of objects that match and also a pair that match. 
B. FEATURE MATCH TEST 1
This test measures the ability of the subject to perceive and process complex visual stimuli. Two boxes, each containing a complex array of abstract shapes, appear on the screen. The subject has to identify if they are identical or not. In Fig. 2 below we show a pair of objects that are identical and also a pair that are identical. 
C. POLYGON TEST 1
This test measures the perceptual acuity of the subject. There are two panels in this test. One contains two overlapped shapes and the other contains just one shape. The subject has to identify if the single shape is identical to one of the overlapping shapes. In Fig. 3 below we show a sample of the panels in which one of the shapes is present in both panels.
In each of the above tests, the human subject earns reward points based on the accuracy of the response. The total reward points are a measure of the visual attentiveness of the subject. It may be noted that similar technique was employed for Attentional Blink measurement where we count the accuracy of the test takers and decide the attentional blink of the test takers [53] . Depending on the total reward point they have measured the overall standing of the candidate. As will be shown subsequently in this work, we find that there is a strong correlation between the total reward points and some features extracted from the EDA signal.
The methodology employed in the present work is to ask the human subjects to take the above mentioned tests and simultaneously measure the EDA signal from the subject. Three different tests were employed in the present work since they involve three types of mental activity. Thus, the model developed based on these would not be biased toward any one task.
It is worth mentioning that certain precautions were taken during the conduct of the tests. These are (a) The subjects are not performing any other work while they are taking the test. (b) The experimental environment is a normal room set up where the room temperature has been maintained in the range 24-26 degree Celsius. (c) All the experiments were carried out using a personal computer with good internet connection. The subjects have been instructed to answer the questions in the tests using a mouse and the EDA device has been placed on their other hand. (d) Precautions were taken to maintain the same environmental setup for all the subjects. (e) The subjects did not have any prior neural disorder related issues. (f) All the subjects were quite familiar with the lab environment that has been used for the study. (g) We have provided a one hour time window to each of the subjects so that they can calm down and relax. This window has been used as relaxing time which will ensure that the subjects are comfortable with the experimental setup when they are taking the tests. (h) The signals were collected only after they have assured us that they are in the best frame of mind for the task and signing the consent form. The equipment used for measuring the EDA signal is Bitalino Kit. 2 The hardware specification of the EDA sensor is as follows: Gain: 2, Range: 0-13S (with VCC = 3.3V), Bandwidth: 0-5Hz, Consumption: 0.72mA, Input Voltage Range: 1.8-5.5V. The sampling rate is 1 KHz. A screen recorder was employed to record all the activities of the subjects. These records have been used for annotating the raw signal later.
The experiments were conducted on 30 healthy young, adult subjects (17 males and 13 females) in the age group 16-24. As mentioned above, there was window of around 1 hour for relaxing. We have also collected the signal (20-30 sec. time frame) when the subjects were fully relaxed. The recording of the signal during actual test condition started only when the subjects hit the start test button and the recording stopped once the allotted time is over.
IV. FEATURE ANALYSIS AND PROPOSED METHOD
It has been observed that researchers have tried various methods to derive features from EDA signals in order to analyze different psychological states. Frustration of humans has been measured using EDA signal, where the researchers have tried to measure the Peak-to-Peak interval of Blood Volume Pressure (BVP) and have tried to find the correlation between EDA and BVP [40] . Subsequently Hidden Markov Model was applied to learn the patterns for recognition of Human Frustration [41] . A more advanced study has been carried out in this domain, where eight emotions have been studied and analyzed. Sequential Floating Forward Search and Fisher Projection have been used for better feature selection [19] .
Earlier researchers have discussed about Phasic and Tonic properties of EDA signals [52] . While for emotions and other affective computing [15] - [19] , where the response for the stimulus rises very slowly, people have preferred tonic signal over phasic one. But the work of Yoshida et al. [24] shows how visual attention could be analyzed using the phasic property of the signal. We have also utilized the phasic property of the signal but we have incorporated few new interesting features, which in turns improved the overall prediction.
Features such as standard deviation, slope, area under the curve, average of the peak amplitude, average number of peaks [42] has been used to analyze the EDA signals. In addition to these features, classifiers such as Support Vector Machine (SVM) have been also employed to predict different states associated with the EDA data. As is well known, SVM [43] - [45] is one of the most common and effective learning algorithms used for classification of the active learning task.
However, as will be discussed subsequently, a major emphasis of the present work is on discovering features that carry information regarding visual attentiveness. Thus, we have employed decision tree based classifiers in the present work. In the next subsection we will discuss in detail the new features proposed in this work.
A. GENERAL OBSERVATIONS DURING THE FEATURE ANALYSIS
It is informative to look at the data before initiating a formal analysis. As explained in the previous section, the earned reward points are a strong indicator of the visual attention level of the subject. Therefore, in Fig. 4 and Fig. 5 we have shown the signals of two subjects such that one possesses a high visual attention level and the other has a low visual attention level as indicated by the earned reward points. The first step towards identification of good features, which could differentiate between low, high and average visual attention levels, was the following observation: The number of waves per unit time was higher in the subject with high visual attention level and was lower in the case of the subject with low visual attention level. Moreover, the number of waves per unit time increased when the subject was performing some task (i.e. whenever a new question was presented by the testing system).
It may be noted that while only two such results were shown above, similar observation were made in most of the samples collected. Moreover, there were several instances where the same subject exhibited different levels of visual attentiveness across different tasks, but the above observation held true. This shows that the observation is not correlated with the general aptitude or IQ level of the subject but is related to the actual visual attentiveness of the subject.
The above observation encouraged us to explore this feature further. The number of waves per unit time can also FIGURE 6. Histogram of zero crossings for subject 1 for rotation task (performed first time). The total reward (manual scoring) was 132.
FIGURE 7.
Histogram of zero crossings for subject 1 for rotation task (performed second time). The total reward (manual scoring) was 109. be expressed as the zero crossing rates [46] , which is a very common feature in speech processing. The pseudo-code for calculating the zero crossing rate is given in Appendix. We have computed the zero crossing rates with respect to a moving average, where each window size is 1 second (1000 sample points) and the shift of the window is also 1 second (1000 sample points). Thus, for each subject and task, we obtain large number of values of the zero crossing rate. These rates are then plotted as histograms. These histograms of the zero crossings are shown in Fig. 6 to Fig. 11 for various subjects, different tasks and different attempts. These histograms reveal some interesting patterns and provide us with the features that can differentiate between high and low visual attention stages of humans. 
FIGURE 11.
Histogram of zero crossing of subject 2 at rest condition. Fig. 6 is shows the histogram of zero crossing when the subject has performed the rotation task for the first time with a total reward point (manual scoring) of 132. Similarly, Fig. 7 is the histogram for the same subject when he/she has performed the rotation task for the second time with a score of 109, as obtained from the earned reward points. It is interesting to note at this stage that his/her performance on the first attempt was significantly better than his/her performance on the second attempt as measured by the total reward points. As will be shown subsequently, the shape of the histogram correlates very strongly with the visual attention level.
A detailed examination of these histograms reveal that there are two stages of mental activity with zero crossing rates in the ranges (300 -400) and (600 -700) respectively. The key observation is that the peaks in the histograms are quite sharp when the visual attention level is high (as in Fig. 6 ) and the peaks are more spread out when the visual attention level is low (as in Fig. 7) . High visual attention level seems to correspond to a clear separation between these states while low visual attention levels lead to a more scattered histogram. Interestingly, the EDA activity of the same subject at rest condition, shown in Fig. 8 , also shows the same behavior. From the above discussions we can infer that the spread in the histograms of the zero crossing rates can be a feature that can differentiate between high and low visual attention stages of humans. In order to have more faith in this feature, we examined similar histograms of another subject (namely subject 2) whose visual attention levels were found to be average based on the scoring techniques described earlier.
The histograms of zero crossings in the EDA signals for the second subject are shown in Fig. 9 to Fig. 11 . The histogram plots are for feature test performed for the first time, feature test performed for the second time and at rest condition respectively. It may be noted that based on the total reward points, subject 2 shows an overall average visual attention. Interestingly the subject had done remarkably well in the feature test when he/she had performed the task on the second time. However, the performance of the subject was very poor on the first attempt. The trend observed in the case of subject 1 is clearly getting repeated in the case of the second subject i.e. the spread in the peaks of the histogram increases with decreasing visual attention. Thus, it is clearly evident that this feature possesses very close relation with visual attention. While we have shown the above for only two subjects, similar results were observed in all the cases.
An analysis of the histograms in rest condition of both the subjects (Fig. 8 and Fig. 11 ) further underlines the importance of this feature. We can observe that the shapes of the histograms, obtained under rest condition, are very similar to those obtained when some mental task is being performed. This implies that that the effect that we are observing is an intrinsic property of the subject and not an artifact of the task that the subject is performing. As mentioned previously, a similar pattern was observed for all the subjects and across all tests. 
B. A MODEL FOR VISUAL ATTENTION LEVEL
The above discussions lead us to a model that will allow us to quantify our approach. The first step in the development of the model is the observation that each histogram of zero crossing rates could be considered as a mixture of Gaussians [47] . The histograms may contain one, two or several Gaussian components. For example, it is evident from Fig. 6 that the histogram contains two Gaussian components. Moreover, the overlap among Gaussian components is very small. In Fig. 12 we have shown the best fit Gaussian mixture model of the histogram that was presented in Fig. 6 . This is the histogram of subject 1 when he/she has shown high visual attention level. In contrast, Fig. 7 and Fig. 9 also contain two Gaussian components but with significantly greater amount of overlap. The best-fit Gaussian mixture models are shown in Fig. 13 and Fig. 14 corresponding to the histograms in Fig. 7 and Fig. 9 respectively. The histogram in Fig. 9 contains three Gaussian components. It is worth mentioning that this was a test where the visual attention of subject 2 was found to be very low according to the earned reward points.
We now consider the observations from Subject 3 to further validate our feature and the resulting model. It may be noted that Subject 3 demonstrated an average visual attention level overall as per the calculations based on the reward points. Though Subject 2 and Subject 3 possess over-all average visual attention but a precise calculation shows that the performance of Subject 2 is comparatively better than that of Subject 3. The histogram of zero crossings, for one of the tests taken by Subject 3 (rotation task; participant has scored 38), is given in Fig. 15 and the corresponding best-fit Gaussian mixture model is shown in Fig. 16 . It is clear that the overlap be-tween the two Gaussian components have increased significantly for Subject 3. It has been also observed that those who posses very low visual attention level during the task, their histogram always contains more than two Gaussian peaks. Based on the above observations we can conclude that the overlap between the Gaussians and number of Gaussian peaks in the histogram are features that can be used as interesting features. In the present work we have measured the overlap between the Gaussian components using Weitzman number [48] . Based on our analysis, we are proposing a feature extraction method as follows. The steps to be followed are described below: 1) Measure the EDA signal of the subject during visual attention related task. 2) Measure the zero crossing rates using the moving window method as described in Appendix. It is evident from the above that these features (number of peak in best fit Gaussian mixture model and the overlap area between two Gaussians) could be used to classify different visual attentional stages when the subject is performing visual attention related tasks. Researchers have used SVM [43] - [45] but a detailed analysis of the results obtained using SVM shows that for the borderline cases (i.e. borderline of average and poor or borderline of good and average) the margin is very small leading to a higher confusion compared to the ID4.5 classifier. In Figure 17 we have compared the overall accuracy of all the classifiers that we have used and this clearly indicated that ID4.5 is slightly better than the SVM. In addition to the above point we would like to mention another fact, the participant with good visual attention is not very common in general population. As a result our dataset have very few samples of good visual attention which may create a problem during classification. As a result, We have mainly focused on decision tree based classifier like Classification and Regression Tree (CART) [49] and Decision tree (ID4.5) [50] . In the first stage number of peaks in the Gaussian mixture model for the histogram classify the visual attention level into High and Poor classes. In the next stage the Weitzman number has been employed only for samples classified as High to further sub-classify them into Good and Average classes.
V. RESULTS AND DISCUSSION
The method for creating the dataset has been discussed earlier. A total of 180 signals samples were collected from 30 healthy human subjects. The visual attention level of 88192 VOLUME 7, 2019 each signal was labeled as Good, Average or Poor based on the reward points during the tasks. The Cambridge Brain Science1 has tagged the participants using the 1st and 3rd quartile method. According to their method, the tagging thresholds are described in Table 2 These labels therefore play the role of actual class labels in a standard classification task. In other words, in the present work we have tagged each of the 180 samples collected by us into three classes, Good, Average and Poor, based on the thresholds as given in Table 2 -4. Our classifiers, CART and ID 4.5, were then trained to learn these classes.
The model described in the previous section was applied on each of these signals and the level of visual attention was again predicted into the above three classes using a Classification and Regression Tree (CART) [49] classifier, Support Vector Machine (SVM) [43] - [45] and a Decision tree (ID4.5) [50] classifier. The detailed results are presented in Figure 17 and Table 5 -Table 8 . The overall accuracy of the proposed method is summarized in Table 5 . It shows that we obtain an accuracy of 91.3% (mean) with ID 4.5.
Further details are given in Table 6 - Table 8 in terms of the confusion matrix with the ID 4.5 classifier, for each type of test.
As can be observed from Table 5 , that though CART gives the highest accuracy (94.7%) but the mean is low when we run a 10 fold cross validation whereas the ID4.5 gives an overall accuracy of 91.5% (mean). But the confusion matrix (Table 6 -Table 8 ) leads us to further investigate the result (which we have discussed at beginning of this section also). A closer look at the confusion matrix shows us that most of the classification errors occurs either between Good and Average or between Average and Poor classes. A more detail analysis into those error cases reveals that in the most of the error cases the reward points secured by the participant was close to the thresholds as given in Table 2 -4. For example, Subject 3 had secured a total score of 144 in Feature test (performed first time) and according to the threshold value, the score could be treated as borderline. This leads to the classification confusion. Furthermore, we can observe that only 1 case the Poor has been classified as Good. The Confusion matrix given above is a case where we have obtained the accuracy of 92.2% and we have used the Cambridge Brain Science1 tagging as our ground truth.
We would like to mention another point here, the gaussian fit of rest condition and good visual attention looks more or less similar visually. So if we include rest condition as another class then it is very difficult to distinguish between those two classes. But a rigorous analysis revealed that the standard deviation of rest condition and good visual attention is a good feature to differentiate between these two classes. The analysis is as follows (9): However, we would also like to mention that we have not included the rest condition as a new class in this study. VOLUME 7, 2019 
VI. CONCLUSION
In this work we have presented two new features for discriminating between visual attention states, when subjects are performing tasks requiring visual attention, using EDA signals. The proposed model is found to be remarkably good with a mean accuracy of 91.3% when we used ID 4.5 classifier. This is an improvement over earlier efforts using EEG and has the added advantage of ease of use. In future we would try to extend this model to learning related tasks and build models for learning rates and learning capacity of humans.
Venables and Christie [54] and Edelberg [55] have recommended the middle finger (medial phalanx) and index finger as the preferred EDA collection areas because these two areas are less prone to movement and scarring effects and help us to avoid EDA asynchrony. Venables and Christie [54] also made some useful recommendation for choosing the hand (right or left). According to them non-dominant hand is more suitable than the dominant hand as the non-dominant hand is less callous. However, EDA collected from different site could lead to different results and this is why we have collected data from hand only. Furthermore, other factors such as gender and age group can also influence the EDA signal characteristic. Though we have tried to maintain the gender distribution in our study but the age group is between 16-24 years. So we cannot say that our results will generalize for other age groups. These could be considered as a limitation of this study.
APPENDIX
In this Appendix we have provided the pseudo code for obtaining the zero crossing within a window of 1000 samples keeping in view that the sampling rate is 1000 samples per second. 
