INTRODUCTION
ITH THE advancement of computer centered technology, electromyography (EMG) signal finds its utilization in a variety of application areas. These may include analyzing of neuromuscular difficulties, controlling prosthetic/orthotic limbs, I/O for virtual-reality games, manipulation of physical exercise equipment, or development and controlling of human-computer interfaces (HCI) [1] . Over the span of the last 40 years, an extensive effort was put in by many researchers, and as a result improvement was observed in various directions of EMG signal monitoring, processing and controlling. However, in developing the EMG signal based controller, most of the researchers find the signal classification task the most challenging since it relies on certain functional requirements. It may be due to the enormous variations of EMG signal properties and morphology with differences in the signature characteristics subjected to age, muscle activity, motor unit pattern, skin-fat layer and gesture style. Furthermore, due to very sensitive nature of the EMG signal, it can easily exhibit interference by different types of noises. These noises may include inherent equipment and ambient noises, electromagnetic emissions, motion artifacts and cross-talk between nearby tissues [2] . In some cases, it is problematic to acquire the informative signal pattern from the residual weak muscle group of a disabled or amputee person. Even more complications may arise while dealing with the solution of multiclass classification problems [3] . EMG signals can be employed as an alternative input mechanism to control an external peripheral or device by identifying the motion commands. This is done by interpreting the signals originating from the body muscle and transforming it into desired control operations. To do so, some of the significant features are extracted out of the EMG signals for each movement of hand muscles and then the EMG signal is classified by applying a proper discrimination technique based on extracted feature parameters. However, due to the intense complication, properties associated with the EMG signals result in getting a precise formulation for structural or mathematical model which can relate the signal to corresponding motion command. Artificial Neural Networks (ANN) have emerged as a significant and efficient tool for analyzing complex data and pattern classification. The ANNs are formed by mimicking the low-level tasks of biological neurons which make them particularly useful for recognizing and classifying complex patterns [4] . Some of the pioneer research work for EMG signal classification task can be mentioned herewith: integral absolute value (IAV) feature based feed-forward ANN [5] , AR parameter based ANN [6] , independent component analysis (ICA) based ANN [7] , different multi-layer perceptron (MLP) based neural network [8] - [10] , Hopfield and adaptive resonance theory (ART) based neural network, and later finite impulse response neural network (FIRNN) [11] , and linear vector quantization (LVQ) type ANN [12] . It should be noted that different types of ANNs are available depending on their structure and training model. Hence, selection of proper ANN structure and training method is essential to perform a certain type of tasks efficiently. The review process found that most of the ANN based EMG signal classifiers suffer from a lack of information regarding network optimization. Moreover, insufficient articles have been found to discuss more precisely the improvement of the classification success by utilizing single channel EMG signals.
This research work mainly focused on designing an ANN classifier based back-propagation training algorithm and optimizing its structural design for the classification of W 10.2478/msr-2013-0023 EMG signals to gain acceptable accuracy by comparing with other related works. The Levenberg-Marquardt and scaled conjugate gradient based back-propagation training algorithms are used to train the network. These two training algorithms have been chosen since they provide faster training for solving pattern recognition problems using the numerical optimization technique [13] . Their classification performances with different network architecture are reported in the result section.
SUBJECT & METHODS
ANN models are basically structured with many interconnected network elements which can develop pattern classification strategies based on a set of input/training data. The ANN models working in parallel provide higher computational performance than traditional classifiers which function sequentially. The EMG signals are obtained for different kinds of hand motions, which are further denoised and processed to extract the features. Extracted time and time-frequency based feature sets are used to train the neural network [14] . The block diagram of ANN based EMG signal classification is shown in Fig.1 [15] - [18] , are extracted from the EMG signals and used as inputs to the neural network. The subsequent sections explain the details of the design architecture and training of the ANN. 
A. Acquisition of EMG Signals
Most of the previous research works utilized multichannel EMG signals to achieve better classification. Some of the previous studies [15] , [19] - [21] present that it is beneficial to use EMG signals of multiple channels. However, though the use of increased numbers of channels will increase the average classification accuracy, a reduced efficiency may be observed for the numbers of channels greater than four [17] . On the other hand, some researchers are interested in considering the best and significant features other than using multichannel EMG signals or a combination of these approaches [22] . Placement of electrodes in different locations of muscle sites may help to achieve an improved classification rate despite the utilization of increased numbers of features.
For this work, the Surface EMG signals were acquired from 3 able-bodied persons aged 25-32. Before the signal acquisition process, each subject's consent has been taken by giving them the outline of the research work. The device used for the acquisition of single channel EMG signals was BIOPAC-MP100C data acquisition system (shown in Fig.2 .) manufactured by BIOPAC Systems Inc. USA. It was equipped with data acquisition unit MP100A-CE, universal interface module UIM100C, electromyogram amplifier module EMG100C and acquisition software AcqKnowledge. v 3.1.9 [23] . The sampling frequency was 1000 Hz and gain set to 1000. The optimal position of the electrode placement has been determined by performing several trials of the acquisition experiment. As the hand movements are generated by the muscle contractions in forearm section, EMG signals are collected from the brachioradialis position and flexor carpi ulnaris muscle sites using differential electrodes [24] . Fig.3 . shows the possible location of muscle site and placement of electrodes with the reference electrode near the wrist position. The muscle sites are selected carefully by properly placing the electrodes so that they provide strong activation pattern for EMG signals with minimal cross-talk [25] . A judicious placement of surface electrodes for different subjects is considered and a generous selection of the channel with more informative raw EMG signals is ensured. The EMG signals were collected for different voluntary movements of the subject's hand in four directions (Left, Right, Up and Down). From any reference point, movement of hand in a horizontal left direction is considered as Left, and Right is hand movement in horizontal right direction. Up is the upward movement of hand from the reference point and Down is downward movement. The average time required to perform each movement was around 500 ms. Each EMG signal set has been collected for 70 seconds including 5 seconds rest at start and end of signal acquisition. It is considered to record around 50 to 55 actions in the time period of 60 seconds by practicing the speed of hand movement before starting the signal acquisition. The EMG signals are stored on a Windows XP based personal computer for post analysis and processing. MATLAB programming platform is used for coding the necessary modules and subroutines for EMG signal processing and ANN based classification. 
B. Preprocessing and Feature Extraction
Since the EMG signal is sensitive to external noise sources and artifacts, most noise sources can be classified as electrode noise, motion artifacts, power line noise, ambient noise, and inherent noise in electrical and electronic equipment. If these contaminated signals are used, it will yield undesirable, very poor classification. The first three types of noise can be removed by applying some typical filtering techniques like band-pass filter, band-stop filter or using good quality equipment with properly placed electrodes. However, sometimes it is difficult to eliminate the effect of other types of noises/artifacts if their frequencies overlap with the dominant frequency range of EMG signal [2] . A 6-th order Butterworth band-pass filter and cut-off frequency of 20-500 Hz is used to remove the first 3 types of noise. Since the dominant frequency range of the recorded signal is 70-300 Hz, a notch filter with 3db gain and cut-off 49-51 Hz is applied to remove 50 Hz power line noise. Afterwards, the wavelet transform method is applied to EMG signal for denoising since it has various scales and resolutions to process signals and it can successfully localize both time and frequency components. Additionally, the wavelet technique provides good frequency resolution at high frequencies. So the noise components in the desired signal can be isolated while important high-frequency transients are preserved [17] . The collected EMG signal for 4 different hand movements (left, right, up, down) are segmented of 500 data points for each type of motion. A 4-level discrete wavelet transform (DWT) is used for the decompositions of EMG signal with Daubechies (db2) mother wavelet function according to the previous research [26] . Later on, the features were extracted for each type of hand movement from the denoised EMG signals [23] .
Because of complex signal pattern of EMG signals, it is essential to select significant features for efficient classification since it determines the success of the pattern classification system [11] . However, it is quite problematic to extract the best feature parameters from the EMG signals that can reflect the unique feature of the signal to the motion command perfectly. Hence, multiple feature sets are used as input to the EMG signal classification process. Some of the features are classified as the time domain, frequency domain, time-frequency domain, and time-scale domain; these feature types are successfully employed for EMG signal classification. In this research work, seven statistical property based time and time-frequency features, namely MAV, RMS, VAR, SD, ZC, SSC and WL, are used. For each type of hand motion, the above mentioned features are extracted from the segmented and denoised EMG signal and fed as input to the neural network based classifier. A total number of 204 sets of input vectors and target vectors are fed to the network for training purpose. The input feature vectors are normalized in the range of [-1, +1] for the efficient and faster training of neural network. A sample input vector and its corresponding target vector are shown in Table. 1. 
C. Architectural Design of ANN
The basic architecture of feed-forward back-propagation based network is shown in Fig.4 . The designed ANN is of MLP type consisting of 3 layers: input layer, tan-sigmoid hidden layer, and linear output layer. Other than input layer, each of the layers has a weight matrix W, a bias vector b and an output vector a. The weight matrices connected to inputs are called input weights (IW) and weight matrices connected to the hidden layer outputs are called layer weights (LW). Additionally, superscripts are used to denote the source (second index) and the destination (first index) for the various weights, biases, and other elements of the network. P is the input vector, n is the layer output before transfer function and a is the actual output vector of a layer.
For optimized condition, the ANN was found to perform well if it was designed with 7 inputs, 10 tan-sigmoid neurons in hidden layer and 4 linear neurons in the output layer. The Detail structural design for feed-forward condition is depicted in Fig.5 . It is still under challenging task when it comes to decide and select a number of neurons in the hidden layer. A large number of hidden neurons may deteriorate the performance of the network. It essentially requires huge memory to store huge numbers of network variables and hence training becomes complicated. However, if a too small number of neurons is used in the hidden layer, the network cannot adjust the weights and biases properly during training, which results in overfitting. Overfitting makes the network excessively complex, thus the non-generalized network generates random error and provides very poor classification. Due to the lack of specific rule in finding the numbers of hidden neurons to obtain optimized performance of the network, the performance criteria for different ANN architecture have been analyzed to identify the numbers of neurons.
After designing the ANN with specified architecture and different hidden neurons, a suitable and efficient backpropagation training algorithm is required for the adjustment of synaptic weights and biases at different layers. The backpropagation training algorithm basically sets the weights and biases to minimize the performance (Mean Square Error -MSE) by using the gradient of the performance function. It was mentioned earlier that the classification efficiency of ANN depended on the selection of proper feature set, network structure, and training algorithm.
For this research, both the algorithms, namely LevenbergMarquardt and scaled conjugate gradient, are applied to find out their applicability and performance in ANN. The numerical optimization techniques based LevenbergMarquardt is the fastest and powerful method for training of moderate-sized feed-forward neural networks. The scaled conjugated gradient algorithm gives the solution to choose nearly conjugate directions of search instead of calculating the Hessian matrix or performing a line search. Some of the steps are also taken into consideration to improve the network generalization and to avoid overfitting. This is done by dividing the training input data in a random manner; 70% for training, 15% for validation and 15% for testing. In addition to these, the numbers of data points in each training set are plenty enough to estimate the total numbers of parameters for different architecture of the network. As per the requirement of improving the network generalization, the early stopping method was also applied during training. Two early stopping criteria are used: one is total mean squared error, MSE <=0.001 and another is the number of maximum training iterations set to 1000. For each of the training sessions, the weights and biases for input and hidden layers are saved and are utilized in the next training session iteratively until a satisfactory simulation result is obtained. This is the general process to speed up the training, thus advancing the network with improved performance and less training time consumption. With different input features and corresponding targets, the network has been trained repeatedly until it has achieved some performance criteria (acceptable tolerance, training time, epochs). 
D. Optimizing the Neural Network for Classification
The network has been trained with 204 sets of data points which are extracted from the denoised EMG signals for predefined hand movements. Each set of data comprises an input feature vector obtained from a specific type of hand movement and its corresponding output vector. The training and performance testing of ANN are done by applying both Levenberg-Marquardt (trainlm) and scale conjugate gradient (trainscg) algorithms. During each time of the training period, both algorithms function to adjust the weights and biases of the network in such a way as to minimize the MSE and hence increase the rate of network performance [14] .
For the successful training, some of the conditions are set. These are the MSE set to 0.001, maximum validation failure set to 6 times, learning rate set to 0.05, training status display set to 1 and the maximum number of epochs set to 1000. The performance of the training is evaluated with MSE of the training data, correlation coefficient, i.e. regression (R) between the network outputs and corresponding target outputs and the characteristics of the training, validation, and testing errors. The networks with the best performance (lowest MSE, highest R) and almost similar error characteristics among the training, validation and testing are selected as the optimized network for the respective network architecture. During training session, if a large variation of error is being observed then the network structure could be considered unsatisfactory even though the MSE shows minimum value. Hence, further tuning and training of the network is necessary for achieving better performance. For the whole research work, different numbers of neurons for hidden layer have been chosen for both types of back-propagation training algorithm to find out most optimized and best performed network structure through studying the MSE and R.
RESULTS
The network responses and the performances for different architectural design are verified with the help of statistical analysis of MSE and R. Each of the different ANN architectures has been trained and then simulated for 10 times and their respective network performances (in terms of MSE and R) are collected. The graphical presentations of MSE are shown in Fig.6 . where the comparison of the performances of different network structures can be viewed through error bars of mean and SD. The graphical presentation (Fig.7.) of the regression analysis of the network responses (R) for different network structures and different training algorithms is clearly promoting the ANN structure with 10 hidden neurons and Levenberg-Marquardt algorithm in preference to the other type.
The designed ANN structure has also been studied for different combinations of feature sets. Fig.8 . shows the error histogram for different combinations of feature sets. The optimized ANN structure is trained by both types of learning algorithms with input-output feature vectors and is simulated for several times. For a single run, the training is stopped after 10 epochs since the validation error increased for more than six times as shown in Fig.9 . The training, validation, and testing errors were in fairly good conditions with the characteristics set during training. For a single trial, the confusion matrix is also presented in Fig.10 . with the detailed classification performance of the network during training, validation, testing and overall. The detailed performance of network during training, validation, testing and overall during a single trial is shown by confusion matrix for different classes in Fig.10 . The numbers as presented with Target Class and Output Class are for different hand movements ('1'-Left, '2'-Right, '3'-Up and '4'-Down). Considering the Training Confusion Matrix, there are 142 hand movements in total ('1'-37, '2'-40, '3'-35 and '4'-30), which are randomly chosen from input data to the neural network. The Light green color area is for correctly classified numbers; the red color area is for misclassified numbers, the deep green area for average classification, and blue color area is for total average classification. The percentage shows the ratio of the number with the total number of movements. If we consider a class '2', 39 numbers of movements are correctly classified. On the other hand is a single movement misclassified as class '3' which belongs to class '2'. So, average classification for class '2' is 97.5% and 2.5% belongs to wrong classification. Finally, for Training Confusion Matrix, the total average classification by considering all types of class is 88.7% and 11.3% is a misclassification. The generalization and performance of the trained ANN have also been tested for classifying completely unknown EMG signals. The extracted feature vectors for different hand motions are fed into the trained network without the corresponding target vectors. The probable output is to be expected as 1 in its index position for a specific type of hand movement. The classification output of the trained network is presented in Table 2 ., where p1, p2…p10 represent the extracted feature vectors from the test EMG signal. The bold numbers are denoted as the properly classified movements since these are the largest and/or closer to 1. Table 3 . presents the summary of classification performance of different ANN architecture. 
DISCUSSION
Among various types of proposed ANN architecture, the feed-forward back-propagation type MLP is widely used to solve the pattern classification problems. The capability of learning from examples, the ability to reproduce arbitrary non-linear functions of input, and the highly parallel and regular structure of ANN make it especially suitable for pattern classification tasks [6] , [27] . The ANN structures are capable of extracting useful information from the raw signal and can represent them through layers of significant numbers of neurons with associated weights and biases between the layers.
From Fig.6 ., the lowest mean and the lowest SD of the MSE have been observed in the ANN designed with 10 hidden neurons and trained with Levenberg-Marquardt training algorithm. In contrast to other network structures with different numbers of hidden neurons and scaled conjugate gradient training algorithm, this network performs better in terms of MSE. From Fig.7 ., it can easily be sorted out that the highest correlation coefficient is achieved for the ANN with 10 hidden neurons and Levenberg-Marquardt training algorithm. Compared to the other type of ANN architecture, this designed network shows the lowest mean and the lowest SD. It can be concluded that, for the efficient classification of single channel EMG signals, the ANN structure could be said to be optimal if it is designed with the Levenberg-Marquardt algorithm for back-propagation training and 10 neurons in its hidden layer. The MSE error histogram as presented in Fig.8 . suggests that, using 7 features as input to the ANN will achieve better classification accuracy since most of the MSE errors for training are likely to concentrate near the "zero errorˮ line.
The validity of the ANN training performance as presented in Fig.9 . proves that the training, validation and test error curves are almost identical, which helps to converge the ANN more quickly by complying with the necessary characteristics set. By analyzing the classification performance in Table 3 ., it can be understood that the Levenberg-Marquardt algorithm based neural network with 10 hidden neurons yields the best classification rate and the required time is minimum. This network outperforms other network structures regarding the number of iterations required, time elapsed, classification rate, MSE and R. The performance of the Levenberg-Marquardt and scaled conjugate gradient training algorithms has been compared since these are well popular for faster training and solving pattern recognition/classification problems [13] . It is observed that the computational requirement of LevenbergMarquardt is a bit higher than the scaled conjugate gradient, however, it is actually responsible for providing better correlation and thus generates higher classification accuracy. Levenberg-Marquardt algorithm utilizes an adaptive learning rate and it does not show any oscillatory behavior during learning. The result analysis has clearly unfolded that Levenberg-Marquardt training algorithm with optimal network structure provides better classification with faster response, high error goal and less iteration which certainly agree with previous works [28] , [29] .
The classification performance of the designed ANN has also been compared with some of the previous researches as presented in Table 4 . The study shows that the use of an increased number of channels increases the classification efficiency and another concluding remark from previous studies shows that the classification efficiency decreases with an increase in output class and vice versa [30] . From Table 4 ., with 2 channels EMG signals, 95% and 93% classification accuracy was achieved since there were only 2 classes and 4 classes, respectively. Use of EMG signals from multiple channels helps them to achieve a higher classification rate, whereas, since the number of classes increases for the second and fourth example, the classification performance reasonably decreases even if 4 channels of EMG signal are used. This research work utilizes single channel EMG signal and shows the success rate of ANN with Levenberg-Marquardt training algorithm. Single channel EMG signal classification has been improved compared to previous research works where multiple channels were utilized. It proves that a better classification performance can be achieved without any prior training to the subject. 
CONCLUSIONS
The feed-forward ANN with back-propagation training algorithms has been trained with the extracted features from EMG signals to classify different hand motions. Different types of network architecture, depending on numbers of hidden neurons have been chosen and their classification performances have been analyzed. With thorough performance comparison and by tuning the network structure, it can be concluded that the ANN is optimized for better classification performance with 10 hidden neurons. The result shows that Levenberg-Marquardt based optimized ANN architecture can efficiently classify the single channel EMG signals with an average successful classification rate of 88.4%. Moreover, the best overall classification performance, 89.2%, has been achieved for a single trial. The comparison of simulation results also indicates that among the back-propagation learning algorithms, Levenberg-Marquardt algorithm performs better than the scaled conjugate gradient algorithm, which agrees with the previous study as mentioned earlier. The result significantly demonstrates the suitability of the proposed design and optimization process of ANN with LevenbergMarquardt algorithm for the classification of single channel EMG signal classification. However, the designed ANN structure has not yet been tested for the EMG signals from disabled or aged people. They could have different musculatures and different ways to move hand muscles which may result in huge noise and poor EMG signals. This may yield poor classification performance of designed ANN and it may require a redesign of the network through trial and error to achieve better classification performance.
