This paper is concerned with the reliability of weighted combinations of a given set of dichotomous measures. Maximal reliability for such measures has been discussed in the past, but the pertinent estimator exhibits a considerable bias and mean squared error for moderate sample sizes. We examine this bias, propose a procedure for bias correction, and develop a more accurate asymptotic confidence interval for the resulting estimator. In most empirically relevant cases, the bias correction and mean squared error correction can be performed simultaneously. We propose an approximate (asymptotic) confidence interval for the maximal reliability coefficient, discuss the implementation of this estimator, and investigate the mean squared error of the associated asymptotic approximation. We illustrate the proposed methods using a numerical example.
Introduction
Scale reliability and its estimation have been enjoying more and more interest among behavioural and social scientist over the past couple of decades. Important contributions to the topic include, for example, Bartholomew (1996) , Bartholomew and Knot (1999) , Bentler (2004) , Li (1997) , Raykov and Penev (2006) , Penev and Raykov (2006) and Yuan and Bentler (2002) .
When concerned with weighted linear combinations of a given set of scale components, most effort has been focused on point estimation of maximal reliability. As far as interval estimation is concerned, it has been discussed only recently (e.g. Yuan & Bentler, 2002) and merely in the case of continuous measures (components) . The case of dichotomous measures, however, is of great relevance in empirical as well as theoretical research.
Many motivating examples of the usefulness of maximal reliability of dichotomous measures can be found in Bartholomew and Schuessler (1991) and in Bartholomew, Bassin, and Schuessler (1993) . One of them -which uses the so-called 'all Germans' data from Krebs and Schuessler (1987) , in a study by Bartholomew et al. (1993) -deals with investigating the sampling distribution of the reliability estimator obtained from a study of self-determination among Germans. To this end, 2003 individuals responded to four dichotomous agree/disagree items on self-determination: (1) The future is too uncertain for a person to plan ahead, (2) What happens in life is largely a matter of chance, (3) I have little influence over things that happen to me, and (4) I have little control over the direction my life is taking.
Separate analyses for each of the items were performed. However, in the course of the study, the question of reliability and maximal reliability of the scores arose. Specifically, if a weighted composite of all item scores is constructed, how should reliability of the resulting composite score be evaluated and how should the weights be selected in order to maximize the resulting reliability?
An approximate method for point estimation of reliability for dichotomous components has been proposed by Bartholomew and Schuessler (1991) . Subsequently, Bartholomew et al. (1993) have briefly discussed the issue of confidence interval construction. Yet, as explicitly pointed out by the latter authors, their results hold for large samples where large means 'at least several hundred and preferably a thousand or more' (Bartholomew et al., 1993, p. 186 ). They present a detailed discussion of the reasons for occasional presence of large bias with their proposed estimator. These reasons are by now well understood and are related to the fact that large values of the underlying slope parameters a i1 (see below) exert a critical influence on the shape of the likelihood surface.
In particular, when sample size is small to moderate, this surface becomes quite flat and it is very difficult to determine the value of the argument delivering an absolute maximum of the likelihood function. The situation is similar to that of a Heywood case in factor analysis (e.g. Gorsuch, 1983) . In factor analysis, Heywood cases are situations where a communality estimate equals or exceeds 1. This implies that some unique factor has negative variance -which is theoretically impossible.
Possible causes for Heywood cases in maximum-likelihood factor analysis are bad initial estimates for the communalities, too few common factors in the model, or just not enough data to provide stable estimates. Here, in maximal reliability estimation, a similar effect due to numerical instability for small to moderate samples can occur. In fact, as Bartholomew et al. (1993) note in some of their examples, if a factor analysis of the set of item scores were performed it would result in a Heywood solution with one communality larger than 1.
As a consequence of the numerical difficulties mentioned above, the standard errors in estimating each parameter on which the reliability coefficient depends are increased. This leads to increased bias and standard error of the reliability estimator, with the main reasons being: (a) the fact that it is a ratio of two statistics that are each unbiased only asymptotically (being estimated typically with invariant functions of maximumlikelihood estimates) and (b) less than large samples.
However, moderate sample sizes of about 300 or 400 are often used in behavioural and social research. In these situations, evaluating the bias and bias correction becomes an important task when reliability estimation is of interest.
The maximal reliability coefficient is a type of correlation. As was observed by Knott and Frangos (1983) , when estimating a correlation a great deal of care needs to be taken with regard to the higher-order terms in the estimator's expansion, in order to prevent considerable biases in small or moderate samples. This could be an explanation for the fact that, to the best of our knowledge, none of the currently widely available statistical analysis packages in the behavioural and social sciences has a procedure for constructing a confidence interval of the reliability coefficient for the case of (highly) discrete scale components.
The bias of the maximal reliability estimator with less than large samples has not yet been examined in the setting of concern in this paper, which is multiple-component measuring instruments based on dichotomous measures. In this context, it is possible to evaluate that bias fairly precisely. The reason is that the reliability estimator is a ratio statistic in which both the numerator and the denominator have accessible asymptotic representations.
Specifically, in a recent paper Maesono (2005) derives an asymptotic expansion for the ratio of such statistics. His results can be used in the present setting to obtain an expansion for the maximal reliability estimator as well as to evaluate its bias and mean squared error. We note that while the results of Knott and Frangos (1983) concern the pertinent correlation coefficient in a two-dimensional normal model, no such assumptions are made in the general case considered by Maesono. In this regard, we emphasize that the measure m(X) discussed below is not necessarily normally distributed, especially for frequently used numbers, k, of scale components in behavioural and social research (Bartholomew et al., 1993, p. 174) .
This further explains and strengthens our motivation to use Maesono's general results in the remainder of the present paper. As shown in Maesono (2005) , under the normality assumption his expansions reduce to those obtained in Knot and Frangos (1983) .
In Section 2, we outline the latent trait model of interest in this paper and discuss the definition of the maximal reliability coefficient adopted in this paper. In Section 3, we describe how the resulting coefficient could be estimated, and derive a close approximation for its bias. We then propose, a bias correction procedure. In Section 4, we make some further remarks about the behaviour of the resulting bias-corrected estimator. In particular, we observe that for high values of the coefficient, the bias-corrected estimator is expected to simultaneously deliver a smaller mean squared error. In the same section, we present a simulation study that confirms the above statement. Section 5 concludes the paper.
The model
A model that is widely employed in the behavioural and social sciences is considered by Bartholomew et al. (1993) . This model underlies the developments in the current paper and consists of two parts: (a) the response function and (b) the density of the latent trait in a population of interest. The model is commonly referred to as the 'logit model', with the additional assumption that the latent trait variable Y is standard normal. Given its (non-observable, latent) realization Y ¼ y, the response function p i ( y) is assumed to take the form
The parameters a i0 and a i1 are the intercept and slope of logit[p i ( y)] as a linear function of y. Equivalently,
In an empirical context, for k items and n studied individuals, the available data consists of the observations
with probability p i ð y i Þ;
0; with probability 1 2 p i ð y i Þ;
( ð3Þ for i ¼ 1; 2; : : : ; k and j ¼ 1; 2; : : : ; n. We note that for each fixed value of i ði ¼ 1; 2; : : : ; kÞ, or if we have k ¼ 1 then the model in (2) is just a reparameterized item response theory (IRT) model. If we set
with D < 1.7, we have the usual IRT parametrization close to the probit scale. In (4), for each item i, a i is the item discrimination parameter and b i is the item difficulty parameter. Since D is a constant, (4) establishes a one-to-one correspondence between the parametrization we adopt in this paper from Bartholomew et al. (1993) (via a i0 , a i1 ), and the parametrization used in the IRT literature. Model (4) is called the two-parameter item response model or the two-parameter logistic (2PL) model in the IRT literature (e.g. Skrondal & Rabe-Hesketh, 2004; Van der Linden & Hambleton, 1997) . Modern statistical packages such as Mplus implement both parametrizations. If in (4) the value a i remains the same for all i, the well-known Rasch model is obtained as a special case. In the other direction, one more parameter (the so-called guessing parameter) can be introduced to extend the 2PL model to the three-parameter IRT model. However, often in psychological measurement research no guessing parameter is included and this is why we are preoccupied here with model (4) only. The random variable Y may be interpreted in some settings as ability or alternatively, and more generally, as a latent trait (latent dimension). In this case, if we believe that the dependence in the x i scores is completely explained by that ability (trait), then it is natural to assume that x ij (i ¼ 1; 2; : : : ; k) are independent for a given individual with ability y i . The conditional likelihood function for n individuals, given their abilities y j ð j ¼ 1; 2; : : : ; nÞ in models (1)- (3), is written as
Since the latent variable realizations y j are not observed, they have to be integrated out in (5) in order to obtain the likelihood of the data. Under the assumption of the density of Y being standard normal (e.g. Bartholomew & Schuessler, 1991; Bartholomew et al., 1993) , this can be done numerically if not analytically, and as a result the unconditional likelihood would involve only the parameters a i0 ; a i1 ði ¼ 1; 2; : : : ; kÞ. The likelihood can then be maximized so as to obtain the estimatorsâ i0 ;â i1 ði ¼ 1; 2; : : : ; kÞ, and standard software used for latent trait analysis (such as the NAG FORTRAN program G11SAF) can be employed to accomplish this goal. The optimization procedure is called the marginal maximum-likelihood method.
We are interested in the reliability of a (weighted) total score P k i¼1 w i x i with individual realizations P k i¼1 w i x ij ð j ¼ 1; 2; : : : ; nÞ; the weights can be chosen in different ways, but one set of weights is of particular importance to us, namely w i ¼ a i1 ði ¼ 1; 2; : : : ; kÞ. Writing mðX j Þ ¼ P k i¼1 x ij a i1 ; a 0 ¼ ða 10 ; : : : ; a k0 Þ 0 , a 1 ¼ ða 11 ; : : : ; a k1 Þ 0 , we obtain the contribution to the likelihood function from the jth person as
Equation (6) shows that given the value y j , we have an exponential family for the observations {x ij }. From Equation (6), it is easily seen (Bartholomew, 1996, p. 31 ) that the posterior distribution of y j depends on x ij only through the value of m(X j ). The latter measure hence contains all the information in the data about the latent variable. This fact imparts, on the basis of the sufficiency principle, particular importance to the linear measure m(X j ), relative to any other measure one may wish to construct. Consider now mðXÞ ¼ P k i¼1 x i a i1 unconditionally as a random measure which, conditionally on Y ¼ y j , obtains a particular realization mðX j Þ ¼ P k i¼1 x ij a i1 . The reliability coefficient r of interest to us can be defined as the correlation coefficient between replicate (reproduced) random scores m( X 1 ) and m( X 2 ). The marginal distribution of the scores is assumed to be the same, and this means that r ¼ CovðmðX 1 Þ; mðX 2 ÞÞ VarðmðX 1 ÞÞ :
We note that we could have used any other weighted score (for example, the total score with all weights equal to one instead of being equal to a i1 (i ¼ 1; 2; : : : ; n)). The resulting reliability coefficient of the particular score will depend on the chosen weights. The weights a i1 (i ¼ 1; 2; : : : ; k) above, for the binary data model considered in this paper, are in fact not quite optimal in the sense of delivering maximal value for the reliability coefficient among all possible choices of weights for building a linear combination measure (Bartholomew, 1996; Knott & Bartholomew, 1993, p. 336) . However, as discussed in Knot and , and easily explained via the central limit theorem, the difference between the optimal linear scores delivering maximal correlation and the linear measure with the weights w i ¼ a i1 ði ¼ 1; 2; : : : ; kÞ is negligible. Hence, in this paper, taking a slight liberty with the name, we will call coefficient r above the maximal reliability coefficient.
We note explicitly the difference in notation and interpretation here: m( X 1 ) and m( X 2 ) denote different realizations for the same value of the latent variable Y, whereas m( X 1 ) and m( X 2 ) denote measure scores for two independent realizations y 1 and y 2 of Y. Note also that although, conditional on the latent variable, the scores m( X 1 ) and m( X 2 ) were assumed to be independent and hence uncorrelated, m( X 1 ) and m( X 2 ) are generally dependent unconditionally. If wðxÞ ¼ ð1= ffiffiffiffiffiffi 2p p Þ expð2x 2 =2Þ, we write
2 wð yÞdy. The value p il is interpreted as the probability of the joint response of 1 for both the ith and l th item, whereas p ii is the probability of a response of 1 on item i for both replications. Then via simple substitution, as shown in Bartholomew and Schuessler Bias correction for maximal reliability 167
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Equation (7) permits an interpretation that is characteristic of a reliability coefficient. We observe that when the replicate x-measurements are perfectly correlated, then p ii ¼ p i , and hence r ¼ 1 holds, as desired. At the other extreme, when the replicate x-measurements are uncorrelated, we have p ii ¼ p 2 i , p il ¼ p i p l , and this implies r ¼ 0. This section illustrates nicely the benefits of using IRT and the concept of reliability in a complementary fashion. In IRT, the distribution of the 'true score' Y in the population is assumed typically to be standard normal. By involving the maximal reliability we obtain an index of overall precision (i.e. for the entire population) of the measure constructed as a weighted combination of the scores on all k items. This is why in (7) the latent variable y is integrated out. The reliability of the composite measure tells us how well the weighted score combination measure can be reproduced globally, in the population. This should be contrasted with an understanding of reliability in IRT that is a local measure for precision of estimation of the latent ability of a single person based on a large number of items. Separate analysis based on IRT gives local information for the specific person only. The precision of measurement, defined as an overall measure of correlation between replicate scores, is obtained by examining the maximal reliability. In IRT, the actual 'population' that matters may be seen as consisting not of subjects but of all possible measurements that could be obtained from a given subject. This is what is of relevance when estimating the subject's latent trait value. Thus, the focus of inference is different in IRT than in 'conventional' behavioural science concerned with populations of subjects and particularly with studying latent variable relationships. For the latter, the concept of reliability rather than that of standard error of estimation of Y is of relevance. For a given subject, we see also another difference between the IRT approach to measurement, and a 'classical' type of approach to measurement. In IRT, what is really quantified in the standard error associated with the Y estimate is the precision of estimation of a single person's trait value; what is quantified in the reliability coefficient is the precision of measurement of a trait in a population of subjects.
Estimation of the reliability coefficient r and bias evaluation
The estimatorr of r is typically obtained in a two-step procedure. In the first step, consistent estimatorsâ i0 ;â i1 ði ¼ 1; 2; : : : ; kÞ of a i0 ; a i1 ði ¼ 1; 2; : : : ; kÞ can be obtained via the maximum-likelihood procedure discussed in the previous section. This procedure uses pooled information in all kn observations x ij . Substituting these estimators into formula (2), we obtain estimators ofp i ði ¼ 1; 2; : : : ; kÞ. Then by using numerical integration we obtain the estimators
2 wð yÞdyÞ. The resulting estimator of the maximal reliability r is thuŝ
The estimator constructed in this way may exhibit substantial bias when k or n is not large enough. The reason is that in addition to the complicated two-stage procedure leading up to it and the less than large sample, the estimator is of the ratio type. It is well known that for ratio estimators, the expectation is not in general equal to the ratio of the expectations of the numerator and the denominator. To evaluate the associated bias, we utilize the fact thatr is an estimator of the correlation CovðmðX 1 Þ; mðX 2 ÞÞ VarðmðX 1 ÞÞ :
To this end, we use results from Maesono (2005) that provide a general method for bias evaluation of ratio-type statistics such as the correlation coefficient. Denote 
There is a further simplification to (9) that obtains in our case, since due to the definition of the measure m(X i ), we have m il ¼ m li for all i; l ¼ 0; 1; 2; 3; 4. Hence we get from (9) 
A plug-in estimator for (10) could be used to evaluate the bias. To further simplify the calculations, we notice that VarðmðX 1 ÞÞ ¼
a i1 a l1 ð p il 2 p i p l Þ, due to the independence of m(X j ), could also be estimated by computing m(X j ) for each individual j ¼ 1; 2; : : : ; n and then computing the sample variance of the resulting scores. This approach can also be used to estimate the fourth central moment m 40 in (10). Denoting mðXÞ ¼ 1=n P n j¼1 mð X j Þ, we havê
This kind of simplification cannot be exploited for evaluation of m 31 and m 22 , however. The reason is that the m( X 1 ) and m( X 2 ) values are only conditionally independent but are dependent unconditionally. These two terms are, however, the same as those considered in Bartholomew et al. (1993) . To handle them here, the underlying idea is simple. For m 31 , for example, we notice that:
with Að yÞ ¼ E½ðmðX 1 Þ 2 E½mðX 1 ÞÞ 3 jy, Bð yÞ ¼ E½ðmðX 2 Þ 2 E½mðX 2 ÞÞjy denoting the respective conditional expected values. We can estimate A( y) and B( y) separately for each fixed y value given the data. The pertinent estimators involve only a i1 ; p i ; p i ði ¼ 1; 2 : : : ; k) and their mixed products up to the fourth power.
All of these can be obtained easily:â i1 ði ¼ 1; : : : ; kÞ via the likelihood in (5), thenp i ð yÞ ¼ 1=ð1 þ expð2â i0 2â i1 yÞÞ ði ¼ 1; 2; : : : ; kÞ and finallŷ 
With it, the bias-corrected maximal reliability estimator is finally obtained aŝ
4. Remarks and numerical illustration 4.1. Remark 1 We stress a very handy feature of the proposed bias correction formula (11). The formula involves the same type of quantities (m ij ) that are also required to calculate an asymptotic confidence interval for r. Hence, in terms of numerical efforts, the bias correction calculation comes almost 'for free'. A more detailed comparison of the asymptotic mean squared error of the biascorrected estimator with that of the non-corrected estimator has also been carried out in Maesono (2005) . In particular, it turns out that at least for large k and n (when the reliability estimator can sufficiently accurately be interpreted as an estimator of the correlation coefficient of a two-dimensional normal vector), the gain from bias correction is even stronger.
The result of Maesono (2005, p. 82 ) means that, under the bivariate normality assumption, and provided the reliability is sufficiently high (viz. r . 2= ffiffiffiffiffi ffi 13 p ¼ :555), the bias-corrected estimator is superior to the non-corrected one not only from the point of view of unbiasedness but also in terms of asymptotic mean squared error. Such values of reliability (larger than .555) are in fact fairly common in behavioural and social studies, barring cases when the relevant model of type (1)- (3) is inadequate for a data set under consideration.
Of course, it is not justified to directly transfer theoretical results related to bivariate normality to our study. Nevertheless, these results bolstered our feeling that for high values of maximal reliability we could expect that the bias-corrected estimator also delivers a smaller mean squared error. We show in a numerical study via simulations below that this is indeed the case.
Remark 2
Evidently, it would be possible to perform a bias reduction 'automatically' for the estimator of r by using a method such as the jackknife. However, we prefer the more explicit method described in this paper for at least two reasons. First, it is not immediately clear if and how well the jackknife would work for the current complex estimator of r. Second, even if it works satisfactorily, the jackknife itself would be computationally intensive for large n and k (given the numerical integrations involved in the calculation of r in each of the n subsamples).
Remark 3
Since after bias correction the variance of the estimator is the same as its mean squared error, it is clear that the asymptotic mean squared error estimator can also be employed as a variance estimator. Using the derivations of Maesono (2005, p. 79 
After reordering terms, the expression in (12) is easily seen to coincide with the earlier cited formula (12) in Bartholomew et al. (1993) . A substitution of the estimated quantities in (12) 
Numerical illustration
Implementing the bias correction (11) makes sense for any sample size, whereas it is clear from (13) that the proposed confidence interval would only be sufficiently accurate for a given confidence level if both n and k were large enough. Indeed, even if the bias and standard error have been accurately estimated for small values of k (as long as n is large), applicability of (13) requires approximate normality of the maximal reliability estimate, and hence k also has to be large enough. A short simulation study that we performed indicates that for sample sizes in the range of 400-1,000, in order to trust the coverage obtained via (13) a value of k . 6 would be required. However, in practice, one may need to use (13) even for smaller values of k such as k ¼ 3; 4; 5, and 6. Our simulation results show that in that case both the naive and the bias-corrected coverage may be inaccurate. However, as a rule, the bias-corrected interval delivers more accurate coverage. For small values of k such as 3 or 4, there appears to be not much that one can do. The bootstrap confidence interval construction technique is a possible alternative but it is computationally very intensive for the current problem, and even then the accuracy may not be improved for such values of k.
However, the simultaneous bias and mean squared error reduction when the maximal reliability is high seems to be more clearly pronounced. To demonstrate it, we performed a simulation study with values of k ¼ 3; 4; 5, and 6. We gradually increased the complexity of the model by adding more scores to existing ones. We used the following set of parameter values for the simulation:
. for k ¼ 3 : a 11 ¼ 1; a 21 ¼ 4:8; a 31 ¼ 1:7; a 10 ¼ 1; a 20 ¼ 20:5; a 30 ¼ 0;
. for k ¼ 4: added a 41 ¼ 0:4; a 40 ¼ 2 to the above set; . for k ¼ 5: added a 51 ¼ 0:7; a 50 ¼ 0:5 to the above set; and . for k ¼ 6: added a 61 ¼ 1:4; a 60 ¼ 21 to the above set.
To illustrate the trends in the values of the maximal reliability, we also experimented with different sample sizes (n ¼ 400, 500, 600 and 1,000) for each value of k. The resulting maximal reliability values r k for the above parameter combinations, as a function of k, are: These values are high enough for the expected effect of mean squared error reduction to be notable. The resulting mean squared errors were calculated for both the uncorrected maximal reliability estimator and the estimator that utilizes the correction given by (11). The respective mean squared errors were evaluated using their empirical estimators based on 50,000 replications. The number of replications was high enough to guarantee stabilization of the estimated values. The calculations were performed in Fortran, and NAG procedure G11SAF was used for the calculation of the estimators of a i0 ; a i1 ði ¼ 1; 2; : : : ; 6Þ. The numerical integration was performed by using the NAG procedure D01BBF for Gauss-Hermite integration with 64 weights and abscissas.
It should be noted that when fitting the models, a certain difficulty arises from the fact that the magnitude of the a 21 coefficient is quite large and, as a consequence, the likelihood function seems to be flat and it becomes difficult to find its maximum. This phenomenon has been observed and discussed in Bartholomew et al. (1993) . On the other hand, as can easily be seen, the overall increase in maximal reliability is linked to increasing the a i1 coefficients, with the intercept coefficients playing a less important role (see Bartholomew et al., 1993, p. 175) . Hence the parameter values chosen for the simulation reflect a situation in which the Xs are highly correlated, meaning that they are good indicators of the underlying latent trait. Table 1 summarizes the effect of the bias correction on the mean squared error (MSE) for the two estimators: the simpler and the biascorrectedr 2d. Figure 1 illustrates graphically the results presented in Table 1 , showing that a systematic reduction of the MSE of the order of 10% is achieved across all sample sizes n and values of k. The reduction seems to be most pronounced for the smaller values of k (k ¼ 3, k ¼ 4) and for the smaller sample sizes (n ¼ 400 or n ¼ 500). Of course, this is to be expected since asymptotically the effect of the bias correction should disappear. 
Conclusions
This paper shows that the bias of the maximal reliability estimator for a given set of dichotomous measures can be approximated accurately by expressions whose evaluation requires almost no additional effort in terms of numerical calculations, in comparison to the asymptotic approximation for the variance of the estimator. The reason is that the calculation involves substitution of the same type of quantities that need to be calculated to evaluate the pertinent standard error. It is interesting to note that the magnitude of the bias depends not only on the sample size but also on the values of the model parameters, in particular of the magnitude of a i1 ði ¼ 1; 2; : : : ; kÞ.
Further simulation studies could shed more light on combinations of parameter values for which the bias reduction is quite marked. Of course, specifying exactly regions of parameter values for which the bias correction is more pronounced would be a difficult and time-consuming task. Hence, we recommend that the bias correction proposed in this paper be performed before a confidence interval is constructed. Since usually for a multiple-component measuring instrument to be applied in empirical research reliability must be sufficiently high, this strategy would in practice always improve the ensuing inference.
