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Abstract
We prove a Hardy–Sobolev–Maz’ya inequality for arbitrary domains Ω ⊂ RN with a constant depending only on the dimension
N  3. In particular, for convex domains this settles a conjecture by Filippas, Maz’ya and Tertikas. As an application we derive
Hardy–Lieb–Thirring inequalities for eigenvalues of Schrödinger operators on domains.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
On établit une inégalité de Hardy–Sobolev–Maz’ya pour des domaines Ω quelconques dans RN , avec une constante ne
dépendant que de la dimension N  3. Pour des domaines convexes, ceci répond à une conjecture de Filippas, Maz’ya et Tertikas.
On déduit ensuite de ce résultat des inégalités de type Hardy–Lieb–Thirring pour les valeurs propres d’opérateurs de Schrödinger
sur un domaine.
© 2011 Elsevier Masson SAS. All rights reserved.
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1. Introduction and main result
1.1. Hardy–Sobolev–Maz’ya inequalities
Hardy inequalities and Sobolev inequalities bound the size of a function, measured by a (possibly weighted)
Lq -norm, in terms of its smoothness, measured by an integral of its gradient. Maz’ya [22] proved that for functions
on the half-space RN+ = {x ∈ RN : xN > 0}, N  3, which vanish on the boundary, the sharp version of the Hardy
inequality can be combined with the Sobolev inequality into a single inequality, namely,
∫
R
N+
(
|∇u|2 − |u|
2
4x2N
)
dx  σN
( ∫
R
N+
|u| 2NN−2 dx
)N−2
N
, u ∈ C∞0
(
RN+
)
. (1.1)
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attracted attention recently. Another series of papers investigates extensions of Hardy’s inequality to convex domains
and possible L2-remainder terms [5,16,9,1]. In [8,10] Filippas, Maz’ya and Tertikas found an extension of the
Hardy–Sobolev–Maz’ya inequality (1.1) to convex domains. They prove that for any convex, bounded domain Ω
with C2-boundary there is a constant σ(Ω) such that∫
Ω
(
|∇u|2 − |u|
2
4 dist(x,Ωc)2
)
dx  σ(Ω)
( ∫
Ω
|u| 2NN−2 dx
)N−2
N
, u ∈ C∞0 (Ω). (1.2)
Open problem 1 in [8] asks whether the constant σ(Ω) can be chosen independently of Ω for convex domains. Our
main result is an affirmative answer to this question.
In fact, we shall prove a more general inequality, valid for any (not necessarily convex) domain Ω . This extension
is in the spirit of Davies’ paper [6], where non-negativity of the left side of (1.2) was observed. In that paper Davies
also introduced the weight function,
DΩ(x) :=
(
N
∣∣SN−1∣∣−1 ∫
SN−1
de(x)
−2 de
)− 12
,
where de(x) := inf{|t |: x + te ∈ Ωc} for e ∈ SN−1, and proves that for any domain Ω  RN one has:∫
Ω
|∇u|2 dx  1
4
∫
Ω
|u|2
D2Ω
dx, u ∈ C∞0 (Ω). (1.3)
The relation between (1.3) and the left side of (1.2) is that
DΩ(x) dist
(
x,Ωc
)
if Ω is convex. (1.4)
This follows by some elementary geometric considerations.
Having introduced all the relevant notation, we are now ready to state our main result.
Theorem 1.1. Let N  3. There is a constant KN > 0 such that for any domain Ω  RN and any u ∈ C∞0 (Ω),∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
)
dx KN
( ∫
Ω
|u| 2NN−2 dx
)N−2
N
. (1.5)
We emphasize that the constant KN does not depend on Ω . Hence (1.4) yields (1.2) with a constant independent
of Ω , thereby solving the problem posed in [8]. Our proof of (1.5) is constructive and gives an explicit value for KN .
We have nothing to say, however, about its sharp value. Is the sharp value of (1.2) given by that in (1.1) for any
convex Ω? (This is true if Ω is a ball [3].)
If Ω has finite measure, then (1.5) implies by means of Hölder’s inequality that∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
)
dx KN |Ω|− 2N
∫
Ω
|u|2 dx. (1.6)
This inequality for convex Ω and with DΩ(x) replaced by dist(x,Ωc) was the original question posed in the
influential paper [5] by Brezis and Marcus. As an answer inequality (1.6) was proved in [16]; see also [9,1] for
further developments.
Another application of Hölder’s inequality to (1.5) yields( ∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
)
dx
)θ( ∫
Ω
|u|2 dx
)1−θ
KθN
( ∫
Ω
|u|q dx
) 2
q
, θ = N
2
(
1 − 2
q
)
, (1.7)
for all 2 q  2N . It turns out that this is the correct substitute of (1.5) in dimensions one and two.
N−2
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Ω  RN and any u ∈ C∞0 (Ω), we have:( ∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
)
dx
)θ( ∫
Ω
|u|2 dx
)1−θ
KN,θ
( ∫
Ω
|u|q dx
) 2
q
, θ = N
2
(
1 − 2
q
)
. (1.8)
Of course, (1.8) implies (1.6) also in dimensions one and two.
We also have a generalization of Theorem 1.1 to powers p  2 of the gradient. The relevant weight function is now
DΩ,p(x) :=
( √
π(
N+p
2 )
(
p+1
2 )(
N
2 )
∣∣SN−1∣∣−1 ∫
SN−1
de(x)
−p de
)− 1
p
,
with de(x) as before. We note that for p = 2 one has DΩ,2 = DΩ . The analogue of (1.3), which is valid for any p > 1
and any open domain Ω  RN , is∫
Ω
|∇u|p dx 
(
p − 1
p
)p ∫
Ω
|u|p
(DΩ,p)p
dx, u ∈ C∞0 (Ω). (1.9)
This implies, in particular, the Lp Hardy inequality for convex domains [21], since by the same argument leading to
(1.4) one sees that
DΩ,p(x) dist
(
x,Ωc
)
if Ω is convex. (1.10)
Hardy–Sobolev inequalities for p > 2 and smooth, convex domains were also studied in [10]. The following theorem
extends this to arbitrary domains.
Theorem 1.3. Let 2 p < N . There is a constant KN,p such that for any domain Ω  RN and any u ∈ C∞0 (Ω),∫
Ω
(
|∇u|p −
(
p − 1
p
)p |u|p
(DΩ,p)p
)
dx KN,p
( ∫
Ω
|u| NpN−p dx
)N−p
N
. (1.11)
Inequalities analogous to (1.6) and (1.8) hold for p > 2 as well.
We shall give the details of the proofs of Theorems 1.1, 1.2 and 1.3 in Section 2. Before summarizing the
proof strategy in Section 1.3, we would first like to give an application of these theorems to spectral problems in
mathematical physics.
1.2. Hardy–Lieb–Thirring inequalities
To motivate the following inequalities we introduce a ‘duality parameter’ (physically: a potential) V ∈ LN/2(Ω).
If N  3 we can infer from Hölder’s inequality and (1.5) that∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
+ V |u|2
)
dx 
∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
)
dx − ‖V−‖N
2
‖u‖22N
N−2

∫
Ω
(
|∇u|2 − |u|
2
4D2Ω
)
dx
(
1 −K−1N ‖V−‖N2
)
,
where V− = max{−V,0} denotes the negative part of the potential. From this we conclude that the Schrödinger
operator − − (2DΩ)−2 + V in L2(Ω) with Dirichlet boundary conditions on ∂Ω has no negative eigenvalues,
provided the potential satisfies ‖V−‖N
2
 KN . The following theorem improves this by saying that not only the
existence of negative eigenvalues but even their total number is controlled in terms of the LN/2-norm of the potential.
In the case of the ‘usual’ Schrödinger operator −+V , this is the famous inequality of Cwikel, Lieb and Rozenblum.
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this inequality remains valid (possibly up to a constant), even when the positive term (2DΩ)−2 is subtracted from the
Laplacian. We can even allow for a magnetic field, that is, we consider Schrödinger operators of the form
(i∇ + A)2 − (2DΩ)−2 + V in L2(Ω), (1.12)
with Dirichlet boundary conditions on ∂Ω . The precise statement is:
Theorem 1.4. Let N  3. There is a constant LN such that for any domain Ω  RN , any V ∈ LN/2(Ω) and any
A ∈ L2loc(Ω,RN) the number N((i∇ +A)2 − (2DΩ)−2 +V ) of negative eigenvalues (including multiplicities) of the
operator (1.12) is bounded by
N
(
(i∇ +A)2 − (2DΩ)−2 + V
)
 LN
∫
Ω
V
N
2− dx. (1.13)
This inequality holds with LN = e N2 −1K−
N
2
N , where KN is the constant from (1.5).
For example, choosing A = 0 and V = (2DΩ)−2 − μ, where μ is a positive constant, we infer that the number of
eigenvalues less than μ of the Dirichlet Laplacian on Ω is bounded by
N(− −μ) LN
∫
Ω
(
(2DΩ)−2 − μ
)N
2− dx.
Since the latter integral can be bounded as follows,∫
Ω
(
(2DΩ)−2 −μ
)N
2− dx  μ
N
2
∣∣{x ∈ Ω: DΩ(x) > (4μ)− 12 }∣∣,
this quantifies in a uniform way the observation that because of the Dirichlet conditions most of the eigenvalues come
from the bulk of Ω .
It is well known that an inequality of the form (1.13) implies inequalities for moments of the negative eigenvalues
Ej of the operator (1.12), namely, ∑
j
|Ej |γ  LN,γ
∫
Ω
V
γ+N2− dx. (1.14)
Here γ > 0, and the sum runs over all (including multiplicities) negative eigenvalues of (i∇ + A)2 − (2DΩ)−2 + V .
When the term (2DΩ)−2 is absent, these inequalities go back to Lieb and Thirring [20]. Just like (1.7) is the
appropriate consequence of (1.5) that can be generalized to dimensions one and two, inequality (1.14) remains valid
in these dimensions.
Theorem 1.5. Let γ > 1/2 if N = 1 and γ > 0 if N = 2. Then there is a constant LN,γ such that for any domain
Ω  RN , any V ∈ Lγ+N/2(Ω) and any A ∈ L2loc(Ω,RN) the negative eigenvalues Ej of the operator (1.12) are
bounded by (1.14).
It is quite likely that (1.14) remains valid for N = 1 and γ = 1/2, but we did not try to prove this. We emphasize
that the main point of (1.14) is its universality, being valid for any Ω and V and even for small values of γ . On the
other hand, in the special case of V ≡ const and for γ  3/2, much more precise information about the influence of
the boundary on Lieb–Thirring inequalities is available; see, e.g., the recent paper [15] and references therein.
Hardy–Lieb–Thirring inequalities of the form (1.14), but with a Hardy term becoming singular at a single point,
were first derived in [7] and found later an application to the physical problem of stability of matter [12]; see also [11].
The papers [12] and [13] develop an approach how to deduce Lieb–Thirring-type inequalities from (a priori weaker)
Sobolev-type inequalities. Theorems 1.4 and 1.5, which appear here for the first time, were actually a main motivation
for developing this abstract approach.
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In order to motivate our argument, we first review the classical proof by Gagliardo and Nirenberg of the Sobolev
inequality. For simplicity we restrict ourselves to dimension N = 3 and we want to prove that∫
R3
|∇u|2 dx  S
( ∫
R3
|u|6 dx
)1/3
. (1.15)
The starting point of the proof is the one-dimensional Sobolev inequality,∣∣f (t)∣∣ 1
2
∫
R
∣∣f ′∣∣ds, f ∈ C∞0 (R), (1.16)
which comes from the formula f (t) = 12 (
∫ t
−∞ f
′(s) ds − ∫ t−∞ f ′(s) ds). Now given a function v ∈ C∞0 (R3) we
apply the one-dimensional inequality to the three one-dimensional functions t → v(t, x2, x3), t → v(x1, t, x3) and
t → v(x1, x2, t) and we obtain: ∣∣v(x)∣∣3  1
8
ρ1(x2, x3)ρ2(x1, x3)ρ3(x1, x2),
where
ρ1(x2, x3) :=
∫
R
∣∣∣∣ ∂∂x1 v(t, x2, x3)
∣∣∣∣dt,
and similarly for ρ2 and ρ3. Then the Schwarz and the arithmetic–geometric mean inequalities imply that
∫
R3
|v| 32 dx  8− 12
3∏
j=1
‖ρj‖
1
2
1  8
− 12
(
1
3
3∑
j=1
‖ρj‖1
) 3
2
= 8− 12
(
1
3
3∑
j=1
∫
R3
∣∣∣∣ ∂v∂xj
∣∣∣∣dx
) 3
2
.
This is an L1 Sobolev inequality, and in order to arrive at the L2 Sobolev inequality (1.15) we set v = u4 and estimate
3∑
j=1
∫
R3
∣∣∣∣ ∂v∂xj
∣∣∣∣dx = 4
3∑
j=1
∫
R3
∣∣∣∣ ∂u∂xj
∣∣∣∣|u|3 dx  4√3
( ∫
R3
|∇u|2 dx
) 1
2
( ∫
R3
|u|6 dx
) 1
2
.
Finally dividing by ‖u‖36, we obtain (1.15).
The simple observation, which is behind our proof of Theorem 1.1, is that one can reverse the order of the steps
in the above argument. Namely, one can set already f = g4 in the one-dimensional Sobolev inequality, which then
becomes:
∣∣g(t)∣∣4  2( ∫
R
∣∣g′∣∣2 ds) 12( ∫
R
|g|6 dx
) 1
2
, g ∈ C∞0 (R). (1.17)
Now we obtain: ∣∣u(x)∣∣12  8φ1(x2, x3) 12 ψ1(x2, x3) 12 φ2(x1, x3) 12 ψ2(x1, x3) 12 φ3(x1, x2) 12 ψ3(x1, x2) 12 ,
with
φ1(x2, x3) :=
∫
R
∣∣∣∣ ∂∂x1 u(t, x2, x3)
∣∣∣∣
2
dt, ψ1(x2, x3) :=
∫
R
∣∣u(t, x2, x3)∣∣6 dt,
and similarly for the remaining functions. As before, from Schwarz inequality we get:∫
3
|u|6 dx  8 12
3∏
j=1
∥∥φ 12j ψ 12j ∥∥ 121 .
R
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1
2
j ψ
1
2
j ‖1  ‖φj‖
1
2
1 ‖ψj‖
1
2
1 , we note that ‖ψj‖1 = ‖u‖66 and we apply the
geometric–arithmetic mean inequality to conclude that
∫
R3
|u|6 dx  8 12 ‖u‖
9
2
6
3∏
j=1
‖φj‖
1
4
1  8
1
2 ‖u‖
9
2
6
(
1
3
3∑
j=1
‖φj‖1
) 3
4
= 8 12 ‖u‖
9
2
6
(
1
3
∫
R3
|∇u|2 dx
) 3
4
,
which is our desired goal (1.15).
The upshot of this discussion is that in order to arrive at the L2 Sobolev inequality (1.15) (which is weaker
than the L1 Sobolev inequality) we only need the one-dimensional L2 Sobolev inequality (1.17), and not the one-
dimensional L1 Sobolev inequality (1.16). This simple observation is of relevance for us because there is not even a
Hardy inequality, i.e., the inequality,
1∫
−1
∣∣f ′(x)∣∣dx  C
1∫
−1
|f (x)|
1 − |x| dx,
is false no matter how small the constant C. However, and this is our technical key result (Proposition 2.1),
we can prove a one-dimensional L2 Sobolev-type inequality with a Hardy term! In fact such inequalities hold for
all p  2 (Proposition 2.5). For 1 < p < 2 there is a Hardy inequality, however, it is not known whether any version
of Proposition 2.5 might hold for 1 < p < 2. Once such an inequality is established, the rest of the argument outlined
above yields Hardy–Sobolev–Maz’ya inequalities also for 1 < p < 2.
2. Proof of Theorems 1.1, 1.2 and 1.3
2.1. A one-dimensional inequality
The following inequality is the key for proving Theorem 1.1.
Proposition 2.1. Let q  2. There is a constant Cq such that for every f ∈ C∞0 (−1,1) and for every t ∈ [−1,1] one
has:
∣∣f (t)∣∣q+2  Cq
1∫
−1
(∣∣f ′∣∣2 − |f |2
4(1 − |s|)2
)
ds
1∫
−1
|f |q ds, (2.1)
with Cq  (q + 2)2.
Proof. We begin by noting that if we write f (t) = √1 − |t |g(t), then what we have to show is that
∣∣g(t)∣∣q+2  (q + 2)2(1 − |t |)− q+22
( 1∫
−1
∣∣g′∣∣2(1 − |s|)ds + ∣∣g(0)∣∣2
) 1∫
−1
|g|q(1 − |s|) q2 ds.
By symmetry it suffices to prove this for t ∈ [0,1] only. Now for such t we can use the fact that (1− t) q+24 is decreasing
and we find that
∣∣g(t)∣∣ q+22 − ∣∣g(0)∣∣ q+22  q + 2
2
t∫
|g| q2 ∣∣g′∣∣ds0
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2
(1 − t)− q+24
1∫
0
|g| q2 ∣∣g′∣∣(1 − s) q+24 ds
 q + 2
2
(1 − t)− q+24
( 1∫
0
∣∣g′∣∣2(1 − s) ds
) 1
2
( 1∫
0
|g|q(1 − s) q2 ds
) 1
2
.
Thus it remains to show that
∣∣g(0)∣∣q+2  (q + 2)2
4
( 1∫
−1
∣∣g′∣∣2(1 − |s|)ds + ∣∣g(0)∣∣2
) 1∫
−1
|g|q(1 − |s|) q2 ds. (2.2)
Of course, it suffices to show this if g is non-negative, which is what we will assume henceforth. Let α be a parameter
(to be specified later). Since (1 − s)αg(s)(q+2)/2 vanishes near s = 1 we can write:
∣∣g(0)∣∣ q+22 = −
1∫
0
(
q + 2
2
(1 − s)αg(s) q2 g′(s) − α(1 − s)α−1g(s) q+22
)
ds
= −
1∫
0
g(s)
q
2 (1 − s) q4
(
q + 2
2
(1 − s)α− q4 g′(s) − αg(s)(1 − s)α− q+44
)
ds.
Using the Schwarz inequality we find:
∣∣g(0)∣∣ q+22 
( 1∫
0
g(s)q(1 − s) q2 ds
)1/2
T 1/2,
with
T =
1∫
0
(
(q + 2)2
4
(1 − s)2α− q2 g′2 − (q + 2)α(1 − s)2α− q+22 gg′ + α2g2(1 − s)2α− q+42
)
ds
=
1∫
0
(
(q + 2)2
4
(1 − s)2α− q2 g′2 − q + 2
2
α(1 − s)2α− q+22 (g2)′ + α2g2(1 − s)2α− q+42 )ds
=
1∫
0
(
(q + 2)2
4
(1 − s)2α− q2 g′2 + α
(
α − q + 2
2
(
2α − q + 2
2
))
(1 − s)2α− q+42 g2
)
ds + α q + 2
2
g(0)2.
Now we pick α such that α − q+22 (2α − q+22 ) = 0, which leads to
α = (q + 2)
2
4(q + 1) .
Hence we have:
∣∣g(0)∣∣ q+22  q + 2
2
( 1∫
0
gq(1 − s) q2 ds
)1/2( 1∫
0
g′(s)2(1 − s) (q+2)
2
2(q+1) − q2 ds + q + 2
2(q + 1)g(0)
2
)1/2
,
which, since (q+2)
2
2(q+1) − q2  1 and q+22(q+1)  1, is bounded above by:
q + 2
2
( 1∫
0
(1 − s) q2 g(s)q ds
)1/2( 1∫
0
g′(s)2(1 − s) ds + g(0)2
)1/2
.
This proves the claimed inequality (2.2). 
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every f ∈ C∞0 (Ω),
sup
t∈Ω
∣∣f (t)∣∣q+2  Cq
∫
Ω
(∣∣f ′∣∣2 − |f |2
4 dist(t,Ωc)2
)
dt
∫
Ω
|f |q dt. (2.3)
Proof. First, if Ω is an interval, then (2.3) follows from (2.1) by a translation and a dilation. Now the extension to
arbitrary open sets (that is, countable unions of disjoint intervals) is straightforward. 
The following inequality will be needed to deal with the two-dimensional case.
Corollary 2.3. Let q  4. Then, with the same constant Cq as in (2.1), one has for every open set Ω  R and for
every f ∈ C∞0 (Ω),
sup
t∈Ω
∣∣f (t)∣∣q  Cq−2
∫
Ω
(∣∣f ′∣∣2 − |f |2
4 dist(t,Ωc)2
)
dt
( ∫
Ω
|f |2 dt
) 2
q−2( ∫
Ω
|f |q dt
) q−4
q−2
.
Proof. We apply Corollary 2.2 with q replaced by q − 2 and we estimate ‖f ‖q−2q−2 using Hölder’s inequality. 
2.2. The inequality in dimensions N  3
In order to pass from the one-dimensional inequality of Corollary 2.2 to Theorem 1.1 we use the well-known
argument of Gagliardo and Nirenberg. We shall use the following notation for x ∈ RN and 1 j N ,
x˜j = (x1, . . . , xj−1, xj+1, . . . , xN) ∈ RN−1.
Then one has:
Lemma 2.4. Let N  2 and let f1, . . . , fN ∈ LN−1(RN). Then the function f (x) := f1(x˜1) · · ·fN(x˜N ) belongs to
L1(RN), and
‖f ‖L1(RN) 
N∏
j=1
‖fj‖LN−1(RN).
The easy proof, based on Hölder’s inequality, can be found for instance in [4].
With Lemma 2.4 at hand we now are ready to give:
Proof of Theorem 1.1. Let e1, . . . , eN be the standard unit vectors in RN . For a given domain Ω  RN we write dj
instead of dej , that is,
dj (x) = inf
{|t |: x + tej ∈ Ωc}.
Now if u ∈ C∞0 (Ω), then Corollary 2.3 yields∣∣u(x)∣∣ Cq(gj (x˜j )hj (x˜j )) N−24(N−1) ,
for any 1 j N , where
gj (x˜j ) :=
∫
R
(∣∣∣∣ ∂u∂xj (x)
∣∣∣∣
2
− |u(x)|
2
4dj (x)2
)
dxj and hj (x˜j ) :=
∫
R
∣∣u(x)∣∣q dxj ,
with q = 2N
N−2 . Thus
∣∣u(x)∣∣N  CNq
N∏(
gj (x˜j )hj (x˜j )
) N−2
4(N−1) ,
j=1
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∣∣u(x)∣∣q  Cqq N∏
j=1
(
gj (x˜j )hj (x˜j )
) 1
2(N−1) .
From Lemma 2.4 we infer that ∫
RN
∣∣u(x)∣∣q dx  Cqq N∏
j=1
( ∫
RN−1
√
gj (y)hj (y) dy
) 1
N−1
.
Now we use the fact that
‖hj‖L1(RN−1) = ‖u‖qLq(RN) for every j = 1, . . . ,N,
and derive from the Schwarz and the arithmetic–geometric mean inequality that
N∏
j=1
∫
RN−1
√
gj (y)hj (y) dy 
N∏
j=1
‖gj‖
1
2
1 ‖hj‖
1
2
1 = ‖u‖
Nq
2
q
N∏
j=1
‖gj‖
1
2
1
 ‖u‖
Nq
2
q
(
N−1
N∑
j=1
‖gj‖1
)N
2
.
To summarize, we have shown that
∫
RN
∣∣u(x)∣∣q dx  Cqq ‖u‖ Nq2(N−1)q
(
N−1
N∑
j=1
‖gj‖1
) N
2(N−1)
,
that is, ( ∫
RN
∣∣u(x)∣∣q dx) 2q  C 4(N−1)N−2q N−1 N∑
j=1
‖gj‖1 = C
4(N−1)
N−2
q N
−1
∫
Ω
(
|∇u|2 − 1
4
N∑
j=1
|u|2
d2j
)
dx.
Finally, as in [6], we average over all choices of the coordinate system and obtain the inequality claimed in
Theorem 1.1. 
2.3. The inequality in dimensions one and two
Next, we prove Theorem 1.2.
The case N = 1. We bound ‖f ‖qq  ‖f ‖q−2∞ ‖f ‖22 and apply Corollary 2.2 to obtain:∫
|f |q dt  ‖f ‖q−2∞ ‖f ‖22  C
q−2
q+2
q
( ∫
Ω
(∣∣f ′∣∣2 − |f |2
4 dist(t,Ωc)2
)
dt
) q−2
q+2 ‖f ‖
q(q−2)
q+2
q ‖f ‖22.
This is the inequality claimed in Theorem 1.2.
The case N = 2. Here we proceed similarly to the case N  3. We first observe that by Hölder’s inequality it
suffices to prove the inequality only for large q , say q  4. For such q we can apply Corollary 2.3 and obtain:
∣∣u(x)∣∣q  Cqq−2
2∏
j=1
(
gj (x˜j )
1
2 hj (x˜j )
q−4
2(q−2) kj (x˜j )
1
q−2
)
,
where gj and hj are defined as before and, where
kj (x˜j ) :=
∫ ∣∣u(x)∣∣2 dxj .
R
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∫
R2
∣∣u(x)∣∣q dx  Cqq−2
2∏
j=1
∫
R
gj (y)
1
2 hj (y)
q−4
2(q−2) kj (y)
1
q−2 dy
 Cqq−2
2∏
j=1
‖gj‖
1
2
1 ‖hj‖
q−4
2(q−2)
1 ‖kj‖
1
q−2
1
= Cqq−2‖u‖
q(q−4)
q−2
q ‖u‖
4
q−2
2
2∏
j=1
‖gj‖
1
2
1 .
The claimed inequality now follows as before by the arithmetic–geometric mean inequality for
∏
j ‖gj‖1 and by
averaging over all coordinate systems.
2.4. The case p > 2
The analogue of Proposition 2.1 is
Proposition 2.5. Let q  p  2. There is a constant Cp,q such that for every f ∈ C∞0 (−1,1) and for every t ∈ [−1,1]
one has:
∣∣f (t)∣∣q(p−1)+p  Cp,q
1∫
−1
(∣∣f ′∣∣p −(p − 1
p
)p |f |p
(1 − |s|)p
)
ds
( 1∫
−1
|f |q ds
)p−1
. (2.4)
Given this inequality, Theorem 1.3 follows again by the Gagliardo–Nirenberg argument as in the previous
subsections, but now with q = Np/(N − p). We omit the details, we only point out that the constant in the definition
of DΩ,p appears through the evaluation of the integral,
∣∣SN−1∣∣−1 ∫
SN−1
|a · e|p de = (
p+1
2 )(
N
2 )√
π(
N+p
2 )
|a|p,
for a ∈ RN .
Proof of Proposition 2.5. We shall use that |a + b|p  |a|p + p|a|p−2 Reab + cp|b|p for all a, b ∈ C and some
explicit cp , see [14]. (Here we use that p  2.) Hence if we write f (t) = (1 − |t |)(p−1)/pg(t), then
1∫
−1
(∣∣f ′∣∣p −(p − 1
p
)p |f |p
(1 − |s|)p
)
ds
=
1∫
−1
(∣∣∣∣(1 − |s|)(p−1)/pg′ − p − 1p (sgn s)
(
1 − |s|)−1/pg∣∣∣∣
p
−
(
p − 1
p
)p |g|p
1 − |s|
)
ds

1∫
−1
(
−p
(
p − 1
p
)p−1
(sgn s)|g|p−2 Regg′ + cp
(
1 − |s|)p−1∣∣g′∣∣p)ds
= 2
(
p − 1
p
)p−1∣∣g(0)∣∣p + cp
1∫
−1
(
1 − |s|)p−1∣∣g′∣∣p ds.
Thus it is enough to show that
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( 1∫
−1
(
1 − |s|)p−1∣∣g′∣∣p ds + d∣∣g(0)∣∣p
)
×
( 1∫
−1
|g|q(1 − |s|) q(p−1)p ds
)p−1
,
where d = 2c−1p (p−1p )p−1. By symmetry it suffices to prove this for t ∈ [0,1] only. Now for such t we can use the fact
that (1 − t)
(p−1)(q(p−1)+p)
p2 is decreasing and we find that
∣∣g(t)∣∣ q(p−1)+pp − ∣∣g(0)∣∣ q(p−1)+pp
 q(p − 1)+ p
p
t∫
0
|g| q(p−1)p ∣∣g′∣∣ds
 q(p − 1)+ p
p
(1 − t)−
(p−1)(p+q(p−1))
p2
1∫
0
|g| q(p−1)p ∣∣g′∣∣(1 − s) (p−1)(p+q(p−1))p2 ds
 q(p − 1)+ p
p
(1 − t)−
(p−1)(p+q(p−1))
p2
( 1∫
0
∣∣g′∣∣p(1 − s)p−1 ds
) 1
p
( 1∫
0
|g|q(1 − s) q(p−1)p ds
) p−1
p
.
Thus it remains to show that
∣∣g(0)∣∣q(p−1)+p  C
( 1∫
−1
∣∣g′∣∣p(1 − |t |)p−1 dt + d∣∣g(0)∣∣p
)( 1∫
−1
|g|q(1 − |t |) q(p−1)p dt
)p−1
. (2.5)
In order to prove this, we choose a free parameter T ∈ (0,1) and a Lipschitz function χ with 0  χ  1, χ(0) = 1
and χ(t) = 0 for |t | ∈ [T ,1]. We put
L :=
( 1∫
−1
∣∣χ ′∣∣ pqq−p ds
) pq
q−p
.
Now we choose another parameter A (which will be fixed later depending on T and L) and distinguish two cases
according to whether
∣∣g(0)∣∣q A pp−1
1∫
−1
|g|q(1 − |s|) q(p−1)p ds (2.6)
or not. In the first case, we can trivially estimate,
∣∣g(0)∣∣ q(p−1)+pp A∣∣g(0)∣∣
( 1∫
−1
|g|q(1 − |t |) q(p−1)p dt
) p−1
p
Ad−
1
p
( 1∫
−1
∣∣g′∣∣p(1 − |t |)p−1 dt + d∣∣g(0)∣∣p
) 1
p
( 1∫
−1
|g|q(1 − |t |) q(p−1)p dt
) p−1
p
,
and we have arrived at our goal (2.5). Now assume that the opposite inequality in (2.6) holds. We define g0 := χg and
estimate this function similarly as above. Indeed, since g0(T ) = g0(−T ) = 0,
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T∫
−T
|g0|
q(p−1)
p
∣∣g′0∣∣ds
 q(p − 1)+ p
2p
(1 − T )−
(p−1)(p+q(p−1))
p2
1∫
−1
|g0|
q(p−1)
p
∣∣g′0∣∣(1 − |s|) (p−1)(p+q(p−1))p2 ds
 q(p − 1)+ p
2p
(1 − T )−
(p−1)(p+q(p−1))
p2
( 1∫
−1
∣∣g′0∣∣p(1 − |s|)p−1 ds
) 1
p
×
( 1∫
−1
|g0|q
(
1 − |s|) q(p−1)p ds
) p−1
p
.
In order to again arrive at (2.5) we recall that g0(0) = g(0) and that one has:
1∫
−1
|g0|q
(
1 − |s|) q(p−1)p ds 
1∫
−1
|g|q(1 − |s|) q(p−1)p ds.
Finally, we estimate the term involving g′0 by means of the triangle inequality:( 1∫
−1
∣∣g′0∣∣p(1 − |s|)p−1 ds
) 1
p

( 1∫
−1
∣∣g′∣∣pχp(1 − |s|)p−1 ds
) 1
p
+
( 1∫
−1
|g|p∣∣χ ′∣∣p(1 − |s|)p−1 ds
) 1
p

( 1∫
−1
∣∣g′∣∣p(1 − |s|)p−1 ds
) 1
p
+ L
( 1∫
−1
|g|q(1 − |s|) q(p−1)p ds
) 1
q

( 1∫
−1
∣∣g′∣∣p(1 − |s|)p−1 ds
) 1
p
+ LA− pq(p−1) ∣∣g(0)∣∣
 2
p−1
p
( 1∫
−1
∣∣g′∣∣p(1 − |s|)p−1 ds + LpA− p2q(p−1) ∣∣g(0)∣∣p
) 1
p
,
where in the next to last step we used the inequality opposite to (2.6). Thus choosing A large enough so that
LpA
− p2
q(p−1)  d we arrive again at (2.5). 
3. Proofs of Theorems 1.4 and 1.5
3.1. Equivalence of Sobolev and Lieb–Thirring inequalities
We shall deduce Theorem 1.4 from Theorem 1.1 by applying the abstract approach developed in [13]. Let us briefly
summarize the main result of [13]. Let X be a sigma-finite measure space and let t be a closed, non-negative quadratic
form in L2(X) with domain dom t . We assume the following:
Assumption 3.1 (Generalized Beurling–Deny conditions).
(a) If u,v ∈ dom t are real-valued, then t[u+ iv] = t[u] + t[v],
(b) if u ∈ dom t is real-valued, then |u| ∈ dom t and t[|u|] t[u],
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t[min(u,ω)] t[u]. Moreover, there is a form core Q of t such that ω−1Q is dense in L2(X,ω2κ/(κ−1)).
The main result from [13] concerns the equivalence of an estimate on the number N(T +V ) of negative eigenvalues
of the operator T + V , taking multiplicities into account, and the validity of the Sobolev inequality.
Theorem 3.2. Under Assumption 3.1 for some κ > 1 the following are equivalent:
(i) T satisfies a Sobolev inequality with exponent q = 2κ/(κ − 1), that is, there is a constant S > 0 such that for all
u ∈ dom t ,
t[u] S
( ∫
X
|u|q dx
)2/q
. (3.1)
(ii) T satisfies the CLR inequality with exponent κ , that is, there is a constant L > 0 such that for all 0 V ∈ Lκ(X),
N(T + V ) L
∫
X
V κ− dx. (3.2)
The respective constants are bounded in terms of each other according to
S−κ  L eκ−1S−κ . (3.3)
This theorem has its origins in the Li–Yau proof of the CLR inequality [19] and we refer to [13] for further
references.
We now show how to apply this theorem in order to deduce a weak form of Theorem 1.4 for convex domains Ω ,
namely,
N
(−− (2 dist(x,Ωc))−2 + V ) LN
∫
Ω
V
N
2− dx. (3.4)
The general case is, unfortunately, more complicated and will be dealt with in the following subsection. Obviously,
the (closure of the) quadratic form,
t[u] :=
∫
Ω
(
|∇u|2 − |u|
2
4 dist(x,Ωc)2
)
dx, u ∈ C∞0 (Ω),
in the Hilbert space L2(Ω) satisfies conditions (a) and (b) above. Moreover, from the identity
t[vω] =
∫
Ω
(
|∇v|2 − dist(x,Ω
c)
2 dist(x,Ωc)
|v|2
)
dist
(
x,Ωc
)
dx, (3.5)
with ω := √dist(x,Ωc) and from the fact that dist(x,Ωc) 0 as a distribution, we easily deduce that (c) is satisfied
as well. Our Hardy–Sobolev–Maz’ya inequalities (1.5) and (1.4) show that (i) in Theorem 3.2 is valid, and therefore
lead to (3.4) in case A = 0. The case of arbitrary A can be reduced to the case A = 0 by a careful use of the diamagnetic
inequality, as is explained in [13, Section 4.5].
3.2. Proof of Theorem 1.4. The general case.
We begin again by assuming that A = 0. The problem with the more general inequality involving the function DΩ
is that we do not know how to verify Assumption 3.1(c). In particular, we are not aware of a useful analogue of (3.5).
We can use, however, the following remark (see the end of Section 4.1 in [13]):
Theorem 3.2 remains valid if (c) is replaced by the following condition.
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L2(X,W dx) associated to the quadratic form t[u]. Then exp(−βΥ ) is an integral operator in L2(X,W dx)
for every β > 0.
We are going to prove Theorem 1.4 using (d) instead of (c). For technical reasons we have to work with regular-
izations defined by:
tε[u] :=
∫
Ω
(
|∇u|2 − (1 − ε) |u|
2
4D2Ω
)
dx, u ∈ H 10 (Ω), (3.6)
with ε ∈ (0,1]. As before, tε satisfies (a), (b) and (i) with a constant which can be chosen independently of ε.
(Namely, S = KN from Theorem 1.1.) Hence if we can verify (d) for any ε ∈ (0,1], Theorem 3.2 yields the inequality
N(Tε + V )  L
∫
Ω
V
N/2
− dx for the operators Tε associated to tε . Here L is a constant independent of ε. Similarly
as in [12] one can show that Tε + V ↘ T0 + V in strong resolvent sense. Therefore, if Pε and P0 are the spectral
projectors of Tε + V and T0 + V corresponding to (−∞,0), then Pε → P0 strongly, and by Fatou’s lemma for traces
N(T0 + V ) = TrP0  lim infε→0 TrPε = lim infε→0 N(Tε + V ) L
∫
Ω
V
N/2
− dx, as claimed.
Thus, to complete the proof of Theorem 1.4 we need to verify that exp(−βΥε) is an integral operator in
L2(Ω,W dx). Here W is a given, a.e. positive function in L1(Ω) ∩ L∞(Ω), β > 0 is a constant and Υε is the
self-adjoint, non-negative operator in L2(Ω,W dx) associated with the quadratic form tε from (3.6). We note that
Υεu = W−1(− − (1 − ε)(2DΩ)−2)u for u ∈ C∞0 (Ω). Since the coefficients of this operator are not smooth, the
existence of an integral kernel is not completely standard and we include a short proof.
We claim that exp(−βΥε) is, in fact, a Hilbert–Schmidt operator in the space L2(Ω,W dx). Via the unitary
mapping L2(Ω,W dx)  u → √Wu ∈ L2(Ω,dx), this is equivalent to saying that the operator exp(−βHε) in the
space L2(Ω,dx) is a Hilbert–Schmidt operator, where Hε := W− 12 (−− (1 − ε)(2DΩ)−2)W− 12 . This, in turn, will
follow if we can prove that the eigenvalues ej of the operator Hε satisfy a bound of the form ej  Cj2/N , where the
constant C may depend on W and ε, but is independent of j . In Lemma 3.3 below we show that a bound of this form
is true for the operator W− 12 (−)W− 12 , where − is the Dirichlet Laplacian on Ω . Now Davies’ Hardy inequality
(1.3) implies that
tε[u] ε
∫
Ω
|∇u|2 dx, u ∈ H 10 (Ω),
and therefore Hε  εW−
1
2 (−)W− 12 in the sense of quadratic forms. The inequality for ej now follows from the
variational principle. This completes the proof of Theorem 1.4 for A = 0. For general A we use again the argument of
[13, Section 4.5]. 
In the previous proof we used a lower bound on the j -th eigenvalue of the operator W− 12 (−)W− 12 in L2(Ω,dx),
where W is an a.e. positive function in L1(Ω)∩L∞(Ω). For later purposes we state a similar bound also in dimensions
one and two.
Lemma 3.3. Let Ω ⊂ RN and let τ > 0 if N = 1,2 and τ = 0 if N  3. Let (μj ) be the increasing sequence of
eigenvalues (counting multiplicities) of the operator W− 12 (− + τ)W− 12 in L2(Ω). Then
μj  CN‖W‖−1N
2
j
2
N if N  3,
and
μj  CN,pτ 1−
N
2p ‖W‖−1p j
1
p if N = 1,2,
where p  1 if N = 1 and p > 1 if N = 2.
These bounds are not new. In the following proof we shall make use of the observation that W− 12 (−)W− 12 is
the inverse of the Birman–Schwinger operator. This allows us to derive Lemma 3.3 from classical inequalities about
negative eigenvalues of Schrödinger operators.
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ties) less than μ of the operator W−1/2(− + τ)W−1/2. We shall show that
N
(
μ,W−1/2(−)W−1/2) C′NμN/2
∫
Ω
WN/2 dx (3.7)
for N  3 and that
N
(
μ,W−1/2(− + τ)W−1/2) C′N,pμpτ−p+N2
∫
Ω
Wp dx (3.8)
for N = 1,2 and p as stated in the lemma. Obviously, these bounds are equivalent to those stated in the lemma.
To prove (3.7) for N  3 we note that N(μ,W− 12 (−)W− 12 ) is equal to the number of eigenvalues greater than
1/μ of the operator W
1
2 (−)−1W 12 . By the Birman–Schwinger principle this number is equal to the number of
negative eigenvalues of the Schrödinger operator − − μW . Hence (3.7) is just a restatement of the Cwikel–Lieb–
Rozenblum inequality [18,17].
In order to prove (3.8) for N = 1,2, we use an inequality of Lieb and Thirring [20], which states that for any
non-negative operators A and B and for any p  1, one has Tr(AB2A)p  TrA2pB2p . For us, this implies that
N
(
μ,W−
1
2 (− + τ)W− 12 ) μp Tr(W 12 (−+ τ)−1W 12 )p  μp TrWp(− + τ)−p
for p  1. Now we use the fact that the integral kernel of (− + τ)−p , where − is the Dirichlet Laplacian, is
pointwise bounded by the same integral kernel, but now with − being the Laplacian on RN . (This is true for the
integral kernel of the semi-group exp(β) by the maximum principle, and follows for (− + τ)−p by integration
against e−βτ βp−1 dβ .) Hence, we can bound,
TrWp(− + τ)−p 
∫
Ω
Wp dx
1
(2π)N
∫
RN
dξ
(ξ2 + τ)p = CN,pτ
−p+N2
∫
Ω
Wp dx.
Here the constant CN,p is finite for any p  1 if N = 1 and for any p > 1 if N = 2. This proves (3.8). 
3.3. Proof of Theorem 1.5
In [13] it was shown that Theorem 3.2 has the following consequence:
Corollary 3.4. Assume that
(i′) T satisfies the Sobolev interpolation inequality with 2 < q < ∞ and 0 < θ < 1, that is, there is a constant S > 0
such that for all u ∈ dom t ,
t[u]θ‖u‖2(1−θ)  S
( ∫
X
|u|q dx
)2/q
. (3.9)
Moreover, suppose that Assumption 3.1 holds with κ replaced by q/(q − 2). Define 0 < κ < ∞ and 0 < γ < ∞ by
γ = q(1 − θ)
q − 2 , κ =
qθ
q − 2 . (3.10)
Then for all γ˜ > γ and for all V ∈ Lγ˜+κ(X) the negative eigenvalues Ej of T + V satisfy∑
j
|Ej |γ˜  Lγ˜
∫
X
V
γ˜+κ
− dx, (3.11)
with
Lγ˜ 
γ˜ γ˜+1
γ γ (γ˜ − γ )γ˜−γ
(γ + κ + 1)(γ˜ − γ )
(γ˜ + κ + 1) e
γ+κ−1(θ−θ (1 − θ)−1+θS)−γ−κ .
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and 3.1(b) are clearly satisfied for the quadratic form (3.6), and Theorem 1.2 gives (i′) with a constant independent
of ε. Moreover, since Corollary 3.4 follows from Theorem 3.2 applied to the operator T + τ (where τ > 0 is an
arbitrary parameter), Assumption 3.1(c) can be replaced by the analogue of (d) where, however, Υ has to be replaced
by the operator Υ (τ) corresponding to the quadratic form t[u] + τ‖u‖2.
Similarly as in the previous subsection, we verify this condition by showing that the operator exp(−βH(τ)ε ) in the
space L2(Ω,dx) is Hilbert–Schmidt with H(τ)ε := W− 12 (− − (1 − ε)(2DΩ)−2 + τ)W− 12 . The latter condition is
derived as before from the lower bound on the eigenvalues of the operator W− 12 (−ε+ τ)W− 12 stated in Lemma 3.3.
This concludes the proof of Theorem 1.5.
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