INTRODUCTION
The current procedures involving flight flutter testing are essentially based on the experimental determination of the modal damping coefficients and on the study of the variation of these coefficients with airspeed (Ruhlin and others, 1982; Russo and others, 1983; Roy and Walker, 1985) . The flutter phenomenon involves an aeroelastic structural instability which may be violent in nature (explosive flutter), and, therefore, it may exhibit a rapid deterioration in modal dampings with speed increase. Therefore, a careful opening of the flight envelope is required to avoid a possible loss of the vehicle during these tests. As a result, a large number of flight tests are performed, involving a careful increase in flight speeds. These flight tests are both time consuming and costly; and they require flying at speeds that are close to the flutter speeds. Ruhlin and others (1982) say that for a reliable determination of flutter speed, flight flutter tests must be performed at dynamic pressures with values around 7 to 10 percent below the flutter dynamic pressure. Therefore, it is important to formulate a method that will permit a rapid and reliable determination of the flutter speed at speeds well below the flutter speed. Attempts to formulate such a method were made in the past by several investigators. Zimmerman and Weissenburger (1964) describe a method whereby the complex eigenvalues of the vehicle are determined at three different airspeeds. These eigenvalues are then used to derive the vehicle's characteristic equation at these three airspeeds. The coefficients of the characteristic equations are then used to evaluate the Routh-Hurwitz stability discriminants. Zimmerman and Weissenburger (1964) show that for binary systems, the Routh-Hunvitz stability discriminant varies in a quadratic fashion with the dynamic pressure. Hence, the complete parabolic shape can be determined from measurements at three different airspeeds, which can all be far below the critical flutter speed. Unfortunately, this method does not seem to work with systems that have more than 2 degrees of freedom.
A variation on the aforementioned method is suggested in Houbolt (1975) in an attempt to extend the method of Zimmerman and Weissenburger (1964) to systems with more than 2 degrees of freedom. However, the suggested variation appears to have difficulties similar to those existing in Zimmerman and Weissenburger (1964) , and there is no indication regarding its use, or even of computed analytical results since it had been proposed in 1975. Gaukroger and others (1973; 1980) make use of a different approach, much in accordance with the basic approach adopted in this work, that is, the coefficients of the equations of motion of the vehicle are identified, and the flight flutter speed is computed following the identification stage. However, the identification procedure in Gaukroger and others (1973; 1980) is different than the one presented in this work, and the results produced in Gaukroger and others (1973; 1980) relate to binary systems only, much the same as in Zimmerman and Weissenburger (1964) . Even for the simplified binary systems presented in Gaukroger and others (1973; 1980) , the identification of the coefficients of the equations of motion yielded substantial errors in the coefficients. However, the final values regarding the flutter speed were in reasonably good agreement with the theoretical flutter speeds.
In the following work, attempts will be made to identify the coefficients of the equations of motion of dynamic systems. Following this identification stage, applications to simulated flight flutter testing will be made. The examples presented include the identification of the equations of motion for a 5-degrees-of-freedom mass-string system; the identification of seven modes of a continuous simply supported uniform beam; the identification of a 9-degreesof-freedom DAST (NASA's drone for aerodynamic and structural testing) aircraft model and computation of its flutter dynamic pressure; and finally, the identification of a 12-degrees-of-freedom YF-17 aircraft model and the eventual computation of its flutter dynamic pressure. defined in equation (10) defined in equation (12) defined in equation (5) damping matrix total damping matrix defined in equation (2 1) defined in equation (5) forcing matrix defined in equation (5) stiffness matrix total stiffness matrix defined in equation (2 1) mass matrix response amplitudes response amplitudes associated with the ith frequency of excitation response matrix defined in equation (9) defined in equation (12) eigenvector matrix of displacements (in physical coordinates) mode shape matrix
NOMENCLATURE

ANALYTICAL APPROACH Identification of the Equations of Motion
Let the equations of motion be given by [fil[iiol+ [CI[QOI + [ K I [~o I = [F1ekt (1) where all the coefficient matrices are real. It is desired to identify the coefficients of equation (1) by exciting the system over a range of frequencies using one or more forcing vectors, the magnitude of which need not be known. Equation (1) 
Formulation of the Flutter Equations
As already stated, the formulation of the flutter equations is constrained to equations with real coefficient matrices, following the aforementioned sensitivity to errors of the measured responses. The structural equations of motion can easily be brought to the form of equation 
where and where b represents a reference semichord length used to compute k. The matrix [ A2 ] represents aerodynamic inertia terms. These are normally small compared to the structural inertia terms and can therefore be ignored. Hence, the aerodynamic matrix can be written as ( 19) Equation (19) is much in accordance with the British method of representation of the equations of motion for flutter analysis. Introducing equation (19) into equation (l), one gets the following modified form of equation (4): 
These equations will form the basis for the flutter prediction to be presented in the following sections of this work.
SUGGESTED PROCEDURE FOR FLIGHT FLUTTER TESTING
Assuming that the coefficients of the equations of motion can be reasonably identified, the following procedure is suggested for flight flutter testing.
1. Choose a flight Mach number and keep it constant throughout this procedure.
2. Choose a flight altitude, and thus determine the value of the flight speed VI and the value of the dynamic pressure Q 1 for the specific conditions of this flight.
3. Make an excitation frequency sweep using forc- 
PRESENTATION AND DISCUSSION OF RESULTS
Numerical Examples
Four numerical examples are presented in this work. Two of the examples relate to the identification of simple dynamic systems without aerodynamic contributions, and two examples relate to the mathematical models of the drone for aerodynamic and structural testing (DAST) and the YF-17 aircraft. The identification in the last two examples are followed by the computation of the predicted flutter dynamic pressures.
Example 1 -Mass-String System The system is excited analytically with forces having constant amplitudes. The generated responses are then used to identify the system. These responses are also contaminated with errors generated by rounding the responses to two digits (thus introducing a nonzero mean error of up to 5 percent).
The results obtained using a single forcing column are summarized in tables 4 through 6 . Table 4 shows the values obtained for the identified system, using exact responses with excitation frequency spanning over all the frequencies of the system. As can be seen, the identified system essentially coincides with the exact system. Table 5 is identical to table 4, except for the reduced frequency range used for excitation, spanning over three natural frequencies of the system, and leaving two natural frequencies outside of the excitation range. It can be seen that even for this case, the identified results are essentially equal to the exact system. This suggests that it may be advantageous to select a conservative range of frequencies in the analysis, and then increase the range should frequencies be found outside the excitation range. Table 6 shows the results obtained using responses contaminated by errors introduced while rounding these responses to two digits. It can be seen that while the identified stiffness matrix [ K] is correct to within 5 percent errors, the damping matrix shows larger errors of up to 40 percent. The identified forcing column values are essentially the same as the exact values. At this stage, it can be concluded that the identified system is very close to the original system, provided the response errors are small. Furthermore, the identified parameters which are most sensitive to errors are the damping matrix coefficients.
Results obtained using two different forcing vectors are presented in tables 7 and 8. The program assumes that each of these two forcing columns excites the structure at identical frequencies. This is not es-6 sential, and it may even be advantageous if, say, the second forcing vector excites the system at intermediate frequencies (which fall between the frequencies of excitation of the first forcing vector). Finally, tables 9 and 10 present results for the same cases described in tables 7 and 8 but with five forcing columns. It can be seen that in this case, the identified results are essentially exact, even when the responses are contaminated by rounding them to two digits.
The results described indicate the advantage of using more than one forcing vector. It seems that for reasonable results, at least two linearly independent forcing vectors need to be used.
Tables 11 to 13 represent the results obtained when using responses contaminated with 5 percent random errors (instead of rounding the responses to the nearest two-digit values). Table 11 relates to the case where one forcing vector is used. It can be seen that large errors result, somewhat higher than those obtained when the responses were rounded to two digits. Peak errors in the stiffness matrix terms reach values around 40 percent, and peak errors in the damping matrix terms may reach values around 60 percent. However, even with these relatively large errors, the eigenvalues of the identified system are close to those of the exact system, with frequency errors reaching maximum values of around 3 percent and peak eigenvalue damping errors of around 28 percent (this error relates to the highest frequency mode, with much smaller values of errors in the lower modes). Even the eigenvectors obtained appear to be close to those of the exact system, with a possible exception of the 29.68 radlsec mode. Table 12 shows the results obtained when using responses contaminated by 5 percent random errors and two forcing vectors. Dramatic reduction in errors can be seen with peak errors in stiffness terms of around 8 percent and peak errors in damping terms of around 20 percent, with most other terms showing errors less than 10 percent. Note that the frequencies obtained in this case, for the identified system, are essentially exact. The eigenvalue damping errors are within 2.5 percent, and the eigenvectors are essentially identical to those of the exact system. Table 13 shows similar results when using five forcing vectors. Hence we can see once again the importance of using more than one excitation vector. Furthermore, we can see that the peak errors in the eigenvalues and eigenvectors of the identified system are appreciably smaller than the peak errors in the individual matrix terms.
Example 2 -Simply Supported Continuous Uniform Beam
Example 2 was chosen in an attempt to test the effects of the ignored higher modes on the identification of the desired lower modes. The analytical model for this beam is very simple, with pure sinusoidal mode shapes. The beam is allowed 3-percent damping to avoid infinite responses, and the objective set for this example was to identify the seven lowest modes. The frequencies were normalized with respect to the seventh natural frequency, rendering the following values for the first seven natural frequencies: Since the damping coefficient
The beam was analytically excited over a normalized frequency range from 0 to 1.05. Since damping is light, 600 values of equally spaced excitation frequencies were initially used. The analytical responses were computed at seven equally spaced locations along the beam using the contributions of the lowest 36 modes. In one set of cases, only seven modes were used to calculate the analytical responses, in order to evaluate the effects of truncation of the higher modes.
The results obtained using two forcing vectors and the exact computed analytical responses of the first seven modes only are summarized in table 14. Since physical coordinates are being used, the stiffness and damping matrices have little meaning beyond enabling the computation of the eigenvalues and eigenvectors of the identified system. As can be seen, the eigenvalues (both real and imaginary parts) obtained from the identified system are essentially exact (see eqs. (26) and (27)). Table 15 presents results similar to those appearing in table 14, except that in this case, the exact responses were computed using the contributions of the lowest 36 modes. As can be seen, the identified frequencies are essentially exact, with some errors in the damping values, especially for the highest frequency. All the results to be presented from here on relate to analytical responses computed using 36 modes of the continuous beam.
When the system is identified using responses contaminated with errors, as for example 5 percent random errors, the resulting eigenvalues and eigenvectors show extremely large errors. It appears as if the higher frequencies "fold down" and mingle among the exact values of the lower frequencies. The reason for these large errors was eventually traced to the small responses associated with the higher modes. Since a least squares technique is effectively used in solving equation (13), it appears that the small values for the responses associated with the higher modes carry little weight in the least squares expression when compared with the relatively large responses associated with the lower modes. To overcome this problem, some weighting needs to be given to the high-frequency equations. Hence a weighting has been introduced. Table 16 shows the results obtained while using a weighting proportional to the frequency of excitation, with responses contaminated with 5 percent random errors. As can be seen, excellent results are obtained for all frequencies, except for the damping of the first mode. At this stage, it is important to note that in this beam example, the ratio between the highest and the lowest frequencies has a value of 49. This is a large ratio that does not exist in any practical flutter example. Nevertheless, the results appearing in table 16 can be improved by using a weighting which is constant (= FREQC) up to a frequency equal to FREQC and from thereon using a weighting equal to the frequency of excitation. Table 17 shows such a result when using FREQC = 0.14. As can be seen, excellent results are obtained except for the highest mode, where 6 percent error in frequency is obtained and around 25 percent error in damping. The errors associated with all other modes are much smaller. No further efforts were made to improve these results since it was felt that the frequency ratio between the highest and lowest modes was too high to affect any practical flutter problem. Table 18 is similar to table 16 except that the excitation frequency range, spanning from 0 to 1.12, is subdivided into 14 subranges totaling 2 18 excitation frequencies instead of the 600 frequencies previously used. More frequencies were allowed around the resonance frequencies and less frequencies when far from resonance. The subranges were weighted to simulate integration of the square of the errors along the frequency axis. As can be seen from table 18, the results obtained are essentially identical to those shown in  table 16 .
Finally , table 19 shows the results obtained using 14 physical responses contaminated by 5 percent random errors and transformed to the seven generalized coordinates using the known mode shapes. Here again, 14 excitation subranges were used with FREQC = 0.04. As can be seen, excellent results are obtained except for the 10 percent error in the damping of the first mode.
Example 3 -Flutter of the DAST Aircraft
The aforementioned two examples were very useful in helping to formulate the identification problem and the excitation forms so as to yield results which can accept contamination errors. Example 3, together with example 4 which relates to the flutter of the YF-17 aircraft, are intended to test whether the aerodynamic simplifications made in equation (18) are valid, and also whether the identification procedure can yield reasonable flutter predictions from low dynamic pressure simulated flights.
The three views of the drone for aerodynamic and structural testing (DAST) are shown in figure 2. The mathematical model of the DAST consists of two rigid body modes (plunge and pitch) and seven elastic modes ranging from around 10 to around 128 Hz. The responses of the DAST aircraft were obtained for Mach number M = 0.9 using an 'exact' aerodynamic modeling of the aircraft with four lag terms in the Pad6 representation. The range of excitation between 0.5 to 900 rad/sec was divided into eight subranges with a total of 256 excitation frequencies. The exciting generalized forces were chosen so that all the ratios between the active generalized forces and the generalized masses are of the same order of magnitude for the elastic modes. For the rigid body modes, the active generalized forces were chosen to be between two to three orders of magnitude smaller.
The root locus plot for the 'exact' mathematical model is presented in figure 3 . It can be seen that the dynamic pressure at flutter is given by Q F = 547 lb/ft2 and the flutter frequency is given by w p = 114 rad/sec. In all of the DAST root locus plots presented in this work, the dynamic pressure increments have the value of 25 lb/ft2, and the dynamic pressure Q is varied from 0 to 750 lb/ft2. The root locus plots are truncated so as to show only those roots whose real parts lie within the range of -50 to +20.
As already stated earlier, the flutter prediction is based on the identification of the equations of motion, and the identification stage in this example ran into two difficulties. The first difficulty arises since the 'exact' analytical scheme for solving the flutter equations assumes undamped structural system, with damping associated with aerodynamic terms only. Therefore, this system could not be excited at zero dynamic pressure (that is, with zero damping) since the responses at resonance will be infinite. To overcome this difficulty, 3 percent structural damping was assumed while calculating the responses of the 'exact' system. The second difficulty, of a more severe nature, occurred at the identification stage since the matrix, for which the generalized inverse was sought, showed a strong singularity thus indicating it was rank deficient. The source of this difficulty was eventually traced to the two rigid body modes. These modes are unaffected by the structural damping added to the system, and therefore, their damping remains zero. In addition, at zero dynamic pressure, their stiffnesses are also zero so that (9)) with two columns identical to two other columns. At this stage, one could have proceeded with the generalized inverse by equating to zero the two smallest singular values of matrix [ TI, but this would have left the [TI matrix ill conditioned at small values of Q, thus undermining the purpose of this work, that is, to predict flutter by identifying the system at relatively low Q values. However, once the source of the difficulty was traced, the fix was relatively simple, and it involved using two different vectors of excitation, where particular emphasis was placed on different excitation of the rigid body modes. Once this was done, excellent identification results were obtained, much in accordance with the results described earlier for the beam and for the mass-string system. This observation is important since around flutter speed there is a tendency of two modes to coalesce, thus yielding two modes with identical frequencies (but with different dampings) and thus possibly giving rise to the difficulty described earlier. Hence, it is concluded that the excitation by more than one forcing vector is essential for the identification to be successful.
Based on the aforementioned conclusions, the system identification stage of the flutter example treated herein is performed using two forcing vectors. It is expected that the use of a large number of forcing vectors may improve the numerical results, but by the same token, it may turn the method to be practically unappealing owing to the difficulties involved when a large number of exciters is needed. Hence all the results to be presented for the DAST were obtained from a two-vector excitation system (that is, from at least two shakers), spanning a frequency range between 0.5 to 900 rad/sec.
The root locus plot obtained by solving equation (20) for different values of Q, after identifying the system at Q = 0 and at Q = 150 lb/ft2, using exact responses, is shown in figure 4 . Figure 5 shows similar results, except that this time the system was identified at Q = 150 lb/ft2 and at Q = 250 lb/ft2. It can be seen from figure 4 that for the identification performed at the lower values of Q, the predicted dynamic pressure is Q F M 560 lb/ft2 with flutter frequency W F M 113 rad/sec. These values are in excellent agreement with those of the 'exact' system ( fig. 3) , especially if allowance is made for the discrepancy involving the 3 percent structural damping introduced into the identified system. It should be noted that the effect of the 3 percent structural damping manifests itself in the form of displaced values for Q = 0. These displaced values should lie along a line with a slope of g/2, that is of 0.015, to the vertical axis and passing through the origin. A l l the root locus plots presented in this work, including those relating to example 4 which deals with the YF-17 aircraft simulation, clearly show this effect. Figure 5 is identical to figure 4, except that in this case the system was identified at Q = 150 lb/ft2 and Q = 250 lb/ft2. The flutter dynamic pressure computed in this case yields Q F = 553 lb/ft? and w~ = 113 rad/sec. This is once again in excellent agreement with the values obtained using the 'exact' mathematical model. At this stage, it may be concluded that the aerodynamic simplifications introduced in equation (19) are adequate and have a negligible effect on the flutter dynamic pressure and on the flutter frequency.
Figures 6 and 7 are similar to figures 4 and 5, respectively, with the only exception that the responses used during the identification stage were contaminated with 5 percent random errors. It can be seen that the effects of these errors on the flutter dynamic pressure and the flutter frequency are not noticeable, yielding essentially the same values as for the case where no errors were introduced into the responses.
At this stage, it should be stated that the identification stage for this example needed no weighting for the high modes since the ratio between the highest and the lowest elastic modes was much smaller than in the beam example (example 2). Furthermore, it should be mentioned that the condition number of the matrix [ ? I defined as the ratio between its highest and lowest singular values, was greatly improved by scaling its columns so as to yield equal maximum values in all columns. This scaling of columns led to the reduction of the condition number by at least two orders ofrnagnitude, and thus leading to a solution less sensitive to contamination errors.
Example 4 -Flutter of the YF-17 Aircraft
The aerodynamic damping values for the DAST example were large as manifested by the scales of the I abscissas of the root locus plots (after truncation) spanning from -50 to +20. It was felt that the identification procedure might falter in cases where a much lower aerodynamic damping is involved. Therefore, it was decided to test the identification method on the simulated data of the YF-17 aircraft which exhibits relatively low aerodynamic damping values. It will be shown that the (truncated) abscissas for this case span from -3 to +4 instead of the -50 to +20 for the DAST.
The plan view of the YF-17 aircraft is shown in figure 8 . The flutter mathematical model of the aircraft includes 10 elastic modes, with natural frequencies varying from around 4.6 to around 62 Hz, and 2 rigid body modes (plunge and pitch), thus yielding a total of 12 modes. The excitation range for generating responses varies from 0.5 to 450 rad/sec. Two forcing vectors were used, with relative values between the various generalized forces in accordance with the procedure described for the DAST example. Figure 9 shows the root locus plot using 'exact' aerodynamics with four lag terms and the 'exact' matrix coefficients. Here, and in all other YF-17 root locus plots presented in this work, the increments in the dynamic pressure are 5 Ib/ft2, with the dynamic pressure varying from Q = 0 to Q = 110 lb/ft2. It can be seen that the flutter dynamic pressure is given by Q F = 84 lb/ft2, and the flutter frequency assumes the value W F = 37.4 rad/sec. the aircraft. Figure 10 shows the results obtained for the case where the system is identified at Q = 0 and at Q = 20 lb/ft2. As can be seen, the results obtained are essentially exact, yielding Q F M 86.5 lb/ft2 and W F M 37.4 rad/sec. In this example, a 1 percent structural damping was assumed. This was done considering the light aerodynamic damping in this example. 
CONCLUDING REMARKS
The results presented in this work have shown that it is possible to identify the coefficients of the aeroelastic equations of motion of a dynamic system. The method is robust only if the coefficients of the equations of motion are real and the solution procedure uses this fact. It is also found that for robustness, more than one excitation vector needs to be used. This is true in all the cases treated herein, but is particularly essential when few modes have either the same value of frequency, or have frequencies with close values. In these latter cases, particular attention is needed in providing different excitation vectors, with particular emphasis on the generalized forces associated with the identical or close frequencies. This is particularly true for the rigid body modes of the aircraft where not only the frequencies are the same, or almost the same, but also the dampings assume identical or close values. These rigid body modes cannot be readily ignored during the identification procedure, since they have very strong aerodynamic coupling terms with the elastic modes, thus leading to some unexplained elastic distortions at low frequencies. These distortions greatly affect the identified results (when rigid body modes are ignored). The results obtained indicate that in all cases, two excitation vectors, with constant amplitudes throughout the frequency sweep, yield very good results. In the case of the beam where the elastic modes were spread over a large frequency range, some weighting of the equations was necessary. However, none of the other examples required any weighting, and it is not believed that practical flutter examples will ever need it. It was also found that scaling of the matrix columns, to equal maximum values before performing the generalized inverse procedure, improved robustness by reducing the ratio between the largest and the smallest singular values by at least two orders of magnitude.
Indeed, it was surprising to find out how good the introduced aerodynamic approximations were. Al-though these approximations appear to yield aerodynamic coefficients that are identical to the British representation, nevertheless they are different in that the British aerodynamic coefficients relate to a constant reduced frequency, whereas in the present method, the values of the identified coefficients include the effects of the reduced frequency on the different modes. Finally, it is gratifying to find that in both flutter examples treated herein, the flutter dynamic pressures and flutter frequencies are accurately predicted from simulated flight data gathered at dynamic pressures far below QF. However, it is still too early to state whether this method can be turned into a practical flight testing method. To do this, one needs to test the method in ground vibrations to gauge the errors introduced by the experimental setup and their effects on the identified system. In parallel, physical shaker locations should be analytically evaluated in some flutter examples, and the method need be reformulated for possible aerodynamic excitations using control surfaces with or without excitation vanes. Wind-tunnel and flight validation tests need to be performed, and, if successful, the method can be adapted to cope also with aircraft having active flutter suppression systems. 25, 6.25, 6, 25.6, 25, 6, 25, 6.25, 6, 25, 0.0, 0, 0, 0, 0, 0.0, 0, 0, 0, 0, 0, 0, 0, 0, wfbegin = 0, 0,0,0,0,0,0,0,0,0,O,wfend=1.76E-OO2,2.32E-OO2,7.22E-OO2,9.12E-OO2,0.161,0.205,0.286,0.364,0.44,0 .56, 0.644, 0.82, 0.88, 1.12. 0, 0, 0, 0, 0, 0. 0, 0, 0, 0, 0, 0, 0, 0, , 25, 6, 25, 6,25, 6, 25, 6, 25, 6, 25, 6, 25, 0, 0.0, 0, 0.0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, wfbegin = 0, 0,0,0,0,0,0,0,0,0,O,wfend= 1 . 7 6 E -0 0 2 . 2 . 3 2 E -002, 7.22E-002,9.12E -002,0.161,0.205,0.286,0.364,0.44,0.56, 0.644,0.82,0.88, 1.12,0, 0, 0, 0, 0, 0, 0, 0.0, 0, 0, 0, 0, 0, 0, 0, 0.161,0.205,0.286, 0.364, 0.44, 0.56,0.644, 0.82, 0.88, 0, O,O,O, 0, 0, Real part Figure 13 . YF-17 aircraft-results obtained using responses contaminated with 5 percent random errors at Q = 20 and Q = 35 lb/ft2.
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