Scheduling of tasks is done by mapping tasks on multiple processors so that it requires least time for completion of all processes. Multiprocessors are used to run real time applications that uniprocessor systems would not be competent to execute. This paper presents various scheduling algorithms that schedule an edge-weighted Directed Acyclic Graph (DAG) to a number of processors. In this paper, task duplication based scheduling algorithms like PY algorithm and DSH algorithm are analyzed and studied for various performance matrices. Also, the effect of varying number of processors is examined on these algorithms.
INTRODUCTION
Parallel computing which has been considered as high end of computing is used to execute a large number of tasks on different processors. The processors may be arranged in homogeneous environment as well as in heterogeneous environment. Parallelization of a multiprocessor scheduling algorithm is done to reduce the time for completion of all processes, to improve the execution speed and to increase the efficiency of the entire system. Task scheduling algorithms take care of all the above said factors and can be represented by Directed Acyclic Graphs (DAG). Parallel task scheduling algorithms are classified into four different groups:
Bounded Number of Processors (BNP) scheduling algorithms: These algorithms [3] schedule the DAG to a bounded number of processors directly. The processors are assumed to be fully-connected.
Unbounded Number of Clusters (UNC) scheduling algorithms: These algorithms [3] schedule the DAG to an unbounded number of clusters. The processors are assumed to be fully-connected. The technique employed by these algorithms is also called clustering.
Task Duplication Based (TDB) scheduling algorithms:
These algorithms [3] also schedule the DAG to an unbounded number of clusters but employ task duplication technique to further reduce the completion time.
Arbitrary Processor Network (APN) scheduling algorithms: These algorithms [3] perform scheduling and mapping on the target architectures in which the processors are connected via a network of arbitrary topology.
In this paper TDB scheduling algorithms are discussed and their performance is analyzed.
The rest of the paper is organized as follows. In the next section task scheduling algorithms are discussed. DAG model is also represented. In section 3, performance parameters are discussed and results are shown graphically. In last section, overall results are concluded based upon different outputs for various cases.
TASK SCHEDULING ALGORITHMS 2.1 DAG Model
A scheduling system model consists of an application program which is represented by DAG
where V is a set of nodes and E is a set of directed edges. In the model [7] , a set of n nodes } ,... , { 
Task Duplication Based Scheduling Algorithms
The TDB stands for Task Duplication Based scheduling algorithms. The principle behind these algorithms is to reduce the communication overhead by redundantly allocating some tasks to multiple processors (Ahmad and Wu, 1996) . In duplication different strategies can be employed to select ancestor nodes for duplication. Some of the algorithms duplicate only the direct predecessors while some other algorithms duplicate all possible ancestors.
The PY Algorithm: The PY algorithm (named after Papaadimitriou and Yannakakis) is task duplication based scheduling algorithm that uses an attribute [7] called e-value, to approximate the absolute achievable lower bound of the start-time of a node. This attribute is computed recursively beginning from the entry nodes to the exit nodes. After computing e-values, the algorithm inserts each node into a cluster, in which a group of ancestors are to be duplicated such that the ancestors have data arrival times larger than the e value of node.
DSH Algorithm:
Another TDB algorithm is Duplication Scheduling Heuristic Algorithm that considers each node in a descending order of their priorities [7] . The DSH algorithm first determines the start time of the node on the processor without duplication of any ancestor. Then, it considers the duplication in the idle time period from the finish time of the last scheduled node on the processor and the start time of the node currently under consideration. After that, it duplicates the node ancestors into duplication time slot until the slot is used.
PERFORMANCE RESULTS AND COMPARISONS
This section analyzes the performance of task duplication based parallel algorithms. There are various methods to measure the performance of these algorithms. In each case different number of nodes i.e. 10, 20 and 30 are assigned to 3 processors which are homogeneous in nature. Following parameters are implemented for given scheduling algorithms and results are shown graphically.
Overall execution time:
It is the amount of time consumed in execution of an algorithm for a given input on the Nprocessor based parallel computer. In figure 2 , overall execution time of parallel algorithms is derived for both PY and DSH algorithms. Also, it is compared with uniprocessor system in which it increases constantly. For a better algorithm, execution time must be small. Therefore DSH algorithm proves to be better as it has lowest value for execution time.
Speedup: It is defined as the ratio of the execution time on the single processor to that of the multiprocessor [9] . The purpose of a parallel computer is to speed up the computer processing capability, so for a better algorithm Speedup value must be high. As shown in figure 3 , Speedup for DSH algorithm is higher than PY algorithm and Serial algorithm implemented on uniprocessor system. Scalability: A computer system is scalable [9] , if it can increase its resources to accommodate performance and to decrease its resources to reduce cost. Scalability indicates how well the performance will improve on adding processors. Figure 4 represents the performance of the algorithm in terms of Speedup by varying number of processors. The Speedup increases as the number of processors gets increased. So, overall performance of the system improves on adding number of processors.
Efficiency: It is defined as the fraction of time that is usefully employed by the processors for a given task. It means how the resources of the parallel system are being utilized. Usually, efficiency is between 0 and 1. From the experimental values shown in figure 5 , it is depicted that DSH algorithm is more efficient than PY algorithm.
Processor Utilization: It is another important factor to measure the performance of an algorithm. Maximum number of processors must be utilized in case of a high performance system. Figure 6 shows average processor utilization of PY and DSH algorithms with varying nodes. All processors are utilized equally in case of PY algorithm. 
CONCLUSION
The study shows that parallel scheduling algorithms reduce the execution time of jobs. From the above analysis, it is concluded that on scheduling tasks in an effective way, the parallel system is able to process more number of jobs in lesser time as compared with uniprocessor system. Also DSH algorithm proves to be better as its overall execution time is less and Speedup is better than PY algorithm. The study also shows that the Speedup increases with the increase in number of processors on parallel systems. 
