Abstract-
Introduction
called the expression as a measure of entropy, Where , (1) For any probability distribution p= ( a measure of entropy needs to satisfy for the following conditions. i) It should be a continuous function of . ii) It should be permutationally symmetric function of . iii)
It should be maximum subject to i.e. when iv)
It should be always non-negative and its maximum value zero should occur for the n degenerate distribution. Then Shannon [6] obtained the function (2) For measuring the uncertainty or Entropy of the probability distribution. After this foundation of development of information theory and its great application and introduction of other generalized measure of one parametric entropy by A. Renyi(1961) [5] ,Kapur [4] , introduced generalized one parametric entropy in 1967.In 1994,Kapur [4] defined two-two parametric measure of entropy and corresponding directed divergence. In this paper we have introduced some two and three parametric measures of entropy. 
New two parametric Measures of entropy

Concavity-
To examine whether (8) is concave or not we note that since both
Is a concave function, (8) Will be concave functionif since the sum of two concave function and difference may or may not be concave, To examine its concavity we consider the function (x) = (10) 
We now consider two sub cases 
Since, , 1< , gives (29) So that decreases with and goes for 1 to 2 decrease from to 1 Its graph is shown in figure 2 
