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This study examines the effect of including industry-created metadata with full-text in an 
automatically generated index for information retrieval using the IIT CDIP document 
collection, based on the Legacy Tobacco Documents Library.  The study was conducted 
to determine whether including metadata for all or a portion of the documents would 
improve recall. 
No significant variation in recall was seen between indexes created with full text, full text 
and metadata, or full text and partial metadata.  The index created with only metadata and 
no full text performed significantly worse.  The supports the use of OCR to obtain the full 
text of the documents.  These results do not support the inclusion of metadata in search 
tools for this collection. 
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1 
Introduction 
 As the number of documents in a digital collection increases, so does the cost of 
using humans to index these documents. Although human indexing has not been proven 
to be more effective than machine indexing (Anderson, 2001a), records created by 
machines are different than those created by humans, and people are not ready to fully 
automate indexing (Coyle, 2008). It is becoming necessary for libraries to find a way to 
incorporate automatic or machine indexing into human indexing systems. 
 One possible solution to the increasing cost of human indexing it to incorporate 
automatic indexing ideas by using systems like the National Library of Medicine’s 
Medical Text Indexer. These systems are used by human indexers to analyze the title and 
headings of a document and suggest possible keywords, which indexers believe saves 
them time (Coyle, 2008). Another solution is using citation indexes to gather documents 
that have frequently been cited together, assuming they have subjects in common. 
 Anderson and Pérez-Carballo propose using a combination of human and 
automatic indexing, with a machine indexing the majority of documents in a system and a 
human indexing the “most important” documents.   This will save on the cost of human 
indexing by allowing most documents to be indexed without human interaction, while 
preserving the benefits of human indexing for the most important subset of a collection.  
The problem then becomes choosing this subset. Anderson and Pérez-Carballo offer 
several methods of identifying the “most important” documents to be indexed by humans 
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(Anderson, 2001b). 
 Many of the methods proposed by Anderson and Pérez-Carballo to choose the 
most important subset of documents for human indexing involve human interaction.  
These include hand-selection of documents by either a group of searchers, an advisory 
board, or the indexers. Indexer selection and advisory board selection decrease the cost-
savings gained by automatic indexing because a human must interact with all, or a large 
subset, of documents before indexing, and additional human effort is required to carry out 
the recommended indexing. Searcher selection doesn't increase the cost in this way, but it 
does still rely on humans interacting with documents, so it increases the time needed. 
 Indexing algorithms frequently use data about the use of documents by library 
patrons and citations articles by researchers. Selecting a subset of documents to be human 
indexed based on use would involve determining the most-circulated items in a library or 
most-retrieved items in another system and using a human to index those. Selecting a 
subset of documents to be human indexed based on citation would involve using a 
citation index to determine the most frequently cited documents for human indexing. 
 This study seeks to determine whether combining a human index of most used 
documents with an automatic index of all documents will improve search results for a 
collection of legal documents.  Specifically, this study will try to improve recall, a 
common information retrieval performance measure.  Recall is the ratio of the number of 
relevant documents that have been retrieved to the total number of relevant documents in 
the collection.  In this study, the main measure will be estimated recall after B documents 
are retrieved, where B is the estimated number of relevant documents in the collection. 
 This study will compare four types of indexes: fully automated; mostly 
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automated, supplemented with human indexing of the most used items; mostly 
automated, supplemented with human indexing of the most cited items; and mostly 
automated, supplemented with human indexing of the items that are both frequently used 
and frequently cited, defined as the intersection of the most-cited and most-used sets. It is 
expected that human indexing of the most cited items will achieve the best results, in 
terms of recall. 
Indexing 
 Indexing is a way of labeling a document by content.  Textbook indexes link 
keywords to portions of the text relevant to those keywords.  Indexers in a library setting 
create subject headings to be applied to materials.  Indexes are created examining the 
document and applying rules to determine what the document is about.  This can be done 
either by a person, referred to as human indexing, or a computer algorithm, referred to as 
automatic or machine indexing.   
 Human indexing has been occurring as long as documents have been created.  
Human indexing has been thought to be more thorough and accurate than automatic 
indexing, since a human can pick up on subtleties in the text and discover the essence of 
what a document is about more easily than can a computer.  However, human indexing is 
significantly more expensive and time consuming than automatic indexing.  In order to 
human index a collection of documents, one or more trained people, usually with an 
advanced degree, must examine most or all of the document carefully. Some researchers 
have argued that human indexing can include a significant cultural bias. Automatic 
indexing is cheaper and faster than human indexing.  Additionally, automatic indexing is 
thought to avoid some of the cultural bias of human indexing, although there is still a 
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possibility that cultural bias will exist in the algorithm design. 
 Another issue in indexing is whether an index should capture what a document is 
truly about or if it should enable users of the index to resolve information needs.  It is 
impossible to index an entire collection to suit each user's individual needs, but indexers 
and automatic indexing algorithm developers can keep in mind the kind of needs their 
document collection should satisfy.  A collection of scholarly journal articles for a 
corporate library will need to meet different needs than a collection of knitting articles for 
a craft store's website and should be indexed differently. 
 Indexes are crucial components of information retrieval systems.  In these 
systems, an index can be thought of as a map between documents and keywords or 
phrases that make up queries.  The information retrieval system maps queries to the 
index, which is mapped to the document collection in order to determine which 
the query.   documents match 
The Collection 
 The collection used used in this study was also used for the 2007 TREC legal 
track and is based on the Illinois Institute of Technology Complex Document Information 
Processing collection (IIT CDIP).  It was created from documents made available through 
the Master Settlement Agreement (MSA) and hosted by the University of California San 
Francisco's Legacy Tobacco Document's Library (Lewis et al., 2006). The collection 
contains almost seven million documents of diverse origin and format and associated 
metadata records, created by the tobacco industry through examination of each document.  
Queries and relevance judgments were created as a part of the TREC legal track. The 
queries were designed to resemble requests for production of documents related to legal 
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cases.  The relevance judgments were made by volunteer law students.  Not all 
documents were judged, but TREC has provided an algorithm and software for 
estimating recall based on the relevance judgments that were created. 
 Extensive research has been done  in regard to query formulation using the IIT 
CDIP document collection. In 2007, Zhu, Zhao, and Callan studied the creation of 
structured queries from the boolean queries provided by TREC.  They provided a method 
for producing effective queries. Arampatzis, Kamps1 Koolen1, and Nussbaum (2007) 
also worked with query development, comparing the boolean query to free-text queries 
and determining that a combination provided most effective retrieval.  Tomlinson (2007) 
and Zhao, Lee, and Medhi(2007) did similar query formulation experiments with the 
collection.  Little to no research has been done in regards to use of human created 
metadata versus full-text in indexing the collection. 
 The IIT CDIP collection has received much attention from health and legal 
researchers. (Hirschhorn, 2006).  However, access hasn't always been simple.  Lee, 
Gilmore, and Collin (2004a, 2004b) detailed the difficulty in accessing the documents 
before they were provided on line. The original settlement required the documents to be 
made available on industry-maintained websites and in a physical depository run by a 
third party. Physical access to the documents was difficult for anyone not near the 
depository.  Once there, documents were indexed using the metadata provided by 
industry, which caused concerns with regards to bias.  Additionally, researchers were 
suspicious of the reliability and completeness of industry-maintained websites.  Glantz 
(2000), Mugglie, Le Gresley and Hurt (2004), Balbach, Gasior, and Barbeau (2001) all 
detailed barriers to access and called for a third-party on line database.  Clearly, the 
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digitization of these documents has positively impacted this research community and 
improved searching of this collection is important.
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Methodology 
Overview 
 This study seeks to determine whether including human-created metadata for the 
most used documents in a collection affects recall by comparing four types of indexes: 
fully automated; mostly automated, supplemented with human indexing of the most used 
items; mostly automated, supplemented with human indexing of the most cited items; and 
mostly automated, supplemented with human indexing of the items that are both 
frequently used and frequently cited, defined as the intersection of the most-cited and 
most-used sets. It is expected that human indexing of the most cited items will achieve 
the best results, in terms of recall.   A system that incorporates human indexing with 
automatic indexing in effective ways could save time and money spent on human 
resources. 
 The Lemur Toolkit, a collection of open-source information retrieval tools, was 
used to create indexes, run queries, and evaluate the results.  BuildIndex was used to 
create an index for each collection.  IndriRunQuery was used to retrieve documents 
relevant to each query.  Trec_Eval was used to evaluate the performance of each index.  
All collections were indexed, queried, and evaluated identically.  The differences came 
only from whether human-created metadata or full-text were included in the documents 
to be indexed 
 The set of documents, queries, and relevance judgments used come from the 
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TREC 2007 Legal Interactive Track. The set of documents used for this topic is a subset 
of the Legacy Tobacco Documents Library. These documents were released by tobacco 
companies as part of the Master Settlement Agreement in 1998. They have been digitized 
and indexed by the tobacco companies and made full-text search-able using OCR.  The 
Legacy Tobacco Documents Library at the University of California, San Francisco keeps 
usage statistics, using Google Analytics to track access to the documents via the library's 
n was used to determine the most used 20% of documents. website.  This informatio
Creating Collections 
 In order to create indexes that combine automated and human indexing, document 
collections were created that include the full document text, obtained by OCR, and 
human created metadata.  For a fully automated index, the document collection contains 
only the OCR text.  For a fully human index, the document collection contains only the 
human created metadata.  For an index that combines the two, the OCR text is included 
for all documents and the human metadata is included only for those documents which 
are being treated as human indexed.
8 
<LTDLWOCR>/<ti> : Title 
<LTDLWOCR>/<au> : Authors (people, or unspecified) 
<LTDLWOCR>/<ca> : Authors (organizations) 
<A>/<at> : Attendees 
<A>/<b> : Brands 
<LTDLWOCR>/<c> : Copied (people CC'd on a document) 
<A>/<d> : Short description of the document. 
<LTDLWOCR>/<no> : Organizational names mentioned in document. 
<LTDLWOCR>/<np> : Personal or unspecified names mentioned in document.
<LTDLWOCR>/<cr> : Organizations who received the document. 
<LTDLWOCR>/<rc> : People who received the document. 
<LTDLWOCR>/<tp> : Controlled vocabulary categories. 
Text 1: Fields included in metadata 
 
 
  
 
  
<ot> : Body of the text (as OCR output)
Text 2: Fields included in OCR text 
9 
 Metadata Text 
Human All None 
Automatic and Human All All 
Automatic None All 
Automatic and Partial Human Top 20% used All 
Table 1: Makeup of Document Collections 
 
PHP scripts were used to extract these collections from the full document collection.  
These scripts are included in Appendix A.  For the Automatic and Partial Human 
document collection, metadata was included for those documents that were in the most 
eported by UCSF. circulated 20%, as r
Parsing Queries 
 Final queries and query numbers were extracted from the full query file provided 
by TREC using a PHP script. The queries were then parsed using a Perl script provided 
by Zhu, et al., which converted boolean queries to the form required by Lemur.  Some 
hand processing was required to remove unrecognized characters, but this process mostly 
followed the process outlined in (Zhu, 2007).    
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Building Indexes 
<parameters> 
<index>../IITCDIP/automatic_and_human_index</index>
<indexType>indri</indexType> 
<dataFiles>files.list</dataFiles> 
<docFormat>trec</docFormat> 
<stemmer>porter</stemmer> 
<stopwords>stopwords.txt</stopwords> 
</parameters> 
Text 3: Parameters for building index 
 
 Lemur's BuildIndex function was used to build an indri index from each 
document collection.  Porter stemming was used and a simple list of stopwords was 
removed, as suggested by Zhu et al..   
Retrieving Documents 
 Retrieval was done using IndriRunQuery.  Queries were placed in the parameter 
file.  Runs were done using Dirichlet smoothing, as recommended by Zhu et al.  Each 
document collection was run separately, with results piped into a text file. 
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<parameters> 
 <query>.......(each processed query is contained in one <query> element) </query>
  <runID>Automatic and Human</runID> 
  <index>../IITCDIP/automatic_and_human_index</index> 
  <count>25000</count> 
  <memory>1024M</memory> 
  <queryOffset>51</queryOffset> 
  <trecFormat>true</trecFormat> 
  <rule>method:dirichlet,mu:1000</rule> 
</parameters> 
Text 4: Parameters for Retrieval Run 
 
 
Evaluating Retrieval 
 In legal search situations, it is crucial that no important documents are missed.  
For this reason, TREC legal tracks focus on recall measures, rather than precision.   The 
primary measure used in TREC is estimated recall after B documents are returned, where 
B is the number of relevant documents for the query.  This study uses the same measure.  
A paired t-test was run, comparing est_RB for each query across runs. 
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Results and Analysis 
 Estimated recall at B, where B is the number of relevant documents for the query 
was computed for each query using each index, and the average for each index was 
computed. The spread of estimated recall at B across queries was very similar for each 
index, except the human metadata only index, which resulted in lower recall. 
Automatic Automatic & 
Human 
Human Experimental 
 
0.0514 0.0514 0.0011 0.0465 
Table 2: Average estimated recall at B 
 
Illustration 1: Spread of estimated recall at B 
 
13 
Pairwise t-tests were done, comparing each control collection to the experimental 
collection. The only significant difference is between the Human-only index and the 
Experimental index. The Experimental index does not give significantly different results 
from the Automatic or Automatic and Human indexes.  Although the Automatic index 
and the Automatic and Human index gave different results for some measures, they 
produced the same estimated recall at B for each query.  Together, these measures show 
that inclusion of human-created metadata, in any amount, does not affect recall. 
 Automatic Automatic & 
Human 
Human 
t 1.2076 1.2076 -2.3210 
p 0.2347 0.2347 0.0258 
Table 3: t and p values from Student's paired t-test comparing each control index 
to the experimental index 
 
 One explanation for the small effect of human-created metadata on recall is that 
the metadata fields may only repeat words and phrases from the text, rather than adding 
original phrases that provide a brief, but broad, view of the contents of the document.  It 
is possible that the inclusion of metadata would increase recall if it searches were done on 
specific fields.  For instance, if documents were requested relating to a specific person or 
organization, a search on the fields containing names might improve recall.
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Conclusions 
 Human-created metadata did not improve recall on this collection.  The 
experimental index, which combined full-text for every document with human-created 
metadata for the 20% most used documents, did not perform better than the control 
indexes that included full-text.  The human-created metadata only index performed the 
worst.  This provides insight into how large document collections like this, released via a 
legal ruling, should be made available to the public and calls into question the 
effectiveness of requiring the creators of these documents to index them. 
 All indexes that include full-text for every document perform equally well, 
regardless of the amount of human-generated metadata included.  The index that is solely 
human-generated metadata, without the full-text produced by OCR performed 
significantly worse than the Experimental index, which included full-text for each 
document and human-generated metadata for the 20% most accessed documents.  This 
indicated that the human-generated metadata is not helpful in retrieving documents for 
this kind of query when full-text searching is available. 
 This document collection and set of queries has unique characteristics that may 
have contributed to these results.  The collection is a large set of private tobacco industry 
documents that were not originally created to be a public resource.  They were released to 
the public as part of the Master Settlement Agreement in 1998.  Originally, the collection 
consisted only of photocopies of documents with associated metadata created by tobacco 
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companies and was only accessible either in person in a depository in Minnesota or on 
line through industry-maintained websites.  In both cases, only the metadata was search-
able 
 Because of these characteristics, the obtained results have interesting implications.  
First, comparing the results of the automatically generated, full-text index to the human 
metadata index, it is clear that using OCR to obtain full-text and making these texts 
search-able on line via the UCSF library website greatly improved the accessibility of 
these documents.  Legal searches on this collection now provide significantly better recall 
and require much less time to complete.  This provides evidence that future legal rulings 
requiring the disclosure of documents to the public should include a requirement that full-
text search be available. 
 These results also call into question the practice of having defendants in a legal 
case index the documents to be provided to the plaintiffs as part of a settlement.  By the 
nature of a lawsuit, these two parties' interests are opposed.  It is unreasonable to assume 
that the meaning an industry employee sees in a document will relate to the meaning a 
lawyer creating a case against the industry will see.  As indexing is the process of 
distilling the meaning or content of a document for the purposes of retrieving that 
document in relation to an information need or query, it is most useful when the indexing 
is done by someone who can understand the viewpoint of the users of the index.  This 
study provides evidence that industry indexing does not support the information needs of 
the legal community and suggests that future document collections produced as a part of 
legal settlements should not be indexed by industry. 
 Conclusions can also be drawn about the search interface for collections like this.  
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Although it is reasonable to provide robust search options, including the option to search 
metadata and limit these searches by field, the success of full-text searching in this study 
implies that full-text searches should be the default.  metadata searches should be limited 
to an advanced search options.  Additionally, users should be informed of the origin and 
quality of the metadata, especially who created it and the degree to which it helps or 
inhibits search. 
 These results also provide insight into searches of collections that do not share 
these special characteristics.  The effect of full-text searching on recall in this situation 
provides evidence for the usefulness of recent book digitization efforts.  In situations for 
which high recall is a priority, such as literature reviews, historical research, or similar 
searches, it is likely that full-text searches of digitized books and journal articles would 
increase recall in the same way that full-text search increased recall with this collection.  
As book digitization becomes more common and less expensive, full-text indexing is 
something that should be considered not only for specialized collections like the Tobacco 
Legacy Documents but also for more standard library collections.
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Suggestions for further research 
 The original question this study sought to answer was whether using human-
created metadata for the most circulated documents in a collection provided improvement 
over using full-text indexes for all documents.  The assumption was that an index using 
metadata along with full-text would be an improvement over the full-text only index and 
the experimental index would provide results somewhere in the middle of the previous 
two.  Since the metadata in this case provided no improvement over full-text only, this 
hypothesis was neither supported nor contradicted by the evidence produced in this study.  
It would be useful to repeat this study with a document collection whose human-created 
metadata has been proven to be useful. 
 This study showed that industry-created metadata did not increase recall.  A study 
using metadata created by the legal community or by a third party would determine 
whether any metadata is helpful in these searches or if full-text is the best index for this 
sort of document.  It would also be helpful to perform similar experiments on similar 
document collections that were originally private, but made public after their creation, 
such as declassified government documents or documents provided as part of other legal 
settlements.
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Appendix A 
#!/usr/bin/php5 
<?php      
    $topdocs=array();    **list    of    top    documents    excluded    to    save    space** 
    foreach(range('a','z') as $i){ 
      if(strcmp($i,"s")!=0){ 
        foreach(range('a','z') as $j){ 
 
          $xml = simplexml_load_file("/media/My Book/IIT CDIP/extracted/iitcdip.".$i.".".$j.".xml") or 
die("can't open input"); 
          $fh = fopen("/media/My Book/IIT CDIP/onlytopdocs/iitcdip.".$i.".".$j.".xml" , 'w') or die("can't 
open output"); 
            foreach($xml->record as $item){ 
 
            if(in_array($item->docid,$topdocs)){ 
                $stringData = "<DOC>\n<DOCNO>".$item->docid."</DOCNO>\n<TEXT>\n". 
                $item->LTDLWOCR->ti."\n". 
                $item->LTDLWOCR->au."\n". 
                $item->LTDLWOCR->ca."\n". 
                $item->A->at."\n". 
                $item->A->b."\n".   
                $item->LTDLWOCR->c."\n". 
                $item->A->d."\n".   
                $item->LTDLWOCR->no."\n". 
                $item->LTDLWOCR->np."\n". 
                $item->LTDLWOCR->cr."\n". 
                $item->LTDLWOCR->rc."\n". 
                $item->LTDLWOCR->tp."\n". 
                $item->LTDLWOCR->ot."\n</TEXT>\n</DOC>\n"; 
                 
              } 
              else{ 
                $stringData = "<DOC>\n<DOCNO>".$item->docid."</DOCNO>\n<TEXT>\n".$item-
>LTDLWOCR->ot."\n</TEXT>\n</DOC>\n"; 
              } 
            fwrite($fh, $stringData);         
            } 
        } 
      } 
    } 
?> 
