Abstract. The finite embeddability property (FEP) for integral, commutative residuated ordered monoids was established by W. J. Blok and C. J. van Alten in 2002. Using Higman's finite basis theorem for divisibility orders we prove that the assumptions of commutativity and associativity are not required: the classes of integral residuated ordered monoids and integral residuated ordered groupoids have the FEP as well. The same holds for their respective subclasses of (bounded) (semi-)lattice ordered structures. The assumption of integrality cannot be dropped in general-the class of commutative, residuated, lattice ordered monoids does not have the FEP-but the class of n-potent commutative residuated lattice ordered monoids does have the FEP, for any n < ω.
Introduction
The question of whether a given class of algebras has a decidable equational or even universal theory is a natural and important one, in particular, when the class of algebras itself models a logical system. If the class is finitely axiomatizable, one way to establish that its universal theory is decidable is to show that the class has the finite embeddability property (or FEP, for short), i.e., that every finite partial subalgebra of an algebra in the class is isomorphic to a partial subalgebra of a finite algebra in the class. The class of algebraic models of "intuitionistic linear logic with weakening" (consisting of integral, commutative, residuated monoids, and often referred to as integral residuated lattices) has a decidable universal theory (this follows from results by Okada and Terui [16] and Lafont [14] ). Indeed, it has the finite embeddability property (see [4] ). In this paper we establish the finite embeddability property for the class of integral residuated ordered groupoids and some of its important subclasses, including the one consisting of integral residuated ordered monoids. The members of these classes are of particular importance in the study of logical systems. The most general structures among them arise as models of categorial grammar. The multiplication represents here juxtaposition of parts of speech, and is therefore, in general, neither commutative nor associative (see, for example, [6] ). The associative but not necessarily commutative structures figure as the models for non-commutative systems of linear logic.
The finite embeddability property for integral residuated lattices (i.e., for integral, commutative, residuated ordered monoids) was established using Dickson's Lemma (equivalent to what is known as Kripke's Lemma). It is shown here that the proof can be refined so as to apply to the non-commutative or non-associative case if we instead invoke Higman's finite basis theorem for divisibility orders; Dickson's Lemma is a special case of Higman's result.
We refer the reader to [10] , [1] and [5] for background on residuated ordered groupoids, semigroups and monoids. The notion of a (residuated) ordered groupoid was first introduced by Birkhoff [1] as a generalization of the (residuated) latticeordered monoids studied by Ward and Dilworth [20] . The motivating example for Ward and Dilworth's work was the lattice of ideals of a commutative ring with 1, endowed with the binary operation of ideal multiplication. The residuation operation is the usual division operation on ideals. The assumption of commutativity was dropped in [7] . The multiplication is associative in these examples; a natural example of an, in general, non-associative residuated ordered groupoid is the collection of normal subgroups of a group, partially ordered by inclusion, in which the product of two normal subgroups is defined to be their commutator (see [10] ); or, more generally, the collection of congruences of an algebra in a congruence modular variety in which the commutator serves as the groupoid operation. We already commented on the importance of residuated ordered groupoids in the study of logical systems, such as categorial grammars and systems of linear logic and relevance logic; the decidability results we obtain yield corresponding results for the "deducibility problems" for those logics-see [17] , [18] and [4] for discussions of this connection, and [2] for the connection between logical systems and classes of algebras in general. Residuated ordered monoids that are complete lattices are known as "quantales", and these have received a considerable amount of attention in the literature (see for example [19] ).
The paper is divided into two parts. In the first part we construct, from a partial subalgebra B of a given residuated ordered groupoid A, an algebra D(A, B) into which B can be embedded. The constructed algebra D(A, B) is a residuated ordered groupoid that is a complete lattice, and the groupoid operation on D(A, B) distributes over all joins. Moreover, when the groupoid operation of A is commutative or associative, the groupoid operation of D(A, B) is also commutative or associative, respectively. The embedding is also shown to preserve the groupoid identity, if it exists, and all existing meets and joins. In particular, if A is integral (i.e., if it has an identity element and a largest element, which coincide), then D(A, B) is also integral. When the groupoid operation is associative, D(A, B) is, in fact, a "quantale", so the result shows in particular that every residuated ordered monoid can be embedded in a quantale. Our construction owes much to the work on fragments of linear logic in [16] and earlier in [14] .
In the second part of the paper we prove that the class IROG of integral residuated ordered groupoids has the FEP. Assuming that B is a finite partial subalgebra of A ∈ IROG, to prove finiteness of D(A, B), we establish a relationship between elements of D(A, B) and subsets of a finitely generated free groupoid with identity F, ordered by a natural "subword" ordering ≤ F . The structure F, ≤ F satisfies the requirements of Higman's theorem and hence is well-quasi-ordered, i.e., has no infinite antichains or infinite ascending chains. This provides enough information to show D(A, B) is finite and hence that IROG has the FEP. Since D(A, B) is associative whenever A is, it follows immediately that the quasivariety IROM of integral residuated ordered monoids has the FEP as well. We provide an example to show that the assumption of integrality cannot be omitted. We also show that all of these results are preserved as we add various order properties, such as being lattice-ordered or being bounded.
Preliminaries
Given an algebra A = A, f A i : i ∈ I (of any type), and a non-empty subset B ⊆ A, the partial subalgebra B of A with domain B is the partial algebra B, f
A , with ≤ A a partial order on A, and B ⊆ A is non-empty, then the partial subalgebra B of A is the ordered partial algebra B, f
, and where the f B i are defined as before, for i ∈ I. By an embedding of a partial algebra B into an algebra A we mean a 1-1 map ι : B → A that preserves all existing operations; i.e., if for some operation symbol f i and
. A class K of (ordered) algebras has the finite embeddability property (FEP, for short) if every finite partial subalgebra of some member of K can be embedded into some finite member of K.
From now on in this paper, all classes of algebras considered will be of finite type; i.e., the set of fundamental operations of the algebras considered will be assumed to be finite. Let K be a class of (ordered) algebras, and suppose that a universal sentence ϕ in the language of K fails in the class. Then ϕ fails in some A ∈ K, say. Let B be the set consisting of the elements of A that witness the failure of ϕ as well as all elements of A that occur in the evaluation of terms in ϕ. Then B is the universe of a partial subalgebra B of A. If the class K has the FEP, then B is embeddable into a finite algebra C ∈ K. Clearly, there is a natural interpretation in C for which ϕ fails. Thus, ϕ fails in a finite member of K. If K is in addition finitely axiomatizable, this allows us to recursively enumerate the universal sentences that fail in K. Under the same hypotheses the universal sentences that hold in K can be recursively enumerated as well. It follows that if a finitely axiomatizable class of (ordered) algebras has the FEP, then its universal theory is decidable.
If K is a quasivariety, one has the result below. The proof of (i) ⇒ (ii) follows the reasoning of the previous paragraph, and proofs of the implication (ii) ⇒ (i) can be found in [9] or [4] . 
The class of all residuated ordered groupoids is denoted ROG. Observe that if A, ·, \, /, ≤ is a residuated ordered groupoid, then
We shall consider subclasses of ROG that additionally satisfy some of the following properties. We say that a residuated ordered groupoid
• lower bounded if ≤ has a least element, which we denote by 0,
• upper bounded if ≤ has a greatest element, which we denote by 1,
• bounded if it is both lower and upper bounded,
• unital if · has an identity element, which we denote by e, • integral if it is upper bounded, and the largest element 1 coincides with the identity e of ·. We shall use P to denote the set consisting of all the properties listed above. Then, for any Q ⊆ P, we denote by ROG Q the class of all residuated ordered groupoids that satisfy each of the properties in Q.
We use the convention that · binds more strongly than other binary connectives and we shall abbreviate a · b by ab, etc. We define x 0 = e and inductively define
Note that a residuated ordered groupoid with least element 0 satisfies 0 ≤ x\0, hence also x · 0 ≤ 0, so it satisfies x · 0 ≈ 0. Also, the existence of a least element 0 ensures that a greatest element also exists, namely 1 = 0\0. Furthermore, by the conditions (1) and (2), commutative residuated ordered groupoids satisfy x\y ≈ y/x.
if i∈I a i exists, then c( i∈I a i ) = i∈I ca i , (5) if i∈I a i exists, then ( i∈I a i )c = i∈I a i c. (6) To see that (3) holds, first observe that from bc ≤ bc and (2) we get b ≤ bc/c. If a ≤ b, then a ≤ bc/c hence ac ≤ bc. The argument for (4) is symmetrical, using the operation \ and (1). For (5), observe that ca i ≤ c( i∈I a i ) for each i ∈ I by (4),
This proves (5) and the proof of (6) is similar.
Let M, · be a groupoid, let a 1 , . . . , a n ∈ M and let δ 1 , . . . , δ n ∈ {l, r} (l and r stand for "left" and "right", respectively). We will write a δ to denote the sequence a
n , we will use ε to denote the empty sequence and we denote by M l,r the set of all possible a δ , that is,
Clearly any two elements of M l,r can be concatenated to form a new element of M l,r . The sequence a δ is to be understood as a unary polynomial operating on M , defined inductively as follows: For each c ∈ M , set ε(c) = c and, for a δ ∈ M l,r
The following lemma is an immediate consequence of the above definitions.
Embedding theorems
We shall define a function D that assigns to a residuated ordered groupoid A and a partial subalgebra B of A a residuated ordered groupoid D(A, B). The algebra D(A, B) is lattice ordered and complete, it contains an isomorphic copy of the partial algebra B, and it is obtained from A and B in an economical way.
Let A = A, ·, \, /, ≤ be a residuated ordered groupoid and let B be a partial subalgebra of A. Let M, · be the subgroupoid of A generated by B. If X, Y ⊆ M and a ∈ M , then XY denotes {ab : a ∈ X; b ∈ Y }, Xa denotes X{a} and aX denotes {a}X.
For each a δ ∈ M l,r and each b ∈ B, define
We shall omit the superscript M in the future; (b] will always denote the downward closure in M of the singleton {b}.
Define
The collection D of subsets of M is a closure system; the closure operator C over M associated with D is then given by
If A is unital with identity element e, and e ∈ B, then we define
, from which the first result follows. The second similarly follows from aX
Proof. We will show that for 
Similarly, (8) implies that (a δ ) (1) and (2) 
Suppose e is an identity element of A and e ∈ B. Recall that (e] = (ε) a right identity element of D(A, B) . Similarly, we show that (e] is a left identity element of D(A, B) . If A is integral, then it has a largest element 1 which is also an identity for ·.
The proof that (1] is an identity element for · D is the same as that given for (e] in the paragraph above. To see that ι preserves existing meets and joins, let c i ∈ B for each i ∈ I and first suppose that i∈I c i exists in A and that i∈I c i ∈ B. It is easy to see that
Suppose A has a greatest element 1 and that 1 ∈ B. Then (1] = M = 1 D , as required. Suppose A has a least element 0. We have already seen that then c0 = 0c = 0, for all c ∈ M . It follows that for any a δ ∈ M l,r and b ∈ B, If, in the above theorem, we take for our partial subalgebra of A the algebra A itself, we obtain an embedding of A into D(A, A) . This yields
Corollary 2.8. Every residuated ordered groupoid can be embedded into a residuated, complete lattice ordered groupoid. For Q ⊆ P, if A ∈ ROG
Q , then A can be embedded into a complete lattice ordered member of ROG Q , and the embedding preserves any meets, joins, greatest and smallest element, and the identity, provided they exist in A.
The finite embeddability property
We will now establish the FEP for various classes of integral residuated ordered groupoids, i.e., of residuated ordered groupoids with a greatest element 1 that at the same time serves as the identity for the groupoid operation. In the next section we will see that, in general, the assumption of integrality cannot be omitted.
We use IROG to denote the class of all integral residuated ordered groupoids. For each Q ⊆ P, let IROG Q denote the subclass of IROG that satisfies the properties in Q.
The class IROG satisfies
Thus, ≤ is equationally definable in terms of 1 and \, so we may replace ≤ by 1 in the language of IROG. Consider the following identities and quasi-identities:
Condition (11) states that 1 is the identity element, (12), (13) and (14) that ≤ (defined by x ≤ y iff x\y = 1) is a partial order and (15) that 1 is the greatest element. The conditions (16)- (19) are equivalent to the residuation properties (1) and (2) . It is clear that IROG is axiomatized by (11)- (19) , and therefore IROG is a quasivariety, so Theorem 1.1 holds for IROG. There does not exist an equational axiomatization of IROG, i.e., IROG is not a variety. Higgs [13] exhibited a (commutative and associative) algebra in IROG that has a homomorphic image which is not in IROG.
If B is a partial subalgebra of A ∈ IROG, then, by Theorem 2.7, the algebra D(A, B) . We shall show that, when B is finite, so is D(A, B) , and hence that IROG has the FEP. We need the following definitions and lemmas.
D(A, B) is in IROG and B is embeddable into
Let F(k) be the free groupoid with identity 1 on k generators x 1 , . . . , x k . Each element of F(k) is assumed to be reduced; that is, apart from the identity element itself, no element contains any occurrences of 1. We shall abbreviate s · F t by st, for all s, t ∈ F(k). Define a relation on F(k) by s ≤ F t iff some instances of variables in s can be replaced by 1's in such a way that it reduces to t (by repeated application of the identities x1 ≈ x and 1x ≈ x). It is clear that ≤ F is reflexive and transitive. If s ≤ F t, then either s = t or t, has a lower degree of complexity than s. Thus, if we also have t ≤ F s, it must follow that s = t, so ≤ F is a partial order. Evidently, s ≤ F t implies su ≤ F tu and us ≤ F ut, hence F(k), ·, ≤ F is an ordered groupoid. It is integral, since 1 ∈ F(k) is the identity element for ·, and s ≤ F 1, for all s ∈ F(k). We will now show that it is residuated.
Observe that the only nontrivial identities satisfied by the free goupoid with identity are x1 ≈ x and 1x ≈ x. Thus if s, t, u, v are elements of F(k) and all different from the identity, and su = tv, then s = t and u = v. 
Proof. We can replace instances of the free variables in su by 1's in such a way that it reduces to tv. Let s and u be the resulting reductions of s and u, respectively, so s u = tv. If s = 1, then u ≤ F tv. Similarly, if u = 1, then s ≤ F tv. If s = 1 and u = 1, then, since we are in a free groupoid with identity, we have s = t and u = v, hence s ≤ F t and u ≤ F v.
For s, t ∈ F(k) define
In the following lemma we shall see that \ F and / F are well-defined binary operations on F(k).
Lemma 3.2. The structure
Proof. In order to show that F(k), · F , \ F , / F , ≤ F is a residuated ordered groupoid it suffices to prove that the residuation conditions (1) and (2) Recall that F(k) l,r is the set of all sequences u δ = u
n , where n < ω, u i ∈ F(k) and δ i ∈ {l, r} for i ∈ {1, . . . , n}, and that each u δ ∈ F(k) l,r can be viewed as a unary polynomial over the language {·} acting on F(k). We will now assign to each such polynomial u δ a new unary polynomial ρ(u δ ) over the language {\, /} inductively as follows. For the empty sequence, set ρ(ε)(
Proof. (i) The proof is by induction on the length of a sequence u
δ ∈ F(k) l,r .
Clearly, for the empty sequence we have ε(s) ≤ t iff s ≤ t iff s ≤ ρ(ε)(t).
Next consider a sequence u δ v l , where u δ ∈ F(k) l,r , and v ∈ F(k). Then
A similar argument applies to a sequence of the form u δ v r . (ii) Note that for s, t ∈ F(k), we have st ≤ F s and st ≤ F t by integrality. It follows that for all u δ ∈ F(k) l,r and t ∈ F(k) we have u
We rephrase some definitions and a result by Higman from [12] to suit our needs. Given a set A with quasi-order , we say that A, has the finite basis property if every downward closed subset of A is the downward closure of a finite set. Given an algebra A (of any type), a quasi-order on A is called a divisibility order if it satisfies the following conditions:
(i) Each operation of A preserves the quasi-order in each of its arguments.
(ii) If f A is an n-ary operation of A and a 1 , . . . , a n ∈ A, then f A (a 1 , . . . , a n ) a i for each i = 1, . . . , n. It is well-known that a quasi-ordered set A, has the finite basis property if and only if it is "well-quasi-ordered", i.e., if and only if it possesses no infinite antichains and no infinite ascending chains. We refer the reader to [21] for a full discussion of well-quasi-orders. Proof. We first show that ≤ F is a divisibility order on F(k). The algebra F(k) has only one (nonconstant) operation, namely its groupoid operation · F . We have already observed that · F is order-preserving in both of its arguments, so (i) holds. We have also seen that, by integrality, st ≤ F s and st ≤ F t, for all s, t ∈ F(k), so (ii) holds as well.
The set S = {x 1 , . . . , x k } is a generating set for F(k). Hence, in view of Theorem 3.4, in order to show that F(k), ≤ F has the finite basis property, it suffices to observe that S, ≤ F | S has the finite basis property. This is trivial since any finite quasi-ordered set has the finite basis property.
We will apply Corollary 3.5 in the following way. For any X ⊆ F(k), we write (X] F for the downward closure of X in F(k), ≤ F and Max X for the set of maximal elements of X. Since X contains no infinite ascending chains, (X] F = (Max X] F . The set Max X is an antichain, and is therefore finite. Thus every downward closed set is the downward closure of its (finite) set of maximal elements. D(A, B) is finite. F are finite, so Z is finite.
Lemma 3.6. If A is an integral residuated ordered groupoid and B is a finite partial subalgebra of A, then
We show that h
Using Lemma 3.3, we obtain In case the set of properties Q includes the associative law the description of D(A, B) can be simplified. Indeed, if A is an associative residuated ordered groupoid and B is a partial subalgebra of A, then, for a δ ∈ M l,r and c ∈ M , a δ (c) simplifies to a l ca r , where a l is the product of all a i 's in a δ that have an l exponent and a r is the product of all a i 's in a δ with an r exponent. Associativity of multiplication allows us to remove all brackets. Thus,
When A is in addition commutative, we may further simplify (a δ ) −1 (b] to {c ∈ M : a l a r c ≤ b}. Here, a l a r ∈ M , so writing a l a r = a, this set becomes {c ∈ M : ac ≤ b} which we denoted by (a b] in [4] . The construction presented in this paper actually reduces to the one used in [4] for precisely the class of associative, commutative, integral residuated ordered groupoids.
Failure of the FEP
In the proof that IROG has the FEP, given in the previous section, the integrality condition plays an important role. We show here that if Q ⊆ P contains the associativity condition but not the integrality condition, then ROG Q fails to have the FEP. The proof is a modification of the argument used in [4] , where it is shown that the class of commutative, associative, unital residuated ordered groupoids does not have the FEP. We use ROM to denote the class of all associative residuated ordered groupoids (i.e., all residuated ordered semigroups), and for Q ⊆ P we write ROM Q to denote the subclass of ROM satisfying all properties in Q. Let Z be the set of integers, + and − the usual addition and subtraction on Z, and ≤ the usual linear order on Z. We add elements ⊥, , and extend ≤ to a linear order on Z ∪ {⊥, } by setting ⊥ < x < for all x ∈ Z. We use ⊥ and for the smallest and largest elements since 0 and 1 have a different meaning here. Next we extend the operation + over Z ∪ {⊥, } by defining
Then Z = Z ∪ {⊥, }, +, \, /, ≤ is a residuated ordered groupoid with x\y = y − x for x, y ∈ Z, and x\ = for all x, ⊥\x = for all x, x\⊥ = ⊥ for all x = ⊥, \x = ⊥ for all x = , and y/x = x\y for all x, y. In fact, Z has all properties in the set P except for that of integrality: it is lattice ordered, upper and lower bounded, unital (with identity element 0), associative and commutative. However, Z is not integral since = 0. Proof. Let ϕ be the universal sentence
Then ϕ fails in Z since we may take x = 1 and y = −1 and obtain 1 ≤ 1 + 1 and 1 + 1 + (−1) + (−1) = 1 + (−1) but 1 + (−1) = 1 + 1 + (−1). Thus ϕ fails in ROM and, in fact, ϕ fails in each ROM Q , where Q ⊆ P does not contain the integrality condition.
We will show that ϕ holds in every finite associative residuated ordered groupoid. Let A = A, ·, \, /, ≤ ∈ ROM be finite and let a, b ∈ A such that a ≤ a 2 and
Since A is finite, a n = a n+1 for some n < ω, n ≥ 1. Using a 2 b 2 = ab to "cancel" middle terms, we have a
This proves that ϕ holds in A. We have thus shown that ROM does not have the FEP. Suppose Q ⊂ P does not contain the integrality condition. Then Z ∈ ROM Q , and hence the above argument shows that ROM Q fails to have the FEP as well.
Associativity is essential in the above argument and we have been unable to settle the following question.
Problem 4.2. Does ROG have the FEP?
The assumption of integrality has been crucial in our proofs that various classes of residuated ordered groupoids have the FEP, and it cannot be omitted even when we restrict ourselves to the class of commutative residuated lattice ordered monoids, according to Theorem 4.1. We conclude this section with a few results in which the assumption of integrality is replaced by n-potency.
For any class K of residuated ordered groupoids and n ≥ 1, let K n be the class of algebras in K satisfying the identity x n ≈ x n+1 , and let K ∨ be the class of members of K that are join-semilattices in the given order. Finally, CROS will denote the class of commutative residuated ordered semigroups. The implication from left to right is immediate, and the implication from right to left follows by (3) and (5) For the second part of the theorem, note that the finite algebra N already possesses all properties in P except perhaps that of being unital or integral. In particular, it is upper bounded since it is a finite join semilattice, and it is also a meet semilattice in the given order. If A is unital, then we can take M to be the subsemigroup generated by B∪{0, e}. This will ensure that e ∈ N , and hence that N is also unital. If in this case A is integral, i.e., if e = 1, then the resulting algebra N will clearly be integral as well.
The second statement of the last theorem was proved earlier in [4] under the assumption Q includes the integrality property.
In the last proof, commutativity was used to establish the finiteness of M . In the noncommutative case, if n > 1, M need not be finite. However, we do have the following. Proof. Let A ∈ ROM 1 ∨ and let B be a finite partial subalgebra of A. As before we may assume that A has a least element 0. Let M, · be the subgroupoid of A generated by the set B ∪ {0} and let N be the closure of M under finite joins, as in the proof of the previous theorem. Since M, · is a finitely generated semigroup satisfying x ≈ x 2 , by a result of Green and Rees [11] M is finite and hence N is finite as well. Since N is closed under · and we may define, for a, b ∈ N ,
Then N = N, ·, \ N , / N , ≤ is a finite member of ROM 1 ∨ and B embeds into N by the identity map. This shows that ROM 1 ∨ has the FEP. As before, all properties in P satisfied by A will hold in N , and operations among 0, 1, e, ∧, ∨ defined in B will be preserved by the embedding.
As the result by Green and Rees used in Theorem 4.4 does not extend to semigroups satisfying the law x n ≈ x n+1 for n > 1, we have the following problem. 
