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SPECTRAL OPTIMIZATION FOR THE
STEKLOFF–LAPLACIAN: THE STABILITY ISSUE
LORENZO BRASCO, GUIDO DE PHILIPPIS, AND BERARDO RUFFINI
Abstract. We consider the problem of minimizing the first non trivial Stekloff eigenvalue of the
Laplacian, among sets with given measure. We prove that the Brock–Weinstock inequality, asserting
that optimal shapes for this spectral optimization problem are balls, can be improved by means
of a (sharp) quantitative stability estimate. This result is based on the analysis of a certain class
of weighted isoperimetric inequalities already proved in Betta et al. (J. of Inequal. & Appl. 4:
215–240, 1999): we provide some new (sharp) quantitative versions of these, achieved by means of
a suitable calibration technique.
1. Introduction
1.1. Background. This work is devoted to the study of some particular spectral optimization
problems. These are shape optimization problems where the functional to be optimized is a function
of the spectrum of an elliptic operator, typically the Laplacian −∆: the prototypical case is when
this functional coincides with a single eigenvalue of the operator (see the book [12] or the recent
survey paper [8] for the state of the art on these problems).
In order to clarify the scopes of this paper and to provide a neat framework for the results here
presented, we start recalling the most famous instance of spectral optimization: the minimization
of the first Dirichlet eigenvalue of the Laplacian λ1, among sets with given measure, i.e.
(1.1) min{λ1(Ω) : |Ω| = c}.
For this problem, the (unique) solution is given by a ball of measure c (see [12] for both the definition
of Dirichlet eigenvalues and the proof of this result). This is the celebrated Faber-Krahn inequality,
which can be summarized as follows
|Ω|2/N λ1(Ω) ≥ |B|2/N λ1(B),
by noticing that the shape functional Ω 7→ λ1(Ω) scales like a length to the power −2. Here B is
any ball and equality in the previous can hold if and only if Ω itself is a ball.
Once the optimal shapes for such a problem have been identified, a natural question comes into
play: that of stability. This amounts to address the following issue: suppose that Ω0 has measure c
and that λ1(Ω0) ≃ min{λ1(Ω) : |Ω| = c}, is it true that Ω0 has to “resemble” a ball? If the answer
is yes, then one would like to quantify this stability, for example by proving a quantitative version
of the form
(1.2) |Ω|2/N λ1(Ω) ≥ |B|2/N λ1(B) [1 + Φ(d(Ω,B))] ,
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where B is the set of all balls, d is a suitable distance between sets and Φ is some modulus of
continuity. We say that a quantitative inequality like (1.2) is sharp, if there exists some family of
sets {Ωε}ε≪1 approaching a ball, such that the deficit |Ωε|2/N λ1(Ωε)− |B|2/N λ1(B) is converging
to 0 and
|Ωε|2/N λ1(Ωε)
|B|2/N λ1(B)
− 1 ≃ Φ(d(Ωε,B)), as ε→ 0.
In other words, the quantitative inequality (1.2) is sharp if it asymptotically becomes an equality,
at least for particular shapes having small deficits.
In the case of problem (1.1), apparently the first ones to investigate these questions have been
Hansen and Nadirashvili [11] and Melas [17], who proved an inequality like (1.2), with d being the
Hausdorff distance (or a suitable variant of it) and the modulus of continuity Φ being a power
function. These results are not sharp and, at least for N ≥ 3, they apply to the case of convex
sets only. Since then, other papers have tried to attack this problem: among the others, we recall
the contributions (in chronological order) by Sznitman [21, Theorem A.1], Povel [20, Theorem A],
Bhattacharya [3] and Fusco, Maggi and Pratelli [10]. In all of these, the Hausdorff distance is
replaced by the L1 distance of sets, i.e. the so called Fraenkel asymmetry
A(Ω) := inf
{‖1Ω − 1B‖L1(RN )
|Ω| : B ball with |B| = |Ω|
}
,
and the convexity assumption on the sets is dropped. However, in spite of a certain amount of
works on this subject, we point out that a sharp quantitative version for the Faber-Krahn inequality
is still missing, even for special classes of sets. Just for completeness, we mention the work [1] by
A´vila, where the case of the first Dirichlet eigenvalue of the Laplace-Beltrami operator on manifolds
is considered: he proved such a type of stability estimates for smooth convex sets in the hyperbolic
plane and the sphere.
One may wonder what happens for the next Dirichlet eigenvalues: for example, we could consider
problem (1.1) for the second Dirichlet eigenvalue of the Laplacian. This time the optimal sets are
disjoint unions of two balls having measure c/2. Usually, this result is known as the Krahn-Szego
or the Hong-Krahn-Szego inequality: some (non sharp) quantitative stability estimates for this
inequality have been recently given in [5, 6], where the distance from optimal sets is still measured
in the L1 sense (using a suitable variant of the quantity A).
Apart from the Dirichlet case, we can also consider the eigenvalues of the Laplacian with other
boundary conditions, for example Neumann homogeneous ones (again, we refer to [12, Section 1]
for the main definitions). In this case, problem (1.1) is no more interesting, since the first Neumann
eigenvalue of a set is always zero and corresponds to constant eigenfunctions. On the contrary, now
the problem of maximizing the first non trivial eigenvalue µ2 becomes interesting, that is
max{µ2(Ω) : |Ω| = c}.
The classical Szego˝-Weinberger inequality (see [12, Section 7]) asserts that the unique solution is
given by a ball of measure c. Also in this case, some quantitative improvements are possible: apart
from a paper by Xu ([23, Theorem 4]), dealing with convex sets in RN and in the hyperbolic space,
and a paper by Nadirashvili ([19]) concerning the case N = 2, recently the first author and Pratelli
in [6, Theorem 4.1] have succeeded to prove a sharp quantitative version of the Szego˝-Weinberger
inequality in RN , valid for every N ≥ 2 and without restrictions on the geometry of the admissible
sets.
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1.2. The results of this paper. The main scope of this paper is to continue the study of stability
issues for spectral optimization problems, by addressing the case of Stekloff eigenvalues (see Section
4 for definitions and basic properties). Here as well, like in the Neumann case, the interesting
problem is that of maximization. Then one of the main result of this paper (Theorem 5.1 and
Corollary 5.2) is a sharp quantitative version of the following result:
• Brock–Weinstock inequality, in the class of sets with given measure, the first non trivial
eigenvalue of the Laplacian with Stekloff boundary condition is maximized by a ball, i.e.
|Ω|1/N σ2(Ω) ≤ |B|1/N σ2(B),
where B is any ball and equality holds if and only if Ω itself is a ball: again, we used that
the quantity |Ω|1/N σ2(Ω) is scaling invariant.
Indeed, we will enforce this inequality by showing that
(1.3) |Ω|1/N σ2(Ω) ≤ |B|1/N σ2(B)
[
1− cN A(Ω)2
]
,
where cN is an explicit dimensional constant. Some words on the proof of this result are in order: it
has to be noticed that the maximality of the ball for σ2 is a consequence of a further isoperimetric
property of the ball. Namely, the crucial point is that the ball centered at the origin (uniquely)
minimizes the shape functional
Ω 7→
∫
∂Ω
|x|2 dHN−1(x),
among sets with given measure: this result is proved in [2, Theorems 2.1 and 4.2]. Here HN−1
stands for the (N−1)−dimensional Hausdorff measure and observe that in physical terms the latter
quantity is the moment of inertia of the boundary ∂Ω, with respect to the origin. This further
isoperimetric characterization of the ball is the corner stone of Brock’s proof in [7]: then in order to
derive (1.3), we are naturally lead to consider the question of stability for such a weighted perimeter
(one can also replace |x|2 with other power functions or even more general weight functions, as in
[2]). As a consequence, we provide a sharp quantitative version of this isoperimetric inequality as
well, which is the other main contribution of this paper (Theorem 2.3 and Corollary 2.5).
Concerning the sharpness of the exponent 2 for the Fraenkel asymmetry in (1.3), the reader could
be disappointed by the fact that its proof (Theorem 6.1) is extremely much longer than the same
result for weighted perimeters (Section 3). The reason is quite easy to understand: an eigenvalue
does not have a straightforward geometrical meaning, like in the case of the perimeter for example,
so it is much more complicate to understand how deformations of an optimal shape affects the
eigenvalues. So, in principle, it is quite a difficult task even to guess what should be the sharp
modulus of continuity Φ, in an inequality like (1.2). If the eigenvalue is differentiable in the sense
of the shape derivative (see [14]) – like in the case of the first Dirichlet eigenvalue λ1 – one can use
the following argument. Any perturbation of the type Ωε := (Id+ εX)(B), for some smooth vector
field X, should provide a Taylor expansion of the form
(1.4) |Ω|2/N λ1(Ωε) ≃ |B|2/N λ1(B) +O(ε2), ε≪ 1,
since the first derivative of | · |2/N λ1(·) has to vanish at the minimum “point” B. Then one observes
that for such a family of sets, the Fraenkel asymmetry satisfies A(Ωε) = O(ε): this explains why
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(1.2) is expected to hold in the (sharp) form1
|Ω|2/N λ1(Ω)
?≥ |B|2/N λ1(B)
[
1 + cN A(Ω)2
]
.
For the case of the first non trivial Stekloff eigenvalue σ2, things are more complicate: indeed, the
most basic example – nearly spherical ellipsoids – leads to an expansion with a non trivial first
order term, i.e.
|Ωε|1/N σ2(Ωε) ≃ |B|1/N σ2(B) +O(ε).
The same phenomenon have already been observed in [6, Section 5] for the Neumann case. A
possible explanation for this fact is the following: at the maximum point, i.e. for a ball B, the
eigenvalue σ2 is multiple and thus is not differentiable (see [12, Section 2]). Roughly speaking, this
implies that along some “directions” (i.e. for some deformations of the ball) the functional σ2 could
have a non trivial “super-differential”. In order to show that the exponent 2 in (1.3) is indeed sharp,
one has to exclude that this happens for every direction: namely, one has to exhibit a particular
family of deformations Ωε for which a correct expansion like (1.4) is guaranteed. We will achieve
this by suitably refining a construction introduced in [6, Section 6], to solve the same problem in
the Neumann case: in particular, a finer analyis will lead to identify a sufficient geometric condition
(see equation (6.4)), ensuring that deformations of the form Ωε = (Id + εX)(B) have the sharp
decay rate in (1.3). Quite interestingly, the family of nearly spherical ellipsoids – which give the
sharp decay for weighted perimeters – will turn not to satisfy this condition.
1.3. Plan of the paper. In Section 2, we recall the definition of weighted perimeters PV and pro-
vide a new quantitative stability estimate for the minimality of the ball under measure constraint.
Then Section 3 shows that this quantitative result is indeed sharp: in order to do this, we construct
a family of nearly spherical ellipsoids Eε, whose isoperimetric deficit PV (Eε)− PV (B) decays to 0
as A(Eε)2. We then come to the main target of the paper: to make the exposition as self contained
as possible, in Section 4 we recall some basic facts about Stekloff eigenvalues, as well as the spectral
optimization problems we are concerned with. Thanks to our quantitative estimates for weighted
perimeters, we can finally prove that optimal shapes for these spectral problems are stable (Section
5). The corresponding stability estimates happen to be sharp as well, as shown in the (long) final
Section 6.
2. Preliminaries: stability for weighted isoperimeters
Throughout the paper, we will denote by ωN the measure of the N−dimensional unit ball, i.e.
ωN :=
πN/2
Γ(N/2 + 1)
.
The goal of this section is to establish the corner stone of our stability estimates for Stekloff
eigenvalues: a sharp quantitative version of the isoperimetric inequality
|Ω|−N+1N
∫
∂Ω
|x|2 dHN−1(x) ≥ N ω−1/NN ,
asserting that balls centered at the origin are the unique sets minimizing the moment of inertia
(w.r.t. the origin) of the boundary, the measure being given. This is a particular instance of a
general result for weighted perimeters (see below) proved in [2]. Actually, our method of proof
adapts to cover most of the cases considered in [2], so we will give the proof under fairly more
1This conjecture seems to have been first formulated in [4, Section 8]
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general assumptions: although we will not need this result in such generality, we believe it to be of
independent interest. We also point out that for simplicity, we will work in the class of bounded
open set with Lipschitz boundary. The reason is twofold: on the one hand, this is the natural setting
where spectral problems for Stekloff eigenvalues can be settled (see Section 4 for more details); on
the other hand, this permits to neatly present the central idea of our proof, avoiding unnecessary
technicalities.
Definition 2.1 (Weighted perimeter). Let N ≥ 2 and V : [0,∞) → [0,∞) be a weight function
such that V ∈ C2((0,∞)) and satisfying the following properties:
(2.1) V (0) = 0 and W (t) := V ′(t) + (N − 1)V (t)
t
is such that W ′(t) > 0, t > 0.
Then for every Ω ⊂ RN bounded Lipschitz set, its weighted perimeter is given by
PV (Ω) =
∫
∂Ω
V (|x|) dHN−1(x).
Remark 2.2. Any C2 function V such that V (0) = 0 and V ′′(t) > 0 if t > 0, satisfies (2.1): for
our scopes, the model case we have in mind is that of the weight function V (t) = tp for some p > 1,
but other “exotic” choices are possible, like V (t) = et − 1 or V (t) = t log(1 + t).
In [2], the authors have proved the following sharp lower bound for the weighted perimeter
(2.2) PV (Ω) ≥ N ω1/NN |Ω|1−
1
N V
(( |Ω|
ωN
) 1
N
)
with equality if and only if Ω is a ball centered at the origin. This precisely implies that the
ball centered at the origin is the only minimizer of PV , under measure constraint: we now prove
a quantitative stability estimate for this isoperimetric statement. This is the main result of this
section.
Theorem 2.3. Let V be a weight satisfying (2.1). Then for every Ω ⊂ RN open bounded set with
Lipschitz boundary, we have
(2.3) PV (Ω) ≥ N ω1/NN |Ω|1−
1
N
[
V
(( |Ω|
ωN
) 1
N
)
+ cN,V,|Ω|
( |Ω∆B|
|Ω|
)2]
,
where B is the ball centered at the origin and such that |B| = |Ω|. Here cN,V,|Ω| is a constant
depending on N , the weight V and the measure of Ω, defined by
cN,V,|Ω| =
1
4
(
min
t∈[rΩ, rΩN
√
2]
W ′(t)
)
N
√
2− 1
N
( |Ω|
ωN
) 2
N
,
where for simplicity we set
(2.4) rΩ :=
( |Ω|
ωN
) 1
N
.
Proof. Let B be the ball centered at the origin and having radius rΩ, so that |B| = |Ω|. The key
idea of the proof is to use a sort of calibration technique, adapted to the case of weighted perimeters:
namely, we consider the following vector field
x 7→ V (|x|) x|x| , x ∈ R
N \ {0},
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whose divergence is given by
div
(
V (|x|) x|x|
)
= V ′(|x|) + (N − 1)V (|x|)|x| =W (|x|), x ∈ R
N \ {0},
and this is an increasing function, by hypothesis. Integrating W on Ω and then applying the
Divergence Theorem, we then obtain∫
Ω
W (|x|) dx =
∫
∂Ω
V (|x|)
〈
x
|x| , νΩ(x)
〉
dHN−1(x) ≤ PV (Ω),
and in the same way, integrating on B we get∫
B
W (|x|) dx =
∫
∂B
V (|x|) dHN−1(x) = PV (B).
Subtracting PV (B) from the previous inequality, we then obtain∫
Ω
W (|x|) dx−
∫
B
W (|x|) dx ≤ PV (Ω)− PV (B).
We now observe that thanks to the fact that |B| = |Ω|, we have |Ω \B| = |B \ Ω| and then∫
Ω
W (|x|) dx−
∫
B
W (|x|) dx =
∫
Ω\B
W (|x|) dx−
∫
B\Ω
W (|x|) dx
=
∫
Ω\B
[W (|x|)−W (rΩ)] dx−
∫
B\Ω
[W (|x|)−W (rΩ)] dx
=
∫
Ω∆B
|W (|x|)−W (rΩ)| dx =: R(Ω),
where in the last equality we used the monotone behaviour of W . Resuming, we have obtained the
following
(2.5) PV (Ω)− PV (B) ≥ R(Ω),
and the right-hand side is just the integral of a given function over the region Ω∆B, so very likely
this gives the desired estimate (2.3). In order to make this precise, let us introduce the radius
r2 =
(
rNΩ +
|Ω \B|
ωN
) 1
N
,
and the annular region
T = {x ∈ RN : rΩ < |x| < r2},
which by construction satisfies |T | = |Ω \B| = |B \ Ω|: also observe that
r2 ≤ rΩ N
√
2.
Using the monotonicity of the function t 7→W (t), we get
R(Ω) =
∫
{x∈Ω : |x|>rΩ}
[W (|x|)−W (rΩ)] dx+
∫
{x 6∈Ω : |x|<rΩ}
[W (rΩ)−W (|x|)] dx
≥
∫
T
[W (|x|)−W (rΩ)] dx,
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so that
(2.6) R(Ω) ≥ N ωN
∫ r2
rΩ
[W (̺)−W (rΩ)] ̺N−1 d̺.
Thanks to the hypothesis W ′(t) > 0 if t > 0, if we set
c1 = min
t∈[rΩ, rΩN
√
2]
W ′(t),
this is a strictly positive constant, depending on N , V and |Ω|, then from (2.6) we can infer
R(Ω) ≥ N ωN c1
∫ r2
rΩ
(̺− rΩ) ̺N−1 d̺.
We now develope the computations for this integral: keeping into account that |Ω| = ωN rNΩ , we
have ∫ r2
rΩ
(̺− rΩ) ̺N−1 d̺ =
rN+12 − rN+1Ω
N + 1
− rΩ r
N
2 − rNΩ
N
= rN+1Ω
[
1
N + 1
((
1 +
|Ω \B|
|Ω|
)N+1
N
− 1
)
− 1
N
|Ω \B|
|Ω|
]
.
Let us now focus on the function ϕ(t) = (1+ t)α− 1, for t ∈ [0, 1] and with 1 < α < 2: we have the
following elementary estimate
(1 + t)α − 1 ≥ α t+ c2 t2, t ∈ [0, 1],
with constant c2 given by
c2 =
α
4
(2α−1 − 1) > 0.
Applying this inequality with the choices t = |Ω \B|/|Ω| and α = 1 + 1/N , we then obtain∫ r2
rΩ
(̺− rΩ) ̺N−1 d̺ ≥ rN+1Ω
N
√
2− 1
N
( |Ω \B|
|Ω|
)2
.
Thus, we arrive at the following estimate
PV (Ω)− PV (B) ≥ R(Ω) ≥ N ωN rN+1Ω
C
4
( |Ω∆B|
|Ω|
)2
,
where we have set
C =
(
min
t∈[rΩ, rΩN
√
2]
W ′(t)
)
N
√
2− 1
N
.
This finally gives (2.3), keeping into account that
PV (B) = N ω
1/N
N |Ω|(N−1)/N V (rΩ).
and recalling the definition of rΩ. 
Remark 2.4. In [2], the authors proved inequality (2.2) under the assumption
(2.7) v(t) := V (t1/N ) t1−1/N , t ≥ 0 is convex.
It is not difficult to see that this hypothesis is slightly more general than our (2.1), since (2.7) is
equivalent to require that W is increasing. For the relevant case needed for our purposes, i.e. for
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V (t) = t2, and more in general for V (t) = tp with p > 1, we already observed that our hypothesis
(2.1) is verified as well.
In this latter case, i.e. when V (|x|) = |x|p with p > 1, we use the distinguished notation
Pp(Ω) =
∫
∂Ω
|x|pHN−1(x),
and occasionally we will call Pp(Ω) the p−perimeter of Ω. We have Pp(λΩ) = λp+N−1 Pp(Ω), for
every λ > 0, which implies in particular that the shape functional
Ω 7→ |Ω|(1−N−p)/N Pp(Ω),
is dilation invariant, then inequality (2.2) can be equivalently written in scaling invariant form as
(2.8) |Ω| 1−p−NN Pp(Ω) ≥ N ω
1−p
N
N .
As a corollary of the previous Theorem, we have the following quantitative improvement of (2.8).
Corollary 2.5. Let p > 1, then for every set Ω ⊂ RN open bounded set with Lipschitz boundary,
we have
(2.9) |Ω| 1−p−NN Pp(Ω) ≥ N ω
1−p
N
N
[
1 + cN,p
( |Ω∆B|
|Ω|
)2]
,
where B is the ball centered at the origin such that |Ω| = |B| and cN,p is a constant depending only
on N and p, given by
cN,p =
(N + p− 1) (p− 1)
4
N
√
2− 1
N
(
min
t∈[1,N
√
2]
tp−2
)
.
Proof. We start observing that if V (t) = tp, then
W (t) = (N + p− 1) tp−1 and W ′(t) = (N + p− 1) (p− 1) tp−2.
In particular, using the homogeneity of W ′ we get that
min
t∈[rΩ, rΩN
√
2]
W ′(t) = rp−2Ω min
t∈[1,N
√
2]
W ′(t) =
( |Ω|
ωN
) p−2
N
(N + p− 1) (p− 1)
(
min
t∈[1,N
√
2]
tp−2
)
.
Then in order to obtain (2.9), it is sufficient to insert the previous into (2.3), to use that
V
(( |Ω|
ωN
) 1
N
)
=
( |Ω|
ωN
) p
N
,
and to divide both members of (2.3) by |Ω|(p+N−1)/N . 
3. Nearly spherical ellipsoids
Since the main ingredient of our quantitative Brock–Weinstock inequality will be estimate (2.9),
it is important to check that this is sharp. At this aim, we show that the exponent 2 for the term
|Ω∆B| in inequality (2.3) is optimal: for this, we simply exhibit for every radius R a sequence of
sets ΩRε , such that |ΩRε | = ωN RN and
(3.1) lim sup
ε→0
PV (Ω
R
ε )− PV (BR)
|BR∆ΩRε |2
≤ C,
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Figure 1. The family of ellipses Eε.
where BR is the ball of radius R and centered in the origin. For the sake of simplicity, we confine
ourselves to consider the case N = 2: the very same arguments still work for every N ≥ 3.
First of all, we aim to prove (3.1) for R = 1, then we will show how to obtain it for a general
R > 0. Let us consider the following family of ellipses
Eε =
{(
x
√
1 + ε,
y√
1 + ε
)
: x2 + y2 < 1
}
,
whose boundary can be parametrized by
γε(ϑ) =
(√
1 + ε cosϑ,
1√
1 + ε
sinϑ
)
, ϑ ∈ [0, 2π].
Also observe that by construction we have |Eε| = |B1| = π, since
Eε =Mε(B1)
with Mε : R2 → R2 linear application, having (with a slight abuse of notation) detMε = 1. Now,
we need to expand the term
PV (Eε) =
∫ 2π
0
V (|γε(ϑ)|) |γ′ε(ϑ)| dϑ,
at this aim we use the following second-order Taylor expansions for |γε|, |γ′ε| and V (|γε|):
|γε(ϑ)| = (1 + ε)−1/2
√
1 + 2ε cos2 ϑ+ ε2 cos2 ϑ
≃ 1 + ε
(
cos2 ϑ− 1
2
)
+
ε2
2
(
3
4
− cos4 ϑ
)
and similarly
|γ′ε(ϑ)| ≃ 1 + ε
(
sin2 ϑ− 1
2
)
+
ε2
2
(
3
4
− sin4 ϑ
)
,
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while
V (|γε(ϑ)|) ≃ V (1) + ε V ′(1)
[
cos2 ϑ− 1
2
]
+
ε2
2
[
V ′(1)
(
3
4
− cos4 ϑ
)
+ V ′′(1)
(
1
2
− cos2 ϑ
)2]
.
Thus we have the following second-order expansion for the integrand defining PV (Ωε):
V (|γε(ϑ)|) |γ′ε(ϑ)| ≃ V (1) + ε
[
V ′(1)
(
cos2 ϑ− 1
2
)
+ V (1)
(
sin2 ϑ− 1
2
)]
+ ε2
[
V ′(1)
(
cos2 ϑ− 1
2
) (
sin2 ϑ− 1
2
)
+
V (1)
2
(
3
4
− sin4 ϑ
)
+
V ′′(1)
2
(
1
2
− cos2 ϑ
)2
+
V ′(1)
2
(
3
4
− cos4 ϑ
)]
.
Finally, we observe that∫ 2π
0
(
cos2 ϑ− 1
2
)
dϑ =
∫ 2π
0
(
sin2 ϑ− 1
2
)
dϑ = 0,
and ∫ 2π
0
(
cos2 ϑ− 1
2
)2
dϑ = −
∫ 2π
0
(
cos2 ϑ− 1
2
) (
sin2 ϑ− 1
2
)
dϑ =
π
4
while ∫ 2π
0
(
3
4
− cos4 ϑ
)
dϑ =
∫ 2π
0
(
3
4
− sin4 ϑ
)
dϑ =
3
4
π.
Summarizing, we have obtained
(3.2) PV (Eε)− PV (B1) ≃ π
8
ε2
[
3V (1) + V ′(1) + V ′′(1)
]
,
and on the other hand it is easily seen that |Eε∆B1| = O(ε), thus we get (3.1) for R = 1.
To obtain this result for a generic R > 0, we notice that for every set Ω,
PV (RΩ) = RPVR(Ω),
where VR(t) = V (R t), t ≥ 0. Hence, if we set E˜ε := REε we have
PV (E˜ε)− PV (BR) = R [PVR(Eε)− PVR(B1)]
≃ ε2 π R
8
[
3V (R) +RV ′(R) +R2 V ′′(R)
]
,
thanks to (3.2), thus giving (3.1) also in the general case. Observe that thanks to (2.1) we easily
get that
R2 V ′′(R) +RV ′(R) > V (R),
and thus in particular
3V (R) +RV ′(R) +R2 V ′′(R) > 4V (R) > 0.
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4. Spectral optimization for Stekloff eigenvalues
We now arrive at the core of the paper, i.e. spectral optimization problems involving the spectrum
of the Stekloff-Laplacian: to keep the exposition as self contained as possible, we start recalling
some basic definitions (see also [12, Chapter 7]).
Let Ω ⊂ RN be an open bounded set with Lipschitz boundary. Thanks to the compactness of
the embedding of W 1,2(Ω) into L2(∂Ω), we have that the resolvant operator R : L2(∂Ω)→ L2(∂Ω)
defined by
Rg ∈W 1,2(Ω) solves in weak sense
{ −∆u = 0, in Ω,
〈∇u, νΩ〉 = g on ∂Ω,
is a compact, symmetric and positive linear operator. Hence R has a discrete spectrum, made
only of real positive eigenvalues accumulating at 0. As a consequence, we have that the following
boundary value problem for harmonic functions{ −∆u = 0, in Ω,
〈∇u, νΩ〉 = σ u, on ∂Ω,
has non trivial solutions only for a discrete set of values σ1(Ω) ≤ σ2(Ω) ≤ σ3(Ω) . . . accumulating
at ∞: these are the so-called Stekloff eigenvalues of Ω. Here solutions are intended in the usual
weak sense, i.e.∫
Ω
〈∇u(x),∇ϕ(x)〉 dx = σk(Ω)
∫
∂Ω
u(x)ϕ(x) dx, for every ϕ ∈W 1,2(Ω), k ∈ N.
The corresponding solutions {ξk}k≥1 are called eigenfunctions of the Stekloff-Laplacian and they
give an orthonormal basis of L2(∂Ω), once renormalized by ‖ξk‖L2(∂Ω) = 1, for every k ≥ 1.
Throughout the next sections we will use the classical convention of counting the eigenvalues with
their multiplicities: this means that if for a certain k ∈ N, there exist m linearly independent non
trivial solutions for σk(Ω), then we will write σk(Ω) = σk+1(Ω) = · · · = σk+m−1(Ω).
Observe that if Ω has k connected components Ω1, . . . ,Ωk, then σ1(Ω) = · · · = σk(Ω) = 0 and the
corresponding renormalized eigenfunctions are constant functions, given by
ξi(x) =
1Ωi(x)√
HN−1(∂Ωi)
, i = 1, . . . , k.
In particular the first Stekloff eigenvalue of a set is always trivial and corresponds to constant
functions. For this reason, the minimum of the following spectral optimization problem
min{σk(Ω) : |Ω| = c},
is always 0 and corresponds to a set having k connected components.
Remark 4.1. For what follows, it is important to remark that the functions {ξk}k≥2 also give an
orthogonal basis for the following closed subspace of W 1,2(Ω)
(4.1) Har(Ω) =
{
u ∈W 1,2(Ω) :
∫
∂Ω
u = 0 and
∫
Ω
〈∇u,∇ϕ〉 = 0 for every ϕ ∈W 1,20 (Ω)
}
,
on which u 7→ ‖∇u‖L2 and u 7→ ‖u‖W 1,2 are equivalent norms, thanks to the inequality
‖u‖L2(Ω) ≤ CΩ
(‖∇u‖L2(Ω) + ‖u‖L2(∂Ω)) , u ∈W 1,2(Ω),
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which can be proved by means of a standard compactness argument. Notice that for every u ∈
Har(Ω), its Dirichlet integral can be written as
(4.2)
∫
Ω
|∇u(x)|2 dx =
∑
k≥2
α2k σk(Ω), where αk =
∫
∂Ω
ξk(x)u(x) dHN−1(x).
For any ball B of radius R, its first non trivial Stekloff eigenvalue is given by
σ2(B) =
1
R
,
which corresponds to the eigenfunctions ξi(x) = xi−1, with i = 2, . . . , N + 1, i.e. the eigenvalue
σ2(B) has multiplicity N . Also, we notice that the shape functional Ω 7→ |Ω|1/N σ2(Ω) is scaling
invariant, thus in particular
|B|1/N σ2(B) = ω1/NN ,
for any ball B. About the first non trivial Stekloff eigenvalue of a set Ω, we have the following
sharp estimate, first derived in [22] for dimension N = 2 and then generalized to any dimension in
[7].
Brock-Weinstock inequality. For every Ω ⊂ RN open bounded set with Lipschitz boundary, we
have
(4.3) |Ω|1/N σ2(Ω) ≤ ω1/NN ,
and equality holds if and only if Ω is a ball. In other words, for every c > 0 the unique solution of
the following spectral optimization problem
max{σ2(Ω) : |Ω| ≥ c},
is given by a ball of measure c.
Remark 4.2. We observe that σ2(Ω) has the following variational characterization
(4.4) σ2(Ω) = inf
u∈W 1,2(Ω)\{0}

∫
Ω
|∇u(x)|2 dx∫
∂Ω
u(x)2 dHN−1
:
∫
∂Ω
u(x) dHN−1 = 0
 ,
i.e. 1/σ2(Ω) is the best constant in the Poincare´-Wirtinger trace inequality
(4.5)
∫
∂Ω
∣∣∣∣u(x)− (−∫
∂Ω
u(x)
)∣∣∣∣2 dHN−1(x) ≤ CΩ ∫
Ω
|∇u(x)|2 dx, u ∈W 1,2(Ω).
The Brock-Weinstock inequality can be extended to any set supporting an inequality of the type
(4.5) and for which the trace of a W 1,2 function is well-defined: in these cases it is meaningful
speaking of σ2(Ω), though the embedding W
1,2(Ω) →֒ L2(∂Ω) could not be compact and hence its
Stekloff-Laplacian could have a continuous spectrum.
Actually, the Brock-Weinstock inequality is a straightforward consequence of a stronger estimate
proved by Brock in [7], involving the first N non trivial Stekloff eigenvalues: namely, for every
Ω ⊂ RN bounded open set with Lipschitz boundary, we have
(4.6)
1
|Ω|1/N
N+1∑
i=2
1
σi(Ω)
≥ N
ω
1/N
N
,
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i.e. any ball minimizes the sum of the reciprocal of the first N non trivial Stekloff eigenvalues,
among sets of given measure.
Remark 4.3. In the case of convex sets, an even stronger estimate is possible [15]: the ball
maximizes the product of the first N non trivial Stekloff eigenvalues, under measure constraint
(4.7) |Ω|
N+1∏
i=2
σi(Ω) ≤ ωN .
A simple application of the arithmetic-geometric mean inequality shows that the previous implies
(4.6): it should be noticed that in dimension N = 2, the convexity assumption can be dropped (see
[13]), while for higher dimensions it is still an open problem to known whether (4.7) holds for all
sets or not.
5. The stability issue
The main goal of this section is to show how (4.6) and (4.3) can be improved by means of a
quantitative stability estimate. At this aim, for every Ω ⊂ RN open set with finite measure, we
recall the definition of Fraenkel asymmetry
A(Ω) := inf
{‖1Ω − 1B‖L1(RN )
|Ω| : B ball with |B| = |Ω|
}
,
i.e. this is the distance in the L1 sense of a generic set Ω from the “manifold” of balls, renormalized
in order to make it scaling invariant: observe that 0 ≤ A(Ω) ≤ 2. Then the main result of this
section is the following quantitative improvement of (4.6).
Theorem 5.1. For every Ω ⊂ RN open bounded set with Lipschitz boundary, we have
(5.1)
1
|Ω|1/N
N+1∑
i=2
1
σi(Ω)
≥ N
ω
1/N
N
[
1 + cN,2A(Ω)2
]
,
where the dimensional constant cN,2 is the same as in (2.9), i.e.
cN,2 =
N + 1
N
N
√
2− 1
4
.
Proof. We start reviewing the proof of Brock in [7]: the first step is to have a variational charac-
terization for the sum of inverses of eigenvalues. In the case of Stekloff eigenvalues, the following
formula holds (see [16, Theorem 1], for example):
N+1∑
i=2
1
σi(Ω)
= max
(v2,...,vN+1)∈I
N+1∑
i=2
∫
∂Ω
vi(x)
2 dHN−1(x),
where the set of admissible functions is given by
I =
{
(v2, . . . , vN+1) ∈ (W 1,2(Ω))N :
∫
∂Ω
vi(x) dHN−1(x) = 0,
∫
Ω
〈∇vi(x),∇vj(x)〉 dx = δij
}
.
Observe that the quantities σi(Ω) are invariant under translations, so without loss of generality we
can suppose that the barycenter of ∂Ω is in the origin, i.e.∫
∂Ω
xi dHN−1(x) = 0, i = 1, . . . , N.
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This implies that the eigenfunctions ξi relative to σ2(B) = · · · = σN+1(B) are admissible in the
previous maximization problem, thus as admissible functions we take
vi(x) =
xi−1√|Ω| , i = 2, . . . , N + 1.
In this way, we obtain
1
|Ω|1/N
N+1∑
i=2
1
σi(Ω)
≥ 1|Ω|1+1/N
∫
∂Ω
|x|2 dHN−1(x) = |Ω|−N+1N P2(Ω),
which implies
1
|Ω|1/N
N+1∑
i=2
1
σi(Ω)
− N
ω
1/N
N
≥ |Ω|−N+1N P2(Ω)− N
ω
1/N
N
,
This means that the deficit of this spectral inequality is controlling from above the deficit of the
2−perimeter. Thus it is sufficient to use the quantitative estimate (2.9) for the 2−perimeter, so to
obtain
1
|Ω|1/N
N+1∑
i=2
1
σi(Ω)
− N
ω
1/N
N
≥ N
ω
1/N
N
cN,2
( |Ω∆B|
|Ω|
)2
,
where B is the ball centered at the origin and such that |Ω| = |B|. Using the definition of A(Ω),
we can conclude the proof. 
A straightforward consequence of the previous result is the following quantitative version of the
Brock-Weinstock inequality.
Corollary 5.2. For every Ω ⊂ RN open bounded set with Lipschitz boundary, we have
(5.2) |Ω|1/N σ2(Ω) ≤ ω1/NN
[
1− δN A(Ω)2
]
,
where δN is a constant depending only on the dimension, given by
δN =
1
8
min
{
1,
N + 1
N
(
N
√
2− 1
)}
.
Proof. First of all, we can suppose that
(5.3) |Ω|1/N σ2(Ω) ≥ 1
2
ω
1/N
N ,
otherwise estimate (5.2) is trivially true with constant δN = 1/8, just by using the fact that
A(Ω) ≤ 2. So, let us suppose that (5.3) holds true: since σ2(Ω) ≤ σi(Ω) for every i ≥ 3, from (5.1)
we can infer
N
|Ω|1/N σ2(Ω)
≥ N
ω
1/N
N
[
1 + cN,2A(Ω)2
]
,
which can be rewritten as
|Ω|1/N σ2(Ω)
[
1 + cN,2A(Ω)2
] ≤ ω1/NN .
The previous easily implies (5.2), thanks to (5.3). 
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Remark 5.3. In the next section we will prove that both the estimates derived in Theorem 5.1
and Corollary 5.2 are sharp. We point out that defining the two deficit functionals
(5.4) Inv(Ω) :=
|B|1/N
N |Ω|1/N
N+1∑
i=2
σ2(B)
σi(Ω)
− 1 and BW (Ω) := |B|
1/N σ2(B)
|Ω|1/N σ2(Ω)
− 1,
we have that
cN,2A(Ω)2 ≤ Inv(Ω) ≤ BW (Ω),
where in the first inequality we used Theorem 5.1. Then if one can prove that the exponent 2
for A(Ω) is sharp in the quantitative Brock-Weinstock inequality, this will automatically prove the
optimality of the power 2 for inequality (5.1).
6. Sharpness of the quantitative Brock-Weinstock inequality
In this section, we will show the sharpness of the quantitative Brock-Weinstock inequality (5.2):
as remarked, this in turn will give the sharpness of (5.1) as well. Namely, we are going to prove
the following result.
Theorem 6.1. There exists a family {Ωε}ε>0 of smooth sets approaching the ball B of unit radius
in such a way that
(6.1) A(Ωε) ≃
∣∣Ωε∆B∣∣∣∣Ωε∣∣ ≃ ε and BW (Ωε) ≃ ε2, ε≪ 1,
where BW (Ω) is defined by (5.4).
The rest of this section is devoted to construct such a family of deformations Ωε. For simplicity,
we will give the construction in dimension N = 2, but the reader can readily argue that the very
same arguments could be generalized to any dimension N ≥ 3: where necessary, we integrate the
proof with some footnotes explaining the main (non trivial) modifications needed to deal with the
general case. Since the whole construction is quite complicate, for the sake of readability we will
divide it into 4 main steps.
6.1. Step 1: setting of the construction and basic properties. In what follows, B ⊂ R2
stands for the open unit disk, centered at the origin, and we make the usual identification between
its boundary ∂B and the 1−dimensional torus T. We consider a general nearly circular domain,
given in polar coordinates by
Ωε = {(̺, ϑ) : ϑ ∈ [0, 2π], 0 ≤ ̺ ≤ 1 + εψ(ϑ)} ,
where ψ ∈ C∞(T) is such that ∫ 2π0 ψ = 0, thus giving
(6.2) |Ωε| = |B|+ ε2
‖ψ‖2L2(T)
2
,
that is the difference of the measures is of order ε2. Also observe that by construction one easily
gets that
(6.3) A(Ωε) ≃ |Ωε∆B||Ωε| ≃ ε.
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Figure 2. The set Ωε corresponding to the choice ψ(ϑ) = cos(3ϑ) +
1
2
sin(4ϑ).
The function ψ describing the boundary of Ωε is chosen so to satisfy the following assumption
2.
Key assumption. For every a, b ∈ R, there holds
(6.4)
∫ 2π
0
[
a cos(2ϑ) + b sin(2ϑ)
]
ψ(ϑ) dϑ = 0.
Condition (6.4) and the fact that
∫ 2π
0 ψ = 0 imply that for every eigenfunction ξ relative to
σ2(B), we have∫ 2π
0
ψ(ϑ) |ξ(1, ϑ)|2 dϑ = 0 and
∫ 2π
0
ψ(ϑ) |∂ϑξ(1, ϑ)|2 dϑ = 0,
since such a function ξ has precisely the form ξ(̺, ϑ) = a ̺ cosϑ+ b ̺ sinϑ, then we can write
|ξ(1, ϑ)|2 = (a cosϑ+ b sinϑ)2 = a2
(
cos(2ϑ) + 1
2
)
+ b2
(
1− cos(2ϑ)
2
)
+ a b sin(2ϑ),
and a similar formula for |∂ϑξ(1, ϑ)|2. This fact will be crucially exploited in Step 2.
Let us fix now an eigenfunction uε for σ2(Ωε), normalized in such a way that∫
∂Ωε
uε(x)
2 dH1(x) = 1 and
∫
Ωε
∣∣∇uε(x)∣∣2 dx = σ2(Ωε).(6.5)
2For N ≥ 3, the corresponding assumption is that ψ is orthogonal in L2(∂B) to the spherical harmonics of order
2, i.e. to the third eigenspace of the Laplace-Beltrami operator on ∂B, the first being that corresponding to constant
functions. When N = 2, this eigenspace can be simply identified with the linear space spanned by {cos(2ϑ), sin(2ϑ)}
(see [18] for a detailed presentation of the theory of spherical harmonics).
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Remark 6.2. Thanks to the fact that ∂Ωε is of class C
∞, we obtain that uε ∈ C∞(Ωε). Moreover,
the domains Ωε are uniformly of class C
k, for every k ≥ 0, hence we can assume the functions uε
to satisfy uniform Ck estimates, i.e.
(6.6) ‖uε‖Ck(Ωε) ≤ Hk ,
for some constants Hk > 0 depending only on k ∈ N.
We start with a simple result, giving the basic estimate of σ2(B) from above in terms of σ2(Ωε):
this is the corner-stone of the whole construction.
Lemma 6.3. Let ε0 ≪ 1, there exist two functions N,Q : [0, ε0]→ R with
lim
ε→0
(|N(ε)|+ |Q(ε)|) = 0,
and a constant K > 0 such that for every ε, we have
(6.7) σ2(B) ≤ σ2(Ωε) +N(ε)
1 +Q(ε)−Kε2 .
Proof. Since we want to compare σ2(Ωε) with σ2(B), we have to suitably adapt the eigenfuction
uε, in order to let it be admissible for the Rayleigh quotient defining σ2(B). To do so, we start
considering a C4 extension3 u˜ε of uε to the larger set
Dε =
{
x : |x| ≤ 1 + ε‖ψ‖L∞(T)
} ⊃ B ∪ Ωε,
and we can make such an extension in such a way that
(6.8) ‖u˜ε‖C4(Dε) ≤ K‖uε‖C4(Ωε) .
Then, we estimate the mean value of this extension on the boundary ∂B: we set
δ := −
∫
∂B
u˜ε(x) dH1(x),
and we define the application φε : ∂B → ∂Ωε, given by
φε(x) = x+ εψ(x)x, x ∈ ∂B.
Observe that we have
u˜ε(φε(x)) = uε(φε(x)), x ∈ ∂B,
so that our uniform estimates (6.6) and (6.8) yield
(6.9) u˜ε(x) = uε(φε(x)) +O(ε), x ∈ ∂B.
Using this information in the definition of δ, we get
δ = −
∫
∂B
uε(φε(x)) dH1(x) +O(ε) = −
∫
∂B
uε(φε(x)) Jε(x) dH1(x) +O(ε),
where in the last equality we have set
Jε(x) =
√
(1 + εψ(x))2 + ε2 |∇τ ψ(x)|2, x ∈ ∂B,
and we used the following straightforward estimate
(6.10) ‖Jε(y)− 1‖L∞(∂B) = O(ε),
3More generally, in dimension N ≥ 3 we have to take a Ck extension, with k =
[
N
2
]
+ 3, as it will be clear in the
proof of Lemma 6.9.
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the quantity ∇τψ being the tangential gradient of ψ on ∂B. With the change of variable y = φε(x),
we then arrive at
δ =
1
H1(∂B)
∫
∂Ωε
uε(y) dH1(y) +O(ε) = O(ε),(6.11)
thanks to the fact that
∫
∂Ωε
uε = 0. We are now ready to define an admissible function for σ2(B):
we set
(6.12) vε := u˜ε · 1B¯ − δ,
and we immediately notice that
(6.13) ‖vε‖C4(B) ≤ K ,
thanks to (6.6), (6.8) and (6.11). In words, vε is the original eigenfunction uε extended to the whole
Dε, then restricted to the disk B and finally vertically translated in order to satisfy the zero-mean
condition on ∂B. By its very definition and using (6.11), we immediately observe that∣∣∣∣∫
∂B
v2ε −
∫
∂B
u˜2ε
∣∣∣∣ = ∣∣∣∣−2 δ ∫
∂B
u˜ε + δ
2H1(∂B)
∣∣∣∣ = δ2H1(∂B) ≤ Kε2.(6.14)
Now we set
N(ε) :=
∫
B\Ωε
|∇vε|2 −
∫
Ωε\B
|∇uε|2,
so that we can write
(6.15)
∫
B
|∇vε(x)|2 =
∫
Ωε
|∇uε|2 +N(ε) = σ2(Ωε) +N(ε),
where we used that ∇vε = ∇uε on B ∩ Ωε. Moreover, using (6.9) and (6.14), we have
(6.16)
∫
∂B
vε(x)
2 ≥
∫
∂B
u˜ε(x)
2 −K ε2 =
∫
∂Ωε
uε(x)
2 +Q(ε)−Kε2 = 1 +Q(ε)−Kε2,
having defined
Q(ε) :=
∫
∂B
u˜ε(x)
2 −
∫
∂Ωε
uε(x)
2.
We are now able to estimate σ2(B): since
σ2(B) ≤
∫
B
|∇vε(x)|2 dx∫
∂B
vε(x)
2 dH1(x)
,
using (6.15) and (6.16), we finally obtain (6.7). 
Remark 6.4. Thanks to the uniform estimates (6.6) with k = 0, 1 and to (6.10), it is immediate
to infer ∣∣N(ε)∣∣ ≤ K ε , ∣∣Q(ε)∣∣ ≤ K ε ,(6.17)
which inserted in (6.7) gives the easy estimate
σ2(B) ≤ σ2(Ωε) +Kε,
possibly with a different constant K > 0.
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The previous observation shows that in order to exhibit the sharp decay rate of the deficit along the
sequence Ωε, we need a precise control of the decay rate of the error terms N and Q. Indeed, each
estimate on them automatically translates into an estimate of the same order for σ2(B)− σ2(Ωε).
Let us state precisely this observation, whose proof is immediate from (6.7).
Lemma 6.5. There exists two constants C1 and C2 such that
|σ2(B)− σ2(Ωε)| ≤ C1 (|N(ε)|+ |Q(ε)|) + C2 ε2, for every ε≪ 1.
Keeping in mind Corollary 5.2, (6.3) and (6.2), we know that
(6.18) C3 ε
2 ≤ BW (Ωε) ≤ C4 |σ2(B)− σ2(Ωε)|+ C5 ε2,
hence to conclude the optimality of the exponent 2 in (5.2) one would like to enforce (6.17), proving
that
|N(ε)|+ |Q(ε)| ≤ K ε2.
6.2. Step 2: improving the decay rate. In order to gain this improvement, the following
Lemma will be of crucial importance. This guarantees that if the distance in C1 between vε and
the eigenspace corresponding to σ2(B) has a certain rate of decaying at 0, then the decays of N(ε)
and Q(ε) are improved of the same order. It is precisely here, in the proof of this result, that the
Key Assumption (6.4) on ψ will heavily come into play.
Lemma 6.6. Let ω : [0, 1]→ R+ be a continuous function such that t2/K ≤ ω(t) ≤ K√t. Suppose
that for every ε≪ 1, there exists an eigenfunction ξε for σ2(B) such that
(6.19) ‖vε − ξε‖C1(B) ≤ C ω(ε),
for some constant C independent of ε. Then there exists a constant C6, still independent of ε, such
that
|N(ε)|+ |Q(ε)| ≤ C6 ω(ε) ε for every ε≪ 1.
Proof. We start estimating the term |N(ε)|: the computations are similar to that in [6], but we
have to pay attention to some extra terms, which come from the fact that we are facing a Stekloff
problem.
Using the uniform estimates (6.6), for any x ∈ Ωε \B we have
|∇uε(x)|2 =
∣∣∣∣∇uε(φε( x|x|
))∣∣∣∣2 +O(ε),
and observe that, in polar coordinates the right-hand side can be written as∣∣∣∣∇uε(φε( x|x|
))∣∣∣∣2 = |∂̺uε(1 + εψ(ϑ), ϑ)|2 + 1(1 + εψ(ϑ))2 |∂ϑuε(1 + εψ(ϑ), ϑ)|2
= |∂̺uε(1 + εψ(ϑ), ϑ)|2 + |∂ϑuε(1 + εψ(ϑ), ϑ)|2 +O(ε).
Using once again (6.6), the latter in turn can be estimated as follows
|∂̺uε(1 + εψ(ϑ), ϑ)|2 + |∂ϑuε(1 + εψ(ϑ), ϑ)|2 = σ2(Ωε)2 |uε(1, ϑ)|2 + |∂ϑuε
(
1, ϑ
)|2 +O(ε).
Notice that we also used that uε satisfies the boundary condition
〈∇uε(x), νΩε(x)〉 = σ2(Ωε)uε(x), x ∈ ∂Ωε,
20 BRASCO, DE PHILIPPIS, AND RUFFINI
and that the normal vector on ∂Ωε is radial up to an error of order ε, since we have
νΩε(x) =
(1 + εψ(x/|x|))x/|x| − ε∇τψ(x/|x|)√
(1 + εψ(x/|x|))2 + |∇τψ(x/|x|)|2
=
x
|x| +O(ε), x ∈ ∂Ωε,
Therefore, recalling also that |Ωε \B| ≃ ε, one obtains∫
Ωε\B
|∇uε(x)|2 dx = ε
∫
{ψ>0}
ψ(ϑ)
[
σ2(Ωε)
2 uε(1, ϑ)
2 + |∂ϑuε(1, ϑ)|2
]
dϑ+O(ε2)
= ε
∫
{ψ>0}
ψ(ϑ)
[
σ2(B)
2 vε(1, ϑ)
2 + |∂ϑvε(1, θ)|2
]
dϑ+O(ε2) ,
(6.20)
where the last equality comes from the fact that vε = uε on Ωε ∩B up to the additive constant δ,
which is of order ε thanks to (6.11), and from the fact that |σ2(B) − σ2(Ωε)| ≤ C ε. In the very
same way, recalling that by definition of vε one has
∇vε(φε(x)) = ∇uε(φε(x)), for every x ∈ ∂B \ Ωε,
and that the uniform estimates holds also for vε by (6.13), one gets
(6.21)
∫
B\Ωε
∣∣∇vε(x)∣∣2 dx = −ε ∫
{ψ<0}
ψ(ϑ)
[
σ2(B)
2 vε(1, ϑ)
2 + |∂ϑvε(1, θ)|2
]
dϑ+O(ε2) .
Finally, recalling the definition of N(ε), from (6.19), (6.20) and (6.21) one obtains
|N(ε)| ≤ ε σ2(B)2
∣∣∣∣∫ 2π
0
ψ(ϑ) vε(1, ϑ)
2 dϑ
∣∣∣∣+ ε ∣∣∣∣∫ 2π
0
ψ(ϑ) |∂ϑvε(1, ϑ)|2 dϑ
∣∣∣∣+O(ε2)
= ε σ2(B)
2
∣∣∣∣∫ 2π
0
ψ(ϑ) ξε(1, ϑ)
2 dϑ
∣∣∣∣
+ ε
∣∣∣∣∫ 2π
0
ψ(ϑ) |∂ϑξε(1, ϑ)|2 dϑ
∣∣∣∣+ C ′ ε ω(ε) +O(ε2) ≤ C˜ ε ω(ε),
where in the last estimate we used property (6.4).
We now come to the estimate of |Q(ε)|: remember that this is given by
Q(ε) =
∫
∂B
[
u˜ε(x)
2 − u˜ε(x+ εψ(x)x)2 Jε(x)
]
dH1(x),
i.e. this error term contains a boundary integral, then estimates are a bit different from the
Neumann case treated in [6].
In order to handle this term Q, for ease of computations it could be more useful to rewrite it as
follows
Q(ε) = Q1(ε) +Q2(ε),
where we set
Q1(ε) :=
∫
∂B
[
u˜ε(x)
2 − u˜ε(x+ εψ(x)x)2
]
dH1(x),
and
Q2(ε) :=
∫
∂B
u˜ε(x+ εψ(x)x)
2 [1− Jε(x)] dH1(x).
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Let us start with Q1(ε): by construction ∇u˜ε(x) = ∇vε(x), then using the uniform estimates (6.6),
(6.8) and the hypothesis (6.19), we have
|Q1(ε)| =
∣∣∣∣∫ 2π
0
[
u˜ε(1, ϑ)
2 − u˜ε(1 + εψ(ϑ), ϑ)2
]
dϑ
∣∣∣∣
≤ 2 ε
∣∣∣∣∫ 2π
0
u˜ε(1, ϑ) ∂̺u˜ε(1, ϑ)ψ(ϑ) dϑ
∣∣∣∣+O(ε2)
≤ 2 ε
∣∣∣∣∫ 2π
0
ξε(1, ϑ) ∂̺ξε(1, ϑ)ψ(ϑ) dϑ
∣∣∣∣+ C ω(ε) ε
= 2 ε σ2(B)
∣∣∣∣∫ 2π
0
ξε(1, ϑ)
2 ψ(ϑ) dϑ
∣∣∣∣+ C ω(ε) ε,
which yields the estimate |Q1(ε)| ≤ C ω(ε) ε, again thanks to property (6.4). Observe that in the
last equality we have exploit the fact that ξε satisfies the Stekloff boundary condition. Finally, it
is left to estimate the term Q2(ε): first of all, we have
1− Jε(x) = −εψ(ϑ) +O(ε2),
while using the definition of vε, the uniform estimates (6.6) and (6.8) and the fact that δ = O(ε),
we get
u˜ε(φε(x)) = u˜ε(x) +O(ε) = vε(x) + δ +O(ε) = vε(x) +O(ε), x ∈ ∂B.
Inserting these into the definition of Q2(ε) and using (6.19), we finally obtain
|Q2(ε)| ≤ ε
∣∣∣∣∫
∂B
vε(x)
2 ψ(x) dH1(x)
∣∣∣∣+O(ε2) ≤ ε ∣∣∣∣∫
∂B
ξε(x)
2 ψ(x) dH1(x)
∣∣∣∣+ C ω(ε) ε,
which concludes the proof, again thanks to property (6.4). 
Remark 6.7. Observe that if on the contrary ψ violates condition (6.4), we can not assure that all
the first-order term in the previous estimates cancel out: then we would not get any improvement
on N and Q. For example, for the case of the ellipsoids Eε considered in Section 3, we have seen
that their boundaries can be described as follows
{(̺, ϑ) : ϑ ∈ [0, 2π] and ̺ = |γε(ϑ)|},
and |γε(ϑ)| ≃ 1 + εψ(ϑ), where
ψ(ϑ) =
(
cos2 ϑ− 1
2
)
= cos(2ϑ), ϑ ∈ [0, 2π].
Yhis implies that in this case ψ does not satisfy (6.4): and in fact, similarly to the Neumann case
(see [6, Section 5]), one can show that
σ2(B)− σ2(Eε) ≃ ε,
i.e. ellipsoids do not exhibit the sharp decay rate for the Brock-Weinstock inequality.
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6.3. Step 3: nearness estimates. Thanks to the previous step, we know that to improve (6.17)
it is sufficient to estimate the C1 distance of vε from the eigenspace relative to σ2(B), in terms
of ε: the main point is that we can perform such an estimation, in terms of |N(ε)| and |Q(ε)|
themselves. This is the content of the third step.
We start with an easy W 1,2(B) estimate, whose proof is based on a Fourier decomposition on
the basis {ξk}k≥2 of Stekloff eigenfunctions for B: the idea is quite the same as in [6], but an extra
difficulty arises, since we can not directly decompose vε in W
1,2 on the basis {ξk}k≥2. Rather, we
have to project it on the space of harmonic functions and to control, in terms of ε, both the Dirichlet
integral of this projection and the distance between vε and the space of harmonic functions.
Lemma 6.8. For every ε≪ 1, there exists an eigenfunction ξε relative to σ2(B) such that
(6.22) ‖vε − ξε‖W 1,2(B) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε, for every ε≪ 1,
for some constant C independent of ε.
Proof. First of all, we introduce the harmonic projection ϕε of vε, i.e. ϕε solves{
∆ϕε = 0, in B,
ϕε = vε, on ∂B,
and observe that we have
(6.23) ‖vε − ϕε‖W 1,2(B) ≤ C ‖fε‖W−1,2(B) ≤ C ε,
where we have set fε := ∆vε = ∆u˜ε and this is different from 0 on a set of measure O(ε). Since ϕε
is harmonic and vε − ϕε ∈W 1,20 (B), we obtain
‖∇vε −∇ϕε‖2L2(B) =
∫
B
|∇vε(x)|2 dx−
∫
B
|∇ϕε(x)|2 dx.
Keeping into account (6.23), we finally obtain
(6.24)
∣∣∣∣∫
B
|∇vε(x)|2 dx−
∫
B
|∇ϕε(x)|2 dx
∣∣∣∣ ≤ C ε2.
Since ϕε ∈ Har(B) – remember the definition (4.1) – we can use a spectral decomposition for it
and write
ϕε =
∑
k≥2
αk(ε) ξk, where αk(ε) =
∫
∂B
ϕε(x) ξk(x) dH1(x), k ≥ 2,
then
‖ϕε‖2L2(∂B) =
∑
k≥2
αk(ε)
2 and ‖∇ϕε‖2L2(B) =
∑
k≥2
σ2(B)αk(ε)
2,
where for the second decomposition we used (4.2). By (6.14) and the definition of Q(ε), we have∣∣∣∣∫
∂B
vε(x)
2 − 1
∣∣∣∣ ≤ ∣∣∣∣∫
∂B
u˜ε(x)
2 −
∫
∂Ωε
uε(x)
2
∣∣∣∣+ ∣∣∣∣∫
∂B
vε(x)
2 −
∫
∂B
u˜ε(x)
2
∣∣∣∣
≤ |Q(ε)|+K ε2,
and since ϕε = vε on ∂B, the previous implies∣∣∣‖ϕε‖2L2(∂B) − 1∣∣∣ ≤ |Q(ε)|+K ε2.
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In particular, we get ∣∣α2(ε)2 + α3(ε)2 − 1∣∣ ≤∑
k≥4
αk(ε)
2 + |Q(ε)|+Kε2,
and multiplying both members by σ2(B) we have
(6.25) σ2(B)
∣∣α2(ε)2 + α3(ε)2 − 1∣∣ ≤ σ2(B) ∑
k≥4
αk(ε)
2 + c1 |Q(ε)|+Kε2.
On the other hand, by (6.15) and (6.24) we have∣∣∣‖∇ϕε‖2L2(B) − σ2(B)∣∣∣ ≤ ∣∣∣‖∇vε‖2L2(B) − σ2(B)∣∣∣+ ∣∣∣‖∇vε‖2L2(B) − ‖∇ϕε‖2L2(B)∣∣∣
≤ |σ2(Ωε)− σ2(B)|+ |N(ε)|+ C ε2
≤ C (|N(ε)|+ |Q(ε)|) +K ε2,
which can be rewritten as∣∣∣∣∣∣σ2(B)(α2(ε)2 + α3(ε)2 − 1) +
∑
k≥4
σk(B)αk(ε)
2
∣∣∣∣∣∣ ≤ c2 (|N(ε)|+ |Q(ε)|) +K ε2,
and this implies
(6.26)
∑
k≥4
σk(B)αk(ε)
2 ≤ c2 (|N(ε)|+ |Q(ε)|) +K ε2 + σ2(B)
∣∣α2(ε)2 + α3(ε)2 − 1∣∣ .
We can now combine (6.25) and (6.26), so to obtain∑
k≥4
(σk(B)− σ2(B))αk(ε)2 ≤ (c1 + c2) (|N(ε)|+ |Q(ε)|) +K ε2.
Notice that
1− σ2(B)
σk(B)
> 0, k ≥ 4,
since σ2(B) has multiplicty 2 and this forms a nondecreasing sequence, then from the previous we
can infer ∑
k≥4
σk(B)αk(ε)
2 ≤ C (|N(ε)|+ |Q(ε)|) +K ε2,
possibly with different constants C and K, depending on the spectral gap σ4(B)− σ2(B), but not
on ε. If we set ξε = α2(ε) ξ2 + α3(ε) ξ3, we have
‖ϕε − ξε‖2L2(∂B) ≤ σ4(B) ‖∇vε −∇ξε‖2L2(B)
and
‖∇ϕε −∇ξε‖2L2(B) =
∑
k≥4
σk(B)αk(ε)
2 ≤ C (|N(ε)|+ |Q(ε)|) +K ε2,
which yields
‖ϕε − ξε‖W 1,2(B) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε,
thanks to the fact that u 7→ ‖u‖L2(∂B)+ ‖∇u‖L2(B) is equivalent to the standard norm of W 1,2(B).
Finally, it is only left to observe that
‖vε − ξε‖W 1,2(B) ≤ ‖ϕε − ξε‖W 1,2(B) + ‖vε − ϕε‖W 1,2(B),
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thus we have obtained (6.22). 
We show how the previous Sobolev estimate (6.22) can be enhanced, replacing theW 1,2(B) norm
with the C1 one.
Lemma 6.9. For every ε≪ 1, there exists an eigenfunction ξε relative to σ2(B) such that
(6.27) ‖vε − ξε‖C1(B) ≤ C7
√
|N(ε)|+ |Q(ε)|+ C8 ε, for every ε≪ 1,
for some positive constants C7, C8 independent of ε.
Proof. First of all, let us write down the the Neumann boundary value problems solved by vε and
ξε: these are given respectively by{
∆vε = fε, in ∂B
〈∇vε, ν〉 = σ2(B) gε, on ∂B and
{
∆ξε = 0, in ∂B
〈∇ξε, ν〉 = σ2(B) ξε, on ∂B
where
fε(x) = ∆u˜ε(x), x ∈ B,
and the boundary value gε is given by (recall that ∇vε = ∇u˜ε)
gε(x) = vε(x) +
[
uε(φε(x))− vε(x)
]
+
(
σ2(Ωε)
σ2(B)
− 1
)
uε(φε(x))
+
1
σ2(B)
〈∇u˜ε(x)−∇uε(φε(x)), νΩε(φε(x))〉
+
1
σ2(B)
〈∇u˜ε(x), ν(x)− νΩε(φε(x))〉 =: vε(x) +
4∑
i=1
gε,i(x) x ∈ ∂B.
Thus in order to gain informations on the distance between vε and ξε, it suffices to estimate fε and
the boundary term gε − ξε: indeed, by standard Elliptic Regularity (see [9, Theorem 7.32]) and by
the triangular inequality, for every k ≥ 1 we have
‖vε − ξε‖Wk,2(B) ≤ C
(
‖vε − ξε‖L2(B) + ‖gε − ξε‖Wk−3/2,2(∂B) + ‖fε‖Wk−2,2(B)
)
≤ C
(
‖vε − ξε‖L2(B) + ‖vε − ξε‖Wk−3/2,2(∂B)
+
4∑
i=1
‖gε,i‖Wk−3/2,2(∂B) + ‖fε‖Wk−2,2(B)
)
.
(6.28)
The first term on the right-hand side can be easily estimated as follows
‖vε − ξε‖L2(B) ≤ ‖vε − ξε‖W 1,2(B) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε,
where we used (6.22) in the second inequality: then to obtain (6.27) it suffices to prove that
(6.29) ‖vε − ξε‖Wk−3/2,2(∂B) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε,
(6.30)
4∑
i=1
‖gε,i‖Wk−3/2,2(∂B) ≤ C ε,
(6.31) ‖fε‖Wk−2,2(B) ≤ C ε,
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with4 k = 3. Indeed, using the Sobolev Imbedding Theorem and the fact that we are in dimension
N = 2, we would obtain
‖vε − ξε‖C1(B) ≤ C ‖vε − ξε‖W 3,2(B),
and combining (6.28) and (6.29)–(6.31) we would conclude the proof.
We now begin to estimate the terms gε,i: recalling that uε ◦ φε = u˜ε ◦ φε on ∂B and using (6.9)
and the uniform estimates on u˜ε, we get
‖gε,1‖W 3/2,2(∂B) ≤ ‖u˜ε ◦ φε − u˜ε‖W 3/2,2(∂B) + δ
(H1(∂B))1/2 = O(ε).
For the second, we use (6.6) and Lemma 6.5, to obtain
‖gε,2‖W 3/2,2(∂B) ≤ K
|σ2(Ωε)− σ2(B)|
σ2(B)
≤ K (|N(ε)|+ |Q(ε)|) ,
possibly with a different constant K, still not depending on ε. For the the third term, we just use
a triangular inequality and the uniform estimates (6.6), (6.8)
‖gε,3‖W 3/2,2(∂B) ≤ C ‖∇u˜ε −∇uε ◦ φε‖W 3/2,2(∂B)
≤ C ‖∇u˜ε −∇(uε ◦ φε)‖W 3/2,2(∂B)
+ C ‖∇(uε ◦ φε)−∇uε ◦ φε‖W 3/2,2(∂B) ≤ C ε,
again thanks to the fact that u˜ε ◦ φε = uε ◦ φε on ∂B. Finally, still using the uniform estimates
(6.8) and (6.6), we have
‖gε,4‖W 3/2,2(∂B) ≤ C ‖νB − νΩε ◦ φε‖W 3/2,2(∂B).
The term νΩε ◦ φε can be explicitely written as
νΩε(φε(x)) =
(1 + εψ(x)) νB(x)− ε∇τψ(x)√
(1 + εψ(x))2 + ε2 |∇τψ(x)|2
, x ∈ ∂B,
In this way
νB(x)− νΩε(φε(x)) = νB(x)
(
1− 1 + εψ(x)√
(1 + εψ(x))2 + ε2 |∇τψ(x)|2
)
− ε ∇τψ(x)√
(1 + εψ(x))2 + ε2 |∇τψ(x)|2
.
Then observe that
ϕ1(x) = 1− 1 + εψ(x)√
(1 + εψ(x))2 + ε2 |∇τψ(x)|2
, x ∈ ∂B,
and
ϕ2(x) = ε
∇τψ(x)(x)√
(1 + εψ(x))2 + ε2 |∇τψ(x)|2
, x ∈ ∂B,
are two C∞ applications on ∂B, such that for every m ∈ N
‖ϕi‖Cm(∂B) ≤ Cm ε, i = 1, 2,
4For the case N ≥ 3, it suffices to arrive at k =
[
N
2
]
+ 2.
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where Cm is a constant depending on the C
m+1(∂B) norm of ψ, but not on ε. This permits to
conclude the estimate on gε,4: we finally have
‖gε,4‖W 3/2,2(∂B) ≤ C ‖νB − νΩε ◦ φε‖W 3/2,2(∂B) ≤ C ε,
so collecting all these estimates we end up with (6.30) for k = 3.
Concerning the term fε, thanks to the fact that u˜ε is a C
4 extension of uε and that the latter is
harmonic on Ωε ∩B, we get that fε is a C2 function such that
fε(x) = ∆uε(x) = 0, x ∈ Ωε ∩B.
Once again, thanks to (6.6) and (6.8), we have
|fε(x)| ≤
∣∣∣∣fε(φε( x|x|
))∣∣∣∣+ ‖∇fε‖L∞(B) ∣∣∣∣φε( x|x|
)
− x
∣∣∣∣
= ‖∇fε‖L∞(B)
∣∣∣∣φε( x|x|
)
− x
∣∣∣∣ ≤ C ∣∣∣∣φε( x|x|
)
− x|x|
∣∣∣∣ ≤ C ε ‖ψ‖L∞ , x ∈ B \ Ωε,
and a similar estimate for |∇fε| on B \ Ωε. In conclusion, there holds
‖fε‖C1(B) ≤ C ε,
so that the W 1,2 norm is estimated as follows5
‖fε‖W 1,2(B) ≤ C ‖fε‖C1(B) ≤ C ε.
Finally, we aim to prove (6.29): by the trace inequality and (6.22) we have
‖vε − ξε‖W 1/2,2(∂B) ≤ C ‖vε − ξε‖W 1,2(B) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε.
To obtain the W 3/2,2(∂B) estimate on vε− ξε, we note that a first application fo (6.28) with k = 2,
gives
‖vε − ξε‖W 2,2(Ω) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε,
then it is sufficient to use once more a trace inequality, so to obtain
‖vε − ξε‖W 3/2,2(∂B) ≤ C ‖vε − ξε‖W 2,2(Ω) ≤ C
√
|N(ε)|+ |Q(ε)|+K ε.
We have shown the validity of (6.29) with k = 3, thus the proof is concluded. 
6.4. Step 4: conclusion. Thanks to Lemma 6.5, we know that
|σ2(B)− σ2(Ωε)| ≤ C1 (|N(ε)|+ |Q(ε)|) + C2 ε2.
First applying Lemma 6.9 and then Lemma 6.6 with ω(ε) = C7
√|N(ε)|+ |Q(ε)|+C8 ε, we obtain
(6.32) |N(ε)|+ |Q(ε)| ≤ C˜ ε
√
|N(ε)|+ |Q(ε)|+ C˜ ε2.
Let us set
t(ε) =
ε√|N(ε)|+ |Q(ε)| ,
5In general, for every N ≥ 2 we need an estimate of the type ‖fε‖Wk−2,2(B) ≤ C ε, with k = [N/2]+2. In order to
have this, it is sufficient for fε = ∆u˜ε to be a C
k−1 function, i.e. u˜ε has to be a C
k+1 extension of uε: this explains
why we took a C4 extension at the beginning.
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then from (6.32) we can infer
1
C˜
≤ t(ε) + t(ε)2,
which easily implies that t(ε) ≥ c for some costant c > 0, i.e.√
|N(ε)|+ |Q(ε)| ≤ ε
c
.
A further application of Lemma 6.5 finally shows that
|σ2(B)− σ2(Ωε)| ≤ C ε2,
possibly with a different constant C, still independent of ε. Inserting this into (6.18), we can
conclude the proof of Theorem 6.1.
Acknowledgements. The authors wish to warmly thank Giuseppe Buttazzo for some discussions
on the topic of this paper, as well as for having stimulated the writing of it. LB has been partially
supported by the ERC Advanced Grant n. 226234, while GDP acknowledges the support of the
ERC Advanced Grant n. 246923.
References
[1] A. I. A´vila, Stability results for the first eigenvalue of the Laplacian on domains in space forms, J. Math. Anal.
Appl., 267 (2002), 760–774.
[2] M. F. Betta, F. Brock, A. Mercaldo, M. R. Posteraro, A weighted isoperimetric inequality and applications to
symmetrization, J. of Inequal. & Appl., 4 (1999), 215–240.
[3] T. Bhattacharya, Some observations on the first eigenvalue of the p−Laplacian and its connections with asym-
metry, Electron. J. Differential Equations, 35 (2001), 15 pp.
[4] T. Bhattacharya, A. Weitsman, Estimates for Green’s function in terms of asymmetry, AMS Contemporary
Math Series, 221 1999, 31–58.
[5] L. Brasco, G. Franzina, On the Hong-Krahn-Szego inequality for the p−Laplace operator, submitted (2011),
available at http://cvgmt.sns.it/paper/520/
[6] L. Brasco, A. Pratelli, Sharp stability of some spectral inequalities, accepted for publication on Geom. Funct.
Anal. (2011), available at http://cvgmt.sns.it/paper/1034/
[7] F. Brock, An isoperimetric inequality for eigenvalues of the Stekloff problem, ZAMM Z. Angew. Math. Mech.,
81 (2001), 69-71.
[8] G. Buttazzo, Spectral optimization problems, Rev. Mat. Complut., 24 (2011), 277–322.
[9] G. B. Folland, Introduction to partial differential equations. Second edition. Princeton University Press, Prince-
ton, NJ, 1995.
[10] N. Fusco, F. Maggi, A. Pratelli, Stability estimates for certain Faber-Krahn, Isocapacitary and Cheeger in-
equalities, Ann. Sc. Norm. Super. Pisa Cl. Sci., 8 (2009), 51–71.
[11] W. Hansen, N. Nadirashvili, Isoperimetric inequalities in potential theory, Potential Anal., 3 (1994), 1–14.
[12] A. Henrot, Extremum problems for eigenvalues of elliptic operators. Frontiers in Mathematics. Birkha¨user
Verlag, Basel, 2006.
[13] A. Henrot, G. A. Philippin, A. Safoui, Some isoperimetric inequalities with application to the Stekloff problem,
J. Convex Anal., 15 (2008), 581–592.
[14] A. Henrot, M. Pierre, Variation et optimisation de formes. (French) [Shape variation and optimization] Une
analyse ge´ome´trique. [A geometric analysis] Mathe´matiques & Applications [Mathematics & Applications], 48.
Springer, Berlin, 2005.
[15] J. Hersch, L. E. Payne, M. M. Schiffer, Some inequalities for Stekloff eigenvalues, Arch. Rat. Mech. Anal., 57
(1954), 99-114.
[16] G. N. Hile, Z. Xu, Inequalities for sums of reciprocals of eigenvalues, J. Math. Anal. Appl., 180 (1993), 412–430.
[17] A. Melas, The stability of some eigenvalue estimates, J. Differential Geom., 36 (1992), 19-33.
[18] C. Mu¨ller, Analysis of spherical symmetries in Euclidean spaces, Applied Mathematical Sciences 129, Springer
(1998).
28 BRASCO, DE PHILIPPIS, AND RUFFINI
[19] N. Nadirashvili, Conformal maps and isoperimetric inequalities for eigenvalues of the Neumann problem. Pro-
ceedings of the Ashkelon Workshop on Complex Function Theory (1996), 197–201, Israel Math. Conf. Proc.
11, Bar-Ilan Univ., Ramat Gan, 1997.
[20] T. Povel, Confinement of Brownian motion among Poissonian obstacles in Rd, d ≥ 3, Probab. Theory Relat.
Fields, 114 (1999), 177–205.
[21] A.-S. Sznitman, Fluctuations of principal eigenvalues and random scales, Comm. Math. Phys., 189 (1997),
337–363.
[22] R. Weinstock, Inequalities for a classical eigenvalue problem, J. Rational Mech. Anal., 3 (1954), 745–753.
[23] Y. Xu, The first nonzero eigenvalue of Neumann problem on Riemannian manifolds, J. Geom. Anal., 5 (1995),
151–165.
Laboratoire d’Analyse, Topologie, Probabilite´s UMR6632, Universite´ Aix–Marseille 1, CMI 39,
Rue Fre´de´ric Joliot Curie, 13453 Marseille Cedex 13, France
E-mail address: brasco@cmi.univ-mrs.fr
Scuola Normale Superiore, Piazza dei Cavalieri 7, 56126 Pisa, Italy
E-mail address: guido.dephilippis@sns.it
Scuola Normale Superiore, Piazza dei Cavalieri 7, 56126 Pisa, Italy
E-mail address: berardo.ruffini@sns.it
