Pedestrian Detection in Low Quality Moving Camera Videos by Hinduja, Saurabh
University of South Florida
Scholar Commons
Graduate Theses and Dissertations Graduate School
10-25-2016
Pedestrian Detection in Low Quality Moving
Camera Videos
Saurabh Hinduja
University of South Florida, saurabh.hinduja@gmail.com
Follow this and additional works at: http://scholarcommons.usf.edu/etd
Part of the Computer Sciences Commons
This Thesis is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in Graduate
Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact scholarcommons@usf.edu.
Scholar Commons Citation
Hinduja, Saurabh, "Pedestrian Detection in Low Quality Moving Camera Videos" (2016). Graduate Theses and Dissertations.
http://scholarcommons.usf.edu/etd/6514
  
 
 
 
 
Pedestrian Detection in Low Quality Moving Camera Videos 
 
 
 
by 
 
 
 
Saurabh Hinduja 
 
 
 
 
 
A thesis submitted in partial fulfillment 
of the requirements for the degree of 
Master of Science in Computer Science 
Department of Computer Science and Engineering 
College of Engineering 
University of South Florida 
 
 
 
Major Professor: Rangachar Kasturi, Ph.D. 
Pei-Sung Lin, Ph.D. 
Srinivas Katkoori, Ph.D. 
 
 
Date of Approval: 
October 12, 2016 
 
 
 
Keywords: Image deblurring, 
Edge enhancement, Contrast enhancement 
 
Copyright © 2016, Saurabh Hinduja 
  
  
 
 
 
 
DEDICATION 
 
I would like to dedicate this thesis to my parents. They have been with me every step of 
the way through good times and bad. Their unconditional love, guidance, and support have 
helped me succeed in efficiently completing my Master’s degree. They are and will always 
remain my source of inspiration.  
  
 
 
 
 
ACKNOWLEDGMENTS 
 
I would like to express my deepest gratitude to Dr. Rangachar Kasturi and Dr. Pei-Sung 
Lin for giving me an opportunity to work on this project. They have been excellent mentors and 
constant sources of encouragement and support. Thank you for spending a lot of your valuable 
time in indulging in insightful conversations that led to the design and development of the 
software. 
I would like to thank Dr. Pei-Sung Lin and Dr. Srinivas Katkoori for agreeing to be a part 
of my defense committee. I appreciate their valuable feedback and review comments on this 
work. 
I would also like to thank the Center for Urban Transportation Research (CUTR) for 
funding this research. 
I would like to thank Dr. Achilleas Kourtellis and Dr. Zhenyu Wang for taking time out 
of their busy schedules to guide and help me with the project. 
Finally, I would like to thank Patricia Ball and Catherine Burton for helping me 
proofread the thesis. 
 
i 
 
 
 
 
 
TABLE OF CONTENTS 
 
LIST OF TABLES ........................................................................................................................... iii 
 
LIST OF FIGURES ......................................................................................................................... iv 
 
ABSTRACT ...................................................................................................................................... v 
 
CHAPTER 1: INTRODUCTION ...................................................................................................... 1 
1.1 Motivation for Pedestrian Detection in Low Resolution ...............................................1 
1.2 Problem Statement ......................................................................................................... 1 
1.3 Thesis Overview ............................................................................................................ 2 
 
CHAPTER 2: LITERATURE SURVEY........................................................................................... 4 
2.1 Pedestrian Detection ...................................................................................................... 4 
2.2 Image Denoising ............................................................................................................8 
2.2.1 Non Local Mean Denoising ............................................................................8 
2.3 Summary ........................................................................................................................ 8 
 
CHAPTER 3: SHRP2 – NDS DATA .............................................................................................. 10 
3.1 Data .............................................................................................................................. 10 
3.2 Summary of Data Collected ........................................................................................ 13 
 
CHAPTER 4: ANALYSIS ............................................................................................................. 14 
4.1 Algorithms that Did Not Work .................................................................................... 14 
4.1.1 Training and Testing with Open Source Software ........................................ 14 
4.1.2 Testing with Commercial Software .............................................................. 14 
4.2 Detection in Low Quality ............................................................................................ 15 
4.2.1 Image Deblurring ..........................................................................................15 
4.2.1.1 Non-Local Mean Denoising ..........................................................15 
4.2.1.2 Contrast Enhancement  ..................................................................16 
4.2.1.3 Edge Enhancement  ...................................................................... 16 
4.2.2 Pedestrian Detection......................................................................................17 
4.2.3 Flag Pedestrians ........................................................................................... 17 
4.3 Summary ..................................................................................................................... 17 
 
CHAPTER 5: EXPERIMENTAL RESULTS. ............................................................................... 19 
5.1 Result Comparison with Caltech Benchmarking ....................................................... 19 
5.2 Result Based on Videos .............................................................................................. 20 
5.3 Summary of Results ................................................................................................... 21 
ii 
CHAPTER 6: CONCLUSION AND FUTURE WORK ................................................................ 22 
6.1 Conclusion .................................................................................................................. 22 
6.2 Future Work  ............................................................................................................... 22 
 
REFERENCES ............................................................................................................................... 23 
 
APPENDIX A: COPYRIGHT INFORMATION ........................................................................... 26 
A.1 IEEE ........................................................................................................................... 27 
A.2 National Academies of Science  ................................................................................. 28 
 
APPENDIX B: CODE INFORMATION ....................................................................................... 29 
B.1 OpenCV Functions ..................................................................................................... 29 
B.2 System Configurations ............................................................................................... 29 
B.3 Code Performance ...................................................................................................... 30 
B.4 Code Improvement ...................................................................................................... 30 
 
ABOUT THE AUTHOR ................................................................................................. END PAGE 
  
iii 
 
 
 
 
 
LIST OF TABLES 
 
Table 2.1 Pedestrian Datasets .......................................................................................................5 
 
Table 2.2 Comparison of Various Pedestrian Detection Algorithms ...........................................6 
 
Table 3.1 Description of Videos .................................................................................................12 
 
Table 5.1 Confusion Matrix of Results by Videos .....................................................................20 
 
Table B.1 Code Performance ......................................................................................................30 
  
iv 
 
 
 
 
 
LIST OF FIGURES 
 
Figure 2.1 Overall Accuracy - Caltech Benchmark .....................................................................7 
 
Figure 2.2 Near Scale Accuracy - Caltech Benchmark ................................................................7 
 
Figure 3.1 In-Vehicle Data Acquisition System (DAS) used in SHRP2 ...................................11 
 
Figure 3.2 Field of View of DAS used in SHRP2......................................................................11 
 
Figure 3.3 Sample Frames with Pedestrians ..............................................................................12 
 
Figure 4.1 Flowchart of Algorithm ............................................................................................15 
 
Figure 4.2 Edge Enhancement Kernel ........................................................................................16 
 
Figure 4.3 Steps of Analysis (Showing Result after Each Step) ................................................17 
 
Figure 5.1 Quality and Detection with Image Deblurring ..........................................................19 
 
Figure 5.2 Results Compared with Caltech Benchmarking .......................................................20 
  
v 
 
 
 
 
 
ABSTRACT 
 
Pedestrian detection is one of the most researched areas in computer vision and is rapidly 
gaining importance with the emergence of autonomous vehicles and steering assistance 
technology. Much work has been done in this field, ranging from the collection of extensive 
datasets to benchmarking of new technologies, but all the research depends on high-quality 
hardware such as high-resolution cameras, Light Detection and Ranging (LIDAR) and radar. 
For detection in low-quality moving camera videos, we use image deblurring techniques 
to reconstruct image frames and use existing pedestrian detection algorithms and compare our 
results with the leading research done in this area. 
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CHAPTER 1: INTRODUCTION 
 
Pedestrian detection is one of the most researched areas of computer vision. However, the 
accuracy of detection is poor. The current versions of pedestrian detection algorithms require 
high-resolution, good-quality videos with high frame rates; there is no detection algorithm for 
low-resolution, low-quality videos. Pedestrian detection today is mostly used in autonomous 
vehicles and semi-autonomous vehicles. In this thesis, I aim to develop an algorithm to detect 
pedestrians in low-resolution, low-quality, low-frame-rate moving camera videos to reduce the 
manual effort taken to watch the videos. 
1.1 Motivation for Pedestrian Detection in Low Resolution  
Much research has been and is being done in the area of pedestrian detection and 
avoidance, but all the research uses high-end equipment. Public datasets such as the Caltech 
pedestrian dataset [1] and INRIA dataset [2] are of higher resolution, very clear quality, and high 
frame rate; however, the algorithms developed for these datasets cannot detect pedestrians at 
lower resolution. A new approach for detecting pedestrians in the dataset provided by the Center 
for Urban Transportation Research (CUTR) at the University of South Florida needed to be 
developed. 
1.2 Problem Statement 
Much research has been conducted in the area of pedestrian detection, all using 
sophisticated equipment such as high resolution, high frame rate cameras, Light Detection and 
2 
Ranging (LIDAR), radar, etc. Little research has been conducted on low-resolution videos, 
especially on low-resolution moving camera videos. 
The Strategic Highway Research Program 2 (SHRP2) Naturalistic Driving Study (NDS) 
[3] recorded the driving behavior of a large sample of drivers in their personal vehicles, 
including videos from cameras mounted on the dashboard of cars. To save space, huge amount 
of data are stored as low-resolution, low-frames-per-second videos.  Although much research has 
been done in pedestrian detection, very little deals with low-resolution videos. CUTR wanted to 
use the data collected by SHRP2 to study the interaction of pedestrians with vehicles at signaled 
intersections [4]. Not all the videos show pedestrians, and a very low percentage of videos have 
pedestrians, which are of interest to CUTR researchers.  
The videos collected by SHRP2 NDS are of low quality and low resolution to save space 
in the data collection device. The device collects much data from different points of view; this is 
explained in detail in Chapter 3. The major problems in detecting pedestrians in these videos is 
that the videos become blurry because of changing weather, changing time of day, solar flares, 
noise on windshields, motion blur, and  low frame rate. Due to all these factors, the features 
required for any kind of detection are blurred. The videos had to be denoised and sharpened 
before pedestrians can be detected in them. 
1.3 Thesis Overview 
Chapter 2 describes some of the leading pedestrian datasets, type of collection, and 
leading pedestrian detection algorithms and their benchmarking. It also describes some of the 
image enhancement techniques used later. Chapter 3 describes the techniques used and the kinds 
of data collected by the SHRP2 NDS study. Chapter 4 describes in detail the algorithm used to 
deblur the videos and then uses an existing pedestrian detection technique. Chapter 5 compares 
3 
the results on the SHRP2 NDS data with benchmarking done by Caltech on the Caltech dataset. 
Chapter 6 describes future work that can be done to increase the accuracy of the techniques.  
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CHAPTER 2: LITERATURE SURVEY 
 
Pedestrian detection is one of the most researched areas of computer vision. With the 
evolution of autonomous pedestrian avoidance in vehicles, also known as steer assist, pedestrian 
detection in moving vehicles is gaining importance. In this chapter, some state-of-the-art 
pedestrian detection systems and methods to improve image quality are described. 
2.1 Pedestrian Detection 
There has been much research on pedestrian detection, with many datasets and 
algorithms developed. A summary of the different datasets is provided in Table 2.1 [5]. 
The existing datasets are grouped into three categories; Limited in Collection, More 
Comprehensive, and the Caltech Dataset, which has more real-life samples. There are three kinds 
of setup: (1) photos, in which pedestrians are extracted from existing pictures but run the risk of 
having bias on selection; (2) surveillance, which has a constant background; and (3) mobile, in 
which data are collected from moving vehicles and provide a better perspective of everyday 
scenarios. 
Table 2.2 shows the different algorithms for pedestrian detection. Figure 2.1 shows the 
overall accuracy of the algorithms as tested on the Caltech dataset. Figure 2.2 shows the near-
scale accuracy of the pedestrian; that is, where the pedestrian is not occluded and the size of the 
pedestrian is greater than 80 pixels. As can be seen from the figures, the overall accuracy of all 
the current algorithms is not good, whereas the near-scale accuracy is acceptable. The accuracy 
is better if the motion of the pedestrian is taken into account. 
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Table 2.1: Pedestrian Datasets (Adapted from [5] © 2012 IEEE) 
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Table 2.2: Comparison of Various Pedestrian Detection Algorithms 
(Adapted from [5] © 2012 IEEE) 
 
 
 
 
 
 
 
Table 2.2 shows the different algorithms for pedestrian detection. Figure 2.1 shows the 
overall accuracy of the algorithms as tested on the Caltech dataset. Figure 2.2 shows the near 
scale accuracy of the pedestrian; that is where the pedestrian is not occluded and the size of the 
pedestrian is greater than 80 pixels. As it can be seen from the figures that the overall accuracy 
of all the current algorithms is not good while the near scale accuracy is still acceptable. The 
accuracy is better if motion of the pedestrian is taken into account.  
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Figure 2.1: Overall Accuracy - Caltech Benchmark (reprinted from [5] ©2012 IEEE) 
 
 
 
 
 
Figure 2.2: Near Scale Accuracy - Caltech Benchmark (reprinted from [5] ©2012 IEEE)  
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2.2 Image Denoising 
Image denoising or image reconstruction is a big challenge in computer vision. Image 
denoising is used in restoring antique artifacts and restoring old pictures, but it sometimes 
introduces features that can create more noise at times. 
2.2.1 Non Local Mean Denoising 
Non Local Mean Denoising (NLD) [36] [37] is a technique in which the new value of the 
target pixel is determined by taking the mean of all pixels in the image weighted by how similar 
they are to the target pixel. This is different from the traditional method of denoising, in which 
the target pixel is set by taking the average of the pixels in its neighborhood. When NLD is 
compared with the more well-known denoising methods such as Gaussian filters [35] and 
neighborhood filters [34], it gives better results and there is less loss of features. 
Filtered value of pixel is 
𝑢(𝑝) =  
1
𝐶(𝑝)
∑ 𝑣(𝑞)𝑓(𝑝, 𝑞)
𝑞 𝜖 Ω
 
Gaussian weighting function is 
𝑓(𝑝, 𝑞) =  𝑒
−|𝐵(𝑞)−𝐵(𝑝)|2
ℎ2  
Normalizing factor is 
𝐶(𝑝) =  ∑ 𝑓(𝑝, 𝑞)
𝑞 𝜖 Ω
 
where 
𝐵(𝑝) =  
1
|𝑅(𝑝)|
∑ 𝑣(𝑖)
𝑖 𝜖 𝑅(𝑝)
 
 
 
9 
2.3 Summary 
This chapter presented some datasets and algorithms used for training and testing 
pedestrian detection algorithms, with benchmarking done by Caltech. Also discussed were image 
manipulation techniques that can be used to improve the quality of videos and then used in 
pedestrian detection algorithms.  
10 
 
 
 
 
 
CHAPTER 3: SHRP2 – NDS DATA 
 
This chapter explores the data collection techniques used by the SHRP2 NDS, the data 
collected by the study, and details about the data that are useful for the study at CUTR. 
3.1 Data 
SHRP2 NDS [38] was established by Congress to study the causes of highway crashes in 
the United States and to make the highways safer. The study recruited more than 3,200 drivers in 
six cities: 
 Bloomington, IN—Indiana University: 254 vehicles 
 Central PA—Pennsylvania State University: 275 vehicles 
 Tampa Bay, FL—Research, development, and testing firm CUBRC and the 
University of South Florida: 734 vehicles 
 Buffalo, NY—CUBRC: 740 vehicles 
 Durham, NC—Westat: 529 vehicles 
 Seattle, WA—Battelle: 715 vehicles. 
For collecting the data, SHRP2 NDS installed devices on the vehicles (as shown in 
Figure 3.1). These devices collect and store data from four video cameras, forward
11 
radar, accelerometers and vehicle network information, Geographic Position System (GPS), and 
on-board computer vision algorithms. As shown in Figure 3.2, the four video cameras record 
forward view, driver view, passenger view, and rear view. 
 
 
 
Figure 3.1: In-Vehicle Data Acquisition System (DAS) used in SHRP2 [38] 
 
 
 
 
 
Figure 3.2: Field of View of DAS used in SHRP2 [38]  
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For this study, we used 30-second to 1-minute-30-second videos from the front camera 
along with the GPS location and speed profiles at intersections collected in Tampa Bay. A few 
sample frames from the videos are shown in Figure 3.3. Details about the videos are provided in 
Table 3.1. 
   
   
 
Figure 3.3: Sample Frames with Pedestrians 
 
 
Table 3.1: Description of Videos 
 
Frames per second 15 
Key frames per second 1 
Resolution 480 x 356 
Format MP4 
Meta data for each video in CSV file 
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3.2 Summary of Data Collected 
The SHRP2 NDS study program collected a large amount of data using four cameras, 
radar, GPS data, and real-time computer vision algorithms. Because the data from a different 
number of sensors needed to be stored on an on-board device with limited memory, the quality 
of the data stored had to be reduced.  
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CHAPTER 4: ANALYSIS 
 
This chapter explores the different techniques tested to detect pedestrians in the videos. 
Open source and commercial software are discussed, which was used to test the data, and the 
reasons they fail for this dataset and the technique that solves the problem for detection are 
explored. 
4.1 Algorithms that Did Not Work 
Frame-by-frame testing of the dataset was used with some of the algorithms described in 
Chapter 2 and commercial software was tested. 
4.1.1 Training and Testing with Open Source Software 
A Histogram of Gradient (HoG) [26] was trained on low-quality samples of pedestrians 
for testing, which gave more false alarms than true detects. We also tried training a linear 
Support Vector Machine (SVM) with OpenCV [39] and the object detector Dlib [40] library, 
which could not be trained on such low-resolution samples. Both rejected nearly half the positive 
samples, saying they were too small. After training, they could not detect pedestrians in even one 
frame. 
4.1.2 Testing with Commercial Software 
Some testing was conducted using commercial software called Sight Hound [33]. Sight 
Hound gave good results in normal datasets (99.7% precision and 85.7% recall), but in the 
SHRP2 NDS dataset, it did not detect any pedestrians.  
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4.2 Detection in Low Quality 
The process of detection in low resolution is to first increase the quality of each frame by 
doing image deblurring and then detecting pedestrians in the deblurred frames using HoG with 
linear SVM. The complete algorithm is shown in Figure 4.1. 
 
 
 
Figure 4.1: Flowchart of Algorithm 
4.2.1 Image Deblurring 
Image deblurring was done in three steps: 
1. Non-local mean denoising 
2. Contrast enhancement 
3. Edge enhancement. 
4.2.1.1 Non-Local Mean Denoising 
Non-local mean denoising (NLD) is a kind of denoising in which the target pixel is 
decided by taking the weighted mean of all the pixels in the image. The details for non-local 
mean denoising used are: 
 Size in pixels of the template patch used to compute weights – 7 pixels 
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 Size in pixels of the window used to compute weighted average for given pixels – 21 
pixels 
First, the image is converted into CIELAB [41] color space and then NLD is applied on 
L, a, and b components separately with the given h parameters. In CIELAB color space, L is the 
luminance component and a and b are the color components. 
4.2.1.2 Contrast Enhancement 
Contrast enhancement was done by histogram equalization in YUV domain. In the YUV 
domain, Y is the luminance component and U and V are the color components. For contrast 
enhancement, we used YUV color space rather than CIELAB because the computation time 
required in YUV is less and there is not much difference in the results. 
4.2.1.3 Edge Enhancement 
Edge enhancement is done by performing 2D image filtering with kernel, as shown in 
Figure 4.2, with the anchor being the center of the kernel and depth being the same as the source. 
The formula used by OpenCV [39] for 2D image filtering is: 
𝑑𝑠𝑡(𝑥, 𝑦) =  ∑ 𝑘𝑒𝑟𝑛𝑒𝑙(𝑥′, 𝑦′) ∗ 𝑠𝑟𝑐(𝑥 + 𝑥′ − 𝑎𝑛𝑐ℎ𝑜𝑟. 𝑥, 𝑦 + 𝑦′ − 𝑎𝑛𝑐ℎ𝑜𝑟. 𝑦) 
 
Figure 4.2: Edge Enhancement Kernel  
-1 -1 -1 -1 -1
-1 2 2 2 -1
-1 2 8 2 -1 8
-1 2 2 2 -1
-1 -1 -1 -1 -1
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4.2.2 Pedestrian Detection 
After conducting image denoising, a pre-trained histogram of gradient with linear SVM 
was applied to detect pedestrians in the frames. We used HoG trained by OpenCV [39]. The 
parameters for the linear SVM were: 
 Stride – 8 
 Padding – 32 
 Scale – 1.05 
4.2.3 Flag Pedestrians 
When a pedestrian was detected for 2 seconds or more, the video was flagged. The 
detection was determined if 70% of 2 seconds (or 70% of 30 frames) had pedestrians. All frames 
were used for detection, not just key frames, because there are only 2 key frames in 2 seconds, so 
the probability of correctly marking the pedestrian is reduced greatly. 
4.3 Summary 
Every step of image denoising sharpens an image and makes its features more prominent. 
Figure 4.3 (a) shows the original image, and Figures 4.3 (b), (c) and (d) show the improvement at 
each of the steps in the denoising process. Figure 4.3 (e) is the result after applying the pre-
trained histogram of gradient on the result from denoising. 
  
(a) Original Image                                          (b) Denoising 
Figure 4.3: Steps of Analysis (Showing Result after Each Step)    
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(c) Contrast Enhancement                             (d) Edge Enhancement 
 
 
 
 
 
(e) HoG Detection of Pedestrian  
 
 
Figure 4.3: (Continued)  
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CHAPTER 5: EXPERIMENTAL RESULTS 
 
This chapter examines the results and compares them with the results of the Caltech 
pedestrian dataset; the results also are checked on a video basis.  Sample images of the results 
with pedestrian bounding boxes are shown in Figure 5.1. 
   
 
Figure 5.1: Quality and Detection with Image Deblurring 
 
5.1 Result Comparison with Caltech Benchmarking 
Caltech benchmarking was done on a frame-to-frame basis with miss rates and false 
positives per image. The graph was on a logarithmic scale. 
For this research, only pedestrians at intersections were of interest; therefore, for 
comparison, the “near scale” results of Caltech benchmarking were used. In similar situations 
this process gives a miss rate of 0.45 with 0.11 false positives per image. This is similar to results 
HoG achieves on the Caltech dataset. The comparison is shown in Figure 5.2. 
20 
 
 
 
Figure 5.2: Results Compared with Caltech Benchmarking. Star indicates performance of tested 
technique; circle results are for comparison purpose (adapted from [5] © 2012 IEEE) 
 
5.2 Results Based on Videos 
This research was interested in detecting videos with pedestrians and separating them 
from the rest of the videos. Table 5.1 shows the confusion matrix of videos. The miss rate is 
9.09% and the false alarm rate of 20.9%. It should be noted that in the 11 videos with pedestrians 
that were not marked, in 5 videos pedestrians were detected but videos were not marked, and in 6 
videos the pedestrians were missed completely. 
Table 5.1: Confusion Matrix of Results by Videos 
 
 Marked Not Marked Total 
With 110 11 121 
Without 39 147 186 
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5.3 Summary of Results 
From the results, we can see that image enhancement can improve the features used for 
detection of pedestrians. The results obtained on low-quality videos show us that they are similar 
to the benchmark results by Caltech on better-quality, higher-resolution videos.  
22 
 
 
 
 
 
 
CHAPTER 6: CONCLUSION AND FUTURE WORK 
 
6.1 Conclusion 
As shown in Chapter 4, after image deblurring, existing pedestrian detection algorithms 
can be used to achieve the same accuracy as better-quality videos. This shows that data 
collection can be conducted less expensively and less manpower can be used for separating 
videos. Also, image deblurring can be expanded to increase the quality of videos for other 
purposes. 
6.2 Future Work 
Pedestrians were not tracked throughout the videos, which could be done in future work. 
Tracking also could be used to automatically label the danger levels for pedestrians. Also, the 
motion of the pedestrians could be taken into account, which currently is not possible because of 
low frame rate that makes optical flow difficult, which could reduce the miss rate and false 
detections per image.  
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APPENDIX B: CODE INFORMATION 
 
This section contains all the information required to reproduce the results. 
B.1 OpenCV Functions 
1. Non Local Mean Denoising 
fastNlMeansDenoisingColored(Input Image float h=3, float hColor=3, int 
templateWindowSize=7, int searchWindowSize=21 ) 
2. Contrast enhancement 
cvtColor(InputArray src , cv2.COLOR_BGR2YUV) 
equalizeHist(img_yuv[:,:,0]) 
3. Edge Enhancement 
filter2D(src, ddepth, kernel) 
4. Histogram of Gradient 
HOGDescriptor() 
setSVMDetector( cv2.HOGDescriptor_getDefaultPeopleDetector() ) 
detectMultiScale(Input Image, winStride=(8,8), padding=(32,32), scale=1.05) 
B.2 System Configurations 
1. Operation system: Linux 
Any Linux distribution supporting Python 2.7 
a. Ubuntu 14.04 or greater 
b. Red Hat 7 or greater 
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2. Python 2.7 
3. OpenCV 2.4.9 
B.3 Code Performance 
Table B.1 shows the time taken by the code. 
Table B.1: Code Performance 
Function Total time taken per second of video (in seconds) 
Image deblurring 56 seconds 
HoG Detection 4 seconds 
Total time 60 seconds 
 
 
B.4 Code Improvement 
The current version of the code is in Python and uses CPU only. The code performance 
can be improved by using GPU and C programing language. 
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