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SYMMETRIC DECOMPOSITIONS AND REAL-ROOTEDNESS
PETTER BRA¨NDE´N AND LIAM SOLUS
Abstract. In algebraic, topological and geometric combinatorics inequalities
among the coefficients of combinatorial polynomials are frequently studied.
Recently a notion called the alternatingly increasing property, which is stronger
than unimodality, was introduced. In this paper, we relate the alternatingly
increasing property to real-rootedness of the symmetric decomposition of a
polynomial to develop a systematic approach for proving the alternatingly
increasing property for several classes of polynomials.
We apply our results to strengthen and generalize real-rootedness, uni-
modality, and alternatingly increasing results pertaining to colored Eulerian
and derangement polynomials, Ehrhart h∗-polynomials for lattice zonotopes,
h-polynomials of barycentric subdivisions of doubly Cohen-Macaulay level sim-
plicial complexes, and certain local h-polynomials for subdivisions of simplices.
In particular we prove two conjectures of Athanasiadis.
1. Introduction
A long-standing endeavor in algebraic, topological and geometric combinatorics
is to understand the distributional properties of sequences p0, . . . , pd of nonnegative
numbers carrying combinatorial, algebraic, topological and/or geometric informa-
tion, see e.g. [11, 14, 15, 17, 33]. Such properties are frequently phrased equivalently
in terms of its generating polynomial p := p0 + p1x + · · · + pdxd. The generating
polynomial p is called unimodal if there exists an index t ∈ [d] := {1, . . . , d} such
that p0 ≤ p1 ≤ · · · ≤ pt ≥ · · · ≥ pd−1 ≥ pd, and it is called symmetric (with respect
to d) if pk = pd−k for all indices k = 0, 1, . . . , d. We say that p is real-rooted if all
of its zeros are real numbers, or p ≡ 0. If p is a real-rooted polynomial with only
nonnegative coefficients then it is log-concave and unimodal [15, Theorem 1.2.1].
If the coefficients of p satisfy
0 ≤ p0 ≤ pd ≤ p1 ≤ pd−1 ≤ · · · ≤ p⌊ d+12 ⌋
,
we say that p is alternatingly increasing. This property, which is stronger than uni-
modality, has recently been the focus of a variety of conjectures in combinatorics as
well as a means by which to prove unimodality [1, 3, 4, 6, 30, 31]. The alternatingly
increasing property of p is inherently tied to a unique symmetric decomposition of
p: Every polynomial p of degree d can be uniquely decomposed as p = a + xb
where a and b are symmetric with respect to d and d− 1, respectively. Moreover, a
generating polynomial p is alternatingly increasing if and only if a and b are both
unimodal and have nonnegative coefficients. One purpose of this paper is to study
when the unimodality of the polynomials a and b can be recovered by showing that
they are also real-rooted. Going further, we also relate real-rootedness of a and b
to that of p via the theory of interlacing polynomials.
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The remainder of this paper is organized as follows: In Section 2 we prove
sufficient conditions for a polynomial p to have real-rooted a- and b-polynomials
in its symmetric decomposition. We also provide a characterization of when b
interlaces a, a stronger condition that implies real-rootedness of both polynomials.
In the remaining sections, we apply the results of Section 2 to some open questions
in the combinatorial literature. In Section 3, we show that the colored Eulerian and
derangement polynomials all have symmetric decompositions for which b interlaces
a. This strengthens the previously known real-rootedness results. Additionally,
these results provide an affirmative answer to some questions posed by Athanasiadis
[2, 3] on the real-rootedness of certain local h-polynomials. In Section 4, we show
that the h∗-polynomial of a lattice zonotope containing an interior lattice point
with respect to any combinatorially positive valuation has real-rooted a- and b-
polynomials. In the case that the lattice zonotope is centrally-symmetric, we further
prove that these h∗-polynomials have b interlacing a. These results generalize and
strengthen those of [6, 30]. In Section 5, we show that the h-polynomial of the
barycentric subdivision of any doubly Cohen-Macaulay level simplicial complex
has real-rooted a- and b-polynomials, thereby strengthening some results of [19].
2. Real-rootedness and Symmetric Decompositions
For a polynomial p ∈ R[x] with degree at most d, we let
Id(p) = x
dp(1/x),
or, when d is understood, we may simply write I(p). The following lemma is an
exercise in linear algebra (see for example [5, Exercise 10.13]).
Lemma 2.1. Let p ∈ R[x] be of degree at most d. Then there exist unique polyno-
mials a, b ∈ R[x] such that
p = a+ xb,
deg(a) ≤ d, deg(b) ≤ d− 1, Id(a) = a, and Id−1(b) = b. Moreover,
a =
p− xId(p)
1− x
and b =
Id(p)− p
1− x
.
We will call the ordered pair of polynomials (a, b) from Lemma 2.1 the (symmet-
ric) Id–decomposition of the polynomial p. We will say that the I–decomposition
(a, b) of p is real-rooted whenever both a and b are real-rooted.
Many questions about the distributional properties of polynomials in combi-
natorics pertain to various types of h-polynomials ; i.e., a polynomial h ∈ R[x]
satisfying the relation ∑
m∈Z≥0
i(m)xm =
h(x)
(1− x)d+1
, (2.1)
with respect to some polynomial i ∈ R[x] of degree d. Oftentimes, the above series
is regarded as the Hilbert series of a finitely generated graded algebra. Closely tied
to an h-polynomial is its f -polynomial which is given via the transformation
f := (1 + x)dh
(
x
1 + x
)
. (2.2)
Given a polynomial h ∈ R[x] of degree at most d we will call the unique polynomial
f produced from h via the transformation in (2.2) the f -polynomial of h (with
respect to d). Notice that if h has only nonnegative coefficients and real-zeros, then
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f has only nonnegative coefficients and zeros in the interval [−1, 0]. When studying
the zeros of an h-polynomial, it is sometimes easier to work with the zeros of its
polynomial f . This motivates the following definition and lemma: For p ∈ R[x] of
degree at most d we let
Rd(p)(x) = (−1)
dp(−1− x), (2.3)
or when d is understood we simply write R(p). The proof of the following lemma
follows from considering the f -polynomial of the polynomial p in Lemma 2.1.
Lemma 2.2. Let p ∈ R[x] be of degree at most d. Then there exist unique polyno-
mials a˜, b˜ ∈ R[x] such that
p = a˜+ xb˜,
deg(a˜) ≤ d, deg(b˜) ≤ d− 1, Rd(a˜) = a˜, and Rd−1(b˜) = b˜. Moreover,
a˜ = (1 + x)p− xRd(p) and b˜ = Rd(p)− p.
Analogous to Lemma 2.1, we call the ordered pair of polynomials (a˜, b˜) from
Lemma 2.2 the (symmetric) Rd–decomposition of the polynomial p, and we say that
the Rd-decomposition of p is real-rooted whenever both a˜ and b˜ are real-rooted.
The exact relationship between the I-decomposition of an h-polynomial and the
R-decomposition of its f -polynomial is summarized by the following lemma.
Lemma 2.3. Suppose h is a polynomial of degree at most d, and let f denote its
f -polynomial with respect to d. If (a, b) is the Id-decomposition of h and (a˜, b˜) is
the Rd-decomposition of f , then
a˜ = (1 + x)da(x/(1 + x)) and b˜ = (1 + x)d−1b(x/(1 + x)).
That is, a˜ is the f -polynomial of a, and b˜ is the f -polynomial of b (w.r.t. d).
2.1. Interlacing properties for symmetric decompositions. Recall that the
zeros of two real-rooted polynomials p and q interlace if there is a zero of p between
each pair of zeros (counted with multiplicity) of q (and vice versa). A polynomial
f ∈ C[x] is called stable if either f ≡ 0 or all the zeros of f have nonpositive
imaginary parts. The Hermite-Biehler theorem [27, Theorem 6.3.4] relates stability
to interlacing zeros. It essentially says that the zeros of p and q interlaces if and
only if p+ iq is stable. We say that q interlaces p, denoted q ≺ p, if and only if the
polynomial p+ iq ∈ C[x] is stable. Hence, for real-rooted polynomials p and q:
• p ≺ αp for all α ∈ R,
• p ≺ q if and only if −q ≺ p,
• p ≺ q if and only if αp ≺ αq, for any α ∈ R \ {0}.
We will also make use of the following proposition:
Proposition 2.4 (Lemma 2.6 in [7]). Let p be a real-rooted non-zero polynomial.
The sets
{q ∈ R[x] : q ≺ p} and {q ∈ R[x] : p ≺ q}
are convex cones.
In a recent paper [31], the second author showed that b ≺ a for the symmetric
I-decompositions of a family of Ehrhart h∗-polynomials in order to recover the
alternatingly increasing property, and in fact real-rootedness. This interlacing con-
dition turns out to have several equivalent forms, which we will use in this paper.
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Theorem 2.5. Let p ∈ R[x] have degree at most d and Id–decomposition (a, b),
for which both a and b have only nonnegative coefficients. Then the following are
equivalent:
(1) b ≺ a,
(2) a ≺ p,
(3) b ≺ p,
(4) Id(p) ≺ p.
(5) Rd(f) ≺ f , where f is the f -polynomial of p.
Proof. We prove (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (1). The equivalence of (4) and (5)
follows from (2.2).
To see that (1) implies (2), notice that b ≺ a implies a ≺ xb since a and b
have only nonpositive zeros. Since a ≺ a, it follows from Proposition 2.4 that
a ≺ a+ xb = p.
To see (2) implies (3), notice first that if a ≺ p, then p ≺ −a. Thus, since p ≺ p,
it follows that p ≺ p− a = xb by Proposition 2.4. Equivalently, b ≺ p.
Assume (3), i.e., b ≺ p. Then p ≺ xb, and so −xp ≺ p. Since p ≺ p, it follows
that a = p−xb ≺ p by Proposition 2.4. Therefore, Id(p) = a+b ≺ p by Proposition
2.4, i.e., (4) holds.
We now show that (4) implies (1). Assume Id(p) ≺ p. Notice that Id(p) ≺
Id(p) implies that Id(p) ≺ −xId(p). Additionally, since Id(p) ≺ p, we have −p ≺
−xId(p). Thus, Id(p)− p ≺ −xId(p) by Proposition 2.4. Similarly, since Id(p) ≺ p
and −p ≺ p, we have Id(p) − p ≺ p by Proposition 2.4. By Proposition 2.4 again
we deduce Id(p)− p ≺ p− xId(p), or equivalently b ≺ a. 
Next we will prove some lemmas and sufficient conditions for a polynomial to
have the interlacing properties given in Theorem 2.5. To do so, we will make use
of a linear transformation which is sometimes called the subdivision operator [14].
The subdivision operator E : R[x] −→ R[x] is defined by
E
(
x
k
)
= xk, for all k ≥ 0,
where
(
x
k
)
= x(x− 1) · · · (x− k+1)/k!. The subdivision operator has an associated
product map, in regards to which the R-transformation given in equation (2.3) is
multiplicative. The diamond product of two polynomials p, q ∈ R[x] is defined by
p ⋄ q(x) := E
(
E−1(p) · E−1(q)
)
(x) =
∑
k≥0
p(k)(x)
k!
q(k)(x)
k!
xk(x+ 1)k.
For the second equality, see [40]. It follows from [13, Lemma 4.3] that R◦E = E ◦R,
and consequently,
R(p ⋄ q) = R(p) ⋄ R(q).
In the following, we let Edk := E
(
xk(x+ 1)d−k
)
, 0 ≤ k ≤ d. Note that R(Edk ) =
Edd−k. Further let
Ed :=
{
p =
d∑
i=0
ciE
d
i : ci ≥ 0 for all i
}
, and Ad := {p ∈ Ed : Rd(p) ≺ p} .
By a theorem due to the first author we know that each p ∈ Ed is real-rooted:
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Proposition 2.6 (Theorem 4.2 in [13]). Each p ∈ Ed has all its zeros in the interval
[−1, 0]. Moreover Ed0 ≺ p ≺ E
d
d .
The next proposition says that ≺ is a partial order on (monic polynomials in)
Ed.
Proposition 2.7. The interlacing relation ≺ is a partial order on monic polyno-
mials in Ed, with minimal element Ed0/d! and maximal element E
d
d/d!.
Proof. We need to prove transitivity. If f, g, h ∈ Ed, f ≺ g and g ≺ h, then
Ed0 ≺ f ≺ g ≺ h ≺ E
d
d
by Proposition 2.6. Moreover, since (x + 1)Edd = xE
d
0 ([13, Lemma 4.5]) we have
Ed0 ≺ E
d
d . The proof now follows from [13, Lemma 2.3]. 
The main goal of the coming results is to understand when polynomials in Ed are
also in Ad. The next lemma proves that a˜ in the R-decomposition of a polynomial
f ∈ Ed is real-rooted; a condition which is necessary for f to satisfy the interlacing
properties in Theorem 2.5 by way of Lemma 2.3.
Lemma 2.8. Let p =
∑d
k=0 akx
k(x+ 1)d−k where ak ≥ 0 for all k. If (a˜, b˜) is the
R-decomposition of E(p), then a˜ is real-rooted and a˜ ≺ (x+ 1)Edd .
Proof. Let q = E(p). Then (x+ 1)q ≺ (x+ 1)Edd by Proposition 2.6, and
(x+ 1)Edd = xE
d
0 ≺ xR(q),
where the equality follows from [13, Lemma 4.5], and the interlacing statement
follows from Proposition 2.6 since R(p) ∈ Ed. This implies −xR(q) ≺ (x + 1)Edd .
Moreover (x + 1)q ≺ (x+ 1)Edd , by Proposition 2.6. Therefore,
a˜ = (x+ 1)q − xR(q) ≺ (x+ 1)Edd ,
by Proposition 2.4, which completes the proof. 
Analogously, by way of Lemma 2.2, the following lemma provides sufficient con-
ditions for the polynomial b˜ in the R-decomposition of a polynomial f to be real-
rooted.
Lemma 2.9. If k + ℓ ≥ d, then p = Edk + E
d
ℓ ∈ Ad. Moreover,
Ed−10 ≺ R(p) − p ≺ E
d−1
d−1 .
Proof. The proof is by induction on the degree d, with the base case of d = 1
being trivial. Now suppose the result is true up to d − 1. If k + ℓ = d, then
R(Edk + E
d
ℓ ) = E
d
k + E
d
ℓ , and we are done. Suppose k + ℓ ≥ d + 1. Then k, ℓ ≥ 1
and
Edk + E
d
ℓ = E
(
x ·
(
xk−1(x+ 1)d−1−(k−1) + xℓ−1(x+ 1)d−1−(ℓ−1)
))
,
= x ⋄
(
Ed−1k−1 + E
d−1
ℓ−1
)
.
Since the diamond products preserves interlacing in both coordinates [12], and since
k − 1 + ℓ− 1 ≥ d− 1, we have by induction
R(Edk + E
d
ℓ ) = (x + 1) ⋄ R(E
d−1
k−1 + E
d−1
ℓ−1 ) ≺ (x + 1) ⋄
(
Ed−1k−1 + E
d−1
ℓ−1
)
≺ x ⋄
(
Ed−1k−1 + E
d−1
ℓ−1
)
= Edk + E
d
ℓ .
The first part of the lemma now follows from Proposition 2.7.
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Let q = Ed−1k−1 + E
d−1
ℓ−1 . Then p = x ⋄ q, as observed above, and
R(p)− p = (x+ 1) ⋄ R(q) − x ⋄ q = x ⋄ (R(q) − q) +R(q).
By induction R(q)− q ≺ Ed−2d−2 , and hence x ⋄ (R(q)− q) ≺ x ⋄E
d−2
d−2 = E
d−1
d−1 , since
⋄ preserves interlacing [12]. Also, since R(q) ≺ Ed−1d−1 , we have R(p)− p ≺ E
d−1
d−1 by
Proposition 2.4. Similarly
R(p)− p = (x+ 1) ⋄ (R(q) − q) + q.
So again by induction, Ed−20 ≺ R(q) − q, and hence
Ed−10 = (x+ 1) ⋄ E
d−2
0 ≺ (x + 1) ⋄ (R(q) − q).
The proof now follows from Proposition 2.4, since Ed−10 ≺ q. 
The remaining lemma in this subsection says that Ad is a filter in Ed (under the
partial order ≺). This result will be applied to families of generating polynomials
in the coming sections of this paper.
Lemma 2.10. If p ∈ Ad, q ∈ Ed, and p ≺ q, then q ∈ Ad.
Proof. To prove the claim, we will rely on the following fact: If p and q are two
degree d polynomials and p ≺ q, thenRd(q) ≺ Rd(p). Hence if p ≺ q andRd(p) ≺ p,
then
Rd(q) ≺ Rd(p) ≺ p ≺ q.
The proof now follows from Proposition 2.7. 
2.2. More real-rooted symmetric decompositions. A natural relaxation of
Theorem 2.5 is to simply ask when the I-decomposition (a, b) of a polynomial p is
real-rooted, without regard to whether or not b ≺ a. In the context of algebraic
combinatorics, we are particularly interested in this question when p is regarded as
an h-polynomial. Thus, our goal in this subsection is to prove a sufficient condition
for an h-polynomial to have a real-rooted I–decomposition. Specifically, we prove
the following theorem:
Theorem 2.11. Let
i =
d∑
j=0
cjx
j(x + 1)d−j,
where cj ≥ 0 for all 0 ≤ j ≤ d, and∑
m≥0
i(m)xm =
h
(1− x)d+1
.
If
c0 + c1 + · · ·+ cj ≤ cd + cd−1 + · · ·+ cd−j (2.4)
for all 0 ≤ j ≤ d/2, then the Id-decomposition of h is real-rooted.
Proof. Let (a, b) be the I–decomposition of h given as in Theorem 2.11. Also let
(a˜, b˜) be the R–decomposition of i(x) and (A˜, B˜) be the R–decomposition of E(i).
We note that E(i) and h are related by
E(i)(x) = (1 + x)dh
(
x
1 + x
)
.
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Thus, by Lemma 2.3, we have that
A˜(x) = (1 + x)da
(
x
1 + x
)
and B˜(x) = (1 + x)d−1b
(
x
1 + x
)
.
The real-rootedness of a then follows from the real-rootedness of A˜ as guaranteed
by Lemma 2.8. As for the b polynomial, if we know that
c0 + c1 + · · ·+ cj ≤ cd + cd−1 + · · ·+ cd−j
for all 0 ≤ j ≤ d/2, we can apply Lemma 2.9. These inequalities imply that E(i) is
a nonnegative combination of the polynomials Edi +E
d
j for i+ j ≥ d, from which it
follows that Ed−10 ≺ RE(i) − E(i) ≺ E
d−1
d−1 by Proposition 2.4. By Lemma 2.2, we
know that B˜ = RE(i)− E(i), and therefore conclude that b must be real-rooted as
well. 
Remark 2.1 (On applications of Theorem 2.11). The inequalities (2.4) assumed to
hold for the coefficient sequence c0, . . . , cd in Theorem 2.11 appear frequently in al-
gebra and combinatorics. Any pure O-sequence is known to satisfy the inequalities
cj ≤ cd−j for all 0 ≤ j ≤ d [23], and these together imply the inequalities (2.4).
Moreover, the inequalities (2.4) are specifically known to hold for the h-vector
of any semistandard graded Cohen-Macaulay domain, so in particular, for any
Ehrhart h∗-polynomial [34]. Theorem 2.11 provides a means by which to produce
an h-polynomial with a real-rooted I–decomposition from any such sequence. The
interesting applications arise when the resulting h-polynomial has known combina-
torial interpretations, as we will see in the coming sections.
3. Colored Eulerian and Derangement Polynomials
For positive integers n and r we say that a pair (π, z) ∈ Sn × {0, 1, . . . , r − 1}n
is an r-colored permutation of [n], and we denote the collection of all r-colored
permutations by Zr ≀ Sn. Given (π, z) ∈ Zr ≀ Sn, we think of zk in the n-tuple z
as the color of πk in the permutation π. Following Steingr´ımsson [39], we say that
k ∈ [p] is an excedance of (π, z) ∈ Zr ≀ Sn if either πk > k or πk = k and zk > 0.
The number of excedances of (π, z) ∈ Zr ≀ Sn is denoted exc(π, z). The Eulerian
polynomial for the r-colored permutations of [n] is
An,r(x) :=
∑
(π,z)∈Zr≀Sn
xexc(π,z)
for n ≥ 1, and we set A0,r := 1. An r-colored permutation having no fixed points of
color 0 (i.e., no indices k for which πk = k and zk = 0) is called a derangement and
the collection of all derangements in Zr ≀Sn is denoted by Dn,r. The derangement
polynomial for the r-colored permutations of [n] is
dn,r(x) :=
∑
(π,z)∈Dn,r
xexc(π,z)
for n ≥ 1, and we set d0,r := 1. When r = 1, we recover the classical n
th Eulerian
polynomial and nth derangement polynomial, which we will respectively denote by
An and dn. The first few Eulerian and derangement polynomials, respectively,
are listed in Table 1 and Table 2. In [39], it is shown that An,r and dn,r are
real-rooted for all n ≥ 1 and r ≥ 1. In this section, we strengthen these classical
results by showing that each of these polynomials is interlaced by its own reciprocal.
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n An
1 1
2 1 + x
3 1 + 4x+ x2
4 1 + 11x+ 11x2 + x3
5 1 + 26x+ 66x2 + 26x3 + x4
6 1 + 57x+ 302x2 + 302x3 + 57x4 + x5
Table 1. The Eulerian polynomials An for 1 ≤ n ≤ 6.
By Theorem 2.5, it then follows that An,r and dn,r always have real-rooted I-
decompositions, and thus are alternatingly increasing. Finally, we apply these
results to answer a question on the real-rootedness of certain local h-polynomials.
3.1. The colored Eulerian polynomials. To prove the desired result, we first
prove a slightly more general statement. In the following, for r ≥ 2, n ≥ 1, and
0 ≤ k ≤ n we let
Enr,k := E((rx)
k(rx + 1)n−k). (3.1)
We also define the polynomials Anr,k(x) by the relation∑
m≥0
(rm)k(rm+ 1)n−kxm =
Anr,k(x)
(1− x)n+1
. (3.2)
We then have the following theorem.
Theorem 3.1. Suppose that p ∈ R[x] is polynomial satisfying
p(x) =
∑
r≥2
n∑
k=0
cr,kA
n
r,k(x)
for some cr,k ≥ 0. Then p is real-rooted and In(p) ≺ p.
Proof. Notice first that
(rx)k(rx + 1)n−k = (rx)k((r − 1)x+ (x+ 1))n−k,
=
n−k∑
j=0
(
n− k
j
)
rk(r − 1)jxk+j(x+ 1)n−k−j .
n dn
1 0
2 x
3 x+ x2
4 x+ 7x2 + x3
5 x+ 21x2 + 21x3 + x4
6 x+ 51x2 + 161x3 + 51x4 + x5
Table 2. The derangement polynomials dn for 1 ≤ n ≤ 6.
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Thus, E((rx)k(rx + 1)n−k) ∈ En for all r ≥ 2. So by Lemma 2.10 and Proposition
2.4, it suffices to find a polynomial q ∈ An such that q ≺ E((rx)k(rx + 1)n−k) for
all r ≥ 2. To this end, we recall that An,2 is well-known to be real-rooted and
symmetric [39]. Thus, it holds that En2,0 ∈ An. Moreover, by [13, Theorem 4.6], it
follows that En2,0 ≺ E
n
r,k for all r ≥ 2 and 0 ≤ k ≤ n. Thus, the result follows. 
As an immediate corollary to Theorem 3.1, we recover that the colored Eulerian
polynomial An,r(x) is interlaced by its own reciprocal.
Corollary 3.2. For all positive integers n and r, the colored Eulerian polynomial
An,r satisfies
In(An,r) ≺ An,r.
In particular, An,r is alternatingly increasing.
Proof. Notice first that the result is well-known in the case when r = 1, since An is
a real-rooted and symmetric polynomial. For r > 1, the result follows immediately
from Theorem 3.1. 
We would now like to prove the analogous result to Corollary 3.2 for dn,r. To
do this, we will make use of the following polynomial operator.
3.2. A deranged map. Consider the linear map
D : R[x]→ R[x] defined by D(xk) = dk for all k ≥ 0.
Note that
D(x + 1)n =
n∑
k=0
(
n
k
)
dk = An.
We will now prove some properties of this transformation. To do so, we require a
few tools from the theory of (real) stable polynomials ; a multivariate generalization
of real-rooted polynomials which was developed in [8, 9] and surveyed in [41].
Given z ∈ C, let Re(z) and Im(z) respectively denote the real and imaginary
parts of z, and let H := {x ∈ C : Im(z) > 0}. We also denote a point (z1, . . . , zm) ∈
Cm simply by z. A polynomial p ∈ C[x1, . . . , xm] is called stable if p is identically
zero or p(z) 6= 0 whenever z ∈ Hm. For p ∈ C[x1, . . . , xm] and i ∈ [m] we let
degi(p) denote the degree of xi in p. We will make use of some of the following
elementary properties of stable polynomials.
Lemma 3.3. [41, Lemma 2.4] The following operations preserve stability of poly-
nomials:
(1) Permutation: For π ∈ Sm, p 7→ p(xπ(1), . . . , xπ(m)),
(2) Scaling: For c ∈ C and c ∈ Rm, p 7→ cp(c1x1, . . . , cmxm),
(3) Diagonalization: For i, j ∈ [m], p 7→ p
∣∣∣
xi=xj
,
(4) Specialization: For z ∈ H, the closure of H, p 7→ p(z, x2, . . . , xm),
(5) Inversion: p 7→ x
deg1(f)
1 p(−x
−1
1 , x2, . . . , xm), and
(6) Differentiation: p 7→
∂
∂x1
p.
Notice that by our definition of interlacing, p ≺ q if and only if the polynomial
p + iq ∈ C[x] is a stable polynomial. Generalizing this, we say that for p, q ∈
R[x1, . . . , xm], p interlaces q, denoted p ≺ q, if and only if q+ ip is stable. We need
the following well-known lemma.
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Lemma 3.4. If p ∈ R[x1, . . . , xn] is stable and α1, . . . , αn are nonnegative numbers,
then
n∑
j=1
αj
∂p
∂xj
≺ p.
Proof. We want to prove that if p ∈ R[x1, . . . , xn] is stable, then so is
p+ i
n∑
j=1
αj
∂p
∂xj
.
However the differential operator T = 1 + i
∑n
j=1 αj∂/∂xj is seen to preserve sta-
bility by, for example, an application of [7, Theorem 1.2]. 
Lemma 3.5. Let p ∈ R[x] be a polynomial whose zeros all lie in the interval [−1, 0].
Then D(p) is real-rooted. Moreover, D(p) ≺ D((x− α)p) for all α ∈ [−1, 0].
Proof. If θ = {θi}ni=1 is a multiset of n numbers in the interval [0, 1], let ek(θ) be
the kth elementary symmetric function in θ. We need to prove that the polynomial
Gθ(x) :=
n∑
k=0
en−k(θ)dk(x)
is real–rooted. Note that xndn(1/x) = dn(x) for all n. Hence, Gθ(x) is real-rooted
if and only if the polynomial
Hθ(x) :=
n∑
k=0
en−k(θ)x
n−kdk(x)
is real-rooted. Let
Fθ(x, y) :=
∑
π∈Sn
xexc(π)yaxc(π)
∏
i
xθi,
where the product is over all fixed points i of π, and where axc(π) is the number
of anti-excedances in π; i.e., the number of indices i ∈ [n] for which πi < i. Note
that Fθ(x, y) is homogeneous and Fθ(x, 1) = Hθ(x). We claim that
Fθ = θ1xFθ\θ1 + xy
(
∂
∂x
+
∂
∂y
)
Fθ\θ1 + xy
n∑
i=2
(1− θi)Fθ\{θ1,θi}.
The proof of the claim follows by examining the effect of inserting 1 in a permutation
of {2, . . . , n}. The first term corresponds to making 1 a fixed point. The second
term corresponds to inserting 1 into a weak excedance (i.e., an index i ∈ [n] for
which πi ≥ i) or an anti-excedance. However, in doing so, we have counted wrong
when inserting 1 as a fixed point. Indeed we got an extra θi. Hence, for any π ∈ Sn
where {1, i}, 2 ≤ i ≤ n, is a two-cycle we need to compensate with
(1− θi)x
exc(π)yaxc(π)
∏
j
xθj .
This corresponds to the last term.
We now prove by induction over n that Hθ\θ1 ≺ Hθ. Note that by homogeneity,
Hθ is real-rooted if and only if Fθ is stable (see [10, Theorem 4.5]). Now
Hθ = θ1xHθ\θ1 + x
(
∂
∂x
+
∂
∂y
)
Fθ\θ1(x, 1) + x
n∑
i=2
(1 − θi)Hθ\{θ1,θi}.
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Since Fθ\θ1 is stable by induction we have(
∂
∂x
+
∂
∂y
)
Fθ\θ1 ≺ Fθ\θ1
by Lemma 3.4, and henceHθ\θ1 ≺ x
(
∂
∂x
+ ∂
∂y
)
Fθ\θ1(x, 1). Also, Hθ\θ1 ≺ θ1xHθ\θ1
and Hθ\θ1 ≺ xHθ\{θ1,θi}, by induction. The theorem now follows from Proposition
2.4, since the statement D(p) ≺ D((x − α)p) for all α ∈ [−1, 0] corresponds to
Hθ\θ1 ≺ Hθ. 
Given two polynomials p and q of degree n with zeros α1 ≤ α2 ≤ · · · ≤ αn and
β1 ≤ β2 ≤ · · · ≤ βn we write p ≤ q whenever αk ≤ βk for all k ∈ [n]. Using
Lemma 3.5, we can prove the following theorem in analogy to [13, Theorem 4.6],
which applies to the subdivision operator.
Theorem 3.6. Suppose that p, q ∈ R[x] are polynomials both of which have all
zeros in the interval [−1, 0], and suppose that p ≤ q. Then D(p) ≺ D(q).
Proof. We prove the statement by induction on the degree of p and q. Suppose first
that p and q differ by exactly one zero and satisfy p ≤ q. Then p = (x − α)h and
q = (x − β)h for some α, β ∈ [−1, 0] with α ≤ β and h a polynomial with all of its
zeros in the interval [−1, 0]. Thus,
D(p) = D(q) + (β − α)D(h).
Since D(q) ≺ D(q) and D(h) ≺ D(q), by Lemma 3.5, it follows from Proposition
2.4 that D(p) ≺ D(q).
Now, suppose that p and q have degree n, have all zeros in the interval [−1, 0],
and that p ≤ q. Then there exists a sequence of polynomials (x+ 1)n = h0 ≤ h1 ≤
· · · ≤ hm = xn containing p and q such that hi−1 and hi differ only by one zero for
all i ∈ [n]. By the preceding argument, we have that
An = D(h0) ≺ D(h1) ≺ · · · ≺ D(hm−1) ≺ D(hm) = dn.
To complete the proof it suffices to prove that An ≺ dn since the result then follows
by applying [13, Lemma 2.2]. To see this, notice first that the preceding argument
implies that we have a chain of interlacing relations:
An = p0 ≺ p1 ≺ · · · ≺ pm−1 ≺ pm = dn.
Let qi := In(pi)(x) for all 0 ≤ i ≤ m, and notice that qi ≺ qi−1. Moreover, since
In(An) = xAn and In(dn) = dn then
An = p0 ≺ · · · ≺ pm−1 ≺ pm = dn = qm ≺ qm−1 ≺ · · · ≺ q0 = xAn.
Since An ≺ xAn, we have An ≺ dn by [13, Lemma 2.2], which completes the
proof. 
Corollary 3.7. Suppose p =
∑n
k=0 ckx
k(x+1)n−k, where ck ≥ 0 for all 0 ≤ k ≤ n.
Then D(p) is real-rooted, An ≺ D(p) ≺ dn, and
D(p) ≺ In(D(p)).
In particular, An ≺ dn.
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Proof. Since D(p) =
∑n
k=0 ckD(x
k(x + 1)n−k), Theorem 3.6 together with Propo-
sition 2.4 imply
An ≺ D(p) ≺ dn.
Since In(An) = xAn, In(dn) = dn, and An ≺ xAn, we have
An ≺ D(p) ≺ dn ≺ In(D(p)) ≺ xAn,
and hence
(x− α)An ≺ D(p) ≺ dn ≺ In(D(p)) ≺ xAn,
for α < 0 sufficiently small. Since (x − α)An ≺ xAn, the proof now follows from
[13, Lemma 2.2]. 
3.3. The colored derangement polynomials and some local h-polynomials.
Using Corollary 3.7, we can now show that all colored derangement polynomials
dn,r satisfy the interlacing properties of Theorem 2.5. We then apply this result to
answer some recent conjectures on families of local h-polynomials.
Theorem 3.8. For positive integers n and r the derangement polynomial dn,r
satisfies the interlacing property
In(dn,r) ≺ dn,r.
In particular, dn,r is alternatingly increasing.
Proof. For r = 1, the statement follows from the fact that In(dn) = dn, and that
dn has only real-zeros. Let r > 1. Then
dn,r =
n∑
k=0
(
n
n− k
)
(r − 1)n−krkxn−kdk,
and since In(dn) = dn
In(dn,r) =
n∑
k=0
(
n
n− k
)
(r − 1)n−krkdk = D((rx + (r − 1))
n).
By Corollary 3.7
In(dn,r) = D(rx + (r − 1))
n ≺ InD(rx + (r − 1))
n = dn,r,
from which the theorem follows. 
An immediate consequence of Theorem 3.8 is that the In-decomposition (a, b) of
dn,r is always real-rooted. The polynomial b was shown to be the local h-polynomial
of the rth edgewise subdivision of the barycentric subdivision of a simplex in [1,
Theorem 1.2]. (We refer the reader to [2] for all necessary definitions pertaining to
local h-polynomials and subdivisions.) This polynomial, as well as the polynomial
a in (a, b), was conjectured by Athanasiadis to be real-rooted [2, Question 4.11], [3,
Conjecture 2.30], [29, Conjecture 3.7.10]. An affirmative answer to these conjectures
is now an immediate corollary of Theorem 3.8.
Corollary 3.9. For positive integers n and r, the In-decomposition of dn,r is real-
rooted. Consequently, the local h-polynomial of the rth edgewise subdivision of the
barycentric subdivision of a simplex is real-rooted.
Proof. The real-rootedness of a and b follows from combining Theorem 3.8 with
Theorem 2.5. The consequences for local h-polynomials then follows from [1, The-
orem 1.2]. 
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Remark 3.1. We note that a second proof of Corollary 3.9 was (subsequently) given
by the second author and N. Gustafsson in [22].
4. h∗-polynomials for Combinatorially-Positive Valuations of
Lattice Zonotopes
Let P ⊂ Rn be a d-dimensional lattice polytope; i.e., a polytope whose vertices
all lie in the lattice Zn. The Ehrhart function of P is the lattice-point enumerator
i(P ;m) := |mP ∩ Zn|, where m ∈ Z≥0 and mP := {mp : p ∈ P} is the mth dilate
of P . The Ehrhart series of P is the generating function∑
m≥0
i(P ;m)xm =
h∗0 + h
∗
1x+ · · ·+ h
∗
dx
d
(1− x)d+1
.
The polynomial h∗(P ;x) := h∗0 + h
∗
1x + · · · + h
∗
dx
d is called the (Ehrhart) h∗-
polynomial of P , and it always has only nonnegative integer coefficients [32]. The
function i(P ;m) is additionally a polynomial of degree d [21], called the Ehrhart
polynomial of P . The distributional properties of h∗(P ;x), such as unimodality
and real-rootedness, are highly-investigated [11], and the following observation has
recently raised new questions about the alternatingly increasing property for h∗-
polynomials.
Theorem 4.1. [5, Theorem 10.5] Let P be a d-dimensional lattice polytope con-
taining a lattice point in its relative interior. Then both polynomials in the Id–
decomposition of h∗(P ;x) have only nonnegative integer coefficients.
A lattice polytope P is said to be integrally closed or IDP if for all m ∈ Z>0 and
x ∈ mP ∩ Zn there exist x(1), . . . , x(m) ∈ P ∩ Zn such that x = x(1) + · · · + x(m).
The following conjecture is stated in [6] who attribute it to [30].
Conjecture 4.2. [6, Conjecture 1] Let P be an IDP lattice polytope with a lattice
point in its relative interior. Then h∗(P ;x) is alternatingly increasing.
In [30], the authors verified Conjecture 4.2 for lattice parallelpipeds, and in
[6], the authors extended these results to include centrally symmetric lattice zono-
topes as well as coloop-free lattice zonotopes. In Subsection 4.2 we generalize and
strengthen these results by proving that the h∗-polynomial with respect to any
combinatorially-positive valuation [24] of a lattice zonotope containing a lattice
point in its relative interior has a real-rooted I-decomposition. In Subsection 4.3
we further strengthen these results by proving that any such h∗-polynomial for a
centrally symmetric lattice zonotope satisfies the interlacing conditions of Theo-
rem 2.5. First, in Subsection 4.1, we recall the theory of combinatorially-positive
valuations and their resulting generalization of Ehrhart h∗-polynomials, which will
be considered in the coming subsections.
4.1. Lattice-invariant valuations. Let P(Zn) denote the collection of lattice
polytopes in Rn. A valuation on lattice polytopes is a map ϕ : P(Zn) −→ G,
where G is an Abelian group, that satisfies
ϕ(P ∪Q) = ϕ(P ) + ϕ(Q)− ϕ(P ∩Q),
whenever P ∪Q and P ∩Q are also lattice polytopes. A valuation ϕ is further called
translation-invariant if ϕ(P + z) = ϕ(P ), for all z ∈ Zn and P ∈ P(Zn). McMullen
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proved that for all m ∈ Z≥0 and P ∈ P(Zn), the value ϕ(mP ) is given by a polyno-
mial iϕ(P ;x) of degree at most d. Equivalently, there exist hϕ0 (P ), . . . , h
ϕ
d (P ) ∈ G
such that ∑
m≥0
iϕ(P ;m)xm =
hϕ0 (P ) + h
ϕ
1 (P )x+ · · ·+ h
ϕ
d (P )x
d
(1− x)d+1
.
In the special case when ϕ(P ) = |P ∩ Zn| the polynomial iϕ(P ;x) is the Ehrhart
polynomial of P , and the polynomial hϕ(P ;x) = hϕ0 (P )+h
ϕ
1 (P )x+ · · ·+h
ϕ
d (P )x
d is
the h∗-polynomial. Consequently, for a given valuation ϕ, the polynomial hϕ(P ;x)
is called the h∗-polynomial of P with respect to ϕ. In the case when ϕ is a
translation-invariant valuation and hϕ(P ;x) always has nonnegative coefficients,
we say that it is combinatorially positive [24]. Via a change of basis, the Ehrhart
polynomial of a lattice polytope P can also be expressed as
i(P ;x) =
d∑
j=0
f∗j (P )
(
x− 1
j
)
,
where f∗j (P ) ∈ Z. We will make use of the following characterization of combina-
torially positive valuations.
Theorem 4.3. [24, Theorem 7.1] Let ϕ : P(Zn) −→ R be a lattice-invariant
valuation. Then ϕ is combinatorially-positive if and only if there exist α0, . . . , αd ∈
R≥0 such that
ϕ = α0f
∗
0 + α1f
∗
1 + · · ·+ αdf
∗
d .
Suppose that ϕ is a combinatorially-positive valuation. Then by Theorem 4.3
there exist α0, . . . , αd ∈ R≥0 such that for all lattice polytopes P ∈ P(Zn)
ϕ(P ) =
d∑
k=0
αkf
∗
k (P ).
Define ik(P ;x) to be the polynomial satisfying ik(P ;m) = f∗k (mP ) for allm ∈ Z≥0.
Then
i(P ;xm) = i(mP ;x) =
∑
k≥0
f∗k (mP )
(
x− 1
k
)
.
Thus,
f∗k (mP ) = ∆
k
t (i(P ;xm))
∣∣∣
x=1
, (4.1)
where ∆x is the forward-difference operator ∆x(f)(x) = f(x + 1) − f(x), see [36,
Chapter 1.9]. Hence, there is a unique linear operator Tk : R[x] −→ R[x] for
which Tk(i(P ;x)) = i
k(P ;x) for all polytopes P . The following theorem provides a
description of the operator Tk in terms of the Stirling numbers of the second kind,
which we denote by S(m, k), see [36].
Theorem 4.4. The operator Tk is the unique operator satisfying
Tk(x
m) = k!S(m+ 1, k + 1)xm,
for all m ≥ 0.
Proof. From equation (4.1) we see that
Tk(f)(x) =
k∑
i=0
(−1)k−i
(
k
i
)
f((i+ 1)x).
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Hence,
Tk(x
m)/xm =
k∑
i=0
(−1)k−i
(
k
i
)
(i+ 1)n
=
m∑
j=0
(
m
j
) k∑
i=0
(−1)k−i
(
k
i
)
ij (see [36, Chapter 1.9])
=
m∑
j=0
(
m
j
)
k!S(j, k) = k!S(m+ 1, k + 1),

Notice that we now have the following relationship via the operator Tk between
the Ehrhart polynomial i(P ;x) and that of any combinatorially positive valuation:
iϕ(P ;x) =
d∑
k=0
αkTk(i(P ;x)). (4.2)
Thus, if the Ehrhart polynomial i(P ;x) has a particularly nice form, such as that
of Theorem 2.11, we can hope to translate the nice form of i(P ;x) to a similar one
for iϕ(P ;x). The next lemma does precisely this in regards to the inequalities (2.4)
from Theorem 2.11. In the following, let φk(f) = Tk(f)/k!. From Theorem 4.4 and
the standard recursion for S(m, k) (see [36]) we get that
φk(xf) = (k + 1)xφk(f) + xφk−1(f), (4.3)
for all k ≥ 1. This recursion will be key in our analysis of the operator Tk in the
coming applications.
Lemma 4.5. Let d, k and γ be nonnegative integers and let Bd,γ denote the non-
negative span of all polynomials of the form
xi(x+ 1)d−i + xj(x+ 1)d−j, (4.4)
where i+ j ≥ γ. Then
φk(Bd,γ) ⊆ Bd,γ .
Proof. The proof is by induction on d. Suppose the result is true for d − 1. We
need to prove that the image of each generator (4.4), where i ≤ j, is in Bd,γ.
Suppose first that i = 0. Then j ≥ γ, and we may write
φk((x+ 1)
d) =
d∑
ℓ=0
aℓx
ℓ(x+ 1)d−ℓ, and
φk(x
j(x+ 1)d−j) =
d∑
ℓ=j
bℓx
ℓ(x+ 1)d−ℓ,
(4.5)
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where
∑d
ℓ=0 aℓ =
∑d
ℓ=j bℓ = S(d + 1, k + 1), and all aℓ and bℓ are nonnegative
integers. To see this consider the following for 0 ≤ j ≤ d:
Tk(x
j(x+ 1)d−j) =
k∑
i=0
(−1)k−i
(
k
i
)
(i+ 1)jxj((i+ 1)x+ 1)d−j,
=
k∑
i=0
(−1)k−i
(
k
i
)
(i+ 1)jxj((ix) + (x+ 1))d−j ,
=
k∑
i=0
(−1)k−i
(
k
i
)
(i+ 1)j
d−j∑
ℓ=0
(
d− j
ℓ
)
iℓxj+ℓ(x+ 1)d−(j+ℓ),
=
d−j∑
ℓ=0
(
d− j
ℓ
)( k∑
i=0
(−1)k−i
(
k
i
) j∑
r=0
(
j
r
)
ir+ℓ
)
xj+ℓ(x+ 1)d−(j+ℓ),
=
d−j∑
ℓ=0
(
d− j
ℓ
) j∑
r=0
(
j
r
)( k∑
i=0
(−1)k−i
(
k
i
)
ir+ℓ
)
xj+ℓ(x+ 1)d−(j+ℓ),
= k!
d−j∑
ℓ=0
(
d− j
ℓ
)( j∑
r=0
(
j
r
)
S(r + ℓ, k)
)
xj+ℓ(x + 1)d−(j+ℓ).
It follows from the last line that the coefficients aℓ and bℓ in equations (4.5) are
nonnegative integers. To see that the coefficients also have the desired sum simply
notice that
d−j∑
ℓ=0
j∑
r=0
(
d− j
ℓ
)(
j
r
)
S(r + ℓ, k) =
d∑
m=0
(
d
m
)
S(m, k) = S(d+ 1, k + 1).
It follows that we may match each term in the first sum of equation (4.5) to a term
in the second sum bijectively and write φk((x + 1)
d + xj(x + 1)d−j) as a sum of
terms of the form xℓ(x + 1)d−ℓ + xm(x+ 1)d−m where ℓ ≥ 0 and m ≥ j ≥ γ. This
proves the case when i = 0.
If i > 0, let g = xi(x + 1)d−i + xj(x + 1)d−j ∈ Bd,γ. Then g = xh, where
h ∈ Bd−1,γ−2. Hence, applying the recursion (4.3) we get that
φ(g) = φk(xh) = (k + 1)xφk(h) + xφk−1(h).
By induction φk(h), φk−1(h) ∈ Bd−1,γ−2, and thus xφk(h), xφk−1(h) ∈ Bd,γ. 
It follows from Lemma 4.5 that if i(P ;x) satisfies the assumptions of Theo-
rem 2.11, including inequalities (2), then so does iϕ(P ;x) for any combinatorially-
positive valuation. This is the key to proving hϕ(P ;x) is alternatingly increasing
for all lattice zonotopes with interior lattice points.
4.2. The alternatingly increasing property for lattice zonotopes. Given a
point u ∈ Rn, let u denote the line segment in Rn given by the convex hull of u and
the origin. A lattice zonotope is a lattice polytope that is the Minkowski sum of
line segments u(1), . . . ,u(m), denoted Z(u(1), . . . , u(m)). If the points u(1), . . . , u(m)
are understood from context, or irrelevant, we may write simply Z. In [20], the
author showed that Ehrhart polynomial of lattice zonotope Z(u(1), . . . , u(m)) is
closely related to the h∗-polynomial of a second polytope associated to the vectors
SYMMETRIC DECOMPOSITIONS AND REAL-ROOTEDNESS 17
u(1), . . . , u(m). Let U denote the n ×m matrix whose columns are u(1), . . . , u(m).
The Lawrence matrix of u(1), . . . , u(m) is the block matrix(
U 0n×m
Im Im
)
,
where 0n×m denotes the n×m matrix of all zeros and Im denotes the m×m identity
matrix. The Lawrence polytope associated to u(1), . . . , u(m) is the convex hull of all
columns of the Lawrence matrix of U . It is denoted by Λ(u(1), . . . , u(m)), or simply
Λ if u(1), . . . , u(m) are understood from context or irrelevant.
Theorem 4.6. [20, Theorem 3.7] Let u(1), . . . , u(m) ⊂ Zd be a finite set of vectors
defining a d-dimensional lattice zonotope Z = Z(u(1), . . . , u(m)). Then the Ehrhart
polynomial Z is related to the h∗-polynomial of the associated Lawrence polytope Λ
via
i (Z;x) =
d∑
i=0
h∗i (Λ)x
i(x+ 1)d−i.
We note that in the original statement of Theorem 4.6 in [20], the author further
includes the hypothesis that u(1), . . . , u(m) span Zd so that they can apply [38,
Theorem 1.6] in their proof. However, the combinatorial proof of [38, Theorem
1.6] does not actually require this hypothesis. It only requires the combinatorial
interpretation of a regular triangulation of a Lawrence polytope Λ(u(1), . . . , u(m)) in
terms of an associated matroid. The additional hypothesis of spanning is necessary
in [38] to ensure that the coefficients of the h∗-polynomial of the Lawrence polytope
admit an interpretation in terms of cohomology groups of hypertoric varieties. Since
we do not need this connection, we are free to use the more general form of the
result stated in Theorem 4.6. Thus, we can derive the following theorem.
Theorem 4.7. Let Z be a d-dimensional lattice zonotope that has a lattice-point
in its relative interior and ϕ a combinatorially-positive valuation. Then the I–
decomposition of hϕ (Z;x) is real-rooted.
Proof. Let us first consider the combinatorially-positive valuation corresponding to
the Ehrhart polynomial i(P ;x). Assume Z = Z(u(1), . . . , u(m)) for some vectors
u(1), . . . , u(m) ∈ Zd. By Theorem 2.11 and Theorem 4.6, it suffices to prove that
h∗0(Λ) + · · ·+ h
∗
i (Λ) ≤ h
∗
d(Λ) + · · ·+ h
∗
d−i(Λ),
for all 0 ≤ i ≤ d. We note that, in this case, the dimension of Λ is well-known to be
d+m− 1, and h∗(Λ;x) has degree at most d+m− 1. Thus, by [37, Theorem 2.19],
it suffices to prove that the degree of h∗(Λ;x) is actually d. First, we note that by
the formula given for the coefficients h∗j (Λ) the proof of Theorem 4.6 in [20], it is
clear that h∗j (Λ) = 0 whenever j > d. Thus, it remains to check that h
∗
d(Λ) 6= 0.
This can be seen as follows:
By Ehrhart-MacDonald reciprocity [5, Theorem 4.1] we know that
i(Z;−x) = (−1)di(Z◦;x),
where Z◦ denotes the interior of the lattice zonotope Z. Thus, it follows that
i(Z◦; 1) = (−1)di(Z;−1) =
d∑
k=0
h∗k(Λ)(−1)
d+i(−1 + 1)d−i = h∗d(Λ).
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Therefore, h∗d(Λ) 6= 0 since Z contains a lattice point in its relative interior. Thus,
we conclude that h∗(Λ;x) has degree d. By Lemma 4.5 it follows that if ϕ is a
combinatorially-positive valuation then
iϕ(Z;x) =
d∑
k=0
cϕkx
k(x+ 1)d−k,
where the coefficients cϕ0 , . . . , c
ϕ
d are nonnegative integers satisfying the inequalities
(2) of Theorem 2.11. An application of Theorem 2.11 thereby completes the proof.

As a special case of Theorem 4.7, we have the following in support of Conjec-
ture 4.2.
Corollary 4.8. Let Z be a lattice zonotope with a lattice point in its relative inte-
rior. Then h∗ (Z;x) is alternatingly increasing.
4.3. Interlacing properties for centrally symmetric lattice zonotopes. It is
natural to ask if the h∗-polynomials of lattice zonotopes further possess the interlac-
ing properties of Theorem 2.5, similar to the simplices for numeral systems studied
in [31]. It turns out that the answer is “yes” when the lattice zonotope is centrally
symmetric. In [6] the authors proved that the Ehrhart h∗-polynomial of a centrally
symmetric zonotope is always alternatingly increasing. These results are general-
ized by Theorem 4.7. In this subsection we further strengthen and generalize the
results of [6] on centrally symmetric zonotopes by proving that the h∗-polynomial
of any centrally symmetric zonotope with respect to any combinatorially-positive
valuation satisfies the interlacing conditions of Theorem 2.5.
A d-dimensional lattice zonotope Z is called a centrally symmetric zonotope (or
Type-B zonotope) if it can be realized as the projection of the cube [−1, 1]m for
some m ≥ d. The name “Type-B zonotope” arises since the Ehrhart h∗-polynomial
of such a zonotope is computable in terms of descent statistics for Type-B per-
mutations [6]. A signed permutation on [d] is a pair (π, ε) such that π ∈ Sd and
ε ∈ {−1, 1}d. The collection of all such pairs is denoted Bd. Given (π, ε) ∈ Bd, for
each letter πi in the permutation π we assign the sign εi. Set π0 := 0 and ε0 := 1.
The descent set of (π, ε) ∈ Bd is the collection
Des(π, ε) := {i ∈ [d− 1] ∪ {0} : εiπi > εi+1πi+1}.
An index i ∈ [d] is called a descent of (π, ε) if and only if i ∈ Des(π, ε), and the
descent number of (π, ε) is des(π, ε) := |Des(π, ε)|. The Type-B Eulerian polynomial
is defined to be
Bd0 (x) :=
∑
(π,ε)∈Bd
xdes(π,ε),
and it is known to be a real-rooted polynomial [16]. For 1 ≤ k ≤ d define the
polynomials
Bdk(x) :=
∑
(π,ε)∈Bd
χ (εd = 1, πd = d+ 1− k)x
des(π,ε),
where χ(ϕ) equals 1 if ϕ is a true statement and 0 otherwise. Note in particular
that Bd+11 = B
d
0 . For 0 ≤ k ≤ d, we define the half-open (±1)-cube to be
[−1, 1]dk := [−1, 1]
d\{xd = 1, xd−1 = 1, . . . , xd+1−k = 1}.
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Thus, we have that [−1, 1]d0 = [−1, 1]
d. We will use the following fact whose proof
can be found in [6].
Theorem 4.9. [6, Theorem 5.1] For 0 ≤ k ≤ d,
h∗
(
[−1, 1]dk;x
)
= Bd+1k+1(x).
Using this fact, it can further be recovered by way of [30, Lemma 2.1] that
i
(
[−1, 1]dk;x
)
=
∑
[k]⊆S⊆[d]
(2x)|S| = (2x)k(2x+ 1)d−k. (4.6)
Notice that the final equality implies that Bd+1k+1(x) = A
k
d,2(x), a special case of
the polynomials defined in equation (3.2). These observations, together with the
following lemma on the map φk, will allow us to prove the desired interlacing
properties for centrally-symmetric lattice zonotopes.
Lemma 4.10. Let m, d, and k be nonnegative integers, and let Bd,m denote the
nonnegative span of all polynomials of the form xj(mx + 1)d−j for j = 0, 1, . . . , d.
Then
φk(Bd,m) ⊆ Bd,m.
Proof. Since φk is a linear operator satisfying the recursion (4.3), then it suffices
to prove that φk((mt + 1)
n) ∈ Bd,m for any n ≤ d and any k. However, this fact
follows from the observation that
Tk((mx+ 1)
n) =
k∑
i=0
(−1)k−i
(
k
i
)
(m(i + 1)x+ 1)n,
=
k∑
i=0
(−1)k−i
(
k
i
)
((mix) + (mx+ 1)n,
=
k∑
i=0
(−1)k−i
(
k
i
) n∑
ℓ=0
(
n
ℓ
)
(mi)ℓxℓ(mx+ 1)n−ℓ,
=
n∑
ℓ=0
(
n
ℓ
)
mℓ
(
k∑
i=0
(−1)k−i
(
k
i
)
iℓ
)
xℓ(mx+ 1)ℓ,
= k!
n∑
ℓ=0
(
n
ℓ
)
mℓS(ℓ, k)xℓ(mx + 1)ℓ.
This completes the proof. 
Theorem 4.11. Let Z be a d-dimensional centrally symmetric lattice zonotope and
let ϕ be a combinatorially-positive valuation. Then
Id (h
ϕ(Z;x)) ≺ hϕ(Z;x).
In particular, hϕ(Z;x) is alternatingly increasing.
Proof. Recall from equation (3.1) that Ed2,k(x) = E((2x)
k(2x+1)d−k) for 0 ≤ k ≤ d.
Equation (4.6) then implies that for 0 ≤ k ≤ d
Ed2,k(x) = (1 + x)
dBd+1k+1
(
x
1 + x
)
.
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Thus, by Theorem 3.1, we have that any polynomial p of the form
p =
d∑
k=0
ckB
d+1
k+1
satisfies Id(p) ≺ p. By [6, Proposition 4.10] together with [6, Theorem 5.3] we know
that for any d-dimensional centrally-symmetric lattice zonotope Z, the Ehrhart h∗-
polynomial is expressible as
h∗(Z;x) =
d∑
k=0
ckB
d+1
k+1 ,
for some ck ≥ 0. If f
∗(Z;x) is the f -polynomial of h∗(Z;x) as defined in equa-
tion (2.2), it then follows that f∗(x) =
∑d
k=0 ckE
d
2,k ∈ Ad, and that Z has Ehrhart
polynomial
i(Z;x) =
d∑
k=0
ck(2x)
k(2x+ 1)d−k. (4.7)
Given a combinatorially-positive valuation ϕ, let fϕ(Z;x) denote the f -polynomial
associated to hϕ(Z;x) via equation (2.2). Since equation (4.7) implies that the
Ehrhart polynomial i(Z;x) lies in the cone Bd,2, then equation (4.2) together with
Lemma 4.10 implies that fϕ(Z;x) ∈ Ad for any combinatorially-positive valuation
ϕ. It follows from Theorem 2.5 that Id (hϕ(Z;x)) ≺ hϕ(Z;x). 
5. Doubly Cohen-Macaulay Level Simplicial Complexes
We now use the techniques presented in Section 2 to strengthen some known
results [18] on the real-rootedness of h-polynomials of barycentric subdivisions of
Boolean complexes when the complex is also doubly Cohen-Macaulay and level.
Given a CW-complex ∆, we define a partial order on its open cells ∆ such that
for two open cells σ, σ′ ∈ ∆, we have σ ∆ σ′ if and only if σ is contained in the
closure of σ′ in ∆. When ∆ is regular, the partial order ∆ completely describes
the topology of ∆ up to homeomorphism. Let P∆ denote the partially ordered set
on the cells of ∆ given by ∆. A regular CW-complex is called a Boolean complex if
for any A ∈ ∆ the interval [∅, A] in P∆ is a Boolean lattice; i.e., the lattice of subsets
of a set. Notice that any simplicial complex is an example of a Boolean complex.
For a Boolean complex ∆, a cell σ ∈ ∆ is called a face of ∆, and dim(σ) will denote
its dimension. The dimension of ∆, denoted dim(∆), is the maximum dimension of
any face σ ∈ ∆. Suppose that ∆ is a Boolean complex with d − 1 := dim(∆). For
−1 ≤ i ≤ d − 1, let fk(∆) denote the number of faces of ∆ of dimension k. Here,
we assume that the dimension of ∅ is equal to −1. The polynomial
f(∆;x) =
d−1∑
i=−1
fi(∆)x
i,
is called the f -polynomial of ∆. We further let h(∆;x) =
∑d
i=0 hi(∆)x
i denote the
h-polynomial of ∆ as defined by the relationship in equation (2.2); i.e.,
f(∆;x) = (1 + x)dh
(
∆;
x
1 + x
)
.
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The barycentric subdivision of a Boolean cell complex ∆ is the simplicial complex
sd(∆) that is abstractly defined to have i-dimensional faces given by the strictly
increasing flags
σ0 ≺∆ σ1 ≺∆ · · · ≺∆ σi,
of nonempty faces σ0, . . . , σi ∈ ∆\{∅}. In [18], the authors proved that if ∆ is
a Boolean cell complex with hi(∆) ≥ 0 for all 0 ≤ i ≤ d, then h(sd(∆);x) is a
real-rooted polynomial. A well-studied family of Boolean cell complexes known to
satisfy the nonnegativity conditions hi(∆) ≥ 0 for all 0 ≤ i ≤ d are the Cohen-
Macaulay simplicial complexes.
Let ∆ be a Cohen-Macaulay simplicial complex of dimension d − 1 with h-
polynomial
h(∆;x) = h0(∆) + h1(∆)x + · · ·+ hs(∆)x
s,
such that hs(∆) 6= 0 and hs+1(∆) = · · · = hd(∆) = 0. We say ∆ is level if the
canonical module of its face ring is generated by hs elements (see [35] for all unfa-
miliar definitions). Examples of level simplicial complexes include the Gorenstein
complexes, which correspond to the case where hs(∆) = 1. It is well-known that if
∆ is Gorenstein then h(∆;x) is symmetric with respect to degree s. More generally,
level complexes have generically Gorenstein face rings, which implies that
h0(∆) + h1(∆) + · · ·+ hi(∆) ≤ hs(∆) + hs−1(∆) + · · ·+ hs−i(∆), (5.1)
for all 0 ≤ i ≤ s [35, Proposition 3.3]. A Cohen-Macaulay simplicial complex ∆ is
called doubly Cohen-Macaulay (or 2-Cohen-Macaulay) if for every vertex v ∈ ∆ the
subcomplex ∆ \ v := {F ∈ ∆ : v /∈ F} is Cohen-Macaulay of the same dimension.
It is noted in [35, Chapter III.3] that a (d− 1)-dimensional level simplicial complex
∆ is doubly Cohen-Macaulay if and only if h(∆;x) has degree d. In this case, the
inequalities (5.1) coincide with those in (2.4).
Theorem 5.1. Let ∆ be a doubly Cohen-Macaulay level simplicial complex. Then
h(sd(∆);x) has a real-rooted I-decomposition and, therefore, is alternatingly in-
creasing.
Proof. In [18, Equation 3.5] it is shown that for a (d− 1)-dimensional Boolean cell
complex ∑
m≥0
(
d∑
k=0
hk(∆)m
k(m+ 1)d−k
)
xm =
h(sd(∆);x)
(1− x)d+1
.
It follows from the above discussion that if ∆ is further a doubly Cohen-Macaulay
level simplicial complex then
h0(∆) + · · ·+ hi(∆) ≤ hd(∆) + · · ·+ hd−i(∆),
for all 0 ≤ i ≤ d. Thus, by Theorem 2.11, we conclude that h(sd(∆);x) has a
real-rooted I-decomposition, and therefore is alternatingly increasing. 
Remark 5.1. More generally, if ∆ is a Boolean complex whose h-polynomial has
nonnegative coefficients satisfying the inequalities (2.4) of Theorem 2.11 then the
h-polynomial of its barycentric subdivision will have a real-rooted I-decomposition
and consequently be alternatingly increasing. It would therefore be interesting to
know what Boolean cell complexes satisfy the inequalities (2.4).
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We also note that the family of doubly Cohen-Macaulay level simplicial com-
plexes contains well-studied families of simplicial complexes arising in combina-
torics. Given a matroidM = ([n]; I) of rank d with ground set [n] and independent
sets I, the matroid complex ∆(M) is the simplicial complex whose i-dimensional
faces correspond to the independent subsets of with cardinality i+1. In [35, Theo-
rem 3.4] it is noted that a matroid complex is always level, and in particular, they
satisfy the inequalities needed in Theorem 2.11. Let B denote the collection of all
bases of M . An element i ∈ [n] is said to be a coloop of M if i ∈ B for all B ∈ B.
The matroid M is called coloop-free if it contains no coloop. A matroid complex
∆(M) is doubly Cohen-Macaulay if and only if M is coloop-free [35]. In particular,
we have the following corollary to Theorem 5.1.
Corollary 5.2. If M is a coloop-free matroid then h(sd(∆(M));x) has a real-rooted
I-decomposition. In particular, h(sd(∆(M));x) is alternatingly increasing.
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