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ABSTRACT  
Diabetes is a chronic disease affecting over 2% of the population in the UK (Shaw et al., 
2010). Diabetes of all types can lead to complications in many parts of the body, including 
the retina of the eye where it can lead to vision loss. In the retina, diabetes can lead to 
diseases called diabetic retinopathy (DR), diabetic macular edema (DME) and age-related 
macular degeneration (AMD) which are among the major causes of blindness in the 
working population of industrialised countries. Fortunately, diagnosing it in its early 
stages is useful for effective treatment and it is usually treatable. DR or DME are mainly 
characterised by red spots, namely microaneurysms and bright lesions, specifically 
exudates, whereas AMD is mostly identified by white or tiny yellow deposits known as 
drusen lesion. Since exudates might be the only early signs of DR, there is an increased 
demand for automatic DR diagnosis. Exudates and drusen may share a similar 
appearance; hence discriminating between them is of interest in enhancing diagnostic 
performance. However, due to the increased demand for automatic diagnosis from retinal 
lesion images, computerized systems have nowadays become essential. Although the 
process of diagnosis and decision-making is challenging for ophthalmologists when 
analysing retinal lesion images, it needs to be time-efficient. This thesis is concerned with 
an investigation of novel image processing techniques in the diagnosis of diabetes with 
different types of diseases such as DR, DME and AMD. The thesis focuses on feature 
extraction in image processing and proposes diagnostic techniques based on state-of-the-
art technology. The first contribution of the thesis is the use of a new LBP-based feature 
extraction technique after dividing the image into number of patches instead of using the 
whole image in the analysis. The extracted features have been applied with both the radial 
basis function neural network (RBF-ANN) and k-nearest neighbour (k-NN) classifiers for 
training and testing purposes. The second contribution involves a novel technique used 
to propose a multi-label machine learning model for classification problem combining 
the diagnosis of diabetic macular edema (DME) with other factors such as patient age and 
LBP-based feature extraction being applied for classification. The third and main 
contribution of this thesis is to demonstrate that colour vector angles (CVAs) and local 
binary patterns (LBPs) are more suitable for the analysis and classification of retinal 
images and their use leads to high classification performance as compared to other 
textural and colour features. A codebook is generated using a bagged combination of local 
II 
 
binary pattern (LBPs) and colour vector angles (CVAs) features to exploit colour and 
textural information. 
The overall system has been assessed through intensive experiments using different 
classifiers with a dataset of 352 retinal images collected from various datasets, namely: 
DIARETDB0 (Kauppi et al., 2006), DIARETDB1 (Kälviäinen and Uusitalo, 2007), HEI-
MED (Giancardo et al., 2012), STARE (Hoover and Goldbaum, 2003), and MESSIDOR 
(Decencière et al., 2014). Correct classification is reported with an average sensitivity of 
99.51%, specificity of 99.60% and accuracy of 99.63% and an overall average area under 
the curve of 98.59%. This represents the best performance achieved so far when compared 
to existing state-of-the-art systems for the diagnosis of retinal lesions.  
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 INTRODUCTION 
Medical diagnostic imaging has existed since the first decade of the 1900s after the 
discovery of X-rays and new image modalities including ultrasound and magnetic 
resonance imaging (MRI) have combined to an explosion of research into medical image 
analysis (Doi, 2007). In medical imaging an accurate diagnosis is dependent on two 
factors. The first factor is the successful acquisition of the image; the second factor is the 
successful interpretation of the image.  Diagnostic imaging has enabled the non-invasive 
visualisation of a variety of biological systems, such as the brain, heart, lungs and eyes. 
Medical diagnosis based on images obtained by ultrasound, computer tomography (CT), 
digital x-rays and digital fundus cameras (see Figure 1.1) is now commonplace and has 
significantly improved the medical care available to patients. With increased medical 
imaging capabilities, screening programs for the early detection of harmful lesions from 
diseases such as diabetes have also been applied nationwide. 
 
Figure 1.1. Canon CR6-45NM retinal camera with digital camera upgrade installed (Cheng et 
al., 2017) 
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As indicated by the World Health Organization (WHO), diabetes mellitus (DM) is a 
lifelong disorder, which develops when the pancreas does not produce sufficient insulin 
(type 1 diabetes) or when the body cannot adequately benefit from the insulin, it produces 
(type 2 diabetes). Insulin is a hormone produced in the pancreas by beta cells that controls 
blood levels of glucose. Increased levels of sugar causes serious harm to the body’s 
systems, including diabetic retinopathy. The most significant reasons for the spread of 
diabetes are increasing rates of obesity, ageing, and sedentary way of life. During the first 
two decades of the disease, many patients with type 1 diabetes and over 60% of those 
with type 2 diabetes develop retinopathy (Fong et al., 2004). The predominance of 
diabetes is predicted to increase from 2.8% to 4.4% in the period between 2000 − 2030. 
The total number of individual cases is anticipated to increase from 171 million in 2000 
to 360 million in 2030 (Organization, 2016). Severe visual loss in diabetic patients can 
be prevented by their attendance or regular diabetic eye screening programme and better 
treatment (Yen and Leong, 2008). 
Diabetic retinopathy (DR), diabetic macular edema (DME) and age-related macular 
degeneration (AMD) are among the leading causes of visual impairment worldwide. DR 
and DME occur most frequently in adults aged 20 − 74 years, and is characterised by the 
existence of red lesions (microaneurysms) and bright lesions (exudates) which appear as 
small white or yellowish white deposits with sharp margins and variable shapes located 
in the outer layer of the retina. Their detection is essential for DR and DME screening 
systems. 
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Figure 1.2. An example of exudate in the outer layer of the retina (Yen and Leong, 2008). 
 
AMD generally affects people over 50 years of age. It is caused by damage to the macula, 
which is the small sensitive area of the retina that provides central vision, which called 
drusen, whichever tiny yellow or white deposits in the layer of the retina called Bruch’s 
membrane. The severity of AMD can be characterised in early, intermediate, and 
advanced stages as discussed in chapter 2. Two examples of an exudate and drusen in a 
human retina are shown in Figure 1.2 and Figure 1.3 respectively. 
For some patients, bright lesions such as retinal exudates can be the only appearance of 
early DR. Thus, computer-aided detection (CAD) systems have been proposed in order 
to detect exudates. However, these bright lesions must be distinguished from drusen 
because they are shared with common characteristics (Niemeijer et al., 2007b). This 
represents a challenge or CAD-based screening systems designed for DR, DME or AMD 
diagnosis. Consequently, developing a CAD system for the analysis of retinal images and 
can reduce the false negative rates which may occur when ophthalmologists usually 
interpret these images. 
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Figure 1.3. An example of drusen within Bruch’s membrane (Klein et al., 2005). 
Therefore, a computer-aided diagnosis system for the early detection of lesions in retinal 
images is nowadays thought to be essential. Several researchers have proposed such 
systems using image processing and classification techniques to diagnose DR, DME or 
AMD using retinoscopy images in order to support the decisions of ophthalmologist. In 
general, image processing techniques are used to segment the region of interest (lesion), 
and then image features are extracted to train a classifier. These features can be 
categorised as texture and colour features. 
Features that represent the spatial organization of intensity in an image, such as local 
binary patterns, granulometry and streaks, can be characterised as textural features, 
whereas colour features describe the distribution of colour in the image of the retina (Aly 
et al., 2009, Garcia et al., 2014). 
1.1  Reasons for Retinal Image Diagnosis 
DR is a common complication of diabetes and a leading cause of blindness and visual 
loss. After 15 years of diabetes, over 95% of type 1 and 77% of type 2 patients develop 
retinopathy (Klein et al., 1984a, 1984b). The severity of the retinopathy varies with the 
age of onset, disease duration and the blood glucose control. Therefore, an approximately 
2% of patients become blind and 10% will be severely visually handicapped 
(Organization, 2004).  
Though, most existing algorithms in this field are designed to detect a specific type of 
lesion in retinal images, although different lesions might be present in a single image 
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indicating the stage of the disease. Moreover, lesions can appear to be very similar while 
in fact being signs of different diseases. For instance, DR and DME are characterised in 
the early stages by red lesions (microaneurysms) and bright lesions (exudates) which 
appear as small white or yellowish deposits with sharp edges in retinal images. On the 
other hand, variably sized yellowish deposits in the retina, called drusens mainly 
characterize age-related macular degeneration (AMD) which causes a gradual loss of 
central vision. Therefore, discriminating between different types of lesions is of great 
importance for decision making in an automatic CAD system. Fortunately early diagnosis 
and timely treatment have been shown to prevent visual loss and blindness in patients 
with diabetes (Group, 1991, Bresnick et al., 2000). For a better understanding of the 
structure of the eye, it is essential to know more about diseases of the human eye. 
Information related to eye disease is discussed in the next chapter. 
1.2 Aims and Objectives 
The aim of this work is to develop a set of tools for screening the retinas of diabetes 
patients using colour fundus images. During the present research, four objectives were 
set: 
1. To investigate existing state-of-the-art image processing techniques and to 
critically evaluate their performance in distinguishing different types of retinal 
lesions.  
2. To propose efficient systems to support decision making that automatically 
diagnose retinal lesions, and to exploit image analysis tools and methods to 
provide high efficiency.  
3. To evaluate the efficiency of the proposed systems by comparing the results 
obtained with those of previous studies.  
4. To propose a multi-label model for multiple labels such as DME disease diagnosis 
and patient age.  
5. To disseminate the study’s findings in relevant refereed conferences and journals 
and to write up a PhD thesis. 
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1.3 Scope of Research and Timeliness of Research Topic 
The present research uses efficient image processing algorithms and classification 
techniques related to the detection of retinal lesions in order to achieve the effective 
diagnosis of retinal disease in its early stages, to ensure high accuracy and to support 
decision making and to counter the rapidly increasing incidence rate of this type of 
disease. 
1.4 Contributions of the Thesis  
In this work, several techniques are proposed for the automated detection of lesions in 
retinal images in order to improve the accuracy of the early diagnosis of DR, DME and 
AMD. The main contributions of this thesis can be summarised as follows: 
1. Retinal segmented images are classified as abnormal or normal by extracting 
region-based textural characteristics. Then, multi-scale local binary patterns 
(LBPs) are adopted for textural feature extraction within the region of interest 
(ROI) of colour retinal images.  
2. A multi-label learning model (ML-kNN) is proposed for DME disease and patient 
age to achieve DR diagnosis from retinal image.  
3. An automatic approach for the detection and classification of lesions in retinal 
images is proposed that discriminates between images containing different bright 
lesions using bagged colour vector angles to exploit the colour information 
concatenated with local binary patterns as textural features, and a codebook is 
generated. 
1.5 Thesis Structure 
This thesis is structured as follows: 
Chapter 1 introduces medical diagnostic imaging and DR, DME and AMD diseases. 
Chapter 2 then provides the medical background of the human eye, its structure, and 
explains state-of-the-art systems for the analysis of retinal lesions and abnormalities.  
Chapter 3 is devoted to an overview of the latest state-of-the-art imaging techniques used 
in the computerized analysis of retinal images, and in chapter 4 the proposed automated 
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system of the detection and classification of exudates in retinal fundus images is discussed 
using a region-based multi-scale LBP texture method. 
In chapter 5, a multi-label learning algorithm (ML-kNN) is applied to construct an 
automatic model for the classification of lesions for the purpose of diagnosis of DR from 
retinal images. This extends previous work concerned with disease classification from 
two-class problem to a multi-label learning classification problem by combining the 
detection of the diabetic macular edema (DME) with other factors such as patient age. 
Chapter 6 then describes a new automatic retinal diagnostic system that combines colour 
vector angles used as colour features with LBP textural features. The superiority of the 
proposed system is demonstrated with five different datasets, namely the DIARETDB0, 
DIARETDB1, HEI-MED, STARE and MESSIDOR datasets, for the efficient and 
accurate detection of the retinal lesion.  
Finally, chapter 7 provides the conclusions of the study and suggests future research 
directions in the light of the obtained results. 
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 MEDICAL BACKGROUND ON THE STRUCTURE OF 
THE EYE AND STATE-OF-THE-ART RETINAL 
ANALYSIS 
2.1 Introduction 
This chapter introduces the medical background and the state-of-the-art retinal image 
techniques in order to explain the significance of fundus image analysis in diabetic 
retinopathy (DR) and age-related macular degeneration (AMD). Medical image 
processing has recently altercated notable attention within the research community. Due 
to the non-invasive nature of techniques, the analysis of medical images represents an 
excellent option in achieving the diagnosis and control of diseases. With the availability 
of new methods to acquire medical images and the creation of new techniques to process 
them, the analysis of medical images has revolutionised the field of medicine. 
Diabetes is a chronic disease affecting over 2% of the population in the UK (Shaw et al. 
(2010). Diabetes can manifest itself in different systems in the body, causing long-term 
complications to the heart, kidneys, nerves, blood vessels and eyes. In the eye, diabetes 
can affect various ocular structures such as the lens and the retina. In the retina, diabetes 
can lead to an eye disease called diabetic retinopathy, which has been recognised as one 
of the principal causes of vision loss in the working populations of developed countries. 
People with diabetes are 29 times more likely to become blind  compared to those who 
do not have the disease (Control and Prevention, 2011b). 
As the initial phase of the disease is typically asymptomatic, individuals are not usually 
conscious of the risk of developing sight-threatening retinopathy and, as a result, vision 
loss, until it is too late. It is therefore crucial that regular retinal examinations are carried 
out in order to detect the initial onset of the disease before noticeable visual loss occurs.  
Early treatment by laser photocoagulation has been shown to significantly reduce the 
incidence of visual loss (Ding and Wong, 2012). Diabetic retinopathy can be detected by 
either clinical examination using different methods, such as direct ophthalmoscopy, 
indirect ophthalmoscopy and biomicroscopy, or retinal photography using instant fundus 
Polaroid photographs, colour fundus 35-mm slides or digital imaging. The UK National 
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Screening Committee has suggested that annual screening by digital colour fundal 
photography is the preferred medium (Szabó et al., 2015). With 20,000 - 30,000 diabetic 
patients per million of the population, manual diagnosis from retinal images is a time-
consuming and costly process requiring highly skilled staff, and is also susceptible to 
subjective variation and error (Bolster et al., 2016). Furthermore, age-related macular 
degeneration (AMD) is another retinal disease that is a leading cause of adult blindness 
in the UK (Nowozin et al., 2007). AMD typically affects persons who are aged 50 years 
and above. In 2020, it is expected that this age group will comprise a population at risk 
of 25 million people in the UK, and more than 7% of them will probably be affected 
(Nowozin et al., 2007). There are new treatments that may stem its onset if detected in 
the early stages (Loewenstein, 2007). At the moment, what causes AMD is unknown but 
it is conjectured to be related to risk factors such as older age, a history of smoking, the 
female gender, lighter pigmentation, a high-fat diet and a genetic component 
(Rapantzikos et al., 2003). The diagnosis of AMD is typically undertaken through the 
careful inspection of the macula by trained clinicians. In most cases, the first indicator of 
AMD is the presence of drusen, yellowish-white sub-retinal deposits, which are identified 
by examining the patient’s retinal images.  
This chapter begins with a brief description of the anatomy of the eye, followed by a 
discussion of the medical aspects of the retina. Lesions and abnormalities of the retina are 
then described, followed by diabetic eye diseases such as DR and AMD. Then, retinal 
imaging techniques are described.  
2.2 Eye Anatomy  
The camera is similar to the human eye and responsible for visible light detection in the 
part of the electromagnetic spectrum with wavelengths ranging between approximately 
400 and 700 nm, as shown in Figure 2.1. The colour of visible light depends on its 
wavelength. For instance, violet and red have wavelength of 400 nm and 700 nm 
respectively (Endler, 1993). 
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Figure 2.1. Electromagnetic spectrum (Tortora and Derrickson, 2008). 
Most people would agree that vision is much more valuable than other senses present in 
our body, because we use our eyes in almost all daily activities we perform. The 
similarities between the human eye and the camera are striking. For instance, when we 
record an image using the eye, the camera and film are not used but the image is absorbed 
on to the retina. 
In addition, the shutter in the camera and pupil at the centre of the iris alter the amount of 
light that is acquired over the lens (Smith, 1997). 
 
Figure 2.2. Cross-section of human eye anatomy (Sadek et al., 2015). 
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Figure 2.2 shows the human eye’s anatomy in cross-section. When light enters the eye, it 
initially strikes the cornea. The cornea refracts and filters the light, allowing the image to 
converge on the iris and pupil inside the eye. The iris will constrict or dilate to adjust the 
size of the pupil, and as a result, variable amounts of light may reach the eye. The shape 
of the lens can change due to the action of the auxiliary muscles to bring objects into 
focus. (Snell and Lemp, 2013). The structures of the retina is the most relevant in the 
present study compared to other ocular structures; hence, it is elaborated in depth in next 
section. 
2.2.1 Retina 
The retina is the innermost membrane that covers the interior surface of the eye. The lens 
and cornea focus light rays on to the retina. The lens and cornea behave like the lens of 
camera, while the retina is analogous to the picture. Thus, if the image is not focused 
accurately, the retina obtains blurred images. Usually, the retina consists of two main 
photoreceptors; rods and cones (Stein et al., 2012). Table 2.1 describes the different 
characteristics of rods and cones. 
Table 2.1 Characteristics of cones and rods in the human retina. 
Rods Cones 
Require a very low level of light to 
generate signals. 
Require a higher level of light to generate 
signals. 
Approximately 125 million 
photoreceptors. 
Approximately 6 million photoreceptors. 
Specialized for low light vision. Mediate daylight and colour vision. 
Distributed in the periphery of the retina. Concentrated in the fovea, which lies in 
the macula at the centre. 
 
The retina can be divided into many distinguishable layers as shown in Figure 2.3. 
The retina’s different layers are organized as follows (Snell and Lemp, 2013). 
CHAPTER 2: MEDICAL BACKGROUND ON THE STRUCTURE OF THE EYE AND 
STATE-OF-THE-ART RETINAL ANALYSIS 
12 
 
1. Internal limiting membrane is at the border between the retina and vitreous body. 
2. Ganglion cell layer cover the body of the ganglion cells. 
3. Inner plexiform layer contains the axons of the amacrine and bipolar cells. 
4. Inner nuclear layer contains the cell bodies of the bipolar and horizontal cells. 
5. Outer plexiform layer (external plexiform layer) contains a layer of neuronal synapses 
in the retina and dendrites of the horizontal cells. 
 
 
Figure 2.3. Schematic view of retina layers (Caprette et al., 2004). 
6. Outer nuclear layer is the body of photoreceptor cells. 
7. Outer limiting membrane (or external limiting membrane) is one of the ten separate 
layers of the retina. 
8. Photoreceptor layer contains the inner and outer segments of cone and rod 
photoreceptors. 
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9. The pigment epithelium is the last layer of the retina that may contains various different 
pigments (colours). Thus, it protects the photoreceptors from damaging levels of light. 
The pigment epithelium cells provide nutritional substances such as glucose and essential 
ions to the photoreceptors as shown. 
The ganglion cells are a type of neuron receiving visual information from photoreceptors 
through intermediate horizontal, and amacrine neurons. The horizontal cells are 
interconnecting neurons, which help to integrate and regulate the input from multiple 
photoreceptor cells. 
2.2.2 Retina Lesions and Abnormalities 
In this section, two groups of retinal lesions are discussed: yellow white spots, and red 
spots. The former include cotton wool spots, exudates, and drusen. The latter consist of 
microaneurysms and haemorrhages (Bucca, van Ginneken and Novak, 2012). 
 
Figure 2.4. An optical coherence tomography (OCT) scan of a normal human macula (a) a 
frame captured at the start of the scan assists in location; (b) an OCT of the specified scan 
location; (c) colour map representing the log function of the reflectivity encountered by the 
probe beam (Broecker and Dunbar, 2005). 
2.2.2.1 Cotton wool spots or soft exudates  
Cotton wool spots or soft exudates appear as white, feathery spots with fuzzy borders. 
They physically correspond to small retinal closures (infarcts) and swellings of the retinal 
nerve fibre layer due to microvascular disease. They are located in the superficial inner 
retina, and so they may obscure nearby vessels. Figure 2.5(b) shows an example of such 
lesions. 
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2.2.2.2 Hard exudates  
Hard exudates are lipoprotein and other kinds of protein originating from leaking 
microaneurysms. Hard exudates appear as small white or yellowish-white deposits with 
sharp edges, irregular shapes, and variable size as presented in Figure 2.5(c). The physical 
locations of these lesions are deeper in the retina than cotton wool spots. 
2.2.2.3 Drusen 
Drusen are variably sized yellowish lipoproteinaceous deposits that form between the 
Bruch membrane and retinal pigment epithelium (RPE). Usually, drusen alone do not 
contribute to vision loss. However, an increase in the size or number of such lesions are 
the earliest signs of age-related macular degeneration (AMD). Figure 2.5(d) shows an 
example. 
2.2.2.4 Microaneurysms  
Microaneurysms are among the earliest noticeable indications of retinal damage. They 
are round, small and dark red dots on the surface of the retina that have sharp margins. 
By definition, their sizes are less than the main optic veins as they cross the optic disc. 
They caused by the physical dilations (weakening) of the capillary walls, which stimulate 
leakages. Figure 2.5(e) shows examples of two microaneurysms lesions. 
2.2.2.5 Hemorrhages 
Hemorrhages happen due to leakage from weak capillaries leading to bleeding under the 
conjunctiva, which is the outermost protective layer of the eyeball. Generally, they may 
have several shapes such as dots, blots, and flames. Hemorrhages are described as red 
spots with uneven or indistinct edges and colouring. They are larger than 
microaneurysms; as shown in Figure 2.5(f). 
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Figure 2.5. Typical fundus images: (a) normal; (b) soft exudates; (c) hard exudates; (d) drusen; 
(e) microaneurysms; and (f) hemorrhages. 
2.3 Diabetic Eye Diseases 
Diabetes mellitus (DM) is the most medically problematic form worldwide that can be 
identified as a chronic condition connected with the impaired metabolism of glucose 
because of insulin deficiency or resistance to it. Diabetes causes various difficulties that 
can affect the nervous system and eyes, kidneys, heart, blood vessels and other organs 
(Alghadyan, 2011).  
Diabetes is the primary causes of vision loss in middle-aged adults between 20 to 74 years 
old. The US Center for Disease Control and Prevention (Control and Prevention, 2011b) 
indicates that 25.8 million people presently have DM in the United States. The World 
Diabetes Foundation reports also that over 439 million people will have diabetes by 2030 
across the world (Mookiah et al., 2013). Diabetic macular edema and diabetic retinopathy 
are the most two well-known retinal diseases that are directly affected by diabetes. 
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2.3.1 Diabetic Retinopathy (DR) 
DR is a microvascular problem that causes damage to the retina. DR is a leading effect of 
blindness in people with diabetes if not properly treated (Cade, 2008). Usually, it damages 
the retinas in both eyes. However, early diagnosis and proper treatment can minimize 
vision loss. Figure 2.6 (a) and (b) show two different scenes viewed by a normal person 
and a person suffering from diabetic retinopathy respectively. DR can be graded in four 
stages as follows (Csaky et al., 2017): 
 
Figure 2.6. Scenes view types: (a) normal vision view; (b) scene viewed by a person with 
diabetic retinopathy (Ljubimov, 2017). 
2.3.1.1 Mild Nonproliferative Retinopathy  
The features of mild nonproliferative retinopathy are some of the earliest signs of diabetic 
retinopathy. At this point, microaneurysms occur along with hemorrhages and cotton 
wool spots. It is worth pointing out that not all patients will notice a change in their vision 
yet (Joussen et al., 2007). 
2.3.1.2 Moderate Nonproliferative Retinopathy 
As the disease processes, several more microaneurysms, hemorrhages, and cotton wool 
spots start to appear, In addition there is further damage to retinal blood vessels. 
Subsequently, the blood flow to the surrounding retinal tissue is reduced, giving rise to 
vision loss (Joussen et al., 2007). 
CHAPTER 2: MEDICAL BACKGROUND ON THE STRUCTURE OF THE EYE AND 
STATE-OF-THE-ART RETINAL ANALYSIS 
17 
 
2.3.1.3 Severe Nonproliferative Retinopathy 
At this stage, large areas of the retina are deprived of blood flow. As a result, these regions 
of the retina send signals by means of vascular endothelial growth factor (VEGF) proteins 
in order to produce new neovascularization to enhance nourishment (Joussen et al., 2007). 
2.3.1.4 Proliferative Retinopathy (PDR) 
Proliferative retinopathy is the more advanced mode of diabetic retinopathy. At this point 
of disease progression, neovascularization starts to reach the vitreous humour, as the 
retina sends signal to the body for enhancements in nourishment. These new 
neovascularisations are fragile and abnormal and develop the retina. Nevertheless, their 
walls are fragile and thin, and whenever they leak blood severe blindness and even 
permanent vision loss can result (Joussen et al., 2007). 
Based on the riskiness of the leakage, ophthalmologists grade the disease on scale from 1 
to 4. Neovascularization can grow rapidly and remain relatively stable. 
2.3.1.5 Diabetic Macular Edema 
Diabetic macular edema (DME) corresponds to protein and fluid growth within the retina, 
specifically at the inner nuclear and outer plexiform layers, as a non-distinct response to 
the blood vessels of the retinal barriers. DME is a complication of DR. In 
DME, the macula swells with fluid leaked from the damaged blood vessels. DME is also 
the main reason for central blindness in patients with diabetes mellitus and following 
intraocular operations (Spaeth et al., 2011). According to Cohen and Gardner (2015) the 
DME occurs if one of the resulting conditions is fulfilled: 
1. There exists swelling/thickening of the retina including the centre of the retina 
(macula) or the area within 500 μ of it. 
2. Hard exudates are present at or within 500 μ of the centre of the retina with 
swelling next to the retina. 
3. If there are areas or zones of retinal swelling/thickening 1 disk zone or bigger in 
size, and any such area is measured within 1 disk distance of the macula centre. 
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2.4 Age-related Macular Degeneration (AMD) 
AMD is a common eye disease that generally afflicts elderly adult and causes vision loss 
in the macula owing to damage of the retina. A blurred zone near the macula is a frequent 
manifestation. In the long run, this blurred area may become larger, or blank spots may 
develop in central vision. AMD occurs in three different forms depending on the number 
and size of drusen under the retina. 
1. Early AMD: Generally, people with early AMD do not experience vision loss, 
and medium-sized drusen are common signs. 
2. Intermediate AMD: Intermediate AMD may cause some vision loss. Large 
drusen, pigment changes in the retina or both are typically found in people 
affected. 
3. Late AMD: Late AMD has two forms: dry and wet AMD. The former (geographic 
atrophy), is progressive damage of the light-sensitive cells in the macula which 
may lead to central vision loss. The latter (neovascular) form is characterised by 
the growth of abnormal blood vessels underneath the retina that can leak fluid and 
blood, blurring or distorting central vision. 
2.5 Retinal Imaging Techniques  
Retinal imaging techniques are developed in order to capture images of the retina 
morphology effectively and to model changes over time. Fundus photography, optical 
coherence tomography (OCT) and fluorescein angiography are retinal imaging 
techniques that are widely used for the detection of diabetic retinopathy (Lavinsky et al., 
2017). 
2.5.1 Retinal Imaging Tools and Acquisition  
Retinal images are acquired by a highly specialized camera called the fundus camera. In 
fact, retinal images play an important role in diagnosing several eye disease; for instance, 
diabetic retinopathy (DR) and age-related macular degeneration (AMD). For many years 
in ophthalmoscopy, fundus photography, fluorescein angiography, and diagnostic 
ultrasound have been considered the only retinal imaging modalities. 
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Recently, different techniques have been introduced, including indocyanine angiography, 
scanning laser ophthalmoscopy (SLO), optical coherence tomography (OCT), and 
infrared imaging. Additionally, digital technology permits easy data processing and 
storage as well as enabling the exchange of images worldwide (Heimann et al., 2006). 
 
 
Figure 2.7. Examples of retinal images: (a) healthy; (b) diabetic retinopathy; (c) age-related 
macular degeneration 
Typically, ophthalmoscopy, or fundoscopy, is used to determine the health status of retina 
and vitreous humor. There are two forms of ophthalmoscope: direct and indirect. The first 
type is a measurement device the size of a minor flashlight with several lenses that have 
an amplification up to 15 periods. The second type is provided with a light attached to a 
head, which can provide a wider view of the inside of the eye. Fundus photography is 
frequently used to create a picture of the eye’s internal surface, involving the retinal, 
macula, and optic disc, through the dilated pupil of the patient to enhance image quality. 
It helps transfer images via networks for remote viewing by specialists or trained medical 
professionals. In addition, it allows for large-scale screening programme, which are a key 
tool in preventing diabetic retinopathy and deterioration in induced vision that can lead 
to blindness.  
Usually, the fundus camera is a low-slung effect optical microscope with camera attached, 
which provides an upright magnified fundus view. A fundus with an angle of 30° is 
considered the typical view angle, creating 2.5𝑥 magnification. A fundus camera with a 
wide-angle lens can capture images from 45° to 140° and deliver a smaller degree of 
magnification. Meanwhile, narrower angle fundus cameras have viewing angles of 20° or 
less (Saine and Tyler, 2002). Figure 2.7 shows different examples of retinal fundus 
CHAPTER 2: MEDICAL BACKGROUND ON THE STRUCTURE OF THE EYE AND 
STATE-OF-THE-ART RETINAL ANALYSIS 
20 
 
images. Figure 2.8 shows an OCT scan containing different colour-coded layers of the 
retina. 
 
 
Figure 2.8. A fundus camera taken from Topcon Medical. The display screen shows the 
captured retinogram. The electronic flash generates and focuses light (Stringa et al., 2017). 
 
According to Abràmoff et al. (2010), fundus imaging can be defined as any process 
involving a 2D demonstration of the 3D retinal structures estimated in the image channel 
and acquired using light reflection, such that the intensities of the image can represent the 
total amount of light reflected. Furthermore, various techniques and modalities belonging 
to the fundus-imaging category are grouped together as discussed in Table 2.2 Different 
fundus imaging modalities (Abràmoff et al., 2010). 
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Table 2.2 Different fundus imaging modalities (Abràmoff et al., 2010). 
Name Description 
Fundus photography At a specific wavelength, image intensities 
correspond to the amount of reflected light. This 
includes red-free, where the red colour is filtered 
out from the imaging light, enhancing the contrast 
of vessels and other structures. 
Colour Fundus Photography The retina is fully examined in colour by means 
of white light illumination. Subsequently, image 
intensities represent the amount of reflected 
red, green, and blue wavebands. 
Stereo fundus photography Allows depth estimation by exploiting two or 
more different view angles. 
Hyperspectral imaging Produces multiple specific wavelength bands. 
Potential diseases may be indicated by monitoring 
oxygen consumption in the retina. 
Scanning laser 
ophthalmoscopy (SLO) 
Provides sharp retinal images by a single-
wavelength 
laser light obtained sequentially in time 
which can reach the surface of the retina and 
record its surface details. 
Adaptive optics scanning 
laser ophthalmoscopy 
(AOSLO) 
Optical light is corrected by modelling the 
deviation in its wavefront. 
Fluorescein angiography Image intensities constitute the amounts of 
photons emitted from photosensitive materials, 
i.e. fluorescein or indocyanine green fluorophore 
injected into the patient’s bloodstream. 
 
Ophthalmic ultrasound becomes increasingly important when doctors cannot see the 
retina due to bleeding inside the eye, severe cataracts, or corneal scarring. This technique 
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is similar to the typical ultrasound used to scan different organs of human body, where 
sound waves are sent from a probe placed on the eye to provide sonar images of the inside 
of the eye (Nowozin et al., 2007). Essentially, optical coherence tomography (OCT) is an 
emerging technique that provides depth resolved, high-resolution images of biological 
tissue in real time and demonstrates great potential for imaging. Furthermore, the OCT is 
based on the fundamentals of low coherence interferometry, in order to measure the echo 
time delay of back-scattered light in the sample in the same manner as A-Scan ultrasound 
acquisition. A temporally and spatially low coherent beam of light (generated from a laser 
diode) is split into two disjoint paths. One is directed into the sample, whereas the other 
is directed into a reference mirror (at a known but variable distance from the source). 
Light from both beams is then reflected and overlaps within a fibre-optic interferometer 
(Broecker and Dunbar, 2005). Figure 2.4 shows an example of an OCT image of a normal 
human macula. 
In conclusion, this chapter has summarised the anatomy of the eye as well as the overall 
arrangement of retinal layers. It has also discussed retinal imaging modalities, clinical 
lesions of the retina, and diabetic diseases. Then, retinal imaging techniques have been 
discussed.  The next chapter reviews the literature regarding the retinal imaging diagnosis 
diseases used to discriminate between exudates and drusen lesions. 
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 LITERATURE REVIEW OF RETINAL IMAGE ANALYSIS 
FOR DISEASE DIAGNOSIS 
3.1 Introduction 
Retinal image data is not always of the best quality, due to unwanted features such as 
colour variations, noise and lighting effects (Russ, 2016). Therefore, an image pre-
processing stage is an essential step to enhance images prior to the application of testing 
techniques such as data mining methods. The quality of retinal images might be affected 
by a number of factors that are difficult to control, namely: (i) the subject's eye movement 
during the image acquisition process; (ii) pupil dilation; (iii) the presence of other retinal 
pathologies such as cataracts that block the light from reaching the retina; and (iv) 
photographer's skill and tiredness. 
If any of these factors affect the quality of the images, the most common defects in retinal 
images are non-uniform illumination and colour variations. Colour variation within 
retinal images causes problems in distinguishing exudates from retinal backgrounds 
where in some cases the exudates may appear darker than or a similar colour to the retinal 
background as opposed to the more normal lighter colouring associated with exudates 
(Foracchia et al., 2005, Osareh, 2004). Therefore, images where exudates are present may 
be incorrectly classified as normal images, and vice versa.  
3.2 Retinal Image Processing Techniques 
This chapter describes a number of image processing techniques that have been applied 
to retinal images, which are relevant to the work described in this thesis. The aim of such 
techniques is to enhance the retinal image as well as to remove unwanted features from 
the images. This chapter explains how the image defects caused by the factors mentioned 
above can be corrected, and this includes four operations, namely: (i) image pre-
processing, which includes image enhancement and noise removal; (ii) optic disc 
elimination; (iii) feature extraction; and (iv) exudate detection. 
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3.2.1 Image Pre-processing  
The human retina has three main sections. The optic disc (OD) is the point of exit of the 
optic nerve and there are no light receptors in this area, so it is also known as the blind 
spot. The fovea defines the centre of the retina and is located in the centre of the macula, 
which is the region of highest visual acuity, and exudates are bright yellow spots on the 
surface of the retina (Welfer et al., 2010). 
Morphological and reconstruction operations are well-known technique tools to 
differentiate images of exudates into different types. Moreover, these operations are also 
capable of distinguishing between extremely complex images with overlapping or 
extracted components (Srisukkham et al., 2013, Omar et al., 2014), and they have been 
used in many research fields such as medicine, biomedicine, industry, computer vision, 
remote sensing, computer aided design, video coding and many more (Sun and Luo, 
2009). Although extensive research has been conducted on exudate segmentation, this 
process of segmentation focus on various challenges such as the presence of noise, 
textured regions, low contrast, overlapping, and the size and intensity of the images 
(Gonzalez and Ballarin, 2009). 
In particular, the optic disc and exudates show great similarities and high levels of 
variation in the intensity band of colour fundus images. Thus, the detection of exudates 
is a challenging task but is also very important in the diagnosis of diabetic retinopathy 
(Omar et al., 2016). 
Youssef et al. (2010) proposed a method to detect areas of higher intensities, yellow 
colour, high contrast and contours. At first, they eliminated the blood vessels and the optic 
disc from images via edge detection, which gave an initial estimate of the exudates. 
Youssef et al. (2010) then used also a morphological reconstruction algorithm to achieve 
a final estimate of the exudates. In the work of Sánchez et al. (2009), Sánchez et al. (2010) 
the optic disc was automatically localized and masked out based on a regional maxima 
algorithm and the Hough transform. Morphological operations were then applied to 
segment the exudates.  
Retinal image acquisition using a low-cost fundus camera is the most widely used 
method. However, the segmentation of bright lesions and subsequent follow–up 
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operations are not easy. This is due to the presence of anatomical structures with highly 
correlated pixels from the lesion, illumination variability, and the movement of the eye 
during the examination of the patient (Omar et al., 2014). 
Omar et al. (2014) proposed a fast and efficient algorithm to extract exudates in colour 
fundus images. The proposed method is based on mathematical morphology and 
reconstruction operations and has two phases: (1) the elimination of blood vessels and the 
extraction of exudates; and (2) the detection of the optic disc, which is used to 
differentiate it from exudates (Omar et al., 2014). At this current stage of the work, 
exudates are detected using mathematical morphology and reconstruction techniques. An 
important step in the extraction process is to remove prominent structures in the retina, 
such as blood vessels and the optic disc (Acharya et al., 2009). This stage can be separated 
into three sub-stages, namely: pre-processing, optic disc elimination and exudate 
detection, which are explained in detail in the next sections. In the pre-processing phase, 
the RGB image in the original fundus image is converted in to HSI colour space. Then, 
the median filter is applied to the intensity band (I-band) of the image in order to suppress 
noise (Kirchner and Fridrich, 2010). Next, contrast-limited adaptive histogram 
equalization is applied so as to enhance contrast in order to prevent the over-saturation of 
homogeneous areas in the retinal image (Vij and Singh, 2009). The Gaussian function is 
also applied to remove noise (Jayakumari and Santhanam, 2007). In image processing, 
a Gaussian blur (also known as Gaussian smoothing) is the result of blurring an image by 
a Gaussian function. It is a widely used effect in image processing, typically to 
reduce image noise and reduce detail. After that, the colour fundus image is transformed 
into an HSI image and its intensity band is used for further processing (Sopharak et al., 
2009, Sopharak et al., 2010). The results of these pre-processing operations are shown in 
Figure 3.1. Since the optic disc and exudates exhibit similarities and show high intensity 
values in the intensity band, therefore the optic disc needs to be eliminated. Also it is 
well-known that the object with the largest circular shape in a fundus image will be the 
optic disc (Sopharak et al., 2008, Kavitha and Duraiswamy, 2011). 
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Figure 3.1. Images from the pre-processing phase (I1): a. RGB image; b. HSI space; c. image of 
intensity band; d. image after a median filter is applied; e. adaptive histogram equalisation 
technique; f. Gaussian function. 
3.2.2 Optic Disc Elimination 
At first, the closing operator with a flat disc shape structuring element is applied to the 
preprocessed image (Maragos and Schafer, 1990). The image obtained is converted in to 
binary format using a thresholding technique. Thresholding can be used to represent gray-
level images by binary images, where the white background region could be represented 
by 0 and the shaded foreground could be represented by 1.  
With this algorithm, the optic disc is eliminated before exudate detection, since both types 
of objects are of similar colour and intensity. The image is obtained after applying the 
morphological closing operator with a flat disc to eliminate high contrast blood vessels. 
Then, the optic disc can be extracted as it is the largest circular object in the fundus image. 
A weighting of 1.6 is used in Nilblack’s method for thresholding. The region containing 
the optic disc is brighter than other regions in the retinal image.  
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Nilblack’s method and the regionprops function are used to obtain the binary format. The 
largest connected object which provides a value of high density from these two methods 
is considered to be the optic disc. The image obtained after applying Nilblack’s method 
shows high compactness in the large circular object (Omar et al., 2014).  
Although the Hough transformation technique can also be used to isolate the optic disc in 
retinal images, the results are not always accurate when its shape is not circular (e.g. oval). 
(Sekhar et al., 2008). Thus, the Hough transform is not a reliable technique in detecting 
the optic disc since not all retinal images include circular optic discs. Therefore, the optic 
disc is detected and localized with the assist of once the modified regionprops function 
by combining the object’s area and perimeter to isolate it as shown in Figure 3.2 (Omar 
et al., 2014). 
 
Figure 3.2. Images obtained during optic disc elimination (I2); a. closing operation technique; b. 
Nilblack’s technique  is used for image thresholding; c. large circular object is detected using 
the modified regionprops function; d. results obtained from the pre-processed image after the 
optic disc is isolated. 
 
Sopharak et al. (2010) also proposed an algorithm based on the enhancement of contrast 
in the histogram equalization of the RGB image. A morphological closing operator was 
used to remove the vessels. Then an entropy feature was used to find and remove the optic 
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disc area. Morphological reconstruction based on a dilation operation was applied in order 
to segment exudates. 
3.2.3 Feature Extraction 
Applications to extract texture and colour features have many potential uses in the field 
of biomedical image analysis. A set of texture and colour features can be analyzed for the 
purpose of the more accurate detection of drusens and exudates in the identification of 
the presence and classification of DR and AMD disease patterns from retinal lesions. 
These features are described as follows. 
3.2.3.1 Granulometry morphological features (Gran):  
Granulometry characterizes and measures the size distribution of image objects (Ifeachor 
and Jervis, 2002). This approach is based on sequences of different sizes of morphology 
opening operations. In this method, the difference between the original image and the 
opening image is estimated, and the total of pixels are kept as one bin histogram.  
In order to create the size distribution histogram, opening operations with in structural 
element (SE) of a disk shape with different radius pixels are used. By using this method 
with the green plane of the image. For this reason, the similar step is used to the green 
plane however, in this example for each resultant image the mean value of the intensity 
is estimated after masking it. This granulometry method is applied to the area open 
operation (Acton et al., 2008) as an alternative of the opening operator convention. 
Furthermore, the granulometry technique has the ability to discriminate the drusen lesion 
in AMD disease from non-lesion. 
3.2.3.2 Histogram of oriented gradient (HOG):  
The HOG was first presented by Dalal and Triggs (2005) in the context of person 
detection in images to extract shape information. According to their approach, the HOG 
aims to describe the image by splitting it into patches and computing histograms of 
oriented gradients for each patch and then all histograms are merged. This method has 
been adopted in this work to extract new features from local patches. The calculation of 
descriptors is conducted in the following steps: 
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1. Calculate vertical 𝐺𝑉 and  horizontal 𝐺𝐻  image gradient by filtering with 
[−1 0 1] 
2. Calculate both the orientation and norm of the gradient: 
𝑁𝐺 (𝑥, 𝑦) = √𝐺𝐻(𝑥, 𝑦)2 + 𝐺𝑉(𝑥, 𝑦)2                                                                    3. 1        
𝑂𝐺(𝑥, 𝑦) = 𝑎𝑡𝑎 𝑛 (
𝐺𝐻(𝑥, 𝑦)
𝐺𝑉(𝑥, 𝑦)
)                                                                          3. 2 
3. Divide image by the number of cells. 
4. Calculate a histogram for each cell. 
5. All histograms within a block of cells are normalised. 
Finally, the desired descriptor is acquired by grouping histograms that are normalised to 
a single vector. On the other hand, there are still some limitations to this method. For 
example, the computational complexity of over-size dimensions and the deprived global 
information of descriptors. 
3.2.4 Exudate Detection 
After the optic disc has been eliminated, the next step is to extract exudates. The 
morphological closing operator with a flat disc shape structuring element is applied to 
remove blood vessels, as both these and exudates display high contrast. A morphological 
closing operator with a flat disc shape structuring element of a radius of 10 pixels is 
applied to eliminate the high contrast blood vessels in the fundus images before applying 
thresholding techniques. This protects objects shaped like the optic disc, since it may not 
appear as a circular object in some retinal images (Gregory, 2015),(Omar et al., 2014).  
The triangle method (Coudray et al., 2007) is used to obtain the thresholded image after 
enhancing the local contrast. Since the detection of exudates can be confused by the 
borders of both the optic disc and the images of certain other objects, the closing and 
opening operators are also used to remove image borders from the thresholded image in 
order to obtain closely distributed exudates. After that, flood filling is applied to all holes. 
Since, in some retinal images, the optic disc is close to the borders, and in others this is 
not the case, the modified regionprops function technique is used to isolate the optic disc. 
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Next, a marker image mask is applied for morphological reconstruction (Gonzalez et al., 
2008, Vincent, 1992). During morphological reconstruction, the peaks in the marker 
image are dilated and eroded until the contour of the marker image fits under the mask 
image. The difference between the image obtained in the previous step and the intensity 
band of the original image is taken for thresholding. The thresholded image obtained is 
superimposed on the original fundus image to extract the exudate, as shown in Figure 3.3 
(Omar et al., 2014). The proposed method was tested on images from the DIARETDB1 
database in order to evaluate the system (Kauppi et al., 2007). The performance of the 
algorithm was evaluated by comparing the resulting extraction with ground truth images. 
To evaluate the performance of the classifier, a measurement of sensitivity is used which 
is the proportion of the real exudate pixels that are detected.  
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Figure 3.3. Images obtained during exudate detection (I3): a. closing operation technique; b. 
technique of standard deviation; c. triangle method for thresholded image; d. borders removed 
using closing operator; e. holes are filled; f. OD eliminated using modified regionprops 
techniques; g. mask of marker image; h. reconstructed morphological image; i. thresholded 
image; j. exudates obtained superimposed on original image and marked in green. 
 
In comparison to previously published techniques, the proposed method  achieved an 
average sensitivity of 85.39% (Omar et al., 2014), whereas the average sensitivity of other 
methods ranged from 43.48% (Sopharak et al., 2010), to 70.48% (Welfer et al., 2010) and 
78.28% (Eadgahi and Pourreza, 2012). This shows that exudate detection using the 
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proposed method has significantly improved upon the results achieved using other 
methods in terms of sensitivity. 
Welfer et al. (2010) applied mathematical morphology using the lightness, L, of the 
perceptually uniform LUV colour space where intensity fluctuations in the L channel 
were smaller than those in RGB. They applied a morphological contrast enhancement 
method using top-hat morphological techniques and a regional minima operation and 
thresholding for the detection of exudates. Eadgahi et al. (Eadgahi and Pourreza, 2012) 
proposed a method based on morphological operations. The green component was firstly 
taken from retinal images in a pre-processing stage. Then, the optic disc and blood vessels 
were eliminated from the image. Finally, the exudates were segmented by a combination 
of morphological operations such as top-hat, bottom-hat and reconstruction operations. 
In the work of Ravishankar et al. (2009) and Kumari et al. (2010), blood vessels of 
different thickness were extracted using opening and closing morphological operations. 
Exudates were detected using the opening and closing operations with different sizes of 
structuring elements (SEs). The optic disc was obtained by subtracting the blood vessel 
image from the image of the detected exudates. Since both the exudates and the optic disc 
have similar features such as high gray levels and shapes, the optic disc is eliminated in 
most methods in order to reduce false positive rates.  
Although the techniques previously presented have provided methods to identify 
exudates, these authors did not state clearly how optic discs are eliminated when in 
different locations. However, research has shown that exudate segmentation is a 
challenging problem due to the variability of illumination (Omar et al., 2014). Therefore, 
a bag of features (BoF) technique is used to overcome these problems and details of this 
approach are explained in chapter 6. 
3.2.5 Equality Measurement 
As a simple baseline for comparison, the performance for each parameter is measured by 
comparing the detection results with ophthalmologists’ hand-drawn ground truth. Nine 
performance measurements, namely true positives (TPs, the number of lesion pixels 
correctly detected), false positives (FPs, a number of non-lesion pixels detected wrongly 
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as lesion pixels), false negatives (FNs, the number of lesion pixels that are not detected), 
true negatives (TNs, the number of non-lesion pixels which are correctly identified as 
non-lesion pixels), sensitivity (Sen), specificity (Spec), accuracy (Acc) and area under 
curve (AUC) are calculated (Attia, 2003, Kallergi, 2005). Equations 3-6 show the 
computation of the parameters of sensitivity, specificity, accuracy and area under curve 
respectively: 
𝑆𝑒𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
                                                                           3. 3  
𝑆𝑝𝑒𝑐 =
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
                                                                        3. 4 
𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                     3. 5  
𝐴𝑈𝐶 =  
1
2
(
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
+ 
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
)                                           3. 6  
3.3 Automatic Detection and Classification of Lesions 
The growing prevalence of diabetes worldwide increases the total of cases that essential 
to be investigated by ophthalmologists. Additionally, the lack of professional experts and 
the high cost of physical examination prevent many people from receiving adequate 
treatment. Computer-aided detection (CAD) systems for retinal lesions associated with 
diabetes can offer various interesting benefits in terms of both diagnosis and clinical 
effort. Such systems give the opportunity to investigate a large number of images, and, 
typical examination costs can also be reduced as a consequence of reducing the workload 
of trained graders. Previous work describes three main important stages in the detection 
of retinal lesions and features in a wide variety of CAD systems. The first phase is pre-
processing to compensate for the great variability of retinal images. The most preferred 
choice is to consider the green band of images because it provides a high contrast between 
different structures and retinal lesions. Extracting retinal lesions is the second phase, and 
feature selection techniques are the process most commonly performed to eliminate 
undesirable features. The last phase is to classify retinal lesions as healthy or non-healthy 
retinal images. Table 3.1 summarizes the different approaches used to classify retinal 
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lesions in terms of pre-processing, methodology, features, classification, the size of the 
dataset, and performance measurements such as accuracy, sensitivity, specificity, and 
area under the curve. 
3.3.1 Automatic Detection and Classification of Exudates 
A study by García et al. (2009) was based on the use of a neural network to extract hard 
exudates from retinal fundus images. The proposed technique consisted of pre-possessing 
and segmentation, and then neural network classifiers were used in the classification stage 
which consisted of the radial basis function (RBF), support vector machine (SVM) and 
multilayer perceptron (MLP). Luminosity and contrast normalization were performed on 
the green channel as a pre-processing step. Next, the enhanced image is subjected to a 
combination of local and global adaptive histogram thresholding in order to detect 
exudate regions to be classified later. Due to the similarity of the optic disk and exudate 
lesions in intensity, the optic disk has to be removed prior to classification. A total of 117 
images were used, and the training set consisted of 50 images. After segmentation, a 
number of regions were extracted which were given labels by experts as exudates or non-
exudates. Beside these, the ground truth of the dataset label is created to train with these 
50 retinal images using the classifier. The test contains 67 retinal images (27 normal 
retinal images and 40 diabetic retinopathy patients). Eighteen features were selected 
including No’s 1-6 where the values of mean and standard deviation (STD) of the colour 
fundus images were inside the region, No’s 7-12 where the mean and STD of the colour 
fundus images had pixels values that belong to a rectangular part near to the region (with 
a distance of 5 pixels), No’s 13-15 were colour fundus images values of the region, No’s 
16 was region of size. Finally, Prewitt operator was used in the perimeter of the region 
for the average of edge values.  
To test the capability of the neural network, tenfold cross-validation was conducted. The 
tests obtained a mean positive predictive value (PPV) of 80.72% and a mean sensitivity 
(SE) of 88.14% using a lesion-based criterion and MLP classifier. Values of 88.49% 
sensitivity and 77.41% of positive predictive value were achieved using the RBF 
classifier, whereas 87.61% sensitivity and 83.51% positive predictive value resulted from 
using the SVM. Values of 100% sensitivity, 81.48% specificity and 92.54% accuracy 
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were achieved using the RBF neural network classifier. The overall results of 100% 
sensitivity, 77.78% specificity and 91.04% accuracy were achieved using the SVM 
classifier. 
Deepak and Sivaswamy (2012) introduced a detection and classification approach to 
assess diabetic macular edema (DME) severity. Here, hard exudates were considered as 
a standard manifestation to assess DME, and the severity rate was assessed based on the 
proximity of the HE to the macula. Detection was achieved with normal retinal images 
using a supervised learning technique, where any deviation from the characteristics of a 
healthy retinal image might be a sign of a non-healthy retina. After that, the macula centre 
was detected automatically, and then the region of interest (ROI) extracted using the 
appropriate circle inside the fundus mask at the centre of the macula, and the optic disc 
was isolated. A method was proposed to generate motion patterns within the ROI, since 
HE may cause a bright smear pattern; however, the textural features of the background 
are smoothed.  In order to create a motion pattern image (MPI), rotated versions of a given 
input image are generated, and then these are rotated images are combined using a mean 
or a maximum function to fuse all intensities at each pixel location. Radon-based features 
are extracted from the image MPI at different angles and the wanted feature vector is then 
constructed by concatenating them from different orientations. Subsequently, using a 
single class classifier, each image can be classified as normal or abnormal hard exudate 
image. The severity of the disease is measured via the metric of rotational asymmetry, 
such that in normal cases the macula is comparatively darker than other regions and is 
characterised by rotational symmetry. However, abnormal cases show asymmetric 
characteristics around the macula. Eight angular samples of the ROI were applied to 
generate eight patches and 10-bin histogram is created for each patch, which is called the 
symmetry measure. Finally, at a given threshold, each ROI can be measured for the risk 
of DME as in the moderate or severe stages. The retinal images were used from four 
different widely used databases: Diaretdb01, Diaretdb12, HEI-MED3, and MESSIDOR4.  
In total, 644 images were used and 367 are of healthy retinal images and 277 are non-
healthy retinal images. In order to ensure the reliability of the result of DME evaluation, 
ten-fold cross-validation was used. As a result, the detection sensitivity was 100% values 
of specificity ranged between 74% and 90%. Immediate referral cases were detected with 
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100% sensitivity and 97% specificity. The accuracy of the severity classification was 81% 
for the moderate stages and 100% for severe. 
Osareh (2006) proposed a method for the automatic identification of retinal HE in colour 
fundus images. The pre-processing in the proposed method combines two steps of retinal 
image normalization via histogram specification and local contrast enhancement. The 
idea is to select a reference image, and then the values of each image are adjusted such 
that its frequency histogram matches the distribution in the reference image.  Next, in 
order to distribute the values of pixels around the local mean, local contrast enhancement 
is applied. This operation is performed on the intensity channel after converting RGB 
images into HSI colour space. The fuzzy C-means (FCM) clustering algorithm is used 
after the pre-processed images are segmented. A total of 18 features are extracted in the 
same manner as in García et al. (2009) study, but with different colour spaces. In the final 
stage, a perceptron neural network with three layers is used for classification purposes, 
with 18 input nodes (selected feature space), a single output node and 15 hidden units. A 
set of 75 colour images were used for training, of which 25 were normal retinal images 
and 50 were abnormal.  
The segmentation results contained a number of exudate and non-exudate regions which 
were labelled by medical experts to obtain a fully labelled training dataset. The 67 colour 
fundus images were used in order to investigate the diagnostic performance of the system. 
The proposed system was able to achieve levels of sensitivity of 95.0%, specificity of 
88.9% for image-based classification with a sensitivity of 93.0%, and a specificity of 
94.1% for lesion-based classification. 
Giancardo et al. (2012)  proposed a method based on the classification of a single feature 
vector for each image to diagnose DME disease. The single feature vector consists of 
three steps in the analysis: the exudate probability map, colour analysis, and wavelet 
analysis. In the first type, the green channel as well as the intensity band from the HSI 
colour space were used. The retinal images are resized to a predefined height maintaining 
the height/width ratio, and then a large median filter whose size is approximately 1/30 the 
height of the fundus image is used after the background image is estimated. The 
normalization is enhanced with morphological reconstruction in order to improve the 
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removal of the nerve fibre layer and the edges of the optic nerve structures. The exudate 
probability map is obtained by hard thresholding. The field of view (the black area in the 
retinal image) is applied using a region growing approach with four seeds located at the 
angles of a down sampled version of the image; and the optic disk is removed as is 
common to all approaches in previous work. The Kirsch compass kernel technique is used 
with the probability map to select exudate candidates, each of which is assigned a score. 
In the second type of analysis, the colours of a new input image are equalized to a 
reference image by taking into account the scalar mean and standard deviation of that 
image. In the final stage, the second level of stationary Haar wavelet analysis is 
implemented with the intensity band of the HSI colour space. Colour and shape features 
such as Avg, Std, Max, Min and Med are extracted from different colour spaces via two 
different approaches. The exudate probability map is transformed in to two binary masks 
which are superimposed on the colour analysis and wavelet analysis results. The map of 
exudate probability is then applied to weigh the analysis results based pixel level. 
Four different classifiers are used to evaluate system performance, and the results indicate 
that the SVM with a linear kernel achieves the best performance. The authors stated a 
new accessible database (HIE-MED) which consists of 169 images of patients from 
several ethnic groups and DME levels. By applying the proposed method to this database 
and two other widely available databases (DIARETDB1and MESSIDOR) they were able 
to achieve values of the area under curve (AUC) between 0.88 and 0.94 depending on the 
features and dataset used. 
3.3.2 Automatic Detection and Classification of Drusen 
Hijazi et al. (2011b) proposed a method to classify retinal images as either age-related 
macular degeneration (AMD) or non-AMD by adopting a case-based reasoning (CBR) 
approach. The CBR consists of three stages, which are image pre-processing; spatial 
histogram generation and feature selection. The first stage includes two steps of the 
enhancement of the image and retinal segmentation. In the first step, colour normalization 
is used to increase the visibility of the main retinal anatomy, and contrast enhancement 
technique is applied as well. In the second step, 2D Gabor wavelet filters are applied to 
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identify the pixel, which is classified either as vessel or non-vessel using a Bayesian 
classifier. 
Usually, the colour histogram is used as a simple way to represent an image for the 
purposes of object identification. In this approach, the number of colours per image is 
quantized (reduced) to reduce computational complexity, and then the retinal image is 
divided in to different regions of the same size. Subsequently, spatial histograms that 
retain the colour and spatial information from the image are computed for each region. 
These histograms are then concatenated into a single-feature histogram. Each retinal 
image is thus characterised as a histogram sequences, with each encapsulated as a time-
sequence curve where the x-axis signifies the histogram bins and the y-axis the number 
of pixels contained in each bin (Hijazi et al., 2011b). The feature selection process 
subsequently reduces the number of features by removing irrelevant (redundant) features, 
using a class reparability based method (the Kullback-Leibler distance measure). Finally, 
new cases are categorised according to the case base (CB) in terms of the similarity of 
cases, since the histogram in the CB can be represented as a time-series curve and a 
similarity measure can be achieved via dynamic time-wrapping (DTW). In order to 
measure system performance, a tenfold cross-validation method is applied, in and 
addition, two parameters are introduced which are the T parameter (number of selected 
features) and the number of bins. The best results were obtained with a T parameter of 
five and a small number of 32 colour bins where values of specificity, sensitivity, and 
accuracy achieved were 74%, 79%, and 77% respectively for a total of 144 retinal images 
described as 86 AMD and 58 non-AMD (Hijazi et al., 2011b). 
Akram et al. (2013b) suggested a method to segment drusen lesions automatically in 
retinal images to diagnose AMD. The proposed algorithm incorporates three steps. 
Firstly, dark regions are eliminated using morphological closing, and after that image, 
intensity enhancement is performed using the adaptive histogram equalization technique. 
Secondly, Gabor kernel-based filter banks are used in order to find all possible bright 
lesions in candidate selection. The optic disk is eliminated using the Hough transform. 
Finally, various features are computed, such as average boundary intensity, area, 
minimum boundary intensity, compactness, maximum boundary intensity, mean hue, 
mean saturation, mean intensity value, and mean gradient magnitude. For classification 
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performance, the least-square support vector machine is adopted. Images were used from 
the STARE dataset, which includes 400 images 58 of which contain drusen. The levels 
of accuracy, sensitivity, and specificity achieved were 97%, 95% and 98.4% respectively. 
The proposed system was compared with ground truth data and these parameters 
computed. The system achieved 100% accuracy in finding drusen at image level. 
Zheng et al. (2013a) introduced a system which combines a set of pattern recognition, 
computer vision, and machine learning algorithms. Image pre-processing incorporates 
image denoising (non-local mean filtering), retina mask generation (image thresholding 
and morphological erosion), illumination correction, and colour transfer to return all test 
images in similar colours. The detection strategy follows two consecutive procedures of 
pixel-wise and then group-wise classification. The idea of the former is to detect whether 
or not a pixel is a drusen using colour image descriptors (Hessian features) and multi-
scale local descriptors (total variation features). Ada-boost was used for feature selection 
and the least-square support vector machine for classification. The false positive 
components from pixel-wise classification are removed using the group-wise 
classification and least square support vector machine classifier. The system’s validation 
compares the results using drusen segmentation on a pixel-by-pixel basis. Two different 
datasets were used as follows: 50 images from CAPT7 and 88 from AMISH. Accuracy 
levels between 80% and 86%, sensitivity between 82% and 87%, and specificity between 
71% and 78% were achieved based on this dataset. 
Hijazi et al. (2011a) proposed another approach which relies on image circular and 
angular decomposition. The result of the decomposition stage is a set of images 
represented as trees. To determine the most frequently occurring sub-trees, a weighted 
frequent sub-tree mining approach is used. The training input data is adjusted in a vector 
representation form (with one vector per image) through a linear support vector machine 
to reduce the dimensionality of the selected features, and the weighted most frequent sub-
trees are then employed. In the final classification stage, a support vector machine and 
naive Bayes are then used as two classifiers. Two different publicly available databases, 
ARIA5 and STARE6, a total of 258 images including 160 AMD and 98 normal were 
used. The classifier’s performance was evaluated through class classification using 
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tenfold cross-validation. An accuracy level of 100% was achieved with the SVM and 
similar results of 95% accuracy with the naive Bayes classifier.  
3.3.3 Automatic Detection and Discrimination of Drusen and 
Exudates 
van Grinsven et al. (2013) designed an algorithm to discriminate between exudates and 
drusen automatically. The algorithm starts by partitioning the retinal image, after the 
mean subtraction of the colour channels, into a fixed number of squared patches. The first 
feature sets appropriate for discriminating between healthy and non-healthy images are 
as follows: RGB; YCbCr and HSV colour space as colour histogram features. 
Additionally, histogram of oriented gradients (HOG) descriptor, local binary pattern 
(LBP) and granulometry with different scales; histogram of laplacian of gaussian features 
were used. The second feature sets that is suitable to distinguish between drusen and 
exudates, and the colour histogram features are obtained from the green and blue 
channels; Y, H, S channels, V, LBP and HoG features. The two features sets are reduced 
to 24 and 32 dimensional feature vectors using the Ada-Boost technique at the features 
selection stage. By using class validation with 5-fold cross-validation, the features are 
selected empirically. The images are then retrieved and classified by adopting the bag of 
features approach. To retrieve images, similarity measures are applied; for instance, L1-
norm, L2-norm and squared chord. The best results are obtained using the weighted 
squared chord; however, classification is achieved using the weighted nearest neighbour 
method using distance as a similarity metric. Several datasets were employed, including 
STARE, EUGENDA8, and MESSIDOR, with a total of 415 images. Two datasets were 
constructed which were called Set A and Set B and each set was then partitioned into a 
training and testing sets. In this way, the test set contains only images from different 
people and how well the system generalizes can be tested. For image retrieval and 
classification, the accuracy and AUC levels achieved were 0.76 and 0.9 respectively. 
Niemeijer et al. (2007b) developed an algorithm that can automatically detect bright 
lesions in retinal fundus images as well as discriminating between exudates, drusen, and 
cotton wool spots. One hundred and thirty images containing bright lesions are used to 
build the training set. Retinal specialists segment all pixels in these images to be either 
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exudates, drusen, cotton wool spots or retinal image background. Optic discs, vessels, and 
red lesions are enhanced and considered as part of the retinal image background. Three 
hundred retinal images were used to perform diagnostic validation (100 images 
containing lesions and 200 images with no lesions). The overall methodology is 
composed of four stages: probability map generation, bright lesion pixel clusters, bright 
lesion detection, and bright lesion classification. Firstly, the green channel is converted 
using a set of 14 digital filters, so that the bright lesion filter responses are different from 
the filter responses for non-lesion pixels.  Secondly, in order to classify the pixels based 
on filter responses, the k-nearest neighbour (k-NN) classifier is used such that pixels with 
a probability higher than a predetermined threshold are grouped into bright lesion pixel 
clusters. Each bright lesion pixel cluster is usually referred to as a potential lesion. 
Thirdly, a set of potential lesion samples are extracted from the training set so as to discard 
false positive bright lesion clusters by training the second k-NN classifier. Each bright 
lesion pixel cluster is allocated a probability that the pixel cluster is a true bright lesion 
based on a number of features such as cluster contrast in the RGB colour space. The 
system achieved results for area under the curve, sensitivity, and specificity of 95%, 95%, 
and 88% respectively for the detection of any type of bright lesion, and 95%−86%, 
77%−88%, and 70%−93% for the detection of exudates, drusen, and cotton-wool spots 
respectively. 
Deepak et al. (2013) proposed a framework for the detection of bright lesions including 
hard exudates and drusen using visual saliency. In order to enhance local contrast, the 
top-hat filtering technique is applied with a disk-shaped structural element for the given 
image of the green plane. Then, the background of the image is estimated using median 
filtering and is subtracted from the enhanced image to reduce the uneven illumination 
defection. Contrast stretching is performed as a final step in pre-processing prior to 
saliency calculation. In order to detect perceptual objects such as hard exudates and 
drusen, a spectral residual (SR) model is employed for saliency computation. Using the 
generalized motion patterns (GMP) proposed by Cree et al. (2005). Feature extraction is 
performed on the saliency map using GMP by extracting radon features with orientations 
between 0° – 180° with a step of 3° and 256 bins. In this stage, retinal images are classified 
as healthy image or those having lesions using a k-nearest neighbour (k-NN) classifier. 
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Valuable information on the locations of abnormalities in retinal images is provided using 
the saliency map to differentiate either hard exudates or drusen. The saliency image is 
split into a number of square patches of fixed size. If its value of saliency is greater than 
a predetermined threshold, the patch is identified as having lesions. The LBP texture 
features are extracted from the green band of all patches with lesions and each abnormal 
retinal image can be classified as having an HE or drusen lesion using an SVM classifier 
with an RBF kernel function. Five publicly available datasets were used (HEI-MED, 
Diaretdb, MESSIDOR, ARIA, STARE), and values of lesion discrimination and 
detection accuracy are ranged from 0.93 to 0.96 with an area under the curve between 
0.88 and 0.98 depending on the dataset used. 
So far, the different techniques used in the literature to classify retinal images with bright 
lesions such as exudates and drusen have been summarised as shown in Table 3.1. The 
proposed methodology is elaborated in depth in chapter 6.  
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Table 3.1 Summary of methods used to discriminate exudates and drusen. This table shows results for image-based criteria. However, * 
represents a lesion-based criterion. State: the paper uses more than one dataset, L: length of feature, EX: exudates, Dru: drusen, SE: mean 
sensitivity, SP: mean specificity, AC: mean accuracy, AUC: area under the curve, FCV: fold cross-validation, LOOCV: leave-one-out cross-
validation, NNs: neural networks, k-NN: k-nearest neighbour, SVM: support vector machine, LS: least square, LDA: linear discriminant 
analysis, DTW: dynamic time wrapping, GMP: generalized motion pattern, LBP: local binary pattern. 
 
Authors Les-
ions 
Pre-processing Methodology 
[State] 
Features {L} Classifi-
cation 
Dataset Results 
Trai
n 
Test SE% SP% AC% AUC 
García et al. 
(2009) 
EX Luminosity 
normalization 
and contrast 
enhancement 
Global and local 
histogram 
thresholding [x] 
 
Colour and 
shape 
features  
(Broecker and 
Dunbar) 
NNs (10 
FCV) 
50 67 100 92.59 97.01 … 
Deepak and 
Sivaswamy 
(2012) 
EX Not necessary Create motion 
patterns 
of a circular 
ROI [] 
Radon-based 
features 
{36} 
PCA (10 
FCV) 
367 277 … … … 0.92 
Osareh 
(2006)  
EX Histogram 
specification 
and contrast 
enhancement 
FCM clustering 
[x] 
Colour and 
shape 
features  
{18} 
NNs 75 25 93 94.1 … … 
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Giancardo et 
al. (2012) 
EX Image 
normalization 
Colour wavelet 
decomposition 
[] 
Statistical 
features 
(Avg, Std, Max, 
Min, Med) {48} 
SVM 
(LOOC
V) 
169 . . . … … … 0.94 
Omar et al. 
(2016)* 
EX Image 
normalization 
Multiscale LBP 
texture approach 
[x] 
Combination of 
texture features 
k-NN 
and 
RBF-NN 
( FCV) 
1506 800 98.6
8 
94.81 96.73 … 
Hijazi et al. 
(2011b) 
Dru Luminosity 
normalization 
and contrast 
enhancement 
2D Gabor wavelet 
filters [x] 
Spatial 
histograms 
{160} 
DTW 
(10 
FCV) 
144 . . . 79 74 77 … 
Hijazi et al. 
(2011a) 
Dru Luminosity 
normalization 
and contrast 
enhancement 
Angular and 
circular 
decomposition 
[] 
Weighted 
frequent 
sub-graph 
mining 
approach 
{3671} 
SVM 
(10 
FCV) 
258 . . . 100 100 100 … 
Akram et al. 
(2013a)* 
Dru Morphological 
closing 
and histogram 
equalization 
Gabor filter banks 
[x] 
 
Colour and 
shape 
features {10} 
LS-SVM 400 . . . 95 98.4 97 … 
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Zheng et al. 
(2013a)* 
Dru Mean filtering, 
retinal 
mask generation 
and illumination 
correction 
Pixel and group 
based 
classification [] 
Hessian and 
total 
variation 
features 
LS-SVM 88 . . . 87 78 86 … 
Niemeijer et 
al. (2007b) 
Dru & 
EX 
Convolution 
with 
14 digital filters 
Bright lesion 
clustering 
k-NN [x] 
Shape, colour, 
contrast, 
and position 
{83} 
LDA 130 300 95 88 … 0.95 
van 
Grinsven et 
al. (2013) 
Dru & 
EX 
Mean 
subtraction 
Bag of words 
approach [] 
Histograms, 
LOG, 
HOG, LBP, and 
granulometry 
{58 
× no of patches} 
k-NN (5 
FCV) 
225/
379 
36 … … … 0.9 
Deepak et al. 
(2013) 
Dru & 
EX 
Top hat filtering, 
in 
addition to 
contrast 
stretching 
Visual saliency 
map 
and GMP [] 
LBP {256 × no 
of 
patches } 
SVM 
(10 
FCV) 
388 . . . … … … 0.96 
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3.4 Summary and Conclusion 
As discussed above, a variety of methods have been used for lesion segmentation, but many of 
these have serious limitations. For example, the low quality of images affects the separation 
results for dark and bright lesions using segmentation and thresholding techniques, whereas 
other classification methods are concerted on computing power for classification and training 
(Srisukkham et al., 2013). Research has also shown that exudate segmentation is a challenging 
problem due to the variability of illumination. In particular, the optic disc and exudates show 
great similarities in terms of high levels of variation in the intensity band of colour fundus 
images. Thus, the segmentation of exudates and the optic disc is a challenging task in DR 
diagnosis (Omar et al., 2014). 
In attempting to develop automatic computer-aided diagnosis (CAD) systems for diabetic 
retinopathy several methods have been proposed, but the precision achieved in detecting bright 
lesions in retinal images is still a challenge. It has been widely used in previous studies and 
concern on the analysis of vessels measurements for retinal fundus images (Omar et al., 2016). 
For example, reports of existing techniques do not clearly state how exudates are extracted 
when a segmentation process is used. Due to its shape, the fundus image exhibits high 
illumination in its area, whereas the boundaries are dark. Uneven brightness, small lesions, low 
contrast and the existence of other objects in the retina with comparable characteristics, for 
instance the optic disc, make it difficult to identify exudates accurately (Singh and Tripathi, 
2010).  
Exudates are signs of DR and are not easy to detect due to other normal retinal characteristics 
with similar features such as contrast, intensity levels, colour and shape. When digital fundus 
images are captured using cameras with uneven illumination, the detection problem becomes 
even more difficult. However, it has been revealed that LBP texture features (Omar et al., 2016) 
and the BoF approach offers an efficient solution to overcome these issues and this is discussed 
in more detail in chapter 6.  
In conclusion, this chapter has summarised image processing techniques. It also discussed an 
automatic detection and classification of lesions. This chapter also reviewed the literature 
regarding different methods used to discriminate between drusen and exudates and has 
concluded with a chapter summary. As the main goal of this thesis is to render the automatic 
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detection of exudates and drusen in fundus images more suitable for the detection of diabetic 
retinopathy and AMD disease, multiple algorithms are proposed in the relevant domains to 
improve efficiency by either reducing resource (computational) usage or by improving the 
overall accuracy of the proposed algorithms. 
This thesis mainly focuses on improvements in the detection of exudates and drusen by 
developing novel methods for feature extraction that can be easily used in DR and AMD 
diseases diagnosis. As the detection of exudates and drusen extends into many areas of 
computer science, such as medical image processing, optimization, and machine learning are 
the variety of improvements could be possible in each domain, resulting in better outcomes in 
image retinal analysis in terms of computational cost and the accuracy of the abnormalities 
detection. The methods proposed in each key stage are discussed in the subsequent chapters in 
this thesis. 
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 DETECTION AND CLASSIFICATION OF RETINAL FUNDUS 
IMAGE EXUDATES USING REGION BASED MULTISCALE 
LBP TEXTURE APPROACH 
4.1 Introduction  
As mentioned earlier in chapter 2, DR is a primary cause of impaired vision and blindness in 
people of working age in industrial countries. DR is a long-term condition affecting the blood 
vessels in the eye which occurs when high blood sugar levels damage cells in the retina which 
lines the back of the eye. Signs of diabetic retinopathy are found in approximately 33% of 
people with diabetes is 1.8 million of the 37 million cases of blindness globally (Shah, 2008). 
There are two forms of DR: non-proliferative (NPDR) and proliferative diabetic retinopathy 
(PDR). In NPDR, the blood vessels are damaged and more liquid leaks into the eye, leading to 
exudate formation in the retina. In PDR, the blood breaks running in the vessels of the eye. The 
presence of exudates is one of the most significant signs and a primary indication of DR. Figure 
4.1 shows images of a normal retina and one with exudates. 
The retina contains sensitive soft tissue and ophthalmologists usually examine retinal images, 
which are also known as digital fundus images, taken with a digital retinal camera for 
diagnostic purposes.  
 
Figure 4.1. (a) Retinal image with exudates and (b) normal retinal image. 
Exudate is locative positions of random whitish or yellowish patches, varying in shape and 
size. These are the most visible sign of DR and are the most important reason for visual loss in 
the non-proliferative form of DR. Retinal segmented images are classified as abnormal or 
normal by extracting regions based textural characteristics (Li et al., 2014). It is proposed in 
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this chapter that local binary pattern (LBP) texture features can be used for exudate detection. 
LBPs are applied for the textural features of regions of interest (ROIs) in colour retinal images. 
Artificial neural networks (ANNs) are generally used in several fields to overcome the problem 
of non-linear relationships and predictions (Shamshirband et al., 2014a, 2014b, 2014c). The 
ROIs are identified as exudate or non-exudate based on neural networks using the radial basis 
function (RBF) and k-nearest neighbours (k-NNs) classifiers. The proposed technique is then 
evaluated in terms of its sensitivity, specificity and accuracy.  
This chapter is organized as follows. Section 4.2 discusses related work followed by a 
description of the materials and methodology used in Section 4.3. The results are presented in 
Section 4.4, and section 4.5 concludes the chapter.  
4.2 Related Work 
A good number of methods have been proposed for the detection of exudates in the diagnosis 
of DR using high-quality retinal fundus images whereas this work has been implemented with 
different retinal image quality. . Abramoff et al. (2010) proposed an approach to the 
identification of exudates by combining edge detection with the region growing technique. 
Other researchers (Walter et al., 2002) have identified exudates from the green colour channel 
according to gray-level variation in retinal images. Sopharak et al. (2010) suggested an 
automatic technique to classify exudate lesions using the naive Bayes classifier, while 
Karegowda et al. (2011) reported that exudates could be detected in retinal images using the 
back propagation learning technique with a neural network classifier. Here the decision tree 
technique was used to identify important features and the Hough transform and canny edge 
detection methods were also used for optic disk isolation, with mathematical morphological 
operations developed for blood vessel removal. Retinal images have also been classified as 
exudates or non-exudates using a Bayesian classifier (Ege et al., 2000).  
Osareh et al. (2009a) proposed a technique to segment fundus retinal images using the fuzzy 
c-means (FCM) clustering method. Features are extracted and rated using a genetic technique 
and identified by applying a neural network classifier. It has been reported that the green 
channel of retinal fundus images gives high contrast values and provides important information 
for detecting exudates (Youssef et al., 2010), and morphological operations and texture analysis 
methods have been applied to retinal images to detect different stages of DR (Singh and 
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Tripathi, 2010, Youssef et al., 2010). Exudate detection has also been investigated in colour 
retinal images using morphological operations and the modified region-props function (Omar 
et al., 2014), whereas Niemeijer et al. (2007b) used a method to discriminate bright lesions, 
including exudates, drusen and cotton wool spots, from retinal colour images.  
As discussed above, a variety of methods have been used for the detection of exudates, but 
many of these have serious limitations due to the quality of the retinal images. Consequently, 
the quality of fundus images is usually verified by the photographer in the acquisition moment. 
Fundus images should be retaken if the image quality can impair an adequate assessment of 
key features in retina. To capture a high quality fundus image, proper camera-to-eye distance 
should be maintained to avoid haziness and artifacts. As a result, the low quality of images 
affects the separation results for dark and bright lesions using segmentation and thresholding 
techniques thus avoiding any loss of valuable details and information in the regions of interest 
(ROIs) containing exudates, whereas some of them  are concentrated on power computation 
for training and testing classification and. Therefore, a texture feature-based region method has 
been adopted in this research. The ROIs are converted from RGB to the green channel, which 
provides the highest contrast in digital fundus images (Saine, 1984). 
In attempting to develop automatic computer-aided diagnosis (CAD) systems for DR, several 
techniques have been proposed (Ege et al., 2000, Walter et al., 2002, Rema and Pradeepa, 2007, 
Niemeijer et al., 2007b, Osareh et al., 2009a, Singh and Tripathi, 2010, Abramoff et al., 2010, 
Sopharak et al., 2010, Karegowda et al., 2011, Omar et al., 2014). However, precision in 
detecting bright lesions in retinal images is still a challenge. For instance, reports of existing 
methods do not clearly state how exudates are extracted when a segmentation process is used. 
Due to its shape, the fundus image exhibits high illumination in its central area, whereas the 
boundaries are dark. Uneven brightness, small lesions, low contrast and the existence of other 
objects in the retina with comparable characteristics, for instance the optic disc, make it 
difficult to identify exudates accurately (Singh and Tripathi, 2010).  
This chapter proposes a system for automatic exudate detection which can be used for diagnosis 
of DR in its early stages (Omar et al., 2016). This is achieved via the analysis of the texture 
feature patterns in ROIs, which are uncertain regions in a retina. It is worth noting that local 
binary patterns (LBPs) have been used for the segmentation of ROIs in retinal images (Fathi 
and Naghsh-Nilchi, 2013). In this chapter, ROIs are classified into healthy and non-healthy 
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(i.e. containing exudates) states by conducting experiments with two different classifiers: a 
neural network based on the radial basis function (RBF-NN), and the k-nearest neighbour (k-
NN) method.  
4.2.1 Materials and Methodology 
This section provides details of the proposed technique for exudate detection using retinal 
images. Figure 4.2 shows the framework for this method and its different components are 
described below. 
4.2.2 Database Used for Validation 
Retinal fundus images used for the experiments were collected from the publically available 
benchmark DIARETDB0 database (Kauppi et al., 2006). The dataset consists of 130 RGB 
retinal images captured at 500 field of view (FoV) and marked by four specialists whereas 110 
RGB retinal images are abnormal and 20 RGB retinal images are normal. The fundus retinal 
images are stored in png format at a resolutions of 1500×1152 and the regions of interest 
(ROIs) of size 32×32 pixels were used for experiments. These RGB fundus images contain 
different lesions; for example, microaneursysms, haemorrhages and exudates. The database 
also contains the ground truth images, which were used to test the proposed algorithm. 
4.2.3 Image Pre-processing 
A fundus image always needs to be enhanced during a pre-processing stage due to the colour 
profile and non-uniform illumination (Akram et al., 2013a). All ROIs have been extracted and 
the green channel is selected from RGB image, which provides the highest contrast (Akram et 
al., 2013a). However, a segmentation process is not needed, thus avoiding any loss of valuable 
information in the regions of interest (ROIs) containing exudates (Omar et al., 2016). 
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Figure 4.2. Proposed methodology architecture. 
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4.2.4 Acquisition of ROIs 
Each image is divided into regions of interest (ROIs) of size 32×32 pixels. There are two types 
of ROIs, the first being normal fundus images which have not been screened by optometrists 
and the second are abnormal fundus images that have, with exudates marked by four 
optometrists. One thousand healthy and 1306 non-healthy regions were collected manually for 
the experiments and for the validation of the proposed method. This gives a total of 2306 sub-
images used in the experiments. 
4.2.5 Region Texture Feature Extraction Using Multi-scale Local 
Binary Patterns 
Texture is one of the most significant features of an image, and the proposed technique for the 
texture extraction features of combines LBP multi-scale features with multiple windows of 
different sizes and versions. By varying the sampling radius, R and combining the LBP images, 
a multiresolution representation based on LBP, called multi-scale local binary patterns (Ojala 
et al., 2002) can be obtained. This representation has been suggested for texture classification 
and the results reported for this application show that its accuracy is better than that of the 
single scale local binary pattern method. The standard LBP operator is not very robust against 
local changes in the texture such as changes in viewpoint or illumination of retinal images. As 
a result, local features computed in a 3 × 3 neighbourhood cannot capture large scale structures 
that may be the only relevant texture features. In order to solve this problem, it is important to 
extend this idea to a multi resolution LBP operator (Huang et al., 2009). The new idea is to use 
a set of points equally spaced on a circle centred at a pixel to be labelled. Thus, this permits 
any radius and number of sampling points. If a sampling point doesn’t fall in the centre of a 
pixel, bilinear interpolation is used.  
Another extension using uniform patterns is proposed, which can be applied in order to reduce 
the length of the feature vector while keeping its discriminative power. A LBP pattern is called 
uniform if the binary pattern encompasses maximum two bitwise transitions from 0−1 or from 
1−0. For instance, the patterns (00000000) (no transitions), (01110000) (two transitions) are 
uniform, whereas (11001001) (4 transitions) and (01010010) (6 transitions) are not uniform. 
This constraint reduces the number of the LBP patterns from 256 to 58 for eight points (Luo, 
2012). 
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The local binary patterns (LBPs) are used to extract features at different multi-scales. The 
texture descriptor of the LBP is used to extract features of ROIs (Pietikäinen et al., 2011). 
Different versions of LBP have been suggested, including uniform (u2), rotation invariant (ri) 
and rotation invariant uniform (riu2) and the LBP descriptors size was used of the LBP8,1
u2 
combined with LBP16,1
riu2 and LBP16,2
riu2 (Ojala et al., 2002). The first step in the LBP is to produce 
a label for each pixel in the image, where the label is found based on the local neighbourhood 
of the pixel which is defined by a radius, 𝑅, and a number of points, 𝑃. The neighbouring pixels 
are thresholded with respect to the gray value of the central pixel of the neighbourhood, 
generating a binary pattern. The value of an LBP label is obtained for every pixel by summing 
the binary pattern weighted with powers of 2 as follows: 
 
Figure 4.3. LBP computation: (a) gray values of a circular neighbourhood of radius 1 and 8 samples; 
(b) thresholding between the gray value of the neighbourhood and the central pixel. The rotation 
invariant LBP generated is 00101101 (the arrows indicate the order in which the pattern is formed). 
Specifically, the LBP label is obtained as follows:𝐿𝐵𝑃8,1 = 0 × 2
0 +  0 × 21  + 1 × 22 + 0 × 23 +
1 × 24 + 1 × 25 +  0 × 26 + 1 × 27 = 180 
𝐿𝐵𝑃𝑃,𝑅 =  ∑ 𝑠(𝑔𝑝−𝑔𝑐)
𝑃−1
𝑝=0
. 2𝑝        , 𝑠(𝑥)  =  {
1, 𝑖𝑓 𝑥 ≥ 0
0, 𝑖𝑓 𝑥 < 0
                        4. 1     
where 𝑔𝑃 and 𝑔𝐶 are the gray values of the neighbourhood and central pixel respectively and 
𝑃 represents the number of samples in the symmetric circular neighbourhood of radius 𝑅. The 
𝑔𝑃 values are interpolated to fit with a given 𝑅 and 𝑃. The values of the labels depend on the 
size of the neighbourhood (𝑃) . 2𝑃  different binary patterns can be generated in each 
neighbourhood. However, the bits of these patterns must be rotated to the minimum value to 
achieve a rotation-invariant pattern. In the case of 𝑃 = 8, only 36 of the 2𝑃 possible patterns 
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are rotation-invariant, so that 𝐿𝐵𝑃8,𝑅 can have 36 different values. Figure 4.3 shows how LBP 
are calculated for a circular neighbourhood of radius 1 (𝑅 = 1) and 8 samples (𝑃 = 8). 
LBP operators are easy to use and computationally efficient in terms of execution time. The 
advantage of the LBP is its economy of memory use and suitability for real-time applications. 
Moreover, it is powerful against gray-level intensity monotonic changes caused by varying 
illumination and high contrast, hence making it appropriate in the analysis of retinal images. 
The LBP effectively captures small-scale differences in texture and is appropriate for detecting 
exudates (Fathi and Naghsh-Nilchi, 2013). Experiments were contacted using various 
neighbourhoods and radii, and it was found that the 𝐿𝐵𝑃8,1
𝑢2  combined with 𝐿𝐵𝑃16,1
𝑟𝑖𝑢2  and 
𝐿𝐵𝑃16,2
𝑟𝑖𝑢2 gave good results. The histogram of LBP codes is computed to serves as the feature 
vector for the ROIs after calculating the LBP codes. 
4.2.6 Texture Region Classification 
The next stage of the proposed method is region classification, where all features obtained in 
texture feature extraction are fed to the classifier. Classifying these segmented regions into 
abnormal and normal regions is a two-class classification problem. An RBF neural network 
and k-NN classifiers are used at the classification stage. RBF neural networks with linear output 
are often used in pattern classification because appropriate parameters for the basic functions 
can be conveniently chosen using an unsupervised technique (Turnbull and Elkan, 2005).  The 
extracted textural features using the LBP technique and LBP histograms were applied to serve 
for RBF neural networks in classifying ROIs into normal and non-healthy regions. The input 
information is used to decide which of the two classes each ROI belongs to. 
A radial basis function (RBF) network is embedded into a neural network, where each hidden 
unit implements a radial activated function. The output units implement a weighted sum of 
hidden unit outputs. The input into an RBF neural network is non-linear, while the output is 
linear. Generally, the RBF neural network is a three-layer, feed-forward network that consists 
of one input layer, one hidden layer, and one output layer. Various functions have been tested 
as activation functions for RBF neural networks such as the Gaussian activation function shown 
in the following equation:  
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∅j  (X) = exp [−
‖X − μj‖
2
2σj
2 ]                                                                        4. 2   
 
For j = 1, … , L  where X  is the input selected 1 − dimensional feature vector, L  is the number 
of hidden units, μj  and σj  are the mean and the standard deviation respectively of the 𝑗
𝑡ℎ 
Gaussian activation function. The norm is Euclidean. The output layer implements a weighted 
sum of hidden-unit outputs: 
Ψk  (X) = ∑ λjk 
L
j=1
ϕj (X)                                                                              4. 3 
 
For k = 1, … , M,  where λjk  are the output weights each corresponding to the connection 
between a hidden unit and an output unit and M represent the number of output units. The 
weights λjk  show the contribution of a hidden unit to the respective output unit. Furthermore, 
the output of the radial basis function is usually limited to the interval (0, 1) using the sigmoidal 
function: 
Yk  (X) =
1
1 + exp [−Ψk (X)]
 , k = 1, … , M                                              4. 4  
 
A training set is an 𝑚 labelled pair {Xi , di} that represents the association of the given mapping 
between texture feature vectors and their desired output. The training mechanism is used  to 
minimize the sum of squared error between the desired outputs di and the actual outputs Yk(X). 
The gradient-descent method is used in this chapter to train the parameters, and thus, μj, σj and 
λjk is updated as follows: 
 Δμj = − ρμ ∇ μj E                                                                                       4. 5 
∆σj = −ρσ 
∂E
∂σj
                                                                                             4. 6 
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 ∆λjk = −ρλ 
∂E
∂λjk
                                                                                        4. 7 
where ρμ , ρσ and ρλ are small positive constants. 
Neural networks based on the radial basis function (RBF) have the advantage of fast learning 
rates, and they have been proven to provide the same level of discrimination as multi-layer 
back propagation (MLP) algorithms in many applications.  
A 3-dimensional texture feature vector which represents the selected texture features of size 38  
feature vector was computed for the 1306 exudate and 1000 non-healthy regions in the dataset 
(Kubat, 1999). Ten-fold cross-validation was also used to train and test the generalization 
ability of the NNs, as this gives an estimation of the prediction risk (Moody, 1994). However, 
the k-nearest neighbour (k-NN) classifier was also tested in the experiments. 
4.3 Results and Discussion 
The performance of the proposed technique has been tested and evaluated on the DIARETDB0 
dataset (Kauppi et al., 2006). The dataset consists of 1306 abnormal and 1000 normal regions. 
The experiment was conducted using 10-fold cross-validation for both the RBF neural network 
and k-NN classifiers.  
The usual method employed to evaluate the performance of algorithms in image processing is 
by determining the ability to make decisions compared with the ground truth data. The 
proposed system was evaluated using the commonly used measurements of sensitivity (Sen), 
specificity (Spec), positive predictive value (PPV). These parameters were computed using the 
following equations: 
𝑆𝑒𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
                                                                                             4. 8  
𝑆𝑝𝑒𝑐 =
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
                                                                                          4. 9 
𝑃𝑃𝑉 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
                                                                                          4. 10  
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where: 
TP (true positive) is an exudate region correctly classified by the classifier. 
FP (false positive) is a non-exudate region wrongly classified as an exudate region by the 
classifier. 
TN (true negative) is a non-exudate region correctly classified by the classifier. 
FN (false negative) is an exudate region wrongly classified as a non-exudate region by the 
classifier. 
The first set of experiments has been conducted with different LBP variants by varying the 
number of samples in the neighbourhood taken with different of values radius. Then, the LBP 
codes were computed from the exudate and non-exudate regions so that the code of the LBP 
histogram was computed to work as an ROI feature vector. These feature vectors were then 
allocated the class labels A and N as vectors calculated from the ROIs and identified as being 
exudates or normal with no sign of DR. 
The feature vectors were then used as input for the RBF neural network and k-NN classifiers for the 
classification of ROIs into normal or abnormal (with signs of exudates) regions. A comparison of the 
results obtained in experiments using different versions of LBPs at different radii with the k-NN and 
RBF neural network classifiers are presented in  
Table 4.1 and Table 4.2, whereas the values of sensitivity, specificity and accuracy for the LBP 
are illustrated in Figure 4.4 andFigure 4.5. 
It is observed from Table 4.2 that the LBP8,1
u2 combined with LBP16,1
riu2 and LBP16,2
riu2 give better 
mean values of sensitivity, specificity, PPV and accuracy than other versions of the LBPs. 
These LBPs were computed from 8 neighbouring pixels lying at a radius of 1 from the pixel 
centre, and by taking u2-based histogram bins combined with riu2 uniform with 16 samples at 
radii of 1 and 2. It is also shown that accuracy in different parameters is also decreased in the 
riu2 and u2 variants of LBP when the radius is increased from 1 to 4. Hence, the choice of 
pixels lying at a smaller radius produces better results and achieves minimum values when the 
radius is 1 or 2. If the radius is increased even further, then accuracy is reduced. Great care 
must be taken when increasing the radius in LBP computation. Thus, by increasing the value 
of the radius, then the size of the ROIs will be reduced considerably. 
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Table 4.1 Experimental results of k-NN classifier 
 
 
Table 4.2 Experimental results of k-NN classifier 
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It is also shown that using a combination of LBPs with different versions achieves high of 
accuracy as compared with each individual LBP version. This is because large windows 
contain more texture information as regards to LBPu2, and therefore it is easier to differentiate 
between texture patterns. 
 
Figure 4.4. Comparison of sensitivity, specificity and accuracy for various forms of LBPs calculated 
using different radii and samples for k-NN classifier. 
 
Figure 4.5. Comparison of sensitivity, specificity and accuracy for various forms of LBPs calculated 
using different radii and samples for RBF neural network. 
In this chapter, it has been found that the proposed method has the potential to be used for 
lesion detection, as measured in terms of sensitivity, specificity, PPV and accuracy. The results 
obtained for the k-NN classifier were 93.03%, 94.60%, 95.74% and 93.71% for sensitivity, 
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specificity, PPV and accuracy respectively, while for the RBF neural network the results for 
sensitivity, specificity, PPV and accuracy were 98.68%, 94.81%, 94.94% and 96.73% 
respectively. Based on these results, the RBF neural network gives better overall performance 
than the k-NN classifier. Table 4.3 shows the experimental results in terms of sensitivity, 
specificity, PPV, and accuracy.  
Table 4.3 Performance of region classification based on classifiers 
 
For the sake of illustration, a recently published technique for the detection of exudate regions 
based on texture information (Akram et al., 2013a) has been implemented and applied on the 
same dataset. A comparison has been carried out in terms of sensitivity, specificity and 
accuracy. The combination of the   LBP8,1
u2 , LBP16,1
riu2 and LBP16,2
riu2 of ROIs with different 
versions and parameters are extracted for the proposed method. Meanwhile gray-level features 
based on gray-level intensities inside the candidate regions combined with statistical features 
such as entropy, energy and moments were used in Akram et al. (2013a) work.  
The use of the RBF neural network in the present study achieved performance results of 
98.68%, 94.81%, and 96.73% respectively as compared to Akram et al. (2013a) who achieved 
classification accuracy rates of 81.55%, 81.80%, and 79.27% respectively using SVM and 
90.63%, 88.70%, 88.93% with the GMM classifier. The proposed system gives higher values 
with the same dataset, which makes it suitable for an automated medical system for grading 
exudates in DR (Akram et al., 2013a). Figure 4.6 shows a comparison between the performance 
of Akram et al. (2013a) system and the proposed system in terms of sensitivity, specificity and 
accuracy. 
Since this is a preliminary study of the proposed approach, many improvements could be made 
to increase the performance of the algorithm. In feature extraction, only LBP texture features 
were applied. A combination of these with other texture features may improve the system.  
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Figure 4.6. Comparison of the sensitivity, specificity and accuracy between Akram et al. (2013a) 
system and the proposed system 
4.4 Summary and Conclusions 
In this chapter, a new LBP-based feature extraction technique has been applied for 
classification. Based on experiments, the system has shown good ability in the detection of 
abnormalities associated with DR. Exudates are signs of DR and are not easy to detect due to 
other normal retinal characteristics with similar features such as contrast, intensity levels, 
colour and shape. When digital fundus images are captured, using cameras with uneven 
illumination, the detection problem becomes even more difficult. However, it has been revealed 
that LBP texture features offer an efficient solution to overcome these issues.  
The experiments conducted in this study show that the proposed system achieves significant 
results for sensitivity of 98.68%, specificity of 94.81%, PPV of 94.94% and accuracy of 
96.73%. This improvement is due to the LBP-based feature extraction algorithms proposed in 
this thesis. The algorithm that shows the best results is RBF-NN when used to build the 
classification model with an accuracy rate of 96.73%. Part of this work has already been 
published (Omar et al., 2016). 
Related work on exudate detection and the classification of multi-label learning models for 
improving retinal image classification is discussed in detail in the following chapter. 
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 A MULTI-LABEL LEARNING MODEL FOR IMPROVING 
RETINAL IMAGE CLASSIFICATION FOR THE DIAGNOSIS 
OF DIABETIC RETINOPATHY   
5.1 Introduction  
Currently the world faces a challenge of an epidemic disease called Diabetic Macular Edema 
(DME). According to estimates from the World Health Organization, the total number of 
people in the world with DME will increase to 360 million by the year 2030 (Organization, 
2016). DME with extended suffering may lead to diabetes, which involves on the destruction 
of the blood vessels of the retina. DME is usually one of the main causes of blindness and 
visual loss (Association, 2007, Control and Prevention, 2011a, Lim et al., 2011, van Ginneken 
and Novak, 2012). DME is normally detected and diagnosed when fluid leaks from the blood 
vessels inside the region of the macula. The leak is produced by the breakdown of endothelial 
junctions in blood vessels or microaneurysms. Lipid deposits stored in the retina resulting from 
the outflow are termed exudates. Exudates appear as white or yellowish intraregional deposits 
in retinal images (Wu et al., 2013). Retina has more information provided for instance, the 
quality and metric ethnicity, patient age, type of lesion and patient gender at image capture. 
Segmented retinal images are usually classified as normal and abnormal retinal image by 
extracting region-based textural characteristics (Akram et al., 2013a). However, almost all of 
the approaches currently used focus on the correct diagnosis of abnormal and normal images 
(Omar et al., 2014). However, in real world scenarios, the ophthalmologists request not only 
the patient experience and knowledge while examining the retina, but also they need to know 
about patient history such as patient’s ethnicity, age and disease stratification.  
Analysing retinal fundus images requires enhanced skills and it is also challenging 
ophthalmologists to distinguish between similar diseases of the retina. Figure 5.1 shows some 
retinal images from HEI-MED dataset (Giancardo et al., 2012). The present study aims to 
tackle these difficulties using a relatively recently developed machine learning framework 
called multi-label classification (Tahir et al., 2016, Montañes et al., 2014). In this approach, 
each image can be assigned one or more labels. This, however, is extremely challenging due 
to the fact that multi-label classifiers have to predict a varying number of outputs for each 
image. In this chapter, an instance-based multi-label learning model (ML-kNN), multi-label 
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support vector machine (ML-rank SVM), multi-label neural network using radial base function 
(MLNN-RBF) and back-propagation multi-label learning (BPNN-MLL) are investigated as 
classification models. To the best of our knowledge, this is the first work to investigate multi-
label learning in order to improve retinal image classification in diagnosis of diabetic 
retinopathy. Experiments are conducted on the HEI-MED dataset, which consists of 169 
images and 2 labels where the first label describes normal or abnormal regions and the second 
label refers to old, medium or young age factors. Six evaluation measures are applied to assess 
the performance of the proposed technique; namely ranking loss, Hamming loss, coverage, 
one-error, average precision and classification accuracy. Nevertheless, some important 
challenges are associated with this process. Firstly, when clinicians examine retinal images in 
ophthalmic clinics, they only provide a normal textual explanation for the entire retinal image. 
The explanation contains stratification annotations with additional terms to describe structures 
revealed in the image. The stratification terms only refer to certain parts instead of the entire 
retinal image.  
In this chapter, a multi-label learning algorithm ML-kNN, is applied to construct a 
classification model for the diagnosis of DR in retinal images (Omar et al., 2017). ML-kNN 
produces better results than a k-NN method based on three performance criteria; namely, 
Hamming loss, average precision, and classification accuracy. The results indicate significant 
increases in performance when compared with previous approaches.  
The chapter is structured as follows. In Section 5.2, relevant work is discussed, followed by a 
description of multi-label k-nearest neighbour classification in Section 5.3. Section 5.4 presents 
the details of the experiments and results. Finally, conclusions are given in Section 5.5. 
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Figure 5.1. Samples of retinal images samples of HEI-MED dataset: (a) African-American patient 
displaying pure exudate; (b) Hispanic patient without symptoms of diabetic macular edema; (c) 
African-American patient displaying small exudates and blood vessels under the pigmentation 
epithelium layer; (d) Caucasian patient with no symptoms of diabetic macular edema (Giancardo et 
al., 2012). 
 
5.2 Overview of Multi-label Classifier 
Little work has been done that applies multi-label learning to the computer-aided diagnosis of 
diseases. Existing feature selection methods in the literature focuses only on problem 
transformation; for instance, first transforming multi-label data into a single label, which is 
then used to select features using traditional single-label feature selection methods (Shao et al., 
2013). Liu et al. (2012) combined multi-label learning with feature selection by setting the 
threshold value to be 0.5 in order to improve the recognition rate of chronic gastritis. Shao et 
al. (2013) proposed a hybrid optimization multi-label feature selection technique to build 
diagnostic models using evaluation measures. In their work, simulated hill climbing strategies 
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and genetic algorithms are combined to select the best feature subset. The medical text in the 
dataset contains a brief free-text summary of patient histories and diagnose which is also 
labelled with insurance codes. Each case is represented with a bag-of words of the sign history 
and is related to a subset of 45 labels (for instance, possible diagnoses). A recent study has 
reported that the use of ReliefF as a score function for evaluating each feature in a label power 
(LP) set yields successful classification results (SpolaôR et al., 2013). After transforming a 
multi-label dataset into binary class dataset by counting the number of true positives/negatives, 
false positives/negatives, and any feature evaluation measure for binary data can then be 
applied according to the macro-averaged approach (SpolaôR et al., 2013). However, 
conventional multi-label feature selection techniques require a pre-processing step where 
multi-label problems are converted into a single label problem. Moreover, Liu et al. (2010) 
applied multi-label learning (MLL) to the modelling of the coronary heart disease (CHD) in 
traditional Chinese medicine (TCM). They compared the performance of multi-label k-NN 
with a classic k-NN classifier on a coronary heart disease dataset. 
Multi-label k-NN shows some interesting results in this work and the k-nearest neighbour (k-
NN) has already been deemed quite successful in the biomedical field (Zhang and Zhou, 2007). 
As an extreme of slight distance classifiers, k-NN is easy to use, efficient and simple. On the 
other hand, when its label determines a test image, the k-NN can only make predictions on at 
a time; for instance, classifying an exudate into one category in diabetic disease. However, in 
the medical domain, more information about patients may be available, such as ethnicity, 
elliptical local vessel density (ELVD) quality, DME diagnosis, diabetes type and age factors 
and number of labels such as DME diagnosis and age. In order to achieve this, a multi-label 
learning model such as ML-kNN can be suggested. To the best of our knowledge, this is the 
first study to investigate the use of multi-label learning classification for this problem. The 
results reported in this chapter can be used as baseline results. A multi-label learning problem 
as suggested by Lee et al. (2016b) to transform problematic skin biopsy features was the first 
attempt to solve skin biopsy annotation problems.  
In the present study, the multi-label learning model, ML-kNN, is used as a classification model 
to detect the exudate lesions with patient’s age factor of retinal images. Moreover, the local 
binary pattern multi-scale is used to extract the retinal features. The ML-kNN approach 
proposed here can be used as a baseline results for future comparison with the other algorithms. 
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The proposed method evaluated with a real dataset from the Hamilton Eye Institute Macular 
Edema Dataset (HEI-MED) (Giancardo et al., 2012). The results of the evaluation show that 
the suggested system can efficiently annotate the terms associated with diabetic retinopathy. 
5.3 Multi-label Classification for DME Diagnosis and Patients Age 
Factor 
Extending our previous work of disease classification in two-class problem to the multi-label 
machine learning of classification model problem by considering the diabetic macular edema 
diagnosis with other factors such as patient ages or races. Therefore it is important to improve 
techniques in terms of the computation for automatically identifying other important retinal 
image features such as patient gender, type of diabetes and age of the patient at image capture 
(Giancardo et al., 2012). Nevertheless, there are some important challenges. Firstly, in 
ophthalmic clinics, when clinicians examine retinal image, they only provide normal text 
explanation for the entire retinal image. The explanation contains normal stratification 
annotation terms and some associated words to express about the structures revealed by retinal 
image. Though, the stratification terms is only reflecting certain parts of region instead of the 
entire retinal image. 
Additional challenge is that even though for the same term, its corresponding local regions may 
be meaningfully mixed in shape, size, inner structure, texture, lightening or the correlation 
between retinal structures with different terms (Visser et al., 2003). With these challenges are 
creating the task more problematic with traditional machine learning ones. 
The hospitals provide effort for the telemedicine system are generally placed in the Mid-South 
of the USA, where the mix of ethnic groups and the pigment of the retinal image covers the 
range usually originate in various people. It is significant to highlight those characteristics for 
the reason that the presence of the retinal image differs significantly based on the coloration of 
the retinal image pigmentation, which is associated to the retinal colour and ethnic group 
(Giancardo et al., 2012). 
The multiple ocular diseases detection is not yet overcome the problem in context of health 
imaging analysis. In this proposed work, the suggested system adventures the medical problem 
of simultaneously identifying the leading multiple ocular diseases depend on ML-kNN multi-
label probabilistic multi-label learning (Zhang et al., 2012). After selecting appropriate 
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features, multi-label classifiers would participate in the classification tasks. In order to 
eliminate the bias of classifiers, ML-kNN multi-label classifiers, is employed in the 
experiment.  
5.3.1 Pre-processing and Feature Extraction 
After image pre-processing and enhancement using a probability map of exudates which 
described in the pre-processing stage (Giancardo et al., 2012). The technique suggested for the 
DME is based on a single feature vector classification which is generated for each image, and 
the features are extracted from LBPs multi-scale texture features (Omar et al., 2016). By 
combining the LBP multi-scale features, 32 texture features per image are obtained. Figure 5.2 
shows the main steps of the proposed system, where the previous approach used for pre-
processing and feature extraction was mainly followed (Omar et al., 2016).  
5.3.2 Multi-label k-nearest Neighbour (ML-kNN) 
This technique originates from the famous k-nearest neighbour (k-NN) algorithm proposed by 
(Keller et al., 1985). The basis for ML-kNN is that a test instance label can be influenced by 
the number of neighbours that have similar labels (Chiang et al., 2012). Consider a test instance 
𝑥 with label set 𝑌(𝑥) ⊆ 𝑀, where 𝑀 = {𝑙1, … , 𝑙𝑚} denotes the complete set of labels. ML-
kNN first finds the k-NN in the training dataset. Afterwards, the algorithm produces a 
histogram of the total number of neighbours from each class, which is a random variable (𝑅). 
Lastly, the maximum a posteriori principle is utilized to establish the label set for the test 
sample. The posterior priority of 𝑙𝑖 ∈ 𝑀 is given by: 
𝑃(𝑙𝑖 ∈ 𝑌(𝑥) ∖ 𝑅 = 𝑟) = 𝑃(𝑅 = 𝑟 ∖ 𝑙𝑖 ∈ 𝑌(𝑥)) × 𝑃(𝑖 ∈ 𝑌(𝑥))
𝑃(𝑅 = 𝑟)
                      5. 1 
Then, for each label 𝑙𝑖 ∈ 𝑀 , ML-kNN builds a classifier ℎ𝑖 using the rule ℎ𝑖(𝑥) = 1, ℎ𝑖(𝑥), 
if 𝑃(𝑙𝑖 ∈ 𝑌(𝑥) ∖ 𝑅 = 𝑟) > 𝑃(𝑙𝑖 ∉ 𝑌(𝑥) ∖ 𝑅 = 𝑟) , and ℎ𝑖(𝑥) = 0  otherwise ℎ𝑖(𝑥) = 1 
indicates that 𝑙𝑖 is relevant to 𝑥, while 0 means that 𝑙𝑖 is not relevant. Training data is used in 
advance to estimate the prior and likelihood probabilities. In summary, ML-kNN consists of 
two main steps as follows: 
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1.  k-nearest neighbours in the training set are detected for each test instance and then 
statistical information gained from the set of labels of these neighbouring instances is 
utilized to obtain a set of labels with maximum a posteriori probability. 
 
Figure 5.2. Main steps of the proposed system (Here ML-kNN classifier is investigated for proof of 
concept but any good multi-label classifier can be used). 
 
2. ML-kNN has been shown to perform well in many applications including in 
bioinformatics, text categorization and music classification (Hiillermeier, 2009, Tahir 
et al., 2012, Tahir et al., 2016, Lee et al., 2016a).  
5.3.3 Comparison of Methods 
In this section, ML-kNN and the following multi-label, and other previous methods are also 
compared to: 
-  ML-rank SVM (Boutell et al., 2004) is derived from the principle of the famous support 
vector machine algorithm. This is also a multi-label classifier. As an algorithm 
adaptation, rank-SVM trains a collection of SVMs, minimizing the ranking loss and 
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multi-label evaluation criterion. Another common property of SVM is the possibility to 
use kernels rather than linear dot products. 
- A multi-label neural network algorithm named MLNN-RBF multi-label neural network 
radial basis function is proposed which is derived from the popular traditional radial 
basis function (NN-RBF) methods (Bishop, 1995). 
-  MLNN-BP is another classifier investigated in this study is based on the principle of 
the famous neural network back propagation algorithm (Zhang and Zhou, 2014). The 
introduction of a new error function based on ranking loss is the main novelty. 
Table 5.1 Characteristics of HEI-MED multi-labels dataset. QM = quality metric (Giancardo et al., 
2012). 
DME ELVD QM 
Negative 
Positive 
115 (68 %) 
54 (32 %) 
Poor (QM < 0.5) 
Good (0.5 > QM < 0.8) 
Excellent (QM > 0.8) 
14 (8 %) 
31 (18 %) 
124 (74 %) 
Ethnicity Patient’s age 
African 
Caucasian 
Hispanic 
Unknown 
104 (62 %) 
42 (25 %) 
19 (11 %) 
4 (2 %) 
Age < 43 
43 < age < 61 
age > 61 
25 (15 %) 
105 (62 %) 
39 (23 %) 
5.4 Experiments and Results 
5.4.1 The HEI-MED Dataset 
This dataset consists of 169 retinal images along with some other information such as ethnicity, 
ELVD quality, DME diagnosis, diabetes type and patient age. These characteristics are 
summarised in Table 5.1. This chapter focuses on DME diagnosis and patient age (see  
Table 5.2). 
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Table 5.2 Multi-labels information for DME diagnosis and patient’s age. 
Label Abnormal Normal Old Medium Young 
Normal Old -1 1 1 -1 -1 
Normal Medium -1 1 -1 1 -1 
Normal Young -1 1 -1 -1 1 
Abnormal Old 1 -1 1 -1 -1 
Abnormal Medium 1 -1 -1 1 -1 
Abnormal Young 1 -1 -1 -1 1 
5.4.2 Evaluation Measures 
The following six evaluation measures are applied, which are used widely in assessing multi-
label classification.  
- Hamming loss (HL): This estimates the fraction of labels that are misclassified. 
- One error (OE): This calculates the label with the maximum probability of not being 
predicted. 
- Coverage (C): This calculates the mean distance to find the appropriate label for the 
given image. 
- Ranking loss (RL): The average fraction calculation of label pairs which are reversely 
ordered for a given image. 
- Average precision (AP): The average fraction of labels ranked above a particular label 
𝑦 ∈ 𝑌 is calculated, which essentially in 𝑌. 
- Classification accuracy (CA): This requires the actual set of labels to be an exact match 
of the predicted set of labels. 
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5.5 Results and Discussion 
In this section, the results of the multi-label classification of diseases and patient ages are shown 
and discussed. Four multi-label classifiers are investigated (ML-kNN, ML-rank SVM, MLNN-
RBF and MLNN-BP). Five-fold cross-validation is applied for evaluation. 
5.5.1 Comparison of Performance of Different Multi-label Learning 
Algorithms 
DME diagnosis and patient age were selected as labels and five classes were used to build the 
model. Six evaluation parameters obtained using ML-kNN, ML-rank SVM, ML-NNRBF and 
ML-NNBP algorithms were compared. As indicated in Table 5.3, the highest average precision 
was 86.1%, obtained by ML-kNN, and the lowest average precision was 74.6%, obtained using 
ML-rank SVM. Meanwhile the highest classification accuracy was 80.8%, obtained by ML-
NNRBF, and the lowest was 69.8%, obtained using ML-NNBP. For the indicators of one-error 
and ranking loss, the values obtained using the ML-kNN algorithm were lowest at 0.130 and 
0.173 respectively, whereas, the lowest value of coverage was 0.151 using the ML-rank SVM 
algorithm. In summary, the results obtained using the ML-kNN algorithm were the most 
accurate. 
5.5.2 Comparison of Performance of Multi-label Learning and Classic 
Algorithms 
Table 5.3 shows the results using ML-kNN, ML-rank SVM, ML-NNRBF and ML-NNBP 
which are compared with their classic classifiers using six evaluations metrics. For Hamming 
loss (HL), which represents the percentage of labels that are misclassified, the results are 
around 0.195 using ML-kNN and the ranking loss (RL) was 17.3%. It should be noted that, 
when the values of HL and RL are lower, performance is better. It is observed from the table 
that values of average precision and classification accuracy of around 86.1% and 75.4% 
respectively are obtained using ML-kNN, which is significantly superior to the values of 
Hamming loss of 0.266 and ranking loss of 0.585, whereas the average precision and 
classification accuracy of around for the classic k-NN classifier were 56.6% and 66.7% 
respectively. Future work will investigate other state-of-the-art algorithms such as stacked 
kernel discriminant analysis (KDA) and RAKEL ((RAndom k-labEL) (Caicedo et al., 2009). 
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Figure 5.3, Figure 5.4 and Figure 5.5 show the performance of the ML-kNN and k-NN 
classifiers using varying values of k with Hamming loss, average precision and classification 
accuracy reported. It is observed that best performance is obtained for k = 10. In summary, the 
results clearly indicate the utility of employing multi-label classifiers for retinal image 
classification. Significantly enhanced performance results were obtained using the proposed 
multi-label model.  
Table 5.3 Performance of each compared algorithm (mean_std) on HEI-MED dataset. 
(A descending arrow means the lower the better, and an ascending arrow the higher the better). 
 
 
Compared 
Algorithms 
Evaluation Criteria 
Hamming 
Loss ↓ 
One-error ↓ Coverage ↓ 
Ranking Loss 
↓ 
Average 
Precision ↑ 
Accuracy ↑ 
Proposed 
Multi-
label 
Methods 
ML-kNN 
ML-rankSVM 
MLNN-RBF 
MLNN-BP 
0.195±0.017 
0.211±0.009 
0.196±0.019 
0.170±0.021 
0.130±0.045 
0.358±0.226 
0.345±0.209 
0.319±0.003 
0.199±0.106 
0.151±0.464 
0.197±0.038 
0.217±0.089 
0.173±0.030 
0.199±0.030 
0.197±0.038 
0.275±0.010 
0.861±0.021 
0.746±0.098 
0.755±0.089 
0.760±0.004 
0.754±0.005 
0.725±0.007 
0.808±0.009 
0.698±0.020 
Previous 
Methods 
k-NN Montañes et 
al. (2014) 
rankSVM Boutell 
et al. (2004) 
NN-RBF Bishop 
(1995) 
NN-BP Zhang and 
Zhou (2014) 
0.266±0.047 
0.252±0.056 
0.220±0.076 
0.350±0.004 
0.585±0.051 
0.633±0.012 
0.568±0.033 
0.567±0.091 
0.201±0.195 
0.225±0.063 
0.177±0.158 
0.567±0.091 
0.585±0.051 
0.633±0.012 
0.231±0.028 
0.192±0.022 
0.566±0.036 
0.546±0.015 
0.649±0.023 
0.657±0.049 
0.667±0.026 
0.684±0.022 
0.734±0.007 
0.677±0.025 
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Figure 5.3. ML-kNN and k-NN with different values of k. Hamming loss is used as an evaluation 
criterion. 
5.6 Conclusion 
In this chapter, a multi-label model for multiple DME disease diagnosis and patient age 
identification has been proposed. The proposed multi-label model can learn simultaneously 
from multiple labels such as DME disease diagnosis and patient age. 
 
 
Figure 5.4. ML-kNN and k-NN with different values of k. Average precision is used as an evaluation 
criterion. 
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Figure 5.5. Classification accuracy for ML-kNN and k-NN with different values of k. 
 
This type of screening of multiple diseases is highly adapted to the biomedical field diagnosis 
because patients may possibly have two or three different diseases with its factor in the same 
time.  
The next chapter presents the proposed bag-of-features approach for the detection of multiple 
classes of exudates and drusen (Omar et al., 2017). 
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 EXUDATE AND DRUSEN DETECTION IN RETINAL IMAGES 
USING BAGGED COLOUR VECTOR ANGLES AND LOCAL 
BINARY PATTERNS 
6.1 Introduction 
According to the World Health Organization (WHO), it is expected that around 300 million 
persons will have diabetes by 2025 (Guariguata et al., 2014, da Rocha Fernandes et al., 2016, 
Collaboration, 2016). Medical image analysis has a major role in screening for the early stages 
of different diseases (Kanski and Bowling, 2011). Various computerised care schemes have 
been developed in the medical field. Age-related macular degeneration (AMD) and diabetic 
retinopathy (DR) are chronic progressive diseases. In the initial stages, DR is categorised by 
small bright lesions known as exudates which appear as reflective, yellowish, bright or white-
coloured lesions in retinal images (van Grinsven et al., 2013). AMD is mostly categorised by 
yellowish deposits of variable size in retinal fundus images which are called drusen (van 
Grinsven et al., 2013). DR and AMD are primary reasons for blindness in developing and 
developed countries (Sánchez et al., 2008). Permanent damage results to the eyes; therefore, 
early diagnosis and detection are required to decrease the severity of damage, and degree of 
vision loss and to save time and number of hospital visits (Nugroho et al., 2015). Exudates and 
drusen look similar. This is a potential cause of problems for computer-aided diagnosis (CAD) 
tools and research. CAD is required to support the discrimination between bright lesions 
(Zheng et al., 2013b, Khalid et al., 2017). Therefore, distinguishing between them is a great 
concern in automatic CAD systems. To ensure the early detection of these diseases, the 
diagnosis of both DR and AMD via analysis using colour fundus retinal images is suggested 
by various  national authorities (Karnon et al., 2008, Nagi et al., 2009). The proposed scheme 
combines intelligent computation systems and pattern recognition technologies with machine 
learning methods (Osareh et al., 2009b).  
In this work, an automatic classification framework is proposed which can distinguish between 
bright lesions containing exudates or drusen. The technique adopted is the bag of features 
approach (BoF) in order to classify exudates, drusen and normal characteristics in retinal 
images. The main advantage of this technique is that the commonly used segmentation stage 
in traditional techniques, which includes the removal of the optic disc or blood vessel 
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structures, is not required here. In addition, the proposed technique achieves good performance 
when compared with state-of-the-art techniques in the literature. The system relies on bagged 
colour and textural features. The rest of the work is organized as follows. Current techniques 
of retinal image discrimination and classification are reviewed in section 6.2. Section 6.3 
describes the proposed scheme whereas section 6.4 provides a discussion of the experimental 
results obtained. Finally, concluding the remarks are provided in section 6.5. 
6.2 Related Work 
There has been little research devoted to the classification of retinal image lesions into more 
than one disease or class, such as exudates and drusen, as shown in Figure 6.2 (van Grinsven 
et al., 2013). The most general strategy used in previous techniques was focused on a pre-
processing step, detection of candidate regions feature extraction and retinal lesion 
classification into either abnormal or normal using supervised learning classification (Akram 
et al., 2013a, Sidibé et al., 2015). In addition, these of AM-FM and statistical features has been 
attempted for classification (Agurto et al., 2011). In addition, the features of the macula which 
is particularly prone to disease, for example leading to microaneurysms, drusen and exudates, 
are of great interest for the automatic diagnosis of eye diseases (Chaum et al., 2008). Research 
carried out by Fleming et al. (2007), Niemeijer et al. (2007a), Agurto et al. (2011), Deepak and 
Sivaswamy (2012) and Sánchez et al. (2012) explain how bright lesions are extracted when a 
segmentation process is applied. However, due to its shape, the fundus image exhibits high 
illumination in its central side, whereas the boundaries are dark. Uneven brightness, low 
contrast, the small size of lesions and the existence of other objects in the image such as the 
optic disc make it challenging to detect lesions such as drusen and exudates accurately.  
For this reason, the techniques used still suffer from the absence of precise techniques for 
retinal lesion detection. Detecting red and dark lesions in retinal images is still a challenging 
task as well. Many of the techniques suggested in previous work focus on the detection of a 
specific type of lesion like exudates or drusen (van Grinsven et al., 2016). Candidate regions 
which overlap with the location of optic disc are automatically rejected in many previous 
methods using automatic optic disc detection or optic disc removal techniques (Abramoff and 
Niemeijer, 2006, Niemeijer et al., 2009).  
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Another method to detect exudate lesions based on a neural network (NN) detection was 
proposed by Hunter et al. (2000). The neural network was trained to discriminate exudates 
from drusen using patches of sizes 16×16 pixels. To differentiate between the most significant 
features, the authors presented a feature selection technique using sensitivity measurement. The 
results achieved a performance accuracy of 91% using 15 retinal fundus images.  
A machine learning algorithm has been developed by Niemeijer et al. (2007a) which has the 
ability to detect retinal images with bright lesions and to distinguish exudates, drusen and 
cotton-wool spots. The aim of this work was to design and evaluate a system that distinguishes 
exudates and cotton-wool spots in retinal images and to discriminate them from other lesions 
(drusen). However, this method is still not sufficiently accurate for detecting faint or small 
lesions. Previously proposed methods have not yet achieved wide spread acceptance for the 
screening of both DR and AMD for a number of reasons.  
Giancardo et al. (2012) have suggested a method of exudate detection using RGB retinal fundus 
images. In the pre-processing stage, the normalization of contrast in the green channel image 
was subjected to morphological reconstruction operations. Furthermore, a hard threshold 
method was applied for exudate region detection. Subsequently, the Kirsch's edges of non-
exudate structures were compared with exudate edges. Wavelet and colour features were 
extracted, and subsequently features were fed to the SVM, k-NN, Random Forest and Naive 
Bayes classifiers. The MESSIDOR dataset was used to evaluate the approach. Their results for 
area under the curve (AUC) were between 0.88 and 0.94 based on the features and dataset 
involved using the SVM classifier. van Grinsven et al. (2013) suggested a system to 
automatically distinguish between exudates and drusen. The algorithm initializes by splitting 
the image into a fixed number of squared blocks (patches). A set of appropriate features were 
used to differentiate between normal and abnormal lesions as follows. Features of the colour 
histogram were extracted from the retinal fundus images in the RGB, YCbCr and HSV colour 
planes. In addition, the Laplacian of Gaussian (LoG) (Hari et al., 2017), histogram of oriented 
gradients (HoG), granulometry and LBP features were extracted as well. Furthermore, the ada-
Boost technique was used for feature selection, where the selected features were reduced to 24-
and 32-dimensional feature vectors separately. Features were selected empirically by adopting 
a class-validation with 5-fold cross-validation. Then, a BoF method was used for image 
classification purposes. Similarity measures were used to help retrieve images, such as the L2-
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norm, squared chord distance and L1-norm. However, the best results were achieved using the 
weighted squared chord, whereas the nearest neighbour technique was applied using the 
distance as a similarity metric for classification purposes. Three different databases including 
MESSIDOR, STARE, and EUGENDA8 with a total of 415 images were used. They created 
two sets of databases, each further divided into training and testing sets. The testing set was 
similar to set A and set B. Precision results of 76% and an area under the curve (AUC) of 9% 
respectively were achieved for retrieval and classification. From our previous work, results 
shown that the multi-scale textual features in the LBP approach is beneficial for discriminating 
exudate lesions (Omar et al., 2016).  
Other techniques have focused on the identification of either drusen or exudates such as 
(Sánchez et al., 2009, Smith et al., 2010, Mora et al., 2011, Agurto et al., 2011, 2012, Akram 
and Khan, 2012, Sundaresan et al., 2015, Omar et al., 2016). In these approaches, the focus 
was to discriminate normal retinas from abnormal ones; for example, consisting either of 
abnormalities associated with AMD or related to DR disease. Moreover, the datasets for this 
task contained normal and abnormal retinas of either drusen or exudates, but not all together. 
Features are also required to discriminate between drusen and exudates, and these need to be 
more robust since these lesions making distinction more and more challenging.  
The present study is concerned with automatic classification using the BoF technique to 
identify and distinguish between normal retinal images, those containing exudates, and finally 
those with drusen (three-class classification). This is more challenging from a classification 
point of view as compared with two-class classification. In particular, the most efficient textural 
and colour features are combined in the BoF approach. New textural and colour features are 
presented in this area for efficient and accurate retina lesion detection.  
It is particularly claimed that the combination of colour vector angles (CVAs) and local binary 
patterns (LBPs) in a single codebook in the BoF approach can lead to high classification 
performance as compared to the use of other textural and colour features. Experimental results 
demonstrate the efficiency of the proposed technique as well as the superiority of the overall 
system over state-of-the-art retinal disease detection technique as shown in Table 6.1 (Akram 
et al., 2013a, Sidibé et al., 2015).  
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Table 6.1 Summary of methods used to discriminate exudates and drusen. This table shows results for image-based criteria. However, * represents a lesion-
based criteria. The paper uses more than one dataset, and L: the length of the feature, EX: exudates, Dru: drusen, SE: mean sensitivity, SP: mean specificity, 
AC: mean accuracy, AUC: Area under curve, FCV: fold cross-validation, LOOCV: leave-one-out cross-validation, NNs: neural networks, k-NN: k-nearest 
neighbour, SVM: support vector machine, LS: least square, LDA: linear discriminant analysis, LBP: local binary pattern. 
Authors Lesions Pre-processing Methodology Features {L} 
Classifica-
tion 
Dataset Results 
Train Test SE% SP% AC% AUC 
Giancardo et 
al. (2012) 
EX 
Image 
normalization 
Colour wavelet 
decomposition 
[] 
Statistical features 
(Avg, Std, Max, 
Min, Med) {48} 
SVM 
(LOOCV) 
169 . . . … … … 0.94 
Akram et al. 
(2013a)* 
Dru 
Morphological 
closing 
and histogram 
equalization 
Gabor filter banks [x] 
 
Colour and shape 
features {10} 
LS-SVM 400 . . . 95 98.4 97 … 
van Grinsven 
et al. (2013) 
Dru & EX Mean subtraction 
Bag of Words 
approach [] 
Histograms, LOG, 
HOG, LBP, and 
granulometry {58 
× no of patches} 
k-NN (5 
FCV) 
225/37
9 
36 … … … 0.9 
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Omar et al. 
(2016)* 
EX 
Image 
normalization 
Multiscale LBP 
Texture Approach [x] 
Combination of 
texture features 
k-NN and 
RBF-NN ( 
FCV) 
1506 800 98.68 94.81 96.73 … 
Niemeijer et 
al. (2007b) 
Dru & EX 
Convolution with 
14 digital filters 
Bright lesions 
clustering 
k-NN [x] 
Shape, colour, 
contrast, 
and position 
{83} 
LDA 130 300 95 88 … 0.95 
Deepak and 
Sivaswamy 
(2012) 
EX Not necessary 
Create motion 
patterns 
of a circular 
ROI [] 
Radon based features 
{36} 
PCA (10 
FCV) 
367 277 … … … 0.92 
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6.3 Proposed DR and AMD Identification System 
This work proposes a technique to identify DR-and AMD-related lesions containing 
exudates and drusen from among healthy retinal images. The framework of the suggested 
scheme in the training phase is shown in Figure 6.1. The proposed system consists of 
several stages at the training stage, namely: patch pre-processing, patch extraction, feature 
extraction, feature concatenation, codebook generation, histogram building, and 
classification. First, the retinal fundus image is split into small square patches using the 
area of the optic disk and macula as location coordinates for the region of interest. Then, 
textural and colour features are extracted automatically from each patch to differentiate 
between patches with exudates, drusen and normal patches. Two sets of features, namely 
LBPs and CVAs are extracted from local patches of the fundus images, concatenated and 
then used to build a codebook. Once a codebook is formed, the patches of each fundus 
image are used to form a histogram describing the CVA and LBP features in the whole 
image.  
 
Figure 6.1. Training phase of the proposed system. 
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6.3.1 Images Used for Patch Extraction 
For this work, images were taken from different publically available datasets: 
DIARETDB0 (Kauppi et al., 2006), DIARETDB1 (Kälviäinen and Uusitalo, 2007), HEI-
MED (Giancardo et al., 2012), STARE (Hoover and Goldbaum, 2003), and MESSIDOR 
(Decencière et al., 2014). The images in the DIARETDB0 and DIARETDB1 datasets 
were acquired a 50o field of view (FoV) with a resolution of 1500 ×1152 pixels. The 
images from HEI-MED were acquired by a Zeiss Visucam Pro retinal camera in a 
resolution of 2196 × 1958 pixels and with a 45° field of view. Furthermore, images from 
the STARE dataset were taken with a Top- Con TRV-50 retinal camera at 35° (FoV) and 
then digitized in a resolution of 605 × 700 pixels. Images from the MESSIDOR dataset 
were taken with a Topcon TRC NW6 retinograph at a 45° (FoV) angle and with two 
resolutions of 1440 ×  960 or 2304 ×  1536 pixels. These images which were of 
insufficient quality, were macula centred, or had other bright lesions of abnormalities, for 
instance myelinated nerve fibres or which were not related to the AMD or DR diseases, 
were discarded from the experiments. The rest of the image set was categorised by experts 
into one of the group of exudates, drusen and normal images, as shown in Figure 6.2. All 
images containing either exudates (N=254) or drusen (N=30) as graded by the experts 
and the normal (N=68) images were randomly selected. 
 
Figure 6.2. Samples of retinal fundus images: (a) normal; (b) with the presence of exudates; and 
(c) the presence of drusen. 
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6.3.2 Patch Extraction 
Each image is divided into a fixed number of non-overlapping blocks (patches) with a 
size of 32×32 pixels. Thus, the number of patches may differ from one dataset to another 
due to differences in resolution. At the training stage, there are two types of patches: the 
first being normal fundus images, which have been analyzed by optometrists; and the 
second being abnormal fundus images as marked by four optometrists. In total, 254000 
exudate, 900000 drusen and 2040000 normal patches have been used to train the system.  
This gives an overall total of 3194000 patches used in our experiments. 
6.3.3 Patch Level Feature Extraction 
In this work, textural and colour features have been extracted from each patch in order to 
describe retinal lesions efficiently. In particular, it is claimed that a combination of LBP 
and CVA features in a BoF approach using a single codebook leads to the best 
classification performance when compared to other features used in the literature in 
existing state-of-the-art techniques.   
6.3.3.1 Local binary patterns (LBPs):  
Local binary patterns (LBPs) are used to extract features in different multi-scales such as 
𝐿𝐵𝑃8,1
𝑟𝑖𝑢2 and 𝐿𝐵𝑃8,4
𝑟𝑖𝑢2. The texture descriptor of an LBP is used to extract the features of 
patches (Pietikäinen et al., 2011). The rotation invariant uniform (riu2) of the LBP is used 
in this work. The LBP effectively captures small-scale differences in texture and is 
appropriate for detecting exudates and drusen lesions and the details are described in 
chapter 4 (Ojala et al., 2002, Omar et al., 2016). 
6.3.3.2 Colour vector angle (CVAs):  
A vector angle is effective in evaluating colour contrast and can be used for extracting 
colour features. Colour vector angles (CVAs) have been widely used in edge detection, 
image hashing and image retrieval (Tang et al., 2013). The CVA is used to identify colour 
edges because it is insensitive to variations in intensity while being sensitive to 
differences in hue and saturation, whereas the Euclidean distance fails (Dony and 
Wesolkowski, 1999). 
In this work, CVA is adopted in extracting colour features from retinal fundus images. 
As the angle calculation needs two colours, a reference colour is generated from 𝑃𝑟𝑒𝑓 =
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[𝑅𝑟𝑒𝑓, 𝐺𝑟𝑒𝑓, 𝐵𝑟𝑒𝑓]
𝑇
, where 𝑅𝑟𝑒𝑓, 𝐺𝑟𝑒𝑓 and 𝐵𝑟𝑒𝑓 are the means of the red, green and blue 
components of all pixels. Therefore, for each pixel, the colour vector angle between its 
RGB vector and 𝑃𝑟𝑒𝑓 is calculated. The advantage of colour vector angle is attributed to 
its sensitivity to differences in hue. Let  𝑃1 = [𝑅1, 𝐺1, 𝐵1]
𝑇 and 𝑃2 = [𝑅2, 𝐺2, 𝐵2]
𝑇 be the 
vectors of two colours. The angle △ between two pixels 𝑃1  and 𝑃2  can be computed by: 
       ∆ = arcsin {{1 − 
(𝑃1
𝑇 𝑃2)
2
𝑃1
𝑇 𝑃1 𝑃2
𝑇 𝑃2
}
1
2
}                                                               6. 1 
where 𝑎𝑟𝑐𝑠𝑖𝑛 is the inverse sine operation. Once a matrix of angles ∆ is extracted from 
an image patch, a histogram is built using a certain number of bins. This creates the feature 
vector corresponding to the CVA. 
6.3.4 Codebook Generation and Building the Histogram 
At the training stage, a large number of feature vectors are used to generate a codebook, 
where each feature is extracted from a patch of a training image. The codebook then 
serves as a dictionary to represent each test image in the form of a histogram, since each 
patch corresponds to a codeword. The codebook is generated using a concatenation of 
CVA and LBP features. The K-means method is adopted in this work for generating the 
centroids (codeword) in this codebook. The idea of codebook generation is that each 
feature vector extracted from a patch of any training image is used to form a codebook 
via K-means with a certain number (K) of centroids or codewords (Zhang et al., 2007). 
Once the codebook is generated, each patch of a training image is used to extract CVA 
and LBP features. These features are then concatenated to create a histogram describing 
the image by using the codebook formed in the training phase. To this end, each patch is 
assigned a label corresponding to the closest centroid in the codebook according to the 
Euclidean distance. Based on this codebook, the image is described by the frequency of 
labels in the form of a histogram. As mentioned earlier, the histogram describes two types 
of features. Therefore, the final descriptor 𝐹𝑑 is a histogram of concatenated CVA and 
LBP features given by: 
𝐹𝑑  =  [𝐶𝐶𝑉𝐴+𝐿𝐵𝑃]                                                                                                    6. 2 
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where CCVA+LBP  represents the combination of CVA and LBP features. 
6.3.5 Classification 
As mentioned earlier, the input image is represented by a feature vector (descriptor). For 
the purpose of classification. The retinal images are used in the training stage with 
assigned labels. Given a number of descriptors, Fd, obtained from medically annotated 
images, a classifier is trained on three classes: exudates, drusen, and normal. Once trained, 
the classifier can be used for retinal image diagnosis. Once the codebook is generated and 
the classifier is trained, the testing phase follows the same steps as shown in Figure 6.3. 
 
Figure 6.3. The testing phase of the proposed system. 
In this study, the k-nearest neighbour (k-NN) classifier is applied at the classification 
stage using the Euclidean distance as the similarity measure (Niemeijer et al., 2007a). The 
value of k is set to 4 for the k-NN classifier. Moreover, the support vector machine (SVM) 
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and neural network (RBF-NN) classifiers have also been used in experiments in the 
present study (Turnbull and Elkan, 2005, Ricci and Perfetti, 2007). 
6.4 Results and Discussion 
In this work, 254 images containing exudate lesions, 30 images with drusen and 68 
normal images are from five available publicly datasets are tested as displayed in Table 
6.2 and as mentioned in section 6.3.1. In this experiments, images were selected from 
different datasets to evaluate the robustness of the system’s performance. Furthermore, 
the image in the datasets were collected using different cameras, environments and 
resolutions as shown in Figure 6.2. The images in the three classes are given in Table 6.2. 
Table 6.2 Image distribution from public datasets used in the experiments. 
Dataset Exudate Drusen Normal 
DIARETDB0 50 - 10 
DIARETDB1 30 - 4 
HEI-MED 30 - - 
STARE - 30 10 
MESSIDOR 144 - 44 
Combined 254 30 68 
 
6.4.1 System Analysis 
To evaluate the performance of the proposed features for discriminating fundus image 
lesions using the BoF approach, 10-fold cross-validation is used and it has been chosen 
because of the possibility of changing its folds. The dataset is divided 10-fold and the 
dictionaries are learnt with 9 of the folds whereas testing is performed using the remaining 
fold. To ensure that each retinal image in the dataset is used for training and testing, the 
classification process is repeated 100 times. As a result, in order to test the system, the 
average classification performance for 100 different training and testing sessions is stated. 
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The performance of classification for each separate class in a one-vs.-rest method is 
calculated. Meanwhile, three classes have been used (exudates, drusen and normal 
images). For instance, all exudate classes are considered as positive labels for the exudate 
images and all drusen and normal images as negative labels. In the experiments, the size 
of the multiple dictionaries approach used is varied from 50 to 500. The settings used in 
the experiments for the process of feature and descriptor extraction are listed in Table 6.3. 
Table 6.3 Parameter settings with cross-validation for the system 
Features Parameter Value 
Gran 
Codebook size 200 
Patch size 32 × 32 
Bins per patch 15 
LBP 
Codebook size 200 
Patch size 32 × 32 
Bins per patch 15 
CVA 
Codebook size 200 
Patch size 32 × 32 
Bins per patch 15 
RGB 
Codebook size 200 
Patch size 32 × 32 
Bins per patch 15 
 
The proposed system was evaluated by determining the commonly used measures of 
sensitivity (Sen), specificity (Spec), accuracy (Acc) and area under the curve (AUC), as 
explained in chapter 3.  
6.4.1.1 Experiment I.  Exudates -vs.-rest with single features 
In this experiment, the performance of the proposed technique in correctly classifying the 
exudates images is tested. The exudate dataset is used in this experiment as positive 
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examples, with a total of 254 images, and the rest of the datasets are used as negative 
examples of drusen and normal images. Here, the performance of each type of features is 
assessed separately. Other feature that have been adopted in the literature and used the 
same database that mentioned in section 6.3.1 are also considered, namely: RGB colour 
features (van Grinsven et al., 2013), granulometry (Ifeachor and Jervis, 2002), and LBP 
texture features (Omar et al., 2016). The results are given in Table 6.4. It is particularly 
claimed that the use of colour and textural features leads to high classification 
performance. This is because the textural features is powerful against monotonic grey-
level intensity changes caused by varying illumination and high contrast. Moreover, the 
colour features is used to identify colour edges because it is insensitive to variations in 
intensity while being sensitive to differences in hue and saturation whereas Euclidean 
distance does not have this capability (Dony and Wesolkowski, 1999). 
As regards the comparison of different features, the highest sensitivity, specificity and 
accuracy of 96.29%, 97.71% and 96.86% respectively are achieved using CCVA features 
at K=200, followed by CGran, CLBP and CRGB which achieve accuracies of 94.86%, 95.02% 
and 94.68% respectively. CGran or CRGB features provide satisfactory results, as expected. 
In contrast, granulometry gives 94.86%, which is very similar to the results from CRGB. 
Meanwhile, the removal of the optic disk in a segmentation step is not applied, and it may 
be confusing for granulometry or CRGB to distinguish between exudates and normal 
images due to similarity of the optic disk and exudate lesions in terms of intensity 
characteristics.  
As can be seen, the proposed technique using CCVA features appears to be more powerful 
than those using other features. In addition, it performs well in this experiment in terms 
of individual features and is able to correctly identify retinal images containing exudates 
from other images. The results achieved with the proposed bag of features approach using 
CGran, CLBP, CCVA and CRGB features are given in table 6.4. 
6.4.1.2 Experiment II.  Drusen-vs.-rest with single features 
The second experiment evaluates the performance of the proposed approach in correctly 
classifying images containing drusen. All 30 drusen images are used as positive instances 
and all exudate and normal images are used as negative instances. The results achieved 
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with the proposed CGran, CLBP, CCVA and CRGB features using the bag-of-features approach 
are given in Table 6.5.  
The CLBP features achieve the highest sensitivity, specificity and accuracy performance 
of 99.07%, 99.38%, 98.76% respectively at K=200, followed by CGran, CCVA and CRGB 
which achieve accuracies of 95.88 %, 97.17 %, and 95.71 % respectively. CGran and CRGB 
features achieve reasonably similar satisfactory results as in the first experiment. The 
results achieved with the proposed bag-of-features approach are given in Table 6.5.  
 
Table 6.4 Exudates-vs-rest classification results with CGran, CLBP, CCVA and CRGB features. 
The mean and standard deviation measures are used with 10-fold cross-validation. 
M
easu
res 
CGran CLBP CCVA CRGB 
SE% SP% AC% SE% SP% AC% SE% SP% AC% SE% SP% AC% 
ANN 
(RBF) 
73.44 
±15.47 
90.00 
±6.25 
91.50 
±4.39 
96.83 
±2.52 
92.01 
±9.19 
95.46 
±3.08 
95.82 
±2.68 
91.89 
±6.37 
96.87 
±2.63 
74.78 
±12.41 
91.17 
±5.38 
91.40 
±6.32 
SVM 
85.78 
±10.91 
83.67 
±16.50 
88.84 
±6.44 
89.78 
±9.71 
91.00 
±6.05 
92.78 
±5.37 
93.71 
±4.81 
95.66 
±3.01 
95.87 
±2.63 
75.44 
±13.26 
78.47 
±11.24 
76.56 
±9.65 
k-NN 
94.63 
±4.63 
95.00 
±5.07 
94.86 
±3.46 
95.85 
±3.65 
95.78 
±4.46 
95.02 
±3.65 
96.29 
±3.00 
97.71 
±2.25 
96.86 
±2.99 
94.04 
±5.91 
88.84 
±6.44 
94.68 
±3.97 
 
Table 6.5 Drusen-vs-rest classification results with individual CGran, CLBP, CCVA and CRGB 
features. The mean and standard deviation measures are used with 10-fold cross-validation. 
M
easu
res 
CGran CLBP CCVA CRGB 
SE% SP% AC% SE% SP% AC% SE% SP% AC% SE% SP% AC% 
ANN 
(RBF) 
73.33 
±26.29 
83.57 
±15.81 
83.57 
±15.81 
94.89 
±4.25 
95.87 
±3.01 
94.87 
±4.28 
92.78 
±7.24 
86.67 
±17.21 
93.71 
±6.18 
73.33 
±30.63 
76.67 
±19.00 
75.76 
±22.50 
SVM 
91.70 
±9.04 
93.80 
±3.91 
90.30 
±5.44 
83.33 
±23.57 
80.00 
±23.31 
86.67 
±17.21 
75.10 
±16.35 
88.30 
±3.77 
92.10 
±4.63 
93.50 
±3.63 
86.40 
±7.66 
88.30  
±2.87 
k-NN 
95.15 
±4.86 
94.89 
±4.25 
95.88 
±3.31 
99.07 
±1.38 
99.38 
±1.18 
98.76 
±1.60 
96.85 
±2.86 
95.46 
±3.96 
97.17 
±2.68 
93.33 
±7.05 
92.78 
±8.24 
95.71 
±4.01 
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6.4.1.3 Experiment III: Normal-vs.-rest with single features 
The third experiment investigates the performance of the proposed technique in correctly 
classifying normal retinal images with no lesions. All 68 normal retinal images are used 
as positive examples in the dataset and the rest of the exudate and drusen images are used 
as negative examples. The results accomplished with the proposed bag-of-features 
approach using CGran, CLBP, CCVA and CRGB features are given in Table 6.6. 
With reference to the comparison of different feature types, the CCVA colour features again 
achieves the highest levels of sensitivity at 97.40%, specificity at 98.83% and accuracy 
at 98.21% with K=200, followed by CGran, CLBP and CRGB which accomplish accuracies 
of 86.70 %, 97.85%, and 79.64% respectively. The gran and CRGB features achieve not 
similar results as previously. 
Table 6.6 Normal-vs-rest classification results with individual CGran, CLBP, CCVA and 
CRGB features. The mean and standard deviation measures are used with 10-fold cross-
validation. 
M
easu
res 
CGran CLBP CCVA CRGB 
SE% SP% AC% SE% SP% AC% SE% SP% AC% SE% SP% AC% 
ANN 
(RBF) 
74.67 
±19.15 
82.86 
±11.98 
87.81 
±20.09 
89.74 
±9.22 
88.78 
±7.38 
85.84 
±13.45 
85.84 
±13.45 
82.65 
±10.69 
87.50 
±21.76 
88.30 
±6.27 
90.95 
±18.26 
90.50 
±12.35 
SVM 
84.76 
±17.89 
86.58 
±10.49 
88.43 
±11.36 
87.67 
±16.47 
87.80 
±12.67 
89.67 
±18.08 
86.67 
±14.86 
91.01 
±5.89 
91.43 
±5.05 
81.19 
±21.31 
83.57 
±15.81 
82.38 
±13.05 
k-NN 
87.68 
±5.89 
91.32 
±5.95 
86.70 
±12.49 
98.87 
±1.96 
96.03 
±3.70 
97.85 
±2.25 
97.40 
±1.98 
98.83 
±2.61 
98.21 
±1.88 
88.50 
±15.96 
90.67 
±15.78 
79.64 
±32.99 
 
A comparison of the classification results obtained for each of the three classes is shown 
in Figure 6.4, Figure 6.5 and Figure 6.6. It can be noticed from these figures that the 
classification performance achieved for the exudate class in Experiment I are slightly 
lower than those achieved for the drusen class in Experiment II and the normal class in 
Experiment III.  
As an example, for dictionaries with sizes of 50 and 100, it is clear that the accuracy 
values for the exudate, drusen and normal classes are lower of the three classes compared 
to the medium dictionary of 200 size. As a result, the method achieves nearly perfect 
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results for the three classes. However, for larger dictionaries with a size above 200, the 
results are slightly lower and decreased in terms of accuracy as well as for the means for 
the three classes, as shown in Table 6.7. 
6.4.2 Evaluation of the Proposed Features 
In this section, the performance of the different feature types introduced in Section 6.3.3, 
namely the CGran, CLBP, CCVA and CRGB features is evaluated. Again, the classification 
performance using different types of features is evaluated for each individual class as 
mentioned above. For this comparison, a dictionary of size 200 is used where the higher 
results are obtained.  
 
Figure 6.4. Comparison of classification sensitivity with different features. 
The results for the experiments are given in Table 6.6 and in Figure 6.4, Figure 6.5 and 
Figure 6.6. It can be seen from the results that the bag-of-features applied to CCVA colour 
features performs better than with other feature types. The classification accuracy levels 
obtained with CCVA colour features are higher than those obtained with other features 
those their performance are comparable. Accuracy values of 94.86%, 95.02%, 96.86% 
and 94.68% are obtained with CGran, CLBP, CCVA and CRGB features respectively for the 
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exudates class. For the drusen class, the CLBP texture features achieve good results but 
still slightly below the results obtained with the CCVA colour features. However, for the 
normal class, the difference is more significant with CCVA colour features. For this class, 
the use of CCVA features results in a sensitivity of 97.40%, a specificity of 98.83% and an 
accuracy of 98.21%, while using the CLBP texture features these figures are respectively 
98.87 %, 96.03 % and 97.85 %. 
 
 
Figure 6.5. Comparison of classification specificity with different features. 
 
CHAPTER 6: EXUDATE AND DRUSEN DETECTION IN RETINAL IMAGES 
USING BAGGED COLOUR VECTOR ANGLES AND LOCAL BINARY PATTERNS 
94 
 
 
Figure 6.6. Comparison of classification accuracy with different features. 
From Figure 6.4, Figure 6.5 and Figure 6.6, it can be concluded that CCVA features perform 
best among all features types for all three classes. In particular, for the difficult class of 
exudate images, the CCVA colour features achieve a sensitivity of 96.29%, while the 
second-best CLBP feature achieve a sensitivity of only 95.85%. We can also see that all 
features provide slightly better results for the drusen and normal classes in comparison 
with the exudate class. The results in Table 6.7 also show the standard deviations of the 
different performance measures for each feature type. As can be seen, the results obtained 
with the CCVA colour features are more stable than those with other features, as reflected 
in lower standard deviation values. 
Table 6.7 Comparison of different features. For each class, classification sensitivity (Sens), 
specificity (Spec) and accuracy (Acc) using the k-NN classifier is given. The results indicate the 
mean value and standard deviation obtained with 10-fold cross-validation. 
Class Measures 
Individual Features 
CGran CLBP CCVA CRGB 
Exudates 
Sens 94.63 (±4.63) 95.85 (±3.65) 96.29 (±3.00) 94.04 (±5.91) 
Spec 95.00 (±5.07) 95.78 (±4.46) 97.71 (±2.25) 88.84 (±6.44) 
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Acc 94.86 (±3.46) 95.02 (±3.65) 96.86 (±2.99) 94.68 (±3.97) 
Drusen 
Sens 95.15 (±4.86) 99.07 (±1.38) 96.85 (±2.86) 93.33 (±7.05) 
Spec 94.89 (±4.25) 99.38 (±1.18) 95.46 (±3.96) 92.78 (±8.24) 
Acc 95.88 (±3.31) 98.76 (±1.60) 97.17 (±2.68) 95.71 (±4.01) 
Normal 
Sens 87.68 (±5.89) 98.87 (±1.96) 97.40 (±1.98) 88.50 (±15.96) 
Spec 91.32 (±5.95) 96.03 (±3.70) 98.83 (±2.61) 90.67 (±15.78) 
Acc 86.70 (±12.49) 97.85 (±2.25) (98.21 ±1.88) 79.64 (±32.99) 
6.4.3  Combination of Features 
In this section, different feature types are combined in an attempt to improve classification 
performance. Based on the results in the previous section, where it was observed that 
CCVA features give the best classification performance, combinations of CCVA features 
with other features were also tested. The following combinations were tested CGran+CVA, 
CLBP+CVA, CRGB+CVA and CGran+LBP+RGB.  
 
Figure 6.7. Classification sensitivity of feature combinations. 
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Figure 6.8. Classification specificity of feature combinations. 
 
 
Figure 6.9. Classification accuracy of feature combinations. 
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The results shown in Figure 6.7, Figure 6.8 and Figure 6.9 show that combining CCVA 
colour feature with other features types slightly improve the classification results. In 
particular, a slight improvement is noted when using CCVA colour features combined with 
CLBP textural features. As can be seen, the classification accuracy increases from 98.21% 
with CCVA features alone to 99.70% with CCVA+LBP features for the normal class, and from 
96.86% to 99.20% for exudates. For the drusen class, the classification accuracy also 
increases from 97.17% to 100.00%. The combinations CGran+CVA and CRGB+CVA give 
similar results compared with CCVA features alone. It is also interesting to observe that 
the combination CGran+LBP+RGB performs the worst achieving lower performance than 
CCVA alone. This is particularly true for the sensitivity measure (see Figure 6.7) as 
CGran+LBP+RGB gives a sensitivity of 81.19% for the normal class while CCVA achieves a 
sensitivity of 97.40% and CLBP+CVA a sensitivity of 100.00%.  
 
Table 6.8 Exudates-vs-rest classification results with the combination of CGran+CVA, 
CLBP+CVA, CRGB+CVA and CGran+LBP+RGB features. The mean and standard deviation 
measures are used with 10-fold cross-validation. 
M
easu
res 
CGran+CVA CLBP+CVA CRGB+CVA CGran+LBP+RGB 
SE% SP% AC% SE% SP% AC% SE% SP% AC% SE% SP% AC% 
ANN 
(RBF) 
91.47 
±3.77 
91.50 
±4.39 
92.59 
±4.69 
95.73 
±2.42 
96.86 
±2.46 
97.23 
±5.32 
92.59 
±4.69 
90.00 
±5.05 
94.04 
±5.91 
76.56 
±9.65 
75.44 
±17.24 
74.78 
±12.41 
SVM 
89.89 
±10.55 
85.78 
±10.91 
89.78 
±9.71 
91.89 
±6.37 
92.00 
±9.19 
94.63 
±4.63 
83.67 
±16.50 
89.89 
±10.55 
88.30 
±3.77 
71.44 
±12.25 
73.57 
±18.80 
78.80 
±11.24 
k-NN 
96.87 
±2.55 
95.46 
±3.08 
95.78 
±5.46 
98.93 
±2.61 
98.85 
±2.65 
99.20 
±1.69 
95.00 
±7.07 
97.60 
±3.86 
96.83 
±2.52 
88.90 
±3.18 
88.84 
±6.44 
89.76 
±9.79 
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Table 6.9 Drusen-vs-rest classification results with the combination of CGran+CVA, 
CLBP+CVA, CRGB+CVA and CGran+LBP+RGB features. The mean and standard deviation 
measures are used with 10-fold cross-validation. 
M
easu
res 
CGran+CVA CLBP+CVA CRGB+CVA CGran+LBP+RGB 
SE% SP% AC% SE% SP% AC% SE% SP% AC% SE% SP% AC% 
ANN 
(RBF) 
86.67 
±17.21 
90.00 
±5.05 
88.90 
±3.18 
98.82 
±2.68 
91.89 
±6.37 
96.87 
±1.63 
92.59 
±4.69 
91.47 
±3.77 
94.63 
±4.63 
73.44 
±17.47 
75.44 
±17.24 
71.44 
±12.25 
SVM 
91.50 
±4.39 
94.63 
±4.63 
91.17 
±4.38 
98.05 
±3.33 
94.04 
±5.91 
95.73 
±3.42 
91.89 
±6.37 
89.78 
±9.71 
95.78 
±5.46 
88.84 
±8.44 
83.67 
±16.50 
85.78 
±10.91 
k-NN 
96.86 
±2.46 
95.00 
±7.07 
96.87 
±2.34 
99.61 
±0.88 
100.00 
±0.00 
100.00 
±0.00 
98.83 
±2.61 
96.78 
±4.24 
97.14 
±2.74 
94.67 
±6.96 
89.89 
±10.55 
95.52 
±4.61 
 
The good results obtained when combining CCVA+LBP features can be explained in terms 
of the fact that CCVA colour features are extracted from the green channel of the colour 
fundus image, thus ignoring the chromatic information. Therefore, when adding texture 
feature to CCVA colour information, the descriptor captures more information. However, 
as seen in the results, combining CGran+LBP+RGB features does not provide a better 
performance compared with CCVA+LBP features as shown in Table 6.8,Table 6.9,Table 6.10 
and Table 6.11. 
Table 6.10 Normal-vs-rest classification results with the combination of CGran+CVA, 
CLBP+CVA, CRGB+CVA and CGran+LBP+RGB features. The mean and standard deviation 
measures are used with 10-fold cross-validation. 
M
easu
res 
CGran+CVA CLBP+CVA CRGB+CVA CGran+LBP+RGB 
SE% SP% AC% SE% SP% AC% SE% SP% AC% SE% SP% AC% 
ANN 
(RBF) 
83.57 
±15.81 
80.00 
±23.31 
83.33 
±19.57 
92.12 
±7.55 
92.50 
±16.87 
95.48 
±6.94 
86.67 
±17.21 
88.43 
±11.36 
86.58 
±10.49 
74.67 
±10.15 
79.64 
±32.99 
82.38 
±13.05 
SVM 
87.50 
±21.76 
85.84 
±13.45 
88.78 
±8.38 
89.67 
±12.08 
87.80 
±9.67 
89.76 
±9.79 
88.30 
±6.27 
86.67 
±14.86 
87.68 
±5.89 
74.67 
±10.15 
73.57 
±18.80 
78.80 
±11.24 
k-NN 
95.71 
±6.90 
95.36 
±6.51 
94.33 
±10.91 
100.00 
±0.00 
99.69 
±0.99 
99.70 
±0.96 
95.71 
±8.90 
97.14 
±4.39 
96.90 
±4.55 
81.19 
±21.31 
83.57 
±15.81 
86.70 
±12.49 
Table 6.11 Comparison of different combinations of feature types. For each class, the 
classification sensitivity (Sens), specificity (Spec), accuracy (Acc) and AUC using the k-NN 
classifier are given. The results indicate the mean value and standard deviation obtained with 
10-fold cross-validation. 
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Class Measures 
Combined Features 
CGran+CVA CLBP+CVA CRGB+CVA CGran+LBP+RGB 
Exudates 
Sens 96.87 ±2.55 98.93 ±2.61 95.00 ±7.07 88.90 ±3.18 
Spec 95.46 ±3.08 98.85 ±2.65 97.60 ±3.86 88.84 ±6.44 
Acc 95.78 ±5.46 99.20 ±1.69 96.83 ±2.52 89.76 ±9.79 
AUC 93.87 (±8.96) 97.33±2.61 82.86 (±19.98) 82.86 (±19.98) 
Drusen 
Sens 96.86 ±2.46 99.61 ±0.88 98.83 ±2.61 94.67 ±6.96 
Spec 95.00 ±7.07 100.00 ±0.00 96.78 ±4.24 89.89 ±10.55 
Acc 96.87 ±2.34 100.00 ±0.00 97.14 ±2.74 95.52 ±4.61 
AUC 92.03 (±9.70) 99.80±0.79 93.50 (±14.15) 82.86 (±19.98) 
Normal 
Sens 95.71 ±6.90 100.00 ±0.00 95.71 ±8.90 81.19 ±21.31 
Spec 95.36 ±6.51 99.69 ±0.99 97.14 ±4.39 83.57 ±15.81 
Acc 94.33 ±10.91 99.70 ±0.96 96.90 ±4.55 86.70 ±12.49 
AUC 93.87 (±8.96) 98.65±0.98 95.00 (±10.54) 82.86 (±19.98) 
6.4.4  Comparison with Existing Systems 
For the sake of illustration, a recently published technique for the detection of exudate 
regions based on texture information (Akram et al., 2013a) has been implemented and 
applied to the same dataset. A comparison has been carried out in terms of measurements 
shown in Table 6.12. The combination of CCVA colour features with different features 
based on the BoF approach are extracted for the proposed method. Meanwhile gray-level 
features based on gray level intensities inside the candidate region combined with 
statistical features such as entropy, energy and moments were used in Akram et al. 
(2013a) work. Our k-NN classifier achieved good results, and the comparison with other 
research on classifiers is given in Table 6.12 as compared to Akram et al. (2013a) who 
achieved good results initially with the GMM classifier, which is fairly good. However, 
the method proposed in this study gives very good performance when compared with  
Akram et al. (2013a) work. The proposed system gives higher values with the same 
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dataset, which makes it suitable for an automated medical system for diagnosing and 
identifying lesions related to the DR and AMD diseases containing exudates, drusen as 
well as images with no lesions. 
In another study by van Grinsven et al. (2013), an automatic system was proposed to 
retrieve and classify images with bright lesions, namely exudates and drusen, using the 
BoF method. The system used a set of features which includes the histogram of oriented 
gradients (HOG), colour histograms and local binary patterns (LBPs). Afterwards, a 
codebook dictionary is created using these features and classification is performed with 
the k-NN classifier. The results obtained using an area under the curve for image 
classification of 90%. 
The proposed method has also been compared with the methods proposed by Giancardo 
et al. (2012), who presented a new technique for the automatic diagnosis of diabetic 
macular edema using a set of structures that include colour, wavelet decomposition and 
automatic lesion segmentation. The method was evaluated against the publicly available 
HEI-MED and MESSIDOR datasets. The standardized images were additionally 
improved with morphological reconstruction giving a clear distinction between dark and 
bright structures. Their method achieved results for area under the curve between 0.88 
and 0.93. All of these classification approaches require the accurate manual annotation of 
the training dataset. 
In comparison, the method proposed in previous work by Omar et al. (2016), has high 
potential and can be used for lesion detection. The results obtained for the k-NN classifier 
were 93.03%, 94.60% and 93.71% for sensitivity, specificity and accuracy respectively, 
whereas the RBF neural network results for sensitivity, specificity and accuracy were 
98.68%, 94.81% and 96.73% respectively.  Table 6.12 shows the experimental results in 
terms of sensitivity, specificity, accuracy and AUC (Omar et al., 2016). Based on these 
results, the k-NN classifier gives better overall performance than any other classifier in 
the proposed method, as shown in Table 6.12. 
Although our technique is not directly comparable because it diagnoses DR and AMD 
diseases which related different lesions, the AUCs presented are comparable or above 
these two systems.  
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Table 6.12 Comparison between the proposed method of feature combination using the BoF 
approach and the k-NN classifier and five systems proposed in the literature in terms of 
sensitivity, specificity, accuracy and AUC. 
Measures 
Akram et al. 
(2013a) 
van Grinsven 
et al. (2013) 
Giancardo et 
al. (2012) 
Omar et al. 
(2016) 
Khalid et al. 
(2017) 
Proposed 
method 
Sens (%) 90.63 93.01 ــ 98.68 97.50 99.51 
Spec (%) 88.70 91.64 ــ 94.81 83.00 99.60 
Acc (%) 88.93 92.73 ــ 96.73 95.52 99.63 
AUC (%) ــ 90.0 88.0 ــ ــ 98.59 
 
6.5  Conclusion  
This work proposes an automatic classification scheme to distinguish between retinal 
images containing different bright lesions, namely exudates and drusen and images with 
no lesions. The system relies on a bag-of-features approach using codebooks where new 
colour and textural features are proposed for describing DR and AMD lesions efficiently, 
namely granulometry morphological (Gran), local binary patterns (LBPs), colour vector 
angles (CVAs) and RGB colour features. The approach is based on a bag-of-features 
using the CVA colour features. In particular, the proposed system does not require any 
segmentation of retinal images; for example, optic disc removal or the segmentation of 
blood vessels. 
Firstly, features are extracted, such as granulometry, LBP, CVA and RGB features, and 
afterwards a histogram is generated by extracting a set of features from local selected 
patches extracted from every image. Secondly, three codebook dictionaries (CGran, and 
CRGB, CLBP+CVA) are generated using the extracted features and histograms are built for 
each image to be considered as features describing the image. Finally, with respect to the 
CCVA colour features, a mean accuracy of 97.41% was achieved; however, the best 
accuracy of all was achieved using the combined CLBP+CVA features with a mean accuracy 
of 99.63%, which demonstrates the ability of this method.  
In conclusion, the proposed automatic classification framework for screening DR and 
AMD diseases in a biomedicine framework adapts a bag-of-features to discriminate three-
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class disease cases of exudates, drusen, and no lesions lasses (normal and two diseases) 
instead of the two-class classification model that is considered a challenge for any CAD 
system. In this work, an automatic retinal diagnosis system that combines different colour 
and textural features is proposed which was applied to five different datasets, namely the 
DIARETDB0, DIARETDB1, HEI-MED, STARE and MESSIDOR datasets and is shown 
to achieve efficient and accurate retinal lesion detection. Finally, comparison experiments 
demonstrate the robustness and superiority of the technique proposed in this work.  
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 CONCLUSION AND RECOMMENDATIONS 
7.1 Introduction 
Diagnosing DR, AMD and DME in its early stages is a challenging task for 
ophthalmologists given the fact that the chances of a patient’s prognosis are better with 
diagnosis in these early stages. This indicates that the process of analysing retinal fundus 
images and making decisions should be time-efficient. Today, the diagnosis of DR, AMD 
and DME diseases using automated and computerised systems is essential. DR and DME 
are forms of diabetes that are usually treatable if detected and diagnosed early. Whereas, 
AMD is a problem of the retina when a part of the retina called the macula is damaged. 
Over time, it leads to a gradual loss of central vision. The early detection of retinal lesions 
will lead to better outcomes; otherwise, retinal lesions can develop and lead to vision loss. 
Accordingly, the conditions become difficult to treat and the results can be disastrous. 
The clinical diagnosis of retinal lesions is subject to human error, and early diagnosis can 
be improved by using automated procedures. Motivated by this, the present research 
investigates the development of new approaches to improve the performance of automatic 
from retinal images diagnosis.  
In this thesis, an automated approach to retinal lesion diagnosis using efficient features in 
publically available retinal fundus images datasets with the aim to improve performance 
has been proposed to assist ophthalmologists in the accurate detection of retinal lesions. 
The common techniques for dealing with the early detection of retinal lesions, including 
several stages of pre-processing, segmentation, feature extraction, and classification, are 
reviewed in this work. All of these stages play an important role in avoiding any errors in 
detection, owing to the fact that the output of each stage is the input of the next stage.  
This work proposes three different techniques. Firstly, a new LBP-based feature 
extraction technique has been applied for classification, which can be used to efficiently 
discriminate between features for exudate detection. Based on experiments, the system 
has shown good ability for the detection of abnormalities associated with DR. Exudates 
are signs of DR and are not easy to detect due to other normal retinal characteristics with 
similar features such as contrast, intensity levels, colour and shape. When digital fundus 
images are captured using cameras with uneven illumination, the detection problem 
becomes even more difficult. In contrast to previous methods, the LBP-based feature 
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extraction is applied after dividing the image into number of blocks instead of using the 
whole image in the analysis. The extracted features have been applied to both RBF-NN 
and k-NN classifiers for training and testing purposes. Compared to existing systems, this 
proposed method shows some improvements in performance. 
The second proposed system consists of a technique based on a multi-label model for 
multiple DME disease diagnosis and the determination of patient age. This is an extension 
of previous research, which was concerned with changing disease classification as a two-
class problem in to a multi-label machine learning classification problem by combining 
the diagnosis of diabetic macular edema (DME) with other factors such as patient age. 
The LBP-based feature extraction technique has been applied for classification. Four 
multi-label classifiers are investigated (ML-kNN, ML-rank SVM, MLNN-RBF and 
MLNN-BP) and 5-fold cross-validation is applied for evaluation. The proposed multi-
label model can learn simultaneously from multiple labels such as DME disease diagnosis 
and patient age. This type of multiple disease screening is highly appropriate for real-
world diagnostic situations because patients may possibly have two or three different 
diseases. Finally, the results obtained have shown that system performance can be 
improved with such combined features.  
In the third proposed technique, it is particularly claimed that the use of colour vector 
angles (CVAs) and local binary patterns (LBPs) leads to high classification performance 
as compared to other textural and colour features, hence making it appropriate in the 
analysis and classification of retinal images. This is because the LBP is powerful against 
monotonic grey-level intensity changes caused by varying illumination and high contrast. 
Moreover, the CVA is used to identify colour edges because it is insensitive to variations 
in intensity while being sensitive to differences in hue and saturation, whereas Euclidean 
distance does not have this capability (Dony and Wesolkowski, 1999).  
A codebook is generated using a combination of local binary pattern (LBP) and colour 
vector angle (CVA) features to exploit colour and textural information. The overall 
system has been assessed through extensive experiments using different classifiers on five 
datasets: DIARETDB0 (Kauppi et al., 2006), DIARETDB1 (Kälviäinen and Uusitalo, 
2007), HEI-MED (Giancardo et al., 2012), STARE (Hoover and Goldbaum, 2003), and 
MESSIDOR (Decencière et al., 2014). Correct classification has been reported with an 
average sensitivity of 99.51%, specificity of 99.60% and accuracy of 99.63% and an 
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overall average of area under the curve of 98.59%. This represents the best performance 
achieved so far when compared to existing state-of-the-art retinal lesion detection and 
diagnosis systems.  
As a result, several significant outcomes concerning the features and environment of 
retinal lesion detection have been achieved and a number of methodologies have been 
proposed for the diagnosis of diabetes. Moreover, physicians can explore reliable features 
that would ensure the detection of retinal lesion and lead to treatment as early as possible 
in order to reduce the chance of vision loss. To conclude, the proposed bag-of-features 
technique can play a significant role in the classification of abnormal and normal fundus 
images with bright lesions, and it can help ophthalmologists in the early stages of retinal 
lesion diagnosis. 
7.2 Project Evaluation 
Although months were spent during my first year looking for a new supervisor after my 
previous principal supervisor left the university, and this caused a delay in the progress 
of the work, the objectives of this work have been retained when working with my current 
principal supervisor. One of the diffeculties faced in, experiments was that datasets did 
not include large numbers of images that are medically annotated in terms of lesions and 
this has led to the adoption of a cross-validation approach in this project to overcome the 
issue of the limited size of datasets and to make the measurements more reasonable.  
7.3 Future Work and Recommendations 
In practice, it would be wise to use large numbers of medically annotated images in the 
training and validation phases to ensure the reliability of a retinal diagnosis system. For 
the sake of an optimal automated diagnosis system, it is recommended that more texture 
and colour descriptors should be investigated with local and global features. The proposed 
method could be extended to deal with more challenging spot lesions, namely 
microaneurysms, haemorrhages and soft drusen with very low intensity values and to 
subsequently include a feature extraction process that combines colour with texture 
information. In addition, efficient feature projection techniques such as linear 
discriminant analysis (LDA) and kernel discriminant analysis (KDA) could enhance the 
feature representation space prior to training the classifier. Furthermore, an exploration 
of geometric features might enhance the bag-of-features approach, since these features 
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have been proven efficient in discriminating between normal and abnormal retinal images 
especially when combined with colour and texture features. Finally, recent progress in 
machine learning offers new prospects for the computer-aided of diagnosis DR, DME and 
AMD. Major recent developments are partially due to the success of deep learning 
techniques, which have attracted attention from both academic researchers and the 
commercial application communities. Deep learning is currently the fastest growing field 
in machine learning and might contribute significantly to the field of retinal lesion 
detection and diagnosis. Recent research has demonstrated that deep learning can 
significantly enhance the classification accuracy with sophisticated image operations at 
various levels of a deep convolutional neural network. Thus, deep learning techniques 
might offer good alternatives for the diagnosis of DR, DME and AMD. 
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APPENDICES 
Appendix A  
Evaluation of an intelligent mobile-based automatic diagnostic system to identify retinal 
diseases using mathematical morphological operations (Segmentation Part). The retina 
images in DR usually contain some unwanted features such as noisy, poorly contrasted 
and also the illumination is not uniform. These features are not considered as part of the 
hard exudates lesions and may affect the precision of the system’s outputs. Techniques 
are required to enhance the contrast, sharpness and reducing noise of the fundus images 
to help human interpretation and as first step toward automatic analysis. Image processing 
techniques are very significant to overcome these problems. A block diagram of the 
retinal diagnosis system is shown in Fig 1. 
 
Figure A 1 Framework diagram of the retinal diagnosis system 
A combination of morphological operations is used to detect the exudates in this proposed 
method. At this current stage of the work, the exudates are detected using mathematical 
morphology and reconstruction techniques. An important step in the extraction process is 
to remove prominent structures in the retina, such as blood vessels and the optic disc. This 
stage can be separated into three steps: pre-processing, optic disc removal and exudate 
extraction as metioned in litercture review chapter in more details. 
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Appendix B  
Evaluation of automatic exudate detection using a combination of texture features, 
extracted from different local binary pattern (LBP) variants, with an artificial neural 
network (ANN), RBF-NN and ANN classifiers. 
 
Figure B.1 LBP texture features with different versions using RBF-NN classifier 
 
Figure B.2 LBP texture features using ANN classifier 
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Figure B.3 LBP texture features using ANN classifier 
 
Experiments on retinal image patches: 
1. Block extraction: 
The total of 30 RGB images is divided to two groups to be used in our experiments and 
validation as training phase: 
1- 20 images are abnormal and 10 images are normal (DIARETDB0 and 
DIARETDB1 datasets). 
2- The 30 images are used (DIARETDB0 and DIARETDB1 datasets) and 2970 
block of sizes 128×128 are extracted after every image is divided into 99 
blocks.    
The total 20 of abnormal image are diagnosed manually for different stages of Diabetic 
Retinopathy (DR) disease based on the database which analysed by experts as whole 
image. The blocks are labelled manually as follows: 
N: Normal 
A: Abnormal (Red Small Dots) 
B:  Abnormal (Haemorrhage) 
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C: Abnormal (Exudate) 
2. Texture features extraction: 
Texture features of blocks are extracted by using Local Binary Pattern (LBP) and the 
Segmentation-based Fractal Texture Analysis (SFTA) as texture features descriptors of 
total 71 features. The feature set of texture features are computed for each block of an 
image. The texture features set of blocks are used for clustering and classification stage 
as feature vector. 
3. Features selection: 
In order to get an important texture features, the Decision Tree (DT) and ReliefF function 
are used. Before they are used the ksdensity function has also used for testing where the 
feature has good scale. 
4. Block reduction: 
In order to remove the image borders as considered of noises, the k-means clustering 
technique is used. The k-means divided all blocks into 10 groups (k=10). The most of all 
blocks borders signed into two groups and the total of blocks borders are 923 among 2970 
normal and abnormal blocks. The dark blocks are also labelled for both normal and 
abnormal blocks which are 613 blocks and the rest of the dataset is considered as light 
(1434 block). The blocks have reduced from 2970 blocks to 1434 block (manually). 
5. Thresholding techniques: 
In order to isolate all borders and dark blocks, the general tools of thresholding technique 
(if statement based on specific features) are used to discard them as follow: 
Min and max for each feature is compared and matched between two features of dark and 
light blocks based on range distribution. Feature 14 (F14) found the best result to 
distinguish between the borders blocks and other blocks. The second method, DT (CART) 
is used for best feature.  
The second threshold is used to distinguish between the dark blocks and light blocks using 
same technique and different features. 
Ksdensity function is used to estimate the probability density between two features of 
dark and light blocks. 
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Figure B.4 Block diagram for thresholding 
 
 
Figure B.5 Block (patch) extraction 
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Figure B.6 Proposed framework model for training and classification of from DR diagnosis 
6. Classification: 
For this stage we classified our data to two classes, abnormal and normal blocks. The 
Neural Network and Support Vector Machine (SVM) with different function are used.  
7. System evaluation: 
The Cross Validation method is used to test all dataset and other measurements tools 
(Sensitivity Mean, Specificity Mean, Accuracy Mean and AUC). 
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Appendix C  
 List of experiments  
Multi-label learning model for improving the classification of exudate lesions. 
Table C.1 Multi-labels information for DME diagnosis and patient’s age and along with 
the classification of normal / abnormal regions, other information needs to be 
simultaneously classified such as patient’s age, ethnicity, race and diabetic’s type etc. 
 
Table C.2 Multi-labels information for DME diagnosis and patient’s age and along with the 
classification of normal / abnormal regions, other information needs to be simultaneously 
classified such as patient’s age, ethnicity, race and diabetic’s type etc. 
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Figure C1 104 samples for training 104 (88+16) & testing 26 (22+4) and results of k-NN 
classifier 
 
Table C.3 104 samples for training 104 (88+16) & testing 26 (22+4) and results of k-NN 
classifier 
no training testing neurons Error 
1 96.2 84.6 14 1.3888 
2 95.2 84.6 12 0 
3 94.2 84.6 10 1.3888 
4 97.1 80.8 16 2.3888 
5 93.3 80.8 12 1.3888 
 
 
Figure D.2 104 samples with 12 neurons: 
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Figure C.2 104 samples with 10 neurons: 
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