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THE RELATIVE LIE ALGEBRA COHOMOLOGY OF THE WEIL
REPRESENTATION OF SO(n, 1)
NICOLAS BERGERON, JOHN J. MILLSON*, JACOB RALSTON*
Abstract. In Part 1 of this paper we construct a spectral sequence converg-
ing to the relative Lie algebra cohomology associated to the action of any
subgroup G of the symplectic group on the polynomial Fock model of the Weil
representation, see §7. These relative Lie algebra cohomology groups are of
interest because they map to the cohomology of suitable arithmetic quotients
of the symmetric space G/K of G. We apply this spectral sequence to the case
G = SO0(n, 1) in Sections 8, 9, and 10 to compute the relative Lie algebra
cohomology groups H•
(
so(n, 1), SO(n);P(V k)
)
. Here V = Rn,1 is Minkowski
space and P(V k) is the subspace of L2(V k) consisting of all products of poly-
nomials with the Gaussian. In Part 2 of this paper we compute the cohomology
groups H•
(
so(n, 1), SO(n);L2(V k)
)
using spectral theory and representation
theory, especially [Li2]. In Part 3 of this paper we compute the maps between
the polynomial Fock and L2 cohomology groups induced by the inclusions
P(V k) ⊂ L2(V k).
1. Introduction
We let (V, (, )) be Minkowski space Rn,1 and e1, e2, . . . , en+1 be the standard
basis. Let V+ be the span of e1, . . . , en. We will consider the connected real Lie
group G = SO0(n, 1) with Lie algebra so(n, 1) and maximal compact subgroup
K = SO(n) with Lie algebra so(n), the subgroup of G that fixes the last basis vector
en+1. Let P(V
k) be the space of all products of complex-valued polynomials with
the Gaussian ϕ0,k, see Equation (2.1.1). Let Sk be the O(n)-invariant complex-
valued polynomials on V k and Rk ⊂ Sk be the O(n)-invariant complex-valued
polynomials on V k+ , see Section 2. We will consider the Weil representation with
values in P(V k) and L2(V k).
We first summarize our results for the cohomology with values in P(V k). In
the following theorem, let ϕk be the cocycle constructed in the work of Kudla and
Millson, [KM2], see Section 2, Equation (2.2.4). In what follows, c1, . . . , ck are the
cubic polynomials on V k defined in Equation (10.5.1), q1, . . . , qn are the quadratic
polynomials on V k defined in Equation (8.2.1), and vol is defined in Equation
(2.0.1).
1.1. Theorem.
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(1) If k < n then
Hℓ
(
so(n, 1), SO(n);P(V k)
)
=

Rkϕk if ℓ = k
Sk/(c1, . . . , ck)ϕ0,kvol if ℓ = n
0 otherwise
(2) If k = n then
Hℓ
(
so(n, 1), SO(n);P(V k)
)
=
{
Rkϕk ⊕ Sk/(c1, . . . , ck)ϕ0,kvol if ℓ = n
0 otherwise
(3) If k > n
Hℓ
(
so(n, 1), SO(n);P(V k)
)
=
{(
Pk/(q1, . . . , qn)
)K
ϕ0,kvol if ℓ = n
0 otherwise
The cohomology groups Hℓ
(
so(n, 1), SO(n);P(V k)
)
are sp(2k,R)-modules. We
now describe these modules. If k < n+12 , then as an sp(2k,R)-module Rkϕk
is isomorphic to the space of MU(k)-finite vectors in the holomorphic discrete
series representation with parameter (n+12 , · · · ,
n+1
2 ). If k < n, then the coho-
mology group Hk
(
so(n, 1), SO(n);P(V k)
)
is an irreducible holomorphic represen-
tation because it was proved in [KM2] that the class of ϕk is a lowest weight
vector in Hk
(
so(n, 1), SO(n);P(V k)
)
. On the other hand, the cohomology group
Hn
(
so(n, 1), SO(n);P(V k)
)
is never irreducible. Indeed, if k < n then
Hn
(
so(n, 1), SO(n);P(V k)
)
is the direct sum of two nonzero sp(2k,R)-modules Hn+
and Hn− and if k = n, then H
n
(
so(n, 1), SO(n);P(V k)
)
is the direct sum of three
nonzero sp(2k,R)-modules Hn+, H
n
−, and Rk(V )ϕk. In the case k = 1, the authors,
with Jens Funke, have shown that Hn+ and H
n
− are each irreducible.
We summarize this theorem in the following chart. The symbol • means the
corresponding group is non-zero.
n • • • • • • • • • • • •
n− 1 0 0 · · · 0 • 0 0 0
n− 2 0 0 · · · • 0 0 0 0
... 0 0 0 0 0
...
...
2 0 • · · · 0 0 0 0 0
1 • 0 · · · 0 0 0 0 0
ℓ = 0 0 0 · · · 0 0 0 0 0
k = 1 2 · · · n− 2 n− 1 n n+ 1 · · ·
Hℓ(so(n, 1), SO(n);P(V k))
We now summarize our results for the cohomology with values in L2(V k). In
what follows, H
ℓ
will denote the reduced cohomology in degree ℓ, that is, the space
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of ℓ-cocycles divided by the closure of the space of the exact ℓ-cocycles. We will
say that the cohomology group Hℓ is reduced if it is equal to H
ℓ
. Note that these
cohomology groups are modules for the action of Mp(2k,R) and hence for its Lie
algebra sp(2k,R). We will put K ′ = MU(k) and if W is a K ′ module, then W (K
′)
will denote the submodule of K ′-finite vectors. We let φk be the form (ϕ0,x)z of
[KM1], page 230, the harmonic projection of ϕk.
To simplify notation in the next theorem and for the rest of this paper, we
note that since we will be concerned only with computing the relative Lie algebra
cohomology with g = so(n, 1) and K = SO(n), we will often write H•(P(V k)) and
C•(P(V k)) in place of H•(so(n, 1), SO(n);P(V k)) and C•(so(n, 1), SO(n);P(V k))
and similarly for other (g,K)-modules V.
1.2. Theorem.
(1) Assume that k > n/2 and ℓ /∈ [n−12 ,
n+1
2 ]. Then we have:
Hℓ(L2(V k)) = H
ℓ
(L2(V k)) = 0.
(2) Suppose now k ≤ n2 . Then for ℓ /∈ [
n−1
2 ,
n+1
2 ] we have
(a) Hℓ(L2(V k)) is reduced
(b) Hℓ(L2(V k)) is non-zero if and only if ℓ = k or ℓ = n− k.
Moreover, for k < n2 , the cohomology group H
k(L2(V k)) is the discrete se-
ries representation of Mp(2k,R) with parameter (n+12 , . . . ,
n+1
2 ) and hence
Hk(L2(V k))(K
′) = Rk(V )φk.
(3) Suppose n = 2m. Then Hm(L2(V k)) is reduced and Hm(L2(V k)) is non-
zero if and only if k ≥ m. Moreover, the cohomology group Hm(L2(V m))
is the direct sum of two copies of the discrete series representations of
Mp2m(R) with parameter (
n+1
2 , . . . ,
n+1
2 ) and
Hm(L2(V m))(K
′) = Rm(V )φm ⊕ Rm(V ) ∗ φm.
(4) Suppose n = 2m + 1. Then Hm(L2(V k)) is reduced and H
m
(L2(V k)) is
non-zero if and only if k = m. Furthermore, Hm+1(L2(V k)) is reduced if
and only if k ≤ m and
(a) Hm+1(L2(V k)) 6= 0 if and only if k ≥ m
(b) H
m+1
(L2(V k)) 6= 0 if and only if k = m.
Moreover, Hm(L2(V m)) is the discrete series representation of Mp2m(R)
with parameter (n+12 , . . . ,
n+1
2 ) and
Hm(L2(V m))(K
′) = Rm(V )φm.
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We summarize Theorem 1.2 in the following three charts. The symbol • means
the corresponding group is non-zero.
n 0 0 · · · 0 0 0 · · ·
n− 1 • 0 · · · 0 0 0 · · ·
n− 2 0 • · · · 0 0 0 · · ·
... 0 0 0 0 0 · · ·
m+ 1 0 0 · · · • 0 0 · · ·
m 0 0 · · · 0 • • • • •
m− 1 0 0 · · · • 0 0 · · ·
... 0 0 0 0 0 · · ·
2 0 • · · · 0 0 0 · · ·
1 • 0 · · · 0 0 0 · · ·
ℓ = 0 0 0 · · · 0 0 0 · · ·
k = 1 2 · · · m− 1 m m+ 1 · · ·
Hℓ(so(2m, 1), SO(2m);L2(V k))
n 0 0 · · · 0 0 0 · · ·
n− 1 • 0 · · · 0 0 0 · · ·
n− 2 0 • · · · 0 0 0 · · ·
... 0 0 0 0 0 · · ·
m+ 2 0 0 · · · • 0 0 · · ·
m+ 1 0 0 · · · 0 • • • • •
m 0 0 · · · 0 • 0 · · ·
m− 1 0 0 · · · • 0 0 · · ·
... 0 0 0 0 0 · · ·
2 0 • · · · 0 0 0 · · ·
1 • 0 · · · 0 0 0 · · ·
ℓ = 0 0 0 · · · 0 0 0 · · ·
k = 1 2 · · · m− 1 m m+ 1 · · ·
Hℓ(so(2m+ 1, 1), SO(2m+ 1);L2(V k))
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n 0 0 · · · 0 0 0 · · ·
n− 1 • 0 · · · 0 0 0 · · ·
n− 2 0 • · · · 0 0 0 · · ·
... 0 0 0 0 0 · · ·
m+ 2 0 0 · · · • 0 0 · · ·
m+ 1 0 0 · · · 0 • 0 · · ·
m 0 0 · · · 0 • 0 · · ·
m− 1 0 0 · · · • 0 0 · · ·
... 0 0 0 0 0 · · ·
2 0 • · · · 0 0 0 · · ·
1 • 0 · · · 0 0 0 · · ·
ℓ = 0 0 0 · · · 0 0 0 · · ·
k = 1 2 · · · m− 1 m m+ 1 · · ·
H
ℓ
(so(2m+ 1, 1), SO(2m+ 1);L2(V k))
We now describe the map on cohomology induced by the inclusion P(V k) into
L2(V k).
1.3. Theorem.
(1) Suppose k < n2 then the map from H
k(P(V k)) to Hk(L2(V k)) is an isomor-
phism onto the K ′-finite vectors. The lowest weight vector for the sp(2k)-
module Hk(L2(V k))(K
′) is the image of ϕk, namely φk.
(2) Suppose k = n2 , then the map from H
k(P(V k)) to Hk(L2(V k)) is an isomor-
phism onto the K ′-finite vectors Rm(V )φm, the first summand in Theorem
1.2 (3). The K ′-finite vectors in the cokernel are Rm(V ) ∗ φm, the second
summand in Theorem 1.2
(3) If k > n2 or ℓ = n then the map H
ℓ(P(V k)) to Hℓ(L2(V k)) is the zero map.
We now explain why it is important to compute the relative Lie algebra coho-
mology groups with values in the Weil representation for groups G belonging to
dual pairs for the study of the cohomology of arithmetic quotients of the associated
locally symmetric spaces. The key point is that cocycles of degree k with values in
the Weil representation of Sp(2k,R)×O(p, q) or U(a, b)×U(p, q) give rise (using the
theta distribution θ ) to closed differential k-forms on arithmetic locally symmetric
spaces associated to such groups G. This construction gives rise to a map θ from
the relative Lie algebra cohomology of G with values in the Weil representation to
the ordinary cohomology of suitable arithmetic quotientsM of the symmetric space
associated to G. Furthermore if a class ϕ is a lowest weight vector for the action
of sp(2k,R) then θ(ϕ) is the kernel of an integral operator giving a correspondence
between Siegel modular forms of genus k and Hk(M). For all cohomology classes
studied so far, the span of their images under θ is the span of the Poincare´ duals
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of certain totally geodesic cycles in the arithmetic quotient, the “special cycles”.
Furthermore, the refined Hodge projection of the map θ has been shown in [BMM1]
and [BMM2] to be onto a certain refined Hodge type for low degree cohomology. In
particular, for Sp(2k,R)×O(n, 1), it is shown in [BMM1] that this map is onto the
Hk(M) for k < n3 . For a description of the map θ and the induced correspondence
between Siegel modular forms and cohomology classes, see the introduction of [FM],
where the induced correspondence is called the geometric theta correspondence.
Further work will be needed to extend these results to the cases of SO(p, q)
and SU(p, q). The spectral sequence of Section 7 exists for general SO(p, q) and
SU(p, q) and the E1 term will again be a Koszul complex. However, we do not
expect the vanishing results, Propositions 9.6 and 10.8, for the corresponding Koszul
cohomology groups to hold. Also, there are general techniques for computing the
relative Lie algebra cohomology with values in L2(V k). We expect there to be
analogues of the main techniques used in our computation of the relative Lie algebra
cohomology with values in L2(V k). It is important to generalize Theorem 1.3 to
SO(p, q) and U(p, q) for general p and q because at present there are many more
techniques available for computing cohomology with L2 cofficients than with P
coefficients.
We would like to thank Roger Howe for helpful conversations, Bill Casselman
for a conversation on smooth vectors and Jens Funke for making his computations
for the case n = 1, k = 1 available to us. We would like to thank Steve Halperin for
the proof of Proposition 7.9. We would especially like to thank Matei Machedon,
who supplied many of the ideas in Part 2.
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Part 1. The computation of H•
(
so(n, 1), SO(n);P(V k)
)
2. The relative Lie algebra complexes
We first establish notation that we will use throughout the paper. Let
e1, . . . , en+1 be an orthogonal basis for V such that (ei, ei) = 1, 1 ≤ i ≤ n
and (en+1, en+1) = −1. We let x1, . . . , xn, t be the corresponding coordinates.
We have the splitting (orthogonal for the Killing form)
so(n, 1) = so(n)⊕ p0
and denote the complexification p0 ⊗ C by p.
We recall that the map φ :
∧2(V )→ so(n, 1) given by
φ(u ∧ v)(w) = (u,w)v − (v, w)u
is an isomorphism. Under this isomorphism the elements ei ∧ en+1, 1 ≤ i ≤ n are
a basis for p0. We define ei,n+1 = −ei ∧ en+1 and let ω1, . . . , ωn be the dual basis
for p∗0. We let Iℓ,n (I for injections) be the set of all ordered ℓ-tuples of distinct
elements I = (i1, i2, . . . , iℓ) from {1, 2, . . . , n}, that is, the set of all injections from
the set {1, . . . , ℓ} to {1, . . . , n}. We let Sℓ,n ⊂ Iℓ,n (S for stricly increasing) be the
subset of strictly increasing ℓ-tuples. We define ωI for I ∈ Iℓ,n as above by
ωI = ωi1 ∧ · · · ∧ ωiℓ .
We then define vol ∈ (
∧n
p∗0)
K by
(2.0.1) vol = ω1 ∧ · · · ∧ ωn.
Now let V k =
k⊕
i=1
V . We will use v to denote the element (v1, v2, · · · , vk) ∈ V k.
We will often identify V k with the ((n+ 1)× k)-matrices
x11 x12 · · · x1k
...
...
. . .
...
xn1 xn2 · · · xnk
t1 t2 · · · tk

over R using the basis e1, . . . , en+1. Then v will correspond to the (n + 1) × k
matrix X where vj is the j
th column of the matrix.
Let V+ be the span of e1, . . . , en and V− be the span of en+1. Then we have the
splitting V = V+ ⊕ V− and the induced splitting V k = V k+ ⊕ V
k
− . We define, for
1 ≤ i, j ≤ k, the quadratic function rij ∈ Pol(V k+) for v ∈ V
k
+ by
(2.0.2) rij(v) = (vi, vj).
We let Rk = Rk(V+) be the subalgebra of Pol(V
k
+) generated by the rij for
1 ≤ i, j ≤ k. We note that
Rk = Pol(V
k
+)
O(n)
is the algebra of polynomial invariants of the group O(n) (the “First Main Theorem”
for the orthogonal group, [W], page 53). Since (as a consequence of our assumption
(2.0.3) immediately below) we will have k < n except in Section 8, it is a polynomial
algebra. This follows from the “Second Main Theorem” for the orthogonal group,
[W], page 75. We will assume that
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(2.0.3) k < n
for the remainder of Part 1 except for Section 8 where we compute the cohomology
for the case k ≥ n.
For K = SO(n),O(n) (embedded in SO(n, 1) fixing the last coordinate), or
O(n) × O(1), any complex so(n, 1) ×K-module V, and σ : O(n, 1) → End(V), we
define
C•
(
so(n, 1),K;V
)
by Ci
(
so(n, 1),K;V
)
= (
∧i
p∗0 ⊗ V)
K and d =
∑
A(ωα) ⊗ σ(eα ∧ en+1) as in
Borel Wallach [BorW]. Throughout Part 1, the symbol C will denote the complex
C•
(
so(n, 1), SO(n); Pol((V ⊗ C)k)
)
.
2.1. The relative Lie algebra complex with values in the Schro¨dinger
model. In this paper, we will be concerned with two models of the Weil repre-
sentation of the symplectic group Sp(2k(n + 1),R), the Schro¨dinger model and
the Fock model. For our cohomology computations, we will use the subspace of
U(k(n+ 1))-finite vectors. In the first case, this is the space P(V k) and in the sec-
ond it is Pol((V ⊗C)k). These two spaces are related by the Bargmann transform,
B : P(V k) → Pol((V ⊗ C)k) sending the Gaussian (see (2.1.1)) to 1 and, more
generally, Hermite functions to monomials, see [I] Chapter 1 Section 8.
We define a distinguished element ϕ0,k, the Gaussian, of the Schwartz space
S(V k) by
(2.1.1) ϕ0,k(v) =
k∏
i=1
exp
(
(−1/2)(x21i + · · ·+ x
2
ni + t
2
i )
)
.
Then P(V k) is the subspace of the space of complex-valued Schwartz functions on
V k which are products p(v)ϕ0,k(v) where p is a complex-valued polynomial.
We form the cochain complex C•
(
so(n, 1), SO(n);P(V k)
)
, d where d =
∑
j d
(j)
and
d(j) =
n∑
α=1
A(ωα)⊗ (xα,j
∂
∂tj
+ tj
∂
∂xα,j
), 1 ≤ j ≤ k.
Here A(ωα) denotes the operation of left exterior multiplication by ωα.
In Parts 2 and 3 we consider the cochain complex C•
(
so(n, 1), SO(n);L2(V k)
)
.
In fact, L2(V k) will be replaced by the smooth vectors L2(V k)∞, see the beginning
of Part 2, equipped with the same differential.
For the remainder of Part 1 we will work in the Fock model, namely the poly-
nomials on (V ⊗ C)k, denoted Pol((V ⊗ C)k).
2.2. The relative Lie algebra complex with values in the Fock model.
Similar to the above identification, we identify (V ⊗ C)k with the ((n + 1) × k)-
matrices 
z11 z12 · · · z1k
...
...
. . .
...
zn1 zn2 · · · znk
w1 w2 · · · wk

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over C using the basis e1, . . . , en+1. Then v will correspond to the (n + 1) × k
matrix Z where vj is the j
th column of the matrix.
The earlier splitting V = V+⊕V− induces the splitting (V ⊗C)k = (V+⊗C)k ⊕
(V−⊗C)k. By abuse of notation, we define, for 1 ≤ i, j ≤ k, the quadratic function
rij ∈ Pol((V+ ⊗ C)
k) for v ∈ (V+ ⊗ C)
k by
(2.2.1) rij(v) = (vi, vj).
Here ( , ) denotes the complex bilinear extension of ( , ) to V ⊗ C.
We let Rk(V+⊗C) = Pol((V+⊗C)k)O(n,C). We will abuse notation and sometimes
use the symbol Rk in place of Rk(V+⊗C). The meaning of Rk should be clear from
context. We note that the rij , 1 ≤ i, j ≤ k, generate Rk.
In the following we will be concerned with the relative Lie algebra complex where
Cℓ
(
so(n, 1), SO(n); Pol((V ⊗ C)k)
)
∼=
(∧ℓ
(p∗0)⊗ Pol((V ⊗ C)
k)
)SO(n)
and d =
∑
d(j) with
(2.2.2) d(j) =
n∑
α=1
A(ωα)⊗ (
∂2
∂zα,j∂wj
− zα,jwj), 1 ≤ j ≤ k.
The reader will show that
C•
(
so(n, 1), SO(n); Pol((V ⊗ C)k)
)
∼= C•
(
so(n, 1,C), SO(n,C); Pol((V ⊗ C)k)
)
where C•
(
so(n, 1,C), SO(n,C); Pol((V ⊗C)k)
)
=
(∧•
p∗⊗Pol((V ⊗C)k)
)SO(n,C)
.
We will use this isomorphism between cochain complexes throughout the paper.
Note that there is the tensor product map Pol((V ⊗ C)a) ⊗ Pol((V ⊗ C)b) →
Pol((V ⊗ C)a+b) given by
(f1 ⊗ f2)(v) = f1(v1, · · · , va)f2(va+1, · · · , va+b).
The tensor product map induces a bigraded product
Ci
(
so(n, 1), SO(n); Pol((V ⊗ C)a)
)
⊗Cj
(
so(n, 1), SO(n); Pol((V ⊗ C)b)
)
→ Ci+j
(
so(n, 1), SO(n); Pol((V ⊗ C)a+b)
)
which we will call the outer exterior product and denote ∧ given by
(ωI ⊗ fI) ∧ (ωJ ⊗ fJ) = (ωI ∧ ωJ)⊗ (fI ⊗ fJ) = (ωI ∧ ωJ)⊗ fIfJ .
We also have, for f ∈ Pol((V ⊗ C)k), the usual multiplication of functions
f(ωI ⊗ fI) = ωI ⊗ ffI .
A key point in the computation of the k-coboundaries is a product rule for d
relative to the outer exterior product. To state this suppose ψ is an outer exterior
product
ψ(v) = ψ1(v1) ∧ ψ2(v2) ∧ · · · ∧ ψk(vk)
where deg(ψj) = cj . Then we have
(2.2.3) dψ =
k∑
α=1
(−1)
∑α−1
j=1
cjψ1 ∧ · · · ∧ dαψα ∧ · · · ∧ ψk.
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We define the cocycle ϕ1 ∈ C1
(
so(n, 1), SO(n); Pol(V ⊗ C)
)
by
ϕ1 =
n∑
i=1
ωi ⊗ zi.
We then define ϕk ∈ Ck(so(n, 1), SO(n); Pol((V ⊗ C)k)) by
(2.2.4) ϕk = ϕ
(1)
1 ∧ · · · ∧ ϕ
(k)
1 .
Here a superscript (i) on a term in a k-fold wedge as above indicates that the
term belongs to the i-th tensor factor in Pol((V ⊗ C)k). Since ϕ1 is closed and d
satisfies (2.2.3), it follows that ϕk is also closed. The cocycle ϕk and its analogues
for SO(p, q) and SU(p, q) played a key role in the work of Kudla and Millson.
3. Some decomposition results
For 1 ≤ i, j ≤ k, we define the following second order partial differential operator
acting on Pol((V+ ⊗ C)k)
∆ij =
n∑
α=1
∂2
∂zα,i∂zα,j
.
We define H((V+ ⊗ C)k) to be the subspace of harmonic (annihilated by all ∆ij)
polynomials. Then we have the classical result, see [KaV], Lemma 5.3, (note that
we have reversed their n and k)
3.1. Theorem. (1) The map
p(r11, r12, . . . , rkk)⊗ h(z11, z12, . . . , znk)→ p(r11, r12, . . . , rkk)h(z11, z12, . . . , znk)
induces a surjection
Rk(V+ ⊗ C)⊗H((V+ ⊗ C)
k)→ Pol((V+ ⊗ C)
k).
(2) In case 2k < n the map is an isomorphism.
3.2. Remark. We will denote this surjection by writing
Pol((V+ ⊗ C)
k) = Rk(V+ ⊗ C) ·H((V+ ⊗ C)
k).
We will need the following three decomposition results. First, recall V+ is the
span of e1, . . . , en. Then we have
3.3. Lemma.
Pol((V ⊗ C)k) = Pol((V+ ⊗ C)
k)⊗ C[w1, . . . , wk]
and
3.4. Lemma.
Pol((V+ ⊗ C)
k) = C[r11, r12, . . . , rkk] ·H((V+ ⊗ C)
k).
We make the following definition
3.5. Definition.
Sk = Pol((V ⊗ C)
k)O(n,C) = C[r11, r12, . . . , rkk, w1, . . . , wk].
Then we have
3.6. Lemma.
Pol((V ⊗ C)k) = Sk ·H((V+ ⊗ C)
k).
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It will be very useful to us that as SO(n)-modules we have
(3.6.1) p ∼= p∗ ∼= V+ ⊗ C
and hence
(3.6.2)
∧i
(p∗) ∼=
∧i
(V+ ⊗ C).
4. The occurrence of the O(n,C)-module
∧ℓ
(V+ ⊗ C) in H
(
(V+ ⊗ C)k
)
In this section we compute the
∧ℓ
(V+⊗C) isotypic subspaces for O(n,C) acting
on H
(
(V+ ⊗ C)k
)
where we identify V+ ⊗ C with Cn and hence O(V+ ⊗ C) with
O(n,C) using the basis e1, . . . , en.
It is standard to parametrize the irreducible representations of O(n,C) by Young
diagrams such that the sum of the lengths of the first two columns is less than or
equal to n, see [W], Chapter 7, §7. In [Ho4], Howe defines the depth of an irreducible
representation to be the number of rows in the associated diagram.
4.1. Lemma.
HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
6= 0 if and only ℓ ≤ k.
Proof. We will use Proposition 3.6.3 in [Ho4].
∧ℓ
(V+ ⊗ C) corresponds to the
diagram D which is a single column of length ℓ. Hence,
∧ℓ
(V+ ⊗ C) has depth ℓ.
But, Proposition 3.6.3 states that a representation of depth ℓ occurs inH
(
(V+⊗C)k
)
if and only if ℓ ≤ k.

4.2. Remark. The lemma also follows from Proposition 6.6 (n odd), and Proposi-
tion 6.11 (n even) of Kashiwara-Vergne, [KaV].
4.3. Lemma.
(1) If U1 is an irreducible representation of O(n,C), then
U2 = HomO(n,C)
(
U1,H
(
(V+ ⊗ C)
k
))
is an irreducible representation of GL(k,C).
(2) Hence, given U1 as above, there exists a unique representation U2 of
GL(k,C) such that we have an O(n,C)×GL(k,C) equivariant embedding
Ψ : U1 ⊗ U2 → H
(
(V+ ⊗ C)
k
)
.
Proof. Statement (1) follows from Proposition 5.7 of Kashiwara-Vergne [KaV].
Statement (2) follows from statement (1).

4.4. Lemma. In the set-up of the previous lemma, if U1 is
∧ℓ
(V+⊗C), then U2 is∧ℓ
(Ck) and hence the
∧ℓ
(V+⊗C) isotypic subspace for O(n,C) in H
(
(V+⊗C)k
)
is
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
(Ck) as an O(n,C)×GL(k,C)-module.
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Proof. This is an immediate consequence of Howe [Ho4] Proposition 3.6.3 or
Kashiwara-Vergne [KaV] Theorem 6.9 (n odd) and Theorem 6.13 (n even).

In the next section we construct an explicit O(n,C)×GL(k,C)-intertwiner
Ψ :
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
(Ck)→ H
(
(V+ ⊗ C)
k
)
.
Thus we will give a direct proof of Lemma 4.4 and the “if” part of Lemma 4.1.
5. The intertwiner Ψ
In what follows we will identify the space Hom(Ck, V+ ⊗C) with the space of n
by k matrices using the basis e1, . . . , en for V+. That is,
Hom(Ck, V+ ⊗ C) ∼= (C
k)∗ ⊗ (V+ ⊗ C) ∼= (V+ ⊗ C)k ∼=Mn,k(C).
Let ℓ ≤ k. Let J = (j1, . . . , jℓ) be in Sℓ,k and I = (i1, i2, . . . , iℓ) be in Sℓ,n, that
is, strictly increasing ℓ-tuples of elements of {1, . . . , k} and {1, . . . , n} respectively.
Let ǫ1, . . . , ǫk be the standard basis for C
k and α1, . . . , αk be the dual basis. Let
{e∗I} be the basis of
∧ℓ
(V+ ⊗ C)
∗ dual to the basis {eI} of
∧ℓ
(V+ ⊗ C). Now
define eI and ǫJ by
eI = ei1 ∧ · · · ∧ eiℓ and ǫJ = ǫj1 ∧ · · · ǫjℓ .
Then we define the intertwiner
Ψ :
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
Ck → Pol
(
Hom(Ck, V+ ⊗ C)
)
Ψ(eI ⊗ ǫJ)(Z) = e
∗
I
(∧ℓ
(Z)(ǫJ )
)
.
Here Z ∈ Hom(Ck, V+⊗C) and
∧ℓ
(Z) :
∧ℓ
(Ck)→
∧ℓ
(V+⊗C) is the ℓth exterior
power of Z. Clearly Ψ is nonzero.
Now define fI,J(Z) to be the determinant of the ℓ by ℓ minor given by choosing
the rows i1, i2, . . . , iℓ and the columns j1, . . . , jℓ of Z ∈ Hom(Ck, V+ ⊗C) regarded
as an n by k matrix. Then we have
5.1. Lemma.
Ψ(eI ⊗ ǫJ)(Z) = fI,J(Z).
5.2. Lemma. fI,J(Z) is harmonic.
Proof. Given a monomial m, we have ∆ij(m) 6= 0 if and only if m = zα,izα,jm′ for
some 1 ≤ α ≤ n and non-zero monomial m′. But since fI,J is a determinant, it is
the sum of monomials each of which has at most one term from a given row. That
is,
∂2
∂zα,i∂zα,j
fI,J(Z) = 0
for all i, j, α and thus ∆ij
(
fI,J(Z)
)
= 0 term by term.

5.3. Corollary. The intertwiner Ψ maps to the harmonics, that is
Ψ :
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
Ck → H
(
(V+ ⊗ C)
k
)
.
We leave the following proof to the reader.
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5.4. Lemma. Ψ is O(n,C) × GL(k,C)-equivariant. That is, for g ∈ O(n,C) and
g′ ∈ GL(k,C),
(5.4.1) Ψ
(∧ℓ
(g)(eI)⊗
∧ℓ
(g′)(ǫJ )
)
(Z) = Ψ(eI ⊗ ǫJ)(g
−1Zg′).
We note that Ψ is equivalent to a bilinear map Ψ˜ from
∧ℓ
(V+ ⊗ C) ×
∧ℓ
Ck
to H
(
(V+ ⊗ C)k
)
where Ψ˜(η, τ) = Ψ(η ⊗ τ). We define
Ψ˜′ :
∧ℓ
(Ck)→ HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
by
(5.4.2) Ψ˜′(ǫJ) = Ψ˜(•, ǫJ) =
∑
I∈Sℓ,n
fI,Je
∗
I .
We define
ΨJ = Ψ˜
′(ǫJ) ∈ HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
and thus
ΨJ(Z) =
∑
I∈Sℓ,n
fI,J(Z)e
∗
I .
We now compute HomO(n,C)
(∧ℓ
(V+⊗C),H
(
(V+⊗C)k
))
. Since
∧ℓ
(V+⊗C)⊗∧ℓ
(Ck) is an irreducible O(n,C)×GL(k,C)-module it follows that Ψ is injective.
The image of Ψ is contained in the
∧ℓ
(V+ ⊗ C) isotypic subspace of H(V k+ ). By
Lemma 4.4, we know that the
∧ℓ
(V+ ⊗C)-isotypic subspace is isomorphic to this
tensor product as an O(n,C)×GL(k,C)-module which is irreducible. Hence Ψ is a
nonzero map of irreducible O(n,C)×GL(k,C)-modules and hence an isomorphism.
Thus Ψ˜′ is an isomorphism of C-vector spaces and we have
5.5. Lemma. {ΨJ : J ∈ Sm,k} is a basis for the vector space
HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
.
5.6. Proposition. {ΨJ : J ∈ Sℓ,k} is a basis for the Sk-module
HomO(n,C)
(∧ℓ
(V+ ⊗ C),Pol
(
(V ⊗ C)k
))
.
Proof. By Lemma 5.5, we have {ΨJ : J ∈ Sℓ,k} is a basis for the C-vector space
HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)k
))
. Since HomO(n,C)(C, ·) is exact, the sur-
jection Sk ⊗ H
(
(V+ ⊗ C)k
)
→ Pol((V ⊗ C)k) induces a surjection φ from the C-
vector space Sk ⊗ HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)k
))
to the C-vector space
HomO(n,C)
(∧ℓ
(V+ ⊗ C),Pol((V ⊗ C)k)
)
, given by φ(f ⊗ T ) = fT and thus
{ΨJ : J ∈ Sℓ,k} spans HomO(n,C)
(∧ℓ
(V+ ⊗ C),Pol((V ⊗ C)k)
)
as an Sk-module.
We now show the elements of this set are independent over Sk. We claim that if
Z0 ∈ Hom
0(Ck, V+ ⊗C), the set of injective homomorphisms, then {ΨJ(Z0)} is an
independent set over C. Indeed, ΨJ(Z0) =
∧ℓ
(Z0)ǫJ ∈
∧ℓ
(V+ ⊗ C). And, since
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Z0 is an injection, so is
∧ℓ
(Z0). Thus, since {ǫJ} is an independent set over C
and
∧m
(Z0) is an injection, {
∧ℓ
(Z0)ǫJ} is an independent set over C.
Following Equation (2.2.1) we have the quadratic O(n,C)-invariants rij(Z) for
Z ∈ Hom(Ck, V+ ⊗ C), where rij(Z) =
(
Z(ǫi), Z(ǫj)
)
is the inner product of
columns. We will regard rij both as matrix indeterminates and functions of X .
Recall Sk = C[r11, r12, . . . , rkk, w1, . . . , wk].
Now suppose there is some dependence relation over Sk where t ∈ Ck and we
abbreviate r = (r11, r12, . . . , rkk)∑
J
pJ(r(Z), t)ΨJ (Z) = 0.
Then for each (Z0, t0) ∈ Hom
0(Ck, V+)×C
k, since {ΨJ(Z0, t0)} is independent over
C, we have that pJ(r(Z0), t0) = 0 for all J . And since k ≤ n, Hom
0(Ck, V+)× Ck
is dense in Hom(Ck, V+)× Ck, and thus we have pJ = 0 for all J .

6. Computation of the spaces of cochains
Recall that O(n) ⊂ O(n, 1) is the subgroup that fixes the last basis vector en+1.
Recall Ia,n was defined to be the set of all ordered a-tuples of distinct ele-
ments from {1, . . . , n}, equivalently the set of all injective maps from {1, . . . , a}
to {1, . . . , n}. We recall Sa,n ⊂ Ia.n is the set of all strictly increasing a-tuples.
Lastly, given I = (i1, . . . , ia) ∈ Ia,n, we define the set I = {i1, . . . , ia} ⊂ {1, . . . , n}.
Note that this map restricted to Sa,n is a bijection to its image, the set of all subsets
of size a of {1, . . . , n}.
Let ∗ :
∧ℓ
p∗0 →
∧n−ℓ
p∗0 be the Hodge star operator associated to the Rie-
mannian metric and the volume form vol = ω1 ∧ · · · ∧ ωn. Extend ∗ to
∧ℓ
p∗ to
be complex linear. Hence
(6.0.1) ∗ ◦g = (det g)g ◦ ∗ for g ∈ O(n,C).
We now observe that the complex C = C•(so(n, 1,C), SO(n,C); Pol((V ⊗ C)k))
is the direct sum of two subcomplexes C+ and C−. Indeed let ι ∈ O(n,C) be the
element satisfying
(6.0.2) ι(e1) = −e1 and ι(ej) = ej, 1 < j ≤ n+ 1.
Then ι⊗ ι acts on the complex C and commutes with d. We define C+ resp. C−
to be the +1 resp. −1 eigenspace of ι⊗ ι. Then we have
C = C+ ⊕ C−.
Hence, H•(C) = H•(C+)⊕H•(C−). By Equation (6.0.1), ∗⊗1 anticommutes with
ι⊗ ι and hence
Cn−ℓ− = (∗ ⊗ 1)
(
Cℓ+
)
.
Since Cℓ = Cℓ+ ⊕ C
ℓ
−, to compute C
ℓ it suffices to compute Cℓ+ and C
n−ℓ
+ . Hence
it suffices to compute C+. We note
Cℓ+ = C
ℓ
(
so(n, 1,C), SO(n,C); Pol((V ⊗ C)k)
)ι⊗ι
= Cℓ
(
so(n, 1,C),O(n,C); Pol((V ⊗ C)k)
)
.
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6.1. The computation of C+. We recall Rk = C[r11, r12, . . . , rkk] and
Sk = Rk[w1, . . . , wk] = C[r11, r12, . . . , rkk, w1, . . . , wk].
We define an isomorphism of Sk-modules
Fℓ : HomO(n,C)(
∧ℓ
(V+ ⊗ C),Pol((V ⊗ C)
k))→ HomO(n,C)(
∧ℓ
p,Pol((V ⊗ C)k))
e∗I ⊗ p 7→ ωI ⊗ p
and define, for J ∈ Sℓ,n, ΦJ by Fℓ(ΨJ) = ΦJ . Hence
ΦJ =
∑
I∈Sℓ,n
ωI ⊗ fI,J .
Then by Lemma 4.1 we have
6.2. Lemma. Cℓ+ = 0 for ℓ > k.
We then have the following consequence of Proposition 5.6
6.3. Proposition. {ΦJ} is a basis for the Sk-module Cℓ+.
We now give another description of ΦJ as the outer exterior product of ℓ copies
of ϕ1. That is,
(6.3.1) ϕ
(j1)
1 ∧ · · · ∧ ϕ
(jℓ)
1 =
∑
I∈Sℓ,n
ωI ⊗ fI,J = ΦJ .
6.4. Remark.
Ck+ = Skϕk
where ϕk = Φ1,2,...,k as before.
6.5. The computation of C−. Since ∗⊗ I is an isomorphism of Sk-modules from
Cℓ+ → C
n−ℓ
− , we have, abbreviating (∗ ⊗ I)(ΦJ ) to (∗ΦJ ),
6.6. Proposition.
Cℓ+ =
∑
J∈Sℓ,k
SkΦJ
Cℓ− =
∑
J∈Sn−ℓ,k
Sk(∗ΦJ)
where if i > j then Si,j is the empty set. In particular C
ℓ
+
∼= S
(kℓ)
k for 0 ≤ ℓ ≤ k and
zero for ℓ > k, whereas Cℓ− ∼= S
( kn−ℓ)
k for ℓ ≥ n− k and zero for ℓ < n− k.
7. The spectral sequence associated to the Weil representation
In this section we will construct a spectral sequence associated to the relative
Lie algebra complex attached to the action of any reductive subgroup G of the
symplectic group on the polynomial Fock model P. By Proposition 7.9 this spectral
sequence converges to the relative Lie algebra cohomology H•(g,K;P). The Lie
algebra g of G acts on P by quadratic polynomial differential operators. Hence
the action of g raises the filtration of P by polynomial degree at most two. Hence
the exterior differential d raises the induced filtration degree, p, of the associated
relative Lie algebra complex C by at most two. But d raises the exterior degree,
ℓ, on C by one. Hence if we redefine the filtration degree to be 2ℓ − p then the
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resulting filtration is preserved and decreasing and we obtain the required spectral
sequence. The convergence of this spectral sequence follows from Proposition 7.9
since the filtration is bounded above by twice the dimension of the symmetric space
G/K.
Since this spectral sequence will have some exceptional properties, for example
the filtration {F •} is bounded above and exhaustive but not bounded below, we
will first reprove some standard results about spectral sequences, Propositions 7.9,
7.11 and 7.13 in the generality required here. Our basic reference will be Chapter
2 of [Mc], especially Theorem 2.1. However, we warn the reader that the conver-
gence part of [Mc] Theorem 2.1 will not apply to our case, since our filtration is
not bounded below. An expanded version of this section, in particular a proof of
Proposition 7.6, may be found in the PhD thesis of the third author, see [Ra].
In what follows we will assume the cochain complex C has (cohomological) de-
grees between 0 and n for some fixed n.
7.1. Some general results on spectral sequences. We first recall that a spec-
tral sequence is a sequence of bigraded (by Z× Z) complexes {E•,•r dr} such that
(7.1.1) Hp,q(Er, dr) = E
p,q
r+1, p, q ∈ Z× Z, r ≥ 0.
7.2. Remark. Note that dr is bigraded, hence it will have a bidegree (a, b).
We recall the following definitions.
7.3. Definition. A filtration F • of a cochain complex C is exhuastive if⋃
p∈Z
F pC = C
and separated if ⋂
p∈Z
F pC = 0.
Many occurences of spectral sequences come from the following theorem, see
[Mc] Theorem 2.1. Note that the defining formulas for Zp,qr and B
p,q
r on page 33
of [Mc] are not correct as stated but the correct formulas are used throughout pg.
33-35, in particular in the proof of Theorem 2.1.
7.4. Theorem. Suppose C•, d is a cochain complex equipped with a decreasing fil-
tration F •C,−∞ < p < ∞. Then there is a spectral sequence {E•,•r dr} such that
E0 is the bigraded complex associated to the filtered complex F
•C, that is
Ep,q0 = F
pCp+q/F p+1Cp+q,−∞ < p <∞.
We now define graded subspaces Z
p,q
r and B
p,q
r of E
p,q
r−1 by
(7.4.1)
Z
p,q
r = ker
(
dr−1 : E
p,q
r−1 → E
p+r−1,q−r+2
r−1 ),
B
p,q
r = im
(
dr−1 : E
p−r+1,q+r−2
r−1 → E
p,q
r−1
)
.
Hence, by definition we have
Ep,qr = H
p,q(Ep,qr−1) = Z
p,q
r /B
p,q
r .
Define subspaces Zp,qr and B
p,q
r by
(1) Zp,qr = ker
(
d : F pCp+q → F pCp+q+1/F p+rCp+q+1
)
(2) Bp,qr = im
(
d : F p−r+1Cp+q−1 → F pCp+q
)
.
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We note two properties of {Zp,qr } and {B
p,q
r }.
7.5. Lemma. We have
(1) If F • is exhaustive then Bp,q =
⋃
r B
p,q
r .
(2) If F • is separated then Zp,q =
⋂
r Z
p,q
r .
We have
Zp,q1 ⊃ Z
p,q
2 ⊃ · · · ⊃ Z
p,q ⊃ Bp,q ⊃ · · · ⊃ Bp,q2 ⊃ B
p,q
1 .
The following proposition is then a complement to Theorem 7.4.
7.6. Proposition. We have
(1) Ep,qr
∼=
Zp,qr
Bp,qr +Z
p+1,q−1
r−1
, r ≥ 1.
(2) Under the above isomorphism, the differential dr on E
p,q
r is induced by the
action of d on Zp,qr and has bidegree (r,−r + 1).
7.7. Remark. In the usual development of the spectral sequence of a filtered com-
plex, formula (1) in Proposition 7.6 is taken as the definition of Ep,qr , see page 34
of [Mc]. In this case, equality must be changed to isomorphism in Equation (7.1.1).
We have made the choice above for the sake of brevity.
The spectral sequence above converges to the graded vector space associated to
the induced filtration of the cohomology. We conclude the general discussion by
describing this bigraded vector space.
7.7.1. The associated graded gr(H•). The filtrations on the cocycles Z and cobound-
aries B induce a filtration on the cohomologyH . A priori, the vector space grp,q(H)
is a four-fold quotient, but we have the following proposition.
7.8. Proposition.
grp,q(H) ∼=
Zp,q
Bp,q + Zp+1,q−1
.
Proof. By definition,
grp,q(H) =
Zp,q/Bp,q
Zp+1,q−1/Bp+1,q−1
.
By one of the standard isomorphism theorems,
Zp,q
Bp,q + Zp+1,q−1
∼=
Zp,q/Bp,q
(Bp,q + Zp+1,q−1)/Bp,q
.
By another standard isomorphism theorem,
Bp,q + Zp+1,q−1
Bp,q
∼=
Zp+1,q−1
Bp,q ∩ Zp+1,q−1
.
Finally, observe that Bp,q ∩ Zp+1,q−1 = Bp+1,q−1.

We now give conditions on the filtration of a filtered complex that are sufficient
to imply convergence of the associated spectral sequence.
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7.9. Proposition. Suppose F •, C is a filtered cochain complex such that the filtra-
tion is bounded above and exhaustive. Then the spectral sequence converges. That
is, for all p, q, there is an isomorphism
(7.9.1) Ep,q∞ → gr
p,q(H•).
Proof. Let p be given. Because the filtration is bounded above, for each (p, q) there
exists an r(p) so that Zp,qr = Z
p,q for all r ≥ r(p). For r > max(r(p), r(p + 1)) we
will construct below a surjective map
(7.9.2) πr : E
p,q
r
∼=
Zp,qr
Bp,qr + Z
p+1,q−1
r−1
→ grp,q(H•) ∼=
Zp,q
Bp,q + Zp+1,q−1
.
Since r > r(p), Zp,qr = Z
p,q and we may first define π˜r : Z
p,q
r → Z
p,q to be the
identity map. We then define π′r to be the induced quotient map
π′r : Z
p,q
r →
Zp,q
Bp,q + Zp+1,q−1
.
Since r > r(p + 1), we have Zp+1,q−1r−1 = Z
p+1,q−1. Moreover, Bp,qr ⊂ B
p,q. Hence
the map π′r factors through the quotient by B
p,q
r + Z
p+1,q−1
r−1 to give the required
surjection πr.
Note that there is a quotient map from Ep,qr to E
p,q
r+1 making {E
p,q
r , r > r(p)}
into a direct system. Moreover, the maps {πr : r > r(p)} fit together to induce a
morphism from the direct system to grp,q(H•) and hence we obtain a surjective map
π∞ : Ep,q∞ → gr
p,q(H•). We claim that π∞ is injective. Indeed suppose x ∈ Ep,q∞
satisfies π∞(x) = 0. Then for some r we have πr(x) = 0. Hence x ∈ Bp,q+Zp+1,q−1.
By Lemma 7.5, we have x ∈ Bp,qr′ + Z
p+1,q−1 for some r′ ≥ r. Furthermore, since
Zp+1,q−1 ⊂ Zp+1,q−1r′ we have x ∈ B
p,q
r′ + Z
p+1,q−1
r′ . Thus x is zero in E
p,q
r′ and
hence is zero in the direct limit.

7.10. Some consequences of the vanishing of Ep,q1 . In the spectral sequence
which follows, many of the terms Ep,q1 will vanish. To utilize this feature, we need
the following two general propositions from the theory of spectral sequences. In
what follows we assume the filtration F • is bounded above and exhaustive.
The following proposition is an immediate consequence of convergence of the
spectral sequence (Proposition 7.9) since gr(H) is obtained from E1 by taking
successive subquotients.
7.11. Proposition. Suppose (F •,M, d) is a filtered cochain complex such that F •
is bounded above and exhaustive. Then Hℓ(gr(M)) = 0 implies Hℓ(M) = 0.
7.12. Remark. In the case we are studying, M = C has a canonical grading as a
vector space. Hence, in this case, there is a map of graded vector spaces f : M →
gr(M) which sends ϕ ∈M to its leading term. However, f does not commute with
the differential. Hence, there is no map in general (even if M is graded as a vector
space) from the cohomology of M to the cohomology of gr(M).
7.13. Proposition. Let (F •,M, d) be a filtered cochain complex such that F • is
bounded above and exhaustive.
(1) If Hℓ−1(gr(M)) = 0, then there is a well defined map from Hℓ(M) to
Hℓ(gr(M)) and it is an injection.
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(2) If Hℓ+1(gr(M)) = 0, then there is a well defined map from Hℓ(gr(M)) to
Hℓ(M) and it is a surjection.
(3) if Hℓ−1(gr(M)) = 0 and Hℓ+1(gr(M)) = 0, then the map from Hℓ(M)
to Hℓ(gr(M)) is an isomorphism.
Proof. We first prove (1). We will construct an inverse system of injective maps
· · · →֒ Ep,qr →֒ E
p,q
r−1 →֒ E
p,q
r−2 →֒ · · · →֒ E
p,q
2 →֒ E
p,q
1 .
First note by the hypothesis of (1) we have
(7.13.1) B
p,q
r = 0, r ≥ 2.
Next, note that for any spectral sequence {Er, dr} we have an inclusion
(7.13.2) Z
p,q
r →֒ E
p,q
r−1, r ≥ 1.
But since Ep,qr = Z
p,q
r /B
p,q
r , by (7.13.1) we have
Ep,qr = Z
p,q
r , r ≥ 2
and the inclusion of Equation (7.13.2) becomes
Ep,qr →֒ E
p,q
r−1, r ≥ 2.
Thus {Ep,qr } is an inverse system of injections which may be identified with a
decreasing (for inclusion) sequence of bigraded subspaces of the fixed bigraded
vector space E1. We have constructed the required inverse system.
The inverse limit of the above sequence is Ep,q∞ . Since the inverse limit of an
inverse system maps to each member of the system, we have a map Ep,q∞ → E
p,q
1 .
In this case the inverse limit is simply the intersection of all the subspaces and
the map of the limit is the inclusion of the infinite intersection which is obviously
an injection. Since we have convergence (Proposition 7.9), Ep,q∞ ∼= gr
p,q(H) and
Ep,q1 = H
p,q(gr(C)). Hence (1) is proved.
We now prove (2). We construct a direct system of surjective maps
Ep,q1 ։ E
p,q
2 ։ · · ·։ E
p,q
r−1 ։ E
p,q
r ։ E
p,q
r+1 ։ · · · .
First note by the hypothesis of (2) we have dr−1|Ep,q
r−1
= 0, r ≥ 2, p+ q = ℓ and
hence
(7.13.3) Ep,qr−1 = Z
p,q
r = 0, r ≥ 2.
Next, note that for any spectral sequence {Er, dr} we have a surjection
Z
p,q
r ։ E
p,q
r , r ≥ 1.
Hence, by Equation (7.13.3), the previous surjection becomes
Ep,qr−1 ։ E
p,q
r , r ≥ 2.
Hence {Ep,qr } is a direct system of surjections which may be identified with a
sequence of bigraded quotient spaces of the fixed bigraded vector space E1. We
have constructed the required direct system.
Since each member of a direct system maps to the direct limit, the space Ep,q1
maps to Ep,q∞ and this map is clearly surjective. As in the proof of (1), since we have
convergence (Proposition 7.9), Ep,q∞ ∼= gr
p,q(H) and Ep,q1 = H
p,q(gr(C)). Hence (2)
is proved.
Lastly, (1) and (2) imply (3).

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7.14. Construction of the spectral sequence for the case in hand. We now
study the above spectral sequence for the case in hand, G = SO(n, 1), and apply
the previous results to it.
In what follows we will make a change of notation and use Pk to denote the ring
Pol((V ⊗ C)k). The ring Pol((V ⊗ C)k) is graded by polynomial degree
Pk =
∞⊕
i=0
Pk(i).
This grading of Pk induces a grading ofC
ℓ, for each ℓ, called the polynomial grading.
We will let Cℓ(i) denote the i-th graded summand of Cℓ. The above grading of Cℓ
induces an increasing filtration F• of Cℓ by
FpC
ℓ =
p⊕
i=0
Cℓ(i).
The filtration F• is bounded below but not bounded above and is exhaustive
C =
∞⋃
p=0
FpC.
Note also that C is bigraded by (ℓ, i)
(7.14.1) C =
n⊕
ℓ=0
∞⊕
i=0
Cℓ(i).
It is clear that d may be written as a direct sum d = d2+d−2 where d2 increases
the polynomial degree by two and d−2 lowers the polynomial degree by two, see
Equation (2.2.2). From d2 = 0 we obtain
7.15. Lemma.
(1) d22 = 0
(2) d2−2 = 0
(3) d2d−2 + d−2d2 = 0.
In particular we have
(7.15.1) dFpC
ℓ ⊂ Fp+2C
ℓ+1.
7.16. Remark. Relative to the bigrading of C given by Equation (7.14.1), d is a
bigraded map with
(7.16.1) d = d1,2 + d1,−2.
Since d increases filtration degree, F•, C is not a filtered cochain complex. Also,
the above filtration of C is increasing whereas the general theory assumes it is
decreasing. We correct this in the next subsection.
We now regrade C so that d preserves the filtration and so that the filtration is
decreasing. Since the changes for C will specialize to those for C+ and C− we will
work with C = C+ ⊕ C−.
The vector space underlying the complex (C, d) is bigraded by cochain degree
ℓ and polynomial degree p. As is customary in the theory of spectral sequences,
we regrade by complementary degree q = ℓ − p and p. We change this bigrading
THE RELATIVE LIE ALGEBRA COHOMOLOGY FOR SO(n, 1) 21
according to (p, q) → (p′, q′) where p′ = p − 2ℓ and q′ = p + q − p′. Note that
ℓ = p+ q = p′ + q′ and d preserves the filtration. That is,
dFp′C
ℓ ⊂ Fp′C
ℓ+1.
The theory of the spectral sequence associated to a filtered cochain complex
requires the filtration to be decreasing, however the filtration Fp′ is increasing.
Accordingly, we pass to the new decreasing filtration F p
′′
defined by F p
′′
= F−p′′ .
As before, q′′ is the complementary degree, so q′′ = ℓ− p′′. Hence
p′′ = 2ℓ− p and q′′ = p− ℓ.
Thus, from the bigrading of Equation (7.14.1) we obtain a new bigrading for C
(7.16.2) C =
2n⊕
p′′=−∞
∞⊕
q′′=−n
Cp
′′,q′′ .
7.17. Lemma. Relative to the bigrading Equation (7.16.2), we have d = d0,1+d4,−3.
In particular, d preserves the new filtration.
7.18.Remark. The differential d′ on E1 is induced by the summand d0,1 in Lemma
7.17. In fact, we use the negative of d0,1. That is,
d′ =
k∑
i=1
n∑
α=1
ωα ⊗ zαiwi.
F • is a decreasing filtration preserved by d and the associated bigraded vector
space Ep
′′,q′′
0 =
⊕
p′′,q′′ F
p′′Cp
′′+q′′ is supported in the quadrant p′′ ≤ 2n and
q′′ ≥ −n. In addition, because the cohomological degree ℓ satisfies 0 ≤ ℓ ≤ n and
ℓ = p′′+ q′′, Ep
′′,q′′
0 is supported in the intersection of the above quadrant with the
band 0 ≤ p′′ + q′′ ≤ n.
In what follows we will abuse notation and write p and q instead of p′′ and q′′.
The following figure shows the support of the bigraded complex C•,• with the new
bigrading.
F p
ℓ = 0
ℓ = n
q = −n
p = 2n
p
q
F p →
Cp,q is supported in the shaded diagonal region.
Because the filtration is bounded above by p = 2n, for each (p, q) there exists
an r(p) so that Zp,qr = Z
p,q for all r ≥ r(p). In our case it suffices to take r(p) =
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2n − p + 1. Note that r(p) is a decreasing function of p, so r > r(p) implies
r > r(p + k) for k ≥ 1. Since the complex is bounded below by q ≥ −n we also
obtain an analogous bound r(q) = q + n+ 1, however, we will use only r(p).
7.19. Remark. For the action of a general reductive G on the polynomial Fock
model, the exterior differential may be decomposed as d = d−2 + d0 + d2 and pre-
serves the new filtration. The support of the resulting bigraded complex will still be
contained in the band of the above figure. We leave the details to the reader.
8. The vanishing of the cohomology of C when k ≥ n.
In this section, we work under the assumption
(8.0.1) k ≥ n.
We prove the following theorem, see Equation (8.2.1) for the definition of the qua-
dratic elements q1, . . . , qn ∈ P(V k).
8.1. Theorem. Assume k ≥ n. Then we have
Hℓ(so(n, 1), SO(n);Pk) =
{
0 if ℓ 6= n
(Pk/(q1, . . . , qn))
Kvol if ℓ = n.
Define the complex (A, dA) by
Aℓ =
∧ℓ
(p∗)⊗ Pk and dA =
n∑
α=1
k∑
i=1
A(ωα)⊗ zαiwi.
Then Cℓ = (Aℓ)K and by Remark 7.18 we have, since K is compact,
(8.1.1) Hℓ(E1(C)) = (H
ℓ(A))K .
8.2. A, dA is a Koszul complex. Define the quadratic elements q1, . . . , qn of Pk
by
(8.2.1) qα =
k∑
i=1
zαiwi for 1 ≤ α ≤ n.
We note that the qα are the result of the following matrix multiplication of elements
of Pk z11 z12 · · · z1k... ... . . . ...
zn1 zn2 · · · znk

w1...
wk
 =
q1...
qn
 .
It is clear that
dA =
n∑
α=1
A(ωα)⊗ qα.
We first note that dA is the differential in the Koszul complex K(q1, . . . , qn)
associated to the sequence of the quadratic polynomials q1, . . . , qn, see Eisenbud
[E], Section 17.2. To see that the Koszul complex as described in [E] is the above
complex A we choose Pk as Eisenbud’s ring R and P
k
k as Eisenbud’s module N . In
our description, since p ∼= Cn, we are using the exterior algebra
∧•
((Cn)∗) ⊗ Pk.
But the operation of taking the exterior algebra of a module commutes with base
change and hence we have
∧•
((Cn)∗) ⊗ Pk ∼=
∧•
(Pnk ). Then we apply Eisenbud’s
construction with the sequence q1, . . . , qn to obtain the above complex A. We recall
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that f1, . . . , fn is a regular sequence in a ring R if and only if fα is not a zero divisor
in R/(f1, . . . , fα−1) for 1 ≤ α ≤ n. The following proposition will be a consequence
of the two subsequent lemmas.
8.3. Proposition. q1, . . . , qn is a regular sequence in Pk.
The following lemma is Matsumura’s corollary to Theorem 16.3 on page 127,
[Mat]. It gives a condition under which we may reorder a sequence while preserving
regularity.
8.4. Lemma. If R is Noetherian and graded and a1, . . . , an is a regular sequence
of homogeneous elements in R, then so is any permutation of a1, . . . , an.
8.5. Lemma. Let R = C[x1, x2, . . . , xk, y1, y2, . . . , yk]. Then (x1y1, x2y2, . . . , xkyk)
is a regular sequence.
Proof. We first rewrite R as the tensor product of n polynomial rings
R ∼= C[x1, y1]⊗ C[x2, y2]⊗ · · · ⊗ C[xn, yn].
Fix α between 1 and n. We verify that xαyα is not a zero divisor in Rα =
R/(x1y1, . . . , xα−1yα−1). Note that
Rα ∼=
C[x1, y1]
(x1y1)
⊗
C[x2, y2]
(x2y2)
⊗
C[xα−1, yα−1]
(xα−1yα−1)
⊗ C[xα, yα]⊗ · · · ⊗ C[xn, yn].
Let be,f = x
e
αy
f
α ∈ C[xα, yα]. Then {be,f}e,f≥0 is a basis for C[xα, yα]. Now consider
the map
g : Rα → Rα
r 7→ xαyαr.
We show g is injective and thus xαyα is not a zero divisor in Rα. Suppose r is in
the kernel of g. Then r has a unique representation
r =
∑
e,f
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ be,f ⊗ aα+1,e,f ⊗ · · · ⊗ an,e,f where aβ,e,f ∈ C[xβ , yβ].
Hence
g(r) =
∑
e,f
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ xαyαbe,f ⊗ · · · ⊗ an,e,f
=
∑
e,f
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ be+1,f+1 ⊗ · · · ⊗ an,e,f = 0.
Since be+1,f+1 is a basis for C[xα, yα], we have, for all e, f ≥ 0,
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ aα−1,e,f ⊗ aα+1,e,f ⊗ · · · ⊗ an,e,f = 0.
Hence r = 0. Thus xαyα is not a zero divisor and the lemma is proved.

We now prove Proposition 8.3.
Proof. First, we examine the sequence σ = ({zαi}α6=i, q1, . . . , qn). That is, let σ be
the sequence
σ = (z12, z13, . . . , z1k, z21, z23, . . . , z2k, . . . , zn1, zn2, . . . , zn,n−1, q1, q2, . . . , qn).
This is the sequence of “off-diagonal” coordinates zαi for α 6= i followed by the
quadratics qα.
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It is clear that the “off-diagonal” {zαi}α6=i form a regular sequence since they
are coordinates. To check that the qα are regular we work in Pk/({zαi}α6=i) ∼=
C[z11, z22, . . . , znn, w1, . . . , wn, . . . , wk]. The image of qα in this quotient ring is
zααwα. This a regular sequence by Lemma 8.5.
Now we apply Lemma 8.4 to reorder σ and note that (q1, . . . , qn, {zαi}α6=i) is a
regular sequence. Hence (q1, . . . , qn) is a regular seqeuence.

We now compute the cohomology of (A, dA)
8.6. Proposition.
Hℓ(A) =
{
0 if ℓ 6= n
Pk/(q1, . . . , qn)vol if ℓ = n.
Proof. Corollary 17.5 of [E] (with M = R), states that the cohomology of a Koszul
complex K(f1, . . . , fn) below the top degree vanishes if f1, . . . , fn is a regular se-
quence and that in this case the top cohomology Hn(K(f1, . . . , fn)) is isomorphic
to R/(f1, . . . , fn).

We now prove Theorem 8.1.
Proof. By Equation (8.1.1), we have, since vol is K-invariant,
Hℓ(E1(C)) =
{
0 if ℓ 6= n
(Pk/(q1, . . . , qn))
Kvol if ℓ = n.
Thus, by Proposition 7.11 and statement (3) of Proposition 7.13 we have
Hℓ(so(n, 1), SO(n);Pk) =
{
0 if ℓ 6= n
(Pk/(q1, . . . , qn))
Kvol if ℓ = n.

We now show that Hn(C) is not finitely generated as an Rk-module.
8.7. Proposition. The map from C[w1, . . . , wk] to H
n(C) sending f to [fvol] is
an injection.
Proof. First, note that f(w1, . . . , wk) is K-invariant. Now we show the map is an
injection. There is an inclusion of polynomial algebras
C[w1, . . . , wk] →֒ Pk.
This map has a right inverse, π, where π(wi) = wi and π(zαi) = 0. Then since
π(qα) = π(
∑
i zαiwi) = 0, π descends to a right inverse from Pk/(q1, . . . , qα) →
C[w1, . . . , wk]. Hence the map is injective.

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9. The computation of the cohomology of C+
Now that we have settled the case of k ≥ n we return to assuming
k < n.
We will compute the cohomology of the associated graded complex E0 = gr(C).
By Remark 7.18, our differential is d0,1. We abuse notation and call this operator
d. We will see there is only one non-zero cohomology group and use the results of
Section 7 to compute the cohomology of the original complex.
Throughout this section, J will denote an element of Sℓ,n. To simplify the
notation in what follows, we will abbreviate ω ⊗ ϕ to ϕω for ω ∈
∧•
p∗ and
ϕ ∈ Pol((V ⊗ C)k). In particular,
(9.0.1) ΦJ =
∑
I∈Sℓ,n
fI,JωI .
Recall we have fixed k with k < n and we have the ring
(9.0.2) Sk = C[r11, r12, . . . , rkk, w1, . . . , wk].
For 1 ≤ i ≤ k, J ∈ Sℓ,k, if i /∈ J , then we denote by {J, i} the element of Sℓ+1,k
that corresponds to the set J ∪ {i}. Now we define ΦJ,i ∈ C
ℓ+1
+ by
(9.0.3) ΦJ,i =
{
(−1)J(i)Φ{J,i} if i /∈ J
0 if i ∈ J.
where J(i) is defined as follows.
9.1. Definition. J(i) = |{j ∈ J : j < i}| is the number of elements of J less than
i.
We remark that the reason for the sign (−1)J(i) in this notation is that we have
put the i in the appropriate spot instead of the beginning. In particular, we have
the following lemma.
9.2. Lemma.
ϕ
(i)
1 ∧ ΦJ = ΦJ,i.
The following formula for d is then immediate.
9.3. Proposition.
(9.3.1) dΦJ =
k∑
i=1
wiϕ
(i)
1 ∧ ΦJ =
k∑
i=1
wiΦJ,i
9.4. The map from gr(C+) to a Koszul complex K+. We define K+ to be the
complex given by
(9.4.1) K•+ =
∧•
((Ck)∗)⊗ Sk with the differential dK+ =
∑
i
A(dwi)⊗ wi.
Here w1, . . . , wk are coordinates on C
k and dw1, . . . , dwk are the corresponding
one-forms.
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We define a map Ψ+ of Sk-modules from the associated graded complex gr(C+)
to K+ by sending ΦJ to dwJ . In particular, this sends ϕ
(i)
1 7→ dwi. Recall that the
degrees ℓ such that Cℓ+ is non-zero range from 0 to k.
The following lemma is an immediate consequence of Proposition 9.3. We leave
its verification to the reader.
9.5. Lemma. Ψ+ is an isomorphism of cochain complexes, Ψ+ : gr(C+)→ K+.
We now compute the cohomology of the complex K+, dK+ .
9.6. Proposition.
(1) Hℓ(K+) = 0, ℓ 6= k
(2) Hk(K+) = Sk/(w1, . . . , wk)dw1 ∧ · · · ∧ dwk ∼= Rkdw1 ∧ · · · ∧ dwk.
We first prove statement (1) of Proposition 9.6. We first note that
dK =
∑
j
wj ⊗A(dwj)
is the differential in the Koszul complex K+(w1, . . . , wk) associated to the sequence
of the linear polynomials w1, . . . , wk, see Eisenbud [E], Section 17.2. To see that
the Koszul complex as described in [E] is the above complex K we choose Sk as
Eisenbud’s ring R and Skk as Eisenbud’s module N . In our description we are using
the exterior algebra
∧•
((Ck)∗)⊗Sk. But the operation of taking the exterior algebra
of a module commutes with base change and hence we have
∧•((Ck)∗) ⊗ Sk ∼=∧•
(Skk). Then we apply Eisenbud’s construction with the sequence w1, . . . , wk to
obtain the above complex K+. We recall that f1, . . . , fk is a regular sequence in a
ring R if and only if fi is not a zero divisor in R/(f1, . . . , fi−1) for 1 ≤ i ≤ k. The
following lemma is obvious.
9.7. Lemma. w1, . . . , wk is a regular sequence in Sk.
Statement (1) of Proposition 9.6 then follows from Lemma 9.7 above and Corol-
lary 17.5 of [E] (with M = R), which states that the cohomology of a Koszul
complex K(f1, . . . , fk) below the top degree vanishes if f1, . . . , fk is a regular se-
quence.
We next note that statement (2) of Proposition 9.6 follows from [E], Corollary
17.5, which states that if f1, . . . , fk is a regular sequence in the ring R then the top
cohomology Hk(K(f1, . . . , fk)) is isomorphic to R/(f1, . . . , fk).
We now pass from the above results for K+ to the corresponding results for C+.
9.8. Theorem.
(1) Hℓ(C+) = 0 ℓ 6= k
(2) Hk(C+) = Sk/(w1, . . . , wk)Φk ∼= Rkϕk.
Proof. Since K+ is the associated graded complex of C+, the statement (1) is an
immediate consequence of Proposition 9.6 and Proposition 7.11.
Statement (2) follows by applying statement (3) of Proposition 7.13 and noting
that Φk is the form ϕk of Kudla and Millson.

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10. The computation of the cohomology of C−
We now compute the cohomology of the associated graded complex gr(C−). As
in the previous section, the differential is d0,1. Again, we abuse notation and call
this operator d. We will see there is only one non-zero cohomology group and use
the results of Section 7 to compute the cohomology of the original complex.
In Proposition 6.6 we proved that {∗ΦJ : J ∈ Sn−ℓ,k} was a basis for the Sk-
module Cℓ−. Note that in order to obtain a cochain of degree ℓ, we assume J ∈
Sn−ℓ,k instead of Sℓ,k, since by Equation (9.0.1), for J ∈ Sℓ,k, ΦJ =
∑
I∈Sℓ,n
fI,JωI
and hence
(10.0.1) ∗ ΦJ =
∑
I∈Sℓ,n
fI,J(∗ωI)
has degree n− ℓ. For our later computations, we need to replace the determinant
fI,J of (10.0.1) by the monomials zI,J where zI,J = zi1,j1 · · · zin−ℓ,jn−ℓ . In order to
do this, we sum over all ordered subsets In−ℓ,n, instead of just Sn−ℓ,n (those which
are in increasing order), to obtain
(10.0.2) ∗ ΦJ =
∑
I∈In−ℓ,n
zI,J(∗ωI).
Using this basis we may identify Cℓ− with the direct sum of
(
k
n−ℓ
)
copies of Sk.
10.1. A formula for d.
Our goal is to prove Proposition 10.2, a formula for d relative to the basis {∗ΦJ}.
Recall that for J ∈ Sn−ℓ,k, and 1 ≤ i ≤ k, we have J(i) is the number of elements
in J less than i. For 1 ≤ i ≤ k, J ∈ Sℓ,k, if i ∈ J , then we denote by {J − i} the
element of Sℓ−1,k that corresponds to the set J −{i}. Now we define ∗ΦJ−i ∈ Cℓ+1+
by
(10.1.1) ΦJ−i =
{
(−1)J(j)Φ{J−i} if i ∈ J
0 if i /∈ J.
10.2. Proposition. Assume |J | = n− ℓ, then we have
d(∗ΦJ) = (−1)
(n−ℓ−1)(∑
j∈J
k∑
i=1
wirij ∗ ΦJ−j
)
.
The proposition will follow from the next two lemmas. Note first that from the
defining formula we have
(10.2.1) d(∗ΦJ) =
k∑
i=1
n∑
α=1
zα,iwiωα ∧ (∗ΦJ).
In what follows we will need to extend the definition of J − j for J ∈ Sn−ℓ,k
to elements I ∈ In−ℓ,n. Given I ∈ In−ℓ,n, we define the symbol I − is to be the
element (i1, . . . , îs, . . . , in−ℓ) ∈ In−ℓ−1,n, the symbol îs indicating that the term is
is omitted.
We leave the proof of the next lemma to the reader.
28 NICOLAS BERGERON, JOHN J. MILLSON*, JACOB RALSTON*
10.3. Lemma. Given I ∈ In−ℓ,n,
ωα ∧ ∗(ωI) =(−1)
(n−ℓ−1) ∗ ιeα,n+1(ωI)
=(−1)(n−ℓ−1)
n−ℓ∑
s=1
(−1)s−1δα,is ∗ (ωI−is).
Here δα,is is the Kronecker delta
δα,is =
{
1 if α = is
0 if α 6= is
10.4. Lemma.
n∑
α=1
zα,iA(ωα) ∗ ΦJ =
n−ℓ∑
s=1
(−1)s−1rijs ∗ ΦJ−js
Proof. By Lemma 10.3,
n∑
α=1
zα,iA(ωα) ∗ ΦJ = (−1)
n−ℓ−1 ∗
n∑
α=1
zα,iιeα,n+1(ΦJ )
=(−1)n−ℓ−1 ∗
n∑
α=1
zα,iιeα,n+1(ϕ
(j1)
1 ∧ · · · ∧ ϕ
(js)
1 ∧ · · ·ϕ
(jn−ℓ)
1 )
=(−1)n−ℓ−1 ∗
n−ℓ∑
s=1
(−1)s−1
(
ϕ
(j1)
1 ∧ · · · ∧
n∑
α=1
zα,iιeα,n+1(ϕ
(js)
1 ) ∧ · · ·ϕ
(jn−ℓ)
1
)
where the second equality is by Equation (6.3.1). However,
n∑
α=1
zα,iιeα,n+1(ϕ
(js)
1 ) =
n∑
α=1
zα,i
n∑
β=1
zβ,jsιeα,n+1(ωβ)
=
n∑
α=1
n∑
β=1
zα,izβ,jsδα,β
=ri,js .
We see that in the jths slot we have replaced ϕ1 by (−1)
s−1ri,js and the lemma
follows.

Proposition 10.2 follows by substituting the formula of Lemma 10.4 into Equation
(10.2.1).
10.5. The map from gr(C−) to a Koszul complex K−. Define the cubic poly-
nomials cj ∈ Sk by
(10.5.1) cj =
k∑
i=1
rijwi, 1 ≤ j ≤ k.
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We note that the ci are the result of the following matrix multiplication of
elements of Sk r11 · · · r1k... . . . ...
rk1 · · · zkk

w1...
wk
 =
c1...
ck
 .
We then define K− to be the complex given by
(10.5.2) K•− =
∧•
((Ck)∗)⊗ Sk with the differential dK− =
k∑
j=1
A(dwj)⊗ cj .
In order to obtain an isomorphism of complexes we need to shift degrees accord-
ing to the following definition.
10.6. Definition. Let M be a cochain complex, j an integer, then we define the
cochain complex M [j] by (M [j])i =M j+i.
We define a map Ψ− from the associated graded complex gr(C−)[n− k]ℓ to Kℓ−
by sending ∗ΦJ to ∗dwJ . Here by ∗ we mean the Hodge star for the standard
Euclidean metric on Rk extended to be complex linear. Note that the degrees ℓ
such that C−[n− k]ℓ is nonzero range from 0 to k.
The following lemma is an immediate consequence of Proposition 10.2. We leave
its verification to the reader.
10.7. Lemma. Ψ− is an isomorphism of cochain complexes
Ψ− : gr(C−)[n− k]→ K−.
We now compute the cohomology of the complex K−, dK− .
10.8. Proposition.
(1) Hℓ(K−) = 0, ℓ 6= k
(2) Hk(K−) = Sk/(c1, . . . , ck)vol.
We mimic the proof of Proposition 8.6. We note dK− is the differential in the
Koszul complex K(c1, . . . , ck) associated to the sequence of the cubic polynomials
c1, . . . , ck, [E], Section 17.2. It remains to show cj is a regular sequence.
10.9. Lemma. The sequence (c1, . . . , ck) is a regular sequence in Sk.
Proof. We follow the method of proof of Proposition 8.3. By Lemma 8.5 we see
that (r11w1, . . . , rkkwk) is a regular sequence in C[r11, r22, . . . , rkk, w1, . . . , wk]. We
now examine the sequence σ = ({rij}i<j , c1, . . . , ck) of “super-diagonal” {rij}i<j
followed by c1, . . . , ck. That is,
σ = (r12, r13, . . . , r1k, r23, . . . , r2k, . . . , rk−1,k, c1, . . . , ck).
It is clear that the “super-diagonal” rij form a regular sequence since they are
coordinates. To check if the ci are regular we work in
Sk/({rij}i<j) ∼= C[r11, r22, . . . , rkk, c1, . . . , ck].
The image of ci in this quotient ring is riiwi which form a regular sequence.
Now we apply Lemma 8.4 to reorder σ and note that (c1, . . . , ck, {rij}i<j) is a
regular sequence. Hence (c1, . . . , ck) is a regular seqeuence.

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Proposition 10.8 then follows by the same argument that appears after Lemma
9.7.
We now pass from the above results for K− to the corresponding results for C−.
10.10. Theorem.
(1) Hℓ(C−) = 0 ℓ 6= n
(2) Hn(C−) ∼= Sk/(c1, . . . , ck).
Proof. Since K− is the associated graded complex of C−[n− k], statement (1) is a
consequence of Proposition 10.8 and Proposition 7.11.
Statement (2) follows by applying statement (3) of Proposition 7.13.

10.11. Infinite generation of Hn(C) as an Rk-module. We will now demon-
strate that Hn(C) is not finitely generated as an Rk-module. In what follows, recall
vol = ω1 ∧ · · · ∧ ωn.
10.12. Proposition. The map from C[w1, . . . , wk] to H
n(C−) sending f to [fvol]
is an injection. Furthermore, C[w1, . . . , wk] generates H
n(C−) over Rk.
Proof. There is an inclusion of polynomial algebras
C[w1, . . . , wk] →֒ Sk.
This map has a right inverse, π, where π(wi) = wi and π(rij) = 0. Then since
π(cj) = π(
∑
i rijwi) = 0, π descends to a right inverse from Sk/(c1, . . . , ck) →
C[w1, . . . , wk]. Hence the map is injective.
The second statement is obvious since C[w1, . . . , wk] generates Sk as an Rk-
module.

10.13. Remark. Note that
(1) If k 6= n, then
Hn(C) = Hn(C−) = Sk/(c1, . . . , ck)[vol].
(2) If k = n then
Hn(C) = Sn/(c1, . . . , cn)[vol]⊕ Rnϕn.
10.14. The decomposability of Hn(C) as a sp(2k,R)-module. Define
ι′ ∈ O(n, 1) by ι′(ej) = ej, 1 ≤ j ≤ n and ι′(en+1) = −en+1. Then since ι′ ⊗ ι′ acts
on
(∧ℓ
p∗ ⊗ Pol(V k)
)SO(n)
and commutes with d, it acts on Hn(C). Since ι′ ⊗ ι′
has order two, we get the eigenspace decomposition into the −1 and +1 eigenspaces
Hn(C) = Hn(C)− ⊕Hn(C)+.
10.15. Lemma. Hn(C)− and Hn(C)+ are nonzero.
Proof. Note that ι′(vol) = (−1)nvol and if p(w1, . . . , wk) is homogenous of degree
a, then ι′(p) = (−1)ap. Hence ι′ ⊗ ι′([vol⊗ p]) = (−1)n+a[vol⊗ p].

Since the action of ι′ on Pol(V k) commutes with the action of sp(2k,R), the
above decomposition of Hn(C) is invariant under sp(2k,R).
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11. A simple proof of nonvanishing of Hn(C).
In what follows we let G be a connected, noncompact, and semisimple Lie group
with maximal compact K. We let n = dim(G/K) and V be a (g,K)-module with
V∗ the dual.
11.1. Lemma. Suppose either
(1) V is a topological vector space and K acts continuously. Furthermore, assume
there exists a nonzero g-invariant continuous linear functional α ∈ (V∗)g
or
(2) there exists a g-invariant linear functional α and a K-invariant vector v ∈ V
such that α(v) 6= 0 (no topological hypotheses needed).
Then Hn(g,K;V) 6= 0.
Proof. We will first assume (2). We let vol be the element in ∧n(p∗) which is of unit
length for the metric induced by the Killing form and of the correct orientation.
Then vol⊗v is invariant under the product groupK×K, hence is invariant under the
diagonal and hence gives rise to an n-cochain with values in V which is automatically
a cocycle. Let [vol ⊗ v] be the corresponding cohomology class. Now α induces a
map on cohomology
α∗ : Hn(g,K;V)→ Hn(g,K;R).
But Hn(g,K;R) is the ring of invariant differential n-forms on D = G/K. Thus
Hn(g,K;R) = R[vol]. Finally, we have
α∗[vol⊗ v] = [vol⊗ α(v)] = α(v)[vol] 6= 0.
Hence, [vol⊗ v] 6= 0.
Now we reduce (1) to (2). Since α 6= 0 there is some v ∈ V such that α(v) 6= 0.
Let dk be the Haar measure on K normalized so that
∫
K dk = 1. We define the
projection p : V→ VK by
p(v) =
∫
K
k · vdk.
The reader will verify since α is K invariant and α(v) is continuous in V that
α(p(v)) = α(v).
Hence
α(p(v)) 6= 0 and p(v) ∈ VK .
Now the result follows from the argument of case (2).

We will apply (2) for the following examples. Let G = SO0(p, q) (resp SU(p, q)),
K = SO(p)× SO(q) (resp S(U(p)×U(q))), V = Rp,q (resp Cp,q) and V = P(V k) or
S(V k). Then if α = δ0, the Dirac delta distribution at the origin, α is a non-zero
element of (V∗)g. Hence, we have proved
11.2. Theorem. For V = P(V k) or S(V k)
(1) Hpq(so(p, q), SO(p)× SO(q);V) 6= 0
(2) H2pq(u(p, q),U(p) ×U(q);V) 6= 0.
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In the case of this paper we see that [ϕ0,kvol] ∈ Hn
(
so(n, 1), SO(n);P(V k)
)
is
non-zero.
We give one more example which uses (1). Then (choosing α to be the Dirac
delta function at the origin of V ) we have
11.3. Theorem. Let G be a connected linear semisimple Lie group, K a maximal
compact subgroup and n = dim(G/K). Let V be a finite dimensional representation
and S(V ) be the Schwartz space of V .
Hn(g,K; S(V )) 6= 0.
We conclude with a problem. Let G and V be as above Theorem 11.3. Then the
action of C on V by vector space multiplication induces an action of the C-algebra
H•(g,K;C) on H•(g,K;V).
Problem. Describe the structure of H•(g,K;V) as a H•(g,K;C)-module.
12. The extension of the theorem to the two-fold cover of O(n, 1)
It is important to give the analogues of the above results when we replace the
connected group SO0(n, 1) by the covering group O˜(n, 1) (with four components) of
O(n, 1) and hence the maximal compact SO(n) in SO0(n, 1) by the maximal com-
pact subgroup K˜ = ˜O(n)×O(1) of O˜(n, 1). Here O˜(n, 1) denotes the total space of
the restriction to O(n, 1) of the pull-back of the metaplectic cover of Sp(2k(n+1),R)
under the inclusion of the dual pair O(n, 1)× Sp(2k,R) into Sp(2k(n+ 1),R). Let
̟k be the restriction of the Weil representation of Mp(2k(n+1),R) to O˜(n, 1) under
the embedding O˜(n, 1)→ Mp(2k(n+1),R). The following lemma is a consequence
of the result of Section 4 of [BMM2]). We believe it is more enlightening to state
the following lemma in terms of a general orthogonal group. Note that the required
results for O(p, q) follow from those of [BMM2] for U(p, q) by restriction.
12.1. Lemma.
(1) The central extension O˜(p, q) → O(p, q) is the pull-back under detkO(p,q) :
O(p, q)→ C∗ of the twofold extension C∗ → C∗ given by taking the square.
Hence, the group O˜(p, q), has the character det
k/2
O(p,q), the square-root of
detkO(p,q).
(2) The character det
k/2
O(p,q) is “genuine” (does not descend to the base of the
cover) if and only if k is odd.
(3) For both even and odd k, the twisted Weil representation ̟k ⊗ det
k/2
O(p,q)
descends to O(p, q).
(4) The induced action of K = O(p)×O(q) by ̟k ⊗ det
k/2
O(p,q) on the vaccuum
vector ψ0 (the constant polynomial 1) in the Fock model Pol((V ⊗ C)k) is
given by (
̟k ⊗ det
k
O(p,q)
)
(k+, k−)
(
ψ0) = detO(q)(k−)
kψ0.
Applying items (1),(2),(3) and (4) to the case in hand, we obtain
12.2. Proposition. The action of K = O(n) × O(1) on Pol((V ⊗ C)k) under the
restriction of the Weil representation twisted by det
k/2
O(n,1) is given by(
̟k ⊗ det
k
O(n,1)
)
(k+, k−)
(
ϕ
)
(v) = detO(1)(k−)
k ϕ(k−1+ k
−1
− v).
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The cohomology groups of interest to us now are the groups
Hℓ
(
so(n, 1), K˜; Pol((V ⊗ C)k)⊗
k/2
det
)
.
The goal in this subsection is to prove
12.3. Theorem.
(1) If k < n,
Hℓ
(
so(n, 1), ˜O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
=
{
Rkϕk if ℓ = k
0 otherwise.
(2) If k = n,
Hℓ
(
so(n, 1), ˜O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
=
{
Rnϕn if ℓ = n
0 otherwise.
(3) If k > n,
Hℓ
(
so(n, 1), ˜O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
=
{
nonzero if ℓ = n
0 otherwise.
We now prove Theorem 12.3. Put K = O(n)× O(1). Then from (3) of Lemma
12.1 the restriction of the twisted Weil representation of K˜ descends to K and we
have
(12.3.1)
Cℓ
(
so(n, 1), K˜; Pol((V ⊗C)k)⊗ detk/2
)
= Cℓ
(
so(n, 1),K; Pol((V ⊗C)k)⊗ detk/2
)
.
Recall the notation Cℓ(Pol((V ⊗ C)k)) = Cℓ(so(n, 1), SO(n); Pol((V ⊗ C)k)).
Note (O(n) × O(1))/SO(n) ∼= Z/2 × Z/2 and apply Proposition 12.2 to the right-
hand side of Equation (12.3.1) to obtain
Cℓ(so(n, 1),K; Pol((V ⊗ C)k)⊗ detk/2) =
(
Cℓ(Pol((V ⊗ C)k))⊗ detkO(1)
)Z/2×Z/2
.
On the right-hand side of the above equation, we have extended the action of SO(n)
on (V ⊗ C)k to the action of O(n) given by
kϕ(v) = ϕ(k−1v).
Now recall that Cℓ(Pol((V ⊗ C)k) = Cℓ+ ⊕ C
ℓ
− and hence
Cℓ(Pol((V ⊗C)k⊗detkO(1))
Z/2×Z/2 = (Cℓ+⊗det
k
O(1))
Z/2×Z/2⊕(Cℓ−⊗det
k
O(1))
Z/2×Z/2.
Since the element (1, 0) ∈ Z/2 × Z/2 acts by the element ι ⊗ ι (see Equation
(6.0.2)) and C− is defined to be the −1 eigenspace of the action of ι ⊗ ι, we have
C
Z/2×Z/2
− = 0 and hence (C− ⊗ det
k
O(1))
Z/2×Z/2 = 0. Hence
Cℓ(so(n, 1),K; Pol((V ⊗ C)k)⊗ detk/2) = (Cℓ+ ⊗ det
k
O(1))
Z/2×Z/2.
Hence we have
Hℓ
(
so(n, 1), K˜; Pol((V ⊗ C)k)⊗ detk/2
)
= (Hℓ(C+)⊗ det
k
O(1))
Z/2×Z/2.
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12.4. Remark. Note that ϕ1 is invariant under O(n) and transforms under O(1)
by detO(1). Since ϕk is the k-fold exterior wedge of ϕ1 with itself, it follows that ϕk
is invariant under O(n) and transforms under O(1) by detkO(1). This is the reason
for twisting the Fock model by detk/2.
12.5. Lemma.
Hℓ(C+) = (H
ℓ(C+)⊗ det
k
O(1))
Z/2×Z/2.
Proof. By Theorem 9.8,
Hℓ(C+) =
{
Rkϕk if ℓ = k
0 otherwise.
By Remark 12.4, ϕk transforms by det
k
O(1) and hence H
k(C+) transforms by det
k
O(1)
and the lemma follows.

As an immediate consequence of the previous lemma we have
Hℓ
(
so(n, 1),O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
=
{
Rkϕk if ℓ = k
0 otherwise.
and statements (1) and (2) of Theorem 12.3 follow.
We now prove statement (3). Thus, we have k > n. The vanishing part (for
ℓ < n) of statement (3) follows from the vanishing statement in Theorem 8.1. It
remains to prove nonvanishing in degree n. To this end, we must exhibit classes in
Hn(A) which, once twisted by det
k
2 , are O(n)×O(1)-invariant. By Proposition 8.6
we have (this is before we take invariance),
Hℓ(A) =
{
0 if ℓ 6= n
Pk/(q1, . . . , qn)vol if ℓ = n.
It remains to find a nonzero element which is invariant. First, a definition and
a lemma. Define det+ to be the determinant of the upper-left (n × n)-block of
coordinates. That is, det+ is the determinant of the n× n-matrix (zαi)1≤α,i≤n.
12.6. Lemma. The map from C[wn+1, . . . , wk] to Pk/(q1, . . . , qn) sending f to
fdet+ is an injection.
Proof. We will show that this map has kernel zero. Suppose f(wn+1, . . . , wk)det+ ∈
(q1, . . . , qn). Now pass to the quotient where we have divided by the “off-diagonal”
zαi. Then
f(wn+1, . . . , wk)det+ 7→ f(wn+1, . . . , wk)z11z22 · · · znnqα 7→ wαzαα.
By assumption, f
∏
α zαα ∈ (w1z11, w2z22, . . . , wnznn) ⊂ (w1, . . . , wn). Hence
f(wn+1, . . . , wk)
∏
α zαα ∈ (w1, . . . , wn) and thus f = 0.

By Lemma 12.6 the cohomology classes f(wn+1, . . . , wk)det+vol ∈ H
n(A) are
nonzero. We now check if they are invariant.
Let f be homogenous of degree a. Then for (k+, k−) ∈ O(n)×O(1) we have, by
Lemma 12.1,
(k+k−)fdet+vol = det(k−)a+k+nfdet+vol.
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Thus, if a+ k+ n is even this element is invariant and Statement (3) is proved. In
fact, we have shown
12.7. Proposition. For k > n, if k + n is even (resp. odd), then the even (resp.
odd) degree polynomials f ∈ C[wn+1, . . . , wk] inject into
Hn
(
so(n, 1), ˜O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
by the map f 7→ fdet+vol.
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Part 2. The computation of H•
(
so(n, 1), SO(n);L2(V k)
)
The purpose of Part 2 of this paper is to prove the following theorem
12.8. Theorem.
(1) Assume that k > n/2 and ℓ 6= n2 ,
n+1
2 . Then we have:
Hℓ(so(n, 1), SO(n);L2(V k)) = H
ℓ
(so(n, 1), SO(n);L2(V k)) = 0.
(2) Suppose now k ≤ n2 . Then for ℓ 6=
n+1
2 we have H
ℓ(so(n, 1), SO(n);L2(V k))
is reduced. Furthermore, Hℓ(so(n, 1), SO(n);L2(V k)) is non-zero if and
only if ℓ = k or ℓ = n− k.
(3) Suppose n = 2m. Then Hm(so(n, 1), SO(n);L2(V k)) is reduced. Further-
more, Hm(so(n, 1), SO(n);L2(V k)) is non-zero if and only if k ≥ m.
(4) Suppose n = 2m + 1. Then Hm(so(n, 1), SO(n);L2(V k)) is reduced and
H
m
(so(n, 1), SO(n);L2(V k)) is non-zero if and only if k = m. Further-
more, Hm+1(so(n, 1), SO(n);L2(V k)) is reduced if and only if k ≤ m and
(a) Hm+1(so(n, 1), SO(n);L2(V k)) 6= 0 if and only if k ≥ m
(b) H
m+1
(so(n, 1), SO(n);L2(V k)) 6= 0 if and only if k = m.
13. Smooth vectors in L2(V )
In this section we will derive some properties of smooth vectors in L2(V ) for the
action of a Lie group G induced by a linear, measure-preserving action on V .
We begin with some definitions. Suppose a semi-simple Lie group G, with Lie
algebra g and maximal compact group K, acts continously on a Hilbert space V.
Then we use the symbols Cℓ(g,K;V) (resp. Hℓ(g,K;V)) to be Cℓ(g,K;V∞) (resp.
Hℓ(g,K;V∞)) where V∞ ⊂ V is the subspace of smooth vectors, see Bump [Bump].
To justify this definition, see Theorem 2.7 of Borel [Bor2]. In this theorem, Borel
shows that if C is the complex obtained by taking the closure of d on C•(g,K;V∞),
then the inclusion C•(g,K;V∞) → C induces an isomorphism of cohomology. In
this paper, V will be L2(X) where X is either V k, an open cone in V k, or an orbit
of G in V k. Then the smooth vectors have the property that their restriction to
almost every orbit is a smooth square integrable function by Lemma 13.1.
13.1. Lemma. Suppose α ∈ Cℓ(L2(V )). Then for almost every x ∈ V the cochain
α admits a measurable and square integrable restriction to Gx giving rise to an
element again denoted α ∈ Cℓ(L2(Gx)).
Proof. The set {ωI ∈ ∧ℓ(p∗) : I ∈ Sℓ,n} is a basis of ∧ℓ(p∗) where {ωi : 1 ≤ i ≤ n}
is a basis for p∗. We may write
α =
∑
I
fIωI .
The L2-norm of α is the integral over V of
∑
I
f2I . Hence we have fI ∈ L
2(V ), for
all I. Fix I. Since fI is measurable and the measure on V is a product measure,
by [Ru], Theorem 7.12, pg. 145, the restriction to almost every orbit is measurable
(see the discussion following Lemma 2). We may then apply Fubini’s Theorem
to f2I to conclude that for almost every orbit the restriction of fI to that orbit is
square-integrable. The lemma follows by intersecting the domains of the fI ’s.

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Suppose now V is a finite dimensional vector space, f a smooth vector in L2(V )
and x ∈ g. Let X be the associated vector field on V , that is, X acts on a vector
v ∈ V by
X(v) =
d
dt
|t=0exp(−tx)v.
13.2. Lemma. Suppose f ∈ L2(V ) is a smooth vector and fix x ∈ g. Define a
smooth vector p by
p =
d
dt
|t=0exp(−tx)f
where this limit is taken using the L2 norm on V . Then
(1) for almost every v ∈ V , f(exp(−tx)v) is a smooth function in t, hence Xf
is a well defined smooth vector in L2(V )
(2) Xf = p
(3) let v ∈ V and suppose f is well defined on the orbit Gv. Then f ∈ C∞(Gv)
and consequently we have
(Xf)|Gv = X(f |Gv).
Proof. Since f is a smooth vector, by the theorem of Dixmier Malliavin, [DM],
[Ca], we have f is a finite sum of convolutions with compactly supported smooth
functions ϕj , that is
f =
∑
j
ϕj ∗ hj
where
(ϕj ∗ hj)(v) =
∫
G
ϕj(g)hj(g
−1v)dg.
In what follows it suffices to consider to consider the case
f = ϕ ∗ h
where ϕ is a compactly supported smooth function on G and h a smooth vector in
L2(V ). Then
Xf = (Xϕ) ∗ h
and (1) is proved.
We will prove the analogue of (2) on the group G with L2 replaced with L1.
Define τt by
τt(ϕ)(g) = ϕ(exp(−tx)g).
Let ψ = Xϕ and define ϕt ∈ L1(G) by
ϕt =
τtϕ− ϕ
t
− ψ.
We want to show that limt→0 ϕt = 0 in L1(G). Since ϕ is smooth on G, the
pointwise limits of the one-paramter family of functions are zero everywhere, that
is
lim
t→0
ϕt(g) = lim
t→0
[
τtϕ(g)− ϕ(g)
t
− ψ(g)] = 0 for all g.
Since ϕ has compact support, Y , we may assume the family ϕt is supported in
the compact set C = {exp(tx)y : t ∈ [−1, 1], y ∈ Y }. If M is an upper bound for
the values of ψ, then by the mean value theorem we have
|
τtϕ− ϕ
t
− ψ| ≤ 2M.
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Hence the family ϕt is bounded by 2M on the compact set C and is zero elsewhere.
Then the above limit converges in L1 by the Lebesgue Dominated Convergence
Theorem.
Now we want to prove
Xf = lim
t→0
τt(f)− f
t
= p
where the limit is taken in L2. Note
||
τt(f)− f
t
||L2(V ) = ||ϕt ∗ h||L2(V ).
By Minkowski’s Inequality we have
||ϕt ∗ h||L2(V ) =
√∫
V
(∫
G
ϕt(g)h(g−1v)dg
)2
dv
≤
∫
G
√∫
V
(
ϕt(g)h(g−1v)
)2
dvdg
=
∫
G
|ϕt(g)|dg
√∫
V
h2(w)dw = ||ϕt||L1(G)||h||L2(V )
where the last line is obtained by making the change of variable w = g−1v and
noting that the action of G preserves measure. Since ϕt → 0 in L1(G), we have the
convolution ϕt ∗ h→ 0 in L2(V ).

As a consequence of the two previous lemmas, we obtain
13.3. Proposition. Let α be a smooth vector in Cℓ(L2(V k)). Then for x ∈ V k
with α|Gx smooth we have
(dα)|Gx = d(α|Gx).
Note that by Lemma 13.1, almost every x ∈ V k satisfies the conditions for
Proposition 13.3.
14. Notation
We define the Gram matrix of x to be the k by k matrix defined by
(x,x) = ((xi, xj)).
When x is clear, we will sometimes abbreviate (x,x) by β.
If k ≤ n we define the (open) cones Ωk−1,1 and Ωk,0 in V k by
Ωk−1,1 ={x ∈ V k : (x,x) has signature (k − 1, 1)}
Ωk,0 ={x ∈ V
k : (x,x) is positive definite}.
Since V k − (Ωk−1,1 ∪ Ωk,0) has measure zero, we have the following Hilbert sum
decomposition:
(14.0.1) L2(V k) = L2(Ωk,0)⊕ L
2(Ωk−1,1).
If the value of k is clear we will abbreviate Ωk,0 to Ω+ and Ωk−1,1 to Ω−.
For the rest of this section we will use Ω to denote either of the two cones Ω+
or Ω−. It follows from the transitivity of the action of G×GL(k,R) on Ω that the
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invariant densities volΩ on the cones are of the form function of β times the tensor
product of the two invariant densities on the two factors. By Proposition 13.3 we
may restrict cocycles on Ω to cocycles on orbits Gx for almost every x ∈ Ω. We
use this throughout the rest of the paper without further comment.
Throughout Part 2, it will be useful to have notation for the space and time
coordinates of an element x ∈ V k. First, given x ∈ V we define (x)0 to be the
projection of x onto V+
(x)0 = x+ (x, en+1)en+1.
We extend this definition to V k by defining x0 to be the projection onto V
k
+ . That
is, given x = (x1, . . . , xk), we define
x0 = ((x1)0, . . . , (xk)0).
More generally, for x, z ∈ V with (z, z) < 0, we define (x)z , the projection onto
z⊥, by
(x)z = x+ (x, z)z.
We extend this definition to V k by defining xz to be the projection onto (z
⊥)k.
That is, given x = (x1, . . . , xk), we define
xz = ((x1)z, . . . , (xk)z).
We define the vector t ∈ Rk by
t = (t1, . . . , tk) where ti = −(xi, en+1), 1 ≤ i ≤ k.
If k > n there is only one generic cone Ωn,1 in the space V
k. It is the open set
where the k-tuple x = (x1, . . . , xk) has maximal rank namely n + 1. The Gram
matrix of x will be similar to the diagonal matrix with entries 1, ..., 1,−1, 0, ..., 0 (n
ones and k − (n+ 1) zeroes). Then
(14.0.2) L2(V k) = L2(Ωn,1).
We will explain how to deal with the case k > n later. For the time being and
until further notice we will suppose that k ≤ n.
Given a symmetric k by k matrix β ∈ Symk we define the sphere Sk,β(V ) of
radius β by
Sk,β(V ) = {x ∈ V
k : (x,x) = β}.
In what follows we will consider only the case in which β is nondegenerate, hence
has signature either (k, 0) or (k − 1, 1). We abbreviate Sk,Ik(V ) by Sk(V ) and
Sk,Ik−1,1 (V ) by Sk−1,1(V ).
Choose x ∈ Sk,β(V ). Let Gx be the subgroup of G that fixes x. Hence if (x,x)
is definite we have
Gx ∼= SO(n− k, 1)
and if (x,x) is indefinite we have
Gx ∼= SO(n− k + 1).
The map f : G→ Sk,β(V ) given by
f(g) = g−1x
induces a G-equivariant isomorphism also denoted f
f : Gx\G→ Sk,β(V ).
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In case (x,x) has signature (k, 0) choose a cocompact torsion-free discrete subgroup
Γx of Gx. In case (x,x) has signature (k − 1, 1) define Γx to be the trivial group.
For the rest of this section we will often abbreviate Gx to H and Γx to ΓH .
We emphasize that we are abusing notation here and H depends on x as do the
transfer maps Tk−1,1 and Tk,0 and the tube E that follow.
Let Pk be the space of positive definite symmetric k by k matrices. We note that
the space Pk−1,1 of symmetric k by k matrices of signature (k−1, 1) is diffeomorphic
to the product Pk−1 ×Dk where Dk is hyperbolic k-space. We have fiber bundle
maps
p+ : Ω+ → Pk
and
p− : Ω− → Pk−1,1
with fibers the orbits of G on the respective cones.
Both fiber bundles have contractible bases so they are trivial. We give an explicit
trivialization F+ : Sk × Pk → Ω+ by
(14.0.3) F+(x, β) = x
√
β.
We can similarly give an explicit trivialization F− : Sk,k−1 × Pk−1,1 → Ω−.
15. The transfer maps from cochains with values in L2(H\G) to
H-invariant forms on hyperbolic space
In this section we will construct G-equivariant isomorphisms which will preserve
the L2 inner products (up to positive scalar multiples)
(15.0.4) Tk,0 : C
•(L2(Gx\G))→ A•(2)(Γx\D)Gx
for the case in which β = ((xi, xj)) is positive definite and
(15.0.5) Tk−1,1 : C•
(
L2(Gx\G))
)
→ A•(2)(D)
Gx
for the case in which β = ((xi, xj)) has signature (k − 1, 1). The maps Tk,0 and
Tk−1,1 will be referred to as transfer maps.
We will first construct Tk,0. Define the “tube” E by
E = ΓH\D.
Then the above map f induces a map q : ΓH\G → H\G. Let p be the projection
ΓH\G → E. Note that p and q are fibrations with compact fibers, hence proper
maps. Then we have the following diagram
(15.0.6) ΓH\G
p
xxqq
qq
qq
qq
qq q
$$
■■
■■
■■
■■
■
E = ΓH\D
&&
▼▼
▼▼
▼▼
▼▼
▼▼
H\G
zz✉✉
✉✉
✉✉
✉✉
✉
H\G/K
Recall that if X,Y are topological spaces, f : X → Y is a proper map and µ is
a measure on X , then f∗(µ) is the measure on Y so that f∗µ(ϕ) = µ(f∗ϕ) for all
ϕ ∈ C0c (Y ). Let volX be a smooth G-invariant density for X equal to one of ΓH\G,
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ΓH\D, or H\G. Note that volX is unique up to a constant multiple. Since p∗ (resp.
q∗) commutes with the action of G, p∗volΓH\G (resp. q∗volΓH\G) is a G-invariant
measure. We obtain
15.1. Lemma. There exist constants c1, c2 so that
p∗volΓH\G = c1volΓH\D and q∗volΓH\G = c2volH\G.
Let σℓ : K → Aut(
∧ℓ
p∗) be given by σℓ(k) =
∧ℓ
Ad∗(k−1)|
∧ℓ
p∗. Let
F ∈ HomK
(∧ℓ
p, C∞c (H\G)
)
=
(∧ℓ
p∗ ⊗ C∞c (H\G)
)K
. Then we can write
F =
∑
I∈Sℓ,n
ωI ⊗ fI , fI ∈ C
∞
c (H\G).
Hence we may identify F with a map
F : H\G→
∧ℓ
p∗
satisfying
(15.1.1) F (Hgk) = σℓ(k)F (Hg).
We will use the symbol (, ) for the Riemannian metric on
∧ℓ
p∗ induced by the
Riemannian metric on p. Then {ωI : I ∈ Sℓ,n} is an orthonormal basis. We define
the pointwise squared norm ||F ||2 of F by
||F ||2(Hg) = (F (Hg), F (Hg)).
Then ||F ||2 is right-K invariant and descends to a function F ′ on H\G/K. We
note that for F =
∑
I∈Sℓ,n ωI ⊗ fI , we have
F ′(Hgk) =
∑
I∈Sℓ,n
|fI |
2.
Now let F˜ = q∗F . Then F˜ satisfies
F˜ (γgk) = σℓ(k)F˜ (g), γ ∈ ΓH , k ∈ K.
Hence F˜ descends to an H-invariant ℓ-form F on E = ΓH\D.
We note that the pointwise squared norm ||F ||2 satisfies
||F ||2 =
∑
I∈Sℓ,n
|fI |
2.
Again ||F ||2 descends to a function denoted F
′
on H\G/K and we have
(15.1.2) F
′
= F ′.
From (15.1.2) we obtain
(15.1.3) p∗||F ||2 = q∗||F ||2.
We define the transfer map Tk,0 by
Tk,0(F ) = F .
15.2. Proposition. There exists a positive constant c such that
||F ||2L2(H\G) = c||Tk,0(F )||
2
L2(E) = c||F ||
2
L2(E).
42 NICOLAS BERGERON, JOHN J. MILLSON*, JACOB RALSTON*
Proof. In what follows, c′ will denote a generic constant.
||F ||2L2(E) = c
′
∫
E
||F ||2p∗(volΓH\G)
= c′
∫
ΓH\G
p∗||F ||2volΓH\G
= c′
∫
ΓH\G
q∗||F ||2volΓH\G
= c′
∫
H\G
||F ||2q∗(volΓH\G) = c
′||F ||2L2(H\G).
Put c = 1c′ .

Now we will construct Tk−1,1. Let e = (e1, . . . , ek−1, en+1), so (e, e) = Ik−1,1.
Now Ge, the isotropy of e, is isomorphic to SO(n− k + 1) embedded in the lower
right block of SO(n). We will now abbreviate SO(n − k + 1) to H . Now we have
the following diagram
(15.2.1) G
p
xxqq
qq
qq
qq
qq
qq
q
%%
❏❏
❏❏
❏❏
❏❏
❏❏
D = G/K
&&
▼▼
▼▼
▼▼
▼▼
▼▼
H\G
zz✉✉
✉✉
✉✉
✉✉
✉
H\G/K
Let F ∈ HomK
(∧ℓ
p, C∞c (H\G)
)
=
(∧ℓ
p∗ ⊗ C∞c (H\G)
)K
. Then we can
write
F =
∑
I∈Sℓ,n
ωI ⊗ fI , fI ∈ C
∞
c (H\G).
Again we may identify F with a map
F : H\G→
∧ℓ
p∗
satisfying
(15.2.2) F (Hgk) = σℓ(k)F (Hg).
Again, we let F˜ = q∗F . Then F˜ satisfies
F˜ (hgk) = σℓ(k)F˜ (g), h ∈ H, k ∈ K.
Hence F˜ descends to an H-invariant ℓ-form F on D.
We note that the pointwise squared norm ||F ||2 satisfies
||F ||2 =
∑
I∈Sℓ,n
|fI |
2.
Again ||F ||2 descends to a function denoted F
′
on H\G/K and we have
(15.2.3) F
′
= F ′.
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From (15.1.2) we obtain
(15.2.4) p∗||F ||2 = q∗||F ||2.
We define the transfer map Tk−1,1 by
(15.2.5) Tk−1,1(F ) = F .
The proof of the following proposition is analogous to the proof of Proposition
15.2
15.3. Proposition. There exists a positive constant c such that
||F ||2L2(H\G) = c||Tk−1,1(F )||
2
L2(D) = c||F ||
2
L2(D)
16. Spectral gaps and the vanishing of L2-cohomology
In this section we relate how uniform (over points in the cone) lower bounds on
the spectrum of the Casimir operatorC on the square integrable functions on almost
every orbitGx implies vanishing results for the relative Lie algebra cohomology with
values in L2(V k).
Our goal in this section is to prove vanishing theorems for relative Lie algebra
cohomology with values in L2(Ω+ ∪ Ω−) and hence with values in L2(V k) since
V k−(Ω+∪Ω−) has measure zero. We will use the transfer map to reduce problems
on cochains with values in L2 of an orbit to problems on square-integrable forms
on hyperbolic space. To illustrate the use of the transfer map we will begin with a
simple lemma.
16.1. Lemma. The spectrum of the Casimir on the relative ℓ-cochains
HomK(
∧ℓ
p, L2(Ω+ ∪ Ω−)) is contained in [0,∞), 0 ≤ ℓ ≤ n.
Proof. It suffices to prove that for all x ∈ Ω the spectrum of the Casimir on
HomK(
∧ℓ
p, L2(Gx)) is contained in [0,∞), 0 ≤ ℓ ≤ n. Under the maps Tk (resp.
Tk−1,1), HomK(
∧ℓ
p, L2(Gx)) maps isometrically into ℓ-forms on hyperbolic space
D, resp. the tube E = Γx\D, and the Casimir maps to the Hodge Laplacian by
Kuga’s Lemma. But the spectrum of the Laplacian on forms on D, respectively E,
is non-negative.

Let Ω represent either or the two cones Ω+ or Ω−. We then have
16.2. Proposition. Suppose the spectrum of the Casimir on Cℓ(L2(Gx)) is con-
tained in [ǫ,∞) with ǫ > 0 independent of x for one and hence every x. Then there
is a bounded operator δG from Cℓ(L2(Ω)) to Cℓ−1(L2(Ω)) such that for any cocyle
α ∈ Cℓ(L2(Ω)) we have
d(δGα) = α.
Hence
Hℓ(so(n, 1), SO(n);L2(Ω)) = 0.
Proof. We will treat the case of Ω = Ω− and leave the case Ω = Ω+ to the reader.
Choose x ∈ Ω−. By assumption, the spectrum of the Casimir operator C on
Cℓ(L2(Gx)) is contained in [ǫ,∞) with ǫ > 0 independent of x. Let G|x be the
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inverse of the Casimir C on Cℓ(L2(Gx)). Then G|x commutes with the differential
d and satisfies
(16.2.1) ||G|x(α)||L2(Gx) ≤
1
ǫ
||α||L2(Gx) and CG|xα = α.
The critical point is that the constant 1ǫ in the above estimate is independent of x.
Let α ∈ Cℓ(C∞c (Ω−)) be a cocycle. By Lemma 13.1, the cochain α is defined,
measurable and square-integrable on almost every orbit Gx. We will refer to the
set of x such that α has the above three properties as the domain of α. Choose
x ∈ Ω− in the domain of α and consider α(x) ∈ Cℓ(C∞c (Ω−)). Put β = G|x(α) ∈
Cℓ(C∞c (Ω−)). Then letting x vary we may extend β to every orbit of Ωk−1,1 by
the formula
β(x) = G|x(α)(x).
From the inequality (16.2.1) for every x and every α ∈ Cℓ(C∞c (Ω−)) we have
(16.2.2) ||Gα||L2(Gx) ≤
1
ǫ
||α||L2(Gx) and CG|xα = α.
Each side of the inequality (16.2.2) may be considered as a function on the space
of G orbits G\Ω− ∼= Pk−1 × Dk. The L2(Ω−)-norm of each side is obtained by
integrating each side with respect to the push-forward measure on this quotient
space. Since 1ǫ is a constant function on this quotient space, after performing these
integrations we obtain
(16.2.3) ||G(α)||L2(Ω−) ≤
1
ǫ
||α||L2(Ω−).
Hence the extension β satisfies β ∈ Cℓ(L2(Ωk−1,1)).
Now for each x use the transfer Tk−1,1 to map α and β to square integrable
forms on hyperbolic space depending on the parameter x. We again use G, the
Green operator, to denote the right-inverse of the Hodge Laplacian ∆. We note
Tk−1,1 ◦ G|x ◦ T−1k−1,1 = G
and we have the estimate inherited from Equation (16.2.1)
(16.2.4) ||Gη||L2(D) ≤
1
ǫ
||η||L2(D).
For x and α as above we let
ω = Tk−1,1(α).
Then ω is a smooth compactly supported closed ℓ-form depending on x ∈ Ω−.
Define a smooth ℓ-form η depending on x ∈ Ω− by
η = Tk−1,1(β) = Tk−1,1(G|x(ω)) = G(ω).
Hence η satisfies the equation
∆(η) = ω.
Define an (ℓ− 1)-form ν by
ν = d∗η.
We claim that
(1) dν = ω
(2) ||ν||L2(D) = ||d
∗G(ω)||L2(D) ≤ 1ǫ ||ω||L2(D).
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We first prove (1). Note first that since d commutes with G we have dGω = 0. We
then have
ω = ∆(η) = (dd∗ + d∗d)(G(ω)) = dd∗(G(ω)) = d(d∗(G(ω))) = dν
We now prove (2). We use (( , )) to denote the inner product on Aℓ−1(2) (D) and || ||
to denote the associated norm . Then we have
||ν||2 =||d∗(G(ω))||2 = ((d∗(G(ω)), d∗(G(ω))))
=((dd∗(G(ω)),G(ω)) = ((ω,G(ω)))
≤||ω||2||G(ω)||2 ≤
1
ǫ
||ω||2.
Finally we will need to know that the image of closed L2 ℓ-forms under d∗G is
contained in the domain of d. But we have for ω closed
(16.2.5) ||dd∗Gω||2 = ||∆Gω||2 = ||ω||2.
In case ω depends on x the above equation holds for all x.
Now define
δ : Cℓ(C∞c (Gx))→ C
ℓ(C∞c (Gx))
by
δ = T−1k−1,1 ◦ d
∗ ◦ Tk−1,1.
Also define γ(x) by
γ = T−1k−1,1(ν) = δG(α).
We have
(1) dγ = α
(2) δGα||L2(Gx) ≤
1
ǫ ||α||L2(Gx).
The previous estimate then becomes
(16.2.6) ||γ||2L2(Gx) = ||δGα||
2
L2(Gx) ≤
1
ǫ
||α||2L2(Gx).
We integrate both sides of Equation (16.2.7) over the space of orbits G\Ω− using
the argument proving the inequality (16.2.3) to obtain
(16.2.7) ||δGα||2L2(Ωk−1,1) ≤
1
ǫ
||α||2L2(Ωk−1,1).
Hence δG is a bounded operator in the L2-norm from cocycles in Cℓ(C∞c (Ω−))
to Cℓ−1(C∞c (Ω−)). Hence it extends to a bounded operator from L
2(Ω−)-valued
(ℓ− 1)-cocycles to L2(Ω−)-valued-cochains.
It remains to prove that δG maps cocycles to the domain of d. But the equation
d(δGα) = α for smooth forms extends by continuity to square integrable forms.
Hence δGα is in the domain of d.

We now have the following extension of Proposition 16.2. Again let Ω represent
either or the two cones Ω+ or Ω−. Then we have the following
16.3.Proposition. Suppose for almost all x ∈ Ω there exists ǫ > 0 independent of x
such that the spectrum of the Casimir on Cℓ(L2(Gx))), is contained in {0}∪ [ǫ,∞).
Let H be the projection on the zero eigenspace of C in L2(Ω). Then there is a
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bounded operator δG from Cℓ(L2(Ω)) to Cℓ−1(L2(Ω)) such that for any cocycle α
we have
dδGα = α−H(α)
for any cocyle α ∈ Cℓ(L2(Ω)). Hence any class [α] in Hℓ(L2(Ω)) has a harmonic
representative. Such a representative is smooth along the orbits where it is defined.
Hence
Hℓ(L2(Ω)) = 0 ⇐⇒ Hℓ(L2(Gx)) = 0
for some and hence every x ∈ Ω.
Proof. Let G be the right inverse to the restriction of the Casimir C to the orthog-
onal complement of the zero eigenspace of C in HomK(∧ℓ(p), L2(Gx). Extend G to
all of Cℓ(L2(Ω)) by defining it to be zero on zero eigenspace of C. Let Hℓ be the
projection on the zero eigenspace of C. Then we have
C ◦ G = I −Hℓ.
Then for every α ∈ Cℓ(C∞c (Ω)) we have
(16.3.1) ||G|x(α)||L2(Gx) ≤
1
ǫ
||α||L2(Gx) and CG|xα = α.
Now use the transfer Tk−1,1 resp. Tk,0 to transfer G and Hℓ to D resp. E where
they become the familiar objects from Hodge theory. We then have the operator
d∗G such that on the orthogonal complement of the harmonic forms we have the
estimate (independent of x)
(16.3.2) ||d∗(G(ω))||2 ≤
1
ǫ
||ω||2.
We transfer back to the cone with δ the transfer of d∗ and obtain the operator
δG satisfying for all cocycles α and all x
(16.3.3) ||δGα||2L2(Gx) ≤
1
ǫ
||α||2L2(Gx).
As before we integrate both sides of Equation (16.3.3) over the space of orbits
G\Ω− using the argument proving the inequality (16.2.3) to obtain
(16.3.4) ||δGα||2L2(Ωk−1,1) ≤
1
ǫ
||α||2L2(Ωk−1,1).

Finally we have one more application of the technique which we will apply in
the cases ℓ = n−12 and ℓ =
n+1
2 .
16.4. Proposition. Suppose the discrete spectrum of ∆ on A(2)(D) is empty. Then
the reduced cohomology H
ℓ
(L2(Ω−)) = 0.
Proof. We may assume the spectrum is [0,∞) otherwise the nonreduced cohomol-
ogy is zero by Propostion 16.2. Let ǫ > 0 and let P[ǫ,∞) be the projection coming
from spectral theory. Let Gǫ be the right inverse of the restriction of ∆ to the image
of P[ǫ,∞). Now let ω be closed and
ωǫ = P[ǫ,∞)ω.
Since the discrete spectrum is the empty set, the family ωǫ converges to ω as ǫ goes
to zero. Put ηǫ = d
∗Gωǫ. Then dηǫ = ωǫ and hence ωǫ is a family of exact forms
converging to ω.
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
16.5. Proposition. Suppose the spectrum of ∆ on Cℓ(L2(Gx)) is contained in
{0} ∪ [ǫ,∞) for some ǫ > 0. Then d(Cℓ(L2(Gx))) is closed in Cℓ+1(L2(Gx)) and
hence
Hℓ+1(L2(Gx)) = H
ℓ+1
(L2(Gx)).
Proof. We note that since d commutes with the spectral projection P[ǫ,∞), we have
d(Cℓ(L2(Gx))) = d(P[ǫ,∞)Cℓ(L2(Gx))) = P[ǫ,∞)d(Cℓ(L2(Gx))).
But P[ǫ,∞)d(Cℓ(L2(Gx))) ⊂ P[ǫ,∞)Cℓ+1(L2(Gx)) which is a closed subspace. Now
suppose β is closed and in the closure of the image of d. Then β is in
P[ǫ,∞)Cℓ+1(L2(Gx)) and hence Gβ is defined. Since β is closed we have
dδGβ = β.

17. The geometry of the tubes Ex
We will review certain facts about the geometry of these tubes. Let x ∈ Ωk,0
and U = span(x). First by [KM1], pg. 216-217, the intersection of the orthogonal
complement of the span U of x with D is a totally-geodesic hyperbolic (n−k)-space
DU and CU = Γx\DU is a compact totally-geodesic hyperbolic (n− k)-manifold in
Ex. Moreover there is a topologically-trivial fiber bundle map π : Ex → CU with
fibers the exponential of the fibers of the normal bundle to CU in Ex. The fibers
of π are totally-geodesic embeddings of hyperbolic space Dk. Thus we may think
of Ex as a trivial k-dimensional vector bundle over CU .
In order to apply [MazP] we need to compactify the tube. Let Sn−1∞ be the sphere
at infinity in the standard compactification D
n
of hyperbolic space as a closed n-
ball and let Sn−k−1∞ be the sphere at infinity in the standard compactification as an
n − k-ball of the totally-geodesically embedded hyperbolic n − k-space Dx. Then
Γx acts on D
n
with limit set Sn−k−1∞ . Then Γx acts properly discontinuously on
D
n
−Sn−k−1∞ and the quotient is a compact manifold Ex with boundary the product
(Γx\Dx) × Sn−k−1∞ . In this compactification we have compactified each fiber of π
by adding a k − 1-sphere at infinity.
Since Γx is a cocompact discrete subgroup of Gx, it has no parabolic elements.
Hence, in the notation of [MazP], we haveM = Ex and ∂cM = ∅. Since by [MazP],
page 519, ∂M = ∂rM ∪ ∂cM , we have
∂M = ∂rM = ∂
k
rM, all k.
Also,
∂rM = ∂rM.
For each 1 ≤ k ≤ n we choose a cocompact discrete torsion-free subgroup Γk ⊂
SO(n− k, 1) and put Ek = Γk\D.
18. A spectral gap for square integrable forms on Ex.
For x ∈ V k we define the space of harmonic cochains Hℓ(L2(Gx)) to be the
subspace of cochains in Cℓ(L2(Gx)) which are annihilated by the Casimir. We
make an analogous definition for cochains with values in L2(Ωk−1,1) and L2(Ωk,0).
The following remark will be important in what follows.
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18.1. Remark. Recall, see Equation (14.0.3), there is an explicit trivialization by
F+ : Sk × Pk → Ω+
(x, β) 7→ x
√
β.
It is important to observe that under this trivialization the Casimir operator C
does not depend on the coordinate β in the second factor. This is because C com-
mutes with the action of GL(k,R). In particular the spectrum of the Casimir in
Cℓ(L2(Gx)) coincides with the spectrum of the Casimir in
Cℓ(L2(SO(n− k, 1)\SO(n, 1))). Note that this implies in particular that it is inde-
pendent of x.
We now have
18.2. Proposition. Let ℓ be an integer such that ℓ 6= n−12 ,
n+1
2 and let x ∈ Ωk,0.
Then the spectrum of the Casimir in Cℓ(L2(Gx)) is contained in {0} ∪ [ǫ,∞) with
ǫ > 0 and independent of x.
Proof. By the remark immediately above, it remains to find a spectral gap for the
spectrum of C on Cℓ(L2(Ge)) where e = (e1, · · · , ek). The latter is the union of the
essential spectrum and the discrete spectrum. Being discrete, the discrete spectrum
is certainly contained in {0}∪ [ǫ,∞) for some positive ǫ. Hence it remains to prove
the existence of a nonzero lower bound for the essential spectrum.
We will use again the transfer map Tk,0. To conclude the proof we will in fact
prove that the essential spectrum of the Laplacian on Aℓ(2)(E) is bounded away
from 0. Here E is the tube Ee = Γe\D; the spectral gap will be independent of the
choice of Γe. Now the proposition follows by [MazP], Lemma 5.6 and Lemma 5.19.

18.3. Remark.
(1) The Proposition 18.2 is false when ℓ = n−12 ,
n+1
2 . In that case the spectrum
of the Laplacian on E is [0,∞) by Lemma 5.23 of [MazP].
(2) In Proposition 18.2 one can in fact take ε = n − 2ℓ − 2 as long as ℓ ≤
(n− 4)/2. This can be deduced from [BC] using [BLS].
Now by applying Proposition 16.3, we obtain
18.4. Proposition. Let ℓ 6= n−12 ,
n+1
2 .
(1) Suppose for some x ∈ Ωk,0 the group Hℓ(so(n, 1), SO(n);L2(Gx)) = 0.
Then Hℓ(so(n, 1), SO(n);L2(Ωk,0)) = 0.
(2) Suppose for some x ∈ Ωk,0 the group Hℓ(so(n, 1), SO(n);L2(Gx)) 6= 0.
Then Hℓ(so(n, 1), SO(n);L2(Ωk,0)) 6= 0.
Proof. By Proposition 16.3 and Proposition 18.2, Hℓ(L2(Gx)) ∼= Hℓ(L2(Gx)) and
Hℓ(L2(Ωk,0)) = H
ℓ(L2(Ωk,0)). To prove (1), note that since GL(k,R) acts transi-
tively on the orbits, the group Hℓ(L2(Gx)) is independent of x. To prove (2), note
that any square integrable harmonic form on an orbit can be extended to a square
integrable harmonic form on Ωk,0 supported in a neighborhood of that orbit. The
proposition follows.

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19. The vanishing of the Hℓ(L2(V k)) away from the middle dimensions
for k ≥ n+12
19.1. Theorem. Suppose k ≥ n+12 , then
Hℓ(so(n, 1), SO(n);L2(V k)) = 0 for ℓ /∈ [
n− 1
2
,
n+ 1
2
].
Proof. We first show
Hℓ(so(n, 1), SO(n);L2(Ωk−1,1)) = 0 for ℓ /∈ [
n− 1
2
,
n+ 1
2
].
We use the transfer map. By [P], page 68, the spectrum of the Laplacian on
square integrable ℓ-forms on D is contained in [(n−12 − ℓ)
2,∞). Hence the spectrum
of C on cochains Cℓ(L2(Gx)) for any x ∈ Ωk−1,1 is contained in [(n−12 − ℓ)
2,∞).
The proposition follows by Proposition 16.2.
Now we show
Hℓ(so(n, 1), SO(n);L2(Ωk,0)) = 0 for ℓ /∈ [
n− 1
2
,
n+ 1
2
].
We may assume ℓ < n2 . Choose x ∈ Ωk,0. By Proposition 18.4 it suffices to prove
Hℓ(L2(Gx)) = 0. By using the transfer map it suffices to show Hℓ(2)(Ex)
Gx = 0.
By [MazP], Theorem 3.13,
Hℓ(2)(Ex)
Gx = Hℓc(Ex)
Gx .
By the Thom Isomorphism Theorem,
Hℓc(Ex)
Gx = Hℓ−k(CU )Gx .
But, ℓ− k ≤ n2 −
n+1
2 < 0. Hence H
ℓ
c(Ex) = 0 and so H
ℓ
c(Ex)
Gx = 0.

20. The computation of Hℓ(L2(V k)) away from the middle dimensions
for k ≤ n2
20.1. Theorem. Suppose k ≤ n2 . Then for ℓ /∈ [
n−1
2 ,
n+1
2 ] we have:
Hℓ(so(n, 1), SO(n);L2(V k)) = H
ℓ
(so(n, 1), SO(n);L2(V k)).
Furthermore, Hℓ(so(n, 1), SO(n);L2(V k)) is non-zero if and only if ℓ = k or ℓ =
n− k. Finally, Hk(so(n, 1), SO(n);L2(V k)) is the discrete series representation of
Mp(2k,R) with parameter (n+12 , · · · ,
n+1
2 ).
Proof. We first show
Hℓ(so(n, 1), SO(n);L2(Ωk−1,1)) = 0 for ℓ /∈ [
n− 1
2
,
n+ 1
2
].
The proof is similar to that of Theorem 19.1: here again the spectrum of the
Casimir operator on Cℓ(L2(Gx)) for ℓ /∈ [n−12 ,
n+1
2 ] is contained in [ǫ,∞) with ǫ > 0
and independent of x. To see that we can again use the transfer map Tk−1,1 and
prove the corresponding statement for the square integrable forms on hyperbolic
space. By [P], Corollary 4.4, the spectrum of ∆ on square integrable ℓ-forms is
bounded away from zero unless n is even and ℓ = n2 or n is odd and ℓ =
n−1
2 or
ℓ = n+12 . We conclude using Proposition 16.2.
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Now we consider the cone Ωk,0. In this case we use the transfer map Tk,0 and
Proposition 18.4 to reduce the problem to the study of the L2-cohomology of the
tube E = Γx\Dn. Suppose ℓ <
n
2 . Then we have
Hℓ(so(n, 1), SO(n);L2(Ωk,0)) 6= 0 ⇐⇒ ℓ = k.
To see this we first apply Proposition 18.2 and Proposition 16.3 to obtain that
Hℓ(L2(Ωk,0)) is nonzero if and only if H
ℓ(L2(Gx)) is nonzero. The transfer map
Tk,0 gives an isomorphism between H
ℓ(L2(Gx)) and the Gx-invariant elements of
the L2-cohomology of the tube E.
By [MazP], Theorem 3.13, the reduced L2-cohomology of the tube E in degrees
less than n2 is isomorphic to the compactly-supported cohomology H
•
c (E). We may
apply the Thom Isomorphism Theorem to obtain
Hℓc(E)
∼= Hℓ−k(CU ).
Since the Thom isomorphism is Gx-equivariant we have an isomorphism
Hℓc(E)
Gx ∼= Hℓ−k(CU )Gx .
But the only invariant forms on hyperbolic n− k space are in degrees 0 and n− k.
Hence either ℓ − k = 0 or ℓ − k = n − k. Hence either ℓ = k or ℓ = n. But by
hypothesis ℓ < n2 and hence ℓ = k.
Finally using Poincare´ duality we conclude that Hℓ(L2(V k)) is non-zero if and
only if ℓ = k or ℓ = n− k. The fact that
Hℓ(so(n, 1), SO(n);L2(V k)) = H
ℓ
(so(n, 1), SO(n);L2(V k))
follows from the fact that the 0 eigenvalue of the Casimir is isolated.
It remains to identify Hk(L2(V k)) as a sp(2k,C)-module. First recall that, by
Borel Wallach [BorW] Prop 3.1, if ℓ < n−12 , then there exists a unique irreducible
unitary representation Jℓ of SO(n, 1) such that H
ℓ(Jℓ) 6= 0. And we have:
Hi(so(n, 1), SO(n); Jℓ) = C
i(so(n, 1), SO(n); Jℓ) =
{
0 if i 6= ℓ, n− ℓ
C if i = ℓ, n− ℓ.
It follows from (the proof of) Proposition 18.2 that Jℓ occurs (with finite multiplic-
ity) in L2(Ωk,0) — and hence in L
2(V k) — if and only if k = ℓ. In the latter case let
H be the largest closed subspace of L2(V k) on which SO(n, 1) acts by a multiple of
Jk. Then H is stable under SO(n, 1) and Mp(2k). By [Ho3, §7], the joint action of
SO(n, 1)×Mp(2k) onH is a tensor product Jk⊗σ, where σ is an irreducible unitary
representation of Mp(2k). Now since k ≤ n2 it follows from Li, [Li2], Lemma 3.3 b,
that the restriction of the Weil representation ω in L2(V k) to Mp(2k) is strongly L2.
It then follows from Li, [Li2], Lemma 3.5, that the irreducible sub representation
σ ⊂ ω|Mp(2k) is square integrable. By [Li1] §2 we conclude that Jk and σ are the
Howe duals of each other in the sense defined in [Ho1]. The explicit determination
of the Howe correspondence in that case is written down in [Li1]. We conclude that
σ is the discrete series representation with parameter (n+12 , · · · ,
n+1
2 ). Since
Hk(L2(V k)) = Hk(H) = σ ⊗HomSO(n)(
∧k
p, Jk) ∼= σ,
the theorem follows.

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20.2.Remark. There is a very simple description of the invariant harmonic square-
integrable form on E of degree k. By [KM2] the Hodge star of the pullback π∗volCU
of the volume form volC of C is harmonic of degree ℓ = k and is square integrable
if k < n2 . This form coincides with the form φk of Part 3.
In the next section we deal with the middle dimension cohomology, i.e. the case
ℓ ∈ [n−12 ,
n+1
2 ].
21. The middle dimensional cohomology
We distinguish two cases:
(1) when n = 2m is even, then it only remains to deal with the case ℓ = m;
(2) when n = 2m + 1 is odd, then it remains to deal with the two dual cases
ℓ = m and m+ 1.
21.1. The middle dimensional cohomology for general k. Assume n = 2m
and let Hm(2)(D) be the space of square integrable harmonic m-forms on D. By
[MazP], Theorem 3.13, Hm(2)(D) is infinite dimensional. We will use the convention
that if k > n then SO(n−k, 1) and SO(n−k+1) are the trivial groups. By [MazP],
Theorem 3.13, Hm(2)(Ek) is infinite dimensional.
By [P], Proposition 3.1, we have an equality of unitary SO(n, 1)-representations
Hm(2)(D) = π+ ⊕ π−
where π+ and π− are the discrete series with trivial infinitesimal characters and
lowest K-types
∧m
(V+ ⊗ C)+ and
∧m
(V+ ⊗ C)− respectively. Here the super-
scripts denote the ±i (respectively ±1) eigenspaces of the Hodge star operator for
m odd (respectively m even).
We will describe two θ-stable parabolics q+ and q− such that in the notation of
Vogan-Zuckerman, [VZ],
π+ = Aq+ and π− = Aq− .
We define a new ordered basis {u1, . . . , um, vm, . . . , v1} consisting of isotropic
vectors for V+ ⊗ C where uj =
ej+ien+1−j√
2
, 1 ≤ j ≤ m and vj =
ej−ien+1−j√
2
, 1 ≤ j ≤
m. Then note (uj , vk) = δjk. Let E
′ = span(u1, . . . , um), F ′ = span(vm, . . . , v1)
and E′′ = span(u1, . . . , um−1, vm), F ′′ = span(um, vm−1, . . . , v1). Then we define
q+ to be the stabilizer of E
′ and q− to be the stabilizer of E′′. We recall the
identification of
∧2
V with so(n, 1) given by (u∧ v)(w) = (u,w)v− (v, w)u. Then
q+ = (E
′⊗F ′)⊕ (
∧2
E′)⊕ (E′⊗V−) and q− = (E′′⊗F ′′)⊕ (
∧2
E′′)⊕ (E′′⊗V−).
Then l+ = E
′ ⊗ F ′ and u+ =
∧2
E′ ⊕ (E′ ⊗ V−) with k ∩ u′ =
∧2
E′ and
p ∩ u′ = E′ ⊗ V−. There are similar formulas for l− and u−. Put t = (t1, . . . , tm)
with tj ∈ R, 1 ≤ j ≤ m. We choose a Cartan subalgebra t ⊂ so(n,C) to be
t = {h(t) =
m∑
j=1
tjvj ∧ uj}.
Then relative to the above ordered basis, the element h(t) is the diagonal matrix
with diagonal elements (t1, . . . , tm,−tm, . . . ,−t1).
We define an ordered basis {ǫ1, . . . , ǫm} of t∗ where ǫj(t) = tj . Then in the
notation of [VZ], we have ∆(u+∩p) = {ǫ1, . . . , ǫm−1, ǫm} and 2ρ(u+∩p) = ǫ1+· · ·+
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ǫm−1+ǫm. Also, ∆(u−∩p) = {ǫ1, . . . , ǫm−1,−ǫm} and 2ρ(u−∩p) = ǫ1+· · ·+ǫm−1−
ǫm. We now recall Theorem 2.5 (c) of [VZ], which states that the highest weights
δ+ of the irreducible constituents of Aq+ are of the form δ+ = 2ρ(u+∩p)+
m∑
i=1
niǫi.
Hence
(21.1.1) δ+ =
m∑
j=1
ajǫj where aj > 0, 1 ≤ j ≤ m.
The corresponding statement for Aq− is
δ− =
m∑
j=1
ajǫj where aj > 0, 1 ≤ j ≤ m− 1 and am < 0.
Note that
∧m
C2m = δ+ + δ− is contained in the restriction of π+ ⊕ π− to
SO(2m).
21.2. Lemma.
(1) H(2)(D)
SO(p) 6= 0 if p ≤ m.
(2) H(2)(D)
SO(p) = 0 if p > m.
(3) π
SO(p)
+ = π
SO(p)
− 0 if p > m.
Proof. We first prove (1). We have seen
∧m
C2m ⊂ H(2)(D). But if we embed
SO(m) into SO(2m) as the subgroup that fixes e1, . . . , em, then SO(m) fixes e1∧· · ·∧
em ∈
∧m
C2m. Hence (
∧m
C2m)SO(m) 6= 0 and the same holds for SO(p), p < m.
We now prove (2). It suffices to prove that the trivial representation of SO(m+1)
does not occur in π+ ⊕ π−. We first show it does not occur in π+. Then it
suffices to show V
SO(m+1)
δ = 0 for any irreducible constituent Vδ of π+|K . Suppose
δ = (a1, . . . , am). Note that am > 0.
We apply the branching formulas from SO(2m) to SO(2m−1), see Boerner, [Boe],
page 269, Theorem 12.1a, to find that Vδ|SO(2m−1) contains Vτ if and only if the
entries b1, . . . , bm−1 of τ interlace the entries of δ. By this, we mean a1 ≥ b1 ≥ a2 ≥
b2 ≥ · · · ≥ am−1 ≥ bm−1 ≥ |am|. Note that τ has m− 1 non-zero entries. We apply
branching again to compute the restriction of Vτ to SO(2m− 2). We find that the
irreducible representation Vγ with highest weight γ = (c1, . . . , cm−1) of SO(2m− 2)
occurs in Vτ |SO(2m−2) if and only if the entries of γ interlace the entries of τ . Thus we
find the irreducible representation with highest weight (a1, a2, . . . , am−2, 0) occurs
in Vδ|SO(2m−2). Note that there are now only m − 2 non-zero entries. Applying
the branching rule 2 more times, we find the representation with highest weight
(a1, . . . , am−4, 0, 0) occurs in Vδ|SO(2m−4). Note that this weight has m − 4 non-
zero entries. We successively apply the branching rule
SO(2m) ↓ SO(2m− 1) ↓ SO(2m− 2) ↓ · · · ↓ SO(m)
to the highest weight δ to find the highest weight (0, 0, . . . , 0︸ ︷︷ ︸
⌊m
2
⌋
) after branching m
times. The reader will verify that this is the smallest number of branchings needed
to obtain the zero weight.
A similar argument proves the statement for π−.

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21.3. Theorem.
(1) Hm(so(n, 1), SO(n);L2(Ωk−1,1)) is non-zero if and only if k > m.
(2) Hm(so(n, 1), SO(n);L2(Ωk,0)) is non-zero if and only if m ≤ k ≤ n.
(3) Hm(so(n, 1), SO(n);L2(V k)) 6= 0 if and only if k ≥ m. In this case, as a
Mp(2k)-module, it decomposes as the sum of two irreducible unitary repre-
sentationsM+k,m andM
−
k,m ofMp(2k). In case k = m, these representations
are discrete series representations.
Proof. Let x ∈ Ωk−1,1. Then the transfer map gives an isomorphism
Hm(so(n, 1), SO(n);L2(Gx)) = Hm(2)(D)
Gx .
By [P], Corollary 4.4, the spectrum of the Laplacian on Am(2)(D) is {0}∪ [
1
4 ,∞).
Then we apply Proposition 16.3 and Hm(2)(D)
∼= Hm(2)(D). Hence H
m
(2)(D)
Gx ∼=
Hm(2)(D)
Gx , but Gx ∼= SO(n− k + 1). Hence (1) follows from Lemma 21.2.
Now let x ∈ Ωk,0 and let Ex be the associated tube. Then the transfer map
gives an isomorphism
Hm(so(n, 1), SO(n);L2(Gx)) ∼= Hm(2)(Ex)
Gx .
But by [MazP],Hm(2)(Ex) is infinite dimensional. By Proposition 18.2 there is a non-
zero lower bound on the non-zero spectrum of the Laplacian on the tubes Ex which
is uniform in x. We apply Proposition 18.4 and this proves that Hm(L2(Ωk,0)) is
non zero iff Hm(2)(E)
SO(n−k,1) is non zero. If m ≤ k ≤ n then Hm(2)(E)
SO(n−k,1)
contains Hm(2)(E)
SO(m,1). But in [KM1], page 219, it is shown that the pullback
of the volume form of the cycle CU is harmonic, square integrable and SO(m, 1)-
invariant. Hence
Hm(2)(E)
SO(m,1) 6= 0.
In case k > n, Ωk,0 = ∅, see below.
Suppose now k < m and Hm(2)(E)
SO(n−k,1) 6= 0. Let π = π+ or π−. Using the
identification
Am(2)(E) = HomSO(n)
(∧m
p, L2(Γx\G)
)
,
we define a linear map
Tπ : HomK
(∧∗
p, π
)
⊗Homso(n,1),SO(n)
(
π, L2(Γx\G)
)
→ Am(2)(E)
by ψ ⊗ ϕ 7→ ϕ ◦ ψ. Since π+ and π− are the only cohomological representation in
degree m, Matsushima’s formula states that
Hm(2)(E)
∼= Image Tπ+ ⊕ Image Tπ− .
Now let ω be a nonzero SO(n− k, 1)-invariant vector in Image Tπ ⊂ H
m
(2)(E) with
π = π+ or π−. Pulling ω back to Γx\G by p : Γx\G we obtain a left SO(n − k, 1)
-invariant right K-equivariant
∧m
p∗-valued function F on Γx\G which is square
integrable. Then under the right action of G, F generates a unitary representation
V isomorphic to π. Note that, being harmonic, the form ω is smooth. But then
evaluation of the smooth vectors of V at the identity gives rise to an SO(n− k, 1)-
invariant linear functional α on the smooth vectors of V. Note that the smooth
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vectors of V ⊂ L2(G) ⊗
∧m
p∗ are realized as smooth functions by Dixmier and
Malliavin [DM] [KM1]. Then α is nonzero because we have
α(F ) 6= 0.
But α is SO(p)-invariant with p > m and by Lemma 21.2, (π+ + π−)SO(p) = 0.
Hence α annihilates the K-finite vectors in π++π− and hence α is identically zero
which gives a contradiction.
The first part of (3) is an immediate consequence of (1) and (2). Now π+ and π−
are the only irreducible representations of SO(n, 1) that contribute to cohomology
in degree m. Let H± be the largest closed subspace of L2(V k) on which SO(n, 1)
acts by a multiple of π±. Then H± is stable under SO(n, 1) and Mp(2k). By [Ho3,
§7], the joint action of SO(n, 1) × Mp(2k) on H± is a tensor product π± ⊗ σ±,
where σ± is an irreducible unitary representation of Mp(2k). Now since π± is
square integrable, by [Li1, §2] we conclude that π± and σ± are the Howe duals of
each other in the sense defined in [Ho1]. The explicit determination of the Howe
correspondence in that case is written down in [Li1]. Since
Hk(so(n, 1), SO(n);L2(V k)) = Hk(so(n, 1), SO(n);H+ ⊕H−),
the theorem follows.

21.4. Remark. The representations M+k,m and M
−
k,m are the Howe duals of resp.
π+ and π−. If k = m both M+k,m and M
−
k,m are discrete series of Mp(2k).
21.5. The odd dimensional case for general k. Now assume n = 2m+ 1 and
k arbitrary. Then H
m
(L2(V k)) ∼= H
m+1
(L2(V k))
21.6. Theorem.
(1) If k 6= m then
Hm(L2(V k)) = H
m
(L2(V k)) = 0.
(2) If k = m then
Hm(L2(V k)) = H
m
(L2(V k)) 6= 0.
Furthermore,
Hm(L2(V m))(MU(m)) = Rm(V )ϕm.
(3) If k < m then
Hm+1(L2(V k)) = 0.
(4) If k ≥ m then
Hm+1(L2(V k)) 6= 0.
(5) If k = m then
Hm+1(L2(V k)) = H
m+1
(L2(V k)) ∼= H
m
(L2(V k)) 6= 0.
The theorem is a consequence of the following lemmas and propositions
21.7. Lemma.
Hm(L2(V k)) = H
m
(L2(V k)).
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Proof. By Proposition 16.5, it suffices to show that there is a spectral gap on each
of Cm−1(L2(Ωk−1,1)) and Cm−1(L2(Ωk,0)). The first follows from [P], Corollary
4.4, and the second follows from Proposition 18.2.

21.8. Proposition.
(1) H
m
(L2(Ωk−1,1)) = 0.
(2) If k 6= m then H
m
(L2(Ωk,0)) = 0.
(3) If k = m then H
m
(L2(Ωk,0)) 6= 0.
Proof. We prove H
m
(L2(Ωk−1,1)) = 0. We use the transfer. By [P], Corollary 4.4,
the spectrum of the Laplacian on square integrable m-forms is [0,∞) and by [P]
Theorem 3.2 there is no discrete spectrum. Hence we may apply Proposition 16.4
to conclude that
H
m
(L2(Ωk−1,1)) = 0.
We now prove (2). By the transfer map, we have
H
m
(L2(Gx)) ∼= H
m
(2)(Ex)
Gx .
But by [MazP], Theorem 3.13,
H
m
(2)(Ex)
Gx ∼= Hmc (Ex)
Gx .
Since Ex may be thought of as a vector bundle of fiber dimension k over CU , we
may apply the Thom Isomorphism Theorem and obtain
Hmc (Ex)
Gx ∼= Hm−k(Cx)Gx
But Hm−k(Cx)Gx 6= 0 if and only if k = m or m − k = n − k, and the second of
these cases is impossible. We find
H
m
(L2(Gx)) =
{
0 if k 6= m
non-zero if k = m
Then we obtain (2) and (3) by Proposition 18.4.

21.9. Lemma. Hm(L2(V m))MU(m) is isomorphic to the space of MU(m)-finite vec-
tors in the discrete series representatino of Mp(m) with parameter (n+12 , . . . ,
n+1
2 ).
Proof. The proof is analogous to the last paragraph of the proof of Theorem 20.1.
Note that if k = n+12 , the action of Mp(m) on L
2(V m) is strongly L2 by [Li2],
Lemma 3.3 b.

This completes the proof of (1) and (2) of Theorem 21.6. (3) and (4) are conse-
quences of the following lemma and proposition
21.10. Lemma. We have:
(
∧m
Cn)H 6= 0
if and only if k > m.
56 NICOLAS BERGERON, JOHN J. MILLSON*, JACOB RALSTON*
Proof. We successively apply the branching rule
SO(2m+ 1) ↓ SO(2m) ↓ SO(2m− 2) ↓ · · · ↓ SO(2m+ 2− k)
to the highest weight (1, . . . , 1). We get the trivial weight if and only if there are
at least m steps (see Lemma 21.2).

21.11. Proposition.
(1) Hm+1(L2(V k)) = {0} if k < m.
(2) Hm+1(L2(V k)) is nonzero if k > m.
(3) Hm+1(L2(V m)) = H
m+1
(L2(V m)) is nonzero.
Proof. We first prove (1). We claim that we have
Cm(so(n, 1), SO(n);L2(V k)) = Cm+1(so(n, 1), SO(n);L2(V k)) = 0.
Note that the Hodge star gives an isomorphism between the two cochain groups.
It suffices to prove
HomSO(n)(∧
m(V+ ⊗ C), L
2(V k)) = 0.
To prove this it suffices to prove
HomO(n)(∧
m(V+), L
2(V k)) = HomO(n)(∧
m(V+)⊗ det, L
2(V k)) = 0.
Now Li, in Section 5 of [Li1], describes explicitly the induced correspondence be-
tween K-types and infinitesimal characters. It first follows from his computations
(see especially case (A) on page 927) that the O(n)-type ∧m(V+) can only occur in
the theta correspondence from Mp(2k) if k ≥ m and the O(n)-type ∧m(V+)⊗ det
never occurs. In Li’s notation our m is r and our k is his n. In order that his σ′
exist we must have r ≤ n. This concludes the proof of (1).
We now prove (2). It is enough to prove that for x ∈ Ωk−1,1
Hm+1(L2(Gx)) ∼= Hm+1(L2(G/H))
is nonzero; here G = SO(n, 1) and H = SO(n− k + 1).
Recall that the Plancherel formula for G decomposes L2(G) as
L2(G) ∼=
∫ ⊕
Ĝ
dν(π)Hπ⊗̂H
∗
π.
This provides an analogous decomposition of L2(G/H) as (recall that H is compact
here):
L2(G/H) = L2(G)H
∼=
∫ ⊕
Ĝ
dν(π)Hπ⊗̂(H
∗
π)
H
∼=
∫ ⊕
Ĝ
dν(π)Hπ⊗̂HomH(Hπ ,C).
Now the Plancherel measure dν is supported on principal series (πσ,λ,Hσ,λ) (see
e.g. [P] note that n being odd there is no discrete series). Letting P = MAN be
the usual (minimal) parabolic subgroup of G we get:
L2(G/H) ∼=
∫ ⊕
W\(M̂×a∗)
dν(σ, λ)Hσ,λ⊗̂HomH(Hσ,λ,C),
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where W is the Weyl groupe W (g, a).
Now Hσ,λ ∼= L2(K,M, σ) as a K-module. The subgroup H being compact we
conclude that
HomH(Hσ,λ,C) ∼= HomH(C, L
2(K,M, σ)).
We apply this to the representation σ = σm ofM = SO(n−1) = SO(2m) of weight
(1, . . . , 1) corresponding in the decomposition of ∧mC2m into irreducibles to the
eigenspace i(
n
2 )
2
for the Hodge operator ∗. By the Frobenius reciprocity formula
as a K-module L2(K,M, σ) contains the irreducible ∧m(V+ ⊗ C) = ∧mCn. We
conclude that
HomH(Hσ,λ,C) ⊃ (∧
mCn)H .
This is non-zero by Lemma 21.10 provided k > m. Then∫ ⊕
Ĝ
dν(π)Hπ⊗̂HomH(Hπ ,C) ⊃
∫ ⊕
Ĝ
dν(π)Hπ ⊗ (∧
mCn)H .
Hence
∫ ⊕
a∗
dνσHσ,λ ⊗ (∧mCn)H occurs as a direct summand in L2(G/H). Thus, to
prove non-vanishing it suffices to show that Hm+1(g,K;
∫ ⊕
a∗
dνσHσ,λ) 6= 0.
We now show how the second part of the proof of Proposition 2.8 of [Bor1], see
in particular Eq. (5)–(8), shows that
Hm+1(g,K;
∫ ⊕
a∗
dνσHσ,λ) 6= 0.
First, by [BorW], Chapter I, Section 2, we have that for a g,K-module V
Ext•(g,K)(C,V) ∼= H
•(g,K;V).
Now by applying Equation (6) of [Bor1] we have
Hi(g,K;
∫ ⊕
a∗
dνσHσ,λ) = C⊗H
i(a;
∫ ⊕
a∗
Ciλdνσ,λ)[−m]
= Hi−m(a;
∫ ⊕
a∗
Ciλdνσ,λ).
By Equation (8) of [Bor1], H1(a;
∫ ⊕
a∗
Iλdνσ,λ) is infinite dimensional. Hence, setting
i = m+ 1 we see this cohomology group is non-zero.
We finally prove (3). We have already proved that H
m+1
(L2(V k)), which equals
H
m
(L2(V k)) by Poincare´ duality, is nonzero when k = m. It remains to prove
that Hm+1(L2(V k)) = H
m+1
(L2(V k)). By Proposition 16.5, it suffices to show
that there is a spectral gap on each of Cm(L2(Ωk−1,1)) and Cm(L2(Ωk,0)). Recall
any unitary irreducible representation of G that is weakly contained in L2(V k),
and therefore in L2(Ωk−1,1) or L2(Ωk,0), is contained in the image of the theta
correspondence which maps a subset of the unitary dual of Mp(2k) into the unitary
dual of G. We will prove that the (unique) irreducible unitary representation that
is cohomological in degree m is isolated in this image. This will conclude the proof.
We first recall from e.g. [P] that the unique irreducible unitary representation
that is cohomological in degrees m can be obtained as the Langlands’ quotient
J(σm, 0) of the representation unitarily induced from the minimal parabolic P =
MAN of G from the representation σm of M = SO(n − 1) = SO(2m) of weight
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(1, . . . , 1), as above, and the trivial character of A. The infinitesimal character of
J(σm, 0) is
ρ = (m,m− 1, . . . , 1, 0)
(considered up to the action of the Weyl group) the infinitesimal character of the
trivial representation.
The representation J(σm, 0) is not isolated in the unitary dual of G (see e.g.
[BSB, V, B2]): it is a limit point of both the unitary principal series J(σm, it) as
t→ 0 and the complementary series J(σm−1, s) (s ∈ (0, 1)) as s→ 1, where σm−1 is
the standard representation of M = SO(2m) in ∧m−1C2m. But J(σ, 0) is isolated
from any other family of irreducible unitary representations. Indeed: if πi is a
sequence that converges toward J(σm, 0) then the smallest K-type τm of J(σm, 0)
eventually occurs as a K-type of πi. Using the classification of the unitary dual
of SO(n, 1) we get (using Frobenius reciprocity as explained in [P] for example)
that this forces πi to be the Langlands’ quotient of an induced representation of
the form σm ⊗ λ or σm−1 ⊗ λ. Next we use that the infinitesimal character of πi
converges toward the infinitesimal character of the trivial representation and reach
the conclusion.1
The complementary series J(σm−1, s) also approaches the unique irreducible
unitary representation that is cohomological in degree m− 1. But we already have
seen that there is a spectral gap in degree m − 1; see Lemma 21.7. It follows
that there exists some positive ε such that if s ∈ (1 − ε, 1) then J(σm−1, s) is not
contained in the image of the theta correspondence from Mp(2k) to G.
It therefore remains to prove that the representations J(σm, it) are not contained
in the image of the theta correspondence when t 6= 0. To do so we note that the
infinitesimal character of J(σm, it) is
(m,m− 1, . . . , 2, 1, it)
(considered up to the action of the Weyl group). But Li [Li1, §5] describes ex-
plicitely the theta correspondence between infinitesimal characters: denoting by
λ′ = (λ′1, . . . , λ
′
k) the infinitesimal character of an irreducible representation π
′ of
Mp(2k) that occurs in the theta correspondence to G (with k ≤ m), we recall from
[Li1, Eq. (30) on p. 926] that the infinitesimal character of the image of π′ by the
theta correspondence is
λ = (λ′1, . . . , λ
′
k,m− k,m− k − 1, . . . , 1, 0)
(considered up to the action of the Weyl group). In particular if k ≤ m and t 6= 0
we have:
λ 6= (m,m− 1, . . . , 1, it)
and J(σm, it) (t 6= 0) does not occur in the theta correspondence from Mp(2k) if
k ≤ m. These groups are non-zero by the existence of the harmonic form φk of
Kudla and Millson [KM1], see Part 3 below for details. This concludes the proof of
(3).

1In terms of differential forms, the representations J(σm, it) correspond to co-closed forms
of degree m, or closed forms of degree m + 1, and eigenvalue t2, whereas the representations
J(σm−1, s) correspond to closed forms of degree m of co-closed forms of degree m − 1, and
eigenvalue 1− s2; see e.g. [BC, §6.5].
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Combining the results of the previous sections we obtain Theorem 1.2.
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Part 3. Comparison of the cohomology with P(V k) coefficients and
L2(V k) coefficients
The purpose of Part 3 is to prove Theorem 1.3 of the introduction which we now
restate for the convenience of the reader
Theorem
(1) Suppose ℓ 6= n and k ≤ n2 , then the map from H
ℓ(P(V k)) to Hℓ(L2(V k))
is an injection. Furthermore, if k < n−12 then the map from H
k(P(V k)) to
Hk(L2(V k)) is a surjection onto the MU(k)-finite vectors.
(2) If k > n2 or ℓ = n then the map H
ℓ(P(V k)) to Hℓ(L2(V k)) is the zero map.
We begin by proving statement (2). By Theorem 1.1 Hℓ(P(V k)) = 0 unless
ℓ = k or n. Next note that for all k we have Hn(L2(V k)) = H0(L2(V k)) = 0 by
Poincare´ duality. Finally, we need only show that the map is zero when ℓ = k. But,
by Theorem 12.8, when k > n+12 we have H
k(L2(V k)) = 0.
Our goal for the remainder of the paper is to prove statement (1). Thus, we
assume from now on that
(21.11.1) k ≤
n
2
.
22. The harmonic cocycle φk
Recall β = (x,x) and set R = (x0,x0). We now define a k-cochain φk with
values in the functions on V k by
(22.0.2) φk(x) =
det(β)
n−k
2
det(R)
n−k+1
2
(η1 ∧ · · · ∧ ηk).
Hence the extension φ˜k of φk to a G-invariant form on D with values in the
functions on V k is given by
(22.0.3) φ˜k(x, z) =
det(β)(
n−k
2
)
det((xz ,xz))(
n−k+1
2
)
(η1 ∧ · · · ∧ ηk).
Note that φ˜k(x, z) is the form (ϕ0,x)z of [KM1], page 230. Now fix x ∈ Ωk,0
and consider φk as an element of C
k(L2(Gx)). Then the transfer of φk to the tube
E, which we again denote φk, was studied in [KM1], pages 218-219, where it is
denoted ϕ. From [KM1], page 219, since k ≤ n2 by assumption (21.11.1), we see φk
is harmonic and L2.
Our goal in the following section is to prove the following theorem.
22.1. Theorem. If k ≤ n2 then the harmonic projection of the restriction of ϕk to
every orbit in Ωk,0 is nonzero. Hence the image of the cohomology class of ϕk in
the cohomology with L2(V k) coefficients is nonzero.
22.2. Corollary. If k ≤ n2 then except for top dimensional cohomology, the map
from polynomial Fock space cohomology to L2 cohomology is injective.
23. The harmonic projection of ϕk is a multiple of φk
We now use the transfer Tk,0 to transfer ϕk and φk to E. We will abuse notation
and use ϕk and φk to denote their transfers to the tube.
The following proposition is essentially a special case of [M], Lemma III.3.2 and
the Main Lemma on page 35. The only point that requires attention is that there is
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a linear change of variable required to pass from the formulas of [M] to the formulas
of this paper. Put β = (x,x).
23.1. Lemma. For any closed, smooth, bounded (n− k)-form η on E, we have∫
E
ϕk(x) ∧ η = κ1(x)
∫
CU
η
where κ1(x) = (
√
π
2 )
ke−
trβ
2 .
23.2. Corollary. For any closed, smooth, bounded, square-integrable (n − k)-form
η on E, we have ∫
E
H(ϕk)(x) ∧ η = κ1(x)
∫
CU
η
where κ1(x) = (
√
π
2 )
ke−
trβ
2 .
Proof. By the Hodge decomposition we have H(ϕk)−ϕk = dτ where τ = d∗Gϕk is
square integrable and smooth. Then we have∫
E
(H(ϕk)(x) − ϕk(x)) ∧ η =
∫
E
(dτ) ∧ η
=
∫
E
d(τ ∧ η) = 0.
The last equality follows because τ ∧ η is integrable and smooth.

Recall from [KM1] we have an analytic continuation φk,s of φk given by
(23.2.1) φk,s = det(β)
n−k+2s det(R)−(n−k+2s+1)η1 ∧ · · · ∧ ηk
Now fix x and transfer to the tube E. Then by [KM1], Lemma 3.2, we obtain
(23.2.2) φk,s = cosh(t)
−(n−k+2s) sinh(t)k−1dv2 ∧ dt.
From this formula we see that φk,s is closed for all s, is integrable if Re(s) >
k−1
2 ,
and is square-integrable if Re(S) ≥ 0.
Then by [KM1] Lemma 3.3 and Proposition 3.4 we obtain
23.3. Lemma. For any closed, smooth, square integrable (n− k)-form η on E, we
have, for Re(s) > k−12 ∫
E
φk,s ∧ η = κ2(x, s)
∫
CU
η
where κ2(x, s) =
1
2vol(S
k−1)Γ(
k
2
)Γ(s+m
2
−k)
Γ(s+m
2
− k
2
)
= π
k
2
Γ(s+m
2
−k)
Γ(s+m
2
− k
2
)
The right-hand side of the identity in Lemma 23.3 can be meromorphically con-
tinued to the entire plane in s and is regular at s = 0. Since η is L2 and φk,s is
square integrable for Re(s) ≥ 0, the left-hand side of the identity can be meromor-
phically continued to the closed half plane Re(s) ≥ 0. Evaluating both sides at
s = 0, and noting that φk = φk,0, we obtain
23.4. Lemma. For any closed, smooth, square integrable (n− k)-form η on E, we
have ∫
E
φk ∧ η = κ2(x)
∫
CU
η
where κ2(x) = κ2(x, 0).
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23.5. Proposition.
H(ϕk) =
κ1(x)
κ2(x)
φk =
Γ(m2 −
k
2 )
2kΓ(m2 − k)
e−
trβ
2 φk.
Proof.
||H(ϕk)−
κ1(x)
κ2(x)
φk||
2
=
∫
E
(H(ϕk)−
κ1(x)
κ2(x)
φk) ∧ ∗(H(ϕk)−
κ1(x)
κ2(x)
φk)
=
∫
E
H(ϕk) ∧ ∗(H(ϕk)−
κ1(x)
κ2(x)
φk)−
∫
E
κ1(x)
κ2(x)
φk ∧ ∗(H(ϕk)−
κ1(x)
κ2(x)
φk)
= κ1(x)
∫
CU
∗
(
H(ϕk)−
κ1(x)
κ2(x)
φk
)
− κ2(x)
κ1(x)
κ2(x)
∫
CU
∗
(
H(ϕk)−
κ1(x)
κ2(x)
φk
)
= 0
Here the passage from the second line to the third line follows from Corollary 23.2
and Lemma 23.4.
23.6. Corollary.
H(f(β)ϕk) =
κ1(x)
κ2(x)
f(β)φk.

24. Proof of Theorem 1.3
We now prove Theorem 1.3 (1). First, suppose for the purpose of contradiction
ϕk is the coboundary of a square-integrable cochain. Then the restriction of ϕk
to Ωk,0 is exact. From the argument of Proposition 16.2 we find that ϕk has the
canonical primitive τ = d∗Gϕk. Then τ is defined and satisfies
d(τ |Gx) = ϕk|Gx for all x ∈ Ωk,0.
Hence H((ϕk)|Gx) = 0 for all x ∈ Ωk,0, which contradicts Proposition 23.5.
24.1. Remark. If we replace ϕk with f(β)ϕk in the above argument, we find
H((f(β)ϕk)|Gx) = 0 for all x ∈ Ωk,0, which contradicts Corollary 23.6.
By Theorem 1.1, every nonzero element of Hk(P(V k)) is of the form f(β)ϕk,
and hence the kernel of the map induced by P(V k) →֒ L2(V k) is zero and thus is
an injection.
To show this map is a surjection onto the MU(k)-finite vectors, we note that
as a representation of Mp(2k,R), Hk(L2(V k)) is the holomorphic discrete series
representation of weight (n+12 , . . . ,
n+1
2 ) and the class of ϕk is a lowest weight vector
because it is the image of a lowest weight vector.
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