We present concentration bounds for linear functions of random variables arising from the pipage rounding procedure on matroid polytopes.
Introduction
Pipage rounding is a procedure which aims to convert a fractional solution of an optimization problem into an integral one, through a sequence of simple updates. Unlike other rounding techniques that are typically used for linear programs, pipage rounding is flexible enough that it can be used even with non-linear objective functions. The analysis of pipage rounding relies on certain convexity properties of the objective function which make it possible to compare the value of the fractional solution to the value of the rounded one. However, interesting applications can be obtained even with linear objective functions.
Background
Pipage rounding was introduced by Ageev and Sviridenko [1] , who used it for rounding fractional solutions in the bipartite matching polytope. They used an LP to obtain a fractional solution to a certain problem, but the rounding procedure was based on an auxiliar (non-linear) objective. The auxiliary objective F (x) was defined in such a way that F (x) would always increase or stay constant throughout the rounding procedure. A comparison between F (x) and the original objective yields an approximation guarantee.
Srinivasan [23] and Gandhi et al. [8] considered variants of dependent randomized rounding similar to pipage rounding. In this case, each rounding step is random and oblivious (independent of the objective function). Randomization at this stage does not seem necessary, but it has certain advantages -namely, the rounded solution has certain negative correlation properties, implying concentration bounds which can be used to deal with additional constraints.
Calinescu et al. [2] adapted the pipage rounding technique to problems involving a matroid constraint rather than bipartite matchings. Moreover, they showed that the necessary convexity properties are satisfied whenever the auxiliary function F (x) is a multilinear extension of a submodular function. This turned out to be crucial for further developments on submodular maximization problems -in particular an optimal (1− 1/e)-approximation for maximizing a monotone submodular function subject to a matroid constraint [24, 3] , and a (1 − 1/e − ǫ)-approximation for maximizing a monotone submodular function subject to a constant number of linear constraints [11] . In this paper, we consider a common generalization of these two problems.
The pipage rounding technique as presented in [2] is a deterministic procedure (apart from the evaluation of F (x) which uses random sampling). However, it can be randomized similarly to Srinivasan's work [23] , and this is the variant presented in [3] . This variant starts with a fractional solution in the matroid base polytope, y ∈ B(M), and produces a random base B ∈ M such that E[f (B)] ≥ F (y). A further rounding stage is needed in case the starting point is inside the matroid polytope P (M) rather than the matroid base polytope B(M); pipage rounding has been extended to this case in [25] . We summarize the known properties of pipage rounding in the matroid polytope in the following lemma [3, 25] . Lemma 1.1. For any starting point y ∈ P (M), the pipage rounding technique produces a random set S independent in M, such that for any submodular function f (S) and its multilinear extension F (y), E[f (S)] ≥ F (y).
In addition, if the starting point is in the matroid base polytope B(M), the rounded solution S is a random base of M.
While randomized pipage rounding gives an approximation guarantee only in expectation, it has the added benefit that costly evaluations of F (x) are not needed at all in the rounding stage. Further benefits arise from the correlation properties of the rounded solution. This is the focus of this paper.
Our work
In this paper, we revisit the technique of randomized pipage rounding in the context of matroid polytopes. In particular, we are interested in the correlation properties of the integral solution obtained by randomized pipage rounding. Our first result is that the 0/1 random variables X 1 , . . . , X n associated with the rounded solution are negatively correlated. Theorem 1.2. Let (x 1 , . . . , x n ) ∈ P (M) be a fractional solution in the matroid polytope and (X 1 , . . . , X n ) ∈ {0, 1} n the integral solution obtained by randomized pipage rounding. Then E[X i ] = x i , and for any T ⊆ [n],
This yields Chernoff-type concentration bounds for any linear function of X 1 , . . . , X n , as proved by Panconesi and Srinivasan [17] . We refer to Theorem 3.1 in [8] , which together with Theorem 1.2 implies the following. Corollary 1.3. Let a i ∈ [0, 1] and X = a i X i , where (X 1 , . . . , X n ) are obtained by randomized pipage rounding from a fractional vector (x 1 , . . . , x n ) ∈ P (M).
• If δ ≥ 0 and µ ≥ E[X] = a i x i , then
It is well-known that for δ ∈ [0, 1], the first bound can be simplified as follows:
In particular, these bounds hold for X = i∈S X i where S is an arbitrary subset of the variables. We remark that in contrast, when randomized pipage rounding is performed on bipartite graphs, negative correlation holds only for subsets of edges incident to a fixed vertex [8] .
More generally, we can consider concentration properties for a submodular function f (S), where S is the outcome of a certain random process. Equivalently, we can also write f (S) = f (X 1 , X 2 , . . . , X n ) where X i ∈ {0, 1} is a random variable indicating whether i ∈ S. First, we consider the scenario where X 1 , . . . , X n are independent random variables. We prove that in this case, Chernoff-type bounds hold for f (X 1 , X 2 , . . . , X n ) just like they would for a linear function. Theorem 1.4. Let f : {0, 1} n → R + be a monotone submodular function with marginal values in [0, 1]. Let X 1 , . . . , X n be independent random variables in {0, 1}.
Then for any δ > 0,
A natural question is whether the concentration bounds for submodular functions also hold for dependent random variables X 1 , . . . , X n arising from pipage rounding. Currently we do not know how to prove the above bounds in this case. We remark that Theorem 1.4 can be used to simplify some previous results for submodular maximization under linear constraints, where variables are rounded independently [11, 12] . However, this concentration bound is not necessary for these applications, and we do not actually use Theorem 1.4 in our applications either. We believe that it might be useful for future applications.
Applications.
• Submodular maximization subject to 1 matroid and k linear constraints. We consider the problem of maximizing a submodular function subject to a matroid constraint and a given set of linear packing constraints. More formally, the problem is max f (x), Ax ≤ b, x ∈ P (M), x ∈ {0, 1} n where f : 2 N → R is a monotone submodular function, M is a matroid on N , A is a k ×n non-negative matrix and b is a 1×n non-negative matrix. N is the ground set of f and n = |N |. For any fixed ǫ > 0, we obtain a (1 − 1/e − ǫ) approximation in two settings. First, when k is a fixed constant independent of n. Second when the constraints are sufficiently "loose": b i = Ω(ǫ −2 log k) · A ij for all i, j. Note that the approximation in both cases is optimal up to the arbitrarily small ǫ (even for 1 matroid or 1 linear constraint [16, 6] ), and generalizes the previously known results in the special cases of 1 matroid [3] and a fixed number of k linear constraints [11] .
• Minimax Integer Programs subject to a matroid constraint. Let M be a matroid on a ground set N . Let B(M) be the base polytope of M. We consider the problem min λ, Ax ≤ λb, x ∈ B(M), x ∈ {0, 1} N where A is an m × N non-negative matrix and b ∈ R n . We give an O(log m/ log log m) approximation for this problem, and a similar result for the min-cost version (with given packing constraints and element costs). This generalizes earlier results on minimax integer programs which were considered in the context of routing and partitioning problems [19, 14, 22, 23, 8] ; the underlying matroid in these setting is the partition matroid. Several of the applications in [23, 8] are more naturally viewed as pipage rounding subject to a matroid constraint. We elaborate on this in Section 5.
The rest of the paper is organized as follows. In Section 2, we present the necessary definitions. In Section 3, we prove the property of negative correlations for randomized pipage rounding. In Section 4, we present our algorithm for maximizing a monotone submodular function subject to 1 matroid and k linear constraints. In Section 5, we present our results on minimax integer programs. In Appendix A, we give a complete description of randomized pipage rounding. In Appendix B, we present our concentration bounds for submodular functions.
Preliminaries
Matroid polytopes. Given a matroid M = (N, I), the matroid polytope is the convex hull of vectors corresponding to independent sets in M:
where r(S) is the rank function of the matroid M [5] . Let B denote the collection of bases of M, i.e. independent sets of maximum cardinality. We also work with the matroid base polytope, which is the convex hull of vertices corresponding to bases:
In addition, f is monotone if f (S) ≤ f (T ) whenever S ⊆ T . We denote by f A (i) = f (A+i)−f (A) the marginal value of i with respect to A.
An important concept in recent work on submodular functions [2, 24, 3, 11, 12, 25] is the multilinear extension of a submodular function:
Pipage rounding. The pipage rounding technique serves to round a fractional solution of the problem max{F (x) : x ∈ P (M)} to an integral one. In its randomized version, it is entirely oblivious of the objective function F (x) and produces a random vertex of P (M), with a distribution depending only on the starting point x ∈ P (M). If the starting point is in the matroid base polytope B(M), the rounded solution is a (random) base of M. We already mentioned Lemma 1.1 [3, 25] which is crucial for the purpose of maximizing submodular functions subject to a matroid constraint: it says that the expected value of the rounded solution is E[f (S)] ≥ F (x). We give a complete description of the pipage rounding technique in the appendix.
Negative correlation for pipage rounding
In this section, we prove Theorem 1.2 which states that the random variables corresponding to the rounded solution are negatively correlated. The proof follows the same lines as [8] in the case of bipartite graphs. The intuitive reason for negative correlation is that whenever a pair of variables is being modified, their sum remains constant. Hence, knowing that one variable is high can only make the expectation of another variable lower.
Proof. Let X i,t denote the value of X i after t steps of randomized pipage rounding. We use the following properties of the pipage rounding technique (see Appendix A):
• In each step, at most two variables are modified.
• Given X i,t , its expectation in the next step remains the same:
• If two variables X i , X j are modified, it happens in such a way that their sum is preserved with probability 1:
We are interested in the quantity Y t = i∈S X i,t . At the beginning of the process, we have
Let us condition on a particular configuration of variables at time t, (X 1,t , . . . , X n,t ). We consider three cases:
• If no variable X i , i ∈ S, is modified in step t, we have Y t+1 = i∈S X i,t+1 = i∈S X i,t .
• If exactly one variable X i , i ∈ S, is modified in step t, then we use the property that
• If two variables X i , X j , i, j ∈ S, are modified in step t, we use the property that their sum is preserved:
On the other hand, the value of each variable is preserved in expectation. Applying this to their difference, we get
holds for any random variable, we get
Combining (1) and (2), and using the formula XY =
Therefore,
By taking expectation over all configurations at time t with a fixed value of k∈S
and at the end of the procedure (after a maximum number of t * = n 2 steps), we get
The same proof applies when we replace X i by 1 − X i , because the properties of pipage rounding that we used hold for 1 − X i as well.
As we mentioned in Section 1, this implies strong concentration bounds for linear functions of the variables X 1 , . . . , X n (Corollary 1.3).
Submodular maximization subject to 1 matroid and k linear constraints
In this section, we present an algorithm for the problem of maximizing a monotone submodular function subject to 1 matroid and k linear ("knapsack") constraints.
Problem definition. Given a monotone submodular function f : 2 N → R + (by a value oracle), and a matroid M = (N, I) (by an independence oracle). For each i ∈ N , we have k parameters
Kulik et al. gave a (1 − 1/e − ǫ)-approximation for the same problem with a constant number of linear constraints, but without the matroid constraint [11] . Gupta, Nagarajan and Ravi [9] show that a knapsack constraint can in a technical sense be simulated in a black-box fashion by a collection of partition matroid constraints. Using their reduction and known results on submodular set function maximization subject to matroid constraints [7, 13] , they obtain a 1/(p + q + 1) approximation with p knapsacks and q matroids for any q ≥ 1 and fixed p ≥ 1 (or 1/(p + q + ǫ) for any fixed p ≥ 1, q ≥ 2 and ǫ > 0).
Constant number of knapsack constraints
We consider first 1 matroid and a constant number k of linear constraints, in which case each linear constraint is thought of as a "knapsack" constraint. We show a (1 − 1/e − ǫ)-approximation in this case, building upon the algorithm of Kulik, Shachnai and Tamir [11] , which works for k knapsack constraints (without a matroid constraint). The basic idea is that we can add the knapsack constraints to the multilinear optimization problem max{F (x) : x ∈ P (M)} which is used to achieve a (1 − 1/e)-approximation for 1 matroid constraint [3] . Using standard techniques (partial enumeration), we get rid of all items of large value or size, and then scale down the constraints a little bit, so that we have some room for overflow in the rounding stage. We can still solve the multilinear optimization problem within a factor of 1 − 1/e and then round the fractional solution using pipage rounding. Using the fact that randomized pipage rounding makes the size in each knapsack strongly concentrated, we conclude that our solution is feasible with constant probability.
Algorithm.
• Assume 0 < ǫ < min{1/k 2 , 0.001}. Enumerate all sets A of at most 1/ǫ 4 items which form a feasible solution. (We are trying to guess the most valuable items in the optimal solution under a greedy ordering.) For each candidate set A, repeat the following.
• Let M ′ = M/A be the matroid where A has been contracted. For each 1 ≤ j ≤ k, let C j = 1 − i∈A c ij be the remaining capacity in knapsack j. Let B be the set of items i / ∈ A such that c ij > kǫ 3 C j for some j (the item is too big in some knapsack). Throw away all the items in B.
• We consider a reduced problem on the item set N \(A∪B), with the matroid constraint M ′ , knapsack capacities C j , and objective function g(S) = f (A ∪ S) − f (A). Define a polytope
where P (M ′ ) is the matroid polytope of M ′ . We solve (approximately) the following optimization problem:
where
] is the multilinear extension of g(S). Since linear functions can be optimized over P ′ in polynomial time, we can use the continuous greedy algorithm [24] to find a fractional solution x * within a factor of 1 − 1/e of optimal.
• Given a fractional solution x * , we apply randomized pipage rounding to x * with respect to the matroid polytope P (M ′ ). Call the resulting set R A . Among all candidate sets A such that A ∪ R A is feasible, return the one maximizing f (A ∪ R A ).
We remark that the value of this algorithm (unlike the (1 − 1/e)-approximation for 1 matroid constraint) is purely theoretical, as it relies on enumeration of a huge (constant) number of elements. Proof. Consider an optimum solution O, i.e. OP T = f (O). Order the elements of O greedily by decreasing marginal values, and let A ⊆ O be the elements whose marginal value is at least ǫ 4 OP T . There can be at most 1/ǫ 4 such elements, and so the algorithm will consider them as one of the candidate sets. We assume in the following that this is the set A chosen by the algorithm.
We consider the reduced instance, where M ′ = M/A and the knapsack capacities are C j = 1 − i∈A c ij . O \ A is a feasible solution for this instance and we have g(
. We know that in O \ A, there are no items of marginal value more than the last item in A. In particular, f A (i) ≤ ǫ 4 OP T for all i ∈ O \ A. We throw away the set B ⊆ N \ A of items whose size in some knapsack is more then kǫ 3 C j . In O \ A, there can be at most 1/(kǫ 3 
is still a feasible set for the reduced problem, and using submodularity, its value is
Now consider the multilinear problem (4) . Note that the indicator vector 1 O ′ is feasible in P ′ , and hence (1 − ǫ)1 O ′ is feasible in (1 − ǫ)P ′ . Using the concavity of G(x) along the line from the origin to
Using the continuous greedy algorithm [24] , we find a fractional solution x * of value
Finally, we apply randomized pipage rounding to x * and call the resulting set R. By the construction of pipage rounding, R is independent in M ′ with probability 1. However, R might violate some of the knapsack constraints.
Consider a fixed knapsack constraint, i∈S c ij ≤ C j . Our fractional solution x * satisfies c ij x * i ≤ (1 − ǫ)C j . Also, we know that all sizes in the reduced instance are bounded by c ij ≤ kǫ 3 C j . By scaling, c ′ ij = c ij /(kǫ 3 C j ), we can apply Corollary 1.3 with µ = (1 − ǫ)/(kǫ 3 ):
By the union bound, Pr[∃j;
Thus with constant probability, arbitrarily close to 1 for ǫ → 0, all knapsack constraints are satisfied by R. We also know from Lemma 1.
However, we are not done yet, because the value of f (A ∪ R) is correlated with the event that A ∪ R is feasible, and hence the expectation of f (A ∪ R) conditioned on being feasible might be too small. Here, we use a trick from the paper by Kulik et al. [11] , which relates the value of g(R) to the amount of overflow on the knapsack constraints, and shows that the contribution of infeasible sets cannot be too large. Let us denote by F 1 the event that 1 R ∈ P ′ , and by F ℓ (for ℓ ≥ 2) the event that 1 R ∈ ℓP ′ \ (ℓ − 1)P ′ , i.e. the rounded solution R is feasible for ℓP ′ but not for (ℓ − 1)P ′ . Obviously, exactly one of the events F ℓ occurs. By the law of conditional probabilities,
We already estimated that 
This probability decays very rapidly with ℓ. It can be verified that for all ℓ ≥ 3, it is upperbounded by e −ℓµ/9 . Using the union bound and plugging in µ = (1 − ǫ)/(kǫ 3 ) ≥ 0.9/(kǫ 3 ), we can write for any ℓ ≥ 3
Recall that E[g(R)] ≥ G(x * ). By the concavity of G(x) along rays through the origin, we have max{G(x) :
. Plugging our bounds into (5), we get
using the formula
(1−q) 2 with q = e −1/10kǫ 3 (a very small positive number), and replacing this formula by the much larger expression q 2.5ǫ 2 = e −1/4kǫ . For ǫ < min{1/k 2 , 0.001}, it holds that 6ke −1/4kǫ ≤ 6ǫ −1/2 e −ǫ −1/2 /4 ≤ ǫ and hence
Recall that A ∪ R is feasible for the original problem iff 1 R ∈ P ′ which is exactly the event F 1 . We can conclude that
This means that even conditioned on A ∪ R being feasible, the expected value of f (A ∪ R) is at least (1 − 1/e − 3ǫ)OP T .
Loose packing constraints
In this section we consider the case when the number of linear packing constraints is not a fixed constant. The notation we use in this case is that of a packing integer program:
Here f : 2 N → R is a monotone submodular function with n = |N |, M = (N, I) is a matroid, A ∈ R k×n + is a non-negative matrix and b ∈ R k + is a non-negative vector. This problem has been studied extensively when f (x) is a linear function, in other words f (x) = w T x for some non-negative weight vector w ∈ R n . Even this case with A, b having only 0, 1 entries captures the maximum independent set problem in graphs and hence is NP-hard to approximate to within an n 1−ǫ -factor for any fixed ǫ > 0. For this reason a variety of restrictions on A, b have been studied.
We consider the case when the constraints are sufficiently loose, i.e. the right-hand side b is significantly larger than entries in A: in particular, we assume b i ≥ c log k ·max j A i,j for 1 ≤ i ≤ k. In this case, we propose a straightforward algorithm which works as follows.
Algorithm.
• Let ǫ = 6/c. Solve (approximately) the following optimization problem:
is the multilinear extension of f (S), and
Since linear functions can be optimized over P in polynomial time, we can use the continuous greedy algorithm [24] to find a fractional solution x * within a factor of 1 − 1/e of optimal.
• Apply randomized pipage rounding to x * with respect to the matroid polytope P (M). If the resulting solution R satisfies the packing constraints, return R; otherwise, fail.
Theorem 4.2.
Assume that A ∈ R k×n and b ∈ R k such that b i ≥ A ij c log k for all i, j and some constant c = 6/ǫ 2 . Then the algorithm above gives a (1 − 1/e − O(ǫ))-approximation with high probability.
We remark that it is NP-hard to achieve a better than (1 − 1/e)-approximation even when k = 1 and the constraint is very loose (A ij = 1 and b i → ∞) [6] .
Proof. The proof is similar to that of Theorem 4.1, but simpler. We only highlight the main differences.
In the first stage we obtain a fractional solution such that F (x * ) ≥ (1 − ǫ)(1 − 1/e)OP T . Randomized pipage rounding yields a random solution R which satisfies the matroid constraint. It remains to check the packing constraints. For each i, we have
The variables X j are negatively correlated and by Corollary 1.3 with δ = ǫ = 6/c and µ = c log k,
By the union bound, all packing constraints are satisfied with probability at least 1 − 1/k. We assume here that k = ω(1). By employing a trick similar to Theorem 4.1, we can also conclude that the expected value of the solution conditioned on being feasible is at least (1−1/e−O(ǫ))OP T .
Minimax integer programs with a matroid constraint
Minimax integer programs are motivated by applications to routing and partitioning. The setup is as follows; we follow [22] . We have boolean variables x i,j for i ∈ [n] and j ∈ [ℓ i ] for integers ℓ 1 , . . . , ℓ n . Let N = i∈[n] ℓ i The goal is to minimize λ subject to:
• a system of linear inequalities Ax ≤ λ1 where A ∈ [0, 1] m×N
• integrality constraints: x i,j ∈ {0, 1} for all i, j.
The variables x i,j , j ∈ [ℓ i ] for each i ∈ [n] capture the fact that exactly one option amongst the ℓ i options in group i should be chosen. A canonical example is the congestion minimization problem for integral routings in graphs where for each i, the x i,j variables represent the different paths for routing the flow of a pair (s i , t i ) and the matrix A encodes the capacity constraints of the edges. A natural approach is to solve the natural LP relaxation for the above problem and then apply randomized rounding by choosing independently for each i exactly one j ∈ [ℓ i ] where the probability of choosing j ∈ [ℓ i ] is exactly equal to x i,j . This follows the randomized rounding method of Raghavan and Thompson for congestion minimization [19] and one obtains an O(log m/ log log m) approximation with respect to the fractional solution. Using Lovász Local Lemma (and complicated derandomization) it is possible to obtain an improved bound of O(log d/ log log d) [14, 22] where d is the maximum number of non-zero entries in any column of A. This refined bound has various applications. Interestingly, the above problem becomes non-trivial if we make a slight change to the equality constraints. Suppose for each i ∈ [n] we now have an equality constraint of the form j∈[ℓ i ] x i,j = k i where k i is an integer. For routing, this corresponds to a requirement of k i paths for pair (s i , t i ). We call this the low congestion multi-path routing problem. Now the standard randomized rounding doesn't quite work. Srinivasan [23] , motivated by this generalized routing problem, developed dependent randomized rouding and used the negative correlation properties of this rounding to obtain an O(log m/ log log m) approximation. This was further generalized in [8] as randomized versions of pipage rounding in the context of other applications.
Congestion minimization under a matroid base constraint
Here we show that randomized pipage rounding in matroids allows a clean generalization of the type of constraints considered in several applications in [23, 8] . Let M be a matroid on a ground set N . Let B(M) be the base polytope of M. We consider the problem
where A ∈ [0, 1] m×N . We observe that the previous problem with the variables partitioned into groups and equality constraints can be cast naturally as a special case of this matroid constraint problem; the equality constraints simply correspond to a partition matroid on the ground set of all variables x i,j . However, our framework is much more flexible. For example, consider the spanning tree problem with packing constraints: each edge has a weight w e and we want to minimize the maximum load on any vertex, max v∈V e∈δ(v) w e . This problem also falls within our framework. Proof. Fix a value of λ. Let Z(λ) = {j | ∃i; A ij > λ}. We can force x j = 0 for all j ∈ Z(λ), because no element j ∈ Z(λ) can be in a feasible solution for λ. In polynomial time, we can check the feasibility of the following LP:
(because we can separate over B(M) and the additional packing constraints efficiently). By binary search, we can find (within 1 + ǫ) the minimum value of λ such that P λ = ∅. This is a lower bound on the actual optimum λ OP T . We also obtain the corresponding fractional solution x * . We apply randomized pipage rounding to x * , obtaining a random set R. R satisfies the matroid base constraint by definition. Consider a fixed packing constraint (the i-th row of A). We have
and all entries A ij such that x * j > 0 are bounded by λ. We setÃ ij = A ij /λ, so that we can use Corollary 1.3. We get
For µ = 1 and 1 + δ = 4 log m log log m , this probability is bounded by
e log log m 4 log m 4 log m log log m
for sufficiently large m. Therefore, all m constraints are satisfied within a factor of 1+δ = 4 log m log log m with high probability.
We remark that the approximation guarantee can be made an "almost additive" O(log m), in the following sense: Assuming that the optimum value is λ * , for any fixed ǫ > 0 we can find a solution of value λ ≤ (1 + ǫ)λ * + O( 1 ǫ log m). Scaling is important here: recall that we assumed A ∈ [0, 1] N ×m . We omit the proof, which follows by a similar application of the Chernoff bound as above, with µ = λ * and δ = ǫ + O( 1 ǫλ * log m).
Min-cost matroid bases with packing constraints
We can similarly handle the case where in addition we want to minimize a linear objective function. An example of such a problem would be a multi-path routing problem minimizing the total cost in addition to congestion. Another example is the minimum-cost spanning tree with packing constraints for the edges incident with each vertex. We remark that in case the packing constraints are simply degree bounds, strong results are known -namely, there is an algorithm that finds a spanning tree of optimal cost and violating the degree bounds by at most one [21] . In the general case of finding a matroid base satisfying certain "degree constraints", there is an algorithm [10] that finds a base of optimal cost and violating the degree constraints by an additive error of at most ∆ − 1, where each element participates in at most ∆ constraints (e.g. ∆ = 2 for degreebounded spanning trees). The algorithm of [10] also works for upper and lower bounds, violating each constraint by at most 2∆ − 1. See [10] for more details.
We consider a variant of this problem where the packing constraints can involve arbitrary weights and capacities. We show that we can find a matroid base of near-optimal cost which violates the packing constraints by a multiplicative factor of O(log m/ log log m), where m is the total number of packing constraints.
Theorem 5.2. There is a (1 + ǫ, O(log m/ log log m))-bicriteria approximation for the problem
where A ∈ [0, 1] m×N and b ∈ R N ; the first guarantee is w.r.t. the cost of the solution and the second guarantee w.r.t. to overflow on the packing constraints.
Proof. We give a sketch of the proof. First, we throw away all elements that on their own violate some packing constraint. Then, we solve the following LP:
Let the optimum solution be x * . We apply pipage rounding to x * , yielding a random solution R.
Since each of the m constraints is satisfied in expectation, and each element alone satisfies each packing constraint, we get by the same analysis as above that with high probability, R violates every constraint by a factor of O(log m/ log log m). Finally, the expected cost of our solution is c T x * ≤ OP T . By Markov's inequality, the probability that c(R) > (1 + ǫ)OP T is at most 1/(1 + ǫ) ≤ 1 − ǫ/2. With probability at least ǫ/2 − o(1), c(R) ≤ (1 + ǫ)OP T and all packing constraints are satisfied within O(log m/ log log m).
Let us rephrase this result in the more familiar setting of spanning trees. Given packing constraints on the edges incident with each vertex, using arbitrary weights and capacities, we can find a spanning tree of near-optimal cost, violating each packing constraint by a multiplicative factor of O(log m/ log log m). As in the previous section, if we assume that the weights are in [0, 1], this can be replaced by an additive factor of O( 1 ǫ log m) while making the multiplicative factor 1 + ǫ (see the end of Section 5.1).
In the general case of matroid bases, our result is incomparable to that of [10] , which provides an additive guarantee of ∆ − 1. (The assumption here is that each element participates in at most ∆ degree constraints; in our framework, this corresponds to A ∈ {0, 1} m×N with ∆-sparse columns.) When elements participate in many degree constraints (∆ ≫ log m) and the degree bounds are b i = O(log m), our result is actually stronger in terms of the packing constraint guarantee.
A Randomized pipage rounding
Let us summarize the pipage rounding technique in the context of matroid polytopes [2, 3] . The basic version of the technique assumes that we start with a point in the matroid base polytope, and we want to round it to a vertex of B(M). In each step, we have a fractional solution y ∈ B(M) and a tight set T (satisfying y(T ) = r(T )) containing at least two fractional variables. We modify the two fractional variables in a such a way that their sum remains constant, until some variable becomes integral or a new constraint becomes tight. If a new constraint becomes tight, we continue with a new tight set, which can be shown to be a proper subset of the previous tight set [2, 3] . Hence, after n steps we produce a new integral variable, and the process terminates after n 2 steps.
In the randomized version of the technique, each step is randomized in such a way that the expectation of each variable is preserved. Here is the randomized version of pipage rounding [3] . The subroutine HitConstraint(y, i, j) starts from y and tries to increase y i and decrease y j at the same rate, as long as the the solution is inside B(M). It returns a new point y and a tight set A, which would be violated if we go any further. This is used in the main algorithm PipageRound(M, y), which repeats the process until an integral solution in B(M) is found.
Subroutine HitConstraint(y, i, j):
and an optimal A ∈ A; If y j < δ then {δ ← y j , A ← {j}};
While (y is not integral) do T ← X; While (T contains fractional variables) do Pick i, j ∈ T fractional; (y + , A + ) ← HitConstraint(y, i, j); (y − , A − ) ← HitConstraint(y, j, i); p ← ||y + − y||/||y + − y − ||; With probability p,
Subsequently [25] , pipage rounding was extended to the case when the starting point is in the matroid polytope P (M), rather than B(M). This is not an issue in [3] , but it is necessary for applications with non-monotone submodular functions [25] or with additional constraints, such as in this paper.
The following procedure takes care of the case when we start with a fractional solution x ∈ P (M). It adjusts the solution in a randomized way so that the expectation of each variable is preserved, and the new fractional solution is in the base polytope of a (possibly reduced) matroid.
While (x is not in B(M)) do If (there is i and δ > 0 such that x + δe i ∈ P (M)) do Let x max = x i + max{δ : x + δe i ∈ P (M)}; Let p = x i /x max ; With probability p, {x i ← x max }; Else {x i ← 0}; EndIf If (there is i such that x i = 0) do Delete i from M and remove the i-coordinate from x. EndWhile Output (M, x).
To summarize, the complete procedure works as follows. For a given x ∈ P (M), we run (M ′ , y) :=Adjust(M, x), followed by PipageRound ((M ′ , y) ). The outcome is a base in the restricted matroid where some elements have been deleted, i.e. an independent set in the original matroid.
B Chernoff bounds for submodular functions
Here we prove Theorem 1.4, in two parts.
Lemma B.1. Let f : {0, 1} n → R + be a monotone submodular function, with marginal values always between [0, 1]. Let X 1 , . . . , X n be independent random variables in {0, 1}.
Proof. Assume WLOG that f (0, 0, . . . , 0) = 0. We decompose the value of f (X 1 , . . . , X n ) into a sum of random variables,
where 
. . , 0) denotes the marginal value of X k being set to 1, given the preceding variables. This can be also seen as Y k , conditioned on X k = 1. By submodularity, this is a decreasing function of X 1 , . . . , X k−1 . On the other hand,
is an increasing function of X 1 , . . . , X k−1 . We get the same monotonicity properties for the exponential functions e λf (...) . By the FKG inequality, e λf (X 1 ,...,X k−1 ,0,...,0) and e λf (X 1 ,...,X k−1 ,0,...,0) (k) are negatively correlated, and we get
Hence, we have
By induction, we obtain
Henceforth, the proof proceeds exactly like Chernoff's proof. Applying Markov's bound to the random variable e λ 
e (e λ −1)ω i e λ(1+δ)µ = e (e λ −1)µ e λ(1+δ)µ .
We choose e λ = 1 + δ which yields Proof. The proof is very similar to the previous one. Assume that f (0, 0, . . . , 0) = 0. We decompose the value of f (X 1 , . . . , X n ) into a sum of random variables, f (X 1 , . . . , X n ) = where f (X 1 ,...,X k−1 ,0,...,0) (k) = f (X 1 , . . . , X k−1 , 1, . . . , 0) − f (X 1 , . . . , X k−1 , 0, . . . , 0) denotes the marginal value of X k being set to 1, given the preceding variables. By submodularity, this is a decreasing function of X 1 , . . . , X k−1 . On the other hand, f (X 1 , . . . , X k−1 , 0, . . . , 0) is an increasing function of X 1 , . . . , X k−1 . The monotonicity is inverted for the exponential functions e −λf (...) ; still, one quantity is increasing and the other one is decreasing. By the FKG inequality, the two random quantities are negatively correlated, and we get Hence, we have
Applying Markov's bound to the random variable e −λ Therefore, the bound becomes
e (e −λ −1)ω i e −λ(1−δ)µ = e (e −λ −1)µ e −λ(1−δ)µ .
Here, we choose e −λ = 1 − δ which yields
where we used (1 − δ) 1−δ ≥ e −δ+δ 2 /2 for δ ∈ (0, 1].
