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Abstract. We introduce a family of stochastic processes associated with
the invariants of the general linear group of which that corresponding to the
trace is the Poisson process. Though these are classical processes, multidimen-
sional quantum stochastic calculus is used to construct them and to establish
their properties.
1. Introduction.
Capelli’s identity [4] is a decisive tool in the theory of invariants both of the general
linear group and the other classical groups [19], and remains a source of interesting
mathematics up to the present day [1][7][18]. The purpose of this paper is to use a
Capelli noncommutative determinant
C(h) =
−→
det

M11 + h+N − 1 M21 M31 · · · MN1
M12 M
2
2 + h+N − 2 M32 · · · MN2
M13 M
2
3 M
3
3 + h+N − 3 · · · MN3
...
...
...
. . .
...
M1N M
2
N M
3
N · · · MNN + h

(1)
to construct a family of stochastic processes, of which the Poisson process is one,
corresponding to invariants of the general linear group. The constituent elements
M jk are quantum (noncommutative) stochastic processes satisfying the commutation
relations of the Lie algebra gl(N) :
[M jk ,M
l
m] = δ
j
mM
l
k − δlkM jm
The processes M jk depend on choice of a unit vector in an N -dimensional Hilbert
space together with an orthonormal basis. Despite their noncommutativity C(h) will
be shown, using multidimensional quantum stochastic calculus, to be the generating
polynomial
C(h) =
N∑
r=0
hN−rCr (2)
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Capelli processes. 2
of a family C0, C1, C2, ..., CN of purely classical, in particular purely commutative,
stochastic processes. Relative to each choice of orthonormal basis, the h-valued pro-
cess C(h) assumes random values
(l1 + h+ (N − 1)(l2 + h+ (N − 2))...(lN−1 + h+ 1)(lN + h)
where the lj are nonnegative integers nondecreasing in time. Thus Cr takes the values
σr(l1 + (N − 1), l2 + (N − 2), ..., lN−1 + 1, lN)
where σr is the rth elementary symmetric polynomial
σr(m1,m2, ...,mN) =
∑
1≤j1<j2<···<jr≤N
mj1mj2 . . .mjr . (3)
Similar invariant classical processes T0, T1, T2, ..., TN whose values are expressed
relative to an arbitrary choice of orthonormal basis as sums of powers
τr(l1 +N − 1, l2 +N − 2, ..., lN) =
N∑
j=1
(lj +N − j)r
are related to C0, C1, C2, ..., CN by Newtons formula for power sums in terms of ele-
mentary symmetric polynomials.
It is expected that the processes C0, C1, C2, ..., CN are related to the family of
Euclidean-invariant measures in RN corresponding to elementary symmetric polyno-
mials noted in [17]. It is conjectured that, when N = 2, the second-order power-sum
process T2 = (C1)
2−2C2 is related to the circle problem in number theory, of asymp-
totically estimating the number of unit squares from the lattice Z2 wholly contained
in a circle of large radius R.
The origins of this paper lie in [8] where central elements of the universal envelop-
ing algebra of gl(N) related to elementary symmetric polynomials were constructed
explicitly. In [10] corresponding stochastic processes and in particular their quan-
tum stochastic chaotic decompositions were studied. In [9] the connection with the
Capelli determinant was introduced; this paper is incomplete and contains some er-
rors. In all these works heavy use was made aspects such as highest weight vectors
and the Weyl branching rule of the theory of irreducible representations of gl(N)
and the corresponding Lie group GL(N). In contrast the present work is complete
and self-contained and avoids the use of representation theory by appeal to elemen-
tary properties of Poisson processes. In particular we obtain a quantum probabilistic
proof, based on chaotic expansions, of the known fact [6] that C(h) is central. It
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is hoped that it will accordigly prove of interest to probabilility theorists, but some
acquaintance with quantum stochastic calculus [15] is needed to understand it.
The paper is organised as follows. In Section 2 we set the scene with aspects of
multidimensional quantum stochastic calculus needed, emphasising the multiplication
formula for iterated stochastic integrals and the relation of the continuous tensor
product aspect of Fock space to the coproduct in a Hopf algebra of Itoˆ differentials.
The quantum processes M jk forming a processes of representations of the Lie algebra
gl(N) are introduced in Section 3. It is shown that correspondingly central elements
of the universal enveloping algebra form mutually commuting and therefore effectively
classical stochastic processes. The Capelli determinant C(h) is defined in Section 4
and shown in Section 5 to be invariant under permutations of the chosen orthonormal
basis. This property is used in Section 6 in combination with the Hopf algebra
coproduct to develop an explicit chaotic decomposition of the process C(h) as a finite
sum of iterated quantum stochastic integrals. The chaos decomposition is used in
Section 7 to prove the centrality (and thus the classical nature) of C(h). The ranges
of values of the processes Cr are determined, making crucial use of the nondecreasing
property of Poisson processes in Section 8. Finally the implications of the invariance
of C(h) and the effect of change of basis are considered in Section 9.
2. Quantum stochastic calculus [15],[16].
We consider multidimensional quantum stochastic calculus living in the Fock space
F(L2(R+;K)) where the ambient space K is a complex Hilbert space of finite dimen-
sion N. This can be conveniently characterised as the Hilbert space generated by the
family of exponential vectors e(f), f ∈ L2(R+;K), satisfying
〈e(f), e(g)〉F(L2(R+;K)) = exp 〈f, g〉L2(R+;K) .
Then corresponding to each natural direct sum decomposition
L2(R+;K) = L2([0, t];K)⊕ L2(]t,∞];K), t ∈ R+
there is a unique tensor product decomposition, called splitting at t,
F(L2(R+;K)) = F(L2([0, t];K))⊗F(L2(]t,∞];K)) (4)
in which each exponential vector factorises as e(f) = e(f
∣∣
[0,t] )⊗ e(f
∣∣
]t,∞] ).
We choose once and for all a unit vector κ in K. We also choose for the time
being, an orthonormal basis (κ1,κ2, . . . κN) so that K is thereby identified with CN ,
κ with a column vector z = (z1, z2, . . . , zN)
tr and F(L2(R+;K)) with
F(L2(R+;CN)) = F(L2(R+)⊕ L2(R+)⊕ · · ·⊕
(N)
L2(R+))
= F(L2(R+))⊗F(L2(R+))⊗ · · ·⊗
(N)
F(L2(R+)) . (5)
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The fundamental processes are Λαβ = (Λ
α
β(t), t ∈ R+), α, β = 0, 1, 2, . . . , N where the
actions on exponential vectors of the operators Λαβ(t) are described by〈
e(f),Λαβ(t)e(g)
〉
=
∫ t
0
f αgβ 〈e(f), e(g)〉
where, for f = (f1, f2, . . . , fN) ∈ L2(R+;CN), f0 = 1 and f α(s) = f¯α(s), s ∈ R+.
The processes Λαβ have the Le´vy property in the vacuum state of beginning anew
independently of the past at each time s ∈ R+, in so far as, for arbitrary t ∈ R+,
Γ∗s(Λ
α
β(s+ t)− Λαβ(s))Γs = Λαβ(t)
where Γs is the forward shift isometry through s which acts on exponential vectors
as
Γse(f) = e(fs), fs(t) =
{
0 if t < s
f(t− s) if t ≥ s
which leaves the vacuum e(0) invariant. In addition, the increments Λαβ(s+t)−Λαβ(s)
commute with the past, in particular with all Λ γδ (r) for r ≤ s, .being ampliations of
operators living in the future Fock space relative to splitting at s.
In this notation [5] the Itoˆ product rule becomes
dΛαβdΛ
γ
δ = δˆ
α
δ dΛ
γ
β (6)
where the Evans delta δˆ
γ
β is 1 if γ = β 6= 0 and zero otherwise. This may be
interpreted as follows.
We denote by L the associative algebra spanned by the dΛαβ , α, β = 0, 1, 2, . . . , N
with product (6) and let T (L) =⊕∞n=0⊗n L be the vector space of all tensors over
L. For a < b ∈ R+ let Iba be the linear map from T (L) to the space P of operators
on the exponential domain E whose adjoints act on the same domain, for which
Iba(dΛ
α1
β1
⊗ dΛα2β2 ⊗ · · · ⊗ dΛαnβn ) =
∫
a<t1<t2<···<tn<b
dΛα1β1 (t1)dΛ
α2
β2
(t2) · · · dΛαnβn (tn). (7)
Iba intertwines the natural involution on T (L) under which dΛαβ 7→ dΛβα with the
map P 3P 7→ P † = P ∗ |E . The (weak) product rule for iterated integrals of the
form (7) is as follows: for two tensors α = (α0, α1, α2, . . .), β = (β0, β1, β2, . . .) with
αn, βn ∈
⊗n L we have〈(
Iba(α)
)†
e(f), Iba(β)e(g)
〉
=
〈
e(f), Iba(γ)e(g)
〉
(8)
where
γn =
∑
A∪B={1,2,...,n}
αA|A|β
B
|B|. (9)
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Here we use the place notation, that αA|A| indicates that the |A|-th rank tensor α|A| ∈⊗|A| L is placed in the tensor product of the |A| copies of L within⊗n L labelled by
the subset A ⊂ {1, 2, . . . , n}, the sum is over all ordered pairs (A,B) of not necessarily
disjoint subsets whose union is {1, 2, . . . , n} and when A∩B 6= ∅ double occupancies
of L are resolved using the product in L. It follows from (8) and their commuting
with the past that the processes Λαβ satisfy the weak sense commutation relations
[Λαβ(s),Λ
γ
δ (t)] = δˆ
α
δΛ
γ
β(s ∧ t)− δˆ
γ
βΛ
α
δ (s ∧ t) (10)
where for s, t ∈ R+, s ∧ t is the minimum of s and t.
The unital associative algebra T (L) is equipped with a coproduct
∆ : T (L)→ T (L)⊗ T (L)
under which it becomes a Hopf algebra, whose action is given by linear extension of
the rule
∆(dΛα1β1 ⊗ dΛα2β2 ⊗ · · · ⊗ dΛαnβm)
=
n∑
r=0
(dΛα1β1 ⊗ dΛα2β2 ⊗ · · · ⊗ dΛαrβr )
⊗
(dΛ
αr+1
βr+1
⊗ dΛαr+2βr+2 ⊗ · · · ⊗ dΛαnβm). (11)
If operators in the range of each Iba are identified with the operators in the Fock space
F ba = F(L2(]a, b];K)
of which they are the ampliations, to the whole of
F(L2(R+;K) = Fa0 ⊗F ba ⊗F∞b
then, for a < b < c, using the splitting F ca = F ba ⊗F cb , we have(
Iba ⊗ Icb
)
∆ = Ica.
Indeed, by (7) and (11), this holds for actions of both sides on product vectors
dΛα1β1 ⊗ dΛα2β2 ⊗ · · · ⊗ dΛαnβm , as is seen by the decomposing the region {(t1, t2, . . . tn) ∈
Rn+; a < t1 < t2 < · · · < tn ≤ c)} of integration into the disjoint union
n⋃
r=0
({(t1, t2, . . . tr) ∈ Rr+; a < t1 < t2 < · · · < tr ≤ b)}
×{(tr+1, tr+2, . . . tn) ∈ Rn−r+ ; b < t1 < t2 < · · · < tr ≤ c)}
)
.
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We shall find the following recovery formula [13] (see also [2], Chapter III Section
11.5, Lemma 11) useful, which recovers the nth component αn of an element α of
T (L) from α for n ≥ 2 as
αn =
(
∆(n)(α)
)
(1,1,...,
(n)
1 )
. (12)
Thus αn is the (1, 1, . . . ,
(n)
1 )-th component of the action on α of the n-th order co-
product
∆(n) : T (L)→
⊗
n (T (L))
=
⊗
n
( ∞⊕
m=0
(⊗mL)
)
=
∞⊕
m1,m2,...,mn=0
(⊗m1L)⊗ (⊗m2L)⊗ · · · ⊗ (⊗mnL) ,
which is defined inductively for n ≥ 2 by ∆(2) = ∆ and
∆(n) =
(
∆⊗ id ⊗n−2T (L)
)
∆(n−1), n ≥ 3.
(12) follows by linearity from the case when α is a homogeneous product tensor of
form dΛα1β1 ⊗ dΛα2β2 ⊗ · · · ⊗ dΛαmβm , for which it holds by repeated use of (11). It also
holds when n = 0, 1 if ∆(0) and ∆(1) are defined respectively to be the counit ε and
the identity map on T (L).
The map φ : L 3 L 7→ (0, L, 0, 0, . . .) ∈ T (L) is a Lie algebra homomorphism
when both L and T (L) are equipped with their commutator Lie brackets. As such, φ
extends to a unital associative algebra homomorphism Φ from the universal envelop-
ing algebra U(L) of the Lie algebra L into T (L). In fact [14] Φ is a Hopf algebra
isomorphism from the Hopf algebra U(L) onto the sub-Hopf algebra S(L) of T (L)
consisting of symmetric tensors. We use Φ to identify U(L) with S(L).
3. A family of representations of gl(N)
We define a family of N2 processes M jk by
M jk = z¯jΛ
0
k + Λ
j
k + zkΛ
k
0 + z¯jzkΛ
0
0. (13)
From (6) these satisfy
dM jkdM
l
m = δ
j
mdM
l
k (14)
1I thank Wilhelm von Waldenfels for this reference.
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and from (10)
[M jk(s),M
l
m(t)] = δ
j
mM
l
k(s ∧ t)− δlkM jm(s ∧ t). (15)
Thus in particular for each t ∈ R+ the map Ejk 7→ M jk(t) where (Ejk; j, k = 1, 2, ..., N)
is the standard basis of the Lie algebra gl(N) of all N ×N complex matrices extends
linearly to a representation ψ(t) of gl(N). To avoid multiplicities of notations we shall
find it convenient to identify the Lie algebra gl(N) as the commutator Lie algebra of
the associative algebra M of Itoˆ differentials spanned by the dM jk with product rule
determine by (14). Then the universal enveloping algebra U(gl(N)) can be identified
with the sub-Hopf algebra S(M) of symmetric tensors of the Hopf algebra T (M),
itself a sub-Hopf algebra of the Hopf algebra T (L) of the previous section. For each
t ∈ R+ we denote by Ψ(t) the restriction to U(gl(N)) = S(M) of the iterated integral
map I t0 defined by (7) with a = 0, b = t and by Ψ the corresponding map fromT (M)
to processes formed by indefinite iterated integration.
We denote by Z(gl(N)) the centre of the universal enveloping algebra U(gl(N)).
A process of form Z = Ψ(ς) for ς ∈ Z(gl(N)) will be called a Casimir process.
Theorem 1. All Casimir processes commute with eachother at different times.
Proof. For Z = Ψ(ς) with ς ∈ Z(gl(N)), arbitrary j, k ∈ {1, 2, ..., N} and s ≤ t
we have, on the one hand, Z(s) commutes with M jk(s) by centrality of Z,while, on
the other hand, Z(s) commutes with M jk(t) −M jk(s) because increments commute
with the past. Hence Z(s) commutes withM jk(t) =M
j
k(s)+M
j
k(t)−M jk(s). But then
Z(s) commutes with every polynomial in the M jk(t) and in particular with Z
′(t) for
any other Casimir process Ψ(Z ′)
Writing each noncommutative polynomial U in the processes M jk in the form
U = Ψ(υ) and expanding the symmetric tensor υ = (υ0, υ1, υ2, ...) in terms of its
components of ranks 0, 1, 2, ... gives the chaotic expansion of U as a sum of iterated
stochastic integrals.
4. The Capelli process.
We are interested in the process depending on a complex parameter h given by the
Capelli determinant (1) where now the M jk are given by (13). The determinant with
noncommuting entries is evaluated by columns, and not by rows, preserving the order
of the columns in products of entries. Thus, by definition,
−→
det

X11 X
2
1 · · · XN1
X12 X
2
2 · · · XN2
...
...
. . .
...
X1N X
2
N · · · XNN
 = ∑
pi∈S(N)
(−1)σ(pi)X1pi1X2pi2...XNpiN
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where S(N) is the group of all permutations of {1, 2, . . . , N} and (−1)σ(pi) is the
sign of the permutation pi ∈ S(N). Such determinants retain some but not all of the
properties of commutative determinants. For example the exchange of two rows (but
not of two columns) changes the sign. Also Laplace expansions by pairs of adjacent
columns hold, for example
−→
det

X11 X
2
1 · · · XN1
X12 X
2
2 · · · XN2
...
...
. . .
...
X1N X
2
N · · · XNN

=
∑
1≤j<k≤N
(−1)j+k−1−→det
[
X1j X
2
j
X1k X
2
k
]−→
det

X31 X
4
1 · · · XN1
X32 X
4
2 · · · XN2
...
...
. . .
...
(j) (j) · · · (j)
...
...
. . .
...
(k) (k) · · · (k)
...
...
. . .
...
X3N X
4
N · · · XNN

where the symbols (j) and (k) indicate that these rows are to be omitted from the
cofactor determinant. However if the chosen adjacent columns are not as here the
first two, care must be taken to split each product contributing to the cofactor into
parts to the left and to the right of the determinant formed from the chosen pair of
columns, so as always to preserve the overall order of the columns.
We write (1) in the form C(h) = Ψ(γ(h)) where
γ(h)
=
−→
det

dM11 + h+N − 1 dM21 dM31 · · · dMN1
dM12 dM
2
2 + h+N − 2 dM32 · · · dMN2
dM13 dM
2
3 dM
3
3 + h+N − 3 · · · dMN3
...
...
...
. . .
...
dM1N dM
2
N dM
3
N · · · dMNN + h

and it is to be understood that the elements of this determinant are to be multiplied
as tensors of ranks 1 and 0 using (9) and not using (14).
5. Symmetry
For pi ∈ S(N), let Ppi be the automorphism of T (M) under which each dM jk is
mapped to dMpijpik . We say that an element of T (M) is symmetric if it is invariant
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under all Ppi.
The following symmetry theorem is well known in the context of representation
theory [19]; for completeness we give a simple proof in the present context.
Theorem 2. γ(h) is symmetric.
Proof. Since the group S(N) is generated by transpositions of neighbours (j, j+1)
it is sufficient to prove invariance under these. For notational compactness we consider
the case j = 1; the general case is proved similarly but with the proviso noted above
about Laplace expansions. Expanding both determinants by the first two columns
we express the difference
−→
det

dM11 + h+N − 1 dM21 dM31 · · · dMN1
dM12 dM
2
2 + h+N − 2 dM32 · · · dMN2
dM13 dM
2
3 dM
3
3 + h+N − 3 · · · dMN3
...
...
...
. . .
...
dM1N dM
2
N dM
3
N · · · dMNN + h

−−→det

dM22 + h+N − 1 dM12 dM32 · · · dMN2
dM21 dM
1
1 + h+N − 2 dM31 · · · dMN1
dM23 dM
1
3 dM
3
3 + h+N − 3 · · · dMN3
...
...
...
. . .
...
dM2N dM
1
N dM
3
N · · · dMNN + h

in the form
=
−→det [ dM11 + h+N − 1 dM21
dM12 dM
2
2 + h+N − 2
]−→
det
 • · · · •... . . . ...
• · · · •

−−→det
[
dM22 + h+N − 1 dM12
dM21 dM
1
1 + h+N − 2
]−→
det
 • · · · •... . . . ...
• · · · •


+(−1)j
N∑
j=3
−→det
[
dM11 + h+N − 1 dM21
dM1j dM
2
j
]−→
det

dM32 dM
4
2 · · · dMN2
• • · · · •
...
...
. . .
...
• • · · · •

−−→det
[
dM22 + h+N − 1 dM12
dM2j dM
1
j
]−→
det

dM31 dM
4
1 · · · dMN1
• • • •
• • • •
• • • •


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+(−1)j
N∑
j=3
−→det [ dM12 dM22 + h+N − 2dM1j dM2j
]−→
det

dM31 dM
4
1 · · · dMN1
• • • •
• • • •
• • • •

−−→det
[
dM21 dM
1
1 + h+N − 2
dM2j dM
1
j
]−→
det

dM32 dM
4
2 · · · dMN2
• • • •
• • • •
• • • •


+
N∑
j=3
N∑
k=j+1
±
−→det [ dM1j dM2jdM1k dM2k
]−→
det

dM31 dM
4
1 · · · dMN1
dM32 dM
4
2 · · · dMN2
• • • •
• • • •

−−→det
[
dM2j dM
1
j
dM2k dM
1
k
]−→
det

dM32 dM
4
2 · · · dMN2
dM31 dM
4
1 · · · dMN1
• • • •
• • • •

 .
Here in each difference the symbol • indicates that the corresponding terms in the
two cofactors are equal. Since
−→
det
[
dM11 + h+N − 1 dM21
dM12 dM
2
2 + h+N − 2
]
−−→det
[
dM22 + h+N − 1 dM12
dM21 dM
1
1 + h+N − 2
]
= (dM11 + h+N − 1)(dM22 + h+N − 2)− dM12dM21
−(dM22 + h+N − 1)((dM11 + h+N − 2) + dM21dM12
= dM22 − dM11 − [dM12 , dM21 ] = 0,
the first difference vanishes. Since
−→
det
[
dM11 + h+N − 1 dM21
dM1j dM
2
j
]
+
−→
det
[
dM21 dM
1
1 + h+N − 2
dM2j dM
1
j
]
= (dM11 + h+N − 1)dM2j − dM1j dM21 + dM21dM1j − dM2j (dM11 + h+N − 2)
= dM2j − [dM1j , dM21 ] = 0
and
−→
det
[
dM22 + h+N − 1 dM12
dM2j dM
1
j
]
+
−→
det
[
dM12 dM
2
2 + h+N − 2
dM1j dM
2
j
]
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= (dM22 + h+N − 1)dM1j − dM2j dM12 + dM12dM2j − dM1j (dM22 + h+N − 2)
= dM1j − [dM2j , dM12 ] = 0
the two single sums of differences vanish. In each term of the final double sum of
differences the two cofactors are related by exchanging rows and thus differ only by
a sign and since (−→
det
[
dM1j dM
2
j
dM1k dM
2
k
]
+
−→
det
[
dM2j dM
1
j
dM2k dM
1
k
])
= dM1j dM
2
k − dM1kdM2j + dM2j dM1k − dM2kdM1j = 0
this sum also vanishes.
6. Chaotic expension.
Let us find the chaotic expansion of the Capelli determinant C(h) = Ψ(γ(h)) =
Ψ(γ0(h), γ1(h), γ2(h), ...) as an explicit sum of iterated integral processes.
The zero order term γ0(h) is obtained by replacing all dM
j
k by 0 in the element
γ(h) =
−→
det

dM11 + h+N − 1 dM21 dM31 · · · dMN1
dM12 dM
2
2 + h+N − 2 dM32 · · · dMN2
dM13 dM
2
3 dM
3
3 + h+N − 3 · · · dMN3
...
...
...
. . .
...
dM1N dM
2
N dM
3
N · · · dMNN + h

of T (L), thus,
γ0(h) = (h+N − 1)(h+N − 2) . . . (h+ 1)h.
The first order term γ1(h) is the first rank component
−→
det

dM11 + h+N − 1 dM21 dM31 · · · dMN1
dM12 dM
2
2 + h+N − 2 dM32 · · · dMN2
dM13 dM
2
3 dM
3
3 + h+N − 3 · · · dMN3
...
...
...
. . .
...
dM1N dM
2
N dM
3
N · · · dMNN + h


1
The coefficient of dM11 is (h + N − 2)(h + N − 3)...(h + 1)h and that of each dM1j
with j 6= 1 vanishes. It follows by the symmetry theorem that
γ1(h) = (h+N − 2)(h+N − 3)...(h+ 1)h
N∑
j=0
dM jj .
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By the recovery formula and the fact that the coproduct ∆ is multiplicative, the
second order term is found similarly as the component of joint rank (1, 1) of
−→
det

dM11 + dM˙
1
1 + h1 dM
2
1 + dM˙
2
1 dM
3
1 + dM˙
3
1 · · · dMN1 + dM˙N1
dM12 + dM˙
1
2 dM
2
2 + dM˙
2
2 + h2 dM
3
2 + dM˙
3
2 · · · dMN2 + dM˙N2
dM13 + dM˙
1
3 dM
2
3 + dM˙
2
3 dM
3
3 + dM˙
3
3 + h3 · · · dMN3 + dM˙3
...
...
...
. . .
...
dM1N + dM˙
1
N dM
2
N + dM˙
2
N dM
3
N + dM˙
3
N · · · dMNN + dM˙NN + hN
 .
where we abbreviate dM jk ⊗ 1 as dM jk and 1⊗ dM jk as dM˙ jk .and hr = h+N − r. This
will include
h3h4 . . . hN−1hN
(−→
det
[
dM11 + dM˙
1
1 dM
2
1 + dM˙
2
1
dM12 + dM˙
1
2 dM
2
2 + dM˙
2
2
])
(1,1)
= (h+N − 3)(h+N − 4) . . . (h+ 1)h
(dM11 ⊗ dM22 − dM12 ⊗ dM21 + dM22 ⊗ dM11 − dM21 ⊗ dM12 ).
No other contribution can be formed only involving the indices 1 and 2. Hence by the
symmetry theorem the full second order term must therefore be
(h+N − 3)(h+N − 4) . . . (h+ 1)h∑
1≤j<k≤N
(dM jj ⊗ dMkk − dM jk ⊗ dMkj + dMkk ⊗ dM jj − dMkj ⊗ dM jk)
A similar argument using the multiplicativity of the higher order coproduct ∆(r) and
the fact that ∆(r) maps each dM jk into the sum of rth rank product tensors
dM jk ⊗ 1⊗ 1⊗ ...⊗ 1 + 1⊗ dM jk ⊗ 1⊗ ...⊗ 1 + ...+ 1⊗ 1⊗ 1⊗ ...⊗ dM jk
shows that the rth order term must be
(h+N−r−1)(h+N−r−2) . . . (h+1)h
∑
1≤j1<j2<···<jr≤N
∑
pi∈Sr
det

(pi1)
dM j1j1
(pi2)
dM j2j1 · · ·
(pir)
dM jrj1
(pi1)
dM j1j2
(pi2)
dM j2j2 · · ·
(pir)
dM jrj2
...
...
. . .
...
(pi1)
dM j1jr
(pi2)
dM j2jr · · ·
(pir)
dM jrjr

(16)
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where the place notation
(n)
dM jk denotes that dM
j
k is placed in the nth copy of L in
⊗rL. In particular the Nth order term is
∑
pi∈SN
det

(pi1)
dM11
(pi2)
dM21 · · ·
(piN)
dMN1
(pi1)
dM12
(pi2)
dM22 · · ·
(piN)
dMN2
...
...
. . .
...
(pi1)
dM1N
(pi2)
dM2N · · ·
(piN)
dMNN

.
Note that informing these determinants it is never necessary to multiply elements in
the same place so that they effectively consist of commuting elements. Thus they
may be expanded by rows rather than columns.
The formula for the chaos expansion given in [9] is incorrect since it omits the
summation over permutations and incomplete in that it does not give an explicit form
for the coefficient polynomials in h.
7. C(h) is a Casimir process.
Let us now use the chaotic expansion to prove
Theorem 3. C(h) is a Casimir process.
Proof. We prove equivalently that γ(h) is central in S(M). From (16) it is
sufficient to prove that for each r = 1, ..., N, the rth rank tensor
∑
1≤j1<j2<···<jr≤N
∑
pi∈Sr
det

(pi1)
dM j1j1
(pi2)
dM j2j1 · · ·
(pir)
dM jrj1
(pi1)
dM j1j2
(pi2)
dM j2j2 · · ·
(pir)
dM jrj2
...
...
. . .
...
(pi1)
dM j1jr
(pi2)
dM j2jr · · ·
(pir)
dM jrjr

(17)
commutes with each element dM lm since these generate S(M). Consider first the case
r = N. Adapting the argument of [8], we have
[
∑
pi∈SN
det

(pi1)
dM11
(pi2)
dM21 · · ·
(piN)
dM r1
(pi1)
dM12
(pi2)
dM22 · · ·
(piN)
dM r2
...
...
. . .
...
(pi1)
dM1N
(pi2)
dM2N · · ·
(piN)
dMNN

, dM lm]
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=
∑
pi,pi′∈SN
(−1)σ(pipi′)[dMpi1pi′1 ⊗ dMpi2pi′2 ⊗ · · · ⊗ dMpiNpi′N , dM lm]
=
∑
pi,pi′∈SN
N∑
s=1
(−1)σ(pipi′)dMpi1pi′1 ⊗ dMpi2pi′2 ⊗ · · · ⊗ dMpis−1pi′s−1
⊗[dMpispi′s, dM lm]⊗ dMpis+1pi′s+1 ⊗ · · · ⊗ dMpiNpi′N
where in computing the commutator with dM lm using the product rule (9) we may
ignore terms of rank N + 1 which will automatically cancel, and consider only the
contractions of rank N. Evaluating the inner commutator using (14) as δpism dM
l
pi′s −
δlpi′sdM
pis
m , this is
N∑
s=1
∑
pi,pi′∈SN ;pis=m
(−1)σ(pipi′)dMpi1pi′1 ⊗ dMpi2pi′2 ⊗ · · ·
⊗dMpis−1pi′s−1 ⊗ dM lpi′s ⊗ dMpis+1pi′s+1 ⊗ · · · ⊗ dMpiNpi′N
−
N∑
s=1
∑
pi,pi′∈SN ;pi′s=l
(−1)σ(pipi′)dMpi1pi′1 ⊗ dMpi2pi′2 ⊗ · · ·
⊗dMpis−1pi′s−1 ⊗ dMpism ⊗ dMpis+1pi′s+1 ⊗ · · · ⊗ dMpiNpi′N
If l = m, the term corresponding to the choice (s, pi, pi′) in the first double sum cancels
that corresponding to (pi−1l, pi, pi′) in the second. If l 6= m, the terms in the first double
sum corresponding to the choices (s, pi, pi′) and (s, p˜i, pi′) where p˜i = (pis, pi(pi′)−1l)pi
cancel eachother, as do the terms in the second double sum corresponding to the
choices (s, pi, pi′) and (s, pi, p˜i′) where p˜i′ = (pi′s, pi′pi−1k)pi′. Hence this expression van-
ishes as required.
For the case of general r we use the translation trick of [8]. For each h ∈ C the
linear extension θ(h) of the map dM jk 7→ dM jk + hδjk1U embeds gl(N) in its universal
enveloping algebra U = S(gl(N)) and hence extends uniquely to an automorphism
Θ(h) of U . Since commutators with dM jk coincide with commutators with dM jk +hδjk
in U , Θ(h) maps the centre to itself. But (since the determinants are effectively
classical)
Θ(h)
∑
pi∈SN
det

(pi1)
dM11
(pi2)
dM21 · · ·
(piN)
dM r1
(pi1)
dM12
(pi2)
dM22 · · ·
(piN)
dM r2
...
...
. . .
...
(pi1)
dM1N
(pi2)
dM2N · · ·
(piN)
dMNN

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=
∑
pi∈SN
det

(pi1)
dM11 + h
(pi2)
dM21 · · ·
(piN)
dM r1
(pi1)
dM12
(pi2)
dM22 + h · · ·
(piN)
dM r2
...
...
. . .
...
(pi1)
dM1N
(pi2)
dM2N · · ·
(piN)
dMNN + h

=
N∑
r=0
hN−r
∑
1≤j1<j2<···<jr≤N
∑
pi∈Sr
det

(pi1)
dM j1j1
(pi2)
dM j2j1 · · ·
(pir)
dM jrj1
(pi1)
dM j1j2
(pi2)
dM j2j2 · · ·
(pir)
dM jrj2
...
...
. . .
...
(pi1)
dM j1jr
(pi2)
dM j2jr · · ·
(pir)
dM jrjr

.
Comparing coefficients of powers of h we deduce that (17) is central. 
8. The state-space of the process C(h).
Let us now investigate the classical h dependent process C(h) =
∑N
r=0 h
N−rCr. We
assume that the orthonormal basis (κ1,κ2, . . . κN) is such that all the components
zj of the distinguished unit vector κ are nonzero. Then for each j = 1, 2, ..., N the
diagonal processM jj is the ampliation from the jth copy of F(L2(R+)) in the splitting
(5) of the process z¯jA
† + Λ + zjA + |zj|2 T where A†, Λ, A and T are respectively
the standard creation, preservation, annihilation and time processes of 1-dimensional
quantum stochastic calculus. As such [12] in the vacuum state it can be identified with
a Poisson process X of intensity λj = |zj|2 , in the sense that there is a unique Hilbert
space isomorphismWj from F(L2(R+)) onto the complex L2 space L2(Ω,F,Pλj) of the
Poisson process such that Wj maps the vacuum e(0) onto the function 1Ω identically
1 on the sample space Ω and intertwines the self-adjoint operator which is the closure
of z¯jA
†(t) + Λ(t) + zjA(t) + |zj|2 T (t) with the operator on the maximal domain of
multiplication by X(t). Here the sample space Ω consists of all right continuous,
nondecreasing, nonnegative integer-valued functions ω on R+ with ω(0) = 0. The σ-
field F is generated by the evaluation functionals X(t)(ω) = ω(t) and the probability
measure Pλj is such that the stochastic process X = (X(t), t ∈ R+) is indeed Poisson
of rate λj. Moreover the filtration (Ft; t ∈ R+) where Ft = σ(X(s); s ≤ t) reproduces
the family of splittings
F(L2(R+)) = F(L2([0, t]))⊗F(L2(]t,∞]))
in the sense that, for each t ∈ R+
Wj
(F(L2([0, t]))⊗ e(0)) = L2(Ω,Ft,Pλj) (18)
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Correspondingly the Hilbert space isomorphism W = W1 ⊗W2 ⊗ ... ⊗WN takes
the Fock space (5) onto the Hilbert space tensor product
L2(Ω,F,Pλ1)⊗ L2(Ω,F,Pλ2)⊗ ...⊗ L2(Ω,F,PλN ) = L2(ΩN ,FN ,PNz )
where ΩN is the N -fold product space Ω×Ω×· · ·×Ω, FN the corresponding product
σ-field and PNz = PN(z1,z2,...,zN ) is the product measure Pλ1 × Pλ2 × · · · × PλN in such a
way that, corresponding to the splittings (4),
W
(F(L2([0, t]);K)⊗ e(0)) = L2(ΩN ,FNt ,PNz ) (19)
where the filtration FNt is generated byXj(s), s ≤ t, j = 1, 2, ..., N whereX1, X2, ..., XN
are the independent Poisson processes Xj(ω1, ω2, ..., ωN) = ωj(s). The isomorphism
W maps the vacuum onto the function identically one on ΩN and interwines the
commuting family of self adjoint operators M jj (t), t ∈ R+, j = 1, 2, ..., N with the
operators of multiplication by Xj(t), X2(t), ..., XN(t), t ∈ R+, j = 1, 2, ..., N.
For each operator M in F(L2([0, t]);K) we denote by M̂ the corresponding oper-
ator WMW−1 in L2(ΩN ,FN ,PNz ); thus M̂
j
j (t) is multiplication by Xj(t); equivalently
M̂ jj (t)F (ω1, ω2, ..., ωN) = ωj(s)F (ω1, ω2, ..., ωN)
for all F ∈ L2(ΩN ,FN ,PNz ) such that the function
(ω1, ω2, ..., ωN) 7→ ωj(s)F (ω1, ω2, ..., ωN)
remains square integrable with respect to PNz .
For a given nonnegative integer l, positive real number t and k ∈ {1, 2, ..., N}, let
χ
(k)
l,t denote the indicator function on Ω
N of the set of those N -tuples (ω1, ω2, ..., ωN) ∈
ΩN for which ωk(t) = l. This set is nonnull with respect to Pzand
∞∑
l=0
χ
(k)
l,t ≡ 1. (20)
The operator P̂
(k)
l,t of multiplication by χ
(k)
l,t is the projection operator onto the eigen-
subspace of M̂kk (t) with eigenvalue l. Correspondingly, P
(k)
l,t = W
−1P̂ (k)l,t W is the
nonzero eigenprojection of Mkk (t) with eigenvalue l. More generally the operator
P(l1,l2,...,lN ;t) = P
(1)
l1,t
P
(2)
l2,t
...P
(N)
lN ,t
in Fock space got by conjugating by W−1 the operator
P̂(l1,l2,...,lN ;t) = P̂
(1)
l1,t
P̂
(2)
l2,t
...P̂
(N)
lN ,t
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in L2(ΩN ,FNt ,PNz ) of multiplication by the indicator function
χ(l1,l2,...,lN ;t) = χ
(1)
l1,t
χ
(2)
l2,t
...χ
(N)
lN ,t
is the nonzero simultaneous eigenprojection of the operators Mkk (t), k = 1, 2, ..., N
with eigenvalues l1.l2, ..., lN so that
Mkk (t)P(l1,l2,...,lN ;t) = lkP(l1,l2,...,lN ;t). (21)
For different N -tuples l1, l2, ..., lN the corresponding projections P(l1,l2,...,lN ;t) are or-
thogonal. Also
∞∑
l1,l2,...,lN ,=0
P(l1,l2,...,lN ;t) = id, (22)
The following theorem describes the eigenstructure of the Capelli determinant
process in Fock space.
Theorem 4. For arbitrary t ∈ R+
C(h)(t) =
∞∑
l1,l2,...,lN ,=0
N∏
j=1
(lj + h+N − j)P(l1,l2,...,lN ;t)
Proof. Let us first consider the the operators M jk(t)P(l1,l2,...,lN ;t) for j > k. Since
[M jk(t),M
k
k (t)] = −M jk(t),
that is,
Mkk (t)M
j
k(t) =M
j
k(t)
(
Mkk (t) + 1
)
,
using a “eigenvalue raising” technique well known to physicists, we have
Mkk (t)M
j
k(t)P(l1,l2,...,lN ;t)
= Mkk (t)M
j
k(t)P(l1,l2,...,lN ;t)
= M jk(t)
(
Mkk (t) + 1
)
P(l1,l2,...,lN ;t)
= (lk + 1)M
j
k(t))P(l1,l2,...,lN ;t),
using (21), that is M jk(t) maps the range of the projection P(l1,l2,...,lN ;t) into the eigen-
subspace of Mkk (t) with eigenvalue (lk + 1).
Now consider the operator M̂ jk(t), which correspondingly maps the range of P̂(l1,l2,...,lN ;t)
into the eigensubspace of M̂kk (t) with eigenvalue (lk+1). By the adaptedness of the pro-
cessesM jk in Fock space and (19), for arbitrary F ∈ L2(ΩN ,FN ,Pz),
(
M̂ jk(t)F
)
(ω1, ω2, ..., ωN)
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depends only on the values of ω1, ω2, ..., ωN in the time interval [0, t]. By the nonde-
creasing property of the Poisson trajectories ω, ωk can never take the value lk + 1 in
this interval. Hence M̂ jk(t)P̂(l1,l2,...,lN ;t) = 0. Consequently
M jk(t)P(l1,l2,...,lN ;t) = 0 (23)
also.
Let us now evaluate
C(h)(t)P(l1,l2,...,lN ;t)
=
−→
det

M11 (t) + h+N − 1 M21 (t) · · · MN1 (t)
M12 (t) M
2
2 (t) + h+N − 2 · · · MN2 (t)
...
...
. . .
...
M1N(t) M
2
N(t) · · · MNN (t) + h
P(l1,l2,...,lN ;t)
=
−→
det

(M11 (t) + h+N − 1) M21 (t) · · · MN1 (t)P(l1,l2,...,lN ;t)
M12 (t) (M
2
2 (t) + h+N − 2) · · · MN2 (t)P(l1,l2,...,lN ;t)
...
...
. . .
...
M1N(t) M
2
N(t) · · · (MNN (t) + h)P(l1,l2,...,lN ;t)

by expanding by the determinant by the last column. Using (23) and (21) this
becomes
(lN + h)
−→
det

(M11 (t) + h+N − 1) M21 (t) · · · MN−11 (t)
M12 (t) (M
2
2 (t) + h+N − 2) · · · MN−12 (t)
...
...
. . .
...
M1N−1(t) M
2
N−1(t) · · · (MN−1N−1 (t) + h− 1)

P(l1,l2,...lN ;t).
By repeated expansions by the last column we thus obtain
C(h)(t)P(l1,l2,...lN ;t) =
N∏
j=1
(lj + h+N − j)P(l1,l2,...lN ;t).
Finally summing over all values of l1, l2, ..., lN and using (22) we obtain the result
claimed. 
From Theorem 4, comparing coefficents of powers of h using (2) we obtain
Cr(t) =
∞∑
l1,l2,...,lN ,=0
σr(l1 +N − 1, l2 +N − 2, ..., lN)P(l1,l2,...,lN ;t)
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where σr is the r-th elementary symmetric polynomial (3). Correspondingly, in the
realisation of the Fock space as L2(ΩN ,FN ,Pz), Ĉr(t) = WCr(t)W−1 takes the form
of multiplication by
∞∑
l1,l2,...,lN ,=0
σr(l1 +N − 1, l2 +N − 2, ..., lN)χ(l1,l2,...,lN ;t).
In particular Ĉ1(t) is multiplication by
∞∑
l1,l2,...,lN ,=0
σ1(l1 +N − 1, l2 +N − 2, ..., lN)χ(l1,l2,...,lN ;t)
=
∞∑
l1,l2,...,lN ,=0
(
N∑
j=1
ljχ(l1,l2,...,lN ;t) +
1
2
N(N − 1))χ(l1,l2,...,lN ;t)
=
N∑
k=1
∞∑
lj=0
ljχ
(j)
l,t +
1
2
N(N − 1)
=
N∑
j=1
ωj(t) +
1
2
N(N − 1).
using (20). Thus, to within the additive constant 1
2
N(N − 1), Ĉ1 is multiplication by
the sum of independent Poisson processes of rates λ1, λ2, ..., λN , that is by a Poisson
process of rate
N∑
j=1
λj =
N∑
j=1
|zj|2 = 1.
9. Invariance.
Note that for choices of z with different complex arguments the operator processes
z¯A†+Λ+ zA+ |z|2 T fail to commute with each other and cannot be simultaneously
brought to diagonal or multiplicational form. Thus, although the processes Cr are
invariant objects, independent of choice of orthonormal basis, the analysis of the last
section is basis dependent.
The fact that the processes Cr thus take such discrete sets of values relative to
any choice of orthonormal basis may seem mysterious to the classically minded who
might expect the values to transform tensorially (and therefore in particular continu-
ously) under change of basis. It will seem less so to those familiar with the quantum
theory of the spin-1
2
particle which is a vector whose components in any orthonor-
mal basis are apparently paradoxically always found to be ±1 when measured. The
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paradox is resolved in quantum mechanics by the incompatibility of measurements of
components of spin in different directions, a consequence of which is that knowledge
of the value, +1 or −1, of the spin in one direction precludes corresponding knowl-
edge of the spin in another direction, except that in the opposite direction which of
course must have the opposite value. The act of measurement of the latter component
will unavoidably destroy the information held about the value of the former. Simi-
lar incompatibility holds between the classical processes Cr corresponding to different
choices of orthonormal basis (except for choices which are no more than permutations
of each other).
If now we choose (κ1,κ2, . . . κN) to have the distinguished unit vector κ as its first
member then the Poisson processes X2, X3, ..., XN are all of rate zero, so that, almost
surely l2, l3, .., lr remain zero for all time and, replacing l1 by l, C(h) takes the values
(l + h+N − 1)(h+N − 2)...(h+ 1)h
= l(h+N − 2)...(h+ 1)h+ (h+N − 1)(h+N − 2)...(h+ 1)h
= l
N−1∑
r=0
hN−1−rσ(N−1)r (N − 2, N − 3, .., 1, 0) +
N∑
r=0
hN−rσr(N − 1, N − 2, .., 1, 0)
= hN +
N∑
r=1
hN−r
(
lσ
(N−1)
r−1 (N − 2, N − 3, .., 1, 0) + σr(N − 1, N − 2, .., 1, 0)
)
where σ
(N−1)
r is the rth elementary symmetric polynomial in N − 1 variables. Thus
for r = 1, 2, ..., N each Cr reduces to the linear combination of the unit rate Poisson
process X = X1
σ
(N−1)
r−1 (N − 2, N − 3, .., 1, 0)X + σr(N − 1, N − 2, .., 1, 0).
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