C ontrol has to do with the intelligent, adaptive execution of a piece of a task, or an action, and with its interaction with the environment; at the same time, it copes with the disturbances coming from the external world (i.e., with the "struggle of the world" against our intentions). Planning has to do with the definition of sequences of actions, or tasks, to attain complex goals. The relation between planning and control is traditionally considered hierarchical: planning is performed at a higher level of abstraction as compared with control.
would allow a stronger interaction between aspects of planning and control.
A significant drawback of the AI approach to planning is rigidity. Although AI planning systems are capable of solving very complex problems in steady environments in which control is almost absent, they barely address the vagaries of everyday, real-time, roboticlike problems. Playing chess, making diagnoses, and verifying the correctness of complex projects are tasks that are well accomplished by traditional AI planning. Robotic tasks such as grasping, navigating, manipulating, and using tools require an apparently small amount of planning but a good integration with control aspects. How to achieve this integration remains to be established.
In this article we describe (omitting strictly formal aspects) a possible approach to planning starting from an emerging AI subfield. The models we propose are based on diagrammatic representations for reasoning about dynamic aspects of the world. Diagrammatic knowledge representation is an approach to knowledge representation in AI programs, that is suitable for problem solving and reasoning in spatial domains. Our claim is that diagrammatic representations could offer a way to combine AI and control system techniques for intelligent planning and control. The reason is that diagrammatic representations can share the high-level features of AI formalisms, such as explicit representations of objects, events, and situations, but with a finer-grained decomposition of actions and shapes. The dynamic aspects of our models are based on the metaphor of abstract potential fields (APFs).
The rest of the article is organized as follows. We begin with a synthetic introduction to diagrammatic knowledge representation and reasoning. We next describe our diagrammatic approach. Finally, we present applications of our approach to tasks that involve perception and motion.
Diagrammatic Knowledge Representation and Diagrammatic Reasoning: A Synthetic Review
The terms diagrammatic knowledge representation and diagrammatic reasoning denote an interdisciplinary field of research that aims at the computational investigation of visual and picturelike representations and at their applications in various areas of computer science [2] - [4] . Here we are interested in a particular aspect of diagrammatic representations, namely, their use as an internal format for representing knowledge in AI programs for problem solving and reasoning in spatial domains. A precise characterization of what constitutes a diagram in this context is difficult. A formal definition of diagrammatic representation is not available. Probably the best way of characterizing diagrams is to say that they are representations that "resemble pictures," in the sense of mimicking the structure of the represented state of affairs, explicitly preserving some aspect of its spatial (metrical or topological) arrangement. From the viewpoint of employed data structures, diagrams can be implemented in many different ways (e.g., bitmaps, voxels, octrees, various kinds of geometric primitives, and graphs).
In the field of AI, diagrams are usually opposed to sentential representations (i.e., the ones that are in a sense based on a linguistic structure and that are traditionally employed by classical AI programs, such as logical formalisms). Compared with these kinds of formalisms, diagrammatic representations exhibit various advantages in applications concerning spatial domains (for a comparison of the expressive powers of pictures and sentences in spatial domains, see [5] , among others). For example, they allow an explicit representation and direct retrieval of spatial information; they provide rich detailed accounts of shapes and their spatial arrangements, avoiding the problem of working out exhaustive sentential descriptions; and they help control reasoning processes. In the cases of autonomous agents interacting with their environments, the struc-ture of a diagrammatic representation may be closer to the format of the data coming from sensors.
It is difficult to compare diagrammatic representations with any other kind of representation used for planning. In general, diagrams share the common characteristic of being vivid metaphors of various aspects of the problem at hand; hence, simulation is the principal type of calculus involved. However, diagrams are arbitrary representations, which are not necessarily real simulative models. Despite the evocative aspects of pictorial representations, diagrammatic representations and diagrammatic reasoning have a strong heuristic purpose and must not be confused with well-known system theory techniques, in particular, with model-based approaches to control.
The above characterization of diagrammatic representations is undoubtedly vague. A way to overcome such vagueness is to synthetically review some examples of diagrammatic reasoning systems described in the literature that can be of some relevance for our present discussion. In the following, we do not take into account an important stream in diagrammatic reasoning that is marginal for our present concerns, namely, geometric theorem proving. Since early AI research, theorem-proving systems have been developed that take advantage of some kinds of diagrammatic representations of geometric figures: Gelernter's work on the Theorem Proving Machine [6] is unanimously recognized as a seminal work in the field. For the sake of brevity, we do not take into consideration more psychologically oriented research, even if it could be of some interest for our discussion (e.g., [7] and [8] ).
A seminal system associated with our topic is WHISPER, developed by Funt [9] . WHISPER is a program for qualitative physical reasoning in a block domain. It figures out the qualitative evolution of unstable configurations of blocks under the action of the force of gravity. WHISPER is a hybrid system in which a procedural, high-level reasoner interacts with a diagrammatic component. The overall architecture of the system is shown in Fig. 1 (from [9] ).
The main idea of WHISPER is that inferences are not completely carried out by the high-level reasoner alone. A crucial part of the reasoning process is performed by some sort of internal perceptual process (executed by the block in the scheme called retina) accomplished on a mental simulation of the world (the diagram). The picturelike nature of this representation has the advantage of representing important information in a particularly useful format for the kind of problems considered. The diagrammatic component is based on two-dimensional (2-D), bitmap-like representations of arrangements of blocks. Such representations are called snapshots; examples are given in Fig. 2 (from [9] ). The high-level reasoner encodes qualitative information about the behaviors of rigid bodies that can rotate, slide, fall, and collide together. Given an initial snapshot in the diagrammatic module, the reasoner identifies unstable elements by interacting with the diagrammatic module. The retina is a device that scans the current snapshot to find out the relevant information, such as unstable elements, pivotal points of rotation, and so on. Once an unstable element is detected, it is slipped or rotated according to the qualitative information encoded in the reasoner. The diagram is then updated, and a new snapshot is generated. This process is iterated until a stable configuration is reached. Fig. 2 is an example of an initial and a final snapshot in this kind of process. In the initial snapshot ( Fig. 2(a) ), there is an unstable element (the triangular block) that is going to fall. This event will cause a chain reaction whose effects are shown in the final snapshot ( Fig. 2(b) ).
Larkin and Simon [10] used a simple mechanical problem to compare a sentential and a diagrammatic solution and to highlight the advantages of the latter over the former. A set of ropes, wheels, and weights are arranged as in Fig. 3 . The problem lies in determining the ratio of weight W 1 to weight W 2 at which the system is at equilibrium.
The first solution is based on a conventional sentential representation, formulated with a first-order predicate language; the problem is represented as an unstructured list of facts that describes the situation in Fig. 3 . These clauses are processed by using a set of production rules expressing simple principles of statics. The second solution takes advantage of a data structure organized as a graph that "dia- grammatically" mimics the structure of the problem at hand (Fig. 4 , from [10] ). In this second version, the facts describing the problem are indexed with respect to the positions of the involved elements in the graph. The graph in Fig. 4 can be interpreted as follows. Nodes: m is the ceiling; i, g, and d are the pulleys; a and e are the weights; arcs b, c, l, f, h, j, and k are [segments of] ropes. Arcs and weights are labeled by a couple (x:y), where x is a label and y a normalized force. A "pulley rule" states that: 1) the forces on the two [segments of the] sliding ropes are equal, and 2) the force on the constraint rope is the sum of the two previous ones. To solve the problem diagrammatically, weight a is conventionally set to one, and the other forces come from the composition and the application of the rules concerning the diagram. Now a simple attention mechanism can drive the control of the inference process; facts in the knowledge base are searched for on the basis of the geometrical adjacencies of the objects involved; such adjacencies are mirrored by the form of the graph. The second solution is much more efficient and causes a considerable reduction in the dimension of the search space (see [10] ). This suggests that, for problems that specifically deal with spatial aspects, a general advantage of diagrammatic forms of representation might lie in making the relevant knowledge more readily available, thus facilitating the control of the reasoning process. In diagrams, adjacency in the representation structure is not arbitrary; it mimics topological or metric proximity in the represented state of affairs.
In the field of spatial reasoning, Forbus [11] - [13] developed a hybrid approach according to which spatial representations consist of two components. The first, called metric diagram, is a picturelike representation including quantitative information about the spatial domain. The second, called place vocabulary, is a qualitative, sentential representation in which pieces of information relevant to the current task are explicitly formulated (see [11] for a review). The need for the metric diagram is justified by the assumption that, in spatial domains, no qualitative, sentential representation alone can be detailed enough to support all required inferences. FROB [12] is a system developed according to this approach; it aims to reason about the motion of balls on a 2-D plane. Fig. 5 (redrawn from [3] ) shows two balls in a typical FROB scenario.
The metric diagram is a computational simulation of the dynamic evolution of the represented world, including ball rolling, collisions, and so on. It is involved in answering spatial queries for which specific metric information is needed. The metric diagram allows such queries to be answered by calculation rather than by inference. The place vocabulary allows more global forms of reasoning about ball motion.
Forbus and his collaborators also developed CLOCK [13] , a system based on a similar approach and designed to reason about a more complex domain, namely, the domain of fixed-axis mechanisms such as mechanical clocks.
A similar method was developed by Myers and Konolige [14] (although it was more logically oriented and more concerned with formal aspects of reasoning). They conceive diagrams as analogical representations, characterized by being somehow isomorphic with the represented state of affairs. On the one hand, diagrams are generally less expressive than sentential languages. On the other hand, in many cases, diagrams permit compact representations of information that in sentential form would result in lengthy and cumbersome descriptions. To take advantage of both kinds of representation, Myers and Konolige propose a hybrid system made up of an analogical and a sentential module. The sentential module is based on a logical first-order predicate language. Myers and Konolige's proposal is conceived as a domain-independent framework for hybrid reasoning with sentential plus analogical representations. The examples they present are in the domain of reasoning with maps for planning the missions of a mobile robot. Diagrammatic representations are maps like that shown in Fig. 6 (from [14] ). In this map, U1-U3 and V are labels denoting rooms and places. In some cases, additional information is provided concerning the type of room (e.g., V is a hall, U1-U3 are offices) or its owner (the owner of U1 is Ralph). Such maps are implemented as labeled graphs; however, the authors claim that other kinds of representation (e.g., bitmaps) would work equally well.
Labels in the diagram correspond to individual constants in the sentential language. The overall system is endowed with operators for manipulating the diagrammatic structures, both by extracting information from diagrams and by modifying and updating them. Such operators are invoked by inference rules in the sentential subsystem.
In [15] , Gardin and Meltzer propose a diagrammatic approach to commonsense reasoning about physical entities. It is motivated by the fact that both traditional quantitative models developed by physicists and qualitative, sentential representations proposed within classical, symbolic AI fail to suitably model everyday reasoning about physical domains. According to Gardin and Meltzer, common-sense reasoning about physical entities requires representation structures that are close to our perception of form and movement in the physical world. They propose 2-D models structured as arrays of pixels of a computer graphics system. Physical entities are represented as sets of adjacent pixels in the arrays. Two applications of this approach are described: one concerns reasoning about strings, the other deals with reasoning about liquids. Fig. 7 (from [15] ) shows two examples of the representations processed by the system: Fig. 7 (a) displays a device composed of strings, pulleys, and a lever; Fig. 7(b) shows some phases of pouring a liquid from a bottle into a glass.
The behaviors of the represented entities are modeled through sets of local constraints acting on adjacent pixels in the array. Consider the case of strings, which are modeled as one-dimensional configurations of identical basic elements corresponding to aggregates of pixels of convenient shape, as in Fig. 7(a) . The behavior of strings is simulated in terms of suitable constraints imposed on these "molecules." A continuity constraint establishes the maximum distance between two molecules in a string; a non-copenetrability constraint enforces the intersection between the pixels of a molecule and the pixels of surrounding objects to be zero; and so on. Analogous constraints have been adopted in the simulation of liquids.
A similar approach has been proposed by Decuyper et al. in [16] , where computational models of liquid behavior are discussed. The authors claim that qualitative models developed within symbolic AI are affected by severe limitations. For example, they cannot take into account, at the required level of detail, the aspects of the shapes of containers that are relevant in determining liquid behavior. Decuyper and colleagues propose to consider these aspects by adopting finer-grained representations. Such representations are "mental pictures" based on a grid of discrete elements akin to the 2-D arrays used by Gardin and Meltzer [15] . This diagrammatic, simulative component is coupled with a traditional symbolic module and integrated in an overall hybrid architecture reminiscent of the Forbus metric diagram/ place vocabulary approach [11] - [13] . A similar "analogical approach" to planning using artificial potential fields 38 Robotic tasks require a small amount of planning but a good integration with control aspects. How to achieve this integration remains to be established.
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(see also "The Force Field Metaphor" section) has also been proposed by Steels [17] to solve classical AI puzzles (e.g., the "eight-puzzle"). A typical planning scenario used in introductory AI examples is the blocks world shown in Fig. 8 . A number of blocks are placed on a table. The arrangements of the blocks on the table are the states of this planning domain. The task consists of stacking the blocks in a certain order. In Fig. 8 , an initial configuration of blocks is depicted on the left; the goal is to arrange the blocks in the configuration shown on the right.
Planning and Diagrammatic Reasoning
In planning problems, a set of atomic, primitive actions allows one to transform one state of the world into another. A plan is a sequence of such actions that leads from the initial state to the goal. In our blocks world, one kind of action is needed: moving blocks from one position to another. Only one block at a time can be moved, so a block cannot be moved if it has another block on it. In the example, a plan that leads to the goal is the following: move block A from block B to the table; move block B from the table to the top of block C; move block A from the table to the top of block B. A subgoal is a state that must be passed through to achieve the goal. An example of a subgoal in the problem in Fig. 8 is a state in which block B is on block C and has nothing on it.
A classical and influential logical formalism for planning is the STRIPS language [19] . In the following, we assume STRIPS to be a representative example of sentential AI formalisms for planning. STRIPS is a subset of the language of first-order predicate logic. The states of a planning task (the initial situation, the goal, and the subgoals) are represented as sets of possibly negated atomic formulas. For example, the initial situation on the left in Fig. 8 can be described by the following assertions:
On(A, B) On(B , Table) On(C, Table) Clear(A) Clear(C) where the predicate On(x, y) means that the object x is placed on the top of the object y, and the predicate Clear(x) means that there is no object on the upper surface of x.
Actions are represented in terms of operators. Each operator consists of three components: the predicate expressing the action, a description of the precondition, and a description of the effect of the action. The description of the precondition is a conjunction of atomic formulas that must hold so that the operator may be applied. The description of the effect of the action is a conjunction of possibly negated atomic formulae that describe the effects of the application of the operator. For example, the following is an operator expressing the action Move(b, x, y) (i.e., the action of moving a block b from position x to position y).
Op (Action: Move(b, x, y),
Effect:
The precondition of Move requires that b be on x and that b and y be clear. The effect is the following: b is on y, b is no longer on x, x is clear, and y is no longer clear. Unfortunately, this definition works only if both x and y are blocks. For example, the precondition requires that y be clear; however, if y is the table, it is not mandatory that y be completely free to put a block on it. Analogously, if x is the table, the effect of Move(b, x, y) is not necessarily that x is clear. To overcome this difficulty, an operator for a further action must be defined, say, Move_to_table, with different preconditions and effects (see [18] ). The STRIPS language is expressively poor. Of course, richer formalisms would allow the formulation of more articulated preconditions and effects, thus avoiding the need for two distinct operators. However, in an important sense, the problem remains. Even if one uses a more expressive language, one must take into account the two cases explicitly in order to write down the appropriate rules. This is a precise claim for diagrammatic reasoning; a diagram should be inherently more robust than the corresponding logicbased representation. For example, the model for the liquid substances shown in Fig. 7 (b) does not need to know if the water is poured into a glass, onto the table, or elsewhere. We would expect the same robustness when treating Fig. 8 as a diagram, as noted later in "Can APFs Animate Diagrams for Planning?" Obviously, the techniques for symbolic planning currently available are very subtle if compared with the simple example given above (for recent developments of symbolic planning formalisms, see, for example, [20] ). Nevertheless, this rough example is symptomatic of a general problem affecting sentential formalisms for planning when applied to spatial domains. This kind of representation requires working out extremely detailed, explicit descriptions of the world. The matter becomes even more complicated if the shapes of the involved objects are complex and if the actions must take into account additional parameters.
Planning and Control
A widely accepted architecture for the planning/control problem consists of the three levels shown in Fig. 9 .
The basic architecture (solid lines) has two sets of signal flows: commands or controls (going from the highest to the lowest levels) and sensors or perceptions (going from the lowest to the highest levels). The AI and automatic control communities give different names to the blocks, but at a certain level of abstraction their roles are conceptually similar. The lowest block (i.e., low-level control) is responsible for the correct execution of a given reference command. In AI, it is a system able to make real-time decisions and is often referred to as the reactive level (or reactive planning). The reactive level is basically a real-time algorithm or a finite-state machine, operating without constructing significant, explicit representations of the knowledge of the system. Even if feedback is not a traditional basic concept in AI, approaches to reactive planning such as situatedness [21] , fuzzy control (see [1, ch. 6] ), or the subsumption architecture [22] focus exactly on the strict feedback loop between perception and action. The intermediate block (i.e., midlevel control) has a library of known plans, or tasks, and adapts the right one to solve the problem at hand. This process involves the reuse of a plan, called replanning. Adaptation is not a one-shot process; it is carried out, during plan execution, through a continuous monitoring of the state of the world, so this level can be regarded as a concurrent (slower) feedback loop. Therefore, the aim of the middle block is to manage representations of plans (not planning itself); in AI, this is the deliberative component (the most common formalisms are symbolic and deliberative, in opposition to the functional and procedural ones at the reactive level). This level usually creates and updates representations of (part of) the problem at hand. An evocative comparison might be made between the AI deliberative level and the control theory approach called task function [23] , [24] , which closes a feedback 40 loop at the midlevel by controlling the accomplishment of an abstract "task" represented there.
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In the so-called behavioral approach to AI, two additional paths (dashed lines in Fig. 9 ) convey sensor and motor signals to/from all levels. A logical arbitration function is needed to cope with possible conflicts among output signals from the different components (in this approach, each level is usually composed of several concurrent autonomous planning/control functions). This approach partially or completely breaks the hierarchical framework and, in some extreme cases, does not use internal representations or reasoning of any kind.
Choosing the right plan for solving the problem at hand is not the purpose of the midlevel component but of the high-level control, to which the AI community has so far paid the greatest attention (on the contrary, the automatic control counterpart has not). This level is often referred to as the reflexive (as it reasons on its own knowledge) or reasoning level, and it is asked to dialogue with users, to generate plans, and even to learn from experience; to do so, the logic-based approaches are classically used. Diagrams are an alternative approach to the design of this component.
The automatic control community has probably considered it natural to share a single conceptual model (whose basic components are feedback and system theories) for the different components, with the benefit of reducing the distance between planning and control. The key methodologies are optimal control (to synthesize a control function that is optimal with respect to some cost functional) and traditional stability theory (for studying the properties of the control schema). AI proponents only recently took into account the advantage of integrating planning with control, mostly by new approaches aimed at unifying different models for acting, adapting plans, and planning. These approaches (often stimulated by robotics) give more attention to the feedback through the real world of decision processes [25] and to metaphorical models sufficiently general and expressive and, at the same time, robust and fast enough to operate in real time at the lowest level. Not surprisingly, the first and most popular of such models is the force field metaphor. First developed as a real-time control technique and then diffused as a generative model for robotic navigation and motion planning, this model has progressively covered higher levels of planning [26] , [27] . It is worth noting that these new approaches keep sharing heuristic characteristics with traditional AI methods. As a consequence, control theory methods for studying general properties are rarely applied to such approaches (stability) or cannot be applied at all (optimality). The counterpart of this incompleteness is (or should be) represented by simplicity, low computational cost, the possibility of combining simple elements to build more complex ones, and easy integration of control with the higher components of the multilevel architecture. For these reasons, throughout this article, we shall not be concerned with "optimal solutions" of planning problems but only with "plausible solutions."
The Force Field Metaphor
In the study of the control system in humans and mammals, the notion of the force field has gained prominence following the seminal paper by Feldman [28] . Originally, the concept was limited to the physical domain of muscle elasticity, which implies a potential energy function and hence equilibrium points or stable postures. The idea was then successfully extended to trajectory formation, interpreted as a dynamic process that brings an initial posture to a final planned one by following the flow lines of the corresponding force fields [29] . An important computational side effect of this approach was the possibility of dealing, in a natural way, with redundant kinematic structures, such as the human arm [30] , because elastic muscular energy is always definable for any degree of redundancy. Force fields as computational metaphors were also studied to model neurodynamic cortical processes, which underlie trajectory formation and, ultimately, may be considered the causal determinants of the muscular force fields mentioned above [31] . We may observe that, in such a context, the force field model has a pronounced ecological character because the field forces must not be computed explicitly but "emerge" from the physical properties of the system interacting with its environment. The approach was soon extended from its muscular/biological origin to the solution of robotic problems of planning and control. In the early works by Loeff and Soni [32] , Connolly et al. [33] , and Khatib [34] , force field became a computational metaphor, often called artificial potential field (APF), for expressing constraints and incorporating them into trajectory-formation algorithms. At the same time, APFs exhibited a drawback that assumed importance as the approach became popular. It was soon recognized that mixing attracting and repulsing components would result in global fields with local minima, which cause "deadlocks" in motion planning/control. Several methods were proposed to overcome the problem, most of them with a markedly heuristic character. We recall the most significant one (described in [33] ), which exploits the idea that fields consistent with the Laplace equation are intrinsically deadlock-free. Unfortunately, the approach cannot be easily applied unless a global knowledge of the environment is available [35] , [36] .
APFs became popular in robotics, automatic control, and AI after the publication of a paper by Khatib [34] in which the model was originally used to generate the trajectories of an articulated robot in the presence of obstacles. The basic idea is simple: building a global force field function over the world at hand (including moving entities and obstacles) in which obstacles are sources of repulsive forces and the goal generates an attractive force. Once the field has been set and a dynamic model for the moving entity has been chosen, the motion is solved simply by "observing" the motion of the entity subject to the effect of the field forces. It is worth noting that the field itself, as well as the dynamics of the moving entity, need not refer to the physical properties of the problem; hence it is purely metaphorical or abstract. This holds true also for the kind of field function, which must only have a potential function (usually scalar); it is often similar to the functions of gravitational or electric fields. For this reason the method is usually known as artificial, or abstract, potential field. The example in Fig. 10 has been taken from Latombe [38] and shows the simplest use of an APF for the 2-D navigation of an ideal robot toward a target q goal starting from q init in the presence of two obstacles ( Fig. 10(a) ). A global artificial potential function is built as the sum of an attractive function "pulling" toward q goal ( Fig. 10(b) ) and a repulsive function "pushing" away from the obstacles (Fig. 10(c) ). The resulting APF is shown in Fig. 10(d) . Note that U(q goal ) is the global minimum of the field.
Different field laws can be used. Khatib originally chose an inverse quadratic function for the repulsive field and a linear function for the attractive one, both parametrized by suitable constants (η and ξ in the following). The repulsive field in the presence of the obstacle is defined as follows: 
where p is the position of the robot, ρ i (p) is the minimal distance between the robot and the obstacle B i , and ρ 0 is the spatial limit of the obstacle influence. The overall repulsive field is the sum of the contributions of all the obstacles:
If more than one obstacle has a boundary point with ρ i (p) ≤ ρ 0 , we may choose to sum up theU B i ( ) p generated by the different obstacles, or to consider only the closest one. Both choices exhibit specific drawbacks resulting from the heuristic nature of the field law.
The attractive component, associated with the goal, is defined as
where ρ goal ( ) p is the distance from q goal . After composition and differentiation, the artificial force acting on the robot at any instant and at any point p is Figure 13 . Negative icons from handbooks and instruction sheets.
Once the field has been set, the mobile agent is free to move inside it. The motion depends largely on the dynamics of the agent. Khatib's original model is intended primarily for motor control; hence it is asked to generate not only a "good" trajectory, but also a proper motion law for the agent. To this end, a specific dynamic model is used. If only the trajectory is required, the agent's dynamics can be strongly simplified (e.g., by assuming a holonomic geometry [with infinitesimal inertia and infinite viscous properties] in which velocity is proportional to the field gradient):
Still simpler dynamics could be adopted (e.g., by assuming a constant velocity along the gradient)
Obviously, the trajectory thus formed simply descends the gradient of the field, risking getting trapped in a local minimum. This topic will be discussed in a later section.
Can APFs Animate Diagrams for Planning?
The symbolic approach to planning presented in "Symbolic Planning in AI" requires the formulation and processing of exhaustive sentential representations of the tasks and the environment. In the design of autonomous agents, this requirement may be very severe, especially when real-time interaction with an unstructured and partially unknown environment is needed. In the field of AI-oriented robotics, such considerations have led to the development of an alternative kind of planning, namely, reactive planning [25] , according to which one can dispense with internal representations. For an autonomous agent, planning does not lie in working out and processing explicit representations of the world, but rather in properly reacting to the large amount of information coming from the surrounding environment to the sensors. This is the basic principle of Brook's feedback through the real world principle, described previously. The reactive approach works well for simple, low-level aspects of autonomous agent behavior. For more complex tasks, higher cognitive abilities are required, as the reactive approach alone is inadequate and some kind of reasoning based on internal representations is strongly needed. What is required is a more flexible and articulated variety of representations, as compared with the uniform sentential format adopted by symbolic planning. Diagrammatic representations could play an important role in this respect. The considerations reported in the "Symbolic Planning in AI" section are similar to many of the criticisms of sentential representations that resulted in the development of the diagrammatic systems described in the review section. Most of the information that must be made explicit in sentential formalisms is, in a sense, already "implicit" in a diagrammatic representation. From this perspective, Fig. 8 can be considered a simple diagram. Its geometric structure encodes much information that is lacking in the corresponding logical representation and that would be cumbersome to represent in sentential format. For example, the diagrammatic nature of Fig. 8 points out that, to put a block on the table, the table must not be completely clear, and so on. Moreover, in most cases, diagrammatic representations are easier to extract from sensory data and to interface with actuators. Information in diagrammatic format is closer to sensors and actuators and allows a better integration with control.
Diagrammatic reasoning can be viewed as a way of combining AI planning with more control-oriented planning techniques. We present below a framework using diagrammatic representations for planning and reasoning about dynamic aspects of the world [39] , [40] . Our proposal is based on intrinsically dynamic models that act as some sort of mental simulation, a "mental movie" of the evolution of the represented world. This simulation is generated starting from some reference "pictures" or "snapshots" of the represented situation. We call such snapshots icons. Icons are interpolated by suitable generative processes and drive the dynamic simulation. The mechanism that interpolates icons during mental simulations is based on an APF meta- phor. This approach recalls the "analogical planning" principles described in a seminal paper by Steels [17] . Consider again the APF example in Fig. 10 , which could be thought of as a simple form of diagrammatic reasoning. The APF mechanism operates on a picturelike representation of a scenario. In addition, even the inference mechanism is "diagrammatic," in that the solution of the problem is achieved through an evolution of the model that mimics a possible evolution of the represented situation. We propose to extend this type of approach to other forms of reasoning about actions and dynamic scenarios. Roughly speaking, the basic idea is that in a planning problem goals can be modeled as attractive targets, and constraints of various kinds can be considered as repulsive obstacles in a multidimensional space. The initial configuration in an N-dimensional space (for example, Fig. 10(a) ) can be viewed as a diagram in which all information to set up a field is present. Then we can observe "how the field evolves," waiting for some solution of the problem. Therefore, APFs can be adopted as a way of representing/supporting diagrammatic simulations for spatial reasoning and planning in dynamic scenarios. In particular, this kind of reasoning can be used to plan actions in spatial contexts and in the presence of constraints that in general can be represented as repulsive "obstacles."
The APF approach introduces several new ideas. First, it successfully solves the problem of generating real-time motion by mixing planning and control concepts. Second, it is mostly based on local knowledge of the world, measures a few geometric quantities (i.e., distances) around the moving entity, uses them to set up a global field function, and generates the motion as a trajectory descending the field; the use of local knowledge makes the method computationally tractable. Third, it does not distinguish, in principle, between static and dynamically evolving worlds, as every set of measures can, at any time, set up or modify the global field. Finally, the force field can be built over a multidimensional space in which each dimension is a different degree of freedom of the moving system itself. For example, in the case of a common six-axis robotic manipulator, the space (usually known as configuration space or C-space [41] ) is of dimension 6. Although not very common in the robotics literature, a multidimensional space might also allow one to model and plan multiple moving entities that are in the same world and that avoid one another [38] .
Local Minima
Mixing attracting and repulsive components in APFs would result in global fields with local minima, thus involving deadlocks. Letting a robot descend the gradient of the field can solve only simple navigation problems. In many cases, the direction of the gradient will not lead to the goal (the global minimum of U), and the robot will get trapped in a local minimum of U. Consider, for example, a navigation situation (Fig. 11 ) in which A is the starting position and B is the goal position. A V-shaped obstacle gives rise to a local minimum Lm. Gradient descent would lead the robot to Lm. Several methods have been proposed to overcome this type of problem, for example, by using other kinds of potential functions or by introducing heuristics. Many of these methods can be easily applied, provided that a global representation of the environment is available [33] , [35] , [36] , [38] , [42] .
In general, the power of the various kinds of force field methods lies in the fact that, by definition, a single flow line passes through any point in the working space, thus ensuring single solutions that do not need decisions and/or reasoning. This, however, limits the richness of possible behaviors and, in some cases, may keep the goal from being reached, due to local minima. Therefore, the need emerges for a computational framework in which APF-based methods are combined with some form of discrete global process, often heuristic in nature. In these cases, APFs are still the computational backbone of the system and generate a continuous outflow of motor commands. Such foreground processes can be modulated by background discrete processes that carry out a variety of simple cognitive functions (e.g., classification of situations, detection of periodic events, local distortion of fields). The characteristic shared by all APF approaches is that APFs are composable. In other words, a global field (determining a certain behavior) can be generated by the superimposition of separate fields, each showing a single behavior. The global activity can be seen as the composition (for example, vectorial composition) of separate, simple behaviors. Associating a behavior with a (partial) field is the origin of the notion of a motor schema [26] , [37] . Arkin defined a schema as a basic unit of behavior from which complex actions can be constructed; it consists of the knowledge of how to act or perceive as well as the computational process by which it is enacted. [26, p. 43] Schemata are a powerful way of describing an action in terms of fields that would generate such an action. Schemata are, at the same time, basic actions and a dictionary of atomic "motional behaviors" to be composed. Similar in this respect is the notion of a navigation template [27] .
In robotics, APFs are widely used to solve the path-planning problem in robot navigation, where local minima require suitable backtracking techniques. In multidimensional spaces, for example, while modeling a manipulator in the configuration space, these techniques may become complex and computationally demanding; nevertheless, they are an established and popular methodology [38] .
Diagrams, Key Frames, Negative Icons
The techniques developed in robotics to avoid local minima are usually oriented toward online planning and control rather than reasoning tasks. On the contrary, in the following, we focus on methods that are suitable for reasoning. In this context, the main drawback (local minima) of APFs becomes less important, whereas some other characteristics that are not considered in normal planning/control problems can now be exploited for robotics. Technically, in these methods APFs are used to solve "quasi-local problems," such as those in which the goal is rather close to the actual position in the state space. This statement seems obvious and discouraging: How useful is a planner capable of solving problems in which the goal is near the start? First we must point out, however, that this vicinity is in terms of "difficulties" encountered, not in terms of geometric distance (e.g., Euclidean metrics). Furthermore, if we have enough memory, we can use a general task representation in terms of partially ordered diagrams, each representing a subgoal or a constraint, while an APF supports local planning in each subplan. This way of representing plans is interesting because it can use expressive diagrammatic representations and allows plan classification, composition, and adaptation.
The basic idea of the approach can be better understood considering a picture (taken from a typical handbook about knots [43] ) that shows how to make a bowline knot (Fig. 12 ). Note how the task is naturally represented as a total ordering of diagrams (the four icons). The first diagram is an initial configuration that must be obtained prior to task execution. The last icon is the goal of the plan. Each intermediate diagram is a subgoal. The list of icons is a plan representation; carrying out the task is a form of plan adaptation that could be performed by associating an APF with each icon in a suitable multidimensional space. In this case, no obstacles are shown; each icon is a sort of key frame in a cartoon.
Other evocative examples are given in Fig. 13 , which collects a set of typical pictures taken from various handbooks and instruction sheets. A common way to communicate a situation or a state to "stay away from" (e.g., a constraint, a dangerous situation, a situation that might be a deadlock for a whole action) is a "negative diagram," commonly depicted with a warning cross. The person carrying out the task is supposed to reach a series of subgoals, as in Fig. 12 , while avoiding the "negative icons," just as if they were obstacles in a suitable space. The diagrams in Fig. 13 are of this type. Note how straightforward and plausible this way of communicating complex plans is.
We generalize the use of partially ordered diagrammatic descriptions, like those shown above, and think of multidimensional "snapshots" of reality, which we have defined as icons. APFs act as the "inference engine" interpolating the icons in a diagrammatic simulation. Due to the heuristic nature of diagrams, the snapshots' dimensions are not necessarily limited to strictly geometrical dimensions: kinematic constraints, forces, temperatures, and speeds may be included in the dimensions, as well as artificial quantities chosen just to satisfy some abstract rules ("stay on the right," "keep horizontal," "don't shake," etc.). Putting this abstract semantics into APF-based motion generation has led to the definition of a schema [26] , [27] . All the aforesaid aspects, along with many others, can be coded as "quality dimensions" of some abstract representation space, in accordance with the proposal of conceptual spaces developed by Gärdenfors [44] .
In designing a real cartoon, only a few key frames capture the whole semantics of an action, whereas the flow of motion is interpolated. A "little girl picks up a doll, then stands and goes to her initial position" can be fully represented by four key frames (see Fig. 14) . The key frames should be the minimal set from which any reasonable interpolating process would generate the same action under acceptable tolerances.
The whole action, as recorded by Muybridge [45] (who is a precursor to iconic representation of motion) (Fig. 15) , shows, in particular, how the idea of key frames does not coincide with uniform sampling; the key diagrams capture significant snapshots that are only partially ordered. Extending this metaphor, we can think of the plan representation of a complex task as the storyboard of a multidimensional cartoon. One may argue that the focus of the problem is shifted to how to select the set of key icons. This is one of the challenging issues for research. Finding the key icons of a task resembles the process of eliminating redundancies from data; only a few snapshots carry all the information about a complex action. This concept evokes similarities to many cognitive processes in the literature, which we omit for the sake of brevity. We may quote only the studies on modeling handwriting activity, in which an action (a letter, a word) can be represented by a series of key points related to the instantaneous, nonuniform in time kinematic values of a pencil, and by a simple generative process with a proper time generator. Note that, for simplicity, negative icons (obstacles, constraints) are not taken into account in this example. Nevertheless, discovering negative icons can be part of the planning activity itself, as discussed later in this section and in the next one, in which some strategies for extracting key icons are presented for basic relevant cases.
It is worth noting that, in this representation, time is intrinsically implicit. Time is considered when, in the mental simulation, we go from one icon to another while executing a task. Using a straightforward graphic representation, we can depict a generic plan as in Fig. 16 .
This graph corresponds to a partial plan. Ellipses indicate icons, double ellipses indicate negative icons, and arrows indicate ordering relations. The semantics of negative icons is related not only to generic "situations to be avoided," but also to deadlocks, usually corresponding to local minima in the related APF-based planning. In synthesis, positive icons represent goals and subgoals and act as attractors in the APF; negative icons represent obstacles and, more generally, constraints of different kinds and act as repulsors in the APF.
This type of icon-based representation can be thought of as a generalization of acting/planning models. At one extreme, a planning problem can only consist of the initial and final icons; at the opposite extreme, an action can be described in detail by means of a rich set of partially ordered icons. Consider, for example, a mobile robot traveling from A to B in the presence of a concave obstacle (Fig. 17 (left) ). A description of the task may be based only on the start and goal icons, asking the APF to solve deadlock problems. Alternatively, it may be based on the three icons of Fig. 17  (right) , where the third icon helps the system solve the problem. Note that the third icon is a negative one. The ordering relationships among the three icons are represented by the graph in Fig. 18 . This can be regarded as an example of a schema in the sense of Arkin [26] , as mentioned earlier.
In many cases, negative icons can be discovered during the mental simulation itself, in a surprisingly simple way. Consider the example in Fig. 19 . On the left there is the initial icon of a navigation across a V-shaped obstacle, from P (bottom) to G (top). The field lines of the APF are also shown.
In the example in Fig. 19 , the field is described by (1)- (4), and the robot is assumed to correspond to a holonomic particle with no mass and high viscosity (5a).
The following algorithm suggest how negative icons can be discovered. while (not goal reached) { compute F(x,y) if |F <> 0| //not a deadlock previous_position = (x,y) move along gradient of (dx,dy) else { //deadlock, a step back move to previous_position set a charge (x,y) } } Due to concavity, the robot would get trapped inside the obstacle, where the potential field U exhibits a local minimum. A way to overcome the problem would be to introduce a negative icon similar to that in Fig. 17 . However, one must face the other problem of explaining how and by whom such an icon could be generated. A plausible solution consists of iteratively putting a repulsive point into every discovered local minimum; every time the agent reaches a deadlock, it generates a "negative icon" acting as a new constraint (Fig. 19  (center) ). Fig. 19 (right) shows the field lines resulting from the superposition of all the negative icons autonomously "discovered" during navigation. Therefore, from this point of view, negative icons can be considered as a sort of "virtual obstacles" that are added to the mental simulation. They act as "temporary data" in iconic reasoning. This iterative process is a form of diagrammatic dynamic reasoning. Fig. 20 displays the ordering graph for the problem in Fig. 19 ; it is a generalization of the graph in Fig. 18 .
In this case, too, the resulting field can be considered a schema (in the sense of Arkin [26] ) for solving this particular problem (and the provided algorithm acts as a heuristic method for self-generating such a schema on a trial-and-error basis). Fig. 21 shows a further heuristic method for finding the key icons for a plan. Fig. 21 (a) faces a particular 2-D "hard" navigation problem based only on local perception, in which a robot, navigating from right to left, enters a concave obstacle. The robot knows only its own position, the relative direction of the target, and the nearest point of the obstacle. It is well known that for such cases, a pure navigation function based on APFs without local minima cannot be devised. According to the heuristic adopted in this example, the robot moves toward the target and explores the purely repulsive field by climbing the gradient up to a given limit value. When alternative paths are possible, the system generates a landmark. This happens in two cases: 1) when, while approaching an obstacle, the robot begins to perceive the repulsive field, and therefore it can turn right or left (in this case, a hit landmark H is generated); 2) when, while moving around an obstacle, the robot must choose between continuing to follow the equipotential line or leaving it and starting to descend the field (in this case, a leave landmark L is generated). When a landmark is encountered again (i.e., when a cycle is detected), the robot chooses the opposite alternative. Moreover, while cycling, the robot raises the limit value of the gradient, thus getting closer and closer to the obstacle. Under some reasonable hypotheses, which we omit here for the sake of brevity (see [46] for the details), the navigation problem can be solved. Fig. 21(a) shows the potential field together with the path generated according to this heuristic. As can be seen, during motion, the robot "explores" the field by going "up and down" in it. Fig. 21(b) shows the generated landmarks (see below for further details). Landmarks can be stored as "attracting icons" for solving the problem in the future. Fig. 21(c) shows how a subsequent navigation takes advantage of the knowledge of such icons: a better path is obtained by connecting them. The solution is plausible, even thought not necessarily optimal.
More formally, the robot in Fig. 21 uses a constant-velocity dynamics for exploring the field; it is expressed by
where p rep and p att are the velocity terms corresponding to the simple dynamics (constant velocity) of (5b) applied to the force terms of (4) The robot follows a direction resulting from the weighted composition of three unit vectors: descending the repulsive gradient ( p rep , "away from obstacles"), along the equipotential line p rep ⊥ , "around the obstacle"), and descending the attractive gradient ( p att , "toward the goal"). Note that when β is dominant, the robot can climb the gradient of either F p rep ( )or F p att ( )(this happens, for example, when the robot approaches an obstacle, or when it turns back inside a concavity). The values of α, β, and γ change according to a heuristic exploration of the field. If the robot loops inside a concavity, in some cases, it may choose a higher-valued equipotential line at any loop, getting closer to the obstacle. In other cases, it may decide not to leave the equipotential line to go toward the goal. These choices are driven by a rulebased landmark generator. Landmarks can be seen as icons of situations which the robot may encounter several times. Table 1 H for the second time, it has to change its direction and stay at a higher potential.
The following algorithm corresponds to the procedure described above for the problem in Fig. 21 : while (not goal reached) { detect_landmark(landmark_type) //hit right/left,leave,or null if (landmark_type ≠ NULL) get closer to the obstacle //from formula (6) compute Fa = f(F, G, landmark_type) move along Fa of (dx,dy)
An appealing feature of such a dynamic, icon-based framework is the possibility of merging different representations in a natural way simply by adding new icons. This compositional feature is difficult to achieve by using traditional deliberative approaches. It is made possible by the fact that APFs are intrinsically compositional: by adding new icons to a representation, the evolution of a dynamic model changes in an incremental way. This approach can also be used to add constraints. Consider the task of turning a screw with a screwdriver. You must align the blade with the slot on the screw head (I0), then put the blade inside the slot (I1), then turn (I2), while applying a given pushing force (I3) and avoiding misalignments (I4). The graph of a natural diagrammatic representation based on icons is shown in Fig. 22 . Turning is represented as a sequence of icons (I2 1, I2 2 , ...). Pushing (I3) involves "Newtonian" dimensions in addition to the usual Cartesian, kinematic coordinates. Avoiding misalignments (I4) corresponds to a multidimensional obstacle, a sort of funnel surrounding the handheld tool that prevents the screwdriver from being misaligned. The examples discussed so far show the different roles played by negative icons or, more generally, by repulsive entities in the APF (e.g., obstacles, generically unwanted situations, virtual obstacles to prevent deadlocks, and constraints).
Reasoning about Icons
When used to solve the "quasi-local problem" of going from one icon to another, APFs constitute a form of analogical reasoning about dynamic, spatiotemporal problems. As mentioned earlier, local minima can be avoided thanks to the short distances between icons and to the presence of negative icons. Furthermore, the mental simulation itself, during analogical reasoning, can generate negative icons. So the main drawback of APFs (local minima) does not constitute a problem. On the contrary, local minima are a source of information comparable to backtracking points during a discrete search inside a search space. Another advantage is the intrinsic capability of composing the effects of icons by simply superimposing the induced fields.
An APF thus acts as an "interpolating engine" that generates an action satisfying a sequence of multiple icons while, at the same time, avoiding physical obstacles as well as virtual obstacles corresponding to unwanted situations or constraints. It is worth noting that this generative process is based on an energy metaphor. An energy function is defined for every point of the field, and the process of finding a path from a start icon to a goal icon is an example of relaxation from a higher energy level to a lower energy level. Everything that happens in the APF might be described in terms of energy values: the start icon is a local maximum of energy 48 and the goal icon is a global minimum. Negative icons are obstacles that can be used to prevent the model from getting trapped inside a local minimum. A more complex example is discussed in Ardizzone et al. [47] and can be summarized here. Consider the initial situation represented by the icon in Fig. 23(a) , in which a cube, a box, and the box cover are randomly placed on the ground. In the goal situation, represented by the icon in Fig. 23(b) , the cube is inside the box and the box is closed by the cover. To plan a correct sequence of actions, an APF is set in which both the cube and the cover are attracted toward their final positions. In this initial version, a deadlock situation may occur in which the cover reaches its goal position before the cube enters the box (Fig. 23(c) ). While reasoning in the mental model, one can recognize situation Fig. 23(c) to be a local minimum of the field. The deadlock is then avoided by adding Fig. 23(c) to the APF as a negative icon that constrains the model evolution to obtain the correct sequence of actions ( Fig. 23(d) ).
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The example in Fig. 23 can be faced by setting a six-dimensional APF: for each movable object involved (i.e., the cube and the cover), three dimensions must be taken into account (i.e., the x and y coordinates and the orientation θ). The global APF can be seen as a configuration space (see [38, sec. 8.2] ) in which standard, well-known techniques can be used. For the sake of simplicity, the simulation shown in Fig.  24 uses only a four-dimensional field, where θ is assumed to be constant over time. The formulas of this field are (1)-(5a). The simulation algorithm is the same as in the example given in Fig. 19 .
In many cases, negative icons alone may become insufficient. In these cases, we deem it sufficient that a higher-level cognitive process should generate intermediate positive icons, similar to the landmarks of the example in Fig. 21 . Such positive icons act as subgoals in the planning process. The simulation in Fig. 24 shows both the insufficiency of negative icons alone and the use of positive icons. In Fig. 24(a) , the cube and the cover navigate toward the goal position but get trapped in a deadlock. In the sequence I through VI of Fig. 24(b) , the cover is attracted by a suitably inserted positive icon, which temporarily takes it away from the final goal, hence preventing the deadlock.
Monitoring the energy evolution during an action is a source of information for the mental simulation and can be used for analogical planning. One way of exploiting this kind of information has already been described and consists of generating negative icons (typically corresponding to local minima) during analogical reasoning.
An alternative way of exploiting the potential energy evolution is the method for avoiding local minima by following an equipotential line of the APF. The field has necessarily closed equipotential lines surrounding obstacles. Even concave obstacles, which are typical sources of local minima, can be avoided by following one of the equipotential lines around them (Fig. 25 (top) ). It can be shown that a path for overcoming an obstacle may always be reduced to an approach path A-H 1 , a leaving path L 1 -B (both characterized by a decreasing U), and an equipotential path H 1 -L 1 between A-H 1 and L 1 -B (see Fig. 25 (bottom), where U is potential energy and d is the covered distance). When the modeled state of affairs is complex, the space is multidimensional, but the aforesaid principle still holds. Therefore, in many cases where multiple objects are involved, deadlocks can be heuristically avoided by choosing a multidimensional path that follows an equipotential line of the global field. Consider the case of two mobile agents trying to cross a narrow corridor in opposite directions (Fig. 26) . The two agents repel each other. They have similar strengths but different speeds and different initial states. Therefore, there is no symmetry in the model. In this example, the APF dimensions are four. A free relaxation of the APF would give rise to a deadlock inside the corridor. A solution is to change the behaviors of the agents in such a way as to monitor the global energy of the system and keep it constant. To this end, we choose an equipotential line of the field (Fig. 26 (bottom) ) and succeed in performing the task without deadlocks (Fig. 26 (top) ). Unfortunately, when the APF dimensions are more than two, generally there are infinite equipotential trajectories. Nevertheless, if we are not interested in an optimal trajectory to reach the goal, this fact is not a severe drawback. The example in Fig. 26 has been solved by using the same algorithm as in Fig. 21 , applied in four dimensions (the two couples of coordinates for the two pointlike robots).
Diagrams for Planning Complex Tasks
In the beginning, we stated that picturelike representations can help relate perception to reasoning. Until now, we have considered reasoning tasks performed on representational structures (icons) that could be assumed to be linked directly to the outputs of some perceptual module. Now let us consider the more ambitious case of reasoning about real scenes (i.e., the case in which icons come from or are grounded in perceptual data). We shall give some examples in which the energetic metaphor adopted could be used in perceptual tasks to show the interrelation between perception and reasoning in this kind of model. In the following sections, we present two examples. The first concerns a problem of constraint satisfaction in which APFs are used in low-level perception to deal with uncertain perceptual data ("uncertain icons") coming from sensors. The second is a typical schema representation for a dexterous manipulation problem.
Dealing with Uncertain Perceptual Data
One method for energy relaxation in mental simulation is that of finding an equilibrium point between "uncertain icons," or rather multiple fragments of a single icon affected by uncertainties. This is of major importance when a given diagram cannot be considered perfectly consistent with reality. APFs are natural interpolators and able to find solutions that satisfy multiple uncertain constraints.
Consider the problem of localizing a robot R on the basis of angular measures. A certain number of natural or artificial landmarks b 1 , b 2 ,... are placed somewhere on walls at known positions. The robot measures the angles α β, γ, δ, , … ( Fig. 27  (top) ).
The trigonometric algorithm for determining the position and orientation of R starting from the measures of only three errorless angles is straightforward. In real cases, available measures are redundant and affected by errors; moreover, the absolute positions of reference landmarks are not exactly known. Due to the nonlinearity of the problem, small instrumental errors (e.g., 0.1°) may cause localization errors of tens of centimeters or more, even in small environments. Finding a good estimate of the localization of R in the presence of redundant measures is a very complex task, which is usually solved by either nonlinear mathematical programming or nonlinear minimization or by Kalman filtering [1] . Using the iconic approach, we may think that all the "rays" joining R to landmarks form an icon (Fig. 27 ) in which each ray has an a priori connection to a certain landmark. In a completely known environment, each ray pierces its own landmark ( Fig. 27 (top) ). In uncertain environments, each landmark b i can be regarded as an attracting entity connected to the corresponding ray through a "spring" sliding along the ray itself (Fig. 27 (bottom) ). By letting the model "relax," R finds an equilibrium point at a global The relation between planning and control is hierarchical: planning is performed at a higher level of abstraction as compared to control. minimum corresponding to an estimate of the R position. Thanks to a fairly accurate localization, the complexity of this task is so minimal that it can be easily implemented to work online (it is currently part of the autonomous robot developed at DIST [38] ).
Grasping Tasks
Interesting application tasks for APF-based planning are grasping and manipulation. Working in real three-dimensional (3-D) environments, our representations are based on voxel maps and octrees. These are volumetric representations that provide robust, realistic information about the spatial occupancies and geometries of real objects. Each voxel stores, in a 3-D array, elementary information such as probability of occupancy. Voxels play the role of the 3-D counterpart of pixels in 2-D representations. Octrees represent occupancy maps as trees of recursively merged nodes, storing the same information in a more economical way.
These representations are well suited for planning grasping tasks. Starting from sparse range information extracted from multiple stereo views of objects, a 3-D grid of occupancy probabilities is obtained and condensed into an octree model, as shown in Fig. 28 . The representation is used to extract the geometric features (e.g., center of mass, type of symmetry, or protruding edges) that are useful in determining possible approaching directions. Reasoning about approaching directions and internal/external constraints makes it possible to direct the hand toward selected grasping sites [49] , [50] .
It is important to recall that dexterous grasping and manipulation are very complex robotic actions that require the solution of interdependent sensing, planning, and control problems. For an advanced manipulator, as well as for human beings, these problems overlap in space and time. Reasoning on a given grasping task cannot be reduced to the generation of a sequence of subactions (i.e., interpolation between icons). This is a difficult task because it simultaneously requires reasoning, motion planning, and control in at least three domains:
• the kinematic-geometric domain, where a typically complex kinematic structure (the hand) faces multiple motion and contact constraints; • the physical domain, where reasoning and control must deal with dynamic aspects, such as stability of a posture, and uncertainty constraints; • the task domain, where the manipulator must adapt an applied force/torque to maintain a given stiff or compliant "behavior." It is widely accepted that a general grasping task can be subdivided into three main subtasks: approaching, preshaping, and closure; but to produce a smooth, complete grasp they must generally be partially overlapped during execution.
In the approaching phase, the trajectory we need to plan and control depends on where and how we decide to grasp a target object (the candidate grasping sites), the object position/orientation, and the shape/size/motor properties of the hand-arm robotic system with respect to possible obstacles. In this sense, the mental navigation within a mixed APF-volumetric model is more efficient and robust than classical planning based on CAD models. In the preshaping phase, we must coordinate the finger movements to produce a hand shape complementary to a "virtual" handle on the target object. The coordination is then continued in the closure phase with stricter conditions on wrist/finger stiffness and navigation, according to a sensory-motor control strategy.
Various classes of preshapes of a three-finger robotic hand have been defined: sphere, parallelepiped, cylinder, pincers, protuberance, and concavity. They depend on the type of opposition (fingertip, pad, lateral) and contact (precision or power grasp). Consider a mug like the one in Fig. 28 : it can be grasped in several ways (cylinder, handle, top, and edge grasps). Each of these grasps may play the role of a positive or negative icon, depending on the assigned task. In a classic pick-and-place task, the grasp from the top (Fig. 28(c) ) is the easiest to accomplish; in this case, the preshaping can be achieved by interpolating between the two positive icons in Fig. 28(c) (from left to right). However, the same strategy is not very comfortable (or even very polite in the case of Fig.  28(d) , right) when carrying out the task of serving a cup of coffee. In this case, the cylinder and handle grasps ( Fig. 28(a) and 28(b)) should be preferred, whereas the edge hold ( Fig.  28(d) , right) and the top grasp (Fig. 28(c), right) should be avoided. The aforesaid strategy is described by the ordering graph in Fig. 29 .
While executing a grasping action, it is probably necessary to perceive the actual position of the object, which may change slightly over time. The "diagrammatic plan" for grasping can easily be adapted by changing a few parameters of the preshaping icons in real time. This involves a computational vision problem, for which a huge body of literature exists. Of particular interest, in this case, may be the use of a "hybrid" approach mixing subsymbolic and declarative, high-level processing [51] . The related cognitive framework is, in some way, "specular" to the diagrammatic/symbolic framework presented in this article.
Conclusions
We have proposed a novel framework for planning and reasoning about actions. This framework is diagrammatic and intrinsically dynamic in the sense of being based on dynamic internal simulations analogous to a "mental cartoon." This approach can help address, in a natural way, many spatial reasoning problems, as well as combine control with AI techniques. The representation adopted is not universal; it makes it easy to deal with certain kinds of spatial knowledge, but not with others. However, we maintain that this kind of model can be integrated with more traditional symbolic methods to develop hybrid reasoning systems [47] , as done in many of the examples presented in the review section on diagrammatic reasoning. The emergence of discrete singularities from the evolution of the model (e.g., local minima in APFs) can help associate symbols with mental simulations. In this respect, this framework could be regarded as an intermediate level of representation connecting perception and control, on the one hand, with higher-level propositional reasoning, on the other hand. So far, a limitation to this approach has been a lack of abstraction and generality. A diagrammatic representation based on an ordered set of icons refers to a single specific problem. In the example in Fig. 21 , a different initial position of the cube would not benefit from the same set of intermediate positive and/or negative icons, as in the case considered. However, a certain amount of generality holds; it is obvious that if a negative icon representing a deadlock is sufficiently repulsive, it is able to cope with an indefinite number of different "close" situations that may occur. The problem is how to find a metric for this kind of generality, and not only to test whether it holds. The same applies to positive, attracting icons. As to complexity, a promising way of coping with the intrinsic complexity of multidimensional spaces might be a concurrent navigation in projected spaces of separate, autonomous algorithms, with heuristic techniques generally used in multiagent robotics. 
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