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The inertia of an n x n matrix A with complex entries is the integer triple 
In(A) = (+A), v(A), 6(A)), where n(A) is the number of eigenvalues of A 
(counted according to algebraic multiplicity) in the open right half-plane, 
v(A) is the number of eigenvalues in the open left half-plane, and 6(A) is 
the number of eigenvalues on the imaginary axis. Two classical inertia 
theorems are Sylvester’s theorem [S, I, p. 3341 and Lyapunov’s theorem 
[S, II, p. 1891. Sylvester’s theorem says that if S is a nonsingular n x n 
matrix and H is an Hermitian n x n matrix, then In(H) = In(S*HS). 
Lyapunov’s theorem says that, for a given n x n matrix A, there is a 
positive invertible matrix H such that AH + HA * is positive and invertible 
if and only if In(A) = (n, 0,O). 
Taussky [17] and Ostrowski and Schneider [ 121 proved the following 
generalization, which is often called the main inertia theorem. 
MAIN INERTIA THEOREM. If A and H are n x n complex matrices, H is 
Hermitian, and AH + HA* is positive and invertible, then 6(A) = 6(H) = 0 
and In(A) = In(H). 
A pair of n x n matrices (A, W) is called controllable if the n x n* matrix 
(W, AW, A*W, . . . . A”-‘W) 
has rank n. If W is invertible, then obviously any pair (A, W) is con- 
trollable. Chen [6] and Wimmer [19] generalized the inertia theorem as 
follows: 
CHEN-WIMMER THEOREM. If A, H, and W are n x n complex matrices, 
H = H*, W is positive, (A, W) is controllable, and AH + HA* = W, then 
6(A) = 6(H) = 0 and In(A) = In(H). 
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In this paper we formulate and prove versions of these theorems for 
bounded linear operators acting on a complex Hilbert space 2”. We denote 
by B(X) the set of bounded linear operators on 2. Several authors have 
previously considered infinite-dimensional versions of these theorems, for 
instance [ 18, 3,4, 16, 51. We will indicate below how our results overlap 
with the known results. One of our goals, besides generalizing these results 
to infinite dimensions, is to provide “structural” proofs of the results. 
In order to formulate and prove our results, we need the notion of the 
matrix (or operator) sign function. For A E B(X), we say 6(A) = 0 if 
A - tiZ is invertible in B(X) for every real number t. If 6(A) = 0, then the 
spectrum of A, o(A), splits into two parts, one on each side of the 
imaginary axis. Let S, be Cauchy domains with boundaries C, such that 
{z: z E o(A), + Re(z) > 0} c S, and f Re(z) > E for all z E S, , where E > 0. - 
Let 
sf(A)=(l/2ni)[ (zl-A)-‘dz. 
c+ 
Then s’(A)‘=.sfr(A), and s+(A)+s-(A)=Z, See [13, Section2.11 for 
details concerning this construction. Let s(A) = s+(A) -s-(A). Note that 
s(A)’ = I. In finite dimensions, the dimension of s+(A)(X) is n(A) and the 
dimension of s-(A)(S) is v(A). In infinite dimensions, if 6(A) =6(H)=O 
we will say that A and H have the same inertia if there are bijective boun- 
ded linear operators from s’(A)(#) to s+(H)(X) and from s-(A)(S) to 
s-(H)(X). In all cases that we say A and H have the same inertia, we 
actually identify (or at least could identify) the bijective bounded linear 
maps involved. 
We will use the following iterative algorithm to compute s(A). This 
algorithm is due to Roberts [14, Sections 1.2 and 1.31. The argument given 
by Roberts is stated only for matrices, but the proof is valid for any 
AEB(X) with 6(A)=O. Let A,=A, 
A r+ I = l/W, + A,‘), r=O, l,.... 
Then the sequence A, converges to s(A) in norm. 
Let (A, IV) be a pair of operators in B(z). The pair (A, IV) is called 
weakly controllable if X is the norm closed linear span of the set {A’Wx: 
j>, 0, x E X}, and strongly controllable if X is the linear span of this set; see 
[7]. If (A, IV) is strongly controllable, then there is an n and Ck E B(X), 
k = 0, 1, . . . . n, such that 
Z= i AkWCk, 
k=O 
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see [7, p. 793. (The proof in [7] is valid in our context, operators on 
Hilbert space, although it is not valid for operators on Banach spaces. See 
the introduction of [lS] for a discussion of this.) In finite dimensions the 
following theorem is in [6, Theorems 1 and 21 and [19, Theorem 2-J. 
THEOREM 1. Let A, H, and W be in B(H) with H hermitian and W 
positive. rf AH + HA* = W and (A, W) is strongly controllable, then 6(A) = 
0 = 6(H). 
Proof: An easy calculation shows that for every nonnegative integer k, 
real t, and x, in 2, 
2 Re((A -t- tiZ) AkH(Ak)*) = Ak W(Ak)*; 
so that 
II&@( x,J2 = 2 Re(AkH(Ak)* x,, (A* - ti1) x,). (*) 
If ti were in the boundary of o(A*), there would exist unit vectors x, such 
that (A* - til) x, converges to zero in norm. Hence, by (*), $?(Ak)* x, 
converges to zero in norm. So, for each n, C;=O (C,)* W(Ak)* is singular, 
which contradicts (A, W) being strongly controllable. Hence &A*) = 0. 
If 6(H) # 0, there exist unit vectors x, such that H(A’)* x, = Hx, con- 
verges to zero in norm. Assume, as inductive assumption, that H(Ak)* x, 
converges to zero in norm as m goes to infinity. Then, by (*), W(Ak)* x, 
converges to zero, so 
WA k+l)* x, = W(Ak)* x, - AH(A*)k x, 
converges to zero. Thus H(Ak)* x, and, by (*), W(Ak)* x, converge to 
zero as m goes to infinity for each k = 0, 1,2, . . . . As in the first part of the 
proof, this contradicts (A, W) being strongly controllable. Hence 6(H) = 0. 
Q.E.D. 
LEMMA 2. Let A, H, WE B(S) with AH+ HA* = W, W positive, and 
6(A) = 0. Set sf = s’(A). Then 
’ s’H(s’)* = s elAsf W(s* )* efA* dt, Trio 
where the improper integrals are norm convergent. 
Proof: Let S, be Cauchy domains with boundaries C, such that 
{z~a(A): +Re(z)>O)cS, c {z: fRe(z)>E}, 
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where E > 0. By [ 13, Section 2.11, 
eA’.sk = (1/27ci) 
s 
e”( zl - A ) ~ ’ dz. 
(.t 
Let A4 be a number such that 
Il(zz-A)--‘I1 GM forallzinC+uC. 
Then for z!zC,, \le”(zZ-A) -‘iI <Me’“’ for all ft>O. It follows that for 
Tt>O 
lIeA’s + /I < (1/2x) A4Le +“, 
where L is the length of C, u C .~. It follows that the improper integrals in 
the lemma are norm convergent. Now 
-f(s’e’AHe’A*(s’)*)=s’e’A(AH+HA*)er”*(si)* 
=S*e’AWerA*(S+)*, 
so 
s 
0 
elA.s* W(s’)* era* dt = s’H(s’)*. Q.E.D. 
+s 
The next theorem is the only really new ingredient in our approach to 
the inertia theorems. 
THEOREM 3. Let A, H, WE B(X) with AH + HA* = W, W positive, and 
6(A)=O. Then s(A)H + Hs(A)* = L is positive and ker( L) c 
fi;T’= o ker( WA* I). 
Proof: Let s=s(A), s’=s’(A). Let A,=A and A,+,=$(A.+A;‘). 
We claim that A,H+HA,*= W,, where W,= W and Wr+l= 
$(W,+A,‘W,A,? ). This is trivially true for Y =O. If 6(A) =O, then 
6(A,) = 0 by the spectral mapping theorem and by [ 141 the sequence A, 
converges in norm to s. If A,H+ HA,*= W,, then HA-‘*+ A,‘H= r 
A;.‘WA,‘* so that A,+,H+ HA;,, =i( W,+ A,‘WA;l*), and the claim 
is proved. Taking limits in A,H + HA,* = W,, we see that sH + Hs* = L, 
where L is the limit of the sequence W,. Since each W, is positive, L is 
positive. Since s* = 1, we see that sLs* = Hs* + sH= L. It follows that 
s+L(sc)* +s-L(s+)* = -siL(s )* -s-L(s+)* 
so that 
INERTIA AND CONTROLLABILITY 573 
and 
L=s+L(s+)*+s-L(s-)*. 
Since sH + Hs* = L, we have 
s+L(s+)*=s+H(s+)*+s+H(s+)* 
=2s+H(s+)*. 
Likewise, SKL(s-)* = -2s-H(s-)*. If Lx=O, then since L is positive, 
s’Ls’*x= 0. Hence s* Hs’*x = 0. It follows from Lemma 2 that 
WeA*‘s + *x = 0 for all t < 0 and We A*‘s- *x = 0 for all r > 0. By differen- 
tiating, we see that WA*js’ *x = 0 for all j= 0, 1, 2, . . . . Since s+ + s- = 1, 
this implies that WA * jx = 0 for all j, Q.E.D. 
We note that if 2 is finite-dimensional and (A, W) is controllable, then 
the L in Theorem 3 is invertible. Theorem 1 and the main inertia theorem 
then imply that H and s(A) have the same inertia, so H and A have the 
same inertia. So in finite dimensions Theorem 3 reduces the Chen-Wimmer 
theorem to the main inertia theorem. The following theorem implies the 
Chen-Wimmer theorem in the finite-dimensional case without using the 
main inertia theorem. In the case that W is invertible, Cain proved in [3, 
Theorem 51 that the pairs (s+(A)(%), s+(H)(Z)) and (s-(A)(%), 
s (H)(X)) both have the same Hilbert space dimension. 
THEOREM 4. Let A, H, and W be in B(Z) with H Hermitian and W 
positive. rf AH + HA* = Wand (A, W) is strongly controllable, then 6(A) = 
6(H) = 0 and the linear transformations 
s’(H): s’(A)(Z) *s’(H)(S) 
are both one-to-one and onto. 
Proof Theorem 1 stated that 6(A) = 6(H) = 0. By Theorem 3 s(A)H + 
Hs(A)* = L is positive. If L were not invertible, there would exist a 
sequence of unit vectors x, E X such that Lx, converges to zero in norm. 
For any generalized limit Lim (cf. 121, p. 1043) define p: B(X) -+ C by 
p(T) = Lim( TX,, x,). Then p is a positive linear functional of norm one. 
Let rrlp: B(p) + B(&$) be the representation with cyclic vector x, construc- 
ted from p by the GNS construction, see [ 10,4.5.2]. Since (A, W) is 
strongly controllable, I= C; =0 Ak WC,, for some Ck E B(H), and it follows 
that (z,(A), nP( W)) is strongly controllable. It is easily seen (from Roberts’ 
iterative algorithm, for instance) that s(n,(A)) = n,(s(A)). Then by 
Theorem 3, 
ker(nJL)) c fi ker(rc,( W) xJA*‘)) = (0). 
j=O 
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But p(L) = 0, so n,(L) xp = 0; and this contradicts ker(n,(l)) = (0). Hence 
L is invertible. Now % = sP (H)(X) @ s+ (H)(X) is an orthogonal decom- 
position of X. With respect to this decomposition s(A) H+ Hs(A)* = L 
becomes 
where s(A) = ($; z), H= (“,I i,). Then 
Z,H,+H,Z:=L, 
Z,H,+H,Z:=L,, 
where L, and L, are positive and invertible, H, is negative and invertible, 
H, is positive and invertible. It follows from the infinite-dimensional ver- 
sion of Lyapunov’s theorem, see [18, Theorem 41, that a(Z,) is contained 
in the open left half-plane and o(Z,) is contained in the open right half- 
plane. In particular, Z, -Z and Z, + Z are invertible. We can now show 
that s+(H): s+(A)(%) --s+(H)(X) is one-to-one. Let UES+(A)(X). Then 
with respect to the decomposition of .8 as s-(H)(*) 0 s+(H)(X)), u = 
(x, y). Since s+(A) = +(s(A) + I) and s+(A)u = U, it follows that s(A)u = U. 
Thus 
soZ,x+Z,y=x,orx=(Z-.Z,))‘Z,y.Butifs+(H)u=O, theny=O,so 
x=0 and u=O. So s+(H) is one-to-one when restricted to s+(A)(X). 
We now show that s+(H) maps s’(A)(X) onto s+(H)(%). For .YE 
s+(H)(X), let 
x=(Z-ZJ’Z,y 
and let UEA?=S-(H)(X)@s+(H)(S) be given by u=(x,y). Then 
s+(H)u = y, so we need only show that s’(A)u = u or s(A)u = u. An easy 
calculation shows that s(A)u = u if and only if 
(Z,(Z-Z,)-‘z,+z,-Z)y=O, (2) 
where Z is the identity on s’(H)(%). Since s(A)* = Z, we have that 
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where X= Z,(Z-Z,)-’ Z, +Z,-I. It follows that X=0 and Eq. (2) is 
satisfied. Hence u~.s+(A)(%) and s+(H)u=y, and s+(H) maps 
s+(A)(X) one-to-one and onto s’(H)(X). Since s-(A) =s+( -A) (as is 
easily seen by using the iterative algorithm to compute s(A)), applying 
what we just proved to -A and -H yields that s-(H) maps s-(A)(%) 
one-to-one and onto s-(H)(z). Q.E.D. 
As a corollary of Theorem 4, we have the following infinite-dimensional 
version of Sylvester’s law of inertia. In [S, Theorem 6.11 it is proved, 
without the assumption of H being invertible, that there are continuous 
one-to-one linear maps from s+(S*HS)(X) into s+(H)(s) and from 
s+(H)(Z) into s’(S*HS)(%). (In that case, s+(H) is the spectral projec- 
tion of H associated with that part of a(H) in the open right half-plane.) 
COROLLARY 5. Let H, SE B(Z) with H Hermitian and invertible and S 
invertible. Then the linear transformations 
s’(H) S*-‘: s*(S*HS)(c%)- s’(H)(W 
are both one-to-one and onto. 
ProojI Let A = HSS. Let 0 -C 6 be such that 616 SS. Then 
AH + HA* = 2HSS*H 2 2d2H2, so AH + HA* is positive and invertible. It 
follows from Theorem 4 that 
s+(H):s+(A)(%)+s+(H)(X) 
is one-to-one and onto. The iterative algorithm for computing s(A) shows 
that if T is invertible, then s+( TAT-‘) = Ts+(A) T-l. Thus 
s+(S*HS)=s+(S*AS*-‘)=S*s+(HSS*)S*-’. 
It follows that 
is one-to-one and onto. Q.E.D. 
Less detailed versions of the following theorem were proved for finite 
dimensions in [ 12, Theorem l] and for infinite dimensions in [ 18, 
Theorem 6; 3, Theorem 31. 
THEOREM 6. Let AE B(Z) with 6(A)=O. Let WE B(2) be positive 
with W=s+(A) Ws+(A)*+s-(A) Ws-(A)*. Then there is an Hermitian 
HE B(Z) with AH+ HA* = W. 
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Proof: As in the proof of Lemma 2, let Sk be Cauchy domains with 
boundaries C, such that 
{z~a(A): +Re(z)>O}cS, c {z: +Re(z)>s}, 
where s>O. Let s+ =s’(A) and 
0 H+= L- etAS+ w@‘)* etA* dt. TV 
It was shown in the proof of Lemma 2 that these improper integrals are 
norm convergent. Also 
= + s* w(s’)*. 
ThusA(H+-H._)+(H+-H-)A*= W. Q.E.D. 
We now consider a form of a converse of Theorem 4. The finite-dimen- 
sional version is in [20, Theorem 21. Let (c;,) for i, j = 0, 1, . . . . n - 1, be an 
n x n Hermitian complex matrix. Let 
n-l 
f(A) = C c,X’E,j, 
i, ., = 0 
and for A and H in B(S) with H Hermitian let 
n-l 
f”(A)= 1 +A*‘HA! 
i.j=O 
Common examples of such fH(A ) are HA+A*H and H-A*HA. We 
begin with an easy lemma. For A in B(Z) the approximate point spectrum 
of A, a(A), is the set of complex numbers 1 such that there is a sequence of 
unit vectors x, in 2 such that (A - 11) x, converges to zero in norm. 
LEMMA 7. Let H, A, and f he as above with W= fH(A). Zf xk is a 
sequence of unit vectors in Y? with (A - AZ) xk converging to zero in norm as 
k goes to infinity, then ([W- f(l)H] xk, x ) converges to zero as k goes to k 
infinity. 
Proof. By the definitions, we have that W- f(A)H is a finite linear 
combination of terms of the form A*pHAy - ;ip;iyH. But 
( [A*pHAy - lPIYH]xk, xk) 
= (HA”x,, (AP - lpZ)xk) + (H(AY - ~‘Z)X,, Apxk) 
which coverges to zero as k goes to infinity. Q.E.D. 
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COROLLARY 8. Let H be positive and invertible and let ,J E a(A). If W= 
fH(A) is positive and invertible, positive, or zero, respectively, then f(n) is 
>O, 3 0, or = 0, respectively. 
Proof. In the notation of Lemma 7, we have that 
(Wx,, +-f(A)(Hxk, x/c) 
converges to zero. By hypothesis, (Hxk, xk) 2 h for some h > 0. The cases 
W= 0 and W2 0 are then clear. If W is positive and invertible, note that 
(Wx,,x,)>wforsomew>O. Q.E.D. 
THEOREM 9. Zf f*(A) = W with W positive and H positive and invertible, 
then f (;1) > 0 for all JV in a( A) if and only if the pair (A*, W) is strongly 
con trollable. 
Proof. By Corollary 8, f(A) 2 0 for all A in a(A). For J. in a(A) choose a 
sequence of unit vectors xk with (A -II) xk converging to zero in norm. If 
f(A) =O, then Lemma 7 implies that ( Wxk, xk) converges to zero. Hence 
Wx, converges to zero in norm, as does 
WA’x, = W(A’ - 2’1) xk + I’ Wx, 
forj=O, 1,2 ,.... If (A*, W) were strongly controllable, then there would 
exist Co, C,, Cz, . . . . C, in B(z) such that 
I= f A*‘WC,= i C;cWA’. 
j=O J=o 
It would then follow that xk converges to zero, a contradiction. 
Conversely, if (A*, W) is not strongly controllable there is a Hilbert 
space Sn and a *-representation rc: B(X) --) B(SX) such that (n(A*), TC( W)) 
is not weakly controllable, see [2, Theorem 13). The subspace 
where [. ] means the norm-closed linear span of the set inside the brackets, 
is then properly contained in XX. Since L is an invariant subspace for 
x(A*), the matrix decomposition of n(A*) and n(W) with respect to XX = 
L@L’ is 
n(A*)=(A;l ;;I), 
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Let 1 be any complex number in a(Af,) and let x, be a sequence of unit 
vectors in L’ such that (,4:2 -AI) x, converges to zero in norm. Then 
(n(A)-II) O = A;:, 0~ Xl? 12 A,“-,)(j) n 
converges to zero and 
Thus 1~ u(Tc(A)) and (by [l, Corollary 51, for instance) a(x(A)) E a(A). 
Let Lim be any generalized limit on the space of bounded complex sequen- 
ces. Define a positive linear map p: B(XZ) -+ C by 
Then p(~( W)) = 0 and for all TE B(%$), p(T?r(A)) = p(T)I. Then 
0 = P(4 W) = P(Mf”(A 1)) = c C&w *‘HA’)) 
= &p p(n(H)). ( > 
Soy(A) p($H)) = 0 andf(l) = 0 since Z(H) is positive and invertible. Since 
A E u(A), this completes the proof of the theorem. Q.E.D. 
Two special cases of Theorem 9 seem worth singling out. See [20, 
Theorem 41 for the finite-dimensional case. 
COROLLARY 10. Let A, H, WE B(X) with W positive and invertible. 
Then 
(a) If A*H+ HA = W, then a(A) is contained in the open right half- 
plane if and only if (A*, W) is strongly controllable. 
(b) rf H- A*HA = W, then a(A) is contained in the open unit disk if 
and only if (A*, W) is strongly controllable. 
Let A be an n x n complex matrix and B an n x m complex matrix. 
Hautus has proved [9] that the pair (A, B) is controllable if and only if the 
n x (n + m) matrix [A -AZ, B] has rank n for every eigenvalue A of A. The 
methods used to prove Theorem 8 can also be used to prove the following 
infinite-dimensional version of this theorem. 
THEOREM 11. Let A, BE B(X). Then (A, B) is strongly controllable if 
and only if [A - XZ, B] maps &‘@ & onto 2 for every ,J E u(A*). 
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ProoJ If (A, B) is not strongly controllable, then there is a Hilbert 
space XX and a *-representation x B(X) + B(J$) such that (n(A), z(B)) 
is not weakly controllable; see [2; Theorem 131. The subspace 
L = [lz(A’) n(B)x: j> 0, x E Jg], 
where [ .] means the norm closure of the linear span of the set inside the 
brackets, is then properly containing in S,. The matrix decomposition of 
n(A) and rc(B) with respect to yi”, = L @ L’ is 
Let A E a(A,*) and choose unit vectors x, E L’ with (A& -AZ) x, converg- 
ing to zero in norm. Let 
0 
24” = 
( > XII . 
Then (n(A)* --AZ) U, and n(B*) U, both converge to zero in norm. Thus 
(n(A) - ,tZ)(n(A*) -AZ) + z(B) z(B*) 
is not invertible, so 
[A-AZ, B][A-;iZ, B]*=(A-AZ)(A*-lZ)+BB* 
is not invertible. Hence [A - XZ, B] is not onto, but 1 E a(n(A*)) E a(A*). 
Conversely, assume (A, B) is strongly controllable and assume 
Z= f A’BC,. 
i=O 
Let A E a(A*). If [A -AZ, B] were not onto, 
S=(A-XZ)(A*-IZ)+BB* 
would not be invertible and there would exist a sequence of unit vectors x, 
in X with Sx, converging to zero, so 
x,= i C,?B*A’*x n 
i=o 
= .f CTB*(A’*-I’Z)x,+ i ;1’C’B*x, 
i=O i=O 
converges to zero, a contradiction. Hence [A - AZ, B] is onto. Q.E.D. 
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