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Consider the Cauchy problem for a single quasi-linear conservation 
law, 
(wq + (Wx).f(4 = 0, 4% 0) = +(x)* (1) 
We assume that f is C” and uniformly convex, say a”f/au2 > E > 0. 
It is well known that even for smooth initial data (1) does not admit a 
solution for all t in the classical sense, but for arbitrary bounded measur- 
able initial data a global weak solution does exist. (Unique subject to 
additional constraints (see [4]).) In this paper we prove that for smooth 
initial data (in the Schwartz space) the solution of (1) is piecewise smooth, 
except for initial data in a certain subset of Y(R) of the first category. 
A measurable function u(x, t) satisfying the initial conditions is called 
a weak solution of (1) if 
j !i( $ + f(u) $1 dx dt = 0 
for all x E Ccm(R x (0, 00)). A smooth function u(x, t) with a jump 
discontinuity along a curve x = y(t) is a weak solution of (1) if and only 
if u satisfies the equation in the classical sense away from the curve and 
along the curve 
N = wM4~ (3) 
where [u] = u, - ud, the difference in the value of u on the right and 
left sides of the curve, and similarly for [f(u)]. We shall call such a 
discontinuity a shock curve if u,. < UC .
In the following theorem, our main result, we use the term piecewise 
smooth in a somewhat technical sense. We will suppose there is a 
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countable family r of smooth shock curves in H = R x (0, 03) such 
that only finitely many curves intersect any compact set, and we will 
require that u is a C” function on H N r. Each curve in I’is parametrized 
by time, say x = y(t). The shock curves may be finite or infinite in 
length, but a shock can terminate only by colliding with another shock 
to form a new shock. The shocks are disjoint, except for common 
endpoints arising from collisons, and no more than two shocks ever 
collide. We also understand the term piecewise smooth to imply that u 
has a continuous limit from both sides of any curve in I’, the limit being 
smooth at interior points of the curve. 
THEOREM. There is a set 9 C Y(R) of the first category such that for 
9 E Y(R) - i2 the solution of (1) is piecewise smooth. Moreover for 
4 E Y(W - 9 the total number of shock curves is finite. 
The proof of this theorem is perhaps more interesting than the result 
itself, which is not too surprising. The proof is an adaption of standard 
techniques from the theory of singularities of differentiable mappings, 
especially Thorn’s theory of catastrophes [6]. We have made a serious 
attempt to make this matrial accessible to analysts, including reproving 
some known results for which there were no adequate references. In 
particular, the unfolding theorem for the Riemann-Hugoniot catastrophe 
is proved in Section 2 and a naive version of the transversality theorem 
is proved in Section 3. Both these sections are self-contained, except the 
Malgrange preparation theorem is used in Section 2. Section 1 contains 
the more original part of the proof of our main theorem-that the solution 
of (1) is piecewise smooth. It follows from Section 1 and a refinement of the 
asymptotic analysis of the solution given by Lax [3] that the total number 
of shocks is finite; we give the proof in Section 4. Section 5 also 
contains an example of initial data for which infinitely many shocks 
develop in a finite time. 
Of course the regularity theorem above has a complete analogue in 
the case of periodic initial data; only a few modifications are required 
in the proof. 
1. PROOF OF A WEAKER THEOREM 
In this section we prove that for most initial data the solution of (1) 
is piecewise smooth, not ruling out the possibility of an infinite number 
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of shocks. Following Lax [3], for each initial function 4 we define a 
function H x R 
where a(u) = f’(u), g(u) = U(U) -f(u), and G(y) = JI C+(X) dx. Lax 
has shown that for almost all (x, t) there is a unique value of u which 
minimizes F(x, t, m), and he proved that U(X, t), the function defined 
(almost everywhere) to equal the value of u which minimizes F(x, t, a), 
is in fact the solution of (1). We show that generically the minimization 
process leads to a piecewise smooth function. We also give an independent 
proof that the function so obtained is the solution of (1). 
It follows from the convexity hypothesis that F(x, t, u) + ~XZ as 
u + &co. Therefore F(x, t, *) always has a minimum, and a minimizing 
value u must be a critical point of F, a solution of the equation 
Note that 
(aF/au)(x, t, 24) = 0. (1.1) 
(aF/au)(x, t, u) = tu’(u) {u - 4(x - 4w9 (1.2) 
and neither of the factors outside the brackets vanishes. It is easily 
checked that the differential of aF/& never vanishes when aF/au = 0, 
so (1.1) defines a smooth surface S in H x R. We record here the 
following relations that will be needed below: 
(W/iTx)(x, t, 24) = u on S, (1.3) 
ww(~, 4 4 = --f(u) on S. (1.4) 
Let U be the set of points (x, t) E H such that F(x, t, *) has a unique 
minimizing value U, and at the minimizing point (a2F/au2)(x, t, u) # 0. 
LEMMA 1.1. U is an open subset of H, and u(x, t), the minimizing 
function, is smooth on U. 
Proof. Suppose (x ,, , to) E U; let u0 be the minimizing value of u. 
Since by assumption (a2F/au2)(x,, t, , u,,) # 0, it follows from the 
implicit function theorem that there is an open neighborhood 0 of u0 
such that for (x, t) close to (x,, , to), (1.1) has a unique solution u(x, t) 
in 0. Note that by (1.2) the critical set of F(x, t, *) is contained in the 
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compact interval J =: {u: 1 ZJ 1 < C}, where C = sup2/ 1 I$( JJ)~. But there 
is a positive 6 such that 
for all u in the compact set J - 0, and by continuity 
F(x, t, 4 > F(x, t, 4x, t)) + a/2 
for u E J N 0 and (x, t) close to (x,, , to). Hence U(X, t) is the unique 
minimizing value of u for points close to (x,, , to). The proof is complete. 
We define the following subsets of H which classify some of the ways 
in which the minimization process can lead to a discontinuous function. 
Let 
r, = {(x, t): 3 two minimizing values for F(x, t, *), 
and at both a2F/8u2 # O}; 
I’?) = {(x, t): 3 three minimizing values for F(x, t, .), 
and at all a2F/8u2 # O}; 
rhf’ = {(x, t): 3 unique minimizing value for F(x, t, *), 
and here a2F/au2 = 0 but a4F/au4 # O}. 
Of course these sets depend on the initial data. We will prove below that 
for most initial data, no other possibilities arise. However, first we show 
that r, is a union of smooth curves across which the minimizing function 
has a jump discontinuity and that I’t’ and rhf’ consist of isolated points 
at which the curves in I’, begin and end. (The superscripts “c” and ‘f” 
are mnemonics for co&son and formation of shocks, respectively.) 
LEMMA 1.2. Any point (x0 , ,, t ) E r, has a neighborhood 6 such that 
r, n 0 is a smooth curve x = y(t) passing through (x0 , to). The minimizing 
function u(x, t) is smooth on both components of 0 - I’, . 
Proof. Let ur , u2 be the two minimizing values for F(x, , t, , *), and 
let ur(x, t), u2(x, t) be the two corresponding solutions of (l.l), defined 
in some neighborhood 0 of (x0 , ,, t ). By an argument similar to the proof 
of Lemma 1.1 we see that for nearby (x, t) the minimum of F(x, t, *) 
is assumed at either ur(x, t) or u2(x, t), or both. Hence every point of 0 
belongs to either r, or U, depending on whether F assumes the same 
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value at the two critical points. In other words r, n 0 is the solution set 
of the equation 
#(x, t) = qx, t, u&G t)) - qx, t, u&x, t)) = 0. (1.5) 
By (1.3) we have (@/&)(x0 , t,) = ug - ui # 0, so (1.5) defines x as a 
smooth function of t. This completes the proof. 
In the following lemma, by a half-curve originating at (x,, , t,) we mean 
a set of the form 
where y(t,) = x0 , and by a half-curve terminating at (x0 , to) we mean 
the analogous set with t < t, . Also, if 0 is a neighborhood of (x,, , to), 
we denote by 0’ the punctured neighborhood 0 N {(x0 , to)}. 
LEMMA 1.3. Any point (x 0 ) to) E ry has a neighborhood 0 such that 
r, n 0 is the union of three half-curves, two terminating and one originating 
at (x,, , to). The minimizing function is smooth on each of the three components 
of& -rl. 
Proof. Let u1 , u2 , us be the three minimizing values for F(x, , t, , v), 
with corresponding minimizing functions z+(x, t). Since for nearby (x, t) 
the minimum of F will be assumed at one (or more) of these points, every 
point of 6 belongs to either I’:“‘, I’, , or U. We have 
and 
I’~n~={F~=F~~F~}u{F~=F~~F~}u{F~=F~~F~}, (1.6) 
where Fi(x, t) = F(x, t, z+(x, t)). Each of the sets {F, = FJ, (F, = F3}, 
{F3 = F,) is a smooth curve passing through (x0 , to), and by the convexity 
off, no two of these curves are tangent at (x0 , to). Therefore I’p) n 0 
contains only the point (x 0 , to) and r, n 0 is the union of three half- 
curves. If for definiteness we assume that ui < ua < ua , then the first 
two half-curves in (1.6) terminate at (x 0 , to) and the third originates 
there. The proof is complete. 
LEMMA 1.4. Any point (x ,, , to) E rhf) has a neighborhood 0 such that 
r, n 0 consists of a half-curve originating at (x,, , to). The minimizing 
function is smooth on 0’ N I’, . 
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Proof. Let u,, be the minimizing value for F(x, , t, , *). Observe that 
pF/ad)(x 0, t, , z+,) = 0 for j = 1,2, 3 and Ca4F/au4)(x,, t, , q,) > 0, 
since at a relative minimum the first nonvanishing derivative must be of 
even order and positive. By the unfolding theorem of Section 2 there 
exist smooth functions CX~(X, t), V(X, t, U) such that 
F(x, t, 24) = [wcxy;y u)1L +i -$ olj(X, t)[v(x, t, u)]j 
j=o 
in some neighborhood of (x o , to , uo). In this neighborhood the critical 
set of F is defined by the equation 
aqav = v3 + olzv + o11 = 0. (1.7) 
If the discriminant D = -4aa3 - 270ri2 is negative then (1.7) has a 
unique real solution which is an absolute minimum of F; if D > 0, 
(1.7) has three solutions, two relative minima and one relative maximum; 
if D = 0, (1.7) h as at least two coincident roots, but in any event F has 
only one relative minimum. Therefore every point in some neighborhood 
0 of (x0 , to) belongs to either r:f’, r, , or U. Now rhf) n 0 = (01~ =- 
01~ = 0}, and a point (x, t) belongs to r, n 0 if and only if there is a 
solution to the system of equations 
El: F(x, t, ul) - F(x, t, UJ = 0 
E,: g (x, t, ul) = 0 
E3: g (x, t, u2) = 0 
with ui # u2 and both close to u. . We express these equations in terms 
of v and form the indicated linear combinations: 
El - Iti@1 - “2W2 + E3): -i(% - wJ3 (01 + v2) = 0, 
E, + E,: (013 + v2”) + a2(v1 + u2) + 2% = 0, 
E, - E,: (211 - f&h2 + VlV2 + 022 + 4 = 0. 
If these equations have a solution with vi # vs , then vi = -v,; by the 
second equation 01~ = 0 and by the third a2 -C 0. That is, F, n 0 = 
(a1 = 0, a2 < 01. 
The computations below, needed to complete the proof, follow from 
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the definition of F. At the critical point, where (iYF/&~)(x, , t, , u,,) = 0 
for j = 1,2,3, we have 
da1 =d(E) =gd(g) =$ix-a(u)df) (1.8) 
and 
da, =d($) = (g)Zd(g) +gd(g), 
so that 
da, A da, = (2)” d (g) A d ($) = - (~)“d(u) dx A dt. 
Since da1 A da, # 0, the pair 01 i , 01~ form a nonsingular set of coordinates 
near (x,, , to). In particular, rij) contains only the point (x, , to). By (1.8), 
so the equation 01i(x, t) = 0 defines x as a smooth function of t. Finally 
it follows from the sign of da, A da, that r, A Q = (CII~ = 0, a[2 < 0} 
is contained in the half plane {t > to}. This completes the proof. 
We claim that there is a set 52 C Y(R) of the first category such that 
for 4 E Y(R) - L? 
H = U u I’ 1 u l+ u r(” 0 0 . (1.9) 
Indeed a point (x, t) fails to belong to one of these four sets only if (1) 
there is a minimizing value for F(x, t, -) at which (a2F/ih2) and (a4F/h4) 
both vanish, (2) there are two distinct minimizing values at one of which 
(a2F/h2) vanishes, or (3) there are four or more distinct minimizing 
values. To rule out possibility (l), f or example, it suffices to show that 
the system of equations 
(aF)/auj)(x, t, 24) = 0, j = 1, 2,3,4 (1.10) 
has no solution. In the notation of Section 3, (1.10) may be written 
j,F(x, t, u) = 0; and according to Theorem 3.1, by restricting the initial 
data we can in fact arrange that (1.10) h as no solution. Similarly to rule 
out possibilities (2) and (3) it suffices to show that neither of the systems 
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has any solution with distinct values of U. Again by Theorem 3.1 this 
will be the case for most initial data, which proves the claim. 
Suppose that (1.9) holds for an initial function 4. By Lemma I .I, 
r = r, u I’F’ u rif’ is a closed subset of H, and r is covered by 
neighborhoods of the type described in Lemmas 1.2, 1.3, 1.4. For any 
compact set K C H, by choosing a finite subcover of K n r we see that 
K n r consists of the union of a finite number of smooth curves. 
Moreover since H is a countable union of compact sets, r is a countable 
union of smooth curves. Therefore the minimizing function U(X, t) is 
piecewise smooth if (1.9) holds. 
Finally we prove that U(X, t) is the solution of (I), providing that (1.9) 
holds. On U the minimizing function satisfies the equation 
24 - c$(x - a(u)t) = 0, 
and it follows by direct computation that U(X, t) is a solution of Eq. (1). 
Moreover for small t, U(X, t) is a smooth function which assumes the 
correct initial data as t -+ 0. Any shock curve which separates two 
components of U is defined by an equation of the form (1.5), and it 
follows from (1.3), (1.4) that the jump relation (3) is satisfied along the 
curve. Moreover the smaller values of u always occur on the right side 
of a shock. This completes the proof. 
2. THE UNFOLDING THEOREM 
This section contains a simplified derivation of the so-called universal 
unfolding of the Riemann-Hugoniot catastrophe, one of the seven 
elementary catastrophes of Thorn [6]. 
THEOREM 2.1. Let F(x, u) be a smooth function on lRk x R such that 
(iW/iW)(O, 0) = 0 for j = 1, 2, 3 but (a4F/8u4)(0, 0) > 0. There exist 
smooth functions, C+(X) on Rk and v(x, u) on lRk x R, such that in some 
neighborhood of the origin 
F(x, 4 = t[+, 41” + i 4x)[+, 4lj. (2.1) 
j=O 
Moreover (av/%)(O, 0) # 0. 
In proving Theorem 2.1 we shall need the Malgrange division theorem. 
A proof of this result is given in [5]. 
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LEMMA 2.2. Let f(x, u) b e a smooth function on I!@ x R such that 
(aif/&d)(O, 0) = 0 for j = 0, l,..., m - 1 but (Pf /iZW)(O, 0) # 0. For 
any smooth function x(x, u) on Rk x [w there exist smooth functions Ai( 
Q(x, u) such that in some neighborhood of the origin 
m-1 
x(x, 4 = Q(x, 4 f(% 4 + c A,(x) 22. 
j=O 
Proof of Theorem 2.1. It suffices to derive the representation (2.1) 
for functions which satisfy the additional hypothesis that F(0, 0) = 0, 
since in general F(0, 0) may b e included in the zeroth order term aO(x) 
on the right. Moreover we may assume without loss of generality that 
F(0, u) = u4/4, f or certainly F(0, U) = u4f (u)/4 where f (0) > 0 and we 
may make the nonsingular substitution u’ = [f(u)]%. 
We shall derive (2.1) by continuous deformation; that is, for 0 < E < 1 
we construct functions ai(x, E), V(X, U, l ) such that 
(1 - +J4/4) + rqx, u) = (1/4)[ v ( x, u, c)]” + i a,@, E)[v(x, 24, l )]j, 
j=O 
where of course V(X, U, 0) = u and ai(x, 0) = 0. As a technical device 
we add extra parameters to the left hand side of this equation. Let 
G(x, Y, u, ~1 = ((1 - c)(u4/4) + +, 41 + Y# + ~1” + ~0: 
we will construct functions aj(x, y, E), z)(x, y, U, C) such that 
G(x, Y, *, 6) = &J(x, Y, u, <)I” + i a&, y, E)[+, y, 11, E)]$. (2.2) 
j=O 
Of course we may recover (2.1) f rom (2.2) by restricting to the manifold 
{Y = 0, E = l}. Observe that the right-hand side of (2.2) equals 
G(x, -> -> 0) composed with the transformation CD%.: [wa x [w -+ ~3 x R 
given by @,4 Y, 4 = (4x, Y, 4, +, Y, U, E)). It is technically simpler 
to work with the inverse of this transformation, say @;t( y, U) = 
(b(x, y, E), w(x, y, u, E)). We must then show that 
G(x, b(x, Y, 4,4x, Y, u, E), 4 = G(x, Y, u, 0). (2.3) 
Let x(x, u) = u4/4 - F(x, u). W e c 1 aim that there are smooth functions 
A& Y, E), Q(x, y, u, E) such that 
x(x, 4 = 8(x, Y, u, 4 g (x, Y, u, 4 + f 4(x, Y, 4 uj (2.4) 
j=O 
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in some neighborhood of the compact set K = ((x, y, U, E): x = y = u = 0, 
0 < c < l}. In applying Lemma 2.2 to prove this claim we regard 
x’ = (x, y, c) as a single variable in Rk’, where K’ = K + 4. Note that 
(aG/au)(O, 0, u, c) = u 3. Thus at any point in K, aG/au satisfies the 
hypothesis (with m = 3) on the divisor functionf in Lemma 2.2. Hence 
by this lemma, any point in K has a neighborhood in which there exist 
smooth functions Ai , Q which satisfy (2.4), and we may cover K by 
finitely many such neighborhoods. By adding these local solutions of (2.4) 
together with a partition of unity we may obtain the desired smooth 
functions Aj , Q, defined in a neighborhood of K and satisfying (2.4). 
kObserve that x(x, u) vanishes for x = 0; hence we may write x(x, u) = 
C=r x@(x, u), for some smooth functions xe . Each of the functions 
xce) may be expanded as in (2.4), say with coefficients Ay’, Q(“). By 
defining Aj = L’xtAY’, Q = L’x~Q(~), we may obtain a solution of (2.4) 
such that the coefficients Aj(x, y, E), Q(x, y, u, l ) also vanish for x = 0. 
Suppose that for each X, y, u in some neighborhood of zero, the 
initial value problem 
2 (c) = 4(x,f(4, E), h(O) = Yj > j = 0, 1,2, 
2 (c) = Q(%f(E>1 gkh El7 
(2.5) 
g(0) = % 
may be solved for 0 < E < 1, where Aj , Q are the coefficient functions 
in (2.4). Let bi(x, y, E), w(x, y, u, c) be the solution of (2.5). We claim 
that with this definition (2.3) is satisfied. Certainly (2.3) is satisfied with 
E = 0. Using the chain rule one easily computes 
and by (2.4), (2.5) th is expression vanishes. Hence the derivative with 
respect to E of both sides of (2.3) vanishes. This proves the claim. 
To complete the proof it remains only to show that (2.5) may be 
solved on the interval [0, l] and that the resulting transformation 
YZ,r: R3 x R --t lFF’ x Iw given by ‘u,,,( y, u) = (f, g) is invertible. 
Recall that we may choose the functions Ai, Q to vanish for x = 0. 
If we restrict x to a small neighborhood of the origin, the right hand side 
of (2.5) will be small, and the necessary estimates follow readily from 
this observation. 
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3. THE TRANSVERSALITY THEOREM 
We introduce a compact notation for certain systems of eqrations 
that appeared in Section 1. Suppose G is a smooth function on H x R. 
For any C$ E Y(R) let 
F(x, t, u) = G(x, t, u) + @(x - a(u)t), (3.1) 
where a(u) = f’(u) and 0(y) = J:+(X) dx. Of course F depends on 4, 
although we do not indicate this dependence explicitly. If K is a positive 
integer let j,F: H x R + Rk be the map 
j$(x,t,u) = 
( 
g,$ ,..., $. 
) 
If cy = (k, ,...) A,) is a multi-index let J.&R) = IP-l x lJE1 lWk{ and 
let&F: H x Rm --+ J,$R) be the map 
j,F(x, t, u1 ,..., u,) = (Fl -F, ,...,Fmel - F, ,jkFl ,...,jkmF,J, 
where Fc denotes F(x, t, ZQ). Note that J,(R) is a vector space of dimension 
N,=m-l++cuI,sotheformula 
jJ(x, 4 ul ,..., u,) = 0 (3.2) 
is a shorthand for a system of N, equations. In particular if 1 01 1 > 3, 
then (3.2) is an overdetermined system. The transversality theorem 
asserts that normally in this case (3.2) has no solutions. (We retain the 
name “transversality theorem,” although Theorem 3.1 is only a very 
special case of the full transversality theorem.) 
THEOREM 3.1. Given any multi-index 01 with 1 01 ) > 3, there is a set 
Sz C Y(R) of the jirst category such that for 4 E Y(R) - i.2 (3.2) has no 
solution with distinct values of u1 ,..., u, . 
This theorem, which asserts that usually (3.2) has no solution which 
belongs to H x (!P N A), where 
A = {(z+ ,...) urn) E UP: ui = ui for some i # j}, 
is an immediate consequence of the following result. 
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THEOREM 3.2. If OL is a multi-index and if K is a compact subset of 
H x (UP - A), let 
sz ol,K = {$ E Y(LR):jaF is nonzero on K}. 
Then for I a I > 3, Q,,, is open and dense in Y(W). 
It is trivial to verify that Sz,,, is open. We base our proof that J&K is 
dense on the lemma below. In this lemma 8, denotes the space of poly- 
nomials in one variable of degree at most N. For each p E YN we define a 
function P(x, t, U) = P(x - a(u)t) on H x R, where P(y) = Ji p(x) dx. 
LEMMA3.3. SuppOseol=(k, ,..., h,) is a multi-index and (x,, , t,, u1 , . . . , u,) 
is a point in H x (!Rm N A). The linear map 8, --+ Ja( R) given by 
P --+jJY% , to 7 Ul >**-, 24,) is surjective if N 3 m + j 01 I. 
Proof. We must show that there is a function on the line Q(u), of 
the form Q(u) = P( x,, - a(u) to), where P(y) = J-i p(x)dx and p E PN 
such that 
Q(zld) - P(w+J = h > G = l,..., m - 1 
(wuy Q(w) = Cj.d j = l,..., kd ; G = l,..., m, 
(3.3) 
for an arbitrary right hand side. Certainly we could solve this interpola- 
tion problem with Q( ) u a o p ly nomial of degree at most m + / 01 j - 1; 
indeed we could prescribe &(uc) f or all t, not merely the differences in 
(3.3). It follows by a simple argument that if 4: R + [w is a diffeomor- 
phism of the line onto itself, we may solve (3.3) with Q(u) = P 0 4(u), 
where P is a polynomial of degree at most m + / cy. 1 - 1. Moreover 
we claim that (3.3) admits a solution of the form Q(U) = P 0 #(u) with P 
a polynomial of degree at most m + 1 01 1 and subject to the restriction 
P(0) = 0; if none of the numbers #(ui),..., #(u,) equals zero, the claim 
is obvious, and if for example #(urn) = 0 we may still solve (3.3) subject 
to the constraint Q(u,) = 0. But if P(0) = 0, then P(y) = sip(x) dx 
for some polynomial p of lower degree. Hence the lemma follows from 
the observation that #(u) = x0 - a(u) t, is a diffeomorphism of the line. 
We now prove that Q,,, is dense in Y(R), providing I 01 I > 3 and 
K C H x (Rm N A) is compact. Suppose 4 E Y(R) is given. Choose an 
integer N > m + I CY / and let 
S = {p E 9,: j,(F + P) = 0 has a solution in K}. 
Below we show that S has measure zero in P,,, . Thus any neighborhood 
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of zero in 9N contains points of 9N - S. Therefore a small perturbation 
of 4 which belongs to Qn,,, may be obtained from a function of the form 
4’ = 4 + xp, where p E 8, N S and x E Y(R) is a test function such 
that ia = j,P on K. 
Let V be an open neighborhood of K in H x (Rm - A). To prove 
that S has measure zero, we define a smooth mapf: I’ x 9’N + J,$R), 
f((% t, Ul ,..., %n),P) = imp + P>(x, 4 u1 ,..., %I). 
By Lemma 3.3, for each point of V, the restriction off to YN is surjective. 
Since the Jacobian of a linear map is equal to the map itself, it follows 
that the Jacobian df has rank N, everywhere, where N, = dim Ja(R) = 
m - 1 + 1 01 1. Therefore A! = f-l(O) is a smooth submanifold of 
V x YN of codimension N, , hence of dimension dim sl, + (3 - 1 01 I). 
Let 77: V x gN--+gN be the canonical projection. If 1 01 1 > 3, then 
dim A’ < dim gN; thus n(A) has measure zero, being the smooth 
image of a manifold of lower dimension. Now it is easily seen that 
S C n(A), so S also has measure zero. This completes the proof. 
4. ASYMPTOTIC ANALYSIS 
We will prove in this section that for most initial data the total number 
of shocks is finite. The basis for this proof is Proposition 4.2 below, 
which asserts that in the generic situation the solution of (1) is smooth 
for large t, except for two shocks which diverge from one another. This 
result is a slight refinement of Theorem 6.4 of [3], and we will only 
describe how Lax’s proof must be modified. 
We recall the notation of $1, G(y) = ]i +(x) dx. Since 4 E Y(R), 
we may define the limits @(i 00). We will call a minimum y0 of @ 
nondegenerate if @“(ys) > 0. The following lemma asserts that the 
hypothesis in Proposition 4.2 is a generic property. 
LEMMA 4.1. There is an open dense set AcY(R) such that for C$ E A, 
the associated function CD has a unique nondegenerate minimum at y = y,, , 
where lyOl < co. 
Proof. Let A be the set of functions in 9’(R) with the indicated 
property. It is clear that A is open, so we only prove that A is dense. 
Suppose + E 9(R); if q5 6 A, then 
@(f m) = W@(y): I y  I -c m}, 
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and for definiteness we assume that @(+a) equals this infimum. In 
other words, Jp 4(x) dx < 0 f or any c E R. We claim that for any neigh- 
borhood JV of 4, we may choose a function $I E ,/lr n A of the form 
Indeed, if k is sufficiently large and l sufficiently small, then 1G, will 
belong to J1’” for any choice of c. On the other hand, since 4 E Y(R), we 
have Jy d(x) dx = O(C-(~~+~)), but 
e-(r-c)~ 
(1 + X2)R 
dx = O(cc2”); 
thus for c sufficiently large Ye(c) < ‘u,(a). Hence, Ye assumes its 
minimum at a finite point. Moreover some choice of c leads to a non- 
degenerate minimum. This completes the proof. 
Assuming Proposition 4.2 we may easily verify that generically the 
total number of shock is finite. Choose T such that for t > T there are 
only two smooth shock curves. It is a simple matter to show that there is 
a constant C such that no shocks form in the region {(x, t): / x j > C, 
0 < t < T}. Of course only finitely many shocks form in the compact 
region {(x, t): 1 x 1 < C, 0 < t < T), so the claim foIIows. 
PROPOSITION 4.2. Suppose @ has a unique, tiondegenerate minimum at 
y = y0 , where 1 y,, [ < 03. Then for su$iciently large t there are precisely 
two smooth shock curves, and these tend asymptotically to the curves 
Here 
and 
x - ct = yo + cd(t)‘i2, x - ct = y. - fi(t)V. (4.1) 
c = f’(O), 01 = P.f”(wq~) - @(ro)1>“2, 
B = w”(o)r@(--co) - @bd1~““~ 
Proof. Let j(u) = f (u) -f (0) - uf ‘(0). Note that if u(x, t) is a 
(strong or weak) solution of 
(WW + (qwf(u) = 0, (4.2) 
then u(x - ct, t) is a solution of (1). In fact the transformation x’ = 
x - ct, t’ = t provides a one-to-one correspondence between solutions 
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of (1) and solutions of (4.2). Therefore in carrying out the asymptotic 
analysis of (1) we may assume without loss of generality that f(0) = 
f ‘(0) = 0. 
In $1 the solution U(X, t) was described as that function which for each 
(x, t) minimizesF(x, t, *). In this section it is more convenient to perform 
the minimization with respect to a different independent variable; namely, 
the starting point (at t = 0) of the characteristic line through (x, t) with 
slope U(U). This procedure is completely equivalent to $1, and in fact 
follows Lax [3] more closely. Let 
h(s) = mtx{us -f(u)}. 
For any (x, t) let y be the point which minimizes the function 
G(x, G Y) = t W - r)/t> + W); 
then from Lax we have U(X, t) = 4(y). The function h, the conjugate 
off, is smooth and convex on R and tends to infinity as s + f co. By 
our normalization above we have arranged that h(0) = h’(0) = 0. Thus 
there exist positive constants E, C such that for 1 s ) < 1 and i = 0, 1,2 
E I s F-j d /(-p(s) ( < c 1 s 12-i. (4.3) 
Choose a constant 6 > 0 such that Q”(y) is nonvanishing for 
1 y - yc, 1 < 6. There is a positive constant E such that 
@(Y) 2 @(Yo) + E for I Y -y. I 3 6. 
Also, since 4 E 9(W) there is a constant C such that 
(4.4) 
@(Y) > @(co) - C/(1 +yy2 for y > 0, 
with a similar estimate as y + - co. 
We divide {(x, t): t > T} into two overlapping regions: let 
(4.5) 
V, = {(x, 1): t > T and I x I < t213) 
V, = {(x, t): t > T and I x ( > t1J3}. 
The proof of Proposition 4.2 consists of the following five claims. In each 
of these claims, the phrase “If T is sufficiently large” should be under- 
stood. 
REGULARITY THEOREM FOR CONSERVATION LAWS 383 
(1) If (x, t) E V,, , the equation (aG/ay)(x, t, y) = 0 has a unique 
solution Ya(x, t) in the interval (y,, - 6, y0 + 6). This solution depends 
smoothly on (x, t), and 
G(x, t, Y,,) = t h (7) + @(yo) + e&, t), (4.6) 
where 
e. = 0(F13) and ae,- 
8X 
- O( T--1/3). (4.7) 
(2) If (2, t> E v’, , the equation (aG/ay)(x, t, y) = 0 has a unique 
solution Y,(x, t) in the interval (x - 1, x + 1). This solution depends 
smoothly on (x, t), and for x > t113 
where 
G(x, t, Y,) = @(co) + e&, t), (4.8) 
L- O(F) and 
ae 
e m 2 = O(F). ax (4.9) 
Similar estimates hold for x < -t113. 
(3) If (x, t) E V, - I’, , then the absolute minimum of G(x, t, *) 
occurs at y = Ya(x, t). 
(4) If (x, t) E V’, - I’, , then the absolute minimum of G(x, t, .) 
occurs at y = Ya(x, t). 
(5) If (x, t) E vo n v’, , then the absolute minimum of G(x, t, .) 
occurs either at y = Y,,(x, t) or y = Y&x, t), and in either component 
of V,, n V, the equation 
‘3~ t, Y,,) = G(x, t, Ym) (4.10) 
defines a smooth curve x = y(t) with the asymptotic behavior given 
in (4.1). 
We only give the core of the proof of each of these claims, believing 
that the reader familiar with [3] will be able to fill in the details. 
Claim 1: In V, , when y = y0 the equation (aG/ay)(x, t, y) = 0 is a 
small perturbation of the trivial equation (M/ay)(y) = 0 which has a 
nondegenerate root at y = y0 . By the estimates (4.3), the perturbing 
term, --h’((x - y)/t), and its derivative are both O(t-li3), so (4.6) and (4.7) 
follow. Claim 2: In V, , when y M x the equation (aG/ay)(x, t, y) = 0 
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is a small perturbation of the equation h’((x - y)/t) = 0, which has a 
nondegenerate solution at y = x. The estimates (4.8) and (4.9) follow 
from the fact that 4 E y(W). Cl aim 3: By (4.4), if Iy -yO 1 3 6 then 
G(x, CY) 3 @(yo) + E, 
where we have used the fact that h(s) > 0. On the other hand in V, N V,, 
we have by (4.2) that t h((x - ys)/t) = O(T-l13); thus from (4.6) 
G(x, t, Yo) < inf(G(x, t, y): I Y - y. I 2 6). 
Claim 4: In V, N V, , the term t h((x - y)/t) becomes large unless 
y = x; it follows that the minimum of G(x, t, *) occurs at y = Y,(x, t). 
Claim 5: By arguing as in the preceeding two claims one may show that 
for t1J3 < x < t213 
and 
G(x, t, Y,) < $f{G(x, t,y): I y -y. I > 6,~ < tlls} 
G(x, t, Y,) -=c $f{G(x, t, y): 1 y - x I 3 1, y > M}. 
Thus the absolute minimum of G(x, t, *) occurs at y = y. or y = Y, . 
It follows from the error estimates (4.7) and (4.9) that (4.10) defines a 
smooth curve x = y(t) in {(x, t) E V, n V’,: x > O}. By (4.6) and (4.8), 
asymptotically this curve is given by 
t 4(x - YohY = @(Co) - @(Yo)* 
Formula (4.1) results from the expansion h(s) = (l/2) h”(0) s2 for s M 0 
and the observation h”(0) = l/f”(O). The case -t2j3 < x < -t1/3 is 
handled similarly. 
Our proof is now complete. 
5. AN EXAMPLE OF NONGENERIC BEHAVIOR 
We give an example of initial data for which the solution of (1) has 
infinitely many shocks in a bounded region. For simplicity we consider 
only the model equation with f(u) = u2/2. Let 4(u) be a monotone 
increasing function such that the zeros of $’ have an accumulation point 
at zero. Such a function may be obtained, for example, by integrating 
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e-1/x2 sin2(l/x). W e will also suppose that #(O) = 0 and that #(u) = u 
for 1 u 1 > 1. Choose x E C,m(R), an even function such that x(x) = 1 
for - 1 < x < 1 and such that x decreases monotonically to zero as 
x -+ co. Let 
Ax, 4 = xcax + 4041 + [I - X(41~. 
It is easily verified that the differential of g is everywhere nonzero, so the 
equation g(x, U) = 0 defines a smooth curve C in the plane. However 
more is true: 
PglW(x, 4 = 1 - x(x) + x(4 $qu) 2 0 
with equality only if x(x) = 1, $‘(u) = 0; and there is a positive constant 
us such that for 0 < E < 2~ we have (ag/&) + c(ag/ax) > 0. In 
particular it follows by the implicit function theorem that the equation 
g(x + E,+, U) = 0 defines a smooth function u = 4(x), where 4 E Ccm(R). 
The solution of (1) with this function 4 as initial data may be obtained 
from the surface 
s = {(x, t, u):g(x + Es24 - ut, 24) = O}. 
For t < E,, , S is the graph of a smooth function U(X, t), but at t = E,, 
a shock forms at x = #(uJ for each value of u,, which is a zero of #‘. 
Therefore a countable number of shocks form when t = E,, . 
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