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Abstract This paper presents an approach for reducing
uncertainty related to the process of land-cover change (LCC)
prediction. LCC predictionmodels have, almost, two sources
of uncertainty which are the uncertainty related to model
parameters and the uncertainty related to model structure.
These uncertainties have a big impact on decisions of the
prediction model. To deal with these problems, the proposed
approach is divided into three main steps: (1) an uncertainty
propagation step based on possibility theory is used as a
tool to evaluate the performance of the model; (2) a sen-
sitivity analysis step based on Hartley-like measure is then
used to find the most important sources of uncertainty; and
(3) a knowledge base based on machine learning algorithm
is built to identify the reduction factors of all uncertainty
sources of parameters and to reshape their values to reduce
in a significant way the uncertainty about future changes of
land cover. In this study, the present and future growths of
two case studies were anticipated usingmulti-temporal Spot-
4 and Landsat satellite images. These data are used for the
preparation of prediction map of year 2025. The results show
that our approach based on possibility theory has a potential
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1 Introduction
LCC is a central issue in the sustainability debate because of
itswide range of environmental impacts.Models of LCCstart
with an initial land-cover situation for a given case study area.
Then, they use an inferred transition function, representing
the processes of change, to simulate the expansion and con-
traction of a predefined set of land-cover types over a given
period. LCCmodels help to improve our understanding of the
land system by establishing cause-effect relations and testing
themonhistoric data. Theyhelp to identify the drivers ofLCC
and their relative importance. In addition, LCC models can
be used to explore future land-cover pathways for different
scenarios. However, the performance of the LCC prediction
models is affected by different types of uncertainties (i.e.,
aleatory or/and epistemic uncertainties). These uncertainties
can be subdivided into two sources: parameter uncertainty
(adequate values of model parameters) [1,2] and structural
uncertainty (ability of the model to describe the catchment’s
response) [3]. These sources contribute with different levels
to the uncertainty associated with the predictive model. It is
important to quantify the uncertainty due to uncertain model
parameter, but methods for quantifying uncertainty due to
uncertainty in model structure are less well developed. For
quantifying, probability theory is generally used. Moreover,
numerous authors conclude that there are limitations in using
probability theory in this context. So far, several alternative
frameworks based on non-probabilistic theories have been
proposed in the literature. By no means do the promoters
of theories pretend to replace probability theory; they just
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present different levels of expressiveness that leave room for
properly representing the lack of background knowledge [4].
The most common theories that are used from these alterna-
tives are imprecise probabilities [5], random sets [6], belief
function theory [7], fuzzy sets [8], and possibility theory [9].
In our context of continuous measurements, the possibil-
ity theory is more adapted, because it generalises interval
analysis and provides a bridge with probability theory by its
ability to represent a family of probability distributions. In
summary, the possibility distribution has the ability to han-
dle both aleatory and epistemic uncertainty of pixel detection
through a possibility and a necessity measures. In this frame-
work, the possibility distributions of the model outputs are
used to derive the prediction uncertainty bounds.
Understanding the impact of parameter and structural
uncertainty on LCC prediction models outcomes is crucial
to the successful use of these models. On the other hand,
model optimizationwithmultiple uncertainty sources is com-
plex and very time-consuming task. However, the sensitivity
analysis has been proved to be efficient and robust to find
the most important sources of uncertainty that have effect
on LCC prediction models output [1,9,10]. Parameter sensi-
tivity analysis allows to examine effects of model parameter
on results, whereas structural sensitivity analysis allows to
modify the structure of the model and to identify the possi-
ble structural factors that affect the robustness of the results
(vary structure of model and see impact on results and trade-
offs between choices). Several sensitivity analysis methods
exist, including screening method [11], differential analysis
[12], variance-based methods [13], sampling-based methods
[14], and a relative entropy-based method [15]. However,
all these require specific probability distribution in mod-
eling both model parameters and model structure. In the
literature, previous non-probabilistic methods of sensitivity
analysis are developed [16,17]. Several studies have con-
firmed the robustness of use of Hartley-like measure to apply
sensitivity analysis in fuzzy theory framework in numer-
ous fields [33–35]. Minimum value to Hartley-like measure
of the model output is considered to be the most sensitive
source.
Based on possibilistic approach, this study proposes an
approach for reducing parameter and structural uncertainty in
LCC prediction modeling. The proposed approach is divided
into three main steps: (1) an uncertainty propagation step
basedonpossibility theory is used as a tool to evaluate the per-
formance of the model; (2) a sensitivity analysis step based
on Hartley-like measure is used to find the most important
sources of uncertainty; and (3) a knowledge base based on
machine learning algorithm is built to identify the reduction
factors of all uncertainty sources of parameters. Then, values
of these parameters are reshaped to improve decisions about
future changes of land cover in Saint-Denis city, Reunion
Island and Cairo region, Egypt.
The rest of this paper is organized as follows: Sect. 2
presents a description of the proposed approach for reducing
uncertainty throughout themodel of LCC prediction. Results
are given and described in Sect. 3. Finally, conclusion and
future works are outlined in Sect. 4.
2 Proposed approach
Modeling LCC helps analyzing causes and consequences
of land change to support land-cover planning and policy.
In the literature, previous models are proposed for predict-
ing LCC [18–23]. In this study, we use the LCC prediction
model described by Boulila et al. in [18]. This model exploits
machine learning tools to build predictions and decisions for
several remote sensing fields. It takes into account uncer-
tainty related to the spatiotemporalmining process to provide
more reliable and accurate information about LCC in satellite
images.
In this paper, the proposed approach for reducing parame-
ter and structural uncertainty is applied to model presented
in [18] and it has the following steps (Fig. 1): (1) identify-
ing uncertainty related to parameters and model structure;
(2) propagating the uncertainty through the LCC predic-
tion model using the possibility theory; (3) performing a
sensitivity analysis using the Hartley-like measure; and (4)
constructing knowledge base using machine learning algo-
rithm to improve parameters’ quality.
2.1 Step 1: identifying parameters and structure
of LCC prediction model
2.1.1 Choice of parameters
Input parameters of LCC prediction model describe the
objects’ features extracted from satellite images which are
the subject of studying changes. In this study, we consider
26 features: ten spectral, five texture, seven shape, one vege-
tation, and three climate features. Spectral features are: mean
values and standard deviation values of green (MG, SDG),
red (MR, SDR), NIR (MN, SDN), SWIR (MS, SDS), and
monospectral (MM, SDM) bands for each image object. Tex-
ture features are: homogeneity (Hom), contrast (Ctr), entropy
(Ent), standard deviation (SD), and correlation (Cor) gener-
ated from gray-level co-occurrence matrix (GLCM). Shape
and spatial relationship features are: area (A), length/width
(LW), shape index (SI), roundness (R), density (D), metric
relations (MR), and direction relations (DR). Vegetation fea-
ture is: Normalized Difference Vegetation Index (NDVI) that
is the ratio of the difference betweenNIR and red reflectance.
Finally, climate features are: temperature (Tem), humidity
(Hum), and pressure (Pre). These features are selected based
on previous results, as reported in [18], and are considered
as input parameters to the LCC model.
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Fig. 1 General modeling
proposed framework
Uncertainties related to these input parameters are very
numerous and affect model outputs. In general, these uncer-
tainties can be of two types: epistemic and aleatory. The type
of uncertainty of each parameter depends on sources of its
uncertainty. Therefore, it is necessary to identify uncertainty
sources related to input parameters:
– Uncertainty sources of spectral parameters Several stud-
ies investigated effects of spectral parameters [28].
Among these effects, we list: spectral reflectance of the
surface (S1), sensor calibration (S2), effect of mixed pix-
els (S3), effect of a shift in the channel location (S4),
pixel registration between several spectral channels (S5),
atmospheric temperature andmoisture profile (S6), effect
of haze particles (S7), instrument’s operation conditions
(S8), atmospheric conditions (S9), as well as by the sta-
bility of the instrument itself characteristics (S10).
– Uncertainty sources of texture parameters Among these
sources, we list: the spatial interaction between the size
of the object in the scene and the spatial resolution of the
sensor (S11), a border effect (S12), and ambiguity in the
object/background distinction (S13).
– Uncertainty sources of shape parameters Uncertainty
related to shape parameters can rely to the following fac-
tors [28]: accounting for the seasonal position of the sun
with respect to the Earth (S14), conditions in which the
image was acquired changes in the scene’s illumination
(S15), atmospheric conditions (S16), and observation
geometry (S17).
– Uncertainty sources of NDVI Among factors that affect
NDVI, we can list: variation in the brightness of soil
background (S18), red andNIRbands (S19), atmospheric
perturbations (S20), and variability in the sub-pixel struc-
ture (S21).
– Uncertainty sources of climate parameters According to
[29], uncertainty sources related to climate parameters
can be: atmospheric correction (S22), noise of the sensor
(S23), land surface emissivity (S24), aerosols and other
gaseous absorbers (S25), angular effects (S26), wave-
length uncertainty (S27), full-width half-maximumof the
sensor (S28), and bandpass effects (S29).
2.1.2 Description of model structure
In this study, we use the LCC prediction model described in
[18]. This model is divided into three main steps. It starts
by a similarity measurement step to find similar states (in
the object database) to a query state (representing the query
object at a given date). Here, a state is a set of attributes
describing an object at a given data. The second step is com-
posed by three substeps: (1) finding the correspondingmodel
for the state; (2) finding all forthcoming states in the model
(states having dates superior to the date of the retrieved state);
and (3) for each forthcoming date, build the spatiotemporal
change tree for the retrieved state. The third step is to con-
struct the spatiotemporal changes for the query state. Each of
these steps is based on a number of assumptions as follows:
– Similarity measure step: Distance between
states (d(St , St1) ≥ 0.9 indicates a higher similarity
between the query and the retrieved states). In addi-
tion, similarity measure between states is based on time
assumption.
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– Spatiotemporal change tree building
step: The aim of this step is to determine the confi-
dence degrees and the percentage of changes of themodel
between two dates and for different land-cover types. The
confidence degree of changes is achieved by a fuzzy deci-
sion tree (fuzzy ID3). This method is based on a number
of assumptions such as: the proportion of a data set of
land-cover type, the size of a data set, etc. The percent-
age of changes is achieved by computing the distances
between two states and the centroid of the classes.
In this study, we consider structural uncertainty as uncer-
tainty associated with assumptions of model structure,
including distance between states, time assumption for sim-
ilarity measure, assumptions of fuzzy ID3, and distance
between states and centroid for changes percentage.
2.2 Step 2: propagating the uncertainty
In this step, we focus on how to propagate parameter and
structural uncertainty through the LCC prediction model
described in [18] via the possibility theory.
2.2.1 Basics of possibility theory
The possibility theory developed by Dubois and Prade [30]
handles uncertainty in a qualitative way, but encodes it in the
interval [0, 1] called possibilistic scale. The basic building
block in the possibility theory is named possibility distri-
bution. A possibility distribution is defined as a mapping
π : Ω → [0, 1]. It is formally equivalent to the fuzzy set
μ(x) = π(x). Distribution π describes the more or less
plausible values of some uncertain variable X. A possibil-
ity distribution is associated with two measures, namely, the
possibility (Π) and necessity (N ) measures, which are rep-
resented by Eq. (1):
Π(A) = supx∈Aπ(x), N (A) = infx /∈A(1 − π(x)). (1)
The possibility measure indicates to which extent event A
is plausible, while the necessity measure indicates to which
extent it is certain. They are dual, in the sense that Π(A) =
1 − N (A), with A the complement of A. They obey the fol-
lowing axioms:
Π(A ∪ B) = max(Π(A),Π(B)) (2)
N (A ∩ B) = min(N (A), N (B)) (3)
An α cut of π is the interval [xα, xα] = {x, π(x) ≥ α}. The
degree of certainty that [xα, xα] contains the true value of X
is N ([xα, xα]) = 1 − α. Conversely, a collection of nested
sets Ai with (lower) confidence levels λi can be modeled as
a possibility distribution, since the α cut of a (continuous)
possibility distribution can be understood as the probabilis-
tic constraint P(X ∈ [xα, xα]) ≥ 1 − α. In this setting,
necessity degrees are equated to lower probability bounds
and possibility degrees to upper probability bounds.
2.2.2 Propagation of parameter uncertainty
In this section, the procedures of propagating unified struc-
tures dealing with parameter uncertainty of LCC prediction
model will be addressed. Let us denote by Y = f (X) =
f (X1, X2, . . . , X j , . . . , Xn) the model for LCC prediction
with n uncertain parameters X j , j = 1, 2, . . . , n, that are
possibilistic, i.e. , their uncertainties are described by pos-
sibility distributions πX1(x1), πX2(x2), . . . , πX j (x j ), . . . ,
πXn(xn). In more detail, the operative steps of the procedure
are the following:
1. Set α = 0.
2. Select the α cuts AX1α , A
X2
α , , A
X j
α , . . . , AXnα of the possi-
bility distributions πX1(x1), πX2(x2), . . . , πX j (x j ), . . . ,
πXn (xn) of the possibilistic parameters X j , j = 1,
2, . . . , n, as intervals of possible values x j,α, x j,α
j = 1, 2, . . . , n.
3. Calculate the smallest and largest values of Y, denoted by
y
α
and yα , respectively, letting variables X j range within
the intervals x j,α, x j,α j = 1, 2, . . . , n; in particular,
y
α
= inf j,X j∈[x j,α,xl,α] f (X1, X2, . . . , X j , . . . , Xn) and
yα = sup j,X j∈[x j,α,xl,α] f (X1, X2, . . . , X j , . . . , Xn).
4. Take the values y
α
and yα found in step 3 as the lower
and upper limits of the α cut AYα of Y;
5. If α < 1, then set α = α + 	α and return to step 2;
otherwise, stop the algorithm.The possibility distribution
πY (y) of Y = f (X1, X2, . . . , Xn) is constructed as the
collection of the values y
α
and yα for each α cut.
2.2.3 Propagation of structural uncertainty
The propagation of structural uncertainty is implemented in
combination with the propagation of parameter uncertainty.
In this section, as parameter uncertainty is modeled by pos-
sibility theory, we use this method in this framework.
Suppose that a set of model structures Mk , 1 ≤ k ≤ K
represents the uncertainty related to the choice of model. For
eachmodel Mk , parameter uncertainty is propagated through
this model. Consequently, the output indicator Y is charac-
terized by a set of uncertainty representations according to
each model structure. Thus, for all model structures Mk ,
1 ≤ k ≤ K , we have a set of possibility distributions for
output variable Y , noted πY1(y), πY2(y), . . . , πYK (y). The
difference between these representations reflects the varia-
tion associated with structural uncertainty of LCC prediction
model. These different representations πYi (y), 1 ≤ i ≤ K
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can be combined into a single representation. Therefore, the
final uncertainty representation of output variable Y can be
obtained by the following formulas:
y∗
α
= inf i,Yi∈[yi,α,yl,α] f (Y1,Y2, . . . ,Yi , . . . ,YK ) (4)
y∗α = supi,Yi∈[yi,α,yl,α] f (Y1,Y2, . . . ,Yi , . . . ,YK ). (5)
Thepossibility distributionπY (y)ofY = f (Y1,Y2, . . . ,YK )
is constructed as the collection of the values y∗
α
and y∗α for
each α cut. This distribution takes into account both parame-
ter and structural uncertainty in the final output results of the
prediction model.
2.3 Step 3: performing the sensitivity analysis
Based on Hartley-like measure, the third step consists to test
impact of parameter and structural uncertainties on LCC pre-
diction model output. The Hartley-like measure quantifies
the most fundamental type of uncertainty (i.e., aleatory and
epistemic uncertainty). This measure is generalized to fuzzy
set by Higashi and Klir [31,32]. How to perform sensitiv-
ity analysis of both uncertainty sources in the possibilistic
framework? The generalized measure H for any non-empty
possibility distribution A defined on a finite universal set X






where Aα denotes the cardinality of the α cuts of the possibil-
ity distributions A and h(A) the height of A. For possibilistic





log2(1 + λ(Aα))dα, (7)
where λ(Aα) is the Lebesgue measure of Aα [31]. Mathe-
matically, for a possibilistic number A = [aL , am, aR] given





am−aL , if aL ≤ x ≤ am
x−aR
am−aR , if am ≤ x ≤ aR
0, otherwise
(8)
the Hartley-like measure is given by the expression as fol-
lows:
HL(A) = 1
(aL − aR) ln(2) × ([1 + (aR − aL)]
ln[1 + (aR − aL)] − (aR − aL)). (9)
The minimum value of Hartley-like measure of the model
output with respect to fixing a particular parameter to the
most likely value, for a particular point of observation, leads
to finding the most sensitive parameter. We can use the same
measure to perform structural sensitivity analysis.
2.4 Step 4: constructing the knowledge base
After performing parameter and structural sensitivity analy-
sis, the main purpose of this step is to identify reduction
approaches of all uncertainty sources of LCC model para-
meters. In general, the knowledge base stores the embedded
knowledge in the system and the rules defined by an expert.
In this study, we used an inductive learning technique to
automatically build a knowledge base. Two main steps are
proposedwhich are training anddecision tree generation. The
learning step provides examples of concepts to be learned.
The second step is the decision tree generation. This step
generates the first decision trees from the training data.
These decision trees are then transformed into production
rules. Then, our knowledge base that contains all uncertainty
sources and their reduction approaches is presented in Fig. 2.
This knowledge base is used to improve data quality and
then reduce in a significant way the uncertainty about future
changes of land cover.
3 Experimental results
The aim of this section is to validate and to evaluate the per-
formance of the proposed approach through two case studies
for reducing parameter and structural uncertainty in LCC
prediction modeling.
3.1 Case study 1
3.1.1 Description of the study area and data
Reunion Island is a French territory of 2500 km2 located in
the Indian Ocean, 200 km South-West of Mauritius and 700
km to the East of Madagascar (Fig. 3). Mean annual tem-
peratures decrease from 24 ◦C in the lowlands to 12 ◦C at
ca 2000 m. Mean annual precipitation ranges from 3 m on
the eastern windward coast, up to 8 m in the mountains and
down to 1 m along the south western coast. Vegetation is
most clearly structured along gradients of altitude and rain-
fall [27].
Reunion Island has a strong growth in a limited area with
an estimated population of 833,000 in 2010 thatwill probably
be more than 1 million in 2030 [24]. It has been signifi-
cant changes, putting pressure on agricultural and natural
areas. The urban areas expanded by 189 % over the period
from 1989 to 2002 [25] and available land became a rare and
coveted resource. The landscapes are now expected to fulfil
multiple functions, i.e., urbanization, agriculture production,
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Fig. 2 Production rules
generated from uncertainty
sources of input parameters
Fig. 3 Studied area for case
study 1
and ecosystem conservation, and this causes conflicts among
stakeholders about their planning and management [26].
Saint Denis is the capital of Reunion Island and the city
with the most inhabitants on the island (Fig. 3). It hosts
all the important administrative offices, and it is also a cul-
tural center with numerous museums. Saint-Denis is also the
largest city in all the French Overseas Departments. Avail-
able remote sensing data for this research include classified
images of land over of Saint Denis from SPOT-4 images
for the years 2006 and 2011 (Fig. 4). For this case, satel-
lite data are classified after initial corrections and processing
to prepare the data for extracting useful information. Spec-
tral, geometric, and atmospheric corrections of images are
conducted to make features manifest, to increase the quality
of images, and to eliminate the adverse effects of light and
atmosphere.According to the studyobjective, five categories,
including water, urban, forest, bare soil, and vegetation, are
identified and classified.
3.1.2 Results of uncertainty propagation
As mentioned perviously, the model parameter and model
structure of LCC prediction aremarred by uncertainty. Ignor-
ing each of these sources can affect the results of uncertainty
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Fig. 4 Land-cover maps
Fig. 5 Possibility distribution of LCCpredictionmodel output for only
parameter uncertainty
propagation. To illustrate the importance of propagating
uncertainty related to model parameter and model structure
through the LCC prediction model, the analysis with pure
parameter uncertainty assumption is conducted. In this case,
the possibility distribution of output representing only para-
meter uncertainty is obtained via possibility theory. Figure 5
shows this distribution based on 10,000 samples.With uncer-
tainty inmodel parameter, there is uncertainty inmodel struc-
ture. Therefore, it is also import to illustrate the importance
of structural uncertainty in LCC prediction modeling by the
proposed approach. This is the reason behind using the LCC
prediction model described in [18] with three different struc-
tures. Then, we obtain three different models (M1, M2,, and
M3) with different assumptions. To take into account struc-
tural uncertainty in thefinal result, uncertainty related to para-
meters is first propagated and this for each prediction model.
Fig. 6 Possibility distributions of LCC for three different prediction
model structures
Figure 5 shows the possibility distribution of the LCC
prediction model output, where only parameter uncertainty
is propagated.
After propagating uncertainty of parameters through three
different model structures, we obtain three uncertain repre-
sentations of LCC, which are shown in Fig. 6. The difference
between these three representations illustrates the impact of
structural uncertainty. Compared with the result of the orig-
inal LCC prediction model (M1), we can see that these is an
important difference between them.
Figure 7 shows possibility distribution representing inte-
grated parameter and structural uncertainty through the LCC
prediction modeling. Note that combining parameter and
structural uncertainty can be crucially important to enhance
the accuracy of the LCC prediction model.
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3.1.3 Results of sensitivity analysis
In this paper, the sensitivity analysis based on Hartley-like
measure is implemented to estimate the effect of 26 uncer-
tain parameters through three differentLCCpredictionmodel
structures. Results of the sensitivity analysis are shown in
Fig. 8.
The different heights of the bars reveal the various lev-
els of sensitivity, and a long bar indicates high sensitivity
Fig. 7 Possibility distribution of the combined parameter and struc-
tural uncertainty of LCC prediction model output
parameter. Parameter variations are illustrated individually
for each of the three model structures M1, M2, and M3. The
most complex model structure generally shows a higher sen-
sitivity of parameters. M1 and M2 have given, almost, the
same results. On the other hand, parameters in M3 are rela-
tively sensitive compared to M1 and M2. According to these
differences, structural uncertainty plays an important role in
the sensitivity analysis and should not be overlooked as part
of overall uncertainty reductions. The overall contribution of
spectral, shape, and NDVI parameters to the LCC predic-
tion model, which are the highest and the indicative of the
most sensitive for the three model structures. After applying
the sensitivity analysis process, we will only consider these
parameters for preprocessing based on the knowledge base
and for optimal parameter estimation. Then, the uncertainty
propagation based on possibility theory method is applied to
reduce the parameter and structural uncertainty of the LCC
prediction model.
3.1.4 Results of LCC prediction maps
LCC prediction maps are validated based on temporal series
of multispectral SPOT images. First, the 2011 LCCwas sim-
ulated using the 2006 data sets. Then, the simulated changes
are compared with the real LCC in 2011 to evaluate the accu-
Fig. 8 Comparison between the sensitivity of uncertain parameters in three different LCC prediction model structures based on Hartley-like
measure
Table 1 Percentages of LCC of the actual and simulated LCC
Water (%) Urban (%) Forest (%) Bare soil (%) Vegetation (%)
Predicted changes in 2025 1.9 37.4 39.31 26.95 26.7
Output of proposed model 1.5 23.18 35.97 22.87 20.08
Real changes in 2011 1.7 21.4 36.1 24.1 16.7
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Fig. 9 Comparison between the land-cover maps for years 2006 and 2011 and the predicted land-cover map for 2025
racy and the performance of the proposed approach. Second,
the process of LCC is conducted to predict land-cover distri-
butions for forthcoming dates.
Table 1 illustrates a comparison between the actual and
simulated percentages occupied by the different land-cover
types (water, urban, forest, bare soil, and vegetation) between
2006 and 2011. It shows that the modeled changes generally
matched that of the actual changes. These results confirm that
the proposed approach can simulate the prediction of LCC
with an acceptable accuracy.
After the validation, the next step is to simulate the LCC
in 2025, assuming the changes between 2006 and 2011. In
this simulation, the LCC and the parameters acquired in 2011
are used as input to simulate the LCC in 2025.
Table 1 shows the simulated changes between 2006 and
2025. Urban expansion is the dominant change process. This
can be attributed to the increase in population by increased
demands for residential land. There have been significant
LCC, where urban land covered 21.4% of simulated changes
in 2011 and 37.4 % in 2025. From these results, it can be
found the replacing of the land natural cover (forest and veg-
etation lands) in the study area by residential land (urban
land).
Figure 9 depicts the simulated future changes compared
with land-cover maps for the years 2006 and 2011.
3.1.5 Evaluation of the proposed approach
To evaluate the proposed approach in improving LCC pre-
diction, we apply the proposed uncertainty propagation
approach on the LCC model described by Qiang and Lam
in [40] to the Saint-Denis city, Reunion Island. The LCC
prediction model proposed in [40] uses the Artificial Neural
Network (ANN) to derive the LCC rules and then applies the
Cellular Automate (CA) model to simulate future scenarios.
Table 2 depicts the percentages of change of the five land-
cover types (water, urban, bare soil, forest, and non-dense
vegetation). It shows the difference between real changes,
predicted changes of the proposed approach, and changes
made by the proposed approach applied to model described
in [40].
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Table 2 Comparison between real changes, predicted changes of the proposed approach, and changes made by the proposed approach applied to
model described in [40]
Water (%) Urban (%) Forest (%) Bare soil (%) Vegetation (%)
Proposed approach 1.5 23.18 35.97 22.87 20.08
Approach applied to model in [40] 1.5 25.32 34.98 20.03 16.24
Real changes in 2011 1.7 21.4 36.1 24.1 16.7
Fig. 10 Location of the study
area for the case study 2
3.2 Case study 2
3.2.1 Description of the study area and data
Cairo, the capital of Egypt, is one of the most crowded
cities in Egypt (Fig. 10) and is considered as a world mega-
city. Mapping LCC is important to understand and analyze
the relationships between the geomorphology (highlands
and deserts), natural resources (agricultural lands and the
Nile River), and human activities. Agricultural lands around
Cairo have witnessed severe encroachment practices due to
the accelerated population growth. However, adjacent desert
plains have also witnessed urbanization practices to encom-
pass the intensive population growth. Different studies have
previously been carried out for LCC detection and modeling
in the Cairo Region [36–39]. Population of Cairo (Cairo city
and Giza) increased from about 6.4 millions in 1976 [36] to
about 12.5 million in 2006 according to the Egyptian Central
Agency for Public Mobilization and Statistics. The impor-
tance ofCairo arises from its location in themid-waybetween
the Nile Valley and the delta. Main government facilities and
services occur at Cairo.
In this case, two Landsat TM5 satellite images are
obtained from the United States Geological Survey (USGS)
database online resources. These two images acquired in
6 April 1987 and 15 March 2014, respectively, are classi-
fied into four land-cover types which are urban, agriculture,
desert, and water to produce LCCmaps (Fig. 11). During this
time period, Cairo population has increased from an esti-
mated 7 million in 1987 to over 15 million in 2014. The
recent population growth has caused the city and its asso-
ciated urban areas to expand into the surrounding desert, as
seen in the right image in Fig. 11.Within the main Nile River
Valley, these two images also show an overall increase in
developed urban area (red) versus agricultural land (green).
As new urban and agricultural areas are being developed in
the desert, they require diversion of water supplies from the
main Nile River Valley.
In this case study, satellite data are classified after initial
corrections and processing to prepare the data for extract-
ing useful information. Spectral, geometric, and atmospheric
corrections of images are conducted to make features man-
ifest, to increase the quality of images, and to eliminate the
adverse effects of light and atmosphere.
3.2.2 Results of uncertainty propagation
As we mentioned in the first case study, it is necessary to
study the effect of both uncertainty sources through LCC
prediction model. Figure 12 shows the possibility distri-
bution of output representing only parameter uncertainty
based on 10,000 samples. Therefore, it is also import to
illustrate the importance of structural uncertainty in LCC
prediction modeling by proposed approach. Figure 13 shows
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Fig. 11 Land-cover maps
Fig. 12 Possibility distribution of LCC prediction model output for
only parameter uncertainty
Fig. 13 Possibility distributions of LCCs for three different prediction
model structures
Fig. 14 Possibility distribution of the combined parameter and struc-
tural uncertainties of LCC prediction model output
the possibility distributions of output representing parame-
ter uncertainty through three different model structures. The
difference between these three representations presents the
impact of structural uncertainty. In this case study, results of
the uncertainty propagation of both parameter and structural
uncertainties are shown in Fig. 14.
3.2.3 Results of sensitivity analysis
In this case study, we have also used Hartley-like measure
to estimate the 26 uncertain parameters through three dif-
ferent LCC prediction model structures. The main objective
is to test the impact of parameter and structural uncertain-
ties. Results of the sensitivity analysis are shown in Fig. 15.
In this case, parameters in M3 are highly sensitive com-
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Fig. 15 Comparison between the sensitivity of uncertain parameters in three different LCC prediction model structures based on Hartley-like
measure
Table 3 Output of the proposed
LCC prediction model in
comparison with real changes
between 1987 and 2014 in Cairo
region
Urban (%) Agriculture (%) Water (%) Desert (%)
Output of proposed model 15.63 13.80 0.01 4.03
Real changes in 2014 17.32 13.00 0.02 5.00
Table 4 Output of the proposed
LCC prediction model of the
predicted LCC between 2014
and 2025 in Cairo region
Urban (%) Agriculture (%) Water (%) Desert (%)
Predicted changes in 2025 20.16 14.72 0.03 6.11
Real changes in 2014 17.32 13.00 0.02 5.00
pared to M1 and M2. On the other hand, as in the first case
study, the overall contribution of spectral, shape, and NDVI
parameters to the LCC prediction model is the highest and
represents the most sensitive parameters for the three model
structures.
3.2.4 Results of LCC prediction maps
The validation of LCC prediction maps consists of two
phases. First, the 2014 LCC is simulated using the 1987 data
sets, which is then compared with the real LCC in 2014 to
evaluate the accuracy and the performance of the proposed
approach. Second, future changes are simulated using the
real 2014 data sets.
To check the accuracy of our approach, Table 3 compares
actual and simulated percentages occupied by the differ-
ent land-cover types (urban, agriculture, water, and desert)
between 1987 and 2014. According to the proposed model
output, themost significant changes in this period are the tran-
sitions from agriculture and desert to urban areas (Fig. 11).
Over 27 years, from 1987 to 2014, agriculture lost 12 %
to urban areas. In addition, 4 % of desert areas became
urban between 1987 and 2014, which is equivalent to 24,687
hectares. This percentage results from the application of
desert reconstruction strategies to build new communities
outside the Nile Valley. The obtained results depict that the
proposed approach gives an accurate prediction with about
3.96 % of error through a comparison with the real changes
in Cairo region. These results confirm that the proposed LCC
prediction model is able to describe the LCC. The proposed
approach can simulate the prediction of LCCwith an accepT-
able accuracy. After the validation of the proposed approach,
the next step is to simulate the LCC in 2025, assuming that
the changes between 1987 and 2014 will continue during
the next 11 years. In this simulation, the LCC and the input
parameters acquired in 2014 are used as input to simulate the
LCC in 2025.
Table 4 shows the simulated changes between 2014 and
2025. There have been significant LCC, where urban land
covered 15.63 % of simulated changes in 2014 and 20.16 %
in 2025. This could be attributed to the increase in popula-
tion by increased demands for residential land. The resulting
effect is the decrease in desert land. From these results, we
note that the desert land cover in the study area is replaced by
residential land (urban land). Knowing the current and esti-
mated urbanization situation will help decision makers to
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Fig. 16 Comparison between the land-cover maps for years 1987 and 2014 and the predicted land-cover map for 2025
Table 5 Comparaison between
real changes and changes
prediction for the proposed
approach and the proposed
approach applied to model
described in [40]
Urban (%) Agriculture (%) Water (%) Desert (%)
Proposed approach 15.63 13.80 0.01 4.03
Approach applied to model in [40] 14.93 13.61 0.01 5.92
Real changes in 2014 17.32 13.00 0.02 5.00
adjust and develop new plans to achieve a sustainable devel-
opment of urban areas and to protect the historical locations.
Figure 16 depicts the simulated future changes compared
with land-cover maps for the years 1987 and 2014. These
results indicate usefulness and applicability of the proposed
approach in predicting the LCC.
3.2.5 Evaluation of the proposed approach
In this case study, we also apply the proposed uncertainty
propagation approach on the LCCmodel described by Qiang
and Lam in [40] to the Cairo region, Egypt.
Table 5 depicts the percentages of change of the four
land-cover types (urban, agriculture, water, and desert).
This table shows the difference between real changes and
changes prediction for the proposed approach and the pro-
posed approach applied to model described in [40].
4 Conclusion
This study has proposed an approach for reducing parameter
and structural uncertainty in LCC prediction modeling. The
proposed approach herein quantifies uncertainty based on
possibility theory. Subsequently, the Hartley-like measure is
used to perform the sensitivity of the LCC prediction model
parameter and structure. Using the sensitivity analysis, we
are able to quantify precisely the effect of each LCC predic-
tion model parameter, and also the effect of model structure.
This analysis yields that the spectral, shape, and vegetation
parameters are the most sensitive parameters in three differ-
ent model structures.
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To validate the proposed approach, we choose two case
studies which are: Saint-Denis city, Reunion Island, and
Cairo region, Egypt. We study spectral parameters, tex-
ture parameters, shape parameters, vegetation parameter, and
climate parameters for three different model structures to
simulate forthcoming LCC. Results show that the urban
expansion in the two case studies is rapid and should be
monitored in the future.
As future work, we propose to put online a tool for
uncertainty propagation and sensitivity analysis based on
possibility theory. This tool will help researchers to improve
the performance of their models. It has also as input para-
meters of a considered model and as output which of these
input parameters that most influence the model output.
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