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Abst ract - - ln  this paper, we study the problem of allocating processors to application tasks 
for massively parallel processors (MPPs). Tasks are assumed to arrive dynamically and request 
processors interconnected in specific topologies. We extend the free-list strategy previously proposed 
for hypercube systems [2,3] to handle the processor allocation problem for MPPs  with a k-ary n-cube 
interconnection, in which there is no wrap-around connection. The key to the extension is a novel 
way of representing sets of processors in the system by using flog 2 k] x n ternary numbers. A problem 
which was not encountered in hypercube is that the same set of processors in k-ary n-cube could 
have different representations. As a result, tasks might not be allocated even if there are enough free 
processors, because the desired representation is not in the free list. We address this issue and give 
a solution to the problem. We also consider cases in which the number of processors equested by 
an incoming task is not a power of two (i.e., the noncubic allocation problem). Performance of the 
proposed schemes are evaluated in terms of their time complexity and effectiveness. 
Keywords - -k -a ry  n-cube, Dynamic processor allocation, Massively parallel processor, Noncubic 
allocation, Processor epresentation. 
1. INTRODUCTION 
Massively parallel processors (MPPs), with their ability to integrate hundreds or even thousands 
of processors together, can deliver a massive amount of computing power. However, not every 
application can fully utilize or need to use all the processors in an MPP. Sharing the processors 
among different tasks thus becomes a practical and effective way to fully utilize the system 
resource. By improving the processor utilization, we can minimize the turnaround time of the 
tasks and thus improve the system's performance. 
In this paper, we investigate ways to allocate application tasks to processors in MPPs so as to 
share processors efficiently. The target MPPs have a k-ary n-cube interconnection network, in 
which there is no wrap-around connection. For simplicity of presentation, we assume that there 
are k processors in each dimension and k is a power of two. The methods proposed in this paper 
can be applied directly to networks in which k is different in different dimensions. As will be 
apparent later, this can be done by simply modifying the ranges of the numbers representing the 
processors. For cases where k is not a power of two, we can use k ~ = 2Flogkl instead of k in the 
manipulation and add extra checks in the algorithms to exclude those nonexisting processors. 
We will assume that tasks arrive dynamically and their execution time cannot be determined 
beforehand. In other words, the allocation decisions must be made on-the-fly. A task will run to 
end once dispatched, i.e., no preemption is allowed. Each incoming task must specify the size and 
shape of the processors it requires, called the computation pattern. A good processor allocation 
This is an expanded version of the paper [1]. 
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scheme should not only minimize the total turnaround time of the tasks, but also match the 
computation patterns requested by the tasks. If the number of processors requested is a power 
of two, then we say that the allocation is cubic; otherwise it is noncubic. We will consider both 
allocation problems in this paper. Finally, we focus in this paper on algorithms which allocate 
contiguous processors to the tasks. Contiguous allocation minimizes network contention and thus 
reduces task execution time [4]. 
Our allocation scheme xtends the free-list strategy [2,3] previously proposed for hypercube 
systems. The key to the extension isa novel way of using Ilog2 k] × n ternary numbers to represent 
the position and the shape of a set of processors. Disjoint sets of free processors are kept in the 
free-block lists. Then allocating processors to an incoming task is nothing but matching the 
free-block lists with the requested computation pattern. 
A problem which was not encountered in hypercube is that the same set of processors may have 
different ways of representations. As a result, tasks might not be allocated even though there 
are enough free processors, because the desired representation is not in the free-block lists. We 
will discuss how to recombine the processors in the free-block lists in order to discover different 
representations of free processors and to find a match. 
The rest of the paper is organized as follows. In Section 2, we review briefly previous processor 
allocation schemes, and describe in more detail the free-list strategy proposed in [2,3]. Definitions 
used in this paper will be introduced in Section 3. Basic allocation algorithms are presented in 
Section 4, and that for noncubic allocation ispresented inSection 5. Performance ofthe proposed 
algorithms i evaluated in Section 6. Our conclusion will be given in Section 7. 
2. PREVIOUS WORK 
On hypercube systems, various approaches toprocessor allocation have been proposed, includ- 
ing the buddy system [5,6], the gray code sequence [7], and the free-list [2,3]. On mesh-connected 
systems, methods uch as frame-sliding [8] and buddy system [9] have also been used to allocate 
processors. Among the above mentioned schemes, the free-list method is one of the most efficient 
schemes. Thus, we will describe the method in more detail below. 
The free-list strategy was originally proposed to solve the problem of processor allocation in an 
n-dimensional hypercube. Subcubes in the hypercube are represented by a sequence of n ternary 
({0,1, *}) symbols. A * means that the cube includes both subcubes with a 0 and a 1 in the 
corresponding position. Thus, an i-dimensional subcube will have i *'s in its representation. 
The free-list strategy uses n + 1 free-block lists FBLi, i = 0, . . . ,  n. The list FBLi holds all the 
free subcubes of dimension i. For an incoming task with a request of 2 t processors, a subcube 
will be allocated to the task by first searching the free-block lists for the smallest j such that 
j > l and FBLj is not empty. Then one cube is removed from FBLj. If j is larger than l, then 
the selected cube is decomposed to form an/:cube. Finally the/-cube is assigned to the task and 
the remaining free processors are returned back to the free-block lists. 
When a task finishes execution, the processors occupied by the task are returned to the free- 
block lists. The free-list strategy merges the released cube with other free cubes as much as 
possible. Finally, the free cubes are made mutually disjoint by removing overlapping processors. 
The theoretical time complexity for the flee-list strategy is O(m) for allocation and O(m2 m) 
for deallocation, where m is the number of free-block lists. Thus, the algorithm is exponential 
in time. Since m is usually small, the time complexity for deallocation can be reduced to O(m 3) 
(see [2,3]). 
3. DEF IN IT IONS 
A k-ary n-cube MPP has k n processors. Let ~ = log 2 k. Then, each processor in the system 
can be represented by ~ × n binary numbers. Each group of ~ bits represents he address of the 
processor in the corresponding dimension. For example, processors ina 4-ary 3-cube are addressed 
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from (00, 00, 00) to (11, 11, 11). For a processor with the address (al,1al,2, a2,1a2,2, as,la3,2), the 
bits ai, lai,2 represent the address of the processor in the/th dimension of the cube. 
Two processors, ay (00, 00, 00) and (00, 00, 01), can be combined together to form a subcube 
with the address (00,00,0.), where * means don't-care. Two subcubes, say (00,00,0.) and 
(00, 00, 1.), can be further combined to form an even larger subcube with the address (00, 00, **). 
Let E be the ternary symbol set {0, 1, .}. Then, each subcube in a k-ary n-cube can be represented 
by ~ x n ternary numbers in ~. 
For a subcube Caa,1... al,,~,... ,an,1...  an,~), we call ai,1.., ai,~ a view of the subcube, denoted 
as Gi. Define a function dCA ) for a subcube A that returns the number of *'s in A. We will call 
the value returned by dCA ) the dimension of the subcube A. Define another function size(A) 
for a subcube A that returns the number of processors in A. It is easy to verify that dCA ) = 
[log 2 size(A)]. The dimension of views can be defined similarly. We will use free-block lists to 
store free processors. The i th free-block list is defined as follows: 
FBLi = {A I A is a free subcube and d(A) = i}, 0 < i < n. 
Given the basic concept of subcubes, we now define the relationships between two subcubes, 
A = (G1 . . . .  , Gn) and B = (H1, . . . ,  Hn), where Gi = ai,1 ...  ai,~ and H~ = bi,1 ...  bi,~ are views, 
and ai,j, bi,j E ~, for 1 < i < n and 1 < j < a. Relationships between two views can be defined 
similarly. 
DEFINITION 1. (THE SUBSET RELATIONSHIP (C).) Given two subcubes A and B, we say that 
A /s  a subset o/-B, denoted A C B, ff/-or all i = 1,.. .  ,n, there exists a u, 1 < u < a, such that 
(a) ai, j  = bi,j E {0, 1},/'or j = 1 , . . . ,u  - 1, 
(b) ai,, e {0, 1}, and 
(c) bi,u = *. 1 
Note that, according to the definition of subcubes, if bi,u = *, then bi,j = * for all j = 
u + 1, . . . .  ~. Note also that if A is a subset of B, then dCA ) < dCB ). We will use the operator C_ 
to denote that a subcube is equal to or is a subset of another subcube. For example, the subcube 
(00, 01, **) is a subset of the subcube (00, 0., **). 
DEFINITION 2. (THE COMPLEMENT RELATIONSHIP.) Given two subcubes A and B,  we say that 
A and B are complementary along the I th view if there exist l and u, 1 < l < n and 1 < u < to, 
such that 
(a) Gi = Hi, for all i = 1, . . . ,  n and i # l, 
(b) a,,~ = bt,j e {0, 1},/-or all j = 1, . . . ,  u - 1, 
(c) at,,, # bt,~, where at,,,, bt,,, ~ {0, 1}, and 
(d) at,j = bl,j = *,/-or all j = u + 1, . . . ,  ~. | 
For example, the subcube (1., **, 00) is a complementary subcube of (0., **, 00). In this case, 
l= landu=l .  
Using the subset and complement relationships, we can now define the adjacency relationship. 
DEFINITION 3. (THE ADJACENCY RELATIONSHIP.) Given two subcubes A and B, we say that 
A and B are adjacent along the I th view i[ there exist l and u, 1 < I < n and 1 < u < ~, such 
that 
(a) Gi C_Hi or Hi C__ Gi, /-or all i=  l , . . . ,n  and i # l, 
(b) ffdCGt ) <_ d(Ht), then Ht = cl ,1. . .cLu- l l*  k-u and Gl = cl ,1. . .ct ,u- lO1.. .1 * . . .* ,  
or Ht = ct,1...ct,~-10* k-u and Gl = c t ,1 . . . cLu- l l0 . . .0*  ""* ,  where ctj E {0,1}, 
1 <_ j < u - 1; the case/-or dCGt) >_ d(Hl) is similar. | 
As mentioned earlier, subcubes can be combined. We will use the operator '+'  to denote 
combining. Given two subeubes A and B, A + B means a union of the processors in A and B. 
However, not every pair of subcubes can be combined. 
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DEFINITION 4. (THE COMBINABILITY RELATIONSHIP.) Given two subcubes A and B, we say 
that A and B are combinable along the I th view if there exist l and u, 1 < l < n and 1 < u < ~, 
such that 
(a) Gi _C Hi or Hi C_ Gi, for all i = 1, . . .  ,n and i # l, 
(b) Gt and H~ are complementary views. | 
Note that two adjacent subcubes are not necessarily combinable. For example, (00, **, 01) and 
(00, **, 10) are adjacent, but they are not combinable. In other words, we only consider subeubes 
with addresses of the form: 
(al,1 • • • al,~, • • •, an,1 • • • an,~), 
where ai,j 6 E and if a i j  = *, then aij = * for l > j and 1 < i < N. 
Furthermore, ven if two subcubes A and B are combinable, A + B is not necessarily a subcube. 
For example, (00, 1. ,0.)  and (00,**,1.) are combinable, but their union is not a subcube but 
two subcubes: (00, 1., **) and (00, 0,, 1.). 
In practical use, we would like to find the largest subcube that can be obtained by combining 
two subcubes. 
DEFINITION 5. (THE LARGEST COMBINED SUBCUBE.) Given two subcubes A and B combinable 
along the I th view, the largest combined subcube of A and B is C = ( F1 , . . . ,  Fn), where 
Gi, if Gi c_ Hi and i # l, 
Fi = Hi, if Hi C_ Gi and i # l, 
al,1 ...al,u-1 *~-u+l, if at,u ~ bt,u. II 
It is not difficult o see that if A and B are complementary, then A + B is the largest combined 
subcube and d(A) = d(B) = d(A + B) - 1. 
It is sometimes necessary to tear a subcube apart. 
DEFINITION 6. Given a subcube A, to split A along the l th view is to form two complementary 
~,,bc-bes Ao = (G~°),... ,  G~))and A, = (G~',... ,a(~ ") s ,~  that 
(a) a~ °) = G~ ') = G,, for all i ~ t, 
.0) then (b) there ex i ts  a u, 1 < u < ~, such that if G~0) = -,,°(°)... ~,~°(°) and a}') = a}~) . . .~ ,~,  
a(0) ,,(1) ,,(0) ,,(1) lj ~lj = alj # * for all j < u, ~tj ~tj = alj = * for all j > ~, and ,(0) = 0 and = = "~l j  
a(1) 
tj =1 .  | 
4. THE CUBIC ALLOCATION ALGORITHM 
Given the basic definitions, we now study the algorithms for processor allocation on k-dry 
n-cube MPPs. We will study in this section algorithms for cubic allocation, i.e., the number of 
processors requested by the incoming task is a power of two. Noncubic allocation will be studied 
in the next section. We will first introduce a simplified representation f computation patterns. 
Then finding, matching, and comparing subcubes become a simple matter of pattern matching 
between the computation pattern and subcube representations. 
4.1. Representat ion  of  ~mks  
Each incoming task to the system will specify its computation pattern. The computation 
pattern designates the size and shape of the processors that the task needs. Since the orientation 
and position of the selected processors in the system are not important, we can specify the 
computation patterns by ordering the requested sizes in a nonincreasing order. For example, 
if k ffi 4, n = 3, and the requested subcube is a 2 x 4 mesh, then the computation pattern is 
represented as (4, 2,1). This means ** must appear once and 1. or 0* must appear once in the 
free subcube to be assigned to the task. 
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4.2. The Basic Allocation Algorithm 
Our allocation algorithm maintains a set of free-block lists, FBL0, . . . ,  FBLt~, where N = ~ x n. 
The free-block list FBL~ contains all free subcubes of dimension i. We require that all the free 
cubes in the lists be disjoint. This requirement is to simplify our allocation algorithm presented 
below. 
Suppose that the incoming task requests a computation pattern of d = (2dl, . . . ,  2 d~). The 
proposed allocation algorithm consists of two major steps. 
1. Find a free subcube A in the free list containing enough number of processors to accom- 
modate the task. 
2. Split A so that the returned subcube matches the requested imension and computation 
pattern. 
In the first step, we need to find a match between the requested computation pattern and the 
free subcubes. The pattern matching algorithm below determines whether a given computation 
pattern d = (2dl,.. .  ,2 d~) matches a subcube A = (GI , . . . ,  Gn). 
p rocedure  match(A ,d)  
for i = 1, . . . ,  n do used(i) = false; 
for i = 1 , . . . ,n  do 
if exists a j such that d(Gj) > di and used(i) = false 
then used(i) = true; 
else return false; 
return true; 
Now suppose a free subcube larger than requested is found. Then, we have to take a subset 
with the required imension and shape out of the selected subcube and return the remaining free 
processors back to the free-block lists. Given the selected subcube A = (G1,. . . ,  Gn) and the 
requested computation pattern d = (2 dl . . . .  ,2 dn), the following procedure does the job. 
p rocedure  spl i t (A,d)  
for i = 1 , . . . ,n  do 
u = d(Gi) - d~; 
x = j ,  where ai,j = * and ai,l ¢ * for I = 1,. . .  , j  - 1; 
while (u > 0) do 
split A along the i th view by replacing ai,x with 0 and 1 and 
assign them to A0 and A1, respectively; 
delete A from FBLd(A); 
add A0 and A1 to FBLd(Ao); 
A = A0; 
u=u-1 ;x=x+ l; 
For example, consider a 4-ary 3-cube. Assume that the subcube (0., **, 00) is selected for the 
task with a requested pattern of (2, 2, 1). Since the subcube is larger than that requested by the 
task, we can split (0., **, 00) along the second view by replacing the leftmost .. The resultant 
free subcubes will be (0., 0,, 00) and (0., 1., 00). We may choose any one of them for allocation 
and leave the other in FBL2. 
To summarize what we have discussed so far, the basic allocation algorithm is listed below. 
procedure  allocation 
xf  D=dl  +. . .+dn;  
while x _< N do 
for each free subcube A in FBLx do 
if match(A,  d) then 
if x > D then split(A, d); 
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x=x+l ;  
return null; 
delete A from FBLd(A); 
return A; 
4.3. Recombin ing  of  Free Subcubes 
As mentioned earlier, the same set of processors may have different representations on k-ary 
n-cube MPPs. Since our allocation algorithm requires that all free subcubes in the free-block 
lists be disjoint, we can only choose one representation for each set of free processors. Thus, an 
incoming task might not be allocated because the desired representation is not in the free-block 
lists. Note that this does not mean the algorithm presented above is incorrect, only that the 
algorithm may miss some potential matches, and thus, lower the system utilization. 
Consider an example 4-ary 3-cube. The current free-block lists are: FBL2 = ~(00, 01, **)} and 
FBL1 = {(00,00, 1.)}. Suppose the incoming task requests a 2 x 2 mesh, i.e., a computation 
pattern of (2, 2, 1). We cannot find a matching free subcube by just examining the free-block 
lists. However, if we use a different representation f free processors: FBL~ = {(00, 0., 1.)} and 
FBL~ = {(00, 01, 0.)}, then the required pattern can now be found in FBL~ and the incoming task 
can be allocated. From FBL2 and FBL1, we can derive FBL~ and FBL~ by simply recombining 
the constituent processors. 
A straightforward way of recombining the free subcubes is to enumerate all possibilities. To 
do this, we need to keep track of which set of free subcubes has been combined and their repre- 
sentation has been accounted for. This can be done by augmenting the free-block lists to contain 
not only the addresses of subcubes but also a list of the original free subcubes constituting each 
subcube: 
FBL~ l) = {(A, S) I d(A) = i and A is the largest combined subcube 
of all the subcubes in S, where ISI = l}. 
From the augmented free-block lists we can derive straightforwardly the following: 
FBL~ 1) = {(A, {A}) [ d(A) = i and A e FBLi}. 
Let A1, . . . ,AL  denote the free subcubes in the current free-block lists, and d(Ai) >_ d(Aj) 
if i < j. The reason to list the free subcubes according to their dimensions is to increase the 
possibility of finding matching free subcubes. Suppose that the requested computation pattern 
is d = (2d~,..., 2d"). Then given the augmented free-block lists, the recombining procedure is as 
follows. 
procedure recombining 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
for I ---- 2 , . . . , L  do 
for each entry (A, S) in each FBL~ l-l), Vi, do 
for j = 1 , . . . ,L  do 
if the subcubes in S U (Aj } are combinable (Def. 4) then 
find the largest combined subcube A~ of S tA (Aj} (Def. 5); 
add (A ~, S U {Aj}) to FBL(dI~A,); 
if all FBL~ l) are empty, then processor allocation falls and stops; 
call procedure allocate on FBL~ l), V i with pattern d = (2d~,..., 2d~); 
if (A ~, S) is selected then 
call split(A ~, S) to find a matching subcube A; 
for every Aj in S do call subtract(Aj,  A); 
assign the task to A and stop; 
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In the above algorithm, the procedure subtract(Aj ,  A) takes away the processors in the sub- 
cube Aj which also appear in A. The remaining processors in Aj are then merged into sub- 
cubes as large as possible. Suppose that subcubes A and B have representations (G I , . . . ,  Gn) 
and (H I , . . . ,Hn) ,  respectively, where Gi = ai,1...ai,,~ and Hi = bid.-.bi,~. The procedure 
subtract(A,  B) is as follows. 
p rocedure  subt rac t (A ,B)  
for i = 1 , . . . ,n  do 
u = d(Gi) - d(Hi); 
x = j ,  where ai,j = * and ai,, # * for l = 1,. . .  , j  - 1; 
while (u > 0) do 
split A along the ith view by replacing ai,x with 0 and 1 and 
assign them to A0 and A1, respectively; 
delete A from FBLd(A); 
if bi,x = 0 
then A = A0; add A1 to FBLd(A1); 
else A = A1; add A0 to FBLd(Ao); 
u=u-1 ;  x=x + l; 
Note that to simplify the presentation the procedure recombining adopts a breadth-first 
searching strategy. It is not difficult to modify it to use depth-first or other searching strategies. 
Particularly, we can try to match the computation pattern as soon as a new combined subcube 
is generated in line 5. If a match exists, the procedure stops immediately. In this way, the search 
procedure can be shortened. However, the approach tends to match and partition large free 
subcubes first, and thus may cause more fragmentation. 
The recombining procedure can be thought of as building an enumeration tree, and thus it 
has an exponential time and space complexity. One way to reduce the complexity is to limit the 
number of levels searching down the enumeration tree (in line 1). Note that this does not affect 
the correctness of the processor allocation scheme; only performance is compromised. Another 
approach is to prune the enumeration tree. 
A simple pruning heuristic is to use a score to determine whether a node in the enumeration 
tree, i.e., a (A, S) entry, warrants expanding. The score indicates the possibility that the node 
will lead to a match of the requested computation pattern. Let the computation pattern of the 
incoming task be d = (2dl, . . . ,  2d~). The score for a subcube A -- (G1,. . . ,  Gn) is determined as 
follows. 
p rocedure  score(A,d)  
sort d(G1), . . . ,  d(Gn) nonincreasingly and let the resultant list be f l , . . . ,  fn; 
n 
score = )-~i=l min(di, fi); 
Suppose that two subcubes A and B are combinable, and the resulting largest combinable 
subcube is C. Suppose further that the requested pattern is d = (2da,... ,2d"). Let the score 
of A for d be sa, B for d be Sb, and C for d be so. If sc < min(sa, Sb), then this recombination 
can be ignored and the subtree starting from this new node (C, S ~) is pruned. 
To further illustrate the recombining procedure, let us look at one example. Suppose at a 
particular moment, we have the following free subcubes for an 8-ary 3-cube system: 
A1 = (1 . . , * ** ,0 . . ) ,  A2 = (01.,** * ,0 .  *), Aa = (001,* * * ,0 .  *), 
A4 = (000, 1 , . ,  0 • .), A5 = (000, 00., • ,  .), A6 = (000, 01,, 0 • .). 
The free-block lists for the system are 
FBL,  = {A1}, FBL8 = {A2}, FBL5 = {As}, FBL4 -- {A4 As}, FBLs = {Ae}. 
If the requested pattern is d = (8, 8, 4), then no free subcube in the above lists can match d. 
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We now find the largest combined subcubes for each pair of subcubes and form the augmented 
free-block lists 
FBL (2) = {((00., 1 • ,, 0 • ,), {As A4})} 
FBL (2) = {((000, 0 * *, 0 • ,), {As A6}) ((00,, 01., 0 • ,), {A3 A6})}. 
Note that Az and As are also combinable, but their scores are too small, and thus, are excluded 
from further consideration. 
Since no subcube in FBL(52) and FBL~ 2) matches the requested pattern, the recombining pro- 
cedure continues. It is not difficult to see that the pattern will be matched only when all six 
original free subcubes are combined. In this example, using the score to prune the enumeration 
tree can save the execution time by 60% and reduce the number of nodes in the tree from 35 
to 22 (refer to Figure 1). 
2 4 
3 5 
Figure 1. An example to illustrate how to build the enumeration tree. 
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Level 1 
Level 2 
Level 3 
Level 4 
Level 5 
4.4. Deal locat ion 
When a task finishes its execution, the processors that it occupied must be deallocated. The 
deaUocation process is straightforward. Suppose that a subcube A is to be deallocated. 
procedure deallocation(A) 
while d( A ) < N do 
for every subcube B in FBLd(A) do 
if A and B are complementary then 
A=A+B;  
delete B from FBLd(A); 
add A to FBLd(A) and stop; 
In the above procedure, only complementary relationship needs to be checked. This is in 
contrary to the free-list strategy, which needs to combine the freed cube with all entries in the 
free lists. 
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5. THE NONCUBIC  ALLOCATION ALGORITHM 
So far, we concentrate only on cubic allocation, i.e., the number of allocated processors along 
any dimension is a power of two. Cubic allocation, though simple, may waste processors. For 
example, suppose the incoming task requests a 5 x 9 mesh, then a cubic allocation algorithm will 
allocate a subcube of size Ilog2 5] + [log s 9] = 7. In other words, while the task requests only 
45 processors, the allocation scheme assigns 27 = 128 processors to the task, among which 65% 
of the processors are not used. 
To better use the processors, noncubic allocation is desirable. In this section, we will extend 
our cubic allocation algorithm to handle noncubic processor allocation in k-ary n-cube MPPs. 
Suppose that the incoming task requests a set of processors with a topology 11 × l~. × -.. × ln, 
where ll >_ . . .  >_ In and each li denotes the number of processors needed in a dimension. Note 
that the l~'s may not be a power of two. Let In = ll x . . .  x In be the total number of requested 
processors. 
5.1.  Basic A l locat ion 
Our strategy for noncubic allocation follows the same steps as outlined in Section 4, but 
augmented with a third step. 
(1) Allocate a large enough free subcube. 
(2) Trim extra subcubes to obtain the smallest subcube that can accommodate the task. 
(3) Trim extra processors in the above subcube to obtain the required topology. 
The first step corresponds to the al locat ion procedure introduced in Section 4. Note that 
we can apply the procedure directly using d = ([log s l l ] , . . . ,  [logs ln]) as the input computation 
pattern. However, this may return a subcube much larger than we need. For example, suppose 
the incoming task requests a 5 × 3 mesh. The smallest subcube which can accommodate his 
task will have a size of 4, i.e., 16 processors. In other words, we can search the flee-block lists 
starting from FBL4. However, if we use the input pattern d = ([log25], [log23]) = (3, 2), our 
search will start from FBL5 and perhaps kip possible matches in FBL4. 
To solve this problem, our procedure a l locat ion l  isted below uses the pattern d = (Llog s llJ, 
• . . ,  Llog2 lnJ), and start the search from the FBL of size Llog s lnJ + 1. Let L = ( l l , . . . ,  ln) be the 
requested processor topology, A contain the returned free subcube, and N = log 2 k x n. 
p rocedure  a l locat ion l (A ,L )  
d = (tlog2 l l J , . . . ,  [logs l,J); 
x = D = [log s lnJ + 1; 
while x < N do 
for each free subcube A in FBLx do 
if match(A, d) then 
if x > D then spl it l (A, d, x - D); 
delete A from FBLd(A); 
return A; 
x=x+l ;  
return null; 
In Step 2 outlined above, we modify the split procedure given in Section 4 to trim extra 
subcubes. Let A = (G1,. . . ,  Gn) be the matched subcube and the requested computation pattern 
be d = (Llog s/ l  J , . . . ,  Llog2 lnJ). The output from the sp l i t l  procedure listed below will be a free 
subcube of size Llog2 InJ -t- 1. The input parameter times indicates the number of times to split 
the subcube. 
subrout ine  spl i t l  (A,d,t imes) 
delete A from FBLd(A); 
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for i = 1 , . . . ,n  do 
u = d(Gi) -d i ;  
if u >_times then u = t imes, t imes = 0; 
if u <t imes then t imes = t imes-u ;  
x = j ,  where ai,j = * and ai,t ¢ * for l = 1, . . .  , j  - 1; 
while (u > 0) do 
split A along the i th view by replacing ai,x with 0 and 1 and 
assign them to A0 and AI, respectively; 
add Ax to FBLd(Ao); 
A = A0; 
u=u-1 ;  x=x+l ;  
if t imes = 0 then return; 
After Step 2, we have the smallest subcube which can accommodate he task. Next, we need 
to trim extra processors in the subcube so as to return a topology that satisfies the request. The 
procedure nc-spl i t  introduced below performs this step. To avoid cutting the subcube into many 
very small pieces and to speed up the algorithm, the procedure adopts the following heuristic 
rule: when the number of extra processors i smaller than one eighth of the given subcube, the 
cutting process tops. In this way, we may allocate some extra processors which are not used by 
the task. We will show in the next section that no more than 10% of the processors will be so 
wasted in the average. 
Given the subcube A = (G1, . . . ,  Gn) returned from the procedure a l locat ion l  and the re- 
quested topology L = (ll . . . .  , In), the nc-spl i t  procedure is listed below. The procedure returns 
two parameters: SL contains the selected set of processors to execute the task and ns is the 
number of constituent subcubes which form the requested pattern. 
p rocedure  nc-sp l i t (A,L ,ns ,SL)  
d = ([log2 llJ . . . .  , [log2/n J); 
ns = o, SL = 0, redo = false, dif = s i ze(A)  - In; 
if dif < (2ll°g21nJ+l/8) then ns=l ,  SL = {A}, return; 
else if di f< (2flog2 z,*J+l/4 ) then 6 = 3 ; / *  6 is the number of times to cut A */ 
else if di]< (2 [l°g2 lnj+l x 3/8) then 6 = 2; 
else 6 = 3, redo = true; 
next: 
find the first i from 1 to n such that d(Gi) - [log 2 l~J > 0; 
x = j ,  where a~,j = • and a~,l ~ * for l = 1, . . .  , j  - 1; 
split A along the i th view by replacing ai,x with 0 and 1 and 
assign them to A0 and A1, respectively; 
addA0toSL ,  ns++,  A = Ax; 
6 - - ;  
for i = 1 , . . . ,n  do 
if d(Gi) = 0 then continue; 
6 - - ;  
if (6 < 0) break; 
z -- j ,  where ai,j = * and ai,l ~ * for l = 1, . . .  , j  - 1; 
split A along the i th view by replacing ai,x with 0 and 1 and 
assign them to A0 and A1, respectively; 
addA0toSL ,  ns++, A=A1;  
if redo then 
no- - ;  
take the subcube with size Llog 2 lnJ - 1 out of SL 
m 
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(a) dif<(1/S)w. 
W p L 
(b) (l/8)w <: dif< (l/4)w. (c) (l/4)w ~ dif< (3/8)w. (d) (3/8)w < dif< (1/2)w. 
Figure 2. Illustration of the procedure nc-split (w = size(A)). 
Figure 2 shows how the heuristic rule is applied. In Figure 2a, the difference between the size 
of the allocated subcube (i.e., size(A)) and the requested processors (i.e., nl) is smaller than 
one eighth of size(A). In this case nc-split will return the whole subcube A. The number of 
processors that are not utilized is thus smaller than one eighth of size(A). In Figure 2b, the 
difference is between one eighth and one fourth of size(A). In this case, nc-split will cut A three 
times and return seven eighths of A. It follows that the waste is again smaller than one eighth 
of size(A). The remaining two cases can be interpreted similarly and Figures 2c and 2d show 
how the subcube A is cut in each case. Note that in Figure 2d, we do not need the subcube 
of size 1/4 size(A). The Boolean variable redo in the procedure nc-split controls whether that 
subcube should be included in the final set of processors SL. 
Here we give an example to show how nc-split works. Consider a 4-ary 3-cube MPP. Assume 
that currently there is no task running in the system. Thus the free-block lists contain only one 
free subcube: (**, **, **). Suppose now a task arrives with a request of 5 x 4 x 1 processors. We 
have In = 4 x 5 x 1 = 20 and d = (2, 2, 0). The procedure a l locat ion l  is called. Since the size of 
(**, **, **) is larger than Llog2 lnj + 1 = 5, the procedure spl i t l  will also be called. The subcube 
(**, **, 0.) is then returned. This completes Step 2 outlined in the beginning of this section. 
Finally, the procedure nc-split is called to collect desired subcubes from (**, **, 0.) to allocate 
to the task. Because di.f = size(A) - In = 25 - 5 x 4 = 12, we have case (d) in Figure 2. The 
subcubes in SL will be: (**,**,00), (**,1.,01), and (1.,0.,01) before redo is checked. Since 
redo is true, the subcube (**, 1., 01) is taken out of SL. Finally, (**, **, 00) and (1., 0., 01) are 
returned. 
For noncubic allocation, the recombining procedure follows the same procedure as discussed in 
the previous ection. 
5.2. Deal locat ion 
Similar to cubic deallocation, oncubic deallocation is also quite simple. Given a subcube to be 
deallocate(i, the procedure noncubic-deal locat ion listed below searches all free subcubes with 
the same size as the deallocated one and merges any complementary subcubes. This procedure 
repeats until no more complementary subcubes can be found. 
procedure noncubic-deal location(FL) 
for each free subcube c~ in FL do 
for each subcube cj with d(ci) = d(cj) do 
if ci and cj are complementary then 
c~ = c~ + cj; 
delete cj from the corresponding free-block list; 
add ci to FBLd(c~); 
6. PERFORMANCE EVALUATION AND COMPARISON 
6.1. T ime Complex i ty  
The theoretical time complexity for deallocation is 0(2 N) in the worst case, and O(N 2) in 
average, where N = log 2 k x n. This is because we need to compare the deallocated subcube with 
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every free subcube of the same size. Let the size of the deallocated subcube be s. Then, this 
operation will take a time of O(2 N-8) (see [2,3]) in the worst case. Also, in the worst case such 
an operation will be performed for every size larger than s. Thus, the worst case time complexity 
~"~N-I (oN- i  ~ for deallocation will be z.~i=0 ~- j, which is of O(2N). On the other hand, according to [2,3], 
it is likely that the number of subcubes of size s lies between 0 and (N - s + 1). Thus, the time 
complexity for deallocation becomes ~N__~I(N - i + 1) in average, which is of O(N2). 
The time complexity for cubic allocation consists of the following two parts. 
(1) Allocation without recombining 
If the incoming task requires a subcube of size s, then the time complexity for allocation 
in the worst case is V'N {2 N-i~ which is of o(2N). This is because we need to search 
all free-block lists starting with FBLs until FBLN in the worst case to see whether there 
is a matching free subcube for the task. The time complexity in the average case is 
N ~-~i=,(N - i + 1), which is of O(N2). 
(2) Allocation with recombining and without using the prune condition 
The time complexity for allocation in the worst case is the sum of two components: the 
first part is the time spent in (1) above, and the second part is the time spent in build- 
N g-i (m)  where m is the ing the enumeration tree. The worst case is ~i=s(2 ) + ~-~n__~l i+1 , 
total number of free subcubes. The parameter m in the worst case is of o(2N), which is 
x-'N t2 N-i~ Therefore the time complexity obtained from the following formula: m = L,i=0x J. 
for allocation with recombining is O(2 2N) in the worst case. The time complexity in the 
average case is o(2m)(o(2N2)). In summary, the complexity of allocation with recombin- 
ing is exponential. However, according to the simulation results given below, the chance 
to do recombining is low. 
The time complexity for noncubic allocation is the same as in cubic allocation. This is because 
the only extra step is to call nc-split,  which has a complexity of O(N). 
In the procedure nc-spl it ,  we use the heuristic that, if the extra processors are smaller than 
one eighth of the selected subcube, then assign the whole subcube to the task---even though the 
extra processors will not be used. We now show that no more than 10% of the processors will be 
wasted in the average case. 
In the procedure nc-split,  we consider four different cases with the difference between the 
size of the selected subcube and the number of requested processors falling into the following 
four intervals: [0,w/8), [w/8,w/4), [w/4, 3w/S), [3w/8, w/2), where w is the size of the selected 
subcube. In each case, the average amount of waste is the same. We calculate the average waste 
by dividing the total waste by the total number of requested processors as follows: 
i=O 4x w--1 
~=~1~+1 i 
This number is smaller than 10%. 
6.2. Simulat ion Results 
The simulator was built with CSIM version 16, and ran on a Sparc/20 workstation. Thus, the 
time unit used in the following discussions will be the simulation cycles of CSIM. 
The workload fed into the simulator was determined by the following factors: the distribution 
of the size of the requested subcubes, the interarrival time between tasks, and the service time for 
each task. We assumed that task arriwls followed a Poisson distribution with A -- 1.0. The size 
of the requested subcubes followed a uniform or normal distribution. For the normal distribution, 
the parameters/~ and a equaled to (~ - 1)/2 and (~ - 1)/4, respectively for each view, where 
-~ log 2 k. The service time followed a Poisson distribution with a mean MST determined as 
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follows: 
2 n 
x MAT x LF, (1) 
ARS 
where ARS, MAT,  and LF  represent the average size of the requested subcube, the mean arrival 
time, and the loading factor, respectively. The loading factor represents the percentage of time 
that the system is busy. When the arrival rate is equal to the service rate, the loading factor will 
be 1.0. That means the system is busy all the time. 
We ran with a high workload, where the system loading factor was set to 1.0. Each run iterated 
100 times, and in each iteration 1000 tasks were generated. The task scheduling policy used was 
first-come-first-served. 
The performance of the allocation algorithms was measured with two metrics: the CPU time 
and the average task turnaround time. The CPU time is the time to execute the allocation 
algorithm on the Sparc/20 workstation. It gives an indication of the complexity of our algorithms. 
The turnaround time of a task is the time since the task enters the system until it exits. It is the 
sum of the waiting time in the task queue and the service time. From a task's point of view, the 
average turnaround time is more important and meaningful. 
Nine typical cases were considered for cubic allocation (see Table 1). The results were then 
averaged as in Tables 2 and 3. 
Table I. Configurations of the experiments. 
Case k n 
1 2 5 
2 2 5 
3 2 5 
4 16 2 
5 16 2 
6 16 2 
7 8 4 
8 8 4 
9 8 4 
Recombining Pruning 
x/ J 
J 
J J 
J 
J J 
J 
Tables 2 and 3 list performance results of different test cases according to different input distri- 
butions. In the tables, we show the average number of nodes generated during each recombining 
process, the average turnaround time, the average CPU time for allocating 1000 tasks, the av- 
erage prune success rate, and the average recornbining success rate. The average prune success 
rate is defined as the ratio between the number of nodes pruned and the number of total nodes 
generated during each recombining process. The average recombining success rate is defined as 
the ratio between the number of tasks actually allocated using recombining and the total number 
of tasks tried using recombining. 
According to Tables 2 and 3, our recombining and prune processes are very effective for n > 3. 
The larger the n is, the better these processes perform. This is because when n is small there 
are only limited alternatives for subcube allocation. Therefore the recombining process is not 
necessary nor effective. It can be easily seen that recombining process does not have much 
impact on overall system performance (see the 'turnaround time" column). This is because after 
complicated recombining, some large subcubes may be decomposed into smaller ones. Therefore, 
even the current input task can be allocated to the processors, the next task may not be allocated. 
Such an effect may last for a long time until the previous task completes its execution. 
According to the "CPU time" column in Tables 2 and 3, we can see that the execution time 
of our algorithms is reasonable and is polynomial in average (comparing cases 1, 4, and 7). 
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Table 2. Performance results using uniform distribution. 
# of Nodes 
Turnaround 
Generated 
Time 
in Recombining 
0 505 
10 502 
18 501 
0 508 
8 505 
9 503 
0 511 
237 508 
462 507 
CPU 
Time 
(sec) 
0.78 
0.82 
1.08 
0.77 
0.80 
0.82 
1.05 
1.46 
1.49 
Prune Recombining 
Success Rate Success Rate 
0.52 0.09 
- 0.13 
- -  m 
0.06 0.12 
- 0.14 
0.53 0.39 
- 0.33 
Case 
Table 3. Performance r sults using normal distribution. 
# of Nodes 
Turnaround 
Generated 
Time 
in Recombining 
0 503 
12 501 
15 5O0 
0 505 
7 502 
7 
0 
181 
209 
501 
508 
504 
502 
CPU 
Time 
(sec) 
0.0 
0.90 
0.91 
0.0 
0.83 
0.88 
0.0 
1.55 
1.67 
Prune Recombining 
Success Rate Success Rate 
0.52 0.09 
- 0.13 
0.06 0.12 
- 0.14 
0.53 0.39 
- 0.33 
6.3 .  Compar i son  w i th  Other  Methods  
In [I0], a method called the auxiliary free list allocation was proposed. The scheme considers 
noncubic allocation of processors in 2D-mesh on hypercube systems. For example, to allocate a 
5 x 5 submesh, the strategy first looks for an 8 x 8 submesh and then cuts the found submesh 
to obtain a 5 x 5 submesh. If there is no 8 x 8 submesh available, then the request fails. Our 
approach improves this scheme by starting the search from a 5-cube (i.e., 2Llog(Sxs)J+l) instead of 
a 6-cube (8 x 8). It follows that our method has a better chance to find a matching free subcube 
than that in [10]. In addition, since large subcubes are scarce resources, our method also avoids 
unnecessary trim of large subcubes. 
Another approach to solve the noncubic allocation problem was proposed in [11], which also 
targeted at hypercube systems. The method uses a prime cube graph to represent the relationships 
among all free subcubes. Each subcube is a vertex in this graph, and there is an edge between two 
vertices if the two corresponding subcubes are adjacent. To do a noncubic allocation, the method 
also starts with a subcube larger than that requested. When the found subcube is partitioned to 
obtain the desired subcube, the one which causes the least impact to the graph, i.e., keeps the 
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connected subcubes as large as possible, is returned. The complexity to maintain the prime cube 
graph for all free subcubes i much higher than maintaining our free block lists. Furthermore, if 
we extend the concept to k-ary n-cube systems, the graph will become very complicated and the 
cost to maintain the graph will become formidable. 
7. CONCLUSION 
In this paper, we proposed a scheme to dynamically allocate processors for application tasks 
in a k-ary n-cube system without wrap-around connections. The scheme takes into account he 
required computation topology of the incoming tasks. We try different combinations of subcubes 
to find free processors which can match the computation requirement of the incoming task. To 
reduce the complexity, we also discussed how to prune the search efforts. Although the worst case 
time complexity of the proposed scheme is exponential, the average complexity is only polynomial 
based on our simulation results. The problem of noncubic allocation was also considered in the 
paper. The proposed scheme strikes a balance between simplicity and processor utilization. 
Further study is necessary to reduce the complexity of the algorithms, perhaps with more 
effective heuristics in pruning the search space. Also we need to take into account he adjacency 
relationship [11], instead of random selection among those qualified, so as to facilitate later 
allocations. Finally, we did not address the issue of channel utilization and contention resulting 
from the allocation policy. For mesh-connected MPPs, this could be a very important factor 
affecting the system performance. Again, we need to choose among qualifying subcubes the one 
which minimizes channel contention. Such allocation policies should be investigated in depth 
further. 
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