In 5 picture-word interference experiments the activation of word class information was investigated. The first experiment, in which subjects used bare nouns to describe the pictures, failed to reveal any interference effect of noun distractor words as opposed to closed-class distractor words. In the next 4 experiments the pictures were named by using a definite determiner and the noun completing a sentence fragment. The data demonstrate that noun distractors interfere more strongly with picture naming than do non-noun distractors. This held for both visual and auditory presentation of the distractor words. The interference effect showed up in a time window where semantic interference can usually be observed, supporting the assumption that at an early stage of lexical access semantic and syntactic activation processes overlap.
a phonologically related word. These two kinds of word substitutions have often been observed: The erroneous word is either semantically or phonologically related to the target word. The dissociation of word substitutions into these two classes supports the modular view. If the speaker is in the stage of semantic processing and something goes wrong, a semantically motivated error will occur. Likewise, if she or he is in the stage of phonological word formation, a phonologically motivated error will be produced. Because semantic processing and phonological encoding are two distinct stages, word substitutions should not be semantically as well as phonologically motivated. However, occasionally such errors occur. These errors are called mixed errors. An example would be "oyster" for lobster or "rat" for cat. The point is not whether mixed errors exist or not. The point is whether they are produced more often than would be expected by chance. There are divergent answers to this question. Garrett (1976) , as a proponent of the modular view, argues in favor of an accidental genesis. In contrast, Dell (cf. Dell & Reich, 1981; Martin, Gagnon, Schwartz, Dell, & Saffran, 1996) , favoring an interactive activation model, designed a sophisticated method to calculate the chance level of mixed errors and came to the conclusion that they occur more often than chance.
The observational evidence reported so far has been supplemented by experimental data collected by Levelt et al. (1991) . In their paper, three models were tested: a discrete two-stage model, a cascading model, and an interactive feedback model. It should be noted that none of these models questions the basic lemma-word form architecture. Rather, it is the kind of feedforward processing and its exclusiveness that are addressed in different ways.
All three models assume that the conceptual input is connected to a number of word representations in the mental lexicon: There is spreading activation. From here on, the three models diverge. The two-stage model assumes that one and only one lexical entry is selected and only this item is subsequently phonologically encoded. Lemma activation and selection, on the one hand, and activation of the corresponding word form, on the other, are distinct processes. Furthermore, there is no phonological activation of semantically related word candidates.
In the cascading model, phonological processing is not restricted to the selected lemma but also applies to other lemmas that have been activated. In addition, phonological processing starts before final lemma selection. Consequently, there is parallel activation of multiple candidates at the lemma and word form level.
Finally, the interactive feedback model also assumes concurrent activation at the lemma and word form level. In contrast to the cascading model, however, there is spreading activation back from the phonological to the semantic-syntactic level before the lemma is selected. Thus, lemma selection can be affected by phonological processes.
A set of specific hypotheses follows from these assumptions. First, the two-stage model predicts that there is semantic activation but no phonological activation early during the process and that there is phonological activation but no semantic activation at a later point. The cascading model assumes that initially semantic and phonological activation can be observed, but at a later stage only phonological activation will persist because the semantic activation has been turned off after lemma selection. The interactive backward-spreading model predicts semantic and phonological activation both early and late. It should be noted, however, that more recent versions of the latter group of models do not make this prediction. In contrast, they assume an early stage of semantic activation, followed by an overlapping stage of semantic and phonological activation, and a final stage of phonological activation (cf. Dell, Schwartz, Martin, Saffran, & Gagnon, 1997) .
The second hypothesis concerns the phonological coactivation of semantically related word candidates: the mediated priming effect. According to the modular model, only the selected lemma is subsequently processed phonologically; therefore, there should be no phonological coactivation of semantic associates. If, for example, the target was sheep, wool would be a lexical item that is closely related. If wool was indeed phonologically activated, one should find priming of related words like wood. The two-stage theory predicts that this is not the case. The other two models, in contrast, hypothesize that such mediated priming will occur.
Considerable experimental data have been collected that support the two-stage theory of lexical access. Regarding the question of temporal stages, studies by Schriefers, Meyer, and Levelt (1990) and Brown (1997, 1998) provide evidence for an early activation of semantic but not phonological information, whereas at a later stage, activation of phonological but not semantic information was found. In a recent series of experiments, Damian and Martin (1999) replicated the results obtained by Schriefers et al. (1990) with respect to early semantic and late phonological activation. However, in contrast to the Schriefers et al. study, their data showed a considerable temporal overlap of semantic and phonological effects, providing evidence against the discrete two-stage model. Additional recent evidence against the discreteness assumptions of this model comes from a study conducted by Cutting and Ferreira (1999) , who were led by their data to hypothesize a feedback link from the word form to the lemma level.
Regarding the question of mediated priming, no such effect emerged in the experiments reported by Levelt et al. (1991) . However, in recent studies conducted by Peterson and Savoy (1998) and by Jescheniak and Schriefers (1998) , mediated priming did occur. But this effect was restricted to near-synonyms. At the same time, Peterson and Savoy replicated the finding obtained in the Levelt et al. (1991) study that no mediated priming could be observed for same-category items.
At least, these results call for a modification of the discrete two-stage model of lexical access. Obviously, there is cascading multiple activation from the lemma level to the word form level in the case of extreme semantic competition. Does that mean that a strict two-stage model has been disproved? Not necessarily. The following explanation is conceivable. Discrete two-stage processing at the lemma and word form level is the default mode of processing. Arguing in favor of this view, Levelt (1991) shows that the system has to solve rather different tasks at the two levels. At the lemma level, the lexical item that best matches the conceptual input has to be selected among thousands of entries at high speed. At the word form level, however, the selected item must be encoded phonologically. According to Levelt (1991) , it is hard to conceive of any advantage if there is still competition at this level. However, Dell et al. (1997) argued that the lemma selection process might receive valuable information about how accessible corresponding word forms are by feedback from the word form level. If one adheres to the claim that under normal circumstances only the selected lemma is encoded phonologically, the mediated priming effect obtained for near-synonyms can be explained by assuming that there might simply not be enough time to decide on one and only one lexical candidate at the lemma level in the case of extreme semantic competition, so the decision is postponed to the word form level. The data obtained so far would be compatible with this view. But in general, the question of whether lexical access in speech production is a discrete two-stage process has not yet been resolved.
The experiments reported so far have studied the time course of semantic and phonological activation. In the model proposed by Levelt et al. (1999) , the site where the semantics of a word are stored are the lexical concepts. They activate corresponding lemmas, which make the syntactic properties of a word available. Thus, lemmas are semantically and syntactically specified lexical items. Consequently, a further prediction can be made. If the two-stage theory of lexical access appropriately models the speech production process, there should be consecutive processing of not only semantic and phonological information but also syntactic and phonological information. Furthermore, the processing of syntactic properties should show up in about the same time window as the processing of semantic properties because both are activated at the same level. We made some first steps towards studying this latter hypothesis in a series of experiments to be reported below.
One indispensible piece of syntactic information at the lexical level that the speaker needs to build up appropriate utterances is word class. Grammars of natural languages specify which sequential combinations of words of different grammatical categories are acceptable and which are not. In German or English, for example, an article is usually followed by an adjective or a noun. In contrast, the sequence article-verb is ungrammatical. Thus, when a speaker is inserting lexical items into an already existing abstract syntactic structure, the word class of the lemmas must be available (cf. Kempen & Hoenkamp, 1987) . One common distinction is between major and minor word classes, or the open-class and closed-class vocabulary (cf. Garrett, 1980) . Open-class words are nouns, adjectives, adverbs, and verbs. Closed-class words are all other words, particularly all grammatical function words like articles or conjunctions. The idea that the grammatical category of words is an essential piece of information guiding lexical access in speech production is demonstrated by the syntactic category constraint regarding lexical speech errors. Most important, whole-word substitutions and exchange errors almost always involve words of the same grammatical class (Fay & Cutler, 1977; Garrett, 1975 ).
In our experiments described below, we used the picture-word interference paradigm to study the time course of the activation of word class information during picture naming. Our first goal was to investigate whether a reliable effect for this syntactic feature could be demonstrated. Second, we aimed at testing whether interference effects of word class would show up in about the same time window in which semantic effects are usually found. We chose nouns and closed-class words as distractors, hypothesizing that noun distractors should interfere more strongly with the naming of pictures than closed-class distractors because only nouns are potential competitors for picture naming regarding their syntactic category.
Experiment 1

Method
Subjects. Thirty-six subjects participated in the experiment. They were all students at the University of Leipzig and received course credit for their participation.
Materials. Subjects were presented with 30 pictures, which they were asked to name as quickly as possible (see Appendix for a list of all pictures we used). The pictures were derived from the set sampled and normed by Snodgrass and Vanderwart (1980) . There were four distractor conditions (identical, noun, closed-class, and neutral distractors) and six stimulus onset asynchronies (SOAs; Ϫ200, Ϫ100, 0, 100, 200, 300). In the identical condition, the visually presented distractor word was identical with the name of the picture (e.g., picture ϭ TRUMPET, distractor ϭ trumpet). In the noun condition, the distractor was a noun that was neither semantically nor phonologically related to the name of the picture (TRUMPETballoon). In the closed-class condition the distractor was a closed-class item (TRUMPET-although). Noun distractors and closed-class distractors were matched with regard to length (number of letters; nouns: 5.4, closedclass words: 6.2) and frequency (nouns: 18, closed-class words: 18; according to the CELEX lexical database; Baayen, Piepenbrock, & van Rijn, 1993) . In the neutral condition, a row of five Xs was used as distractor (TRUMPET-XXXXX). The identical condition was included because identical distractors increase the probability of obtaining interference effects, as has been demonstrated by Pechmann and Schriefers (1999) . If a considerable proportion of the distractor words was identical with the picture's name, subjects might be tempted to pay attention to these stimuli although they were explicitly asked to ignore them. In the case of identical distractors, they might profit from this strategy (at least when the distractor word is presented before the picture), but in the case of nonidentical distractors, this behavior might intensify interference effects. The neutral condition was included to provide a baseline of unspecific interference.
The set of noun distractors comprised five nouns that were used throughout the experiment: Ballon (balloon), Gitarre (guitar), Vogel (bird), Ziege (goat), and Nase (nose). The set of closed-class distractors comprised five words as well: obgleich (although), entlang (along), unweit (not far off), nebst (together with), and zumal (the more so since). The noun distractors always differed in gender from the target noun. The pictures were presented in the middle of a computer screen and the distractor words were presented randomly above or below the pictures.
Distractor conditions and SOAs were within-subjects variables. Items were blocked with respect to SOA. In each block, the items of the different distractor conditions were randomized. The sequence of SOAs was systematically varied across subjects. Each picture appeared once in each SOA. Across SOAs each picture was combined with one noun distractor, one closed-class distractor, one neutral distractor, and three times with the identical distractor. Each SOA block consisted of 15 items with identical distractors and 5 items from the other three distractor conditions each.
Procedure. Following verbal instructions, the subjects received a booklet containing all pictures used in the experiment; below each picture was printed the correct label. They were asked to overtly name each picture and to use the given labels in the experiment proper. Next they were provided with 12 practice items including all four distractor conditions. Each SOA block started with two warmup trials, which were excluded from later analyses. None of the practice or warmup items reappeared in the experiment proper.
Results
There was some loss of data due to technical problems with the measurement of speech onset. Additionally, all items that were erroneously named, those with naming latencies shorter than 200 ms or longer than 1,500 ms, and those with naming latencies plus or minus three standard deviations from the subject's mean, were discarded from further analyses. In total 5.9% of all data were excluded from statistical computations. 
Discussion
The data obtained in the first experiment did not yield any word class effect. Subjects' naming latencies were not affected by the grammatical category of the distractor words. One possible explanation for this outcome is that the picture-word interference paradigm is not sensitive enough for measuring the activation of word class information. Alternatively, one might consider that the naming of pictures by bare nouns again and again only minimally requires syntactic processing. La Heij, Mak, Sanders, and Willeboordse (1998) reported a series of picture-word interference experiments studying the activation of gender information. They did not obtain any interference effects when subjects named the pictures by bare nouns. In contrast, when they had to use the appropriate determiner as well, a gender congruency effect emerged, that is, distractor words of the same gender yielded shorter articulation latencies than distractor words of a different gender (the experiments were done in Dutch, which has a twogender system). This finding suggests that the activation of the gender of a noun lemma depends on the demands of the syntactic processes involved. The same argument may apply to the activation of word class information. To test this hypothesis, we designed a second experiment in which we modified the pictureword interference paradigm in order to increase the impact of syntactic processing.
Experiment 2
Method
Subjects. Thirty-six students at the University of Leipzig participated in the experiment. They either received course credit for their services or were paid for participation.
Procedure. Once again we used the picture-word interference paradigm, but this time it was incorporated into the reading and articulation of a sentence fragment. First, subjects were presented with a proper name and a verb in its infinitive form, for example, Peter beschreiben (Peter describe). They were asked to overtly pronounce the name and the verb in its inflected form, for example, "Peter beschreibt" (Peter describes). Shortly afterwards, they saw the picture of an object and a distractor word. Their task was to start naming the picture as fast as possible together with the definite article, for example, "den Apfel" (the apple), thereby completing the sentence fragment. Thus they produced sentences of the form [proper noun] ϩ [inflected verb] ϩ [definite article] ϩ [noun], for example, "Peter beschreibt den Apfel" (Peter describes the apple). It should be noted that German has a three-gender system. The form of the determiner depends both on gender and case. Because in our experiment, picture naming required the production of feminine, neuter, and masculine nouns, subjects had to retrieve the correct determiner in each trial depending on the noun's gender.
Apart from the incorporation of picture naming into the completion of a sentence fragment, the design and the materials of the second experiment were identical to those of the first experiment. The structure of a trial was as follows. First, a short tone of 1000 Hz and 100-ms duration was presented as an attention cue. Two hundred milliseconds later, the sentence fragment, [proper name] ϩ [infinitive verb], was flashed up on a computer screen, where it remained visible for 2 s. Four hundred milliseconds after the offset of the sentence fragment, the picture was presented in combination with a distractor word that was time locked depending on the SOA being used. The pictures disappeared with subjects' voice onset as was the case in all experiments reported in this paper. We selected four proper names and four verbs, which appeared in all possible combinations equally often as sentence fragments.
Results
Because of false namings and technical problems with the measurement of speech onset, 4.8% of the data were excluded. In addition, all naming latencies shorter than 200 ms or longer than 1,500 ms as well as all latencies plus or minus three standard deviations from the subject's mean were discarded from further analyses (1.5%). In an analysis that included only the two critical distractor types (nouns and closed-class words), the main effect of SOA, F 1 (5, 175) ϭ 11.45, p Ͻ .01; F 2 (5, 145) ϭ 18.78, p Ͻ .01, the main effect of distractor, F 1 (1, 35) ϭ 12.90, p Ͻ .01; F 2 (1, 29) ϭ 4.36, p Ͻ .05, and the interaction, F 1 (5, 175) ϭ 5.52, p Ͻ .01; F 2 (5, 145) ϭ 1.98, p Ͼ .05, were significant as well (the interaction only by subjects). Finally, paired-samples t tests were computed comparing noun and closed-class distractors at the six SOAs. They were significant at SOA Ϫ100, t 1 (35) ϭ 2.93, p Ͻ .01; t 2 (29) ϭ 1.82, p Ͻ .05 (one-tailed), SOA 0, t 1 (35) ϭ 2.72, p Ͻ .05; t 2 (29) ϭ 1.79, p Ͻ .05 (one-tailed), and SOA 100, t 1 (35) ϭ 4.15, p Ͻ .01; t 2 (29) ϭ 2.51, p Ͻ .05 (two-tailed). At all other SOAs, the differences proved to be nonsignificant ( p Ͼ .10). Both the subject and the item analyses yielded significant effects of word class. In the SOA range from Ϫ100 to 100 ms, subjects' naming latencies were more severely affected by noun distractors than by closed-class distractors. First, these findings demonstrate that the picture-word interference paradigm is sensitive to the grammatical class of word distractors, but only if syntactic procedures are used. Second, we expected to see effects of competing syntactic information on subjects' articulation latencies in a time window in which effects of competing semantic information usually show up. Indeed, our data support this assumption because the SOA range in which we found our effects for syntactic information is the same range in which interference of (visually presented) semantically related distractors is usually found (cf. Glaser & Düngelhoff, 1984) .
However, two variables were confounded in our second experiment. On the one hand, we varied the grammatical category of our distractor words. On the other hand, noun distractors and closedclass distractors differed not only with respect to grammatical category but also with respect to their appropriateness in occupying the slot that had been opened by the initial sentence fragment. Of course, the noun distractors (in combination with the correct determiner) were perfectly appropriate sentence continuations because after the proper name and the inflected verb, a noun phrase is expected. In contrast, the closed-class words we had selected could not be inserted into the syntactic slot. A word string like Peter beschreibt obgleich . . . (Peter describes although . . .) is ungrammatical.
To avoid confounding these variables, we replicated the experiment. In our third experiment, we chose non-noun distractors that were fully acceptable continuations of the initial sentence fragment.
Experiment 3
Method
Subjects. Thirty-six students at the University of Leipzig served as subjects. They were paid for their participation.
Materials and procedure. Methodologically, the experiment was identical to Experiment 2. The only difference concerned those distractor words that differed from nouns in syntactic category. In Experiment 3, we used adverbs that were grammatical continuations of the initial sentence fragment-leider, stets, oftmals, immerzu, durchaus (unfortunately, always, often, constantly, throughout). A sentence beginning such as Peter beschreibt oftmals . . . (Peter describes often . . .) is fully grammatical and acceptable in German. As in Experiments 1 and 2, the non-noun distractors were matched in frequency (CELEX lexical database; nouns: 18, adverbs: 51) and word length (number of letters; nouns: 5.4, adverbs: 6.6) to the noun distractors.
Results
Naming errors and measurement errors due to technical problems were discarded (2.6%). In addition, only naming latencies in the range between 200 and 1,500 ms were included in the analyses and latencies more than three standard deviations from the subject's mean were excluded as extreme values (1.7%). Table 3 and Figure 3 summarize the results of Experiment 3.
A 4 (distractor type) ϫ 6 (SOA) repeated measures ANOVA was conducted that yielded significant main effects of SOA, F 1 (5, 175) ϭ 10.52, p Ͻ .01; F 2 (5, 145) ϭ 32.78, p Ͻ .01, and distractor type, F 1 (3, 105) ϭ 74.78, p Ͻ .01; F 2 (3, 87) ϭ 57.89, p Ͻ .01, and 
Discussion
We tested the hypothesis that the stronger interference effect of noun distractors as compared with closed-class distractors obtained in Experiment 2 was due to the fact that only the nouns fitted into the syntactic slot opened by the sentence fragment whereas closed-class words did not. The data obtained in Experiment 3 do not corroborate this supposition. Because the non-noun distractors in the third experiment were fully appropriate continuations of the initial sentence fragment, we conclude that the interference effects we observed were in fact due to the grammatical category of the distractor words. Because the third experiment was identical to the second one except for the adverbial distractors, it can be considered a very close replication of the second experiment. The statistical analyses show an almost identical pattern of results.
Both Experiments 2 and 3 demonstrate that a highly reliable word class effect emerges when subjects' naming of a picture is embedded into the formulation of a sentence. This finding clearly contrasts with the outcome of Experiment 1: When subjects produced bare nouns to describe the pictures, the grammatical category of the distractor words did not play any significant role. However, this is a between-subjects effect and the contrast is strongly based on the null result in Experiment 1. To further test the claim that the grammatical category effect was indeed due to subjects' more active involvement in syntactic processing, we repeated Experiments 1 and 3 in a within-subjects design.
Experiment 4
Method
Subjects. Eighteen students of the University of Leipzig were paid for their participation.
Materials and procedure. Experiment 4 was a full replication of Experiment 3, followed by a full replication of Experiment 1, except that the closed-class distractors of Experiment 1 were replaced by the adverbs used in Experiment 3. Thus, all 18 subjects were tested in both experiments immediately succeeding each other. We chose to start with Experiment 3, which used the sentence context task because this should be the most rigid test. If subjects participate in an entire experiment and exhibit a reliable word class effect, the chances should be great that they show the same effect in a directly subsequent experiment that only lacks the embedding of picture naming in a sentence formulation but is identical in all other respects.
Results
Errors due to either technical problems or false namings (3.7%) as well as outliers more than three standard deviations from the subject's mean (1.5%) were discarded from further analyses. Table  4 depicts the mean naming latencies in all four conditions and six A second ANOVA, which only included the two critical distractor types (nouns vs. adverbs) once again showed significant main effects for distractor type, F 1 (1, 17) ϭ 19.89, p Ͻ .01; F 2 (1, 29) ϭ 19.35, p Ͻ .01, SOA, F 1 (5, 85) ϭ 8.25, p Ͻ .01; F 2 (5, 145) ϭ 15.51, p Ͻ .01, and a marginally significant interaction, F 1 (5, 85) ϭ 2.01, p ϭ .09; F 2 (5, 145) ϭ 2.42, p Ͻ .05.
Planned comparisons revealed that nouns as distractor words significantly slowed down picture naming as compared with adverbs as distractor words at SOA Ϫ100, t 1 (17) ϭ 3.33, p Ͻ .01; t 2 (29) ϭ 3.59, p Ͻ .01, SOA 0, t 1 (17) ϭ 2.72, p Ͻ .05; t 2 (29) ϭ 2.69, p Ͻ .05, and SOA 100, t 1 (17) ϭ 3.05, p Ͻ .01; t 2 (29) ϭ 3.06, p Ͻ .01.
The lower half of Table 4 depicts the results obtained in subexperiment 4B (without sentence production).
The data were analyzed in parallel to Experiment 4A. The ANOVA including four distractor conditions yielded significant main effects for distractor type, F 1 (3, 51) ϭ 23.76, p Ͻ .01; F 2 (3, 87) ϭ 27.90, p Ͻ .01, SOA, F 1 (5, 85) ϭ 3.94, p Ͻ .01; F 2 (5, 145) ϭ 5.31, p Ͻ .01, and a significant interaction, F 1 (15, 255) ϭ 3.05, p Ͻ .01; F 2 (15, 435) ϭ 2.16, p Ͻ .01. A second analysis including only the two critical distractor types only demonstrated a significant main effect for SOA, F 1 (5, 85) ϭ 4.07, p Ͻ .01; F 2 (5, 145) ϭ 3.3, p Ͻ .01. Subsequent t tests confirmed that the differences between nouns versus adverbs as distractors were not significant at either SOA.
Discussion
The data obtained in Experiment 4 exactly replicate the findings obtained in Experiments 3 and 1. If subjects name pictures as a continuation of the production of a sentence, nouns as distractor words significantly slow down their naming latencies, as compared with adverbs as distractor words. Moreover, this happened in exactly the same SOA range. However, if subjects' picture naming was not embedded in the production of a larger syntactic structure, no grammatical category effect emerged. This outcome of Experiment 4 makes it very unlikely that the results obtained in Experiments 1 to 3 were due to a between-subjects comparison.
However, there is another caveat. The initial letter of German nouns is always a capital letter. In contrast, the initial letter of closed-class words and adverbs is always a lowercase letter except if they are the first word of the sentence. In our experiments, we presented the noun distractors with a capital letter as the initial letter, but the closed-class words and adverbs began with a low- Figure 3 . Mean naming latencies in Experiment 3 as differences (in ms) among the noun, adverb, identical distractor, and neutral conditions. SOA ϭ stimulus onset asynchrony.
ercase letter. Thus, the word classes were graphically marked by their initial letters. If subjects paid attention to this difference it might have helped them to quickly recognize non-noun distractors as irrelevant competitors for picture naming. Two potential strategies to avoid this problem are conceivable. First, all distractor words can be presented in capital letters throughout. However, although not uncommon, this is not the usual way we encounter words in written language. Therefore, we opted for another possibility. In Experiment 5, we presented the distractor words auditorily.
Experiment 5
Method
Subjects. Another 36 students of the University of Leipzig who had not participated in the previous experiments served as subjects. They were either paid or received course credit for their participation.
Materials. The materials in Experiment 5 were identical to those of Experiment 3 except that in Experiment 5 the distractor words were presented auditorily. All distractor words were digitally recorded using the Computerized Speech Lab software and hardware. Their onset was synchronized with picture onset so that for SOA Ϫ100, for instance, word onset preceded picture onset by exactly 100 ms. In the neutral condition we presented white noise for 500 ms. The mean word length was 471 ms for the nouns and 562 ms for the adverbs.
Procedure. The crucial difference between Experiments 3 and 5 was that in Experiment 5, the distractor stimuli were presented auditorily through earphones. In all other respects, the procedure was the same.
Results
Again, naming errors and measurement errors due to technical problems were excluded (3.6%). In addition, all naming latencies shorter than 200 ms and longer than 1,500 ms and all latencies outside the range of plus or minus three standard deviations from a subject's mean were excluded as extreme values (1.3%). Table 5 and Figure 4 summarize 
Discussion
The data from Experiment 5 support and replicate the findings obtained in Experiments 3 and 4. Again, a reliable word class effect emerged, providing evidence against the hypothesis that the difference concerning the initial letter of German nouns and closed-class words or adverbs played a major role. With auditory presentation of the distractor words, the SOA range in which the word class effect shows up is shifted into the positive direction. The word class effect was significant at SOAs Ϫ100, 0, and 100 Figure 4 . Mean naming latencies in Experiment 5 as differences (in ms) among the noun, adverb, identical distractor, and neutral conditions. SOA ϭ stimulus onset asynchrony. ms using visual distractors, whereas it was significant at SOAs 0, 100, and 200 ms when the distractors were presented auditorily. Presupposing that visual word recognition is usually faster than auditory word recognition, one would expect auditory distractors to exert their influence at an earlier SOA than visual distractors because the auditory information must be presented earlier to affect the same processing stage. We found the opposite. Obviously, further experimentation is needed for clarifying the differential effects of acoustic and visual distractors in picture-word interference experiments under various conditions (cf. Starreveld, 2000) .
General Discussion
Five experiments have been reported that aimed at tapping into the activation of word class information during speech production and studying its time course. The first experiment used the traditional picture-word interference paradigm. We hypothesized that noun distractors interfere more strongly with picture naming than closed-class distractors because only nouns are competitors at the syntactic level. Contrary to this assumption, we did not obtain any effect of word class at any SOA in this experiment. One possible reason for this outcome might have been that naming pictures by bare nouns only minimally requires the syntactic component of the language generation system to operate. Because in the standard picture-word interference paradigm only nouns are produced, information about the grammatical class of the words being pronounced is of rather marginal importance.
In the second experiment, we therefore embedded the pictureword interference method into the continuation of a sentence fragment to strengthen the impact of syntactic procedures. It worked. The data show a significant effect of word class in the SOA range between Ϫ100 and 100 ms.
In the third experiment, we controlled for a possible confounding of two variables, namely, that it was not the grammatical class of the distractors, but the syntactic appropriateness as a sentence continuation that caused noun distractors to interfere more strongly with picture naming than closed-class distractors. We did not find any support for this claim. Therefore, we conclude that word class was indeed the critical factor. Moreover, the pattern of results obtained in Experiment 3 was almost identical with the pattern of results in Experiment 2.
In Experiment 4, we tested whether the different outcomes of Experiment 1 as opposed to Experiments 2 and 3 concerning the grammatical category effect were due to a between-subjects comparison by replicating Experiments 1 and 3 in a within-subjects design. The data clearly rule out this possibility.
Finally, Experiment 5 was carried out to cope with the problem that in German, nouns always begin with capital letters, whereas closed-class words and adverbs usually begin with lowercase letters. It seemed possible that our subjects took advantage of this difference to stop processing non-noun words as distractors. In Experiment 5, we therefore presented the distractor words auditorily. Again we found a very similar pattern of results. We obtained a significant effect of word class in the SOA range between 0 and 200 ms.
The failure to obtain any interference effect for word class information in Experiment 1 as opposed to Experiments 2-5 suggests that the effect depends on the syntactic demands involved in the picture-naming task. It was only when subjects had to complete a simple sentence fragment and retrieve the correct determiner of the noun that we observed a significant interference of noun distractors as opposed to non-noun distractors. A related finding was reported by La Heij et al. (1998) , who observed a gender-congruency effect in Dutch when subjects named pictures using a definite determiner and the noun, but not when their descriptions consisted of bare nouns only. These findings suggest that the syntactic features of lemmas (grammatical category and gender) are not obligatorily activated during speech production, at least when subjects repeatedly produce bare nouns to describe pictures. Alternatively, it is possible that the activation under such circumstances is simply not strong enough to produce interference effects in the picture-word interference paradigm. The first hypothesis is compatible with the independent network model, which Caramazza (1997) recently proposed. Primarily on the basis of neuropsychological evidence, this model explicitly assumes that the activation of syntactic features can be bypassed when speakers generate speech. However, in contrast to the claims put forward by Caramazza, the model proposed by Levelt et al. (1999) does not exclude this possibility either. Thus, both models could cope with the bypassing of word class activation when the impact of syntactic processing is minimal during language generation.
In Experiments 2 and 3 (and 4A, respectively), the effect of grammatical category showed up in exactly the same SOA range. Because this range is the same as the one that has repeatedly been observed for (visually presented) semantic distractors, our findings support the claim that during language generation, semantic and syntactic information are activated concurrently.
The detailed relationship between semantic and syntactic properties during the activation of a lemma is clearly outside the scope of the present article and requires further experimental data. Not only may the time-course of activation be slightly different, but also one may ask which semantic variables are active and at what time. As has already been pointed out by Wittgenstein (1953) , it is almost impossible to determine the features that constitute a word and distinguish it from all others. The meaning of a word heavily depends on the circumstances of its actual use. If one assumes that lexical concepts are not composed of semantic features but are represented as nondecompositional units (cf. Levelt et al., 1999; Roelofs, 1997) , the context dependency of a word's meaning is due to the particular conceptual substructure in memory that is accessed while a lexical concept is activated. As a consequence, whereas the syntactic properties (word class, gender) are clearly lemma specific, the situation with respect to semantic variables may be much more fuzzy. The semantic force of lemmas may be very limited.
Finally, one might object that the word class effect that we obtained in our experiments for nouns as opposed to closed-class words and adverbs is a semantically motivated effect rather than a syntactically motivated one. This argument would be based on the assumption that grammatical categories not only differ with respect to syntactic function but also with respect to semantic commonalities, although it is very hard to determine the semantic features that all nouns share as opposed to closed-class words, for instance. It is relatively easy regarding the nouns we used as target and distractor words in our study. All those words denoted simple concrete objects. Of course, they were semantically more similar to each other than to any closed class word or adverb we used as a distractor. However, there is reason to doubt that semantic variables played a significant role in our experiments. If so, the interference effect should have shown up in Experiment 1 as well, but it clearly did not. The crucial difference between Experiment 1 and Experiments 2-5 was an increase in the syntactic demands of the experimental task. Because we only obtained a word class effect when subjects had to engage in more syntactic processing, it is unlikely that the effect is due to semantic variables.
