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Abstract: Flux-vector splitting and flux-difference splitting techniques are applied to the Cauchy-Riemann equations. 
It is shown that the discrete equations obtained by both techniques can be solved by relaxation methods, which can be 
used in the multigrid technique. The flux-difference splitting technique is applied to the steady one-dimensional Euler 
equations and the resulting set of discrete equations is solved by a relaxation algorithm. The solution for transonic flow 
is free of transition points in the shock region. By analogy with the Cauchy-Riemann equations, it is concluded that 
this technique is extendable to two dimensions and that it can be used in the multigrid method. 
Keywords: Flux-difference splitting, multigrid method, Cauchy-Riemann equations, Euler equations. 
1. Introduction 
In recent years, the use of upwind finite difference schemes for solving the Euler equations has 
gained considerable popularity. This is mainly due to the introduction of the flux-vector splitting 
approach by Steger and Warming (131 which has made it clear how concepts from the theory of 
characteristics, already known for a long time for quasi-linear first order hyperbolic systems [3], 
and further developed by many workers (see references in [13]), can be used on systems of 
conservation laws. 
Up to now, the flux-vector splitting approach for calculating steady inviscid flow, described by 
the Euler equations, has been mainly used in time-marching techniques of both explicit and 
implicit form [2,4,13]. Only very recently, it has been shown by Jespersen [8] that the flux-vector 
splitting approach can also be used directly on the steady Euler equations to generate discrete 
equations that are amenable to a solution by relaxation methods, possessing smoothing properties 
so that they can be used in the multigrid technique, resulting in a very high computational 
efficiency. 
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The question of shock treatment was studied thoroughly by Osher and Chakravarthy [ll] and 
by Van Leer [9]. The conclusion was that a flux-vector splitting technique can at best represent a 
shock with the introduction of two transition points. 
A technique, dual to a flux-vector splitting, called flux-difference splitting was introduced by 
Roe [12], based on the earlier work of Godunov [6]. In this technique, not the flux-vectors but the 
flux-differences between opposite surfaces of a control volume are split. Up to now, the 
flux-difference splitting technique only has been used in time-accurate techniques for transient 
flows and in time-marching techniques for steady flows. Algorithms similar to Roe’s were 
developed by Enquist and Osher [5] and by Lombard et al. [lo]. In [9,11] it was shown that 
particularly Roe’s scheme can generate steady shocks with only one or even no transition points. 
In this paper, it is shown on the example of the Cauchy-Riemann equations, that the flux-dif- 
ference splitting scheme can be used to generate discrete equations which are amenable to a 
solution with relaxation techniques and that these relaxation schemes have smoothing properties 
so that they can be used in the multigrid technique with the same efficiency as flux-vector 
splitting techniques. It is also shown that relaxation techniques based on flux-difference splitting 
can be constructed for the one-dimensional Euler equations, leading to solutions with shocks 
without transition points. 
2. Upwind differencing 
Classic relaxation schemes like Jacobi, Gauss-Seidel and successive overrelaxation are only 
proven for positive type equations. These are equations of the form: 
aiiu; - aijujh = Fib 0) 
in which u: denotes the discrete solution in node i while the subscript j describes grid points in 
the vicinity of i, and with: 
(1) positive coefficients: aii > 0, cuij Z 0, 
(2) dominance of the central node i: aii > Ej+pij, 
(3) irreducibility: the system cannot be decoupled into independent subsystems. 
Classic discretisation of scalar elliptic partial differential equations, as for instance the central 
discretisation of the Laplace equation, generate difference equations of positive type. However, it 
is clear that ellipticity of the partial differential equation is not a necessary condition too achieve 
difference equations of positive type. 
For instance, the scalar steady advection equation 
u(au/ax) + b@u/i3y) = 0 
leads to a positive type difference equation if upwind differencing is used, i.e. backward 
differencing for terms in (2) with a positive coefficient and forward differencing for terms with a 
negative coefficient. Hence, for a > 0, b < 0 in (2): 
(3) 
clearly equation (3) can be solved by any standard relaxation scheme. 
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Furthermore, practical experience shows that positiveness of the difference equations is not a 
necessary condition for solvability of the system of equations by relaxation methods. However, 
for non-positive equations, non-standard relaxation methods are necessary. A very well-known 
example of this kind is Jameson’s rotated difference scheme for transonic potential equations [7]. 
In supersonic parts of the flow, the potential equation becomes hyperbolic, but due to use of 
upwind differencing the solution can be obtained by a relaxation method. 
It is rather easy to extend the notion of scalar positiveness to vector positiveness for systems of 
first order equations with system matrices with real eigenvalues: 
@g/ax) + B(ag/ay) = 0 (4) 
When A and B have real eigenvalues, it is always possible to split the matrices into a sum of a 
matrix with positive eigenvalues and a matrix with negative eigenvalues A = A ++ A -, B = B++ 
B-. 
Equation (4) then can be written in split form as: 
An upwind discretisation of (5) then is obtained when the + terms are discretised by backward 
differences and the - terms by forward differences: 
A+(5i,j-5i-l,j)+A-(5i+l,j -ti,j) +B+(5i,j-Zi,j-1)+B-(~i,j+l -6i,j)=O 
or 
(A++B+-A--B-)~i,j-A+S‘i_,,j-(-A-)~i+l,j-B+~i,j_,-(-B-)~i,j+l=0.(6) 
Although it is not a general rule, clearly for a large class of system matrices, the coefficient matrix 
C = A + + B+ - A - - B- has positive eigenvalues. In this case, equation (6) is a vector analogue of 
the scalar equation (1). 
It can be called to be of vector-positive type since the matrix coefficients have positive 
eigenvalues. Vector-variants of relaxation schemes can be used on vector-positive quations. 
3. Flux-vector splitting for the Cauchy-Riemann equations 
The Cauchy-Riemann equations are: 
au/ax + au/ay = 0, - au/ax + au/ay = 0 
or 
(7) 
Equations (7) describe ii-rotational flow of an inviscid incompressible fluid with velocity compo- 
nents u and u. 
The characteristic matrix associated to (7) is: 
The equation Det(K) = -kf - ki = 0 has no non-zero solutions (k,, k2). Hence the system of 
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equations (7) is elliptic. It is to be noted, as discussed in the previous section, that ellipticity is not 
necessary to arrive at a positive type discretisation. The eigenvalues of the system matrices are: 
for,=(A _!l)) {::IyI, hence,,=(i _F); 
x,=1, 
The associated left eigenvector matrices of A and B are 
with 
X,.A=A,.X,, XB. B=.A,*XB. 
Since eigenvector matrices can be defined, following Steger and Warming [13] an obvious way 
of splitting can be obtained by first splitting the eigenvalue matrices 
At=A,++A,, As=AB+ +A, 
with, in general, for A (similar for B) 
x+ 1A 
A+A= 
i 1 
x4 
*._ , A,= ‘._ 
CA \ KA 
with 
Xi+, = max(XiA, 0), Xi = min(XiA, 0). 
The split matrices are then obtained by: 
A+= X-‘A’X A A A, 
This gives: 
B+= X-‘A’X 
B BP 
B+=(;; ;;) . 9 
. 
The corresponding split equations are: 
a+u 
,+0.+++0.5+)=0, 
a-0 -,+0.5~(u+“)+0.5+)=0. 
B-= X,-‘A,X,. 
(8) 
(9) 
The coefficient matrix 
C=A++B+-A--B-= ; ; 
( 1 
has only positive eigenvalues. 
The corresponding upwind discretisation on a square grid gives, for interior points: 
4Ui,j = 2Ui-t,j + ui,j-l + ui,j+l + ui,j-1 - ui,j+19 
4Vi,j= 2Vi+l,j + Vi,j-1 + Ui,j+l + Ui,j-1 - ui,j+l’ 
00) 
01) 
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The boundary conditions to be associated to (8) and (9), on a rectangular egion, obviously are: 
left boundary (inflow) : u, upper boundary: u - u, 
right boundary (outflow) : u, lower boundary : u+ u. 
Of course, also a dominant part of these quantities can be specified. In the following numerical 
examples, the boundary conditions are: 
inflowboundary(x= -L): u=l, upper boundary ( y = H ) : o=o, 
outflow boundary (x = L) : u=o, lower boundary ( y = -H) : u = au 
with (Y = 0 for x Q - $L and x >, )L, a = ($x/L)(($x/L)* - 1) for - $L Q x < $L. At inflow, 
the u-equation (11) and at outflow, the u-equation (10) can be used. At the upper boundary the 
equations (8) and (9) are to be combined in order to eliminate a-/ay: 
a+u/ax-a-u/ax+a+(u+u)/ay=0. 
This gives, with ui, j = Di+ l,j = 0, 
2Ui.j = Ui_l,j + Ui,j-1 + Ui,j-1. 
The same equation can be used at the right upper corner with u~,~_~ = 0. At the lower boundary, 
the equations (8) and (9) are to be combined in order to eliminate a+/ay: 
a+u/ax+a-u/ax-a-(u-u)/ay=0. 
This gives, with ui,j = CYU~,~, 
2(1 - “i,jJ”i.j= ui-l,j + #i.j+l - ui+l,j - ui,j+l’ 
At the right lower comer, taking into account Q = 0 and u~,~+~ = 0, this becomes 
2Ui.j = Ui-l,j + Ui,j+l’ 
The resulting set of equations can be solved by vectorJacobi, vector-successive r laxation, both 
in lexicographic (LX) ordering and red-black (RB) ordering. From a practical point of view the 
stability of these schemes can simply be verified by the construction, through Taylor expansion, 
of the equivalent ime dependent equations, associated to the relaxation schemes. It is found that 
the equivalent equations are hyperbolic with respect to the pseudo-time for relaxation factors 
lower than some upper values. 
4. Numerical examples 
Figure 1 shows the lines of constant total velocity for the solution obtained by relaxation of 
the Cauchy-Riemann equations, discretised by flux-vector splitting on a 96 x 32 elements grid. 
Successive under-relaxation was used, both in red-black ordering and in lexicographic ordering. 
It was found that a symmetric lexicographic scheme (SLX) performs the best on a single grid. In 
the SLX-scheme the nodes were relaxed by alternating sweeps from the lower left point to the 
upper right point, first varying the row index and sweeps from the upper right point to the lower 
left point, also first varying the row index. For both the RB-scheme and the SLX-scheme, 
optimum acceleration was reached for w = 0.95. Both schemes were used in multigrid form, using 
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Fig. 1. Lines of constant total velocity for the Cauchy-Riemann problem. 
four grids: 96 X 32, 48 X 16, 24 X 8 and 12 X 4, V-cycling, full weighting as restriction operator 
and bilinear interpolation as prolongation operator [l]. In both RB and SLX-schemes the optimal 
smoothing was found experimentally to be reached for the relaxation factor w = 0.75. The 
optimum configuration for both schemes is identical and is given in Table 1. Figure 2 shows the 
convergence results. The residual shown is the maximum residual. The work units in the 
multigrid scheme were determined as: 
- one relaxation sweep = lwu on grid h, $wu on grid 2 h, . . . , 
- one residual calculation + the associated grid transfer = lwu on grid h, awu on grid 2h,. . . . 
According to this rule, the resulting number of work units per cycle is 
(Vi,h + 1) + &,Zh + v2,2h + l) + &.4h + V2,4h + l) + idV2,8h). 
Actual measurement of computing times shows that this formula under-estimates the work by 3 a 
5% for all parameter combinations. 
In Fig. 2, it is seen that the RB-scheme performs better than the LX-scheme in multigrid 
version. The convergence factor for the RB-scheme is: 
maximum residual ( wu = I) 
P 
= maximum residual ( wu = I - 1) 
p o 7oo 
. 
This is only slightly less performing than a typical multigrid algorithm on a scalar equation 
(p = 0.5 to 0.6). 
Table 1 
Optimum configuration of the multigrid cycle for the Cauchy-Riemann problem, using flux-vector splitting. 
grid h 2h 4h 8h 
number of relaxations 
before restriction (q) 1 2 3 
number of relaxations 
before prolongation (q) 1 2 8 
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Fig. 2. Convergence history for single grid and multigrid relaxation for the Cauchy-Riemann problem, using 
flux-vector splitting with red-black and lexicographic ordering. 
5. Flux-difference splitting versus flux-vector splitting 
The approach used in the preceding paragraph, introduced by Steger and Warming has been 
called flux-vector splitting. It was devised for Euler equations. These take the form: 
E+ac=,, F= 
Puu+P 
a.Y 
Ipu 1 
‘PO \ 
PUV 
puv ’ G= puv+p ’ (12) 
PHU \ PHV I 
p is density, u and u are Cartesian velocity components, H = E + p/p is total enthalpy, p is 
pressure, E = p/( y - 1)p + iu’ + fu” is total energy and y is adiabatic constant (air y = 1.4). 
The flux vectors F and G have the remarkable property that they are homogeneous with respect 
to the variables t; = (fi, f2, f3, f4) = (P, PU, P~J, PW 
It is easily verified that: 
F= 
f2 
3-Y fi2 Y-If32 ----- 
2 fl 2 fl 
+(u- 
f2f3 
-7 
l>f4 
y-1 f; Y-1 f,f,’ + yf2f4 --_-_- - 
2 ff 2 f: fl 
\ 
, 
J 
G= 
f3 
&& 
fl 
Y-If22 --- 
2 fl 
+ y$ +(y- l)f4 
1 
v-1 f2f;' Y-If;3 34 ------ +yff 
2 f: 2 f: -7 
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Obviously F(a5,) = aF(5,) and G(at,) = aG([,). Hence by defining the Jacobians A = aF/ag,, 
B = aG/&$, (12) can be written as 
A@& + B(X,/ay) = 0. 03) 
Due to the homogeneity F = A - 5, and G = B - [,. 
As a consequence a splitting of the matrices generates a splitting of the flux vectors. It was 
demonstrated by Jespersen [8] that the flux-vector splitting approach for the Euler equations 
leads to discrete equations which can be solved in the same way as was done in the preceding 
section for the Cauchy-Riemann equations. Since in (13) the Jacobians vary from point to point, 
the resulting discretisation is not telescoping, i.e. when equations in neighbouring points are 
added, the corresponding forward and backward terms do not cancel identically. Therefore the 
discrete equations obtained from (13) do not express the conservation property inherent in the 
corresponding differential equations. In order to ensure conservation, the matrices A and B are 
to be kept under the differential operators resulting in complication with metrics on non-orthogo- 
nal grids [8]. As discussed by Deese [4], conservation also can be reached by bringing the 
flux-vector splitting in control volume formulation according to Fig. 3. On the cell surface Si+i,z. 
fluxes are split into a backward and a forward part. The backward part is expressed by the state 
variables in node (i, j) and the forward part by the state variables in the node (i + 1, j). The 
other surfaces are treated similarly. 
There is an obvious difficulty 1~1 defining the split parts of flux-vector components associated 
to an eigenvalue which changes ign when calculated with the state variables in the nodes on both 
sides of the cell surface [4]. Difficulties of this kind do not occur when (12) is discretised on a 
finite volume and when the differences of fluxes between opposite surfaces are split [lo]. It was 
pointed out by Roe [12], that the splitting of flux differences is possible since the fluxes are 
rational functions of the dependent variables. A very simple splitting of flux differences is 
possible if the fluxes are expressed in function of the variables: 
s,‘= (&9 g,, 839 g4) = (69 ii% iib 1I;;H). 
It is easy to verify that: 
/ 
g1g2 
Y+l 2 
2g2 
Y--l Y-1 
F= - y-83 + y&w4 
g2g3 
\ 8284 
I I I 1 
i,j+l 
l 
fl.5. I+ 
/ 
‘-2 ‘;i ’ i+rJ l 
i, j-1 
0 
l/2 
I g1g3 
g2g3 
v+l y-1 , G= -+g+-g;+- y g1g4 
I g3g4 
Fig. 3. Finite volume formulation of the flux-vector splitting. 
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For example, on the first component of F, the splitting can be done according to 
A F* = A g,g, = (g&L -(g& 
i.j i.j 
= t-(gl.; + gl.jI(g2.i - g&j> + +(g*,i + 82,j)(81,i - g1.j). 04) 
The splitting is similar for the other components such that differences of fluxes can be written 
exactly as: 
A F=xA&, 
i.j i.j 
AG=BA<, 
i.j i.j 
in which the matrices Aand B are dependent on the state variables in i and j. 
6. Flux-difference splitting for the one-dimensional Euler equations 
In order to show how flux-difference splitting can be used on the Euler equations, we consider 
steady transonic flow in a one-dimensional nozzle of form 
S(x)=0.9+0.1(2(~x/L)2-(~x/L)4) for -$L,(x< +L, 
S(x)=1 for -L=gx< -3L and $L<x<L 
On the segment shown in Fig. 4, the discrete equations are: 
Mass : (Pus)i+l -(PUS)i=O, (15) 
Momentum : (Puzs)j+* -(Puzs)i+ 4Csi+l + si)(P;+l -Pilzo (16) 
Energy : (PHuS)i+, - (PHUS)i = 0. (17) 
The force term in the momentum equation is obtained by prescribing that pressure and section 
vary linearly between nodes. 
The splitting of Roe is not applicable since the system (15)-(17) is not in strong conservation 
form. However, another splitting, with similar properties, can be used. 
Using the splitting rule (14), (15) becomes: 
+((P”)i+l +(P”)i)(si+l - si) + fCsi+l + si)((P”)i+l-(Pu)i) 
and 
iC”i+l + ui)(Pi+l - Pi) + i(Pi+l + Pi)(“i+l - ui) + +((P”)i+l +(P”)i)(si+l -si)=o 
Fig. 4. Control volume for the one-dimensional Euler equations. 
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or 
fiAp + PAu = - (&S)AS. 
Combination of (15) and (16) gives 
+((PuS)i+r +(PuS)i)(‘i+l - ui) + +Csi+l + si)(Pi+l -Pi)=ov 
or 
with 
‘ubu + (l/;)Ap = 0 
08) 
09) 
= +((P”S)i+l +(Pus)i) 
’ = $( Ui+l + Ui) * +(Si+, + Si) . 
Substitution of pH = yp/( y - 1) + 4 pu* into (17) gives 
f((PU3S)i+l -(Pu3s)i) + &((Pus)i+l -(Pus)i) = O. 
Combination with (15) gives 
(Pus)i+l + (Pus), ui+l + ui . 
2 2 C”i+* - ui) 
+ Y (P)i+l+(P)i 
Y-l 2 
Csi+* -si)+ y si+;fsi((pU)i+*-(pU)i)=O. 
Y-1 
Combination with (19) gives 
ypAu + iiAp = -y(j&‘$)AS. 
The equations (X3)-(20) form a system 
(20) 
The transformation between the equations (15)-(17) and (18)-(20) is basically the transformation 
from conservative to primitive variables, applied to differences of variables. It is however to be 
noted that the system (21) is completely equivalent with the equations (15)-(17) and that the 
conservation property is not lost. This is due to the introduction of two different mean values of 
density, ii and E. 
The system matrix in (21) has the eigenvalues: E, ii + Z, ii - T, with Z = \is. Using the 
mean velocity of sound F, the system (21) can be written in non-dimensional form, with 
M = ii/Z: 
with b, = - (pu/$Z)( AS/s), b, = 0, b, = -(jk&Z)( AS/s). 
(22) 
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System (22) is written symbolically as: 
A4Q = b. (23) 
The eigenvalues of the system matrix A are: M, M + 1, M - 1. The left eigenvector matrix is: 
x-1: _p -I). (24) 
By premultiplication of the system (22) by the eigenvector matrix (24) the characteristic 
quantities appear: 
M(4~/;ii - 4pM) = b, - b,, (25) 
(26) 
(M-l)(-bu/T+4p/@)= -b,+b,. (27) 
In subsonic flow, the eigenvector equations (25) and (26) are associated to a positive eigenvalue, 
while the eigenvector equation (27) is associated to a negative eigenvalue. Hence, in this case, in 
the interval (i, i + 1) (25) and (26) are to be used to express values at node i + 1 in function of 
values at node i, while (27) is to be used to express values at node i in function of values at node 
i + 1. Hence the nodal equations at node i consists of (25) and (26) for the interval (i - 1, i) and 
(27) for the interval (i, i + 1). To close the system of equations, two boundary conditions are to 
be given at inflow and one boundary condition at outflow. It is clear that these conditions are to 
be stagnation enthalpy and stagnation pressure at inflow and pressure at outflow. 
The splitting of the system (23) according to its characteristic properties can be done in a 
systematic way, introduced by Lombard et al. [lo], called supra-characteristic splitting, using 
truth matrices. Associated to the positive and negative parts of the eigenvaluk matrix, truth 
matrices are defined as diagonal matrices with elements 1 corrsponding to non-zero elements in 
the split eigenvalue matrices. For example: 
n;-jh: x; ,] + G=i’ I J 
d;_jO 0 i;i -+ 4;_j” 0 Ij. 
Premultiplicator matrices than can be constructed as: 
M+ = X-‘DTX and MA = X-‘DYX + MA+ .A = A+ and 
A 
MA .A = A-. 
The system (23) is then split into 
A’4Q = b+= M,fb, (28) 
A-4Q = b-= M,b. (29) 
Both subsystems (28) and (29) are singular. The positive subsystem only contains linear 
combinations of positive eigenvector equations, while the negative subsystem only contains linear 
combination of negative eigenvector equations. For subsonic flow, one obtains 
258 
A+= 
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M OS(M+l) OS(M-1) 
0 0.5(M+l) 0.5(M+l) 
0 0.5(M+l) 0.5(M+l) 
The nodal equations associated to node i, then are obtained by assemblage of the positive 
subsystem for the interval (i - 1, i) and the negative subsystem for the interval (i, i + 1): 
(A,:‘_t,i - Ai,i+i)Qi = bE1.i + ‘lTi+i + ALI,;Qi-1 -Ai,i+lQi+l* (30) 
In supersonic flow one obtains: 
A+= A, A-=0, b+= b, b-= 0. 
There is an obvious difficulty for a sonic node, i.e., a node adjacent to a left subsonic interval and 
a right supersonic interval. In this case, the system of equations (30) is singular. This difficulty 
can be avoided by the use of a perturbation of the splitting (28), (29), such that for near sonic 
conditions, the eigenvector equation (27) is distributed over the positive and the negative 
subsystem. 
Equations (27) can, for instance, be split by: 
(M-M*)(-A~/~+A~/~~)++(M*-~)(-A~/~+A~/~~)- 
= l;i_yM*(-b2+bd++ l+l~~;M,t-bZ+bd-’ (31) 
For M < 1, this splitting is correct for M * = M, while for M > 1, it is correct for M* = 1. In 
order to avoid the sonic singularity, one can choose 
M* =M for M<l-e, 
M*=l-E for Mal-e (32) 
in which E is as close as possible to 1. 
Obviously the splitting of the eigenvector equation (27) into (31) is reached for: 
A+= 0 
i 
0 -0.5( M* - 1) 
0.5( M* - 1) A+=A-A-, 
0 -0.5( M* - 1) 
b_= l-M* 
l+M-2M* 
, b+=b--II-. 
This splitting still is given by the equation (28) and (29) if perturbations of the split eigenvalue 
matrices and the truth matrices are used: 
A+= x-‘ii’x A , z-= x-%,x, 
MA+ 
= x-1I>+x 
A 3 MA 
z x-‘jj+x 
A - 
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0.8 
0.6 ; I I I I I I I 
0 24 48 72 96 
Fig. 5. Mach number distribution in a one-dimensional nozzle, calculated using flux-difference splitting and symmetric 
with 
Gauss-Seidel relaxation. 
i 
0 
0 
M*-1 
\ \ 1-a 
with a = (M - M*)/(l + M - 2M*). 
Figure 5 shows the result obtained for a discretisation with 96 elements. Air was used ( y = 1.4) 
and the back pressure was set to 0.72 of the stagnation inlet pressure. E was set equal to 0.007. 
The relaxation scheme was symmetric Gauss-Seidel ( w = 1) on the non-linear equation (30). This 
means that in each node, the coefficient matrix and the right hand side were calculated using the 
new state variables in the previously treated nodes. The shock profile is obtained without 
transition points and except for a small disturbance in the sonic zone, the computed and exact 
solutions coincide. Results obtained for lower values of E show a larger discrepancy in the sonic 
region while results for larger values of E usually have one transition point. Of course for very 
large values of E, the consistency error due to the use of e becomes large, resulting in a 
discrepancy between calculated and exact solutions behind the shock. 
7. Flux-difference splitting for the Cauchy-Riemann equations 
In order to illustrate the flux-difference approach in two dimensions, we consider the 
discretisation of the Cauchy-Riemann equations on a square grid, using finite volumes with 
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bilinear interpolation. On the element shown in Fig. 6, the discretisation of (7) gives: 
f(U,+l,j+l + ui+l,j) - +(“i,j+l + ui,j) + $t”i+l,j+l + Oi,j+l) - tt”i+l,, + Ot.j) = ‘9 
4(“i+j+, + ui,j) - t(‘i+l,j+l + ui+l.j) + +t”i+l,j+l + ui,j+l) - i(‘i+l.j + ur,j) = O. 
This can be written as 
AA<+bA<=O 
x Y 
(33) 
in which A and A correspond to differences of mean values on opposite sides of the finite 
x Y 
volume. 
According to the previous section, the (constant) premultiplicator matrices for Cauchy-Rie- 
mann equations are: 
M,+=(i g, M._y=(i Y), M;=(;:; ;:g, M,_=(_;:; -;g. 
The premultiplied equations are: 
A+eq.: M,+AAt+M,+BAt=O, 
(ii $3 (X yt): 
A-e .: 4 M,AAE+M,BA,$=O, 
(: I;)? (; i); 
B+eq.: M,+AA[+ M,+BA<=O, 
( 
;:: x :;:g, y (;I: ;:g; 
B-eq.: M,-AAt+M,BAt=O, 
x Y 
0.5 0.5 
-0.5 ) ( -0.5 ’ 
i, j+l i+l,j+l 
1 
(34) 
(35) 
(36) 
(37) 
Fig. 6. Square control volume for finite volume discretisation of the Cauchy-Riemann equations. 
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A* cq+B-eq A- eq+B-eq i,i 
--T- A’eq+R’eq A- eq + B*cq 
Fig. 7. Assemblage pattern of splitted equations in the flux-difference splitting. 
A two-dimensional analogue of the one-dimensional flux-difference splitting is obtained if the 
equations (34)-(37) are assembled according to the pattern of Fig. 7. 
For an interior node, the resulting system of equations is: 
ui,j = +t”i-l,j + ui-l.j-l + ui-l,j+l - ‘i+l,j + “i,j-1 - “i,j+l) 
+ +(“i+l,j-l + “i+l,j-1 - “i-l,j+l - “i+l,j+l)~ (38) 
“i.j = 4(“i+l,j + “i+l,j-1 + “i+l,j+l - “i-1,j + ui,j-l - ui,j+l> 
+ +tUi-l.j-l + 'i+l,j-1 - ui-l,j+l - ui+l,j+l)* (39) 
However, the system of equations (38) and (39) is not vector-positive and hence it is not clear a 
priori that it can be solved by a relaxation method. Experimentally it is found that only very few 
relaxation patterns are stable. An example of a stable scheme is the four-coloured scheme shown 
in Fig. 8, using underrelaxation for w < 0.5. 
Figure 9 shows the convergence history for this scheme both in single grid and in multigrid on 
the problem of Fig. 1, for w = 0.475. The optimum cycle is found to be a saw-tooth cycle (i.e. 
v2 = 0) with parameters 
h 2h 4h 8h 
VI = 4 4 4 10 
Fig. 8. Four-coloured grid for relaxation used in the flux-difference splitting of the Cauchy-Riemann equations with 
order X 0 A H. 
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lB; 
’ 0 
I I I 
200 400 600 
wu 
Fig. 9. Convergence history for single grid and multigrid relaxation for the Cauchy-Riemann problem, using 
flux-difference splitting. 
The work units are calculated with the previously derived formula. By comparison with Fig. 2, 
it is seen that the flux-difference splitting method is slightly less performing that the flux-vector 
splitting method. 
It is clear that Euler equations can be treated in the same way as Cauchy-Riemann equations, 
when the splitting of Roe is used. Of course, the system matrices vary from element to element 
and hence a full approximation scheme (FAS) is to be used. Preliminary results obtained up to 
now for subsonic flows are encouraging but some difficulties are still left in transonic flows. 
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