Training of regression models from asymmetrical distributions by Vodišek, Matija
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Finan£na matematika  2. stopnja
Matija Vodi²ek
U£enje regresijskih modelov iz asimetri£nih
porazdelitev
Magistrsko delo
Mentor: prof. dr. Ljup£o Todorovski
Ljubljana, 2018

Tega magistrskega dela ne bi bilo brez
− pomo£i mentorja, prof. dr. Ljup£a Todorovskega, ki me je usmerjal s svojimi
strokovnimi napotki, predlogi in idejami,
− podpore in ljubezni druºine  matere Mojce in sestre Ur²e, ki sta mi ves £as
stali ob strani, me spodbujali ter verjeli vame tudi takrat, ko je bilo najteºje,
− sprva so²olcev, danes pa prijateljev  Alme, Andreje, Blaºa, Neºe, Nine M.,







2 Uvod v strojno u£enje 3
2.1 Parametri£ne in neparametri£ne metode . . . . . . . . . . . . . . . . 5
2.2 Nadzorovano in nenadzorovano u£enje . . . . . . . . . . . . . . . . . . 7
2.3 Regresijski problemi in problemi razvr²£anja . . . . . . . . . . . . . . 8
3 Uporabljene metode strojnega u£enja 11
3.1 Metoda najbliºjih sosedov . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Metoda naklju£nega gozda . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2.1 Odlo£itvena drevesa . . . . . . . . . . . . . . . . . . . . . . . 13
3.2.2 Ansambli napovednih modelov . . . . . . . . . . . . . . . . . . 15
4 Pristopi ponovnega vzor£enja v regresijskih modelih 19
4.1 Prevzor£enje in podvzor£enje . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Funkcija pomembnosti . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 SMOTER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 LessSMOTER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5 Eksperimentalno vrednotenje metod ponovnega vzor£enja 29
5.1 Uporabljene podatkovne mnoºice in njihove zna£ilnosti . . . . . . . . 29
5.2 Postopek uporabe metod ponovnega vzor£enja . . . . . . . . . . . . . 32
5.3 Uporabljeni u£ni algoritem za izgradnjo napovednih modelov . . . . . 39
5.4 Merjenje u£inkovitosti pristopov ponovnega vzor£enja . . . . . . . . . 40
5.4.1 Celotna napaka in uteºena celotna napaka . . . . . . . . . . . 40
5.4.2 Pre£no preverjanje . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4.3 Primerjanje u£inkovitosti na ve£ podatkovnih mnoºicah . . . . 43
v
6 Rezultat eksperimentalnega vrednotenja 47
6.1 U£inkovitost metod ponovnega vzor£enja na posameznih
podatkovnih mnoºicah . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Naju£inkovitej²e razli£ice metod ponovnega vzor£enja . . . . . . . . . 52
6.2.1 Metoda LessSMOTER . . . . . . . . . . . . . . . . . . . . . . . 53
6.2.2 Metoda SMOTER . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.2.3 Klasi£na metoda . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.4 Primerjava naju£inkovitej²ih razli£ic . . . . . . . . . . . . . . 63
7 Sklepna beseda 71
Dodatek A Celotne napake na posameznih podatkovnih mnoºicah 73




2.1 Vizualizacija uporabe strojnega u£enja za re²evanje danega problema 4
2.2 Linearni model, dobljen po metodi najmanj²ih kvadratov . . . . . . . 6
2.3 Gru£enje primerov v tri razli£ne skupine . . . . . . . . . . . . . . . . 8
3.1 Shema regresijskega drevesa . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Ansambel regresijskih dreves . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 Funkcija pomembnosti ter graﬁkon kvantilov . . . . . . . . . . . . . . 23
5.1 Porazdelitev ciljne spremenljivke v u£ni mnoºici Abalone ter pripa-
dajo£a funckija pomembnosti . . . . . . . . . . . . . . . . . . . . . . 30
5.5 Uporaba metod ponovnega vzor£enja na 10 u£nih mnoºicah . . . . . 38
5.6 Diagram kriti£ne razlike, dobljene z Nemenyijevim testom . . . . . . 46
5.7 Diagram kriti£ne razlike, dobljene z Bonferroni-Dunnovim testom . . 46
6.1 Celotna napaka na podatkih Abalone po ponovnih vzor£enjih . . . . . 49
6.2 Celotna napaka na podatkih Yacht Hydrodynamics po ponovnih vzor-
£enjih . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.3 Primerjava razli£ic metode SMOTER z Nemenyijevim testom (ocena
testne wRMSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.4 Primerjava razli£ic metode SMOTER z Nemenyijevim testom (testna
wRMSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.5 Primerjava razli£ic klasi£ne metode z Nemenyijevim testom (ocena
testne wRMSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.6 Primerjava razli£ic klasi£ne metode z Nemenyijevim testom (testna
wRMSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.7 Primerjava naju£inkovitej²ih razli£ic posamezne metode z Bonferroni-
Dunnovim testom (ocena testne wRMSE) . . . . . . . . . . . . . . . 65
6.8 Primerjava naju£inkovitej²ih razli£ic posamezne metode z Nemenyi-
jevim testom (ocena testne wRMSE) . . . . . . . . . . . . . . . . . . 65
vii
6.9 Primerjava naju£inkovitej²ih razli£ic posamezne metode z Bonferroni-
Dunnovim testom (testna wRMSE) . . . . . . . . . . . . . . . . . . . 67
6.10 Primerjava naju£inkovitej²ih razli£ic posamezne metode z Nemenyi-
jevim testom (testna wRMSE) . . . . . . . . . . . . . . . . . . . . . . 68
A.1 Celotna napaka na podatkih Ailerons po ponovnih vzor£enjih . . . . . 74
A.2 Celotna napaka na podatkih Airfoil Self-Noise po ponovnih vzor£enjih 74
A.3 Celotna napaka na podatkih Bank 8fm po ponovnih vzor£enjih . . . . 77
A.4 Celotna napaka na podatkih Computer Activity po ponovnih vzor£enjih 77
A.5 Celotna napaka na podatkih Delta Ailerons po ponovnih vzor£enjih . 80
A.6 Celotna napaka na podatkih Parkinson Speech po ponovnih vzor£enjih 80
A.7 Celotna napaka na podatkih SkillCraft1 po ponovnih vzor£enjih . . . 83
A.8 Celotna napaka na podatkih Wine Quality po ponovnih vzor£enjih . . 83
viii
Tabele
5.1 Podatkovne mnoºice in zna£ilnosti njihovega u£nega dela . . . . . . . 31
5.2 Uporabljene razli£ice metod ponovnega vzor£enja . . . . . . . . . . . 33
5.3 Zgled primerjanja u£inkovitosti algoritmov preko povpre£nih rangov . 44
6.1 Celotna napaka na podatkih Abalone po ponovnih vzor£enjih . . . . . 48
6.2 Celotna napaka na podatkih Yacht Hydrodynamics po ponovnih vzor-
£enjih . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3 Povpre£ni rangi razli£ic metode LessSMOTER (ocena testne wRMSE) 54
6.4 Povpre£ni rangi razli£ic metode LessSMOTER (testna wRMSE) . . . . 55
6.5 Povpre£ni rangi razli£ic metode SMOTER (ocena testne wRMSE) . . 57
6.6 Povpre£ni rangi razli£ic metode SMOTER (testna wRMSE) . . . . . . 58
6.7 Povpre£ni rangi razli£ic klasi£ne metode (ocena testne wRMSE) . . . 60
6.8 Povpre£ni rangi razli£ic klasi£ne metode (testna wRMSE) . . . . . . . 62
6.9 Povpre£ni rangi naju£inkovitej²ih razli£ic metod ponovnega vzor£enja
(testna wRMSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.10 Povpre£ni rangi naju£inkovitej²ih razli£ic metod ponovnega vzor£enja
(testna wRMSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
A.1 Celotna napaka na podatkih Ailerons po ponovnih vzor£enjih . . . . . 73
A.2 Celotna napaka na podatkih Airfoil Self-Noise po ponovnih vzor£enjih 75
A.3 Celotna napaka na podatkih Bank 8fm po ponovnih vzor£enjih . . . . 76
A.4 Celotna napaka na podatkih Computer Activity po ponovnih vzor£enjih 78
A.5 Celotna napaka na podatkih Delta Ailerons po ponovnih vzor£enjih . 79
A.6 Celotna napaka na podatkih Parkinson Speech po ponovnih vzor£enjih 81
A.7 Celotna napaka na podatkih SkillCraft1 po ponovnih vzor£enjih . . . 82
A.8 Celotna napaka na podatkih Wine Quality po ponovnih vzor£enjih . . 84
B.1 Kriti£ne vrednosti dvostranskega Nemenyijevega testa . . . . . . . . . 85
B.2 Kriti£ne vrednosti dvostranskega Bonferroni-Dunnovega testa . . . . 86




Asimetri£na porazdelitev vrednosti ciljne spremenljivke je problem, ki je zelo dobro
raziskan za problem razvr²£anja. V tem primeru obravnavamo asimetri£ne porazde-
litve nominalne ciljne spremenljivke, kjer raziskujemo obna²anje u£nih algoritmov v
primeru, ko je v u£ni mnoºici podatkov ena vrednost ciljne spremenljivke zelo redko
zastopana v primerjavi z drugimi. Podoben problem nastane, ko imamo regresij-
sko u£no mnoºico, kjer ima majhen deleº u£nih primerov izstopajo£e (ekstremne)
vrednosti ciljne spremenljivke. Eden redkih £lankov, ki obravnava omenjeno tema-
tiko, [25], predstavi en moºen pristop k obravnavi regresijskih problemov u£enja iz
podatkovnih mnoºic z asimetri£no porazdeljenimi vrednostmi ciljne spremenljivke.
Tako kot pristopi k problemom razvr²£anja tudi pristop, predlagan v tem £lanku,
sloni na pristranskem vzor£enju primerov iz u£ne mnoºice, tako da lahko dobimo ve-
£jo zastopanost redkih ekstremnih vrednosti ciljne spremenljivke v vzorcu. Predmet
raziskave zaklju£nega dela bi bile metode za obravnavo regresijskih problemov, kjer
je porazdelitev ciljne spremenljivke v u£ni mnoºici izrazito asimetri£na. Po eni strani
bi zaklju£no delo podalo pregled metod za obravnavo (pristransko vzor£enje) takih
u£nih mnoºic, po drugi pa primerjalo to£nost teh metod na izbranih podatkovnih
mnoºicah.
Osnovna literatura






U£enje regresijskih modelov iz asimetri£nih porazdelitev
Povzetek
V literaturi strojnega u£enja je problem asimetri£no porazdeljene ciljne spremen-
ljivke dobro raziskan za probleme razvr²£anja. V njih majhen deleº u£nih primerov
pripada enemu od redko opazovanih razredov. S podobnim, a bolj kompleksnim pro-
blemom se lahko soo£imo tudi v regresijskih nalogah, kjer ima majhno ²tevilo u£nih
primerov izstopajo£e, tj. ekstremne vrednosti numeri£ne ciljne spremenljivke. Me-
toda ponovnega vzor£enja SMOTER je eden izmed redkih pristopov, ki obravnava
problem asimetri£no porazdeljene ciljne spremenljivke za regresijske naloge. Po-
dobno kot metode pri razvr²£anju SMOTER uporablja pristransko vzor£enje u£nih
primerov, da dobimo ve£ji deleº redkih ekstremnih vrednosti ciljne spremenljivke
v vzorcu. Osnovni namen magistrskega dela je podati pregled pristopov ponov-
nega vzor£enja za problem asimetri£no porazdeljene ciljne spremenljivke, predstaviti
SMOTER ter predlagati dve novi metodi, kjer je ena izmed njiju modiﬁkacija, druga
pa poenostavitev metode SMOTER. Poleg tega delo empiri£no vrednoti obstoje£o
ter predlagane metode v kombinaciji z u£nim algoritmom metode naklju£nega gozda
na izbranih podatkovnih mnoºicah z asimetri£no porazdeljeno ciljno spremenljivko.
Rezultati vrednotenja pokaºejo, da so vse predlagane metode signiﬁkantno u£inkovi-
tej²e pri napovedovanju kot alternativni pristop preproste uporabe u£nega algoritma
na prvotnih podatkovnih mnoºicah. Ko med seboj primerjamo predlagane metode,
sta modiﬁkacija in poenostavitev metode SMOTER u£inkovitej²i pri napovedovanju
kot SMOTE za regresijo, a ne signiﬁkantno.
Math. Subj. Class. (2010): 62G09, 62M10, 68T05, 68T20
Klju£ne besede: regresija, pristransko ponovno vzor£enje, strojno u£enje, primer-
java algoritmov
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Training of regression models from asymmetrical distributions
Abstract
In machine learning literature, the problem of asymmetrically distributed target va-
riable is well researched for classiﬁcation tasks. There, only a very small fraction of
training examples belong to one of the rarely observed classes. We can also deal with
similar, but more complex problem in regression tasks, where small amount of the
training cases has outstanding, i.e., extreme values of the numerical target variable.
Resampling method SMOTER is one of the few approaches addressing the problem
of asymmetrically distributed target variable for regression tasks. Similar to the clas-
siﬁcation methods, SMOTER employs biased resampling of training examples, so we
can get higher share of rare extreme values of target variable in the sample. The
main purpose of the master thesis is to provide an overview of resampling approa-
ches to the problem of asymmetrically distributed target variable, present SMOTER
and propose two new methods, where one of them is a modiﬁcation, while the other
is a simpliﬁcation of SMOTER. The thesis also reports upon empirical evaluation
of the existing and proposed methods in combination with the learning algorithm
of random forest on selected regression data sets with asymmetrically distributed
target variable. The evaluation results show that all of the proposed methods have
signiﬁcantly better predictive performance when compared to the alternative of sim-
ply applying the learning algorithm to the original data sets. Comparing proposed
methods with each other, modiﬁcation and simpliﬁcation of SMOTER have better
predictive performance than SMOTE for regression, but not signiﬁcantly.
Math. Subj. Class. (2010): 62G09, 62M10, 68T05, 68T20





tevilne naloge iz resni£nega sveta, denimo napovedovanje izgub pri trgovanju z
vrednostnimi papirji, odkrivanje prevar pri transakcijah s kreditnimi karticami, na-
povedovanje ekstremnih vremenskih pogojev, ki lahko vodijo do naravnih katastrof,
predstavljajo pojave, ki jih obi£ajno lahko opi²emo z intervalom redkih vrednosti.
Ker ne ºelimo, da se taki dogodki uresni£ijo, ali pa so ti neizogibni, se ºelimo pred
njimi ustrezno za²£ititi ter tako kar se da omiliti njihove posledice. Za to moramo
znati u£inkovito napovedovati omenjene ekstremne vrednosti.
V primeru, da ima v u£ni podatkovni mnoºici ciljna spremenljivka asimetri£no
porazdelitev, so algoritmi strojnega u£enja bolj to£ni pri napovedovanju pogostej²ih
ciljnih vrednosti, kar pa se ne sklada z na²o ºeljo po u£inkovitem napovedovanju
redkih ciljnih vrednosti. Ve£ina pristopov, predstavljenih v literaturi strojnega u£e-
nja, so namenjeni re²evanju omenjenega problema pri razvr²£anju. Eden izmed bolj
raz²irjenih pristopov je metoda ponovnega vzor£enja SMOTE, ki temelji na pristran-
skem vzor£enju primerov iz u£ne mnoºice, tako da dobimo ve£jo zastopanost redkega
ciljnega razreda v vzorcu. Torgo idr. v [25] predstavijo prilagoditev te metode, ki je
eden izmed redkih pristopov za re²evanje problema asimetri£no porazdeljene ciljne
spremenljivke v regresijskih nalogah. Gre za bolj kompleksen problem, saj je zaradi
ve£jega ²tevila vrednosti, ki jih lahko zavzame ciljna spremenljivka, teºje dolo£iti
pogostost posameznega primera v u£ni mnoºici kot pa v problemih razvr²£anja.
Omenjeno oviro re²i t. i. funkcija pomembnosti, ki na podlagi vrednosti ciljne spre-
menljivke dolo£i pogostost primera. Poleg tega se SMOTE za regresijo od izvirne
metode razlikuje tudi v dolo£anju ciljne vrednosti novo ustvarjenih primerov.
Cilj magistrskega dela je pregled obstoje£ih in razvoj novih metod za re²eva-
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nje problema asimetri£no porazdeljene ciljne spremenljivke za regresijske probleme.
U£inkovitost predlaganih metod empiri£no vrednotimo na ve£ podatkovnih mnoºi-
cah s pomo£jo testov zna£ilnosti, ki so predstavljeni v [5]. e prej dolo£imo ustrezno
evalvacijsko mero, s katero v kombinaciji z u£nim algoritmom merimo u£inkovitost
metod pri napovedovanju ciljnih vrednosti na posamezni podatkovni mnoºici.
Prvi del magistrskega dela je namenjen predstavitvi strojnega u£enja in njegovih
metod. Drugo poglavje deli strojno u£enje na ve£ vej ter na kratko opi²e razliko
med njimi. Tretje poglavje podrobneje predstavi in opi²e metode strojnega u£enja,
ki so bile kakor koli uporabljene v sklopu osrednje teme magistrskega dela.
Drugi del je v celoti namenjen re²evanju problema asimetri£no porazdeljene ciljne
spremenljivke v regresijskih problemih. etrto poglavje predstavi metodo ponov-
nega vzor£enja SMOTER, hkrati pa predlaga ²e dve novi metodi, kjer je ena izmed
njiju modiﬁkacija, druga pa poenostavitev omenjene metode. Peto poglavje opi²e




Uvod v strojno u£enje
Pod pojmom strojno u£enje razumemo programiranje oziroma pisanje navodil di-
gitalnim ra£unalnikom, da ti optimizirajo u£inkovitost napovedovanja na podlagi
mnoºic podatkov ali preteklih dogodkov oziroma izku²enj. Za u£enje ra£unalnikov
preko algoritmov strojnega u£enja se odlo£imo v primeru, ko iz mnoºice podat-
kov danega problema ne znamo ugotoviti ponavljajo£ih se vzorcev oziroma izlu²£iti
pomembnih informacij z uporabo preprostega ra£unalni²kega programa. Model,
pridobljen preko omenjenih algoritmov, je lahko napovedni (z njim napovedujemo
prihodnje situacije), opisni (preko njega pridobivamo pomembne informacije iz po-
datkov) ali pa kar oboje.
Strojno u£enje je predvsem uporaba pravih atributov, tj. pojasnjevalnih spre-
menljivk, na podlagi katerih zgradimo ustrezni model, ki nas pripelje do zadovoljive
re²itve danega problema. Lahko bi rekli, da spremenljivke pravzaprav dolo£ijo  je-
zik, s katerim opi²emo pomembne objekte iz prostora danega problema. Tako se
nam k tem za£etnim objektom ni treba ve£ vra£ati, saj jih lahko od sedaj naprej ka-
dar koli opi²emo s primernimi pojasnjevalnimi spremenljivkami, in ravno zato imajo
ti pomembno vlogo v u£nih algoritmih. Strojno u£enje je dvoplastno: V sklopu u£e-
nja sprva potrebujemo u£inkovite algoritme za re²evanje optimizacijskega problema,
prav tako pa tudi moºnost shranjevanja in obdelovanja ogromne koli£ine podatkov,
ki jih imamo na razpolago. Kasneje, ko imamo model, mora biti u£inkovita tudi
njegova predstavitev ter algoritemska re²itev, da lahko z njegovo pomo£jo pridemo
do dolo£enih sklepov. V nekaterih aplikacijah je u£inkovitost bodisi u£nega bodisi
napovednega algoritma  torej prostorska kompleksnost in £asovna zahtevnost algo-
ritma  enako pomembna kot njegova to£nost napovedovanja. Za laºjo predstavo je
omenjena dvonivojska uporaba strojnega u£enja prikazana ²e graﬁ£no s Sliko 2.1. Pri
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tem naloga (na Sliki 2.1 ozna£ena z rde£im obmo£jem) predstavlja nekak²en povzetek
problema, ki ga ºelimo re²iti na podlagi njegovih prostorskih objektov. Naloga
zahteva primerno preslikavo (tj. model), in sicer od podatkov, opisanih z atributi
oziroma pojasnjevalnimi spremenljivkami, do izhodnega rezultata. Pridobitev te













Slika 2.1: Vizualizacija uporabe strojnega u£enja za re²evanje danega problema [9]
Gledano splo²neje dani problem sestavljajo ciljna spremenljivka Y in p razli£-
nih pojasnjevalnih spremenljivk X1, X2, . . . , Xp. Predpostavljamo, da obstaja neka
povezava med Y in X = (X1, X2, . . . , Xp), ki jo lahko zapi²emo v splo²ni obliki kot
Y = f(X) + ϵ.
Tu f predstavlja neko ﬁksno funkcijo pojasnjevalnih spremenljivk X1, X2, . . . , Xp, ϵ
pa naklju£ni £len z napako, ki je neodvisen od vektorja pojasnjevalnih spremenljivk
X ter s povpre£jem enakim 0. Z metodami nadzorovanega strojnega u£enja ºelimo
oceniti neznano funkcijo f oziroma povedano druga£e  najti ºelimo tako funkcijo
fˆ , da bo Y ≈ fˆ(X) za vsak primer (X, Y ) iz podatkovne mnoºice [1, 9].
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2.1 Parametri£ne in neparametri£ne metode
Poznamo parametri£ne in neparametri£ne metode strojnega u£enja. Parametri£ne
metode slonijo na dvonivojskem pristopu. Na za£etku najprej predpostavimo obliko
funkcije f , s katero ºelimo pojasniti povezavo med ciljno spremenljivko Y ter poja-
snjevalnimi spremenljivkami X1, X2, . . . , Xp. Na primer, £e ºelimo s parametri£no
metodo poiskati ustrezni linearni model, potem predpostavljamo linearno obliko
funkcije f , torej
f(X) = β0 + β1X1 + β2X2 + . . .+ βpXp.
V primeru, ko predpostavljamo, da je neznana funkcija f linearna, je problem oce-
njevanja funkcije f zelo poenostavljen. Namesto da i²£emo f(X) poljubne oblike,
moramo zgolj oceniti p+ 1 koeﬁcientov, β0, β1, . . . , βp.
Ko izberemo ustrezni model, ga v drugem koraku parametri£ne metode z izbra-
nim postopkom prilagodimo u£ni podatkovni mnoºici. Kot smo ºe omenili, moramo
v primeru linearnega modela torej oceniti parametre β0, β1, . . . , βp, in sicer tako, da
velja
Y ≈ β0 + β1X1 + β2X2 + . . .+ βpXp.
Standarden pristop prilagajanja linearnega modela, izbranega v prvem koraku pa-
rametri£ne metode, je metoda najmanj²ih kvadratov, obstajajo pa ²e ²tevilni drugi
pristopi.
Predstavljeni postopek iskanja ustreznega modela je t. i. parametri£ni postopek
(metoda), saj z njim problem ocenjevanja neznane funkcije f zmanj²amo na problem
ocenjevanja parametrov, ki opisujejo f . V splo²nem je ocenjevanje parametrov, kot
na primer β0, β1, . . . , βp iz zgornjega linearnega modela, enostavneje kot pa iskanje
ustrezne funkcije f v ve£dimenzionalnem prostoru. Po drugi strani pa uporaba
parametri£ne metode za iskanje ustreznega modela predstavlja tveganje, da se model
ne bo ujemal z dejansko (neznano) obliko funkcije f . e je izbrani model preve£
oddaljen od prave oblike funkcije f , potem bodo na²e napovedi premalo to£ne. To
teºavo lahko re²imo tako, da izberemo bolj prilagodljiv model in s tem pove£amo
moºnosti, da se bo ujemal z dejansko obliko funkcije f . A bolj prilagodljiv model
pomeni
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tudi ve£je ²tevilo parametrov, ki jih je treba oceniti. Izbira takih, bolj kompleksnih
modelov lahko vodi do preprileganja (angl. overﬁtting) modela u£nim podatkom ter
tako postane neuporaben za prihodnje napovedovanje vrednosti oziroma situacij.
Slika 2.2: Linearni model, dobljen po metodi najmanj²ih kvadratov. Posamezni
primeri so ozna£eni z rde£o barvo, rumeno obarvana ravnina pa predstavlja linearni
model, ki se po metodi najmanj²ih kvadratov najbolje prilega tem primerom [12].
Neparametri£ne metode za razliko od parametri£nih ne predpostavljajo oblike
neznane funkcije f , ki pojasnjuje povezavo med ciljno spremenljivko in pojasnjeval-
nimi spremenljivkami. Namesto tega si prizadevajo poiskati oceno f , ki se najbolj
prilega primerom iz podatkovne mnoºice, s prav²njo mero prilagojenosti. To pomeni,
da ta ocena ni ne pregroba, ne preve£ uravnana po podatkih. Ker neparametri£ne
metode ne delajo predpostavk o obliki funkcije f , je verjetnost, da se bo izbrani
model ujemal z neznano f , ve£ja. Imajo pa neparametri£ni pristopi za iskanje ustre-
znega modela veliko pomanjkljivost. Ker ne morejo zmanj²evati zahtevnosti oziroma
dimenzionalnosti problema ocenjevanja funkcije f z manj²anjem ²tevila parametrov,
potrebujejo veliko ve£ji nabor primerov v primerjavi s parametri£nimi metodami, da
pridobijo to£no oceno f [12, 9].
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2.2 Nadzorovano in nenadzorovano u£enje
V splo²nem lahko metode strojnega u£enja delimo tudi glede na vrsto u£enja, ki
ga algoritmi metod uporabljajo za odkrivanje ustreznega modela. Poznamo tako
algoritme nadzorovanega kot tudi algoritme nenadzorovanega u£enja. Tako kot smo
omenili ºe na za£etku tega poglavja, pri nadzorovanem u£enju vsakemu i-temu pri-
meru (i = 1, . . . , N , kjer je N ²tevilo vseh primerov) pojasnjevalnih spremenljivk
X1, X2, . . . , Xp, torej vektorju vrednosti x i velikosti p, pripada vrednost yi, ki jo v
tem primeru zavzame ciljna spremenljivka Y . elimo poiskati model, ki te ciljne
vrednosti yi ustrezno poveºe s pojasnjevalnimi, in si tako v prihodnosti zagoto-
viti to£no napovedovanje ciljnih vrednosti ali pa zgolj bolje razumeti povezavo med
pojasnjevalnimi in odvisno spremenljivko. Klasi£na primera metod nadzorovanega
strojnega u£enja sta linearna in logisti£na regresija, nekoliko modernej²i algoritmi
pa so metoda podpornih vektorjev, nevronske mreºe, metoda najbliºjih sosedov in
odlo£itvena drevesa.
Za razliko od nadzorovanega, pri nenadzorovanem u£enju nobenemu vektorju
opazovanih vrednosti x i ne pripada ciljna vrednost yi, kar predstavlja zahtevnej²o
situacijo. V tem primeru je na primer nemogo£e poiskati ustrezni linearni regresijski
model, saj nimamo na voljo nobenih ciljnih vrednosti, ki bi jih lahko ustrezno po-
vezali z vrednostmi pojasnjevalnih spremenljivk. Ustrezni model i²£emo prakti£no
na slepo, saj ciljnih vrednosti, ki pri nadzorovanem u£enju nadzirajo potek na²ih
analiz, ne poznamo. Kljub precej zapleteni situaciji si lahko ²e vedno prizadevamo
odkriti povezave bodisi med pojasnjevalnimi spremenljivkami bodisi med primeri.
Eno izmed orodij strojnega u£enja, s pomo£jo katerega lahko odkrijemo, prou£imo
omenjene povezave, je t. i. gru£enje oziroma razvr²£anje v skupine (angl. cluste-
ring). Cilj analize gru£enja je poiskati skupine primerov, znotraj katerih so si ti bolj
podobni med seboj, kot pa so podobni drugim primerom iz preostalih skupin. Pove-
dano druga£e, z razvr²£anjem v skupine ºelimo ugotoviti, kateri vektorji opazovanih
vrednosti x 1, x 2 . . . , xN , ki sestavljajo u£no podatkovno mnoºico, so si med seboj
najbliºji, ter jih na podlagi dobljenih razdalj razvrstiti v razli£ne skupine [12, 11, 9].
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Slika 2.3: Gru£enje primerov v tri razli£ne skupine [3]
2.3 Regresijski problemi in problemi razvr²£anja
Spremenljivke lahko predstavljajo bodisi kvantiteto bodisi kvaliteto, torej zavze-
majo numeri£ne vrednosti ali pa neke kategori£ne podatke oziroma razrede. Primeri
numeri£nih spremenljivk so denimo cena avtomobila, nadmorska vi²ina, starost dre-
vesa; primeri kategori£nih (nominalnih) spremenljivk pa recimo spol, barva balona,
pasma psa in podobno. Problemom, pri katerih ciljna spremenljivka zavzema zgolj
numeri£ne vrednosti, pravimo regresijski problemi, medtem ko problemom s katego-
ri£no ciljno spremenljivko pravimo klasiﬁkacijski problemi oziroma problemi razvr-
²£anja. Vendar razlikovanje med tema vrstama problemov ni vedno tako enostavno.
Z linearno regresijo, ki temelji na metodi najmanj²ih kvadratov, lahko re²ujemo
zgolj probleme z numeri£no ciljno spremenljivko, logisti£no regresijo pa ponavadi
povezujemo s problemi, ki imajo za ciljno spremenljivko kategori£no spremenljivko
z dvema razredoma (binarna spremenljivka), a ker slednja napoveduje verjetnost
posameznega razreda, jo lahko dojemamo tudi kot regresijsko metodo. Nekatere
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metode strojnega u£enja, kot na primer metodo najbliºjih sosedov, lahko upora-
bljamo tako za re²evanje regresijskih problemov kot tudi za re²evanje problemov
razvr²£anja.
Medtem ko na podlagi ciljne spremenljivke izberemo primerno metodo strojnega
u£enja za dani problem, pa je to, kak²ne vrednosti (numeri£ne ali nominalne) zavze-
majo pojasnjevalne spremenljivke v podatkovni mnoºici problema, manj pomembno.
Ve£ino metod strojnega u£enja lahko namre£ uporabimo ne glede na vrsto vrednosti,
ki jih zavzemajo posamezne pojasnjevalne spremenljivke v podatkih (ponavadi so v
podatkih prisotne tako numeri£ne kot tudi kategori£ne pojasnjevalne spremenljivke),
v kolikor nominalne vrste podatkov pred uporabo algoritmov strojnega u£enja pra-
vilno obravnavamo oziroma ustrezno pretvorimo. Na primer, v primeru kvalitativne
pojasnjevalne spremenljivke, ki lahko zavzame zgolj dve razli£ni nominalni vrednosti
oziroma razreda, je njena vklju£itev v regresijski model zelo preprosta. Ustvarimo
indikatorsko oziroma Bernoullijevo slu£ajno spremenljivko, ki zavzame zgolj dve nu-
meri£ni vrednosti, 0 in 1. Nova slu£ajna spremenljivka tako zavzame obliko
Xi =
⎧⎨⎩1, £e kateg. sprem. v i -tem primeru zavzame 1. nominalno vrednost0, £e kateg. sprem. v i -tem primeru zavzame 2. nominalno vrednost,
ki jo namesto prvotne kategori£ne spremenljivke uporabimo kot eno izmed poja-
snjevalnih slu£ajnih spremenljivk v regresijski ena£bi. V primeru kategori£ne spre-
menljivke, ki zavzame ve£ kot dve nominalni vrednosti, le-te ne moremo pretvoriti
v zgolj eno indikatorsko slu£ajno spremenljivko. Zato ustvarimo ²e ve£ dodatnih
indikatorskih spremenljivk, koliko, pa je odvisno od ²tevila razli£nih nominalnih
vrednosti oziroma razredov, ki jih kategori£na spremenljivka zavzame v podatkovni
mnoºici. Namre£, ²tevilo novih indikatorskih spremenljivk je vedno za eno manj²e
od ²tevila razli£nih razredov kategori£ne spremenljivke. Tako lahko na primer ka-
tegori£no spremenljivko s tremi razli£nimi nominalnimi razredi ustrezno opi²emo
oziroma predstavimo z dvema novima indikatorskima slu£ajnima spremenljivkama.
Prva zavzame obliko
Xi1 =




⎧⎨⎩1, £e kateg. sprem. v i -tem primeru zavzame 2. nominalno vred.0, £e kateg. sprem. v i -tem primeru ne zavzame 2. nominalne vred.
Obe indikatorski slu£ajni spremenljivki vklju£imo v regresijsko ena£bo namesto pr-
votne kategori£ne pojasnjevalne spremenljivke s tremi razli£nimi razredi.
Poleg uvedbe novih indikatorskih slu£ajnih spremenljivk obstaja ²e precej dru-
gih na£inov transformacij kategori£nih spremenljivk, ki jih lahko uporabimo tudi v
regresijskih modelih. Vsi ti pristopi vodijo pravzaprav do enakega ustreznega mo-
dela, se pa koeﬁcienti le-tega razlikujejo glede na uporabljeni pristop. Koeﬁciente
tudi razli£no interpretiramo oziroma imajo druga£en pomen, tako da je vsak posa-
mezen model, dobljen z uporabo razli£ne transformacije kategori£nih spremenljivk,
zasnovan za merjenje dolo£enih koli£in [12, 11].
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Poglavje 3
Uporabljene metode strojnega u£enja
Namen tega poglavja je predstavitev ter opis metod strojnega u£enja, ki sem jih
uporabil v sklopu magistrskega dela. Metode so predstavljale bodisi klju£ni del v
algoritmih metod ponovnega vzor£enja (metoda najbliºjih sosedov) bodisi sem s
pomo£jo njihovih algoritmov iskal ustrezni napovedni model (metoda naklju£nega
gozda), preko katerega sem lahko ocenil u£inkovitost posameznega pristopa ponov-
nega vzor£enja.
3.1 Metoda najbliºjih sosedov
Kot je bilo omenjeno ºe v Poglavju 2, metodo najbliºjih sosedov (angl. k-nearest
neighbors oziroma kraj²e knn) uvr²£amo med neparametri£ne metode strojnega u£e-
nja. Gre za enega izmed najpreprostej²ih pristopov, ki napove ciljno vrednost novega
primera s pomo£jo k po razdalji najbliºjih sosednih primerov iz u£ne podatkovne
mnoºice. Ker gradnja modela temelji izklju£no na posameznih primerih iz u£ne mno-
ºice, modela, dobljenega preko metode knn, ni mogo£e jasno povzeti z neko ena£bo,
kot smo to lahko storili pri linearnem modelu, predstavljenem v Poglavju 2.1.
Parameter k predstavlja ²tevilo sosednih primerov, upo²tevanih pri dolo£anju
ciljnih vrednosti novih primerov, in posledi£no sluºi kot stopnja gladkosti odlo£i-
tvene meje med razli£nimi ciljnimi vrednostmi. Pred uporabo algoritma metode
najbliºjih sosedov za iskanje napovednega modela dolo£imo metriko, s katero se
meri razdaljo oziroma oddaljenost novih primerov od vsakega u£nega primera. Naj-
pogosteje se uporabljajo razdalje Minkowskega, ki so za dva posamezna primera xa










Pri tem p predstavlja ²tevilo pojasnjevalnih spremenljivk v danem problemu, s > 0
pa parameter, ki ga poljubno izberemo ter tako deﬁniramo kon£no obliko metrike.
V primeru, ko je s = 2, govorimo o evklidski razdalji, ki je najpogostej²a izbira
za merjenje oddaljenosti med primeri. Predvsem za re²evanje problemov z binarno
ciljno spremenljivko (spremenljivka zgolj z dvema moºnima ciljnima vrednostma)
pa se pogosto uporablja manhattanska razdalja, ki jo dobimo v primeru, ko je pa-
rameter s pri razdalji Minkowskega enak 1. Obstajajo pa ²e ²tevilne druge metrike
za merjenje oddaljenosti oziroma podobnosti med primeri, bolj znani in pogosteje
uporabljeni sta denimo ²e Tanimotova in Jaccardova razdalja, ki sta primernej²i za
probleme s speciﬁ£nimi pojasnjevalnimi spremenljivkami ter probleme iz posebnih
znanstvenih podro£ij.
Ko dolo£imo ustrezno metriko, lahko uporabimo osrednji algoritem metode knn.
Ta najprej za vsak nov primer izmeri oddaljenost od vsakega posameznega u£-
nega primera ter dobljene razdalje razvrsti v nara²£ajo£em vrstnem redu, torej
d1 ≤ d2 ≤ · · · ≤ dN , kjer je d1 razdalja do najbliºjega, dN pa do najbolj odda-
ljenega u£nega primera. Pri tem je N ²tevilo vseh primerov, ki sestavljajo u£no
mnoºico. Naslednji korak algoritma je, da vzame prvih k u£nih primerov, ki so naj-
bliºje novemu (razdalja med slednjim in najbolj oddaljenim izmed teh k primerov
je tako dk), ter na podlagi teh dolo£i njegovo ciljno vrednost. Metodo najbliºjih
sosedov lahko uporabimo za re²evanje problemov razvr²£anja ali regresijskih proble-
mov. Pristop, s katerim dolo£imo novo ciljno vrednost, se razlikuje glede na vrsto
danega problema. Pri problemih razvr²£anja se ciljni razred dolo£i z ve£inskim gla-
sovanjem, kar pomeni, da je le-ta enak tistemu ciljnemu razredu, ki je najpogosteje
zastopan med izbranimi k-timi u£nimi primeri. V tem primeru vsak u£ni primer
prispeva enakovreden glas (uteº vsakega 1
k
) pri glasovanju za ciljni razred novega
primera, lahko pa se odlo£imo za bolj splo²en pristop dolo£anja ciljne vrednosti,
kjer je uteº posameznega glasu obratno sorazmerna oddaljenosti u£nega od novega
primera: manj²a kot je ta razdalja, ve£ ²teje njegov glas.
e metodo najbliºjih sosedov uporabimo za re²evanje regresijskih problemov, je
najbolj o£iten pristop zdruºevanja napovedi od vsakega izmed k najbliºjih sosednih
primerov povpre£na vrednost, ki jo lahko tudi tu uteºimo glede na oddaljenost u£nih
od novega primera. Omenjen pristop smo uporabili tudi pri metodah ponovnega
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vzor£enja SMOTER ter LessSMOTER, kjer s pomo£jo metode najbliºjih sosedov
poi²£emo primere, iz katerih ustvarimo nove sinteti£ne [16, 1, 21, 7].
3.2 Metoda naklju£nega gozda
Metoda naklju£nega gozda je eden izmed najpogosteje uporabljenih algoritmov stroj-
nega u£enja, saj ga lahko uporabimo tako za re²evanje problemov razvr²£anja kot
regresijskih problemov, poleg tega pa je zaradi svoje preprostosti ra£unsko u£inkovit
tudi na velikih podatkovnih mnoºicah. Gre za ansambel napovednih modelov, ki so
nau£eni z algoritmom odlo£itvenih dreves [8].
3.2.1 Odlo£itvena drevesa
Odlo£itveno drevo je hierarhi£ni model nadzorovanega u£enja, pri katerem se tekom
vseh nivojev, z manj²im ²tevilom korakov, pojavi neko zaporedje rekurzivnih delitev
oziroma razvejitev na podlagi vrednosti posameznih pojasnjevalnih ter ciljne spre-
menljivke. Sestavljeno je iz notranjih odlo£itvenih vozli²£, vej ter kon£nih vozli²£.
Vsa notranja vozli²£a skupaj predstavljajo testno funkcijo z diskretnimi izhodnimi
vrednostmi. Upo²tevajo£ vhodno vrednost se v vsakem vozli²£u izvede test, vsak
posamezen izid pa se nato ponazori z vejo, ki vodi do novega vozli²£a. Ta postopek
se za£ne v korenskem vozli²£u (tj. vozli²£u, ki je na graﬁ£ni upodobitvi odlo£itve-
nega drevesa povsem na vrhu) in se ponavlja rekurzivno v vseh notranjih, dokler
ne doseºemo kon£nega vozli²£a, v katerem je zapisana izhodna vrednost, ki predsta-
vlja napoved ciljne vrednosti. V primeru problema razvr²£anja je to razred oziroma
kategorija, medtem ko je za regresijske probleme to numeri£na vrednost [1, 23].
Regresijska drevesa
Denimo, da podatkovno mnoºico, ki predstavlja na² regresijski problem, poleg ciljne
sestavlja ²e p pojasnjevalnih spremenljivk, vsaka pa vsebuje N primerov, torej za
vsak i = 1, 2, . . . , N poznamo (x i, yi), kjer x i = (xi1, xi2, . . . , xip). Proces izgradnje
regresijskega drevesa se za£ne z delitvijo nabora vseh moºnih vrednosti pojasnje-
valnih spremenljivk X1, X2, . . . , Xp v M razli£nih in med seboj neprekrivajo£ih se
podprostorov R1, R2, . . . , RM . Vsakemu primeru iz podatkovne mnoºice, ki pade v
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podprostor Rm, pripada enaka napoved. Slednja je preprosto enaka povpre£ju cilj-
nih vrednosti vseh u£nih primerov v Rm. Kljub temu, da lahko zavzamejo kakr²no
koli obliko, pa za pridobitev enostavnega napovednega modela, ki ga posledi£no tudi
laºje interpretiramo, za omenjene podprostore dolo£imo kar ve£dimenzionalne pra-
vokotnike oziroma ²katle. Cilj je izbrati take R1, R2, . . . , RM , ki minimizirajo vsoto








kjer je yRm povpre£je ciljnih vrednosti vseh u£nih primerov iz m-te ²katle. A obrav-
navanje vseh moºnih delitev prostora pojasnjevalnih spremenljivk na M ²katel je
ra£unsko neizvedljivo, zato raje uporabimo poºre²no metodo, s katero sproti delimo
omenjeni prostor. Za£en²i z vsemi podatki, najprej izberemo delitveno pojasnje-
valno spremenljivko Xj in delitveno to£ko s, za katere delitev p-razseºnega prostora
na dva podprostora R1(j, s) = {X|Xj < s} in R2(j, s) = {X|Xj ≥ s} vodi do












Pri tem je yR1 povpre£je ciljnih vrednosti u£nih primerov, ki se nahajajo v R1(j, s),
yR2 pa povpre£je ciljnih vrednosti u£nih primerov iz R2(j, s). Za vsako delitveno
spremenljivko lahko delitveno to£ko s poi²£emo zelo hitro, zlasti pri regresijskih
problemih, kjer ²tevilo vseh pojasnjevalnih spremenljivk p ni veliko.
Ko najdemo najbolj²o delitev, razdelimo u£no podatkovno mnoºico na dve pod-
mnoºici in na vsaki izmed njiju ponovimo omenjeni delitveni proces. Postopek
iskanja najbolj²e pojasnjevalne spremenljivke ter delitvene to£ke, z namenom na-
daljnje delitve podatkov, s katero minimiziramo vsoto kvadratov ostankov znotraj
posameznega novonastalega podprostora, ponavljamo, dokler ne doseºemo nekega
zaustavitvenega kriterija. Ponavadi je ta kriterij minimalno ²tevilo u£nih prime-
rov v kon£no oblikovanih podprostorih. Po dolo£itvi R1, R2, . . . , RM ciljno vrednost
danega testnega primera napovemo tako, da uporabimo povpre£je ciljnih vrednosti
vseh u£nih primerov iz podprostora, kateremu pripada tudi testni [12, 11, 16].
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Slika 3.1: Primer regresijskega drevesa s pripadajo£o razdelitvijo dvodimenzional-
nega prostora pojasnjevalnih spremenljivk (spodaj levo) ter perspektivnim grafom t. i.
²katel z razli£nimi napovednimi ploskvami (spodaj desno).
3.2.2 Ansambli napovednih modelov
Osnovna ideja ansamblov je, da pridobimo ve£ napovednih modelov, s kombini-
ranjem njihovih napovedi pa zmanj²amo varianco ter posledi£no tudi napovedno
napako. Poznamo homogene ter heterogene ansamble napovednih modelov. Pri ho-
mogenih so vsi modeli nau£eni z istim algoritmom, a na razli£nih u£nih mnoºicah,
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medtem ko gre pri heterogenih ansamblih za kombiniranje napovedi modelov, ki
so nau£eni z razli£nimi algoritmi na istih u£nih primerih. Pod homogene metode
ansamblov ²tejemo vre£enje (angl. bagging) in uteºevanje (angl. boosting) u£nih
primerov ter naklju£ne prostore. V sklopu metode vre£enja se podatkovna mnoºica,
na kateri uporabimo vedno isti u£ni algoritem, spreminja z vzor£enjem primerov, pri
uteºevanju s spreminjanjem uteºi primerov, ki jih dolo£imo na podlagi napovednih
napak prej²njih zgrajenih modelov, medtem ko pri metodi naklju£nih prostorov u£no
mnoºico spreminjamo z vzor£enjem pojasnjevalnih spremenljivk.
Slika 3.2: Primer ansambla regresijskih dreves
Metoda naklju£nega gozda prav tako spada med homogene ansamble, saj z al-
goritmom odlo£itvenih dreves u£imo napovedne modele na podatkovni mnoºici, ki
jo spreminjamo tako z metodo vre£enja kot tudi z metodo naklju£nih prostorov.
Vsako odlo£itveno drevo za£nemo graditi na nekem vzorcu u£nih primerov iz pr-
votne podatkovne mnoºice, nato pa v vsakem notranjem vozli²£u, ko obravnavamo
delitev drevesa, naklju£no izberemo m izmed vseh pojasnjevalnih spremenljivk, ki
predstavljajo delitvene kandidate. Vselej je dovoljena le delitev po eni izmed teh
spremenljivk, a vsaki£ znova izberemo novih m kandidatov. V primeru, da z metodo
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naklju£nega gozda re²ujemo problem razvr²£anja, ponavadi za ²tevilo m uporabimo⌊√
p
⌋
ter minimalno velikost vozli²£ nastavimo na 1, medtem ko je za regresijske
probleme obi£ajno m enak ⌊p/3⌋, minimalna velikost vozli²£ pa 5. Seveda pa se
v praksi optimalni vrednosti teh dveh parametrov razlikujeta od problema do pro-
blema in ju je treba obravnavati kot uglasitvena parametra metode naklju£nega




Pristopi ponovnega vzor£enja v
regresijskih modelih
V situaciji, ko ima v u£ni podatkovni mnoºici ciljna spremenljivka asimetri£no po-
razdelitev, predpostavljamo, da bodo algoritmi strojnega u£enja bolj to£ni pri na-
povedovanju pogostej²ih ciljnih vrednosti, kar obi£ajno ni v skladu z na²imi pri£a-
kovanji, da model u£inkovito napoveduje redke oziroma ekstremne primere. Ve£ina
obstoje£ih u£nih algoritmov deluje po principu iskanja tistega modela v prostoru
vseh moºnih modelov, ki najbolje zadovolji neke kriterije. Ponavadi so ti kriteriji
najbolj²a povpre£na zmogljivost oziroma u£inkovitost modela tekom celotne u£ne
mnoºice, ki se v primeru asimetri£ne porazdelitve ciljne spremenljivke odraºa pred-
vsem na njenih najpogostej²ih vrednostih. Z razli£nimi pristopi ponovnega vzor£enja
lahko spremenimo porazdelitev ciljne spremenljivke v u£ni mnoºici, in sicer tako, da
je le-ta bolj uravnoteºena. To pomeni, da pove£amo deleº redkih u£nih primerov ter
tako algoritme strojnega u£enja na nek na£in prisilimo v bolj to£no napovedovanje
ekstremnih ciljnih vrednosti.
Razli£ne pristope ponovnega vzor£enja najdemo v literaturi, ki se osredoto£a
predvsem na probleme razvr²£anja, ne pa na regresijske probleme. Torgo idr. v [25]
predstavijo dve prilagoditvi splo²no znanih strategij ponovnega vzor£enja, ki so se
do tedaj uporabljale le pri problemih razvr²£anja: podvzor£enje in metodo ponov-
nega vzor£enja SMOTE. Te spremembe omogo£ajo uporabo teh strategij v sklopu
re²evanja regresijskih problemov. V tem razdelku bom podrobneje opisal pristope
ponovnega vzor£enja iz omenjenega £lanka, predstavil pa bom tudi svoje lastne iz-
bolj²ave navedenih metod [25].
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4.1 Prevzor£enje in podvzor£enje
Za za£etek pojasnimo pojma prevzor£enje in podvzor£enje s preprostim zgledom.
Denimo, da imamo v neki manj²i ²katli 100 kroglic, od tega 67 rde£ih in 33 modrih.
Vemo, da je v ve£ji ²katli, iz katere smo vzeli teh 100 kroglic, polovica (50 %) modrih
kroglic. Ker ºelimo, da kroglice, ki se nahajajo v manj²i ²katli, zastopajo celotno
populacijo (kroglice v ve£ji ²katli), moramo bodisi z dodajanjem modrih bodisi z
odvzemanjem rde£ih kroglic spremeniti deleº kroglic posamezne barve v tem vzorcu.
e v manj²o ²katlo dodamo 33 modrih kroglic, izvedemo t. i. 100 % prevzor£enje,
v primeru, da iz manj²e ²katle vzamemo 34 rde£ih kroglic, pa uporabimo strategijo
100 % podvzor£enja. Z obema pristopoma smo pri²li do enakega deleºa rde£ih in
modrih kroglic v manj²i ²katli (vsaka skupina oziroma barva kroglic predstavlja 50 %
vzorca).
Oba pristopa torej ciljata na uravnoteºenje porazdelitve ciljne spremenljivke,
se pravi na podoben deleº tako pogosteje kot tudi redkeje zastopanih primerov v
u£ni mnoºici. Pri problemih razvr²£anja s prevzor£enjem podvojimo, potrojimo,
morda celo popeterimo primere z redkeje zastopanim razredom ciljne spremenljivke,
s podvzor£enjem pa naklju£no izberemo vzorec primerov iz u£ne mnoºice, ki so
predstavniki pogosteje zastopanega razreda. V sklopu prevzor£enja nato zdruºimo
na novo pridobljene redke primere z vsemi prvotnimi u£nimi primeri (posledi£no
novo u£no mnoºico sestavlja ve£ primerov kot prvotno), pri podvzor£enju pa nov
vzorec pogostej²ih primerov zdruºimo le z u£nimi primeri, katerih ciljna spremen-
ljivka je redkeje zastopani razred (novo u£no mnoºico sestavlja manj primerov kot
prvotno). e hkrati uporabimo tako strategijo prevzor£enja kot tudi podvzor£enja,
naredimo kombinacijo obeh teh zdruºevanj redkih in pogostej²ih primerov v novo
u£no mnoºico.
4.2 Funkcija pomembnosti
Pri obravnavanju regresijskih problemov napovedujemo vrednosti ciljne spremen-
ljivke, ki ni kategori£na, tako kot pri problemih razvr²£anja, ampak numeri£na, zato
slednji pripada mnogo ve£ji nabor vrednosti, ki jih lahko zavzame. V sklopu re-
²evanja problemov, ko nam je to£nost napovedi na dolo£eni podmnoºici vrednosti
ciljne spremenljivke pomembnej²a kot na preostalih vrednostih, je posledi£no tudi
nekoliko zahtevnej²e dolo£iti u£ne primere s ciljnimi vrednostmi, ki nas najbolj za-
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nimajo. Torgo idr. v [25] predlagajo uporabo t. i. funkcije pomembnosti. Slednja
vsakemu primeru v u£ni mnoºici na podlagi njegove vrednosti ciljne spremenljivke
pripi²e dolo£eno vrednost, ki nam pove, kako pomemben je primer oziroma kako
mo£no si ºelimo to£no napovedati njegovo ciljno vrednost. Gre za zvezno funkcijo
φ : Y → [0, 1], ki celoten nabor vrednosti ciljne spremenljivke Y v u£ni podatkovni
mnoºici preslika v lestvico pomembnosti [0, 1], kjer 0 predstavlja najmanj²o, 1 pa
najve£jo relevantnost.
Edina predpostavka, ki mora veljati glede oblike funkcije pomembnosti φ, je ta,
da njena zaloga vrednosti vsebuje intervale, kjer je le-ta kvazikonkavna1. Ti in-
tervali zavzemajo vrednosti, pri katerih je to£nost napovedi nam najpomembnej²a.
Katere so te ciljne vrednosti in posledi£no kak²na naj bo oblika funkcije pomemb-
nosti, dolo£imo sami. V primeru, ko ºelimo to£neje napovedovati predvsem redke
ciljne vrednosti, pa se lahko funkcija pomembnosti pridobi prakti£no samodejno.
Tako kot Torgo idr. v [25] sem funkcijo pomembnosti za vsako posamezno u£no
mnoºico pridobil na podlagi porazdelitve vrednosti ciljne spremenljivke, natan£neje
iz pripadajo£ega graﬁkona kvantilov (angl. boxplot). Iz graﬁkona sem vzel standar-
dne statistike kot so minimum, spodnji kvartil, mediana, zgornji kvartil, maksimum
ter na teh (to£kah) uporabil odsekoma kubi£no Hermitovo interpolacijo [25, 19].
S pomo£jo interpolacije lahko ustvarimo funkcijo, ki poteka skozi niz n-tih vna-
prej dolo£enih to£k. Zlepki so kubi£ni interpolanti, ki zagotavljajo gladkost in-
terpolacijskega polinoma. eprav so zlepki gladke funkcije, pa nas pomanjkanje
ﬂeksibilnosti v njihovi obliki omejuje. Iz tega razloga smo za pridobivanje funkcije
pomembnosti raje izbrali Hermitove kubi£ne polinome, saj nam omogo£ajo ve£ji
nadzor nad obliko zgenerirane funkcije, hkrati pa so enostavni in u£inkoviti interpo-
lanti na diskretnih podatkih. e ve£, s tem, ko jim poleg kontrolnih to£k podamo
tudi vrednosti prvega odvoda v teh to£kah, lahko ohranijo lokalno pozitivnost, mo-
notonost in konveksnost podatkov. Gre za dobrodo²le lastnosti v sklopu u£inkovi-
tega napovedovanja predvsem redkih ciljnih vrednosti, saj si ºelimo pridobiti zvezno
funkcijo, ki kar se da dobro posname dejansko pomembnost posameznega primera
v u£ni mnoºici, kljub temu, da podamo zgolj nekaj kontrolnih to£k.
1Funkcija z zalogo vrednosti realnih ²tevil, deﬁnirana na konveksni podmnoºici C ⊂ R (tj. za
vsak x in y iz C ter za vsak t iz intervala (0, 1) tudi to£ka (1−t)x+ty pripada C), je kvazikonkavna
na C, £e in samo £e za vsak par x, y ∈ C, kjer velja f(x) ≤ f(y), in vsak θ ∈ [0, 1], velja tudi
f(x) ≤ f((1− θ)x+ θy) [4].
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Algoritem 1 prikazuje postopek pridobitve odsekoma kubi£nega Hermitovega in-
terpolacijskega polinoma na kontrolnih to£kah {yk}sk=1, upo²tevajo£ vrednosti, ki
predstavljajo pomembnost teh to£k {ϕ(yk)}sk=1, ter za£etne naklone {ϕ′(yk)}sk=1,
katerih prevzeta vrednost je enaka 0. Eden izmed klju£nih delov algoritma je is-
kanje pravih naklonov v kontrolnih to£kah, da je interpolacijski polinom odsekoma
monoton. To pomeni, da njegov odvod ne menja predznaka na nobenem izmed in-
tervalov, ki so dolo£eni z omenjenimi to£kami. Algoritem v sklopu iskanja pravih
naklonov uporabi metodo, ki sta jo implementirala Fritsch in Carlson v [10]. Metoda
oceni smiselne vrednosti odvoda v vsaki izmed kontrolnih to£k ter vzame vrednost 0,
£e je kontrolna to£ka lokalni minimum ali maksimum, kar zagotavlja lokalno mono-
tonost interpolacijskega polinoma. Potem ko so znane vse vrednosti prvega odvoda,
algoritem za vsak interval posebej izra£una 4 koeﬁciente tega polinoma.
Algoritem 1 Odsekoma kubi£en Hermitov interpolacijski polinom
Vhod: {yk}sk=1 ◃ Kontrolne to£ke
{ϕ(yk)}sk=1 ◃ Vrednosti, ki predstavljajo pomembnost kontrolnih to£k
{ϕ′(yk)}sk=1 ◃ Za£etni nakloni v kontrolnih to£kah
1: Za k = 1, . . . , s− 1 naredi
2: hk = yk+1 − yk
3: δk = (ϕ(yk+1)− ϕ(yk))/hk
4: ak = ϕ(yk)
5: Kon£aj Za
6: {bk}sk=1 = upo²tevajo£ vrednosti {ϕ′(yk)}sk=1 in {δk}sk=1 dolo£i naklone z
uporabo Fritschove in Carlsonove (1980) metode
7: Za k = 1, . . . , s− 1 naredi
8: ck = (3δk − 2bk + bk+1)/hk
9: dk = (bk − 2δk + bk+1)/h2k
10: Kon£aj Za
11: Vrni φ(y) = ak + bk(y − yk) + ck(y − yk)2 + dk(y − yk)3, y ∈ [yk, yk+1]
Dodatno ²e zahtevamo, da je prvi odvod enak 0 v dveh ekstremnih to£kah, ter
jih s tem razglasimo za lokalni minimum oziroma maksimum. Na koncu interpo-
lacijskega procesa, ko ocenjujemo pomembnost ciljne vrednosti y ∈ Y , tj. φ(y),
vrednotimo interpolacijski polinom φ(y), kjer je k interval interpolacije, na katerem
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se y nahaja. Med drugim z linearno ekstrapolacijo tudi zagotovimo, da je funk-
cija pomembnosti konstantna ter obdrºi ºe prej na²tete lastnosti izven intervala,
ki ga dolo£ajo kontrolne to£ke. Tako lahko s funkcijo pomembnosti dolo£imo tudi
pomembnost ciljnih vrednosti, ki so bodisi manj²e bodisi ve£je od vseh kontrolnih
to£k [19, 10, 24, 14, 15].
Slika 4.1: Primer funkcije pomembnosti ter pripadajo£ega graﬁkona kvantilov
Ko enkrat deﬁniramo funkcijo pomembnosti, lahko z njeno pomo£jo dolo£imo,
kateri primeri iz u£ne podatkovne mnoºice so pomembni in kateri nepomembni v
sklopu na²ega problema, torej katere primere prevzor£imo in katere podvzor£imo.
Prevzor£imo primere, katerih ciljna vrednost se pona²a s pomembnostjo, ve£je od
nekega vnaprej dolo£enega praga, podvzor£imo pa primere s ciljno vrednostjo, katere
pomembnost pade pod to vrednost. Ta prag dolo£i nabor primerov, ki so za nas
najpomembnej²i in ki jih ºelimo napovedati s kar se da veliko to£nostjo. Tak nabor
primerov lahko zapi²emo kot Dr = {(x , y) ∈ D : φ(y) > tE}, kjer D = {(x i, yi)}Ni=1
predstavlja celotno u£no podatkovno mnoºico (nabor vseh moºnih primerov), x i
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vektor vrednosti pojasnjevalnih spremenljivk X1, X2, . . . , Xp in yi vrednost, ki jo
zavzame ciljna spremenljivka Y v primeru i, ter tE prej omenjeni prag pomembnosti.
Prevzor£enje torej opravimo na primerih iz Dr, podvzor£enje pa na primerih iz
nabora Dp = D \ Dr [25].
4.3 SMOTER
Chawla idr. (2002) predstavijo metodo SMOTE (kratica izhaja iz angle²kega po-
imenovanja: Synthetic Minority Oversampling TEchnique - tehnika prevzor£enja
s sinteti£nimi redkimi primeri), ki se uporablja pri problemih razvr²£anja z asime-
tri£no porazdelitvijo vrednosti ciljne spremenljivke. Njena glavna posebnost je kom-
biniranje prevzor£enja primerov z razredi ciljne spremenljivke, ki se v u£ni mnoºici
pojavljajo redkeje, ter podvzor£enja primerov, katerih ciljni razred se v tej mnoºici
pojavi pogosteje. Omenjena metoda se je v kombinaciji z razli£nimi u£nimi algo-
ritmi na ²tevilnih problemih iz resni£nega sveta odrezala bolje kot pa kateri drugi
alternativni pristop ponovnega vzor£enja. Torgo idr. v [25] predstavijo razli£ico
metode SMOTE, ki se uporablja pri regresijskih problemih, kjer si ºelimo £im bolj
to£no napovedati predvsem redke ciljne vrednosti. Slednjo preprosto poimenujejo
SMOTER - Synthetic Minority Oversampling TEchnique for Regression.
Klju£ni del algoritma izvirne metode SMOTE je prevzor£enje primerov z redko
ciljno vrednostjo oziroma razredom. V nasprotju s klasi£nim pristopom prevzor£e-
nja, kjer ve£amo nabor redkih primerov z replikami ºe obstoje£ih primerov, metoda
SMOTE redke razrede prevzor£i z ustvarjanjem novih t. i. sinteti£nih primerov. Za
vsak primer iz vzorca redkih primerov naklju£no izberemo enega izmed njegovih k
najbliºjih sosedov iz istega razreda, ki jih pridobimo z uporabo metode najbliºjih
sosedov na tem vzorcu. Iz slednjega je seveda izvzet primer, katerega sosede i²£emo.
Vrednosti spremenljivk novega primera pridobimo s pomo£jo interpolacije med vre-
dnostmi prvotnega in sosednjega primera tako, da naklju£no izberemo to£ko vzdolº
interpolacijske daljice, ki povezuje omenjena primera. Posledi£no se novo ustvarjeni
v prostoru vseh primerov nahaja nekje med obema prvotnima. Ker so vsi izvirni
primeri, na katerih izvajamo interpolacijo, pripadniki redkega ciljnega razreda, bo
tudi vsak tako ustvarjeni primer ²e vedno pripadal temu razredu. S tem pristo-
pom prevzor£enja ve£amo nabor redkih primerov, a ga hkrati naredimo tudi bolj
posplo²enega.
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Pri problemih razvr²£anja lahko enostavno lo£imo primere z redkim ciljnim ra-
zredom od primerov s pogostim ciljnim razredom. Da lahko metodo SMOTE raz²i-
rimo tudi na regresijske probleme, moramo najti na£in, kako v primeru numeri£nih
vrednosti ciljne spremenljivke (ki jih je lahko tudi toliko razli£nih, kolikor je vseh
primerov v u£ni podatkovni mnoºici), ugotoviti, ali gre za redek oziroma pogost
primer. Pomagamo si s funkcijo pomembnosti, ki sem jo podrobneje opisal ºe v
Poglavju 4.2. Kot smo omenili, ta na podlagi ciljne vrednosti vsakemu primeru iz
u£ne mnoºice pripi²e vrednost med 0 in 1, ki nam pove, kako pomemben je. Po-
leg oblike funkcije moramo dolo£iti ²e nek prag tE, nad katerim bo primer ozna£en
za redkega. Tako iz u£ne mnoºice izlu²£imo nabor primerov, ki imajo redko ciljno
vrednost (ozna£imo ga z Dr). Z metodo SMOTER, tako kot v primeru klasi£nega
pristopa, prevzor£imo primere iz nabora Dr, podvzor£imo pa preostale primere, tj.
primere iz Dp = D\Dr, ter s tem pridobimo novo u£no mnoºico z bolj uravnoteºeno
porazdelitvijo ciljnih vrednosti.
Medtem ko je algoritem za ustvarjanje novih redkih primerov v metodi SMOTER
zelo podoben tistemu v izvirni metodi SMOTE  narejenih je le nekaj majhnih mo-
diﬁkacij, da lahko algoritem obravnava tako numeri£ne kot tudi kategori£ne spre-
menljivke  pa se glede dolo£anja ciljne vrednosti novo ustvarjenih primerov metoda
SMOTER razlikuje od izvirnika. Pri problemih razvr²£anja je dolo£anje ciljnega ra-
zreda novih sinteti£nih primerov enostavna naloga, saj imajo vsi redki primeri za
ciljno vrednost isti razred. Naloga se nekoliko zaplete le, £e je v naboru redkih pri-
merov prisotnih ve£ ciljnih razredov, a ²e v tej situaciji se razred ciljne spremenljivke
lahko dolo£i z naklju£no izbiro med ciljnima razredoma izvirnega in sosednjega pri-
mera. Seveda pa v situaciji, ko sta omenjena razreda enaka, ²e naklju£na izbira ni
potrebna. Pri regresijskih problemih z asimetri£no porazdelitvijo ciljne spremen-
ljivke vsebujejo primeri, ki jih je treba prevzor£iti, razli£ne ciljne vrednosti, kljub
temu, da je skupno vsem dovolj velika pomembnost, tj. funkcija pomembnosti φ po
sprejetju ciljne vrednosti vseh omenjenih primerov vselej vrne vrednost, ki presega
prag tE. To pomeni, da bosta primera, s pomo£jo katerih ustvarimo nov sinteti£ni
primer, po vsej verjetnosti vsebovala razli£no ciljno vrednost (zgodi se lahko tudi
izjema, a le-ta je bila v sklopu magistrskega dela zelo redka). Problem re²imo z
uporabo tehtanega povpre£ja ciljne vrednosti obeh izvirnih primerov. Uteºi v tem
povpre£ju so obratno sorazmerne glede na razdaljo novo ustvarjenega primera od
obeh prvotnih. Posledi£no bo ciljna vrednost primera, ki je bliºje novemu, pred-
stavljala ve£ji deleº te nove pridobljene vrednosti ciljne spremenljivke kot pa ciljna
vrednost bolj oddaljenega primera.
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Algoritem 2 Metoda ponovnega vzor£enja SMOTER
Vhod: D ◃ U£na podatkovna mnoºica
tE ◃ Prag za pomembnost vrednosti ciljne spremenljivke
pre ◃ Stopnja prevzor£enja v odstotkih
pod ◃ Stopnja podvzor£enja v odstotkih
k ◃ tevilo sosedov, uporabljenih pri generiranju novih primerov
1: Dr = {(x , y) ∈ D : φ(y) > tE}
2: y˜ = mediana ciljne spremenljivke Y iz D
3: redkiN = {(x , y) ∈ Dr : y < y˜}
4: noviPrimeriN = GenSynthCases(redkiN, pre, k)
5: redkiV = {(x , y) ∈ Dr : y > y˜}
6: noviPrimeriV = GenSynthCases(redkiV, pre, k)
7: noviRedkiPrimeri = Dr ∪ noviPrimeriN ∪ noviPrimeriV
8: s˘tRedkih = |noviRedkiPrimeri|
9: s˘tPogostih = (pod/100)× s˘tRedkih
10: noviPogostiPrimeri = naklju£ni vzorec primerov velikosti s˘tPogostih iz D\Dr
11: Vrni noviRedkiPrimeri ∪ noviPogostiPrimeri
Algoritem 2 prikazuje vse posamezne korake metode ponovnega vzor£enja za re-
gresijske probleme SMOTER. Vhodni podatki algoritma so celotna u£na podatkovna
mnoºica (D), prag pomembnosti (tE), na podlagi katerega razdelimo D na mnoºico
redkih primerov (Dr) in mnoºico pogostih primerov (Dp). Posebnost te delitve, ki
se tako razlikuje od tiste iz algoritma izvirne metode SMOTE, je ta, da mnoºico
redkih primerov ²e dodatno razdelimo na dve podmnoºici, in sicer na podmnoºico z
redkimi primeri, ki imajo nizko ciljno vrednost oziroma je le-ta manj²a od mediane
y˜ (mnoºica redkiN iz psevdokode Algoritma 2), in podmnoºico redkih primerov z
visoko ciljno vrednostjo, tj. ve£jo od mediane y˜ (mnoºica redkiV ). S tem za vsak
posamezen redek primer iz u£ne mnoºice i²£emo njegove sosede zgolj v podmnoºici s
podobno ciljno vrednostjo in se posledi£no izognemo ustvarjanju sinteti£nih prime-
rov, ki upo²tevajo£ ciljno vrednost ne bi pripadali mnoºici redkih primerov. To bi
se zgodilo v zelo malo verjetni, a vseeno moºni situaciji, ko bi novi primer ustvarili
z interpolacijo med primerom z nizko in primerom z visoko ciljno vrednostjo. Pre-
ostali vhodni podatki algoritma metode SMOTER so ²e stopnja prevzor£enja (pre)
in stopnja podvzor£enja (pod), obe podani v odstotkih, ter ²tevilo sosedov (k), ki
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jih uporabimo pri generiranju sinteti£nih primerov.
Algoritem 3 Algoritem za generiranje sinteti£nih primerov GenSynthCases
Vhod: Dr ◃ Podatkovna mnoºica redkih primerov
pre ◃ Stopnja prevzor£enja v odstotkih
k ◃ tevilo sosedov pri generiranju novih primerov
1: noviPrimeri = {}
2: s˘tNovih = ⌊pre/100⌋
3: Za vsak primer ∈ Dr naredi
4: sosedje = k najbliºjih sosedov za primer iz Dr \ {primer}
5: Za i = 1, . . . , s˘tNovih naredi
6: sosed = naklju£no izbrani sosed iz sosedje
7: Za vsak a ∈ x naredi
8: e a numeri£en potem
9: razlika = primer [a]− sosed [a]
10: s˘tevilo = naklju£no ²tevilo med 0 in 1
11: novi [a] = primer [a] + s˘tevilo× razlika
12: Sicer
13: novi [a] = naklju£no izbrani izmed primer [a] in sosed [a]
14: Kon£aj e
15: Kon£aj Za
16: d1 = razdalja med novi in primer
17: d2 = razdalja med novi in sosed
18: novi [ciljna] = d2
d1+d2
× primer [ciljna] + d1
d1+d2
× sosed [ciljna]




Kot smo omenili ºe pri predstavitvi razlik med metodama SMOTE in SMOTER,
se pristopa razlikujeta predvsem v algoritmu za ustvarjanje novih primerov z redko
ciljno vrednostjo. Postopek pri metodi SMOTER je natan£no opisan pod Algorit-
mom 3. Ta lahko obravnava tako numeri£ne kot tudi kategori£ne spremenljivke,
poleg tega pa v primerjavi s tistim pri metodi SMOTE na druga£en na£in dolo£a
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tudi ciljne vrednosti. Pri izvirni metodi naklju£no izberemo med ciljnima razre-
doma obeh prvotnih primerov, iz katerih ustvarimo sinteti£ni primer, medtem ko
pri SMOTER vselej vzamemo tehtano povpre£je ciljnih vrednosti teh dveh prime-
rov. Uteºi v tem povpre£ju so dolo£ene na podlagi oddaljenosti novega primera od
obeh prvotnih [25, 2, 17].
4.4 LessSMOTER
V kolikor gre za numeri£no in ne kategori£no pojasnjevalno spremenljivko (pri ka-
tegori£ni zgolj naklju£no izberemo en razred izmed dveh, ki sta lahko po moºnosti
tudi enaka), metoda SMOTER pri ustvarjanju novih sinteti£nih primerov posamezno
vrednost te spremenljivke zgenerira tako, da ºe obstoje£i vrednosti iz posameznega
redkega primera (primer [a] v Algoritmu 3) pri²teje naklju£no izbrani deleº vredno-
sti iz naklju£no izbranega sosednjega primera (s˘tevilo × razlika). S tem algoritem
ustvarja nove vrednosti, ki v prvotni u£ni mnoºici sploh ne obstajajo. Hkrati se
ustvarjajo tudi nove ciljne vrednosti, ki se pripi²ejo sinteti£nim primerom, saj jih
dobimo kot tehtano povpre£je dveh drugih ºe obstoje£ih. Ker v na²em primeru vse
podatkovne mnoºice delimo na u£ni in testni del, poleg tega z ustvarjanjem novih
vrednosti tvegamo ²e ve£je preprileganje (angl. overﬁtting) modela u£nim prime-
rom in posledi£no ²e manj to£ne napovedi vrednosti ciljne spremenljivke na testni
mnoºici.
V izogib ustvarjanju vrednosti, ki v izvirni u£ni podatkovni mnoºici ne obstajajo,
ter zaradi ºelje dose£i £im bolj to£ne napovedi ciljnih vrednosti na testni mnoºici,
sem spremenil oziroma nadgradil del algoritma, ki v metodi SMOTER ustvarja nove
sinteti£ne primere. Nadgradnja ²e vedno vsebuje celotni izvirni algoritem za ge-
neriranje novih vrednosti metode SMOTER, le da nato vsako na novo pridobljeno
vrednost zamenja s tisto iz nabora ºe obstoje£ih vrednosti posamezne pojasnje-
valne spremenljivke v u£ni mnoºici, ki je (po absolutni vrednosti) njej najbliºja. S
tem ustvarjamo nove redke primere, ne pa novih vrednosti. Metodo s predstavljeno
nadgradnjo algoritma sem poimenoval LessSMOTER (Less Synthetic Minority Over-






Cilj magistrskega dela ni samo pregled ter predstavitev pristopov ponovnega vzor-
£enja pri re²evanju regresijskih problemov, temve£ tudi testiranje u£inkovitosti teh
predlaganih metod, ko ºelimo to£no napovedovati predvsem redke ekstremne vre-
dnosti numeri£ne ciljne spremenljivke. V ta namen sem iz razli£nih spletnih virov
pridobil ve£ podatkovnih mnoºic.
5.1 Uporabljene podatkovne mnoºice in njihove
zna£ilnosti
Izbral sem 10 podatkovnih mnoºic, ki predstavljajo regresijski tip problema z (ne-
katere bolj, nekatere manj) izrazito asimetri£no porazdelitvijo vrednosti ciljne spre-
menljivke. V vsaki porazdelitvi se tako nahaja razli£no ²tevilo ekstremnih vrednosti,
katerih to£no napovedovanje je na² glavni cilj. Ve£ina teh podatkovnih mnoºic je
bila pridobljena iz spletne strani repozitorija Centra za strojno u£enje in inteligen-
tnih sistemov Univerze v Kaliforniji [6], medtem ko sem podatkovni mnoºici Bank
8fm in Computer Activity (Small) pridobil iz repozitorija Delve Univerze v Torontu1,
mnoºici Ailerons ter Delta Ailerons pa iz spletne strani prof. dr. Luisa Torga iz Uni-





Naj bo u£ni algoritem ²e tako preprost, vedno se bo prekomerno prilagodil pri-
merom, na katerih ga u£imo. Z namenom ugotavljanja stopnje tega preprileganja
u£nim primerom na²ih pristopov ponovnega vzor£enja v kombinaciji z algoritmom
strojnega u£enja sem vse podatkovne mnoºice razdelil na u£ni in testni del v raz-
merju 80/20. Tako je u£no mnoºico sestavljalo 80 % primerov, testno pa preostalih
20 % primerov prvotne podatkovne mnoºice. Z delitvijo v takem razmerju sem pri
vseh zbranih podatkovnih mnoºicah ²e vedno ohranil dovolj veliko u£no mnoºico,
kar je za postopek, ko poleg u£ne napake ra£unamo tudi oceno testne napake, zelo
dobrodo²lo. Ocena testne napake je bila namre£ mera, ki sem jo upo²teval v sklopu
ugotavljanja u£inkovitosti metod ponovnega vzor£enja, z dovolj velikim ²tevilom u£-
nih primerov pa sem posledi£no zagotovil, da je bila omenjena ocena kar se da to£na.
Na drugi strani pa je testno mnoºico ²e vedno sestavljalo ustrezno ²tevilo primerov,
kar pomeni, da sem posledi£no tudi v tej mnoºici zagotovil ustrezno ²tevilo redkih
ciljnih vrednosti. To je bilo klju£no za kasnej²e preverjanje skladnosti testne uteºene
celotne napake z ocenami le-te na u£nih primerih.
Slika 5.1: Porazdelitev vrednosti ciljne spremenljivke v u£ni mnoºici Abalone ter
pripadajo£a funkcija pomembnosti
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Kot je bilo omenjeno ºe v Poglavju 4.1, v katerem so podrobno opisane vse upo-
rabljene metode ponovnega vzor£enja, sem za odkrivanje redkih primerov uporabil
funkcijo pomembnosti. Za vsako podatkovno mnoºico se je funkcija pomembnosti
φ dolo£ila samodejno na podlagi porazdelitve vrednosti ciljne spremenljivke iz u£ne
in ne celotne podatkovne mnoºice. Testne mnoºice sem uporabil kasneje, zgolj v
sklopu pridobivanja testnih napovednih napak. Vsaki (u£ni) podatkovni mnoºici je
tako pripadala unikatna φ, skupna vsem mnoºicam pa je bila mejna vrednost ozi-
roma prag pomembnosti. e je funkcija pomembnosti za posamezno ciljno vrednost
vrnila izhodno vrednost, ki je bila ve£ja od tega praga, se je le-ta smatrala za eks-
tremno oziroma primer s tem pripadajo£im ciljem za redkega. Tako kot Torgo idr.
v [25] sem za prag pomembnosti vzel vrednost 0, 70. Z enakim konstantnim pragom
pomembnosti za vse uporabljene podatkovne mnoºice sem pridobil razli£ne deleºe
redkih primerov v posamezni u£ni mnoºici. Ti deleºi in ²e nekatere druge glavne
zna£ilnosti u£nih delov vseh 10 podatkovnih mnoºic so podani v Tabeli 5.1.













Abalone 3343 9 698 20,88%
Ailerons 5724 40* 551 9,63%
Airfoil Self-Noise 1203 6 122 10,14%
Bank 8fm 6556 9 551 8,40%
Computer Activity (Small) 6555 13 638 9,73%
Delta Ailerons 5705 6 479 8,40%
Parkinson Speech 832 27 103 12,38%
SkillCraft1 2672 19 930 34,81%
Wine Quality (White) 3919 12 992 25,31%
Yacht Hydrodynamics 248 7 54 21,77%
*Iz prvotne mnoºice odstranjena pojasnjevalna spremenljivka, sestavljena iz samih ni£el.
**Primer ozna£en za redkega, ko φ(Y ) > 0, 70.
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V Tabeli 5.1 opazimo, da se deleº redkih primerov pri podatkovnih mnoºicah
spreminja, ter jih na podlagi tega lahko razdelimo v dve skupini: na eni strani se
izoblikuje skupina mnoºic z majhnim relativnim ²tevilom redkih primerov (Ailerons,
Airfoil Self-Noise, Bank 8fm, Computer Activity (Small), Delta Ailerons, Parkinson
Speech), na drugi strani pa se nahajajo mnoºice Abalone, SkillCraft1, Wine Quality
(White) in Yacht Hydrodynamics, ki jih sestavlja velik deleº (ve£ kot 20 %) redkih
primerov. Med slednjimi najbolj izstopa podatkovna mnoºica SkillCraft1, v kateri
ciljna spremenljivka zavzema kar 35 % vrednosti, ki smo jih razglasili za ekstremne.
Poleg deleºa oziroma ²tevila redkih primerov pa se te u£ne mnoºice razlikujejo tako
po ²tevilu vseh primerov kot tudi po ²tevilu vseh spremenljivk (pojasnjevalne in ena
ciljna spremenljivka), kar predstavlja ²irok in pester nabor razli£nih podatkov, na
katerih sem testiral predstavljene pristope ponovnega vzor£enja.
5.2 Postopek uporabe metod ponovnega
vzor£enja
Na vseh 10 u£nih podatkovnih mnoºicah sem uporabil 21 razli£nih pristopov po-
novnega vzor£enja, in sicer en pristop brez kakr²nega koli ponovnega vzor£enja, po
6 razli£nih pristopov tako z metodo SMOTER kot tudi z nekoliko prilagojeno me-
todo LessSMOTER ter 8 razli£nih pristopov s klasi£no metodo ponovnega vzor£enja,
preko katere sem izvajal bodisi prevzor£enje bodisi podvzor£enje, najpogosteje pa
kar kombinacijo obeh pristopov. Pri vseh razli£icah tako metode SMOTER kot tudi
metode LessSMOTER sem ²tevilo najbliºjih sosednjih primerov nastavil na k = 3,
med katerimi je algoritem metode izbral ²e en primer, iz katerega je poleg prvotnega
redkega £rpal vrednosti za generiranje novih sinteti£nih primerov. Z izbiranjem med
zgolj tremi sosedi se z ve£jo verjetnostjo izognemo preveliki oddaljenosti izbranega
primera od prvotnega kot pri ve£jih k, kljub temu pa ²e vedno ohranimo neko na-
klju£nost. Vse kombinacije pristopov ter stopenj prevzor£enja in podvzor£enja, ki
sem jih uporabil v sklopu testiranja metod ponovnega vzor£enja, so tudi na²tete
v Tabeli 5.2. Za bolj²o preglednost besedila, tabel in grafov sem vpeljal oznake
za omenjene pristope, ki nadome²£ajo njihova dolga poimenovanja. Okraj²ava LS
ozna£uje metodo LessSMOTER, S SMOTER, K pa klasi£no metodo, medtem ko je
skupaj s £rko "o" (kot okraj²ava angle²ke besede oversampling) zapisana stopnja
prevzor£enja (npr. 1 pomeni 100 %), skupaj z "u" (undersampling) pa stopnja
podvzor£enja. Te oznake uporabljam v vseh nadaljnjih poglavjih magistrskega dela.
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Znak  /  v Tabeli 5.2 pomeni, da v posamezni razli£ici pristopa ponovnega
vzor£enja ni bila uporabljena bodisi nobena metoda (prva podana razli£ica v tabeli)
bodisi nobeno prevzor£enje oziroma podvzor£enje. Pri razli£icah, v katerih je bilo
uporabljeno samo prevzor£enje ali podvzor£enje, sem podano stopnjo tega osnov-
nega tipa ponovnega vzor£enja obravnaval druga£e kot pri razli£icah metod, kjer
sta bila hkrati uporabljena oba osnovna tipa. Razloºimo to razlikovanje na primeru
u£ne mnoºice Parkinson Speech, ki (kot lahko razberemo iz Tabele 5.1) vsebuje 832
primerov, od katerih je 103 redkih. Denimo, da na omenjeni podatkovni mnoºici v
prvem primeru uporabimo eno izmed metod ponovnega vzor£enja z 200 % prevzor-
£enjem in hkrati tudi 50 % podvzor£enjem, v drugem primeru pa eno izmed metod
z 200 % prevzor£enjem in brez podvzor£enja. V prvi situaciji za vsak redek primer
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ustvarimo dva nova (bodisi z generiranjem pri uporabi metode LessSMOTER ozi-
roma SMOTER bodisi z ustvarjanjem replik v primeru klasi£ne metode ponovnega
vzor£enja), kar skupno pomeni 309 (103 + 2 × 103) redkih ter 154 (50 % od 309)
pogostej²ih oziroma normalnih primerov. Posledi£no novo ustvarjeno u£no mnoºico
sestavlja 463 (309 + 154) primerov. Prav tako kot v prvi situaciji pa tudi v drugi
²e vedno za vsak redek primer ustvarimo dva nova, a tokrat ne uporabimo podv-
zor£enja, kar pomeni, da ²tevilo primerov ter tudi vsebino podmnoºice pogostej²ih
primerov ne spreminjamo oziroma jo ohranimo v tak²ni obliki, kot jo dobimo ºe pri
delitvi u£nih primerov na redke in pogoste primere. To pomeni, da novo u£no mno-
ºico, tako kot v prvi situaciji, ²e vedno sestavlja 309 redkih, a poleg tega tudi kar
(prvotnih) 729 (832 − 103) pogostej²ih primerov. Skupna mo£ nove u£ne mnoºice
je torej 1038. Podobno novo u£no mnoºico oblikujemo tudi pri uporabi pristopa, ko
z neko stopnjo podvzor£imo pogostej²e primere, prevzor£enja pa ne uporabimo, le
da v tem primeru v prvotni obliki ohranimo podmnoºico redkih primerov. Tako na
primer v primeru uporabe razli£ice ene izmed metod ponovnega vzor£enja z 200 %
podvzor£enjem in brez prevzor£enja na u£ni podatkovni mnoºici Parkinson Speech
prvotnim 103 redkim priklju£imo ²e 206 (2 × 103) pogostej²ih primerov, ki jih na-
klju£no izberemo iz prvotne podmnoºice. Z uporabo takih razli£ic metod, torej brez
uporabe prevzor£enja oziroma podvzor£enja, sem testiral obna²anje apliciranega u£-
nega algoritma tudi v situaciji, ko sem u£nim mnoºicam bodisi zgolj dodajal nove
redke (tj. v prvotni obliki ohranil podmnoºico pogostej²ih) bodisi zgolj odstranjeval
pogostej²e primere (tj. v prvotni obliki ohranil podmnoºico redkih primerov).
Z vsako posamezno razli£ico predstavljenih metod ponovnega vzor£enja sem pri-
dobil druga£ne u£ne podatkovne mnoºice, v katerih imajo ciljne spremenljivke bolj
enakomerno, tj. manj asimetri£no porazdelitev kot pa v prvotnih u£nih mnoºicah.
Nove porazdelitve vrednosti ciljne spremenljivke iz u£nih delov vseh 10 podatkov-
nih mnoºic po uporabi vseh treh predstavljenih pristopov ponovnega vzor£enja so
prikazane pod Sliko 5.5. Za vsako u£no mnoºico sta poleg porazdelitev po uporabi
ene izmed razli£ic tako metode LessSMOTER, metode SMOTER, kot tudi klasi£ne






Slika 5.5: Uporaba metod ponovnega vzor£enja na 10 u£nih mnoºicah
Na vseh graﬁh pod Sliko 5.5 so prikazane porazdelitve ciljnih spremenljivk po
uporabi treh razli£nih strategij, ki so bile (kot je predstavljeno kasneje pri evalva-
ciji metod v Poglavju 6) ob upo²tevanju ocen testnih napak na u£nih delih izbra-
nih podatkovnih mnoºic naju£inkovitej²i predstavnik posamezne metode ponovnega
vzor£enja. Te naju£inkovitej²e razli£ice so bile LS.o5.u0,5, S.o2.u0,5 ter K.o2.u0,5.
Omenimo ²e, da je vsaka prikazana funkcija gostote verjetnosti iz Slike 5.5, tako
pred kot tudi po uporabi ene izmed metod ponovnega vzor£enja, skalirana na in-
terval [0, 1]. Posledi£no posamezna funkcija gostote vedno doseºe vrednost 1 pri
ciljni vrednosti, ki je najpogostej²a v pripadajo£i u£ni podatkovni mnoºici. Pred-
vsem pa je iz zgornjih grafov mo£ opaziti, da se ²tevilo oziroma gostota ciljnih
vrednosti v sklopu uporabe ene izmed razli£ic metod ponovnega vzor£enja v pri-
merjavi s prvotno porazdelitvijo v trenutku pove£a, ko pomembnost le-teh preseºe
vrednost 0,70. Porazdelitve vrednosti ciljnih spremenljivk tako postanejo bolj sime-
tri£ne, kar je pravzaprav cilj vseh predstavljenih metod ponovnega vzor£enja. Kako
te spremembe porazdelitev vplivajo na u£inkovitost, pa sem testiral na izbranih
podatkovnih mnoºicah, rezultate pa predstavil v sklopu Poglavja 6.
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5.3 Uporabljeni u£ni algoritem za izgradnjo
napovednih modelov
Z uporabo vseh 21 razli£nih strategij ponovnega vzor£enja na u£nih delih 10 podat-
kovnih mnoºic sem tako pridobil kar 210 (21× 10) razli£nih u£nih mnoºic, ki so se
razlikovale v ²tevilu vseh in redkih primerov ter posledi£no tudi deleºu slednjih v
mnoºici. Prvotne u£ne mnoºice pa so se ºe pred uporabo metod ponovnega vzor£e-
nja med seboj razlikovale tudi v ²tevilu pojasnjevalnih spremenljivk, kar sem omenil
ºe v Poglavju 5.1 pri predstavitvi podatkovnih mnoºic.
Na vseh omenjenih u£nih mnoºicah sem nato uporabil isti u£ni algoritem, in sicer
metodo naklju£nega gozda. Tako imenovana drevesa sem v programskem okolju R
gradil s pomo£jo funkcije ranger iz istoimenskega paketa z uporabo zgolj ene kom-
binacije parametrov, po katerih se je ravnal omenjeni u£ni algoritem. Izbral sem
standardne vrednosti parametrov, ki se uporabljajo pri grajenju osnovnega napo-
vednega modela za regresijske probleme s pomo£jo metode naklju£nega gozda. Te
vrednosti parametrov so
• min.node.size = 5,
• ntree = 500 in







kjer je p ²tevilo pojasnjevalnih spremenljivk v u£ni mnoºici, za katero gradimo na-
povedni model. Kot lahko sklepamo ºe na podlagi njihovih imen oziroma okraj²av,
s prvim parametrom u£nemu algoritmu metode naklju£nega gozda sporo£imo mi-
nimalno velikost vozli²£, z drugim ²tevilo dreves, ki naj jih uporabi pri gradnji
napovednega modela, s tretjim pa ²tevilo pojasnjevalnih spremenljivk, po katerih
lahko algoritem nadalje deli vsako posamezno vozli²£e. Za zgolj en in ne ve£ u£nih
algoritmov (torej za en tip u£nega algoritma in eno kombinacijo parametrov) sem se
odlo£il zato, ker sem se ºelel osredoto£iti predvsem na to, kak²en vpliv imajo razli£ni
pristopi ponovnega vzor£enja na to£nost napovednih modelov v primeru regresijskih
problemov, in ne hkrati tudi na vpliv u£nih algoritmov. Tako sem testiral ve£ razli-
£ic ponovnega vzor£enja, ne pa tudi razli£ic algoritmov strojnega u£enja, poleg tega
pa je ºe uporaba enega u£nega algoritma na kar 210 razli£nih u£nih podatkovnih
mnoºicah predstavljala veliko £asovno zahtevnost [26].
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5.4 Merjenje u£inkovitosti pristopov ponovnega
vzor£enja
Da lahko preverimo u£inkovitost u£nih algoritmov na zbranih podatkovnih mnoºi-
cah, moramo najprej dolo£iti ustrezno evalvacijsko mero, s pomo£jo katere v kom-
binaciji z metodami merjenja, ki so zna£ilne predvsem pri modeliranju s strojnim
u£enjem, pridobimo vrednosti, na podlagi le-teh pa bodisi sprejemamo na²e na-
daljnje odlo£itve bodisi ºe prihajamo do nekih kon£nih ugotovitev. V sklopu tega
poglavja bom tako na kratko predstavil mero ter metode, ki sem jih uporabil za
vrednotenje u£inkovitosti pristopov ponovnega vzor£enja.
5.4.1 Celotna napaka in uteºena celotna napaka
V primeru re²evanja regresijskih problemov, ko torej napovedujemo numeri£no ciljno
spremenljivko, za vrednotenje u£inkovitosti u£nih algoritmov najpogosteje upora-
bimo celotno napako (angl. Root-Mean-Square Error, kraj²e RMSE ). Gre za eval-
vacijsko mero, ki bazira na razdalji med vrednostmi, napovedanimi preko modela,
in dejanskimi oziroma opazovanimi vrednostmi. Najprej izra£unamo srednjo kva-
dratno napako (angl. Mean Squared Error, kraj²e MSE ), in sicer tako, da se²tejemo
kvadrirane razlike med predvidenimi ter pravimi vrednostmi, dobljeni se²tevek pa












kjer je N ²tevilo vseh primerov, na katerih ra£unamo napako, yˆi napovedana, yi pa
opazovana ciljna vrednost i-tega primera. Dobljeno vrednost se obi£ajno interpretira
kot povpre£no oddaljenost ostankov od 0 oziroma kot povpre£no oddaljenost med
opazovanimi vrednostmi in napovedmi modela.
Ko vrednotimo u£inkovitost nekega algoritma s celotno napako, oddaljenost med
napovedano in dejansko ciljno vrednostjo iz posameznega primera podatkovne mno-
ºice prispeva enak deleº k omenjeni meri. Naj gre za primer z bodisi zelo pogosto
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bodisi zelo redko zastopano ciljno vrednostjo v mnoºici, na kateri evalviramo algo-
ritem, se kvadrat napake, doseºene v tem primeru, vedno pri²teje k vsoti, ki pred-
stavlja MSE, z uteºjo 1
N
. Posledi£no RMSE v situaciji, ko nas zanima predvsem
u£inkovitost algoritma na to£no dolo£enih ciljnih vrednostih, ni najbolj ustrezna
mera. Tudi v sklopu magistrskega dela testiram u£inkovitost razli£nih metod po-
novnega vzor£enja (v kombinaciji z u£nim algoritmom) predvsem pri napovedovanju
redkih oziroma ekstremnih ciljnih vrednosti. Potrebujemo torej evalvacijsko mero,
pri kateri ima napaka, doseºena pri napovedi ciljne vrednosti redkej²ega primera, ve-
£jo uteº kot napaka, doseºena pri napovedi pogostej²e ciljne vrednosti v podatkovni
mnoºici. V ta namen sem se odlo£il za uporabo uteºene celotne napake (angl. weigh-
ted Root-Mean-Square Error, kraj²e wRMSE ), kjer v vsoti, ki predstavlja (uteºeno)
MSE, v vsakem posameznem primeru kvadrat razlike med napovedjo in opazovano
vrednostjo nima vedno enake uteºi, t.j. 1
N








wi (yˆi − yi)2.
Pri tem mora veljati, tako kot v primeru celotne napake, da je za vsak i = 1, 2, . . . , N
uteº wi nenegativna ter
∑N
i=1wi = 1. Toda katere vrednosti vzeti za uteºi, ki se
bodo ve£ale v skladu s pomembnostjo posameznega primera? Naravno je bilo upo-
rabiti kar izhodne vrednosti funkcije pomembnosti, ki sem jih uporabil ºe v sklopu
dolo£anja redkih ciljnih vrednosti pri metodah ponovnega vzor£enja. Treba jih je
bilo le ustrezno pretvoriti, da so za njih veljale vse prej omenjene lastnosti. e z
dejstvom, da funkcija pomembnosti φ slika ciljne vrednosti na interval [0, 1], upo-
²tevamo prvo lastnost uteºi, da so le-te ve£je ali enake 0, medtem ko za upo²tevanje
drugega pogoja vrednosti pomembnosti skaliramo, in sicer tako, da jih preprosto
delimo s se²tevkom teh vrednosti, ki smo jih pridobili za vsak posamezen primer iz
podatkovne mnoºice. Tako je za vsak primer oziroma i = 1, 2, . . . , N uteº v uteºeni





kjer je φ funkcija pomembnosti, pridobljena na podlagi porazdelitve ciljne spremen-
ljivke iz podatkovne mnoºice, za katero za vsak i-ti primer velja 0 ≤ φ(yi) ≤ 1. Naj
²e enkrat omenim, da je bila vsaka funkcija pomembnosti zgrajena na celotni u£ni
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mnoºici, ki sem jo nato uporabil tudi v sklopu ugotavljanja pomembnosti primerov
(ter ²e prej pri pridobivanju uteºene celotne napake) na testni mnoºici [13, 16, 27].
5.4.2 Pre£no preverjanje
Do zaklju£kov o u£inkovitosti algoritma ne moremo priti le na podlagi napak, prido-
bljenih pri u£enju napovednega modela, saj so le-te vedno manj²e od napak, doseºene
na testni mnoºici, saj vsebuje primere, skrite tekom celotnega procesa u£enja. Prav
tako na podlagi u£nih napak ne moremo primerjati dveh algoritmov, saj bo na u£ni
mnoºici tisti bolj kompleksen, z ve£imi parametri, vedno dosegel manj²o napako kot
bolj preprost algoritem. Kot vedno pri iskanju ustreznega modela s pomo£jo algo-
ritmov strojnega u£enja potrebujemo torej testno oziroma validacijsko mnoºico, ki
z u£no mnoºico nima skupnih primerov. Kljub temu pa uporaba ene mnoºice, bolje
re£eno iteracije, ni dovolj za vrednotenje u£inkovitosti algoritma. U£no in testno
mnoºico lahko namre£ sestavlja zelo malo primerov ter po moºnosti vsebujeta tudi
primere, ki so zgolj izjeme, kot denimo osamelci, ali pa predstavljajo zgolj ²um v
podatkih, ti pa nas lahko oddaljijo od pravih vrednosti napak. Zato potrebujemo
ve£ parov, sestavljenih iz u£ne in testne mnoºice, da lahko izvedemo ve£ ponovitev in
se s tem izognemo naklju£nosti. Pridobimo jih tako, da podatkovno mnoºico D, ki
jo sestavlja dovolj veliko ²tevilo primerov, najprej naklju£no razdelimo na K enako
velikih delov, Dj, j = 1, 2, . . . , K. Nato enega izmed K delov obdrºimo in ga raz-
glasimo za testno mnoºico Tj, preostalih K − 1 delov pa zdruºimo in jih uporabimo
za u£no mnoºico Uj. Ko ta postopek ponovimo K-krat, vsaki£ za namen testiranja
obdrºimo drugega izmed teh K delov ter tako dobimo K parov {Uj, Tj}Kj=1:
T1 = D1 U1 = D2 ∪ D3 ∪ · · · ∪ DK
T2 = D2 U2 = D1 ∪ D3 ∪ · · · ∪ DK
...
TK = DK UK = D1 ∪ D2 ∪ · · · ∪ DK−1.
Celoten proces imenujemo K-kratno pre£no preverjanje (angl. K-fold cross valida-
tion). Za K obi£ajno vzamemo 10 ali 30. Z ve£anjem K nara²£a tudi deleº u£nih
primerov ter tako pridobimo bolj robustne ocene napak, a s tem testna mnoºica
postane manj²a, hkrati pa se pove£a ²e £asovna zahtevnost v sklopu u£enja algo-
ritma. Ko naraste ²tevilo vseh primerov N , je lahko K manj²e, medtem ko mora
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biti v primeru majhnega N ²tevilo K dovolj veliko, da se omogo£i dovolj velike u£ne
mnoºice. Ve£jo robustnost ocen napak pa lahko doseºemo tudi z ve£kratnim po-
navljanjem K-kratnega pre£nega preverjanja. Pri tem v vsaki iteraciji K-kratnega
pre£nega preverjanja na podlagi pridobljenih napovedi ciljne vrednosti za vsak posa-
mezen primer iz mnoºice D izra£unamo napako, le-te povpre£imo ter tako pridemo
do robustne ocene. Ve£kratno ponavljanje K-kratnega pre£nega preverjanja, na-
tan£neje 10 ponavljanj 10-kratnega CV, sem uporabil tudi v sklopu pridobivanja
ocen testne wRMSE (hkrati tudi RMSE) na u£nih delih podatkovnih mnoºic [1, 9].
5.4.3 Primerjanje u£inkovitosti na ve£ podatkovnih
mnoºicah
Po zbranih vrednostih ustrezne evalvacijske mere (v na²em primeru ocene in vre-
dnosti uteºene celotne napake  wRMSE) preko razli£nih algoritmov ter na ve£
podatkovnih mnoºicah lahko s pomo£jo testov izberemo najbolj²ega. Eden izmed
testov, ki primerja u£inkovitost algoritmov na ve£ podatkovnih mnoºicah, je Fried-
manov test. Gre za test zna£ilnosti, ki temelji na rangiranju u£inkovitosti algoritmov
na posamezni podatkovni mnoºici, poleg tega pa ne predpostavlja nobenih porazde-
litev izbrane evalvacijske mere, s katero merimo u£inkovitost. Ideja tega testa je, da
u£inkovitost vseh algoritmov na vsaki posamezni podatkovni mnoºici razvrstimo po
velikosti od najmanj²e (v tem primeru rang enak 1) do najve£je (rang enak ²tevilu
algoritmov). Ozna£imo z rij rang j-tega od k algoritmov na i-ti od N podatkovnih
mnoºic in z Rj = (
∑
i rij)/n povpre£ni rang j-tega algoritma. Pod ni£elno hipotezo
testa trdimo, da so vsi algoritmi enako u£inkoviti, kar pomeni, da bi za sprejetje












je porazdeljena s hi-kvadrat porazdelitvijo s k − 1 stopinjami prostosti. Ni£elno
hipotezo zavrnemo, ko je izra£unana vrednost χ2F ve£ja ali enaka kriti£ni vredno-
sti hi-kvadrat porazdelitve pri dolo£eni stopnji zna£ilnosti α. Kriti£ne vrednosti
hi-kvadrat porazdelitve so podane v Tabeli B.3, ki se nahaja med prilogami magi-
strskega dela.
V Tabeli 5.3 je predstavljen zgled primerjave u£inkovitosti ²tirih algoritmov na 10
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podatkovnih mnoºicah s pomo£jo Friedmanovega testa. Podane so celotne napake,
ki jih algoritmi doseºejo na posamezni mnoºici, ob le-teh pa je v oklepaju zapisan
pripadajo£i rang. Na dnu tabele so zapisani povpre£ni rangi, na podlagi katerih










Kriti£na vrednost hi-kvadrat porazdelitve s 4−1 = 3 stopinjami prostosti pri stopnji
zna£ilnosti α = 0, 05 je enaka 7, 81, kar pomeni, da zavrnemo ni£elno hipotezo.
Tabela 5.3: Zgled primerjanja u£inkovitosti algoritmov preko povpre£nih rangov
Podatkovna
mnoºica
Algoritem 1 Algoritem 2 Algoritem 3 Algoritem 4
1 0,858 (2) 0,875 (3) 0,830 (1) 0,881 (4)
2 2,289 (2) 2,315 (4) 2,296 (3) 2,224 (1)
3 2,453 (1) 2,475 (2) 2,501 (3) 2,542 (4)
4 2,046 (2) 2,017 (1) 2,151 (3) 2,162 (4)
5 2,466 (2) 2,438 (1) 2,569 (3) 2,591 (4)
6 0,897 (2) 0,805 (1) 0,943 (3) 0,965 (4)
7 1,850 (4) 1,804 (1) 1,820 (2) 1,822 (3)
8 2,438 (1) 2,522 (4) 2,512 (3) 2,503 (2)
9 2,619 (1) 2,696 (3) 2,621 (2) 2,749 (4)
10 0,901 (2) 0,814 (1) 0,904 (3) 0,945 (4)
povpre£ni
rang
1,9 2,1 2,6 3,4
Friedmanov test nam da odgovor na to, ali prihaja do signiﬁkantnih razlik med
povpre£nimi rangi, tj. v u£inkovitosti vseh algoritmov, ne pove pa nam, kateri so
tisti algoritmi, ki se med seboj paroma razlikujejo. Primerjave med povpre£nima
rangoma dveh posameznih algoritmov dobimo s pomo£jo t. i. post-hoc3 testa, po-
tem ko s Friedmanovim testom zavrnemo na²o ni£elno hipotezo. Ideja je izra£unati
3Izraz izhaja iz latinskega jezika in pomeni po tem. Gre torej za test, ki ga uporabimo
naknadno po primarnem testu in sluºi za dodatne analize.
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kriti£no razliko (angl. critical diﬀerence), ki jo nato primerjamo z razlikami v pov-
pre£nih rangih med dvema posameznima algoritmoma. Nemenyijev test izra£una






kjer kriti£na vrednost qα temelji na Studentovi statistiki variacijskega razmika4 z
∞ stopinjami prostosti, ki jo delimo s √2, odvisna pa je od stopnje zna£ilnosti
α in ²tevila vseh algoritmov. Kriti£ne vrednosti Nemenyijevega testa pri dolo£eni
stopnji zna£ilnosti ter ²tevilu vseh algoritmov so podane v Tabeli B.1. V primeru,
da razlika v povpre£nih rangih dveh algoritmov presega kriti£no razliko, pravimo,
da v u£inkovitosti teh dveh algoritmov prihaja do zna£ilnih oziroma signiﬁkantnih
razlik. Kriti£na vrednost qα je v primeru iz Tabele 5.3 enaka 2, 569, kar pomeni, da
kriti£na razlika zna²a 2, 569
√
4·5
6·10 = 1, 48. Na podlagi izra£unane kriti£ne vrednosti
lahko algoritme razdelimo v dve skupini: ker je razlika med povpre£nimi rangi ve£ja
od KR, je u£inkovitost algoritma 4 zna£ilno slab²a od u£inkovitosti algoritmov 1 in
2, po drugi strani pa ne moremo z gotovostjo trditi, kateri skupini pripada algoritem
3. Trditev, da pripada obema skupinama algoritmov, bi bila s statisti£nega vidika
nesmiselna, saj nek subjekt ne more izhajati iz dveh razli£nih populacij. Pravilna
statisti£na trditev je v tem primeru ta, da eksperimentalni podatki ne zado²£ajo za
kakr²no koli sklepanje o u£inkovitosti algoritma 3. Rezultate Nemenyijevega testa
lahko prikaºemo tudi graﬁ£no. Na Sliki 5.6 je prikazan diagram s kriti£no razliko in
povpre£nimi rangi posameznih algoritmov iz primera v Tabeli 5.3. Med seboj so s
£rto povezani algoritmi, ki se po u£inkovitosti zna£ilno ne razlikujejo.
V primeru, da ºelimo u£inkovitost algoritmov paroma primerjati zgolj z enim
(kontrolnim) algoritmom, lahko uporabimo drugo razli£ico Nemenyijevega testa,
imenovano Bonferroni-Dunnov test. Izra£un kriti£ne razlike je enak kot pri Nemenyi-
jevemu testu, prilagojena je le kriti£na vrednost qα. Ta ²e vedno izhaja iz Studentove
statistike variacijskega razmika z ∞ stopinjami prostosti, ki jo naknadno delimo s√
2, a tokrat namesto k(k− 1)/2 naredimo zgolj k− 1 primerjav med algoritmi. To
upo²tevamo tako, da stopnjo zna£ilnosti α delimo s ²tevilom vseh (tj. k − 1) pri-
merjav med algoritmi. Kriti£ne vrednosti Bonferroni-Dunnovega testa pri dolo£eni
4Studentov variacijski razmik je slu£ajna spremenljivka Q =
X(n)−X(1)
S , kjer sta X(n) in X(1)
najve£ja oziroma najmanj²a vrednost v slu£ajnem vzorcu velikosti n, dobljen iz normalne poraz-
delitve s povpre£jem µ in varianco σ2, νS2/σ2 pa predstavlja χ2(ν) slu£ajno spremenljivko, ki
je neodvisna od razlike X(n) − X(1). p-ti kvantil qp(n, ν) porazdelitve slu£ajne spremenljivke Q
zado²£a pogoju P (Q ≤ qp(n, ν)) = p, kjer je 0 < p < 1.
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stopnji zna£ilnosti ter ²tevilu vseh algoritmov (vklju£no s kontrolnim) najdemo v
Tabeli B.2, ki se nahaja med prilogami magistrskega dela. Za zgled iz Tabele 5.3 je
kriti£na vrednost q0,05 enaka 2, 394 in je nekoliko manj²a od kriti£ne vrednosti pri Ne-
menyijevemu testu, kar vodi tudi do manj²e kriti£ne razlike: 2, 394
√
4·5
6·10 = 1, 38. Na
podlagi te dobljene vrednosti sklepamo, da je algoritem 1 u£inkovitej²i od kontrol-
nega algoritma (tj. algoritma 4)(3, 4− 1, 9 = 1, 5 > 1, 38), medtem ko za algoritem
3 (3, 4− 2, 6 = 0, 8 < 1, 38) in algoritem 2 (3, 4− 2, 1 = 1, 3 < 1, 38) to ne moremo
trditi. Je pa slednji s svojim povpre£nim rangom izjemno blizu meji obmo£ja, kjer
se algoritmi po svoji u£inkovitosti ne razlikujejo signiﬁkantno od kontrolnega algo-
ritma. Tudi v sklopu primerjanja algoritmov z Bonferroni-Dunnovim testom lahko
rezultate in omenjeno obmo£je prikaºemo ²e graﬁ£no (Slika 5.7) [5, 9, 20, 28, 18].
Slika 5.6: Diagram kriti£ne razlike, dobljene z Nemenyijevim testom





Z omenjenimi postopki iz Poglavja 5.2 ter Poglavja 5.3 sem za vsako kombinacijo po-
datkovne mnoºice in razli£ice metod ponovnega vzor£enje na u£nih primerih pridobil
celotno napako (RMSE), uteºeno celotno napako (uteºena RMSE oziroma ²e kraj²e
wRMSE) ter oceno (povpre£je in standardni odklon) testne celotne napake in ute-
ºene celotne napake preko 10 ponavljanj 10-kratnega pre£nega preverjanja (10×10
CV). Poleg tega sem pridobil celotne napake in uteºene celotne napake ²e na testnih
primerih ter jih primerjal z ocenami obeh omenjenih napak na u£nih primerih. Kot
sem omenil ºe pri predstavitvi uporabljenih podatkovnih mnoºic (Poglavje 5.1), pa
sem s pridobitvijo napovednih napak tako na u£nih kot testnih primerih tudi preve-
ril, v kolik²ni meri se napovedni model prilagaja u£nim podatkom, na katerih sem
uporabil eno izmed metod ponovnega vzor£enja.
6.1 U£inkovitost metod ponovnega vzor£enja na
posameznih podatkovnih mnoºicah
Oglejmo si celotno in uteºeno celotno napako na u£nih in testnih primerih podat-
kovne mnoºice Abalone pred ter po uporabi ene izmed 20 razli£ic metod ponovnega
vzor£enja. Vrednosti teh dveh mer pri vseh omenjenih kombinacijah so podane v
Tabeli 6.1, poleg tega pa so s Sliko 6.1 prikazane ²e graﬁ£no. Celotno ter uteºeno
celotno napako sem obravnaval lo£eno, tako da Sliko 6.1 pravzaprav sestavljata dva
grafa. Zgornji prikazuje celotno napako (in njeno oceno), spodnji pa uteºeno celotno
napako (ter njeno oceno) na u£ni in testni podatkovni mnoºici. V Tabeli 6.1 je s
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krepkim tiskom, na graﬁh pod Sliko 6.1 pa s £rno to£ko, ozna£ena najmanj²a vre-
dnost v stolpcu oziroma v pripadajo£em £rtnem grafu. Gre za najmanj²o celotno,
uteºeno celotno napako ali pa oceno ene izmed teh mer bodisi na u£nih bodisi na
testnih primerih, ki je bila pridobljena po uporabi ene izmed strategij ponovnega
vzor£enja.
Tabela 6.1: Celotna napaka na u£ni in testni mnoºici Abalone pred in po uporabi
20 razli£nih strategij ponovnega vzor£enja












Brez 2,173 2,096 2,170± 0,0039 2,983 2,727 2, 981± 0, 0066
LS.o2.uBrez 1,488 2,186 2, 233± 0, 0082 1,215 2,524 2, 779± 0, 0108
LS.o5.uBrez 1,187 2,210 2, 242± 0, 0074 0,774 2,527 2, 777± 0, 0093
LS.o2.u0,5 1,677 2,543 2, 528± 0, 0111 1,515 2,425 2,660± 0,0108
LS.o5.u0,5 1,098 2,338 2, 341± 0, 0096 0,933 2,455 2, 707± 0, 0111
LS.o2.u2 1,248 2,208 2, 229± 0, 0091 1,529 2,552 2, 807± 0, 0110
LS.o5.u2 0,701 2,153 2, 207± 0, 0078 0,890 2,615 2, 881± 0, 0085
S.o2.uBrez 1,501 2,206 2, 232± 0, 0072 1,252 2,541 2, 788± 0, 0092
S.o5.uBrez 1,221 2,223 2, 240± 0, 0077 0,868 2,543 2, 793± 0, 0100
S.o2.u0,5 1,736 2,504 2, 480± 0, 0092 1,643 2,433 2, 667± 0, 0087
S.o5.u0,5 1,224 2,337 2, 311± 0, 0082 1,147 2,507 2, 733± 0, 0117
S.o2.u2 1,318 2,194 2, 219± 0, 0092 1,655 2,560 2, 834± 0, 0131
S.o5.u2 0,825 2,152 2, 201± 0, 0084 1,092 2,652 2, 923± 0, 0124
K.oBrez.u0,5 2,722 2,801 2, 750± 0, 0134 2,809 2,473 2, 660± 0, 0144
K.oBrez.u2 2,273 2,231 2, 257± 0, 0069 2,923 2,499 2, 763± 0, 0110
K.o2.uBrez 1,235 2,154 2, 204± 0, 0071 0,783 2,605 2, 857± 0, 0077
K.o5.uBrez 1,026 2,153 2, 206± 0, 0059 0,556 2,616 2, 868± 0, 0067
K.o2.u0,5 1,243 2,452 2, 461± 0, 0123 0,836 2,438 2, 684± 0, 0132
K.o5.u0,5 0,802 2,297 2, 296± 0, 0078 0,414 2,533 2, 763± 0, 0098
K.o2.u2 0,855 2,178 2, 210± 0, 0078 0,793 2,603 2, 864± 0, 0092
K.o5.u2 0,380 2,138 2, 198± 0, 0089 0,256 2,698 2, 955± 0, 0109
48
Z uporabo klasi£ne metode ponovnega vzor£enja s 500 % prevzor£enjem ter 200 %
podvzor£enjem sem dosegel najmanj²o celotno napako in uteºeno celotno napako na
u£ni mnoºici Abalone, najmanj²o testno celotno napako ter njeno oceno na u£nih
primerih brez ponovnega vzor£enja ter najmanj²o testno uteºeno celotno napako po
uporabi razli£ice metode LessSMOTER, in sicer s kombinacijo 200 % prevzor£enja
ter 50 % podvzor£enja.
Slika 6.1: Celotna napaka na podatkih Abalone po ponovnih vzor£enjih
Opazimo lahko, da je prakti£no pri vseh pristopih ponovnega vzor£enja tako ce-
lotna napaka kot tudi uteºena celotna napaka na u£ni mnoºici podatkov Abalone
precej manj²a kot na testni. Izjemi sta obe razli£ici klasi£ne metode ponovnega
vzor£enja, kjer ne spreminjamo podmnoºice redkih primerov iz prvotne u£ne po-
datkovne mnoºice, manj²a testna RMSE ter uteºena RMSE v primerjavi z u£nima
napakama pa sta bili pridobljeni tudi preko napovednega modela, ki je bil zgrajen
na originalni u£ni mnoºici. To kaºe na izrazito preprileganje napovednega modela
u£nim primerom, ko predhodno uporabimo enega izmed pristopov ponovnega vzor-
£enja, s katerim pove£amo deleº redkih primerov v u£ni mnoºici. Do najve£je razlike
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med testno in u£no celotno napako oziroma testno in u£no uteºeno celotno napako
prihaja pri strategiji K.o5.u2, torej pri razli£ici klasi£ne metode s 500 % prevzor£e-
njem in 200 % podvzor£enjem. Celotna napaka na u£ni podatkovni mnoºici zna²a
0, 380 (oziroma 0, 256 v primeru uteºene celotne napake), na testni pa 2, 138 (ozi-
roma 2, 698), kar pomeni za ve£ kot 5-krat (oziroma 10-krat) manj²o napako. Pri
primerjanju u£nih napak z ocenami testnih napak se pojavijo ²e ve£je razlike.
Oglejmo si ²e Tabelo 6.2 ter Sliko 6.2, v katerih so podane oziroma prikazane
vrednosti celotne napake in uteºene celotne napake na u£ni in testni mnoºici Yacht
Hydrodynamics pred in po uporabi ene izmed 20 razli£ic metod ponovnega vzor£enja.
Opazimo, da je RMSE in uteºena RMSE tudi na tej podatkovni mnoºici ve£ja
na testnem kot na u£nem delu, v kolikor smo na slednjem uporabili enega izmed
na²tetih strategij ponovnega vzor£enja, s katero smo spremenili podmnoºico redki
primerov. Ponovno to ne velja samo za (ºe prej omenjeni) razli£ici klasi£ne metode
brez kakr²nega koli prevzor£enja ter v primeru, ko ne spreminjamo u£ne mnoºice.
Slika 6.2: Celotna napaka na podatkih Yacht Hydrodynamics po ponovnih vzor£e-
njih
50
Tabela 6.2: Celotna napaka na u£ni in testni mnoºici Yacht Hydrodynamics pred
in po uporabi 20 razli£nih strategij ponovnega vzor£enja












Brez 4,197 3,086 4, 218± 0, 1694 7,763 5,519 7, 730± 0, 3176
LS.o2.uBrez 2,659 3,018 3, 587± 0, 1716 2,945 4,555 5, 795± 0, 3618
LS.o5.uBrez 2,195 3,071 3, 634± 0, 1849 1,991 4,158 5, 660± 0, 3846
LS.o2.u0,5 3,362 3,946 4, 734± 0, 2285 3,017 4,269 5, 505± 0, 2455
LS.o5.u0,5 2,172 3,341 3, 810± 0, 2186 1,954 4,226 5, 472± 0, 3533
LS.o2.u2 2,207 2,514 3, 247± 0, 1490 3,173 4,127 5, 670± 0, 3083
LS.o5.u2 1,721 2,245 3,067± 0,1813 2,280 3,688 5,451± 0,3674
S.o2.uBrez 2,696 2,899 3, 823± 0, 1211 3,206 4,846 6, 779± 0, 2202
S.o5.uBrez 2,180 2,888 3, 871± 0, 1489 2,200 4,407 6, 800± 0, 2656
S.o2.u0,5 3,601 3,661 4, 764± 0, 1807 3,666 4,790 6, 893± 0, 2234
S.o5.u0,5 2,295 3,073 4, 136± 0, 1410 2,372 4,843 7, 157± 0, 2574
S.o2.u2 2,509 2,874 3, 939± 0, 1150 3,859 5,348 7, 392± 0, 2204
S.o5.u2 1,786 2,566 3, 879± 0, 0880 2,534 4,737 7, 354± 0, 1641
K.oBrez.u0,5 7,368 6,761 7, 489± 0, 1673 6,754 5,104 6, 798± 0, 2168
K.oBrez.u2 5,103 3,790 4, 780± 0, 1197 7,252 4,921 7, 252± 0, 2189
K.o2.uBrez 3,370 3,997 4, 459± 0, 1823 3,407 5,511 6, 772± 0, 3847
K.o5.uBrez 3,034 4,394 4, 840± 0, 1990 2,523 5,555 6, 803± 0, 4400
K.o2.u0,5 3,943 5,019 5, 542± 0, 2255 3,310 4,910 6, 201± 0, 2961
K.o5.u0,5 3,171 4,770 5, 057± 0, 2138 2,580 5,152 6, 611± 0, 3538
K.o2.u2 2,935 3,283 4, 169± 0, 1740 3,993 4,867 7, 069± 0, 3574
K.o5.u2 2,694 3,196 4, 243± 0, 1949 3,469 4,883 7, 299± 0, 4147
Kljub vsemu pa so razlike, predvsem kar zadeva primerjavo med u£no in testno
celotno napako, precej manj²e kot v primeru podatkov Abalone. To potrjuje tudi
zgornji graf pod Sliko 6.2, ki prikazuje zelo podobno gibanje celotne napake od enega
do drugega pristopa ponovnega vzor£enja, tako na u£ni kot tudi testni mnoºici. Do
opaznih razlik ²e vedno prihaja med u£no in testno uteºeno celotno napako, le-te pa
51
so vsekakor manj²e kot v primeru podatkov Abalone: ²e najve£ja razlika nastopi pri
uporabi pristopa K.o5.uBrez na u£nih primerih, kjer uteºena celotna napaka zna²a
2, 523 ter je za nekaj ve£ kot polovico manj²a od tiste na testnih primerih (5, 555).
Spomnimo, v primeru podatkov Abalone so te razlike pri nekaterih pristopih ponov-
nega vzor£enja predstavljale tudi devetkratnik uteºene celotne napake, doseºene na
u£ni mnoºici.
V sklopu tega poglavja smo prikazali vse celotne napake in uteºene celotne na-
pake le na dveh od desetih podatkovnih mnoºicah, na katerih smo uporabili razli£ne
pristope ponovnega vzor£enja. Tabele in graﬁ napovednih napak na vseh osmih
preostalih podatkih se nahajajo med prilogami magistrskega dela. Pri vseh je mo£
opaziti podobno gibanje u£nih in testnih napak (in njihovih ocen na u£nih pri-
merih) ter posledi£no tudi podobno velike razlike med njimi, tako kot v primeru
podatkovne mnoºice Abalone. Izjema so celotne napake na podatkih Airfoil Self-
Noise, kjer so tiste, pridobljene na testnih primerih, dokaj blizu u£nim napakam
(podobno kot v primeru, ko smo razli£ne pristope ponovnega vzor£enja uporabili
na podatkovni mnoºici Yacht Hydrodynamics). Razloge za manj izrazito preprilega-
nje napovednih modelov u£nim delom podatkov gre morda iskati v manj²em ²tevilu
vseh u£nih primerov ter pojasnjevalnih spremenljivk, ki sestavljajo to podatkovno
mnoºico. Airfoil Self-Noise sestavlja 1203 u£nih primerov ter 6 spremenljivk, med-
tem ko je v sklopu Yacht Hydrodynamics ²e manj primerov, ki predstavljajo u£ni
del, zgolj 248, vsebujejo pa eno pojasnjevalno spremenljivko ve£ kot prva omenjena
podatkovna mnoºica (vse skupaj 7 spremenljivk). Vseh 8 preostalih podatkovnih
mnoºic vsebuje vsaj ²e enkrat ve£ u£nih primerov kot Airfoil Self-Noise. Izjema so
le podatki Parkinson Speech, kjer u£no mnoºico sestavlja zgolj 832 primerov, imajo
pa veliko ²tevilo pojasnjevalnih spremenljivk, kar 26.
6.2 Naju£inkovitej²e razli£ice metod ponovnega
vzor£enja
Narediti primerjavo 21 razli£nih strategij ponovnega vzor£enja (glej Tabelo 5.2) na
10 podatkovnih mnoºicah, tako na njihovih u£nih kot tudi testnih delih, hkrati pa
pri ugotavljanju u£inkovitosti teh pristopov upo²tevati dve evalvacijski meri, celo-
tno napako in uteºeno celotno napako (tako u£ni, testni kot tudi oceni testnih na
u£nih primerih, dobljeni preko 10 × 10CV), je vse prej kot enostavno, kasnej²a
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predstavitev rezultatov pa vse prej kot pregledna. Zato sem za vsako posamezno
metodo ponovnega vzor£enja (LessSMOTER, SMOTER, klasi£na metoda) izbral dve
razli£ici, pri katerih je bil napovedni model naju£inkovitej²i, nato pa vse izbrane
razli£ice primerjal ²e med seboj ter s pristopom brez ponovnega vzor£enja. Ker si
ºelimo u£inkovito in uspe²no napovedovanje predvsem redkih (ekstremnih) ciljnih
vrednosti, sem tako pri izbiranju naju£inkovitej²ih razli£ic posamezne metode, kot
tudi kasneje pri medsebojni primerjavi strategij, upo²teval predvsem ocene testne
uteºene celotne napake, dobljene preko 10 × 10CV na u£nih primerih. Te so bile
zaradi ve£kratnega ponavljanja in pre£nega preverjanja to£nej²e od uteºenih celo-
tnih napak, pridobljene na testnih mnoºicah. Slednje sem uporabil predvsem za
ugotavljanje skladnosti z ocenami testne uteºene RMSE. U£inkovitost posameznih
strategij ponovnega vzor£enja sem primerjal s pomo£jo Friedmanovega testa ter (di-
agrami) post-hoc testov, kot sta Nemenyijev in Bonferroni-Dunnov test. Vsi ti testi
so pri primerjanju u£inkovitosti upo²tevali povpre£ne range razli£ic ponovnega vzor-
£enja, ki so bili pridobljeni na podlagi izbrane uteºene celotne napake na vseh 10
podatkovnih mnoºicah.
6.2.1 Metoda LessSMOTER
V Tabeli 6.3 je prikazana ocena uteºene celotne napake, pridobljena v vseh kombi-
nacijah uporabe posamezne razli£ice ponovnega vzor£enja metode LessSMOTER na
u£nih primerih ene izmed podatkovnih mnoºic. Pripadajo£i rang oziroma uvrstitev
glede na oceno te napake na posamezni podatkovni mnoºici je zapisan v oklepaju.
Rang je enak 1 v primeru najmanj²e tovrstne ocene napake, enak ²tevilu vseh testi-
ranih razli£ic metode pa v primeru najve£je ocene napake na tej isti mnoºici.
V spodnji vrstici Tabele 6.3 so prikazani povpre£ni rangi, ki jih posamezna raz-
li£ica metode LessSMOTER doseºe ob upo²tevanju ocen testnih wRMSE na u£nih
primerih 10 podatkovnih mnoºic. Opazimo, da se LS.o2.u0,5 in LS.o5.u0,5 pona²ata z
enakim povpre£nim rangom (2, 8), s 3, 0 jima sledi LS.o5.uBrez, medtem ko preostale
razli£ice s svojo u£inkovitostjo malenkost odstopajo od omenjenih treh. Te razlike
so majhne, a kljub temu lahko na podlagi teh povpre£nih rangov posku²amo primer-
jati u£inkovitosti razli£ic tudi s pomo£jo Friedmanovega testa. Kot smo omenili ºe
pri predstavitvi testov za primerjanje u£inkovitosti metod v Poglavju 5.4.3, Fried-
manov test pod ni£elno hipotezo predpostavlja, da so te metode enako uspe²ne. V
primeru medsebojnega primerjanja razli£ic metode LessSMOTER slednje ne moremo
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zavrniti, saj Friedmanova statistika zna²a 7, 66 in je manj²a od kriti£ne vrednosti
pri stopnji zna£ilnosti α = 0, 05, torej od 11, 07. To pomeni, da so si povpre£ni
rangi med seboj preve£ podobni ter posledi£no ne moremo uporabiti post-hoc te-
sta, s pomo£jo katerega bi lahko odkrili tiste razli£ice metode LessSMOTER, ki so
signiﬁkantno u£inkovitej²e od drugih.
Tabela 6.3: Povpre£ni rangi razli£ic metode LessSMOTER, upo²tevajo£ ocene testne
uteºene celotne napake na u£nih primerih
CV LS.o2.uBrez LS.o5.uBrez LS.o2.u0,5 LS.o5.u0,5 LS.o2.u2 LS.o5.u2
Aba 2,779 (4) 2,777 (3) 2,660 (1) 2,707 (2) 2,807 (5) 2,881 (6)
Ail** 2,677 (4) 2,689 (5) 2,645 (1) 2,655 (3) 2,651 (2) 2,706 (6)
Air 4,321 (5) 4,189 (2) 4,230 (3) 4,141 (1) 4,332 (6) 4,293 (4)
Bank* 5,220 (3) 5,111 (1) 5,820 (6) 5,359 (5) 5,228 (4) 5,127 (2)
Comp 3,924 (2) 3,919 (1) 4,038 (6) 3,947 (5) 3,925 (3) 3,939 (4)
dAil** 2,318 (6) 2,312 (5) 2,185 (2) 2,169 (1) 2,217 (3) 2,291 (4)
Park 20,41 (4) 20,45 (5) 13,61 (1) 16,37 (2) 18,60 (3) 20,67 (6)
Skill 1,005 (2) 1,009 (3) 0,984 (1) 1,019 (4) 1,052 (5) 1,060 (6)
Wine 0,779 (2) 0,777 (1) 0,792 (4) 0,788 (3) 0,798 (5) 0,800 (6)
Yacht 5,795 (6) 5,660 (4) 5,505 (3) 5,472 (2) 5,670 (5) 5,451 (1)
Povp.
rang
3,8 3,0 2,8 2,8 4,1 4,5
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104,
imena podatkovnih mnoºic pa okraj²ana (Aba = Abalone, Ail = Ailerons,
Air = Airfoil Self-Noise, Bank = Bank 8fm, Comp = Computer Activity (Small),
dAil = Delta Ailerons, Park = Parkinson Speech, Skill = SkillCraft1,
Wine = Wine Quality (White), Yacht = Yacht Hydrodynamics).
S podobno situacijo se soo£imo tudi v primeru, ko upo²tevamo uteºene celotne
napake, pridobljene na testnih primerih. Povpre£ni rangi iz Tabele 6.4 so si ²e
vedno preve£ podobni, da bi lahko zavrnili ni£elno hipotezo Friedmanovega testa.
Tokrat izra£unana statistika zna²a ²e manj kot ob upo²tevanju ocen testnih wRMSE
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na u£nih primerih, in sicer 5, 09. Tudi £e jo primerjamo s kriti£no vrednostjo pri
stopnji zna£ilnosti α = 0, 1, ki zna²a 9, 24, je od slednje ²e vedno precej manj²a.
Tabela 6.4: Povpre£ni rangi razli£ic metode LessSMOTER, upo²tevajo£ testne ute-
ºene celotne napake
TEST LS.o2.uBrez LS.o5.uBrez LS.o2.u0,5 LS.o5.u0,5 LS.o2.u2 LS.o5.u2
Aba 2,524 (3) 2,527 (4) 2,425 (1) 2,455 (2) 2,552 (5) 2,615 (6)
Ail** 2,759 (4) 2,776 (5) 2,724 (2) 2,754 (3) 2,722 (1) 2,794 (6)
Air 4,354 (5) 4,188 (3) 4,133 (2) 4,102 (1) 4,455 (6) 4,271 (4)
Bank* 5,571 (3) 5,460 (1) 5,992 (6) 5,603 (5) 5,574 (4) 5,488 (2)
Comp 3,970 (2) 3,983 (3) 4,037 (6) 3,988 (4) 3,930 (1) 3,990 (5)
dAil** 2,471 (6) 2,442 (5) 2,308 (1) 2,324 (2) 2,356 (3) 2,413 (4)
Park 21,85 (4) 22,03 (5) 14,21 (1) 17,67 (2) 20,46 (3) 22,35 (6)
Skill 0,970 (2) 0,978 (4) 0,939 (1) 0,977 (3) 1,000 (5) 1,017 (6)
Wine 0,712 (2) 0,711 (1) 0,733 (4) 0,728 (3) 0,738 (6) 0,735 (5)
Yacht 4,555 (6) 4,158 (3) 4,269 (5) 4,226 (4) 4,127 (2) 3,688 (1)
Povp.
rang
3,7 3,4 2,9 2,9 3,6 4,5
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
Kljub temu je iz Tabele 6.4 razvidno, da LS.o2.u0,5 in LS.o5.u0,5 s svojim pov-
pre£nim rangom ²e malenkost bolj izstopata od preostalih razli£ic. Tudi tokrat se
obe omenjeni razli£ici pona²ata z enakim povpre£nim rangom (2, 9), medtem ko
je LS.o5.uBrez s svojo u£inkovitostjo bliºje manj u£inkovitim razli£icam na testnih
primerih. So si pa slednje, upo²tevajo£ povpre£ne range, med seboj bolj podobne,
kar je tudi razlog, zakaj ponovno ne moremo zavrniti ni£elne hipoteze v sklopu
Friedmanovega testa ter nadalje uporabiti katerega izmed post-hoc testov.
Pri izbiranju najbolj²ih dveh razli£ic metode LessSMOTER se lahko torej malen-
kost bolj opremo na ugotovitve iz primerjanja u£inkovitosti ob upo²tevanju uteºenih
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celotnih napak na testnih primerih kot pa ob upo²tevanju ocen le-teh na u£nih mno-
ºicah. V tem primeru omenjeni razli£ici s svojim povpre£nim rangom bolj izstopata,
pa £eprav v obeh situacijah Friedmanov test ne zazna signiﬁkantnih razlik. Razli£ici
metode LessSMOTER, ki sem jih kasneje uporabil tudi pri medsebojni primerjavi
naju£inkovitej²ih pristopov ponovnega vzor£enja, sta tako LS.o2.u0,5 ter LS.o5.u0,5.
6.2.2 Metoda SMOTER
Tako kot pri metodi LessSMOTER sem s Friedmanovim in Nemenyijevim testom
primerjal u£inkovitost 6 razli£ic metode SMOTER z enakimi stopnjami prevzor£e-
nja oziroma podvzor£enja kot v Poglavju 6.2.1. Tabela 6.5 prikazuje u£inkovitost
omenjenih razli£ic preko ocene testne uteºene celotne napake na u£nih primerih po-
samezne podatkovne mnoºice, pripadajo£e range ter izra£unane povpre£ne range
razli£ic.
e na podlagi dobljenih povpre£nih rangov lahko sklepamo, da bo tudi Fried-
manov test potrdil signiﬁkantne razlike v u£inkovitosti razli£ic ob upo²tevanju ocen
testne wRMSE na u£nih primerih. Najbolj izstopa razli£ica S.o5.u2, ki je bila naj-
manj u£inkovita skoraj na vseh podatkovnih mnoºicah, razen na Computer Activity
(Small) ter Yacht Hydrodynamics, kjer je dosegla £etrti oziroma peti rang. Po drugi
strani sta bili razli£ici S.o2.u0,5 in S.o2.uBrez naju£inkovitej²i, s svojim povpre£nim
rangom pa sta jima sledili S.o5.u0,5 (3, 1) ter S.o5.uBrez (3, 4). Friedmanov test
pri stopnji zna£ilnosti α = 0, 05 vrne statistiko, ki je ve£ja od kriti£ne vrednosti
(22, 00 > 11, 07), kar pomeni zavrnjeno ni£elno hipotezo. S pomo£jo Nemenyije-
vega testa (pripadajo£i diagram kriti£ne razlike ter povpre£nih rangov prikazan pod
Sliko 6.3) lahko razli£ice glede na njihovo u£inkovitost razdelimo v zgolj 2 skupini z
nedeﬁniranima oziroma nejasnima mejama. Z gotovostjo lahko trdimo le to, da sku-
pini naju£inkovitej²ih razli£ic, upo²tevajo£ ocene testne uteºene celotne napake na
u£nih primerih, pripadajo S.o5.uBrez, S.o2.uBrez ter S.o2.u0,5, ki ima tudi najmanj²i
povpre£ni rang, skupini najmanj u£inkovitih razli£ic pa S.o5.u2.
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Tabela 6.5: Povpre£ni rangi ²estih razli£ic metode SMOTER, upo²tevajo£ ocene
testne uteºene celotne napake na u£nih primerih
CV S.o2.uBrez S.o5.uBrez S.o2.u0,5 S.o5.u0,5 S.o2.u2 S.o5.u2
Aba 2,788 (3) 2,793 (4) 2,667 (1) 2,733 (2) 2,834 (5) 2,923 (6)
Ail** 2,722 (4) 2,732 (5) 2,675 (1) 2,700 (2) 2,708 (3) 2,768 (6)
Air 4,207 (4) 4,147 (1) 4,202 (3) 4,176 (2) 4,311 (5) 4,329 (6)
Bank* 5,784 (1) 5,889 (5) 5,851 (3) 5,863 (4) 5,810 (2) 6,019 (6)
Comp 4,062 (1) 4,082 (2) 4,193 (6) 4,155 (5) 4,108 (3) 4,138 (4)
dAil** 2,353 (4) 2,361 (5) 2,176 (1) 2,192 (2) 2,259 (3) 2,362 (6)
Park 20,36 (4) 20,43 (5) 14,28 (1) 16,95 (2) 18,86 (3) 20,89 (6)
Skill 1,007 (2) 1,014 (3) 0,989 (1) 1,030 (4) 1,054 (5) 1,066 (6)
Wine 0,778 (1) 0,780 (2) 0,792 (3) 0,796 (4) 0,801 (5) 0,807 (6)
Yacht 6,779 (1) 6,800 (2) 6,893 (3) 7,157 (4) 7,392 (6) 7,354 (5)
Povp.
rang
2,5 3,4 2,3 3,1 4,0 5,7
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
Slika 6.3: Primerjava u£inkovitosti razli£ic metode SMOTER z Nemenyijevim te-
stom, upo²tevajo£ ocene testne uteºene celotne napake na u£nih primerih
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Kar zadeva u£inkovitost razli£ic metode SMOTER na testnih primerih izbranih
podatkovnih mnoºic, je mo£ opaziti ve£ja odstopanja kot pa v primeru razli£ic me-
tode LessSMOTER. Tako kot ob upo²tevanju ocen testne wRMSE je tudi tu ponovno
naju£inkovitej²a razli£ica S.o2.u0,5, saj je dosegla najmanj²i povpre£ni rang, med-
tem ko sta S.o2.uBrez ter S.o5.u0,5 zamenjali svoji poziciji v razvrstitvi, upo²tevajo£
u£inkovitost oziroma povpre£ne range. Tokrat je druga naju£inkovitej²a razli£ica
S.o5.u0,5, tretja pa S.o2.uBrez. Prav tako je S.o5.u2 ²e vedno strategija z najve£jim
povpre£nim rangom. Da se razli£ice metode SMOTER tudi v tem primeru med se-
boj signiﬁkantno razlikujejo, potrdi tudi Friedmanov test, saj je statistika, ki zna²a
14, 91, ve£ja od kriti£ne vrednosti 11, 07.
Tabela 6.6: Povpre£ni rangi ²estih razli£ic metode SMOTER, upo²tevajo£ testne
uteºene celotne napake
TEST S.o2.uBrez S.o5.uBrez S.o2.u0,5 S.o5.u0,5 S.o2.u2 S.o5.u2
Aba 2,541 (3) 2,543 (4) 2,433 (1) 2,507 (2) 2,560 (5) 2,652 (6)
Ail** 2,769 (4) 2,781 (5) 2,716 (1) 2,734 (3) 2,727 (2) 2,795 (6)
Air 4,207 (4) 4,120 (2) 4,129 (3) 4,086 (1) 4,390 (6) 4,232 (5)
Bank* 6,157 (2) 6,322 (5) 6,133 (1) 6,168 (3) 6,301 (4) 6,454 (6)
Comp 3,994 (1) 4,035 (3) 4,083 (6) 4,054 (5) 4,019 (2) 4,039 (4)
dAil** 2,505 (5) 2,508 (6) 2,324 (1) 2,355 (2) 2,415 (3) 2,504 (4)
Park 22,25 (5) 21,84 (4) 15,81 (1) 18,24 (2) 20,89 (3) 23,15 (6)
Skill 0,986 (2) 0,995 (3) 0,962 (1) 1,017 (4) 1,033 (5) 1,048 (6)
Wine 0,703 (1) 0,708 (2) 0,719 (3) 0,727 (4) 0,735 (5) 0,736 (6)
Yacht 4,846 (5) 4,407 (1) 4,790 (3) 4,843 (4) 5,348 (6) 4,737 (2)
Povp.
rang
3,2 3,5 2,1 3,0 4,1 5,1
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
Kot je razvidno iz diagrama povpre£nih rangov Nemenyijevega testa na Sliki 6.4,
sta se tudi v tem primeru izoblikovali zgolj dve skupini razli£ic, ki imata nejasno
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za£rtane meje. Za razli£ice S.o5.u0,5, S.o2.uBrez, S.o5.uBrez in S.o2.u2 ponovno ne
moremo z gotovostjo trditi, kateri skupini pripadajo, za razliko od S.o2.u0,5, ki si-
gniﬁkantno pripada prvi, torej skupini naju£inkovitej²ih razli£ic, oziroma S.o5.u2,
ki po svoji u£inkovitosti spada v drugo skupino, torej skupino najmanj u£inkovitih
razli£ic.
Slika 6.4: Primerjava u£inkovitosti razli£ic metode SMOTER z Nemenyijevim te-
stom, upo²tevajo£ testne uteºene celotne napake
Izbira dveh naju£inkovitej²ih razli£ic v primeru metode SMOTER je tokrat eno-
stavnej²a kot pri metodi LessSMOTER. Za kasnej²o medsebojno primerjavo vseh
naju£inkovitej²ih strategij ponovnega vzor£enja sem izbral S.o2.u0,5, ki je dosegla
najbolj²o u£inkovitost tako ob upo²tevanju ocen testnih uteºenih celotnih napak na
u£nih primerih kot tudi ob upo²tevanju wRMSE na testnih primerih podatkovnih
mnoºic, ter S.o2.uBrez, kljub temu, da se po svoji u£inkovitosti ni signiﬁkantno raz-
likovala od preostalih razli£ic (izjema le S.o5.u2), a je imela skupno gledano drugi
najmanj²i povpre£ni rang.
6.2.3 Klasi£na metoda
Med seboj sem primerjal tudi u£inkovitost 8 razli£ic klasi£ne metode ponovnega
vzor£enja, torej metode, ki v primeru uporabe stopnje prevzor£enja ne ustvarjajo
novih sinteti£nih primerov, ampak podmnoºico redkih primerov ve£ajo z replikami
ºe obstoje£ih oziroma ºe prisotnih v tej podmnoºici. V Tabeli 6.7 so prikazani pov-
pre£ni rangi teh 8 razli£ic, pridobljeni ob upo²tevanju ocen testnih uteºenih celotnih
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napak na u£nih primerih podatkovnih mnoºic. S svojim povpre£nim rangom najbolj
izstopata razli£ici K.o2.u0,5 in K.o5.u0,5. Prva je skoraj vedno dosegla bodisi naj-
manj²o bodisi drugo najmanj²o oceno testne uteºene celotne napake na posamezni
u£ni mnoºici (izjema le pri Computer Activity (Small), kjer je dosegla ²ele sedmo
najmanj²o oceno), medtem ko je rang razli£ice K.o5.u0,5 vedno med 1 in 4. Ostale
razli£ice klasi£ne metode imajo ob£utno vi²je povpre£ne range od omenjenih dveh.
Tabela 6.7: Povpre£ni rangi osmih razli£ic klasi£ne metode, upo²tevajo£ ocene te-

































Aba 2,66 (1) 2,76 (3) 2,86 (5) 2,87 (7) 2,68 (2) 2,76 (4) 2,86 (6) 2,96 (8)
Ail* 2,71 (5) 2,64 (1) 2,74 (6) 2,76 (8) 2,68 (2) 2,69 (4) 2,69 (3) 2,75 (7)
Air 4,51 (7) 4,60 (8) 4,36 (6) 4,19 (3) 4,19 (2) 4,11 (1) 4,34 (5) 4,28 (4)
Bank* 6,25 (8) 5,77 (5) 5,82 (6) 5,83 (7) 5,53 (2) 5,42 (1) 5,57 (3) 5,71 (4)
Comp 4,33 (8) 4,12 (6) 4,11 (2) 4,12 (4) 4,17 (7) 4,12 (3) 4,09 (1) 4,12 (5)
dAil** 2,23 (4) 2,20 (3) 2,41 (7) 2,41 (8) 2,17 (1) 2,19 (2) 2,27 (5) 2,37 (6)
Park 11,9 (1) 17,00 (4) 21,22 (7) 21,3 (8) 14,1 (2) 16,95 (3) 19,1 (5) 21,17 (6)
Skill 0,96 (1) 1,05 (6) 1,03 (3) 1,04 (5) 0,99 (2) 1,04 (4) 1,07 (7) 1,08 (8)
Wine 0,81 (7) 0,81 (8) 0,78 (3) 0,79 (4) 0,78 (1) 0,78 (2) 0,79 (5) 0,80 (6)
Yacht 6,80 (4) 7,25 (7) 6,77 (3) 6,80 (5) 6,20 (1) 6,61 (2) 7,07 (6) 7,30 (8)
Povp.
rang
4,6 5,1 4,8 5,9 2,2 2,6 4,6 6,2
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
S Friedmanovim testom ni£elno hipotezo pri£akovano ovrºemo, saj je Friedma-
nova statistika ve£ja od kriti£ne vrednosti pri stopnji zna£ilnosti α = 0, 05 (23, 70 >
14, 07). V sklopu primerjanja povpre£nih rangov z Nemenyijevim testom se tokrat,
za razliko od primerjave pri metodah LessSMOTER in SMOTER, kjer sta se izobli-
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kovali najve£ 2, izoblikujejo 3 skupine razli£ic, a prav tako z nejasnimi mejami. Z
gotovostjo lahko trdimo le to, da K.o2.u0,5 spada v skupino naju£inkovitej²ih razli-
£ic klasi£ne metode, K.o5.u2 pa pripada skupini najmanj u£inkovitih razli£ic. Ostale
pripadajo bodisi dvema (K.o5.u0,5, K.o5.uBrez) bodisi celo trem razli£nim skupinam
(K.oBrez.u0,5, K.o2.u2, K.o2.uBrez ter K.oBrez.u2).
Slika 6.5: Primerjava u£inkovitosti razli£ic klasi£ne metode z Nemenyijevim te-
stom, upo²tevajo£ ocene testne uteºene celotne napake na u£nih primerih
Upo²tevajo£ uteºene celotne napake na testnih primerih so razlike v u£inkovi-
tosti razli£ic klasi£ne metode manj²e kot v primeru ocen testne wRMSE na u£nih
primerih (glej Tabelo 6.8). Tako kot pri primerjanju razli£ic metode SMOTER, ko se
osredoto£imo bodisi na ocene testne wRMSE na u£nih primerih bodisi na wRMSE
na testnih primerih, najmanj²i povpre£ni rang doseºe ponovno razli£ica s kombina-
cijo 200 % prevzor£enja in 50 % podvzor£enja. Slednja je ohranila povpre£ni rang,
ki ga je dosegla na ocenah testnih uteºenih celotnih napak, medtem ko se je drugi
naju£inkovitej²i razli£ici klasi£ne metode K.o5.u0,5 malenkost pove£al (z 2, 6 na 3, 0).
Omenimo ²e, da strategiji K.o5.uBrez in K.o5.u2 tokrat zamenjata vlogi, ko primer-
jamo povpre£ne range iz Tabele 6.7 ter Tabele 6.8. Namre£, najmanj u£inkovita
razli£ica je to pot K.o5.uBrez in ne ve£ K.o5.u2. Kljub bolj podobnim povpre£nim
rangom pa v sklopu Friedmanovega testa pri stopnji zna£ilnosti α = 0, 05 ²e ve-
dno zavrnemo ni£elno hipotezo, kar pomeni, da ²e vedno prihaja do signiﬁkantnih
razlik v u£inkovitosti razli£ic. Friedmanova statistika namre£ zna²a 22, 40, kriti£na
vrednost pa 14, 07.
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Aba 2,47 (2) 2,50 (3) 2,60 (6) 2,62 (7) 2,44 (1) 2,53 (4) 2,60 (5) 2,70 (8)
Ail** 2,78 (5) 2,72 (2) 2,83 (7) 2,85 (8) 2,71 (1) 2,77 (4) 2,72 (3) 2,81 (6)
Air 4,55 (7) 4,60 (8) 4,40 (5) 4,18 (3) 4,14 (2) 4,07 (1) 4,41 (6) 4,25 (4)
Bank* 6,46 (8) 6,12 (4) 6,18 (6) 6,20 (7) 5,75 (2) 5,73 (1) 5,91 (3) 6,12 (5)
Comp 4,10 (8) 3,97 (2) 4,02 (6) 4,04 (7) 4,00 (5) 3,98 (3) 3,96 (1) 3,98 (4)
dAil** 2,38 (4) 2,37 (3) 2,56 (8) 2,56 (7) 2,32 (1) 2,35 (2) 2,41 (5) 2,50 (6)
Park 13,0 (1) 19,3 (4) 22,9 (7) 22,6 (6) 15,1 (2) 18,4 (3) 21,2 (5) 23,2 (8)
Skill 0,92 (1) 1,00 (6) 0,99 (3) 1,00 (5) 0,95 (2) 0,99 (4) 1,02 (7) 1,03 (8)
Wine 0,76 (8) 0,75 (7) 0,71 (1) 0,72 (4) 0,72 (3) 0,71 (2) 0,73 (5) 0,73 (6)
Yacht 5,10 (5) 4,92 (4) 5,51 (7) 5,56 (8) 4,91 (3) 5,15 (6) 4,87 (1) 4,88 (2)
Povp.
rang
4,9 4,3 5,6 6,2 2,2 3,0 4,1 5,7
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
Na podlagi kriti£ne vrednosti 3, 32, dobljene z uporabo Nemenyijevega testa,
lahko razli£ice klasi£ne metode po u£inkovitosti na testnih primerih razdelimo v
zgolj dve skupini, kar prikazuje tudi diagram povpre£nih rangov (Slika 6.6). Tako
kot ob upo²tevanju ocen testnih uteºenih celotnih napak na u£nih primerih lahko
tudi tokrat z gotovostjo trdimo, da razli£ica K.o2.u0,5 po u£inkovitosti signiﬁkantno
pripada skupini naju£inkovitej²ih razli£ic klasi£ne metode. Po drugi strani pa se
razli£ici K.o5.u2, v primerjavi s prej²njimi rezultati oziroma ugotovitvami, v skupini
pristopov, za katere lahko z gotovostjo trdimo, da so najmanj u£inkovite, pridruºita
²e K.o5.uBrez, ki je dosegla najve£ji povpre£ni rang, ter K.o2.uBrez. Za vse te tri
razli£ice lahko torej z gotovostjo trdimo, da so manj u£inkovite od K.o2.u0,5.
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Slika 6.6: Primerjava u£inkovitosti razli£ic klasi£ne metode z Nemenyijevim te-
stom, upo²tevajo£ testne uteºene celotne napake
Iz zgornjih ugotovitev izbira dveh razli£ic klasi£ne metode, ki smo jih kasneje
uporabili tudi v medsebojni primerjavi naju£inkovitej²ih razli£ic posameznih metod
ponovnega vzor£enja, pravzaprav ni bila teºka. Izbral sem K.o2.u0,5 ter K.o5.u0,5, ki
sta ob upo²tevanju tako ocen testnih uteºenih celotnih napak na u£nih primerih kot
tudi testnih wRMSE naju£inkovitej²i razli£ici klasi£ne metode ponovnega vzor£enja.
6.2.4 Primerjava naju£inkovitej²ih razli£ic
V sklopu tega poglavja sta predstavljeni tako medsebojna primerjava naju£inkovi-
tej²ih razli£ic posamezne metode ponovnega vzor£enja kot tudi primerjava slednjih s
prvotnim pristopom, tj. ko na u£nih mnoºicah ne uporabimo nobene izmed strategij
ponovnega vzor£enja. Za za£etek si oglejmo primerjavo njihovih u£inkovitosti, ko
upo²tevamo ocene testne uteºene celotne napake na u£nih primerih. V Tabeli 6.9 so
prikazane ocene, rang na posamezni podatkovni mnoºici ter na koncu ²e povpre£ni
rang. Opazimo, da je bila tekom u£nih primerov vseh 10 podatkovnih mnoºic,
upo²tevajo£ ocene testne wRMSE, naju£inkovitej²a LS.o5.u0,5, takoj za njo pa se
je s svojim povpre£nim rangom zvrstila ²e druga razli£ica metode LessSMOTER,
LS.o2.u0,5. Slednji sta bili skupno gledano naju£inkovitej²i na kar 8 od 10 podat-
kovnih mnoºic. Sledili sta jima obe razli£ici klasi£ne metode, K.o2.u0,5 (3, 0) ter
K.o5.u0,5 (4, 0), medtem ko sta bili razli£ici metode SMOTER najmanj u£inkoviti
izmed vseh tistih pristopov, s katerimi smo spremenili u£ne mnoºice. Napovedni
model je bil pri£akovano dale£ najmanj u£inkovit v sklopu ohranitve prvotnih u£nih
primerov oziroma porazdelitve ciljne spremenljivke. Ocena testne uteºene celotne
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napake, pridobljena z omenjenim modelom, je bila najve£ja prav na vseh u£nih
podatkovnih mnoºicah.
Tabela 6.9: Povpre£ni rangi naju£inkovitej²ih razli£ic metod ponovnega vzor£enja,
upo²tevajo£ ocene testne uteºene celotne napake na u£nih primerih
CV Brez LS.o2.u0,5 LS.o5.u0,5 S.o2.uBrez S.o2.u0,5 K.o2.u0,5 K.o5.u0,5
Aba 2,981 (7) 2,660 (1) 2,707 (4) 2,788 (6) 2,667 (2) 2,684 (3) 2,763 (5)
Ail** 2,791 (7) 2,645 (1) 2,655 (2) 2,722 (6) 2,675 (3) 2,676 (4) 2,694 (5)
Air 4,924 (7) 4,230 (6) 4,141 (2) 4,207 (5) 4,202 (4) 4,185 (3) 4,112 (1)
Bank* 6,571 (7) 5,820 (5) 5,359 (1) 5,784 (4) 5,851 (6) 5,532 (3) 5,423 (2)
Comp 4,239 (7) 4,038 (2) 3,947 (1) 4,062 (3) 4,193 (6) 4,174 (5) 4,116 (4)
dAil** 2,539 (7) 2,185 (4) 2,169 (1) 2,353 (6) 2,176 (3) 2,173 (2) 2,188 (5)
Park 23,11 (7) 13,61 (1) 16,37 (4) 20,36 (6) 14,28 (3) 14,08 (2) 16,95 (5)
Skill 1,079 (7) 0,984 (1) 1,019 (5) 1,007 (4) 0,989 (2) 0,994 (3) 1,036 (6)
Wine 0,827 (7) 0,792 (5) 0,788 (4) 0,778 (1) 0,792 (6) 0,781 (2) 0,782 (3)
Yacht 7,730 (7) 5,505 (2) 5,472 (1) 6,779 (5) 6,893 (6) 6,201 (3) 6,611 (4)
Povp.
rang
7,0 2,8 2,5 4,6 4,1 3,0 4,0
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
Friedmanov test le ²e potrdi dejstvo, da med naju£inkovitej²imi razli£icami po-
sameznih metod ponovnega vzor£enja, vsaj kar zadeva upo²tevanje ocen testne
wRMSE na u£nih primerih, prihaja do signiﬁkantnih razlik v njihovi u£inkovito-
sti. Test vrne precej vi²jo statistiko od kriti£ne vrednosti pri stopnji zna£ilnosti
α = 0, 05 (30, 13 ≤ 12, 59), kar pomeni, da lahko ni£elno domnevo, ki predpostavlja
enako oziroma podobno u£inkovitost razli£ic, zavrnemo. Ker ºelimo nadalje pri-
merjati ²e u£inkovitost razli£ic s pristopom, ko ne uporabimo nobene izmed metod
ponovnega vzor£enja, v ta namen uporabimo Bonferroni-Dunnov test. S pomo£jo
slednjega na podlagi izra£unane kriti£ne vrednosti (v tem primeru zna²a 2, 55) odkri-
jemo tiste naju£inkovitej²e razli£ice metod ponovnega vzor£enja, ki se signiﬁkantno
razlikujejo od strategije, ko ohranimo prvotno strukturo u£nih podatkovnih mnoºic.
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Na Sliki 6.7 je prikazan diagram povpre£nih rangov ter kriti£ne razlike, ki jo prido-
bimo v sklopu omenjenega testa. Iz diagrama je razvidno, da so ob upo²tevanju ocen
testnih uteºenih celotnih napak na u£nih primerih skoraj vse naju£inkovitej²e razli-
£ice (pri stopnji zna£ilnosti α = 0, 05) signiﬁkantno u£inkovitej²e od pristopa, ko ne
uporabimo nobene izmed strategij ponovnega vzor£enja. Izjema je le S.o2.uBrez, ki
s svojim povpre£nim rangom ²e pade v interval signiﬁkantne podobnosti s prvotnim
pristopom. Blizu omenjenega intervala je tudi druga naju£inkovitej²a razli£ica me-
tode SMOTER, S.o5.uBrez, ter K.o5.u0,5, a se ²e vedno nahajata izven tega obmo£ja.
Slika 6.7: Primerjava u£inkovitosti naju£inkovitej²ih razli£ic posamezne metode z
Bonferroni-Dunnovim testom, upo²tevajo£ ocene testne uteºene celotne napake na
u£nih primerih
Slika 6.8: Primerjava u£inkovitosti naju£inkovitej²ih razli£ic posamezne metode
z Nemenyijevim testom, upo²tevajo£ ocene testne uteºene celotne napake na u£nih
primerih
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Pri primerjavi naju£inkovitej²ih razli£ic metod ponovnega vzor£enja in pristopa
brez ponovnega vzor£enja, ko medsebojno primerjamo vsakega z vsakim (Neme-
nyijev test), se izoblikujeta 2 skupini razli£ic, kar prikazuje tudi diagram kriti£ne
razlike ter povpre£nih rangov na Sliki 6.8. Pri stopnji zna£ilnosti α = 0, 05 lahko z
gotovostjo trdimo le to, da obe razli£ici tako metode LessSMOTER kot tudi klasi£ne
metode ter S.o2.u0,5 pripadajo prvi, torej naju£inkovitej²i skupini, tj. med njimi v
u£inkovitosti ne prihaja do signiﬁkantnih razlik, ter da pristop, ko ne uporabimo
ponovnega vzor£enja, pripada skupini najmanj u£inkovitih strategij. Medtem za
S.o2.uBrez ne moremo z gotovostjo trditi, da spada bodisi v prvo bodisi v drugo
skupino razli£ic.
Tabela 6.10: Povpre£ni rangi naju£inkovitej²ih razli£ic metod ponovnega vzor£enja,
upo²tevajo£ testne uteºene celotne napake
TEST Brez LS.o2.u0,5 LS.o5.u0,5 S.o2.uBrez S.o2.u0,5 K.o2.u0,5 K.o5.u0,5
Aba 2,727 (7) 2,425 (1) 2,455 (4) 2,541 (6) 2,433 (2) 2,438 (3) 2,533 (5)
Ail** 2,913 (7) 2,724 (3) 2,754 (4) 2,769 (6) 2,716 (2) 2,708 (1) 2,768 (5)
Air 4,882 (7) 4,133 (4) 4,102 (2) 4,207 (6) 4,129 (3) 4,137 (5) 4,069 (1)
Bank* 7,113 (7) 5,992 (4) 5,603 (1) 6,157 (6) 6,133 (5) 5,751 (3) 5,727 (2)
Comp 4,148 (7) 4,037 (5) 3,988 (2) 3,994 (3) 4,083 (6) 3,998 (4) 3,975 (1)
dAil** 2,717 (7) 2,308 (1) 2,324 (4) 2,505 (6) 2,324 (3) 2,323 (2) 2,346 (5)
Park 24,78 (7) 14,21 (1) 17,67 (4) 22,25 (6) 15,81 (3) 15,09 (2) 18,41 (5)
Skill 1,035 (7) 0,939 (1) 0,977 (4) 0,986 (5) 0,962 (3) 0,950 (2) 0,993 (6)
Wine 0,762 (7) 0,733 (6) 0,728 (5) 0,703 (1) 0,719 (4) 0,717 (3) 0,715 (2)
Yacht 5,519 (7) 4,269 (2) 4,226 (1) 4,846 (4) 4,790 (3) 4,910 (5) 5,152 (6)
Povp.
rang
7,0 2,8 3,1 4,9 3,4 3,0 3,8
Za bolj²o preglednost tabele so nekatere napake pomnoºene z *102 oz. **104, skraj²ana
pa so tudi imena podatkovnih mnoºic (za ve£ informacij glej opombo pod Tabelo 6.3).
Do signiﬁkantnih razlik v u£inkovitosti med izbranimi naju£inkovitej²imi razli£i-
cami posamezne metode ponovnega vzor£enja prihaja tudi ob upo²tevanju uteºenih
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celotnih napak na testnih mnoºicah. Doseºeni povpre£ni rangi posamezne razli£ice
so prikazani v Tabeli 6.10. Tako kot na u£nih mnoºicah je tudi tu pristop brez po-
novnega vzor£enja ²e vedno najmanj u£inkovit prav na vseh podatkovnih mnoºicah.
S svojim povpre£nim rangom nekoliko izstopa le ²e S.o2.uBrez (4, 9), medtem ko so
preostale razli£ice dosegle podobno u£inkovitost oziroma podobne povpre£ne range
(od 2, 8 do 3, 8). e vedno s Friedmanovim testom pri stopnji zna£ilnosti α = 0, 05
zavrnemo ni£elno hipotezo (28, 84 > 12, 59), kar pomeni, da med temi razli£icami
prihaja do signiﬁkantnih razlik tudi v u£inkovitosti na testnih podatkovnih mnoºi-
cah.
V sklopu primerjave s pristopom brez ponovnega vzor£enja so skoraj vse naj-
u£inkovitej²e razli£ice signiﬁkantno u£inkovitej²e od slednjega tudi ob upo²tevanju
testnih wRMSE, ponovno pa to ne moremo z gotovostjo trditi za razli£ico S.o2.uBrez.
Bonferroni-Dunnov test, tako kot pri primerjanju u£inkovitosti na u£nih primerih,
vrne kriti£no vrednost 2, 55, kar je ²e vedno dovolj, da interval podobne u£inkovitosti
zajame tudi povpre£ni rang omenjenega pristopa (7, 0−2, 55 = 4, 45 < 4, 9). Sta pa
od omenjenega obmo£ja tokrat bolj oddaljeni ²e druga razli£ica metode SMOTER,
S.o2.u0,5 ter pristop klasi£ne metode ponovnega vzor£enja K.o5.u0,5 (glej diagram
kriti£ne razlike ter povpre£nih rangov na Sliki 6.9).
Slika 6.9: Primerjava u£inkovitosti naju£inkovitej²ih razli£ic posamezne metode z
Bonferroni-Dunnovim testom, upo²tevajo£ testne uteºene celotne napake
Z uporabo Nemenyijevega testa, torej pri medsebojni primerjavi naju£inkovitej-
²ih razli£ic in pristopa brez ponovnega vzor£enja, ne moremo z gotovostjo potrditi
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²e kak²nih dodatnih odstopanj v u£inkovitosti razli£ic kot v primeru upo²tevanja
ocen testne uteºene celotne napake na u£nih primerih. Da je S.o2.uBrez v u£in-
kovitosti podobna pristopu brez ponovnega vzor£enja, smo ugotovili ºe s pomo£jo
Bonferroni-Dunnovega testa. Na podlagi Nemenyijevega testa se tako kot pri oce-
nah wRMSE izoblikujeta zgolj dve skupini razli£ic. Tako kot prej, prvo skupino
sestavljajo med seboj podobno u£inkovite LS.o2.u0,5, K.o2.u0,5, LS.o5.u0,5, S.o2.u0,5
ter K.o5.u0,5, drugo pa pristop, ko ne napravimo nobenega ponovnega vzor£enja. V
eno izmed skupin tudi tokrat ne moremo uvrstiti razli£ice S.o2.uBrez. Skupini, ki se
izoblikujeta z uporabo Nemenyijevega testa, sta prikazani tudi graﬁ£no z diagramom
kriti£ne razlike ter povpre£nih rangov pod Sliko 6.8.
Slika 6.10: Primerjava u£inkovitosti naju£inkovitej²ih razli£ic posamezne metode
z Nemenyijevim testom, upo²tevajo£ testne uteºene celotne napake
e vse skupaj povzamemo  £eprav bi lahko na podlagi povpre£nih rangov skle-
pali, da so razli£ice metode LessSMOTER ob upo²tevanju ocen testne uteºene celotne
napake na u£nih primerih u£inkovitej²e od razli£ic klasi£ne metode, predvsem pa od
razli£ic metode SMOTER, z Nemenyijevim testom (pri stopnji zna£ilnosti α = 0, 05)
tega ne moremo z gotovostjo trditi za noben par strategij, ki ju medsebojno pri-
merjamo in v sklopu katerih uporabimo razli£ico ene izmed predstavljenih metod
ponovnega vzor£enja. Podobna zgodba je tudi v primeru uteºenih celotnih napak
na testnih primerih, le da je vrstni red razli£ic, upo²tevajo£ u£inkovitost oziroma
povpre£ni rang, nekoliko druga£en. So pa vse naju£inkovitej²e razli£ice metode
LessSMOTER ter klasi£ne metode signiﬁkantno u£inkovitej²e od pristopa brez po-
novnega vzor£enja tako ob upo²tevanju ocen testne uteºene celotne napake na u£nih
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primerih kot tudi ob upo²tevanju wRMSE na testnih primerih, kar ugotovimo z upo-
rabo Bonferroni-Dunnovega testa. Da se signiﬁkantno razlikujeta od strategije, ko
na u£nih mnoºicah ne opravimo nobenega ponovnega vzor£enja, pa za naju£inko-
vitej²i razli£ici metode SMOTER velja le deloma. Medtem ko se razli£ica S.o2.u0,5
v u£inkovitosti ²e signiﬁkantno razlikuje od omenjene strategije, pa S.o2.uBrez tako
v primeru ocen testne wRMSE na u£nih mnoºicah kot tudi v primeru wRMSE na





Medtem ko ºe obstajajo ²tevilni pristopi za re²evanje asimetri£nosti porazdelitve
ciljnih razredov pri problemih razvr²£anja, pa jih ne poznamo prav dosti za re²e-
vanje asimetri£nosti numeri£ne ciljne spremenljivke. Slednja obi£ajno zavzame ve£
razli£nih vrednosti, kar pomeni, da je tudi toliko teºje dolo£iti mejo med pogo-
stej²imi in redkej²imi ciljnimi vrednostmi. Magistrsko delo se loti tega problema z
uvedbo funkcije pomembnosti, ki vsakemu primeru iz u£ne mnoºice priredi pomemb-
nost, upo²tevajo£ pogostost primera v omenjeni mnoºici, ter nato s pristranskimi
pristopi vzor£enja spremeni porazdelitev numeri£ne ciljne spremenljivke. V delu so
predstavljene tri razli£ne metode ponovnega vzor£enja: SMOTER, LessSMOTER ter
klasi£na metoda ponovnega vzor£enja. Gre pravzaprav za ustrezne modiﬁkacije ºe
znanih metod, ki se uporabljajo pri re²evanju asimetri£nosti porazdelitve nominalne
ciljne spremenljivke. Slednje se izkaºejo za u£inkovite tudi v primeru re²evanja asi-
metri£nosti ciljne spremenljivke v regresijskih problemih. Rezultati so opazni zlasti v
primeru uporabe teh metod z mo£nim podvzor£enjem pogostej²ih primerov (50 %),
predvsem v kombinaciji z normalno (200 %), pa tudi visoko stopnjo (500 %) prev-
zor£enja redkih primerov. Medtem ko se vsi trije predstavljeni pristopi ponovnega
vzor£enja izkaºejo za precej u£inkovitej²e od pristopa, ko ne spreminjamo u£ne mno-
ºice ter tako uporabimo u£ni algoritem strojnega u£enja kar na prvotnih podatkih,
pa do razlik v u£inkovitosti prihaja tudi med samimi metodami ponovnega vzor£e-
nja. Predvsem modiﬁkacija metode SMOTER, tj. LessSMOTER, ki za razliko od
prve pri postopku prevzor£enja, kjer se ustvarjajo novi sinteti£ni primeri, ne ustvarja
tudi novih vrednosti tako pojasnjevalnih kot tudi ciljne spremenljivke, se v splo²nem
izkaºe za naju£inkovitej²o izmed vseh treh pristopov.
Prednost predstavljenih pristopov, ki temeljijo na pristranskem vzor£enju, je nji-
hova preprostost oziroma enostavna uporaba v kombinaciji z bodisi standardnimi
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bodisi modernej²imi algoritmi strojnega u£enja, namenjenimi za re²evanje tak²nih
in druga£nih regresijskih problemov. V magistrskem delu je to dokazano z upo-
rabo omenjenih metod v kombinaciji z enim od najpogosteje uporabljenih algorit-
mov strojnega u£enja, metodo naklju£nega gozda, na ve£ podatkovnih mnoºicah, ki
predstavljajo regresijske probleme iz razli£nih podro£ij resni£nega sveta.
Magistrsko delo se je osredoto£alo na omenjeno vrednotenje metod v kombinaciji
z le enim u£nim algoritmom (metodo naklju£nega gozda), zato bi lahko v nadaljnjem
delu vrednotil u£inkovitost metod v kombinaciji z razli£nimi regresijskimi modeli.
Poleg tega bi lahko v metodah ponovnega vzor£enja nadgradil algoritem za generi-
ranje novih sinteti£nih primerov z drugo metodo strojnega u£enja (namesto metode
najbliºjih sosedov) ter pove£al ²tevilo podatkovnih mnoºic z asimetri£no porazde-
ljeno numeri£no ciljno spremenljivko, na katerih bi testiral u£inkovitost metod v
kombinaciji z u£nimi algoritmi.
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Dodatek A
Celotne napake na posameznih podatkovnih
mnoºicah
Tabela A.1: Celotna napaka na u£ni in testni mnoºici Ailerons pred in po uporabi
20 razli£nih strategij ponovnega vzor£enja












Brez 1,699 1,740 1,707± 0,0029 2,771 2,913 2, 791± 0, 0116
LS.o2.uBrez 1,351 1,770 1, 739± 0, 0057 1,102 2,759 2, 677± 0, 0173
LS.o5.uBrez 1,185 1,781 1, 749± 0, 0050 0,737 2,776 2, 689± 0, 0173
LS.o2.u0,5 1,476 2,297 2, 222± 0, 0137 1,256 2,724 2, 645± 0, 0200
LS.o5.u0,5 1,094 2,080 2, 018± 0, 0112 0,796 2,754 2, 655± 0, 0265
LS.o2.u2 1,280 1,890 1, 848± 0, 0060 1,376 2,722 2, 651± 0, 0165
LS.o5.u2 0,867 1,824 1, 778± 0, 0081 0,833 2,794 2, 706± 0, 0275
S.o2.uBrez 1,349 1,750 1, 730± 0, 0066 1,148 2,769 2, 722± 0, 0212
S.o5.uBrez 1,201 1,748 1, 734± 0, 0057 0,840 2,781 2, 732± 0, 0196
S.o2.u0,5 1,595 2,190 2, 119± 0, 0136 1,496 2,716 2, 675± 0, 0210
S.o5.u0,5 1,223 1,975 1, 944± 0, 0094 1,066 2,734 2, 700± 0, 0250
S.o2.u2 1,365 1,854 1, 815± 0, 0076 1,583 2,727 2, 708± 0, 0259
S.o5.u2 0,966 1,774 1, 757± 0, 0088 1,104 2,795 2, 768± 0, 0337
K.oBrez.u0,5 2,572 2,594 2, 537± 0, 0202 2,745 2,781 2, 706± 0, 0242
K.oBrez.u2 2,183 2,033 1, 979± 0, 0092 2,857 2,715 2,644± 0,0165
K.o2.uBrez 1,259 1,759 1, 732± 0, 0058 0,829 2,826 2, 738± 0, 0165
K.o5.uBrez 1,135 1,769 1, 739± 0, 0047 0,628 2,847 2, 756± 0, 0167
K.o2.u0,5 1,164 2,226 2, 159± 0, 0124 0,679 2,708 2, 676± 0, 0211
K.o5.u0,5 0,925 2,019 1, 976± 0, 0082 0,421 2,768 2, 694± 0, 0219
K.o2.u2 1,068 1,861 1, 826± 0, 0062 0,799 2,719 2, 685± 0, 0196
K.o5.u2 0,738 1,798 1, 767± 0, 0067 0,450 2,810 2, 749± 0, 0248
*Za bolj²o preglednost vse vrednosti v tabeli pomnoºene z 104.
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Slika A.1: Celotna napaka na podatkih Ailerons po ponovnih vzor£enjih
Slika A.2: Celotna napaka na podatkih Airfoil Self-Noise po ponovnih vzor£enjih
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Tabela A.2: Celotna napaka na u£ni in testni mnoºici Airfoil Self-Noise pred in
po uporabi 20 razli£nih strategij ponovnega vzor£enja












Brez 3,616 3,554 3, 632± 0, 0425 4,884 4,882 4, 924± 0, 0620
LS.o2.uBrez 3,516 3,337 3, 438± 0, 0329 4,095 4,354 4, 321± 0, 0553
LS.o5.uBrez 3,222 3,307 3, 431± 0, 0328 3,401 4,188 4, 189± 0, 0609
LS.o2.u0,5 3,080 3,716 3, 921± 0, 0387 2,989 4,133 4, 230± 0, 0795
LS.o5.u0,5 2,860 3,538 3, 711± 0, 0337 2,746 4,102 4, 141± 0, 0719
LS.o2.u2 3,443 3,473 3, 568± 0, 0345 3,960 4,455 4, 332± 0, 0690
LS.o5.u2 3,043 3,306 3, 470± 0, 0310 3,476 4,271 4, 293± 0, 0574
S.o2.uBrez 3,170 3,228 3, 343± 0, 0310 3,494 4,207 4, 207± 0, 0488
S.o5.uBrez 2,811 3,199 3,331± 0,0325 2,792 4,120 4, 147± 0, 0582
S.o2.u0,5 2,850 3,555 3, 779± 0, 0458 2,727 4,129 4, 202± 0, 0755
S.o5.u0,5 2,447 3,397 3, 590± 0, 0515 2,204 4,086 4, 176± 0, 0847
S.o2.u2 3,064 3,393 3, 509± 0, 0375 3,350 4,390 4, 311± 0, 0705
S.o5.u2 2,550 3,228 3, 409± 0, 0297 2,701 4,232 4, 329± 0, 0459
K.oBrez.u0,5 4,504 3,957 4, 125± 0, 0445 4,767 4,551 4, 511± 0, 0661
K.oBrez.u2 4,194 3,632 3, 834± 0, 0616 4,971 4,595 4, 602± 0, 0881
K.o2.uBrez 3,508 3,381 3, 470± 0, 0349 4,053 4,401 4, 357± 0, 0568
K.o5.uBrez 3,272 3,321 3, 446± 0, 0353 3,471 4,183 4, 193± 0, 0667
K.o2.u0,5 3,011 3,719 3, 842± 0, 0359 2,911 4,137 4, 185± 0, 0744
K.o5.u0,5 2,879 3,536 3, 688± 0, 0372 2,789 4,069 4,112± 0,0813
K.o2.u2 3,416 3,466 3, 579± 0, 0369 3,898 4,412 4, 336± 0, 0722
K.o5.u2 3,159 3,332 3, 484± 0, 0402 3,641 4,246 4, 281± 0, 0654
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Tabela A.3: Celotna napaka na u£ni in testni mnoºici Bank 8fm pred in po uporabi
20 razli£nih strategij ponovnega vzor£enja












Brez 3,826 3,905 3, 835± 0, 0197 6,549 7,113 6, 571± 0, 0508
LS.o2.uBrez 2,960 3,545 3, 561± 0, 0152 2,692 5,571 5, 220± 0, 0389
LS.o5.uBrez 2,599 3,538 3,535± 0,0133 1,832 5,460 5,111± 0,0329
LS.o2.u0,5 3,710 5,208 5, 427± 0, 0436 3,003 5,992 5, 820± 0, 0324
LS.o5.u0,5 2,664 4,399 4, 473± 0, 0329 1,925 5,603 5, 359± 0, 0461
LS.o2.u2 2,991 3,903 3, 917± 0, 0159 3,236 5,574 5, 228± 0, 0317
LS.o5.u2 2,022 3,662 3, 628± 0, 0110 2,023 5,488 5, 127± 0, 0305
S.o2.uBrez 2,953 3,671 3, 669± 0, 0135 2,790 6,157 5, 784± 0, 0405
S.o5.uBrez 2,657 3,725 3, 690± 0, 0126 2,104 6,322 5, 889± 0, 0362
S.o2.u0,5 3,844 4,958 5, 025± 0, 0280 3,568 6,133 5, 851± 0, 0416
S.o5.u0,5 2,896 4,262 4, 315± 0, 0236 2,623 6,168 5, 863± 0, 0246
S.o2.u2 3,177 3,983 3, 942± 0, 0185 3,820 6,301 5, 810± 0, 0243
S.o5.u2 2,313 3,831 3, 780± 0, 0090 2,760 6,454 6, 019± 0, 0300
K.oBrez.u0,5 6,018 6,855 7, 233± 0, 0763 5,762 6,456 6, 252± 0, 0604
K.oBrez.u2 4,997 4,548 4, 590± 0, 0401 6,326 6,118 5, 766± 0, 0464
K.o2.uBrez 2,710 3,658 3, 665± 0, 0189 1,971 6,176 5, 821± 0, 0540
K.o5.uBrez 2,456 3,661 3, 664± 0, 0135 1,505 6,202 5, 833± 0, 0354
K.o2.u0,5 2,832 4,883 4, 987± 0, 0339 1,557 5,751 5, 532± 0, 0317
K.o5.u0,5 2,106 4,172 4, 215± 0, 0259 0,947 5,727 5, 423± 0, 0212
K.o2.u2 2,439 3,882 3, 903± 0, 0223 1,875 5,908 5, 565± 0, 0310
K.o5.u2 1,707 3,749 3, 715± 0, 0097 1,108 6,123 5, 712± 0, 0218
*Za bolj²o preglednost vse vrednosti v tabeli pomnoºene z 102.
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Slika A.3: Celotna napaka na podatkih Bank 8fm po ponovnih vzor£enjih
Slika A.4: Celotna napaka na podatkih Computer Activity po ponovnih vzor£enjih
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Tabela A.4: Celotna napaka na u£ni in testni mnoºici Computer Activity (Small)
pred in po uporabi 20 razli£nih strategij ponovnega vzor£enja












Brez 2,824 2,838 2, 825± 0, 0061 4,253 4,148 4, 239± 0, 0177
LS.o2.uBrez 2,262 2,817 2,772± 0,0101 1,903 3,970 3, 924± 0, 0456
LS.o5.uBrez 1,998 2,827 2, 776± 0, 0101 1,346 3,983 3,919± 0,0445
LS.o2.u0,5 2,212 3,314 3, 324± 0, 0152 1,849 4,037 4, 038± 0, 0506
LS.o5.u0,5 1,675 3,079 3, 065± 0, 0164 1,208 3,988 3, 947± 0, 0495
LS.o2.u2 2,045 2,924 2, 888± 0, 0150 2,105 3,930 3, 925± 0, 0481
LS.o5.u2 1,427 2,875 2, 805± 0, 0125 1,325 3,990 3, 939± 0, 0429
S.o2.uBrez 2,276 2,833 2, 810± 0, 0046 1,929 3,994 4, 062± 0, 0127
S.o5.uBrez 2,048 2,852 2, 822± 0, 0045 1,473 4,035 4, 082± 0, 0168
S.o2.u0,5 2,412 3,303 3, 318± 0, 0171 2,190 4,083 4, 193± 0, 0122
S.o5.u0,5 1,888 3,095 3, 111± 0, 0106 1,591 4,054 4, 155± 0, 0264
S.o2.u2 2,141 2,939 2, 932± 0, 0095 2,341 4,019 4, 108± 0, 0231
S.o5.u2 1,553 2,879 2, 859± 0, 0104 1,653 4,039 4, 138± 0, 0317
K.oBrez.u0,5 3,625 3,564 3, 733± 0, 0265 3,743 4,100 4, 333± 0, 0314
K.oBrez.u2 3,186 3,058 3, 089± 0, 0114 3,951 3,974 4, 124± 0, 0360
K.o2.uBrez 2,163 2,823 2, 805± 0, 0053 1,604 4,018 4, 108± 0, 0134
K.o5.uBrez 1,952 2,836 2, 811± 0, 0073 1,237 4,041 4, 121± 0, 0212
K.o2.u0,5 1,798 3,238 3, 282± 0, 0119 1,087 3,998 4, 174± 0, 0207
K.o5.u0,5 1,465 3,027 3, 066± 0, 0097 0,776 3,975 4, 116± 0, 0258
K.o2.u2 1,778 2,912 2, 909± 0, 0083 1,386 3,956 4, 093± 0, 0336
K.o5.u2 1,273 2,856 2, 839± 0, 0092 0,898 3,982 4, 122± 0, 0316
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Tabela A.5: Celotna napaka na u£ni in testni mnoºici Delta Ailerons pred in po
uporabi 20 razli£nih strategij ponovnega vzor£enja












Brez 1,619 1,697 1,621± 0,0039 2,532 2,717 2, 539± 0, 0097
LS.o2.uBrez 1,379 1,697 1, 638± 0, 0045 1,430 2,471 2, 318± 0, 0097
LS.o5.uBrez 1,191 1,704 1, 650± 0, 0044 0,973 2,442 2, 312± 0, 0097
LS.o2.u0,5 1,553 2,146 2, 100± 0, 0099 1,441 2,308 2, 185± 0, 0102
LS.o5.u0,5 1,155 1,956 1, 903± 0, 0070 0,919 2,324 2,169± 0,0114
LS.o2.u2 1,422 1,779 1, 727± 0, 0043 1,642 2,356 2, 217± 0, 0112
LS.o5.u2 0,981 1,715 1, 667± 0, 0049 1,045 2,413 2, 291± 0, 0084
S.o2.uBrez 1,339 1,697 1, 629± 0, 0032 1,381 2,505 2, 353± 0, 0078
S.o5.uBrez 1,182 1,701 1, 635± 0, 0047 1,022 2,508 2, 361± 0, 0096
S.o2.u0,5 1,574 2,069 2, 009± 0, 0083 1,532 2,324 2, 176± 0, 0117
S.o5.u0,5 1,227 1,892 1, 820± 0, 0057 1,121 2,355 2, 192± 0, 0120
S.o2.u2 1,426 1,759 1, 694± 0, 0064 1,698 2,415 2, 259± 0, 0122
S.o5.u2 1,032 1,714 1, 645± 0, 0066 1,207 2,504 2, 362± 0, 0126
K.oBrez.u0,5 2,452 2,252 2, 245± 0, 0069 2,662 2,383 2, 229± 0, 0130
K.oBrez.u2 2,131 1,821 1, 769± 0, 0052 2,800 2,371 2, 202± 0, 0145
K.o2.uBrez 1,175 1,690 1, 623± 0, 0040 0,998 2,564 2, 407± 0, 0095
K.o5.uBrez 1,039 1,689 1, 627± 0, 0038 0,716 2,560 2, 412± 0, 0095
K.o2.u0,5 1,164 2,056 1, 996± 0, 0073 0,847 2,323 2, 173± 0, 0109
K.o5.u0,5 0,882 1,867 1, 814± 0, 0078 0,461 2,346 2, 188± 0, 0117
K.o2.u2 1,108 1,732 1, 685± 0, 0039 1,012 2,407 2, 266± 0, 0097
K.o5.u2 0,765 1,702 1, 643± 0, 0048 0,580 2,503 2, 367± 0, 0096
*Za bolj²o preglednost vse vrednosti v tabeli pomnoºene z 104.
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Slika A.5: Celotna napaka na podatkih Delta Ailerons po ponovnih vzor£enjih
Slika A.6: Celotna napaka na podatkih Parkinson Speech po ponovnih vzor£enjih
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Tabela A.6: Celotna napaka na u£ni in testni mnoºici Parkinson Speech pred in
po uporabi 20 razli£nih strategij ponovnega vzor£enja












Brez 14,307 14,943 14,301± 0,083 23,151 24,779 23, 114± 0, 196
LS.o2.uBrez 10,870 15,506 14, 752± 0, 120 7,566 21,853 20, 405± 0, 318
LS.o5.uBrez 9,247 15,758 14, 844± 0, 136 4,727 22,029 20, 449± 0, 367
LS.o2.u0,5 12,090 21,209 20, 405± 0, 100 6,352 14,211 13, 609± 0, 399
LS.o5.u0,5 8,836 18,504 17, 642± 0, 074 4,124 17,670 16, 373± 0, 462
LS.o2.u2 9,966 16,933 15, 546± 0, 142 9,326 20,463 18, 599± 0, 334
LS.o5.u2 6,301 15,907 14, 849± 0, 115 5,997 22,347 20, 674± 0, 317
S.o2.uBrez 10,879 15,470 14, 696± 0, 100 8,116 22,249 20, 361± 0, 240
S.o5.uBrez 9,618 15,281 14, 856± 0, 098 5,899 21,839 20, 429± 0, 261
S.o2.u0,5 12,550 21,048 19, 799± 0, 162 8,246 15,806 14, 280± 0, 391
S.o5.u0,5 9,809 18,422 17, 354± 0, 140 6,810 18,238 16, 952± 0, 314
S.o2.u2 10,641 16,892 15, 368± 0, 153 11,313 20,890 18, 862± 0, 324
S.o5.u2 7,235 15,748 14, 746± 0, 117 8,187 23,154 20, 888± 0, 272
K.oBrez.u0,5 15,763 24,593 23, 979± 0, 242 12,182 13,005 11,941± 0,386
K.oBrez.u2 16,768 17,822 16, 824± 0, 111 19,341 19,269 17, 004± 0, 366
K.o2.uBrez 9,625 15,254 14, 458± 0, 114 5,197 22,879 21, 218± 0, 273
K.o5.uBrez 8,437 15,330 14, 454± 0, 111 3,876 22,638 21, 291± 0, 321
K.o2.u0,5 10,739 20,621 19, 531± 0, 139 3,670 15,091 14, 081± 0, 415
K.o5.u0,5 7,806 18,063 16, 917± 0, 098 1,975 18,406 16, 946± 0, 469
K.o2.u2 8,296 16,844 15, 145± 0, 157 5,072 21,196 19, 110± 0, 390
K.o5.u2 5,063 15,901 14, 515± 0, 126 2,535 23,222 21, 170± 0, 259
81
Tabela A.7: Celotna napaka na u£ni in testni mnoºici SkillCraft1 pred in po uporabi
20 razli£nih strategij ponovnega vzor£enja












Brez 0,922 0,895 0,922± 0,0018 1,078 1,035 1, 079± 0, 0027
LS.o2.uBrez 0,566 0,917 0, 935± 0, 0019 0,407 0,970 1, 005± 0, 0020
LS.o5.uBrez 0,433 0,926 0, 942± 0, 0024 0,254 0,978 1, 009± 0, 0039
LS.o2.u0,5 0,558 0,923 0, 954± 0, 0037 0,517 0,939 0, 984± 0, 0041
LS.o5.u0,5 0,350 0,915 0, 937± 0, 0033 0,311 0,977 1, 019± 0, 0050
LS.o2.u2 0,367 0,897 0, 927± 0, 0027 0,493 1,000 1, 052± 0, 0042
LS.o5.u2 0,191 0,904 0, 929± 0, 0021 0,277 1,017 1, 060± 0, 0028
S.o2.uBrez 0,569 0,921 0, 937± 0, 0025 0,411 0,986 1, 007± 0, 0025
S.o5.uBrez 0,450 0,928 0, 942± 0, 0029 0,292 0,995 1, 014± 0, 0032
S.o2.u0,5 0,595 0,930 0, 951± 0, 0032 0,576 0,962 0, 989± 0, 0026
S.o5.u0,5 0,406 0,926 0, 936± 0, 0033 0,402 1,017 1, 030± 0, 0035
S.o2.u2 0,398 0,913 0, 928± 0, 0032 0,542 1,033 1, 054± 0, 0044
S.o5.u2 0,239 0,918 0, 930± 0, 0031 0,350 1,048 1, 066± 0, 0022
K.oBrez.u0,5 0,935 0,940 0, 975± 0, 0017 0,964 0,921 0,962± 0,0033
K.oBrez.u2 0,767 0,892 0, 924± 0, 0018 0,991 1,002 1, 053± 0, 0020
K.o2.uBrez 0,483 0,903 0, 929± 0, 0021 0,265 0,990 1, 034± 0, 0019
K.o5.uBrez 0,389 0,909 0, 933± 0, 0021 0,193 1,001 1, 039± 0, 0024
K.o2.u0,5 0,404 0,914 0, 945± 0, 0024 0,263 0,950 0, 994± 0, 0021
K.o5.u0,5 0,250 0,906 0, 931± 0, 0021 0,134 0,993 1, 036± 0, 0025
K.o2.u2 0,203 0,898 0, 926± 0, 0024 0,199 1,022 1, 068± 0, 0028
K.o5.u2 0,048 0,900 0, 927± 0, 0019 0,035 1,030 1, 076± 0, 0026
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Slika A.7: Celotna napaka na podatkih SkillCraft1 po ponovnih vzor£enjih
Slika A.8: Celotna napaka na podatkih Wine Quality po ponovnih vzor£enjih
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Tabela A.8: Celotna napaka na u£ni in testni mnoºici Wine Quality (White) pred
in po uporabi 20 razli£nih strategij ponovnega vzor£enja












Brez 0,610 0,582 0, 618± 0, 0008 0,817 0,762 0, 827± 0, 0010
LS.o2.uBrez 0,388 0,582 0, 620± 0, 0017 0,331 0,712 0, 779± 0, 0023
LS.o5.uBrez 0,298 0,584 0, 622± 0, 0017 0,210 0,711 0,777± 0,0028
LS.o2.u0,5 0,445 0,650 0, 685± 0, 0025 0,426 0,733 0, 792± 0, 0025
LS.o5.u0,5 0,283 0,613 0, 648± 0, 0023 0,257 0,728 0, 788± 0, 0034
LS.o2.u2 0,310 0,588 0, 620± 0, 0034 0,401 0,738 0, 798± 0, 0040
LS.o5.u2 0,164 0,576 0, 612± 0, 0015 0,224 0,735 0, 800± 0, 0023
S.o2.uBrez 0,393 0,577 0, 619± 0, 0015 0,341 0,703 0, 778± 0, 0019
S.o5.uBrez 0,315 0,579 0, 621± 0, 0018 0,240 0,708 0, 780± 0, 0028
S.o2.u0,5 0,480 0,635 0, 679± 0, 0028 0,478 0,719 0, 792± 0, 0033
S.o5.u0,5 0,332 0,605 0, 646± 0, 0017 0,327 0,727 0, 796± 0, 0027
S.o2.u2 0,340 0,586 0, 620± 0, 0024 0,450 0,735 0, 801± 0, 0032
S.o5.u2 0,204 0,574 0, 613± 0, 0013 0,286 0,736 0, 807± 0, 0020
K.oBrez.u0,5 0,775 0,696 0, 729± 0, 0020 0,816 0,758 0, 810± 0, 0027
K.oBrez.u2 0,613 0,608 0, 646± 0, 0018 0,798 0,749 0, 812± 0, 0020
K.o2.uBrez 0,317 0,571 0, 611± 0, 0015 0,218 0,714 0, 784± 0, 0013
K.o5.uBrez 0,260 0,575 0, 611± 0, 0010 0,158 0,721 0, 785± 0, 0018
K.o2.u0,5 0,314 0,628 0, 668± 0, 0029 0,231 0,717 0, 781± 0, 0033
K.o5.u0,5 0,201 0,591 0, 633± 0, 0015 0,122 0,715 0, 782± 0, 0024
K.o2.u2 0,193 0,577 0, 611± 0, 0027 0,194 0,726 0, 793± 0, 0027








q0,10 q0,05 q0,01 q0,005
2 1,645 1,960 2,576 2,807
3 2,052 2,344 2,913 3,128
4 2,291 2,569 3,113 3,319
5 2,460 2,728 3,255 3,455
6 2,589 2,850 3,364 3,559
7 2,693 2,948 3,452 3,644
8 2,780 3,031 3,526 3,716
9 2,855 3,102 3,590 3,777
10 2,920 3,164 3,646 3,831
11 2,978 3,219 3,696 3,879
12 3,030 3,268 3,741 3,922
13 3,077 3,313 3,781 3,961
14 3,120 3,354 3,818 3,997
15 3,159 3,391 3,853 4,030
16 3,196 3,426 3,884 4,060
17 3,230 3,458 3,914 4,089
18 3,261 3,489 3,941 4,116
19 3,291 3,517 3,967 4,141
20 3,319 3,544 3,992 4,164
21 3,346 3,569 4,015 4,187
22 3,371 3,593 4,037 4,208
23 3,394 3,616 4,057 4,228
24 3,417 3,637 4,077 4,247
25 3,439 3,658 4,096 4,265
26 3,459 3,678 4,114 4,283
27 3,479 3,696 4,132 4,299
28 3,498 3,714 4,148 4,316
29 3,516 3,732 4,164 4,331
30 3,533 3,749 4,179 4,346
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q0,10 q0,05 q0,01 q0,005
2 1,645 1,960 2,576 2,807
3 1,960 2,241 2,807 3,023
4 2,128 2,394 2,935 3,144
5 2,241 2,498 3,023 3,227
6 2,326 2,576 3,090 3,291
7 2,394 2,638 3,144 3,341
8 2,450 2,690 3,189 3,384
9 2,498 2,734 3,227 3,421
10 2,539 2,773 3,261 3,452
11 2,576 2,807 3,291 3,481
12 2,609 2,838 3,317 3,506
13 2,638 2,865 3,341 3,529
14 2,665 2,891 3,364 3,550
15 2,690 2,914 3,384 3,570
16 2,713 2,935 3,403 3,588
17 2,734 2,955 3,421 3,605
18 2,754 2,974 3,437 3,620
19 2,773 2,991 3,452 3,635
20 2,790 3,008 3,467 3,649
21 2,807 3,023 3,481 3,662
22 2,823 3,038 3,494 3,675
23 2,838 3,052 3,506 3,687
24 2,852 3,065 3,518 3,698
25 2,865 3,078 3,529 3,709
26 2,878 3,090 3,540 3,719
27 2,891 3,102 3,550 3,729
28 2,902 3,113 3,560 3,738
29 2,914 3,124 3,570 3,748
30 2,925 3,134 3,579 3,756
*tevilo vklju£uje tudi kontrolni algoritem.
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0,995 0,99 0,95 0,90 0,10 0,05 0,01 0,005
1 0,000 0,000 0,004 0,016 2,706 3,841 6,635 7,879
2 0,010 0,020 0,103 0,211 4,605 5,991 9,210 10,597
3 0,072 0,115 0,352 0,584 6,251 7,815 11,345 12,838
4 0,207 0,297 0,711 1,064 7,779 9,488 13,277 14,860
5 0,412 0,554 1,145 1,610 9,236 11,070 15,086 16,750
6 0,676 0,872 1,635 2,204 10,645 12,592 16,812 18,548
7 0,989 1,239 2,167 2,833 12,017 14,067 18,475 20,278
8 1,344 1,646 2,733 3,490 13,362 15,507 20,090 21,955
9 1,735 2,088 3,325 4,168 14,684 16,919 21,666 23,589
10 2,156 2,558 3,940 4,865 15,987 18,307 23,209 25,188
11 2,603 3,053 4,575 5,578 17,275 19,675 24,725 26,757
12 3,074 3,571 5,226 6,304 18,549 21,026 26,217 28,300
13 3,565 4,107 5,892 7,042 19,812 22,362 27,688 29,819
14 4,075 4,660 6,571 7,790 21,064 23,685 29,141 31,319
15 4,601 5,229 7,261 8,547 22,307 24,996 30,578 32,801
16 5,142 5,812 7,962 9,312 23,542 26,296 32,000 34,267
17 5,697 6,408 8,672 10,085 24,769 27,587 33,409 35,718
18 6,265 7,015 9,390 10,865 25,989 28,869 34,805 37,156
19 6,844 7,633 10,117 11,651 27,204 30,144 36,191 38,582
20 7,434 8,260 10,851 12,443 28,412 31,410 37,566 39,997
21 8,034 8,897 11,591 13,240 29,615 32,671 38,932 41,401
22 8,643 9,542 12,338 14,041 30,813 33,924 40,289 42,796
23 9,260 10,196 13,091 14,848 32,007 35,172 41,638 44,181
24 9,886 10,856 13,848 15,659 33,196 36,415 42,980 45,559
25 10,520 11,524 14,611 16,473 34,382 37,652 44,314 46,928
26 11,160 12,198 15,379 17,292 35,563 38,885 45,642 48,290
27 11,808 12,879 16,151 18,114 36,741 40,113 46,963 49,645
28 12,461 13,565 16,928 18,939 37,916 41,337 48,278 50,993
29 13,121 14,256 17,708 19,768 39,087 42,557 49,588 52,336
30 13,787 14,953 18,493 20,599 40,256 43,773 50,892 53,672
40 20,707 22,164 26,509 29,051 51,805 55,758 63,691 66,766
50 27,991 29,707 34,764 37,689 63,167 67,505 76,154 79,490
60 35,534 37,485 43,188 46,459 74,397 79,082 88,379 91,952
70 43,275 45,442 51,739 55,329 85,527 90,531 100,425 104,215
80 51,172 53,540 60,391 64,278 96,578 101,879 112,329 116,321
90 59,196 61,754 69,126 73,291 107,565 113,145 124,116 128,299
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