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Abstract
Experiments at future linear collider experiments will allow to reach an unprecedented
measurement resolution for standard model processes and the search for new physics. In
order to exploit the full potential of the clean initial state in the electron-positron colli-
sions, a jet energy resolution of 3-4% is required, which is not achievable with classical
calorimetry approaches. The detectors will be optimized for the use of particle flow algo-
rithms to achieve the required energy resolution, resulting in the need of highly granular
(imaging) and compact calorimetry systems.
This work covers the development of specialized readout electronics for scintillator-based
calorimeters read out by Silicon Photomultipliers. The readout electronics are required
to provide a precise charge measurement capability over a large dynamic range, be fully
integrated and self triggered. In order to allow a calibration of the calorimeters, the
readout electronics must be capable of measuring the detector gain from the response to
signals at the level of few photons. Noise contributions affecting the resolution for the gain
calibration are discussed and used for the circuit optimization. Due to the high channel
density, the power consumption of the front-end electronics is extremely limited, requiring
to implement power pulsing techniques to minimize the power consumption.
Zusammenfassung
Experimente an zukünftigen Linearbeschleunigern werden eine nie dagewesene Auflösung
für die Vermessung des Standardmodells und die Suche nach neuer Physik erreichen. Um
die Möglichkeiten der Elektron-Positron Kollisionen mit wohldefiniertem Anfangszustand
voll auszuschöpfen, müssen die Detektoren eine Jet-Energieauflösung von 3-4% erreichen
können. Dies ist mit klassischen Ansätzen der Kalorimetrie nicht erreichbar, und die De-
tektoren werden für die Anwendung von Particle Flow Algorithmen optimiert. Dies setzt
die Entwicklung hoch granularer, bildgebender Kalorimetriesysteme voraus.
Diese Arbeit beschäftigt sich mit der Entwicklung hochspezialisierter Ausleseelektronik
für solch hoch granulare Kalorimeter, deren aktive Lagen mit Szintillatorkacheln bestückt
sind und mit Silizium Photomultipliern ausgelesen werden. Die entwickelte Elektronik
erlaubt die Ladungsmessung über einen weiten dynamischen Bereich und liefert ein voll
integriertes Messsystem mit eigenständiger Triggerlogik. Zur Kalibrierung der Kalorime-
ter ist die Messung der Sensorverstärkung bei Signalen von wenigen Photonen notwendig.
Rauschterme die diese Messung beeinflussen wurden untersucht um die Ausleseelek-
tronik auch für die Messung kleinster Signale zu optimieren. Auf Grund der hohen
Kanaldichte ist die Leistungsaufnahme für die Ausleseelektronik stark begrenzt. Um die
diesbezüglichen Anforderungen einzuhalten wurden Funktionen implementiert, die die
Leistungsaufnahme während der Zeit ohne zu vermessende Kollisionen minimieren.
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1 Preface
Most modern particle physics detector are based on the measurement of particles produced
in collisions of high-energetic particles. The standard model of particle physics describes
the elementary particles and their interaction mediated by the exchange of vector bosons.
With the discovery of the Higgs boson by the ATLAS and CMS detectors at LHC [1, 2]
the standard model is complete and proves to be a very successful theoretical description of
the observed fundamental particles and their interactions. Lacking an explanation of dark
matter as well as a link to the gravitational force, it can however not describe all aspects
of our universe. Precision measurements are performed to find differences to the standard
model predictions which might guide the way to a more general theory.
The large hadron collider at CERN provides collisions with a center of mass energy of up
to
√
s = 13TeV. While delivering highest collision energies to find new particles at the TeV
scale, the possibilities of precision measurements tackling the standard model are limited
due to the underlying QCD background generated in the collisions of protons. Lepton
collider facilities may complement the searches for new physics performed at the LHC. The
collision of leptons being fundamental particles provide a well-defined initial state with the
full energy available in the collision, and clean underlying background from QED processes.
This also allows to perform precision measurements of hypothetical particles not interacting
with the detector, which leads to missing energy or momentum. A proposed lepton collider
is the International Linear Collider (ILC), where electrons and positrons are collided with
a center of mass energy of up to 500GeV (1TeV after a potential upgrade).
Prominent measurements to be conducted at such a collider would of course be the prop-
erties of the Higgs boson, for example it’s couplings and total width. They are expected
to be measurable with much better precision (or accessible at all) compared to the LHC
experiments for most of the decay channels [3, 4].
In order to fully exploit the possibilities of the e+e−-collisions, the detector are optimized
to achieve the best momentum and energy resolution possible. Many processes involve jets
coming from the hadronization of quarks in the final state. The detectors developed for
the ILC aim to achieve a jet energy resolution of 3%-4% over a wide jet energy range,
sufficient to distinguish the hadronic decay of W and Z bosons using solely the energy
measurement informations. This translates into a required resolution of 30%/
√
E[GeV] in
the calorimeters, substantially better than any detector system developed before.
To reach the envisioned jet energy resolution, the detectors are optimized for so-called
Particle Flow Algorithms (PFA). In PFAs, the jet energy measurement is obtained by mea-
suring the energy of every single particle in the jet, in the subdetector which provides the
best energy resolution for the given particle type. Typically, only neutral particles of the
jet are measured in the calorimetry systems. For the ILC detectors, sampling calorimeters
will be used for both the electromagnetic (ECAL) as well as the hadronic (HCAL) parts,
with tungsten and steel used as the absorber material. The need to distinguish the differ-
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ent particles from a single jet requires the calorimeters to have an unprecedented spacial
resolution.
Within the CALICE (CAlorimeter for a LInear Collider Experiment) collaboration, dif-
ferent concepts for the calorimetry systems are being studied. Differing in the active material
and detector technology placed between the absorber layers, the quantization resolution of
the individual cells and the cell size, they all have an outstanding spacial granularity. One of
the concepts studied for the hadronic calorimeter system is the Analog Hadronic Calorime-
ter (AHCAL), where scintillating tiles of ≈ 10 cm2 area are used as active cells. Each
Scintillating tile is read out by a Silicon Photomultiplier, semiconducting devices which are
sensitive to light levels as low as single photons, compact to allow the spacial segmentation,
and insensitive to magnetic fields.
The readout electronics will be placed inside the active layers of the calorimeters. Ap-
plication Specific Integrated Circuits (ASICs) need to be developed, providing a digitized
charge and time information. This work describes the development of such custom readout
electronics for the AHCAL as well as the Scintillator ECAL which is using scintillating strips
read out by Silicon Photomultipliers, with even higher spacial granularity compared to the
AHCAL. Based on the requirements on the measurement of charge signals from the SiPMs,
covering the range of few photons for calibration purposes up to the response to 10-100
minimum-ionizing particles passing a single cell, the integrated readout electronics need to
cope with an extremely low power budget driven by the high granularity and compactness
of the calorimeters. As no external triggering scheme is foreseen for the ILC detectors, the
readout electronics also need to be self triggered. Also the measurement of time stamps
is required. The time information will allow to improve the energy resolution further, and
may reduce the effect of limited jet energy resolution of high-energetic jets.
Structure of the thesis
The thesis is separated in 7 chapters, starting with the requirements on the front-end ASICs
in terms of detector design, the use of Silicon Photomultipliers and it’s capabilities allowing
an intrinsic gain calibration. In Chapter 2, an introduction to calorimetry and detectors at
the ILC will be given, focussing on the requirements of the calorimetry system to achieve
the targeted jet energy resolution by the use of particle flow algorithms.
The AHCAL will be using Silicon Photomultipliers to measure the light generated by the
scintillating tiles. An overview on the basic functionality of this type of sensor is given in
Chapter 3, postulating basic requirements on the readout electronics developed for charge
measurements.
For the calibration of the calorimeters consisting of millions of readout channels, the
capability of the SiPMs resolving single photons will be used to extract the gain of each
sensor. Resolving the single photon peaks in the measured charge spectra for small signals
is therefore a key requirement of the readout electronics. Different noise sources contribute
to the smearing of the spectra. They will be discussed in Chapter 5.
A main focus of this work is the development of the analog readout chain for the front-
end ASIC. Chapter 4 will give an introduction in the development of mixed-signal ASICs,
transistors in CMOS technologies and analog signal processing theory.
In Chapter 6, the ASIC developed in this work will be described. The ASIC consists of
an analog front-end converting the charge signal to a voltage signal with well defined shape.
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This allows to digitize the charge measurement using a integrated ADCs connected to each
of the channels. The digital part combines the event data and provides the connection to
the data acquisition system collecting the event data from the front-end ASICs. All of these
blocks and their key characteristics will be discussed in this chapter.
The ASIC has been characterized in detailed laboratory measurements using single chan-
nels. The dependence of the measured charge and noise on the most important configuration
settings and detector parameters were studied. In order to investigate the operation and
stability of the chip in an environment closer to the final detector, a test setup consisting of
several ASICs was build. All key aspects of the ASIC were evaluated in a measurement cam-
paign at the DESY electron test-beam facility, from calibration of a multi-channel setup, to
the measurement of the response of MIP-like particles passing the multi-layer setup. Results
of the characterization measurements will be discussed in Chapter 7.
Contributions from the author
The development of a complex microchip consisting of analog, digital, and mixed-mode
building blocks is a task usually performed by a group of designers. The KLauS ASIC is
a development over several years, based on the development of a purely analog readout
ASIC discussed in [5]. The front-end schematic and layout of the ASIC presented in this
work, as well as the simulations of the front-end were carried out by the author. The
development of the ADC was carried out by other members of the group. In the digital
part, the author designed all blocks included in the single-channel block, such as the ADC
control logic, interfaces between the front-end and digital part, as well as the interface
to the following digital part combining the individual events. The blocks connected to
the I2C interface were also developed by the author. The physical implementation of the
chip, such as floorplan, timing validation and final design checks were performed by other
members of the group. The automatized digital verification environment allowing for an
in-depth validation of the full ASIC functionality was also developed by the author. The
development of the necessary PCBs to test the ASIC was shared between the electronics
department of KIP and the author. The DAQ and slow control software, as well as the
software framework used to perform the characterization measurements in an automatized
fashion were written mostly by the author, starting with developments of a proceeding
diploma thesis. The characterization measurements were shared between several group
members and the author. Also the construction of the setup and measurements during the
test beam were a joined effort between members of the detector development group and
the author. The development of the new versions of the KLauS readout ASIC leading to
this thesis was presented in several international conferences and published in proceeding
papers [6–8], partially in peer reviewed journals.
3
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2 Calorimetry for future Linear Collider
experiments
The measurement of particle and jet energies in elementary particle physics detectors is per-
formed in calorimeters. By the interaction of the particles with matter, the kinetic energy
is passed to an absorber material, ideally releasing all kinetic energy within the absorber.
The energy measurement is therefore a destructive process. A fraction of the dissipated
energy leads to the production of free charge carriers or scintillation light which is then
measured to reconstruct the energy of the incident particle. For high incident particle en-
ergies, secondary particles are created in the absorbing material, carrying a fraction of the
initial momentum. This leads to a cascade of secondary particles. Depending on the par-
ticle generating the cascade, one speaks of electromagnetic or hadronic showers. Once the
energy of the secondary particles passes the production threshold energy for the generation
of secondary particles, the shower stops as the particles loose all remaining energy by ab-
sorbing processes not sustaining the cascade.
The discussion on the development of showers will cover single particles entering the calori-
metric volume. For jets consisting of many particles from a single initial quark, the energy
deposited by several particles is summed up in a classical calorimeter. As it will be discussed
in Section 2.1, future calorimeters will be able to separate the individual particles in the
shower in order to improve the intrinsically limited energy resolution of the calorimeters.
Electromagnetic showers
At high energies, electrons and positrons interact with the absorber material predominantly
by generation of bremsstrahlung photons with an average energy loss of〈
dE
dx
〉
= − E
X0
(2.1)
The characteristic length scale X0 is called the radiation length, approximately propor-
tional to A/Z2 for large proton numbers Z of the absorbing material. For photons at
energies above few MeV and high-Z materials, the dominant interaction process is the pair-
production of electron-positron pairs in the vicinity of a nucleus. The mean free path for
pair-production in the absorbing material is λpp = 9/7X0. Based on these two processes,
an electromagnetic shower forms as sketched in Figure 2.1a. This process is the same for
high-energetic positrons. Excluding the first interaction, also the formation of an electro-
magnetic shower generated by a photon entering the calorimeter volume results in such an
electromagnetic shower, however with a later shower starting point. At the critical energy
Ec ≈ (dE/dV ) · X0 ≈ 610MeV/(Z + 1.24), [9], the secondary particles start to loose
most of their energy by processes such as direct ionization, annihilation for positrons and
coulomb-scattering for photons. No additional secondary particles are generated, and the
5
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Figure 2.1: Formation of showers in the calorimeter
cascade is stopped. While the electrons and positrons are captured within one radiation
length, the photons can travel longer distances. In order to contain the full shower, the
calorimeters should have a thickness in the order of 20-30 X0.
The lateral spreading of the shower is governed by multiple scattering of the charge
particles. The size of the shower is characterized by the Moliere radius, containing 90% of
the total deposited energy:
Rm = mec
2
√
4pi
α
X0
Ec
(2.2)
Hadron showers
For hadrons, strong interactions with the absorber nuclei govern the shower development
sketched in Figure 2.1b. The initial energy is carried by secondary particles generated
in nuclear reactions, leading to breakup, spallation and excitation of the nuclei and the
generation of pions of any charge. The characteristic length scale of the hadronic interaction
λnuc depends on the absorber material (nucleon number) as well as the particle type. It is
much longer than the radiation length X0 for most absorber materials. In order to contain
the hadronic shower, a total nuclear length of about 10 ·λnuc is required, significantly more
material than for the containment of electromagnetic showers. With 30-40%, a significant
amount of energy is transferred to binding energy of the generated lighter nuclei and is
therefore invisible in the energy measurement. The response of a hadronic shower measured
in the calorimeter is therefore lower than for electromagnetic showers. The response ratio
depends on the particle type and energy. The prompt decay of neutral pions, pi0 → γγ,
leads to a electromagnetic shower component within the hadronic shower. On average, the
energy fraction of the electromagnetic component can be parameterized as
fem = 1−
(
E
E0
)(k−1)
(2.3)
where E0 is the pion production threshold energy, ≈ 0.7GeV for iron, and k ≈ 0.8 is a
absorber-dependent parameter related to the pi0 production probability. From shower to
shower, significant fluctuations of the electromagnetic shower components are observed.
Due to the different response of the individual shower components, the total response to
a hadronic shower is showing nonlinearities with respect to the particle energy. For the
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same reason, the statistical fluctuations of the electromagnetic shower fraction introduce
fluctuations of the measured signal. In order to reduce the effect on the linearity and
energy resolution, the detector response must be compensated, equalizing the response in
the relevant energy range. This can be accomplished by enhancing the hadronic response in
the detector, for example by enhancing the neutron and γ emmision by the use of uranium as
the absorber material. Similarly, the electromagnetic response can be reduced by shielding
soft photons. As it will be discussed in the following chapters, the high granularity of future
calorimeter systems will allow to perform the compensation oﬄine on the bases on software
algorithms. In this case, the different length scales of the hadronic and electromagnetic
showers are exploited.
Sampling calorimeters
In order to measure the energy deposited in the shower, an active material is required. In
homogeneous calorimeters, the absorbing material also acts as the active medium generating
the measured signal, for example scintillation light produced in dense scintillating crystals.
With such detectors, a high energy resolution can be acheived since all energy depositions
may be sensed. Especially for hadronic calorimeters, this method is not feasible due to the
large amount of material required. Sampling calorimeters use a segmented structure of dense
but insensitive absorber material, interleaved with active layers providing a measurable
signal. Figure 2.2 shows the sketch such of a sampling calorimeter. A fraction of the energy
depositions in the shower are sampled in the active layers. This setup is much cheaper than
homogeneous calorimeters since the absorber can be made from plates of relatively cheap
material such as steel, copper or thungsten. For the active layers, for example using plastic
scintillators or gas detectors are used. A drawback of the sampling calorimeter is the small
fraction of energy deposits visible by the active material, which results in a lower energy
resolution due to fluctuations of the sampled energy.
Figure 2.2: Structure of a sampling calorimeter [10]. The absorber is sketched in blue
colour, the active layers are shown in green. The particle shower sampled by the calorimeter
is indicated by the purple lines.
7
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Energy resolution
The relative energy resolution of the sampled energy deposits can be decomposed in three
terms added in quadrature:
σE
E
=
a√
E
⊕ b⊕ c
E
(2.4)
The first term is called the stochastic term and is given by the statistical fluctuations of
the sampled energy. It dominates the energy resolution at small energies. The constant
term b is given by the energy losses due to leakage of the shower, calibration errors, and
other detector effects such as the response differences between hadronic and electromagnetic
shower components. The last term is a noise term from the activated absorber material and
noise in the sensors and readout electronics. Due to the effects listed above, the hadronic
energy resolution is intrinsically limited by the fluctuating visible energy resolution and
further degraded if the calorimeter is not compensated.
Typically, the stochastic term of a hadronic calorimeter is in the order of ≈ 60%/√E [GeV].
2.1 Particle Flow Calorimetry
In classical high energy physics detectors, the energy of a jet is determined by the energy
deposits of the full jet measured in the calorimeters. The energy measurement is therefore
governed by the intrinsically poor energy resolution of the hadronic calorimeter. In an
average jet, 30% of the total energy is carried by photons, and only 10% of the energy
is carried by neutral hadrons. Both detectors planned for the international linear collider
are optimized for the use of Particle Flow algorithms [11] for the event reconstruction. In
general, only the neutral particles leaving no signal in the tracking detectors need to be
measured in the calorimeters. The energy of all other charged particles may be obtained
from momentum measurements in the tracker, which have a better energy resolution than
the calorimeters especially at low energies. The idea of the particle flow calorimetry aims
to combine the informations from tracking and calorimetry systems such that the detector
with best resolution is used for each single particle of a jet. The energy of charged particles
are obtained from the tracking detectors, and only energy deposits of neutral hadrons and
photons are measured with the hadronic and electromagnetic calorimeters, respectively.
Figure 2.3a shows the transition from classical calorimetry to the particle flow approach.
The total reconstructed energy is determined from the sum of all particle energies taken
from the subdetectors. In order to give correct results, the calorimeters must be capable
to identify and separate energy deposits of neutral hadrons from the other energy deposits
which are already accounted for using the tracking information. Thus, the capability to
decompose the individual particle tracks and showers are key elements of detectors optimized
for particle-flow algorithms. These are driving the requirements on all subdetectors, in
particular the calorimetry systems which need to have a high spacial granularity. Figure
2.3b shows different sources of errors clustering the energy deposits in the calorimeters and
connecting them to tracks. In order to minimize the energy measurement errors due to
misidentification, precise knowledge of the structure of hadronic showers is required. Also
the layout and material of alternating absorber and active layers forming the calorimeter
structure must be optimized to provide a good separation power between the showers.
In addition to the calorimeter performance, an excellent tracking performance is needed
8
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(a)
(b)
Figure 2.3: Particle flow calorimetry a) Transition from classical calorimetry to particle
flow. b) Sources of confusion due to wrong pattern recognition. Figures taken from [12].
for the momentum measurement, and to be able to separate tracks and connect them to
clusters of energy deposits in the calorimeter systems. Figure 2.4a shows an event view for
a 100GeV jet after event reconstruction and clustering into particle flow objects, using a
realistic simulation model of a detector optimized in this way.
The jet energy resolution is determined by the resolution of the tracking system, ECAL
and HCAL, weighted by the energy fraction of charged particles, photons and neutral
hadrons:
σj = fc · σtr ⊕ fγ · σECAL ⊕ fh0 · σHCAL ⊕ σconf (2.5)
Only about 10% of the total jet energy is measured by the hadronic calorimeters. With a
typical single-particle resolution of the hadronic calorimeter of σE/E = 0.55
√
E(GeV), even
the small fraction of neutral hadrons dominates the jet energy resolution [11]. Therefore, the
calorimeters are still required to achieve a high single-particle resolution. The last term in
(2.5) is called the confusion term. With increasing jet energies, the separation of the particles
decreases. This worsens the discrimination power of deposits from neutral particles in the jet
as the showers start to overlap, also due to the slightly increasing transversal dimensions. In
the confusion term, errors in the assignment of energy depositions to neutral particles in the
PFA shower clustering are accounted for. In Figure 2.4b, the relative jet energy resolution
and it’s contributions are shown in a parameterized form, obtained with the Pandora PFA.
Using the particle flow approach, the jet energy resolution of 3%-4% envisioned for future
linear collider experiments is achieved for a wide range of jet energies. Compared to the
classical calorimetry approach, the algorithms always improve the resolution.
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Figure 2.4: a) Simulation of a 100GeV jet in the ILD detector after reconstruction with a
particle-flow algorithm. b)Contributions to the total jet energy resolution using particle-flow
algorithms. Figures taken from [13].
Software compensation
As discussed in Section 2, hadronic showers contain fluctuating electromagnetic components.
The calorimeter response is different for these subshowers, deteriorating the single-particle
resolution and linearity. In intrinsically non-compensating, but highly granular calorimeters
optimized for particle flow, compensation can also be achieved in software by reweighing
the measured visible energy depositions in the calorimeter cells. Thanks to the high gran-
ularity, electromagnetic shower components with a higher density of visible energy can be
discriminated from shower components from hadronic interactions. Both the local hit en-
ergy density for each calorimeter cell as well as the energy distribution for the whole shower
can be used as input data to calculate a weight, shown to yield improvements of the in the
order of 20-25% [14].
Time information in calorimetry
Apart from using the time information to distinguish deposits from different bunch cross-
ings, it may also be utilized to improve the jet energy resolution. In the T3B1 experiments,
the time development of hadronic and electromagnetic showers was studied [15]. Electro-
magnetic showers are dominated by prompt processes due to ionization from relativistic
particles and the electromagnetic cascade. On the other hand, hadronic showers show a
more complex time structure due to the additional processes involved. The time spectrum
shows a prompt component (<1 ns) coming from direct ionization of charged hadrons and
electromagnetic components. For hydrogen-rich active materials such as plastic scintilla-
tors, another relatively fast component with a time constant of about 7 − 8 ns is observed
and coming from neutron-proton scattering in the active medium [15, 16]. A slow compo-
nent from spallation processes and capture of slow neutrons is depending on the absorber
1T3B: Thungsten timing test beam experiment, also carried out using steel as absorber material.
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material, between ≈ 80 ns for steel and ≈ 500 ns for thungsten.
The electromagnetic cascades in the hadronic showers are governed by the prompt time
constant. Thus, the time information may provide another handle to perform software com-
pensation of the calorimeter response besides the energy density information. Simulations by
Benaglia et. al. [17] performed for an idealistic sampling calorimeter have shown that time-
based compensation allows to reduce both the stochastic and especially the constant term
in Equation (2.4) significantly, comparable to the compensation-power of a dual-readout
calorimeter.
The lateral size of the hadronic shower is not driven by multiple scattering as in the case
of electromagnetic showers. In hadronic cascades, the transverse width is increased by large
momentum transfers in nuclear interactions [9]. These have a longer time constant as they
are transported by relatively low-energetic neutrons which travel further from the shower
axis [15]. Thus, the time delay of the hit correlates with the distance from the shower core,
and the average shower radius is reduced by limiting the integration window. Potentially,
this may improve the shower decomposition in the particle flow algorithms, reducing the
confusion term. Studies on this matter are ongoing.
2.2 The international linear collider
Hadron colliders such as the LHC can reach energies allowing a large variety of searches
of physics bejond the standard model. The precision of measurements with hadrons is
however limited. The precise initial state of the collision is unknown since the momentum
of the proton is shared among the constituents. Also the large QCD background limits the
measurement sensitivity.
Lepton colliders provide a well defined initial state including the spin of the colliding
particles, since they are elementary particles. Due to the low mass of electrons, it is however
more challenging to achieve high center-of-mass energies. In the predecessor of the LHC
residing in the same circular tunnel, the Large Electron Positron Collider, the center of
mass energy was limited to 209GeV by energy losses due to synchrotron radiation emitted
by the electrons on their circular track.
The International Linear Collider (ILC) is a proposed electron-positron collider with a
center of mass energy of up to 500GeV and a potential upgrade to 1TeV in a second stage.
For the planned site of construction, an area in the northeast region of Japans main island
has been selected [18]. Figure 2.5 shows a schematic layout of the accelerator complex
highlighting the key subsystems. A detailed description of the accelerator base-line design
can be found in [19].
The electrons are generated by a laser-induced photo-cathode DC particle gun, where
the polarized beam is brought into the bunch train structure of about 1ms duration and
5Hz repetition time. After pre-acceleration to 5 GeV, the electron beam is injected into a
damping ring where the beam-emittance is reduced to achieve the required luminosity. The
electrons are extracted from the damping rings and led into a transport tunnel of ≈ 13 km
length. After a 180◦ turn and passing several stages of collimation, bunch compression and
spin rotation systems, the beam is injected into the main linear accelerator (LINAC).
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Figure 2.5: The international linear collider [20].
In the main LINAC consists of about 850 cryomodules operating at 2K. The acceleration
field is generated in superconducting niobium cavities operating at a frequency of 1.3GHz.
The average gradient in the approximately 1m long cavities is 31.5MV/m. A very similar
type of acceleration modules has been implemented at the European X-ray free electron laser
(XFEL) facility based at DESY, Hamburg, where electrons are accelerated to 17.5GeV in a
3.4km tunnel. Figure 2.6 shows a photograph of the acceleration tunnel of the XFEL facility,
giving a realistic impression of the main accelerator tunnel as it would be realized at the ILC.
The positrons are produced using the accelerated electron beam, passing a helical un-
dulator to generate synchrotron radiation. The photons are led to a cooled metal target
consisting of a thin rotating titanium disc, where electron-positron pairs are generated. The
electrons and positrons are captured and pre-accelerated to 125MeV. Electrons, photons and
positrons with largely differing energy are extracted and led to a beam dump.
Before injection into the positron damping ring, the positrons are accelerated to 5 GeV
using a booster linear accelerator. The positron beam then follows the equivalent path as
the electrons, a damping ring, long transfer line, and main linear acceleration stages.
The electron and positron beams are brought to collision in a single interaction point,
where the beams are focussed to reach the required luminosity. For center of mass energies
between 250 GeV and 500 GeV, the aimed delivered luminosity is between 0.56·1034 cm−2s−1
and 1.8 · 1034 cm−2s−1 [19]. Within the bunch train, the collision period in the baseline
parameter-set is 554 ns. The bunch train structure, namely the bunch train repetition rate
of 5Hz and the pulse length of 726µs, is limited by the maximum pulse length allowed by
the klystrons generating the RF power for the acceleration cavities. Other limitations come
from the damping time of the pre-accelerated electron and positron beams in the damping
rings, as well as the load on the cryogenic infrastructure. Two detectors will be sharing the
common interaction point, using a push-pull approach to switch the position. While one
detector is taking data, the other is parked in a maintenance position.
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Figure 2.6: View of the acceleration tunnel at the European XFEL facility [21].
Detectors at the International Linear Collider
Two detector concepts have been selected for the ILC: The Silicon Detector (SiD) and
the International Large Detector (ILD). Both detectors are designed as general-purpose
experiments, allowing a wide variety of high-precision measurements. Also, both detectors
are optimized for the use of event reconstruction algorithms based on the particle-flow
idea. SiD is a compact design, with a tracking system entirely built from silicon detectors.
The ILD is a slightly larger detector, using a hybrid tracking system consisting of silicon
detectors and a time projection chamber. In both experiments, the tracking as well as the
calorimetry systems are contained in the solenoidal magnetic field (5 T for SiD, 3.5 T for
the ILD). The return-yoke is instrumented with position sensitive detectors to serve as a
muon detector and tail catcher for the hadronic calorimeter.
2.3 The International Large Detector
In the following, an overview of the individual subdetectors of the ILD is given. Figure
2.7 gives an overview of the detector subsystems at ILD. To exploit the potential of the
clean events with known initial state delivered by the ILC accelerator, the ILD is developed
with emphasis on the high efficiency of a full event reconstructions following the needs
of the particle flow algorithms. Thus, every charged particle should be reconstructed in
the tracking system and matched to the showers in the calorimeters, requiring a good
spacial resolution in all subdetectors. A high tracking efficiency including the matching to
calorimeter clusters is achieved by redundant measurements of the trajectories. As described
in Section 2.1, a electromagnetic and hadronic calorimeter systems with an unprecedented
granularity are required to separate the individual showers from the particles in a jet. In
order to allow matching of tracks with the calorimeter clusters, the non-sensitive material
between tracking and calorimetry systems must be minimized. Therefore, most of the
subdetectors of ILD are placed within the 3.5T solenoidal magnetic field, and the muon
system is placed inside the return yoke of the superconducting magnet.
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(a) (b)
Figure 2.7: The ILD detector [20].
Tracking and Vertex detectors
The vertex detector, the innermost part of the tracking system, consists of 5 or 6 layers of
pixel sensors arranged in a barrel geometry around the interaction point. The innermost
layer is placed at a radius of 15− 16mm from the interaction point to provide an excellent
resolution for secondary vertices in order to resolve decays from D and B mesons[3] and
allow flavour-tagging of jets from c or b quarks[22]. In order to minimize the effect of
multiple scattering on the pointing resolution, the pixel sensors are thinned to a thickness
of . 50µm. Also the power consumption is reduced such that cooling by air flow only is
sufficient [22].
The main tracking system of ILD is relying on a large number of measurement points along
the particle trajectory in order to achieve high momentum resolution and reconstruction
efficiencies. The core part of the tracking system is a time projection chamber (TPC)
continuously active throughout the length of one bunch train. For the amplification of the
primary ionization electrons, either micromesh-gas detectors or GEM foils will be used, the
readout will be implemented by pads or CMOS pixel sensors [3]. To improve momentum
resolution and matching to the other subdetectors, the TPC is surrounded by silicon strip
sensors in both the barrel and endcap region, as well as two double-layers of silicon strip
detectors between the vertex detector and the TPC.
Electromagnetic calorimeter concepts
The electromagnetic calorimeter is a sampling calorimeter of 30 layers. Tungsten is used
as the absorber material to reduce the thickness, and therefore the required size and cost
of the magnet. As the active material, two different concepts are studied. Silicon sensors
with a pixel size of 5 ·5mm2 read-out individually by integrated readout electronics are one
option (SiECAL). An alternative solution resulting in a lower number of channels is the use
of scintillating strips strips arranged orthogonally in adjacent layers, read out by Silicon
Photomultipliers. The so called ScECAL option can provide similar spacial information as
the SiECAL solution at the cost of more complicated reconstruction in dense showers [22].
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Hadronic calorimeter concepts
Essentially two different concepts are studied for the hadronic calorimeter system in ILD. In
the digital hadronic calorimeter (DHCAL), small cells with a lateral segmentation of 1·1 cm2
are used, with resistive plate chamber detectors giving a digital information. Semi-digital
approaches using two or three different thresholds are also studied (SDHCAL concept).
The analog hadronic calorimeter concept (AHCAL) is the main application for the ASIC
developed in this thesis. It uses active cells with coarser segmentation built from scintillating
tiles. The scintillation light is read out using Silicon Photomultipliers, giving an analog
information of the energy deposited in the cell, allowing to relax the segmentation. Both
scintillator-based calorimeter concepts (ScECAL and AHCAL) will be covered in Chapter
2.4.
Muon system
The superconducting coil generating the solenoidal magnetic field inside the detector volume
is surrounded by an iron yoke to contain the magnetic field, providing a return path for the
magnetic flux. The yoke is segmented in by iron-plates of 10 cm, and instrumented with
position-sensitive detectors in order to serve as a muon detector. Also, it allows to achieve
a better containment of hadronic showers, acting as a coarsely segmented tail catcher of
the hadronic calorimeter. Detector simulations [3] as well as Measurements of prototype
modules [23] have shown that the additional instrumented nuclear interaction lengths may
significantly improve the single-particle energy resolution at higher energies.
2.4 The Analog Hadronic Calorimeter concept
The Analog hadronic calorimeter (AHCAL) concept is a sampling calorimeter using steel as
the absorber material. Plastic scintillating tiles read out by Silicon Photomultipliers are used
as the active medium. Since the light signal providing an analog information of the visible
energy in the cell, the segmentation can be coarse compared to a digital readout solution.
Scintillator tiles with a dimension of 30 · 30 · 3mm3 are chosen as a compromise between
channel count and particle flow performance [3, 13]. Overall, the hadronic calorimeter will
still consist of about 8 million channels.
The barrel part foreseen for the AHCAL consists of 32 modules, segmented in two parts
for the z-direction and eight octants in φ [3]. Figure 2.8b shows a drawing of one half of
the AHCAL octant modules inside the ILD detector calorimetry system (Figure 2.8a). The
structure consists of 48 absorber plates made from 16mm stainless steel, interleaved with
the active readout layers. The active layers include the scintillator tiles of 3mm thickness,
photo-sensors, the readout ASICs and printed circuit boards. The thickness of the active
layer is limited to 5.4mm, not including the cassettes made from ≈ 3mm stainless steel
plates. A single readout board (HBU - HCAL Base Unit) includes 144 scintillating tiles
and the Photosensors, read out by 4 readout ASICs with 36 channels each. The digitized
data, control signals and power connections are generated by dedicated PCBs at the side of
the module, and distributed through a chain of 6 HBUs in the layer. In order to reduce the
lateral shower size, the compactness inside the HCAL volume should be as high as possible.
A cooling system for the readout ASICS should therefore be avoided. Only the components
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(a)
(b)
Figure 2.8: a) The ILD calorimetry system consisting of ECAL (blue) and HCAL (green).
b) One half of the half-octant AHCAL module. Figures taken from [3].
on the auxiliary boards, in particular the FPGAs for used for data concentration and the
voltage regulators for the ASICs, are actively cooled with a water cooling system. This puts
stringent requirements on the power consumption of the front-end ASICs, limited to 25µW
per channel. This is only feasible by taking advantage of the ILC bunch train structure.
During 99.5% of the time, no collisions are expected and most of the circuits in the readout
ASICs can be switched off. The long time window also allows to transfer the data slowly
out of the calorimeter, without the need of an external trigger system.
In order to validate the detector concept, a 1m3 "Physics Prototype" with 7808 channels
was built and operated in combination with modules of the ECAL and tail-catcher in
various test-beam campaigns between 2006 and 2012 [24]. With the technical prototype,
the capabilities of the scintillator-based calorimeter in terms of energy resolution [25], [14]
could be demonstrated. By the use of software compensation techniques taking the energy
density in the clusters into account, a resolution of σE/E = 44.3%/
√
E[GeV]⊕ 1.8% [14]
to single pi± showers was achieved. Also the imaging capabilities required for particle flow
have been studied [26], all showing that the AHCAL concept is not only capable of reaching
the ambitious goals for the ILD detector, but also that stable conditions and calibration are
feasible.
The physics prototype can however not be scaled to a full ILD design due to the missing
integration level and complex production of the individual components. Current efforts in
the CALICE AHCAL community concentrate on the preparation of a "Technical prototype"
in order to show the feasibility of the AHCAL design proposed for the ILD. For this purpose,
scintillating tile designs being easier to produce in large quantities, ASICs with the required
power consumption and functionality, as well as the DAQ are being developed. Many aspects
of the AHCAL design have been revisited in this process, simplifying production steps and
implementation such that standard industrial solutions can be applied. As examples, the
use of SMD2 packaged SiPMs, air-coupled injection moulded scintillators tiles without the
use of wavelength-shifting fibers and standard BGA3 packages for the readout ASICs greatly
simplify the production process and reduce the cost.
2Surface Mountable Device
3Ball Grid Array
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(a) (b) (c)
Figure 2.9: Scintillator-based electromagnetic calorimeter option[29, 30]. a) ECAL active
layer segmentation. b) Scintillating strip of 45 · 5 · 2mm3. c) Technical prototype layer
equipped with 144 scintillating strips and SiPMs.
2.5 Scintillator ECAL
Also for the Scintillator-based ECAL a physics prototype was built, achieving an energy
resolution of σE/E ≈ 13.8%/
√
E[GeV]⊕ 3.5% [27]. A technical prototype using the same
readout hardware as the AHCAL is being built, however with a much higher segmentation.
While for the physics prototype a segmentation of 10mm was used, the aimed lateral seg-
mentation for the technological prototype is 5mm in order to achieve a better particle flow
performance. In order to reduce the lateral shower radius, also the thickness of the active
layers need to be reduced in the technological prototype. Figure 2.9a shows a sketch of the
Scintillator ECAL. In total 30 active layers will be used, with a total absorber material of 24
radiation lengths. The scintillator strips are aligned orthogonally in neighboring layers, and
the 2D information is extracted by special reconstruction algorithms [28]. The scintillator
strips, shown in Figure 2.9b, are read out by Silicon Photomultipliers at the side. Currently,
different scintillator geometries are under study to minimize the dead area while keeping
a good uniformity along the strip and light yield [29]. Figure 2.9c shows a module of the
ScECAL technical prototype. The EBU4 module has a size of 18 ·18 cm2 and consists of 144
scintillating strips individually wrapped in reflective foil. Due to the higher visible energy
density in the ECAL, the sensors are required to have a high dynamic range in order to
reduce the sensitivity to the nonlinear behaviour of the Silicon Photomultipliers.
2.6 AHCAL Calibration
The calibration of a calorimeter consisting of several million channels will be a difficult task.
Given that the calorimeter can not be calibrated fully in beam-tests before installation,
methods to achieve the necessary precision and long-term stability have been studied and
applied in the AHCAL physics prototype. With some simplifications, the discussion of the
calibration steps here follows the strategy used in the AHCAL physics prototype [10].
The relation between the incident particle energy and the AHCAL response is given by the
sum of all measured signals in the shower,
E = w ·
∑
i
Ei (2.6)
4ECAL base unit
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where Ei are the measured signals in each cell in units of a known reference signal. The
scaling factor w relates the signal sum to a particle energy and can be determined from
test-beam measurements with known energy [31]. The weighting factor should be inde-
pendent on the particle type, energy and detector environment such as the temperature.
Additional weighing factors from software compensation are not considered in this discus-
sion. A common unit of measure for the cell signals Ei is the response to minimum-ionizing
particles (MIP) such as muons traversing the calorimeter without generating a shower. The
data measured by the readout ASICs is a charge signal digitized by an analog-to-digital
converter, including an offset value from zero. The cell energy in units of MIP responses is
then given by
Ei = (Si − Pi) · wi · f−1 (2.7)
where Si is the digitized charge signal, Pi is the offset (pedestal) determined in dedicated
noise measurement runs and wi is a reweighing constant for each channel. The inverse
function f−1 is used to correct for the nonlinear behaviour of the Silicon Photomultiplier
response. The function f depends on the number of scintillation photons produced, which
requires the knowledge of the sensor gain. As it will be discussed in Chapter 3, Silicon
Photomultipliers allow to extract the gain by the use of small light pulses, either obtained
in dedicated calibration runs, or in-situ using the charge signals of cell hits with a small
amplitude. At least two calibration constants are required for each channel.
The required precision of the calibration constants has been studied by the AHCAL group
[31]. After an initial calibration using hadronic Z-decays obtained within three weeks of
collisions at the Z-resonance, the calibration precision can be maintained by monitoring the
"Environmental" aspects such as the temperature and bias voltages, but also the SiPM gain
for each channel and the MIP response for groups of channels. For the MIP-scale calibration
constants wi, track segments within the hadronic showers as well as muons may be used
to provide sufficient statistics in order to allow monitoring on the bases of submodules.
While correlated variations over all detector cells (e.g. gain change over time) introduce
a significant change of the calorimeter response, constant cell-to-cell variations introduce
negligible changes in the jet energy resolution. Thus, the (ideally in-situ) monitoring of the
sensor gain and the MIP scale provide sufficient precision to calibrate the AHCAL. While
not studied for the Scintillator ECAL in the same detail, the required calibration precision
and possibilities will be similar for this subdetector.
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In experimental high energy physics, photo-detectors are mostly used to measure the light
from cherenkov radiation, as well as scintillation light.
Especially for cherenkov photons, but also for scintillation light in detectors with a reduced
cell size due to the increasing demands on the granularity, the amount of light produced is
small. This requires sensors that are sensitive to the level of single photons. Semiconductor
devices without an intrinsic gain, such as PIN diodes, can not achieve this. Photomulti-
plier tubes (PMT) have been used for decades for this purpose. However, the demand for
more compact and highly granular detector systems does not allow to use such voluminous
devices. They are also hardly operable in strong magnetic fields present in the detectors.
Silicon Photomultipliers are solid-state detectors with a functionality similar to ordinary
PMTs. With the maturation of this detector type in the last decade, strongly driven by
their application in medical devices, they also reach the performance of PMTs in most
aspects. Their compactness, lower cost, speed and insensitivity to magnetic fields make
Silicon Photomultipliers a popular choice for applications measuring small light signals.
In the following, an introduction into the basic working principle will be given. In the last
section of this chapter, an electrical model of the sensor will be discussed. Focussing on
the application of energy measurements, basic requirements for the readout electronics are
derived.
3.1 Avalanche photodiodes
The possibility measuring single-photon light signals is offered by avalanche pixel diodes
(APD), providing an intrinsic amplification method based on the avalanche generation from
a primary electron-hole pair. Figure 3.1 shows a sketch of the doping structure in an APD.
By implanting a highly p+ doped volume underneath the n+ region, a region with high
π
p+
n+
p+
Rq
SiO2
n n
Guard ring
Electric ﬁeld
Multiplication
region
Figure 3.1: Sketch of the typical APD doping profile and electric field. Based on a Figure
in [32].
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electric field is formed when a reverse bias voltage is applied. In this high field region,
secondary electron-hole pairs can be generated by impact ionization, yielding an amplified
signal. To prevent undesired high field regions in the border area of the APD, guard ring
structures are introduced. For moderate bias voltages, the field is high enough to gener-
ate free charge carriers by the impact ionization from electrons, but not holes. Thus, the
avalanche generates a charge signal proportional to the charge produced in the primary
photon-substrate interactions. This is then called the linear region of the APD, where a
gain in the order of 103 is reached. In this operation mode however, the diode exhibits a
large response to particles traversing the sensor and generating electron-hole pairs which
are amplified, potentially resulting in a signal much larger than the signal generated by
the scintillation light. This unwanted effect is eliminated by applying a higher bias voltage
above the breakdown voltage. In this case, the field is sufficiently strong such that also
the movement of holes generate secondary free charge carriers by impact ionization. This
operation mode is called the Geiger operation region of the diode. The avalanche is self sus-
taining, and a constant current is flowing through the diode. In order to stop the avalanche,
a quenching mechanism is required. In commercial sensors, a passive quenching mechanism
is used, adding a sufficiently large resistance in front of the diode. After an avalanche has
been triggered, the current through the avalanche is mainly sourced by the charge stored on
the diode junction capacitance, and the voltage at the diode reduces exponentially. When
the current reaches a certain threshold current Iq where the statistical recombination pro-
cesses would outnumber the reduced impact ionization processes in particular for holes, the
avalanche is quenched. The threshold current depends on the specific doping structure and
is in the order of . 20µA [33]. After the quenching, the diode is then recharged to the bias
voltage through the quenching resistor. For sufficiently large quenching resistors, typically
in the order of 100 − 2000 kΩ, the current through the resistor is small compared to Iq
and the quenching time is relatively well defined. Thus, the charge generated in one single
avalanche is given by the product of the overvoltage and the total capacitance of the diode:
Qav = G · e = (Vbias − Vbr) · Cd = Vover · Cd (3.1)
where Vbias is the reverse bias voltage applied to the diode and Vbr is the breakdown voltage,
defined as the bias voltage where gain drops to 1. Typical sensors have a breakdown voltage
in the range of 20V-100V. The diode then acts as a single photon "counting" device,
however with very limited dynamic range (0 or 1). This device is therefore also called a
single photon avalance diode (SPAD). The single photon gain G of the SPAD is in the order
of 105 − 106 for typical overvoltages of 3− 6V and depends on the area of the diode. It is
considerably larger than the gain achieved with APDs in the linear operation mode due to
the Geiger operation.
3.2 Silicon Photomultipliers
The limited dynamic range of the single SPAD is solved by Silicon Photomultipliers (SiPM)1.
In order to achieve a dynamic range for multiple photons, a SiPM consists of an array of
SPADs on the same sensor. The individual SPADs will be referred to as a (SiPM) pixel in
1Also multi-pixel-photon-counter (MPPC) and other abbreviations are common, depending mostly on the
manufacturer.
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Figure 3.2: The connection scheme (a) and a microscopic picture (b) of an analog Silicon
Photomultiplier. Shown is a sensor from Hamamatsu Photonics with a pixel size of 50µm.
the following. The most common commercially available type of SiPM is called an analog
Silicon Photomultiplier, where all pixels are connected in parallel as shown in Figure 3.2a.
The pixels are placed in a matrix, most commonly covering a sensor area of 1 × 1mm2
or 3× 3mm2. The pixel size of commercially available SiPMs reaches from 10 · 10µm2 to
100 · 100µm2.
3.3 Basic properties
When a Silicon Photomultiplier is exposed to small light pulses, some of the photons gener-
ate primary electron-hole pairs resulting in an avalanche in the pixels. Since the individual
pixels act as binary photon counters, the generated charge is proportional to the number of
fired pixels,
Qpe = Nf ·G = NfVoverCd (3.2)
The number of fired pixels triggered by detected photons is determined by the photon
detection efficiency (PDE). For SiPMs, the PDE can be decomposed into four terms [34],
PDE = (1− PR)Pff · Pqe · Pav (3.3)
where PR gives the wavelength-dependent probability of the photon being reflected at the
silicon surface and Pff is the fill factor determining the geometrical fraction of the sensor
area sensitive to light. The quantum efficiency Pqe is also a function of the wavelength and
gives the probability for a photon to create an electron-hole pair in the silicon substrate.
The Geiger efficiency Pav gives the probability of the primary electron-hole pair to trigger
an avalanche and is a function of wavelength, temperature and bias voltage. The wavelength
of the photon defines the average absorption depth in the silicon bulk. Depending on the
absorption depth and doping profile of the sensor, either the primary electron or hole drifts
into the high field region, eventually triggering an avalanche. Since the ionization coeffi-
cients are in general lower for holes as for electrons, the probability for a drifting hole not
to cause an avalanche is higher. Therefore, two different doping schemes exist for sensors
being sensitive in the visible blue spectral region (p-on-n structure) or to the green region
(n-on-p structure as shown in Figure 3.1).
A typical charge spectrum for light pulses of small amplitude is shown in Figure 3.3. Since
the charge is ideally quantized with the number of fired pixels, the spectrum shows distinct
peaks corresponding to a certain number of fired pixels. Because of the proportionality
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Figure 3.3: SiPM single photon spectrum [36]
of fired pixels to the number of photons, such a spectrum is also called a single-photon-
spectrum. The distance of the peaks is determined by the single-pixel gain G of the sensor.
This allows to measure and monitor the SiPM gain using LED pulses. The SiPM gain is
then extracted by fitting a suitable fit function, for example a superposition of multiple
Gaussian functions. The individual integrals under the peaks follow a compound Poisson
Distribution [35]. Apart from the poisson-distributed number of avalanches from photons,
additional statistical processes contribute, which will be discussed in the following para-
graphs.
Dark count rate
An avalanche can not only be triggered by a photon reaching the SiPM pixel, but also any
other process generating an initial electron-hole pair. Such single pixel events are indis-
tinguishable from avalanches from photons, resulting in the Dark count rate (DCR) of the
SiPM. Two processes are known to generate dark-count events. The thermal generation of
free electron-hole pairs assisted by the presence of intermediate energy levels due to lattice
defects can generate electron-hole pairs triggering an avalanche. Since the dark counts due
to this effect are generated with a rate growing exponentially with Temperature, approxi-
mately by a factor 2 for a change of 8C◦ [37], the DCR can be reduced by cooling the sensor.
This is often used for SiPMs exposed to radiation to compensate the increased lattice defect
concentration in the silicon.
Due to the strong electric field in the avalanche region of the pixel, an electron can also tun-
nel through the band gap, potentially generating an avalanche. The dark counts generated
by the field tunneling are only weakly dependent on the Temperature. It is determined by
the bias voltage applied to the sensor and dominating at low temperatures.
The DCR in Silicon Photomultipliers is much higher compared to classical photomultiplier
tubes. This poses the biggest disadvantages of these devices. Modern sensors reach a rate
of such undesired avalanches of about 30 kHz/mm2 at room temperature ([38]).
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Correlated Noise
The avalanche formation can also be a result of another avalanche in a neighboring pixel
(cross-talk) or the same pixel earlier in time (after-pulses).
In the avalanche process above the breakdown voltage, hot carriers can generate photons
with an energy sufficient to trigger secondary electron-hole pairs [39]. For photons above
the band-gap energy of silicon, an generation efficiency of 2.9 · 10−5 is reported [40]. While
the photons absorbed within the pixel area contribute to the lateral development of the
avalanche, the photons reaching neighboring pixels may also trigger an avalanche process
there. The SiPM cross-talk can be reduced by adding trenches between the pixels to prevent
the photons from travelling to the neighboring cells. For SiPMs with a small cell size and
low gain, the average number of produced photons is smaller. Trenches are therefore less
often used since they also increase the insensitive area. Most of the crosstalk events are
prompt as the photons are absorbed in the high field region of the neighboring cell and
directly trigger an avalanche. Also delayed crosstalk events are observed which seem to
come from the drift of the released carriers [41]. The photons are absorbed in region of
lower field strength in the neighboring cells. The generated electron or hole (depending on
the doping structure) drifts towards the high field region and triggers an avalanche with a
delay of few ns [42].
In contrast to the crosstalk avalanches, the after-pulse avalanches are generated in the
same pixel. Due to the single pixel recovery time τrec, these events have a smaller amplitude
depending on the delay between primary and secondary avalanche
Q(t) = Qpe ·
(
1− e−t/τrec
)
(3.4)
whereQpe denotes the signal for a fully recovered SiPM pixel (3.2) and t is the time difference
to the previous event. During the avalanche, charge carriers are trapped in energy levels
generated by impurities in the crystal. If the pixel has recovered to a sufficiently high
overvoltage, a second avalanche can be triggered when the charge carrier is released again.
In general, different characteristic time constants of the after-pulse events are observed [36].
Simulations show that a significant fraction of the fast component may also come from
the same effect as the delayed crosstalk and not only from capture-release processes [41].
Figure 3.4 shows the processes of photon-assisted correlated noise for the prompt crosstalk
(DiCT), delayed crosstalk through drift (DeCT) and the fast after-pulse contribution from
photon-absorption and drift.
Figure 3.4: Correlated avalanche processes induced by photons from hot carriers [43]
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Dynamic range
Neglecting the dark count events, the response of the SiPM is proportional to the light pulse
amplitude for a small number of incident photons uniformly spread over the sensor area.
For larger signals, the number of pixels available to trigger an avalanche limit the dynamic
range of the Silicon photomultiplier. The average number of fired pixels is given by
Nf = Npix,eff ·
(
1− e−PDE·Nγ/Npix,eff
)
(3.5)
The effective number of pixels Npix,eff is given by the number of pixels in the SiPM.
This number is reduced by pixels insensitive to photons since they have been triggered
before or give lower signal due to the pixel recovery. Thus, the dark count rate as well as
the correlated noise processes reduce Npix,eff and the dynamic range of the sensor. The
additional signal generated by crosstalk events is not included in (3.5). These processes
add another factor of 1/(1 − Pxt) to the numerator in the exponential term [44], where
Pxt is the cross-talk probability. This also reduces the dynamic range of the sensor, and
adds additional statistical fluctuations to the output signal. The effect on the signal-to-
noise ratio is however only dominant for extreme saturation when more than 80% of the
pixels fire, as shown in Figure 3.5. Otherwise, the statistical fluctuations of the number
of fired pixels (enhanced by the correlated noise) and the number dark-count events in the
considered time window dominate in this example.
Figure 3.5: Photon counting resolution including DCR and correlated noise as a function
of the fraction of fired pixels. The red dotted line ("linear") assumes a Poisson distribution
without a limited upper bound and corresponds to the case of no saturation. The blue
dashed line assumes response limited by the saturation function (3.5) with Poisson statistics,
and the black line gives the response using binomial statistics including the number of
available cells. Taken from [45].
3.4 High dynamic range sensors
In many applications the sensor area can not be increased to achieve a larger dynamic
range for measurements of the amplitude of the light pulse. To reduce the effects of strong
saturation, the light might be spread in a non-uniform manner. Finally however, the only
solution is to increase the density of pixels on the silicon area, and therefore reduce the pixel
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Figure 3.6: Techniques to improve the fill factor in high dynamic range SiPMs. a) Trans-
parent metal film quenching resistors [46] b) Dense metal routing [43] and c) Field strength
in a high density SiPM, the reduced size of the avalanche region close to the pixel border is
indicated by the dotted line [43].
size. In general, the gain of such devices will be much lower since it scales with the pixel
area. Commercial sensors with 10µm pixel size typically have a gain of (1− 1.5) · 105. For
small pixels, the area required for the quenching resistors, metal connection and guard ring
structures degrade the photon detection efficiency because the fill factor is lower. Quenching
resistors based on thin metal films instead of the commonly used polysilicon resistors are
used in some Sensors from Hamamatsu. The metal resistors are transparent and can be
placed on top of the active area of the sensor [46](Figure 3.6a). As mentioned previously,
the cross-talk probability is reduced for sensors with small pixels due to the reduced gain.
Therefore trenches are often removed for pixel sizes below 25µm. Also the metal routing
area can be reduced, for example by a honeycomb structure as visible in Figure 3.6b for
a sensor with 10µm pixel size developed by FBK. For the sensor shown, both trenches
and polysilcon resistors are used. The main Problem in the reduction of the pixel size is
however the guard ring structure. Figure 3.6c shows a simulation of the field strength in the
avalanche region of a pixel of 5µm size. Without modifications of the doping structure in
the guard ring region, the active region is reduced due to the lower field towards the pixel
edge.
3.5 Electrical model of Silicon Photomultipliers
In order to optimize the readout electronics for the use of a specific sensor configuration or
the needs of a measurement (e.g. time or charge), an electrical model of the SiPM is required.
This allows to simulate the response of the sensor in combination with the readout, and
tailor the electronics to the needs of the application, giving the best measurement precision
possible. Also the choice of the used sensor will have an impact on the optimization process.
For the single APD, an electrical model was introduced by Cova et al. [33] for both
actively and passively quenched avalanche diodes. The electrical model for analog SiPMs
using a passive and resistive quenching circuit has been established by Corsi et al. [47],
extending the single pixel model to a combination of lumped passive (not in avalanche) and
a single active SPAD. Many further additions to this model exist, for example including
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Figure 3.7: Electrical model of a SiPM including one firing pixel and indicating the bias
voltage connection and readout.
bonding wire inductances[48] or the detailed simulations of the Geiger discharge forma-
tion[49]. Figure 3.7 shows the electrical model proposed by Corsi et al. which will be used
in the following. To reduce the SPAD array of consisting many diodes to fewer components,
the SiPM of N pixels is decomposed into one SPAD generating a signal, and N − 1 pixels
which are purely passive and can therefore be combined into parallel connected passive
components. In many published analyses of this model, this is trivially generalized to the
case of Nf pixels fired and N−Nf passive pixels. This case will not be studied here because
the difference in the pulse shape is marginal in case of charge measurement signals.
The active avalanche pixel diode is modelled by the junction capacitor Cp, initially
charged to the bias voltage Vb. During the avalanche , the junction capacitance is dis-
charged through the conductive channel, reaching a voltage level close to the breakdown
voltage Vbr. The diode current Id is limited by the resistor Rp, representing the effective
resistance of the Geiger discharge to the substrate bulk. The avalanche starting and quench-
ing times are controlled by a switch in series to Rp. The quenching resistor Rq connected
between the positive bias line of the SiPM and the APD is accompanied by a parasitic
capacitance Cq since the metal connection is placed close to the pixel. Since all passive
pixels behave the same, they are represented by the parallel connection of all remaining
components, Rq,pass = Rq/(N − 1), Cp,pass = (N − 1)Cq and Cp,pass = (N − 1)Cp. The
parasitic capacitance introduced by the metal routing grid on the SiPM connecting all pixels
is proportional to the number of pixels on the sensor. These parasitics are merged with the
parasitics from the sensor package and routing on the printed circuit board, resulting in the
parasitic Cs shown in the schematic.
Figure 3.8 shows the results of a numeric circuit simulation using the model. When
an avalanche is triggered by a primary charge carrier drifting into the avalanche region,
the switch in Figure 3.7 is closed, causing the pixel capacitance to discharge with a time
constant of approximately RpCp, i.e. sub-nanosecond time scales. Once the current falls
below a threshold current in the order of few µA, the avalanche is quenched and the switch
is opened. The diode capacitance is then recharged through the quenching resistor with a
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Figure 3.8: SPICE simulation of the SiPM response using the electrical model with the
parameters of a 50µm pixel sensor and an ohmic readout impedance of 50 Ω. a) Current
and voltage in the active diode b) Current sensed by the readout electronics and integrated
charge relative to the generated total charge.
much slower recovery time constant of Rq(Cp+Cq). The total charge released in one Geiger
discharge is determined by the integral of the diode current Id until the quenching time.
It defines the gain of the single pixel, and thus the gain of the SiPM in the linear region.
Since the quenching time is in the order of 100 ps and Rp  Rq, the charge flowing through
the quenching resistor before the quenching time can be neglected. The single pixel charge
signal then simplifies to
Qpx ≈ Vov (Cp + Cq) (3.6)
For large gain SiPMs, the parasitic capacitance of the quenching resistor is much smaller
than Cp and can be ignored. For small gain sensors with pixel sizes below 25µA, this is
no longer the case. Here, the junction capacitance decreases proportionally with the pixel
area, while the quenching resistance is increased2.
For the optimization of the read out electronics, the effective detector capacitance seen by
the readout electronics, and the time constant of the signal sensed by the readout electronics
represented by the frequency dependent input impedance ZO are the relevant quantities.
The effective capacitance is of high importance for the noise analysis of the electronics.
For the measurement of the signal charge observable at the impedance ZO, two readout
schemes can be applied. In the voltage sensitive readout, the sensor current is converted
to a voltage by the use of an ohmic resistance. This voltage is then sensed by the readout
electronics. For a current sensitive scheme, the signal current is sensed directly by the
impedance. In practice, the readout electronics will always have a bandwidth limitation. For
the voltage sensitive readout scheme with a frequency independent impedance converting
2Based on and a comparative measurement of different sensors from Hamamatsu Photonics performed by
the author, and [50] for a sensor from FBK
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the current, the voltage across the resistor is measured with a limited bandwidth. Thus,
signal components with a frequency beyond the bandwidth of the electronics are not sensed.
This is different for the case of a current sensitive readout, where the current is sensed
with limited bandwidth (the impedance rises at the bandwidth of the first stage of the
readout electronics). The signal current is integrated to obtain the charge information. If
this bandwidth can be represented by an increased input impedance as it is the case for
the current sensitive readout, no charge is lost, since the limited bandwidth will cause the
charge to remain on the detector. In the impractical limit of an infinite charge integration
time, the full signal is then sensed out by the electronics. This scheme will be used in the
ASIC described in this work. In order to analyse the efficiency of the charge measurement,
the high frequency components of the signal generated by the SiPM pixel discharge can be
ignored, and the input impedance Ro at frequencies below the bandwidth of the readout
electronics is considered.
The time behaviour in the sensor as well as the measurable signal current Iout was analysed
by Marano et al. [51], showing that in total four time constants (reduced to three with some
approximations) describe the pulse shape. Two fast rise and decay time constants below
1 ns, generated during the avalanche, and a fast and one slow recharge time constants after
the SPAD has been quenched. These time constants have already been quoted in a strongly
approximated manner in the previous discussion. For charge measurements, all fast time
constants can be ignored and only the slow component of the current signal needs to be
taken into account. In [51], one (inappropriate) conclusion is that this decay time constant
τd is governed by the recharge time constant Rq(Cp + Cq), i.e. independent on the input
electronics input impedance. This finding is a consequence of some simplifications made in
the analysis which are appropriate for applications requiring a good time resolution, where
the high frequency components of the signal pulse are of main interest. This is not the case
for applications mainly requiring the measurement of the charge signal, in particular when
using SiPMs of small pixel size. In fact, for a large input impedance, one would expect a
decay time constant of RoCd, where Cd is the effective capacitance of the detector seen by
the readout electronics.
For the study of the effective capacitance at low frequencies, the parasitic capacitance Cq
can be ignored as the complex impedance is much larger than Rq. The effective capacitance
is then given by
Cd = NCp + Cs (3.7)
At frequencies above ω = 1/(RqCq), the parasitic can no longer be ignored, causing the
effective capacitance falling to
N
CpCq
Cp + Cq
+ Cs
For noise filtering, the integration time of the charge has to be limited in all practical
implementations. Thus, the charge measurement efficiency is enhanced by minimizing the
time constants of the signal current which dominate the charge integral. The relevant time
constant of the charge signal τd is calculated including all parasitics while ignoring the signal
generation by the active pixel. It is simplified to a current pulse, because the avalanche
process is much faster and only contributes to the fast signal components directly. With
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these approximations, the τd is calculated from Kirchhoff’s current law equation, yielding
τd = (NCp + Cs)Ro + (Cp + Cq)Rq = CdRo + τrec (3.8)
It is limited by the recovery time constant of the SiPM at small Ro. As shown in Figure 3.8b,
this time constant reproduces the low-frequency component of the signal well and dominates
the charge integral. In order to keep the time constant small, the input impedance should
then be small compared to
Rˆ =
(Cp + Cq)Rq
CpN + Cs
(3.9)
Using the values listed in Table 3.1, the input impedance should be small compared to
≈ 790 Ω for high gain SiPMs with pixel dimension in the order of 50µm, and ≈ 150 Ω for
small gain sensors.
Using (3.8), also the bandwidth requirements posed on the first current-buffering stage of
the readout electronics can be inferred. In order to keep the τd the dominant time constant
on the slow end, the bandwidth should be kept above 1/(2piτd). For a given input impedance
of 50 Ω at low frequencies, the bandwidth should be large compared to 6MHz and 14MHz
for high gain and low gain sensors, respectively.
N Rp Cp Rq Cq Cs
50µm SiPM [51] 400 (*) 1 kΩ 78 fF 290 kΩ 8 fF 1 fF ·N + 10 pF (*)
10µm SiPM (typ.) 104 1 kΩ 4.6 fF 1550 kΩ 1 fF 0.2 fF ·N + 10 pF
Table 3.1: Component parameters for the SiPM electrical model. The values marked with
a star are different from the cited reference. The values are adapted to a sensor size of
1mm2, and the parasitic capacitance on the PCB is included. Note that the values quoted
for the 10µm SiPM are only estimated values since to the knowledge of the author no
electrical characterization measurement exists for this type of sensors. The value Rq is
measured for a Sensor from Hamamatsu and consistent with [50] for a device from FBK.
The other values are extracted from the datasheet [52] or based on best guessing. These
should be considered as an order of magnitude estimation only.
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design
In modern chip production technologies, the small feature size and versatile library of com-
ponents that can be produced on the same chip. This allows to develop custom electronics
including both analog and digital circuits. In these so called mixed-signal designs, the ana-
log information is digitized in the chip by the use of analog to digital converters, and the
digital information is processed further in the digital part of the chip. Because these ASICs
combine all functionalities required by the specific application in one chip, they are also
called a System-On-Chip (SoC). While the design of the analog blocks is a mostly manual
process in the view of both description (schematic) and physical implementation (physical
layout), the digital part is designed using hardware description languages and is imple-
mented with the help of automated software tools. At the interfaces between the analog
and digital domains, additional information is required by the software analysing and op-
timizing the design in the digital domain. For the physical implementation, abstract views
of analog blocks are generated from the detailed analog layout in an automated process, for
example the pin positions and areas designated for routing the metal traces. The correct
timing behaviour of the analog blocks connected by the digital part is ensured by timing
libraries which define pin capacitances and maximum transition times1 for input terminals,
the maximum loading capacitance for outputs and the timing behaviour of the output with
respect to the input pins. This allows the digital implementation tools to analyse and op-
timize the timing of the digital nets, and add buffers if necessary. Detailed descriptions of
the digital implementation steps required to obtain a working digital design are given in
[32] and [53], the digital design flow used for the ASIC described in chapter 6 are based on
these works.
In this chapter, the basic principles of analog circuit design will be discussed. After a
description of MOS-transistors as the most basic devices in the circuits, an introduction to
the theory of analog signal processing will be given. This will be applied in the analysis of
the analog performance of the ASIC described in chapter 6.
4.1 CMOS technology
In the complementary metal-oxide-semiconductor (CMOS) technology, MOS transistors are
the most important building blocks of the analog circuits. In the following, the working
principle of these transistors will be covered, leading to a small signal model which will be
used extensively in the analysis of the circuits in chapter 6.
1The transition time defines the rise time of a digital signal, usually given as the time between 10% and
90% of the logic voltage levels.
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Figure 4.1: Schematic symbol and sketch of an n-MOS transistor
4.1.1 MOS transistors
Essentially, MOS transistors are three-terminal devices which behave as current sources
between the drain and source terminal, controlled by a voltage at the gate terminal. Figure
4.1 shows the schematic symbol and cross-section through a standard n-MOS transistor.
Embedded in a p-doped semiconductor substrate, the drain and source contacts are realized
by strongly n-doped regions connected to a metal interface. The potential of the substrate
is defined by the bulk contact in the vicinity of the transistor, connected to the ground
potential. The gate contact is realized by a layer of grown poly-silicon on top of a thin SiO2
insulator.
By convention, the control voltage of the transistor is given as the potential difference
between the gate and the source terminal (Vgs). Once the potential difference between the
gate and the source contact exceed a threshold voltage Vth defined by the p-type doping
concentration below the gate, a conductive channel is formed underneath the gate. This
channel is generated by the enhancement of n-type carriers due to the increased surface
potential, leading to an inversion of the carrier concentration. This is then called the
strong inversion operation region of the transistor. With the channel formed, a small
voltage difference between the drain and source contacts (Vds) will lead to a current Id
flowing through the transistor as sketched in Figure 4.2a. As Vds increases, the potential
difference between gate and drain decreases. Thus, the channel is pinched off when Vd
exceeds Vds,min = Vg − Vth as shown in Figure 4.2b. Until this point, the current through
the channel is strongly dependent on the drain-source voltage difference, which is called the
triode mode2. With the channel pinched off at the drain, Id is only weakly dependent on
Vds and the transistor is operating in the saturation mode.
Figure 4.2c shows the current through the channel as a function of the drain-source voltage
for different values of Vgs above threshold. The border between the triode and saturation
mode is indicated by the dashed line. In the triode mode, i.e. Vds < Vds,min, the current
through the channel is given by
Id = µnCox
W
L
(
2 (Vgs − Vth)Vds − V 2ds
)
(4.1)
where µn is the mobility of the carriers (electrons in the case of the n-MOS transistor), Cox
2Also called triode region. The differentiation is made to distinguish between strong and the weak inversion
regions, which will be introduced at a later point.
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Figure 4.2: Operation regions of the n-MOS transistor in strong inversion. a) Triode
mode. b) Beginning of saturation operating mode. c) Current through the n-MOS channel
in strong inversion region, from [54].
is the capacitance per area between gate and semiconductor and W, L are the width and
length of the transistor, respectively. While the strong dependence on Vds is unfavoured to
implement a voltage controlled current source, transistors operated in the triode mode can
be utilized as voltage-controllable resistors, which is approximately the case for small Vds,
where the last term can be ignored deep triode mode.
For Vds > Vds,min, the current through the transistor channel is approximately given by
the maximum of 4.1,
Cox
W
Leff
(Vgs − Vth)2 (4.2)
However, due to the pinch-off, the effective length Leff of the channel is now reduced with
larger Vds, and Id increases. This is called the channel length modulation effect. Taking
only the channel length modulation into account, Id now shows a linear dependence on the
drain-source voltage as the effective channel length is reduced with L′ = L/(1 + λVds).
Here, the channel length modulation parameter λ is a function of the transistor geometry
increasing for short channel (small L) devices. In fact, the channel length modulation is not
the only source of dependence on Vds, for example the drain-induced barrier lowering (DIBL)
is more dominant for short channel lengths[55]. At first order however, these effects may
also be included in λ. In the saturated operation mode, the current through the transistor
is then given by
Id =
1
2
µnCox
W
L
(Vgs − Vth)2 (1 + λVds) (4.3)
For gate-source potential differences below the threshold voltage, the carrier concentra-
tion below the gate show no inversion and no channel is formed. A small current can still
flow between the drain and source terminals, driven by the diffusion of minority carriers
generated by thermal excitation. The concentration of the free charge carriers has a ex-
ponential dependence to Vgs, and so has the current through the channel. This operation
mode of the transistor is called weak inversion or sub-threshold region. Here, the current
through the channel is given by
Id =
W
L
It exp
{
Vgs − Vth
nVT
}[
1− exp
{−Vds
VT
}]
(4.4)
Where It is a technology and temperature dependent current in the order of 1µA, n ≈ 1.5
and VT = kbT/e ≈ 26mV is the thermal voltage. For Vds > 3VT ≈ 78mV, the last term
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in (4.4) is negligible, and the current is almost independent of Vds. This, together with
the small current in the gate, makes the sub-threshold operation region very attractive
for low-voltage, low-power applications in modern CMOS technologies[56]. It will be used
excessively in the ASIC developed in this work, targeting a low-power consumption. Due to
the small current however, the relative current gain is low compared to the strong inversion
region. It is therefore applicable mainly for circuits with a low bandwidth3.
Small signal model of MOS-transistors
In order to facilitate the mathematical analysis of circuits built from nonlinear components
such as MOS-transistors, linear small signal models are used to analyse the component’s
behaviour at a specific operation point. For transistors, this operation point is defined by the
channel current or Vgs (i.e strong inversion or sub-threshold region) and the drain-source
voltage difference (triode or saturated operation mode). Figure 4.3a shows a schematic
representation of the n-MOS small signal model. The gate current is generated by an ideal
current source of gm Vgs where gm is called the transconductance with units of an inverse
resistance,
gm =
dId
dVgs
(4.5)
The dependence on Vds is modelled by a resistance of 1/gds with
1
gds
=
dId
dVds
(4.6)
Because the threshold voltage of the transistor is defined for potential differences between
the gate and the transistor bulk, it is dependent also on Vbs. This modulation of the current
due to threshold voltage changes is called the body or back-gate effect, relevant only if
the source and the bulk are not at the same potential. In the small signal model, it is
represented by a second current source with a back-gate transconductance of gmb Typically
the transconductance of the back gate is about 3-10 times smaller than gm. Therefore the
body effect is of no practical concern for most of the circuits implemented in this work. In
some cases the circuit would be affected, and the body effect is minimized by connecting
the bulk potential to the source. Because the substrate silicon is normally shared by all
nMOS-transistors and has a low impedance, this is possible only for transistors residing in
a separate well.
Generated by the depletion regions and the gate oxide, a parasitic capacitance propor-
tional to the transistor dimensions is present between each of the transistor terminals. For
the most common operating case of the transistors, strong-inversion in saturation, the ca-
pacitance Cgs between the gate and the source is most dominant. This capacitance is also
shown in the small signal model schematic, while the other capacitances are left out for
clarity.
3For advanced nodes below 90nm, the sub-threshold operation is also used for circuits which are not slow
at all: Since the gate capacitances are small in the sub-threshold region, propagation delays in the order
of 100ps are obtained for digital circuits fully based on sub-threshold MOST. This family of digital cells
have much lower power loss due to leakage currents, normally dominating the power consumption in
these technology nodes.
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Figure 4.3: Small signal model of a MOS transistor. a) Small signal model schematic. b)
Equivalent noise voltage at the gate terminal
Table 4.1 summarizes the relevant parameters of the small signal model for the sub-
threshold region (with Vds > 3VT ) and the strong inversion region in triode and saturated
mode. In the case of strong inversion, the transconductance scales with
√
Id, whereas in the
sub-threshold region, the transconductance stays constant with respect to Id . Thus, the
transconductance is much smaller in sub-threshold due to the small channel current. More
conveniently for the analysis, the transconductances are also rewritten as a function Id at
the operation point.
Operation mode gm gds
sub-threshold IdnVT 0
strong inversion, triode 0 µnCoxWL (Vgs − Vth)
strong inversion, sat.
µnCox
W
L (Vgs − Vth) (1 + λVds) λVds
=
√
2µnCox
W
L Id
Table 4.1: Small signal model parameters for the n-MOS Transistor
Noise sources of MOS transistors
Transistors exhibit noise modelled equivalently as a noise current through the channel and
parallel connected to the transistor, or as a noise voltage at the gate of the transistor
which is then modulating the current, as illustrated in Figure 4.3b. For MOS transistors,
two noise sources with different frequency behaviour exist. As for resistors, the thermal
noise is generated by the random thermal movements of the charge carriers in the channel.
The squared noise voltage density referred to the gate from thermal noise in the transistor
channel is given by
v2n,therm =
8kbT
3 · gm∆f (4.7)
The second noise source is found in all active devices and called the flicker or 1/f noise. It
is generated from trap and release processes due to lattice defects in the channel. Because
the traps are associated to specific time constants given by their energy levels, the noise
generated by these processes is frequency dependent. Effectively, this leads to a noise density
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with a 1/f frequency dependence. Referred to the gate terminal of the transistor, the noise
density from flicker-noise is given by
v2n,flicker =
K
CoxWL
· 1
f
∆f (4.8)
where K is a technology and transistor-type dependent constant. It is dominant at low
frequencies and can be made small by increasing the transistor area W · L, potentially
sacrificing bandwidth due to the increased parasitic capacitances.
p-MOS and burried well n-MOS transistors
As the name suggests, the complementary version of the n-MOS transistor, the p-MOS,
is also available in CMOS technologies. A cross section of the p-MOS doping structure is
sketched in Figure 4.4a. The transistor resides in a weakly n-doped well, with the drain and
source being p+. The bulk potential is defined by the contact inside the well, which allows
to connect the bulk to a different potential, e.g. the source of the transistor to mitigate the
body-effect. The p-MOS is fully complementary to the n-MOS counterpart in the sense that
the source is at the highest potential. A decreasing voltage at the gate terminal will lead to
an (absolute) increasing current through the drain. All formulas for the transistor currents,
as well as the small signal model have the same form as for the n-MOS, with the difference
that now holes are the majority carriers in the channel. The mobility for holes µp is 2-3
times smaller than for electrons. Therefore a p-MOS transistor of the same dimensions will
have a correspondingly smaller transconductance than the n-MOS counterpart. Note that
with the source-terminal being at the higher potential, Vgs is negative and so is Id.
In some CMOS technologies optimized for mixed-mode applications, a special type of n-
MOS transistor sitting in a separate well exists. A sketch of such a structure is shown in
Figure 4.4b. By doping a deep or buried n-well into the substrate connected to a normal
n-well contact, an isolated weakly p-doped region is formed. This is then called a buried
p-well, allowing to manufacture n-MOS transistors with a bulk isolated from the substrate.
As mentioned before, this type of transistor can be utilized to reduce the body-effect. More
important is however that also the noise on the substrate potential, generated by switching
activity of other circuit blocks such as the digital logic cells, is shielded effectively from the
transistor. This allows to separate the noisy digital domain of the chip from the analog parts
that require a clean environment for optimum noise performance. Such types of transistors
have been used throughout the analog circuits of the design discussed in Chapter 6.
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Figure 4.4: Other (MOS) transistor types in CMOS technologies
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4.2 Analog signal processing and the Laplace transformation
The behaviour of time invariant analog circuits be analysed in the signal processing theory
using linearized models of the circuit components. As discussed in the previous section,
the linearized models of nonlinear circuit component such as MOS transistors are only an
first-order approximation around the operating point. This operating point is defined by
the component parameters and calculated by the stationary currents and voltages in the
circuit. Thus, these models are only valid for small changes of the operating point. This
can be ensured by designing the circuit to behave linearly use of feedback, often being a
requirement on the electronics anyway. In the following paragraphs, an introduction to the
relevant theory for the analysis of linear and time-invariant (LTI) systems will be discussed
for the application of pulse signal processing. Details on this matter can be found in text
books on signal processing such as [57, 58] and also in books on analog circuit design, e.g.
[54, 59].
If a system is linear and time invariant, there is a linear operator H independent on
the absolute time, mapping an input x(t) to the output signal y(t) = H(x(t)) of a signal
processing block. In time domain, the output signal can then be written as a convolution
of the input signal with the impulse response function h(t).
y(t) =
∫ ∞
0
x(τ) · h(t− τ) dτ (4.9)
The impulse response h(t) is defined as the response of the system to a delta function as
input stimulus, h(t) = H(δ(t)). Because it can be used to calculate the response to any
input voltage stimulus put to the system, the impulse response function fully characterizes
the linearized circuit.
The behaviour of the system is given by the current node and voltage loop equations
following the Kirchhoff’s laws, which provide a differential equation system describing the
circuit. In time domain, this differential equation has the general form
m∑
j=0
bj
∂jx(t)
∂tj
=
n∑
i=0
ai
∂iy(t)
∂ti
(4.10)
where the coefficients ai, bi are given by the circuit topology and it’s component parame-
ters, describing the dependence on the input and output signal, respectively. The impulse
response is then obtained by solving the differential equation with the input stimulus pulse.
This most tedious part of the calculation can be avoided by a Laplace transformation to
the s-domain, which is more suitable for the analysis of pulse-processing circuits. A signal
x(t) in time domain is transformed to the s-domain using the Laplace-integral:
X(s) = L{x(t)} =
∫ ∞
0
e−stx(t) dt (4.11)
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The inverse Laplace transformation is given by
x(t) = L−1 {X(s)} =
∫ ∞
0
estX(s) ds (4.12)
Under the replacement s→ iω, the functions are transformed to frequency domain, and
the similarity to the Fourier transformation is apparent. Therefore, the s-variable of the
Laplace transformation can be understood as a complex frequency variable. The Laplace
transformation is however more general as the integral in (4.11) may also converge for
functions that are not convergent themselves, for example exp{a t} with a > 0. This is
achieved by adding a convergence factor σ ∈ R+, with s→ iω+ σ. For the above example,
the integral then has a region of convergence of a < σ.
In the s-domain, the differential operators in (4.10) transform as
∂i
∂ti
f(t) siF (s), (4.13)
and yield a polynomial with same coefficients ai, bi for the left and right side of the differ-
ential equation. The input and output functions in the s-domain x(t)→ X(s), y(t)→ Y (s)
can be separated off, and (4.10) can be rewritten into the form
Y (s) = H(s)X(s) (4.14)
with
H(s) =
Y (s)
X(s)
=
n∑
i=0
ais
i
m∑
j=0
bjsj
(4.15)
The operator H(s) transforms the input signal X(s) to the output signal Y(s) and is called
the transfer function. Under Laplace transformation, the delta function in time domain
transforms to a constant value of 1. Thus, H(s) is the representation of the impulse response
in the s-domain and h(t) H(s).
A comparison of (4.9) and (4.14) already shows an important transformation rule, the
convolution in time domain. In the s-domain, the convolution integral transforms to a
product. Thus, the connection of several sub-blocks (h1  H1, h2  H2) yields a common
transfer function
h(t) = h1 ◦ h2  H(s) = H1(s) ·H2(s) (4.16)
This allows to easily write down the transfer function of an analog processing chain by
partitioning in sub-blocks, under the assumption that the blocks are not affecting (loading)
each other.
Instead of applying an inverse Laplace transformation in order to analyse the circuit be-
haviour using the impulse response, the transfer function can also be rewritten to study
the circuit in the s-domain. One form of the transfer function is the decomposition into
products of complex roots in the nominator and denominator,
H(s) = k ·
∏
i (s− Zi)∏
j (s− Pj)
k ∈ R; {Zi}, {Pj} ∈ C (4.17)
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Zi and Pj are called zeros and poles, respectively. While they are complex numbers, imagi-
nary poles and zeros only appear in pairs of complex conjugates since the transfer function
is a function mapping to R. From the position of the poles in the complex plane, corre-
sponding terms in the impulse response can be inferred. This gives some insight to the
stability of the system already in the s-domain. A transfer function of a signal pole at −1/τ
corresponds to an exponential function,
1
s+ 1/τ
 e−t/τ (4.18)
Therefore, only poles in the left half of the complex plane will show a stable response. For
a pair of complex conjugate poles with a negative real part, the system will show a damped
oscillating behaviour,
ω
(s+ 1/τ + iω) · (s+ 1/τ − iω) =
ω
(s+ 1/τ)2 + ω2
 e−t/τ · sin (ω · t) (4.19)
For the special cases of roots at 0, the nature of the Zeros or Poles becomes apparent.
The differential operator transforms as in (4.13), corresponding to a Zero at s=0. The
integration operator is transformed to a Pole at s=0:∫
x(t) dt 1
s
X(s) (4.20)
Thus, the poles can be understood as terms with integrating nature, and the Zeros as
such with differentiating behaviour. For roots not at zero, the position corresponds to the
characteristic frequency where this behaviour sets in.
Figure 4.5a shows the passive implementation of the passive CR−RC2 Filter, often used
for the processing of pulse signals in nuclear instrumentation applications. It consists of one
high-pass and two low pass filters connected together. The transfer function of this filter
can be calculated by decomposition into one CR high-pass and 2 RC low-pass stages. The
current node equations following the Kirchhoff’s law give rise to differential equations in
time domain for the CR and RC stages, respectively.
Vo(t)
R
= C · d
dt
(Vo(t)− Vi(t)) (4.21a)
Vo(t)− Vi(t)
R
= C · dVo(t)
dt
(4.21b)
Under Laplace transformation, the terms dV (t)dt from the capacitors are transformed to s V (s)
using (4.13). Thus, the frequency dependent impedance of a capacitor shows up as 1/sC in
the s-domain. The transfer functions of the CR high-pass and RC low-pass filter stages are
then given by
HCR =
sCR
1 + sCR
(4.22a)
HRC =
1
1 + sRC
(4.22b)
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The full transfer function of the filter is given by their product (HCR · H2RC). For the
general case of an CR− (RC)n filter, the total transfer function is
H =
sτ
(1 + sτ)n+1
with τ = CR (4.23)
with the impulse response
h(t) =
1
(n+ 1)!
(
1
τ
)n+1
tn−1e−
t
τ (nτ − t) (4.24)
The impulse response shows an undershoot with a zero crossing at t = nτ which is coming
from the CR high-pass introducing a Zero at s = 0.
In comparison, a (RC)n filter with transfer function
H =
1
(1 + sτ)n
with τ = CR
has a impulse response peaking at t = (n−1)τ , and the time derivative of this function has
the same shape as the impulse response of the CR− RCn−1 filter with it’s additional Zero
in the transfer function.
The same filter response can also be obtained using an active filter topology as shown in
Figure 4.5b. Here, the RC-stages are implemented using a negative feedback loop around
an operational amplifier, and the first CR-RC stages can be combined using one amplifier
since it’s input acts as an AC ground.
Figure 4.5c shows a charge sensitive readout circuit consisting of an active charge sensitive
preamplifier followed by an active filter of second order. The filter is in this case also called
a shaper, underlining the function of the block in terms of pulse processing. The charge
sensitive preamplifier integrates the signal current on the Capacitor Ci, discharged by the
resistor Ri. The transfer function of this block is then given by
Hi =
1
Ci
1
1 + sτi
with τi = RiCi (4.25)
The topology of the active filter following the preamplifier is named after the inventors,
Sallen and Key [60]. In this configuration, the shaper implements a second-order low-pass
filter. The response of the shaper is again calculated from the Kirchhoff’s current law
equations,
0 =2Css (v2 − vo) + v21
Css
+Rs
+
v2 − v1
Rs
(4.26a)
0 = Cssvo +
vo − v2
Rs
(4.26b)
which yield a transfer function of second order with a pair of two complex conjugate poles.
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Figure 4.5: Illustration of commonly-used pulse shaping systems (filters)
This would result in a damped oscillating impulse response for the shaper (4.19).
Hs(s) =
2
(sτs + 1 + i) (sτs + 1− i) with τs = 2RsCs (4.27)
For the full transfer function however, also the pole of the preamplifier is included. When the
time constants of the preamplifier and shaper are made equal, the real-valued damping term
is enhanced and the total impulse response is a semi-Gaussian pulse with little undershoot,
h(t) =
2
C
e−
t
τ
(
1− cos
(
t
τ
))
(4.28)
Figure 4.6 gives a comparison of the frequency response and impulse responses for the
different shaper topologies. The Zero of the CR-RC3 shaper manifests as positive slope
of 20dB per decade starting from ω = 0. For each pole at ω = 1/τ showing up in the
transfer function, the slope decreases by 20bB per decade. Therefore, all filters have the
same response at frequencies well above the pole position. The main purpose of the CR-
stage in the CR-RC3 shaper is the filtering of low frequency noises, e.g. the 1/f noise from
MOS transistors or the detector itself. As discussed previously, this causes a prominent
undershoot in the impulse response function, which is unfavorable for the development of
high dynamic range readout electronics. Since the low frequency noise components are
small in the ASIC discussed in Chapter 6, it can also be implemented by other means not
requiring 3 stages of operational amplifiers. Thus, only the RCn and the combination of
one real pole and the pair of complex poles, denoted as "IP+CPP" in the following chapter,
will be considered an option for the shaping stage.
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Figure 4.6: Comparison of the frequency behaviour (a) and impulse response (b) of the
CR-RC3, RC3 and integration+complex pole shapers. The pole position is chosen the same
for all cases.
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charge measurements
The charge measurement of signals from scintillation photons generated by traversing min-
imum ionizing particles is dominated by statistical fluctuations of the number of incoming
photons and finally the number of fired pixels. Since the charge spectra of single minimum
ionizing particles generating scintillation photons in the tile are only recorded with a low
rate, a frequent calibration of the tile response is not feasible in this way.
Due to the photon counting nature of the Silicon Photomultiplier, the gain of the sen-
sors may be extracted from single photon spectra. This information can be used to track
changes of the tile response due to changing SiPM gain e.g. from temperature changes, and
allows to adjust the bias voltage accordingly. Therefore, the measurement of small light-flux
signals is critical for calibration of the detector. The calibration can be performed either in
dedicated calibration runs using a pulsed light source integrated into the detector, or even
during data taking using hits with small energy deposit.
For the gain estimation using single pixel information, a clear separation of the individual
peaks is required. The sensor gain largely depends on the pixel size, which is related to the
pixel count in the sensor and thus their dynamic range. For high dynamic range sensors
with pixel sizes smaller than 25µm, this can pose a challenge on the noise performance of
the readout electronics.
The small signal response for single to few fired pixels has several noise contributions.
Some can be altered or are directly generated by the readout electronics. In the following
chapter, the different noise terms contributing to the smearing of single photon peaks will be
discussed. Where applicable, the influence of design parameters in the readout electronics
will be described, with the goal to find an optimum set of parameters for the design of
integrated readout electronics.
The noise can be separated in contributions from the sensor itself and in noise sources
affected or generated by the readout electronics, following the individual building block
(and "tasks" of the electronics) in the sketch below.
Cdin
Sensor Analog
processing
H(s)
Zin(s)
σn, σpu
Voltage
sampling
τ
σt
σhold
Digitization
∆Vbin
σADC
σ2n = σ
2
lk + σ
2
APD + σ
2
pu + σ
2
el + σ
2
hold + σ
2
ADC (5.1)
Here, σlk denotes the noise from the sensors leakage current, σAPD are noise sources coming
from statistical gain fluctuations of the APDs or non uniformities of the SiPM pixels, σpu is
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the effective noise term from signal pile-up of dark count pulses, σel is the intrinsic noise of
the readout electronics and σhold is coming from the uncertainties when sampling the peak
voltage, which is then digitized by the ADC with a limited resolution (σADC).
To study the separation of the individual photo-electron peaks, it is useful to define a
single pixel signal to noise ratio,
pSNR = Vpe/σn (5.2)
The input referred noise for a charge sensing readout can also be described by an input
referred noise charge, ENC (Equivalent noise charge). It is given by the integrated output
voltage noise divided by the charge conversion factor, G = dvoutdQin ,
ENC = σn/G (5.3)
and can be understood as the charge that can be sensed by the readout electronics with a
signal to noise ratio of one. The ENC allows to directly calculate the single pixel signal to
noise ratio affected by electronics noise for a SiPM with known gain.
5.1 Electronic noise
The input referred noise generated by the readout electronics may be decomposed into two
noise sources at the input, as sketched in Figure 5.1: A voltage noise source in series to
the input, and a current noise source parallel to the input. These noise components are
called "Series" and "Parallel" noise terms and fully characterize the noise behaviour of
the analog front-end [61]. In addition, the bias voltage source together with the filtering
network introduces additional noise components, neglected in the noise analysis since its
characteristics including the noise are finally dictated by system aspects such as the quality
of the voltage supply and the event rate if the same supply is shared between many channels.
The sensor is represented by the total capacitance Cd (including the parasitic capacitances
on the circuit board). As discussed in 3.5, the simplification to a single capacitance from
the SiPM electrical model holds true for decent bandwidths of the analog processing chain,
which is a reasonable assumption for the charge sensitive readout where time resolution is
not of highest importance. The capacitance changes the frequency behaviour of the noise
sources if converted to the current or voltage that is read out, depending on the type of
the noise (current or voltage, series or parallel). For an idealistic current sensitive readout
scheme, the terms can both be converted to a total noise current density present at the
input,
i2n,tot = i
2
n,e + v
2
n,eω
2C2d (5.4)
As the signal and noise currents are normally read out by the electronics with non-zero
input impedance, they the charge sensed by the readout electronics is shared between the
detector capacitance Cd and the resistor modelling the input stage of the electronics.
Under the assumption that the input impedance is not frequency dependent
(τel  ZinCdet), the current (noise as well as signal) sensed by the electronics is given by
iin,el(s) =
iin
1 + sZ2inC
2
d
(5.5)
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Figure 5.1: Electronic noise sources
Thus, also the parallel noise component is made frequency dependent with a time constant
ZinCd. The total sensed noise current density is given by
i2n,tot =
1
1 + ω2Z2inC
2
d
(
i2n,e + v
2
n,eω
2C2d
)
(5.6)
While not noted explicitly, the two noise contributions are a function of frequency since
they are generated by transistors which exhibit both broad-band thermal noise as well as
low frequency 1/f noise (see Chapter 4).
The total input referred noise current is filtered and converted to a noise voltage observable
at the output of the analog part. As discussed in the previous chapter, the behaviour of
the analog processing system can be described by transfer functions in the s-domain. For
stable circuits, the transfer function can always be transferred to the frequency domain, and
the noise current densities at the input are propagated to the output giving a noise voltage
density. Since the noise is uncorrelated, the total noise variance at the output is obtained
by integration over frequency, adding the noise current densities in quadrature.
σ2v =
∫ ∞
0
|H(i · 2pif)|2 · i2n(f)df (5.7)
H(i · 2pif) is the transfer function of the system in frequency domain and in is the input
noise density.
For the optimized readout electronics, a transfer function needs to be found that effec-
tively limits the noise including all contributors while keeping the signal response high. The
dominant poles and zeros in the transfer function generated by the filter circuits can also
be identified with frequency range which the front-end is sensitive to. To some extend,
these represent the starting and cut-off frequencies in the noise integral. With increasing
filter order, the noise filtering is more effective as the roll-off gets steeper. Since the power
consumption increases as the number of stages does with the filter order, a compromise has
to be found in the design and topological choices for the analog processing chain. The in-
trinsic time constants of the processing stage are selected depending on the contribution of
the two noise terms. The series noise shows up at higher frequencies, favoring a lower time
constant in H(s). On the other hand for dominating parallel noise, a smaller processing
time constant is favoured.
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5.2 SiPM-intrinsic noise contributions
The majority of free charge carriers generated by tunneling and thermal excitation in the
vicinity of the guard ring structure of the SiPM pixel diode do not trigger an avalance but
generate a constant leakage current. This results in a shot noise current which is sensed by
the readout electronics. The current noise density is given by
i2n df = 2qIlk df . (5.8)
For a charge sensitive readout system with transfer function H(s) or impulse response h(t),
this converts to a voltage noise at the output using the noise integral (5.7),
v2n = 2qIlk
∫ ∞
0
|H(i2pif)|2 df = qIlk
∫ ∞
0
h(t) dt (5.9)
The leakage current is typically in the range of 100pA, yielding a noise voltage which
is negligible compared to the other noise sources. Sensors operated in a high radiation
environment can however have a much higher leakage current [62]. Since the dark count
rate also increases significantly at the same time, the noise from the leakage current will
usually still be small in comparison.
Avalanche charge fluctuations
By the use of the passively quenching ohmic resistors connected in series to every Geiger-
mode APD in the SiPM, the avalanche is stopped as the current drops below a certain
threshold current. Since the ionization and recombination are statistical processes, the
quenching time is also subject to statistical fluctuations, and so is the charge generated
during an avalanche. This is particularly true for SiPMs operated at high overvoltages,
where the current through the quenching resistor can no longer be neglected as it becomes
comparable to the quenching threshold current.
Due to production tolerances, the average gain of the individual pixels given by the average
quenching time, pixel capacitance and the resistance of the triggered pixel are not exactly
the same. As a sensor typically consists of several hundreds to thousands of pixels, this
variation of the gain also leads to a uncertainty of the single pixel gain if the light onto
the sensor is spread over the SiPM area. For multiple pixels triggered simultaneously, the
sensor response is a sum of the individual signals. Including the statistical gain variations
and the distribution of the individual pixel gains, the variance of the signal rises with the
number of pixels,
Q(Nf ) = NfGpx (5.10a)
σ2Q(Nf ) = Nfσ
2
G = Nf (σ
2
tq + σ
2
G,apd) (5.10b)
where Nf denotes the number of fired pixels, G is the average gain of all APDs, σtq are the
gain fluctuations due to uncertainties of the quenching time and σG,apd are the fluctuations
of the APD gain due to pixel-to-pixel fluctuations.
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Figure 5.2: Illustration of signal pileup from dark-count pulses.
5.3 Signal smearing from dark count rate pileup
One noise source in the SiPM readout comes from the random triggering avalanches in the
gAPD pixels due to thermal excitation or tunnel effects, which generates random pulses of
single pixel amplitude1 on the analog output.
The mathematical theorem of Campbell [63] gives the variance of the output signal for such
point processes with a rate NDCR = 1/τDCR
σ2pu = NDCRV
2
pe
∫ ∞
0
h(t)2 dt (5.11)
where h(t) denotes the normalized response of the readout electronics to a single pixel hit,
having a characteristic time constant τp for the following discussion, and Vpe amplitude of
the single pixel signal. The theorem is very convenient in it’s simplicity and can be directly
calculated in the s-domain without the need for an inverse transfer function using Parcevalls
theorem. For the single pixel signal noise analysis however, it is not applicable in the general
case: The theorem gives the standard deviation of the full spectrum rather than the smearing
of the peaks in the single photon spectra. Depending on the actual shape of the dark rate
charge spectra, the individual pixel discharge peaks may still be distinguished even if the
variance of the spectrum given by the campbell theorem is comparable with the single pixel
signal. The theorem is therefore only applicable for small variances predominantly coming
from the smearing of the photoelectric peak, such as for small dark count rates (τDCR  τp),
or for components of the pulse which are much slower than τDCR such that many avalance
signals are averaged. Since the analog system is linear and time invariant, the different
components may be considered separately in the noise analysis.
To estimate an effective noise term due to DCR pileup, the pedestal spectrum including
the DCR pulses is needed. The probability density for the time delay between a dark pulse
and some fixed observation time is given by
P (t) =
e
− t
τDCR
τDCR
(5.12)
If the pulse is short, the probability to have more than one pulse contributing to the voltage
1Neglecting the correlated noise
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Figure 5.3: Simulated DCR pileup considering one preceeding DCR pulse for different
impulse response functions with time constant τ a) Pulse response. b) Pedestal spectrum
at the observation time is small and only the last pulse needs to be considered. Summing
over all solutions of h(t) = v/Vpe ≡ vˆ, the shape of the charge spectrum is given by
Q(vˆ) =
∑
t
P (t)
∣∣∣∣dhdt
∣∣∣∣−1 for t = h(−1)(vˆ) (5.13)
Figure 5.3a shows the pulse response of the Filters with different order which have been
discussed in chapter 4. The single pixel response (amplitude) has been normalized to one,
and the characteristic time constant is set to 1 for all cases. Using a toy monte carlo model,
pedestal spectra are obtained as shown in Figure 5.3b.
For a exponentially decaying pulse response h(t) = Vpee
−t/τv , equation 5.13 gives a concise
expression for the charge spectrum
Q(vˆ) =
τp
τDCR
vˆ
(
τp
τDCR
−1
)
with vˆ =
v
/
Vpe
Since the inverse function in 5.13 does not exist for the full definition range in the other
cases, no analytical expression for the pedestal spectra exists. For such pulses, the spectra
also show a peak at the single photon level (vˆ = 1) since the peak regions of h(t) are smooth
(peak pileup).
To overcome this limitation, and to find a range where the theorem is applicable for
pSNR analysis, a simulation was developed and validated in measurements. The simula-
tion will then be used to obtain an effective noise term for the dark count pileup, and to
compare the different filter topologies and time constants beyond the possibilities available
in measurement.
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5.3.1 DCR pileup measurement setup
Because the dark count pulses are indistinguishable from pulses generated by photons, the
DCR can be variated by applying a continuous light signal to the SiPM. The SiPM is read
out using the fully analog KLauS2 ASIC [64]. The analog output of the chip is connected
to a digital storage oscilloscope storing the waveforms on a PC. A green LED controlled
by a programmable DC source is used to generate a constant light to model the DCR
variations without changing other SiPM parameters. In addition, a fast laser is used to
generate a pulsed light signal in order to measure the SiPM gain. To reduce the intrinsic
dark counts of the SiPM and to keep the sensor in a stable operating condition, the setup
is kept in a temperature controlled box and cooled down to 10◦C. The LED voltage is
varied in small steps, and the transient output voltage is recorded. To obtain the rate of
pulses, i.e. the mimicked dark count rate, the oscilloscope traces are analysed using a peak
finding algorithm [34], and the time delays between the hits are recorded. By fitting the
time-difference spectra with an exponential function , the rate of pulses from the real dark
counts and the light from the LED is extracted (5.12). The sensor gain is obtained from
the peak distances in the recorded single photon spectra. With the laser switched off, the
dark-rate charge spectrum of about 5 · 108 samples is recorded. The black line in Figure
5.4a shows an example of a recorded DCR spectrum.
5.3.2 Simulation
To simulate the SiPM output signal digitized by the scope, a SiPM simulation frame-
work [65] was used. The software generates a list of SiPM pixel avalanches with time and
amplitude informations, using basic sensor parameters such as DCR, PDE, crosstalk and
afterpulsing probabilities, etc. This list is then used to generate a transient voltage signal
from an impulse response function. As in the measurement case, the voltage samples are
collected in voltage spectra for every simulated DCR setting. All sensor and setup pa-
rameters, most importantly the sensor gain and binning of the resulting histograms, are
matched to the measurement results and the oscilloscope’s resolution, respectively. The im-
pulse response function parameters are extracted from a measurement of the average pulse
sampled by the oscilloscope, requiring that no other dark count pulse that would change
the recorded response function is captured before. The average pulse is fitted to the model
impulse response function of the KLauS2 analog front-end’s transfer function [5]. The pulse
response model function has five free parameters: The single pixel gain, magnitude of a low
frequency component due to a low frequency feedback in the chip, and three time constants
for integration, shaping, and the low frequency feedback.
5.3.3 Effective noise term
To extract an effective noise term from the measured and simulated spectra, the separation
power of pedestal and first photo electron peak is observed. The separation of the two peaks
heavily depends on the ratio of the two, given by the average number of pixels fired at the
same time. To simplify the analysis, the peaks are expected to have the same magnitude, i.e.
the average number of fired pixels is 1. Controlling the light level accurately is challenging
in the measurement setup, therefore the dark rate spectra are used to estimate the noise
term, and an idealized spectrum is generated. The idealized spectrum is constructed by
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Figure 5.4: Effective DCR pileup noise measurement and simultaion. a) Measurement and
simulation for all shaping time settings in the KLauS2 ASIC. b) Noise term components
and comparison to ideal response for the 50ns shaping time setting of KLauS2
summing dark rate spectra shifted by the gain and weighted by the Poisson distribution.
The parameter of the distribution is chosen to be λ = 1 such that the first two peaks have
the same magnitude (blue line in Figure 5.4a). The spectra are then smeared by convolution
with a normal distribution N(0, σ) to extract an effective noise term,
σpu =
√
σ20 − σ2th, (5.14)
Where σ0 is the constant noise of the system and σth is the smallest noise artificially added by
convolution where the folded spectrum Qf (v) = Q(v)∗N(0, σ) looses the minimum between
the pedestal and first photo electron peak (i.e. the peaks can not be distinguished). For a
system without additional noise contributions and infinite binning, the term σ0 is half of
the single photoelectron gain (0.5 ·Vpe).2 For the measurement case, σ0 is calculated from a
noise measurement below the breakdown voltage of the sensor. For the noise free simulation
case, only binning effects contribute and σ0 ≈ 0.5. Figure 5.4a shows one of the measured
spectra (black), the idealized spectrum (blue), and a smeared spectra (red) generated to find
σth where the local minimum at 0.5 pe disappears. A binary search algorithm is used to find
σth. In Figure 5.4b, a comparison of measured and simulated effective noise terms is shown
for all shaping time configurations available in the KLauS2 ASIC. The noise term calculated
using the campbells theorem is plotted as dashed lines. As expected, it is comparable to
the measurement results for small dark rates and is highly overestimated for large count
rates.
Because the simulation is based on a mathematical model of the impulse response well
describing the measured impulse response, the different pulse components can be separated
2This can be proven solving d
2
dx2
(N(0, σ) +N(1, σ))
∣∣∣
0.5
= 0 for σ, i.e. the curvature of the spectrum
between the peaks vanishes at the threshold width.
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response for the 50ns shaping time setting of KLauS2
as shown in Figure 5.5a. This allows to simulate their contributions separately as shown
in Figure 5.5b for the 50ns shaping time configuration. The slow undershoot component
of the pulse has a negligible contribution since the amplitude is much smaller than the
actual pulse. Due to the longer time scale, the undershoot pulse is averaged over many
dark pulses and the simulation is in agreement with the expectations given by Campbells
theorem. In the signal processing stage of the KLauS2 ASIC, the integration and shaping
time constants are not exactly matched, causing a slightly longer tail compared to the ideal
IP+CPP shaper. The blue data points in Figure 5.5b show the pileup noise assuming a
response function with matched time constants τshap ≈ 50ns (red function in Figure 5.5a).
The simulation can also be used to investigate the effective noise term for other shaping
topologies, as well as the shaping time constant itself. As a typical value for SiPMs with
1mm2 area, the dark count rate is fixed to 100kHz, and the simulation is performed as
a function of the shaping time constant. Since the contribution from the low frequency
feedback turns out to be negligible, it is not included in the simulation. With only two
time constants present, the effective noise term is dependent only on the ratio of the τp and
τDCR. Figure 5.6 shows the simulation results as a function of the shaping time constant
for the same filter topologies discussed previously. While the exponentially shaped signal
has the lowest noise due to the fast decay, also it’s filter order is the lowest, resulting in
higher electronic noise. For the CR-RCn filters, the pileup noise term increases with order
due to the increasingly long pulse. The IP+CPP shaper has an order of 3, but faster decay
compared to the CR-RC2 and is therefore preferred. Because the effective noise contribution
is proportional to the SiPM gain, it is typically the biggest contributor for large gain SiPMs,
favoring small time constants of the electronics. For small gain sensors, the contributions
are smaller and the terms independent on the sensor gain, such as the electronics noise, will
have a bigger influence. The noise optimization for the KLauS front-end in the following
chapter will reveal however that the pileup noise is still significant and has an influence on
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the optimum shaping time.
5.4 Time measurement and the impact on voltage sampling
When a number of pixels in the SiPM fire after an incoming light pulse generated by the
scintillator, the charge measurement branches generate an analog signal which is digitized
in case the signal exceeds a certain threshold and the trigger comparator fires. Because
the hit rate is small, it is sufficient to digitize the pulse maximum rather than the full
waveform. Consequently, the peaking time of the analog signal should be well defined by
implementing a proper shaping scheme, and the comparator generating the sampling signal
should fire at a fixed time relative to the peaking time. Since the trigger decision will
happen at a time ttrig before the analog signal reaches it’s maximum, the trigger signal
is used to generate a digital sample signal. Rising with the comparator decision at ttrig
and falling at the peak maximum (thold) generated by shifting the comparator decision by
a fixed delay, this sampling signal is used by the ADC to sample the analog voltage and
hold it at the pulse maximum as illustrated in Figure 5.7a. The charge pulse generating
from the detector is subject to variations due to the statistical nature of the scintillation,
avalanche formation and generation and other SiPM related processes [49, 66, 67]. The
impact of these processes on the time measurement accuracy have been studied in detail
in the scope of applications requiring a very high timing resolution, for example the time
of flight positron emission tomography (TOF-PET). While in these applications the long
time constants of the scintillation processes play an important role, the organic scintillators
used in calorimetry or other HEP experiments have much shorter time constants and the
electronics performance may be a dominating term to the time resolution [34], particularly
if the power consumption allowed to spend on the timing measurement is limited.
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Figure 5.7: a) Illustration of the peak voltage sampling using an internal trigger compara-
tor. b) Sources of trigger descision time uncertainties and distortions.
One commonly used and simple scheme to generate a trigger decision is the leading edge
discrimination. As indicated in Figure 5.7b, the trigger condition is met once the signal in
a separate comparator branch passes a fixed threshold. The time constants for this decision
process are usually much shorter than the shaping time of charge measurement circuits,
and the leading edge discrimination scheme can be used to generate the sampling signal for
the charge measurement. To study effects of the comparator decision time on the voltage
sampling, the pulse response of the compared signal is modelled by two time constants.
The current signal from the sensor has a time constant τi, equivalent to RinCdet for a
large input impedance of the electronics or detectors with a large detector capacitance, and
otherwise dominated by the frequency response of the electronics in front of the comparator
circuit. The parasitics at the compared node introduce another, longer time constant τc.
The transfer function and pulse response of this system is simply
Htot = Hi ×Hc = 1
sτi + 1
× Rc
sτc + 1
(5.15a)
h(t) =
Rc
τc − τi
(
e−
t
τc − e− tτi
)
(5.15b)
where Rc is the impedance at the comparing node which converts the input current to a
voltage signal which is then discriminated by the comparator circuit.
5.4.1 Time jitter
The contribution of the readout electronics to the time measurement uncertainties is called
the time jitter and is given by the noise and limited rise time of the signal used for com-
parison.
σ2t,el =
σ2v(
d
dtv(t)
)2 for t : v(t) = vth (5.16)
In order to minimize the jitter, voltage signal amplitude of the compared signal (5.15b) is
made large by maximizing Rc by the use of cascode transistors, and the parasitic capacitance
at the comparing node is minimized to obtain a fast rising component of the pulse limited
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by τi. Because the slope of the signal increases with larger signal amplitude, the time jitter
decreases monotonically and is then limited by the constant jitter introduced in the following
digital cells and the time to digital converter. For a given charge, the total uncertainty of
the hold time including the time jitter introduced by the comparator and the delay circuit
σt,h leads to a noise term of the sampled voltage, σhold. As the derivative of the analog
output signal h(t) vanishes at the pulse maximum, the impact of uncertainties in the hold-
time are calculated up to second order and the pulse response h(t) of the sampled analog
voltage is approximated at some hold time thold as:
h(t) ≈ h(thold) + h′(thold) (t− thold) + 1
2
h′′(thold) (t− thold)2 (5.17)
For the probability distribution of the hold time T with the density function P(t), the mean
sampled voltage is given by
µv = E [h(T )] =
∫ +∞
−∞
h(t)P (t) dt
≈ h(µT ) + 1
2
h′′ (µT ) µT,2
(5.18)
and the variance of the sampled voltage is
σ2hold ≈
(
h′ (µT )
)
2 µT,2 +
(
h′ (µT ) h′′ (µT )
)
µT,3 +
1
4
(
h′′ (µT )
)
2
(
µT,4 − µT,22
)
(5.19)
Here, µT is the average hold time and µT,k are the k-th central moments of T :
µT = E [(T )] =
∫ +∞
−∞
t P (t) dt (5.20)
µT,k = E
[
(T − E[T ])k
]
=
∫ +∞
−∞
(t− µT )k P (t) dt. (5.21)
Using the pulse response of the complex pole shaping stage introduced in Chapter 4
normalized to an amplitude Upk,
h(t) = Vpke
− t
τint
+pi
2
(
1− Cos
[
t
τint
])
(5.22)
the voltage noise due to hold time variations for a normal-distributed hold time distribution
with mean µT ≡ tpk = piτint2 and width σt,h can be calculated from (5.19) and simplifies to
σhold = Vpk
σ2t,h√
2τ2int
(5.23)
For typical values, τint = 50 ns and σt,h = 1 ns, the introduced noise from the hold time
jitter is ≈ 2.8 · 10−4Upk, which is again a small term compared to other noise sources.
In reality, the hold time can not be placed exactly at the pulse maximum as the adjustment
resolution of the delay will finally be limited. This introduces additional terms to (5.23)
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Figure 5.8: Noise introduced by sampling time jitter as a function of the average sampling
time. The ideal value of tpk is indicated by the dashed line.
as the terms with h′(t) in (5.19) do not vanish any more. Figure 5.8 shows the introduced
sampling noise for an input signal with amplitude 1 as a function of the hold time for
τint = 50ns and normal distributed hold time distributions with different values of σt,h.
The reduction of µv due to the sampling time jitter (Eq. 5.18) is always less than 1% at
the peaking time. In summary, the noise peak sampling introduced by the time jitter is
negligible compared to other sources for σt,h < 0.1σint, a constraint that is already covered
by the requirements on the time resolution in the AHCAL application, assuming shaping
times in the order of 50 ns. To avoid degradation of the average amplitude and a significant
increase of the sampling noise, the hold time should be adjustable with a resolution of better
than 2 ns such that these effects stay negligible.
5.4.2 Distortions from timewalk effects
While the leading edge comparison scheme can produce a low-jitter trigger signal to create
a time-stamp, a drawback is the effect of time-walk as the input signal amplitude changes
with respect to the trigger threshold as shown in Figure 5.7b With increasing amplitude,
the comparator decision happens earlier in time, also moving the hold time with respect
to the peak maximum when the comparator decision is used to generate the sampling
gate. Consequently, the hold time changes with amplitude. As discussed in the previous
section, this would increase the noise introduced by sampling time jitter. The main concern
however is that the sampled peak amplitude changes, introducing nonlinearities in the peak
voltage. The effect can be mitigated by using a different comparison scheme such as the
zero crossing timing or constant fraction discrimination [61]. Here, the trigger threshold
is effectively varied proportional to the signal amplitude, leading to a comparison decision
time independent on the signal amplitude. This however comes with the cost of increased
power consumption due to the additional signal shaping, and slightly worse time jitter.
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Figure 5.9: Comparator decision time (time walk) as a function of the input charge.
For the time response of the compared voltage signal normalized to the comparator thresh-
old Qth, V (t) = Q/Qth hˆ(t), the time walk for the leading edge discrimination is given by
the time when V (t) crosses Qth ≡ 1
ttw = V
−1(Qth) = hˆ−1(Qth/Q) (5.24)
The hat (hˆ) in the above equation denotes the impulse response (5.15b) normalized to the
threshold charge Qth. The time-walk effect is vanishing in the limit of Q Qth, and reaches
a maximum given by the peaking time of (5.15b) for small signals close to the threshold.
ttw,max = tpk =
τcτi
τisg − τc log
(
τisg
τc
)
(5.25)
For typical values reachable in the design, τi = 7 ns and τc = 16 ns, the peaking time
is ≈ 10 ns. In Figure 5.9, the time walk as a function of the input charge divided by
the comparator threshold is shown. Due to the time walk effect, the sampling time ts =
tpk + ttw(Q) + δ is shifted from later to earlier times with increasing input amplitude. Here,
tpk denotes the peaking time of the sampled analog pulse, ttw(Q) is the time walk and δ is
a time offset. The sampling voltage error
δv(Q) = Qh(tpk + ttw(Q) + δ)−Qh(tpk + ttw(∞) + δ) (5.26)
is plotted for different values of δ in figure 5.10.
If the hold time is placed exactly at the peak maximum at the limit of large charges, the
introduced nonlinearity is monotonic and reaches a maximum of about 2% at the comparator
threshold. When the hold time is placed slightly before, the nonlinearities get nonmonotonic,
but decrease for the low charge regions since the absolute changes in the hold time relative
to the peak get smaller. Since the threshold is assumed to be put just above the DCR noise
56
5.5 ADC resolution
thQ/Q
1 2 3 4 5 6 7 8 9 10
) [%
]
th
(Q
)-V
(Q
))/
V(
Q
tw
(V
2.0−
1.5−
1.0−
0.5−
0.0
0.5
p = tht
 - 2nsp = tht
 - 3nsp = tht
 - 5nsp = tht
Figure 5.10: Voltage sampling errors as a function of the input amplitude for different
offsets of the shaping time
threshold at around 3 PE, the relative nonlinearities given the large dynamic range of the
analog processing stage are always small, and distortions in the converted charge close to
the threshold are still acceptable.
5.5 ADC resolution
After processing the analog signal in the front-end, the peak voltage is digitized by the
analog to digital converter. The limited quantization resolution gives rise to another noise
term
σADC =
1√
12
VLSB (5.27)
where VLSB is the bin size of the ADC, given by the number of quantization bits and the
input voltage range.
VLSB = ∆Vin · 2−Nbits (5.28)
While for an ideal ADC the bin sizes are constant, a realistic ADC will show nonlinearities
and the bin size varies for the different codes and an average bin size differing from (5.28).
The differential nonlinearity (DNL) gives the relative difference of the bin size,
DNLi =
wi
< w >
− 1 (5.29)
where wi is the bin size for the code i determined from the transition edges of the ADC,
and < w > is the average bin size given by (5.28) or determined from a linear fit. With the
normalization, the DNL is given in units of least significant bits (LSB).
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The integral nonlinearity (INL) gives the absolute deviation to the expected code
INLi =
i∑
j=0
DNLi (5.30)
The nonlinearities of the ADC can be measured using code density tests from a known
input signal, for example a slow ramp or sine wave or by scanning the input voltage in
small steps [68, 69]. The measured DNL pattern can be used to correct for the ADC
nonlinearities in software, or online in the digital part (see e.g. [70] for a description of
different calibration approaches). However, the differing bin sizes effectively contribute to
the noise as the bins with larger size have larger quantization error and potentially contribute
more to the average error since a larger portion of the input spectrum will be captured in
these bins. Apart from the nonlinearities themselves which can be corrected if precisely
known, nonlinearities should also be kept small from the perspective of noise minimization.
While both the DNL and INL have been introduced here to describe the nonlinearities of
an ADC, they can also be applied to the characterization of other quantizing blocks, for
example the linearity of digital to analog converters (DACs) where the bin size is given by
the change of the DAC output per LSB.
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readout ASIC
The KLauS (Kanäle für die Ladungsauslese von Silizium-Photomultipliern) ASIC is devel-
oped to be used in the field of the highly granular calorimeters at future linear colliders.
The design goal of the chip is to reach a high precision charge measurement with an em-
phasize on a low power consumption and power pulsing capabilities. The first versions of
the KLauS ASIC have been designed in the 350nm AMS SiGe technology until 2010 [5] and
were, except for the configuration interface, fully analog. In these ASICs, different readout
topologies of the analog front-end were studied. In the framework of the CALICE collabo-
ration, the effort was continued to design a mixed-mode, multi-channel readout ASIC which
can be used in the CALICE AHCAL prototypes and the final ILD detector. The focus of
the KLauS ASIC development is to provide a readout solution for small gain, high dynamic
range sensors which can not be used with the current AHCAL electronics.
Since the noise coupling from the digital part into the analog circuits was expected to be
significant and the area of the digital part was expected to be too large in the AMS technol-
ogy, the ASIC was redesigned in the more advanced UMC CMOS technology with a smaller
minimum transistor length of 180nm. In this technology, buried well n-MOS transistors are
available which allow to decouple the digital noise activity on the substrate from the analog
blocks effectively. While the overall readout topology of the KLauS2 ASIC, in particular the
input stage, was identified to work also in the UMC180 technology, several modifications
had to be implemented to keep the dynamic range of the charge measurement at the same
level even at the reduced supply voltage in 180nm (1.8V instead of 3.3V). In parallel, a low
power analog to digital converter was developed within the group. The front-end and ADC
building blocks were produced in two iterations of single channel prototypes (KLauS3) [6–8],
used to identify flaws in the new design before the production of a larger and more complex
mixed signal ASIC. In summer 2016, the first multi-channel, mixed signal prototype ASIC
KLauS4 was produced. The building blocks and key characteristics included in this ASIC
will be described in the following chapter. Characterization results of the ASIC will be
presented in Chapter 7.
Figure 6.1 shows the layout of the KLauS4 ASIC. It consists of 7 channels, each with
an analog front-end, ADC and digital control logic. The digital part was designed to be
scalable to the full chip of 36 channels and already includes all the functionalities needed
to operate the ASIC in the AHCAL prototypes. In summer 2017, a first version of the
36 channel ASIC has been produced. While all of the ASICs produced in the UMC180
technology were developed during and as part of this thesis, the description of the ASIC
following will only cover the seven channel prototype ASIC.
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analog front-ends ADCs digital part
Figure 6.1: Layout of the produced seven channel KLauS4 ASIC.
The dimensions of the chip are 1.5× 4.5mm2.
6.1 Design considerations drawn from AHCAL requirements
For the analog hadronic calorimeter being developed for the ILD detector, the light pulses
from the plastic scintillator tiles are read out by Silicon Photomultipliers. Each sensor is
connected to the readout ASICs integrated into the layers of the calorimeter, measuring
the charge and time-stamp of the events. For the dense electromagnetic showers in the
ECAL and subshowers in the HCAL, the energy deposits in a single cell can be large, and
sensors with a high dynamic range are desirable. For the ECAL, a dynamic range of more
than 104 is required. The dynamic range of the SiPMs given by a large number of pixels
in one sensor comes with the cost of a lower single-pixel gain. For currently available high
dynamic range sensors with a pixel pitch in the order of 10µm and O(10k) pixels in one
sensor, the single pixel gain approaches 105. For the gain calibration of the sensors, these
charge signals should be resolved by the readout electronics. The required equivalent noise
charge needed to distinguish the individual pixels is then at the level of 5fC. At the same
time, the electronics need to be able to measure also the maximum charge that can be
delivered by the sensors, not affected significantly by the reduced pixel size and in the order
of 150pC. The dynamic range range required from the readout electronic circuit is about
90dB, which would necessitate an analog to digital converter with an effective number of
bits of about 15. The full resolution is however only required for the calibration of the
sensor gain, i.e. the small charge region up to about 10 fired pixels. For the larger signals,
the signal fluctuations due to gaus-landau fluctuation and poisson smearing due to photon
statistics are always dominating the measurement uncertainty accuracy and the single pixel
signals do not need to be resolved. In order to allow an in situ calibration from tracks in
the calorimeter, both the small and large charge range need to be accessible at the same
time , and the electronics are required to provide the small signal measurement with high
resolution as well as the large signal range without changing the configuration.
The ILD detector has no external trigger system deciding which of the events should
be read out. The readout electronics are required to operate in an auto-triggered fashion,
storing the charge information only if the charge signal has passed a certain threshold. The
internal trigger in each of the channels is also used to record the time stamp, which might
be utilized to improve the particle flow algorithms. For the time stamps, a timing resolution
in the order of . 1 ns for single minimum ionizing particles is required. In addition, the
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trigger is used to initiate the peak voltage sampling of the charge signal, which requires the
trigger to have a short delay compared to the timescale of the charge output signal and
small time-walk.
The dead time of the channel after a trigger decision should be in the order of the bunch
crossing rate[19] of about 550ns.
Since the Silicon Photomultipliers are subject to variations of the breakdown voltage due
to production tolerances and temperature changes, a method needs to be provided to make
the response throughout the detector uniform. This is accomplished by tuning the DC
voltage at each input in a small range of the expected breakdown voltage fluctuations.
A key role choice of the design topologies is dictated by the requirement of the very dense
and highly granular calorimetry system. The readout ASICs are integrated in the layers,
and in order to obtain the best sampling fraction and shower containment the amount of
material which is not absorber nor scintillator should be minimized. To avoid active cooling
in the layers, the readout electronics are required to consume only a minimum of power.
The only devices being cooled are the power regulators for the chip and the DAQ hardware
combining the data from the ASICs, residing at the side of the calorimeter barrel. Each
readout channel in the calorimeter is required to consume less than 25µW, not including the
power consumption of the Silicon Photomultipliers. To meet this constraint the readout-
electronics are switched to a low power mode when there are no collisions expected from
the ILC accelerator. The beams are only colliding in bunch trains of less than 1ms followed
by a gap of 200ms. In this time, the detector is read out and the power consuming blocks
of the front-end readout ASICs are switched off. These power pulsing techniques are an
important aspect of the design and must be implemented into the chip.
As the digital readout of the ASICs will be performed using a slow link, all events need to
be stored on the ASIC until read out. Initial simulations carried out without taking the
full detector occupancy into account suggest that a buffer capable of storing 16 events per
channel suffices in order to avoid overflow conditions and ensure efficient data taking [71].
6.2 The KLauS4 channel
A block level schematic diagram of the KLauS channel is shown in Figure 6.2. It is com-
prised of an analog front-end generating the analog charge information and trigger decisions
from the current pulse generated by the sensor, and an ADC which digitizes the analog in-
formation. After registering the trigger signal from the front-end, a digital control circuit
initiates and controls the analog to digital conversion and passes the digital data of the
hit to the following digital part responsible to combine, buffer and send the digital data to
the DAQ hardware. The bias currents and voltages required by the front-end blocks are
generated in a bias block shared by all channels. In the following section, the analog part of
the channel generating the charge and time informations will be presented. In Section 6.4,
the analog to digital converter design is discussed, followed by a description of the digital
parts of each channel and the full ASIC. The necessary additions required to implement
the power pulsing capabilities of the chip, i.e. both the analog and mixed signal blocks, are
discussed in Sections 6.7.
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Figure 6.2: Block diagram of the analog front-end of a KLauS channel.
6.3 Analog front-end
The analog front-end is the part of the channel processing the charge and time information
in the analog domain. It consists of several blocks also shown in Figure 6.2. An input
stage of the channel buffers the signal current and distributes it to the charge measurement
and comparator branches. It also implements the tuning of the SiPM bias voltage required
to compensate the SiPM gain fluctuations. The charge measurement is performed in two
separate branches ("high gain","low gain") with different dynamic range to cover the full
required range of charge amplitudes. Two comparator branches are implemented in the
front-end. The time comparator is used to record the time stamp of the hit and initiates
the analog to digital conversion. The threshold of this comparator is placed at the level
of few fired pixels, high enough to minimize the triggering rate due to dark pulses while
keeping a high trigger efficiency for single particles traversing the scintillating tile. The
second comparator is placed at a higher threshold close to the maximum charge of the high
gain branch. It is used to select which of the analog signals from the two branches is sampled
and digitized by the ADC. The correct communication with the digital part controlling the
ADC sampling and conversion phases is ensured by a custom digital part in the front-end.
It will be discussed in the scope of the digital control logic of the channel in Chapter 6.5.
6.3.1 Input stage
Figure 6.3 shows the schematic diagram of the KLauS input stage. The block is designed
to provide a low input impedance such that the charge signal from the sensor is collected
in the electronics in small timescales even for large area sensors. The DC input terminal
voltage can be tuned in a small range in order to adjust the sensor gain and to compensate
for different breakdown voltages between the channels. The signal current buffered by the
input stage is copied to all the later processing stages: the two branches devoted to charge
measurements, and the two comparator branches to implement the trigger and automatic
gain selection functionalities. The chosen topology is a current conveyor based on a common-
gate structure with voltage feedback, which allows to obtain the small input impedance,
the SiPM bias tuning, a low power consumption and the power pulsing functionalities. The
signal current is buffered by the input transistorM1 is copied to the feedback path and to the
charge processing branches using an NMOS current mirror. The mirror ratios are different
for each of the output connected to the high gain, low gain, and trigger branches, as well as
the feedback path in the input stage. The current mirror based on transistors M2, M3 and
the triode Mt copies the signal to generate a feedback voltage which is used to lower the
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input impedance. The magnitude of the voltage swing is determined by the mirror ratio and
the impedance to ground at the feedback node, given by the inverse transconductance ofM4.
When the channel length modulation resistors of the input stage transistors are neglected,
the small signal impedance of the input stage at low frequencies can be calculated from the
current flowing through the input terminal, and the resulting voltage swing at the feedback
node
iin = gm1 (vin − vfb) (6.1a)
vfb = iinN · 1
gm4
(6.1b)
where iin = iout is the current through the input, copied to the feedback branch an effective
scaling factor of N using the NMOS current mirror. The finite input impedance generates
a voltage swing vin at the input when a signal current is injected into the channel. The
voltage swing is compensated by the feedback as the voltage at the source of M1 (the input
voltage) follows the gate ofM1 (vfb). The voltage swing vfb in the feedback loop is given by
the fraction of signal current copied by the mirror and the impedance to AC ground given
by the inverse transconductance of the source follower M4. From (6.1b), the small signal
input impedance at low frequencies is obtained as
Rin =
vin
iin
=
1
gm1
−N 1
gm4
(6.2)
Since all the parasitic capacitors of the transistors as well as the large detector capacitance
have been ignored, the frequency response of the input impedance and the current transfer
to the output Hisg = iout/iin are not analysed here. For sensors with an area of ≈ 1mm2,
the frequency response in the s-domain shows a set of two zeros and two complex poles
which are dominantly generated by the Cgs and Cgd capacitances of M1. For large area
sensors, the time constant is given by the detector capacitance and the input impedance of
the channel (RinCd). As a consequence of the limited bandwidth, the time constants of the
integration and shaping stages can not be chosen too small in order to assure a good charge
collection efficiency. The introduced limit on the shaping time constants that can be used
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Figure 6.3: Simplified schematic diagram of the KLauS input stage.
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in the charge measurement branches will have some impact on the noise performance of the
input stage, as it will be discussed in Section 6.3.4.
An analysis of the frequency response including the dominant parasitics was conducted
for the KLauS2 ASIC [5] and is also applicable to the KLauS4 input stage since the topology
is very similar. The result can however not give much insight into the design optimization
since it only includes parasitics from one transistor, and the results can not be used in the
noise analysis because the complex noise integrals can not be solved with the additional
poles included.
The input stage topology allows to set the DC voltage at the input terminal to adjust the
SiPM bias voltage for each channel. Since M4 and M1 act as source followers, the voltage
at the DAC terminal is reflected at the feedback node and finally the input terminal. To
assure a good linearity of the bias tuning voltage with respect to the DAC input voltage,
the bulk terminal of the source followers (M1, M4) are connected to their source terminals
to suppress the body effect of these transistors. The upper and lower boundaries of the
tuning voltage are given by the voltages where the transistors of the current source, and
the NMOS-mirror enter the triode region.
(RtIf ) + Vdsmin,M3 + Vgs1 < Vin < Vcc − Vdsmin,SRC (6.3)
For the normal transistors and supply voltage of the UMC 180nm technology, this would
allow a tuning range of only 0.5-0.7V. To extend the boundary to the maximum range, a
transistor with a lower threshold voltage is used for M1, and transistors with thicker gate-
oxide are used for the input stage, allowing this block to be powered with a 3.3V supply.
With these modifications, a tuning range of 2V is achievable. An important feature of the
input stage topology is that the DAC terminal used to define the input terminal voltage
is not loaded by the input stage. The voltage DAC may therefore be designed with very
low power consumption. This is one requirement for the power pulsing capabilities to work,
since the input terminal voltage should be stable also during power pulsing, which requires
the DAC to be operational at all times.
In the calculation of the input impedance (6.2), the channel length modulation and body
effects of the transistors have been neglected. When the voltage at the DAC terminal is
changed and adjust the voltage at the input node, the input impedance may also change
since the bias points of the transistors change. This results in the unwanted effect that the
charge conversion factor changes as a function of the bias voltage, and the input impedance
may get negative causing oscillations in some process corners. To compensate this effect,
the triode transistor Mt is added to increase the output impedance of the current mirror,
with a resistance of Rt.
This gives an effective transconductance of the mirror output transistor M3:
gm3,eff =
gm3
gm3Rt + 1
(6.4)
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with the mirror scaling ratio and output impedance
N =
gm3
gm2
1
1 + gm3Rt
(6.5a)
ro =
1
gds3
+Rt(1 +
gm3
gds3
)
≈ Rt gm3
gds3
(6.5b)
While Rt is small and only increases the output impedance by about 30%, the value is
tuned to counteract the input impedance change. With this method, Rin is stable within
1 Ω around the nominal value of about 60Ω.1
The higher supply voltage used in the input stage is used only to allow a larger tuning
range for the input terminal voltage. This is not required for the later processing stages
and would consume additional current in these blocks. To be able to use a lower supply
voltage in the following chain of processing stages, the current is copied by the NMOS-
mirror which has a common reference (ground) to the other supply voltage domains. As a
drawback of this scheme, the input transistor M1 has to be a PMOS device, which has a
lower transconductance compared to the NMOS case due to the lower mobility of the holes.
As a result, the size ofM1 is increased to keep the input impedance low, and the bandwidth
is reduced.
The power pulsing capabilities and necessary additions to the input stage will be discussed
in Chapter 6.7. Still the requirement to implement this feature plays a key role in the choice
of the input stage topology, and some drawbacks of the input stage topology have to be
accepted in order to compete with the stringent requirements on the power consumption.
6.3.2 Bias voltage tuning DAC
Since the voltage DAC connected to the input stage is always enabled even during power
pulsing to keep the voltage at the input terminal stable, it must be designed with minimum
power consumption. The voltage range of the DAC should be matched to the range of the
voltage at the input terminal to use the whole range of output voltages provided by the
DAC most efficiently. Since the voltage at the DAC terminal of the input stage is translated
to the input terminal by the two source followers M4&M1, the tuning range at the input
(6.3) translates into the required range of the DAC with Vin ≈ VDAC + VGS4 + VGS1. This
requires the block to use the 3.3V supply.
A schematic drawing of the DAC block is shown in Figure 6.4. An 8-bit current DAC
operated in the subthreshold region generates a current which is converted to a DC voltage
using a subthreshold operational amplifier with a fixed resistance in the feedback loop. The
current DAC consists of 8 binary weighted and switchable current sources. The current is
summed up and fed through the feedback resistor, resulting in a voltage at the output of
1The bias voltage vb defining the triode resistance is derived from the input stage bias current generator,
which reduces the effect of process variations on the input impedance due to the triode resistance value.
For testing purposes, the triode resistance can also be changed by setting the bias voltage vb manually
with a voltage DAC. This allows to adjust the input impedance of the front-end.
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Figure 6.4: Schematic diagram of the low power voltage DAC.
the DAC given by
Vout = vped +RfIout = vped +Rf
7∑
i=0
bi · 2i ILSB (6.6)
where vped is the pedestal voltage of the operational amplifier defining the lower voltage
range of the DAC, Rf is the feedback resistor with a nominal value of about 3MΩ, bi is the
i’th bit of the digital code and ILSB is the unit current defining the voltage difference of
the least significant bit. The subthreshold current is set to about 2.7nA/LSB to provide a
minimum power consumption and the 2V tuning range, which requires the transistors to be
large (8µm2 for each of the 255 transistors in the array). The current sources, implemented
by the NMOS transistors MX1 and biased by a global generator circuit are switched by
the transistors MX2. MX3 and MX4 act as level shifter to provide the correct voltage for
the switch from the 1.8V digital control signals. The operational amplifier used to convert
the current into a voltage output is also operated in the subthreshold region. As the
pedestal voltage connected to the positive input of the operational amplifier is about 1.2V,
it’s dynamic range is designed to cover voltages between 1.2V and 3.3V. It consists of two
stages, an NMOS input differential pair and a PMOS common-source output stage which
can source the full current for the feedback. To ensure the stability of the amplifier in the
full output dynamic range, the compensation the two stage amplifier carried out by miller
compensation with a combination of metal-in-metal and MOS gate capacitances since the
latter are not effective at output voltages close to the VCC rail where the MOS compensation
capacitors enter the subthreshold region and do not provide sufficient capacitance. To filter
the noise from the large feedback resistor and to stabilize the DAC against charge injections
from the input stage which are only slowly recovered due to the low bandwidth of the
operational amplifier, a capacitor of about 30pF is placed at the output of the DAC.
Bias current generation
The bias currents and voltages for the DAC are generated by a block commonly for all
channels in the chip. The dynamic range of the DAC should be well defined and only
show small differences from chip to chip to simplify the commisioning procedure of the full
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Figure 6.5: Circuit to generate the bias current for the low power DAC
detector. From (6.6) the LSB current required to obtain a 2V tuning range is calculated:
ILSB =
2V
(28 − 1)Rf (6.7)
The LSB current should therefore be matched to the nmos device parameters and the
resistor corner. These can vary significantly from wafer to wafer, and are subject to mis-
matches due to subthreshold operation. While there are several current reference circuits
presented in literature that do or can be adapted to fulfill the matching against the process
variations, e.g. [72–74], their mismatch would still be too large to obtain a well defined
bias current, and thus require tuning after the chip production. Instead, the bias current
of the DAC is generated based on an external voltage source from a reference voltage cir-
cuit 2. Figure 6.5 shows the schematic diagram of the reference generator circuit. The
reference current is defined by the voltage drop across the resistor Rr, which is a replica
of the resistors in the DAC circuits. The voltage drop is fixed to the external reference
voltage vref = 1.2V by the operational amplifier and M1. This generated current is copied
through a cascoded mirror (M2-M5) to the transistor Mr which acts as the half mirror of
the DAC array transistors which are sketched in the red box. This makes the current in
the voltage DAC array independent of process, supply voltage and temperature variations
(not considering the PVT variations of the reference voltage source on the board). Due to
the subthreshold operation of the bias generator, the operational amplifier and mirror will
show some mismatch and offset. Also the reference voltage will have some variations at the
mV level. Since the replica resistor is composed of many unit-size resistors connected in
series, the variations can be compensated on the chip level by shorting some of the resistors
in the ladder.
The bias current is also used for other blocks requiring a subthreshold current reference3.
Also the reference voltages required by the front-end blocks are generated by this block,
2These reference circuits are commercially available with very small voltage spread, temperature coefficient
and supply current, which makes them a better solution than the use of an internal band-gap circuit.
3e.g. the operational amplifier of the voltage DAC, the subthreshold DACs for the pedestal holders and
bias currents for the input stage used in power pulsed operation
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Figure 6.6: Block diagram of the charge measurement branches in the KLauS4 front-end
channel.
such as the 0.6V pedestal voltage for the analog branches and the 1.2V reference voltage of
the voltage DAC. They are tapped from the replica resistor and distributed to the channels.
Since even the operational amplifier in the reference circuit is biased by the same current
it is supposed to generate, a start-up circuit (see e.g.[54], Ch. 4) is implemented to ensure
the feedback loop enters the correct stability point after enabling the supply voltages to the
chip.
6.3.3 Charge collection and noise filtering
The signal current pulses from the sensor are buffered by the input stage and copied to
the later processing stages by the nmos mirrors in Figure 6.3. Two of these branches are
devoted to the charge measurement, with the distinction of different scaling factors of the
charge to cover different signal ranges. The two stages are called high gain stage for the
small charges, and low gain stage for the large charge region spanning the full dynamic
range of the sensors. The dynamic range of the high gain stage is selected such that the
signal of single pixel hit for 10µm pixel-pitch SiPMs can be digitized without having an
effect from the limited resolution of a 12 bit ADC with a dynamic range of ±1.8V and bin
size of about 800µV. The scaling factor of the low gain stage is selected such that the full
dynamic range of such sensors, 150pC for an overvoltage of 2.5V and the unlikely situation
of all pixels firing at the same time, is still covered.
In Figure 6.6, the blocks used in each of the charge measurement branches are shown.
The signal current from the input stage is copied and integrated on a capacitance and thus
converted to a signal voltage. As explained in Chapter 6.3.1, the signal current must be
copied using an NMOS mirror to the later stages to be able to switch to the 1.8V supply
rail in these blocks to save power. The current is copied once more using a PMOS mirror
connected to the 1.8V supply rail, which allows to cascode the mirrors in order to achieve
a good linearity and large dynamic range in the charge measurement. The voltage signal
after the charge integration is passed to a pulse shaper to provide a well defined pulse shape
with smooth peak such that the peak voltage can be sampled by the ADC connected to
the output of the front-end. Given the two different branches which are both connected
to the same ADC and dynamically switched with the same sampling time, it is important
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Figure 6.7: Schematic sketch of the charge integration block used in the high gain stage.
that the peaking time for both branches is matched. The pedestal voltage also needs to be
well defined, which is provided by a low frequency pedestal feedback circuit in each of the
branches. In the following paragraphs, a more detailed description of the individual blocks
and their contribution to the overall transfer function will be given.
Charge integration and shaping
A schematic diagram of the charge integration circuit used in the high gain branch, including
the half mirror of the input stage and the pmos mirror, is shown in Figure 6.7. Both mirrors
are cascoded to acheive a good charge measurement linearity. The cascode for the input
stage half-mirror M1 is biased dynamically by shifting the gate voltage of the mirror using
a source follower (Ms and the current souce Ib). In this way, the Vds of the half mirror
tracks the drain-source voltage difference of the mirror input transistor.
The pmos mirror (M3,M4) is cascoded utilizing transistors with different threshold volt-
ages available in the UMC180 technology. The cascodes M2 and M5 have a lower threshold
voltage compared to M3, M4. Vds(M3,M4) is therefore given by the difference of the
gate-source voltages of the cascode and mirror transistors. In the implemented circuit, the
cascode and mirror pairs have almost the same size, and the drain-source voltage is approx-
imately given by the threshold voltage difference in the absence of a signal. With a current
pulse copied by the mirror, the Vds(M3,M4) get smaller and the integrator output voltage
at the drain terminal of M5 rises. By properly fine tuning the transistor ratios of the mirror
and cascode pairs, a good linearity is achieved.
Neglecting the input stage frequency behaviour, the signal shape exhibits an exponential
decay with time constant τi = RiCi, where Ci is the integrating capacitor defining the
charge dynamic range, and Ri is the resistance discharging the capacitance.
Figure 6.8 shows the schematic diagram of the active filter used for shaping the pulse.
It is based on the Sallen-Key topology introduced in Chapter 4.2, providing a second or-
der transfer function with two complex-conjugated poles. With τs = 2C1R1, the transfer
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Figure 6.8: Schematic sketch of the active filter used for pulse shaping
function of the integration stage and shaper is given by
Hi,s(s) =
τi
Ci (1 + sτi)︸ ︷︷ ︸
Hi(s)
· 2
(sτs + 1 + i) (sτs + 1− i)︸ ︷︷ ︸
Hs(s)
(6.8)
The transfer function also includes the gain of 2 in the shaper, which is given by the
resistors R2 in the negative feedback loop of the operational amplifier. The peak amplitude
seen at the integration stage is reduced in the active filter, which would result in a reduced
linear range due to the voltage clipping at the integration node before the shaper reaches
it’s maximum output voltage. The gain factor is introduced to ensure the shaper amplifier
is always saturating first, which provides the best linearity over the full output range of the
analog front-end.
If the time constants of the shaping and integration stage are made equal, the pair of
complex poles introduced in the shaper in combination of the integration pole yield an
output pulse response which is flat at the peak, mandatory for the peak sampling by the
ADC, and has a short tail to reduce the effective noise term from the DCR pile up events
as discussed in Chapter 5.3. The inverse Lapace transform of the shaping system including
the gain factor it is given by
h(t) =
2
C1
e−
t
τs
(
1− cos
(
t
τs
))
(6.9)
The peak voltage of Vpk = h (piτi/2) = 2C1 e
−pi/2 is only dependent on the gain factor and
integration capacitance. Thus, the dynamic range of the channel is given by the integration
capacitance C1 and the signal current scaling factor of the branch given by the mirror ratio
(1:1 for the high gain branch). The amplitude is also independent on the shaping time, at
the assumption that the input pulse from the input stage is a delta function. Of course this
is not true, and the peak voltage is reduced if the bandwidth of the input stage comparable
with the bandwidth of the shaper. This effect is called the ballistic deficit and poses a lower
limit on the shaping time that can be used without degradations due to the input stage
response. For τs ≈ 10 · τisg, the input stage poles can be neglected in the calculation. Since
the shaping time of the system plays a key role in the noise performance of the channel,
also the ballistic deficit should therefore be considered to reach the optimum signal to noise
ratio. The noise analysis of the channel will be conducted in Chapter 6.3.4.
70
6.3 Analog front-end
Pedestal voltage stabilization
The pedestal voltage at the integration stage and shaper output is not well defined because
the DC current copied from the input stage is subject to variations from the process and
transistor mismatch in the bias circuit and mirrors. It is fixed using an additional reg-
ulation circuitry with a small bandwidth compared to the integration and shaping time
constant. The circuit block used for the pedestal voltage regulation is labeled ped-feedbk. in
Figure 6.6. Since the shaper circuit is DC coupled, the feedback current is generated from
the shaper output, mitigating the offset and the 1/f noise from the shaper amplifier. The
pedestal voltage is compared with respect to a reference pedestal voltage, and a feedback
current is added to the input stage DC current before the PMOS mirror. Since the DC
voltage at the integrating node is defined by the input DC current and the resistance of the
integration circuit, the pedestal is stabilized and low noise components are filtered. The
transfer function of the full chain including the pedestal feedback is given by
H =
Hi,s
1−HLFHi,s (6.10)
where Hi,s is the transfer function for the integration and shaping stages and
HLF =
A
1 + s/ω0
(6.11)
is the transfer function of the pedestal holder amplifier with DC transconductance A and
3dB bandwidth ω0. The output response including the pedestal feedback is not shown here
due to it’s length and the limited insight it can give to the circuit. The feedback introduces
an undershoot to the pulse with an amplitude much smaller than the peak voltage and with
a long decay time constant. It has been used in Chapter 5.3 to separate the different parts of
the signal adding to the DCR pileup noise term, see Figure 5.5. As it has been discussed in
the same chapter, this undershoot component has no significant impact on the pileup noise
term due to the dark count pulses as long as the undershoot is small compared to the pulse
amplitude. The parameters of the feedback are thus selected to obtain the best signal to
noise ratio including the electronic noise only. Some further adjustments are performed in
order to match the peaking time of the two charge measurement branches and to optimize
the pedestal voltage settling during power pulsing.
Low gain branch and scaling options
As discussed in the beginning of this chapter, two charge measurement branches are im-
plemented in each channel to cover the full dynamic range of the sensors. For the low
gain stage to cover the large charge region, the signal current is copied to the integration
capacitor with a scaling factor of 6:1 in the input stage mirror (Transistors M2, M2L in
Figure 6.3), and a scaling factor of 6:1 in the PMOS-mirror of the integration block (Figure
6.6). Including the larger integration capacitor for the low gain stage, a total scaling factor
of about 60 is reached. The different scaling factor results in very different DC currents in
the PMOS current mirror for the low gain branch. Therefore, the polarity of the feedback
current is different for the two stages: For the high gain stage, the current is sourced to the
input stage mirror transistors for the purpose of power saving, minimizing the DC current
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copied to the integration branch. For the low gain stage, the current through the PMOS
mirror output would be too small using this approach, keeping the PMOS mirror from
working as intended. The feedback current is therefore added to the PMOS mirror input.
While the DC currents are smaller in the low gain branch, the signal currents that need
to be covered are much larger. Since also the gate source voltage of the input stage mirror
transistors sees a much larger swing for this charge range, the cascode transistor M1 shown
in Figure 6.6 would no longer be effective since it can not follow the swing of the input stage
transistor. An NMOS cascode is therefore not used in the low gain charge measurement
branch.
In order to properly merge the data after processing in the two separate stages in the
later data analysis, the inter-calibration factor needs to be known precisely. As a result of
component mismatch during the chip production, this parameter can vary for every channel
and has to be extracted by measurement. This requires an overlapping signal region where
the high gain stage is not saturated and the low gain stage already provides a measurable
response. Since the scaling factor between the two stages is quite large, this requirement
is not met and an additional switch is added to the input stage mirror to provide a scaling
factor of 7:1 compared to the high gain response. This setting will be denoted by MG in
Chapter 7, where the characterization measurements will be discussed. Two examples for
possible inter-calibration methods methods will be presented in chapters 7.4 and 7.7. In
both cases, the response at the HG/LG crossover point given by the threshold of the gain
selection comparator will be used. Since this method is not assuming or inferring linearity
for the inter-calibration, it allows to actually confirm linearity over the full matched range,
but requires the overlapping region with sufficient lever arm to extract the response.
Interstage loading effects
In the above discussion of the overall transfer function given by (6.8), it has been assumed
that the integration and shaper blocks are separated and not affecting each other. The
shaper however has a finite input impedance which is seen by and loads the integration
stage. The input impedance of the shaper is given by
Zi,s =
R1
(
s2τ2s + 2sτs + 2
)
s2τ2s + sτs + 1
(6.12)
The transfer function of the integrator and shaper system are modified by the loading
term, effectively the impedance of the R-C integrator is parallel connected to the input
impedance of the shaper, yielding
Htot =
(
τi
Ci (1 + sτi)
‖ Zi,s
)
· 2
(sτs + 1 + i) (sτs + 1− i) (6.13)
The loading term is proportional to 1/R1 and adds two poles and zeros to the system,
effectively increasing the integration time constant τi and reducing the signal amplitude at
the shaper output. The resistors in the shaper also introduce noise and can not be made too
large to reduce the loading effects. They have been selected to yield the best signal to noise
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Figure 6.9: Schematic diagram of the input stage including the noise sources
ratio. Since the integration capacitor is different for the two stages, also the change in the
pulse shape is different for the two. This effect is compensated by adjusting the integration
time constants and pedestal holder transconductances.
6.3.4 Noise analysis
After the full processing chain has been discussed in the previous sections, the noise analysis
of the front-end can be conducted. The noise seen at the analog output is generated by all
of the noisy components in the processing chain and can equivalently be described by noise
current and voltage sources at the inputs of the building blocks of the front-end. Here, the
noise analysis will be performed only for the high gain branch, where the noise performance
is of particular interest and the dominant noise comes from the input stage. Only for the
low gain branch where the signal current of the input stage is scaled to achieve the large
dynamic range, the noise from the integration and shaping stage become relevant. Thus, the
noise from the integration stage, shaping and feedback circuits will be ignored in the noise
analysis, and a scaling factor of 1 between the input and the integration stage is assumed as
it is the case for the high gain branch4. The noise current is then generated by all transistors
in the input stage including the bias current generator (a pmos transistor, Ms), the voltage
noise of the DAC propagated through the input stage to the detector capacitance, and the
mirror output transistor M2o of the input stage (M2h in parallel to M2h’ in Figure 6.3) with
a transconductance of gm2.
Based on their frequency behaviour and dependence on the detector capacitance, three
different noise terms can be separated: The parallel noise, modelled by a current source
parallel to the input terminal of the channel, the series noise term described equivalently as
a voltage noise source connected in series to the input, and an internal noise current added
to the signal current before the integration stage.
For the noise analysis of the input stage, the system of small-signal equations used to
derive the input impedance (6.1b) is extended adding the gate referred noise voltages to
every transistor of the input stage. Figure 6.9 shows the schematic diagram of the input
4In the normal 1:1 scaling configuration, i.e. the switch selecting the high gain dynamic range is closed in
figure 6.3
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stage including the noise voltage sources and the sensor modeled by the lumped total ca-
pacitance. The equation system composed of the input node, feedback node and output
node and current equations is given by
0 = in + sCdvi + gmsvns − gm1 (vf + vn1 − vi) (6.14a)
0 = gm3,eff (vn3 + vo)− gm4 (vn4 + vn,DAC − vf ) (6.14b)
0 = gm1 ((vf + vn1)− vi) + gm2 (vn2 + vo) (6.14c)
io = gm2 (vn2o + vo) (6.14d)
where vnX are the noise voltages of the input stage transistors with transconductance gmX
(the subscript ∗ns stands for the bias current source parameters), vn,DAC denotes the noise
of the voltage DAC, gm3,eff is the effective transconductance of M3 including the triode
(6.4) and io is the output current copied to the high gain branch.
Solving the equation system for io yields the noise current density depending on all noise
(voltage and current) sources seen at the output of the mirror. They can be separated
into the tree classes of noise transfer functions by taking the partial derivatives ∂io∂vnX and
∂io
∂in
. Using the definition of the input impedance (6.2), the transfer functions of the noise
components simplify to
∂io
∂vn1
=
∂io
∂vn4
=
∂io
∂vn,DAC
= −Hser (6.15a)
∂io
∂vn2
= −gm2Hpar − gm2
gm1
Hser (6.15b)
∂io
∂vn3
=
gm3,eff
gm4
Hser (6.15c)
∂io
∂in
=
∂io
∂vns
1
gms
= Hpar (6.15d)
∂io
∂vn2o
= gm2 (6.15e)
with
Hser =
sCd
1 + sRinCd
(6.16a)
Hpar =
1
1 + sRinCd
(6.16b)
The different noise components can be understood as follows: The series noise components
generate a noise voltage on the feedback node which generates the same noise voltage at the
input node. This noise voltage is converted to a noise current by the sensor capacitance,
which has an impedance of 1/(sCd). The parallel noise currents are parallel to the current-
sensitive input and thus not affected in this way. The total noise current is sensed by the
input stage with a finite input impedance. It is shared by the parallel connected Rin and
Cd, which yields the pole at −1/(RinCd) in both noise transfer function terms.
The total noise voltage seen at the output of the front-end is calculated using the noise
74
6.3 Analog front-end
integral (5.7) and the noise voltage densities generated by the transistors (4.7, 4.8). In
order to be able to calculate the noise integrals for the different noise components, further
simplifications need to be made.
In the noise voltage densities generated by the transistors, the low frequency 1/f noise will
be neglected. For the transistors contributing only to the series noise, the low frequencies
are already suppressed by the current sensitive readout scheme which adds a zero at f = 0.
The most significant contributor of 1/f noise for the parallel noise is the current noise
source. Since this transistor is connected to the input terminal where the total capacitance
connected to the net is already large from the detector itself, the 1/f noise can be reduced
by increasing the transistor area (compare Equation 4.8) without sacrificing bandwidth.
Further, the voltage noise generated by the DAC is not broad band, but has a cut off
frequency in the order of 10kHz and only shows up as a series noise term. Since the
pedestal holder circuit is sensitive to these frequencies, this low frequency noise is filtered to
a large extend. Thus, it is acceptable to neglect this noise component in the calculation. On
the other hand, the thermal noise is broad band. The pedestal holder bandwidth is placed
much lower the bandwidth of the integration and shaping system. The low frequencies
filtered by the pedestal feedback are not contributing significantly to the noise integral and
the pedestal feedback can be neglected. The overall noise transfer functions are then given
by Hser × Hs,i, Hpar × Hs,i, Hs,i for the tree noise species, simple enough to allow the
calculation of the noise integral.
For the series noise term, the integral is given by
σ2v,ser = Ds ·
∫ ∞
0
|Hser(i · 2pif)Hi,s(i · 2pif)|2 · df
= Ds · 2C
2
dτ (3RinCd + τ)
5C2int (RinCd + τ)
(
2RinCdτ + 2R
2
inC
2
d + τ
2
) (6.17)
with the series noise voltage densities Ds generated by the transistors M1-M4 and the
voltage DAC, using (4.7) for all the series noise components collected from (6.15):
Ds =
8kbT
3
(
1
gm1
+
1
gm4
+
(
gm2
gm1
)2 1
gm2
+
(
gm3,eff
gm4
)2 1
gm3,eff
)
(6.18)
The integrated parallel noise term is calculated in the same way collecting all parallel
noise terms,
σ2v,par = Dp ·
∫ ∞
0
|Hpar(i · 2pif)Hi,s(i · 2pif)|2 · df
= Dp ·
τ2
(
9RinCdτ + 10R
2
inC
2
d + 3τ
2
)
5C2int (RinCd + τ)
(
2RinCdτ + 2R
2
inC
2
d + τ
2
) (6.19)
with the total parallel noise current density
Dp =
8kbT
3
(gm2 + gms) (6.20)
The internal noise is generated by the output transistor of the mirror only. Here, only
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the frequency response of the processing stages have to be considered.
σ2v,int =
8kbT
3
gm2 ·
∫ ∞
0
|Hi,s(i · 2pif)|2 · df
=
8kbTgmiτ
5C2int
(6.21)
To study the optimum parameters of the readout chain, the total noise seen at the output
is obtained by adding all noise terms of the front-end, the effective noise term from DCR
pileup, and the ADC quantization resolution (5.27) in quadrature:
σn =
√
σ2v,ser + σ
2
v,par + σ
2
v,int + σ
2
pu + σ
2
ADC
Apart from the transistor transconductances, the function has two free parameters: The
shaping time constant and the detector capacitance. The latter can be estimated pessimisti-
cally as 75pF for typical sensors of 1.3mm2 plus the routing parasitics on the circuit board
in the mathematical calculations. The dependency on the detector capacitance is however
relevant for the characterization. By measuring the noise as a function of the capacitance
at the input, the different noise terms can be separated. Figure 6.10a shows the noise com-
ponents of the front-end as a function of the shaping time constant. The series noise term
is generated by the detector capacitance and therefore only dominant at high frequencies
(small shaping time). On the other hand, the parallel noise increases with the shaping time
constant as the timescale of noise integration gets longer. The optimum shaping time to
obtain the lowest noise depends on the detector capacitance and dark count level. For small
detector capacitances the parallel noise term always dominates the total noise, assuming
reasonable shaping time constants in view of the power budget (Cd = 75pC and τ ≈ 50ns).
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Figure 6.10: Noise components of the KLauS4 front-end. a) Sum of all electronic noise
terms.
b) Individual contributions of the input stage transistors.
In Figure 6.10b, the contributions for the individual noise terms are shown separately.
The input transistor has a small contribution to the noise as the transconductance is large
to reduce the input impedance. MS in the Figure shows the contributions of the bias
current source transistor adding to the parallel noise. A small transconductance gms limits
the input voltage tuning range (6.3) as Vdsmin,SRC is increased, and increases the effect of
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Figure 6.11: a) Ballistic deficit due to the limited input stage bandwidth. The blue line
gives the output response for an unlimited bandwidth and zero input impedance of the
input stage, whereas the yellow line gives the pulse response for an input stage bandwidth
of 20MHz. b) Signal to noise ratio for a single pixel signal of 15fC under consideration
of electronic noise, pileup due to dark count pulses, limited ADC resolution and ballistic
deficit.
power supply noise on the bias current. The most important parameter is the choice of gm2.
The transistor contributes to both the series and parallel terms and is one of the biggest
contributors to the overall noise. M2 also fixes the dimensions of mirror output transistor,
which is also a significant term. In fact, the transistor needs to have a relatively large
transconductance to obtain the dynamic range delivered by the sensors. For large signals,
the current fed through the input and copied by M2 is causing a swing at the gate of M2.
For too small gm2, the voltage swing is too large for the connected cascodes to follow, as
they require some voltage headrooms in order to work as intended. This would introduce
significant nonlinearities in the charge measurement. Thus, a compromise between noise
performance and the dynamic range needs to be found for the size of the mirror transistors.
For the optimization of the shaping time constant given by the optimal single pixel signal
to noise ratio (5.2), the input stage frequency response must also be considered. If the
dominant poles of the input stage current transfer function are placed not much higher than
the pole of the integration stage, the signal amplitude is decreased as the time constant of the
current pulse is comparable to the discharge time constant of the RC-integrator circuit. This
effect is known as the ballistic deficit, and yields a reduced signal amplitude for smaller time
constants. As a rough estimation, the input stage is modelled by two poles at a frequency of
20MHz, a result obtained from circuit simulations5. Figure 6.11a shows a comparison of the
output signal shape without and with the input stage bandwidth limitation included for a
shaping time of 50ns. The reduced signal amplitude affects the pile-up noise contributions
since it is proportional to the signal height and deteriorates the signal to noise ratio for
integration time constants approaching the characteristic time constant of the input stage.
Also the contribution from the limited ADC quantization resolution is increasing. Figure
6.11b summarizes the signal to noise ratio analysis for a charge of 15fC (i.e. very low
gain SiPMs), given as a function of the integration time constant. In the calculation, the
electronic noise, DCR pileup, ADC resolution and ballistic deficit are included.
5A more detailed calculation of the ballistic deficit for the KLauS input stage was carried out in [5],
including the most relevant parasitics in this design
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The contributions from the DCR pileup are taken from the monte-carlo simulations shown
in Figure 5.6, assuming a dark-count rate of 100kHz. This noise term turns out to have
almost the same magnitude as the noise from the mirror transistors. The quantization reso-
lution is given by the bin size of 800µV, as obtained from a differential ADC with a dynamic
range of ±1.8V and 12 bit resolution. The optimum value of about 40ns has been chosen for
the design. Because the calculation only includes the noise sources most important for the
design optimization, the calculated signal to noise ratio can not be acheived in reality. Even
though the calculation has undergone significant simplifications and all the parasitics in the
input stage as well as other noise sources have been ignored, numeric circuit simulations
yield a very similar result for the optimum shaping time, and an equivalent noise charge of
about 4 fC. From the above calculations, a general contradiction valid for most common-
gate input stage topologies is apparent. To be able to use a small shaping time to reduce
noise contributions from the DCR pile-up, the input impedance should be made small to
minimize the ballistic deficit. This on the other hand generates large currents that have to
be processed by the input stage, requiring that the mirror transistors are large to obtain a
good linearity. This generates larger parallel noise contributions, pushing the ideal shaping
time and thus bandwidth further. This ultimately leads to a higher power consumption,
and a compromise between power, signal-to-noise ratio and linearity has to be made.
6.3.5 Comparator
For the generation of time stamps of the charge pulses, a comparator circuit is implemented
in the chip. Since the channels shall be operating in an autotriggered fashion, the ADC
conversion is also started only if the charge pulse exceeds the comparator threshold. Figure
6.12 shows a simplified6 schematic diagram of the comparator block. Since the require-
ments on the time resolution of less than 1 ns for the AHCAL are relatively easy to achieve,
the signal current copied from the input stage is scaled in order to reduce the power con-
sumption. The copied current is compared against a digitally controllable threshold current
ith. The threshold current is the sum of a current generated by a 6-bit digital to analog
converter common to all channels to set the coarse threshold globally, and a 4-bit DAC for
each channel used for fine adjustment of the threshold. This allows to mitigate different
SiPM operating conditions or parameters, and allows to remove differences in the channels
due to mismatch. If iin < ith, the voltage at the comparing node comp in Figure 6.12 is
at a logic high level. Once the input current is larger than ith during an incoming charge
pulse, the comparing node reaches a logic low state, and the comparator fires. The input
stage and threshold current mirrors transistor (M2t in 6.3 and M3, M0 in the comparator
block) are cascoded to achieve a large impedance at the comparing node, which increases
the voltage swing. The cascode transistors M1 and M2 are kept small to minimize the
parasitic capacitance at the comparison node, which increases the comparison speed and
thus reduces the timewalk effect.
The comparator core composed of the decision gate (M9, M10) and the "push-pull" gate
(M5-M8) is based on the current comparator of Traff [75], which has been extended by
6For the simplified schematic, some logic inverters between the digital latch and the comparator core have
been omitted, leaving the actual logic the same. Also the power connections of the digital gates are left
out; They are supplied by the digital power supply while the comparator core is supplied by the analog
1.8V supply rail as indicated in the figure.
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Figure 6.12: Schematic sketch of the KLauS comparator branches
additional digital circuit to avoid glitches at the comparator output. The voltage at the
comparison node is discriminated by a simple digital inverter optimized for minimum input
capacitance and threshold voltage. For small charge pulses, the comparison node passes
the threshold voltage slowly, which increases the decision time and eventually generates
glitches at the output of the inverter (node 1 ). To enhance the speed of the comparator,
the output of this decision gate is used in a positive feedback configuration: In the idle
state of the comparator, node 2 is at a logic high level causing transistor M8 to conduct
and M5 to be open. The output of the gate M5-M9 will sink current from the comparing
node if 1 is at logic high level and is at high impedance otherwise. Once the voltage of
the comparing node falls below the threshold voltage of the comparing gate a logic high
level appears at the gate of M7, and the push-pull gate rapidly pulls the comparison node
to a proper logic zero. To further process the comparator output, the discrimination pulse
is buffered and stored in an RS-latch.The output of the latch is sent to the later digital
circuits to generate timestamps and initiate the ADC conversion. In addition, it is used to
generate the direction signal for the push-pull gate, ensuring the recovery of the comparator
after the trigger is registered in the latch. After storing a trigger hit, the comparator core is
masked and not generating new triggers, which reduces the noise on the power lines due to
digital switching activity. After a low going pulse on the rst pin, the comparator is ready
to generate new triggers. If permanently pulled low, the pin also serves as a mask flag
controlled by the configuration interface in the digital part of the chip, allowing the user to
disable activity from this channel. The second comparator implemented in the front-end is
used for the automatic gain selection. The threshold of this comparator is set much higher ,
≈ 2pC close to the maximum dynamic range of the high gain branch, and does not need to
be defined as accurate, and a separate DAC for fine-adjusting the threshold is not required.
While the comparator core is the same as for the main comparator, the digital control logic
is designed different to allow trigger signals also after the hit has been registered in the
RS-Latch. This feature is used to allow the registration of a single bit information on large
signals sensed while the ADC is busy from a preceding trigger.
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6.4 Analog to Digital Converter
After the charge signal has been processed by the analog front-end, the charge information
is available as a pulse with well defined shape and amplitude proportional to the charge
at the output. The peak voltage is sampled and then converted to a digital code word by
the ADC. The peak voltage sampling implemented in the chip will be discussed in section
6.5. As discussed in the beginning of this chapter, a quantization resolution of up to 12
bit is required for low gain SiPMs during calibration. In other cases, a 10 bit resolution is
sufficient. In order to limit the dead time of the channel after a hit, the ADC block should
allow conversion speeds in the order of 400 ns excluding the sampling time. The power
consumption can be minimized further by disabling the ADC blocks with a static power
consumption, since the event rate is small and the ADC will be in an idle state most of
the time. Given the large number of channels in the detector system, the calibration of the
ADC with respect to the correction of nonlinearities should be straight forward and ideally
static after the chip production such that the calibration measurements only need to be
performed once during detector commissioning.
ADC architecture
From the different ADC topologies known in literature (see e.g. [76]), the pipelined ADC
and the Successive Approximation Registration (SAR) ADC fit the requirements on the
sampling rate and resolution best [77]. A survey comparing a large number of published
ADC designs from different conferences [78] shows excellent power efficiencies for ADCs in
both pipeline, SAR and combinations of both. For the KLauS ASIC, the ADC will convert
the analog signal only after a trigger from the comparator which allows to fully switch off
the ADC to significantly save power given that the occupancy per channel is small. An-
other speciality is given by the fact that the quantization resolution required for the SiPM
digitization is dependent on the gain of the used sensor and the mode of operation since
in the standard calibration procedure of the AHCAL, the single photon spectra are only
recorded in calibration runs.
While the survey can give hints to designs suiting the application best, it can not give a
definite answer on the ideal topology since most of the converters presented in the publica-
tions are designed in smaller technologies and operated in continuous sampling mode, which
should be considered the standard case of most ADCs in other applications. Given the spe-
cial needs for the ADC in KLauS, the block should always be tailored to the requirements.
The block diagram in Figure 6.13a shows the basic architecture of a SAR ADC. After the
analog voltage is sampled and held on an internal node of the ADC using the sampling
switch (S&H block in the figure), the digital code word, i.e. the digital representation of the
analog voltage, is searched by successively reconstructing the stored analog voltage using
a voltage DAC. Figure 6.13b gives an example of the approximation process for a 4-bit
SAR ADC. The x-axis refers to the conversion step i where the bit bi of the ADC code is
sampled. On the y-axis, the residual voltage difference between the sampled input voltage
and the output of the DAC is plotted. The voltage generated by the DAC is fed back to the
comparator, which gives the necessary information for the search algorithm. The DAC is
controlled by a digital logic block which is implementing the search algorithm. After each
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Figure 6.13
comparison, the DAC code is changed according to the comparator decision and the range
of possible code words matching the analog voltage is reduced by 1/2 using a binary search
algorithm. For a conversion with N bits of quantization resolution, a voltage DAC with a
resolution of N-1 bit is required, and the conversion is finished after N comparison steps.
Since a clock much faster than the desired sampling speed is required, the conversion speed
of such SAR ADCs is typically limited up to orders of 10MHz for mixed-mode technologies
above 130nm. The quantization resolution is dependent on the quality of the DAC which
will govern the nonlinearities introduced by the ADC. This limits the achievable resolution
depending on the technology and implementation of the DAC, typically to a maximum
dynamic range of 12 bit.
For the targeted application of the KLauS ASIC, where only the peak voltage needs to
be digitized rather than the full waveform, the average rate of events to be converted is
small, but the conversion speed should be high enough to avoid long dead-times beyond
the collision period of the ILC. A distinct feature of the SAR ADC is that the power
consumption scales with the conversion rate, which makes it a good choice for KLauS. Since
the nonlinearities introduced by the ADC are governed by production tolerances and the art
of circuit layout, the nonlinearities are fixed after the chip production, and the calibration
only needs to be performed once. For CALICE detectors with millions of channels in the
system that need to be calibrated this is an important aspect. The SAR ADC structure is
chosen for the KLauS because of the calibration stability and lower power consumption at
small conversion rates.
10 bit SAR ADC
The main part of the ADC implemented in the chip is shown in Figure 6.14. It is designed
in a differential topology which allows to also track changes in the reference ground used
by the front-end, and ensures a symmetric layout. At the positive input of the ADC, the
analog output of the front-end is sampled, whereas the local ground potential of the channel
is sampled at the negative input. This reduces the effect of ground potential changes along
the supply lines, especially for channels placed in the middle of the ASIC. The voltage
at both inputs is sampled and held using bootstrap switches based on the design in [79]
[80]. The bootstrapped operation allows to minimize nonlinearities from charge injection or
the switch impedance, which would vary with the signal amplitude using a normal single-
transistor switch. The schematic and operation of the implemented switch is discussed in
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Figure 6.14: Block level schematic of the 10-bit SAR-ADC
Appendix A.
The sampled voltage is stored on an array of metal-in-metal (MIM) capacitances avail-
able as a special metal layer stack in the UMC180 technology. The differential pair of
capacitors also implement the voltage DAC. After sampling the input voltage, the sampling
switches are opened, leaving the nodes connected to the comparator floating. By changing
the initially fixed reference terminal of the capacitors in every step of the approximation
procedure, the voltage difference at the compared node is changed and compared. In this
sense, the ADC is minimizing the difference of the sampled input voltage and the voltage
change introduced by the DAC. The capacitor DAC generating the voltage changes are
implemented using individual capacitor blocks C[i] and C ′[i] for the positive and negative
comparison nodes. Each capacitor is composed of a number of unit size capacitors with
Cu ≈ 33fF, indicated by the capacitor values in Figure 6.14. For a binary DAC with a
resolution of N bits, 2N+1 − 1 unit size capacitors would be needed. To reduce the chip
area and total capacitance at the input of the ADC which needs to be driven by the shaper
amplifier in the front-end, the capacitor array is split into two sub-arrays, the MSB and LSB
array. They consist of capacitors C[i] with i = L . . .N − 1 and i = 1 . . . L− 1 for the MSB
and LSB array, respectively. The two sub-arrays are connected by a bridge capacitor of unit
size. By the series connection of the bridge and LSB array capacitances, the effective capac-
itance of the LSB array capacitors seen at the comparator input is attenuated to achieve
a linear switching behaviour. At the beginning of the conversion, all capacitor reference
planes are connected to the vref_cm voltage at 0.9V. During the approximation procedure,
the capacitor starting with the highest order are switched to either vref_vcc at 1.8V or
vref_gnd at 0V depending on the last comparator decision. This changes the potential at
the comparing nodes which initially hold the sampled voltage. The lower (negative) side of
the differential capacitor array is switched to the opposite potential (vref_gnd instead of
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vref_vcc and vice versa). Together with the appropriate digital control logic, this monotonic
capacitor switching implementation can reduce the power consumption from the charging
and discharging of the capacitor banks and is one of the most efficient implementations
presented in literature [81]. The differential voltage change at the comparator inputs when
switching the back-plate potential of capacitor i is given by
∆i = Ceff [i] · Vref · CB + CL
CM · (CB + CL) + CB · CL (6.22)
Where CB is the bridge capacitor of unit size, Vref is the voltage change of the reference
potential (±1.8V including the differential topology of the DAC), CM and CL are the total
capacitances of the MSB and LSB arrays and Ceff [i] is the effective capacitance of the
switched capacitor pair C[i],C ′[i] seen at the comparator input:
CL =
L−1∑
i=1
C[i] =
L−1∑
i=1
2i · Cu (6.23a)
CM =
N−1∑
i=L
C[i] =
N−1∑
i=L
2i−L · Cu
(6.23b)
Ceff [i] =
{
C[i]
C[i] · CBCB+CL
=
{
Cu · 2i−L for i = N − 1, . . . , L
Cu · 2i · CBCB+CL for i = L− 1, . . . , 1
(6.23c)
For the MSB array capacitors (i ≥ L), the effective is the same as the actual capacitance
Ci. In case of the LSB array capacitors (i < L), C[i] is attenuated by the bridge. While
the total number of capacitors M + L defines the quantization resolution minus the sign
bit of the DAC, the splitting fraction L is a design parameter that needs to be selected. A
splitting fraction of 5:4 (i.e. L = 5) is chosen in the design as a compromise between low
input capacitance and matching requirements of the bridge capacitor. As the conversion
proceeds, the residue voltage difference sensed by the comparator is minimized by the
binary search algorithm. The LSB bin size of the ADC in absence of additional parasitic
capacitances is given by
VLSB =
Vref
2M+L − 1 (6.24)
Apparently there is a difference to the ideal bin size (5.28) which reduces the dynamic range
of the ADC even in the ideal case without parasitics. Since the difference is small, this is of
no practical concern here. It will become relevant when the parasitics from the layout will
be added, which will be done in the linearity analysis of the DAC.
The voltage comparator implemented in the ADC is discussed in more detail in Appendix
A. It consists of a dynamic comparator clocked by the digital part to give a logic decision
after each falling edge of the clock, and a amplifier connected before the comparator. The
preamplifier stage is used to reduce the comparator offset, and to reduce the digital kick-
back noise from the output stage of the comparator. The comparator is already designed
to consume only a small amount of power. To minimize the power consumption at low
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Figure 6.15: Core part of the SAR ADC control logic. a) Illustration of the cell connection
giving a 2-bit logic example. b) Single bit logic
event rates, the comparator clock is switched off, and the control logic can be configured
to disable the preamplifier bias current when there is no conversion in progress. This is
possible since the time between the trigger signal and the start of the ADC conversion after
sampling the peak voltage is sufficiently long to allow the settling of the comparator block.
ADC control logic
The SAR control logic realizing the binary search algorithm is implemented as a digital
circuit in the synthesized digital part of the chip. Implemented as a chain of single-bit stages
as illustrated in the example in Figure 6.15a, it handles the registration and approximation
process of the ADC. The single bit stage schematic is shown in Figure 6.15b. It consists of a
d-flipflop implementing a shift register to store the current step of the conversion, also used
to select if the corresponding capacitor should be connected to the common mode potential
or the vcc/gnd potentials. At every rising edge of the conversion clock, the strobe signal is
passed through the shift register, propagating a logic one through the chain of flip-flops. As
the strobe output of the single-bit cell rises to logic one, the current comparator decision
(input comp_des) is stored in a second flip-flop. The strobe output sel[i] and the stored
data signal pol[i] are fed back to the capacitor array changing the reference switches as
listed in Table 6.1. To perform a conversion cycle using a chain of these cells, a logic ’1’ is
asserted at the strobe input of the first cell. When the logic one has propagated through the
chain and appears at the strobe output of the last cell, the conversion is finished and the
logic can be put back to the idle state by asserting a high-pulse to the rst signal. After the
conversion is finished, the registered comparator decisions represent the converted digital
code of the conversion which are then processed in the later digital stages and finally sent
off-chip. Figure 6.16 shows the simulation of a single analog conversion using the 10 bit
ADC implemented in the chip. The higher level digital block controlling the chain will
be discussed in section 6.5, where the interface to the front-end and digital part further
processing the digital data are also included.
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sel[i] pol[i] p-side n-side
0 X vref_cm vref_cm
1 0 vref_vcc vref_gnd
1 1 vref_gnd vref_vcc
Table 6.1: Potential of the capacitor back-planes connected to the charge steering DAC.
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Figure 6.16: Simulation of a 10 bit ADC conversion cycle
ADC linearity
The static linearity of the voltage measurement is mainly affected by the capacitor DAC. At
high sampling rates, also the dynamic performance of the sampling switch, comparator and
the settling time of the DAC determined by the unit size capacitance and the switch resis-
tances are reducing the effective resolution of the ADC as the sampling frequency increases.
Since the conversion speed is still comparably small for the ADC implemented in KLauS,
these effects will not be discussed here. From (6.22), it is apparent that every parasitic
capacitance inevitably added to the DAC due to routing and placing the capacitances in
the array will change the bin size of the DAC and affect the ADC linearity and dynamic
range. Ideally, the linearity criterion for the binary DAC
∆i
∆i−1
= 2 (6.25)
is assured by the specific choice of C[i] and the bridge capacitor. Figure 6.17 shows the
most relevant parasitic capacitances that may occur in the layout, potentially turning into
nonlinearities violating the linearity criterion of the DAC. By adding the parasitics to (6.23),
the voltage changes including parasitics (6.22) is easily calculated and can be used to ob-
tain the ADC linearity given by the bin sizes. Without analyzing the introduced errors
quantitatively, the impact of the different parasitic capacitances shown in the figure will be
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discussed in the following.
For each capacitor C[i] in the array, a parallel connected parasitic Cp[i] is introduced
by the routing and parasitic coupling between the capacitances in the array. In addition,
imperfections during the chip fabrication yield small fluctuations (mismatch) of the actual
capacitance. While these parasitics can be reduced by increasing Cu, the increased routing
parasitics also affect the linearity and an optimum unit size capacitance needs to be found
during the layout optimization process. Also the chip area, loading capacitance at the ADC
input must be considered in this process. To cancel gradual changes of the unit capacitors
over the chip area at first order, a common centroid layout technique [82] is used. In order
to satisfy the linearity criterion in view of the systematic part of Cp[i], also the parasitics
should be scaled in the same way as the C[i] themselves, which is possible by a proper dis-
tribution the individual capacitors in the DAC and carefully adding metal traces to balance
the parasitics. Since the metal trace parasitics are affected by mask misalignments in the
production process, they should be made invariant under small mask misalignments and
minimized to reduce the overall sensitivity on production tolerances such as etching effects.
The design rules posed by the chip manufacturer require a minimum coverage for all metal
layers, the layers below the capacitance also need to be filled and should be connected to an
AC ground potential. The result is a parasitic to ground for the signal lines connected to the
sampling switches and comparator, as well as the signal line of the LSB array (CpM ,CpL).
Both parasitics do not directly affect the linearity of the DAC, but the LSB size changes
as CM (6.23b) showing up in the denominator of (6.22) is modified. With increasing CpM ,
the bin size decreases as the charge on the comparing node is shared between the parasitic
capacitance. While small changes are certainly acceptable, large parasitics reduce the dy-
namic range of the ADC and should be avoided.
The bridge capacitance defines the attenuation factor of the LSB array in (6.23c), and
thus the ∆i’s. The attenuation factor of the bridge capacitance is also reduced by the
parasitic between the LSB array signal line and ground (CpL). This requires the bridge
capacitance parasitics to be adjusted accordingly. Indirectly also parasitics added to CM
have an effect on the nonlinearities due to the changed bin size, requiring CpL and CpB to
be tuned. Since CB is only of unit size, the linearity is quite sensitive to CpB.
Finally, if the two sub-arrays are not separated well enough, cross parasitics between
C[i] Cp[i]
CB
CpB
C[j]
C
pX
CpLCpM
Figure 6.17: Illustration of CDAC parasitics (red) affecting the linearity of the SAR ADC
86
6.4 Analog to Digital Converter
the reference nodes and the MSB or LSB node occur. The parasitic CpX is particularly
important. Here, a reference potential on the LSB side is directly coupled to the MSB
array, "bypassing" the attenuation factor from the bridge capacitor. Thus, the voltage
change at the MSB side is larger. Even for very small parasitics compared to the unit size,
this can have a visible effect, and the arrays are separated by adding dummy capacitors in
the area of the bridge where the MSB and LSB array are the closest.
The nonlinearity of the DAC manifest themselves in varying ADC bin sizes, quantified
by the INL and DNL of the ADC (see chapter 5.5). The size of a bin is given by it’s upper
and lower voltage boundaries dictated by the voltage changes of the DAC. The size of the
bin with code X = {bM+L−1, . . . , b0} consisting of bits (comparator decisions) bi is given
by
W (X) = ∆j −
j−1∑
i=1
∆i, (6.26)
where j is the lowest bit differing from the previous:
bj−1 = bj−2 = · · · = b0 and bj 6= bj−1
As an example, the code X={0, . . . , 0, 1, 1, 1} gives j=4 and W (X) = ∆4 −∆3 −∆2 −∆1.
The DNL and INL are easily calculated using (5.29), (5.30) and the bin size (6.24), mod-
ified by the parasitics. In the linearity analysis performed previously, the capacitors C[i]
and C’[i] were assumed to be the same. In fact, the difference between the differential pairs
is only given by mismatch due to etching or local variances since the systematic parasitics
are generated the same way and are invariant under mask misalignments if the layout is
designed properly. The effect of the differential mismatch is negligible, since they only
generate a change in the common mode voltage between the "n" and "p" side of the dif-
ferential DAC. The ADC output code is then only affected via the common mode response
of the comparator. Thus, the DNL pattern is symmetric around the central bin transition
{0, 1, 1, . . . } → {1, 0, 0 . . . }.
Since the DNL is a linear combination of the physical ∆i errors, the measured DNL pat-
tern can be used to reconstruct the parasitics. Clearly, the number of degrees of freedom
is smaller than the 2N − 2 DNL informations. A repetitive pattern is observed in the DNL
distribution, and only a subset of bin sizes need to be known in order to reconstruct the full
DNL pattern. Since W(X) is only dependent on j, it is useful to define DNLj which holds
all DNL informations.
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Figure 6.18: Schematic sketch of the 12-bit SAR-ADC
12 bit conversion mode
For SiPMs with a very low gain in the order of 105, the quantization resolution of the
ADC presented in the previous paragraph is not sufficient to distinguish the single pixel
peaks. When extending the DAC by two bit to the required resolution of 12 bit, the match-
ing requirements for the capacitor array including the parasitics are much more stringent.
Because a high production yield is preferred, the design of a 12 bit ADC achieving good
linearity in a single stage is hardly possible in the CMOS technology used for the KLauS
ASIC.
To achieve 12 bit quantization resolution, an additional pipelined stage is used to extend
the quantization resolution. In this operation mode, the analog voltage is still sampled by
the 10 bit SAR ADC, but the SAR operation in this converter stage is only carried out
until the 5’th conversion step. The remaining residue voltage is amplified by a factor of
16 and stored in a second capacitor array included in the pipelined ADC stage, where the
amplified residual voltage is further digitized with 8 bit resolution. For the largest expected
residual seen at the first ADC stage, the voltage after amplification spans half the dynamic
range of ±1.8V of the second stage. This ensures that the output dynamic range of the
residue amplification circuit is also not limiting the residual voltage in the case of an offset
voltage of the amplifier which is propagated to the amplified residual. Figure 6.18 shows
the ADC extended with the pipelined stage, for one side of the differential structure. Again,
the pipelined stage is composed of a split capacitor array, in this case with a splitting ratio
of 4:3, and a separate comparator used for this stage. Before the amplifier is tracking the
residue voltage from the main ADC, the capacitor feedback is kept in a reset state by closing
the switches connected to the rst pin. During amplification, the switch is opened and the
pass and hold switches are closed and opened again to first amplify the residual voltage of
the main 10 bit ADC and then hold the voltage on the capacitor array of the second stage
in order to proceed with the conversion. The residual amplification performed to increase
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the quantization resolution will inevitably add nonlinearities to the conversion, which can
be corrected for if the distortions of the amplifier are known [83]. To avoid this additional
calibration step, the amplifier’s open loop gain is made extremely large by using a two-
stage fully differential folded cascode amplifier structure. With the long settling time of 75
ns allowed for the residue amplification, the amplification error is not contributing to the
overall nonlinearity significantly. Figure 6.19 shows the simulation result of a conversion
cycle in 12 bit mode. During the first phase (1) the voltage is sampled and held at the input
of the main ADC where the first 5 bits are registered (2). The residue is then amplified and
allowed to settle for 3 clock cycles (3) and then converted with the second stage (4). The
separate ADC data of the two stages is sent off chip separately and needs to be combined
to a common code in software. For the code of the main SAR, DSAR[9:5] and the code of
the pipelined stage DPIPE[7:0] in decimal representation, the merged code is given by
D12B = DSAR[9:5] ·G+DPIPE[7:0] + C (6.27)
where G denotes the inter-stage gain factor (ideally 16*8 in this representation) and C is
an offset including the comparator offset (ideally 127, i.e. half of the dynamic range of
the pipelined stage). The gain factor G is derived from the closed-loop gain of the residue
amplifier. Due to capacitor mismatch and additional parasitics, the ratio will differ from
the design value and can be adjusted by changing the feedback capacitor in a small range.
Ideally, the gain should be tuned to yield an integer value of G such that all bins are covered
uniformly after merging the information of the two stages.
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Figure 6.19: Simulation of a 12 bit ADC conversion cycle indicating the different conversion
steps as described in the text
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Figure 6.20: Timing diagram illustrating the analog-digital handshake between the hitlogic
and the channel control logic.
6.5 Channel control logic and mixed signal interfaces
After a charge pulse from the sensor has triggered the comparator in the front-end, the
peak voltage is sampled by the ADC, a conversion cycle is initiated and the gain selection
flag and time stamp is stored. Finally, the digital data containing all hit information are
committed to the digital part of the chip combining the data from the different channels.
These processes are controlled in two separate digital blocks: The asynchronous hit-logic
residing in the front-end channel, and the channel control logic which is synchronous to
the system clock. Hand-shake processes are implemented to pass the boundary between
the asynchronous domain of the front-end and the synchronous control logic, as well as the
data interface between the control logic and the later processing stages. This ensures the
hit is always passed to the next stage and blocks further events until the hit has been taken
over correctly.
Front-end to channel control logic interface
Figure 6.20 shows the timing diagram of the handshake process at the interface between the
front-end hit-logic and the channel control logic. By adding a fixed delay to the comparator
output, the sampling signal is generated and directly connected to the ADC’s sampling
switches. After the sampling phase is finished, the hit-logic asserts the start signal. After
the flag has been synchronized to the system clock in the channel control block using a
two flip-flop synchronizer, the busy signal is asserted to notify the hit-logic that the hit
has been taken over by the ADC control logic, which starts the conversion. The busy flag
clears the start signal, finishing the handover process between the two blocks. The busy
flag is kept high until the end of the conversion to block all hits that might be generated
by the comparator during the time the ADC can not sample a new event (see also chapter
6.3.5). The prestart signal is also generated from the comparator and is deasserted with
the busy flag from the ADC control logic. It is used to switch on the ADC comparator
already during the hold phase, which allows the block to settle before the SAR operation is
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Figure 6.21: Simplified schematic of the hit-logic block. Left side: Connection to the
comparators. Right side: Interface to the channel control logic.
started. Figure 6.21 shows a simplified schematic diagram of the hit logic block. Residing
in the front-end, the custom logic cells are designed to isolate the digital switching activity
from the surrounding analog part. The trigger signal can be configured to come from the
comparator, or from an external pad of the chip for characterization purposes and cases
where the internal comparator can not be used. The ADC sampling signal is generated from
logic AND of the trigger and an inverted and delayed version. The delay cell is designed
based on a CMOS-thyristor cell [84] [85] and described in more detail in Appendix A. Since
the delay needs to be defined accurately to sample the peak voltage, the bias current of
the cell defining the coarse delay is generated globally for all channels, and a fine tuning
is implemented in the delay cell to allow independent adjustments for every channel. The
jitter of the hold time also includes the jitter introduced by the delay cell. It is designed to
not contribute more than 1 ns, including noise from the power lines during the comparator
decision time which can affect the delay time significantly. The start and pre-start signals
connected to the channel control logic are set by the trigger and delayed trigger signal and
stored in RS-latches. Both latches are reset by the busy signal from the synchronous channel
control block, implementing the handshake between these two blocks.
Channel control block
The channel control block shown in Figure 6.22 is implemented in the data path after the
front-end’s hit logic. It is designed using the hardware description language VHDL, and
synthesized using the Faraday digital standard cell library [86]. It is comprised of the ADC
control logic, registers to store the automatic gain selection information and the timestamp,
a single-event buffer for the digitized event data and a block steering all the conversion
and implementing the handshake to the front-end and digital buffer. All analog and digital
blocks shown in the diagram are placed in the same hierarchical entity, which allows to
validate the full channel block in mixed mode simulations.
The conversion control module processes the flag signals from the hit logic as described
in the previous paragraph. After the sampling phase is finished and the start signal of the
front-end is synchronized to the system clock, it starts the ADC conversion and issues the
gain selection bit to be sampled.
The gain selection bit determines the branch that will be digitized. It is saved by the
91
6 KLauS: A low power SiPM charge readout ASIC
evt_rdyfull
5b SAR chain
Pipeline stage
control
start
Conversion
control
TDC
latching
Gain selection
ﬂag sampling
L0 data storing
1 Hit
event_rdyrd_ack event data
gainseltrigger
Analog front-end ADC
busy
hold
start,
cancel 5b SAR chain
8b SAR chainconv_ﬁnished
Figure 6.22: Block diagram of the channel control digital part
channel control logic after the start has been sampled. Since the comparators are reset while
the busy signal are asserted, i.e. after the start is sampled, it is ensured that also the gain
selection bit is kept stable until stored. While the ADC conversion is in progress and the
channel is blind to additional pulses, the state of the gain selection comparator is sampled
to get a single-bit information of hits with large charge happening during that time.
To implement the two operation modes of the ADC, three chains of the control logic
discussed in Chapter 6.4 are used. In the 10 bit mode, the two chains of 5 bit in length
each are connected to the main SAR array are loaded with the strobe signal consecutively.
For the 12 bit mode, the output of the first (MSB) chain controlling the main ADC instead
propagated to a block steering the residual amplification switches of the pipeline stage,
followed by an 8 bit SAR chain for the pipelined ADC stage. All informations - the ADC
results, gain selection bits and time stamp - are combined and stored in a single event buffer
(L0 buffer). After the data is stored in the buffer, the channel is ready to digitize a new
event. In the case the L0 buffer is still full when the conversion is finished, the channel is
kept in a busy state blocking triggers from the front-end until the event data can be stored.
The data from the L0 buffer is then presented to the later digital part, again a handshake
procedure is implemented to ensure no event data is lost.
Time to Digital Converter
As summarized in chapter 6.1, a time resolution in the order of 1 ns is required by the
AHCAL. Since no time to digital converter module compatible with the power budget was
available, the development of the necessary blocks, namely a low power phase-locked-loop,
counters and dynamic latches were postponed to later versions of the chip. Instead, only
the coarse counter part of the TDC was implemented in the synthesized digital part. The
TDC can provide a time stamp with bins corresponding to the system clock period of 25 ns.
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Figure 6.23: Block diagram of the ASIC. The numbers in the Figure correspond to a 36
channel ASIC
A counter running at this clock frequency is generating a time stamp, which is distributed
to the control logic of all channels. The time stamp is gray encoded[87], meaning that at
every clock cycle, only one bit of the time stamp changes. If the time stamp is latched
with the rising edge of the front-end’s trigger output signal happening close to the clock
edge when the counter value changes, the recorded value can only be wrong by one count,
in contrast to other encodings like the binary or PRBS counters where many bits change
at the same time and a single wrongly sampled bit can introduce a tremendous error. The
comparator output signal from the front-end is buffered and fed directly to the channel
control logic, where the time stamp is stored at the rising edge. While the busy signal
is asserted to the front-end’s hit logic, the comparator is inhibited from generating new
triggers. Thus, the time information latched at the rising edge is not overridden until the
end of the conversion and can safely be registered by the clock-synchronous digital part of the
control logic. The dynamic range of the counter is 12 bits (≈ 100µs @ 40MHz system clock)
for the seven channel prototype. In the 36 channel ASIC, the dynamic range was extended
to 16 bits (≈ 1.63ms @ 40MHz) to in accordance with the ILC bunch structure. The
coarse counter will be extended with a fine counter which will then provide the additional
resolution required by the experiment.
6.6 Digital part
The main digital part of the chip processes the events after they have been digitized in the
channels. The data from the channels are combined to a common datastream, buffered and
sent off-chip over a serial data interface. A diagram of the individual blocks is shown in
Figure 6.23. The channel blocks, consisting of a Front-End module, ADC and control logic
as shown in Figure 6.22 are combined in a group of 12 channels in the Level 1 block. The
data from the 12 channels is merged using a round-robin arbiter, and buffered in the L1
FIFO which can store 64 events.
The data from the three L1 groups is again combined by another arbiter and buffered in the
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L2 FIFO with a capacity of up to 128 hits. The capacity of the L2 FIFO was extended to
512 hits in the 36 channel version of the ASIC. In the process of the L1 and L2 arbitration,
channel and group number fields are added to the event data to fully identify the channel
number. Besides the three L1 groups of channels connected to the L2 arbiter, a separate
T0 channel is implemented. This channel stores a time stamp at the rising edge of a
signal from an external pad, which can be used to add timing informations of an external
signal, for example from a trigger scintillator or a slow clock in order to synchronize the
timestamps from several ASICs. As discussed in the previous paragraph, the time stamp
used by all channels is generated by a global gray counter running at the system clock
frequency, included in the toplevel hierarchy of the chip. The number of channels in the
L1 block was selected to avoid a bottleneck in the instantaneous rate of hits that can be
processed by a chip of 36 channels while keeping the number of FIFOs minimal. The dead
time of the channel, i.e. the maximum event rate a single channel can produce data, is 12
clock cycles plus the hold time. With a L1 group of 12 channels connected to an arbiter
which can process one event per clock cycle, it is assured that no bottleneck can occur in
this state. At the same time the number of L1 FIFOs is kept small. While the overall rate
limitation for the full chip will be governed by the L2 FIFO throughput or transmission
speed, the instantaneous rate the channels can process is still maximized in the design.
To control the power pulsing functionality of the chip, a block generating all necessary
control signals is added in the toplevel. It samples the state of a digital pad and enables
the blocks in the channels in the correct time and order. The power pulsing function will
be discussed in Chapters 6.7.1 and 6.7.2.
In the commissioning of a detector system consisting of thousands of channels running in
auto-triggered mode, one key point is the selection of the correct trigger threshold for every
channel. To simplify this procedure, an 8 bit hit counter is implemented in every channel.
This allows to monitor the hit rate without reading the full event information, which would
saturate the data link while tuning the thresholds, where the comparator threshold for some
of the channels might be configured to be at the noise level.
6.6.1 Event Data transmission
The event data buffered in the digital part is sent off-chip using either a slow I2C inter-
face [88] with a data rate up to few Mbit/s, or a faster LVDS link providing a data rate of
160Mbit/s. The selected interface will then read the data from the L2 FIFO and send it to
the DAQ hardware.
The interface selection module connects the data and clock line at the reading side of the
L2 FIFO to the selected transmission interface. Each event consists of 38 bit, padded to
40 bit (5 bytes) before transmission. It holds the channel number, gain selection flags, TDC
and ADC informations.
I2C Interface
For the CALICE calorimeters, the average hit rate per channel is small and the number of
signal lines needed to transmit the data should to be minimized to reduce the routing area
on the long PCBs in one calorimeter layer hosting many chips. This can be done by sharing
the data lines by several ASICs in one calorimeter layer. In the I2C transmission standard,
94
6.6 Digital part
Register write access S ChipAddr W A Regaddr A Sr ChipAddr W A
RegDataN A ... A RegData0 A P
Register read access S ChipAddr W A Regaddr A Sr ChipAddr R A
RegLength A RegDataN A ... A RegData0 A P
Event read access S ChipAddr R A Event(0)4 A Event(0)3 A ...
... A Event(N)1 A Event(N)0 A
0xFE A ... 4x 0xFF A P
Figure 6.24: I2C transaction types used to communicate with the ASIC. The S,Sr and P
bits correspond to the I2C start, restart and stop conditions. R/W is the write/read bit
and A is the acknowledge bit as described in the I2C specification. The data in light grey
corresponds to data sent by the I2C slave (KLauS ASIC).
multiple slave devices (ASICs) can be connected to a common pair of data and clock lines,
and the individual ASICs are accessed by their 7 bit address. The I2C specification gives
a speed limit of 5Mbit/s in the ultra fast mode. This speed is already sufficient for the
rates expected in the CALICE detectors, with the requirement to read out all ASICs within
the time of no collisions (≈200ms). Depending on the expected noise level of the detector
causing more hits to be read out, the speed can also be enhanced by reducing the capacitive
load (i.e. number of ASICs) connected to the bus. The I2C interface implemented in the
chip consists of two separate slave instances which can be connected to two different buses.
In the case of connection failures along the PCB, the two redundant slave instances allow
to maintain a communication to the connected ASICs. The two buses can also be used
to increase the readout speed as two ASICs can be read out at the same time. The I2C
interface is used to read out event data from the L2 FIFO, to read the channel event counter
information, and to read and write control registers configuring the I2C slave interfaces, e.g.
the driving strength of the pads. The I2C interface allows tree different access modes shown
in the timing diagrams in Figure 6.24: Read and Write of the configuration and channel
event counter registers, and a read transaction of the event data. The readout protocol
is based on the SMBUS specification [89], which defines the read and write access to the
registers (channel event counter and slow control registers of the I2C part). For the read out
of event data, normal I2C block read transactions are used to reduce the communication
overhead.
In all cases the ASIC is first addressed with it’s 7bit I2C address and a bit determining
the direction of the transfer. For the SMBUS-based register transactions, a register address
is written to the ASIC. After selecting the register, it can be read or written to. For the
most frequently used event readout transaction, no register address is written to the chip
and the data is directly transmitted by reading blocks of data from the I2C slave. To inform
the I2C master implemented in the DAQ hardware that there is no more event to read, the
ASIC will transmit an "empty event" indicated by an unused channel number.
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Fast LVDS interface
For many other applications of the chip beyond the scope of the CALICE detectors, the
rate limitation imposed by the shared connection of the I2C bus will not be adequate. To
make the chip more versatile, a second and much faster serial interface was implemented
which can be used instead of the I2C interface at the cost of higher power consumption and
the necessity of individual data lines between chip and DAQ hardware. The interface uses a
serial data link with a rate of 160Mbit/s. The data stream is 8b/10b encoded to balance the
differential signal. The additional code words available in the datastream are used for clock
recovery and data word alignment on the receiver side, as well as to identify header and
trailer fields enclosing the event data. Every 1024 clock cycles, a header including preamble,
packet number and number of events in the packet is transmitted, followed by the events
of 5 bytes each. The packet is finished with a trailer field including a 16-bit CRC field used
to identify transmission errors.
6.6.2 Configuration interface
For compatibility with the current DAQ firmware, the main configuration interface is im-
plemented as an SPI chain. The slow control is used to configure the front-end blocks,
ADCs and functionalities of the digital block. The interface is implemented as a chain of
flip-flops which can also be connected through several chips. After filling the chain with the
configuration data, is stored in a separate set of data latches connected to the blocks in the
chip. For the SPI chain, three signal lines are needed to configure the chips connected in
the chain. A drawback of this scheme is a lack of readback functionalities without changing
the configuration data, while with increasing amount of configuration data, the chance of
transmission errors rises. Future versions of the KLauS ASIC are planned to use registers
connected to the I2C bus in favor of the SPI interface.
6.6.3 On chip data reduction
In test beam campaigns, the particle rate and spill structure usually different from the
ILC scheme with it’s short collision time followed by a long time without collisions, in
which the data from the ASICs is read using a slow link. For efficient data taking, this
requires a longer acquisition time increasing the data volume that needs to be transmitted.
For the electromagnetic ECAL, a scintillator option is under discussion. In this approach,
scintillator strips are read out using SiPMs, and the response is much smaller compared to
the tiles used in the analog hadronic calorimeter. Since the threshold needs to be reduced
in order to maintain a good trigger efficiency, also the rate of noise triggers from the dark
count pulses of the SiPMs increases. This can be mitigated by using a dual side readout
scheme, where the amount of data to be transmitted can be reduced by on-chip coincidence
logic.
Both of these cases require a validation logic to select which of the recorded events should
be kept and transmitted, and which should be dropped in the chip. For the first situation,
external scintillator panels are used to select the time frames of interest. In the second case,
the detector is still self-triggered by the coincidence logic.
Two different methods to reduce the data are implemented in the chip. The span different
time scales of event validation, i.e. the maximum time until the decision if the event should
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Figure 6.25: On-chip event validation features implemented in the chip. a) L0 validation
implementing a coincidence logic. b) L1 validation from an external source with a configured
offset and window of 1µs and 400ns, respectively.
be kept or not needs to be made. The first method is implemented using the channel control
logic. While the ADC conversion is in progress and before the data has been stored in the L0
event buffer, the event can easily be dropped by cancelling the conversion by resetting the
SAR conversion chain and conversion control circuit. For this purpose, the channel control
logic has an input which allows to validate (or otherwise cancel) an ADC conversion. The
validation signal can be configured to come from an external pin, or it is derived from the
busy signal of any OR-combination of the 12 channels in the same L1 group, implementing
a simple coincidence logic between any of the channels in this group. The validation time
window can be configured to be up to ±8 clock cycles. An example of the operation mode is
given in Figure 6.25a. The first channel with hit A is configured to be validated by another
channel (i.e. a coincidence logic). In the first case, hit B, the busy signal of the second
channel is asserted within the validation window of hit A, validating A. In the second case,
hit C, A is not validated and would not be stored in the L0 buffer.
The limitation on the validation window, i.e. the time until a validation signal needs to
be present in the method described before can be a too tight constraint in some cases, for
example when the trigger signal is coming from an external source propagated through a
complex triggering scheme with longer latency. To cope with these requirements, a second
event validation option is implemented which allows a longer trigger latency. The event
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data can not be kept in the channel until validated to avoid an increase of the dead-time
of the channel. The second level of validation is therefore implemented in the L1 FIFO
and triggered by an external source [90] in order to minimize the dead time. The trigger
decision is based on the time frame when the event is stored in the L1 FIFO, the rising
edge of the trigger signal, and a configurable time window. All events stored in a specific
window are validated on a positive trigger decision. The width and offset of the window
can be configured in frames of 10 clock cycles, with a maximum offset of 4µs from the first
validated event to the trigger condition and a width between 400ns (10 clock cycles) and
8µs. Figure 6.25b shows an example of the L1 validation. Here, the validation window is
configured to an offset of 1µs and a width of 400ns.
6.7 Power pulsing
The ILC bunch structure allows to reduce the power consumption of the readout ASICs
integrated in the detector. For nominal operating conditions of the accelerator, a bunch
train with a length of about 730µs is followed by a time without collisions of about 200ms
[19]. While there are no collisions most of the chip is put in a standby state, consuming only
a minimum of power. The readout electronics will inevitably need some settling time, so
the ASICs should be turned on before the collisions are expected. A key point is therefore
to speed up the electronics such that the duty cycle can be reduced towards the bunch train
length. This allows a switching duty cycle of the electronics in the order of 0.5%.
Another requirement on the electronics is to keep the sensors connected to the ASICs in
a stable operating condition. Since the bias voltage is tuned by the input stage, also the
offset voltage generated by the input stage should be stabilized during power pulsing. The
corresponding DAC should therefore be enabled at all times and was designed to achieve a
low power consumption (see Chapter 6.3.2). Also the input stage should traverse from low
power mode to active mode without introducing distortions or offsets of the input terminal
voltage.
While enabling the analog front-end block, noise triggers generated by the internal com-
parator should be masked to avoid unwanted hits to be digitized by the ADC. As mentioned
in the description of the digital part, different control signals are needed for the power gat-
ing operation. They are generated by a digital module in the synthesized digital part. It
is controlled by a single pad on the chip which determines if the chip should be in the low
power or active mode. During the switch-on procedure, the different signals connected to
the input stage, feedback, bias modules and the channel control logic blocks also steering the
ADC are switched with configurable delay. Figure 6.26 gives an illustration of the switch-
on procedure. The behaviour of the different blocks, as well as additions to the circuits
necessary to allow the power pulsing, will be described in the following.
6.7.1 Analog Front-end
All blocks that do not need special care are switched by enabling or disabling the bias current
in the global bias generator. The digital activity that might cause unwanted triggers and
thus ADC conversions it excluded by the digital part. The individual mask signals connected
to the channel control logic blocks are overridden with a power pulsing control signal to
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Figure 6.26: Illustration of the switching procedure in power-pulsed operation (time axis
not to scale)
M4
vDAC
M3
Mtvb
M2
M1
input
ib
icomp
Figure 6.27: Input stage schematic including circuits for powergated operation. Parts that
are actively changed or added compared to the schematic in Figure 6.3 are highlighted in
red.
mask all channels while the front-end is enabled. This results in a constant reset of the
comparators, masking any triggers during this time.
Input stage
The main part of the input stage including the additional components for the powergated
operation is shown in Figure 6.27. In the low power mode, the bias current ib of the input
stage is reduced from about 150µA to a standby current of about 200nA. Since this can
change the input impedance towards the instability region, the feedback path of the input
stage is disabled by switching the bias voltage vb of the triode transistor Mt to ground. A
constant compensation current of about 100nA is added to the feedback branch, tunable
using a 3bit current DAC. This allows to minimize the voltage differences of the input
terminal voltage with respect to the active state. Since the current is very small compared
to the on-state bias current, it is always enabled without having an effect in the normal
operation mode.
While small changes in the input terminal are acceptable during the transition between
low power and active state, large excursions especially in the turn-on procedure should be
avoided. When the input stage bias current rises during switching to the on-state, the input
stage mirror (M3,M2) will take some time to settle, causing a relatively large positive swing
on the input terminal voltage. This is compensated by injecting a larger current of about
20µA through icomp in the first 50-100 ns after enabling the input stage.
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Pedestal stabilization
Switching the input stage bias current also changes the DC current copied to the processing
stages such as the two charge measurement branches. Since these branches include a slow
DC feedback circuit stabilizing the pedestal voltage they would, if not handled, take a
long time to adapt to the new DC current. While this is no problem for the on-to-off
transition, clearly the switch-on procedure should be as fast as possible to avoid switching
on the front-end significantly before there are collisions. The pedestal feedback circuit
has been shown in a simplified manner as a building block in Figure 6.6 and a controlled
current source in Figure 6.7, which was sufficient to describe the signal generation for the
charge measurement. Figure 6.28 gives the schematic of this part, including the necessary
components for power gating. A differential amplifier (M1-M4) is tracking the difference
between the expected pedestal voltage and the voltage at the output of the channel. In the
active operation mode, the amplifier is biased in the sub-threshold regime which enhances
the gain. The 3dB bandwidth is put to O(1Hz) using a filter capacitance. The output of the
amplifier is normally connected to the gate of transistor Mf, which generates the current fed
back to stabilize the DC voltage at the integration stage and thus the front-end’s output.
In the low-power mode, the feedback current is disabled by setting the enable pin to a
logic low level, which disconnects the amplifier output and shorts the gate of Mf to the
vcca18 supply. This is necessary to avoid additional power consumption in the low power
state caused by copying signal currents coming from the input stage. In the turn-on process,
the settling time is mainly determined by the time it takes to recharge the capacitor back
to the correct voltage, which is given by the maximum output current the amplifier can
deliver since it is slewing during that time. Thus, the settling time is reduced by increasing
the bias current of the amplifier until the pedestal is close to the expected value, which is
done by switching the pwrup pin to a logic low level. Since the feedback loop is working
also after the boosting is finished, the time the speed is enhanced in this way does not
need to be defined accurately and should be put at the time just after the pedestal voltage
reaches the expected value. Figure 6.29 shows a simulation of the pedestal voltage and the
relevant digital control signals. After enabling the front-end, the feedback amplifier bias is
increased until the pedestal voltage has reached the expected voltage as shown for the green
lines. For comparison, a simulation result where the additional current is switched off too
early is shown in the red lines. After switching off the additional current, the pedestal is
slowly approaching the pedestal voltage. As a second example, the case where the current is
decreased too late is also shown. In this case, the pedestal voltage is recovered fast, but with
some distortions after the switching point. Because the settling behaviour is still fast, it is
possible to configure the delay without requiring precise tuning. The typical configuration
value will be placed at a delay slightly longer than the ideal value without deteriorating the
settling time significantly. For the ideal configuration setting, the simulated recovery time
of the pedestal in the high gain branch is about 10µs, with the low gain branch recovery
being slightly faster due to different bias points because of the lower DC current copied
from the front-end. While additional time is needed to settle the pedestal in the mV level,
the overall settling time is small enough to allow the power pulsing operation of 0.5% in
the nominal ILC beam parameters. From the simulations, a power consumption of 26µW
per channel for a 36 channel ASIC is expected under the nominal configuration settings of
the front-end.
100
6.7 Power pulsing
Mf
vcca18
enable Cf
gnda
pwrup
vb
vcca18
vout,FE vped
M1 M2
M3 M4
Figure 6.28: Schematic sketch of the low-frequency feedback circuit used for pedestal
stabilization including circuits to reduce the settling time in power gated operation.
Feedback
speedup
(inverted)
25.0 50.0 75.0 100.0 time (us)
Enable
1.0
.75
1.75
1.5
0.0
V
 (
V
)
1.25
.25
.5
subobtimal conﬁgurations
High gain branch output
correct setting
10us
Figure 6.29: Simulation of the pedestal voltage settling behaviour in power pulsing mode
(high gain branch). The lower digital traces show the logic levels of the relevant power
pulsing control signals (compare Figure 6.28, the Feedback speedup signal refers to the
pwrup signal). For comparison, the simulation is performed also for suboptimal settings of
the control signal delays, shown as red lines. Note that the front-end is switched off again
after 100µs in this simulation, shorter than the nominal ILC operation scheme.
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6.7.2 ADC and digital part
While the front-end is consuming the majority of power in the on-state of the chip com-
pared to the ADC and digital part, these blocks should still be gated since even a small
power consumption not being power pulsed will contribute significantly to the overall power
consumption of the chip.
As discussed in chapter 6.4, the ADC is already self gated on an event-to-event bases,
since the capacitor array itself is only consuming power while a conversion is active. The
comparators and residue amplifier do consume power while inactive, but are switched off
while there is no conversion. The event-based switching of these blocks is possible because
their settling time is shorter than the peaking time of the front-end’s output pulse, so the
blocks can be enabled just before the conversion without adding any dead-time. Clearly,
this approach is even better than the power pulsing with the bunch train structure since
the rate per channel is low and the conversion time is short.
For the digital part of the chip, two sources contribute to the power consumption and can
be tackled with different methods. The static leakage power is coming from the transistor
leakage through the gate and channels of the very short transistors in the digital cells. The
leakage current rises drastically for smaller technologies[91] and can only be reduced by
switching off the supply voltage of the hierarchical modules that are not in use. In the
180nm technology used for the KLauS ASIC, the leakage power in the digital part is in the
order of nW and can be ignored. A larger contributor in this case is the dynamic switching
power due to charging and discharging of the parasitic capacitances in the digital part
while there is activity, including the clock distribution network itself. The natural solution
is to reduce the activity in the digital part by switching off the clock. A simple method
would be to do this on the DAQ side, which also reduces the power consumed by the clock
distribution chips on the PCBs, but this can only be done when all data in the chip is
transmitted7. To reduce more power, the clock can be switched off in parts of the chip
that are inactive. These clock gating techniques[92] are well known strategies to save power
in digital circuits. This functionality will be implemented in future versions of the chip,
since the power consumption and thus saving potential are not modelled realistically by
the digital library, in particular the SRAM cells used in the FIFO buffers. In principle, an
event-based clock-gating can be implemented to save the maximum of power in the digital
part.
6.8 Design verification
All blocks and the final design were simulated extensively before it was sent for production.
Since a full analog simulation of the chip is not feasible within a reasonable time, different
simulators (i.e. abstraction levels) are used to simulate blocks in the different domains.
The front-end and the shared bias generation block were simulated using the analog
simulator SPECTRE, first using abstract models of the building blocks for feasibility studies,
then on the full schematic and finally including the parasitics from the extracted layout.
The impact of component mismatch and process variations were studied using automatized
7For the I2C readout option, the clock may be switched off as soon as all data resides in the L2 FIFO (i.e.
the L0 and L1 buffers are empty). The I2C interface provides it’s own clock signal which is sufficient to
read the L2 FIFO.
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simulations of the key specifications of the chip, for example the integrated noise and charge
measurement linearity. The ADC, it’s control logic and finally the full channel including
block in the analog and digital domain (FE,ADC and control logic, see Figure 6.22), have
been simulated using the AMS Designer mixed mode simulation framework provided in the
Cadence software package.
For the verification of the digital part, specific simulations of the analog modules were
carried out characterizing the logic and time behaviour of these blocks. Based on these
simulations, abstract digital models of the front-end and ADC were developed and put into
the digital simulation which can run much faster given the simplified models. This allows
to cover a larger amount of cases in the digital part to exclude special conditions that may
cause the digital part to work differently as intended.
The verification of the correct behaviour was carried out using input data randomized
both in the data contents and time of generation. A digital verification environment was
implemented, based on the Cadence Universal Verification Methodology (UVM) standard.
Written in the proprietary language "e"[93] specifically covering the need of automatized
digital verification, the framework allows to develop reusable verification modules and ran-
domizing stimulus drivers. The stimulus drivers generate events with randomized data for
every channel and implement the abstract models of the analog modules (mainly the front-
end’s hitlogic). As the events propagate through the digital part and are "read out" in the
test bench, monitor modules sample the events passing the different stages in the design.
Such monitor instances have been implemented for the L0, L1 and L2 buffer outputs, as
well as the deserializer or I2C master instance included in the testbench. The contents
of the sampled events are compared against the produced ones, expecting the events are
buffered and transmitted in correct order and no event is lost in the process. By verifying
the data at all critical stages, potential bugs are found reliably and can be identified quickly.
Simulations for different scenarios of event rates for single channels, groups of channels and
the full chip have been performed to exclude critical errors in the data path.
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The functionality of the chip was validated in characterization measurements of the analog
front-end, the ADC and the full readout chain. The results of these measurements will be
presented in the following chapter and have been obtained using the 7-channel prototype
ASIC. The individual building blocks and the performance of the full readout chain were
characterized in measurements of single channels in the laboratory. To evaluate the chip
performance under realistic conditions, a setup consisting of three ASICs was assembled
with Silicon Photomultipliers and scintillating tiles. It was successfully used at the DESY
test beam facility.
7.1 Test setup
In order to perform the characterization measurements with reproducible results, a test
setup including all the necessary components to operate the ASICs was developed and is
shown in Figure 7.1a. It consists of three printed circuit boards (PCBs):
The test-board hosting the chip, reference voltage generation circuits for the front-end and
ADC blocks, as well as buffer amplifiers for the analog monitoring signals. The test-board
is connected to an interface board including the voltage regulators for the supply voltages,
the clock oscillator and fanout buffers for the control signals. The chip readout and config-
uration, as well as the control of the power regulators and the oscillator, is carried out by
a commercial ARM processor board (Raspberry Pi-3b) running a standard linux operating
system. Since the ARM processor provides all peripherals required to operate the chip
(GPIO pins, an SPI and I2C interface), the DAQ can be written conveniently in C++ code.
For the DAQ and slow control software, a server-client scheme was applied. The ARM
processor handles all communication over the physical interfaces in one thread, and sends
the event data using a separate server thread over the network interface when requested
by client DAQ and slow control software running on one or several separate PCs. This
allows very flexible data quality monitoring solutions in parallel to the data taking. For
the serialization and transmission of the event data, the network and message classes of the
ROOT data analysis framework[94] are used.
The test system PCBs and the software framework was developed also allowing the pos-
sibility of measurements in test-beams using several ASICs connected to the same DAQ
hardware. The test-board allows to solder surface-mounted SiPMs on backside of the PCB
which is kept empty otherwise. The sensors are distributed to fit the dimensions of the
CALICE scintillating tiles, and a UV LED-system developed by the DESY FLC group and
the university of Wuppertal[95] is integrated. The light emitting diodes generate light pulses
triggering scintillation light, which are read out by the sensors. This allows to calibrate the
SiPM gain. The total height of the test board including the scintillating tiles has been
limited to 7mm, allowing the integration of the board into the CALICE absorber stack.
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Figure 7.1: The KLauS4 test setup.
a) Picture of the test setup including the DAQ processor board, one interface and one test
board. b) Overview of the test system components and their interconnections for a system
comprised of multiple ASICs.
For the operation of multiple ASICs read out by the same data-acquisition board, several
ASICs and interface boards can be connected as shown in Figure 7.1b. The SPI slow control
interface is chained, and all ASICs are connected to the same I2C bus. The supply voltages
for the chip are generated on the first interface board and distributed to the other boards.
7.2 Analog front-end
The performance of the analog front-end blocks have been studied without using the in-
tegrated ADC in order to separate the effects of these blocks. The common bias-block
connected to the front-ends includes a set of voltage buffers which allow to measure the
analog output voltage of the front-end after the shaper amplifiers. Since the signal used to
monitor the analog output of the front-end shows pollutions from the digital domain, the
clock to the digital part was switched off for the front-end measurements. An exception are
the studies of the comparators, since these blocks require a running clock to be functional.
The analog performance on the chip is not affected by the digital noise. The pollution is
only visible on the board level and comes from noise coupling of the digital ground potential
to the connector used to monitor the analog output.
7.2.1 Input terminal DAC
The tuning range of the DC voltage at the input terminal of the channel was measured with
a multimeter1 as a function of the configured DAC value. The measurement was performed
for 21 channels from three ASICs in order to evaluate the spread of the nonlinearities and
the voltage slope. Figure 7.2a shows the measured voltage at the input terminal, with one
channel highlighted to visualize the nonlinearities introduced by the DAC and input stage.
For a linearity requirement of better than 1.5% of the full scale range, a tuning range of
more than 1.8V is obtained for all channels. A visible nonlinearity is observed at small DAC
values, limiting the maximum voltage to about 3V. This is an expected consequence of the
1Agilent/Keysight 34401A 61/2digits digital multimeter
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Figure 7.2: Voltage at the input terminal as a function of the voltage DAC code a) Mea-
sured voltage for 21 channels from 3 ASICs, showing the dispersion of the slope and DNL
effects. The highlighted measurement has been selected arbitrarily. b) DNL distribution of
all measured channels
input stage bias current source transitor entering the triode region. From a linear fit in the
value range between 15 and 255, the voltage slope and DNL pattern is extracted. Without
trimming the bias current in the generator circuit, the RMS dispersion of the voltage change
per LSB code is 1.24% RMS for all chips. For the individual ASICs, an average of 0.92%
RMS is obtained, showing that the mismatch of the resistors and the current sources in
the digital to analog converters has almost the same contribution as the bias generator
circuit and the voltage reference. Most of the nonlinearities visible over the full range are
generated by transistor mismatch of the current DAC, which manifests in a DNL pattern
visible for the highlighted measurement and in Figure 7.2b, where all DNL patterns of the
measurements are shown. From Monte-Carlo simulations, the maximum expected DNL
from statistical mismatch is 3 LSB at a 3σ confidence level. The DNL patterns show a
larger mismatch with a systematic behaviour most pronounced at the transitions where the
5th and 6th bits are flipping. Since the transistors of the low-power DAC are very sensitive to
doping gradients or voltage drops on the gate potential due to the subthreshold operation,
they are strongly affected by the mismatch. In order to minimize the random mismatch
between the transistors, the unit transistor size is chosen large, and a transistor width to
length ratio of 1µm/8µm is used. From the analysis of the DNL pattern in correlation with
the layout, the mismatch is expected to come mainly from the transistors at the border of
the DAC array, because dummy transistors can not be placed due to space limitations.
7.2.2 Dynamic range & charge noise
The linearity and noise performance of the charge measurement branches was evaluated by
charge injection measurements. The output of a function generator generating a voltage
step function is AC-coupled to the channel input terminal with a capacitor value similar to
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Figure 7.3: Analog output voltage as a function of the injected charge for all charge ranges
of the KLauS4 front-end. The pedestal voltage of 0.6V is substracted. The black lines show
the result of the linear fit used to obtain the linear range and charge conversion factors.
the detector capacitance to emulate the current pulses by a detector. If not stated otherwise,
the capacitor values chosen are Cd = 33pF. For a voltage step with an amplitude ∆V and
fast rise time, the charge injected into the channel is given by
Qi = Cd ·∆V (7.1)
The peak voltage generated by the analog front-end is buffered by a monitoring amplifier
on the chip and measured by a digital sampling scope to obtain the response function of the
different charge measurement ranges available in the chip. Figure 7.3 shows the measured
peak voltages as a function of the injected charge for the high gain branch (HG), the high
gain branch with scaled current (MG) and the low gain branch (LG). From a linear fit, the
charge conversion factor dVpk/dQ and the linear range is extracted for each of the curves. To
obtain comparable results, the considered charge range is adjusted in the fitting algorithm
such that the maximal integrated nonlinearity is better than 1% of the fitted voltage range.
The individual measurements including the nonlinearities are shown in Appendix B. The
resulting charge conversion factors and linear ranges obtained from the fits are summarized
in Table 7.1. As discussed in Chapter 6.3, the effect of the SiPM bias voltage tuning DAC
on the input impedance, also affecting the charge conversion factor due to the ballistic
deficit, is compensated by adding the triode transistor in the KLauS input stage. From a
measurement of the charge conversion factor as a function of the configuration setting of
this DAC, a distortion of less than ±0.2% is seen over the linear range of the DAC (see
Figure B.2 in Appendix B). Also the linear range is not affected by the setting. Both are
significant improvements[96] to the previous KLauS2 input stage topology[5].
The electronic noise generated by the KLauS front-end was measured as a function of the
detector capacitance in order allow a study of the different contributing terms. Also the
charge conversion factor is dependent on the detector capacitance as a consequence of the
ballistic deficit.
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Figure 7.4: Charge measurement response as function of the detector capacitance. a)
Charge response. b) Equivalent noise charge
From the noise divided by the charge conversion factor, the equivalent noise charge (5.3)
is obtained. Figure 7.4 shows the measured charge conversion factor and the equivalent
noise charge. With increasing detector capacitance, the charge conversion factor drops as
the time constant given by the product of the input impedance and the detector capacitance
rises, affecting the peak voltage as the ballistic deficit is increased. Also the noise voltage
generated by the front-end rises due to the Cd dependence of the series noise term. For
detector capacitances below 100 pF, the parallel and internal noise terms are approximately
constant and dominating the total noise. This is the case for the ≈ 1mm2 sensors used in
the CALICE prototypes. Also the parasitics from longer routing tracks on the HBU PCB
should not affect the total noise significantly.
Range Charge conversion factor Linear range (1% FSR) ENC @ 50pF
HG 424mV/pC 2.77pC 4.55 fC
MG 70.5mV/pC 16.7pC 16.9 fC
LG 7.98mV/pC 144pC 77.8 fC
Table 7.1: Charge conversion factors, linear range and equivalent noise charge at small
detector capacitances for all charge ranges of the front-end. All measurement results are
dominated by the systematic capacitor size uncertainties of 1%.
7.2.3 Trigger comparator
The outputs of the comparator used for time-stamping and hold signal generation can be
connected to common digital output pad which gives an or-combination of all comparator
signals. In order to extract the comparator threshold, jitter and timewalk effect, charge
injection measurements are conducted, measuring the trigger efficiencies as a function of
the injected charge.
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Figure 7.5: Threshold adjustment of the time trigger circuit a) Efficiency curves for dif-
ferent global and fine-tuning DAC values. The ranges tunable on a per-channel bases using
the fine DAC are indicated by the filled areas. b) Mismatch of the thresholds for 7 channels
within one ASIC in the case of untuned (equal) fine threshold DAC settings (red data points
and fitted functions), and after adjusting the fine tuning DACs (blue data points)
Threshold setting
The comparator efficiency curves were measured for the global 6-bit and the cannelwise
4-bit DAC settings to extract the comparator thresholds and their adjustment range and
resolution. Figure 7.5a shows the trigger efficiency as a function of the injected charge for
two global DAC and all 15 fine tune DAC values. The thresholds are obtained by fitting a
Gauss error function to the measured data. Using the 4-bit DAC included in the channels,
the threshold can be adjusted with a resolution of 6.8fC. The global threshold DAC allows
to set the threshold in steps of 50fC.
The main purpose of the 4-bit DAC in each channel is to mitigate threshold differences
between the channels. These differences mainly come from mismatch in the threshold
generation current and the mismatch of the signal current copied by the input stage mirror.
Figure 7.5b shows the trigger efficiency curves for all channels in one ASIC. Before tuning
the threshold (i.e. the 4-bit DAC configurations are the same), the RMS dispersion between
the channels is 63fC. After adjusting each of the 4-bit configuration values, this dispersion
is reduced to about 18fC. The remaining differences given by outliers which can not be
adjusted further due to the limited range of the 4-bit DAC. As a consequence, the range of
the channel-wise DAC has been extended in the 36 channel version of the chip.
Comparator jitter and time-walk
The electronic time jitter and time-walk introduced by the timing comparator was studied
by measuring the variation of the trigger time with respect to the synchronization output
of the pulse generator. Figure 7.6a shows the jitter as a function of the injected charge for
different threshold settings. The jitter appoaches a minimum value for larger charges which
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Figure 7.6: a) Jitter as a function of the injected charge for two comparator threshold
settings. The threshold positions are indicated by the dashed lines. b) Timewalk effect for
the same thresholds.
is dependent on the threshold value. For small gain SiPMs coupled to scintillators with
small light yield, a threshold configuration close to the noise level is preferred to obtain
a good trigger efficieny for single particles passing the scintillator. In this case, the jitter
approaches values of about 100ps at signals above the threshold position. If larger thresholds
are acceptable, the threshold can be put higher, resulting in a minimum jitter in the order
of 60ps. Under all conditions, the requirements on the timing resolution of 1ns are met,
also ensuring that the peak sampling is not deteriorated.
The measured average time of the comparison allows to study the time-walk as a function
of the charge. As discussed in Chapter 5.4.2, this will have an impact on the linearity of the
sampled signal. As shown in Figure 7.6b, the time-walk is always smaller than 10ns, which
should reduce the sampled signal at the threshold position by about 2%. Given that the
dynamic range is much larger than the comparator threshold this nonlinearity will have a
small effect on the overall integrated nonlinearity. The time walk effect also motivates to set
the threshold low to minimize the impact of the time walk on the charge measurement to a
small charge range close to the threshold. A measurement of the introduced nonlinearities
will be presented in Chapter 7.4.
Hit logic delay box
In order to set the hold time accurately to the peak position of the analog output pulse, a
delay box is implemented which allows to set the delay in coarse time steps for all channels in
common, and fine steps for each of the channels individually in the same way as the threshold
setting of the comparator. This allows to precisely adjust the delay and to mitigate channel
to channel differences in the delay box and peaking time of the analog signal. Figure 7.7a
shows a measurement of the sampling window width generated by the delay cell. The x-
axis gives the configuration value combining the global and fine-tuning settings. The delay
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Figure 7.7: Characterization measurements of the delay box used to adjust the hold time
a) Tuning range. b) Introduced jitter as a function of the average delay.
can be adjusted in a range of 100 ns around the expected peaking time of ≈ 93 ns with
a resolution of 770 ps. This allows to keep the sampling voltage noise introduced by the
imperfect sampling time configuration negligible. Due to the relatively long delay required
to sample the peak voltage, the delay cell also introduces a jitter which is in fact dominating
the time uncertainties of the hold time. Figure 7.7b shows the jitter generated by the delay
circuit as a function of the average delay. The time delay is set by the crossing time of
a voltage stored on a capacitor, discharged by a constant current. Thus, longer delays
introduce higher jitter because the smaller derivative (Compare to Equation 5.16). In all
cases, the total uncertainty of the hold delay is still generating a negligible noise contribution
to the voltage sampled by the ADC.
7.3 ADC performance
The performance of the integrated analog to digital converter was characterized by connect-
ing an external voltage to the inputs of the ADC channels instead of the analog front-end
output signals. The differential nonlinearity of the ADC was measured by a code density
test. Here, a fixed number of ADC conversions is performed for a constant voltage con-
nected to the chip. The input voltage is swept over the dynamic range covered by the analog
front-end. With a step size of 200µV, i.e. much smaller than the intrinsic bin size, and the
voltage noise generated by the external source, the converted input voltage has a uniform
spectrum, and the number of conversions falling in to a specific bin is proportional to the
bin size. The differential nonlinearity of bin i is then given by
DNLi =
Ni
< N >
− 1 (7.2)
where Ni are the number of entries in bin i in the code density histogram and < N > is
the average number of entries in each bin covered by the voltage scan.
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Figure 7.8: ADC measurement nonlinearities
a) DNL as a function of the ADC bin (Seven channels in the same ASIC).
b) INL as a function of the voltage at the positive ADC input terminal (One channel).
The highest bin (1024) is excluded from the plot, since all input voltages above the ADC
dynamic range are mapped to this code. The integrated nonlinearity is calculated from the
integral of the differential nonlinearities (5.30). Figure 7.8 shows the measured differential
and integral nonlinearity obtained for the ADC in 10-bit operation mode in the voltage
range accessible by the front-end output2.
A clear pattern of a pair of neighboring bins smaller by about 50% is observed repeat-
ing every 32 bins and very comparable between the different channels in one ASIC. The
integrated nonlinearity obtained in this range is less than ±0.6 bins, dominated by the
DNL nonlinearity pattern. This comes from the large parasitics to to ground on the MSB
and LSB arrays, not precisely matched to the bridge capacitor. Due to some of the layout
choices made (i.e. large parasitics to ground), the linearity is very sensitive to small vari-
ations of the parasitics and not reproducible by the layout parasitics extraction software.
These parasitics also affect the average bin size of the ADC, and the dynamic range of the
ADC is reduced from an envisioned range close to ±1.8V, to about ±1.65V. As an example
on the high sensitivity to the parasitics, the linearity of the ADC is changed when applying
a protective epoxy resin (glog-top) on the ASIC. The idividual parasitics (CpM , CpB, CpL)
are affected differently by the material surrounding the chip, increasing the nonlinearities
as shown in Figure B.3 in Appendix B. To find the optimum layout strategy bejond the ca-
pabilities of the layout extraction tools, several versions of the ADC with differerent layout
modifications were implemented in the 36 channel version of the ASIC.
Using the ADC in 12-bit operation mode the maximum and minimum differential nonlin-
earities are -0.44 and +0.36 LSB, respectively. No repetetive DNL pattern is visible in this
case because the the bridge capacitor of the 10-bit SAR stage is not being used actively. The
8-bit pipelined stage also not introducing a systematic pattern, since the capacitor array
2The code transition 511→ 512 corresponds to a input voltage difference of 0V. Thus the pedestal voltage
of the front-end at 600mV is converted to a code of ≈ 700.
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is less affected by the matching requirements on the bridge capacitor due to it’s different
capacitor splitting structure. Here, the integrated nonlinearity is mainly affected by the
amplifier and has a peak-to-peak magnitude of 2.83 bins. Both DNL and INL are shown
in Figure B.4, Appendix B. The integrated nonlinearity is larger than the value expected
from simulation, which is due to a mistake in the digital control circuit of the ADC. The
amplifier is enabled just before the conversion in the pipeline stage starts, leaving too little
time for the amplifier’s common-feedback circuitry to settle. This issue was corrected in
the 36 channel version of the chip.
ADC nonlinearity correction
In order to correct for the nonlinearities caused by the ADC’s varying bin sizes, an algorithm
remapping the digital informations to uniform bins was used. It is using the DNL informa-
tions obtained from code density tests to convert the measured spectra with non-uniform
bin sizes to spectra with the DNL errors corrected. Figure 7.9 shows the procedure of the
calibration in the case of a uniformly distributed input spectrum. Due to the differing bin
sizes of the ADC as indicated in the left figure, the number of converted entries in a bin
differs from the average value and is proportional to the input density integrated over the
voltage range of this bin (in this specific case equal to the width of the bin). When the
bin widths are known from characterization measurements, the number of entries in each
bin can be remapped to a yield a uniform distribution as sketched in the right figure. In
the case of the measurements presented here, the correction is performed on histograms
and the original number of entries is distributed to the resulting histograms based on the
overlap region of the bins in the two histograms. The same method can also be applied on
an event-to-event bases using a weighted random distribution to the final histogram. Both
methods give equivalent results for high statistics.
Bin
En
tr
ie
s
<N>
(a)
Bin
(b)
Figure 7.9: ADC nonlinearity correction using a look-up table. a) Nonlinearities generated
by differing bin sizes from a uniform input spectrum. b) Redistribution of the entries to
obtain the real spectrum, using the bin-size informations. Adopted from [32].
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Figure 7.10: Pulse sampled by the internal ADC using the delay box to shift the the
hold-time. The subranges tuned by the channel-wise DAC are shown for different global
DAC settings around the peak and offset by ±2 ns.
7.4 Full-chain measurements
The performance of the full readout chain combining the front-end and the analog to digital
converter in the KLauS channel was studied first by charge injection measurements to ex-
tract the full linearity including all effects of the individual building blocks in the processing
chain. Tests with single silicon photomultipliers with different pixel sizes are conduced to
ensure an adequate signal to noise ratio such that the single photon spectra can be obtained.
These measurements will be presented in the following.
To ensure the signal is sampled and held correctly at the peak maximum, the hold delay
needs to be adjusted by maximizing the ADC output response. In order to perform the
maximization, the signal is kept constant for charge injection measurements. The max-
imization can also be performed using a SiPM signal, provided that the light input and
SiPM gain does not change during the measurement. Figure 7.10 shows the average signal
amplitude for a charge injection measurement with fixed amplitude. The x-axis shows the
configured hold time set in the delay cell with an arbitrary offset. Thus, the plot represents
the reconstructed signal shape seen by the ADC. By setting the hold time to the peak maxi-
mum, the obtimum signal and noise for the converted signal is obtained. The optimum hold
time setting changes with the input signal,for example light pulse width from the LED or
scintillator or other configuration settings influencing the peaking time. Also the compara-
tor threshold setting has an influence on the optimum configuration due to the timewalk
effect. In practice however, no significant changes of the peaking time with respect to the
comparator decison time were observed which would motivate the requirement of frequent
recalibrations of this parameter.
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Figure 7.11: Combined linearity of the analog front-end and ADC in 10-bit mode. a) High
gain branch. b) Low gain branch.
Charge measurement linearity
The charge measurement capabilities of the full KLauS readout chain was investigated by
measuring the average ADC response response as a function of the injected charge for all
charge scale settings. Figure 7.11 shows the ADC response as a function of the charge for
the high gain (1:1 scaling) and low gain branch using an external signal for the hold time
generation. The lower plots show the residual differences to a linear fit, limited to the range
of 1% integral nonlinearity. This 1% limit on the nonlinearity is indicated by the dashed
lines in the residual plots. Due to the reduced dynamic range of the ADC, also the charge
measurement range is reduced accordingly. The nonlinearities introduced by the front-end
are the same as for the measurements of the front-end alone, particularly visible for the
high gain branch at small charges. The increase in the response visible here comes from a
distinct feature of the input stage in combination with the current mirrors used in the front-
end. To obtain an optimum dynamic range, the pmos-mirror copying the signal current to
the integration RC-circuit is designed to withstand the large signal currents from the SiPM
without introducing nonlinearities. At small detector capacitances, the input stage of the
KLauS Front-end has a frequency response dominated by a pair of complex poles, and the
output current copied from the input stage is ringing. Due to this ringing, the pmos mirror
sees a "negative" current compared to the DC state, causing the cascodes to enter the triode
regions. This introduces the nonlinearities seen for the high gain stage results.
To investigate the impact of the time walk from the internal comparator on the voltage
sampling, the same measurement is repeated using the internal comparator. The hold delay
is tuned to be optimal at 2pC, i.e. close to the maximum dynamic range of the high gain
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Figure 7.12: Residual errors for the high gain branch for different trigger configurations.
The fit function has been fixed for all threshold configurations for comparability. The 1%
nonlinearity limit corresponds to a residue of about 3 ADC bins.
branch which is used to study the linearity. At 2 pC, the time-walk is already small and
not changing significantly towards higher charges, which would be covered by the low gain
stage. Since the differences are small, only the residual graphs with respect to the fit result
using the external trigger signal are shown in Figure 7.12. As expected, the response is
reduced close to the trigger threshold and approaching the external trigger measurements
with increasing signal amplitude. In fact, the time-walk effects partially compensates the
nonlinearities from the front-end. The effect is more pronounced for higher thresholds,
yielding an almost perfectly linear response for large thresholds up to the dynamic range of
the high gain branch. For all configurations, the nonlinearities close to the trigger threshold
are lower than 1%.
Automatic gain selection
Both of the two charge measurement branches devoted to the different signal ranges are
active at the same time. The gain selection comparator is used to select the charge in-
formation to be digitized by the ADC. This decision bit is also added to the digital event
data, which allows to combine these two charge ranges into a common charge measurement
with high resolution for small signals and lower quantization resolution for the full dynamic
range towards high charges. The automatic gain selection was tested in charge injection
measurements using the 10-bit ADC. Figure 7.13a shows the ADC and gain selection input
data before merging the informations from the high gain and low gain branches. For small
charges, only the high gain branch is used since the gain selection comparator is not trig-
gered. The efficiency curve for the gain selection comparator is shown in the lower part of
the graph. The threshold was configured to be smaller smaller than the dynamic range of
the high gain branch. For charges above the gain selection threshold, the charge informa-
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Figure 7.13: Automatic gain selection. a) Input data to be merged. b) Linearity of the
merged data in double logarithmic axes.
tion is only coming from the low gain branch, with a smaller charge conversion factor (thus
lower resolution) but high dynamic range.
In order to combine the two charge ranges, an inter-calibration factor needs to be deter-
mined and should given by the ratio of the charge conversion factors of the two branches.
Since the use of these factors would infer linearity in the calibration, they can not be used
to investigate the linearity of the merged charge information. Instead, the zero-suppressed
response of the two branches at the gain selection threshold are used for calibration, i.e.
the pedestal informations and the ADC response of the two branches at the gain selection
threshold.
Figure 7.13b shows the obtained response after merging the informations of the two
branches, with the residue to a linear fit on the lower plot. As indicated by the dashed
lines, the 1% linearity is fulfilled over the full range. The 1% linearity limit corresponds to
a residue of almost 200 bins due to the larger full scale range. Nonlinear behaviours are
visible for small charges introduced by the high gain stage, and close to maximum dynamic
range of the low gain stage limited by the ADC dynamic range. The switching process
introduces a deviation of 0.07% close to the crossover point. The systematic uncertainty of
the inter-calibration factor due to the limited information used yields an uncertainty of the
response in the high charge region shown as the red shaded 1σ confidence limit area in the
residual plot. A global χ2 minimization of the residual errors gives almost the same result,
but with much smaller uncertainties as shown by the green area in the residual plot.
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Figure 7.14: Sample single photon spectra obtained from different silicon photomultiplier
models using a pulsed LED source. The DC pedestal voltage of about 0.6V is subtracted.
a) 25µm pixel-pitch MPPC using the 10bit ADC and internal trigger. b) 10µm pixel-pitch
MPPC using the 12bit ADC and external trigger.
Single pixel spectra
One of the design goals posed on the KLauS4 ASIC was to provide the possibility to measure
single photon spectra using low gain Silicon Photomultipliers. Figure 7.14 shows the spectra
for two types of sensors from Hamamatsu Photonics with different pixel sizes. To generate
the light signal, pulsed LEDs were used. For the 25µm SiPM spectra shown in the left
figure, the gain is sufficient to use the 10-bit ADC, corrected for it’s nonlinearities using
the method described in 7.3. The internal comparator is triggering the ADC conversion,
with a threshold set to about 3 fired pixels to minimize the triggers on dark count pulses.
The right figure shows the obtained spectrum for a device with a pixel size of 10µm. The
sensor was biased at the nominal operating voltage given by the producer corresponding to
a single pixel signal of 1.35 · 105. In this case, the low gain requires the 12-bit ADC, which
can only work using an external trigger signal due to the bug in the digital part described in
Section 7.3. For both spectra a clear separation of the single pixel signals is visible, proving
the excellent noise performance of the full readout chain of KLauS.
7.5 Power pulsing
The power pulsing functionality of the chip is controlled by a single digital pad, which
generates all necessary control signals to the front-end and the channel control logic with
configurable delay.
As described in Chapter 6.7.1, the bias current of the input stage is reduced and the
feedback branch is disabled during the low-power mode. In order to obtain a small offset
voltage at the input terminal with respect to the enabled state, a subthreshold compensation
current is added to the feedback branch. The subthreshold bias current of the input stage
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Figure 7.15: Voltage difference of the SiPM input terminal as function of the DAC code,
comparing low power and active mode of the input stage.
as well as the compensation current can be adjusted using two subthreshold DACs with
3bit resolution. Figure 7.15 shows the difference of the input terminal voltage between the
normal and low power mode of the input stage as a function of the configuration value of
the voltage DAC controlling the DC voltage. With a maximum difference of about 6mV
after optimizing the compensation current, the introduced offset is negligible compared to
the SiPM overvoltage of a few volts, and the Silicon Photomultipliers are always held in the
same operating conditions as required.
Figure 7.16a shows the settling behaviour of the analog front-end after correct configu-
ration of the relative delays between the power pulsing control signals. The voltage at the
output of the analog part is shown as a green line. 6µs after enabling the front-end, the
pedestal voltage reaches the foreseen voltage level and the additional current to the pedestal
feedback circuits is disabled. After an additional time of 10µs, the pedestal voltage is fully
settled to the final value within an accuracy of 1mV. This is not visible in this measurement
due to the scale.
The response to charge signals using the powergating functionality was tested using a Sil-
icon Photomultiplier with 25µm pixel size. As sketched Figure 7.16b, the SiPM is lit by
light pulses from an LED at fixed delays after taking the chip out of the idle state. Figure
7.17 shows the obtained single pixel spectra for the power-pulsing disabled (black) and the
spectra obtained with power pulsing 10µs and 60µs after enabling the front-end. A clear
single pixel separation is found for all spectra. From the analysis of the single pixel spectra,
the SiPM gain and pedestal position is obtained. Within the 0.1% accuracy of the mea-
surement, the gain is constant for all spectra. In the spectrum at ∆t = 10µs, a systematic
shift of the pedestal of about 0.7bins (≈ 2.25mV) is observed because the front-end is not
fully settled. In all following spectra, the pedestal position is not changed within the 100µV
accuracy of the measurement.
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Figure 7.16: Settling of the front-end in power pulsed operation. a) Scope measurement
of the analog output signal after enabling the front-end. b) Sketch of the sipm-response
measurement.
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Figure 7.17: Single photon spectra in power-pulsed operation: 10µs after enabling the
front-end (red), 60µs after, and with the power pulsing disabled (black).
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7.6 Power consumption
For the analog front-end, the power consumption in the enabled state was measured to be
about 3mW per channel excluding the common bias block. This result is in line with the
circuit simulations obtained for the seven channel prototype, and allows to extrapolate to
the final 36 channel version of the ASIC where the common bias block is shared between
all channels and therefore does not contribute significantly to the total power consumed.
The power consumption of the analog blocks in the low power state could not be mea-
sured with the test board, since the power consumed by external circuits required for the
characterization measurements is much larger than power consumed by the ASIC in this
configuration. The subthreshold bias current used by the different blocks active during the
low power state is generated by a single cell. This allows to measure the bias current in
one point and extrapolate to the overall power consumption. The bias current of the input
stage in the low power mode was extracted from a measurement of the transient voltage of
the input terminal under resistive and capacitive load during power pulsing. The results
are comparable to the expectations from the circuit simulation, allowing the extrapolate to
a real power-pulsed operation of the ASIC. For the 36 channel version, simulations suggests
a power consumption of 26µW per channel for a power pulsing duty cycle of 0.5%.
7.7 Test-beam
In order to test the chip with multiple channels active at the same time in a realistic
environment, measurements at the DESY electron test beam facility were conducted. The
system is shown in Figure 7.18 and is comprised of 3 ASICs with 15 equipped channels
read out by a common data aquisition. Surface-mountable SiPMs with an active area of
1.3 × 1.3mm2 and a pixel size of 25µm were soldered on the test-boards. Scintillating
tiles produced at Hamburg University with a size of 30x30x3mm3 are air coupled to the
sensors, using a spherical dimple to obtain a good uniformity and individually wrapped
with reflecting foil to reduce crosstalk and acheive a high light yield [97]. For two of the
ASICs, all seven channels were equipped with sensors and scintillating tiles. One ASIC
was equipped with one channel to allow measurements of the trigger efficiency of electrons
passing all three boards. For the SiPM gain calibration, the integrated LED system is
used. During the week of data-taking, all key characteristics of the chip could be tested
successfully, some results outlining the most important aspects of the KLauS ASIC will be
presented in the following paragraphs.
System calibration
Before the beam was used, the system was calibrated to obtain a uniform behaviour of all
channels. For most of the steps during calibration, the LED system was used. As a starting
point, a configuration common for all channels was used, selected to give response to the
light pulses from the LED using the internal trigger. To obtain a uniform response for all
channels, the following steps were followed.
• The comparator thresholds were adjusted to yield a noise rate of approximately 1Hz
for all channels.
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(a) (b)
Figure 7.18: Setup used at the DESY test-beam facility.
a) Test board front side with assembled ASIC and LED system, back side of the board with
assembled tiles and backside without tiles and SiPMs equipped.
b) Setup used in the test beam with one of the tree boards inserted in the mechanical holder.
• The hold delay was swept for all channels under incident LED light pulses. A global
DAC settings was selected for each ASIC, and the fine-tuning setting was selected for
each channel to maximize the response.
• Three sets of single photon spectra with different settings for the input terminal
voltage DAC were recorded. Using the gain extracted from the spectra, a configuration
setting was selected for every channel to obtain the same single pixel gain.
A single pixel spectrum obtained after the calibration procedure was already shown in
Figure 7.14a. Qualitatively, no changes in the measured single photon spectra were observed
in the test-beam setup compared to the single-channel measurements under laboratory
conditions.
Automatic gain selection
The automatic gain selection was tested for the response to electrons passing the scintilla-
tor in order to investigate the possibility to find an inter-calibration factor without prior
knowledge from characterization measurements. In contrast to the procedure finding an
inter-calibration factor in Chapter 7.4, no direct information of the injected charge is avail-
able in this case. The medium gain configuration was used in order to have sufficient overlap
with the low gain branch, required to evaluate the linearity after combining the two charge
informations. When the automatic gain selection feature is disabled, the input of the ADC
is fixed to one of the analog outputs of the charge measurement branches. However, the
information of the gain selection comparison is also available. This allows to measure the
response of both branches at the threshold of the gain selection comparator. Figure 7.19
shows the measured spectra for the two charge measurement branches, separating the all
measured events from the part where the gain selection comparator is not triggered.
From the ratio of these spectra, the gain selection efficiency is extracted and shown below
the spectra. By fitting a Gaussian error function to the efficiencies, the ADC response SMG
and SLG at the threshold position is obtained directly. With the pedestal positions PMG
and PLG obtained from a dedicated noise measurement run, the inter-calibration factor is
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Figure 7.19: Spectra to estimate the gain intercalibration factor from testbeam data in
fixed gain mode. a) MG spectrum (solid line) and part selected by the gain selection com-
parator (dashed line). b) LG spectrum and part selected by the gain selection comparator.
The lower plots show the gain selection efficiency curve as a function of the converted ADC
value, fitted by a Gaussian error function.
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Figure 7.20: Merged spectrum (black line) in automatic gain selection mode after inter-
calibration. The input data from the two branches are plotted with dashed lines. For
comparison, spectra from the two stages in fixed gain configuration are also shown with
solid lines.
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given by
G =
SMG − PMG
SLG − PLG (7.3)
and the merged and zero-suppressed output code of an event is given by
M = g · S + g ·G · S − PMG (7.4)
where g denotes the binary gain selection comparator flag and S is the ADC value of the
event. The black line in Figure 7.20 shows the resulting spectrum with the automatic
gain selection enabled, with dashed lines being the two parts of the spectrum. Using the
intercalibration factor, the measured response of events from the low gain branch are scaled
to match the charge conversion factor of the MG branch. Correspondingly, the gain-selection
threshold in the low gain spectrum is scaled from ≈ 22 ADC bins to a response of 180 ADC
bins after merging the spectra. Measurements obtained with the automatic gain selection
function disabled are shown as solid lines. The limited dynamic range of the high gain
branch is clearly visible at about 320 ADC bins, as well as the reduced resolution of the low
gain information used above the gain selection threshold. As in the case of the measurements
performed in the laboratory setup, the deviation at the takeover point is quite small, and
the shape of the merged spectrum fits the fixed-gain counterparts well within their dynamic
range.
Trigger efficiency to electrons
Because all of the chips in the system are running with a common clock signal, also the
timestamps recorded for every event are synchronized. This allows to build clusters in time
between the individual layers. By requiring a hit in the central tiles of the first and last
ASIC, the trigger efficiency to passing electrons is determined from the rate a hit of the
central tile of the middle ASIC is recorded. To minimize random coincidences, the triplet
of events is only accepted if the time stamps are different by a maximum of 1 bin, resulting
in a window of about 51 ns Figure 7.21 shows the obtained efficiency as a function of the
selected electron energy. For the full measured range electron beam energies, the efficiency
is found to be above 99.2%. This proves the stable operation of the readout chain also
at high rates and low threshold settings, in a potentially noisy environment with multiple
channels being active or triggering.
Power pulsing
The power pulsing functionalities have also been tested in the electron beam. In order
to achieve a good data-taking efficiency, the gate signal was synchronized to the DESY
repetition period of 80ms. This ensures data is only taken while electrons with the right
energy are generated. Figure 7.22 shows the response to electrons with the power pulsing
function enabled (red) and disabled (black). The changed number of single, two and three
electron events most likely comes from different conditions of the delivered electron beam,
as the power pulsing gate is synchronized to the DESY extraction cycle in the case of power
pulsing. The single electron response of the ASIC due to the power pulsing is not affected.
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Figure 7.21: Trigger efficiency as a function of the selected electron energy.
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Figure 7.22: Electron spectrum obtained at the DESY test-beam during power pulsed
operation.
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8 Summary
The detectors being developed for future linear colliders are optimized for the use of particle
flow algorithms in order to achieve a jet energy resolution of 3-4%, sufficient to distinguish
the hadronic decay of W and Z bosons based on the jet energy measurements. This allows to
use these final states also for precision measurement, significantly increasing the sensitivity
in measurements of standard model processes and searches beyond the latter. The particle
flow approach requires all particles in a jet to be measured separately in the tracking and
calorimetry system. This allows to use the sub-detector providing the best energy resolu-
tion for the given particle. Apart from an excellent energy resolution, the calorimeters are
required to have a high spacial resolution and compactness, needed to make full use of the
particle flow idea which relies on the separation of individual showers from a jet. Differ-
ent readout concepts for the electromagnetic and hadronic calorimeters are studied within
the CALICE collaboration. For both scinillator-based calorimeters, the Analog Hadronic
Calorimeter (AHCAL) and the Scintillator-strip ECAL concepts, sandwich calorimeters us-
ing segmented plastic scintillator cells read out by Silicon Photomultipliers will be used.
In this work, the development of integrated readout ASICs for the scintillator-based
calorimetry systems at the ILC detectors is discussed. The front-end ASICs are required to
deliver a self-triggered, fully integrated readout solution for charge measurements of Silicon
Photomultiplier signals, spanning a dynamic range from single photons (or fired pixels)
up to the fully dynamic range of the sensors consisting of up to & 10000 pixels. A key
requirement for the ASICs to be developed for the calorimeters is the limited power con-
sumption. The high channel density and requirements on the compact active layers requires
the readout electronics placed inside the active layers. To be able to operate the calorime-
ters without an active cooling system for the readout ASICs, the power consumption is
limited to an average power consumption of 25µW per channel, which is only accomplished
by power pulsing the front-end ASICs with the bunch train scheme of the ILC.
In order to facilitate the calibration of a detector consisting of millions of readout chan-
nels, the gain calibration of the Silicon Photomultipliers using single photon spectra is
required. Due to the large detector capacitance of the sensors, a small input impedance
is required to achieve a good charge conversion efficiency. Different noise terms contribute
to the smearing of the single pixel signals. In this thesis, dedicated measurements and
simulations were presented and used to investigate the effect of dark count rate avalanches
from the Silicon Photomultipliers. An analysis of the different noise terms contributing to
the single pixel resolution shows that the effective noise from dark-count avalanches pile up
and add significantly to the total noise smearing the single photo-electron peaks. This also
affects the optimum shaping time constants used in the signal shaping circuits of the ASIC.
The peak voltage sampling strategy used in the developed ASIC does not add significantly
to the noise. Also the timewalk effect introduced by the leading edge discrimination does
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not lead to significant nonlinearities in the charge measurement.
The KLauS ASIC is designed provide a readout solution for high dynamic range Silicon
Photomultipliers which have a small single pixel gain due to the reduced pixel size. Charge
injection measurements using the analog front-end of KLauS show a dynamic range of
140 pC, sufficient to cover the dynamic range of Silicon Photomultipliers with an active area
of 1mm2. With an equivalent noise charge of 4.5 fC for small area sensors, the ASIC shows
an excellent charge measurement capability in the view of the power budget, allowing to use
high dynamic range SiPMs required in particular by the scintillator-based electromagnetic
calorimeters at ILD. In order to mitigate differences in the sensor gain, the input stage of
KLauS allows to adjust the SiPM bias voltage in a range of 1.8V, sufficient in view of the
device to device spread obtained for modern Silicon Photomultipliers.
The analog front-end has a power consumption of approximately 3mW per channel, and
implements power pulsing functionalities to reduce the power consumption to the require-
ments of the ILD detector. The SiPM bias voltage is stabilized in the power pulsed operation
by the specific choice of the input stage topology and additional compensation currents. To
minimize the required duty cycle of the power pulsing and thus the average power con-
sumption, the settling time of the front-end is reduced to about 10µs after an appropriate
configuration of the power pulsing sequence. For the 36 channel version of the chip, a power
consumption of 26µW is expected, based on the characterization measurements of the 7
channel ASIC.
For reasons of power-efficiency as well as simple and stable calibration, the SAR topology
was chosen for the integrated analog to digital converter which has a nominal quantization
resolution of 10 bit. For the gain calibration of small gain sensors, an additional pipelined
stage allows to increase the resolution to 12 bit. The digitization of the SiPM response to
small light pulses using the integrated ADC show good single pixel separation for commonly
used as well as small gain sensors.
To cope with the dynamic range and the requirements calibrating the sensor gain using
single photon spectra, two charge measurement branches with different scaling factors are
implemented in the chip. An automatic gain selection function is used to cover the full
charge measurement range with the required resolution. The linearity is preserved also
after merging the charge measurement data from the two branches in the automatic gain
selection mode of the chip.
Measurements using a setup of multiple ASICs were carried out at the DESY test beam
facility, validating the performance and stability of the KLauS ASIC also in a realistic en-
vironment.
Only minor changes were implemented in the 36 channel version of the ASIC. After
characterizing this chip is expected to be available shortly after submitting this thesis, the
integration of the ASIC into the AHCAL technological prototype is foreseen.
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A Description of additional sub-circuits
Bootstrapped sampling switch
Figure A.1 shows the schematic diagram of the switch used for sampling the input voltage
at the 10 bit ADC and the pipelined stage. The gate voltage of the switch transistor M6 is
designed to follow the input voltage plus a constant offset in order to keep the Vgs difference
at M6 and thus the impedance of the switch in conduction mode constant. In the open
state, the "clock" signal is at a logic low state forcing the gate voltage of M6 to ground
level. The capacitor included in the switch is charged to a constant voltage close to the 1.8V
supply voltage. With the input signal going to a logic high level, both capacitor potentials
are offset to the input terminal voltage, causing M6 to see the constant voltage difference
of the capacitor plus the input terminal potential. The switch is based on the design by
Abo and Gray, [79] and [80] In this original design, a charge pump was implemented to
generate the higher voltage charging the switch. This solution is not applicable here since
the sampling is supposed to start immediately after a trigger from the front end. A separate
supply voltage of 3.3V is used instead.
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Figure A.1: Schematic diagram of the hold switch used in the KLauS ADC
Dynamic comparator
Figure A.2 shows a schematic diagram of the dynamic comparator used in the KLauS4 ADC.
Consisting of a bias current generation circuit, a differential preamplifier, the comparator
core and digital logic, it provides the decision signal for the SAR search algorithm. For the
clock signal at logic zero, the comparator core is at a reset state the bias current to the
comparator core is disabled. At the falling edge of the clock signal, the voltage difference
is amplified in the positive feedback loop of the comparator core, yielding digital signals
which are combined to a single digital output. The comparison procedure introduces a
digital switching noise at the input of the comparator core. A single stage preamplifier is
added to reduce the voltage change at the comparator input. The bias current is generated
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Figure A.2: Schematic diagram of the voltage comparator used in the KLauS ADC
in each of the comparator cells. It is used for the preamplifier and the comparator core,
switched off while there is no conversion in progress.
Linearity analysis of a 4 bit SAR ADC
As discussed in chapter 6.4, the static linearity of the ADC is degraded by the nonlinearities
of the DAC due to parasitics. The bin width of the ADC (6.26) of a specific code is given
by the upper and lower boundaries of the bin. In Figures A.3 and A.4, the upper and
lower boundaries are visualized as the voltage level where the relevant comparator decision
marked with the red line passes the bin boundary. The upper boundary of code X is the
same as the lower boundary of X+1, and the upper and lower boundaries of the highest and
lowest code are not defined (and thus not shown). The boundaries can also be calculated
from the given code using the common bits of the codes X,X + 1.
In table A.1, the upper and lower bin boundaries and the bin width are listed for all codes
of the 4 bit ADC. The mismatch of the capacitor pairs for the differential structure of the
DAC are ignored here.
Delay cell
Figure A.5 shows a schematic diagram of the delay cell used to generate the sampling signal
for the ADC. It is based on the discharge of a capacitance with a constant current. With
the input signal D rising and D falling, the charge stored on the capacitance connected to
the node Q is slowly discharged by the current source M16. Once the voltage falls below
the threshold voltage of transistor M12, the Q node is charged quickly, starting a positive
feedback loop which causes Q to quickly discharge to a logic zero state. To reduce the jitter
on the generated delay due to noise on the power supply, the cell is designed differentially.
The delay can be adjusted by changing the bias current discharging the capacitors. This
is used for the global configuration of the delay in the KLauS ASIC. In addition, the
capacitance value can be adjusted in each cell in order to fine tune the delay value.
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Figure A.3: 4-bit SAR ADC example: Upper bin boundaries
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Figure A.4: 4-bit SAR ADC example: Lower bin boundaries
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Code Lower boundary Upper boundary Bin width
0000 − 0 = Vin + ∆3 + ∆2 + ∆1 −
0001 0 = Vin + ∆3 + ∆2 + ∆1 0 = Vin + ∆3 + ∆2 ∆1
0010 0 = Vin + ∆3 + ∆2 0 = Vin + ∆3 + ∆2 −∆1 ∆1
0011 0 = Vin + ∆3 + ∆2 −∆1 0 = Vin + ∆3 ∆2 −∆1
0100 0 = Vin + ∆3 0 = Vin + ∆3 −∆2 + ∆1 ∆2 −∆1
0101 0 = Vin + ∆3 −∆2 + ∆1 0 = Vin + ∆3 −∆2 ∆1
0110 0 = Vin + ∆3 −∆2 0 = Vin + ∆3 −∆2 −∆1 ∆1
0111 0 = Vin + ∆3 −∆2 −∆1 0 = Vin ∆3 −∆2 −∆1
1000 0 = Vin 0 = Vin + ∆3 + ∆2 + ∆1 ∆3 −∆2 −∆1
1001 0 = Vin −∆3 + ∆2 + ∆1 0 = Vin + ∆3 + ∆2 ∆1
1010 0 = Vin −∆3 + ∆2 0 = Vin + ∆3 + ∆2 −∆1 ∆1
1011 0 = Vin −∆3 + ∆2 −∆1 0 = Vin + ∆3 ∆2 −∆1
1100 0 = Vin −∆3 0 = Vin + ∆3 −∆2 + ∆1 ∆2 −∆1
1101 0 = Vin −∆3 −∆2 + ∆1 0 = Vin + ∆3 −∆2 ∆1
1110 0 = Vin −∆3 −∆2 0 = Vin + ∆3 −∆2 −∆1 ∆1
1111 0 = Vin −∆3 −∆2 −∆1 − −
Table A.1: Upper and lower boundary and the width of the bins in a 4 bit SAR ADC
135
136
B Additional characterization
measurements
137
B Additional characterization measurements
 
[V
]
pe
d
 
-
 
V
pkV
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Q[pC]
0.0 0.5 1.0 1.5 2.0 2.5 3.0re
si
du
al
 [V
]
0.02−
0.01−
0.00
0.01
0.02
(a)
 
[V
]
pe
d
 
-
 
V
pkV
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Q[pC]
0 2 4 6 8 10 12 14 16 18re
si
du
al
 [V
]
0.02−
0.01−
0.00
0.01
0.02
(b)
 
[V
]
pe
d
 
-
 
V
pkV
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Q[pC]
0 20 40 60 80 100 120 140 160re
si
du
al
 [V
]
0.02−
0.01−
0.00
0.01
0.02
(c)
Figure B.1: Charge measurement response and residuals from a linear fit. The fit range
is limited to an integrated nonlinearity 2% FSR INL, and the dashed lines correspond to
the 1% FSR limits. a) High gain branch, HG setting. b) High gain branch, MG setting. c)
Low gain branch
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Figure B.2: Relative change of the charge conversion factor as a function of the SiPM bias
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Figure B.3: Impact on ADC measurement nonlinearities from the application of glog-top
to the ASIC.
a) DNL as a function of the ADC bin.
b) INL as a function of the voltage at the positive ADC input terminal.
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Figure B.4: Differential nonlinearity (a) and Integrated nonlinearity (b) of the ADC in
12-bit resolution mode.
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