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【記号の定義】
column vector-valued stationary time series with real-valued components
X(t) = (Xa(t); a = 1, . . . , m) t = 0,±1,±2, . . .
joint cumulant function of orderk of X(t)
ca1...ak(u1, . . . , uk−1) = cum{Xa1(u1), . . . , Xak−1(uk−1), Xak(0)}
k-th order cumulant spectrum ofX(t)
Sa1...ak(λ1, . . . , λk−1) = (2π)k−1fa1...ak(λ1, . . . , λk−1)
=
∑∞
∀uj=−∞ ca1...ak(u1, . . . , uk−1) exp
(− i ∑k−1j=1 ujλj
)
Sk(λ) = [Sa(λ)] a = (a1, . . . , ak), λ = (λ1, . . . , λk) ∈ Pk
Pk =
{
λ = (λ1, . . . , λk)
∣∣ ∑k
j=1 λj ≡ 0 (mod 2π)
}
〈F (λ)〉 = (2π)−k+1∫ π−π · · ·
∫ π
−π F (λ1, . . . , λk−1)dλ1 · · · dλk−1
m×m spectral density matrix
S2(λ) = [Sa1a2(λ)] (a1, a2 = 1, . . . , m) rank S2(λ) = m, 〈log |S2(λ)|〉 > −∞
⇒ S2(λ) = A(eiλ)A(e−iλ)′ spectral factorization
A(z), z ∈ C : m×m matrix (outer function) analytic withA(z)−1 in |z| ≤ 1
XI(t) = A(eiλ)−1X(t) ⇒ SI2 (λ) = Im









a1 · · · [A(eiλk)−1]bkakSb1...bk(λ)
Einstein’s summation convention
【推定問題とキュムラント空間のリーマン計量】
model of thek-th order cumulant spectrum
M = {fa(λ,θ) |θ ∈ Θ (open inRs)}
s-vector valued estimating function
ya(λ,θ) = [ya1···ak(λ,θ)] ya(λ,θ) = (ya1(λ,θ), . . . , yas(λ,θ))′; (λ,θ) ∈ Pk × Θ
deterministic version of estimating equation
Y (θ) =
∫ π
−π · · ·
∫ π
−π y
a(λ,θ)fa(λ)dλ1 · · · dλk−1 = 0
⇒ strong consistency and asymptotic normality
(Craḿer-Rao type inequality)
asymptotic covariance matrixΩ is bounded by
Ω ≥ Ω0 = k!G(θ0)−1 G(θ) = [gαβ(θ)]




ajbj(λj, θ), ∂α = ∂/∂θ








内積関数G(θ,θ ′)の導入を通じて2種類のポテンシャル関数E(θ), F (θ ′)の
存在が導かれ D(θ,θ ′) = E(θ) + F (θ ′) − G(θ,θ ′) としてダイバージェン
スD(θ,θ ′)が定義される.
(U -condition) ∂αyaβ(λ,θ) = ∂βy
a
α(λ,θ) ⇔ yaβ(λ,θ) = ∂βUa(λ,θ)
inner product function
G(θ,θ ′) = 〈Ua(−λ,θ ′)Sa(λ,θ)〉
its two kinds of derivatives
Yβ(θ,θ
′) = ∂βG(θ,θ ′) = 〈Ua(−λ,θ ′)∂βSa(λ,θ)〉
Zβ(θ,θ
′) = ∂′βG(θ,θ
′) = 〈∂′βUa(−λ,θ ′)Sa(λ,θ)〉
Then at the diagonalθ = θ ′
∂αYβ(θ,θ) = ∂βYα(θ,θ), ∂αZβ(θ,θ) = ∂βZα(θ,θ)
⇔ ∃E(θ), ∃F (θ) such that
Yβ(θ,θ) = 〈Ua(−λ,θ)∂βSa(λ,θ)〉 = ∂βE(θ)
Zβ(θ,θ) = 〈∂βUa(−λ,θ)Sa(λ,θ)〉 = ∂βF (θ)
⇒ D(θ,θ ′) = E(θ) + F (θ ′)−G(θ,θ ′)
¤ 2次キュムラント空間のダイバージェンス
yβ(λ,θ) = ∂β[−S2(λ,θ)−1], U(λ,θ) = −S2(λ,θ)−1
G(θ,θ ′) = −〈tr[S2(λ,θ ′)−1S2(λ,θ)]〉 G(θ,θ) = −m
Yβ(θ,θ) = −∂β〈log |S2(λ,θ)|〉 E(θ) = −〈log |S2(λ,θ)|〉
Zβ(θ,θ) = −∂β〈log |S2(λ,θ)−1|〉 F (θ) = −〈log |S2(λ,θ)−1|〉
F (θ) = −E(θ) : mutual duality
Divergence (Bregman type)
D(θ,θ ′) = 〈tr[S2(λ,θ ′)−1S2(λ,θ)]〉 −m−〈log |S2(λ,θ ′)−1S2(λ,θ)|〉
For twom-vector seriesX(t), Y (t)
D2(X,Y ) = −H2(X) + H2(Y )−G2(X,Y )−m
X(t)からY (t)への2次のダイバージェンス
H2(X) = −E(X) = 〈log |SX2 (λ)|〉 H2(Y ) = F (Y ) = 〈log |SY2 (λ)|〉
X(t), Y (t)の2次のエントロピー
G2(X,Y ) = −〈tr[SY2 (λ)−1SX2 (λ)]〉
X(t)とY (t)の2次の内積関数
¤高次キュムラント空間のダイバージェンス






a(λ,θ) = δabSIb (λ,θ)
G(θ,θ ′) = 〈δabSIb (−λ,θ ′)SIa (λ,θ)〉 = G(θ ′, θ)












F (θ) = 12〈δabSIb (−λ,θ)SIa (λ,θ)〉
F (θ) = E(θ) : self duality
Divergence (Bregman type)
D(θ,θ ′) = 12‖SIk(λ,θ)− SIk(λ,θ ′)‖2 = D(θ ′, θ)
For twom-vector seriesX(t), Y (t)
Dk(X,Y ) = −Hk(X)−Hk(Y )−Gk(X,Y )
X(t)とY (t)とのk次のダイバージェンス
Hk(X) = −E(X) = −12‖SXIk ‖2 Hk(Y ) = −F (Y ) = −12‖SY Ik ‖2
X(t), Y (t)のk次のエントロピー
Gk(X,Y ) = 〈δabSXIa (λ)SY Ib (−λ)〉
X(t)とY (t)のk次の内積関数
【キュムラント空間の相互情報量】
X(t)とY (t)を2つの定常時系列として{X(t), Y (t)}は定常時系列Q(t)で
決まるものとする. このときX(t)とY (t)との k次の相互情報量 (k =
2, 3, . . . )を Ik(X,Y ) = Hk(X) + Hk(Y ) − Hk(Q) で定義する. 基本的
性質の一つとして高次の相互情報量は負になり得る.
【キュムラント空間の全情報諸量】
total entropy ofX HΣ(X) =
∑
k≥2 Hk(X)/k!
total mutual information betweenX andY IΣ(X,Y ) =
∑
k≥2 Ik(X,Y )/k!
total divergence fromX to Y DΣ(X,Y ) =
∑
k≥2 Dk(X,Y )/k!
【今後の発展】
キュムラント空間の情報諸量はシステム空間の不変な情報幾何学的構
造から導入されており, これらにもとづいてフィードバックを伴う線形
システムおよび Volterra展開・Wiener-It̂o展開される非線形システムの
解析への情報幾何学的方法論に発展していく.
