We consider an ensemble of large non-Hermitian random matrices of the form H + iÂ s , whereĤ andÂ s are Hermitian statistically independent random N × N matrices. We demonstrate the existence of a new nontrivial regime of weak non-Hermiticity characterized by the condition that the average of N TrÂ 2 s is of the same order as that of TrĤ 2 when N → ∞. We find explicitly the density of complex eigenvalues for this regime in the limit of infinite matrix dimension. The density determines the eigenvalue distribution in the crossover regime between random Hermitian matrices whose real eigenvalues are distributed according to the Wigner semi-circle law and random complex matrices whose eigenvalues are distributed in the complex plane according to the so-called "elliptic law".
Recently there was a growth of interest in statistics of complex eigenvalues of large random matrices, both in physical and mathematical literature (see Refs. 1 -20) .
Non-Hermitian random Hamiltonians appear naturally when one deals with quantum scattering problems in open chaotic systems [7, 8, 11, 15, 16, 18] , studies a motion of flux lines in superconductors with columnar defects [19] or is interested in chiral symmetry breaking in quantum chromodynamics [20] . Complex random matrices appear also in studies of dissipative quantum maps [6, 9] . On the other hand, closely related ensembles of real asymmetric random matrices enjoy applications in neural network dynamics [5, 12] and in the problem of the localization transition of random heteropolymer chains [21] .
The actual progress in understanding the properties of random matrices with complex eigenvalues is rather limited, however. Most of the known results refer to the case of strong non-Hermiticity or asymmetry. Namely, they deal with those types of matrices for which the real and imaginary parts of complex eigenvalues Z j = X j + iY j are typically of the same order when the matrix dimension tends to infinity.
As the most well-known example, we mention an ensemble of complex N × N matriceŝ J with the density of joint probability distribution of matrix entries of the form
where τ is real, −1 ≤ τ ≤ 1, and C N = [π 2 J 4 0 (1 − τ 2 )/N 2 ] N 2 /2 . In the large-N limit the eigenvalues ofĴ are uniformly distributed in the ellipse
Denote by J kl a matrix element ofĴ. Eq. (1) implies that: (i) complex variables J kl are Gaussian with mean zero and variance |J kl | 2 = J 2 0 /N, (ii) the real and imaginary parts of J are statistically independent, and (iii) among all the random variables J kl , 1 ≤ k, l ≤ N, only J kl and J lk are pairwise correlated with the magnitude of correlations determined by the covariance J kl J * lk = τ J 2 0 /N. The ensemble defined by Eq. (1) interpolates between the well-known Gaussian ensemble of Hermitian matrices (GUE) [22] and Ginibre's ensemble of complex matrices [1] . The degree of non-Hermiticity is controlled by the absolute value of τ . If τ = 1 or τ = −1 we have an ensemble of Hermitian or skew-Hermitian matrices and the above mentioned ellipse degenerates into an interval of real or purely imaginary eigenvalues. On the other hand, if τ = 0 then all J kl are mutually independent and we have a maximum of asymmetry. In that case the eigenvalues are uniformly distributed in the unit circle [1, 22, 2] .
The above mentioned ensemble of non-Hermitian random matrices can be represented in another form. Each matrixĴ can be decomposed into a sum of its Hermitian and skewHermitian parts:Ĵ =Ĥ + iÂ s , whereĤ = (Ĵ +Ĵ † )/2 andÂ s = (Ĵ −Ĵ † )/2i. By Eq. (1), the Hermitian matricesĤ andÂ s are statistically independent and follow the Gaussian distributions
s }, respectively. In this representation interpolation mentioned above becomes even clearer. For instance, when τ approaches 1 variations ofÂ around its mean value vanish andĴ =Ĥ in the limit of τ = 1.
For our purpose it is convenient to introduce new variables,
, and rewrite the ensemble defined by Eq. (1) aŝ
where now eachĤ andÂ is taken from identical and independent Gaussian ensembles of Hermitian matrices defined by the probability densities:
It is natural to use the parameter v 2 as a measure of non-Hermiticity (asymmetry) in our ensemble. As we mentioned, in the case of strong non-Hermiticity, i. e. when v 2 = O(1) as N → ∞, the eigenvalues ofĴ are uniformly distributed in an ellipse.
In the present paper we demonstrate the existence of a new non-trivial regime of weak non-Hermiticity determined by the condition v 2 N = O(1) as N → ∞. In other words, we scale the parameter v with the matrix dimension N as v = α/ √ N, α ≥ 0. In that regime of weak non-Hermiticity the "elliptic law" is not valid any longer and should be replaced by another distribution. The main goal of our publication is to derive the explicit form of this distribution.
In order to get better understanding of the chosen scaling it is instructive to consider first the limiting case of extremely weak non-Hermiticity. In this case one expects that the influence of adding the non-Hermitian matrices ivÂ to the Hermitian matricesĤ in Eq. (2) can be treated by regular perturbation theory.
When v = 0 the eigenvalues Z j ≡ X j ofĴ ≡Ĥ are real and in the large-N limit they are distributed according to the Wigner semi-circle law with the density ρ sc (X) = (2πJ)
The mean separation ∆ between adjacent eigenvalues can be estimated as ∆ ∝ J/N. When a small non-Hermitian part ivÂ is taken into account, the eigenvalues Z j ofĴ move into the complex plane and their shift can be estimated by first order perturbation theory. Namely, Re Z j = X j and Im Z j = v φ j |Â | φ j , where X j and | φ j are the ordered eigenvalues ofĤ and their normalized eigenvectors, respectively. Let us estimate the magnitude of this shift. Introducing the notationP j for the projection on | φ j , one can write Im Z j = vTrÂP j , so the variance of
where the angle brackets · H(A) denote the averaging over the random matricesĤ(Â) according to Eq. (3). SinceĤ is statistically independent ofÂ, so isP j . As a result, one can perform the averaging overÂ in Eq. (4) explicitly:
Now noticing thatP 2 j =P j and TrP j = 1 (as it must be for any projection), we obtain the deviation of Y j , Y 2 j 1/2 = 2vJ/N. Since we are using perturbation theory, this deviation has to be compared with the mean separation ∆ of the unperturbed eigenvalues:
so the case α ≪ 1 corresponds to well-defined perturbation theory.
The density ρ(X, Y ) of complex eigenvalues Z j can be calculated easily in the perturba-
where
andã = αJ/N. We see that for α ≪ 1 the density of eigenvalues in the complex plane X +iY is a simple product of the Wigner semicircular density ρ sc (X) = (2πJ) −1 4 − (X/J) 2 and the Gaussian ρ(Y ) from Eq. (6). On the other hand, it is natural to expect that when α ≫ 1 ρ(X, Y ) goes back to the mentioned uniform distribution inside an ellipse.
In order to get access to the distribution of eigenvalues in the complex plane E = X + iY in the case of α = O(1) we use the fact that the two-dimensional density of these eigenvalues ρ(X, Y ) can be found if one knows the "potential" [4] :
in view of the relation:
To determine the potential for the present case of almostHermitian Gaussian random matrices we follow the method suggested earlier by two of us [18] and restore the potential from its derivative:
.
It is convenient for our purpose to write down the determinants in the denominator and numerator of the generating function as:
where we used two matrices:
Then one can find the following convergent representation for the generating function Z(κ b , κ) in terms of a Gaussian integral over both commuting and anticommuting (Grassmannian) variables: Due to the normalization condition Z(κ, κ) = 1 it is enough for our purpose to calculate the average Z(κ, κ b ) A H . This can be done easily for the Gaussian distributions Eq. (3) and leads to the terms quartic in the components of the supervector Ψ in the exponent of the integrand, Eq. (11). Further evaluation goes along lines suggested by Efetov in the theory of disordered systems [23] . A detailed introduction to the method as applied to random Hermitian matrices can be found in the review [24] . Here we outline only the general strategy: 1) To decouple quartic terms in the exponent of the integrand of the generating function by introducing a set of auxiliary integrations (the so-called Hubbard-Stratonovich transformation, see [24] ); 2) To integrate out the Ψ-variables explicitly; and 3) Exploiting the limit N → ∞ to integrate out some ("massive") degrees of freedom in the saddle-point approximation. After this is done the integral over the remaining ("massless") degrees of freedom can be represented in a form of the so-called zero-dimensional graded nonlinear σ−model introduced into physics by Efetov [23] .
After this set of standard manipulations one arrives at the following expression for the density ρ X (y) of the scaled imaginary parts y j = 2πρ sc (X)Y j N of those eigenvalues Z j = X j +iY j whose real parts X j fall within a narrow window around the point X of the spectrum:
where a = 2πρ sc (X)α,σ = diag(Σ x , Σ x ) and the (graded) matricesQ satisfyingQ 2 = −1 are taken from the graded coset space U(1, 1/2)/U(1/1) ⊗ U(1/, 1), whose explicit parameterization can be found in [23, 24] . We also use the notation Str for the graded trace.
Still, the evaluation of the integral over the graded coset space in Eq. (13) and subsequent restoration of the density ρ X (y) is quite an elaborate task. We skip intermediate steps and present the final expression for φ(y, u) which one obtains after integrating out the Grassmannian variables:
and
It is easy to check that both functions F 1 and F 2 satisfy the relation:
Now substitute Eq. (14) into Eq. (12) and notice (by multiple exploitation of Eq. (16) ) that I(z 1 , z 2 ) can be written as a full derivative over u. As a result, one obtains:
where ... Z denotes the integration over z 1 , z 2 with the Gaussian weight, see Eq. (14). When performing the limiting procedure u → 0 in Eq. (17) . one notices that all terms are proportional to a δ-function: δ(y b ), or its derivatives. This fact allows one to perform the integration over z 1 explicitly, and after some simple algebraic manipulations one arrives at the following expression:
where a = 2πρ sc (X)α and y = 2πρ sc (X)Y N, X and Y being the real and imaginary parts of the complex eigenvalues in the ensemble of random matricesĴ given by Eqs. (2)-(3) . The distribution Eq. (18) constitutes the main result of the present publication. It correctly reproduces all the anticipated limiting cases. When a ≫ 1 one can effectively put the upper boundary of integration in Eq. (18) to be infinity due to the Gaussian cutoff of the integrand at t ∼ 1/a ≪ 1. This immediately results in the uniform density ρ X (y) = (2a 2 ) −1 inside the interval |y| ≤ a 2 and vanishing density outside this interval. Recalling the definition of the variable y and the parameter a, we are back to the familiar "elliptic law". In the opposite limiting case a ≪ 1 one obtains:
sinh y y which matches the perturbative result Eq. (6) as long as y ≪ 1. The fact that remote tails y > ∼ 1 are not captured correctly by perturbative treatment can be understood easily: the condition y ∼ 1 means that the imaginary parts Y j of the complex eigenvalues is of the same order as the mean spacing ∆ = (ρ sc (X)N) −1 between the real eigenvalues of the unperturbed Hermitian matrixĤ. First order perturbation theory is obviously insufficient to obtain those complex eigenvalues correctly.
It is worth mentioning that we have restricted ourselves to Gaussian distributions of random matricesĤ andÂ mainly for the sake of simplicity of presentation of the supersymmetry calculations. More general distributions of matricesĤ andÂ can be considered and supersymmetry calculations can be performed along the line of [25, 26] . For instance one can consider random matricesĤ andÂ whose entries are independent Bernoulli variables taking ±b with equal probability or are uniformly distributed in an interval. Actually, we have arguments that the universality of the eigenvalue distribution in the crossover regime is extremely high and is not restricted to the case when the corresponding Hermitian matricesĤ have the semi-circle eigenvalue density. For example, one can consider non-Gaussian distributions of matricesĤ andÂ with the density of the form P(Ĥ) ∝ exp{−NTrV (Ĥ)} (the so-called invariant ensembles, see [27] [28] [29] [30] [31] [32] [33] ). Then the formula Eq. (18) is still valid, provided the semi-circular density ρ sc in the definitions of y and a is replaced by the actual mean level density at given point of the spectrum 1 . The distribution Eq. (18) has been derived in the limit of infinite matrix dimension. However, numerical computations show that Eq. (18) well approximates the distribution of complex eigenvalues for ensembles of random matrices (3) of a moderate dimension. In Fig. 1 we present results of numerical diagonalization of random matrices of dimension N = 30. For each plot we generated a set of 20000 random matricesĴ =Ĥ + i 1 √ NÂ sampling a Gaussian distribution (random matrices follow distributions of Eq. (6) with 2J 2 = 1) for plot (a) and a Bernoulli distribution (functionally independent matrix elements ofĤ and A are statistically independent random variables taking ±1/ √ 2N with equal probability) for plot (b). Then matrices were diagonalized and their eigenvalues Z j falling into a small energy window, |Re Z j | ≤ 0.2, were selected. The imaginary parts of the selected eigenvalues were counted and the corresponding histograms along with the infinite-N theoretical density ρ X=0 (y) (solid curves) were plotted against the scaled variable y j = 2πρ sc (0)Y j N. In both plots, the ordinate is scaled in units of max y ρ X=0 (y).
It is worth mentioning that our derivation based on the supersymmetry formalism [23, 24] being in general quite satisfactory should be considered as a heuristic one from the point of view of rigorous mathematics. In a more detailed publication [34] we shall give a rigorous mathematical derivation of our main result, Eq. (18) for the case of Gaussian MatricesĤ,Â and also show the mentioned universality of the found distribution for several classes of more general random matrices.
At the moment we failed to derive the analogous expression for almost-symmetric (slightly asymmetric) real random matrices due to unsurmountable technical problems. At the same time there are reasons to suspect that for the latter case the distribution might be different in its form from Eq. (18) . It would be of much interest to try to attack this problem by different methods, e.g. starting from the known joint probability density for eigenvalues of asymmetric random matrices [10, 13] .
In conclusion, we derived the explicit expression describing the density of complex eigenvalues of almost-Hermitian random matrices. It describes the crossover regime from the Wigner semi-circle law typical for random Hermitian matrices to the "elliptic law" typical for strongly non-Hermitian matrices.
