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Abstract
Nonself-adjoint, nondissipative perturbations of bounded self-adjoint operatorswith real purely singular spectrum
are considered. Using a functional model of a nonself-adjoint operator as a principal tool, spectral properties of such
operators are investigated. In particular, in the case of rank two perturbations the pure point spectral component is
completely characterized in terms of matrix elements of the operators’ characteristic function.
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1. Introduction
In the present paper we consider nonself-adjoint, nondissipative additive perturbations L=A+ iV of
a bounded self-adjoint operator A acting in Hilbert space H. Operators of this class have been extensively
studied; see, e.g., [15,16,30,28,29] (see also [18,12,7,8,19] for directly related results on the operators
which are “close to unitary”). We are primarily interested in discussing the properties of the singular
spectral subspace Ni of the operator L (see Section 2 for deﬁnitions).
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Recall [17] that spectral subspaces N+i , N−i , N0i ⊂ Ni can be naturally singled out for an arbitrary
nonself-adjoint operator L of the class considered. HereN+i (N−i ) [16] corresponds to the point spectrum
in the upper half-plane and a part of the real singular spectrum (the point spectrum in the lower half-
plane and a part of the real singular spectrum, respectively) and is directly analogous to the singular
subspace of a dissipative (adjoint to a dissipative) completely nonself-adjoint1 operator. The subspace
N0i (introduced in [17], see also [30,28]) corresponds to a portion of a real singular spectrum and plays
a special role in the spectral theory of a nonself-adjoint, nondissipative operator. In a way, most of new
features of nondissipative operators (compared to dissipative and adjoint to dissipative ones) are related
to the presence and properties of N0i . It is also worth mentioning that the subspace N
0
i plays a special
role in investigation of the similarity of the operator L to a dissipative operator; see [17].
Under an additional assumptionwhich effectively imposes a restriction of “weakness” on the interaction
between the positive and negative parts of the perturbation (see [16]) it is possible to establish the identity
N0i ={0} and to prove that the angles between spectral subspacesNe, N+i andN−i are positive. Moreover,
it can be shown that from the viewpoint of the similarity problem (to a self-adjoint or to a dissipative
operator) the operator L behaves essentially as an orthogonal sum of a dissipative and adjoint to a
dissipative operator.
In the general case, however, the singular subspace N0i is nontrivial, which can result in a zero angle
between the subspaces Ne and Ni and even in nontriviality of their intersection [30]. On the other hand,
the presence of N0i as such does not lead to these artifacts (see [28,29], where it was shown that the
similarity problem can be successfully resolved and the angles between spectral subspaces estimated
from below even in the situation of nontrivial N0i ; see also [7,8]).
In [10] yet another important property of the spectral subspace N0i was established, namely, it was
shown that both operators L and its adjoint L∗ are weakly annihilated by some scalar, bounded outer
analytic functions if and only if they both satisfy the condition N0i =H . This result generalizes the well-
known Caley identity to the case of nonself-adjoint operators of the class considered. We also remark
that a similar Theorem is valid for self-adjoint operators with a purely singular spectrum.
Nonetheless, most of the questions on the spectral structure of operators such that H = N0i remain
open and the understanding of the structure of N0i to a major extent lags behind the understanding of the
other spectral components of a nonself-adjoint operator.
In the present paper we concentrate our attention on the model case, when the rank of the perturbation
is equal to two. Due to the fact that the characteristic function () of the operator L in this case is a
2-by-2 matrix function, we refer to this case as the matrix model. This allows us to obtain a number of
results on the spectral structure of the operator considered, based on extensive use of the functional model
of a nonself-adjoint operator (see Section 2 for details).
Despite the seemingly simple setting of this model, it reveals all the major difﬁculties of the general
case. On the other hand, its major advantage compared to the latter is that it can be parameterized by
a limited set of analytic functions which allows one to carry out many calculations explicitly based on
results of the complex functional analysis.We plan to dedicate a number of papers to the in-depth study of
this model in view of gaining a better understanding of the questions of spectral analysis of the operators
considered.
1 I.e., the operator has no reducing self-adjoint parts, see also [26].
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The paper is organized as follows: in Section 2 we introduce the symmetric functional model due to
Pavlov [26,20,21,15], which we then use in Section 3 in order to establish a unitarily equivalent model for
operators of the class considered and employ it in order to characterize the pure point spectral component.
An operator of rank one nonself-adjoint Friedrichs model in L2 over singular measure, which serves as
an example of a rank two nonself-adjoint perturbation of a self-adjoint operator, is studied in
Section 4.
2. The functional model
In the present section we brieﬂy recall the functional model of a nonself-adjoint operator constructed in
[26,20] in the dissipative case and then extended in [13–15,24] to the case of a wide class of nondissipative
operators. We consider a class of nonself-adjoint operators of the form [15] L = A + iV , where A is a
self-adjoint operator in H deﬁned on the domain D(A) and the perturbation V admits the factorization
V = J /2, where  is a nonnegative self-adjoint operator in H and J is a unitary operator in an auxiliary
Hilbert space E, deﬁned as the closed range of the operator : E ≡ R(). This factorization corresponds
to the polar decomposition of the operator V. It can also be easily generalized to the “node” case [27],
where J acts in an auxiliary Hilbert space H and V = ∗J /2,  being an operator acting from H to
H. In order that the expression A + iV be meaningful, we impose the condition that V be (A)-bounded
with a relative bound less then 1, i.e., D(A) ⊂ D(V ) and for some a and b (a < 1) the condition
‖V u‖a‖Au‖ + b‖u‖, u ∈ D(A) is satisﬁed; see [9]. Then the operator L is well-deﬁned on the
domain D(L) = D(A).
Alongside with the operator L we will consider the maximal dissipative operator L‖ = A + i2/2 and
the one adjoint to it, L−‖ ≡ L‖∗ = A − i2/2. Since the functional model for the dissipative operator
L‖ will be used below, we require that L‖ be completely nonself-adjoint, i.e., that it has no reducing
self-adjoint parts. This requirement is not restrictive in our case due to Proposition 1 in [15].
Nowwewill brieﬂy describe a construction of the self-adjoint dilation of the completely nonself-adjoint
dissipative operator L‖, following [26,20]; see also [15].
The characteristic function S() of the operator L‖ is a contractive, analytic operator-valued function
acting in the Hilbert space E, deﬁned for Im > 0 by
S() = I + i(L−‖ − )−1. (1)
In the case of an unbounded  the characteristic function is ﬁrst deﬁned by the latter expression on the
manifold E ∩ D() and then extended by continuity to the whole space E. The deﬁnition given above
makes it possible to consider S() for Im < 0 with S()= (S∗())−1. Finally, S() possesses boundary
values on the real axis in the strong topology sense: S(k) ≡ S(k + i0), k ∈ R (see [26]).
Consider the model spaceH=L2
(
I
S
S∗
I
)
, which is deﬁned in [20] (see also [18] for a description of
general coordinate-free models) as a Hilbert space of two-component vector-functions (g˜, g) on the axis
(g˜(k), g(k) ∈ E, k ∈ R) with the metric〈(
g˜
g
)
,
(
g˜
g
)〉
=
∫ ∞
−∞
〈(
I S∗(k)
S(k) I
)(
g˜(k)
g(k)
)
,
(
g˜(k)
g(k)
)〉
E⊕E
dk.
It is assumed here that the set of two-component functions has been factored by the set of elements with
norm equal to zero.Althoughwe consider (g˜, g) as a symbol only, the formal expressions g− := (g˜+S∗g)
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and g+ := (Sg˜ + g) (the motivation for the choice of notation is self-evident from what follows) can be
shown to represent some true L2(E)-functions on the real line. In what follows we plan to deal mostly
with these functions.
Deﬁne the following orthogonal subspaces inH:
D− ≡
(
0
H 2−(E)
)
, D+ ≡
(
H 2+(E)
0,
)
, K ≡H(D− ⊕ D+),
where H 2+(−)(E) denotes the Hardy class [26] of analytic functions f in the upper (lower) half-plane
taking values in the Hilbert space E.
The subspace K can be described as K = {(g˜, g) ∈ H : g− ≡ g˜ + S∗g ∈ H 2−(E), g+ ≡ Sg˜ + g ∈
H 2+(E)}. Let PK be the orthogonal projection of the spaceH onto K; then,
PK
(
g˜
g
)
=
(
g˜ − P+(g˜ + S∗g)
g − P−(Sg˜ + g)
)
,
where P± are the orthogonal projections of the space L2(E) onto H 2±(E).
The following theorem holds [26,20]:
Theorem 2.1. The operator (L‖ − 0)−1 is unitarily equivalent to the operator PK(k − 0)−1|K for all
0, Im 0 < 0.
This means that the operator of multiplication by k serves as a minimal (closIm 	=0(k − )−1K =H)
self-adjoint dilation [26] of the operator L‖.
Provided that the nonreal spectrum of the operator L is countable, the characteristic function of the
operator L is deﬁned for Im  	= 0 by the expression
() ≡ I + iJ (L∗ − )−1
and under an additional assumption that V is a relatively compact perturbation2 can be shown to be a
meromorphic, J-contractive (∗()J()J, Im > 0) operator-function [3]. The characteristic func-
tion () admits [1,13] a factorization (also called Ginzburg–Potapov factorization of a J-contractive
function [2]) in the form of a ratio of two bounded analytic operator-functions (in the corresponding half-
planes Im < 0, Im > 0) triangular with respect to decomposition of the space E into the orthogonal
sum E = (X+E) ⊕ (X−E), X± := (I ± J )/2:
() =′∗1 ()(
′∗
2 )
−1(), Im > 0; () =∗2()(∗1)−1(), Im < 0, (2)
where the following designations have been adopted [14]:
1() =X− + S()X+, 2() =X+ + S()X−,
′1() =X− + S∗()X+, ′2() =X+ + S∗()X− (3)
and S() is the characteristic function of the dissipative operator L‖.
2 This assumption guarantees that the nonreal spectrum of L is discrete.
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Following [14], we deﬁne the linear sets Nˆ± inH as follows:
Nˆ± ≡
{(
g˜
g
)
:
(
g˜
g
)
∈H, P±(′∗1 g˜ +∗2g) ≡ P±(X+g+ +X−g−) = 0
}
and introduce the following designation:N±=closPKNˆ±. Then, as shown in [15], for Im < 0 (Im > 0)
and (g˜, g) ∈ Nˆ−(+), respectively, one obtains
(L − )−1PK
(
g˜
g
)
= PK 1
k − 
(
g˜
g
)
. (4)
Conversely, property (4) for Im < 0 (Im > 0) guarantees that the vector (g˜, g) belongs to the set Nˆ−(+).
Absolutely continuous and singular subspaces of the nonself-adjoint operator L were deﬁned in [13]:
let N ≡ Nˆ+ ∩ Nˆ−, N˜± ≡ PKNˆ±, N˜e ≡ N˜+ ∩ N˜−. Then3
Ne ≡ clos(N˜+ ∩ N˜−) = closPKN ≡ clos N˜e; Ni ≡ KNe(L∗), (5)
where Ne(L∗) denotes the absolutely continuous subspace of the operator L∗.
This deﬁnition in the case of maximal dissipative operators leads to the same subspace as the classical
deﬁnition by Sahnovich [25] (the latter deﬁnition introduces the absolutely continuous subspace as the
maximal invariant subspace reducing the operator L to an operator with a purely outer characteristic
function) and was later developed by Ryzhov (in the case of more general nondissipative operators) [24]
and Tikhonov (the so-called weak deﬁnition of the absolutely continuous subspace). Recently it turned
out that the weak deﬁnition coincides with the strong one (5) (see [23]).
Singular spectral subspaces N0i ⊂ Ni, N0i (L∗) ⊂ Ni(L∗) were introduced in [17]; see also [30]:
N0i ≡ K{N+(L∗)∨N−(L∗)}; N0i (L∗) ≡ K{N+ ∨N−}. It can also be shown [30] that the subspace
N0i consists of, at least, all eigenvectors and root vectors of the operator L, corresponding to real values
of the spectral parameter .
In addition to this deﬁnition, given in functional model terms, we can characterize the spectral subspace
N0i in terms of original Hilbert space and operators acting in it (see [10]). Under an assumption that
the operator L is such that all operator-valued functions appearing in factorization (2) possess scalar
multiples,4 the vector u ∈ H belongs to the singular spectral subspace N0i if and only if it belongs to the
singular spectral subspace Ni and the vector (L − )−1u belongs to vector Smirnov classes5 N2±(E)
[18], i.e., it can be represented as h±()/±(), where h± ∈ H 2±(E) and ±() are scalar, bounded outer
analytic functions in half-planes C±, respectively.
The results described above make it possible to reveal the major differences between the parts of N±i
corresponding to the real singular spectrum of the operator L, on the one hand, and N0i , on the other.
That is, the vectors from N±i corresponding to real values of the spectral parameter are “smooth” in one
3 The linear set N˜e is called the set of “smooth” vectors of the operator L (see [15]).
4 A scalar multiple of a bounded analytic in the half-plane Im > 0 (Im < 0) operator-valued function Q() : E → E is
[26,15] a bounded analytic scalar function d() /≡ 0 such that ()Q()=Q()()= d()I , Im > 0 (Im < 0), where () is
a bounded analytic operator function in the half-plane Im > 0 (Im < 0). Note that the scalar multiple of an operator-function
is a natural generalization of its determinant.
5 That is, analytic continuations of the vector (L− )−1u from the domain of analyticity of the resolvent to half-planes C±
exist and belong to the corresponding Smirnov classes there.
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of the half-planes with strong singularity in the other, whereas the vectors from the subspace N0i can be
“smooth” in neither of the half-planes, but their singularities on the real line have to be relatively weak.
We call an operator, for which the identities H = N0i = N0i (L∗) hold, an operator with an almost
Hermitian spectrum. The spectrum of the operator L|N0i is real [30], but there are much deeper reasons
for the name used than this. We plan to give a detailed coverage of this topic in a forthcoming paper. So
far it sufﬁces to mention that in the matrix case (i.e., when dim(H)<∞) the class of operators with an
almost Hermitian spectrum coincides with the class of completely nonself-adjoint matrices with a real
spectrum.
In [10] it was shown that the class of operators with an almost Hermitian spectrum can be further
characterized in terms of the existence of the so-called weak annihilator. In particular, it was proved that
the named class coincides with the class of operators weakly annihilated together with their adjoint ones
by some scalar, bounded analytic outer in the upper half-plane functions (referred to as annihilators), i.e.,
w − lim
↓0 (L + i) = 0 (6)
and an analogous condition (possibly with a different annihilator ∗) holds for the adjoint operator L∗.
Condition (6) can be considered as a version of Caley identity for our class of operators.
3. Matrix model
3.1. Assumptions
Throughout the present section we assume (unless explicitly stated otherwise) that L = A + iV is a
completely nonself-adjoint bounded operator in Hilbert space H and that rank V = 2. The operator L is
assumed to be nondissipative and nonantidissipative (i.e., it is not adjoint to a dissipative operator). We
also assume that the spectrum of operator L is almost Hermitian, i.e., H = N0i (which is equivalent [10]
to the fact that H = N0i (L∗) for the adjoint operator L∗ = A − iV ).
Our ﬁrst goal is to address the structure of characteristic functions () and S() of the operator L and
the dissipative operator L‖ = A + i|V |, respectively. Clearly in our case both operator-functions can be
represented as 2-by-2 matrices. Consider a basis associated with decomposition E = (X+E) ⊕ (X−E),
i.e., a basis such that
X+ =
(
1 0
0 0
)
; X− =
(
0 0
0 1
)
; J =X+ −X−.
Assume that in this basis the characteristic function S(),  ∈ C+ has the following form:
S() =
(
a() b()
c() d()
)
(7)
with some analytic contractive in the upper half-plane [26] scalar functions a(), b(), c() and d().
Denote ϑ() := det S(). Due to the fact that for  ∈ C+ one has ‖S()‖1, the function ϑ() is clearly
a contractive analytic function in the upper half-plane [26].
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Using the Ginzburg–Potapov factorization of the characteristic function () (see (2), (3)) it is easy to
obtain that
() = 1
a()
(
ϑ() b()
−c() 1
)
, Im > 0,
() = 1
a()
(
1 −c()
b() ϑ()
)
, Im < 0. (8)
Here we have taken into account that by [30] det() = 1, Im  	= 0 since H = N0i , which in our case
amounts to the identity a()= d(). We remark that these representations clearly imply that the operator-
function () possesses boundary values as Im  → 0 (see also Veselov and Naboko [30], where a more
general case of trace class perturbations of bounded self-adjoint operators has been treated).
Deﬁnition 1 also it makes possible to extend representation (7) to  ∈ C− via S()=(S∗())−1,  ∈ C+.
Preserving notation (7) for the characteristic function S() for  ∈ C− and extending the deﬁnition of
functions a(), b(), c() and ϑ() accordingly, we obtain:
ϑ() = a()
a()
; c()
a()
= −b()
a()
(9)
for all Im  	= 0. We remark that by substituting these relations into (8) it is easy to see that the two
descriptions are consistent, i.e., each of the two descriptions in (8) holds for all Im  	= 0.
By Veselov and Naboko [30], the condition H = N0i further implies that the function a() is an outer
function in C+. On the other hand, the same condition (in fact, the absence of an absolutely continuous
subspace of the operator L) yields [30,12]
∗(k + i0)J(k + i0) =(k + i0)J∗(k + i0) = J for a.e. k ∈ R. (10)
Using the formula
′2()(J −∗()J())(′2)∗() = I − S∗()S(),  ∈ C+
established in [30], by the classical Fatou Theorem we arrive at the identity
S∗(k + i0)S(k + i0) = S(k + i0)S∗(k + i0) = I for a.e. k ∈ R (11)
from where it follows immediately that ϑ() is an inner function in the upper half-plane. Further,
together with (9) identities (11) imply that a(k+i0)=a(k−i0) for almost all k ∈ R. Indeed, since
S∗(k+i0)=S−1(k+i0), clearly a(k + i0) = a(k + i0)/ϑ(k + i0), c(k + i0) = −b(k + i0)/ϑ(k + i0)
and b(k + i0) = −c(k + i0)/ϑ(k + i0). Combining the ﬁrst of these conditions with (9), we obtain that
a(k + i0)/a(k + i0) = 1/ϑ(k + i0) = a(k − i0)/a(k), which yields the claim.
By (11) again, a(k + i0)c(k + i0) + b(k + i0)a(k + i0) = 0. On the other hand, (9) yields:
a(k + i0)c(k + i0) + b(k + i0)a(k + i0) = b(k + i0)a(k + i0) − a(k + i0)ϑ(k + i0)b(k − i0) and
therefore a(k + i0)(b(k + i0) − b(k − i0)) = 0.
An analogous argument applied to the function c() ultimately yields: b(k + i0) = b(k − i0),
c(k + i0) = c(k − i0) for a.a. k ∈ R and, consequently, ϑ(k + i0) = ϑ(k − i0) for a.a. k ∈ R. Fi-
nally, from (11) it is also easy to see that |b(k)|2 = |c(k)|2 = 1 − |a(k)|2 for a.a. k ∈ R. The latter
identities mean that in the upper half-plane the outer parts of contractive analytic functions c() and b()
are uniquely determined by the (outer) function a() [6].
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We summarize the results obtained so far in the following form.
Proposition 3.1. The functions a(), b(), c() appearing in the representation (7) are such that
a(k + i0) = a(k − i0); b(k + i0) = b(k − i0); c(k + i0) = c(k − i0) for a.a. k ∈ R,
ϑ() = a()
a()
; c()
a()
= −b()
a()
for Im  	= 0. (12)
The function ϑ() := det S() is an inner function in the upper half-plane and
ϑ(k + i0) = ϑ(k − i0) for a.a. k ∈ R.
The following Proposition represents a corollary of the results obtained in [10] (see also Section 2)
and allows us to further clarify the property that the operator L is an operator with an almost Hermitian
spectrum.
Proposition 3.2. The operator L is an operator with an almost Hermitian spectrum, i.e., H =N0i if and
only if the scalar contractive outer in the upper half-plane C+ function a() weakly annihilates both
operators L and its adjoint L∗, i.e.,
w − lim
↓0 a(L + i) = w − lim↓0 a(L
∗ + i) = 0,
where the operators a(L + i) and a(L∗ + i) are deﬁned using the standard Riesz–Dunford functional
calculus [5].
Passing over to the functional model description of the operator L, we ﬁrst describe the model image
K of the Hilbert space H (cf. [26]). The following Theorem holds in the general case and is also of
independent interest.
Theorem 3.3. Let S() be an inner [26] (i.e., its boundary values S(k + i0) are a.e.-unitary operators
on R) characteristic function of a completely nonself-adjoint dissipative operator L‖ =A+ i|V | belong-
ing to the class introduced in Section 2. Then the Hilbert space H is unitarily equivalent to the space
H 2−(E)S∗H 2−(E). The following formula describes the action of the resolvent (L − )−1 of the com-
pletely nonself-adjoint operator L = A + iV deﬁned in Section 2 on a vector g− ∈ H 2−(E)S∗H 2−(E)
for  ∈ C− and a.a. k ∈ R:
((L − )−1g−)(k) = 1
k −  g−(k) −
1
k −  
′
2(k)
′
2
−1
()g−(), Im < 0. (13)
Proof. From the deﬁnition of the metric in the model space H (see Section 2 for details) it follows
immediately that∣∣∣∣
∣∣∣∣
(
g˜
g
)∣∣∣∣
∣∣∣∣
2
H
= ‖g−‖2L2(E) +
∫ ∞
−∞
〈(I − SS∗)g, g〉 dk = ||g−||2L2(E),
where the a.e.-unitarity of S(k) on the real axis was used. On the other hand, in terms of components
g−, g+ the model imageK ofH consists of vectors (g˜, g) such that g− ∈ H 2−(E), g+ ∈ H 2+(E); therefore,
for each u ∈ H one obtains ‖u‖ = ‖g−‖H 2−(E).
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Quite analogously, for every (g˜, g) ∈ K∣∣∣∣
∣∣∣∣
(
g˜
g
)∣∣∣∣
∣∣∣∣
2
H
= ‖g+‖2H 2+(E) ≡
1
2
(‖g−‖2H 2−(E) + ||g+||
2
H 2+(E)
).
Here Sg− = g+ ∈ H 2+(E) and S∗g+ = g− ∈ H 2−(E) again due to the a.e.-unitarity of the function S(k).
Therefore, the following identity holds:
K =
{(
g˜
g
)
∈H : g− ∈ H 2−(E)S∗H 2−(E), g+ ∈ H 2+(E)SH 2+(E)
}
,
where the vectors g−(k) and g+(k) are intertwined in E unitarily for a.a. real k by the operator S(k). It
follows that each vector u ∈ H possesses a unitary image g− belonging to the space H 2−(E)S∗H 2−(E).
Conversely, let g− be an arbitrary element of the space H 2−(E)S∗H 2−(E). Put g+ := Sg− ∈
H 2+(E)SH 2+(E) and consider the vector (f˜ , f ) := (g−, g+)/2. Clearly, (f˜ , f ) ∈ H. Moreover,
since f− = g− and f+ = g+ the vector (f˜ , f ) belongs to the space K and is therefore a unitary im-
age of some vector u ∈ H . Ultimately, it follows that the space H is unitarily equivalent to the space
H 2−(E)S∗H 2−(E).
Finally, the formula for the action of the resolvent (L − )−1 on H 2−(E)S∗H 2−(E) follows from the
one for the action of the resolvent on the space K; see [15]. 
Remark 3.4. Considering the H 2+(E)-vectors g+(k) quite analogously one can also prove that Hilbert
space H is unitary equivalent to the space H 2+(E)SH 2+(E). In this case the resolvent of the operator L
admits the following representation for all  ∈ C+:
((L − )−1g+)(k) = 1
k −  g+(k) −
1
k −  1(k)
−1
1 ()g+(), Im > 0, (14)
for all vector-functions g+ ∈ H 2+(E)SH 2+(E).
In our case, dimE = 2 and thus S(k) is a 2-by-2 matrix function, which allows us to further clarify the
structure of the model space H 2−(E)S∗H 2−(E).
First, observe that H 2−(E)S∗H 2−(E) ⊂ (H 2−ϑH 2−) ⊕ (H 2−ϑH 2−). Indeed, it is obvious that
H 2−(E) = H 2− ⊕ H 2−. On the other hand, the condition SH 2−(E) ⊂ H 2+(E) expands to
af 1 + bf 2 ∈ H 2+; cf 1 + af 2 ∈ H 2+
for any (f1, f2) ∈ H 2−(E)S∗H 2−(E). Multiplying the ﬁrst condition by a, the second by b (both being
bounded analytic functions in the upper half-plane) and subtracting the second from the ﬁrst, one obtains
ϑf1 ∈ H 2+. The condition ϑf2 ∈ H 2+ can be obtained analogously.
Second, notice that clearly ϑ(H 2−ϑH 2−) = H 2+ϑH 2+ and ϑ(H 2+ϑH 2+) = H 2−ϑH 2−. We will now
prove that the condition f ≡ (f1, f2) ∈ H 2−(E)S∗H 2−(E) implies that f2 is uniquely determined
by f1.
Indeed, assume the opposite, i.e., assume that the vectors g1=(g11, g12) and g2=(g11, g22) (with g12 	= g22)
both belong to the space H 2−(E)S∗H 2−(E). Then the vector (0, g) := (0, g12 − g22) also belongs to the
same space. On the other hand, the matrix function S(k) intertwines the spaces H 2−(E)S∗H 2−(E)
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and H 2+(E)SH 2+(E); hence, S(0, g) = (bg, ag) ∈ H 2+(E)SH 2+(E). Denote (f1, f2) := (bg, ag);
then, since f2/a = g ∈ H 2−ϑH 2−, one obtains f2/a ∈ H 2−. On the other hand, f2 ∈ H 2+; therefore,
(af 2/a) ⊥ H 2− which is equivalent to (f2/a) ⊥ aH 2−. Taking into account that the function a() is outer
in the lower half-plane, the latter property is equivalent [6] to the fact that (f2/a) ⊥ H 2−, i.e., f2/a ∈ H 2+.
Thus we have proven that f2/a ∈ H 2− ∩ H 2+, from where it follows that g = f2/a = 0. Therefore, the
second component of a vector belonging to H 2−(E)S∗H 2−(E) is uniquely determined by the ﬁrst one.
The fact that ﬁrst component is uniquely determined by the second one can be veriﬁed in an analogous
fashion.
We summarize the results obtained in the following form.
Proposition 3.5. The space H 2−(E)S∗H 2−(E) is a subspace of (H 2−ϑH 2−) ⊕ (H 2−ϑH 2−), where
ϑ() = det S(). Moreover, for each vector (g1, g2) ∈ H 2−(E)S∗H 2−(E) its components g1 and g2 are
uniquely determined by each other.
Returning to the result obtained in Theorem 3.3 we rewrite (13) in an explicit form. In our case,
′2(k)(′2)
−1() is a 2-by-2 matrix function and it is easy to see that
(L − )−1
(
g1(k)
g2(k)
)
= 1
k − 
(
g1(k)
g2(k)
)
− 1
k − 
(
a() c(k) − c()
0 a(k)
)
1
a()
(
g1()
g2()
)
for all g ≡ (g1, g2) ∈ H 2−(E)S∗H 2−(E), which leads to the following proposition.
Proposition 3.6. For all  ∈ C− the resolvent (L − )−1 is unitarily equivalent to the operator R() in
H 2−(E)S∗H 2−(E), the action of which on all (g1, g2) ≡ g− ∈ H 2−(E)S∗H 2−(E) is described by the
following identity:
R()
(
g1(k)
g2(k)
)
= 1
k − 
((
g1(k)
g2(k)
)
−
(
g1()
g2()
))
− 1
k − 
g2()
a()
(
c(k) − c()
a(k) − a()
)
. (15)
Note that the right-hand side of (15) is a sum of two vectors, each belonging to H 2−(E)S∗H 2−(E).
Remark 3.7. As stated in Remark 3.4, the Hilbert space H can also be shown to be unitary equivalent
to the space H 2+(E)SH 2+(E). The results formulated in Propositions 3.5 and 3.6 have their direct
analogues in the case of H 2+(E)SH 2+(E) and H 2+ϑH 2+, respectively, which can be proven very much
along the same lines.
Remark 3.8. The results from [4,22,18] can be used to demonstrate a close relationship between the
operator R() and the resolvent of a rank one nonself-adjoint Friedrichs model operator in L2 over a
purely singular measure (the latter operator is considered below in Section 4).We plan to fully investigate
this relationship in a forthcoming paper.
Wepoint out that themodel description (15) of the actionof the resolvent (L−)−1 inH 2−(E)S∗H 2−(E)
is useful for the task of spectral analysis of the operator L. The following two theorems clearly validate
this claim.
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Theorem 3.9. The point 0 ∈ R belongs to the point spectrum of the operator L if and only if the function
a(k)/(k − 0) belongs to L2(R) and there exists a unitary constant A, |A| = 1 such that the function
(c(k) − A)/(k − 0) also belongs to L2(R).
Proof. Let 0 belong to the point spectrum of the operator L. Then from (15) it clearly follows that there
exists a nontrivial vector (g1, g2) ≡ g ∈ H 2−(E)S∗H 2−(E) such that for all  ∈ C−
g(k) = − 0
a()
(
0 c(k) − c()
0 a(k) − a()
)
g()
k − 0 + (− 0)
g()
k − 0 . (16)
In particular, it follows that the second component g2(k) satisﬁes the following identity:
g2(k) = (− 0)g2()
a()
a(k)
k − 0 ≡
a(k)
k − 0 C,
where C is a nonzero constant (see Proposition 3.5) depending on  only, which can be chosen to be
equal to 1 without any loss of generality. Since g2 ∈ H 2−, we conclude that a(k)/(k − 0) ∈ L2(R).
Further, it follows from Smirnov’s Theorem [6] that g2() = a()/( − 0), since a()/( − 0) =
(a()/( − 0 − i))(( − 0)/( − 0 − i))−1 with a bounded outer in the lower half-plane function
(− 0)/(− 0 − i). Substituting this expression into (16) we obtain that g1(k)= (c(k)−A)/(k− 0) ∈
L2(R) with A= c()− (− 0)g1() which formally depends on an auxiliary parameter  ∈ C−, but the
uniqueness of which follows immediately from the fact that (k − 0)−1 /∈L2.
By Proposition 3.1, the condition that (g1, g2) ∈ H 2−(E)S∗H 2−(E) leads to the fact that
S
( c(k)−A
k−0
a(k)
k−0
)
= 1
k − 0
(
a(k)c(k) + b(k)a(k) − Aa(k)
|a(k)|2 + |c(k)|2 − Ac(k)
)
= 1
k − 0
( −Aa(k)
1 − Ac(k)
)
(17)
belongs to H 2+(E), from where it is easy to see that A should be such that |A| = 1.
Suppose now that a(k)/(k − 0) ∈ L2(R) and (c(k) − A)/(k − 0) ∈ L2(R) for |A| = 1. In order to
prove that 0 belongs to the point spectrum of the operator L it sufﬁces to show that there exists a vector
g ∈ H 2−(E)S∗H 2−(E) satisfying Eq. (16).
Following the previous calculation put g ≡ (g1, g2)=(k−0)−1(c(k)−A, a(k)). Then clearly g1, g2 ∈
H 2− with g1()= (c()−A)/(−0), g2()=a()/(−0). It is easy to see then that Eq. (16) is satisﬁed.
Moreover, by (17) and Smirnov’s Theorem again Sg ∈ H 2+(E) and ultimately g ∈ H 2−(E)S∗H 2−(E),
which completes the proof. 
Theorem 3.10. Let the point 0 ∈ R belong to the point spectrum of the operator L. Then the oper-
ator L possesses a root vector of the order m associated with the point 0, if and only if the function
a(k)/(k − 0)(m+1) belongs to L2(R) and there exists a unitary constant A, |A| = 1 and a sequence of
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polynomials {Pj (k)}mj=1 of order j satisfying the following recurrence relation:
P0(k) = A,
P1(k) = k − 0
− 0 P1() −
k − 
− 0 P0(k),
P2(k) =
(
k − 0
− 0
)2
P2() − k − 
− 0 P1(k) −
k − 
(− 0)2
(k − 0)P0(k),
. . .
Pm(k) =
(
k − 0
− 0
)m
Pm() − k − 
− 0 Pm−1(k) −
k − 
(− 0)2
(k − 0)Pm−2(k)
− · · · − k − 
(− 0)m (k − 0)
m−1P0(k) (18)
and the condition
1 − |Pj (k)|2
(k − 0)j+1
∈ Lloc2 (R), j = 1, . . . , m (19)
such that the function (c(k) − Pm(k))/(k − 0)(m+1) also belongs to L2(R).
Proof. We will prove the Theorem for m = 1; the general case can be proven by induction.
Let 0 belong to the point spectrum of the operator L and let L possess an associated root vector of
order 1. As in the proof of the previous Theorem, from (15) it clearly follows that there exists a nontrivial
vector g ≡ (g1, g2) ∈ H 2−(E)S∗H 2−(E) such that for all  ∈ C−
g(k) = − 0
a()
(
0 c(k) − c()
0 a(k) − a()
)
g()
k − 0 + (− 0)
g()
k − 0 −
k − 
(k − 0)(− 0) f (k), (20)
where f (k) = (k − 0)−1(c(k) − A, a(k)) is an eigenvector of the operator L, associated with the point
0. Here the constant A is borrowed from the previous theorem.
In particular it follows that the second component g2(k) for any ﬁxed  ∈ C− satisﬁes the following
identity:
g2(k) = a(k)
(k − 0)2
+ C() a(k)
k − 0 ,
where C() is a constant depending on  only and without any loss of generality can be chosen (by
addition of the corresponding eigenvector multiplied by a suitable constant) to be equal to zero. Therefore,
a(k)/(k − 0)2 ∈ L2(R) and consequently g2() = a()/( − 0)2 by Smirnov’s theorem. Substituting
this expression into (20) we obtain
g1(k) = (− 0)g1() − (c() − A)/(− 0)
k − 0 +
c(k) − A
(k − 0)2
= (− 0)g1() − f1()
k − 0 +
c(k) − A
(k − 0)2
,
from where it follows that g1(k) = (c(k) − P1(k))/(k − 0)2, where P1(k) is a polynomial of order 1 in
k which can be easily shown to satisfy condition (18) and g1 ∈ L2(R).
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Moreover, an argument similar to (17) shows that since the vector g belongs to the space H 2−(E)
S∗H 2−(E), condition (19) is also satisﬁed.
Suppose now that a(k)/(k − 0)2 ∈ L2(R) and (c(k) − P1(k))/(k − 0)2 ∈ L2(R) for a polynomial
P1(k) satisfying (18) and (19). By Theorem 3.9 it is easy to see that 0 belongs to the point spectrum of
the operator L. The corresponding constant A is uniquely determined by (18). It remains to be proven that
there exists a vector g ∈ H 2−(E)S∗H 2−(E) satisfying Eq. (20).
Let g = (k − 0)−2(c(k)−P1(k), a(k)). Then is easy to see that g1, g2 ∈ H 2−; g2()= a()/(− 0)2,
g1()=(c()−P1(k))/(−0)2 and Eq. (20) is satisﬁed with f (k)=(k−0)−1(c(k)−A, a(k)). Finally,
veriﬁcation of the condition g ∈ H 2−(E)S∗H 2−(E) is carried out as in the proof of Theorem 3.9 using
condition (19) in order to establish the property (1 − c(k)P1(k))/(k − 0)2 ∈ L2(R). 
Remark 3.11. Analogues of Theorems 3.9 and 3.10 can also be proven for the adjoint operator L∗. The
corresponding statements are the same as those of the Theorems mentioned above but for a substitution
of the function c(k) by the function b(k).
4. Example: nonself-adjoint Friedrichs model operator in L2([−1, 1];d)
Consider an operator of rank one nonself-adjoint Friedrichs model, i.e., a rank one nonself-adjoint
perturbation of the operator of multiplication A in L2([−1, 1]; d), where d is assumed to be a ﬁnite,
positive measure on the interval [−1, 1], singular with respect to the Lebesque measure:
(Au)(x) = xu(x),
(Lu)(x) = (Au)(x) + 〈u,	〉
(x), (21)
u,	,
 ∈ L2([−1, 1]; d), 〈·, ·〉 denoting the inner product in L2([−1, 1]; d). Suppose also that the
operator L is completely nonself-adjoint, i.e., that |	| + |
| 	= 0 a.e. on the interval [−1, 1] with respect
to d.
Let 	(x)
(x)=0 d-a.e. on the interval [−1, 1] (in this case the perturbation determinant is identically
equal to 1 [11]). Then the operator  is a diagonal operator in E ≡ ∨{	,
}:
=
(‖
‖
‖	‖
)1/2 1
‖	‖〈·,	〉	+
(‖	‖
‖
‖
)1/2 1
‖
‖〈·,
〉
,
J = 1
i‖	‖‖
‖(〈·,	〉
− 〈·,
〉	).
Further, the resolvent (L − )−1 satisﬁes the following identity:
((L − )−1u)(x) = u(x)
x −  −
〈
u(t)
t −  ,	(t)
〉

(x)
x −  . (22)
We will now prove that the operator L is an operator with an almost Hermitian spectrum (the general
case will be treated in a separate publication).
Theorem 4.1. Let L be a completely nonself-adjoint operator of rank one nonself-adjoint Friedrichs
model in L2([−1, 1]; d), where d is assumed to be a ﬁnite, positive measure on the interval [−1, 1],
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singular with respect to the Lebesquemeasure. Let the two functions	 and
 determining the perturbation
have disjoint supports: 	(x)
(x)= 0 d-a.e. on the interval [−1, 1]. Then the operator L is an operator
with an almost Hermitian spectrum, i.e., L2([−1, 1]; d) = N0i (L) = N0i (L∗).
Proof. It sufﬁces to check [30] that the operator L has no smooth vectors, i.e., that N˜− = N˜+ = {0}.
Assume that N˜− is nontrivial (the proof in the case of N˜+ is conducted along similar lines). Then there
exists [15] a vector u ∈ L2([−1, 1]; d) such that (L − )−1u ∈ H 2+(E).
A direct computation yields
(L − )−1u =
(‖
‖
‖	‖
)1/2 1
‖	‖
〈
u(x)
x −  ,	(x)
〉
	+
(‖	‖
‖
‖
)1/2 1
‖
‖
[〈
u(x)
x −  ,
(x)
〉
−
〈
u(x)
x −  ,	(x)
〉 〈

(x)
x −  ,
(x)
〉]

. (23)
It follows that for this vector to belong to the space H 2+(E) it is necessary that the scalar analytic
function v() := 〈u(x)/(x − ),	(x)〉 belong to the space H 2+. This in turn implies [6] that∫
	(x)u(x)
x −  d(x) =
∫
f (x)
x −  dx
for some function f ∈ L2(R). The left-hand side of the latter identity represents Riesz transformation
of a singular measure, whereas the right-hand side—of an absolutely continuous one, from where on
the basis of F. and M. Riesz theorem [6] we conclude that 	u = 0 a.e. with respect to d. Applying an
analogous argument to the second term on the right-hand side of (23) we conclude that 
u = 0 a.e. with
respect to d, which completes the proof due to the assumption of complete nonself-adjointness of the
operator L. 
It is easy to see that the operator L introduced above is a special case of a matrix model operator (see
Section 3). Moreover, having skipped some technical details of a straightforward computation, we are
able to obtain the following formula
(
in the orthogonal basis
{
	
‖	‖ ,


‖
‖
})
:
() =
⎛
⎜⎝ 1 −
‖	‖
‖
‖r
()
‖
‖
‖	‖r	() 1 − r	()r
()
⎞
⎟⎠ , (24)
where r	() := 〈	(x)/(x − ),	(x)〉 and r
() := 〈
(x)/(x − ),
(x)〉.
Passing over to an orthogonal basis associated with decomposition E = (X+E) ⊕ (X−E), i.e., to
the basis
	˜ := i	/‖	‖ + 
/‖
‖√
2
, 
˜ := −i	/‖	‖ + 
/‖
‖√
2
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and denoting  := ‖
‖/‖	‖ it can be shown that for the operator L the functions a(), b() and c() are
deﬁned as follows:
a() = 2
2 − ir	() − i−1r
() − r	()r
() ,
b() = −ir	() + i
−1r
() − r	()r
()
2 − ir	() − i−1r
() − r	()r
() ,
c() = −ir	() + i
−1r
() + r	()r
()
2 − ir	() − i−1r
() − r	()r
() .
Moreover, ϑ() := det S() can be shown to be equal to
ϑ() = 2 + ir	() + i
−1r
() − r	()r
()
2 − ir	() − i−1r
() − r	()r
() .
Note that the function a() above is an outer contractive function in the upper half-plane, whereas the
function ϑ() is an inner function in C+.
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