Abstract: Powerful rate-compatible codes are essential for achieving high throughput in hybrid automatic repeat request (ARQ) systems for networks utilising packet data transmission. The paper focuses on the construction of efficient rate-compatible low-density parity-check (RC-LDPC) codes over a wide range of rates. Two LDPC code families are considered; namely, regular LDPC codes which are known for good performance and low error floor, and semi-random LDPC codes which offer performance similar to regular LDPC codes with the additional property of linear-time encoding. An algorithm for the design of punctured regular RC-LDPC codes that have low error floor is presented. Furthermore, systematic algorithms for the construction of semi-random RC-LDPC codes are proposed based on puncturing and extending. The performance of a type-II hybrid ARQ system employing the proposed RC-LDPC codes is investigated. Compared with existing hybrid ARQ systems based on regular LDPC codes, the proposed ARQ system based on semi-random LDPC codes offers the advantages of linear-time encoding and higher throughput.
Introduction
A flexible code rate is always desired in the design of practical error control systems. Rate-compatible (RC) codes are a nested family of codes where the parity bits of the higher rate codes are embedded in the parity bits of the lower rate codes [1] . RC codes have many applications in packet data communications where adaptive coding and/or unequal error protection is required [1] . One of the main advantages of using RC schemes is that all the codes in the family can be encoded and decoded using a single encoder/decoder pair. In addition, these schemes provide an efficient framework for the transmission of information using hybrid automatic repeat request/forward error correction (ARQ/FEC) protocols.
In this paper, we focus on LDPC codes [2] to design hybrid ARQ schemes based on RC codes. RC-LDPC codes were introduced in [3] , where it was shown that puncturing alone cannot provide a family of wellperforming RC-LDPC codes with a wide range of rates. This is because at higher rates the large number of punctured bits (erasures) paralyses the iterative soft-decision decoder. To overcome this problem, both puncturing and extending were used in [3] to create a family of RC codes from a regular LDPC code. In [4] , RC-LDPC codes were designed based on an optimised irregular LDPC code, constructed based on progressive edge growth [5] . In [6] , optimal puncturing distributions for irregular LDPC codes were obtained from the perspective of minimising the code threshold, which is defined as the signal-to-noise ratio (SNR) value above which the probability of decoding error approaches zero, while the probability of decoding error is non-zero for values of SNR lower than threshold [7] . The theoretical performance of punctured LDPC codes was analysed in [6] using the Gaussian approximation approach [7] . Based on the analysis, a design rule for good puncturing distributions was proposed, which apply to LDPC codes of large block lengths in the order of 10 5 bits.
makes asymptotic analysis techniques (such as density evolution) do not applicable. The idea is based on the observation that a punctured node will be recovered with reliable messages when two conditions are satisfied; namely, the punctured node has more neighbouring checknodes, and each of the checknodes has more reliable neighbours (variable nodes) except for the punctured node. For example, a punctured variable node that has check nodes whose remaining neighbouring variable nodes are unpunctured will have non-zero messages from the checknodes in the first iteration, and thus it is called a one-step-recoverable (1-SR) node since it is recovered in the first iteration. The 1-SR nodes and unpunctured nodes will help recover some of the remaining punctured nodes in the next iterations. In general, the punctured nodes recovered in the ith iteration are called i-SR nodes. Therefore the puncturing rule was to puncture nodes that require a smaller number of iterations for recovery, which results not only in less iterations to decode codewords but also in a better performance at a given code rate. This method enables the design of punctured finitelength LDPC codes that outperform randomly punctured LDPC codes.
In [9] , the authors propose another approach for designing RC-LDPC codes based on the use of desirable node degree profiles satisfying certain row and column constraints (for the parity matrices of the RC codes). The authors present simulation results that demonstrate that their method produces codes that perform uniformly close to the Shannon theoretical limits, and also have some improvement in the frame error rate compared with the RC-LDPC code families presented in [4] . In this paper, we design improved RC-LDPC codes for short block length applications based on the regular and the semirandom LDPC code structures. The work presented in this paper differs from the previous work in the following aspects. † The previous work on RC-LDPC codes with finite block lengths -with the exception of [8] -focuses on the design of punctured RC-LDPC codes using random puncturing. In this work, we design RC-LDPC codes using systematic algorithms for puncturing that outperform random puncturing. The criteria used in this paper for the design of punctured LDPC codes is different from those used in [8] . In particular, for punctured regular LDPC codes, we propose the criterion of maximisation of the girth average of the punctured code, whereas for punctured semi-random LDPC codes, we propose a simple puncturing pattern that results in high reliability of the punctured variable nodes. † The RC-LDPC codes designed in [4] are based on irregular mother codes. The combination of an irregular mother code and 500 maximum decoder iterations leads to higher throughput as compared with the regular RC-LDPC codes of [3] . On the other hand, the RC-LDPC codes designed in this paper are based on a semi-random LDPC mother code which has a performance similar to that of a regular-(3,6) LDPC code (whose H matrix contains 3 ones in each column and 6 ones in each row), with the extra advantage of the low-complexity encoding. Results show that the RC-LDPC codes thus designed outperfrom the RC-LDPC codes of [3] . † We propose an algorithm to determine the girth of the variable nodes of an LDPC code. The algorithm is based on the adjacency matrices [10, 11] of the LDPC code. † Results for RC-LDPC and hybrid ARQ are also presented for uncorrelated Rayleigh fading channels.
The paper is organised as follows. In Section 2, we present a brief overview of LDPC codes and type-II hybrid ARQ. An algorithm for the design of punctured regular RC-LDPC codes that have large girth average and low error floors is presented in Section 3. In Section 4, we present design guidelines for the construction of RC-LDPC codes based on semi-random LDPC codes. The designed RC-LDPC codes are applied to a type-II hybrid ARQ scheme, and the results are presented in Section 5. The main outcomes of the paper are summarised in Section 6.
System model

Regular LDPC codes
LDPC codes are block codes defined by a sparse parity-check matrix [2, 12] . A regular ( j, l ) LDPC code with a rate of R c ¼ k/n is defined by an (n 2 k) Â n parity-check matrix having exactly j ones in each column and exactly l ones in each row, where j , l and both are small compared with the block length n [12] . The main advantage of regular LDPC codes is their large minimum distance, and hence low error floors as compared to turbo and irregular LDPC codes [13, 14] . The regular-(3,6) LDPC ensemble is the best regular ensemble [13] in terms of its minimum distance, and therefore it is used in this paper (as in [3] ) for designing regular RC-LDPC codes.
An LDPC code can be represented by a Tanner graph, which is essentially a visual representation of the paritycheck matrix of the code [12] . Recall that an (n 2 k) Â n parity-check matrix H defines a code in which the n bits of each codeword satisfy a set of (n 2 k) parity-check equations. The Tanner graph contains n 'variable' nodes, one for each codeword bit, and (n 2 k) 'check' nodes, one for each of the parity-check equations. For the special case of a ( j, l ) regular LDPC code, each bit is involved in j parity-check equations. Hence, the number of edges emanating from a variable node is always j and the variable node is said to be of degree j [3] . Similarly, because each parity check equation involves l bits, the number of edges emanating from each check node is always l and the check node is said to be of degree l.
Puncturing constructs high-rate codes from low-rate codes by deleting parity bits [15] . Therefore the transmitter does not transmit the punctured parity bits. a punctured LDPC code, the decoder inserts erasures where the parity bits are punctured and performs the decoding algorithm as in a non-punctured case [3] . On the other hand, extending constructs low-rate codes from high-rate codes by adding parity bits. At the decoder, the lowest rate code is used for decoding [4] . LDPC codes are decoded using an efficient iterative decoding algorithm, where soft likelihood information about the codeword bits is updated iteratively. The decoding algorithm, known as beliefpropagation (or the sum-product algorithm) is shown to closely approximate the optimal maximum likelihood decoding [16] , especially at high SNR.
Semi-random LDPC codes
For the purpose of encoding, the parity-check matrix H has to be transformed into the systematic form using Gaussian elimination [12] . The generator matrix G is then obtained from the systematic form of the H matrix. This transformation usually destroys the sparseness of the H matrix, resulting in a complex encoding process. Recent contributions have shown that LDPC codes are also amenable to simple encoding structures [17 -19] . Particularly, in [19] , a method has been proposed for the construction of a parity-check matrix which enables lineartime complexity encoding, while at the same time provides a performance similar to regular random LDPC codes. These LDPC codes are called semi-random LDPC codes. The parity-check matrix is obtained by concatenating a deterministic sub-matrix H p with a randomly constructed sub-matrix H d . An example for the parity-check matrix of a (8,4) semi-random LDPC code is given as 
The systematic codeword is expressed as c ¼ [p d], where p is a vector containing the parity bits and d is a vector containing the data bits. The parity-check matrix is decomposed as
Since every codeword c should satisfy the parity-check equations, we can write
From (3), the parity vector p ¼ {p i } can be calculated [19] from the information sequence d ¼ {d i } as follows
From (3), the codeword of a semi-random LDPC code can be generated recursively, with a complexity that grows linearly with the block length.
Type-II hybrid ARQ
Type-II hybrid ARQ adapts to changing channel conditions through the use of incremental redundancy [1] . In type-II hybrid ARQ, a packet is first transmitted using the highest rate code. If it is not deemed correctly decoded, a NACK (Negative ACKnowlegement) is fed-back to the transmitter and a new set of parity bits is provided by the transmitter (incremental retransmission) [12] . The range of code rates for a family of RC codes is defined as
For a family of codes obtained from a mother code of a rate P/(P þ l 0 ), codes with rates ranging from P/(P þ 1) to P/(P þ l 0 2 1) can be obtained through puncturing. On the other hand, codes with rates ranging from P/(P þ l 0 þ 1) to P/(P þ L) can be obtained through extending, which is the transmission of additional parity bits.
Regular RC-LDPC codes
RC-LDPC codes based on regular-(3,6) LDPC codes were designed in [3] by using random puncturing in order to obtain codes with rates higher than that of the mother code. However, the puncturing pattern(s) chosen were not optimised with respect to any criterion. For LDPC codes, it is desirable to puncture variable nodes having the small degrees, in order to minimise the number of check nodes that are affected by erasures. However, in regular LDPC codes, all variable nodes have the same degree and therefore the selection of the variable nodes to be punctured cannot be done on the basis of the variable node degree. One method of comparing the performance of LDPC codes with different puncturing patterns would be through exhaustive search using Monte Carlo simulation, which is very complex and time consuming. Therefore methods of comparing different puncturing patterns without resorting to exhaustive search are required.
For a given block length and degree distribution of the underlying Tanner graph, the ensemble of LDPC code with short block length can have considerable performance variation, specially at high SNR [20] . An efficient heuristic algorithm for finding good LDPC codes based on the girth distribution of the Tanner graph was presented in [20] . In this paper, we propose a new algorithm to compute the girth distribution of an LDPC code. This algorithm is then used to obtain puncturing patterns that result in punctured codes with good performance. We claim that a search employing the proposed algorithm over an ensemble of puncturing patterns will result in a puncturing pattern
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Computation of the node girth
The girth of an LDPC code refers to the length of the shortest loop (or cycle) present in the code's equivalent Tanner graph [12] . In [20] , this term was used in a wider sense, where the girth at a variable node u is defined as the length of the shortest cycle that passes through u. The girth distribution, g(w), w ¼ 4, 6, . . . , w max of a Tanner graph refers to the fraction of the variable nodes with girth w, where w max is the maximum girth in the graph. The girth average for a graph is defined as
Intuitively, the girth distribution is related to the suboptimality of the iterative decoder. It is well known that for a cycle-free Tanner graph, belief propagation results in maxium likelihood decoding [21] . The girth of a variable node indicates the length of the shortest path, or equivalently the smallest number of iterations, for a message sent by that node to propagate back to the node itself. Before this number of iterations is reached, the 'belief ' associated with the node is 'optimally' propagated to the rest of the graph. To have a performance close to the optimal, it is therefore favourable to make the girth of variable nodes' as large as possible, or in other words, to have more variable nodes with larger girths [20] .
In the following, we propose to use the powers of the adjacency matrix [10, 11] of the code's parity-check matrix for the computation of the girth of a given variable node. Assume a matrix H of size (m Â n). Denoting all the nodes (variable and check nodes) of the code's graph as v 1 , v 2 , . . . , v p , , where p ¼ m þ n, and define the adjacency matrix A ¼ [a ij ] to be the p Â p symmetric binary matrix, with the (i, j)th element defined as
The natural ordering of the nodes for an LDPC graph results [10] in the following relationship
It was shown in [10] that the (i, j)-entry of A w equals the number of paths of length w from v i to v j . In the following, we provide necessary conditions for the node girth to be of a certain value.
Proposition 1: For a matrix H of size (m Â n), the girth of a variable node u is w if
Proof: In the adjacency matrix corresponding to an LDPC code with a parity-check matrix H, the rows and columns numbered 1 to m correspond to the m rows (check nodes) of H, and the rows and columns numbered (m þ 1) to (m þ n) correspond to the n columns (variable nodes) of H [22] . For a variable node u to have a girth w, there should be at least two paths of length w/2 between the node u and any other node, that is, A (w=2) ij ! 2. In addition, no paths of length w=2 À 2 should exist between the node u and any other node, that is, A (w=2)À2 ij ¼ 0. The latter condition arises since the presence of paths of length (w=2 À 2) would lead to the variable node having a girth of (w 2 2) instead of w. A
Heuristic search for good puncturing patterns
An algorithm to compute the girth average of an LDPC code (different from that in 3.1), was used in [20] to compare randomly constructed LDPC codes. In the following, the node girth computation discussed in 3.1 will be used to compute the girth average of LDPC codes, and then to compare randomly punctured codes of short block lengths according to their girth averages.
Consider a (n, k) LDPC code, where the corresponding H matrix has a size of (n 2 k) Â n. Puncturing involves the deletion of parity bits. For example, deleting p parity bits leads to a (n 2 p, k) code, and the corresponding paritycheck matrix will be of size (n 2 p 2 k) Â (n 2 p). Hence, p rows and and p columns have to be removed from the original H matrix, as shown in Fig. 1 . The rows which are removed correspond to the non-zero values of the selected columns [23] . For example, in a regular-(3,6) LDPC code, each column has three rows which could possibly be removed since the column weight is 3. Consider the case of puncturing one parity bit. In this case, three different codes may be obtained since the removal of three different rows (and the same column for each case) results in three different paritycheck matrices. As the number of the removed columns increases, the number of codes to be compared increases exponentially, which renders the comparison of punctured codes intractable. In addition, obtaining the 'actual' punctured matrix is viable only for systematic H matrices. For non-systematic random matrices, the possibilities for the punctured matrices are very large, and would increase with column weight and number of punctured bits.
In order to reduce the complexity of the search algorithm, the columns corresponding to the punctured bits are removed from the H matrix, while none of the rows are removed. The punctured codes thus obtained are then compared using the girth average criterion. The important question is: how does this approach affect the comparison between different puncturing patterns? This question can be answered in the following two points.
1. Removing only the punctured columns (and none of the rows) leaves a larger number of ones in the matrix for which the average girth is being computed, as compared with the actual punctured matrix (which has both columns and rows removed), which is expected to yield a larger fraction of ones, and subsequently more cycles (including short cycles). Therefore the value of average girth (for the variable nodes) will be smaller than that of the actual punctured matrix, and this was indeed observed through simulations.
2. The number of ones removed from the H matrix for each puncturing pattern is the same since for regular codes the number of ones removed equals the column weight Ânumber of bits punctured. Therefore probabilistically speaking, the number of variable nodes whose girth value is affected by this method is the same for all puncturing patterns. This would be supported by the random construction of the code. Therefore, if the actual punctured code would give an average girth of x and this method gives an average girth of x 2 y, then the difference caused by this method (which is y) would be the same for all patterns with high probability.
Based on the above discussion, the proposed heuristic search algorithm can be summarised as follows.
1. Generate a random puncturing pattern, to select the bits to be punctured.
2. Remove the columns from the parity-check matrix H corresponding to the punctured bits (but not the rows), resulting in a matrix H punc .
3. Calculate the girth of the variable nodes in H punc using (7).
4. Calculate the girth average of the punctured code using (5).
5. Repeat steps 1 -4 a finite number of times, and select the random puncturing pattern which results in the punctured code with the maximum girth average.
Another advantage of the heuristic search algorithm is that it selects the non-punctured variable nodes of the mother code -represented by the columns of the parity-check matrix of the mother code that are not removed -to be those that have large girth. This is desirable since this will lead to high reliability for the non-punctured variable nodes, which will subsequently lead to a reliable estimate of the punctured variable nodes. Note that punctured LDPC codes are decoded using the parity-check matrix of the mother code.
Another valid criterion for selecting puncturing patterns is to select the puncturing pattern resulting in a code with the minimum number of variable nodes of the minimum girth [20] . Simulation results showed that this criterion leads to the same set of punctured codes as those selected via the maximum girth average criterion. The reason can be understood by looking at Tables 1 and 2 , which show, respectively, the distribution of the girth of variable nodes averaged over 500 punctured codes, and the fraction of variable nodes with different girths for two different punctured codes. It can be seen that two terms -the fraction of variable nodes of girth 6 and girth 8 -completely dominate the distribution. Therefore the reduction in one term leads to a corresponding increase in the other term, and this effect is captured by the girth average.
The proposed heuristic search algorithm was used to select a puncturing pattern that maximises the average girth of the punctured code. It is shown in [10] that for a rate-1/2, girth-6, regular-(3,6) LDPC code with block length of 1000 bits, the error floor occurs at BER of ,10
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. Since the difference in the performance of codes with different girths is manifested in the error floor region at high SNR, the block length of the code has to be chosen such that the high SNR region is in the reach of simulation. Hence, the block length of the mother code is chosen to be n ¼ 256, with 64 parity bits being punctured. The maximum number of decoder iterations used was set to 25. www.ietdl.org
To verify the proposed puncturing algorithm based on the girth average criterion, a search was performed over 500 randomly punctured codes. Fig. 2 shows the performance of two punctured codes over an additive white gaussian noise (AWGN) channel, one code having the maximum girth average whereas the other having the minimum girth average from among the 500 random punctured codes. It can be seen from this figure that there is a significant difference in performance of the two punctured codes at high SNR. The punctured code with the minimum girth has a higher error floor as compared with the punctured code with the maximum girth average (there is a 1 dB difference between the two curves at BER of 10
26
). It is therefore clear that the maximum girth average criterion and the method for comparing puncturing patterns is a viable method for selecting good puncturing patterns from an ensemble of random puncturing patterns.
RC regular LDPC codes
In this section, we present an algorithm for obtaining RC-LDPC codes using the heuristic search algorithm. Consider a range of desired code rates R 1 . R 2 . Á Á Á . R J . R, where R is the code rate of the mother code. Note that a code with rate R j is obtained by puncturing p j bits from the mother code with rate R. Also, a R jþ1 -rate code can be obtained from the R j -rate code by puncturing p jþ1 bits, which is a subset of the p j bits punctured to obtain the code of rate R j . Regular RC-LDPC codes that utilise puncturing patterns selected using the heuristic search algorithm can be obtained by the following algorithm 1. Select the number of punctured parity bits p 1 which yield a rate-R 1 code. Generate random puncturing patterns of size p 1 . Perform heuristic search to obtain the best puncturing pattern corresponding to p 1 punctured bits.
2. Puncturing patterns for obtaining the rate-R 2 can be obtained by selecting random subsets of size p 2 from the pattern selected in the previous step (of size p 1 ), and performing heuristic search over them.
3. The puncturing patterns required to obtain the codes with rates R 3 , ::, R J may be obtained in a similar manner as in step 2.
Semi-Random RC-LDPC Codes
In this section, we consider the design of RC-LDPC codes based on the semi-random structure through puncturing and/or extending.
Puncturing
The structure of a semi-random parity-check matrix is shown in (1) . The submatrix on the left corresponds to the parity bits, whereas the submatrix on the right corresponds to the data bits. The puncturing of an LDPC code involves the deletion of coded bits from the codeword and replacing them by erasures at the decoder. Since the parity bits have degree 2, while the degree of the data bits is .2, we chose to puncture some of the parity bits to minimize the degradation in the performance because of puncturing. In the following, we examine three puncturing schemes, namely, 'alternate' which refers to puncturing alternate parity bits, 'successive' which refers to puncturing successive parity bits, and 'random' which refers to puncturing a random pattern of parity bits. Fig. 3 shows the message passing during the decoding of punctured semi-random LDPC codes. It can be seen that for the case of successive or random puncturing, a successive group of parity bits may be erased. As the decoding proceeds iteratively, after the first (and successive) iteration(s) the log-likelihood ratio (LLR) values of the punctured parity bits for the case of alternate puncturing will be larger than the LLR values of punctured parity bits using successive or random puncturing. It is well known that a large LLR magnitude for a variable node implies higher reliability as compared with the reliability of a variable node with a smaller LLR magnitude [24] . Hence, the LLRs of the punctured parity bits for the case of www.ietdl.org alternate puncturing converge in a smaller number of iterations as compared with the other two puncturing schemes, causing the LLRs of data bits to converge to their correct values (in the probabilistic sense) in a smaller number of iterations. This observation is confirmed in Fig. 4 which shows the evolution of LLR magnitudes of the punctured bits for the different puncturing schemes. In this figure, we can see that the average LLR values of the parity bits punctured 'alternately' is larger than that for the other puncturing schemes. Therefore it is expected that the performance of the 'alternately' punctured semi-random LDPC codes is better than punctured semi-random LDPC codes that are obtained by using other puncturing schemes, which is confirmed by the simulation results shown in Fig. 5 .
For illustration purposes, we compare punctured semirandom LDPC codes with randomly punctured regular-(3,6) codes. Note that the block length of the mother code and code rates obtained through puncturing are the same as in [3] . The semi-random LDPC codes are constructed based on the guidelines presented in [19] , and the four loops are removed using the algorithm presented in [25] . For the semi-random codes, results for the alternate and random puncturing patterns are shown, whereas for regular codes the results are shown for the random puncturing pattern. Since the simulation is restricted to the low SNR region, the heuristic search algorithm proposed in Section 3 is not used for the design of the randomly punctured regular codes.
The comparison results for AWGN and the uncorrelated Rayleigh fading channels are shown in Figs. 6 and 7, respectively. In these figures, Alternate denotes alternate puncturing pattern and Random denotes a random pattern of parity bits. From these figures, it can be seen that while the mother codes for the regular-(3,6) and the semirandom codes give similar performance, the performance of the punctured regular-(3,6) code is worse that that of the punctured semi-random code, and the difference in performance increases with increasing the number of punctured parity bits. This is because the punctured bits in the semi-random code correspond to degree-2 nodes, whereas they correspond to degree-3 nodes in the regular code. While one punctured bit of the semi-random code affects two check nodes, the puncturing of one bit of the regular-(3,6) code affects three check nodes. This makes the RC semi-random codes obtained via puncturing outperform those obtained by puncturing regular codes, when the mother codes of both have similar performance. Furthermore, the performance gain of alternately punctured semi-random codes over the randomly punctured semirandom codes increases with increasing the number of Figure 3 Message-passing during decoding of punctured semi-random LDPC code corresponding to the H matrix of (1) Figure 4 Evolution of LLR magnitudes of punctured variable nodes for semi-random LDPC Code, (mother code: n ¼ 256, punctured parity bits. This is due to the reason illustrated in Fig. 3 , where the puncturing effect becomes more severe as the number of punctured bits increase.
It should be noted that the heuristic search algorithm that maximises the average girth in Section 3 can be used to compare randomly punctured semi-random LDPC codes.
However, the code(s) that would be selected by this algorithm would outperform other randomly punctured codes only in the high SNR region. Moreover, the results presented show that the alternate puncturing outperforms random puncturing in the region of low SNR, and therefore the application of the heuristic search algorithm to punctured semi-random LDPC codes is obviated.
From our observation through numerical experiments, it was concluded that the following guidelines are suitable for the design of punctured LDPC codes: † It is desirable to puncture variable nodes of the smallest degree in order to minimise the performance degradation. This can be applied for LDPC codes with non-uniform variable node degree distribution such as semi-random LDPC codes. † If the degrees of the variable node are equal, puncturing can be performed such that the average girth of the punctured code is maximised. This can be achieved via the heuristic search algorithm presented in Section 3.
Extending
For a matrix H of size (m Â n) representing the original code, each level of extension of size u (adding u parity bits) will add u additional rows and u addtional columns to H. The extended matrix H ext will be of size (m þ u) Â (n þ u). As an example, Fig. 8 shows the (n ¼ 11, k ¼ 7) parity-check matrix obtained after extending the (n ¼ 8, k ¼ 4) semirandom LDPC matrix of (1) by adding three parity bits. For one level of extension of a semi-random LDPC code, the following steps are proposed. † Generate H p new of size (m þ u) Â (m þ u), with the particular 'staircase' structure that is required for the deterministic part of a semi-random parity-check matrix as in (1) . † Generate H d new which is a vertical concatenation of two sub-matrices: H d from the unextended matrix, and a matrix H sparse of size (u) Â (n À m). (Fig. 8) .
The submatrix H sparse is the only part of the extended matrix that can be designed using different methods, since the rest of the matrix is either identical to parts of the unextended matrix, or follows a deterministic construction approach to comply with the standard format of a semirandom parity-check matrix. In the following, we propose two schemes for the design of the H sparse matrix. One scheme is reffered to as the 'Extended-identity' approach since it involves the use of identity matrices, and the other scheme is called the 'Extended-Permuted' approach since it involves the use of a matrix which is a random permutation of a particular matrix. The two methods are discussed as follows.
(1) Extended-identity approach: The motivation of using identity matrices for the design of H sparse is that it leads to a simple and deterministic method of extending a semirandom parity-check matrix. It maintains the sparseness of the extended matrix, and does not lead to the creation of small loops. In this approach, H sparse for each level of extension is formed by the concatenation of an identity matrix of size u Â u and a matrix of zeros of size u Â (n À m À u), where the size of the non-extended matrix is m Â n. Consider extending a semi-random LDPC code with a parity-check matrix of the form
Using the extended-identity approach, the parity-check matrix of the extended code after the first-level extension follows the form
where I is an identity matrix of size u Â u. Continuing on the same manner, the parity-check matrix of the extended code after the second-level extension is given by 
The extended-identity approach can be used as explained above to yield extended semi-random LDPC codes of any size.
(2) Extended-permuted approach: The extended-identity approach constructs extended semi-random LDPC codes which have only one connection between the additional parity-check equations and the variable nodes representing the data bits. Intuitively, increasing the connections between the additional parity-check equations and the variable nodes -while maintaining the sparseness of the matrix -is expected to lead to a better performance. This notion leads to the extended-permuted approach, in which H sparse for each level of extension is constructed by the column permutations of a particular matrix H perm . This approach follows the method of constructing regular codes introduced by Gallager [2] , where a parity-check matrix of an LDPC code is formed by the vertical concatenation of a number of submatrices. An example of the matrix H perm which gives good empirical is a matrix in which each row contains two ones as follows 
The matrix H sparse for each level of extension corresponds to a particular column permutation of H perm in (11) . We have also tested extending with a H perm matrices that contain three and four ones in each row, but the performance is very similar to the H perm with two ones in each row. Therefore the latter was preferred since it enables lower encoding and decoding complexities.
Consider a semi-random LDPC code whose parity-check matrix of the form in (8), the parity-check matrix of the extended code with the first-level extension employing the extended-permuted approach follows the form
|fflfflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflfflffl ffl}
Continuing on the same manner, the parity-check matrix of the extended code with the second-level extension is given by H ext,2 ¼ Note that the former approach creates four loops during the extending process, which have to be removed using the loop removal algorithm [25] . This leads to higher complexity of the extended-permuted approach, whereas the extended-identity approach has lower complexity because the format for extension is deterministic and the extension does not result in the creation of four loops.
(3) Numerical results: Fig. 9 shows the performance of the two proposed extending approaches over the AWGN channel. From this figure, we can see that the extended-permuted approach offers a 0.2-0.3 dB performance advantage over the extended-identity approach. In addition, the difference in performance between the extended-permuted approach and the extended-identity approach increases with increasing the levels of extension. This can be explained as follows. An extended matrix resulting from extension using the extended-permuted approach is relatively denser (the paritycheck matrix has more ones) as compared with an extended matrix resulting from extension using the extended-identity approach. This is due to the fact that extended-identity approach adds a single one per row in H sparse , whereas the extended-permuted adds two ones per row H sparse . This leads to a slightly larger average variable node degree for the extended-permuted approach as compared with the extended-identity approach. From simulations, it was found that the average variable node degree of the lowest rate matrices used is 3.1 for the extended-identity approach and 3.4 for the extended-permuted approach. As explained above, the difference in the average variable node degree leads to a slightly better performance for the extendedpermuted approach, since variable nodes of comparatively larger degrees are connected to more check nodes, which improves the performance of the iterative decoder.
Type-II hybrid ARQ
In this section, we present the results for type-II hybrid ARQ systems employing the RC-LDPC codes designed in Sections 3 and 4. For each SNR point, simulation is stopped when at least 200 codeword errors are obtained. Figs. 10 and 11 show the throughput for ARQ schemes employing punctured semi-random and regular LDPC codes, over AWGN and uncorrelated Rayleigh fading channels, respectively. The mother code is a rate-8/14 code with a block length of 1792 bits from which codes of rates 8/13, 8/12 and 8/11 are obtained via puncturing. We observe that codes based on the semi-random family of LDPC codes outperform codes based on the regular- (3, 6) family. This is because punctured semi-random LDPC codes outperfom punctured regular-(3,6) codes, as was shown in Figs. 6 and 7. Fig. 12 shows the throughput of ARQ schemes employing the best-performing semi-random RC-LDPC codes designed in this paper (using alternate puncturing and extended-permuted extending), and regular codes from [3] over the AWGN channel. The mother code is a rate-8/14 code with a block length of 1792 bits. There are 1024 data bits in each frame. Codes with rates 8/13 to 8/11 are designed via puncturing, whereas codes with rates 8/15 to 8/20 are designed via extending. It can be seen that the ARQ schemes employing semi-random codes outperform those employing regular codes at high SNR by up to 0.3 -0.4 dB. At high SNR, the codes obtained via puncturing dominate the performance, and punctured semi-random codes significantly outperform punctured regular-(3,6) codes as shown in Fig. 6 . Also, it can be seen that both curves reach the maximum throughput value of 0.727 at the highest SNR. This is the maximum attainable throughput since it is the maximum code rate (8/11 ' 0.727) among the family of RC codes being employed.
Conclusions
In this paper, an algorithm was proposed for the design of punctured regular LDPC codes that have low error floor. The algorithm is based on the concept of maximising the girth average of the underlying Tanner graph of the code. Since increasing the girth of an LDPC code leads to an improved performance, the algorithm selects the puncturing patterns that result in punctured codes with a large girth average. Simulation results verify that the puncturing patterns selected using this algorithm outperform randomly punctured codes.
Furthermore, a puncturing pattern was proposed for the design of punctured semi-random LDPC codes that leads to punctured codes that outperform randomly punctured semi-random LDPC codes. Two approaches for designing extended semi-random RC-LDPC codes were also proposed. A type-II hybird ARQ scheme based on the semi-random RC-LDPC codes designed in this paper was shown to outperform an existing scheme based on regular RC-LDPC codes. Additionally, the proposed hybrid ARQ scheme based on semi-random RC-LDPC codes offers the major advantage of linear-time encoding, in addition to performance gains. Figure 11 Throughput comparison of ARQ schemes based on punctured semi-random LDPC and regular LDPC codes over the Rayleigh fading channel, the mother code is a rate-8/14 code with n ¼ 1792, (SR: semi-random codes, Reg: regular-(3,6) codes, Alternate: alternate puncturing, Random: random punctured, max-iterations ¼ 50) Figure 12 Throughput comparison of ARQ schemes based on the proposed semi-random RC-LDPC codes designed in this paper and regular LDPC codes from [3] , the mother code is a rate-8/14 code with n ¼ 1792, code rates 8/13 to 8/11 are obtained through alternate puncturing and code rates 8/15 to 8/20 are obtained through extending using the extended-permuted approach
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