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Probing shear-induced rearrangements in Fourier Space. II. Differen-
tial Dynamic Microscopy
S. Aime∗a,b and L. Cipellettia
We discuss in two companion papers how Fourier-space measurements may be coupled to rheological tests in order to elucidate
the relationship between mechanical properties and microscopic dynamics in soft matter. In this second companion paper, we
focus on Differential Dynamic Microscopy (DDM) under shear. We highlight the analogies and the differences with Dynamic
Light Scattering coupled to rheology, providing a theoretical approach and practical guidelines to separate the contributions to
DDM arising from the affine and the non-affine part of the microscopic displacement field. We show that in DDM under shear the
coherence of the illuminating source plays a key role, determining the effective sample thickness that is probed. Our theoretical
analysis is validated by experiments on 2D samples and 3D gels.
1 Introduction
Soft matter is easily deformed by applying even modest loads.
As we have argued in the first paper of this series1, to which
we refer for a more detailed bibliography survey, understand-
ing the interplay between the structure, the microscopic dy-
namics and the rheological properties of soft materials is a
field of great current interest, with implications both at a fun-
damental level and in many industrial applications2. Exper-
iments that probe simultaneously the rheology and the struc-
ture or dynamics are particularly valuable, since the system
response often exhibits complex spatio-temporal patterns that
may vary significantly from run to run, especially in the non-
linear regime3–6.
While research in the past has been mostly devoted to the
relationship between structure and mechanical properties, cur-
rent efforts focus on the microscopic dynamics, which are of-
ten more sensitive than structural quantities to external pertur-
bations7. Direct-space measurements, e.g. by optical and con-
focal microscopy, have often been used8–13. As discussed in
Ref.1, scattering-based methods are an appealing alternative
to direct-space techniques: while the former lack the ability
to follow the trajectories of individual particles, they can be
applied to a broader range of samples, allow a larger sample
volume to be probed, and access a wider range of time and
length scales.
Previous works based on scattering methods have usually
adopted the so-called echo protocol, where the dynamics are
probed stroboscopically at each cycle while the sample is sub-
mitted to an oscillating drive14–17. The echo protocol greatly
simplifies the data analysis, since it directly yields the dynam-
ics associated to irreversible rearrangements. In the more gen-
eral case where the sample continuously deform during the
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experiment (e.g. in a creep test), one is confronted with the
challenge of disentangling the trivial contribution to the dy-
namics due to the affine deformation field from the interest-
ing part associated with non-affine motion and plasticity. This
is of course an easy task in microscopy experiments, where
the affine displacement can be subtracted off the particles’
trajectories, but it requires special care in scattering experi-
ments. In the first paper of this series1 we have shown how
a Dynamic Light Scattering (DLS) setup may be coupled to a
shear cell in order to probe affine displacements and non-affine
rearrangements, providing guidelines for mitigating and cor-
recting for the contributions to the DLS intensity correlation
function arising from non-ideal conditions. Here, we present
a similar study for Differential Dynamic Microscopy (DDM)
under shear. DDM was first introduced in Ref.18. It belongs to
a family of techniques known as digital Fourier microscopy19,
which combine features of both imaging and scattering: data
are acquired in an image-forming setup (typically, a micro-
scope), but they are processed in Fourier space. Similarly to
DLS, the outcome of a DDM experiment are correlation func-
tions describing the time and scattering-vector-dependent re-
laxation of density fluctuations.
DDM holds a great potential as a method to characterize
dynamics under shear for several reasons: i) it is easily imple-
mented in a commercial microscope; ii) like in conventional
microscopy, subsets of the image can be independently ana-
lyzed, thereby providing one with a spatial map of the shear-
induced dynamics; iii) unlike conventional microscopy, track-
ing the position of individual particles is not necessary (as a
matter of fact, DDM does not even require individual particles
to be resolved20), which makes the method quite versatile; iv)
the effective depth of focus can be easily tuned, which has im-
portant implications on measuring non-affine displacements,
as we shall see.
Similarly to scattering techniques, DDM is a Fourier space
method. One may thus argue that DDM correlation functions
are very closely related to those measured by DLS, such that
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the methods presented in Ref.1 and the conclusions reached
therein still hold. While this is broadly speaking true, there
are several important distinctions that have to be taken into
account to quantitatively exploit DDM under shear. These dis-
tinctions stem from two key differences with respect to DLS:
first, in its original and most common formulation DDM is
a heterodyne method, where both the transmitted illuminating
beam and the light scattered by the sample are collected by the
microscope objective. Second, in DDM the sample is typically
illuminated by white light, with a coherence length generally
smaller than the sample thickness, rather than by highly coher-
ent laser light as in DLS. The goal of this work is to explore
the consequences of these peculiarities, providing the reader
with guidelines to correctly analyze DDM data taken under
shear.
The rest of the paper is organized as follows: in Sec. 2 we
briefly introduce the samples used for the measurements and
the setup, and define the correlation functions used in DDM.
In Sec. 3 we develop a theoretical model of DDM under shear,
starting from a discussion of the effect of a simple translation
of the sample, and then presenting results for a purely affine
deformation and the general case of both affine and non-affine
microscopic dynamics. At each step, we show experimen-
tal data that validate our theoretical approach. We recapitu-
late our main findings and make some concluding remarks in
Sec. 4. A list of the symbols used in this paper is given for
convenience in Appendix 1. Appendix 2 presents a detailed
derivation of the correlation functions introduced in Sec. 2 and
briefly discusses the impact of experimental noise on their nor-
malization.
2 Materials and methods
2.1 Samples
The same samples introduced in Ref.1 were also used for
the DDM measurements. They include frosted glass slides
(2D samples) and polyacrylamide (PA) gels (3D samples), to
which TiO2 nanoparticles of diameter 0.5 µm were added, at
a volume fraction of about 0.01%. The typical thickness of
the PA gels is 500 µm.
2.2 Experimental apparatus
The experiments were performed on a Leica DM IRB inverted
microscope equipped with a 10x objective and a CCD cam-
era (model DMK 23U274, from The Imaging Source GmbH).
The CCD sensor has 1024x1024 pixels; the pixel size is
lp = 4.4 µm, corresponding to lp/M = 0.44 µm in the sam-
ple plane, M = 10 being the microscope magnification. Mi-
croscopy under shear was performed by coupling the micro-
scope to a custom-made stress-controlled shear cell21, work-
ing in the sliding parallel plate geometry.
2.3 Differential Dynamic Microscopy
For a thorough description of DDM, we address the reader
to Refs.18,19,22. Here, we simply recall that in DDM a time
series of images taken with a microscope are processed in
Fourier space, as explained succinctly below. The method
works under different kinds of illumination; in this work we
use Koehler illumination19. Throughout this paper we will
use a Cartesian reference frame where the shear, vorticity, and
shear gradient directions are uˆx, uˆy, and uˆz, respectively. uˆz
also corresponds to the optical axis direction, with z = 0 the
position of the object plane. Under these conditions and for
typical colloidal objects, the microscope images result from
the interference between the transmitted light and light scat-
tered by the sample. The images contain Nx×Ny pixels, which
record the intensity I(x′) = |E(x′)|2, where x′ = (x′,y′) is
the coordinate in the sensor (image) plane,E the total electric
field, and where we have disregarded inessential prefactors.
The total electric field E can be expressed as a sum of the
transmitted beam ELO and the scattered electric field Esc.
In the imaging geometry, x′ is conjugated with a point in
the sample (object) plane x, which has coordinates (x,y) =
(x′/M,y′/M). In this geometry and assuming a weakly scat-
tering sample (first Born approximation23), ELO(x′) corre-
sponds to the incident beam in x (local oscillator), whereas
Esc(x
′) results from the interference of the light scattered
by a set of particles belonging to an effective scattering vol-
ume centered around the object plane and sketched in Fig. 2f,
which we shall discuss in depth in the following. The electric
field in the sensor plane may then be expressed as
E(x′) =ELO(x)+∑
i
ELO(xi)Kzi(x−xi) , (1)
where the sum runs on all particles in the sample, (xi,zi) is the
3D coordinate of i-th particle, andELO(xi) is the electric field
incident on the i-th particle. The kernel Kzi(x−xi) vanishes
for particles outside the effective scattering volume; it depends
on the scattering properties of the particle (the scattering form
factor23), the optical path of the scattered light and the prop-
erties of the imaging system, through the microscope transfer
function.
It is instructive to consider the expression of the kernel
K for the simple case of point-like particles illuminated by
uniform, coherent light with wavevector kin, further assum-
ing a uniform microscope transfer function. Under these as-
sumptions, one finds Kzi(ri) = Se
iφ(ri,zi), with S 1 a non-
dimensional scattering cross-section, ri =x−xi, and φ(ri,zi)
the phase difference (evaluated in x) between the illuminat-
ing field and the light scattered by the i-th particle. By
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defining the wavevector ksc,i = ri|kin|/|ri| of the scattered
light and using simple geometric arguments, one finds that
φ(ri,zi) = (ri + ziuˆz) · (ksc,i−kin), which draws the analogy
between Eq. 1 and the electric field in a heterodyne scattering
experiment, with scattering vector q= ksc,i−kin. Note in par-
ticular that, as a consequence of coherent illumination, in this
case Kzi(ri) does not contain any explicit dependence on the
position zi of the particle along the optical axis, except for the
propagation term in the phase factor φ(ri,zi). This is not the
case in a typical microscopy experiment, where only the sig-
nal from particles close to the object plane (z = 0) is properly
collected by the sensor. In this case Kzi(ri) assumes a more
complex structure, which is more easily expressed in Fourier
space, where a finite focal depth L f (q) can be defined, as we
will see in the following.
By introducing the local particle density operator n(x,z) =
∑i δD(x−xi,z− zi) with δD(x,z) Dirac’s delta function, one
can cast Eq. 1 into an integral that takes a particularly sim-
ple form under the assumption of a quasi-uniform illuminating
field:
E(x′) =ELO(x)
[
1+
∫
dz
∫
d2rKz(x−r)n(r,z)
]
. (2)
Equation 2 can be used to calculate the intensity I(x′) =
|E(x′)|2:
I(x′) = ILO(x)
[
1+
∫
dz
∫
d2r2ℜ [Kz(x−r)]n(r,z)
]
,
(3)
where ILO(x) = |ELO(x)|2, ℜ denotes the real part, and
where the quadratic term in the scattered field has been disre-
garded since in the weakly scattering regime |Esc|<< |ELO|.
Equation 3 links Kz(x) to the so-called point spread function
PSFz(x) ∗, describing the response of the imaging system to a
point source or point object placed at distance z = x · uˆz from
the object plane19.
Note that the convolution integral of Eq. 3 sets a linear re-
lation between the intensity I(x′) and the local concentration
n(r), which is precisely the kind of signal-concentration re-
lation required for DDM to be applicable19. The first step of
the DDM analysis consists in calculating the spatial Fourier
transform† of the intensity, I˜(q) =∑p I(x′p)e
−iq·x′p , where the
sum runs on all sensor pixels, x′p is the position of the p-th
pixel and q represents a scattering vector, with x,y compo-
nents equal to qx,y = 2pinx,yM/(Nx,ylp), with nx,y a couple of
integer numbers. Note that a factor M has been introduced in
the definition of q, in order to express the scattering vector in
∗ In optical microscopy, it is customary to define the PSF as the setup intensity
response to a point-like source. Thus, the usual PSF is proportional to the
term 2ℜ [Kz(r)] introduced in Eq. 3.
†Here and in the following, we denote by f˜ (qx,qy) the 2D spatial Fourier trans-
form of the function f (x′).
the units associated to the object plane, rather than the mag-
nified units of the image plane. The Fourier transform I˜(q) is
directly related to the scattered intensity usually measured in a
DLS experiment (see Appendix 2 for a more rigorous discus-
sion). The temporal evolution of I˜ is quantified by correlating
the Fourier transforms of pairs of images taken at time t and
t+τ , respectively. Below, we define various degrees of corre-
lations that are used in the data analysis.
We first introduce the ‘standard’ degree of correlation used
in DDM18,19:
cDDM(q, t,τ) = 1−
〈∣∣I˜(q, t)− I˜(q, t+ τ)∣∣2〉
q〈∣∣I˜(q, t)∣∣2〉
q
+
〈∣∣I˜(q, t+ τ)∣∣2〉
q
, (4)
where the numerator of the second term in the r.h.s. is the im-
age structure function originally introduced in Ref.18. Here,
< · · · >q denotes an average over a small region in Fourier
space, centered around the wave vector q, which will be cho-
sen to be either parallel (qx) or perpendicular (qy) to the shear
direction. Provided that the scattered field E˜sc(q, t) dominates
over the static background E˜LO(q) ‡, it is shown in Appendix
2 that Eq. 4 reduces to the intermediate scattering function, or
field correlation function23:
cDDM(q, t,τ)≈
〈
E˜sc(q, t)E˜∗sc(q, t+ τ)
〉
q〈∣∣E˜sc(q, t)∣∣2〉
q
. (5)
If one further assumes a stationary process, the statistics may
be improved by averaging over t, yielding the DDM intensity
correlation function
g2,DDM(q,τ)−1 = |〈cDDM(q, t+ τ)〉t |2 . (6)
It is convenient to introduce also modified versions of the
above correlation functions that correspond to the far-field
correlation functions measured in DLS. These far-field DDM
(FF-DDM) functions were already introduced in Ref.24: as we
shall show it, they are essential in order to efficiently analyze
DDM data under shear. These functions are
cFF−DDM(q, t,τ) =
〈∣∣I˜(q, t)I˜(q, t+ τ)∣∣2〉
q〈∣∣I˜(q, t)∣∣2〉
q
〈∣∣I˜(q, t+ τ)∣∣2〉
q
−1
=
〈
I˜sc(q, t)I˜sc(q, t+ τ)
〉〈
I˜sc(q, t)
〉2
q
(7)
g2,FF−DDM(q,τ)−1 = 〈cFF−DDM(q, t+ τ)〉t (8)
where I˜sc = |E˜sc|2, and the second line of Eq. 7 is again de-
rived in Appendix 2 under the same conditions as for Eq. 5,
‡For the realistic case of a nearly uniform illumination, E˜LO(q)≈ 0, except in
the q→ 0 limit.
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i.e. that the scattered field dominates over the Fourier trans-
form of the static background. All the quantities introduced
in Eqs. 4-8 decay in principle from 1 at τ = 0 to 0 for fully
uncorrelated images. As a consequence of electronic camera
noise and any deviation from a perfectly uniform illumination,
however, experimentally measured correlation functions actu-
ally decay from a short-time value 1− ε0(q) for τ → 0+ to a
baseline ε∞(q)& 0. As explained in Appendix 2, a simple ver-
tical shift and rescaling can correct for those effects as long as
ε0(q)<< 1 and ε∞(q)<< 1, which is usually the case. Such
correction has been applied systematically to the experimental
data shown in the following.
3 Differential Dynamic Microscopy for a
sheared sample
In analogy to Ref.1, we model a 3D sample by a set of Σz
planes perpendicular to the shear gradient direction uˆz and
indexed by their distance z from the object plane, for which
z = 0. For a sample undergoing a purely affine shear de-
formation with strain γ , each Σz plane rigidly translates by
δ(z) = γ(z− zs)uˆx, zs being the z coordinate of the stagnation
plane of the shear deformation. In this section, we will first
discuss the DDM signal from the rigid translation of an indi-
vidual Σz plane. Then, we will combine the signal of different
Σz planes to obtain the DDM correlation function for a purely
affine shear deformation of the sample. Finally, we will dis-
cuss the contributions arising from any additional, non-affine
displacement.
3.1 Rigid translation of a 2D sample
The DDM signal associated to a rigid translation δ of a
2D sample can be computed by separating the electric field
E(x′,δ) on the sensor in the sum of the (static) transmitted
field ELO(x′) and the δ-dependent contribution Esc(x′,δ) =
Esc(x
′−δ′,0), which will translate rigidly by δ′ = Mδ when
the sample is translated by δ, M being the system magnifi-
cation. Fourier transforming a shifted function introduces a
phase term whose real part yields a cosine factor (see e.g.
Ref.25); one then finds for the conventional DDM intensity
correlation function
g2,DDM(q,δ)−1 = cos2 (q ·δ) , (9)
where we have neglected the effect of pixel discretization and
the finite size of the field of view, implicitly assuming |δ|<<
L, with L = Nxlp/M the size in the uˆx direction of the sample
portion that is imaged.
Equation 9 sets a first sharp difference between DDM and
DLS: in Ref.1 we showed that in DLS any sample translation
can be neglected as long as it is small enough with respect to
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Fig. 1 a) Comparison between g2,DDM−1 (black squares) and
g2,FF−DDM−1 (blue circles) measured on a rigidly translating
sample for the same scattering vector q = 0.02 µm−1. Symbols are
experimental data, lines are theoretical expectations based on Eqs.
10 (black dotted line), 11 (black solid line) and Eq. 12 (blue dashed
line). b) Symbols: g2,DDM−1 evaluated for two different scattering
vectors, as shown by the legend). Lines: theory based on Eq. 10.
the size of the illuminated sample. By contrast, Eq. 9 indicates
that in the same regime the DDM signal is strongly oscillat-
ing. Such oscillations are clearly visible in experiments where
g2,DDM−1 was measured for a translating frosted microscope
slide, see the red and black symbols in Fig. 1b. Another re-
markable feature seen in Fig. 1b is the damping of the oscilla-
tions: this is due to the finite size effects disregarded in Eq. 9.
As δ grows, the overlap between the pair of images that are
correlated decreases, eventually vanishing. Assuming that the
field of view is homogeneously illuminated, the overlapping
portion is perfectly correlated, while the non-overlapping one
is fully uncorrelated. Accordingly, finite size effects result in
a reduction of cDDM proportional to the overlap between the
two images that are correlated, yielding:
g2,DDM(q,δ)−1 = cos2 (q ·δ)
(
1− |δ |
L
)2
(10)
The black dotted lines in Fig 1a show g2,DDM−1 calculated
from cDDM as predicted by Eq. 10: a good agreement with the
data is found, with no fitting parameters. Note however that
the measured oscillations appear to be slightly overdamped
with respect to the prediction of Eq. 10. This effect can be un-
derstood by taking into account the finite qx range over which
the correlation function has been averaged, see Eq. 4. Such ef-
fect can be taken into account by averaging Eq. 4 on a suitable
interval [qx−qw/2,qx+qw/2], which yields:
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g2,DDM(q,δ)−1 = cos2 (q ·δ)sinc2
(
qwδ
2
)(
1− |δ |
L
)2
(11)
Note that qw cannot be vanishingly small, since the finite
value of L is associated to a Fourier transform discretized in
units of qmin = 2piM/L, which plays the role of the speckle
size discussed in Ref.1. Equation 11 with qw = qmin is repre-
sented as solid lines in Fig 1, showing an excellent agreement
with the experimental data.
The oscillations resulting from the cos2 (q ·δ) term un-
doubtedly complicate the analysis of the DDM data, especially
since they depend on both the shift and the scattering vector. It
is therefore convenient to consider the alternative far field cor-
relation functions, Eqs. 7 and 8. These correlation functions
involve the modulus of the Fourier transform of the intensity:
they are therefore insensitive to the phase factor introduced in
Fourier space by a translation in real space. One simply finds
g2,FF−DDM(q,δ)−1 =
(
1− |δ |
L
)2
(12)
which is the finite size correction factor introduced by the last
term of Eq. 10. We thus obtain a q-independent correlation
function, similarly to Eq. 9 in Ref.1. The different functional
form in DDM as compared to DLS is simply due to the fact
that here the intensity profile of the illuminating field is as-
sumed to be flat, instead of Gaussian as in DLS. The blue cir-
cles in Fig. 1a show g2,FF−DDM − 1 for the same experiment
with a translating frosted glass discussed previously. The far
field correlation function exhibits no oscillations and is very
well reproduced by the theoretical expression, Eq. 12 (dashed
line), without fitting parameters.
To summarize this section, we have shown that a rigid trans-
lation of a 2D sample results in inconvenient q-dependent os-
cillations of conventional DDM correlators. Using the far-
field DDM correlation functions removes this difficulty, yield-
ing results similar to those for DLS.
3.2 Affine deformation of a 3D sample
In the linear regime, a homogeneous, solid-like sample
sheared by γ is deformed in a purely affine way: the displace-
ment of a particle at position (r,z) is then
∆r(r,z;γ) = ∆r(aff)(r,z;γ) = (z− zs)γ uˆx . (13)
Note that all particles with the same z coordinate (i.e. be-
longing to a given Σz plane) translate rigidly by the same
amount δ(z) = γ(z− zs)uˆx. As a consequence, the DDM sig-
nal from an affine deformation contains a term coming from
the overall average rigid translation of the sample, modulated
by an additional term accounting for the relative motion of the
different Σz planes.
If the depth of focus is much larger than the gap e, one re-
covers the heterodyne scattering result, for which
g2,DDM(q,γ)−1 = cos2(qxγzs)sinc2
(
qxγ
e
2
)
, (14)
where finite size corrections were omitted for clarity.
The cos2(qxγzs) term is analogous to the r.h.s. of Eq. 9:
it represents the contribution to the decay of the correlation
function due to the average displacement in the shear direc-
tion. This contribution drops out for the fully symmetric case
zs = 0, where the average displacement vanishes because the
upper and lower plate of the shear cell move in opposite di-
rections by the same amount. However, in the general case
zs 6= 0, the cos2 term introduces oscillations that complicate
the data analysis, similarly to the case of Fig. 1. Therefore,
in the following we will exploit the advantages of the far field
correlation functions. In principle, this approach yields the
same results as the ones discussed in Ref.1. However, a key
difference is that in microscopy, due to the finite depth of fo-
cus of the imaging system, only planes within a finite distance
L f from the object plane will significantly contribute to the de-
tected signal. This is a consequence of the limited coherence
of the illuminating beam in DDM §, which has to be contrasted
with the highly coherent laser light used in DLS.
Intuitively, particles close to the object plane will be sharply
imaged, whereas their image will gradually blur as their dis-
tance to the object plane increases. In Fourier space, this cor-
responds to a change of the power spectrum that first impacts
the high spatial frequencies (large q) and then gradually ex-
tends to include lower frequencies (small q). In other words,
the relative contribution to the total signal coming from a scat-
terer at a given distance z from the object plane varies ac-
cording to the q vector that is analyzed. Conversely, a given
q component of Fourier-transformed microscopy images con-
sists mainly of the contribution of particles that are closer to
the objet plane than a q-dependent depth of focus L f (q).
This is sketched in Fig. 2. Panel a) shows a detail of one
representative sample image, with grayscale encoding the in-
tensity profile I(x′). Particles have a diameter of 0.5 µm, thus
they are large enough to be individually resolved. Different
sizes of the particles imaged are related to different z positions
of the particles: the sharper the particle, the closer it is to the
object plane. Such effect is reflected on the 2D Fourier power
spectrum
∣∣I˜(q)∣∣2 (panel b, q = 0 at the center): particles of
that size are expected to scatter light in a nearly q-independent
§DDM typically uses white light, which for an extended source has sub-micron
coherence length. Koehler illumination and a condenser (aperture) diaphragm
are used to reduce the size of the illuminating source 22, thereby enhancing
coherence, such that L f ≈ 10−1000 µm.
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fashion on the probed range of wavevectors, whereas the ac-
tual power spectrum drops by several orders of magnitude as
q is increased. This is better observed in panel c), where the
power spectrum was averaged over the azimuthal angle. Here
one can clearly see that smaller q vectors contribute to the to-
tal signal much more than larger ones. The reason is two-fold:
first, the intensity scattered by colloidal objects quite generally
decreases with q. Second, the effective size of the scattering
volume decreases with q, because the depth of focus L f (q) is
smaller for Fourier components at larger q. To illustrate this,
we compare the Fourier components corresponding to two dif-
ferent scattering vectors q1 = 0.2 µm−1 and q2 = 4 µm−1 in
Fig. 2d-g. Panels d) and f) show the original image filtered in
Fourier space, in order to isolate the contribution of scattering
vectors |q| = q1 (top) and |q| = q2 (bottom), or, equivalently,
the intensity scattered at angles θ1 and θ2, respectively (see
panels e) and g)). As a consequence, the intensity recorded
by the pixel p in position x′p in each filtered image originates
from a very well defined region of the sample, sketched in
panel h): a conical surface centered in the point xp of the ob-
ject plane conjugated with x′p and with aperture 2θ . In this
representation, the q-dependent depth of focus L f (q) plays
the role of the height of the cone: the high-frequency image
(|q| = q2, panel g)) only selects particles close to the object
plane, implying a depth of focus L f (q2) much smaller than the
sample thickness e, whereas density fluctuations coming from
the whole sample thickness contribute to the low-frequency
image (|q|= q1, panel e)).
One can quantitatively account for this effect through the
kernel Kz(r) weighting different Σz planes in Eq. 3. Taking
the 2D Fourier transform of Eq. 3, under the assumptions of a
uniform illuminating field one obtains:
I˜(q) ∝ δD(q)+
∫
dzK˜z(q)n˜(q,z) , (15)
where δD(q) is again Dirac’s delta, and K˜z(q) and n˜(q,z)
are the 2D Fourier transform with respect to x of Kz(x) and
n(x,z), respectively.
Under shear, a rigid translation introduces a phase term
eiqxγ(z−zs) in the n˜(q,z) term of Eq. 15. Thus, starting from
Eq. 15, and assuming that both K˜z(q) and |n˜(q,z)| are z-
independent, one retrieves Eq. 14 when calculating the degree
of correlation introduced in Eq. 4. By injecting the same ex-
pression in the more practical far-field version of the degree of
correlation, Eq. 7, one finds the following expression, which
corresponds to Eq. 10 of Ref.1:
g2,FF−DDM(q,γ)−1 = sinc2
(
qxγ
e
2
)
. (16)
These results describe the case where the depth of focus is
much larger than the cell gap. By contrast, the more general
case where the depth of focus is comparable to or smaller than
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Fig. 2 a) Representative sample image I(x′). b) 2D Fourier power
spectrum
∣∣I˜(q)∣∣2 of the image shown in a). The orange and green
circles are representative scattering vectors with magnitude
q1 = 0.2 µm−1 and q2 = 4 µm−1, respectively. c) Red line:
azimuthally-averaged power spectrum
∣∣I˜(q)∣∣2. The orange and
green peaks indicate Fourier bandpass filters extracting the
contribution of scattering vectors centered about q1 and q2. d) Same
image as in a), but filtered in Fourier space so as to retain only the
contribution of scattering vectors close to q1. e) Optical layout of
the rays contributing to the filtered image shown in d), which form
an angle θ1 = 0.8◦ with the optical axis. L f (q1) is the depth of focus
discussed in the text: note that at small q the in-focus region
encompasses the whole sample. f) and g): same as d) and e), but for
scattering vector q2 > q1. Note that the in-focus region is smaller
than the sample thickness. h) Effective scattering volume obtained
by integrating the conical surfaces associated to all scattering
vectors accepted by the objective. All particles within the effective
scattering volume contribute to the overall signal observed in
position x′p of image a).
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the gap can be still described starting from Eq. 15, but it re-
quires to assume an expression for K˜z(q) which decays with
growing z.
It is therefore important to gain insight on the actual behav-
ior of K˜z(q) before analyzing the experimental results for the
DDM signal coming from an affine deformation. We propose
here an experimental method to determine it. Let’s consider a
sample containing immobile scatterers: as the position of the
object plane is scanned through the sample, the microscope
image will change, since the effective scattering volume is
continuously displaced. Correlation functions calculated dur-
ing such a scan will decay when the object plane has been
displaced by an amount comparable to the size of the scat-
tering volume, i.e. comparable to the depth of focus L f (q).
Note that this effect is the analogous of the decay modeled
by Eq. 12: in both cases, the loss of correlation is due to the
renewal of the set of particles contributing to the image, here
due to a translation along the optical axis uˆz, while for Eq. 12
it resulted from a lateral shift along uˆx. The r.h.s. of Eq. 12 is
the (squared) autocorrelation function of the kernel K˜ which,
for a 2D sample, is simply a rect function, i.e. unity within the
field of view and zero outside the imaged region. Thus, based
on the analogy between a lateral shift and a vertical one, one
recognizes that the correlation decay due to a vertical transla-
tion δz corresponds to the spatial autocorrelation of K˜z(q).
Figure 3a shows far-field correlation functions measured for
a particle-loaded PA gel, a sample with no measurable spon-
taneous dynamics, while scanning the sample along uˆz. The
correlation functions are plotted versus the shift δz along uˆz,
for various q vectors. Note that the decay of g2,FF−CCD− 1
is faster at larger q vectors, in agreement with the expecta-
tion that the effective scattering volume is smaller at higher
q, as discussed above. To quantify the q dependent depth of
focus, we scale data at various q on top of a master curve, by
normalizing δz with respect to a scaling factor, which is iden-
tified with L f (Fig. 3b). This procedure determines L f (q) to
within a multiplicative constant that we shall discuss later: for
the time being, we note that the choice of ther multiplicative
factor used in Fig. 3b provides the correct order of magnitude
for L f , since the correlation functions at all q’s decay signifi-
cantly for a displacement δz ∼ L f (q). We show in Fig. 3c the
q dependence of L f : we find that L f decreases with q, as ex-
pected. More in detail, two distinct regimes can be seen: at
small q, L f ∼ q−1, while at large q, L f ∼ q−2. Giavazzi and
coworkers22 have shown that these two regimes stem from two
different contributions to the finite depth of focus. For large q
vectors, L f is dictated by the wide spectral range of the white
light, whereas at small q vectors the prevailing contribution is
due to the finite numerical aperture of the illuminating beam.
In most commercial microscopes, this parameter can be tuned
by playing with the condenser diaphragm, which allows one
to easily change L f .
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Fig. 3 a) Far-field DDM correlation functions between images taken
for a sample with frozen dynamics while shifting the object plane by
δz. From right to left, q increases from 0.1 µm−1 to 3.8 µm−1. b):
master curve obtained from the data shown in a) by normalizing δz
with respect to the depth of focus L f . c) q dependence of the depth
of focus issued from the scaling procedure: two distinct regimes are
clearly visible, as discussed in the text.
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The procedure illustrated in Fig. 3 allows one to determine
the sample region χs(x′) that effectively contributes to the
intensity I(x′) of a typical bright field microscopy image.
χs(x′) is obviously centered in x, the point on the object plane
conjugated with x′. However, its exact shape and size is the
nontrivial outcome of the interplay between the finite sample
size, the numerical aperture of the objective and the temporal
and spatial coherence of the illuminating light. χs(x′) can be
defined as the set of points (x,z) for which the kernel Kz(x) is
significantly different from 0 and it represents the analogous
of the scattering volume in a microscopy experiment: the mea-
sure of its volume is defined by the integral in the r.h.s. term of
Eq. 3, whereas its thickness along the optical axis sets the ef-
fective thickness of the sample probed, which is a key parame-
ter in the experiments under shear. The shape of χs(x′) can be
sketched starting from the L f (q) profile of Fig. 3c: the result
is illustrated in Fig. 2h, where the shadowed region represent-
ing χs(x′) corresponds to the intersection between the sample
volume and the integral of all conical surfaces for scattering
angles 0≤ θ ≤ pi/2.
Figure 3c shows that over the range of accessible q vectors
L f varies by more than 2 orders of magnitudes, from 10 µm to
more than 1 mm. Typical sample thicknesses lay in between
these two extreme values. Based on Fig. 3, we expect that, due
to partial coherence, the decorrelation induced by an affine de-
formation will no longer depend on the whole sample thick-
ness e, but rather on a q-dependent effective thickness ∆∗(q).
At the smallest q vectors, where L f is likely to exceed e, we
expect that ∆∗(q)∼ e: in this case, we should retrieve Eq. 16.
No guarantee is given a priori that the same functional form
is able to describe also the largest scattering vectors, since
the precise shape of g2,FF−DDM depends on the whole K˜z(q)
distribution, of which L f (q) represents just the first moment.
Correlation functions for different scattering vectors qx along
the shear direction are represented in Fig. 4. As expected,
experimental data for qx . 0.3 µm−1 are nicely described by
Eq. 16. A comparison with Fig. 2 shows that this regime cor-
responds to the q range where L f (q)> e. By contrast, the cor-
relation functions for qx > 0.3 µm−1 decay more slowly than
expected from the scaling predicted by Eq. 16, in qualitative
agreement with a more gradual decay of K˜z(q)with increasing
z.
To account for this slower decay, it is in principle possible to
perform a more refined analysis, yielding the full K˜z(q) pro-
file by deconvolving the correlation functions shown in Fig.
3a. However, this procedure is delicate and would require
very clean experimental data, since data deconvolution is no-
toriously sensitive to noise. For this reason, in this paper we
take a simpler approach, again focusing on the first moment
of the correlation functions, i.e. their integral average γ¯(q).
In this approximation, the effective thickness ∆∗(q) is defined
by ∆∗(q) = γ¯/qpi , where the pi prefactor is chosen such that
∆∗(q) = e in the low q limit. The q dependence of ∆∗ thus
obtained is shown in Fig. 4b: at large q, the effective thick-
ness decreases with q, the same trend already observed for L f .
At small q, by contrast, the effective thickness tends to satu-
rate at a value close to the sample thickness e. Fig. 4c shows
∆∗ as a function of L f : initially, the effective thickness coin-
cides with the depth of focus, but eventually is limited to the
sample thickness e, when L f exceeds the latter. As mentioned
when discussing Fig. 3, L f was defined to within a multiplica-
tive constant: in fact, we have chosen this constant such that
L f = ∆∗ in the L f < e regime.
To summarize this section, we have shown that the partial
coherence typical of a microscopy experiment is associated to
a finite depth of focus, playing the role of a q-dependent ef-
fective sample thickness ∆∗(q). This has a major impact on
the observed affine dynamics, which are strongly suppressed
as ∆∗(q) is reduced. The possibility to easily tune ∆∗(q) by
varying the source coherence thus emerges as a unique advan-
tage of DDM under shear. As a drawback of this otherwise
appealing feature, an accurate calibration of ∆∗(q) is crucial
to correctly model the affine contribution to the correlation
functions. One way to do this is to perform an experiment
under shear and to analyze the signal scattered in the direc-
tion parallel to the shear, assuming that the affine contribution
dominates. However, such method can be unpractical, since
for most samples of physical interest nonaffine contributions
may become relevant even at small strains. For this reason,
we proposed a convenient experimental protocol to access the
depth of focus L f (q), furthermore showing that ∆∗(q) essen-
tially coincides with L f (q) when the latter is smaller than the
sample thickness e.
3.3 Nonaffine deformations
Using the ∆∗(q) values extracted from calibration data shown
in Fig. 4, the investigation of nonaffine deformations follows
steps similar to those discussed in Ref.1. We write the to-
tal displacement field ∆r(r,γ) as the sum of an affine term
∆r(a f f )(r,γ) and a nonaffine one R′, and assume, following
previous works26,27 corroborated by particle tracking mea-
surements on our sample1, that R′ is isotropic, Gaussian-
distributed and uncorrelated from ∆r(a f f )(r,γ). These as-
sumptions allow one to factorize the correlation function in
the product of an affine and a nonaffine term.
In Ref.1 we reported experimental evidence that DLS corre-
lation functions are well described by the analytic expression
g2,DLS(q,γ)−1 = sinc2
(
qxγ
e
2
)
exp
(
−1
3
q2cγ2
)
, (17)
where c is a generalized diffusion coefficient, defined as the ra-
tio of the mean square nonaffine displacement over the square
of the strain. A straightforward extension of Eq. 17 to DDM
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Fig. 4 a) Far field DDM correlation functions for a PA gel under
shear, as a function of applied strain γ . Different curves correspond
to a few representative scattering vectors qx, as indicated by the
label, oriented along the strain direction. b) effective sample
thickness ∆∗(q) for DDM under shear, obtained for each scattering
vector q by fitting the correlation functions of Fig. 4, as described in
text. The dashed line represents the gap e. c) ∆∗ as a function of the
depth of focus L f introduced in Fig. 3b. The solid line is a guide to
the eyes: it reduces to the identity ∆∗ = L f for small values of L f
and it saturates to the gap value e indicated by the dashed line.
would consist in replacing the sample thickness e by the ef-
fective thickness ∆∗(q). However, as discussed in the previ-
ous section, the affine term is no longer described by a sinc2
function for ∆∗ < e. For this reason, we take a more general
approach and assume the following functional form for the
correlation function:
g2,FF−DDM(q,γ)−1 = A
(
qxγ
∆∗
2
)
exp
(
−1
3
q2cγ2
)
, (18)
where A(u) represents a generic function describing the affine
contribution to the loss of correlation, which decays from 1 to
0 as its non-dimensional variable u grows beyond O(1). Non-
affine deformations can be detected for large enough q values
(otherwise the correlation function is insensitive to nonaffine
displacements), provided that the qx component parallel to the
shear direction is small enough (otherwise affine motion dom-
inates the decay of the correlator). More precisely, the analysis
should be performed on regions in q space centered around the
qx = 0 axis, with a width qw satisfying qw∆∗/q <
√
c.
To test this approach, the dynamics under shear of the same
polyacrylamide gel of Ref.1 are measured with DDM, calcu-
lating the far field correlation functions g2,FF−DDM(q,γ)− 1.
Representative curves are shown in Fig. 5a for q= 1.95 µm−1
mainly oriented in the uˆy direction but with a small qw compo-
nent (indicated by the labels), due to the finite size of the re-
gions in Fourier space over which g2,FF−DDM−1 is averaged.
In the qw→ 0 limit (practically reached for qw . 0.1 µm−1),
the correlation decay is well described by a Gaussian, in agree-
ment with Eq. 18, whereas for large qw the contribution of
affine displacement becomes increasingly relevant.
As already suggested in Ref.1, it is instructive to rescale,
for a given choice of qw, the relaxation strain γR(q,qw) (here
calculated as the integral average of g2,FF−DDM(q,γ)− 1) by
the relaxation strain γ0(q) in the qw → 0 limit. The scaled
relaxation strain is plotted in Fig. 5b against the scaling vari-
able ∆∗qw/q. Similarly to Fig. 7 of Ref.1, the scaled relax-
ation strain shows a decreasing, affinity-dominated trend for
large ∆∗qw/q and saturates to a plateau for qw∆∗/q <
√
c. The
(broad) crossover between the two regimes is located around
qw∆∗/q = 4 µm, from which a value c ≈ 16 µm2 can be ex-
tracted, of the same order of magnitude of c≈ 8 µm2 obtained
from the data at one single scattering vector shown in Fig. 5a.
Figure 5c shows the vertical shift factors γ0 used to obtain
the master curve shown in b), as a function of q. At large
q, the q−1 power law expected from Eq. 18 is found, whereas
a plateau is observed at smaller q. The small q regime is due
to the effect of the finite size L of the field of view, which
was not included in Eq. 18 for simplicity. Finite size effects
introduce an additional factor of (1−|δ |/L)2 in the decay of
g2,FF−DDM−1, see Eq. 12. By comparing Eqs. 12 and 18, one
finds that the crossover qth separating the two regimes satis-
fies ∆∗(qth)/qth = L
√
c. Using c = 8 µm2 as obtained from
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Fig. 5a) one finds qth = 0.4 µm−1 (dashed line in Fig. 5c), in
excellent agreement with the data.
It is worth commenting the value of the generalized diffu-
sion coefficient c≈ 8−16 µm2 obtained from Figs. 5a,b. This
value is somehow smaller than c≈ 20−30 µm2 as measured
by DLS for the same system1, albeit on a different sample.
Although relatively large error bars and significant sample to
sample fluctuations might explain this discrepancy, we can-
not rule out that the difference also stems from the specific
features of the two techniques. In particular, because of the
finite focal depth of the microscope, DDM is much less sen-
sitive to the dynamics close to the plates, which may differ
from those in the bulk, and is more sensitive to strain het-
erogeneities, since the probed volume is smaller. Moreover,
DDM cannot probe particle displacements along the optical
axis larger than the focal depth. A systematic investigation of
the origin of this discrepancy, which is beyond the scope of the
present work, could be performed by varying the coherence of
the illuminating source in the DDM experiment, thereby vary-
ing the depth of focus, bringing the experimental conditions
closer or further to those of a DLS experiment.
To summarize this section, we have shown that DDM under
shear contains a priori contributions from both affine and non-
affine displacements. The former are however negligible if the
inequality qw∆∗/q <
√
c is satisfied, where qw is the the thick-
ness along the shear direction of the Fourier space region over
which the correlation function is averaged, ∆∗ is the effective
sample thickness to be determined as explained in Sec. 3.2,
and c is a generalized diffusion coefficient that quantifies non-
affine displacements.
4 Conclusions
We have discussed how microscopy images taken under shear
may be analyzed in Fourier space in order to investigate shear-
induced dynamics, with an emphasis on decoupling the con-
tribution of non-affine rearrangements from that of the affine
deformation. Similarly to the results presented in the compan-
ion paper1 devoted to DLS, we find that correlation functions
measured for a q vector oriented parallel to the direction of
the applied shear are sensitive to both affine and non-affine
displacements, with the affine displacements typically domi-
nating, whereas non-affine displacements may be isolated by
measuring correlation functions for a q vector oriented per-
pendicular to the shear direction.
The analogy between DDM and DLS comes with no sur-
prise, since both methods probe the dynamics in Fourier space.
However, there are several important distinctions between the
implementation of both experiments, which must be fully ad-
dressed in order to correctly extract the desired information.
While the usual DLS correlation functions are well suited for
characterizing the shear-induced dynamics1, the ‘standard’
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Fig. 5 a) Representative far field correlation functions for
q = 1.95 µm−1. The scattering vector is mainly oriented in the uˆy
direction, but has a small component along the shear direction, due
to the finite width qw of region in Fourier space used to compute
g2,FF−DDM−1. Symbols refer to data for the same q but different
qw, as indicated by the labels. The line is the Gaussian decay
predicted by Eq. 18, with a nonaffine parameter c≈ 8 µm2. b)
Rescaled relaxation strains plotted against the scaling variable
∆∗qx/q. Note the tendency for data at small scattering vectors to
deviate from the scaling law (see e.g. the pink down triangles for
∆∗qx/q. 200 µm), which is due to finite scattering volume effects.
c) Vertical shift factors γ0(q) used to obtain the master curve shown
in b). Two regimes are observed, as detailed in the text.
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DDM correlator (here referred to as cDDM) is unfit for ex-
periments under shear, because it exhibits wide oscillations
due to the rigid displacement of sample planes. This diffi-
culty can be addressed using the ‘far-field’ DDM correlator
(cFF−DDM) that has the desirable property of being much less
sensitive to rigid translations. Another key difference between
DLS and DDM is the coherence of the illuminating light. In
most microscopy experiments, the source has a limited coher-
ence, which results in a finite and q-dependent depth of focus
L f (q). Knowledge of L f (q) is important, since it strongly af-
fects the relative weight of the affine contribution to the corre-
lation functions. To this end, we have proposed a calibration
process based on a vertical scan of the sample. This method
allows one to determine the effective sample thickness over
which the dynamics are probed.
The calibration of the finite depth of focus represents prob-
ably the most delicate and cumbersome step of a DDM exper-
iment under shear. On the other hand, the ability of tuning L f
represents a great opportunity. Tuning the effective thickness
of the probed sample allows one to optimize the experimental
geometry in order to attain the best sensitivity to nonaffine mo-
tion. Moreover, different sample slices across the gap may be
scanned, which is crucial to check for strain inhomogeneities,
as in shear banding, and to address the role of sample bound-
aries and the possible occurrence of wall slip. Finally, DDM
under shear benefits from the same appealing features that are,
in general, making this method an increasingly popular one:
the simplicity and widespread availability of the setup (a com-
mercial microscope), as well as the advantages associated with
the imaging geometry, allowing one to specialize the analysis
to just a portion of sample or to combine the Fourier space
analysis to real-space methods such as particle tracking.
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Appendix 1: list of symbols
A list of the symbols used in the main text and in Appenix
2 is given below. The list is organized in four separate sec-
tions (setup, electric field and detector signal, shear deforma-
tion and particles’ displacement, correlation functions); within
each section the symbols are in alphabetical order.
Experimental setup and geometry
e sample thickness
L image size in the uˆx direction
lp pixel size
M microscope magnification
Nx,Ny image size (pixels)
q scattering vector
qx,qy x,y components of the scattering vector
qx,qy scattering vectors oriented along the x and y
direction respectively
qmin = 2piM/L, scattering vector resolution in the
shear direction, set by the image size
qw size of the analyzed region (in q space) along uˆx
t time
uˆx, uˆy, uˆz unitary vectors oriented along the shear, vorticity
and shear gradient directions, respectively.
uˆz also coincides with the optical axis direction.
z position in the sample along the optical axis,
relative to the object plane position (z = 0)
χs scattering volume
τ time delay between two images
Electric field, intensity, detector signal
Bp ”static” contribution to Ip coming from
the optical background
B˜, S˜, N˜ spatial Fourier transforms of Bp, Sp and Np.
E(xp) total electric field in position xp
ELO incident electric field (local oscillator)
Esc electric field scattered by the sample
Ip = I(xp) intensity detected by p-th pixel, conjugated
with position xp in the sample image plane.
I˜(q) 2D spatial Fourier transform of I(x)
Kz(x) point spread function of a particle
at distance z from the image plane
K˜z(q) 2D spatial Fourier transform ofKz(x)
with respect to x
Np camera noise contribution to Ip
Sp ”dynamic” contribution to Ip coming from
the light scattered by the sample
σ2N time variance of the noise signal Np
Shear deformation, particle displacements
Journal Name, [year], [vol.],1–13 | 11
c generalized diffusion coefficient (non-affine
mean squared displacement per unit squared strain)
L f depth of focus
r coordinates in the scattering volume
zs position of the stagnation plane under shear
δ translation of a 2D sample along uˆx
δz axial shift of the object plane when correlating
pairs of images to evaluate L f
∆∗(q) q-dependent effective thickness for
affine decorrelation, Eq.18
∆r(r,γ) particle displacement field following
a shear deformation γ
∆r(a f f ) affine displacement field, Eq. 13
γ macroscopic shear deformation
γR(q,qw) deformation needed to decorrelate the signal
in presence of nonaffinities
γ0(q) = γR(q,0) (thin ROI limit)
Σz sample plane perpendicular to the optical axis
Correlation functions
cDDM(q, t,τ) standard degree of correlation
ccorrDDM(q, t,τ) normalized version of cDDM ,
decaying from 1 to 0
cFF−DDM(q, t,τ) far-field degree of correlation
ccorrFF−DDM(q, t,τ) normalized version of cFF−DDM ,
decaying from 1 to 0
g2,DDM(q,τ)−1 DDM intensity correlation function
g2,FF−DDM(q,τ)−1 far-field DDM intensity correlation
ε0(q) deviation from 1 of the τ → 0+
limit of cDDM
ε∞(q) τ → ∞ limit of cDDM
Appendix 2: DDM correlation functions
Let’s Ip(t) be the signal detected by p-th pixel of the cam-
era at time t. One can distinguish three different contribu-
tions to the signal: Ip(t) = Bp + Sp(t) +Np(t), Bp being a
static optical background, Np(t) the camera noise, and Sp(t)
a dynamic signal related to the light scattered by the sam-
ple. These three contributions are mutually uncorrelated (e.g.〈
Sp(t)Np′(t ′)
〉
=
〈
Sp(t)
〉〈
Np′(t ′)
〉
), and both Sp(t) and Np(t)
have zero time average. Moreover, we assume that the camera
noise is uncorrelated in space and time, and only characterized
by its time variance σ2N :
〈
Np(t)Np′(t ′)
〉
= σ2NδD,p,p′δD(t− t ′).
Recalling the formalism introduced in Sec. 2.3, one
can identify Bp with
∣∣ELO(xp)∣∣2, xp being the position
of the point in the imaged plane conjugated with the p-th
pixel. Moreover, Sp(t) = 2ℜ [ELO(xp)E∗sc(xp, t)], since the
first Born approximation, characterizing the single scatter-
ing regime, allows the quadratic term in Esc to be dropped.
By further expressing the scattering field Esc in terms of
a sum over the contributions of individual particles convo-
luted with their point spread function Kz(x), one obtains
Sp(t) = 2ℜ
[
∑ jELO(xp)K∗z j(xp−x j(t))
]
, where j runs on
all particles in the scattering volume, and x j and z j represent
the j-th particle position projected on the imaged plane and
along the optical axis, respectively.
DDM is based on a spatial Fourier analysis of the inten-
sity Ip(t). The Fourier transform of the signal is I˜(q, t) =
∑p Ip(t)e−iq·xp = B˜(q) + S˜(q, t) + N˜(t), where B˜(q), S˜(q, t)
and N˜(t) represent the spatial Fourier transforms of Bp, Sp(t)
and Np(t), respectively.
Using the statistical properties mentioned before one can
show that:
cDDM(q, t,τ) =ℜ
〈
I˜(q, t)I˜∗(q, t+ τ)
〉〈∣∣I˜(q, t)∣∣2〉
=ℜ
|B(q)|2+〈S˜(q, t)S˜∗(q, t+ τ)〉+σ2Nδ (τ)
|B(q)|2+
〈∣∣S˜(q, t)∣∣2〉+σ2N ,
(19)
where ergodicity has been assumed for simplicity. Because the
convolution in the expression of Sp(t) becomes a simple prod-
uct in Fourier space25, one recognizes in
〈
S˜(q, t)S˜∗(q, t+ τ)
〉
a field correlation function (see Ref.23), whose normalization
we now discuss.
By definition, Eq. 19 is equal to 1 for τ = 0, although as a
consequence of camera noise one has limτ→0+ cDDM(q, t,τ) =
1− ε0(q), with ε0(q) = σ2N/
〈∣∣I˜(q, t)∣∣2〉. On the other hand,
for τ much larger than the correlation time, the r.h.s. of
Eq. 19 tends to a plateau whose value corresponds to the
ratio between static background and total signal: ε∞(q) =
|B(q)|2 /
〈∣∣I˜(q, t)∣∣2〉. In our experiments, ε0(q) and ε∞(q) are
measured and used to obtain a corrected correlation function:
ccorrDDM(q, t,τ) = [cDDM(q, t,τ)− ε∞(q)]/ [1− ε0(q)− ε∞(q)].
The same approach allows one to explicitly derive
an expression for cFF−DDM(q, t,τ), which will involve
many more cross terms. Neglecting the camera noise
one obtains: cFF−DDM(q, t,τ) ∝
〈∣∣S˜(q, t)S˜∗(q, t+ τ)∣∣2〉 −[〈∣∣S˜(q, t)∣∣2〉]2 + 2 |B(q)|2ℜ〈S˜(q, t)S˜∗(q, t+ τ)〉. The last
term turns out to be negligible in the range of scattering vec-
tors q where the signal dominates the static background: this is
typically the case except at vanishingly small q. In this regime
one obtains:
cFF−DDM(q, t,τ)≈
〈∣∣S˜(q, t)S˜∗(q, t+ τ)∣∣2〉−[〈∣∣S˜(q, t)∣∣2〉]2[〈∣∣I˜(q, t)∣∣2〉]2
(20)
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Since S˜(q, t) is proportional to the scattered field, Eq. 20
turns out to be an intensity correlation function: it decays from
a value slightly lower than 1 for τ → 0 (because of the contri-
butions of B˜(q) and N˜(t) to the denominator) to 0 for τ → ∞.
As for Eq. 19, the raw correlation functions can be corrected in
order to obtain a correlation function ccorrFF−DDM(q, t,τ) decay-
ing from 1 to 0. All data presented in the main text have been
corrected in this way; the superscript corr has been omitted to
avoid overburdening the notation.
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