The advances in image processing technology contribute to the interpretation of medical images and early diagnosis. Moreover various studies can be found in medical journals dedicated to Artificial Neural Networks (ANN). In the presented study, a method was developed to learn and detect benign and malignant tumor types in contrast-enhanced breast magnetic resonance images (MRI). The backpropagation algorithm was taken as the ANN learning algorithm. The algorithm (NEUBREA) was developed in C# programming language by using Fast Artificial Neural Network Library (FANN).
Introduction
Breast cancer remains to be a leading cause of death among women in the world. The American Cancer Society estimates that approximately 182,460 women in the US have been diagnosed with invasive breast cancer in 2009. About 40,480 women have died from this disease in this year [1] . Different methods have been used to classify and/or detect anomalies in medical images, such as wavelet transform, fractal theory, and statistical methods. In addition, some other methods were presented in the literature based on fuzzy set theory, Markov models and neural networks [2] . Computer-aided diagnostics has become promising tool for radiologists to obtain accurate and faster diagnosis result for breast cancer patients and to reduce the mortality rate [3] , [4] . Most of the computer-aided methods can assist physicians and lead to better and reliable results [5] .
The use of breast magnetic resonance image (MRI) has a fundamental impact on the detection and diagnosis of breast cancer [6] , [7] , [8] . Breast MRI demonstrates advantages over other imaging modalities. These include high resolution monitoring of high-risk patients and treatment planning, better detection and tracking of lesions [9] .
The classification of data by Artificial Neural Networks (ANN) has become a widely used technique. By using examples of given tissue class specification, the neural network is capable to learn the distribution patterns of features of each class (supervised learning) [10] . Biologically inspired ANNs are robust systems come out of a highly interconnected set of processing units [11] . There are four reasons to use an artificial neural network: (i) weights can be found by iterative training, (ii) the structure of them is simple, and therefore their implementation is not difficult, (iii) complex distributions can be mapped by using ANN, and (iv) appropriate results which are non-existent in the training set can be generated for input vectors because of the generalization characteristic of the them, [12] . ANN image processing techniques take a remarkable part in the literature [13] . Most CAD algorithms based on putative classification schemes such as the K-nearest neighbour rule (KNN), Bayesian classifier and ANN [14] .
The main advantage of ANN is its flexibility and learning capability from examples with linear and nonlinear data structures [15] . In the last decade, artificial intelligence (AI) has become very important in the field of medicine [16] , [17] , [18] .
Many different learning algorithms have been developed for the training of ANNs. Some of them are Backpropagation, Delta-Bar-Delta, Fast Propagation, and Levenberg-Marquardt algorithms. But one of the most often used algorithms in ANNs is back propagation [19] .
In the study presented, a system was designed by using ANN, which learns tissue types on dynamic breast MRI, and distinguishes the malignant and benign tissue types. The aim of the designed system is to assist radiologists for breast tissue diagnosis. Designed system can be trained and it can use the data learned from the training for diagnosis of malignant and benign breast tissues.
The application developed is superior to conventional methods with its ability to be trained, to learn and to adapt to new circumstances through retraining. In the application, the radiologist was provided also with the opportunity of manual MRI analysis and can see the grey values of a certain marked area both in tables and in graphics. Thereby, the radiologist can interpret the areas that he or she considers suspicious or that ANN could not provide a result for
In ANN model, the backpropagation learning algorithm was adopted. As the activation function, the sigmoid activation function was used as it is one of the most appropriate ones for the backpropagation model.
Radiologically diagnosed 18 different MRIs were used for the purpose of ANN training. Of all these, 7 images consisted of MRIs with malignant tissue samples, 8 images consisted of MRIs with benign tissue samples and 3 images consisted of MRIs with normal tissue samples. The algorithm was then applied to 34 data not taken for training, and achieved a weighted accuracy of 92% when compared with the findings of the radiologists.
Methodology
Dynamic contrast-enhanced MRI of the breast is an important diagnostic tool to detect breast diseases and provides super sensitivity [7] , [9] , [20] , [21] , [22] , [23] , [24] .
The most important dynamic criterion is the relative enhancement, introduced in [6] , [25] . Type I a kinetic behaviour with a constant uptake is treated a sign of benignity. Benign lesions can be extracted often in this type; Type II has a kinetic behaviour with a clear plateau phase. It can be found both in benign and in malignant features; therefore the classification of Type II curves is unknown; Type III has strong uptake behaviour. Rapid washout follows it. This behaviour is considered a sign of malignancy. Malignant lesions often have this type (Fig. 1 ) [6] . In the presented study, the breast MRIs were obtained with a 1.5-T system clinical scanner (Signa Advantage; IGE Medical Systems, Milwaukee, WI), with the patient prone and the uncompressed breast suspended in a proprietary IGE breast coil. Following axial localizer images, T2-weighted images were acquired using a FSE sequence (TR/TE of 4575/85 with frequency-selective fat suppression (SPIR; spectral presaturation inversion recovery). T2-weighted MRIs were obtained with the imaging parameters that included a slice thickness of 3 mm, with a gap of 0.3 mm (matrix 256x224, FOV 30-48 mm).
Contrast-enhanced T1-weighted images were performed on axial imaging planes using a 3D fast low-angle shot pulse sequence (TR/TE/Flip angle-4,2/1,1/15, slice thickness of 7 mm without gap, matrix 384x300, FOV 30-48 cm, TA 50s) and were obtained once before and five times after administration of 0,l mmol/kg gadopentate dimeglumine (Magnevist-Schering). After the dynamic study, sagital T1W spin echo with fat suppression was acquired.
The application developed was essentially comprised of four main parts. These are: designing ANN through FANN (Fast Artificial Neural Network Library -(http://sourceforge.net/projects/fann)), training the application, testing the training, and analysing MRIs by using the application.
FANN is a multilayer artificial neural network library for designing of ANN applications. The open-source FANN library has interfaces which enable it to be used with other programming languages.
The general characteristics of FANN Library can be summarized as follows: ANN has an activation function which performs the basic calculations. The activation function calculates the clear-cut outcome value (neuron sum value). The activation function is where the fundamental function of ANN is performed. Generally, it is a non-linear function.
In the developed system, the sigmoid function was adopted as the activation function. In ANNs, each connection between the neurons has a weight value which has been set randomly before learning. The weights of the connections between the neurons vary dependent on the learning as the training of ANN goes on. Besides the weight values of the connections, each neuron has a fixed value called "bias" which set randomly, as well. The summation unit is the one which calculates the "net" value of each neuron in ANN. To calculate the net value, all the input values delivered to the neuron are multiplied by the weight of connection. The fixed random value which is demonstrated as bias is added to the result [26] .
In Equation (1), x(i)i. refers to the input value; w(i)i., the weight coefficient of the neuron connection; and bias, the fixed value set randomly.
Equation (2) shows the sigmoid function result.
"NET" being the value that the summation unit calculates, the output value of the neuron is calculated with the activation function. In case of ANN having more than one hidden layers, this output is entered as the input value to the neuron it is connected to in the next layer. It is essential that the error value of ANN be calculated during the first activation of ANN with the summation unit and activation function. In the first step, ANN is most likely to produce an inaccurate result. The difference between the real output and ANN's output demonstrates the error value. This value is called as ∆. The error value is calculated for each neuron in the output layer. ∆ is used as the apriori value in calculating the deltas of neurons in the previous layer. The ∆ values of neurons in the last hidden layer are used in calculating the error values of neurons prior to it. This operation continues this way until the first hidden layer is reached. There is no error value calculation for the input layer. The calculation of connection weights by such a way in which the error value is calculated as mentioned above and given to the previous layers respectively is the back propagation learning type. In Equation (3), θ refers to the error factor, and ρ refers to the expected output. Equation (3) demonstrates the way the error values of neurons in the output layer are calculated. However, it is not possible to calculate the θ value in this formula as the value relating to neurons in the hidden layers is not precisely known. Only the values of neurons in the output layer are known [26] .
In the hidden layer, θ is calculated as follows:
First the delta of each neuron which this neuron is connected to is multiplied with the weight of this connection. Summing up these delta values, the θ value of the neuron in this hidden layer is calculated. [26] . The formula in Equation (4) is demonstrated in the sample in Fig. 2 . Fig. 2 The calculation of θ in hidden layer [26] .
Once the error value calculation is over, the connection weights and the bias values set randomly as ANN was being developed are calculated again depending on these delta values. This allows the output value be more approximate to the accurate value. Following the calculation of delta and error factor, the bias value of each neuron and connection coefficients are calculated again depending on these values [26] .
In Equation (5), α value refers to the learning coefficient. The learning coefficient is set between 0 and 1. While solving basic problems, this learning coefficient is set high; however, setting the learning coefficient high in more complex problems may cause the error rate of the ANN to rise. Therefore, the learning coefficient should be decreased in more complex problems or when the error rate is high [26] .
To calculate new connection weights, ANN is activated again with the new values obtained after all biases and weights are identified. ANN gets reactivated until the resulting error value reaches the desired level. If the error value does not decrease to the desired level or sticks to a certain value, there needs to be changes in the architecture of ANN. Increasing the number of hidden layers or changing the activation function or decreasing the learning coefficient are some of the changes that can be made. Besides, it is essential to use as many sample data sets as possible. (Eq. 7) [26] .
The Design of ANN
In this study, instead of introducing all the pixels of MRI to ANN, only one pixel or a few pixel groups were introduced to ANN as input. In this way, ANN's structure was simplified. The values obtained from each input were saved in memory, and then combined to stand as the resulting image. Dividing a big problem into small and simple parts enabled each part to contribute to the calculation of the result. The grey value variations of pixels which share the same image coordinate were identified on dynamic MRIs. There are 8 grey value data sets for one pixel or pixel group as 8 sequential images were taken. Each of these grey value data sets was designed as an input for ANN. Therefore, the input of ANN is comprised of 8 neurons.
The grey values were categorized into 3 types depending on tissue types. These are: malignant tumor tissue, benign tumor tissue, and normal tissue. The last layer of ANN is comprised of 3 neurons as there are three different results. Each neuron corresponds to one tissue type. Tab. I shows the expected ANN results depending on the tissue type. The training data were designed so that the output values have to be 0-0-1 for the malignant tissue, 0-1-0 for the benign tissue, and 1-0-0 for the normal tissue.
Along with the input and output layers, 2 hidden layers were introduced to ANN. The number of neurons in the hidden layers was also set as 8 since this is the number of neurons in the input layer. Furthermore, the developed system makes it possible to form as many hidden layers as needed. On the other hand, increasing the number of hidden layers for the data group in the presented study not only prolonged the process time, but also affected the result adversely. Therefore, the number of hidden layers was set as 2. As a result, ANN was designed to have 4 layers in 8-8-8-3 form; 8 of which are input layer neurons, 8 of which are first hidden layer neurons, 8 of which are second hidden layer neurons, and 3 of which are output layer neurons (Fig. 3 ).
Fig. 3 Design of ANN.
Learning rate may be set as any value between 0 and 1. In the presented study, 0.7 is set as the average learning value. The justification for this value is as follows: when this value is 1, the exact value is tried to be found without any deviation, however, it is very difficult for the ANN to learn properly; If the value is low (e.g. 0.5), the error rate could be high due to high the deviation. Therefore, 0.7 is set as it is the average value.
Training Data Preparation
To stand as an example, Tab. II shows the grey value variations of the selected pixels belonging to the malignant tissue in 8 dynamic MRIs. The grey values range is from 0 to 255. Value "0" corresponds to black, and value "255" corresponds to white. The graphic for the grey value variations of pixels is shown in Fig. 4 
Fig. 4 Sample graph of malignant tissue grey value changes.
Although the pixels' grey value range of malignant, benign, and normal tissues taken from training data was "0-255", the values were normalized to the range 0-1 to make possible their proper introduction to ANN as an input. The grey value "255" was reduced to value "1", and the grey value "127" was reduced to value "0.5".
The Training of ANN
Once, the training values are loaded, ANN training starts. The target error value and the number of training options in the developed software is identified interac-tively, accompanied by how long the training will last or what the error limit will be. In the presented study, the set of number of trainings was defined as 300, and the target training error was defined as 0,00010. According to these settings, the system tries to reach the target error 300 times (Fig. 5) . If 300 trainings do not seem to be satisfactory, the number of training should be increased.
Fig. 5 Training result screen.
The developed software shows which values each output neuron met after ANN was trained and tested. Fig. 6 shows the training error graphic of ANN depending on the number of training. Fig. 7 shows the error graphic of ANN trained with the training data set. In 84 trainings, the error value 0.0004, which is a very good value in learning, was met.
After ANN is activated, the malignant tissue in MRI is shown in red, and the benign tissue is shown in green. The areas which tissue types could not be identified by ANN are shown in white. Fig. 8 shows the resulting image of the application. In Fig. 8 , a malignant tissue accompanied by a surrounding benign tissue can be seen in the centre of the left breast. Also, in the application, the user is provided with the grey value variations of pixels in MRI, in tables and in graphics. Thereby, the user can select a specific area in MRI, and see the grey value variations of that area. This enables the physicians who use the application to obtain detailed information about the suspicious areas. The segmentation results for malignant cases are shown in Fig. 9 -a, and the results for benign cases are shown in Fig. 9-b .
In the application, the pixel size can be set in order to eliminate the moving artefact effect. When the pixel size is set as "1", the grey value variations of pixels sharing the same coordinate are taken. When the pixel size is set as "2", this time, the average grey value of a square area of 2 * 2 = 4 pixels is calculated. This is helpful in eliminating the pixel shifts occurring in the centre of MRIs as a result of the patient's movements. In Fig. 10-a,b , the pixels on MRIs are shown. The pixel size was set as 8 to make them clear. Ideally, the pixel size should be set between 1 and 4. The pixel size was set as 8 in Fig. 10 -a, and as 2 in Fig. 10-b . 
Results
In the application, MRI taken from 18 cases were used as the training set. 7 of these were MRIs with malignant tissue samples, 8 of these were MRIs with benign tissue samples, and 3 of these were MRIs with normal tissue samples. The developed algorithm was tested for 34 cases, pre-diagnosed by radiologists, including 19 cases with benign tumor, 10 cases with malignant tumor and 5 normal cases. 10 malignant diagnosed cases have been found also malignant, 5 healthy (normal) diagnosed cases have been found healthy, 9 of 19 benign cases have been found malignant-benign, and 10 of 19 benign cases have been found benign. This result shows that the developed algorithm is malignant-sensitive. The evaluation of the results was carried out by calculating the weighted averages. Therefore, the weights of malignant-benign results were set as 0,5 and of the other results, as 1. The result of the application was compared with the diagnosis of the radiologists. In this study, overall accuracy was 92%.
In the presented study, the trained ANN can be saved and reloaded later. In this way, ANN does not need to relearn prior to each MRI analysis. Besides, the images that were used as the training set do not need to be stored. MRI is needed only during the first training.
Thanks to the "Minimize the grey values" feature, the results can be obtained regardless of the brightness values of MRIs.
The distinctive aspects of the application can be summarized as follows:
-The ability to learn from sample training data, -Continuous learning ability: If the application produces results with errors, retraining with the obtained data enables to achieve the correct result, -Possibility to select and analyse a certain area during MRI analysis, -Possibility to set the pixel size in MRI analysis, -Thanks to the "Minimize the grey values" feature, the contrast differences on MRI not causing a problem,
-Developed system provides the physician with the dynamic images of grey value variations of certain areas on MRI, -Possibility to save the results of the application and use them again later, -Ability to learn vascular tissues, adipose tissues, muscle tissues, etc., if trained with sample data, as an addition to presented malignant, benign, and normal tissue analysis.
Discussion
The most important factor in ANNs is the need for the input data to be in accordance with the data desired to be obtained. The input values you may introduce to ANN to solve a non-linear problem can vary even within the same problem. Important is to be able to reach the correct result with the most effective data as fast as possible.
In the input layer of ANN, there should be a neuron which corresponds to each element of the row in which the grey values of the image are arranged. The number of neurons in the input layer should be equal to the size of the row. For example, for a picture of 30 pixel width and 20 pixel heights, there should be 30 * 20 = 600 neurons in the input layer. Similarly, there are 600 neurons in the input layer of ANN. The number of neurons in the hidden layer can be 1200, 600, 300, etc. However, if the number of the neurons in the hidden layer is reduced, for example to 100, which is 1/6 of the ones in the input layer, this will alleviate ANN's ability to learn and reach the correct result. Therefore, the number of neurons in the hidden layer should be at least the half of the ones in the input layer. Given that there were 300 neurons in the hidden layer, the total connection number for this ANN would be 600 * 300 + 300 * 2 = 180.600.
For an MRI which has 300 * 300 pixels the number of connections is 8.100.180.000 (∼8 billion). 300 * 300 pixels equal to 90.000 neurons in the input layer. In total, this equals to 8.100.000.000+90.000 * 2 = 8.100.180.000 (∼8 billion) connections. It was a need to determine a numeral value of at least 8 bytes for each connection 2 . In this case, the required memory would be at least 8 According to this result (Tab. III), creation of such an ANN and training of it is not efficient for conventional desktop computers. Parallel computer techniques or super-computers can be more functional for such kind of system. In the presented study, this method was not chosen due of limitations.
In the presented study, a comparison of the sigmoid function and the linear function was made. The purpose was to determine the impact of using a different activation function on the result of learning. It was observed that the learning error was fixed on value 0,3 when ANN was trained by using linear function (Fig. 11) . On the other hand, when the sigmoid function was used, the error value of 0.0004 was obtained, which is a very good value in 84. epoch (See Fig. 7) . 12 shows the test results of linear activation function. As it can be seen in Fig. 12 , when a linear function is used, ANN cannot obtain the desired result. Therefore, linear activation function was not used.
Fig. 12 Linear activation function results.
The developed method should never be used without the supervision of a physician. This study was not developed as an intelligent system; it has been developed only to assist physicians for diagnosis.
Breast MRIs were used in the presented study. However, in terms of its function, the developed system is not dependent on the cancer type to be examined. This system can be used for analysis of different tissues and organs as well. For example, the developed system is able to be trained with the grey value variations of vascular tissue type. It is possible sometimes to mix vascular tissue with tumor tissue. By using developed system, vascular tissue can be distinguished from tumor tissue to avoid such kind of errors. These errors can be examined and distinguished by the physician as the application provides the user with the grey value variation graphic of a certain area.
Physicians perform morphological analysis along with radiometric analysis during diagnosis. Thus, the studies on enabling the algorithm to perform morphological analysis are in progress. Thereafter, 3D tumor modelling and creation of virtual reality tumor model for simulation of the surgery has been planned as next step of this study.
