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Abstract
Graph coloring involves assigning colors to the vertices of a graph such that two
vertices linked by an edge receive different colors. Graph coloring problems are
general models that are very useful to formulate many relevant applications and,
however, are computationally difficult. In this work, we present a general population-
based weight learning framework for solving graph coloring problems. Unlike exist-
ing methods for graph coloring that are specific to the considered problem, our work
targets a generic objective by introducing a unified method that can be applied
to different graph coloring problems. This work distinguishes itself by its solving
approach that formulates the search of a solution as a continuous weight tensor op-
timization problem and takes advantage of a gradient descent method implemented
on GPU devices. The proposed approach is also characterized by its general global
loss function that can easily be adapted to different graph coloring problems. We
demonstrate the usefulness of the proposed approach by applying it to solve two
typical graph coloring problems and performing large computational studies on pop-
ular benchmarks. We also report improved best-known results (new upper bounds)
for several large graphs.
Keywords: Learning-based problem solving; heuristics; gradient descent; combi-
natorial search problems; graph coloring.
1 Introduction
Graph coloring problems are popular and general models that can be used to
formulate numerous practical applications in various domains [21]. Given an
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undirected graph G = (V,E) with a set of vertices V and a set of edges E,
a legal coloring of G is a mapping that assigns a color to each vertex such
that two vertices linked by an edge in E must receive different colors (this
is the so-called graph coloring constraint). Equivalently, a legal coloring can
be considered to be a partition of vertex set V into k different color groups
(also called independent sets) such that two vertices linked by an edge belong
to different color groups. Typically, the used colors or the color groups are
represented by consecutive integers 1, . . . , k. Consequently, the following
statements are strictly equivalent: vertex v is assigned color i, v receives color
i, and v is assigned to color group i.
Graph coloring problems generally involve finding a legal coloring of a graph
while considering some additional decision criteria and constraints. Specifi-
cally, the popular Graph Coloring Problem (GCP) is to determine the chro-
matic number of a graph, i.e., the smallest number of colors needed to reach
a legal coloring of the graph. With an additional equity constraint, the Equi-
table Graph Coloring problem (ECP) [8,19] requires finding a legal coloring
with the minimum number of colors while the sizes of the color groups differ
by at most one (i.e., they have almost the same number of vertices). When
the number of colors k is given, the Graph k-coloring Problem (k-COL) aims
to find a legal coloring of a graph with the k given colors.
In terms of computational complexity, graph coloring problems including those
mentioned above are NP-hard and thus computationally challenging. Given
their theoretical and practical significance, graph coloring problems have been
studied very intensively in the literature. However, as the review on the GCP
and the ECP of Section 2 shows, studies on graph coloring are usually prob-
lem specific and it is difficult to generalize a method designed for a coloring
problem to other coloring problems even if they are tightly related.
In this work we are interested in a more general objective for solving graph
coloring problems by proposing a framework that can be applied to different
graph coloring problems and more generally grouping problems where a set
of items need to be separated into different groups according to some given
grouping constraints and objectives. We summarize the contributions of this
work as follows.
First, we propose a population-based gradient descent weight learning ap-
proach with a number of original features. We consider a coloring problem
from the perspective of continuous optimization to benefit from the power-
ful gradient descent. Specifically, we use a weight matrix representation of a
candidate coloring, where each entry of the matrix corresponds to a learned
propensity of a vertex to receive a particular color. Then we use a gradient de-
scent method to improve a population of candidate solutions (or individuals)
by minimizing a global loss function. The global loss function is designed to ef-
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fectively guide the gradient descent. To be informative, the global loss function
aggregates different terms: a fitness term measuring the quality of a candidate
solution, a penalization term aiming to discourage the individuals to repeat
the same color assignment mistakes and a bonus term aiming to encourage
the individuals to keep the shared correct assignments. To solve this problem,
we express the tensor of candidate solutions as a tensor of continuous weight
matrices. We take advantage of GPU accelerated training to deal with multi-
ple parallel solution evaluations. As the first study of using gradient descent
based weight learning to solve graph coloring problems with tensor calcula-
tions, this work enriches the still limited toolkit of general solution methods
for this important class of problems.
Second, we demonstrate the usefulness of the proposed framework by apply-
ing it to two popular graph coloring problems: the GCP and the ECP. For
both problems, we present large computational experiments on well-known
benchmark graphs and show the competitiveness of our approach compared
to state-of-the-art algorithms. In particular, we report improved best results
for several large geometric graphs and large random graphs for the ECP.
Third, this work shows the viability of formulating a discrete graph coloring
problem as a real-valued weight learning problem. The competitive results on
two challenging representative graph coloring problems invite more investiga-
tions of testing the proposed approach to other graph coloring problems and
related grouping problems.
The remainder of the paper is organized as follows. Section 2 reviews related
heuristics for the GCP and ECP. Section 3 describes the proposed approach
and its ingredients. Section 4 provides illustrative examples on the gradient
descent learning. Section 5 reports computational results on well-known bench-
mark graphs and shows comparisons with the state-of-the-art. Section 6 dis-
cusses the applicability of the proposed framework to other graph problems.
Section 7 summarizes the contributions and presents perspectives for future
work.
2 Reference heuristics for the GCP and ECP
The GCP and ECP have been studied very intensively in the past. Both
problems are known to be NP-hard in the general case [12,15]. Thus, assuming
that N 6= NP , no algorithm can solve these problems in polynomial time
except for specific cases. The best performing exact algorithms are generally
not able to find an optimal solution for the GCP and the ECP in a reasonable
amount of time when the number of vertices is greater than 250 (in particular
for random graphs with medium to high density of edges) [24,26].
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Therefore, to handle large graphs, heuristics are typically used to solve these
problems approximately. Generally, heuristics proceed by successively solv-
ing the k-coloring problem with decreasing values of k [13] and the smallest
possible k gives an upper bound of the optimum.
A thorough review of existing heuristics for the GCP and ECP is out of the
scope of this work. Instead, we provide below a brief description of the main
heuristics including in particular the best-performing heuristics, while referring
the reader to [13,25] for a comprehensive review for the GCP and the recent
studies such as [19,32,33,35] for the ECP.
2.1 Heuristics for the GCP
There are different ways of classifying the heuristics for the GCP. We follow
[13] and classify them in three main categories: local search based methods,
hybrid methods combining population-based genetic search and local search,
and large independent set extraction.
The first category of approaches are local search heuristics. They iteratively
improve the current solution by local modifications (typically, change the color
of a vertex) to optimize a cost function, which corresponds to the number of
conflicting edges (i.e., edges whose endpoints being assigned the same color).
To be effective, L local search heuristics usually integrate different mechanisms
to escape local optima traps. One of the most popular local search heuristics for
the GCP is the TabuCol algorithm [17]. TabuCol iteratively makes transitions
from the current solution to a new (neighbor) solution by changing the color
of an endpoint of an conflicting edge according to a specific rule. In order to
avoid search cycling, it uses a special memory (called tabu list) to prevent a
vertex from receiving its former color. Despite its simplicity, TabuCol performs
remarkably well on graphs of reasonable sizes (with less than 500 vertices).
This algorithm was largely used as the key local optimization component of
several state-of-the-art hybrid algorithms [14,22,23,27]. Recently, TabuCol has
also been adopted as the local optimizer of the probability based learning
method (PLSCOL) [37]. Finally, this single trajectory local search approach
has been extended to multiple trajectory local search, which is exemplified by
the Quantum Annealing algorithm (QA) [34]. In QA, n candidate solutions are
optimized by a simulating annealing algorithm, while the interactions between
the solutions occur through a specific pairwise attraction process, encouraging
the solutions to become similar to their neighbors and improving the spreading
of good solution features among new solutions.
The second category of methods include hybrid algorithms, in particular,
based on the memetic approach [28]. These hybrid algorithms combine the
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benefits of local search for intensification with a population of high-quality
solutions offering diversification possibilities. Different solutions evolve sepa-
rately using a local search algorithm, such as the above-mentioned TabuCol,
and a crossover operator is used to create new candidate solutions from ex-
isting solutions. One of the most popular crossover operators for the CGP is
the Greedy Partition Crossover (GPX) introduced in the hybrid evolutionary
algorithm (HEA) [14]. HEA follows the idea of grouping genetic algorithms
[9] and produces offspring by choosing alternatively the largest color class in
the parent solutions. The MMT algorithm [23] completes a first phase of opti-
mization with a memetic algorithm by a second phase of optimization based
on the set covering formulation of the problem and using the best indepen-
dent sets found so far. An extension of the HEA algorithm called MACOL
(denoted as MA in this paper) has been proposed in [22]. It introduces a new
adaptive multi-parent grouping crossover (AMPaX) and a new distance-and-
quality based replacement mechanism used to maintain the diversity of the
solutions in the population. Recently, a new variation of the HEA algorithm,
called HEAD, is proposed [27], which relies on a population of only two so-
lutions. In order to prevent a premature convergence, HEAD introduces an
innovative way for managing the diversification based on elite solutions. The
idea is to record the best solutions (elite solutions) obtained few generations
before and to reintroduce them in the population when the two solutions be-
comes too similar. HEAD reported improved best-known solutions for several
hard GCP instances.
The third category of approaches is based on extracting large independent sets
in order to copy with the difficulty of coloring very large graphs [36]. With
this approach, an independent set algorithm is used to identify as many as
possible independent sets of large sizes and a coloring algorithm is employed
to color the residual graphs (whose size is largely reduced). These methods
are particularly effective to color large graphs with at least 1000 vertices.
One notices that the above algorithms cover the current best-known results
on the benchmark instances used in the experimental section of this work.
2.2 Heuristics for the ECP
Most of the above-mentioned best performing methods for the GCP rely in one
way or another on extraction of large independent sets or spreading of large
building blocks between solutions. Thus, these methods cannot generally be
applied as it stands for the ECP, because regrouping vertices in large sets may
conflict with the equity constraint. Therefore different approaches have been
proposed in the literature for the ECP.
5
One of the first method is the tabu search algorithm TabuEqCol [8], which is
an adaptation of the popular TabuCol algorithm designed for the GCP [17]
to the ECP. This algorithm was improved in [19] by the backtracking based
iterated tabu search (BITS), which embeds a backtracking scheme under the
iterated local search framework. These two algorithms only consider feasible
solutions with respect to the equity constraint, which may restrict too much
the exploration of the space search.
A new class of methods relax the equity constraint and consider both equity-
feasible and equity-infeasible solutions that facilitates the transition between
visiting structurally different solutions. By enlarging their search spaces, these
algorithms are able to improve on the results reported in [8,19]. The first work
in this direction is the Feasible and Infeasible Search Algorithm (FISA) [32].
The hybrid tabu search (HTS) algorithm [35] is another important algorithm
exploring both equity-feasible and equity-infeasible solutions and applying an
additional novel cyclic exchange neighborhood. Finally, the latest memetic
algorithm (MAECP) [33] is a population-based hybrid algorithm combining a
backbone crossover operator, a two-phase feasible and infeasible local search
and a quality-and-distance pool updating strategy. It is worth mentioning
that FISA, HTS and MAECP cover the current best-known results on the
benchmark instances used in the experimental section of this paper.
It should be noted that previous approaches for the GCP and ECP are specific
in the sense that they are tailored for the given problem and thus cannot be
applied to other (even tightly related) coloring problems. For instance, the best
performing methods for the GCP such as the memetic algorithms are based on
very specific crossover operators designed to combine large independent sets.
Such a strategy is very powerful to color random graphs but inefficient for
other graphs such as geometric graphs where large independent sets are not
necessarily part of any optimal solution [36]. In this work, we are interested in
proposing a more flexible and general framework for graph coloring problems,
which is less dependent on the type of coloring problems or the type of graphs.
3 Population-based gradient descent learning for graph coloring
Given a graph G = (V,E) with vertex set V = {vi}ni=1 and edge set E, the task
of a graph coloring problem is to partition V into k different color groups gi
(i = 1, ..., k), such that ∪ki=1gi = V and gi ∩ gj = ∅ for i 6= j, while optimizing
an objective and satisfying some constraints. For the GCP, we solve a series
of k-coloring problems with decreasing k [13] to approximate the chromatic
number of a graph. Each time a legal k-coloring is found for a given k, it gives
an upper bound of the chromatic number. We adopt the same approach to
handle both the GCP and ECP.
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3.1 Tensor representation of a population of candidate solutions
A candidate solution for a graph coloring problem with k color groups can be
represented by a binary matrix S = {si,j} in {0, 1}n×k, with si,j = 1 if the
i-th vertex vi belongs to the color group j and si,j = 0 otherwise. Therefore,∑k
j=1 si,j = 1, as one vertex belongs exactly to one color group. For the two
graph coloring problems that we consider in this work (GCP and ECP), we
formulate the constraints and the optimization objective of each problem as
the minimization of a single fitness function f : {0, 1}n×k → R. The goal of the
problem is then to find a solution S such that f(S) is minimum. We provide
the definition of this function for the in Section 3.5.
In our approach, we will consider a population of D candidate solutions (in-
dividuals) and their fitness scores will be computed in parallel with tensor
CUDA calculus on GPU hardware. In order to do that, the D matrices Sd
(d ∈ J1, DK) of the population are regrouped in a single three-dimensional
tensor S = {sd,i,j} in {0, 1}D×n×k. For a tensor S of D candidate solutions, its
global fitness function is defined by the sum of all individual fitness
∑D
d=1 f(Sd)
and will be written as f(S).
Hereafter, we use bold symbols to denote three-dimensional tensors and nor-
mal symbols to represent the underlying two-dimensional matrices, just like
tensor S of D candidate solutions and a single solution matrix S.
3.2 Weight formulation of a coloring problem
Inspired by the works of [38] and [7], we employ a real-valued weight matrix
W = {wi,j} in Rn×k composed of n real numbers vectors wi of size k corre-
sponding to a learned propensity of each vertex vi to receive a particular color.
In order to build a discrete solution S from W , each vertex vi will be assigned
to the color group with the maximum weight in wi.
As a main idea, a real-valued weight tensor W = {wd,i,j} in RD×n×k of D
matrices Wd is used to compute a tensor S of D discrete coloring solutions.
This is simply achieved by a function g : RD×n×k → {0, 1}D×n×k such that
S = g(W) (cf. Section 3.4 below). As S derives from W, the given coloring
problem becomes then the one of finding W such that f ◦ g(W) is minimum.
Our approach starts with a random weight tensor W where each entry is sam-
pled independently from a normal distribution N (0, σ0). Then, as we explain
below, a first order gradient descent is employed to update this weight tensor
W with information learned during the search.
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3.3 General scheme
The population-based gradient descent weight learning for graph coloring (or
simply TensCol) proposed in this work relies on a population of candidate
solutions represented as a weight tensor and performs tensor calculations in
parallel on GPU by minimizing a flexible global loss function that encourages
correction of wrong vertex-to-color assignments and consolidation of correct
assignments of the solutions.
From the perspective of algorithmic procedure, the proposed TensCol algo-
rithm iteratively improves its population in four steps, as illustrated by Fig-
ure 1. First, given the weight tensor W, the associated population of solutions
S (colorings) is computed (Step 1). From this population of solutions S, the
vector of fitness (f(S1), f(S2), ..., f(SD)) is evaluated (Step 2). If a legal so-
lution Sd (d ∈ J1, DK) such that f(Sd) = 0 is found in the population, the
algorithm stops. Otherwise a global loss term L (scalar) is computed (Step 3).
L aggregates three terms: (i) f(S) the global coloring fitness of the candidate
solutions (see Section 3.5), (ii) a penalization term κ(S) for shared wrong color
group assignments in the population (see Section 3.6.1) and (iii) a bonus term
$(S) for shared correct color group assignments (see Section 3.6.2). Finally,
the gradient of the loss L with respect to the weight tensor W is evaluated
and then used to update the weights by first order gradient descent (Step 4).
In the following subsections, we describe each of these steps in detail.
3.4 Step 1 - Vertex to color assignment
At each iteration of the TensCol algorithm, the current weight tensor W is
used to derive the associated tensor S of candidate solutions as follows. For
(d, i, j) ∈ J1, DK × J1, nK × J1, kK, sd,i,j = 1 if j = argmax
l∈{1,...,k}
wd,i,l and sd,i,j = 0
if j 6= argmax
l∈{1,...,k}
wd,i,l. This color group assignment for each vertex can be
summarized as a single function g(W) = one hot(argmax(W)) from RD×n×k
to {0, 1}D×n×k, where argmax and one hot operations are applied along the
last axis of the tensor (color axis). Figure 2 shows an example with D = 3
individuals in the population, n = 5 vertices and k = 4 colors.
3.5 Step 2 - Fitness evaluation
For a graph G = (V,E) with n vertices, let A = {ai,j}i,j=1...n be its adjacency
matrix such that {vi, vj} ∈ E if and only if ai,j = 1. This symmetric matrix
defines the coloring constraints to be respected by a legal coloring. We use the
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Fig. 1. General scheme of the TensCol algorithm
Fig. 2. Example of vertex to color assignment S from a weight tensor W, with
D = 3, n = 5 and k = 4.
three-dimensional tensor A to represent the D duplications of the adjacency
matrix A.
Given S the tensor of D candidate solutions, we denote by S′ the transposed
three-dimensional tensor obtained from S by swapping its second and third
axis and we define the association tensor M = S·S′, where · is the dot product
between two tensors (sum product over the last axis of S and the second axis
of S′).
For (d, i, j) ∈ J1, DK × J1, nK × J1, nK, each entry of M is given by md,i,j =∑k
l=1 sd,i,lsd,j,l. One notices that md,i,j = 1 if and only if the two vertices vi
and vj in the solution Sd are assigned the same color (i.e. belong to the same
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color group). Interestingly enough this association tensor is independent by
permutation of the columns in each candidate solution Sd (permutation of
the k colors) 1 . Then, by performing the element-wise product between the
tensors A and M, we obtain the global conflict tensor for the D solutions as
C = A M, where  corresponds to the Hadamar product. For (d, i, j) ∈J1, DK × J1, nK × J1, nK, each entry of C is given by cd,i,j = ai,jmd,i,j, and so
cd,i,j = 1 if and only if vertices vi and vj are in conflict in the candidate
solution Sd, i.e., they are linked by an edge (ai,j = 1) and are assigned to the
same color group (md,i,j = 1). As cd,i,j = cd,j,i, the total number of conflicts or
the fitness fcolor(Sd) of the candidate solution Sd is then given by
fcolor(Sd) =
1
2
n∑
i,j=1
cd,i,j. (1)
So the fitness vector containing D fitness values (conflicts) for the whole pop-
ulation of solutions S is computed in parallel with a single tensor operation
from C as (fcolor(S1), ..., fcolor(Sd)) =
1
2
sum(C, (2, 3)) where sum(·, (2, 3)) is
the summation operation along second and third axis. The global coloring
fitness for the tensor S of D candidate solutions can be evaluated as
fcolor(S) =
1
2
sum(C). (2)
For the classical GCP, any solution Sd satisfying fcolor(Sd) = 0 is a legal
coloring for the problem. As such, we use this global coloring fitness fcolor(S)
as the global fitness function f(S) to be minimized in the case of the GCP
(see Section 3.1): f(S) = fcolor(S).
For the ECP where the additional equity constraint is imposed, we introduce
a supplementary equity fitness feq(Sd) for each candidate solution Sd. Indeed,
the equity constraint states that the number of vertices assigned to each of the
k color groups must be equal to c1 = bnk c or c2 = bnk c + 1 where b·c denotes
the integer part of a positive real number and n is the number of vertices in
G, with a particular case of c1 = c2 when n is divisible by k. To take into
account the equity constraint, we define the additional equity fitness feq(Sd)
as follows:
1 In the GCP and ECP, two solutions S and S′, such that S′ is equal to S up to a
permutation of its k columns, are strictly equivalent in terms of fitness evaluation.
It is very important to take into account this property in order to make relevant
comparisons of the candidate solutions in the population.
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feq(Sd) =
k∑
l=1
min(|
n∑
i=1
sd,i,l − c1|, |
n∑
i=1
sd,i,l − c2|). (3)
It corresponds to the total number of surplus or deficit in terms of the num-
ber of vertices in the color groups with respect to the admissible numbers of
vertices c1 and c2 in each group. A legal solution Sd for the ECP must simul-
taneously satisfy fcolor(Sd) = 0 and feq(Sd) = 0. Let feq(S) =
∑D
d=1 feq(Sd) be
the global equity fitness for the whole population S of D candidate solutions.
Then the global fitness function for the ECP (to be minimized) is given by
f(S) = fcolor(S) + feq(S).
3.6 Step 3 - Computing global loss with penalization and bonus
Given a population S of D solutions, the key idea is to introduce two depen-
dency terms linking the D solutions for two considerations: discourage that the
solutions repeat the same mistakes of creating conflicts for the same pairs of
vertices (penalization) and encourage the solutions to consolidate the correct
group assignments (bonus).
For this purpose, we first perform a summation of the association tensor M
(see Section 3.5) along the first axis. We obtain the group concentration matrix
M˜ of size n× n:
M˜ = sum(M, 1), (4)
For (i, j) ∈ J1, nK×J1, nK, each entry of M˜ is m˜i,j = ∑Dd=1 md,i,j which indicates
the number of candidate solutions where vertices vi and vj are assigned to
the same color group. The construction of this group concentration matrix is
independent by permutation of the k colors (or k groups) of each candidate
solution Sd.
3.6.1 Penalization term for shared wrong color assignments
Using the group concentration matrix M˜ above, we compute the penalization
term κ(S) = sum(A  M˜◦α) of the population S, where sum(·) corresponds
to a sum of all matrix elements and ◦ designates element-wise power tensor
calculation.
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κ(S) =
n∑
i,j=1
ai,jm˜
α
i,j (5)
where α is a parameter greater than 1 in order to penalize the conflicts shared
by candidate solutions. By minimizing this term, the solutions are discouraged
to make the same assignment mistakes for the same pair of vertices.
Figure 3 shows the computation of κ(S) for a graph with n = 4 vertices, k = 3
colors and a population of 3 individuals. In both example 3a and 3b, there is
one conflict in each candidate solution. However κ(S) = 6 in example 3a as
the conflicts are done for different edges, while κ(S) = 10 (greater than 6) in
example 3b because the first and the third candidate solutions make a conflict
for the same edge {1, 3} (even if different colors are used).
3.6.2 Bonus term for shared correct color assignments
Then using the same idea we compute the following bonus term $(S) =
sum(A¯ M˜◦β), where A¯ = J − A, with J the matrix of ones of size n× n.
$(S) =
n∑
i,j=1
(1− ai,j)m˜βi,j (6)
with β greater than 1.
By maximizing this bonus term, the D candidate solutions are encouraged to
make the same correct color assignments for any pair of vertices.
3.6.3 Global loss function
The global loss function (to be minimized) aggregates the following three
criteria: (i) the global coloring fitness fcolor(S) (equation (2)), (ii) the optional
global equity fitness feq(S) for the ECP (equation (3)), (iii) the penalization
term for shared wrong color assignments κ(S) (equation (5)) and (iv) the bonus
term for shared correct color assignments $(S) (equation (6)), subtracted in
order to maximize it.
L(S)(t) = fcolor(S) + νtfeq(S) + λtκ(S)− µt$(S) (7)
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(a) κ(S) = 6 for a population of 3 candidate solutions with different conflicts.
(b) κ(S) = 10 > 6 for a population of 3 candidate solutions because two solutions
share the same conflict on edge {1, 3}.
Fig. 3. Evaluation of κ(S) for two populations of D = 3 candidate solutions with
one conflict in each solution. There are n = 4 vertices in the graph that are colored
with k = 3 colors. In this example α is set to 2.
where ν ≥ 0 (ν = 0 for the GCP since feq only concerns the ECP); λ > 0
and µ > 0 are the weighting factors for the penalization term and the bonus
term, while t ∈ J0,maxIterK is the iteration counter of the algorithm. The
introduction of the time dependent parameter t aims to dynamically change
the fitness landscape and increase the chance of the algorithm to get out
of local minimum traps. We also noticed that introducing the equity fitness
progressively for the ECP improves the results as it leaves the possibility for
the algorithm to find a legal coloring before having to consider the equity
constraint too much.
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3.7 Step 4 - Gradient descent
Gradient descent is a powerful optimization method that has been applied
to various applications such as coefficients updates in linear regression and
weights adjustments in neural networks [20], weighted nearest neighbors fea-
ture selection [6], and dimensionality reduction using similarity projections
[31]. In the context of this work, since the set of candidate solutions S de-
rives from W (cf. Step 1 above), we seek to optimize W such that L(S)(t) =
L(g(W))(t) is minimum with a first order gradient descent method. For sim-
plicity, we write L(W) instead of L(g(W))(t) hereafter.
Let ∇WL(W) be the gradient tensor of L(W) with respect to W of size
d×n×k whose element (d, i, j) is ∂L
∂wd,i,j
. Then the entries of the weight tensor
W can be updated at each iteration as
W←W − η∇WL(W), (8)
where η > 0 is a fix learning rate. This kind of first order optimization is
classically employed to learn neural networks (in stochastic version) and is
known to be very efficient to learn models with a huge number of parameters.
However, in order to allow the method to escape local minima and forget old
decisions that were made long ago and are no longer helpful, we apply a weight
smoothing inspired by the work [38]. Every nbiter iterations all the weights of
W are divided by a constant number ρ ≥ 1, which can be achieved with a
single tensor computation according to
W←W/ρ. (9)
This weight smoothing procedure can also be compared to the pheromone
evaporation process used in Ant System (AS) [7] in the sense that the pheromone
guides the ant search toward the most promising solutions, while a decay factor
controls the rate at which historic information is lost.
3.8 Gradient computation with softmax approximation
To tackle this real-valued optimization problem by first order gradient descent
over W, we need to compute ∇WL(W). By applying the chain rule [30], we
have, for d, i, j ∈ J1, DK× J1, nK× J1, kK,
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∂L
∂wd,i,j
=
k∑
l=1
∂L
∂sd,i,l
× ∂sd,i,l
∂wd,i,j
. (10)
3.8.1 Softmax approximation
Due to the use of the function argmax to build S from W, each partial term
∂sd,i,l
∂wd,i,j
entering in equation (10) is equal to zero almost everywhere. Therefore,
we will use the softmax function as a continuous, differentiable approximation
to argmax, with informative gradient.
S can be approximated by a tensor Sˆ of size D × n × k, where each sˆd,i,j is
computed with the elements of W using the softmax function [5] as
sˆd,i,j =
ewd,i,j∑k
l=1 e
wd,i,l
, for d, i, j ∈ J1, DK× J1, nK× J1, kK. (11)
Each entry sˆd,i,j ∈]0, 1[ of the tensor Sˆ denotes, for each candidate solution
Sd, a continuous indicator that the i-th vertex vi selects the j-th color group
gj as its group. In the following we rewrite this soft assignment for each vertex
with a single tensor equation as
Sˆ(W) = softmax(W), (12)
where the softmax function is applied along the last axis (color group axis)
for each candidate solution and each vertex.
For d, i, j, l, we approximate
∂sd,i,l
∂wd,i,j
by
∂sˆd,i,l
∂wd,i,j
= sˆd,i,l(δj,l − sˆd,i,j), with δj,l the
Kronecker symbol equaling 1 if j = l and 0 otherwise. Using this Straight-
Through (ST) gradient estimator [3] of
∂sd,i,l
∂wd,i,j
in equation (10), we obtain for
d, i, j ∈ J1, DK× J1, nK× J1, kK:
∂L
∂wd,i,j
≈
k∑
l=1
∂sˆd,i,l
∂wd,i,j
× ∂L
∂sd,i,l
(13)
=
k∑
l=1
sˆd,i,l(δd,j,l − sˆd,i,j)× ∂L
∂sd,i,l
(14)
= sˆd,i,j
∂L
∂sd,i,j
− sˆd,i,j
k∑
l=1
sˆd,i,l × ∂L
∂sd,i,l
. (15)
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In our framework however, we do not use any sequential loop to compute
the gradient of each parameter. Instead we simply compute a tensor product
to get the full gradient matrix. This operation can easily be parallellized on
GPU devices. With tensor operations, the D×n×k equations (15) for d, i, j ∈J1, DK× J1, nK× J1, kK become then a single equation:
∇WL = Sˆ (∇SL − (Sˆ∇SL) · J), (16)
where ∇SL = { ∂L∂sd,i,j }d,i,j is the gradient matrix of size D × n × k of L with
respect to S, J is a matrix of 1’s of size k × k,  is the Hadamard product
(element-wise product) and · is the dot product between two tensors.
3.8.2 Gradient of L with respect to S
In order to compute ∇WL(W) with equation (16), it remains to compute
∇SL. According to equation (7), we have
L(S)(t) = fcolor(S) + νtfeq(S) + λtκ(S)− µt$(S)
=
1
2
sum(A (S · S′)) + νtfeq(S) + λt sum(A M˜◦α)
− µt sum(A¯ M˜◦β).
At iteration t, the gradient of this loss with respect to the tensor S of D
solutions is then given by 2
∇SL(t) = A ·S+ νt∇Sfeq(S) + 2αλt(A M˜◦(α−1)) ·S− 2βµt(A¯ M˜◦(β−1)) ·S,
(17)
where ∇Sfeq(S) is the gradient of the additional global equity fitness. For
d, i, j ∈ J1, DK× J1, nK× J1, kK, each entry (d, i, j) of ∇Sfeq(S) is equal to
2 Notice that the first term A · S in equation (17), the gradient of fcolor(S), corre-
sponds to the γ-matrix used in an efficient implementation proposed in [11] of the
popular TabuCol algorithm for the GCP [17].
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∂feq(S)
∂sd,i,j
=

0 if #Vd,j = c1 or #Vd,j = c2
+1 if #Vd,j > c2
−1 if #Vd,j < c1
(18)
with #Vd,j =
∑n
i=1 sd,i,j the total number of vertices receiving color j for the
candidate solution d.
3.9 TensCol algorithm for the GCP and ECP
The general TensCol algorithm involving the above-mentioned four steps is
summarized in Algorithm 1.
The algorithm iterates the four composing steps (Sections 3.4-3.7) until one of
the following stopping conditions is reached: 1) the global fitness of one of the
D candidate solutions in S reaches 0 (i.e., a legal k-coloring is found); 2) the
number of iterations reaches the allowed limit maxIter. One can notice from
Algorithm 1 that we do not need to evaluate the penalization term κ(S) and
bonus terms $(S). It saves computational and memory resources to compute
only their gradients with respect to S.
The only stochastic part in TensCol concerns the initialization of the tensor W
whose weights are drawn randomly according to a normal law. This random
initialization has an impact on the search. Therefore for practical performance
evaluation, the algorithm will be run multiple times with different random
seeds r to initialize the pseudo-random generator of the normal law.
Contrary to local search based coloring algorithms where only one vertex
changes its color at each iteration in a candidate solution, each iteration of
the TensCol algorithm may change the colors of many vertices in a solution.
We will highlight this property in the next section on a toy example. Our
experiments showed that this is quite useful to deal with large graphs.
4 First experimental analyses
In this section, we first present an illustrative toy example for the GCP (sec-
tion 4.1) to give intuitive insights on the gradient descent learning. Then in
Subsection 4.2, we present a sensitivity analysis of the main parameters λ and
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Algorithm 1 TensCol for graph coloring problems
Input: graph G with adjacency matrix A, available colors {1, 2 . . . , k}, ran-
dom seed r, and number of maximum allowed iterations maxIter;
Output: a legal k-coloring G if it is found;
W←W0 /∗ Weight tensor initialization: w0i,j,d ∼ N (0, σ0) with random
seed r ∗/
t← 0
repeat
# Step 1) vertex to color assignment
i) S = one hot(argmax(W))
# Step 2) Fitness evaluation (forward phase)
i) M = S · S′
ii) C = AM
iii) Compute the vector of fitness (f(S1), ..., f(SD))
# Step 3 ) Group concentration matrix, penalization and bonus
terms evaluation
i) M˜ = sum(M, 1)
ii) Compute ∇SL(t) = A · S + νt∇Sfeq(S) + 2αλt(A  M˜◦(α−1)) · S −
2βµt(A¯ M˜◦(β−1)) · S
# Step 4 ) Weight update by gradient descent
i) Compute Sˆ = softmax(W);
ii) ∇WL = Sˆ (∇SL − (Sˆ∇SL) · J)
iii) W←W − η∇WL;
iv) Every nbiter do W←W/ρ;
t← t+ 1
until min
d
f(Sd) = 0 or t = maxIter
if min
d
f(Sd) = 0 then
return Sd∗ with d
∗ = argmin
d
f(Sd)
end if
µ in order to show the importance of the penalization and bonus terms in the
global loss function used by the algorithm.
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4.1 GCP toy example
We use a simplified implementation of TensCol for the GCP, where only one
candidate solution is evaluated (D = 1). We apply it to an easy graph named
myciel4.col of the COLOR02 benchmark with 21 vertices and known chromatic
number of 5. Figure 4 displays the last 3 iterations (over 8) of TensCol to
color myciel4.col with 5 colors and random seed r = 0. The parameters used
in TensCol are λ = 0, µ = 0, η = 0.001, nbiter = 5 and ρ = 200. The
number written on each vertex indicates the gradient of the fitness with respect
to the selected color for this vertex. It corresponds to the total number of
conflicts, i.e., adjacent vertices receiving the same color. Red edges correspond
to conflicting edges. Blue circles highlight the vertices that change their color
from one iteration to another. As we can see on this figure, TensCol tends
to change the color of the vertices with the highest gradient values. One can
also notice that TensCol can change the color of more than one vertex at each
iteration as the update is done on the full candidate solution matrix S at each
iteration. A legal coloring solution S∗ is shown in Figure 4 (d) with f(S∗) = 0.
4.2 Sensitivity analysis
We now investigate the usefulness of the penalization term for shared incor-
rect group assignments κ(S) and the bonus term for shared correct group
assignments $(S), which are two important parts of the global loss function
(equation 7) with the two weighting factors λ and µ. For this study, we adopt
a population of D = 200 candidate solutions launched in parallel.
The two dimensional heat map presented in Figure 5 shows the average best
global fitness obtained by TensCol on the DIMACS DSJC250.5.col instance
with 250 vertices. This average fitness is computed from 20 different runs, each
run performing 200 000 iterations with a new random initialization and new
values for λ and µ from the range of 0 to 1.
When λ = 0 and µ = 0, meaning that there are no interactions between the
D candidate solutions, TensCol fails to obtain a good solution in the allotted
time. The parameter that plays the most crucial role is λ to penalize shared
incorrect group assignments of the D solutions. Best results are obtained for
λ ∈ J1e − 05, 1e − 04K. Furthermore the parameter µ used with the bonus
term to encourage shared correct pairwise assignments, also helps to improve
the results when it takes values between 1e-06 and 1e-05. However, its impact
is less important than λ. If µ is set too high, the results deteriorate as the
D candidate solutions are not diverse anymore. Best results with an average
fitness equal to 0.0 (corresponding to a success rate of 100% on the 20 different
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(a) (b)
(c) (d)
Fig. 4. Last three iterations of TensCol to color the graph myciel4.col with
5 colors (optimal value). The number on each vertex indicates the gradient of the
global fitness score with respect to the selected color for this vertex. Red edges
corresponds to conflicting edges. Blue circles highlight the vertices changing their
color from one iteration to another. Several vertices can change their colors during
the same iteration. Better seen in color.
runs) are obtained for the pairs (λ = 10−5, µ = 10−6) and (λ = 10−4, µ =
10−5). We will keep the first pair of values (λ = 10−5, µ = 10−6) in the
comparative benchmark evaluation presented in the following section.
5 Computational results on GCP and ECP benchmark instances
This section is dedicated to a computational assessment of the TensCol algo-
rithm for solving the two target graph coloring problems (i.e., GCP and ECP).
We first present the experimental setting of TensCol for both problems. Then,
we show the computational results obtained on the GCP, followed by the
results on the ECP.
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Fig. 5. Sensitivity analysis of λ (weighting factor for the penalization term) and µ
(weighting factor for the bonus term) over the average global fitness of the graph
DSJC250.5.col for the GCP. The average fitness is computed from the best global
fitness values of 20 different runs, each run performing 200 000 iterations with a
new random initialization. Best results are in green.
5.1 Benchmark instances and comparison criterion
For the GCP we evaluate our algorithm on the 36 most difficult benchmark
instances from the second DIMACS competition 3 that were used to test graph
coloring algorithms in recent studies such as [27,37]. For the ECP we adopt the
same set of 73 benchmark instances used in [32,35] from the second DIMACS
and COLOR02 competitions 4 .
Following the common practice for reporting comparative results in the col-
oring literature, we focus on the best solution found by each algorithm corre-
sponding to the smallest number k of colors needed to reach a legal coloring
for a graph.
It is worth mentioning that for the GCP, no single algorithm in the literature
including the most recent algorithms can attain the best-known results for
all 36 tested DIMACS instances. Indeed, even the best performing algorithms
miss at least two best-known results. This is understandable given that these
instances have been studied for a long time (for some 30 years) and some
3 Publicly available at ftp://dimacs.rutgers.edu/pub/challenge/graph/
benchmarks/color/
4 Publicly available at https://mat.gsia.cmu.edu/COLOR02/
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best-known results have been achieved under specific and relaxed conditions
(e.g., extended run time up to one month) and only by very few algorithms.
Moreover, one notices that for these benchmark graphs, when k is close to the
chromatic number of the given graph G or to the current best-known (upper)
bound k∗, finding a legal k-coloring is a difficult task. As such, an algorithm
able to attain the best-known results for a majority of the benchmark instances
can be qualified competitive with respect to the current state-of-the-art on
graph coloring.
These comments remain valid for the ECP. Meanwhile, given that the ECP
has been studied less intensively compared to the GCP, one could still expect
to improve some best-known results (i.e., equitable k-colorings with k smaller
than the current best bound k∗). As we show in Section 5.4, this is indeed
possible with the proposed TensCol algorithm, which achieves 8 new record
results.
5.2 Experimental setting
The TensCol algorithm was implemented in Python 3.5 with Pytorch 1.1 li-
brary for tensor calculation with Cuda 10.0 5 . It is specifically designed to run
on GPU devices. In this work we used a Nvidia RTX 2080Ti graphic card with
12 GB memory. A Nvidia Tesla P100 with 16 GB memory was used only for
the two very large graphs (C2000.5.col and C2000.9.col instances).
For a small graph such as r250.5.col colored with k = 65 colors for an equitable
coloring, when we run TensCol with D = 200 candidate solutions in parallel,
200 ∗ 250 ∗ 65 = 3.2 millions weights wd,i,j are updated at each iteration. On a
Nvidia RTX 2080Ti graphic card, it takes 0.002 seconds per iteration (for 200
candidate solutions evaluated). For a large graph such as C2000.9.col colored
with k = 431 colors for an equitable coloring, there are 200 ∗ 2000 ∗ 431 = 172
millions weights updated at each iteration. On a Nvidia Tesla P100, it takes
0.37 seconds per iteration.
For our experiments, each instance was solved 10 times independently (with
10 different random seeds) following the common practice in the literature for
graph coloring.
We used a baseline parameter setting, given in Table 1, for the GCP and
ECP, except for the smoothing parameter ρ which is very sensitive to the
graph structure. We thus chose its value among a set of 5 different values. For
very difficult random graphs such as DSJC500.5.col and DSJC1000.5.col, we
used ρ = 100 or ρ = 200 in order to frequently smooth the learned weight
5 The source code of our algorithm will be made publicly available.
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tensor W according to equation (9). However, for geometric graphs such as
R1000.1.col or instances based on register allocation for variables in real codes
such as fpsol2.i.1.col or mulsol.i.1.col, we set ρ = 1 meaning that we do not
apply any smooth process during the optimization.
Table 1
Parameter setting in TensCol for the GCP and the ECP
Parameter Description Value for the GCP Value for the ECP
D number of candidate solutions 200 200
σ0 standard deviation of initial parameters 0.01 0.01
η learning rate 0.001 0.001
nbiter smoothing procedures period 5 5
ρ smoothing parameter {1,2,10,100,200} {1,2,10,100,200}
α exponent for the penalization term 2.5 2.5
λ weighting factor for the penalization term 10−5 10−5
β exponent for the bonus term 1.2 1.2
µ weighting factor for the bonus term 10−6 0.0
ν weighting factor for the equity constraint 0.0 10−5
For some particular instances, we had to deviate from this baseline parameter
setting in order to reach the state-of-the-art results. For random the DSJC
graphs with high density (DSJC125.9.col, DSJC250.9.col, DSJC500.9.col and
DSJC1000.9.col), we set α = 1.5 instead of α = 2.5 in order to prevent the
penalization term κ(S) from becoming too important (cf. equation (5)). On
the contrary, for the random DSJC graphs with low density (DSJC125.1.col,
DSJC250.1.col, DSJC500.1.col and DSJC1000.1.col), we set µ = 10−7 for the
GCP instead of µ = 10−6 to avoid that the bonus term $(S) (cf. equation
(6)) becomes too preponderant in the global loss evaluation. We mention that
specific fine tuning of parameters are also done in the best performing methods
such as HEAD [27] and QA-col [34].
For all the tested instances, we used as the stopping criterion, a maximum
allowed number of iterations of 2× 106, which corresponds to a maximum of
4×108 evaluations of candidate solutions (as there are 200 solutions evaluated
at each iteration).
5.3 Computational results on the GCP
This section is dedicated to an extensive experimental evaluation of TensCol
on the GCP. We show a comparison of TensCol with 5 state-of-the-art coloring
algorithms of the literature.
• the probability learning based local search algorithm (PLSCOL) [37] (2018),
which is an improved algorithm of reinforcement learning search (RLS) [38],
• the two-phase evolutionary algorithm (MMT) [23] (2008),
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• the distributed evolutionary quantum annealing algorithm (QA) [34] (2011),
• the population-based memetic algorithm (MA) [22] (2010),
• the recent implementation of the memetic approach with two elite solutions
in the population (HEAD) [27] (2018).
A detailed presentation of these reference algorithms are given in Section 2.1.
The results of TensCol and the reference algorithms are reported in Table
2. Columns 1 and 2 indicate the name and the number of vertices in each
instance. Column 3 shows the chromatic number χ(G) (if known) 6 , while
column 4 (k∗) gives the best-known results (best upper bound of χ(G)) ever
reported by an algorithm. Columns 5 to 9 show the best results (kbest) of
PLSCOL, MMT, MA, QA and HEAD respectively. The remaining columns
reports the results obtained by our TensCol algorithm: the best result (kbest),
the success runs over 10 runs during which TensCol attained its best result, and
for indicative purpose the average computation time (in seconds) of TensCol
for a successful run.
As we observe from Table 2, TensCol always finds the best-known coloring in
a small amount of time on the instances with less than 200 vertices such as
DSJC125.1.col or R125.1. On medium graphs with up to 500 vertices such as
DSJC250.5.col or DSJC500.5.col, Tensol is very competitive compared to all
reference algorithms.
For the large random DSJC1000.5.col and DSJC1000.9.col instances, TensCol
performs worse than MA and HEAD, two best-performing memetic algorithms
that rely on recombining large independent sets between solutions, a technique
which has proven to be very powerful for this kind of large random graphs.
However using this technique does not work well for large geometric graphs
as shown by the poor results obtained by MA and HEAD on the R1000.5.col
instance. Indeed, as noticed in [36], for this R1000.5.col instance, some large
independent sets are not part of any optimal 234-coloring and extracting such
independent sets cannot help to decrease the number of colors needed for the
whole graph. TensCol however can attain the best-known coloring for all the
family of geometric graphs and in particular for the very difficult R1000.5.col
instance with a 234-coloring. It is worth noting that this coloring was only
previously report by the MMT algorithm [23], which is a complex two-phase
method mixing an effective tabu search, a specialized grouping crossover op-
erator, and a post-optimization phase based on a set covering formulation of
the GCP.
TensCol also obtains good results for the large graph latin square 10, which is
6 For some instances such as flat1000 76 0 the chromatic number is known by con-
struction of the graph (and equal to 76 in this case) but no heuristic has yet found
a legal coloring with this chromatic number.
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difficult in particular for the MMT algorithm, but also for the MA and HEAD
memetic algorithms.
Finally, given the particularity of the GCP benchmark instances as discussed
in Section 5.1, it is not suitable to apply statistical tests.
5.4 Computational results on the ECP
This section reports a comparison of TensCol with 5 recent state-of-the-art
algorithms in the literature for the ECP.
• the tabu search algorithm (TabuEqCol) [8] (2014),
• the backtracking based iterated tabu search (BITS) [19] (2015),
• the feasible and infeasible search algorithm (FISA) [32] (2017),
• the hybrid tabu search (HTS) [35] (2018),
• the memetic algorithm MAECP [33] (2020).
A more detailed presentation of these algorithms is given in Section 2.2.
Tables 4 and 5 show the best results of the six compared algorithms in terms
of the smallest number of colors used to color each graph with the equity
constraint for the DIMACS and COLOR02 instances. In column 3 is displayed
the overall best-known result k∗ of the ECP reported in the literature. The next
five columns report the best results by the reference algorithms (TabuEqCol,
BITS, FISA, HTS and MAECP). The last three columns show the results
obtained by our Tensol algorithm: the best solution found kbest, the success
run over 10 runs, and only for indicative purpose, the average computation
time in second for a successful run.
From the results of Tables 4 and 5, we observe that in terms of attaining
the best-known results, TensCol is the second best performing algorithm after
the most recent MAECP algorithm (12 best-known results missed by TensCol
against 8 best-known results missed by MAECP). In particular, for the graphs
with up to 500 vertices, TensCol obtains comparable results with the state-
of-the-art algorithms, except for DSJC500.9.col, le450 15a.col, le450 15b.col,
le450 25c.col and le450 25d.col where TensCol performs worse than some ref-
erence algorithms, but it is better on the DSJC500.5.col instance than most
competitors. For the wapXXa.col instances with at least 2000 vertices, we had
to limit the number of parallel solutions evaluated due to memory limitation
on the gpu cards used for our experiments. As displayed on Table 5, the results
obtained by TensCol are less good than the other algorithms for this family
of graphs.
On the contrary, TensCol excels on large graphs between 900 and 2000 ver-
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Table 2
Comparative results of TensCol with state-of-the-art algorithms on the set of 36
most difficult DIMACS graphs for the GCP. Numbers in bold indicate that the
best result kbest found by the algorithm attains the overall best-known result in the
literature k∗ or the chromatic number.
PLSCOL MMT MA QA HEAD TensCol
Instance |V | χ(G) k∗ kbest kbest kbest kbest kbest kbest SR t(s)
DSJC125.1 125 ? 5 5 5 5 5 5 5 10/10 40
DSJC125.5 125 ? 17 17 17 17 17 17 17 10/10 68
DSJC125.9 125 ? 44 44 44 44 44 44 44 10/10 22
DSJC250.1 250 ? 8 8 8 8 8 8 8 10/10 95
DSJC250.5 250 ? 28 28 28 28 28 28 28 10/10 199
DSJC250.9 250 ? 72 72 72 72 72 72 72 10/10 87
DSJC500.1 500 ? 12 12 12 12 12 12 12 10/10 1098
DSJC500.5 500 ? 47 48 48 48 48 47 48 5/10 7807
DSJC500.9 500 ? 126 126 127 126 126 126 126 6/10 18433
DSJC1000.1 1000 ? 20 20 20 20 20 20 20 10/10 10225
DSJC1000.5 1000 ? 82 87 84 83 83 82 84 9/10 32495
DSJC1000.9 1000 ? 222 223 225 223 222 222 224 6/10 58084
DSJR500.1 500 ? 12 12 12 12 12 * 12 10/10 7
DSJR500.1c 500 ? 85 85 85 85 85 85 85 10/10 298
DSJR500.5 500 ? 122 122 122 122 122 * 122 10/10 4310
flat300 26 0 300 26 26 26 26 26 * * 26 10/10 176
flat300 28 0 300 28 28 30 31 29 31 31 31 10/10 586
flat1000 76 0 1000 76 81 86 83 82 82 81 83 3/10 34349
latin square 10 900 ? 97 99 101 99 97 * 98 10/10 28925
le450 15a 450 15 15 15 15 15 15 15 15 10/10 333
le450 15b 450 15 15 15 15 15 15 15 15 10/10 333
le450 15c 450 15 15 15 15 15 15 15 15 10/10 507
le450 15d 450 15 15 15 15 15 15 15 15 10/10 301
le450 25a 450 25 25 25 25 25 25 25 25 10/10 87
le450 25b 450 25 25 25 25 25 25 25 25 10/10 12
le450 25c 450 25 25 25 25 25 25 25 25 10/10 19680
le450 25d 450 25 25 25 25 25 25 25 25 10/10 9549
R125.1 125 ? 5 5 5 5 5 * 5 10/10 0.03
R125.5 125 ? 36 36 36 36 36 * 36 10/10 6.2
R250.1 250 ? 8 8 8 8 8 * 8 10/10 0.04
R250.5 250 ? 65 65 65 65 65 65 65 10/10 33
R1000.1 1000 ? 20 20 20 20 20 * 20 10/10 15
R1000.1c 1000 ? 98 98 98 98 98 98 98 10/10 4707
R1000.5 1000 234 234 254 234 245 238 245 234 2/10 23692
school1 385 ? 14 14 14 14 14 14 14 10/10 0.39
school1 nsh 352 ? 14 14 14 14 14 14 14 10/10 0.59
tices. Remarkably, it found 8 new record solutions (summarized in Table 3)
that improve on the best-known results published in the literature. As one
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can observe in Table 3, TensCol significantly improves the best-known upper
bound for three large graphs with 37 colors less for C2000.9.col, 9 colors less
for C2000.5.col and 8 colors less for R1000.5.col, while the improvement for
the 6 other cases goes from -1 to -3 colors.
Table 3
New record coloring found by TensCol for 8 benchmark graphs. Some improvements
are very important with 8, 9 and 37 colors less.
Instance |V | previous kbest new kbest Improvement
DSJR500.5.col 500 124 122 -2
DSJC1000.5.col 1000 95 92 -3
R1000.5.col 1000 247 239 -8
flat1000 60.0.col 1000 93 92 -1
flat1000 76.0.col 1000 93 91 -2
latin square 10.col 900 103 102 -1
C2000.5.col 2000 183 172 -9
C2000.9.col 2000 468 431 -37
6 Other applications of the proposed method
In this section we discuss the generality of the proposed approach by showing
how it can be conveniently applied to solve other graph problems such as
multicoloring, minimum sum coloring and k-partitioning.
In the multicoloring problem [16], each vertex vi ∈ V is allocated a weight
ci ∈ {1, 2, ...} and the task is to assign ci different colors to each vertex vi such
that adjacent vertices have no colors in common and the number of colors
used is minimal. For this problem, as ci different colors have to be assigned to
each vertex, a modification has to be done in the vertex to color assignment
procedure of the TensCol algorithm (Step 1). Instead of selecting for the i-th
vertex the color group with the maximum weight in wi, a set of ci color groups
corresponding to the ci maximum values of wi could be selected.
In the minimum sum coloring problem [18], a weight zl is associated with
each color and the objective is to find a legal coloring which minimizes the
sum of the total color cost. We could use the TensCol algorithm by replacing
the equity fitness feq(Sd) in Algorithm 1 for each candidate solution by the
additive fitness fmscp(Sd) =
∑n
i=1
∑k
l=1 sd,i,l × zl corresponding to the sum of
the total color cost of a candidate solution Sd.
For the popular k-partitioning problem [10], we could use the same TensCol
algorithm except that M is replaced by M¯ = J −M , where J is the matrix
of ones of size n × n. Then, the fitness of a candidate solution for the k-
partitioning problem can be evaluaed by f(Sd) =
1
2
sum(AM¯), corresponding
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Table 4
Comparative results of TensCol with state-of-the-art algorithms on the 73 bench-
mark ECP instances (1/2). Numbers in bold indicate that the best result kbest found
by the algorithm is equal to the overall best-known result k∗ in the literature. A
star in column kbest for TensCol indicates that a new best coloring of the ECP has
been found.
TabuEqCol BITS FISA HTS MAECP TensCol
Instance |V | k∗ kbest kbest kbest kbest kbest kbest SR t(s)
DSJC125.1 125 5 5 5 5 5 5 5 10/10 50
DSJC125.5 125 9 17 17 17 17 17 17 10/10 124
DSJC125.9 125 44 45 44 44 44 44 44 10/10 22
DSJC250.1 250 8 8 8 8 8 8 8 10/10 97
DSJC250.5 250 29 32 29 29 29 29 29 10/10 312
DSJC250.9 250 72 83 72 72 72 72 72 9/10 1285
DSJC500.1 500 13 13 13 13 13 13 13 10/10 168
DSJC500.5 500 51 63 56 52 52 51 51 10/10 3793
DSJC500.9 500 128 182 129 130 129 128 129 4/10 13537
DSJR500.1 500 12 12 12 12 12 12 12 10/10 490
DSJR500.5 500 124 133 126 126 125 124 122* 10/10 5021
DSJC1000.1 1000 21 22 21 21 21 21 21 9/10 1757
DSJC1000.5 1000 95 112 101 95 95 95 92* 10/10 12430
DSJC1000.9 1000 251 329 252 252 251 251 251 10/10 20862
R125.1 125 5 - 5 5 5 5 5 10/10 0.07
R125.5 36 36 - 36 36 36 36 36 10/10 29
R250.1 250 8 - 8 8 8 8 8 10/10 0.13
R250.5 250 65 - 66 66 65 65 65 10/10 40
R1000.1 1000 20 - 20 20 20 20 20 10/10 4426
R1000.5 1000 247 - 250 250 249 247 239* 9/10 53187
le450 5a 450 5 - 5 5 5 5 5 10/10 15
le450 5b 450 5 7 5 5 5 5 5 10/10 22
le450 5c 450 5 - 5 5 5 5 5 10/10 4
le450 5d 450 5 8 5 5 5 5 5 10/10 3
le450 15a 450 15 - 15 15 15 15 18 10/10 4252
le450 15b 450 15 15 15 15 15 15 18 10/10 3346
le450 15c 450 15 - 15 15 15 15 15 10/10 120
le450 15d 450 15 16 15 15 15 15 15 10/10 178
le450 25a 450 25 - 25 25 25 25 25 10/10 6343
le450 25b 450 25 25 25 25 25 25 25 10/10 2411
le450 25c 450 26 - 26 26 26 26 31 2/10 46129
le450 25d 450 26 27 26 26 26 26 31 10/10 33419
wap01a 2368 42 46 42 42 42 42 46 2/10 1891
wap02a 2464 41 44 41 41 41 41 47 8/10 1657
wap03a 4730 44 50 45 45 45 44 51 2/10 5522
wap04a 5231 43 - 44 44 44 43 51 6/10 2376
wap05a 905 50 - 50 50 50 50 50 10/10 417
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Table 5
Comparative results of TensCol with state-of-the-art algorithms on the 73 bench-
mark ECP instances (2/2). Numbers in bold indicate that the best result kbest found
by the algorithm is equal to the overall best-known result k∗ in the literature. A
star in column kbest for TensCol indicates that a new best coloring of the ECP has
been found.
TabuEqCol BITS FISA HTS MAECP TensCol
Instance |V | k∗ kbest kbest kbest kbest kbest kbest SR t(s)
wap06a 947 41 - 41 41 41 41 45 8/10 413
wap07a 1809 42 - 43 43 42 42 49 10/10 995
wap08a 1870 42 - 43 43 42 42 47 2/10 1171
flat300 28.0 300 32 36 34 32 33 32 32 10/10 1583
flat1000 50.0 1000 92 - 101 94 92 93 92 7/10 5566
flat1000 60.0 1000 93 - 101 94 94 93 92* 10/10 5905
flat1000 76.0 1000 93 112 102 94 93 93 91* 3/10 53553
latin square 10 900 103 130 113 104 107 103 103 8/10 37233
102* 1/10 14484
C2000.5 2000 183 - 201 183 188 183 172* 8/10 111884
C2000.9 2000 468 - 502 493 501 468 431* 4/10 109243
mulsol.i.1 197 49 50 49 49 49 49 49 10/10 301
mulsol.i.2 188 36 48 36 36 36 36 36 3/10 2877
fpsol2.i.1 496 65 78 65 65 65 65 65 10/10 3033
fpsol2.i.2 451 47 60 47 47 47 47 47 10/10 1725
fpsol2.i.3 425 55 79 55 55 55 55 55 10/10 135
inithx.i.1 864 54 66 54 54 54 54 54 9/10 11620
inithx.i.2 645 35 93 36 36 35 35 35 10/10 3039
inithx.i.3 621 36 - 37 37 36 36 36 10/10 4943
zeroin.i.1 211 49 51 49 49 49 49 49 10/10 449
zeroin.i.2 211 36 51 36 36 36 36 36 10/10 66
zeroin.i.3 206 36 49 36 36 36 36 36 10/10 65
myciel6 95 7 7 7 7 7 7 7 10/10 5
myciel7 191 8 8 8 8 8 8 8 10/10 9
4 FullIns 3 114 7 - 7 7 7 7 7 10/10 10
4 FullIns 4 690 8 8 8 8 8 8 8 10/10 26
4 FullIns 5 4146 9 9 9 9 9 9 9 10/10 5191
1 Insertions 6 607 7 7 7 7 7 7 7 10/10 20
2 Insertions 5 597 6 6 6 6 6 6 6 10/10 17
3 Insertions 5 1406 9 6 6 6 6 6 6 10/10 641
school1 385 15 15 15 15 15 15 15 10/10 16
school1 nsh 352 14 14 14 14 14 14 14 8/10 1181
qg.order40 1600 40 40 40 40 40 40 40 10/10 44
qg.order60 3600 60 60 60 60 60 60 60 10/10 655
ash331GPIA 662 4 4 4 4 4 4 4 10/10 554
ash608GPIA 1216 4 4 4 4 4 4 4 9/10 749
ash958GPIA 1916 4 4 4 4 4 4 4 4/10 2819
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to the number of cut edges between partitions. For the k-partitioning variant
with a balancing constraint [1], the same additional equity fitness feq(Sd) of a
candidate solution Sd given by equation 3 for the ECP could be added to the
fitness function of the graph partitioning problem.
7 Conclusion
In this paper, we presented TensCol a new framework and a practical imple-
mentation on GPU devices to solve graph coloring problems. The originality
of our approach is to formulate the computation of a solution as a weight
tensor optimization problem which is solved by first order gradient descent.
This framework is inspired from new techniques used in machine learning to
optimize neural networks with hard threshold units.
We applied this general framework to solve the well-known and challenging
graph coloring problem and the related equitable coloring problem. The results
of extensive experimental evaluations on popular DIMACS and COLOR02
challenge benchmark graphs showed that TensCol competes well with the
best algorithms for both problems with an unified approach. Overall, even if
TensCol does not find new record results for the GCP (this rarely happened
since 2012), it provides good results in particular for large geometric graphs
(such as R1000.5.col or latin square 10.col) which are particularly difficult to
solve by the best performing memetic algorithms. For the ECP, our method
discovered 8 improved best results (new upper bounds) for large geometric
graphs and random graphs and several improvements are very important in
terms of number of colors used.
For future work, it would be interesting to apply the proposed approach to
solve other graph problems including those mentioned in the previous discus-
sion section. Furthermore, this work opens up two avenues for further research.
A first perspective is to improve the optimization process of the learned weight
tensor by using more sophisticated methods such as second order gradient
descent with Hessian tensor, adaptive learning rate or momentum [4,29]. A
second perspective could be to replace the weight tensor that handles the gen-
erative model of candidate solutions by a product of tensors or even a deep
generative neural network [2] in order to learn more complex dependencies
between the group assignments.
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