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Abstract
Recent studies revealed that reading compre-
hension (RC) systems learn to exploit an-
notation artifacts and other biases in current
datasets. This allows systems to “cheat” by
employing simple heuristics to answer ques-
tions, e.g. by relying on semantic type con-
sistency. This means that current datasets are
not well-suited to evaluate RC systems. To ad-
dress this issue, we introduce RC-QED, a new
RC task that requires giving not only the cor-
rect answer to a question, but also the reason-
ing employed for arriving at this answer. For
this, we release a large benchmark dataset con-
sisting of 12,000 answers and corresponding
reasoning in form of natural language deriva-
tions. Experiments show that our benchmark
is robust to simple heuristics and challeng-
ing for state-of-the-art neural path ranking ap-
proaches. Our corpus of reasoning annota-
tions and the baseline systems will be avail-
able at https://naoya-i.github.io/
rc-qed/.
1 Introduction
Reading comprehension (RC) has become a key
benchmark for natural language understanding
(NLU) systems and a large number of datasets are
now available (Welbl et al., 2018; Kocˇisky´ et al.,
2018; Yang et al., 2018b, i.a.). However, these
datasets suffer from annotation artifacts and other
biases, which allow systems to “cheat”: Instead
of learning to read texts, systems learn to exploit
these biases and find answers via simple heuris-
tics, such as looking for an entity with a matching
semantic type (Sugawara et al., 2018; Mudrakarta
et al., 2018). To give another example, many RC
datasets contain a large number of “easy” prob-
lems that can be solved by looking at the first few
words of the question Sugawara et al. (2018). In
order to provide a reliable measure of progress, an
Article	1:
[s1] ``Barracuda'' was released
from the American band Heart.
[s2] The song is the most popular
in their album Little Queen,
which is recorded one million
album sales.
Derivations
(Natural	Language)
Supporting	Documents
Answer
Q: Which record company released the song Barracuda?
In
pu
t
O
ut
pu
t Step 1) Barracudawas on Little Queen.
Step 2) Little Queen
was released by
Portrait Records.
Barracuda was released by Portrait Records.
Article	2:
[s3] Little Queen is the
second album released by
the rock band Heart.
[s4] It was released in May
1977 on Portrait Records
and named after a large,
predatory ray-finned fish.
Figure 1: Overview of the proposed RC-QED task.
Given a question and supporting documents, a system
is required to give an answer and its derivation steps.
RC dataset thus needs to be robust to such simple
heuristics.
Towards this goal, two important directions
have been investigated. One direction is to im-
prove the dataset itself, for example, so that it
requires an RC system to perform multi-hop in-
ferences (Welbl et al., 2018) or to generate an-
swers (Kocˇisky´ et al., 2018). Another direction is
to request a system to output additional informa-
tion about answers. Yang et al. (2018b) propose
HotpotQA, an “explainable” multi-hop Question
Answering (QA) task that requires a system to
identify a set of sentences containing supporting
evidence for the given answer. We follow the foot-
steps of Yang et al. (2018b) and explore an ex-
plainable multi-hop QA task.
In the community, two important types of ex-
planations have been explored so far (Yang et al.,
2018a): (i) introspective explanation (how a de-
cision is made), and (ii) justification explanation
(collections of evidences to support the decision).
In this sense, supporting facts in HotpotQA can
be categorized as justification explanations. The
advantage of using justification explanations as
benchmark is that the task can be reduced to a stan-
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dard classification task, which enables us to adopt
standard evaluation metrics (e.g. a classification
accuracy). However, this task setting does not
evaluate a machine’s ability to (i) extract relevant
information from justification sentences and (ii)
synthesize them to form coherent logical reason-
ing steps, which are equally important for NLU.
To address this issue, we propose RC-QED,1
an RC task that requires not only the answer to a
question, but also an introspective explanation in
the form of a natural language derivation (NLD).
For example, given the question “Which record
company released the song Barracuda?” and sup-
porting documents shown in Figure 1, a system
needs to give the answer “Portrait Records” and
to provide the following NLD: 1.) Barracuda is
on Little Queen, and 2.) Little Queen was released
by Portrait Records.
The main difference between our work and Hot-
potQA is that they identify a set of sentences
{s2, s4}, while RC-QED requires a system to gen-
erate its derivations in a correct order. This gener-
ation task enables us to measure a machine’s log-
ical reasoning ability mentioned above. Due to its
subjective nature of the natural language deriva-
tion task, we evaluate the correctness of deriva-
tions generated by a system with multiple refer-
ence answers. Our contributions can be summa-
rized as follows:
• We create a large corpus consisting of
12,000 QA pairs and natural language deriva-
tions. The developed crowdsourcing anno-
tation framework can be used for annotating
other QA datasets with derivations.
• Through an experiment using two baseline
models, we highlight several challenges of
RC-QED.
• We will make the corpus of reasoning
annotations and the baseline system pub-
licly available at https://naoya-i.
github.io/rc-qed/.
2 Task formulation: RC-QED
2.1 Input, output, and evaluation metrics
We formally define RC-QED as follows:
• Given: (i) a question Q, and (ii) a set S of
supporting documents relevant to Q;
1Named after the Latin “quod erat demonstrandum
(Q.E.D.)” indicating the completion of a mathematical proof.
• Find: (i) answerability s ∈ {Answerable,
Unanswerable}, (ii) an answer a, and (iii) a
sequence R of derivation steps.
We evaluate each prediction with the following
evaluation metrics:
• Answerability: Correctness of model’s deci-
sion on answerability (i.e. binary classifica-
tion task) evaluated by Precision/Recall/F1.
• Answer precision: Correctness of predicted
answers (for Answerable predictions only).
We follow the standard practice of RC com-
munity for evaluation (e.g. an accuracy in the
case of multiple choice QA).
• Derivation precision: Correctness of gen-
erated NLDs evaluated by ROUGE-L (Lin,
2004) (RG-L) and BLEU-4 (BL-4) (Papineni
et al., 2002). We follow the standard prac-
tice of evaluation for natural language gener-
ation (Kocˇisky´ et al., 2018). Derivation steps
might be subjective, so we resort to multiple
reference answers.
2.2 RC-QEDE
This paper instantiates RC-QED by employ-
ing multiple choice, entity-based multi-hop
QA (Welbl et al., 2018) as a testbed (henceforth,
RC-QEDE). In entity-based multi-hop QA, ma-
chines need to combine relational facts between
entities to derive an answer. For example, in Fig-
ure 1, understanding the facts about Barracuda,
Little Queen, and Portrait Records stated in each
article is required. This design choice restricts a
problem domain, but it provides interesting chal-
lenges as discussed in Section 5.2. In addition,
such entity-based chaining is known to account for
the majority of reasoning types required for multi-
hop reasoning (Yang et al., 2018b).
More formally, given (i) a question Q =
(r, q) represented by a binary relation r and
an entity q (question entity), (ii) relevant ar-
ticles S, and (iii) a set C of candidate enti-
ties, systems are required to output (i) an an-
swerability s ∈ {Answerable,Unanswerable},
(ii) an entity e ∈ C (answer entity) that
(q, r, e) holds, and (iii) a sequence R of deriva-
tion steps as to why e is believed to be an
answer. We define derivation steps as an m
chain of relational facts to derive an answer,
i.e. (q, r1, e1), (e1, r2, e2), ..., (em−1, rm−1, em),
Figure 2: Crowdsourcing interface: judgement task.
(em, rm, em+1)). Although we restrict the form
of knowledge to entity relations, we use a natural
language form to represent ri rather than a closed
vocabulary (see Figure 1 for an example).
3 Data collection for RC-QEDE
3.1 Crowdsourcing interface
To acquire a large-scale corpus of NLDs, we use
crowdsourcing (CS). Although CS is a powerful
tool for large-scale dataset creation (Yang et al.,
2018b; Camburu et al., 2018, etc.), quality con-
trol for complex tasks is still challenging. We thus
carefully design an incentive structure for crowd-
workers, following Yang et al. (2018b).
Initially, we provide crowdworkers with an in-
struction with example annotations, where we em-
phasize that they judge the truth of statements
solely based on given articles, not based on their
own knowledge.
Judgement task (Figure 2). Given a statement
and articles, workers are asked to judge whether
the statement can be derived from the articles at
three grades: True, Likely (i.e. Answerable), or
Unsure (i.e. Unanswerable). If a worker selects
Unsure, we ask workers to tell us why they are
unsure from two choices (“Not stated in the arti-
cle” or “Other”).
Figure 3: Crowdsourcing interface: derivation task.
Derivation task (Figure 3). If a worker selects
True or Likely in the judgement task, we first ask
which sentences in the given articles are justifica-
tion explanations for a given statement, similarly
to HotpotQA (Yang et al., 2018b). The “sum-
mary” text boxes (i.e. NLDs) are then initialized
with these selected sentences. We give a ¢6 bonus
to those workers who select True or Likely.
To encourage an abstraction of selected sen-
tences, we also introduce a gamification scheme to
give a bonus to those who provide shorter NLDs.
Specifically, we probabilistically give another ¢14
bonus to workers according to a score they gain.
The score is always shown on top of the screen,
and changes according to the length of NLDs they
write in real time. To discourage noisy annota-
tions, we also warn crowdworkers that their work
would be rejected for noisy submissions. We pe-
riodically run simple filtering to exclude noisy
crowdworkers (e.g. workers who give more than
50 submissions with the same answers).
We deployed the task on Amazon Mechani-
cal Turk (AMT). To see how reasoning varies
across workers, we hire 3 crowdworkers per one
instance. We hire reliable crowdworkers with ≥
5, 000 HITs experiences and an approval rate of≥
# steps # responses # tokens a Example of worker responses for NLDs
1 4,468 12.0 51.3 Statement: David e. evans’s occupation is Mathematician
Step 1) David E. Evans is a professor of mathematics.
2 15,158 23.4 49.1 Statement: Courtland bullard is educated at Ohio state university
Step 1) Courtland Bullard played college football for the Ohio State
Buckeyes
Step 2) The Ohio State Buckeyes are the athletic teams that represent
The Ohio State University
3 9,054 37.6 49.6 Statement: Pallene is located in Chalkidiki
Step 1) Pallene has five cities including Scione
Step 2) Scione was on the southern coast east of the modern town of
Nea Skioni
Step 3) Nea Skioni is a village in Chalkidiki
Unsure 7,320 - - -
Table 1: Distribution of worker responses and example responses of NLDs.
99.0%, and pay ¢20 as a reward per instance.
Our data collection pipeline is expected to be
applicable to other types of QAs other than entity-
based multi-hop QA without any significant exten-
sions, because the interface is not specifically de-
signed for entity-centric reasoning.
3.2 Dataset
Our study uses WikiHop (Welbl et al., 2018), as
it is an entity-based multi-hop QA dataset and
has been actively used.2 We randomly sampled
10,000 instances from 43,738 training instances
and 2,000 instances from 5,129 validation in-
stances (i.e. 36,000 annotation tasks were pub-
lished on AMT). We manually converted struc-
tured WikiHop question-answer pairs (e.g. locate-
dIn(Macchu Picchu, Peru)) into natural language
statements (Macchu Picchu is located in Peru) us-
ing a simple conversion dictionary.
We use supporting documents provided by Wik-
iHop. WikiHop collects supporting documents by
finding Wikipedia articles that bridges a question
entity ei and an answer entity ej , where the link
between articles is given by a hyperlink.
3.3 Results
Table 1 shows the statistics of responses and ex-
ample annotations. Table 1 also shows the ab-
stractiveness of annotated NLDs (a), namely the
number of tokens in an NLD divided by the num-
ber of tokens in its corresponding justification sen-
tences. This indicates that annotated NLDs are in-
deed summarized. See Table 9 in Appendix and
Supplementary Material for more results.
2https://qangaroo.cs.ucl.ac.uk/. The
leaderboard has 21 submissions, as of October 10th, 2019.
# steps Derivability
Reachability Step 1 Step 2 Step 3
1 3.0 3.8 - -
2 2.8 3.8 3.7 -
3 2.3 3.9 3.8 3.8
Table 2: Ratings of annotated NLDs by human judges.
Quality To evaluate the quality of annotation re-
sults, we publish another CS task on AMT.3 We
randomly sample 300 True and Likely responses
in this evaluation. Given NLDs and a statement,
3 crowdworkers are asked if the NLDs can lead to
the statement at four scale levels. If the answer is
4 or 3 (“yes” or “likely”), we additionally asked
whether each derivation step can be derived from
each supporting document; otherwise we asked
them the reasons. For a fair evaluation, we encour-
age crowdworkers to annotate given NLDs with a
lower score by stating that we give a bonus if they
found a flaw of reasoning on the CS interface.
The evaluation results shown in Table 2 indi-
cate that the annotated NLDs are of high quality
(Reachability), and each NLD is properly derived
from supporting documents (Derivability).4
On the other hand, we found the quality of
3-step NLDs is relatively lower than the others.
Crowdworkers found that 45.3% of 294 (out of
900) 3-step NLDs has missing steps to derive a
statement. Let us consider this example: for an-
notated NLDs “[1] Kouvola is located in Helsinki.
[2] Helsinki is in the region of Uusimaa. [3] Uusi-
maa borders the regions Southwest Finland, Ky-
3For reliability, we targeted crowdworkers with≥ 10, 000
HITs experiences and an approval rate of ≥ 99%.
4We obtained a Krippendorff’s α of 0.300 for crowdwork-
ers’ judgements, which indicates a fair agreement (Krippen-
dorff, 2004).
menlaakso and some others.” and for the state-
ment “Kouvola is located in Kymenlaakso”, one
worker pointed out the missing step “Uusimaa is
in Kymenlaakso.”. We speculate that greater steps
of reasoning make it difficult for crowdworkers
to check the correctness of derivations during the
writing task.
Agreement For agreement on the number of
NLDs, we obtained a Krippendorff’s α of 0.223,
indicating a fair agreement (Krippendorff, 2004).
Our manual inspection of the 10 worst disagree-
ments revealed that majority (7/10) come from
UNSURE v.s. non-UNSURE. It also revealed
that crowdworkers who labeled non-UNSURE are
reliable—6 out 7 non-UNSURE annotations can be
judged as correct. This partially confirms the ef-
fectiveness of our incentive structure.
4 Baseline RC-QEDE model
To highlight the challenges and nature of RC-
QEDE, we create a simple, transparent, and inter-
pretable baseline model.
Recent studies on knowledge graph completion
(KGC) explore compositional inferences to com-
bat with the sparsity of knowledge bases (Lao
et al., 2011; Guu et al., 2015; Das et al., 2017,
etc.). Given a query triplet (h, r, t) (e.g. (Mac-
chu Picchu, locatedIn, Peru)), a path ranking-
based approach for KGC explicitly samples paths
between h and t in a knowledge base (e.g.
Macchu Picchu—locatedIn—Andes Mountain—
countryOf—Peru), and construct a feature vector
of these paths. This feature vector is then used
to calculate the compatibility between the query
triplet and the sampled paths.
RC-QEDE can be naturally solved by path
ranking-based KGC (PRKGC), where the query
triplet and the sampled paths correspond to a ques-
tion and derivation steps, respectively. PRKGC
meets our purposes because of its glassboxness:
we can trace the derivation steps of the model eas-
ily.
4.1 Knowledge graph construction
Given supporting documents S, we build a knowl-
edge graph. We first apply a coreference re-
solver5 to S and then create a directed graph
G(S). Therein, each node represents named en-
tities (NEs) in S, and each edge represents textual
5We use https://github.com/huggingface/
neuralcoref in our experiments.
was released from
is the most popular
in their album
releasedBy?Barracuda
is the second album
released by
was released
 in May 1977 onLittleQueen
Portrait
Records
American
band Heart
Figure 4: Overview of the PRKGC model, ex-
emplifying calculation of P (releasedBy|Barracuda,
PortraitRecords) with G(S) constructed from Fig-
ure 1. Each node represents named entities in support-
ing documents S, and each edge represents textual re-
lations extracted from S.
relations between NEs extracted from S. Figure 4
illustrates an example of G(S) constructed from
supporting documents in Figure 1.
4.2 Path ranking-based KGC (PRKGC)
Given a question Q = (q, r) and a candidate en-
tity ci, we estimate the plausibility of (q, r, ci) as
follows:
P (r|q, ci) = σ(MLP(q, r, ci,pi(q, ci))), (1)
where σ is a sigmoid function, and
q, r, ci,pi(q, ci) are vector representations of
q, r, ci and a set pi(q, ci) of shortest paths between
q and ci on G(S). MLP(·, ·) denotes a multi-layer
perceptron. To encode entities into vectors q, ci,
we use Long-Short Term Memory (LSTM) and
take its last hidden state. For example, in Figure 4,
q = Barracuda and ci = Portrait Records yield
pi(q, ci) = {Barracuda—is the most popular in
their album—Little Queen—was released in May
1977 on—Portrait Records, Barracuda—was
released from American band Heart—is the
second album released by:-1—Little Queen—was
released in May 1977 on—Portrait Records}.
To obtain path representations pi(q, ci), we
attentively aggregate individual path represen-
tations: pi(q, ci) =
∑
j αjpij(q, ci), where αj
is an attention for the j-th path. The atten-
tion values are calculated as follows: αj =
exp(sc(q, r, ci, pij))/
∑
k exp(sc(q, r, ci, pik)),
where sc(q, r, ci, pij) = MLP(q, r, ci,pij).
To obtain individual path representations pij ,
we follow Toutanova et al. (2015). We use a
Bi-LSTM (Schuster and Paliwal, 1997) with
mean pooling over timestep in order to encourage
similar paths to have similar path representations.
For the testing phase, we choose a candidate en-
tity ci with the maximum probability P (r|q, ci) as
an answer entity, and choose a path pij with the
maximum attention value αj as NLDs. To gen-
erate NLDs, we simply traverse the path from q
to ci and subsequently concatenate all entities and
textual relations as one string. We output Unan-
swerable when (i) maxci∈C P (r|q, ci) < k or
(ii) G(S) has no path between q and all ci ∈ C.
4.3 Training
Let K+ be a set of question-answer pairs, where
each instance consists of a triplet (a query entity
qi, a relation ri, an answer entity ai). Similarly,
let K− be a set of question-non-answer pairs. We
minimize the following binary cross-entropy loss:
Lq = −
∑
(qi,ri,ai)∈K+
logP (ri|qi, ai)
−
∑
(qi,ri,aˆi)∈K−
log(1− P (ri|qi, aˆi))(2)
From the NLD point of view, this is unsuper-
vised training. The model is expected to learn the
score function sc(·) to give higher scores to paths
(i.e. NLD steps) that are useful for discriminating
correct answers from wrong answers by its own.
Highly scored NLDs might be useful for answer
classification, but these are not guaranteed to be
interpretable to humans.
Semi-supervising derivations To address the
above issue, we resort to gold-standard NLDs to
guide the path scoring function sc(·). Let D be
question-answer pairs coupled with gold-standard
NLDs, namely a binary vector pi, where the j-th
value represents whether j-th path corresponds to
a gold-standard NLD (1) or not (0). We apply the
following cross-entropy loss to the path attention:
Ld = −
∑
(qi,ri,ai,pi)∈D
∑
pij∈pi(qi,ai)
pi,j logαj (3)
5 Experiments
5.1 Settings
Dataset We aggregated crowdsourced annota-
tions obtained in Section 3. As a preprocess-
ing, we converted the NLD annotation to Unsure
if the derivation contains the phrase needs to be
mentioned. This is due to the fact that annota-
tors misunderstand our instruction. When at least
one crowdworker state that a statement is Unsure,
Answerability # steps # instances (train/dev)
Unanswerable - 5,431 (4,770/661)
Answerable
1 469 (432/37)
2 4,577 (3,704/873)
3 1,495 (1,066/429)
Total 11,972 (9,972/2,000)
Table 3: Statistics of dataset after aggregation.
then we set the answerability to Unanswerable
and discard NLD annotations. Otherwise, we em-
ploy all NLD annotations from workers as mul-
tiple reference NLDs. The statistics is shown in
Table 3.
Regarding K+,K−, we extracted 867,936 in-
stances from the training set of WikiHop (Welbl
et al., 2018). We reserve 10% of these instances as
a validation set to find the best model. For D, we
used Answerable questions in the training set. To
create supervision of path (i.e. pi), we selected the
path that is most similar to all NLD annotations in
terms of ROUGE-L F1.
Hyperparameters We used 100-dimensional
vectors for entities, relations, and textual rela-
tion representations. We initialize these repre-
sentations with 100-dimensional Glove Embed-
dings (Pennington et al., 2014) and fine-tuned
them during training. We retain only top-100,000
frequent words as a model vocabulary. We used
Bi-LSTM with 50 dimensional hidden state as a
textual relation encoder, and an LSTM with 100-
dimensional hidden state as an entity encoder.
We used the Adam optimizer (default parame-
ters) (Kingma et al., 2014) with a batch size of 32.
We set the answerability threshold k = 0.5.
Baseline To check the integrity of the PRKGC
model, we created a simple baseline model (short-
est path model). It outputs a candidate entity with
the shortest path length from a query entity on
G(S) as an answer.6 Similarly to the PRKGC
model, it traverses the path to generate NLDs. It
outputs Unanswerable if (i) a query entity is not
reachable to any candidate entities on G(S) or (ii)
the shortest path length is more than 3.
5.2 Results and discussion
As shown in Table 4, the PRKGC models learned
to reason over more than simple shortest paths.
Yet, the PRKGC model do not give considerably
6When there are multiple entities with the shortest length,
we choose one of them randomly.
Model Answerability # Answerable Answer Prec. Derivation Prec.
Macro P/R/F RG-L (P/R/F) BL-4
Shortest Path 54.8/55.5/53.2 976 3.6 56.7/38.5/41.5 31.3
PRKGC 52.6/51.5/50.7 1,021 45.2 40.7/60.7/44.7 30.9
PRKGC+NS 53.6/54.1/52.1 980 45.4 42.2/61.6/46.1 33.4
Table 4: Performance of RC-QEDE of our baseline models (see Section 2.1 for further details of each evaluation
metrics). “NS” indicates the use of annotated NLDs as supervision (i.e. using Ld during training).
# gold NLD steps Answer Prec. Derivation Prec.
1 79.2 38.4
2 64.4 48.6
3 62.3 41.3
Table 5: Performance breakdown of the PRKGC+NS
model. Derivation Precision denotes ROUGE-L F1 of
generated NLDs.
good results, which indicates the non-triviality
of RC-QEDE. Although the PRKGC model do
not receive supervision about human-generated
NLDs, paths with the maximum score match
human-generated NLDs to some extent.
Supervising path attentions (the PRKGC+NS
model) is indeed effective for improving the hu-
man interpretability of generated NLDs. It also
improves the generalization ability of question an-
swering. We speculate that Ld functions as a reg-
ularizer, which helps models to learn reasoning
that helpful beyond training data. This observa-
tion is consistent with previous work where an ev-
idence selection task is learned jointly with a main
task (Guu et al., 2015; Yang et al., 2018b,a).
As shown in Table 5, as the required deriva-
tion step increases, the PRKGC+NS model suf-
fers from predicting answer entities and generat-
ing correct NLDs. This indicates that the chal-
lenge of RC-QEDE is in how to extract relevant
information from supporting documents and syn-
thesize these multiple facts to derive an answer.
To obtain further insights, we manually ana-
lyzed generated NLDs. Table 6 (a) illustrates
a positive example, where the model identifies
that altudoceras belongs to pseudogastriocerati-
nae, and that pseudogastrioceratinae is a sub-
family of paragastrioceratidae. Some supporting
sentences are already similar to human-generated
NLDs, thus simply extracting textual relations
works well for some problems.
On the other hand, typical derivation error is
from non-human readable textual relations. In (b),
the model states that bumped has a relationship of
“,” with hands up, which is originally extracted
from one of supporting sentences It contains the
UK Top 60 singles “Bumped”, “Hands Up (4
Lovers)” and .... This provides a useful clue for
answer prediction, but is not suitable as a deriva-
tion. One may address this issue by incorporating,
for example, a relation extractor or a paraphrasing
mechanism using recent advances of conditional
language models (Devlin et al., 2019, etc.).
QA performance. To check the integrity of our
baseline models, we compare our baseline models
with existing neural models tailored for QA under
the pure WikiHop setting (i.e. evaluation with only
an accuracy of predicted answers). Note that these
existing models do not output derivations. We thus
cannot make a direct comparison, so it servers as
a reference purpose. Because WikiHop has no an-
swerability task, we enforced the PRKGC model
to always output answers.7 As shown in Table 7,
the PRKGC models achieve a comparable perfor-
mance to other sophisticated neural models.
6 Related work
RC datasets with explanations There exists
few RC datasets annotated with explanations (Ta-
ble 8). The most similar work to ours is Sci-
ence QA dataset (Jansen et al., 2016, 2018; Jansen,
2018), which provides a small set of NLDs an-
notated for analysis purposes. By developing the
scalable crowdsourcing framework, our work pro-
vides one order-of-magnitude larger NLDs which
can be used as a benchmark more reliably. In ad-
dition, it provides the community with new types
of challenges not included in HotpotQA.
Analysis of RC models and datasets There is a
large body of work on analyzing the nature of RC
datasets, motivated by the question to what degree
RC models understand natural language (Sug-
awara et al., 2018; Mudrakarta et al., 2018, etc.).
7We set k = 0.0 and even if no path is found in G(S),
we chose an entity ci with maximum probability P (r|q, ci).
ID Model’s NLDs + predicted answer Example reference NLDs (from crowdsourcing)
(a) Step 1) altudoceras is a genus belonging to the pseudogas-
trioceratinae.
Step 2) pseudogastrioceratinae is one of two subfamilies of
the paragastrioceratidae.
Prediction: parent taxon(altudoceras, paragastriocerati-
dae)
Step 1) altudoceras is belongs to the pseudogastrioceratinae
Step 2) pseudogastrioceratinae is a subfamily of paragastri-
oceratidae
(b) Step 1) bumped ” , ” hands up.
Prediction: followed by(bumped, hands up)
Step 1) bumped is a first single off their album sex and travel
Step 2) sex and travel contains the uk top 60 singles hands
up
Table 6: Example of PRKGC model’s derivation steps and answer prediction. For readability, entities are high-
lighted as blue (best viewed in color).
Model Accuracy
PRKGC (our work) 51.4
PRKGC+NS (our work) 52.7
BiDAF (Welbl et al., 2018) 42.1
CorefGRU (Dhingra et al., 2018) 56.0
MHPGM+NOIC (Bauer et al., 2018) 58.2
EntityGCN (De Cao et al., 2019) 65.3
CFC (Zhong et al., 2019) 66.4
Table 7: Accuracy of our baseline models and previ-
ous work on WikiHop (Welbl et al., 2018)’s develop-
ment set. Note that our baseline models are explain-
able, whereas the others are not. “NS” indicates the
use of annotated NLDs as supervision. Accuracies of
existing models are taken from the papers.
Several studies suggest that current RC datasets
have unintended bias, which enables RC systems
to rely on a cheap heuristics to answer questions.
For instance, Sugawara et al. (2018) show that
some of these RC datasets contain a large number
of “easy” questions that can be solved by a cheap
heuristics (e.g. by looking at a first few tokens of
questions). Responding to their findings, we take
a step further and explore the new task of RC that
requires RC systems to give introspective explana-
tions as well as answers. In addition, recent stud-
ies show that current RC models and NLP models
are vulnerable to adversarial examples (Ettinger
et al., 2017; Jia and Liang, 2017; Farag et al., 2018,
etc.). Explicit modeling of NLDs is expected to
reguralize RC models, which could prevent RC
models’ strong dependence on unintended bias in
training data (e.g. annotation artifact) (Bao et al.,
2018; Camburu et al., 2018; Yang et al., 2018b,a),
as partially confirmed in Section 5.2.
Other NLP corpora annotated with explana-
tions There are existing NLP tasks that re-
quire models to output explanations (Table 8).
FEVER (Thorne and Vlachos, 2018) requires a
Task/Dataset Explanations Size
JS. IN.
ScienceQA (Jansen et al., 2016) X 363
HotpotQA (Yang et al., 2018b) X 112K
CoS-E (Rajani et al., 2019) X 19K
Our work X X 12K
FEVER (fact checking)
(Thorne and Vlachos, 2018)
X 185K
Claim matching
(Boltuzˇic´ and Sˇnajder, 2016)
X 125
Argument analysis
(Becker et al., 2017)
X 464
ARC (warrant classification)
(Habernal et al., 2018a)
X 1.9K
e-SNLI (textual entailment)
(Camburu et al., 2018)
X 570K
Table 8: Comparison to other corpora annotated with
justification (JS.) or introspective explanations (IN.).
system to judge the “factness” of a claim as well
as to identify justification sentences. As discussed
earlier, we take a step further from justification ex-
planations to provide new challenges for NLU.
Several datasets are annotated with introspec-
tive explanations, ranging from textual entail-
ments (Camburu et al., 2018) to argumentative
texts (Boltuzˇic´ and Sˇnajder, 2016; Becker et al.,
2017; Habernal et al., 2018b). All these datasets
offer the classification task of single sentences or
sentence pairs. The uniqueness of our dataset is
that it measures a machine’s ability to extract rel-
evant information from a set of documents and to
build coherent logical reasoning steps.
7 Conclusions
Towards RC models that can perform correct rea-
soning, we have proposed RC-QED that requires
a system to output its introspective explanations,
as well as answers. Instantiating RC-QED with
entity-based multi-hop QA (RC-QEDE), we have
created a large-scale corpus of NLDs. The devel-
oped crowdsourcing annotation framework can be
used for annotating other QA datasets with deriva-
tions. Our experiments using two simple base-
line models have demonstrated that RC-QEDE is
a non-trivial task, and that it indeed provides a
challenging task of extracting and synthesizing
relevant facts from supporting documents. We
will make the corpus of reasoning annotations and
baseline systems publicly available at https:
//naoya-i.github.io/rc-qed/.
One immediate future work is to expand the
annotation to non-entity-based multi-hop QA
datasets such as HotpotQA (Yang et al., 2018b).
For modeling, we plan to incorporate a genera-
tive mechanism based on recent advances in con-
ditional language modeling.
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A Example annotations
Table 9 shows examples of crowdsourced annota-
tions.
ID WH train 37691
Statement Pirsaat’s mouth of the watercourse is Caspian sea
Supporting Doc. 1 The Pirsaat ( Azerbaijani : Pirsaatay ) is a river in Azerbaijan which flows through Ismailli ,
Shamakhi and Salyan Rayons . Length - 199 km , basin area - 2,280 km2 . The river is fed by
snow , rain and groundwater . Its largest tributary is Zoghalava . On the right bank of the river
there is Chukhuryurd village inhabited by molokans . The medieval Pirsaatchay Khanagah is at the
Salyan portion of the river .
Supporting Doc. 2 Azerbaijan, officially the Republic of Azerbaijan, is a country in the South Caucasus region, situated
at the crossroads of Southwest Asia and Southeastern Europe. It is bounded by the Caspian Sea to
the east, Russia to the north, Georgia to the northwest, Armenia to the west and Iran to the south.
The exclave of Nakhchivan is bounded by Armenia to the north and east, Iran to the south and west,
while having an 8km border with Turkey in the north west.
Judgement Likely (qualified guess)
Step 1) Justification The Pirsaat ( Azerbaijani : Pirsaatay ) is a river in Azerbaijan which flows through Ismailli ,
Shamakhi and Salyan Rayons .
Step 1) Derivation The Pirsaat is a river in Azerbaijan.
Step 2) Justification It is bounded by the Caspian Sea to the east, Russia to the north, Georgia to the northwest, Armenia
to the west and Iran to the south.
Step 2) Derivation Azerbaijan is bounded by the Caspian Sea to the east.
ID WH train 27024
Statement Byo split series volume ii is released by Byo records
Supporting Doc. 1 BYO Split Series Volume II is the second album in the BYO Split Series , featuring Swingin ’ Utters
and Youth Brigade .
Supporting Doc. 2 The BYO Split Series is a series of albums put out by BYO Records. Each album is a split album
which features two bands, with each band doing a cover of the other bands music on the album. The
series started in 1999, and so far contains 5 releases.
Judgement True (bet)
Step 1) Justification BYO Split Series Volume II is the second album in the BYO Split Series , featuring Swingin ’ Utters
and Youth Brigade .
Step 1) Derivation BYO Split Series Volume II is in the BYO Split Series.
Step 2) Justification The BYO Split Series is a series of albums put out by BYO Records.
Step 2) Derivation The BYO Split Series is put out by BYO Records.
ID WH train 32071
Statement Grigorovich di-3 is a subclass of Military aircraft
Supporting Doc. 1 Grigorovich DI - 3 ( Russian : - 3 ) , ( Dvukhmyestnyi Istrebitel - two - seat fighter ) , was
a prototype two - seat fighter developed in the Soviet Union in the 1930s . It was intended to
be a long - range escort fighter developed from the DI - 2 with improved range and performance
comparable to single - seat fighter aircraft of the time . DI - 3 was a single - bay biplane of mixed
construction with a twin - rudder tailplane of variable incidence . Although initial tests demonstrated
flight characteristics comparable to Polikarpov I - 5 , the addition of armament and operational
equipment caused significant degradation in performance and DI - 3 did not enter mass production
. The prototype was subsequently fitted with an enclosed cockpit and used as a VIP transport .
Supporting Doc. 2 The Polikarpov I-5 was a single-seat biplane which became the primary Soviet fighter between its
introduction in 1931 through 1936, after which it became the standard advanced trainer. Following
Operation Barbarossa, which destroyed much of the Soviet Air Forces (VVS), surviving I-5s were
equipped with four machine guns and bomb racks and pressed into service as light ground-attack
aircraft and night bombers in 1941. They were retired in early 1942 as Soviet aircraft production
began to recover and modern ground-attack aircraft like the Ilyushin Il-2 became available. A total
of 803 built (including 3 prototypes).
Supporting Doc. 3 The Ilyushin Il-2 (Cyrillic: ł ł-2) Sturmovik was a ground-attack aircraft (Cyrillic: , ’turmovk’)
produced by the Soviet Union in large numbers during the Second World War. With 36,183 units of
the Il-2 produced during the war, and in combination with its successor, the Ilyushin Il-10, a total
of 42,330 were built, making it the single most produced military aircraft design in aviation history,
as well as one of the most produced piloted aircraft in history along with the American postwar
civilian Cessna 172 and the Soviet Union’s own then-contemporary Polikarpov Po-2 ’Kukuruznik’
multipurpose biplane.
Judgement Likely (qualified guess)
Step 1) Justification Although initial tests demonstrated flight characteristics comparable to Polikarpov I - 5 , the addition
of armament and operational equipment caused significant degradation in performance and DI - 3
did not enter mass production .
Step 1) Derivation Grigorovich di-3 is comparable to Polikarpov I - 5
Step 2) Justification They were retired in early 1942 as Soviet aircraft production began to recover and modern ground-
attack aircraft like the Ilyushin Il-2 became available.
Step 2) Derivation Polikarpov I - 5 was retired and Ilyushin Il-2 became available
Step 3) Justification With 36,183 units of the Il-2 produced during the war, and in combination with its successor, the
Ilyushin Il-10, a total of 42,330 were built, making it the single most produced military aircraft
design in aviation history, as well as one of the most produced piloted aircraft in history along
with the American postwar civilian Cessna 172 and the Soviet Union’s own then-contemporary
Polikarpov Po-2 ’Kukuruznik’ multipurpose biplane.
Step 3) Derivation Ilyushin Il-2 successor the Ilyushin Il-10 is a military aircraft
Table 9: Example of annotation results of natural language derivations (NLDs).
