Abstract-In this paper, a novel discrete-time deterministic Q-learning algorithm is developed. In each iteration of the developed Q-learning algorithm, the iterative Q function is updated for all the state and control spaces, instead of updating for a single state and a single control in traditional Q-learning algorithm. A new convergence criterion is established to guarantee that the iterative Q function converges to the optimum, where the convergence criterion of the learning rates for traditional Q-learning algorithms is simplified. During the convergence analysis, the upper and lower bounds of the iterative Q function are analyzed to obtain the convergence criterion, instead of analyzing the iterative Q function itself. For convenience of analysis, the convergence properties for undiscounted case of the deterministic Q-learning algorithm are first developed. Then, considering the discounted factor, the convergence criterion for the discounted case is established. Neural networks are used to approximate the iterative Q function and compute the iterative control law, respectively, for facilitating the implementation of the deterministic Q-learning algorithm. Finally, simulation results and comparisons are given to illustrate the performance of the developed algorithm.
I. INTRODUCTION
A DAPTIVE dynamic programming (ADP), proposed by Werbos [1] , [2] , is a powerful brain-like self-learning optimal control scheme to solve the Hamilton-Jacobi-Bellman (HJB) equation of nonlinear systems forward-in-time [3] - [8] . Value and policy iteration algorithms are primary iterative ADP algorithms [9] - [12] , which are widely used to obtain the solution of the HJB equation indirectly [13] - [16] . In policy iteration algorithms, admissible control laws are necessary to initialize the algorithms. Policy iteration algorithms for optimal control of continuous-time systems were given in [17] - [21] . In [22] , a policy iteration algorithm for discrete-time nonlinear systems was developed. Value iteration algorithms for optimal control of discrete-time nonlinear systems were given in [23] - [25] . Value iteration algorithms are generally initialized by a "zero" value function [26] , [27] , which guarantees the convergence properties of the iterative value functions.
In [28] , according to the structures of the iteration functions, iterative ADP algorithms were classified into two main iterative learning algorithms, which were based on J-learning and Q-learning, respectively. In J-learning algorithms [28] , it requires to build a nonlinear model and perform ADP algorithms with it to derive an improved control policy. The iterative value function in J-learning algorithms (V function in brief [29] ) is the function of system states, which is implemented to approximate the solution of the HJB equation [30] - [33] . For J-learning algorithms of ADP, as the V function only describes the quality of the states, in order to derive the optimal control law, the system model and utility functions must be considered [29] . Hence, J-learning is also called model-based ADP algorithms [28] . In contrast, the Q function in Q-learning algorithms, proposed by Watkins et al. [34] , [35] , depends on both system states and controls, which means that it already includes the information about the system and the utility functions. Hence, it is easier to compute control policies from Q functions than V functions [29] . Thus, Q-learning is a typical data-based iterative ADP algorithm and is preferred to J-learning algorithms to obtain the optimal control, especially for unknown and model-free systems [28] , [29] , [35] . With these advantages, Q-learning becomes a key data-based optimal control algorithm for nonlinear systems and has attracted more and more attention [36] - [38] .
In [35] , Q-learning was viewed as asynchronous dynamic programming. In [10] and [39] , Q-learning was named as 2168-2267 c 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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action-dependent heuristic dynamic programming. In [40] , an adaptive Q-learning algorithm was proposed for making an optimal balance between exploration and exploitation in electricity market. In [41] , an effective Q-learning algorithm was proposed to solve optimal traffic signal control problem. In [42] , a distributed version of reinforcement Q-learning (QD-learning) algorithm for multiagent Markov decision processes (MDPs) was proposed to solve the optimal collaboration problems for sensor networks. In [43] , a time-based Q-learning algorithm was proposed to obtain optimal control in smart grid environments [44] - [46] . In [47] , a multiagent Q-learning-based optimal allocation approach was proposed to solve optimal water resource management problems. For previous Q-learning algorithms, the convergence properties of the iterative Q functions were typically based on the convergence proof in [35] . In [35] , the iterative Q function was updated under stochastic state and control data. Thus, the traditional Q-learning in [35] can be denoted as "stochastic Q-learning" algorithm. To guarantee the convergence of the iterative Q function in [35] , the learning rate sequence of the stochastic Q-learning algorithm is constrained to a special class of positive series, where the sum of the positive series is infinite and the corresponding quadratic sum is required to be finite (see [35, eq. (3) ]). Because of the strong constraints in the learning rate sequence, the convergence properties of the Q-learning algorithms are also constrained. In this paper, a novel discrete-time deterministic Q-learning algorithm is developed to solve the optimal control problem of discrete-time nonlinear systems. In the deterministic Q-learning algorithm, the iterative Q function in each iteration is updated by all the states and controls in their spaces, which is not necessary to arbitrarily choose the states and controls. A new convergence property analysis method for the deterministic Q-learning algorithm is developed. We emphasize that for the deterministic Q-learning algorithm, the iterative Q function will converge to the optimum with a mild constraint of learning rate sequence and the rigorous constraints in [35] can be simplified. First, the detailed iteration procedure of the deterministic Q-learning algorithm for discrete-time nonlinear systems is presented. Second, for the undiscounted case, the properties of the iterative Q function are analyzed. Next, considering the discounted factor, we will prove that the iterative Q function will converge to its optimum. Neural networks (NNs) are introduced to implement the developed Q-learning algorithm and simulation results will illustrate the effectiveness of the developed algorithm.
II. PROBLEM FORMULATION

A. System Descriptions
In this paper, we will study the following discrete-time deterministic nonlinear system:
where x k ∈ R n is the state vector and u k ∈ R m is the control vector. The system function F(x k , u k ) is Lipschitz continuous on a compact set x ⊂ R n containing the origin, and F(0, 0) = 0. Thus, the system state x k = 0 is the equilibrium of system (1) under the control u k = 0. Let x 0 be the initial state. Assume that there exits a feedback control u(
. . ) be a sequence of controls from k to ∞. The performance index function for every x 0 under the control sequence u 0 = (u 0 , u 1 , . . . ) is defined as
where the utility function U(x k , u k ) > 0, for x k , u k = 0, is chosen as a positive definite function. Let 0 < γ ≤ 1 be a discounted factor. The goal of this paper is to find an optimal control scheme which stabilizes system (1) and simultaneously minimizes the performance index function (2) . Define the control sequence set as
Then, for a control sequence u k ∈ U k , the optimal performance index function can be defined as
According to [34] and [35] , the optimal Q function satisfies the following optimality equation:
The optimal performance index function satisfies
The optimal control law u * (x k ) can be expressed as
We can see that if we want to obtain the optimal control law u * (x k ), we must obtain the optimal Q function Q * (x k , u k ). Generally, Q * (x k , u k ) is unknown before all the controls u k ∈ R m are considered. If we adopt the traditional dynamic programming method to obtain the optimal Q function backward-in-time, then we have to face the "curse of dimensionality" [48] . Furthermore, the optimal control is discussed in infinite horizon. This means the length of the control sequence is infinite, which makes the optimal control nearly impossible to obtain by the optimality equation (3) . To overcome this difficulty, a novel discrete-time Q-learning algorithm will developed to obtain the optimal control law iteratively.
B. Derivation of the Discrete-Time Deterministic Q-Learning Algorithm
In [34] and [35] , a traditional Q-learning algorithm was proposed which was implemented in a Markov stochastic domain. The traditional Q-learning algorithm starts with an arbitrary positive semi-definite function (
For i = 0, 1, . . . , the traditional Q-learning algorithm can be implemented by the following steps. 1) Observes its current state
2) Selects and performs an arbitrary control
5) Update the iterative Q function using a learning rate α i by
Thus, the Q-learning in [35] can be denoted as a "stochastic Q-learning" algorithm. From (7), we know that in each iteration of the stochastic Q-learning algorithm, the iterative Q function is updated by a single state x (i) and a single control u (i) . For x k ∈ x and u k ∈ u , define n i (x k , u k ) as the index of the ith time that control u k is tried in state x k . It is proven in [35] that for all x k ∈ x and all u k ∈ u if the learning rate satisfies
In the traditional stochastic Q-learning algorithm (7), although the iterative Q function is updated by a single state and a single control in each iteration, from (8) we can see that to guarantee the convergence of the iterative Q function of the traditional stochastic Q-learning algorithm, it is required that all the states in x and all the controls in u are chosen for infinite times and the index n i (x k , u k ) for all the states in x and all the controls in u are required to record for justifying the convergence criterion. On the other hand, in (8) , the learning rate sequence {α i } is constrained to some special series, such as α i = (1/(i + 1)) to guarantee the convergence of the iterative Q function. These make the convergence property of the Q-learning algorithm (7) be constrained.
In this paper, a new deterministic Q-learning is developed.
where the corresponding iterative control law is computed as
From (9) and (10), we can see that for any
all u k ∈ u , instead of updating for a single state and a single control. In this case, we say that all the data of the state and control spaces are required in each iteration of the deterministic Q-learning algorithm. Hence, the developed Q-learning algorithm can be called "deterministic Q-learning" algorithm.
III. PROPERTIES OF THE DISCRETE-TIME DETERMINISTIC
Q-LEARNING ALGORITHM In this section, the properties of the discrete-time deterministic Q-learning algorithm are developed. A new convergence criterion for the learning rate α i will be established to guarantee that the iterative Q functions Q i (x k , u k ) can converge to its optimum as i → ∞.
In (9), there are two parameters, including the learning rate α i and the discounted factor γ , which should be considered.
These make it difficult to analyze the convergence property of the discrete-time deterministic Q-learning algorithm (9) . For convenience of our analysis, we first discuss the convergence properties of the Q-learning algorithm for the undiscounted case, i.e., γ = 1 and the corresponding discounted case will be discussed later in this paper. Define the initial Q function
For all x k ∈ x and all u k ∈ u , the iterative Q function
Let Q * (x k , u k ) be the corresponding optimal Q function for the undiscounted case that satisfies
Then, the convergence property of the iterative Q function can be analyzed. Before the main theorem, the following lemmas are necessary.
Lemma 1:
The proof is similar to [31, Th. 6] and omitted here.
Lemma 2: Let 0 < ψ < ∞ be a finite positive number. Let {α i } be a positive learning rate sequence, where 0
Proof: There are three cases for {α i } that should be considered. First, we consider the case for lim i→∞ α i = > 0. In this case, for any¯ > 0 which satisfies −¯ > 0, there exist a
which proves the conclusion (14) . Second, we consider the case for lim
According to comparing principle, we have
As (1/(ψ + 1)) is a constant, we know that
Third, we consider the case that the limit of the sequence {α i } does not exist as i → ∞. Let 0 < α < 1 be a positive number. Define α as α = {α i |α < α i ≤ 1}. As the limit of the sequence {α i } does not exist as i → ∞, there exists a lower bound α such that there are infinite elements in α . Let
On the other hand, we have
We have (14) holds. The proof is completed.
In [23] , an effective convergence proof was proposed for J-learning algorithms, where the upper bounds of the iterative value functions were considered instead of analyzing the iterative value functions. In this paper, inspired by [23] , the convergence property of Q-learning algorithm is derived. (12) , where Q 0 (x k , u k ) is defined as in (11) . If for i = 0, 1, . . . , the learning rate α i satisfies 0 ≤ α i ≤ 1 and
Proof: The statement can be proven in three steps. First, let ≥ 0 be an arbitrary small positive number. Define a new set as
be an arbitrary pair of state and control that satisfy (x k , u k ) ∈ . According to Lemma 1,
According to Lemma 1, we have that
Hence, the conclusion (21) holds for = 0. Second, for any > 0 and (x k , u k ) / ∈ , inspired by [23] , there exist three constants δ, δ, and λ, such that 0 ≤ δ ≤ 1 ≤ δ < ∞ and 0 < λ < ∞, which make the following inequalities
Then, we will prove that
where we define 
Thus, the right hand side of inequality (23) holds for i = 1.
On the other hand, we can get
Thus, the left hand side of inequality (23) holds for i = 1. Assume that the left hand side of inequality (23) holds for i = l, l = 0, 1, . . . Then for i = l + 1, we have (26) , shown at the top of this page. We can get that the right hand side of (23) holds for i = l + 1. Thus, we have the right hand side of (23) holds for any i = 0, 1, . . . On the other hand, assume that the right hand side of inequality (23) 
We have that the left hand side of (23) holds for i = l + 1. Thus, we can obtain that the left hand side of (23) holds for any i = 0, 1, . . . From (26) and (27), we have (23) holds for i = 0, 1, . . . The mathematical induction is completed. Third, according to Lemma 2, we can get lim
we can obtain
which proves (21) . Combining the first and third steps of the proof, we have (21) holds, ∀ x k ∈ x and ∀ u k ∈ u . The proof is completed. Remark 2: From (8) and (20), we can see that the expressions of learning rates in the convergence criteria between the stochastic and the deterministic Q-learning algorithms are different. In the stochastic Q-learning algorithm [34] , [35] , the learning rate for the index n i (x k , u k ) of all x k ∈ x and all u k ∈ u must be recorded and justified by the convergence criterion (8) . For the deterministic Q-learning algorithm, however, as for any i = 0, 1, . . . , the iterative Q function is updated for all x k ∈ x and all u k ∈ u , the index n i (x k , u k ) in the stochastic Q-learning algorithm [34] , [35] is unnecessary for the convergence criterion (20) of the deterministic Q-learning algorithm. Thus, we say that the learning rate expressions of the convergence criteria between the stochastic and the deterministic Q-learning algorithms are different and the convergence criterion for the deterministic Q-learning algorithm is much simpler.
Remark 3: The convergence proofs between the stochastic and deterministic Q-learning algorithms are quite different. The key to the convergence proof of the stochastic and Q-learning algorithm is an artificial controlled Markov process called the action replay process, which is constructed from the episode sequence and the learning rate sequence [35] . In the deterministic Q-learning algorithm, a new convergence property analysis method is developed, where the upper and lower bounds of the iterative Q function is considered instead of analyzing the iterative Q function itself. It is proven that the upper and lower bounds of the iterative Q function are both convergent to the optimal Q function, which makes the iterative Q function converge to the optimum.
In Theorem 1, the convergence property of the undiscounted deterministic Q-learning algorithm, i.e., γ = 1, has been proven. Next, we will show that the iterative Q function Q i (x k , u k ) will converge to the optimal Q function Q * (x k , u k ) in (3) under the discounted factor 0 < γ ≤ 1.
Theorem 2: If α i , i = 0, 1, . . . , and γ satisfy (20) and 0 < γ ≤ 1, respectively, then the itera-
Proof: The theorem can be proven in four steps. First, we will prove that for i = 0, 1, . . . , the iterative Q function
The statement can be proven by mathematical induction. (30) holds obviously for i = 0. Next, for i = 1, we have
which shows (30) holds for i = 1. Assume that the conclusion (30) holds for i = l, l = 0, 1, . . . Then, for i = l + 1, we can get
which means (30) holds for i = l + 1. Thus, (30) holds for i = 0, 1, . . . The mathematical induction is completed. Second, we will show that the iterative Q function
where γ i = α i γ . According to (33) , using Bellman's principle of optimality [48] , we have
where we let
is the sum of a positive series. As i → ∞, the limit of
According to (9) , for the situations that lim i→∞ α i = 0 and the limit of {α i } does not exist, we can obtain
Next, we will prove that (35) 
where ϑ(x k , u k ) = 0 for x k , u k = 0. Letx k ,ū k = 0 be arbitrary state and control in x and u . Letε be a small positive number which makes ϑ(x k ,ū k ) +ε and ϑ(x k ,ū k ) −ε keep the same sign as ϑ(x k ,ū k ). Then, for anyε > 0, there exists a positive integer N > 0 such that for any i ≥ N , the following inequality:
holds. On the other hand, according to (9), we have
. . .
Thus, we can obtain
For the statex k and controlū k , let i → ∞ and we can get
According to (37), we have
If
This is a contradiction of the fact that Q ∞ (x k , u k ) is finite. Hence, the assumption is false and the conclusion (35) holds.
Fourth, we will prove that the convergent Q function equals to the optimal Q function in (3), i.e., Q ∞ (x k , u k ) = Q * (x k , u k ). Let N > 0 be a positive integer. According to (35) , we can get x k+N , u k+N ) .
According to Bellman's principles of optimality [48] , we can obtain
As min
we have
From the definition of the optimal Q function in (3), we can obtain
where u * (x k ) is the optimal control law in (5).
On the other hand, define a set of control laws A u as
Let μ(x k ) be an arbitrary control law that satisfies μ(x k ) ∈ A u and let P(x k , μ(x k )) be the performance index function that satisfies
For any N > 0, we have
According to (48) , for N → ∞, we have
We can get lim μ(x k+N ) )) = 0. Then, we use mathematical induction to prove the inequality
holds for any k = 0, 1, . . . First, for any k = l + N, l = 0, 1, . . . , we have
Thus, we have (50) holds for k = l + N − 1. Assume that (50)
Then, for k = l, we can obtain
We have (50) 
From (45) and (55), we have min
). According to (3) and (35), we can obtain
The proof is completed.
Then, for i → ∞, the iterative control law will converge to the optimum, i.e., v i (x k ) → u * (x k ), where u * (x k ) is defined as in (5).
IV. NEURAL NETWORK IMPLEMENTATION FOR THE DISCRETE-TIME DETERMINISTIC Q-LEARNING ALGORITHM
Approximation structures, such as NNs [49] - [52] , are widely used in ADP implementations. In this section, backpropagation (BP) NNs are used to approximate v i (x k ) and Q i (x k , u k ) , respectively. The number of hidden layer neurons is denoted by . The weight matrix between the input layer Structure diagram of the discrete-time deterministic Q-learning algorithm.
and hidden layer is denoted by Y. The weight matrix between the hidden layer and output layer is denoted by W. Then the output of three-layer NN is represented bŷ
where
. . , , are the activation functions and b is the threshold value. For convenience of analysis, only the hidden-output weight W is updated during the NN training, while the inputhidden weight is fixed [13] . Hence, in the following, the NN function is simplified by the expressionF
The whole structure diagram is shown in Fig. 1 .
A. Action Network
The goal of the action network is to approximate the iterative control law v i (x k+1 ). The principle in adapting the action network is to indirectly backpropagate the error between the desired ultimate objective, denoted by U c and the iterative Q function. According to the definition of Q function in (3), we know that U c ≡ 0. As the iterative Q function Q i (x k , u k ), i = 0, 1, . . . , contains the information of the state and control, the action network can be trained according to the state and control data. First, let M be a positive integer. We collect arrays of states and controls in x and u , respectively, such as
The parameter M is required to be large enough, such that all the space x × u can be searched by the pair (x
According to the arrays of states X k and controls U k , we can observe the subsequent state array, i.e., X k+1 = (x (1) 
). Then, for any x k+1 ∈ X k+1 , the target of the iterative control law v i (x k+1 ) can be defined as
whereQ i (x k+1 , u k+1 ) is a known function which is obtained by previous approximation of the critic network. In the action network, the state x k+1 is used as the input to create the iterative control law as the output of the network. The output can be formulated asv
Let Y a and b a be the given weight matrix and threshold. Define the output error of the action network as
The weights of the action network are updated to minimize the following performance error measure:
By the gradient-based weight update rule, we can obtain
where β a > 0 is the learning rate of action network. If the training precision is achieved, then we say that the iterative control law v i (x k+1 ) can be approximated by the action network.
B. Critic Network
For i = 0, 1, . . . , the goal of the critic network is to approximate the iterative Q function Q i+1 (x k , u k ). According to an arbitrary pair (x k , u k ), where x k ∈ X k and control u k ∈ U k , we can obtainv i (x k+1 ) by the action network and the immediate reward by the utility function U(x k , u k ). As the function Q i (x k , u k ) is known according to the previous approximation by critic network, for any pair (x k , u k ), where x k ∈ X k and u k ∈ U k , the target of the critic network can be defined as
In the critic network, the state x k and the control u k are used as input and the output can be formulated aŝ
Let Y c and b c be the given weight matrix and threshold. Define the error function for the critic network as
The objective function to be minimized in the critic network training is
So the gradient-based weight update rule for the critic network is given by
where α c > 0 is the learning rate of critic network. According to any pair (x
According to the data of X k and U k , we can obtain an array of the target iterative Q functions, i.e., (Q i+1 (x (1) 
, and then the critic network can be trained. If the training precision is achieved, then we say that Q i+1 (x k , u k ) can be approximated by the critic network.
V. SIMULATION EXAMPLES
To evaluate the performance of our discrete-time deterministic Q-learning algorithm, we choose two examples for simulation experiments.
Example 1: First, we consider the discretized RLC circuit system [53] . The system function is expressed by
where x Let the sets of the states and control be x = {x | − 1 ≤ x 1 ≤ 1, −1 ≤ x 2 ≤ 1} and u = {u | − 1 ≤ u ≤ 1}, respectively. NNs are used to implement the developed Q-learning algorithm. The critic and action networks are chosen as three-layer BP NNs with the structures of 3-8-1 and 2-8-1, respectively. We collect M = 100 000 pairs of states and controls in x and u to build X k , U k , and X k+1 , respectively. After X k , U k , X k+1 have been constructed, they are kept unchanged. Using the data of X k , U k , and X k+1 , we can train the action and critic networks to implement the developed deterministic Q-learning algorithm. To illustrate the effectiveness of the developed algorithm, two different initial Q functions and four learning rate sequences are considered. Let the initial Q function be chosen by quadratic forms, which is easy to implement and justify. The initial Q functions are expressed by ς ( 
respectively. Let the four learning rate sequences {α Initialized by ς (x k , u k ), ς = 1, 2, the developed discretetime deterministic Q-learning algorithm is implemented for i = 20 iterations with the discounted factor γ = 0.98. Train the critic and action networks under the learning rate 0.01 and let NN training errors be 10 −6 . Let the iterative Q function
Under the learning rates α 2 (x k , u k ) are shown in Figs. 3 and 4 , respectively, where we let "In" denote "initial iteration" and let "Lm" denote "limiting iteration." From Figs. 3 and 4, we can see that under the four learning rate sequences {α ζ i }, ζ = 1, 2, . . . , 4, the iterative Q function are all convergent to the optimum. The learning rate sequence {α 1 i } satisfies the convergence criterion (8) in [35] . For {α 2 i }-{α 4 i }, we can see that the convergence criterion (8) is not satisfied, while the iterative Q function can still converge to the optimum, which verifies the correctness of our theoretical results in this paper. Applying the optimal control law to the given system (68) for T f = 20 time steps, we can obtain the optimal states and iterative controls, which are displayed in Fig. 5(a) and (b) , respectively.
For linear system (68), we know that the optimal performance index function can be expressed as We now examine the performance of the developed algorithm in a inverted pendulum system [54] . The discretized dynamics of the pendulum is expressed as
where m = 1/2 kg and ι = 1/3 m are the mass and length of the pendulum bar, respectively. Let κ = 0.2 and g = 9.8 m/s 2 be the frictional factor and the gravitational acceleration, respectively. The sampling interval t = 0.1 s. Let the initial state be x 0 = [1, −1] T . Let the structures of the critic and action networks be 3-12-1 and 2-12-1, respectively.
We collect M = 200 000 pairs of states and controls in x and u to build X k , U k , and X k+1 , respectively. After X k , U k , X k+1 have been constructed, they are kept unchanged. Using the data of X k , U k , and X k+1 , we can train the action and critic networks to implement the developed deterministic Q-learning algorithm. To illustrate the effectiveness of the algorithm, we also choose two different initial performance index functions which are expressed by¯ ς ( Train the critic and action networks under the learning rate 0.01 and let NN training errors be 10 −6 . Let the discounted factor be γ = 0.98. Initialized by¯ 1 (x k , u k ), implement the developed discrete-time Q-learning algorithm for i = 40 iterations to achieve the computation precision. Let iterative 
(a) (b) (c) (d) Q function Q i (x k , v i (x k )) be defined as in (69). The plots of the iterative Q function Q i (x k , v i (x k )) are shown in Fig. 6 . From Fig. 6 , for four different learning rate sequences {α ζ i }, ζ = 1, . . . , 4, the iterative Q functions are all convergent to the optimum. Applying the iterative control law v i (x k ) to the given system (70) for T f = 150 time steps, the trajectories of the iterative states and iterative control laws are displayed in Figs. 7 and 8, respectively. In Fig. 9(a) and (b) , the initial state and control trajectories are displayed, where we can see that the control system is not stable under the initial iterative control law. After i = 40 iterations, we can see that iterative states and iterative control laws converge to their optimums. The optimal states and control are shown in Fig. 9(c) and (d) , respectively, which justifies the effectiveness of our theoretical results for nonlinear systems.
On the other hand, we would say that for different learning rate sequences, the system properties under the iterative control law v i (x k ) may possess inherent differences, although the iterative control law and the iterative Q function will finally converge to the optimal ones. Now, we implement the Q-learning algorithm with the initial Q function¯ 2 (x k , u k ) for i = 60 iterations to achieve the computation precision. The plots of the iterative Q function Q i (x k , v i (k)) are shown in Fig. 10 . Applying the iterative control law v i (x k ) to the given system (70) for T f = 150 time steps, the trajectories of the iterative states and iterative control laws are displayed in Figs. 11 and 12 , respectively.
From Figs. 10-12, we can see that the iterative Q functions, the iterative control laws and system sates under {α 1 }-{α 4 } are all convergent to the optimum. Under the learning rate sequences {α 2 }-{α 4 }, the nonlinear system (70) is stable under each of the iterative control law v i (x k ), i = 0, 1, . . . However, under the learning rate sequence {α 1 }, the nonlinear system (70) is unstable under the some iterative control law. Therefore, we say that appropriately choosing the learning rates can make the discrete-time deterministic Q-learning algorithm converge more effectively.
VI. CONCLUSION
In this paper, a new discrete-time deterministic Q-learning algorithm is focused to investigate. Initialized by an arbitrary positive semi-definite function, it has been proven that the iterative Q function and iterative control law will converge to their optimum as i → ∞, if the learning rate satisfies the convergence criterion (20) , where the traditional constraints for the learning rates of the stochastic Q-learning algorithm can be simplified.
On the other hand, uncertainties generally exist in nonlinear systems and NN approximations. Some successful researches on the J-learning based iterative ADP algorithms with uncertainties have been discussed in [55] - [57] . Hence, the convergence property of the deterministic Q-learning algorithm with uncertainties will be our main research topic in our future works.
