In this paper we develop a residual based a posteriori error analysis for an augmented mixed finite element method applied to the problem of linear elasticity in the plane. More precisely, we derive a reliable and efficient a posteriori error estimator for the case of pure Dirichlet boundary conditions. In addition, several numerical experiments confirming the theoretical properties of the estimator, and illustrating the capability of the corresponding adaptive algorithm to localize the singularities and the large stress regions of the solution, are also reported.
Introduction
A new stabilized mixed finite element method for plane linear elasticity was presented and analyzed recently in [8] . The approach there is based on the introduction of suitable Galerkin least-squares terms arising from the constitutive and equilibrium equations, and from the relation defining the rotation in terms of the displacement. The resulting augmented method, which is easily generalized to 3D, can be viewed as an extension to the elasticity problem of the non-symmetric procedures utilized in [6] and [9] . It is shown in [8] that the continuous and discrete augmented formulations are well posed, and that the latter becomes locking-free and asymptotically locking-free for Dirichlet and mixed boundary conditions, respectively. In particular, the discrete scheme allows the utilization of Raviart-Thomas spaces of lowest order for the stress tensor, piecewise linear elements for the displacement, and piecewise constants for the rotation. In the case of mixed boundary conditions, the essential one (Neumann) is imposed weakly, which yields the introduction of the trace of the displacement as a suitable Lagrange multiplier. This trace is then approximated by piecewise linear elements on an independent partition of the Neumann boundary whose mesh size needs to satisfy a compatibility condition with the mesh size associated with the triangulation of the domain.
The purpose of this work is to develop an a posteriori error analysis for the augmented scheme from [8] in the case of pure Dirichlet boundary conditions. The rest of the paper is organized as follows. In Section 2 we recall from [8] the continuous and discrete augmented formulations of the corresponding boundary value problem, state the well posedness of both schemes, and provide the associated a priori error estimate. The kernel of the present work is given by Sections 3 and 4, where we develop the residual based a posteriori error analysis. More precisely, in Section 3 we employ a suitable auxiliary problem and apply the local approximation properties of the Clément interpolant to derive a reliable a posteriori error estimator. Next, in Section 4 we make use of inverse inequalities and the localization technique based on triangle-bubble and edge-bubble functions to show the efficiency of the estimator. Finally, several numerical results confirming these properties and also the robustness of the estimator with respect to the Poisson ratio, are provided in Section 5. In addition, the capability of the corresponding adaptive algorithm to localize the singularities and the large stress regions of the solution is also illustrated here.
We end this section with some notations to be used below. Given any Hilbert space U , U 2 and U 2×2 denote, respectively, the space of vectors and square matrices of order 2 with entries in U . In addition, I is the identity matrix of R 2×2 , and given τ := (τ ij ), ζ := (ζ ij ) ∈ R 2×2 , we write as usual τ t := (τ ji ) , tr(τ ) := 2 i=1 τ ii , τ d := τ − 1 2 tr(τ ) I , and τ : ζ := 2 i,j=1 τ ij ζ ij . Also, in what follows we utilize the standard terminology for Sobolev spaces and norms, employ 0 to denote a generic null vector, and use C and c, with or without subscripts, bars, tildes or hats, to denote generic constants independent of the discretization parameters, which may take different values at different places.
The augmented formulations
First we let Ω be a simply connected domain in R 2 with polygonal boundary Γ := ∂Ω. Our goal is to determine the displacement u and stress tensor σ of a linear elastic material occupying the region Ω. In other words, given a volume force f ∈ [L 2 (Ω)] 2 , we seek a symmetric tensor field σ and a vector field u such that σ = C e(u) , div(σ) = − f in Ω , and u = 0 on Γ .
(2.1)
Hereafter, e(u) := 1 2 (∇u + (∇u) t ) is the strain tensor of small deformations and C is the elasticity tensor determined by Hooke's law, that is
where λ, µ > 0 denote the corresponding Lamé constants. It is easy to see from (2. 2) that the inverse tensor C −1 reduces to 
skew as an auxiliary unknown. Then, given positive parameters κ 1 , κ 2 , and κ 3 , independent of λ, we consider from [8] the following augmented variational formulation for (2.1):
where the bilinear form A : H 0 × H 0 → R and the functional F : H 0 → R are defined by
and
The well posedness of (2.4) was proved in [8] . More precisely, we have the following result.
is independent of λ and such that 0 < κ 1 < 2 µ, 0 < κ 2 , and 0 < κ 3 < κ 1 . Then, there exist positive constants M, α, independent of λ, such that
for all (σ, u, γ), (τ , v, η) ∈ H 0 . In particular, taking Therefore, the augmented variational formulation (2.4) has a unique solution (σ, u, γ) ∈ H 0 , and there exists a positive constant C, independent of λ, such that
Proof. See Theorems 3.1 and 3.2 in [8] . 2 Now, given a finite element subspace H 0,h ⊆ H 0 , the Galerkin scheme associated to (2.4) reads:
where κ 1 , κ 2 , and κ 3 , being the same parameters employed in the formulation (2.4), satisfy the assumptions of Theorem 2.1. Since A becomes bounded and strongly coercive on the whole space H 0 , we remark that the well posedness of (2.10) is guaranteed for any arbitrary choice of the subspace H 0,h . In fact, the following result is also established in [8] .
Theorem 2.2 Assume that the parameters κ 1 , κ 2 , and κ 3 satisfy the assumptions of Theorem 2.1 and let H 0,h be any finite element subspace of H 0 . Then, the Galerkin scheme (2.10) has a unique solution (σ h , u h , γ h ) ∈ H 0,h , and there exist positive constants C,C, independent of h and λ, such that
Proof. It follows from Theorem 2.1, Lax-Milgram's Lemma, and Cea's estimate. 2
An immediate consequence of the definition of the continuous and discrete augmented formulations is the Galerkin orthogonality
Next, we recall the specific space H 0,h introduced in [8] , which is the simplest finite element subspace of H 0 . To this end, we first let {T h } h>0 be a regular family of triangulations of the polygonal regionΩ by triangles T of diameter h T with mesh size h := max{ h T : T ∈ T h }, and such that there holdsΩ = ∪ { T : T ∈ T h }. In addition, given an integer ≥ 0 and a subset S of R 2 , we denote by P (S) the space of polynomials in two variables defined in S of total degree at most , and for each T ∈ T h we introduce the local Raviart-Thomas space of order zero (cf. [1] , [10] ), RT 0 (T ) := span 1 0 ,
13)
The following theorem provides the rate of convergence of (2.10) when the specific finite element subspace (2.16) is utilized. 
Proof. It is a consequence of Cea's estimate, the approximation properties of the subspaces defining H 0,h , and suitable interpolation theorems in the corresponding function spaces. See Section 4.1 in [8] for more details. 2
A residual based a posteriori error estimator
In this section we derive a residual based a posteriori error estimator for (2.10). First we introduce several notations. Given T ∈ T h , we let E(T ) be the set of its edges, and let E h be the set of all edges of the triangulation T h . Then we write
In what follows, h e stands for the length of edge e ∈ E h . Further, given τ ∈ [L 2 (Ω)] 2×2 (such that τ | T ∈ C(T ) on each T ∈ T h ), an edge e ∈ E(T ) ∩ E h (Ω), and the unit tangential vector t T along e, we let J[τ t T ] be the corresponding jump across e, that is,
where T is the other triangle of T h having e as an edge. Abusing notation, when e ∈ E h (Γ), we also write J[τ t T ] := τ | e t T . We recall here that t T := (−ν 2 , ν 1 ) t where ν T := (ν 1 , ν 2 ) t is the unit outward normal to ∂T . Analogously, we define the normal jumps J[τ ν T ]. In addition, given scalar, vector, and tensor valued fields v, ϕ := (ϕ 1 , ϕ 2 ), and τ := (τ ij ), respectively, we let
Then, for (σ, u, γ) ∈ H 0 and (σ h , u h , γ h ) ∈ H 0,h being the solutions of the continuous and discrete formulations (2.4) and (2.10), respectively, we define an error indicator θ T as follows:
The residual character of each term on the right hand side of (3.1) is quite clear. We omit further comments and just mention that, as usual, the expression θ :=
is employed as the global residual error estimator.
The following theorem is the main result of this paper.
be the unique solutions of (2.4) and (2.10), respectively. Then there exist C eff , C rel > 0, independent of h and λ, such that
The so-called efficiency (lower bound in (3.2)) is proved below in Section 4 and the reliability estimate (upper bound in (3.2)) is derived throughout the rest of the present section. We begin with the following preliminary estimate.
Lemma 3.1 There exists C > 0, independent of h and λ, such that
It follows that σ * ∈ H 0 , and the corresponding continuous dependence result establishes the existence of c > 0 such that
In addition, it is easy to see that div (σ − σ h − σ * ) = 0 in Ω. Then, using the coercivity of A (cf. (2.8)), we find that
which, employing the boundedness of A (cf. (2.7)), yields
Hence, (3.3) follows straightforwardly from the triangle inequality, (3.4), and (3.5). 2
It remains to bound the first term on the right hand side of (3.3). To this end, we will make use of the well known Clément interpolation operator I h : H 1 (Ω) → X h (cf. [5] ), with X h given by (2.14), which satisfies the standard local approximation properties stated below in Lemma 3.2. It is important to remark that I h is defined in [5] 
Proof. See [5] .
2
Since Ω is connected, there exists a stream function ϕ :
∈ R. From the orthogonality relation (2.12) it follows that
Since Ω tr(σ − σ h ) = 0 and u − u h = 0 on Γ, we deduce, using the orthogonality between symmetric and skew-symmetric tensors, that
Hence, (3.6) and (2.4) give
According to the definitions of the forms A and F (cf. (2.5), (2.6)), noting that div (τ − τ h ) = div curl(ϕ − ϕ h ) = 0, and using again the above mentioned orthogonality, we find, after some algebraic manipulations, that
(3.7) The rest of the proof of reliability consists in deriving suitable upper bounds for each one of the terms appearing on the right hand side of (3.7). We begin by noticing that direct applications of the Cauchy-Schwarz inequality give
The decomposition Ω = ∪ T ∈T h T and the integration by parts formula on each element are employed next to handle the terms from the third and fourth rows of (3.7). We first replace
On the other hand, using that v − v h = 0 on Γ, we easily get
In what follows, we apply again the Cauchy-Schwarz inequality, Lemma 3.2, and the fact that the numbers of triangles in ∆(T ) and ∆(e) are bounded, independently of h, to derive the estimates for the expression
) and the right hand sides of (3.10), (3.11), (3.12), and (3.13), with constants C independent of h and λ. Indeed, we easily have
In addition, for the terms containing the stream function ϕ (cf. (3.10), (3.11)), we get
17)
We observe here, thanks to the equivalence between Similarly, for the terms on the right hand side of (3.12) and (3.13), we find that 
This inequality and Lemma 3.1 complete the proof of reliability of θ.
We end this section by remarking that when the finite element subspace H 0,h is given by 2×2 , then the expression (3.1) for θ 2 T simplifies to
4 Efficiency of the a posteriori error estimator
In this section we proceed as in [2] and [3] (see also [7] ) and apply inverse inequalities (see [4] ) and the localization technique introduced in [12] , which is based on triangle-bubble and edgebubble functions, to prove the efficiency of our a posteriori error estimator θ (lower bound of the estimate (3.2)).
Preliminaries
We begin with some notations and preliminary results. Given T ∈ T h and e ∈ E(T ), we let ψ T and ψ e be the usual triangle-bubble and edge-bubble functions, respectively (see (1.5) and (1.6) in [12] ). In particular, ψ T satisfies ψ T ∈ P 3 (T ), supp(ψ T ) ⊆ T , ψ T = 0 on ∂T , and 0 ≤ ψ T ≤ 1 in T . Similarly, ψ e | T ∈ P 2 (T ), supp(ψ e ) ⊆ w e := ∪{T ∈ T h : e ∈ E(T )}, ψ e = 0 on ∂T \e, and 0 ≤ ψ e ≤ 1 in w e . We also recall from [11] that, given k ∈ N ∪ {0}, there exists an extension operator L : C(e) → C(T ) that satisfies L(p) ∈ P k (T ) and L(p)| e = p ∀p ∈ P k (e). Additional properties of ψ T , ψ e , and L are collected in the following lemma. The following inverse estimate will also be used. Our goal is to estimate the 11 terms defining the error indicator θ 2 T (cf. (3.1) ). Using f = − div σ, the symmetry of σ, and γ = 1 2 (∇u − (∇u) t ), we first observe that there hold
2)
The upper bounds of the remaining 8 terms, which depend on the mesh parameters h T and h e , will be derived in Section 4.2 below. To this end we prove four lemmata. The result required for the terms involving the curl operator is given first.
Proof. We proceed as in the proof of Lemma 6.3 in [3] . Applying (4.1), integrating by parts, observing that ψ T = 0 on ∂T , and using the Cauchy-Schwarz inequality, we obtain
(4.9) Next, the inverse inequality (4.4) and the fact that 0 ≤ ψ T ≤ 1 give
which, together with (4.9), yields (4.8).
The tangential jumps across the edges of the triangulation will be handled by employing the following estimate. 
(4.10)
Proof. Given an edge e ∈ E h , we first denote by w h := J[ρ h t T ] the corresponding tangential jump of ρ h . Then, employing (4.2) and integrating by parts on each triangle of w e , we obtain
which, using the Cauchy-Schwarz inequality, yields
(4.12)
Now, applying Lemma 4.3 with ρ = 0 and using that h −1 T ≤ h −1 e , we find that
On the other hand, employing (4.3) and the fact that 0 ≤ ψ e ≤ 1, we deduce that
whereas the inverse estimate (4.4) and (4.3) yield
Finally, (4.10) follows easily from (4.12)-(4.15), which completes the proof. 2
The estimate required for the terms involving the div operator is provided next. Proof. Applying (4.1), integrating by parts, and then employing the Cauchy-Schwarz inequality, we find that
(4.17)
Next, the inverse estimate (4.4) and the fact that 0 ≤ ψ T ≤ 1 in T imply that
which, together with (4.17), yields (4.16). 2
Finally, the estimate required for the normal jumps across the edges of the triangulation is established as follows.
Lemma 4.6
Let ρ h ∈ [L 2 (Ω)] 2×2 be a piecewise polynomial of degree k ≥ 0 on each T ∈ T h . Then, there exists c > 0, independent of h, such that for any e ∈ E h
(4.18)
Proof. We proceed similarly as in the proof of Lemma 4.4. Given an edge e ∈ E h , we now denote by w h := J[ρ h ν T ] the corresponding normal jump of ρ h . Then, employing (4.2) and integrating by parts on each triangle of w e , we obtain
(4.20)
Now, applying Lemma 4.5 and using that h −1
On the other hand, employing (4.3) and the fact that 0 ≤ ψ e ≤ 1, we deduce that 
The main efficiency estimates
As already announced, we now complete the proof of efficiency of θ by conveniently applying Lemmata 4.3 -4.6 to the corresponding terms defining θ 2 T . Lemma 4.7 There exist C 1 , C 2 > 0, independent of h and λ, such that for any T ∈ T h
(4.24)
and 
(4.28) and
Proof. The upper bound given by (4.28) follows from Lemma 4.5 defining ρ h := e(u h ) − 
(4.30) and
Proof. The estimate (4.30) follows from Lemma 4.6 with ρ h := e(u h ) − 1
, and then employing again the triangle inequality and the continuity of the operators e and C −1 . Analogously, the estimate (4.31) follows from Lemma 4.6 defining ρ h := γ h − 1 2 (∇u h + (∇u h ) t ) and then introducing 0 = γ − 1 2 (∇u + (∇u) t ). 2
Finally, the efficiency of θ (lower bound of (3.2)) follows straightforwardly from the estimates 
Numerical results
In this section we present several numerical results illustrating the performance of the augmented mixed finite element scheme (2.10) and the a posteriori error estimator θ analyzed in this paper, using the specific finite element subspaces defined at the end of Section 2 (see (2.13) -(2.19)). We recall that in this case the local indicator θ 2 T reduces to (3.24) . Now, in order to implement the integral mean zero condition for functions of the space H σ 0,h = τ h ∈ H σ h : Ω tr(τ h ) = 0 we introduce, as described in [8] , a Lagrange multiplier (ϕ h ∈ R below). That is, instead of (2.10), we consider the equivalent problem:
In fact, we recall from [8] the following theorem establishing the equivalence between (2.10) and (5.1).
R be a solution of (5.1). Then ϕ h = 0 and (σ h , u h , γ h ) is the solution of (2.10).
Proof. See Theorem 4.3 in [8] .
In what follows, N stands for the total number of degrees of freedom (unknowns) of (5.1), which, at least for uniform refinements, behaves asymptotically as five times the number of elements of each triangulation (see [8] ). Also, the individual and total errors are denoted by In addition, since the augmented method was already shown in [8] to be robust with respect to the parameters κ 1 , κ 2 , and κ 3 , we simply consider for all the examples (κ 1 , κ 2 , κ 3 ) = µ, 1 2 µ , µ 2 , which corresponds to the feasible choice described in Theorem 2.1 withC 1 = 1 andC 3 = 1 2 .
We now specify the data of the five examples to be presented here. We take Ω as either the square ]0, 1[ 2 or the L-shaped domain ] − 0.5, 0.5[ 2 \ [0, 0.5] 2 , and choose the datum f so that ν and the exact solution u(x 1 , x 2 ) := (u 1 (x 1 , x 2 ), u 2 (x 1 , x 2 )) t are given in the table below. Actually, according to (2.1) and (2.2) we have σ = λ div (u) I + 2 µ e(u), and hence simple computations show that f := − div(σ) = − (λ + µ) ∇(div u) − µ ∆ u. We also recall that the rotation γ is defined as 1 2 (∇u − (∇u) t ).
Example
We observe that the solution of Example 3 is singular at the boundary point (0, 0). In fact, the behaviour of u in a neighborhood of the origin implies that div (σ) ∈ [H 1/3 (Ω)] 2 only, which, according to Theorem 2.3, yields 1/3 as the expected rate of convergence for the uniform refinement. On the other hand, the solutions of Examples 1, 4, and 5 show large stress regions in a neighborhood of the boundary point (1, 1) , in a neighborhood of the interior point (1/2, 1/2), and around the line x 1 = 0, respectively.
The numerical results given below were obtained using a Compaq Alpha ES40 Parallel Computer and a Fortran code. The linear system arising from the augmented mixed scheme (5.1) is implemented as explained in Section 4.3 of [8] , and the individual errors are computed on each triangle using a Gaussian quadrature rule.
We first utilize Examples 1 and 2 to illustrate the good behaviour of the a posteriori error estimator θ in a sequence of uniform meshes generated by equally spaced partitions on the sides of the square ]0, 1[ 2 . In Tables 5.1 through 5.4 we present the individual and total errors, the a posteriori error estimators, and the effectivity indexes for these examples, with ν = 0.4900 and ν = 0.4999, for this sequence of uniform meshes. We remark that in both cases, and independently of how large the errors could become, there are practically no differences between the effectivity indexes obtained with the two values of ν, which numerically shows the robustness of θ with respect to the Poisson ratio (and hence with respect to the Lamé constant λ). Moreover, this index remains always in a neighborhood of 0.89 in Example 1 (resp. 0.46 in Example 2), which confirms the reliability and efficiency of θ.
Next, we consider Examples 3, 4, and 5, to illustrate the performance of the following adaptive algorithm based on θ for the computation of the solutions of (5.1) (see [12] ):
1. Start with a coarse mesh T h .
2. Solve the Galerkin scheme (5.1) for the current mesh T h .
3. Compute θ T for each triangle T ∈ T h . 4. Consider stopping criterion and decide to finish or go to next step.
5.
Use blue-green procedure to refine each element T ∈ T h whose local indicator θ T satisfies θ T ≥ 1 2 max{θ T : T ∈ T h }.
6. Define resulting mesh as the new T h and go to step 2.
At this point we introduce the experimental rate of convergence, which, given two consecutive triangulations with degrees of freedom N and N and corresponding total errors e and e , is defined by r(e) := − 2 log(e/e ) log(N/N ) .
In Tables 5.5 through 5.10 we provide the individual and total errors, the experimental rates of convergence, the a posteriori error estimators, and the effectivity indexes for the uniform and adaptive refinements as applied to Examples 3, 4, and 5. In this case, uniform refinement means that, given a uniform initial triangulation, each subsequent mesh is obtained from the previous one by dividing each triangle into the four ones arising when connecting the midpoints of its sides. We observe from these tables that the errors of the adaptive procedure decrease much faster than those obtained by the uniform one, which is confirmed by the experimental rates of convergence provided there. This fact can also be seen in Figures 5.1 through 5.3 where we display the total error e(σ, u, γ) vs. the degrees of freedom N for both refinements. As shown by the values of r(e), particularly in Example 3 (where r(e) approaches 1/3 for the uniform refinement), the adaptive method is able to recover, at least approximately, the quasioptimal rate of convergence O(h) for the total error. Furthermore, the effectivity indexes remain again bounded from above and below, which confirms the reliability and efficiency of θ for the adaptive algorithm. On the other hand, some intermediate meshes obtained with the adaptive refinement are displayed in Figures 5.4 through 5.6. Note that the method is able to recognize the singularities and the large stress regions of the solutions. In particular, this fact is observed in Example 3 (see Figure 5 .4) where the adapted meshes are highly refined around the singular point (0, 0). Similarly, the adapted meshes obtained in Examples 4 and 5 (see Figures 5.5 and 5.6) concentrate the refinements around the interior point (1/2, 1/2) and the segment x 1 = 0, respectively, where the largest stresses occur.
Summarizing, the numerical results presented in this section underline the reliability and efficiency of θ and strongly demonstrate that the associated adaptive algorithm is much more suitable than a uniform discretization procedure when solving problems with non-smooth solutions. Table 5 .10: Individual and total errors, experimental rates of convergence, a posteriori error estimators, and effectivity indexes for the adaptive refinement (Example 5). 
