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ABSTRACT
Lowering the technological barrier in sharing,
installing and developing Web GIS Applications
Rohit Kumar Khattar
Department of Civil and Construction Engineering, BYU
Doctor of Philosophy
Portability of web applications between web servers of different organizations can be
challenging and can complicate sharing and collaborative use of such tools. Given the distributed
nature of the web, this lack of portability is usually not a concern because a user in one
organization can link to and use a web application hosted by another organization. However,
access control or differentiation may be needed by an organization in terms of area of interest,
input data, analytical techniques, access control, presentation, branding, and language. This is
true for many government organizations, and their associated web sites, and servers. In such
cases, there are compelling political, branding, security, and privacy motivations that require
each organization or agency to host and manage web applications on their own servers rather
than using third party web sites over which they have little or no control. Also, web applications
are classically developed by setting up a local software development and testing environment
which can be challenging for new developers, be restricted by the software and hardware
availability, cost significantly to obtain software development licenses and compatible hardware
and is prone to code and data loss due to hardware damage or software corruptions.
To simplify the discovery, deployment of web-based applications, I present the design,
development, and testing of a system for discovering, installing, and configuring environmental
analysis web applications on localized web servers. The system works with applications
developed using Tethys Platform, which is an open-source software stack for creating
geospatially enabled web-based applications. The developed Tethys App Store includes a Tethys
application user interface that allows a server manager to retrieve applications from the central
repository and install them on a local server with relatively simplicity, similar to the installation
of a mobile application to a mobile device from a mobile application store. Next, I present the
design concept of a cloud-based web application development platform, Tethys App Nursery,
that attempts to overcome the above hurdles associated with localized development
environments. A prototype of this system is developed and presented which is tightly integrated
with Tethys platform and various cloud technologies provided by Amazon Web Services. The
developed app nursery allows users to register for new Tethys portal instances in the cloud,
develop new applications and test existing applications, without installing any local
dependencies or development tools. Various cloud components used in this service’s
development as well as their associated costs are described. These systems were developed to
support development of water and environmental analysis web apps for the international Group
on Earth Observations (GEO) Global Water Sustainability (GEOGloWS) initiative of the
National Aeronautics and Space Administration (NASA) and several partner organizations.
Keywords: GIS web-applications, Tethys, cyberinfrastructure, hydroinformatics
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INTRODUCTION

Problem Statement
Web applications have become an integral part of decision-making tools in fields of
hydrology, water-resources, and environmental sciences (Gan et al., 2020; Rolph et al., 2017;
Saah et al., 2019; Swain et al., 2015; Wong & Kerkez, 2016; Zeng et al., 2021). These webbased applications can be as simple as presenting a basic map (Nelson et al. 2019) or a complex
spatial analysis tool (Dile et al., 2016; S. W. Evans et al., 2020). Considering the rate at which
technology is evolving as well as the burst of growth in the number of web-based application
frameworks and tools, there are four area of concern that we need to address to enable
furthermore scientists, researchers, and organizations to implement and present their ideas via
web-based applications. These areas are discovery, distribution, development, and testing.
Discovery of web-based applications for scientific fields is often a side product of
looking for a relevant scholarly article or publication. Since each study decides to name and
market their solution in a unique manner, it becomes difficult to catalog various discovery
sources. Furthermore, usually these applications have their own mechanisms for obtaining the
software and installing a local version of it. This highly depends on the underlying server
technologies, the technical preferences, and skills of the developers of the project and the
framework that was used to develop the application. Complex web applications, in general,
cannot be easily shared at the source code level for use on other servers because of the
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heterogeneity of their deployment environments. This creates a huge hurdle in quick distribution
and deployment of web-based applications, especially in the field of research sciences such as
hydrology, environment, and water resources, as installing them can require extensive support
from experts with highly specialized information technology training and skills. Version control
systems such as GitHub and containerization technologies such as Docker can be used to
alleviate some of the issues but are not satisfactory solutions as discussed in Section 2.1.
Applications downloaded from the web need to be set up and configured to run on the local
system. This could require a varying number of tasks involving a range of technical skills such as
database integration, web server modification or set up, installing required geoprocessing tools,
and creating and configuring a host of other local web services or capabilities. This posits the
need for a set of software tools that will download an application from the standard distribution
system, then install and configure the application locally or on a hosted website.
Development of these applications is generally associated with setting up local
software development environments which requires purchasing and maintaining expensive
software and hardware resources. Local software environments are generally isolated to each
developer’s machine and hence collaborative development is very slow as the developers must
keep sharing their code back and forth using GitHub. Finally, this software development
environment is prone to data and code loss in case of a hardware failure or system corruption.
Commonly in the development of web-based GIS applications, the development of the
application takes place on the developer’s local system while the application is eventually
deployed to a production server instance to make it accessible on the internet. This gap in the
development and deployment environment can often lead to various bugs and issues in the
application once the application is installed on the production system. Testing the application on
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the production system becomes a critical requirement to ensure successful application
deployment (Devi, 2012).
To improve testing and robustness of these applications, there is currently lack of a
testing framework that allows developers to test their applications in a safe and clean production
environment without setting up the production environment on their local machines.
Furthermore, the development of GIS web applications happens in multiple stages with constant
demonstrations and rounds of improvements to the application between the stakeholders and the
developers. This raises the need to have an isolated temporary production environment that can
be used for demonstration of the application and can be teared down and recreated for a future
demonstration.

Research Objectives
During my PhD, I focused on lowering the technical barrier for discovery, deployment,
development, and testing of web-based Geographic Information Systems (GIS) applications
developed using the Tethys Platform framework as described below. However, similar
development methodology can be applied to web GIS applications developed on a different
platform as well. The following three objectives are defined to address the challenges mentioned
above:
Objective 1: Design and develop a “Tethys App Store” for water resource GIS web
applications, modeled after the mobile device app stores. This aims to reduce the time required to
develop web-based applications and to allow for an organization to set up their own customized
versions of them. The distribution system enables developers to share their software by
registering the application in a central repository, allow the repository to be searchable by end
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users, and allow users to download and install the application on their local system via an
intuitive user interface. The app store is built around and is tightly integrated with the Tethys
Platform and the Conda packaging repository.
Objective 2: Design and develop a “Tethys App Nursery” that allows developers to
obtain cloud-based instances of a Tethys Portal for application development and testing. It
utilizes the Tethys App Store to deploy a developer’s application to a freshly built and clean
instance of Tethys Portal. It requires no setting up of local development environments, expensive
hardware, or software licenses. This App nursery can be hosted by various organizations on their
own cloud accounts, thereby providing their developers a collaborative web application
development and testing tool. This nursery is tightly integrated with cloud tools from Amazon
Web Services (AWS).
Objective 3: Evaluate the evaluate the efficacy of these tools and present suggestions for
future developments that can further improve the developer’s and the end user’s experience of
finding, installing, developing, and testing GIS web application.

Outline of Dissertation
The remainder of this dissertation is structured following a manuscript-based approach as
approved by the BYU Office of Graduate Studies where the following two core chapters are
essentially standalone research articles that have been prepared and submitted for publication in
high quality archival scientific journals. Specifically, Chapter 2 was published as a standalone
paper in Environmental Modelling and Software (Khattar et al., 2021) and Chapter 3 has been
submitted to the ISPRS International Journal of Geo-Information and is under review. The third
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chapter is a summary of additional contributions and research projects during my PhD program.
A summary of the following chapters is as follows:
Chapter 2 presents the needs for a standardized distribution system, the design
methodology and process flow for the Tethys App Store and the results of importing various
Tethys applications into the App Store as well as setting up new portals using the developed tool.
Chapter 3 presents a Software as a Service (SaaS) tool to enable GIS web application
development on a cloud-based platform i.e., the Tethys App Nursery. An experimental app
nursery is developed and deployed to the Amazon Web Services (AWS) cloud. The costs and
portability of such a system are presented and discussed.
Chapter 4 highlights additional contributions to related work in the Hydroinformatics lab.
It also dives into a brief usability study of the Tethys App Store and discusses some of the
improvements made based on that feedback.
Chapter 5 provides a discussion and summary on all the work presented in this
dissertation and outlines a direction for future research in this field.
Software availability is presented in Appendix A to describe all the software and web
apps which have been developed and presented in each chapter and the hardware and software
constraints to access and use them. Appendix B details technical code snippets and features from
the app store
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2

TETHYS APP STORE: SIMPLIFYING DEPLOYMENT OF WEB
APPLICATIONS FOR THE INTERNATIONAL GEOGLOWS INITIATIVE

Introduction

2.1.1

Problem Statement and Research Motivation
Recent years have witnessed a significant increase in research and development in the

area of web-based applications for environmental data analysis and modelling (Gan et al., 2020;
Rolph et al., 2017; Saah et al., 2019; Swain et al., 2015; Wong & Kerkez, 2016; Zeng et al.,
2021). These web-based applications can be simple data viewers or complex analytical tools to
support analysis and decision making in various fields including hydrology, land use,
environmental analysis, etc. (Dile et al., 2016; S. W. Evans et al., 2020). Such applications
generally rely on many underlying technologies and database platforms (Kuria et al., 2019). The
selection of these technologies depends on the application goal, the expected latency in obtaining
post-processing results, and available computer hardware and architecture. In our experience,
complex environmental analysis web applications cannot be easily shared at the source code
level for use on other servers because of the heterogeneity of their deployment environments.
Furthermore, related difficulties in deploying environmental models significantly hinder
collaboration amongst modelers in conducting integrated modelling research and hence raise the
need for a common deployment strategy (Wen et al., 2017).
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In a typical development and deployment scenario, the components of a web-based
environmental analysis application (e.g., database, web server, application server, and
geoprocessing workflow tools) are usually located together on a single web server (Aburizaiza &
Ames, 2009; Alcantara et al., 2018; Crawley et al., 2017; Steiniger & Hunter, 2012). Each
component is built separately and integrated with code that is specific to and written for the
underlying technologies and server architecture. This can cause the application to be limited in
terms of portability as the application architecture is tightly coupled with the server architecture.
To replicate the application on a different system, the same server architecture must be
duplicated, and associated components installed. The integration and management of these
components is non-trivial and can require extensive support from experts with highly specialized
information technology training and technical skills. Installation and management of these
components usually involves running a set of commands on the command line interface. This
process can be difficult for scientists and researchers who are not well versed in information
technology and performing command line tasks.
Shared usage of a tightly self-integrated web application is possible by providing
hyperlinks to web applications hosted by different organizations. In the geographic information
systems (GIS) field, a common solution has been to create a so-called “geoportal” that simply
provides links to web-based applications and spatial data from different organizations
(Karabegovic & Ponjavic, 2012). This approach allows for reuse of the same application by
various organizations without having to set up another instance of the application on a local
server. However, this type of reuse (e.g., simple linking) comes at the cost of customization.
Various organizations have different access requirements, areas of interest, work on different
types of input data sets, and perform a wide array of analyses. Organizations may also want to
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brand the application and provide the interface in local languages. Linking to a web application
that is developed and maintained by a third-party organization provides, by design, a less
customized, more generic web application experience for users.
Local or national government agencies may impose restrictions on data privacy, sharing,
and security. Depending of the type of data being shared in the web-based application, access
restrictions to protect sensitive data or the personal privacy of any individuals are needed
(Onsrud et al., 1994; Tullis & Kar, 2020). This motivates organizations to host and manage web
applications on their own servers, as hosting them on third party services provides little or no
control over the nuances of access, functionality, appearance, datasets, or other features of the
application. Organizations can realize many benefits from the ability to host their own web
applications instead of simply linking to other websites. For example, consider a web application
for handling data on a watershed that crosses disputed international boundaries. Indus river basin
is bisected by the partition of the area between India and Pakistan and while the Indus Water
Treaty calls for monthly sharing of data collected on the basin between the two countries, there
are conflicts between the two nations that affect sharing Indus water data and related web
applications (Miner et al., 2009). Hence a single web application hosted by one or the other
nation would be less desirable than the ability to host localized instances of the application.
The inability to customize linked applications can force organizations to try to develop
their own regionalized applications from scratch. Examples include the Hawaii Geoportal:
(Hawaii Statewide GIS Program, 2017), California Geoportal: (California State Geoportal,
2020), and The European Geoportal (Bernard et al., 2005). Each of these portals are custom built
rather than reusing existing code and applications. Custom creation of web applications increases
redundancy amongst web-based environmental data applications and can be viewed as a major
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inefficiency and potential error source. There are hundreds of such custom- and purpose-built
web portals across the internet providing various levels of functionality (Dempsey, 2015).
Esri’s ArcGIS Online (ArcGIS Online | Cloud-Based GIS Mapping Software Solution,
2021) offers tools to develop and deploy simple web-based mapping applications in a geoportal
type environment, though the closed nature of the ArcGIS Online system prohibits extensive
localization, or transfer to third party web servers not operated by Esri or run on Esri software.
Sharing of data and models across the internet (and hence across web applications) has
been advanced through the development of standards to integrate models hosted on disparate
servers and systems (Chen et al., 2020; Harpham et al., 2019; Zhang et al., 2019) and by using
common data elements during the application development process (Chang & Park, 2006;
Peckham et al., 2013). This type of model and data sharing is critical to the success of any
integrated web-based data and modelling system and supports the idea of distributed customized
web applications that can consume and display, in a locally relevant way, resulting data.
Sharing of web applications at the source code level can be accomplished by using a
GitHub repository (Gharehyazie et al., 2017; Mergel, 2015). A GitHub repository allows
developers to host their code online and provides version control using Git (Torvalds & Hamano,
2010). Developers create the application code and add it to a GitHub repository. End users can
then download (or “clone”) an existing GitHub repository to their local system using the
repository’s clone address which can be obtained from the GitHub page for that repository.
As more developers publish their software and web applications under open source
licenses on GitHub (or equivalent) the opportunity arises to share web applications at the source
code level by simply cloning a repository to another server and customizing the code on that
server. This approach can be considered as a generic web application distribution system in the
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same way that a developer could clone the source code for a mobile application and compile and
install it on his/her own device for use. Technically it can be done, but it lacks the smooth
integration of an App Store and requires significantly more technical knowledge. A source code
repository in itself lacks a central catalog that can be searched specifically for web-based GIS
applications compatible with the end user’s system and does not install any supporting packages
or services on the web server. Another issue is keeping track of new application versions. While
version control systems such as GitHub have a mechanism known as Releases which tags a
repository at specific points in time with a version number, using GitHub directly without any
overlay interface for versioning presents challenges for developers and users. In addition, these
approaches are completely manual, i.e., a developer would have to manually push all the changes
to the version control system or email the end user the changed files. To install the application on
their servers, the end user needs to have an extensive knowledge of the innerworkings of the
code being shared to perform any regionalization as well as updates to the web application.
Container technologies such as Docker can also be used to share preinstalled
applications. Using Docker or other containerization systems require building a shareable
package (image) which contains a base operating system, the related components and tools
required by the application as well as the application code. Another approach to using Docker
can be to have just the application code in a shareable package and a master application
management tool in another package that can connect to each installed application’s instance and
present them to the user within a unified interface. Docker ensures that an application package
will work on any system on which it is installed. However, since each application can have
various dependencies and required components, developing a standard package building recipe
without having a common framework/platform that hosts these applications is not possible and
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requires each application package to be built manually by the developer. Containerization
technologies such as Docker and Kubernetes introduce complexity and a technical requirement
of setting up the containerization platform on the hosting web server, managing various
containers and a deep understanding of various command line tools and network configurations
needed to keep these containers connected to the internet and available to use.

2.1.2

Research Objective
As described previously, there remains a need for a system and approach for distributing

web-based environmental data analysis applications for installation on localized servers operated
by various government agencies. We have found this to be particularly true for the Group on
Earth Observations (GEO) Global Water Sustainability (GEOGloWS) member organizations
(described below). Such a system should enable developers to share their web applications by
registering the application in a central repository, allow the repository to be searchable by end
users, and allow users to install the application on their local web server. Optimally, applications
installed from the repository would require minimal local configuration but could be customized
at will. This could require a varying number of tasks involving a range of technical skills such as
database integration, web server modification or set up, installing required geoprocessing tools,
and creating and configuring a host of other local web services or capabilities. The system should
also provide a means for updating and removing an installed application and would perform any
required cleanup of the local computing environment, if required.
We describe the design and development of the proposed system, with a focus on
discovering, transferring, installing, and configuring web-based environmental analysis
applications from a central catalog into individual web portals operated by different
organizations. Specifically, we present the design and development of the Tethys App Store
11

modeled after the mobile device app store concept. We built the Tethys App Store to distribute
web applications and to simplify installation of an application on third party servers. The
examples we present in this paper are Tethys web applications, mostly based on the Django
framework, written in a combination of the Python programming language with HTML and
JavaScript. This approach can be expanded to distribute web-based applications written in other
languages and web frameworks as well. Our Tethys App Store uses Tethys Platform and the
Conda packaging repository. This system has similar goals to community model sharing and
discovery tools such as CSDMS (Peckham et al., 2013), EPA SMaRT Search (US EPA, 2019)
and the Earth System Modelling Framework (ESMF, 2021). However, the key difference is that
these tools focus on easier discovery and sharing of modelling components while our system is
designed for sharing web-based applications which may include modelling components but also
comprise a web interface to access and use those components, integration with data storage
services and depending on the needs of the application, connections to web processing services,
task schedulers and high-performance computing systems.
The system presented here was implemented and tested using a number of applications
developed for the member states of GEOGloWS and the NASA SERVIR programs (Hardin et
al., 2006). The GEOGloWS initiative seeks to enable earth scientists to solve the challenges
associated with achieving Global Water Sustainability (Gutierrez et al., 2018). Several Tethys
applications have been developed and deployed through applied science research projects with
NASA, NSF, and most recently as part of the SERVIR Applied Science Team (AST) (E. J.
Nelson et al., 2016). As part of the NASA SERVIR project as well as GEOGloWS initiatives,
other principal investigators have expressed interest in creating new Tethys applications and
reusing existing applications to support visualization and decision-making for their projects. This
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establishes the need for improved capabilities to easily share and reuse web applications. Our
solution allows for relatively rapid deployment of environmental analysis applications for
managing and using essential water resources variables in support of GEOGloWS.
This chapter is organized as follows: Section 2.2 introduces the technologies we used,
presents the software design and architecture of the Tethys App Store, and the design of a
GEOGloWS experimental test case; Section 2.3 presents the implementation of the Tethys App
Store including steps for registering applications in the system, retrieving them, and installing
them into a specific portal; Section 2.3.2 presents the results of the GEOGloWS experimental
test case including the deployment of three application portals using the Tethys App Store to
populate each portal with specific applications as needed; and Section 2.4 includes a discussion
of results and conclusions, including potential for future maintenance and development of this
system.

Methods

2.2.1

Core Technologies
The Tethys App Store is built on two major technologies: Tethys Platform and Conda.

Tethys Platform is an open source software stack for creating web-based applications (Swain et
al., 2016) and is comprised of three main elements: Tethys Software Suite, Tethys Software
Development Kit (SDK), and Tethys Portal. Tethys is built on Django, a popular Python Model
View Controller (MVC) web framework that facilitates developing web applications and
deploying completed web applications in a production setting.
Conda (Analytics, 2017) is a software distribution system which allows a server manager
to pull applications from the central repository and install them with relative simplicity. It is
13

based on the Anaconda software project, an open source software platform that unifies several
popular data science packages and standardizes the install and discovery process for these
packages using the Anaconda Repository (Anaconda distribution, 2020). It is a robust package
management system that was designed and built to manage software packages written in any
language but is most commonly used for Python packages (Jake Vanderplas, 2016).

2.2.2

Tethys App Store Software Design
Our approach to registering, discovering, transferring, and installing web applications to a

third-party server is modeled somewhat after the concepts of the iOS App Store (Apple devices)
or the Google Play Store (Android devices) which enable a user to download and install
applications to their mobile devices. Similarly, the Tethys App Store facilitates a government
agency or organization to transfer and install web-based GIS applications onto their own servers
and hence attempts to address the installation and distribution challenge faced by developers and
users.
Historically, the process for installing a completed Tethys application requires the enduser to follow a list of instructions that include transferring the application the source code to the
server, running a series of installation and file management commands in the terminal shell, and
configuring the custom settings and services for the application using command line interfaces or
the administrator interface of Tethys Portal. This process has proved difficult for end-users who
are not well-versed in information technology and performing command line tasks.
Figure 2-1 shows the overall system architecture design for the Tethys App Store, built as
a Tethys application using the Conda registry and repository to store and retrieve Tethys
applications. It also uses GitHub Actions as a build system to package the Tethys application and
WebSockets are used within the Tethys App Store to get user input and provide status updates
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from the server. In Section 2.3 we present several case studies that help to better understand the
system architecture and use case.

Figure 2-1: Tethys App Store components

2.2.2.1 Distribution Service: Conda
The Tethys App Store makes web applications portable by packaging Tethys applications
into a Conda package and hosting them in Conda repositories. When a developer creates an
installation package using Conda, the package ensures that the application components will be
built, compiled, configured, and packaged together in a way that they can be installed on another
Tethys Portal with little additional effort. The Tethys App Store hosts its packages in a Conda
repository which can be searched using a public RESTful web-service Application Programming
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Interface (API). The Tethys App Store integrates with the Conda API and performs all the
requests on behalf of the end user, further lowering the barrier since searching and installing a
package from the Conda repository requires some understanding of how to search the repository.
The Tethys App Store packages are configured such that Conda will find and install any other
required dependencies that are listed within the Tethys application.
Each Tethys application that is submitted to the Tethys App Store gets tagged with a
version number that is updated with new versions. This allows the store to keep track of any
updates. The Tethys App Store uses the Conda versioning system to detect if any updates to
installed applications are available and notifies the user. This is another service that reduces the
knowledge and time required for local users to keep their Tethys Server and associated
applications up to date. The Tethys App Store also helps developers, if they publish their Tethys
applications to the Tethys App Store, by making it easier for the end-users to find, install, and
use their applications.
We designed the Tethys App Store to facilitate access to Tethys applications which use
geospatial data. Geospatial applications require complicated server set ups, making server and
application set up complicated and error prone. The Tethys App Store automates much of this
work, making it easy for a local user to maintain a Tethys server and find and install available
applications. This is very similar to browsing the QGIS plugin manager (QGIS Development
Team, 2021) for a suitable QGIS plugin to install on one’s local program or using the Apple iOS
App store to find a new application to install on an iPhone. It helps Tethys application
developers make their applications available, and since the developers create the Conda
installation packages using the Tethys App Store, it ensures that an installation of their
application will work correctly.
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The Conda package provides a standard build “recipe” that each Tethys Application uses
to guide the Conda build process. This standard recipe ensures that regardless of the operating
system and underlying technologies on the developer’s or user’s machine, the Tethys application
is always packaged in a way that it can be installed on any Tethys Portal that uses the app store
to install applications. The Conda repository groups its packages in various channels for ease of
organization and discovery. We created a new “channel” named “tethysapp” in the Conda
repository that is the central repository location where all Tethys Applications submitted to the
Tethys App Store will be hosted.
We distribute the Tethys App Store as an open-source project, which provides a rich
environment for developers to collaborate in making new applications, modify existing ones, and
distributing these applications to end-users. These tools, which make both distributing and
installing applications easier – supporting both developers and users should help widely in
distributing cutting-edge tools. This same approach of standard distribution and application
deployment can be applied to a variety of other scientific disciplines.

2.2.2.2 Install Method
The Conda repository is queried for all available applications and their metadata. The end
user selects the application to be installed and the app store fetches the selected application’s
Conda Package. It then allows for custom settings configuration and services configuration as
described in the sections below. We describe how using the above-mentioned distribution system
and underlying tools within Tethys Platform, we orchestrate a seamless and intuitive workflow
for installing new applications on to a Tethys Portal as shown in Figure 2-2.
The first step in the discovery process is to query the Conda channel ‘tethysapp’ for all
available applications. During the discovery step, the app store extracts metadata from the query
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results and caches it. This metadata is used to display a list of available applications with their
corresponding descriptions, author information, versions, etc. to the user. This list can be filtered
and searched by the end user. The in-memory list of applications is updated whenever the Tethys
portal is restarted, or it can be manually refreshed by the user as well.

Figure 2-2: User interaction diagram for Install Workflow
The next step in the install process runs after the user selects which application they
would like to install. A list of available versions for that application is retrieved from the
metadata cache and is presented to the user for selection. Upon selecting the desired version, the
Tethys App Store initiates a Conda Install command with the selected application’s name and
version. During the Conda install process, Conda performs a number of tasks, including fetching
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the compressed archive that contains the application code, installs any dependencies that the new
application needs, checks for compatibility between previously installed Python packages and
the requested packages and performs any required cleanup of the Python environment. This
process can get extremely complex and hence this step is the most time consuming. Also, if the
Conda process identifies potential conflicts between the installed packages and the application
being installed, the process cannot continue, and the end user is provided debugging information
to fix their local Python environments. This is a common issue while managing virtual
environments and there is no automatic method to resolve these conflicts. However, if no
conflicts are found, the Conda install process will extract the application archive into the site
packages directory, where it can be discovered by the Tethys Portal as an installed application.
An important aspect of the Tethys App Store is that each install workflow is run in a new Python
thread, which means that it does not cause our existing thread to freeze and allows the user to
continue browsing the Tethys App Store or performing other actions on their Tethys Portal
without having to wait for the install to complete. There are a few checkpoints within the Conda
install process that inform the Tethys App Store application of the progress of installation and
these are communicated to the user as notifications.
Before proceeding to the next step, the Tethys portal, running as a Python process, needs
to be made aware of the new application. This is done by clearing Django caches as well as
reloading of two specific Python packages, ‘site’ and ‘tethysapp’. The reloading of the ‘site’
package refreshes the list of installed Python packages without having to restart the Python
process. Reloading the ‘tethysapp’ package refreshes the list of Tethys applications that are
found installed in the site packages directory of the user’s Python environment. By default,
Django caches various aspects of the Tethys portal including a list of the installed applications.
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The Tethys App Store clears the cache which forces Django to re-evaluate the list of installed
applications for the Tethys portal.
Step 3 in the install process is to configure custom settings and Tethys services which
were typically configured using the portal administration interface. The portal administration
interface can be confusing for a user to navigate and was an extra manual step during application
installation. The Tethys App Store brings the configuration of these settings within the install
workflow offering a smooth experience, resulting in a fully configured application once the
process is completed. Example custom settings include the ability to change the colors and
layout of the application, add custom logos and change header texts. Custom settings can also be
used to configure access credentials, API endpoints and rate limits for Tethys applications that
consume third party services. After a successful installation of the application, the Tethys App
Store scans the application files for any custom settings. This is done by loading the application
configuration that is stored within the application files. The Tethys App Store iterates over the
application configuration file and retrieves all the custom settings that are required by the
application. This is then presented to the user over our communication. If default values are
defined for those custom settings, those are presented to the user as well along with a description
of these settings. The end user enters the values for these custom settings and the Tethys App
Store will configure the values in the application being installed.
The final step in the application configuration is to set up and link any required Tethys
services with the application being installed. The services are also loaded from the application
configuration file mentioned above. The Tethys portal may have previously configured services
that are compatible with the application being installed. For each service, a list of compatible
services is displayed in a drop down which can be selected for use. The service configuration
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window also contains options to create new services from the installation workflow itself,
without having to use the administration interface. If a new service is created, the Tethys App
Store updates the lists of options for various services with any new compatible services. Once a
compatible service definition is selected, the Tethys App Store links that service with the Tethys
application being installed. Finally, the Tethys App Store also allows the end user to skip any of
the custom setting or service configuration if they choose to. Once all the above steps are
completed, it triggers a restart of the Tethys Portal after issuing commands to collect all static
files and workspaces within the Tethys Portal. Since each application has its own set of static
files i.e., JavaScript, images, Cascading Style Sheets (CSS), etc., these need to be collected by
the Tethys Portal before they can be accessed by the end user. This collection process is a
standard part of Tethys Platform that allows it to set the right permissions on these files so that
they can be accessed by the end user. Restarting the Tethys Portal is critical to reload the URL
schema that Django uses to identify and route the user to the right applications when they visit
the portal. It is the only way to ensure that the newly installed application can be accessed using
the Tethys Portal’s web interface.

2.2.2.3 Updates
The Tethys App Store presents a view to the end user which lists all the installed
applications. This list is obtained by querying the ‘TethysApp’ Python namespace which
contains the paths to each installed Tethys Application. When the Tethys App Store is accessed,
it compares each of the installed applications with their corresponding versions from the Conda
repository. If any newer versions are found, the application is highlighted on the end user’s
screen and the user may choose to run the update from the user interface itself.
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The update process works very similar to the install process mentioned above but differs
in three critical steps. First, it creates a backup of all the custom settings and Tethys services that
the current version of the application is using. Secondly, it cleans and uninstalls the existing
version of the Tethys Application being updated as leftover files and directories can cause
conflicts with the newer version of the application. Finally, after running the install process for
the new version of the application, the Tethys App Store tries to restore the custom settings and
Tethys services configuration to the application if the same settings are required in the new
version. Any incompatible settings or service configurations are reported to the end user so they
can be resolved.

2.2.2.4 Application Submission
The above-mentioned approaches to application installation and updates depend on a
unified method for Tethys application developers to submit their applications to populate the app
store. Developers contribute their applications by following a two-step workflow within the user
interface, while the app store takes care of all the heavy lifting of correctly preparing the code
and making it available as an easily installable Conda package.
An important component of any application within the Tethys App Store is its metadata
such as name, description, tags, version, license, etc. This metadata is used to uniquely identify
the application and special application parameters such as API inputs, outputs, user interface
instructions, or similar are not stored in this metadata. This information helps end users search
for an application that suits their needs. This metadata can be defined in the setup file that is a
universal standard for Python applications as well as is included when a Tethys application is
scaffolded. Filling out the fields in the setup file is the one critical step that the application
developer needs to perform before submitting the application to the Tethys App Store. The build
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process reads this setup file and determines the correct name and version of the application to be
built as well as the following fields from setup.py: Description, Keywords, Author Name, Author
Email, URL and License.
There are two key files that are important for the build process to run: Conda Build
Recipe and GitHub Workflow Job definition. The Conda Build Recipe is a directory within the
application folder that defines the various aspects of the application being built and instructs
Conda on how to run the build process. This is important since various Python packages have to
be packaged in a way that ensures compatibility between the package and the underlying
operating system that it is installed on. However, a Tethys application doesn’t contain
dependencies in other languages such as C++, Java, etc. and hence needs to be built as a pure
Python package. The app store provides the Conda build recipe as suggested by the official
Conda build documentation for pure Python packages.
Once the build recipe is generated, the Tethys App Store needs to run the Conda Build
process so that a compressed archive of the application code is generated, which can be hosted
on the Conda Repository. One possibility is to run this on the developer’s computer, as a part of
Tethys App Store. However, this approach will require the Conda build utilities to be installed on
the developer’s system, as well as use local system resources. Instead, the Tethys App Store
utilizes GitHub Actions. GitHub Actions makes it easy to automate software workflows and
allows for building, testing and deploying applications from GitHub (Daigle, 2018). For opensource public repositories, GitHub Actions run the build and testing workflows free of charge.
For this purpose, a GitHub organization, ‘tethysapp’, was created and is used to host and run the
Tethys Application deploy workflow. This workflow is responsible for reading the input files,
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testing that the files required for the build process are present, generating the correct build and
publishing the package to Conda.
The flow diagram shown in Figure 2-3 describes the various steps that the developer as
well as the Tethys App Store performs to prepare and submit an application. The preparation
phase begins by creating a local copy of the application code once the developer has submitted
the GitHub URL. If the GitHub repository contains multiple branches, the developer is asked to
select which branch contains the latest stable code that needs to be packaged, else the master
branch is used. The selected branch is checked out and the Conda Build Recipe is generated and
added to the application code. The GitHub actions directory is created and the workflow action
file (as shown in the Technical Appendix section) is copied into that directory. Finally, prior to
pushing this the application code to GitHub for packaging, the Tethys App Store cleans up the
existing setup file and removes the dependency on Tethys Platform during the build process to
speed up build and deploys.
The next step pushes the prepared application code to GitHub. This code is not pushed to
the developer’s original repository, but a new repository for this application is created on the
TethysApp GitHub Organization. If a previous repository exists for this application, it is
removed prior to creating a new one. The creation and removal of this repository is completely
handled by the Tethys App Store. This provides the build environment a clean slate to start on
each time we need to publish a new version of an application. The push triggers a GitHub action,
that runs on GitHub’s servers, which packages the application code into a shareable compressed
archive and publishes it to the Conda repository. As soon as the publish happens, that version of
the specific Tethys Application will be available for the user community to download on their
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individual Tethys Portals. All packages are pushed to a specific Conda channel, “tethysapp”,
which makes the discovery and filtering of Tethys Applications much easier.

Figure 2-3: Application submission workflow

2.2.2.5 Communication Layer
In each of the above-mentioned steps, there is a constant back and forth communication
between the Tethys App Store and the end user. The end user receives notifications or a prompt
for an input from the Tethys App Store and the Tethys App Store in turn receives the end user’s
selections and response to any selections that they needed to make. The Tethys App Store uses
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WebSockets to achieve this communication as well as detect when the Tethys Platform is offline
due to any restarts that might happen. If the restart was left unhandled, it would cause the entire
install process to reset and the end user will have to start all over again, just to get stuck again if
a restart happens. The Tethys App Store also saves the current state of whichever process the
user was on and keeps trying to connect back to the Tethys Portal. Once the Tethys App Store
receives a valid connection again, indicating that the restart has completed successfully, it
restores the state and continues the step/process that the user was performing before the
disconnect happened.

2.2.3

GEOGloWS Experimental Test Case Design
In partnership with GEOGloWS efforts, we tested our system by packaging the following

Tethys web applications and making them available in the Tethys App Store. Next, we deployed
2 new Tethys Portals: BYU’s Tethys Portal which hosts Tethys Applications created within the
BYU Hydroinformatics lab for demonstration to our partners and the CRRH portal. The CRRHSICA (Regional Committee for Hydraulic Resources) is a technical body of the Central
American Integration System (SICA), specialized in Meteorology, Climatology, Hydrology, and
Hydric and Hydraulic Resources of the Central American region. A regional and customized
portal for CRRH was installed on their servers. Within each portal we used the Tethys App Store
application to retrieve and install selected applications from this list:
•

GFS and GLDAS Tethys Applications: The GLDAS Data Tool is a tool to facilitate
downloading, visualizing, processing, analyzing, and sharing GLDAS v2.X data from
NASA. GLDAS, Global Land Data Assimilation System, is a historical earth observation
dataset based on the LIS, Land Information System, land-surface model (J. Nelson et al.,
2019).
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•

Hydrostats Tethys App: This is an application based on the Hydrostats Python package
which helps characterize predicted and observed hydrologic time series data and has three
main capabilities: Data storage and retrieval, visualization and plotting routines and a
metrics library that currently contains routines to compute over 70 different error metrics
and routines for ensemble forecast skill scores (Roberts et al., 2018).

•

GEOGloWS ECMWF Streamflow Hydroviewer: This Tethys application presents a
global streamflow viewer and animated streamflow forecast maps. The data is generated
by routing global runoff ensemble forecasts and global historical runoff generated by the
European Centre for Medium-Range Weather Forecasts model using the Routing
Application for Parallel computation of Discharge to produce high spatial resolution 15day stream forecasts.

•

Hydroviewer Central America: This is a localized version of a Tethys application
developed for the Central America region and displays the model results as described
above. It also facilitates data consumption and integration at the local level. This
application has the potential to allow decision makers to focus on solving some of the
most pressing water-related issues we face as a society (Souffront Alcantara et al., 2019)

•

Snow Inspector: An open-source Tethys application for snow cover probability time
series extraction from map images. The application also contains a WaterML compatible
web-API which gives access to third-party applications for automation and embedding in
modeling tools (Kadlec et al., 2016).
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Results

2.3.1

Resulting Software Implementation
The Tethys App Store was implemented as a Tethys Application and can currently be

obtained from GitHub or a Conda Install. The Tethys App Store is only compatible with Tethys
Portal versions 3.0 and above. More information on how to obtain the app store is found in the
Software Availability section below. This paper is focused on the discovery, download, and
installation of applications on local web servers. Specific application end user graphical
interfaces and instructions are provided by individual developers who have contributed
applications to the Tethys App Store.
The Tethys App Store is located on the end-user’s Tethys portal application library page.
This installation is done by running a Conda install command for the Tethys App Store. The end
user will only be able to access the Tethys App Store if they are logged in as an Admin user of
the portal. Since this Tethys App Store can make significant changes to the installed portal and
its applications, it was critical to enforce this login requirement. The Tethys App Store is
launched by clicking on the App Store icon on the application library page. Upon opening the
App Store, the end user is presented with the landing page as shown in Error! Reference source
not found..
The Tethys App Store has 3 major components as highlighted in Figure 2-4. Each
component is responsible for an important feature of the Tethys App Store and their usage is
demonstrated in the sections below.
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Figure 2-4: Tethys App Store landing page
The first section displays the list of available applications for install. This is the most
important component of the Tethys App Store as it searches through the Conda repository and
displays a list of available Tethys Applications that the end user may install on their system.
Only applications that are developed for Tethys version 3.0+ and packaged with compatibility
with the Tethys App Store are shown in this list. The end user can also use the search interface
on the table to search and filter for a specific application based on keywords.
Once a suitable Tethys Application is found, the end user can start the install process by
clicking on the Install button. The first step for the end user is to select which version of the
application they wish to install from the version drop down. After selecting the version and
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clicking the Go button, the Installation process begins with the Conda install step as described
above in the Package Installation methodology section 2.2.2.2. The user gets updates on the
Conda process as it is running in the background. Once that process completes, the end user may
choose to configure any custom settings the Tethys Application might need. Helpful description
and default values (if present in the Tethys Application) are also displayed. Figure 2-5 shows an
example of the Custom Setting configuration modal.

Figure 2-5: Custom Settings Configuration
Figure 2-6 shows the final step in the installation process which is the configuration of
any services (GeoServer, PostGIS, etc.) that the Tethys Application might need. Upon
completing/skipping the custom settings configuration modal the end user is presented with a
Service Configuration modal.

30

Figure 2-6: Configure Tethys Services
The modal lists all services that are described within the application and allows the end
user to link an existing service to the application. The Tethys App Store supports configuration
of all types of services that are present in the Tethys Portal. The end user may also choose to
create a new service of the type that the application needs by clicking the create new service
button as seen in Figure 2-7. Following the configuration of these services, the installation
process is completed, and the app store restarts Tethys Portal instance for the changes to take
effect.
The second section in Figure 2-4 shows a list of applications that the user has installed
using the app store and allows for management of these installed applications. From this table,
the end user can choose to uninstall or reconfigure any settings for the corresponding Tethys
application. If the installed version of the application is lower than the latest available version, an
Update button is also shown which can be used to update the application.
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Figure 2-7: Add new service window
The second section in Figure 2-4 shows a list of applications that the user has installed
using the app store and allows for management of these installed applications. From this table,
the end user can choose to uninstall or reconfigure any settings for the corresponding Tethys
application. If the installed version of the application is lower than the latest available version, an
Update button is also shown which can be used to update the application.
Tethys App Store also offers an interface and helpful utilities that allows developers to
prepare and submit their application to the app store’s repository. Any Tethys application that
has been developed in compliance with the instructions found on Tethys Documentation will be
compatible with this process. The Tethys application, once ready to publish, should exist in a
GitHub repository.
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Figure 2-8: Submission Modal for developers
To get the process started, the developer will click on the Add Application button located
on the top right corner of the app store interface. Figure 2-8 shows the modal presented to the
where they will be required to enter the web address of the GitHub repository for their
application. A list of available branches from the GitHub repository is presented to the
developer. After selecting the correct branch, the application is prepared and packaged as
described in section 2.2.2.4. If any errors happen during this build process, the developer is
informed of those errors within the same modal. Upon successful completion of the build, the
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developer receives an email informing them that a new version of their application has been
published in the app store.

2.3.2

Case Study Results
Figure 2-9 and Figure 2-10 show the two new Tethys portals that were installed on

Ubuntu virtual machines: CRRH and BYU’s main Tethys portal.

Figure 2-9 : CRRH Portal Deployment
Both portals were set up following the production installation steps as described in the
official Tethys platform documentation. Following portal install and configuration, the Tethys
App Store was installed on each of the portal by running the Conda install command in the
command line interface. This was the only application that needed to be installed via the
command line. Once the app store was installed on each portal, the Tethys App Store was used to
fetch, install, and configure the other applications required for the portal.
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Figure 2-10 : BYU Hydroinformatics Lab primary Tethys Portal (tethys.byu.edu)
Below is a list of improvements along various aspects based on our expertise with Tethys
Platform since its inception and observations based on training new developers from various
fields of science and engineering.
•

Searching for an Application: All registered applications can be easily searched
from within the app store interface instead of performing a search through various
GitHub repositories and using global search engines such as Google.

•

Retrieving application code and installing: The app store downloads the code and
installs dependencies, sets up services and configures custom settings via an
interactive user interface. Without the app store, the user would need to run
commands on the command line and understand Python virtual environments and
GitHub to fetch the code and install it. Also, setting up services via the command
line for Tethys has proven to be a complicated process and can be avoided by
using the app store.

35

•

Installation cleanup: For the newly installed application to load correctly, the
portal needs to collect all the static files from the application code and perform a
restart. The app store takes care of collecting the static files for the portal and
performs a portal restart without requiring the user to manually enter the right
commands in the command line prompt.

•

Updating and Installed Application: The app store informs the user of a new
version that is available and does all the heavy lifting of updating an application
including retrieving the new code, installing it and restoring any custom setting or
service configurations.

•

Uninstalling an application: The app store allows the user to remove an installed
application completely by running the Tethys uninstall command, performing a
cleanup of any leftover application files and restarting the portal for the changes
to take effect. No user interaction is required after confirming the installation.

In terms of scalability, since the Tethys App Store actually does not host any applications
itself and uses the Conda Packaging system, this architecture is as scalable as Conda. The Conda
packaging system is highly scalable as Conda-forge, which is the main channel for most
packages, saw 3,751 new additions and over 100 million downloads a month for 2020 (2020 in
Review — the Conda-Forge Blog, 2020).

Conclusions
Easier discovery, installation, and management of web applications for GIS and water
resources is made possible by the introduction of an app store. The requirements for such an app
store and design methodology are discussed. With Tethys Platform, the design is implemented to
create an interface to search for existing Tethys Applications, install and manage them as well as
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submit new applications to the collection of available Tethys applications for improved sharing
across regional boundaries.
We were able to test the Tethys App Store by populating two brand new Tethys portals
with applications from the Tethys App Store. All steps including installation and configuration of
custom settings and services was done from within the interactive user interface of the Tethys
application store. A decrease in the time and skill required for application installation and
management is observed in the results of our test case. Future improvements to the Tethys App
Store include a review process so that newly submitted applications can be reviewed by the
Tethys App Store managers and verify if the application passes the standards of the Tethys
community.
The Tethys App Store presents a proof of concept that the sharing of web-based GIS
applications can be simplified and standardized. To implement a similar app store for other webbased application frameworks, the following aspects need to be considered: a standard process
for packaging the web application that works across various operating systems, a centralized list
of all packaged and available web applications and finally an intuitive user interface to perform
the retrieval, installation, and management of these applications.
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3

TETHYS APP NURSERY

Introduction

3.1.1

Problem Statement and Research Motivation
Within the last decade, the scientific community has seen a significant increase in

research and development in the area of web-based applications in the fields of hydrology,
environmental data analysis, modelling, land use, etc. (Gan et al., 2020; Rolph et al., 2017; Saah
et al., 2019; Swain et al., 2015; Wong & Kerkez, 2016; Zeng et al., 2021). This has in turn lead
to the rise of various application development frameworks in the field of geographic information
systems (GIS) (Milosavljević et al., 2008; Swain et al., 2016; Yalew et al., 2016). All GIS web
application development frameworks require developers to set up a local software environment
for development and testing. This process can be challenging for newer developers and can also
be time consuming. Furthermore, with the fast pace that software development tools and
technology evolve, local development environments can be outdated within a few months and
more time will be spent on updating the development environment. Whereas desktop GIS
software development tools tend to be stable for years at a time, web based GIS application
development can have many more rapidly changing hardware and software components to buy,
install, configure, and maintain (Patidar et al., 2011).
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Localized software development on company-owned physical hardware has a significant
overhead cost including purchasing high quality and fast machines for developers, obtaining
various development software licenses, installing these on the machines and ensuring regular
maintenance and upgrades are performed. This can be a limiting factor for a lot of smaller
organizations and hydrologists in developing countries in realizing the full potential of GIS web
applications for their respective field of study.
Another consideration is that any damage to the development hardware or software
corruption due to viruses can be a huge setback in traditional local software development. Many
developers use GitHub to constantly backup their code, but there could still be loss of code and
effort that has not been synced to the remote repository. Not only the code, but in such an
adverse event, the development environment, along with any custom configurations and analysis
data, is also lost, which will require time and resources to recover.
With increase in Software as a Service (SAAS) providers in the cloud such as Microsoft
Office 365, Google Docs, etc., we have seen growth in acceptance of common collaborative
platforms that can be accessed by multiple users during the development phases (Schäfer et al.,
2012; Waters, 2005). This collaborative development can help speed up the development of GIS
web applications for various purposes including flood forecasting, water management and
hydrology.

3.1.2

Research Objective
As outlined above, there have been various development frameworks and techniques

within the GIS web application field but the process of setting up the development environment
and moving that over to a cloud-based software-as-a-service architecture is an area that could
benefit from some more attention.
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We describe the design and implementation of an experimental system that provides a
secure, safe, quick to setup and collaborative GIS web application development environment.
Specifically, we present the Tethys App Nursery, a cloud-based GIS web application
development platform, customized to develop Tethys Applications. These applications can be
developed on the Amazon Web Services (AWS) cloud using a standard web browser, without
downloading any software or development tools on a user’s local machine. The development
environment provides a rich web-based editor and testing capabilities for the application as well
as the ability to publish the application to the Tethys App Store from within the development
instance. This reduces the cost and the learning curve associated with web application
development and allows researchers and scientists to get started on application development
without significant investment of time and resources. Further, we present a cost analysis as well
as the lessons learnt in developing such a system, that could be adopted to bring native GIS
applications to the cloud with the software as a service model. Finally, since the development
platform is hosted on the cloud, developers can share their environment with one another,
thereby increasing collaboration, and they can also demo their applications during development.
This experimental collaborative cloud development platform provides an immense
amount of scalability for hosting workshops, hackathons and overall training and empowering a
new batch of scientists, engineers, and developers to explore the rich presentation, computation
and interactive elements that web based GIS applications have to offer.
This chapter is organized as follows: Section 3.2 introduces the technologies we used,
presents the software design and architecture of the Tethys App Nursery; Section 3.3 presents the
implementation of the Tethys App Nursery including steps for registering, creating and
managing cloud-based development environments; Section 3.3.2 presents a cost analysis of
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hosting an app nursery instance; and Section 3.4 includes a discussion of results and conclusions,
including potential for future maintenance and development of this system.

Methods

3.2.1

Core Technologies
The Tethys App Nursery uses the following technologies: Tethys Platform, Tethys App

Store, Docker, React, various components from the Amazon Web Services (AWS) cloud
platform and Terraform.

Figure 3-1 : Tethys Platform Portal and example applications
Tethys Platform is an open source, web-based app development framework originally
created at BYU for rapid development of end-user-focused tools (Swain et al., 2016). Tethys
Platform is built on commonly used web programming technologies (e.g. Django, GeoServer,
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PostGIS, OpenLayers). It is stable and supported by a growing user and developer community.
Figure 3-1 shows a representative Tethys Portal with example web apps for various data and
models, configured for the GEOGloWS project (Ashby et al., 2021a; Meyer et al., 2021; Sanchez
Lozano et al., 2021). Note that the focus is on simple design and streamlined functionality with
the goal of making complex data sources more accessible to decision-makers.
Advances in cloud computing offer a unique opportunity to facilitate better use of large
data sets and water resource models as decision-making tools. These modeling and visualization
tools can be hosted on a server and used by multiple remote users via a web interface, which
eliminates the need to procure and maintain high performance hardware typically required for
data analysis and modeling exercises. Further, web-based applications generally resolve issues
related to software installation and platform incompatibilities (Mac vs. PC vs. Linux, etc.),
providing software updates, and downloading large data sets – problems that are exacerbated in
regions where financial and technical capacity can be limited. An internet connection and a web
browser are all that is required to access the models and associated data. Cloud-based systems
and secure architecture can be more easily integrated with remotely sensed data, which is critical
for solving problems related to water quantity, food security, floods, droughts, and rainfallinduced landslides—all of which are significant challenges faced by our user community
Recognizing the need for international and local government agencies to install water
resources web apps on their own web servers – often customized with local data and with user
interfaces updated in local languages – we worked with the NASA Water Resources Science
Team to create a prototype app store for water resources web apps. This system, called the
“Tethys App Store”, allows for easier discovery, distribution and deployment of Tethys Web
applications and was developed in the form of a Tethys Application (Khattar et al., 2021).
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The app store concept is ubiquitous in mobile computing and is characterized by the idea
of relatively small, user friendly, modular, single purpose, and often free apps that are
independently developed, installed, and maintained. The prototype Tethys App Store follows the
mobile app store paradigm allows web app developers to publish their apps to a public repository
from where they can be retrieved and installed into local app portal instances. This approach
allows an agency to set up a non-public instance of a web app portal or to provide other specific
customizations and localizations.

Figure 3-2 : Tethys App Store
The portal manager accesses a list of existing apps on the Tethys App Store, explores
metadata and information, and then with a limited number of “clicks”, downloads and installs the
app on the local portal. The app is still used online but it sits on the agency’s website where it
can be customized and managed locally rather than on a central web site controlled by others.
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The Tethys App Store also provides functionality to a water resources scientist who
develops a new web app associated with a particular dataset or computational method and
chooses to share it with the community. This approach allows the app publisher to control the
app source code, and provide a mechanism for updates, patches, and new releases to users.
Custom app portals draw on existing apps to create more comprehensive apps or workflows.
Figure 3-2 shows the prototype Tethys App Store. Here, a list of available water resources
decision support apps is provided together with a list of installed apps. Installed apps can be
updated or uninstalled through this interface and available apps can be installed to the local
server. Also, new apps can be submitted to the Tethys App Store through this interface.

Figure 3-3 : Tethys Development Ecosystem
Figure 3-3 describes how these various components integrate to serve the needs of Tethys
Application developers. The Tethys App Store, as described above, reduces the technological
expertise required to discover and deploy applications to a Tethys portal the Tethys App
Nursery, being presented in this paper, allows for a cloud-based development and testing
platform for Tethys Portal. Both the App Nursery and the App store use the Tethys framework as
the base tool in their development methodology.
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Docker is a container virtualization technology that enables us to build applications and
package them in a container that can be shared and run across any operating system that supports
Docker. (Anderson, 2015; Boettiger, 2015; Rad et al., 2017). Docker offers quite a few benefits
including providing a consistent and isolated environment for each instance without being a
heavy load on the system resources of the running platform.
React is a JavaScript library for building user interfaces. It is declarative, has a
component-based architecture and produces very light-weight compiled code which can be
hosted as a static website by any file hosting system. (Gackenheimer & Paul, 2015)
Major AWS components used within the development of the nursery are described in the
following sections:

3.2.1.1 AWS Cognito
The App Nursery requires a user management system that can perform the following
functions:
•

Allow new users to register to the system

•

Grant approval to new account via a management interface that can be accessed via the
service providers

•

Keep a database of registered users

•

Authenticate users

•

Allow users to reset passwords in case they forget it

•

Allow third party authentication via Google, Facebook, etc. using OpenID (Recordon &
Reed, 2006), OAuth 2.0 (Hardt, 2012) and SAML (Hughes & Maler, 2005).
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•

Provide secure web tokens to the user interface so that only the Tethys Portals created by
the user are shown to them and can be managed.

•

Scales as the number of users increases
The AWS Cognito service was incorporated within the Tethys App Nursery as it satisfies

all the above requirements. AWS Cognito lets you add user sign-up, sign-in, and access control
to your web and mobile apps quickly and easily (Amazon Cognito (AWS), 2021). AWS Cognito
provides the Tethys App Nursery a secure user management system that can expand easily to
include additional features and needs without having to configure any of the internal systems
such as Identity databases, OAuth connections, federation management, etc. This further enables
the App Nursery to be as lean as possible in terms of hosted code and relies on enterprise grade
services provided by an established cloud provider.

3.2.1.2 AWS Elastic Container Service
Containerization is becoming increasingly common in software orchestration as it allows
bundling an application together with all its related dependencies and configurations that ensure
that it runs in a bug-free way across different computing environments. In response to this. AWS
offers an Elastic Container Service (ECS) which is a fully managed service that allows for easy
deployment, management and scaling of containerized applications (AWS ECS, 2021; Tihfon et
al., 2016). Normally, to run containers on a machine, the relevant containerization engine
(Docker, Kubernetes, etc.) needs to be installed and configured. This needs to be done for each
machine that will be part of the swarm of machines that provide the necessary hardware
resources to scale the service. Also, each machine in the swarm needs to be provisioned,
connected to the swarm, and provided access to the network. With ECS, specifically with ECS
Fargate, all machine instances are provisioned, managed, and scaled by AWS as the demand
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fluctuates. This allows for scalable deployment of containers within the AWS environment as
well as saves on costs as virtual machines are only provisioned when needed.

3.2.1.3 AWS Lambda and API Gateway
Classically, a web Application Programming Interfaces (API) is hosted on a web server
that is constantly running and the whole web application providing the API needs to be scaled for
any single method of the API to be scaled. This creates a lot of unnecessary computational costs
as most of the time these resources are not utilized unless a huge spike in usage happens. An
alternative approach is to use Serverless Computing which provides developers with a simplified
programming model for creating cloud applications that abstracts away most, if not all,
operational concerns; it lowers the cost of deploying cloud code by charging for execution time
rather than resource allocation; and it is a platform for rapidly deploying small pieces of cloudnative code that responds to events, for instance, to coordinate microservice compositions that
would otherwise run on the client or on dedicated middleware (Baldini et al., 2017). This concept
can be applied to API development by utilizing AWS Lambda and AWS API Gateway. AWS
Lambda is a serverless, event-driven compute service that lets you run code for virtually any type
of application or backend service without provisioning or managing servers (Sbarski &
Kroonenburg, 2017). Combining that with AWS’s API Gateway, which can run AWS Lambda
functions to response to API calls, a completely serverless API can be developed. This API can
be scaled without having any network bottlenecks and it only adds to the cost when its being
accessed, compared to classic APIs which are constantly running regardless of the number of
requests coming in.
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3.2.1.4 Terraform
Terraform is an open-source tool created by HashiCorp that allows us to define a cloud
infrastructure and its various components as code using a simple, declarative language and to
deploy and manage that infrastructure across a variety of public cloud providers including AWS
(Brikman, 2019). It heavily simplifies the steps needed to create, edit, and remove cloud
components and avoids the cumbersome steps of navigating the extensive user interfaces of the
cloud provider to perform those operations.

3.2.2

Tethys App Nursery Software Design

Figure 3-4 : Tethys App Nursery components
Figure 3-4 describes the various components that are integrated with each other to create
the experimental Tethys App Nursery. A Docker image comprising of the Tethys Application
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framework, including a production ready installation of Tethys Portal and Tethys App Store is
built. This Docker image is hosted on AWS’s Elastic Container registry which provides the ECS
service faster access to the code and hence reduces the deploy time for a new portal. AWS’s ECS
service provisions the required hardware resources depending on the number of total instances of
the Tethys portal that have been requested by all the users. It also ensures that the database as
well as the file management tools for each portal are instantiated in their own separate containers
to provide complete isolation from any other running instance of Tethys Portal. AWS Cognito
handles all the authentication queries and protects the system from unrestricted access. React,
AWS Lambda and API Gateway, as further described in section 3.2.2.1 all come together to
provide the user interface and business logic for registering, creating, and managing Tethys
Portals for a user.
To implement this design, various components are created in the AWS cloud. These
components can be created and managed using the web user interface that AWS offers, however
this makes it very difficult to track changes as well as implement this repeatedly as all the steps
will have to be performed exactly. Also, with the rapid pace at which cloud technology changes,
the implementation notes will have to be updated constantly. The Tethys App Nursery source
code contains all the components needed in the cloud defined as Terraform files that setup,
manage, and connect these components so that they all work together to provide the various
aspects of the nursery. This concept of codifying cloud resources for easier deployment and
management is known as infrastructure-as-code (IasC) (Artac et al., 2017) and allows for any
organization/institution to setup their own version of the Tethys App Nursery and customize it
for their own needs.
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3.2.2.1 Registration and Management Services
The Tethys App Nursery landing page and user interface are written in the form of a
static React App. This React app is hosted as a static web site i.e., it does not need a running
hosting server such as Node.JS, Java, ASP.net or other web server technologies do. Any static
file hosting service such as Dropbox could be used to serve a static web site developed in React.
In the case of the Tethys App Nursery, this website is hosted on AWS’s Simple Storage Service
(S3) and is scaled to worldwide availability via Amazon CloudFront, that allows the S3 service
to securely deliver the static resources of the website with low latency and high transfer speeds
(AWS CloudFront, 2021).
However, the above-mentioned web site only serves to provide the HTML templates, JS
files and CSS styling to the user. The business logic for performing all the following operations
is handled by the App Nursery API, which is deployed on AWS’s architecture in the form of a
Serverless API as described above:
•

Handle the creation of a new Portal: Major tasks include creating the Docker container,
obtaining a public route to the container, mounting the required workspace directories
from the File Storage System, and assigning the new instance to the registered User

•

Fetch existing portals for the user

•

Pause active Portal

•

Delete existing Portal by removing the Docker container, tearing down any
corresponding file mounts, deleting any workspace data and public IP addresses and
removing the instance from the User’s list of active portals.

•

Manage authentication
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3.2.2.2 Isolated Instances
Each new instance of Tethys Platform is a docker container created from the core Tethys
Platform image uploaded to the AWS Elastic Container Registry (ECR). This container is
deployed to AWS ECS which manages all the hardware resources for the total load of containers
running without having the developer to setup virtual machines and configure networking for
each one of them. As described above. The App Nursery waits for the status of the Tethys Portal
container to become healthy and obtains a Public IP address for it so that it can be accessed by
the end user. This IP address is temporary and is released once the App Nursery instance is
destroyed. Since each instance launches in its own container, it has its own operating system, set
of dependencies and system files, isolated from all other instances. This provides a safe and
secure environment to develop applications and test them without affecting other running
projects. Each instance of Tethys Portal also needs a PostgreSQL database to manage the
functions of the portal. The Tethys App Nursery also creates a database container for the portal
and establishes a secure connection with the portal container.

3.2.2.3 File Access and Code Editor
Tethys Application development involves accessing various files and directories within
the application code. These can include data files such as spatial or temporal data used within the
GIS web application, or other files used to define the look and feel of the web application. The
App Nursery sets up another docker container based on a publicly available File manager and
editor (https://hub.docker.com/r/hurlenko/filebrowser). This file manager is connected to the
portal container and file mounts are created between the two. The file browser is protected by a
username and password so only registered users with access to the specific Tethys Portal can
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view and edit the files. This docker container also provides a code editor within the web browser
for the developer to perform all editing and file related operations for their applications.

3.2.2.4 User Limits
To support many users for such a system, the following limits are put on each user:
•

Limits on the size of the workspace: The workspace area of a Tethys Portal is used for
storing application files as well as any user uploaded files that the application might need
for processing. Since this could be abused as a free online storage service, we have a limit
of a total of 500 MB of space available within the workspace.

•

Maximum duration the portal will be available: The Tethys App Nursery keeps track of
the total active running time of an instantiated Tethys Portal. Since development of an
application can take anywhere from a few days to few months, the developers can pause
their portals when they are not actively developing the application. The portals will also
be paused after 24 hours of inactivity. If a portal remains inactive for over 30 days, the
user will be sent an inactivity reminder. After 45 days of inactivity, a warning reminder is
sent that the portal will be deleted if not activated within the next 14 days. This warning
will be repeated at the 52-day mark as well. After 60 days, the portal will be deleted from
the user’s account.

•

Maximum number of total portals per user: Each registered user is allowed a maximum
of 3 simultaneously active Tethys Portals and a total of 5 Portals (active or paused)
within their account.

•

Maximum number of total portals provided by the service: This limit restricts a
maximum count of Tethys Portals that can exist across all user accounts. If new portals
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are requested when this limit has reached, they will be rejected with an out of capacity
error message and will be asked to wait until existing portals are stopped and deleted.
This is set to an initial value of 100 and will be increased as the demand increases and
there are secured funds to support the computational costs.
These limits can be increased by submitting a request to the maintainers of the project
justifying the need for extended limits.

Results

3.3.1

Resulting Software Implementation
The Tethys App Nursery was implemented on an AWS account belonging to the Civil

Engineering department at Brigham Young University and supported by the grant mentioned in
the Acknowledgments section. More information on how to access the App Nursery is found in
the Software availability section below. Before starting to use the experimental App Nursery, the
user must register for an account. Currently the App Nursery offers open sign up without any
administrator approval. In the future, users of this service will have to wait for an approval from
the administrators of the App Nursery to start using it. Upon logging in to the Tethys App
Nursery as a registered user, they are presented with the main management interface as shown in
Figure 3-5. From this screen, the user can perform creation and management tasks for Tethys
Portals as well as the applications deployed within the portal, as described below.
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Figure 3-5 : Tethys App Nursery landing page

3.3.1.1 Portal creation and management
To create a portal, the end user fills out a form providing the portal name. This form data
is transmitted to the app nursery’s backend API as described in section 3.2.1.3. This API call
results in a chain of operations as follows:
•

Generate a random ID to track the portal within the nursery infrastructure: Each cloud
resource that is created to support this portal has a reference to the id so that the nursery
can appropriately tear down those resources when the portal is removed.

•

Create a file system mount for data persistence: The API code created a directory on the
file system that is mounted to the API code and to each container that will be created.
However, the containers that are being created will have their root set to the specific
directory created for the portal, hence preventing any access by a different container to
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another portal’s files. The file system is supported by AWS’s Elastic File System (EFS)
which allows for multiple containers and services to be connected to the same file system
at the same time. Compared to other file system services such as Elastic Block Store,
which would require a separate service instance for each container and offers no sharing
of data within the containers of the same portal, EFS saves cost and provides great
flexibility. Subdirectories are created within the newly created portal directory to persist
all the portal setting files and any installed applications as well as all the files required by
the database, so that when the portal is resumed after a pause and the containers are
recreated, there is no loss of data.
•

Create ECS task: A task definition file is created that contains the list of all containers,
environment variables, file mounts, port mappings and custom configurations. The app
nursery API registers this task with ECS and then attempts to run the containers.

•

Retrieve Portal’s IP address: ECS runs the containers and assigns them a public IP that is
accessible on ports 80 and 8080. Port 80 is the default HTTP port and is used to access
the portal, while port 8080 is used for access to the file browser. The API code waits for
the container’s network interface to be instantiated and obtains the IP address for the
newly created Tethys Portal

•

Save portal information: Detailed results of the above tasks, including mount points, IP
addresses and run logs are saved in a table hosted by AWS’s DynamoDB NoSQL
database. This database is used to track the running state of the portal and is updated
anytime a portal is created, paused, deleted as well as if the portal crashes for some
reason.
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The user can track the status of the portal deployment via the interface shown in Figure
3-5. Any instance that is being deployed is outlined yellow, while any successfully deployed
instance is outline green. If an instance has run into an error and crashed beyond recovery, they
are outlined in red. Once a portal has been successfully deployed, 5 management icons are
presented to the user as seen in Figure 3-5. These icons can be used to perform the following
operations on the portal (in order of appearance):
•

Access the Tethys Portal

•

Access the file browser and code editor for the Tethys portal

•

Pause: Pauses all running services for the container

•

Delete: Removes all file system mounts, running containers and deletes any files
associated with this instance

•

Restart: This allows the user to restart the Tethys portal after file changes so that any
changes to the code are loaded.

3.3.1.2 Portal application management
Users of the experimental Tethys App Nursery can manage the apps installed in their
portal via the Tethys App Store that comes pre-installed with every Tethys portal that is created
in the nursery. However, the Tethys App Store is designed to install and test prepackaged
applications. To support active development, the app nursery allows developers to load
applications from an existing GitHub repository or create a new application within their nursery
portal for development purposes. As seen in Figure 3-5, the Portal App Actions dropdown
supports these options.
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Figure 3-6 : Load an application from GitHub
To load an application from GitHub, the user provides the GitHub repository URL as
seen in Figure 3-6. A branch name may also be specified. The app nursery API code receives the
request and pulls the application code from GitHub, copies it to the developer’s portal and
performs the installation without requiring any human intervention. Similarly, the scaffold
command in the Portal App Actions dropdown in Figure 3-5 receives the metadata for a new
application including application name, description, author name, author email and licensing
details. The nursery API then performs the creation of a new application from a template that is
included within the Tethys Platform code. Finally, to install any prepackaged applications for
testing within the app nursery, the Tethys App Store is available as seen in Figure 3-7.
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Figure 3-7 : Tethys App Nursery landing page

3.3.1.3 File manager and code editing
Each instance of Tethys Portal deployed to the Tethys App Nursery exposes some of its
files to a docker container that provides a file browser and code editor as seen in Figure 3-8. The
file manager is unique and isolated to each specific Tethys Portal instance created on the app
nursery. It allows the user to search, edit, download, and upload files and complete folders. The
following directories and files are present by default in each instance:
•

Apps: This directory contains the files for each application that was scaffolded by the app
nursery or imported from GitHub. It contains the application code, any corresponding
HTML templates and all associated stylesheets and JavaScript files.

•

Static: Contains all the static files for the Portal and applications. Users can upload
images and change CSS files in here to customize the look and feel of their Tethys Portal
instance
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Figure 3-8 : Tethys App Nursery File Manager
•

Workspaces: This directory provides a scratch workspace that each application installed
on the portal can access. This is useful for testing application code with large data files
that can be uploaded to the workspaces directory.

•

A few configuration files are also exposed via the interface that can allow for additional
customization options for the portal for advanced Tethys users.
The file browser comes built-in with a in browser code editor that can be used to edit any

file available to the file browser. The code editor highlights and color codes the syntax to make it
easier for the developer to work on these files. An example of editing the main application file
(app.py) is show in Figure 3-9.
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Figure 3-9 : Tethys App Nursery File Editor

3.3.2

Cost Analysis
The table below summarizes the various cloud tools used to build and run the

experimental Tethys App Nursery. It also includes the free-tier benefits which AWS offers to
newer customers. The Free Tier is comprised of three different types of offerings, a 12-month
Free Tier, an Always Free offer, and short-term trials. The prices listed are based on non-free tier
usage. The observed cost is based derived from an average of running this system and testing it
for 30 days.
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Table 3-1 : Cost analysis of various components of the Tethys App Nursery
AWS Service

Purpose

Free Tier Benefits

S3

Hosts the static website
for the management
portal

5 GB of Standard
Storage (First year)

CloudFront

CloudWatch Logs

Lambda

API Gateway

Caches the
management portal and
provides quick access
over the world
Logs each API call and
container status
Runs the API code and
handles all the tasks for
setting up and tearing
down portal instances
Handles the API
requests from the
management portal

50 GB of data transfer
2 million requests (First
year)

Observed Cost: 0$ / day

5 GB of logs (Always
Free)

Observed Cost: 0$ / day

1 million free requests
every month (Always
Free)

Observed Cost: 0$ / day

1 million free API calls
every month (First 12
Months)

Observed Cost: 0$ / day

EFS

Stores files for the
portal.

5 GB of storage free
(First 12 months)

ECS

Runs the portal,
database, and file
manager containers

No free tier
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Cost
Total usage: Around 8
Mb
CloudFront caches
most files so the S3
bucket doesn’t receive
too many requests.
Observed Cost: 0.01$ /
day

The cost of this
depends on the amount
of data being uploaded
to the portal for
processing and the
number of containers
running.
Observed Cost: 0.015 $ /
GB / Portal Instance /
Day
Biggest cost factor for
running the App
Nursery. Depends on
the number of portals
running:
Observed Cost: 0.25$/
Portal Instance / Day

3.3.3

Custom Tethys App Nursery Instance
All the supporting services and infrastructure for the App Nursery are packaged as

Infrastructure as Code (IasC) which makes them highly portable and deployable to any AWS
account. Coupled with the free tier benefits as listed above in the cost analysis, this system can
be tested by any interested organization/individual for practically free. Instructions to deploy the
architecture are listed in the help section of the app nursery user interface.

Conclusions
A novel solution to overcome the hurdles with local software development environments
for GIS web applications is presented in the form of an App Nursery. The design as well as
various components involved are discussed. With Tethys Platform, the design is implemented
and hosted on AWS cloud that allows Tethys App developers to provision an isolated cloudbased instance of Tethys platform and develop applications from within a web browser, without
installing any libraries, frameworks, or packages on their local machines.
As a cloud GIS software development tool, the App Nursery can be expanded in the
future to support integration with various geoprocessing services and tools including GeoServer,
THREDDS Data Server and 52° North Web Processing Service. Future research and
development on the Tethys App Nursery can be based on a Usability survey of the system where
feedback to improve the user interface as well as available tools and methods will be conducted
amongst Tethys App Developers of various levels of expertise. Finally, the Tethys App Nursery
is a proof of concept to enable other web-based GIS development frameworks to allow for cloudbased development and testing of GIS applications.
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4

A CASE STUDY OF USING CLOUD BASED TOOLS TO DEVELOP GIS WEB
APPLICATIONS

Introduction
In the realm of web development new technologies and frameworks are introduced very
frequently that will induce a paradigm shift. Within the last 5 years we have seen the landscape
of web technologies change significantly with the introduction of Progressive Web Applications
(Biørn-Hansen et al., 2017; Tandel & Jamadar, 2018), Single Page Web Applications
(Deshmukh et al., 2019; Li & Zhang, 2021) and Serverless Architecture (Rajan, 2018; Sbarski &
Kroonenburg, 2017; Wang et al., 2019) which is primarily run on cloud platforms such as
Amazon Web Services (AWS) and Microsoft Azure.
A large number of geographical information system (GIS) applications as well as
modelling tools are also being developed as web applications (Ashby et al., 2021b; Bustamante
et al., 2021; Dolder et al., 2021a; Kadlec et al., 2016; McStraw et al., 2021) and hence GIS
inherits a similar growth of available technologies and frameworks. Various new platforms and
modelling frameworks for development of GIS web applications have been introduced in the last
decade that leverage newly updated or developed underlying tools and technologies including
GeoNode, OpenWebGIS, Tethys Platform, etc. (Agrawal & Gupta, 2014; Corti et al., 2019; B.
Evans & Sabel, 2012, p.; Fedor Kolomeyko, 2020; Swain et al., 2016).
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In this paper, we discuss and evaluate two recently created web GIS development tools,
namely Tethys App Store (Khattar et al., 2021) and Tethys App Nursery (Khattar et al., 2018).
Both of these tools are tightly integrated with Tethys Platform, which is an open source software
stack for creating web-based applications (Swain et al., 2016) and is comprised of three main
elements: Tethys Software Suite, Tethys Software Development Kit (SDK), and Tethys Portal.
Tethys is built on Django, a popular Python Model View Controller (MVC) web framework that
facilitates developing web applications and deploying completed web applications in a
production setting.
Tethys App Store enables easier discovery, installation, and management of web
applications for GIS and water resources. It also allows users to submit new applications to the
collection of available Tethys applications for improved sharing of web applications across
regional boundaries. It decreases the time and technical skill required for application installation
and management of Tethys Applications and presents a proof of concept that the sharing of webbased GIS applications can be simplified and standardized.
Tethys App Nursery provides developers with a secure, safe, quick to setup and
collaborative GIS web application development environment. It is a cloud-based GIS web
application development platform, customized to develop Tethys Applications. It allows
applications to be developed on the Amazon Web Services (AWS) cloud using a standard web
browser, without downloading any software or development tools on a user’s local machine. The
development environment provides a rich web-based editor and testing capabilities for the
application as well as the ability to publish the application to the Tethys App Store from within
the development instance. This reduces the cost and the learning curve associated with web
application development and allows researchers and scientists to get started on application
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development without significant investment of time and resources. Since the development
platform is hosted on the cloud, developers can share their environment with one another,
thereby increasing collaboration, and they can also demo their applications during development.
Since these tools are designed to ease the development and sharing process for Tethys
App Developers (target users) adequate software testing of these tools, from the perspective of
Tethys App Developers is vital (Devi, 2012; Tuteja & Dubey, 2012; Uddin & Anand, 2019). The
tools should be intuitive, perform well and more importantly free from any bugs that would
prevent the development process from completing. These tools should provide all the required
tools and access necessary to completely develop a Tethys Application from scratch, test it and
share it with the world by submitting it to a global repository. The goal of this case study is to
use the Tethys App Nursery and Tethys App Store to develop a new Tethys application. This
application development process will be done completely within the cloud architecture of these
two tools and aim to test various aspects of the system.
The application that will be developed is a Spatial Data Viewer that can access the
publicly available spatial data hosted on HydroShare. HydroShare is an online, collaborative
system for open sharing of hydrologic data and models. It enables hydrology researchers to
easily discover and access hydrologic data and models, retrieve them to their desktop for local
analysis and perform analyses in a distributed computing environment that includes grid, cloud
or high-performance computing. This version of the Spatial Data Viewer is based on previously
developed applications that served a similar purpose, HydroShare Data Viewer (Lippold, 2019)
and HydroShare GIS (Crawley et al., 2017). A new version of this application features the use of
a new plugin i.e. the MapView Gizmo that was added by the Tethys Core developers to the
Tethys Framework and it is used to produce interactive maps of spatial data. It is powered by
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OpenLayers, a free and open-source pure JavaScript mapping library. The new version will also
be compatible with the latest stable version of Tethys i.e., Tethys 3.0+.
This chapter is organized as follows: Section 4.2 describes the preliminary investigation
performed on Tethys App Store and Tethys App Nursery and lists any deficiencies found as well
as lays out the design of the Spatial Data Viewer application; Section 4.3 lists the updates made
to the tools being tested, and the resultant Spatial Data Viewer application; Section 4.3.3
presents a comparison of various steps of a Tethys application development process between
using local environments vs the cloud based tools that are being tested; and Section 4.4 includes
a discussion of results and conclusions.

Methods

4.2.1

Preliminary Investigation
A thorough analysis of each step that might be involved in the development of a Tethys

application was performed and the Tethys App Nursery and Tethys App Store were investigated
to determine if they can support each of those steps. Furthermore, each one of the requirements
was tested individually and any bugs discovered were recorded. Below is a list of these
requirements that had to be met before development could be performed:
•

Manage dependencies: Each Tethys application can have several other Python packages
that its dependent on. These can include packages from both Conda, an open-source
package management system or Pip, python’s primary package manager. In its previous
state, the Tethys App Nursery had no ability to update the Conda environment to install
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additional packages which would prevent the developer from adding any dependencies to
their Tethys App and hence would severely inhibit development.
•

SSH Access: Tethys platform contains a wide range of Command Line Interface (CLI)
methods that a developer may need to use to perform additional tasks such as managing
the database, running supporting services in docker, generating app related files from
templates, running test suites, etc. The Tethys App Nursery is not an exhaustive interface
and doesn’t provide visual user interfaces for each of those methods and only performs
the most important tasks. For any advanced CLI task, the developer needs access to the
command line interface of the Tethys portal instance that is running in the cloud.

•

Attach IP Address to a Portal: In order to access a Portal via SSH, and considering the
secure cloud environment the portal is running in, a security rule containing the
developer’s IP address needs to be created that will allow the developer to access the
machine. Cloud design considerations consider allowing any IP address on the SSH port
a huge security risk and hence it needs to be avoided. A user interface to add permitted IP
addresses to the Tethys portal is needed.

•

Export applications: Once an application is developed on a portal, the developer may
want to export the files to store the application on GitHub or to share it with other
developers. The previous version of Tethys App Nursery would allow the user to
download all the files via the file browser, but that process was very tedious. A single
click export feature is needed which compresses all the application files and provides an
archive for the developer to download. Syncing with GitHub directly was avoided to
prevent the developer from having to generate and rotate authentication keys to satisfy
GitHub’s security requirements.
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•

Administration Interface: Tethys App Nursery managers should have visibility into all
the portals running on their instance of App Nursery. They should also be able to control
any user account as well as control their instances from within the administration
interface including stopping running instances, deleting, or creating new instances.

•

Publish applications to the App Store: This feature was implemented in the previous
version of the App Nursery but has since developed bugs due to outdated code. This
prevents the developer from pushing applications to the App Store so that they may be
shared with other members of the scientific community. The bugs need to be resolved.

•

Easier access to view scaffolded apps: Since the scaffolded apps are created and managed
in a specific directory, it wasn’t very intuitive to find where the code for these
applications resides. A direct link to that directory within the file browser needs to be
established.

4.2.2

Spatial Data Viewer for HydroShare – Design
HydroShare GIS was the first version of a spatial data viewer created for HydroShare

data (Crawley et al., 2017) in 2016. This version was designed using a model-view-controller
(MVC) leveraging Tethys Framework, which itself was in its first couple years of use. It used the
hs_restclient python package to interact with HydroShare and obtain information about the
resources. However, the code within this application would download the data from HydroShare,
upload it to a separate instance of GeoServer, which is a Java-based web server that allows users
to view and edit geospatial data, and then provide spatial data to the map interface via Open
Geospatial Consortium (OGC) compliant web service endpoints. This adds a significant
overhead to the application making it difficult to maintain. Since the data is being copied, any
changes made to the data availability from public to private within HydroShare will not be
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reflected on the GeoServer and hence copies of now private data might still be accessible
elsewhere.
The second iteration of this application, HydroShare Data Viewer (Lippold, 2019)
improved upon a lot of features and was able to utilize the updated OGC compliant services that
the developer had added to the HydroShare platform and eliminated the need to maintain copies
of data on a GeoServer. This application also allowed users to interact with the obtained data and
modify the layers and their styling. Furthermore, it also supported timeseries content by utilizing
the a Water Data Server to serve the content via a REST Application Programming Interface
(API).
The newly developed version was named the Spatial Data Viewer and used the
HydroShare API directly to communicate with HydroShare and obtain a list of publicly
accessible resources. The application uses OpenLayers maps via a mapping plugin (MapView
Gizmo) provided within the Tethys Platform package to display spatial data from HydroShare
GeoServer directly on the user interface. Further features of the application are described in the
results section. The design is straightforward as the scope of this case study is to evaluate and
compare how an application can be developed with the Tethys App Nursery and shared with the
Tethys App Store rather than evaluating the complexity and features of the developed
application.

Results

4.3.1

App Store and App Nursery Updates
The Tethys App Store was upgraded to allow remote application submission via an API

call for applications that were being developed on the Tethys App Nursery. In the previous
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version of these applications, the export functionality was built into the code for the Tethys App
Nursery. This caused very similar sets of codebases to be replicated in multiple places hence
making it harder to maintain and update. By unifying the code in one place, we reduce the
chances of future discrepancy and ensure all updates are reflected across both applications.
The following updates were made to the App Nursery based on the elements found
lacking in the preliminary investigation:
1.) Administration Interface: For Tethys App Nursery managers an administration user
interface was added. Access to the interface is controlled by user groups within the AWS
Cognito authentication system and can be defined when the manager is setting up a new
instance of the Tethys App Nursery. The user interface (see Figure 4-1) displays a list of
each user who is registered on the portal and their registered email addresses. It also
displays each portal that is running within that user’s account as well as the status of
those portals. The administration interface allows the managers to access any user’s
portal, delete specific instances or completely delete the user’s account as well as any
portals they might have run.
2.) Manage dependencies: The Tethys App Nursery keeps a watch on the “install.yml” files
that lists all the dependencies an application might need. Upon noticing any changes, the
code updates the dependencies of the Conda environment as needed and restarts the
server. This makes the management of dependencies possible and only requires the
developer to add them to the “install.yml” file that is associated with each application.
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Figure 4-1 : Tethys App Nursery Administration Interface
3.) SSH Access: Tethys App Nursery uses docker containers that are created from a
modified version of the Tethys docker image. The default run script for the container was
modified further to allow for an environment variable to be set on the container that can
contain a public SSH key. If an SSH key is provided to the container during start up, it is
added to the SSH configuration within the container and the SSH process is started. The
public key is obtained by the developer for their local machine and the instructions are
provided when they create a new portal (see Figure 4-2). The public key mechanism is
much safer than sharing username and passwords as the public key is much longer and
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harder to guess by malicious scripts that target web servers with SSH access across the
web.

Figure 4-2 : Add Public SSH Key - Tethys App Nursery
4.) Add IP Address: Just adding a public key in the previous step isn’t enough to allow SSH
connections to the Tethys portal container. As described in the previous section, SSH
access cannot be opened to any IP address in the world as that would present a huge
security risk. The add IP interface as shown in Figure 4-3 allows user to add an IP
address which will update the appropriate security rule within AWS to allow SSH access
from that IP address. Since IP addresses can change from time to time due to dynamic
allocation, this function can be used to add new IP addresses to an existing portal as well.
5.) Export Applications: The developer can use the Export App function available in the
Portal App Actions dropdown to view a list of apps that have been scaffolded or loaded
from GitHub on the portal and select the one they would like to export (See Figure 4-4).
The App Nursery API has been updated with a new endpoint that collects all the files for
the application and compresses them into a ZIP archive. This archive is then pushed to
Amazon’s Simple Storage Service (S3) from where it can be downloaded by anyone who
has the link to that archive.
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Figure 4-3 : Add IP to Tethys App Nursery Instance

Figure 4-4 : Export Apps - Tethys App Nursery
6.) Minor Fixes:
a. Cleaned up duplicate code for application publishing.
b. Found an error with authentication and user isolation that could have been
exploited to allow any user to access any other user’s portals.
c. Added a button to access scaffolded apps directory.
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4.3.2

Resulting Software – Spatial Data Viewer

Figure 4-5 : Spatial Data Viewer - Developed on Tethys App Nursery
The Spatial Data Viewer was developed from start to finish by using the Tethys App
Nursery and submitted to the Tethys App Store to be distributed to other Tethys Platforms. It is
compatible with Tethys 3. The Spatial Data Viewer (Figure 4-5) was kept relatively simple and it
can perform the following functions:
1.) Retrieves a list of public layers from HydroShare via its REST API.
2.) Uses the “DataTable” plugin (gizmo) to show the retrieved layers and allows for filtering
by using the HydroShare API – Search interface.
3.) Upon selecting a resource, the metadata and layers for that resource are fetched from
HydroShare and displayed to the user.
4.) Any Available layers can be added to the map for display and analysis.

75

4.3.3

Comparisons
The below table compares how each step of application development is performed in the

Tethys App Store + Tethys App Nursery environment compared to classical terminal-based local
environment.
Table 4-1 : Comparison of Local and Cloud-Based Development
of Tethys Applications
Step 1: Set up a Development Environment
Before any development of an application can happen, a development environment needs to be
set up which contains all the required Python dependencies, Tethys framework code and editor
capabilities
Local Development
1.) Install Python
2.) Install Conda
3.) Install Tethys Platform from Conda

Tethys App Nursery Development
1.) Register for an account on Tethys App
Nursery
2.) Create a new Tethys Portal (Figure 4-2)

4.) Run Tethys initialization commands
5.) Install an Editor (Sublime, Atom,
PyCharm, Etc.)
Summary: The Tethys App Nursery eliminates the need to have a local development
environment, hence helping developers get started much faster.
Step 2: Scaffold a new application
Scaffolding creates the application files from a template within the Tethys Platform code
based on the inputs received by the user. It is the starting point of any new Tethys application.
Local Development

Tethys App Nursery Development
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1.) Run the “tethys scaffold” command on the 1.) Click the Scaffold App button
command line.
2.) Enter the application details in an intuitive
2.) Enter all the relevant details on the
user interface
command line
3.) Install the newly scaffolded Tethys
application
Summary: Even though this step doesn’t considerably reduce the time in case of the Tethys
App Nursery since the details of the application have to be entered in both cases, the App
Nursery provides a much more intuitive and easier to use form-based interface compared to
the command line. Furthermore, the App Nursery installs the app automatically once its
scaffolded which is a manual step that needs to be done within the local development
environment.
Step 3: Develop app including adding any dependencies
The time taken for this step varies with the complexity of the application. In case of local
development, the developer uses their code editor to update the required code files while in the
cloud-based version, they use the in-browser code editor for all changes. The below rows
document the difference in updating dependencies between the two methods.
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Local Development

1.) Update Install.yml file with the list of
required dependencies

Tethys App Nursery Development

1.) Update Install.yml file with the list of
required dependencies

2.) Run Conda installation commands or
Tethys install command to update the
Conda environment with those
dependencies
3.) Restart the server
Summary: App Nursery takes care of updating the environment with the dependencies, while
in a local development environment, the user must install the dependencies manually and
restart the server.
Step 4: Demo developed application
During various stages of Tethys App Development, an application demo may need to be given
to research advisors, stakeholders or organizations that are involved within that project.
Local Development
Option 1: Setup local port forwarding via
NgRok, a tool that allows internet users to
access your local instance via a proxy.

Tethys App Nursery Development
1.) Share the application URL.

Option 2: Package the application and deploy
it to a production instance of Tethys Platform
running on a web server.
Summary: Local Tethys platform instances can be setup to be exposed publicly, or the
application can be hosted on a public Tethys instance, both of which require extra overhead.
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However, the App Nursery instance is already in the cloud and the URL to the application can
be passed along to anyone for demonstration purposes.
Step 5: Collaborative development
Often, Tethys Applications are a result of a joint effort of multiple developers. Sharing of the
development environment has been a significant challenge due to differences in local
development environments, specifically versions of Python packages.
Local Development

Tethys App Nursery Development

1.) Package the code and share it via GitHub

1.) Share login credentials to the Tethys App
Nursery with the collaborator.

2.) Create a local Tethys platform instance (if
it doesn’t exist)
3.) Download the packaged code and install
all dependencies and download workspace
files
4.) Sync any updates via GitHub

Summary: The Tethys Application needs to be pushed to GitHub as well as the other
developer will need to setup the same dependencies and development environment including
Tethys platform and python versions. With App Nursery they can use the existing environment
and application in the exact state that it is being developed in without having to clone the
entire setup.
Step 6: Sharing developed applications
Once the application has been developed and tested, it can be shared with other users of
Tethys Portal who might need the same functionality.
Local Development
1.) Install Tethys App Store on local
development portal
2.) Push the application to GitHub

Tethys App Nursery Development
1.) Click on the Publish Apps button’
2.) Select which application to publish

3.) Provide the Tethys App Store instance the
URL to the GitHub repository containing
the developed application
Summary: In the case of a local development environment, the developer can choose to share
the application via GitHub and other means. This doesn’t ensure that the application will be
packaged in a standard way and will be successfully installed on another Tethys Portal. The
recommended approach is to use the Tethys App Store to publish the application and the steps
for those are listed above. However, even by using the Tethys App Store, the developer will
need to install the App Store and perform the submission process via a GitHub repository. In
79

case of cloud-based development, the developer has to select which application needs to be
submitted and the Tethys App Nursery interacts with the Tethys App Store to package and
publish the application.

Conclusion
This case study is focused on testing and developing a new GIS web-based application
supported by the Tethys Framework. Specifically, it tests the Tethys App Nursery and Tethys
App Store to establish if a developer can develop an application using these tools from start to
finish and successfully publish that application in a global central repository for easier sharing
and discovery.
A preliminary investigation of these tools is performed and any bugs or deficiencies that
will hinder the development process are identified. These deficiencies were addressed as a part
of this case study to improve robustness and usability of these two tools. The design for a new
Tethys application, Spatial Data Viewer for HydroShare is presented. This application allows
visualization of publicly available spatial data that is hosted on HydroShare. The application uses
the HydroShare REST API to obtain the metadata for any available layers and can display them
on the map interface built into the application.
Each step of the application development process was recorded. A comparison table is
presented which compares developing the same application in a classical local development
environment and developing using the cloud-based tools, Tethys App Nursery and Tethys App
Store. From those findings, we can conclude that the Tethys App Nursery and Tethys App Store
provide powerful functionality and remove a lot of complexity that is associated with web
application development. It offers more opportunities for quick and collaborative development
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process without the overhead of setting up and managing local development environments hence
validating the viability and usability of these new tools.
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5

ADDITIONAL CONTRIBUTIONS

Tethys Updates
The following extended abstract was submitted to the 9th International conference on
Water Resources and Environment Research held April 25-27, 2022, under the title “Tethys
Platform: A Python-Django Web Application Environment for Building and Sharing
Computationally Intense Water Resources Web Apps”. The authors included me, Dr. Daniel P.
Ames, Nathan Swain, Riley Hales, Dr. Norm L. Jones and Dr. E. James Nelson.

5.1.1

Introduction
In 2016, we introduced Tethys Platform as a new open source software stack for lowering

the barrier for environmental web app development (Swain et al., 2016), noting that the
distributed nature of the web was highly suited to sharing environmental (and specifically water
resources) decision support tools and interactive applications. Since that time, Tethys Platform
has grown from a relatively small experimental research project, into a widely recognized and
internationally adopted technology for building and distributing web apps in the water and
environmental domain. Google Scholar returns over 200 documents from researchers who cite or
use Tethys Platform (Alcantara et al., 2018; Bustamante et al., 2021; Kadlec et al., 2016; E. J.
Nelson et al., 2019) and a number of significant new developments in recent years have added to
the simplicity of implementation and deployment, and overall functionality of this
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hydroinformatics software package (Khattar et al., 2021; Qiao et al., 2019). The purpose of this
brief extended abstract and the associated presentation at ICWRER2022 is to summarize the key
functionality of Tethys Platform as it pertains to water resources web application development
and deployment and to share some of the new capabilities of this system which are under
development or are recently released.

5.1.2

Software Overview

Figure 5-1 : Example Tethys Platform Implementation with Multiple Apps
As noted in the online documentation and original publications regarding the software,
Tethys is a platform that can be used to develop and host environmental web apps. It includes a
suite of free and open-source software (FOSS) which have been selected to address the unique
development needs of water resources web apps. Tethys web apps are developed using a Python
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software development kit (SDK) which includes programmatic links to each software
component. Tethys Platform is powered by the Django Python web framework giving it wellestablished security and performance. One can think of Tethys Platform as, primarily, a
collection of other, 3rd party packages that have been brought together into a relatively seamless
and cohesive environment to create and deploy web applications which require common
capabilities such as mapping, database access, user management, charting, graphing,
asynchronous model execution, web services, and integration with other applications (see Figure
5-1).Figure 5-1 : Example Tethys Platform Implementation with Multiple Apps
Individual web apps developed using Tethys Platform are “scaffolded” into ready-to-use
templates using minimal code and provide a starting point for customization and use-case
specific development. Following a similar app-based development paradigm as is common with
mobile devices, individual apps are created, managed, debugged, installed, uninstalled, and
updated independently from other web apps hosted in a Tethys portal. In this way, a particular
developer of a particular web application need not be expert in all other web applications on the
portal, rather their work is relatively isolated from the rest of the apps in the portal. This
contrasts with typical web development wherein an entire website is usually monolithic (rather
than modular), and wherein touching one part of the codebase may have implications for any and
all other parts of the code. Figure 5-1 shows an example Tethys Portal with several apps that
have been independently developed and installed therein.
Several existing Tethys web apps can serve to illustrate the key functionality of the
platform. A few are called out here to highlight specific functionality that might be common
and/or useful in other water resources science and engineering applications.
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•

GEOGloWS ECMWF Streamflow Hydroviewer: This Tethys application presents a
global streamflow viewer and animated streamflow forecast maps. The data is generated
by routing global runoff ensemble forecasts and global historical runoff generated by the
European Centre for Medium-Range Weather Forecasts model using the Routing
Application for Parallel computation of Discharge to produce high spatial resolution 15day stream forecasts.

•

Hydrostats Tethys App: This is an application based on the Hydrostats Python package
which helps characterize predicted and observed hydrologic time series data and has three
main capabilities: Data storage and retrieval, visualization and plotting routines and a
metrics library that currently contains routines to compute over 70 different error metrics
and routines for ensemble forecast skill scores (Roberts et al., 2018).

•

Snow Inspector: An open-source Tethys application for snow cover probability time
series extraction from map images. The application also contains a WaterML compatible
web-API which gives access to third-party applications for automation and embedding in
modeling tools (Kadlec et al., 2016).
These example web applications and their capabilities have been introduced at a

relatively high level to help communicate the capabilities of Tethys Platform and to help
demonstrate its utility as a central hydroinformatics component with extensive potential
application.

5.1.3

New and Future Developments
Since its original release, Tethys Platform has gone through two major version upgrades

and is presently at the verge of another major upgrade to version 4.0. These upgrades have
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generally followed upgrades in the underlying core technologies, Django and Python. Some of
the most significant upgrades to Tethys Platform since 2016 include:
•

Python 3: Tethys Platform was originally implemented to function in Python 2.
However, the developers of Python stopped supporting version 2 on January 1, 2020.
Tethys Platform was first updated to support Python 2 and 3, and eventually Python 2
support was dropped.

•

Stability: As of version 2.1.0, every line of Python code in Tethys Platform has been
tested leading to greater stability of the project as a whole. Additions to the Tethys
codebase must be tested and must not break existing tests to be merged.

•

Security: Tethys Portal, the website that hosts apps developed using Tethys Platform, has
had several major capabilities added to it that can be used to improve security including
the addition of several more Single Sign-On providers (Microsoft, ArcGIS Online, Okta,
and OneLogin) and the implementation of Multi-Factor Authentication and automatic
lockout after several failed login attempts.

•

Conda: Starting with version 2.0, Tethys Platform began to be packaged and distributed
using Conda, a Python package and environment management system, resulting in a
much simpler means of installing Tethys and its dependencies. Furthermore, Conda
allows Tethys app developers to more easily install and use any of the packages from the
scientific Python ecosystem.

•

Dask: The Dask library was integrated into the Tethys Jobs API, providing a native
Python parallelization and distributed computing capability. Tethys apps can leverage
this capability to optimize existing Python workflows and executing them in a distributed
computing environment.
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•

CesiumJS: A new map gizmo powered by CesiumJS was added in version 3 and adds a
stunning 3D globe visualization capability for Tethys apps. In addition to being able to
display standard map services, Cesium maps are able to display detailed 3D terrain and
models, and animate time-dynamic datasets.

•

WebSockets, Bokeh, and Panel: Tethys Platform 3.0 introduced support for WebSocket
technology, allowing a new type of Tethys app to be developed that is capable of using
modern web development patterns. This includes the ability to run Bokeh and Panel
widgets, like those used in Jupyter Notebooks, natively in Tethys apps.

Figure 5-2 : Example Map Layout with Legend and Interactive Graph
The upcoming 4.0 release of Tethys Platform will introduce several additional significant
capabilities, including:
•

Dependencies: All Python and JavaScript dependencies of Tethys Platform will be
upgraded. This includes upgrading Django to the new long-term supported release,
version 3.2.
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•

Bootstrap 5: Another major upgrade will be the version of Bootstrap from 3 to 5.
Bootstrap is the frontend framework Tethys uses for laying out the web pages of
Tethys Portal and apps. Much of Tethys Portal’s web interface has been completely
rewritten to leverage Bootstrap 5 features, resulting in the first major frontend
upgrade to Tethys since version 1 was released.

•

Map Layout: Tethys Platform 4.0 will introduce a new type of tool, Tethys
Layouts, starting with the Map Layout. A Tethys Layout is a complete page for a
Tethys app that can be created and configured with minimal code. The Map Layout
will provide a full-screen map view complete with layer tree and legend capability.

•

Jobs Table Gizmo. The Jobs Table Gizmo will be getting a major upgrade in
Tethys 4, allowing app developers to add custom actions to job entries. These
custom actions can be used to perform custom actions such as viewing intermediate
results of long running jobs and resubmit a job with new parameters.

•

Node Package Manager. The Node Package Manager (npm) will be integrated
with Tethys Platform to better manage the JavaScript dependencies of Tethys Portal
and Tethys apps. Npm will provide similar benefits for JavaScript packages as
Conda does for Python packages.

In addition to these upgrades to the core Tethys Platform technology, project partners
have made a number of interesting and useful additions to the system. These additions are
available for anyone to use and are accessible through their respective publications and code
repositories.
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Figure 5-3 : Tethys App Store for Discovery, Installation and Updating Apps
•

Tethys App Store: The Tethys App Store (See Figure 5-3) is modeled after the
mobile device app store concept and is a system for discovering, installing, and
configuring Tethys applications on localized web servers (Khattar et al., 2021). The
Tethys App Store includes a Tethys application user interface that allows a server
manager to retrieve applications from the central repository (Conda) and install
them on a local server with relative simplicity compared to the command line
approach of installing web applications and configuring all related components. The
App Store also provides a unified application submission process for Tethys
Developers to submit their applications so that they can be discovered by other
users. Finally, this system also informs the server manager of any available updates
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to installed applications and allows them to update as well as uninstall the
applications from within the user interface.
•

Web Processing Services: Tethys enables the use of Web Processing Services
(WPS) both as a consumer and a provider. The Tethys WPS Server (Qiao et al.,
2019) is a ready to use tool to expose web application functions in the standard
OGC WPS format, facilitating the development of web applications containing
complex environmental analysis. It can be used to extend any existing Tethys
application that provides analysis capabilities without duplicating code to serve the
same functionality via WPS. On the consumer end, Tethys’s Web Processing
Services API, a developer can connect their application to any service that
conforms to OGC WPS standard. Tethys Platform software suite also contains the
52 North WPS as a docker container that can be accessed.

•

Tethys App Nursery: The Tethys App Nursery (See Figure 5-4) is a cloud-based
GIS web application development platform, customized to develop Tethys
Applications. These applications can be developed on the Amazon Web Services
(AWS) cloud using a standard web browser, without downloading any software or
development tools on a user’s local machine. The development environment
provides a rich web-based editor and testing capabilities for the application as well
as the ability to publish the application to the Tethys App Store from within the
development instance. It allows registered users to create Tethys Portals in the
cloud for development and testing purposes and includes an Administration
interface for the App Nursery manager to control all portals within the nursery
instance. The Tethys App Nursery code is written in the form of infrastructure-as-
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code (IasC) and allows for any organization or institution to setup their own version
of the Tethys App Nursery and customize it for their own needs.

Figure 5-4 : Tethys App Nursery for Launching New Portals in AWS

5.1.4

Summary and Conclusions
Tethys Platform has evolved from a small experimental research project to a widely used

toolkit for developing web applications in the fields of water resources and environmental
analysis. Continued updates to the core Tethys codebase have added supporting features and
services based on feedback from various organizations and government agencies across the
globe. These updates also keep the software secure and efficient and allows the developers to use
the latest stable version of various development technologies including Django, WebSockets,
Bootstrap and CesiumJS. The addition of an App Store allows for easier discovery, installation,
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and management of Tethys Applications while the App Nursery enables cloud-based in-browser
development and testing of Tethys Applications.

Tethys Hackathon
In August of 2020, a virtual hackathon comprising of various hydrologists, citizen
scientists and GIS application developers was held at Brigham Young University. As a technical
advisor and Tethys expert I supported multiple teams during the hackathon as they attempted to
develop Tethys Applications related to their fields of research and interests. The Tethys App
Store was introduced to web application developers of various skills and their opinions were
collected in the form of an exit survey. Over 81% of the attendees reported that they consider
themselves medium or higher in terms of GIS and data management skill. 100% of the
respondents understood the App store concept and 33% used it during the hackathon. 43%
anticipated using the app store in the near future. Based on the feedback received from the
hackathon as well as the Tethys steering committee, various user interface and performance
improvements were made to the App Store.
One of the major updates to the App store was to enable remote deployments of Tethys
application via an API call, and to be able to retrieve the status and logs of that installation. This
enables the integration of App store with GitHub deployment actions so that Tethys applications
can be automatically deployed to a Tethys Portal when updates are pushed up to the GitHub
repository by the developer.

Miscellaneous Contributions
During the four years of my PhD, I worked with and supported various graduate projects,
notably including my contributions to the development of a container-based approach for sharing
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environmental models as web services (Qiao et al., 2021). I was able to provide input into the
design of the publishing system as well as test the containers and images that produce the web
services. I also supported Tethys application development in general across the lab (Ashby et al.,
2021a; Dolder et al., 2021b) and was a part of optimizing the API for Global streamflow
forecasting results (Souffront Alcantara et al., 2019).
I was able to collaborate with our stakeholders in Nepal, The International Centre for
Integrated Mountain Development (ICIMOD), which is a regional intergovernmental learning
and knowledge sharing center serving the eight regional member countries of the Hindu Kush
Himalayas (E. J. Nelson et al., 2019). I analyzed their existing systems and applications, helped
them set up automated jobs to retrieve and process hydrological data and upgrade their Tethys
framework to the latest versions. In preliminary analysis and research for the Tethys App
Nursery, I developed and managed multiple Tethys instances for our stakeholders across the
world. Finally, I was able to provide relevant material to develop training modules for incoming
students to the Hydroinformatics lab.
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6

SUMMARY AND FUTURE WORK

As part of my work with web-based GIS applications in the past and based on the
feedback from various stakeholders and partners of the projects that the Hydroinformatics lab
has been working on, I determined that there were critical challenges that prevented GIS web
applications from being utilized and developed on a larger scale. These challenges were:
•

Difficult discovery of existing GIS web applications often leading to redundancy

•

Technical barrier in porting and installing GIS web applications for localization and
customization

•

Risks and costs associated with development and testing of web-based GIS
applications

To solve these challenges the following three research objectives were established:
1. Design and develop a standardized web-application packaging and distribution system for
water resource GIS web applications, modeled after the mobile device app stores.
2. Design and develop a cloud-based and collaborative application development and testing
environment
3. Evaluate the efficacy of these tools and present suggestions for future development
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These challenges led to the development of the two technologies that are the major results
of my dissertation: Tethys App Store and Tethys App Nursery. With the Tethys App Store, I was
able to provide the geospatial development community a design methodology and a tool that they
can use to uniformly package, distribute and easily install web-based GIS applications across
various servers. I was able to test the Tethys App Store by populating two brand new Tethys
portals with applications from the Tethys App Store. All steps including installation and
configuration of custom settings and services was done from within the interactive user interface
of the Tethys application store. A decrease in the time and skill required for application
installation and management is observed in the results of the test case. I also further improved
the initial version of the Tethys App Store based on feedback from a user study and the Tethys
Steering committee to allow for remote installation via an API interface.
The Tethys App Nursery provided a safe, isolated, and secure web-application
development service that anyone could access to create web applications without requiring to set
up extensive development tools on their local machines. It also provided a way to provide
iterative demonstrations of the application being developed to stakeholders in an isolated
instance as well as test various functions of the application. The Tethys App Nursery also
provides the tools for anyone willing to setup their own instance by packaging the entire cloud
infrastructure as code. As described in its cost analysis, it is highly economical to support and
costs way less than obtaining expensive hardware and software licenses for each developer
wanting to develop GIS web applications.
Even though these products are highly tied into the software framework associated with
Tethys Platform, the presented research can be used as a model for other GIS web application
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frameworks as well. The design considerations and methodologies presented here can provide a
starting template for implementation of similar systems within other development frameworks.
The future work includes:
1. Updating the app store to have an approval process so that applications can be vetted by a
committee before they are available to all users of the system.
2. Allow for complete export of the portal running on Amazon Web Services
3. Show total costs incurred by each portal and allow administrators to set a limit on that.
4. Enhance the services offered by the app nursery so that users may test their application’s
integration with geoprocessing services and tools including GeoServer, THREDDS Data
Server and 52° North Web Processing Service.
5. Conduct a widespread usability study on each of the tools.
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APPENDIX A.

SOFTWARE AVAILIBILITY

A.1 Tethys App Store
•

Name of the Software: Tethys App Store

•

Developer: Rohit Khattar

•

Developer Email: rohitkhattar11@gmail.com

•

Year First Available: 2020

•

Hardware Required: No specific requirements. Any system that can run and support
Python will be compatible with this software.

•

Software Required:
o Python version 3.7 or higher: https://www.python.org/downloads/
o Miniconda (Conda) for Python version 3.7 or higher:
https://docs.conda.io/en/latest/miniconda.html
o Tethys Platform version 3.0 or higher:
http://docs.tethysplatform.org/en/stable/installation.html
o The software has been tested with Conda environments setup on Ubuntu 16+,
MacOS X+, and Windows 10

•

Cost: This application is open source, free to use and is distributed under the BSD 3‐
Clause license
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•

Software Repository: https://github.com/BYU-Hydroinformatics/tethysapptethys_app_store

•

Documentation: Details on how to obtain the software and install it locally can be found
at https://tethys-app-store.readthedocs.io/en/latest/

A.2 Tethys App Nursery
•

Name of the Software: Tethys App Nursery

•

Developer: Rohit Khattar

•

Developer Email: rohitkhattar11@gmail.com

•

Year First Available: 2021

•

Hardware Required: No specific requirements

•

Software Required: None. Access the experimental tool online at:
http://d18slepqbo7s5z.cloudfront.net/

•

Cost: This application is open source, free to use and is distributed under the BSD 3‐
Clause license

•

Software Repository: https://github.com/BYU-Hydroinformatics/tethys-app-nursery-aws

A.3 Spatial Data Viewer
•

Name of the Software: Spatial Data Viewer

•

Developer: Rohit Khattar

•

Developer Email: rohitkhattar11@gmail.com

•

Year First Available: 2022

•

Hardware Required: No specific requirements
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•

Software Required: None. Access the tool online at: http://52.38.48.143/apps/spatialdv/

•

Cost: This application is open source, free to use and is distributed under the BSD 3‐
Clause license
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APPENDIX B.

TECHNICAL APPENDIX

This section contains additional screenshots, code snippets and technical information
about the Tethys App Store.
The following code snippet show the setup.py file definition for the store application.
This refers to the setup.py file mentioned in Section 2.2.2.4.

Figure B-1: Fields that can be configured in Setup.py
By default, when a Tethys Application is scaffolded, the setup includes a call to a
function which is part of the Tethys Portal package. Leaving that dependency in would force the
app store to require the Tethys Platform package during the build process which increases build
times. Instead, the cleanup code replaces the call to that method by adding the actual function
definition of ‘find_resource_files’ to the setup.py file, hence bypassing the need to include the
Tethys Platform package during build.
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Figure B-2: Before setup.py cleanup

Figure B-3: After setup.py cleanup
Figure A-4 is an example of the Build recipe that is generated by the app store. The build
recipe is derived from a standard build recipe and instructions found at
https://docs.conda.io/projects/conda-build/en/latest/resources/define-metadata.html. The build
recipe uses a popular markup language, YAML (Ben-Kiki et al., 2009), which is commonly used
by programmers to set up configuration files for their applications, amongst its many uses.
Conda also supports templating using Jinja (Ronacher, 2009) within its recipe files, which allows
the app store to get the metadata from the setup.py file, instead of forcing the developer to enter
the same information in multiple files. A description of each of the sections is provided below:
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Figure B-4: Conda build recipe
•

Package: This configures the name and the version under which this application will be
available in the app store.

•

About: The ‘about’ section contains some more standard metadata that is used to display
and filter applications in the app store.

•

Source: Specifies the path to the directory containing the application code. Since this
recipe is within a subdirectory, ‘conda.recipes’, the path tells the build command to look
for application files one level above the recipe directory

•

Build: These parameters instruct Conda on how to build the application. For Tethys
applications, these parameters instruct Conda to build a pure Python package which is not
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tied with any specific operating system and hence can be distributed to any other Tethys
Portal
•

Requirements: Tethys applications can have dependencies on other Python libraries for
various reasons including geoprocessing, data analysis and scientific file parsing. Tethys
Platform design pattern requires the developers to list all the dependencies in an
application’s install.yml file which is provided when a new Tethys application is
scaffolded. This list is copied over to the Conda build recipe during the file preparation
stage avoiding the need for the developer to list the dependencies twice.

•

Outputs and Extra: These sections provide fields for additional metadata.
Figure A-5 describes the GitHub action workflow that is run on GitHub’s servers when

the application is uploaded after being prepared and packaged within the Tethys App Store.

Figure B-5: GitHub Action Workflow for Tethys Applications
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APPENDIX C.

TETHYS APP NURSERY TECHNICAL DOCUMENTATION

This appendix section documents the process that is involved in setting up an instance of
the Tethys App Nursery on any AWS account, use and navigate the App Nursery as a Tethys
Developer and install, scaffold, and develop applications within the App Nursery Tethys Portal
instance.

C.1 Set up a New Tethys App Nursery Instance
The Tethys App Nursery instance code is divided into three major components. These
components will need to be installed/deployed in the order listed below:
1.) AWS Infrastructure – Terraform : All of the setup relating to AWS infrastructure is
codified in the form of Terraform scripts and is available at https://github.com/BYUHydroinformatics/tethys-app-nursery-aws . The following steps need to be performed
in order to deploy this to a new AWS account:
a. Clone the GitHub Repo locally: “git clone https://github.com/BYUHydroinformatics/tethys-app-nursery-aws”
b. Setup access to your AWS account by setting the right credentials: There are a
variety of ways to do this, if it hasn’t already been done. This link can be of
help:
https://wellarchitectedlabs.com/common/documentation/aws_credentials/
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c. Create a VPC and a Private Subnet in your AWS account: These are critical
pieces of AWS infrastructure that might already exist in your AWS
environment and hence the creation of these is not included in the Terraform
Scripts. Note down the IDs of both the VPC and the private subnet. The
following link explains how to setup a VPC and a private subnet within that
VPC : https://docs.aws.amazon.com/vpc/latest/userguide/vpc-gettingstarted.html
d. Update the variables listed in the file main.tf located in the terraform directory
of the GitHub repository that was cloned in Step a above. These variables are
used by the terraform scripts to deploy AWS resources with the correct
configuration.
e. Run Terraform: From the command line terminal and after navigating to the
terraform directory of the repository cloned in step a, perform the following
steps:
i. “terraform init”: This initializes the project and pulls down any
modules required by terraform.
ii. “terraform plan”: This displays a list of resources that will be created if
the code was run. This is a good place to check if any errors are
occurring due to lack of sufficient permissions on your AWS account.
iii. “terraform apply”: Creates the resources in your AWS account. Once
the apply completes, you will see the following outputs that we will
need in further steps, so please make a note of these:
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f. Push Docker image needed for running containers: Navigate to the docker
directory in the repository cloned in step a. Update the following variables in
the file “build.sh” and then run the build script from your command line
interface :
i. AWS_BUILD_PROFILE : The profile name of your AWS
configuration. If you are only using one profile the value for this will
be “default”.
ii. AWS_NURSERY_REGION: Region of your AWS account. Defaults
to “us-west-2”.
iii. AWS_NURSERY_ECR_REPO: This information is present in the
output of step “e” above.
2.) React Application : The react application manages the front-end of the App Nursery
and be customized for various uses. In this part of the deployment process, we will be
compiling the react application and pushing it to an S3 bucket that was created in the
previous step so that it is available via a CloudFront distribution globally.
a. Clone the following repo: https://github.com/BYU-Hydroinformatics/tethysapp-nursery-client
b. Edit the “package.json” file within the above repository:
i. On line 25 replace “<YOUR BUCKET NAME>” with the S3 bucket
name that was in the output of step 1.e. Replace “<YOUR AWS
PROFILE>” with the name of your AWS profile as described above.
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ii. On line 26 replace “<YOUR DISTRIBUTION ID>” with the
CloudFront distribution ID (cloudfront_distribution_id) that was in the
output of step 1.e. Replace “<YOUR AWS PROFILE>” with the name
of your AWS profile as described above.
c. Install Dependencies and Deploy: Run the following commands to setup the
Node Dependencies (Node.JS needs to be installed prior to this step):
i. “npm install”
ii. “npm run deploy” : This step will build the static website, deploy it to
your AWS S3 bucket and clear out the cache. The website will be
available at the domain name provided in the output of step 1.e
(nursery_address).
d. At any point if any changes are made to the UI for customization or branding,
please run the “npm run deploy” command again to push those changes to the
cloud.
3.) Serverless API: This section of the deploy process deploys all the business logic that
handles the creation, management and tearing down of portals created within an app
nursery instance.
a. Update configuration: Since each AWS account and setup is unique, we need
to set up the following variables (in the file “serverless-config.yml” found in
the “nursery-api” directory within the repository cloned in step 1.a to
successfully deploy this component:
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i. “awsProfile” and “awsRegion”: AWS Profile and Region : Update
these as described above to your AWS profile and AWS Region.
ii. “permissionsBoundaryArn”: If your AWS account infrastructure
enforces a permissions boundary, update this line to the ARN of your
account’s permission boundary. If not, leave this variable empty.
iii. “cloudwatchRole”: Change this to the value output by the terraform
script in step 1.e (serverless-cloudwatch-role-arn)
iv. “nurseryTable”: Change this to the value output by the terraform script
in step 1.e (nursery_table)
v. “cognitoUserPool”: Change this to the value output by the terraform
script in step 1.e (nursery_cognito_user_pool)
vi. “lambdaSecurityGroupID”: Change this to the value output by the
terraform script in step 1.e (lambda-sg)
vii. “subnetID”: Change this to the id of the private subnet that was created
in step 1.c
viii. “efsARN”: Change this to the value output by the terraform script in
step 1.e (efs_access_point_arn)
b. Install serverless and deploy the API: Run the following commands to install
all the required Node packages and to deploy the API to AWS:
i. “npm install”
ii. “serverless deploy”
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c. Verify that the website is correctly deployed by going to the domain in a web
browser. The domain name is contained in the output of step 1.e
(nursery_address).

C.2 Using the Tethys App Nursery
This section lists instructions to sign up for a new account on a Tethys App Nursery,
create a new portal, install, and develop applications and finally export and delete portals.
1.) Portal Registration
a. Navigate to the URL of your Tethys App Nursery instance. In the
documentation here, BYU’s Tethys App Nursery hosted at
http://d18slepqbo7s5z.cloudfront.net/ will be used.
b. Click the Signup button located at the top right corner of the page as shown
below:

Figure C-1: Tethys App Nursery Signup Button
c. Fill out the required details (name, email and password) on the Signup form.
Please use a valid email as it will be used to confirm your account.
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Figure C-2: Signup form - Tethys App Nursery
d. After submitting the signup form, a confirmation code is sent to the email
address entered. Look for an email with the title Tethys App Nursery
Verification Code. A six-digit code is sent in that email that needs to be
entered on the next screen as shown below.

Figure C-3: Confirmation Code for Account Signup - Tethys App Nursery
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e. Upon entering the confirmation code, you will be successfully logged in. For
future visits to the App Nursery, the login button can be used with the email
and password that was set up during account creation.
2.) Creating a New Portal: A new account will not have any portals created by default.
To create a Tethys Portal, click on the “Create New Portal” button as shown below
and enter the following details:
a. Portal Name: Identifier for the Portal
b. SSH Public Key: If you would like access to your Tethys Portal via SSH to
perform any command line tasks or advanced configuration, you may provide
your SSH Public Key to authorize access from your machine to the Portal
instance. This can only be done during Portal set up and cannot be changed
once created. Instructions to obtain the public SSH key can be found at
https://www.techrepublic.com/article/how-to-view-your-ssh-keys-in-linuxmacos-and-windows/

Figure C-4: Create New Portal - Tethys App Nursery
3.) Refresh Status: While a portal is being created a screen similar to the following figure
will be shown with a loading icon. It takes 4-5 minutes for a portal to be provisioned
in the cloud infrastructure. The latest status of the portal can be retrieved by clicking
on the Refresh Status button shown in the figure above.
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Figure C-5: Portal Loading - Tethys App Nursery
4.) Accessing your created portal: Once the portal is up and running, the screen will
change to look like the figure below. The portal may be accessed by clicking on the
green icon shown below or by entering the IP Address shown in the web browser. By
default, the username to login to the new portal will be “admin” and the password is
“pass”.

Figure C-6: Accessing Created Portal - Tethys App Nursery
5.) Accessing Portal Files: To access the files related to your Tethys portal including
workspaces and portal settings, click on the grey folder icon shown in the figure
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above. This will open a new tab in your web browser showing a login prompt to your
file browser instance for the specific portal. The default username is “admin” and
password is “admin”. These can be changed after logging into the file browser. The
following figure shows the default screen you will see after logging into the file
browser.

Figure C-7: File Browser - Tethys App Nursery
6.) Editing files: Files can be edited from within the browser shown above. Double
clicking a file will open the editor instance shown below. The editor has syntax
highlighting for various file types. The Tethys App Nursery keeps a watch for any file
changes and restarts the portal when a change is detected for the changes to. Be
reflected.
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Figure C-8: File Editor - Tethys App Nursery
7.) Install applications via App Store: The Tethys App Store is pre-installed in each
portal instance and can be accessed by visiting the App Library in the Tethys Portal
instance. Instructions to use the App Store are included in Chapter 2.
8.) Load Applications from GitHub: To pull applications that you have already created
and the files for which are available on GitHub, click on the Portal App Actions
button on your instance description and select Load App From GitHub as shown in
the image below. This will open a window where you can enter the GitHub URL to
your repository and enter a branch if you would like to pull a specific branch. Please
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ensure that your repository is publicly accessible so the App Nursery code can pull
that repository. Upon clicking Deploy, a request to pull and install the application is
submitted to the App Nursery. Depending on the complexity of the dependencies in
your application, this process can take between 2 and 10 minutes. Once the
application has been installed, it will be available in the Apps Library of the Portal
instance.

Figure C-9: Load App from GitHub - Tethys App Nursery
9.) Edit GitHub loaded application: The Portal App Actions dropdown provides a “Edit
GitHub Loaded Apps” button that shows all applications that are installed within the
portal from GitHub. Browse to an application file that could be edited to see visual
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changes to the application. Upon saving the file after editing, the Portal will restart to
implement the changes which can take up to 30 seconds.
10.)

Scaffold new Application: Apart from loading apps from the App Store or via

GitHub you can create a brand-new application by clicking the Portal App Actions
button and selecting Scaffold New Apps. This will pop open a window, as shown in
figure below, which asks for the basic information needed to create a new application.
Upon submitting the form, you will be presented with a link to access the files of the
application as well as make any changes as required. You may also use the Edit
Scaffolded Apps option in the Portal App Actions menu to visit any scaffolded apps
at any time.

Figure C-10: Scaffold new Application - Tethys App Nursery
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11.)

Publish applications to the App Store: The Tethys App Nursery directly integrates

with the Tethys App Store and allows you to push any applications that you are
working on directly to the App Store. To start the process select the Publish Apps to
App Store option from the Portal App Actions dropdown menu. This will show a list
of currently installed applications (Scaffolded, from GitHub or from the App Store).
Select the application that you wish to publish. The publish process will begin for that
application and you will receive an email once the application is published.

Figure C-11: Publish Apps - Tethys App Nursery
12.)

Export Applications: All files related to an application that is being developed on

the Tethys App Nursery can be exported in a compressed archive. The Export Apps
option in the Portal App Actions dropdown will show you a list of apps that can be
exported. Upon selecting the App, a compressed archive will be created and a
download link will be provided.
13.)

Managing Portals: Any Tethys Portal on the App nursery can be restated, paused,

and deleted by using the buttons present on the portal description view as shown in
Figure C-6.
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