We propose and analyse a fully discrete Petrov-Galerkin method with quadrature, for solving second-order, variable coefficient, elliptic boundary value problems on rectangular domains. In our scheme, the trial space consists of C 2 splines of degree r 3, the test space consists of C 0 splines of degree r − 2, and we use composite (r − 1)-point Gauss quadrature. We show existence and uniqueness of the approximate solution and establish optimal order error bounds in H 2 , H 1 and L 2 norms.
Introduction
We consider the elliptic boundary value problem Lu = f in Ω , u = 0 on ∂Ω , In this paper, we solve (1.1) using a fully discrete Petrov-Galerkin method with quadrature. The trial space for our scheme consists of C 2 splines of degree r 3, the test space consists of C 0 splines of degree r − 2, and we use composite (r − 1)-point Gauss quadrature. Our work is motivated by the fully discrete schemes: C 2 nodal spline collocation (NSC) and C 1 orthogonal spline collocation (OSC). OSC has been analysed in many papers over the last three decades, see for example the recent OSC survey paper Bialecki & Fairweather (2001) and references therein. In recent years, NSC has been proposed (see Bottcher & Strayer, 1990 Hadjidimos et al., 1999; Houstis et al., 1988; Kegley et al., 1996; Tsompanopoulou & Vavalis, 1998; Umar, 1990; Umar et al., 1991) as an alternative to OSC. However, in contrast to the quadrature Petrov-Galerkin scheme of this paper, current analysis and applicability of NSC are restricted to uniform partitions and splines of degree 3. As in OSC with splines of arbitrary degree r 3, the quadrature Petrov-Galerkin scheme requires evaluation of given functions at Gauss points. However, C 2 smoothness of trial functions in our scheme leads to marked reduction in the dimension of the resulting linear system. For example, in the cubic spline case, the dimension of the quadrature Petrov-Galerkin linear system is about one-fourth of that for OSC. (For further relations between these methods, we refer to Sloan et al., 1993.) Similarly, in comparison with quadrature C 0 finite-element Galerkin methods, C 2 smoothness of our approximate solutions leads to significantly smaller linear systems. While the quadrature finite-element Galerkin method with the same trial space as ours leads to the linear system of the same dimension, the matrix arising in our approach has fewer non-zero coefficients and the computation of each of these coefficients requires fewer arithmetic operations (Fairweather, 1978, p. 57) Our scheme is based on a quadrature version of the semi-discrete Petrov-Galerkin method of Douglas et al. (1977) . (In Douglas et al., 1977 , the Petrov-Galerkin method is called the adjoint local H −1 Galerkin procedure.) Like OSC, NSC and the Petrov-Galerkin method of Douglas et al. (1977) , our scheme for two-dimensional problems is restricted, at this point, to rectangular domains. For one-dimensional problems and arbitrary partitions, the quadrature Petrov-Galerkin method was studied in Sloan et al. (1993) and Grigorieff & Sloan (1996) . The scheme in Sloan et al. (1993) and Grigorieff & Sloan (1996) is obtained by applying quadrature to the Petrov-Galerkin method of de Boor (1966) for solving onedimensional problems.
To describe our scheme, for an integer
l=0 be the corresponding partition of [0, 1] in the y-direction, and let
For r 3, let
where P n is the space of all polynomials of degree at most n. Let S y and T y be the corresponding spline spaces in the y-direction, and let
Let {w j } r −1 j=1 and {ξ j } r −1 j=1 be respectively the weights and nodes of the (r − 1)-point Gauss quadrature on [0, 1]. For v and z defined on Ω , we introduce
3) is an approximation to the standard L 2 (Ω ) inner product (v, z) obtained using composite (r − 1)-point Gauss quadrature in the x-and y-direction.
The quadrature Petrov-Galerkin method of this paper for solving (1.1) is: find U ∈ S such that
(1.4)
The Petrov-Galerkin method of Douglas et al. (1977) is defined by (1.4) but with the L 2 (Ω ) inner product (·, ·) in place of (·, ·) h . In Douglas et al. (1977) , the operator L is given by
where a(x, y) is positive on Ω , and b = (b 1 , b 2 ). Assuming that Π x is a quasi-uniform partition of [0, 1] and that Π y = Π x , optimal error bounds in Sobolev norms are derived in Douglas et al. (1977) for the Petrov-Galerkin method using analysis of the local H −1 Galerkin scheme. Although (1.4) is well defined for L of (1.2) with a 1 (x) and a 2 (y) replaced by a 1 (x, y) and a 2 (x, y), our analysis (see, in particular, Lemma 3.1) is not applicable to this more general case. However, our analysis is applicable to L of (1.5), after first dividing (1.1) through by a(x, y), which gives an equivalent equation with a 1 (x) = a 2 (y) = 1. The purpose of the present paper is to establish optimal-order Sobolev norm error bounds for the quadrature Petrov-Galerkin method. More precisely, assuming that the solution u of (1.1) is in H r +3 (Ω ) and that (1.4) is solved on a collection of quasi-uniform partitions Π x ×Π y , we show that for k = 0, 1, 2, the H k norm of the error u −U is of order r + 1 − k. In the case of the corresponding quadrature finite-element Galerkin method, the same optimal convergence orders are obtained for u in H r +1 (Ω ) and for a regular collection of partitions. However, as we demonstrate using numerical experiments, it seems that to obtain optimal convergence orders for the quadrature Petrov-Galerkin method it is sufficient to assume that u ∈ H s (Ω ) for some s such that r + 1 s < r + 2. In general, solutions to elliptic problems on a rectangular domain may only be in H s (Ω ), 2 s < 3. Even in such cases, numerical experiments demonstrate that our method can be used to compute approximate solutions with the convergence order 2 in the L 2 norm. To prove such convergence results, perhaps we may require a different type of analysis than the one used in this work.
The outline of this paper is as follows. In the next section, we give properties of a comparison function required for our analysis and prove a lemma for bounding quadrature errors. In Section 3, we prove optimal order convergence of the quadrature PetrovGalerkin solutions in the H 2 norm. The L 2 and H 1 convergence analyses are given in Section 4. Numerical experiments in Section 5 confirm theoretical results and demonstrate the applicability of our scheme for solving (1.1).
Preliminaries
For a non-negative integer k, the standard norm in the Sobolev space
In our convergence analysis, we assume that (1.4) is solved on a quasi-uniform collection of partitions Π x × Π y corresponding to a sequence of values (N x , N y ). Hence, throughout the paper, C is a generic positive constant which may depend on r , but which is independent of h, where
Throughout the paper we make the following two additional assumptions about the operator L of (1.2). To bound quadrature errors, we assume that a 1 , a 2 and that b 1 , b 2 , c are in C r +1 [0, 1] and C r +1 (Ω ), respectively. Moreover, with L * being the formal adjoint of L, we assume that for any v ∈ L 2 (Ω ), there exists φ ∈ H 2 (Ω ) such that
Since φ ∈ H 2 (Ω ), it follows from Fairweather (1978, Theorem 3. 3) that there exists a bilinear splineφ such that
The triangle inequality, (2.3) and (2.2) give
The following lemma follows easily from Fairweather (1978, Theorem 3.3) .
LEMMA 2.1 If u ∈ H r +2 (Ω ), then there exists a spline z ∈ H r −1 (Ω ), of degree at most r − 1 in each variable, such that
Next, we list properties of a function W which plays a role of the comparison function in our convergence analysis.
LEMMA 2.2 If u ∈ H r +2 (Ω ) and u = 0 on ∂Ω , then there exists W ∈ S such that
Proof. It follows in Bramble et al. (1989, Lemma 2 .2) or from Douglas et al. (1977, Theorem 3 ) that there exists W ∈ S such that
Fairweather (1978, Theorem 3. 3) implies the existence of a spline z ∈ H r +1 (Ω ) such that
Using the inverse and triangle inequalities, (2.10), and (2.9), we have, for 1 s r ,
The triangle inequality, (2.10) and (2.11) give
This and a similar inequality for
imply (2.6).
, and the Poincaré inequality, we have
which along with (2.9) gives
Using the inverse and triangle inequalities, (2.10) and (2.12), we have, for 1 s r ,
The triangle inequality, (2.10) and (2.13) give
Using the inverse and triangle inequalities, (2.10) and (2.9), we have
The triangle inequality, (2.10) and (2.14) give
Let, in the remainder of this proof, z be a spline of Lemma 2.1. Using the fact that z is of degree at most r − 1 in each variable, the inverse and triangle inequalities, (2.5) and (2.15), we have
LEMMA 2.3 We have
, integration by parts and the Cauchy-Schwarz inequality, we have 
LEMMA 2.5 If u ∈ H r +2 (Ω ), u = 0 on ∂Ω , and W is that of Lemma 2.2, then
Proof. It follows from Bialecki (1998, Lemmas 2.3 and 2.5) that there exists a spline z ∈ H 2 (Ω ) such that 
Hence (1.2), the triangle inequality, (2.22) and (2.24) give
The next lemma will be used for bounding quadrature errors.
LEMMA 2.6 Let integers s and q be such that s 2, q 0 and s +q 2r −2. Then there exists a positive constant C independent of ρ = (
where
Using the Sobolev embedding theorem and equivalence of norms in a finite-dimensional space, we have
Hence, for a givenv ∈ P q × P q , Fv is a bounded linear functional on H s (ρ) with the norm C v 0 . Moreover, Fv vanishes on the space P s−1 ⊗ P s−1 . Thus, by the Bramble-Hilbert lemma (see Bramble & Hilbert, 1971 , Theorem 2),
, and v 0 = (h k x h l y ) −1/2 v 0,ρ , the desired inequality follows from (2.25) and (2.26).
H 2 convergence analysis
In this and the remaining sections of the paper, u and U are the solutions of (1.1) and (1.4), respectively, and W is that of Lemma 2.2. We prove the main result of this section in Theorem 3.4, after establishing stability-type results in Lemmas 3.1-3.3.
LEMMA 3.1 If h is sufficiently small, then
Proof. It follows from (1.3), Douglas & Dupont (1974, Lemma 3.3 ) and the exactness property of the quadrature that
This and a similar inequality for −(a 2 v yy , v xxyy ) h give
On the other hand, using (1.2), we have
Using integration by parts, the Cauchy-Schwarz, triangle and inequalities, we have
which, by symmetry with respect to x and y, gives also
In a similar way, using v 0 C v y 0 , we obtain
Hence, for sufficiently small 1 , 2 , and 3 , (3.1)-(3.5) give (3.7)
Since I 1 and I 2 are symmetric with respect to x and y, it remains to bound I 1 and I 3 . Using Lemma 2.6, we have
Using Leibnitz's rule, the triangle inequality, the fact that the spline v is of degree at most r in each variable and the inverse inequality, we obtain
In a similar way, we have
(3.10)
Hence (3.8)-(3.10), the Cauchy-Schwarz inequality, and Lemma 2.3 give
Following the procedure for bounding I 1 , we have
Finally, for h sufficiently small, the desired result follows from (3.7), (3.11) and a similar bound for I 2 , and (3.12). Proof. Since v xxyy ∈ T , it follows from (1.4) and (1.1) that
Using (1.2), integration by parts, the fact that a 1 and a 2 are respectively functions of x and y only, the Cauchy-Schwarz inequality, u − W 0 C (u − W ) y 0 , (2.6) and (2.7), we obtain
(3.14)
On the other hand, using (1.2) and the triangle inequality, we have
Since J 1 and J 2 , and J 3 and J 4 are symmetric with respect to x and y, it is sufficient to bound J 1 , J 3 , and J 5 only. First we bound J 1 . Let z be a spline of Lemma 2.1. The triangle inequality gives
Using Lemma 2.6, we have
(3.17) Using Leibnitz's rule, the triangle and inverse inequalities, the fact that the spline z is of degree at most r − 1 in each variable, the Cauchy-Schwarz inequality and (2.5), we obtain
In a similar way, using the fact that a 1 is a function of x only, we obtain To bound K 2 , we first use Lemma 2.6 to obtain
(3.21) Using Leibnitz's rule, the triangle and inverse inequalities, the fact that the splines W and z are respectively of degrees at most r and r − 1 in each variable, the Cauchy-Schwarz and triangle inequalities, (2.7) and (2.5), we have
In a similar way, using the fact that a 1 is a function of x only, by (2.8), we have
Therefore, it follows from (3.21)-(3.23) that
Combining (3.16), (3.20) and (3.24), we obtain
Next we bound J 3 . Using again Lemma 2.6, we have
(3.26)
Proceeding as before and using (2.7), we obtain
Moreover, by (2.6) and (2.7),
Therefore, (3.26)-(3.28) give
Following the procedure for bounding J 3 , we have (3.30) and using u − W 0 C (u − W ) x 0 and (2.7), we obtain
By symmetry with respect to x and y, we also have
Therefore, (3.30)-(3.32) give
Finally, the desired result follows from (3.13)-(3.15), (3.25) and a similar bound for J 2 , (3.29) and a similar bound for J 4 , and (3.33).
Proof. With v = U − W, let φ ∈ H 2 (Ω ) be that of (2.1) and (2.2), and let a bilinear splinẽ φ be that of (2.3) and (2.4). Using (2.1), we have
Using the Cauchy-Schwarz inequality, (2.3), (1.2), (2.2) and Lemma 2.3, we have
Using (1.2), the triangle inequality, Leibnitz's rule, the fact that the spline v is of degree at most r in each variable, the fact that a 2 is a function of y only and the inverse inequality, we obtain
Hence, using (3.37), the Cauchy-Schwarz inequality, (2.4) and Lemma 2.3, we have
Therefore, (3.36), (3.38), and (3.39) give
Sinceφ ∈ T , using (1.4), (1.1), the Cauchy-Schwarz inequality, Lemma 2.4, (2.4) and Lemma 2.5, we obtain
The desired inequality follows now from (3.34), (3.35), (3.40) and (3.41).
THEOREM 3.4 Assume that h is sufficiently small. Then (1.4) has a unique solution.
Proof. We assume for the moment that (1.4) has a solution. Then, with v = U − W , Lemmas 3.1-3.3 and the inequality give
Hence, for sufficiently small h and for a particular sufficiently small , we obtain
The desired inequality follows from u − U = (u − W ) − v, the triangle inequality, (2.6) and (3.42).
Since the linear system corresponding to (1.4) is square, it is sufficient to prove uniqueness of the solution to (1.4) in order to show its existence. If U 1 and U 2 are two solutions of (1.4), then
Hence, U 1 − U 2 is the quadrature Petrov-Galerkin solution to (1.1) with f replaced by 0. The proved convergence result, with u and U replaced respectively by 0 and U 1 − U 2 , and Lemma 2.3 imply U 1 − U 2 = 0. (Ω ) and h is sufficiently small, then
Proof. With v = u − U, let φ ∈ H 2 (Ω ) be that of (2.1) and (2.2), and let a bilinear splinẽ φ be that of (2.3) and (2.4). Sinceφ ∈ T , (1.1) and (1.4) give
and hence, by (2.1), we obtain
Using the Cauchy-Schwarz inequality, (2.3), (1.2), (2.2) and Corollary 3.5, we have
Using the Bramble-Hilbert lemma for the quadrature formula (see Bramble & Hilbert, 1971 , Theorem 2), we have
Using Leibnitz's rule, the fact that the splineφ is of degree at most 1 in each variable, and the triangle and Cauchy-Schwarz inequalities, we obtain
For i = r or r + 1, using (1.2), the triangle inequality, Leibnitz's rule, the fact that a 2 is a function of y only and the fact that the spline U is of degree at most r in each variable, we obtain
To bound I ρ , we use Fairweather (1978, Theorem 3.3) to conclude that there exists a spline z ∈ H r +2 (Ω ) such that
Using the triangle and inverse inequalities, we have, for 3 j r ,
In a similar way, we have, for 2 j r ,
It follows from (4.6) and (4.8)-(4.10) that
Hence, (4.4), (4.5), (4.11), the Cauchy-Schwarz inequality, (2.4), (4.7), Corollary 3.5, and Theorem 3.4 give
Therefore, using (4.3), (4.12), and (4.13), we have
(4.14)
Hence (4.1), (4.2), and (4.14) give the first desired bound
Finally, using v 0 C v x 0 , integration by parts, the Cauchy-Schwarz inequality, Corollary 3.5 and (4.15), we obtain
Numerical experiments
In this section, we demonstrate applicability of our quadrature Petrov-Galerkin scheme (1.4) even in some cases where the variable coefficients of L in (1.2) are non-smooth or the solution u to (1.1) does not satisfy the smoothness requirements in our analysis. In our numerical experiments, for several values of N x = N y = N , we used uniform partitions in the x-and y-directions and C 2 cubic splines (r = 3). We calculated the errors u − U k , k = 0, 1, 2, using 25 translated Gauss quadrature points on each cell of the 32×32 uniform partition of Ω . The estimated convergence rate (R(H k )) for the H k norm was computed in the usual way.
EXAMPLE 1 We consider the boundary value problem
where, for a non-negative parameter α, the function g(x, y, α) is given by
The right-hand side function f (x, y) in (5.1) is chosen in such a way that
is the exact solution of (5.1). CASE 1 First, we choose α 1 = α 2 = α 3 = 0, so that the coefficients b 1 , b 2 and c are smooth. Our computational results for this case are given in Table 1 . As expected (see Corollary 3.5 and Theorem 4.1), we observe the optimal-order O(h 4−k ) convergence in the H k norm, k = 0, 1, 2. CASE 2 We choose α 1 = 1/2, α 2 = 3/4 and α 3 = 3/2 so that b 1 , b 2 , c / ∈ L 2 (Ω ). Computational results of Table 2 demonstrate that for some second-order elliptic problems with non-smooth coefficients, our method retains the optimal convergence orders, as long as the exact solution is sufficiently smooth. However, theoretically it is difficult to prove optimal-order convergence results in such cases.
In our next numerical experiment, we demonstrate that our scheme retains the optimal convergence orders when u ∈ H s (Ω ) for some s such that 4 s < 5, which is less than required in our convergence analysis, and that, for α = 2, 3, the convergence rate in the H 0 norm is α when u ∈ H s (Ω ) for some s such that α s < α + 1. EXAMPLE 2 For a given positive integer α and a function f α , we consider the Poisson equation
We choose f α so that
is the exact solution of (5.2). It can be shown that u α ∈ H s (Ω ) for s < s 0 , where s 0 is such that α s 0 < α + 1.
We computed approximate solutions U α of (5.2) with α = 2, 3, 4 and 5. Results in Table 3 demonstrate the applicability of our method in the case of solutions with various orders of smoothness, and those in Table 4 show that our scheme yields optimal-order O(h 4−k ) convergence in the H k norm, k = 0, 1, 2, with solution u 4 ∈ H s (Ω ), s < s 0 , 4 s 0 < 5.
