Abstract-Taking full advantages of two cloud-based techniques, i.e., cloud radio access network (C-RAN) and mobile cloud computing (MCC), mobile operators will be able to provide the good service to the mobile user as well as increasing their revenue. This paper aims to minimize the mobile operator's cost while at the same time, meet the task time constraints of the mobile users. In particular, we assume that the mobile cloud first completes the tasks for the mobile user and then transmits the results back to the users through C-RAN. Joint cost-effective resource allocation is proposed between MCC and C-RAN and simulation results confirm that the proposed cost minimization and resource allocation solution outperforms nonoptimal solutions.
I. INTRODUCTION
Nowadays, smart phones have been gaining more and more popularity. The most impressive part of the smart phones is that they can run attractive and interactive applications for human beings such as online gaming, facial recognition, multimedia applications, high definition video, etc. Those applications are always resource-hungry and will be inevitably increasing the computation burden of the mobile device. Thus, the mobile device always offload those task to base station via wireless network. In traditional cellular networks, each base station (BS) transmits data signal separately to the mobile user, where the transmission signal may be affected by the interference. Cooperative communication has been proposed to mitigate and combat the deleterious effects of interference, but the total energy cost of the cooperative communication may be still a little bit high [1] , [2] . Recently, cloud radio access network (C-RAN) has been presented and soon received much attention from both academia and industry [3] , [4] . C-RAN divides the traditional BS into several remote radio heads (RRHs), the baseband unit (BBU) pool, and the highbandwidth fronthaul connecting RRH to the BBU pool.
Another cloud based technology, i.e., mobile cloud computing (MCC) [5] , [6] , which is inspired by integrating the popular cloud computing into mobile environment, can enable mobile user with increasing computing demands but limited computing resource offloading tasks to the powerful computation platforms in the cloud. Reference [7] studies how to maximize the system throughput with constraints on the response latency of each MCC user. Reference [8] has shown that computing resources and communication resources can be coupled for enhancing connected devices. Also, software defined network (SDN) has been proposed to offer scalable and flexible management with a logical centralized control model to MCC [9] , [10] .
Moreover, the price of the bandwidth and the computation resource is a critical component of the MCC, as it directly affects mobile operator's revenue and UE's budget [11] . Pursuing computational intensive or high bandwidth tasks by the UE increases the operating expense and capital expenditure of the mobile operators, which drastically reduce their profit and make them face a very hard situation [11] . Thus, how to save the whole system's cost is of huge importance and interest in the operators' eyes. Pricing has been widely studied in both mobile wireless networks [12] - [15] and conventional cloud computing [11] , [16] , [17] . For instance, [12] leverages pricing to enable efficient resource management in wireless ad hoc network while [14] uses pricing as a lever to enable technology adoption in communication market. In MCC, [17] designs a computationally efficient pricing to enable fair competition for cloud resource and [16] develops optimized fine-grained pricing to satisfy both cloud customers and cloud service providers with maximized utility.
In this paper, we aim to minimize the mobile operator's cost under the time constraints of the given task from the mobile users. We assume that the mobile cloud is responsible for the computational intensive task while the BBU is in charge of returning the execution results to the UE via RRHs. Joint cost-effective resource allocation is proposed between MCC and C-RAN. In particular, we model the mobile operator's cost in two sides, i.e., executing the task in mobile cloud plus the cost in transmitting the results back to UE through RRHs. We assume the mobile operator has to meet the users' task time requirement. We formulate the joint cost minimization into a non-convex optimization, which is NP-hard. By converting it to the equivalent weighted minimum mean square error (WMMSE) and using the iterative algorithm, we can successfully address the joint resource allocation between the mobile cloud and C-RAN. Simulation results confirm that the proposed cost minimization and resource allocation solution outperforms non-optimal solutions.
The remainder of this paper is organized as follows. Section II introduces the system model. Section III presents the cost model and problem formulation, while Section IV introduces the joint cost minimization solution in mobile cloud and mobile network. Simulation results are shown in Section V, followed by conclusion in Section VI and the acknowledgement in VII.
II. SYSTEM MODEL
In this section, the mathematical models for the MCC as well as the C-RAN are presented. The whole system architecture is given by Fig. 1 . 
A. Task Model
We consider there are N = {1, 2, ..., N } UEs, each with one antenna, deployed in the C-RAN, as shown in Fig. 1 . Consider there are L = {1, 2, ..., L} RRHs, each of which has K ≥ 1 antennas, connecting to the BBU pool through high-speed fiber fronthaul link. We consider that the mobile cloud is colocated with the BBU and each mobile user has one task to be completed in the cloud. After the task execution completion, the mobile cloud will transmit the computation results back to the mobile user through C-RAN. Similar with [6] and [18] , we assume that each of UE i has the computational intensive task U i in the mobile cloud as follows:
where F i is the total number of the CPU cycles to be accomplished for this computational task U i to the i-th UE, while D i describes the whole output date size transmitting to the i-th UE through C-RAN after task execution, including the task's output parameter and the calculation results, etc. D i and F i can be obtained by using the approaches provided in [19] . We assume that all the channel state information (CSI) are available in the BBU pool, which facilitate interference cancelation and signal cooperation. We do not consider the time and cost consumption in the process where the UE transmits the indication signal and configuration information to the mobile cloud to instruct the task to be executed. Also, we do not consider the time and cost in the fronthaul link, but we will consider the the fronthaul constraints by using the transmitting data rate.
B. Network Model
C-RAN wireless channel is responsible for returning the calculation results from the cloud to the mobile user. The received signal at the UE i under the complex baseband equivalent channel is given by
where x i denotes the transmission data for the ith UE with
is the set of serving RRHs to the UE i, h ij ∈ C K×1 denotes the channel vector from RRH j to UE i, while σ i denotes the white Gaussian noise which is assumed to be distributed as
as the transmitting beamforming vector from RRH j to UE i. Therefore, the signal-to-interference-plus-noise ratio (SINR) can be expressed by
(3) Then, the system capacity and the achievable rate for UE i can be given as
where B i is the wireless channel bandwidth assigning to UE i and we assume is it fixed in this paper. The time in transmitting the execution results back to UE i can be written as
Also, we assume that each RRH j has its own power constraint P j as follows:
C. Fronthaul Model
The fronthaul link is responsible of carrying the data from the BBU to the RRH and its consumption can be explained as the accumulated data rates of the users served by RRHs. References [20] , [21] use l0-norm to model the j-th fronthaul capability as
where | |v ij | 2 | 0 denotes the l0-norm of the beamforming vector |v ij | 2 and can be mathematically expressed as
One can see that l0-norm is the number of nonzero entries in the vector. Therefore, the j-th fronthaul constraint can be modeled as the maximum data rates C j,max as
D. Computation Model and QoS Requirement
The mobile cloud is responsible of completing the task for the mobile user. Assume the time spent to complete the task U i is as follows:
where f i is the assigned computation capability of the ith virtual machine serving UE i in the mobile cloud. Also, we assume that the constraint of the sum of all the virtual machines is given by
where f max is the maximum computation capacity of the whole mobile cloud and can be allocated to different virtual machine per demand. The QoS can be given as the whole time for completing the task and returning the results back to the mobile user. We define the total time spent in executing and transmitting the task results to UE i as
We assume that the task has to be accomplished in time constraints T i,max in order to satisfy the mobile user's requirement, thus the time (QoS) constraint can be given as
III. COST AND PROBLEM FORMULATION
In this section, we introduce the model for the expenditure cost of the mobile operators and provide the cost-effective resource allocation problem formulation. Our design aims to minimize the expenditure cost while satisfying the time constraints. In other words, mobile operator can maximize their profits by meeting the requirements of all the users.
We define the cost model for the i-th virtute machine as follows Cost
where κ C ≥ 0 is the mobile operator's cost for each computation unit (e.g., CPU cycle) per second in the mobile cloud. We take the popular cloud service provider Amazon EC2 [22] as an example to show how to calculate κ C . If we look at i2.xlarge On-demand Instance on Amazon EC2, which contains 14 ECU (each ECU providing the equivalent CPU capacity of a 1.0-1. . Although Amazon EC2 is the conventional cloud computing provider which is different from the MCC, its pricing still can reflect the cost of computation capacity of MCC as they have similar hardware resources (e.g., CPU, memory, storage). Also, the cost for transmitting the calculation results from the mobile cloud to each UE i via the C-RAN can be given as Cost
where κ T r i ≥ 0 is the price for the data rate (bit/s) in wireless network. We take one of the largest mobile services provider i.e., China Mobile [23] as an example to show how to calculate κ T r . If we look at one of the goody-bags of China Mobile, which contains 11 GigaBytes resource and the monthly price is $45.6. Thus we can roughly calculate the price for data rate κ T r as $1.6 * 10 −15 . Therefore, the whole cost in executing i-th task can be written as
Then the joint cost minimization optimization problem can be given as
Cost i subject to : (6), (9), (11), (13) .
IV. COST-EFFECTIVE RESOURCE ALLOCATION ALGORITHM In this section, we aim to provide the joint cost-effective resource allocation in C-RAN with mobile cloud. The objective is to minimize the total cost for the mobile operators (maximize their profits) by allocating the resource jointly between mobile cloud and mobile network.
A. Achievable Rates
From (3) and (4), one can get the achievable rate for i-th UE as 
where
By using T i,max > 0, f i > 0, (12) and (13), one can get
Then, one can have the minimum computational capacity for i-th cloud as
Also, one can get the maximum computational capacity allocated to i-th cloud as
Therefore, the minimum achievable rate can be given by
As the arbitrary phase rotation of the beamforming vectors v ij does not affect (25) , it can be rewritten as a second-order cone (SOC) constraint as [24] 1 − 1
Moreover, to achieve the minimal value, the equality will hold for the time constraints of P1 as
Then, one can use the data rate r i to replace the computational capacity in the objective function of P1 by
Also, according to [25] , the non-convex l0-norm can be approximated by a convex reweighed l1-norm as |V| 0 = N k=1 ρ k |v k |, where v k is the k-th element of the vector V and ρ k is the corresponding weight. Following reference [21] and using (7) and (9), the fronthaul constraints can be written as
and is a small positive factor to ensure stability. Then by using (27) , (29) and (30), P1 can be transformed to
subject to : (6), (27) , (30) ( 32) where
B. WMMSE-based Solution
By using (20) , one can get the upper bound of the objective function of (32) as
As minimizing the objective function of (32) can be relaxed to minimizing its upper bound, (32) can be transformed to
subject to : (6), (27) , (30) .
(34) Inspired by the solutions provided in [26] , [21] , [27] and [28] , one can use the WMMSE-based method to solve (34). Assume that the receive beamforming vector in mobile user i as u i ⊆ C 1×1 , as there is only one antenna in the UE. Also,
H for notation simplification. Thus, the corresponding mean square error (MSE) at UE i can be given as
(35) Thus, one can rewrite (34) as
subject to : (6), (27) , (30) (36) where ψ i (e i ) = ϕ i (−B i log(e i )) and γ i (·) is the inverse mapping of the gradient map
is a strictly concave function in P2, as ϕ i (r i ) is the decreasing utility function of the data rate r i . One can see that P2 is convex with respect to each of the individual variables ω i , v ij and u i . Therefore, one can use the block coordinate descent method to solve it [26] , [21] , [27] , [28] . The process to solve P2 is as follows:
Step 1: By fixing all the transmit beamforming vector v i , the optimal receive beamforming vector can be obtained by the well-known minimum mean square error (MMSE) receiver as
Step 2: By fixing all the transmit beamforming vector v i and the MMSE receiver u i , the corresponding optimal MSE weight ω i can be given by
Step 3: By fixing all the optimal MSE weight ω i and MMSE receiver u i , the optimal transmit beamforming vector v i can be calculated by solving the following SOCP problem as minimize ri,v ij ,C τ subject to : (6), (27) , (30) (39)
Therefore, one can use the algorithm 1 to address P2, where ε is a small constant to guarantee convergence.
Algorithm 1
Iterative algorithm for P2
Obtain the receive beamforming vector u i (n) according to (37) by fixing v ij (n−1) ; 2:
Obtain the MSE weight ω i according to (38) by fixing v ij
and u i (n) ; 3:
Obtain the transmit beamforming vector v ij (n) according to SOCP (39) by fixing ω
according to (4);
5:
Update ρ
ij according to (31); 6:
Update n = n + 1;
C. Computation Capacity Constraints
By using (29) and r i from Algorithm 1, f i for i = 1, 2, ..., N can be obtained. Next, we have to check if those f i meet the overall capacity constraint by using
If the sum of computational capacity of all the victual machines is greater than the total computation of the mobile data center, we propose to normalize f i according to
Then, we set the minimal data rate for the i-th user as
We assume f max is enough to make sure R i,min ≥ 0 after normalization. Therefore, the optimization problem becomes
subject to : (6), (30) , (42).
Then, the overall cost-effective resource allocation can be given by Algorithm 2.
Algorithm 2
Overall algorithm for joint optimization problem
1:
Obtain the data rate r i , for i = 1, 2, ..., N , by using Algorithm 1; 2:
Obtain the computation capacity f i according to (29) ; 3:
Check the total cloud computation capacity by using (40); 4:
if feasible then stop and go to return 5:
.., N .
6:
Obtain the data rate r i by solving P3, for i = 1, 2, ..., N ; 7:
Obtain the computation capacity f i according to (29) ; 8:
end if 9:
Return:
V. SIMULATION RESULTS
In this section, simulation results are provided to show the effectiveness of the cost-effective resource allocation. Matlab with CVX tool [29] has been used in the simulation. The simulation environment is shown as Fig. 2 , in which we consider the C-RAN network with L = 4 RRHs, each equipped with K = 2 antennas. Also, we assume that there are N = 5 mobile users, each of which has only one antenna. We assume there is the mobile cloud co-located with the BBUs, and each mobile virtual machine has the same software stack as its corresponding mobile users and can execute the task for the mobile user. Moreover, we assume that the maximum transmit power for each RRH is 1 W, while the maximum total computation capacity is set to 100G CPU cycles per second. Similar with [30] , we model the path and penetration loss as
where d (km) is the propagation distance. Also, we model the small scale fading as independent circularly symmetric Gaussian process distributed as CN (0, 1), whereas the noise power spectral density is assumed to be −100 dBm/Hz. We assume that the cost for data rate (bit/s) is κ T r = 1.6 * 10 −15 $ while the cost for the computational capacity is κ c = 1.7 * 10 −14 $. Also, we assume the wireless channel bandwidth as 100 MHz and the fronthaul capacity constraint as 100 Mbps. In Fig. 3 , we compare the proposed joint cost minimization optimization with the separate cost minimization solutions. For the separate energy minimization, we set two time constraints as T One can see that with the increase of the total computational resource of the task F i (CPU cycles per second), the cost ($) rise correspondingly. One can also see that the joint energy minimization achieves the best performance, followed by the second best solution when setting T 
