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Abstract of the Dissertation
The Geometry/Gauge Theory Duality
and the Dijkgraaf–Vafa Conjecture
by
Masaki Shigemori
Doctor of Philosophy in Physics
University of California, Los Angeles, 2004
In this dissertation we discuss various issues concerning application of the
Dijkgraaf–Vafa conjecture to the study of supersymmetric gauge theories. The
conjecture states that for a large class of N = 1 supersymmetric gauge theories,
the exact effective superpotential for the glueball superfield can be computed by
matrix models. This approach is very powerful in that it provides a systematic
way of computing the nonperturbative, sometimes even exact, superpotential of
the system, which was possible only on a case-by-case basis in the more traditional
approach based on holomorphy and symmetry.
This conjecture has been checked for many nontrivial examples, but the range
of applicability of the conjecture remained unclear. In Chapter 2, we give an
explicit example, Sp(N) theory with antisymmetric tensor, which challenges the
applicability of the conjecture. We will show that, the superpotential obtained by
the Dijkgraaf–Vafa approach starts to disagree with the standard gauge theory
result at N/2+ 1 loops. Thus we present a relatively simple example for which a
straightforward application of the Dijkgraaf–Vafa conjecture leads to a different
result from the known result. Furthermore, in Chapter 3, we will reproduce
xiii
the same discrepancy in the generalized Konishi anomaly method, an alternative
approach to computing the glueball superpotential.
In order to look for the physical origin of the discrepancy, in Chapter 4, we
consider the string theory realization of the gauge theories by certain Calabi–Yau
compactifications, on which the Dijkgraaf–Vafa conjecture is based. By closely
analyzing the geometric transition of the Calabi–Yau space, we will uncover the
following prescription regarding when to include a glueball field: one should not
include a glueball field for U(0), SO(0), SO(2) while for all other gauge groups,
including U(1) and Sp(0), one should consider an associated glueball field. We
will explicitly show that the discrepancy found in Chapters 2 and 3 is resolved if
we follow this prescription and introduce a glueball field for the “Sp(0)” group.
In Chapter 5, we consider generalizing the result in Chapter 4 to include fla-
vors; we give a prescription regarding when to include glueball fields based on
string theory realization, and demonstrate that the matrix model computations
along with the generalized prescription correctly reproduce the gauge theory re-
sults.
xiv
CHAPTER 1
Introduction
1.1 Supersymmetric gauge theory
The importance of the study of supersymmetric gauge theory cannot be em-
phasized enough. Supersymmetric gauge theory is widely regarded as the most
promising and natural candidate for a framework which extends the Standard
Model and which may be able to explain the outstanding issues of the Stan-
dard Model such as the hierarchy problem, grand unification, proton decay, and
possibly the cosmological constant problem [1]. Supersymmetric gauge theory is
attractive not only from such phenomenological viewpoints but also from theoret-
ical viewpoints. In particular, supersymmetry makes the theory more tractable
than the theory without supersymmetry. For example, in the ordinary, non-
supersymmetric QCD, we do not have an analytic way to study even the most
fundamental properties of the theory such as confinement or chiral symmetry
breaking, because of its notorious strongly coupled dynamics. However, in its
supersymmetric versions, those properties can be proven exactly. The reason
why we have analytic control over supersymmetric theory is closely related to
the holomorphy of the superpotential which supersymmetric theories possess.1
Therefore, supersymmetric gauge theory is important in that it serves as a toy
model which helps us to understand the properties of non-supersymmetric theory
1For reviews on supersymmetric gauge theories, see e.g. [2, 3, 4].
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in a simpler setting.
Many powerful techniques have been developed for analytically studying the
properties of supersymmetric gauge theories. Among the physical quantities of
the theory, superpotential is of fundamental importance because it determines
the structure of the vacua of the theory. The superpotential can sometimes be
computed exactly using holomorphy and symmetry considerations, however there
was no systematic way of computing it — it has been worked out only on a case-
by-case basis.
1.2 The Dijkgraaf–Vafa conjecture
Recently Dijkgraaf and Vafa [5, 6, 7] proposed a powerful, systematic way of
computing superpotential — the so-called Dijkgraaf–Vafa conjecture. For a large
class of N = 1 supersymmetric gauge theories, this conjecture states: i) at low
energies, the holomorphic physics, namely the superpotential term in the action,
is captured by the glueball superfield S, ii) the exact effective superpotential of
the glueball S can be computed by 0 + 0 dimensional field theory, i.e., matrix
model. As we will review later (section 4.3), this conjecture was proposed based
on the geometric transition (conifold transition) duality [8, 9, 10] in the string
theory realization of the models by Calabi–Yau compactification, and on the fact
that the four-dimensional superpotential of such a compactified theory can be
computed by topological strings [11].
The first part of the conjecture has a clear physical meaning, although it
is hard to prove: at low energies, the strongly coupled gauge theory confines
and the vacuum acquires nonzero expectation value of the glueball field, S =
−(1/32π2)Tr[WαWα]. Here Wα is the field strength superfield, and the low-
2
est component of S is the fermion (gluino) bilinear whose nonvanishing vacuum
expectation value (vev) signals chiral symmetry breaking. The low energy exci-
tation around this vacuum should be the glueball field S changing slowly over
spacetime.
The second part of the conjecture claims that the momentum integration in
the computation of Feynman diagrams in supersymmetric gauge theory is in fact
trivial, and reduces simply to computation of combinatorial factors. Furthermore,
almost all such diagrams actually vanish — for example, for U(N) theory with a
chiral superfield in the adjoint representation, only diagrams whose topology in
the ’t Hooft double line notation [12] is S2 are nonvanishing. Later, this second
part of the conjecture was proven [13, 14, 15] totally in the standard framework
of the super-space Feynman diagram expansion [16]. It is surprising that this
tremendous simplification had been overlooked until the work of Dijkgraaf and
Vafa.
For example, for U(N) theory with an adjoint chiral superfield Φ, this con-
jecture states that the exact effective glueball superpotential is given by
Weff(S) = N
∂FS2
∂S
, (1.2.1)
where FS2 is the contribution to the matrix model free energy from diagrams of
S2 topology.
This conjecture was checked for many nontrivial examples (see [19] for a list
of references) including the cases with fundamentals, baryonic interaction, multi-
trace interaction; in some theories one can obtain the exact superpotential by
more traditional techniques based on holomorphy and symmetry considerations,
and compare the results with the ones predicted by the Dijkgraaf–Vafa conjecture.
The agreement was perfect.
3
1.3 Generalized Konishi anomaly approach
Inspired by the work of Dijkgraaf and Vafa, an alternative approach for obtaining
the glueball superpotential was developed in [17, 18], based on the generalized
Konishi anomaly2.
In the matrix model approach, one can compute the glueball superpotential
from the expectation values of matrices of the form 〈Tr[Φn]〉, where Φ is anN×N
matrix which corresponds to the adjoint chiral superfield Φ in gauge theory. It is
well known that these matrix model expectation values satisfy certain relations
called the loop equations, which are analogues of the Schwinger–Dyson equations
in field theory. These loop equations are so powerful that they determine those
expectation values 〈Tr[Φn]〉 completely, up to a finite number of undetermined
parameters.
Because matrix model and gauge theory are closely related according to the
Dijkgraaf–Vafa conjecture, there should be some relations also in the gauge theory
framework, which are powerful enough to determine the glueball superpotential.
In gauge theory, the glueball superpotential can be determined by the vev of the
chiral operators, which are defined to be operators annihilated by supersymmetry
generators. For example, Tr[Φn], Tr[WαWαΦn] are chiral operators. Chiral oper-
ators form a ring called the chiral ring, and their vev are independent of spacetime
coordinates. Furthermore, the vev of the product of chiral operators is equal to
the product of the vev of the chiral operators. Therefore, chiral operators are just
as ordinary numbers, as far as their expectation values are concerned. Obviously,
the vev of these chiral operators are natural candidate of the quantities that play
the role of 〈Tr[Φn]〉 in matrix model. Indeed, in [17, 18], the Schwinger–Dyson
2For a recent review on the generalized Konishi anomaly approach and the diagrammatic
approach to the Dijkgraaf–Vafa conjecture, see [19].
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equations for these operators were derived and it was shown that these equations
determine all vev’s of the chiral operators up to a finite number of undetermined
parameters. These Schwinger–Dyson equations are called the generalized Konishi
anomaly equations, because these generalize the Konishi anomaly equation [20]
which is the superfield version of the ordinary anomaly equations.
The generalized Konishi anomaly approach established a firm connection be-
tween the standard gauge theory formalism and the Dijkgraaf–Vafa conjecture
which appeared to be rather out of a hat from the traditional gauge theory point
of view, although it of course is a very natural conjecture from the viewpoint of
string theory.
1.4 Sp(N) theory with antisymmetric tensor
As mentioned above, the Dijkgraaf–Vafa conjecture passed many nontrivial
checks. However, it is not clear how large a class of supersymmetric theories
the conjecture is applicable to; it is very important to investigate the applicabil-
ity of the conjecture.
Sp(N) theory3 with a chiral superfield in the antisymmetric tensor is among
those theories for which the exact superpotential can be obtained by traditional
techniques [21, 22]. As equation (1.2.1) exemplifies, the Dijkgraaf–Vafa conjec-
ture generally predicts a superpotential with a simple pattern in N , the rank
of the gauge group. However, in this Sp(N) theory, the dynamical superpoten-
tial obtained by the traditional techniques does not appear to have any obvious
pattern in N . Therefore, this theory is an ideal touchstone for checking the
applicability of the conjecture.
3Our convention for Sp(N) is such that N is an even integer, so that Sp(N) ⊂ U(N) and
Sp(2) ∼= SU(2).
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In Chapter 2, we apply the Dijkgraaf–Vafa conjecture to this Sp(N) theory
with antisymmetric tensor based on the diagrammatic approach [13, 14, 15], and
the effective glueball superpotential is computed using Sp(N) matrix model, for
the cubic tree level superpotential and trivial breaking pattern Sp(N)→ Sp(N).
Comparing the resulting superpotential with the one computed using the tradi-
tional techniques for Sp(4), Sp(6) and Sp(8), we find that the two superpotentials
agree up to N/2-th order in the matrix model perturbation theory, with discrep-
ancy setting in at the next order. Thus, this Sp(N) theory gave the first explicit
example for which a straightforward application of the Dijkgraaf–Vafa conjecture
leads to a different result from the known result. We will discuss possible origin
of the discrepancy, e.g., possible ambiguity in defining high powers of the glueball
superfield Sn with n ≥ h = N/2 + 1.
In Chapter 3, we apply the method of the generalized Konishi anomaly to
theories based on the classical gauge groups with various two-index tensors and
fundamentals, including Sp(N) theory with antisymmetric tensor. We will see
that the generalized Konishi anomaly approach gives the same discrepancy as was
observed in the matrix model approach. Because the generalized Konishi anomaly
approach is not based on diagram expansion, we can discuss the aforementioned
Sh problem from a different point of view. Moreover, we present a general formula
which expresses the solutions to the generalized Konishi anomaly equation in
terms of the solutions to the loop equations of the corresponding matrix model.
1.5 String theory prescription
The discovery of the above “counterexample” to the Dijkgraaf–Vafa conjecture
by [23] stimulated active research [15, 24, 25, 26, 27, 28, 29] to look for the
physical origin of the discrepancy. In particular, Cachazo [24] showed that the
6
generalized Konishi anomaly equations governing the Sp(N) theory with anti-
symmetric tensor matter [30, 31] can be mapped to those of U(N + 2K) gauge
theory with adjoint matter, with the breaking pattern Sp(N) → ∏Ki=1 Sp(Ni)
mapped to U(N + 2K) → ∏Ki=1 U(Ni + 2). Here, K is the number of the
critical points in the tree level superpotential. Especially, the trivial break-
ing pattern studied [23] for the cubic superpotential, which can be written as
Sp(N) → Sp(N) × Sp(0), is mapped to U(N + 4) → U(N + 2) × U(2). It was
shown [24] that this U(N + 2) × U(2) theory correctly reproduces the superpo-
tential of the Sp(N) theory and resolves the discrepancy found in [23]. Because
U(2) has a glueball dynamics in it, this map implies that we should consider a
glueball field for the “Sp(0)”. In other words, in the matrix model context, one
has to consider glueball dynamics where one does not expect any in the standard
gauge theory context.
Then, what about other low rank groups, such as U(0), SO(0) and SO(2),
where one does not consider a strongly coupled glueball dynamics in the standard
gauge theory context? Should we include glueball fields also for them in the
matrix model context, or not? If so (or if not), why? Clearly, these questions
cannot be answered within the standard gauge theory framework; we should go
back and investigate the string theory realization of these gauge theories, on
which the Dijkgraaf–Vafa matrix model conjecture is based.
To answer these questions, in Chapter 4, we consider the string theory re-
alization (geometric engineering) of supersymmetric U(N), SO(N), and Sp(N)
gauge theories with various two-index tensor matter fields and added tree-level
superpotential, for general breaking patterns of the gauge group. These theories
are realized in type IIB superstring theory compactified on certain noncompact
Calabi–Yau 3-folds, as the world-volume theory on the D5-branes which wrap
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compact 2-cycles in the Calabi–Yau space and fill four dimensional Minkowski
spacetime. At low energies these gauge theories confine, developing a nonzero
expectation value of the glueball field. This confinement transition is described
in string theory by the geometric transition [8, 9, 10] where the 2-cycles in the
Calabi–Yau space are blown down and 3-cycles are blown up instead. In string
theory, the glueball field is interpreted as the size of these 3-cycles. This is an
example of the geometry/gauge theory duality, where gravity in some background
is dual to gauge theory in one less dimensions. Another related example of the
duality is the celebrated AdS/CFT duality [32, 33, 34].
By closely studying the string theory physics near the blown up 3-cycles after
the geometric transition, we clarify when glueball fields should be included and
treated as dynamical fields, or rather set to zero. The resulting string theory
prescription is the following: one should not include a glueball field for U(0),
SO(0), SO(2) while for all other gauge groups, including U(1) and Sp(0), one
should consider an associated glueball field.
In particular, these string theory considerations give a clear physical explana-
tion of the origin of the apparent discrepancy observed in [23] for Sp(N) theory
with antisymmetric tensor. Furthermore, we will give more examples in which
this string theory prescription is crucial for obtaining the correct superpotential.
1.6 Adding flavors
So far, we discussed the string theory prescription when to include a glueball
field, in theories with a matter field in the adjoint representation. It is a natural
generalization to include matter fields in the fundamental and anti-fundamental
representations, i.e., flavors.
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For example, consider N = 1 U(N) theory with an adjoint and Nf flavors.
Classically, this theory has two kinds of vacua: the pseudo-confining vacua in
which the gauge group breaks as U(N) → ∏Ki=1 U(Ni), ∑Ki=1Ni = N , and the
Higgs vacua in which U(N) → ∏Ki=1 U(Ni), ∑Ki=1Ni < N . In the Higgs vacua,
the total rank of the unbroken groups is reduced (Higgsed down), motivating the
name of the vacua.
In the formalism of the generalized Konishi anomaly [35], this theory is de-
scribed on a Riemann surface which is a double cover of the complex z-plane. On
the z-plane, there are K cuts Ai, i = 1, . . . , K, corresponding to the K unbroken
gauge group factors U(Ni), i = 1, . . . , K. The glueball field Si associated with the
U(Ni) group is related to a contour integral around the i-th cut, Ai. Moreover,
there are Nf poles on the Riemann surface, one for each flavor. The position of
a pole is determined by the mass of the corresponding flavor.
In this setup, the pseudo-confining vacua correspond to having all the Nf
poles on the second sheet of the Riemann surface. On the other hand, the Higgs
vacua is obtained as follows. One begins with the pseudo-confining vacua with all
the poles on the second sheet, and starts varying the mass of a flavor smoothly.
Then the position of the pole changes smoothly, and in particular, one can pass
the pole through the cut Ai to the first sheet. In this process, the gauge group
factor U(Ni) becomes U(Ni− 1), i.e., it is Higgsed down. In this way, by passing
poles on the second sheet through cuts to the first sheet, one can obtain the Higgs
vacua. Different choices of the cuts through which the poles pass correspond to
different Higgsing pattern.
Clearly, there should be a limit to this process of passing poles through a given
cut, since as one passes poles one by one through the cut Ai associated with the
unbroken U(Ni) group, the group gets Higgsed down as U(Ni) → U(Ni − 1) →
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U(Ni − 2) → · · · , and one eventually ends up with a U(0), which cannot be
Higgsed down any further. Therefore, one expects that the cut shrinks as one
passes more and more poles and it eventually closes up, when one has Higgsed
down the U(Ni) group completely. As mentioned above, the glueball Si is related
to the contour integral around the cut Ai. Therefore, when the U(Ni) group
has completely broken down and the cut Ai has closed up, the glueball vanishes:
Si = 0. This is consistent with the fact that there is no strongly coupled dynamics
any more which gives rise to nonzero Si.
One may think that the above picture is very reasonable and the Si → 0 limit
should be describable in the matrix model framework in terms of the glueball Si.
However, that is not quite correct. Note that the Higgsing U(Ni 6= 0) → U(0)
is not a smooth process, because in this process the number of massless U(1)
photons changes from one to zero, discontinuously. This is possible only by
condensation of some charged massless particle [36, 37] which makes the pho-
ton massive by the Meissner effect and which is clearly missing in the glueball
description.
In Chapter 5, we will closely study the above process of passing Nf poles
through a cut associated with U(Nc) group, and demonstrate that the cut indeed
becomes arbitrarily small if one tries to pass too many poles through the cut.
Furthermore, we will see that the situation where the cut has completely closed
up, namely S = 0, is not describable in matrix model; we need some extra charged
massless degree of freedom, as we discussed above. To find out what this massless
field is, we will consider the string theory realization of the theory, and argue that
this massless field should be a compact D3-brane which emanates fundamental
strings. In addition, we will argue that the effect of this charged massless field
can be taken care of by simply setting the glueball Si to zero by hand in matrix
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model, and demonstrate by explicit computation that the prescription indeed
gives the correct superpotential obtained by the factorization method in gauge
theory.
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CHAPTER 2
Sp(N) theory with antisymmetric tensor
With the aim of extending the gauge theory – matrix model connection to more
general matter representations, we prove that for various two-index tensors of
the classical gauge groups, the perturbative contributions to the glueball super-
potential reduce to matrix integrals. Contributing diagrams consist of certain
combinations of spheres, disks, and projective planes, which we evaluate to four
and five loop order. In the case of Sp(N) with antisymmetric matter, indepen-
dent results are obtained by computing the nonperturbative superpotential for
N = 4, 6 and 8. Comparison with the Dijkgraaf–Vafa approach reveals agree-
ment up to N/2 loops in matrix model perturbation theory, with disagreement
setting in at h = N/2+1 loops, h being the dual Coxeter number. At this order,
the glueball superfield S begins to obey nontrivial relations due to its underlying
structure as a product of fermionic superfields. We therefore find a relatively
simple example of an N = 1 gauge theory admitting a large N expansion, whose
dynamically generated superpotential fails to be reproduced by the matrix model
approach.
2.1 Introduction
The methods of Dijkgraaf and Vafa [5, 6, 7] represent a potentially powerful
approach to obtaining nonperturbative results in a wide class of supersymmet-
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ric gauge theories. Their original conjecture consists of two parts. First, that
holomorphic physics is captured by an effective superpotential for a glueball su-
perfield, with nonperturbative effects included via the Veneziano–Yankielowicz
superpotential [38]. Second, that the Feynman diagrams contributing to the per-
turbative part of the glueball superpotential reduce to matrix model diagrams.
The second part of the conjecture has been proven for a few choices of matter
fields and gauge groups, namely U(N) with adjoint [13, 17] and fundamental [18]
matter, and SO/Sp(N) with adjoint matter [14, 39, 40]. Combining this with
the first part of the conjecture has then been shown to reproduce known gauge
theory results. Some examples of “exotic” tree-level superpotentials have also
been considered successfully, such as multiple trace [41] and baryonic [42, 99, 100]
interactions.
One naturally wonders how far this can be pushed. Generic N = 1 theo-
ries possess intricate dynamically generated superpotentials which are difficult or
(nearly) impossible to obtain by traditional means, and so a systematic method
for computing them would be most welcome. The promise of the DV approach
is that these perhaps can be obtained to any desired order by evaluating matrix
integrals. With this in mind, we will demonstrate the reduction to matrix inte-
grals for some new matter representations. Comparing with known gauge theory
results will turn out to illustrate some apparent limitations of the DV approach.
In particular, it is straightforward to generalize the results of [13, 14] to more
general two-index tensors of U(N) and SO/Sp(N), with or without tracelessness
conditions imposed. The relevant 0 + 0 dimensional Feynman diagrams which
one needs to compute consist of various spheres, disks and projective planes, and
disconnected sums of these. We evaluate these to five-loop order.
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For comparison with gauge theory we focus on the particular case of Sp(N)1
with an antisymmetric tensor chiral superfield. The dynamically generated su-
perpotentials for such theories are highly nontrivial, and cannot be obtained via
the “integrating in” approach of [43]. Furthermore, the results display no simple
pattern in N . Nevertheless, a method is known for computing these superpoten-
tials on a case-by-case basis [21, 22]. Results for Sp(4) and Sp(6) were obtained
in [21, 22], and here we extend this to Sp(8) as well (partial results for Sp(8)
appear in [22]). We believe that these examples illustrate the main features of
generic N = 1 superpotentials, and so are a good testing ground for the DV
approach.
For our Sp(N) examples, we will demonstrate agreement between gauge the-
ory and the DV approach up to N/2 loops in perturbation theory, with a dis-
agreement setting in at N/2 + 1 loops. In terms of the glueball superpotential,
we thus find a disagreement at order Sh, where h = N/2 + 1 is the dual Coxeter
number of Sp(N).
The fact that discrepancies set in at order Sh is not a surprise, for it is at this
order that S begins to obey relations due to its being a product of two fermionic
superfields [17, 44]. Furthermore, at this order contributions to the effective
action for Wα of the schematic form Tr(Wα)
2h can be reexpressed in terms of
lower traces, including Sh. Unfortunately, it is not clear how to ascertain these
relations a priori, since they receive corrections from nonperturbative effects (see
[44] for a recent discussion). These complications do not arise for theories with
purely adjoint matter, since the results are known to have a simple pattern in
N , and so N can be formally taken to infinity to avoid having to deal with any
relations involving the S’s. But in the more generic case, it seems that additional
1Our convention for Sp(N) is such that N is an even integer, and Sp(2) ∼= SU(2).
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input is required to make progress at h loops and beyond.
The remainder of this paper is organized as follows. In section 2.2 we isolate
the field theory diagrams that contribute to the glueball superpotential, derive
the reduction of these diagrams to those of a matrix model, and discuss their
computation. These results are used in section 2.3 to derive effective superpo-
tentials for Sp(N) with matter in the antisymmetric tensor representation. In
section 2.4 we state the corresponding results derived from a nonperturbative
superpotential for these theories. Comparison reveals a discrepancy, which we
discuss in section 2.5. Appendix 2.A gives more details on diagram calculations;
appendix 2.B collects results from matrix model perturbation theory; and ap-
pendix 2.C concerns the computation of dynamically generated superpotentials
for the Sp(N) theories.
2.2 Reduction to matrix model
In this section we will extend the results of [13, 14] to include the following matter
representations:
• U(N) adjoint.
• SU(N) adjoint.
• SO(N) antisymmetric tensor
• SO(N) symmetric tensor, traceless or traceful.
• Sp(N) symmetric tensor.
• Sp(N) antisymmetric tensor, traceless or traceful.
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We will use Φij to denote the matter superfield. In the case of Sp(N), Φij is
defined as
Φ =

SJ Sij : symmetric tensor,
AJ Aij : antisymmetric tensor.
(2.2.1)
Here J is the invariant antisymmetric tensor of Sp(N), namely
Jij =
 0 1lN/2
−1lN/2 0
 . (2.2.2)
The tracelessness of the Sp antisymmetric tensor is defined with respect to this
J , i.e., by Tr[AJ ] = 0.
The fact that allows us to treat the above cases in parallel to those considered
in [13, 14] is that gauge transformations act by commutation, δΛΦ ∼ [Λ,Φ]. A
separate analysis is needed for, say, U(N) with a symmetric tensor.
2.2.1 Basic setup
Following [13], we consider a supersymmetric gauge theory with chiral superfield
Φ and field strength Wα. Treating Wα as a fixed background, we integrate
out Φ to all orders in perturbation theory. We are interested in the part of the
effective action which takes the form of a superpotential for the glueball superfield
S = 1
32pi2
Tr[WαWα]. In [13], using the superspace formalism, it was shown that
this can be obtained from a simple action involving only chiral superfields:
S(Φ) =
∫
d4p d2π
[
1
2
Φ(p2 +Wαπα)Φ +Wtree(Φ)
]
. (2.2.3)
We choose the tree level superpotential to be
Wtree =
m
2
Tr[Φ2] + interactions , (2.2.4)
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where the interactions are single trace terms, and include the mass in the prop-
agator:
1
p2 +m+Wαπα . (2.2.5)
Actually, we have to be a little more precise here. Displaying all indices, we
can write the quadratic action as
1
2
∫
d4p d2πΦjiG
−1
ijklΦkl (2.2.6)
with
G−1ijkl =
[
(p2 +m)δimδjn + (Wα)ijmnπα
]
Pmnkl . (2.2.7)
Here the P ’s are projection operators appropriate for the gauge group and matter
representation under consideration:
Pijkl =

δikδjl U(N) adjoint,
δikδjl − 1N δijδkl SU(N) adjoint,
1
2
(δikδjl − δilδjk) SO(N) antisymmetric,
1
2
(δikδjl + δilδjk) SO(N) traceful symmetric,
1
2
(δikδjl + δilδjk − 2N δijδkl) SO(N) traceless symmetric,
1
2
(δikδjl − JilJjk) Sp(N) symmetric,
1
2
(δikδjl + JilJjk) Sp(N) traceful antisymmetric,
1
2
(
δikδjl + JilJjk − 2N δijδkl
)
Sp(N) traceless antisymmetric.
(2.2.8)
The propagator is then given by the inverse of G−1 in the subspace spanned by
P :
〈ΦjiΦkl〉 =
[
P
p2 +m+Wαπα
]
ijkl
=
[∫ ∞
0
ds e−s(p
2+m+Wαpiα)P
]
ijkl
. (2.2.9)
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Figure 2.1: Propagators. a) untwisted; b) twisted; c) disconnected
Figure 2.2: Typical diagram
Our rule for multiplying four-index objects is (AB)ijkl =
∑
mnAijmnBmnkl. The
fact that gauge transformations act by commutation means that we can write
(Wα)ijkl = (Wα)ikδjl − (Wα)ljδik , (2.2.10)
where on the right hand side (Wα)ij are field strengths in the defining represen-
tation of the gauge group.
2.2.2 Diagrammatics
The presence of the three sorts of terms in the projection operators (2.2.8) means
that in double line notation we have three types of propagators, displayed in
Fig. 2.1. Note in particular the disconnected propagator, which allows us to
draw Feynman diagrams which have disconnected components in index space
(All diagrams are connected in momentum space since we are computing the
free energy). A typical diagram involving cubic interactions is shown in Fig. 2.2.
Since we are computing the superpotential for S, we include either zero or two
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Figure 2.3: Contributing diagram
Figure 2.4: Non-contributing diagram
insertions ofWα on each index loop.2 We will now prove that the diagrams which
contribute are those consisting of some number of sphere, disk, and projective
plane components. Furthermore, the total number of disconnected components
must be one greater than the number of disconnected propagators. Fig. 2.3 is an
example of a contributing diagram, while Fig. 2.4 is a diagram which does not
contribute.
The proof is similar to that given in [13, 14], so we mainly focus on the effect
of the new disconnected propagator. In double line notation we associate each
Feynman diagram to a two-dimensional surface. Let F by the number of faces
(index loops); P be the number of edges; and V be the number of vertices. The
Feynman diagram also has some number L of momentum loops. Euler’s theorem
tells us that
F = P − V + χ , (2.2.11)
2Note that we are explicitly not including the contributions coming from more than two
Wα’s on an index loop, even if for a particular N these can be expressed in terms of S’s. We
will come back to this point in section 5.
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where χS2 = 2, χD2 = χRP2 = 1. We also have the relation
F = L− 1 + χ . (2.2.12)
In a diagram with L loops we need to bring down L powers of S to saturate the
fermion integrals, and we allow at most one S per index loop. Therefore, for a
graph to be nonvanishing we need F ≥ L. Graphs on S2 with no disconnected
propagators have F = L+ 1, and those on RP2 have F = L.
To proceed we will make use of the following operation. Considering some
diagram D that includes some number of disconnected propagators. To each D
we associate a diagram D˜, obtained by replacing each disconnected propagator
of D by an untwisted propagator. Each D˜ diagram thus consists of a single
connected component. D and D˜ have the same values of L and V , but can have
different values of F , P , and χ. We use F˜ , P˜ , and χ˜ to denote the number of
faces, edges, and the Euler number of D˜. To see which diagrams can contribute
we consider various cases.
Case 1: D has no disconnected propagators, so D˜ = D. This case reduces to
that of [13, 14], and so we know that only S2 and RP2 graphs contribute (since no
D2 graphs can arise without disconnected propagators, these are the only graphs
for which F ≥ L.)
The remaining cases to consider are those for which we have at least one
disconnected propagator.
Case 2: χ = χ˜ ≤ 1
In this case F˜ ≤ L, from (2.2.12). Each time we take a disconnected propagator
and replace it by an untwisted propagator we are increasing P by 1 but keeping
L unchanged. Therefore, from (2.2.11), this operation increases F by 1. So we
see that in this case F < L. This means that the diagram D does not contribute.
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Case 3: χ = χ˜ = 2
D˜ has F˜ = L+ 1. In this case, if D has a single disconnected propagator, we
will have F = L, and so the diagram might seem to contribute. But we will now
show that the fermion determinant vanishes for such diagrams.
We follow the conventions of [14], where the reader is referred for more details.
The fermion contribution is proportional to [detN(s)]2 where
N(s)ma =
∑
i
siK
T
miLia . (2.2.13)
Here, i labels propagators; m labels “active” index loops on which we insert an S;
and a labels momentum loops. In the present case, since F = L, all index loops
are active and so N is a square matrix. To show that the determinant vanishes,
we will show that the rectangular matrix
siKim (2.2.14)
has a nontrivial kernel.
Recall the definition of Kim. For each oriented propagator labeled by i, the
mth index loop can do one of three things: 1) coincide and be parallel, giving
Kim = 1; 2) coincide and be anti-parallel, giving Kim = −1; 3) not coincide,
giving Kim = 0. Consider Kim acting on the vector bm whose components are all
equal to 1. It should be clear that∑
m
Kimbm = 1− 1 = 0 . (2.2.15)
The intuitive way to think about this is that bm are the index loop momenta
and
∑
mKimbm are the propagator momenta. By setting all index loop momenta
equal, one makes all propagator momenta vanish, and this corresponds to an
element of the kernel of (2.2.14). This finally implies detN(s) = 0, which is what
we wanted to show.
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Case 4: χ 6= χ˜
This can only happen when D has two or more disconnected components. In
this case, χ > χ˜ and so (2.2.11) still allows F ≥ L even when P < P˜ .
In order to have a nonvanishing fermion integral, each component of D must
have F ≥ L, so each component must be an S2, a D2, or an RP2. Suppose D has
NS2 S
2 components, ND2 D2 components, and NRP2 RP
2 components, so that
χ = 2NS2 +NRP2 +ND2 . (2.2.16)
Next consider the relation between P and P˜ . The number of disconnected
propagators must be at least the number of disconnected components of D minus
one, so
P = P˜ − (NS2 +NRP2 +ND2 − 1)− a = P˜ + 1 +NS2 − χ− a , (2.2.17)
where a is a nonnegative integer. Now use
F = P − V + χ = P˜ + 1 +NS2 − V − a . (2.2.18)
D˜ satisfies
P˜ + 1− V = L , (2.2.19)
so we get
F = L+NS2 − a . (2.2.20)
Now, in order to have a nonzero fermion determinant we need to have at least
one inactive index loop (no Wa insertions) per S2 component after choosing L
active index loops. In other words, a nonvanishing fermion determinant requires
F ≥ L+NS2 . (2.2.21)
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Putting these two conditions together, we clearly need a = 0. This says that the
number of disconnected propagators in D must be precisely equal to the number
of disconnected components of D minus one.
Summary: Diagrams which contribute to the glueball superpotential have any
number of disconnected S2, D2, and RP
2 components. The number of discon-
nected propagators must be one less than the number of disconnected compo-
nents.3
2.2.3 Computation of diagrams
Now that we have isolated the class of diagrams which contribute to the glueball
superpotential, we turn to their computation. This turns out to be a simple
extension of what is already known. In particular, the contribution from a general
disconnected diagram is simply equal to an overall combinatorial factor times the
product of the contributions of the individual components. This follows from
the fact that, for the diagrams we are considering, the disconnected propagators
carry vanishing momentum, so the diagrams are actually disconnected in both
momentum space and index space.
Next, we observe that the stubs from the disconnected propagators can be
neglected in the computation; it is easily checked that the sum overWα insertions
on the stubs gives zero due to the minus sign in (2.2.10).
So we just need rules for treating each component individually, and then we
multiply the contributions together to get the total diagram. The rules consist
of relating the gauge theory contribution to a corresponding matrix contribution.
3It is easy to convince oneself that disconnected diagrams will therefore never contribute in
theories with only even powers in the tree level superpotential, thus giving the same glueball
superpotential in the traceful and traceless cases.
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The cases of interest are:
S2 components: From the work of [13], we know that if NL+1F
(L)
S2 (gk) is the
contribution in the matrix model diagram from an L loop S2 graph, then the
contribution in the gauge theory diagram is
W
(L)
S2 (S, gk) = (L+ 1)NS
LF
(L)
S2 (gk) . (2.2.22)
The prefactor (L+1)N comes from the choice of, and trace over, a single inactive
index loop.
RP2 components: From the work of [14], we know that if NF
(L)
RP
2(gk) is the
contribution in the matrix model diagram from an L loop RP2 graph, then the
contribution in the gauge theory diagram is
W
(L)
RP
2(S, gk) = ±4SLF (L)
RP
2(gk) . (2.2.23)
The prefactor of ±4 comes from the fermion determinant, and is equal to +4(−4)
for symmetric(antisymmetric) tensors.
D2 components: These have L = 0 and hence no Wa insertions. So if the
contribution to the matrix model is NF
(L)
D2
(gk) then
W
(L)
D2
(gk) = NF
(L)
D2
(gk) . (2.2.24)
With the above rules in hand, it is a simple matter to convert a given matrix
model Feynman diagram into a contribution to the glueball superpotential. The
example given in Appendix 2.A should help to clarify this. We should emphasize
that the above procedure must by done diagram by diagram— there is no obvious
way to directly relate the entire glueball superpotential to the matrix model free
energy; the situation is similar to [41] in this respect.
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2.3 Results from matrix integrals
The considerations thus far apply to any single trace, polynomial, tree level su-
perpotential. We now restrict attention to cubic interactions,
Wtree =
m
2
TrΦ2 +
g
3
TrΦ3 , (2.3.1)
(which are of course trivial in the case of SO/Sp with adjoint matter.) In Ap-
pendix 2.B we collect our matrix model results for the various matter represen-
tations. In this section we focus on two particular cases, which will be compared
to gauge theory results in the next section.
2.3.1 Sp(N) with traceful antisymmetric matter
The perturbative part of the glueball superpotential for Sp(N) with traceful
antisymmetric matter is
W perttraceful(S, α) = (−N + 3)αS2 +
(
−16
3
N +
59
3
)
α2S3
+
(
−140
3
N + 197
)
α3S4 +
(
−512N + 4775
2
)
α4S5 + · · · (2.3.2)
with
α ≡ g
2
2m3
. (2.3.3)
In terms of diagrams, (2.3.2) represents the contribution from 2, 3, 4 and 5 loops.
According to the DV conjecture, the full glueball superpotential is then W eff =
W V Y +W pert, where W V Y is the Veneziano–Yankielowicz superpotential:
W V Y = (N/2 + 1)S[1− log(S/Λ3)] . (2.3.4)
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We are now instructed to extremize W eff with respect to S and substitute back
in. We call the result WDV. Working in a power series in g, we obtain
WDVtraceful(Λ, m, g) = (N/2+1)Λ
3
[
1− 2(N − 3)
N + 2
Λ3α− 2(4N
2 + 45N − 226)
3(N + 2)2
Λ6α2
− 2(12N
3 + 293N2 + 368N − 8340)
3(N + 2)3
Λ9α3
− 96N
4 + 3803N3 + 25868N2 − 85092N − 744768
3(N + 2)4
Λ12α4 − · · ·
]
. (2.3.5)
For N = 4, 6, 8, this yields
W
DV,Sp(4)
traceful (Λ, α) = 3Λ
3 − Λ6α− Λ9α2 − 353
27
Λ12α3 − 25205
81
Λ15α4 − · · · ,
W
DV,Sp(6)
traceful (Λ, α) = 4Λ
3 − 3Λ6α− 47
6
Λ9α2 − 73
2
Λ12α3 − 6477
32
Λ15α4 − · · · ,
W
DV,Sp(8)
traceful (Λ, α) = 5Λ
3 − 5Λ6α− 13Λ9α2 − 65Λ12α3 − 2142
5
Λ15α4 − · · · .
(2.3.6)
2.3.2 Sp(N) with traceless antisymmetric matter
Including the contribution from the disconnected propagator, the perturbative
part of the glueball superpotential for Sp(N) with traceless antisymmetric matter
is
W perttraceless(S, α) =
(
−1 + 4
N
)
αS2 +
(
−1
3
− 8
N
+
160
3N2
)
α2S3
+
(
−1
3
− 12
N
− 256
3N2
+
3584
3N3
)
α3S4 + · · · . (2.3.7)
The presence of many disconnected diagrams makes this case more complicated
than the traceful case, and we have correspondingly worked to one lower order
than in (2.3.2).
Adding the Veneziano–Yankielowicz superpotential and integrating out the
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glueball superfield, we obtain
WDVtraceless(Λ, m, g) = (N/2 + 1)Λ
3
[
1− 2(N − 4)
N(N + 2)
Λ3α
− 2(N
3 + 14N2 − 16N − 512)
3N2(N + 2)2
Λ6α2
− 2(N + 8)
2(N3 + 12N2 − 52N − 528)
3N3(N + 2)3
Λ9α3 − · · ·
]
. (2.3.8)
This yields
W
DV,Sp(4)
traceless (Λ, α) = 3Λ
3 + Λ9α2 + 10Λ12α3 + · · · ,
W
DV,Sp(6)
traceless (Λ, α) = 4Λ
3 − 1
3
Λ6α− 7
54
Λ9α2 +
49
54
Λ12α3 + · · · ,
W
DV,Sp(8)
traceless (Λ, α) = 5Λ
3 − 1
2
Λ6α− 2
5
Λ9α2 − 14
25
Λ12α3 − · · · .
(2.3.9)
2.4 Gauge theory example: Sp(N) with antisymmetric
matter
Dynamically generated superpotentials can be determined for N = 1 theories
with gauge group Sp(N) and a chiral superfield Aij in the antisymmetric tensor
representation. The general procedure was given in [21, 22], and is reviewed in
Appendix C. Since these superpotentials cannot be obtained by the integrating
in procedure of [43], they are more difficult to establish, and the results are corre-
spondingly more involved, than more familiar examples. A separate computation
is required for each N , and the results display no obvious pattern in N . N = 4 is
a simple special case (since Sp(4) ∼= SO(5) and Aij ∼= vector); N = 6 was worked
out in [21, 22], and in Appendix C we extend this to Sp(8) ([22] gives the result
for Sp(8) with some additional fundamentals, which need to be integrated out
for our purposes). In this section we state the results, and integrate out Aij to
obtain formulas that we can compare with the DV approach.
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The moduli space of the classical theory is parameterized by the gauge invari-
ant operators
On = Tr[(AJ)
n], n = 1, 2, . . . , N/2 , (2.4.1)
the upper bound coming from the characteristic equation of the matrix AJ .
From the gauge theory point of view, it is natural to demand tracelessness,
and this will be denoted by a tilde: Tr[A˜J ] = 0,
O˜n = Tr[(A˜J)
n], n = 2, . . . , N/2 . (2.4.2)
In comparing with the DV approach, we will consider both the traceless and
traceful cases.
2.4.1 Traceless case
The Sp(4) and Sp(6) dynamical superpotentials for these fields are [21, 22]:
W
Sp(4)
dyn =
2Λ0
4
O˜
1/2
2
, (2.4.3)
W
Sp(6)
dyn =
4Λ0
5
O˜2[(
√
R +
√
R + 1)2/3 + (
√
R +
√
R + 1)−2/3 − 1] , (2.4.4)
with R = −12O˜ 23 /O˜ 32 .
Also, as derived in Appendix 2.C, the Sp(8) superpotential is
W
Sp(8)
dyn =
6
√
2Λ60
O˜
3/2
2
[
−36R4 + 144b2R4 + 288cR4 + 8R23
+ 192bcR3 + 1152b
2c2 − 36b2 − 72c+ 9
]−1
, (2.4.5)
where R3 ≡ O˜3/O˜23/2, R4 ≡ O˜4/O˜22, and b and c are determined by
12R4 + 16bR3 − 192b2c+ 24b2 + 96c2 − 3 = 0 ,
12bR4 + 8b
2R3 + 8R3c− 96bc2 + 24bc− 3b = 0 .
(2.4.6)
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We choose the root which gives R3 = 0 as the solution of the F -flatness condition.
Now let us integrate out the antisymmetric matter. We add the tree level
superpotential
Wtree =
m
2
O˜2 +
g
3
O˜3 (2.4.7)
to the dynamical part, solve the F-flatness equations, and substitute back in. We
do this perturbatively in g, and obtain
W
gt,Sp(4)
traceless = 3Λ
3,
W
gt,Sp(6)
traceless = 4Λ
3 − 1
3
Λ6α− 7
54
Λ9α2 − 5
54
Λ12α3 − 221
2592
Λ15α4 − · · · ,
W
gt,Sp(8)
traceless = 5Λ
3 − 1
2
Λ6α− 2
5
Λ9α2 − 14
25
Λ12α3 − Λ15α4 − · · · ,
(2.4.8)
where α is defined in (2.3.3), and the low-energy scales are defined from the usual
matching conditions as
Sp(4) : Λ9 = (
m
2
)Λ80 ,
Sp(6) : Λ6 = (
m
2
)Λ50 ,
Sp(8) : Λ15 = (
m
2
)3Λ120 .
(2.4.9)
2.4.2 Traceful case
For Sp(N) theory with a traceful antisymmetric tensor Aij , we separate out the
trace part as
Aij = A˜ij − 1
N
Jijφ, Tr[A˜J ] = 0, Tr[AJ ] = φ . (2.4.10)
O˜n are related to their traceful counterparts On ≡ Tr[(AJ)n] by
O2 = O˜2 +
φ2
N
, O3 = O˜3 +
3
N
O˜2φ+
1
N2
φ3. (2.4.11)
The dynamical superpotential of this traceful theory is the same as the traceless
theory, since φ has its own U(1)φ charge and hence cannot enter in Wdyn.
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Integrating out A˜ij and φ in the presence of the tree level superpotential
Wtree =
m
2
O2 +
g
3
O3, (2.4.12)
we obtain
W
gt,Sp(4)
traceful = 3Λ
3 − Λ6α− 2Λ9α2 − 187
27
Λ12α3 − 2470
27
Λ15α4 − · · · ,
W
gt,Sp(6)
traceful = 4Λ
3 − 3Λ6α− 47
6
Λ9α2 − 75
2
Λ12α3 − 7437
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Λ15α4 − · · · ,
W
gt,Sp(8)
traceful = 5Λ
3 − 5Λ6α− 13Λ9α2 − 65Λ12α3 − 2147
5
Λ15α4 − · · · .
(2.4.13)
2.5 Comparison and discussion
According to the general conjecture, we are supposed to compare (2.3.9) with
(2.4.8), and (2.3.6) with (2.4.13). We write △W ≡WDV −W gt, and find
△W Sp(4)traceless = 0 · Λ6α + Λ9α2 + · · · ,
△W Sp(6)traceless = 0 · Λ6α + 0 · Λ9α2 + Λ12α3 + · · · ,
△W Sp(8)traceless = 0 · Λ6α + 0 · Λ9α2 + 0 · Λ12α3 +O(Λ15α4) .
(2.5.1)
and
△W Sp(4)traceful = 0 · Λ6α+ Λ9α2 + · · · ,
△W Sp(6)traceful = 0 · Λ6α+ 0 · Λ9α2 + Λ12α3 + · · · ,
△W Sp(8)traceful = 0 · Λ6α+ 0 · Λ9α2 + 0 · Λ12α3 + Λ15α4 + · · · .
(2.5.2)
We have indicated the terms that canceled nontrivially by including them with
a coefficient of zero. From these examples, we see that a disagreement sets in
at order (Λ3)hαh−1, where h = N/2 + 1 is the dual Coxeter number. We also
observe that the coefficient of the disagreement at this order is unity. We now
discuss the implications of this result.
First, it is very unlikely that the discrepancy is due to a computational error,
such as forgetting to include a diagram. This is apparent from the fact that
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the mismatch arises at a different order in perturbation theory for different rank
gauge groups. So adding a new contribution to the Sp(4) result at order Λ9α2,
say, would generically destroy the agreement for Sp(6) and Sp(8) at this order.
Instead, it is much more likely that our results indicate a breakdown of the
underlying approach.
Let us return to the two basic elements of the DV conjecture. The first part
asserts that the perturbative part of the glueball superpotential can be computed
from matrix integrals, and the second part assumes that nonperturbative effects
are captured by adding the Veneziano–Yankielowicz superpotential. We have
proven the perturbative part of the conjecture for the relevant matter fields, but
there is one subtlety which we have so far avoided but now must discuss.
In our perturbative computations we inserted no more than two Wα’s on any
index loop, since we were interested in a superpotential for S ∼ TrW2, and not
in operators such as Tr W2n, n > 1. However, for a given gauge group, it may
be possible to use Lie algebra identities to express such “unwanted” operators in
terms of other operators, including S. Should we then include these new S terms
along with our previous results?
This issue seems especially pertinent given that our discrepancy sets in at
order Sh, which is when we begin to find nontrivial relations involving S due to
its underlying structure as a product of the fermionic field Wα. For example, for
Sp(4) there are relations such as
Tr[(W2)3] = 3
4
Tr[W2]Tr[(W2)2]− 1
8
(Tr[W2])3. (2.5.3)
So a naive guess is that the discrepancy can be accounted for if we keep all con-
tributions coming from more than twoWα’s on an index loop, and re-express the
traces of the form Tr(Wα)2n (n ≥ h) in favor of S using relations like (2.5.3),
setting all traces to zero that are not re-expressible in terms of S. Such consider-
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ations are indeed necessary in order to avoid getting nonsensical results in certain
cases, e.g. antisymmetric matter for Sp(2). Such a matter field is uncharged, and
so should certainly contribute a vanishing result for the glueball superpotential,
but this is seen only if we compute all the trace structures. We should empha-
size that if we keep all of these contributions then perturbation theory will not
reduce to matrix integrals since the Schwinger parameter dependence will not
cancel; nevertheless we can try this procedure and see what we get.
In order to check if the above guess is correct, we took a Φ2p interaction
and evaluated the perturbative superpotential explicitly keeping all the traces.
For this interaction, a discrepancy arises at the first order if we take p > N .
Specifically, we considered a Φ6 interaction in Sp(4) with antisymmetric matter.
After a tedious calculation, we have found that this does not account for the
discrepancy.
It therefore seems more likely that the problem lies in the nonperturbative
part of the conjecture, involving truncating to just S (and dropping other opera-
tors like Tr[(W2)2]), and just adding the Venziano–Yankielowicz superpotential.
There is no solid motivation for this procedure beyond the fact that it seems to
give sensible results in various cases. Our results indicate that for generic theories
this recipe is valid only up to (h − 1) loops. On the other hand, the fact that
our discrepancies arise in a very simple fashion — always with a coefficient of
unity — suggests that perhaps there exists a way of generalizing the DV recipe
to enable us to go to h loops and beyond.
Clearly, it is important to resolve these issues in order to determine the range
of validity of the DV approach. One might have hoped that the approach would be
useful for any N = 1 theory admitting a large N expansion. Our Sp(N) theories
are certainly in this class, and so seem to provide an explicit counterexample.
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Figure 2.5: Diagrams for traceless tensor matter field
Appendix
2.A diagrammatics for traceless matter field
In this appendix, we sketch the diagrammatics for evaluating the perturbative
glueball superpotential, focusing on the case with a traceless tensor. To be spe-
cific, we consider the cubic interaction below:
e−W
pert(S) =
∫
DΦ e−
∫
d4x d2θTr[− 12Φ(∂
2−iWαDα)Φ+
m
2
Φ2+ g
3
Φ3]. (2.A.1)
Namely, we consider SO with traceless symmetric matter, or Sp with traceless
antisymmetric matter.
At order g2, there are four S2 and RP2 diagrams without disconnected prop-
agators that contribute, as shown in Fig. 2.5 a)–d). These can be evaluated by
combinatorics. For a) and b) there are 6 ways to contract legs. For c) and d),
on the other hand, there are 32 ways to contract legs and 2 choices for the mid-
dle propagator (untwisted or twisted). Since there are two loop momenta, the
glueball S ∼ WαWα should be inserted in two index loops, and we may insert
only up to one glueball on each index loop. For S2 graphs a) and c), there are 3
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ways to do so, and a trace over the remaining index loop contributes N . For RP2
graphs b) and d), there is only one way to insert the glueball, but the fermionic
determinant gives an extra factor (±4). The sign depends on the matter field
under consideration see section 2.) Finally, for b) and d) there are respectively
3 and 2 ways to choose which propagator to twist. Therefore, the contributions
are
fa = 6 · 3 ·NS2, fb = 6 · 3 · (±4)S2,
fc = 3
2 · 2 · 3 ·NS2, fd = 32 · 2 · 2 · (±4)S2.
(2.A.2)
Including factors coming from propagators and coefficients from Taylor expan-
sion, we obtain
W (2)conn = −
g2
(2m)3
1
2! 32
(fa + fb + fc + fd) = (−N ∓ 3)αS2. (2.A.3)
where we defined α = g
2
2m3
as before. This reproduces the first term of the traceful
result (2.3.2).
For a traceless tensor, there are three additional diagrams e), f) and g), with
disconnected propagators that give nonvanishing contributions.
These can be evaluated similarly to the connected ones. First, there are
factors common to all three graphs; (−2/N) from the disconnected propagator,
and 32 = 9 from the ways to contract legs. In addition, the particular graphs
have the additional factors; e): (2N)2 from the ways of inserting a glueball in
one of two index loops in each S2 component, and the trace on the remaining
index loop. f): (±4) from the fermionic determinant of the RP2 component, and
2N from the glueball insertion into the S2 component. Also, there is the same
contribution from the S2 × RP2 graph. g): (±4)2 from two RP2 components.
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Altogether we obtain
W
(2)
disconn = −
g2
(2m)3
1
2! 32
(
− 2
N
)
· 9 · [(2N)2 + 2 · 2N · (±4) + (±4)2]S2
=
(2N ± 4)2
4N
αS2. (2.A.4)
Summing the connected and disconnected contributions, we obtain
W (2)conn +W
(2)
disconn =
(
±1 + 4
N
)
αS2 (2.A.5)
which is the first term of the traceless result (2.3.7).
Higher order diagrams can be worked out in much the same way, although
the number of diagrams increases rapidly. For the disconnected diagrams, we
only have to consider the diagrams which are one-particle-reducible with respect
to the disconnected propagator. Therefore, we basically just splice lower order
diagrams with the disconnected propagator. The contribution is just the product
of the contributions from the lower order pieces, multiplied by the ways to insert
the disconnected propagator into them, and by (−2/N)n from the disconnected
propagator itself. However, note that one should also consider diagrams such as
h) of Fig. 2.5. In this case, the central D2 piece contributes N from its index
loop.
2.B Summary of results from perturbation theory
In this appendix we state our results for W pert(S, α), the perturbative contri-
butions to the glueball superpotential. These correspond to evaluating certain
diagrams in the matrix model. We consider cubic interactions only,
Wtree =
m
2
TrΦ2 +
g
3
TrΦ3 , (2.B.1)
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which means that we will not consider the case of SO/Sp with adjoint matter. In
any event, it is not necessary to compute the perturbative superpotential for the
latter cases, since closed form expressions for even power interactions are already
known [14, 39, 40]. The case of U(N) with adjoint matter is also well known [45],
but for convenience we include it in the list below.
For traceful matter fields, instead of evaluating individual Feynman diagrams,
there exists a much simpler method for computing which we have used to obtain
the results below. We can simply compute the matrix model free energy by
computer for certain low values of N . Since S2 and RP2 diagrams scale as NL+1
and NL at L loops in perturbation theory, we can easily read off the S2 and RP2
contributions to any desired order. For traceless fields things are not so simple,
since the N dependence becomes more complicated, and certain diagrams must
be discarded (as discussed in Section 2.)
We define
α =

g2/m3 U(N) ,
2g2/m3 SO/Sp(N) .
(2.B.2)
2.B.1 U(N) with adjoint matter
W pert(S, α) = N
∂Fχ=2
∂S
, Fχ=2 = −S
2
2
∞∑
k=1
(8αS)k
(k + 2)!
Γ
(
3k
2
)
Γ
(
k
2
+ 1
) , (2.B.3)
W pert(S, α) = −2NαS2 − 32
3
Nα2S3 − 280
3
Nα3S4 − 1024Nα4S5 − · · · .
(2.B.4)
2.B.2 SU(N) with adjoint matter
W pert(S, α) = 0 · αS2 + 0 · α2S3 + 0 · α3S4 + · · · . (2.B.5)
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2.B.3 SO(N) with traceful symmetric matter
W pert(S, α) = − (N + 3)αS2 −
(
16
3
N +
59
3
)
α2S3
−
(
140
3
N + 197
)
α3S4 −
(
512N +
4775
2
)
α4S5 − · · · (2.B.6)
2.B.4 SO(N) with traceless symmetric matter
W pert(S, α) =
(
1 +
4
N
)
αS2 +
(
1
3
− 8
N
− 160
3N2
)
α2S3
+
(
1
3
− 12
N
+
256
3N2
+
3584
3N3
)
α3S4 + · · · . (2.B.7)
2.B.5 Sp(N) with traceful antisymmetric matter
W pert(S, α) = (−N + 3)αS2 +
(
−16
3
N +
59
3
)
α2S3
+
(
−140
3
N + 197
)
α3S4 +
(
−512N + 4775
2
)
α4S5 + · · · . (2.B.8)
2.B.6 Sp(N) with traceless antisymmetric matter
W pert(S, α) =
(
−1 + 4
N
)
αS2 +
(
−1
3
− 8
N
+
160
3N2
)
α2S3
+
(
−1
3
− 12
N
− 256
3N2
+
3584
3N3
)
α3S4 + · · · . (2.B.9)
These results exhibit some remarkable cancellations. We find a vanishing
result for SU(N) with adjoint matter, and a cancellation of the terms linear in
N for Sp(N) with traceless antisymmetric matter. In both cases the cancellation
seems to involve all the diagrams at a given order. We do not have a proof of
cancellation beyond the order indicated; it would be nice to provide one and to
better understand the significance of this fact.
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2.C Gauge theory results
In [21, 22], a systematic method for determining the dynamical superpotential of
the Sp(N) gauge theory with a traceless antisymmetric matter A˜ab was proposed.
In this appendix, we briefly review the strategy, focusing on the Sp(8) case.
First, we add to the theory 2NF fundamentals Qi. The moduli space of this
enlarged (NA˜, NF ) theory is parameterized by
O˜n = Tr[(A˜J)
n], n = 2, 3, · · · , N/2 (2.C.1)
as well as the antisymmetric matrices
Mij = Q
T
i JQj ,
Nij = Q
T
i JA˜JQj ,
Pij = Q
T
i J(A˜J)
2Qj ,
· · ·
Rij = Q
T
i J(A˜J)
k−1Qj .
(2.C.2)
The basic observation is that for NF = 3, symmetry and holomorphy considera-
tions restrict the dynamical superpotential to be of the form
W dyn(1,3) =
Some polynomial in O˜n,Mij , . . . , Rij
Λb0(1,3)
, (2.C.3)
where b0 = N − NF + 4 = N + 1 and the subscript (1, 3) denotes the matter
content (NA˜, NF ). The polynomial must of course respect the various symmetries
of the theory. More significantly, the F-flatness equations following from W dyn(1,3)
can be written in a Λ independent form. By setting Λ = 0, one sees that the
equations must reduce to the classical constraints which follow upon expressing
the gauge invariant field O˜n, Mij , . . . , Rij in terms of their constituents Qi and
A˜. Quantum corrections to these classical constraints are forbidden by symmetry
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and holomorphy. These requirements fix W dyn(1,3) up to an overall normalization.
Once we have obtained W dyn(1,3), we can derive the desired W
dyn
(1,0) by giving mass to
Qi and integrating them out.
For Sp(8), the above procedure uniquely determines the superpotential to be
(this result appears in [22])
W dyn(1,3) =
1
Λ9(1,3)
[
1152(PPP ) + 6912(RPN) + 3456(RRM)− 864O˜2(PNN)
− 1728O˜2(RNM) + 108O˜22(NNM) − 108O˜22(PMM) + 9O˜32(MMM)
+ 192O˜3(NNN)− 576O˜3(RMM) + 144O˜2O˜3(NMM) + 32O˜23(MMM)
+ 432O˜4(NNM) + 432O˜4(PMM)− 36O˜2O˜4(MMM)
]
, (2.C.4)
up to normalization, where (ABC) ≡ ǫijklmnAijBklCmn. Now that we have ob-
tained W dyn(1,3), we can integrate out Qi by adding a mass term
W dyn(1,3) →W dyn(1,3) +
µij
2
Mij . (2.C.5)
When solving the F -flatness condition, we can assume that Mij , Nij , Pij, Rij ∝
(µ−1)ij since µ
ij is the only quantity they can depend on. Plugging back in, we
obtain the Sp(8) superpotential (2.4.5) and (2.4.6). The same procedure leads to
the superpotential (2.4.3) and (2.4.4) for Sp(4) and Sp(6), respectively [21, 22].
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CHAPTER 3
The generalized Konishi anomaly approach
We derive the Konishi anomaly equations for N = 1 supersymmetric gauge the-
ories based on the classical gauge groups with matter in two-index tensor and
fundamental representations, thus extending the existing results for U(N). A
general formula is obtained which expresses solutions to the Konishi anomaly
equation in terms of solutions to the loop equations of the corresponding matrix
model. This provides an alternative to the diagrammatic proof that the pertur-
bative part of the glueball superpotential Weff for these matter representations
can be computed from matrix model integrals, and further shows that the two
approaches always give the same result. The anomaly approach is found to be
computationally more efficient in the cases we studied. Also, we show in the
anomaly approach how theories with a traceless two-index tensor can be solved
using an associated theory with a traceful tensor and appropriately chosen cou-
pling constants.
3.1 Introduction
The recently established connection [5, 6, 7] between matrix models and the effec-
tive superpotentials of certain N = 1 gauge theories provides us with a new tool
for studying supersymmetric field theories. The connection, originally formulated
in the context of U(N) gauge theories with adjoint matter, has been established
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following two distinct approaches, one based on superspace diagrammatics [13],
and the other on generalized Konishi anomalies [17]. These derivations were sub-
sequently generalized to a few more gauge groups and matter representations,
but the list of examples is actually quite short at present. In particular, the
diagrammatic approach has been applied to the classical gauge groups with mat-
ter in arbitrary two-index representations [14, 39, 40, 23, 46], while the anomaly
approach has so far been used for U(N) with matter in the adjoint and fundamen-
tal representations [17, 47], in (anti)symmetric tensor representations [46], and
to quiver theories [46, 48]. 1 So basic questions remain regarding the general ap-
plicability of these ideas, and also whether matrix models can in fact successfully
reproduce the known physics of supersymmetric gauge theories.
In [23], theories based on the classical gauge groups with two-index tensor
matter were considered using the diagrammatic approach. In the case2 of Sp(N)
with anti-symmetric matter, a comparison was made against an independently
derived dynamical superpotential [21, 22] governing these theories. The compar-
ison revealed agreement up to h − 1 loops in perturbation theory (h is the dual
Coxeter number), and a disagreement at h loops and beyond. Although it seemed
most likely that the disagreement was due to nonperturbative effects, even at the
perturbative level there were a number of subtleties deserving of further scrutiny.
These subtleties mainly concern the class of diagrams which should be kept in
the evaluation of the superpotential, and whether one is allowed to use Lie al-
gebra identities to express objects of the form Tr(Wα)2h in terms of lower traces
including the glueball superfield S ∼ Tr(Wα)2. Since these subtleties arise at the
same order in perturbation theory as the observed discrepancies, it seems im-
portant to gain a better understanding of them. One motivation for the present
1The Konishi anomalies have also been applied without direct reference to a matrix model
in [49].
2Our convention is such that Sp(2) ∼= SU(2).
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work was to rederive the results of [23] in the anomaly approach to see if this
gives the same result, and if so, to see which diagrams are effectively being com-
puted. We will see that the anomaly approach corresponds to keeping at most
two Wα’s per index loop and not using Lie algebra identities. So using these
rules, whether one computes using diagrams or anomalies, one finds the same
agreements/discrepancies between the gauge theory and the matrix model.
Another motivation for this work was to apply the anomaly approach to a
wider class of theories. For the classical gauge groups with certain two-index
tensors plus fundamentals, we will show how solutions to the Konishi anomaly
equations can be obtained from solutions to the loop equations of the correspond-
ing matrix model. This leads to the following general formula for the perturbative
contribution to the effective glueball superpotential
Weff = N
∂
∂S
FS2 + wαw
α
2
∂2
∂S2
FS2 + 4FRP2 + FD2 (3.1.1)
where the F ’s are matrix model contributions of a given topology to the free
energy. This formula generalizes the U(N) results of [17, 47, 46], as well as
results [14, 39, 40, 23, 46] found using the diagrammatic approach.
In fact, the above formula is only directly applicable to cases in which no
tracelessness condition is imposed on the two-index tensors. In [23] it was shown
that imposing a tracelessness condition requires one to include additional dis-
connected matrix model diagrams, and there was no simple formula relating the
superpotential to the free energy of the traceless matrix model. On the other
hand, one expects that the traceful theory should contain all the information
about the traceless case provided one includes a Lagrange multiplier field to set
the trace to zero. We will show how this works in detail, and find that indeed,
the superpotential of the traceless theory can be extracted from the free energy
of the traceful matrix model. We use this to rederive and extend some results
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from [23] in a much more convenient fashion.
The remainder of this paper is organized as follows. In sections 3.2 and 3.3
we derive the gauge theory Konishi anomaly equations and the matrix model
loop equations for the theories of interest. The theories can all be treated in a
uniform way by using appropriate projection operators. In section 3.4 we discuss
some of the subtleties alluded to above, and then go on to show that solutions to
the gauge theory anomaly equations follow from those of the matrix model loop
equations. Section 3.5 concerns the effects of tracelessness. Details of some of
our calculations are given in appendices 3.A and 3.B.
Note: As we were preparing the manuscript, [30] appeared which overlaps
with some of our discussion.
3.2 Loop equations on the gauge theory side
In this section we derive the gauge theory loop equations for various gauge groups
and matter representations, extending the U(N) result of [17, 47].
3.2.1 Setup
We consider an N = 1 supersymmetric gauge theory with tree level superpoten-
tial
Wtree = Tr[W (Φ)] + Q˜f˜mf˜ f(Φ)Qf , (3.2.1)
where the two-index tensor Φij is in one of the following representations:
• U(N) adjoint.
• SU(N) adjoint.
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• SO(N) antisymmetric tensor.
• SO(N) symmetric tensor, traceful or traceless.
• Sp(N) symmetric tensor.
• Sp(N) antisymmetric tensor, traceful or traceless.
For other U(N) representations, see [50, 46]. In the Sp cases, the object with the
denoted symmetry is related to Φ by
Φ =

SJ Sij : symmetric tensor,
AJ Aij : antisymmetric tensor.
(3.2.2)
Here J is the invariant antisymmetric tensor of Sp(N), namely
Jij =
 0 1lN/2
−1lN/2 0
 . (3.2.3)
The tracelessness of the Sp antisymmetric tensor is defined with respect to this
J , i.e., by Tr[AJ ] = 0.
Also, Qf and Q˜f are fundamental matter fields, with f and f˜ being flavor
indices. In the U(N) case we have Nf fundamentals Qf and Nf anti-fundamentals
Q˜f˜ , while in the SO/Sp case we have Nf fundamentals Qf . In the SO/Sp case,
Q˜f˜ is not an independent field but related to Qf by
(Q˜f˜ )i =

(Qf˜ )i SO(N),
(Qf˜ )jJji Sp(N).
(3.2.4)
In the Sp case, Nf should be taken to be even to avoid the Witten anomaly [51].
W and m are taken to be polynomials
W (z) =
n∑
p=1
gp
p
zp, mf˜ f(z) =
n′∑
p=1
(mp)f˜ f
p
zp, (3.2.5)
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where in the traceless cases the p = 1 term is absent from W (z). Further,
due to the symmetry properties of the matrix Φ, some gp vanish for certain
representations:
g2p+1 = 0 (p = 0, 1, 2, · · · ) for SO antisymmetric / Sp symmetric. (3.2.6)
The symmetry properties of Φ also imply that the matrices (mp)f˜f have the
following symmetry properties:
(mp)f ′f =

(−1)p(mp)ff ′ SO antisymmetric,
(mp)ff ′ SO symmetric,
(−1)p+1(mp)ff ′ Sp symmetric,
−(mp)ff ′ Sp antisymmetric.
(3.2.7)
In this and the next few sections, we discuss traceful cases only, postponing
the traceless cases to section 3.5 (we regard the SU(N) case as the traceless U(N)
case).
3.2.2 The loop equations
We will be interested in expectation values of chiral operators. As in [17, 47],
{Wα,Wβ} = [Φ,Wα] =WαQ = Q˜Wα = 0 (3.2.8)
in the chiral ring. Therefore, the complete list of independent single-trace chiral
operators are Tr[Φp], Tr[WαΦp], Tr[W2Φp], and Q˜f˜ΦpQf . As is standard, we
define
S = − 1
32π
Tr[WαWα], wα = 1
4π
Tr[Wα]. (3.2.9)
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The chiral operators can be packaged concisely in terms of the resolvents
R(z) ≡ − 1
32π2
〈
Tr
[ W2
z − Φ
]〉
, wα(z) ≡ 1
4π
〈
Tr
[ Wα
z − Φ
]〉
,
T (z) ≡
〈
Tr
[
1
z − Φ
]〉
, Mff˜ (z) ≡
〈
Q˜f˜
1
z − ΦQf
〉
.
(3.2.10)
Note that the indices of Mff˜ are reversed relative to Q˜f˜ , Qf . The resolvent
wα(z) is nonvanishing only for U(N); in all other cases wα(z) ≡ 0. This can
be understood as follows. In these semi-simple cases the Lie algebra generators
are traceless, so we cannot have a nonzero background field wα. There being no
preferred spinor direction specified by the background wα, the spinor wα(z) can
be nothing but zero. Alternatively, if we integrate out Φ, then wα(z) should be
of the form 〈Tr[Wα](Tr[W2])n〉 by the chiral ring relations (3.2.8). If we use the
factorization property of chiral operator expectation values, this is proportional
to wαS
n, which vanishes.
The resolvents defined in equation (3.2.10) provide sufficient data to determine
the effective superpotential up to a coupling independent part, because of the
relation
〈Tr[Φp]〉 = p ∂
∂gp
Weff,
〈
Q˜f˜Φ
pQf
〉
= p
∂
∂(mp)f˜f
Weff. (3.2.11)
The generalized Konishi [20] anomaly equation [17, 47, 49] is obtained by con-
sidering the divergence of the current associated with the variation of a particular
field Ψa:
δΨa = fa, (3.2.12)
where a is a gauge index. Then the anomaly equation reads〈
∂Wtree
∂Ψa
fa
〉
+
1
32π2
〈
[WαWα]ba
∂fb
∂Ψa
〉
= 0, (3.2.13)
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where Wα is in the representation furnished by Ψ. The first term in (3.2.13)
represents the classical change of the action under the variation (3.2.12), while
the second term in (3.2.13) corresponds to the quantum variation due to the
change in the functional measure.
In the U(N) case considered in [17, 47], there is no additional symmetry
imposed on the field Φ, so δΦij = fij can be any function ofWα and Φ. In general,
the tensor Φ will have some symmetry properties (symmetric or antisymmetric
tensor in the present SO/Sp study), and fij should be chosen to reflect those.
Similarly, the derivative ∂/∂Ψa = ∂/∂Φij should be defined in accord with the
symmetry property of Φij . To this end, we define a projector P appropriate to
each case:
Pij,kl =
1
2
(δikδjl + σtiltjk), (3.2.14)
where 
tij = δij , σ = −1 SO antisymmetric,
tij = δij , σ = +1 SO symmetric,
tij = Jij , σ = −1 Sp symmetric,
tij = Jij , σ = +1 Sp antisymmetric .
(3.2.15)
The tensor Φij satisfies Pij,klΦkl = Φij . Then, the symmetry property of δΦ
discussed above is implemented by the replacements
fa = fij → Pij,klfkl, ∂
∂Ψa
=
∂
∂Φij
→ Pij,kl ∂
∂Φkl
. (3.2.16)
With this replacement, fij can be any function ofWα and Φ as in the U(N) case.
The derivative can be treated as in the U(N) case also.
There is no such issue for the Q and Q˜ fields, although we have to remember
that they are not independent for SO/Sp.
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With the projectors in hand, there is no difficulty in deriving the loop equa-
tions for SO/Sp. Here we just present the resulting loop equations, leaving the
details to Appendix 3.A:
[W ′R]− =
1
2
R2,
[W ′T + tr(m′M)]− =

(
T − 2
z
)
R SO antisymmetric,(
T − 2 d
dz
)
R SO symmetric ,(
T + 2
z
)
R Sp symmetric ,(
T + 2 d
dz
)
R Sp antisymmetric,
2[(Mm)ff ′ ]− = Rδff ′ ,
2[(mM)f˜ f˜ ′ ]− = Rδf˜ f˜ ′ ,
(3.2.17)
where [F (z)]− means to drop non-negative powers in a Laurent expansion in
z. The last two equations are really the same equation due to the symmetry
properties of m (see equation (3.2.7)), and Φ. Note that there is no wα(z) in
these cases as explained below Eq. (3.2.10). For the sake of comparison, the
U(N) loop equations are [17, 47]
[W ′R]− = R
2,
[W ′wα]− = 2wαR,
[W ′T + tr(m′M)]− = 2TR + wαw
α,
[(Mm)ff ′ ]− = Rδff ′ ,
[(mM)f˜ f˜ ′ ]− = Rδf˜ f˜ ′.
(3.2.18)
One observes some extra numerical factors in the SO/Sp case as compared to
the U(N) case. The 1
2
in the first equation is from the 1
2
in the definition of Pij,kl,
while the factor 2 in the last two equations is because in the SO/Sp case Q and
Q˜ are really the same field, so the variation of Q˜mQ under δQ for SO/Sp is twice
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as large as that for U(N). Finally, the 1
z
R(z) and d
dz
R(z) terms in the second
equation of (3.2.17) come from the second term of Pij,kl.
The solution to the loop equations (3.2.17) or (3.2.18) is determined uniquely
[17] given the condition
S =
∮
C
dz
2πi
R(z), wα =
∮
C
dz
2πi
wα(z), N =
∮
C
dz
2πi
T (z), (3.2.19)
where the second equation is only for the U(N) case. The contour C goes around
the critical point of W (z). Therefore, if we recall the relation (3.2.11), we can
say that the loop equations are all we need to determine the superpotential Weff.
3.3 Loop equations on the matrix model side
Let us consider the matrix model which corresponds to the gauge theory in the
previous section. Its partition function is
Z = e
− 1
g2
F(S)
=
∫
dΦdQdQ˜ e−
1
g
Wtree(Φ,Q,Q˜). (3.3.1)
We denote matrix model quantities by boldface letters. Here, Φ is an N × N
matrix with the same symmetry property as the corresponding matter field in
the gauge theory. Qf and Q˜f˜ are defined in a similar way to their gauge theory
counterparts (therefore dQ˜ in (3.3.1) is not included for SO/Sp). The function
(or the “action”) Wtree is the one defined in (3.2.1). We will take the N → ∞,
g → 0 limit with the ’t Hooft coupling S = gN kept fixed. The dependence of
the free energy F(S) on N is eliminated using the relation N = S/g, and we
expand F(S) as
F(S) =
∑
M
g2−χ(M)FM(S) = FS2 + gFRP2 + gFD2 + · · · , (3.3.2)
where the sum is over all compact topologies M of the matrix model diagrams
written in the ’t Hooft double-line notation, and χ(M) is the Euler number of
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M. The cases which will be of interest to us are the sphere S2, projective plane
RP2, and disk D2, with χ = 2, 1, and 1, respectively. All other contributions have
χ ≤ 0.
We define matrix model resolvents as follows:
R(z) ≡ g
〈
Tr
[
1
z −Φ
]〉
, Mff˜ (z) ≡ g
〈
Q˜f˜
1
z −ΦQf
〉
. (3.3.3)
These resolvents provide sufficient data to determine the free energy F up to a
coupling independent part since
g〈Tr[Φp]〉 = p ∂
∂gp
F, g
〈
Q˜f˜Φ
pQf
〉
= p
∂
∂(mp)f˜f
F. (3.3.4)
We expand the resolvents in topologies just as we did for F:
R(z) =
∑
M
g2−χ(M)RM(z), M(z) =
∑
M
g2−χ(M)MM(z). (3.3.5)
Although R
RP
2 and RD2 are of the same order in g, they can be distinguished
unambiguously because all terms in RD2 contains coupling constants mf˜f , while
R
RP
2 does not depend on them at all. This is easily seen in the diagrammatic
expansion of F. Also, because FS2 and FRP2 do not contain m, the expansion of
M starts from the disk contribution, MD2.
Now we can derive the matrix model loop equations. Consider changing the
integration variables as
δΨa = fa. (3.3.6)
Since the partition function is invariant under this variation, we obtain
0 = −1
g
∂Wtree
∂Ψa
fa +
∂fa
∂Ψa
. (3.3.7)
The first term came from the change in the “action” and corresponds to the
first term (the classical variation) of the generalized Konishi anomaly equation
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(3.2.13). On the other hand, the second term came from the Jacobian and cor-
responds to the second term (the anomalous variation) of Eq. (3.2.13).
The derivation of the loop equations now can be done exactly in parallel to
the derivation of the gauge theory loop equations. In the SO/Sp case, we again
have to consider the projector Pij,kl. Here we leave details of the derivation to
Appendix 3.B and present the results. For SO/Sp, they are
g
〈
Tr
W ′(Φ)
z −Φ
〉
+g
〈
Q˜
m′(Φ)
z −ΦQ
〉
=
1
2
〈(
gTr
1
z −Φ
)2〉
± σ
2
g2
〈
Tr
1
(z −Φ)(z − σΦ)
〉
,
2
〈
Q˜f˜
mf˜f (Φ)
z −Φ Qf ′
〉
= g
〈
Tr
1
z −Φ
〉
δff ′ ,
2
〈
Q˜f˜
mf˜ ′f(Φ)
z −Φ Qf
〉
= g
〈
Tr
1
z −Φ
〉
δf˜ f˜ ′ , (3.3.8)
in the SO and Sp cases, respectively. The last two equations are really the same
because of the symmetry properties of Φ and mf˜f .
Equations (3.3.8) include terms of all orders in g. Expanding the matrix
model expectation values in powers of g, plugging in the expansion (3.3.5) and
comparing the O(1) and O(g1) terms, we obtain the SO/Sp loop equations3.
3In the SO antisymmetric and Sp symmetric cases, RRP2 can be expressed [40, 39] in terms
of RS2 , which leads to the expression
FS2(S) = ∓1
2
∂
∂S
FRP2 (3.3.9)
in the SO and Sp cases, respectively.
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This is done in Appendix 3.B, and the results are:
[W ′RS2]− =
1
2
(RS2)
2
[W ′R
RP
2 ]− =

(
R
RP
2 − 1
2z
)
RS2 SO antisymmetric(
R
RP
2 − 1
2
d
dz
)
RS2 SO symmetric(
R
RP
2 + 1
2z
)
RS2 Sp symmetric(
R
RP
2 + 1
2
d
dz
)
RS2 Sp antisymmetric
[W ′RD2 + tr(m
′MD2)]− = RD2RS2
2[(MD2m)ff ′ ]− = RS2δff ′
2[(mMD2)f˜ f˜ ′ ]− = RS2δf˜ f˜ ′ ,
(3.3.10)
We separated theR
RP
2 andRD2 contributions using the difference in their depen-
dence on mf˜f (see the argument below Eq. (3.3.5)). Again, the last two equations
are really the same equation. For comparison, the U(N) loop equations are
[W ′RS2]− = (RS2)
2
[W ′RD2 + tr(m
′MD2)]− = 2RD2RS2
[(MD2m)ff ′ ]− = RS2δff ′
[(mMD2)f˜ f˜ ′ ]− = RS2δf˜ f˜ ′ ,
(3.3.11)
Note that there is no RP2 contribution for U(N).
The solutions to equations (3.3.10) or (3.3.11) are determined uniquely given
the condition
S =
∮
C
dz
2πi
RS2(z), 0 =
∮
C
dz
2πi
R
RP
2(z), 0 =
∮
C
dz
2πi
RD2(z). (3.3.12)
In this sense, the loop equations are all we need to determine the free energy F.
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3.4 Connection between gauge theory and matrix model
resolvents
On the gauge theory side we have arrived at the loop equations (3.2.17). If we
can solve these equations for the resolvents, in particular for T (z), we will have
sufficient data to determine the glueball superpotential Weff(S) up to a coupling
independent part. In [17], it was shown for U(N) with adjoint matter that the
solution can be obtained with the help of an auxiliary matrix model. On the
other hand, in [13, 14, 23, 46] it was proved by perturbative diagram expansion
that, for U(N) and SO/Sp with two-index tensor matter, if one only inserts up to
two field strength superfield Wα’s per index loop then the calculation of Weff(S)
reduces to matrix integrals.
However, there are a number of reasons to study further the relation between
the gauge theory and matrix model loop equations. First, as pointed out in [23]
(see also p.11 of [17], and [44]), there are subtleties in using chiral ring relations
at order Sh and higher, where h is the dual Coxeter number of the gauge group,
and these could be related to the discrepancies observed in [23]. Since traces of
schematic form Tr[(W2α)n] (n ≥ h) can be rewritten in terms of lower power traces
at these orders, imposing chiral ring relations before using the equation of motion
of S is not necessarily justified. So, it is important to clarify how this subtlety
is treated in the Konishi anomaly approach. Second, as a practical matter, the
anomaly approach is more efficient than the diagrammatic approach in the cases
we studied.
So, let us adopt the following point of view (some related ideas were explored
in [49]). Let us not assume the reduction to a matrix model a priori. Then the
gauge theory resolvents R, T , and M are just unknown functions that enable us
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to determine the coupling dependent part of the glueball effective action. We do
know that we can evaluate the perturbative contribution to them by Feynman
diagrams, but we do not know whether they are affected by nonperturbative
effects or whether they can be calculated using a matrix model. These resolvents
satisfy the loop equations (3.2.17), and given the conditions (3.2.19), they are
determined uniquely. Similarly, the matrix model resolvents RS2, RRP2, RD2,
and MD2 are now just functions satisfying matrix model loop equations (3.3.10).
If we impose the condition (3.3.12), these resolvents are also determined uniquely,
and by definition can be evaluated in matrix model perturbation theory.
Now, let us ask what the relation between the two sets of resolvents is. Ac-
tually it is simple: if we know the matrix model resolvents, we can construct the
gauge theory resolvents as follows. In the SO/Sp case,
R(z) = RS2(z),
T (z) = N
∂
∂S
RS2(z) + 4RRP2(z) +RD2(z),
M(z) =MD2(z)
(3.4.1)
with S and S identified; in the U(N) case, we get
R(z) = RS2(z), wα(z) = wα
∂
∂S
RS2(z),
T (z) = N
∂
∂S
RS2(z) +
wαw
α
2
∂2
∂S2
RS2(z) +RD2(z),
M(z) =MD2(z)
(3.4.2)
with the same S = S identification.4 One can easily check that if the matrix
model resolvents satisfy the matrix model loop equations (3.3.10) or (3.3.11),
then the gauge theory resolvents satisfy the gauge theory loop equations (3.2.17)
or (3.2.18). The requirement (3.2.19) is also satisfied provided that the matrix
4Some of these relations have been written down in [8, 52, 53].
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model resolvents satisfy the requirement (3.3.12). Further, these relations lead
to
〈Tr[Φp]〉gauge theory = p
∂
∂gp
Weff
= p
∂
∂gp
[
N
∂
∂S
FS2 + wαw
α
2
∂2
∂S2
FS2 + 4FRP2 + FD2
]
, (3.4.3)
which implies a relation between the effective superpotential and the matrix
model quantities:
Weff = N
∂
∂S
FS2 + wαw
α
2
∂2
∂S2
FS2 + 4FRP2 + FD2 (3.4.4)
up to a coupling independent additive part. This proves that the gauge theory
diagrams considered in the Konishi anomaly approach reduce to matrix model
integrals for all matter representations considered. Further, we do not have to
take into account nonperturbative effects, since we can assume a perturbative
expansion in the matrix model (although, strictly speaking, one should also verify
that the Konishi anomalies receive no nonperturbative corrections [49]).
The relations (3.4.1) and (3.4.2) are consistent with inserting at most two
Wα’s per index loop, but not with inserting more than two and then using Lie
algebra relations. For instance, this can be seen from the diagrammatic expansion
of RS2(z). So this shows us explicitly which diagrams are being computed in the
Konishi anomaly approach.
In the U(N) case [17], it was convenient to collect all the gauge theory resol-
vents into a “superfield” R, because of the “supersymmetry” under a shift ofWα
by a Grassmann number, and one could relate R to the matrix model resolvent
RS2. This fact enabled one to extract all the gauge theory resolvents solely from
RS2. However, in more general cases this trick does not work, and we have to
relate the two sets of resolvents directly as in (3.4.1).
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3.5 Traceless cases
So far, we considered two-index traceful matter Φij , and discussed the relation
between the gauge theory and the corresponding matrix model. In this section,
we consider traceless5 tensors Φ˜ij . These traceless tensors were studied in [23],
and a method of evaluating the glueball effective superpotential W˜eff(S) from the
combinatorics of the matrix model diagrams was given. However, the precise
connection between the gauge theory and the matrix model quantities was not
transparent, since one had to keep some of the matrix model diagrams and drop
others in a way that seemed rather arbitrary from the matrix model point of
view. Instead, here we show that the calculation of W˜eff(S) in gauge theory with
traceless matter reduces to a traceful matrix model6.
3.5.1 Traceless gauge theory vs. traceful matrix model
To derive the generalized Konishi anomaly equation for a traceless tensor we have
to use the appropriate projector
P˜ij,kl ≡ Pij,kl − 1
N
δijPmm,kl = Pij,kl − 1
N
δijδkl, (3.5.1)
where P is the projector of the corresponding traceful theory; the second equality
holds for any projector defined in (3.2.14). The anomaly term (the second term
of Eq. (3.2.13)) is the same as in the traceful case, since the trace part is a
singlet and does not couple to the gauge field. Therefore, the only difference
in the anomaly equation between traceful and traceless cases is in the classical
5In this section, we denote traceless quantities by tildes to distinguish them from their
traceful counterparts.
6A connection between traceful and traceless gauge theories in the Leigh–Strassler deformed
N = 4 SU(N) theory was discussed in [54].
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variation (the first term of Eq. (3.2.13)), namely
Tr[(Pf)W˜ ′(Φ)]→ Tr[(P˜ f)W˜ ′(Φ)] = Tr[(Pf)W˜ ′(Φ)]− 1
N
Tr[f ]Tr[W˜ ′(Φ)].
(3.5.2)
For definiteness, let us focus on SU(N) adjoint matter, which can be thought
of as traceless U(N) adjoint matter, without fundamentals added; we will gen-
eralize the discussion to other groups and matter representations afterward. In
this case, the last term of Eq. (3.5.2) changes the U(N) loop equation (the first
and the third lines of (3.2.18)) to
[W˜ ′(z)R˜(z)]− + g1R˜(z) = R˜(z)
2, [W˜ ′(z)T˜ (z)]− + g1T˜ (z) = 2R˜(z)T˜ (z).
(3.5.3)
Note that wα(z) = 0 for SU(N). The constant g1 is
g1 ≡ − 1
N
〈
Tr[W˜ ′(Φ˜)]
〉
. (3.5.4)
If we define
W (z) ≡ W˜ (z) + g1z, (3.5.5)
the above equations are
[W ′(z)R˜(z)]− = R˜(z)
2, [W ′(z)T˜ (z)]− = 2R˜(z)T˜ (z). (3.5.6)
These are of the same form as the loop equations with traceful matter and the
tree level superpotential W . Therefore, in order to obtain the effective glueball
superpotential W˜eff(S) for traceless matter, we can instead solve the traceful
theory with the shifted tree level superpotential W , choosing the value of g1
appropriately. The solution to these loop equations is determined uniquely given
the condition
S =
∮
C
dz
2πi
R˜(z), N =
∮
C
dz
2πi
T˜ (z). (3.5.7)
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In the case of traceful matter, the contour is around a critical point of the tree
level superpotential. However, for traceless matter, the loop equations above
tell us that the contour should be taken around the critical point of the shifted
superpotential (3.5.5), rather than the original W˜ . This is because we cannot
change all the eigenvalues of Φ˜ independently due to the tracelessness condition
Tr[Φ˜] = 0.
Let the resolvents of the traceful theory with tree level superpotential W (Φ)
be R and T , with g1 treated as an independent variable. R and T are functions
of z, gp≥1 as well as S, N : R = R(z; gp≥1, S), T = T (z; gp≥1, S,N). We will
often omit S and N in the arguments henceforth to avoid clutter. Since R and T
satisfy the same loop equations as R˜ and T˜ provided g1 is chosen appropriately,
i.e. g1 = g1(gp≥2, S,N) ≡ g˜1, it should be that
R˜(z; gp≥2) = R(z; gp≥1)
∣∣
g1=g˜1
, T˜ (z; gp≥2) = T (z; gp≥1)
∣∣
g1=g˜1
. (3.5.8)
These satisfy the conditions (3.5.7) given that R and T satisfy the conditions
(3.5.7) without tildes. Expanding these in z, we find
〈Tr[W2Φ˜p]〉tracelessgp≥2 = 〈Tr[W2Φp]〉tracefulgp≥1
∣∣
g1=g˜1
,
〈Tr[Φ˜p]〉tracelessgp≥2 = 〈Tr[Φp]〉tracefulgp≥1
∣∣
g1=g˜1
.
(3.5.9)
In particular, setting p = 1 in the second equation,
〈Tr[Φ]〉tracefulgp≥1
∣∣
g1=g˜1
=
[
∂
∂g1
T (z; gp≥1)
]∣∣∣∣
g1=g˜1
= 0, (3.5.10)
which can be used for determining g1 in terms of all other parameters.
7 We infer
from Eq. (3.5.8) equality between the traceless and traceful effective superpoten-
tials:
W˜eff(gp≥2, S,N) = Weff(gp≥1, S,N)|g1=g˜1(gp≥2,S,N). (3.5.11)
7One might have expected that g1 can be determined by Eq. (3.5.4). However, it is easy to
show using the relation (3.5.9) that the equation is just the equation of motion of the traceful
theory, which is identically satisfied for any g1: 0 ≡ 〈Tr[W ′(Φ)]〉 = 〈Tr[W˜ ′(Φ˜)]〉+Ng1.
58
As long as we impose the tracelessness condition (3.5.10), this correctly repro-
duces the relation (3.5.9). Note that g˜1 depends on N ; this is the origin of the
complicated N dependence of W˜eff found in [23].
Because we know that the traceful theory can be solved by the associated
traceful matrix model, we can calculate the effective superpotential using that
matrix model. Specifically, in the present case, it is given in terms of the free
energy of the traceful matrix model by
W˜eff(gp≥2, S,N) =
[
N
∂
∂S
FS2
]∣∣∣∣
g1=g˜1
. (3.5.12)
The function g˜1(g2, g3, · · · , S,N) is determined by
〈Tr[Φ˜]〉 =
[
N
∂
∂S
∂
∂g1
FS2
]∣∣∣∣
g1=g˜1
= 0. (3.5.13)
If we add fundamental fields, the shift constant g1 is changed to
g1 ≡ − 1
N
〈
Tr[W˜ ′(Φ˜)]
〉
− 1
N
〈
Q˜f˜mf˜fQf
〉
, (3.5.14)
but everything else remains the same; we just have to work with the traceful the-
ory and the shifted tree level superpotential. g1 is determined by the tracelessness
condition.
We only discussed the SU(N) case in the above, but the generalization to
other tensors, i.e., SO traceless symmetric tensor and Sp traceless antisymmetric
tensor, is straightforward. We just shift the tree level superpotential as (3.5.5),
and work with the traceful theory instead.
3.5.2 Examples
Here we explicitly demonstrate how the method outlined above works in the case
of a cubic tree level superpotential,
W˜ (Φ˜) =
m
2
Φ˜2 +
g
3
Φ˜3. (3.5.15)
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The associated traceful tree level superpotential is
W (Φ) = λΦ +
m
2
Φ2 +
g
3
Φ3 (3.5.16)
(g1 = λ, g2 = m, g3 = g).
3.5.2.1 SU(N) adjoint
We first consider SU(N) with adjoint matter and no fundamentals. In [23] it
was found by perturbative computation to order g6 that the corresponding Weff
vanishes due to a cancellation among diagrams. We will now prove that Weff = 0
to all orders in g.
The planar contributions to the free energy of the traceful matrix model can
be computed exactly by the standard method [45]:
FS2 =SW0 + 1
2
S2 ln
(
m˜√
1 + ym
)
− 2
3
S2
y
[
1 +
3
2
y +
1
8
y2 − (1 + y)3/2
]
(3.5.17)
with
m˜ =
√
m2 − 4λg
W0 =
1
2g
(m˜−m)
(
λ+
1
12g
(m˜−m)(m˜+ 2m)
)
y
(1 + y)3/2
=
8g2S
m3
. (3.5.18)
We discarded some g independent contributions. TheW0 term arises from shifting
Φ to eliminate the linear term in W (Φ). The superpotential is therefore
Weff = N
∂FS2
∂S
= NW0 +
NS
6y
[
−4 − 6y + 6y ln
(
m˜
m
√
1 + y
)
+ 4(1 + y)3/2
]
.
(3.5.19)
Imposing ∂Weff/∂λ = 0 leads to, after some algebra,
λ = −2gS
m
, y =
8g2S
m3
. (3.5.20)
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Substituting back into (3.5.19) and doing some more algebra, we find
Weff = 0. (3.5.21)
This vanishing of the perturbative contribution to the effective superpotential is
consistent with the gauge theory analysis of [55]. In fact, it is shown there that
Weff = 0 for any tree level superpotential with only odd power interactions.
3.5.2.2 Sp(N) antisymmetric tensor
Now consider Sp(N) with an antisymmetric tensor and no fundamentals. By
diagram calculations or by computer, the planar and RP2 contributions to the
free energy of the traceful matrix model are
FS2 =− λ
2S
2m
−
(
λS2
2m2
+
λ3S
3m3
)
g −
(
S3
6m3
+
λ2S2
m4
+
λ4S
2m3
)
g2
−
(
λS3
m5
+
8λ3S2
3m6
+
λ5S
m7
)
g3 −
(
S4
3m6
+
5λ2S3
m7
+
8λ4S2
m8
+
7λ6S
3m9
)
g4
−
(
4λS4
m8
+
70λ3S3
3m9
+
128λ5S2
5m10
+
6λ7S
m11
)
g5
−
(
7S5
6m9
+
32λ2S4
m10
+
105λ4S3
m11
+
256λ6S2
3m12
+
33λ8S
2m13
)
g6
−
(
21λS5
m11
+
640λ3S4
3m12
+
462λ5S3
m13
+
2048λ7S2
7m14
+
143λ9S
3m15
)
g7
−
(
16S6
3m12
+
231λ2S5
m13
+
1280λ4S4
m14
+
2002λ6S3
m15
+
1024λ8S2
m16
+
143λ10S1
m17
)
g8 +O(g9),
(3.5.22)
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F
RP
2 =
λS
2m2
g +
(
3λS2
8m3
+
λ2S
m4
)
g2 +
(
9λS2
4m5
+
8λ3S
3m6
)
g3
+
(
59S3
48m6
+
45λ2S2
4m7
+
8λ4S
m8
)
g4 +
(
59λS3
4m8
+
105λ3S2
2m9
+
128λ5S
5m10
)
g5
+
(
197S4
32m9
+
118λ2S3
m10
+
945λ4S2
4m11
+
256λ6S
3m12
)
g6
+
(
1773λS4
16m11
+
2360λ3S3
3m12
+
2079λ5S2
2m13
+
2048λ7S
7m14
)
g7
+
(
4775S5
128m12
+
19503λ2S4
16m13
+
4720λ4S3
m14
+
9009λ6S2
2m15
+
1024λ8S
m16
)
g8
+O(g9), (3.5.23)
up to a λ and g independent part. From the tracelessness (3.5.10), we find
λ =
(
−1 + 2
N
)
S
m
g +
(
− 3
N
+
12
N2
)
S2
m4
g3 +
(
− 1
N
− 24
N2
+
160
N3
)
S3
m7
g5
+
(
− 3
4N
− 27
N2
− 192
N3
+
2688
N4
)
S4
m10
g7 +O(g9) ≡ λ˜. (3.5.24)
Therefore, the effective superpotential is, up to an α independent additive part,
W˜eff =Weff|λ=λ˜ =
[
N
∂
∂S
FS2 + 4FRP2
]∣∣∣∣
λ=λ˜
=
(
−1 + 4
N
)
S2α +
(
−1
3
− 8
N
+
160
3N2
)
S3α2
+
(
−1
3
− 12
N
− 256
3N2
+
3584
3N3
)
S4α3
+
(
−1
2
− 24
N
− 352
N2
+
33792
N4
)
S5α4 + · · · , (3.5.25)
where α ≡ g2
2m3
. This reproduces the result of [23] up to O(α3) and extends it
further to O(α4).
From these examples, the advantage of the present approach over the traceless
diagram approach of [23] should be clear. In that approach, one has to evaluate
contributing diagrams order by order and evaluating the combinatorics gets very
cumbersome. On the other hand, in this traceful approach, there is no issue of
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keeping and dropping diagrams, and calculations can be done more systemati-
cally. Therefore, being able to reduce the traceless problem to a traceful problem
is a great advantage.
3.5.3 Traceless matrix model
We saw that the traceless gauge theory can be solved by the traceful matrix
model, not the traceless matrix model. In the following, we argue that the trace-
less matrix model is not useful in determining the effective superpotential of the
traceless gauge theory, W˜eff. The relation among traceless and traceful theories,
as far as the effective superpotential is concerned, is shown in Fig. 3.1.
traceful gauge theory ↔ traceful matrix model
↓ ↓
traceless gauge theory 6↔ traceless matrix model
(3.5.26)
Figure 3.1: Relation among traceful and traceless theories
The matrix model loop equation for traceless matter can be derived almost
in parallel to the traceless gauge theory loop equation derived in the previous
subsection. Again, we replace the projector P with the appropriate traceless
version P˜ . For example, in the case of SU(N) adjoint without fundamentals,
which was considered in the previous section on the gauge theory side, the loop
equation is
[W ′R˜S2]− = (R˜S2)
2. (3.5.27)
Here W is the shifted superpotential defined in (3.5.5), with g1 defined in (3.5.4)
and the gauge theory expectation values replaced by the matrix model expecta-
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tion values.
Eq. (3.5.27) is of the same form as the traceful matrix model loop equation,
and the first equation of the traceless gauge theory loop equations (3.5.6). Finally,
using the equivalence of the traceful gauge theory and matrix model, we conclude
that
R˜(z; gp≥2) = R(z; gp≥1)
∣∣
g1=g˜1
= R(z; gp≥1)
∣∣
g1=g˜1
= R˜(z; gp≥2). (3.5.28)
However, what we need to determine W˜eff is T˜ , which we saw in the last subsection
to be obtainable from the traceful theory as
T˜ (z; gp≥2, S,N) = T (z; gp≥2, S,N)
∣∣
g1=g˜1(g2,g3,··· ,S,N)
=
[
N
∂
∂S
R(z; gp≥2)
]∣∣∣∣
g1=g˜1(g2,g3,··· ,S,N)
. (3.5.29)
From the standpoint of the traceless matrix model, the only thing we know is
R˜ = R˜ = R|g1=g˜1, and we have no information about the g1 dependence of R. In
the framework of the traceless matrix model, there is no way of performing the
derivative ∂/∂S in (3.5.29) before making the replacement g1 = g˜1, because g˜1
depends on S also.
Therefore, it is impossible to obtain the effective superpotential for the trace-
less gauge theory directly, just by using the data from the corresponding traceless
matrix model. We really need to invoke the traceful matrix model.
Appendix
3.A Loop equations on the gauge theory side
In this appendix, we are going to calculate the gauge theory loop equations
using the approach of [17, 47]. We start with generalized Konishi currents and
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corresponding transformations of the fields
Jf ≡ TrΦ†eVadjf(Wα,Φ) ∴ δΦ = f(Wα,Φ)
Jg ≡ Q†feVfundgff ′(Φ)Qf ′ ∴ δQf = gff ′(Φ)Qf ′
(3.A.1)
The explicitly written indices on the Qf ’s and gff ′ are flavor indices, and gauge
indices are suppressed. We find the generalized anomaly equations
D¯2Jf = Trf(Wα,Φ)W ′(Φ) + Q˜f(Wα,Φ)m′(Φ)Q +
∑
jklm
Ajk,lm
∂fkj
∂Φlm
D¯2Jg = 2Q˜m(Φ)g(Φ)Q + TrA
fundg(Φ) (3.A.2)
and D¯2Jf and D¯
2Jg vanish in the chiral ring.
The field Φ being considered transforms by commutation under gauge trans-
formations, so the elementary anomaly coefficient is the same as the one appearing
in [17],
Ajk,lm =
1
32π2
[(WαWα)jmδlk + (WαWα)lkδjm − 2(Wα)jm(Wα)lk]
≡ 1
32π2
{Wα, [Wα, eml]}jk (3.A.3)
where eml is the basis matrix with the single non-zero entry (eml)jk = δmjδlk. For
fields transforming in the fundamental representation we should use
Afundjk =
1
32π2
(WαWα)jk (3.A.4)
There is one modification in the treatment of fundamental fields, as compared
to the U(N) case studied in [47]. Since the fundamental representation is real
for SO and pseudo-real for Sp, the fields Q and Q˜ are not independent; instead,
they are related by (3.2.4). This results in the factor of 2 in the second equation
in (3.A.2), but otherwise the discussion proceeds as in [47]. In the rest of the
Appendix we omit reference to fundamentals.
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Next we consider the symmetries of Φ. In equation (3.A.1), f = δΦ must
have the same symmetry properties as Φ itself. The tensor field will be taken
either symmetric or antisymmetric. We can discuss all four cases in a uniform
fashion by using the notation
ΦT =
σΦ for groups SO(N),σJΦJ−1 for groups Sp(N), (3.A.5)
and σ = ±1. The gauge field satisfies WαT = −Wα for SO groups, and WαT =
−JWαJ−1 for Sp groups. As discussed in Subsection 3.2.2, Φ has the property
Φ = PΦ, or explicitly Φab = Pab,ijΦij (3.A.6)
with the projectors defined in (3.2.14). To ensure that f has the same symmetry
as Φ, we should replace f → Pf in (3.A.2). Specifically, we will take δΦ of the
form
fSO = P SO
B
z − Φ =
(
B
z − Φ
)
+ σ
(
B
z − Φ
)T
=
(
B
z − Φ
)
+ σ
(
BT
z − σΦ
)
,
(3.A.7)
fSp = P Sp
B
z − Φ =
(
B
z − Φ
)
+ σJ
(
B
z − Φ
)T
J =
(
B
z − Φ
)
+ σ
(
JBTJ
z − σΦ
)
,
(3.A.8)
with B = 1 or B = W2 ≡ WβWβ . Using the symmetry of the gauge field and
the chiral ring relations, both (3.A.7) and (3.A.8) reduce to
f =
B
z − Φ + σ
B
z − σΦ . (3.A.9)
Also, to take derivatives with respect to matrix elements8 correctly we should set
∂lmΦab = Plm,ab (3.A.10)
8In the case of U(N) of [17], one had Plm,ab = (elm)ab which satisfies (elm)abBab = Blm, for
any matrix B.
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Then the tensor field anomaly term becomes
Ajk,lm ∂lmfkj =
1
32π2
[
(W2)jmδlk + δjm(W2)lk − 2(Wα)jm(Wα)lk
]
×
[(
B
z − Φ
)
ra
(
1
z − Φ
)
bs
Pkj,rsPlm,ab
]
. (3.A.11)
After using the projectors (3.2.14), the identity TrWαΦk = 0, the symmetry
properties of Φ and Wα, and the chiral ring relations, we find
Ajk,lm ∂lmfkj =
1
32π2
[(
Tr
W2
z − Φ
)(
Tr
B
z − Φ
)
+
(
Tr
1
z − Φ
)(
Tr
W2B
z − Φ
)
+4kσ Tr
W2B
(z − Φ)(z − σΦ)
]
(3.A.12)
The only difference in (3.A.12) between the two types of gauge groups is that
the sign in front of the single trace term is k = +1 for SO, and k = −1 for Sp.
Taking B = 1 and B =W2 in (3.A.12) we find
0 = Tr
W ′(Φ)
z − Φ + σTr
W ′(Φ)
z − σΦ
+
2
32π2
[(
Tr
W2
z − Φ
)(
Tr
1
z − Φ
)
+ 2kσ
(
Tr
W2
(z − Φ)(z − σΦ)
)]
(3.A.13)
0 = Tr
W2W ′(Φ)
z − Φ + σTr
W2W ′(Φ)
z + Φ
+
1
32π2
[(
Tr
W2
z − Φ
)(
Tr
W2
z − Φ
)]
(3.A.14)
Now recall thatW (Φ)T = W (Φ) for SO(N), andW (Φ)T = JW (Φ)J−1 for Sp(N)
since it only appears inside a trace; so
Tr
W ′(Φ)
z − σΦ = σTr
W ′(Φ)
z − Φ , Tr
W2W ′(Φ)
z − σΦ = σTr
W2W ′(Φ)
z − Φ . (3.A.15)
The single trace terms have to be treated separately: when σ = −1,
Tr
W2
z2 − Φ2 =
1
2z
Tr
[
W2
(
1
z − Φ +
1
z + Φ
)]
=
1
z
Tr
W2
z − Φ (3.A.16)
while for σ = +1, we should use
Tr
W2
(z − Φ)2 = −
d
dz
Tr
W2
z − Φ . (3.A.17)
Putting everything together, we find the loop equations written in equation
(3.2.17).
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3.B Loop equations on the matrix model side
Here we derive the matrix model loop equations for SO/Sp following Seiberg [47],
who discussed the U(N) case. Start with the matrix model partition function
Z =
∫
dΦdQ exp
{
−1
g
[
Tr[W (Φ)] + Q˜f˜mf˜ f(Φ)Qf
]}
. (3.B.1)
Because the fundamental matter is real for SO(N) and pseudo-real for Sp(N),
there is no integration over Q˜. It is not an independent variable, but related to
Q by Eq. (3.2.4). We will write the symmetry properties of the tensor field Φ as
ΦT =

σΦ SO(N),
σJΦJ−1 Sp(N).
(3.B.2)
where σ = ±1. The matrixm(Φ) has symmetry properties as given in Eq. (3.2.7).
Now we perform two independent transformations
δΦ = BP
1
z −Φ , δQf = λff ′
1
z −ΦQf ′ (3.B.3)
where B (number) and λ (matrix) are independent and infinitesimal. To make
sure that δΦ has the same symmetry properties as Φ itself, we have introduced
the appropriate projector P in (3.B.3), see Eq. (3.2.14). The measure in (3.B.1)
changes as
dΦ → dΦJΦ = dΦ (1 + ∆Φ),
dQ → dQ JQ = dQ (1 + ∆Q) (3.B.4)
to first order in B and λ, where the corresponding changes in the Jacobians are
∆Φ = BPij,ab
(
1
z −Φ
)
ia
(
1
z −Φ
)
bj
∆Q =
(
Tr
1
z −Φ
)
(trλ) , (3.B.5)
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where tr is a trace over the flavor indices. The classical pieces change by
δTr[W (Φ)] = BTr
[
W ′(Φ)P
1
z −Φ
]
= B Tr
W ′(Φ)
z −Φ . (3.B.6)
One can show the second equality using symmetry properties of W : since it only
enters Z in the form of the trace, we should take W (ΦT ) = W (Φ) for SO and
W (ΦT ) = JW (Φ)J−1 for Sp. Similarly,
δ(Q˜mQ) = Q˜
(
λTm
z − σΦ +
mλ
z −Φ
)
Q+BQ˜m′
(
P
1
z −Φ
)
Q
= 2Q˜
mλ
z −ΦQ+BQ˜
m′
z −ΦQ, (3.B.7)
where we used a similar symmetry property of the matrix m. Finally, with the
explicit form of the projectors (3.2.14) we find that in all four cases the statement
δZ = 0 gives two independent loop equations (one for B, and one for λ):
1
2
〈(
gTr
1
z −Φ
)2〉
± σ
2
g
〈
gTr
1
(z −Φ)(z − σΦ)
〉
=
〈
gTr
W ′(Φ)
z −Φ
〉
+ g
〈
Q˜
m′(Φ)
z −ΦQ
〉
,〈
gTr
1
z −Φ
〉
δff ′ = 2
〈
Q˜f˜
mf˜f (Φ)
z −Φ Qf ′
〉
, (3.B.8)
for SO and Sp,, respectively. This is Eq. (3.3.8) quoted in Section 3.3.
As it is written, equation (3.B.8) includes all orders in g. The anomaly term
in the first equation (3.B.8) factorizes as〈(
gTr
1
z −Φ
)2〉
=
〈
gTr
1
z −Φ
〉2
× [1 +O(g2)] (3.B.9)
as can be seen from a diagram expansion. With this and the definition of matrix
model resolvents (3.3.3) and (3.3.5), we obtain the loop equations (3.3.10).
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CHAPTER 4
The string theory prescription
We consider N = 1 supersymmetric U(N), SO(N), and Sp(N) gauge theories,
with two-index tensor matter and added tree-level superpotential, for general
breaking patterns of the gauge group. By considering the string theory realization
and geometric transitions, we clarify when glueball superfields should be included
and extremized, or rather set to zero; this issue arises for unbroken group factors
of low rank. The string theory results, which are equivalent to those of the
matrix model, refer to a particular UV completion of the gauge theory, which
could differ from conventional gauge theory results by residual instanton effects.
Often, however, these effects exhibit miraculous cancellations, and the string
theory or matrix model results end up agreeing with standard gauge theory. In
particular, these string theory considerations explain and remove some apparent
discrepancies between gauge theories and matrix models in the literature.
4.1 Introduction
Large N topological string duality [56] embedded in superstrings [9, 10] has led
to a new perspective on N = 1 supersymmetric gauge theories: that the exact
effective superpotential can be efficiently computed by including glueball fields.
For example, in a theory with gauge group G, with tree-level superpotential
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leading to a breaking pattern
G(N)→
K∏
i=1
Gi(Ni) , (4.1.1)
the dynamics is efficiently encoded in a superpotential Weff(S1, . . . SK ; gj,Λ) (gj
are the parameters in Wtree and Λ is the dynamical scale). Further, string theory
implies [10]
Weff(Si; gj,Λ) =
K∑
i=1
(
hi
∂F(Si)
∂Si
− 2πiτiSi
)
, (4.1.2)
with hi and τi the fluxes through Ai and Bi three-cycles in the geometry, as will
be reviewed in sect. 4.3. The prepotential F(Si) in (4.1.2) is computable in terms
of geometric period integrals, which yields [10]
∂F(Si)
∂Si
= Si
(
log
(
Λ3i
Si
)
+ 1
)
+
∂
∂Si
∑
i1,...,iK≥0
ci1...iKS
i1
1 · · ·SikK , (4.1.3)
with coefficients ci1...iK depending on the gj (but not on the gauge theory scale
Λ). In [5] it was shown how planar diagrams of an associated matrix model can
also be used to compute (4.1.2) and (4.1.3). Based on the stringy examples,
this was generalized in [7] to a more general principle to gain non-perturbative
information about the strong coupling dynamics of gauge theories, by extremizing
the perturbatively computed glueball superpotential.
There are two aspects to the above statements: first that the glueball fields Si
are the ‘right’ variables to describe the IR physics, and second that perturbative
gauge theory techniques suffice to compute the glueball superpotential. The
latter statement has now been proven in two different approaches for low powers
of the glueball fields Si in (4.1.3) [13, 17]. For powers of the glueball fields Si
larger than the dual Coxeter number of the group, an ambiguity sets in for the
glueball computation of the coefficients ci1...iK in both of these approaches. The
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matrix model provides a natural prescription for how to resolve this ambiguity,
essentially by continuing from large Ni. It was argued in [57, 15] that the string
geometry / matrix model result (since the string geometry and matrix model
results are identical, we refer to them synonymously) has the following meaning:
it computes the F -terms for different supersymmetric gauge theories, which can
be expressed in terms of G(N + k|k) supergroups. The Weff(Si) is independent
of k, and the above ambiguity can be eliminated by taking k, and hence the
dual Coxeter number, arbitrarily large. The G(N) theory of interest is obtained
from the G(N + k|k) theory by Higgsing; but there can be residual instanton
contributions to Weff [15], which can lead to apparent discrepancies between the
matrix model and gauge theory results. We will somewhat clarify here when such
residual instanton effects do, or do not, lead to discrepancies with standard gauge
theory results.
There is another, more non-trivial assumption in [7] : the statement that the
glueball fields Si are the ‘right’ variables in the IR. This assumption was moti-
vated from the string dualities [56] - [10], where geometric transition provide the
explanation of why the glueball fields are the natural IR variables: heuristically,
〈Si〉 corresponds to confinement. However, this is not quite correct: it also ap-
plies to abelian theories, as had been noted in [10] . So the deep explanation of
why we should choose certain dynamical S variables remains mysterious.
In this paper, we will uncover the precise prescription for the correct choice
of IR variables. This will be done from the string theory perspective, by arguing
in which cases there is a geometric transition in string theory. For the general
breaking pattern (4.1.1), our prescription for treating the glueball field Si, cor-
responding to the factor Gi in (4.1.1), is as follows: If h(Gi) > 0 we include Si
and extremize Weff(Si) with respect to it. On the other hand, if h(Gi) ≤ 0 we
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do not include or extremize Si, instead we just set Si → 0. Here we define the
generalized dual Coxeter numbers1
h(U(N)) = N,
h(Sp(N)) =
N
2
+ 1,
h(SO(N)) = N − 2,
(4.1.4)
which are generalized in that (4.1.4) applies for allN ≥ 0. In particular h(U(1)) =
h(Sp(0)) = 1, so when some Gi factor in (4.1.1) is U(1) or Sp(0), our prescription
is to include the corresponding Si and extremize with respect to it. On the other
hand, h(U(0)) = 0 and h(SO(2)) = 0, so when some Gi factor in (4.1.1) is U(0)
or SO(2), our prescription is to just set the corresponding Si = 0 from the outset.
(Note that U(1) and SO(2) are treated differently here.)
This investigation was motivated by trying to understand the discrepancies
found in [23] for Sp(N) theory with antisymmetric tensor matter, where the
superpotentials from the matrix model and gauge theory were found to dif-
fer at order h in perturbation theory and beyond. The analysis considered
the trivial breaking pattern Sp(N) → Sp(N) and a single glueball was in-
troduced corresponding to the single unbroken gauge group factor. In [15],
various gauge theories including this example were studied, and an explana-
tion for the discrepancies was proposed in terms of the conjecture, mentioned
above, that the string theory / matrix model actually computes the superpo-
tential of the large k G(N + k|k) supergroup theories, rather than the ordi-
nary G(N) theory. In this context, the trivial breaking pattern considered in
[23] should be understood as Sp(N) → Sp(N) × Sp(0), which is completed to
Sp(N + k|k) → Sp(N + k1|k1) × Sp(k2|k2). In particular, Sp(0) factors, while
1Our convention for symplectic group is such that Sp(N) ⊂ SU(N) with even N , and hence
Sp(2) ∼= SU(2).
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trivial in standard gauge theory, are non-trivial in the string theory geometry
/ matrix model context: there can be a residual instanton contribution to the
superpotential when one Higgses Sp(k2|k2) down to Sp(0|0) = Sp(0), as explic-
itly seen in [15] for the case of breaking Sp(0) → Sp(0) with quadratic Wtree2.
Related aspects of “Sp(0)” being non-trivial in the string / matrix model context
were subsequently discussed in [24, 25, 29].
However, it turns out that one also needs to modify the matrix model side
of the computation to take into account the Sp(0) factors. This was found by
Cachazo [24], who showed that the loop equations determining T (z) ≡ Tr( 1
z−Φ
)
and R(z) ≡ − 1
32pi2
Tr(WαW
α
z−Φ ) for the Sp(N) theory with antisymmetric tensor
matter [30, 31] could be related to those of a U(N + 2K) gauge theory with
adjoint matter, with Sp(N) → Sp(N) × Sp(0)K−1 mapped to U(N + 2K) →
U(N + 2)× U(2)K−1. It was thus shown in [24] that vanishing period of T (z)dz
through a given cut, corresponding to an Sp(0) factor, does not imply that the
cut closes up on shell (aspects of the periods in this theory were also discussed
in [26]). This fits with our above prescription that the Sp(0) glueballs should be
included and extremized in the string theory / matrix model picture, as would be
done for U(2), rather than set to zero, as was originally done in [23]. We stress
that we are not yet even discussing whether or not the string theory / matrix
model result agrees with standard gauge theory. Irrespective of any comparison
with standard gauge theory, the prescription to obtain the actual string theory /
matrix model result is as described above (4.1.4). Having obtained that result,
2It was suggested in the original version of [15] that such Sp(0) residual instanton contri-
butions could also play a role for the case of cubic and higher order Wtree (where they had
not yet been fully computed) and could explain the apparent matrix model vs. standard gauge
theory discrepancies found in [23]. As we will discuss, we now know that this last speculation
was not correct. The corrected proposal of [15] is still that the matrix model computes the
superpotential of the G(N + k|k) theory, but where the matrix model side of the computation
should be corrected, as we discuss in this paper, to include glueball fields for the Sp(0) factors.
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we can now discuss comparisons with standard gauge theory results. As seen in
[24], by solving the U(N +2K) loop equations for the present case, this corrected
matrix model result now agrees perfectly with standard gauge theory! This will
be discussed further here, with all glueball fields Si included.
This agreement, between the matrix model result and standard gauge theory,
is in a sense surprising for this particular theory, in light of the Sp(k|k) descrip-
tion of [15] for the unbroken Sp(0) factors, with the resulting residual instanton
contributions to the superpotential. As we will explain later in this paper, the
agreement here between matrix models and standard gauge theory is thanks to a
remarkable cancellation of the residual instanton effect terms, which could have
spoiled the agreement. The cancellation occurs upon summing over the i in
(4.1.2) from i = 1 . . .K.
There are similar remarkable cancellations of the “residual instanton con-
tributions” to the superpotential in many other examples, which we will also
discuss. In fact, in all cases that we know of, the only cases where the residual
instantons do not cancel is when the gauge theory clearly has some ambiguity,
requiring a choice of how to define the theory in the UV; string theory / matrix
model gives a particular such choice. Examples of such cases is when the LHS
of (4.1.1) is itself U(1) or Sp(0) super Yang–Mills, as discussed in [15]. Other
examples where the residual instanton contributions do not cancel, is when the
superpotential is of high enough order such that not all operators appearing in
it are independent, e.g. terms like TrΦn, for a U(N) adjoint Φ, when n > N . In
standard gauge theory, there are then potential ambiguities involved in reducing
such composite operators to the independent operators, since classical operator
identities can receive quantum corrections. The residual instanton contributions,
which do not cancel generally in these cases, imply specific quantum relations for
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these operators, corresponding to the specific UV completion. See [58, 41] for
related issues.
The organization of this paper is as follows: In section 4.2 we summarize
the gauge theories under consideration. In section 4.3 we review the type IIB
string theory construction of these gauge theories. We also discuss maps of the
exact superpotentials of Sp and SO theories to those of U theories, generalizing
observations of [14, 39, 40, 24, 29]. In section 4.4 we explain, from the string
theory perspective in which cases we have a geometric transition. In section 4.5
we consider examples, where the glueball fields Si of all group factors are correctly
accounted for on the matrix model side. The results thereby obtained via matrix
models are found to agree with those of standard gauge theory. In many of these
examples, this agreement relies on a remarkable interplay of different residual
instanton contributions, which sometimes fully cancel. Residual instantons are
discussed further in section 4.6, with examples illustrating cases where they do,
or do not, cancel. In appendix 4.A, a proof of a general relation between the
S2 and RP2 contributions to the matrix model free energy is given, and also the
matrix model computation of superpotential is presented. In appendix 4.B the
gauge theory computation of the superpotential is discussed.
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4.2 The gauge theory examples
The specific examples ofN = 1 supersymmetric gauge theories which we consider,
with breaking patterns as in (4.1.1), are as follows:
U(N) with adjoint Φ: U(N) → ∏Ki=1 U(Ni),
SO(N) with adjoint Φ: SO(N) → SO(N0)×
∏K
i=1 U(Ni),
Sp(N) with adjoint Φ: Sp(N) → Sp(N0)×
∏K
i=1U(Ni),
SO(N) with symmetric S: SO(N) → ∏Ki=1 SO(Ni),
Sp(N) with antisymmetric A: Sp(N) → ∏Ki=1 Sp(Ni),
U(N) with Φ + S + S˜: U(N) → SO(N0)×
∏K
i=1 U(Ni),
U(N) with Φ + A+ A˜: U(N) → Sp(N0)×
∏K
i=1U(Ni).
(4.2.1)
For U(N) with adjoint Φ, the tree-level superpotential is taken to be
Wtree = Tr[W (Φ)], W (x) =
K+1∑
j=1
gj
j
xj , (4.2.2)
with K potential wells. In the classical vacua, with breaking pattern as in (4.2.1),
Φ has Ni eigenvalues equal to the root ai of
W ′(x) =
K+1∑
j=1
gjx
j−1 ≡ gK+1
K∏
i=1
(x− ai), (4.2.3)
with
∑K
i=1Ni = N . For SO(N) with symmetric tensor or Sp(N) with antisym-
metric tensor we take
Wtree =
1
2
TrW (S), or Wtree =
1
2
TrW (A), (4.2.4)
respectively, whereW (x) is as in (4.2.2), the factor of 1
2
is for convenience, because
the eigenvalues of S or A appear in pairs, and the indices are contracted with δab
for SO(N) or Jab for Sp(N). For SO/Sp(N)
3 with adjoint matter, the tree-level
3We often write SO(N) and Sp(N) simply as SO/Sp(N). When we use a “±” sign for
SO/Sp(N), it means “+” for SO(N) and “−” for Sp(N). Similarly “∓” means “−” for SO(N)
and “+” for Sp(N).
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superpotential is
Wtree =
1
2
Tr[W (Φ)], W (x) =
K+1∑
j=1
g2j
2j
x2j , (4.2.5)
since all Casimirs of the adjoint Φ are even, and the 1
2
is again for convenience
because the eigenvalues appear in pairs. Φ’s eigenvalues sit at the zeros of
W ′(x) =
K+1∑
j=1
g2jx
2j−1 ≡ g2K+2x
K∏
i=1
(x2 − a2i ). (4.2.6)
The breaking pattern in (4.2.1) has N0 eigenvalues of Φ equal to zero, and Ni
pairs at ±ai, so N = N0+2
∑K
i=1Ni for SO/Sp(N)→ SO/Sp(N0)×
∏K
i=1 U(Ni)
(with the convention Sp(2) ∼= SU(2)).
The next to last example in (4.2.1) is the N = 2 U(N) theory with a matter
hypermultiplet in the two-index symmetric tensor representation, breakingN = 2
to N = 1 by a superpotential as in (4.2.2):
W =
K+1∑
j=1
gj
j
TrΦj +
√
2TrS˜ΦS. (4.2.7)
In addition to the possibility of Φ’s eigenvalues sitting in any of the K critical
points W ′(x) analogous to (4.2.3), there is a vacuum where N0 eigenvalues sits at
φ = 0, with 〈SS˜〉 6= 0, breaking U(N0)→ SO(N0). The last example in (4.2.1) is
the similar theory where theN = 2 hypermultiplet is instead in the antisymmetric
tensor representation A, rather than the symmetric tensor S. These last two
classes of examples were considered in [50, 46, 27].
In all of these theories, the low energy superpotential is of the general form
Wlow(gj,Λ) = Wcl(gj) +Wgc(Λi) +WH(gj ,Λ). (4.2.8)
Wcl(gj) is the classical contribution (evaluatingWtree in the appropriate minima).
Wgc(Λi) is the gaugino condensation contribution in the unbroken gauge groups
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of (4.1.1),
Wgc(Λj) =
K∑
i=1
hie
2piini/hiΛ3i , (4.2.9)
where hi = C2(Gi) is the dual Coxeter number of the group Gi in (4.1.1), with
the phase factors associated with the Z2hi → Z2 chiral symmetry breaking of the
low-energy Gi gaugino condensation. The scales Λi are related to Λ by threshold
matching for the fields which got a mass from Wtree and the breaking (4.1.1);
some examples, with breaking patterns as in (4.2.1), are as follows. For U(N)
with adjoint Φ:
Λ3Nii = Λ
2NW ′′(ai)
Ni
∏
j 6=i
m
−2Nj
Wij
= gNiK+1Λ
2N
∏
j 6=i
(aj − ai)Ni−2Nj . (4.2.10)
For SO/Sp(N) with adjoint, breaking SO/Sp(N)→ SO/Sp(N0)×
∏K
i=1 U(Ni),
Λ
3(N0∓2)
0 = g
N0∓2
2K+2Λ
2(N∓2)
K∏
i=1
a
2(N0∓2)−4Ni
i
Λ3Nii = 2
−NigNi2K+2Λ
2(N∓2)a
−2(N0∓2)
i
K∏
j 6=i
(a2i − a2j)Ni−2Nj .
(4.2.11)
Note that, although this relation looks very similar for SO(N) and Sp(N), its
meaning is different for two groups in gauge theory due to the index of the embed-
ding of U(Ni); for SO(N), the U(Ni) one-instanton factor Λ
b(U(Ni))
i , b(U(Ni)) =
3Ni, is related to the SO(N) one-instanton factor Λ
b(SO(N)), b(SO(N)) = 2(N −
2). On the other hand, for Sp(N), it is related to the Sp(N) two-instanton factor
Λ2b(Sp(N)), b(Sp(N)) = N + 2. For SO(N) with symmetric tensor,
Λ
3(Ni−2)
i = g
Ni+2
K+1 Λ
2N−8
K∏
j 6=i=1
(ai − aj)Ni+2−2Nj . (4.2.12)
For Sp(N) with antisymmetric A:
Λ
3(Ni+1)
i = g
Ni−1
K+1 Λ
2N+4
K∏
j 6=i
(ai − aj)Ni−1−2Nj . (4.2.13)
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Finally, the term WH(gj ,Λ) in (4.2.8) are additional non-perturbative contri-
butions, which can be regarded as coming from the massive, broken parts of the
gauge group.
In the description with the glueballs Si integrated in, as in (4.1.2), the gaugino
condensation contribution comes from the first term in (4.1.3):
Wgc(Si,Λ) =
K∑
i=1
hiSi
(
log
(
Λ3i
Si
)
+ 1
)
, (4.2.14)
and WH(gi,Λ) comes from the last terms in (4.1.3), upon integrating out the
Si. When the minima ai of the superpotential are widely separated, the contri-
butions WH from these last terms are subleading as compared with Wgc. As in
(4.1.2), the full glueball superpotential (4.1.2) can be computed via the string
theory geometric transition, in terms of certain period integrals [9, 10], as will
be reviewed in the next section, or via the matrix models. In that context, the
term Wgc(Si,Λi) comes from the integration measure (as is also natural in field
theory, since it incorporates the U(1)R anomaly) and WH(Si, gj) can be com-
puted perturbatively [5, 7]. The perturbative computation of WH(Si, gj) can also
be understood directly in the gauge theory [13], up to ambiguities in terms Sn
with n > h = C2(G). The string theory/ matrix model constructions yield a
specific way of resolving these ambiguities, which correspond to a particular UV
completion of the gauge theory [57, 15].
As discussed in the introduction, our present interest will be in analyzing this
circle of ideas when some of the gauge group factors in (4.1.1) are of low rank, or
would naively appear to be trivial, e.g. U(1), U(0), SO(2), SO(0), and Sp(0).
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4.3 Geometric transition of U(N) and SO/Sp(N) theories
In this section we briefly review the type IIB geometric engineering of relevant
U(N) and SO/Sp(N) theories, and their geometric transition.
4.3.1 U(N) with adjoint and Wtree = Tr
∑K+1
j=1
gi
j
Φj
The Calabi–Yau 3-fold relevant to this theory [10, 59] is the non-compact A1
fibration
W ′(x)2 + y2 + u2 + v2 = 0 . (4.3.1)
This fibration has K conifold singularities at the critical points of W (x), i.e. at
W ′(x) = 0. Near each of the singularities, the geometry (4.3.1) is the same as
the usual conifold x′2 + y2 + u2 + v2 = 0, which is topologically a cone with base
S2 × S3.
The singularities can be resolved by blowing up a 2-sphere S2 = P1 at each
singularity. We can realize the U(N) gauge theory with adjoint matter and
superpotential (4.2.2) in type IIB superstring theory compactified on this resolved
geometry, with N D5-branes partially wrapping the K P1’s; two dimensions of
the D5-brane worldvolume wrap the P1’s and the remaining four dimensions
fill the flat Minkowski space. The gauge theory degrees of freedom correspond
to the open strings living on these D5-branes. The classical supersymmetric
vacuum is obtained by distributing the Ni D5-branes over the i-th 2-sphere P
1
i
with i = 1, · · · , K. The corresponding breaking pattern of the gauge group is as
in (4.2.1): U(N)→ ∏Ki=1 U(Ni).
At low energy, the gauge theory confines (when Ni > 1), each U(Ni) factor
developing nonzero vev of the glueball superfield Si. In string theory this is
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described by the geometric transition [56, 9, 10] in which the resolved conifold
geometry with P1’s wrapped by D5-branes is replaced by a deformed conifold
geometry
W ′(x)2 + fK−1(x) + y
2 + u2 + v2 = 0 , (4.3.2)
where fK−1(x) is a polynomial of degree K−1 in x and parametrizes the deforma-
tion. After the geometric transition, each 2-sphere P1i wrapped by Ni D5-branes
is replaced by a 3-sphere Ai with 3-form RR flux through it:∮
Ai
H = Ni , (4.3.3)
where H = HRR+τHNS and τ = C
(0)+ie−Φ is the complexified coupling constant
of type IIB theory. We define the periods of the Calabi–Yau geometry (4.3.2) by
Si ≡ 1
2πi
∮
Ai
Ω, Πi ≡
∫ Λb
Bi
Ω, (4.3.4)
where Ω is the holomorphic 3-form, Bi is the noncompact 3-cycle dual to the
3-cycle Ai, and Λb is a cutoff needed to regulate the divergent Bi integrals. The
IR cutoff Λb is to be identified with the UV cutoff of the 4d gauge theory. The
set of variables Si measure the size of the blown up 3-spheres, and can be used
to parametrize the deformation in place of the K coefficients of the polynomial
fK−1(x).
The dual theory after the geometric transition is described by a 4d, N = 1
U(1)K gauge theory, with K U(1) vector superfields Vi and K chiral superfields
Si. If not for the fluxes, this theory would be N = 2 supersymmetric U(1)K ,
with (Vi, Si) the N = 2 vector super-multiplets, Si being the Coulomb branch
moduli. This low-energy U(1)K theory has a non-trivial prepotential F(Si) and
the dual periods Πi in (4.3.4) can be written as
Πi(S) =
∂F
∂Si
. (4.3.5)
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Without the fluxes, this prepotential can be understood as coming from integrat-
ing out D3 branes which wrap the Ai cycles, and are charged under the low-energy
U(1)’s [60].
The effect of the added fluxes is to break N = 2 supersymmetry to N = 1 by
the added superpotential [61, 62]
Wflux =
∫
H ∧ Ω =
∑
i
(∮
Ai
H
∫ Λb
Bi
Ω−
∫ Λb
Bi
H
∮
Ai
Ω
)
. (4.3.6)
In the present U(N) case, (4.3.3) and (4.3.4) gives
Wflux =
K∑
i=1
(NiΠi − 2πiαSi) , (4.3.7)
where ∫ Λb
Bi
H = α (4.3.8)
is the 3-form NS flux through the 3-cycle Bi and identified with the bare coupling
constant of the gauge theory by
2πiα =
8π2
g2b
= V. (4.3.9)
where V is the complexified volume of the P1’s. The N = 1 U(1)K vector
multiplets Vi remain massless, but the Si now have a superpotential, which fixes
them to sit at discrete vacuum expectation values, where they are massive. The
fields Si are identified with the glueballs on the gauge theory side.
The superpotential Wflux(Si) is the full, exact, effective superpotential in
(4.1.2). As can be verified by explicit calculations [9, 10], the leading contri-
bution to (4.3.7) is always of the form
Wflux ∼
K∑
i=1
[NiSi(1− ln(Si/Λ3i ))− 2πiαSi], (4.3.10)
where Λi is related to the scale Λb via precisely the relation (4.2.10). This leading
term (4.3.10) is the gaugino condensation part of the superpotential, as in (4.1.3).
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4.3.2 SO and Sp theories
The string theory construction of SO/Sp(N) theories can be obtained from the
above U(N) construction, by orientifolding the geometry before and after the
geometric transition by a certain Z2 action. The geometric construction of
SO/Sp(N) theory with adjoint was discussed in [63, 64, 39, 65], and in that
case the invariance of the geometry (4.3.2) under the Z2 action requires that the
polynomialW (x) be even. The geometric construction of SO/Sp(N) theory with
symmetric/antisymmetric tensor was studied in [66, 67, 29].
In the classical vacuum of the “parent” U(2N) theory, the gauge group is
broken into a product of U(Ni) groups. When a U(Ni) factor is identified with
another U(Ni) by the Z2 orientifold action, they lead to a single U(Ni) factor.
When a U(Ni) factor is mapped to itself by the Z2 orientifold action, it becomes
an SO(Ni) or Sp(Ni), depending on the charge of the orientifold hyperplane. As
a result, the classical vacuum of the “daughter” SO/Sp(N) theory has gauge
group broken as in (4.2.1), depending on whether the theory is SO or Sp with
adjoint, or SO with symmetric tensor, or Sp with antisymmetric tensor:
SO/Sp(N)→
∏
i
Gi(Ni), Gi = U, SO, or Sp. (4.3.11)
The 3-form RR fluxes from orientifold hyperplanes makes an additional con-
tribution to the superpotential (4.3.6), and the flux superpotential can be written
as
Wflux =
∑
i
[N̂iΠi(Si)− 2πiηiαSi], (4.3.12)
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where
N̂i =

Ni Gi = U(Ni),
Ni/2∓ 1 Gi = SO/Sp(Ni),
ηi =

1 Gi = U,
1/2 Gi = SO/Sp.
(4.3.13)
N̂i is the net 3-form RR flux through the Ai cycle. For U(Ni) and Sp(Ni), N̂i in
(4.3.13) is the dual Coxeter number (4.1.4), while for SO(Ni) it is half
4 the dual
Coxeter number (4.1.4). The 1/2 in (4.3.13) is because the integration over the
Ai cycles should be halved due to the Z2 identification.
4.3.3 Relations between SO/Sp theories and U(N) theories
The result (4.3.12), with (4.3.13), gives the exact superpotential of the SO/Sp
theories in terms of the same periods Si and Π(Si) as an auxiliary U theory.
This was first noted in [24] at the level of the Konishi anomaly equation as a map
between the resolvents of Sp theory with antisymmetric matter and U theory with
adjoint matter. In [29], it was generalized to the map between the resolvents of
SO/Sp theories with two-index tensor matter and U theory with adjoint matter,
and string theory interpretation was discussed. In this subsection we will derive
this map from the string theory perspective using the flux superpotential (4.3.12).
Furthermore, we will clarify the relation of the superpotential and the scale of
the SO/Sp theories to those of the U theory. The map between resolvents can
be derived from these results. For Sp(N) theory with an antisymmetric tensor,
4So we get h replaced with h/2 for SO groups in (4.2.9). While one could absorb the overall
factor of 2 into the definition of Λ, the number of vacua should be h whereas here we apparently
get h/2 for SO groups. This is because the we don’t see spinors or the Z2 part of the center
which acts on them; it’s analogous to U(2N) being restricted to vacua with confinement index
2.
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the scale relation was obtained in a different way in [24].
As a first example, consider SO(N) with an adjoint, with the breaking pattern
as in (4.2.1). The geometric transition result (4.3.12) and (4.3.13) implies that
the exact superpotential is the same as for the U(N − 2) theory with adjoint,
with breaking pattern map
SO(N)→ SO(N0)×
K∏
i=1
U(Ni) ⇐⇒ U(N − 2)→ U(N0 − 2)×
K∏
i=1
U(Ni)
2.
(4.3.14)
The map between the superpotential is
W
SO(N)
exact =
1
2
W
U(N−2)
exact . (4.3.15)
The SO(N) scale matching relation (4.2.11) is compatible with the map (4.3.14),
since (4.2.10) for the theory (4.3.14) reproduces (4.2.11).
Likewise, Sp(N) with adjoint has the same exact superpotential as for the
U(N + 2) theory with adjoint, with
Sp(N)→ Sp(N0)×
K∏
i=1
U(Ni) ⇐⇒ U(N + 2)→ U(N0 + 2)×
K∏
i=1
U(Ni)
2,
W
Sp(N)
exact =
1
2
W
U(N+2)
exact .
(4.3.16)
The Sp(N) scale matching relations (4.2.11) follow from the U(N) matching re-
lations (4.2.10) with the replacement (4.3.16), with the understanding that the
U(N + 2) and U(N0 + 2) one-instanton factors correspond to the Sp(N) and
Sp(N0) two-instanton factors; this is related to the index of the embedding men-
tioned after (4.2.11), and is accounted for by dividing the U(N+2) superpotential
by two, as above.
Next consider Sp(N) with antisymmetric tensor A and breaking pattern as
in (4.2.1). The geometric transition result (4.3.12) and (4.3.13) implies that the
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exact superpotential is the same as for the U(N + 2K) theory with adjoint and
breaking pattern
Sp(N)→
K∏
i=1
Sp(Ni) ⇐⇒ U(N + 2K)→
K∏
i=1
U(Ni + 2). (4.3.17)
In the present case, comparing the matching relations (4.2.13) for Sp(N) with
symmetric tensor with the matching relations (4.2.10) for U(N+2K) with adjoint,
for the mapping as in (4.3.17) requires that the scales of the original Sp(N) on
the LHS of (4.3.17) and the U(N + 2K) on the RHS of (4.3.17) be related as
ΛN+2KU(N+2K) = g
−2
K+1Λ
N+4
Sp(N). (4.3.18)
Then the Λi of the unbroken groups on both sides of (4.3.17) coincide, with the
understanding that the U(Ni+2) one-instanton factors correspond to the Sp(Ni)
two-instanton factors, as above. The map between the superpotential is
W
Sp(N)
exact =
1
2
[W
U(N+2K)
exact −∆Wcl], ∆Wcl = 2
K∑
i=1
W (ai),
i.e. writing Wexact =Wcl +Wquant, W
Sp(N)
quant =
1
2
W
U(N+2K)
quant . (4.3.19)
Note that, in order for the superpotentials on the two sides of (4.3.17) to fully
coincide, one must compensate the classical mismatch ∆Wcl, since each well is
occupied by two additional eigenvalues in the theory on the RHS of (4.3.17). In
the string theory geometric transition realization, this constant shift, which is
independent of N , Λ, and the glueball fields Si, is most naturally interpreted as
an additive shift of the superpotential on the Sp side, which can be regarded as
coming from the orientifold planes both before and after the transitions. The
classical shift of ∆Wcl leads to slightly different operator expectation values (as
computed via Weff(gp,Λ) as the generating function) between the Sp and U the-
ory, as was seen in the example of [24]. Also, writing the map as in (4.3.17), we
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want the vacuum with confinement index 2 [24]. We could equivalently replace
the RHS of (4.3.17) with U(N/2 + K) → ∏Ki=1 U(Ni/2 + 1), in which case we
would not have to divide by 2 in (4.3.19).
Likewise, SO(N) with symmetric tensor S has exact superpotential related
to that of a U(N − 2K) theory with adjoint as
SO(N)→
K∏
i=1
SO(Ni) ⇐⇒ U(N − 2K)→
K∏
i=1
U(Ni − 2),
W
SO(N)
exact =
1
2
[W
U(N−2K)
exact +∆Wcl], ∆Wcl = 2
K∑
i=1
W (ai). (4.3.20)
Comparing the matching relations (4.2.12) for SO(N) with symmetric tensor
with those of (4.2.10) for U(N − 2K) with adjoint requires that the scales of the
original SO(N) on the LHS of (4.3.20) and those of the U(N − 2K) theory on
the RHS be related as
Λ
2(N−2K)
U(N−2K) = g
4
K+1Λ
2N−8
SO(N). (4.3.21)
Then the Λi of the unbroken groups on both sides of (4.3.20) coincide. Again,
in order for the superpotentials on the two sides of (4.3.20) to fully coincide,
one must correct for the classical mismatch ∆Wcl coming from the fact that the
U(N − 2K) theory has two fewer eigenvalues in each well.
In appendix 4.A we will discuss these relations from the matrix model view-
point. In this context, the relation relevant for (4.3.14) and (4.3.16) was conjec-
tured in [14, 39] based on explicit diagrammatic calculations, and it was proven
for the case of unbroken gauge group N0 = N in [40]. This will be generalized
in Appendix 4.A to all breaking patterns. Likewise, the matrix model relation
relevant for (4.3.17) and (4.3.20) will be proven in the appendix; this is a gener-
alization of the connection found in [24] for the theories in (4.3.17) and (4.3.20).
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4.4 String theory prescription for low rank
The discussion of the previous section applies for all Ni ≥ 0. We now discuss
under which circumstances one expects a transition in string theory, where S3i ’s
grows, and therefore an effective glueball field Si should be included in the su-
perpotential. Whether or not there is a geometric transition in string theory is
a local question, so each S3i can be studied independently. Near any S
3
i the local
physics is just a conifold singularity, so we only need to consider the case of a
conifold singularity.
4.4.1 Physics near a conifold singularity
As we saw, U(N), SO/Sp(N) gauge theory can be realized in type IIB the-
ory as the open string theory living on the D5-branes partially wrapped on the
exceptional P1 of a resolved conifold geometry. There is a P1 associated with
each critical point of the polynomial W (x). By the geometric transition dual-
ity [9, 10], this gauge theory is dual to the closed string theory in the deformed
conifold geometry where the P1’s have been blown down and S3’s are blown up
instead.
Let us focus on one P1 with N ≥ 0 D5-branes wrapping it. This corresponds
to focusing on one critical point on the gauge theory side. We allow N = 0,
which corresponds to an unoccupied critical point. In the neighborhood, the
geometry after the geometric transition is approximately a deformed conifold
x2+ y2+ z2+w2 = µ with a blown up S3. The low energy degrees of freedom in
the four-dimensional theory are the N = 1 U(1) photon vector superfield V and
the N = 1 chiral superfield S. The chiral superfield S is neutral under the U(1),
and can be thought of as in the adjoint representation of the U(1). The bosonic
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component of S is proportional to µ and measures the size of the S3.
First, consider the case without fluxes. Then the closed string theory has
N = 2 and there is one N = 2 U(1) vector multiplet (V, S). It is known that
as the size of the S3 goes to zero there appears an extra massless degree of
freedom [60], which corresponds to the D3-brane wrapping the S3. The mass
of the wrapped BPS D3-brane is proportional to the area, S, of the S3, so the
mass becomes zero as the S3 shrinks to zero, i.e. as S → 0. This extra degree
of freedom is described as an N = 2 hypermultiplet charged under the U(1) (of
V ). Let us write this hypermultiplet in N = 1 language as (Q, Q˜), where Q and
Q˜ are both N = 1 chiral superfields with opposite U(1) charges. The N = 2
supersymmetry requires the superpotential
WQ =
√
2QQ˜S, (4.4.1)
which indeed incorporates the above situation that the Q, Q˜ become massless as
S → 0. The D-flatness is
|Q|2 − |Q˜|2 = 0, (4.4.2)
and the F -flatness is
QS = Q˜S = QQ˜ = 0. (4.4.3)
The only solution to these is
Q = Q˜ = 0, S : any, (4.4.4)
which just means that S ∼ µ is a modulus.
Now let us come back to the case with the fluxes. As reviewed in the last
section, the fluxes give rise to a superpotential (4.3.6) which breaks N = 2 to
N = 1 [61, 62]. As in (4.3.12), the local flux superpotential contribution is
Wflux(S) ≃ N̂S[1− ln(S/Λ3)]− 2πiηαS, (4.4.5)
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where we just keep the leading order term in (4.3.12), as in (4.3.10), with
N̂ =

N U(N),
N/2∓ 1 SO/Sp(N),
η =

1 U(N),
1/2 SO/Sp(N).
(4.4.6)
The scale Λ is written in terms of the bare coupling Λb and the coupling constants
in the problem, as before, and 2πiα is related to the bare gauge coupling by
(4.3.9).
In the following, we discuss the cases with N̂ = 0, N̂ > 0 and N̂ < 0 in order.
• Nˆ = 0 case
In this case, the total superpotential is simply the sum of (4.4.1) and (4.4.5):
W =
√
2QQ˜S − 2πiηαS. (4.4.7)
The only solution to the equation of motion is
|Q|2 = |Q˜|2, QQ˜ = 2πiηα√
2
, S = 0. (4.4.8)
This is consistent with the fact that α is proportional to the volume of
the P1, and the D3-brane condensation 〈QQ˜〉 corresponds to the size of
the P1. Furthermore, since 〈S〉 = 0, the superpotential vanishes: W = 0.
Therefore, for N̂ = 0, i.e. for U(0) and SO(2), geometric transition does
not take place and we should set the corresponding glueball field S → 0
from the beginning.
• Nˆ > 0 case
In this case, there is a net RR flux through the A-cycle:
∮
A
H = N̂ . This
means that the D3-brane hypermultiplet (Q, Q˜) is infinitely massive, be-
cause the RR flux will induce N̂ units of fundamental charge on the D3-
brane. Since the D3-brane is wrapping a compact space S3, the fundamental
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charge on it should be canceled by N̂ fundamental strings attached to it.
Those fundamental strings extend to infinity and thus cost infinite energy5.
Therefore, we can forget about Q, Q˜ in this case, and the full superpotential
is given just by the flux contribution (4.4.5). The equation of motion gives
SN̂ ≃ Λ3N̂e−2piiηα, (4.4.9)
which corresponds to the confining vacua of the gauge theory. Note that
this case includes U(1) and Sp(0); these theories have a dual confining
description. This may sound a little paradoxical, but is related to the fact
that the string theory computes not for the standard G(N) gauge theory
but the associated G(N +k|k) higher rank gauge theory, which is confining
and differs from standard U(1) and Sp(0) due to residual instanton effects
[15].
• Nˆ < 0 case
In this case, the same argument as the N̂ > 0 case tells us that we should
not include the D3-brane fields Q, Q˜. Hence the superpotential is just the
flux part (4.4.5), which again leads to
SN̂ ≃ Λ3N̂e−2piiηα. (4.4.10)
However, now (4.4.10) is physically unacceptable, since S diverges in the
weak coupling limit where the bare volume of P1 becomes V = 2πiα→∞
(gb → 0) — i.e. taking P1 large would lead to S3 also being large, which
does not make sense geometrically. The resolution is that S cannot be a
good variable: the S3 does not actually blow up, and S should be set to
zero, S → 0, also for this case. Though S is set to zero, the non-zero flux
can lead to a non-zero superpotential contribution Wflux = N̂Π(S → 0).
5This phenomenon is the same as that observed in the context of AdS/CFT [68, 69, 70].
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Note that the above result concerning the sign of N̂ does not mean the
gauge theory prefers D5-branes to anti-D5-branes; it just means that one
should choose the sign of the NS flux (i.e. the sign of 2πiα) appropriately.
If one wraps the P1 with anti-D5-branes, one should flip the sign of the NS
flux in order to have a blown up S3 (which can be viewed as a generalization
of Seiberg duality to Nf = 0).
4.4.2 General prescription
Although we focused on the physics around just one P1 in the above, the result is
applicable to general cases where we have multiple P1 wrapped with D5-branes,
because the geometry near each P1 is identical to the conifold geometry considered
above. Therefore, if we replace N̂ with N̂i, all of the above conclusions carry over.
Once we have understood the physics, we can forget about the D3-brane
hypermultiplet (Q, Q˜) and state the result as a general prescription for how string
theory treats U(0), SO(0), SO(2), and Sp(0), U(1) groups in the geometric dual
description:
• U(0), SO(0), SO(2):
There are no glueball variables associated with these gauge groups, so we
should take the corresponding S → 0.
• All other groups, including Sp(0) and U(1):
We should consider and extremize the corresponding glueball field S.
This prescription should also be applied when using the matrix model [5, 6, 7]
to compute the glueball superpotentials.
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4.5 Examples
Let us scan over all of the examples of (4.2.1), considering the vacuum where the
gauge group is unbroken, and ask when glueball fields Si for the apparently trivial
groups in (4.2.1) should be set to zero, or included and extremized. For the first
three cases in (4.2.1), U(N), SO(N), and Sp(N) with adjoint, the breaking (4.2.1)
is G→ G×U(0)K−1, and the glueball fields Si for the U(0) factors are to be set to
zero. This justifies the analysis of these theories in the unbroken vacua in [55, 40].
The next case is SO(N) with a symmetric tensor S, where the vacuum with
unbroken gauge group is to be understood as SO(N)→ SO(N)×SO(0)K−1, and
again the glueball fields Si for the SO(0) factors are set to zero. This eliminates
the Veneziano–Yankielowicz part of the superpotential for SO(0), but the −1 unit
of flux associated with each SO(0) does contribute to flux terms N̂iΠi = −Πi in
(4.3.12), even though this does not contain SO(0) glueballs any more.
The next case is Sp(N) with an antisymmetric tensor, where the vacuum
with unbroken gauge group is to be understood as Sp(N)→ Sp(N)× Sp(0)K−1.
Unlike the above cases, here we must keep and extremize the Si for the Sp(0)
factors, as will be further discussed shortly.
For the next to last example in (4.2.1), U(N) with Φ+S+S˜, the vacuum with
unbroken gauge group is to be understood as U(N)→ SO(0)×U(N)×U(0)K−1,
and the glueball fields Si for SO(0) and U(0) are to be set to zero. Finally, for
the last example in (4.2.1), U(N) with Φ + A + A˜, the vacuum with unbroken
gauge group is to be understood as U(N) → Sp(0)× U(N)× U(0)K−1. Though
the string engineering of these examples differs somewhat from those discussed in
sect. 4 (it was obtained in [65]), the general prescription of sect. 4 is expected to
carry over in general: the glueball field S0 for the Sp(0) factor should be included
and extremized, rather than set to zero. On the other hand, the Si for the U(0)
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factors are set to zero. These latter two theories in (4.2.1) were considered in [27]
and it was noted there that for the case with antisymmetric one expands on the
matrix model side around a different vacuum than would be naively expected;
this indeed corresponds to keeping and extremizing the glueball field S0 for the
Sp(0) factor, as we have discussed.
We now illustrate some other breaking patterns in the examples of (4.2.1),
from the matrix model perspective, for the case of K = 2. We also compare with
standard gauge theory results and generally find agreement, even in cases where
there was room for disagreement because of the possibility of residual instanton
effects along the lines of [15]. As will be discussed in more detail in the following
section, the agreement is thanks to a remarkable interplay of different residual
instanton contributions.
4.5.1 SO/Sp(N) theory with adjoint
Consider N = 2 SO/Sp(N) theory broken toN = 1 by a tree level superpotential
for the adjoint chiral superfield Φ:
Wtree =
1
2
Tr[W (Φ)], W (x) =
m
2
x2 +
g
4
x4. (4.5.1)
In the SO case, we can skew-diagonalize Φ as
Φ ∼ diag[λ1, · · · , λN/2]⊗ iσ2. (4.5.2)
The superpotential (4.5.1) has critical points at λ = 0 and λ = ±√m/g. The
classical supersymmetric vacuum of the theory is given by distributing N0 of
the N “eigenvalues” λi at the critical point λ = 0 and N1 “eigenvalue” pairs at
λ = ±√m/g, with N0 + 2N1 = N . In this vacuum, the gauge group breaks
as SO(N) → SO(N0) × U(N1). Similarly in the Sp case we have Sp(N) →
Sp(N0)× U(N1).
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In the matrix model prescription, the effective superpotential in these vacua
is calculated by matrix model as
WDV(S0, N0;S1, N1) =
(
N0
2
∓ 1
)
S0
[
1− ln
(
S0
Λ30
)]
+N1S1
[
1− ln
(
S1
Λ31
)]
+Wpert,
Wpert = N0
∂FS2
∂S0
+N1
∂FS2
∂S1
+ 4F
RP
2. (4.5.3)
where FS2 and FRP2 are the S2 and RP2 contributions, respectively, to the free
energy of the associated SO/Sp(N) matrix model, as defined in Appendix 4.A.
The scales Λ0, Λ1 in (4.5.3) are the energy scales of the low energy SO/Sp(N0),
U(N1) theories with the Φ field integrated out, respectively. They are related to
the high energy scale Λ by the matching conditions as in (4.2.11), which yields
(Λ0)
3(N0/2∓1) = mN0/2−N1∓1gN1ΛN∓2,
(Λ1)
3N1 = 2−N1m−N0±2gN0+N1∓2Λ2(N∓2). (4.5.4)
The matrix model free energy is computed in Appendix 4.A, and the result is
Wpert =
(
N0
2
∓ 1
)[(
3
2
S20 − 8S0S1 + 2S21
)
α
+
(
−9
2
S30 + 42S
2
0S1 − 36S0S21 + 4S31
)
α2
+
(
45
2
S40 −
932
3
S30S1 + 523S
2
0S
2
1 −
608
3
S0S
3
1 +
40
3
S41
)
α3
]
+N1
[(−2S20 + 2S0S1)α + (7S30 − 18S20S1 + 6S0S21)α2
+
(
−233
6
S40 +
524
3
S30S1 − 152S20S21 +
80
3
S0S
3
1
)
α3
]
+O(α4) , (4.5.5)
where α ≡ g/m2. The result (4.5.5) agrees with the one obtained in [71], where
the glueball superpotential was calculated by evaluating the periods (4.3.6). The
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full result, (4.5.3) and (4.5.5), has the expected general form (4.3.12):
Weff =
(
N0
2
∓ 1
)
Π0(S0, S1) +N1Π1(S0, S1)− 2πiα
(
1
2
S0 + S1
)
. (4.5.6)
(Here α is the flux defined by (4.3.8), not to be confused with the expansion
parameter α in (4.5.5).)
The general prescription in section 4.4 reads in the present case as follows:
• SO/Sp(N)→ SO/Sp(N)× U(0) (unbroken SO/Sp):
Set N1 = 0, S1 = 0. Then the superpotential is
Weff(S0, N0) =
(
N
2
∓ 1
)
S0[1− ln(S0/Λ30)] + 2
(
N
2
∓ 1
)
∂FS2
∂S0
∣∣∣∣
S1=0
.
(4.5.7)
This superpotential coincides with that of U(N∓2) with adjoint and break-
ing pattern U(N ± 2) → U(N ∓ 2) × U(0) × U(0), as expected from the
map (4.3.14) or (4.3.16). As shown in [40] for SO(N), this matrix model re-
sult agrees with that of standard gauge theory, via using the corresponding
Seiberg–Witten curve.
• SO(N)→ SO(0)× U(N/2):
Set N0 = 0 and take S0 → 0, which eliminates the Veneziano–Yankielowicz
part for the SO(0). Then the superpotential is
Weff(S1) =
N
2
S1[1− ln(S1/Λ31)] + 4 FRP2 |S0=0 .
= −Π0(S0, S1)|S0=0 +
N
2
Π1(S0, S1)|S0=0 − 2πiαS1. (4.5.8)
Note that
∂FS2
∂S1
∣∣∣
S0=0
= 0 because FS2 does not contain terms with S1 only
(all terms are of the form Sn0S
m
1 with n > 0). And though the Veneziano–
Yankielowicz part of the superpotential for SO(0) is eliminated via S0 → 0,
the −1 units of flux associated with SO(0) does make a contribution in
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(4.5.8), with the non-zero terms in −Π0(S0, S1)|S0=0 in the second line of
(4.5.8) coming from the term 4F
RP
2 |S0=0.
• SO(N)→ SO(2)× U(N/2− 1):
Set N0 = 2, S0 = 0 and remove the Veneziano–Yankielowicz part for the
SO(2). Then the superpotential is
WDV(S1) =
(
N
2
− 1
)
S1[1− ln(S1/Λ31)], (4.5.9)
where we used
∂FS2
∂S1
∣∣∣
S0=0
= 0 again. Integrating out S1 gives
Wlow =
(
N
2
− 1
)
Λ31 =
1
2
(
N
2
− 1
)
gΛ4 (4.5.10)
• Sp(N)→ Sp(0)× U(N/2):
Set N0 = 0 in the equation and keep both S0 and S1. Then the superpo-
tential is
WDV(S0, N0, S1, N1) = S0[1− ln(S0/Λ30)] +NS1[1− ln(S1/Λ31)] +Wpert,
Wpert =
N
2
∂FS2
∂S1
+ 4F
RP
2 =
N
2
∂FS2
∂S1
+ 2
∂FS2
∂S0
.
(4.5.11)
For various breaking patterns, we integrated out the glueball superfield(s)
from the glueball superpotential (4.5.7)–(4.5.11), and calculated the low energy
superpotential Wlow as a function of coupling constants m, g, and the scale Λ.
Having obtained the actual matrix model results, we can compare to the superpo-
tential as computed via standard gauge theory methods, such as via factorizing
of the Seiberg–Witten curve. This method is reviewed in Appendix 4.B, and
the results are found to agree with the matrix model results completely. The
resulting Wlow is shown in Table 4.1.
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breaking pattern W
0
low
SO(4)! SO(4) U(0) m
2
+
3
2
g
4
SO(4)! SO(2) U(1)
1
2
g
4
SO(4)! SO(0) U(2) m
2
 
1
2
g
4
SO(6)! SO(6) U(0) 2m
2
+ 3g
4
SO(6)! SO(4) U(1) g
4
SO(6)! SO(2) U(2) g
4
SO(6)! SO(0) U(3)
3
2
(m
2
g
8
)
1=3
 
1
2
(g
5

16
=m
2
)
1=3
  g
3

8
=6m
2
+   
SO(8)! SO(8) U(0) 3m
2
+
9
2
g
4
SO(8)! SO(6) U(1) 2(mg)
1=2

3
+ g
2

6
=m  (g
7
=m
5
)
1=2

9
+   
SO(8)! SO(4) U(2) 2g
2

6
=m  4g
5

12
=m
4
+ 32g
8

18
=m
7
+   
SO(8)! SO(2) U(3)
3
2
g
4
SO(8)! SO(0) U(4) 2(mg)
1=2

3
  g
2

6
=2m+
1
4
(g
7
=m
5
)
1=2

9
+   
Sp(2)! Sp(2) U(0) 2m
2
+ 3g
4
Sp(2)! Sp(0) U(1) g
4
Sp(4)! Sp(4) U(0) 3m
2
+
9
2
g
4
Sp(4)! Sp(2) U(1) 2(mg)
1=2

3
+ g
2

6
=m  (g
7
=m
5
)
1=2

9
+   
Sp(4)! Sp(0) U(2) 2g
2

6
=m  4g
5

12
=m
4
+ 32g
8

18
=m
7
+   
Table 4.1: The low energy superpotential calculated from the factorization of
the Seiberg–Witten curve and from matrix model. In the above, the classical
contribution has been subtracted: Wlow = −N1m2/4g +W ′low.
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We have been considering SO(N) theory with even N . The SO(2N+1) theory
with adjoint in the SO(2N +1)→ U(1)N vacuum was studied diagrammatically
in [72].
4.5.2 Sp(N) theory with antisymmetric tensor
Consider Sp(N) theory with an antisymmetric tensor chiral superfield A = −AT .
Take cubic tree level superpotential
Wtree =
1
2
Tr[W (Φ)], W (x) =
m
2
x2 +
g
3
x3, (4.5.12)
where Φ = AJ , and J is the invariant antisymmetric tensor J = 1lN/2 ⊗ iσ2. We
do not require A to be traceless, i.e. Tr[Φ] = Tr[AJ ] 6= 0. By a complexified
Sp(N) gauge rotation, Φ can be diagonalized as [21]
Φ ∼= diag[λ1, · · · , λN/2]⊗ 1l2, λi ∈ C. (4.5.13)
The superpotential (4.5.12) has critical points at λ = 0,−m/g. The classical
supersymmetric vacuum of the theory is given by distributing N1 and N2 eigen-
values at the critical point λ = 0 and λ = −m/g, respectively, with N1+N2 = N ,
breaking Sp(N)→ Sp(N1)× Sp(N2).
The glueball superpotential is calculated from the associated Sp(N) matrix
model as
WDV(S1, N1;S2, N2) =
(
N1
2
+ 1
)
S1[1− ln(S1/Λ31)]
+
(
N2
2
+ 1
)
S2[1− ln(S2/Λ32)] +Wpert,
Wpert = N1
∂FS2
∂S1
+N2
∂FS2
∂S2
+ 4F
RP
2 . (4.5.14)
The scales Λ1, Λ2 in (4.5.3) respectively are the energy scales of the low energy
Sp(N1), Sp(N2) theories with the Φ field integrated out. They are related to the
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high energy scale Λ by the matching conditions as in (4.2.13), which yields
(Λ1)
3(N1/2+1) = mN1/2−N2−1gN2ΛN+4,
(Λ2)
3(N2/2+1) = (−1)N2/2−1m−N1+N2/2−1gN1ΛN+4. (4.5.15)
The matrix model free energy is computed in Appendix 4.A, and the result is
Wpert =(N1 + 2)
[(
−S21 + 5S1S2 −
5
2
S22
)
α
+
(
−16
3
S31 +
91
2
S21S2 − 59S1S22 +
91
6
S32
)
α2
+
(
−140
3
S41 +
1742
3
S31S2 − 1318S21S22
+
2636
3
S1S
3
2 −
871
6
S42
)
α3
]
+ (N2 + 2)
[
S1 ↔ S2, α→ −α
]
, (4.5.16)
where α ≡ g2/m3. This is as expected from the map (4.3.17) and [24].
In particular, let us concentrate on the unbroken case, N2 = 0. Unlike [23, 31],
we do not set S2 = 0, but rather keep S2 non-zero and extremize with respect to
it, according to our general prescription, to obtain the actual matrix model result.
After integrating out S1 and S2 from (4.5.16), we obtain the superpotential as a
power series in Λ1 and Λ2 as
Wlow =
(
N
2
+ 1
)
Λ31 + Λ
3
2 + (higher order terms in Λ1,2). (4.5.17)
The matching relation (4.5.15) gives
Λ32 = −(Λ31)N/2+1αN/2, (4.5.18)
so the terms containing Λ2 in (4.5.17) starts to contribute to the superpotential
at order (Λ31)
N/2+1, i.e. like Sp(N) instantons. If we use the relation (4.5.18) and
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write out all the terms in (4.5.17), we obtain
N = 0 : Wlow = O(α4),
N = 2 : Wlow = 2Λ
3
1 +O(α4),
N = 4 : Wlow = 3Λ
3
1 − Λ61α− 2Λ91α2 −
187
27
Λ121 α
3 +O(α4),
N = 6 : Wlow = 4Λ
3
1 − 3Λ61α−
47
6
Λ91α
2 − 75
2
Λ121 α
3 +O(α4),
N = 8 : Wlow = 5Λ
3
1 − 5Λ61α− 13Λ91α2 − 65Λ121 α3 +O(α4).
(4.5.19)
Thus properly accounting for S2, it turns out that these matrix model results
agree perfectly, up to the order presented, with the standard gauge theory results
(Eq. (4.13) of [23]). (The discrepancies found in [23] set in at order Λ
3(N/2+1)
1 ,
and are canceled e.g. by (4.5.18).) In (4.5.19), for N = 0, 2, there were rather
remarkable cancellations between the instanton contributions from Sp(N1) and
Sp(N2). This will be further discussed and generalized in the next section.
The matrix model prediction for the superpotential of the SO(N) theory with
symmetric tensor can similarly be obtained by simply changing the Ni/2 + 1 in
(4.5.16) to Ni/2 − 1. It should be possible to compute the superpotential from
gauge theory using the duality for this theory [73]. The result is expected to
be compatible with the map (4.3.20) to the superpotential computed for the
U(N − 2K) theory with adjoint.
4.6 Residual instantons: string theory (matrix model)
versus gauge theory
A remarkable aspect of the string theory (matrix model) computation of the
effective superpotential is that (4.1.3) can be obtained purely in terms of the
dynamics of the low-energy
∏K
i=1G(Ni) theory on the RHS of (4.1.1). The only
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information needed about the high-energy G(N) gauge theory is the perturbative
contribution of the G(N)/
∏
iGi(Ni) ghosts to the glueball superpotential (4.1.3),
as discussed in [74], along with the matching relations connecting the scales Λi of
the low-energy Gi(Ni) factors to the scale Λ of the high-energy G(N) theory. This
is very different from the conventional description of standard gauge theory, where
there can be non-perturbative contributions to Wlow which are not readily seen
in terms of the low-energy theory on the RHS of (4.1.1). An example of such an
effect is instantons in the broken part of the group when π3(G(N)/
∏
iGi(Ni)) 6=
0 (see e.g. [75]). Nevertheless, the string theory/ matrix model does properly
reproduce such effects, via a low-energy description.
A gauge theory interpretation for the string theory/ matrix model results
was given in [57, 15]: the string theory / matrix model results actually refer
to a particularly natural UV completion of the original G(N) theory, where it
is embedded in the supergroup G(N + k|k) with k large. This latter theory
has a Higgs branch, where k can be reduced successively, eventually Higgsing
the theory down to the original G(N) theory. More generally, the theory with
breaking pattern (4.1.1) is replaced with
G(N + k|k)→
K∏
i=1
Gi(Ni + ki|ki), (4.6.1)
which has a Higgs branch flat direction connecting it to (4.1.1). Consideration
of the particular matter content of the G(N + k|k) theories along the Higgs
branch, which often has extended supersymmetry, suggests that no dynamically
generated superpotential ever lifts this Higgs branch moduli space, i.e. that the
superpotentials of these particular theories are always independent of the location
of the theory on this Higgs branch [15]. Moving along the Higgs branch has the
effect of reducing k, and this expected independence of the superpotential of the
position on the Higgs branch fits with the fact that the G(N +k|k) matrix model
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results are k independent, because all k dependence cancels in the supertraces.
Because of the expected independence of the superpotential on the Higgs
branch, and because we Higgs back to the original G(N) theory, in most cases,
this “F-completion” of the original G(N) theory into the G(N + k|k) theory
is of no consequence. There are, however, a few rare exceptions, where the
superpotential of the Higgsed G(N+k|k) theory differs from that of the standard
G(N) theory. This difference comes from residual instantons inG(N+k|k)/G(N),
which need not decouple even if G(N+k|k) is Higgsed to G(N) far in the UV. As
verified in [15], these residual instanton contributions precisely account for the
few differences between the string theory (matrix model) results and standard
gauge theory, for example the glueball superpotentials, with coefficient h = 1, for
U(1) and Sp(0), e.g. with an adjoint and quadratic superpotential.
In many cases, however, these residual instanton contributions sum up to
yield precisely the result expected from standard gauge theory, including super-
potential contributions which in standard gauge theory would not have had a
known low-energy description. In particular, residual instanton contributions
which could have lead to potential discrepancies with standard gauge theory of-
ten completely cancel. The cancellation occurs once one sums over the different
terms i in (4.1.2), upon using the precise matching relation between the low-
energy scales Λi, and the original high-energy scale Λ.
As an example, consider U(K) with adjoint matter and breaking pattern
U(K) → U(1)K . For nK = 1 the string theory (matrix model) description
includes a residual instanton effect, yielding Wlow = Λ
3
L rather than the stan-
dard gauge theory answer Wsgt = 0 [15]. But for all K > 1 the string theory/
matrix model result is Wlow = 0, in agreement with the standard gauge theory
expectation for U(K)→ U(1)K . The resultWlow = 0 looks like a remarkable can-
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cellation because the glueball superpotential Weff(S1, . . . SK) is quite non-trivial.
Nevertheless, upon solving for the 〈Si〉 and plugging back in, the exact result for
Wlow =Weff(〈Si〉) is zero, as was proven in [76].
To illustrate this cancellation, consider the leading order gaugino condensation
contribution to Weff(Si) in the string theory (matrix model) constructions, where
the unbroken U(1) factors in U(K) → U(1)K contribute as in (4.2.14), with
hi = 1, unlike in standard gauge theory:
Wgc(Si) =
k∑
i=1
Si
(
log(
Λ3i
Si
) + 1
)
, (4.6.2)
with Λ3i = gK+1Λ
2N
∏
j 6=i(aj − ai)−1 by using (4.2.10) with all Ni = 1. Though
this is a non-trivial superpotential, it vanishes upon integrating out the Si:
Wgc(〈Si〉) =
K∑
i=1
Λ3i = gK+1Λ
2N
K∑
i=1
∏
j 6=i
(aj − ai)−1 = g2k+1Λ2N
∮
dx
2πi
1
W ′(x)
= 0.
(4.6.3)
The contour in (4.6.3) encloses all the zeros ofW ′(x), and we get zero for allK > 1
by pulling the contour off to infinity. We see here why K = 1 is different: we then
get a residue at infinity, leading to the low energy superpotential WU(1) = Λ
3
L, as
in (4.2.9), with hU(1) = 1 as in (4.1.4).
To give another example of such a cancellation of residual instanton effects,
consider the string theory (matrix model) result for Sp(N) with an antisymmet-
ric tensor A, with Wtree having K critical points, for the case N = 0. For the case
of K = 1, the superpotential is just a mass term for A and the low-energy super-
potential is the Sp(0) gaugino condensation superpotential, with h(Sp(0)) = 1:
W = Λ3, unlike standard gauge theory. Again, this can be understood as a resid-
ual instanton effect in the F-completion of Sp(N) to Sp(N+k|k), which is present
precisely for the case N = 0 [15]. For a higher order superpotential, K > 1, we
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would write the breaking pattern as Sp(0)→ Sp(0)K. For all K > 1, the residual
instanton effects all cancel, precisely as in the U(K)→ U(1)K example discussed
above; in fact, the two theories have the same effective superpotential Weff (aside
from the classical difference), as discussed in [24] and sect. 3.3. Thus, for example,
(4.6.3) can also be interpreted as the leading gaugino condensation contributions
from the Sp(0)K factors, and where we now use the matching relation (4.2.13) to
relate the Λ3i to gK+1Λ
2K
∏
j 6=i(aj − ai)−1. Again, there is complete cancellation
in Weff here, except for the case K = 1.
More generally, for Sp(N) with antisymmetric, breaking as
Sp(N)→∏Ki=1 Sp(Ni), the results obtained via the string theory / matrix model
glueball potential Weff(S1, . . . SK), upon integrating out the Si, appears to al-
ways agree with standard gauge theory results for the superpotential [21, 22],
as seen in the examples of [24] and (4.5.19). This agreement comes about via a
remarkable interplay between the different terms i in (4.3.12). If we treated the
scales Λi of the Sp(Ni) factors as if they were initially independent, each term
N̂iΠ(〈Si〉) − 2πiηi〈Si〉 in (4.3.12) would be a complicated function of Λi, which
does not have a known, conventional, interpretation in terms of standard gauge
theory for the low-energy Sp(Ni) factor. But upon adding the different i terms
and using the matching relations relating Λi to Λ, e.g. (4.2.13), one neverthe-
less obtains the standard gauge theory results, thanks to an intricate interplay
between the different terms i.
By the map of (4.3.17) [24], the agreement between string theory / matrix
models and standard gauge theory for Sp(N) with antisymmetric can be phrased
as such an agreement for U(N/2+K) with adjoint and breaking pattern U(N/2+
K)→∏Ki=1 U(Ni/2 + 1).
As another example, consider U(N) with adjoint Φ and superpotential having
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K = N − 1, in the vacuum where U(N) → U(2) × U(1)N−2. Factorizing the
Seiberg–Witten curve yields for the exact superpotential [77]
Wexact =Wcl(g)± 2gNΛN . (4.6.4)
The map of [24] and subsection 4.3.3 relates this to Sp(2)→ Sp(2)× Sp(0)N−2,
where the exact gauge theory result agrees with (4.6.4), up to the classical shift,
upon using the relation (4.3.18). A priori, one might expect the string theory
/ matrix model result to disagree with (4.6.4), due to residual instanton con-
tributions from the U(1)N−2 or the Sp(0)N−2 in U(N) → U(2) × U(1)N−2 and
Sp(2) → Sp(2) × Sp(0)N−2 respectively. But the string theory / matrix model
result nevertheless agrees with (4.6.4), thanks to the interplay between the dif-
ferent terms. Consider, in particular, the case U(3) → U(2) × U(1). The fact
that (4.6.4) will only hold if remarkable cancellations occur upon integrating out
S1 and S2 from the non-trivial W (S1, S2), was discussed in [10], where the can-
cellations were verified to indeed occur, up to order α3. This is checked to one
higher order in (4.5.19), since it is related to Sp(2) → Sp(2) × Sp(0) by the
map of [24] and subsection 4.3.3. The leading order cancellation, say in terms of
U(3) → U(2) × U(1), is between U(1) gaugino condensation, Λ32, and a higher
order term coming from integrating out S1 from Wpert(Si).
The residual instanton contributions associated with the UV completion
(4.6.1), as opposed to the standard gauge theory results for (4.1.1) do not al-
ways cancel, however. The cases where we find non-cancellations are when the
degree of the superpotential is sufficiently large, so that it contains terms which
are not independent moduli. As an example, consider U(1) withWtree as in (4.2.2)
having K minima, breaking U(1)→ U(1)×U(0)K−1. The gaugino condensation
contribution to the superpotential, according to the string theory (matrix model)
construction, is given by (4.2.14) with h1 = 1 and all other hi = 0 and their Si
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set to zero. Upon integrating out S1, we thus obtain the superpotential
Wgc = Λ
3
1 = Λ
2W ′′(a1) = gK+1Λ
2
∏
j 6=1
(aj − a1), (4.6.5)
where we used the matching relation (4.2.10) with N1 = 1 and all other Nj = 0.
The full low-energy effective superpotentialWlow(gi,Λ) can be regarded as the
generating function for the operator expectation values:
〈uj〉 = ∂Wlow(gi,Λ)
∂gj
ui ≡ 1
j
TrΦj . (4.6.6)
In the U(1) theory, we have classical relations uj =
1
j
uj1. But the quantum
contribution (4.6.5) (along with additional, higher order contributions) imply
quantum deformation of these classical relations, due to the residual instanton
effects in the U(1 + k|k) → U(1 + k1|k1)× U(k2|k2) . . . U(kK |kK) F-completion.
For the simplest such example, consider U(1) with Wtree =
1
2
mΦ2 + λΦ. The
low-energy superpotential is
Wlow = − λ
2
2m
+mΛ2, (4.6.7)
with the first term the classical contribution and the second the residual instan-
ton. Using (4.6.6) we then get
〈u1〉 = − λ
m
, , 〈u2〉 = λ
2
2m2
+ Λ2 i.e. 〈u2〉 = 1
2
〈u21〉+ Λ2, (4.6.8)
which can be regarded as an instanton correction to the composite operator u2.
As another such example, consider U(2) with an adjoint and Wtree having K
minima, in the vacuum where the gauge group is broken as U(2)→ U(1)×U(1)×
U(0)K−2. The gaugino condensation contribution to Wlow is
Wgc = Λ
3
1 + Λ
3
2 = gK+1Λ
4
(∏K
j=3(aj − a1)−
∏K
j=3(aj − a2)
a2 − a1
)
. (4.6.9)
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For example, for U(2) with Wtree having K = 3 critical points, we break U(2)→
U(1)× U(1)× U(0) and (4.6.9) leads to
Wgc = g4Λ
4. (4.6.10)
Computing expectation values as in (4.6.6) this leads to
〈u4〉 = 〈u4〉cl + Λ4, (4.6.11)
which can be interpreted as an instanton contribution to the composite operator
u4 = TrΦ
4 in U(2) gauge theory. More generally, for U(N) gauge theory, the
independent basis of operators uj =
1
j
TrΦj are only those with j ≤ N , those
with j > N can be expressed as products of these basis operators via classical
relations. But these relations can be affected by instantons. In particular, for
U(N) with an adjoint, the instanton factor is Λ2N , so operators uj with j ≥ 2N
can be affected. The above residual instanton contributions of the U(N + k|k)
UV completion can be interpreted as implying specific such instanton corrections
to the higher Casimirs uj.
A similar situation arises in the N = 1∗ U(N) theory, where the effective
superpotential of the matrix model and conventional gauge theory differ by a
contribution N2m3E2(Nτ) [58]; this was interpreted in [58] as differing operator
definitions of TrΦ2 between gauge theory and the matrix model at the level of
instantons. Related issues for multi-trace operators were seen in [41].
4.7 Conclusions
To compute the correct string theory / matrix model results, we should include
or not include the glueball fields Si according to the prescription of this paper.
Upon doing so, in all examples that we know of, the string theory / matrix
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model results agree with the results of standard gauge theory, at least in those
cases where the relevant gauge theory does not suffer from UV ambiguities. In
the case where such ambiguities are present, for example in defining composite
operators appearing inWtree, the string theory / matrix model results correspond
to a particular UV definition of the theory. The agreement with standard gauge
theory results is often due to a remarkable interplay between the different low-
energy terms, found upon integrating out the glueball fields Si, and connecting
their scales Λi via the appropriate matching relation to the scale Λ of the original
theory. In some cases, this interplay leads to complete cancellations of the residual
instanton contributions to Wlow coming from the G(N +k|k) completion [57, 15].
Perhaps there is some additional structure governing the glueball superpotentials,
which would make these remarkable cancellations more manifest.
Appendix
4.A Matrix model calculation of superpotential
In this appendix, after giving a proof for a general relation that relates S2 and
RP2 contributions to the SO/Sp matrix model free energy, we compute explicitly
the free energy of the matrix models associated with SO/Sp gauge theory with
adjoint and Sp gauge theory with antisymmetric tensor. These matrix model
results are used in section 4.5 to evaluate the glueball superpotential of the cor-
responding gauge theories.
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4.A.1 Proof for relation between FS2 and FRP2
Here we prove a general relation between the S2 and RP2 contributions to the
SO/Sp(N) matrix model free energy:
F
RP
2 =

∓1
2
∂FS2
∂S0
SO/Sp with adjoint,
∓1
2
K∑
i=1
∂FS2
∂Si
SO/Sp with symmetric/antisymmetric tensor.
(4.A.1)
The first equation was conjectured in [14, 39] based on explicit diagrammatic
calculations, and proven in [40] for the case of unbroken vacua. Here we will
give a general matrix model proof for arbitrary breaking pattern. These relations
are equivalent to the maps (4.3.14), (4.3.16), (4.3.17), and (4.3.20), which we
obtained in subsect. 4.3.3 immediately from the string theory geometric transition
construction, accounting for the orientifold contributions to the fluxes.
Consider U(N) and SO/Sp(N) matrix models which correspond to U(N) and
SO/Sp(N) gauge theories with a two-index tensor matter field. The partition
function is
Z = e
− 1
g2
F(Si) =
∫
dΦ e−
1
g
Wtree(Φ). (4.A.2)
We denote matrix model quantities by boldface letters, following the notation of
[31]. Φ is an N × N matrix corresponding to the Φ field in gauge theory, and
the “action” Wtree is defined in (4.2.2), (4.2.4) and (4.2.5). The matrix integral
(4.A.2) is evaluated perturbatively around the general broken vacua of (4.2.1),
withNi replaced byNi. We take the largeN limitNi →∞, g → 0 with gNi ≡ Si
kept finite. The dependence of the free energy F(Si) onNi are eliminated in favor
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of Si, and F(Si) is expanded in the ’t Hooft expansion as
F(Si) =
∑
M
g2−χ(M)FM(Si) = FS2 + gFRP2 + · · · (4.A.3)
where the sum is over all compact topologies M of the matrix model diagrams
written in the ’t Hooft double-line notation, and χ(M) is the Euler number of
M.
The matrix model resolvent is defined as follows:
R(z) ≡ g
〈
Tr
[
1
z −Φ
]〉
= RS2(z) + gRRP2(z) + · · · . (4.A.4)
For U(N) theory with adjoint, the expansion parameter is g2 instead of g, and
in particular, R
RP
2(z) ≡ 0. The resolvent and the free energy are related as
RM(z) =
S
z
δχ(M),2 +
1
z2
∂FM
∂g1
+
2
z3
∂FM
∂g2
+
3
z4
∂FM
∂g3
+ · · · , (4.A.5)
where S =
∑K
i=1 Si. The resolvents can be determined uniquely by solving the
matrix model loop equations (the loop equations for the relevant matrix models
are summarized in [31]), under the condition∮
Ai
dz
2πi
RS2(z) = Si,
∮
Ai
dz
2πi
R
RP
2(z) = 0. (4.A.6)
Ai is the contour around the i-th critical point ofW (z). In general, R(z) develops
a cut around each critical point in the large Ni limit, and Ai is taken to encircle
the i-th cut. Note that the expression (4.A.5) should be understood as a Laurent
expansion around z =∞, and converges only if |z| is larger than r such that all
the singularities (cuts) of the resolvent are inside the circle C : |z| = r.
On the other hand, gauge theory resolvents R(z), T (z) (see e.g. [17]) are deter-
mined uniquely by solving the Konishi anomaly equations (the Konishi anomaly
equations for the relevant gauge theories are summarized in [31]), under the con-
dition ∮
Ai
dz
2πi
R(z) = Si,
∮
Ai
dz
2πi
T (z) = Ni. (4.A.7)
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As was shown in [31], the matrix model resolvents RS2(z), RRP2(z) are related
to the gauge theory resolvents R(z), T (z) as
R(z) = RS2(z), T (z) =
∑
U,SO, Sp
Ni
∂
∂Si
RS2(z) + 4RRP2(z) (4.A.8)
with Si and Si identified
6.
First, consider SO(2N)/Sp(N) theory with adjoint. The general breaking
pattern is SO/Sp(2N) → SO/Sp(2N0) × U(N1) × · · · × U(NK) (Eq. (4.2.1)),
where N = N0 + 2
∑K
i=1Ni. Note that the eigenvalues are distributed in a
symmetric manner under z ↔ −z, and hence (4.A.7) is∮
A0
dz
2πi
R(z) = S0,
∮
Ai
dz
2πi
R(z) =
∮
A−i
dz
2πi
R(z) = Si,∮
A0
dz
2πi
T (z) = N0,
∮
Ai
dz
2πi
T (z) =
∮
A−i
dz
2πi
T (z) = Ni, (4.A.9)
where i = 1, . . . , K. The contours Ai and A−i encircle counterclockwise the cuts
around z = ai and z = −ai, respectively. The relation (4.A.8) holds as it is, with
the summation understood as over SO/Sp(N0) and U(Ni), i = 1, . . . , K.
It was shown in [29] that the resolvents of this SO/Sp(N) theory are related
to the resolvents R˜(z) and T˜ (z) of U(N˜≡N ∓ 2) theory with adjoint as follows:
R(z) = R˜(z), T (z) = T˜ (z)± 2
z
. (4.A.10)
The tree level superpotential of the U(N˜) theory is related to the one for the
SO/Sp(N) theory as WU(z) = W SO/Sp(z) (see (4.2.2) and (4.2.5)), and the
breaking pattern is U(N˜)→ U(N−K)×· · ·×U(N−1)×U(N0∓2)×U(N1)×· · ·×
U(NK) with N−i = Ni, 1 ≤ i ≤ K. Note that since there is no z ↔ −z symmetry
6The relation (4.A.8) is an obvious generalization of the formula in [31], which was for
unbroken vacua, to an arbitrary breaking pattern. The gauge theory resolvents R(z), T (z)
given in (4.A.8) clearly satisfy the condition (4.A.7) provided that the matrix model resolvents
RS2(z), RRP2(z) satisfy the condition (4.A.6).
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in the U(N˜) theory, the U(N−i) factors that are “images” for SO/Sp(N) are
“real” for U(N˜). In addition, the glueball S˜ of the U(N˜) theory is related to
the glueball S of the SO/Sp(N) theory as S˜0 = S0, S˜i = S˜−i = Si, 1 ≤ i ≤ K.
Therefore, e.g. the first equation in (4.A.10) is more precisely
R(z, Sj) = R˜(z, S˜j)
∣∣
S˜0=S0, S˜i=S˜−i=Si
. (4.A.11)
Differentiating (4.A.11) with respect to Sj, we obtain
∂R
∂S0
=
∂R˜
∂S˜0
∣∣∣∣
S˜0=S0,
S˜i=S˜−i=Si
,
∂R
∂Sj
=
(
∂R˜
∂S˜j
+
∂R˜
∂S˜−j
)∣∣∣∣
S˜0=S0,
S˜i=S˜−i=Si
, (4.A.12)
where 1 ≤ j ≤ K.
Now, using (4.A.8), let us translate the relation (4.A.10) among gauge theory
resolvents into a relation among matrix model resolvents:
RS2 = R˜S2, (4.A.13)
N0
∂RS2
∂S0
+
K∑
i=1
Ni
∂RS2
∂Si
+ 4R
RP
2
= (N0 ∓ 2)∂R˜S2
∂S0
+
K∑
i=1
Ni
(
∂R˜S2
∂S˜i
+
∂R˜S2
∂S˜−i
)
± 2
z
. (4.A.14)
Here R˜S2 is the matrix model resolvent associated with the U(N˜) theory. Using
(4.A.12) and the relations RS2 = R, R˜S2 = R˜ (Eq. (4.A.8)), we obtain
R
RP
2(z) = ∓1
2
∂
∂S0
RS2(z)± 1
2z
. (4.A.15)
By expanding the resolvents around z = ∞ using (4.A.5) and comparing the
coefficients, we obtain a relation between matrix model free energies:
j
∂F
RP
2
∂gj
= ±1
2
∂
∂S0
(
Sδj0 + j
∂FS2
∂gj
)
∓ 1
2
δj0. (4.A.16)
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where j = 0, 2, · · · , 2(K + 1). The j = 0 case is trivially satisfied since S =
S0+2
∑K
i=1 Si here, while the j = 2, 4, . . . , 2(K+1) cases lead to the first equation
of (4.A.1), which we wanted to prove.
Next, consider SO/Sp(N) theory with symmetric/antisymmetric tensor. The
breaking pattern is SO(N) → ∏Ki=1 SO(Ni) or Sp(N) → ∏Ki=1 Sp(Ni) (Eq.
(4.2.1)), where N =
∑K
i=1Ni. It was shown in [24] that the resolvents of this
SO/Sp theory is related to the resolvents R˜(z) and T˜ (z) of U(N˜ ≡ N ∓ 2K)
theory with adjoint as follows:
R(z) = R˜(z), T (z) = T˜ (z)± d
dz
ln[W ′(z)2 + fK−1(z)]. (4.A.17)
The tree level superpotential of the U(N˜) theory is related to the one for the
SO/Sp(N) theory as WU(z) = W SO/Sp(z) (see (4.2.2) and (4.2.4)), and the
breaking pattern is U(N˜)→∏Ki=1 U(Ni∓2). The glueball Si of the U(N˜) theory
is taken to be the same as the glueball of the SO/Sp(N) theory. In (4.A.17),
fK−1(z) is a polynomial of degree K − 1. Using (4.A.8), we can translate the
relation (4.A.17) among gauge theory resolvents into a relation among matrix
model resolvents:
R
RP
2(z) = ∓1
2
K∑
i=1
∂
∂Si
RS2(z)± 1
4
d
dz
ln[W ′(z)2 + fK−1(z)]. (4.A.18)
In order to extract the relation between matrix model free energies, let us multiply
(4.A.18) by zj (0 ≤ j ≤ K + 1) and integrate over z along the contour C,
introduced under (4.A.6), which encloses all the cuts around the critical points
of W (z). Taking
W ′(z)2 + fK−1(z) = g
2
K+1
K∏
i=1
(z − a+i )(z − a−i ), (4.A.19)
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the branching points of the cuts are at z = a±i . The second term on the right
hand side in (4.A.18) does not contribute to the contour integral unless j = 0:
∓1
4
∮
C
dz
2πi
K∑
i=1
zj
(
1
z − a+i
+
1
z − a−i
)
= ±1
4
∮
C
dw
2πi
K∑
i=1
1
wj+1
(
1
1− a+i w
+
1
1− a−i w
)
= ∓K
2
δj0, (4.A.20)
where w = 1/z, because all the poles w = 1/a±i are outside of the contour C (on
the w-plane). On the contour C, we can use the Laurent expansion (4.A.5) to
evaluate the contribution from the other terms, and the final result is
j
∂F
RP
2
∂gj
= ±1
2
K∑
i=1
∂
∂Si
(
Sδj0 + j
∂FS2
∂gj
)
∓ K
2
δj0. (4.A.21)
The j = 0 case is trivially satisfied, while the 1 ≤ j ≤ K + 1 cases lead to the
second equation of (4.A.1), which we wanted to prove.
4.A.2 Computation of matrix model free energy: SO/Sp(N) theory
with adjoint
Let us consider SO(N) matrix model which corresponds to SO(N) gauge theory
with adjoint. The tree level superpotential is taken to be quartic (4.5.1). The
matrix variable Φ in (4.A.2) is a real antisymmetric matrix and can be skew-
diagonalized as
Φ ∼= diag[λ1, · · · , λN/2]⊗ iσ2. (4.A.22)
By changing the integration variables from Φ to λi, we obtain
Z ∼
∫ N/2∏
i=1
dλi
N/2∏
i<j
(λ2i − λ2j)2 e−
1
g
∑N/2
i=1 (−m2 λ2i+
g
4
λ4i ), (4.A.23)
where
∏N/2
i<j (λ
2
i − λ2j)2 is the Jacobian for this change of variables [78, 39]. The
polynomial −m
2
λ2 + g
4
λ4 has critical points at λ = 0,±√m/g, around which we
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would like to do perturbative expansion. For this purpose, we separate λ’s into
two groups as
λi =

λ
(0)
i0
i0 = 1, . . . ,N0/2,√
m/g + λ
(1)
i1
i1 = 1, . . . ,N1,
(4.A.24)
with N0 + 2N1 = N, corresponding to the classical supersymmetric vacuum
with breaking pattern SO(N) → SO(N0) × U(N1). We would like to evaluate
the matrix integral (4.A.23) perturbatively around λ(0,1) = 0. If we expand the
matrix model free energy in the coupling constant g as
F = gf1(N0,N1) + g
2f2(N0,N1) + · · · , (4.A.25)
the loop expansion tells us that fn(N0,N1) is a polynomial of degree n + 2.
Therefore, by performing the matrix integral by computer for small values of N0
and N1, one can determine the polynomial fn. If we rewrite N0,1 in favor of
S0,1 = gN0,1, the expansion (4.A.25) arranges itself into the ’t Hooft expansion
(4.A.3), from which one can read off FS2, FRP2 , etc.
Following the procedure sketched above, we computed the matrix model free
energy as
FS2 =
(
1
4
S30 − 2S20S1 + S0S21
)
α +
(
− 9
16
S40 + 7S
3
0S1 − 9S20S21 + 2S0S31
)
α2
+
(
9
4
S50 −
233
6
S40S1 +
262
3
S30S
2
1 −
152
3
S20S
3
1 +
20
3
S0S
4
1
)
α3 +O(α4),
(4.A.26)
where we defined α ≡ g/m2. We also checked explicitly that the relation (4.A.1)
holds. Substituting (4.A.26) into the DV relation (4.5.3), we obtain the super-
potential (4.5.5).
The Sp(N) result is obtained similarly, with the result as in (4.A.1).
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4.A.3 Computation of matrix model free energy: Sp(N) theory with
antisymmetric tensor
Consider the Sp(N) matrix model which corresponds to Sp(N) gauge theory with
an antisymmetric tensor. The superpotential is taken to be quartic (4.5.12). The
matrix variable Φ satisfies Φ = AJ , AT = −A. The “action” Wtree is given in
(4.5.12). By a complexified Sp(N) gauge rotation, the matrix Φ can be brought
to the form [21]
Φ ∼= diag[λ1, . . . , λN/2]⊗ 1l2, λi ∈ C. (4.A.27)
By changing the integration variables from Φ to λi, we obtain
Z ∼
∫ N/2∏
i=1
dλi
N/2∏
i<j
(λi − λj)4 e−
1
g
∑N/2
i=1 (m2 λ
2
i+
g
3
λ3i ). (4.A.28)
where
∏N/2
i<j (λi− λj)4 comes from the Jacobian for this change of variables. The
polynomial m
2
λ2+ g
3
λ3 has two critical points z = 0,−m
g
, around which we would
like to do perturbative expansion. For this purpose, we separate λ’s into two
groups as
λi =

λ
(1)
i0
i1 = 1, . . . ,N1/2,
−m/g + λ(2)i1 i2 = 1, . . . ,N2/2,
(4.A.29)
with N1 +N2 = N. This corresponds to the classical supersymmetric vacuum
with breaking pattern Sp(N)→ Sp(N1)× Sp(N2).
The matrix integral can be performed just the same way as for the SO/Sp(N)
theory with adjoint, as described in the last subsection. After substitution S1,2 =
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gN1,2, we obtain
FS2 =
(
−S
3
1
3
+
S32
3
+
5
2
S21S2 −
5
2
S1S
2
2
)
α
+
(
−4
3
S41 +
91
6
S31S2 −
59
2
S21S
2
2 +
91
6
S1S
3
2 −
4
3
S42
)
α2
+
(
−28
3
S51 +
871
6
S41S2 −
1318
3
S31S
2
2 +
1318
3
S21S
3
2 −
871
6
S1S
4
2 +
28
3
S52
)
α3
+O(α4),
(4.A.30)
where α ≡ g2/m3. We also checked explicitly that the relation (4.A.1) holds. Sub-
stituting (4.A.30) into (4.5.14), we obtain the glueball superpotential
(4.5.16).
4.B Gauge theory calculation of superpotential
In this appendix, we compute the exact superpotential of the N = 1 SO/Sp(N)
theory with adjoint in various vacua by considering factorization of the N = 2
curve. This factorization method was developed in [10] for U(N), and generalized
in [79] to the case with unoccupied critical points (in other words, the n < K case
below). Inclusion of fundamentals was considered in [80, 81]. The generalization
to SO/Sp gauge group, which discuss below, was given in [64, 71, 82, 83, 84, 25].
First consider N = 2 SO(N) theory broken to N = 1 by the following
polynomial tree level superpotential for the adjoint chiral superfield Φ:
Wtree =
1
2
Tr[W (Φ)],
W (x) =
K+1∑
j=1
g2j
2j
x2j , W ′(x) = g2K+2 x
K∏
i=1
(x2 − a2i ). (4.B.1)
The classical supersymmetric vacua are obtained by putting N0 eigenvalues of
Φ at x = 0 and Ni pairs of eigenvalues at x = ±ai, where i = 1, · · · , K and
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N0 + 2
∑K
i=1Ni = N . In this vacuum the gauge group breaks as SO(N) →
SO(N0)×
∏K
i=1 U(Ni). We allow some of Ni to vanish, i.e. we allow “unoccupied”
critical points. Let the number of nonzero Ni≥1 be n. Then, the N = 2 curve
governing this SO(N) theory factorizes as [64, 71, 82]:
y2 = P 2N(x)− 4x4Λ2N−4 =

[xHN−2n−2(x)]
2F2(2n+1)(x) N0 > 0,
HN−2n(x)
2F4n(x) N0 = 0.
(4.B.2)
Here P , H and F are polynomials in x of the subscripted degree, which are invari-
ant under x → −x, i.e. they are actually polynomials in x2. This factorization
is required to have the appropriate number of independent, massless, monopoles
and dyons, which must condense to eliminate some of the low-energy photons.
The polynomial F is related to the tree level superpotential as
F2(2n+1)(x) =
1
g2
2K+2
W ′2K+1(x)
2 + f2K(x) n = K,
F2(2n+1)(x)Q2K−2n(x)
2 = 1
g2
2K+2
W ′2K+1(x)
2 + f2K(x) n < K
(4.B.3)
with some polynomial Q2K−2n(x), f2K(x) of the subscripted degrees, and
W ′2K+1(x) is as in (4.2.6). Equation (4.B.3) is for N0 > 0, and for N0 = 0
one must use the second equation with Q2K−2n replaced by Q2K−2n+2.
For N0 > 0 we can write the solution of (4.B.2) in terms of that of the
corresponding U(N − 2) breaking pattern, via:
P
SO(N)
N (x) = x
2P
U(N−2)
N−2 (x). (4.B.4)
The low energy superpotential is given by
Wlow =
1
2
K+1∑
j=1
g2j〈u2j〉, (4.B.5)
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where the 〈u2j〉 are constrained to satisfy (4.B.2). Implementing this leads to the
result that [83]:〈
Tr
1
x− Φ
〉
=
d
dx
ln
[
PN(x) +
√
PN(x)2 − 4x4Λ2N−4
]
. (4.B.6)
Plugging back into (4.B.5) gives Wlow. Note that the superpotential takes this
simple form (4.B.5) only after one integrates out the monopoles and dyons, whose
equation of motion led to the factorization constraint (4.B.2) [36, 37, 40].
The Sp(N) theory can be solved similarly. The N = 2 curve factorizes in the
vacuum with breaking pattern Sp(N)→ Sp(N0)×
∏K
i=1 U(Ni) as [64, 71, 82]
y2 = BN+2(x)
2 − 4Λ2N+4 = x2HN−2n(x)2F2(2n+1)(x),
BN+2(x) ≡ x2PN(x) + 2ΛN+2. (4.B.7)
The polynomial F2(2n+1)(x) is related to W
′(x) by (4.B.3). The mapping of the
Sp(N) theory to a U(N +2) theory, as in (4.3.16), can be written as a solution of
(4.B.7) in terms of solutions of the corresponding U(N+2) factorization problem:
BN+2(x) ≡ x2P Sp(N)N (x) + 2ΛN+2 = PU(N+2)N+2 (x). (4.B.8)
The Λ2N+2 shift in (4.B.8) is an Sp(N) residual instanton effect, associated with
the index of the embedding of the U(Ni) factors in Sp(N) [85, 75].
Again, the superpotential is given as in (4.B.5), subject to the constraint that
〈uj〉 satisfy (4.B.7). Implementing this, the 〈uj〉 can be obtained from BN+2(x)
by [83] 〈
Tr
1
x− Φ
〉
=
d
dx
ln
[
BN+2(x) +
√
BN+2(x)2 − 4Λ2N+4
]
. (4.B.9)
We now consider the exact Weff for a few SO/Sp(N) cases, to illustrate and
clarify the general features7. We take quartic tree level superpotential
Wtree =
1
2
TrW (Φ), W (x) =
m
2
x2 +
g
4
x4, (4.B.10)
7More SO/Sp examples can be found in [83].
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which corresponds to K = 1.
4.B.1 SO(N) unbroken
By the map (4.3.14), this maps to U(N − 2) unbroken, for which PU(N−2)(x) =
2ΛN−2TN−2(x/2Λ), with TN(x =
1
2
(t + t−1)) = 1
2
(tN + t−N) a Chebyshev poly-
nomial [86]. Thus, using (4.B.4), P SO(N)(x) = 2ΛN−2x2TN−2(x/2Λ), as found in
[40]. This then leads to [40]
〈u2p〉 ≡ 1
2p
〈TrΦ2p〉 = N − 2
2p
(
2p
p
)
Λ2p. (4.B.11)
In particular,
〈u2〉 = (N − 2)Λ2, 〈u4〉 = 3
(
N
2
− 1
)
Λ4, (4.B.12)
and the low-energy superpotential is Wlow =
1
2
(m〈u2〉+ g〈u4〉):
Wlow =
(
N
2
− 1
)(
mΛ2 +
3
2
gΛ4
)
. (4.B.13)
4.B.2 SO(N)→ SO(2)× U(N/2 − 1)
By the map (4.3.14), this maps to U(N −2)→ U(0)×U(N/2−1)×U(N/2−1).
Using (4.3.14), the multiplication map of [10] for the U(N − 2) theory leads to
a similar multiplication map for the SO(N) theory, which was discussed in [83].
Using this, we can construct the solution to the factorization problem for general
N in terms of that of say N = 4, i.e. SO(4) → SO(2) × U(1). In this case,
equation (4.B.2) is
y2 = P 24 − 4x4Λ4 = x2F6. (4.B.14)
The solution to this factorization problem is
P4 = x
2(x2 − a2), F6 = x2[(x2 − a2)2 − 4Λ2], (4.B.15)
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from which we can see the breaking pattern SO(4) → SO(2) × U(1). Using
(4.B.6) gives
u2 = a
2, u4 =
a4
2
+ Λ4. (4.B.16)
Further, the condition (4.B.3)
F6 =
1
g2
W ′3
2 + f2 (4.B.17)
leads to
a2 = −m
g
, f2 = −4Λ2x2. (4.B.18)
The solution for general SO(N)→ SO(2)×U(N/2− 1), the multiplication map
gives the solution to the factorization problem as PN(x) = 2x
2ΛN−2TN/2−1((x
2−
a2)/2Λ2), with TN/2−1 the Chebyshev polynomial defined above. The effect is to
rescale u2, u4, and hence Wlow by an overall factor of N/2− 1:
Wlow =
(
N
2
− 1
)(
−m
2
4g
+
1
2
gΛ4
)
. (4.B.19)
This agrees with the result (4.5.10).
4.B.3 SO(4)→ U(2)
More generally, we could consider the breaking pattern SO(N)→ U(N/2). The
map of (4.3.14) is less useful here, when N0 = 0, since it suggests mapping to
U(N − 2)→ U(−2)×U(N/2)×U(N/2) and the U(−2) needs to be interpreted.
In general, this breaking pattern leads to a complicated Wlow(Λ). We will here
illustrate the case SO(4)→ U(2), corresponding to N = 4, N0 = 0, n = 1, K =
1. Equation (4.B.2) is
y2 = P 24 − 4x4Λ4 = H22F4. (4.B.20)
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The solution to this factorization problem is
P4 = (x
2 − a2)2 + 2Λ2x2, H2 = x2 − a2, F4 = (x2 − a2)2 + 4Λ2x2. (4.B.21)
In the classical Λ → 0 limit, this shows P4 → (x2 − a2)2, implying the breaking
pattern SO(4)→ U(2). (4.B.6) gives
u2 = 2(a
2 − Λ2), u4 = (a4 − 2Λ2)2 − Λ4. (4.B.22)
Further, the condition (4.B.3)
F4x
2 =
1
g2
W ′3
2 + f2 (4.B.23)
leads to
a2 = −m
g
+ 2Λ2, f2 = 4Λ
2x2
(
−m
g
+ Λ2
)
. (4.B.24)
Therefore the exact superpotential is
Wlow = −m
2
2g
+mΛ2 +
1
2
gΛ4. (4.B.25)
4.B.4 Sp(4)→ U(2), Sp(2)× U(1)
This corresponds to N = 4, n = 1, K = 1. Equations (4.B.7) and (4.B.3) are
y2 = B26 − 4Λ12 = x2H22F6, F6 =
1
g2
W ′3
2 + f2. (4.B.26)
This factorization problem is solved by [83]:
P4 = (x
2 − a2)2 + 4Λ
6
a4
(x2 − 2a2), m
g
= −a2 + 4Λ
6
a4
(4.B.27)
From (4.B.9), we obtain
u2 = 2a
2 − 4Λ
6
a4
, u4 = a
4 +
8Λ12
a8
. (4.B.28)
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This solution continuously connects two classically different vacua with breaking
pattern Sp(4) → U(2) and Sp(4) → Sp(2) × U(1). Correspondingly there are
two ways to take the classical limit: i) Λ → 0 with a fixed, or ii) Λ, a → 0 with
w = 2Λ3/a2 fixed. In these limits, P4(x) goes to i) (x
2 − a2)2 or ii) x2(x2 + w2),
showing the aforementioned breaking pattern.
In the Sp(4)→ U(2) case, we solve the second equation of (4.B.27) with the
condition a2 → −m/g as Λ→ 0. The solution is
a2 = −m
g
+
4g2Λ6
m2
+
32g5Λ12
m5
+
448g8Λ18
m8
+ · · · . (4.B.29)
From (4.B.28) and (4.B.5), one obtains the exact superpotential:
Wlow = −m
2
2g
− 2g
2Λ6
m
− 4g
5Λ12
m4
− 32g
8Λ18
m7
+ · · · . (4.B.30)
In the Sp(4) → Sp(2) × U(1) case, we solve the second equation of 4.B.27
with the condition w2 → m/g as Λ→ 0. It is
w =
m1/2
g1/2
+
gΛ3
m
− 3g
5/2Λ6
2m5/2
+
4g4Λ9
m4
+ · · · . (4.B.31)
From (4.B.28) and (4.B.5), one obtains the exact superpotential:
Wlow = −m
2
4g
+ 2m1/2g1/2Λ3 +
g2Λ6
m
− g
7/2Λ9
m5/2
+ · · · . (4.B.32)
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CHAPTER 5
Adding flavors
We present two results concerning the relation between poles and cuts by using
the example of N = 1 U(Nc) gauge theories with matter fields in the adjoint,
fundamental and anti-fundamental representations. The first result is the on-shell
possibility of poles, which are associated with flavors and on the second sheet of
the Riemann surface, passing through the branch cut and getting to the first
sheet. The second result is the generalization of hep-th/0311181 (Intriligator,
Kraus, Ryzhov, Shigemori, and Vafa) to include flavors. We clarify when there
are closed cuts and how to reproduce the results of the strong coupling analysis
by matrix model, by setting the glueball field to zero from the beginning. We
also make remarks on the possible stringy explanations of the results and on
generalization to SO(Nc) and USp(2Nc) gauge groups.
5.1 Introduction
String theory can be a powerful tool to understand four dimensional supersym-
metric gauge theory which exhibits rich dynamics and allows an exact analysis.
In [35], using the generalized Konishi anomaly and matrix model [5, 6, 7], N = 1
supersymmetric U(Nc) gauge theory with matter fields in the adjoint, funda-
mental and anti-fundamental representations was studied. The resolvents in the
quantum theory live on the two-sheeted Riemann surface defined by the matrix
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model curve. Their quantum behavior is characterized by the structure around
the branch cuts and poles, which are related to the RR flux contributions in
the Calabi–Yau geometry and flavor fields, respectively. A pole associated with
flavor on the first sheet is related to the Higgs vacua (corresponding to classical
nonzero vacuum expectation value of the fundamental) while a pole on the second
sheet is related to the pseudo-confining vacua where the classically vanishing vac-
uum expectation value of the fundamental gets nonzero values due to quantum
correction.
It is known [35] that Higgs vacua and pseudo-confining vacua, which are
distinct in the classical theory, are smoothly transformed into each other in the
quantum theory. This transition is realized on the Riemann surface by moving
poles located on the second sheet to pass the branch cuts and enter the first
sheet. This process was analyzed in [35] at the off-shell level by fixing the value
of glueball fields during the whole process. However, in an on-shell process, the
position of poles and the width and position of branch cuts are correlated (when
the flavor poles are moved, the glueball field is also changed). It was conjectured
in [35] that for a given branch cut, there is an upper bound for the number of
poles (the number of flavors) which can pass through the cut from the second
sheet to the first sheet.
Our first aim of this paper is to confirm this conjecture and give the corre-
sponding upper bound for various gauge groups (in particular, we will concentrate
on the U(Nc) gauge group). The main result is that if Nf ≥ Nc, the poles will
not be able to pass through the cut to the first sheet where Nc is the effective
fluxes associated with the cut (and can be generalized to other gauge groups).
Another important development was made in [87], which was inspired by [23].
In [87], which we will refer to as IKRSV, it was shown that, to correctly compute
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the prediction of string theory (matrix model), it is crucial to determine whether
the glueball is really a good variable or not. A prescription was given, regarding
when a glueball field corresponding to a given branch cut should be set to zero
before extremizing the off-shell glueball superpotential. The discussion of IKRSV
was restricted to N = 1 gauge theories with an adjoint and no flavors, so the
generalization to the case with fundamental flavors is obviously the next task.
Our second aim of this paper is to carry out this task. The main result is the
following. Assuming Nf poles around a cut associated with gauge group U(Nc,i),
when Nf ≥ Nc,i there are situations in which we should set Si = 0 in matrix
model computations. More concretely, situations with Si = 0 belong to either of
the following two branches: the baryonic branch for Nc,i ≤ Nf < 2Nc,i, or the
r = Nc,i non-baryonic branch for Nf ≥ 2Nc,i. Moreover, when Si = 0, the gauge
group is completely broken and there should exist some extra, charged massless
field which is not incorporated in matrix model.
In section 5.2, as background, we review basic materials for N = 1 super-
symmetric U(Nc) gauge theory with an adjoint chiral superfield, and Nf flavors
of quarks and anti-quarks. The chiral operators and the exact effective glueball
superpotential are given. We study the vacuum structure of the gauge theory
at classical and quantum levels. We review also the main results of IKRSV. In
addition to all these reviews, we present our main motivations of this paper.
In section 5.3, we apply the formula for the off-shell superpotential obtained in
[35] to the case with quadratic tree level superpotential, and solve the equation
of motion derived from it. We consider what happens if one moves Nf poles
associated with flavors on the second sheet through the cut onto the first sheet,
on-shell. Also, in subsection 5.3.4, we briefly touch the matter of generalizing
IKRSV in the one cut model.
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In section 5.4, we consider cubic tree level superpotential. On the gauge theory
side, the factorization of the Seiberg–Witten curve provides an exact superpo-
tential. We reproduce this superpotential by matrix model, by extremizing the
effective glueball superpotential with respect to glueball fields after setting the
glueball field to zero when necessary. We present explicit results for U(3) theory
with all possible breaking patterns and different number of flavors (Nf = 1, 2, 3, 4,
and 5).
In section 5.5, after giving concluding remarks, we repeat the procedure we
did in previous sections for SO(Nc)/USp(2Nc) theories, briefly.
In the appendix, we present some proofs and detailed calculations which are
necessary for the analysis in section 5.4.
Since string theory results in the dual Calabi–Yau geometry are equivalent
to the matrix model results, we refer to them synonymously through the paper.
There exist many related works to the present paper. For a list of references, we
refer the reader to [19].
5.2 Background
In this section, we will summarize the relevant background needed for the study
of N = 1 supersymmetric gauge theory with matter fields.
5.2.1 The general picture of matrix model with flavors
The generalized Konishi anomaly interpretation to the matrix model approach
for N = 1 supersymmetric gauge theory with flavors was given in [47, 35]. Here
we make only a brief summary on some points we will need.
Let us consider N = 1 supersymmetric U(Nc) gauge theory, coupled to an
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adjoint chiral superfield Φ, Nf fundamentals Q
f , and Nf anti-fundamentals Q˜f˜ .
The tree level superpotential is taken to be
Wtree = TrW (Φ) +
∑
f,f˜
Q˜f˜ m
f˜
f (Φ)Q
f , (5.2.1)
where the function W (z) and the matrix mf˜f (z) are polynomials
W (z) =
n∑
k=0
gkz
k+1
k + 1
, mf˜ f(z) =
l+1∑
k=1
(mk)
f˜
fz
k−1 .
Classically we can have the “pseudo-confining vacua” where the vacuum expecta-
tion values of Q, Q˜ are zero, or the “Higgs vacua” where the vacuum expectation
values of Q, Q˜ are nonzero so that the total rank of the remaining gauge groups
is reduced. These two vacua, which seem to have a big difference classically, are
not fundamentally distinguishable from each other in the quantum theory and in
fact can be continuously transformed into each other, as we will review shortly,
in the presence of flavors [35].
Supersymmetric vacua of gauge theory are characterized by the vacuum expec-
tation values of chiral operators [88]. They are nicely packaged into the following
functions called resolvents [35, 47]: 1
T (z) =
〈
Tr
1
z − Φ
〉
, (5.2.2)
R(z) = − 1
32π2
〈
Tr
WαW
α
z − Φ
〉
, (5.2.3)
M(z)f f˜ =
〈
Q˜f˜
1
z − ΦQ
f
〉
(5.2.4)
where Wα is (the lowest component of) the field strength superfield. Classically,
R(z) vanishes while T (z), M(z) have simple poles on the complex z-plane at
1We set wα(z) ≡ 14pi
〈
Tr Wαz−Φ
〉
to zero because in supersymmetric vacua wα(z) = 0.
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infinity and at the eigenvalues of Φ. Each eigenvalue of Φ is equal to one of zeros
of W ′(z) or B(z), where
W ′(z) = gn
n∏
i=1
(z − ai), B(z) ≡ detm(z) = BL
L∏
I=1
(z − zI). (5.2.5)
In the pseudo-confining vacuum, every eigenvalue of Φ is equal to ai for some i.
On the other hand, in the Higgs vacuum, some eigenvalues of Φ are equal to zI
for some I.
In the quantum theory, the resolvents (5.2.2), (5.2.3) and (5.2.4) are deter-
mined by the generalized Konishi anomaly equations [79, 47, 35]:
[W ′(z)T (z)]− + Tr[m
′(z)M(z)]− = 2R(z)T (z),
[W ′(z)R(z)]− = R(z)
2,
[(M(z)m(z))f
′
f ]− = R(z)δ
f ′
f ,
[(m(z)M(z))f˜
′
f˜
]− = R(z)δ
f˜ ′
f˜
,
(5.2.6)
where the notation [ ]− means to drop the nonnegative powers in a Laurent
expansion in z. From the second equation of (5.2.6), one obtains [17]
R(z) =
1
2
(
W ′(z)−
√
W ′(z)2 + f(z)
)
,
where f(z) is a polynomial of degree (n − 1) in z. This implies that in the
quantum theory the zeros z = ai (i = 1, 2, . . . , n) of W
′(z) are blown up into cuts
Ai along intervals
2 [a−i , a
+
i ] by the quantum effect represented by f(z), and the
resolvents (5.2.2)–(5.2.4) are defined on a double cover of the complex z-plane
branched at the roots a±i of W
′(z)2 + f(z). This double cover of the z-plane can
be thought of as a Riemann surface Σ described by the matrix model curve
Σ : y2m =W
′(z)2 + f(z). (5.2.7)
2 a±i are generally complex and in such cases we take Ai to be a straight line connecting a
−
i
and a+i . Note that there is no physical meaning to the choice of the cut; it can be any path
connecting a−i and a
+
i .
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This curve is closely related to the factorization form of N = 2 curve in the
strong coupling analysis.
Every point z on the z-plane is lifted to two points on the Riemann surface
Σ which we denote by q and q˜ respectively. For example, zI is lifted to qI on the
first sheet and q˜I on the second sheet. We write the projection from Σ to the
z-plane as zI = z(qI) = z(q˜I), following the notation of [35].
The classical singularities of the resolvents T (z), M(z) are modified in the
quantum theory to the singularities on Σ, as follows. For T (z), the classical poles
at zI are lifted to poles at qI or q˜I , depending on which vacuum the theory is in,
while the classical poles at ai with residue Nc,i are replaced by cuts with periods
1
2pii
∮
Ai
T (z)dz = Nc,i. For M(z), the classical poles at zI are also lifted to poles
at qI or q˜I . More specifically, by solving the last two equations of (5.2.6), one can
show [35]
M(z) = R(z)
1
m(z)
−
L∑
I=1
(1− rI)R(qI)
(z − zI)
1
2πi
∮
qI
dx
m(x)
−
L∑
I=1
rIR(q˜I)
(z − zI)
1
2πi
∮
q˜I
dx
m(x)
, (5.2.8)
where (qI , q˜I) are the lift of zI to the first sheet and to the second sheet of Σ,
and rI = 0 for poles on the second sheet and rI = 1 for poles on the first sheet.
Furthermore, for T (z), by solving the first equation of (5.2.6),
T (z) =
B′(z)
2B(z)
−
L∑
I=1
(1− 2rI)y(qI)
2y(z)(z − zI) +
c(z)
y(z)
, (5.2.9)
where
c(z) =
〈
Tr
W ′(z)−W ′(Φ)
z − Φ
〉
− 1
2
L∑
I=1
W ′(z)−W ′(zI)
z − zI . (5.2.10)
Practically it is hard to use (5.2.10) to obtain c(z) and we use the following
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condition instead:
1
2πi
∮
Ai
T (z)dz = Nc,i. (5.2.11)
Finally, the exact, effective glueball superpotential is given by [35]
Weff =− 1
2
n∑
i=1
Nc,i
∫
B̂ri
y(z)dz
− 1
2
L∑
I=1
(1− rI)
∫ Λ˜0
q˜I
y(z)dz − 1
2
L∑
I=1
rI
∫ Λ˜0
qI
y(z)dz
+
1
2
(2Nc − L)W (Λ0) + 1
2
L∑
I=1
W (zI)
− πi(2Nc − L)S + 2πiτ0S + 2πi
n−1∑
i=1
biSi,
(5.2.12)
where
2πiτ0 = log
(
BLΛ
2Nc−Nf
Λ2Nc−L0
)
. (5.2.13)
Here, Λ0 is the cut-off of the contour integrals, Λ is the dynamical scale, S ≡∑n
i=1 Si, and bi ∈ Z. B̂ri is the regularized contour from Λ˜0 to Λ0 through the
i-th cut and Λ0 and Λ˜0 are the points on the first sheet and on the second sheet,
respectively. The glueball field is defined as
Si =
1
2πi
∮
Ai
R(z)dz.
In the above general solutions (5.2.8), (5.2.9), we have rI = 1 or rI = 0,
depending on whether the pole is on the first sheet or on the second sheet of Σ,
respectively. The relation between these choices of rI and the phase of the system
is as follows. Let us start with all rI = 0, i.e., all the poles are on the second
sheet. This choice corresponds to the pseudo-confining vacua where the gauge
group is broken as U(Nc)→
∏n
i=1 U(Nc,i) with
∑n
i=1Nc,i = Nc. Now let us move
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a single pole through, for example, the n-th cut to the first sheet. This will break
the gauge group as
∏n
i=1 U(Nc,i) →
∏n−1
i=1 U(Nc,i) × U(Nc,n − 1). Note that the
rank of the last factor is now (Nc,n−1) so that
∑n
i=1Nc,i = Nc−1 < Nc. Namely,
the gauge group is Higgsed down. In this way, by passing poles through cuts,
one can go continuously from the pseudo-confining phase to the Higgs phase, as
advocated before.
However, if we consider this process of passing poles through a cut to the
first sheet on-shell , then there should be an obstacle at a certain point. For
example, if initially we have Nc,n = 1, after passing a pole we would end up
with an U(0). This sudden jump of the number of U(1)’s in the low energy gauge
theory is not a smooth physical process, because the number of massless particles
(photons) changes discontinuously. So we expect some modifications to the above
picture. In [35], it was suggested that in an on-shell process, the n-th cut will
close up in such a situation so that the pole cannot pass through. It is one of our
motivations to show that this is indeed true. More precisely, the cut does not
close up completely and the pole can go through a little bit further to the first
sheet and then will be bounced back to the second sheet.
5.2.2 The vacuum structure
In the last subsection we saw that different distributions of poles over the first and
the second sheets correspond to different phases of the theory. In this subsection
we will try to understand this vacuum structure of the gauge theory at both
classical and quantum levels for a specific model (for more details, see [89, 90,
91, 81, 84, 25]). For simplicity we will focus on U(Nc) theory with Nf flavors and
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the following tree level superpotential 3
Wtree =
1
2
mATrΦ
2 −
Nf∑
I=1
Q˜I(Φ +mf )Q
I . (5.2.14)
This corresponds to taking polynomials in (5.2.1) as
W (z) =
mA
2
z2, mI˜I(z) = −(z +mf )δI˜I .
All Nf flavors have the same mass mf , and the mass function defined in (5.2.5)
is given by
B(z) = (−1)Nf (z +mf )Nf .
Therefore, poles associated with flavors are located at
zI = −mf ≡ zf , I = 1, 2, . . . , Nf . (5.2.15)
In the quantum theory, some of these poles are lifted to qf on the first sheet and
others are lifted to q˜f on the second sheet.
The D- and F -flatness for the superpotential (5.2.14) is given by
0 = [Φ,Φ†], 0 = QQ† − Q˜†Q˜,
0 = mAΦ−QQ˜, 0 = (Φ +mf )Q = Q˜(Φ +mf ).
Solutions are a little different for mf 6= 0 and mf = 0, because mf = 0 is the
root of W ′(z) = z. The case of W ′(−mf ) = 0 was discussed in [89, 81] which we
will refer to as the classically massless case.
3We used the convention of [92] for the normalization of the second term. Different choices
are related to each other by redefinition of Q˜ and Q.
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In the mf 6= 0 case, the solution is given by
Φ =
 −mfIK×K 0
0 0(Nc−K)×(Nc−K)
 ,
Q =
 AK×K 0
0 0(Nc−K)×(Nf−K)
 , tQ˜ =
 tA˜K×K B˜K×(Nf−K)
0 0(Nc−K)×(Nf−K)

(5.2.16)
with
−mfmAIK×K = A tA˜, AA† = A˜†A˜+ B˜∗ tB˜.
The gauge group is Higgsed down to U(Nc −K) where
Kmf 6=0 ≤ min (Nc, Nf) .
To understand the range of Kmf 6=0, first note that the Φ breaks the gauge group
as U(Nc)→ U(K)×U(Nc−K). Now the U(K) factor has effectively Nf massless
flavors and because 〈Q˜Q〉 6= 0, U(K) is further Higgsed down to U(0).
For mf = 0, we have Φ = 0 and Q, Q˜ are still of the above form (5.2.16) with
one special requirement: A˜ = 0. Because of this we have
Kmf=0 ≤ min
(
Nc,
[
Nf
2
])
,
where [ ] means the integer part. The integer Kmf=0 precisely corresponds to
the r-th branch discussed in [89, 81]. The mf = 0 case is different from the
mf 6= 0 case as follows. First, Φ does not break the U(Nc) gauge group, i.e.,
U(Nc) → U(Nc). Secondly, the r-th branch is the intersection of the Coulomb
branch in which 〈Q˜Q〉 = 0 and the Higgs branch in which 〈Q˜Q〉 6= 0, whereas
for mf 6= 0 the vacuum expectation value 〈Q˜Q〉 must be nonzero and the gauge
group must be Higgsed down. For these reasons, Kmf 6=0 and Kmf=0 have different
ranges.
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The above classical classification of r-th branches is also valid in the quantum
theory (including the baryonic branch).
The quantum r-th branch can also be discussed by using the Seiberg–Witten
curve. In the r-th branch, the curve factorizes as
y2N=2 = PNc(x)
2 − 4Λ2Nc−Nf (x+mf )Nf
= (x+mf)
2r
[
P 2Nc−r(x)− 4Λ2Nc−Nf (x+mf)Nf−2r
]
.
Because Nc − r ≥ 0 (coming from PNc−r(x)) and Nf − 2r ≥ 0 (coming from the
last term), we have r ≤ Nc and r ≤ Nf/2, which leads to the range
r ≤ min
(
Nc,
[
Nf
2
])
. (5.2.17)
The relation between this classification of the Seiberg–Witten curve and the above
classification of r-branches, in the mf 6= 0 and mf = 0 cases, is as follows. In the
mf = 0 case, we have one-to-one correspondence where the r is identified with
Kmf=0. In the mf 6= 0 case, for a given r of the curve, there exist two cases:
either Kmf 6=0 = r for Kmf 6=0 ≤ [Nf/2], or Kmf 6=0 = Nf − r for Kmf 6=0 ≥ [Nf/2].
5.2.3 The work of IKRSV
Now we discuss another aspect of the model. In the above, we saw that there is
a period condition (5.2.11) for T (z). So, if for the i-th cut we have
∮
Ai
T (z)dz =
Nc,i = 0, then it seems that, in the string theory realization of the gauge theory,
there is no RR flux provided by D5-branes through this cut and the cut is closed.
Because of this, it seems that we should set the corresponding glueball field Si = 0.
Based on this naive expectation, Ref. [23] calculated the effective superpotential
of USp(2Nc) theory with an antisymmetric tensor by the matrix model, which
turned out to be different from the known results obtained by holomorphy and
symmetry arguments (later Refs. [31, 30] confirmed this discrepancy).
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This puzzle intrigued several papers [15, 24, 87, 25, 26, 29, 27, 28]. In par-
ticular, in [24], it was found that although Nc,i = 0, we cannot set Si = 0. The
reason became clear by later studies. Whether a cut closes or not is related to the
total RR flux which comes from both D5-branes and orientifolds. For USp(2Nc)
theory with antisymmetric tensor, although the RR flux from D5-branes is zero,
there exists RR flux coming from the orientifold with positive RR charges, thus
the cut does not close. That the cut does not close can also be observed from
the Seiberg–Witten curve [25] where for such a cut, we have two single roots in
the curve, instead of a double root. All these results were integrated in [87] for
N = 1 gauge theory with adjoint. Let us define N̂c = Nc for U(Nc), Nc/2− 1 for
SO(Nc) and 2Nc+2 for USp(2Nc). Then the conclusion of [87] can be stated as
If N̂c > 0, we should include Si and extremize Weff(Si) with respect
to it. On the other hand, if N̂c ≤ 0, we just set Si = 0 instead.
In [87], it was argued that this prescription of setting Si = 0 can be explained
in string theory realization by considering an extra degree of freedom which cor-
responds to the D3-brane wrapping the blown up S3 and becomes massless in
the S → 0 limit [60]. Our second motivation of this paper is to generalize this
conclusion to the case with flavors. We will discuss the precise condition when
one should set Si = 0 in order to get agreement with the gauge theory result, in
the case with flavors.
5.2.4 Prospects from the strong coupling analysis
Before delving into detailed calculations, let us try to get some general pictures
from the viewpoint of factorization of the Seiberg–Witten curve. Since we hope
to generalize IKRSV, we are interested in the case where some Si vanish. Because
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Si is related to the size of a cut in the matrix model curve, which is essentially
the same as the Seiberg–Witten curve, we want some cuts to be closed in the
Seiberg–Witten curve. Namely, we want a double root in the factorization of the
curve, instead of two single roots.
For U(Nc) theory with Nf flavors of the same massmf = −zf , tree level super-
potential (5.2.1), and breaking pattern U(Nc) →
∏n
i=1 U(Nc,i), the factorization
form of the curve is [81]
PNc(z)
2 − 4Λ2Nc−Nf (z − zf )Nf = HN−n(z)2F2n(z),
F2n(z) =W
′(z)2 + fn−1(z),
(5.2.18)
where the degree 2n polynomial F2n(z) = W
′(z)2 + fn−1(z) generically has 2n
single roots. How can we have a double root instead of two single roots?
For a given fixed mass, for example zf = a1, there are three cases where we
have a double root, as follows. (a) There is no U(Nc,1) group factor associated
with the root a1, namely Nc,1 = 0. (b) The U(Nc,1) factor is in the baryonic
branch. This can happen for Nc,1 ≤ Nf < 2Nc,1. (c) The U(Nc,1) factor is in the
r-th non-baryonic branch with r = Nc,1. This can happen only for Nf ≥ 2Nc,1.
Among these three cases, (b) and (c) [81] are new for theories with flavors, and will
be the focus of this paper. However, it is worth pointing out that the factorization
form in the cases (b) and (c) are not the one given in (5.2.18) for a fixed mass,
but the one given in (5.A.3).
Can we keep the factorization form (5.2.18) while having an extra double
root? We can, but instead of a fixed mass we must let the mass “floating,” which
means the following. There will be multiple solutions to the factorization form
(5.2.18), and for any given solution the 2n single roots of F2n(x), denoted by
a±i , i = 1, . . . , n, are functions of zf . Now, we tune zf so that a
+
i (zf ) = a
−
i (zf ),
i.e., so that two single roots combine into one double root. Since for different
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solutions this procedure will lead to different values of zf , we call this situation
the “floating” mass.
Now we have two ways to obtain extra double roots: one is with a fixed mass,
but to go to the baryonic or the r = Nc,1 non-baryonic branch, while the other
is to start with a general non-baryonic branch but using a floating mass. In fact
it can be shown that these two methods are equivalent to each other when the
double root is produced. In the calculations in section 5.4 we will use the floating
mass to check our proposal.
5.3 One cut model—quadratic tree level superpotential
In this section we will study whether a cut closes up if one tries to pass too many
poles through it. If the poles are near the cut, the precise form of the tree level
superpotential (namely the polynomials W (z), mf˜ f (z)) is inessential and we can
simplify the problem to the quadratic tree level superpotential given by (5.2.14).
For this superpotential, we will compute the effective glueball superpotential us-
ing the formalism reviewed in the previous section. Then, by solving the equation
of motion, we study the on-shell process of sending poles through the cut, and
see whether the poles can pass or not.
Also, on the way, we make an observation on the relation between the exact
superpotential and the vacuum expectation value of the tree level superpotential.
5.3.1 The off-shell Weff, M(z) and T (z)
First, let us compute the effective glueball superpotential for the quadratic su-
perpotential (5.2.14). The matrix model curve (5.2.7) is related to W ′(z) in this
case as
y2m = W
′(z)2 + f0(z) = m
2
Az
2 − µ ≡ m2A(z2 − µ˜), µ˜ =
µ
m2A
. (5.3.1)
Let us consider the case with K poles on the first sheet at qI = qf , for which
rI = 1, and with (Nf −K) poles on the second sheet at q˜I = q˜f , for which rI = 0
(recall that (qf , q˜f) is the lift of zf defined in (5.2.15)). Using the curve (5.3.1)
and various formulas summarized in the previous section, one can compute
S =
1
2πi
∮
A
R(z)dz =
mAµ˜
4
=
µ
4mA
,
Π = 2
∫ Λ0
√
µ˜
y(z)dz = mAΛ
2
0 − 2S − 2S log
Λ20mA
S
,
ΠrI=0f,I =
∫ Λ˜0
q˜I
y(z)dz = −
∫ Λ0
qI
y(z)dz
=
−mAΛ20
2
− 2S log zI
Λ0
+2S
[
− log
(
1
2
+
1
2
√
1− 4S
mAz2I
)
+
mAz
2
I
4S
√
1− 4S
mAz2I
+
1
2
]
,
ΠrI=1f,I =
∫ Λ˜0
qI
y(z)dz = −
∫ Λ0
q˜I
y(z)dz
=
−mAΛ20
2
− 2S log zI
Λ0
+2S
[
− log
(
1
2
− 1
2
√
1− 4S
mAz2I
)
− mAz
2
I
4S
√
1− 4S
mAz2I
+
1
2
]
,
where we droppedO(1/Λ0) terms. We have traded qI , q˜I for zI in the square roots,
so that the sign convention is such that
√
1− 4S
mAz
2
I
∼ 1− 2S
mAz
2
I
and
√
z2I − 4SmA ∼
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zI for |zI | very large. Substituting this into (5.2.12), we obtain
Weff(S) = S
[
Nc + log
(
mNcA Λ
2Nc−Nf
∏
I zI
SNc
)]
−
∑
I,rI=0
S
[
− log
(
1
2
+
1
2
√
1− 4S
mAz
2
I
)
+
mAz
2
I
4S
(√
1− 4S
mAz
2
I
− 1
)
+
1
2
]
−
∑
I,rI=1
S
[
− log
(
1
2
− 1
2
√
1− 4S
mAz2I
)
+
mAz
2
I
4S
(
−
√
1− 4S
mAz2I
− 1
)
+
1
2
]
,
(5.3.2)
where Λ is the dynamical scale of the corresponding N = 2 gauge theory defined
in (5.2.13).
Let us compute resolvents also. The resolvent M(z) is an Nf × Nf matrix.
Using (5.2.8), we find that for the I-th eigenvalue
MI(z) =
−R(z)
(z − qI) +
(1− rI)R(qI)
(z − qI) +
rIR(q˜I)
(z − qI) .
ExpandingMI(z) around z =∞ we can read off the following vacuum expectation
values
〈Q˜Q〉I =
mA
2
[
zI + (2rI − 1)
√
z2I − µ˜
]
,
〈Q˜ΦQ〉I =
mA
4
[
2z2I + 2(2rI − 1)zI
√
z2I − µ˜− µ˜
]
,〈∑
I
−(Q˜ΦQ− zIQ˜Q)
〉
=
NfmAµ˜
4
= NfS.
There is something worth noting here. One might naively expect that the exact
superpotential is simply the vacuum expectation value of the tree level superpo-
tential (5.2.14), as is the case without flavors. However, this naive expectation is
wrong! Although we have 〈Wtree,fund〉 = 〈−
∑
I(Q˜ΦQ− zIQ˜Q)〉 6= 0 if S 6= 0, we
still have
Weff,on-shell =
〈mA
2
TrΦ2
〉
, (5.3.3)
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as we will see shortly. The reason for (5.3.3) can be explained by symmetry
arguments [93, 77]. Although the tree level part 〈Wtree,fund〉 for fundamentals is
generically nonzero and also contributes to Wlow, the contribution is precisely
canceled by the dynamically generated superpotential Wdyn, leaving only the Φ
part of Wtree
4.
Let us calculate the resolvent T (z) also. For the present example, c(z) =
mA(Nc − Nf2 ) from (5.2.10). Therefore, using (5.2.9), we obtain the expansion of
the resolvent T (z):
T (z) =
Nc
z
+
∑
I
[
zI
2
+
2rI − 1
2
√
z2I − µ˜
]
1
z2
+
[
µ˜(2Nc −Nf )
4
+
∑
I
(
z2I
2
+
2rI − 1
2
zI
√
z2I − µ˜
)]
1
z3
+ · · · (5.3.4)
From this we can read off 〈TrΦn〉. For example, for K = 0 we have
〈TrΦ〉 = Nf
2
(
zf −
√
z2f − µ˜
)
,〈
TrΦ2
〉
=
Nf
2
zf
(
zf −
√
z2f − µ˜
)
+
(2Nc −Nf)µ˜
4
.
5.3.2 The on-shell solution
Now we can use the above off-shell expressions to find the on-shell solution. First
we rewrite the superpotential as
Weff = S
[
Nc + log
(
Λ
3Nc−Nf
1
SNc
)]
− (Nf −K)S
[
− log
(
zf
2
+
1
2
√
z2f −
4S
mA
)
+
mAzf
4S
(√
z2f −
4S
mA
− zf
)
+
1
2
]
−KS
[
− log
(
zf
2
− 1
2
√
z2f −
4S
mA
)
+
mAzf
4S
(
−
√
z2f −
4S
mA
− zf
)
+
1
2
]
,
(5.3.5)
4We would like to thank K. Intriligator for explaining this point to us.
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where Λ
3Nc−Nf
1 ≡ mNcA Λ2Nc−Nf . We have set all zI to be zf , i.e., all masses are
the same, as in (5.2.15). From this we obtain5
0 = log
(
Λ
3Nc−Nf
1
SNc
)
+K log
zf −
√
z2f − 4SmA
2

+ (Nf −K) log
zf +
√
z2f − 4SmA
2
 , (5.3.6)
or 6
0 = log
(
Ŝ−Nc
)
+K log
 ẑf −
√
ẑ2f − 4Ŝ
2

+ (Nf −K) log
 ẑf +
√
ẑ2f − 4Ŝ
2
 , (5.3.7)
where we have defined dimensionless quantities Ŝ = S
mAΛ2
= µ˜
4Λ2
and ẑf =
zf
Λ
.
Note that using these massless quantities the cut is from along the interval
[−2
√
Ŝ, 2
√
Ŝ].
Using (5.3.6) or (5.3.7) it is easy to show that
Weff,on-shell =
(
Nc − Nf
2
)
S +
mAz
2
f
4
[
Nf + (2K −Nf)
√
1− 4S
mAz2f
]
.
5It is easy to check that the equation (5.3.6) with parameters (Nc, Nf ,K) is the same
as the one with parameters (Nc − r,Nf − 2r,K − r). Also from the expression (5.3.4) it is
straightforward to see we have
〈
TrΦ2
〉
Nc,Nf ,K
=
〈
TrΦ2
〉
Nc−r,Nf−2r,K−r
+ rz2I . All of these
facts are the result of the “addition map” observed in [81]. Furthermore, one can show that
both (5.3.6) and (5.3.4) for K = 0 are exactly the same as the one given by the strong coupling
analysis in [92] and the weak coupling analysis in [94, 95].
6As we mentioned before, for mf 6= 0 the allowed Higgs branch requires K ≤ Nf but the
strong coupling analysis gives K ≤ Nf/2. The resolution for that puzzle is that if K > Nf/2,
it is given by (Nf −K)-th branch of the curve. Since the same r-th branch of the curve gives
both r and (Nf − r) Higgs branches, we expect that r and (Nf − r) Higgs branches are related.
This relation is given by S˜ = Sb2, z˜f = zfb with b =
mAΛ
2
S . It can be shown that with the
above relation, the equation of motion of S for the K-th branch is changed to the equation of
motion of S˜ for the (Nf −K)-th branch.
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Also by expanding T (z) in the present case, just as we did in (5.3.4), we can read
off 〈mA
2
TrΦ2
〉
=
(
Nc − Nf
2
)
S +
mAz
2
f
4
[
Nf + (2K −Nf )
√
1− 4S
mAz
2
f
]
,
which gives us the relation〈mA
2
TrΦ2
〉
=Weff,on-shell
as we promised in (5.3.3).
Equation (5.3.6) is hard to solve. But if we want just to discuss whether the
cut closes up when we bring zf → 0, we can set K = 0 7, for which (5.3.6) reduces
to
zf = ω
r
Nf
Ŝ
Nc
Nf + ω−rNf Ŝ
Nf−Nc
Nf . (5.3.8)
Here, ωNf is the Nf -th root of unity, ωNf = e
2pii/Nf , and r = 0, 1, . . . , (Nf − 1)
corresponds to different branches of solutions. It is also amusing to note that
above solution has the Seiberg duality [96] where electric theory with (Nc, Nf) is
mapped to a magnetic theory with (Nf −Nc, Nf ).
With these preparations, we can start to discuss the on-shell process of passing
poles through the cut from the second sheet.
5.3.3 Passing poles through a branch cut
Consider moving Nf poles on top of each other at infinity on the second sheet
toward the cut along a line passing through the origin and making an angle of θ
7If K 6= 0, we will have U(Nc) → U(K) × U(Nc − K) and the problem reduces to of
U(Nc −K) with (Nf − 2K) flavors in the 0-th branch.
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with the real axis. Namely, take8
z(q˜f ) = z(qf ) = pe
iθ, p, θ ∈ R, (5.3.9)
and change p from p =∞ to p = −∞ (see Fig. 5.1). This equation (5.3.9) needs
some explanation. Remember that zf = z(qf ) = z(q˜f ) denotes the projection
from the Riemann surface Σ (Eq. (5.3.1)) to the z-plane. For each point z on
the z-plane, there are two corresponding points: q on the first sheet and q˜ on the
second sheet. Although we are starting with poles at q˜f on the second sheet, we
do not know in advance if the poles will pass through the cut and end up on the
first sheet, or it will remain on the second sheet. Therefore we cannot specify
which sheet the poles are on, and that is why we used z(qf ), z(q˜f ) in (5.3.9),
instead of qf or q˜f .
θ
a−
   
      poles onfN
the second sheetqf
~
z
a
O
Figure 5.1: A process in which Nf poles at q˜f on the second sheet far away from
the cut approach the branch cut on the double sheeted z-plane, along a line which
goes through the origin and makes an angle θ with the real z axis. The “×” with
dotted lines denotes the poles on the second sheet, moving in the direction of
the arrow. The two branch points ±a are connected by the branch cut, which is
denoted by a zigzag.
8Throughout this subsection, we will use the dimensionless quantities ẑf , Ŝ, etc. and omit
the hats on them to avoid clutter, unless otherwise mentioned.
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Below, we study the solution to the equation of motion (5.3.8), changing
p ∈ R from p = ∞ to p = −∞. By redefining zf , S by zf → zfe2piir/(Nf−2Nc),
S → Se4piir/(Nf−2Nc), we can bring (5.3.8) to the following form:
zf = pe
iθ = St + S1−t, (5.3.10)
where
Nc
Nf
≡ t.
Henceforth we will use (5.3.10). Because zf as well as S is complex, the position
of the branch points (namely, the ends of the cut), ±a, where
a ≡
√
4S
is also complex, which means that in general the cut makes some finite angle with
the real axis, as shown in Fig. 5.1.
• Nf = Nc
As the simplest example, let us first consider the Nf = Nc (i.e., t = 1) case. We
will see that the poles barely pass through the cut but get soon bounced back to
the second sheet.
The equation of motion (5.3.10) is, in this case,
zf = pe
iθ = S + 1. (5.3.11)
Therefore, as we change p, the position of the branch points changes according
to
a =
√
4S = 2
√
zf − 1 = 2
√
peiθ − 1. (5.3.12)
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Let us look closely at the process, step by step. The point is that transition
between the first and the second sheet can happen only when the cut becomes
parallel to the incident direction of the poles, or when the poles pass through the
origin.
(1) p ≃ +∞, on the second sheet:
In this case, we can approximate the right hand side of (5.3.12) as
a = 2p
1
2 e
iθ
2 (1− p−1e−iθ) 12
≃ 2p 12 e iθ2 e− 12p−1e−iθ = 2p 12 e− 12p−1 cos θ ei( θ2+ 12p−1 sin θ).
Therefore, when the poles are far away, the angle between the cut and the
real axis is approximately θ
2
> 0 (we assume 0 < θ < pi
2
). Furthermore,
as the poles approach (p becomes smaller), the cut shrinks (because of p
1
2 )
and rotates counterclockwise (because of e
i
2
p−1 sin θ). This corresponds to
Fig. 5.2a.
(2) Because the cut is rotating counterclockwise, as the poles approach, the
cut will eventually become parallel to the incident direction, at some point.
This happens when
a2 = 4(peiθ − 1) = 4 [(p cos θ − 1) + ip sin θ] ∝ e2iθ = cos 2θ + i sin 2θ.
By simple algebra, one obtains
p = 2 cos θ, a = 2eiθ. (5.3.13)
Note that this is the only solution; the cut becomes parallel to the incident
direction only once. Because 0 < p < |a| = 2 (we are assuming 0 < θ <
π/2), by the time the cut becomes parallel to the incident direction, the
poles have come inside of the interval [−2eiθ, 2eiθ], along which the cut
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extends when it is parallel to the incident direction. This implies that the
poles cross 9 the cut at this point, and enter into the first sheet. Fig. 5.2b
shows the situation when this transition is about to happen. In Fig. 5.2c,
the poles are just crossing the cut. Fig. 5.2d corresponds to the situation
just after the transition happened; the poles have passed the cut and are
now proceeding on the first sheet.
Here we implicitly assumed that the cut is still rotating counterclockwise
with a finite angular velocity, but this can be shown by expanding a around
(5.3.13) as p = 2 cos θ +∆p. A short computation shows
a ≃ 2e 12∆p cos θeiθ− i2∆p sin θ
which implies that the cut shrinks and rotates counterclockwise if we move
the poles to the left (∆p decreases).
(3) p ≃ 0:
If the poles proceed on the real line further, it eventually reaches the origin
p = 0. By expanding (5.3.12) around p = 0, one obtains
a = 2(epii + peiθ)
1
2 ≃ 2e− 12p cos θei(pi2− 12p sin θ). (5.3.14)
Therefore the cut has a finite size (|a| = 2) at p = 0 and along the imaginary
axis, still rotating counterclockwise, but now expanding. Because the cut
goes through the origin, the poles pass through the cut again and comes
back onto the second sheet (Fig. 5.2e).
(4) p ≃ −∞, on the second sheet:
If the poles have gone far past the cut so that p < 0, |p| ≫ 1, we can
9As mentioned in footnote 2, there is no real physical meaning to the position of the cut
itself.
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θ/2
    approaches the cut from infinity
a) The pole on the second sheet
    making an angle
    with the real axis
θ
zf =2cosθ θie
d) The cut has engulfed 
     the pole.  The pole is now
     on the first sheet.
     the pole, rotating
     counter−clockwise
b) The cut is about to engulf
e) The pole passes through the cut again at the origin,
     ending up back on the second sheet
f) The pole has proceeded on the second sheet
     and gone far on the other side of the cut
θ
θ/2
c) The pole is exactly on the cut
Figure 5.2: Six configurations of the branch cut and the poles. The poles are
depicted by “×” and moving along a line at an angle θ with the real axis, as the
arrow on it indicates. The “×” in solid (dotted) lines denotes poles on the first
(second) sheet. The branch cut is rotating counterclockwise (as the arrows on its
sides indicate), changing its length.
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approximate (5.3.12), as before, as
a = 2|p| 12 e i2 (θ+pi)(1− p−1e−iθ) 12 ≃ 2|p| 12 e 12 |p|−1 cos θ ei(pi2+ θ2− 12 |p|−1 sin θ).
Therefore, as the poles go away, the cut expands and rotates counterclock-
wise. The angle between the cut and the real axis asymptotes to (pi
2
+ θ
2
)
(Fig. 5.2f).
In the above we assumed that 0 < θ < pi
2
. If pi
2
< θ < π, the only difference
is that the order of steps (2) and (3) are exchanged. If θ < 0, the cut rotates
clockwise instead of counterclockwise.
When is the cut shortest in this whole process? From (5.3.12), one easily
obtains
|a| = 2[(p− cos θ)2 + sin2 θ]1/4 ≥ 2| sin θ|1/2. (5.3.15)
Therefore, when the poles are at zf = pe
iθ = cos θ eiθ, which is between the steps
(2) and (3) above, the cut becomes shortest. In particular, in the limit θ → 0
or θ → ±π, the cut completely closes up instantaneously. These correspond
to configurations with either a horizontal cut with poles colliding sideways, or a
vertical cut with poles colliding from right above or from right below. Actually the
existence of the S = 0 solution is easy to see in (5.3.11): it is just zf = 1, S = 0.
Summary: for Nf = Nc, when one moves poles on the second sheet from
infinity along a line toward a cut, poles pass through the cut onto the first sheet
and move away from the cut by a short distance. Then poles are bounced back
to the second sheet again. Therefore, one can never move poles far away from
the cut on the first sheet. During the process, in certain situations, the cut
completely closes up.
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• Nf 6= Nc6 6
Now let us consider a more general case with Nf 6= Nc. We again consider a
situation where poles on the second sheet approach a cut. This time we will
be brief and sketchy, because a detailed analysis such as the one we did for the
Nf = Nc case would be rather lengthy due to the existence of multiple branches,
and would not be very illuminating.
First, let us ask how we can see whether poles are on the first sheet or on the
second sheet, from the behavior of S versus p. Because this is not apparent in
the equation of motion of the form (5.3.10), let us go back to
0 =
∂Weff
∂S
∝ log S−Nc +Nf log
zf ∓
√
z2f − 4S
2
=⇒ St =
zf ∓
√
z2f − 4S
2
.
(5.3.16)
which led to the equation (5.3.10). Here the “−” (“+”) sign corresponds to qf on
the first (second) sheet. For |zf |2 ≫ |4S|, the square root can be approximated as√
z2f − 4S = zf (1−4S/z2f )1/2 ≃ zf(1−2S/z2f ) (our sign convention was discussed
above (5.3.2)). Therefore (5.3.16) is, on the first sheet,
St ≃ zf − zf(1− 2S/z
2
f)
2
=
S
zf
=⇒ zf ≃ S1−t, (5.3.17)
while on the second sheet
St ≃ zf + zf (1− 2S/z
2
f )
2
≃ zf =⇒ zf ≃ St. (5.3.18)
Now let us solve (5.3.10) for |zf | ≫ 1. By carefully comparing the magnitude
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of the two terms in (5.3.10), one obtains
Nf < Nc (1 < t) →

zf ≃ St
zf ≃ S1−t
→ |S| ≃ |p| 1t ,
→ |S| ≃ |p|− 1t−1 ,
|S| ≫ 1
|S| ≪ 1
Nc < Nf < 2Nc (
1
2
< t < 1) → zf ≃ St → |S| ≃ |p| 1t , |S| ≫ 1
2Nc < Nf (0 < t <
1
2
) → zf ≃ S1−t → |S| ≃ |p| 11−t , |S| ≫ 1
(5.3.19)
It is easy to show that |zf |2 ≫ |4S| in all cases. So by using (5.3.17), (5.3.18), we
conclude that the first and the third lines in (5.3.19) correspond to poles on the
second sheet, while the second and the last lines correspond to poles on the first
sheet. This implies that, only for Nf < Nc, poles on the second sheet can pass
through the cut all the way and go infinitely far away on the first sheet from a
cut, as we will see explicitly in the examples below. For Nc < Nf < 2Nc, if one
tries to pass poles through a cut, then either poles will be bounced back to the
second sheet, or the cut closes up before the poles reach it. For Nf > 2Nc, there
is no solution corresponding to poles moving toward a cut from infinity on the
second sheet. This should be related to the fact that in this case glueball S is not
a good IR field. Therefore, this one cut model is not applicable for Nf > 2Nc.
To argue that these statements are true, rather than doing an analysis similar
to the one we did for the Nf = Nc case, we will present some explicit solutions for
some specific values of t = Nc
Nf
and θ, and argue general features. Before looking
at explicit solutions, note that there are multiple solutions to Eq. (5.3.10) which
can be written as
zf = (S
1
Nf )Nc + (S
1
Nf )Nf−Nc . (5.3.20)
From the degree of this equation, one sees that the number of the solutions to
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(5.3.20) is:
Nf ≤ Nc =⇒ 2Nc −Nf solutions,
Nc ≤ Nf ≤ 2Nc =⇒ Nc solutions,
2Nc ≤ Nf =⇒ Nf −Nc solutions.
Therefore, if we solve the equation of motion (5.3.10), in general we expect mul-
tiple branches of solutions. We do not have to consider the Nf branches of the
root S
1
Nf , because it is taken care of by the phase rotation we did above (5.3.10).
Now let us look at explicit solutions for U(2) example. For Nf =
1
2
Nc (t = 2),
the solution to the equation of motion (5.3.10) is
S = −1
3
27 +
√
729− 108z3f
2
1/3−
27 +
√
729− 108z3f
2
−1/3 ,
where three branches of the cubic root are implied. In Fig. 5.3 we plotted |S|
versus p for these branches, for a randomly chosen value of the angle of incidence,
θ = π/6. Even if one changes θ, there are always three branches whose general
shapes are similar to the ones in Fig. 5.3. These three branches changes into one
another when θ is changed by 2π/3. One can easily see which branch corresponds
to what kind of processes, by the fact that on the first sheet |S| ≪ 1 as |p| → ∞,
while on the second sheet |S| ≫ 1 as |p| → ∞. The three branches correspond to
the process in which: i) poles go from the second sheet to the first sheet through
the cut, without any obstruction, ii) poles go from the first sheet to the second
sheet (this is not the process we are interested in), and iii) poles coming from the
second sheet get reflected back to the second sheet. Note that the cut has never
closed in all cases, because |S| is always nonvanishing.
Similarly, for Nf =
3
2
Nc (t =
2
3
), the solution to the equation of motion
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Figure 5.3: The graph of |S| versus p for Nf = 12Nc (t = 2), θ = π/6. The vertical
axis is |S| and the horizontal axis is p. Although we are showing just the θ = π/6
case, there are similar looking three branches for any value of θ, which change
into one another when θ is changed by 2π/3.
(5.3.10) is
S =
1
2
[−3zf − 1± (zf + 1)√4zf + 1] .
This time there are two branches, which change into each other when the θ is
changed by π. We plotted |S| versus p for θ = π/2 in Fig. 5.4. It shows two
possibilities: i) poles coming from the second sheet get reflected back to the
second sheet, for which |S| 6= 0 as p→ 0, ii) the cut closes up before poles passes
through it, for which |S| → 0 as p→ 0.
The Nf = 3Nc (t =
1
3
) case is also described by the same Fig. 5.4. However,
as we discussed below (5.3.19), it does not correspond to a process of poles ap-
proaching the cut from infinity on the second sheet; it corresponds to poles on
the first sheet and we cannot give any physical interpretation to it.
These demonstrate the following general features:
• For Nf < Nc, one can move poles at infinity on the second sheet through
a cut all the way to infinity on the first sheet without obstruction, if one
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Figure 5.4: The graph of |S| versus p for Nf = 32Nc (t = 23) or Nf = 3Nc (t = 13),
for θ = π/2. The two values of t give the same graph. The vertical axis is |S| and
the horizontal axis is p. Although we are showing just the θ = π/2 case, there
are similar looking two branches for any value of θ, which change into each other
when θ is changed by π,
chooses the incident angle appropriately. If the angle is not chosen appro-
priately, the poles will be bounced back to the second sheet.
• For Nc ≤ Nf < 2Nc, one cannot move poles at infinity on the second sheet
through a cut all the way to infinity on first sheet. If one tries to, either i)
the cut rotates and sends the poles back to the second sheet, or ii) the cut
closes up before the poles reach it.
• For 2Nc < Nf , the one cut model does not apply directly.
Nf = 2Nc is an exceptional case, for which the equation of motion (5.3.10)
becomes
zf = 2S
1/2. (5.3.21)
Therefore |S| → 0 as zf → 0, and the cut always closes before the poles reach it.
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Subtlety in S = 0 solutions
If p = 0, or equivalently if zf = 0, there is a subtle, but important point we over-
looked in the above arguments. For zf = 0, the superpotential (5.3.5) becomes
Weff = S
[(
Nc − Nf
2
)
+ log
(
(−1)Nf/2mNc−Nf/2A Λ2Nc−Nf
SNc−Nf/2
)]
= S
[(
Nc − Nf
2
)
+ log
(
(−1)−Nf/2mNc−Nf/2A Λ2Nc−Nf0
SNc−Nf/2
)]
+ 2πiτ0S
=
(
Nc − Nf
2
)
S
[
1 + log
(
Λ˜30
S
)]
+ 2πiτ0S (5.3.22)
with Λ˜
3(Nc−Nf/2)
0 ≡ (−1)−Nf/2mNc−Nf/2A Λ2Nc−Nf0 . Only from here to (5.3.23), S
means the dimensionful quantity (S = mAΛ
2Ŝ; see below (5.3.7)). In addition,
in the second line of (5.3.22), we rewrite the renormalized scale Λ in terms of the
bare scale Λ0 and the bare coupling τ0 using the relation (5.2.13). In our case,
BL = (−1)Nf . The equation of motion derived from (5.3.22) is(
Nc − Nf
2
)
log
(
Λ˜30
S
)
+ 2πiτ0 = 0
and the solution is
S =

Λ˜30 e
2piiτ0
Nc−Nf/2 Nf 6= 2Nc ,
no solution Nf = 2Nc .
(5.3.23)
ForNf < Nc, (5.3.23) is consistent with the fact that the |S| versus p graphs in
Fig. 5.3 all go through the point (p, |S|) = (0, 1) (now S means the dimensionless
quantity). Also for Nf = Nc, (5.3.23) is consistent with the result (5.3.14) (|a| =
2, so |S| = 1). On the other hand, for Nf > Nc, (5.3.23) implies that we should
exclude the origin (p, |S|) = (0, 0) from the |S|-p graphs in Fig. 5.4, which is the
only S = 0 solution (this includes the Nf = 2Nc case (5.3.21)).
10
10One may think that if one uses the first line of (5.3.22), then for Nf = 2Nc, Weff =
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Therefore, the above analysis seems to indicate that, for Nf > Nc, the S = 0
solution at p = 0, or equivalently zf = 0 is an exceptional case and should be
excluded. On the other hand, as can be checked easily, gauge theory analysis
based on the factorization method shows that there is an S = 0 solution in the
baryonic branch. Thus we face the problem of whether the baryonic S = 0
branch for Nf > Nc can be described in matrix model, as alluded to in the
previous discussions.
Note that, there is also an S = 0 solution for Nc = Nf in certain situations, as
discussed below (5.3.15). For this solution, which is in the non-baryonic branch,
there is no subtlety in the equation of motion such as (5.3.23), and it appears to
be a real on-shell solution. This will be discussed further below.
5.3.4 Generalization of IKRSV
In the above and in subsection 5.2.4, we argued that for Nf ≥ Nc the S = 0
solutions are real, on-shell solutions based on the factorization analysis. More
accurately, there are two cases with S = 0: the one in the maximal non-baryonic
branch with Nf ≥ 2Nc and the other one in the baryonic branch with Nc ≤
Nf < 2Nc. The case of non-baryonic branch cannot be discussed in the one cut
model, which is applicable only to Nf < 2Nc. On the other hand, the baryonic
one did show up in the previous subsection, but we just saw above that those
solutions should be excluded by the matrix model analysis. What is happening?
Is it impossible to describe the baryonic branch in matrix model?
Recall that the glueball field S has to do with the strongly coupled dynamics of
S log[(−1)Nf/2] and there are solutions for some Nf . However, the glueball superpotential that
string theory predicts [10, 80] is the third line of (5.3.22) which is in terms of the bare quantities
Λ0 and τ0. If Nf = 2Nc, then the log term vanishes and one cannot define a new scale Λ as we
did in (5.2.13) to absorb the linear term 2piiτ0S.
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U(Nc) theory. That S = 0 in those solutions means that there is no strongly cou-
pled dynamics any more, namely the U(Nc) group has broken down completely.
The only mechanism for that to happen is by condensation of a massless charged
particle which makes the U(1) photon of the U(Nc) group massive. Therefore,
in order to make S = 0 a solution, we should incorporate such an extra massless
degree of freedom, which is clearly missing in the description of the system in
terms only of the glueball S. This extra degree of freedom should exist even in
the Nf = Nc case where S = 0 really is an on-shell solution as discussed below
(5.3.15); we just could not directly see the degree of freedom in this case.
The analysis of [87] hints on what this extra massless degree of freedom should
be in the matrix model / string theory context. Note that, the superpotential
(5.3.22) is of exactly the same form as Eq. (4.5) of [87], if we interpret Nc−Nf/2 ≡
N̂ as the amount of the net RR 3-form fluxes. In [87] it was argued that, if
the net RR flux N̂ vanishes, one should take into account an extra degree of
freedom corresponding to D3-branes wrapping the blown up S3 in the Calabi–
Yau geometry [60], and condensation of this extra degree of freedom indeed makes
S = 0 a solution to the equation of motion. The form of the superpotential
(5.3.22) strongly suggests that the same mechanism is at work for Nf = 2Nc in
the r = Nc non-baryonic branch; condensation of the D3-brane makes S = 0 a
solution. Furthermore, as discussed in [87], for Nf > 2Nc the glueball S is not
a good variable and should be set to zero. A concise way of summarizing this
conclusion is: if the generalized dual Coxeter number h = Nc − Nf/2 is zero or
negative, we should set S to zero in the r = Nc non-baryonic branch.
However, this is not the whole story, as we have discussed in subsection 5.2.4.
As we saw above, we need some extra physics also for Nc ≤ Nf < 2Nc in order
to explain the matrix model result in the baryonic branch. We argue below that
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this extra degree of freedom at least in the Nc < Nf < 2Nc case should also be
the D3-brane wrapping S3 which shrinks to zero when the glueball goes to zero:
S → 0.
The original argument of [87] is not directly applicable for Nf < 2Nc because
there are nonzero RR fluxes penetrating such a D3-brane (N̂ 6= 0). These RR
fluxes induce fundamental string charge on the D3-brane. Because the D3-brane
is compact, there is no place for the flux to end on (note that this flux is not
the RR one but the one associated with the fundamental string charge). Hence
it should emanate some number of fundamental strings. If there are no flavors,
there is no place for such fundamental strings to end on, so they should extend
to infinity. This fact led to the conclusion of [87] that the D3-brane wrapping S3
is infinitely massive and not relevant unless N̂ = 0.
However, in our situation, there are places for the fundamental strings to end
on — noncompact D5-branes which give rise to flavors [10, 80]. In particular,
precisely in the zf = 0 case, where we have S = 0 solutions for Nc < Nf < 2Nc,
the D3-brane wrapping S3 intersects the noncompact D5-branes in the S → 0
limit, hence the 3-5 strings stretching between them are massless. Therefore
the D3-brane with these fundamental strings on it is massless and should be
included in the low energy description. It is well known [68] that such a D-brane
with fundamental strings ending on it can be interpreted as baryons in gauge
theory.11 Condensation of this baryon degree of freedom should make S = 0 a
solution, making the photon massive and breaking the U(Nc) down to U(0). The
precise form of the superpotential for this extra degree of freedom must be more
complicated than the one proposed in [87] for the case without flavors.
11That the D3-brane wrapping S3 cannot exist for Nf < Nc can probably be explained along
the same line as [68], by showing that those 3-5 strings are fermionic. Also, note that the gauge
group here is U(Nc), not SU(Nc) as in [68], hence the “baryon” is charged under the U(1).
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All these analyses tell us the following prescription:
Using the floating mass condition that all Nf poles are on top
of one branch point12 on the Riemann surface, we will have an
S = 0 solution for Nf ≥ 2Nc. For Nc < Nf < 2Nc there are
two solutions: one with S = 0 in the baryonic branch and one
with S 6= 0 in the non-baryonic branch. In multi-cut cases, this
applies to each cut by replacing Nc, S with the corresponding
Nc,i, Si for the cut.
(5.3.24)
In the next section we will discuss the condition we have used in above pre-
scription. Also by explicit examples, we will demonstrate that when the gauge
theory has a solution with closed cuts (Si = 0), one can reproduce its super-
potential in matrix model by setting the corresponding glueballs Si to zero by
hand.
5.4 Two cut model—cubic tree level superpotential
Now, let us move on to U(Nc) theory with cubic tree level superpotential, where
we have two cuts. We will demonstrate that for each closed cut we can set S = 0
by hand to reproduce the correct gauge theory superpotential using matrix model.
Specifically, we take the tree level superpotential to be
Wtree = Tr[W (Φ)]−
Nf∑
I=1
Q˜I(Φ− zf )QI ,
W (z) =
g
3
z3 +
m
2
z2, W ′(z) = gz
(
z +
m
g
)
≡ g(z − a1)(z − a2).
(5.4.1)
Here we wrote down W (z) in terms of g2 = g, g1 = m for definiteness, but
mostly we will work with the last expression in terms of g, a1,2. The general
12This condition will not work for the Nf = Nc,i case.
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breaking pattern in the pseudo-confining phase is U(Nc) → U(Nc,1) × U(Nc,2),
Nc,1+Nc,2 = Nc, Nc,i > 0. In the quantum theory, the critical points at a1 and a2
blow up into cuts along the intervals [a−1 , a
+
1 ] and [a
−
2 , a
+
2 ], respectively. Namely,
we end up with the matrix model curve (5.2.7), which in this case is
y2m = W
′(z)2 + f1(z) = g
2(z − a−1 )(z − a+1 )(z − a−2 )(z − a+2 ). (5.4.2)
We will call the cuts along [a−1 , a
+
1 ] and [a
−
2 , a
+
2 ] respectively the “first cut” and
the “second cut” henceforth. One important difference from the quadratic case
is that, we can study a process where Nf ≥ 2Nc,i flavor poles are near the i-th
cut in the cubic case.
As we have mentioned, our concern is whether the cut is closed or not. Also
from the experiences in the factorization it can be seen that for Nf > Nc,i, when
closed cut is produced, the closed cut and the poles are on top of each other 13.
With all these considerations we take the following condition to constrain the
position of the poles:14
zf = a
−
1 . (5.4.3)
If there are S1 = 0 solutions in which the closed cut and the poles are on top
of each other, then all such solutions can be found by solving the factorization
problem under the constraint (5.4.3), since for such solutions z = a−1 = a
+
1
obviously. One could impose a further condition S1 = 0, or equivalently a
−
1 = a
+
1
if one wants just closed cut solutions, but we would like to know that there also
are solutions with S1 6= 0 for Nf < 2Nc,1, so we do not do that.
13We do not discuss the Nf = Nc,i case where closed cut and poles are not at the same point.
However because the S = 0 solution in this case is an on-shell solution, we can reproduce the
gauge theory result in matrix model without setting S = 0 by hand.
14We could choose zf = a
+
1 or zf = a
±
2 instead of (5.4.3), but the result should be all the
same, so we take (5.4.3) without loss of generality.
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To summarize, what we are going to do below is: first we explicitly solve the
factorization problem under the constraint (5.4.3), and confirm that the S1 = 0
solution exists when Nf > Nc,i. Then, we reproduce the gauge theory superpo-
tential in matrix model by setting S1 = 0 by hand.
Before plunging into that, we must discuss one aspect of the constraint (5.4.3)
and the r-branches, in order to understand the result of the factorization method.
If one solves the factorization equation for a given flavor massmf = −zf (without
imposing the constraint (5.4.3)), then in general one will find multiple r-branches
labeled by an integer K with range 0 ≤ K ≤ min(Nc, [Nf2 ]) (see Eq. (5.2.17)).
This is related to the fact that the factorization method cannot distinguish be-
tween the poles on the first sheet and the ones on the second sheet. The r-branch
labeled by K corresponds to distributing Nf −K poles on the second sheet and
K poles on the first sheet. We are not interested in such configurations; we want
to put Nf poles at the same point on the same sheet. However, as we discuss
now, we actually do not have to worry about the r-branches under the constraint
(5.4.3).
The r-branches with different K are different vacua in general. However,
under the constraint (5.4.3) these r-branches become all identical because at the
branch point z = a±i there is no distinction between the first and second sheets.
This can be easily seen in the matrix model approach. From the equation (5.2.12),
the effective glueball superpotential for the two cut model with Nf −K poles at
q˜f on the second sheet and K poles at qf on the first sheet is
Weff = −1
2
(Nc,1Π1 +Nc,2Π2)− 1
2
(Nf −K)Π(2)f −
1
2
KΠ
(1)
f
+
1
2
(2Nc −Nf )W (Λ0) + 1
2
NfW (q)
− πi(2Nc −Nf)S + 2πiτ0S + 2πib1S1,
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where the periods are defined by
Si =
1
2πi
∫
Ai
R(z)dz, Πi = 2
∫ Λ0
a−i
y(z)dz,
Π
(2)
f =
∫ Λ˜0
q˜f
y(z)dz,
Π
(1)
f =
∫ Λ˜0
qf
y(z)dz =
[∫ q˜f
qf
+
∫ Λ˜0
q˜f
]
y(z)dz ≡ ∆Πf +Π(2)f
with i = 1, 2. The periods Π
(1)
f , Π
(2)
f are associated with the poles on the first
sheet and the ones on the second sheet, respectively. The contour C2 for Π
(2)
f is
totally on the second sheet, while the contour C1 for Π
(1)
f is from qf on the first
sheet, through a cut, to Λ˜0 on the second sheet. These contours are shown in
Fig. 5.5. This r-branch with K poles on the first sheet can be reached by first
starting from the pseudo-confining phase with all Nf poles at q˜f (K = 0) and
then moving K poles through the cut to qf . The path along which the poles are
moved in this process is the difference in the contours, C1 − C2 ≡ ∆C 15.
When we impose the constraint (5.4.3), then the difference ∆C vanishes (Fig.
5.6). Therefore there is no distinction between C1, C2 and hence Π
(1)
f = Π
(2)
f for
any K. In other words, all K-th branches collapse16 to the same branch under
the constraint (5.4.3).
Now, let us explicitly solve the factorization problem under the constraint
(5.4.3), and check that the S = 0 solutions exist as advertised before. In solv-
ing the factorization problem, we do not have to worry about the r-branches
15There is ambiguity in taking ∆C; for example we can take ∆C to go around a+1 in Fig.
5.5. However, the difference in
∫
∆C y(z)dz for such different choices of ∆C is 2piinS1, n ∈ Z,
which can be absorbed in redefinition of the theta angle and is immaterial.
16In fact this collapse was observed in [84, 25] for SO(Nc) and USp(2Nc) gauge groups
with massless flavors. We have seen that there are only two branches, i.e., Special branch and
Chebyshev branch, which correspond to the baryonic branch and the non-baryonic branch in
U(Nc) case.
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           poles on
Λ~0
q~fqf
C1
C2
f
the second sheetthe first sheet
K    poles on
a1
+a1
−
.
N −K
Figure 5.5: Contours C1 and C2 defining Π
(1)
f and Π
(2)
f , respectively. The part of
a contour on the first sheet is drawn in a solid line, while the part on the second
sheet is drawn in a dashed line. The Nf −K poles on the second sheet and the
K poles on the first sheet are actually on top of each other (more precisely, their
projections to the z-plane are.)
. Λ~0
C2
C1
q~f
qf
a1
−
a1
+
Figure 5.6: Under the constraint (5.4.3), contours C1 and C2 become degenerate:
C1 = C2.
because there is no distinction among them under the constraint (5.4.3). Then,
we compute the exact superpotential using the data from the factorization and
reproduce it in matrix model by setting S = 0 by hand when S = 0 on the gauge
theory side.
For simplicity and definiteness, we consider the case of U(3) gauge group
henceforth. We consider Nf < 2Nc flavors, namely 1 ≤ Nf ≤ 5, because Nf ≥
2Nc cases are not asymptotically free and cannot be treated in the framework of
the Seiberg–Witten theory.
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5.4.1 Gauge theory computation of superpotential
In this subsection, we solve the factorization equation under the constraint (5.4.3)
and compute the exact superpotential, for the system (5.4.1) with U(3) gauge
group and with various breaking patterns.
5.4.1.1 Setup
The factorization equation for U(3) theory with Nf flavors with mass mf = −zf
is given by17 [81]
P˜3(z˜)
2 − 4Λ6−Nf (z˜ − zf )Nf = H˜1(z˜)2
[
W ′(z˜)2 + f1(z˜)
]
= H˜1(z˜)
2(z˜ − a−1 )(z˜ − a+1 )(z˜ − a−2 )(z˜ − a+2 ), (5.4.4)
where we set g = 1 for simplicity and W ′(z˜) is given by (5.4.1). The breaking
pattern is assumed to be U(3)→ U(Nc,1)× U(Nc,2) with Nc,i > 0. Here we used
new notations to clarify the shift of the coordinate below. For quantities after the
shift, we use letters without tildes. Enforcing the constraint (5.4.3) and shifting
z˜ as z˜ = z + a−1 , we can rewrite this relation as follows:
P3(z)
2 − 4Λ6−Nf zNf = H1(z)2
[
W˜ ′(z)2 + f˜1(z)
]
= H1(z)
2
[
z(z − a˜+1 )(z − a˜−2 )(z − a˜+2 )
]
≡ H1(z)2
[
z(z3 +Bz2 + Cz +D)
]
. (5.4.5)
Because of the shift, the polynomials P3(z) and H1(z) are different in form from
P˜3(z˜) and H˜1(z˜) in (5.4.4). We parametrize the polynomials P3(z) and H1(z) as
P3(z) = z
3 + az2 + bz + c, H1(z) = z −A. (5.4.6)
17From the result of Appendix (5.A.3), the matrix model curve with flavors does not change
even for Nf > Nc, contrary to [7].
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The parameters B,C can be written in terms of the parameters in
W˜ ′(z) =W ′(z˜) = z˜(z˜ +mA) = (z + a
−
1 )(z + a
−
1 +mA) ≡ (z − a1)(z − a2)
by comparing the coefficients in (5.4.2):
a1 =
−B ∓√3B2 − 8C
4
, a2 =
−B ±√3B2 − 8C
4
,
∆2 ≡ (a˜2 − a˜1)2 = (a2 − a1)2 = 3B
2 − 8C
4
. (5.4.7)
The ambiguity in signs in front of the square roots can be fixed by assuming
a1 < a2. Finally we undo the shift by noting that
W (z˜) =
1
3
z˜3 +
mA
2
z˜2 =
z3
3
− (a1 + a2)z
2
2
+ a1a2z +
1
6
(a31 − 3a21a2). (5.4.8)
With all this setup, we can compute the superpotential as follows. First we
factorize the curve according to (5.4.5). Then we find the Casimirs U1, U2, U3
from P3(z)
18 and solve for a1, a2 using the last equation of (5.4.7). Finally we
put all these quantities into (5.4.8) to get the effective action as
Wlow = 〈TrW (Φ)〉 = U3 − (a1 + a2)U2 + a1a2U1 + Nc
6
(a31 − 3a21a2). (5.4.9)
Here, for a1, a2, one can use the first two equations of (5.4.7). We also want to
know whether the first cut (the one along the interval [a−1 , a
+
1 ]) is closed or not;
we expect that the cut closes if we try to bring too many poles near the cut. As
is obvious from (5.4.5), this can be seen from the value of D. If D = 0, the cut
is closed, while if D 6= 0, the cut is open.
5.4.1.2 The result of factorization problem
We explicitly solved the factorization problem for U(3) gauge theories with Nf =
1, 2, . . . , 5 and summarized the result in Table 1. Let us explain about the table.
18From the coefficients of P3(z), namely a, b and c, one can compute the Casimirs Uk =
1
k
〈
TrΦk
〉
using the quantum modified Newton relation Appendix (5.A.1) as explained in Ap-
pendix 5.C.
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Nf
breaking pattern
Û(Nc,1)× U(Nc,2)
Nf ≤ Nc,1 Nc,1 < Nf < 2Nc,1 2Nc,1 ≤ Nf
the first
cut is
1 Û(2)× U(1) © - - open
Û(1)× U(2) © - - open
2 Û(1)× U(2) - - © closed
Û(2)× U(1) © - - open
3 Û(1)× U(2) - - © closed
Û(2)× U(1) - © - closed
Û(2)× U(1) - © - open
4 Û(1)× U(2) - - © closed
Û(2)× U(1) - - © closed
5 Û(1)× U(2) - - © closed
Û(2)× U(1) - - © closed
Table 5.1: The result of factorization of curves for U(3) with up to Nf = 5 flavors.
“©” denotes which inequality Nf and Nc,1 satisfy.
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Û(Nc,1) × U(Nc,2) denotes the breaking pattern of the U(3) gauge group. The
hat on the first factor means that the pole is at one of the branch points of the
first cut (Eq. (5.4.3)) which is associated with the first factor U(Nc,1). Of course
this choice is arbitrary and we may as well choose U(Nc,2), ending up with the
same result. Finally, whether the cut is closed or not depends on whether D = 0
or not, as explained below (5.4.9).
Now let us look carefully at Table 1, comparing it with the prescription
(5.3.24) based on the analysis of the one cut model.
First of all, for Nf ≥ 2Nc,1, the first cut is always closed. We will see be-
low that in these cases with a closed cut the superpotential can be reproduced
by setting S1 = 0 by hand in the corresponding matrix model, confirming the
prescription (5.3.24) for Nf > 2Nc,1.
Secondly, the lines for Nf = 3 and Û(2) × U(1) correspond to the Nc,1 <
Nf < 2Nc,1 part of the prescription (5.3.24). There indeed are both an open cut
solution and a closed cut solution. We will see below that the superpotential
of the closed cut solution can be reproduced by setting S1 = 0 by hand in the
corresponding matrix model. On the other hand, the superpotential of the open
cut solution can be reproduced by not setting S1 = 0, namely by treating S1
a dynamical variable and extremizing Weff with respect to it. In fact these two
solutions are baryonic branch for a closed cut and non-baryonic branch for an
open cut.
Finally, for Nf ≤ Nc,1, the cut is always open, which is also consistent with
the prescription (5.3.24). In this case, the superpotential of the open cut solution
can be reproduced by extremizing Weff with respect to it, as we will see below.
For Nf = Nc,1 there should be an S1 = 0 (a
−
1 = a
+
1 ) solution for some zf
(corresponding to U(2) theory with Nf = 2 in the r = 0 branch) in the quadratic
169
case, but under the constraint (5.4.3) we cannot obtain that solution.
Below we present resulting exact superpotentials, for all possible breaking
patterns. For simplicity, we do not take care of phase factor of Λ which gives rise
to the whole number of vacua. For details of the calculation, see Appendix 5.C.
Results
Definitions: Wcl = −13 for Û(1) × U(2) and Wcl = −16 for Û(2) × U(1). For
simplicity we set g = 1 and ∆ = a2 − a1 = −m/g = 1.
• Û(1)× U(2) with Nf = 1
Wlow =Wcl − 2T − 5T
2
2
+
115T 3
12
− 245T
4
4
+
30501T 5
64
− 12349T
6
3
+ · · · , T ≡ Λ 52 .
• Û(2)× U(1) with Nf = 1
Wlow = Wcl − 5T
2
2
+
5T 3
3
− 11T
4
3
+ 11T 5 − 235T
6
6
+ · · · , T ≡ Λ 53 .
• Û(1)× U(2) with Nf = 2
Wlow = Wcl + 2T
2 − 6T 4 − 32T
6
3
− 40T 8 − 192T 10 − 3136T
12
3
+ · · · , T ≡ Λ.
• Û(2)× U(1) with Nf = 2
Wlow =Wcl − 2T 4− 16T
6
3
− 24T 8− 128T 10− 2240T
12
3
+ · · · , T ≡ Λ.
• Û(1)× U(2) with Nf = 3
Wlow =Wcl + 2T − 19T
2
2
+
51T 3
4
+
157T 4
4
+
5619T 5
64
+
33T 6
2
+ · · · , T ≡ Λ 32 .
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• Û(2)× U(1) with Nf = 3: two solutions
Wlow,baryonic = Wcl + T − 5T
2
2
− 33T 3
− 543T 4 − 10019T 5 − 396591T
6
2
+ · · · , T ≡ Λ3.
Wlow = Wcl + Λ
3.
• Û(1)× U(2) with Nf = 4
Wlow = Wcl + 2T − 13T 2 + 176T
3
3
− 138T 4 + 792T 6
− 9288T 8 + 137376T 10 − 2286144T 12 + · · · , T ≡ Λ.
• Û(2)× U(1) with Nf = 4
Wlow = Wcl + T − 6T 2 − 40T
3
3
− 56T 4 − 288T 5
− 4928T
6
3
− 9984T 7 − 63360T 8 − 1244672T
9
3
− 2782208T 10 − 19009536T 11 · · · , T ≡ Λ2.
• Û(1)× U(2) with Nf = 5
Wlow = Wcl − 2T − 33T
2
2
− 1525T
3
12
− 3387T
4
4
− 314955T
5
64
− 74767T
6
3
+ · · · , T ≡ Λ 12 .
• Û(2)× U(1) with Nf = 5
Wlow = Wcl + T − 19T
2
2
+
154T 3
3
− 132T 4 + 828T 6 + · · · , T ≡ Λ.
5.4.2 Matrix model computation of superpotential
In this subsection we compute the superpotential of the system (5.4.1) in the
framework of [35]. If all theNf flavors have the same massmf = −zf , the effective
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glueball superpotential Weff(Sj) for the pseudo-confining phase with breaking
pattern U(Nc)→
∏n
i=1 U(Nc,i),
∑n
i=1Nc,i = Nc is, from (5.2.12),
Weff(Sj) = −1
2
n∑
i=1
Nc,iΠi − Nf
2
Πf +
(
Nc − Nf
2
)
W (Λ0) +
Nf
2
W (zf)
− 2πi
(
Nc − Nf
2
)
S + 2πiτ0S + 2πi
n−1∑
i=1
biSi, (5.4.10)
where the periods associated with adjoint and fundamentals are defined by
Πi(Sj) ≡ 2
∫ Λ0
a−i
y(z)dz, Πf(Sj) ≡
∫ Λ˜0
z˜f
y(z)dz = −
∫ Λ0
zf
y(z)dz,
y(z) =
√
W ′(z)2 + f1(z) .
For cubic tree level superpotential (5.4.1), the periods Π1,2(Sj) were computed
by explicitly evaluating the period integrals by power expansion in [10], as
Π1
2g∆3
=
1
g∆3
[W (Λ0)−W (a1)] + s1
[
1 + log
(
λ20
s1
)]
+ 2s2 log λ0
+ (−2s21 + 10s1s2 − 5s22) +
(
−32
3
s31 + 91s
2
1s2 − 118s1s22 +
91
3
s32
)
+
(
−280
3
s41 +
3484
3
s31s2 − 2636s21s22 +
5272
3
s1s
3
2 −
871
3
s42
)
+ · · · ,
Π2
2g∆3
=
1
g∆3
[W (Λ0)−W (a2)] + s2
[
1 + log
(
λ20
−s2
)]
+ 2s1 log λ0
+ (2s22 − 10s1s2 + 5s21) +
(
−32
3
s32 + 91s1s
2
2 − 118s21s2 +
91
3
s31
)
+
(
280
3
s42 −
3484
3
s1s
3
2 + 2636s
2
1s
2
2 −
5272
3
s31s2 +
871
3
s41
)
+ · · · ,
(5.4.11)
where ∆ ≡ a2 − a1, si ≡ Si/g∆3, and λ0 ≡ Λ0/∆.
Under the constraint (5.4.3), the contours defining Π1 and Πf coincide, so
1
2
Π1 = −Πf =
∫ Λ0
zf=a
−
1
y(z)dz. (5.4.12)
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Using this, we can rewrite (5.4.10) as
Weff(S1, S2) =
[
Nc,1W (a1) +Nc,2W (a2)
]
− Nf
2
[
W (a1)−W (zf )
]
− N˜c,1
[1
2
Π1 −W (Λ0) +W (a1)
]
−Nc,2
[1
2
Π2 −W (Λ0) +W (a2)
]
− 2πi(N˜c,1 +Nc,2)S + 2πiτ0S + 2πib1S1. (5.4.13)
Here we rearranged the terms taking into account the fact that the periods take
the form 1
2
Πi = W (Λ0)−W (ai) + (quantum correction of order O(Si)), and also
the fact that we are considering zf = a
−
1 ≃ a1 (thus the second term). The first
line corresponds to the classical contribution, while the second and third lines
correspond to quantum correction. Furthermore, we defined N˜c,1 ≡ Nc,1−Nf/2.
We would like to extremize thisWeff (5.4.13) with respect to S1,2, and compute
the low energy superpotential that can be compared with the Wlow obtained in
the previous subsection using gauge theory methods. In doing that, one should
be careful to the fact that one should treat the mass zf as an external parameter
which is independent of S1,2 although we are imposing the constraint (5.4.3),
zf = a
−
1 = a
−
1 (S1, S2). Where is the zf dependence in (5.4.13)? Firstly, zf
appears explicitly in the second term in (5.4.13). Therefore, when we differentiate
Weff with respect to S1,2, we should exclude this term. Secondly, there is a more
implicit dependence on zf in Πf = −
∫ Λ0
zf
y(z)dz, which we replaced with −Π1/2
using (5.4.12). If we forget to treat zf as independent of Si, then we get an
apparently unwanted, extra contribution as
∂Πf
∂Si
= − ∫ Λ0
zf
∂y(z)
∂Si
dz− ∂zf
∂Si
· y(z)|z=zf .
However, this last term actually does not make difference because
y(z)|z=zf = g
√
(z − zf )(z − a+1 )(z − a−2 )(z − a+2 )
∣∣∣∣
z=zf
= 0.
Therefore what one should do is: i) plug the expression (5.4.11) into (5.4.13), ii)
solve the equation of motion for S1,2 using (5.4.13) without the second term, and
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then iii) substitute back the value of S1,2 into (5.4.13), now with the second term
included.
Solving the equation of motion can be done by first writing the Veneziano–
Yankielowicz term (log and linear terms) as
− N˜c,1
[1
2
Π1 −W (Λ0) +W (a1)
]
−Nc,2
[1
2
Π2 −W (Λ0) +W (a2)
]
− 2πi(N˜c,1 +Nc,2)S + 2πiτ0S + 2πib1S1
= g∆3
{
N˜c,1s1[1− log(s1/λ31)] +Nc,2s2[1− log(s2/λ32)] +O(s2i )
}
,
where
λ
3N˜c,1
1 = λ
2(N˜c,1+2Nc,2)
0 e
2pii(N˜c,1+Nc,2)−2piiτ0−2piib1 ,
λ
3Nc,2
2 = (−1)Nc,2λ2N˜c,1+2Nc,20 e2pii(N˜c,1+Nc,2)−2piiτ0 ,
and then solving the equation of motion perturbatively in λ1,2. In this way, one
can straightforwardly reproduce the results obtained in the previous section in
the case with the first cut open. In the case with the first cut closed , in order to
reproduce the results in the previous section, one should first set S1 = 0 by hand,
and then extremize Weff with respect to the remaining dynamical variable S2.
Following the procedure above, we checked explicitly that extremizing
Weff(S1, S2) (open cut) orWeff(S1=0, S2) (closed cut) reproduces theWlow up the
order presented in the previous section, for all breaking patterns for U(3) theory.
In the above, we concentrated the explicit calculations of effective superpoten-
tials in U(3) theory with cubic tree level superpotential. These explicit examples
are useful to see that the prescription (5.3.24) really works; one can first de-
termine using factorization method when we should set Si = 0 by hand, and
then explicitly check that the superpotential obtained by gauge theory can be
reproduced by matrix model.
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However, if one wants only to show the equality of the two effective super-
potentials on the gauge theory and matrix model sides, one can actually prove
it in general cases. In Appendix 5.B, we prove this equivalence for U(Nc) gauge
theory with an degree (k+1) tree level superpotential where k+1 < Nc. There,
we show the following: if there are solutions to the factorization problem with
some cuts closed, then the superpotential Wlow of the gauge theory can be repro-
duced by extremizing the glueball superpotential Weff(Si) on the matrix model
side, after setting the corresponding glueball fields Si to zero by hand. Note that,
on the matrix side we do not know when we should set Si to zero a priori ; we
can always set Si to zero in matrix model, but that does not necessarily corre-
spond to a physical solution on the gauge theory side that solves the factorization
constraint.
5.5 Conclusion and some remarks
In this paper, taking N = 1 U(Nc) gauge theory with an adjoint and flavors,
we studied the on-shell process of passing Nf flavor poles on top of each other
on the second sheet through a cut onto the first sheet. This corresponds to a
continuous transition from the pseudo-confining phase with U(Nc) unbroken to
the Higgs phase with U(Nc − Nf) unbroken (we are focusing on one cut). We
confirmed the conjecture of [35] that for Nf < Nc the poles can go all the way
to infinity on the first sheet, while for Nf ≥ Nc there is obstruction. There are
two types of obstructions: the first one is that the cut rotates, catches poles and
sends them back to the first sheet, while the second one is that the cut closes up
before poles reach it. The first obstruction occurs for Nc ≤ Nf < 2Nc whereas
the second one occurs for Nc < Nf .
If a cut closes up, the corresponding glueball S vanishes, which means that the
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U(Nc) group is completely broken down. This can happen only by condensation
of a charged massless degree of freedom, which is missing in the matrix model
description of the system. With a massless degree of freedom missing in the
description, the S = 0 solution should be singular in matrix model in some sense.
Indeed, we found that the S = 0 solution of the gauge theory does not satisfy
the equation of motion in matrix model (with an exception of the Nf = Nc case,
where the S = 0 solution does satisfy the equation of motion). How to cure this
defect of matrix model is simple — the only thing the missing massless degree of
freedom does is to make S = 0 a solution, so we just set S = 0 by hand in matrix
model. We gave a precise prescription (5.3.24) when we should do this, i.e., in the
baryonic branch for Nc,i ≤ Nf < 2Nc,i and in the r = Nc,i non-baryonic branch,
and checked it with specific examples.
The string theory origin of the massless degree of freedom can be conjectured
by generalizing the argument in [87]. We argued that it should be the D3-brane
wrapping the blown up S3, along with fundamental strings emanating from it
and ending on the noncompact D5-branes in the Calabi–Yau geometry.
Although we checked that the prescription works, the string theory picture of
the S = 0 solution needs further refinement, which we leave for future research.
For example, although we argued that some extra degree of freedom makes S = 0
a solution, we do not have the precise form of the superpotential including that
extra field. It is desirable to derive it and show that S = 0 is indeed a solution, as
was done in [87] in the case without flavors. Furthermore, we saw that there is an
on-shell S = 0 solution for Nf = Nc. Although this solution solves the equation
of motion in matrix model, there should be a massless field behind the scene. It
is interesting to look for the nature of this degree of freedom. It cannot be the
D3-branes with fundamental strings emanating from it, since for this solution the
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noncompact D5-branes are at finite distance from the collapsed S3 and the 3-5
strings are massive. Finally, we found that the S = 0 solution is in the baryonic
branch. It would be interesting to ask if one can describe the baryonic branch in
the matrix model framework by adding some extra degrees of freedom.
In the following, we study some aspects of the theory, which we could not
discuss so far. We will discuss generalization to SO(Nc) and USp(2Nc) gauge
groups by computing the effective superpotentials with quadratic tree level su-
perpotential.
5.5.1 SO(Nc) theory with flavors
Here we consider the one cut model for SO(Nc) gauge theory with Nf flavors.
The tree level superpotential of the theory is obtained from N = 2 SQCD by
adding the mass mA for the adjoint scalar Φ
Wtree =
mA
2
TrΦ2 +QfΦQf
′
Jff ′ +Q
fm˜ff ′Q
f ′ . (5.5.1)
where f = 1, 2, · · · , 2Nf and the symplectic metric Jff ′ and mass matrix for
quark m˜ff ′ are given by
J =
 0 1
−1 0
⊗ 1lNf×Nf , m˜ =
 0 1
1 0
⊗ diag(m1, · · · , mNf ) .
For this simple case the matrix model curve is given by
y(z)2 = m2A
(
z2 − 4µ2) . (5.5.2)
This Riemann surface is a double cover of the complex z-plane branched at the
roots of y2m (that is z = ±2µ).
The effective superpotential receives contributions from both the sphere and
the disk amplitudes in the matrix model [47] and the explicit form was given in
177
[35] for U(Nc) gauge theory with flavors. Now we apply this procedure to our
SO(Nc) gauge theory with flavors and it turns out the following expression
Weff = −1
2
(
n∑
i=−n
Nc,i − 2
)∫
B̂ri
y(z)dz − 1
4
2Nf∑
I=1
∫ Λ˜0
q˜I
y(z)dz
+
1
2
(2Nc − 4− 2Nf)W (Λ0) + 1
2
2Nf∑
I=1
W (zI)
− πi (2Nc − 4− 2Nf)S + 2πiτ0S + 2πi
n∑
i=1
biSi
where S = S0 + 2
∑n
i=1 Si and zI is the root of
B(z) = det m(z) =
Nf∏
I=1
(
z2 − z2I
)
.
Since the curve (5.5.2) is same as the one (5.3.1) of U(Nc) gauge theory, we
can use the integral results given there to write down the effective superpotential
as
Weff = S
(Nc − 2)
2
+ log
2Nc−22 mNc−22A ΛNc−2−Nfdetz
S
Nc−2
2

− S
Nf∑
I=1,rI=0
[
− log
(
1
2
+
1
2
√
1− 2S
mAz
2
I
)
+
mAz
2
I
2S
(√
1− 2S
mAz
2
I
− 1
)
+
1
2
]
− S
Nf∑
I=1,rI=1
[
− log
(
1
2
− 1
2
√
1− 2S
mAz2I
)
+
mAz
2
I
2S
(
−
√
1− 2S
mAz2I
− 1
)
+
1
2
]
.
We can solve M(z) and T (z) as did for U(Nc) gauge theory. For simplicity
we take all rI = 0, i.e., all poles at the second sheet. For the I-th block diagonal
matrix element of M(z) (I = 1, · · · , Nf ) it is given by
MI(z) =
 0 −R(z)−R(qI=mI )z−mI
R(z)−R(qI=−mI)
z+mI
0

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where
R(z) = mA
(
z −
√
z2 − 4µ2
)
.
Expanding MI(z) in the series of z we can find
〈
QfΦQf
′
Jff ′ +Q
fm˜ff ′Q
f ′
〉
=
2NfS.
The gauge invariant operator T (z) can be constructed similarly as follows:
T (z) =
B′(z)
2B(z)
−
Nf∑
I=1
y(qI)zI
y(z) (z2 − z2I )
+
c(z)
y(z)
− 2
z
R(z)
y(z)
(5.5.3)
where
c(z) =
〈
Tr
W ′(z)−W ′(Φ)
z − Φ
〉
−
Nf∑
I=1
zW ′(z)− zIW ′(zI)
(z2 − z2I )
.
For the theory without the quarks, the Konishi anomaly was derived in [30, 31,
97]. The last term in (5.5.3) reflects the action of orientifold. For our example
we have
c(z) = mA (Nc −Nf) .
and
T (z) =
1
z
Nc +
1
z3
 Nf∑
I=1
zI
(
zI −
√
z2I − 4µ2
)
+ 2µ2 (Nc − 2−Nf )

+
1
z5
 Nf∑
I=1
z4I −
Nf∑
I=1
√
z2I − 4µ2zI
(
z2I + 2µ
2
)
+ 6µ4 (Nc −Nf )− 12µ4

+O (1/z7) ,
where for equal mass of flavor, we get
〈TrΦ2〉 = Nfq
(
q −
√
q2 − 4µ2
)
+ 2µ2 (Nc − 2−Nf)
〈TrΦ4〉 = Nfq4 −Nf
√
q2 − 4µ2q (q2 + 2µ2)+ 6µ4 (Nc − 2−Nf ) .
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Let us assume the mass of flavors are the same and K of them (in this case,
rI = 1) locate at the first sheet while the remainder (Nf−K) where rI = 0 are at
the second sheet. Then from the effective superpotential, it is ready to extremize
this with respect to the glueball field S 19
0 = log
(
Λ
3
2
(Nc−2)−Nf
1
S
Nc−2
2
)
+K log
zf −
√
zf 2 − 2SmA
2
+ (Nf −K) log
zf +
√
zf 2 − 2SmA
2
 . (5.5.4)
Or by rescaling the fields Ŝ = S
2mAΛ2
, ẑf =
zf
Λ
one gets the solution and consider
for K = 0 case
1 = Ŝ−
Nc−2
2
 ẑf +
√
ẑ2f − 4Ŝ
2
Nf .
This equation is the same as the one in U(Nc) case with Nc → Nc−22 , so the
discussion of passing poles will go through without modification and the result is
when Nf ≥ Nc−22 , the on-shell poles at the second plane cannot pass the cut to
reach the first sheet far away from the cut.
By using the condition (5.5.4), one gets the on-shell effective superpotential
Weff,on-shell =
1
2
(Nc − 2−Nf)S
+
1
2
mAzf
2
(
Nf + (2K −Nf)
√
1− 2S
mAzf 2
)
.
It can be checked that this is the same as 1
2
mA 〈TrΦ2〉.
19One can easily check that this equation with parameters (Nc, Nf ,K) is equivalent to the
one with parameters (Nc − 2r,Nf − 2r,K − r). The equation of motion for glueball field is
the same. Since the equation of motion for both r-th Higgs branch and (Nf − r)-th Higgs
branch is the same, one expects that both branches have some relation. By redefinition of
S → 4m2AΛ4S ≡ S˜, zf → 2mAΛ
2
S zf ≡ z˜f we get the final relation between K Higgs branch and
(Nf −K) Higgs branch.
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5.5.2 USp(2Nc) theory with flavors
For the USp(2Nc) gauge theory with Nf flavors we will sketch the discussion
because most of them is similar to SO(Nc) gauge theory. The tree level superpo-
tential is given by (5.5.1) but with J the symplectic metric, and m˜ff ′ the quark
mass given by
J =
 0 1
−1 0
⊗ 1lNc×Nc , m˜ =
0 −1
1 0
⊗ diag(m1, · · · , mNf ) .
We parametrize the matrix model curve and the resolvent R(z) as
y2m = W
′(z)2 + f(z) = m2A
(
z2 + 4µ2
)
,
R(z) = mA
(
z −
√
z2 + 4µ2
)
.
The effective superpotential is given by
Weff = S (Nc + 1)
[
1 + log
(
Λ˜3
S
)]
− S
Nf∑
I=1,rI=0
[
− log
(
1
2
+
1
2
√
1 +
2S
mAz2I
)
− mAz
2
I
2S
(√
1 +
2S
mAz2I
− 1
)
+
1
2
]
− S
Nf∑
I=1,rI=1
[
− log
(
1
2
− 1
2
√
1 +
2S
mAz2I
)
− mAz
2
I
2S
(
−
√
1 +
2S
mAz2I
− 1
)
+
1
2
]
and T (z) is given by
T (z) =
B′(z)
2B(z)
−
Nf∑
I=1
y(qI)zI
y(z) (z2 − z2I )
+
c(z)
y(z)
+
2
z
R(z)
y(z)
.
Note the last term (different sign) compared with the SO(Nc) gauge theory. From
the solution of M(z), we can show that although〈
Qf (ΦJ)ff ′Q
f ′ +Qfm˜ff ′Q
f ′J
〉
= 2NfS 6= 0,
we still have on-shell relation 1
2
mA 〈TrΦ2〉 =Weff.
181
The equation of motion is given by 20
0 = log Ŝ−Nc−1 +K log
 ẑf −
√
ẑ2f + 4Ŝ
2

+ (Nf −K) log
 ẑf +
√
ẑ2f + 4Ŝ
2

where Ŝ = S
2mAΛ2
, ẑf =
zf
Λ
. From this we can read out the following result: when
Nf ≥ Nc + 1, the on-shell poles at the second sheet cannot pass through the cut
to reach the first sheet far away from the cut.
Appendix
5.A On matrix model curve with Nf(> Nc) flavors
In this Appendix we prove by strong coupling analysis that matrix model curve
corresponding to U(Nc) supersymmetric gauge theory with Nf flavors is exactly
the same as the one without flavors when the degree (k + 1) of tree level super-
potential Wtree is less than Nc
21. This was first proved in [80] but the derivation
was valid only for the range Nf < Nc. Then in [81], the proof was extended to
the cases with the range 2Nc > Nf ≥ Nc. However, in [81], the characteristic
function PNc(x) was defined by PNc(x) = det(x−Φ), without taking into account
the possible quantum corrections due to flavors. In consequence, it appeared that
20One can easily check that this equation with parameters (2Nc, Nf ,K) is equivalent to
the one with parameters (2Nc − 2r,Nf − 2r,K − r). In other words, the equation of motion
for glueball field is the same. Since the equation of motion for both r-th Higgs branch and
(K − r)-th Higgs branch is equivalent to each other, one expects that both branches have some
relation.
21The generalized Konishi anomaly equation of R(z) given in (5.2.6) is same with or without
flavors, so the form of the solution is the same for gauge theory with or without flavor. In this
Appendix we use another method to prove this result.
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the matrix model curve is changed by addition of flavors. In this Appendix, we
use the definition of PNc(x) proposed in Eq. (C.2) of [35]:
PNc(x) = x
Ncexp
(
−
∞∑
i=1
Ui
xi
)
+ Λ2Nc−Nf
B̂(x)
xNc
exp
(
∞∑
i=1
Ui
xi
)
, (5.A.1)
which incorporates quantum corrections and reduces to PNc(x) = det(x− Φ) for
Nf = 0, and see clearly that the matrix model curve is not changed, even when
the number of flavors is more than Nc. Since PNc(x) is a polynomial in x, (5.A.1)
can be used to express Ur with r > Nc in terms of Ur with r ≤ Nc by imposing
the vanishing of the negative power terms in x.
Assuming that the unbroken gauge group at low energy is U(1)n with n ≤ k,
the factorization form of Seiberg–Witten curve can be written as,
P 2Nc(x)− 4Λ2Nc−Nf B̂(x) = H2Nc−n(x)F2n(x).
The effective superpotential with this double root constraint can be written as
follows 22.
Weff =
k∑
r=0
grUr+1 +
Nc−n∑
i=1
[
Li
∮ PNc(x)− 2ǫiΛNc−Nf2 √B̂(x)
x− pi dx
+Bi
∮ PNc(x)− 2ǫiΛNc−Nf2 √B̂(x)
(x− pi)2 dx
]
.
The equations of motion for Bi and pi are given as follows respectively:
0 =
∮ PNc(x)− 2ǫiΛNc−Nf2 √B̂(x)
(x− pi)2 dx,
0 = 2Bi
∮ PNc(x)− 2ǫiΛNc−Nf2 √B̂(x)
(x− pi)3 dx.
22If we want to generalize this proof to more general cases in which k+1 is greater than and
equals to Nc, we have to take care more constraints like Appendix A in [79], which should be
straightforward.
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Assuming that the factorization form does not have any triple or higher roots, we
obtain Bi = 0 at the level of equation of motion. Next we consider the equation
of motion for Ur:
0 = gr−1 +
Nc−n∑
i=1
∮ [
PNc
xr
− 2x
Nc
xr
exp
(
−
∞∑
i=1
Ui
xi
)]
Li
x− pidx
where we used Bi = 0 and (5.A.1) to evaluate
∂PNc
∂Ur
. Now, as in [79], we multiply
this by zr−1 and sum over r.
W ′(z) = −
∮
PNc
x− z
Nc−n∑
i=1
Li
x− pidx+
∮
2xNc
x− z exp
(
−
∞∑
k=1
Uk
xk
)
Nc−n∑
i=1
Li
x− pidx.
Defining the polynomial Q(x) in terms of
Nc−n∑
i=1
Li
x− pi =
Q(x)
HNc−n(x)
, (5.A.2)
and also using (5.A.1) and factorization form, we obtain
W ′(z) = −
∮
PNc
x− z
Q(x)
HNc−n(x)
dx+
∮
PNc
x− z
Q(x)
HNc−n(x)
dx+
∮
Q(x)
√
F2n(x)
x− z dx
=
∮
Q(x)
√
F2n(x)
x− z dx.
This is nothing but (2.37) in [79]. Since W ′(z) is a polynomial of degree k, the Q
should be a polynomial of degree (k−n). Therefore, we conclude that the matrix
model curve is not changed by addition of flavors:
y2m = F2n(x)Q
2
k−n(x) = W
′
k(x)
2 +O(xk−1). (5.A.3)
5.B Equivalence between Wlow and Weff(〈Si〉) with flavors
In this Appendix we prove the equivalence Wlow in U(Nc) gauge theory with
Weff(〈Si〉) in corresponding dual geometry when some of the branch cuts on the
184
Riemann surface are closed and the degree (k+1) of the tree level superpotential
Wtree is less than Nc. This was first proved in [80], however, the proof was only
applicable in the Nf < Nc cases. Especially, the field theory analysis in [80] did
not work for Nc ≤ Nf < 2Nc cases. Furthermore, as we saw in the main text,
for some particular choices of zI (position of the flavor poles), extra double roots
appear in the factorization problem. In section 5.4, we dealt with U(3) with cubic
tree level superpotential and saw the equivalence of two effective superpotentials
for such special situations. To include these cases we are interested in the Rie-
mann surface that has some closed branch cuts. Therefore our proof is applicable
for U(Nc) gauge theories with Wtree of degree k + 1 (< Nc) in which some of
branch cuts are closed and number of flavors is in the range Nc ≤ Nf < 2Nc. In
addition, we restrict our discussion to the Coulomb phase.
In the discussion below, we follow the strategy developed by Cachazo and
Vafa in [76] and use (5.A.1) as the definition of PNc(x). We have only to show
the two relations:
Wlow(gr, zI ,Λ)
∣∣
Λ→0
=Weff(〈Si〉)
∣∣
Λ→0
, (5.B.1)
∂Wlow(gr, zI ,Λ)
∂Λ
=
∂Weff(〈Si〉)
∂Λ
, (5.B.2)
the equivalence of two effective superpotentials in the classical limit and that of
the derivatives of the superpotentials with respect to Λ.
5.B.1 Field theory analysis
Let k be the order of W ′tree and n(≤ k) be the number of U(1) at low energy.
Since we are interested in cases with degenerate branch cuts, let us consider the
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following factorization form 23:
PNc(x)
2 − 4Λ2Nc−Nf B̂(x) = F2n(x)
[
Qk−n(x)H˜Nc−k(x)
]2
≡ F2n(x) [HNc−n(x)]2 , (5.B.3)
W ′(x)2 + fk−1(x) = F2n(x)Qk−n(x)
2.
If k equals to n, all the branch cuts in F2k(x) are open. The low energy effective
superpotential is given by
Wlow =
n+1∑
r=1
grUr +
l∑
i=1
[
Li
(
PNc(pi)− 2ǫiΛNc−
Nf
2
√
B̂(pi)
)
+Qi
∂
∂pi
(
PNc(pi)− 2ǫiΛNc−
Nf
2
√
B̂(pi)
)]
,
where l ≡ N − n and PNc(x) is defined by (C.3) or (C.4) in [35],
PNc(x) = 〈det(x− Φ)〉+
[
Λ2Nc−Nf
B̂(x)
xNc
exp
(
∞∑
i=1
Ui
xi
)]
+
. (5.B.4)
The second term is specific to the Nf ≥ Nc case, representing quantum correction.
Define
K(x) ≡
[
Λ2Nc−Nf
B̂(x)
xNc
exp
(
∞∑
i=1
Ui
xi
)]
+
.
The first term in (5.B.4) can be represented as 〈det(x − Φ)〉 ≡ ∑Nck=0 xNc−ksk.
The relation between Ui’s and sk’s are given by the ordinary Newton relation,
ksk +
∑k
r=1 rUrsk−s = 0. From the variations of Wlow with respect to pi and Qi,
we conclude that Qi = 0 at the level of the equation of motion. In addition, the
variation of Wlow with respect to Ur leads to
gr = −
l∑
i=1
Li
∂PNc(pi)
∂Ur
=
l∑
i=1
Nc∑
j=0
Lip
Nc−j
i sj−r −
l∑
i=1
Li
∂K(pi)
∂Ur
=
l∑
i=1
Nc∑
j=0
Lip
Nc−j
i sj−r −
l∑
i=1
Li
[
Λ2Nc−Nf
B̂(pi)
pNc+ri
exp
(
∞∑
k=1
Uk
pki
)]
+
.
23In the computation below, we will use relation (5.A.2) and put gk+1 = 1.
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Let us define
Gr(pi) ≡
[
Λ2Nc−Nf
B̂(pi)
pNc+ri
exp
(
∞∑
k=1
Uk
pki
)]
+
.
By using these relations, let us compute W ′cl
W ′cl =
Nc∑
r=1
grx
r−1
=
Nc∑
r=−∞
l∑
i=1
Nc∑
j=0
xr−1pNc−ji sj−rLi
− 1
x
l∑
i=1
Li det(pi − Φ)−
Nc∑
r=1
l∑
i=1
LiGr(pi)xr−1
=
l∑
i=1
det(x− Φ)
x− pi Li −
1
x
l∑
i=1
Li det(pi − Φ)−
Nc∑
r=1
l∑
i=1
LiGr(pi)xr−1
=
l∑
i=1
PNc(x)
x− pi Li −
l∑
i=1
K(x)
x− piLi −
1
x
l∑
i=1
LiPNc(pi) +
1
x
l∑
i=1
LiK(pi)
−
Nc∑
r=1
l∑
i=1
LiGr(pi)xr−1 (5.B.5)
where we dropped O(x−2). The fifth term above can be written as
−
Nc∑
r=1
l∑
i=1
LiGr(pi)xr−1 = −
Nc∑
r=−∞
l∑
i=1
LiGr(pi)xr−1 +
l∑
i=1
1
x
LiK(pi) +O(x−2).
After some manipulation with the factorization form (5.B.3), we obtain a relation
Qk−n(x)
√
F2n(x) =
PNc(x)
H˜Nc−k
− 2Λ
2Nc−Nf B̂(x)
H˜Nc−kx
N
exp
(
∞∑
i=1
Ui
xi
)
=
PNc(x)
H˜Nc−k
− 2K(x)
H˜Nc−k
+O(x−2).
Substituting this relation into (5.B.5) we obtain
W ′cl = Qk−n(x)
√
F2n(x)−
l∑
i=1
1
x
[LiPNc(pi)− 2LiK(pi)] +
l∑
i=1
K(x)
x− piLi
−
Nc∑
r=−∞
l∑
i=1
LiGr(pi)xr−1 +O(x−2).
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Finally let us use the following relation 24 ;
l∑
i=1
K(x)
x− piLi −
Nc∑
r=−∞
l∑
i=1
LiGr(pi)xr−1 = O(x−2). (5.B.6)
After all, by squaring W ′cl, we have
Qk−n(x)
2F2n(x) =W
′2
cl (x) + 2
l∑
i=1
1
x
[LiPNc(pi)− 2LiK(pi)] xk−1 +O(xk−2),
bk−1 = 2
l∑
i=1
1
x
[LiPNc(pi)− 2LiK(pi)] .
On the other hand the variation of Wlow with respect to Λ is given by
∂Wlow
∂ log Λ2Nc−Nf
=
l∑
i=1
LiK(pi)− 1
2
l∑
i=1
LiPNc(pi) = −
bk−1
4
. (5.B.7)
This is one of the main results for our proof. In the dual geometry analysis below,
we will see the similar relation.
In the classical limit, we have only to consider the expectation value of Φ.
In our assumption, gauge symmetry breaks as U(Nc) →
∏n
i U(Nc,i) we have
24For simplicity, we ignore
∑l
i=1 Li. To prove the relation, let us consider the circle integral
over C. Until now, since we assumed pi < x, the point pi should be included in the contour
C. Multiplying 1xk k ≥ 0 and taking the circle integral, we can pick up the coefficient ck−1 of
xk−1. In addition, if we denote a polynomial M ≡ Λ2Nc−Nf B̂(x)xNc exp
(∑∞
i=1
Ui
xi
) ≡∑∞j=−∞ ajxj
we can obtain following relation,
[M ]+
xk
=
[
M
xk
]
+
+
k−1∑
j=0
ajx
−(k−j) ⇐⇒ K(x)
xk
= Gk(x) +
k−1∑
j=0
ajx
−(k−j)
where right hand side means circle integral of left hand side. Thus, we obtain the ck−1 as
ck−1 =
k−1∑
j=0
∮
x=0
ajx
j−k
x− pi dx+
k−1∑
j=0
∮
x=pi
ajx
j−k
x− pi dx
= −
k−1∑
j=0
∮
x=0
ajx
j−k
∞∑
n=1
xn
pn+1i
dx+
k−1∑
j=0
ajp
j−k
i = 0
where we used that around x = 0, 1x−pi = −
∑∞
n=1
xn
pn+1i
. Therefore the left hand side of (5.B.6)
can be written as
∑∞
j=−∞ cjx
j =
∑−2
j=−∞ cjx
j = O(x−2).
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TrΦ =
∑n
i=1Nc,iai. Therefore in the classical limit Wlow behaves as
Wcl =
n∑
i
Nc,iW (ai). (5.B.8)
By comparing (5.B.7) and (5.B.8) and the similar result which we will see in the
dual geometry analysis below, we will show (5.B.1) and (5.B.2). Let us move to
the dual geometry analysis.
5.B.2 Dual geometry analysis with some closed branch cuts
As we have already seen in the main text, a solution with 〈Si〉 = 0 appears
for some special choice of zI , the position of flavor poles. In our present proof,
however, we put some of Si to be zero from the beginning, without specifying
zI . More precisely, what we prove in this Appendix is as follows: for a given
choice of zI , if there exists a solution to the factorization problem with some of
〈Si〉 vanishing, then we can construct a dual geometry which gives the same low
energy effective superpotential as the one given by the solution to the factorization
problem, by setting some of Si to zero from the beginning. Therefore, this analysis
does not tell us when a solution with 〈Si〉 = 0 appears. To know that within the
matrix model formalism, we have to go back to string theory and consider an
explanation such as the one given in [87].
Now let us start our proof. Again, let k be the degree of tree level superpoten-
tialW ′tree(x) and n be the number of U(1) at low energy. To realize this situation,
we need to consider that (k − n) branch cuts on the Riemann surface should be
closed, which corresponds to 〈Si〉 = 0. Here, there is one important thing: As
we know from the expansion of Weff in terms of Λ (e.g. see (5.4.13)), we cannot
obtain any solutions with 〈Si〉 = 0 if we assume that Si is dynamical and solve
its equation of motion. Therefore to realize the situation with vanishing 〈Si〉, we
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must put Si = 0 at the off-shell level by hand. With this in mind, let us study
dual geometry which corresponds to the gauge theories above. In the field theory,
we assumed that the Riemann surface had (k − n) closed branch cuts. Thus, in
this dual geometry analysis we must assume that at off-shell level, (k − n) Si’s
must be zero. For convenience, we assume that first n Si’s are non-zero and the
remaining (k − n) vanish,
Si 6= 0, i = 1, · · ·n, Si = 0, i = n+ 1, · · ·k.
Therefore the Riemann surface can be written as
y2 = F2n(x)Q
2
k−n = W
′(x)2 + bk−1x
k−1 + · · ·
The effective superpotential in dual geometry corresponding to U(Nc) gauge the-
ory with Nf flavors was given in [35] (See also (5.2.12)) and in the classical limit
it behaves as 25
Weff
∣∣
cl
=
n∑
i=1
Nc,iW (ai). (5.B.9)
As discussed in the previous section, existence of flavors does not change the
Riemann surface y(x). In other words, Riemann surface is not singular at xI
(roots of B(x)),∮
xI
y(x)dx = 0, y(x) =
√
W ′(x)2 + bk−1xk−1 + · · ·.
Therefore as in [76], by deforming contours of all Si’s and evaluating the residue
at infinity on the first sheet, we obtain the following relation,
n∑
i=1
Si =
k∑
i=1
Si = −1
4
bk−1,
25Remember that in this Appendix we are assuming only Coulomb branch. For the Higgs
branch, see (7.11) and (7.12) in [35].
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where we used
∑k
i=n+1 Si = 0.
With this relation in mind, next we consider the variation ofWeff with respect
to Si:
∂Weff(Si,Λ)
∂Si
= 0, i = 1 · · ·n. (5.B.10)
Solving these equations, we obtain the expectation values, 〈Si〉. Of course, these
vacuum expectation values depend on Λ, gr and zI . Thus when we evaluate the
variation of Weff(〈Si〉,Λ) with respect to Λ, we have to pay attention to implicit
dependence on Λ. However the implicit dependence does not contribute because
of the equation of motion (5.B.10):
dWeff(〈Si〉,Λ)
dΛ
=
n∑
i=1
∂〈Si〉
∂Λ
· ∂Weff(〈Si〉,Λ)
∂〈Si〉 +
∂W eff(〈Si〉,Λ)
∂Λ
=
∂Weff(〈Si〉,Λ)
∂Λ
.
On the other hand, explicit dependence on Λ can be easily obtained by mon-
odromy analysis. Here let us recall the fact that the presence of fundamentals
does not change the Riemann surface. In fact, looking at (5.2.12) we can read off
the dependence from the term 2πiτ0 = log
(
BLΛ
2Nc−Nf
Λ2Nc−L0
)
,
dWeff(〈Si〉,Λ)
d log Λ2Nc−Nf
= S = −bk−1
4
. (5.B.11)
To finish our proof, we have to pay attention to fk−1(x), on-shell. Namely
putting 〈Si〉 into fk−1(x) what kind of property does it have? To see it, let us
consider change of variables from Si’s to bi’s. As discussed in [17] the Jacobian
of the change is non-singular if 0 ≤ j ≤ k − 2,
∂Si
∂bj
= − 1
8πi
∮
Ai
dx
xj√
W ′(x)2 + f(x)
.
In our present case, since only n of k Si’s are dynamical variable, we use bi,
i = 0, · · ·n − 1 in a function fk−1(x) =
∑
bix
i as new variables, instead of Si’s.
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As discussed in [76, 80, 35], by using Abel’s theorem, the equation of motions for
bi’s is interpreted as an existence condition of a meromorphic function that has
an Nc-th order pole at infinity on the first sheet and an (Nc −Nf)-th order zero
at infinity on the second sheet of Σ and a first order zero at q˜I . For a theory with
Nf ≤ 2Nc, such a function can be constructed as follows [53, 35]:
ψ(x) = PNc(x) +
√
P 2Nc(x)− 4Λ2Nc−Nf B̂(x).
For this function to be single valued on the matrix model curve y(x), the following
condition must be satisfied,
P 2Nc(x)− 4Λ2Nc−Nf B̂(x) = F2n(x)H2Nc−n(x)
W ′(x)2 + f(x) = F2n(x)Q
2
k−n(x)
This is exactly the same as the factorization form we already see in the field
theory analysis. Therefore the value bk−1 of on-shell matrix model curve in dual
theory is the same one for field theory analysis. Comparing two results, (5.B.7)
and (5.B.8) with corresponding results for the dual geometry analysis, (5.B.9)
and (5.B.11) we have shown the equivalence between these two descriptions of
effective superpotentials.
5.C Computation of superpotential — gauge theory side
In this Appendix, we demonstrate the factorization method used in subsection
5.4.1 to compute the low energy superpotential, taking the Nf = 4 case as an
example. Therefore there are two kinds of solutions for the factorization problem
(5.4.5) and (5.4.6).
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• The breaking pattern Û(2)× U(1)
The first kind of solution for the factorization problem is given by
A = 0, B = 2a, C = a2 − 4Λ2, D = 0, c = 0, b = 0.
In the classical limit Λ→ 0, we can see the characteristic function goes as P3(x)→
x2 (x+ a), which means that the breaking pattern is Û(2)×U(1). Note that since
we are assuming mf = 0, the notation “ ̂ ” should be used for the gauge group
that corresponds to the cut near the critical point at x = 0. Inserting these
solutions into (5.4.7) we obtain one constraint,
∆2 = a2 + 8Λ2.
We can easily represent a as a Taylor expansion of Λ:
a = −1 + 4 T + 8 T 2 + 32 T 3 + 160 T 4 + 896 T 5 + 5376 T 6 + · · · ,
where we put ∆ = 1 and defined T ≡ Λ2. 26 The coefficients of P3(x) are related
to the Casimirs Uj =
1
j
〈Tr[Φj ]〉 as follows. For Nc = 3, Nf = 4, (5.A.1) reads
P3(x) = x
3 exp
(
−
∞∑
j=1
Uj
xj
)
+ Λ5
x4
x3
exp
( ∞∑
j=1
Uj
xj
)
= x3 − U1x2 +
(
−U2 + U
2
1
2
+ Λ2
)
x
+
(
−U3 + U1U2 − U
3
1
6
− Λ2U1
)
+ · · · .
Comparing the coefficients, we obtain
U1 = −a, U2 = −b+ a
2
2
+ Λ2, U3 = −c + ab− a
3
3
− aΛ2.
26If we take care of a phase factor of Λ, we will obtain the effective superpotentials corre-
sponding to each vacuum. However in our present calculation, we want to check whether the
effective superpotentials of two method, field theory and dual geometry, agree with each other.
Therefore, we have only to pay attention to the coefficients inWlow, neglecting the phase factor.
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Furthermore, one can compute a1,2 from (5.4.7). Plugging all these into (5.4.9),
we finally obtain
Wlow = Wcl + T − 6T 2 − 40T
3
3
− 56T 4 − 288T 5 − 4928T
6
3
+ · · · ,
T ≡ Λ2, Wcl = −1
6
.
• The breaking pattern Û(1)× U(2)
The other kind of solution for the factorization problem is given by
A =
1
2
(−a− 2ηΛ), B = a− 2ηΛ, C = 1
4
(a + 2ηΛ)2,
D = 0, c = 0, b =
1
4
(a+ 2ηΛ)2
where η ≡ ±1. These solutions correspond to the breaking pattern Û(1)×U(2) in
the classical limit. Inserting these solutions into (5.4.7) we obtain one constraint,
∆2 =
1
4
(a2 − 20a ηΛ + 4Λ2).
Again, let us represent a as a Taylor series of Λ:
a = −2 + 10 T − 24 T 2 + 144 T 4 − 1728 T 6 + · · · ,
where we put ∆ = 1, η = 1 and defined T ≡ Λ. Doing the same way as previous
breaking pattern, we can compute the effective superpotential as
Wlow =Wcl + 2T − 13T 2 + 176T
3
3
− 138T 4 + 792T 6 + · · · ,
T ≡ Λ, Wcl = −1
3
.
The other cases with Nf = 1, 2, 3 and 5 can be done analogously.
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