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The almost sure convergence of the kernel-type density estimate is proved for a 
strictly stationary ergodic sample. 
Let PI,, -co < n < co} be a sequence of identically distributed random 
vectors taking values in .@ and having the common density f. Consider the 
density estimate introduced by Wolverton and Wagner [4]: 
where 
The function h is called kernel. Let 3, be the conditional probability 
measure of qn given q”=,’ 4 {q,, i < n - I}, i.e., for each Bore1 set A let 
S,(A) 4 S(q, E A/$!;). 
Assume that 2, has a density f, (n = 1,2,...). 
The symbol ]I . I] stands for the L, norm with respect to the Lebesgue 
measure. 
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THEOREM. Suppose, in addition, that (v,,, ---co < n < 00 ) is strictly 
stationary and ergodic with 
zf IKII < +a* (1) 
Choose the kernel h and the sequence c,, n = 1, 2,..., such that 
hEL,, h(x)dx= 1, Sd 
lim c, = 0, 
n-cc 
sup - Y 
n 
” n-1 i/ i(y)dh (yx)-h(x)1 dx<+oo, 
n ,Fl Id 
(2) 
(3) 
(4) 
(5) 
Then 
a.s. (6) 
For the most frequent choices of the kernel h (uniform, Gaussian, 
triangular, etc.) we usually have a positive real b such that for each a > 0 
I I adh(ax) - h(x)1 dx < b I ad - 11. (7) 
If c, = n-a, 0 ( a ( l/d, then (3) and (5) are obviously met. By (7) 
condition (4) is satisfied if the sequence 
is bounded, which is held for c, = nea. 
The problem remained open, whether the existence of the conditional 
density f, is necessary or whether condition (1) may be weakened. 
Unfortunately, the method of the proof does not work for the kernel 
estimate due to Rosenblatt: 
Gyiirfi, Gyorti, and Vajda [ 31 proved the strong consistency of & if, in 
addition, q,, is Markovian. 
Our proof is essentially the same as that of [3]; therefore we only sketch 
the proof. 
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Proof. Since q,, is strictly stationary, f, can be written in the form 
f,(x, q:;> = F(x, q:3, 
i.e., the value of the conditional density function depends on n only through 
q”=,‘. Consequently f,, is a sequence of stationary and ergodic random 
elements taking values in L,. Thus by (1) 
lim f f A-f = 0 
n-m I/ ,r; II 
a.s. 
(See [ 1 I.) We will show that (l)-(6) imply 
and 
Assertion (6) of the theorem is an obvious consequence of these two limit 
relations. In order to prove (9), introduce an operator 
defined by 
q;(x) 4 ( Ki(X9 u) i?(Y) 44 xESd, gEL,. 
,3d 
It follows from (2) and (3) that 
‘,iz Il%g-sll =O V&TEL,; 
therefore 
lim 
/I 
+,$rqg-g =0 
II 
vg E Ld* n-m 
On the other hand 
.I- I@)I fll~ll Sn+O as n+co, 
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and by (4) 
Observe 
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VI 9 vzY-9 vm are m given continuous functions in @[a, b] such that 
I 
b 
Vi(t) Vj(t) dt = a,, i, j = 1, 2 ,..., m. 
a 
Let S be the linear span of {q,, q2 ,..., q,}, X will denote the family of all 
f = (f,, fi ,..., f,)’ such that f, ,..., f, are linearly independent and 
where 1, L are given with 0 < 1~ L < co (by necessity, n < m). Y will denote 
the set of all f in X such that 
Ml = L i = 1, 2 ,..., n. 
Suppose that in the interval T= [a, b], one can observe the realization of a 
process y(t) with 
y(t) = 2 OiJ(r) + tCt)9 tE T, (1.1) 
i=l 
where 6, , 8, ,.,., 8, are unknown real parameters, f = V;:) is known to be in 
X, E(((t)) z 0, and 
4s, 0 = W(s) am (=cows>~ Y(O)) 
is known and continuous on T x T. Let 
