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R MATRIX FOR GENERALIZED QUANTUM GROUP OF TYPE A
JAE-HOON KWON AND JEONGWOO YU
Abstract. The generalized quantum group U(ǫ) of type A is an affine analogue of quan-
tum group associated to a general linear Lie superalgebra glM|N . We prove that there
exists a unique R matrix on tensor product of fundamental type representations of U(ǫ)
for arbitrary parameter sequence ǫ corresponding to a non-conjugate Borel subalgebra
of glM|N . We give an explicit description of its spectral decomposition, and then as an
application, construct a family of finite-dimensional irreducible U(ǫ)-modules which have
subspaces isomorphic to the Kirillov-Reshetikhin modules of usual affine type A
(1)
M−1 or
A
(1)
N−1
.
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1. Introduction
A generalized quantum group U(ǫ) associated to ǫ = (ǫ1, . . . , ǫn) with ǫi ∈ {0, 1} is a
Hopf algebra introduced in [17], which appears in the study of solutions to the tetrahedron
equation or the three-dimensional Yang-Baxter equation.
The generalized quantum group U(ǫ) of type A is equal to the usual quantum affine
algebra of type A
(1)
n−1, when ǫ is homogeneous, that is, ǫi = ǫj for all i 6= j. But it becomes a
more interesting object when ǫ is non-homogeneous, which is closely related to the quantized
enveloping algebra associated to an affine Lie superalgebra [22], or which can be viewed as
an affine analogue of the quantized enveloping algebra of the general linear Lie superalgebra
glM|N [21], where M and N are the numbers of 0 and 1 in ǫ, respectively. We remark that
the subalgebra U˚(ǫ) of U(ǫ) associated to the Lie superalgebra glM|N was also introduced
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in [7] independently, as symmetries appearing in the study of wave functions of quantum
mechanical systems [23].
When the parameter ǫ is standard, that is, ǫM|N = (0
M , 1N ), it is shown in [17] that
there exists a unique R matrix on the tensor product of finite-dimensional U(ǫM|N )-modules
Ws,ǫ(x), which correspond to fundamental representations of type A
(1)
N−1 with spectral pa-
rameter x when N ≥ 3. Indeed, the R matrix is obtained by reducing the solution of the
tetrahedron equation, and the uniqueness follows from the irreducibility of tensor product
Wl,ǫ(x)⊗Wm,ǫ(y) for generic x and y. An explicit spectral decomposition of the associated
R matrix is obtained by analyzing the maximal vectors with respect to U˚(ǫM|N ).
By applying fusion construction using the R matrix in [17], a family of irreducible
U(ǫM|N )-modules is constructed in [16], which are parametrized by rectangular partitions
inside an (M |N)-hook. Moreover the existence of their crystal base is proved together with
a combinatorial description of the associated crystal graphs. It can be viewed as a natural
super-analogue of Kirillov-Reshetikhin modules (simply KR modules) of type A
(1)
ℓ , which is
a most important family of finite-dimensional irreducible modules of quantum affine algebras
(cf. [5, 14]).
The results in [17] and [16] suggests that there is a close connection between finite-
dimensional representations of U(ǫM|N ) and Uq(A
(1)
n−1). The purpose of this paper is to
extend the results in [17] and [16] to arbitrary parameter sequence ǫ, and find a more
concrete connection between the finite-dimensional representations of U(ǫ) and Uq(A
(1)
ℓ ).
From a viewpoint of representations of glM|N , the sequence ǫ represents the type of Borel
subalgebras of glM|N , which are not conjugate to each other. It is not obvious whether the
representation theory of U(ǫ) is the same under a different choice of permutations of ǫM|N .
For example, if we change the Borel in the generalized quantum group, then the defining
relations and the crystal structure associated to U(ǫ)-modules become much different from
the ones with respect to ǫM|N as ǫ gets far from ǫM|N (cf. [2, 15]).
We first show that there exists a unique R matrix on the tensor product of finite-
dimensional U(ǫ)-modulesWs,ǫ(x) of fundamental type (Theorem 4.10). Since the existence
of R matrix for arbitrary ǫ was shown in [17], it suffices to prove the irreducibility of ten-
sor product Wl,ǫ(x) ⊗Wm,ǫ(y) for generic x and y. We use a method completely different
from [17]. Indeed, motivated by the work [6], we introduce a functor called truncation, and
show that it sends any U(ǫ)-module with polynomial weights to a U(ǫ′)-module, preserving
the comultiplications in tensor product, where ǫ′ is a subsequence of ǫ. This in particular
enables us to define an oriented graph structure on Wl,ǫ(x)⊗Wm,ǫ(y) when x = y = 1 with
additional arrows other than the ones associated to U(ǫ). With this structure, we prove the
connectedness of the crystal (Theorem 4.8), and hence the irreducibility for generic x and
y.
Next, we prove that the truncation functor is compatible with the R matrix. This imme-
diately implies that the spectral decomposition of the R matrix for U(ǫ) is the same as that
of type A
(1)
ℓ (Theorem 5.2) and hence does not depend on the choice of ǫ. As an application,
we construct a family of irreducible U(ǫ)-modules W
(r)
s,ǫ which yields the usual KR modules
3under truncation (Theorem 5.3). We conjecture that W
(r)
s,ǫ has a crystal base as in the case
of ǫ = ǫM|N . We expect that the compatibility of truncation with the R matrix will also
play a crucial role in understanding arbitrary finite-dimensional U(ǫ)-modules in connection
with those of type A
(1)
ℓ .
There are other recent works on the finite-dimensional representations of quantum affine
superalgebra associated to glM|N [24, 25, 26]. It would be interesting to compare with these
results.
The paper is organized as follows. In Section 2, we review basic materials for a generalized
quantum group and its crystal base. In Section 3, we present the classical Schur-Weyl duality
for U˚(ǫ) and then realize the irreducible polynomial representation of U˚(ǫ). In Section 4, we
prove the main theorem on the existence of the R matrix. In Section 5, we construct KR
type modules of U(ǫ) using the R matrix.
Acknowledgement The authors would like to thank Euiyong Park and Masato Okado
for helpful discussions and thank Shin-Myung Lee for careful reading of the manuscript and
comments.
2. Generalized quantum group U(ǫ) of type A
2.1. Generalized quantum group. We fix a positive integer n ≥ 4. Let ǫ = (ǫ1, · · · , ǫn)
be a sequence with ǫi ∈ {0, 1} for 1 ≤ i ≤ n. We denote by I the linearly ordered set
{1 < 2 < · · · < n} with Z2-grading given by I0 = { i | ǫi = 0 } and I1 = { i | ǫi = 1 }. We
assume that M is the number of i with ǫi = 0 and N is the number of i with ǫi = 1 in ǫ.
We denote by ǫM|N the sequence when ǫ1 = · · · = ǫM = 0 and ǫM+1 = · · · = ǫn = 1.
Let P =
⊕
i∈I Zδi be the free abelian group generated by δi with a symmetric bilinear
form ( · | · ) given by (δi|δj) = (−1)
ǫiδij for i, j ∈ I. Let { δ
∨
i | i ∈ I } ⊂ P
∨ := HomZ(P,Z) be
the dual basis such that 〈δi, δ
∨
j 〉 = δij for i, j ∈ I.
Let I = { 0, 1, . . . , n− 1 } and
αi = δi − δi+1, α
∨
i = δ
∨
i − (−1)
ǫi+ǫi+1δ∨i+1 (i ∈ I).
Throughout the paper, we understand the subscript i ∈ I modulo n. When ǫ = ǫM|N , the
Dynkin diagram associated to the Cartan matrix (〈αj , α
∨
i 〉)0≤i,j≤n is
© · · · © © · · ·
⊗
⊗
©
α0
αMα1 αn−1αM−1 αM+1
where
⊗
denotes an isotropic simple root.
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Let q be an indeterminate. We put Ieven = { i ∈ I | (αi|αi) = ±2 } and Iodd = { i ∈
I | (αi|αi) = 0 }, and set
qi = (−1)
ǫiq(−1)
ǫi
=
q if ǫi = 0,−q−1 if ǫi = 1, (i ∈ I).
Definition 2.1. We define U(ǫ) to be the associative Q(q)-algebra with 1 generated by
qh, ei, fi for h ∈ P
∨ and i ∈ I satisfying
q0 = 1, qh+h
′
= qhqh
′
(h, h′ ∈ P∨),(2.1)
ωjeiω
−1
j = q
〈αi,δ
∨
j 〉
j ei, ωjfiω
−1
j = q
−〈αi,δ
∨
j 〉
j fi,(2.2)
eifj − fjei = δij
ωiω
−1
i+1 − ω
−1
i ωi+1
q − q−1
,(2.3)
e2i = f
2
i = 0 (i ∈ Iodd),(2.4)
where ωj = q
(−1)ǫiδ∨j (j ∈ I), and the Serre-type relations
eiej − ejei = fifj − fjfi = 0, (|i− j| > 1),
e2i ej − (−1)
ǫi [2]eiejei + eje
2
i = 0,
f2i fj − (−1)
ǫi [2]fifjfi + fjf
2
i = 0,
(i ∈ Ieven and |i − j| = 1),
(2.5)
and
(2.6)
eiei−1eiei+1 − eiei+1eiei−1 + ei+1eiei−1ei
−ei−1eiei+1ei + (−1)
ǫi[2]eiei−1ei+1ei = 0,
fifi−1fifi+1 − fifi+1fifi−1 + fi+1fifi−1fi
−fi−1fifi+1fi + (−1)
ǫi[2]fifi−1fi+1fi = 0,
(i ∈ Iodd).
We call U(ǫ) the generalized quantum group of affine type A associated to ǫ (see [17]).
Put ki = ωiω
−1
i+1 for i ∈ I. Then we have for i, j ∈ I
kiejk
−1
i = Dijej , kifjk
−1
i = D
−1
ij fj , eifj − fjei = δij
ki − k
−1
i
q − q−1
,
where Dij = q
〈αj ,δ
∨
i 〉
i q
−〈αj ,δ
∨
i+1〉
i+1 . There is a Hopf algebra structure on U(ǫ), where the
comultiplication ∆, the antipode S, and the couint ε are given by
∆(qh) = qh ⊗ qh,
∆(ei) = ei ⊗ 1 + k
−1
i ⊗ ei,
∆(fi) = fi ⊗ ki + 1⊗ fi,
(2.7)
S(qh) = q−h, S(ei) = −eik
−1
i , S(fi) = −kifi,
ε(qh) = 1, ε(ei) = ε(fi) = 0,
for h ∈ P∨ and i ∈ I. Let η be the anti-automorphism on U(ǫ) defined by
η(qh) = qh, η(ei) = qifik
−1
i , η(fi) = q
−1
i kiei,
5for h ∈ P∨ and i ∈ I. It satisfies η2 = id and
∆ ◦ η = (η ⊗ η) ◦∆.
We have an isomorphism between U(ǫ) and U(ǫ˜) where ǫ˜ is obtained from ǫ by permutation
of ǫi’s, which is not an isomorphism of Hopf algebras [20, Theorem 2.7] (cf. [19, 37.1]).
Theorem 2.2. For 1 ≤ i ≤ n− 1, let ǫ˜ = (ǫ˜1, . . . , ǫ˜n) be the sequence given by exchanging
ǫi and ǫi+1 in ǫ. Then there exists an isomorphism of algebras τi : U(ǫ) −→ U(ǫ˜) given by
τi(ki) = k
−1
i , τi(ei) = −fiki, τi(fi) = −k
−1
i ei,
τi(kj) = kikj , τi(ej) = [ei, ej ]Dij , τi(fj) = [fj , fi]D−1
ij
(|i − j| = 1),
τi(kj) = kj , τi(ej) = ej , τi(fj) = fj (|i− j| > 1),
where the inverse map is given by
τ−1i (ki) = k
−1
i , τ
−1
i (ei) = −k
−1
i fi, τ
−1
i (fi) = −eiki,
τ−1i (kj) = kikj , τ
−1
i (ej) = [ej , ei]Dij , τ
−1
i (fj) = [fi, fj]D−1
ij
(|i− j| = 1),
τ−1i (kj) = kj , τ
−1
i (ej) = ej , τ
−1
i (fj) = fj (|i− j| > 1).

2.2. Crystal base of U(ǫ)-modules. For a U(ǫ)-module V and µ =
∑
i µiδi ∈ P , let
Vµ = { u ∈ V |ωiu = q
µi
i u (i ∈ I) }
be the µ-weight space of V . For a non-zero vector u ∈ Vµ, we denote by wt(u) = µ the
weight of u. Let P≥0 =
∑
i∈I Z≥0δi and let O≥0 be the category of U(ǫ)-modules with
objects V such that
(2.8) V =
⊕
µ∈P≥0
Vµ with dimVµ <∞.
which is closed under taking submodules, quotients and tensor products.
Remark 2.3. There is another comultiplication on U(ǫ) given by
∆+(q
h) = qh ⊗ qh,
∆+(ei) = 1⊗ ei + ei ⊗ ki,
∆+(fi) = k
−1
i ⊗ fi + fi ⊗ 1,
(2.9)
(while ∆op+ is used in [16]). Let ⊗ and ⊗+ denote the tensor product with respect to ∆
and ∆+, respectively. For U(ǫ)-modules M and N , we have a U(ǫ)-linear isomorphism
ψ :M ⊗N −→M ⊗+ N given by
(2.10) ψ(u ⊗ v) =
(∏
i∈I
qµiνii
)
u⊗ v,
for u ∈Mµ and v ∈ Nν with µ =
∑
i µiδi and ν =
∑
i νiδi.
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Let us recall the notion of crystal base for V ∈ O≥0 [16] (cf. [2]). The Kashiwara operators
e˜i and f˜i on V for i ∈ I are defined as follows. Suppose that u ∈ Vµ is given.
Case 1. Suppose that i ∈ Iodd and (ǫi, ǫi+1) = (0, 1). We define
e˜iu = η(fi)u = q
−1
i kieiu, f˜iu = fiu.
Case 2. Suppose that i ∈ Iodd and (ǫi, ǫi+1) = (1, 0). We define
e˜iu = eiu, f˜iu = η(ei)u = qifik
−1
i u.
Case 3. Suppose that i ∈ Ieven and (ǫi, ǫi+1) = (0, 0). Let ζ : Uq(sl2) → U(ǫ)i be the
Q(q)-algebra isomorphism given by ζ(e) = ei, ζ(f) = fi and ζ(k) = ki, where Uq(sl2) =
〈e, f, k±1〉 is the usual quantum group for sl2 with relation kek
−1 = q2e, kfk−1 = q−2f ,
ef − fe = k−k
−1
q−q−1 . The induced comultiplication ∆
ζ := (ζ−1 ⊗ ζ−1) ◦∆ ◦ ζ on Uq(sl2) is
∆ζ(k±1) = k±1 ⊗ k±1,
∆ζ(e) = k−1 ⊗ e+ e⊗ 1,
∆ζ(f) = 1⊗ f + f ⊗ k.
So we define e˜i and f˜i on V to be the usual Kashiwara operators on the lower crystal base
of Uq(sl2)-module induced from ζ. In other words, if u =
∑
k≥0 f
(k)
i uk, where f
(k)
i = f
k
i /[k]!
and eiuk = 0 for k ≥ 0, then we define
e˜iu =
∑
k≥1
f
(k−1)
i uk, f˜iu =
∑
k≥0
f
(k+1)
i uk.
Case 4. Suppose that i ∈ Ieven and (ǫi, ǫi+1) = (1, 1). Let ξ : Uq(sl2) → U(ǫ)i be the
Q(q)-algebra homomorphism given by ξ(e) = −ei, ξ(f) = fi and ξ(k) = k
−1
i . Then the
induced comultiplication ∆ξ on Uq(sl2) is
∆ξ(k±1) = k±1 ⊗ k±1,
∆ξ(e) = k ⊗ e+ e⊗ 1,
∆ξ(f) = 1⊗ f + f ⊗ k−1.
So we define e˜i and f˜i on V to be the Kashiwara operators on the upper crystal base of
Uq(sl2)-module induced from ξ. In other words, if u =
∑
k≥0 f
(k)
i uk, where eiuk = 0 for
k ≥ 0 and lk = 〈wt(uk), α
∨
i 〉, then we define
e˜iu =
∑
k≥1
q−lk+2k−1f
(k−1)
i uk, f˜iu =
∑
k≥0
qlk−2k−1f
(k+1)
i uk.
Let A0 be the subring of Q(q) consisting of f(q)/g(q) with f(q), g(q) ∈ Q[q] and g(0) 6= 0.
Definition 2.4. Let V ∈ O≥0 be given. A pair (L,B) is a crystal base of V it if satisfies
the following conditions:
(1) L is an A0-lattice of V and L =
⊕
µ∈P≥0
Lµ, where Lµ = L ∩ Vµ,
(2) B is a signed basis of L/qL, that is B = B ∪ −B where B is a Q-basis of L/qL,
(3) B =
⊔
µ∈P≥0
Bµ where Bµ ⊂ (L/qL)µ,
(4) e˜iL ⊂ L, f˜iL ⊂ L and e˜iB ⊂ B ∪ {0}, f˜iB ⊂ B ∪ {0} for i ∈ I,
7(5) f˜ib = b
′ if and only if e˜ib
′ = ±b for i ∈ I and b, b′ ∈ B.
Let us call B/{±1} a crystal of V , which is an I-colored oriented graph. We have a tensor
product rule for crystals (see [2] and [16, Proposition 3.4]).
Proposition 2.5. Let V1, V2 ∈ O≥0 be given. Suppose that (Li, Bi) is a crystal base of
Vi for i = 1, 2. Then (L1 ⊗ L2, B1 ⊗ B2) is a crystal base of V1 ⊗ V2, where B1 ⊗ B2 ⊂
(L1/qL1)⊗ (L2/qL2) = L1 ⊗ L2/qL1 ⊗ L2. Moreover, e˜i and f˜i act on B1 ⊗B2 as follows:
(1) if i ∈ Iodd and (ǫi, ǫi+1) = (0, 1), then
e˜i(b1 ⊗ b2) =
b1 ⊗ e˜ib2, if 〈wt(b2), α∨i 〉 > 0,e˜ib1 ⊗ b2, if 〈wt(b2), α∨i 〉 = 0,
f˜i(b1 ⊗ b2) =
b1 ⊗ f˜ib2, if 〈wt(b2), α∨i 〉 > 0,f˜ib1 ⊗ b2, if 〈wt(b2), α∨i 〉 = 0,
(2.11)
(2) if i ∈ Iodd and (ǫi, ǫi+1) = (1, 0), then
e˜i(b1 ⊗ b2) =
b1 ⊗ e˜ib2, if 〈wt(b1), α∨i 〉 = 0,e˜ib1 ⊗ b2, if 〈wt(b1), α∨i 〉 > 0,
f˜i(b1 ⊗ b2) =
b1 ⊗ f˜ib2, if 〈wt(b1), α∨i 〉 = 0,f˜ib1 ⊗ b2, if 〈wt(b1), α∨i 〉 > 0,
(2.12)
(3) if i ∈ Ieven and (ǫi, ǫi+1) = (0, 0), then
e˜i(b1 ⊗ b2) =
b1 ⊗ e˜ib2, if ϕi(b2) ≥ εi(b1),e˜ib1 ⊗ b2, if ϕi(b2) < εi(b1),
f˜i(b1 ⊗ b2) =
b1 ⊗ f˜ib2, if ϕi(b2) > εi(b1),f˜ib1 ⊗ b2, if ϕi(b2) ≤ εi(b1),
(2.13)
(4) if i ∈ Ieven and (ǫi, ǫi+1) = (1, 1), then
e˜i(b1 ⊗ b2) =
e˜ib1 ⊗ b2, if ϕi(b1) ≥ εi(b2),b1 ⊗ σie˜ib2, if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
f˜ib1 ⊗ b2, if ϕi(b1) > εi(b2),b1 ⊗ σif˜ib2, if ϕi(b1) ≤ εi(b2),
(2.14)
where σi = (−1)
(wt(b1),αi).
Proof. The proof is almost the same as in [16, Proposition 3.4], where the order of tensor
product is reversed due to a different convention of comultiplication. 
Remark 2.6. Let V =
⊕
i∈I Q(q)vi denote the U(ǫ)-module, where
(2.15) ωivj = q
δij
i vj , ekvj = δk j−1vj−1, fkvj = δkjvj+1,
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for i, j ∈ I and k ∈ I. It is clear that the pair L =
⊕
i∈IA0vi and B = {±vi (mod qL) | i ∈
I } is a crystal base of V . The crystal structure on B⊗ℓ/{±1} for ℓ ≥ 1 can be described
explicitly by Proposition 2.5, which is the same as in [2] or [16] except that the tensor
product order is reversed.
3. Schur-Weyl duality and polynomial representations of U˚(ǫ)
3.1. Schur-Weyl duality. Put I˚ = I \ {0}. Let ˚U(ǫ) be the Q(q)-subalgebra of U(ǫ)
generated by qh and ei, fi for h ∈ P
∨ and i ∈ I˚.
Let us consider V =
⊕
i∈I Q(q)vi in (2.15) as a U˚(ǫ)-module. Fix ℓ ≥ 2. Let Φℓ : U˚(ǫ) −→
EndQ(q)(V
⊗ℓ) denote the action of U˚(ǫ) on V⊗ℓ via (2.7). Note that V⊗ℓ is semisimple (see
[16, Corollary 4.1]).
Assume that ǫ1 = 0. We have a U˚(ǫ)-linear map R : V
⊗2 −→ V⊗2 given by
R(vi ⊗ vj) =

q−1q−1i vi ⊗ vj , if i = j,
q−1vj ⊗ vi, if i > j,
(q−2 − 1)vi ⊗ vj + q
−1vj ⊗ vi, if i < j,
(3.1)
satisfying the Yang-Baxter equation;
R12R23R12 = R23R12R23,
where Rij denotes the map acting as R on the i-th and the j-th component and the identity
elsewhere on V⊗3 (cf. [11]).
Let Hℓ(q
−2) be the Iwahori-Hecke algebra of type A over Q(q) generated by hi for i ∈
{1, . . . , ℓ− 1} subject to the relations;
(hi − q
−2)(hi + 1) = 0,
hihj = hjhi, (|i − j| > 1),
hihjhi = hjhihj (|i− j| = 1),
for i, j ∈ {1, . . . , ℓ − 1}. Let W be the symmetric group on {1, . . . , ℓ} and si = (i i + 1) be
the transposition for 1 ≤ i ≤ ℓ − 1. For w ∈ W , ℓ(w) denote the length of w and let h(w)
be the element in Hℓ(q
−2) associated to w such that h(si) = hi for 1 ≤ i ≤ ℓ− 1.
We can check that there exists a well-defined action of Hℓ(q
−2) on V⊗ℓ, say, Ψℓ :
Hℓ(q
−2) −→ EndQ(q)(V
⊗ℓ), where Ψℓ(hi) acts as R on the i-th and (i + 1)-th compo-
nent and the identity elsewhere. Then we have an analogue of Schur-Weyl duality for U˚(ǫ)
(cf. [11]) as follows. The proof is similar to the case when ǫi = 0 for all i.
Theorem 3.1. We have
EndHℓ(q−2)(V
⊗ℓ) = Φℓ(U˚(ǫ)), EndU˚(ǫ)(V
⊗ℓ) = Ψℓ(Hℓ(q
−2)).
93.2. Polynomial representations of U˚(ǫ). Recall that M is the number of i’s with ǫi = 0
and N is the number of i’s with ǫi = 1 in ǫ.
Let P be the set of all partitions. A partition λ = (λi)i≥1 ∈ P is called an (M |N)-
hook partition if λM+1 ≤ N (cf. [4]). We denote the set of all (M |N)-hook partitions by
PM|N . For a Young diagram λ, a tableau T obtained by filling λ with letters in I is called
semistandard if (1) the letters in each row (resp. column) are weakly increasing from left
to right (resp. from top to bottom), (2) the letters in I0 (resp. I1) are strictly increasing
in each column (resp. row). Let SST ǫ(λ) be the set of all semistandard tableaux of shape
λ. Then SSTǫ(λ) is non-empty if and only if λ ∈ PM|N . For T ∈ SSTǫ(λ), let w(T ) be
the word given by reading the entries in T column by column from left to right, and from
bottom to top in each column.
For T ∈ SSTǫ(1
r) with r ≥ 1, let d(T ) =
∑
u<v dudv, where du is the number of occur-
rences of u in T for u ∈ I. In general, for a column-semistandard tableau T , that is, each
column of T is semistandard, we define d(T ) =
∑
k≥1 d(Tk), where Tk is the k-th column
from the left.
We fix ℓ ≥ 2, and letW denote the symmetric group on {1, . . . , ℓ}. Suppose that λ ∈ P is
given with
∑
i≥1 λi = ℓ. Let T
λ
+ be the standard tableau obtained by filling λ with {1, . . . , ℓ}
row by row from top to bottom and from left to right in each row, and let T λ− be the tableau
obtained by filling λ with {1, . . . , ℓ} column by column from left to right and from top to
bottom in each column.
Let wλ ∈ W be such that wλ(T
λ
−) = T
λ
+, where wλ(T
λ
−) is the tableau obtained by acting
wλ on the letters in T
λ
−. Let W
λ
+ (resp. W
λ
−) be the Young subgroup of W stabilizing the
rows (resp. columns) of T λ+ (resp. T
λ
−). Then the q-deformed Young symmetrizer is given
by
(3.2) Y λ(q) = h(w−1λ )e
λ
+h(wλ)e
λ
−,
([10]) where
eλ+ =
∑
w∈Wλ
+
h(w), eλ− =
∑
w∈Wλ
−
(−q2)−ℓ(w)h(w).
For 1 ≤ u < v ≤ ℓ, let Wuv = 〈 si |u ≤ i ≤ v − 1〉. Suppose that a is a letter in T
λ
− such
that a+ 1 is located in the same column. We put Ca = 1 + ha. Then we have
Y λ(q)Ca = 0,(3.3)
Next, suppose that a is a letter in T λ−, where there is another letter d to the right. Let b be
the letter at the bottom of column where a is placed, and c = b+ 1 the letter at the top of
the column where d is placed. Let Gλa be the set of minimal length right coset representatives
of Wab ×Wcd in Wad. We define the Garnir element at a to be
(3.4) Gλa =
∑
w∈Gλa
(−q2)ℓ(w)h(w).
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The collection of boxes in the Young diagram λ corresponding to the letters from a to d in
T λ− is called a Garnir belt at a. Then we have the following relations [3, (15)];
Y λ(q)Gλa = 0.(3.5)
Let T be a tableau of shape λ with letters in I, and let T (i) be the letter in T at the
position corresponding to i in T λ− for 1 ≤ i ≤ ℓ. Let
vT = Y
λ(q)
(
vT (1) ⊗ . . .⊗ vT (ℓ)
)
.
For σ ∈W , let T σ be the tableau given by replacing T (i) with T (σ(i)) for 1 ≤ i ≤ ℓ.
Let a be a letter in T λ− with d to the right in the same row and with b, c as above. Let w0 be
the longest element in Wab ×Wcd, and let G˜
λ
a = w0G
λ
aw0. Let u1, . . . , us and us+1, . . . , ur+s
be the letters in T corresponding to c, . . . , d and a, . . . , b in T λ−, respectively. Then we may
identify σ ∈ G˜λa with a permutation on {1, . . . , r + s} satisfying σ(1) < · · · < σ(s) and
σ(s + 1) < · · · < σ(s + r) so that T σ is the tableau obtained from T by replacing ui’s
with uσ(i)’s for 1 ≤ i ≤ r + s. With this identification, we let ℓ˜(σ) be the length of σ as a
permutation on {1, . . . , r + s}, and put
Xσ = { i | 1 ≤ i ≤ s, s+ 1 ≤ σ
−1(i) ≤ s+ r },
Yσ = { j | s+ 1 ≤ j ≤ s+ r, 1 ≤ σ
−1(j) ≤ r }.
Lemma 3.2. Suppose that T is column-semistandard such that either T (a) = T (d) ∈ I1 or
T (a) > T (d). Then under the above hypothesis, we have
vT = −
∑
σ∈G˜λa ,σ 6=1
(−q)ℓ˜(σ)+m(σ,T )vTσ ,
where
m(σ, T ) =−
∣∣{ (i, j) | 1 ≤ i < j ≤ s, i /∈ Xσ, j ∈ Xσ, ui = uj }∣∣
−
∣∣{ (k, l) | s+ 1 ≤ k < l ≤ s+ r, k ∈ Yσ, l /∈ Yσ, uk = ul }∣∣
+
∣∣{ (x, y) | 1 ≤ x ≤ s, s+ 1 ≤ y ≤ s+ r, x ∈ Xσ or y ∈ Yσ, ux = uy }∣∣.
Proof. We have vT = Y
λ(q)v, where v =
(
vT (1) ⊗ . . .⊗ vT (ℓ)
)
. Following the above
notations, we have v = v′ ⊗ vu1+s ⊗ · · · ⊗ vur+s ⊗ vu1 ⊗ · · · vus ⊗ v
′′. Note that
vTw0 = Y
λ(q)
(
v′ ⊗ vur+s ⊗ · · · ⊗ vu1+s ⊗ vus ⊗ · · · vu1 ⊗ v
′′
)
,
where ur+s ≥ . . . u1+s = T (a) ≥ us = T (d) ≥ · · · ≥ u1.
For w ∈ Gλa , we have by (3.1) and (3.3)
h(w)
(
v′ ⊗ vur+s ⊗ · · · ⊗ vu1+s ⊗ vus ⊗ · · · vu1 ⊗ v
′′
)
=q−ℓ(w)(−q)m(σ,T
w0)
Ä
v′ ⊗ vuσ(r+s) ⊗ · · · ⊗ vuσ(1+s) ⊗ vuσ(s) ⊗ · · · ⊗ vuσ(1) ⊗ v
′′
ä
,
(3.6)
where σ is the permutation on {1, . . . , r + s} corresponding to w0ww0 and
m(σ, Tw0) =
∣∣{ (i, j) | i < j, σ−1(i) < σ−1(j), ui = uj }∣∣.
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Hence it follows from (3.5) and that (3.6)
0 = Y λ(q)Gλa(q)
(
v′ ⊗ vur+s ⊗ · · · ⊗ vu1+s ⊗ vus ⊗ · · · vu1 ⊗ v
′′
)
= Y λ(q)
∑
w∈Gλa
(−q2)ℓ(w)h(w)
(
v′ ⊗ vur+s ⊗ · · · ⊗ vu1+s ⊗ vus ⊗ · · · vu1 ⊗ v
′′
)
= Y λ(q)
∑
w∈Gλa
(−q)ℓ(w)+m(σ,T
w0)
Ä
v′ ⊗ vuσ(r+s) ⊗ · · · ⊗ vuσ(1+s) ⊗ vuσ(s) ⊗ · · · vuσ(1) ⊗ v
′′
ä
=
∑
w∈Gλa
(−q)ℓ(w)+m(σ,T
w0)vTw0w =
∑
σ∈G˜λa
(−q)ℓ˜(σ)+m(σ,T
w0)vTσw0 .
We have
(3.7)
∑
σ∈G˜λa
(−q)ℓ˜(σ)+m(σ,T
w0)v(Tσ)w0 = 0.
For σ ∈ G˜λa , let U
σ be the subtableau of T σ corresponding to the Garnir belt at a, where
U = U id. We define da(T
σ) in the same way as in d(T ) only by using the letters in Uσ. Let
lp > · · · > l1 ≥ rq > · · · > r1 be the distinct letters appearing in U , where li and rj are
located in the left and right columns of U , respectively.
Let mi (resp. nj) be the number of occurrences of li’s (resp. rj ’s) in U , which remain
in the same column after applying σ. Let m′i (resp. n
′
i) be the number of li’s (resp. rj ’s)
which are placed on the right (resp. left) column of Uσ after applying σ to U . Note that∑
im
′
i =
∑
j n
′
j
Case 1. Suppose that l1 6= rq . We have
da(T ) =
∑
1≤i<j≤p
(mi +m
′
i)(mj +m
′
j) +
∑
1≤k<l≤q
(nk + n
′
k)(nl + n
′
l),(3.8)
while
da(T
σ)
=
∑
1≤i<j≤p
(mimj +m
′
im
′
j) +
∑
i,k
min
′
k +
∑
1≤k<l≤q
(nknl + n
′
kn
′
l) +
∑
j,l
m′jnl
=
∑
1≤i<j≤p
(mimj +m
′
im
′
j) +
∑
i
mi
∑
k
n′k +
∑
1≤k<l≤q
(nknl + n
′
kn
′
l) +
∑
j
m′j
∑
l
nl.
(3.9)
Since we have
m(σ, Tw0) =
∣∣{ (i, j) | 1 ≤ i < j ≤ s, i ∈ Xσ, j 6∈ Xσ, ui = uj }∣∣
+
∣∣{ (k, l) | s+ 1 ≤ k < l ≤ s+ r, k 6∈ Yσ, l ∈ Yσ, uk = ul }∣∣,
m(σ, T ) =−
∣∣{ (i, j) | 1 ≤ i < j ≤ s, i /∈ Xσ, j ∈ Xσ, ui = uj }∣∣
−
∣∣{ (k, l) | s+ 1 ≤ k < l ≤ s+ r, k ∈ Yσ, l /∈ Yσ, uk = ul }∣∣,
one can check easily that
(3.10) m(σ, Tw0)−m(σ, T ) =
∑
1≤i≤p
mim
′
i +
∑
1≤j≤q
njn
′
j.
By (3.8), (3.9), and (3.10), we have
(3.11) da(T )− da(T
σ) = m(σ, T )−m(σ, Tw0).
12 JAE-HOON KWON AND JEONGWOO YU
By (3.3), (3.7) and (3.11), we have
0 =
∑
σ∈G˜λa
(−q)ℓ˜(σ)+m(σ,T
w0 )v(Tσ)w0 =
∑
σ∈G˜λa
(−q)ℓ˜(σ)+m(σ,T
w0 )−da(T
σ)vTσ
=
∑
σ∈G˜λa
(−q)ℓ˜(σ)+m(σ,T )−da(T )vTσ = (−q)
−da(T )
∑
σ∈G˜λa
(−q)ℓ˜(σ)+m(σ,T )vTσ .
This proves the identity in the lemma.
Case 2. Suppose that Suppose that l1 = rq. In this case, da(T ) is the same as in Case 1,
and
da(T )− da(T
σ) = −
∑
1≤i≤p
mim
′
i −
∑
1≤j≤q
njn
′
j +mpn
′
1 +m
′
pn1.
Note that
m(σ, Tw0) =
∣∣{ (i, j) | 1 ≤ i < j ≤ s, i ∈ Xσ, j 6∈ Xσ, ui = uj }∣∣
+
∣∣{ (k, l) | s+ 1 ≤ k < l ≤ s+ r, k 6∈ Yσ, l ∈ Yσ, uk = ul }∣∣
+
∣∣{ (x, y) | 1 ≤ x ≤ s, s+ 1 ≤ y ≤ s+ r, x ∈ Xσ, y ∈ Yσ, ux = uy }∣∣,
where the last summand is equal to m′pn
′
1. By similar arguments as in (3.10), we have
da(T )− da(T
σ) = m(σ, T )−m(σ, Tw0).
This also proves the identity in the lemma as in (3.11). 
For λ ∈ PM|N with
∑
i λi = ℓ, let
(3.12) Vǫ(λ) =
∑
T∈SSTǫ(λ)
Q(q)vT .
Let Hλ be the tableau in SSTǫ(λ), which is defined inductively as follows:
(1) Fill the first row (resp. column) of λ with 1 if ǫ1 = 0 (resp. ǫ1 = 1).
(2) Suppose that we have filled a subdiagram of λ from 1 to i. Then fill the first row
(resp. column) of the remaining diagram with i+ 1 if ǫi+1 = 0 (resp. ǫi+1 = 1).
Example 3.3. Suppose that n = 5, ǫ = (0, 1, 1, 0, 0) and λ = (6, 5, 4, 2, 1). In this case, we
have
Hλ =
1 1 1 1 1 1
2 3 4 4 4
2 3 5 5
2 3
2
Proposition 3.4. We have the following.
(1) Vǫ(λ) is a U˚(ǫ)-submodule of V
⊗ℓ.
(2) Vǫ(λ) is an irreducible U˚(ǫ)-module with basis { vT |T ∈ SSTǫ(λ) }.
(3) vHλ is a highest weight vector in Vǫ(λ).
Proof. (1) It is clear that Vǫ(λ) is invariant under q
h for h ∈ P∨. It suffices to check
fiVǫ(λ) ⊂ Vǫ(λ) for i ∈ I˚ since the proof for ei is the same. The proof is similar to the
case when ǫ = (0, . . . , 0) (cf. [9]). For column-semistandard tableaux U and V of shape λ,
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we define U < V if there exists 1 ≤ k ≤ ℓ such that U(k) < V (k) and U(k′) = V (k′) for
k < k′ ≤ ℓ.
Suppose that T ∈ SSTǫ(λ) is given. By (2.7), fivT is a Q(q)-linear combination of
vT ′ ’s, where we may assume that T is column-semistandard by (3.3). If such T
′ is not
semistandard, then we may apply Lemma 3.2 to T ′ so that vT ′ is a linear combination
of T ′′’s which is column-semistandard and T ′ < T ′′. Repeating this process finitely many
times, we conclude that fiT is a linear combination of vS ’s for some S ∈ SSTǫ(λ). Therefore,
have fiVǫ(λ) ⊂ Vǫ(λ).
(2) Since Vǫ(λ) = Y
λ(q)V⊗ℓ and Y λ(q) is a primitive idempotent up to scalar multiplica-
tion [10], it follows from Theorem 3.1 that Vǫ(λ) is an irreducible U˚(ǫ)-module. Recall that
the dimension of the irreducible Hℓ(q
−2)-module Sλ generated by Y λ(q) is the number of
standard tableaux of shape λ. We may have an analogue of the Robinson-Schensted type
correspondence, which is a bijection from the set of words of length ℓ with letters in I to the
set of pair of standard tableau and semistandard tableau of shape λ (cf. [4]). Comparing
the dimensions of V⊗ℓ and its decomposition into H(q−2) ⊗ U˚(ǫ)-module Sλ ⊗ Vǫ(λ), we
conclude that dimQ(q) Vǫ(λ) is equal to |SSTǫ(λ)|, and hence { vT |T ∈ SSTǫ(λ) } is a linear
basis of Vǫ(λ).
(3) The character of Vǫ(λ) is equal to that of polynomial representations of the general
linear Lie superalgebra glM|N corresponding to λ ∈ PM|N , and wt(vHλ) is maximal [8,
Theorem 2.55]. This implies that eivHλ = 0 for all i ∈ I˚ and hence vHλ is a highest weight
vector. 
Remark 3.5. The character of Vǫ(λ) for λ ∈ PM|N is called a hook Schur polynomial
[4], which depends only on ǫ up to permutations. The tensor product of two polynomial
representations is completely reducible and the multiplicity of each irreducible component
is given by usual Littlewood-Richardson coefficient.
3.3. Crystal base of Vǫ(λ). Let λ ∈ PM|N be given. We may define an I˚-colored oriented
graph structure by identifying T with w(T )rev, the reverse word of w(T ).
Let
Lǫ(λ) =
⊕
T∈SSTǫ(λ)
A0v
∗
T ,
Bǫ(λ) = {±v
∗
T (mod qLǫ(λ)) |T ∈ SSTǫ(λ) },
(3.13)
where v∗T = q
−d(T )vT for T ∈ SSTǫ(λ).
Lemma 3.6. When λ = (1r) or (r) for r ≥ 1, (Lǫ(λ), Bǫ(λ)) is a crystal base of Vǫ(λ), and
the crystal Bǫ(λ)/{±1} is isomorphic to SSTǫ(λ).
Proof. The proof is similar to that of [16, Proposition 3.3]. 
Proposition 3.7. Suppose that ǫ = ǫM|N . For λ ∈ PM|N , (Lǫ(λ), Bǫ(λ)) is a crystal base
of Vǫ(λ).
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Proof. The proof is similar to that of [18, Theorem 4.4]. Let (L(λ),B(λ)) be given by
L(λ) =
∑
r≥0, i1,...,ir∈I˚
A0x˜i1 · · · x˜irvλ,
B(λ) = {± x˜i1 · · · x˜irvλ mod qL(λ) | r ≥ 0, i1, . . . , ir ∈ I˚ } \ {0},
where vλ is a highest weight vector in Vǫ(λ) and x = e, f for each ik. Following the same
arguments in [2], it is shown in [16] that (L(λ),B(λ)) is a crystal base of Vǫ(λ). The crystal
B(λ)/{±1} is equal to SSTǫ(λ) which is connected.
Let µ = (µ1, . . . , µr) = λ
′ be the conjugate partition of λ, and
V µǫ = Vǫ((1
µ1))⊗ . . .⊗ Vǫ((1
µr )).
Let Iµǫ be the subspace of V
µ
ǫ spanned by the vectors induced from the relation (3.5), which
includes the relations in Lemma 3.2. Since Iµǫ is a U˚(ǫ)-submodule, the quotient V
µ
ǫ /I
µ
ǫ is
isomorphic to Vǫ(λ) by Proposition 3.4. So we have a well-defined U˚(ǫ)-linear map
πµ : V µǫ −→ Vǫ(λ)
given by πµ(vT1 ⊗ . . .⊗ vTr ) = vT where T is the column semistandard tableau whose i-th
column (from the left) is Ti for 1 ≤ i ≤ r. Since the decomposition of V
µ is equal to the
usual Pieri rule of Schur functions, it has exactly one component isomorphic to Vǫ(λ). Hence
πµ is equal to the projection onto Vǫ(λ) up to scalar multiplication.
Let Lµǫ = Lǫ((1
µ1))⊗ . . .⊗Lǫ((1
µr )) be the crystal lattice of V µǫ . By [16, Theorem 4.14],
πµ(Lµǫ ) is a crystal lattice of Vǫ(λ) whose wt(Hλ)-weight space is equal to A0v
∗
Hλ
. Since the
crystal of Vǫ(λ) is connected, we conclude that { v
∗
T |T ∈ SSTǫ(λ) } is an A0-basis of π
µ(Lµǫ )
which is equal to Lǫ(λ). 
Remark 3.8. For arbitrary ǫ, the I˚-colored oriented graph SSTǫ(λ) is not in general con-
nected (see [15] for more details). Furthermore, it is not known yet whether Vǫ(λ) has a
crystal base for any λ ∈ PM|N . We expect that (Lǫ(λ), Bǫ(λ)) in (3.13) is a crystal base of
Vǫ(λ).
4. R matrix for finite-dimensional U(ǫ)-modules
4.1. Finite-dimensional U(ǫ)-modules of fundamental type. Let Z+ be the set of
non-negative integers. Let
Zn+(ǫ) = {m = (m1, . . . ,mn) |mi ∈ Z+ if ǫi = 0, mi ∈ {0, 1} if ǫi = 1, (i ∈ I) }.
For m ∈ Zn+(ǫ), let |m| = m1 + · · · + mn. For i ∈ I, put ei = (0, · · · , 1, · · · , 0) where 1
appears only in the i-th component.
For s ∈ Z+, let
Ws,ǫ =
⊕
m∈Zn+(ǫ),|m|=s
Q(q)|m〉
be the Q(q)-vector space spanned by |m〉 for m ∈ Zn+(ǫ) with |m| = s.
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For a parameter x ∈ Q(q), we denote by Ws,ǫ(x) a U(ǫ)-module V , where V =Ws,ǫ as a
Q(q)-space and the actions of ei, fi, ωj are given by
ei|m〉 =
xδi,0qmi+1−mi−1[mi+1]|m + ei − ei+1〉, if m+ ei − ei+1 ∈ Zn+(ǫ),0, otherwise,
fi|m〉 =
x−δi,0qmi−mi+1−1[mi]|m− ei + ei+1〉, if m− ei + ei+1 ∈ Zn+(ǫ),0, otherwise,
ωj |m〉 = q
mj
j |m〉,
for i ∈ I, j ∈ I, and m = (m1, . . . ,mn) ∈ Z
n
+(ǫ). Here we understand e0 = en.
Remark 4.1. We may identify Ws,ǫ(x) with Vǫ((s)) (3.12) as a U˚(ǫ)-module, where |m〉
corresponds to vT , where T is the tableau of shape (s) with mi the number of occurrences
of i in T (i ∈ I). Also the map
(4.1) φ(|m〉) = q
−
∑
i<j
mimj |m〉
gives an isomorphism of U(ǫ)-modules fromWs,ǫ(x) to itself with another U(ǫ)-action defined
in [16, (2.15)].
Let us regard Ws,ǫ =Ws,ǫ(1) and set
Ls,ǫ =
⊕
m∈Zn
+
(ǫ),|m|=s
A0|m〉, Bs,ǫ = {±|m〉 (mod qLs,ǫ) | m ∈ Z
n
+(ǫ), |m| = s }.(4.2)
Proposition 4.2. For s ∈ Z+, the pair (Ls,ǫ,Bs,ǫ) is a crystal base of Ws,ǫ, where the
crystal Bs,ǫ/{±1} is connected.
Proof. It follows from the same arguments as in Lemma 3.6 that (Ls,ǫ,Bs,ǫ) is a crystal base
of Ws,ǫ. The crystal SSTǫ((s)) is connected with highest element H(s). Since the crystal
Bs,ǫ/{±1} of Ws,ǫ is equal to SSTǫ((s)) as an I˚-colored graph, Bs,ǫ/{±1} is connected as
an I-colored oriented graph. 
4.2. Subalgebra U(ǫ′). Suppose that n ≥ 4 and let ǫ = (ǫ1, . . . , ǫn) be given. Let ǫ
′ =
(ǫ′1, . . . , ǫ
′
n−1) be the sequence obtained from ǫ by removing ǫi for some i ∈ I. We further
assume that ǫ′ is homogeneous when n = 4, that is, ǫ′ = (000) or (111).
Put I ′ = {0, 1, · · · , n − 2}. Let us denote by ω′l, e
′
j , and f
′
j the generators of U(ǫ
′) for
1 ≤ l ≤ n − 1 and j ∈ I ′, where k′j = ω
′
j(ω
′
j+1)
−1. Let us define Kj, Ej , Fj for j ∈ I
′ as
follows:
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Case 1. Assume that 2 ≤ i ≤ n− 1. For j ∈ I ′, put
Kj =

kj , if j ≤ i− 2,
ki−1ki, if j = i− 1,
kj+1, if j ≥ i,
Ej =

ej , if j ≤ i− 2,
[ei−1, ei]Di−1 i , if j = i− 1,
ej+1, if j ≥ i,
Fj =

fj , if j ≤ i− 2,
[fi, fi−1]D−1
i−1 i
, if j = i− 1,
fj+1, if j ≥ i.
(4.3)
Case 2. Assume that i = n. For j ∈ I ′, put
Kj =
kj , if j 6= 0,kn−1k0, if j = 0,
Ej =
ej , if j 6= 0,[en−1, e0]Dn−1 0 , if j = 0, Fj =
fj, if j 6= 0,[f0, fn−1]D−1
n−1 0
, if j = 0.
(4.4)
Case 3. Assume that i = 1. For j ∈ I ′, put
Kj =
k0k1, if j = 0,kj+1, if j 6= 0,
Ej =
[e0, e1]D0 1 , if j = 0,ej+1, if j 6= 0, Fj =
[f1, f0]D−10 1 , if j = 0,fj+1, if j 6= 0.
(4.5)
Theorem 4.3. There exists a homomorphism of Q(q)-algebras φ : U(ǫ′) −→ U(ǫ) such that
φ(k′j) = Kj, φ(e
′
j) = Ej , φ(f
′
j) = Fj (j ∈ I
′).
Proof. Let us prove Case 1 since the the proof of the other cases are similar. Let ǫ˜ =
(ǫ˜1, . . . ǫ˜n) be the sequence obtained from ǫ by exchanging ǫi and ǫi+1, and let τi : U(ǫ) −→
U(ǫ˜) be the isomorphism in Theorem 2.2.
Put Ωj = ωj for 1 ≤ j ≤ i−1 and ωj+1 for i ≤ j ≤ n−1, and let φ(ω
′
j) = Ωj , φ(e
′
j) = Ej ,
and φ(f ′j) = Fj for j = 1, · · · , n − 1. Let us check that Ωj, Ej , Fj satisfy the relations in
Definition 2.1. Note that Di−1i = q
−1
i .
First, the relations (2.1) and (2.2) are trivial. Let us check that (2.3) holds. Let Ej and
Fl be given for j, l ∈ I
′. If j 6= l or j = l 6= i − 1, then it is clear. When j = l = i − 1, we
have τ−1i (ei−1) = [ei−1, ei]Di−1 i = Ei−1, τ
−1(fi−1) = Fi−1, and τ
−1(ki−1) = Ki−1. Hence
(2.3) holds. We can check the relation (2.4) by the same argument.
Next, consider the relations (2.5). The first one is immediate. So it is enough to show the
second one. We may only consider four non-trivial cases when the pair of relevant indices
in I ′ are (i− 2, i− 1), (i− 1, i− 2), (i− 1, i), (i, i− 1) with the first index in the pair in I ′even.
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In case of (i− 2, i− 1), we have
E2i−2Ei−1 − (−1)
ǫi−2 [2]Ei−2Ei−1Ei−2 + Ei−1E
2
i−2
= e2i−2ei−1ei − q
−1
i e
2
i−2eiei−1 − (qi−1 + q
−1
i−1)ei−2ei−1eiei−2
+(qi−1 + q
−1
i−1)q
−1
i ei−2eiei−1ei−2 + ei−1eie
2
i−2 − q
−1
i eiei−1e
2
i−2.
which is zero, since e2i−2ei−1 + ei−1e
2
i−2 = (qi−1 + q
−1
i−1)ei−2ei−1ei−2 and hence
e2i−2ei−1ei − (qi−1 + q
−1
i−1)ei−2ei−1eiei−2 + ei−1eie
2
i−2 = 0,
− q−1i e
2
i−2eiei−1 + q
−1
i (qi−1 + q
−1
i−1)ei−2eiei−1ei−2 − q
−1
i eiei−1e
2
i−2 = 0.
The proof for (i, i− 1) is the same. In case of (i− 1, i− 2) and (i− 1, i), the proof reduces
to the case of (i − 2, i− 1) or (i, i− 1) by applying τi to El’s for l = i− 2, i− 1, i.
Finally let us check the relation (2.6). We may only consider the cases when the relevant
triple of indices in I ′ are (i− 3, i− 2, i− 1), (i− 2, i− 1, i), (i− 1, i, i+ 1) with the index in
the middle in I ′odd. In case of (i − 1, i, i+ 1) and i ∈ I
′
odd, we have
EiEi−1EiEi+1 − EiEi+1EiEi−1 + Ei+1EiEi−1Ei
− Ei−1EiEi+1Ei + (−1)
ǫi [2]EiEi−1Ei+1Ei
= ei+1(ei−1ei − q
−1
i eiei−1)ei+1ei+2 − ei+1ei+2ei+1(ei−1ei − q
−1
i eiei−1)
+ ei+2ei+1(ei−1ei − q
−1
i eiei−1)ei+1 − (ei−1ei − q
−1
i eiei−1)ei+1ei+2ei+1
+ (−1)ǫi+1 [2]ei+1(ei−1ei − q
−1
i eiei−1)ei+2ei+1,
which is zero by (2.6) for U(ǫ) with respect to i+1 ∈ Iodd. The proof for (i− 3, i− 2, i− 1)
is the same. The proof for (i− 2, i− 1, i) reduces to the previous cases by applying τi to El
for l = i− 2, i− 1, i. We leave the proof for Fj ’s to the reader. 
4.3. Truncation to U(ǫ′)-modules. Let ǫ′ be as in Section 4.2. Suppose that M ′ is the
number of j’s with ǫ′j = 0 and N
′ is the number of j’s with ǫ′j = 1 in ǫ
′.
For a submodule V of V⊗ℓ (ℓ ≥ 1), we define
(4.6) trǫǫ′(V ) =
⊕
µ∈wt(V )
(µ|δi)=0
Vµ,
where wt(V ) is the set of weights of V . For any submodules V,W of a tensor power of V , it
is clear that
trǫǫ′(V ⊗W ) = tr
ǫ
ǫ′(V )⊗ tr
ǫ
ǫ′(W ),
as a vector space.
Lemma 4.4. Let V ′ = trǫǫ′(V). Then
(1) V ′ is isomorphic to the natural representation of U˚(ǫ′) given in (2.15),
(2) trǫǫ′(V
⊗ℓ) is isomorphic to V ′⊗ℓ as a U˚(ǫ′)-module.
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Proof. (1) Let us assume that 2 ≤ i ≤ n− 2 since the proof for the other cases is similar.
Let j ∈ ˚(I ′) and k ∈ I \ {i} given. It is clear from (4.3) that
Ejvk =
vj , if k = j + 1,0, if k 6= j + 1, (j ≤ i− 2), Ejvk =
vj+1, if k = j + 2,0, if k 6= j + 2, (j ≥ i).
When j = i− 1, we have Ei−1 = ei−1ei − q
−1
i eiei−1, and
Ei−1vk =
vi−1, if k = i+ 1,0, if k 6= i+ 1.
We have similar formulas for Fj for j ∈ ˚(I ′). Hence V
′ is invariant under the action of U˚(ǫ′).
In fact, V ′ is isomorphic to the natural representation of U˚(ǫ′) (2.15).
(2) We see that the actions of Ej , Fj ,Kj (j ∈ ˚(I ′)) on V
′ ⊗ V ′ are equal to those of
(4.7) K−1j ⊗ Ej + Ej ⊗ 1, 1⊗ Fj + Fj ⊗Kj, Kj ⊗Kj ,
respectively. This implies that V ′ ⊗ V ′ and hence (V ′)⊗ℓ are invariant under the action of
U˚(ǫ′). For example, in case of Ei−1 = ei−1ei − q
−1
i eiei−1, we have
∆(Ei−1) = ∆(ei−1)∆(ei)− q
−1
i ∆(ei)∆(ei−1)
= k−1i−1k
−1
i ⊗ ei−1ei + k
−1
i−1ei ⊗ ei−1 + k
−1
i ei−1 ⊗ ei + ei−1ei ⊗ 1
− q−1i (k
−1
i k
−1
i−1 ⊗ eiei−1 + k
−1
i ei−1 ⊗ ei + k
−1
i−1ei ⊗ ei−1 + eiei−1 ⊗ 1).
Then the action of ∆(Ei−1) on V
′ ⊗V ′ is equal to k−1i k
−1
i−1 ⊗ ei−1ei + ei−1ei ⊗ 1, and hence
K−1i−1 ⊗ Ei−1 + Ei−1 ⊗ 1. 
Proposition 4.5. Let λ ∈ PM|N be given.
(1) trǫǫ′(Vǫ(λ)) is a U˚(ǫ
′)-submodule of Vǫ(λ) via φ.
(2) trǫǫ′(Vǫ(λ)) is non-zero if and only if λ ∈ PM ′|N ′ . In this case, we have
trǫǫ′(Vǫ(λ))
∼= Vǫ′(λ),
as a U˚(ǫ′)-module.
Proof. (1) It follows from Lemma 4.4 and
(4.8) trǫǫ′(Vǫ(λ)) = tr
ǫ
ǫ′(Y
λ(q)V⊗ℓ) = Y λ(q)trǫǫ′(V
⊗ℓ) = Y λ(q)trǫǫ′(V)
⊗ℓ = Y λ(q)(V ′)⊗ℓ.
(2) Note that SSTǫ′(λ) ⊂ SSTǫ(λ). By Proposition 3.4 and (4.8), we see that tr
ǫ
ǫ′(Vǫ(λ))
is a Q(q)-span of { vT ′ |T
′ ∈ SSTǫ′(λ) }, which in fact forms a basis. This implies that
trǫǫ′(Vǫ(λ)) is non-zero if and only if λ ∈ PM−1|N when ǫi = 0, and λ ∈ PM|N−1 when
ǫi = 1. Hence, tr
ǫ
ǫ′(Vǫ(λ)) is isomorphic to Vǫ′(λ) when it is non-zero by (4.7) and Proposition
3.4. 
Corollary 4.6. Let V,W be submodules of a tensor power of V. Then
(1) trǫǫ′(V ), tr
ǫ
ǫ′(W ), and tr
ǫ
ǫ′(V ⊗W ) are U˚(ǫ
′)-modules via φ,
(2) trǫǫ′(V ⊗W )
∼= trǫǫ′(V )⊗ tr
ǫ
ǫ′(W ) as U˚(ǫ
′)-modules.
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Proof. Since V⊗ℓ is completely reducible, it follows from Proposition 4.5 and (4.7). 
We may define trǫǫ′ and have similar results for U(ǫ)-modules in O≥0.
Proposition 4.7.
(1) For s ∈ Z+ and x ∈ Q(q), tr
ǫ
ǫ′(Ws,ǫ(x)) is a U(ǫ
′)-submodule of Ws,ǫ(x) via φ, and
trǫǫ′(Ws,ǫ(x))
∼=Ws,ǫ′(x).
Moreover, (trǫǫ′(Ls,ǫ), tr
ǫ
ǫ′(Bs,ǫ)) is a crystal base of tr
ǫ
ǫ′(Ws,ǫ) isomorphic to (Ls,ǫ′ ,Bs,ǫ′).
(2) For l,m ∈ Z+ and x, y ∈ Q(q), tr
ǫ
ǫ′(Wl,ǫ(x)⊗Wm,ǫ(y)) is a U(ǫ
′)-module via φ, and
trǫǫ′(Wl,ǫ(x) ⊗Wm,ǫ(y))
∼= trǫǫ′(Wl,ǫ(x)) ⊗ tr
ǫ
ǫ′(Wm,ǫ(y)),
as U(ǫ′)-modules.
Proof. The proof is the same as in Proposition 4.5. 
4.4. Irreducibility of Wl,ǫ(x)⊗Wm,ǫ(y). Let us show thatWl,ǫ(x)⊗Wm,ǫ(y) is irreducible
for l,m ∈ Z+ and generic x, y ∈ Q(q). When ǫ = ǫM|N , the irreducibility is shown in [17].
In this paper, we give a different proof of it, which is also available for arbitrary ǫ.
Theorem 4.8. For l,m ∈ Z+, Wl,ǫ ⊗Wm,ǫ is irreducible.
Proof. Let us assume without loss of generality that M,N ≥ 1 with ǫ1 = 0.
Let (Ls,ǫ,Bs,ǫ) be the crystal base of Ws,ǫ in (4.2) for s = l,m. By Proposition 2.5,
(Ll,ǫ ⊗ Lm,ǫ,Bl,ǫ ⊗ Bm,ǫ) is a crystal base of Wl,ǫ ⊗ Wm,ǫ. If M = 1, then it is proved
in [16] that Bl,ǫ ⊗ Bm,ǫ/{±1} is connected. Since dimQ(q)(Wl,ǫ ⊗ Wm,ǫ)(l+m)δ1 = 1 and
Bl,ǫ⊗Bm,ǫ/{±1} is connected, it follows from [2, Lemma 2.7] thatWl,ǫ⊗Wm,ǫ is irreducible.
We assume that M ≥ 2. Set ǫ′ = ǫM|0, which is the subsequence of ǫ obtained by
removing all ǫi = 1’s. Note that the length of ǫ
′ may be less than 4 so that U(ǫ′) is not
well-defined, but trǫǫ′ can be defined in the same way as in (4.6). We put
Ws,ǫ′ := tr
ǫ
ǫ′(Ws,ǫ), Ls,ǫ′ := tr
ǫ
ǫ′(Ls,ǫ) ⊂ Ls,ǫ, Bs,ǫ′ := tr
ǫ
ǫ′(Bs,ǫ) ⊂ Bs,ǫ.
Let 1 ≤ j1 < · · · < jM ≤ n be such that ǫjk = 0 for 1 ≤ k ≤ M . By Theorem 4.3, we
have a Uq(sl2)-action on Wl,ǫ′ ⊗ Wm,ǫ′ corresponding to the pair (ǫjk , ǫjk+1) or (ǫjM , ǫj1).
For 0 ≤ k ≤M − 1, let us denote by e˜k′ and f˜k′ the Kashiwara operators corresponding to
(ǫjk , ǫjk+1) when k 6= 0 and to (ǫjM , ǫj1) when k = 0.
If we put I ′ = { k′ | k = 0, . . . ,M −1 }, then Ll,ǫ′ ⊗Lm,ǫ′ is invariant under e˜k′ and f˜k′ for
k′ ∈ I ′, and hence Bl,ǫ′ ⊗ Bm,ǫ′/{±1} is an I
′-colored oriented graph. Since Ll,ǫ′ ⊗ Lm,ǫ′ ⊂
Ll,ǫ ⊗ Lm,ǫ and Bl,ǫ′ ⊗ Bm,ǫ′ ⊂ Bl,ǫ ⊗ Bm,ǫ, we may regard Bl,ǫ ⊗ Bm,ǫ/{±1} as an (I ⊔ I
′)-
colored oriented graph.
Let b = |m1〉 ⊗ |m2〉 ∈ Bl,ǫ ⊗ Bm,ǫ be given. We will show that b is connected to
|le1〉⊗|me1〉, which implies that Bl,ǫ⊗Bm,ǫ/{±1} is connected as an (I⊔I
′)-colored oriented
graph. Let us write mi = (mi1, . . . ,min) for i = 1, 2.
We first claim that there exists a sequence i1, . . . , ir ∈ I such that (ǫik , ǫik+1) 6= (0, 0) for
1 ≤ k ≤ r and
(4.9) b′ := x˜i1 . . . x˜irb ≡ |m
′
1〉 ⊗ |m
′
2〉 (mod qLl,ǫ′ ⊗ Lm,ǫ′),
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for some |m′1〉 ∈ Wl,ǫ′ and |m
′
2〉 ∈ Wm,ǫ′ , where x˜is = e˜is or f˜is for each 1 ≤ s ≤ r.
Suppose that there exists k with ǫk = 1 such that m1k = 1 or m2k = 1. Let i and j be the
maximal and minimal indices respectively such that i < k < j and ǫi = ǫj = 0. If there is no
such (i, j), then we have ǫ = ǫM|N and identify this case with the one of ǫ = (0
M−1, 1N , 0).
Since we will choose i1, . . . , ir in {i, i + 1, . . . , j − 1}, we may assume for simplicity that
mab = 0 for a = 1, 2 and b 6∈ {i, . . . , j}.
Let us use induction on L = |m1| + |m2|. Suppose that L = 1. If m1k = 1, then
f˜j−1f˜j−2 . . . f˜kb satisfies (4.9). If m2k = 1, then e˜ie˜i+1 . . . e˜k−1b satisfies (4.9).
Suppose that L > 1. We may assume that f˜i+1b = f˜i+2b = · · · = f˜j−1b = 0. Then by
tensor product rule in Proposition 2.5 we have
m1 = m1iei +
∑
x≤u≤y
eu +
∑
z≤v≤j−1
ev +m1jej ,
m2 = m2iei +
∑
y+1≤v≤j−1
ev +m2jej,
(4.10)
for some i < x < y < z < j. Here we assume that
∑
z≤v≤j−1 ev in m1 is empty if there is
no such z. Now we take the following steps to construct b′ in (4.9).
Step 1. If there exists z such that y < z < j and m1z = · · · = m1j−1 = 1, then by
applying f˜z f˜z−1 . . . f˜j−1 to b, m1 in (4.10) is replaced by
(4.11) m1iei +
∑
x≤u≤y
eu +
∑
z+1≤v≤j−1
ev + (m1j + 1)ej .
Repeating this step, (4.11) is replaced by
m1iei +
∑
x≤u≤y
eu + (m1j + j − z)ej.
Hence we may assume that m1 in (4.10) is of the form m1iei +
∑
x≤u≤y+1 eu +m1jej .
Step 2. If m1j = 0, then we have
f˜j−1b = |m1〉 ⊗ |m2 − ej−1 + ej〉.
Hence we may apply the induction hypothesis to conclude (4.9).
Step 3. If mij 6= 0, then by applying e˜ie˜i+1 . . . e˜j−2e˜j−1 to b, m1 and m2 are replaced by
m1iei +
∑
x≤u≤y+1
eu + (m1j − 1)ej ,
(m2i + 1)ei +
∑
y+2≤v≤j−1
ev +m2jej ,
respectively. Repeating this step d times such that m1j − d ≥ 0 and y + d+ 1 ≤ j, m1 and
m2 are replaced by
m1iei +
∑
x≤u≤y+d
eu + (m1j − d)ej ,
(m2i + d)ei +
∑
y+d+1≤v≤j−1
ev +m2jej ,
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respectively. We may keep this process untilm1j−d = 0, which belongs to the case in Step 2,
or
∑
y+d+1≤v≤j−1 ev is empty. In the latter case, m1 is replaced by m1iei+
∑
x≤u≤j−1 eu+
(m1j−d)ej so that we may apply f˜j−1 and use induction hypothesis to have b
′. This proves
the claim.
By construction of b′ and its weight, we have
b′ − |m′1〉 ⊗ |m
′
2〉 ∈ (Ll,ǫ′ ⊗ Lm,ǫ′) ∩ (qLl,ǫ ⊗ Lm,ǫ) = qLl,ǫ′ ⊗ Lm,ǫ′ ,
and hence b′ ∈ (Ll,ǫ′ ⊗Lm,ǫ′/qLl,ǫ′ ⊗Lm,ǫ′) ⊂ (Ll,ǫ ⊗Lm,ǫ/qLl,ǫ ⊗Lm,ǫ). If M = 2, then it
is easy to show that b′ = |m′1〉⊗ |m
′
2〉 ∈ Bl,ǫ′ ⊗Bm,ǫ′ is connected to |le1〉⊗ |me1〉 under e˜k′
and f˜k′ for k = 0, 1. If M ≥ 3, then we can also show that b
′ = |m′1〉 ⊗ |m
′
2〉 ∈ Bl,ǫ′ ⊗Bm,ǫ′
is connected to |le1〉⊗ |me1〉 by using the fact that Bl,ǫ′ ⊗Bm,ǫ′/{±1} is a connected crystal
of type A
(1)
M−1 (cf. [1]).
Finally, since dimQ(q)(Wl,ǫ ⊗ Wm,ǫ)(l+m)δ1 = 1 and Bl,ǫ ⊗ Bm,ǫ/{±1} is connected, it
follows from [2, Lemma 2.7] that Wl,ǫ ⊗Wm,ǫ is irreducible. This completes the proof. 
Corollary 4.9. For l,m ∈ Z+ and generic x, y ∈ Q(q), Wl,ǫ(x)⊗Wm,ǫ(y) is irreducible.
Proof. It follows from [12, Lemma 3.4.2]. 
4.5. Existence of R matrix. For l,m ∈ Z+ and x, y ∈ Q(q), consider a non-zero Q(q)-
linear map R on Wl,ǫ(x) ⊗Wm,ǫ(y) such that
∆op(g) ◦R = R ◦∆(g),(4.12)
for g ∈ U(ǫ), where ∆op is the opposite coproduct of ∆ in (2.7), that is, ∆op(g) = P ◦∆(g)◦P
and P (a⊗ b) = b⊗ a. We denote it by R(z), where z = x/y, since R depends only on z.
We say that R(z) satisfies the Yang-Baxter equation if we have
(4.13) R12(u)R13(uv)R23(v) = R23(v)R13(uv)R12(u),
on Ws1,ǫ(x1) ⊗Ws2,ǫ(x2) ⊗Ws3,ǫ(x3) with u = x1/x2 and v = x2/x3 for (s1), (s2), (s3) ∈
PM|N . Here Rij(z) denotes the map which acts as R(z) on the i-th and the j-th component
and the identity elsewhere. We call R(z) the (quantum) R matrix.
Theorem 4.10. Let l,m ∈ Z+ given with (l), (m) ∈ PM|N . Suppose that ǫ1 = 0. There
exists a unique non-zero linear map R(z) ∈ EndQ(q)(Wl,ǫ(x) ⊗ Wm,ǫ(y)) satisfying (4.12)
and (4.13), and R(z)(|le1〉 ⊗ |me1〉) = |le1〉 ⊗ |me1〉 for generic x, y ∈ Q(q).
Proof. The existence of such a map for arbitrary ǫ is proved in [17, Theorem 5.1] with
respect to ∆+ in (2.9), say R+. Let
(4.14) χ = ψ ◦ (φ⊗ φ),
where ψ and φ are given in (2.10) and (4.1), respectively. Then
R := χ−1 ◦R+ ◦ χ
satisfies the conditions (4.12) and (4.13), and R(z)(|le1〉⊗|me1〉) = |le1〉⊗|me1〉 with respect
to ∆. The uniqueness follows from the irreducibility in Corollary 4.9 and normalization by
R(z)(|le1〉 ⊗ |me1〉) = |le1〉 ⊗ |me1〉. 
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Remark 4.11. If M = 0, then the existence of R matrix is already known. Hence we may
assume that M ≥ 1. If ǫ1 = 1, then we may choose the smallest i ∈ I0 so that there exists
a unique R matrix satisfying R(z)(|lei〉 ⊗ |mei〉) = |lei〉 ⊗ |mei〉.
5. Kirillov-Reshetikhin modules
5.1. Spectral decomposition. Suppose that ǫ = (ǫ1, . . . , ǫn) is given with n ≥ 4. Recall
that M is the number of i’s with ǫi = 0 and N is the number of i’s with ǫi = 1 in ǫ.
Let l,m ∈ Z+ be given. Let Rǫ(z) be the R matrix on Wl,ǫ(x) ⊗Wm,ǫ(y) in Theorem
4.10. We have as a U˚(ǫ)-module,
Wl,ǫ(x) ⊗Wm,ǫ(y) ∼=
⊕
t∈H(l,m)
Vǫ((l +m− t, t)),
where H(l,m) = { t | 0 ≤ t ≤ min{l,m}, (l+m− t, t) ∈ PM|N }.
Let us take a sequence ǫ′′ = (ǫ′′1 , . . . , ǫ
′′
n′′) of 0, 1’s with n
′′ ≫ n satisfying the following:
(1) ǫ is a subsequence of ǫ′′,
(2) we have as a U˚(ǫ′′)-module
Wl,ǫ′′(x)⊗Wm,ǫ′′(y) ∼=
⊕
0≤t≤min{l,m}
Vǫ′′((l +m− t, t)),
(3) if ǫ′ = ǫM ′′|0 with M
′′ = |{ i | ǫ′′i = 0 }| ≫ 0, then we have as a U˚(ǫ
′)-module
Wl,ǫ′(x) ⊗Wm,ǫ′(y) ∼=
⊕
0≤t≤min{l,m}
Vǫ′((l +m− t, t)),
Let Rǫ′′(z) and Rǫ′(z) denote the R matrices on Wl,ǫ′′(x) ⊗ Wm,ǫ′′(y) and Wl,ǫ′(x) ⊗
Wm,ǫ′(y), respectively.
Lemma 5.1. For ǫ = ǫ or ǫ′, we have the following commutative diagram:
Wl,ǫ′′(x)⊗Wm,ǫ′′(y)
PRǫ′′ (z)
//
tr
ǫ′′
ǫ

Wm,ǫ′′(y)⊗Wl,ǫ′′(x)
tr
ǫ′′
ǫ

Wl,ǫ(x)⊗Wm,ǫ(y)
PRǫ(z)
// Wm,ǫ(y)⊗Wl,ǫ(x)
Proof. For ǫ = ǫ or ǫ′, the restriction of PRǫ′′(z) on tr
ǫ′′
ǫ
(Wl,ǫ(x)⊗Wm,ǫ(y)), which gives a
well-defined U(ǫ)-linear endomorphism. By Proposition 4.7 and Theorem 4.10, the restricted
R matrix is the quantum R matrix on Wl,ǫ(x)⊗Wm,ǫ(y), which proves the commutativity
of the diagram. 
For 0 ≤ t ≤ min{l,m}, let v′(l,m, t) be the highest weight vectors of Vǫ′((l+m− t, t)) in
Wl,ǫ′(x)⊗Wm,ǫ′(y) such that
v′(l,m, t) ∈ Ll,ǫ′ ⊗ Lm,ǫ′ ,
v′(l,m, t) ≡ |le1〉 ⊗ |(m− t)e1 + te2〉 (mod qLl,ǫ′ ⊗ Lm,ǫ′).
We also define v′(m, l, t) in the same manner. For 0 ≤ t′ ≤ min{l,m}, we may regard
Vǫ((l +m− t, t)) ⊂ Vǫ′′((l +m− t, t)), Vǫ′((l +m− t, t)) ⊂ Vǫ′′((l +m− t, t))
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as a Q(q)-space, and let P l,mt : Wl,ǫ′′(x) ⊗Wm,ǫ′′(y) −→ Wm,ǫ′′(y) ⊗Wl,ǫ′′(x) be a U˚(ǫ
′′)-
linear map given by P l,mt (v
′(l,m, t′)) = δtt′v
′(m, l, t′). Then we have the following spectral
decomposition of PRǫ′′(z)
PRǫ′′(z) =
∑
0≤t≤min{l,m}
ρt(z)P
l,m
t ,
for some ρt(z) ∈ Q(q). By Proposition 4.5 and Lemma 5.1, we also have the following
spectral decomposition of PRǫ(z)
PRǫ′(z) =
∑
0≤t≤min{l,m}
ρt(z)P
l,m
t ,
PRǫ(z) =
∑
t∈H(l,m)
ρt(z)P
l,m
t ,
(5.1)
where we understand P l,mt as defined on Wl,ǫ(x) ⊗Wm,ǫ(y). Then we have the following
explicit description of PRǫ(z), which is proved in case of ǫ = ǫM|N [17].
Theorem 5.2. We have
(5.2) PRǫ(z) =
min{l,m}∑
t=max{l+m−n,0}
Ñ
min{l,m}∏
i=t+1
z − ql+m−2i+2
1− ql+m−2i+2z
é
P l,mt (M = 0),
(5.3) PRǫ(z) =
min{l,m,n−1}∑
t=0
(
t∏
i=1
1− ql+m−2i+2z
z − ql+m−2i+2
)
P l,mt (M = 1),
(5.4) PRǫ(z) =
min{l,m}∑
t=0
(
t∏
i=1
1− ql+m−2i+2z
z − ql+m−2i+2
)
P l,mt (2 ≤M ≤ n),
where we assume that ρmin{l,m}(z) = 1 in (5.2) and ρ0(z) = 1 in (5.3) and (5.4).
Proof. We may consider the case of 1 ≤M ≤ n only since the case when M = 0 is known
(see [16, (5.6)] or [17, (6.10)]). It is well-known that PRǫ′(z) for ǫ
′ = ǫM ′′|0 has the following
spectral decomposition
PRǫ′(z) =
∑
0≤t≤min{l,m}
ρ′t(z)P
l,m
t ,
where
ρ′0(z) = 1, ρ
′
t(z) =
t∏
i=1
1− ql+m−2i+2z
z − ql+m−2i+2
(1 ≤ t ≤ min{l,m}),
(cf. [16, (5.8)] or [17, (6.16)]). We remark that χ(v′(l,m, t)) and χ(v′(m, l.t)) for 0 ≤ t ≤
min{l,m} are the same scalar multiplications of the highest weight vectors in [17, (6.14)],
where χ is as in (4.14). Hence it follows from (5.1) that
ρt(z) = ρ
′
t(z) (t ∈ H(l,m)),
which completes the proof. 
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5.2. Kirillov-Reshetikhin modules. As an application of Theorem 5.2, let us construct a
family of irreducible U(ǫ)-modules in O≥0 which corresponds to usual Kirillov-Reshetikhin
modules under truncation. Let us assume that 1 ≤ M ≤ n − 1 since the results when
M ∈ {0, n} are well-known [13].
Fix s ≥ 1 and put Vx =Ws,ǫ(x) for x ∈ Q(q). We take a normalization
Rˇ(z) =
(
s∏
i=1
z − q2s−2i+2
1− q2s−2i+2z
)
PR(z),
where R(z) is the R matrix on Vx ⊗ Vy . Since (s
2) 6∈ PM|N if and only if M = 1 and
s > n− 1, we have
Rˇ(z) =

∑n−1
t=0
Å∏s
i=t+1
z − q2s−2i+2
1− q2s−2i+2z
ã
Ps,st , if (s
2) 6∈ PM|N ,
Ps,ss +
∑s−1
t=0
Å∏s
i=t+1
z − q2s−2i+2
1− q2s−2i+2z
ã
Ps,st , if (s
2) ∈ PM|N .
For r ≥ 2, let W denote the group of permutations on r letters generated by si = (i i+1)
for 1 ≤ i ≤ r − 1. By Theorem 4.10, we have U(ǫ)-linear maps
Rˇw(x1, . . . , xr) : Vx1 ⊗ · · · ⊗ Vxr −→ Vxw(1) ⊗ · · · ⊗ Vxw(r)
for w ∈ W and generic x1, . . . , xr satisfying the following:
Rˇ1(x1, . . . , xr) = idVx1⊗···⊗Vxr ,
Rˇsi(x1, . . . , xr) =
Ä
⊗j<iidVxj
ä
⊗ Rˇ(xi/xi+1)⊗
Ä
⊗j>i+1idVxj
ä
,
Rˇww′(x1, . . . , xr) = Rˇw′(xw(1), . . . , xw(r))Rˇw(x1, . . . , xr),
for w,w′ ∈ W with ℓ(ww′) = ℓ(w) + ℓ(w′). Let w0 denote the longest element in W . By
Theorem 5.2, Rˇw0(x1, . . . , xr) does not have a pole at q
2k for k ∈ Z+ as a function in
x1, . . . , xr. Hence we have a U(ǫ)-linear map
Rˇr := Rˇw0(q
r−1, qr−3, · · · , q1−r) : Vqr−1 ⊗ · · · ⊗ Vq1−r −→ Vq1−r ⊗ · · · ⊗ Vqr−1 .
Then we define a U(ǫ)-module
(5.5) W(r)s,ǫ := ImRˇr.
It is proved in [16] that W
(r)
s,ǫ is irreducible when ǫ = ǫM|N , where the proof uses the
crystal base of polynomial representation of UM|N (ǫ). Now we give another proof of the
irreducibility of W
(r)
s,ǫ , which is available for arbitrary ǫ.
Theorem 5.3. Let r, s ≥ 1 be given. Then W
(r)
s,ǫ is non-zero if and only if (sr) ∈ PM|N .
In this case, W
(r)
s,ǫ is irreducible, and it is isomorphic to Vǫ((s
r)) as a U˚(ǫ)-module.
Proof. Let us take a sequence ǫ′′ = (ǫ′′1 , . . . , ǫ
′′
n′′) of 0, 1’s satisfying the following:
(1) ǫ is a subsequence of ǫ′′,
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(2) we have as a U˚(ǫ′′)-module
(5.6) Vǫ′′((s))
⊗r ∼=
⊕
λ∈P
Vǫ′′(λ)
⊕Kλ(sr) ,
where Kλ(sr) is the Kostka number associated to λ and (s
r) (cf. Remark 3.5),
(3) if ǫ′ = ǫM ′′|0 with M
′′ = |{ i | ǫ′′i = 0 }|, then we have as a U˚(ǫ
′)-module
(5.7) Vǫ′((s))
⊗r ∼=
⊕
λ∈P
Vǫ′(λ)
⊕Kλ(sr) .
Let us define a U(ǫ′′)-module W
(r)
s,ǫ′′ by the same way as in (5.5), where Rˇ
′′
r and V
′′
x denote
the corresponding ones. We define W
(r)
s,ǫ′ , Rˇ
′
r and V
′
x similarly.
By Lemma 5.1, we have the following commutative diagram:
V ′′
qr−1
⊗ · · · ⊗ V ′′
q1−r
Rˇ′′r
//
tr
ǫ′′
ǫ′

V ′′
q1−r
⊗ · · · ⊗ V ′′
qr−1
tr
ǫ′′
ǫ′

V ′
qr−1
⊗ · · · ⊗ V ′
q1−r
Rˇ′r
// V ′
q1−r
⊗ · · · ⊗ V ′
qr−1
By (5.6), (5.7) and Proposition 4.5, the decomposition of W
(r)
s,ǫ′′ into polynomial U˚(ǫ
′′)-
modules is the same as that of W
(r)
s,ǫ′ into polynomial U˚(ǫ
′)-modules. It is well-known that
W
(r)
s,ǫ′ is irreducible and isomorphic to Vǫ′((s
r)) as a U˚(ǫ′)-module since U(ǫ′′) ∼= Uq(A
(1)
M ′′−1).
Therefore, W
(r)
s,ǫ′′ is irreducible and isomorphic to Vǫ′′((s
r)) as a U˚(ǫ′′)-module.
Again by Lemma 5.1, we have the following commutative diagram:
V ′′
qr−1
⊗ · · · ⊗ V ′′
q1−r
Rˇ′′r
//
tr
ǫ′′
ǫ′

V ′′
q1−r
⊗ · · · ⊗ V ′′
qr−1
tr
ǫ′′
ǫ′

Vqr−1 ⊗ · · · ⊗ Vq1−r
Rˇr
// Vq1−r ⊗ · · · ⊗ Vqr−1
Since trǫ
′′
ǫ′ (Vǫ′′((s
r))) is non-zero if and only if (sr) ∈ PM|N , which is equal to Vǫ((s
r)) in
this case, it follows that W
(r)
s,ǫ is non-zero if and only if (sr) ∈ PM|N . This implies in this
case that W
(r)
s,ǫ is irreducible, and it is isomorphic to Vǫ((s
r)) as a U˚(ǫ)-module. 
The following can be proved by similar arguments.
Corollary 5.4. Suppose that (sr) ∈ PM|N is given.
(1) If r ≤ M and M ≥ 3, then trǫǫ′
Ä
W
(r)
s,ǫ
ä
is the Kirillov-Reshetikhin module of type
A
(1)
M−1 corresponding to the partition (s
r), where ǫ′ = ǫM|0.
(2) If s ≤ N and N ≥ 3, then trǫǫ′
Ä
W
(r)
s,ǫ
ä
is the Kirillov-Reshetikhin module of type
A
(1)
N−1 corresponding to the partition (r
s), where ǫ′ = ǫ0|N .
Remark 5.5. As in case of ǫ = ǫM|N [16], we also expect that W
(r)
s,ǫ has a crystal base for
arbitrary ǫ (cf. Remark 3.8).
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One may use a similar argument as in the proof of Theorem 5.3 to prove the irreducibility
of a tensor product of Wl,ǫ(x)’s and its image under R matrix in some special cases. Let
l1, . . . , lr ∈ Z+ and x1, . . . , xr ∈ Q(q) be given and let ǫ
′ = ǫM|0.
Proposition 5.6. If M is sufficiently large and Wl1,ǫ′(x1)⊗ · · · ⊗Wlr,ǫ′(xr) is irreducible,
then Wl1,ǫ(x1)⊗ · · · ⊗Wlr ,ǫ(xr) is also irreducible.
Proof. Suppose that Wl1,ǫ(x1) ⊗ · · · ⊗ Wlr ,ǫ(xr) is not irreducible and let W be a proper
non-trivial submodule. Since M is sufficiently large, the multiplicity of Vǫ(λ) for λ ∈
P in Wl1,ǫ(x1) ⊗ · · · ⊗ Wlr,ǫ(xr) is equal to that of Vǫ′(λ) for λ ∈ P in Wl1,ǫ′(x1) ⊗
· · · ⊗ Wlr ,ǫ′(xr) (cf. Remark 3.5). This also holds for W and tr
ǫ
ǫ′(W ), which implies that
trǫǫ′(W ) is a proper non-zero subspace of tr
ǫ
ǫ′(Wl1,ǫ(x1) ⊗ · · · ⊗ Wlr,ǫ(xr)). Since tr
ǫ
ǫ′(W ) =
W ∩ trǫǫ′ (Wl1,ǫ(x1)⊗ · · · ⊗Wlr ,ǫ(xr)), it follows that tr
ǫ
ǫ′(W ) is a proper non-zero U(ǫ
′)-
submodule, which is a contradiction. 
Remark 5.7. Proposition 5.6 together with the irreducibility of Wl,ǫ′ ⊗Wm,ǫ′ also implies
Theorem 4.8 when M ≥ 3. But we do not know whether it holds for M = 2. We also would
like to point out that the proof of Theorem 4.8 has its own interest since it describes a new
connected crystal graph structure on Bl,ǫ ⊗ Bm,ǫ/{±1}.
Proposition 5.8. Suppose that xi/xi+1 6∈ q
−2Z+ for 1 ≤ i ≤ r − 1. If M is sufficiently
large and the image of
Rˇ′w0(x1, . . . , xr) :Wl1,ǫ′(x1)⊗ · · · ⊗Wlr ,ǫ′(xr) −→Wlr ,ǫ′(xr)⊗ · · · ⊗Wl1,ǫ′(x1)
is irreducible, then the image of
Rˇw0(x1, . . . , xr) :Wl1,ǫ(x1)⊗ · · · ⊗Wlr,ǫ(xr) −→Wlr ,ǫ(xr)⊗ · · · ⊗Wl1,ǫ(x1)
is also irreducible, where Rˇ′w0(x1, . . . , xr) is the restriction of Rˇw0(x1, . . . , xr) onWl1,ǫ′(x1)⊗
· · · ⊗Wlr,ǫ′(xr).
Proof. It follows from Lemma 5.1 and the same argument as in Proposition 5.6. 
References
[1] T. Akasaka, M. Kashiwara, Finite-dimensional representations of quantum affine algebras, Publ. Res.
Inst. Math. Sci. 33 (1997) 839–867.
[2] G. Benkart, S.-J. Kang, M. Kashiwara, Crystal bases for the quantum superalgebra Uq(gl(m, n)), J.
Amer. Math. Soc. 13 (2000) 295-331.
[3] Cˇ. Burd´ık, R. C. King, T. A. Welsh, The explicit construction of irreducible representations of the
quantum algebras Uq(sl(n)), AIP Conference Proceedings 589 (2001), 158–169.
[4] A. Berele, A. Regev, Hook Young diagrams with applications to combinatorics and to representations
of Lie superalgebras, Adv. Math. 64 (1987) 118-175.
[5] V. Chari, D. Hernandez, Beyond Kirillov-Reshetikhin modules, Contemp. Math. 506 (2010) 49–81.
[6] S.-J. Cheng, N. Lam, Irreducible characters of general linear superalgebra and super duality, Comm.
Math. Phys. 298 (2010) 645–672.
[7] J. Cheng, Y. Wang, R.B. Zhang, Degenerate quantum general linear groups, preprint (2018)
arXiv:1805.07191.
27
[8] S.-J. Cheng, W. Wang, Dualities and Representations of Lie Superalgebras, Graduate Studies in
Mathematics 144, Amer. Math. Soc., 2013.
[9] W. Fulton, Young tableaux, With application to representation theory and geometry, Cambridge Univ.
Press, 1997.
[10] A. Gyoja, A q-analogue of Young symmetrizer, Osaka J. Math. 23 (1986), 841–852.
[11] M. Jimbo, A q-analogue of U(gl(N + 1)), Hecke algebra, and the Yang-Baxter equation, Lett. Math.
Phys. 11 (1986) 247–252.
[12] S-J. Kang, M. Kashiwara, K. C. Misra, T. Miwa, T. Nakashima and A. Nakayashiki, Affine crystals
and vertex models, Int. J. Mod. Phys. A 7 (suppl. 1A) (1992) 449–484.
[13] S-J. Kang, M. Kashiwara, K. C. Misra, T. Miwa, T. Nakashima and A. Nakayashiki, Perfect crystals
of quantum affine Lie algebras, Duke Math. J. 68 (1992) 499–607.
[14] A. N. Kirillov, N. Yu. Reshetikhin, Representations of Yangians and multiplicity of occurrence of the
irreducible components of the tensor product of representations of simple Lie algebras, J. Sov. Math.
52 (1990) 3156–3164.
[15] J.-H. Kwon, Crystal graphs for general linear Lie superalgebras and quasi-symmetric functions, J.
Combin. Theory Ser. A 116 (2009), 1199–1218.
[16] J.-H. Kwon, M. Okado, Kirillov-Reshetikhin modules over generalized quantum groups of type A,
preprint (2018) arXiv:1804.05456, to appear in Publ. Res. Inst. Math. Sci.
[17] A. Kuniba, M. Okado, S. Sergeev, Tetrahedron equation and generalized quantum groups, J. Phys. A:
Math. Theor. 48 (2015) 304001 (38p).
[18] B. Leclerc, J.-Y. Thibon, The Robinson-Schensted correspondence, crystal bases, and the quantum
straightening at q = 0, Electron. J. Combin. 3 (1996), Research Paper 11.
[19] G. Lusztig, Introduction to quantum groups, Progress in Math. 110, Birkha¨user, 1993.
[20] S. Machida, Quantized superalgebras and generalized quantum groups, M.S. Thesis (2017), Osaka City
University.
[21] H. Yamane, Quantized enveloping algebras associated to simple Lie superalgebras and universal R-
matrices, Publ. RIMS, Kyoto Univ. 30 (1994) 15–84.
[22] H. Yamane, On defining relations of affine Lie superalgebras and affine quantized universal enveloping
superalgebras, Publ. RIMS, Kyoto Univ. 35 (1999) 321–390.
[23] C. K. Zachos, Altering the symmetry of wave functions in quantum algebras and supersymmetry,
Modern Phys. Lett. A 7 (1992) 1595–1600.
[24] H. Zhang, Representations of quantum affine superalgebras, Math. Z. 278 (2014) 663–703.
[25] H. Zhang, RTT realization of quantum affine superalgebras and tensor products, Int. Math. Res. Not.
(2016) 1126–1157.
[26] H. Zhang, Fundamental representations of quantum affine superalgebras and R-matrices, Transform.
Groups 22 (2017) 559–590.
Department of Mathematical Sciences and Research Institute of Mathematics, Seoul Na-
tional University, Seoul 08826, Korea
E-mail address: jaehoonkw@snu.ac.kr
Department of Mathematical Sciences, Seoul National University, Seoul 08826, Korea
E-mail address: ycw453@snu.ac.kr
