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We investigate the problem of existence and ﬂow invariance of mild solutions to
nonautonomous partial differential delay equations u˙(t) + B(t)u(t)  F (t,ut), t  s,
us = ϕ, where B(t) is a family of nonlinear multivalued, α-accretive operators with
D(B(t)) possibly depending on t, and the operators F (t, .) being deﬁned—and Lipschitz
continuous—possibly only on “thin” subsets of the initial history space E . The results are
applied to population dynamics models. We also study the asymptotic behavior of solutions
to this equation. Our analysis will be based on the evolution operator associated to the
equation in the initial history space E .
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1. Introduction
In this paper we study existence and ﬂow invariance of (mild) solutions to nonautonomous partial differential delay
equations of the general form
(FDE)
{
u˙(t) + B(t)u(t)  F (t,ut), 0 s t,
us = ϕ.
Here B(t) ⊂ X × X is a time dependent (possibly multivalued) nonlinear operator in a Banach (state) space X with—
possibly—time dependent domain D(B(t)). For I = R− or I = [−R,0], R > 0, ut : I → X is the history of u up to t deﬁned
by ut(ξ) = u(t + ξ), ξ ∈ I , and ϕ : I → X is a given initial history out of a space E of functions from I to X . Moreover, F (t, .)
is a given history-responsive operator which is Lipschitz continuous on a (possibly “thin”) subset Eˆ(t) of E with Lipschitz
constant M > 0. This problem has been considered in quite a numbers of papers. In these papers mostly the operators B(t)
are assumed to be α(t)-m-accretive, α(t) ∈ R, with cl(D(B(t))) independent of t and the operators F (t, .) are supposed to
be globally Lipschitz continuous, or at least globally deﬁned and Lipschitz on bounded sets.
Also in the search for “classical” solutions, there are usually special assumptions on the geometry of the state space X .
For applications, these can be severe restrictions. For concrete models in population dynamics, for instance, the natural
state space X is an L1-space, and the history-responsive operators F (t, .) may not be globally deﬁned, much less globally
Lipschitz, but may only be deﬁned on “thin” subsets Eˆ(t) of the initial history space. (For a class of concrete models, see
Section 5.)
An appropriate solution theory thus requires not only existence of solutions, but also their ﬂow-invariance. Also, for the
general case of nonlinear operators B(t) and geometrically “bad” Banach spaces, the search for classical solutions has to be
extended to the search for mild solutions, as usual for nonlinear evolution problems.
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developed a “local” approach to global existence and ﬂow invariance, and most importantly, F only deﬁned on prescribed
subsets Eˆ of E . In this paper, we shall extend the approach of [42] to the fully nonautonomous case. This approach roughly
consists of the following program:
Given closed subsets Xˆ(t) ⊆ X , and Eˆ(t) ⊆ E , we shall specify conditions on Xˆ(t), Eˆ(t), F (t, .) : Eˆ(t) → X , and the family
B(t) of nonlinear operators, B(t) ⊂ X × X , such that if the operators A(t) in E are deﬁned by{
D
(
A(t)
)= {ϕ ∈ Eˆ(t) ∣∣ ϕ′ ∈ E, ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t,ϕ) − B(t)ϕ(0)},
A(t)ϕ := −ϕ′,ϕ ∈ D(A(t)),
then A(t) generates an evolution operator {U (t, s) | 0  s  t}, U (t, s) : cl(D(A(s))) → cl(D(A(t))), such that, for ϕ ∈
cl(D(A(s))) the function uϕ , deﬁned by
uϕ(t) =
{
ϕ(t − s), I  t − s 0,
(U (t, s)ϕ)(0), t  s,
is a mild solution for (FDE), and (uϕ)t ∈ Eˆ(t) for all t  s.
For previous results in this direction, mostly for B(t) α-m-accretive and F (t, .) globally deﬁned, both in the autonomous
and the nonautonomous case, the reader is referred to [3,4,7–11,20–27,31,37,41,42,47–52], as well as, for a survey, to [40] and
the further references therein. For a different kind of local approach in the nonautonomous case, without ﬂow-invariance,
but leading to local existence of solutions, we refer to [12,13].
2. Preliminaries
Throughout this paper X will be a real Banach space. Given a subset D of X , cl(D) will denote its (norm-)closure in X
and d(x, D) is the distance from x to the set D .
A (possibly multivalued) operator C : D(C) → 2X , represented by its graph C ⊂ X × X, is called accretive if for each λ > 0
and each pair [xi, yi] ∈ C , i ∈ {1,2},
‖x1 − x2‖
∥∥(x1 + λy1) − (x2 + λy2)∥∥.
For ω ∈ R, C is called ω-accretive if C + ωI is accretive, or equivalently for λ > 0 with λω < 1 and each pair [xi, yi] ∈ C ,
i ∈ {1,2},
(1− λω)‖x1 − x2‖
∥∥(x1 + λy1) − (x2 + λy2)∥∥.
If C ⊂ X × X is ω-accretive, then its resolvents J Cλ := (I + λC)−1 : R(I + λC) → D(C) are single-valued, and ‖ J Cλ x− J Cλ y‖
1
1−λω ‖x− y‖, for every λ > 0 with λω < 1. From the resolvents J Cλ we deﬁne Cλ , the Yosida approximations of C by Cλ =
λ−1(I − J Cλ ). By deﬁnition if x ∈ R(I + λC), then [ J Cλ x,Cλx] ∈ C . C is called ω-m-accretive if C is ω-accretive, and in addition
R(I + λC) = X for all λ > 0, λω < 1.
Given T > 0, let {D(s) | 0  s  T } be a family of subsets of X . A family {U (t, s) | 0  s  t  T } of operators,
U (t, s) : D(s) → D(t) is called an evolution operator if it has the following properties:
(i) U (s, s)x = x, and U (t, r)U (r, s)x = U (t, s)x for all x ∈ D(s) and 0 s r  t  T .
(ii) For each s ∈ [0, T ] and x ∈ D(s), the function t → U (t, s)x is continuous on [s, T ].
Consider the nonautonomous Cauchy problem{
u˙(t) + C(t)u(t)  f (t), 0 s t  T ,
u(s) = u0,
(2.1)
where C(t) : D(C(t)) → 2X is a time dependent nonlinear operator acting in X with (possibly) time dependent domain
D(C(t)) and f ∈ L1(s, T ; X).
A continuous function u : [s, T ] → X with u(s) = u0 is called a strong solution to (2.1) on [s, T ] if u is locally absolutely
continuous and differentiable a.e. on (s, T ) such that u˙(t) + C(t)u(t)  f (t) a.e. t ∈ [s, T ].
A continuous function u : [s, T ] → X with u(s) = u0 is called a mild solution of (2.1) on [s, T ] if there exists a sequence
of DS-approximate solutions un such that un converges to u on compact subintervals of [s, T ), as n → ∞.
Here, by a DS-approximate solution un of (2.1) we mean a step function un with
un(t) =
{
un0, t = s,
unk , t ∈ (tnk−1, tnk ],
(2.2)
where s = tn < tn < · · · < tn  T , and0 1 Nn
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{
max
1kNn
(
tnk − tnk−1
)
, T − tnNn
}
→ 0, as n → ∞. (2.3)
Moreover, the elements unk solve the implicit difference scheme
unk − unk−1
tnk−1 − tnk
+ C(tnk )unk  znk , k ∈ {1, . . . ,Nn}, (2.4)
with un0 → u0 as n → ∞, and zn1, . . . , znNn ∈ X such that
lim
n→∞
Nn∑
k=1
tnk∫
tnk−1
∥∥ f (τ ) − znk∥∥dτ = 0. (2.5)
For all these notions and the general theory of accretive operators and evolution equations, the reader is referred to [2,6,14,
28,30].
3. Existence and ﬂow-invariance
In this section, we present the main result of this paper on existence and ﬂow-invariance of mild solutions to
(FDE)
{
u˙(t) + B(t)u(t)  F (t,ut), 0 s t,
us = ϕ.
3.1. The initial history space
Given I = (−∞,0] or I = [−R,0] for some R > 0, the initial history space E is assumed to be a Banach space of
continuous functions ϕ : I → X with the following properties:
(E.1) (a) For all ϕ ∈ E , ‖ϕ(0)‖ ‖ϕ‖ and ϕ˜ ∈ E where ϕ˜(s) = ϕ(0), s ∈ I.
(b) For a sequence (ϕn) in E , if ‖ϕn − ϕ‖ → 0, then ‖ϕn(s) − ϕ(s)‖ → 0, s ∈ I .
(E.2) If λ > 0, x ∈ X , ψ ∈ E and ϕx ∈ C1(I; X) is the solution to ϕx − λϕ′x = ψ , ϕx(0) = x, then ϕx ∈ E and ‖ϕx‖ 
max{‖x‖,‖ψ‖}.
(E.3) (a) If x : I ∪ [0,∞) → X is continuous and x|I ∈ E , then xt ∈ E for each t  0 and the map t → xt is continuous from
R
+ into E .
(b) There exist M0  1, and a locally bounded function M1 : R+ →R+ such that, given x : I ∪R+ → X as in (a) above,
‖xt‖ M0‖x0‖ + M1(t) sup
{∥∥x(s)∥∥: 0 s t} for all t  0.
Remark 3.1. For the ﬁnite delay case, usually E = C([−R,0]; X) with supremum norm. For the inﬁnite delay case, the
following spaces are common examples with (E.1)–(E.3): E can be taken as a weighted sup-norm space of the type Ev = {ϕ ∈
C(R−, X) | vϕ ∈ BUC(R−, X)}, with norm ‖ϕ‖v := sup{v(s)‖ϕ(s)‖: s ∈ R−}, where the (weight-)function v : R− → (0,1] has
the following properties:
(v1) v is continuous, nondecreasing, and v(0) = 1;
(v2) lims→0− v(s+u)v(s) = 1 uniformly over u ∈ I.
Typical such weight functions are v(s) ≡ 1 (with, in this case, Ev = BUC(R−, X) with sup-norm), v(s) = eμs, or v(s) =
(1 + |s|)−μ , μ  0 (spaces of ‘fading memory type’), cf. [43]. The Banach spaces Ev are sometimes called UCg-spaces,
v = 1/g, and have been considered by various authors. Here, as well as for axiom (E.3) above, we refer to [17,19] and the
further references listed therein.
We will adopt the following notations:
1. E0 = {ϕ ∈ E | ϕ(0) = 0};
2. for λ > 0, the function eλ : I → R+ is deﬁned by eλ(s) = exp(s/λ), s ∈ I .
3.2. Assumptions
For a ﬁxed T > 0, we consider the following assumptions:
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and a nondecreasing bounded function (on bounded sets) L1 : R+ →R+ such that for all [xi, yi] ∈ B(ti), i ∈ {1,2}, and
0 t2  t1  T ,
(1− λα)‖x1 − x2‖
∥∥x1 − x2 + λ(y1 − y2)∥∥+ λ∥∥ f (t1) − f (t2)∥∥L1(‖x2‖), (3.1)
for all λ > 0 with λα < 1.
(B.2) Eˆ(t), t ∈ [0, T ], are closed subsets of E such that
(i) F :⋃t∈[0,T ]{t} × Eˆ(t) → X is continuous and maps bounded sets to bounded sets.
(ii) There exists M > 0 such that for ϕ ∈ Eˆ(t1) and ψ ∈ Eˆ(t2), 0 t2  t1  T , with ‖ϕ − ψ‖ = ‖ϕ(0) − ψ(0)‖,∥∥F (t1,ϕ) − F (t2,ψ)∥∥ M‖ϕ − ψ‖ + ∥∥g(t1) − g(t2)∥∥L2(‖ψ‖), (3.2)
where g : [0, T ] → X is a continuous function and L2 : R+ →R+ is a bounded (on bounded sets) function.
(B.3) Xˆ(t), t ∈ [0, T ], are closed subsets in X such that for x ∈ Xˆ(t + λ), ψ ∈ Eˆ(t), and λ > 0 with λω < 1, and ω :=
max{0,M + α},
(i) if ϕψx,λ ∈ E is the solution to ϕ − λϕ′ = ψ , ϕ(0) = x, then ϕψx,λ ∈ Eˆ(t + λ), and, moreover,
(ii)
[
ψ(0) + λF (t + λ,ϕψx,λ)] ∈ (I + λB(t + λ))(D(B(t + λ))∩ Xˆ(t + λ)).
Our subsequent results will be based on these assumptions.
3.3. Existence of mild solutions to (FDE)
Deﬁnition 3.2. A continuous function u : (I + s) ∪ [s, T ] → X is called a strong, mild, or integral solution of (FDE) if us = ϕ
and, on [s, T ], u is a solution of the respective kind to the Cauchy problem{
u˙(t) + B(t)u(t)  f (t), s t  T ,
u(s) = ϕ(0), (3.3)
with f (t) = F (t,ut).
We will base our techniques of proof of the existence of mild solutions on the usual approach via a Cauchy problem
in E , which in this local case follows the (autonomous) approach of [42]. We deﬁne a family of nonlinear operators A(t) :
D(A(t)) ⊂ E → E by{
D
(
A(t)
)= {ϕ ∈ Eˆ(t) ∣∣ ϕ′ ∈ E, ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t,ϕ) − B(t)ϕ(0)},
A(t)ϕ := −ϕ′, ϕ ∈ D(A(t)). (3.4)
Theorem 3.3. If (B.1), (B.2) and (B.3) hold, then given s ∈ [0, T ) and ϕ ∈ cl(D(A(s))), (FDE) has a mild solution uϕ , such that
(uϕ)t ∈ Eˆ(t) for all t ∈ [s, T ].
Proof. Our proof will be divided up into the following three steps. (Compare the autonomous case [42].)
Step 1. The family A(t) generates an evolution operator {U (t, s) | 0 s  t}, U (t, s) : cl(D(A(s))) → cl(D(A(t))) such that
‖U (t, s)ϕ1 − U (t, s)ϕ2‖ eω(t−s)‖ϕ1 − ϕ2‖, where ω = max{0,M + α}.
Step 2. For ϕ ∈ cl(D(A(s))), if we deﬁne uϕ : (I + s) ∪ [s, T ] → X by
uϕ(t) =
{
ϕ(t − s), I  t − s 0,
(U (t, s)ϕ)(0), t  s,
where U (t, s) is the evolution operator generated in step 1, then
U (t, s)ϕ = (uϕ)t , s t  T .
Step 3. The function uϕ deﬁned in step 2 is a mild solution to (FDE).
Proof of Step 1. To generate an evolution operator, we shall need the following existence result for the Cauchy problem
(CP)
{
u˙(t) + C(t)u(t)  0, t  s,
u(s) = u0.
Theorem 3.4. (See [33, Theorem 3.6.].) Given T > 0. Suppose that the family {C(t), 0 t  T }, C(t) ⊂ X × X, of operators satisﬁes
the following conditions:
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function L :R+ → R+ such that for [x1, y1] ∈ C(t1), [x2, y2] ∈ C(t2), 0 t2  t1  T , and 0 < λ < λ0 ,
(1− λγ )‖x1 − x2‖
∥∥x1 − x2 + λ(y1 − y2)∥∥+ λ∥∥h(t1) − h(t2)∥∥L(‖x2‖),
where λ0 > 0 is such that λ0γ < 1.
(A.2) For 0 t  T and for all x ∈ cl(D(C(t))),
lim
λ→0+
1
λ
d
(
x, R
(
I + λC(t + λ)))= 0.
(A.3) The domain D(C(t)) depends on t ∈ (s, T ] in the following way:
If tn ↗ t in (s, T ], xn ∈ D(C(tn)) and xn → x in X, then x ∈ cl(D(C(t))).
Then we have
(i) For every s ∈ [0, T ) and u0 ∈ cl(D(C(s))) the problem (CP) admits a sequence un of DS-approximate solutions, which is uniformly
convergent on compact subintervals of [s, T ) to a continuous function u = u(; s,u0) with u(t) ∈ cl(D(C(t))). Moreover every
sequence of DS-approximate solutions is uniformly convergent to the same u which is the unique integral solution of (CP).
(ii) The family {V (t, s) | V (t, s) : cl(D(C(s))) → cl(D(C(t)))} deﬁned by
V (t, s)u0 = u(t), u0 ∈ cl
(
D
(
C(s)
))
, s t  T , (3.5)
is an evolution operator and satisﬁes∥∥V (t, s)u − V (t, s)v∥∥ eγ (t−s)‖u − v‖, for all u, v ∈ cl(D(C(s))). (3.6)
(iii) If u is a strong solution of (CP), then u(t) = V (t, s)u0.
In what follows we shall call the family {V (t, s) | s t  T } as deﬁned in (3.5) the evolution operator generated by C(t).
Remark 3.5. Theorem 3.4 actually holds for any γ ∈R.
Proposition 3.6. Under the conditions of Theorem 3.3 the Cauchy problem
{
φ˙(t) + A(t)φ(t)  0, s t  T ,
φ(s) = ϕ ∈ cl(D(A(s))) (3.7)
in E admits a unique mild solution.
Proof. Thanks to Theorem 3.4, it is enough to show that (A.1), (A.2) and (A.3) are fulﬁlled in our setting.
1. Let ω = max{0,M +α}. Given λ > 0 with λω < 1, let ϕ1 ∈ D(A(t1)) and ϕ2 ∈ D(A(t2)), s t2  t1  T . As ψ = ϕ1 −ϕ2
solves the equation ψ − λψ ′ = (ϕ1 − λϕ′1) − (ϕ2 − λϕ′2), with ψ(0) = ϕ1(0) − ϕ2(0), by (E.2) we have
‖ϕ1 − ϕ2‖max
{∥∥ϕ1(0) − ϕ2(0)∥∥,∥∥(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)∥∥}.
In case ‖ϕ1(0) − ϕ2(0)‖  ‖(ϕ1 − λϕ′1) − (ϕ2 − λϕ′2)‖, we have the desired inequality. Otherwise, (E.1)(a) implies that‖ϕ1 − ϕ2‖ = ‖ϕ1(0) − ϕ2(0)‖. We note that [ϕi(0), F (ti,ϕi) − ϕ′i (0)] ∈ B(ti), i ∈ {1,2}. Thus using (3.1) and (3.2) we ob-
tain
(1− λα)‖ϕ1 − ϕ2‖
∥∥ϕ1(0) − ϕ2(0) + λ(−ϕ′1(0) + ϕ′2(0))∥∥+ λM‖ϕ1 − ϕ2‖ + λ∥∥g(t1) − g(t2)∥∥L2(‖ϕ2‖)
+ λ∥∥ f (t1) − f (t2)∥∥L1(∥∥ϕ2(0)∥∥).
Now since L1 is nondecreasing, (E.1)(a) implies that
(
1− λ(M + α))‖ϕ1 − ϕ2‖ ∥∥ϕ1 − ϕ2 + λ(−ϕ′1 + ϕ′2)∥∥+ λ(∥∥ f (t1) − f (t2)∥∥+ ∥∥g(t1) − g(t2)∥∥)L(‖ϕ2‖), (3.8)
where L = L1 + L2.
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Indeed, it is only the modulus of continuity of the control function which has a role in the proof. For the sake of simplicity,
we shall call
H(t1, t2) :=
∥∥ f (t1) − f (t2)∥∥+ ∥∥g(t1) − g(t2)∥∥. (3.9)
Remark 3.7. Since for ϕ ∈ D( J A(t1)λ ), [ J A(t1)λ ϕ, Aλ(t1)ϕ] ∈ A(t1), the inequality (3.8) implies that for all ψ ∈ D(A(t2)), with
t2  t1,
(1− λω)∥∥ J A(t1)λ ϕ − ψ∥∥ ‖ϕ − ψ‖ + λ‖ψ ′‖ + λH(t1, t2)L(‖ψ‖). (3.10)
2. We now show that for λ > 0 (independent of t ∈ [s, T ]) with λω < 1,
cl
(
D
(
A(t)
))⊆ Eˆ(t) ⊆ R(I + λA(t + λ)), (3.11)
which clearly implies (A.2). Let λ > 0 with λω < 1 and ψ ∈ Eˆ(t). By (B.3)(ii) we may deﬁne
T : Xˆ(t + λ) → Xˆ(t + λ) by T (x) = J B(t+λ)λ
(
ψ(0) + λF (t + λ,ϕψx,λ)),
with ϕψx,λ as deﬁned in (B.3). If x, y ∈ Xˆ(t + λ), then, by (3.2),
‖T x− T y‖ λ
1− λα
∥∥F (t + λ,ϕψx,λ)− F (t + λ,ϕψy,λ)∥∥ λM1− λα
∥∥ϕψx,λ − ϕψy,λ∥∥ λM1− λα ‖x− y‖,
here we have used that ϕψx,λ −ϕψy,λ is the solution of ρ −λρ ′ = 0, ρ(0) = x− y. Thus, by our choice of ω and λ, T is a strict
contraction from Xˆ(t + λ) to Xˆ(t + λ). Hence there exists a unique z ∈ Xˆ(t + λ) such that,
z = T (z) = J B(t+λ)λ
(
ψ(0) + λF (t + λ,ϕψz,λ)).
In particular,
ϕ
ψ
z,λ(0) = z ∈ D
(
B(t + λ)) and ϕψz,λ′(0) = ϕ
ψ
z,λ(0) − ψ(0)
λ
∈ F (t + λ,ϕψz,λ)− B(t + λ)ϕψz,λ(0).
Therefore, ϕψz,λ ∈ D(A(t + λ)) and (I + λA(t + λ))ϕψz,λ = ψ .
3. To show (A.3), let tn ∈ [s, T ), and ϕn ∈ D(A(tn)) such that tn ↑ t ∈ (s, T ] and ϕn → ϕ in E as n → ∞. Set λn = t − tn .
By (3.11), we may deﬁne ψn = J A(t)λn ϕn for n large enough. Then using (3.10) we have
(1− λnω)‖ψn − ϕ‖ (1− λnω)‖ϕm − ϕ‖ + (1− λnω)‖ψn − ϕm‖
 (1− λnω)‖ϕm − ϕ‖ + ‖ϕn − ϕm‖ + λn
∥∥ϕ′m∥∥+ λnL(‖ϕm‖)H(t, tm)
for m 1. Therefore,
limsup
n→∞
‖ψn − ϕ‖ 2‖ϕm − ϕ‖
for m 1, which shows that ψn → ϕ as n → ∞. Since ψn ∈ D(A(t)) for n 1, it follows that ϕ ∈ cl(D(A(t))).
We shall call the evolution operator generated in Proposition 3.6 by U (t, s). Theorem 3.4 then implies∥∥U (t, s)ϕ − U (t, s)ψ∥∥ eω(t−s)‖ϕ − ψ‖ for all ϕ,ψ ∈ cl(D(A(s))).  (3.12)
Proof of Step 2. The following lemma will be needed.
Lemma 3.8. (See [43, Lemma 2.2].) Let E satisfy (E.1)–(E.3), then we have:
(a) For t  0, deﬁne S0(t) : E0 → E0 by(
S0(t)ϕ
)
(s) =
{
0, −t  s 0,
ϕ(t + s), s−t,
s ∈ I . Then (S0(t))t0 is a (linear) C0-semigroup of contractions on E0 generated by −A0 , where
D(A0) = {ϕ ∈ E0; ϕ′ ∈ E0}, A0ϕ = −ϕ′.
Let J0,λ be the resolvent of A0 , then
( J0,λϕ)(θ) = e
θ/λ
λ
0∫
θ
e−s/λϕ(s)ds, for all ϕ ∈ E0, θ ∈ I and λ > 0. (3.13)
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D(A1) = {ϕ ∈ E0; ϕ′ ∈ E}, A1ϕ = −ϕ′,
then
(b1) A1 is accretive, and for all λ > 0, R(I + λA1) = E. Moreover,
J1,λϕ = J0,λ
(
ϕ − ϕ(0))+ (1− eλ)ϕ(0), for all ϕ ∈ E, (3.14)
where J1,λ is the resolvent of A1 .
(b2) If A : D(A) ⊆ E → E is an ω-accretive operator deﬁned by Aϕ = −ϕ′ , then for all λ > 0 with λω < 1,
J Aλ ϕ = J1,λϕ + eλ
(
J Aλ ϕ
)
(0), ϕ ∈ R(I + λA). (3.15)
To show that U (t, s) acts as a translation, we will follow the idea of proof in [7, Proposition 1]. Let ϕ ∈ D(A(s)) and
t  s. For α > 0, deﬁne Mn(α) by
Mn(α) =
n−1∑
j=0
1
j! (αn)
je−αn, n ∈ N.
It is proved in [15] that Mn(α) → 1 for α < 1, and Mn(α) → 0, for α > 1.
Since (ϕ − ϕ(0)) ∈ E0, Lemma 3.8 implies that
lim
n→∞ J
n
0,(t−s)/n
(
ϕ − ϕ(0))= S0(t − s)(ϕ − ϕ(0)), (3.16)
for each t  s.
Now an induction argument on (3.14) as in [15] and (3.16) imply that for all θ ∈ I , ( Jn1,(t−s)/nϕ)(θ) converges to (S0(t −
s)ϕ)(θ), except possibly at θ = −(t − s). Set λn = t−sn , for n n0 such that T−sn0 ω < 1/2. Using (3.15) and (3.11) we can prove
by induction (compare also [7])
m∏
i=1
Jλn (s + iλn)ϕ = Jm1,λnϕ +
m−1∑
i=1
J i1,λn
(
eλnbm−i−1,λn (ϕ)
)
, m ∈ N, (3.17)
where bk,λ(ϕ) = (∏k+1i=1 Jλ(s + iλ)ϕ)(0).
It is easy to show that for any x ∈ X and θ ∈ I (compare also [15])
(
J k1,λ(eλx)
)
(θ) = eλ(θ)x 1
k!
(−θ
λ
)k
. (3.18)
As we will see later, there exists a constant K such that ‖bn−i−1,λn (ϕ)‖ K for i ∈ {1, . . . ,n − 1} and n ∈ N. Thus for θ ∈ I
we have∥∥∥∥∥
(
n∏
i=1
Jλn (s + iλn)ϕ
)
(θ) − ( Jn1,λnϕ)(θ)
∥∥∥∥∥=
∥∥∥∥∥
n−1∑
i=1
(
J i1,λn
(
eλnbn−i−1,λn (ϕ)
))
(θ)
∥∥∥∥∥=
∥∥∥∥∥
n−1∑
i=1
eλn (θ)bn−i−1,λn (ϕ)
1
i!
(−θ
λn
)i∥∥∥∥∥
 K
n−1∑
i=1
1
i!
(−θ
λn
)i
eλn (θ) = KMn(−θ/t − s),
and therefore
lim
n→∞
∥∥∥∥∥
(
n∏
i=1
Jλn (s + iλn)ϕ
)
(θ) − ( Jn1,λnϕ)(θ)
∥∥∥∥∥= 0, if −θ > (t − s). (3.19)
But limn→∞(
∏n
i=1 Jλn (s + iλn)ϕ)(θ) = (U (t, s)ϕ)(θ). Indeed, set ϕn0 = ϕ and tn0 = s, for n  n0. Now considering (3.11),
we can select ϕn1 ∈ D(A(tn1)), with t1 = s + t−sn , such that ϕn1 = Jλn (s + λn)ϕn0 . Continuing this argument, we can choose
sequences {tnk } satisfying tnk = s + k( t−sn ) and {ϕnk } in D(A(tnk )) such that
ϕnk =
k∏
j=1
Jλn (s + jλn)ϕn0 , k ∈ {1,2, . . . ,Nn},
where Nn is the largest integer such that s + Nn( t−sn ) T . If we deﬁne
φn(t¯) =
{
ϕn0 , t¯ = s,
ϕn, t¯ ∈ (tn , tn],k k−1 k
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lim
n→∞φn(t¯) = U (t¯, s)ϕ uniformly over compact subsets of [s, T ).
But t = s + n( t−sn ) = tnn , and therefore
U (t, s)ϕ = lim
n→∞ϕn(t) =
n∏
j=1
(
I + t − s
n
A
(
s + j t − s
n
))−1
ϕ.
It now follows from (3.19), that for t ∈ [s, T ),(
U (t, s)ϕ
)
(θ) = ϕ(t − s + θ), I  θ < −(t − s). (3.20)
Note that U (., s)ϕ and ϕ are both continuous functions on [s, T ], and therefore (3.20) holds for all t ∈ [s, T ]. Also observe
that, since the left- and right-hand sides of (3.20) are each continuous functions of θ ∈ I , (3.20) actually holds for I  θ 
−(t − s).
The continuity of the evolution operator U (t, s) implies that (3.20) is even true for all ϕ ∈ cl(D(A(s))). We now deﬁne
uϕ(t) =
{
ϕ(t − s), I  t − s 0,
(U (t, s)ϕ)(0), t  s.
(3.21)
Then (3.20) implies that,
U (t, s)ϕ = (uϕ)t , t  s. (3.22)
To ﬁnish this part of proof it remains to show that for ϕ ∈ D(A(s)), bk,λn (ϕ) are bounded, uniformly for k ∈ {0,1, . . . , (n−1)}
and, n ∈N.
Lemma 3.9. Assume (3.10) and (3.11) are satisﬁed. Let s ∈ [0, T ) and ϕ ∈ D(A(s)), then for all λ > 0, with λω < 1 and for all k ∈ N0
such that λ(k + 1) T we have∥∥∥∥∥
k+1∏
i=1
Jλ(s + iλ)ϕ − ϕ
∥∥∥∥∥ λ‖ϕ′‖
k+1∑
i=1
(1− λω)−i + λL(‖ϕ‖) k+1∑
i=1
(1− λω)−i H(s, s + λ(k + 1− (i − 1))). (3.23)
Proof. Let k = 0. (3.10) yields that∥∥ Jλ(s + λ)ϕ − ϕ∥∥ λ‖ϕ′‖(1− λω)−1 + λL(‖ϕ‖)(1− λω)−1H(s, s + λ).
Therefore (3.23) is satisﬁed for k = 0. Assume (3.23) holds true for all j  k − 1. Let λ(k + 1) T . Then∥∥∥∥∥
k+1∏
i=1
Jλ(s + iλ)ϕ − ϕ
∥∥∥∥∥=
∥∥∥∥∥ Jλ(s + (k + 1)λ)
k∏
i=1
Jλ(s + iλ)ϕ − ϕ
∥∥∥∥∥
 (1− λω)−1
∥∥∥∥∥
k∏
i=1
Jλ(s + iλ)ϕ − ϕ
∥∥∥∥∥
+ λ‖ϕ′‖(1− λω)−1 + λL(‖ϕ‖)(1− λω)−1H(s, s + (k + 1)λ). (3.24)
From (3.24) and the induction assumption we obtain∥∥∥∥∥
k+1∏
i=1
Jλ(s + iλ)ϕ − ϕ
∥∥∥∥∥ λ‖ϕ′‖
k∑
i=1
(1− λω)−(i+1) + λL(‖ϕ‖) k∑
i=1
(1− λω)−(i+1)H(s, s + λ(k − (i − 1)))
+ λ‖ϕ′‖(1− λω)−1 + λL(‖ϕ‖)(1− λω)−1H(s, s + (k + 1)λ),
which clearly is the inequality (3.23).
Since ‖bk,λn (ϕ) − ϕ(0)‖ ‖
∏k+1
i=1 Jλn (s + iλn)ϕ − ϕ‖, we conclude from (3.23) that for n ∈N and k ∈ {0,1, . . . , (n − 1)},∥∥bk,λn (ϕ) − ϕ(0)∥∥ λn(k + 1)(1− λnω)−n[‖ϕ′‖ + 2K0L(‖ϕ‖)],
where K0 = sup{‖ f (τ )‖ | τ ∈ [0, T ]} + sup{‖g(τ )‖ | τ ∈ [0, T ]}. Using the estimate
(1− γ )−1  e2γ , 0 γ  1/2,
we have ‖bk,λn (ϕ) − ϕ(0)‖ (T − s)e2(T−s)ω[‖ϕ′‖ + 2K0L(‖ϕ‖)], and therefore ‖bk,λn (ϕ)‖ is bounded. 
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show that uϕ is a mild solution to the Cauchy problem{
u˙(t) + B(t)u(t)  f (t), s t  T ,
u(s) = ϕ(0), (3.25)
with f (t) = F (t,ut).
According to Proposition 3.6 there are sequences (tnk ), (ϕ
n
k ) and (ψ
n
k ) such that s = tn0 < tn1 < · · · < tnNn−1 < tnNn  T with
dn = max{max1kNn (tnk − tnk−1), T − tnNn } → 0 as n → ∞, and
ϕnk − ϕnk−1
tnk−1 − tnk
+ A(tnk )ϕnk  ψnk , k ∈ {1, . . . ,Nn}, (3.26)
with ϕn0 → ϕ as n → ∞, and
lim
n→∞
Nn∑
k=1
∥∥ψnk ∥∥(tnk−1 − tnk )= 0. (3.27)
Moreover if
φn(t) =
{
ϕn0 , t = s,
ϕnk , t ∈ (tnk−1, tnk ],
then
lim
n→∞φn(t) = U (t, s)ϕ uniformly over compact subsets of [s, T ). (3.28)
Now we show that
un(t) =
(
φn(t)
)
(0) =
{
ϕn0(0), t = s,
ϕnk (0), t ∈ (tnk−1, tnk ],
is a sequence of DS-approximate solutions to (3.25).
Since ϕnk ∈ D(A(tnk )), k ∈ {1, . . . ,Nn}, (3.26) at zero implies that,
ϕnk (0) − ϕnk−1(0)
tnk−1 − tnk
+ B(tnk )ϕnk (0)  ψnk (0) + F (tnk ,ϕnk ). (3.29)
We now look at
Nn∑
k=1
tnk∫
tnk−1
∥∥ψnk (0) + F (tnk ,ϕnk )− F (τ ,U (τ , s)ϕ)∥∥dτ

Nn∑
k=1
∥∥ψnk (0)∥∥(tnk−1 − tnk )+
Nn∑
k=1
tnk∫
tnk−1
∥∥F (tnk , φn(tnk ))− F (τ ,U (τ , s)ϕ)∥∥dτ . (3.30)
We note that D := {(t,U (t, s)ϕ) | t ∈ [s, T ]} ∪ {(t, φn(t)) | t ∈ [s, T ], n ∈N} is a relatively compact subset of ⋃t∈[0,T ]{t}× Eˆ(t).
Thus F is uniformly continuous on D . This together with (3.27) implies that (3.30) tends to 0 as n → ∞. Now (3.28) implies
that un(t) converges to (U (t, s)ϕ)(0) uniformly over compact subintervals of [s, T ), and this completes the proof. 
Remark 3.10. Following the proof of [33, Theorem 3.2(2)], we can see that uϕ is an integral solution to (FDE). This means
that for r ∈ [s, T ] and [x, y] ∈ B(r), uϕ satisﬁes the following inequality:
∥∥uϕ(t1) − x∥∥− ∥∥uϕ(t2) − x∥∥
t1∫
t2
[
α
∥∥uϕ(τ ) − x∥∥+ 〈F (τ ,uϕτ ) − y,uϕ(τ ) − x〉+ + C∥∥ f (τ ) − f (r)∥∥]dτ (3.31)
for all s t2  t1  T , where C = max{L(‖x‖), L(supstT ‖uϕ(t)‖)}.
Recall that 〈y, x〉+ = limλ→0+ ‖x+λy‖−‖x‖λ .
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solutions of u˙(t) + C(t)u(t)  g1(t) on [0, T ] and v˙(t) + C(t)v(t)  g2(t) on [0, T ] respectively, then
e−αt1
∥∥u(t1) − v(t1)∥∥− e−αt2∥∥u(t2) − v(t2)∥∥
t1∫
t2
e−ατ
∥∥g1(τ ) − g2(τ )∥∥dτ . (3.32)
Proof. For the case of all C(t) m-accretive, see [33, Theorem 4.1]. For the more general case, combining the method of
proofs in [33, Theorem 3.2] and [2, Theorem 6.4] we can still show this result. For the proof under different t-dependence
conditions on the family C(t), see [14, Theorem 3] and [11, Proposition 3]. 
Corollary 3.12. Let ϕ , ψ in cl(D(A(s))), and let uϕ and uψ be mild solutions to (FDE) as in Theorem 3.3. Then
e−αt1
∥∥uϕ(t1) − uψ(t1)∥∥− e−αt2∥∥uϕ(t2) − uψ(t2)∥∥
t1∫
t2
e−ατ
∥∥F (τ , (uϕ)τ )− F (τ , (uψ)τ )∥∥dτ . (3.33)
We employ the following notation:
The family F (.,.) is said to be Lipschitz continuous on bounded sets if, given any S , r > 0, there exists M(S, r) > 0 such
that for all t ∈ [0, S], and ϕ,ψ ∈ Eˆ(t) with ‖ϕ‖,‖ψ‖ r,∥∥F (t,ϕ) − F (t,ψ)∥∥ M(S, r)‖ϕ − ψ‖. (3.34)
Proposition 3.13. In the context of Theorem 3.3, if in addition F (.,.) is Lipschitz continuous on bounded sets, then the solutions uϕ
to (FDE) with (uϕ)t ∈ Eˆ(t) for all t  s are unique.
Proof. Let ϕ ∈ Eˆ(t), and uϕ , vϕ be mild solutions to (FDE) with (uϕ)s = (vϕ)s = ϕ , (uϕ)t , (vϕ)t ∈ Eˆ(t), t  s, and uϕ = vϕ .
Since uϕ(s) = vϕ(s), we may deﬁne
t0 = sup
{
t  s
∣∣ uϕ = vϕ on [s, t]}.
Then 0 t0 < ∞, and, by continuity of uϕ , vϕ , uϕ(t0) = vϕ(t0), and (uϕ)ξ = (vϕ)ξ for all ξ ∈ [s, t0]. Set
r =max
{
sup
t0ξt0+1
∥∥(uϕ)ξ∥∥, sup
t0ξt0+1
∥∥(vϕ)ξ∥∥},
and K = sup{M1(ξ) | 0 ξ  t0 + 1}, with M1 as in (E.3)(b).
Let δ min{1, |α|
2MK (e|α|−1) }, where M = M(t0 + 1, r) as in (3.34). (If α = 0, let δ min{1, (2MK )−1}). We shall assume
α = 0. Choose t1 ∈ (t0, t0 + δ] such that∥∥uϕ(ξ) − vϕ(ξ)∥∥ ∥∥uϕ(t1) − vϕ(t1)∥∥ for all ξ ∈ [t0, t0 + δ]. (3.35)
From Corollary 3.12 we have
∥∥uϕ(t1) − vϕ(t1)∥∥
t1∫
t0
eα(t1−ξ)
∥∥F (ξ, (uϕ)ξ )− F (ξ, (vϕ)ξ )∥∥dξ.
Now (E.3)(b) implies that
∥∥uϕ(t1) − vϕ(t1)∥∥
t1∫
t0
eα(t1−ξ)MM0
∥∥(uϕ)t0 − (vϕ)t0∥∥dξ +
t1∫
t0
eα(t1−ξ)MK max
t0τξ
∥∥uϕ(τ ) − vϕ(τ )∥∥dξ
 MK
∥∥uϕ(t1) − vϕ(t1)∥∥
t1∫
t0
e|α|(t1−ξ) dξ.
Therefore
∥∥uϕ(t1) − vϕ(t1)∥∥ δMK
(
e|α| − 1
|α|
)∥∥uϕ(t1) − vϕ(t1)∥∥
which contradicts ‖uϕ(t1) − vϕ(t1)‖ > 0. 
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with the property that p(0) = 1, and p(x)ex is nondecreasing on (−∞,0]. Let E be the linear space of strongly measurable
functions ϕ from (−∞,0] to X such that ϕ is continuous on [−r,0] and pϕ is integrable on (−∞,−r). Then E becomes a
Banach space under the norm
‖ϕ‖E = max
{
sup
−rξ0
p(ξ)
∥∥ϕ(ξ)∥∥,
−r∫
−∞
p(ξ)
∥∥ϕ(ξ)∥∥dξ
}
.
This space fails to satisfy (E.1)(b). However if ‖ϕn − ϕ‖E → 0, then there exists a subsequence (ϕnk ) such that∥∥ϕnk (θ) − ϕ(θ)∥∥→ 0, a.e. θ ∈ (−∞,−r].
An inspection of the method of proof in [15] and [7] shows that this still yields the translation property of U (t, s). Thus
Theorem 3.3 holds for this initial history space as well.
We next characterize the closure of D(A(t)) for the operator A(t) deﬁned in (3.4). We shall need the following technical
result.
Lemma 3.15. (See [2, Proposition 4.3].) Let A be an ω-accretive operator in X, λ > 0 with λω < 1. Then the following hold:
(i) If x ∈ D( J Aλ ) ∩ D(A), then∥∥x− J Aλ x∥∥ λ1− λω inf
{‖y‖: y ∈ Ax}.
(ii) If x ∈ D( J Aλ ), then for all [x0, y0] ∈ A,∥∥ J Aλ x− x∥∥ 2− λω1− λω ‖x− x0‖ + λ1− λω ‖y0‖.
Let us assume the following conditions:
(B.1′) (B(t)) is a family of α-accretive operators.
(B.2′) F (t, .) is a Lipschitz continuous function on Eˆ(t) with Lipschitz constant M .
(B.3′) For x ∈ Xˆ(t), ψ ∈ Eˆ(t), and λ > 0 with λω < 1, where ω = max{0,M + α},
(i) if ϕψx,λ ∈ E is the solution to{
ϕ − λϕ′ = ψ,
ϕ(0) = x,
then ϕψx,λ ∈ Eˆ(t), and, moreover,
(ii)
[
ψ(0) + λF (t,ϕψx,λ)] ∈ (I + λB(t))D(B(t) ∩ Xˆ(t)).
Lemma 3.16. If (B.1′)–(B.3′) are satisﬁed then for λ > 0 such that λω < 1,
cl
(
D
(
A(t)
))⊆ Eˆ(t) ⊆ R(I + λA(t)).
Proof. Let ϕ ∈ Eˆ(t). Consider T : Xˆ(t) → Xˆ(t) by T (x) = J B(t)λ (ϕ(0) + λF (t,ϕϕx,λ)). Then T is a contraction, and therefore has
a unique ﬁxed point x0. Now following the argument in the proof of Proposition 3.6 one can see that ϕ
ϕ
x0,λ
∈ D(A(t)) and
(I + λA(t))ϕϕx0,λ = ϕ. 
Proposition 3.17. Under the assumptions of Lemma 3.16
cl
(
D
(
A(t)
))= {ϕ ∈ Eˆ(t) ∣∣ ϕ(0) ∈ cl(D(B(t)))}.
Proof. Let ϕ ∈ Eˆ(t) such that ϕ(0) ∈ cl(D(B(t))). Choose an ∈ D(B(t)) such that ‖ϕ(0) − an‖ → 0, as n → ∞. Let λn ↓ 0,
then by Lemma 3.16 for n large enough we may deﬁne ϕn = J A(t)λn ϕ . Using Lemma 3.8 and (E.2) we have
‖ϕn − ϕ‖
∥∥ J A0λn (ϕ − ϕ(0))− (ϕ − ϕ(0))∥∥+ ∥∥( J A(t)λn ϕ)(0) − ϕ(0)∥∥. (3.36)
Since ϕ − ϕ(0) ∈ E0, the ﬁrst term in (3.36) tends to 0 as n → ∞,
S.M. Ghavidel / J. Math. Anal. Appl. 345 (2008) 854–870 865∥∥( J A(t)λn ϕ)(0) − ϕ(0)∥∥= ∥∥ J B(t)λn (λn F (t,ϕn) + ϕ(0))− ϕ(0)∥∥

∥∥ J B(t)λn (λn F (t,ϕn) + ϕ(0))− (λn F (t,ϕn) + ϕ(0))∥∥+ λn∥∥F (t,ϕn)∥∥
 2− λnα
1− λnα
∥∥λn F (t,ϕn) + ϕ(0) − am∥∥+ λn
1− λnα ‖bm‖ + λn
∥∥F (t,ϕn)∥∥
for all m ∈ N and bm ∈ B(t)am . Here we have used Lemma 3.15. Using the Lipschitz property of F in the last inequality we
have ∥∥( J A(t)λn ϕ)(0) − ϕ(0)∥∥ 2− λnα1− λnα
∥∥ϕ(0) − am∥∥+ λn
1− λnα ‖bm‖ +
3− 2λnα
1− λnα
(
λnM‖ϕn − ϕ‖ + λn
∥∥F (t,ϕ)∥∥). (3.37)
Now combining (3.36) and (3.37), we have
limsup
n→∞
‖ϕn − ϕ‖ 2
∥∥ϕ(0) − am∥∥ for all m ∈ N,
and therefore ϕn → ϕ . Since ϕn ∈ D(A(t)), we conclude that ϕ ∈ cl D(A(t)). 
Corollary 3.18. If in Theorem 3.3, (B.2′) and (B.3′) are also satisﬁed, then for all ϕ ∈ Eˆ(s) such that ϕ(0) ∈ cl(D(B(s))) the conclusions
of Theorem 3.3 hold.
Remark 3.19. Following [43, Remark 2.8], we now note some relationships between the families Eˆ(t) and Xˆ(t).
(i) If (B.3′)(i) is satisﬁed for Xˆ(t) ⊂ X and Eˆ(t) ⊂ E , then
Xˆ(t) ⊂ Eˆ(t)(0) = {ϕ(0) ∣∣ ϕ ∈ Eˆ(t)}.
(ii) If both conditions (B.3′)(i) and (B.3′)(ii) are satisﬁed for Xˆ(t) ⊂ X and Eˆ(t) ⊂ E , then cl(D(A(t)))(0) ⊂ Xˆ(t).
Part (i) of the above remark is obvious. For (ii), let x ∈ Xˆ(t), and choose λn ↓ 0 such that λnω < 1 for all n ∈ N. Take
ψ ∈ cl(D(A(t))), then (B.3′)(i) yields that ϕψx,λn belongs to Eˆ(t) and ‖ϕ
ψ
x,λn
‖ max{‖x‖,‖ψ‖}, n ∈ N. Using (B.2′)(ii), there
exists a sequence (xn) ∈ Xˆ(t) ∩ D(B(t)) such that ψ(0) + λn F (t,ϕψx,λn ) ∈ (I + λnB(t))xn. Since ψ(0) ∈ cl(D(B(t))), we can
choose [am,bm] ∈ B(t) such that am → ψ(0), as m → ∞. Now using Lemma 3.15 we have∥∥xn − ψ(0)∥∥= ∥∥ J B(t)λn (ψ(0) + λn F (t,ϕψx,λn ))− ψ(0)∥∥
 2− λnω
1− λnω
∥∥ψ(0) + λn F (t,ϕψx,λn )− am∥∥+ λn1− λnω ‖bm‖ + λn
∥∥F (t,ϕψx,λn)∥∥ (3.38)
for all m ∈ N. Since the sequence (ϕψx,λn ) is bounded we have
limsup
n→∞
∥∥xn − ψ(0)∥∥ 2∥∥ψ(0) − am∥∥ for all m ∈N,
which implies ‖xn − ψ(0)‖ → 0, and thus ψ(0) ∈ Xˆ(t).
Corollary 3.20. If in addition to (B.1)–(B.3), also (B.3′), is fulﬁlled, in Theorem 3.3 we also have invariance of Xˆ(t); U (t, s)ϕ(0) =
uϕ(t) ∈ Xˆ(t) for all t  s.
Remarks 3.21. 1. In the case that the family B(t) is m-accretive, and the operators F (t, ·) are globally deﬁned, with the
choice of Xˆ(t) = X , and Eˆ(t) = E assumptions (B.3) and (B.3′) are automatically fulﬁlled. If F (t, .) is globally Lipschitz and
‖F (t,ϕ) − F (τ ,ϕ)‖ ‖k(t) − k(τ )‖L(‖ϕ‖) for a continuous function k and a bounded function L, then (B.2) and (B.2′) are
also satisﬁed, with Eˆ(t) = E . Thus Theorem 3.3 extends the previous related works on (FDE) in [3,4,7–11,20–27,31,37,41,42,
47–52].
2. The result includes an assertion on ﬂow invariance: by (3.22), and the fact that for ϕ ∈ cl(D(A(s))), U (t, s)ϕ remains
in cl(D(A(t))), automatically (uϕ)t ∈ Eˆ(t), for all t  s.
3. If we choose Eˆ(t) = {ϕ ∈ E | ϕ(0) ∈ Xˆ(t)}, then (B.3)(i) is satisﬁed. However as we will see, in the examples condition
(B.2) can not be easily veriﬁed.
In the concrete examples for Eˆ(t) = {ϕ ∈ E | ϕ(s) ∈ Xˆ(t), s ∈ I}, condition (B.2) is fulﬁlled but to show (B.3)(i), we need
the family Xˆ(t) to be nondecreasing and convex.
4. Asymptotic stability for solutions to (FDE)
In this section we supplement the general existence and ﬂow invariance results of the foregoing section by some speciﬁc
results on the asymptotic behavior of solutions.
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‖(uϕ)t − (uψ)t‖ eω(t−s)‖ϕ − ψ‖, ω = max{0,α + M}. This result can be improved in particular cases.
(a) Inﬁnite delay case:
1. For E = (BUC(R−; X), sup-norm), α + M < 0 does not imply asymptotic stability for (FDE) [44, Example 4.1.A].
2. For the Ev spaces where s → v(s)e−μs is nondecreasing on R− for some μ > 0, and α + M < 0, solutions to the
autonomous (FDE) are exponentially asymptotically stable [44, Theorem 3.6]. For the case v(s) = es , see also [34].
The corresponding stability result can also be deduced for the nonautonomous case.
Theorem 4.1. Assume that v : R− → (0,1] is a weight satisfying (v1) and (v2) such that s → v(s)e−μs is nondecreasing on R− for
some μ > 0, and put β =min{μ,−α − M}. Then the evolution operator (U (t, s))ts for (FDE) with initial space Ev , satisﬁes∥∥U (t, s)ϕ − U (t, s)ψ∥∥v  e−β(t−s)‖ϕ − ψ‖v
for all t  s, and ϕ,ψ ∈ cl(D(A(s))). In particular, for all ϕ,ψ ∈ cl(D(A(s))),∥∥uϕ(t) − uψ(t)∥∥ e−β(t−s)‖ϕ − ψ‖v , t  s.
Proof. The proof of the above theorem is analogous to the proof of [44, Theorem 3.6]. 
Corollary 4.2. Under the assumption of Theorem 4.1, if M + α < 0, then solutions to (FDE) are exponentially asymptotically stable.
(b) In the ﬁnite delay case for E = C([−R,0]; X), Plant [34] shows that if α+M < 0 then the solutions to the autonomous
(FDE) are exponentially asymptotically stable. In [8], it has been proved that, if X∗ is a uniformly convex Banach space and
α + M < 0, then classical solutions to the nonautonomous (FDE) are asymptotically stable.
Assume that condition (B.2)(ii) holds for all ϕ ∈ Eˆ(t1) and ψ ∈ Eˆ(t2). Applying the techniques of proof in [34], one can
deduce the following nonautonomous version.
Proposition 4.3. Let E = (C([−R,0]; X),‖.‖∞). If α + M < 0, then there exist K and β > 0 such that for all ϕ,ψ ∈ cl(D(A(s))),∥∥U (t, s)ϕ − U (t, s)ψ∥∥∞  Ke−β(t−s)‖ϕ − ψ‖∞.
5. Diffusive population models with delay in the birth process
We look at the time dependent population equation with delay⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u˙(x, t) − d(t)u(x, t) = a(t)u(x, t)
[
1− b(t)u(x, t) −
0∫
−1
u
(
x, t + r(s))dηt(s)
]
, t  0,
u|[−R,0] = ϕ
+boundary conditions,
(5.1)
where a,b,d : R+ → R+ are bounded continuous functions, such that 0 < d0  d(t), 0 < a0  a(t)  a1 and 0 < b0 
b(t)  b1. The map t → ηt from R+ to M+([−1,0]) is continuous, with b(t) + ‖ηt‖ = 1, and r : [−1,0] → [−R,0] is a
continuous delay function, and X is an appropriate state space of real valued functions on Ω ⊂ RN open. In particular, this
equation serves as a model for the density of red blood cells in an animal. This and related concrete population models (see
below) have been considered by various authors under both Dirichlet and (linear) Neumann boundary conditions. The state
spaces considered in these works have been restricted to function spaces on Ω that are invariant under products, such as,
for Ω ⊂ RN bounded, either C(Ω¯) or W 2,p(Ω), with N < p < ∞; for a partial list of references, compare [18,29,32,46,58].
The reason for this restriction are the quadratic terms in the history responsive operator
F (t,ϕ) = a(t)ϕ(0)
[
1− b(t)ϕ(0) −
0∫
−1
ϕ
(
r(s)
)
dηt(s)
]
.
However, the natural state space for population models obviously is L1(Ω). For further references and more details in this
direction, see Ruess [42].
The results of this paper now make it possible to place this model in the context of the natural state space L1(Ω).
Moreover, the Laplacian can be replaced by more general, possibly nonlinear diffusion operators in divergence form.
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1. An operator A in L1(Ω) is called completely accretive if for all λ > 0, and [u, v], [u˜, v˜] ∈ A,∫
Ω
j(u − u˜)
∫
Ω
j
(
u − u˜ + λ(v − v˜)), j ∈ J0, (5.2)
where J0 = { j :R→ [0,∞): j is convex lower-semicontinuous, and j(0) = 0}.
2. A is called m-completely accretive in L1(Ω) if A is completely accretive and R(I + λA) = L1(Ω), for λ > 0.
Remark 5.2. If A is a completely accretive operator in L1(Ω), then by choosing j(r) to be r+ , and |r| in (5.2), we see that
J Aλ are order preserving and contractions in ‖.‖1. Moreover if u, u˜ ∈ R(I + λA) ∩ L∞(Ω), then ‖ J Aλ u − J Aλ u˜‖∞  ‖u − u˜‖∞;
here one can take j(r) = (|r| − k)+, k > 0. For more details about completely accretive operators we refer to [1,53].
Prominent examples of m-completely accretive operators are diffusion operators of the form
−diva(.,gradu) + β˜(u) + Dirichlet boundary conditions,
with a : Ω × RN → RN a suitable vector ﬁeld satisfying coerciveness, monotonicity, and boundedness conditions, or more
generally
−diva(.,gradu); −a(.,gradu).n ∈ β(u) on ∂Ω,
with β ⊂R2 a maximal monotone graph with 0 ∈ β(0) (cf. [54–57]).
We now consider the above model in L1(Ω) and with − replaced by any such more general diffusion operator, or by
just any family B(t) of m-completely accretive operators.
Proposition 5.3. Let Ω be an open subset of RN , X = L1(Ω), and let B(t) ⊂ X × X be a family of m-completely accretive operators
with 0 ∈ B(t)0, for all t  0. If in addition the family B(t) satisﬁes an inequality of the form (3.1) and a(t) is nonincreasing, then for
all α max{ a(0)b0 ,a0}, the family Xˆ(t) ⊂ X, Xˆ(t) = {x ∈ X | 0 x(ω)
α+a(t)
a(t) a.e. ω ∈ Ω}, is invariant for the delay equation⎧⎪⎪⎨
⎪⎪⎩
u˙(t) + B(t)u(t)  a(t)u(t)
[
1− b(t)u(t) −
0∫
−1
u
(
t + r(s))dηt(s)
]
, t  0,
u|[−R,0] = ϕ
(5.3)
in the following sense; for any ϕ ∈ C([−R,0]; X) with ϕ(s) ∈ Xˆ(0), s ∈ [−R,0], and ϕ(0) ∈ cl(D(B(0))), if u ∈ C(R+; X) is the
unique global (mild) solution of (5.3) as in Theorem 3.3, then u(t) ∈ Xˆ(t) for all t  0.
Proof. Set β(t) = α+a(t)a(t) , for α > 0 to be speciﬁed later. Let Xˆ(t) = {x ∈ X | 0 x(ω) β(t) a.e. ω ∈ Ω}, and
Eˆ(t) = {ϕ ∈ C([−r,0]; X) ∣∣ ϕ(s) ∈ Xˆ(t), s ∈ [−R,0]}.
We now consider Eq. (5.3) in the form of (FDE) with F (t, .) : Eˆ(t) → X, deﬁned by F (t,ϕ) = a(t)ϕ(0)[1 − b(t)ϕ(0) −∫ 0
−1 ϕ(r(s))dηt(s)].
As in [45, Section 4], we replace the operator B(t) in (5.3) by Bα(t) := α I + B(t), and accordingly, change the history-
responsive operator to Fα(t,ϕ) := F (t,ϕ) + αϕ(0).
Let x ∈ Xˆ(t + λ), ψ ∈ Eˆ(t) and λ > 0. Since a(t) are nonincreasing, ∫ 0s e−ξ/λψ dξ ∈ λ(e−s/λ − 1) Xˆ(t + λ) for each s ∈ I [36,
Theorem 3.27]. Hence
ϕx(s) = es/λ
(
x+ 1
λ
0∫
s
e−ξ/λψ(ξ)dξ
)
,
belongs to Xˆ(t + λ) for s ∈ [−R,0].
Let ϕ ∈ Eˆ(t) and ψ ∈ Eˆ(τ ), 0 τ  t . Some elementary computations show that∥∥Fα(t,ϕ) − Fα(τ ,ψ)∥∥ Mα‖ϕ − ψ‖∞ + L(‖ψ‖∞)(∣∣a(t) − a(τ )∣∣+ ‖ηt − ητ ‖ + ∣∣a(t)b(t) − a(τ )b(τ )∣∣), (5.4)
where L : R+ →R+ is deﬁned by L(x) = x+ β(2+ a(0))x with β = sup{β(τ ) | τ  0} and Mα = α + a(0)(1+ 2β).
If we choose
α max
{
a(0)
,a0
}
,b0
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0 1
1+ λα
[
ψ(0) + λFα(t + λ,ϕψx,λ)
]
 β(t + λ) a.e. on Ω. (5.5)
Using the fact that the B(t)’s have order-preserving resolvents (deﬁned on all of X ) that also contract in the L∞-norm
(together with 0 ∈ B(t)0), we conclude from (5.5) that
0
(
I + 1
1+ λα B(t + λ)
)−1{ 1
1+ λα
[
ψ(0) + λFα(t + λ,ϕx)
]}
 β(t + λ) a.e. on Ω,
and this shows that
0
(
I + λBα(t + λ)
)−1{
ψ(0) + λFα(t + λ,ϕψx,λ)
}
 β(t + λ) a.e. on Ω. (5.6)
Therefore (B.1)–(B.3) are satisﬁed in our setting. The assertions of Proposition (5.3) can now be read from Theorem 3.3. 
Remark 5.4. The condition on a(t) to be nonincreasing is needed to get the optimal estimate for β(t). However, under the
condition of Proposition 5.3, if a(.) is a bounded continuous function on R+ such that 0 < a0  a(t)  a1, t  0, then we
may choose
Xˆ(t) =
{
x ∈ X
∣∣∣ 0 x(ω) α
2a1
a.e. ω ∈ Ω
}
and
Eˆ(t) = {ϕ ∈ C([−R,0]; X) ∣∣ ϕ(s) ∈ Xˆ(t), −R  s 0},
with α  2a
2
1
a0b0
.
Existence and ﬂow-invariance results corresponding to those of Proposition 5.3 for the model (5.3) can also be achieved
for the related model⎧⎪⎪⎨
⎪⎪⎩
u˙(t) + B(t)u(t)  u(t)
[
1+ a(t)u(t) − b(t)(u(t))2 − (1+ a(t) − b(t))
0∫
−r
f (s)u(t + s)ds
]
, t  0,
u|[−r,0] = ϕ,
(5.7)
for Ω open in RN , B(t) ⊂ L1(Ω) × L1(Ω) m-completely accretive (such as (5.1) above), a,b : R+ → R+ , are bounded
continuous functions such that b(t) < 1 + a(t), t ∈ R+ , and f ∈ L1((−R,0)) nonnegative with ‖ f ‖1 = 1. For Ω bounded,
a,b constant, and B(t) = − with 0-Neumann boundary conditions, and state space C(Ω¯), see [16,35].
Also, both models (5.3) and (5.7) can be extended to inﬁnite delays and, more importantly, to temporal averages being
replaced by spatio-temporal averages over the past history, such as⎧⎪⎪⎨
⎪⎪⎩
u˙(t) + B(t)u(t)  a(t)u(t)
[
1− b(t)u(t) −
t∫
−∞
∫
Ω
g(· − y, t − s)u(s)(y)dy ds
]
, t  0,
u|[−∞,0] = ϕ,
(5.8)
and ⎧⎪⎪⎨
⎪⎪⎩
u˙(t) + B(t)u(t)  u(t)
[
1+ a(t)u(t) − b(t)(u(t))2 − (1+ a(t) − b(t))
t∫
−∞
∫
Ω
g(· − y, t − s)u(s)(y)dy ds
]
, t  0,
u|[−∞,0] = ϕ,
(5.9)
with g ∈ L1(RN ×(0,∞)) nonnegative suitably chosen, and Ω and B(t) as in (5.3) and (5.7). For the discussion of model (5.9)
for Ω bounded, a, b constant, and B(t) = −, together with further relevant references, the reader is referred to [5].
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