This paper is about S-estimation for penalized regression splines. Penalized regression splines are one of the currently most used methods for smoothing noisy data. The estimation method used for fitting such a penalized regression spline model is mostly based on least squares methods, which are known to be sensitive to outlying observations. In real world applications, outliers are quite commonly observed. There are several robust estimation methods taking outlying observations into account. We define and study S-estimators for penalized regression spline models. Hereby we replace the least squares estimation method for penalized regression splines by a suitable S-estimation method. By keeping the modeling by means of splines and by keeping the penalty term, though using S-estimators instead of least squares estimators, we arrive at an estimation method that is both robust and flexible enough to capture non-linear trends in the data. Simulated data and a real data example are used to illustrate the effectiveness of the procedure. Software code (for use with R) is available online.
Introduction
Penalized regression spline models have found a lot of applications in the last 10-15 years.
Their ease of fitting and flexible choice of knots and smoothing parameter has made them a popular nonparametric smoothing method. The use of a combination of regression splines, which have a substantially smaller number of knots than the sample size, and the use of a penalty, dates back to at least O'Sullivan (1986) who used a cubic B-spline basis for estimation in inverse problems. Hybrid splines, which approximate the smoothing splines (the latter which have knots equal to the data points and a penalty for complexity) have been studied by Kelly and Rice (1990) and Besse et al. (1997) . Eilers and Marx (1996) proposed the use of a difference penalty on the spline coefficients. For more explanation and examples on the class of penalized regression spline models, we refer to Ruppert et al. (2003) . Theoretical aspects of penalized spline regression fitting are only recently starting to develop. We refer to Hall and Opsomer (2005) for a white noise representation of the model, Claeskens et al. (2009) for relating theoretical properties of penalized regression splines to those of regression splines (without a penalty) and smoothing splines, and Kauermann et al. (2009) for results in generalized penalized spline smoothing models.
The estimation method used for fitting such penalized regression spline models minimizes the sum of squared residuals subject to a bound on the norm of the spline regression coefficients. Alternatively, one can work with the equivalent penalized minimization problem, that has a closed-form expression for its solution. It is easy to see that this approach may be highly sensitive to the presence of a small proportion of atypical observations. One way to obtain a fit that is more resistant to the effect of atypical observations in the data is to replace the squared residuals by a slowly increasing loss function, as it is done for M-regression estimators (Huber, 1964) . Early proposals dealing with M-type robust smoothing go back to Huber (1979) and Cox (1983) for the particular case of cubic regression splines. Other papers on the topic include Härdle and Gasser (1984) , Silverman (1985) and Hall and Jones (1990) . More recently Oh et al. (2004 Oh et al. ( , 2007 used the "pseudo data" introduced in Cox (1983) to derive iterative algorithms for M-type cubic splines, while Lee and Oh (2007) applied this approach to M-penalized regression splines.
As already noted by Huber (1979) and Cox (1983) , a serious difficulty with replacing the squared residuals by a slower-increasing loss function to obtain M-type smoothers is that one needs to either know or robustly estimate the residual scale. In principle, one can use simultaneous estimation of the regression and scale parameters (Huber's Proposal II (Huber, 1964) ), as in Lee and Oh (2007) . Unfortunately, our numerical experiments show that, as in the simple location/scale and linear regression models, simultaneous estimation of the regression coefficients and the residual scale may not have good robustness properties. In particular, the procedure may be seriously affected by a relatively small proportion of outliers.
The main purpose of this paper is to propose robust penalized regression splines that are able to resist the potentially damaging effect of outliers in the sample, and that do not require the separate estimation of the residual scale. To achieve these goals we propose to compute penalized S-regression spline estimators. In the unpenalized case, these estimators are consistent, asymptotically normal, and have high-breakdown point regardless of the dimension of the vector of regression coefficients (Rousseeuw and Yohai, 1984 ).
First we show that the solution to the penalized S-regression spline problem can be written as the solution of a weighted penalized least squares problem. This representation naturally leads to an iterative algorithm to compute these estimators. We also study how to robustly select the penalty parameter when there may be outliers in the data. This was studied for M-cubic splines by Cantoni and Ronchetti (2001) . We propose a robust penalty parameter selection criteria based on generalized cross-validation that also borrows from the weighted penalized least squares representation of the penalized S-regression spline estimator. Extensive simulation studies show that our algorithm works well in practice and that the resulting regression function estimator is robust to the presence of outliers in the data. Furthermore, these estimators compare favorably to the penalized M-regression splines of Lee and Oh (2007) .
The rest of this paper is organized as follows. Section 2 introduces penalized Sregression spline estimators and an algorithm to compute them, while Section 3 reports the results of a simulation study that compared the performance of classical least-squares, penalized M-and S-regression spline estimators. A data set is analyzed in Section 4 and concluding remarks are included in Section 5.
Penalized S-regression splines
Consider the regression model
where m : [a, b] → R is an unknown but smooth regression function and the random error ε is independent from the explanatory variable x ∈ R, and has mean zero and constant variance σ 2 . We are interested in estimating the function m(x) based on a random sample
A widely used estimation method for m(x) is to assume that
for some basis f 1 (x), . . . , f L (x) and coefficients β j ∈ R. To fix ideas, we focus our presentation on truncated polynomial bases, but other choices can be used as well. More specifically, we take K inner knots a < κ 1 < · · · < κ K < b and define
where a + = max(a, 0) and
this approach transforms the estimation of m(·) into a least squares problem, where we find the member of the class m(x; β) that minimizes the sum of squared residuals. To avoid overfitting, we solve the problem subject to a bound on the size of the spline coefficients:
for some C > 0 as in Ruppert et al. (2003) . If we let
, it is easy to see that the penalized least squares regression spline estimatorβ is the minimizer of
for some penalty parameter λ > 0.
Denoting the spline design matrix
the matrix indicating that only the spline coefficients are to be penalized, the resulting estimator β is given by the ridge regression formula
and the corresponding estimated vector m = (m(x 1 ), . . . ,m(x n )) t :
Penalized S-regression spline estimation
It is easy to see that, as in unpenalized linear regression, the estimator defined by the minimum of (3) may be seriously affected by a small proportion of atypical observations.
These "outliers" may be errors in the data, or, more interestingly, data points that follow a different model or random process. In what follows we will be concerned with estimating the regression function m(x) in (1) that applies to the majority of the data.
A straightforward approach to obtain penalized regression estimators that are more resistant to outliers than those defined by (3) is to replace the squared residual loss function by a slowly increasing function ρ:
where ρ is even, non-decreasing in [0, ∞) and ρ(0) = 0 (see also Lee and Oh, 2007) .
Intuitively, the function ρ(t) should increase at a slower rate than t 2 , particularly for large residuals. A common choice for ρ in (6) is given by Huber's family
where c > 0 is a tuning constant. The parameter c can be thought of as a threshold such that observations with residuals larger than c have a reduced effect on the estimating equation (6). Note that as c increases, the minimum of (6) approaches that of (3). In other words, the estimator downweights the influence of observations with large residual (i.e. larger than c).
To apply this method in practice, we need to select a value of c depending on σ, the standard deviation of the errors ε in (1). This can be easily done if a robust scale estimator σ n of σ is available. In this case we can compute our estimator using the standardized
Given a set of residuals
tβ n , i = 1, . . . , n, corresponding to an estimator β n , a robust M-scale estimatorσ n (Huber, 1964) 
where, ρ : R → [0, ∞) is bounded and even and, to obtain consistency when the errors are normal, the constant
, with Φ the standard normal distribution.
Note that if ρ(t) = t 2 and b = 1 thenσ n = s n the residual standard deviation. Huber (1964) proposed to simultaneously solve the "regression" and "scale" equations, (8) and (9), respectively. In our context this is equivalent to finding the solutionsβ n and σ n to the following non-linear system of equations:
Findingβ n andσ n generally requires using an iterative algorithm. This scheme is known in the robustness literature as Huber's Proposal II. Unfortunately, the robustness properties of the solution to this problem are not completely satisfactory. In particular, the resulting estimators may not be resistant to outliers, i.e. they have low breakdown point (see Donoho and Huber (1983) for a definition of breakdown point). This was shown by Maronna and Yohai (1991) for simultaneous general M-estimators of regression and scale.
S-estimators for linear regression were introduced by Rousseeuw and Yohai (1984) .
They can be tuned to have a high breakdown point and do not require an auxiliary residual scale estimator. The basic idea is to note that the least squares estimator is the vector of regression coefficients that produces residuals with minimal sample standard deviation.
A robust alternative is then obtained by finding the vector of regression coefficients β that produces residuals that minimize a robust scale estimator of the residuals, instead of the standard deviation. In other words, the S-estimators are defined bŷ
whereσ n (β) is an M-scale that solves (9). It is easy to see thatσ n =σ n (β) is also a consistent estimator of the scale σ of the errors. For linear regression models, Rousseeuw and Yohai (1984) and Davies (1990) showed that S-estimators are consistent and asymptotically normal when the distribution of the errors is symmetric.
Note that there is no explicit formula to computeσ(β) for each β. Furthermore if ρ is bounded, then the function σ(β) is non-convex, and may have several local minima.
Solving (10) One way to obtain robust penalized spline estimators is to replace the mean squared residuals in (3) by a robust estimator of the scale of residuals. In this paper we consider using the S-scale, which can naturally be seen as a penalized S-regression spline estimator.
More specifically, we defineβ S aŝ
where, for each β,σ n (β) satisfies
, and Φ is the standard normal distribution (Maronna and Yohai, 2006) .
A commonly used family of loss functions ρ is given by Tukey's bi-square family (Beaton and Tukey, 1974) 
The choice d = 1.5476 yields b = E Φ [ρ (Z)] = 0.50. The associated unpenalized Sregression estimator has maximal asymptotic breakdown point 50% (Rousseeuw and Yohai, 1984 ). Tukey's bi-square ρ function is the standard choice for a bounded ρ function.
Changing the ρ function will not significantly increase the efficiency of the estimator. The use of the biweight loss function leads to an efficiency that comes close to the maximal value.
The next result shows that the critical points of the objective function in (11) can be written as the solution of a weighted penalized splines problem. This expression suggests an iterative procedure to compute the penalized S-regression spline estimators.
Result 1 The penalized S-regression spline estimator for the regression spline model (1)
can be written as m S = F β S where
where
Proof of Result 1:
Taking the derivative with respect to β forσ n (β) = 0 of the M-scale function in (12), we obtain
where ∇σ n (β) = ∂σ n (β)/∂β. It follows that
where r(β) = (Y − F t β). At the minimum of (11)β S we have
from which follows, using (15) that
and thus equation (14) follows. 
to find critical points of (11). The corresponding algorithm is presented in the next section.
Remark 2 When ρ(t) = t 2 the M-scale estimatorσ n reduces to the sample standard deviation. In this case we have W (β) = 2 I n , where I n is the n × n identity matrix, and Hence, as expected, (14) reduces to the usual penalized least squares formula (4).
Algorithm
Although (14) suggests easily implementable iterations to calculate a critical point of (11), care should be taken as the functionσ n : (12) is generally non-convex.
In other words, the objective function in (11) may have several critical points that only correspond to local minima. As a result, the iterations derived from Result 1 above may converge to different critical points (some of them non-optimal) depending on the starting value. As it is done for S-estimators for linear regression models, we propose to start the iterations from many initial points, and select the best resulting point (in terms of value of the objective function) as our approximate solution to the minimization problem (11).
Our algorithm can be described in the following steps:
Step (1) Letβ
J , be initial candidates. For eachβ
Iterate the following steps:
(ii) If either k = maxit (maximum number of iterations) or β
where > 0 is a fixed small constant (the tolerance level) ,
) and set k ← k + 1.
Step (2) Calculate the objective function for each β F j , j = 1, 2, . . . , J, and select the one with the lowest value, i.e. let
The J initial candidatesβ 
Penalty parameter selection
To avoid overfitting the data, the penalty parameter λ in (11) is often chosen so as to minimize an estimator of the resulting mean squared prediction error. Such an estimator can be computed by leave-one-out cross-validation. More specifically, for each value of λ,
where m(x) (−i) is the regression estimator obtained without using the pair of observations (y i , x i ). To evaluate CV(λ) above it is not necessary to re-compute the estimator m(x) n times. It has been shown in Ruppert et al. (2003) that
where H(λ) i,i denotes the i-th diagonal element of the "hat"-matrix
with F and D as in (4). Furthermore, if one replaces each (1 − H(λ) i,i ) by their average 1 − trace(H(λ))/n, the generalized cross-validation criterion is obtained.
See Craven and Whaba (1979) and Ruppert et al. (2003) , among others, for more details.
Using these criteria to select a value of λ when the data may contain outliers is gen- 
For penalized S-regression splines, Result 1 suggests that we can think of β S as the solution to
where W ( β S ) and τ ( β S ) are given in Result 1. The above representations leads us to consider the GCV criterion in (17) with response variableỸ = W ( β S ) 1/2 Y , predictors
1/2 F and penalty term λ/τ ( β S ). Noting that some of the weights may be zero, we propose to select λ by minimizing
and n w is the number of non-zero weights.
Numerical results

Simulation settings
The settings for the simulation study are as follows. The observations for the design variable x 1 , . . . , x n are generated from the uniform distribution on the interval [−1, 1], for various sample sizes. These values are kept fixed for all settings to reduce simulation variability. The sample sizes taken are n = 25, 100 and 250.
For the mean structure in (1) we have used the following functions, which represent a variety of shapes,
and m 4 (x) = −20 + e 3x . Function m 2 is the same one used by Lee and Oh (2007) to facilitate a comparison with the results presented there.
For the error distribution we used five possibilities, ordered according to the heaviness of their tails, (i) uniform distribution(-1,1), (ii) normal distribution N (0, 0.7 2 ), (iii) logistic distribution(0,1), (iv) slash distribution, defined as N (0, 1)/uniform(0, 1), and (v) Cauchy distribution(0,1). Both the Cauchy and slash distribution are heavy-tailed.
We compare three penalized regression spline estimation methods in this simulation study: (A) the non-robust method for penalized regression spline estimation as in (5), using the method of penalized least squares (LS), (B) Penalized M-regression spline estimators as studied by Lee and Oh (2007) . (C) the method proposed in this paper, using penalized S-regression spline estimators, and employing the algorithm as described in section 2.2. For the proposed method using penalized S-regression spline estimators we use the Tukey's biweight family of loss function ρ d (u) as in (13) with d = 1.547. For the penalized M-regression spline estimators we use, as suggested in Lee and Oh (2007) , ρ c (t)
as in (7) with c = 1.345σ, whereσ is the median absolute deviation of residuals. For the proposed method of penalized S-regression spline estimation and the Mregression spline estimation method as proposed by Lee and Oh (2007) we set the tolerance level in the algorithm step(1) (b) (ii) to = 10 −6 . The maximum number of iterations was set to 500.
To investigate the robustness of the methods against outliers, we randomly generated different percentages of outliers (5%, 10%, 20%, 30% and 40%) for each of the simulated cases using either a normal distribution with mean 20 and standard deviation 20, to get scattered outliers, or with mean 20 and standard deviation 2 for a more concentrated cloud of outliers.
To give an impression on the variability of the obtained estimators, we plot in Figure 1, a scatter plot of one of the randomly generated data sets, together with the fitted values from the penalized LS-, M-and S-regression spline estimation methods. We used randomly generated data sets with mean function m 1 (x) and error distribution N (0, 1) for sample size n = 100. 
Simulation results
The goodness of fit of the estimated model is quantified by computing the median average squared error and median absolute deviation of average squared error. Denoting m j (x i ) the estimated value of m(x i ) for simulation run j (j = 1, . . . , J = 1000), the average squared error (ASE) is defined by In all cases, the median ASE of the proposed method of penalized S-regression spline estimation is smaller than that of the other two methods for samples with more than 10% of outliers. Note that Lee and Oh's (2007) method of penalized M-regression spline estimation works better for samples with 5% and 10% of outliers.
For the penalized least squares and penalized M-regression spline estimators, the ASE is clearly increasing with the percentage of outliers increasing. For penalized S-regression spline estimation, the ASE values tend to be quite stable, only increasing near a high fraction of outliers (> 40%). As expected, the goodness of fit as measured by the ASE values improves for larger sample sizes. Even though they become more variable for 40% of outliers, the median is still at the same level as before. The penalized LS-estimator's ASEs grow very rapidly. Similarly, the penalized M-regression spline estimator's ASEs grow rapidly after 10% of outliers. These results are confirming that the penalized M-regression spline estimation method works better with less than 10% of outliers, while the penalized S-regression spline estimation method works well for all considered percentages of outliers.
Next we compare the effects of the different error distributions on the performance Table 1 : Median and median absolute deviation (between parenthesis) of the average squared error ASE for penalized least squares (LS), penalized M (M) and penalized S (S) regression spline estimation for data generated with mean structure m 1 (x), error terms from a N (0, 0.7 2 ) distribution, and for different sample sizes. We consider different percentages ε of outliers generated from N (20, 2 2 ). spline estimation for data generated with mean structure m 1 (x), error terms from different distributions, and for sample sizes n = 100 with different percentages ε of outliers generated from N (20, 2 2 ). Cauchy). Note that in absence of outliers (ε=0%) the method of penalized S-regression spline estimation works better than LS at heavy tailed distributions.
We have further checked our proposed method with that of Lee and Oh (2007) using the same regression function m 2 as in their paper. We generated errors ε i from a normal distribution, and included different percentages of outliers for sample size n = 100. For each of these settings we computed the ASE over 1000 simulation runs; the results are presented in Table 3 . All previous findings are confirmed. The S-regression spline estimation method does a better job than penalized M-regression spline estimation when there are 20% of outliers or more. The penalized M-regression spline estimation method works better for the cases with 5% and 10% of outliers. This holds for the goniometric (m 2 ), the polynomial (m 3 ), and the exponential (m 4 ) mean functions.
Balloon data
In this section, we have used the balloon data set from the R software's library ftnonpar.
The data are radiation measurements from the sun, taken from a flight of a weather balloon. Due to the rotation of the balloon, or for some other reasons, outliers were introduced because the measuring device was occasionally blocked from the sun. The response variable Y is a radiation measurement and the explanatory variable x is the index of the measurement. The sample size equals 4,984. We took K = 35 knots spread equally, and scaled the value λ according to the GCV, RCV and RGCV methods, described in section 2.3. We obtained λ = 0.04 for penalized LS-estimation method and λ = 0.1 for penalized M-and S-regression spline estimation method. Figure 4 are regression estimates obtained by the penalized LS method, our proposed method of penalized S-regression spline estimation and penalized M-regression spline estimation. The non-robust curve suffers from the presence of the outliers, which is clearly visible around the value x = 0.8. That is, the estimated curve was pulled upwards, in the direction of the outliers. The robust methods do not suffer from this phenomenon.
Displayed in
Discussion
In this paper a simple and effective method is proposed for robust fitting penalized regression spline models. Generally, smoothing methods may be influenced by outliers.
The proposed method is easy to implement and fast to converge. Penalized S-regression spline estimators improve on penalized least squares regression splines and penalized Mregression spline estimators. The procedure performs very well in all of our numerical examples. The penalized M-regression spline estimation works better for the cases with a small percentage of contamination but penalized S-regression spline estimation works well for higher percentage of contamination too.
In the absence of outliers, the efficiency of the proposed method is not very high. This is the price to pay for a high robustness. To increase the efficiency of an S-estimator, we need to lower its breakdown point. In an additional simulation study (results not shown)
we used an S-estimator with 25% breakdown point and we observed that the efficiency of the proposed method is higher in the absence of outliers, but it is lower than that of penalized LS-and M-regression spline estimators. Changing the ρ function will not significantly increase the efficiency. This is known from robust regression analysis (see Hössjer, 1992) where it has been shown that the highest possible Gaussian efficiency of an S-estimator with the highest possible value for the breakdown point is about 33%. The efficiency of the biweight loss function (leading to Tukey's bi-square ρ function) is close to this maximal value.
The asymptotic properties of penalized S-regression splines have not yet been studied, and are a topic of our further research. We expect that consistency and asymptotic normality still hold, under appropriate regularity conditions. These results would be useful in order to construct confidence bands for the curves, for example.
