The Jensen's inequality has tremendous implications in many fields of modern analysis. It helps computing useful upper bounds for several entropic measures used in information theory. We use discrete and continuous cyclic refinements of Jensen's inequality and extend them from convex to higher order convex function by using new Green functions and Abel-Gontscharoff interpolating polynomial. As an application of our work, we establish connection among new entropic bounds for Shanon, Relative and Mandelbrot entropies. (2010): 26A51, 26D15, 26E60, 94A17, 94A15.
