achievement effects of Success for All; 35 of these were at institutions other than Johns Hopkins University or the Success for All Foundation. The cumulative evidence from these studies shows positive effects of Success for All on a variety of measures of student achievement, as well as on assignments to special education, retentions, and other outcomes Slavin & Madden, 2001 ).
Despite the substantial evidence supporting the effectiveness of Success for All, there are still some criticisms of the research that have focused on two fundamental issues (Pogrow, 2000; Walberg and Greenberg, 1999) . First, the typical research design in previous evaluations of the program has been a quasi-experimental, untreated control group design, in which schools using Success for All have been compared over time to non-Success for All schools that are matched on demographics, prior achievement, and other factors. Though this is a sound design, all such quasi-experiments have limitations (Shadish, Cook, & Campbell, 2002) . Most importantly, they leave open the possibility that selection artifacts could explain some or all of the differences observed between the Success for All and quasi-experimental control groups.
With such a design, there always may be some systematic reason that the experimental group implemented the program while the comparison group did not. Schools whose staffs expressed interest in Success for All and achieved the required 80% majority vote to adopt it may have greater motivation and interest in improving their schools than the control schools' staffs who did not seek out the program. As indicated by the 80% agreement among staff, these schools may have strong cohesion among the teachers or have better leaders. Perhaps the experimental schools have better funding or fewer demands on their resources or energies. Alternatively, perhaps the experimental Success for All 7 schools are experiencing greater difficulties and have a greater need for change. These potential artifacts can make it difficult to know whether it was the characteristics related to selection of Success for All or the components of the Success for All program that caused the improvements in the schools. Most studies of Success for All have been welldesigned matched experiments that have minimized selection bias-for example, by designating control schools in advance and by avoiding the use of control schools that rejected the program-but selection bias cannot be ruled out without random assignment.
Second, there has been continuing criticism of those studies of Success for All that have been done by the developers themselves. Borman et al. (2003) found that studies of comprehensive school reform programs that have been authored by the developers tend to report higher estimates of the programs' effects on achievement outcomes. The magnitude of this difference is between one sixth and one-seventh of a standard deviation relative to third-party studies. As Borman and his colleagues noted, one of the most likely explanations for this difference is that when developers are more actively involved in the study of their models, they are also more likely to be actively involved in assuring that they are studying a high-quality implementation. In this respect, many of these studies may represent what Cronbach et al. (1980) termed the -superrealization‖ stage of program development. Before engaging in broad field trials, interventions are often studied under optimal conditions as assessments of what the program can accomplish at its best. The extent to which the developers' studies and results may generalize across broader implementations of their school reform models, though, is of some concern.
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The critics of small-scale quasi-experiments also may argue that small samples of program schools and matched control schools that are, essentially, hand-picked by the developer, can introduce particularly advantageous comparisons that overstate the impact of the school reform program. In a large randomized study, the process of choosing program and control schools is not left to the developer, but is decided by, for instance, the arbitrary flip of a coin. Hand picking schools and making comparisons that -look good‖ for the program are not possible within a randomized design, especially when the process of randomization is decided by a neutral third party. Success for All has been studied by researchers other than the developer and the biases for Success for All do not appear to be strong. However, as for any other program, the Success for All research base could benefit from greater third-party involvement in broader field trials.
The Role of Randomized Field Trials in Education Policy
Randomized field trials are extremely rare in educational research (Borman, 2003; Boruch, de Moya, & Snyder, 2002; Cook & Payne, 2002) . Of course, there are many brief, artificial lab studies that use random assignment, but field trials of sufficient size and duration to provide findings of direct relevance to educators are hardly ever done.
Recently, educational research has come under attack for its dearth of randomized experiments, and has been compared unfavorably to medical and other scientific research on this basis.
However, among the small number of experiments in education that have been conducted, several have been extremely influential. For instance, the randomized longitudinal Tennessee Class Size Study (Finn & Achilles, 1999) led directly to massive class-size reduction initiatives in several states, notably California, and to the Clinton Success for All 9 Administration's national class size initiative. The randomized, longitudinal evaluation of the Perry Preschool (Schweinhart, Barnes, & Weikart, 1993) led to substantial expansion of the federal Head Start program and to publicly funded preschool programs in many states and localities. Finally, the promising results from the Abecedarian Project (Ramey & Campbell, 1984) , which randomly assigned mothers and their infants to a highly intensive educational childcare program beginning shortly after birth, inspired the U.S. Congress to develop and scale up the Early Head Start program.
Beyond the scientific importance of random assignment, the political importance of rigorous evidence continues to grow. If federal education legislation continues the trend toward linking funding of education programs to evidence of effectiveness, the consequences could be revolutionary. If education reform can be based on rigorous research, then genuine progress in educational practice becomes possible, as in medicine, agriculture, technology, and other parts of modern economies that long ago accepted the idea that progress must be based on rigorous research and development. In place of the famous pendulum swinging, for example, from phonics to whole language or tracking to untracking, there would be widely accepted findings providing a solid basis for policy and practice.
Imagine, for example, that schools implementing Title I programs, bilingual programs, special education programs, or dropout prevention programs were encouraged or required to adopt programs and practices that had evidence of effectiveness from highquality experimental evaluations. This transformation of the education reform landscape will not, however, take place unless there are convincing demonstrations that replicable programs can accelerate student achievement. These demonstrations must be beyond Success for All 10 reproach, using the most rigorous evaluation methods known. In other words, they must use random assignment, extensive measurement of implementations and outcomes, and longitudinal designs on a large enough scale to ensure both statistical power and generalizability.
The Success for All National Randomized Field Trial
This article presents the first-year findings from a longitudinal study that should add enormously to knowledge about the effectiveness of Success for All in increasing the achievement and school success of students placed at risk. First, it is the first randomized study of Success for All, virtually eliminating selection bias as an alternative explanation for any findings. Second, it is the largest study ever to compare Success for All and control schools, enabling the use of appropriate statistical methods, especially hierarchical linear modeling, with adequate power to detect true differences. Third, the sample size permits rigorous and definitive conclusions about the effects of Success for All on key subpopulations.
Taken together, the project's interrelated activities will provide data of unprecedented richness, detail, and methodological rigor to inform educators about the effects of Success for All, the reasons for those effects, and the conditions under which the effects are most likely to be obtained. In this article, we present analyses of the firstyear achievement outcomes of the project and assess the strength of the foundation that has been laid for this longitudinal effort.
Method

Sample selection
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Recruitment of schools for the randomized study began in November, 2000.
From the outset, there were problems in providing sufficient incentives to induce school leaders to allow their schools to be assigned at random to experimental or control conditions. Initial efforts focused on reducing the cost to schools of implementing Success for All, which would ordinarily require schools to expend about $75,000 in the first year, $35,000 in the second year, and $25,000 in the third year. At first, schools willing to be assigned at random to Success for All or control conditions were offered a $20,000 discount on first-year program costs. By spring 2001, this incentive had been increased to offer schools in either assigned condition a one-time payment of $30,000 in exchange for participation in the study. Control schools could use the incentive however they wished, and were allowed to implement any innovation other than Success for All.
However, this incentive did not attract an adequate number of schools. Six schools were recruited in this way by summer, 2001, and were randomly assigned to experimental and control conditions. This number was far from sufficient.
By late spring, 2002, a satisfactory (though expensive) incentive structure was in place. Schools willing to participate were assigned at random to use Success for All either in grades K-2 or in grades 3-5, at no cost. In this way, all schools would receive at least part of the program, and they did not have to contribute significant amounts of money in a time of tightened budgets. This incentive was sufficient, and we were able to recruit a total of 41 schools, including the six schools from the previous year. Grades K-2 in the schools assigned to the 3-5 condition served as the controls for the schools assigned to the K-2 condition, and vice versa.
Success for All 12
All schools (and their districts) had to agree to allow for individual and group testing of their children, to allow observers and interviewers access to the school, and to make available (in coded form, to maintain confidentiality) routinely collected data on students, such as attendance, disciplinary referrals, special education placements, retentions, and so on. Schools had to agree to allow data collection for three years, and to remain in the same treatment condition for all three years. Schools that agreed to these conditions were randomly assigned by members of the Oversight Committee to experimental or control conditions. The results shown in Table 3 provide direct comparisons of the baseline characteristics of the K-2 treatment schools and control schools. As the results indicate, the percentages of females, minorities, special education students, free lunch participants, and English as second language students were statistically equivalent across treatment and control schools. Likewise, t-tests for school enrollment and the baseline PPVT outcomes for the treatment and control schools showed no differences.
_______________________
Insert Table 3 about here _______________________ Therefore, the treatment and control samples were sufficiently well-matched at baseline on key demographic characteristics and the PPVT pretest measure. Though the school sample has a higher percentage of African American students and a smaller proportion of Latino students than other Success for All schools, it is similar with respect to the percentage of free lunch participants. The sample is also comprised of schools Success for All 14 from diverse locales, including high-poverty urban and rural schools across 11 states. In these respects, the sample selection process and randomization procedure appear to have produced a baseline sample of schools that has good internal validity-because there are no large, statistically significant treatment/control differences-and good external validity-because the sample has demographic characteristics that resemble those for the population of Success for All schools and it includes schools from a range of regional contexts representing the national reach of the program. Children in the initial cohorts are being followed into any grade as long as they remain in the same school; retention does not change their cohort assignment. They are also being followed into special education. Children who enter Success for All or control schools after fall, 2002 are to be posttested each year and included in analyses of cohort means.
Children who are English language learners but are taught in English will be posttested in English each year.
Results
In the previous description of the sample, we concluded that the analysis of the baseline data showed few important differences between treatment and control schools and that the sample of schools was geographically diverse and generally representative of the population of Success for All schools. In discussing the results of our analyses of the first-year achievement outcomes, we begin by assessing whether there was differential Success for All 16 data and sample attrition between treatment and control schools, or systematic attrition from the analytical sample, that may have changed its characteristics relative to those for the baseline sample?
The final analytical sample sizes were composed of 2,260 students in 21grade K-2 Success for All treatment schools and 2,254 students in 20 control schools. Listwise deletion of cases with missing values did not cause differential attrition rates by program condition, 2 (1, N = 5924) = 1.91, p = 0.17, leaving 75% of the baseline sample of 3,002 treatment students and 74% of the 2,922 baseline controls for the preliminary analyses.
The data and sample attrition occurred for two reasons. Approximately 15% of the students who were dropped from the current analyses had moved out of the school before the posttests were administered and, thus, had no outcome data. About 10% of the students who were excluded from the analyses remained in the treatment and control schools, but had missing data on one or both of the achievement measures.
To further investigate the internal validity of the study, we compared the pretest scores of those treatment students who were dropped from the analyses to the pretest scores of the control students who were dropped from the analyses. No statistically significant difference was found between the treatment and the control students, t (0.49), p = 0.63 (two-tailed), suggesting that the initial academic ability of the treatment and the control group students who were dropped from our analyses were similar.
To address the issue of external validity, we compared those students who were retained in the analysis to students who were not retained. Those students who were retained had higher pretest scores than those who were not retained, t (-4.27), p < .001
(two-tailed). Because there was no statistically significant pretest difference between Success for All 17 those students who dropped from the Success for All treatment and control samples, though, this has no impact on the study's internal validity. Low-achieving students from the sample schools were underrepresented due to differential attrition rates by pretest and this does compromise the external validity of the study to some extent. In addition, because past quasi-experimental evidence has consistently shown that Success for All tends to have the most profound educational effects on students who are struggling academically (Slavin & Madden, 2001) , this underrepresentation of low achievers is most likely to result in downward biases of the treatment effect estimates.
2
Hierarchical Linear Model Analyses of First-Year Treatment Effects
Cluster randomized trials (CRTs) in education generally randomize at the level of the school or classroom and collect data at the level of the student. In many respects, they are the optimal design for school-based and classroom-based interventions. They address practical problems, including the potential difficulties of randomizing individual teachers within schools or students within classrooms to alternate treatments, and they are often well aligned with the theory of how educational interventions work best: as coordinated, systemic initiatives delivered by organizational-level elements acting in concert. Though greater attention has been paid to these designs in education in recent years (Boruch, May, Turner, & Lavenberg, in press) , there are still mixed opinions among methodologists regarding proper analytical strategies (Campbell, Mollison, Steen, Grimshaw, & Eccles, 2000; Peters, Richards, Bankhead, Ades, & Sterne, 2003) . 2 We performed similar analyses for the kindergarten and the first grade cohort separately. The results were similar to those for the combined sample with one exception. The attrition rate for the Success for All first grade cohort was somewhat higher than that for the first grade cohort from the control group, but this difference did not achieve a conventional level of statistical significance, 2 (1, N = 2923) = 3.427, p = .07. most appropriate analytical strategy. When the number of clusters is very small, though, this analytical strategy will not be efficient and will lack necessary statistical power. If clustering is simply ignored and the analysis is done at the level of the individual student, statistical power will be substantially increased. However, these standard tests of statistical significance, which assume that the outcome for an individual is completely unrelated (or independent) to that for any other student, are inappropriate for CRTs. This is the case because in CRTs two students randomized together within any one classroom or school are more likely to respond in a similar manner than two students randomized from different clusters. Data analysis needs to recognize the clustered nature of the data either by analyzing at the level of randomization-the school in this case-or by adjustment for clustering in student-level analyses.
A relatively recently proposed analytical strategy for the analysis of CRTs is the use of a hierarchical linear model (Raudenbush, 1997) . In this case, one may simultaneously model both student and school-level sources of variability in the outcome.
Providing that there is sufficient power at the highest level of aggregation, the school level, the choice between the student and the school as the proper level of analysis is moot. Specifically, we developed 2 level hierarchical models that nested students and their pretest and posttest scores within schools. The fully specified level 1, or withinschool model nested students within schools with two covariates, the PPVT pretest and a dummy code indicating the student's baseline grade level (0 = kindergarten and 1 = 1 st grade). The linear model for this level of the analysis is written as
Success for All 19 which represents the spring posttest achievement for student i in school j regressed on the PPVT pretest and grade level. The term r ij is the level-1 residual variance that remains unexplained after accounting for the pretest and grade level for the students.
In this model, each student's PPVT score and grade level is centered around its within-school group mean and the effect of the pretest is modeled as a source of random variation at level 2 of the model. In this way, at level 2, we may estimate school-level where both the mean posttest intercept for school j, ß 0j , and the PPVT-posttest slope, ß 1j , are regressed on the school-level mean PPVT score, the SFA treatment indicator, plus a residual, u 0j . The within-school posttest difference between kindergarten and first grade Success for All 20 students, ß 2j , is specified as randomly varying, predicted only by an intercept and schoolspecific residual.
For each of the four achievement outcomes, we specified a series of four multilevel models. The preliminary unconditional model partitions the variation in the outcome among students and schools, and is used as a basis for comparing the fit of subsequent models, which introduce student and school-level predictors of the posttest. In Model 1 within Table 4 , we included the student-level PPVT pretest and the grade-level indicator as predictors, thus explaining 30% of the within-school variability on the posttest. The coefficient for the pretest suggested that each 1 unit increase on the PPVT was associated with a 0.27 point increase on the posttest. The average withinschool difference between kindergarten and first grade students on the posttest was 13.54
points. All three school-level effects, school mean achievement, the PPVT pretest slopes, and the K-1 achievement difference, showed statistically significant random variation across schools. In the ensuing models, we attempted to explain this random variation across schools in their PPVT pretest slopes and their mean achievement using the aggregate school-level PPVT score and, most importantly, the Success for All treatment indicator.
Model 2 in Table 4 adds the school mean PPVT as a predictor of the mean achievement and the PPVT pretest slope. In both cases, the measure was a statistically significant predictor. The effect for school mean achievement suggests that schools with higher mean PPVT pretest scores also tend to have higher Letter Identification posttest scores. Because we have used group-mean centering of the student-level PPVT covariate, the school-level compositional effect of the school mean PPVT is calculated by subtracting the estimated intercept for the within-school PPVT pretest slope (0.27) from the level 2 coefficient for the mean PPVT pretest (0.35). The difference, 0.08, suggests that the compositional effect of the school mean PPVT pretest is nonzero but not substantial. The statistically significant and negative coefficient for the mean PPVT Success for All 22 pretest as a predictor of the PPVT slope indicates that schools with higher mean PPVT scores have somewhat flatter PPVT-Letter Identification slopes. That is, in schools that performed better on the pretest, the positive relationship between students' pretest and posttest scores is attenuated. Taken together, these results suggest that schools achieving better performance on the PPVT pretest tend to also achieve greater excellence and equity on the Letter Identification posttest. By including the school mean PPVT pretest as a level 2 predictor, the model explained 55% of the variability in school mean achievement and 49% of the variability in the PPVT slope. 
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In Model 1 within Table 5 , we include the student-level PPVT pretest and the grade-level dummy code as predictors. These independent variables explain 53% of the within-school posttest variance. For the three school-level effects, school mean achievement, the PPVT slope, and the K-1 achievement difference, the model revealed statistically significant random variation across schools. In Model 2, we explained this school-level variation using the school-level average PPVT score as a predictor of both school mean achievement and the PPVT slope. The measure was a statistically significant predictor of school mean achievement but was not a statistically significant predictor of the PPVT pretest slope.
In Model 3 within Model 1 included the student-level PPVT pretest and the grade-level indicator as predictors. Together, these two student-level predictors explained 36% of the withinschool posttest variance. Though the PPVT was an important predictor of within-school differences on the posttest, the relationship between PPVT and the posttest-the PPVT slope-did not randomly vary across schools. Because the PPVT slope was statistically equivalent across all schools, it was treated as fixed at level 2 of the model and no attempt was made to model the effect with school-level predictors. The two other schoollevel effects, school mean achievement and the K-1 achievement difference, did exhibit statistically significant random variation across schools.
In Model 2 we explained the school-level variation in school mean achievement using the school-level average PPVT score as a predictor. The aggregate PPVT pretest was a statistically significant predictor of school mean achievement. The positive relationship between the school mean PPVT and the posttest was 0.13 larger than the student-level effect of the pretest, suggesting a small but nonzero compositional effect of the pretest. The school mean PPVT pretest explained 37% of the between-school variability in school mean achievement.
Finally, Model 3 in Table 6 In Model 1, we added the student-level PPVT pretest and the grade-level indicator as predictors. These two predictors accounted for 50% of the within-school variation on the posttest. There was considerable random variation across schools for both the PPVT slope and the K-1 achievement difference. Likewise, the school mean achievement intercepts exhibited statistically significant between-school random variation.
We explained the variation in school mean achievement using the school-level average PPVT score as a predictor in Model 2. The aggregate PPVT pretest was also modeled as a predictor of the PPVT pretest slope. It was a statistically significant predictor of school mean achievement but was not a statistically significant predictor of Success for All 26 the PPVT slope. The schools' average PPVT pretest scores explained 45% of the between-school variability in the school mean posttest outcome.
The final model, Model 3, in Table 7 However, the process does seem to have developed a sample of schools that is similar with respect to the overall poverty level of the population of Success for All schools and it is a geographically diverse sample that is spread across 11 states. Randomization produced control and K-2 treatment samples that were reasonably well matched on a Success for All 27 variety of baseline characteristics, including demographics and PPVT pretest scores. No statistically significant baseline school-level differences were detected.
Second, the data and sample attrition over the first year of the study had few impacts on the good external and internal validity that was achieved through the sample selection and randomization procedures. There was no differential rate of attrition from Success for All K-2 treatment schools and control schools and comparisons of those students who dropped out of the analysis revealed no treatment-control differences with respect to pretest scores. However, when comparing the pretest scores of those students who dropped from the analyses-across both Success for All and control schools-to those students who remained in the analytical sample, there are statistically significant differences. Specifically, those students who dropped from the analyses have lower PPVT pretest scores than those students who remained in the analytical sample. This compromises the external validity of the findings somewhat, because low-achieving students are underrepresented in the analysis. Given that previous quasi-experimental studies of Success for All have consistently shown stronger academic benefits for those students who performed poorly on baseline tests (Slavin & Madden, 2001) , this differential attrition is most likely to depress estimates of the treatment effects.
Third, the treatment fidelity and Success for All implementation quality seem reasonably good. In some schools, the tight deadlines involved in the selection and randomization process appear to have provided insufficient time for the program to get established and flourish. These qualitative differences in implementation quality will be an important subject of future work.
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Finally, the pattern of first-year treatment effects we found appears to be consistent with previous quasi-experimental work on Success for All, the Success for All theories of how young children develop as emergent readers (Snow, Burns, & Griffin, 1998) . Specifically, powerful decoding strategies and phonemic awareness, as stressed by the kindergarten and first grade Success for All program, are key building blocks upon which children can develop a broader range of skills.
Implications and the Future of the Success for All National Randomized Field Trial
In future research, we will examine how well the program theory matches the outcomes that we observe for the various reading assessments. In addition, we will study the extent to which the schoolwide Success for All program impacts other important and more general school outcomes, including special education referrals, attendance, and retention rates. This first-year investigation establishes a strong foundation for this future work.
The study also responds to the many doubts that have been raised about the viability and appropriateness of randomized experiments in school settings (Cook & Payne, 2002) . As a randomized field trial, rather than a relatively artificial laboratory experiment, the results of this study have strong external validity and relevance for policy and practice. Further, combined with future survey and qualitative data regarding implementation and process, this research will open the experimental -black box‖ and generate additional information that will be helpful to policymakers, practitioners, and scholars alike. Of course, we will continue to generate estimates of treatment effects in subsequent analyses, but additional information will help inform questions regarding how the effects were, or were not, attained. This kind of data is the type that can, ultimately, improve programs and practices. Through this information and careful description of the Success for All 30 study design, we also hope to continue to provide insights that will help researchers design and implement future randomized field trials on educational interventions.
As we have noted in this article, the process of randomization was not easy or inexpensive, but a prominent goal of this study included recruiting a group of schools that was agreeable to the idea of randomization. In this way, experimentation was viewed as a partnership with school personnel rather than as a process imposed upon practitioners.
Schools choose to implement Success for All. This is the population of schools to which we wish to generalize: those schools who would like to adopt and implement Success for These first-year outcomes have established that randomized field trials involving nationally replicated interventions are both possible and desirable for producing unbiased estimates of the effects of educational treatments. Table 1 Major Elements of Success for All
Success for All is a schoolwide program for students in grades prekindergarten to six that organizes resources to attempt to ensure that every child will be successful in reading from the beginning of their time in school, that they will never begin the process of falling behind. The emphasis of the program is on prevention and early, intensive intervention designed to detect and resolve reading problems as early as possible, before they become serious. The main elements of the program are as follows.
A Schoolwide Curriculum. During reading periods, students are regrouped across age lines so that each reading class contains students all at one reading level. Use of tutors as reading teachers during reading time reduces the size of most reading classes to about 20. The reading program in grades K-1 emphasizes language and comprehension skills, phonics, sound blending, and use of shared stories that students read to one another in pairs. The shared stories combine teacher-read material with phonetically regular student material to teach decoding and comprehension in the context of meaningful, engaging stories. In grades 2-6, students use novels or basals but not workbooks. This program emphasizes cooperative learning activities built around partner reading, identification of characters, settings, problems, and problem solutions in narratives, story summarization, writing, and direct instruction in reading comprehension skills. At all levels, students are required to read books of their own choice for twenty minutes at home each evening. Classroom libraries of trade books are provided for this purpose. Cooperative learning programs in writing/language arts are used in grades K-6.
Tutors. In grades 1-3, specially trained certified teachers and paraprofessionals work one-to-one with any students who are failing to keep up with their classmates in reading. Tutorial instruction is closely coordinated with regular classroom instruction. It takes place 20 minutes daily during times other than reading periods.
Preschool and Kindergarten. The preschool and kindergarten programs in Success for All emphasize language development, readiness, and selfconcept. Preschools and kindergartens use thematic units, language development activities, and a program called Story Telling and Retelling (STaR).
Quarterly Assessments. Students in grades 1-6 are assessed every quarter to determine whether they are making adequate progress in reading. This information is used to suggest alternate teaching strategies in the regular classroom, changes in reading group placement, provision of tutoring Note: * Denotes the schools selected in the pilot phase of the study.
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