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Abstract The fast development of multimedia technology and increasing availability
of network bandwidth has given rise to an abundance of network data as a result
of all the ever-booming social media and social websites in recent years, e.g., Flickr,
Youtube, MySpace, Facebook, etc. Social network analysis has therefore become a
critical problem attracting enthusiasm from both academia and industry. However,
an important measure that captures a participant’s diversity in the network has been
largely neglected in previous studies. Namely, diversity characterizes how diverse a
given node connects with its peers. In this paper, we give a comprehensive study
of this concept. We first lay out two criteria that capture the semantic meaning of
diversity, and then propose a compliant definition which is simple enough to embed
the idea. Based on the approach, we can measure not only a user’s sociality and
interest diversity but also a social media’s user diversity. An efficient top-k diversity
ranking algorithm is developed for computation on dynamic networks. Experiments
on both synthetic and real social media datasets give interesting results, where
individual nodes identified with high diversities are intuitive.
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1 Introduction
Thanks to the fast advancement of multimedia technology and increasing availability
of network bandwidth, social media and social websites (e.g., Flickr, Youtube,
MySpace, Facebook, etc.) have emerged into proliferation in recent years. On these
social websites, users can not only connect with their friends in real life but also create
and share their social media with friends. For example, Renren is a Facebook-style
website in China. Users can find and create links with their old friends with whom
they have lost connections for a long time. Moreover, they could share their daily
life, e.g., what are they doing now? how do they like a particular movie? They can
also create or share social media, e.g., text, image, video, etc., among their friends.
With the help of the social media, friends would know each other better and their
relationship in real life would be strengthened.
Many of today’s real-world applications, such as the social media websites,
have generated an enormous amount of network data. Therefore, social network
analysis has become a critical problem of focus for both academia and industry.
To gain a deep understanding of the structures and functions of these network
datasets, it is fundamental to investigate various properties of the network and
its constituent components, i.e., nodes, edges, coherent subnetworks, etc. To this
end, various kinds of network analysis have been proposed and conducted, offering
useful insight into a great number of network-structured data. For example, small
world phenomena and hierarchical modularity have been discovered for real-world
network systems [2, 23], as well as inhomogeneous nodal degree distribution and
the presence of a limited number of highly connected hubs as a result of power-law
degree distribution [6]. While these global statistical properties provide interesting
observations of the real-world networks as a whole, various network measures
have also been introduced to characterize individual properties of the network
components, e.g., a number of different centrality measures were proposed, including
degree/betweenness/closeness centrality [22] and eigenvector centrality [14]. These
measures, if used properly, can successfully capture the distinctiveness of different
participants in the network.
However, as we shall argue in the following of this paper, one important measure,
different from those defined in previous literature that focuses on distinctiveness,
has so far been neglected. This measure, namely diversity, characterizes how diverse
a node’s connection to its neighborhood is. To illustrate the intuition behind, let us
look at an example.
Example 1 Consider a social network example in which nodes represent people
and edges represent social connections between corresponding parties. Suppose we
examine two nodes A and B in Fig. 1a where A connects to 5 neighbors and B
connects to 4 neighbors. However, the 5 neighbors of A are all from the same
profession and the same community, while the 4 neighbors of B are from 4 different
professions and/or communities. Here, although the neighborhood of B is smaller
than that of A, it is obvious that B connects to a more diverse group of people, which
could have important implications regarding the role he/she may play in the network,
e.g., the profitability and impact if we want to choose a node to launch a marketing
campaign.
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Fig. 1 Three examples
Example 1 demonstrates that the diversity of a node on a network is determined
by the characteristics of its neighborhood. Greater difference between the neighbors
translates into greater diversity of the node. In Example 1, the attributes or the labels
are used to distinguish the neighbors. Then how can we measure the diversity if no
attribute information is given? Example 2 illustrates another way to mine diversity
which is based on the topological structure of the network.
Example 2 In Fig. 1b, comparing nodes A and C with the same degree of 3, it is
easy to observe significant difference between the diversities of their neighborhoods.
A connects to three neighbors, each of which belongs to a distinct community,
while C connects to three closely connected neighbors that form a cohort. In many
applications, A might be more interesting, because of its role of joining different
persons together.
Mining diversity is an important problem in various areas and finds many ap-
plications in real-life scenarios. For example, in information retrieval, people use
information entropy to measure the diversity based on a certain distribution, e.g.,
one person’s research interests diversity [25]. In social literature, diversity, which
has been proposed under other terminologies like bridging social capital, proves its
importance in many social phenomena. Putnam found that bridging social capital
benefits societies, governments, individuals and communities [18]. In particular,
bridging social capital helps reduce an individual’s chance of catching certain diseases
and the chance of dying, e.g., joining an organization cuts in half an individual’s
chance of dying within the next year, which leads to the conclusion that “Network
diversity is a predictor of lower mortality”.
Mining diversity on network data is also critical for network analysis as network
data blossom in many of today’s real-world applications. For example, advertisers
may be very interested in the most diverse users in social networks because they
connect with users of many different types, which means “word of mouth” marketing
on these users could reach potential customers of a much wider spectrum of varied
tastes and budgets. In a research collaboration network of computer scientists, the
diversity of a node could indicate the corresponding researcher’s working style.
A highly diverse researcher collaborates with colleagues from a wide range of
institutions and communities, while a less diverse one might only work with a small
group of people, e.g., his/her students. As such, an interesting query on such a
network could be “Who are the top ten diversely-collaborating researchers in the
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data mining community?”. If this kind of diversity on homogeneous networks can
be used to measure a person’s sociality, the diversity measure on heterogenous
networks, e.g., the bipartite network between users and social media, can also be
used to distinguish users’ interest diversity as well as the popularity diversity of social
media, i.e., the problem of what kind of topic attracts more diverse users.
The two examples above give two different ways to measure diversity on net-
works. However regardless of using either neighborhood attributes or topology,
certain common principles conveying the semantic meaning of diversity underlie
any particular kind of computation or definition of diversity. In fact, it is our
observation that there are two basic factors impacting the diversity measure on a
network.
• All else being equal, the greater the size of the neighborhood, the greater the
diversity.
When all the neighbors are the same, in terms of both associated labels and
neighborhood topology, more neighbors lead to a greater diversity.
• The greater the dif ferences among the neighbors, the greater the diversity.
The neighbors can be distinguished either by their attributes and labels or by the
topological information of the neighborhood. Whichever way, a larger difference
should translate into a greater diversity.
These two factors can also been treated as two criteria taken as the basis for
proposing a reasonable definition for measuring diversity. In this paper, we focus on
mining the diversity on networks based on the topological structure. As pointed out
in Section 2, existing measures like centrality can not accurately capture the notion
of diversity in general, although certain degree of correlation between them can be
observed for some data sets.
Our contributions can be summarized as follows.
• As far as we know, there has been no research work to investigate diversity
on network structure data based on network characteristics. We are the first to
propose the diversity concept on networks and give two criteria that capture the
semantic meaning of diversity.
• We investigate mining diversity based on topological information of a network,
find a function which is simple enough to embed the two criteria and propose an
efficient algorithms to obtain top-k diverse nodes on dynamic networks.
• Extensive experiment studies are conducted on synthetic and real data sets
including DBLP and networks from social websites. The results are interesting,
where individual nodes identified with great diversities are highly intuitive.
The remaining of this paper is organized as follows. In Section 2, the related work
is introduced and compared with our work. In Section 3, we propose a diversity
definition based on topological information of network and develop an efficient top-
k diversity ranking algorithm for dynamic networks in Section 4. The experiment
results are reported in Section 5. Other kinds of diversity definition are discussed in
Section 6. Section 7 concludes this study.
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2 Related work
Properties reflecting the overall characteristics of networks, such as density, small
world, hierarchical modularity and power law, have been observed for a long time
[2, 6, 15, 23]. Compared to these, there are also measures that focus on individual
components, cf. [20, 22]. Degree centrality, which is defined as the number of links
for a given node, is often used to identify highly connected nodes which get exposure
to whatever is flowing through the network (such as a virus). Betweenness centrality
assigns higher values to nodes appearing on the shortest paths of more node pairs,
with extensions considering paths that are not shortest as well. Closeness centrality is
related to betweenness centrality, which measures the average shortest-path length
from a node to all other nodes in the network. Centrality measures have also been
enhanced for analysis performed on the level of node groups [9]. The clustering
coefficient of a node assesses the local connectivity among its direct neighbors.
Eigenvector centrality is a way to measure authority. It assigns relative scores to
all nodes in the network based on the principle that a node that connects to high-
scoring nodes should be assigned with high scores also. PageRank [14] is a variant of
eigenvector centrality, which has a natural interpretation relating to random network
surfing. Finally, some other types of patterns, e.g., frequent subgraphs that focus
more on local topologies [13, 24], can also be mined from the network.
It is worth noting that all these measures are different from diversity and thus
could not accurately capture the idea behind. From Example 2, it is obvious that
degree centrality does not consider whether the neighbors of a given node are
similar. As we shall observe in the experiments, betweenness centrality might be
correlated with diversity to some extent in particular data scenarios, however, it is not
a direct modeling of diverseness and thus would not satisfy the two criteria we have
proposed in general. Similarly, closeness centrality has the same kind of problems;
moreover, such shortest-path based measures require the global computation of all-
pair shortest paths, which might be time-consuming on a large network. PageRank
depicts the authority of a node in the network, which is an orthogonal dimension
of measurement. The clustering coefficient value of a node corresponds to the
number of edges among its neighbors normalized by the maximum number of
such edges; intuitively, with higher clustering coefficient, the neighbors have more
connections among them and thus are more similar to each other, which leads to
lower diversity. However, clustering coefficient only considers number of edges as
the sole parameter, which is inevitably restricted. Interestingly, it can be considered
as a degenerated version of our diversity definition when the latter is confined to a
very special setting.
The broad literature on graph clustering is also related, because we can always
use clustering algorithms to first “classify” all nodes in the network, and then
diversity can be easily computed. With characterization of the similarity among
node pairs, e.g., simRank [10], various distance-based clustering algorithms can be
applied on networks. Spectral clustering [16] conducts partitioning based on graph
cut theory. In the maximum clique approach, clustering is performed by identifying
fully connected subgraphs [19], and extensions have been proposed to overcome
this relative stringency by considering quasi cliques and dense subnetworks [7, 17].
Recently, RankClus also integrates authority ranking information into the clustering
procedure [21]. Still, scalability is a big concern here, as clustering requires us to
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perform global processing over the whole network, while our diversity definition
might only involve a small local neighborhood.
As for potential applications, the influence of a node has been examined in terms
of how large or how quick the spread of influence is, given a node as the starting
point. Many algorithms have been proposed in recent years to obtain these measures
effectively and efficiently. Kossinets et al. [12] tries to extract the “backbone” of a
social network, i.e., the subgraph that consists of edges on which information has the
potential to flow the quickest. In [11], the spreading of influence through a social
network has been studied, in which the goal was to maximize the number of nodes
that could be reached. In real advertising scenarios, it is very likely that the advertiser
would aim for not only an audience of large size, but also the one with great diversity
as well.
3 Diversity definition
In this section, we will propose concrete diversity definitions based on nodes’
neighborhood topology. First, a simple definition is given out and the calculation
results on Example 2 illustrate that it matches our intuition of diversity. Then we will
propose a general definition and show its calculation results on more examples, in
which we analyze its parameters and compare it with centrality.
3.1 Terminology and representation
Let an undirected unweighted network be G = {(V, E) | V is a set of nodes and E is a
set of edges, E ∈ V × V, an edge e = (i, j) connects two nodes i and j, i, j ∈ V, e ∈ E}.
N(v) denotes the set of v’s neighbors. |N(v)| denotes the cardinality of N(v), i.e., the
number of neighbors. r is the radius of the neighborhood. If it is set to be 1, N(v) is
the set of directly connected nodes and |N(v)| equals to the degree of node v. N−u(v)
denotes the set of v’s neighbors which excludes the nodes that become v’s neighbors
through u. For example, when r = 1, N−u(v) is the set of the direct neighbors of v
except u itself; when r = 2, N−u(v) = N(v) - {x|there is only one shortest path from
v to x which is through u}. L(i, j) denotes the length of shortest path from node i to
node j.
3.2 A simple diversity example
To illustrate the diversity measure, we first use a simple definition as below, which
can get the intuitive results of Example 2 in Fig. 1b.












The underlying intuition of the definition is that, for a target node v, if a neighbor u
has fewer connections with other neighbors of v, u is considered to contribute more
to the diversity of v. Therefore the diversity of v is defined as the aggregation of
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every neighboring node u’s contribution which equals to the probability of leaving
the direct neighborhood of v through u [9].
Based on this definition, we can get that the diversity values of A,B,C in Example
2 are 3, 2, 1.167 respectively. The relative values match our intuition of diversity
ranking on this network.
3.3 Diversity: general definition
While the previous definition based on direct common neighborhood is simple and
intuitive in some cases, we need more flexibility and generality in the diversity
definition for most applications to capture the measure more accurately. As we
discussed above, the diversity in general grows in proportion with the size of the
neighborhood. With this notion of each neighbor contributing to the diversity of the
central node, we propose the general definition of diversity in an aggregate form as
follows.
Definition 2 (Diversity) The diversity of a node v is defined as an aggregation of




wv(u) × F(u, v) (2)
where F(u, v) is a function measuring the diversity introduced by u. wv(u) is u’s
weight in the aggregation.
According to our guiding principles, if a neighbor u is less similar to other
neighbors of v, u would contribute more to v’s diversity. Thus F(u, v) is a function
evaluating the dissimilarity between u and other neighbors of v in the set radius r, i.e.,
the set N−u(v). In general, F(u, v) can be defined as a linear function of the similarity
between u and N−u(v) as
F(u, v) = 1 − α × S(u, N−u(v)) (3)
S(u, N−u(v)) is a function measuring the similarity between u and N−u(v) up to
a normalization. α indicates its weight, which can be set empirically. We define
S(u, N−u(v)) as the average similarity between u and each node x of N−u(v). There
are various ways to measure the similarity between two nodes u and x, e.g., shortest
path is a reasonable choice for many real-world scenario. However, computing
shortest paths on a global scale is inefficient. Fortunately, since diversity is a local
property defined on a neighborhood with a set radius, we can use the following
definition based on local shortest path computation.
Definition 3 (Similarity between node pair) The similarity between two nodes u and
x is defined as:
S(u, x) =
{
δ(l−1), 0 < δ < 1 if L(u, x) = l ≤ r
0 otherwise
If two nodes are too far apart, in the sense that their distance is larger than
the neighborhood radius r of our interest, their similarity is considered to be zero;
Otherwise, their similarity is inversely proportional to their distance. δ is a damping
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Table 1 Computation results
for Example 2
Node DC BC Diversity (α = 0.8, δ = 0.8)
r = 1 r = 2 r = 3 r = 4
A 3 48 3 5.208 5.208 5.208
B 4 27 1.6 2.763 4.147 4.245
C 3 0 0.867 1.767 2.962 4.489
factor to reflect the notion that nodes farther apart share less similarity. The effect
of δ is further explored in Section 3.4. With the similarity between a pair of nodes
defined, we can give the definition of similarity between a node and a set of nodes.
Definition 4 (Similarity between node and node set) The similarity between a node
u and a set of nodes N−u(v) is defined as
S(u, N−u(v)) =
∑
x∈N−u(v)∩N−v(u) (wv(x) × S(u, x))∑
x∈N−v(u) S(u, x)
(4)
where wv(x) is the weight of x in v’s neighborhood.
The purpose of setting weight, e.g., wv(u) and wv(x), is to prioritize all the nodes
in v’s neighborhood. There are more than one possible ways to define the weights.
In this paper, we define wv(x) = S(v, x) based on the argument that distance-based
similarity is an appropriate way to evaluate the priority of a node in v’s neighborhood
when a radius larger than 1 is needed. Putting it together, we have
S(u, N−u(v)) =
∑
x∈N−u(v)∩N−v(u) (S(v, x) × S(u, x))∑
x∈N−u(v) S(u, x)
(5)
It is easy to notice that the definition in Section 3.2 is a special case of this general
definition.
3.4 Examples and analysis
To illustrate the intuition of the diversity measure above and analyze the impact of
its parameters, we get the computation results for Examples 2 and 3 in Fig. 1b and c
with changing parameters and show them in Tables 1 and 2, where the computation
results of degree and betweenness centrality are also listed.1
Comparison with degree and betweenness Example 2 demonstrates that diversity
does not equal to degree. E.g., A and C are with the same degree but their diversities
differ a lot. In Example 3, as the neighbors of all the nodes are not directly connected
with each other, the values of diversity equal to degree when r = 1. But when r
increases from 1 to 2, the diversity ranking changes. Example 3 demonstrates that
diversity does not equal to betweenness centrality either. E.g., betweenness centrality
of A and C in Fig.1c are roughly the same, but their diversities are obviously
different.
1DC and BC denote degree and betweenness centrality for short respectively in this paper.
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Table 2 Computation results for Example 3
Node DC BC Diversity (α = 0.8, δ = 0.5) Diversity (α = 0.8, δ = 0.8)
r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 1 r = 2 r = 3 r = 4 r = 5 r = 6
A 2 42 2 4.70 4.74 4.74 4.74 4.74 2 5.31 4.97 4.97 4.97 4.97
B 6 47 6 3.19 3.92 3.99 3.99 3.99 6 3.04 4.37 4.39 4.39 4.39
C 5 43 5 2.98 3.90 3.96 3.96 3.96 5 2.85 4.50 4.51 4.51 4.51
D 2 1.6 2 2.39 2.69 3.19 3.24 3.24 2 2.33 2.96 4.25 4.38 4.37
E 2 2.25 2 2.16 2.48 3.10 3.15 3.15 2 2.14 2.82 4.41 4.51 4.51
F 5 5 5 2.34 2.73 3.15 3.39 3.41 5 2.13 3.01 4.11 5.06 5.18
G 4 3 4 2.08 2.47 2.90 3.19 3.21 4 1.92 2.83 3.94 5.13 5.25
Radius of neighborhood Tables 1 and 2 show all the calculation results when r
changes from 1 to the possible maximal value (it means that the neighborhood would
no longer change when r increases more). It is found that a larger radius may lead to
counter-intuitive ranking results. However, it is our belief and definition that diver-
sity should measure an aspect of a node’s interaction with its local neighborhood. To
judge a node’s diversity on a global scale (e.g., considering all the nodes as neighbors
of the center node) is semantically controversial. On the other hand, it is discovered
that “small world” phenomenon applies to a wide range of networks such as the
Internet, the social networks like Facebook and the bio-gene networks, which means
most nodes in these networks are found to be within a small number of hops from
each other. In particular, the theory of “six degrees of separation” indicates that in
social network most people can reach any other individuals through six persons. It
follows that when r increases beyond a small number, a node’s diversity would be
aggregated by nearly all the nodes’ contributions in the network, which deviates away
from what diversity is meant to capture based on our previous discussion. Therefore,
a small radius should be chosen in the computation. Furthermore, the results show
that the top-k results in the diversity ranking become stable when r = 2 or r = 3 in
most cases.
Damping factor The damping factor δ controls a neighbor’s impact on the diversity
measure in relation to its distance to the central node. Intuitively, neighbors far
away should have smaller impact on the central node’s diversity. As we discussed
above, diversity is influenced mainly by two factors: the size of the neighborhood
and the difference among the neighbors. On real data sets, as the radius increases, the
number of neighbors increases enormously, which makes the size of neighborhood
be a dominating factor of diversity computation. This imbalance would sometimes
distort the ranking result. Therefore an appropriate damping factor can be chosen to
balance the two factors, e.g., δ = 0.5 in Table 2.
4 Top-K diversity ranking algorithm
In real applications, the top-k diverse nodes are more interesting and meaningful for
users than all nodes’ diversity values. Furthermore, the diversity of nodes should be
associated with topics. As the network structure changes with topics, nodes’ diversity
values vary on different topics. Thus, top-k diversity ranking for topic-based dynamic
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networks is often required in data scenarios. For example, a user may pose a query
“Who are the most diverse researchers in Database community?”.
The topic-based dynamic networks are sub-networks of original input network.
Still take the DBLP example. Suppose the original input network is the entire DBLP
co-authorship network G generated by including papers from all the eligible confer-
ences. The query “Who are the most diverse researchers in Database community?”
actually results in the dropping of edges which correspond to papers published in
non-database conferences. Diversity ranking is then computed on the resulting sub-
network.
The challenge for computing measures on dynamic networks is that it is no longer
possible to compute once for all and answer all the queries by retrieving saved results.
As such, the task is to develop efficient algorithms for top-k diversity measure on
dynamic networks generated by user queries.
Our strategy is to find ways to quickly estimate an upper-bound of D(v) for each
node v in the new sub-network. Meanwhile we store the smallest diversity value of
top k candidates which is denoted as l_bound. If the upper-bound of v is smaller than
l_bound, it can be tossed away to save computation. Otherwise we perform more
costly computation to get the accurate measure value of D(v) and update l_bound.
We obtain the upper-bound based on two scenarios. First, the diversity of a node
should be smaller than the cardinality of its neighborhood. When all the neighbors
have no connections, the diversity reaches the maximal value. On the other hand,
as the query-based dynamic network is a subgraph of original network, one node’s
neighborhood should be the subset of its original neighborhood. Thus two nodes’
similarity should be smaller than their similarity on the original network. By using the
monotonicity property, we obtain the upper-bounds and propose an efficient top-k
diversity ranking algorithm.
For any quantity W computed on a network G, we use W ′ to represent the same
quantity computed on a sub-network G′ ⊆ G. We use Nu(v) to denote the set of
nodes in v’s r-neighborhood which can only be reached by shortest paths passing
through u, i.e., Nu(v) = N(v) \ N−u(v).
Lemma 1 For a network G and a node v ∈ V(G), D(v) ≤ ∑u∈N(v) wv(u).
According to (3), we can get that F(u, v) ≤ 1 as S(u, N−u(v)) ≥ 0. And only when
all the neighbors of v have no connections, F(u, v) = 1. Thus Lemma 1 is easy to be
proved.
Lemma 2 For a network G and a sub-network G′ ⊆ G, for any two nodes u, v ∈
V(G), 0 ≤ S′(u, v) ≤ S(u, v) ≤ 1.
Lemma 2 is due to the fact that the length of the shortest path L(u, v) for any two
nodes u and v in G increases monotonically in sub-network G′.
We define some notations to simplify the formulas. We set C(v) = ∑u∈N(v) wv(u).
According to Lemma 1, C(v) is an upper bound of D(v). Since in this paper we define
wv(u) = S(u, v), we also have C(v) = ∑u∈N(v) S(u, v). Hence, for any sub-network
G′ ⊆ G, C′(v) = ∑u∈N′(v) S′(u, v). We denote S =
∑
x∈N−u(v)∩N−v(u)(S(v, x) × S(u, x))
for short.
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Algorithm 1 Top-K diversity ranking
Input: Sub-network G′ and K
Output: A set T of K nodes with top diversity
1: Q ← Queue of V(G′), sorted by C′(v)
2: l_bound ← 0; T ← ∅;
3: Pop out the top node v in Q
4: if C′(v) < l_boundQ return T;
5: for each u ∈ N′(v)
6: Compute Upper(u, v);
7: U P(v) ← U P(v) + min{1, Upper(u, v)}
8: if U P(v) < l_bound continue;
9: for each u ∈ N′(v)
10: Compute F ′(u, v);
11: D′(v) ← D′(v) + F ′(u, v);
12: if D′(v) > l_bound insert v into T
13: if |T| > K
14: remove the last node in T;
15: l_bound ← smallest diversity in T;
16: return T;
Since 0 ≤ S(u, v), S′(v, x) ≤ 1 for any nodes u and v, we have for any node x,
S(v, x) − S′(v, x) + S(u, x) − S′(u, x)
≥ (S(v, x) − S′(v, x)) × S(u, x) + (S(u, x) − S′(u, x)) × S′(v, x)
= S(v, x) × S(u, x) − S′(u, x) × S′(v, x)
If we sum up by x for the above inequality, since S(v, x) = 0 for x /∈ N(v) (resp.
for S(u, x)), and S(v, x) × S(u, x) = 0 for x /∈ (N(v)⋂ N(u)), we have
C(v) − C′(v) + C(u) − C′(u) ≥ S − S′+
∑
x∈A
S(u, x) × S(v, x)−
∑
x∈B
S′(u, x) × S′(v, x)
where A = N(u) ∩ N(v) − N−v(u) ∩ N−u(v). B = N′(u) ∩ N′(v) − N′−v(u) ∩ N′−u(v).
As B ⊆ A, S(u, x) ≥ S′(u, x), ∑x∈A S(u, x) × S(v, x) −
∑
x∈B S′(u, x) × S′(v, x) ≥ 0.
Therefore,
C(v) − C′(v) + C(u) − C′(u) ≥ S − S′
And





≤ 1 − α × (S − (C(u) − C
′(u) + C(v) − C′(v)))∑
x∈N−v(u) S
′(u, x)
≤ 1 − α × (S − (C(u) − C
′(u) + C(v) − C′(v)))
C′(u)
= Upper(u, v)
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We thus derived another upper-bound Upper(u, v) for F ′(u, v). Thus F ′(u, v) ≤
min{1, Upper(u, v)}.
To use this upper-bound, we compute S for each pair (u, v) which are each other’s
r-neighbors in the original network and store these values in the pre-computation
stage. Likewise, we also compute and store C(v). When the user inputs a query, we
just need to compute C′(u) and C′(v) for the sub-network, which is simply a local
neighbor checking, to get Upper(u, v).
The top-k diversity ranking algorithm is as shown in Algorithm 1.
5 Experiments
In this section, we do extensive experiments on both synthetic and real data which
generate some interesting results. The most diverse nodes on different genres of
networks are highlighted to illustrate an intuition of diversity. We compare the
results of diversity with two classical centrality measures—degree and betweenness
centrality and show both the difference and the correlation between them. At last,
we implement our top-K ranking algorithm on dynamic network and demonstrate its
efficiency.
5.1 Data description
Four genres of network data are used in the experiments.
• Synthetic Network
A synthetic network consisting of 92 nodes and 526 edges is generated to get the
intuitive impression of diversity. The synthetic network is generated as below:
first, we generate three clusters of nodes; in each cluster the nodes only connect
with the nodes in the same cluster randomly; then we generate other 10 nodes
connecting to any node arbitrarily.
• Network of Co-authorship on DBLP
We extract the networks of co-authorship on two areas: database (“DB”) and
data mining (“DM”). The former co-authorship network is obtained from the
conference SIGMOD, VLDB and ICDE from DBLP data, which means that
if two authors cooperated a paper published on these conferences, an edge is
generated to link them. And the latter co-authorship network is obtained from
the conference KDD, ICDM of DBLP data in the same way.
• Network of American Football Games
We obtain another social network of American football games between Division
IA colleges during regular season Fall 2000 [8]. In this data, nodes represent
teams and edges denote that two teams had a game.
• Social Network from Renren Website
We crawl the real social network data from the website Renren. The data contain
two parts: one is the relationship between users; the other is the social media data
shared by users. We have crawled about 5,000 users and their relationship as well
as about 300,000 social media shared by these users. On average, each user shares
about 100 social media (including duplicate copies).
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Social Media
User
Fig. 2 Social network from Renren website
Based on the data, two types of social network can be built as shown in Fig. 2:
• the social network among the users: the nodes denote users while the edges
represent their real-life relationships;
• the bipartite network between users and social media: the nodes represent




Figure 3 shows the results on the synthetic network. The top 20 nodes ranked by
degree, betweenness centrality and diversity respectively are highlighted. The top
10 nodes are colored in red and their sizes are linear with the ranking (The higher
the rank, the larger the size). The second top 10 nodes are highlighted with blue
color [1].
This figure demonstrates that the nodes which connect more nodes from different
clusters tend to be more diverse. When r increases from 1 to 2, the diverse nodes
will further move to the connection points of clusters. It seems that diversity is highly
correlated with betweenness centrality on this network. Their correlation coefficients
are shown in Table 3.2 This large correlation is caused by the characteristic of this
network structure. As the network consists of three clusters and some other nodes
connecting the clusters, the nodes with high betweenness centrality values also tend
to locate on the connection points of clusters. However, diversity is different from
betweenness centrality as we analyzed above. And we will show that they are lowly
correlated on some networks with different structures.
5.2.2 DBLP network
Table 4 compares the top 20 author ranked by diversity and betweenness centrality.
We set α = 0.8, δ = 0.5. As it is proved that on an undirected network degree is
2SN denotes synthetic network for short.
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Fig. 3 Synthetic network
results
(a) Diversity when r = 1 (b) Diversity when r = 2
(c) Betweenness Centrality (d) Degree Centrality
consistent to authority (eigenvector centrality) obtained by PageRank [5], we can
also treat degree as an authority value and compare it with diversity. Thus Table 4
demonstrates that diversity ranking is different from betweenness centrality ranking
as well as authority (degree).
Table 4 demonstrates some interesting results. For example, although the
difference between the degrees of R. Agrawal and D. DeWitt is as large as 20,
their diversities are nearly the same. The reason should be that R. Agrawal is from
industry area and has worked in many companies, e.g., Microsoft, IBM Almaden
Research Center, Bell Laboratories, etc. Therefore, Agrawal’s cooperators are very
diverse. We also compare the diversities of two authors, Surajit Chaudhuri and Guy
Table 3 Correlation coefficients of different measures
Network # Node # Edge DC vs. DC vs. diversity BC vs. diversity
BC r = 1 r = 2 r = 1 r = 2
SN 92 526 0.470 0.874 0.399 0.709 0.828
FN 115 616 0.151 0.345 0.224 0.413 0.463
DB 7,640 22,309 0.810 0.881 0.819 0.829 0.716
DM 3,405 6,496 0.665 0.908 0.683 0.701 0.576
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Fig. 4 Neighborhoods of four
authors
(a) Surajit Chaudhuri (b) Guy M. Lohman
(c) Philip Yu (d) Jiawei Han
M. Lohman, who have the same degree. Their neighborhoods as shown in Fig. 4
demonstrate that Lohman’s cooperators connect with each other more closely than
Chaudhuri’s. Therefore the diversity of Chaudhuri is larger than Lohman as obtained
in Table 4.
We can also get similar results on the co-authorship network on “DM” as shown
in Table 5. For example, although Philip S. Yu and Jiawei Han’s degrees are roughly
the same, their diversities differ a lot, which can also be demonstrated from their
neighborhoods as shown in Fig. 4. The reason should be that Philip S. Yu had worked
in industry area and has cooperated with many different persons who have no close
relationship. Thus his diversity value is much larger than Jiawei Han’s.
5.2.3 Network of American football games
Figure 5 shows the top 10 nodes with largest diversity and betweenness centrality,
which are highlighted by the larger sizes of nodes. The degrees of all the nodes are
roughly the same, with the range from 8 to 12. Thus we do not show the degree
ranking results. The data also contain the node labels which indicate the conference
that each team belongs to. We use different colors to distinguish the labels in the
figure. Therefore the results illustrate that the diversity calculated based on network
topology is consistent to the diversity based on node labels, which means that the
nodes whose neighbors are from more clusters tend to be more diverse. Table 33
3FN denotes the social network of American football games for short.
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(a) Diversity when r = 1 (b) Diversity when r = 2 (c) Betweenness Centrality
Fig. 5 Network of American football games
demonstrates that on this network the diversity is lowly correlated with degree and
betweenness centrality.
5.2.4 Social network of Renren website
• Social diversity patterns
If we apply the diversity measure on the social network consisting of users’
connections, we can measure the social diversity of users. For example, if one
person’s friends all know each other, his/her diversity should be small. Contrarily,
if one person connects with more different clusters of persons, his/her diversity
should be larger. We test the diversity on the real social network from Renren
website. Figure 6 shows three persons’ different social diversity patterns. The
node with the red color represents the person we studied. Other nodes represent
his/her friends. The edges denote their social connections.
It is obvious that Person A connects mainly to two communities, which are
distinguished by different colors. In fact, the two communities are consisting
of his/her school mates from the same university and the same middle school
respectively. Moreover, the community of the university (denoted by the purple
(a) Person A (b) Person B (c) Person C
Fig. 6 Three persons’ neighborhoods on Renren website
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Table 6 Social diversity of
users on Renren website
Measure Person A Person B Person C
Degree 255 158 158
Diversity 144.844 129.175 74.564
Ratio 0.568 0.818 0.472
color) is much bigger than the other one. Person B mainly lives in three
communities which are represented in three different colors. Person C nearly
knows the persons in only one community. Table 6 shows their degree, diversity
values and the ratio of diversity to degree. It demonstrates that although Person
B and Person C have the same number of friends, their diversity values differ
a lot. Furthermore, Person B’s ratio of diversity to degree is the largest. The
calculation results are consistent to the intuition.
• Audience diversity of social media
Besides the social diversity of users, the audience diversity of social media can
also be calculated by the our proposed measure based on the bipartite graph
between users and social media. The semantic meaning is that if the audience
diversity value of one social media is large, it denotes that the social media
attracts users from more diverse communities.
In order to test the intuition of social media’s audience diversity, we select the
top-20 most popular social media which are shared by more than 400 persons
and calculate their diversity values. Table 7 shows the content of social media
which have the largest and smallest diversity values. It is interesting to find that
although the social media which is talking about the Ftp of Tsinghua University
has been shared by as many people as other social media, its diversity is the
smallest. It means that the users who access this social media are from a small
community as the content is on a narrow topic.
We classify the social media into 4 clusters by their content, which are “learning”,
“going abroad”, “working” and “living” respectively. We calculate the average
and variance values of the diversity of each cluster, which are shown in Fig. 7. The
dash line in the left figure represents the average value of all the social media and
the real line denotes the average value of each cluster. Thus we can tell that the
diversity value of the cluster “working” and “living” are over the average level
while the cluster of “learning” and “going abroad” are not. Furthermore, the
variance value of the cluster “living” is much larger than others. All the results
are easy to understand and explain, which prove that the diversity value of social
Table 7 Examples of social media’s diversity on Renren website
Rank Keywords Diversity Degree Diversity/degree
1 All over the world, beautiful, landscape 475.2 580 0.819
2 Office, printing, electronic, typing 458.0 558 0.821
3 TOEFL, language, summary, New Oriental School 417.6 516 0.809
18 Resume, Oreal, High-level 329.2 442 0.745
19 Colleague, reference book, solution, textbook 316.6 399 0.793
20 Tsinghua, ftp, useful, intramural 155.8 447 0.349
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Fig. 7 The average and variance values of four clusters’ diversities of social media
media reflects the diversity of the related topic, e.g., “living” is a broad topic
which attracts more diverse users.
• User interest diversity
Based on the bipartite graph between users and social media, user interest
diversity can also be measured. If a user shares many social media which have
different content, we can say that the user has a diverse interest.
Table 8 shows the content of two users’ shared social media. Their interest
diversity values are also shown in the first row. We can find that the interest
diversity of User 2 is much smaller than User 1 although both of them shared
five social media. The reason can be found from the table: User 2 shared the
social media all related to campus life while the social media shared by User 1
are on more topics.
Information entropy (IE) is also used to measure the researchers’ interest
diversity in some literature [25]. However, the way to measure the diversity
by our approach is very different. Information entropy needs to get the topic
distribution of users by applying clustering or a topic model to social media
content but our measure only uses the network structure instead of content
information. In real applications, the content of some social media is ambiguous,
which may result in an inaccurate user interest distribution. Our approach is a
straightforward measurement which does not rely on the content information,
Table 8 The example of the social media accessed by two users
User 1: 4.035 User 2: 0.061
How to restore what you have just deleted. The most beautiful landscape over the world.
A girl is bargaining to buy pants. The interesting things happened in the campus.
Thirteen pieces of advice to impact your life. A girl is bargaining to buy pants.
The test for civil servant in 2010. The love story of a famous hostess.
Yu Minhong taught us how to memorize The love songs for single persons of twelve
English words. constellation.
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Table 9 Interest diversity of two users
User # Work # Life # Study # Love Degree IE Diversity
1 4 15 21 3 43 0.488 32.43
2 0 17 7 19 43 0.444 23.85
thus it can overcome this problem. Although these two measures are proposed
in different ways, we study their correlation in the paper.
Table 9 shows an example of two users who both shared 43 social media. We
manually classify these social media into four clusters: “work”, “life”, “study”,
“love” and count the number of social media belonging to each cluster, based on
which we can calculate the information entropy. It is interesting that our diversity
shown in Table 9 is consistent with information entropy.
Furthermore, we analyze the correlation coefficient between information en-
tropy and diversity. First, all the social media are assigned a topic label by
the topic model LDA [3]. As our diversity value is correlated to the size of
neighborhood, in order to compare the two measures fairly, we select out the
users who access the same number of social media. Suppose the number of social
media is k. The curve of user numbers changing with k is shown in Fig. 8a.
We calculate users’ diversity values as well as the information entropy based on

















where xi and yi denote the diversity value and information entropy of one user
respectively. n is the number of users. Thus when rxy > 0, it represents that these
two measures are positive correlated; otherwise they are negative correlated.
The curve of the correlation coefficients according to each list of users w.r.t.
k is shown in Fig. 8b. Therefore the results demonstrate that the user interest
diversity obtained by our approach is positive correlated to the information
entropy in most cases.
(a) The number of users changing with k (b) The correlation coefficients changing with k
Fig. 8 The comparison between diversity and information entropy
200 Multimed Tools Appl (2012) 56:179–205




































































(b) Betweenness VS. Diversity
Fig. 9 Performance comparison
5.3 Performance comparison
Figure 9a compares the running time of Top-K algorithm with the time of ranking
all the nodes on DB and DM networks, which contain thousands of nodes. The
algorithms were run on an Intel Core 2 T7200 (2 cores, 2 GHZ) processor with 2GB
DDR2 RAM. The results demonstrate that more than 50% nodes can be pruned
by Top-K diversity ranking algorithm, which is much more efficient and can meet
online query needs. We also implemented an efficient betweenness algorithm [4] and
compared it with diversity. Figure 9b demonstrates that diversity calculation is much
faster than betweenness calculation. The reason is that to some extent betweenness
centrality is a global measure based on the shortest path calculation between all the
pair-nodes which is very time consuming while the diversity measure only needs to
count the local neighborhood.
6 Discussion
As diversity is a highly subjective concept defying any optimal definition applicable
for all scenarios, we propose two basic principles which should convey the intrinsic
rules behind any reasonable diversity definition. Guided by these principles, we
studied one such definition in detail to illustrate our proposed concept.
However, rather than narrowing ourselves down to one specific definition, we are
fully aware of other possible definitions that may better geared for other applications.
For example, a highly intuitive definition can be based on clustering, where the
network is first assigned labels by certain clustering algorithm and diversity is then
computed by checking the pre-computed cluster labels of the neighbors. This kind of
definition needs to at least solve the following issues:
• The choice of the clustering algorithm dictates the resulting clusters, which in
turn determines the diversity computation. The decision on clustering parame-
ters becomes critical and difficult.
• A node may connect to a varied number of nodes in one cluster, which indicates
the connection strength between the node and the cluster. It is also an important
factor of diversity which should be taken into consideration.
• The internal cohesion of clusters, which reflects network topology, is also an
important component for diversity.
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Therefore, still lots of aspects and factors should be exploited for the clustering-
based definition. Besides, the link weights are also important components for diver-
sity computation. But we aim at illustrating the main idea of diversity in this paper.
Thus we neglect this factor and would incorporate it into the computation in our
future work.
We should also notice that similarity definition is an essential factor on diversity
computation, as it directly determines how closely the neighbors connect with each
other. Previous work proposed various similarity definitions which are suitable for
different situations. In this paper, similarity definition is not our emphasis, thus we
chose a simple one as a starting point. For other kinds of diversity definition, different
similarity function could be exploited.
7 Conclusion
With the prevalence of social media websites, social network data emerge in abun-
dance consequentially. In this paper, we investigated the problem of mining diversity
on social media networks. We gave two criteria to characterize the semantic meaning
of diversity and to provide the basis of proposing a reasonable measure definition.
Then we studied diversity measure based on network topology and picked a concrete
definition to embed the idea. We developed an efficient algorithm to find top-K
diverse nodes on dynamic networks. Extensive experiment studies were conducted
on synthetic and real data sets. The results are interesting, where individual nodes
identified with high diversities are intuitive.
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