We present herein a DEMA (DEcoupled Multiuser Acquisition) algorithm for code-timing estimation in asynchronous code-division multiple-access (CDMA) communication systems. The DEMA estimator is an asymptotic (for large data samples) maximum likelihood method that models the channel parameters as deterministic unknowns. By evoking the mild assumption that the transmitted data bits for all users are independently and identically distributed (i.i.d.), we show that the multiuser timing estimation problem that usually requires a search over a multi-dimensional parameter space decouples into a set of non-iterative 1-dimensional (1-D) problems. Hence, the proposed algorithm is computationally efficient. DEMA has the desired property that, in the absence of noise, it obtains the exact parameter estimates even with finite number of data samples which can be heavily correlated. Another important feature of DEMA is that it exploits the structure of the receiver vectors and, therefore, is near-far resistant. Numerical examples are included to demonstrate and compare the performances of DEMA and a few other standard code-timing estimators.
Introduction
Direct-sequence code-division multiple-access (DS-CDMA) has been considered among the most promising multiplexing technologies for cellular telecommunication services. A drawback intrinsic to DS-CDMA systems is the so-called near-far problem, i.e., the signal from a distant desired user is likely to be overwhelmed by the strong signals from nearby interferers. Many near-far resistant receivers have been proposed (see, e.g., [1] , [2] , [3] , [4] , and references therein), most of which assume the exact knowledge of one or several parameters such as the code timing, received power, and carrier phase for each user. These parameters are typically unknown and need to be estimated in a practical system. In this paper, we address the problem of code-timing estimation. Given accurate code-timing estimates, there is a wealth of good methods for estimating the other parameters (see, e.g., [5] , [6] , [7] , and [8] ).
A standard technique for code acquisition is the correlator [9] . It is well known that the correlator coincides with the optimal maximum likelihood (ML) method for a single user in the presence of white Gaussian noise but its performance degrades drastically in a near-far multiuser environment.
A modified correlator-like technique was developed based on the MMSE (minimum mean squared errors) receiver [10] . The MMSE timing estimator attains better near-far resistance at the cost of some increased complexity. An alternative near-far resistant code-timing estimator is the MUSIC algorithm [11] , [12] , originally proposed by Schmidt [13] for direction-of-arrival estimation in array processing. Unlike the other techniques discussed herein, the MUSIC algorithm is blind in the sense that it needs no training for the purpose of code acquisition. However, the MUSIC timing estimator is computationally involved and its subscriber capacity is fairly restrictive. While most code-timing estimators are formulated in the time domain, Zhang et al. proposed a frequency domain based technique for code-timing estimation [14] . The key idea therein is to design training sequences that are orthogonal in the frequency domain so that different user signals, after being Fourier transformed, can be separated from one another. In [15] and [16] , Chang and Chen investigated the issue of joint code-timing and carrier phase estimation for DS-CDMA systems.
Motivated by the work in [17] , another interesting code-timing estimator, which is referred to as the LSML (large sample maximum likelihood) algorithm, was recently introduced in [18] . LSML is found to be able to accommodate more users than most existing methods while maintaining a good acquisition performance and timing estimation accuracy. The derivation of the LSML algorithm relies on a receiver vector model whereby the code sequence and the transmitted data bits for only the desired user are assumed known whereas the signals from the interfering users and noise are modeled as unknown colored Gaussian noise. An advantage of treating the interfering signals in such an unstructured manner is that it facilitates the suppression of not only multiple-access interference (MAI), but co-channel narrowband interferences as well.
In this paper, we present a DEcoupled Multiuser Acquisition (DEMA) algorithm for code-timing estimation. As a multiuser code-timing estimator, the DEMA algorithm requires the knowledge of the code sequences and the transmitted data bits for all users. Note that assuming the knowledge of the code sequences does not introduce any restriction in the reverse (mobile to base) link since the base station assigns the codes to the mobile users when they enter the cell. The knowledge of the transmitted data bits for all users may appear restrictive at a first sight. Yet, this can be achieved by using a training sequence for each new user whose timing is to be determined, similar to the MMSE or LSML timing estimator. For the remaining users which are in the stage of normal transmission and whose timing should be known to the base station, we may assume that their data bits can be reliably detected (through the use of error-correction coding) at the base station and the estimated data bits can be used by the DEMA algorithm as if they were the true transmitted data bits. (The case of imperfect knowledge of the data bits is also investigated in Section 4.) As a result of using such (perhaps readily available) information, DEMA is extremely near-far resistant and allows a system to be fully loaded with little performance degradation.
The DEMA algorithm is derived by taking all users into account so that the structure of the received signal can be fully exploited. With the assumption that the transmitted bits for all users are independently and identically distributed (i.i.d.), we show that DEMA is a decoupled algorithm which obtains the timing estimates for all users simultaneously and efficiently. We also show that the DEMA algorithm is asymptotically (for large data samples) equivalent to the optimal ML method.
In the absence of noise, DEMA yields the exact parameter estimates with finite number of data bits which may or may not be correlated with one another.
The remainder of this paper is organized as follows. In Section 2, we describe the data model and formulate the problem under investigation. In Section 3, we derive the DEMA algorithm. Section 4 contains the numerical examples. Finally, the study is summarized in Section 5.
Data Model and Problem Formulation
The system under investigation is an asynchronous K-user DS-CDMA system using binary phase shift keying (BPSK) modulation. The transmitted signal for the k-th user has the form
where P k is the k-th user's transmitted power, ω c is the carrier frequency, and θ k is the random carrier phase uniformly distributed over the interval [0, 2π). s k (t) in (1) is the baseband signal of the k-th user having the form
where M denotes the number of bits considered for code acquisition, T b denotes the data bit interval,
denotes the m-th transmitted data bit, and c k (t) denotes the spreading waveform:
in which c k (n) ∈ {±1}, N = T b /T c , and Π(t) denotes a unit rectangular pulse over the chip period
For the case of flat-fading, the received signal can be written as
where a k and τ k denote the fading coefficient and, respectively, the propagation delay for the k-th user, and n(t) denotes the channel noise, assumed to be zero-mean white Gaussian. Similar to other existing timing estimators that utilize training sequences [10] , [18] , [19] , it is assumed that the receiver and the transmitter have aligned their clocks roughly to within a bit interval, i.e.,
This may be achieved, for example, by using a side signaling channel for call set-up [20] . It should be noted that in a picocellular or a quasi-synchronous (QS) CDMA system where it is guaranteed that the propagation delay will be within one bit interval (see, e.g., [21] and references therein), using a side channel for initial synchronization is unnecessary.
The receiver front-end consists of an in-phase quadrature (IQ) mixer followed by an integrateand-dump filter (IDF) (see, e.g., [11] ) with integration time T i = T c /Q, where the integer Q ≥ 1 is called the over-sampling factor. The received complex sequence, {y(l)}, can be expressed as (with double frequency terms ignored)
where
denotes the zero-mean complex white Gaussian noise with variance σ 2 n , and a k is the fading coefficient, which is modeled as zero-mean complex Gaussian assuming the stationary Rayleigh fading channel model [20] .
For any algorithm that involves using the IDF, the choice of the over-sampling factor Q should be made by a trade-off between algorithmic performance and computational complexity. When Q = 1,
i.e., the IDF output is sampled at the chip rate, an integration interval of T i = T c in general contains components from two adjacent chips for each user since the the received signal is chip-asynchronous.
Averaging over adjacent chips attenuates the high frequency components of the spreading waveforms, leading to a signal-to-noise ratio (SNR) loss. A simple calculation shows that the worst-case loss in SNR for a particular user is 3 dB when the timing misalignment for that user is 0.5T c , and that an average loss in SNR is 10 log 10 3 2 = 1.76 dB, assuming that the delay is uniformly distributed between 0 and T b (also see [12, p. 1010] ). The loss in SNR can be remedied by using Q > 1 (see Section 4 for a numerical example comparing the performance of choosing different Q). However, the size of the received data grows proportionally as Q increases, and so does the computational complexity of the algorithm (see, e.g., Section 3.3). Moreover, increasing Q may lead to colored noise samples at the IDF outputs. In order to have white noise samples, the system bandwidth should also be increased accordingly.
Let the received vector during the m-th bit interval, y(m), be defined as
where (·) T denotes the transpose, and the noise vector, n(m) ∈ C NQ×1 , be similarly formed from
where c k (n) =
Then, the received vectors {y(m)} can be written as [11] , [12] , [18] 
and
Note that z k (0) is not defined since d k (−1) is unknown. We can arbitrarily choose d k (−1) = 0 or discard the observation vector y(0), which will have little effect on the the estimator to be derived (10) are given by
where P 1 (p) and P 2 (p) denote the NQ × NQ shifting matrices:
Hereafter, I p denotes the p × p identity matrix. To facilitate our derivation, we rewrite (8) more compactly as
The derivation of the DEMA algorithm in Section 3 makes use of a few additional assumptions.
Specifically, we assume that the code sequences and the data bits for all users are known. Let
We assume the limiting matrix R ss , defined by
exists. We further assume that the data bits for all user are i.i.d. so that
Finally, it is assumed that s(m) and n(m) are uncorrelated, i.e.,
where (·) H denotes the Hermitian transpose.
The problem of interest is to estimate
, from the measure-
Code-Timing Estimation Algorithms
We relate our derivation of the DEMA algorithm to that of the LSML method to shed more light on the properties of the two timing estimators. To that end, we briefly discuss the LSML estimator before introducing the DEMA algorithm. A computational complexity analysis of the two algorithms is also included in this section.
LSML
Even though LSML was not derived specifically for multiuser code-timing estimation, it can be used to solve this problem by estimating one user at a time. Without loss of generality, we assume that the first user is the desired user. Then, we can rewrite (8) as
In the above, the observation noise and MAI are lumped together into an unstructured term, e(m).
The LSML algorithm is derived by modeling e(m) as the circularly symmetric complex Gaussian noise with zero-mean and unknown covariance matrix Q that satisfies
where E[·] denotes the expectation operator and δ i,j denotes the Kronecker delta. The covariance matrix Q is estimated in an unstructured manner in [18] so that a whitening process is evoked to suppress MAI. Obviously, this unstructured approach also facilitates the suppression of co-channel narrowband interferences, which can be included in e(m) and be suppressed. As such, the LSML algorithm allows some additional flexibility in its applications over other existing techniques. Note that (23) implies that e(m i ) and e(m j ) are uncorrelated for i = j. However, due to the asynchronous nature, e(m) and e(m + 1) are usually correlated with each other. LSML ignores this correlation for the sake of yielding a simple estimator. The penalty is that the estimation accuracy in general degrades. (See [18] for more details of the LSML method.)
DEMA
DEMA is a better approach to the problem of interest, as described next. By treating
as deterministic unknowns and observing that n(m) is circularly symmetric complex Gaussian with
where tr{·} denotes the trace operator. Let
and R yy (M ) be similarly defined from {y(m)}
Minimizing (24) with respect to B givesB
where we have assumed that R −1 ss (M ) exists. Next we rearrange the cost function in (24) as follows:
Since the first term of (27) is independent of B, minimizing (27) reduces to
The exact ML estimates of the unknown parameters are obtained by minimizing the cost function of (28), which in general requires a search over a 3K-dimensional parameter space (note that β k is complex-valued) and is computationally prohibitive. In the following we derive the DEMA algorithm which coincides asymptotically (for large M ) with the exact ML method, but at a significantly reduced computational complexity.
The key idea of the DEMA algorithm involves exploiting the structure of R ss = I 2K . Observe
-consistent estimate of R ss [22] . Likewise, by using the assumption that the data bits and the noise samples are independent of each other, it is readily shown thatB is also a
The above equality indicates that to within a second-order approximation, R ss (M ) in (28) can be replaced by R ss without affecting the asymptotic performance of the parameter estimates. Hence, the solution given in (28) is asymptotically (for large M ) equivalent to
where we have made use of the identity tr{AB} = tr{BA} for any matrices A and B of compatible
The fact that R ss = I 2K decouples (30) into a series of K minimization problems:
where · F denotes the Frobenius norm [23] . Let
where vec[·] denotes the operation of stacking the columns of a matrix on top of one another. Then, minimizing the cost function in (32) with respect to τ k and β k yieldŝ
As a by-product, the amplitude and the carrier phase can be estimated as |β k | and arg(β k ), respectively, onceτ k andβ k are obtained (see (9)).
The maximization of (35) is simple to perform. We first rewrite (10) as
It follows that
Insertion of (41) into the cost function in (35) yields
In the last equality of (42), we have used the fact that x T Im(H)x ≡ 0 for any real-valued vector 
Both Table I .
Remark 1:
It can be shown that the DEMA algorithm is an asymptotic (for large M ) ML estimator and asymptotically achieves the Cramér-Rao bound (CRB) [17] , the best performance bound of any unbiased estimator. Furthermore, DEMA is SNR consistent in the sense that, in the absence of noise, the DEMA estimates of the parameters are exact as long as R ss (M ) has full rank.
In that event, DEMA obtains the true values of the parameters even with a finite number of data bits (M ≥ 2K) which can be heavily correlated with one another. This is seen by observing thatB in (26) approaches the true B matrix defined in (16) when σ 2 n → 0.
Remark 2:
The sufficient condition to apply the DEMA algorithm is the existence of R −1 ss (M ). (26) is no longer an ML estimate. Additionally, replacing R ss (M ) with I 2K implies that the knowledge of the interfering users' data bits is not used, and the so-obtained timing estimator is reduced to some correlator-type method. Specifically, one can show that when the training bits for the k-th user are 1's, replacing R ss (M ) with I 2K in the DEMA algorithm leads tô
which is similar to the sliding correlator in [11] .
Remark 3:
For the sake of presentational simplicity, we have assumed rectangular chip waveforms in the above derivation. It is known that rectangular chip waveforms have infinite bandwidth and hence are not feasible in practical systems. However, the DEMA algorithm can be extended in a straightforward manner along the lines of [24] to the case of bandlimited waveforms. The resulting DEMA algorithm will still be decoupled with respect to different users and, therefore, be computationally more attractive than the exact ML algorithm. The optimization of the modified DEMA cost function, however, will no longer consist of second-order polynomial rootings. Some nonlinear optimization routine will have to be used in general.
Computational Complexity
In the following we briefly discuss the computational complexities of the DEMA and LSML algorithms. Complexity analysis of other methods, such as the MMSE and MUSIC timing estimators, can be found, for example, in [18] .
We list the numbers of flops involved in each step of the DEMA algorithm in Table I . It is seen from 
Numerical Results
In this section, we compare DEMA with two other methods that all require a training process, namely the LSML and MMSE-RLS timing estimators. MMSE-RLS stands for the MMSE timing estimator driven by the recursive least squares (RLS) algorithm, which was found to significantly outperform the MMSE estimator driven by the least mean squares (LMS) algorithm [18] . The correlator is not considered herein because of its well-known poor performance in a near-far multiuser environment;
nor is the MUSIC timing estimator. The reader is referred to [18] for a numerical study of the correlator, LSML, MMSE-RLS, and MUSIC algorithms.
Each user is assigned a Gold sequence of N = 31. In the following, the timing estimate for one particular user is evaluated and compared, whose transmitted power, P 1 , is scaled so that P 1 = 1.
The other users are given a random received power with a log-normal distribution. The power of each interfering signal has a mean d dB (to be specified) above the desired user and a standard deviation of 10 dB, i.e., estimator with all 1's training sequence because of its simplicity. The MMSE timing estimator can be modified to work with arbitrary training sequence. See, e.g., [25] .) In what follows, the primary performance measure used is the probability of correct acquisition, which is defined to be the event
Another performance measure used is the root mean squared error (RMSE) of the timing estimate given correct acquisition. The results below are based on 500 Monte-Carlo trials.
The data bits and the parameters {τ k , θ k , P k , a k } for all users (with the exception that P 
RMSE, CRB, and Bias:
We now compare the RMSE of the timing estimates with the CRB.
The CRB for the timing estimation problem is derived in the Appendix. Since the CRB is a function of {τ k , θ k , P k , a k } and the data bits for all users, all these quantities are fixed in the Monte-Carlo simulation in this example (i.e., only the additive noise is varied). Figure 5(a) shows the RMSE of DEMA and LSML, and the CRB as M varies. We consider two cases, corresponding to the over-sampling factor Q = 1 and Q = 2, respectively. Note that the CRB is a performance bound for unbiased estimators. It would therefore be of interest to know if DEMA is unbiased. The empirical bias of DEMA and LSML is shown in Figure 5(b) . Observe that increasing Q in general improves the performance of both DEMA and LSML in terms of RMSE and bias (except for the fluctuation experienced by LSML for relatively small M ). Also observe that the CRB corresponding to Q = 2 is smaller than that corresponding to Q = 1. It is seen that the bias of DEMA is more than an order of magnitude smaller than its RMSE and, hence, DEMA appears to be unbiased even for finite M .
It is also seen that for moderately small M (such as when M = 50), the RMSE of the DEMA timing estimates are very close to the CRB for both Q = 1 and Q = 2.
Data Bits Known Imperfectly:
In the derivation of the DEMA algorithm, we have assumed that the data bits for all users are known perfectly. In this example we consider the case when some of the data bits from users in normal transmission are estimated incorrectly. We change the percentage of incorrect data bits from 0.1% to 10% and repeat the first example. The results are shown in Figure 6 . We see that DEMA performs reasonably well when only a small number (e.g., 1%) of data bits are in error. As more data bits are estimated incorrectly, the degradation of DEMA becomes more significant. For example, when 5% of the estimated bits are in error, the probability of correct acquisition drops to 0.774.
Correlated Data Bits:
The derivation of DEMA uses the assumption that the data bits for all users are i.i.d. Conceivably, if the data bits transmitted by different users are heavily correlated (which, however, seldom happens in practice), the performance of DEMA could degrade considerably.
This problem can be solved under certain conditions, as explained in the sequel. In an asynchronous systems where users enter and leave a cell asynchronously, most active users will typically be in normal transmission and only a few new users will need training. Since the number of new users is unlikely to be very large, it is possible to choose a training pattern so that the training bits are not or moderately correlated. The training bits transmitted by the new users and the data bits transmitted by users in normal transmission may be correlated. The effect of this correlation can be made small by exploiting the SNR consistency property of DEMA (see Remark 1 in Section 3) and directing the new users to increase the transmitting power for training. The data bits transmitted by users in normal transmission may or may not be highly correlated. This correlation, however, has little effect on the code-timing estimation for the new users. We show this using an example.
The example is similar to the first example except that the data bits for the second and third users are identical (completely correlated) all the time. Since R ss (M ) is always rank deficient in this case,
we use the Moore-Penrose pseudo-inverse to compute R −1 ss (M ). The results for the first user are shown in Figure 7 . If we compare Figures 1 and 7 , we see that the correlation between the second and third users almost has no effect on the timing estimates for the first user. 
Conclusions
In this paper, we have investigated the problem of multiuser code-timing estimation in DS-CDMA systems. A new code-timing estimation technique, referred to as the DEMA algorithm, has been presented by assuming that the channel is roughly time-invariant during code acquisition. It has been shown that DEMA 1) is decoupled and computationally efficient; 2) coincides with the ML method and achieves the CRB asymptotically (for large M ); and 3) obtains the exact parameter estimates in the absence of noise even with finite number of data bits which can be heavily correlated.
Although we have only considered flat fading in the study, DEMA can be straightforwardly extended to frequency selective multipath channels. An analysis similar to that in Section 3 indicates that the DEMA algorithm will be decoupled between different users, but not between the different paths of the same user. Hence, an L k -dimensional search over the parameter space will be needed,
where L k is the number of paths for the k-th user. Even so, the DEMA algorithm in this case will still be much simpler than the exact ML method, which in general requires a search over a
While DEMA works reasonably well for slow fading channels, it degrades significantly when the channel becomes highly time-varying. In a recent study, the LSML algorithm was extended to the case of using a multiple-antenna-based receiver [26] . By exploiting spatial diversity, the proposed algorithm therein appears to be able to better deal with time-varying fading channels. However, the derivation of that algorithm still assumed a time-invariant channel and it will collapse ultimately when the motion of the mobile is relatively high. Apparently, competitive code-timing acquisition techniques for fast fading channels are yet to be discovered.
and Step 1: 
