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Re´sume´ :
En simulation nume´rique, la discre´tisation des proble`mes aux limites nous ame`ne
a` re´soudre des syste`mes alge´briques de grande dimension. Parmi les voies d’inves-
tigation et compte tenu de l’e´volution actuelle des architectures des ordinateurs, la
paralle´lisation des algorithmes est une solution naturelle pour re´soudre ces proble`mes.
Or lorsqu’on exploite des calculateurs paralle`les, les temps d’attente dus a` la syn-
chronisation entre les processus coope´rants deviennent pe´nalisants ; cette perte de
temps s’ave`re d’autant plus conside´rable en pre´sence de de´se´quilibre de charge.
Les algorithmes paralle`les asynchrones permettent d’envisager de minimiser les
pertes de temps dus la synchronisation, sans faire appel aux techniques d’e´quilibrage
de charge. Ce sont des algorithmes ite´ratifs dans lesquels les composantes du vecteur
ite´re´ sont re´actualise´es en paralle`le, dans un ordre arbitraire et sans synchronisation.
Les restrictions impose´es aux algorithmes sont tre`s faibles. De plus, les mode`les
mathe´matiques qui de´crivent ce type de me´thode permettent de prendre en compte
le maximum de flexibilite´ entre les processus et d’assurer, sous certaines hypothe`ses,
la convergence des algorithmes ite´ratifs.
Dans l’e´tude propose´e, les mode`les mathe´matiques ainsi que les the´ore`mes de
convergence des ite´rations paralle`les asynchrones classiques et avec communication
flexible sont pre´sente´s dans un premier temps. Ensuite, nous exposons la paralle´lisa-
tion de l’algorithme de Schwarz a` l’aide de la bibliothe`que MPI (Message Passing
Interface). Une e´tude de performance mene´e sur le serveur de calcul de l’IDRIS
(Institut du De´veloppement et des Ressources en Informatique Scientifique) permet
de comparer les versions synchrones et asynchrones de l’algorithme paralle`le dans le
cadre de la re´solution d’un proble`me de convection-diffusion tridimensionnel. Elle met
en e´vidence les gains de temps obtenus graˆce a` l’asynchronisme. Enfin, sur le plan
applicatif, nous nous sommes inte´resse´s a` des proble`mes tridimensionnels tels que
l’e´lectrophore`se de zone a` e´coulement continu (dont le mode`le mathe´matique re´sulte
d’un couplage entre une e´quation de Navier-Stokes, une e´quation de convection-
diffusion et une e´quation de Poisson ge´ne´ralise´e) et le proble`me de l’obstacle (inter-
venant en me´canique et en mathe´matiques financie`res). Dans le cadre de ces appli-
cations, des e´tudes de performances ont e´galement e´te´ mene´es.
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Abstract :
In numerical simulation, the discretization of boundary value problems lead to the
solution of large sparse linear systems. Among the research topics and regard to the
evolution of computer architectures, the parallelisation of the algorithms is a natural
way to overcome the problems. However, the overhead due to the synchronization
between the processors is the drawback of the use of parallel computers ; the waste
of time is even more significant as the load is unbalanced.
Parallel asynchronous algorithms allow to minimize the overhead due to synchro-
nisation, without using load balancing techniques. These iterative algorithms consist
in updating the components of the iteration vector in a parallel way, without syn-
chronization, in an arbitrary order. The restrictions imposed on these algorithms
are very weak. Furthermore, the mathematical models that describe the considered
algorithms take into account very flexible parallel computation schemes and ensure
the convergence of the iterative algorithms, under some hypothesis.
The structure of the thesis is as follows. Firstly, mathematical models and conver-
gence results of classical and flexible communication asynchronous iterations are pre-
sented. Then the implementation of parallel asynchronous Schwarz algorithm using
MPI (Message Passing Interface) is exposed. The synchronous and asynchronous im-
plementations of the algorithms are compared in the context of the solution of 3D
convection-diffusion equations. The numerical experiments are carried out on the
supercomputer of IDRIS (Institut du De´veloppement et des Ressources en Informa-
tique Scientifique). The benefits brought by asynchronism are shown. Finally, the
algorithms are applied to the solution of 3D problems such as the continuous flow
electrophoresis (which consists in coupling an incompressible Navier-Stokes equation
with a convection-diffusion equation and a generalised Poisson equation) and the
obstacle problem (which occurs in financial mathematics). Performance studies have
also been carried out in the context of these applications.
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Theory,
that funny thing . . .
John Coltrane
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Introduction ge´ne´rale
L’informatique est une science qui fournit des outils indispensables permettant
de mener a` bien des projets scientifiques, aussi bien dans le contexte acade´mique
qu’industriel. Nous nous inte´ressons dans cette e´tude a` la simulation nume´rique qui
est une de´marche devenue incontournable dans de nombreux domaines scientifiques
et industriels, notamment graˆce a` la puissance de calcul et a` la capacite´ de stockage
des ordinateurs actuels. C’est une de´marche expe´rimentale qui consiste a` calculer par
ordinateur les caracte´ristiques d’un phe´nome`ne quelconque a` partir des e´quations
mathe´matiques qui le mode´lisent. Parmi les domaines ou` la simulation nume´rique
intervient, nous pouvons citer l’avionique, le ge´nie chimique, la me´canique des fluides,
le nucle´aire, la physique des plasmas, la me´te´orologie, l’oce´anographie ou encore la
biologie mole´culaire.
La re´solution nume´rique des e´quations qui mode´lisent les phe´nome`nes est la prin-
cipale source de difficulte´ des simulations en raison des temps de calcul prohibi-
tifs. Lorsque les phe´nome`nes sont re´gis par des e´quations aux de´rive´es partielles, les
me´thodes de discre´tisation conduisent a` la re´solution d’e´quations alge´briques dont la
complexite´ et le nombre d’inconnues sont d’autant plus e´leve´s que les exigences sur la
pre´cision des re´sultats sont contraignantes. Pour faire face aux besoins grandissants
en ressource de calcul, le de´veloppement conjoint des architectures et des algorithmes
paralle`les est une voie d’investigation tre`s explore´e actuellement.
Contrairement aux applications paralle`les telles que l’exploration de donne´es
(data mining), la re´solution paralle`le de syste`mes alge´briques fait intervenir des al-
gorithmes ne´cessitant de nombreux e´changes de donne´e entre les diffe´rentes unite´s
de calcul. Une paralle´lisation efficace est difficile a` mettre en œuvre pour le type de
proble`me qui nous concerne en raison des temps de latence induits par les acce`s a`
des donne´es distantes. Ces acce`s repre´sentent un handicap d’autant plus important
lorsque les unite´s de calcul doivent se synchroniser durant les phases de communica-
tion. Le fait de devoir attendre qu’une donne´e distante devienne disponible avant de
poursuivre un calcul provoque ne´cessairement une de´gradation des performances d’un
algorithme paralle`le. Le proble`me souleve´ devient d’autant plus vrai que le nombre
de processeurs augmente et que la fre´quence des e´changes est e´leve´e. De plus, tout
de´se´quilibre entre les charges de calcul attribue´es aux diffe´rents processeurs contribue
a` diminuer l’efficacite´ de la paralle´lisation.
C’est dans l’optique de s’affranchir de ces proble`mes de perte de performance
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que les algorithmes paralle`les asynchrones ont e´te´ de´veloppe´s. Ces me´thodes asyn-
chrones, applicables a` la re´solution de proble`mes de point fixe, utilisent l’absence
de synchronisation avec pour objectif de tirer parti du maximum de la puissance
de calcul en supprimant les temps d’inactivite´ dues aux attentes bloquantes. Il en
re´sulte que le calcul des composante du vecteur ite´re´ est effectue´ en paralle`le et sans
aucun ordre a priori. Ce type d’algorithme a e´te´ expe´rimente´ de`s 1967 par J.L. Ro-
senfeld et leur convergence a e´te´ e´tudie´e en 1969, dans le cadre de la re´solution de
syste`mes line´aires, par D. Chazan et W. Miranker. Par la suite, les travaux de G.
Baudet, J. Bahi, D.P. Bertsekas, D. El Baz, M.N. El Tarazi, A. Frommer,
J.C. Miellou, P. Spite´ri, D. Szyld, et J. Tsitsiklis ont permis d’e´tablir des
the´ore`mes de convergence dans le cadre non line´aire, avec des mode`les de l’asynchro-
nisme de plus en plus ge´ne´raux, dans lesquels les dernie`res valeurs disponibles du
vecteur ite´re´ sont exploite´es lors des acce`s aux donne´es distantes. La liste pre´ce´dente
n’est pas exhaustive dans la mesure ou` d’autres auteurs non cite´s ici ont contribue´ a`
l’e´tude des me´thodes asynchrones.
Dans le pre´sent travail, nous nous sommes principalement inte´resse´s a` la mise
en œuvre du paralle´lisme asynchrone dans le cadre de la re´solution de proble`mes
aux limites line´aires et non line´aires de´finis dans des domaines tridimensionnels. En
particulier, nous avons e´tudie´ la simulation paralle`le d’un proce´de´ e´lectrochimique :
l’e´lectrophore`se de zone a` e´coulement continu. Ce proce´de´ permet de se´parer des
me´langes d’espe`ces ioniques graˆce a` l’exploitation du phe´nome`ne d’e´lectrophore`se
dans un fluide en e´coulement. Cette simulation fait donc intervenir une e´quation
de Navier-Stokes, une e´quation de transport et une e´quation de potentiel e´lectrique
couple´es entre elles. La re´solution paralle`le des syste`mes alge´briques issus des dif-
fe´rentes e´quations fait appel a` une me´thode de sous-domaines avec recouvrement :
l’algorithme paralle`le de Schwarz. Les objectifs de cette e´tude sont d’une part de don-
ner une me´thode permettant d’appliquer un algorithme paralle`le asynchrone pour la
re´solution d’un proble`me nume´rique concret et complexe, et d’autre part de montrer
la pertinence de ce choix algorithmique en comparant les performances des versions
synchrones et asynchrones du simulateur. Les essais ont e´te´ mene´s sur le serveur
de calcul de l’IDRIS (Institut du De´veloppement et des Ressources en Informatique
Scientifique) 1 sur 2 a` 16 processeurs.
L’algorithme de Schwarz qui a e´te´ imple´mente´ a fait l’objet d’une e´tude de perfor-
mance a` part entie`re dans laquelle les versions synchrones et asynchrones de l’algo-
rithme paralle`le ont e´te´ teste´es sur 2 a` 128 processeurs. A` titre d’exemple, nous avons
re´alise´ cette e´tude en re´solvant un proble`me de convection-diffusion tridimensionnel.
Ces essais ont pour but d’e´valuer la scalabilite´ des me´thodes asynchrones, dans l’op-
tique de mettre au point des applications massivement paralle`les. L’engagement des
expe´rimentations dans cette voie est motive´ par l’e´volution des architectures pa-
ralle`les et la croissance des besoins en ressources de calcul. Actuellement, le couplage
de calculateurs paralle`les a` me´moire partage´e par un re´seau local a` haute perfor-
1http ://www.idris.fr
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mance est une technique tre`s re´pandue pour augmenter le degre´ de paralle´lisme.
Toutefois, les e´changes de messages via le re´seau sont bien plus lents que les trans-
ferts de donne´e entre la me´moire partage´e et la me´moire cache d’un processeur. Dans
ces conditions, la synchronisation ne permet pas d’exploiter pleinement le potentiel
offert par la me´moire partage´e car la lenteur du re´seau a des re´percussions sur les
performances globales. L’inte´reˆt des algorithmes asynchrones est donc d’amortir le
surcouˆt induit par les communications via le re´seau.
Enfin, une e´tude distincte est e´galement consacre´e a` la paralle´lisation asynchrone
de l’algorithme de Richardson projete´, permettant de re´soudre le proble`me de l’obs-
tacle. C’est une e´tude a` la fois the´orique et expe´rimentale. En utilisant un re´sultat de
convergence de M.N. El Tarazi, nous avons montre´ que l’algorithme de Richardson
projete´ converge sous une hypothe`se plus faible que la condition classique de coerci-
vite´. Sur le plan expe´rimental, les versions synchrones et asynchrones de l’algorithme
ont e´te´ teste´es sur 2 a` 32 processeurs.
Ce me´moire se divise en 4 parties.
– Le chapitre 1 est consacre´ a` un e´tat de l’art sur la the´orie des ite´rations pa-
ralle`les synchrones et asynchrones. Nous pre´senterons en particulier le mode`le
classique et les mode`les avec communication flexible qui autorisent plus de
souplesse dans les acce`s aux donne´es distantes.
– Le chapitre 2 est consacre´ a` l’imple´mentation des versions synchrones et asyn-
chrones de l’algorithme de Schwarz paralle`le et a` la mise en œuvre du concept
de communication flexible. Les re´sultats des e´tudes de performance y seront
expose´s dans le cas de l’e´tude d’un proble`me de convection-diffusion tridimen-
sionnel.
– Le chapitre 3 est consacre´ au traitement nume´rique de la simulation paralle`le
de l’e´lectrophore`se de zone a` e´coulement continu et aux expe´rimentations sur
calculateur paralle`le. La discre´tisation des e´quations ainsi que la mise en ap-
plication des algorithmes asynchrones seront traite´es.
– Le chapitre 4 est consacre´ a` l’analyse et a` la re´solution nume´rique paralle`le
du proble`me de l’obstacle par l’algorithme de Richardson projete´. Sur le plan
the´orique en particulier, un lien avec les re´sultats pre´sente´s au chapitre 1 est
effectue´.
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Chapitre 1
Algorithmes paralle`les asynchrones
1.1 Introduction
Les algorithmes paralle`les asynchrones pre´sentent actuellement un grand inte´reˆt
avec le de´veloppement du paralle´lisme massif. A` l’origine, ces me´thodes ite´ratives ont
e´te´ introduites en 1969 par D. Chazan et W. Miranker [21] pour la re´solution de
syste`mes line´aires. Cette e´tude a e´te´ ge´ne´ralise´e en 1974 par J.C. Miellou [67] pour
la re´solution de syste`mes alge´briques non line´aires de grande taille. Une extension de
cette dernie`re e´tude a e´galement e´te´ poursuivie par G. Baudet en 1978 [10]. Dans ce
type d’algorithme ite´ratif, l’asynchronisme est pris en compte a` l’aide de retards sur
les blocs de composantes, chacun d’entre eux ayant des retards diffe´rents. De plus, les
re´actualisations du vecteur ite´re´ sont effectue´es sans synchronisation, ni ordre pre´cis
(cf. figure 1.1). Cependant, dans cette formulation classique, les communications
interviennent uniquement a` la fin de chaque re´actualisation. Cet e´tat de fait traduit
un manque de souplesse dans les communications.
Les techniques d’analyse de la convergence des algorithmes paralle`les asynchrones
classiques les plus usuelles sont :
– les techniques de contraction pour une norme vectorielle adapte´e [80], em-
ploye´es par D. Chazan et W. Miranker, J.C. Miellou durant ses premiers
travaux et G. Baudet ; ces techniques ont aussi e´te´ utilise´es dans [81, 20, 25, 5],
– les techniques de contraction sur un espace produit muni de la norme uniforme
avec poids, employe´es par M.N. El Tarazi en 1982 [35, 36],
– les techniques d’ordre partiel (convergence monotone dans un espace partielle-
ment ordonne´), employe´es par J.C. Miellou en 1975 [68] ; ces techniques ont
e´galement e´te´ utilise´es dans [58, 35, 37],
– les techniques d’ensembles emboˆıte´s, employe´es par D.P. Bertsekas et J.N.
Tsitsiklis en 1989 [15].
Re´cemment, l’analyse de la convergence des algorithmes asynchrones par des me´tho-
des probabilistes a e´te´ introduite par J.C. Strikwerda [97].
En 1998, J.C. Miellou, D. El Baz et P. Spite´ri ont introduit une nouvelle
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Ite´rations paralle`les synchrones :
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Ite´rations paralle`les asynchrones :
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Fig. 1.1 – Ite´rations paralle`les synchrones et asynchrones
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classe de me´thode : les algorithmes ite´ratifs paralle`les asynchrones avec communica-
tion flexible [71]. Ces algorithmes pre´sentent la particularite´ d’inte´grer e´troitement
les aspects communications aux aspects calculs. L’originalite´ par rapport aux al-
gorithmes asynchrones classiques re´side dans le fait que les communications inter-
viennent pendant les re´actualisations du vecteur ite´re´ et non a` l’issue de chaque
ite´ration. De plus, les re´actualisations sont effectue´es graˆce aux valeurs partielles des
blocs composantes du vecteur ite´re´ (cf. figure 1.2). Il en re´sulte que ces me´thodes
Exploitation de donne´es provenant de calculs en cours de re´alisation :
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Fig. 1.2 – Ite´rations paralle`les asynchrones avec communication flexible
paralle`les sont tre`s ge´ne´rales. Les seules contraintes qui leur sont impose´es e´tant :
– aucune composante du vecteur ite´re´ ne cesse d’eˆtre re´actualise´e de manie`re
de´finitive lors de la re´solution nume´rique ;
– des valeurs plus re´centes du vecteur ite´re´ doivent eˆtre utilise´es au fur et a`
mesure que les calculs progressent.
L’analyse de la convergence de ces me´thodes a e´te´ effectue´e par des techniques d’ordre
partiel. En 2004, D. El Baz, A. Frommer et P. Spite´ri ont propose´ une nouvelle
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formulation des algorithmes paralle`les asynchrones avec communication flexible pour
laquelle l’analyse de convergence est effectue´e par des techniques de contraction [33].
Sur le plan applicatif, les me´thodes paralle`les asynchrones ont permis de re´soudre
de nombreux proble`mes, mode´lise´s par diffe´rents types de formulation :
– les e´quations aux de´rive´es partielles fortement non line´aires, parmi lesquels nous
pouvons citer les proble`mes de diffusion non line´aires et de convection-diffusion
non line´aires, le proble`me d’obstacle intervenant en mathe´matique financie`re
et en me´canique, ainsi que l’e´quation d’Hamilton-Jacobi-Bellmann intervenant
en traitement d’image [88, 89, 12, 39, 48, 49, 50, 51, 54, 95, 92, 96, 94, 2],
– les proble`mes line´aires ou non line´aires, simple-flots ou multi-flots, qui trouvent
leurs applications dans la distribution d’eau ou de gaz, l’acheminement de pro-
duits, l’allocation de ressources, la communication dans les re´seaux informa-
tiques ou le transport [14, 18, 29, 34],
– la re´solution de grands syste`mes line´aires creux dans le domaine de la mode´li-
sation de grands syste`mes a` l’aide de chaˆınes de Markov [13, 30, 59],
– la re´solution de grands syste`mes line´aires par les me´thodes de multisplitting
(introduites par D.P. O’Leary et R.E. White [75]) [102, 16, 8, 6, 43, 17, 45,
7, 96].
Ces me´thodes asynchrones peuvent aussi s’appliquer a` la re´solution de proble`mes
alge´bro-diffe´rentiels [4, 65], a` la programmation dynamique [99, 100], a` la re´solution
de l’e´quation de Boltzmann [55], ainsi qu’a` bien d’autres types de proble`me. No-
tons que les algorithmes asynchrones peuvent e´galement converger dans le cas de la
re´solution de certains syste`mes line´aires singuliers [74, 41].
Dans le pre´sent chapitre, nous pre´senterons dans la section 1.2 le mode`le clas-
sique des algorithmes asynchrones et nous rappellerons les re´sultats de convergence
associe´s, base´s sur les techniques de contraction. Dans les sections 1.3 et 1.4, nous
pre´senterons deux mode`les d’ite´rations asynchrones avec communication flexible. Les
approches par les techniques d’ordre partiel et de contraction y seront expose´es.
Des exemples simples issus de la discre´tisation d’e´quations aux de´rive´es partielles
illustreront chaque cas de figure. Enfin, la connexion entre les algorithmes asyn-
chrones et la me´thode de Schwarz sera traite´e dans la section 1.5. Nous renvoyons a`
[69, 40, 44, 46, 47] pour des pre´sentations de´taille´es de la me´thode.
1.2 Algorithmes paralle`les asynchrones classiques
1.2.1 Mode`le mathe´matique
Soit E un espace de Banach, conside´re´ comme un produit fini d’espaces de Ba-
nach :
E =
β∏
i=1
Ei (1.1)
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ou` β est un entier naturel. La de´composition de tout vecteur X ∈ E s’e´crit :
X = (x1, . . . , xi, . . . , xβ) (1.2)
ou` ∀i ∈ {1, . . . , β}, xi ∈ Ei.
Chaque espace Ei est muni d’une norme note´e | . |i. La norme vectorielle canonique
q( . ) de tout X ∈ E est le vecteur positif de Rβ de´fini comme suit :
∀X ∈ E, q(X) = (|x1|1, . . . , |xi|i, . . . , |xβ|β). (1.3)
Soit F une application de D(F ) ⊂ E a` valeurs dans D(F ), telle que D(F ) 6= ∅. On
s’inte´resse alors au proble`me de point fixe
X∗ = F (X∗), X∗ ∈ D(F ). (1.4)
Compte tenu de la de´composition de l’espace E, l’application F se de´compose de la
manie`re suivante :
F (X) = (F1(X), . . . , Fi(X), . . . , Fβ(X)). (1.5)
Chaque composante Fi est une application de D(F ) a` valeurs dans Ei ∩ D(F ).
Nous introduisons a` pre´sent les e´le´ments permettant de mode´liser le paralle´lisme
ainsi que le comportement chaotique des algorithmes asynchrones.
De´finition 1.1 (Strate´gie)
Une strate´gie S est une suite (s(p))p∈N de parties non vides de {1, . . . , β} ve´rifiant :
∀i ∈ {1, . . . , β}, {p ∈ N | i ∈ s(p)} est un ensemble infini. (1.6)
De´finition 1.2 (Suite de retards)
Une suite de retards R est une suite (r(p))p∈N ou` :
∀p ∈ N, r(p) = (r1(p), . . . , ri(p), . . . , rβ(p)) ∈ N
β (1.7)
et telle que pour tout i ∈ {1, . . . , β}, l’application ρ : N → Nβ, de composantes
ρi : p 7→ p− ri(p) ve´rifie :
∀p ∈ N, 0 ≤ ρi(p) ≤ p (1.8)
lim
p→∞
(ρi(p)) = +∞. (1.9)
Compte tenu de ces de´finitions, les algorithmes paralle`les asynchrones peuvent se
formuler de la manie`re suivante [21, 67, 10] :
De´finition 1.3 (Algorithme paralle`le asynchrone classique)
Soient X0 ∈ D(F ) un vecteur quelconque, S une strate´gie et R une suite de re-
tards. Un algorithme paralle`le asynchrone classique construit re´cursivement une suite
d’ite´re´s (Xp)p∈N de la manie`re suivante :
∀p ≥ 0, ∀i ∈ {1, . . . , β}, xp+1i =
{
xpi si i 6∈ s(p)
Fi(X˜
p) si i ∈ s(p)
(1.10)
ou`
X˜p = (x
ρ1(p)
1 , . . . , x
ρi(p)
i , . . . , x
ρβ(p)
β ). (1.11)
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Interpre´tation de la strate´gie et des retards La strate´gie rend compte de
l’ordre des calculs effectue´s en paralle`le. Les indices appartenant a` s(p) de´signent les
composantes relaxe´es en paralle`le a` la pe`me ite´ration.
La suite de retards rend compte de la disponibilite´ des donne´es, ce qui permet de
mode´liser l’absence de synchronisation entre les processeurs ainsi que les retards dus
aux temps de latence des communications.
L’hypothe`se (1.6) sur la strate´gie exprime le fait qu’aucune composante ne cesse
d’eˆtre re´actualise´e. Quant a` l’hypothe`se (1.9), elle garantit la mise a` l’e´cart des
composantes trop anciennes. Ainsi, les re´actualisations des composantes du vecteur
ite´re´ font toujours appel a` des donne´es suffisamment re´centes.
Remarque 1.1 (Algorithme paralle`le synchrone) La de´finition 1.3 des ite´ra-
tions paralle`les asynchrones est suffisamment ge´ne´rale pour mode´liser les ite´rations
synchrones. Il suffit de conside´rer une suite de retards nulle [82]. Dans ce contexte,
les me´thodes de relaxation se´quentielles classiques sont mode´lise´es par des choix
particuliers de S :
– si ∀p ∈ N, s(p) = {1, . . . , β}, nous retrouvons la me´thode de Jacobi,
– si ∀p ∈ N, s(p) = 1 + (p mod β), nous retrouvons la me´thode de Gauss-Seidel.
1.2.2 The´ore`mes de convergence
De´finition 1.4 (Contraction pour la norme vectorielle)
Soit F une application de D(F ) ⊂ E a` valeurs dans D(F ), telle que D(F ) 6= ∅. F
est contractante en X∗ ∈ D(F ) pour la norme vectorielle q( . ) s’il existe une matrice
J , de taille β × β et de rayon spectral ρ(J), ve´rifiant :
J ≥ 0 (1.12)
ρ(J) < 1 (1.13)
et telle que :
∀W ∈ D(F ), q(F (W )− F (X∗)) ≤ J.q(W −X∗). (1.14)
On dit que J est une matrice de contraction de F en X∗.
Remarque 1.2 Une application contractante pour la norme vectorielle l’est aussi
pour la norme uniforme avec poids de´finie par :
∀X ∈ E, ‖X‖Γ = max
1≤i≤β
|xi|i
γi
ou` J est la matrice de contraction de F en X∗. Quant au vecteur Γ de composantes
(γi)1≤i≤β , il ve´rifie Γ > 0 et J.Γ ≤ ν Γ ou` ν est un re´el tel que ρ(J) ≤ ν < 1.
L’existence et la non-ne´gativite´ du vecteur Γ sont e´tablies a` l’aide du the´ore`me de
Perron-Frobenius [101]. Nous renvoyons a` [67] pour la de´monstration.
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The´ore`me 1.1 (Convergence en norme vectorielle)
Soit F une application de D(F ) ⊂ E a` valeurs dans D(F ), telle que D(F ) 6= ∅. Si
F admet un point fixe X∗ ∈ D(F ) et si F est contractante en X∗ pour la norme
vectorielle q( . ), alors la suite (Xp)p∈N construite a` l’aide de l’algorithme paralle`le
asynchrone classique (1.10) converge vers le point fixe X∗.
Ce the´ore`me de convergence est de´montre´ par J.C. Miellou dans [67] (voir aussi
G. Baudet [10] dans le cas de retards non borne´s).
Notons qu’il est possible d’introduire un parame`tre de relaxation dans les ite´ra-
tions paralle`les asynchrones classiques. On conside`re alors une application Fω, de
domaine de de´finition D(F ), telle que :
∀X ∈ D(F ), Fω(X) = (1− ω)X + ωF (X). (1.15)
D’apre`s [67], Fω posse`de le meˆme point fixe que F et elle est contractante en norme
vectorielle si :
ω ∈
]
0 ,
2
1 + ρ(J)
[
. (1.16)
Voici un re´sultat de convergence en norme uniforme avec poids e´tabli par M.N.
El Tarazi dans [36] ; cette dernie`re est de´finie par :
∀X ∈ E, ‖X‖Γ = max
1≤i≤β
|xi|i
γi
(1.17)
ou` le vecteur Γ, de dimension β, a des composantes γi, strictement positives.
The´ore`me 1.2 (Convergence en norme scalaire)
Soit F une application de D(F ) ⊂ E a` valeurs dans D(F ), telle que D(F ) 6= ∅. Si
F admet un point fixe X∗ ∈ D(F ) et si F est contractante en X∗ pour une norme
uniforme avec poids ‖ . ‖Γ, autrement dit :
∃θ ∈]0 , 1[, ∀W ∈ D(F ), ‖F (W )− F (X∗)‖Γ ≤ θ‖W −X
∗‖Γ (1.18)
alors la suite (Xp)p∈N construite a` l’aide de l’algorithme paralle`le asynchrone classique
(1.10) converge vers le point fixe X∗, pour la norme ‖ . ‖Γ.
1.2.3 Rappels sur la notion d’accre´tivite´
Nous pre´sentons ici les e´le´ments permettant d’obtenir des conditions suffisantes
de convergence des algorithmes paralle`les asynchrones classiques.
La notion d’ope´rateur accre´tif correspond a` une ge´ne´ralisation de la notion d’ope´-
rateur monotone. Elle permet
– d’analyser l’existence de solution a` des proble`mes aux limites d’e´volution dans
des espaces fonctionnels particuliers [11, 9],
– d’analyser des classes de proble`mes pour lesquels la re´solution nume´rique par
les algorithmes paralle`les asynchrones classiques est possible via le re´sultat
e´nonce´ au the´ore`me 1.1 [88, 73, 49].
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Ope´rateurs accre´tifs
On indique ci-dessous les de´finitions ge´ne´rales portant sur l’accre´tivite´ dans les
espaces de Banach. Pour une pre´sentation approfondie, nous renvoyons a` [11, 9].
Ici E de´signe un espace de Banach et E∗ son dual topologique, de normes res-
pectives ‖ . ‖ et ‖ . ‖∗. On note 〈 . , . 〉 le produit de dualite´ entre E et E∗. Soit Λ un
ope´rateur de D(Λ) ⊂ E a` valeurs dans E. Afin de simplifier les e´nonce´s, on conside`re
Λ univoque.
De´finition 1.5 (Ope´rateur de dualite´)
On appelle ope´rateur de dualite´ G( . ) associe´ a` E, l’ope´rateur de E vers E∗ de´fini
par :
∀X ∈ E, G(X) = {g ∈ E∗ | ‖g‖∗ = ‖X‖ et 〈X , g〉 = ‖X‖2}. (1.19)
On montre que cette multi-application est non-vide, ferme´e et que c’est le sous-
diffe´rentiel de la fonction X 7→ 1
2
‖X‖2.
Remarque 1.3 Dans le cas ou` E est un espace de Hilbert, E∗ est identifie´ a` E,
G(X) se re´duit a` X et le produit scalaire est substitue´ au produit de dualite´.
De´finition 1.6 (Accre´tivite´)
Λ est un ope´rateur accre´tif si
∀(X, X ′) ∈ D(Λ)2, ∃g ∈ G(X −X ′) tel que 〈Λ(X)− Λ(X ′) , g〉 ≥ 0. (1.20)
Λ est strictement accre´tif si l’ine´galite´ (1.20) est stricte.
De´finition 1.7 (Accre´tivite´ forte)
Λ est un ope´rateur fortement accre´tif s’il existe un re´el c positif tel que :
∀(X, X ′) ∈ D(Λ)2, ∃g ∈ G(X −X ′) tel que
〈Λ(X)− Λ(X ′) , g〉 ≥ c ‖X −X ′‖2. (1.21)
Accre´tivite´ en dimension finie
Nous nous inte´ressons a` pre´sent a` la caracte´risation des applications line´aires
accre´tives de Rn. Pour une e´tude de´taille´e, nous renvoyons a` [88], notamment pour
les de´monstrations.
On note 〈 . , . 〉 le produit scalaire canonique de Rn et ‖ . ‖2 la norme euclidienne.
Soit A une matrice carre´e de taille n× n et de coefficients (aij)1≤i,j≤n.
Proposition 1.1 (Accre´tivite´ forte dans (Rn, ‖ . ‖2))
Une matrice A est fortement accre´tive dans Rn muni de la norme euclidienne ‖ . ‖2
si et seulement si A est fortement de´finie positive, c’est a` dire :
∃c ≥ 0, ∀X ∈ Rn(X 6= 0), 〈AX , X〉 ≥ c ‖X‖22. (1.22)
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Corollaire 1.1 (Accre´tivite´ dans (Rn, ‖ . ‖2)) Une matrice A est accre´tive dans
R
n muni de ‖ . ‖2 si et seulement si A est une matrice semi-de´finie positive.
Il est e´galement inte´ressant de caracte´riser les matrices accre´tives de Rn norme´
par :
– ‖X‖1 =
∑n
i=1 |xi|,
– ‖X‖∞ = max1≤i≤n |xi|.
Comme nous allons le constater, les hypothe`ses correspondantes sont techniquement
beaucoup plus simples a` ve´rifier que l’ine´galite´ (1.22).
Proposition 1.2 (Accre´tivite´ forte dans (Rn, ‖ . ‖1))
Une matrice A est fortement accre´tive dans Rn muni de la norme ‖ . ‖1 si et seulement
si il existe un re´el positif c tel que pour tout i ∈ {1, . . . , n} :
aii ≥ c (1.23)
aii −
∑
j 6=i
|aji| ≥ c. (1.24)
Corollaire 1.2 (Accre´tivite´ dans (Rn, ‖ . ‖1)) Une matrice A est accre´tive dans
R
n muni de la norme ‖ . ‖1 si et seulement si :
1. les coefficients diagonaux de A sont positifs ou nuls,
2. A est diagonale dominante en colonne.
Proposition 1.3 (Accre´tivite´ forte dans (Rn, ‖ . ‖∞))
Une matrice A est fortement accre´tive dans Rn muni de la norme ‖ . ‖∞ si et seulement
si il existe un re´el positif c tel que pour tout i ∈ {1, . . . , n} :
aii ≥ c (1.25)
aii −
∑
j 6=i
|aij| ≥ c. (1.26)
Corollaire 1.3 (Accre´tivite´ dans (Rn, ‖ . ‖∞)) Une matrice A est accre´tive dans
R
n muni de la norme ‖ . ‖∞ si et seulement si :
1. les coefficients diagonaux de A sont positifs ou nuls,
2. A est diagonale dominante en ligne.
Remarque 1.4 Nous renvoyons a` [90] pour une caracte´risation des M-matrices et
des H-matrices par des matrices fortement accre´tives dans les espaces `p.
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1.2.4 Application a` la re´solution de syste`mes non line´aires
Nous nous inte´ressons a` pre´sent aux syste`mes non line´aires de la forme :
A.X + φ(X) = B, X ∈ Rn (1.27)
ou` A est une matrice de taille n × n, B est un vecteur de Rn et φ une application
diagonale a priori non line´aire.
Remarque 1.5 Le syste`me (1.27) est en ge´ne´ral issu de la discre´tisation de pro-
ble`mes aux limites de la forme :{
Λ(u) + Λd(u) 3 g, u ∈ E
et conditions aux limites
(1.28)
ou` E est un espace de Banach re´flexif, Λ est une application univoque, et Λd une
multi-application diagonale. Notons que de telles applications multivoques inter-
viennent, par exemple, dans le cas ou` la solution u du proble`me (1.28) est soumise
a` des contraintes. L’e´tude de la re´solution du proble`me ge´ne´ral (1.28) par des al-
gorithmes paralle`les asynchrones classiques a e´te´ effectue´e par J.C Miellou et P.
Spite´ri dans [88, 73]. Les notions de H-accre´tivite´ [66, 26] et de m-accre´tivite´ [11]
y interviennent notamment.
Afin d’envisager la re´solution du syste`me (1.27) a` l’aide des algorithmes paralle`les
asynchrones classiques (1.10), nous allons conside´rer sa de´composition par blocs dans
R
n =
∏β
i=1 R
ν(i) :
∀i ∈ {1, . . . , β}, Aii.xi + φi(xi) +
∑
j 6=i
Aij.xj = bi. (1.29)
Soient S une strate´gie et R une suite de retards. L’algorithme de point fixe par
blocs de´die´ a` la re´solution du syste`me (1.27) est construit implicitement comme suit :
∀i ∈ s(p), xp+1i = Fi(X˜
p) (1.30)
ou` xp+1i ve´rifie :
Aii.x
p+1
i + φi(x
p+1
i ) +
∑
j 6=i
Aij.x˜
p
j = bi. (1.31)
Le vecteur X˜p repre´sente les valeurs disponibles du vecteur ite´re´ lors de la pe`me
ite´ration, conforme´ment a` la notation (1.11).
Proposition 1.4
Sous les hypothe`ses et notation suivantes :
1. ∀i ∈ {1, . . . , β}, la sous-matrice bloc diagonale Aii de la matrice A est fortement
accre´tive, la constante d’accre´tivite´ e´tant mii (mii > 0),
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2. ∀(i, j) ∈ {1, . . . , β}2, i 6= j, soit mij la norme matricielle du bloc Aij,
3. ∀i ∈ {1, . . . , β}, φi est une application croissante,
4. la matrice J de coefficients diagonaux nuls et hors diagonaux e´gaux a`
mij
mii
est
une matrice de contraction,
les algorithmes paralle`les asynchrones classiques (1.10) associe´s a` la de´composition
par blocs du syste`me (1.27) convergent vers X∗, solution de ce syste`me.
Ce re´sultat de convergence est de´montre´ dans [88, 73, 49]. La preuve consiste a`
ve´rifier les hypothe`ses du the´ore`me 1.1.
Remarque 1.6 Notons que si une multi-application est croissante, alors elle est
accre´tive (cf. [88, 49] pour la de´monstration).
Remarque 1.7 En pratique, il suffit de ve´rifier que la matrice J a un rayon spectral
strictement infe´rieur a` 1, puisque J est non ne´gative. Cette condition sera ve´rifie´e si
par exemple, la matrice M¯ de coefficients diagonaux mii et hors diagonaux −mij est
une M-matrice [88, 73].
Autres crite`res de convergence
Lorsque le nombre de blocs β est supe´rieur au nombre de processeurs α, nous
nous ramenons a` une de´composition plus grossie`re du proble`me en α grands blocs
(α < β). Ces derniers sont compose´s de blocs adjacents de la de´composition ini-
tiale. Ce type d’algorithme est appele´ algorithme paralle`le synchrone ou asynchrone
associe´ a` la de´composition en sous-domaines du proble`me (1.27). Sa formulation et
l’analyse de sa convergence est traite´e dans [88, 73]. Dans ces re´fe´rences, il est en par-
ticulier de´montre´ que si les hypothe`ses de la proposition 1.4 sont ve´rifie´es pour une
de´composition en β blocs, alors la convergence est assure´e pour une de´composition
plus grossie`re. En comple´ment a` la proposition 1.4, nous pouvons e´noncer le corollaire
suivant :
Corollaire 1.4 Sous les hypothe`ses de la proposition 1.4, les algorithmes paralle`les
asynchrones classiques (1.10) associe´s a` la de´composition en sous-domaines du sys-
te`me (1.27) convergent vers X∗, la solution de ce syste`me.
La conse´quence de ce corollaire est d’une importance majeure. Si les hypothe`ses
de la proposition 1.4 sont ve´rifie´es pour la de´composition par points, qui correspond a`
la de´composition la plus fine, alors la convergence est assure´e pour n’importe quelle
de´composition en sous-domaines. Autrement dit, l’e´tude de la de´composition par
points suffit pour e´tablir la convergence pour toute autre de´composition. Le crite`re
de convergence suivant [88, 73] de´coule de l’application du corollaire 1.4 :
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Proposition 1.5
Si φ est un ope´rateur diagonal croissant et si A est une M-matrice, alors les algo-
rithmes paralle`les asynchrones classiques (1.10) associe´s a` la de´composition par blocs
du syste`me (1.27) convergent vers X∗, solution du syste`me.
Exemple d’application
Exemple 1.1 Conside´rons une e´quation de Poisson perturbe´e par un ope´rateur dia-
gonal non line´aire, sur le domaine Ω = [0, 1]3.{
−∆u + exp(u) = f dans Ω
u/∂Ω = 0
. (1.32)
La discre´tisation de (1.32) par une me´thode de diffe´rences finies classique conduit a`
la re´solution d’un syste`me alge´brique de la forme :
A.X + φ(X) = B, X ∈ Rn (1.33)
ou` A est la matrice de discre´tisation du Laplacien. En choisissant un pas de discre´ti-
sation uniforme, A est de la forme :
A =
1
h2


C −I
−I C −I
. . .
. . .
. . .
−I C −I
−I C

 (1.34)
ou` I est l’identite´ et C est une sous-matrice de la forme :
C =


T −I
−I T −I
. . .
. . .
. . .
−I T −I
−I T

 (1.35)
et T est une sous-matrice de la forme :
T =


6 −1
−1 6 −1
. . .
. . .
. . .
−1 6 −1
−1 6

 . (1.36)
Les matrices T , C et A sont respectivement de de rang ν, ν2 et n = ν3. Nous
conside´rons une de´composition en blocs de taille ν :
1
h2
T.xi + exp(xi) = bi −
1
h2
(−xi−ν − xi−1 − xi+1 − xi+ν). (1.37)
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Munissons Rn de la norme ‖ . ‖∞, et ve´rifions les hypothe`ses de la proposition 1.4.
1. Les sous-matrices blocs diagonales de A sont fortement accre´tives car T e´tant
diagonale dominante stricte, elle est, d’apre`s la proposition 1.3, fortement
accre´tive. En l’occurrence, les constantes d’accre´tivite´ valent mii =
4
h2
.
2. Les normes matricielles des blocs hors-diagonaux valent 0 ou 1
h2
car ces blocs
sont soit nuls, soit e´gaux a` − 1
h2
I. Notamment : mi,i−ν = mi,i−1 = mi,i+1 =
mi,i+ν =
1
h2
.
3. La fonction exponentielle est croissante.
4. La matrice M¯ de coefficients diagonaux mii et hors-diagonaux −mij, j 6= i, est
une M-matrice. D’apre`s la remarque 1.7, on a bien ρ(J) < 1.
De plus, sachant que A est elle-meˆme une M-matrice, l’application de la proposition
1.5 est e´galement possible si une de´composition par points est conside´re´e, ce qui
entraˆıne la convergence des ite´rations (1.10) quelque soit la de´composition conside´re´e
du proble`me.
1.3 Communication flexible et ordre partiel
1.3.1 Position du proble`me
Commenc¸ons par pre´senter le contexte mathe´matique dans lequel J.C Miellou,
D. El Baz et P. Spite´ri ont e´tudie´ les algorithmes paralle`les asynchrones avec
communication flexible par des techniques d’ordre partiel [71]. Dans la suite, nous
nous positionnerons dans l’espace vectoriel Rn, conside´re´ comme un produit de β
espaces :
E = Rn =
β∏
i=1
R
ν(i). (1.38)
Les vecteurs et les applications seront de´compose´s selon (1.2) et (1.5).
Soit Λ une application de Rn a` valeurs dans Rn. Nous nous inte´ressons alors a` la
re´solution du syste`me
Λ(X) = 0. (1.39)
Soit W ∈ Rn. Le ie`me sous-proble`me associe´ au syste`me (1.39) de´compose´ en β
blocs s’e´crit comme suit :
Λi(w1, . . . , wi−1, xi, wi+1, . . . , wβ) = 0 (1.40)
ou` xi ∈ R
ν(i) est l’inconnue. Par souci de commodite´, adoptons la notation suivante :
Λi(xi; W ) = Λi(w1, . . . , wi−1, xi, wi+1, . . . , wβ).
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Remarque 1.8 L’interpre´tation de l’e´quation (1.40) est analogue a` celle de l’e´qua-
tion (1.31). Toutefois, les algorithmes conside´re´s dans chaque cas ne sont pas iden-
tiques. Le parame`tre W de l’e´quation Λi(xi; W ) = 0 repre´sente les valeurs disponibles
des autres composantes du vecteur ite´re´.
A` pre´sent, nous nous inte´ressons a` :
– l’existence d’une solution unique au syste`me (1.39),
– une formulation e´quivalente du syste`me (1.39) par une e´quation de point fixe
X = F (X), ou` F est une application monotone.
Nous rappellerons pour cela la notion de M-fonction selon W.C. Rheinboldt [76,
79].
De´finition 1.8 (M-fonction)
Soit Λ une application de Rn a` valeurs dans Rn et soient (Λi)1≤i≤n ses composantes
(Λi : R
n → R). On note (ej)1≤j≤n les vecteurs de la base canonique de R
n. Λ est une
M-fonction si :
– pour tout X ∈ Rn et pour tout (i, j) ∈ {1, . . . , n}2 tel que i 6= j, les applications
de´finies comme suit :
Λij : R → R
t 7→ Λij(t) = Λi(X + t ej) (1.41)
sont de´croissantes,
– si Λ est inverse monotone ; c’est a` dire :
∀(X, Y ) ∈ Rn × Rn, Λ(X) ≤ Λ(Y ) =⇒ X ≤ Y. (1.42)
L’e´tude des algorithmes paralle`les asynchrones avec communication flexible par
une technique d’ordre partiel sera effectue´e dans le cadre d’applications Λ ve´rifiant
l’hypothe`se suivante :
Hypothe`se 1.1 Λ : Rn → Rn est une M-fonction continue et surjective
Il est possible de caracte´riser la surjectivite´ des M-fonctions continues a` l’aide de
la notion de coercivite´ pour l’ordre.
De´finition 1.9 (Coercivite´ pour l’ordre)
Une application Λ : Rn → Rn est dite coercive pour l’ordre si pour toute suite
(Xp)p∈N :
– ∀p ∈ N, Xp ≤ Xp+1 et lim
p→+∞
Xp = +∞ implique lim
p→+∞
Λ(Xp) = +∞ ;
– ∀p ∈ N, Xp ≥ Xp+1 et lim
p→+∞
Xp = −∞ implique lim
p→+∞
Λ(Xp) = −∞.
La notation lim
p→+∞
Xp = +∞ (resp. −∞) signifie qu’il existe un indice i (1 ≤ i ≤ n)
pour lequel la suite re´elle (xpi )p∈N tend vers +∞ (resp. −∞).
32
D’apre`s [79], une M-fonction continue est surjective si et seulement si elle est coercive
pour l’ordre.
Sous l’hypothe`se 1.1, le syste`me (1.39) et les sous-proble`mes (1.40) admettent
une solution unique [70]. Soient alors (zi)1≤i≤β les solutions respectives des e´quations
Λi(xi; W ) = 0. L’application de point fixe est alors de´finie comme suit :
∀i ∈ {1, . . . , β}, Fi(W ) = zi avec Λi(zi; W ) = 0 (1.43)
et elle ve´rifie Λ(X∗) = 0 ⇐⇒ X∗ = F (X∗). On montre aussi que de F est monotone
d’apre`s l’hypothe`se 1.1 [71].
1.3.2 Mode`le mathe´matique
Dans les de´finitions qui vont suivre, Λ de´signera une M-fonction continue surjec-
tive. Soit F l’application de point fixe associe´e a` Λ(X) = 0. On notera Rn+ le coˆne
des vecteurs positifs de Rn.
De´finition 1.10 (Segment d’ordre)
Soient X et Y , deux vecteurs de Rn tels que X ≤ Y . Le segment d’ordre [X , Y ] est
l’ensemble :
[X , Y ] = {Z ∈ Rn | X ≤ Z ≤ Y }. (1.44)
Le segment d’ordre [xi , yi]i dans R
ν(i) est de´fini de manie`re analogue.
De´finition 1.11 (Λ-sur-solution)
Soit X ∈ Rn+. X est une Λ-sur-solution si
Λ(X) ≥ 0. (1.45)
Remarque 1.9 D’apre`s [71], si X est une Λ-sur-solution, alors
∀i ∈ {1, . . . , β}, Fi(X) ≤ xi. (1.46)
Ceci permet de de´finir les segments d’ordre [Fi(X) , xi]i, lorsque X est une Λ-sur-
solution.
De´finition 1.12 (Λ-sur-application)
Soit FΛ une application a` valeurs dans Rn dont les composantes sont (F Λi )1≤i≤β, de
domaines de de´finition respectifs :
D(FΛi ) = {X ∈ R
n | Λi(X) ≥ 0}.
FΛ est une Λ-sur-application associe´e a` F si ∀i ∈ {1, . . . , β}, ∀X ∈ D(F Λi ) :
FΛi (X) ≤ xi (1.47)
Λi(F
Λ
i (X); X) ≥ 0 (1.48)
Fi(X) 6= xi =⇒ F
Λ
i (X) 6= xi. (1.49)
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Interpre´tation des Λ-sur-applications La Λ-sur-application F Λ permet d’asso-
cier au proble`me (1.39) a` re´soudre une application de point fixe approche´e de l’appli-
cation F . En effet, on montre que pour une Λ-sur-application donne´e, les conditions
(1.47) et (1.48) impliquent1 FΛi (X) ∈ [Fi(X) , xi]i [71]. De plus, d’apre`s la relation
(1.49), si X¯ est tel que pour tout i, F Λi (X¯) = x¯i, alors X¯ est point fixe de F .
Nous reprenons a` pre´sent les notions de strate´gie et de suite de retards (de´finitions
1.1 et 1.2), avec quelques changements dus au mode`le avec ordre partiel :
∀p ∈ N, s(p) ∈ {1, . . . , β} (1.50)
∀p ∈ N, ρs(p)(p) = p. (1.51)
Remarque 1.10 Ici, s(p) devient un singleton. La condition (1.51) exprime le fait
que chaque processeur acce`de a` ses propres donne´es sans eˆtre pe´nalise´ par des retards.
Ces changements ne restreignent pas la porte´e du mode`le. Notons que les conditions
(1.6), (1.8) et (1.9) sont toujours ve´rifie´es.
Pour tout i ∈ {1, . . . , β} et p ∈ N, nous noterons
Kpi = {k ∈ N | s(k) = i, 0 ≤ k < p} (1.52)
l’ensemble de tous les nume´ros d’ite´ration infe´rieurs a` p, pour lesquels la ie`me com-
posante du vecteur ite´re´ a e´te´ re´actualise´e. Compte tenu de ces de´finitions, les al-
gorithmes paralle`les asynchrones avec communication flexible peuvent se formuler
comme suit [71] :
De´finition 1.13 (Mode`le asynchrone avec communication flexible)
Soit Λ une application ve´rifiant l’hypothe`se 1.1. Soient X0 une Λ-sur-solution, F Λ
une Λ-sur-application, S une strate´gie et R une suite de retards. Un algorithme
paralle`le asynchrone avec communication flexible construit re´cursivement une suite
d’ite´re´s (Xp)p∈N de la manie`re suivante :
∀p ≥ 0, ∀i ∈ {1, . . . , β}, xp+1i =
{
xpi si i 6= s(p)
FΛi (X˜
p) si i = s(p)
(1.53)
ou` (X˜p)p∈N est une suite re´cursive telle que
X˜0 = X0 (1.54)
∀p ≥ 1, X˜p ∈ [Xp , min(Xρ(p), X˜q)] (1.55)
avec q = max Kps(p). Et lorsque K
p
s(p) = ∅, on a :
X˜p ∈ [Xp , Xρ(p)]. (1.56)
1La re´ciproque est fausse.
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Interpre´tation de (X˜p)p∈N Conside´rons le calcul de la composante x
p+1
s(p). Le vec-
teur X˜p repre´sente les valeurs disponibles du vecteur ite´re´. Chaque composante x˜pi est
choisie dans le segment d’ordre [xpi , min(x
ρi(p)
i , x˜
q
i )]i ou` x˜
q
i est la valeur utilise´e lors
de la pre´ce´dente re´actualisation de la composante xs(p). Quant a` x
ρi(p)
i , il introduit le
non de´terminisme dans le sche´ma ite´ratif. Plus pre´cise´ment, ce segment mode´lise :
– l’exploitation des donne´es provenant de calculs en cours de re´alisation,
Autrement dit, les processeurs peuvent communiquer a` tout moment
la valeur courante de leur composante en cours de relaxation.
– le fait qu’une composante e´change´e n’est pas ne´cessairement associe´e a` un
nume´ro d’ite´ration donne´, contrairement au mode`le classique (de´finition 1.3).
Ainsi, tout processeur peut ite´rer avec les valeurs disponibles les plus
re´centes, meˆme si au sein des composantes utilise´es, les diverses va-
leurs proviennent d’ite´rations diffe´rentes. C’est pour cette raison que
ρi(p) est appele´ le retard maximal associe´ a` la i
e`me composante [71].
Ce mode`le autorise plus de souplesse dans l’imple´mentation des communications
entre les processeurs. En effet, les e´changes de composantes du vecteur ite´re´ des
algorithmes paralle`les asynchrones avec communication flexible sont inde´pendants
du de´roulement des calculs. Les e´changes peuvent survenir a` tout moment. La seule
contrainte qui subsiste est la mise a` l’e´cart des composantes les moins re´centes.
Remarque 1.11 D’apre`s [71], la suite (Xp)p∈N construite a` l’aide de l’algorithme
asynchrone avec communication flexible (1.53) est de´croissante. De plus, elle converge
vers une Λ-sur-solution.
Remarque 1.12 Toutes les notions vues jusqu’ici peuvent eˆtre de´finies a` l’aide de
Λ-sous-solutions et de Λ-sous-applications (cf. [32] pour les de´finitions).
1.3.3 Convergence monotone
Afin d’obtenir la convergence de l’algorithme asynchrone avec communication
flexible vers la solution du proble`me, il est ne´cessaire de conside´rer des Λ-sur-appli-
cations particulie`res. Elles ont e´te´ de´finies par J.C. Miellou, D. El Baz et P.
Spite´ri [71].
De´finition 1.14 (Continuite´ pour l’ordre)
Soit Fˆ une Λ-sur-application. Fˆ est continue pour l’ordre si pour toute suite (Xp)p∈N,
elle ve´rifie :
Xp ↓
p→∞
X∗ =⇒ ∀i ∈ {1, . . . , β}, Fˆ (Xp) ↓
p→∞
Fˆ (X∗) (1.57)
ou` la notation Xp ↓
p→∞
X∗ signifie
X∗ ≤ . . . ≤ Xp+1 ≤ Xp ≤ . . . ≤ X0 et lim
p→∞
Xp = X∗.
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De´finition 1.15 (Λ-sur-application du premier type)
Soit FΛ une Λ-sur-application. F Λ est dite du premier type s’il existe FˆΛ, une Λ-sur-
application continue pour l’ordre, ve´rifiant pour tout i ∈ {1, . . . , β} :
∀X ∈ {X ∈ Rn | Λi(X) ≥ 0}, Fˆ
Λ
i (X) ∈ [F
Λ
i (X) , xi]i. (1.58)
De manie`re plus intuitive, une Λ-sur-application du premier type peut eˆtre conside´re´e
comme une Λ-sur-application majore´e par une Λ-sur-application continue pour l’or-
dre.
De´finition 1.16 (Λ-sur-application du second type)
Soit FΛ une Λ-sur-application. F Λ est dite du second type s’il existe δ > 0 tel que
pour tout i ∈ {1, . . . , β} :
∀X ∈ {X ∈ Rn | Λi(X) ≥ 0}, |xi − F
Λ
i (X)|i ≥ δ |xi − Fi(X)|i. (1.59)
Voici le the´ore`me de convergence des ite´rations paralle`les asynchrones avec commu-
nication flexible (1.53) dans un espace partiellement ordonne´ [71] :
The´ore`me 1.3 (Convergence monotone)
Soient Λ une M-fonction continue surjective, F l’application de point fixe associe´e
de´finie par (1.43) et F Λ une Λ-sur-application associe´e a` F . Si F Λ est du premier ou
du second type alors la suite (Xp)p∈N construite par l’algorithme paralle`le asynchrone
avec communication flexible (1.53)-(1.56), ve´rifie Xp ↓
p→∞
X∗ ou` X∗ est l’unique solu-
tion du syste`me Λ(X) = 0.
1.3.4 Application a` la re´solution de syste`mes non line´aires
Ramenons nous a` pre´sent a` la classe d’application aborde´e dans la section 1.2.4.
Nous avons affaire a` des syste`mes non-line´aires de la forme :
Λ(X) = A.X + φ(X)− B = 0.
J.C. Miellou, D. El Baz et P. Spite´ri ont montre´ dans [71, 96] que les algorithmes
ite´ratifs asynchrones avec communication flexible applique´s a` ce type de proble`me
convergent, si A est une M-matrice et si φ est un ope´rateur diagonal croissant. La
Λ-sur-application correspond notamment a` k ite´rations de l’algorithme de Newton.
Conside´rons l’exemple 1.1, dans lequel l’e´quation de diffusion non line´aire (1.32)
est discre´tise´e. Le syste`me alge´brique obtenu est de la forme
A.X + φ(X) = B.
On ve´rifie aise´ment que l’application Λ : X 7→ A.X + exp(X) − B est une M-
fonction continue car A est une M-matrice et l’exponentielle est croissante. La sur-
jectivite´ de´coule de la coercivite´ pour l’ordre (de´finition 1.9). Nous sommes dans le
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cadre d’application du the´ore`me 1.3 avec l’algorithme de Newton en tant que Λ-sur-
application du premier type [96]. Si le vecteur initial X0 est tel que A.X0+exp(X0) ≥
B, alors la convergence monotone des algorithmes asynchrones avec communication
flexible est assure´e.
1.4 Communication flexible et contraction
1.4.1 Mode`le mathe´matique
L’e´tude des algorithmes paralle`les asynchrones par une me´thode de contraction
est une approche comple´mentaire a` celle base´e sur l’ordre partiel. Elle permet de
s’affranchir de la contrainte consistant a` choisir une Λ-sur-solution pour initialiser
l’algorithme ite´ratif. Nous pre´sentons ici le mode`le de D. El Baz, A. Frommer et
P. Spite´ri [33].
Dans un contexte analogue a` celui de la section 1.2, pour une strate´gie S et
une suite de retards R donne´es, nous recherchons le point fixe d’une contraction
F : Rn 7→ Rn par l’algorithme ite´ratif asynchrone suivant :
∀i ∈ {1, . . . , β}, xp+1i =
{
xpi si i 6∈ s(p)
Fi(X˜
p) si i ∈ s(p)
ou` X˜p = (x
ρ1(p)
1 , . . . , x
ρi(p)
i , . . . , x
ρβ(p)
β ).
Afin de mode´liser le calcul approche´ de Fi(X˜
p) (cf. section 1.3), nous introduisons
une suite d’applications (Gp)p∈N, dont les composantes sont G
p
i , i = 1, . . . , β. A`
chaque ite´ration, la re´actualisation d’une composante du vecteur ite´re´ s’e´crit :
∀p ∈ N, ∀i ∈ s(p), xp+1i = G
p
i (X˜
p). (1.60)
Ce mode`le d’algorithme paralle`le asynchrone a e´te´ e´tudie´ dans [43] pour la re´solution
de proble`mes line´aires.
La formulation de l’algorithme avec communication flexible doit tenir compte de
la disponibilite´ a` tout moment des valeurs courantes de toutes les composantes du
vecteur ite´re´. Ceci a e´te´ mode´lise´, dans la section 1.3, a` l’aide de l’appartenance des
composantes a` des segments d’ordre. Dans la pre´sente e´tude, c’est l’appartenance a`
des boules emboˆıte´es centre´es en X∗ qui devient la base du mode`le avec communi-
cation flexible.
Hypothe`se 1.2 Il existe une norme uniforme avec poids ‖ . ‖Γ ( cf. e´quation (1.17)),
un vecteur X∗ ∈ Rn et un re´el δ ∈ [0, 1[ tels que :
∀p ∈ N, ∀X ∈ Rn, ‖Gp(X)−X∗‖Γ ≤ δ ‖X −X
∗‖Γ. (1.61)
X∗ est alors le point fixe commun des (Gp)p∈N.
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De´finition 1.17 (Mode`le asynchrone avec communication flexible)
Soient X0 ∈ Rn un vecteur quelconque et (Gp)p∈N une suite d’applications ve´rifiant
l’hypothe`se 1.2. On note alors X∗ le point fixe commun des Gp, p = 0, 1, . . . Soient S
une strate´gie etR une suite de retards. Un algorithme paralle`le asynchrone avec com-
munication flexible construit re´cursivement une suite d’ite´re´s (Xp)p∈N de la manie`re
suivante :
∀p ≥ 0, ∀i ∈ {1, . . . , β}, xp+1i =
{
xpi si i 6∈ s(p)
Gpi (X˜
p) si i ∈ s(p)
. (1.62)
Pour tout p, X˜p ve´rifie la contrainte :
‖X˜p −X∗‖Γ ≤ ‖X
ρ(p) −X∗‖Γ (1.63)
ou` ‖ . ‖Γ est la norme uniforme avec poids intervenant dans l’hypothe`se 1.2.
Interpre´tation du mode`le Le vecteur X˜p repre´sente les valeurs disponibles du
vecteur ite´re´. La contrainte (1.63) combine´e a` l’hypothe`se 1.2 exprime le fait que les
re´actualisations du vecteur ite´re´ peuvent s’effectuer a` l’aide de composantes en cours
de re´alisation et qui ne sont pas ne´cessairement associe´es a` un nume´ro d’ite´ration.
En effet, la proprie´te´ de contraction ve´rifie´e par les applications (Gp)p∈N permet de
ge´ne´rer des ite´re´s appartenant a` des boules emboˆıte´es centre´es en X ∗. Seuls les ite´re´s
les plus re´cents sont pris en compte lors des re´actualisations graˆce a` la contrainte
(1.63), ou` apparaˆıt le retard maximal ρ(p).
1.4.2 Re´sultats de convergence
The´ore`me 1.4 (Convergence par contraction)
Si l’hypothe`se 1.2 est ve´rifie´e, la suite (Xp)p∈N construite par l’algorithme paralle`le
asynchrone avec communication flexible (1.62) converge dans Rn muni de la norme
‖ . ‖Γ vers X
∗, point fixe commun des applications (Gp)p∈N
La preuve de ce the´ore`me est e´tablie dans [33].
La mise en e´vidence d’applications (Gp)p∈N ve´rifiant l’hypothe`se 1.2 est un des
points essentiels aborde´ dans [33]. Inte´ressons nous au cas des algorithmes a` deux
niveaux d’ite´ration, rencontre´s par exemple lorsqu’on re´sout un grand syste`me par
la me´thode de Newton ; le proce´de´ de Newton correspond a` l’ite´ration externe et la
me´thode ite´rative pour re´soudre le syste`me line´aire correspond aux ite´rations internes
[42]. Ce cas de figure peut se formaliser de la manie`re suivante :
Soit Ti,X˜p : R
ν(i) → Rν(i) la fonction d’ite´ration interne associe´e a` la ie`me composante
et au vecteur initial X˜p. L’algorithme ite´ratif s’e´crit :{
yp,0i = x˜
p
i
yp,q+1i = Ti,X˜p(y
p,q
i ), q ≥ 0
. (1.64)
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Lorsque Gpi (X˜
p) est calcule´ a` l’aide de qi(p) ite´rations de l’algorithme (1.64), son
expression est
Gpi (X˜
p) = y
p,qi(p)
i . (1.65)
Compte tenu de ces notations, nous pouvons e´noncer le lemme suivant (cf. [33] pour
la de´monstration) :
Lemme 1.1 Si les hypothe`ses suivantes sont ve´rifie´es,
1. Il existe X∗ ∈ Rn et ζ ∈ [0, 1[ tels que pour tout i ∈ {1, . . . , β}, F ve´rifie
∀X ∈ Rn, |Fi(X)−X
∗|i ≤ ζ |xi − x
∗
i |i. (1.66)
2. Pour tout i ∈ {1, . . . , β} et pour tout X ∈ Rn, il existe ζi,X ∈ [0, 1[ tel que Ti,X
ve´rifie
∀yi ∈ R
ν(i), |Ti,X(yi)− Fi(X)|i ≤ ζi,X |yi − Fi(X)|i. (1.67)
alors pour tout p ∈ N et pour tout i ∈ {1, . . . , β} :
∀X ∈ Rn,
|Gpi (X)−X
∗|i
γi
≤ ((ζi,X)
qi(p)(ζ + 1) + ζ) ‖X −X∗‖Γ. (1.68)
Si la condition suivante
(ζi,X)
qi(p)(ζ + 1) + ζ ≤ δ < 1
est ve´rifie´e, alors l’hypothe`se 1.2 sera satisfaite [33]. Ce lemme met en e´vidence des
contraintes sur l’algorithme ite´ratif interne permettant de garantir la convergence
de l’algorithme asynchrone externe. D’une part, la convergence vers Fi(X) doit eˆtre
ve´rifie´e et d’autre part, le nombre d’ite´rations doit eˆtre suffisant.
1.4.3 Application a` la re´solution de syste`mes line´aires
Afin de comple´ter l’e´tude des algorithmes paralle`les asynchrones avec communi-
cation flexible par une technique de contraction, nous allons pre´senter une condition
ne´cessaire de convergence dans le cas de la re´solution de syste`mes line´aires dans Rn
de la forme :
A.X = B (1.69)
ou` A est une M-matrice [33]. La de´composition de ce syste`me en β blocs s’e´crit :
∀i ∈ {1, . . . , β}, Aii.xi = bi −
∑
j 6=i
Aij.xj. (1.70)
Chaque composante de la fonction F est alors de´finie comme e´tant la solution du
ie`me sous-proble`me :
∀i ∈ {1, . . . , β}, Fi(X˜
p) = A−1ii .(bi −
∑
j 6=i
Aij.x˜
p
j). (1.71)
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Le calcul de Fi(X˜
p) est effectue´ par l’interme´diaire d’une me´thode de relaxation.
Nous conside´rons alors les de´compositions des sous-matrices diagonales de la forme :
∀i ∈ {1, . . . , β}, Aii = Mi −Ni. (1.72)
Dans la suite, seules les de´compositions telles que
∀i ∈ {1, . . . , β}, M−1i ≥ 0 et M
−1
i .Ni ≥ 0 (1.73)
seront conside´re´es. Ces de´compositions sont dites faiblement re´gulie`res [101, 76, 3].
Les algorithmes ite´ratifs classiques tels que Jacobi et Gauss-Seidel posse`dent cette
particularite´. En conservant les notations de (1.64), les ite´rations internes sont alors
de´finies a` l’aide de la fonction Ti,X˜p suivante :
Ti,X˜p(y
p,q
i ) = M
−1
i .(Ni.y
p,q
i + (bi −
∑
j 6=i
Aij.x˜
p
j)). (1.74)
De manie`re analogue a` (1.65), l’approximation de Fi(X˜
p) est note´e :
G
qi(p)
i (X˜
p) = y
p,qi(p)
i . (1.75)
En l’occurrence, Gqi repre´sente q ite´rations de la me´thode ite´rative associe´e a` (1.74).
Proposition 1.6
Si A est une M-matrice dont les de´compositions des sous-matrices diagonales (1.72)
sont faiblement re´gulie`res, alors il existe δ ∈ [0, 1[ tel que pour tout q ≥ 1, les
applications Gq de´finies en (1.75) ve´rifient
∀X ∈ Rn, ‖Gq(X)−X∗‖e ≤ δ ‖X −X
∗‖e (1.76)
ou` e = (1, . . . , 1) et X∗, point fixe commun des Gq, est la solution du syste`me (1.69).
Cette proposition est de´montre´e dans [33]. Elle met en e´vidence une classe d’ite´-
ration interne pour laquelle l’hypothe`se 1.2 est ve´rifie´e si au moins une ite´ration est
effectue´e. La convergence des ite´rations paralle`les asynchrones avec communication
flexible est alors assure´e dans Rn munie de la norme uniforme classique.
Exemple d’application
Exemple 1.2 De manie`re analogue a` l’exemple 1.1, conside´rons une e´quation de
Poisson line´aire sur le domaine Ω = [0, 1]3.{
−∆u = f dans Ω
u/∂Ω = 0
. (1.77)
En discre´tisant (1.77) de la meˆme manie`re que dans le cas non line´aire (voir exemple
1.1), un syste`me line´aire A.X = B est obtenu. L’expression de la matrice A est
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donne´e par (1.34), (1.35) et (1.36). Nous conside´rons une de´composition par blocs
du syste`me, similaire a` la de´composition (1.37) :
1
h2
T.xi = bi −
1
h2
(−xi−ν − xi−1 − xi+1 − xi+ν). (1.78)
Afin de produire un exemple simple d’application de la proposition 1.6, nous
allons re´soudre (1.78) par l’algorithme de Jacobi2. En l’occurrence, la sous-matrice
T se de´compose sous la forme T = D − N ou` D est la diagonale de T . Cette
de´composition est, de manie`re e´vidente, faiblement re´gulie`re. Puisque A est une
M-matrice, les hypothe`ses de la proposition 1.6 sont ve´rifie´es. Par conse´quent le
the´ore`me 1.4 est applicable. La re´solution de (1.78) par l’algorithme de Gauss-Seidel
conduit a` un re´sultat analogue.
1.5 Lien avec la me´thode de Schwarz
1.5.1 Rappels sur la me´thode de Schwarz
Soit Ω un domaine tridimensionnel de R3. Conside´rons sa de´composition en β
sous-domaines non vides, note´s (Ωi)1≤i≤β, tels que :
∀i ∈ {1, . . . , β}, Ωi ⊂ Ω (1.79)⋃β
i=1 Ωi = Ω. (1.80)
Notons adj(i) l’ensemble des sous-domaines adjacents a` Ωi, de´fini comme suit :
adj(i) = {j | j 6= i et Ωi ∩ Ωj 6= ∅}. (1.81)
Soient (Γi)1≤i≤β les restrictions des frontie`res de Ω a` celles des sous-domaines Ωi
∀i ∈ {1, . . . , β}, Γi = ∂Ωi ∩ ∂Ω. (1.82)
Quant aux frontie`res entre Ωi et ses sous-domaines adjacents, elles sont note´es :
γji = ∂Ωi ∩ Ωj, j ∈ adj(i). (1.83)
Compte tenu de ces notations, nous allons pre´senter la me´thode de Schwarz a` l’aide
d’un exemple.
Nous conside´rons une e´quation de Poisson sur un domaine tridimensionnel (Ω ⊂
R
3) avec des conditions aux limites de Dirichlet :{
−∆u = f dans Ω
u/∂Ω = 0
. (1.84)
2En pratique, la variante du pivot de Gauss pour les syste`mes line´aires tri-diagonaux convient
mieux.
41
La me´thode de Schwarz est un algorithme ite´ratif. Chaque ite´ration consiste a` re´sou-
dre β sous-proble`mes, de la meˆme forme que le proble`me initial (1.84), de´finis sur les
sous-domaines (Ωi)1≤i≤β. Les conditions aux limites des sous-proble`mes de´coulent de
la de´composition en sous-domaines. Soient
(f1, . . . , fi, . . . , fβ)
les restrictions du second membre sur chacun des sous-domaines (f/Ωi). La suite de
vecteurs ite´re´s engendre´e par l’algorithme de Schwarz est note´e
(up1, . . . , u
p
i , . . . , u
p
β)p∈N
ou` upi est une fonction de´finie sur Ωi. Chaque ite´ration est de´finie comme suit :
∀p ∈ N, ∀i ∈ {1, . . . , β},


−∆up+1i = fi dans Ωi
up+1i/Γi = 0
up+1
i/γji
= up
j/γji
, pour tout j ∈ adj(i)
. (1.85)
La me´thode de Schwarz est bien adapte´e au paralle´lisme [56]. Chaque sous-
proble`me associe´ a` une ite´ration de l’algorithme est re´solu inde´pendamment des
autres. L’introduction du paralle´lisme asynchrone dans cet algorithme est technique-
ment tre`s simple. Re´-e´crivons (1.85) en y incorporant une strate´gie S et d’une suite
de retards R :
∀p ∈ N,


i ∈ s(p) =⇒


−∆up+1i = fi dans Ωi
up+1i/Γi = 0
up+1
i/γji
= u˜p
j/γji
, pour tout j ∈ adj(i)
i 6∈ s(p) =⇒ up+1i = u
p
i
(1.86)
ou` ∀j ∈ adj(i), u˜pj est une application de´finie sur Ωj dont l’expression de´pend de
ρj(p) et du type d’algorithme asynchrone choisi :
1. u˜pj = u
ρj(p)
j dans le cas des algorithmes asynchrones classiques (de´finition 1.3),
2. u˜pj ∈ [u
p
j , min(u
ρj(p)
j , u˜
q
j)] ou` q = max K
p
i dans le cas des algorithmes asyn-
chrones avec communication flexible et convergence monotone (de´finition 1.13),
3. u˜pj est tel que
|u˜pj−u
∗
j |j
λj
≤ max
1≤i≤β
|u
ρi(p)
i −u
∗
i |i
λi
dans le cas des algorithmes asynchrones
avec communication flexible et convergence par contraction (de´finition 1.17).
Enfin, la notion d’ope´rateur approche´ propre aux algorithmes avec communication
flexible, intervient lorsque les sous-proble`mes −∆up+1i = fi sont re´solus par des
me´thodes ite´ratives.
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1.5.2 Application des algorithmes paralle`les asynchrones
Il faut a` pre´sent e´tablir un lien entre la me´thode de Schwarz asynchrone (1.86)
et les mode`les d’algorithmes paralle`les asynchrones. La discre´tisation des β sous-
proble`mes de l’algorithme de Schwarz classique (1.85) conduit a` la re´solution de
syste`mes alge´briques couple´s. Dans le but d’appliquer les crite`res de convergence, il
est ne´cessaire de transformer les matrices de manie`re a` former un syste`me augmente´
Aˆ.Xˆ = Bˆ (1.87)
L’e´criture explicite du syste`me augmente´ est techniquement difficile dans le cas tri-
dimensionnel. Nous nous contentons ici d’en donner les principes.
1. Pour les points inte´rieurs de Ωi, l’e´quation −∆u
p+1
i = fi discre´tise´e conduit a`
A0i .xˆ
p+1
i = b
0
i . A` ce stade, les parame`tres concernant les conditions aux limites
et le couplage avec les sous-domaines adjacents sont absents du syste`me.
2. Les conditions aux limites sur Γi sont exprime´es en comple´tant le second
membre b0i . Les coefficients correspondants aux points de discre´tisation ap-
partenant a` Γi prennent les valeurs de´finies par la condition de Dirichlet. Les
lignes de la matrice A0i associe´es a` ces coefficients valent 1 sur la diagonale, 0
ailleurs. A1i et b
1
i sont ainsi obtenus.
3. Le couplage avec les sous-domaines adjacents est effectue´ en 2 e´tapes. Consi-
de´rons les points de discre´tisation situe´s sur
⋃
j∈adj(i) γ
j
i .
(a) A1i et b
1
i subissent une premie`re transformation, analogue a` la pre´ce´dente.
Au niveau des points conside´re´s, b1i rec¸oit la valeur 0. Le traitement de
la matrice reste le meˆme. A ce stade, nous obtenons les sous-matrices
diagonales Aˆii et les blocs bˆi du second membre du syste`me augmente´.
(b) Il reste a` de´finir les blocs hors-diagonaux Aˆij. Ces blocs permettent de
coupler les composantes i et j du vecteur ite´re´. Soit j 6= i.
i. Si j 6∈ adj(i), alors le bloc Aˆij est nul.
ii. Dans le cas ou` j ∈ adj(i), conside´rons les points de discre´tisation
associe´s a` γji . La mise en relation des points de γ
j
i ⊂ Ωi avec leurs
analogues dans Ωj consiste alors a` positionner les coefficients ade´quats
de Aˆij a` −1 ; les autres coefficients e´tant nuls.
Ce proce´de´ permet de reformuler la me´thode de Schwarz (1.85) comme la re´solution
d’un syste`me alge´brique a` l’aide d’un algorithme ite´ratif par blocs :
∀p ∈ N, ∀i ∈ {1, . . . , β}, Aˆii.xˆ
p+1
i = bˆi −
∑
j 6=i
Aˆij.xˆ
p
j . (1.88)
L’analyse de la convergence de l’algorithme de Schwarz paralle`le asynchrone, avec
ou sans communication flexible, peut alors se ramener a` l’e´tude de la re´solution par
blocs du syste`me augmente´ (1.88) par les ite´rations paralle`les asynchrones.
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D’apre`s [39], si la matrice de discre´tisation du proble`me initial est une M-matrice,
alors la matrice Aˆ re´sultant du proce´de´ d’augmentation de la me´thode de Schwarz
reste une M-matrice.
De plus, en pre´sence d’une perturbation par un ope´rateur diagonal croissant
(e´quation (1.32) par exemple), la raisonnement pre´ce´dent permet d’aboutir a` un
syste`me alge´brique augmente´ ou` intervient une M-fonction, somme d’une M-matrice
et d’une application diagonale croissante. Dans ces conditions, les re´sultats de conver-
gence en ordre partiel (voir section 1.3.3) s’appliquent.
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Chapitre 2
Mise en œuvre des algorithmes
paralle`les asynchrones
2.1 Introduction
Les premie`res imple´mentations des algorithmes paralle`les asynchrones ont e´te´
re´alise´es de`s 1967 par J.L. Rosenfeld [83] qui s’est inte´resse´ a` la simulation d’exe´-
cution de code en paralle`le. Notons que ces simulations ont e´te´ re´alise´es avant la
premie`re analyse de convergence e´tablie en 1969 [21]. Suite aux analyses de conver-
gence dans le cas non line´aire [28, 67, 82], G. Baudet a effectue´ la premie`re e´tude
de performance sur calculateur paralle`le [10]. Notamment, une comparaison entre les
performances des me´thodes ite´ratives synchrones et asynchrones a mis en e´vidence les
avantages de l’asynchronisme. A` partir de 1980, des simulations d’exe´cution de code
en paralle`le ont e´te´ re´alise´es par J. Julliand, G.R. Perrin et P. Spite´ri [61, 87]
pour simuler le comportement des ite´rations paralle`les synchrones et asynchrones sur
divers types d’architecture.
Par la suite, de nombreuses e´tudes ont permis de confirmer les gains de perfor-
mance obtenus sur calculateur paralle`le graˆce a` l’asynchronisme, pour la re´solution
de proble`mes mathe´matiques tre`s varie´s :
– les chaˆınes de Markov [13, 30],
– le proble`me de l’obstacle [12, 95],
– la programmation dynamique [100],
– les proble`mes d’optimisation et de flot [18, 29, 34],
– les e´quations aux de´rive´es partielles [48, 50, 51, 53],
– les proble`mes de commande optimale [59].
Malgre´ l’e´volution des architectures paralle`les et des me´thodes d’imple´mentation des
algorithmes paralle`les, l’inte´reˆt des algorithmes asynchrones a toujours e´te´ valide´ par
des re´sultats expe´rimentaux.
Le travail d’imple´mentation re´alise´ dans le cadre de cette e´tude s’inscrit dans
la continuite´ de la the`se de R. Guivarch [51], dans la mesure ou` des domaines
45
tridimensionnels sont conside´re´s. Au cours de ce chapitre, nous nous inte´resserons a`
la mise en œuvre se´quentielle, synchrone et asynchrone de l’algorithme de Schwarz
de´crit dans la section 1.5. En particulier, nous mettrons l’accent sur l’imple´mentation
du concept de communication flexible [71, 33].
Les algorithmes ont e´te´ imple´mente´s dans l’optique de re´soudre des e´quations
aux de´rive´es partielles dans des domaines tridimensionnels. Les architectures cibles
sont des calculateurs paralle`les a` me´moire distribue´e. Les algorithmes paralle`les ont
e´te´ imple´mente´s a` l’aide d’une bibliothe`que standard d’e´change de message : MPI
[63, 64]. L’e´tude de performance dans le cas tridimensionnel a pour objectif de vali-
der le gain de performance obtenu graˆce a` l’asynchronisme, dans un contexte ou` le
surcouˆt engendre´ par les communications est plus important que dans les cas uni-
dimensionnels et bidimensionnels. Nous serons confronte´s a` certaines difficulte´s, en
particulier :
– l’augmentation de la taille des messages,
– les complications de nature ge´ome´trique qui affectent la structure des messages.
Ce chapitre s’organise de la manie`re suivante. Nous pre´senterons dans un premier
temps les concepts e´le´mentaires sur les calculateurs et les programmes paralle`les.
Puis nous pre´senterons l’imple´mentation des algorithmes de Schwarz paralle`les asyn-
chrones classiques (cf. section 1.2) avant d’e´tudier celle des me´thodes de Schwarz avec
communication flexible. Quelques difficulte´s algorithmiques lie´es a` l’imple´mentation
de ces me´thodes seront souleve´es. Pour finir, des re´sultats expe´rimentaux seront
donne´s afin de comparer et d’analyser les performances des algorithmes synchrones
et asynchrones dans le cadre de proble`mes classiques.
2.2 Programmation sur calculateur paralle`le
2.2.1 Notions sur les architectures paralle`les
Les architectures les plus simples de calculateurs paralle`les peuvent eˆtre classe´es
dans les cate´gories suivantes.
1. Les processeurs vectoriels, qui sont conc¸us pour exe´cuter simultane´ment la
meˆme instruction sur plusieurs donne´es.
2. Les architectures SMP (Symmetrical MultiProcessing), qui sont forme´s de plu-
sieurs processeurs identiques fonctionnant en paralle`le et travaillant avec le
meˆme espace me´moire.
3. Les architectures AMP (Asymmetrical MultiProcessing), qui sont forme´s de
processeurs de natures diffe´rentes fonctionnant en paralle`le et travaillant avec
le meˆme espace me´moire. Chaque processeur est de´die´ a` la re´alisation d’une
taˆche spe´cifique.
4. Les clusters, qui sont forme´s de calculateurs inde´pendants interconnecte´s par
un re´seau de communication. Ils ne partagent donc pas de me´moire commune.
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Chaque calculateur faisant partie du cluster est appele´ un nœud. Les nœuds
d’un cluster sont inde´pendants au sens ou` chaque nœud est un calculateur a`
part entie`re, capable de fonctionner de fac¸on autonome.
Notons que sur les architectures SMP et AMP, le noyau du syste`me d’exploitation
supervise l’ensemble des processeurs. Tandis que sur un cluster, la supervision de
l’ensemble des nœud est prise en charge par des applications re´parties.
Exemples d’architectures paralle`les
La diffe´rence principale entre les processeurs vectoriels et les processeurs clas-
siques (dits scalaires) re´side dans la conception des pipelines. Plusieurs pipelines
sont de´die´s a` chaque instruction vectorielle, de sorte qu’une ope´ration sur un ta-
bleau puisse eˆtre de´coupe´e en plusieurs ope´rations simultane´es sur des sous-tableaux.
Chaque sous-tableau est traite´ par un pipeline. Par conse´quent, la seconde diffe´rence
par rapport aux processeurs scalaires re´side dans la bande passante entre la me´moire
et le processeur, qui doit eˆtre adapte´e a` la puissance creˆte, de manie`re a` pouvoir
fournir suffisamment de donne´es au processeur. Par exemple, la bande passante entre
processeur et me´moire des calculateurs NEC SX5 est de 64 Go/s, compte tenu du
fait que chaque pipeline associe´ a` une instruction vectorielle existe en 16 exemplaires.
Les processeurs scalaires actuels atteignent une dizaine de Go/s. Notons que le cal-
culateur cite´ ci-dessus est une machine de type SMP forme´ de processeurs vectoriels.
Un processeur multicore, qui re´sulte de l’association de plusieurs processeurs
posse´dant leur propre me´moire cache sur un seul circuit inte´gre´, fait partie des ar-
chitectures SMP. Les processeurs qui sont associe´s partagent la me´moire centrale et
e´ventuellement une partie de la me´moire cache. Actuellement, peu de fabriquants
produisent des processeurs multicore posse´dant plus de 2 processeurs (appele´s dual-
core) et aucun processeur multicore posse´dant plus de 4 processeurs existe sur le
marche´.
Les calculateurs posse´dant plusieurs processeurs connecte´s a` une unique carte
me`re sont des machines de type SMP. Les processeurs acce`dent tous a` la meˆme
me´moire. Ce type d’architecture permet d’agre´ger plus facilement un nombre e´leve´
de processeurs par rapport a` une architecture multicore. Toutefois, ce nombre est
limite´ par des contraintes mate´rielles. En effet, en ce qui concerne les acce`s me´moire,
la bande passante est partage´e par tous les processeurs. Plus ces derniers seront
nombreux, plus les transferts de donne´e entre la me´moire centrale et les me´moires
caches des processeurs seront lents. A` titre indicatif, un SGI Altix 3700 Bx peut
contenir jusqu’a` 256 processeurs.
Le Cray T3E1 posse`de une architecture mieux adapte´e au paralle´lisme de masse
(plus de 1000 processeurs) que la pre´ce´dente. C’est un assemblage de processeurs
connecte´s par un re´seau. Ce n’est toutefois pas un cluster car chaque nœud ne contient
1Ce mode`le est en train de disparaˆıtre.
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qu’un processeur, une me´moire et une interface re´seau. De plus, seuls quelques pro-
cesseurs sont de´die´s a` l’exe´cution du syste`me d’exploitation. Les nœuds ne sont donc
pas inde´pendants.
Un exemple simple de calculateur AMP : le PC multime´dia qui posse`de en plus du
processeur central, une carte graphique et une carte son, ayant chacune un processeur
spe´cialise´.
Un ensemble de stations de travail connecte´es en re´seau local et posse´dant les
logiciels et les bibliothe`ques permettant d’exe´cuter des codes paralle`les est un cluster.
Remarque 2.1 Les expe´rimentations qui ont e´te´ mene´es dans le cadre de cette e´tude
sont effectue´es sur un IBM Power 4 p690+. Cette architecture est relativement com-
plexe car elle re´sulte d’un couplage entre les diffe´rentes techniques e´voque´es jusqu’ici.
Nous renvoyons a` la page 75 pour sa description.
2.2.2 Bases de la programmation d’algorithmes paralle`les
La paralle´lisation consiste a` de´composer un proble`me en sous-proble`mes qui se-
ront re´solus en paralle`le. Chaque sous-proble`me est affecte´ a` un ou plusieurs pro-
cesseurs. La vectorisation d’un programme (l’adaptation d’un programme se´quentiel
pour exploiter un processeur vectoriel) ne rentre pas dans le cadre de cet expose´.
On distingue de manie`re ge´ne´rale 2 me´thodes de de´composition :
1. la de´composition de domaine qui consiste a` de´composer les donne´es en plusieurs
parties ;
2. la de´composition des taˆches qui consiste a` de´composer le proble`me global en
plusieurs taˆches.
Les 2 me´thodes peuvent eˆtre combine´es dans le but d’extraire le maximum de pa-
ralle´lisme. On peut par exemple de´composer un programme se´quentiel en taˆches
dont les donne´es sont e´galement de´compose´es en plusieurs parties. Chaque taˆche est
donc destine´e a` eˆtre exe´cute´e sur un calculateur paralle`le et les taˆches inde´pendantes
seront e´galement exe´cute´es en paralle`le.
La programmation des algorithmes paralle`les est aborde´e a` l’aide de mode`les de
programmation. Les 3 mode`les classiques de programmation paralle`le sont fonde´s sur
les modalite´s d’acce`s aux donne´es des autres processeurs.
1. Le mode`le a` me´moire partage´e : les processeurs n’ont pas besoin de communi-
quer explicitement pour s’e´changer des donne´es puisqu’ils ont tous acce`s direc-
tement a` une me´moire commune.
2. Le mode`le par e´change de message : chaque processeur travaille avec une
me´moire locale prive´e. Par conse´quent, des e´changes de message sont ne´ces-
saires pour acce´der a` des donne´es distantes. Lors d’un e´change de message
entre 2 processeurs, ces derniers doivent respectivement faire appel a` des fonc-
tions d’envoi et de re´ception de donne´e. Autrement dit, les e´changes de donne´e
sont bilate´raux.
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3. Le mode`le a` me´moire virtuellement partage´e : la me´moire, bien que physi-
quement distribue´e, est conside´re´e comme partage´e. La lecture et l’e´criture de
donne´e dans une me´moire distante se fait par l’interme´diaire de sous-program-
mes de´die´s qui masquent les e´changes de message. Contrairement au mode`le
pre´ce´dent, les e´changes sont unilate´raux.
Les mode`les a` me´moire partage´e et virtuellement partage´e exigent de la part du
programmeur la mise en œuvre de synchronisations entre les processeurs, afin de ga-
rantir la validite´ des donne´es lues ou e´crites. Dans le mode`le par e´change de message,
les processeurs se synchronisent lorsqu’ils attendent la re´ception d’un message.
2.2.3 Concepts de base associe´s a` MPI
MPI [63] (Message-Passing Interface) est une bibliothe`que standardise´e, de´die´e
a` la mise en œuvre d’applications paralle`les reposant sur le mode`le par e´change de
message. Le standard de´finit uniquement la syntaxe et la se´mantique, dans les lan-
gages Fortran et C, de fonctions permettant d’exploiter divers types d’architectures
paralle`les. Les imple´mentations du standard sont re´alise´es par les constructeurs de
supercalculateur ou fournis par des contributeurs inde´pendants dans le cas des clus-
ters de stations de travail (MPICH, LAM). L’avantage majeur du standard MPI est
la portabilite´ car les spe´cifications des fonctions sont inde´pendantes des architectures.
Il est devenu incontournable car il est imple´mente´ sur tous les supercalculateurs ac-
tuels. Cependant, MPI ne prend pas en compte la gestion dynamique des taˆches.
Le nombre de processeurs utilise´s, de´fini au lancement du programme, ne peut eˆtre
modifie´ pendant l’exe´cution.
Le standard MPI a e´te´ e´tendu (MPI-2 [64]) de manie`re a` prendre en compte le
mode`le a` me´moire virtuellement partage´e et la cre´ation dynamique de taˆches. De
plus, les fonctions de la bibliothe`que sont disponibles en C++. Cependant, cette
extension n’a pas e´te´ largement imple´mente´e par les constructeurs.
Voici les notions ne´cessaires a` l’imple´mentation des ite´rations paralle`les syn-
chrones et asynchrones.
Processeurs et me´moires
Un processus est un ensemble de ressources informatiques comprenant un pro-
gramme a` exe´cuter, une unite´ de calcul et une me´moire pour les donne´es de travail.
Cette notion permet de repre´senter un processeur posse´dant une me´moire prive´e.
Dans la suite, nous emploierons le terme “processus”, plus ade´quat que le terme
processeur.
Remarque 2.2 De manie`re ge´ne´rale, l’unite´ de calcul d’un processus n’est pas
ne´cessairement un processeur unique. Un programme de´compose´ en taˆches qui sont
exe´cute´es en paralle`le par plusieurs processeurs partageant une me´moire commune
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est aussi un processus. Le paralle´lisme au sein du processus est associe´ a` la notion de
processus le´ger (thread). Ces derniers acce`dent directement a` la me´moire associe´e au
processus dont ils font partie. La notion de processus le´ger n’existe pas dans MPI.
L’exe´cution d’un algorithme paralle`le imple´mente´ avec MPI correspond a` l’exe´cu-
tion d’un ensemble de processus ayant en commun un programme se´quentiel unique
et communiquant a` l’aide des fonctions de la bibliothe`que MPI.
Le standard MPI offre la possibilite´ aux processus d’une application d’e´changer
des messages dans plusieurs contextes de communication inde´pendants, appele´s com-
municateurs. Chaque communicateur est associe´ a` un sous-ensemble de processus.
Les processus sont toujours identifie´s par des entiers naturels allant de 0 a` n− 1, n
e´tant le nombre de processus appartenant au communicateur. Toute application MPI
posse`de un communicateur par de´faut associe´ a` l’ensemble de tous les processus. Ces
concepts ont pour but de fournir des structures de donne´e standards facilitant la
re´utilisation de codes paralle`les.
Communications
Le standard MPI de´finit deux types de communications entre processus : les com-
munications point a` point (entre deux processus) et les communications collectives
(entre tous les processus d’un communicateur).
Les deux ope´rations fondamentales des communications point a` point sont l’envoi
et la re´ception d’un message. Le standard MPI de´finit de nombreuses me´thodes pour
re´aliser ces ope´rations. Nous nous contenterons de de´velopper les concepts qui seront
mis en œuvre par la suite. Les e´changes de message sont effectue´s a` travers des canaux
de communication unidirectionnels. Les parame`tres tels que la source, la destination
et la taille du message sont fixe´s lors de l’initialisation :
– le processus e´metteur fixe la destination, l’emplacement en me´moire ou` le mes-
sage a` envoyer est range´ et la taille du message,
– le processus re´cepteur fixe la source, l’emplacement en me´moire ou` le message
rec¸u sera range´ et la taille de l’emplacement.
Un processus peut alors soumettre des requeˆtes d’e´mission ou de re´ception de message
a` ses canaux de communication.
Une fois le canal de communication e´tabli, un e´change de message est effectue´
selon le protocole suivant :
point de vue de e´metteur
1. le processus soumet sa requeˆte d’e´mission qui se termine lorsque le pro-
cessus re´cepteur a soumis la requeˆte de re´ception associe´e au canal,
2. le processus attend la fin de sa requeˆte et lorsque la requeˆte d’e´mission
est termine´e, l’e´change de message ne l’est pas a priori ;
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point de vue du re´cepteur
1. le processus soumet sa requeˆte de re´ception qui se termine lorsque le mes-
sage envoye´ par le processus e´metteur est rec¸u dans sa totalite´,
2. le processus attend la fin de sa requeˆte et la terminaison de la requeˆte de
re´ception co¨ıncide avec celle de l’e´change de message.
L’attente de la terminaison d’une requeˆte est une ope´ration pendant laquelle le pro-
cessus est inactif. On parle alors d’envois et de re´ceptions bloquants. A` la fin de la
requeˆte, ce canal est re´utilise´ pour transmettre a` nouveau des messages.
D’autre part, le standard MPI a de´fini des envois et des re´ceptions non-bloquantes
ou` un test de la terminaison des requeˆtes se substitue a` l’attente. La terminaison de
la requeˆte est teste´e a` l’aide de fonctions de la bibliothe`que.
Enfin, lorsque le canal n’est plus utilise´, le programmeur doit libe´rer les ressources
me´moire et syste`me acquises par les requeˆtes de communication.
Quant aux communications collectives, elles permettent d’imple´menter des ope´-
rations telles que :
– la diffusion d’un message vers tous les processus,
– la collecte des messages de la part de tous les processus,
– les ope´rations arithme´tiques et logiques ou` chaque processus posse`de une partie
des arguments.
Les processus implique´s font partie du meˆme contexte de communication. Les com-
munications collectives sont toujours bloquantes.
2.3 L’algorithme de Schwarz asynchrone
La paralle´lisation de l’algorithme de Schwarz correspond a` une me´thode de de´-
composition de domaine avec recouvrement. Les de´finitions des ite´rations paralle`les
(cf. chapitre 1) font appel a` la notion d’espace produit (cf. les e´quations (1.1) et
(1.38)), qui mode´lise la re´partition des donne´es du proble`me a` re´soudre. Dans le
cadre de la re´solution d’un syste`me line´aire, la de´composition des donne´es concerne
la matrice, le second membre et le vecteur solution.
L’utilisation de MPI est un bon compromis pour imple´menter l’algorithme de
Schwarz car le paralle´lisme ne concerne que les donne´es. Bien que l’asynchronisme
s’exprime plus naturellement par le mode`le a` me´moire virtuellement partage´e, nous
avons pre´fe´re´ imple´menter les algorithme a` l’aide des e´changes de message en raison
de l’absence d’un standard largement re´pandu garantissant la scalabilite´ et la por-
tabilite´. Nous renvoyons a` [59] pour des imple´mentations des ite´rations asynchrones
exploitant la me´moire partage´e ou virtuellement partage´e utilisant les threads POSIX
et SHMEM.
Nous conside´rons le syste`me line´aire suivant :
A.X = B (2.1)
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issu de la discre´tisation d’un proble`me aux limites line´aire de´fini sur un domaine
tridimensionnel.
Remarque 2.3 L’expose´ qui suit s’applique aussi aux proble`mes line´aires perturbe´s
par une application diagonale croissante. En effet, chaque ite´ration de l’algorithme
de Newton consiste a` re´soudre un syste`me line´aire [49, 50, 96].
L’utilisation de la me´thode de Schwarz synchrone et asynchrone consiste a` ap-
pliquer le proce´de´ d’augmentation de´crit dans la section 1.5, puis a` effectuer des
ite´rations. Nous adopterons les notations du chapitre 1, en particulier celles des sec-
tions 1.2 et 1.5. Ce proce´de´ correspond a` la proce´dure suivante :
1. re´partir la matrice de discre´tisation A et le second membre B de l’e´quation (2.1)
sur β processus en prenant en compte le recouvrement entre les sous-domaines,
2. comple´ter Aˆii et bˆi au niveau des frontie`res introduites par le de´coupage.
La matrice Aˆ et le second membre Bˆ issus du proce´de´ d’augmentation mode´lisent la
re´partition des donne´es.
A; B
↙ ↓ ↘
Aˆ11; bˆ1 · · · Aˆββ; bˆβ
Chaque bloc hors-diagonal Aˆij (i 6= j) de la matrice augmente´e mode´lise un e´change
de message entre le ie`me et le j e`me processus ; Aˆij de´termine les composantes du
vecteur xˆj intervenant dans le calcul des ite´re´s du i
e`me processus.
2.3.1 Les ite´rations asynchrones classiques
Nous nous inte´resserons dans un premier temps a` l’imple´mentation des ite´rations
paralle`les synchrones et asynchrones classiques. L’inte´reˆt de l’algorithme classique
re´side dans la simplicite´ de sa formulation. Nous pouvons ainsi nous concentrer sur
l’imple´mentation d’un algorithme relativement simple avant d’y greffer le concept de
communication flexible.
Conside´rons le de´coupage d’un domaine Ω inclus dans R3 en β sous-domaines
non vides qui respectent les contraintes (1.79) et (1.80) de la me´thode de Schwarz.
Les ite´rations asynchrones classiques s’e´crivent sous la forme :
∀p ∈ N, ∀i ∈ s(p), xˆp+1i = Aˆ
−1
ii .(bˆi −
∑
j 6=i
Aˆij.˜ˆxj) (2.2)
ou` Aˆ.Xˆ = Bˆ est le syste`me alge´brique augmente´ et ˜ˆxj repre´sente la composante
envoye´e par le processus j au processus i.
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Le membre de droite de l’e´quation (2.2), correspondant au calcul d’un ite´re´ par
le ie`me processus, s’interpre`te de la manie`re suivante :
Aˆ−1ii .︸︷︷︸
calculs
(bˆi + −
∑
j 6=i
Aˆij.˜ˆxj︸ ︷︷ ︸
e´changes de message
). (2.3)
D’apre`s le proce´de´ d’augmentation donne´ a` la section 1.5, chaque vecteur −Aˆij.˜ˆxj
correspond aux valeurs du vecteur ite´re´ e´change´es entre les processus i et j. Sachant
que Aˆij est une matrice creuse dont les coefficients non nuls valent −1, le proces-
sus j n’a pas besoin d’envoyer la totalite´ de ˜ˆxj. Autrement dit, seuls les points de
discre´tisation appartenant a` ∂Ωi∩Ωj sont envoye´s au processus i de manie`re a` re´duire
la quantite´ de donne´es a` e´changer. Dans la suite, nous emploierons le terme “frontie`re
de recouvrement de Ωi sur Ωj” pour de´signer l’intersection de la frontie`re de Ωi et
du sous-domaine adjacent Ωj (∂Ωi ∩ Ωj).
La figure 2.1 de´crit l’algorithme paralle`le de Schwarz synchrone. Notons que les
e´changes de message et les calculs se recouvrent dans le but de re´duire les temps
d’attente. La re´ception des messages qui seront exploite´s pour l’ite´ration suivante
commence le plus toˆt possible. L’attente de la fin de la re´ception des messages rend
le processus inactif. Cette ope´ration doit alors commencer le plus tard possible. En ce
qui concerne les envois, le raisonnement est le meˆme. Chaque canal de communication
est de´die´ a` un message.
Quant a` la figure 2.2, elle de´crit l’algorithme paralle`le de Schwarz asynchrone
classique (˜ˆxj = xˆ
ρj(p)
j ). La diffe´rence principale entre la version synchrone et asyn-
chrone re´side dans les e´changes de message. La suppression des temps d’inactivite´ des
processus consiste a` utiliser des tests de terminaison non bloquants pour les requeˆtes
de communication. Les messages ne sont pas tous ne´cessairement rec¸us lorsque les
calculs sont sur le point de commencer. De meˆme, si l’envoi du message pre´ce´dent
n’est pas termine´, une autre tentative d’envoi sera faite lors de l’ite´ration suivante.
Ces ope´rations de communication asynchrones sont donc a` l’origine des retards sur
les composantes mode´lise´s par la the´orie (cf. e´quations (1.7) a` (1.9)).
La seconde diffe´rence re´side dans le test de convergence global que nous pre´fe´rons
traiter ulte´rieurement dans la section 2.5 afin de simplifier l’expose´. En effet, la
mise en œuvre de la proce´dure d’arreˆt implique des changements majeurs dans les
structures de controˆle de l’algorithme asynchrone pre´sente´ a` la figure 2.2.
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• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
E´tablir des canaux de communication avec les processus
qui prennent en charge les sous-domaines adjacents a` Ωi
Soumettre les requeˆtes de re´ception
tant que convergence globale non de´tecte´e
Attendre la re´ception des messages associe´s a` (˜ˆxj)j∈adj(i)
contenant les valeurs de Xˆ correspondant
aux frontie`res de recouvrement de Ωi
sur les sous-domaines adjacents
Soumettre les requeˆtes de re´ception pour l’ite´ration suivante
Re´soudre Aˆii.xˆ
p+1
i = bˆi −
∑
j 6=i Aˆij.xˆ
p
j
Attendre la fin des envois pre´ce´dents
Soumettre les requeˆtes d’envoi des messages contenant
les valeurs de xˆi correspondant
aux frontie`res de recouvrement
des sous-domaines adjacents a` Ωi
fin
Libe´rer les ressources acquises
Fig. 2.1 – Algorithme de Schwarz synchrone
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• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
E´tablir des canaux de communication avec les processus
qui prennent en charge les sous-domaines adjacents a` Ωi
Soumettre les requeˆtes de re´ception
tant que convergence globale non de´tecte´e
Tester la re´ception des messages associe´s a` (˜ˆxj)j∈adj(i)
contenant les valeurs de Xˆ correspondant
aux frontie`res de recouvrement de Ωi
sur les sous-domaines adjacents
pour toutes les requeˆtes de re´ception termine´es
Soumettre les requeˆtes de re´ception pour l’ite´ration suivante
fin
Re´soudre Aˆii.xˆ
p+1
i = bˆi −
∑
j 6=i Aˆij.
˜ˆxj
Tester la fin des envois pre´ce´dents
pour toutes les requeˆtes d’envoi termine´es
Soumettre les requeˆtes d’envoi des messages contenant
les valeurs de xˆi correspondant
aux frontie`res de recouvrement
des sous-domaines adjacents a` Ωi
fin
fin
Libe´rer les ressources acquises
Fig. 2.2 – Algorithme de Schwarz asynchrone classique
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2.3.2 Les e´changes de message
Contenu des messages
Le premier proble`me algorithmique a` re´soudre est la construction des messages
contenant les valeurs du vecteur ite´re´ correspondant aux frontie`res de recouvrement
entre les sous-domaines voisins. Il est ne´cessaire de mettre en place des structures de
donne´e qui de´crivent les sous-domaines. Chaque message est un vecteur creux dont
la structure de´pend de parame`tres tels que :
– la ge´ome´trie des sous-domaines,
– la matrice de discre´tisation.
Par exemple, si un sous-domaine Ωi est repre´sente´ par un ensemble de nume´ros
de lignes Li, la structure des messages rec¸us par le i
e`me processus est de´duite en
analysant chaque ligne de la matrice de discre´tisation dont le nume´ro appartient a`
Li.
Dans le cas ou` le domaine Ω ainsi que les sous-domaines (Ωi)1≤i≤β sont pa-
ralle´le´pipe´diques, et lorsque la matrice de discre´tisation du proble`me tridimensionnel
est heptadiagonale (c’est le cas avec la me´thode des diffe´rences finies a` 7 points ou
avec les volumes finis), il est possible de de´finir la structure des messages a` partir
de conside´rations ge´ome´triques. Ce cas est illustre´ dans la figure 2.3. Le principe de
l’imple´mentation repose sur une repre´sentation des ensembles de nume´ros de lignes
sous la forme suivante :
{(i, j, k) ∈ N3 | i1 ≤ i ≤ i2, j1 ≤ j ≤ j2, k1 ≤ k ≤ k2}
avec i1 ≤ i2, j1 ≤ j2 et k1 ≤ k2. Les nume´ros de lignes sont remplace´s par des coor-
donne´es carte´siennes entie`res qui sont en ade´quation avec le maillage. Les nombres
i1, i2, j1, j2, k1, k2 caracte´risent les frontie`res du domaine discret. La manipulation des
sous-domaines et des frontie`res est facilite´e, car il suffit de stocker ces nombres en
me´moire. L’erreur d’imple´mentation a` ne pas commettre est de stocker les vecteurs
dans des tableaux tridimensionnels car les vecteurs ne seraient plus ne´cessairement
stocke´s en me´moire de fac¸on contigue¨.
Mise en œuvre des e´changes
La mise en œuvre des canaux de communication avec MPI est re´alise´e en manipu-
lant les requeˆtes persistantes de´finies par le standard MPI. La cre´ation d’un canal de
communication consiste a` initialiser des requeˆtes persistantes d’envoi et de re´ception :
– d’une part, le processus e´metteur fait appel a` la fonction MPI_SSEND_INIT(),
qui correspond au mode de communication synchrone de´crit dans la section
2.2.3,
– et d’autre part, le processus re´cepteur fait appel a` la fonction
MPI_RECV_INIT().
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De´coupage d’un domaine tridimensionnel en 2 sous-domaines :
X
Y
ΩΩ 1 2
Z
Une coupe du de´coupage dans le plan (X, Y ) avec le maillage :
X
Ω 1 Ω 2
Y
MESSAGES A ECHANGER
Fig. 2.3 – Exemple de de´coupage d’un domaine tridimensionnel
57
Sur chaque canal de communication, les messages qui sont transmis correspondent
aux valeur successives du vecteur ite´re´ sur une frontie`re de recouvrement. Les requeˆtes
d’envoi et de re´ception sont alors soumises a` l’aide de la fonction MPI_START(). En
ce qui concerne l’attente et le test de la fin des requeˆtes d’envoi ou de re´ception, les
fonctions MPI_WAIT() et MPI_TEST(), ainsi que leurs variantes (MPI_WAITALL() et
MPI_TESTSOME()) sont respectivement utilise´es.
L’utilisation du mode d’envoi synchrone n’est pas incompatible avec l’asynchro-
nisme. En effet, le me´canisme de rendez-vous qui est sous-jacent a` ce mode de com-
munication n’interfe`re pas avec le concept d’ite´ration paralle`le asynchrone, dans la
mesure ou` ce mode de communication n’empeˆche en aucun cas la suppression des
temps d’attente.
Remarque 2.4 Avec le mode d’envoi “ready” de MPI, le processus e´metteur n’ef-
fectue aucune synchronisation avec le re´cepteur. L’e´metteur suppose qu’une requeˆte
de re´ception ade´quate a e´te´ soumise au moment meˆme ou` la requeˆte d’envoi est sou-
mise. L’utilisation de ce mode de communication nuit a` la robustesse des programmes
car le standard ne spe´cifie aucun comportement particulier dans le cas ou` le message
parvient au re´cepteur alors que celui-ci n’e´tait pas preˆt a` le recevoir.
Remarque 2.5 En ce qui concerne le mode d’envoi “buffered” de MPI, le processus
e´metteur recopie le message dans une me´moire tampon et envoie en mode synchrone
la copie du message. Ainsi, une requeˆte d’envoi se termine de`s que le message est
recopie´. De plus, la me´moire tampon peut contenir plusieurs messages successifs. Ce
mode offre donc une re´duction des temps d’attente engendre´ par les envois de mes-
sage, sans pour autant sacrifier la robustesse. E´tant donne´ que ce gain de performance
se fait au de´triment de la quantite´ de me´moire requise a` l’exe´cution du programme,
ce mode de communication n’a pas e´te´ retenu. En effet, plus la fre´quence de com-
munication est e´leve´e, plus la taille du tampon doit eˆtre importante.
A` titre d’exemple, la figure 2.4 donne un aperc¸u de l’imple´mentation en Fortran
90 de l’envoi et de la re´ception asynchrone de message. Comme chaque processus
doit ge´rer plusieurs requeˆtes d’envoi et de re´ception, la proce´dure MPI_TESTSOME() a
e´te´ utilise´e pour faciliter l’imple´mentation du test de plusieurs requeˆtes persistantes.
L’appel a` la fonction MPI_START() sert a` re´activer les requeˆtes termine´es. Le “paque-
tage” et le “de´paquetage” des messages, ne´cessaires lorsque les donne´es a` e´changer
ne sont pas contigus en me´moire, fait partie du surcouˆt de la paralle´lisation aussi
bien dans les ite´rations synchrones qu’asynchrones.
La me´thode de communication asynchrone que nous avons pre´sente´e ici, consiste
a` tester la fin des requeˆtes, puis a` re´activer celles qui sont termine´es. Meˆme si l’asyn-
chronisme permet de supprimer les temps d’attente, il est tout de meˆme ne´cessaire
de veiller a` recevoir un maximum de messages avant de commencer un calcul. La
me´thode employe´e revient donc a` faire recouvrir les calculs et les communications.
Elle restera valable pour les ite´rations asynchrones avec communication flexible.
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! nout : nombre de requetes terminees
! outarray : tableau contenant les indices
des requetes terminees
! starray : tableau des informations associees
aux requetes terminees
! ierr : code d’erreur
! ENVOI ASYNCHRONE
! NSEND : nombre de requetes d’envoi
! sndt : tableau de requetes persistantes d’envoi
call MPI_TESTSOME(NSEND,sndt,nout,outarray,starray,ierr)
do i=1, nout
mpos = outarray(i)
call MSGPK(... PAQUETAGE DU MESSAGE ...)
call MPI_START(sndt(mpos),ierr)
end do
! RECEPTION ASYNCHRONE
! NRECV : nombre de requetes de reception
! rcvt : tableau de requetes persistantes de reception
call MPI_TESTSOME(NRECV,rcvt,nout,outarray,starray,ierr)
do i=1, nout
mpos = outarray(i)
call MSGUPK(... DEPAQUETAGE DU MESSAGE ...)
call MPI_START(rcvt(mpos),ierr)
end do
Fig. 2.4 – Imple´mentation en Fortran 90 des communications asynchrones a` l’aide
des requeˆtes persistantes MPI
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2.3.3 Plusieurs sous-domaines par processus
La prise en charge de plusieurs sous-domaines par processus permet de mettre
en œuvre une strate´gie de relaxation multiplicative (de type Gauss-Seidel) dans le
but d’acce´le´rer la convergence des algorithmes paralle`les2. L’imple´mentation de cette
ame´lioration peut eˆtre envisage´e selon 2 me´thodes :
1. Les processus prennent en charge plusieurs composantes du vecteur ite´re´ et
du second membre, ainsi que plusieurs blocs diagonaux de la matrice. Les
composantes xˆi et bˆi ainsi que les blocs diagonaux Aˆii qui sont pris en charge par
un processus sont donc stocke´s dans des tableaux distincts, si bien que malgre´ le
recouvrement entre les sous-domaines, les donne´es en me´moire ne se recouvrent
pas. Cette me´thode correspond donc a` une adaptation du programme paralle`le
pour l’exe´cution se´quentielle.
2. Chaque processus re´sout son syste`me Aˆii.xˆ
p+1
i = bˆi −
∑
j 6=i Aˆij.
˜ˆxj avec une
me´thode de sous-domaine dont l’imple´mentation diffe`re de celle des algorithmes
paralle`les. Il faut conside´rer la de´composition de chaque composante xˆi en
αi “sous-composantes” qui de´coulent d’une de´composition de chaque sous-
domaine Ωi en αi sous-domaines. Chaque processus doit alors prendre en charge
la re´solution de αi syste`mes line´aires que l’on peut e´crire avec les notations sui-
vantes :
[Aˆii]kk.[xˆ
p+1
i ]k = [b
′
i]k −
∑
6`=k
[Aˆii]k`.[xˆ
p
i ]`, k ∈ {1, . . . , αi} (2.4)
ou`
b′i = bˆi −
∑
j 6=i
Aˆij.˜ˆxj. (2.5)
Les notations [ . ]k et [ . ]k` de´signent respectivement la k
e`me sous-
composante d’un vecteur et le `e`me bloc de la matrice associe´e a` la
ke`me sous-composante.
Cette seconde de´composition ne fait pas appel au proce´de´ d’augmentation.
Autrement dit, les donne´es des sous-composantes de xˆi et de bˆi ne sont pas
disperse´es dans des tableaux distincts. Il en est de meˆme pour les “sous-blocs”
de Aˆii. Chaque syste`me alge´brique (2.4) fait donc intervenir des vecteurs qui ne
sont pas ne´cessairement stocke´s en me´moire de manie`re contigue¨. L’algorithme
paralle`le qui en re´sulte est donc issu du couplage entre deux imple´mentations
diffe´rentes de l’algorithme de Schwarz : l’une adapte´e au paralle´lisme avec
e´change de message, l’autre optimise´e pour l’exe´cution se´quentielle.
Nous avons choisi d’imple´menter et d’expe´rimenter la seconde me´thode car celle-ci
de´coule d’un algorithme de Schwarz se´quentiel plus efficace. Notamment, le proce´de´
d’augmentation n’est pas utilise´. Cet algorithme est donc e´quivalent a` des relaxations
2Si les processus ne prennent en charge qu’un seul sous-domaine, on dit que la strate´gie de
relaxation est additive (de type Jacobi).
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par blocs ; les blocs peuvent se recouvrir et leur stockage en me´moire peut eˆtre non-
contigu.
Un algorithme de Schwarz se´quentiel
L’algorithme de Schwarz se´quentiel est de´crit dans la figure 2.5. Il ne subit aucune
• Algorithme se´quentiel :
Parame`tres principaux
A : la matrice de discre´tisation
B : le second membre
X0 : le vecteur initial
tant que convergence non de´tecte´e
pour k = 1, . . . ,
∑β
m=1 αm
Re´soudre [A]kk.[X
p+1]k = [B]k −
∑
6`=k[A]k`.[X
p]`
fin
fin
Fig. 2.5 – Algorithme de Schwarz se´quentiel
des conse´quences de la paralle´lisation, autant sur le plan de l’algorithmique que des
structures de donne´e car le proce´de´ d’augmentation n’est pas applique´. Chaque bloc
du vecteur ite´re´, note´ [Xp+1]k avec k ∈ {1, . . . ,
∑β
m=1 αm}, correspond a` une sous-
composante issue de la de´composition en sous-domaines. Une notation similaire est
adopte´e pour les blocs de la matrice A. Ces notations sont directement inspire´es de
celles qui sont employe´es dans l’e´quation (2.4).
Les algorithmes de Schwarz paralle`les
Quant aux algorithmes de Schwarz paralle`les, la re´partition des donne´es est ef-
fectue´e via le proce´de´ d’augmentation de Schwarz applique´ a` β sous-domaines. Le
de´coupage final est obtenu en de´coupant Ωi en αi sous-domaines. Ensuite, chaque pro-
cessus fait appel a` l’algorithme se´quentiel de la figure 2.5 pour re´soudre son syste`me
line´aire Aˆii.xˆ
p+1
i = bˆi −
∑
j 6=i Aˆij.
˜ˆxi de´coupe´ en αi sous-proble`mes. L’algorithme est
de´crit dans la figure 2.6. La distinction entre les versions synchrones et asynchrones
n’apparaˆıt pas explicitement car les me´thodes utilise´es pour communiquer sont sem-
blables a` celles qui sont utilise´es dans les algorithmes pre´ce´dents (cf. figures 2.1 et
2.2). Ces derniers ont lieu lors de la mise a` jour de chaque sous-composante de manie`re
a` effectuer les ite´rations dans un ordre similaire a` celui de l’algorithme se´quentiel.
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• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
αi : nombre de sous-domaines pris en charge par le processus
Initialiser les e´changes de message
tant que convergence globale non de´tecte´e
pour k = 1, . . . , αi
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
b′i = bˆi −
∑
j 6=i Aˆij.
˜ˆxj
Re´soudre [Aˆii]kk.[xˆ
p+1
i ]k = [b
′
i]k −
∑
6`=k[Aˆii]k`.[xˆ
p
i ]`
Envoyer les messages associe´s a` xˆi
fin
fin
Libe´rer les ressources acquises
Fig. 2.6 – Algorithme de Schwarz paralle`le avec plusieurs sous-domaines par proces-
sus
Strate´gies de relaxation
Dans les algorithmes se´quentiels et paralle`les des figures 2.5 et 2.6, la strate´gie de
relaxation est additive. Puisque les diffe´rents sous-domaines qui sont pris en charge
par un processus sont traite´s de fac¸on se´quentielle, il est possible d’introduire une
strate´gie de relaxation multiplicative au niveau de chaque processus. En effet, le ie`me
processus peut exploiter les valeurs les plus re´centes issues des αi sous-composantes,
sans e´changer de message. C’est une raison pour laquelle la prise en charge de plu-
sieurs sous-domaines par processus est plus avantageuse.
Notons qu’en ce qui concerne l’algorithme de Schwarz se´quentiel, l’introduc-
tion d’une strate´gie de relaxation multiplicative revient a` re´soudre A.X = B par
un algorithme par blocs de type Gauss-Seidel. En revanche, dans le cas des al-
gorithmes paralle`les, l’introduction d’une strate´gie de relaxation multiplicative au
niveau du traitement se´quentiel de chaque processus revient seulement a` re´soudre
chaque syste`me Aˆii.xˆi = bˆi−
∑
j 6=i Aˆij.
˜ˆxi par un algorithme par blocs de type Gauss-
Seidel. Dans ce cas, la strate´gie de relaxation associe´e aux ite´rations paralle`les n’est
pas comple`tement multiplicative. Nous verrons dans la suite comment la rendre mul-
tiplicative.
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2.3.4 Les difficulte´s algorithmiques
Les proble`mes algorithmiques majeurs lie´s a` cette imple´mentation de la me´thode
de Schwarz concernent :
– les impacts du de´coupage en sous-composantes sur le surcouˆt de la paralle´lisa-
tion,
– les risques d’interblocage dans les e´changes synchrones de message.
La confrontation avec ces difficulte´s est ine´vitable car nous avons constate´ expe´ri-
mentalement que les algorithmes de Schwarz paralle`les sont plus efficaces lorsque
plusieurs sous-domaines sont pris en charge par un processus.
Les proble`mes lie´s aux e´changes de message
Les e´changes de message sont a` l’origine des difficulte´s rencontre´es. Nous avons vu
dans la section 2.3.1 que les messages s’exprimaient a` l’aide des blocs hors-diagonaux
de la matrice augmente´e. Leur expression est −Aˆij.˜ˆxj, avec i 6= j et 1 ≤ i, j ≤ β, sa-
chant que β est le nombre de processus. Dans le cas ou` plusieurs sous-domaines sont
pris en charge par un processus, cette expression ne tient pas compte du de´coupage
en sous-composantes car le second niveau de de´coupage est ignore´ par le proce´de´
d’augmentation. Les e´changes de message doivent-ils eˆtre imple´mente´s en fonction
du premier niveau de de´coupage, qui est pris en compte par le proce´de´ d’augmen-
tation, ou bien du second niveau de de´coupage qui correspond au de´coupage en
sous-composantes ?
Remarque 2.6 Le premier niveau de de´coupage, qui est pris en compte par le
proce´de´ d’augmentation du syste`me, est plus grossier que le de´coupage en sous-
composantes, qui correspond au de´coupage re´el du domaine. Autrement dit, le pre-
mier niveau de de´coupage correspond a` la re´partition des donne´es du proble`me sur
les processus.
Apre`s la mise a` jour d’une sous-composante, il est ne´cessaire de la rendre dis-
ponible le plus toˆt possible pour les processus qui en ont besoin afin d’obtenir une
strate´gie de relaxation multiplicative. Le fait d’imple´menter les e´changes de mes-
sages en fonction du niveau de de´coupage le plus grossier va avoir un impact ne´gatif
sur l’efficacite´ de la paralle´lisation. En effet, en envoyant ces messages (les vecteurs
−Aˆij.˜ˆxj contenant les valeurs du vecteur ite´re´ qui relient deux processus) apre`s la
mise a` jour de chaque sous-composante, il y a de fortes chances que des donne´es
inutiles, n’ayant pas e´te´ affecte´es par une relaxation, soient envoye´es.
Afin de re´soudre ce proble`me, l’imple´mentation des e´changes de message doit
prendre en compte le second niveau de de´coupage, c’est a` dire le plus fin. Ce choix
n’est pas sans conse´quence sur l’imple´mentation et le de´roulement des e´changes
de message. Deux processus donne´s peuvent eˆtre amene´s a` communiquer par l’in-
terme´diaire de plus de 2 canaux, chaque canal e´tant de´die´ a` un message. Ainsi, les
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diffe´rents messages peuvent eˆtre rec¸us dans un ordre quelconque. Cependant, cette
solution n’est pas sans faille pour les raisons suivantes :
– L’augmentation du nombre de requeˆtes de communication re´duit ne´cessaire-
ment la taille des donne´es a` e´changer. Or c’est en e´changeant de grandes quan-
tite´s de donne´es tout en cherchant a` minimiser le nombre de requeˆtes qu’on
parvient a` amortir le poids des communications.
– Cette solution n’est pas robuste vis a` vis du de´coupage du domaine car le
nombre de canaux de communication utilise´s en de´pend directement. En effet,
le traitement d’une sous-composante peut ne´cessiter la re´ception de nombreux
messages, notamment si le sous-domaine associe´ a` la sous-composante est ad-
jacent a` de nombreux sous-domaines pris en charge par d’autres processus. Un
de´coupage qui ne´cessite l’utilisation de nombreux canaux sera d’autant plus
pe´nalise´.
Les proble`mes lie´s a` la synchronisation
Cette solution a e´galement des conse´quences sur l’algorithme synchrone. En effet,
l’interblocage (ou deadlock) survient lorsqu’un processus attend la re´ception d’un
message qui n’a pas e´te´ envoye´. Par conse´quent, ce processus n’effectue pas l’ite´ration
courante et n’envoie pas les parties des messages qu’il aurait mis a` jour, ce qui conduit
au blocage de tous les autres processus.
Exemple 2.1 (Interblocage) Prenons un exemple 2D pour illustrer les risques
d’interblocage. Conside´rons un domaine rectangulaire de´coupe´ en 4 sous-domaines
qui sont pris en charge par 2 processus (P1 ← Ω1, Ω2 et P2 ← Ω3, Ω4).
Ω Ω
Ω Ω
1 2
3 4
m
m
m
m
1
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2
Autrement dit, chaque composante du vecteur ite´re´ est de´coupe´ en 2 sous-composan-
tes. Chaque processus doit ge´rer 2 messages note´s respectivement m1, m2, m3 et m4.
Lorsque le processus P2 commence a` traiter le sous-domaine Ω3, il doit attendre
l’arrive´e de m1 et de m2 ; donc P2 doit attendre la fin du traitement de Ω1, puis de
Ω2. Or le traitement de Ω2 ne peut commencer que si P2 envoie m3. En re´sume´, P2
attend la fin du traitement de Ω2 par P1, qui lui-meˆme attend la fin du traitement
de Ω3 par P2 : c’est l’interblocage.
Pour e´viter cela, il faut traiter les sous-domaines dans un ordre particulier. Cepen-
dant, dans un contexte tridimensionnel ou` chaque sous-domaine peut potentiellement
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eˆtre adjacent a` une vingtaine de sous-domaines, trouver l’ordre dans lequel il faut
traiter les sous-domaines de manie`re a` e´viter l’interblocage est un exercice difficile
pour lequel il n’existe pas a` notre connaissance de solution ge´ne´rale qui soit valable
quelque soit la ge´ome´trie et le de´coupage du domaine.
Il est important de noter que les algorithmes asynchrones sont immunise´s contre
l’interblocage. Par conse´quent, l’imple´mentation de la solution consistant a` prendre
en compte le de´coupage en sous-composantes n’a pas le meˆme impact selon la version
synchrone ou asynchrone de l’algorithme paralle`le de Schwarz.
La solution algorithmique retenue
Les proble`mes pre´sente´s ci-dessus ont conduit au compromis suivant.
1. Les e´changes de message sont imple´mente´s en fonction du premier niveau de
de´coupage. Cette fac¸on de proce´der permet de limiter le nombre de canaux de
communication. Entre 2 processus Pi et Pj (tels que 1 ≤ i, j ≤ β), seuls 2
canaux de communication peuvent exister.
re´ception ←− envoi
Pi Pj
envoi −→ re´ception
Le nombre de canaux est donc inde´pendant du de´coupage en sous-composantes
et la de´composition en sous-composantes n’interfe`re plus avec la structure des
messages. Par conse´quent, la totalite´ d’un message est envoye´e meˆme si seule
une partie de ce dernier contient des donne´es re´cemment calcule´es.
2. Apre`s la mise a` jour d’une sous-composante, tous les messages associe´s a` toutes
les frontie`res de recouvrement sont envoye´s. Notons que si nous avions voulu
n’envoyer que les messages contenant des valeurs issues d’une mise a` jour,
nous aurions duˆ faire face a` des proble`mes d’interblocage dans l’algorithme
synchrone.
L’envoi inconditionnel de la totalite´ des messages apre`s chaque relaxation est donc
un gaspillage qui augmente le surcouˆt de la paralle´lisation. Toutefois, cela permet de
rendre les communications inde´pendantes du de´coupage en sous-composantes car
cette inde´pendance est ne´cessaire pour envisager le de´veloppement de me´thodes
ge´ne´rales. Une solution re´solvant partiellement ce proble`me de gaspillage sera donne´e
durant la pre´sentation des algorithmes asynchrones avec communication flexible.
2.4 Les communications flexibles
Le but des communications flexibles est de permettre la re´ception et l’envoi de
donne´e a` tout moment, y compris pendant les calcul des ite´re´s. Cela revient a` commu-
niquer pendant la re´solution des syste`mes alge´briques. Le concept de communication
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flexible de´crit un ensemble d’algorithmes ite´ratifs plus vaste que les algorithmes pa-
ralle`les asynchrones classiques. Les notions de sur-application et d’ite´ration interne,
utilise´es respectivement dans les e´tudes par les techniques d’ordre partiel (cf. sec-
tion 1.3) et de contraction (cf. section 1.4), mode´lisent l’utilisation d’un algorithme
ite´ratif par chaque processus pour re´soudre ses syste`mes alge´briques. Notre expose´
s’appuiera sur le mode`le par contraction. Notons que le mode`le par ordre partiel
diffe`re peu de ce mode`le, mis a` part l’initialisation.
L’imple´mentation des algorithmes de Schwarz avec communication flexible est
base´ sur le principe suivant : les e´changes de message ont lieu entre les ite´rations
internes de l’algorithme ite´ratif qui re´sout les syste`mes alge´briques.
– Les envois des messages peuvent avoir lieu apre`s n’importe quelle ite´ration
interne.
– Les re´ceptions des messages peuvent s’effectuer avant chaque ite´ration interne.
Les processus peuvent ainsi disposer des valeurs les plus re´cemment calcule´es du
vecteur ite´re´. Ces principes sont mis en œuvre dans l’algorithme paralle`le a` haute
fre´quence de communication [51] (cf. figure 2.7). A` ce stade, nous pouvons pre´ciser
• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
αi : nombre de sous-domaines pris en charge par le processus
Initialiser les e´changes de message
tant que convergence globale non de´tecte´e
pour k = 1, . . . , αi
tant que convergence non de´tecte´e
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
b′i = bˆi −
∑
j 6=i Aˆij.
˜ˆxj
Ite´rer pour re´soudre [Aˆii]kk.[xˆ
p+1
i ]k = [b
′
i]k −
∑
6`=k[Aˆii]k`.[xˆ
p
i ]`
Envoyer les messages associe´s a` xˆi
fin
fin
fin
Libe´rer les ressources acquises
Fig. 2.7 – Algorithme de Schwarz paralle`le asynchrone a` haute fre´quence de com-
munication
que les ite´rations internes sont des relaxations par blocs ou par points.
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Le de´faut des algorithmes a` haute fre´quence de communication re´side dans le
surcouˆt duˆ aux communications [51]. Le travail de mise au point qui sera effectue´
sur cet algorithme est base´ sur le re´glage de la fre´quence de communication. Nous
donnerons e´galement une solution au proble`me d’efficacite´ des e´changes de message
souleve´ dans la section 2.3.4.
Le surcouˆt de la paralle´lisation de´pend principalement de la quantite´ de donne´es
envoye´es. La premie`re ide´e qui a e´te´ exploite´e est de re´duire le nombre d’envois de
message en les effectuant toutes les τ ite´rations. Cependant, cette me´thode s’est
rapidement re´ve´le´e insuffisante. En effet, rien ne garantit qu’un message envoye´ est
exploite´ de`s sa re´ception. Ce constat est a` l’origine de la solution qui est mise en
œuvre pour ame´liorer l’efficacite´ des algorithmes asynchrones avec communication
flexible. Elle consiste essentiellement a` :
1. re´organiser les ite´rations internes de manie`re a` exploiter au plus toˆt les messages
rec¸us,
2. mettre en œuvre une strate´gie de relaxation multiplicative de type rouge-noir
au niveau des sous-domaines, afin de compenser les faiblesses de la politique
de communication choisie dans la section 2.3.4.
Ces deux aspects seront pre´sente´s dans les sections 2.4.1 et 2.4.2.
2.4.1 Re´organisation des ite´rations internes
Afin d’exploiter les messages au plus toˆt apre`s leur re´ception, il suffit de changer
de sous-composante de`s que quelques ite´rations internes sont effectue´es. En effet,
un message rec¸u n’est exploite´ que lorsque les ite´rations internes qui font intervenir
celui-ci sont effectue´es. Changer de sous-domaine revient dont a` exploiter un autre
message. On simule en quelque sorte une exe´cution concurrente des ite´rations internes
sur l’ensemble des sous-composantes.
Le fait de changer de sous-composante alors que les ite´rations internes n’ont
pas converge´ n’est pas en contradiction avec la the´orie. L’ordre des calculs n’a pas
d’importance, pourvu qu’aucune sous-composante ne cesse d’eˆtre mise a` jour [71, 33].
L’imple´mentation de l’algorithme paralle`le asynchrone avec communication flexi-
ble est de´crit dans la figure 2.8. Conforme´ment a` la formulation des algorithmes avec
communication flexible, les sous-composantes du vecteur ite´re´ sont mises a` jour avec
les re´sultats de calculs interme´diaires : lorsque τ ite´rations internes sont effectue´es,
[xˆp+1i ]k prend la valeur du dernier ite´re´ calcule´. Autrement dit, on n’attend pas la
convergence du “solveur interne” pour changer de sous-domaine. La fre´quence des
envois est alors re´gle´e via le parame`tre τ .
Notons que l’algorithme asynchrone a la possibilite´ de recevoir des messages a`
tout moment du calcul. C’est le principe des algorithmes asynchrones a` moyenne
fre´quence de communication [51] qui est mis en œuvre. La re´ception des messages est
donc teste´e avant chaque ite´ration interne. Notons enfin que les remarques concernant
la strate´gie de relaxation (cf. page 62) sont encore valables.
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• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
αi : nombre de sous-domaines pris en charge par le processus
τ : le nombre d’ite´rations internes a` effectuer
Initialiser les e´changes de message
tant que convergence globale non de´tecte´e
pour k = 1, . . . , αi
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
b′i = bˆi −
∑
j 6=i Aˆij.
˜ˆxj
pour q = 1, . . . , τ
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
b′i = bˆi −
∑
j 6=i Aˆij.
˜ˆxj
Ite´rer pour re´soudre [Aˆii]kk.[xˆ
p+1
i ]k = [b
′
i]k −
∑
6`=k[Aˆii]k`.[xˆ
p
i ]`
fin
Envoyer les messages associe´s a` xˆi
fin
fin
Libe´rer les ressources acquises
Fig. 2.8 – Re´organisation des ite´rations internes dans l’algorithme de Schwarz pa-
ralle`le asynchrone avec communication flexible
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2.4.2 Nume´rotation rouge-noir des sous-domaines
Il est indispensable de prendre en compte le fait que la structure des messages est
inde´pendante du de´coupage en sous-composantes. En effet, chaque message contient
la totalite´ des valeurs situe´es sur une frontie`re de recouvrement. En de´cidant d’en-
voyer syste´matiquement un message apre`s avoir effectue´ τ ite´rations internes sur
une sous-composante, ce qui revient a` offrir aux autres processus les valeurs les plus
re´centes, seule une partie du message est a priori significative lors de chaque en-
voi. La vitesse de convergence est donc ame´liore´e au de´triment de l’efficacite´ de la
paralle´lisation.
Une solution simple permettant de re´soudre partiellement le proble`me concernant
la partie utile des messages, souleve´ dans la section 2.3.4, consiste a` envoyer les
messages uniquement apre`s la mise a` jour de toutes les sous-composantes. Cette
solution a l’inconve´nient majeur de provoquer une chute de la vitesse de convergence
car les processus ne disposent plus des valeurs les plus re´cemment calcule´es. De plus,
l’algorithme qui en re´sulte s’e´loigne de la flexibilite´. Le but est donc de re´duire la
fre´quence de communication tout en cherchant a` e´viter de de´grader la vitesse de
convergence.
La nume´rotation rouge-noir sur les sous-domaines pris en charge par chaque pro-
cessus est un compromis entre la solution e´voque´e ci-dessus et l’algorithme de la figure
2.8. La figure 2.9 donne un exemple de nume´rotation. Les envois de message sont
1 2
3
4 5
6
7 8
9
10 11
12
13 14
15
16 17
18
19 20
21
22 23
24
25 26
27
Les sous-domaines rouges sont nume´rote´s de 1 a` 14, les noirs de 15 a` 27.
Fig. 2.9 – Nume´rotation rouge-noir d’un de´coupage en sous-domaines
effectue´s apre`s le traitement de tous les sous-domaines rouges et apre`s celui de tous
les noirs. Les messages contiennent donc plus de valeurs mises a` jour. La fre´quence de
communication est re´duite sans pour autant de´grader la vitesse de convergence graˆce
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a` la strate´gie de relaxation qui de´coule de la nume´rotation rouge-noir. L’algorithme
est donne´ dans la figure 2.10.
• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
αi : nombre de sous-domaines pris en charge par le processus
τ : le nombre d’ite´rations internes a` effectuer
Initialiser les e´changes de message
tant que convergence globale non de´tecte´e
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
pour k = 1, . . . , αi
2
pour q = 1, . . . , τ
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
Ite´ration interne sur la ke`me sous-composante
fin
fin
Envoyer les messages associe´s a` xˆi
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
pour k = αi
2
+ 1, . . . , αi
pour q = 1, . . . , τ
Recevoir les messages associe´s a` (˜ˆxj)j∈adj(i)
Ite´ration interne sur la ke`me sous-composante
fin
fin
Envoyer les messages associe´s a` xˆi
fin
Libe´rer les ressources acquises
Fig. 2.10 – Nume´rotation rouge-noir applique´e a` l’algorithme de Schwarz paralle`le
asynchrone avec communication flexible
Notons que ce proce´de´ de nume´rotation revient aussi a` appliquer des permuta-
tions sur la matrice augmente´e. La matrice qui en re´sulte reste une M-matrice car
les signes des coefficients diagonaux et hors-diagonaux ne sont pas modifie´s par la
transformation.
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2.5 Terminaison des algorithmes
2.5.1 Convergence globale
La de´tection de la convergence des ite´rations paralle`les synchrones et asynchrones
est base´e sur le principe suivant [15] : un crite`re de convergence locale est e´value´
au niveau de chaque processus, de telle sorte que la convergence globale soit at-
teinte lorsque la convergence locale est ve´rifie´e par tous les processus. Voici quelques
exemples de crite`res de convergence locaux :
– Tester si la norme du re´sidu, ‖bˆi − Aˆii.xˆ
p+1
i ‖, calcule´e apre`s tous les tests de
re´ception des messages, est infe´rieure a` un seuil .
– Tester si la norme de la diffe´rence entre 2 ite´re´s successifs, ‖xˆp+1i − xˆ
p
i ‖, est
infe´rieure a` un seuil .
L’expose´ qui suit a pour but de pre´senter les techniques algorithmiques mises en
œuvre pour de´tecter l’instant ou` la convergence locale est atteinte par tous les pro-
cessus.
La de´tection de la convergence globale des algorithmes synchrones ne pose aucun
proble`me. Il suffit d’utiliser l’ope´ration collective MPI_ALLREDUCE(). En revanche, les
difficulte´s surviennent dans le cas asynchrone.
La de´tection de la terminaison dans le contexte asynchrone est techniquement
difficile notamment a` cause de l’absence de synchronisation qui engendre les retards
des messages. En effet, un processus ayant atteint la convergence locale ne de´tient pas
ne´cessairement une composante suffisamment proche de la solution si les composantes
du vecteur ite´re´ les plus re´centes n’ont pas e´te´ rec¸ues (la re´ception de ces dernie`res
pourraient invalider la convergence locale).
Une seconde difficulte´ re´side dans l’imple´mentation du test d’arreˆt, ou` toute syn-
chronisation doit eˆtre e´vite´e afin de ne pas perdre les be´ne´fices de l’asynchronisme
des e´changes de message.
Parmi les me´thodes de terminaison des ite´rations paralle`les asynchrones dispo-
nibles dans la litte´rature [15, 31], nous avons choisi d’imple´menter un algorithme de
terminaison inspire´ du snapshot de K.M. Chandy et L. Lamport [19] car notre
algorithme asynchrone ne rentre pas dans le cadre des calculs diffusants. Le principe
de cet algorithme est donne´ dans [15].
La de´tection de la terminaison se rame`ne au proble`me de l’e´valuation de la condi-
tion boole´enne suivante :
“la convergence locale est ve´rifie´e sur tous les processus
et
toutes les composantes du vecteur ite´re´ envoye´es ont e´te´ rec¸ues′′.
(2.6)
La proposition (2.6) est a priori toujours fausse si les envois de message ne cessent
pas lorsque le vecteur ite´re´ est suffisamment proche de la solution. D. Bertsekas
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et J.N. Tsitsiklis ont introduit la contrainte suivante :
“tout processus ve´rifiant la convergence locale
n’envoie plus de composante du vecteur ite´re´′′
(2.7)
afin de rendre la de´tection de la convergence globale possible.
Cependant, la contrainte (2.7) est incompatible avec l’imple´mentation de nos
envois de message. En effet, lorsqu’un processus souhaite envoyer un message, si le
canal de communication est obstrue´ par la requeˆte pre´ce´dente qui n’est pas termine´e,
alors l’envoi est reporte´ a` la prochaine ite´ration. Il faut donc comple´ter la contrainte
(2.7) avec la contrainte suivante :
“tout processus ve´rifiant la convergence locale
doit s’assurer que les valeurs les plus re´centes
de sa composante du vecteur ite´re´ soient envoye´es ;
ensuite, il doit cesser d’envoyer ce type de message′′
(2.8)
pour e´viter les fausses de´tections.
Le test d’arreˆt consiste a` faire circuler un message qui contient les donne´es per-
mettant d’e´valuer la condition (2.6) parmi les β processus.
P1
↗ ↘
Pβ P2
↖ ↙
. . .
Nous appellerons ce message “jeton” afin d’e´viter toute confusion avec les messages
contenant les valeurs du vecteur ite´re´ sur les frontie`res de recouvrement. Ce jeton
est initialement e´mis par un processus dit initiateur, choisi arbitrairement. Ensuite,
chaque processus doit le retransmettre en utilisant des re´ceptions non-bloquantes.
L’algorithme re´parti qui fait circuler le jeton s’exprime de la manie`re suivante :
•Algorithme exe´cute´ par le ie`me processus :
Tester la re´ception du jeton de la part du processus (i− 1) mod β
si le jeton est rec¸u alors
Mise a` jour du jeton
Soumettre la re´ception du jeton pour le prochain tour
Attendre la fin de l’envoi pre´ce´dent du jeton
Soumettre l’envoi jeton au processus (i + 1) mod β
fin
Le jeton contient des donne´es permettant de de´tecter la terminaison de l’algorithme
de Schwarz asynchrone :
– un boole´en indiquant si tous les processus ont localement converge´ ;
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– un compteur contenant la diffe´rence entre le nombre de messages envoye´s et
rec¸us par tous les processus : au moment de la re´ception du jeton, le proces-
sus doit compter les nombres de requeˆtes d’envoi et de re´ception qui se sont
termine´es depuis le dernier passage du jeton pour mettre a` jour le compteur.
La convergence globale est de´tecte´e si le jeton indique que tous les processus ont at-
teint la convergence locale et si la re´ception de tous les messages envoye´s est confirme´e
par un compteur qui vaut ze´ro. Dans ce cas, le processus qui a e´mis le jeton a la
charge d’envoyer un message d’arreˆt aux autres processus.
Remarque 2.7 Les envois et les re´ceptions du jeton et du message d’arreˆt sont
effectue´s dans le meˆme contexte de communication que les messages. Le parame`tre
“tag” des proce´dures de communication permet alors de distinguer diffe´rents types
de message.
L’utilisation d’un envoi bloquant permet de simplifier l’algorithme. Cela revient
a` empeˆcher les processus de garder le jeton pendant les ite´rations internes. Cette
fac¸on de proce´der n’engendre aucun temps d’attente. En effet, supposons que le ie`me
processus rec¸oit le jeton pour la te`me fois. Avant de pouvoir transmettre le jeton au
processus suivant, le ie`me processus doit attendre la fin de la requeˆte d’envoi du jeton
associe´e a` la (t− 1)e`me re´ception de celui-ci. Dans la mesure ou` le jeton a effectue´ un
tour complet, cette requeˆte d’envoi est ne´cessairement termine´e.
L’algorithme de Schwarz paralle`le asynchrone avec communication flexible avec
son test d’arreˆt est donne´ dans la figure 2.11. Les envois de message conditionne´s par
le crite`re de convergence locale refle`tent la contrainte (2.7). Quant a` la contrainte
(2.8), elle intervient uniquement lorsque le crite`re de convergence locale est ve´rifie´
apre`s la mise a` jour des sous-composantes rouges et noires. Lorsque la variable “etat”
vaut 1, le processus doit ite´rer ; lorsqu’elle vaut 0, il doit surveiller l’arrive´e e´ventuelle
d’un message. L’algorithme de la figure 2.11 ne donne pas les de´tails concernant
la manie`re dont les ite´rations internes sont effectue´es. Nous avons pre´fe´re´ omettre
cet aspect afin de nous focaliser sur le test d’arreˆt. Notons que la description des
ite´rations internes est donne´e dans la figure 2.10.
Remarque 2.8 Le nombre de tours de jeton permet de de´finir une condition d’arreˆt
pour les algorithmes de Schwarz asynchrones qui est inde´pendante des crite`res de
convergence nume´riques lie´s a` la solution. On peut donc arreˆter les ite´rations pa-
ralle`les asynchrones si la convergence globale n’est pas ve´rifie´e apre`s un certain
nombre de tours complets effectue´s par le jeton.
2.5.2 Libe´ration des ressources
La libe´ration des ressources consiste essentiellement a` terminer toutes les requeˆtes
persistantes MPI utilise´es, puis a` de´truire chaque requeˆte avec la fonction
MPI_REQUEST_FREE().
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• Algorithme exe´cute´ par le ie`me processus :
Parame`tres principaux
Aˆii : i
e`me bloc diagonal de la matrice augmente´e
bˆi : i
e`me composante du second membre augmente´
xˆ0i : i
e`me composante du vecteur initial
Initialiser les e´changes de message et le test d’arreˆt
etat← 1
tant que message d’arreˆt non rec¸u
si etat = 1 alors
Effectuer les ite´rations internes en recevant les messages
associe´s a` (˜ˆx)j∈adj(i) sur les sous-composantes rouges
E´valuer le crite`re de convergence locale
si convergence locale non ve´rifie´e alors
Envoyer les messages associe´s a` xˆi
fin
Effectuer les ite´rations internes en recevant les messages
associe´s a` (˜ˆx)j∈adj(i) sur les sous-composantes noires
E´valuer le crite`re de convergence locale
si convergence locale non ve´rifie´e alors
Envoyer les messages associe´s a` xˆi
sinon
Forcer l’envoi des messages re´cents associe´s a` xˆi
qui n’ont pas e´te´ envoye´s
etat← 0
fin
sinon
si re´ception de messages associe´s a` (˜ˆxj)j∈adj(i) alors
etat← 1
fin
fin
Tentative de mise a` jour et de transmission du jeton
fin
Libe´rer les ressources acquises
Fig. 2.11 – Inte´gration du test d’arreˆt dans l’algorithme de Schwarz paralle`le asyn-
chrone avec communication flexible
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Suite a` la de´tection de la convergence, les requeˆtes d’envoi et de re´ception des mes-
sages et du jeton ne sont pas a priori termine´es. Il est ne´cessaire d’annuler les requeˆtes
persistantes avec la fonction MPI_CANCEL() puis de les terminer avec MPI_WAIT().
L’annulation et la terminaison des requeˆtes d’envoi doit pre´ce´der celles des requeˆ-
tes de re´ception. Au cas ou` une re´ception est annule´e avant l’envoi qui lui est as-
socie´, cela peut conduire a` l’e´chec du me´canisme de rendez-vous qui est sous-jacent
aux envois de message. Cet e´chec entraˆıne celui de l’annulation des envois sur cer-
taines architectures. Par conse´quent, une synchronisation entre tous les processus
doit pre´ce´der l’annulation et la terminaison des re´ceptions. Elle est re´alise´e a` l’aide
de la fonction MPI_BARRIER().
2.6 E´tude expe´rimentale
2.6.1 Essais sur IBM Power 4 p690+
Cette e´tude de performance sur les algorithmes paralle`les avec communication
flexible a e´te´ effectue´e sur l’IBM Power 4 p690+ de l’IDRIS (Institut du De´veloppe-
ment et des Ressources en Informatique Scientifique).
Description mate´rielle
Le processeur Power 4 est un dualcore cadence´ a` 1.3 GHz. Un nœud p690+
comporte 32 processeurs, qui sont en re´alite´ 16 dualcores, acce´dant a` une me´moire
partage´e.
1. Les processeurs sont naturellement regroupe´s en couples graˆce a` l’architecture
dualcore. Chaque couple posse`de une me´moire cache de niveau 2 commune.
2. Les couples de processeurs sont regroupe´s par 4 dans un “multi-chip module”
qui leur permet de partager un acce`s direct aux me´moires caches de niveau 3.
3. Chaque nœud contient donc 4 modules interconnecte´s qui acce`dent a` une
me´moire commune.
4. Les nœuds sont interconnecte´s via un re´seau de type “Federation” dont la
bande passante est 1.6 Gbit/s.
Le proble`me test
L’e´tude de performance consiste a` re´soudre une e´quation de convection-diffusion
line´aire tridimensionnelle et stationnaire{
−ν ∆u + 0.5 ∂u
∂x
+ 1.5 ∂u
∂y
− 0.5 ∂u
∂z
+ 10 u = f sur [0 , 1]3
u/∂[0 , 1]3 = 0
(2.9)
afin d’analyser le comportement des ite´rations asynchrones avec communication
flexible en fonction du coefficient de diffusion ν et du nombre de processeurs.
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L’e´quation est discre´tise´e par diffe´rence finies avec 3, 750, 000 points. Le sche´ma
de discre´tisation ainsi que l’e´tude de convergence sont donne´s dans [51]. Le domaine
est de´compose´ en 256 sous-domaines.
Chaque test consiste a` re´soudre l’e´quation (2.9), avec une valeur de ν donne´e, a`
l’aide de l’algorithme synchrone puis de l’algorithme asynchrone. Le de´coupage du
domaine reste identique quelques soient le nombre de processeurs et la valeur de ν.
Dans un premier temps nous avons e´value´ l’influence de la fre´quence des e´changes
de message, re´gle´e via le nombre d’ite´rations internes τ , sur le temps de restitution
et la vitesse de convergence des algorithmes paralle`les. Le nombre de processeurs est
fixe´ a` 16. Le programme s’exe´cute donc sur un seul nœud. Chaque processeur prend
en charge 16 sous-domaines et on fait varier le parame`tre τ . Le tableau 2.1 montre
Algorithme asynchrone, ν = 0.01
τ temps (sec.) nombre total d’ite´rations internes
1 39.4 43 343
2 30.8 49 854
4 35.6 67 040
8 52.1 108 072
16 90.3 199 136
Algorithme synchrone, ν = 0.01
τ temps (sec.) nombre total d’ite´rations internes
1 46.7 42 437
2 35.5 46 646
4 36.5 59 016
8 51.0 92 584
16 85.4 169 632
Tab. 2.1 – Re´glage de la fre´quence de communication
qu’un bon compromis entre vitesse de convergence et temps de restitution est obtenu
pour τ = 2. Cette valeur sera choisie pour les essais qui vont suivre.
Remarque 2.9 Nous pouvons constater dans le tableau 2.1 que pour τ ≥ 8, l’al-
gorithme synchrone a de meilleures performances. Par conse´quent l’asynchronisme
n’est profitable que si la fre´quence de communication est suffisamment e´leve´e.
Le parame`tre ν influe sur la vitesse de convergence des algorithmes e´tudie´s.
Lorsque ν = 0.01, peu d’ite´rations internes sont ne´cessaires pour obtenir la conver-
gence (environ 46, 000). En revanche, quand ν = 1, la convergence est assez lente
(environ 1, 600, 000 ite´rations internes). Enfin, lorsque ν = 0.1 nous avons affaire a` un
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cas interme´diaire (environ 400, 000 ite´rations internes). Cela nous permet d’e´tudier
la scalabilite´ dans 3 contextes diffe´rents.
A` titre indicatif, la me´thode ite´rative utilise´e est une me´thode de Gauss-Seidel
par blocs. Chaque ite´ration interne correspond a` 2 relaxations par blocs successives.
Le sens de balayage change a` chaque relaxation de manie`re a` converger plus vite.
Notons qu’il est possible de recevoir des messages au de´but de chaque relaxation.
Re´sultats expe´rimentaux
Le tableau 2.2 donne tous les temps de restitution obtenus en faisant varier le
nombre de ν = 0.01 ν = 0.1 ν = 1
proc. sync. async. sync. async. sync. async.
1 247 (sec.) 2245 (sec.) 8681 (sec.)
2 (1) 200 189 1618 1513 6232 5781
4 (1) 117 108 852 788 3132 2846
8 (1) 64 55 510 404 2061 1470
16 (1) 34 30 265 218 1004 796
32 (1) 22 18 155 127 577 466
64 (2) 11 9.3 83 65 317 241
128 (4) 6.8 5.1 49 35 185 133
Tab. 2.2 – Re´capitulatif des temps de restitution sur le p690+ des algorithmes de
Schwarz paralle`les teste´s sur les 3 proble`mes de convection-diffusion
nombre de processeurs et le coefficient ν, tout en conservant le parame`tre τ constant
(τ = 2). Le nombre de nœuds p690+ utilise´s est e´crit entre parenthe`ses dans la
colonne indiquant le nombre de processeurs. Dans tous les cas, l’algorithme asyn-
chrone est meilleur que l’algorithme synchrone. La scalabilite´ des algorithmes est
e´value´e a` l’aide des courbes d’acce´le´ration et d’efficacite´ des figures 2.12, 2.13 et 2.14.
L’acce´le´ration est le rapport entre le temps de restitution se´quentiel et paralle`le. L’ef-
ficacite´ est l’acce´le´ration divise´e par le nombre de processeurs utilise´s. Globalement,
l’acce´le´ration et l’efficacite´ de l’algorithme asynchrone sont supe´rieures a` celles de
l’algorithme synchrone. De plus, plus ν est grand, plus la paralle´lisation est efficace ;
ce fait confirme les re´sultats obtenus par R. Guivarch dans [51] avec des e´quations
de convection-diffusion bidimensionnelles. Cette de´pendance des efficacite´s vis a` vis
du parame`tre ν est due a` la re´partition des donne´es, a` la collecte des re´sultats, ainsi
qu’a` l’initialisation et a` la libe´ration des canaux de communication, qui font partie du
surcouˆt de la paralle´lisation. Ces ope´rations ayant des temps d’exe´cution incompres-
sibles, ces temps deviennent d’autant plus significatifs lorsque la quantite´ de calcul
diminue. Puisque le nombre d’ite´rations croˆıt avec ν, il est normal que l’efficacite´
augmente en conse´quence.
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Fig. 2.12 – Acce´le´ration et efficacite´ des algorithmes de Schwarz paralle`les pour la
re´solution du proble`me de convection-diffusion avec convection dominante (ν = 0.01)
sur le p690+
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Fig. 2.13 – Acce´le´ration et efficacite´ des algorithmes de Schwarz paralle`les pour la
re´solution du proble`me de convection-diffusion interme´diaire (ν = 0.1) sur le p690+
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Fig. 2.14 – Acce´le´ration et efficacite´ des algorithmes de Schwarz paralle`les pour la
re´solution du proble`me de convection-diffusion avec diffusion dominante (ν = 1) sur
le p690+
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Pour chaque version de l’algorithme, nous pouvons noter les faits suivants.
algorithme asynchrone Pour les 3 valeurs de ν, la relation entre l’acce´le´ration et
le nombre de processeurs est quasiment line´aire. Les efficacite´s quant a` elles
subissent une chute assez rapide entre 2 et 32 processeurs. Toutefois, elles
de´croissent tre`s peu entre 32 et 128 processeurs.
algorithme synchrone Pour les 3 valeurs de ν, la relation entre l’acce´le´ration et le
nombre de processeurs est moins line´aire que dans le cas asynchrone. A` partir
de 64 processeurs, l’acce´le´ration croˆıt moins rapidement. Les courbe d’efficacite´
sont moins re´gulie`res que celles de l’algorithme asynchrone. En effet, lorsque
ν = 1, l’efficacite´ pour 16 processeurs est le´ge`rement supe´rieure a` l’efficacite´
pour 8 processeurs, ce qui est inhabituel.
Nous pouvons conclure que pour les syste`mes alge´briques de grandes dimensions issus
de nos proble`mes tests, les performances et la scalabilite´ de l’algorithme asynchrone
sont supe´rieures a` celles de l’algorithme synchrone.
En ce qui concerne l’irre´gularite´ de l’efficacite´ de l’algorithme synchrone pour
ν = 1, nous ne disposons d’aucun e´le´ment permettant d’en trouver la cause exacte.
Toutefois, nous pouvons soupc¸onner l’influence du de´coupage du proble`me. Sachant
que la re´partition des donne´es a une influence sur les messages a` e´changer, il se peut
que le de´coupage pour 16 processeurs soit plus avantageux que le de´coupage pour 8
processeurs. Cette hypothe`se est plausible car pour les cas ν = 0.01 et ν = 0.1, nous
pouvons noter qu’entre 8 et 16 processeurs, l’efficacite´ de´croˆıt moins rapidement.
Les courbes donnant le nombre d’ite´rations internes en fonction du nombre de
processeurs sont donne´es dans les figures 2.15, 2.16 et 2.17. Le nombre d’ite´rations
internes effectue´es par l’algorithme synchrone croˆıt avec le nombre de processeurs
en raison de changements dans l’ordre de traitement des sous-domaines. En re-
vanche, la croissance relativement forte du nombre d’ite´rations internes effectue´es
par l’algorithme asynchrone est due au comportement chaotique. Les retards dans les
e´changes de message ralentissent ne´cessairement la convergence en terme de nombre
d’ite´rations.
Ce surcouˆt en ite´ration interne n’est pas pe´nalisant dans la mesure ou` il reste
infe´rieur a` celui qui est induit par la synchronisation. La comparaison entre les
nombres d’ite´rations internes effectue´es par les versions synchrones et asynchrones
des algorithmes paralle`les montre que plus le nombre de processeurs est e´leve´, plus
l’algorithme a tendance a` perdre les gains de la strate´gie de relaxation rouge-noir.
Remarque 2.10 Notons que l’augmentation du nombre d’ite´rations internes a une
incidence positive vis a` vis du gain en pre´cision [88].
2.6.2 Synthe`se
En rendant l’imple´mentation des communications inde´pendante du de´coupage en
sous-composantes, le code a gagne´ en simplicite´ au prix d’une perte en efficacite´ que
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Fig. 2.15 – Comparaison entre les nombres d’ite´rations internes effectue´es par les
algorithmes de Schwarz paralle`les pour la re´solution du proble`me de convection-
diffusion avec convection dominante (ν = 0.01) sur le p690+
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Fig. 2.16 – Comparaison entre les nombres d’ite´rations internes effectue´es par les
algorithmes de Schwarz paralle`les pour la re´solution du proble`me de convection-
diffusion interme´diaire (ν = 0.1) sur le p690+
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Fig. 2.17 – Comparaison entre les nombres d’ite´rations internes effectue´es par les
algorithmes de Schwarz paralle`les pour la re´solution du proble`me de convection-
diffusion avec diffusion dominante (ν = 1) sur le p690+
nous pouvons de´celer en comparant les courbes des figures A.2 (donne´e dans l’annexe
A), 2.12, 2.13 et 2.14. Le fait d’optimiser les communications en prenant en compte le
de´coupage en sous-composantes reste un principe bon d’imple´mentation. Cependant,
cette approche a des limites :
1. Lorsque le nombre de processeurs est grand, le gain de performance obtenu
graˆce a` l’optimisation des communications n’est pas e´vident. Les courbes de
la figure A.2 montrent que l’e´cart entre les efficacite´s des deux algorithmes
paralle`les a tendance a` diminuer lorsque le nombre de processeurs croˆıt.
2. Optimiser les communications en fonction du de´coupage en sous-domaines ne
fait que rendre un solveur paralle`le tributaire d’un type de de´coupage.
Notons que les moyens algorithmiques qui sont mis en œuvre pour optimiser les
algorithmes asynchrones ne sont pas ne´cessairement applicables pour les algorithmes
synchrones. Les proble`mes d’interblocage en sont une bonne illustration.
En fin de compte, la prise en compte de plusieurs sous-domaines par processus
a pour but d’acce´le´rer la convergence graˆce a` une meilleure strate´gie de relaxation.
Cependant, e´tant donne´ la nature chaotique des algorithmes asynchrones, le surcouˆt
en relaxations induit par l’asynchronisme tend a` limiter les effets de la strate´gie de
relaxation multiplicative. Donc, la tentative d’optimisation de la strate´gie de relaxa-
tion n’est pas scalable. Les courbes des figures 2.15, 2.16 et 2.17 peuvent sugge´rer
qu’a` partir d’un certain nombre de processeurs, le nombre de relaxation effectue´es par
l’algorithme asynchrone de´passera le double du nombre de relaxations effectue´es par
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l’algorithme synchrone. Cela signifiera que tous les be´ne´fices de la strate´gie rouge-noir
seront perdus a` partir de ce seuil.
Une voie d’investigation consisterait a` acce´le´rer la convergence de l’algorithme
dans le cas ou` les processus ne prennent en charge qu’un seul sous-domaine. Les
approches propose´es dans [69, 46, 47, 98] sont envisageables pour permettre une
telle acce´le´ration. Cela consiste a` utiliser des algorithmes qui sont, d’un point de
vue mathe´matique, plus performants que l’algorithme de Schwarz que nous avons
imple´mente´. Ainsi, la mise en œuvre d’une strate´gie de relaxation multiplicative, qui
est a` l’origine des difficulte´s algorithmiques, n’est pas ne´cessaire. Notons que la mise
en œuvre sur calculateur paralle`le de la variante de la me´thode alterne´e de Schwarz
propose´e par J.C. Miellou [69] a e´te´ re´alise´e dans 2 situations distinctes [48, 51].
En ce qui concerne la re´organisation des ite´rations internes (cf. section 2.4.1),
la technique employe´e a l’inconve´nient de limiter la flexibilite´ des communications.
En effet, une composante du vecteur ite´re´ est inaccessible durant les τ ite´rations
internes effectue´es sans envois de message. Cette limitation n’est pas impertinente
car les architectures paralle`les actuellement disponibles ne tole`rent pas toujours des
fre´quences de communication trop e´leve´es. Le concept d’asynchronisme demeure tre`s
inte´ressant meˆme s’il n’est pas exploite´ dans sa totalite´, dans la mesure ou` il apporte
une grande souplesse dans la programmation des solveurs paralle`les graˆce a` l’absence
d’interblocage.
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Chapitre 3
E´lectrophore`se de zone a`
e´coulement continu
3.1 Introduction
Le terme e´lectrophore`se de´signe la migration de particules ionise´es dans une so-
lution e´lectrolytique, sous l’action d’un champ e´lectrique. La vitesse de migration ~V
est proportionnelle au champ e´lectrique ~E :
~V = µ ~E. (3.1)
Le coefficient µ est la mobilite´ e´lectrophore´tique. Elle est fonction de la tempe´rature,
des parame`tres lie´s au solvant et des caracte´ristiques de l’espe`ce ionique conside´re´e.
Le phe´nome`ne d’e´lectrophore`se fut de´couvert au 19e`me sie`cle, a` l’occasion des
e´tudes sur la the´orie de ions. Il a e´te´ mis en e´vidence en 1897 par Arrhenius, qui
a re´alise´ la se´paration de colorants a` l’aide d’un champ e´lectrique. Les premie`res
applications sont apparues quarante ans plus tard. Elles exploitent les diffe´rences de
mobilite´ entre plusieurs espe`ces ioniques afin de re´aliser leur se´paration.
La se´paration par e´lectrophore`se est par la suite devenue une technique d’analyse
incontournable dans des domaines tels que la biologie mole´culaire et la ge´ne´tique.
Graˆce au proce´de´ d’e´lectrophore`se de zone (figure 3.1), il est possible de distinguer
les diffe´rentes prote´ines que renferment un fluide biologique.
L’e´lectrophore`se de zone est uniquement destine´e a` l’analyse de me´langes d’es-
pe`ces ioniques. En effet, les quantite´s de produits purs re´cupe´re´s sont de l’ordre du
microgramme. Cela est duˆ a` l’immobilite´ du milieu dans lequel la se´paration a lieu
(gel ou milieu poreux).
L’e´lectrophore`se de zone a` e´coulement continu est un proce´de´ e´lectrophore´tique
qui a e´te´ de´veloppe´ dans le but de se´parer les constituants de me´langes en plus
grande quantite´. La migration e´lectrophore´tique se de´roule dans un milieu liquide en
e´coulement continu (figure 3.2).
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Fig. 3.1 – L’e´lectrophore`se de zone
Le me´lange d’espe`ces ioniques est injecte´ ponctuellement dans une nappe de li-
quide appele´e tampon vecteur. Celui-ci s’e´coule verticalement dans une chambre pa-
ralle´le´pipe´dique appele´e cellule d’e´lectrophore`se, soumise a` un champ e´lectrique per-
pendiculaire au sens de l’e´coulement. L’e´chantillon injecte´ dans la cellule forme un
filet. Les constituants du me´lange, transporte´s par l’e´coulement impose´ au tampon
vecteur, subissent la migration e´lectrophore´tique pendant la traverse´e de la cellule.
Leur se´paration a lieu graˆce aux diffe´rences de mobilite´. A` la sortie, les produits purs
sont recueillis a` l’aide de collecteurs dispose´s sur la largeur de la cellule.
L’e´paisseur de la cellule est tre`s faible devant sa largeur et sa longueur afin d’as-
surer un e´coulement le plus stable possible. La pre´sence de remous dans l’e´coulement
reme´langerait les constituants se´pare´s.
Le champ e´lectrique est cre´e´ a` l’aide d’e´lectrodes dispose´es dans des compar-
timents situe´s aux extre´mite´s late´rales de la cellule. Elles sont se´pare´es du tampon
vecteur par des membranes semi-perme´ables, ne laissant passer que les ions, porteurs
de courant e´lectrique.
Ce proce´de´, simple au premier abord, est soumis a` des phe´nome`nes perturbateurs
pouvant eˆtre classe´s en deux cate´gories : d’une part, les perturbations affectant le
filet et d’autre part, celles qui affectent l’e´coulement du tampon vecteur. Parmi les
phe´nome`nes qui rendent le filet instable, on distingue :
L’e´lectrohydrodynamique La conductivite´ e´lectrique du fluide qui s’e´coule dans
la cellule est non uniforme en raison de la pre´sence d’espe`ces ioniques de natures
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Fig. 3.2 – L’e´lectrophore`se de zone a` e´coulement continu
diffe´rentes. L’e´coulement du tampon vecteur est alors soumis a` des perturba-
tions au voisinage du filet.
La diffusion Les espe`ces ioniques se diffusent dans le tampon vecteur. Le diame`tre
du filet augmente en conse´quence.
Le temps de se´jour La vitesse d’e´coulement e´tant plus faible au voisinage des pa-
rois de la cellule, le temps de se´jour des particules ionise´es proches des parois
est donc plus e´leve´. Ainsi, les particules situe´es au centre de la cellule migreront
moins que les particules proches des parois.
La gravite´ En pre´sence d’un champ de gravite´, lorsque la masse volumique d’une
espe`ce injecte´e est diffe´rente de celle du tampon vecteur, le filet peut devenir
instable. Des risques de fluctuation, de rupture et de se´dimentation peuvent
apparaˆıtre.
L’e´lectro-osmose Ce phe´nome`ne peut eˆtre assimile´ a` une vitesse de glissement
au niveau des parois late´rales de la cellule, perpendiculairement au sens de
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l’e´coulement. Il est provoque´ par la pre´sence de charges a` la surface du mate´riau
formant la cellule. Ce mouvement contribue a` la de´formation du filet a` l’instar
de la diffe´rence de temps de se´jour.
Les phe´nome`nes a` l’origine de l’instabilite´ de l’e´coulement du tampon vecteur sont :
L’effet Joule Le passage du courant e´lectrique dans la solution provoque un e´chauf-
fement de celle-ci. En principe, les zones de faible concentration ionique ont
tendance a` eˆtre les plus chaudes.
La polarisation de concentration Au voisinage des membranes semi-imperme´a-
bles qui se´parent les e´lectrodes de la solution, les ions peuvent s’y accumuler
ou se rare´fier.
La convection naturelle E´tant donne´ que la concentration ionique varie au sein
de la cellule a` cause de la polarisation de concentration, l’e´chauffement par
effet Joule est par conse´quent non uniforme. L’e´coulement force´ du tampon
vecteur est alors perturbe´ par des courants de convection dus aux transferts
thermiques.
Des e´tudes de´taille´es de ces phe´nome`nes sont disponibles dans [60, 78, 1].
Ce chapitre s’articule de la manie`re suivante. Le mode`le physique [23, 22] est
pre´sente´ dans la section 3.2. Il repose sur le couplage entre :
– les e´quations de Navier-Stokes incompressibles qui re´gissent l’e´coulement du
tampon vecteur,
– une e´quation de convection-diffusion line´aire qui re´git le transport des parti-
cules ionise´es dans la cellule,
– et une e´quation de Laplace ge´ne´ralise´e qui re´git le champ de potentiel dans la
cellule.
Les sche´mas de discre´tisation de ces e´quations sont e´tablis dans les sections qui
suivent. La section 3.3 pre´sente la re´solution nume´rique des e´quations de Navier-
Stokes a` l’aide d’une me´thode de type pre´dicteur-correcteur (PISO [57]), dans le
cadre d’une discre´tisation par volumes finis. La re´solution nume´rique de l’e´quation
de concentration discre´tise´e par diffe´rences finies est traite´e dans la section 3.4. Deux
me´thodes distinctes seront envisage´es : l’une implicite, l’autre explicite (MPDATA
[84, 85, 86]). La section 3.5 pre´sente le sche´ma de discre´tisation par diffe´rences finies
qui est applique´ a` l’e´quation de potentiel. Enfin, la mise en œuvre de l’algorithme de
Schwarz asynchrone avec communication flexible est de´crite dans la section 3.6. Nous
ve´rifierons d’abord que les matrices de discre´tisation des e´quations du mode`le sont
des M-matrices, ce qui nous permettra d’appliquer les the´ore`mes de convergence
[73, 49, 71, 33] des algorithmes paralle`les asynchrones. Puis nous pre´senterons les
re´sultats des simulations nume´riques ainsi que les mesures de performance obtenues
sur le serveur de calcul de l’IDRIS.
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3.2 Mode`le physique
Le mode`le tridimensionnel pre´sente´ ici est inspire´ du mode`le de M. J. Clifton,
H. Roux de Balmann et V. Sanchez [23, 22]. La tempe´rature du tampon vecteur
est uniforme, les effets de la gravite´ sont ne´glige´s.
c Concentration
D Coefficient de diffusion
~E Champ e´lectrique
Ei, i = 1, 2, 3 Composantes du champ e´lectrique
K Conductivite´ e´lectrique
Li, i = 1, 2, 3 Dimensions (largeur, longueur, e´paisseur) de la cellule
p Pression
Q Contribution diffusive a` la densite´ de courant
R Constante des gaz parfaits
T Tempe´rature
t Temps
~U Champ de vitesse
ui, i = 1, 2, 3 Composantes du champ de vitesse
vm Vitesse moyenne
xi, i = 1, 2, 3 Coordonne´es spatiales dans un repe`re carte´sien
 Permittivite´ die´lectrique
λ Conductivite´ ionique moyenne
µ Mobilite´ e´lectrophore´tique
ν Viscosite´ cine´matique
ρ Masse volumique
Φ Potentiel e´lectrique
Tab. 3.1 – Variables et parame`tres du mode`le physique de l’e´lectrophore`se de zone
a` e´coulement continu
Dans la suite, les notations adopte´es pour les variables et les coefficients sont
indique´es dans le tableau 3.1. Un repe`re carte´sien (O, e1, e2, e3) est associe´ a` la cellule
d’e´lectrophore`se. Celle-ci est repre´sente´e dans la figure 3.3. Le domaine sera note´ Ω.
Ω =
3∏
i=1
[0, Li]. (3.2)
Soit f une fonction de variable (x, y, z, t) ∈ Ω× [0, +∞[. Nous adopterons les nota-
tions suivantes pour les ope´rateurs classiques :
– le gradient d’un champ scalaire f est note´ ~grad(f) = ( ∂f
∂x1
, ∂f
∂x2
, ∂f
∂x3
),
– la divergence d’un champ de vecteur ~F est note´e div(~F ) = ∂f1
∂x1
+ ∂f2
∂x2
+ ∂f3
∂x3
,
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Fig. 3.3 – Ge´ome´trie de la cellule d’e´lectrophore`se
– le Laplacien de f est note´ ∆f .
Les restrictions de f aux frontie`res du domaine seront note´es :
f/xi=0 ou f/xi=Li, i = 1, 2, 3.
Une condition de Dirichlet sera note´e :
f/xi=0 = g ou f/xi=Li = g, i = 1, 2, 3.
Une condition de Neumann sera note´e :
∂f
∂n /xi=0
= g ou
∂f
∂n /xi=Li
= g, i = 1, 2, 3.
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Une condition initiale sera note´e :
f/t=0 = g.
3.2.1 Mode´lisation
Nous reprenons la mise en e´quation du proce´de´ d’e´lectrophore`se a` e´coulement
continu [22] en adoptant quelques simplifications :
– l’e´lectro-osmose sera ne´glige´e,
– la migration d’une seule espe`ce ionique sera conside´re´e.
L’e´coulement incompressible
L’e´coulement du tampon vecteur est mode´lise´ par une e´quation de Navier-Stokes
incompressible tridimensionnelle. Le champ de vitesse ~U du tampon vecteur ainsi
que la pression p sont re´gis par les e´quations quantite´ de mouvement :
∂ui
∂t
− ν ∆ui +
3∑
j=1
uj
∂ui
∂xj
= −
1
ρ
∂p
∂xi
+ Fi, i = 1, 2, 3. (3.3)
Le terme Fi de´pend des forces exte´rieures. Le champ de vitesse doit aussi respecter
l’e´quation de conservation de la masse :
div(~U) = 0. (3.4)
La migration e´lectrophore´tique
La concentration c d’une espe`ce donne´e est re´gie par une e´quation de transport
de la forme :
∂c
∂t
−D ∆c +
3∑
i=1
wi
∂c
∂xi
= 0. (3.5)
ou` wi sont les composantes de la vitesse de convection de l’espe`ce chimique.
L’espe`ce ionique est d’une part soumise a` la migration e´lectrophore´tique (3.1), et
d’autre part entraˆıne´e par le tampon vecteur a` une vitesse d’e´coulement ~U , re´gie par
(3.3) et (3.4). Le vecteur vitesse
~W = ~U + µ ~E
est donc la vitesse de convection intervenant dans l’e´quation de transport (3.5).
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Le potentiel e´lectrique
Le potentiel e´lectrique Φ est re´gi par une e´quation de Poisson ge´ne´ralise´e de la
forme :
−div(K ~grad(Φ)) = ∆Q. (3.6)
La fonction K est la conductivite´ du milieu et Q est la contribution diffusive a`
la densite´ de courant. Nous adopterons dans la suite une hypothe`se simplificatrice
employe´e dans [23, 24] :
∆Q = 0. (3.7)
L’e´lectrohydrodynamique
La conductivite´ de´pend de la concentration de l’espe`ce ionique migrant dans le
tampon vecteur :
K = K0 + λc.
La prise en compte de l’effet e´lectrohydrodynamique consiste a` coupler l’e´quation de
potentiel (3.6) a` l’e´quation de quantite´ de mouvement du tampon vecteur (3.3). Cet
effet est conside´re´ comme une force exte´rieure agissant sur le tampon vecteur, dont
les composantes selon les axes valent :
 div(Ei ~E), i = 1, 2, 3.
Le champ e´lectrique est de´termine´ par la relation ~E = − ~grad(Φ).
Re´capitulatif
L’e´lectrophore`se de zone a` e´coulement continu est re´gi par un ensemble d’e´qua-
tions aux de´rive´es partielles re´sultant du couplage entre les e´quations associe´es a`
chacun des phe´nome`nes physiques en jeu. Voici un re´capitulatif du mode`le issu de
[23, 22] re´gissant la migration d’une espe`ce ionique dans la cellule d’e´lectrophore`se :
∂ui
∂t
− ν ∆ui +
3∑
j=1
uj
∂ui
∂xj
= −
1
ρ
∂p
∂xi
+  div(Ei ~E), i = 1, 2, 3 (3.8)
div(~U) = 0 (3.9)
∂c
∂t
−D ∆c +
3∑
i=1
(ui + µ Ei)
∂c
∂xi
= 0 (3.10)
K = K0 + λc (3.11)
−div(K ~grad(Φ)) = 0 (3.12)
~E = − ~grad(Φ). (3.13)
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3.2.2 Conditions aux limites
Le champ de vitesse
A` l’entre´e de la cellule, le vecteur vitesse est fixe´ par des conditions aux limites
de Dirichlet :
u1/x2=0 = 0
u2/x2=0 = v
u3/x2=0 = 0.
ou` v est la vitesse d’e´coulement du tampon vecteur injecte´ dans la cellule. En raison
de la faible e´paisseur de la cellule, nous supposerons que cette vitesse posse`de un
profil parabolique selon l’e´paisseur, de la forme
v = r x3(L3 − x3).
Les conditions aux limites au niveau des parois late´rales, associe´es aux compo-
santes perpendiculaires au sens de l’e´coulement sont :
u1/x1=0 = u1/x1=L1 = 0
u3/x1=0 = u3/x1=L1 = 0
u1/x3=0 = u1/x3=L3 = 0
u3/x3=0 = u3/x3=L3 = 0.
Quant a` la composante u2, les conditions aux limites sur les parois late´rales sont :
∂u2
∂n /x1=0
=
∂u2
∂n /x1=L1
= 0
u2/x3=0 = u2/x3=L3 = 0.
Enfin, a` la sortie de la cellule, des conditions aux limites de Neumann s’appliquent
a` toutes les composantes :
∂u1
∂n /x2=L2
= 0
∂u2
∂n /x2=L2
= 0
∂u3
∂n /x2=L2
= 0.
La concentration
Les conditions de Neumann sont pre´ponde´rantes pour l’e´quation de transport.
La concentration est de´finie par une condition de Dirichlet a` l’entre´e de la cellule
uniquement :
c/x2=0 = c
0 (3.14)
93
ou` c0 est la concentration de l’espe`ce impose´e a` l’entre´e de la cellule.
Au niveau des parois late´rales et de la sortie, nous avons :
∂c
∂n /x1=0
=
∂c
∂n /x1=L1
= 0
∂c
∂n /x3=0
=
∂c
∂n /x3=L3
= 0
∂c
∂n /x2=L2
= 0.
Le potentiel e´lectrique
A` l’entre´e de la cellule, le potentiel de´pend de la concentration initiale c0. Une
condition aux limites de Dirichlet non homoge`ne est impose´e. Le potentiel a` l’entre´e
de la cellule est la solution de l’e´quation de potentiel bidimensionnelle.
Φ/x2=0 = Φ0 (3.15)
−div(K ~grad(Φ0)) = 0 dans {x ∈ Ω | x2 = 0}. (3.16)
La fonction Φ0 ne varie pas au cours du temps. Elle est calcule´e au de´but de la
simulation.
Au niveau des e´lectrodes, le potentiel constant se traduit par des conditions aux
limites de Dirichlet :
Φ/x1=0 = Φc (3.17)
Φ/x1=L1 = Φm. (3.18)
Le potentiel e´lectrique e´tant de´fini a` une constante pre`s, nous imposons :
Φc = 0. (3.19)
Quant aux 2 autres parois late´rales, le potentiel est obtenu par interpolation line´aire :
Φ/x3=0 = Φ/x3=L3 =
x1
L1
Φm.
La condition aux limites a` la sortie de la cellule est de´finie de manie`re analogue
a` celle de l’entre´e (cf. (3.15) et (3.16)) :
Φ/x2=L2 = Φt (3.20)
−div(K ~grad(Φt)) = 0 dans {x ∈ Ω | x2 = L2}. (3.21)
Contrairement a` Φ0, Φt est une fonction de´pendante du temps. Par conse´quent, a`
chaque pas de temps, il faut recalculer Φt avant de re´soudre l’e´quation de potentiel
sur la cellule.
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3.2.3 Conditions initiales
Le champ de vitesse et la pression a` l’instant initial doivent respecter les e´quations
(3.3) et (3.4) avec Fi = 0, i = 1, 2, 3. Compte tenu du profil parabolique de la vitesse
a` l’entre´e de la cellule, les composantes du champ de vitesse initial valent :
u1/t=0 = u3/t=0 = 0
u2/t=0 =
6 vm
(L3)2
x3(L3 − x3) (3.22)
ou` vm est la vitesse moyenne de l’e´coulement. La pression est obtenue en inte´grant
la seconde e´quation de quantite´ de mouvement (3.3) :
p/t=0 = −
12 ρ ν vm
(L3)2
x2 + r (3.23)
ou` r est une constante arbitraire.
Initialement, la concentration est nulle a` l’inte´rieur de la cellule d’e´lectrophore`se.
Au niveau de l’entre´e de la cellule, elle vaut c0. Quant au potentiel e´lectrique, il vaut :
Φ/t=0 =
x1
L1
Φm. (3.24)
3.2.4 E´tude adimensionnelle
Le passage aux variables adimensionnelles est un proce´de´ permettant de re´duire
le nombre de parame`tres physiques intervenant dans les e´quations.
Principe
Les coordonne´es spatiales et temporelles doivent d’abord subir un changement
d’e´chelle. La longueur de re´fe´rence choisie est la distance L1 se´parant les 2 e´lectrodes.
Le temps ne´cessaire pour parcourir la distance L1 a` la vitesse vm devient alors le
temps de re´fe´rence. Les fonctions de l’espace et du temps subissent par conse´quent
le changement de variable suivant :

x1 = L1 χ1, χ1 ∈ [0, 1]
x2 = L1 χ2, χ2 ∈ [0,
L2
L1
]
x3 = L1 χ3, χ3 ∈ [0,
L3
L1
]
t = L1
vm
τ, τ ∈ [0, +∞[
. (3.25)
Les champs adimensionnels sont obtenus en effectuant un changement d’e´chelle
sur les variables et les valeurs des fonctions de l’espace et du temps. Chaque fonc-
tion subit le changement de variable (3.25) ainsi qu’une division par une valeur de
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re´fe´rence. Par exemple, pour un champ f donne´, le champ adimensionnel f ∗ associe´
s’e´crit
f ∗(χ1, χ2, χ3, τ) =
1
f0
f(L1 χ1, L1 χ2, L1 χ3,
L1
vm
τ).
Les expressions des de´rive´es partielles de f deviennent alors :
∂f
∂t
= f0
vm
L1
∂f ∗
∂τ
∂f
∂xi
=
f0
L1
∂f ∗
∂χi
∂2f
∂x2i
=
f0
(L1)2
∂2f ∗
∂χ2i
.
Les notations associe´es aux ope´rateurs de gradient, de divergence et du Laplacien
resteront inchange´es.
Variables adimensionnelles
Commenc¸ons par de´finir les vitesses, la pression, les concentrations et le potentiel
e´lectrique adimensionnels. Posons :
u∗i =
ui
vm
, i = 1, 2, 3 (3.26)
p∗ =
p
ρ v2m
(3.27)
c∗` =
c`
c0`
(3.28)
Φ∗ =
Φ
Φm
. (3.29)
L’expression du champ e´lectrique adimensionnel est de´duit de l’e´quation (3.13) :
E∗i =
L1
Φm
Ei, i = 1, 2, 3. (3.30)
La conductivite´ adimensionnelle s’e´crit :
K∗ =
K
λ c0
.
Ce qui donne apre`s simplification :
K∗ = K∗0 + c
∗ (3.31)
ou`
K∗0 =
K0
λ c0
. (3.32)
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E´quations adimensionnelles
Les e´quations re´gissant la migration des espe`ces ioniques peuvent a` pre´sent eˆtre re´-
e´crites de manie`re simplifie´e. Ce seront celles-la` qui seront discre´tise´es. L’e´coulement
du tampon vecteur est alors re´gi par les e´quations adimensionnelles suivantes, de´dui-
tes de (3.8), (3.26), (3.27) et (3.30) :
∂u∗i
∂τ
−
1
Re
∆u∗i +
3∑
j=1
u∗j
∂u∗i
∂χj
= −
∂p∗
∂χi
+ ∗div(E∗i
~E∗), i = 1, 2, 3 (3.33)
div(~U∗) = 0. (3.34)
Les expressions des constantes associe´es sont :
Re =
vm L1
ν
(nombre de Reynolds) (3.35)
∗ =
 Φ2m
ρ (vm L1)2
. (3.36)
L’e´quation de transport (3.10) devient a` l’aide de (3.28) et (3.30) :
∂c∗
∂τ
−
1
Pe
∆c∗ +
3∑
i=1
(u∗i + m
∗ E∗i )
∂c∗
∂χi
= 0 (3.37)
avec les constantes suivantes :
Pe =
vm L1
D
(nombre de Peclet) (3.38)
m∗ =
µ Φm
vm L1
. (3.39)
L’e´quation de potentiel adimensionnelle est de´duite de (3.12), (3.29) et (3.31). Elle
s’e´crit :
−div(K∗ ~grad(Φ∗)) = 0. (3.40)
Enfin, conforme´ment a` (3.13), (3.29) et (3.30), l’expression du champ e´lectrique adi-
mensionnel devient :
~E∗ = − ~grad(Φ∗). (3.41)
Dans la suite, toutes les variables physiques seront conside´re´es comme e´tant adi-
mensionnelles afin d’alle´ger les notations.
3.3 Discre´tisation de l’e´quation d’e´coulement
Les e´quations (3.33) et (3.34) sont discre´tise´es par la me´thode des volumes finis.
Leur re´solution nume´rique est re´alise´e a` l’aide de l’algorithme PISO (Pressure Im-
plicit with Splitting of Operators), mis au point par R.I. Issa [57]. Elle permet la
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re´solution des e´quations de Navier-Stokes incompressibles et compressibles. Le choix
de cet algorithme est motive´ par les raisons suivantes :
– le sche´ma de discre´tisation temporelle associe´ a` l’algorithme PISO est incondi-
tionnellement stable [57] ;
– la mise en œuvre de l’algorithme PISO conduit a` la re´solution de syste`mes
line´aires ayant des proprie´te´s inte´ressantes dans l’optique de l’utilisation des
ite´rations paralle`les asynchrones.
3.3.1 Maillages de´cale´s
L’utilisation de maillages de´cale´s est motive´e par la re´solution nume´rique de
l’e´quation de Navier-Stokes. Le fait de calculer toutes les variables physiques sur
un maillage commun conduit classiquement a` des solution nume´riques physiquement
irre´alistes (cf. les exemples de [77]).
Cette technique consiste a` de´finir 4 maillages distincts. Le champ de pression est
calcule´ sur un maillage dit principal et chaque composante du champ de vitesse sur
un maillage dit de´cale´, de sorte qu’en aucun point du domaine, on ne peut connaˆıtre
directement les valeurs de toutes les grandeurs physiques. Les valeurs manquantes
sont obtenues par interpolation.
Les points des maillages de´cale´s sont place´s au milieu des points adjacents du
maillage principal (figure 3.4). La figure 3.5 montre une vue en coupe du ie`me maillage
de´cale´ par rapport au maillage principal, dans un plan (O, ei, ej), avec j 6= i (e1, e2
et e3 e´tant les vecteurs de la base canonique de R
3). Seule la ie`me composante du
champ de vitesse sera directement connue sur le ie`me maillage de´cale´.
De manie`re ge´ne´rale, les champs scalaires tels que la pression, les concentrations
ou le potentiel e´lectrique sont calcule´s sur le maillage principal. Quant aux champs
vectoriels tels que la vitesse d’e´coulement ou le champ e´lectrique, ils sont calcule´s
sur les maillages de´cale´s ; la ie`me composante e´tant associe´e au ie`me maillage de´cale´.
3.3.2 Volumes de controˆle
Nous effectuons a` pre´sent la mise en place des volumes de controˆle, e´tape pre´li-
minaire a` la discre´tisation par volumes finis.
Un volume de controˆle contenant un point du ie`me maillage de´cale´ est repre´sente´
a` la figure 3.6. C’est un paralle´le´pipe`de dont la longueur des areˆtes de´pend de la
position des points adjacents au point conside´re´. La vue en coupe de la figure 3.7
permet de de´finir les dimensions du volume de controˆle sans ambigu¨ıte´.
Un volume de controˆle du maillage principal est repre´sente´ a` la figure 3.8. Quant
aux dimensions du volume de controˆle, elles sont de´finies dans la vue en coupe, figure
3.9.
Conforme´ment aux figures 3.7 et 3.9, les notation suivantes seront adopte´es :
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POINT DU MAILLAGE PRINCIPAL
POINT DES MAILLAGES DECALES
Fig. 3.4 – Vue 3D des maillages de´cale´s
– δxi1, δx
i
2 et δx
i
3 de´signeront les longueurs des coˆte´s des volumes de controˆle.
L’exposant i fait re´fe´rence au maillage. Pour le maillage principal, i vaut 0.
Quant aux maillages de´cale´s, i peut prendre les valeurs 1, 2 ou 3. Enfin, l’indice
infe´rieur fait re´fe´rence a` un des axes du repe`re carte´sien. Par exemple, δx32
repre´sente la longueur du coˆte paralle`le a` l’axe (O, e2) d’un volume de controˆle
du 3e`me maillage de´cale´.
– hxik− et hx
i
k+, k = 1, 2, 3, de´signeront les distances entre le point situe´ au
centre d’un volume de controˆle et les points situe´s dans le voisinage du volume
conside´re´. L’exposant i fait encore re´fe´rence au maillage. Par exemple, hx21−
de´signe la distance entre le point M , situe´ au centre du volume de controˆle, et
le point de la droite (M, e1) qui pre´ce`de M . De plus, les points conside´re´s font
partie du second maillage de´cale´.
Nous adopterons e´galement une convention pour de´signer les points importants
qui se trouvent au voisinage d’un volume de controˆle. Les notations adopte´es sont
de´finies dans la figure 3.10. Les noms des points sont choisis en fonction de leur
position relative par rapport au volume de controˆle : west, east, south, north, bottom,
top, middle. Par exemple, si on note P le champ de pression, PE est la valeur de
cette dernie`re au point de discre´tisation E situe´ a` l’est d’un volume de controˆle et
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POINT DU MAILLAGE PRINCIPAL
POINT DU i-eme MAILLAGE DECALE
Fig. 3.5 – Vue en coupe du ie`me maillage de´cale´ par rapport au maillage principal
Pe est la valeur la pression sur la face est d’un volume de controˆle.
3.3.3 Rappel de l’algorithme PISO
Le sche´ma implicite associe´ au proble`me d’e´coulement se pre´sente sous la forme
suivante :
Ai.U
n+1
i = −∆
i
i.P
n+1 + Si( ~E, U
n
i ), i = 1, 2, 3 (3.42)
3∑
i=1
∆0i .U
n+1
i = 0. (3.43)
La ie`me e´quation de quantite´ de mouvement, associe´e a` la ie`me composante du champ
de vitesse, est discre´tise´e sur le ie`me maillage de´cale´, tandis que l’e´quation de conser-
vation de la masse est discre´tise´e sur le maillage principal. En ce qui concerne les
notations employe´es :
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POINT DU MAILLAGE PRINCIPAL
POINT DU i-eme MAILLAGE DECALE
POINT DU j-eme MAILLAGE DECALE
POINT DU k-eme MAILLAGE DECALE
Fig. 3.6 – Vue 3D d’un volume de controˆle du ie`me maillage de´cale´
δx i
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POINT DU i-eme MAILLAGE DECALE
POINT DU j-eme MAILLAGE DECALE
POINT DU MAILLAGE PRINCIPAL
δx ji
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hx hx
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Fig. 3.7 – Vue en coupe d’un volume de controˆle du ie`me maillage de´cale´
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POINT DU i-eme MAILLAGE DECALE
POINT DU j-eme MAILLAGE DECALE
POINT DU k-eme MAILLAGE DECALE
Fig. 3.8 – Vue 3D d’un volume de controˆle du maillage principal
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POINT DU MAILLAGE PRINCIPAL
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0
Fig. 3.9 – Vue en coupe d’un volume de controˆle du maillage principal
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Fig. 3.10 – Vue 3D des points au voisinage d’un volume de controˆle
– (Ai)i=1,2,3 sont les matrices associe´es a` la discre´tisation par volumes finis des
e´quations de quantite´ de mouvement (3.33).
– Les champs de vitesse et de pression discre´tise´s associe´s au ne`me pas de temps
sont respectivement note´s (Uni )i=1,2,3 et P
n.
– Les ope´rateurs ∆ij (i = 0, 1, 2, 3 et j = 1, 2, 3) sont les ope´rateurs discrets de
de´rivation partielle ∂
∂xj
, obtenus via la me´thode des volumes finis. L’exposant
i fait re´fe´rence au ie`me maillage du domaine.
– Quant aux vecteurs (Si)i=1,2,3, ils contiennent les contributions respectives des
forces exte´rieures et de la discre´tisation des de´rive´es partielles par rapport au
temps. Les forces exte´rieures de´pendent du champ e´lectrique ~E et le sche´ma
d’Euler implicite fait intervenir la vitesse ~U du ne`me pas de temps.
La principale difficulte´ dans la re´solution nume´rique de l’e´quation d’e´coulement in-
compressible par une me´thode implicite re´side dans le fait qu’il n’y a pas de relation
physique permettant de de´terminer directement la pression.
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Le principe de l’algorithme PISO consiste a` traiter le couplage entre le champ de
vitesse et la pression en divisant chaque pas de temps en 3 sous-pas.
1. Le pas pre´dicteur consiste a` re´soudre les e´quations de quantite´ de mouvement
dans lesquelles seules les vitesses e´voluent. Il en re´sulte un champ de vitesse
approche´ (U
n+ 1
3
i )i=1,2,3 qui ne respecte pas a priori le principe de conservation
de la masse.
2. Un premier pas correcteur permet de corriger les champs de vitesse et de pres-
sion de manie`re a` obtenir une conservation approche´e de la masse. Il en re´sulte
un champ de pression approche´ P n+
1
2 , puis un champ de vitesse (U
n+ 2
3
i )i=1,2,3.
3. Un second pas correcteur, dont le principe est identique a` celui du pas cor-
recteur pre´ce´dent, permet d’ame´liorer le degre´ d’approximation. R.I. Issa a
montre´ que deux pas correcteurs suffisent pour assurer la convergence de l’al-
gorithme [57]. Les champs P n+1 et (Un+1i )i=1,2,3 sont ainsi obtenus.
Voici un rappel succinct de la me´thode PISO. Nous renvoyons a` [57] pour une
pre´sentation de´taille´e. Le pas pre´dicteur donne lieu a` la re´solution nume´rique des
syste`mes line´aires suivants :
Ai.U
n+ 1
3
i = −∆
i
i.P
n + Si( ~E, U
n
i ), i = 1, 2, 3. (3.44)
Les pas correcteurs sont base´s sur une approximation permettant d’obtenir des
expressions explicites des vitesses en fonction du gradient de pression. En conside´rant
les de´composition de la matrice Ai sous la forme
Ai = Di −Hi (3.45)
ou` Di repre´sente la diagonale de Ai, l’approximation en question peut se formuler
comme suit :
Ai.U
n+ 2
3
i ' Di.U
n+ 2
3
i −Hi.U
n+ 1
3
i (3.46)
Ai.U
n+1
i ' Di.U
n+1
i −Hi.U
n+ 2
3
i . (3.47)
Chacun des pas correcteurs est alors re´gi par les e´quations suivantes, de´duites des
approximations (3.46) et (3.47) :
1. Premier pas correcteur :
Di.U
n+ 2
3
i = Hi.U
n+ 1
3
i −∆
i
i.P
n+ 1
2 + Si( ~E, U
n
i ), i = 1, 2, 3 (3.48)
3∑
i=1
∆0i .U
n+ 2
3
i = 0. (3.49)
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2. Second pas correcteur :
Di.U
n+1
i = Hi.U
n+ 2
3
i −∆
i
i.P
n+1 + Si( ~E, U
n
i ), i = 1, 2, 3 (3.50)
3∑
i=1
∆0i .U
n+1
i = 0. (3.51)
Les termes Si( ~E, U
n
i ) sont e´limine´s des e´quations (3.48) et (3.50) en retranchant
(3.44) a` (3.48) et (3.48) a` (3.50), de manie`re a` obtenir des e´quations inde´pendantes
des forces exte´rieures :
U
n+ 2
3
i = U
n+ 1
3
i −D
−1
i .∆
i
i.(P
n+ 1
2 − P n)
Un+1i = U
n+ 2
3
i + D
−1
i .(Hi.(U
n+ 2
3
i − U
n+ 1
3
i )−∆
i
i.(P
n+1 − P n+
1
2 )).
Ces expressions explicites de U
n+ 2
3
i et de U
n+1
i se substituent alors aux variables
vitesses dans les e´quations de conservation de la masse (3.49) et (3.51). Les seules
inconnues qui subsistent dans ces dernie`res sont P n+
1
2 et P n+1. L’algorithme PISO
se pre´sente alors sous la forme suivante :
1. Pas pre´dicteur : calcul de (U
n+ 1
3
i )i=1,2,3 ve´rifiant
Ai.U
n+ 1
3
i = −∆
i
i.P
n + Si( ~E, U
n
i ). (3.52)
2. Premier pas correcteur : calcul de P c = P n+
1
2 −P n et de (U
n+ 2
3
i )i=1,2,3 ve´rifiant
−
3∑
i=1
∆0i .D
−1
i .∆
i
i.P
c = −
3∑
i=1
∆0i U
n+ 1
3
i (3.53)
U
n+ 2
3
i = U
n+ 1
3
i −D
−1
i .∆
i
i.P
c. (3.54)
3. Second pas correcteur : calcul de P cc = P n+1−P n+
1
2 et de (Un+1i )i=1,2,3 ve´rifiant
−
3∑
i=1
∆0i .D
−1
i .∆
i
i.P
cc = −
3∑
i=1
∆0i .D
−1
i .Hi.(U
n+ 2
3
i − U
n+ 1
3
i ) (3.55)
Un+1i = U
n+ 2
3
i + D
−1
i .(Hi.(U
n+ 2
3
i − U
n+ 1
3
i )−∆
i
i.P
cc). (3.56)
Notons que l’e´quation de pression (3.55) tient compte du fait que
∑
i U
n+ 2
3
i = 0.
Les variables interme´diaires P c et P cc sont appele´es incre´ments de pression. Les
e´quations (3.53) et (3.55) sont usuellement appele´es e´quations de correction de pres-
sion.
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3.3.4 Conditions aux limites
Le traitement des conditions aux limites de l’e´quation d’e´coulement est l’un des
aspects les plus de´licats dans la mise en œuvre de l’algorithme PISO. Les e´quations
de correction de pression (3.53) et (3.55) sont a` l’origine de ces difficulte´s.
Pas pre´dicteur
Commenc¸ons par examiner le traitement des conditions aux limites au niveau du
pas pre´dicteur. Passer en revue toutes les conditions aux limites pour les 3 compo-
santes du champ de vitesse, sur les 6 faces de la cellule d’e´lectrophore`se serait un
travail re´pe´titif. Nous nous contentons d’isoler deux configurations importantes :
1. la composante du vecteur vitesse est tangente a` la paroi (figure 3.11)
FRONTIERE DU DOMAINE
POINT DU MAILLAGE PRINCIPAL
POINT DU i-eme MIALLAGE DECALE
POINT DU j-eme MAILLAGE DECALE
VOLUME DE CONTROLE
e
e i
j
U
U
i,F
i,I
Fig. 3.11 – Volume de controˆle adjacent a` la frontie`re associe´ a` une vitesse tangente
a` la paroi
2. la composante du vecteur vitesse est normale a` la paroi (figure 3.12)
Pour des raisons de lisibilite´, les volumes de controˆle sont repre´sente´s sur les figures en
vues de coupe. Ui,F et Ui,I de´signent respectivement les valeurs de Ui sur la frontie`re
et a` l’inte´rieur du domaine.
Au niveau du pas pre´dicteur, la condition de Neumann nulle ∂ui
∂n
= 0 se discre´tise
dans les deux configurations de manie`re identique :
U
n+ 1
3
i,F − U
n+ 1
3
i,I = 0. (3.57)
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Fig. 3.12 – Volume de controˆle adjacent a` la frontie`re associe´ a` une vitesse normale
a` la paroi
Dans la configuration avec vitesse tangente a` la paroi, la condition de Dirichlet
ui = v se discre´tise comme suit :
U
n+ 1
3
i,F = v. (3.58)
Quant a` la configuration avec vitesse normale a` la paroi, la condition de Dirichlet
peut eˆtre discre´tise´e de deux manie`res diffe´rentes :
1. fixer la valeur au niveau de la frontie`re
U
n+ 1
3
i,F = v, (3.59)
2. ou fixer la valeur au milieu du volume de controˆle adjacent a` la frontie`re en
plus de la valeur a` la frontie`re
U
n+ 1
3
i,I = U
n+ 1
3
i,F = v. (3.60)
La solution retenue pour discre´tiser les conditions de Dirichlet dans la configuration
ci-dessus sera la me´thode (3.60). En effet, nous verrons dans la suite que le choix
de la me´thode (3.59) est incompatible avec la formulation des pas correcteurs de
l’algorithme PISO.
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Pas correcteurs
Les conditions aux limites sur les vitesses n’e´voluent pas au cours des e´tapes
successives de l’algorithme PISO. L’expose´ qui suit est valable pour les deux pas
correcteurs.
Nous pouvons constater que les e´quations des pas correcteurs sont de la meˆme
forme que des e´quations de Poisson ge´ne´ralise´es, dont les inconnues sont les incre´-
ments de pression. Cependant, la pertinence de cette analogie devient discutable
lorsqu’on se focalise sur le sens physique des sche´mas de discre´tisation, en laissant
les proprie´te´s purement mathe´matiques au second plan. En effet, la discre´tisation
par volumes finis selon [77] de l’e´quation div(k ~grad(u)) = f , ou` k est une constante,
conduit a` une matrice dont les coefficients hors-diagonaux sont de la forme :
k
∏
j 6=i δx
0
j
hx0i±
.
Or, les coefficients hors-diagonaux de la matrice associe´e aux e´quations de correction
de pression sont de la forme :
k (
∏
j 6=i
δx0j)× (
∏
j 6=i
δxij).
Ce sche´ma de discre´tisation n’est pas assimilable a` un proble`me de Poisson. Il est
donc dangereux de se fier a` de telles analogies.
Les e´quations de correction de pression sont en re´alite´ des e´quations alge´briques
de´duites des e´quations de conservation de la masse (3.49) et (3.51), en substituant les
expressions (3.54) et (3.56) aux vitesses. Par conse´quent, les conditions aux limites
des e´quations de correction de pression doivent de´couler des conditions aux limites
sur les vitesses. Il faut donc se baser sur les relations entre vitesse et pression dans
les volumes de controˆle situe´s au niveau des frontie`res du domaine.
Les conditions aux limites sur les incre´ments de pression sont obtenues en prolon-
geant les corrections de vitesses (3.54) et (3.56), valables a priori sur l’inte´rieur du
domaine, vers les frontie`res du domaine. Le fait d’imposer des valeurs particulie`res
au gradient de l’incre´ment de pression permet d’obtenir des corrections de vitesses en
ade´quation avec les conditions aux limites du proble`me d’e´coulement. Notamment,
imposer un gradient d’incre´ment de pression nul laissera la vitesse invariante. Ce-
pendant, nous constatons dans la figure 3.13 que P cF et P
c
I servent essentiellement
a` corriger la vitesse Ui,I . Par conse´quent, imposer une contrainte sur le gradient
d’incre´ment de pression dans le but de satisfaire une condition aux limites sur Ui,F
contribue a` fausser la correction de vitesse. C’est la raison qui nous a pousse´ a` fixer
a` la fois Ui,I et Ui,F lorsque la condition aux limites est de type Dirichlet, dans la
configuration ou` Ui est normale a` la frontie`re.
Le traitement de la condition de Dirichlet consiste a` introduire une frontie`re
artificielle (cf. figure 3.13) en de´plac¸ant le´ge`rement la frontie`re re´elle vers l’inte´rieur
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FRONTIERE DU DOMAINE
POINT DU MAILLAGE PRINCIPAL
POINT DU i-eme MIALLAGE DECALE
POINT DU j-eme MAILLAGE DECALE
VOLUME DE CONTROLE
FRONTIERE ARTIFICIELLE DU DOMAINE
Fig. 3.13 – Volume de controˆle adjacent a` la frontie`re associe´ aux e´quations de
correction de pression
du domaine. Puis on impose la condition suivante au niveau de la frontie`re artificielle
(cf. figure 3.13) :
Uni,I = U
n+ 1
3
i,I = U
n+ 2
3
i,I = U
n+1
i,I . (3.61)
A` l’aide des relations (3.54) et (3.56) liant les vitesses aux incre´ments de pression,
nous en de´duisons :
∆iiP
c = ∆iiP
cc = 0. (3.62)
Ainsi, si Ui est une composante du champ de vitesse normale a` la frontie`re, la condi-
tion de Dirichlet devient une condition portant sur la ie`me composante du gradient
d’incre´ment de pression. En adoptant les notations de la figure 3.13, cette condition
(3.62) devient tout simplement :
P cF − P
c
I = P
cc
F − P
cc
I = 0. (3.63)
Quant aux vitesses sur les frontie`res re´elles, elles ont les meˆmes valeurs que sur les
frontie`res artificielles :
Uni,F = U
n+ 1
3
i,F = U
n+ 2
3
i,F = U
n+1
i,F . (3.64)
En ce qui concerne les conditions de Neumann, a` l’instar du cas de figure pre´ce´-
dent, il est inutile de chercher une relation entre Ui,F et l’incre´ment de pression. La
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condition (3.57) ne peut pas eˆtre satisfaite a` l’aide d’une contrainte sur l’incre´ment
de pression. Par conse´quent, il faut ajouter au niveau de chaque pas correcteur une
correction de vitesse ad-hoc pour Ui,F :
U
n+ 2
3
i,F = U
n+ 2
3
i,I (3.65)
Un+1i,F = U
n+1
i,I . (3.66)
De plus, il est ne´cessaire de fixer arbitrairement l’incre´ment de pression au niveau
de la frontie`re afin d’avoir un syste`me non singulier. Nous choisissons d’imposer au
niveau de la sortie de la cellule d’e´lectrophore`se :
P cF = P
cc
F = 0. (3.67)
Cela e´quivaut a` fixer arbitrairement la pression sur une face de la cellule.
Notons que jusqu’ici, seules les vitesses normales aux frontie`res ont e´te´ prises en
compte pour de´terminer les conditions sur la pression. Les conditions aux limites
portant sur les vitesses tangentes aux frontie`res n’ont pas d’impact sur les e´quations
de correction de pression. Nous pouvons en effet le constater dans la figure 3.13 :
les vitesses tangentes a` la frontie`re du domaine n’interviennent pas dans le bilan de
quantite´ de mouvement du volume de controˆle.
3.3.5 Construction des syste`mes line´aires
Nous adopterons la convention suivante pour de´crire une ligne du syste`me alge´bri-
que A.X = B, conforme´ment aux notations employe´es dans la figure 3.10 :
aMXM + aBXB + aSXS + aW XW + aEXE + aNXN + aT XT = BM .
Les indices M , B, S, W , etc. . .de´pendent de la position du point conside´re´ par
rapport au volume de controˆle. Ainsi, aM repre´sente le coefficient diagonal d’une
ligne de A et (aJ)J 6=M sont les coefficients hors-diagonaux. La somme de ces derniers
sera note´e
∑
J 6=M aJ . Dans le cas des pas pre´dicteurs, ou` les matrices et les vecteurs
sont indexe´s (Ai.Ui = Bi), nous emploierons la notation suivante :
ai,MUi,M + ai,BUi,B + ai,SUi,S + ai,WUi,W + ai,EUi,E + ai,NUi,N + ai,T Ui,T = Bi,M .
Pas pre´dicteur
Les matrices (Ai)i=1,2,3 et les second membres (Bi)i=1,2,3 associe´s au pas pre´dicteur
de l’algorithme PISO sont obtenus en discre´tisant les e´quations de convection-diffu-
sion suivantes par la me´thode des volumes finis :
1
δt
ui −
1
Re
∆ui +
3∑
j=1
unj
∂ui
∂xj
=
1
δt
uni −
∂pn
∂xi
+ Fi, i = 1, 2, 3
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ou` (unj )j=1,2,3 et p
n repre´sentent respectivement le champ de vitesse et la pression a`
l’instant n
δt
et Fi la contribution de 
∗div(Ei. ~E).
Chacune des e´quations associe´e a` ui est discre´tise´e sur le i
e`me maillage de´cale´
(cf. figures 3.6 et 3.7) a` l’aide des sche´mas de discre´tisation donne´s par [77]. Les
lignes des matrices (Ai)i=1,2,3 obtenues s’e´crivent :

ai,B = −δx
i
1δx
i
2(A(|
fi,b
νi,b
|)νi,b + max(fi,b, 0))
ai,S = −δx
i
1δx
i
3(A(|
fi,s
νi,s
|)νi,s + max(fi,s, 0))
ai,W = −δx
i
2δx
i
3(A(|
fi,w
νi,w
|)νi,w + max(fi,w, 0))
ai,E = −δx
i
2δx
i
3(A(|
fi,e
νi,e
|)νi,e + max(−fi,e, 0))
ai,N = −δx
i
1δx
i
3(A(|
fi,n
νi,n
|)νi,n + max(−fi,n, 0))
ai,T = −δx
i
1δx
i
2(A(|
fi,t
νi,t
|)νi,t + max(−fi,t, 0))
ai,M =
δxi1δx
i
2δx
i
3
δt
+
∑
J 6=M −ai,J
(3.68)
avec 

fi,b = U
n
3,b ; νi,b =
1
Re×hxi3−
fi,s = U
n
2,s ; νi,s =
1
Re×hxi2−
fi,w = U
n
1,w ; νi,w =
1
Re×hxi1−
fi,e = U
n
1,e ; νi,e =
1
Re×hxi1+
fi,n = U
n
2,n ; νi,n =
1
Re×hxi2+
fi,t = U
n
3,t ; νi,t =
1
Re×hxi3+
. (3.69)
La fonction A, donne´e par le tableau 3.2, permet de se ramener a` divers sche´mas de
discre´tisation des de´rive´es partielles.
Sche´ma Expression de A(|P|)
diffe´rences centre´es 1− 0.5|P|
amont 1
hybride max(0, 1− 0.5|P|)
power law max(0, (1− 0.5|P|)5)
exponentiel |P|/(exp(|P|)− 1)
Tab. 3.2 – A(|P|) en fonction des sche´mas de discre´tisation
Les seconds membres des syste`mes line´aires du pas pre´dicteur s’e´crivent :
B1,M = δx
1
1δx
1
2δx
1
3(
1
δt
Uni,M + F1,M)− δx
1
2δx
1
3(P
n
e − P
n
w) (3.70)
B2,M = δx
2
1δx
2
2δx
2
3(
1
δt
Uni,M + F2,M)− δx
2
1δx
2
3(P
n
n − P
n
s ) (3.71)
B3,M = δx
3
1δx
3
2δx
3
3(
1
δt
Uni,M + F3,M)− δx
3
1δx
3
2(P
n
t − P
n
b ) (3.72)
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Pas correcteurs
Soit A la matrice associe´e a` l’ope´rateur −
∑3
i=1 ∆
0
i .D
−1
i .∆
i
i, commune aux deux
pas correcteurs et soient Bc et Bcc les seconds membres respectifs. Les coefficients
des matrices diagonales Di seront e´crits de la meˆme manie`re que les valeurs des
champs de vitesse, puisqu’elles sont assimilables a` des vecteurs. Par exemple, D2,n
est la valeur du coefficient diagonal de D2 correspondant a` la face nord du volume
de controˆle.
Les syste`mes line´aires sont obtenus par l’interme´diaire de la discre´tisation par
volumes finis de div(~U) = 0 sur le maillage principal (cf. figures 3.8 et 3.9), en
substituant les expressions (3.54) puis (3.56) a` (Ui)i=1,2,3. La fac¸on de proce´der est
similaire a` l’approche employe´e par Patankar [77] dans les me´thodes SIMPLE et
SIMPLER. Les lignes de la matrice A s’e´crivent :

aB = −δx
0
1δx
0
2
1
D3,b
δx31δx
3
2
aS = −δx
0
1δx
0
3
1
D2,s
δx21δx
2
3
aW = −δx
0
2δx
0
3
1
D1,w
δx12δx
1
3
aE = −δx
0
2δx
0
3
1
D1,e
δx12δx
1
3
aN = −δx
0
1δx
0
3
1
D2,n
δx21δx
2
3
aT = −δx
0
1δx
0
2
1
D3,t
δx31δx
3
2
aM =
∑
J 6=M −aJ
. (3.73)
Les seconds membres respectifs du premier et second pas correcteur s’e´crivent :
BcM = x
0
2δx
0
3(U
n+ 1
3
w − U
n+ 1
3
e ) + δx
0
1δx
0
3(U
n+ 1
3
s − U
n+ 1
3
e )
+δx01δx
0
2(U
n+ 1
3
b − U
n+ 1
3
t ) (3.74)
BccM = x
0
2δx
0
3(Uˆw − Uˆe) + δx
0
1δx
0
3(Uˆs − Uˆe) + δx
0
1δx
0
2(Uˆb − Uˆt) (3.75)
avec
Uˆi = D
−1
i .Hi.(U
n+ 2
3
i − U
n+ 1
3
i ). (3.76)
3.4 Discre´tisation de l’e´quation de transport
L’e´quation de transport adimensionnelle (3.37) est discre´tise´e sur le maillage prin-
cipal (cf. figures 3.8 et 3.9). E´tant donne´ que la vitesse de convection ~W vaut ~U+m∗ ~E,
celle-ci ne ve´rifie pas a priori l’e´quation de conservation de la masse (div( ~W ) 6= 0).
Par conse´quent, la mise en œuvre de la me´thode des volumes finis devient plus com-
plexe (il faut prendre en compte le terme m∗div( ~E)). Nous avons donc choisi la
me´thode des diffe´rences finies pour discre´tiser l’e´quation de transport
∂c
∂t
−
1
Pe
∆c +
3∑
i=1
(ui + m
∗Ei)
∂c
∂xi
= 0.
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Les de´rive´es partielles premie`res sont discre´tise´es selon un sche´ma de´centre´ en amont.
Le sche´ma d’e´volution en temps a e´te´ traite´ par deux me´thodes diffe´rentes :
1. le sche´ma implicite classique ;
2. le sche´ma explicite MPDATA (Fully Multidimensional Positive Definite Advec-
tion Transport Algorithm) de P. K. Smolarkiewicz [84, 85, 86] permettant
de re´duire la diffusion nume´rique ; cette me´thode a e´te´ employe´e dans [22].
3.4.1 Sche´ma implicite
Nous adopterons les conventions de notation de la section 3.3.5 pour l’e´criture
des matrices et des vecteurs. Soient A et B la matrice de discre´tisation et le second
membre. Nous noterons Cn le champ de concentration discret au ne`me pas de temps.
Les lignes de la matrice A s’e´crivent :

aB = −(
2
Pe×hx03−(hx
0
3−+hx
0
3+)
+ max(w3,0)
hx03−
)
aS = −(
2
Pe×hx02−(hx
0
2−+hx
0
2+)
+ max(w2,0)
hx02−
)
aW = −(
2
Pe×hx01−(hx
0
1−+hx
0
1+)
+ max(w1,0)
hx01−
)
aE = −(
2
Pe×hx01+(hx
0
1−+hx
0
1+)
+ max(−w1,0)
hx01+
)
aN = −(
2
Pe×hx02+(hx
0
2−+hx
0
2+)
+ max(−w2,0)
hx02+
)
aT = −(
2
Pe×hx03+(hx
0
3−+hx
0
3+)
+ max(−w3,0)
hx03+
)
aM =
1
δt
+
∑
J 6=M −aJ
(3.77)
avec
wi = Ui,M + m
∗Ei,M , i = 1, 2, 3. (3.78)
L’expression du second membre est :
BM =
1
δt
CnM . (3.79)
Ici, le traitement des conditions aux limites ne comporte pas de difficulte´. En
adoptant les notations de la section 3.3.4, nous obtenons :
– pour les conditions de Dirichlet c = c0,
Cn+1F = c
0 (3.80)
– pour les conditions de Neumann ∂c
∂n
= 0,
Cn+1F − C
n+1
I = 0 (3.81)
Notons que les conditions de Neumann sont pre´ponde´rantes (cf. page 93). Le condi-
tionnement de la matrice de discre´tisation est donc mauvais.
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3.4.2 Algorithme MPDATA
La mise en œuvre de l’algorithme MPDATA [84, 85, 86] a e´te´ motive´ par la
pre´sence d’une forte diffusion nume´rique. De plus, cet algorithme posse`de une pro-
prie´te´ importante : elle garantit la positivite´ du champ de concentration. Voici un
bref re´sume´ de l’algorithme de base expose´ dans [84, 85].
Soit ~W le vecteur vitesse de composantes (wi)i=1,2,3 de´fini par l’e´quation (3.78).
L’e´quation de transport (3.37) se re´-e´crit sous la forme d’une e´quation d’advection :
∂c
∂t
+
3∑
i=1
wi
∂c
∂xi
= 0. (3.82)
Le terme − 1
Pe
∆c lie´ a` la diffusion est ne´glige´ (Pe ≥ 105). L’algorithme MPDATA
est une variante d’un sche´ma explicite de´centre´ [27], appele´ aussi “donor-cell”. Il
consiste a` corriger la diffusion nume´rique engendre´e par le sche´ma explicite de´centre´.
Le principe de l’algorithme MPDATA est le suivant :
1. une vitesse dite “antidiffusive” est calcule´e a` partir d’une estimation de la
diffusion nume´rique pre´sente dans le champ de concentration,
2. l’e´quation d’advection (3.82) est discre´tise´e avec la vitesse antidiffusive et le
sche´ma explicite de´centre´ est applique´ a` nouveau.
Cette correction est ensuite applique´ de manie`re ite´rative. En pratique, elles n’ont
plus d’effet significatif au dela` de la 3e`me application [84]. Cet algorithme n’est pas
inconditionnellement stable. Une e´tude sur les crite`res de stabilite´ est effectue´e dans
[84]. Il y est montre´ que la condition de Courant, Friedrichs et Lewy (CFL) [27]
∀M,
3∑
i=1
|Wi,M |
δt
δx0i
< 1
doit eˆtre satisfaite a` chaque ite´ration.
Dans la suite, les vecteurs (C(∗)
k
)k≥1 de´signeront les concentrations calcule´es a`
chaque ite´ration de l’algorithme MPDATA. Par convention, on posera
C(∗)
0
= Cn (3.83)
Cn e´tant la concentration au n−e`me pas de temps. Les vecteur ( ~W (∗)
k
)k≥1 de´signeront
les vecteurs vitesses intervenant a` chaque ite´ration. Le vecteur vitesse associe´ a` la
premie`re ite´ration vaut donc :
~W (∗)
1
= ~U + m∗ ~E. (3.84)
On notera (Ak)k≥1 les matrices de discre´tisation associe´es a` chaque ite´ration. Chaque
matrice Ak est calcule´e en fonction de ~W
(∗)k a` l’aide du sche´ma explicite de´centre´.
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La premie`re ite´ration de MPDATA consiste a` calculer la concentration en appli-
quant le sche´ma explicite de´centre´ a` l’e´quation d’advection (3.82) :
C(∗)
1
= C(∗)
0
− A1.C
(∗)0 . (3.85)
La concentration Cn+1 est calcule´e en appliquant e´ventuellement plusieurs corrections
successives a` C(∗)
1
.
Les vitesses antidiffusives ( ~W (∗)
k
)k≥2 sont calcule´es re´cursivement de la manie`re
suivante :
~W (∗)
k
= u˜( ~W (∗)
k−1
, C(∗)
k−1
), k ≥ 2. (3.86)
Pour simplifier l’expose´, nous renvoyons a` [84, 85] pour l’expression de la fonction
u˜ calculant la vitesse antidiffusive a` chaque ite´ration. A` titre indicatif, ce calcul est
base´ sur le de´veloppement de Taylor du 2e`me ordre de l’e´quation (3.82).
Les vitesses antidiffusives exprime´es par la relation (3.86) sont ensuite utilise´es
pour inverser l’effet de la diffusion nume´rique :
C(∗)
k
= C(∗)
k−1
− Ak.C
(∗)k−1 , k ≥ 2. (3.87)
La matrice Ak (k ≥ 2) est obtenue en discre´tisant l’e´quation d’advection
∂c
∂t
+
3∑
i=1
w
(∗)k
i
∂c
∂xi
= 0, k ≥ 2. (3.88)
a` l’aide du sche´ma explicite de´centre´. Les conditions aux limites sur la concentration
ne changent pas. Un pas correcteur consiste donc a` faire e´voluer la concentration
C(∗)
k−1
d’un pas de temps en utilisant la vitesse antidiffusive.
En notant k0 le nombre d’ite´rations souhaite´es (k0 ≥ 1), la concentration
Cn+1 = C(∗)
k0
est la concentration au (n + 1)e`me pas de temps. On dit que Cn+1 est calcule´ via
l’algorithme MPDATA d’ordre k0. Notons que l’algorithme MPDATA d’ordre 1 cor-
respond au sche´ma explicite de´centre´.
Enfin, en ce qui concerne la discre´tisation des e´quations d’advection (3.82) et
(3.88) par le sche´ma explicite de´centre´ dans des maillages de´cale´s, nous renvoyons a`
[27].
3.5 Discre´tisation de l’e´quation de potentiel
Dans cette section, les conventions de notation de la section 3.3.5 sont conserve´es.
Pour re´soudre nume´riquement l’e´quation adimensionnelle de potentiel (3.40), nous
avons discre´tise´ par diffe´rences finies sur le maillage principal (cf. figures 3.8 et 3.9).
Le sche´ma de discre´tisation est obtenu via deux sche´mas interme´diaires. Le sche´ma
associe´ a` − ∂
∂x1
(K ∂Φ
∂x1
) par exemple, est obtenu en trois e´tapes.
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1. Discre´tisation par le sche´ma “avant-arrie`re” :
−
∂
∂x1
(
K
∂Φ
∂x1
)
=
1
hx01+
(
KE
ΦE − ΦM
hx01+
−KM
ΦM − ΦW
hx01−
)
2. Discre´tisation par le sche´ma “arrie`re-avant” :
−
∂
∂x1
(
K
∂Φ
∂x1
)
=
1
hx01−
(
KM
ΦE − ΦM
hx01+
−KW
ΦM − ΦW
hx01−
)
3. Le sche´ma de discre´tisation final est la moyenne des sche´mas pre´ce´dents.
La discre´tisation de l’e´quation
−
3∑
i=1
∂
∂xi
(
K
∂Φ
∂xi
)
= 0
par la me´thode ci-dessus conduit a` une matrice A et un second membre B dont les
coefficients sont donne´s dans les e´quations suivantes :

aB = −
1
2
(KB
1
(hx03−)
2 + KM
1
hx03− hx
0
3+
)
aS = −
1
2
(KS
1
(hx02−)
2 + KM
1
hx02− hx
0
2+
)
aW = −
1
2
(KW
1
(hx01−)
2 + KM
1
hx01− hx
0
1+
)
aE = −
1
2
(KE
1
(hx01+)
2 + KM
1
hx01− hx
0
1+
)
aN = −
1
2
(KN
1
(hx02+)
2 + KM
1
hx02− hx
0
2+
)
aT = −
1
2
(KT
1
(hx03+)
2 + KM
1
hx03− hx
0
3+
)
aM =
∑
J 6=M −aJ
(3.89)
BM = 0. (3.90)
Le calcul du potentiel a` l’entre´e et a` la sortie de la cellule (conditions aux limites
(3.16) et (3.21)) est base´ sur la re´solution de proble`mes bidimensionnels. Les matrices
de discre´tisation associe´es sont obtenues par la me´thode de discre´tisation utilise´e pour
calculer la matrice (3.89) ; les coefficients aS et aN n’interviennent pas.
Enfin, la discre´tisation des conditions aux limites Φ = φ, de type Dirichlet, ne
posent aucun proble`me. Nous obtenons :
Φn+1F = φ. (3.91)
3.6 Mise en œuvre et expe´rimentation
L’algorithme de simulation re´sulte du couplage des algorithmes traite´s dans les
sections 3.3, 3.4 et 3.5. L’algorithme de la figure 3.14 re´sume les e´tapes essentielles
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Initialiser ~U0, P 0, C0, Φ0
pour n = 0, 1, . . . , nt
~E = − ~grad(Φn)
pour i = 1, 2, 3 : Fi = 
∗div(Ei. ~E) fin
Pas pre´dicteur de PISO :
pour i = 1, 2, 3 :
calculer la matrice Ai et le second membre Bi
Re´soudre : Ai.U
n+ 1
3
i = Bi
fin
Pas correcteurs de PISO :
calculer la matrice A
calculer le second membre B
Re´soudre : A.P c = B
calculer P n+
1
2 et ~Un+
2
3 d’apre`s (3.54)
calculer le second membre B
Re´soudre : A.P cc = B
calculer P n+1 et ~Un+1 d’apre`s (3.56)
~W = ~Un+1 + m∗ ~E
si sche´ma implicite alors
calculer la matrice A et le second membre B
Re´soudre : A.Cn+1 = B
sinon
Algorithme MPDATA a` l’ordre 2 :
Cn+1 = C(∗)
2
fin
K = K∗0 + C
n+1
calculer la matrice A et le second membre B
Re´soudre : A.Φn+1 = B
fin
Fig. 3.14 – Algorithme de simulation du proce´de´ d’e´lectrophore`se
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de la simulation. L’algorithme de Schwarz asynchrone avec communication flexible
a e´te´ mis en œuvre pour re´soudre en paralle`le les 7 syste`mes line´aires mentionne´s
dans la figure 3.14. Le solveur paralle`le de´crit au chapitre 2 a e´te´ utilise´. Quant a` la
paralle´lisation des autres parties du code, elle n’a pas e´te´ envisage´e pour le moment
car il semble qu’une telle paralle´lisation influe peu sur les performances.
3.6.1 Re´solution nume´rique des syste`mes line´aires
Nous e´tablissons a` pre´sent la convergence de l’algorithme de Schwarz synchrone
et asynchrone pour la re´solution nume´rique des syste`mes line´aires intervenant dans
chaque pas de simulation du proce´de´ d’e´lectrophore`se de zone a` e´coulement continu.
Pour cela, nous nous appuyons principalement sur les re´sultats e´nonce´s dans la sec-
tion 1.5 du chapitre 1. Notons que la mise en œuvre des me´thodes asynchrones dans
l’algorithme PISO a e´te´ envisage´e par H.C. Boisson et P. Spite´ri en 1993 [91].
Proprie´te´s des matrices
Ve´rifions que les matrices de discre´tisation issues des e´quations d’e´coulement, de
transport et de potentiel construites dans les sections 3.3 a` 3.5 sont des M-matrices.
Proposition 3.1
Les matrices de discre´tisation du pas pre´dicteur de l’algorithme PISO (3.68) sont des
M-matrices pour tous les sche´mas de discre´tisation du tableau 3.2 excepte´ pour le
sche´ma par diffe´rences centre´es. Pour ce cas particulier, les matrices du pas pre´dicteur
sont des M-matrices si |P| ≤ 2.
De´monstration Pour des sche´mas de discre´tisation autres que les diffe´rences cen-
tre´es, les matrices (Ai)i=1,2,3 du pas pre´dicteur, donne´es par l’e´quation (3.68) posse`-
dent des coefficients diagonaux strictement positifs et des coefficients hors-diagonaux
ne´gatifs ou nuls. De plus, elles sont diagonales dominantes irre´ductibles. Ce sont donc
des M-matrices. En ce qui concerne le sche´ma par diffe´rences centre´es, les arguments
ci-dessus sont valables lorsque |P| ≤ 2. 2
Proposition 3.2
La matrice de discre´tisation des pas correcteurs de l’algorithme PISO (3.73) est une
M-matrice.
De´monstration La matrice A des pas correcteurs, donne´e par l’e´quation (3.73)
posse`de des coefficients diagonaux strictement positifs et des coefficients hors-diago-
naux ne´gatifs. Elle est de plus diagonale dominante irre´ductible. Par ailleurs, cette
matrice est inversible graˆce a` la condition de type Dirichlet sur les incre´ments de
pression discre´tise´e sous la forme (3.67). C’est donc une M-matrice. 2
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Proposition 3.3
La matrice de discre´tisation de l’e´quation de transport (3.77) associe´e au sche´ma
implicite est une M-matrice.
Le principe de la de´monstration est le meˆme que celui de la proposition 3.1.
Proposition 3.4
La matrice de discre´tisation de l’e´quation de potentiel (3.89) est une M-matrice.
Le principe de la de´monstration est le meˆme que celui de la proposition 3.2.
Convergence des ite´rations asynchrones
E´tudions a` pre´sent la convergence de l’algorithme de Schwarz asynchrone avec
communication flexible dans le cadre de la re´solution des syste`mes line´aires issus
de la discre´tisation des e´quations du proce´de´ d’e´lectrophore`se de zone a` e´coulement
continu. L’analyse est effectue´e dans le contexte ou` le sche´ma ite´ratif et les commu-
nications sont mode´lise´s par une me´thode de contraction (cf. section 1.4).
Nous exploiterons la notion de syste`me augmente´, qui permet d’e´tablir une con-
nexion entre la me´thode de Schwarz et les algorithmes de relaxation. La re´solution
par blocs du syste`me augmente´ mode´lise la re´solution par sous-domaine du proble`me
initial (cf. section 1.5).
Proposition 3.5
L’algorithme de Schwarz asynchrone avec communication flexible, applique´ a` la
re´solution des proble`mes discrets d’e´coulement, de transport via le sche´ma impli-
cite et de potentiel (cf. les matrices (3.68), (3.73), (3.77) et (3.89)), converge vers les
solutions respectives des syste`mes line´aires.
De´monstration Nous conside´rons pour cela la re´solution du syste`me augmente´
par des ite´rations paralle`les asynchrones avec communication flexible de´crites par
(1.62) et (1.63).
D’apre`s les propositions 3.1, 3.2, 3.3 et 3.4, les matrices (3.68), (3.73), (3.77) et
(3.89) sont des M-matrices,
Lorsque la matrice de discre´tisation est une M-matrice, on peut de´duire graˆce a`
un re´sultat de D.J. Evans et W. Deren [39] que la matrice du syste`me augmente´
associe´ est aussi une M-matrice.
L’algorithme de relaxation employe´ au niveau des sous-domaines est l’algorithme
de Gauss-Seidel par blocs utilisant la variante du pivot de Gauss pour les syste`mes
line´aires tri-diagonaux. En pre´sence d’une M-matrice, les de´compositions des sous-
matrices diagonales sont faiblement re´gulie`res.
La convergence des ite´rations asynchrones avec communication flexible (1.62) est
alors assure´e car la proposition 1.6 s’applique. 2
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Remarque 3.1 Les algorithmes de Jacobi et de Gauss-Seidel conduisent aussi a` des
de´compositions faiblement re´gulie`res pour les sous-matrices diagonales (cf. section
1.4.3).
Notons que la convergence de l’algorithme de Schwarz asynchrone avec communi-
cation flexible se de´montre en utilisant une analyse base´e sur une technique d’ordre
partiel [51, 71]. De plus, l’ite´re´ initial doit satisfaire Aˆ.Xˆ0 − Bˆ ≥ 0 pour garantir
la convergence (cf. the´ore`me 1.3). Dans le cadre du proble`me d’e´lectrophore`se, l’ini-
tialisation des solveurs n’est pas aise´ dans le cas ge´ne´ral car les matrices de´pendent
des composantes du vecteur vitesse qui elles-meˆmes font partie des inconnues du
proble`me. L’analyse par une me´thode de contraction permet en l’occurrence de s’af-
franchir de ce proble`me.
3.6.2 Re´sultats des simulations
Des simulations se´quentielles ont e´te´ effectue´es dans le but de ve´rifier la stabilite´
des me´thodes nume´riques et de ve´rifier l’ade´quation des re´sultats avec la physique.
Les parame`tres utilise´s sont indique´s dans le tableau 3.3.
Le maillage utilise´ est re´gulier mais non uniforme car la vitesse axiale u2 varie
tre`s peu en fonction de x2 [22]. Il n’est donc pas ne´cessaire d’utiliser un nombre
important de points de discre´tisation pour l’axe e2.
La stabilite´ de l’algorithme PISO a e´te´ valide´e expe´rimentalement pour des cas ou`
le nombre de Reynolds est supe´rieur a` 100 (cf. les travaux ainsi que la bibliographie
de la the`se de doctorat de J.L. Estivalezes [38]). Lorsque le nombre de Reynolds
est plus faible, l’algorithme devient instable. Cela est contraire a` la de´finition de la
stabilite´ des e´coulements et des sche´mas convectifs. De plus, le calcul de la pression
est extreˆmement long. L’origine de ce proble`me semble purement nume´rique.
En choisissant la largeur de la cellule comme longueur de re´fe´rence pour former
les e´quations adimensionnelles, on obtient un nombre de Reynolds supe´rieur a` 100.
Si l’e´paisseur de la cellule avait e´te´ utilise´e comme longueur de re´fe´rence, le nombre
de Reynolds obtenu aurait e´te´ infe´rieur a` 10 et la simulation n’aurait pas donne´ des
re´sultats satisfaisants.
Simulation avec l’algorithme MPDATA
La figure 3.15 montre la de´viation du jet et une coupe effectue´e au milieu de la
cellule, mettant en e´vidence le profil du filet. Notons que le filet est de´forme´ a` cause
du temps de se´jour non uniforme. La figure 3.16 met en e´vidence les perturbations
du vecteur vitesse au voisinage du filet, dus a` l’e´lectrohydrodynamique.
Les courbes de la figure 3.17 montrent que la condition CFL est respecte´e durant
toute la simulation. Elles restent infe´rieures au seuil qui vaut 1.
Quant aux courbes de la figure 3.18, elles permettent de juger de la stabilite´ de
l’algorithme PISO au cours de la simulation. Les indicateurs utilise´s sont les normes
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Dimensions de la cellule
largeur adimensionnelle 1
longueur adimensionnelle 3
e´paisseur adimensionnelle 0.05
Taille du maillage
nombre de points sur l’axe e1 400
nombre de points sur l’axe e2 150
nombre de points sur l’axe e3 20
Discre´tisation en temps
dure´e adimensionnelle 3
nombre de pas de temps 900
E´quation d’e´coulement
Sche´ma de discre´tisation du pas pre´dicteur hybride
nombre de Reynolds 250
permittivite´ die´lectrique 0.1
E´quation de transport
coordonne´es du jet x1 = 0.5 ; x3 = 0.025
rayon du jet 0.015
nombre de Peclet 105
mobilite´ e´lectrophore´tique 0.2
E´quation de potentiel
conductivite´ du milieu 10
Tab. 3.3 – Parame`tres des simulations nume´riques du proce´de´ d’e´lectrophore`se de
zone a` e´coulement continu
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Courbe c(x1, x2) :
Coupe dans le plan (e1, e3) :
Fig. 3.15 – Champ de concentration calcule´ via mpdata
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Fig. 3.16 – Champ de vitesse au voisinage du filet (mpdata) - coupe (e1, e3)
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Fig. 3.17 – Indicateurs de stabilite´ pour l’algorithme mpdata
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de div(~V n+
1
3 ), div(~V n+
2
3 ) et div(~V n+1), calcule´s a` l’issue du pas pre´dicteur et des pas
correcteurs. Malgre´ un accroissement brutal des indicateurs au voisinage du 600e`me
pas de temps, l’algorithme demeure stable. En effet, ‖div(~V )‖ reste borne´.
A` titre indicatif, la simulation effectue´e avec l’algorithme MPDATA d’ordre 2
dure environ 45 heures sur un PC de bureau (Pentium 4 a` 2.8 GHz).
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Effet du premier pas correcteur :
 0
 2e−08
 4e−08
 6e−08
 8e−08
 1e−07
 1.2e−07
 1.4e−07
 1.6e−07
 1.8e−07
 2e−07
 0  100  200  300  400  500  600  700  800  900
||di
v(U
)||
Pas de temps
||div(U)|| apres le pas predicteur||div(U)|| apres 1 pas correcteur
Effet du second pas correcteur :
 0
 5e−09
 1e−08
 1.5e−08
 2e−08
 2.5e−08
 0  100  200  300  400  500  600  700  800  900
||di
v(U
)||
Pas de temps
||div(U)|| apres 1 pas correcteur||div(U)|| apres 2 pas correcteur
Fig. 3.18 – Effet des pas correcteur de piso sur ‖div(~U)‖ (mpdata)
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Simulation avec le sche´ma implicite
Bien que le sche´ma implicite pre´sente l’avantage majeur d’eˆtre inconditionnelle-
ment stable par rapport a` des sche´mas explicites tels que l’algorithme MPDATA,
la pre´sence de diffusion nume´rique fausse le´ge`rement les re´sultats. Une comparaison
entre les figures 3.15 et 3.19 met clairement en e´vidence ce phe´nome`ne nume´rique.
Notons que la diffusion nume´rique est un phe´nome`ne qui est propre aux domaines
multidimensionnels. Elle survient lorsque les 2 conditions ci-dessus sont re´unies :
1. la vitesse de transport est oblique par rapport aux axes ;
2. le gradient de la variable dans la direction normale a` la vitesse de transport est
non nul.
Un coefficient de diffusion tre`s faible contribue a` accentuer les effets de la fausse
diffusion. Une illustration de ce phe´nome`ne nume´rique est donne´e dans [77].
La coupe de la cellule dans la figure 3.19 met en e´vidence la de´formation du jet
due au temps de se´jour non uniforme. La figure 3.20 montre les perturbation du
vecteur vitesse dus a` l’effet e´lectrohydrodynamique.
Sur la figure 3.21, une comparaison des concentrations calcule´es avec le sche´ma
implicite (a` gauche) et par l’algorithme MPDATA (a` droite) est donne´e. En raison
de la diffusion nume´rique, la concentration a` la sortie de la cellule est faible. Nous
noterons toutefois que les 2 jets sont superposables.
Les courbes de la figure 3.22 montrent que l’e´coulement est stable. Les courbes de
la figure 3.23 mettent en avant l’influence de l’algorithme de re´solution de l’e´quation
de concentration sur un indicateur de stabilite´ de l’algorithme PISO. Nous pouvons
constater un accroissement brutal de ‖div(~U)‖ dans les 2 simulations. Cela montre
que malgre´ la diffusion nume´rique, les simulations effectue´es avec le sche´ma implicite
sont pertinents.
A` titre indicatif, la simulation effectue´e avec le sche´ma implicite 2 dure environ
46 heures sur un PC de bureau (Pentium 4 a` 2.8 GHz).
Remarque 3.2 Les conditions aux limites de type Neumann pre´dominent dans
l’e´quation de concentration (cf. page 93) et dans les e´quations de pression de l’algo-
rithme PISO (cf. page 108). Leur re´solution nume´rique a` l’aide de me´thodes ite´ratives
est a priori tre`s lente compte tenu du mauvais conditionnement qui est induit par
la pre´dominance de ce type de condition aux limites. Toutefois, lors de la re´solution
nume´rique de l’e´quation de concentration avec le sche´ma implicite, la vitesse de
convergence reste rapide car les matrices de´crites par l’e´quation (3.77) be´ne´ficient
d’un bon conditionnement graˆce au terme additionnel duˆ a` la discre´tisation de la
de´rive´e par rapport au temps.
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Courbe c(x1, x2) :
Coupe dans le plan (e1, e3) :
Fig. 3.19 – Champ de concentration calcule´ via le sche´ma implicite
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Fig. 3.20 – Champ de vitesse au voisinage du filet (sche´ma implicite) - coupe (e1, e3)
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Sche´ma implicite Algorithme MPDATA
Fig. 3.21 – Comparaison des concentrations calcule´es par le sche´ma implicite et par
mpdata - vue 2D -
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Effet du premier pas correcteur :
 0
 2e−08
 4e−08
 6e−08
 8e−08
 1e−07
 1.2e−07
 1.4e−07
 1.6e−07
 1.8e−07
 0  100  200  300  400  500  600  700  800  900
||di
v(U
)||
Pas de temps
||div(U)|| apres le pas predicteur||div(U)|| apres 1 pas correcteur
Effet du second pas correcteur :
 0
 1e−09
 2e−09
 3e−09
 4e−09
 5e−09
 6e−09
 7e−09
 8e−09
 9e−09
 1e−08
 0  100  200  300  400  500  600  700  800  900
||di
v(U
)||
Pas de temps
||div(U)|| apres 1 pas correcteur||div(U)|| apres 2 pas correcteur
Fig. 3.22 – Effet des pas correcteur de piso sur ‖div(~U)‖ (sche´ma implicite)
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Sche´ma implicite :
 0
 1e−09
 2e−09
 3e−09
 4e−09
 5e−09
 6e−09
 7e−09
 8e−09
 9e−09
 1e−08
 0  100  200  300  400  500  600  700  800  900
||di
v(U
)||
Pas de temps
||div(U)||
Algorithme MPDATA :
 0
 5e−09
 1e−08
 1.5e−08
 2e−08
 2.5e−08
 0  100  200  300  400  500  600  700  800  900
||di
v(U
)||
Pas de temps
||div(U)||
Fig. 3.23 – ‖div(~U)‖ en fonction des pas de temps (sche´ma implicite et mpdata)
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3.6.3 E´tude de performance sur IBM Power 4 p690+
L’architecture cible est de´crite a` la page 75 du chapitre 2. L’e´tude de performance
des simulations sur calculateur paralle`le a e´te´ re´alise´e avec une concentration initiale
diffe´rente des simulations pre´ce´dentes. Les e´tudes de performance ont e´te´ effectue´es
sur 20 pas de temps seulement compte tenu de la quantite´ de ressources de calcul
disponibles.
En effet, nous avons constate´ que lors des premiers pas de la simulation, un seul
processeur e´tait actif : celui qui prend en charge les sous-domaines situe´s a` l’entre´e
de la cellule. De manie`re ge´ne´rale, tre`s peu voire aucune ite´ration n’est effectue´e au
niveau d’un sous-domaine si un re´gime stationnaire est atteint dans le sous-domaine.
Par conse´quent, pour profiter du paralle´lisme, le de´coupage en sous-domaines n’est
pas trivial car aucun processeur ne doit prendre en charge des sous-domaines dans
lesquels la concentration est nulle. Une solution envisageable consisterait a` calculer
un de´coupage au de´but de chaque pas de temps, en fonction des valeurs des grandeurs
physiques. Cependant, la mise au point d’une me´thode de de´coupage robuste qui e´vite
le de´se´quilibrage de charge excessif durant toute la simulation est un proble`me difficile
sur lequel nous ne nous sommes pas penche´. Par conse´quent, la cellule contient
initialement un jet rectiligne, non de´forme´, traversant la cellule de part en part. Cette
fac¸on de proce´der nous place dans des conditions d’e´quilibrage de charge raisonnables.
Comportement du solveur
Dans un premier temps, une e´tude de performance du solveur similaire a` celle
du chapitre 2 a e´te´ re´alise´e. Le solveur a e´te´ teste´ sur la re´solution du proble`me de
convection-diffusion suivant
0.1×∆u + 0.5×
∂u
∂x1
+ 1.5×
∂u
∂x2
− 0.5×
∂u
∂x3
+ 300× u = f (3.92)
avec 1, 2, 4, 8, et 16 processeurs. Le domaine est de´coupe´ en 128 sous-domaines.
L’e´quation (3.92) est discre´tise´e sur le maillage principal du proble`me d’e´lectropho-
re`se (400×150×20 points inte´rieurs). La comparaison des performances des ite´rations
synchrones et asynchrones est donne´e dans les figures suivants :
– la figure 3.24 donne l’acce´le´ration et l’efficacite´ ;
– la figure 3.25 donne le surcouˆt engendre´ par MPI ; c’est le temps passe´ dans les
fonctions MPI, cumule´ par tous les processeurs.
Ces courbes montrent que les ite´rations asynchrones sont plus efficaces que les
ite´rations synchrones sauf lorsque 2 processeurs sont utilise´s. En effet, le surcouˆt de
la paralle´lisation n’est pas suffisamment e´leve´ pour que l’asynchronisme soit rentable.
Toutefois, l’asynchronisme n’est pas pe´nalisant e´tant donne´ que les temps de resti-
tutions sont tre`s proches. Notons qu’a` partir de 16 processeurs, les performances des
deux algorithmes s’effondrent. La charge de calcul devient trop faible par rapport au
surcouˆt de la paralle´lisation.
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Fig. 3.24 – Acce´le´ration et efficacite´ des ite´rations synchrones et asynchrones pour
un proble`me de convection-diffusion de dimension 400× 150× 20 sur le p690+
133
 0
 5
 10
 15
 20
 25
 30
 35
 0  2  4  6  8  10  12  14  16
Su
rc
ou
t M
PI
 (s
ec
.)
Nombre de processeurs
iterations synchrones
iterations asynchrones
Fig. 3.25 – Comparaison du surcouˆt engendre´ par MPI dans les ite´rations synchrones
et asynchrones pour un proble`me de convection-diffusion de dimension 400×150×20
sur le p690+
Simulations paralle`les
Les re´sultats des mesures de performance sur les simulations paralle`les de l’e´lectro-
phore`se sont donne´s dans les figures 3.26, 3.27 et 3.28. Ces figures permettent de
comparer les temps de restitution, les acce´le´rations et les efficacite´s obtenus avec les
2 versions de l’algorithme de simulation :
1. l’e´quation de concentration re´solue avec l’algorithme MPDATA ;
2. l’e´quation de concentration re´solue avec le sche´ma implicite.
Les temps de restitution sont e´galement pre´sente´s de manie`re de´taille´e dans le tableau
3.4. Les temps d’exe´cution consacre´s a` la re´solution paralle`le des syste`mes line´aires
sont indique´s entre parenthe`ses. Ces donne´es montrent clairement que le poids du
traitement se´quentiel est plus e´leve´ lorsque l’algorithme MPDATA est utilise´. Ce
dernier s’e´le`ve a` environ 1000 secondes tandis qu’avec le sche´ma implicite, environ
700 secondes sont consacre´es au traitement se´quentiel.
La comparaison des acce´le´rations obtenues (figure 3.27) montre que la paralle´li-
sation est plus rentable lorsque le sche´ma implicite est utilise´. Les acce´le´rations et
les efficacite´s obtenues avec le sche´ma implicite sont supe´rieures a` celles qui sont
obtenues avec l’algorithme MPDATA. Ce comportement confirme le fait que plus le
traitement se´quentiel est important, moins l’acce´le´ration est importante.
En ce qui concerne l’algorithme MPDATA, le calcul des vitesses antidiffusives
est difficile a` paralle´liser car il aurait fallu prendre en compte le de´calage entre les
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Fig. 3.26 – Temps de restitution des simulations paralle`les de l’e´lectrophore`se sur le
p690+
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Fig. 3.27 – Acce´le´rations obtenues pour des simulations paralle`les de l’e´lectrophore`se
sur le p690+
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Fig. 3.28 – Efficacite´s obtenues pour des simulations paralle`les de l’e´lectrophore`se
sur le p690+
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nombre de Sche´ma implicite Algorithme MPDATA
proc. sync. async. sync. async.
1 5649 (sec.) 4431 (sec.)
2 3844 (3135) 3954 (3146) 3227 (2218) 3186 (2177)
4 2461 (1670) 2285 (1497) 2193 (1201) 2085 (1095)
8 1832 (1041) 1555 (769) 1670 (679) 1550 (559)
16 1499 (709) 1285 (499) 1525 (532) 1361 (371)
Les temps indique´s entre parenthe`ses sont associe´s a` la partie paralle´lise´e des simulations.
Tab. 3.4 – Re´capitulatif des temps de restitution des simulations paralle`les de
l’e´lectrophore`se sur le p690+.
maillages lors de la de´composition du domaine. De fac¸on plus ge´ne´rale, la simula-
tion paralle`le du proce´de´ d’e´lectrophore`se est pe´nalise´e, du point de vue des perfor-
mances, par d’autres traitements se´quentiels dont la paralle´lisation est difficile. En
guise d’exemple, nous pouvons citer le calcul de la force e´lectrohydrodynamique, des
matrices et des vecteurs faisant intervenir le vecteur vitesse. Le point commun de
ces traitements se´quentiels est la pre´sence de calculs d’interpolation dans lesquels le
de´calage des maillages intervient.
Les courbes d’efficacite´ mettent en e´vidence l’effondrement des performances
lorsque le nombre de processeurs atteint 16. Cet effondrement est cohe´rent avec
le comportement du solveur dans ce contexte (cf. figure 3.24). Pour un maillage
comportant 400× 150× 20 points, 8 processeurs suffisent pour re´duire le temps de
restitution de manie`re significative. Ce comportement est confirme´ par les courbes
d’acce´le´ration et d’efficacite´ des parties paralle´lise´es du simulateur, consacre´es a` la
re´solution des syste`mes line´aires (cf. figures 3.29 et 3.30).
Remarque 3.3 Nous pouvons comparer l’e´valuation de performance du solveur,
effectue´e dans le cadre de la re´solution d’un proble`me de convection-diffusion de
dimension 400 × 150 × 20 (figure 3.24), avec les re´sultats obtenus dans le cadre de
la re´solution l’ensemble des syste`mes line´aires de la simulation de l’e´lectrophore`se
(figures 3.29 et 3.30). Le solveur est visiblement plus performant dans le cadre de la
simulation. Ce fait remarquable confirme que le paralle´lisme est d’autant plus efficace
que la quantite´ de calcul est importante. En effet, une part tre`s importante du temps
d’exe´cution est consacre´e a` la re´solution des e´quations de pression et de potentiel
qui, contrairement a` la re´solution de l’e´quation (3.92), ne´cessitent de nombreuses
ite´rations compte tenu du mauvais conditionnement de ces syste`mes.
Nous pouvons remarquer que les diffe´rences d’efficacite´ entre les simulations syn-
chrones et asynchrones (cf. figures 3.28 et 3.30) sont plus importantes lorsque le
sche´ma implicite est utilise´. Ceci est duˆ au fait que l’e´quation de concentration est
re´solue en paralle`le. Il est donc naturel que les simulations effectue´es avec le sche´ma
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Re´solution des syste`mes line´aires dans les simulations avec l’algorithme MPDATA :
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Re´solution des syste`mes line´aires dans les simulations avec le sche´ma implicite :
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Fig. 3.29 – Acce´le´rations obtenues pour la partie paralle´lise´e des simulations de
l’e´lectrophore`se sur le p690+
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Re´solution des syste`mes line´aires dans les simulations avec l’algorithme MPDATA :
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Fig. 3.30 – Efficacite´s obtenues pour la partie paralle´lise´e des simulations de l’e´lec-
trophore`se sur le p690+
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implicite profitent mieux de l’asynchronisme.
A` partir de cette e´tude, nous pouvons conclure que le gain de temps obtenu
graˆce aux ite´rations asynchrones est significatif. En effet, pour 20 pas de temps et
avec 8 ou 16 processeurs, les simulations faisant appel au solveur asynchrone ont des
temps de restitutions infe´rieurs, de 7 a` 15 pourcent selon les cas, a` celles qui font
appel au solveur synchrone. De plus, l’efficacite´ de la paralle´lisation de la re´solution
des syste`mes line´aires reste correcte malgre´ un effondrement pour 16 processeurs
(cf. figure 3.30). Nous ne pouvons qu’eˆtre optimistes quant aux gains de performance
qui seraient obtenus sur des simulations re´elles avec quelques milliers de pas de temps,
des maillages plus fins et plus de processeurs. Ce type d’expe´rimentation n’a pas e´te´
teste´ dans la mesure ou` nous n’avons pas eu acce`s de manie`re privile´gie´e a` des moyens
de calcul paralle`le performants.
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Chapitre 4
Le proble`me de l’obstacle
4.1 Introduction
Le proble`me de l’obstacle intervient dans des domaines varie´s tels que la me´cani-
que ou les mathe´matiques financie`res. Dans le cas stationnaire, le proble`me de l’obs-
tacle peut se formuler de la manie`re suivante :

Trouver u∗ tel que
Λ(u∗)− f ≥ 0, u∗ ≥ φ presque partout dans Ω
(Λ(u∗)− f)(φ− u∗) = 0 presque partout dans Ω
Conditions aux limites
(4.1)
ou` Ω est un ouvert de R2 ou de R3, Λ un ope´rateur elliptique, f ∈ L2(Ω) et φ une
fonction donne´e.
Dans la litte´rature, il existe de nombreuses formulations e´quivalentes au proble`me
de l’obstacle et nous renvoyons a` [62] pour plus d’informations. En effet, le proble`me
(4.1) est e´quivalent a` un proble`me comple´mentaire{
sup(Λ(u∗)− f, φ− u∗) = 0
Conditions aux limites
ou bien a` une ine´quation variationnelle{
Trouver u∗ ∈ K tel que
∀v ∈ K, 〈Λ(u∗) , v − u∗〉 ≥ 〈f , v − u∗〉
(4.2)
dans laquelle K est un ensemble convexe et ferme´ de´fini par
K = {v | v ≥ φ presque partout dans Ω}.
Ici, 〈 . , . 〉 repre´sente le produit scalaire standard dans L2(Ω) de´fini par 〈u , v〉 =∫
Ω
u v dx. Le proble`me de l’obstacle peut e´galement eˆtre formule´ comme un proble`me
d’optimisation avec contrainte dans lequel la fonction couˆt est
J(v) =
1
2
〈Λ(v) , v〉 − 〈f , v〉.
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On montre dans [62] que u∗, solution de l’ine´quation variationnelle, est la solution
du proble`me d’optimisation suivant :{
Trouver u∗ ∈ K tel que
∀v ∈ K, J(u∗) ≤ J(v)
. (4.3)
Il est possible de re´soudre ce proble`me d’optimisation par une me´thode de relaxation
projete´e sur le convexe K.
La re´solution nume´rique du proble`me (4.3) peut conduire a` la re´solution de
syste`mes alge´briques de grande taille. Dans ce contexte, les algorithmes nume´riques
paralle`les peuvent eˆtre employe´s afin de re´duire les temps de restitution. Dans la
suite, nous allons e´tudier les variantes paralle`les synchrones et asynchrones de la
me´thode de Richardson projete´e. Le but de cette e´tude est d’analyser, aussi bien sur
le plan the´orique qu’expe´rimental, l’algorithme ite´ratif paralle`le asynchrone. L’algo-
rithme conside´re´ e´tant une variante de la me´thode de Richardson projete´e, elle peut
alors eˆtre mode´lise´e par une application de point fixe. L’e´tude de convergence s’ef-
fectuera dans le cadre the´orique de´crit dans le chapitre 1. Nous de´crirons e´galement
la mise en œuvre de l’algorithme conside´re´ sur un IBM SP3 a` l’aide de MPI. Puis
nous comparerons les performances des versions synchrones et asynchrones de l’algo-
rithme paralle`le e´tudie´, a` l’aide de la re´solution d’un proble`me test. Nous mettrons
en e´vidence le fait que l’asynchronisme permet de re´duire les temps d’attente dus
aux synchronisations.
4.2 L’algorithme de Richardson asynchrone
L’algorithme de Richardson paralle`le asynchrone est mode´lise´ a` l’aide des con-
cepts associe´s aux ite´ration paralle`les asynchrones classiques [72]. Nous reprendrons
donc les notations employe´es dans la section 1.2. Soient β un entier naturel positif
et E un espace de Hilbert de´compose´ comme suit :
E =
β∏
i=1
Ei
ou` pour tout i ∈ {1, . . . , β}, Ei est un espace de Hilbert muni d’un produit scalaire
note´ 〈 . , . 〉i. La norme associe´e a` ce dernier est note´e | . |i. Tout vecteur V de E se
de´compose sous la forme V = (v1, . . . , vβ). Ainsi, le produit scalaire sur E est de´fini
comme suit :
∀(U, V ) ∈ E2, 〈U , V 〉 =
β∑
i=1
〈ui , vi〉i
et la norme standard sur E associe´e sera note´e ‖ . ‖. Dans la suite, nous nous pro-
posons d’analyser la convergence de l’algorithme de Richardson sur la base de la
formulation variationnelle (4.2) du proble`me de l’obstacle.
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Soit A une application line´aire de´finie sur E. Sa de´composition dans l’espace
produit E est de la forme :
∀V ∈ E, A.V = (A1.V, . . . , Aβ.V ).
Dans la formulation classique de l’algorithme de Richardson, la convergence est
assure´e par une condition de coercivite´ :
∀V ∈ E, 〈A.V , V 〉 ≥ c ‖V ‖2. (4.4)
ou` c est une constante re´elle strictement positive. Dans la formulation par blocs
de l’algorithme de Richardson qui est e´tudie´e ici, la convergence est assure´e par
une hypothe`se plus faible qui prend en compte la de´composition en sous-domaines,
ne´cessaire a` la paralle´lisation :
Hypothe`se 4.1
∀i ∈ {1, . . . , β}, ∀V ∈ E, 〈Ai.V , vi〉i ≥
β∑
j=1
nij|vi|i|vj|j (4.5)
ou`
N = (nij)1≤i,j≤β est une M-matrice de taille β × β. (4.6)
Les coefficients diagonaux nii de la matrice N correspondent aux plus petites valeurs
propres des blocs diagonaux Aii de la matrice A, lorsque ces derniers sont de´finies
positives :
∀vi ∈ Ei, 〈Aii.vi , vi〉 ≥ nii |vi|
2
i . (4.7)
Les oppose´s des coefficients hors-diagonaux de N sont des majorants des normes
matricielles des blocs hors-diagonaux (Aij)i6=j :
]|Aij|[≤ −nij. (4.8)
On montre dans [88] que la condition (4.5) est ve´rifie´e si et seulement si A satisfait
les conditions (4.7) et (4.8).
Soit B = (b1, . . . , bβ) un vecteur de E repre´sentant la discre´tisation de f . Soient
(Ki)1≤i≤β une famille de β parties ferme´es convexes tels que : ∀i ∈ {1, . . . , β}, Ki ⊂
Ei. Nous conside´rons alors l’ensemble ferme´ et convexe suivant :
K =
β∏
i=1
Ki
avec lequel nous de´finissons l’ine´quation variationnelle suivante :{
Trouver U∗ ∈ K tel que
∀V ∈ K, 〈A.U∗ , V − U∗〉 ≥ 〈B , V − U∗〉
(4.9)
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Soit PK l’ope´rateur de projection sur l’ensemble ferme´ et convexe K. Cet ope´ra-
teur se de´compose de manie`re suivante :
∀V ∈ E, PK(V ) = (PK1(v1), . . . , PKβ(vβ))
ou` pour tout i, l’ope´rateur PKi est la projection de Ei sur Ki.
Soit δ un re´el strictement positif. L’algorithme de Richardson est mode´lise´ par
l’application de point fixe suivante :
∀V ∈ E, Fδ(V ) = PK(V − δ (A.V −B)) (4.10)
dont la de´composition par blocs s’e´crit :
∀V ∈ E, Fδ(V ) = (F1,δ(V ), . . . , Fβ,δ(V )) (4.11)
avec
∀i ∈ {1, . . . , β}, ∀V ∈ E, Fi,δ(V ) = PKi(vi − δ(Ai.V − bi)). (4.12)
Les communications interviennent au niveau de l’ope´ration Ai.V − bi qui s’e´crit
dans le cas ou` A est conside´re´e comme une matrice :
(Aii.vi − bi) +
∑
j 6=i
Aij.v˜j.
On conside`re ici une de´composition par blocs de chaque composante Ai, qui prend
en compte le de´coupage du vecteur ite´re´ V . Le vecteur v˜j repre´sente la composante
envoye´e par le j e`me processeur.
Proposition 4.1
Sous les hypothe`ses (4.5) et (4.6), il existe un re´el δ0 strictement positif tel que
∀δ ∈]0, δ0[, les ite´ration paralle`les asynchrones classiques (de´finition 1.3), associe´es a`
l’application de point fixe Fδ de l’algorithme de Richardson (4.10), convergent vers
U∗, la solution unique du proble`me de l’obstacle (4.9).
De´monstration Il s’agit de trouver un ensemble de re´els δ tels que l’application
Fδ soit une contraction, sachant que la projection est une contraction. Nous nous
baserons sur le the´ore`me de convergence en norme uniforme avec poids de M.N. El
Tarazi [36] (cf. le the´ore`me 1.2 du chapitre 1). Munissons l’espace E de la norme
uniforme avec poids :
‖V ‖γ = max
1≤i≤β
|vi|i
γi
dans laquelle le vecteur des poids γ = (γ1, . . . , γβ) ∈ R
β est le vecteur propre associe´
au rayon spectral de la matrice de Jacobi de N , note´e J . L’existence et la stricte
positivite´ du vecteur γ sont e´tablies a` l’aide du the´ore`me de Perron-Frobenius [101].
En effet, e´tant donne´ que N est une M-matrice, J est une matrice non-ne´gative.
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Ainsi, J et γ ve´rifient
J.γ = ρ(J) γ (4.13)
γ > 0. (4.14)
Soit V ∈ K, et posons W = V − U ∗. D’apre`s les notations employe´es pre´ce´dem-
ment, on a wi = vi − u
∗
i . Soit i ∈ {1, . . . , β}. Posons
Ri =
1
nii
|wi − δAi.W |
2
i
γ2i
=
1
nii
|wi|
2
i − 2δ〈Ai.W , wi〉+ δ
2|Ai.W |
2
i
γ2i
Puisque Ai ∈ L(V, Vi),
∃Mi ≥ 0, ∀W ∈ E, |Ai.W |i ≤Mi‖W‖.
De plus, d’apre`s l’hypothe`se (4.5), l’expression Ri est majore´e par :
Ri ≤
1
nii
|wi|
2
i − 2 δ
∑β
j=1 nij|wi|i|wj|j + δ
2M2‖W‖2
γ2i
ou` M = max1≤i≤β Mi. Donc,
Ri ≤
(
1
nii
− 2 δ
)
|wi|
2
i
γ2i
− 2 δ
(∑
j 6=i
nij
nii
γj
|wj|j
γj
)
|wi|i
γ2i
+
δ2M2
nii
‖W‖2
γ2i
.
Et d’apre`s (4.13),
Ri ≤
(
1− 2 δ nii
nii
)
|wi|
2
i
γ2i
+ 2 δ ρ(J)
(
max
1≤j≤β
|wj|j
γj
)
|wi|i
γi
+
δ2M2
nii
‖W‖2
γ2i
.
Donc
Ri ≤
1
nii
(
(1− 2 δ nii(1− ρ(J))) ‖W‖
2
γ +
δ2M2
γ2i
‖W‖2
)
.
Posons
γ = min
1≤i≤β
γi
n = min
1≤i≤β
nii.
Puisque
‖W‖2 =
β∑
i=1
γ2i
|wi|
2
i
γ2i
≤ ‖γ‖22‖W‖
2
γ
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ou` ‖.‖2 est la norme euclidienne de R
β. Nous obtenons finalement une majoration a`
l’aide d’un trinoˆme du second degre´ :
‖W − δA.W‖2γ ≤
(
1− 2 n(1− ρ(J)) δ + M 2
‖γ‖22
γ2
δ2
)
‖W‖2γ
sachant que
‖W − δA.W‖2γ = max
1≤i≤β
nii Ri.
Par conse´quent, δ e´tant un re´el positif, l’algorithme ite´ratif conside´re´ converge si
δ ∈]0, δ0[, avec
δ0 =
2n(1− ρ(J))γ2
M2‖γ‖22
. (4.15)
2
4.3 E´tude expe´rimentale
4.3.1 Le proble`me test
Le proble`me test avec lequel nous avons e´value´ les performances des algorithmes
de Richardson paralle`les synchrones et asynchrones est le proble`me de l’obstacle
stationnaire suivant :

Trouver u∗ ∈ K tel que
−∆u∗ − f ≥ 0, u∗ ≥ 0 presque partout dans [0 , 1]3
(−∆u∗ − f)u∗ = 0 presque partout dans [0 , 1]3
u∗/∂[0 , 1]3 = 0
(4.16)
ou` ∆ est le Laplacien. Le convexe K est de´fini comme :
K = {u : [0 , 1]3 7→ R | u ≥ 0}.
La matrice A est calcule´e a` l’aide d’une discre´tisation par diffe´rences finies a` 7 points,
avec un pas de discre´tisation uniforme.
La de´composition par blocs du vecteur ite´re´ est en ade´quation avec la struc-
ture par blocs de la matrice de discre´tisation. Le vecteur ite´re´ de dimension n3 est
de´compose´ en n blocs de n2 valeurs. Chaque bloc correspond au plan [0 , 1]2 et chaque
processus prend en charge plusieurs blocs. Les n blocs sont re´partis sur β processeurs
sachant que β < n. Avec ce type de de´composition, chaque processus ne communique
qu’avec 2 voisins et les messages ont la meˆme taille que les blocs.
Avec ce type de de´coupage, le Laplacien discret est conside´re´ comme une matrice
tridiagonale par blocs. Soit I la matrice identite´ de dimension n2×n2 et soit h = 1
n+1
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le pas de discre´tisation. La de´composition par blocs de la matrice A est de la forme :
Ai,i±1 = −
1
h2
I
Ai,i =
2
h2
I + A′
ou` A′ est le Laplacien discre´tise´ sur [0 , 1]2. Sachant que A′ est une matrice de´finie
positive [66, 73, 49, 87, 88, 89], les hypothe`ses (4.5) et (4.6) sont ve´rifie´es avec :
N =
1
h2


2 −1
−1
. . .
. . .
. . .
. . . −1
−1 2


qui est une M-matrice [101]. La convergence des algorithmes de Richardson syn-
chrones et asynchrones est donc e´tablie a` l’aide de la proposition 4.1. La valeur de
δ0 a e´te´ de´termine´e expe´rimentalement par dichotomie.
Remarque 4.1 Dans le cadre de ce proble`me test, la convergence peut e´galement
eˆtre e´tablie a` l’aide d’une me´thode plus ge´ne´rale. En conside´rant une de´composition
par points du proble`me (4.16) et d’apre`s [88, 73], les hypothe`ses (4.5) et (4.6) sont
ve´rifie´es. Alors, l’algorithme de Richardson paralle`le asynchrone converge pour la
de´composition par points. En appliquant les re´sultats de [73], on obtient la conver-
gence dans le cas de n’importe quelle de´composition plus grossie`re.
4.3.2 L’imple´mentation
Nous pouvons a` ce stade formuler un algorithme paralle`le qui ne prend pas encore
en compte l’imple´mentation synchrone ou asynchrone des communications. Soit k ∈
{1, . . . , β}. Le ke`me processus prend alors en charge les blocs
up(k), up(k)+1, . . . , ud(k)−1, ud(k)
ou` p(k) et d(k) sont respectivement les indices du premier et du dernier bloc pris
en charge par le ke`me processus. Les relaxations par blocs effectue´es par chaque
processus sont de´finies conforme´ment a` l’e´quation (4.12). E´tant donne´e la structure
tridiagonale par blocs de la matrice A, une relaxation s’e´crit :
Fi,δ(x, y, z) = PKi(y − δ(Ai,i−1.x + Ai,i.y + Ai,i+1.z − bi))
ou` x, y et z sont des blocs de dimension n2. L’algorithme de principe est donne´ dans la
figure 4.1. Il a e´te´ imple´mente´ avec le langage C. Les cas limites k = 1 et k = β ne sont
pas pris en compte dans la figure 4.1. Notons que le premier processus ne communique
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• Algorithme exe´cute´ par le ke`me processus :
Envoyer u0d(k) au processus k + 1 [message 1]
tant que convergence globale non de´tecte´e
i← p(k)
Recevoir u˜i−1 de la part du processus k − 1 [message 1]
up+1i ← Fi,δ(u˜i−1, u
p
i , u
p
i+1)
Envoyer up+1i au processus k − 1 [message 2]
pour i = p(k) + 1, . . . , d(k)− 1
up+1i ← Fi,δ(u
p+1
i−1 , u
p
i , u
p
i+1)
fin
i← d(k)
Recevoir u˜i+1 de la part du processus k + 1 [message 2]
up+1i ← Fi,δ(u
p+1
i−1 , u
p
i , u˜i+1)
Envoyer up+1i au processus k + 1 [message 1]
fin
Fig. 4.1 – Algorithme de Richardson paralle`le
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qu’avec le second processus, de meˆme que le β e`me processus ne communique qu’avec
le (β − 1)e`me processus.
Conforme´ment aux notations du chapitre 1, les blocs u˜i repre´sentent les messages
rec¸us. Dans le cas synchrone, les messages ne subissent pas de retard. Les e´changes
de messages ont e´te´ imple´mente´s avec les requeˆtes persistantes de la bibliothe`que
MPI. Les messages sont e´change´s selon une politique qui est semblable a` celle qui est
employe´e dans l’imple´mentation du solveur de´crit dans le chapitre 2. La diffe´rence
re´side dans la simplicite´ du de´coupage qui est impose´ ici. Il n’y a que 4 canaux de
communication a` ge´rer et lorsqu’on cherche a` rendre disponibles les composantes
re´cemment calcule´es le plus toˆt possible, il n’y a aucun risque d’interblocage dans
le cas synchrone. Les proble`mes d’efficacite´ souleve´s dans la section 2.3.4 ne se sont
donc pas pose´s. Dans les 2 versions de l’algorithme paralle`le, la politique suivante a
e´te´ applique´e :
– soumettre les requeˆtes d’envoi juste apre`s la mise a` jour d’un message,
– soumettre les requeˆtes de re´ception juste apre`s avoir exploite´ les donne´es rec¸ues,
– attendre ou tester la fin d’une requeˆte juste avant la lecture ou la mise a` jour
d’un message.
La de´tection de la convergence globale est re´alise´e a` l’aide de l’algorithme de´crit dans
la section 2.5. Le crite`re de convergence locale est la norme uniforme de la diffe´rence
entre 2 ite´re´s successifs (le seuil de tole´rance est fixee´ a` 10−11).
Remarque 4.2 Les vecteurs ont e´te´ range´s en me´moire dans des tableaux a` 3 entre´es
de la forme
double TAB[NMAX][NMAX][NMAX] ;
afin de pouvoir acce´der aux valeurs a` l’aide des coordonne´es carte´siennes tridimen-
sionnelles des diffe´rents nœuds du maillage. Par conse´quent, lorsque la dimension du
syste`me alge´brique est infe´rieure a` la dimension du tableau, les donne´es ne sont plus
range´es en me´moire de fac¸on contigue¨. Le paquetage explicite des donne´es s’impose
dans ce cas.
En revanche l’utilisation d’un tableau classique de la forme
double TAB[NMAX] ;
aurait permis de conserver la contigu¨ıte´ des donne´es en me´moire de sorte que le pa-
quetage explicite ne soit plus ne´cessaire. La conversion des coordonne´es carte´siennes
tridimensionnelles en indice de tableau est dans ce cas a` la charge du programmeur.
4.3.3 E´tude de performance
Les essais ont e´te´ mene´s sur l’IBM SP3 de l’IDRIS avec 2, 4, 8, 16 et 32 pro-
cesseurs. A` titre indicatif, ce calculateur est un cluster de SMP dans lequel chaque
nœud posse`de 16 processeurs partageant une me´moire commune. Les acce´le´rations et
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les efficacite´s sont calcule´s en fonction d’un algorithme se´quentiel dans lequel aucun
paquetage ou de´paquetage n’est effectue´.
Les solveurs ont e´te´ e´value´s avec deux proble`mes de tailles diffe´rentes : 80×80×80
et 96× 96× 96. Le tableau 4.1 donne les temps de restitution obtenus. Le nombre de
nombre de 80× 80× 80 96× 96× 96
proc. sync. async. sync. async.
1 332 (sec.) 708 (sec.)
2 (1) 148 149 358 349
4 (1) 68 63 161 163
8 (1) 36 33 80 76
16 (1) 21 18 46 40
32 (2) - - 35 23
Tab. 4.1 – Re´capitulatif des temps de restitution sur le SP3 des algorithmes de
Richardson paralle`les pour un proble`me de l’obstacle
nœuds du SP3 utilise´s est e´crit entre parenthe`ses dans la colonne indiquant le nombre
de processeurs. Les 2 algorithmes paralle`les donnent des re´sultats tre`s proches. En
dessous de 8 processeurs, l’algorithme synchrone peut avoir de meilleurs temps de
restitution que l’algorithme asynchrone. En revanche, a` partir de 8 processeurs, la
version asynchrone est toujours meilleure que la version synchrone.
Les courbes d’acce´le´ration et d’efficacite´s sont donne´s dans les figures 4.2 et 4.3.
Pour le proble`me de dimension 80 × 80 × 80, l’algorithme asynchrone se de´marque
de l’algorithme synchrone a` partir de 4 processeurs. Dans les mesures effectue´es
avec le proble`me de dimension 96 × 96 × 96, l’algorithme asynchrone se de´marque
de l’algorithme synchrone a` partir de 8 processeurs. Globalement, les 2 versions de
l’algorithme ont des performances e´quivalentes dans le cas ou` un seul nœud du SP3
est utilise´. Une diffe´rence re´ellement significative entre les deux algorithmes paralle`les
apparaˆıt pour 32 processeurs. Dans ce cas particulier, 2 nœuds du SP3 sont utilise´s.
La perte d’efficacite´ de l’algorithme synchrone s’explique de la manie`re suivante :
– Lorsque 32 processeurs sont utilise´s, chaque processus ne prend en charge que 3
blocs. Puisque les messages et les blocs ont la meˆme taille, le surcouˆt engendre´
par les communications atteint une proportion significative.
– Deux des processus sont implique´s dans des communications faisant intervenir
le re´seau d’interconnexion entre les nœuds. Ce type de communication e´tant
plus lent, cela entraˆıne un de´se´quilibrage de charge qui retarde tous les autres
processus.
Il est clair que l’algorithme asynchrone est moins sensible aux proble`mes lie´s aux
communications que l’algorithme synchrone. Notons que l’algorithme asynchrone su-
bit aussi une chute de performance avec 32 processeurs. Toutefois, l’efficacite´ reste
bonne.
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Fig. 4.2 – Acce´le´ration et efficacite´ des algorithmes de Richardson paralle`les sur le
SP3 teste´s pour un proble`me de l’obstacle avec 80× 80× 80 points de discre´tisation
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Fig. 4.3 – Acce´le´ration et efficacite´ des algorithmes de Richardson paralle`les sur le
SP3 teste´s pour un proble`me de l’obstacle avec 96× 96× 96 points de discre´tisation
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Bien que l’ordre de traitement des blocs soit perturbe´ par la paralle´lisation, le
nombre d’ite´rations effectue´es par l’algorithme synchrone est constant pour chaque
cas (cf. figure 4.4). En ce qui concerne l’e´tude du surcouˆt en ite´ration engendre´ par les
retards, le comportement de l’algorithme asynchrone confirme les re´sultats obtenus
avec le proble`me de convection-diffusion dans la section 2.6. Le nombre d’ite´rations
a tendance a` croˆıtre quand le nombre de processeurs devient e´leve´.
nombre de 80× 80× 80 96× 96× 96
proc. sync. async. sync. async.
1 5502 ite´rations 7662 ite´rations
2 (1) 5502 5722 7662 7740
4 (1) 5502 5624 7662 8099
8 (1) 5502 5693 7662 7863
16 (1) 5502 5764 7662 7877
32 (2) - - 7662 8012
Tab. 4.2 – Re´capitulatif du nombre d’ite´rations effectue´es par les algorithmes de
Richardson paralle`les pour un proble`me de l’obstacle
nombre de 80× 80× 80 96× 96× 96
proc. sync. async. sync. async.
2 (1) 2.26 2.23 1.98 2.03
4 (1) 4.88 5.67 4.4 4.34
8 (1) 9.22 10.06 8.85 9.32
16 (1) 15.81 18.44 15.39 17.7
32 (2) - - 20.23 30.78
Tab. 4.3 – Acce´le´ration des algorithmes de Richardson paralle`les pour un proble`me
de l’obstacle sur le SP3
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Re´solution d’un proble`me de l’obstacle avec 80× 80× 80 points de discre´tisation
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Re´solution d’un proble`me de l’obstacle avec 96× 96× 96 points de discre´tisation
 7650
 7700
 7750
 7800
 7850
 7900
 7950
 8000
 8050
 8100
 0  5  10  15  20  25  30  35
N
om
br
e 
d’
ite
ra
tio
ns
Nombre de processeurs
iterations synchrones
iterations asynchrones
Fig. 4.4 – Nombre d’ite´rations effectue´es par les algorithmes de Richardson paralle`les
pour la re´solution d’un proble`me de l’obstacle sur le SP3
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nombre de 80× 80× 80 96× 96× 96
proc. sync. async. sync. async.
2 (1) 1.13 1.11 0.99 1.01
4 (1) 1.22 1.22 1.10 1.09
8 (1) 1.15 1.15 1.11 1.16
16 (1) 0.99 0.99 0.96 1.11
32 (2) - - 0.63 0.96
Tab. 4.4 – Efficacite´ des algorithmes de Richardson paralle`les pour un proble`me de
l’obstacle sur le SP3
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Annexe A
Comparaison avec les re´sultats
ante´rieurs
Dans les sections 2.3 et 2.4, seule la description de la version actuelle du solveur
datant de 2003 a e´te´ faite afin de simplifier l’expose´. Deux versions du solveur ont e´te´
imple´mente´es auparavant. Cette partie a pour but de mettre en e´vidence l’e´volution
de l’imple´mentation et des performances obtenues.
Essais sur le proble`me de diffusion
Une premie`re version des solveurs a e´te´ imple´mente´e en 2001 [93]. Elle a e´te´ teste´e
sur le proble`me de Poisson tridimensionnel{
−∆u = f dans [0 , 1]3
u/∂[0 , 1]3 = 0
.
Les essais ont e´te´ mene´s sur l’IBM SP3 de l’IDRIS, qui est un ensemble de SMP com-
portant 16 processeurs Power 3 cadence´s a` 375 MHz. Cette ge´ne´ration de supercalcu-
lateur est ante´rieure au Power 4. Dans les solveurs, le de´coupage en sous-composantes
est pris en compte dans l’imple´mentation des communications. La nume´rotation
rouge-noir est e´galement applique´e. Dans la version synchrone, toutes les requeˆtes
d’envoi sont soumises apre`s le traitement de chaque sous-domaine, contrairement a`
la version asynchrone ou` seuls les messages significatifs sont envoye´s. Cette diffe´rence
est due au proble`me d’interblocage illustre´ dans l’exemple 2.1. Le fait d’envoyer tous
les messages, y compris ceux qui n’ont pas e´te´ affecte´s par une mise a` jour, permet
en l’occurrence d’e´viter l’interblocage.
L’e´quation de Poisson a e´te´ discre´tise´e avec 216, 000, 512, 000 et 1, 000, 000 de
points dans le but d’e´valuer la scalabilite´ du solveur dans des contextes diffe´rents.
Les courbes d’efficacite´ obtenues (cf. figure A.1) montrent que la suppression des syn-
chronisations n’a e´te´ profitable que lorsque suffisamment de processeurs sont utilise´s,
ce qui paraˆıt logique ; cette remarque pre´cise l’inte´reˆt des ite´rations asynchrones.
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Re´solution avec un maillage de 216, 000 points
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Fig. A.1 – Efficacite´ des algorithmes de Schwarz paralle`les pour la re´solution du
proble`me Poisson sur le SP3
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Avec peu de processeurs, les pe´nalite´s engendre´es par la synchronisation sont plus
faibles. L’algorithme synchrone offre des performances tre`s satisfaisantes a` condition
d’utiliser peu de processeurs (≤ 8). A` partir de 16 processeurs, nous assistons a` un
effondrement de l’efficacite´ de la paralle´lisation synchrone qui est essentiellement duˆ
a` l’imple´mentation des e´changes de message. En effet, la faiblesse de cet algorithme
re´side dans le fait que les proble`mes d’interblocage qui surviennent dans les e´changes
de message synchrones n’ont pas e´te´ re´solus par une me´thode performante et scalable
en raison de leur difficulte´.
Essais sur le proble`me de convection-diffusion
Pour la seconde version des solveurs, les essais ont e´te´ effectue´s sur IBM Power
4 p690 (une variante moins rapide du p690+) en 2002 [94]. Le proble`me test est
l’e´quation de convection-diffusion (2.9). Les solveurs ont e´te´ teste´s avec 3 valeurs de
ν : 0.01, 0.1 et 1. Le maillage comporte 1, 728, 000 points et le domaine est de´coupe´
en 128 sous-domaines.
Les e´changes de message prennent toujours en compte le de´coupage en sous-
composantes. Les envois de message ont lieu apre`s le traitement de chaque sous-
domaine. Dans l’algorithme synchrone, la solution na¨ıve consistant a` envoyer tous le
messages apre`s le traitement d’un sous-domaine est encore applique´e. Les re´sultats
des mesures de performance sont pre´sente´s dans la figure A.2. Ils montrent une
ame´lioration nette des performances par rapport aux solveurs imple´mente´s en 2001
(cf. figure A.1). En effet, la version asynchrone est maintenant toujours plus efficace
que la version synchrone.
En comparant ces re´sultats avec ceux qui sont obtenus en 2004 (cf. figures 2.12,
2.13 et 2.14), nous constatons que la diffe´rence d’efficacite´ entre les versions syn-
chrones et asynchrones est plus marque´e dans l’imple´mentation datant de 2002.
L’asynchronisme permet d’optimiser facilement les communications car on fait to-
talement abstraction des proble`mes d’interblocage. Apre`s le traitement d’un sous-
domaine, on se contente en effet d’envoyer uniquement les parties qui ont e´te´ mises
a` jour. La quantite´ de donne´es e´change´es par l’algorithme asynchrone est donc
infe´rieure a` celle de l’algorithme synchrone. Notons que cet e´cart a tendance a` dimi-
nuer lorsque le nombre de processeurs est grand.
Bien que le solveur asynchrone donne des re´sultats satisfaisants, le code a e´volue´
pour les raisons suivantes :
– En traitant plusieurs sous-domaines par processus, nous avons introduit deux
niveaux de de´coupage. Le premier correspond a` la re´partition des donne´es sur
l’ensemble des processus. Le second sert a` imple´menter une strate´gie de relaxa-
tion multiplicative dans le but d’acce´le´rer la convergence. Nous avons voulu
rendre la structure des messages inde´pendante du second niveau de de´coupage
a` l’instar de [52] dans l’optique de simplifier l’imple´mentation.
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Re´solution du proble`me avec convection dominante (ν = 0.01)
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Re´solution du proble`me interme´diaire (ν = 0.1)
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Re´solution du proble`me avec diffusion dominante (ν = 1)
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Fig. A.2 – Efficacite´ des algorithmes de Schwarz paralle`les pour la re´solution de
proble`mes de convection-diffusion sur le p690
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– Afin d’e´valuer objectivement les be´ne´fices de l’asynchronisme, il est ne´cessaire
de re´soudre le proble`me d’interblocage de l’algorithme synchrone qui se pose
lorsque plusieurs sous-domaines sont pris en charge par les processus. En l’ab-
sence de solution ge´ne´rale valable quelque soit le de´coupage, nous avons opte´
pour un compromis consistant a` imple´menter les deux algorithme de manie`re
quasi-identique (cf. section 2.3.4).
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Annexe B
Parame`tres des simulations de
l’e´lectrophore`se
Conditions applique´es
– Champ e´lectrique : 950 V.m−1
– Vitesse moyenne du tampon vecteur : 0.0025 m.s−1
Chambre
– Rayon d’injection : 0.0015 m
– Longueur de la chambre : 0.3 m
– E´paisseur de la chambre : 0.005 m
– Largeur de la chambre : 0.1 m
– Coordonne´es du centre du jet : (x1 = 0.05, x3 = 0.0025)
Proprie´te´s du tampon vecteur
– Conductivite´ : 26.6 µS.cm−1
– Viscosite´ : 1.005× 10−6 m2.s−1
– Masse volumique : 1000 kg.m−3
– Permittivite´ : 6.9× 10−10 C2.N−1.m−2
Solute´
– Rapport de conductivite´ par rapport au tampon vecteur : 0.1
– Mobilite´ e´lectrophore´tique : 5.26× 10−8 m2.V−1.s−1
– Coefficient de diffusion : 2.5× 10−9 m2.s−1
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