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POSITIVE AND NEGATIVE GROWTH RATES OF MEASURES
AND POINTWISE BOUNDS OF SOLUTIONS OF EIGENVALUE
EQUATIONS∗
HIRONORI KUMURA∗∗
Abstract. This paper, focusing on the growth rate of the measure, gives
pointwise bounds of solutions of eigenvalue equations of the Laplace-Beltrami
operator on noncompact Riemannian manifolds.
1. Introduction
The Laplace-Beltrami operator ∆g, defined on C
∞
0 (M), of a noncompact com-
plete Riemannian manifold (M, g) is essentially self-adjoint on L2(M, vg); the ana-
lytic structures of its self-adjoint extension, denoted also by ∆g, and the geometries
of (M, g) are closely related to each other, and their relationship has been studied
by several authors from various points of view. The main purpose of this paper
is to study pointwise bounds of solutions of eigenvalue equations in cases that the
growth rate of the measure is both positive and negative.
First, we shall recall an earlier work due to Li-Wang on the decay of harmonic
functions on noncompact Riemannian manifolds. Let (M, g) be an n-dimensional
connected noncompact complete Riemannian manifold. In the sequel, the following
notations will be used: σ(−∆g), σess(−∆g), and σpp(−∆g) respectively stand for
the spectrum of −∆g, the essential spectrum of −∆g, and the set of eigenvalues
of −∆g. Moreover, let vg denote the Riemannian measure of (M, g). Li-Wang
improved the Agmon’s method [1] used for the Schro¨dinger operators on Rn, and,
among other things, proved the following:
Theorem ALW (Agmon [1], Li-Wang [11]). Let (M, g) be a complete noncompact
Riemannian manifold, and E be an unbounded connected component of M\B(p0, R)
for some R > 0. Let λ0(E) denote the minimum of the spectrum of the Dirichlet
Laplacian −∆Dg |E on E. Assume that 0 ≤ λ < λ0(E), and that u is a solution
of the equation −∆gu − λu = 0 on E with
∫
E
u2 dvg < ∞, where λ is a constant.
Then, there exists a constant C1 > 0 such that∫
E(R,R+1)
u2 dvg ≤ C1 exp
(
− 2
√
λ0(E)− λR
)
for R≫ 1,(1)
where we set E(R,R+ 1) := {x ∈ E | R < distg(∂E, x) < R + 1}.
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Note that the inequality (1) was proved only for L2-harmonic functions in [11].
However, it is not hard to see that their arguments hold good for L2-solutions of
eigenvalue equations by slight modifications; see [11, Lemma 1.1] and its proof.
In general, λ0(E(R,∞)) < minσess(−∆g|E) for R > 0 (see Proposition 6.1
below, which shows that, there exists a rotationally symmetric manifold satisfying
this inequality for any R > 0: see also Remark 6.1). Hence, Theorem ALW is not
so sharp. Moreover, it seems to be difficult to convert this integral bound (1) into
the pointwise bounds of eigenfunctions. In its character, Theorem ALW cuts, as it
were, lengthwise the end E of (M, g). On the other hand, this study will track the
growth rate of the measure vg along geodesic rays, and investigate pointwise bounds
for solutions u of −∆gu+ λu = 0 on E by constructing barriers near the infinity.
Proposition 1.1. Let (M, g) be an n-dimensional noncompact Riemannian man-
ifold and U be an (not necessarily relatively compact ) open subset of M . Assume
that the boundary ∂U is compact, connected, and C∞ and that the outward normal
exponential map exp⊥∂U : N
+(∂U) → E := M\U induces a diffeomorphism, where
N+(∂U) := {v ∈ TM |∂U | v is outward normal to ∂U}. Let ν be the outward unit
normal vector field along ∂E, and denote r(x) := distg(∂U, x) for x ∈ E. Then,
[0,∞)× ∂E ∋ (r, w) 7→ expw(rνw) ∈ E is a coordinates on E.
Let c > 0 be a constant, and assume that u ∈ L2(E, vg) is a solution of the
eigenvalue equation
(−∆g − λ)u = 0 on E,(2)
where 0 ≤ λ < c24 is a constant. For simplicity, we shall set α := c2 +
√
c2
4 − λ.
(i) If lim inf
r→∞
∆gr ≥ c and if β1 is a constant satisfying
c
2
−
√
c2
4
− λ < β1 < c
2
+
√
c2
4
− λ,
then exp(−β1r) is a supersolution of (2) near the infinity of E. In particular,
there exists a constant C1 > 0, depending on β1, such that
|u(x)| ≤ C1 exp
(− β1r(x)) for x ∈ E.
(ii) If lim
r→∞
∆gr = c uniformly with respect to w ∈ ∂E and if β2 is a constant
satisfying either
0 ≤ β2 < c
2
−
√
c2
4
− λ or β2 > c
2
+
√
c2
4
− λ,
then exp(−β2r) is a subsolution of (2) near the infinity of E.
(iii) If there exist constants β3 > 0 and ε > 0 satisfying c− β3
r(log r)1+ε
≤ ∆gr for
r≫ 1, then there exists a constant C2 > 0 such that
|u(x)| ≤ C2 exp
(− αr(x)) for x ∈ E.
Note that, for example, (i), and (iii) in Proposition 1.1 are sharp. Indeed, for ex-
ample, there exists a rotationally symmetric manifold (Rn, g := dr2+f(r)2gSn−1(1))
satisfying c− β
r log(r+1)+1 ≤ ∆gr for r≫ 1 and a solution of (−∆g−λ)u = 0 satisfies
u = (log r)θ exp{−αr} for r≫ 1, where β > 0 and θ = θ(β, n, λ) > 0 are constants.
Hence, we cannot adopt ε = 0 in Proposition 1.1 (iii). Various other bounds under
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various other growth rate conditions of the measure can be obtained, as is seen in
Proposition 2.1 below.
Note also that, our method of proof of Proposition 1.1 requires the assumption
that the outward normal exponential map is a diffeomorphism, but if the (n− 1)-
dimensional measure of Cut(∂E)\Focal(∂E) is zero, this assumption of diffeomor-
phism is not required and the assertion of Proposition 1.1 holds good (see Lemma
4.1 below). Here, Focal(∂E) stands for the focal points of ∂E in E.
Next, we shall mention Theorem 1.1 below, which, in brief, states that the same
assertions as those in Proposition 1.1 and Proposition 2.1 below hold on angular
regions of Cartan-Hadamard manifolds.
Theorem 1.1. Let (M, g) be an n-dimensional complete Riemannian manifold and
UM be an open subset of M . Assume that minσess(−∆g) > 0. Assume that, there
exist an n-dimensional Cartan-Hadamard manifold (N, h) satisfying its sectional
curvature Kh ≤ −κ0 for some constant κ0 > 0, a unit tangent vector vN1 ∈ TqN ,
and constants, θ0 > 0, 0 ≤ λ < min σess(−∆g) and c > 0, such that the following
three conditions hold :
1. there exists an isometry ϕ : expNq
(R(vN1 , θ0)) ∼−→ UM . Here, expNq stands for
the exponential map of (N, h) at q, and R(vN1 , θ) denotes an open cone in TqN
defined by R(vN1 , θ0) := {v ∈ TqN | ∡(vN1 , v) < θ0};
2. there exists a large constant b≫ κ0 satisfying Ricg ≥ −(n− 1)b on M ;
3. c2 −
√
c2
4 − λ <
√
minσess(−∆g)− λ.
Assume that u is a L2(M, vg)-solution of −∆gu− λu = 0 on M . On these under-
standing, if we replace E with ϕ
(
expNq
(R(vN1 , θ1))), then the same assertions as
those stated in Proposition 1.1 and Proposition 2.1 below hold on ϕ
(
expNq
(R(vN1 , θ1)))
for any fixed θ1 ∈ (0, θ0).
For a ground state, we can also show various lower bounds which are mentioned
as upper bounds for u in Proposition 2.1 below. But, we shall only give the following
result here, because other versions of lower bounds are easily formulated and proved
in similar manner:
Theorem 1.2. Let (M, g) be an n-dimensional noncompact complete Riemannian
manifold and U be a relatively compact open subset of M with C∞ boundary ∂U .
We write r := distg(∂U, ∗) on M\U . Let c > 0 be a positive constant, and assume
that λ0 := minσ(−∆g) < c24 and λ0 ∈ σpp(−∆g). Let u be a ground state, that is,
a positive solution of (−∆g−λ0)u = 0 on M , and set α0 := c2+
√
c2
4 − λ0. Assume
that there exist constants r0 ≥ 0, δ > 0, and C1 > 0 satisfying
∆gr ≤ c+ C1
r
(
log(r + 1)
)1+δ
+ 1
on {x ∈M\U | r(x) ≥ r0} \ Cut(∂U).(3)
Then, there exists a constant C2 > 0 such that
u(x) ≥ C2 exp
(− α0r(x)) for x ∈M.
We can explicitly construct a ground state with various decay orders. For exam-
ple, we have the following:
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Proposition 1.2. Let κ be a positive constant. Then, for any λ0 ∈ (0, (n−1)
2κ
4 ),
there exists a rotationally symmetric Riemannian manifold (M, g) = (Rn, dr2 +
fλ0(r)
2gSn−1(1)) such that the following (i) and (ii) hold :
(i) fλ0(r) = Cr0 · exp{
√
κr} for r ≥ r0, and hence,
∆gr ≡ (n− 1)κ for r ≥ r0, and σess(−∆g) =
[ (n− 1)2κ
4
,∞);
(ii) λ0 is an eigenvalue of −∆g and λ0 = minσ(−∆g). Moreover, a ground state
u0, that is, a positive-valued eigenfunction with eigenvalue λ0 satisfies
u0(x) = exp
(− a0r(x)) for x with r(x) ≥ r0.
Here, r0 = r0(λ0, n) is a positive constant depending only on λ0 and n; Cr0 is a
constant depending only on r0; a0 :=
(n−1)√κ
2 +
√
(n−1)2κ
4 − λ0 is a constant.
In case the growth rate of the measure is negative, the important point to note
is that we do not require the assumption that the outward normal exponential map
induces a diffeomorphism. Indeed, we have the following:
Theorem 1.3. Let (M, g) be an n-dimensional noncompact complete Riemannian
manifold, and U be an (not necessarily relatively compact ) open subset with compact
C∞-boundary ∂U . Let β > 0, c1 > 0, δ > 0, and 0 ≤ λ < β
2
4 be constants, and
assume that
∆gr ≤ −β + c1
r
(
log(r + 1)
)1+δ
+ 1
for r ≫ 1 on M\(U ∪ Cut(∂U)).
Let u ∈ L2(M\U) be a solution of
−∆gu− λu = 0 on M\U.
Then, we have
|u(x)| ≤ c2 exp
(
α˜ r(x)
)
for x ∈M\U,
where α˜ := β2 −
√
β2
4 − λ and c2 are positive constants.
For the case of negative growth rates of the measure, other versions which is
similar to Proposition 2.1 below can be obtained in the same manner; but we shall
omit precise statements here.
It seems to be interesting to provide an explicit ground state below on an end
[R,∞)×N with a negative growth rate −c of the measure:
Proposition 1.3. Let λ and c be any positive constants satisfying 0 < λ < c
2
4 , and
(N, gN ) be an any compact connected Riemannian manifold. Then, there exists a
warped product manifold (R×N, g := dt2+f2(t)gN ) satisfying the following (i) and
(ii) hold :
(i) The distance function r := distg({0} × N, ∗) to the hypersurface {0} × N
satisfies
∆gr =
{
−c on [R,∞)
c on (−∞, 0],
where R = R(λ) > 0 is a constant. In particular, σess(−∆g) = [ c24 ,∞).
4
(ii) There exists a ground state ϕ of −∆g on L2(R × N, vg) with eigenvalue λ
satisfying
ϕ(x) =
exp
((
c
2 −
√
c2
4 − λ
)
r(x)
)
for x ∈ [R,∞)×N
c1 exp
(
−
(
c
2 +
√
c2
4 − λ
)
r(x)
)
for x ∈ (−∞, 0]×N,
where c1 is a positive constant.
In order to apply theorems stated above, the discrete spectrum must exists below
the essential spectrum; Theorem 1.4 below ensures its existence under compatible
measure growth rates with those stated in Theorems above:
Theorem 1.4. Let (M, g) be a complete Riemannian manifold and W be a rela-
tively compact open subset of M with C∞-boundary ∂W . Set r := distg(W, ∗) on
M\W . Assume that, there exist constants 0 6= c ∈ R, δ > 0, and r1 > 0 such that
∆gr ≤ c− 1 + δ
2cr2
on
{
x ∈M\(W ∪ Cut(∂W )) | r(x) ≥ r1}.
Here, Cut(∂W ) stands for the cut locus of the Fermi coordinates exp⊥∂W : N+(∂W )→
M\W based on ∂W . Assume that min(σess(−∆g)) = c24 . Then, the discrete spec-
trum of −∆g below the constant c24 is infinite: ♯
(
σdisc(−∆g))∩(0, c24 )
)
=∞, where
the symbol ♯ represents the cardinality.
Theorem 1.4 slightly generalizes [10, Theorem 1.2] in the following sense: first, we
assume the measure growth rate condition instead of the Ricci curvature condition;
Note that, if c < 0, the growth rate ∆gr of the measure is negative in Theorem 1.4
and Proposition 6.1 below.
2. Proof of Proposition 1.1
In this section, we shall prove Proposition 2.1 below, which includes Proposition
1.1.
Proposition 2.1. Let (M, g) be an n-dimensional noncompact Riemannian man-
ifold and U be an (not necessarily relatively compact ) open subset of M . Assume
that the boundary ∂U is compact, connected, and C∞ and that the outward normal
exponential map exp⊥∂U : N
+(∂U) → E := M\U induces a diffeomorphism, where
N+(∂U) = {v ∈ TM |∂U | v is outward normal to ∂U}. Let ν be the outward unit
normal vector field along ∂E, and denote r(x) := distg(∂U, x) for x ∈ E. Then,
[0,∞)× ∂E ∋ (r, w) 7→ expw(rνw) ∈ E is a coordinates on E.
Let c > 0 be a constant, and assume that u ∈ L2(E, vg) is a solution of the
eigenvalue equation
(−∆g − λ)u = 0 on E,(2)
where 0 ≤ λ < c24 is a constant. For simplicity, we shall set α := c2 +
√
c2
4 − λ.
(i) If lim inf
r→∞
∆gr ≥ c and if β1 is a constant satisfying
c
2
−
√
c2
4
− λ < β1 < c
2
+
√
c2
4
− λ,
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then exp(−β1r) is a supersolution of (2) near the infinity of E. In particular,
there exists a constant C1 > 0, depending on β1, such that
|u(x)| ≤ C1 exp
(− β1r(x)) for x ∈ E.
(ii) If lim
r→∞
∆gr = c uniformly with respect to w ∈ ∂E and if β2 is a constant
satisfying
0 ≤ β2 < c
2
−
√
c2
4
− λ or β2 > c
2
+
√
c2
4
− λ,
then exp(−β2r) is a subsolution of (2) near the infinity of E.
(iii) If there exist constants β3 > 0 and ε > 0 satisfying c− β3
r(log r)1+ε
≤ ∆gr for
r≫ 1, then there exists a constant C2 > 0 such that
|u(x)| ≤ C2 exp
(− αr(x)) for x ∈ E.
(iv) If there exist a constant β4 > 0 satisfying c − β4
r log r
≤ ∆gr for r ≫ 1, then
there exists a constant C3 > 0 such that
|u(x)| ≤ C3(log(r(x) + 2))
αβ4
2α−c exp
(− αr(x)) for x ∈ E.
(v) If there exist constants β5 > 0 and 0 < θ < 1 satisfying c − β5
r(log r)θ
≤ ∆gr
for r ≫ 1, then there exists a constant C4 > 0 such that
|u(x)| ≤ C4 exp
(
− αr(x) + αβ5
(2α− c)(1− θ) (log(r(x) + 1))
1−θ
)
for x ∈ E.
(vi) If there exists a constant 0 < θ ≤ 1 satisfying c− (2α− c)θ
αr
≤ ∆gr for r≫ 1,
then there exists a constant C5 > 0 such that
|u(x)| ≤ C5(r(x) + 1)θ exp
(− αr(x)) for x ∈ E.
(vii) If there exist constants β6 > 0, 0 < θ < 1, and ε > 0 satisfying
c − (2α− c)(1− θ)β6 − ε
αrθ
≤ ∆gr for r ≫ 1, then there exists a constant
C6 > 0 such that
|u(x)| ≤ C6 exp
(− αr(x) + β6r(x)1−θ) for x ∈ E.
(viii) If there exist constants θ > 0 and ε > 0 satisfying c +
(2α− c)θ + ε
αr log r
≤ ∆gr
for r ≫ 1, then there exists a constant C7 > 0 such that
|u(x)| ≤ C7
(
log(r(x) + 2)
)−θ
exp
(− αr(x)) for x ∈ E.
(ix) If there exist constants β7 > 0, 0 < θ < 1, and ε > 0 satisfying
c +
(2α− c)(1 − θ)β7 + ε
αr(log r)θ
≤ ∆gr, then there exists a constant C8 > 0 such
that
|u(x)| ≤ C8 exp
(− αr(x) − β7(log(r(x) + 1))1−θ) for x ∈ E.
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(x) If there exist constants θ > 0 and ε > 0 satisfying c +
(2α− c)θ + ε
αr
≤ ∆gr,
then there exists a constant C9 > 0 such that
|u(x)| ≤ C9r−θ exp
(− αr(x)) for x ∈ E.
(xi) If there exist constants β8 > 0, 0 < θ < 1, and ε > 0 satisfying
c +
(2α− c)(1 − θ)β8 + ε
αrθ
≤ ∆gr, then there exists a constant C10 > 0 such
that
|u(x)| ≤ C10 exp
(− αr(x) − β8r(x)1−θ) for x ∈ E.
In order to prove Proposition 2.1, we shall introduce some terminology. Let
(M, g) be an n-dimensional noncompact complete Riemannian manifold and Ω be
an open subset of M . We shall consider a solution u of the eigenvalue equation
(−∆g − λ)u = 0(4)
on Ω, where λ ≥ 0 is a constant. By a supersolution of (4), we mean a real-valued
function u in H1loc(Ω) satisfying∫
Ω
{〈∇u,∇ϕ〉 − λuϕ} dvg ≥ 0
for every nonnegative-valued function ϕ ∈ C∞0 (Ω); analogously, by a subsolution of
(4), we mean a real-valued function u in H1loc(Ω) such that∫
Ω
{〈∇u,∇ϕ〉 − λuϕ} dvg ≤ 0
for every nonnegative-valued function ϕ ∈ C∞0 (Ω). We shall recall the following:
Lemma 2.1 (S. Agmon [2]). Assume that Ω is unbounded and that the boundary
∂Ω of Ω is connected and compact. We shall denote r = distg(∂Ω, ∗) on Ω. Let
w be a positive-valued continuous supersolution of (4) on Ω and v be a continuous
subsolution of (4) on Ω. Assume that there exists a constant α > 1 such that
lim inf
R→∞
1
R2
∫
E(R,αR)
v2 dvg = 0,
where we set E(s, t) := {x ∈ Ω | s < r(x) < t} for 0 < s < t. Then, there exists a
positive constant C such that
v(x) ≤ Cw(x) on {x ∈ Ω | r(x) ≥ 1}.
For the proof of Lemma 2.1, see [2] (or Lemma 5.1 below).
The proof of Proposition 2.1 is simple. We shall prove only Proposition 2.1 (iii).
Other assertions will be obtained in the same manner. Let E be an end as is stated
in Proposition 2.1 and assume that ∆gr ≥ c − β3r(log r)1+ε for r ≫ 1, where β3 and
ε are positive constants. We shall set δ1 :=
αβ3
ε(2α−c) . Then, a simple computation
shows that
exp
{
αr + δ1(log r)
−ε} (−∆g − λ) exp{−αr − δ1(log r)−ε}
=− α2 + (α− εδ1r−1(log r)−1−ε)∆gr − λ+ 2εαδ1r−1(log r)−1−ε
+ εδ1r
−2(log r)−1−ε +O(r−2(log r)−2−ε)
≥− α2 + cα− λ+ ((2α− c)εδ1 − αβ3)r−1(log r)−1−ε
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+ εδ1r
−2(log r)−1−ε +O(r−2(log r)−2−ε)
=εδ1r
−2(log r)−1−ε +O(r−2(log r)−2−ε),
where we have used the equation α2 − cα + λ = 0. Thus, exp{−αr − δ1(log r)−ε}
is a supersolution of (4) on some neighborhood of the infinity of E. Since |u| is a
subsolution of (4), Lemma 2.1 implies that
|u(x)| ≤C exp{−αr(x) − δ1(log r(x))−ε}
≤C exp{−αr(x)}
on {x ∈ E | r(x) ≥ 2}, where C > 0 is a constant. Thus, we have proved Proposition
2.1 (iii).
3. Explicit construction of a ground state
In this section, we shall prove Proposition 1.2 and 1.3.
Proof of Proposition 1.2. Let λ ∈ (0, (n−1)2κ4 ) be a constant. Then, there exists a
unique constant R0 = R0(λ, n) > 0 such that the first eigenvalue of the Dirichlet
Laplacian−∆D on the open ball BRn(0, R0) with its radius R0 in Euclidean n-space
(Rn, g0) coincides with λ. Let ϕ1 be a positive-valued Dirichlet first eigenfunction
of BRn(0, R0). Then, since (R
n, g0) is rotational symmetric, ϕ1 is a radial function,
that is,
ϕ1(x) = v1(|x|) for |x| ≤ R0,
where |x| := distg0(0, x); moreover, we have
v1 > 0 on [0, R0); v
′
1 < 0 on (0, R0].
Since v′1 < 0 on (0,
R0
2 ] and
d
dt
exp{−a0t} < 0 on [R0,∞), we can and do take a
positive-valued function v0 ∈ C∞[0,∞) so that
v0(t) =
{
v1(t) for t ∈ [0, R02 ]
exp{−a0t} for t ∈ [R0,∞);
v′0 < 0 for t ∈ (0,∞).
Using this function v0, we shall define
fλ(r) :=
R0
2
exp
{
− 1
n− 1
∫ r
R0
2
v′′0 (t) + λv0(t)
v′0(t)
dt
}
for r > 0.
Then, since v′′1 (t)+
n−1
r
v′1(t) = −λv1(t) for t ∈ (0, R02 ), a direct computation shows
that
fλ(r) = r for 0 < r ≤ R0
2
.
In particular, (Rn, gfλ := dr
2+fλ(r)
2gSn−1(1)) is smooth around the origin 0 ∈ Rn.
Moreover, from the definitions of v0 and fλ, we see that
fλ(r) =
R0
2
· C(R0) · exp{
√
κ(r −R0)} for r ≥ R0,(5)
where C(R0) is the constant defined by
C(R0) := exp
{
− 1
n− 1
∫ R0
R0
2
v′′0 (t) + λv0(t)
v′0(t)
dt
}
.
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In particular, ∆gfλ r ≡ (n−1)
√
κ for r ≥ R0, and hence, σess(−∆gfλ ) = [
(n−1)2κ
4 ,∞).
Moreover, from the definition of fλ, we have
−v′′0 (r)− (n− 1)
f ′λ(r)
fλ(r)
v′0(r) = λv0(r) on R
n\{0}.
Here, since v0 = v1 on [0,
R0
2 ], we have −∆gfλ (v0(r)) = −∆(v1(r)) = λv1(r) on
BRn(0,
R0
2 ); thus, including the neighborhood of the origin 0, the following equation
holds:
−∆gfλ (v0(r)) = λ v0(r) on (Rn, gfλ).
From (5) together with a0 =
(n−1)√κ
2 +
√
(n−1)2κ
4 − λ0, we see that v0 ∈ L2(Rn, vgλ);
thus, λ ∈ σ(−∆gfλ ). Furthermore, since v0 > 0 on [0,∞), the mini-max principle
implies that λ = min σ(−∆gfλ ) and that v0(r) is a ground state of (Rn, gfλ). Thus,
we have proved Proposition 1.2.
Proof of Proposition 1.3. Let λ and c be any positive constants satisfying 0 < λ <
c2
4 . We shall set u1(t) := sin
(√
λ t
)
and R1 :=
pi
2
√
λ
. We shall take a small positive
constant ε so that ε < R1 − ε; note that u′1 > 0 on [ε,R1 − ε]. First, we shall take
positive constants c1 so that
0 < c1 < u1(ε).
Then, we shall take a positive-valued C∞-function ϕ on R satisfying
ϕ′ > 0 on R
and
ϕ(t) =

c1 exp
{(
c
2 +
√
c2
4 − λ
)
t
}
for t ∈ (−∞, 0]
u1(t) for t ∈ [ε,R1 − ε]
exp
{(
c
2 −
√
c2
4 − λ
)
(t−R1)
}
for t ∈ [R1,∞).
Here, note that u1(R1 − ε) < 1 = exp
{(
c
2 −
√
c2
4 − λ
)
(t− R1)
}∣∣∣
t=R1
. Using this
function ϕ, we shall set
f(t) := exp
(
−
∫ t
0
ϕ′′(s) + λϕ(s)
(n− 1)ϕ′(s)
)
ds
and define a Riemannian manifold (R × N, g := dt2 + f2(t)gN ), where t is the
standard coordinates on R; (N, gN ) is any given compact Riemannian manifold. Let
r denote the distance function to the hypersurface {0}×N , i.e., r(x) = distg({0}×
N, x) for x ∈ R × N . Then, direct computations shows that this (R × N, g =
dt2 + f2(t)gN ) satisfies the desired assertions (i) and (ii) with R := R1 − ε. Thus,
we have proved Proposition 1.3.
4. Proof of Theorem 1.2 and 1.3
Let (M, g) be an n-dimensional noncompact connected complete Riemannian
manifold, and U be an (not necessarily relatively compact) open subset of M with
compact C∞ boundary W := ∂U . We shall set E := M\U and consider the
outward normal exponential map exp⊥W : N+(W ) → E, where N+(W ) stands for
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the outward normal bundle on W . Let ν denote the outward unit normal vector
field along W . We shall set
ρ(θ) := sup
{
t > 0 | distg
(
U, exp⊥W (t · ν(θ))
)
= t
}
for θ ∈ W ;
DW :=
{
t · ν(θ) ∈ N+(W ) | 0 ≤ t < ρ(θ), θ ∈W} .
Then, exp⊥W |DW : DW → exp⊥W (DW ) = M\
(
U ∪ Cut(W )) is a diffeomorphism.
Let σ denote the induced Riemannian measure on W , and write the Riemannian
measure dvg on exp
⊥
W (DW ) =M\
(
U ∪ Cut(W )) as follows:
dvg =
√
gW (r, θ) dr dσ for θ ∈W and 0 ≤ r < ρ(θ).
The following fundamental lemma is easily obtained by integration-by-parts, and
hence, we shall omit its proof:
Lemma 4.1. On the understanding stated above, if w(r) is a function depends only
on r, and if ϕ ∈ C∞0 (Int(E)) be a nonnegative valued function, then we have∫
E
〈∇w,∇ϕ〉 dvg − λ
∫
E
wϕdvg
=
∫
W
(∂rw)(ρ(θ))ϕ(ρ(θ), θ)
√
gW (ρ(θ), θ) dσ(θ) +
∫
E
(−∆gw − λw)ϕdvg.
Here, Int(E) := E\W stands for the interior of E.
Proof of Theorem 1.3. Assume that
∆gr ≤ −β + c2
r(log r)1+δ
for r ≥ r0 on M\(U ∪ Cut(W )),(6)
where r0 > 2 and c2 > are constants. Let ε is a constant satisfying 0 < ε < δ.
Then, direct computations show that
exp
(− α˜r + (log r)−ε)(−∆g − λ) exp (α˜r − (log r)−ε)(7)
=− α˜2 − 2εα˜r−1(log r)−1−ε − (α˜+ εr−1(log r)−1−ε)∆gr
− λ+O(r−2(log r)−1−ε)
≥− α˜2 + βα˜ − λ+ (β − 2α˜)εr−1(log r)−1−ε − c2α˜r−1(log r)−1−δ
+O
(
r−2(log r)−1−ε
)
=
√
β2 − 4λ r−1(log r)−1−ε − c2α˜r−1(log r)−1−δ +O(r−2) > 0
for r ≥ r1 on M\(U ∪ Cut(∂U)),
where we have used the equation −α˜2 + βα˜− λ = 0 and inequality (6); r1 ≫ r0 is
a constant depending only on the constants stated above. We shall apply Lemma
4.1 with w = exp
(
α˜r − (log r)−ε). Then, since ∂rw ≥ 0 for r ≫ 1, Lemma 4.1,
combined with (7), implies that exp
(
αr − (log r)−ε) is a supersolution of (4) in
the sense of distribution on some neighborhood of the infinity of M\U . Hence, by
Lemma 2.1, we obtained the desired result in Theorem 1.3.
Proof of Theorem 1.2. We shall take a constant ε so that 0 < ε < δ, and con-
sider a function exp (−α0r + (log r)−ε) on M\U . Then, exp (−α0r + (log r)−ε) ∈
H1loc
(
B(2,∞)); here, for t ≥ 0, we set B(t,∞) := {x ∈ M\U | r(t) ≥ t} for
simplicity. Then, simple calculations show that
exp
(
α0r − (log r)−ε
)
(−∆g − λ) exp
(−α0r + (log r)−ε)(8)
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=− α20 − λ− 2α0εr−1(log r)−1−ε +
(
α0 + εr
−1(log r)−1−ε
)
∆gr
−O (r−2(log r)−ε−1)
≤− α20 − λ− 2α0εr−1(log r)−1−ε
+
(
α0 + εr
−1(log r)−1−ε
) (
c+ C1r
−1(log r)−1−δ
)−O (r−2(log r)−ε−1)
=− α20 + cα0 − λ+ (c− 2α0)εr−1(log r)−1−ε + α0C1r−1(log r)−1−δ
−O (r−2(log r)−ε−1)
=−
√
c2 − 4λεr−1(log r)−1−ε + α0C1r−1(log r)−1−δ −O
(
r−2(log r)−ε−1
)
on B(2,∞)\Cut(W ),
where we have used the assumption (3), and equations, −α20 + cα0 − λ = 0 and
c− 2α0 = −
√
c2 − 4λ. Thus, we obtain
(−∆g − λ) exp
(−α0r + (log r)−ε) < 0 on B(r1,∞)\Cut(W ),(9)
where r1 ≫ min{r0, 2} is a large constant. Since exp (−α0r + (log r)−ε) is a decreas-
ing function of r ≫ 1, Lemma 4.1, combined with (9), implies that exp (−α0r + (log r)−ε)
is a subsolution of (4) on some neighborhood of the infinity of M\U .
Next, we shall show that exp (−α0r + (log r)−ε) ∈ L2
(
B(2,∞)). Under the
notations stated at the beginning of this section, ∆gr =
∂r
√
gW (r,θ)√
gW (r,θ)
on M\(U ∪
Cut(∂U)). Hence, the assumption (3), together with the fact α0 > c2 , implies that
exp (−α0r + (log r)−ε) ∈ L2
(
B(2,∞)).
Hence, Lemma 2.1 implies that, there exists a constant C5 > 0 such that
u ≥ C5 exp
{−α0r + (log r)−ε}
≥ C5 exp {−α0r} on B(2,∞).
Thus, we have proved Theorem 1.2.
5. Proof of Theorem 1.1
We shall first prove Theorem 5.1 below, from which Theorem 1.1 follows.
Let (M, g) be an n-dimensional noncompact complete Riemannian manifold.
Let p ∈ M be a fixed point and write r(x) := distg(p, x) for x ∈ M . Let E0
be one of unbounded components of M\Bp(R), where R > 0 is a constant and
Bp(R) := {x ∈ M | r(x) < R}. Since E0 is unbounded, there exists at least one
normal geodesic ray γ : [0,∞) ∋ t 7→ expp(tv0) ∈ M satisfying r(γ(t)) = t for
t ∈ [0,∞) and γ([R,∞)) ⊂ E0. Here, v0 ∈ UpM := {v ∈ TpM | |v| = 1}. For
0 < θ < π, let R(v0, θ) denote an open cone in TpM defined by R(v0, θ) := {v ∈
TpM | ∡(v0, v) < θ}. Assume that
(a) there exists a constant θ0 > 0 such that
expp |R(v0,θ) : R(v0, θ)→ expp(R(v0, θ)) =: A(θ0)
is a diffeomorphism;
(b) there exists a constant κ0 > 0 such that Kg(∂r ∧ v) ≤ −κ0 for any x ∈ A(θ0)
and v ∈ TxM with ∂r ⊥ v. Here, Kg stands for the sectional curvature of
(M, g);
(c) Ricg ≥ −(n− 1)b on A(θ0), here b≫ κ0 is a constant;
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(d) there exists a constant ε0 > 0 such that inj(x) > ε0 for any x ∈ A(θ0), where
inj(x) stands for the injectivity radius at x.
Theorem 5.1. Let (M, g) be an n-dimensional noncompact Riemannian manifold
satisfying (a), (b), (c), and (d), stated above. Let c > 0 and 0 ≤ λ < c24 are
constants, and assume that u is a solution of
−∆gu− λu = 0 on A(θ0)
satisfying
∫
A(θ0) u
2dvg <∞. For simplicity, we shall set α := c2+
√
c2
4 − λ. Assume
further that,
(e) there exist constants δ1, satisfying
c
2 −
√
c2
4 − λ < δ1 < α, and C0 > 0 such that
|u(x)| ≤ C0 exp(−δ1r(x)) for x ∈ A(θ0).(10)
Under these assumptions, if we replace E with A(θ0) in Proposition 1.1, then we
obtain the same upper bounds of |u| on expp(R(v0, θ1)) for any θ1 ∈ (0, θ0) as those
stated in (i) and (iii)–(xi) of Proposition 2.1 above.
In order to prove Theorem 5.1, we shall first slightly extend Lemma 2.1 as follows:
Lemma 5.1. Let Ω and Ω0 be unbounded open subsets of a noncompact complete
Riemannian manifold (M, g) satisfying Ω0 ⊆ Ω. Let λ ≥ 0 be a constant and u be
a solution of (4) on Ω. Let w ∈ C0(Ω) be a supersolution of (4) on Ω satisfying
w > 0 on Ω. Assume that there exists a constants C > 0 such that
Cw(x) − u(x) > 0 for x ∈ Ω\Ω0.
Assume further that there exists a constant α > 1 such that
lim inf
n→∞
1
n2
∫
Ω(n,αn)
u2 dvg = 0,(11)
where Ω(n, αn) := {x ∈ Ω | n ≤ distg(p0, x) ≤ αn} and p0 is a fixed point of M .
Then, we have
u(x) ≤ Cw(x) for x ∈ Ω.
Proof. It is easy to see that Lemma 5.1 holds by modifying the arguments of Agmon
[2]. But, for the convenience of readers, we shall give its proof.
We shall set u0(x) := max{u(x)−Cw(x), 0} for x ∈ Ω. Then, u0 is a subsolution
of (4) on Ω, and u0|Ω\Ω0 ≡ 0. Therefore, by setting u0(x) = 0 for x ∈M\Ω, u0 can
be extended to be a function defined on the whole M . Thus, for any real-valued
ζ ∈ C∞0 (M), we have∫
Ω
{〈∇u0,∇(ζ2u0)〉 − λu0(ζ2u0)}dvg ≤ 0,
and hence, ∫
Ω
{|∇(ζu0)|2 − λζ2u20}dvg ≤ ∫
Ω
|∇ζ|2u20 dvg.(12)
On the other hand, since w is a positive supersolution of (4) on Ω, for any real-
valued ζ ∈ C∞0 (M),∫
Ω
{〈
∇w,∇ (ζu0)
2
w
〉
− λw (ζu0)
2
w
}
dvg ≥ 0,
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and hence, ∫
Ω
w2
∣∣∣∇(ζu0
w
)∣∣∣2dvg ≤ ∫
Ω
|∇(ζu0)|2dvg − λ
∫
Ω
(ζu0)
2dvg.(13)
From (12) and (13), we have for any real-valued ζ ∈ C∞0 (M),∫
Ω
w2
∣∣∣∇(ζu0
w
)∣∣∣2dvg ≤ ∫
Ω
|∇ζ|2u20 dvg.(14)
Now, let α > 1 be a constant, and define ϕ : [0,∞)→ [0,∞) by
ϕ(t) :=

1 for 0 ≤ t ≤ 1,
− t− 1
α− 1 + 1 for 1 ≤ t ≤ α,
0 for t ≥ α.
Setting ζn(x) := ϕ
(
distg(p0,x)
n
)
for 0 < n ∈ Z, substituting ζ = ζn in (14) and
letting n→∞, we obtain∫
Ω
w2
∣∣∣∇(u0
w
)∣∣∣2dvg = ∫
Ω
lim
n→∞w
2
∣∣∣∇(ζnu0
w
)∣∣∣2dvg(15)
≤ lim inf
n→∞
∫
Ω
w2
∣∣∣∇(ζnu0
w
)∣∣∣2dvg ≤ lim inf
n→∞
∫
Ω
|∇ζn|2u20 dvg
=
1
(α− 1)2 lim infn→∞
1
n2
∫
Ω(n,αn)
u20 dvg = 0.
In the last equality, we have used our assumption (11). Since w > 0 on Ω, (15)
implies that there exists a constant C0 such that u0 = C0w on Ω. Since u0 = 0 on
Ω\Ω0 and w > 0 on Ω, the constant C0 must be zero. Thus, we have u0 ≡ 0 on Ω,
which implies our conclusion, u ≤ Cw on Ω. 
Now, we shall prove Theorem 1.1 for the case corresponding Proposition 2.1 (i).
Other cases can be shown in the same way.
Let β1 is a constant satisfying
c
2 −
√
c2
4 − λ < β1 < α = c2 +
√
c2
4 − λ. Since β1
is less than α, it suffices to prove that, for any 0 < θ1 < θ0, there exist a constant
C11 > 0 such that
|u(x)| ≤ C11 exp(β1r(x)) for x ∈ expp(R(v0, θ1)) with r(x)≫ 1(16)
under the assumption that
∆gr(x) ≥ c for x ∈ expp(R(v0, θ0)) with r(x)≫ 1.(17)
Let θ1 be any constant satisfying
0 < θ1 < θ0,(18)
and let η : [0,∞)→ [0, 1] be a non-increasing C∞-function satisfying
η(t) :=
 1 for 0 ≤ t ≤ θ1,0 for t ≥ θ1 + θ0
2
.
(19)
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Let (r, θ) be coordinates on expp(R(v0, θ0)) defined by (0,∞)×(R(v0, θ0) ∩ UpM) ∋
(r, θ) 7→ expp(rθ) ∈ expp(R(v0, θ0)), where UpM := {v ∈ TpM | |v| = 1}. Using
this coordinates, we shall define a C∞-function ϕ : expp(R(v0, θ0))→ [0, 1] by
ϕ(r, θ) := η
(
∡(v0, θ)
)
.(20)
Now, let χ : [0,∞)→ [0, 1] be a C∞-function satisfying
χ(t) :=

1 for 0 ≤ t ≤ ε0
2
,
0 for t ≥ 3ε0
4
,
and set
ϕ˜(x) :=
∫
M
χ(distg(x, y))ϕ(y)dvg(y)∫
M
χ(distg(x, y))dvg(y)
for x ∈ expp(R(v0, θ0)) with r(x)≫ 1.
Then, we have
|∆gϕ˜| ≤ C12
sinh(
√
κ0r)
and |∇ϕ˜| ≤ C13
sinh(
√
κ0r)
,(21)
where C12 and C13 are constants depending only on n = dimM , b, χ, and the
Lipchitz constant of η (see Anderson-Schoen [3]).
Let a1, which will be determined later, be a constant satisfying
δ1 < a1 < α,(22)
where δ1 is the constant stated in the assumption (e). We shall set
w := ϕ˜ exp(−a1r) + (1− ϕ˜) exp(−δ1r).
Then, direct computations, combined with (17) and (21), yield
−∆gw − λw
≥
{
−∆gϕ˜+ 2a1 ∂ϕ˜
∂r
+ ϕ˜(−a21 + ca1 − λ)
}
exp(−a1r)
+
{
∆gϕ˜− 2δ1 ∂ϕ˜
∂r
+ (−δ21 + cδ1 − λ)(1 − ϕ˜)
}
exp(−δ1r)
≥ exp(−δ1r)
{
− C12 + 2δ1C13
sinh(
√
κ0r)
+ (−δ21 + cδ1 − λ)(1− ϕ˜)
+
−a21 + ca1 − λ
exp
{
(a1 − δ1)r
} ϕ˜− C12 + 2a1C13
sinh(
√
κ0r) exp
{
(a1 − δ1)r
}}
for r ≫ 1 on expp(R(θ0)). Because −δ21 + cδ1 − λ > 0 and −a21 + ca1 − λ > 0,
the right hand side of the inequality above is positive for r ≫ 1 on expp(R(θ0)),
if (0 <) a1 − δ1 < √κ0. On the other hand, from (19) and (20), w coincides with
exp(−δ1r) on R(θ0)\R(θ1) for large r, and exp(−δ1r) is a supersolution of (4)
satisfying the assumption (e). Therefore, applying Lemma 4.1, we obtain
|u(x)| ≤ C14 exp(−a1r(x)) for x ∈ expp(R(v0, θ1))(23)
for some constant C14 > 0. This argument holds good as long as a1 < δ1 +
√
κ0.
Therefore, in view of (10) and (23), we can replace “δ1 and a1” with “a1 and
a2 := a1 + ε” respectively, and obtain
|u(x)| ≤ C15 exp(−a2r(x)) for x ∈ expp(R(v0, θ2)),
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if 0 < ε <
√
κ0. Here, θ2 is any fixed constant satisfying 0 < θ2 < θ1, and C15 > 0
is a constant. Thus, repeating this argument, we see that, for any θ1 ∈ (0, θ0), our
desired inequality (16) holds for some positive constant C11.
Next, we shall prove Theorem 1.1. In view of Theorem 5.1, it suffices to prove
(e) under the assumptions of Theorem 1.1. In order to prove (e), we shall recall
the following:
Lemma 5.2 ([6], Corollary 5.7). Let (M, g) be a complete Riemannian manifold
with Ricci curvature bounded from below and p0 be a fixed point of M . We write
r := distg(p0, ∗). Assume that u is a L2-solution of −∆gu − λu = 0 on M , where
0 < λ < minσess(−∆g) is a constant. Then, for any 0 < ε <
√
minσess(−∆g)− λ,
there exists a positive constant C0(ε) such that
|u(x)| ≤ C0(ε)Vol(Bx(1))− 12 exp
{(√
minσess(−∆g)− λ− ε
)
r(x)
}
(24)
Lemma 5.2 follows from the upper bound for the heat kernel and the Agmon’s
proceedure [1] (or Theorem ALW); for a proof, see [6, Section 5].
By the Bishop’s comparison theorem combining (24) we have, for any 0 < δ <√
minσess(−∆g)− λ and θ1 ∈ (0, θ0),
|u(x)| ≤ c(δ, θ1, n) exp(−δr(x))
holds on ϕ
(
expNq
(R(vN1 , θ1))). In view of the assumption 3 in Theorem 1.1, we
see that (e) holds. Thus, we have proved Theorem 1.1.
6. Proof of Theorem 1.3
First, we shall prove the following:
Proposition 6.1. Let (Rn, g := dr2 + f(r)2gSn−1(1)) be a rotationally symmetric
Riemannian manifold. Assume that, there exist constants δ > 0, r1 > 0, and
0 6= c ∈ R such that
∆gr = c− 1 + δ
2cr2
for r ≥ r1.(25)
Then, there exists a constant r0 = r0(δ, c) such that,
λD1
(
E(R, 2kR)
)
<
c2
4
if R ≥ max{r0, r1} and k > 2max
{
1, exp
(24
δ
)}
.
Here, λD1 (Ω) stands for the first Dirichlet eigenvalue of −∆g on a bounded domain
Ω ⊂ Rn; for 0 < s < t ≤ ∞, E(s, t) := {x ∈ Rn | s < distg(0, x) < t} is the
‘annular’ region centered at the origin 0 ∈ Rn. In particular, λ0
(
E(R,∞)) < c24 for
any R > 0, where λ0
(
E(R,∞)) := minσ(−∆Dg |E(R,∞)), and ∆Dg |E(R,∞) stands for
the Dirichlet Laplacian on E(R,∞). Note that (25) implies σess(−∆g) = [ c24 ,∞).
Proof of Proposition 6.1. We shall set U := B(r1), W := ∂U , and
√
gW (r) :=
fn−1(r). Let χ be a function defined by
χ(t) :=

1
R
(t−R) if t ∈ [R, 2R],
1 if t ∈ [2R, kR],
− 1
kR
(t− 2kR) if t ∈ [kR, 2kR],
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where k is a constant satisfying k > 2max
{
1, exp
(
24
δ
)}
; R > max{r0, r1} is
a constant; r0 = r0(c, δ) is a constant determined later. We shall set h(r) :=(√
gW (r)
)− 1
2 · χ(r) · r 12 and calculate∫ ∞
0
{
(∂rh)
2 − c
2
4
h2
}√
gWdr
as follows. Direct computations shows that{
(∂rh)
2 − c
2
4
h2
}√
gW
=
1
4
(∆gr)
2 r χ2(r) + r (χ′(r))2 +
1
4
χ2(r) r−1 − (∆gr) r χ(r)χ′(r)
− 1
2
(∆gr)χ
2(r) + χ(r)χ′(r)− c
2
4
χ2(r) r.
Therefore, substitution of (26) into the equation above yields{
(∂rh)
2 − c
2
4
h2
}√
gW(26)
=− 1
4r
{
δ − 1 + δ
cr
− (1 + δ)
2
4c2r2
}
χ2(r) + r (χ′(r))2 +
1 + δ
2cr
χ(r)χ′(r)
− crχ(r)χ′(r) − c
2
χ2(r) + χ(r)χ′(r).
Here, integration-by-parts yields∫ ∞
0
{
−crχ(r)χ′(r)− c
2
χ2(r) + χ(r)χ′(r)
}
dr = 0 ;∫ ∞
0
1 + δ
2cr
χ(r)χ′(r)dr =
∫ ∞
0
1 + δ
4cr2
χ2(r)dr,
and hence, the integration of (26) over [0,∞) turns out to be∫ ∞
0
{
(∂rh)
2 − c
2
4
h2
}√
gW dr
=
∫ ∞
0
r(χ′(r))2 dr −
∫ ∞
0
1
4r
{
δ − 2(1 + δ)
cr
− (1 + δ)
2
4c2r2
}
χ2(r) dr.
As for the last term of the equation above, we have
− 1
4r
{
δ − 2(1 + δ)
cr
− (1 + δ)
2
4c2r2
}
≤ − δ
8r
for any r ≥ r0,
where r0 is a constant depending only on δ and c. Therefore, for any R ≥
max{r0, r1} and k > 2max
{
1, exp
(
24
δ
)}
, we have∫ ∞
0
{
(∂rh)
2 − c
2
4
h2
}√
gW dr
≤
∫ ∞
0
r(χ′(r))2 dr − δ
8
∫ 2kR
R
χ2(r)
r
dr
<
1
R2
∫ 2R
R
r dr +
1
(kR)2
∫ 2kR
kR
r dr − δ
8
∫ kR
2R
1
r
dr
16
=3− δ
8
log
(k
2
)
< 0.
Since supp h(r) = B(2kR)\B(R), the mini-max principle, together with this in-
equality, gives the desired assertion of Proposition 6.1.
Remark 6.1. Let (Rn, g := dr2 + f(r)gSn−1(1)) be a rotationally symmetric man-
ifold satisfying fn−1(r) = exp
(
cr + 1+δ2cr
)
for r ≥ r0. Then,
√
Vol(E(R,R+ 1)) ∼
C0(c, δ) exp(
c
2R) as R → ∞. Moreover, by Proposition 6.1,
√
λ0(E(R,∞))− λ <√
c2
4 − λ =
√
minσess(−∆g)− λ for all R > 0. Hence, by comparing Theorem
ALW and Proposition 1.1 (iii), Theorem ALW seems to be not so sharp. Indeed,
Proposition 1.1 (iii) provides pricise upper bound exp{( c2+
√
c2
4 − λ)r} of a solution
of (4) on (Rn, g).
Proof of Therem 1.4 Proposition 6.1, together with the argument used in [10,
Section 3], implies ♯
(
σdisc(−∆g))∩ (0, c24 )
)
=∞; for detail, see that section in [10].
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