Abstract. We determine all connected homogeneous Kobayashi-hyperbolic manifolds of dimension n ≥ 2 whose holomorphic automorphism group has dimension n 2 − 3. This result complements existing classifications for automorphism group dimension n 2 −2 (which is in some sense critical) and greater.
Introduction
Recall that a connected complex manifold M is said to be Kobayashi-hyperbolic if the Kobayashi pseudodistance K M on M is in fact a distance, i.e., for p, q ∈ M the identity K M (p, q) = 0 implies p = q. For instance, any bounded domain in a finitedimensional complex vector space is Kobayashi-hyperbolic. Such manifolds are of interest in complex analysis and geometry as they enjoy a variety of nice properties (see [K1] , [K2] for details). In particular, if M is Kobayashi-hyperbolic, the group Aut(M ) of its holomorphic automorphisms is a (real) Lie group in the compactopen topology (see [K1, Chapter V, Theorem 2.1] ). This follows, for example, from the fact that the action of Aut(M ) on M is proper, which implies that Aut(M ) is locally compact hence a Lie transformation group (see the survey paper [I5] for details).
Let n := dim C M and assume that n ≥ 2. Set d(M ) := dim Aut(M ). It is a classical result that d(M ) ≤ n 2 + 2n with equality attained if and only if M is biholomorphic to the unit ball B n ⊂ C n (see [K1, Chapter V, Theorem 2.6] ). In [I1] , [I2] , [I4] , [IK] we determined all Kobayashi-hyperbolic manifolds satisfying n 2 − 1 ≤ d(M ) < n 2 + 2n. Our classification has turned out to be quite useful in applications (see, e.g., [V] ), and one would like to extend it to automorphism group dimensions less than n 2 −1. However, the value n 2 −2 is critical in the sense that one cannot hope to obtain a full explicit description of Kobayashi-hyperbolic manifolds for d(M ) = n 2 − 2 and all n ≥ 2. Indeed, a generic Reinhardt domain in C 2 has a 2-dimensional automorphism group, so no reasonable classification exists for n = 2 (see [I3, pp. 6-7 ] for a precise argument). Furthermore, an explicit classification for n ≥ 3 also appears to be out of reach since even the easier case d(M ) = n 2 − 1 is already rather complicated (see [I1] , [I4] ).
Nevertheless, some hope remains in the situation when M is homogeneous, i.e., when the action of Aut(M ) on M is transitive. Homogeneous manifolds are of general interest in geometry, and in [I6, Theorem 1.1] we classified all homogeneous Kobayashi-hyperbolic manifolds with automorphism group of critical dimension n 2 − 2. It is then natural to ask by how much further one can decrease d(M ) while still being able to produce reasonable explicit descriptions of the corresponding manifolds M . This paper is a follow-up to article [I6] . Here we address the above question by making a step down from n 2 − 2 to subcritical dimension n 2 − 3. Specifically, we obtain: THEOREM 1.1. Let M be a homogeneous Kobayashi-hyperbolic manifold with d(M ) = n 2 − 3. Then n = 4 and M is biholomorphic to B 1 × T 3 , where
is the symmetric bounded domain of type (IV 3 ) (written in tube form).
In particular, it turns out that the product B 1 × T 3 is completely characterized by its automorphism group dimension among all homogeneous Kobayashi-hyperbolic manifolds. A similar effect is known for the ball B n , the product B n−1 × B 1 , and the domain T 3 (see [I3, Theorem 2.2] ).
We note that making a further step down, i.e., producing an explicit classification for the case d(M ) = n 2 −4, appears to be much harder if not impossible, so it seems that Theorem 1.1 edges quite closely to what one may hope to achieve in principle. Combining this theorem with the classical fact for d(M ) = n 2 + 2n mentioned earlier, [I3, Theorem 2.2] and [I6, Theorem 1.1], we obtain:
Then M is biholomorphic either to a suitable product of balls, or to a suitable symmetric bounded domain of type (IV), or to a suitable product of a ball and a symmetric bounded domain of type (IV). Specifically, the following products of balls are possible:
the following symmetric bounded domains of type (IV) (written in tube form) are possible: (vii) the domain of type (IV 3 ), i.e., the domain T 3 defined in (1.1) (here n = 3,
and the following product of a ball and a symmetric bounded domain of type (IV) is possible:
The proof of Theorem 1.1 is given in Section 3 and, just as the proof of the main theorem of [I6] , is based on reduction to the case of the so-called Siegel domains of the second kind introduced by I. Pyatetskii-Shapiro at the end of the 1950s (see Section 2 for the definition). Indeed, in the important paper [VGP-S] it was shown that every homogeneous bounded domain in C n is biholomorphic to an affinely homogeneous Siegel domain of the second kind. Moreover, in [N] this result was extended to arbitrary homogeneous Kobayashi-hyperbolic manifolds, which solved a problem posed in [K1, p. 127] . Theorem 1.1 is then deduced from the description of the Lie algebra of the automorphism group of a Siegel domain of the second kind given in [KMO] , [S, Chapter V, [1] [2] .
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Siegel Domains of the Second Kind
Here we define Siegel domains of the second kind and collect their properties as required for our proof of Theorem 1.1 in the next section. What follows is an abridged version of the exposition given in [I6, Section 2] .
To 
of linear automorphisms of Ω acts transitively on it. Clearly, G(Ω) is a closed subgroup of GL k (R), and we denote by g(Ω) ⊂ gl k (R) its Lie algebra.
We will be interested in open convex cones not containing entire lines. For such cones the dimension of g(Ω) admits a useful estimate.
k be an open convex cone not containing a line. Then
We note that estimate (2.1) is sharp as the right-hand side is the dimension of the group of linear automorphisms of the cone {x ∈ R k : Now, a Siegel domain of the second kind in C n is an unbounded domain of the form
Such tube domains are often called Siegel domains of the first kind. At the other extreme, when k = 1, the domain S(Ω, H) is linearly equivalent to
which is an unbounded realization of the unit ball B n (see [R, p. 31] ). In fact, any Siegel domain of the second kind is biholomorphic to a bounded domain (see [P-S, pp. 23-24] ), hence is Kobayashi-hyperbolic. Next, the holomorphic affine automorphisms of Siegel domains of the second kind are described as follows (see [P-S, pp. 25-26] 
THEOREM 2.2. Any holomorphic affine automorphism of S(Ω, H) has the form
A domain S(Ω, H) is called affinely homogeneous if the group Aff(S(Ω, H)) of its holomorphic affine automorphisms acts on S(Ω, H) transitively. Denote by G(Ω, H) the subgroup of G(Ω) that consists of all transformations A ∈ G(Ω) as in Theorem 2.2, namely, of all elements A ∈ G(Ω) for which there exists B ∈ GL n−k (C) such that (2.2) holds. By [D, Lemma 1 .1], the subgroup G(Ω, H) is closed in G(Ω). It is easy to deduce from Theorem 2.2 that if S(Ω, H) is affinely homogeneous, the action of G(Ω, H) (hence that of its identity component G(Ω, H)
• ) is transitive on Ω (see, e.g., [KMO, proof of Theorem 8]) , so the cone Ω is homogeneous. Conversely, if G(Ω, H) acts on Ω transitively, the domain S(Ω, H) is affinely homogeneous.
As shown in [VGP-S] , [N] , every homogeneous Kobayashi-hyperbolic manifold is biholomorphic to an affinely homogeneous Siegel domain of the second kind. Such a realization is unique up to affine transformations; in general, if two Siegel domains of the second kind are biholomorphic to each other, they are also equivalent by means of a linear transformation of special form (see [KMO, Theorem 11] ). The result of [VGP-S] , [N] is the basis of our proof of Theorem 1.1 in the next section.
In addition, our proof relies on a description of the Lie algebra of the group Aut(S(Ω, H)) of an arbitrary Siegel domain of the second kind S(Ω, H). This algebra is isomorphic to the (real) Lie algebra of complete holomorphic vector fields on S(Ω, H), which we denote by g(S(Ω, H)) or, when there is no fear of confusion, simply by g. The latter algebra has been extensively studied. In particular, we have (see [KMO, Theorems 4 and 5]): THEOREM 2.3. The algebra g = g(S(Ω, H)) admits a grading
with g ν being the eigenspace with eigenvalue ν of ad ∂, where ∂ :
and g 0 consists of all vector fields of the form
It is then clear that the matrices A that appear in (2.3) form the Lie algebra of G(Ω, H) and that g −1 ⊕ g −1/2 ⊕ g 0 is isomorphic to the Lie algebra of the group Aff(S(Ω, H)) (compare conditions (2.2) and (2.4)).
Following [S] , for a pair of matrices A, B satisfying (2.4) we say that B is associated to A (with respect to H). Let L be the (real) subspace of gl n−k (C) of all matrices associated to the zero matrix in g(Ω), i.e., matrices skew-Hermitian with respect to each component of H. Set s := dim L. Then we have
By Theorem 2.3 and inequality (2.6) one obtains
which, combined with (2.5), leads to
Further, since there exists a positive-definite linear combination H of the components of the Hermitian form H, the subspace L lies in the Lie algebra of matrices skew-Hermitian with respect to H, thus
By (2.9), inequality (2.8) yields
Combining (2.10) with (2.1), we deduce the following useful upper bound:
Next, by [S, Chapter V, Proposition 2.1] the component g 1/2 of the Lie algebra g = g(S(Ω, H)) is described as follows:
THEOREM 2.4. The subspace g 1/2 consists of all vector fields of the form
where Φ : C k → C n−k is a C-linear map such that for every w ∈ C n−k one has
and c :
Further, by [S, Chapter V, Proposition 2.2] , the component g 1 of g = g(S(Ω, H)) admits the following description: THEOREM 2.5. The subspace g 1 consists of all vector fields of the form
where a :
(which we extend to a symmetric C-bilinear form on C k with values in C k ) such that for every x ∈ R k one has
and b :
the following conditions are satisfied: (i) B x is associated to A x and Im tr B x = 0 for all x ∈ R k ,
(ii) for every pair w, w ′ ∈ C n−k one has
Next, let us recall the well-known classification, up to linear equivalence, of homogeneous convex cones not containing lines in dimensions k = 2, 3, 4 (see, e.g., [KT, ), which will be also required for our proof of Theorem 1.1: k = 2: Ω 1 := (x 1 , x 2 ) ∈ R 2 : x 1 > 0, x 2 > 0 , where the algebra g(Ω 1 ) consists of all diagonal matrices, hence dim g(Ω 1 ) = 2,
where one has g(Ω 3 ) = c(gl 3 (R)) ⊕ o 1,2 , hence dim g(Ω 3 ) = 4; here for any Lie algebra h we denote by c(h) its center,
where the algebra g(Ω 4 ) consists of all diagonal matrices, hence we have
where the algebra g(Ω 5 ) = (c(gl 3 (R)) ⊕ o 1,2 ) ⊕ R consists of block-diagonal matrices with blocks of sizes 3 × 3 and 1 × 1 corresponding to the two summands, hence dim g(
Finally, recall that in [C] ,É. Cartan found all homogeneous bounded domains in C 2 and C 3 . We will now state an extension of Cartan's theorem to the case of Kobayashi-hyperbolic manifolds. A short proof based on Siegel domains of the second kind is given in [I6, Theorem 2.6]. THEOREM 2.6.
(1) Every homogeneous Kobayashi-hyperbolic manifold of dimension 2 is biholomorphic to one of
(2) Every homogeneous Kobayashi-hyperbolic manifold of dimension 3 is biholomorphic to one of
(iv) the tube domain T 3 defined in (1.1).
Proof of Theorem 1.1
By [VGP-S] , [N] , the manifold M is biholomorphic to a Siegel domain of the second kind S(Ω, H). Since for each domain listed in Theorem 2.6 the dimension of its automorphism group is greater than n 2 − 3, it follows that n ≥ 4. Also, as M is not biholomorphic to B n , we have k ≥ 2. Next, the following lemma rules out a large number of the remaining possibilities.
Lemma 3.1. For n ≥ 5 one cannot have k ≥ 4, and for n ≥ 6 one cannot have k = 3.
Proof. To establish the lemma, we will show that for n ≥ 5, k ≥ 4, as well as for n ≥ 6, k = 3, the right-hand side of inequality (2.11) is strictly less than n 2 − 3, i.e., that for such n, k the following holds:
In order to see this, let us study the quadratic function
Its discriminant is
which is easily seen to be positive for n ≥ 5. Then the zeroes of ϕ are
To establish the lemma, it suffices to show that: (i) t 2 > n for n ≥ 5, (ii) t 1 < 4 for n ≥ 5, (iii) t 1 < 3 for n ≥ 6. Indeed, the inequality t 2 > n means that
or, equivalently, that
which is straightforward to verify for n ≥ 5. Next, the inequality t 1 < 4 means that
or, equivalently, that n > 9 2 , which clearly holds if n ≥ 5. Finally, the inequality t 1 < 3 means that
or, equivalently, that n > 5, which completes the proof. ✷ By Lemma 3.1, in order to establish the theorem, we need to consider the following four cases: (1) k = 2, n ≥ 4, (2) k = 3, n = 4, (3) k = 3, n = 5, (4) k = 4, n = 4. Our arguments in Cases (1), (2) and (4) will be similar to those in the corresponding situations considered in [I6] , whereas Case (3) is new.
Case (1). Suppose that k = 2, n ≥ 4. Here H = (H 1 , H 2 ) is a pair of Hermitian forms on C n−2 . After a linear change of z-variables, we may assume that H 1 is positive-definite. In this situation, by applying a linear change of w-variables, we can simultaneously diagonalize H 1 , H 2 as
If all the eigenvalues of H 2 are equal, S(Ω, H) is linearly equivalent either to
The domain D 1 is biholomorphic to B n−1 × B 1 , hence d(D 1 ) = n 2 + 2 > n 2 − 3, which shows that S(Ω, H) cannot be equivalent to D 1 . To deal with D 2 , let us compute the group G(Ω 1 , (||w|| 2 , ||w|| 2 )). It is straightforward to see that
and it follows that the action of G(Ω 1 , (||w|| 2 , ||w|| 2 )) is not transitive on Ω 1 . This proves that S(Ω, H) cannot be equivalent to D 2 either. Therefore, H 2 has at least one pair of distinct eigenvalues.
Next, as dim g(Ω) = 2, inequality (2.8) yields
On the other hand, by (2.9), we have
More precisely, s is calculated as
where m ≥ 1 is the number of pairs of distinct eigenvalues of H 2 . Indeed, if
is skew-symmetric with respect to H 1 , the condition of skew-symmetricity with respect to H 2 is written as
which leads to B ij = 0 if λ i = λ j . By (3.1), (3.2) it follows that 1 ≤ m ≤ 2, thus we have either n = 4 and λ 1 = λ 2 (here m = 1, s = 2), or n = 5 and, upon permutation of w-variables, λ 1 = λ 2 = λ 3 (here m = 2, s = 5). We will now consider these two situations separately.
Case (1a). Suppose that n = 4, λ 1 = λ 2 . Here, after a linear change of variables the domain S(Ω, H) takes the form
where α, β, γ, δ ≥ 0 and
We may also assume that α > 0. If
2 ) = 16 > 13 = n 2 − 3, we in fact have β + γ > 0. Using Theorem 2.4, we showed in [I6, Lemma 3.2] that in this case for g = g (D 3 ) one has g 1/2 = 0. By estimate (2.7) and the second inequality in (2.5), we then see
(recall that s = 2). This proves that S(Ω, H) cannot in fact be equivalent to D 3 , so Case (1a) contributes nothing to the classification of homogeneous Kobayashihyperbolic n-dimensional manifolds with automorphism group dimension n 2 − 3.
Remark 3.2. As explained in [I6, Remark 3.3] , estimate (3.3) can be improved to d (D 3 ) ≤ 10 by showing that for β + γ > 0 the component g 1 of the algebra g = g (D 3 ) is also zero. This fact is obtained by using Theorem 2.5.
Case (1b). Suppose that n = 5 and λ 1 = λ 2 = λ 3 . Here, after a linear change of variables the domain S(Ω, H) takes the form
where α, β, γ, δ ≥ 0 and det α β γ δ = 0.
As before, we may also assume that α > 0. Then, if β = γ = 0, the domain D 4 is biholomorphic to B 3 × B 2 . Since d(B 3 × B 2 ) = 23 > 22 = n 2 − 3, we have β + γ > 0. Using Theorem 2.4, we showed in [I6, Lemma 3.4 ] that in this case for g = g (D 4 ) one has g 1/2 = 0. By (2.7) and the second inequality in (2.5), we then estimate
(recall that here s = 5). This proves that S(Ω, H) cannot in fact be equivalent to D 4 , so Case (1b) contributes nothing to the classification of homogeneous Kobayashi-hyperbolic n-dimensional manifolds with automorphism group dimension n 2 − 3 either. Case (2). Suppose that k = 3, n = 4. Here S(Ω, H) is linearly equivalent either to (3.5)
where v = (v 1 , v 2 , v 3 ) is a non-zero vector in R 3 with non-negative entries, or to (3.6)
, v 1 > 0. We will consider these two cases separately.
Case (2a). Assume that S(Ω, H) is equivalent to the domain D 5 defined in (3.5). If only one entry of v is non-zero, D 5 is biholomorphic to
, we see that in fact at least two entries of v are non-zero.
Consider the identity component G(Ω 2 , v|w| 2 )
• of the group G(Ω 2 , v|w| 2 ). As
for which v is an eigenvector. Therefore, if all entries of v are non-zero, then G(Ω 2 , v|w| 2 )
• consists of scalar matrices, and if exactly two entries of v, say v i and v j , are non-zero, then G(Ω 2 , v|w| 2 )
• consists of matrices of the form (3.7) with λ i = λ j . In either situation, the action of G(Ω 2 , v|w| 2 )
• on Ω 2 is not transitive. This shows that S(Ω, H) cannot in fact be equivalent to D 5 , so Case (2a) contributes nothing to the classification of homogeneous Kobayashi-hyperbolic n-dimensional manifolds with automorphism group dimension n 2 − 3.
Case (2b). Assume now that S(Ω, H) is equivalent to the domain D 6 defined in (3.6). Suppose first that v 2 1 > v 2 2 + v 2 3 , i.e., that v ∈ Ω 3 . As the vector v is an eigenvector of every element of G(Ω 3 , v|w| 2 ), it then follows that G(Ω 3 , v|w| 2 ) does not act transitively on Ω 3 . This shows that in fact we have v 1 = v 2 2 + v 2 3 = 0, i.e., v ∈ ∂Ω 3 \ {0}. Further, as the group G(Ω 3 )
• = R + × SO(1, 2)
• acts transitively on ∂Ω 3 \ {0}, we suppose from now on that v = (1, 1, 0) .
Proof. We will compute the dimension of the Lie algebra of G(Ω 3 , H), which we momentarily denote by h. Clearly, h consists of all elements of g(Ω 3 ) having (1, 1, 0) as an eigenvector. Recall now that
It then follows that
In particular, dim h = 3 as required. ✷ By Lemma 3.4 we see that for g = g (D 6 ) one has dim g 0 = 4 (recall that s = 1). Furthermore, using Theorem 2.4, we showed in [I6, Lemma 3.6 ] that g 1/2 = 0. Combining these two facts with the second inequality in (2.5), we obtain (3.8) d(D 6 ) = dim g −1 + dim g −1/2 + dim g 0 + dim g 1 ≤ 12 < 13 = n 2 − 3.
This proves that S(Ω, H) cannot in fact be equivalent to D 6 , so Case (2b) contributes nothing to the classification of homogeneous Kobayashi-hyperbolic n-dimensional manifolds with automorphism group dimension n 2 − 3.
Remark 3.5. As explained in [I6, Remark 3.7] , one can utilize Theorem 2.5 to show that dim g 1 = 1. Therefore, we in fact have d(D 6 ) = 10, which improves estimate (3.8).
Case (3). Suppose that k = 3, n = 5. Here S(Ω, H) is linearly equivalent either to (3.9) D 7 := (z, w) ∈ ×C 3 × C 2 : Im z − H(w, w) ∈ Ω 2 , where H is an Ω 2 -Hermitian form, or to (3.10) D 8 := (z, w) ∈ ×C 3 × C 2 : Im z − H(w, w) ∈ Ω 3 , where H is an Ω 3 -Hermitian form. We will consider these two cases separately.
Case (3a). First, we will show that S(Ω, H) cannot be equivalent to the domain D 7 defined in (3.9). Indeed, recalling that dim g(Ω 3 ) = 3, by estimate (2.10) we have d(D 7 ) ≤ 21 < 22 = n 2 − 3, which proves our claim.
Case (3b). Assume that S(Ω, H) is equivalent to the domain D 8 defined in (3.10). By (2.9) one has s ≤ 4. If s < 4, by inequality (2.8) we see
Therefore, we in fact have s = 4. Let H = (H 1 , H 2 , H 3 ) and H be a positive-definite linear combination of H 1 , H 2 , H 3 . By applying a linear change of w-variables, we can diagonalize H as H(w, w) = ||w|| 2 . Since s = 4, in these coordinates the subspace L coincides with the algebra u 2 of skew-Hermitian matrices of size 2 × 2 (recall from Section 2 that s = dim L).
Lemma 3.6. Let H(w, w ′ ) be a Hermitian form on C m with values in C such that (3.11) H(Aw, w ′ ) + H(w, Aw ′ ) = 0 for all w, w ′ ∈ C m and all A ∈ u m . Then H(w, w) = λ||w|| 2 for some λ ∈ R and all w ∈ C m .
Proof. We may assume that m > 1. Let H denote the matrix of the Hermitian form H. Then for any A ∈ u m condition (3.11) is satisfied for all w, w ′ ∈ C m if and only if A and H commute. Hence H commutes with every element of u m .
Fix 1 ≤ i 0 < j 0 ≤ m and let A = (A ij ) be the matrix with entries
