We propose an information organizer for eective clustering and similarity-based retrieval of text and video data. Instead of giving keywords or authoring them, we use a vector space model and DCT image coding in order to extract characteristics of data. Data are clustered by Kohonen's self-organizing map, and the result is visualized in a 3D form. By this, similarity-based retrieval is achieved. We implemented a prototype system and report experimental results. We consider that our system eectively promotes reuse of distributed text and image data assets.
Introduction
Hypertext has become a highly eective and ecient information browser for wide-spread distributed information over global network. The techniques become more and more crucial as the electronically stored documents and multimedia data increase explosively. The node-link network model of hypertext is a simple and comprehensive model for organizing distributed information. However, several fundamental problems of this simple model have been identied such as Disorientation problem, i.e., hypertext users will easily get lost in a huge node-link network.
Link maintenance problem, i.e., static link maintenance needs much cost for change of URLs An approach to overcome the problems is to use a search engine, which periodically visits URL sites and creates word indexes. Another approach is to introduce the concept of navigation by query [13] , which can be implemented by connecting WWW and DBMSs. These approaches are useful to overcome the above problems to some extent. However, both of these approaches may often produce a vast of documents as a result of retrieval, and they do not provide any eective method for organizing the retrieval result. It is desirable to provide an eective way to organize and visualize the retrieval result information. Furthermore, conventional search engines are insucient for retrieving or organizing image or video data.
In order to summarize or organize hypertext information in a visual manner, creating an overview map is a good approach. There are many researches on aggregating and generalizing hypertext information and on generating a structure from hypertext information [2, 3, 4] . Also, some clustering algorithms have been developed for reducing the complexity and size of the information space [8] . Designing good overview maps for complex structures and its dicluties have been also described in [1, 14] .
In this paper, we will introduce a SOM (SelfOrganizing Map [6] ) based, 3-dimensional information organizer for both of hypertext information and video data [9, 10, 11] , which has been implemented by VRML. The SOM is orginally a 2D neural network. The basic idea of the SOM model is to make the 2-dimensional cells tuned to a given collection of input data through a competitive, unsupervised learning process. Input data with similar characteristics are mapped to a same cell or topologically-near cells after an enough learnig process (e.g., 10000 times). This kind of SOM is especially useful to generate an overview map for obtained data, where the data elements may even be related to each other in a highly nonlinear fashion.
The notable features of our SOM-based information organizer are as follows:
Contents-based clustering by SOM Both of text data and video data are automatically clustered by their contents. Our system computes characteristic vectors from obtained text or video data (i.e., a collection of web documents), and generates dynamically an overview map for the collection of documents. From video data, our system automatically detects cut changes, and the obtained collection of video cuts are automatically classied and represented by the SOM. Characteristic vectors for video cuts are generated based on their DCT (Discrete Cosine Transform) values. We have explored several methods for generating characteristic vectors for both of text and video, and found interesting experimental results.
Retrieval and Navigation on 3D overview map The generated overview map is displayed in a 3D form, which was implemented by VRML. Several operations are dened on the 3D overview maps, such as walkthrough, navigation between 3D maps and original documents or video cuts, similarity retrieval, and zoomingin. Especially, the zooming-in operation enables to generate a more detailed overview map for a selected region of an original overview map. Important topics of the underlying documents can be easily picked out and the relationships among these topics are represented by the spatial metaphor. That is, the related topics appear at the neighborhood. Text documents can be eciently accessed by mouse selection against the map in an interactive way. In the same manner, similar video cuts are mapped to closed cells, and the contents-based similarity retrieval of video cuts are realized.
The remainder of this paper is organized as follows. Section 2 describes the principle of Kohonen's Self-Organizing Map and the related matters. Section 3 describes our SOM-based information organizer for text data. Section 3.1 describes generation algorithms for chracteristic vectors and overview maps for text data. In Section 3.2, we will explain interactive operations dened on the maps. Section 3.3 shows an experimental result and its evaluation. Section 4 describes our SOM-based information organizer for video cuts. In Section 4.1, we show a vector generation algorithm for video cuts. Section 4.2 describes an overall system conguration, and an experimental result and its evaluation. The conclusion is given in the last section.
2 Self-Organizing Map
The Self-Organizing Map, proposed by T. Kohonen in 1990 , is a kind of neural network which belongs to the category of unsupervised, competitive learning models [6] . There are many variations of the SOM. The basic one, introduced here, is very simple, but eective enough for our purpose.
Consider that the articial neural network of cells is arranged by a two-dimensional array of nodes, the lattice type of which is dened as hexagonal.
Each cell i is associated with a time-varying cell characteristic vectorm i (t) 2 R n , where t is the time andm i (t) is initialized in an appropriate way.
The input for SOM generation algorithm is a collection of input characteristic vectorsx i 2 R n (i = 1; 2; 1 1 1 d), which are generated in advance from a collection of iuput data. The SOM generation algorithm is as follows: 2. Choose a set of words from extracted words in
Step 1, which spans a vector space to characterize given text documents.
3. Compute an input charactersitic vector for each text document. As described later, we have explored two types of algorithms that give weights to words dierently.
4. Apply the SOM learning algorithm described in Section 2 and generate a 3D-SOM.
In
Step 1, we took a very simple approach. Only single words are primarily extracted, and a few important special phrases are manually supplemented. A dictionary of stop words is created to avoid many meaningless words to be extracted. Also, most of synonyms, such as "query" and "queries", "persistent" and "persistence", are unied by a truncation technique.
Step 2 is needed to restrict the number of words that constitute the input characteristic vector space. Extracted words are ranked according to their frequencies in a given collection of documents, and only highly-ranked words are selected.
For
Step 3, we explored two algorithms. One is based on word frequency and the other is on Salton's word weighting algorithm. In the former algorithm, we simply use the frequency of a word occurrence as its value. This is based on the assumption that the words occuring frequently in a document represents the major subjects of the document. That is, the weight w ik of word t k for document d i is dened as:
w ik = frequency of t k in d i
On the other hand, according to Salton [12] , a high-performance word weighting system assigns large weights to words that occur frequently in particular documents, but rarely on the outside, because such words are able to distinguish the items in which they occur from the remainder of the collection.
According to this, in the latter algorithm, we use the following: w ik = tf ik 1 log(N=n k ) q P t j=1 (tf ij ) 2 1 (log(N=n j )) 2 where tf ik is the frequency of occurrence of word t k in d i , N is the number of documents, and n k represents the number of documents that contains a word t k .
By our comparisons which will be shown in Section 3.3, the word-frequency based vector generation is considered useful to grasp the commonality of most documents and useful for clustering them. On the contrary, the Salton's-weighting-based vector generation is considered eective to perceive each document's distinction and helpful to increase the retrieval precision.
Step 4, we obtain a 3D-SOM (see the example 3D-SOM in Fig.1 ). The 3D-SOM is a twodimensional array of cylinders in a hexagonal lattice, where each cylinder denotes a cell of SOM. Each cylinder has its corresponding cell characteristic vector. After applying SOM learning algorithm, each document is mapped to a cyclinder such that the distance between the cylinder's cell characteristic vector and the document's input characteristic vector is minimum. Usually, each cylinder is associated with zero or more documents. The height of a cylinder denotes the number of documents mapped to the cell. After the mapping of all the documents to the 3D-SOM, we also compute representative words for each cell. Let (v 1 ; 1 1 1 ; v n ) be a cell characteristic vector for a cell c, where each v i denotes a weight value of a word w i . The 1st representative word of a cell c is dened to be a word w i such that v i is the largest value in fv 1 ; 1 1 1 ; v n g, and denoted by 1stRepWord(c).
The 2nd and 3rd representative words of a cell are dened in the similar manner, and denoted by 2ndRepWord(c) and 3rdRepWord(c), respectively. These representative words are used to generate regions of a 3D-SOM. A 1st-level region is a collection of cells c 1 ; 1 1 1 ; c m whose 1stRepWord(c j ) are the same. In the similar manner, 2nd-level region and 3rd-level region are dened. The cylinders belonging to the same region are colored by the same color. An example is depicted in Fig.1 , and each region is shown with its 1st representative word.
It is specially needed to be paid attentions to that the spatial metaphor of the 3D-SOM is so eective that a given document collection is represented in a very intuitive and easily-understood way. Related topics emerge as the labels of the neighbor regions. Also, how important a topic is in a document collection is intuitively represented by the size of the corresponding region labeled by its representative word. 
Interactive Operations on 3D-SOM
In order to achieve interactive information browsing and retrieval on our 3D-SOM, we designed and implemented several operations such as zoom-in with or without recomputation and bi-directional navigation between documents and its corresponding 3D-SOM.
Zoom-in without Recomputation
Initially, our 3D-SOM shows only the 1st-level regions. Each 1st-level region can be furthermore zoomed-in by this operation, that is, the 2nd level regions within a user-selected 1st-level region can be examined. Fig.2 shows the result of the zoom-in operation. Of course, any 2nd-level region can be, in turn, zoomed into more details. This kind of visualization operation on our 3D-SOM is useful for users to browse the underlying document collection from overview to their local-level details in an incremental way, during which users can understand what they really want and make a correct choice in the provided context.
Zoom-in with Recomputation
Dierent from the above zoom-in operation, this operation is dened to provide the details of a portion of a 3D-SOM, which recomputes a new 3D-SOM for only documents mapped to the selected portion of the orginal 3D-SOM. Of course, such kind of recomputation is usually limited within a certain local portion of the original 3D-SOM specied by a user, therefore such a recomputation is expected to be done in a comparatively ecient time.
Navigation from 3D-SOM to documents Our 3D-SOM can serve as a user-interface for interactively accessing hypertext documents when those documents are mapped into the map. There are two kinds of navigational accesses. One is a navigational access by selecting a specic region (that is, by selecting a representative word of a region), which returns a collection of documents that are mapped into this region. The other is a navigational access by selecting a specic cell (that is, a cylinder), which returns a collection of documents that are mapped to the cell. Fig.1 shows a collection of documents that are mapped to a certain cylinder. The latter access is useful for ambiguous information retrieval, because the documents in the same region are dierent depending on which cell they are mapped to. This is because cells near a border of a region may also contain the topics of their neighbor regions as their next important topics.
Navigation from documents to 3D-SOM This operation returns a collection of cells (cylinders) from a user-selected word on a document. In any document accessed from the 3D-SOM, a user can select his interesting word, and then, the system shows only cells that contains at least one document containing the selected word. Fig.3 shows an example of such kind of navigational access. A word \Model" in a specic document is selected, and the system highlights the cells to which at least one document containing \Model" is mapped.
Experiment Results
A core system of our 3D-SOM prototype has been implemented on the platform of SGI's Open Inventor and VRML, in order to make the user interface easily realized in a 3D environment. The system mainly consists of three parts: the vectorgeneration part, the SOM learning package [7] developed by Kohonen's team, and the 3D-SOM generation part with interactive operations.
As an experiment, we used 200 papers in the area of \object-oriented databases". Both of titles and abstracts of those 200 papers were used to generate several 3D-SOMs. In general, a 3D-SOM with 400 cells could be generated within 4 minutes on an SGI Indy workstation, assuming that the learning times are 11000 and that the input data are 200 characteristic vectors of the degree 72.
Although we have not yet given a formal evaluation to our research, here, we will report several experiments for the test collection of 200 papers. The purpose of the experiment is to evaluate the quality of our charactersitc vector generation algorithms. We have explored the word-frequency based algorithm and Salton's measurement based algorithm, as described in Section 3.1. We have applied both of these two algorithms to both of titles and abstracts of the experimental 200 papers. We used the number of regions and the number of representative words appearing in the resulting 3D-SOMs as the criteria for evaluating the quality of 3D-SOMs. It should be noted that a region is here dened to be a collection of connected cells having the same representative word, and that the SOM leraning algorithm may produce more than one region with the same representation word.
That is, for example, two regions fc 1 ; 1 1 1 ; c n g and fc 0 1 ; 1 1 1 ; c 0 m g may be associated with the same 1st-level representation word. Intuitively, for clustering purpose, it is desirable that both of the number of regions and the number of represetative words are relatively small compared with the number of all the cells. Also, it is desirable that the number of representative words is closed to the number of regions. In summary, our experiment is done for examining the following:
Word-frequency based algorithm vs Salton's measurement based algorithm.
Applicability of the above two algorithms for paper titles or paper abstracts.
The distribution of regions and representative words, that are examined by the numbers of regions and representative words. Table 1 shows the number of regions and the number of 1st-level representative words when applying the word-frequency based algorithm to paper titles and abstracts. Table 2 shows the number of regions and the number of 1st-level representative words when applying the Salton's measurement based algorithm to paper titles and abstracts. Table 3 and Table 4 are the results of examining the distribution of regions and representative words. Table 3 uses the word-frequency based algorithm, and Table 4 uses the Salton's measurement based algorithm. In both of the two cases, we used only paper titles for the experiment. In each In the case of paper titles, no matter how a 3D-SOM is produced by the word-frequency based or the Salton-measurement based algorithm, the number of the rst-level regions are just the same as the number of the representative words assigned to the regions. This means that the related cells of the map are clustered perfectly and the algorithm taken for title data in our approach is successful.
In the case of paper abstracts, the number of representative words are two-times or threetimes more than the number of the regions (Table1 and Table 2 ). This means that the related cells of the map are not clustered completely, which are scattered in several regions with the same words labeled.
In comparison with the word-frequency based algorithm, the Salton's measurement based algorithm produces more and smaller regions at each level (Table 3 and Table 4 ).
In general, Salton's measurement based algorithms produced more spcic representative words. For example, at the 1st-level region, Salton's measurement based algotrithm produced quite specic words, such as \VLSI" and \ODE" (the name of OODBMS) . On the other hand, the word-frequency based alogorithm produced more general representative words, such as \gen-eralization", \integration", and so on.
In summary, the word-frequency based algorithm seems to be more suitable to cluster documents and to generate a global overview map. On the other hand, the Salton's measurement based algorithm seems to be more eective to perceive each document's distinction which is useful to information retrieval. 4 Self-Organizing Map for Video Cuts Our SOM-based information organizer has been extended to video data. The purpose of this extension is to provide a classication tool for video assets and encourage their reuse. In order to achieve the goal, we must cope with the following problems.
Decomposition of video streams into video assets
It is necessary to fragment video streams into a collection of unit data. We can reuse them as video assets.
Exploring an algorithm to generate char- 
Video Cuts as Assets
A video cut is a consecutive subsequence of similar frames. Usually, a scene consists of more than one video cut. A video cut can be automatically detected by examining the dierence between frame characteristic vectors of two consecutive frames. If a dierence is large and is over a predened threshold, a cut-change point exists between the two consecutive frames. 
Generation of Cut Charcteristic Vectors
as a cut characteristic vector.
System Implementation and Experimental Results

Implementation
Our SOM-based Information organizer for video data has been implemented by using the following components:
DCT-based automatic cut detection program, which was originally developed at Ryukoku University [5] . SOM program pakage developed by Kohonen's team [7] .
VRML-based implementation of 3D-SOM for classifying and browsing video cuts, which we mainly developed. All of these softwares were integrated on SGI Indigo2 machine, and currently it is running. Fig.5 shows an example 3D-SOM for video cuts.
Experimental Result
A thirty-minute TV news was used as an example, which has 56392 frames. About 200 video cuts were automatically detected from the source data. The degree of cut characteristic vectors is 144. The number of cells of the 3D-SOM is set up to be 225, and it took about 10 minutes to generate the nal 3D-SOM, assumed the learning times are 11000. Fig.5 shows the 3D-SOM which we can see by VRML viewer. Here, the height of a cylinder represents the number of video cuts mapped to it. On the top of each cylinder, a video cut is attached to it, whose cut characteristic vector is nearest to that of the cylinder. By selecting a specic cylinder, a collection of video cuts mapped to the cylinder is shown(see Fig.6 ).
In order to evaluate the obtained 3D-SOMs, we used the slightly-modied versions of the precision ratio and the recall ratio. In advance, we determine a collection of video cuts pertinent to each video cut attached on top of a cylinder. That is, for a video cut v which appears on top of a cylinder, we assume that we have a collection of video cuts that are \similar" to v, denoted by similar(v). We also Table 5 illustrates the average of the precision ratios and the recall ratios for all the cylinders when the neighbour is dened as a collection of cells whose distance from the center cell is 1. Table 6 : precision ratio and recall ratio when the distance is 2
In the results shown in Table 5 and Table 6 , the ranges of both precision ratio and recall ratio are between 40% and 60%. Although the evaluation results imply the needs to improve our vector generation algorithms and to tune up parameters of SOM learning process, it should be noted that the weights w 1 ; w 2 ; w 3 play an important role for the performance.
In general, we can observe that the weights of the vectors need to satisfy w 1 < w 2 < w 3 because it is always DC >> AC 1 > AC 2 always holds. But further experiments are needed to determine the appropriate weights for them. Fig.6 shows three video cuts mapped to a certain cell, which are considered to be \similar". 5 
Conclusion
In this paper, we proposed an approach to use a kind of neural network called Self-Organizing Map It provides a way to do ambiguous retrieval. Its VRML-based implementation realized a portability to popular WWW-based applications.
Further research will be needed for the following problems.
Optimizing and tuning parameters of SOM learning process and characteristic vector generation algorithms.
Improvement of GUI of our information organizer for text and video cuts.
Further experiments enough to evaluate the quality of the system. Integrating our SOM-based information organizer with an authoring tool, which leads to a hybrid-type information organizer.
