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ON COMPACTNESS IN L0-MODULES
ASGAR JAMNESHAN AND JOSE´ M. ZAPATA
Abstract. Several results in functional analysis are extended to the setting of L0-
modules, where L0 denotes the ring of all measurable functions x : Ω→ R. The focus
is on results involving compactness. To this end, a notion of stable compactness is
introduced, and it is argued that the conventional notion of compactness does not
allow to establish a functional analytic discourse in L0-modules. Several character-
izations of stable compactness are discussed, and its importance in applications is
highlighted.
Key words and phrases: compactness, L0-modules, conditional analysis, probabilistic
analysis, measurable selections, random set theory.
1. Introduction
Let (Ω,F ,P) be a probability space. Let L0 = L0(Ω,F ,P) denote the space of
all real-valued Borel measurable functions modulo almost everywhere identity. The
locally L0-convex topology on (L0)d, d > 1, is defined through neighbourhoods of the
form {x ∈ (L0)d : ‖x‖ < r a.e.} where ‖x‖ := (
∑d
i=1 x
2
i )
1/2 is an L0-valued norm and
r ∈ L0 with r > 0 a.e., see [7, 14]. The space (L0)d is a topological L0-module of
rank d. By verifying that (L0)d is anti-compact1 in general, we confirm the observation
in the literature ([7, 10, 18]) that there is no hope to extend theorems in analysis
to (L0)d with a classical notion of compactness, for example a Heine-Borel theorem.
More generally, we prove anti-compactness for arbitrary stable topological L0-modules.
In [10], a notion of conditional compactness is introduced within the conditional set
theory, and it was shown that it allows to extend results to the setting of conditional
locally convex topological vector spaces. The interpretation of conditional compactness
in L0-modules is called stable compactness which seems to be a suitable substitute of
classical compactness in modules, as it permits to extend a thorough functional analytic
discourse to the setting of L0-modules which is illustrated in this article. Roughly
speaking, a subset of a stable topological L0-module is said to be stable compact if
for every open covering O of S there exists a measurable countable partition (Ak) of
Ω such that S is covered by finitely many elements of O on each Ak. In the finite
dimensional case (L0)d characterizations of stable compactness exist in the literature,
see [7], which are applied to solve stochastic control problems in [6, 5, 31] and to
establish a Brouwer fixed point theorem in [13]. We will discuss further equivalent
characterizations of stable compactness. One of them builds a unique correspondence
to measurable selection theory, and thus closes one gap between L0-module theory and
probabilistic analysis theory (see e.g. [41]) and random set theory (see e.g. [37]).
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1A topological space X is called anti-compact if any compact set in X is finite.
1
2 ASGAR JAMNESHAN AND JOSE´ M. ZAPATA
For an arbitrary L0-module E, a locally L0-convex topology can be defined by a
family P of L0-seminorms, see [14]. Similarly as in topological vector spaces, one in-
troduces neighbourhoods of the form {x ∈ E : supp∈N p(x) < r} where N ⊂ P is finite.
As shown in [14], the locally L0-convex topology allows to extend the Hahn-Banach ex-
tension and separation theorems and the Fenchel-Moreau theorem to L0-modules. The
L0-scalar multiplication defines a function F×E → E given by (A, x) 7→ 1Ax. It is said
that E is stable under countable pastings, or stable for short, if for every measurable
countable partition (Ak) of Ω and every sequence (xk) in E there exists a unique x ∈ E
such that 1Akx = 1Akxk for all k. We call a module topology T on E stable whenever
E is stable and T admits a topological base consisting of a stable collection of stable
subsets of E, see [10]. The hyperplane separation theorem in [14] is proved under the
assumption that the inducing family P of L0-seminorms is closed under finite suprema
and countable pastings, which is equivalent to the property that the locally L0-convex
topology on E induced by P is in fact a stable topology, see the discussion in Section
4 for details. The abstraction of stability leads to the notion of a conditional set in
[10]. As a result, all objects in conditional set theory satisfy stability under pastings.2
Conditional set theory provides a formalism to establish systematically conditional ver-
sions of results in linear algebra, topology, measure theory, functional analysis, etc., see
[10, 28, 30, 32, 39, 43]. It follows from the definition of a conditional set that there is a
close connection between classical structures and corresponding conditional structures.
This connection is systematically studied in [10], and is reflected in all definitions,
propositions and theorems there. In particular, a one-to-one correspondence between
conditional topological base, conditional convergence, and conditional continuity and
respective classical structures is established, see [10, Section 3], and more specifically
[10, Propositions 3.5, 3.11, 3.22]. Moreover, in the context of the associated measure
algebra, an isometric isomorphism between conditional real numbers and L0 is proved
in [10, Theorem 4.4], which in particular implies that it follows from the definition of
a conditional vector space that its underlying classical structure is a stable L0-module,
see [10]. We verify that this correspondence is an equivalence of categories, which en-
ables to study the classical meaning of results in conditional set theory in L0-modules.
We start by studying algebraic properties in Section 3, where we argue that the con-
ventional notion of an algebraic basis is limited to finitely ranked L0-modules. We
suggest a notion of stable basis, obtained as an interpretation of a vector space basis
in conditional set theory, to work with in infinite dimensional settings.
A different type of topology which is well studied in the context of L0-modules is the
(ǫ, λ)-topology or L0-topology which can be viewed as a generalization of the topology
of convergence in probability, see [21, 26]. Several results in functional analysis were
extended to the setting of L0-modules endowed with an (ǫ, λ)-topology, see [18, 20, 21]
and the references therein. Using the conventional notion of compactness, it is proved
in [18] that the Banach-Alaoglu theorem holds in an L0-module E endowed with an
(ǫ, λ)-topology if and only if E has an essentially atomic support. We prove that if E
is endowed with a stable topology then it is anti-compact if and only if the support
of E is atomless. However, stable compactness allows to establish an extension of the
the Banach-Alaoglu theorem to L0-modules in full generality. Moreover, we provide,
among others, an L0-module version of the Heine-Borel theorem, Tychonoff’s theorem,
the Eberlein-Sˇmulian theorem, and the James’ compactness theorem. Further results
in functional analysis are extended to L0-modules as well, e.g. the Bipolar theorem,
2Conditional set theory is formalized in the context of arbitrary complete Boolean algebras, so that
pastings might be uncountable.
STABLE COMPACTNESS 3
the Baire category theorem, the uniform boundedness principle, Banach’s fixed point
theorem, and the A`rzela-Ascoli theorem. In [19], connections between the locally L0-
convex topology and the (ǫ, λ)-topology are established, see also [22, 23]. In Section
4 we provide an analysis of the relations between the stable topology, the locally L0-
convex topology and the (ǫ, λ)-topology, which combined with the results in [19], allow
to derive extensions of functional analytic results with respect to all three types of
topologies in the last two sections.
Related literature. The L0-topology in a module setting is introduced in [26, Section
5] to study the local behaviour of Bochner-Lebesgue spaces. Motivated by problems in
probabilistic analysis, the (ǫ, λ)-topology is introduced in L0-modules, see the survey
in [22, 23] for a historical background, and see [41] for an introduction to probabilistic
analysis. The locally L0-convex topology is introduced in [14], motivated by prob-
lems in mathematical finance, see [7, 13, 33] for further results in this direction. The
stable topology is a result of conditional set theory and the connections between clas-
sical and conditional structures in [10]. Conditional set theory is closely related to
Scott-Solovay-Vopeˇnka’s Boolean-valued models of set theory, see [3] for an introduc-
tion, and to toposes of sheaves on complete Boolean algebras, see [36] for an intro-
duction. In [28, 29], the connection between conditional sets and toposes of sheaves
is studied. The term Boolean-valued analysis refers to the application of Boolean-
valued models to the standard model of ZFC, see for a thorough account the excellent
monographs [34, 35] and their extensive list of references. In [34] the connection be-
tween vector spaces in a Boolean-valued model and modules in the standard model
are investigated systematically. Conditional analysis is applied to stochastic control
problems, dynamic risk sharing, representation of preferences, duality of conditional
risk measures, equilibrium pricing, Principal-Agent problems and vector duality in
[2, 4, 5, 6, 8, 9, 12, 15, 16, 31, 38, 39].
The rest of this paper is organized as follows. Section 2 fixes the notations and intro-
duces the preliminaries. In Section 3 algebraic aspects of L0-modules are discussed. In
Section 4 the connection among the three types of L0-module topologies and conditional
locally convex topological vector spaces is analyzed. In Section 5 stable compactness
is introduced and characterized. In Section 6 several functional analytic results are ex-
tended to L0-modules and stable metric spaces for different types of module topologies.
2. Preliminaries
We denote by boldface letters objects in conditional set theory and with non-boldface
ones those in classical set theory. Throughout we fix a probability space (Ω,F ,P),
unless we mention otherwise. Measurable sets in Ω are denoted by the upper case
latin letters A,B,C and in their indexed forms. We will always identify two functions
on Ω or measurable sets in Ω if they are equal almost everywhere. In the latter case
this identification leads to the associated measure algebra which is denoted by A =
(A,∧,∨, c, 1, 0), see [17, Chapter 31] for an introduction to measure algebras. We
denote the equivalence classes in A by the lower case latin letters a, b, c and in their
indexed forms. If we use both notations A and a, B and b, etc., then it is always
understood that A is a representative of a, B is a representative of b, etc. Let p(a),
a ∈ A, denote the set of all partitions of a, i.e. a family (ai) consisting of pairwise
disjoint elements in A with ∨ai = a. Recall the following two facts which are crucial
in the following analysis.
(i) A is a complete Boolean algebra.
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(ii) A satisfies the countable chain condition, that is, all partitions are at most
countable.
An important property will be a stability property w.r.t. countable gluings which we
will impose on sets, functions, sequences, modules, topologies, filters, etc. We name
this property stable under countable concatenations, or stable for short, e.g. a stable
set, a stable module, a stable topology, etc. The essence of this stability property is a
conditional set, see [10] for an introduction to conditional set theory. In the following,
basic concepts in conditional set theory are summerized.
Definition 2.1. Let X be a non-empty set. A collection X of objects x|a for a ∈ A
and x ∈ X is said to be a conditional set with carrier X, if
(i) x|a = y|b implies a = b,
(ii) Consistency: x|a = y|a and b 6 a imply x|b = y|b,3
(iii) Stability: for all (ak) ∈ p(1) and every countable family (xk) in X there exists
a unique x ∈ X such that x|ak = xk|ak for all k. We call x the concatenation
of (xk) along (ak), and write the formal expression x =
∑
xk|ak.
Example. Let X be a non-empty set. We denote by L0s(X) the set of all step functions
x =
∑
k 1Akxk : Ω → X where (ak) ∈ p(1) and
∑
k 1Akxk denotes the function with
value xk on Ak for all k. Identify on L
0
s(X) × A two pairs (x, a) and (y, b) whenever
a = b and x(ω) = y(ω) for almost all ω ∈ A. Denote by x|a the equivalence class of
(x, a). Then the collection Xs of all x|a, a ∈ A and x ∈ L
0
s(X), is a conditional set
with carrier L0s(X). The set of step functions L
0
s(N) is the carrier of the conditional
natural numbers Ns. ⋄
Let X be a conditional set with carrier X. A subset Y ⊂ X is said to be stable, if
Y 6= ∅ and
∑
yk|ak ∈ Y for all (yk) ⊂ Y and (ak) ∈ p(1). A stable subset Y ⊂ X
induces the conditional set Y := {y|a : y ∈ Y, a ∈ A} which is called a conditional
subset of X. Let Y ⊂ X be non-empty. Then
st(Y ) :=
{∑
yk|ak : (yk) ⊂ Y, (ak) ∈ p(1)
}
.
is a stable set which is called the stable hull of Y . For a countable family (Yk) of stable
subsets of X and (ak) ∈ p(1), define the stable set∑
Yk|ak :=
{∑
yk|ak : yk ∈ Yk for each k
}
.
A collection Y of stable subsets of X is said to be a stable collection of stable subsets, if
Y 6= ∅ and
∑
Yk|ak ∈ Y for all (Yk) ⊂ Y and (ak) ∈ p(1). Similarly as above, a stable
collection Y of stable sets induces a conditional collection of conditional sets, see [10,
Section 2]. For a non-empty collection Y of subsets of X, we form its stable hull by
st(Y ) :=
{∑
st(Yk)|ak : (Yk) ⊂ Y , (ak) ∈ p(1)
}
.
Given a non-empty family (Xi) of conditional sets, the direct product
∏
Xi of the
family (Xi) of carriers defines in a natural way a conditional set which is called the
conditional Cartesian product of the family (Xi). Let X and Y be conditional sets. A
relation S ⊂ X×Y is said to be stable, if (
∑
xk|ak,
∑
yk|ak) ∈ S whenever (xk, yk) ∈ S
for all k and (ak) ∈ p(1). A conditional relation S is the conditional set induced by a
stable relation S. A function f : X → Y is said to be stable, if f(
∑
xk|ak) =
∑
f(xk)|ak
for all (xk) ⊂ X and (ak) ∈ p(1). A conditional function f : X→ Y is the conditional
set Gf induced by the graph Gf of a stable function f : X → Y . A family (xi) = (xi)i∈I
3In every Boolean algebra, b 6 a is defined by b = b ∧ a.
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of elements in X is said to be stable, if it is parametrized by a stable function I → X.
Let (R,+, ·,6) be the totally ordered field of real numbers. Let L0 denote the space
of all real-valued Borel measurable functions on (Ω,F ,P). Consider on L0 the order of
almost everywhere dominance. We will always understand equalities and inequalities
between measurable functions in the almost everywhere sense. Further, let L0+ :=
{r ∈ L0 : r > 0} and L0++ := {r ∈ L
0 : r > 0}. Recall that (L0,+, ·,6) is a
Dedekind complete Riesz algebra. For a subset X ⊂ L0, we write supX = ess supX
and infX = ess infX whenever these quantities exist. Define on L0×A the equivalence
relation (r, a) ∼ (t, b), if a = b and 1Ar = 1At, and denote by r|a the equivalence class
of (r, a). Then the collection R of all equivalence classes r|a is a conditional set with
carrier L0, where the concatenation of (xk) along (ak) corresponds to
∑
k 1Akxk :=
1A1x1 +1A2x2 + . . .. Addition and multiplication are stable functions which define the
structure of a conditional field on R, and the order of almost everywhere dominance
is a stable relation which defines a conditional total order on R such that (R,+, ·,6)
is a conditional totally ordered field, see [10, Section 4]. In this context, L0+ and
L0++ correspond to the conditional set of positive and strictly positive conditional real
numbers, respectively.
Recall that L0s(N) is the carrier of the conditional natural numbers. We understand N
as a subset of L0s(N) via the embedding n 7→ 1Ωn. A stable family (xn) = (xn)n∈L0s(N)
parametrized by a stable function L0s(N) → X is called a stable sequence. For each
n ∈ L0s(N), define the stable set
{1 6 m 6 n} := {m ∈ L0s(N) : 1 6 m 6 n}.
A stable set X is said to be stable finite, if there exists a stable bijection {1 6 m 6
n} → X for a unique n ∈ L0s(N). If X is stable finite, then there exist (ak) ∈ p(1),
(nk) ⊂ N and a countable family (Xk) of subsets of X with the cardinality of Xk being
equal to nk for all k such that X =
∑
st(Xk)|ak.
3. Stable L0-modules and conditional vector spaces
In this section, we establish an equivalence of categories between the category of
stable L0-modules and the category of conditional real vector spaces. We show that a
stable L0-module is free if and only if it is the direct sum of finitely many copies of L0.
We construct a stable algebraic basis which can serve as a useful replacement in cases
where we lack a classical basis. We use the upper case latin letters E and F to denote
L0-modules, and the boldface upper case latin letters E and F to denote conditional
vector spaces.
An L0-module E is an additive group on which the commutative ring L0 acts by
scalar multiplication. In particular, this implies that the associated measure algebra
acts on E by scalar multiplication with indicator functions which makes the following
definition plausible.
Definition 3.1. An L0-module E is said to be stable, if for all (xk) ⊂ E and (ak) ∈ p(1)
there exists a unique element x ∈ E such that 1Akx = 1Akxk for all k. x is called the
concatenation of (xk) along (Ak), and denoted formally by x =
∑
k 1Akxk.
In [14, Example 2.12] the existence of concatenations is not satisfied, and in [42,
Example 1.1] their uniqueness fails. Thus an L0-module is not a priori stable. However,
we can always stabilize an L0-module as follows.
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Remark 3.2. Let E be an L0-module. Let Es be the collection of all (xk, ak) ⊂ E ×A
where (ak) ∈ p(1). Identify (xk, ak) and (yk, bk) whenever 1Ak∩Bhxk = 1Ak∩Bhyh for all
h, k. Defining (xk, ak)+ (yk, bk) := (xk + yh, ak ∧ bh) and r(xk, ak) = (rxk, ak) provides
Es with the structure of a stable L0-module in which E can be included via x 7→ (x, 1).
Definition 3.3. A triplet (E,+, ·) consisting of a conditional set and two conditional
functions is said to be a conditional vector space, if the carrier structure (E,+, ·) is an
L0-module.4
Now every stable L0-module E induces also a conditional vector space. Indeed, define
on E ×A the equivalence relation (x, a) ∼ (y, b) whenever a = b and 1Ax = 1By, and
let x|a denote the equivalence class of (x, a). Then the collection E of all equivalence
classes x|a is a conditional set with carrier E. Since addition and scalar multiplication
in E are stable functions, E inherits the structure of a conditional vector space.
Recall that a function f : E → F is a module homomorphism, if it is L0-linear.
Observe that every module homomorphism satisfies 1Af(1Ax) = 1Af(x) for all a ∈ A
and x ∈ E. It follows that every module homomorphism is a stable function whenever
E and F are stable modules. A conditional function f : E→ F is conditional linear, if
the stable function f : E → F is a module homomorphism.
Let CVectR denote the category whose objects are conditional vector spaces and
whose morphisms are conditional linear functions. Let ModsL0 be the category whose
objects are stable L0-modules and whose morphisms are module homomorphisms. The
next equivalence readily follows from the previous considerations.
Theorem 3.4. The functor mapping a conditional vector space E to the L0-module E
and a conditional linear function f to the module homomorphism f is an equivalence
of categories between CVectR and Mod
s
L0 .
Since L0 is a commutative ring, every free L0-module has a rank, see [27, Theorem
2.1].
Proposition 3.5. Suppose there exists an infinite partition in p(1) and let E be a free
L0-module. Then E is stable if and only if E has finite rank.
Proof. If E has finite rank, then E is finitely generated, say by {v1, . . . , vn}. Let
(ak) ∈ p(1) and (xk) ⊂ E . Each xk is of the form r
k
1v1 + . . .+ r
k
nvn for some r
k
m ∈ L
0,
m = 1, . . . , n. Put rm :=
∑
k 1Akr
k
m for m = 1, . . . , n and x := r1v1 + . . . + rnvn.
Then 1Akx = 1Akxk for all k. Now, let y ∈ E be satisfying 1Aky = 1Akxk for all k.
If we prove that x = y, then we conclude that E is stable. Indeed, y is of the form
s1v1 + . . . + snvn for some sm ∈ L
0, m = 1, . . . , n. Then, for each k, 0 = 1Ak(x− y) =
1Ak(r1 − s1)v1 + . . .+ 1Ak(rn − sn)vn. This means that 1Ak(rm − sm) = 0 for all k,m,
and thus rm = sm for each m. We conclude that x = y.
Conversely, suppose that E is stable. By contradiction, assume that E has not finite
rank. Since E is free, E has a basis (xi)i∈I of determined length. Let (ak) ∈ p(1) be
an infinite partition, (ik) be an injective infinite subfamily of I and x :=
∑
k 1Akxik .
Then there exists a finite collection J ⊂ I and (ri)i∈J ⊂ L
0 such that x =
∑
i∈J rixi.
Since J is finite, there exists ik ∈ I \ J for some k. One has
0 = 1Akx− 1Akx =
∑
i∈J
ri1Akxi − 1Akxik .
4Suppose that E is a conditional vector space. For (xk) ⊂ E and (ak) ∈ p(1) let x :=
∑
xk|ak. Then
the stability of the scalar product allows to prove that 1Akx = 1Akxk for each k. This means that E is
stable in the modular sense and
∑
1Akxk =
∑
xk|ak, that is, the abstract conditioning ·|a is consistent
with the modular conditioning 1A·.
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Then necessarily 1Ak = 0, but this contradicts P(Ak) > 0. 
This motivates the following definition.
Definition 3.6. Let E be a conditional vector space, (xm)16m6n a stable finite family
in E and (sm)16m6n a stable finite family in L
0. A stable linear combination is defined
as5 ∑
16m6n
rmxm :=
∑
(
nk∑
m=1
rmxm)|ak,
where n =
∑
k 1Aknk. The stable linear span st-span(S) of a non-empty subset S ⊂ E
is the stable hull of all stable linear combinations of the elements in S.
A stable set S ⊂ E is said to be a stable basis, if the following conditions are satisfied:
(i) stable linear independence: If (xm)16m6n is a stable finite subset of S and
(rm)16m6n is a stable finite family in L
0, then∑
16m6n
rmxm = 0 implies rm = 0 for all 1 6 m 6 n.
(ii) stable generating: for every x ∈ E there exist a stable finite family (xm)16m6n
in S and a stable finite family (rm)16m6n in L
0 such that
x =
∑
16m6n
rmxm.
Theorem 3.7. Every conditional vector space has a stable basis.
Proof. Let E be a conditional vector space. Let H be the collection of all stable
linearly independent sets in E. Then H is non-empty since it contains every one-
element family. Order H by inclusion. Let (Si) be a chain in H . Then st(∪Si) is a
member of H . By Zorn’s lemma, H has a maximal element which we denote by S∗.
By contradiction, suppose st-span(S∗) 6= E. In other words,
0 < a∗ := ∨{a ∈ A : there is x ∈ E such that 1Bx 6∈ 1Bst-span(S∗) for all 0 < b 6 a}.
By stability of S∗ and E, a∗ is attained by some x∗ ∈ E due to an exhaustion argument.
Assume w.l.o.g. that a∗ = 1. Then S∗∗ := st-span(S∗ ∪{x∗}) ∈ H and S∗ ( S∗∗ which
contradicts the maximality of S∗. 
One can adapt Definition 3.6 to provide a definition of a stable basis for stable
L0-modules. It then follows readily from Proposition 3.4:
Corollary 3.8. Every stable L0-module has a stable basis.
Example. Let n ∈ L0s(N) and (L
0)n denote the set of all the stable functions {1 6
m 6 n} → L0. Then {1{m=n} : 1 6 m 6 n} is a stable basis of (L
0)n. ⋄
Definition 3.9. An L0-module E is said to be finitely generated if it has a stable finite
subset S which stably generates E.
The following result is an extension of [7, Theorem 2.8].
Corollary 3.10. Let E be a stable finitely generated L0-module. Then E admits a
stable finite basis. Moreover, there exist unique (ak) ∈ p(1) and (nk) ⊂ N such that
1AkE is a free 1AkL
0-module of rank nk.
5In the definition of a stable finite sum, we use the fact that every stable finite family can be written
as the concatenation of the stable hulls of finite subfamilies along (ak).
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In the setting of the previous corollary, we call n =
∑
1Aknk the stable dimension of
E. As in the classical case, we have the following characterization.
Corollary 3.11. If E is stable finitely generated, then there exist n ∈ L0s(N) and a
module isomorphism E → (L0)n.
One can apply Proposition 3.4 to derive the Hahn-Banach extension theorem6 for
stable L0-modules, see e.g. [14, Theorem 2.14], from the conditional Hahn-Banach
extension theorem [10, Theorem 5.3]. Recall that a function f : E → L0 is said to be
L0-convex, if f(rx+ (1− r)y) 6 rf(x) + (1− r)f(y) for all r ∈ L0 with 0 6 r 6 1 and
every x, y ∈ E.
Theorem 3.12. Let E be a stable L0-module. Let p : E → L0 be L0-convex, F ⊂ E a
sub-module and f : F → L0 L0-linear and such that f(x) 6 p(x) for all x ∈ F . Then
there exists an L0-linear function fˆ : E → L0 such that fˆ |F = f and fˆ(x) 6 p(x) for
all x ∈ E.
4. Topological L0-modules and conditional topological vector spaces
We know of three types of module topologies on L0-module. The first kind of topol-
ogy is the (ǫ, λ)-topolog which is introduced in [26] in the case of a single L0-norm
and for families of L0-seminorms, see [21]. The second type of topology are locally
L0-convex topologies introduced in [14]. The last type of topology which we shall call
stable topologies are intimately connected to conditional linear topologies introduced
in [10]. In this section, we focus on the relations among these three kind of topolo-
gies and their connection with conditional topological vector spaces which will be the
foundation for the results in the following sections. Unless we mention otherwise, an
L0-module is stable.
Definition 4.1. Let E be an L0-module. A function p : E → L0+ is said to be an
L0-seminorm, if
(i) p(rx) = |r|p(x) for all r ∈ L0, x ∈ E,
(ii) p(x+ y) 6 p(x) + p(y) for all x, y ∈ E.
In addition, if p(x) = 0 implies x = 0, then p is said to be an L0-norm.
Let E be a conditional vector space. A conditional function p : E→ R+ is said to
be a conditional seminorm, if the carrier function p : E → L0+ is an L
0-seminorm.7 A
conditional seminorm is a conditional norm, if the carrier function is an L0-norm.
We recall the definition of the (ǫ, λ)-topology induced by a family of L0-seminorms.
Definition 4.2. Let E be an L0-module and P a non-empty collection of L0-seminorms.
For x ∈ E, let Uǫ,λ(x) denote the set of all
Ux,N,ǫ,λ := {y ∈ E : P(sup
p∈N
p(x− y) < ǫ) > 1− λ},
where ǫ, λ ∈ R+ with λ < 1 and N ⊂ P is finite. The topology on E generated by the
base ∪x∈XUǫ,λ(x) is denoted by Tǫ,λ = Tǫ,λ(P).
6The Hahn-Banach extension theorem can be proved for modules without the stability assumption, see
the discussion and the references in [14].
7Notice that (i) implies that p is stable.
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Notice that a neighbourhood Ux,N,ǫ,λ is not necessarily a stable set, nor is Uǫ,λ(x) a
stable collection. The absolute value | · | : L0 → L0+ induces the topology of convergence
in probability which is a linear as well as a module topology on L0. More generally,
given an L0-module E and any non-empty collection P of L0-seminorms on E, the set
Uǫ,λ(0) is a neighbourhood base of 0 for a module topology where we assume that L
0 is
endowed with the topology of convergence in probability. Notice that an (ǫ, λ)-topology
is always a linear topology as well, for more details see [19, Proposition 2.6].
Let (pk) be a countable family of L
0-seminorms and (ak) ∈ p(1). Then x 7→∑
k 1Akpk(x) is an L
0-seminorm. A collection P of L0-seminorms is stable, if P 6= ∅
and
∑
k 1Akpk ∈ P for all (pk) ⊂ P and every (ak) ∈ p(1). For a non-empty col-
lection P of L0-seminorms, we denote by st(P) its stable hull and by st-sup(P) the
stable hull of the collection of all supp∈N p, where N ⊂ P is finite. Next, we recall the
definition of a locally L0-convex topology induced by a family of L0-seminorms.
Definition 4.3. Let E be an L0-module and P a non-empty collection of L0-seminorms.
For x ∈ E, let U0(x) be the collection of all
Ux,N,r := {y ∈ E : sup
p∈N
p(x− y) < r},
where r ∈ L0++ and N ⊂ P is finite. The topology on E generated by the base
∪x∈XU0(x) is denoted by T0 = T0(P).
Notice that a neighbourhood Ux,N,r is a stable set, however U0(x) is not necessarily
a stable collection. The condition P = st-sup(P) guarantees the stability of U0(x),
see [14, Lemma 2.18] and the discussion following it. The locally L0-convex topology
induced by the absolute value | · | : L0 → L0+ is the interval topology w.r.t. the order of
a.e. dominance.
Definition 4.4. Let E be an L0-module and P a stable collection of L0-seminorms.
For x ∈ E, let Us(x) denote the set of all
Ux,N ,r := {y ∈ E : sup
p∈N
p(x− y) < r},
where r ∈ L0++ and N ⊂ P is stable finite. The topology generated by the base
∪x∈EUs(x) is denoted by Ts = Ts(P).
By construction, Us(x) is a stable collection of stable sets. Moreover it holds
Us(
∑
k
1Akxk) =
∑
k
1AkUs(xk)
for all (xk) ⊂ E and (ak) ∈ p(1). Since B := ∪x∈EUs(x) is a stable collection of stable
sets and a topological base, it follows from [10, Proposition 3.5] that the conditional
collection B induced by B is the conditional topological base of a conditional topology
on E. The conditional topology induced by the absolute value on L0 is isomorphic
to the conditional Euclidean topology on R, see [10, Theorem 4.4] and the dicussion
preceding it.
Remark 4.5. All three types of topologies are Hausdorff whenever supp∈P p(x) = 0 if
and only if x = 0. In this case we say that P is separated. We will assume the latter
property throughout this article.
Next, we focus on the connection to conditional locally convex topological vector
spaces.
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Definition 4.6. Let E be an L0-module. A subset S ⊂ E is said to be L0-convex, if
rx+ (1− r)y ∈ S for all r ∈ L0 with 0 6 r 6 1 and every x, y ∈ S.
Let E be conditional vector space. A conditional subset S of E is said to be condi-
tional convex, if its carrier is L0-convex.
Definition 4.7. A topological L0-module (E,T ) is said to be locally L0-convex, if there
exists a neighbourhood base U of 0 ∈ E consisting of stable L0-convex sets in E. In this
case, T is a locally L0-convex topology. A conditional topological vector space (E,T )
is said to be conditional locally convex, if there exists a conditional neighbourhood base
of 0 in E consisting of conditional convex sets.
It is proved in [14, 44] that a topological L0-module (E,T ) is locally L0-convex if
and only if T = T0(P) for some collection P of L
0-seminorms. The Hahn-Banach
separation theorem [14] is proved under the additional assumption that the collection of
L0-seminorms satisfies P = st-sup(P). This amounts to the identity U0(0) = Us(0),
which makes U0(0) a stable collection of stable subsets. In addition, the existence of
a stable neighbourhood base of 0 ∈ E consisting of stable subsets is key to establish
a categorical equivalence between locally L0-convex modules and conditional locally
convex topological vector spaces. This leads us to the following definition:
Definition 4.8. A locally L0-convex module (E,T ) is called stable if there exists a
neighbourhood base U of 0 ∈ E, which is a stable collection of stable L0-convex sets in
E. In this case, T is a stable topology.
Suppose that T = Ts(P) for some collection P of L
0-seminorms on E, then it is
clear that T is a stable locally L0-convex topology. Conversely, by an adaptation of a
classical argument, it can be proven that for any stable locally L0-convex topology T
there is a stable family of L0-seminorms P such that T = Ts(P), see [39].
Let CLCS denote the category whose objects are conditional locally convex topo-
logical vector spaces and whose morphisms are conditional continuous linear functions.
Let LCSsL0 denote the category whose objects are stable locally L
0-convex modules
and whose morphisms are continuous L0-linear functions. By [10, Proposition 3.5] and
[10, Proposition 3.11], we obtain the following equivalence of categories established in
[39, Theorem 1.2].8
Theorem 4.9. The functor mapping
• a conditionally locally convex topological vector space (E,T ) to the stable locally
L0-convex module (E,T ), where E is the carrier of E and T is the topology
generated by the set of carriers of conditional open sets.
• and a conditional linear continuous function f : E → F to the L0-linear con-
tinuous function f : E → F ,
is an equivalence of categories between CLCS and LCSsL0 .
Next, we will compare the different types of classical and conditional topologies. We
need two preliminary results.
Proposition 4.10. Let P be a non-empty collection of L0-seminorms on an L0-module
E. Then
Tǫ,λ(P) = Tǫ,λ(st(P)) = Tǫ,λ(st-sup(P)).
8The statement in [39] contains a mistake. There T is identified with the set of carriers of conditional
open sets. As stated here, T must be the topology generated by the latter set, which is a topological
base for T . The use of [10, Proposition 3.11] is not mentioned in the proof of [39, Theorem 1.2].
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Proof. SinceP ⊂ st(P) ⊂ st-sup(P), it suffices to show that Tǫ,λ(P) = Tǫ,λ(st-sup(P)).
Since P ⊂ st-sup(P), then Tǫ,λ(P) ⊂ Tǫ,λ(st-sup(P)).
Conversely, let (ak) ∈ p(1), (Sk) be a countable family of finite subcollections of P
and ǫ, λ ∈ R+ with λ < 1. Put q =
∑
k 1Ak supp∈Sk p. Choose m ∈ N large enough
such that P(∪k>mAk) < λ/2. Then we have
U0,{q},ǫ,λ = {x ∈ E : P(
⋃
k>1
{ sup
p∈Sk
(x) < ǫ} ∩Ak) > 1− λ}
⊃ {x ∈ E : P(
m⋃
k=1
{ sup
p∈Sk
(x) < ǫ} ∩Ak) > 1− λ}
⊃ {x ∈ E : P({ sup
p∈∪m
k=1
Sk
p(x) < ǫ} ∩ ∪mk=1Ak) > 1− λ}
⊃ {x ∈ E : P( sup
p∈∪m
k=1
Sk
p(x) < ǫ) > 1− λ+ P({ sup
p∈∪m
k=1
Sk
p(x) < ǫ} ∩ ∪k>mAk)}
⊃ {x ∈ E : P( sup
p∈∪m
k=1
Sk
p(x) < ǫ) > 1− λ+ P(∪k>mAk)}
= {x ∈ E : P( sup
p∈∪m
k=1
Sk
p(x) < ǫ) > 1−
λ
2
},
where the last set is a neighbourhood w.r.t. P. 
Proposition 4.11. Let P1,P2 be collections of L
0-seminorms on an L0-module E.
If T0(P1) = T0(P2), then Tǫ,λ(P1) = Tǫ,λ(P2).
Proof. For ǫ, λ ∈ R+ with λ < 1 and finite N ⊂ P1, choose finite N
′ ⊂ P2 and
s ∈ L0++ such that
{x ∈ E : sup
p∈N ′
p(x) < s} ⊂ {x ∈ E : sup
p∈N
p(x) < ǫ}.
Let (ak) ∈ p(1) and (ǫk) ⊂ R with 0 <
∑
k 1Akǫk 6 s. Choose m ∈ N large enough so
that P(∪k>mAk) < λ/2. Then one has
{x ∈ E : P(sup
p∈N
p(x) < ǫ) > 1− λ}
⊃ {x ∈ E : P(∪k∈N{ sup
p∈N ′
p(x) < ǫk} ∩Ak) > 1− λ}
⊃ {x ∈ E : P(∪mk=1{ sup
p∈N ′
p(x) < ǫk} ∩Ak) > 1− λ}
⊃ {x ∈ E : P({ sup
p∈N ′
p(x) < min
16k6m
ǫk} ∩ ∪
m
k=1Ak) > 1− λ}
⊃ {x ∈ E : P( sup
p∈N ′
p(x) < min
16k6m
ǫk) > 1− λ+ P(∪k>mAk)}
⊃ {x ∈ E : P( sup
p∈N ′
p(x) < min
16k6m
ǫk) > 1−
λ
2
}.
This proves that Tǫ,λ(P1) ⊂ Tǫ,λ(P2). By interchanging the roles of P1 and P2, it
follows the claim. 
In the following remark, we compare the three topologies.
Remark 4.12. Given a locally L0-convex module (E,T ), there exists a collection
P of L0-seminorms such that T = T0(P), see [14, 44]. Proposition 4.11 tells us
that the topology Tǫ,λ does not depend on P. One can verify that Ts = Ts(st(P)) =
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T0(st-sup(P)) is the coarsest stable topology such that T ⊂ Ts. Therefore, Ts does not
depend on P. Proposition 4.10 shows that Ts does not produce a new (ǫ, λ)-topology.
Consequently, T uniquely defines Tǫ,λ and Ts independent of the choice of the inducing
family of L0-seminorms.
For S ⊂ E stable, we have clǫ,λ(S) = cl0(S) = cls(S) due to [19, Theorem 3.12].
Therefore, by [10, Proposition 3.5] and [10, Proposition 3.7], the classical closure cl0(S)
is the carrier of the conditional closure of S w.r.t. the conditional topology T .
Denote by E∗ǫ,λ the space of L
0-linear and Tǫ,λ-continuous functions f : E → L
0.
Similarly, define the dual modules E∗0 and E
∗
s . By [19, Proposition 2.14], we have
E∗ǫ,λ = E
∗
s . By [22, Corollary 3.6], if T if stable, then E
∗
ǫ,λ = E
∗
0 , and it follows from
[10, Proposition 3.11] that E∗ǫ,λ is the carrier of the conditional dual space E
∗ w.r.t. the
corresponding conditional topology. In this case, since we have the same dual module
for the three topologies, we will denote them by E∗ = E∗[T ]. If T is not stable, then
E∗0 is not necessarily stable as the next example shows. However, by [22, Theorem 3.6]
and stabilization, we have (E∗0)
s = E∗ǫ,λ, where we denote by E
s the stabilization of E
as defined in Section 3.
Example. Let E = (L0)N be the set of all sequences in L0. We consider the family of
L0-seminorms P := {pn : n ∈ N}, where pk((xn)) := |xk|, (xn) ∈ E. We claim that
E∗0 = {(xn) ∈ E : ∃m ∈ N such that xn = 0 for all n > m},
E∗ǫ,λ = E
∗
s := {(xn) ∈ E : ∃m ∈ L
0
s(N) such that xn = 0 for all n > m},
where xn :=
∑
k 1Akxnk whenever n =
∑
k 1Aknk, (ak) ∈ p(1) and (nk) ⊂ N. Notice
that the latter space is the stable hull of the former. Observe also that these spaces
are different whenever there exists an infinite (ak) ∈ p(1). By Remark 4.12, it suffices
to prove the first equality. Any x := (xn) with xn = 0 for all n > m defines via
fx((yn)) :=
∑
n>1
xnyn
a T0-continuous L
0-linear function.
Conversely, suppose that f ∈ E∗0 . By continuity, there exists s ∈ L
0
++ and m ∈ N
such that |f(x)| < 1 whenever x = (xn) satisfies |xk| < s for all k = 1, . . . ,m. Let
ek ∈ E denote the sequence such that its k
th-coordinate is one and zero otherwise.
Then |f(nek)| = n|f(ek)| 6 1 for every k > m and n ∈ N. This implies that f(ek) = 0
whenever k > m. Now define x = (xn) by xk := f(ek) for k 6 m and xk := 0 otherwise.
Then we have fx = f . ⋄
Finally, we collect some examples of stable locally L0-convex modules.
Examples.
(i) Let (X, ‖ · ‖) be a normed vector space, L0(X) the space of all strongly
measurable functions modulo a.e. equality, and define ‖ · ‖ : L0(X) → L0 by
‖x‖(ω) := ‖x(ω)‖ a.e. ω ∈ Ω. Then L0(X) is a stable L0-module and ‖ · ‖
is an L0-norm, see [26, Section 5.1] and [11, Section 4]. The space L0(X)
can be constructed by a conditional completion, and thus is the carrier of a
conditional Banach space, see [11].
(ii) We call (E,F, 〈·, ·〉) a stable dual pair, if E,F are stable L0-modules and
〈·, ·〉 : E × F → L0 is an L0-bilinear form such that 〈x, y〉 = 0 for all y ∈ F
implies x = 0, and 〈x, y〉 = 0 for all x ∈ E implies y = 0, see [19] as well. From
L0-linearity follows stability, and therefore the associated conditional structure
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is a conditional dual pair in the sense of [10, Definition 5.6]. It can be checked
that {|〈·, y〉| : y ∈ F} is a stable collection of L0-seminorms.
(iii) Let (X,Y, 〈·, ·〉) be a dual pair of Banach spaces such that
(a) |〈x, y〉| 6 ‖x‖‖y‖ for all x ∈ X and y ∈ Y ,
(b) both norm-closed unit balls are weakly closed.
Then 〈·, ·〉 extends to an L0-duality pairing on L0(X)×L0(Y ), see [12, Lemma
3.1].
(iv) Let (E,T ) be a locally L0-convex module. Consider the canonical duality
pairing between E and E∗s , and denote by σǫ,λ(E,E
∗
s ), σ0(E,E
∗
s ) and σs(E,E
∗
s )
the weak (ǫ, λ)-topology, the weak L0-topology and the weak stable topology
on E induced by the stable collection of L0-seminorms {|〈·, x∗〉| : x∗ ∈ E∗s},
respectively. Similarly, we can introduce the three different types of weak∗-
topologies σǫ,λ(E
∗
s , E), σ0(E
∗
s , E) and σs(E
∗
s , E).
(v) Let E ⊂ F be a sub-σ-algebra and 1 6 p 6∞. Let L¯0(E) denote the space of
equivalence classes of R∪{+∞}-valued random variables. Let ‖ ·‖p : L
0(F)→
L¯0(E) be defined by
‖x‖p :=
{
limn→∞ E[|x|
p ∧ n|E ]1/p, if p <∞,
inf{y ∈ L¯0(E) : y > |x|}, if p =∞.
Let LpE(F) := {x ∈ L
0(F) : ‖x‖p ∈ L
0(E)}. Then (LpE(F), ‖ · ‖p) is a stable
L0(E)-normed module for which one has the representation LpE(F) = L
0(E)Lp(F).
For Ho¨lder conjugates (p, q) where 1 6 p < ∞, the function 〈·, ·〉 : LpE(F) ×
LqE(F)→ L
0(E) defined by (x, y) 7→ E[xy|E ] is an L0(E)-duality pairing.9
5. Classical and conditional compactness
In this section, we study to which extent basic compactness results in functional
analysis can be established in topological L0-modules. The classical notion of compact-
ness does not bear much fruits. Indeed, it is proved in [18] that the Banach-Alaoglu
and the Banach-Bourbaki-Kakutani-Sˇmulian theorem for the (ǫ, λ)-topology are ful-
filled if and only if the support of E is essentially atomic. Since the corresponding L0-
and stable topology are finer than the (ǫ, λ)-topology, there is also no hope to prove
these theorems in full generality for stable and L0-type topological modules. We will
complement the previous finding by verifying that a stable locally L0-convex module
is anti-compact if and only if its support is atomless. This motivates the concept of
stable compactness for stable locally L0-convex modules which we will derive from con-
ditional compactness. In the remainder of this article, we then proceed to show that all
basic compactness results in functional analysis can be established in full generality for
stable locally L0-convex modules using stable compactness. In the finite dimensional
case, we provide characterizations of stable compactness in terms of a.e. convergence
and compact set-valued mappings, respectively, which are relevant in applications.
The support of an L0-module E is defined as
supp(E) := ∧{a ∈ A : 1AcE = {0}} .
Lemma 5.1. Let (rn) ⊂ L
0
+ be with rn 6= 0 for all n ∈ N. Suppose that {supn∈N rn > 0}
is atomless. Then there exists r ∈ L0++ such that P(rn > r) > 0 for all n ∈ N.
9For p = 2, the L2-type module Lp
E
(F) was introduced in [25], see [33] for other values of p and the
representation result.
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Proof. For each n ∈ N, let An := {rn > 0}. Since rn 6= 0, one has that P(An) > 0 for
all n ∈ N. Let B1 := A1. Since A2 ⊂ {supn rn > 0} and the latter is atomless, we can
choose B2 ⊂ A2 with 0 < P(B2) <
1
2P(B1). By induction, for each n > 1, we can find
Bn+1 ⊂ An+1 with 0 < P(Bn+1) <
1
2P(Bn). For fixed n ∈ N, it thus holds
P(Bk) <
1
2k−n
P(Bn) for all k > n.
Now, for each n ∈ N, put Cn := Bn −
⋃
k>n
Bk. Then,
P(Cn) > P(Bn)−
∑
k>n
P(Bk) > P(Bn)−
∞∑
k>n
1
2k−n
P(Bn) = 0.
Note that (cn) ∈ p(∨cn). Define r :=
∑
n∈N 1Cnrn/2 + 1∩Ccn . Then r ∈ L
0
++, and we
conclude
P(rn > r) > P(Cn) > 0 for all n ∈ N.

Proposition 5.2. Let (E,T ) be a stable locally L0-convex module with supp(E) > 0.
Then E is anti-compact if and only if supp(E) is atomless.
Proof. Let P be a stable collection of L0-seminorms which induce Ts. For the sake
of contradiction, suppose that K ⊂ E is an infinite compact set. Then there exists an
injective sequence (xn) in K which has a cluster point x0 ∈ K. We assume w.l.o.g. that
x0 6= xn for all n ∈ N. Since P is separated, for every n ∈ N there is pn ∈ P such that
pn(x0 − xn) 6= 0.
Now, define ρ : E × E → L0 by
ρ(x, y) :=
∑
n∈N
1
2n
pn(x− y)
1 + pn(x− y)
.
Then ρ(xn, x0) 6= 0 for all n ∈ N and {supn ρ(xn, x0) > 0} ⊂ supp(E). By Lemma 5.1,
there is r ∈ L0++ such that P(ρ(xn, x0) > r) > 0 for all n ∈ N. Let
Vr(x0) := {y ∈ E : ρ(x0, y) < r} ,
and notice that xn /∈ Vr(x0) for all n ∈ N. If we would show that Vr(x0) is a neighbour-
hood of x0, then we obtain the desired contradiction. First, observe that there exist
(ak) ∈ p(1) and (nk) ⊂ N such that∑
k∈N
1Ak
∑
n>nk
1
2n
pn(x0 − y)
1 + pn(x0 − y)
<
r
2
for all y ∈ E.
Second, let s ∈ L0++ be small enough such that if 1Akpn(x0 − y) 6 1Aks for n < nk,
then ∑
k∈N
1Ak
∑
16n6nk
1
2n
pn(x0 − y)
1 + pn(x0 − y)
<
r
2
.
Put n :=
∑
k 1Aknk and N := {pm : 1 6 m 6 n} ⊂ P. Then Ux0,N ,s ⊂ Vr(x0).
As for the converse, suppose that there exists an atom A ⊂ supp(E). Notice that
from stability of an L0-seminorm p it follows that 1Bp(1Bx) = p(1Bx) for all x ∈ E
and B ∈ F . Thus, since A is an atom, for all p ∈ P and x ∈ E there exists ηx,p ∈ R+
such that p(1Ax) = 1Aηx,p. Let pˆ : E → R be defined by pˆ(x) := E[p(1Ax)] for each
p ∈ P. Since P is separated, there exists x0 ∈ E and p0 ∈ P such that pˆ0(x0) > 0.
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Then Pˆ := {pˆ : p ∈ P} is a set of real-valued seminorms which induces on the 1-
dimensional vector space E0 := {1Arx0 : r ∈ L
0} a locally convex Hausdorff topology.
By the Heine-Borel theorem, the unit ball K of E0 is infinite compact. Since P and
Pˆ induce the same topology on E0, K is also compact in E. 
Remark 5.3. Next, we introduce the notions of stable topology, stable filter, stable
compactness and stable metric on a stable subset of an L0-module. These definitions
make also sense on stable sets of functions as defined in [30], or more generally on the
carrier of a conditional set. A stable structure can be viewed as an interpretation of a
corresponding conditional structure in classical set theory. The definitions of a condi-
tional filter, conditional ultrafilter, conditional compactness and conditional metric are
introduced in [10], where the relation between classical and conditional topology is stud-
ied systematically, in which the following definitions of stable structures are implicitly
applied.
Definition 5.4. A topology on a stable subset S of an L0-module is said to be stable
if it admits a topological base which is a stable collection of stable sets.10
Definition 5.5. A filter on a stable subset S of an L0-module is said to be stable if it
admits a filter base which is a stable collection of stable sets. A stable filter is called a
stable ultrafilter if it is a maximal element in the set of all stable filters on S.
Definition 5.6. Let T be a stable topology on S. Then S is said to be stable compact
if every stable filter F on S has a cluster point in S.
Similarly to classical compactness, we can prove the following characterizations of
stable compactness.
Proposition 5.7. Let T be a stable topology on S. Then the following are equivalent.
(i) S is stable compact.
(ii) Every stable ultrafilter on S has a cluster point.
(iii) For every stable collection O of stable and open sets with S = ∪O there exists
a stable finite subcollection O˜ ⊂ O such that S = ∪O˜.
(iv) Every stable collection C of stable and closed sets in S with ∩C˜ 6= ∅ for every
stable finite subcollection C˜ ⊂ C satisfies ∩C 6= ∅.
Proof. The claim can be established similarly to [10, Proposition 3.25] by applying [10,
Proposition 3.25] and a straightforward adaptation of [10, Theorem 3.16] to the present
context. 
To be able to prove a Tychonoff’s theorem, one needs a new notion of product topol-
ogy since the product of a family of stable topologies is not necessarily a stable topology,
see [39, Example 1.1]. This motivates the following construction.
Example. Let (Si,Ti) be a non-empty family of stable topological spaces with base
Bi for each i. The collection B of all
∑
k 1Ak
∏
Uki , where U
k
i = Si for all but finitely
many Uki ∈ Bi and (ak) ∈ p(1), is a stable collection of stable sets and the base
for a stable topology on
∏
Si, referred to as the stable product topology. If B is the
conditional collection of conditional subsets of
∏
i Si induced by stable sets in B, then
the conditional topology generated by B is the conditional product topology on
∏
i Si,
for a definition see [10, Examples 3.9(2)]. ⋄
10It can straightforwardly be checked that if T is a stable topology, then T is a stable collection of
not necessarily stable sets. Notice that, in general, the union of stable sets in not stable.
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The conditional Tychonoff’s theorem [10, Theorem 3.28] yields the following
Theorem 5.8. Let (Si,Ti)i∈I be a non-empty family of stable topologies. Then the
Cartesian product
∏
i Si is stable compact w.r.t. the stable product topology if and only
if Si is stable compact for all i ∈ I.
Next, we study compactness in stable metric spaces.
Definition 5.9. Let E be an L0-module and S ⊂ E stable. A stable metric is a stable
function d : S × S → L0+ such that for all x, y, z ∈ S it holds
(i) d(x, y) = 0 if and only if x = y,
(ii) d(x, y) = d(y, x),
(iii) d(x, z) 6 d(x, y) + d(y, z).
The collection of all Br(x) := {y ∈ S : d(x, y) < r}, where r ∈ L
0
++ and x ∈ S, forms
a stable collection of stable sets and the base for a stable topology on S. We introduce
the following definitions.
• A stable sequence (xn) in stable metric space is said to be Cauchy if for every
r ∈ L0++ there exists n0 ∈ L
0
s(N) such that d(xn, xm) 6 r for all n,m > n0.
• A stable metric space is said to be
– stable complete if every Cauchy stable sequence is convergent;11
– stable sequentially compact if for every stable sequence there exists a con-
vergent stable subsequence;12
– bounded if sup{d(x0, x) : x ∈ S} <∞ for some x0 ∈ S;
– stable totally bounded if for every r ∈ L0++ there exists a stable finite
subset S˜ ⊂ S such that S = ∪x∈S˜Br(x);
– stable separable if there exists a stable sequence (xn) in S such that for
every x ∈ S there exists a stable subsequence (xm) of (xn) such that
x = limxm.
We have the Heine-Borel theorem for stable metric spaces whose proof can be carried
out similarly to the proof of [10, Theorem 4.6].
Theorem 5.10. Let S be a stable metric space. Then the following are equivalent.
(i) S is stable compact.
(ii) If (Rn) is a decreasing stable family of stable and closed sets in S, then ∩Rn 6=
∅.
(iii) S is stable sequentially compact.
(iv) S is stable totally bounded and stable complete.
If the underlying L0-module E is stable finitely generated, then we have:
Corollary 5.11. Let (E, ‖ · ‖) be a stable finitely generated L0-normed module. Then
the stable unit ball {x ∈ E : ‖x‖ 6 1} is stable compact.
An example of a finitely generated L0-normed module is (L0)d, d ∈ N, which is
endowed with the Euclidean L0-norm ‖x‖ = (
∑d
i=1 x
2
i )
1/2. A subset S ⊂ (L0)d is said
to be sequentially closed if x ∈ S whenever (xn) ⊂ S and limn xn = x a.e. In this case,
we have the following characterizations of stable compactness.
Theorem 5.12. Let K be a subset of (L0)d. Then the following are equivalent.
11Here we understand convergence as convergence of (xn) as a net.
12A stable subsequence (yn) is said to be a stable subsequence of (xn) if there exists an increasing
stable sequence (nk) with yk = xnk for all k ∈ L
0
s(N).
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(i) K is stable compact.
(ii) K is stable, closed and bounded.
(iii) K is stable, sequentially closed and bounded.13
(iv) K is the set of measurable selectors of a non-empty measurable compact-valued
mapping SK : Ω⇒ R
d.14
In this case, the mapping SK : Ω⇒ R
d is unique modulo a.e. equality.
Proof. (i)⇔ (ii): Theorem 5.11.
(ii)⇔ (iii): Follows from the fact that a stable set K ⊂ (L0)d is sequentially closed
if and only if it is closed in the stable topology.
(iv)⇒ (i): Let S : Ω⇒ Rd be a measurable compact-valued mapping with dom(S) =
Ω. Then K = {x ∈ (L0)d : x(ω) ∈ S(ω) for all ω ∈ Ω} is non-empty due to the
Kuratowski-Ryll-Nardzewski theorem (see e.g. [1, Theorem 18.13]). By inspection, K
is stable. Since the Euclidean norm ‖ · ‖ : Rd → R is continuous, by the Measurable
Maximum Theorem (see e.g. [1, Theorem 18.19]), the function
r : Ω→ R, r(ω) := max
x∈S(ω)
‖x‖
is an element of L0. This shows that K ⊂ Br(0) which means boundedness. To show
that K is closed, let x ∈ cl(K). There is xn ∈ K with ‖x − xn‖ 6
1
n for all n ∈ N.
Let x˜n be a representative of xn each n ∈ N. Then x has a representative x˜ such that
‖x˜(ω) − x˜n(ω)‖ 6
1
n for all ω ∈ Ω. Therefore, x˜(ω) ∈ cl(S(ω)) = S(ω) for all ω ∈ Ω
which implies x ∈ K.
(i)⇒ (iv): Suppose thatK ⊂ (L0)d is stable compact. EnumerateQd := {q1, q2, . . .}.
Notice that Qd can be considered as a subset of L0s(Q
d) via q 7→ 1Ωq. For each
n ∈ N, let rn := inf{‖qn − x‖ : x ∈ K}. For each m ∈ N, since K is stable, we
find x(n,m) ∈ K with ‖qn − x(n,m)‖ 6 rn +
1
3m . For n,m ∈ L
0
s(N) of the form
n =
∑
k 1Aknk and m =
∑
h 1Bhmh, define rn :=
∑
k 1Akrnk , qn :=
∑
k 1Akqnk and
x(n,m) :=
∑
k,h 1Ak∩Bhxnk,mh . Then,
‖qn − x(n,m)‖ 6 rn +
1
3m
for all n,m ∈ L0s(N). (5.1)
Put H := {x(n,m) : n,m ∈ L0s(N)}. By stability, H ⊂ K. We claim that H is dense
in K. Indeed, for any x ∈ K andm ∈ L0s(N), since L
0
s(Q
d) is dense in (L0)d, there exists
qn ∈ L
0
s(Q
d) such that ‖qn − x‖ 6 1/3m. Moreover, note that rn 6 ‖qn − x‖ 6 1/3m.
The previous two inequalities together with (5.1) yield
‖x− x(n,m)‖ 6 ‖x− qn‖+ ‖qn − x(n,m)‖ 6
1
3m
+
1
3m
+
1
3m
6
1
m
.
Now enumerate N × N := {(nh,mh) : h ∈ N}. For each h ∈ L
0
s(N) of the form h =∑
k 1Akhk, let yh :=
∑
k 1Akx(nhk ,mhk). Considering N as a subset of L
0
s(N) via
13In the context of the conditional analysis on Rd, this equivalent characterization of stable compactness
is applied to prove that a stable sequentially lower semi-continuous function attains its minimum on a
stable, sequentially closed and stable bounded set, see [7, Theorem 4.4]. This result was subsequently
applied in e.g. [5, 31] to solve stochastic control problems.
14In [31, Theorem 4.2], a characterization of measurable closed-valued mappings S : Ω ⇒ Rd in terms
of stable sequentially closed subsets of (L0)d is proved, which according to the analysis in this article
yields a one-to-one correspondence between conditional closed subsets of a conditional Euclidean space
and measurable closed-valued maps in Rd.
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n 7→ 1Ωn, we thus obtain a sequence (yn). Since K is stable bounded, we can choose a
representative y˜n of yn such that {y˜n(ω) : n ∈ N} is bounded for all ω ∈ Ω. We define
SK(ω) := cl({y˜n(ω) : n ∈ N}), ω ∈ Ω.
By Castaing’s representation theorem (see e.g. [1, Corollarly 18.14]), SK is a mea-
surable. Moreover, SK is non-empty compact-valued. By inspection, K is the set of
equivalence classes of all measurable selectors of SK .
Finally, let us show that if K is the set of equivalence classes of all measurable
selectors of two measurable non-empty compact-valued mappings S and S′, then S(ω) =
S′(ω) a.e. Indeed, since S and S′ are measurable, they are graph-measurable due to
[1, Theorem 18.6]. Thus Ax := {ω ∈ Ω: x ∈ S(ω)} and Bx := {ω ∈ Ω: x ∈ S
′(ω)} are
measurable for all x ∈ Rd. It suffices to prove that P(Ax∆Bx) = 0 for all x ∈ R
d,
where ∆ denotes symmetric difference. By contradiction, suppose that for instance
P(Ax \ Bx) > 0 for some x ∈ R
d. Let C := Ax \ Bx and choose x0 ∈ K. Since K
is stable, z := 1Cx + 1Ccx0 ∈ K. Hence z is a measurable selector of K, and thus
z˜(ω) ∈ S′(ω) for all ω ∈ Ω for a representative z˜ of z, which is a contradiction since
P(C) > 0. 
Let (S,T ) be a stable topological space. A function f : S → L¯0 is said to be lower
semi-continuous if {x ∈ S : f(x) 6 η} is closed for all η ∈ L¯0. The following result is
an extension of [7, Theorem 4.4] to the infinite dimensional case.
Theorem 5.13. Let (K,T ) be a stable topological space and f : K → L0 stable and
lower semi-continuous. If K is stable compact, then there exists x0 ∈ K such that
f(x0) = minx∈K f(x).
Proof. Define r := infy∈K f(y) and
Cn :=
{
x ∈ K : f(x) 6 r +
1
n
}
, n ∈ L0s(N).
By inspection, {Cn : n ∈ L
0
s(N)} is a stable collection of stable and closed subsets of K.
In fact, since Cn ∩ Cm = Cn∧m, the collection {Cn : n ∈ L
0
s(N)} is a stable filter base
on K. Denoting by F the induced stable filter, by stable compactness, F has a cluster
point x0. In particular, x0 ∈ cl(Cn) = Cn for all n ∈ L
0
s(N), and thus f(x0) = r. 
6. Functional analysis in L0-modules
In the remainder of this article, we will establish module variants of results in func-
tional analysis. In doing so, the comparison results in Section 4 are key which we recall
in the following. Given a locally L0-convex module (E,T ), according to the discussion
in Remark 4.12, it uniquely defines two topologies Tǫ,λ and Ts with Tǫ,λ ⊂ T ⊂ Ts.
Moreover, for a stable subset S ⊂ E, we have clǫ,λ(S) = cl0(S) = cls(S), and there-
fore we just write cl(S). The stable topology Ts is uniquely related with a conditional
locally convex topology T on E, and cl(S) is the carrier of the conditional closure of
S. Further, recall that if T is stable collection, that is, if T = Ts, then it holds the
identity E∗ǫ,λ = E
∗
0 = E
∗
s for the topological L
0-dual spaces. In this case, we just write
E∗. If T is non-stable, then we only have E∗0 ⊂ E
∗
ǫ,λ = E
∗
s since the first space may be
non-stable. We will make frequent use of these results without further comment.
Throughout, we will suppose that any L0-module considered E has support 1. For
x ∈ E, we define supp(x) := ∧{a ∈ A : 1Acx = 0}. We start with the hyperplane
separation theorem. For a discussion of variants of this theorem w.r.t. the L0- and
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(ǫ, λ)-topology, we refer to the comparison in [19]. We state the locally L0-convex
version obtained in [14].
Theorem 6.1. Let (E,T ) be a locally L0-convex module and S1, S2 ⊂ E non-empty
and L0-convex with S1 open. If 1AS1 ∩ 1AS2 = ∅ for all a ∈ A with a > 0, then there
exists f ∈ E∗0 such that
f(y) 6 f(z) for all y ∈ S1, z ∈ S2.
With the notion of stable compactness, we can strengthen the previous statement
and obtain the following strong separation result which has not been available before.
Theorem 6.2. Let (E,T ) be a stable locally L0-convex module. Let S1, S2 ⊂ E be
stable L0-convex with S1 stable compact and S2 closed. If 1AS1 ∩ 1AS2 = ∅ for all
a ∈ A with a > 0, then there exists f ∈ E∗ and r ∈ L0++ such that
f(x) + r < f(y) for all x ∈ S1, y ∈ S2.
Proof. The claim follows from [10, Theorem 5.5(ii)]. 
A Fenchel-Moreau theorem for stable locally L0-convex modules is proved in [14,
Theorem 3.8]. It was shown in [22] that this result is valid for the L0-topology (see [22,
Theorem 5.5]) and the (ǫ, λ)-topology (see [22, Theorem 5.3]). Recall that a function
f : E → L¯0 is said to be proper if f(x) > −∞ for all x ∈ E and f(x) ∈ L0 for some
x ∈ E. Let (E,T0) be a locally L
0-convex module and f : E → L¯0 a proper function.
We can consider the following three module conjugates of f :
f∗ǫ,λ : E
∗
ǫ,λ → L¯
0, f∗ǫ,λ(g) := sup
x∈E
(g(x) − f(x)),
f∗0 : E
∗
0 → L¯
0, f∗0 (g) := sup
x∈E
(g(x) − f(x)),
f∗s : E
∗
s → L¯
0, f∗s (g) := sup
x∈E
(g(x) − f(x)).
Since E∗ǫ,λ = E
∗
s , we have f
∗
ǫ,λ = f
∗
s . Similarly, we can define three module bi-conjugates
of f .
Theorem 6.3. Let (E,T0) be a locally L
0-convex module. Let f : E → L¯0 be proper,
L0-convex and lower semi-continuous. Then
f(x) = f∗∗0 (x) = f
∗∗
s (x) = f
∗∗
ǫ,λ(x), x ∈ E.
Proof. Since f is stable, if it is lower semi-continuous w.r.t. T0, then it is also lower
semi-continuous w.r.t. Ts and Tǫ,λ. By [14, Theorem 3.8], we have f
∗∗
s = f . Since
E∗s = E
∗
ǫ,λ, one has f
∗∗
ǫ,λ = f
∗∗
s = f . Further it holds (E
∗
0)
s = E∗s , and thus, for fixed
x ∈ E, one has
f∗∗s (x) = sup
g∈E∗s
(g(x)− f∗s (g)) = sup
g∈(E∗
0
)s
(g(x) − f∗s (g))
= sup
g∈E∗
0
(g(x)− f∗s (x)) = sup
g∈E∗
0
(g(x) − f∗0 (x)) = f
∗∗
0 (g).

In [21, Corollary 3.4], a module variant of Mazur’s lemma for the (ǫ, λ)-topology is
proved. The conditional version of this result is obtained in [43, Proposition 3.3]. We
have the following statement.
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Proposition 6.4. Let (E,T ) be a locally L0-convex module and S ⊂ E stable L0-
convex. Then it holds
cl(S) = clσ(E,E∗s )(S) = clσ(E,E∗ǫ,λ)(S) = clσ(E,E
∗
0
)(S).
6.5. Stable dual pairs. Given a stable dual pair (E,F, 〈·, ·〉), one has (E, σ0(E,F ))
∗ =
F by [23, Theorem 3.4]. For a conditional dual pair (E,F, 〈·, ·〉), it holds (E, σ(E,F))∗ =
F by [32, Corollary 4.48]. We can derive from the latter the following extension of [23,
Theorem 3.4].
Proposition 6.6. Let (E,F, 〈·, ·〉) be a stable dual pair. Then
(E, σ0(E,F ))
∗ = (E, σs(E,F ))
∗ = (E, σǫ,λ(E,F ))
∗ = F.
Proof. Since the induced conditional structure (E,F, 〈·, ·〉) is a conditional dual pair,
by [32, Corollary 4.48], one has (E, σs(E,F ))
∗ = F . The claim thus follows from [23,
Theorem 3.4]. 
Next, by an adaptation of the proof of the conditional Banach-Alaoglu theorem (see
[10, Theorem 5.10]), we can derive the following module variant of it.
Theorem 6.7. Let (E,T ) be a stable locally L0-convex module. Then
U◦ := {f ∈ E∗ : f(x) 6 1 for all x ∈ U}
is stable σs(E
∗, E)-compact.
Corollary 6.8. Let (E, ‖ · ‖) be an L0-normed module. Then {f ∈ E∗ : ‖f‖ 6 1} is
stable σs(E
∗, E)-compact.
For a stable set S, its stable L0-convex hull cos(S) is defined as the collection of all
stable finite sums
∑
16n6m rnxn, where (xn)16n6m ⊂ S is stable finite and (rn)16n6m ⊂
L0 is stable finite with rn > 0 and
∑
16n6m rn = 1. A bipolar theorem for stable dual
pairs w.r.t. the L0-topology is proved in [23, Theorem 3.4]. Its conditional version is
provided in [10, Theorem 5.9] from which we obtain:
Proposition 6.9. Let (E,F, 〈·, ·〉) be a stable dual pair and S ⊂ E stable. Then
S◦◦ = cl(cos(S ∪ {0})).
6.10. L0-normed modules. Given L0-normed modules (E1, ‖ · ‖1) and (E2, ‖ · ‖2), we
denote by L (E1, E2) the set of all continuous L
0-linear functions f : E1 → E2. Then
L (E1, E2) has the structure of a stable L
0-module. Define the L0-operator norm by
‖f‖ := sup{‖f(x)‖2 : x ∈ E1, ‖x‖1 6 1}.
We have the following version of the Krein-Sˇmulian theorem, which can be proved by
an adaptation of its conditional version [10, Theorem 5.12].
Theorem 6.11. Let (E, ‖ · ‖) be a stable complete L0-normed module and S ⊂ E∗
stable L0-convex. Then S is σ(E∗, E)-closed if and only if S ∩ {f ∈ E∗ : ‖f‖ 6 r} is
σ(E∗, E)-closed for each r ∈ L0++.
The conditional Eberlein-Sˇmulian Theorem [43, Theorem 4.7] provides the following
module variant.
Theorem 6.12. Let (E, ‖ · ‖) be an L0-normed and S ⊂ E stable. Then the following
are equivalent.
(i) S is stable σs(E,E
∗)-compact.
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(ii) For every stable sequence (xn) ⊂ S there exists a stable subsequence (xnk)
which converges in S w.r.t. the σ0(E,E
∗)-topology.
(iii) For every stable sequence (xn) ⊂ S there exists a stable subsequence (xnk)
which converges in S w.r.t. the σs(E,E
∗)-topology.
Proof. The equivalence (i) ⇔ (iii) follows from a rountine adaptation of the proof
of [43, Theorem 4.7]. (iii) ⇒ (ii) is trivially satisfied since σs(E,E
∗) is finer than
σ0(E,E
∗).
(ii) ⇒ (iii): Let (xn) be a stable sequence in S and (xnk) a stable subsequence
which converges to x ∈ S w.r.t. the σ0(E,E
∗)-topology. Any U ∈ Us(x) is of the form
U =
∑
k 1AkUk with (ak) ∈ p(1) and Uk ∈ U0(x) for all k ∈ N. For each k ∈ N, choose
mk ∈ L
0
s(N) such that xnk ∈ Uk for all k > mk. Let m :=
∑
k 1Akmk. Then, xnk ∈ U
for each k > m. 
Finally, a transcription of [39, Theorem 2.5] yields the following module version of a
variant of the James compactness theorem.
Theorem 6.13. Let (E, ‖ · ‖) be a stable complete L0-normed module such that {f ∈
E∗ : ‖f‖ 6 1} is stable sequentially compact. Let S ⊂ E be stable and σs(E,E
∗)-closed.
Then S is stable σs(E,E
∗)-compact if and only if for each f ∈ E∗ there exists y ∈ E
such that f(y) = supx∈S f(x).
6.14. Stable metric spaces. The following statement is a translation of the condi-
tional version of the Baire category theorem (see [43, Theorem 3.3]).
Theorem 6.15. Let (S, d) be a stable complete metric space. Suppose that (En) is a
stable sequence of stable closed subsets of S with S = ∪En. Then there exist x ∈ S,
r ∈ L0++ and n ∈ L
0
s(N) such that Br(x) ⊂ En.
We have the following module variant of the uniform boundedness principle as a
consequence of [43, Theorem 3.4].
Theorem 6.16. Let (E1, ‖ · ‖1) and (E2, ‖ · ‖2) be L
0-normed modules and E1 stable
complete. Suppose that S is a stable subset of L (E1, E2) such that for every x ∈ E1
there exists rx ∈ L
0 with ‖f(x)‖2 6 rx for all f ∈ S. Then there exists r ∈ L
0
++ such
that ‖f‖ 6 r for all f ∈ S.
Next, we extend Banach’s fixed point theorem to L0-modules.
Theorem 6.17. Let (S, d) be a stable complete metric space and T : S → S a stable
continuous function such that there exists r ∈ L0 with 0 6 r < 1 and such that
d(T (x), T (y)) 6 rd(x, y) for all x, y ∈ S.
Then there exists a unique z ∈ S satisfying T (z) = z. Furthermore, for any x1 ∈ S, the
stable sequence (xn) defined by xn :=
∑
k∈N 1{n=k}xk, where xn+1 := T (xn) for n > 2,
converges to z.
Proof. Our proof is based on a simple proof of the classical contraction principle given
in [40]. For n ∈ L0s(N) with n =
∑
nk|ak, we define
T n(x) :=
∑
T nk(x)|ak, s ∈ S.
From stability we obtain
d(T n(x1), T
n(x2)) 6 r
nd(x1, x2) for all x1, x2 ∈ S. (6.1)
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Now for fixed x1, x2 ∈ S, by triangle inequality,
d(x1, x2) 6 d(x1, T (x1)) + d(T (x1), T (x2)) + d(T (x2), x2),
from which it follows that
d(x1, x2) 6
1
1− r
(d(x1, T (x1)) + d(x2, T (x2))) for all x1, x2 ∈ S. (6.2)
As for uniqueness, if z1, z2 satisfy z1 = T (z1) and z2 = T (z2), then from (6.2) one has
d(z1, z2) = 0. Now fix x ∈ S. For n,m ∈ L
0
s(N), if we replace x1 and x2 by T
n(x) and
Tm(x) in (6.2), then we obtain from (6.1)
d(T n(x), Tm(x)) 6
1
1− r
(d(T n(x), T n(T (x))) + d(Tm(x), Tm(T (x))))
6
rn + rm
1− r
d(x, T (x)).
Since r < 1, we obtain limn,m d(T
n(x), Tm(x)) = 0. Since S is conditional complete,
the conditional sequence (T n(x)) has a conditional limit z ∈ S. By letting first m and
second n tend to ∞, we have T (z) = z. 
Finally, we prove a conditional version of the A`rzela-Ascoli theorem which is based on
an adaptation of a proof of the classical result in [24]. Let (S,T ) be a stable topological
space. Denote by C (S,L0) the set of all stable continuous functions f : S → L0. Notice
that C (S,L0) is a stable L0-module. By Theorem 5.13, for stable compact S,
d∞(f, g) := max {|f(x)− g(x)| : x ∈ S} , f, g ∈ C (S,L
0),
is a well-defined stable metric.
Definition 6.18. A stable subset M ⊂ C (S,L0) is stable equicontinuous if for every
x ∈ S and r ∈ L0++ there exists a neighbourhood V of x such that |f(x)− f(y)| 6 r for
all y ∈ V and f ∈M .
Finally, we state a module variant of the Arzela`-Ascoli theorem.
Theorem 6.19. Let (S,T ) be a stable compact topological space. A stable subset M of
C (S,L0) is stable totally bounded in the stable metric d∞ if and only if it is pointwise
stable bounded and stable equicontinuous.
Lemma 6.20. Let (S, d) be a stable metric space. Suppose that for every r ∈ L0++
there exist sr ∈ L
0
++, a stable metric space (Sr, dr) in some L
0-module Er, and a stable
function fr : S → Sr so that fr(S) is stable totally bounded and for x, y ∈ S
dr(fr(x), fr(y)) 6 sr implies d(x, y) 6 r. (6.3)
Then S is stable totally bounded.
Proof. Let r ∈ L0++. Choose sr ∈ L
0
++, a stable metric space (Sr, dr) and fr : S → Sr
according to the assumptions of the statement above. Since fr(S) is stable totally
bounded, there exists a stable finite subset N ⊂ S such that fr(S) = ∪
x∈S
Bsr(fr(x)).
By (6.3), we have S = ∪
x∈S
Br(x). Thus S is stable totally bounded. 
Theorem 6.21. Let (K,T ) be a stable compact topological space. Then a stable subset
M of C (K,L0) is stable totally bounded with respect to d∞ if and only if
(i) Mx := {f(x) : f ∈M} is stable bounded for each x ∈ K, and
(ii) M is conditional equicontinuous.
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Proof. Suppose thatM is stable equicontinuous andMx is stable bounded for all x ∈ K.
Using that K is stable compact and M is stable equicontinuous, one can find a stable
finite sequence (xn)16n6m ⊂ K, a stable family (Vn)16n6m, where Vn is a neighbourhood
of xn for all 1 6 n 6 m, such that K = ∪16n6mVn and |f(xn) − f(y)| 6 r whenever
1 6 n 6 m, y ∈ Vn and f ∈M .
Let g : M → (L0)m be defined by g(f) := (f(xn))16n6m, which is a stable function.
Note that ‖(rn)16n6m‖∞ := max
16n6m
|rn| defines an L
0-norm on (L0)m.
Since Mxn is stable bounded for each x ∈ K, we can choose rn ∈ L
0
++ such that
|f(xn)| < rn for all f ∈M . Then, one has that
‖g(f)‖∞ := max
16n6m
|f(xn)| 6 max
16n6m
rn < +∞ for all f ∈M.
This means that g(M) is stable bounded in ((L0)m, ‖ · ‖∞).
Now, suppose that f1, f2 ∈ M with ‖g(f1) − g(f2)‖∞ 6 r and y ∈ K. Since K is
covered by (Vn)16n6m, we can pick n, 1 6 n 6 m, such that y ∈ Vn. Then, one has
|f1(y)− f2(y)| 6 |f1(y)− f1(xn)|+ |f1(xn)− f2(xn)|+ |f2(xn)− f2(z)| 6 3r.
Since y ∈ K is arbitrary, this implies that d∞(f1, f2) 6 3r. Lemma 6.20 yields the
result.
Conversely, suppose that M ⊂ C (K,L0) is stable totally bounded. In particular, it
is stable bounded and, therefore, Mx is stable bounded for each x ∈ K.
Let us show that M is stable equicontinuous. Indeed, for fixed x ∈ K and r ∈ L0++,
sinceM is stable totally bounded, one can pick a stable finite sequence (fn)16n6m ⊂M
so that M = ∪
16n6m
Br(fn).
For any n ∈ N, we define hn := 1Anfn where an := ∨{b ∈ A : 1Bn 6 1Bm}. For
each n ∈ N, since hn is continuous at x, we can take a neighbourhood Vn of x so that
|hn(h)−hn(y)| 6 r for all y ∈ Vn. Now, for any n 6 m, which is of the form n =
∑
nk|bk,
we define Vn =
∑
1BkVnk . Then (Vn)16n6m is a stable family of neighbourhood s of x
such that
|hn(x)− hn(y)| = |fn(x)− fn(y)| 6 r for all y ∈ Vn, n 6 m.
Let V := ∪
16n6m
Vn. If f ∈M , one has that f ∈ Br(fn) for some n 6 m. Thus, for any
y ∈ V it holds
|f(y)− f(x)| 6 |f(y)− fn(x)|+ |fn(x)− fn(y)|+ |fn(y)− f(x)| 6 3r.
This proves that M is stable equicontinuous. 
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