There is no significant difference in the widths between the two groups (two-sided Wilcoxon rank sum test). Box plot center denotes the median, box edges denote the interquartile range (IQR), upper whisker extends to the largest value smaller than 1.5×IQR from upper edge of box, and lower whisker extends to the smallest value larger than 1.5×IQR from lower edge of box. 
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Figure S5
Schematic of subsampling process. Subsets of neurons were repeatedly taken from the overall population to generate 1000 subsamples. For each subsample, pattern probability distributions were generated. In turn, the pattern probability distributions were used to estimate entropy and generate maximum entropy models.
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Overall Even after correcting for the differences in mean firing rate between the control and APP/PS1 mice in this way, the APP/PS1 group still had a significantly lower entropy than the control group (p < 10 -6 , two-sided Wilcoxon rank-sum test). (e) Comparison of KLD for the independent maximum entropy model for only the subsamples that fall within the interval shown in (c,d).
After correcting for the differences in mean firing rate between the control and APP/PS1 mice in this way, the APP/PS1 group did not have a significantly lower KLD than the control group (p = 0.15, two-sided Wilcoxon rank-sum test). (e) Comparison of KLD for the pairwise maximum entropy model for only the subsamples that fall within the interval shown in (c,d). Even after correcting for the differences in mean firing rate between the control and APP/PS1 mice in this way, the APP/PS1 group had a significantly lower KLD than the control group (p < 10 -6 , two-sided Wilcoxon rank-sum test).For all three box plots, box center denotes the median, box edges denote the interquartile range (IQR), upper whisker extends to the largest value smaller than 1.5×IQR from upper edge of box, and lower whisker extends to the smallest value larger than 1.5×IQR from lower edge of box. Figure S15 The decreased KL divergence between the empirical and predicted pattern probabilities from the independent firing maximum entropy model observed in APP/PS1 animals relative to controls is robust to choice of bin size and pattern length (asterisks denote p < 0.05, two-sided Wilcoxon rank-sum test, Bonferroni-corrected). The KL divergence in both groups increased with pattern length and with bin size. Bold lines denote the mean and error bars denote the standard error of the mean. Overall correlation 8.33×10 -3 3.68×10 -2 2.52×10 -3 1.84×10 -2 0.23 2.08×10 7 < 10 -6 (8.36×10 -4 ,1.17×10 -3 ) 4c
Correlation|stationary 8.12×10 -3 3.72×10 -2 2.55×10 -3 1.84×10 -2 0.22 2.03×10 7 < 10 -6 (5.91×10 -4 ,8.69×10 -4 ) 4d
Correlation|running 7.76×10 -3 7.66×10 -2 2.42×10 -3 2.55×10 -2 0.12 1.71×10 7 < 10 -5 (-4.91×10 -4 ,2.09×10 -4 )
4g
ΔCorrelation with running -3.62×10 -4 7.18×10 -2 -1.36×10 -4 2.14×10 -2 5.38×10 -2 1.58×10 7 < 10 -6 (-1.36×10 -3 ,9.13×10 -4 ) 5b
Overall entropy 0.70 bits 0.42 bits 0.45 bits 0.24 bits 0.72 1.07×10 7 < 10 -6 (0.15 bits,0.18 bits) 5d
Entropy|stationary 0.69 bits 0.42 bits 0.44 bits 0.23 bits 0.73 1.08×10 7 < 10 -6 (0.15 bits,0.18 bits) 5e
Entropy|running 0.89 bits 0.57 bits 0.60 bits 0.25 bits 0.66 9.81×10 6 < 10 -6 (0.12 bits, 0.16 bits) 5h
ΔEntropy with running 0.20 bits 0.21 bits 0.16 bits 0.16 bits 0.23 8.56×10 6 < 10 -6 (1.5×10 -2 bits,3.3×10 -2 bits) 6e log10KLD for independent model 1.76×10 -2 3.24×10 -2 3.91×10 -3 6.26×10 -3 0.51 9.98×10 6 < 10 -6 (0.288,0.354) 6e log10KLD for pairwise model 7.65×10 -4 9.46×10 -4 2.26×10 -4 2.88×10 -4 1.13 1.29×10 7 < 10 -6 (0.456,0.500) 6f hi -5.96 1.65 -6.26 1.56 0.19 8.70×10 8 < 10 -6 (0.233,0.281) 6g
Jij -1.53×10 -2 1.15 -0.25 1.04 0.21 1.88×10 10 < 10 -6 (0.101,0.108) All comparisons were performed using the two-sided Wilcoxon rank-sum test U is the test statistic of the Wilcoxon rank-sum test
