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Abstract
The many and diverse approaches to phase-resolving integral wave evolution have
no verification standard. A minimum candidate must be the propagation of steep
progressive waves at uniform depth, a context which also provides exact estimates
for the challenging advection and especially dispersion terms in the momentum equa-
tion. Heuristic scaling provides realistic and phase-resolving approximations to these
advection and dispersion terms, and the new set of phase-resolving integral wave
evolution equations. Their predictive capability is explored for four problems with
analytical association.
1 Introduction
A wide range of depth-integrated and phase-resolving water wave evolution equations have
been proposed for the prediction of short water wave evolution in the coastal environment.
The general objective of these model equations is the faithful representation of all physical
processes that influence the evolution of the local depth-integrated wave kinematics on
propagation from deep to shallow water. Important wave processes include shoaling and
refraction, diffraction, reflection and scattering, wave-current interaction, boundary and
surface shear and ultimately breaking.
Models that approach this objective are generally characterised as either mild slope
or Boussinesq. The mild slope genre is compromised by their local reliance on linear or
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Airy wave kinematics. Linear wave kinematics are increasingly inappropriate as the water
shallows, the very region of major predictive need for phase-resolving models. Boussinesq-
style models seek to correct this deficiency by retaining the non-linearity. As yet, no
consensus has been established, either in the selection of dependent variables or in the
representation of the non-linear influences. Some partial success has been achieved in
shallow water, but this success has yet to extend to deeper water, largely because of an
implicit reliance on shallow water wave kinematics in many existing models.
The present paper will initially avoid any approximation, exploring the extent of the
framework provided by the exact integral conservation equations. A number of depth-
integrals remain unevaluated.
Further progress requires approximation. The initial step is to evaluate the predictive
capability of several popular Boussinesq-style models, based on their representation of the
evolution of steady progressive waves of moderate height. It is shown that no single set
of equations is adequate from deep to shallow water. It is also observed that literature
efforts at enhancements in predictive capability seem inevitably associated with significant
increases in the number of terms in the model equation systems.
An alternative and pragmatic set of depth-integrated phase-resolving water wave evo-
lution equations is then introduced. These are developed from the exact depth-integrated
conservation equations for mass and momentum through heuristic scaling of terms together
with the introduction of profile shape factors. This new system of equations conserves mass
exactly and has a consistently small momentum imbalance from deep to shallow water. The
conservation properties of this new system of equations are superior to previous Boussinesq-
style model equation systems. The profiles shape factors are assigned by matching with
steady progressive waves.
Numerically, the new system of integral evolution equations has much in common with
the classical long wave equations, and this familiarity is usefully exploited. The character-
istic structure, though somewhat modified by the dispersion terms, is retained, as also then
is the extensive experience with numerical solutions of the long wave equations, especially
in accommodation of the boundary conditions.
The paper concludes with four numerical illustrations of wave evolution, each with some
theoretical support: a steady progressive wave in shallow-transitional water, wetting and
drying in shallow water, dispersive separation of an initial mound (the Cauchy-Poisson
problem) in transitional-deep water, and wave-current interaction. These four problems
collectively demonstrate a wide range of wave environments and boundary conditions.
2 Exact Integral Evolution Equations
The foundation of any rational analysis of water wave evolution must be the conservation
laws for mass and momentum, together with the bottom and free surface boundary con-
ditions. These are the basis of the exact integral conservation for mass and momentum
(e.g. Wu 1981). For water of constant mass density ρ and a bathymetric field h(xα) that
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does not change with time, the integral mass conservation equation is
∂η
∂t
+
∂
∂xα
∫ η
−h
uα dz = 0 (1)
and the integral horizontal momentum conservation equations are
∂
∂t
∫ η
−h
uα dz +
∂
∂xα
∫ η
−h
uαuβ dz = −
1
ρ
∫ η
−h
∂p
∂xα
dz +
1
ρ
∂
∂xβ
∫ η
−h
ταβ dz +
Σsα − Σbα
ρ
(2)
in which xα is horizontal position, z is vertical position measured upwards from the global
still water level (SWL), t is time, η(xα, t) is the local water surface elevation, uα(xα, z, t) are
the local horizontal velocity components, p(xα, z, t) is the local pressure, ταβ(xα, z, t) are
the local horizontal viscous shear stress components, Σsα(xα, t) are the surface shear stress
components, and Σbα(xα, t) are the bed shear stress components. The horizontal tensor
notation, with α (and β and γ) taking the values 1 and 2 to represent horizontal position
coordinates x and y, is to be understood throughout. The local vertical velocity component,
w(xα, z, t), does not appear explicitly here, but is subsequently involved in prediction of
the pressure gradients ∂p/∂xα, through the integral vertical momentum equation.
No assumptions other than constant mass density and a time-invariant depth field are
adopted in establishing these conservation equations. Irrotational or potential flow is not
assumed and the ability to describe diffraction, refraction, dissipation, wave-current inter-
action and nonlinear influences has not been excluded from these equations. There is no
restriction on the water depth, except that it not be discontinuous. This relative simplic-
ity is attractive. The utility of these integral conservation equations is further enhanced
by the inclusion in their derivation of the complete nonlinear kinematic and dynamic free
surface boundary conditions as well as the bottom kinematic boundary condition for a
non-horizontal bed. These equations are not restricted to a locally horizontal bed or to
small amplitude waves. Neither do they presume irrotational flow and slip at the bed;
internal shear ταβ, surface shear Σsα and especially bed shear Σbα are all represented.
These exact integral conservation equations include, as dependent variables, the local
water surface elevation η(xα, t), the local horizontal velocities uα(xα, z, t), the local vertical
velocity w(xα, z, t) and the local pressure p(xα, z, t). These number five, but there are only
four conservation equations (including the z-momentum equation). The mass conservation
equation, the mathematically simplest of the integral conservation equations, suggests that
convenient dependent variables for the integral equations are η(xα, t) and some flow vector,
related to uα(xα, z, t), that describes the local horizontal flow.
The impact of this choice can be deferred by seeking first to eliminate both w and p
from the integral conservation equations, by representing them in terms of the remaining
dependent variables η and uα. Vertical integration of the local mass conservation equation
∂uα
∂xα
+
∂w
∂z
= 0 (3)
from the bed to arbitrary elevation z, using the Leibniz rule and the bottom boundary
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condition for a non-horizontal bed, gives the vertical velocity, without approximation, as
w(xα, z, t) = −
∂
∂xα
∫ z
−h
uα dz
′ (4)
Similarly, vertical integration of the local z-momentum conservation equation from arbi-
trary elevation z to the local free surface η(xα, t), using the Leibniz rule and the kinematic
and dynamic free surface boundary conditions, gives the pressure as
p(xα, z, t) = ρg(η−z) +
∂
∂t
∫ η
z
ρw dz′ − ρw2 +
∂
∂xα
∫ η
z
(ρwuα−τzα) dz
′ − Σsz + τzz (5)
in which z′ is a dummy variable. Grouping the viscous stress terms as pτ , this becomes
p = ρg(η−z) +
∂
∂t
∫ η
z
ρw dz′ − ρw2 +
∂
∂xα
∫ η
z
ρwuα dz
′ + pτ (6)
or schematically
p = pg + p1 + p2a + p2b + pτ (7)
in which the order of terms corresponds. While the gravity term pg = ρg(η−z) often
dominates the pressure structure, there are contributions also from the temporal (p1) and
advective components (p2a + p2b) of the vertical acceleration. In the long wave approxi-
mation, only the gravity term is retained. For short waves, this is insufficient because the
pressure structure, through corresponding terms D1 through D2b, has a crucial influence
on the utility of the Boussinesq approximation in describing short wave evolution. This is
subsequently demonstrated in Figures 1 and 2.
Using Equations 6 and 7, the integral horizontal momentum equation becomes
∂
∂t
∫ η
−h
uα dz +
∂
∂xβ
∫ η
−h
uαuβ dz = −g(h+ η)
∂η
∂xα
+D1 +D2a +D2b +Dτ
+
1
ρ
∂
∂xβ
∫ η
−h
ταβ dz +
Σsα − Σbα
ρ
(8)
in which
D1 = −
1
ρ
∫ η
−h
∂p1
∂xα
dz = −
∫ η
−h
∂
∂xα
(
∂
∂t
∫ η
z
w dz′
)
dz (9)
D2a = −
1
ρ
∫ η
−h
∂p2a
∂xα
dz =
∫ η
−h
2w
∂w
∂xα
dz (10)
D2b = −
1
ρ
∫ η
−h
∂p2b
∂xα
dz = −
∫ η
−h
∂
∂xα
(
∂
∂xβ
∫ η
z
uβw dz
′
)
dz (11)
and Dτ is similarly defined in terms of the pτ . Σsα are surface stress components, and Σbα
are bed stress components.
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For terms D1 through Dτ identically zero, Equations 1 and 8 become the classical shal-
low water or long wave equations where the wave phase speed is
√
g(h+η) and uninfluenced
by the wave period. Where terms D1 through Dτ are non-zero, the wave phase speed is
influenced by wave period or dispersion, identifying terms D1 through Dτ as dispersion
terms (with the “D” identification).
Equations 1 for mass conservation and 8 (with Equations 9 through 11) for momentum
conservation remain exact. Given η(xα, t), uβ(xα, z, t) and w(xα, z, t), all of the various
depth-integrals may be completed.
To assist in identifying terms in the mass and momentum equations, they are repre-
sented schematically as
S + A = 0 (12)
J1 + J2 = G+D1 +D2 (13)
respectively, in all cases without the ρ factor. S is storage and A is the advective transport.
J1 is temporal inertia, J2 is advective inertia, G is the gravity, andD1+D2 (D2 = D2a+D2b)
are the dispersion terms. In all cases, the conservation equations have been written in the
order indicated. Σ is the residual sum of terms:
ΣMass = S + A and ΣMomentum = J1 + J2 −G−D1 −D2 (14)
3 Phase Variation in Steady Progressive Waves
The present focus on phase-resolving integral wave evolution directs attention to the phase
variation of the respective terms in the integral mass and momentum balances.
Steady progressive wave evolution is a significant sub-set of those flows that must be
accommodated by Boussinesq-style integral wave evolution equations. For steady progres-
sive water waves, near-exact kinematics are provided by Stokes (or Fourier) Approximation
wave theory (Rienecker and Fenton, 1981; Sobey, 1989) in deep water and by Cnoidal Ap-
proximation wave theory (Sobey, 2012) in shallow water. This provides the opportunity
to explore the phase variation of the balance of terms in the exact mass and momentum
conservation equations, and the evolution of this balance from shallow to deep water.
Four steady waves have been selected as representative of moderate wave conditions
in (I) shallow, (II) transitional-shallow, (III) transitional-deep and (IV) deep water. The
details are listed in Table 1, in which H is the wave height, T is the wave period, and
ω = 2π/T is the wave frequency; as before, h is the water depth and g is the gravitational
acceleration. HLimit is the theoretical limit wave height, as defined by the Williams (1985)
tables. In application, all quantities have been non-dimensionalised by g and ω.
Figures 1 (mass) and 2 (momentum) show the phase variation of the balance of terms
in these conservation equations for steady waves I through IV. Vertical integrations were
completed by adaptive Simpson quadrature (within a dimensionless error of 10−6) and x
and t gradients by fine resolution (L/400,T/400 for waves I and II ;L/200,T/200 for waves
III and IV) central difference approximations.
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Category h (m) H (m) T (s) ω2h/g ω2H/g H/HLimit
(I) Shallow 2 1 10 0.080 0.040 0.60
(II) Transitional-Shallow 10 4 10 0.40 0.16 0.52
(III) Transitional-Deep 25 7 10 1.01 0.28 0.45
(IV) Deep 100 10 10 4.0 0.40 0.45
Table 1: Steady waves for evaluation of evolution equations
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Figure 1: Mass Balance - Exact phase history of terms for steady waves I through IV.
An immediate observation is the very significant role of the dispersion terms, especially
D1 but also D2 in that order, in the momentum balances. This is the expectation of the
Boussinesq-style integral momentum balance. These terms that must be modelled with
care and precision.
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Figure 2: Momentum Balance - Exact phase history of terms for steady waves I through
IV.
4 Some Model Boussinesq Equations
Literature presentations (e.g. Serre 1953, Peregrine 1967, Nwogu 1993, . . . ) of Boussinesq-
style equation systems have rarely adopted the precise approach leading to Equations 1 and
8, most often choosing to begin with the local conservation equations for an inviscid fluid,
either the Euler equations or the Laplace equation, or in integrated form, the Bernoulli
equation. The necessary compromises are mostly made at a much earlier stage in the
analysis, before depth integration. Though the objectives are identical and the resulting
evolution equations are similar, there are some subtle differences in the detail.
A range of model equations have been used in research and practice. Though a variety
of approaches have been adopted in derivation of these equations, they differ principally in
the details of the dispersion terms in the horizontal momentum equations and in the choice
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of dependent variable to characterise the horizontal flow. Attention will immediately be
directed to the bottom line, the predictive capability of these model equations.
Three of the more common equation systems, namely Peregrine (1967), Nwogu (1993)
and Wei et al. (1995), will be considered as representative of the genre. The independent
variables are time t and horizontal position xα, where the horizontal tensor notation is
again to be understood throughout. The specific equation systems are listed in paragraphs
(i) through (iii) below. Bottom stress, surface stresses and internal stresses are generally
ignored in these equation systems.
Specifically, the three equation systems are:
(i) Peregrine (1967). The dependent variables are the local water surface elevation
η(xα, t) and the local depth-averaged velocity components Uα(xα, t) = qα(xα, t)/(h +
η(xα, t)), where qα are the depth-integrated flow components. The mass and horizontal
momentum equations are respectively
∂η
∂t
+
∂
∂xα
[(h+ η)Uα] = 0 (15)
∂Uα
∂t
+ Uβ
∂Uα
∂xβ
= −g
∂η
∂xα
+
{
1
2
h
∂
∂xα
[
∂
∂xβ
(
h
∂Uβ
∂t
)]
−
1
6
h2
∂
∂xα
[
∂
∂xβ
(
∂Uβ
∂t
)]}
(16)
Dimensionally, the momentum Equation 16 needs to be multiplied through by (h+η) to be
consistent with the schematic Equation 13 form. {D1} has two contributions and D2 = 0.
(ii) Nwogu (1993). The local water surface η(xα, t) remains a dependent variable, but
the horizontal flow is here represented by Uα(xα, t), the horizontal velocity components at
elevation z = −0.53h. The mass and momentum equations are
∂η
∂t
+
{
∂
∂xα
[(h+ η)Uα] +
∂
∂xα
[
(
1
2
z2 −
1
6
h2)h
∂
∂xα
(
∂Uβ
∂xβ
)]
+
∂
∂xα
[
(z+
1
2
h)h
∂
∂xα
(
∂
∂xβ
(hUβ)
)]}
= 0 (17)
∂Uα
∂t
+ Uβ
∂Uα
∂xβ
= −g
∂η
∂xα
+
{
−
1
2
z2
∂
∂xα
[
∂
∂xβ
(
∂Uβ
∂t
)]
− z
∂
∂xα
[
∂
∂xβ
(
h
∂Uβ
∂t
)]}
(18)
{A} has three contributions. Dimensionally again, the momentum Equation 18 needs to
be multiplied through by (h + η) to be consistent with the schematic Equation 13 form.
Again {D1} has two contributions and D2 = 0.
(iii) Wei et al. (1995). As in Nwogu (1993), the dependent variables are η(xα, t) and
the horizontal velocity components Uα(xα, t) at elevation z = −0.53h. The mass and
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momentum equations are
∂η
∂t
+
{
∂
∂xα
[(h+ η)Uα] +
∂
∂xα
[(
1
2
z2(h+ η)−
1
6
(h3 + η3)
)
∂
∂xα
(
∂Uβ
∂xβ
)]
+
∂
∂xα
[(
z(h+ η) +
1
2
(h2 − η2)
)
∂
∂xα
(
∂
∂xβ
(hUβ)
)]}
= 0 (19)
∂Uα
∂t
+
{
Uβ
∂Uα
∂xβ
+
∂
∂xα
[
1
2
(
∂
∂xβ
(hUβ) + η
∂Uβ
∂xβ
)2]}
= −g
∂η
∂xα
+
{
−
1
2
z2
∂
∂xα
[
∂
∂xβ
(
∂Uβ
∂t
)]
− z
∂
∂xα
[
∂
∂xβ
(
h
∂Uβ
∂t
)]
+
∂
∂xα
[
1
2
η2
∂
∂xβ
(
∂Uβ
∂t
)]
+
∂
∂xα
[
η
∂
∂xβ
(
h
∂Uβ
∂t
)]}
+
∂
∂xα
[
(η − z)Uβ
∂
∂xβ
(
∂
∂xγ
(hUγ)
)
+
1
2
(η2 − z2)Uβ
∂
∂xβ
(
∂Uγ
∂xγ
)]
(20)
Again, {A} has three contributions and, dimensionally, the momentum Equation 20 needs
to be multiplied through by (h+ η) to be consistent with the schematic Equation 13 form.
{D1} has four contributions, and D2 two contributions.
The number of terms in this equation system, 4 in mass conservation and 10 in mo-
mentum conservation, and the increasing complexity of the terms, begins to stretch the
categorisation of integral wave evolution. This equation system is approaching the com-
plexity of a three-dimensional wave evolution system. A further extension of this approach
by Madsen and Scha¨ffer (1998) has 7 terms in mass conservation and 18 in momentum
conservation. The trend is continued by follow-up proposals (Gobbi et al., 2000; Madsen
et al., 2003).
More recently (Agnon et al., 1999; Madsen et al., 2006), this approach has been extended
from integral to 3-D wave evolution, to predict also the vector velocity structure over the
depth. Attention is here restricted to integral wave evolution.
Regardless of the manner in which Boussinesq-style equation systems are established,
they are intended as phase-resolving (Battjes, 1994) integral wave evolution equations.
Particular interest is directed to the phase evolution throughout the wave cycle of the
residual errors in the local mass and momentum balances. Such a focus provides a revealing
measure of the utility of these evolution equations in predicting basic flow patterns in the
wave environment.
The viability of model equation systems (i) through (iii) has been evaluated by term
by term comparisons with the near-exact predictions in Figures 1 and 2. Terms S in the
mass equations and J1 and G in the momentum equations are exact. Advection A is also
exact for system (i) (Peregrine 1967). Root-mean-square (rms) errors are defined as
εT =
1
T
√
Σ (TModel − TExact)
2 (21)
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Wave Equations A J2 D1 D2
(I) (i) exact 0.0706 0.1108 [0.1197]
(ii) 0.0476 0.0852 0.1772 [0.1197]
(iii) 0.0035 0.1003 0.0954 0.0777
Present exact 0.0022 0.0250 0.0095
(II) (i) exact 0.0642 0.1082 [0.1281]
(ii) 0.0576 0.0773 0.1945 [0.1281]
(iii) 0.0029 0.1023 0.1042 0.0834
Present exact 0.0022 0.0191 0.0087
(III) (i) exact 0.0402 0.0866 [0.1238]
(ii) 0.0614 0.0493 0.1970 [0.1238]
(iii) 0.0023 0.0847 0.1119 0.0865
Present exact 0.0020 0.0050 0.0084
(IV) (i) exact 0.0152 0.5453 [0.1498]
(ii) 0.1337 0.0190 0.2712 [0.1498]
(iii) 0.0492 0.0347 0.2043 0.1375
Present exact 0.0009 0.0202 0.0218
Table 2: Root-Mean-Square Error Summary.
in which T may be A, J2, D1, or D2. ”Model” identifies systems (i) through (iii). ”Exact”
are the predictions from Figures 1 and 2. All quantities are normalised by g and ω.
It is apparent from Figures 1 and 2 that the magnitude of terms increases from shallow
to deep water. Accordingly, the scale T in Equation 21 has been chosen from terms in the
balance equations, that are both exact and dominant, namely
T = max(|A|) and max(|G|) (22)
for mass and momentum conservation respectively.
The results are summarised in Table 2. The exact terms (S, J1 and G) in each equation
system are excluded. Equation systems (i) and (ii) exclude D2, so that the rms error in
D2 corresponds with the exact D2; this is indicated by the square brackets in Table 2.
For system (i) (Peregrine, 1967), the mass conservation equation is satisfied exactly for
all phases. For momentum conservation, there are errors in the J2 , D1 and D2 terms,
ranging from 0.07,0.11,0.12 in shallow water to 0.01,0.55,0.15 in deep water. These term
errors are significant even in shallow water, which is the focus of their derivation.
The system (ii) (Nwogu, 1993) momentum term errors, 0.09,0.18,0.12 in shallow water
to 0.02,0.27,0.15 in deep water are roughly comparable with system (i), and again significant
even in shallow water. There is an additional mass error, in A of 0.05 through 0.13, that
further compromises this equation system.
The system (iii) (Wei et al., 1995) mass errors, 0.003 through 0.05, and momentum
term errors, 0.10,0.10,0.08 through 0.03,0.20,0.14 reflect the higher order derivation.
All three of these equations system demonstrate the increasing difficulty of Boussinesq-
style equations in deeper water. This is not altogether unexpected, as each of these equation
10
systems assumes an intrinsically shallow water expansion in z for the internal kinematics,
e.g. Peregrine (1967, p. 52), Nwogu (1993, Eq. 16, p. 621) and Wei et al. (1995, Eq. 2.6,
p. 75), to complete the depth-integrals in the J2, D1 and D2 terms. Competing systems
(e.g. Madsen and Scha¨ffer, 1998, Eq. 2.5, p. 3129) mostly retain this practice.
Given that the objective is fidelity in phase resolving integral wave evolution, equations
systems (i), (ii) and (iii) cannot be regarded as adequate.
5 Dependent Variables
An associated issue is the choice of dependent variables. Literature choices have established
little consensus. The water surface may be described by the local elevation, the local wave
amplitude, the local wave height or the velocity potential function. The local horizontal
flow may be described by the depth-integrated flow, the depth-averaged velocity, the ve-
locity at the MWL, the velocity at the bed, the velocity at some intermediate elevation in
the vertical or the velocity potential function.
Compromise cannot be avoided in the momentum equation, regardless of the choice of
dependent variables. But it can be avoided in the mass equation if the dependent variables
are chosen as the local water surface elevation η(xα, t) and the local depth-integrated
horizontal flow qα,
qα(xα, t) =
∫ η
−h
uα(xα, z, t) dz (23)
This choice restricts all the approximations to the momentum equations. Further, it leads
to a set of model equations that have much in common with the classical St. Venant
equations for shallow water or long wave propagation. While the present discussion is
directed toward short wave propagation, the common features can and should profitably
be exploited.
Integral mass conservation becomes
∂η
∂t
+
∂qα
∂xα
= 0 (24)
This equation describes mass conservation for a local elemental control volume extending
vertically from the bed to the free surface. It is the familiar form from the long wave
equations. The initial term is the rate of change of storage within the control volume and
the final term is the net outflow from the control volume. This is an exact description of
integral mass conservation.
Completion of the depth integrals in the integral momentum Equation 8 (with Equa-
tions 9 through 11) requires knowledge of the vertical structure of the horizontal uα(xα, z, t)
and vertical w(xα, z, t) velocities. But note that only integrals over the vertical structure
are involved, which significantly reduces the dependence on the details of the vertical struc-
ture. This suggests the potential utility of the classical integral method for thin shear flows,
which have been widely successful in pragmatic models for boundary layers (Schlichting,
1968, Chapters 10,22), and jets and plumes (Fischer et al., 1979, Chapter 9).
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So-called integral methods rely on an enhanced dependence on the scale of the integral
term (the rapidly-varying part, intrinsic to phase resolution) and the associated much-
weakened dependence on the cross-stream structure (the slowly-varying or locally constant
part). A necessary assumption of any integral method is a partial separation of variables,
separating out the cross-stream variable (z for integral wave evolution). Though this formal
step can be adopted, the same result can be achieved by heuristic scaling.
The terms in Equation 8 that require evaluation of the depth-integration are schemat-
ically J2, D1 and D2. These will be considered in turn.
6 Advection J2
By inspection, the advection term in the momentum equation is scaled as
∂
∂xβ
∫ η
−h
uαuβ dz ∼
∂
∂xβ
(
qαqβ
h+ η
)
(25)
This scale is expected to describe the rapidly-varying (phase) evolution of J2 over a wave
cycle.
The balance of the term is provided by a coefficient Ia that is expected to be a constant
or at most a slowly-varying part of the evolution of J2 over a wave cycle. In steady channel
or pipe flow, Ia is recognised as the momentum correction factor or Boussinesq coefficient
e.g. Chanson (1999, p. 28), White (1999, p. 155), Munson et al. (2002, p. 238), Fenton
(2005). The shape factor Ia accounts for the uα(z) distribution involved in the depth
integration.
From the exact expression, Ia is dimensionless, suggesting that a good approximation
to the advection term would be
J2 = Ia
∂
∂xβ
(
qαqβ
h+ η
)
(26)
To evaluate whether Equation 26 is an appropriate model for the J2 term, the phase-
resolving potential of the exact and model terms are compared for the four sample waves
at 200 points over a half cycle for shallow water waves I and II and at 100 points over a
half cycle for deep water waves III and IV, in Figure 3. As before, the J2 scale is evaluated
from a local quartic polynomial approximation to the exact q(x, t) trace. The coefficients
Ia are least-squares estimates matching the exact (left hand side of Equation 25) and model
(Equation 26) expressions. The Ia are listed in the sub-figure titles.
In shallow water, the horizontal velocity profile is near uniform and Ia is close to one, as
expected (see subsequent confirmation in Figure 7a and Table 4). Progressively increasing,
but locally constant, values are observed as the water deepens and the vertical profile
is much less uniform; values of order 2 are reached in deeper water. Equation 26 with
Ia=1 is the familiar approximation for momentum advection in the long wave equations.
Literature approximations, such as terms 2 in Equations 16, 18 and 20, do not recognise a
profile shape factor.
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Figure 3: Exact and model J2 terms for sample waves I through IV..
7 Dispersion D1
Figure 2 has demonstrated that theD1 dispersion term is a major contributor to the integral
momentum balance from shallow to deep water. By inspection again, w (see Equation 4)
is scaled as
w(xα, z, t) = −
∂
∂xα
∫ z
−h
uα dz
′ ∼ −
∂qα
∂xα
(27)
Accordingly, the D1 dispersion term in the momentum equation is scaled as
−
∫ η
−h
∂
∂xα
(
∂
∂t
∫ η
z
w dz′
)
dz ∼
∂
∂xα
(
∂2qβ
∂t∂xβ
)
(28)
This scaling is confirmed by the {D1} terms in all three literature model Boussinesq equa-
tions, Equations 16, 18 and 20, and also by Dingemans (1997, Eq. 5.167a, term 4).
13
The coefficient in this case has dimensions length squared, suggested by the primitive
double integral in Equation 9 ∫ η
−h
∫ η
z
dz′ dz =
1
2
(h+ η)2 (29)
Following the success of a constant shape factor for J2, a first approximation for D1 would
be
D1 = Ip1
1
2
h2
∂
∂xα
(
∂2qβ
∂t∂xβ
)
(30)
As for J2, the coefficients Ip1 are least-squares estimates, matching the exact (left hand
side of Equation 28) and model (Equation 30) expressions.
To evaluate whether Equation 30 is an appropriate model for theD1 term, the exact and
model terms are again compared, in Figure 4. While perhaps appropriate for shallow water
wave I, this first approximation has increasing phase errors as the water deepens. These
phase errors are quite severe for deep water wave IV where D1 has its largest contribution
to the momentum balance.
The next order approximation is suggested by Equation 29 as
D1 =
(
Ip10
1
2
h2 + Ip11hη
)
∂
∂xα
(
∂2qβ
∂t∂xβ
)
(31)
The additional second order term has rapidly-varying part η∂(∂2qβ/∂t∂xβ)/∂xα and slowly
varying part hIp11. As before, the coefficients Ip10 and Ip11 are least-squares estimates,
matching the exact (left hand side of Equation 28) and model (Equation 31) expressions.
Figure 5 compares the exact and model terms. Ip10,Ip11 are listed in the sub-figure titles.
The phase variation of exact and model predictions now match very closely throughout
the depth range.
8 Dispersion D2
The Equation 27 scaling for w suggests that the D2 dispersion term in the momentum
equation is scaled as∫ η
−h
2w
∂w
∂xα
dz −
∫ η
−h
∂
∂xα
(
∂
∂xβ
∫ η
z
uβw dz
′
)
dz ∼
∂2
∂xα∂xβ
(
qβ
h+η
∂qγ
∂xγ
)
(32)
This scaling is confirmed by the {D2} term of literature model Equations 20 and also by
Dingemans (1997, Eq. 5.167a, term 5).
The coefficient in this case has dimensions length squared (Equation 29). Accordingly,
a constant profile shape factor approximation for D2 would be
D2 = Ip2
1
2
h2
∂2
∂xα∂xβ
(
qβ
h+η
∂qγ
∂xγ
)
(33)
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Figure 4: Exact and first-approximation D1 terms for sample waves I through IV.
The phase variation of exact and model predictions are compared in Figure 6, with Ip2 listed
in the sub-figure titles. Exact and model predictions match well over all four sample waves.
Agreement is less good for deep water, but a second-order correction, with Ip20
1
2
h2+Ip21hη
for Ip2
1
2
h2, does not significantly improve the match.
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Figure 5: Exact and model D1 terms for sample waves I through IV.
9 Proposed Integral Evolution Equations
Using now Equations 26, 31 and 33 in Equation 8, the horizontal integral momentum
conservation equations become
∂qα
∂t
+ Ia
∂
∂xβ
(
qαqβ
h+ η
)
= −g(h+η)
∂η
∂xα
+
(
Ip10
1
2
h2+Ip11hη
)
∂
∂xα
(
∂2qβ
∂t∂xβ
)
+ Ip2
1
2
h2
∂2
∂xα∂xβ
(
qβ
h+η
∂qγ
∂xγ
)
+
Σsα − Σbα
ρ
(34)
These equations, together with the integral mass conservation Equation 24, describe inte-
gral wave evolution in dependent variables η and qα.
Viscous stresses are completely ignored in steady wave theory and have little influence
on integral wave evolution generally. Omitting terms in the momentum balances involving
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Figure 6: Exact and model D2 terms for sample waves I through IV.
the viscous shear stresses, τzα and ταβ, simplifies the following discussion. Both the bed
shear Σb and the surface shear Σs are retained.
Again, a specific assumption of Equation 34 is that the Ia through Ip2 shape factors are
at most slowly varying at space and time scales much longer than the local wavelength and
wave period. Estimates for shape factors Ia through Ip2 are established in the following
section.
The specific contributions to the momentum balance are clearly identified in Equation
34. The inertia terms on the left hand side describe respectively temporal accumulation
(storage) of momentum and horizontal advection (net outflow) of momentum for the local
depth-integrated control volume. The right hand side sums the horizontal surface forces on
the local control volume. Terms one through three are contributed by the local pressure;
in order, they represent contributions from the gravitational acceleration, the temporal
component of the vertical acceleration (the Ip1 terms), and the vertical and horizontal
17
advective components of the vertical acceleration (the Ip2 term). Term four is an applied
stress at the water surface and term five a frictional stress at the bed. There is a single
term for each physical contribution to the momentum balance.
In numerical models, there may also be some advantage (in reducing the spatial spread
of the discrete approximation) or coding convenience in making the exact substitution
∂qα/∂xα = −∂η/∂t from Equation 1 in any or all of the dispersion terms in Equation 34.
In the long wave equations, the pressure terms are dominated by the gravitational
component. For short waves, this gravitational term remains influential, but no longer
dominant. Nevertheless, much of the complete Equation 34 momentum balance is familiar
from the classical St. Venant equations for long wave evolution. Of the pressure terms
in this long wave or shallow water limit, only the gravitational component remains. The
vertical acceleration contributions to the pressure have become insignificant, but all other
influences on the momentum balance remain appropriate.
As expected, there are many similarities between the Equations 24 and 34 and evolu-
tion equation systems (i) through (iii). Among the mass conservation equations, Equation
15 is identical to Equation 24; these equations are exact statements of mass conservation.
Equations 17 and 19 are both weaker and more complicated statements of mass conserva-
tion, resulting directly from the choice of U as the dependent variable characterising the
horizontal flow.
Among the momentum equations, the similarities are more convoluted. Equation 16
has terms very similar toD1 in Equation 34, but no contribution toD2. Similarly, Equation
18 has terms very similar to D1, but no contribution to D2. Equation 20 has groups of
terms very similar to D1 and D2.
10 Profile Shape Factors
The explicit expectation of Equations 24 and 34 is a viable model of phase-resolving,
integral wave evolution over a very wide range of marine environmental conditions. Mass
conservation is exact, but there are approximations in the J2, D1 and D2 terms of the
momentum equation. The nature of these approximations has been outlined in Figures
3, 5 and 6. Root-mean-square error summaries have been included in Table 2, where the
J2,D1,D2 errors range from 0.002,0.025,0.009 in shallow water to 0.001,0.020,0.022 in deep
water. Phase resolution is excellent and wave-averaged rms errors are small.
But these evaluations are explicitly for steady waves, whereas application of Equa-
tions 24 and 34 is expected to extend to unsteady wave evolution over gradually-varied
bathymetry.
The literature has largely taken this extension as an act of faith, by subtle reliance on
integral properties of steady wave theory, most often linear wave theory.
The derivation of the Nwogu (1993) equation system relies on parameters a0/h0 and
h0/ℓ0, where h0 is a characteristic depth, a0 a characteristic amplitude and ℓ0 a charac-
teristic wavelength. a0 perhaps suggests linear steady wave theory. ℓ0 certainly appeals
to steady wave theory. Both a0 and ℓ0 are integral properties of steady waves; they do
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not vary with phase. Further, there is a free parameter z which is assigned as −0.53h by
matching (Nwogu, 1993, Fig. 1) the phase speed C prediction from a linearised version of
the equation system with the prediction from linear wave theory over the full depth range
from shallow to deep water. The derivation of Wei et al. (1995) follows an almost iden-
tical pattern, with a characteristic wave number k0 = 2π/ℓ0 rather that a characteristic
wavelength; the appeal to steady wave theory remains. The free parameter z also remains,
together with its assignment in the manner of Nwogu (1993).
Extensions of this genre retain and expand on this close association with integral prop-
erties of steady wave theory. The Madsen and Scha¨ffer (1998) equation system also relies
on parameters a0/h0 and h0/ℓ0, but there are now four free parameters α1, α2, β1, β2. These
are predicted (Madsen and Scha¨ffer, 1998, Figures 3,6) by wave-averaged matching with
the linear phase speed and with linear shoaling over the full depth range from shallow to
deep water.
A recurring feature of this literature is the reliance on integral or wave-averaged prop-
erties of steady waves, especially the linear phase speed. Is there a pragmatic alternative?
Unfortunately, no. Certainly, the phase-resolving integral evolution of steady progressive
waves is a crucial subset of phase-resolving integral wave evolution generally. If a model
equation system cannot cope with steady wave evolution, it must be rejected.
The present approach does rely on steady wave theory, but not at the wave-averaged
(integral) and linear level mostly adopted in the literature. The Boussinesq objective is
phase-resolving and depth-integrated wave evolution, so that profile shape factor predic-
tions are based on depth-integrated and phase varying properties of nonlinear steady waves,
not on wave-averaged properties.
If the phase evolution of the J2, D1 and D2 contributions to the momentum balance
are predicted with fidelity, integral or wave-averaged properties such as (nonlinear) phase
speed will be accurately predicted. The shape factors [Ia, Ip10, Ip11, Ip2] are recognised as
wave-averaged properties, in the manner of wave number, phase speed, group speed, wave
energy, radiation stress . . . .
A data base of shape factor predictions has been established in the manner adopted in
sections 6, 7 and 8, at dimensionless depths ω2h/g from 0.02 to 4 and dimensionless wave
heights H/HLimit from 0.01 to 0.8. Nonlinear steady wave theory predictions were provided
by Cnoidal Approximation wave theory for ω2/g < 0.65 and Stokes Approximation wave
theory for ω2h/g ≥ 0.65. Figure 7 shows contour plots of the shape factor surfaces as
function of dimensionless depth ω2h/g and dimensionless wave height H/HLimit. The
shape factor predictions are listed in Appendix A.
Given a local estimate of ω2h/g and H/HLimit, shape factor estimates are available from
the Appendix A tables by cubic spline interpolation (and extrapolation where necessary).
Literature estimates for the shape factors [Ia, Ip10, Ip11, Ip2] include Peregrine (1967) at
[1,0.67,0,0] and Madsen and Sorensen (1992) at [1,0.8,0,0].
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Figure 7: Profile Shape Factors Ia, Ip10, Ip11 and Ip2.
11 Numerical Framework
The special case of Equations 24 and 34, with shape factors [Ia, Ip10, Ip11, Ip2]=[1,0,0,0], is
the familiar long wave equations. Numerical solutions of this hyperbolic system are rela-
tively routine, the only complications being the non-linearity of the advective acceleration
J2 and gravity G terms.
The additional dispersion terms, D1 and D2, in the complete Boussinesq system are
each high order and nonlinear. A successful numerical solution must accommodate both
the order and non-linearity of these dispersion terms. Term D2 involves a third order
spatial derivative in q, whose numerical approximation would normally require a spatial
coverage of at least four local nodes in each spatial direction. While this is not necessarily
a problem in the interior of the solution domain, it does somewhat compromise the discrete
approximations at the boundary. The spatial coverage can be reduced to a more convenient
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three spatial nodes in each direction through use of the simultaneous mass conservation
Equation 24 in term D2. In the D1 term, time integration is facilitated by carrying the
partial time differentiation inside the inner bracket. These changes are exact and do
not compromise the predictive capability of Equations 24 and 34. The variation on the
momentum conservation equation system directly adopted for numerical solution is
∂qα
∂t
+ Ia
∂
∂xβ
(
qαqβ
h+ η
)
= −g(h+η)
∂η
∂xα
+
(
Ip10
1
2
h2+Ip11hη
)
∂2
∂xα∂xβ
(
∂qβ
∂t
)
− Ip2
1
2
h2
∂2
∂xα∂xβ
(
qβ
h+η
∂η
∂t
)
+
Σsα − Σbα
ρ
(35)
to be solved simultaneously with Equation 1.
Attention is now restricted to long crested wave evolution with spatial variation only
in the x direction. In this 1HD context, the present Boussinesq system reduces to
∂η
∂t
+
∂q
∂x
= 0 (36)
and
∂q
∂t
+ Ia
∂
∂x
(
q2
h+ η
)
= −g(h+η)
∂η
∂x
+
(
Ip10
1
2
h2+Ip11hη
)
∂2
∂x2
(
∂q
∂t
)
− Ip2
1
2
h2
∂2
∂x2
(
q
h+η
∂η
∂t
)
+
Σs − Σb
ρ
(37)
respectively.
As anticipated above, the Equation 36,37 system becomes the classical long wave equa-
tions in the special case that Ia=1 and Ip10=Ip11=Ip2=0. In this context, the physical
structure of the equation system is most clearly identified by the method of characteristics.
The coupled partial differential Equation 36,37 system may be transformed exactly to the
simultaneous ordinary differential equations
Dq
Dt
+
(
−
q
h+ η
±
√
g(h+ η)
)
Dη
Dt
= F
along
dx
dt
=
q
h+ η
±
√
g(h+ η)
(38)
where
Dq
Dt
=
∂q
∂t
+
dx
dt
∂q
∂x
,
Dη
Dt
=
∂η
∂t
+
dx
dt
∂η
∂x
(39)
and
F = (Ia−1)
∂
∂x
(
q2
h+ η
)
+
(
Ip10
1
2
h2+Ip11hη
)
∂2
∂x2
(
∂q
∂t
)
− Ip2
1
2
h2
∂2
∂x2
(
q
h+η
∂η
∂t
)
+
Σs − Σb
ρ
(40)
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Figure 8: Characteristic Paths and Characteristic Equations.
The characteristic paths or information paths (see Figure 8) are identified by Equations
38b. The C− characteristic path propagates in the negative x direction at speed dx/dt =
q/(h+η)−
√
g(h+η). The specific information transmitted along this path is the analogous
selection from Equations 38a. Similarly for the C+ characteristic, as also shown in Figure
8.
Equations 38 are a generalisation of the well-known characteristic structure for the
long wave equations. It is not implied that the phase speed remains the shallow water
phase speed
√
g(h+η) in all depths of water, just that the Equations 38a information is
transmitted at this speed. η and q evolve as described by Equations 38a, where they are
influenced by dispersion (the D1 and D2 terms), bed and free-surface shear (the Σs and
Σb terms) and marginally by the residual advection term (scaled by Ia-1). The wave phase
speed in deeper water evolves accordingly.
12 Numerical Algorithm
In classical finite difference and finite element numerical codes, an objective is the trans-
formation of the continuous and nonlinear partial differential equation system to a system
of linear algebraic equations in discrete nodal variables. This requires at the very least a
local linearisation of each of the nonlinear terms in the momentum equation. As all but one
of the six terms are nonlinear, there is potential value in choosing a numerical algorithm
that does not force local linearisation. The Method of Lines (Liskovets, 1965; Sobey, 2001;
Hamdi et al., 2005) provides this capability.
A suitable discrete (Eulerian) grid has dependent variables η and q at discrete and
uniformly spaced spatial nodes xi = i∆x, where η(xi, t) = ηi(t) and q(xi, t) = qi(t).
Spatial interpolation over three spatial nodes by Taylor series expansions is equivalent to
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the local quadratic interpolations
η(x, t) = η0(t) + η1(t)x+ η2(t)x
2 (41)
q(x, t) = q0(t) + q1(t)x+ q2(t)x
2 (42)
and also
η˙(x, t) = η˙0(t) + η˙1(t)x+ η˙2(t)x
2 (43)
q˙(x, t) = q˙0(t) + q˙1(t)x+ q˙2(t)x
2 (44)
for the local time derivatives. The local bathymetry is represented similarly as
h(x) = h0 + h1x+ h2x
2 (45)
in which no variation with time is assumed.
Direct substitution into Equations 36 and 37 yields
η˙0 + q1 = 0 (46)
and
q˙0 + Ia(2q0/h0q1−q
2
0/h
2
0h1) + g(h0 + η0)η1
− (Ip10h
2
0 + 2Ip11h0η0)q˙2 + Ip2h
2
0 (α0η˙0 + α1η˙1 + α2η˙2) =
Σs − Σb
ρ
(47)
in which
α0 = q2/(h0+η0)−q1/(h0+η0)
2(h1+η1) +q0/(h0+η0)
3(h1+η1)
2 −q0/(h0+η0)
2(h2+η2)
α1 = q1/(h0+η0)−q0/(h0+η0)
2(h1+η1), α2 = q0/(h0+η0)
(48)
Solving for the η0, η1 through q˙2 coefficients in the local quadratics in terms of the ηi−1,
ηi, ηi+1 through q˙i+1 nodal variables and time derivatives transforms mass conservation to
the familiar
dηi(t)
dt
+
qi+1(t)− qi−1(t)
2∆x
= 0 (49)
at local node xi. Momentum conservation (Equation 47) is much more complicated, but
can be written as
A1
dηi−1(t)
dt
+ A2
dqi−1(t)
dt
+ A3
dηi(t)
dt
+ A4
dqi(t)
dt
+ A5
dηi+1(t)
dt
+ A6
dqi+1(t)
dt
= B (50)
where the coefficients A1 through A6 and the constant B are listed in Appendix B. All are
nonlinear functions of the local nodal variables ηi−1 through qi+1.
Equations 49 and 50 are a simultaneous but implicit and nonlinear system of ordinary
differential equation in the nodal variables ηi−1 through qi+1. One mass and one momentum
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BC η q BC η q
0 Mass Momentum 1 Given Momentum
2 Mass Given 3 Given Given
4 Radiation Radiation 5 Mass Outgoing C±
6 Given Outgoing C± 7 Wetting/drying front Wetting/drying front
Table 3: Boundary condition options
equation is written at each internal node, where there are two unknown nodal variables,
ηi and qi. Equations 49 and 50 may be transformed to the simultaneous but explicit and
nonlinear system of ordinary differential equation
dηi
dt
= fη(xi, t; ηi, qi, . . .),
dqi
dt
= fq(xi, t; ηi, qi, . . .) (51)
at each spatial node xi. The fη is explicitly defined from Equation 49. Equation 50 is
implicit and the fq are established using Equation 49 and a tri-diagonal matrix solver.
With boundary conditions on η and q at xF and xL, these comprise a closed system
of simultaneous nonlinear ordinary differential equations for all unknown nodal variables
over the domain xF ≤ xi ≤ xL. Equations 51 may be numerically integrated in time
by classical Runge-Kutta-style algorithms, which have no special difficulty with nonlinear
equations. Adaptive step size, error-correcting code (Press et al., 1992, Chapter 15) results
in numerically exact time integration. From the quadratic interpolation in space, the
spatial truncation error is O (∆x2).
The range of possible boundary conditions are listed in Table 3. The radiation condi-
tions, respectively ∂η/∂t+ C∂η/∂x = 0 and ∂q/∂t+ C∂q/∂x = 0, would be suitable at a
downstream boundary for steady progressive waves; C must be the nonlinear phase speed
from the appropriate steady wave theory. An outgoing characteristic boundary condition
(C− at an upstream boundary and C+ at a downstream boundary) would pass the outgoing
characteristic through the boundary without reflection.
While nominally exact in time, this quadratic algorithm has accuracy O(∆x2) in space.
Given the high order of the dispersion terms, a quartic algorithm was also explored; this
would be O(∆x4) in space as well as nominally exact in time. Unless the space step was
quite large, there was no visual difference in predictions from the quadratic and quartic
algorithms, possibly attributable to the exact transformation from Equations 34 to Equa-
tions 35.
The dependent variables η and q may have quite different magnitudes, and numerical
inconsistencies are mitigated by scaling all variables in terms of g and ω˜; the time scale is
1/ω˜ and the length scale is g/ω˜2. Global estimation for ω˜ and H is outlined in Appendix
C.
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13 Examples of Wave Evolution in 1HD
In each of the following applications, the surface Σs and bed shear Σb terms have been
omitted. Their retention does not complicate the algorithm, but they are omitted from
each of the associated analytical solutions.
13.1 Steady progressive wave evolution
As observed above, a viable set of integral evolution equations must have the minimum
capacity to predict the continuing evolution of a steep steady progressive wave in wa-
ter of uniform depth. This provides the initial example. The context is steady wave II
Transitional-Shallow from Table 1 with h=10 m, H=4 m, T=10 s. The numerical solu-
tion domain extends from xF=-50 m to xL=+150 m, with space step ∆x= 1 m. The
initial conditions, η(x, 0) and q(x, 0), are provided by Cnoidal Approximation wave theory
(Sobey, 2012), and are seen in Figure 9a, the direction of propagation being positive x. The
boundary conditions at xF are Type 3 (Table 3), with η(xF , t) and q(xF , t) also provided
by Cnoidal Approximation wave theory. The boundary conditions at xL are Type 4 (Table
3), which impose radiation conditions on both η and q. The shape factors are listed at the
top right of the figure.
Theory and numerical predictions are shown together in Figures 9b and c at times 7.5 s
and 15 s (0.75 and 1.5 periods). The target wave is quite steep (see Table 1 and Figure 9a).
The literature notably excludes challenging Boussinesq model evaluations of this nature.
These figures provide an excellent reality check on phase-resolving integral wave evo-
lution. While theory and numerical prediction have excellent trend agreement, detailed
local agreement is less satisfactory. The possibility that lack of agreement might be at-
tributable to the numerical model and code was extensively pursued. A higher-order,
quartic algorithm (O(∆x4)) gave visually similar results, as did successive reductions in
the spatial resolution (decreasing ∆x). Figures 9b and c are comparisons of two slightly
different equation systems, one near-exact (the Cnoidal Approximation theory) and the
other (Equations Equations 24 and 34) with a small residual error in some momentum
terms (see Table 2). Given the Table 2 residual errors in the J2, D1 and D2 momentum
terms, closer agreement can not be expected. Table 2 suggests that equations systems (i)
through (iii) would provide inferior predictions.
13.2 Wetting and drying on a uniform beach
Wetting and dry on a beach is perhaps the marque problem in shallow water wave evolution.
The wetting and drying front at xW is a material surface (Sobey, 2009) where the local
water depth h(xW ) + η(xW , t) is zero, the local depth-integrated flow q(xW , t) is also zero,
but the front moves at the finite speed
dxW
dt
= U(xW , t) =
∂q/∂x
∂h/∂x+ ∂η/∂x
∣∣∣∣
(xW ,t)
(52)
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Figure 9: Steady Progressive Wave Evolution. h=10 m, H=4 m, T=10 s.
For the special case of the long wave equations ([Ia, Ip10, Ip11, Ip2]=[1,0,0,0]), successful
solutions have been demonstrated elsewhere (Sobey, 2009). The context is very similar to
the present, and the details will not be repeated. What is of interest here is the impact of
the complete integral evolution equations (Equations 36,37) on the wetting and drying.
Present attention is directed to Test Case 2, which was adapted from the exact transient
tsunami runup solutions of Tinti and Tonini (2005) for the long wave equations. The beach
is uniform at a slope of 0.1. The front is near xF ≈ 0 (hF ≈ 0) and the solution domain
extends to xL=3000 m (hL=30 m), with ∆x=5 m. The initial conditions are an asymmetric
mound, η(x, 0) in quiescent water, q(x, 0)=0. The boundary condition at xF is Type 7, a
moving material surface (Equation 52). The boundary condition at xL are Type 6. Details
of the initial and boundary conditions are taken from the Tinti and Tonini (2005) solutions
and the specific details for the Test Case 2 context are shown in (Sobey, 2009, Figures 9
through 12).
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Figure 10: Field Predictions for Wetting and Drying Problem. Sb=0.1.
Details of the numerical solution of the complete integral evolution Equations 24 and 34
are shown in Figures 10 and 11. For clarity, not every numerical node has been included.
The initial conditions at t=0 and the complete field solutions at t=10 s and 30 s are shown
in Figure 10, together with the shape factors. Also shown is the analytical solution to the
long wave equations ([Ia, Ip10, Ip11, Ip2]=[1,0,0,0]) for the same problem. Note the differing
vertical scales as the solution progresses. The numerical solution to the long wave equations
(Sobey, 2009, Figures 9 through 12) demonstrates visually-exact agreement with the Tinti
and Tonini (2005) solution (the solid line in Figure 10). There are observable discrepancies
between the Tinti and Tonini (2005) solution and the numerical solution to the complete
integral evolution equations, but the discrepancies are extremely small.
Figure 11a shows the detail of the translation (initial drying and then wetting) at the
wetting and drying front, and Figure 11b shows the finite speed of the front. Again, the
differences are extremely small. The long (shallow water) wave equations are routinely
used in beach flow applications (swash, wetting and drying). Figures 10 and 11 support
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Figure 11: Wetting and Drying at Front
this practice.
13.3 Dispersion of an initial mound
The transient evolution of an initial mound is the third illustration. For linear waves,
this is the classical Cauchy-Poisson problem (Lamb, 1932, §238), which provides an exact
solution in spatial Fourier transform space.
The solution domain is unbounded in horizontal x, and the bed is horizontal. The linear
version of the kinematic and dynamic free surface boundary conditions are applicable,
together with the bottom boundary condition for the horizontal bed, but not periodic
lateral boundary conditions. The quiescent initial conditions are
η(x, 0) = η0(x), u(x, z, 0) = w(x, z, 0) = 0 (53)
The linear solution at finite time t is
η(x, t) =
1
2π
∫
∞
−∞
[F0(k) cosωt] exp(ikx) dk
φ(x, z, t) =
1
2π
∫
∞
−∞
[
−
g
k
cosh k(h+z)
cosh kh
F0(k) sinωt
]
exp(ikx) dk
(54)
in which
F0(k) =
∫
∞
−∞
η0(x) exp(−ikx)dx (55)
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is the spatial Fourier transform of the initial water surface, and ω2 = gk tanh kh. Lamb
(1932) provides the linear solution for infinite depth, but the extension to finite depth is
straightforward.
Consistent with this linear approximation, the depth-integrated flow is
q(x, t) =
∫ 0
−h
∂φ
∂x
dz =
1
2π
∫
∞
−∞
[
−i
ω
k
F0(k) sinωt
]
exp(ikx) dk (56)
where depth-integration is terminated at η = 0.
In Eqs. 54 and 56, the quantities in square brackets are the Fourier transforms at time
t. The integrals themselves are each inverse Fourier transforms.
The numerical solution domain extends from xF=-1200 m to xL=+1200 m, with a
spatial resolution of 1024 points (∆x = 2.34 m). The initial water surface profile is the
Gaussian hump η0(x) = A exp[−c(x/b)
2] centred at x = 0; c is ln 2. The initial amplitude
A is 5 m and the initial half-width b is 50 m, describing a moderately steep initial mound.
The water depth h is 100 m. Boundary conditions are Type 4.
Details of the numerical solution of the complete integral evolution Equations 24 and
34 are shown in Figure 12 at times t=0, 5, 15 and 30 s. For clarity, not every numerical
node has been included. Also shown is the linear solution from Equations 54a and 56.
Note again the differing vertical scales as the solution progresses.
Apart from the intrinsic value of the (linear) analytical and transient solution, the
Cauchy-Poisson problem provides an excellent physical illustration of dispersion. The
initial mound has a range of spatial wave numbers k and hence a range of wave frequencies
ω, and a range of wave phase speeds C = ω/k. In deeper water (h=100 m here), waves are
dispersive, with different frequencies travelling at different speeds. The longer wavelength
(shorter k) modes have higher phase speeds and propagate out (to left and right) ahead of
the shorter modes. The separation becomes more apparent with time and distance.
Agreement between the nonlinear numerical solution and the linear analytical solution
is not expected. The non-linearity clearly impacts more on the shorter modes, but the
dispersive separation remains the dominant feature.
Radiation boundary conditions (at a global approximation to the phase speed) is not
entirely satisfactory as dispersion will change the dominant mode at the boundary with
time. In Figure 12d, the disturbance has only recently reached the boundary. Additionally,
the symmetry of the numerical predictions (even about x=0 for η(x, t) and odd for q(x, t))
is a useful confirmation of the numerical code.
13.4 Wave current interaction
The arguments (Equations 26, 31, 33) leading to the rapidly-varied parts of the J2, D1
and D2 contributions to momentum conservation are inclusive. Specifically, current is not
excluded.
But the slowly-varying parts of these terms, the shape factors, have a rather more
restrictive definition. The shape factors are based on steady wave theory without current
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Figure 12: Cauchy-Poisson Problem: Initial Conditions and Field Predictions at t=5, 15
and 30 s.
(Appendix A) and global estimates of wave frequency ω and wave height H. The Appendix
C procedures for the global estimation of ω andH recognise only the wave part of the initial
and boundary conditions. Both setup and mean flow are excluded. Is this sufficient in the
presence of currents?
Wave current interaction can be explored by a variation on the earlier steep progressive
wave illustration to include a steady and uniform opposing current, UE=-1 m/s. An
analytical solution is again provided by Cnoidal Approximation wave theory (Sobey, 2012),
and is seen in Figure 13a, the direction of propagation being positive x. Note in particular
the q scale on the right, where the opposing current is included in q(x; t). The specified
wave heights are the same (4 m), so further differences are not obvious at the scale of
Figures 9 and 13. The wave lengths are 98.2 m and 86.1 m respectively, which can be seen
in the location of the second crest.
The boundary conditions at xF and xL are Type 2 (Table 3), with η(xF , t) through
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Figure 13: Steady Wave Evolution on a Current. h=10 m, H=4 m, T=10 s, UE=-1 m/s.
q(xL, t) also provided by Cnoidal Approximation wave theory. The shape factors are listed
at the top right of Figure 13.
The numerical-analytical comparisons are very comparable to the steady progressive
wave example (Figure 9), a result that might have been anticipated. By definition, the
shape factors are slowly varying. The opposing current is not small and there is some small
changes in the estimated shape factors, but the response pattern remains dominated by the
rapidly-varied parts of the contributory terms to the momentum balance. The Appendix
C procedures for the global estimation of ω and H appear robust.
14 Conclusions
Wave propagation, refraction, diffraction, wave-current interaction and dissipation are core
processes in coastal hydrodynamics, so that depth-integrated and phase-resolving wave evo-
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lution has a wide range of application. Candidate models proliferate, but comprehensive
evaluations are elusive. Evolution models must at least predict the phase-resolving propa-
gation of steep, steady progressive waves in water of uniform depth, for which near-exact
nonlinear models are available from shallow to deep water.
The exact integral conservation for mass (Eq. 1) and horizontal momentum (Eq. 8
with Eqs. 9-11) provide a secure basis for analysis. With near-exact predictions of η(x, t),
u(x, z, t) and w(x, z, t) from steady wave theory, the depth-integrals may be completed
and the phase variation of the terms in the mass and momentum balance identified. The
theoretical phase-history of contributions to the mass and momentum balances is outlined
in Figs. 1 and 2 for waves I through IV (Table 1) from shallow to deep water. The significant
role of the D1 and D2 dispersion terms over the entire spectrum of wave conditions is
especially notable.
Candidate Boussinesq-style equation systems provide specific models for the J2 ad-
vection and D1 and D2 dispersion terms; the residual terms are often (but not always)
exact. Candidate model terms may be compared with near-exact predictors from steady
wave theory. Root-mean-square error summaries (Table 2) demonstrate that none of the
candidate systems can be regarded as adequate over the complete range of expected wave
conditions. The increasing difficulty of Boussinesq-style equations in deeper water is also
apparent.
In 2HD, the exact integral equation system provides three equations (Eqs. 1 and 8) in
four unknowns (η, uα and w). Additionally, the completion of twelve depth-integrals (two
in mass, ten in momentum) is required. The choice of η(xα, t) and the depth-integral flow
qα(xα, z, t) as the three dependent variables provides exact mass conservation (Eq. 24) and
eight unevaluated depth-integrals in vector momentum. The necessary approximations are
restricted to the J2, D1 and D2 terms in the momentum balance.
Heuristic scaling suggests suitable approximations (Eqs. 26, 31 and 33) to these resid-
ual depth-integrals. Part of each approximation is identified as rapidly-varied and phase
resolving, and part as slowly-varying (and locally constant). The rapidly-varied part is con-
firmed (Figs. 3, 5 and 6) against the near-exact predictors from steady wave theory. The
dimensionless element of the slowly-varying part is identified as profile shape factors, Ia
through Ip2 (Fig. 7 and Appendix A); these are integral measures of the vertical structure
of the kinematics.
The proposed integral evolution equation system is Eq. 24 and Eq. 34. Mass conser-
vation is exact, with single terms representing storage and advection. Momentum con-
servation is approximate, again with single terms for each contributory physical process
- storage, advection (J2), gravity, temporal vertical acceleration (D1), advection of verti-
cal momentum (D2), applied surface shear and bed shear. Approximations are restricted
to the J2, D1 and D2 terms. Phase resolution is very respectable throughout the cycle
(Figs. 3, 5, and 6) and wave-averaged rms errors are small (Table 2).
Significantly, the classical long wave equations is a sub-set of this new system of equa-
tions. The extensive experience with the physics and numerics of long waves is usefully
exploited. The characteristic structures (Fig. 8) are closely related and numerical solutions
will proceed in a familiar environment.
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A numerical solution algorithm is based on a quadratic method of lines.
The concluding discussion explores four examples of wave evolution in 1HD. The ini-
tial example, steep steady wave propagation (Fig. 9), is pivotal. The validation of any
Boussinesq-style equation system should include such a comparison. The present integral
momentum equation remain approximate, as exposed in Fig. 9.
Wetting and drying (Figures 10 and 11) is successfully predicted, though this result
emphasises the continuing value of the long wave equations in beach flow applications.
The expected dispersion characteristics in deep water are confirmed by the Cauchy-Poisson
example (Figure 12). The final illustration (Fig. 13) suggests that the range of application
of the present integral evolution equations reasonably extends to wave-current interaction.
A Appendix: Profile Shape Factors
Estimated shape factors are listed in Tables 4 through 7 for ω2h/g from 0.02 to 4 and
H/HLimit from 0.01 to 0.8. Cubic spline interpolation and extrapolation from these surfaces
would be appropriate.
B Appendix: Coefficients in Momentum ODE Equa-
tion
The coefficients in Equation 50 are
A1 = Ip2h
2
i (Ui−1 + 2Ui − Ui+1)/(4∆x
2) A2 = −(Ip10h
2
i + 2Ip11hiηi)/(2∆x
2)
A3 = −Ip2h
2
i (−Ui−1 + 4Ui − Ui+1)/(2∆x
2) A4 = 1 + (Ip10h
2
i + 2Ip11hiηi)/∆x
2
A5 = Ip2h
2
i (−Ui−1 + 2Ui + Ui+1)/(4∆x
2) A6 = −(Ip10h
2
i + 2Ip11hiηi)/(2∆x
2)
and
B = −Ia [Ui(qi+1 − qi−1) + qi(Ui+1 − Ui−1)] /(2∆x)− g(hi + ηi)(ηi+1 − ηi−1)/(2∆x)
+ (Σs − Σb)/ρ
in which Ui−1 = qi−1/(hi−1 + ηi−1), Ui = qi/(hi + ηi) and Ui+1 = qi+1/(hi+1 + ηi+1).
The bathymetry hi−1 through hi+1 is known, but the coefficients A1 through A6 are
nonetheless nonlinear functions of the local nodal variables ηi−1 through qi+1. The constant
B is also a nonlinear function of the same local nodal variables.
Quadratic models for both the surface stress Σs and the bed shear Σb are common,
respectively in terms of the local wind speed W10(x, t) at standard anemometer height
(e.g. Bode and Hardy, 1997) and the local depth-averaged flow q(x, t)/(h(x) + η(x, t)).
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H/HLimit
ω2h/g 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.02 1.000 1.000 1.001 1.004 1.007 1.012 1.019 1.029 1.046
0.04 1.000 1.000 1.002 1.004 1.008 1.013 1.023 1.038 1.060
0.06 1.000 1.001 1.002 1.005 1.009 1.014 1.021 1.035 1.052
0.08 1.000 1.001 1.002 1.005 1.009 1.015 1.024 1.036 1.054
0.1 1.000 1.001 1.003 1.006 1.010 1.016 1.025 1.037 1.055
0.15 1.000 1.001 1.003 1.007 1.011 1.018 1.027 1.040 1.057
0.2 1.001 1.002 1.004 1.008 1.013 1.019 1.029 1.043 1.060
0.25 1.002 1.002 1.005 1.009 1.014 1.021 1.031 1.045 1.066
0.3 1.002 1.003 1.006 1.010 1.016 1.023 1.033 1.048 1.069
0.35 1.003 1.004 1.007 1.011 1.017 1.025 1.036 1.050 1.072
0.4 1.004 1.005 1.008 1.013 1.019 1.027 1.038 1.054 1.076
0.45 1.006 1.007 1.010 1.015 1.021 1.030 1.041 1.057 1.080
0.5 1.007 1.008 1.011 1.017 1.024 1.033 1.045 1.061 1.084
0.6 1.011 1.012 1.015 1.021 1.029 1.039 1.051 1.069 1.094
0.7 1.015 1.016 1.020 1.026 1.034 1.045 1.059 1.077 1.103
0.8 1.021 1.022 1.026 1.033 1.042 1.053 1.068 1.087 1.114
0.9 1.027 1.029 1.033 1.040 1.050 1.062 1.078 1.098 1.127
1.0 1.036 1.037 1.042 1.049 1.059 1.072 1.089 1.110 1.140
1.2 1.056 1.058 1.063 1.071 1.082 1.096 1.114 1.137 1.169
1.4 1.083 1.085 1.090 1.099 1.111 1.126 1.145 1.170 1.204
1.6 1.117 1.119 1.124 1.134 1.146 1.162 1.182 1.208 1.243
1.8 1.158 1.160 1.166 1.176 1.189 1.205 1.225 1.251 1.288
2.0 1.208 1.210 1.216 1.225 1.238 1.255 1.275 1.301 1.338
2.5 1.364 1.366 1.371 1.380 1.392 1.407 1.426 1.451 1.489
3.0 1.558 1.560 1.564 1.571 1.580 1.592 1.609 1.632 1.668
3.5 1.778 1.779 1.782 1.786 1.792 1.801 1.814 1.834 1.869
4.0 2.013 2.013 2.014 2.016 2.019 2.023 2.032 2.050 2.083
Table 4: Ia Shape Factors
C Appendix: Global Estimates for Frequency and
Wave Height
Global estimates for ω and H are required for setting the time and length scales, and for
interpolating for the shape factors from the Appendix A tables.
The local context is communicated through the initial and boundary conditions, as
follows:
• Boundary conditions may provide all, any or none of η(t; xF ), q(t; xF ), η(t; xL),
q(t; xL), depending on the boundary conditions type from Table 3.
34
H/HLimit
ω2h/g 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.02 0.665 0.670 0.697 0.751 0.833 0.939 1.090 1.295 1.496
0.04 0.664 0.668 0.691 0.741 0.830 0.931 1.075 1.275 1.475
0.06 0.663 0.667 0.687 0.733 0.813 0.923 1.060 1.255 1.450
0.08 0.663 0.666 0.684 0.726 0.801 0.916 1.045 1.235 1.425
0.10 0.662 0.665 0.681 0.721 0.792 0.906 1.030 1.220 1.400
0.15 0.660 0.661 0.677 0.710 0.773 0.875 1.007 1.195 1.350
0.20 0.657 0.656 0.674 0.704 0.759 0.853 0.990 1.170 1.300
0.25 0.655 0.652 0.671 0.699 0.749 0.835 0.970 1.141 1.255
0.30 0.652 0.649 0.668 0.696 0.743 0.822 0.948 1.123 1.220
0.35 0.650 0.647 0.665 0.695 0.739 0.813 0.935 1.100 1.180
0.40 0.647 0.644 0.661 0.693 0.737 0.807 0.923 1.085 1.145
0.45 0.644 0.642 0.657 0.691 0.735 0.803 0.915 1.065 1.110
0.50 0.642 0.640 0.653 0.689 0.735 0.801 0.906 1.046 1.080
0.60 0.635 0.635 0.645 0.683 0.734 0.801 0.901 1.030 1.045
0.70 0.630 0.629 0.639 0.676 0.733 0.803 0.899 1.023 1.045
0.80 0.624 0.624 0.632 0.667 0.728 0.804 0.903 1.032 1.084
0.90 0.617 0.617 0.626 0.659 0.722 0.804 0.907 1.040 1.113
1.00 0.610 0.611 0.619 0.651 0.714 0.801 0.910 1.047 1.136
1.20 0.596 0.597 0.606 0.635 0.696 0.789 0.908 1.054 1.165
1.40 0.581 0.583 0.592 0.620 0.677 0.771 0.896 1.049 1.176
1.60 0.565 0.567 0.578 0.604 0.659 0.750 0.876 1.033 1.169
1.80 0.548 0.551 0.562 0.589 0.641 0.728 0.852 1.007 1.147
2.00 0.531 0.534 0.547 0.574 0.624 0.707 0.825 0.976 1.116
2.50 0.488 0.492 0.506 0.534 0.582 0.656 0.760 0.892 1.014
3.00 0.447 0.451 0.467 0.495 0.541 0.608 0.698 0.809 0.908
3.50 0.409 0.414 0.430 0.458 0.501 0.562 0.640 0.734 0.813
4.00 0.375 0.380 0.396 0.424 0.464 0.519 0.588 0.668 0.731
Table 5: Ip10 Shape Factors
• Initial conditions provide η(x; t = 0) and q(x; t = 0).
The estimation algorithms are summarised in Table 8. Record means (setup for η, mean
flow for q) are removed, to focus attention of the wave residual.
Frequency ωp is estimated from the spectral peak, as
∫
∞
0
ωE(ω)5 dω/
∫
∞
0
E(ω)5 dω.
Wave height Hrms is estimated as the rms wave height 2
1.5σ, where σ2 =
∫
∞
0
E(ω) dω.
Wave number kp and depth-integrated flow scale Qrms follow the same pattern.
Frequency ωp is estimated from the wave number kp and the wave height Hrms from
interpolation in the Williams (1985) tables. Wave height is estimated from Qrms as Hrms =
Qrms/Cp, where the phase speed is Cp = ωp/kp.
One or more estimators for ωp and Hrms result. Trivial estimates, such as would result
35
H/HLimit
ω2h/g 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.02 0.525 0.191 0.074 -0.057 -0.210 -0.390 -0.560 -0.780 -0.872
0.04 0.526 0.195 0.080 -0.055 -0.210 -0.390 -0.561 -0.781 -0.872
0.06 0.519 0.197 0.083 -0.051 -0.209 -0.390 -0.562 -0.784 -0.871
0.08 0.509 0.199 0.084 -0.048 -0.206 -0.390 -0.563 -0.787 -0.871
0.10 0.500 0.203 0.084 -0.047 -0.203 -0.391 -0.565 -0.790 -0.870
0.15 0.480 0.229 0.080 -0.046 -0.199 -0.384 -0.570 -0.800 -0.870
0.20 0.461 0.268 0.071 -0.052 -0.200 -0.384 -0.575 -0.810 -0.870
0.25 0.442 0.299 0.060 -0.065 -0.207 -0.385 -0.585 -0.818 -0.872
0.30 0.422 0.313 0.052 -0.084 -0.221 -0.392 -0.603 -0.832 -0.875
0.35 0.401 0.312 0.047 -0.106 -0.240 -0.406 -0.620 -0.845 -0.878
0.40 0.380 0.303 0.046 -0.131 -0.265 -0.426 -0.635 -0.860 -0.880
0.45 0.358 0.289 0.045 -0.155 -0.294 -0.451 -0.650 -0.870 -0.885
0.50 0.336 0.272 0.043 -0.178 -0.326 -0.480 -0.675 -0.879 -0.890
0.60 0.285 0.232 0.031 -0.217 -0.394 -0.549 -0.738 -0.930 -0.920
0.70 0.236 0.185 0.006 -0.252 -0.462 -0.629 -0.806 -0.987 -0.958
0.80 0.182 0.135 -0.027 -0.282 -0.522 -0.710 -0.892 -1.081 -1.092
0.90 0.126 0.081 -0.068 -0.315 -0.576 -0.789 -0.980 -1.176 -1.214
1.00 0.066 0.023 -0.116 -0.352 -0.625 -0.863 -1.068 -1.270 -1.328
1.20 -0.063 -0.102 -0.227 -0.442 -0.719 -0.993 -1.234 -1.453 -1.538
1.40 -0.204 -0.240 -0.354 -0.551 -0.818 -1.109 -1.379 -1.619 -1.725
1.60 -0.353 -0.387 -0.494 -0.676 -0.928 -1.218 -1.505 -1.762 -1.885
1.80 -0.511 -0.543 -0.642 -0.812 -1.048 -1.330 -1.619 -1.885 -2.018
2.00 -0.672 -0.702 -0.796 -0.954 -1.176 -1.443 -1.726 -1.992 -2.129
2.50 -1.073 -1.100 -1.181 -1.317 -1.504 -1.732 -1.978 -2.215 -2.329
3.00 -1.442 -1.465 -1.536 -1.653 -1.812 -2.001 -2.203 -2.394 -2.461
3.50 -1.757 -1.778 -1.840 -1.942 -2.077 -2.233 -2.393 -2.537 -2.553
4.00 -2.017 -2.036 -2.092 -2.181 -2.296 -2.423 -2.548 -2.651 -2.620
Table 6: Ip11 Shape Factors
from q(x) = 0 initial conditions, are ignored. The averages, ω˜ and H, are assigned as the
global scales.
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