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Abstract
Denote the sum of element orders in a finite group G by ψ(G) and let Cn denote
the cyclic group of order n. Suppose that G is a non-cyclic finite group of order
n and q is the least prime divisor of n. We proved that ψ(G) ≤ 711ψ(Cn) and
ψ(G) < 1q−1ψ(Cn). The first result is best possible, since for each n = 4k,
k odd, there exists a group G of order n satisfying ψ(G) = 711ψ(Cn) and the
second result implies that if G is of odd order, then ψ(G) < 12ψ(Cn). Our results
improve the inequality ψ(G) < ψ(Cn) obtained by H. Amiri, S.M. Jafarian Amiri
and I.M. Isaacs in 2009, as well as other results obtained by S.M. Jafarian Amiri
and M. Amiri in 2014 and by R. Shen, G. Chen and C. Wu in 2015. Furthermore,
we obtained some ψ(G)-based sufficient conditions for the solvability of G.
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1. Introduction
The problem of detecting structural properties of a periodic group by looking
at element orders has been considered by various authors, from many different
points of view. For example, if we denote by ω(G) the set of the orders of all
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the elements of G, there are many new and old results as well as many open5
questions concerning ω(G) (see for example [9]). In [1] H. Amiri, S.M. Jafarian
Amiri and I.M. Isaacs introduced the function ψ(G), which denotes the sum of
element orders of a finite group G, and proved that if G is a non-cyclic group
of order n then ψ(G) < ψ(Cn), where Cn denote the cyclic group of order n.
Recently S.M. Jafarian Amiri and M. Amiri in [5] (see also [2] and [4]) and R.10
Shen, G. Chen and C. Wu in [11] studied finite groups G of order n with the
second largest value of ψ(G), and obtained information about the structure of G
if n = pα11 · · · p
αt
t , p1 < · · · < pt, in the case α1 > 1. Products of element orders
of a finite group G and some other functions on the orders of the elements of G
have been recently studied by M. Garonzi and M. Patassini in [3].15
In this paper we continue the study of the function ψ(G).
Our main result is the following theorem:
Theorem 1 If G is a non-cyclic finite group of order n, then
ψ(G) ≤
7
11
ψ(Cn).
This upper bound is best possible, since as shown in the following proposition,
for each n = 4k, k odd, there exists a group of order n satisfying ψ(G) =20
7
11ψ(Cn).
Proposition 2 Let k be an odd integer and let n = 4k. Then
ψ(Cn) = 11ψ(Ck) ψ(C2k × C2) = 7ψ(Ck)
and hence
ψ(C2k × C2) =
7
11
ψ(Cn).
In particular, in view of Theorem 1, it follows by Proposition 2 that if n = 4k
with an odd k, then the group G = C2k × C2 has the maximal sum of element
orders among non-cyclic groups of order n (see also [11], Theorem 1.1) .25
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We also proved the following result, which improves Theorem 1 for groups
of odd order.
Theorem 3 Let G be a non-cyclic finite group of order n and let q be the
smallest prime divisor of n. Then:
ψ(G) <
1
q − 1
ψ(Cn).
Indeed, this theorem implies the following corollary:
Corollary 4 Let G be a non-cyclic finite group of odd order n. Then
ψ(G) <
1
2
ψ(Cn).
30
An important ingredient in our proofs is Corollary B of [1], which states that
if P is a cyclic normal Sylow p-subgroup of a finite group G, then
ψ(G) ≤ ψ(P )ψ(G/P ),
with equality if and only if P is central in G (see Proposition 2.10). Another
important ingredient is our Lemma 2.1, where we proved that if p and q are the
largest and the smallest divisors of an integer n, respectively, then the Euler’s
function ϕ(n) satisfies the following inequality:
ϕ(n) ≥
q − 1
p
n.
We also mention the following almost trivial upper bound for the value of
ψ(G) for non-cyclic groups G.
Proposition 5 Let G be a non-cyclic finite group of order n and let q be the
smallest prime divisor of n. Then:
ψ(G) ≤
(n− 1)n
q
+ 1 <
n2
q
.
3
Proof. Since G is non-cyclic, it follows that o(x) ≤ n/q for each x ∈ G. But
o(1) = 1, so ψ(G) ≤ (n− 1)(n/q) + 1 < n2/q, as required.
Notice, however that ψ(S3) = 13 >
1
2 (q − 1)ψ(C6) =
21
2 . This observation35
raises the following question: what can we say about groups of order n satisfying
ψ(G) ≥ (1/2(q− 1))ψ(Cn)? A partial answer can be found in our next theorem.
Theorem 6 Let G be a finite group of order n and let q and p be the smallest
and the largest prime divisors of n, respectively. Suppose that G satisfies
ψ(G) ≥
1
2(q − 1)
ψ(Cn).
Then G is solvable, the Sylow p-subgroups of G contain a cyclic subgroup of
index p and one of the following statements holds:
(i) The Sylow p-subgroup P of G is cyclic and normal in G;40
(ii) The Sylow q-subgroups of G are cyclic, G is q-nilpotent and G′′ ≤ Z(G);
(iii) The Sylow p-subgroups of G are cyclic, G is p-nilpotent and G′′ ≤ Z(G).
Theorem 6 implies the following corollaries. We use p and q as defined in
Theorem 6.
Corollary 7 The conclusions of Theorem 6 hold if G satisfies
ψ(G) ≥
1
q
ψ(Cn).
Proof. Since q ≥ 2, it follows that q ≤ 2(q − 1).45
Corollary 8 The conclusions of Theorem 6 hold if G is a group of odd order
satisfying
ψ(G) ≥
1
q + 1
ψ(Cn).
Proof. Since q ≥ 3, it follows that q + 1 ≤ 2(q − 1).
Corollary 9 If either G is non-solvable or a Sylow p-subgroup of G contains
no cyclic subgroup of index p, then
ψ(G) <
1
2(q − 1)
ψ(Cn) ≤
1
q
ψ(Cn).
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Our next result is another ψ(G)-based sufficient condition for the solvability
of G.
Theorem 10 Let G be a finite group of order n satisfying
ψ(G) ≥
3
5
nϕ(n).
Then G is solvable and G′′ ≤ Z(G).50
This condition is certainly not necessary for the solvability ofG. For example,
for n = 8 we have
ψ(C2 × C2 × C2) = 15 <
3
5
· 8 · 4 =
3
5
nϕ(n).
On the other hand, for n = 60, the simple group A5 satisfies ψ(A5) = 211 >
1
5nφ(n) = 192.
In the proof of Theorem 10 we apply the following result of Ramanujan (see
[8], page 46): if q1 = 2, q2, · · · , qn, · · · is the increasing sequence of all primes,
then
∏
i=1,··· ,∞
q2i + 1
q2i − 1
=
5
2
.
Our final result deals with groups of order n which satisfy ψ(G) ≥ 1qnϕ(n).
Theorem 11 Let G be a finite group of order n and let q and p be the small-
est and the largest prime divisors of n, respectively. Suppose that G satisfies
ψ(G) ≥
1
q
nϕ(n).
Then either G has a normal cyclic Sylow p-subgroup or it is a solvable group
with a cyclic maximal subgroup of index either p or p+ 1.55
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2. Preliminary results
First we determine a lower bound for ϕ(n).
Lemma 2.1 Let n be a positive integer larger than 1, with the largest prime
divisor p and the smallest prime divisor q. Then
ϕ(n) ≥
q − 1
p
n.
Proof. Let n = pr11 p
r2
2 · · · p
rk
k , where the pi’s are primes, the ri’s are positive
integers and p = p1 > p2 > · · · > pk = q. Our proof is by induction on k.70
If k = 1, then n = pr1 and
ϕ(n) = ϕ(pr1) =
p− 1
p
pr1 =
p− 1
p
n,
as required.
Suppose now that k > 1 and that the lemma holds for all integers with
less than k distinct prime divisors. Set m = pr22 · · · p
rk
k . Then by induction
ϕ(m) ≥ pk−1p2 m and
ϕ(n) = ϕ(pr11 )ϕ(m) ≥
p1 − 1
p1
pr11
pk − 1
p2
m ≥
p1 − 1
p1
pk − 1
p1 − 1
n =
pk − 1
p1
n =
q − 1
p
n,
as required. The proof is now complete.
Our next aim is to find a convenient formula for ψ(G) when G = P ⋊ F , P
is a cyclic p-group for some prime p, |F | > 1 and (p, |F |) = 1.
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Lemma 2.2 Let G be a finite group satisfying G = P ⋊ F , where P is a75
cyclic p-group for some prime p, |F | > 1 and (p, |F |) = 1. Then the following
statements hold.
(1) Each element of F acts on P either trivially or fixed-point-freely.
(2) If x ∈ F , o(x) = m and u ∈ P , then m is the least positive integer
satisfying (ux)m ∈ P .80
(3) If u ∈ P and x ∈ CF (P ), then o(ux) = o(u)o(x).
(4) If u ∈ P and x ∈ F \CF (P ), then o(ux) = o(x).
(5) Let Z = CF (P ). Then
ψ(G) = ψ(P )ψ(Z) + |P |ψ(F \ Z) < ψ(P )ψ(Z) + |P |ψ(F ).
Proof.
(1) Suppose that x ∈ F acts trivially on u ∈ P \ {1}. Then x acts trivially85
on Ω1(P ) and hence it acts trivially on P (see [6], Theorem 5.4.2). The claim
follows from this remark.
(2) Since P ⊳ G, it follows that if n is a positive integer, then (ux)n = vnx
n
for some vn ∈ P . As P ∩ F = {1}, it follows that (ux)
n ∈ P if and only if m
divides n. The claim follows.90
(3) Trivially holds.
(4) Suppose that o(x) = m. By (2) (ux)m ∈ P and hence 1 = [(ux)m, ux] =
[(ux)m, x]. Since x ∈ F \ CF (P ), it follows by (1) that (ux)
m = 1 and by (2)
o(ux) = m = o(x), as required.
(5) It follows by (3) that ψ(PZ) = ψ(P )ψ(Z) and by (4) that ψ(G\(PZ)) =
|P |ψ(F \ Z). Therefore
ψ(G) = ψ(P )ψ(Z) + |P |ψ(F \ Z) < ψ(P )ψ(Z) + |P |ψ(F ).
95
We also need information concerning finite groups with a cyclic maximal
subgroup. First we mention the following related result of Herstein [7].
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Proposition 2.3 (Herstein) If G is a finite group with an abelian maximal
subgroup, then G is solvable.
Using this result we proved the following proposition, which is of independent100
interest.
Proposition 2.4 Let G be a finite group with a cyclic maximal subgroup C.
Then G is solvable and G′′ ≤ Z(G).
Proof. The groupG is solvable by Proposition 2.3. If G′ ≤ C, then G′′ = 1 ≤
Z(G) as required. Otherwise G = G′C and G′′ ≤ C, since otherwise G = G′′C105
and G′ ≤ G′′, a contradiction since G is solvable and G′ 6= 1. Hence G′′ is
cyclic and G/CG(G
′′) is abelian. Consequently G′ and C are both subgroups of
CG(G
′′), yielding again G′′ ≤ Z(G), as required.
Another important and useful result is the following proposition.
Proposition 2.5 Let G be a finite group and suppose that there exists x ∈ G
such that
[G : 〈x〉] < 2p,
where p is the maximal prime divisor of |G|. Then one of the following holds:110
(i) G has a normal cyclic Sylow p-subgroup,
(ii) G is solvable and 〈x〉 is a maximal subgroup of G of index either p or
p+ 1.
Proof. First suppose that p divides [G : 〈x〉]. Since [G : 〈x〉] divides |G|,
our assumption implies that [G : 〈x〉] = p and G is solvable by Proposition 2.4.115
Thus G satisfies (ii).
Now assume that p does not divide [G : 〈x〉]. Then 〈x〉 contains a cyclic
Sylow p-subgroup P of G. If P is normal in G, then (i) holds. So suppose,
finally, that P is not normal in G. Since 〈x〉 ≤ NG(P ), it follows from our
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assumptions that [G : NG(P )] < 2p. Since P is not normal in G, this implies
that [G : NG(P )] = p+ 1 and that NG(P ) is a maximal subgroup of G. But
[NG(P ) : 〈x〉] =
[G : 〈x〉]
[G : NG(P )]
<
2p
p+ 1
< 2,
so NG(P ) = 〈x〉 and 〈x〉 is a cyclic maximal subgroup of G of index p + 1.
By Proposition 2.4 G is solvable, and hence it satisfies (ii). The proof of the
proposition is complete.
We also need the following related result.120
Proposition 2.6 The following statements hold.
(1) If G is a finite 2-group with a cyclic subgroup of index 4, then G′′ ≤ Z(G).
(2) If G is a finite group of order 2α3β with a cyclic subgroup of index less
than 6, then G′′ ≤ Z(G).
Proof. (1) Let 〈a〉 be of index 4 in G and let M be a maximal subgroup125
of G containing 〈a〉. If M = 〈a〉, then the result follows by Proposition 2.4.
So assume that M > 〈a〉. Then [G : M ] = 2, implying that M is normal in
G, G′ ≤ M and G′′ ≤ M ′. Moreover, M has a maximal cyclic subgroup and
therefore by Theorem 5.3.4 in [10], either M is abelian, or M ′ has order 2, or
M is dihedral, semidihedral or generalized quaternion.130
If M is abelian then G′′ = 1 and if |M ′| ≤ 2, then G′′ ≤M ′ implies that G′′
is a normal subgroup of G of order at most 2, thus G′′ ≤ Z(G), as required.
Now suppose thatM is either dihedral, or semidihedral or generalized quater-
nion. Then there exists x ∈ M such that ax = a−1aγ2
n−1
, where o(a) = 2n,
γ ∈ {0, 1}, o(x) ∈ {2, 4} and x2 ∈ Z(M).135
Write G =M〈y〉.
If ay ∈ 〈a〉, then 〈a〉 is normal in G, thus G′ ≤ 〈a〉 since |G/〈a〉| = 4. Hence
G′ is abelian and G′′ = 1, as required.
Suppose, finally, that ay /∈ 〈a〉. Then ay = aδx, where δ is an integer. We
have
(a2)y = aδxaδx = aδx2a−δaγ2
n−1δ = x2aγ2
n−1δ
9
and (ay)4 = (aγ2
n−1δx2)2 = x4 = 1. Hence o(a) = o(ay) = 4, |M | = 8 and
M ′ ≤ 〈a2〉. Thus G′′ ≤ M ′ has order at most 2 and hence it is contained in140
Z(G), as required.
(2) Let 〈a〉 be a cyclic subgroup of G of index less than 6.
If |G : 〈a〉| = 2 or |G : 〈a〉| = 3, then the result follows from Proposition 2.4.
Suppose, finally, that |G : 〈a〉| = 4. If β = 0 then the result follows by (1),
and if 〈a〉 is maximal in G, then the result follows again from Proposition 2.4.145
So suppose that β > 0 and that 〈a〉 is not maximal inG. Then by Proposition
2.5 G has a normal cyclic Sylow 3-subgroup P . Thus G = P ⋊ D , where
|D| = 2α. Obviously P ≤ 〈a〉 and D ≃ G/P has the cyclic subgroup 〈a〉/P of
index 4. Hence by (1), D′′ ≤ Z(D). Now we have G = PD, G′ ≤ CG(P ) and
G′ = D′[P,D], which implies that
G′′ = D′′ ≤ Z(D) ∩ CG(P ) ≤ Z(G),
as required.
We also state the result of Ramanujan (see [8], page 46), which was men-
tioned in the introduction.
Proposition 2.7 (Ramanujan) If q1 = 2, q2, · · · , qn, · · · is the increasing
sequence of all primes, then
∏
i=1,··· ,∞
q2i + 1
q2i − 1
=
5
2
.
This proposition implies the following lemma.150
Lemma 2.8 Let p2, p3, . . . , ps be primes satisfying p2 < p3 < · · · < ps. If
p2 > 3 then
s∏
i=2
p2i − 1
p2i + 1
>
5
6
.
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Proof. If p2 > 3, then Proposition 2.7 implies that
22 + 1
22 − 1
32 + 1
32 − 1
∏
i=2,··· ,s
p2i + 1
p2i − 1
<
5
2
.
Thus
∏
i=2,··· ,s
p2
i
+1
p2
i
−1
< 65 , yielding
∏
i=2,··· ,s
p2i − 1
p2i + 1
>
5
6
,
as required.
We shall also need some basic facts about ψ(Cn).
Lemma 2.9
(1) If P is a cyclic group of order pr for some prime p, then
ψ(P ) =
p2r+1 + 1
p+ 1
=
p|P |2 + 1
p+ 1
.
155
(2) Let p1 < p2 < · · · < pt = p be the prime divisors of n and denote the
corresponding Sylow subgroups of Cn by P1, P2, . . . , Pt. Then
ψ(Cn) =
t∏
i=1
ψ(Pi) ≥
2
p+ 1
n2.
Proof.
(1) ψ(P ) = 1 + pϕ(p) + p2ϕ(p2) + · · ·+ prϕ(pr) = p
2r+1+1
p+1 =
p|P |2+1
p+1 .
(2) Since Cn = P1×P2× · · · ×Pt, it follows by Lemma 2.2(3) that ψ(Cn) =
∏t
i=1 ψ(Pi). Since pi+1 ≥ pi + 1 for all i and p1 ≥ 2, it follows by (1) that
ψ(Cn) =
t∏
i=1
pi|Pi|
2 + 1
pi + 1
>
t∏
i=1
pi
pi + 1
|Pi|
2 ≥
2
p+ 1
n2.
In most cases, we shall apply the results of Lemma 2.9 without reference.160
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Finally, we state Corollary B from [1].
Proposition 2.10 If P is a cyclic normal Sylow p-subgroup of a finite group
G, then
ψ(G) ≤ ψ(P )ψ(G/P ),
with equality if and only if P is central in G.
3. Proofs of the main results.
Since we are using the result of Theorem 3 for the proof of Theorem 1, we
shall prove Theorem 3 first. The proof of Proposition 2 will follow that of165
Theorem 1.
Proof of Theorem 3. We need to prove that if ψ(G) ≥ 1q−1ψ(Cn), then
G ∼= Cn.
Clearly ψ(Cn) > nϕ(n) and by Lemma 2.1 ϕ(n) ≥ (q − 1)n/p, where p
denotes the largest prime divisor of n. Hence by our assumptions ψ(G) >
n(q−1)n
(q−1)p = n
2/p, which implies that there exists x ∈ G with o(x) > n/p. Thus
[G : 〈x〉] < p and 〈x〉 contains a Sylow p-subgroup P of G. Since 〈x〉 ≤ NG(P ),
it follows that P is a cyclic normal subgroup of G and Proposition 2.10 implies
that
ψ(P )ψ(G/P ) ≥ ψ(G) ≥
1
q − 1
ψ(Cpr )ψ(Cn/pr ),
where pr = |P |. Since P ∼= Cpr , cancellation yields
ψ(G/P ) ≥
1
q − 1
ψ(Cn/pr ).
If n = pr, p a prime, then the existence of x ∈ G satisfying o(x) > n/p
implies that o(x) = n and G is cyclic, as required. So we may assume that n170
is divisible by exactly k different primes with k > 1. Applying induction with
respect to k, we may assume that the theorem holds for groups of order which
has less than k distinct prime divisors. Since |G/P | has k − 1 distinct prime
divisors and G/P satisfies our assumptions, it follows that G/P is cyclic and
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G = P ⋊ F , with F ∼= G/P and F 6= 1. Notice that n = |P ||F |, P and F are175
both cyclic and (|P |, |F |) = 1. Hence ψ(Cn) = ψ(P )ψ(F ).
If CF (P ) = F , then G = P × F and G is cyclic, as required.
So it suffices to prove that if CF (P ) = Z < F , then ψ(G) < (1/(q−1))ψ(Cn),
contrary to our assumptions. It follows by Lemma 2.2(5) that
ψ(G) = ψ(P )ψ(Z) + |P |ψ(F \ Z) < ψ(P )ψ(Z) + |P |ψ(F ).
Hence
ψ(G) < ψ(P )ψ(F )(
ψ(Z)
ψ(F )
+
|P |
ψ(P )
) = ψ(Cn)(
ψ(Z)
ψ(F )
+
|P |
ψ(P )
).
Notice first that since P is a cyclic p-group, we have
|P |
ψ(P )
=
|P |(p+ 1)
p|P |2 + 1
<
p+ 1
p|P |
≤
p+ 1
p2
<
p+ 1
p2 − 1
=
1
p− 1
≤
1
q
.
Next notice that Z is a proper subgroup of the cyclic group F and ψ(F ) is
a product of ψ(S), with S running over the Sylow subgroups of F . Since also
ψ(Z) is a similar product, and since at least one Sylow subgroup of Z, say Sylow
r-subgroup RZ , is properly contained in the Sylow r-subgroup RF of F of order
rs, it follows that
ψ(Z)
ψ(F )
≤
ψ(RZ)
ψ(RF )
≤
r2(s−1)+1 + 1
r2s+1 + 1
.
Since r ≥ q and s ≥ 1, we get
ψ(Z)
ψ(F )
≤
r2s−1 + 1
r2s+1 + 1
<
1
q(q − 1)
.
Therefore
ψ(G) < ψ(Cn)(
ψ(Z)
ψ(F )
+
|P |
ψ(P )
) < ψ(Cn)(
1
q(q − 1)
+
1
q
) = ψ(Cn)
1
q − 1
,
a contradiction.
The proof is now complete.
We continue with the proof of Theorem 1.180
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Proof of Theorem 1. Throughout this proof G denotes a non-cyclic finite
group of order n satisfying
ψ(G) >
7
11
ψ(Cn).
Let p1 < p2 < · · · < pt = p be the prime divisors of n and denote the correspond-
ing Sylow subgroups of Cn by P1, P2, . . . , Pt. By Lemma 2.9 ψ(Cn) ≥
2
p+1n
2,
so our assumptions imply that G satisfies
ψ(G) >
7
11
ψ(Cn) ≥
14
11(p+ 1)
n2.
Our aim is to reach a contradiction. Our proof is by induction on the size of p.
By our assumptions there exists x ∈ G with o(x) > 1411(p+1)n, which implies
that
[G : 〈x〉] <
11(p+ 1)
14
.
Suppose, first, that p = 2. Then G is a 2-group and [G : 〈x〉] < 3314 . Thus
[G : 〈x〉] = 2, n ≥ 4 and n2 ≥ 16, implying that
ψ(G) ≤ ψ(Cn/2)+(
n
2
)2 =
2(n/2)2 + 1
3
+
n2
4
=
5
12
n2+
1
3
≤ (
7
11
)(
2n2 + 1
3
) = (
7
11
)ψ(Cn),
a contradiction.
Next assume that p = 3 and [G : 〈x〉] < 4414 . If G is a 3-group, then Theorem
3 yields ψ(G) < 12ψ(Cn) <
7
11ψ(Cn), a contradiction. So we may assume that
n = 2a3b for some positive integers a and b. Since [G : 〈x〉] < 4414 , it follows
that [G : 〈x〉] ≤ 3. Hence either [G : 〈x〉] = 2 or [G : 〈x〉] = 3. Notice for later
reference that if n = 2a3b, then
7
11
ψ(Cn)
=
7
11
ψ(C2a)ψ(C3b ) =
7
11
(
22a+1 + 1
3
)(
32b+1 + 1
4
)
=
7
22
22a32b +
7
66
22a +
7
44
32b +
7
132
.
Suppose first that [G : 〈x〉] = 2. Then 〈x〉 contains a cyclic Sylow 3-subgroup
P of G and since 〈x〉 ≤ CG(P ), it follows that P is normal in G.
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If there exists y ∈ G \ 〈x〉 with [G : 〈y〉] = 2, then y ∈ CG(P ) and hence
P ≤ Z(G). Thus G = P × Q, where Q is a non-cyclic Sylow 2-subgroup of G
and it follows by our result for p = 2 that
ψ(G) = ψ(P )ψ(Q) ≤ ψ(P )(
7
11
)ψ(C|Q|) = (
7
11
)ψ(Cn),
a contradiction.185
So suppose that o(y) ≤ n3 for all y ∈ G \ 〈x〉. Since a ≥ 1 and b ≥ 1, we
obtain the following final contradiction with respect to [G : 〈x〉] = 2:
ψ(G) ≤ ψ(Cn
2
)+(
n
2
)(
n
3
) = ψ(C2a−1 )ψ(C3b)+
n2
6
= (
22a−1 + 1
3
)(
32b+1 + 1
4
)+
n2
6
= (
1
6
)(
3
4
)22a32b +
22a
24
+
32b
4
+
1
12
+
22a32b
6
=
7
24
22a32b +
22a
24
+
32b
4
+
1
12
=
7
22
22a32b +
7
66
22a +
7
44
32b +
7
132
+(
7
24
−
7
22
)22a32b + (
1
24
−
7
66
)22a + (
1
4
−
7
44
)32b + (
11
132
−
7
132
)
<
7
11
ψ(Cn)−
7
264
22a32b +
1
11
32b +
4
132
≤
7
11
ψ(Cn)−
7
66
32b +
6
66
32b +
2
66
<
7
11
ψ(Cn).
We approach now the second possibility: p = 3 and [G : 〈x〉] = 3. By the
previous arguments we may assume that no element of G is of order n2 and hence
o(y) ≤ n3 for all y ∈ G. By considering elements of G belonging to 〈x〉 and those
outside it, and recalling that b ≥ 1, we obtain the following contradiction:
ψ(G) ≤ ψ(C2a )ψ(C3b−1 ) + 2(
n
3
)2 = (
22a+1 + 1
3
)(
32b−1 + 1
4
) +
2
9
n2
=
1
18
22a32b +
1
6
22a +
1
36
32b +
1
12
+
2
9
22a32b =
5
18
22a32b +
1
6
22a +
1
36
32b +
1
12
=
7
22
22a32b +
7
66
22a +
7
44
32b +
7
132
+(
5
18
−
7
22
)22a32b + (
1
6
−
7
66
)22a + (
1
36
−
7
44
)32b + (
11
132
−
7
132
)
<
7
11
ψ(Cn)−
4
99
22a32b +
2
33
22a +
1
33
≤
7
11
ψ(Cn)−
36
99
22a +
6
99
22a +
1
33
<
7
11
ψ(Cn).
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So assume, finally, that p > 3 and that the theorem holds for smaller values
of p. Then
[G : 〈x〉] <
11(p+ 1)
14
≤ p
and 〈x〉 contains a cyclic Sylow p-subgroup P of G. Since 〈x〉 ≤ NG(P ), it
follows that P is a cyclic normal subgroup of G and Proposition 2.10 implies
that
ψ(P )ψ(G/P ) ≥ ψ(G) >
7
11
ψ(Cpr )ψ(Cn/pr ),
where pr = |P |. Since P ∼= Cpr , cancellation yields
ψ(G/P ) >
7
11
ψ(Cn/pr ).
Since the maximal prime dividing n/pr is smaller than p, our induction hypoth-
esis implies that G/P is cyclic and G = P ⋊ F, with F ∼= G/P and F 6= 1.
Notice that n = |P ||F |, with both P and F being cyclic, and (|P |, |F |) = 1.
Hence ψ(Cn) = ψ(P )ψ(F ).
If CF (P ) = F , then G = P × F and G is a cyclic, a contradiction. So190
suppose that CF (P ) = Z < F . Lemma 2.2(5) then implies that
ψ(G) < ψ(P )ψ(F )(
ψ(Z)
ψ(F )
+
|P |
ψ(P )
) = ψ(Cn)(
ψ(Z)
ψ(F )
+
|P |
ψ(P )
).
Notice first that since P is a cyclic p-group and p > 3, we have
|P |
ψ(P )
=
|P |(p+ 1)
p|P |2 + 1
<
p+ 1
p|P |
≤
p+ 1
p2
≤
6
25
<
1
4
.
Next notice that Z is a proper subgroup of the cyclic group F and ψ(F ) is
a product of ψ(S), with S running over the Sylow subgroups of F . Since also
ψ(Z) is a similar product, and since at least one Sylow subgroup of Z, say Sylow
r-subgroup RZ , is properly contained in the Sylow r-subgroup RF of F of order
rs, it follows that
ψ(Z)
ψ(F )
≤
r2(s−1)+1 + 1
r2s+1 + 1
.
But r ≥ 2 and s ≥ 1, so
r2(s−1)+1 + 1
r2s+1 + 1
≤
1
r + 1
,
16
since this inequality is equivalent to 1 ≤ r2s−2(r2− r− 1), which is true. Hence
ψ(Z)
ψ(F )
≤
1
r + 1
≤
1
3
,
and
ψ(G) < ψ(Cn)(
ψ(Z)
ψ(F )
+
|P |
ψ(P )
) < ψ(Cn)(
1
3
+
1
4
) = ψ(Cn)
7
12
< ψ(Cn)
7
11
,
a final contradiction.
The proof is now complete.
Next we prove Proposition 2.
Proof of Proposition 2. We start with the proof of the first equality:
ψ(Cn) = ψ(C4k) = ψ(C4)ψ(Ck) =
32 + 1
2 + 1
ψ(Ck) = 11ψ(Ck).
Next we prove the second equality:
ψ(C2k × C2) = ψ(Ck × C2 × C2) = ψ(Ck)ψ(C2 × C2) = 7ψ(Ck).
The claim follows.195
We continue with a proof of Theorem 6.
Proof of Theorem 6. Since ψ(Cn) > nϕ(n) and by Lemma 2.1 ϕ(n) ≥
(q−1)n
p ,
it follows by our assumptions that ψ(G) > n
2
2p . Hence there exists x ∈ G such
that o(x) > n2p and
[G : 〈x〉] < 2p.
First we shall prove that G is solvable. Let k be the number of prime divisors
of n. Our proof is by induction on k.
If k = 1, then G is a p-group, hence solvable, as claimed. So assume that
k > 1 and that the claim holds for k − 1.200
If p | [G : 〈x〉], then [G : 〈x〉] = p and 〈x〉 is a cyclic maximal subgroup of G.
Hence by Proposition 2.3 G is solvable, as claimed.
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So suppose that p ∤ [G : 〈x〉]. Then 〈x〉 contains a cyclic Sylow p-subgroup
P of G.
If P is normal in G, then Proposition 2.10 and our assumptions imply that
ψ(P )ψ(G/P ) ≥ ψ(G) ≥
1
2(q − 1)
ψ(C|P |)ψ(C|G/P |),
and since ψ(P ) = ψ(C|P |), it follows that
ψ(G/P ) ≥
1
2(q − 1)
ψ(C|G/P |).
Hence, by induction, G/P is solvable and so G is solvable, as claimed.205
Suppose, finally, that P is not normal in G. Since 〈x〉 is a subgroup of
NG(P ), it follows that [G : NG(P )] < 2p and hence
[G : NG(P )] = p+ 1.
Since
[NG(P ) : 〈x〉] =
[G : 〈x〉]
[G : NG(P )]
≤
2p
p+ 1
< 2,
it follows that NG(P ) = 〈x〉 is a cyclic maximal subgroup of G. Hence G is
solvable by Proposition 2.3 and the proof of our claim is complete.
We proceed with the proof of the theorem. As shown above, there exists
x ∈ G such that [G : 〈x〉] < 2p. By Proposition 2.5 this implies that either
G has a normal cyclic Sylow p-subgroup or 〈x〉 is a maximal subgroup of G of210
index either p or p + 1. In either case, the Sylow p-subgroups of G contain a
cyclic subgroup of index p, as required.
If G has a normal cyclic Sylow p-subgroup, then (1) holds. If 〈x〉 is a maximal
subgroup of G of index p, then it contains a Sylow q-subgroup Q of G. Since Q
is cyclic and q is the smallest prime divisor of n, it follows by Theorem 10.1.9215
in [5] that G is q-nilpotent. Moreover, by Proposition 2.4 G′′ ≤ Z(G) and (2)
holds.
Finally, if 〈x〉 is a maximal subgroup of G of index p+ 1, then it contains a
cyclic Sylow p-subgroup P of G. If P is normal, then (1) holds. So suppose that
P is not normal in G. Since 〈x〉 ≤ NG(P ), it follows that [G : NG(P )] < 2p,220
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which implies that [G : NG(P )] = p + 1. As shown above NG(P ) = 〈x〉 and
hence NG(P ) = CG(P ). Thus G is p-nilpotent by Burnside’s theorem, and since
〈x〉 is a cyclic maximal subgroup of G, Proposition 2.4 implies that G′′ ≤ Z(G)
and (3) holds. The proof of the theorem is complete.
We continue with a proof of a sufficient condition for the solvability of a225
finite group G.
Proof of Theorem 10. Suppose that
ψ(G) ≥
3
5
nϕ(n)
and let p1 be the maximal prime dividing n. By Lemma 2.1 ϕ(n) ≥ n/p1, so
by our assumptions ψ(G) ≥ 35n
2/p1. Hence there exists an element x of G with
o(x) > 35n/p1 and
|G : 〈x〉| <
5
3
p1 < 2p1.
It follows by Proposition 2.5 that either G is solvable, or G has a normal cyclic
Sylow p1-subgroup P1.
We prove first that G is solvable. Clearly we may assume that n is divisible
by at least three different primes and hence p1 ≥ 5. We may also assume that
G has a normal cyclic Sylow p1-subgroup P1. Hence G = P1 ⋊H for a suitable
subgroup H of G, and by Proposition 2.10 ψ(G) ≤ ψ(P1)ψ(H). Thus
ψ(H) ≥
ψ(G)
ψ(P1)
.
Let |H | = h. Then n = h|P1| and ϕ(n) = ϕ(h)ϕ(|P1|) = ϕ(h)(p1 − 1)|P1|/p1.
Recalling that p1 ≥ 5, we get
ψ(H) ≥ (
3
5
)(
nϕ(n)(p1 + 1)
(p1|P1|2 + 1)
) = (
3
5
)(
hϕ(h)|P1|(p1 − 1)|P1|(p1 + 1)
p1(p1|P1|2 + 1)
)
> (
3
5
)(
hϕ(h)|P1|
2(p21 − 1)
(p21 + 1)|P1|
2
) = (
3
5
)(
hϕ(h)(p21 − 1)
(p21 + 1)
) ≥ hϕ(h)(
3
5
)(
24
26
) > hϕ(h)
1
2
.
Let p2 be the maximal prime dividing h. Then by Lemma 2.1 ψ(H) >
1
2
h2
p2
, and
hence there exists an element y ∈ H satisfying o(y) > 12
h
p2
. Thus |H : 〈y〉| < 2p2230
19
and by Proposition 2.5 either H is solvable or there exists a normal cyclic Sylow
p2-subgroup P2 of H . If H is solvable, then also G is solvable, as required.
So suppose that there exists a normal cyclic Sylow p2-subgroup P2 of H .
Then G = P1 ⋊ (P2 ⋊ V ) for a suitable subgroup V of G.
Now, let p1 > p2 > · · · > pt > 3 be primes and suppose that
G = P1 ⋊ (P2 ⋊ (· · ·⋊ (Pt ⋊K))),
where Pi are cyclic Sylow pi-subgroups of G and K is a suitable subgroup of G.
Write |K| = k and suppose that t is maximal under these conditions. It follows
from Proposition 2.10 that
ψ(G) ≤ ψ(P1)ψ(P2) · · ·ψ(Pt)ψ(K),
and hence, noting that pt > 3 and using Lemma 2.9, we get
ψ(K) ≥
ψ(G)
ψ(P1)ψ(P2) · · ·ψ(Pt)
≥
3
5
nϕ(n)
t∏
i=1
(pi + 1)
(pi|Pi|2 + 1)
=
3
5
kϕ(k)
t∏
i=1
|Pi|(pi − 1)|Pi|(pi + 1)
pi(pi|Pi|2 + 1)
=
3
5
kϕ(k)
t∏
i=1
|Pi|
2(p2i − 1)
pi(pi|Pi|2 + 1)
>
3
5
kϕ(k)
t∏
i=1
p2i − 1
p2i + 1
> kϕ(k)(
3
5
)(
5
6
) = kϕ(k)
1
2
.
Let pt+1 be the maximal prime dividing k. Then by Lemma 2.1 ψ(K) >235
1
2
k2
pt+1
, and there exists an element v ∈ K satisfying o(v) > 12
k
pt+1
. Thus |K :
〈v〉| < 2pt+1 and by Proposition 2.5 either K is solvable, or there exists a normal
cyclic Sylow pt+1-subgroup Pt+1 of K. In the former case, K is solvable, and
hence alsoG is solvable, as required. If, on the other hand, the latter case occurs,
then K = Pt+1 ⋊W for a suitable subgroup W of K, and by the maximality of240
t, pt+1 ≤ 3. Thus K is a (2, 3)-group, hence solvable, so also G is solvable. The
proof of the solvability of G is now complete.
Moreover, we have proved that
G = P1 ⋊ (P2 ⋊ (· · · (Pt ⋊K))),
20
where Pi are cyclic Sylow pi-subgroups of G, and either K has a cyclic maximal
subgroup or |K| = 2α3β and K has a cyclic subgroup of index < 6. We shall
show now by induction on t that these assumptions imply that G′′ ≤ Z(G). If
t = 0, then the result follows from Proposition 2.4 and Proposition 2.6(2). So
suppose that t > 0 and set H = (P2⋊ · · · (Pt⋊K)). It follows by induction that
H ′′ ≤ Z(H). Since G = P1⋊H , where P1 is cyclic group, we have G
′ ≤ CG(P1)
and G′ = H ′[P1, H ]. Hence
G′′ = H ′′ ≤ Z(H) ∩ CG(P1) ≤ Z(G),
which completes the proof of Theorem 10.
Our last proof is that of Theorem 11, concerning groups of order n satisfying
ψ(G) ≥ 1qnϕ(n).245
Proof of Theorem 11. Suppose that G is a group of order n and it satis-
fies ψ(G) ≥ 1qnϕ(n). Since by Lemma 2.1 ϕ(n) ≥
(q−1)n
p , it follows by our
assumptions that ψ(G) ≥ (q−1)n
2
qp . Thus there exists x ∈ G with o(x) >
(q−1)n
qp
and
[G : 〈x〉] <
q
q − 1
p ≤ 2p.
Hence by Proposition 2.5 either G has a normal cyclic Sylow p-subgroup, or it
is a solvable group with a cyclic maximal subgroup of index either p or p + 1,
as required. The proof of the theorem is now complete.
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