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We calculate some denite integrals which (up to now) computer algebra systems
like Maple or Mathematica are unable to evaluate. The rst one is a simply looking
integral involving cos and log , the others are some integrals containing polyloga-
rithmic functions. It is shown that they can be evaluated by rational combinations
of functions and products of functions at positive integers.
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cation. 11M99, 33E99.
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1. Introduction
To justify our doing, we quote J.J. Sylvester (18141897):
It seems to be expected of every pilgrim up the slopes of the mathematical
Parnassus, that he will at some point or other of his journey sit down
and invent a denite integral or two towards the increase of the common
stock. ([S])























The other integrals contain polylogarithmic functions. The polylogarithmic function L
p







































































  1](2k)(2m+ 1  2k)
o
: (1.4)
2. The proof of the identity (1.1)























x log sinx dx:


















































cos 2x log sin x dx =
1
2








































(1 + cos x) log(1 + cos x) dx:



















































y [log 2 + 2 log sin y]dy












y log sin y dy =  log 2 + 8B;
2
hence
C = (1  log 2):





(1 + cos x) log(a+ cos x)dx; a  1;







1 + cos x
a+ cos x







The classical substitution t = tan (x=2) (or computer algebra, or a classical table of




















































(simply checked by dierentiating both sides) proves (1.1).
3. The proof of the identities (1.3), (1.4)
A standard reference for the properties of polylogarithmic functions is the book of L.
Lewin ([L]). According to A.B. Goncharov ([G]) the history of these functions can be
traced back to Leibniz and J.Bernoulli. In the last time there seems to be an growing
interest in these functions ([G],[M],[Z]). For the index m = 1 obviously holds
L
1
(z) =   log(1  z):












































The corresponding integrals for polylogarithmic functions of higher indices are unknown
to these computer algebra systems. We evaluate these integrals using formulas proved in
[BBG] (some of them go back to Euler [E]).









Since the series (1.2) for Re(p) > 1 converges still on jzj = 1 we have
L
p




  1)(p) for Re(p) > 1:
Moreover, L
1









































































































































































































; g(s) = L
l

































































(x)  (l)g log(1  x) = 0:







































































; g = L
l 1













































































We use this in (3.1) and nd
A
l
















+ log 2f(l)  L
l
( 1)g











































































































































































; s = 1; 2; :::; t = 2; 3; :::;
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(1; l) + L
l+1
( 1): (3.5)
We quote from [BBG] (p.278) (also proved in [N])
2
h
























) (p) for Re(p) > 1; (1) = log 2:















(k + 1) (l  k); (3.6)
and, using L
l
( 1) =  (l) ,
B
l









(k) (l + 1  k)  (l + 1):
Especially, after some transformation,
A
2m




(k + 1) (2m  k);
B
2m




(k + 1) (2m  k)  (2m+ 1):
We use the expression for A
2m

















](k + 1) (2m  k):
In the sum the terms with k even cancel and we obtain, changing the sense of the















(2k) (2m+ 1  2k):








in the identity containing J
m
.



























](k + 1) (2m  k):


























  1g(2k) (2m+ 1  2k):
This is identity (1.4) for J
m
.










































(k + 1) (l  k)
)
:













ds; l  2; j = 1; :::[l=2]







































g(k + 1) (l  k)
)
:
It is obvious that the identities for m = 1 mentioned in the introduction are included.
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