in the present paper an intrinsic one-to-one correspondence between the (finite) multiple Nevanlinna-Pick matrix interpolation (NP) problem in the Carath6odory class and the Carath6odory matrix coefficient (CC) problem (or, equivalently, the truncated trigonometric matrix moment (TM) problem) is established. Thanks to this correspondence, the NP problem is reduced to what amounts to solving the CC problem (or the TM problem) associated with the so-called Toeplitz block-vector of the former in both the nondegenerate and degenerate cases simultaneously.
able way, to the study of the truncated power or trigonometric moment problems, which in turn can be regarded as the limiting cases at a single node of the former. There exist several approaches to the solution of these problems via this line (see, e.g., [18, 2, 13, 15, 16, 19] ). The transition, however, from the Nevanlinna-Pick type problems to their limiting cases seems to be not a simple matter even in the scalar case or in the case of simple nodes, and some details need to be considered and verified rather carefully.
The multiple Nevanlinna-Pick interpolation (NP) problem in the Nevanlinna class .A/p has been recently examined via the so-called Hankel vector approach in [7] for the scalar case and in [9] for the matrix-valued function case. The studies were concerned mainly with an explicit one-to-one correspondence between the solutions to that NP problem and the solutions to a certain power moment problem associated with the so-called Hankel (block-)vector of the former.
In the present paper we primarily study an interesting connection between the (finite) NP problem but in the class ~p (Carath6odory) and the Carath6odory matrix coefficient (CC) problem (or, equivalently, the truncated trigonometric matrix moment (TM) problem). This then leads to a reduction of the solution of the finite NP problem to the solution of the corresponding CC problem (or the TM problem) in both the nondegenerate and degenerate cases simultaneously.
The overall strategy used here is much the same as that for the NP problem in the class .,t'p [7, 9] . The main tool adopted in our analysis is the notion of what we shall call the Toeplitz block.vector of an NP problem in the class ~'' t,. In analogy to [7, 9] we shall show that with a fixed NP problem in the class ~6't, there corresponds a unique block-vector, referred to as the Toeplitz blockvector of the NP problem, such that the NP problem can be reduced to what amounts to a certain CC problem (or, equivalently, a certain TM problem) as.. sociated with that Toeplitz block-vector. This development leads to an intrinsic one-to-one correspondence between the solutions to these two problems, and thus permits to reduce the NP problem in ~p to solving the CC or the TM problem.
Further on, let ,Sep denote the Schur class of CP×P-valued functions. Since functions of classes ~1, and .Se r can be transformed into each other via a homog~'aphic transformatio~l, the NP problems in these two classes are treated in essentially the same way.
Explicit formulations of the afore-cited problems are as follows. Throughout this paper, for Hermitian matrices A and B, we write A >I B [A > B, resp.] to indicate ,4 -B is Hermitian nonnegative [positive] . IIEll stands for the spectral norm (i.e., the largest singular value) of any matrix E. Notice that if [[El[ ~< I ,E E C p×q, then and only then EE*<~ I I, (or E*E <~ lq) . We sometimes write the function z ~ F(z) as simply F(z).
(1) The NP problem in the class c6~p [,Y~, resp.]: Given p distinct points zm,...,z~, in the open unit disc D of the complex plane with multiplicities Ti,..., l"t,, Ti ~ 1, respectively, the number of nodes n = ~:| z~ >i 2 and ca E C "×p, i = 1,..., p,k = 0,..., ~ -1, it is required to find conditions for the existence of a G(z) E Cp[.~p resp.], the Carath~odory [Schur, resp.] class of Ct'×P-valued functions G(z) holomorphic in D and with nonnegative real part [contractive: [[G(z) [I ~< 11 there, such that 
d k I
k!d2 kG(2) =ca, i= l,...,p, k =O,...,zi-i (!.1) ),=zt and to describe the solutions if these conditions are met. ~"-~ with Co * find (2) The CCproblem: Given a p x p matrix sequence {ck Jk=0 = Co, CP×P-valued functions F(z) E ~, whose power series expansions at z = 0 begin with the terms Co + 2e|z +... + 2c,,_~z "-|, that is,
It is well known (see, e.g., [18, 2, 12] ) that the CC problem (1.2) is equivalent to the following TM problem.
i.,,-| with Co * as in Eq. (i.2), it is required (3) The TM problem: Given { ck j ~-=0 = Co to find Hermitian measures tr (0) by which the class ~e~p is characterised as well, and with its inverse formula (see, e.g., [12] , p. 36),
where C is a constant matrix, and an asterisk (*) is used for Hermitian conjugate of the indicated matrix.
A popular criterion for the solvability of the NP problem (1. t) is the nonnegativity of a generalized Pick-block matrix (see (2.12) for definition). While the solvability of the CC problem (1.2) or the TM problem (1.3) depends on the
nonnegativity of the associated block-Toeplitz matrix tc~_j/ia= 0 with c-k = C k (see, e.g., [3, 20, 24] [17] [18] [19] that the nonnegativity of a block-Toeplitz matrix tc~_jh4= o with c_k = c~, guarantees, in addition to the solvability of the TM problem (1.3), the extendability property in the sense that there exists some c,, such that n , (c~_j),j=0 >i 0,c_,, = c,,. This presents an interesting parallel to the theory of the biock-Hankel matrices in the power moment problems. The corresponding phenomenon fails for the block-Hankel matrices, as well as for the truncated Hamburger matrix moment problem situation -nonnegativity of the original block-Hankel matrix could guarantee neither the extendability in the sense that it can be enlarged to a block-Hankel matrix of larger size (one more block-row and block-column) which is still nonnegative definite, nor the solvability property of the associated truncated Hamburger matrix moment problem (with equality on all the moment conditions). An evident example is the matrix
[ 01011 0t,
It is this case, if and only if that block-Hankel matrix is "'proper", roughly speaking, its rank is concentrated in the upper lefthand corner as far as possible [6] [7] [8] . These reasons make evident the fact that the NP problem in '~;, can be reduced to a certain TM problem (or a certain CC problem J, whereas the NP problem in. ! ';, cannot always be reduced to a certain Hamburger matrix moment problem. This illustrates the subtlety of the trigonometric moment problem compared to a seemingly analogous power moment problem. This paper is divided in four sections in addition to the introduction, in Section 2 the notion of the Toeplitz block-vector of the NP problem (l.l) in the class ~t, is introduced and examined, and then we will associate the CC problem (1.2), the TM problem (1.3), and the block-Toeplitz matrix with this blockvector and study the connection of the NP problem (I.l) with each of these three objects. In Section 3, the issue of solving the CC problem (1.2) is revisited for both the nondegenerate and the degenerate cases simultaneously. The main technique is classical: a matrix version of the Nevanlinna-Schur algorithm for the CC problem involving linear fractional transformations. As a consequence a parametrization of solutkms to the NP problem (I. l) is described in the algorithmic form in a new light of the so-called the Toeplitz block-vector approach. The generalized left-and right-orthogonal polynomial matrices on the unit circle associated with the specific three-term recurrence relations are given in Section 4. The complete solutions of both the CC problem (i.2) and the NP problem (I.l) can be expressed in a more closed form with the help of these polynomial matrices.
For more information and further generalizations see, for [5, 19, 20, 14, 17, 22] In this section, we primarily study the connection of the NP problem (I.1) with each of these three objects (see Theorems 2.1, 2.2 and 2.4). 
(2.4) (7. Chen, Y. Hu I Linear Algebra and its Applications 283 (1998) 179-203 Proof. Let first F(z) E ~p be a solution to the CC problem (1.2), which admits an integral representation with Im F(0) =: 0, 2n 1 f e i° + z dtr(0) (2.5)
Here the ttermitian measure tr(O) on [0,2x] has co, cl,...,c.-i as the first n moments:
Define G(z) via Eq. (2.4). We observe that G(z) is clearly an interpolant of the conditions (I. 1 ) and (I. 1'). Further on, since
It remains to be checked that the resulting G(z) belongs to c~p. Let now (2.9)
Conversely, let G(z) E ~;p be a solution to the NP problem (1.1) with an integral representation of the form (2.9). Define F(z) via Eq. (2.4),
which is analytic in D, since the polynomial :A(z) vanishes only at z = z~ and z = 1/~, i = 1,..., p. F(z) has the power series expansion at z = 0 of the form (1.2) by Eqs. (2.3) and (2.9). To complete the proof, we need only to verify (2.10)
As a result of Theorem 2. I (Theorem 2.2, resp.), the finite NP problem (1.1) can be reduced to a certain CC problem (a certain TM problem) associated with the p x p matrix sequence {ck "-}k=0 with Co = c~ defined via Eq. (2.3). In the sequel, we refer to the block-vector c = (c0,c~,... ,c,_~) with co = c~ and ck E C p×p defined via Eq. (2.3) as the Toeplitz block-vector of the NP problem (1.1) compared with the Hankel block-vector of the NP problem in the Nevanlinna class [7, 9] . It plays an essential role in our analysis throughout.
Starting from the Toeplitz block-vector once more, we will deduce an interesting decomposition of a generalized block-Pick matrix of the NP problem (1.1). Some notations are needed. Let us define,
W,,
it is known (see, e.g., [10] ) that W is nonsingular. Further on, from the data of the NP problem (I.I) a Hermitian generali-ed block-Pick matrix P (of the first kind) of the NP problem (I.I) is defined as follows:
where Pu E C ''l'X~'v with entries ~] E C t''l' determined by
in which G (2) is an arbitrary Ct'×P-valued function subject only to Eqs. (1.1) and (1.1'). Further on, we introduce a linear operator '~" from .,~ into C v~', where .g' stands for the space of all rational scalar-valued functions of the complex variable z. More precisely, if a R(.:) E .~ has the power series expansions at z = 0 and at : = oc, respectively:
where the numbers of r~ ¢ 0 for s -.~ 0 and of ~,. ¢ 0 for s >f 0 are finite, we define its imagine by putting (2.14)
Proof. From Eq. (2.13) we obtain
which is defined as a function of the variable 2. But, since ~(z) = S-'" (o~g Theorem 2.4. Let P be a generali=ed block-Pk'k matrix of the NP problem (1.1). Then Proof. Observe that the coefficients of the power series expansions for ((z + 2/z) -2))A(z) at z = 0 and z = ~ are all polynomials in 2. This fact and the iinearity of ~ imply that we can interchange ~ with the operation of differenting. Thus by Lemma 2.3 we have
~+t [G(A)+G*(~)]
We deduce from the last formula,
Note that a little more general statement than those which arise out of Theorem 2.4 can be found in Theorem I of [8] .
We emphasize that the relation (2.15) holds with the way in which the nodes zl,... ,z t, are organized in an arbitrary ordering. Different orderings may give rise to different P and W, but all will be with one and the same n-I T= (cj_:),j_ 0. Thus, we will associate only one block vector (co, el,...,c,-I) ,co = c[, with the NP problem (1.1)such that Eq. (2.15) holds independently of the particular ordering chosen in which the nodes zt,... ,zp are organized in Eqs. (2.11) and (2.12). It is the Toeplitz block-vector of the NP problem (1.1) that plays this role. Conversely, given a set ~? of interpolation nodes with length n, an arbitrary block-vector c = (co,..., c,_l) with c~ ~. C pxp and c0 = c~ sets up only one NP problem ofthe form (1.1) via Eq. (2.15) within a constant skew-Hermitian term for c~0, which takes c as its Toeplitz block-vector ([8] , Theorem 2).
Let J, denote the class of all Hermitian block-Toeplitz matrices of order np, which take p x p submatrices as entries, and let ~, denote the class of all Hermitian block matrices of order np, which are of the form (2.12), corresponding to a fixed set of nodes (and thus to a fixed W defined as in Eq. (2.11)). Observe that since any block matrix of the form (2.12) can be viewed as a generalized block-Pick matrix (of the first kind) associated with a certain NP problem, Theorem 2.4 directly leads to the following result (see [13] for the case of simple nodes only). We remark that a generalized block-Pick matrix of the second kind, defined by interchanging the places of 2 and/z in Eq. (2.12) and written as/5, may also be naturally considered for the finite NP problem (1. I). Such a matrix/5 coincides w~th a block-Pick matrix for the case of simple nodes in [13] .
A similar congruent relation to Eq. In the most general setting, the set of interpolation nodes is not necessarily finite, nor even countable (but with finite multiplicity for each node). For the corresponding multiple NP problem, we call the NP problems associated with finite subsets of the data its NP sub-problems. Then the following generalized Pick criterion holds.
Corollary 2.8 (Refs. [15, 16] Proof. The necessity is a direct consequence of the Riesz-Herglotz representation (1.4) by a ~traightforward calculation. For the sufficiency, first in the case of finite number of nodes it follows from Corollary 2.7. When the interpolation node set is denumerable or not countable, the argument is much the same as that made in [13] , (p. 51) the details of which are omitted. I'q
Solutions to the CC problem (I.2) and to the NP problem (I.I) in algorithmic form
This section concerns mainly the problem of parametrizing the solutions to the CC problem (1.2) (or, equivalently, the TM problem (1.3)) in both the nondegenerate (i.e., T > 0) and degenerate (i.e., T i> 0 is singular) cases simultaneously, based on the use the algorithm of consecutive linear fractional transformations. As a direct consequence, a parametrization of solutions to the NP problem (1.1) follows from Theorem 2.1. In the scalar case p = 1, the algorithm we are going to perform is essentially nothing other than the well known Nevanlinna-Schur algorithm (see e.g. [2]). In the matrix case p > 1, it is a natural extension of Schur's theory [26] , and the nondegenerate case has been treated in [12, 19] . Our analysis here is an elaboration of the work in Section 3 of [12] . which is Hermitian positive, and let
where the symbol H !/2 is used for the Hermitian square root of a matrix H t> 0. Then, by Eqs. (3.1) and (3.2a), ~(z) is well defined and has the form 
F(z) = Clo/2(Ip + z~(z))(Ip -zq~(z)) -I ~-o~1/2, (3.5a)

F(z) = Olo/2(I?_r + z~(z))(I?_,. -z~(z))-' c 0='/'. (3.5b)
It is easily verified that if q~(z) ~ .9°r [tb(z) E .~?_,., resp.] then the matrix function Eq. The matrix version of the Carath~odory-Fej6r theorem says that the SC problem (3.6) is solvable if and only if the matrix of order (k + 1 )p
is contractive:
Ilrk II < 1.
To begin with, if F(z) E C~p is a solution to the CC problem (1.2) then it is readily verified that the function ~(z) E .fC'p defined via (3.4) is actually a solution to the SC problem (3.6) with k = n-2, and with s0, sl,..., s,,_2 defined uniquely, in terms of the initial coefficient co, c~,..., c,,_~, by --! . .Sn-2. Cn-2 "'" C I £'0 Cn I.
Conversely, if ,I)(-) E -~,~ is a solution to the SC problem (3.6) with k = n -2 and ~o,..., s,-z defined via Eq. (3.8), we insert ~(z) into Eq. (3.5a) and obtain a cr×p-valued function F(z). It is readily verified that this F(z) belongs to ~p and satisfies Eq. (1.2).
Therefore, the functions F(z) E Cj, satisfying Eq. (1.2) can be characterized as follows. Let us now give a parametrization of solutions to the SC problem (3.6) in terms of the generalized Schur decomposition of a function matrix t0(z) E ,9°p. We first prove a simple lemma. Proof. Let ¢(z) E .~p be a solution to the SC problem (3.6); then the matrix Fk defined via Eq. (3.7) is contractive. We may assume throughout this proof that [[0Coll <1 (and thus ~0 = ~0), which is not really restrictive by the reason mentioned above. Put now 
From the last we deduce the formula (3.17) for the case of I1~oll < 1, Conversely, if q~,(z) --0el," +0tll '1-+... + ~,1 ~-I +O(Z) ~ ~/', with 0tl,~l,...,a~)!~ defined via Eq. (3.17), then it is seen by reading backwards the proceding argument that the Ct'~P-wdued function ~(z) defined by Eq. (3.15) belongs to//~, and is a solution to the SC problem (3.6). I-1
We now start with an arbitrary solution ¢(z) ~_ .9~ to the SC problem (3.6) with k = n -2. Then the matrix F,,_2 defined by Eq. (3.7) with k = n -2 is contractive. Let us construct a sequence of q~k(z) ~ el), by means of the following recurrence relation:
~%cj-0, 1,..., with the initialization ~o(z)= q~(z). If ~o = q~(0) is unitary, then q~(z) -m, as was mentioned above. Assuming that 0Co is not unitary, we have from Lemma 3.2 with k = n-2 that ¢,(z) defined uniquely via Eq. (3.15) belongs to ~, ;/j, and has the form,
where the coefficients ~o~),...,~_3 are defined by Eq. /I--3 -" " "" '
• ( i ) ~(io )
Otn_ 3 then it is contractive. Here the inequality JJ0e~oJ~[I ~< l is a condition imposed on (1) 0to and ~l. The condition that 0~o ~) is unitary is possible only for 4't (z) = 0t o . Further continuation of the recurrence procedure is evident. The algorithm terminates with a unitary cto U) for a certain j, then 4,j(z) .=_ 0to ~1. Continuing the process n-1 times otherwise, we obtain the parametrized solutions to the SC problem (3.6) in both the nondegenerate (F,,_2 > 0) and degenerate (F,,_,_ >t 0 is singular) cases simultaneously. . (,,--'1 produced by the generalro + r~ +... + ri = p. The matrices ~o , ~o ,..., ao ized Schur decomposition of q~(z) E .9~p and found successively by the formulas (3.8) and (3.21) will be referred to as the so-called generalized Schur parameters of ¢(z).
These lead to the next result in the framework of the Schur's theory. Theorem 3.3. ff Fn-2 defined by Eq. (3.7) with k = n -2 >>, 1 is comractive, then and only then the SC problem (3.6) with k = n -2 is solvable; its solutions q~ (z) can be parametrized by a linear fractional transformation 4,(z) = (Oll(z)dp(z) + Oiz(z)) ((921(z) (It, -ao"(i)"~'(i) '-'/2ao ) [Z~(o i)* It ' ' (3.24) where dp(z) is an arbitrary CP×t,-valued functions of the class 6ep, and of the form dp(z) = U(~(z) ~ 0~) V* with s and U, , ~ as in Eq. (3, 22) , and the symbol(i) ~(°0 stan~for(, _ ) the strictly contractive part of ~' defined as in Eq. (3.13), whde % ,..-, ~o are the generalized Schur parameters of dp (z) -i -F,,-2F,*,_2 ( or l~-t -F*n_2F,-2) is singular.
We now return to the solution of the CC problem (1.2). Using the observation made before Theorem 3.3, one can see from Eqs. (38) We conclude this section with a description of solutions to the NP problem (1.1) in the class Cgp in both the nondegenerate and degenerate cases simultaneously. On the basis of Theorems 2.1 and 3.5, we can draw the following.
Th~.orem 3.7. If the NP problem (1.1) is solvable, then its solutions G(:) can be parametrized by a linear fractional transformation:
with the coefficient matrix (2) we can establish the connection between the representation (3.26) and the following representation for the solutions F(z) to the CC problem (1.2): For T = kc~j_~h.j=0 >t 0, the polynomial matrices Pk(z) and Qk(z) , defined by Eqs. (4.1)and (4.2), obey a certain generalized left-orthogonal property. To prove it, a few more notations are needed. In the sequel, by B o denote the Drazin inverse of a square matrix B, i.e., the unique solution of matrix equations: XBX = X, BX = XB, B k = XB k+l, where k = index{B). Let Let F(z) E <gp be a solution to the CC problem (1.2). It is easy to prove that As an analogous result, we can prove by using the observation made above that the Nk(z) form the family of generalized right-orthogonal polynomial matrices associated with tr'(0), defined as in Corollary 4.4, of the second type.
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