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1. Introduction
In this section, we will go through various definitions and historical notes related to entropy
and variational principle. In addition, we review the relationship between the horseshoe and the
topological entropy.
1.1. Entropy and Variatinoal Principle
In 1965, Adler, Konheim and McAndrew introduced the concept of topological entropy for
continuous mappings defined on compact spaces[1]. This entropy is an analogous invariant under
conjugation of topological dynamical systems and can be obtained by maximizing the measure-
theoretic entropy over a suitable class of measures defined on a dynamical system, implying
that the topological entropy and measure-theoretic entropy (such as Kolmogorov-Sinai’s metric
space entropy) are closely related. Motivated by a conjecture of Adler, Konheim and McAndrew,
Goodwyn in 1969 and 1971 compared the topological entropy and measure-theoretic entropy and
concluded that topological entropy bounds measure-theoretic entropy[2, 3].
In 1970, Dinaburg proved that the topological entropy is equal to the supremum of the
measure-theoretic entropy with respect to all invariant measures when the space has finite cover-
ing dimension[4], and later in 1970 Goodman proved the equality in the general case[5], which
is now known as the variational principle on compact space[6]. This variational principle plays
a fundamental role in ergodic theory and dynamical systems[7, 6].
In 1971, Bowen considered the entropy for non-compact sets and for group endomorphisms
and homogeneous spaces respectively[8, 9], which is a generalization of the topological entropy
to the non-compact metric spaces, known as a metric space entropy. However, the entropy ac-
cording to Bowen’s definition is metric-dependent and can be positive even for a linear function
(Walters’ book, pp 169 and 176). In 1973, along with a study of measure-theoretic entropy,
Bowen in [8] gave another definition of topological entropy resembling the Hausdorff dimen-
sion, which also equals to the topological entropy defined by Adler, Konheim and McAndrew
when the space is compact.
Recently, Canovas and Rodriguez [10], Malziri and Molaci [11], Liu, Wang and Wei [12],
Wei, Wang and Wei [13, 19], and Patra˜o [14] proposed kinds of definitions of topological entropy
on non-compact spaces.
Regarding the variational principle over the non-compact spaces, Patra˜o extended the vari-
ational principle by utilizing the admissible covering and the proper map[14]. In this paper we
prove the variational principle for non-compact systems in terms of co-compact entropy, which
is defined by using the perfect map and the co-compact cover. The co-compact entropy was in-
troduced in [13], and its properties and its relation with other entropies were further investigated
in our previous paper [19].
1.2. Co-compact entropy and horseshoe
Let f : I → I be an interval map, where I is the closed unit interval with the usual Euclidean
metric. If J1, J2, · · · , Jp are disjoint closed non-degenerate subintervals such that J1 ∪ · · · ∪ Jp ⊆
f (Ji) for i = 1, 2, · · · , p, then (J1, J2, · · · , Jp) is called a p-horseshoe, or simply a horseshoe if
n = 2 [15]. Block and Coppel called a map with a horseshoe turbulent [16]. Misiurewicz showed
for a system defined on a compact interval, having a positive topological entropy implies that
the system contains the horseshoe phenomenon[17]. On the other hand, Block, Guckenheimer,
Misiurewicz and Young proved that for a system defined on a compact interval, containing the
horseshoe phenomenon also implies that the system has a positive topological entropy[18].
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Moreover, it is also known that the horseshoe phenomenon implies Devaney chaos[16]. How-
ever, a system over the whole real line with positive Bowen’s entropy may fail to hold the above
horseshoe property. For example, for the system ( f , d,R), where R is the real line with the usual
metric d(x, y) = |x − y| and f (x) = 2x for all x ∈ R, its Bowen’s entropy hd( f ) is larger than or
equal to log 2 [6], but it is a simple system without any horseshoe.
It should be pointed out that in the above example, the co-compact entropy (see definition
in Section 2.2) is equal to 0, as calculated in our previous paper[19]. Furthermore, we prove
the equivalence between positive co-compact entropy and the existence of p-horseshoes over the
real line. This also implies a system over real line with positive co-compact entropy contains a
compact invariant subset.
1.3. The purpose, the approach and the outlines
The main purpose of this paper is to utilize the co-compact covers and obtain a variational
principle for non-compact spaces. This result states that the co-compact entropy is equal to
the supremum of the measure theoretic entropies and also the minimum of the metric space
entropies. We also show the equivalence between positive co-compact entropy and the existence
of p-horseshoes over the real line. We proceed by noting that a perfect map on the real line can
be extended to a continuous map on the two-point compactification of R and the set A = {−∞,∞}
is preimage-invariant, i.e., f −1(A) = A, and hence the system can be treated in a similar way as
in compact space.
Section 2.1 introduces the concept of co-compact open cover of a space and explores the
topological properties of such covers. Section 2.2 introduces the definition of co-compact en-
tropy. Section 3 shows the variational principle for non-compact spaces under the frame of
co-compact entropy. Sections 4 shows the equivalence between positive co-compact entropy and
the existence of p-horseshoes over the real. An example is provided to illustrate the result.
2. Co-compact entropy
This section reviews the concept of co-compact entropy and relevant results. The proofs were
provided in our previous paper [19].
2.1.. Co-compact open cover
Let (X, f ) be a topological dynamical system, where X is a Hausdorff space and f : X → X
is a continuous mapping. We recall the concept of co-compact open covers as follows.
Definition 2.1. [19] Let X be a Hausdorff space. For an open subset U of X, if X\U is a compact
subset of X, then U is called a co-compact open subset. If every element of an open cover U of
X is co-compact, then U is called a co-compact open cover of X.
The following facts are obvious.
(i) The meet of finitely many co-compact open subsets is co-compact, and the union of any
collection of co-compact open subsets is co-compact open[19].
(ii) Let X be Hausdorff. Then any co-compact open cover has a finite subcover[19].
Definition 2.2. [19] Let X and Y be Hausdorff spaces and f : X → Y a continuous mapping. If f
is a closed mapping and all fibers f −1(x), x ∈ Y, are compact, then f is called a perfect mapping.
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In particular, if X is compact Hausdorff and Y is Hausdorff, every continuous mapping from
X into Y is perfect. If f : X → Y is perfect, then f −1(F) is compact for each compact subset
F ⊆ Y [20].
(iii) Let X be a Hausdorff space and f : X → X a perfect mapping. If U is co-compact open,
then f −1(U) is co-compact open. Moreover, If U is a co-compact open cover of X, then f −1(U)
is a co-compact open cover of X[19].
2.2. The entropy of co-compact open covers
For compact topological systems (X, f ), Adler, Konheim and McAndrew introduced the con-
cept of topological entropy and studied its properties[1]. Their definition is as follows:
For any open cover U of X, denote by NX(U) the smallest cardinality of all subcovers of U,
i.e.,
NX(U) = min{card(V) : V is a subcover of U}.
It is obvious that NX(U) is a positive integer. Let HX(U) = log NX(U). Then ent( f ,U, X) =
lim
n→∞
1
n
HX(
n−1∨
i=0
f −i(U)) is called the topological entropy of f relative to U, and ent( f , X) =
sup
U
{ent( f ,U, X)} is called the topological entropy of f .
Now, we generalize Adler, Konheim and McAndrew’s entropy to any perfect mappings de-
fined on any Hausdorff space.
Let X be Hausdorff. By the previously stated (ii), when U is a co-compact open cover of
X, U has a finite subcover. Hence, NX (U), abbreviated as N(U), is a positive integer. Let
HX(U) = log N(U), abbreviated as H(U).
For any two given open covers U and V of X, define
U
∨
V = {U ∩ V : U ∈ U and V ∈ V}.
If for any U ∈ U, there exists V ∈ V such that U ⊆ V , then U is said to be a refinement of
V, denoted by V ≺ U.
The following are some obvious facts:
Fact 1: For any open coversU and V of X, U ≺ U∨V.
Fact 2: For any open coversU and V of X, if V is a subcover of U, then U ≺ V.
Fact 3: For any co-compact open cover U of X, H(U) = 0 ⇐⇒ N(U) = 1 ⇐⇒ X ∈ U.
Fact 4: For any co-compact open covers U and V of X, V ≺ U ⇒ H(V) ≤ H(U).
Fact 5: For any co-compact open covers U and V, H(U∨V) ≤ H(U) + H(V).
Fact 6: For any co-compact open cover U of X, H( f −1(U)) ≤ H(U), and if f (X) = X the
equality holds.
Lemma 1. Let {an}∞n=1 be a sequence of non-negative real numbers satisfying an+p ≤ an+ap, n ≥
1, p ≥ 1. Then the limit lim
n→∞
an
n
exists and equals to inf an
n
(see [6]).
Let U be a co-compact open cover of X. By (iii), for any positive integer n and perfect
mapping f : X → X, f −1(U) is a co-compact open cover of X. On the other hand,
n−1∨
i=0
f −i(U) is
a co-compact open cover of X. These two facts togehter lead to the following result:
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(iv) Suppose that X is Hausdorff. Let U be a co-compact open cover of X, and f : X → X a
perfect mapping. Then lim
n→∞
1
n
H(
n−1∨
i=0
f −i(U)) exists[19].
Next, we introduce the concept of entropy for co-compact open covers.
Definition 2.3. [19] Let X be a Hausdorff space, f : X → X be a perfect mapping, and U be a
co-compact open cover of X. The non-negative number c( f ,U) = lim
n→∞
1
n
H(
n−1∨
i=0
f −i(U)) is said to
be the co-compact entropy of f relative to U, and the non-negative number c( f ) = sup
U
{c( f ,U)}
is said to be the co-compact entropy of f , where the supremum is taken over all co-compact open
covers.
In particular, when X is compact Hausdorff, any open set of X is co-compact and any con-
tinuous mapping f : X → X is perfect. Hence, Adler, Konheim and McAndrew’s topological
entropy is a special case of our co-compact entropy. It should be aware that the new entropy is
well defined for continuous mappings on non-compact spaces, such as Rn, but Adler, Konheim
and McAndrew’s topological entropy requires that the space be compact.
Co-compact entropy generalizes the Adler, Konheim and McAndrew’s topological entropy,
and yet it holds various similar properties as well, as demostrated by the fact that co-compact
entropy is an invariant of topological conjugation (see (v) below).
Recall that ent denotes Adler, Konheim and McAndrew’s topological entropy, hd denotes
Bowne’s entropy and c denotes the co-compact entropy. We summarize some properties of the
new entropy from our previous paper[19],
(v) Let (X, f ) and (Y, g) be two topological dynamical systems where X and Y are Hausodrff,
f : X → X and g : Y → Y are perfect mappings. If there exists a semi-topological conjugation
h : X → Y, then c( f ) ≥ c(g). Consequently, when h is a topological conjugation, we have
c( f ) = c(g)[19].
(vi) Let X be Hausdorff and id : X → X be the identity mapping. Then c(id) = 0[19].
When X is Hausdorff and f : X → X is perfect, f m : X → X is also a perfect mapping [20].
(vii) Let X be Hausdorff and f : X → X be perfect. Then c( f m) = m · c( f )[19].
(viii) Let X be Hausdorff and f : X → X be perfect. If Λ is a closed subset of X and invariant
under f , i.e., f (Λ) ⊆ Λ, then c( f |Λ) ≤ c( f )[19].
3. Co-compact entropy and the variational principle
In this section, we will state our main result, the variational principle for the co-compact
entropy.
3.1. Co-compact entropy and its relation with Bowens entropy
First let us recall the definition of Bowen’s entropy [21, 6]. Let (X, d) be a metric space and
f : X → X a continuous mapping. A compact subset E of X is called a (n, ǫ)-separated set
with respect to f if for any different x, y ∈ E, there exists an integer j with 0 ≤ j < n such that
d( f j(x), f j(y)) > ǫ. A subset F of X is called a (n, ǫ)-spanning set of a compact set K relative to
f if for any x ∈ K, there exists y ∈ F such that for all j satisfying 0 ≤ j < n, d( f j(x), f j(y)) ≤ ǫ.
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Let K be a compact subset of X. Put
rn(ǫ, K, f ) = min{card(F) : F is a (n, ǫ)−spanning set for K with respect to f },
sn(ǫ, K, f ) = max{card(F) : F ⊆ K and F is a (n, ǫ)−separated set with respect to f },
r(ǫ, K, f ) = lim
n→∞
1
n
log rn(ǫ, K, f ), s(ǫ, K, f ) = lim
n→∞
1
n
log sn(ǫ, K, f ),
r(K, f ) = lim
ǫ→0
r(ǫ, K, f ), s(K, f ) = lim
ǫ→0
s(ǫ, K, f ).
Then sup
K
r(K, f ) = sup
K
s(K, f ), and this non-negative number denoted by hd( f ) is the Bowen
entropy of f .
It should be pointed out that Bowen’s entropy hd( f ) is metric-dependent, see e.g., [6, 12]. For
the topology of the metrizable space X, the selection of different metrics may result in different
entropies.
The second definition, which is called d-entropy in [14], is given by
hd( f ) = sup
Y
s(Y, f ),
where now the supremum is taken over all subsets Y of X instead of just the compact ones. Note
that the metric d is denoted in the superscript here. Also, hd( f ) ≤ hd( f ) always hold and when X
is compact, we get the equality. Since s(Y, f ) is monotone with respect to Y, it follows that
hd( f ) = s(X, f ).
From our previous paper[19], we have the following result,
(ix) The co-compact entropy is less than or equal to Bowen’s entropy. Precisely, let (X, d) be
a metric space, and f : X → X be a perfect mapping, then c( f ) ≤ hd( f )[19].
3.2. Variational principle for co-compact entropy over non-compact space.
From now on we assume that X is a locally compact separable metric space. We denote one-
point compactification of X by X˜, i.e., X˜ is the disjoint union of X and {x∞}, where x∞ is some
point not in X called the point at infinity. The topology in X˜ consists of the former open sets in
X and the sets U ∪ {x∞}, where the complement of U in X is compact.
Let f : X → X be a perfect mapping. Define f˜ (x˜) : X˜ → X˜ by
f˜ (x˜) =
 f (x˜), if x˜ , x∞,x∞, if x˜ = x∞,
we have that f˜ is also a perfect map, called the extension of f to X˜. In fact we only need to verify
that f˜ is continuous at x∞. If U ∪ {x∞} is a neighborhood of x∞, then X \ U is compact set in X
and we have that
f˜ −1(U ∪ {x∞}) = f −1(U) ∪ {x∞}
is also a neighborhood of x∞, since f is perfect and thus the set X \ f −1(U) is also compact. In
[22], the concept of compact-type metric was introduced. The definition of compact-type metric
will be useful:
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Definition 3.1. [22] A metric d of X is of compact-type if it can be extended to a metric d of the
Alexandroff compactification X˜. In other words, d is the restriction on X from some metric d of
X˜.
To show the variation principle for co-compact entropy, we need the following lemma:
Lemma 2. Let d be a metric of compact-type on X, fix x1, x2, · · · , xk ∈ X, suppose Aδ =
{B(x1, δ), B(x2, δ) , · · · , B(xk, δ)} is an open cover of X for every δ ∈ (a, b), where 0 < a < b, then
there exists δε ∈ (a, b) and an co-compact open cover A(δε), where A(δε) contains either open
ball with radius δε or the union of two open balls with radius δε. Also, card(Aδ) = card(A(δε)).
Here B(x, δ) = {y ∈ X|d(x, y) < δ}.
Proof. Assume that Aδ = {B(x1, δ), B(x2, δ), · · · , B(xk, δ)} is an open cover of X, for every δ ∈
(a, b), where 0 < a < b. For each fixed δ, the number of balls is finite, it follows that there exists
δε ∈ (a, b) such that x∞ < S˜ (xi, δε) ( for example, let δε slightly bigger than δ ) , for every i =
1, 2, · · · , k, where S˜ (xi, δε) = {˜y ∈ X˜|d(xi, y˜) = δε}. Denoting by B˜(xi, δε) = {˜y ∈ X˜|d(xi, y˜) < δε},
there are two cases: (1) the point x∞ is inside B˜(xi, δε); or (2) the point x∞ is not in the closure
of B˜(xi, δε). In the first case, X \ B(x, δε) = X˜ \ B˜(xi, δε), which is compact. Note that there is at
least one such open ball, let B(x∗, δε) be any of such ball. In the second case, there exists an open
neighborhood U of x∞ which has empty intersection with B˜(xi, δε). Thus, B(x, δε) = B˜(xi, δε) is
in the complement of U in X, which has compact closure. Note that the set B(x, δε)⋃ B(x∗, δε)
is co-compact in this case. Now, let
A(δε) = {B(xi, δε)|x∞ ∈ B˜(xi, δε), B(xi, δε) ∈ Aδε}⋃
{B(xi, δε) ∪ B(x∗, δε)|x∞ < B˜(xi, δε), B(xi, δε) ∈ Aδε },
then A(δε) is the co-compact open cover as desired. This completes the proof.
Theorem 1. Let f : X → X be a perfect mapping, let d be a metric of compact-type on X. Then
it follows that hd( f ) = c( f ).
Proof. We claim that, for all ε > 0, there exists δε ∈ (ε/2, ε) and a co-compact open coverA(δε)
such that c( f ,A(δε)) ≤ r(ε/2, X, f ). If S = {x1, x2, · · · , xk} is an (n, ε/2)-spanning set of X, for
every δ ∈ (ε/2, ε), we have that
Bδ = {B(xi, δ) ∩ · · · ∩ f −n(B( f n(xi), δ))|xi ∈ S }
is a cover of X. Also, Aδ = {B( f l(xi), δ))|xi ∈ S , 0 ≤ l ≤ n} is an open cover of X. By
Lemma 2, there exists δε ∈ (ε/2, ε) such that A(δε) is an co-compact open cover which contains
either open ball with radius δε or the union of two open balls with radius δε. Further more, we
have that
n∨
i=0
f −i(A(δε)) ≺ Bδε , which implies N(
n∨
i=0
f −i(A(δε))) ≤ card(Bδε). Hence for each
(n, ε/2)−spanning set S of X, there exists δε ∈ (ε/2, ε) and an co-compact open cover A(δε)
such that N(
n∨
i=0
f −i(A(δε))) ≤ card(Bδε) ≤ card(S ). Thus it follows that N(
n∨
i=0
f −i(A(δε))) ≤
rn(ε/2, X, f ), which implies
c( f ,A(δε)) ≤ r(ε/2, X, f ). (1)
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Moveover, for the co-compact open cover A(δε) which has form as defined in Lemma 2, we
claim that the inequality r(|Aδε |, X, f ) ≤ c( f ,A(δε)) holds, where |Aδε | is the maximum of the
diameters of B(xi, δε) ∈ Aδε . In fact, the elements of
n∨
i=0
f −i(A(δε)) are given by U0 ∩ f −1(U1) ∩
· · · ∩ f −n(Un), where Ui ∈ A(δε). From the proof of the Lemma 2, we know each Ui ∈ A(δε)
has form Ui = B(xi, δε) or Ui = B(xi, δε) ∪ B(x∗, δε), where B(xi, δε), B(x∗, δε) ∈ Aδε . Denote
BUi = B(xi, δε) for each Ui. Now for each U0 ∩ f −1(U1) ∩ · · · ∩ f −n(Un) ∈
n∨
i=0
f −i(A(δε)), let
BU0 ∩ f −1(BU1) ∩ · · · ∩ f −n(BUn ) ∈
n∨
i=0
f −i(Aδε), such that BU0 ∩ f −1(BU1 ) ∩ · · · ∩ f −n(BUn ) ⊆
U0 ∩ f −1(U1) ∩ · · · ∩ f −n(Un). Take an x ∈ BU0 ∩ f −1(BU1 ) ∩ · · · ∩ f −n(BUn ) and consider S
the set of all such points. We claim that S is an (n, |Aδε |)-spanning set of X. In fact, let y ∈ X
and take some BU0 ∩ f −1(BU1) ∩ · · · ∩ f −n(BUn ) ∈
n∨
i=0
f −i(Aδε ) containing y (since Aδε itself is a
cover). Taking x ∈ S such that x ∈ BU0 ∩ f −1(BU1 )∩· · ·∩ f −n(BUn ), we have that d( f i(x), f i(y)) <
|Aδε | for every i = 0, 1, · · · , n. Hence, for the co-compact open cover A(δε), there exists an
(n, |Aδε |)-spanning set S of X such that rn(|Aδε |, X, f ) ≤ card(S ) ≤ card(
n∨
i=0
f −i(A(δε))). Thus,
rn(|Aδε |, X, f ) ≤ card(
n∨
i=0
f −i(A(δε))). We get rn(|Aδε |, X, f ) ≤ NX(A(δε)). Taking logarithms,
dividing by n and taking limits, it follows as claimed that
r(|Aδε |, X, f ) ≤ c( f ,A(δε)). (2)
Since |Aδε | ≤ 2δε ≤ 2ε, inequality (1) and (2), we have that
r(2ε, X, f ) ≤ r(|Aδε |, X, f ) ≤ c( f ,A(δε)) ≤ r(ε/2, X, f ).
Taking limits with ε ↓ 0, it follows that
hd( f ) = lim
ε↓0
c( f ,A(δε)) = sup
ε>0
c( f ,A(δε)).
In order to complete the proof, it remains to show that the above supreme is equal to c( f ).
For any co-compact open cover A of X, by Theorem 4.1 in [19], there exists a Lebesgue number
ε of this cover. We claim that N(
n∨
i=0
f −i(A)) ≤ N( n∨
i=0
f −i(A(δε))), where A(δε) is a co-compact
open cover which has form given in Lemma 2. In fact, since every element of
n∨
i=0
f −i(A(δε)) is
given by U0 ∩ f −1(U1) ∩ · · · ∩ f −n(Un), we know each Ui ∈ A(δε) has form Ui = B(xi, δε) or
Ui = B(xi, δε) ∪ B(x∗, δε). And B(xi, δε)’s are balls of radius δε < ε, there exists {A0, ..., An} ⊂ A
and A∗ ∈ A such that B(xi, δε) ⊂ Ai, for each i and B(x∗, δε) ⊂ A∗. Thus we have that
U0 ∩ f −1(U1) ∩ · · · ∩ f −n(Un) ⊆ (A0 ∪ A∗) ∩ f −1(A1 ∪ A∗) ∩ · · · ∩ f −n(An ∪ A∗)
⊆ (A0 ∩ f −1(A1) ∩ · · · ∩ f −n(An)) ∪ (A∗ ∩ · · · ∩ f −n(A∗))
showing that, for each subcover B of
n∨
i=0
f −i(A(δε)), there exists a subcover γ of
n∨
i=0
f −i(A)
such that N(
n∨
i=0
f −i(A)) ≤ card(γ) ≤ card(B). Hence, we get as claimed that N(
n∨
i=0
f −i(A)) ≤
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N(
n∨
i=0
f −i(A(δε))). Taking logarithms, dividing by n and taking limits, it follows that
c( f ,A) ≤ c( f ,A(δε)) ≤ sup
ε>0
c( f ,A(δε)),
which shows that
c( f ) = sup
ε>0
c( f ,A(δε)).
This completes the proof.
Theorem 2. Let f : X → X be a perfect mapping, where X is a locally compact separable space.
Let d be a metric of compact-type. Then it follows that hd( f ) = hd˜( f˜ ), where d˜ is some metric on
X˜, the one-point compactification of X, and f˜ is the extension of f to X˜. Further more, we have
c( f ) = c( f˜ ).
Proof. Since a perfect map is proper, the equality hd( f ) = hd˜( f˜ ) follows directly from Proposi-
tion 2.3 in [14]. And the equality c( f ) = c( f˜ ) follows from Theorem 1 and hd( f ) = hd˜( f˜ ).
3.3. The variation principle
In this section we give an extension of the well-known variational principle for non-compact
entropy by utilizing co-compact entropy. Unlike topological entropy, metric space entropy
doesn’t depend on the compactness of the space X. As usual, let (X,B(X), µ) be a probability
space where B(X) is Borel σ-algebra and µ is a f−invariant Borel probability measure. For any
measurable transformation f : X → X, we shall denote by P( f ) the collection of all f -invariant
probability measures on X. Given a finite Borel partition A of X, for every n ∈ N, define
H(
n−1∨
i=0
f −i(A)) =
∑
B∈
∨n−1
i=0 f−i(A)
φ(µ(B)),
where
n−1∨
i=0
f −i(A) = {A0 ∩ f −1(A1) ∩ · · · ∩ f −n(An)|Ai ∈ A},
and φ : [0, 1] → R is the continuous function given by,
φ(x) =
{
−x log x, if x ∈ (0, 1]
0, if x = 0. (3)
By subadditive ergodic theorem, the following limit
hµ( f ,A) = lim
n→∞
1
n
H(
n−1∨
i=0
f −iA)
exists. The metric space entropy of the map f with respect to µ is thus defined as
hµ( f ) = sup
A
hµ( f ,A),
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where the supreme is taken over all finite Borel partitions A of X. See [6] for more information
on metric space entropy. When the space X is not compact, we do not know wether P( f ) is
empty or not. However when f : X → X is a perfect mapping, and d is a metric of compact-type,
by Krylov-Bogolioubov theorem, P f˜ (X˜) is not empty. So by an elegant trick proved by Handel
and Kitchens, we have the following result(Lemma 1.5 in [23]).
Lemma 3. [23] Let f : X → X be a perfect mapping such that Pµ( f ) , ∅ and f˜ : X˜ → X˜ be its
extension in the one-point compactification X˜ of the locally compact separable space X. Then it
follows that
sup
µ
hµ( f ) = sup
µ˜
hµ˜( f˜ ),
where the supreme are taken, respectively, over P f (X) and P f˜ (X˜).
Now, we are ready to show the variational principle for locally compact separable space for
co-compact entropy. The proof is essentially the same as Theorem 3.2 in [14], the main difference
lies on the ways to define “non-compact”topological entropy and the different assumptions on
the map f .
Theorem 3. Let f : X → X be a perfect mapping, where X is a locally compact separable space.
Then it follows that
sup
µ
hµ( f ) = c( f ) = min
d
hd( f ),
where the minimum is attained whenever d is a compact-type metric.
Proof. The variational principle for compact spaces states that
c( f˜ ) = sup
µ˜
hµ˜( f˜ ).
By Proposition 1.4 in [23], we have that
sup
µ
hµ( f ) ≤ inf
d
hd( f ).
Applying Lemma 3, it follows that
c( f˜ ) = sup
µ
hµ( f ) ≤ inf
d
hd( f ).
Applying Theorem 1 and Theorem 2, we have
hd( f ) ≤ hd( f ) = c( f ) = sup
µ
hµ( f ) ≤ inf
d
hd( f ),
where, in the second term, d is any compact-type metric.
10
Remark 1. On locally compact separable space, Patra˜o defined the admissible entropy by using
admissible cover, which is a finite cover contains not only co-compact open sets but also open
sets with compact closure(note that the co-compact cover does not require finiteness and only
contains co-compact open sets)[14]. Since the admissible entropy also admits the variational
principle(Theorem 3.2 in [14]), we conclude that the co-compact entropy equals to the admissible
entropy in this case. As it will be shown in the next section, a system with positive co-compact
entropy is equivalent to the existence of the p-horseshoe. However, to the best of our knowledge,
we haven’t seen any result about the relation between admissible entropy and p-horseshoe in the
literature.
4. Positive co-compact entropy implies horseshoes over the real line
For maps defined on closed intervals, the results by Misiurewicz[17] and Block-Guckenheimer-
Misiurewicz -Young[18] disclose a relation between positive entropy and the existence of p-
horseshoes. However, these results are unavailable for interval maps defined on the whole real
line (Adler, Konheim and McAndrew’s topological entropy is only defined for compact systems
and, for Bowen’s metric space entropy, there are counterexamples with positive entropies but
without p- horseshoes). To generalize these results to interval maps defined on the real line, the
co-compact entropy will be utilized in this section. It will be proved that for a perfect mapping
f from the real line into itself, if it has a positive co-compact entropy, then it has horseshoes;
conversely, if it has a p-horseshoe, then its co-compact entropy is larger than or equal to log p.
4.1. Entropy and horseshoe
The following two Theorems show the equivalence between the positive entropy and the
existence of p-horseshoes over compact interval,
Theorem 4. (Misiurewicz’s Theorem [17]) Let f : I → I be an interval map of positive entropy
h( f ) (Adler’s topological entropy or, which is the same, Bowen’s metric space entropy). Then for
every λ satisfying 0 < λ < h( f ) and every positive integer N, there exists disjoint closed intervals
J1, ..., Jp and a positive integer n ≥ N, such that (J1, ..., Jp) is a p−horseshoe for f n and log pn ≥ λ.
Theorem 5. (The special case of Block-Guckenheimer-Misiurewicz-Young’s Theorem [18]) Let
f : I → I be an interval map. If f has a p-horseshoe, then the entropy (Adler’s topological
entropy or, which is the same, Bowen’s metric space entropy) h( f ) is larger than or equal to
log p.
Moreover, it is also known that the horseshoe phenomenon implies chaos [18]. However, a sys-
tem over the whole real line with positive Bowen’s entropy may fail to hold the above horseshoe
property. Motivated by this, we prove the equivalence between the positive co-compact entropy
and the existence of p-horseshoes over the real line in the following section.
4.2. Co-compact entropy and horseshoe
The purpose of this section is to establish two results: Generalize the results stated in the
above two theorems from maps defined on closed intervals to maps defined on the real line by
utilizing the concept co-compact entropy.
Let f : R → R be a perfect mapping. By the property of perfect mappings, a map f : R → R
is perfect implies f converges at infinity. There are 4 different cases to consider:
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(C1). lim
x→±∞
f (x) = −∞,
(C2). lim
x→±∞
f (x) = +∞,
(C3). lim
x→−∞
f (x) = −∞ and lim
x→+∞
f (x) = +∞,
(C4). lim
x→−∞
f (x) = +∞ and lim
x→+∞
f (x) = −∞.
Define h : R → (0, 1) by h(x) = 1
π
tan−1(x) + 12 . h is a homeomorphism between R and (0, 1),
set g = h ◦ f ◦ h−1, then the system (R, f ) is topological conjugate to the system ((0, 1), g). Note
that f converges at infinity implies g converges at 0 and 1. Therefore, we have corresponding 4
different situations for g:
(A1). lim
x→0
g(x) = 0 and lim
x→1
g(x) = 0,
(A2). lim
x→0
g(x) = 1 and lim
x→1
g(x) = 1,
(A3). lim
x→0
g(x) = 0 and lim
x→1
g(x) = 1,
(A4). lim
x→0
g(x) = 1 and lim
x→1
g(x) = 0.
Let’s define the extension g˜(x) : [0, 1] → [0, 1] of g by
g˜(x) =

g(x), if x , 0 and 1,
lim
x→1
g(x), if x = 1,
lim
x→0
g(x), if x = 0.
Also, g converges at 0 and 1 implies that g˜ is continuous at 0 and 1 and the set A = {0, 1} is
preimage-invariant under g˜, i.e., g˜−1(A) = A.
Theorem 6 below generalizes Theorem 4.
Theorem 6. Let f : R → R be a perfect mapping with co-compact entropy c( f ) > 0. Then for
every λ satisfying 0 < λ < c( f ) and every positive integer N, there exists disjoint closed intervals
J1, ..., Jp and a positive integer n ≥ N, such that (J1, ..., Jp) is a p−horseshoe for f n and logpn ≥ λ.
Proof. Since the co-compact entropy and p-horseshoe are invariant under topological conjuga-
tion(see [19, 15]), and (R, f ) is topological conjugate to the system ((0, 1), g), where g is defined
above, it is enough to show the result for the system ((0, 1), g).
I claim that c(˜g) ≥ c(g). In fact, let U be any co-compact open cover of (0, 1). For each
U ∈ U, U ∪ {0, 1} is an open set in [0, 1]. Define U∗ = {U ∪ {0, 1}|U ∈ U}. U∗ is an
open cover for [0, 1] and Card(U) = Card(U∗). For any n, we also have N(
n−1∨
i=0
g−i(U)) =
N(
n−1∨
i=0
g˜−i(U∗))(since A is g˜ invariant). Taking logarithms, dividing by n and taking limits, it
follows that c(g,U) = c(˜g,U∗). Therefore, for each co-compact open cover U of (0, 1), there
exists an open cover U∗ of [0, 1] such that c(g,U) = c(˜g,U∗), it follows as claimed that c(˜g) =
sup{c(˜g,U∗)} ≥ sup{c(g,U)} = c(g).
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Now, we know c(˜g) ≥ c(g) > 0. By applying Theorem 4 for g˜ on [0, 1], we get for every
λ satisfying 0 < λ < c(˜g) and every positive integer N, there exists disjoint closed intervals
J1, ..., Jp in [0, 1] and a positive integer n ≥ N, such that (J1, ..., Jp) is a p−horseshoe for g˜n and
logp
n
≥ λ. Also, since the set A is preimage-invariant under g˜, this implies none of p disjoint
closed intervals J1, ..., Jp contains 0 or 1. Therefore, Ji ⊂ (0, 1) and this completes the proof.
Let
∑
= {0, 1}N define the shift map σ : Σ → Σ by σ((an)n∈N) = (an+1)n∈N. The dynamical
system (Σ, σ) is a shift on two letters. Block showed that if an interval map has a horseshoe
formed of two disjoint subintervals, then there exists an invariant compact subset on which the
action of the map is almost a shift on two letters[16, 24]. Therefore, the following result is a
straightforward consequence of Theorem 6,
Corollary 1. Let f : R → R be a perfect mapping with co-compact entropy c( f ) > 0. Then there
exists a compact invariant subset of R with respect to f .
Theorem 7 below generalizes Theorem 5. We need the following definition and Lemma. Let
f : R → R be a perfect map, if J0, J1, ..., Jn−1 are subintervals on R such that Ji ⊂ f (Ji−1), for
1 ≤ i ≤ n−1, then (J0, J1, ..., Jn−1) is called a chain of intervals on R[15]. Notice that in the proof
of Lemma 4, the assumption that f is a perfect map has been used.
Lemma 4. Let f : R → R be a perfect map, (J0, J1, ..., Jn−1) is a chain of intervals on R. Then
there is a subinterval K ⊂ J0, such that f n−1(K) = Jn−1 and f i(K) ⊂ Ji for all 0 ≤ i ≤ n − 1.
Proof. First we prove that this lemma holds for n = 2.
Case (1): J0 and J1 are both bounded. See proof of Lemma 1 in [17].
Case (2): J0 is a bounded interval and J1 is an unbounded interval. Note here the function f
is defined over R, f (J0) will be a bounded interval. This case is impossible.
Case (3): J0 is an unbounded interval and J1 is a bounded interval. In this case, J0 could be
(−∞, v), (−∞, v], [u,∞), (u,+∞), (−∞,+∞). and J1 could be (a, b), [a, b), (a, b], [a, b].
Assume J0 = (−∞, v). When J1 = [a, b], since J1 ⊂ f (J0), there exists x, y ∈ (−∞, v) such
that f (x) = a, f (y) = b. Then the proof is same as case 1. When J1 = (a, b], if a belongs to f (J0),
then we go back to the previous proof. Now assume a doesn’t belongs to f (J0). Since J1 ⊂ f (J0),
there exists y ∈ (−∞, v) such that f (y) = b. Then define y′ = min{(−∞, y]∩ f −1(b)} (note that we
can take min because f is a perfect map and f −1(b) is a compact set), y′′ = sup{[y, v) ∩ f −1(b)}
(note if y′′ = v, we only need to define y′). Set K = (−∞, y′], K′ = [y′′, v), then one of K and K′
will do the job (since only boundary points of J0 can approach to a). Same proof works for the
case when J1 = [a, b) and J1 = (a, b).
The cases when J0 = (−∞, v], (−∞, v], (−∞,+∞), (u,+∞) and [u,+∞) follow a similar proof
as J0 = (−∞, v).
Case(4): both J0 and J1 are unbounded intervals. In this case, J0 could be (−∞, v), (−∞, v],
[u,∞), (u,+∞), (−∞,+∞) and J1 could be (−∞, b), (−∞, b], [a,∞), (a,+∞), (−∞,+∞).
Assume J0 = (−∞, v). When J1 = (−∞, b], since J1 ⊂ f (J0), there exists y ∈ (−∞, v) such
that f (y) = b. Then define y′ = min{(−∞, y]∩ f −1(b)} (note that we can take min because f −1(b)
is a compact set). Set K = (−∞, y′], then K will do the job. When J1 = (−∞, b), if b belongs to
f (J0), it goes back to previous case. Now assume b doesn’t belong to f (J0), then f ((−∞, v)) = J1.
Same proof works when J1 = [a,∞), (a,+∞). When J1 = (−∞,+∞), then f ((−∞, v)) = J1.
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The cases J0 = (−∞, v], [u,∞), (u,+∞), (−∞,+∞) follow a similar proof of the case J0 =
(−∞, v).
Suppose that the Lemma is true for n and consider a chain of intervals (J0, ..., Jn−1, Jn). By
assumption, there exists an interval K ⊂ J0 with f n−1(K) = Jn−1 and f i(K) ⊂ Ji for 0 ≤ i ≤ n− 1,
thus one has f n(K) ⊃ Jn. Applying the proof n = 2 to f n and the chain of interval (K, Jn), we
obtain an interval K′ ⊂ K such that f n(K′) = Jn. This completes the proof.
Theorem 7. Let f : R → R be a perfect map. If f n has a p−horseshoe for some n ≥ 1, then
c( f ) ≥ log p
n
.
Proof. Put g = f n. Then g is still a perfect map. Let J1, · · · , Jp be a p−horseshoe for g, i.e.
J1, J2, · · · , Jp are p disjoint closed and bounded intervals such that J1 ∪ J2 ∪ · · · ∪ Jp ⊂ g(Ji) for
1 ≤ i ≤ p. Let U1 = (R \ J2) ∩ (R \ J3) · · · ∩ (R \ Jp), U2 = (R \ J1) ∩ (R \ J3) · · · ∩ (R \ Jp),
· · · , Up = (R \ J1) ∩ (R \ J2) · · · ∩ (R \ Jp−1). Since J1, J2, · · · , Jp are disjoint closed intervals,
U = {U1,U2, · · · ,Up} is a co-compact open cover for R. Also for each Ji, there is a unique
element Ui ∈ U such that Ji ⊂ Ui. For every (i0, · · · , in−1) ∈ {1, · · · , p}n, define
Ji0,··· ,in−1 = { x ∈ R | gk(x) ∈ Jik , 0 ≤ k ≤ n − 1}.
Since J1, · · · , Jp is a p−horseshoe, thus Ji0 , · · · , Jin−1 is a chain of interval. By Lemma 4,
there exists J such that f j(J) ⊂ Ji j for 0 ≤ j ≤ n − 1 and f n−1(J) = Jin−1 . Therefore, J ⊂
Ji0,··· ,in−1 is not empty. Moreover Ji0 ,··· ,in−1 is contained in a unique element of
n−1∨
i=0
g−i(U), which is
Ui0 ∩ g−1(Ui1 ) ∩ · · · ∩ g−(n−1)(Uin−1 ). Hence Nn(U) ≥ pn for all integers n, and c(g) ≥ c(g,U) =
lim
n→+∞
log Nn(U)
n
≥ log p. Recall property (vi) of the co-compact entropy, c( f ) = c( f n)
n
≥
log p
n
. This
completes the proof.
Example 1. Let f : R −→ R be a perfect map defined by each n ∈ N:
f (x) =

3x − 2n, if x ∈ [n, n + 13 ]
−3x + 4n + 2, if x ∈ (n + 13 , n + 23 ]
3x − 2n − 2, if x ∈ (n + 23 , n + 1].
Clearly, [n, n + 1] is a closed invariant set of f for every n. Consider the restriction of f on
the unit interval [n, n+1]. It is known that the topological entropy of f |[n,n+1] is at least log 2 (See
[15]). Since the space [n, n + 1] is compact, the co-compact entropy is equal to the topological
entropy, we have c( f |[0,1]) ≥ log 2. By Property (viii), c( f ) ≥ c( f |[0,1]) ≥ log 2. By Theorem
6, f m contains horseshoes for some positive integer m. In fact, [n, n + 13 ], [n + 23 , n + 1] is a
2-horseshoes for f .
5. Concluding remarks
In the application of dynamical systems, spaces that are often encountered are non-compact
manifolds such as R. Consequently, finding an appropriate entropy and developing a variational
principle for these manifolds become important and useful. For non-compact systems, the co-
compact entropy retains various fundamental properties of the topological entropy; in particular,
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it only depends on the topology, not on the selection of a metric when the space is metrizable.
A noticeable property of the co-compact entropy is that, as proved in this paper, it admits the
variational principle for non-compact manifolds, which states that the co-compact entropy is
equal to the supremum of the measure theoretical entropies and also the minimum of the metric
space entropies, where the latter entropy is metric-dependent.
In addition, the co-compact entropy provides a numerical characteristic/sign for the existence
of horseshoes. This implies that there exists a compact invariant subset for a system with positive
co-compact entropy. These advantages demonstrate the appropriateness of using the co-compact
entropy in studying chaotic phenomena over non-compact spaces. As a future study, the relation
between the co-compact entropy and other chaotic phenomena (e.g., Li-York chaos, Devaney
chaos, and bifurcations of chaotic scattering etc.) over non-compact spaces need to be explored.
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