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Abstract
We give a Hamiltonian definition of mass for spacelike hypersurfaces
in space-times with metrics which are asymptotic to the anti-de Sitter
one, or to a class of generalizations thereof. We show that our definition
provides a geometric invariant for a spacelike hypersurface embedded in a
space-time.
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1 Introduction
Let S be an n-dimensional spacelike hypersurface in a n + 1-dimensional
Lorentzian space-time (M , g), n ≥ 2. Suppose that M contains an open set U
with a global time coordinate t (with range not necessarily equal to R), as well
as a global “radial” coordinate r ∈ [R,∞), leading to local coordinate systems
(t, r, vA), with (vA) — local coordinates on some compact n − 1 dimensional
manifold M . We further require that S ∩ U = {t = 0}. Assume that the
metric g approaches (as r tends to infinity, in a sense which is made precise in
Section 2 below) a background metric b of the form
b = −
(
r2
ℓ2 + k
)
dt2 +
1
r2
ℓ2
+ k
dr2 + r2h , (1.1)
where h is an r-independent Riemannian metric on M , while k and ℓ are con-
stants1. Suppose further that g satisfies the vacuum Einstein equations with a
cosmological constant
Rµν − g
αβRαβ
2
gµν = −Λgµν , Λ = −n(n−1)2ℓ2 , (1.2)
similarly for b. (The existence of a large family of such g’s follows from the work
in [18, 24].) A Hamiltonian analysis (following [10], and discussed in some more
detail in Appendix A; see also [16, Section 5]) leads to the following expression
for the Hamiltonian associated to the flow of a vector field X, assumed to be a
Killing vector field of the background b:2
m(S , g, b,X) =
1
2
∫
∂S
U
αβdSαβ , (1.3)
U
νλ = UνλβX
β +
1
8π
(√
|det gρσ | gα[ν −
√
|det bρσ| bα[ν
)
Xλ];α ,(1.4)
U
νλ
β =
2|det bµν |
16π
√|det gρσ|gβγ(e2gγ[νgλ]κ);κ , (1.5)
e =
√
|det gρσ|/
√
|det bµν | . (1.6)
1A warped product form of the metric, with the factor in front of h not being constant,
together with the Einstein equations (1.2), force grr and gtt to have the form (1.1) in an
appropriate coordinate system [8], with k being a function of r which approaches a constant
as r tends to infinity. Further h itself has to satisfy the Einstein equation (1.2) with Λ replaced
by an appropriate constant. Some metrics slightly more general than (1.1) will be considered
in the body of the paper.
2The integral over ∂S should be understood by a limiting process, as the limit as R tends
to infinity of integrals over the sets t = 0, r = R. dSαβ is defined as
∂
∂xα
⌋ ∂
∂xβ
⌋ dx0∧· · ·∧ dxn,
with ⌋ denoting contraction; g stands for the space-time metric unless explicitly indicated
otherwise. Further, a semicolon denotes covariant differentiation with respect to the background
metric b.
2
(The question of convergence of the right-hand-side of (1.3) is considered in
Section 2 below.) The hypersurface S singles out a set of Killing vectors X for
the metric b which are normal to S ,
X
∣∣∣
S
= Nn , (1.7)
where N is a function and n = e0 = (
r2
ℓ2
+ k)−1/2∂t is the future-directed b-unit
normal to S . We shall use the symbol KS⊥ to denote this set of Killing vectors.
The question then arises whether one can extract out of (1.3), with X ∈ KS⊥ ,
one or more geometric invariants associated to g along S . Another way of
stating this question is, essentially, whether the integrals (1.3) are background
independent. As discussed in more detail below, every metric g asymptotes
many different backgrounds of the form (1.1) whenever it asymptotes one, and it
is not at all clear how these backgrounds relate to each other: if the geometry of
space-time does not sufficiently constrain the set of allowed backgrounds (1.1),
then the numbers obtained from (1.3) could be completely unrelated to each
other when different backgrounds are chosen. If this were the case, it would
appear questionable to associate physical meaning to the integrals (1.3). The
purpose of this paper is to prove that, in several cases of interest, geometric
invariants can indeed be extracted out of the integrals (1.3).
The model problem of interest are space-times which are asymptotic to anti-
de Sitter space-time. In this context there exist several alternative methods of
defining mass — using coordinate systems [7, 20], preferred foliations [19], gen-
eralized Komar integrals [31], conformal techniques [2–4], or ad-hoc methods
[1]; an extended discussion can be found in [16, Section 5]. We wish to stress
that the key advantage of the Hamiltonian approach is the uniqueness of the
candidate expression for the energy (which follows from the fact that Hamilto-
nians are uniquely defined up to a constant on each path connected component
of the phase space), and that no such uniqueness properties are known in the
alternative approaches mentioned above (cf., however, [23, 32] for some partial
results in the “Noether charges” framework). Now, independently of the ques-
tion of what is the “correct” candidate expression for the energy, each of the
expressions proposed in the existing literature suffers from some ambiguities, so
that the question of well-posedness of the definition of mass as defined in those
papers arises as well. For instance, the Abbott-Deser mass [1], or the Hamil-
tonian mass of [21], both suffer from precisely the same potential ambiguities
as the Hamiltonian mass analyzed in this paper. As shown in Appendix C,
under the asymptotic conditions considered in our well-posedness results, the
Hamiltonian mass defined by (1.3) coincides with the Abbott-Deser one. Thus,
one way of interpreting our results is that we prove the existence of a geomet-
ric invariant which can be calculated using Abbott-Deser type integrals. As
another example, we note the potential ambiguity in the mass defined by the
conformal methods in [2, 3], related to the possibility of existence of conformal
completions which are not smoothly conformally equivalent. The results proved
here can be used to show [13] that no such completions exist, establishing the
invariant character of the definitions of [2, 3].
We note that a similar problem for the ADM mass of asymptotically flat
3
initial data sets has been solved in [5, 11] (see also [12]). Our treatment here is
a non-trivial adaptation to the current setup of the methods of [11]. Some of
the results proved here have been independently observed in [33].
The detailed statements of our results in a general context are to be found in
the sections below, and will not be reproduced here. We shall, instead, discuss
the application of our results to two families of examples:
1. Let M be the n− 1 dimensional sphere n−1S with the round metric h of
scalar curvature (n − 1)(n − 2), while b is the n + 1 dimensional anti-de
Sitter metric:
b = −
(
r2
ℓ2
+ 1
)
dt2 +
1
r2
ℓ2
+ 1
dr2 + r2h , (1.8)
The space KS⊥ of b-Killing vector fields normal to S ∩ U consists of
vector fields X(λ), λ = (λ(µ)) ∈ Rn+1, which3 on S take the form (1.7)
with N = λ(µ)N(µ), where
N(0) =
√
r2
ℓ2
+ 1 , N(i) =
xi
ℓ
,
and xi = rni, r being the coordinate which appears in (1.1), while ni ∈
n−1S ⊂ Rn. The group Iso(S , b) of isometries Φ of b which map S
into S acts on KS⊥ by push-forward; in Appendix B.1 we show for
completeness the well known fact that for every such Φ there exists a
Lorentz transformation M : Rn+1 → Rn+1 so that we have
Φ∗X(λ) = X(Mλ) .
Letting g(µ) be the µ’th basis vector of KS⊥ ≈ Rn+1, g(µ) := X(λ(α) =
δαµ ), we set
m(µ) ≡ m
(
S , g, b, g(µ)
)
;
it follows that the number
m2(S , g) = |η(µ)(ν)m(µ)m(ν)| ,
where η(µ)(ν) = diag(−1,+1, · · · ,+1) is the Minkowski metric on Rn+1, is
an invariant of the action of Iso(S , b).4 Further, if we define m(S , g) to
be positive ifmµ is spacelike, while we take the sign ofm(S , g) to coincide
with that of m0 = −m0 if mµ is timelike or null, then m(S , g) so defined
is invariant under the action of the connected component Iso0(S , b) of
the identity in Iso(S , b). We show in detail in Section 4 that m(S , g)
is independent of the background metric chosen to calculate the integrals
3We stress that the index (µ) on λ does not have anything to do with space-time; λ(µ) is
simply a coordinate on the n+1 dimensional vector space KS ⊥ . Similarly the Lorentz metric
η(µ)(ν), which arises naturally on KS⊥ from the construction here, does not have anything
to do with the space-time metric g. To emphasize this we put brackets around the µ’s.
4This has been observed independently by X. Wang [33] in, however, a considerably less
general setting.
4
(1.3), provided that the fall-off conditions of Theorem 2.1 and Theorem 2.3
hold, which justifies the notation. The number m({t = 0}, g) so defined
coincides with the mass parameter m of the Kottler metrics5
g = −
(
1− 2m
r
+
r2
ℓ2
)
dt2 +
(
1− 2m
r
+
r2
ℓ2
)−1
dr2 + r2h , (1.9)
where h = dθ2 + sin2 θdϕ2. Similarly m({t = 0}, g) is proportional to the
parameter η which occurs in the (n + 1)-dimensional generalizations of
the Kottler metrics (cf., e.g., [22])
g = −
(
1− 2η
rn−2
+
r2
ℓ2
)
dt2 +
(
1− 2η
rn−2
+
r2
ℓ2
)−1
dr2 + r2h ,(1.10)
with h— a round metric on a n−1 dimensional sphere of scalar curvature
(n− 1)(n − 2).
Some further global geometric invariants of the metrics asymptotic to the
backgrounds (1.10) are discussed in Section 4.
2. Let M be a compact n − 1 dimensional manifold with a metric h of
constant scalar curvature and with non-positive Ricci tensor, and let b
take the form
b = − 1
a2(r)
dt2 + a2(r)dr2 + r2h , (1.11)
h being r-independent, as before. We show (see Proposition B.2, Ap-
pendix B.2) that for such metrics the space of b-Killing vector fields nor-
mal to S consists of vector fields of the form
X(λ) = λ∂t , λ ∈ R . (1.12)
The discussion in Section 4 shows that
m(S , g) ≡ m(S , g, b,X(1))
is background independent, hence a geometric invariant. Some other ge-
ometric invariants can be obtained from the integrals (1.3) when Killing
vectors which are not necessarily normal to S exist, using invariants of
the action of the isometry group of b on the space of Killing vectors. If
the Ricci tensor ofM is strictly negative no other Killing vectors exist, cf.
Appendix B.2. On the other hand, if h is a flat torus, then each h–Killing
vector provides a geometric invariant via the integrals (1.3), provided
that those converge and that the fall-off conditions of Theorem 2.3 are
met (this will be the case if, e.g., Equations (2.9)-(2.10) hold).
The number m(S , g) defined in each case above is our proposal for the
geometric definition of total mass of S in (M , g).
5The Kottler metrics, published in 1918 [29], are also known as the “Schwarzschild – de
Sitter metrics”.
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The results described above can be reformulated in a purely Riemannian
context, this will be discussed elsewhere [13]. The extension of the results
proved here to hyperboloidal hypersurfaces in Minkowski space-time, that leads
to a geometric definition of the Trautman-Bondi mass, requires a considerable
amount of work and will be discussed elsewhere [14]. Let us simply mention that
if the metric of a hyperboloidal hypersurface in asymptotically Minkowskian
space-times satisfies the fall-off conditions here then its Trautman-Bondi mass
coincides with the Hamiltonian one. More general statements require care.
It is natural to study the behaviour of the mass when S is allowed to move
in M . A partial answer to this question is given in Theorem 2.3 below. A
complete answer would require establishing an equivalent of Theorem 3.3 in a
space-time setting. The difficulties that arise in the corresponding problem for
asymptotically Minkowskian metrics [12] suggest that this might be a consider-
ably more delicate problem, which we plan to analyze in the future. It should
be stressed that this problem mixes two different issues, one being the potential
background dependence of (1.3), another one being the possibility of energy
flowing in or out through the timelike conformal boundary of space-time.
This paper is organized as follows: In Section 2 we present conditions
which guarantee convergence of the mass integrals (1.3), see Theorem 2.1.
We also show that the integrals (1.3) are invariant (Theorem 2.3) or covari-
ant (Lemma 2.4) under a class of well-controlled coordinate transformations,
consisting of symmetries of the background, and of certain generalizations of the
usual “supertranslations” that occur in the asymptotically flat case. Section 3
contains the proof of the asymptotic symmetries theorem, Theorem 3.3, which
is the key result in this work. In this theorem we show that the coordinate
transformations allowed by our conditions are compositions of those considered
in Section 2. In Section 4 we apply the previous results to the construction
of global geometric invariants in a reasonably general setting. In Appendix A
the Hamiltonian approach to the definition of mass is examined in our context.
Appendix B contains some results on Killing vectors which are needed in the
body of the paper.
2 Convergence, covariance under well behaved coor-
dinate transformations
Let us start by establishing convergence of the mass integrals (1.3) — this
involves setting up appropriate boundary conditions on g. Let, thus, g and b
be two metrics on a set {R0 ≤ r < ∞ , (vA) ∈ M}, let ea be an orthonormal
frame for b, set
eµν ≡ gµν − bµν , (2.1)
and let eab ≡ g(θa, θb) − ηab denote the coefficients of eµν with respect to the
frame θa dual to the ea’s:
eµν∂µ ⊗ ∂ν = eacea ⊗ ec .
Here ηab = diag(−1,+1, · · · ,+1). We stress that we do not assume existence
of global frames on the asymptotic region: when M is not parallelizable, then
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any conditions on the eab’s, etc. assumed below should be understood as the
requirement of existence of a covering of M by a finite number of open sets Oi
together with frames defined on [R0,∞) × Oi satisfying the conditions spelled
out above. The “matter energy-momentum tensor” T λκ is defined as
8πT λκ := R
λ
κ − 1
2
gαβRαβδ
λ
κ + Λδ
λ
κ . (2.2)
In our first result we assume for simplicity6 that b is Einstein, that is, b satisfies
Equation (2.2) with T λκ = 0, with a cosmological constant Λ the sign of which
is irrelevant for the theorem that follows:
Theorem 2.1 Let X be a Killing vector of an Einstein metric b, set
|X|2 ≡
∑
a
|Xa|2 , |∇˚X|2 ≡
∑
a,b
|∇˚bXa|2 , |J |2 =
∑
b
|T 0b|2 (2.3)
where ∇˚ is the covariant derivative of b; the indices here refer to a b-
orthonormal frame such that e0 is normal to the hypersurface t = 0. Suppose
that limr→∞ e
ab = 0 and that
∫
{r≥R0}
|X|
|J |+ |Λ||eabbab|+∑
a,b,c
ea(e
bc)2 +
∑
b,c
|ebc|2

+|∇˚X|
∑
a,b,c,d,e
|ea(ebc)| |ede|
 dµb <∞ , (2.4)
where dµb ≡
√
det bijdr dv
2 . . . dvn is the Riemannian measure induced on
{t = 0} by b. Then the right-hand-side of Equation (1.3), understood as the
limit as R→∞ of integrals over the sets {r = R, t = 0}, exists and is finite.
Remark: We note that the somewhat unexpected restriction on integrability
(for Λ 6= 0) of eabbab arises also in the requirement of a well defined generalized
Komar mass for static asymptotically anti-de Sitter metrics [16, 31].
Proof: We have∫
{r=R}
U
αβdSαβ = 2
∫
{R0≤r≤R}
∇˚βUαβdSα +
∫
{r=R0}
U
αβdSαβ . (2.5)
A formula for the volume integrand in Equation (2.5) is given in Equa-
tion (A.27), Appendix A. Clearly conditions (2.4) guarantee convergence of
that volume integral to a finite value when R tends to infinity. ✷
6Using Equation (A.27), Appendix A, it is straightforward to obtain results similar to
Theorem 2.1 without the hypothesis that b is Einstein. Similarly, the hypothesis that X is
a Killing vector field can be relaxed using the calculations of [10, Appendix B]; cf. also [15,
Section 5.1].
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In the remainder of the paper we will only consider background metrics of
the form
b = −a−2(r)dt2 + a2(r)dr2 + r2h , h = hAB(vC)dvAdvB , (2.6)
where h is a Riemannian metric on a (n − 1)-dimensional compact manifold
M . The condition that b is Einstein will not be made unless explicitly stated
otherwise. Let
θ0 =
1
a
dt , θ1 = adr , θA = rαA ,
where αA is an h-orthonormal coframe. We let ea be the frame dual to θ
a,
e0 = a∂t , e1 =
1
a
∂r eA =
1
r
βA , (2.7)
so that βA is a h-orthonormal frame on (M,h). As an application of Theo-
rem 2.1, consider, first, the Killing vector field X = ∂t = (1/a)e0 and suppose
that
a(r) =
ℓ
r
+ o(r) , e1(a) = −1
r
+ o(r) , (2.8)
for some constant ℓ. We then have |X| ≈ ℓ|∇˚X|/√2 ≈ r/ℓ and dµb =
rn−2
√
det hdr dv2 . . . dvn. When g and b are Einstein, the condition (2.4) will
be satisfied if
eab = O(r−β) , ea(e
bc) = O(r−β) , babe
ab = O(r−γ) , (2.9)
with
β > n/2 , γ > n . (2.10)
(We note that the generalized n+ 1 dimensional Kottler metrics (1.10) satisfy
(2.9) with β = n, and with γ = 2n.) An identical convergence analysis applies
for all “rotational” b-Killing vector fields XA(vB)∂A (whenever occurring) for
all the metrics (2.6)-(2.8), as well as all the remaining Killing vectors for the
(n+1)-dimensional anti-de Sitter metric (listed in Appendix B.1), showing that
all the corresponding charges are finite when the conditions (2.9)-(2.10) hold.
Surprisingly, in retrospect the analysis in the case Λ 6= 0 turns out to be simpler
than that for the asymptotically Minkowskian case, where Λ = 0: in the latter
case the requirement of convergence of angular momentum or of boost integrals
imposes more stringent conditions on the metric than that of convergence of
the energy-momentum integrals.
The conditions presented above are sufficient, but certainly not necessary,
for convergence of the integrals (1.3): indeed, the metric considered in Proposi-
tion 2.2 below has a convergent mass integral, but the conditions of Theorem 2.1
fail to hold. However, there is a potential essential ambiguity in the definition
of the integrals (1.3), which we will describe now. Proposition 2.2 below then
shows that (2.9)-(2.10) are essentially sharp, if one requires that the integrals
(1.3) are convergent and background-independent.
The ambiguity in the integrals (1.3) arises as follows: to define those in-
tegrals we have fixed a model background metric b with the corresponding
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coordinate system (t, r, vA) as in (2.6), as well as an orthonormal frame as in
(2.7). Once this has been done, let g be any metric such that the frame compo-
nents gab of g tend to ηab as r tends to infinity in such a way that the integrals
m(S , g, b,X) given by (1.3) (labeled by the background Killing vector fields X
or perhaps by a subset thereof) converge. Consider another coordinate system
(tˆ, rˆ, vˆA) with the associated background metric bˆ:
bˆ = − 1
a2(rˆ)
dtˆ2 + a2(rˆ)drˆ2 + rˆ2hˆ , hˆ = hAB(vˆ
C)dvˆAdvˆB , (2.11)
together with an associated frame eˆa,
eˆ0 = a(rˆ)∂tˆ , eˆ1 =
1
a(rˆ)
∂rˆ eˆA =
1
rˆ
βˆA , (2.12)
and suppose that in the new hatted coordinates the integrals defining the
charges m(Ŝ , g, bˆ, Xˆ) converge again. An obvious way of obtaining such coor-
dinate systems is to make a coordinate transformation
t→ tˆ = t+ δt , r→ rˆ = r + δr , vA → vˆA = vA + δvA , (2.13)
with (δt, δr, δvA) decaying sufficiently fast, as e.g. in the statement of Theo-
rem 2.3 below. (However, we do not know a priori that the hatted coordinates
are related to the unhatted one by the simple coordinate transformation (2.13)
with (δt, δr, δvA) decaying as r →∞, or behaving in some controlled way — the
behaviour of (δt, δr, δvA) could be very wild.) The question then arises, how
do the m(Ŝ , g, bˆ, Xˆ)’s relate to the m(S , g, b,X)’s. A geometric definition
of mass should be coordinate-independent, therefore one would like to have a
simple relation between those integrals.
At this point it is worth recalling that there exist several expressions for
mass alternative to (1.3), which might or might not coincide with each other
when the decay of the metric is too slow. For example, we show in Appendix C
that (1.3) coincides with the Abbott-Deser [1] mass for all metrics satisfying the
decay conditions (2.9)-(2.10) for Killing vectors such that |X| = O(r) with, say,
a(r) as in Equation (1.1). Now, if X = ∂t, for background metrics of the form
(1.1), in space-times of dimension 4, the integral defining the Abbott-Deser
mAD can be written in a particularly simple form [16]
mAD({t = 0}, g, b, ∂t) = lim
R→∞
R3
16πℓ2
∫
Σ∩{r=R}
(
r
∑
A
∂eAA
∂r
− 2e11
)
d2µh .(2.14)
Generalizing an argument of [17], we show that if the decay conditions in (2.9)
are too weak then one can obtain essentially any value of mAD(Ŝ , g, bˆ, Xˆ) by
performing coordinate transformations of the form (2.13). We do this explicitly
in n = 3, the same argument applies in any dimension n:
Proposition 2.2 Let the physical metric g equal the background metric b, and
let {r, vA} be coordinates so that b takes the form (1.8). Consider a new set of
coordinates defined as
rˆ = r +
ζ
r1/2
, vˆA = vA , (2.15)
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where ζ is a constant. (This leads to eˆab = O(r−3/2).) If ζ 6= 0 then the mass
mAD({t = 0}, g, bˆ, ∂t) of g with respect to the background metric bˆ defined by
the coordinates {rˆ, vˆA} does not vanish.
Proof: First notice that this transformation satisfies δrr = O
(
r−3/2
)
. Then, by
straightforward computations one has, assuming without loss of generality that
ℓ = 1,
eˆ1 =
[
1 +
3ζ
2r3/2
+
3ζ2
4r3
+O(r−7/2)
]
e1 ,
eˆA =
[
1− ζ
r3/2
+
ζ2
r3
+O(r−7/2)
]
eA ,
and so,
eˆ11 =
3ζ
r3/2
+
15ζ2
4r3
+O(r−7/2) ,
∑
A
eAA = − 4ζ
r3/2
+
6ζ2
r3
+O(r−9/2) .
Hence
r
∑
A
∂r(e
AA)− 2e11 = −51ζ
2
2r3
+O(r−7/2) ,
and the result follows. ✷
While the above shows that the Abbott-Deser mass ceases to be well defined
below the threshold o(r−3/2) in dimension 3+1, this still leaves open the unlikely
possibility that the Hamiltonian mass (1.3) could be well defined. In order to
see that this is not the case let us, first, calculate the mass integrand for metrics
of the form
g = −µ
(
r2
ℓ2
+ k
)
dt2 +
ν
r2
ℓ2
+ k
dr2 + σr2hABdv
AdvB , (2.16)
where µ, ν and σ are arbitrary functions. One finds
U
tr =
rnσ(n−1)/2
√
dethAB
16πℓ2
√
µν
{
2
√
µν
σ(n−1)/2
− (µ + ν)
+ (n− 1)
(
1 +
ℓ2k
r2
)
µ
[
1
σ
(
r
∂σ
∂r
− ν
)
+ 1
]}
. (2.17)
Suppose that —in space-time dimension n+1 — g is the metric b expressed in
a hatted coordinate system (rˆ, vˆA), and consider the coordinate transformation
rˆ = r +
ζ
rn/2−1
, vˆA = vA ,
where ζ is a constant. The metric g, when expressed in the unhatted coordinates
(r, vA), satisfies (2.9) with β = γ = n/2, and is of the form (2.16) so that (2.17)
10
applies. A Mathematica calculation then shows that g has a mass integral
(1.3) with respect to the unhatted background b equal to
Volh(M)
8πℓ2
(
n+
n2
8
)
ζ2 ,
which is non-zero for any ζ 6= 0 and for any n ∈ N. Here Volh(M) is the n− 1-
dimensional volume of M — area if n − 1 = 2 — with respect to the metric
h.
The coordinate transformation (2.15) is not yet as good as one would wish,
because it leads — in space dimension three – to coordinates in which the
trace of the metric eabbab is O(r
−n/2), quite a bit above the threshold r−n set
forth in Equations (2.9)-(2.10). We note that the change of coordinates (2.15)
accompanied by a further time redefinition (which clearly does not change the
mass as given by Equation (2.14))
t¯ = t(1 + cr−3/2) ,
with an appropriate choice of the constant c, will lead to a metric which at
t¯ = t = 0 satisfies
eij = O(r−3/2) , ek(e
ij) = O(r−3/2) , babe
ab = O(r−3) , (2.18)
where the indices i, j run from 0 to 3. Note that the above fall-off conditions
will not hold for some of the e0a’s, and for some e0 derivatives of the eab’s,
but this turns out irrelevant for the problem at hand: the new hypersurface
t¯ = 0 coincides with the previous one, therefore its extrinsic curvature will not
change. One can check [13] that — similarly to the ADM case — conditions
on the induced metric on the surface t = 0 and on its extrinsic curvature are
sufficient for a well defined notion of mass, so that the result in [13] complete
the proof of sharpness of the condition on γ in (2.10).
Let us show that the decay rates (2.9)-(2.10) guarantee non-occurrence of
the behaviour exhibited in Proposition 2.2:
Theorem 2.3 Consider an n + 1 dimensional space-time (M , g), and let b
and bˆ be two background metrics of the form (2.6) and (2.11), with a(r) as
in Equation (1.1), in coordinates {t, r, vA} and {tˆ, rˆ, vˆA} with ranges covering
{r ≥ R0}×M and {rˆ ≥ Rˆ0}×M for some R0, Rˆ0 ∈ R. Suppose that b satisfies
the vacuum Einstein equations with a negative cosmological constant, that the
conditions of Theorem 2.1 hold both for the hatted and unhatted coordinates,
and that we have
eab = o(r−n/2) , ec(e
ab) = o(r−n/2) . (2.19)
Let X = Xa(t, r, vA)ea ∈ K be a Killing vector field of the metric b satisfying
|X|+ |∇˚X| = O(r) , (2.20)
and let Xˆ = Xa(tˆ, rˆ, vˆA)eˆa ∈ K̂ be its hatted counterpart (with the eˆa com-
ponents of Xˆ given by the same functions Xa of the hatted variables as the ea
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components of X in the unhatted variables). Let S and Ŝ be the hypersurfaces
given by t = 0 and tˆ = 0 respectively. If the coordinate transformation satisfies
tˆ = t+ o(r−(1+n/2)) , ea(tˆ) = ℓ δ
0
a + o(r
−(1+n/2)) ,
rˆ = r + o(r1−n/2) , ea(rˆ) =
δ1a
ℓ
+ o(r1−n/2) ,
vˆA = vA + o(r−(1+n/2)) , ea(vˆ
A) = δAa + o(r
−(1+n/2)) , (2.21)
then
m(S , g, b,X) = m(Ŝ , g, bˆ, Xˆ) .
Proof: The idea of the proof is to compute the background metric bˆ in a frame
related to the unhatted coordinates, obtaining an expression in terms of b plus
correction terms. Then, we compute (1.4) for bˆ, similarly obtaining an expres-
sion in terms of (1.4) for b plus additional terms. We show that these terms
integrate to zero, up to terms vanishing in the limit as r tends to infinity,
keeping thus the mass invariant.
In terms of δt, δr, and δvA defined as in Equation (2.13), the decay condi-
tions (2.21) imply√
k + r2/ℓ2 δt = o(r−n/2) ,
δr√
k + r2/ℓ2
= o(r−n/2) , rδvA = o(r−n/2) .
(2.22)
From Equation (2.12) one finds the following relation between the hatted and
non-hatted coframes
θˆ0 =
(
1 +
rδr
r2 + kℓ2
)
θ0 +
√
k + r2/ℓ2d(δt) + o(r−n) ,
θˆ1 =
(
1− rδr
r2 + kℓ2
)
θ1 +
1√
k + r2/ℓ2
d(δr) + o(r−n) ,
θˆA = θA +
δr
r
θA + r
{
∂αAB
∂vC
δvC dvB + αAB d(δv
B)
}
+ o(r−n) . (2.23)
where αA ia a co-frame on M dual to βA, and we have introduced the notation
αA = αABdv
B , with the index A being a tetrad index, while the index B is a
coordinate index. All the terms denoted by o(r−n) above have o(r−n) coeffi-
cients when expressed in terms of the θa frame. Actually, the term in the curly
brackets in the right hand side of the last equation gives a clue to a convenient
way of writing these equations, since it can be rewritten as £δvB∂/∂vBα
A, where
£ denotes a Lie derivative; in order to justify such a procedure, we use the fol-
lowing artifact: As explained in [9, Section 4], embedding M in R2(n−1) and
extending the metric appropriately, we can without loss of generality assume
that the coordinates vA and the frames θA are globally defined on M . We then
set
ζ = δt
∂
∂t
+ δr
∂
∂r
+ δvA
∂
∂vA
;
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one sees from (2.22) that the components of ζ in the ea frame are all of the
same order o(r−n/2), and one can check that Equation (2.23) for the hatted
tetrad reduces to
θˆa = θa +£ζθ
a + o(r−n) ;
we note that £ζθ
a = o(r−n/2). Let us write
eˆa = ea + δea ;
one verifies that the tetrad components of δea are o(r
−n/2), and from the con-
dition θa(eb) = δ
a
b and its hatted analogue one has
θa(δeb) = −£ζθa(eb) + o(r−n)
= −£ζ (θa(eb))︸ ︷︷ ︸
0
+θa(£ζeb) + o(r
−n)
= θa(£ζeb) + o(r
−n) ,
which shows that
eˆa = ea +£ζea + o(r
−n) ,
with £ζea = o(r
−n/2). This looks to leading order like a change of tetrad under
an infinitesimal transformation, but we emphasize that we are not assuming
that the transformation is infinitesimal. Denoting {xµ} = {t, r, vA}, and using
bˆµν = ηabeˆa
µeˆb
ν , and bµν = ηabea
µeb
ν , we obtain
bˆµν = bµν +£ζb
µν + δbµν , (2.24)
with
δbab ≡ δbµνθaµθbν = o(r−n) .
The expression (2.24) is the first step to compute the change in the integrand
of (1.3). The next step is to rewrite (1.4) in the following more convenient way
U
αβ =
3
8π
√
|g|gγσgκ[αXβ∇˚κgγ]σ+ 1
8π
(√
|g|gκ[αbβ]γ −
√
|b|bκ[αbβ]γ
)
bγσ∇˚κXσ ,
with g = det(gµν), and b = det(bµν). Let Û
αβ be defined as the expression
above with b and X replaced with bˆ and Xˆ ; from Equation (2.24) we obtain
Û
αβ − Uαβ = −
√
|b|
8π
[
3δαβγλνµX
µbκλbγσ(∇˚κ∇˚νζσ + ∇˚κ∇˚σζν)
]
−
√|b|
8π
[
bκ[αbβ]γ∇˚µζµ − bγ[β∇˚|κ|ζα] − bγ[β∇˚α]ζκ
]
∇˚κXγ + δUαβ ,
with
δUab ≡ δUαβθaαθbβ = o(r−n) .
We have used the fact that £ζb
αβ = −2∇˚(αζβ), and that √g =
√
b(1+ ∇˚µζµ−
eµ
µ/2) + o(r−n).
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The idea now is to write the right hand side above as a total divergence of
a totally antisymmetric tensor density. The first term at the right hand side
above can be written as
3δαβγλνµX
µbκλbγσ(∇˚κ∇˚νζσ + ∇˚κ∇˚σζν) = 3∇˚γ
[
δαβγλνµX
µ∇˚λζν
]
+R˚γρ
αβXγζρ + 2X [βR˚α]ρζ
ρ − (∇˚γXβ)∇˚[γζα] + (∇˚γXα)∇˚[γζβ] .
Since ∇˚αXβ is antisymmetric, one obtains
Uˆ
αβ − Uαβ = −
√
|b|
8π
{
3∇˚γ
[
δαβγλνµX
µ∇˚λζν
]
+ R˚γρ
αβXγζρ
+2X [βR˚α]ρζ
ρ + 3(∇˚[αXβ)(∇˚γζγ])
}
+ δUαβ .
Finally, with the remaining terms we construct the divergence of a totally an-
tisymmetric tensor, as follows:
3(∇˚γζ [γ)(∇˚αXβ]) = 3∇˚γ
[
ζ [γ(∇˚αXβ])
]
− ζγ∇˚γ∇˚αXβ − 2ζ [αR˚β]ρXρ.
Recalling that a Killing vector satisfies ∇˚α∇˚βXγ = R˚ραβγXρ, and that R˚αβ =
2Λbαβ/(n − 1), one finds
Û
αβ − Uαβ = −3
√
|b|
8π
∇˚γ
[
X [γ∇˚αζβ] + ζ [γ∇˚αXβ]
]
+ δUαβ .
(It would suffice that R˚αβ = 2Λbαβ/(n− 1) +O(r−n/2) for the argument to go
through.) The first term on the right hand side above integrates out to zero on
(n− 1) dimensional boundaryless compact submanifolds, and the remainder is
order o(r−n), so that∫
r=R
Uˆ
αβdSαβ =
∫
r=R
U
αβdSαβ + o(1) , (2.25)
with o(1) tending to zero as r goes to infinity. We also have∫
r=R
Uˆ
αβdSαβ =
∫
rˆ=Rˆ
Uˆ
αβdSαβ + 2
∫
V
R,Rˆ
∇˚αUˆαβdSβ , (2.26)
where VR,Rˆ is a set the boundary of which is the union of the coordinates sets
{r = R} and {rˆ = Rˆ}. Conditions (2.4) guarantee that the volume integral
in Equation (2.26) tends to zero when both R and Rˆ tend to infinity, which
together with (2.25) establishes our claims. ✷
Let us finally show that the integrals (1.3) are covariant under isometries of
the background. In what follows S is an arbitrary hypersurface on which the
charge integrals (1.3) converge:
Lemma 2.4 Let Φ : M → M be an isometric diffeomorphism of (M , b) such
that Φ(S ) = S . Then
m(S ,Φ∗g, b, (Φ∗)
−1X) = m(S , g, b,X) . (2.27)
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Proof: Formula (1.3) for mass is invariant under diffeomorphisms, hence
m(Φ(S ), g, b,Φ∗Y ) = m(S ,Φ
∗g,Φ∗b, Y ) ,
and the result follows from Φ(S ) = S , Φ∗b = b. ✷
3 Asymptotic isometries - the Riemannian problem
Throughout this section, in contradistinction with the remainder of this paper,
g will denote the Riemannian metric induced by the space-time metric on S .
Similarly the letter b will denote the associated Riemannian background metric7
of the form
b = a2(r)dr2 + r2h , h = hAB(v
C)dvAdvB , (3.1)
with the indices A running from 2 to n. We assume that r ∈ [R,∞) for
some R, while the coordinates vA are local coordinates on some compact n− 1
dimensional manifold M . Unless explicitly stated otherwise, we use the symbol
O(rβ) to denote either O(rβ) throughout this section, or o(rβ) throughout this
section. We shall mainly be interested in background metrics for which
ra(r) = ℓ+ c(r) , c = O(r−m1) , R ∋ m1 > 0 , (3.2a)
c′(r) = O(r−1−m1) . (3.2b)
for some constants m1, ℓ > 0.
8 When the vacuum Einstein equations (1.2)
are satisfied by the metric (3.1) we have1 a(r) = 1/
√
r2/ℓ2 + k, where k is a
constant, which can be written in the form (3.2) with m1 = 2, as well as in
the form of footnote 8 (with m2 of that footnote as large as desired). However,
the hypothesis that the vacuum Einstein equations hold plays no role in this
section, therefore in (3.2) any m1 > 0 will be allowed. Let us mention that
(3.2b) is equivalent to the condition
c(rˆ)− c(r) = O(r−1−m1)(rˆ − r) (3.3)
for r large enough, and for |rˆ − r| ≤ r/2. Indeed, under (3.2b) we have
c(rˆ)− c(r) =
(∫ 1
0
c′(trˆ + (1− t)r)dt
)
(rˆ − r) ,
and Equation (3.3) follows. The implication the other way round is straightfor-
ward using the fact that c is smooth (recall that local smoothness of the metric
is assumed throughout). Condition (3.3) is actually the one which is needed in
the arguments below.
7One could also consider background metrics of the form b = a2(r¯)dr¯2 + q2(r¯)h; however,
if q is sufficiently differentiable, then b can be brought to the form (3.1) in the asymptotic
region by a change of coordinates r = q(r¯) provided that dq/dr¯ has no zeros for large r¯’s.
8 A typical example is a(r) = ℓ
r
(
1 +
∑m2
i=m1
ai
ri
+ O(r−α)
)
for some constants m1 ≥ 1,
m2 ≥ m1, ai and α.
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Let θi, i = 1, . . . , n be an orthonormal coframe for b, with θ1 = a(r)dr, and
let ei be the dual frame; we denote by
ω˚ijk ≡ θi(∇˚ekej)
the associated connection coefficients, where ∇˚ is the Levi-Civita connection of
b. One easily finds
ω˚A1B =
1
ra(r)
δAB = −ω˚1AB . (3.4)
If we denote by
αA ≡ α(vC)ABdvB (3.5)
an orthonormal frame for the metric h, and by βABC the associated Levi-Civita
connection coefficients, then
ω˚ABC =
1
r
βABC . (3.6)
All connection coefficients other than those in (3.4) or (3.6)vanish.
Lemma 3.1 Let θi be an orthonormal coframe for the metric b as in (3.1), let
g = gijθ
i ⊗ θj, and suppose that
gij →r→∞ δij .
Denote by σR, respectively σ˚R, the g-geodesic distance along S , respectively the
b-geodesic distance along S , from the set {r = R}. There exists a function
C(R) ≥ 1 satisfying limR→∞C(R) = 1 such that
C(R)−1σ˚R ≤ σR ≤ C(R)˚σR . (3.7)
Proof: For s ∈ [R, r] let γ(s) = (s, vA), then
σR(r, v
A) ≤
∫ r
R
√
g(γ˙, γ˙)(s, vA) ds
=
∫ r
R
√
gijθi(γ˙)θj(γ˙)(s, vA) ds
=
∫ r
R
√
g11(s, vA)a(s) ds (3.8)
≤ (1 + o(1))˚σR(r, vA) .
To obtain the reverse inequality, we note that for points (r, vA) such that r ≥ R
it holds that
∀X g(X,X) ≥ (1 + o(1))b(X,X) ,
with o(1) going to zero as R → ∞, hence for every curve γ from {r = R} to
(r, vA) we have∫
γ
√
g(γ˙, γ˙)(s) ds ≥ (1 + o(1))
∫
γ
√
b(γ˙, γ˙)(s) ds ,
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therefore
σR = inf
γ
∫
γ
√
g(γ˙, γ˙)(s) ds
≥ (1 + o(1)) inf
γ
∫
γ
√
b(γ˙, γ˙)(s) ds
= (1 + o(1))˚σR . (3.9)
✷
The proof of Lemma 3.1 uses only the product structure of b, and does
not require Equation (3.2) to hold. If, however, that last equation holds, then
clearly
σ˚R(r, v
A) =
∫ r
R
a(s)ds = ℓ ln(r/R) +O(R−m1) ≈ ℓ ln(r/R)
for large r, and (3.7) implies that for all ǫ > 0 there exists Rǫ ≥ R and a
constant Cˆ(ǫ) such that for all r ≥ Rǫ we have
Cˆ(ǫ)−1r1−ǫ ≤ exp (σR/ℓ) ≤ Cˆ(ǫ)r1+ǫ . (3.10)
We will need a sharper version of this:
Lemma 3.2 Under the hypotheses of Lemma 3.1, suppose further that Equa-
tion (3.2) holds, and that there exists a constant α > 0 such that
gij − δij = O(r−α) .
Then for r ≥ max[R, 1] we have
exp (σR/ℓ) = r/R+O(R
−m1) + O(R−α) , (3.11)
in particular
r/C ′ ≤ exp (σR/ℓ) ≤ C ′r . (3.12)
Proof: Here and elsewhere in this paper the letter C denotes a constant which
may vary from line to line; if O = o the constants in the current proof can be
chosen as small as desired by choosing R large enough. In Equation (3.8) we
can estimate
√
g11 by 1 + Cs
−α, obtaining thus
σR(r, v
A) ≤ σ˚R(r, vA) +CR−α
= ℓ ln(r/R) +O(R−m1) + CR−α .
Similarly, Equation (3.9) is rewritten as
σR = inf
γ
∫
γ
√
g(γ˙, γ˙)(s) ds
≥ inf
γ
∫
γ
(1−Cs−α)
√
b(γ˙, γ˙)(s) ds . (3.13)
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The last term in Equation (3.13) is the distance from the set {r = R} in the
metric
(1− Cr−α)2 (a2(r)dr2 + r2h) ,
which equals∫ r
R
(1− Cs−α)a(s) ds = ℓ ln(r/R) +O(R−m1)−O(R−α) ,
and our claims immediately follow. ✷
The key result in our work is the following:
Theorem 3.3 (Asymptotic symmetries) Let (r, vA) coordinatize Ω ⊂ S
so that Ω ≈ {r ∈ [R,∞)} ×M , and let (rˆ, vˆA) be another set of coordinates on
Ω so that Ω ≈ {(vˆA) ∈ M̂, rˆ ∈ [Rˆ(vˆA),∞)} for some continuous function Rˆ. We
further assume that vA and vˆA are consistently oriented, and that (r, vA) and
(rˆ, vˆA) are also consistently oriented. Let b, θi, ei, etc., be as at the beginning
of this section, with a of the form (3.2), and let bˆ, θˆi, eˆi, etc. be the hatted
equivalents thereof, so that
bˆ = a2(rˆ)drˆ2 + rˆ2hˆ =
∑
i
θˆi ⊗ θˆi ,
for some Riemannian metric hˆ on M̂ . Suppose that there exists α > 0 such
that
g(ei, ej)− δji = O(r−α) , ek(g(ei, ej)) = O(r−α) , (3.14)
g(eˆi, eˆj)− δji = O(rˆ−α) , eˆk(g(eˆi, eˆj)) = O(rˆ−α) . (3.15)
Then:
1. There exists a C∞ map Ψ :M → M̂ satisfying
Ψ∗hˆ = e−2ψh
for some C∞ function ψ :M → R, and
rˆ = eψr +O(r1−β) , ei(rˆ) = ei(e
ψr) +O(r1−β) , (3.16)
vˆA = ψA(vB) +O(r−2) , ei(vˆ
A) = ei(ψ
A(vB)) +O(r−2) , (3.17)
in local coordinates with Ψ = (ψA), with β = min (m1, α, 2).
2. If Ψ is the identity and if ψ = 0, then for α > 1 we further have
rˆ = r + O(r1−α) , ei(rˆ) = ei(r) + O(r
1−α) , (3.18)
vˆA = vA + O(r−α−1) , ei(vˆ
A) = ei(v
A) + O(r−α−1) , (3.19)
ei (ej(rˆ − r)) = O(r1−α) , ei
(
ej(vˆ
A − vA)) = O(r−α−1) . (3.20)
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Remarks: 1. For reference we note the partial derivatives estimates
∂rˆ
∂r
= eψ +O(r−β) ,
∂rˆ
∂vA
=
∂eψ
∂vA
r +O(r1−β) , (3.21)
∂vˆA
∂r
= O(r−3) ,
∂vˆA
∂vB
=
∂ψA
∂vB
+O(r−β) , (3.22)
with the second estimate in (3.22) being somewhat stronger than its counterpart
in (3.17).
2. It should be noted that in point 1. above we do not assume that M̂ = M
and hˆ = hAB(vˆ
C)dvˆAdvˆB ; this fact plays a role in [13]. The arguments in that
last reference show that Ψ is a diffeomorphism, in particular M̂ is necessarily
diffeomorphic to M . If hˆ = hAB(vˆ
C)dvˆAdvˆB and Ψ is the identity, then clearly
ψ = 0 follows.
3. We stress that we do not assume M or M̂ to be parallelizable, thus Equa-
tions (3.16)-(3.20) have to be understood in the sense of finite coverings of
M and M̂ , with corresponding frames, on which the claimed estimates hold.
However, if M or M̂ are parallelizable, then the estimates are global.
Proof: Let Op be a conditionally compact subset of an open domain of a local
coordinate system (vA) around p = (vA0 ) ∈ M , and let, on a neighbourhood
of Op, βA be a h-orthonormal frame dual to αA. We note that the connection
coefficients βABC are uniformly bounded on Op. Consider the radial ray
γp(r) := (r, v
A
0 ) ,
which, in hatted coordinates, can be written as
[R,∞) ∋ r → γp(r) =
(
rˆ(r, vA0 ), PM̂γp(r) :=
(
vˆA(r, vA0 )
)) ∈ [Rˆ,∞)× M̂ ⊂ S ;
(3.23)
here and in what follows we identify [R,∞)×Op with the corresponding subset
of S , similarly for sets of the form [Rˆ,∞) × Û , where Û ⊂ M̂ . It should
be clear from (3.23) that the operation “γp → PM̂γp” above is a coordinate
projection which consists in forgetting the rˆ coordinate in a coordinate system
(rˆ, vˆA). We have
hˆAB
∂vˆA
∂r
∂vˆB
∂r
≤ 1
rˆ2
(
rˆ2hˆAB
∂vˆA
∂r
∂vˆB
∂r
+ a2(rˆ)
(
∂rˆ
∂r
)2)
=
1
rˆ2
bˆ(
∂
∂r
,
∂
∂r
) ≤ C 1
rˆ2
g(
∂
∂r
,
∂
∂r
)
≤ C2 1
rˆ2
b(
∂
∂r
,
∂
∂r
) = C2
a2(r)
rˆ2
.
Let dhˆ denote the hˆ distance on M̂ , for r2 ≥ r1 we thus obtain
dhˆ
(
P
M̂
γp(r1), PM̂γp(r2)
) ≤ ∫ r2
r1
√
hˆAB
∂vˆA
∂r
∂vˆB
∂r
(s) ds (3.24)
≤ C
∫ r2
r1
a(s)
rˆ(s, vAo )
ds
≤ C2
∫ r2
r1
1
s2
ds = C2
(
1
r1
− 1
r2
)
,
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and Lemma 3.2 has been used. It then easily follows that
pˆ := lim
r→∞
P
M̂
γp(r)
exists, with
dhˆ
(
PM̂γp(r), pˆ
) ≤ C2
r
. (3.25)
Let Ôpˆ be a conditionally compact subset of a domain of local coordinates vˆA
around pˆ, Equation (3.25) shows that γp enters and remains in [Rˆ,∞)× Ôpˆ for
r large enough. In what follows only such r’s will be considered.
Consider, now, a point q ∈ Op; we wish to show that the corresponding ray
γq will stay within [Rˆ,∞) × Ôpˆ if q is close enough to p. In order to do that,
consider an h-geodesic segment γ ⊂ M parameterized by proper length such
that γ(0) = p and γ(dh(p, q)) = q. Expressing the path
s→ Γ(s) := (r, γ(s)) ∈ [R,∞)×Op ⊂ S
in terms of the barred coordinates we have
hˆAB
dvˆA
ds
dvˆB
ds
≤ 1
rˆ2
(
rˆ2hˆAB
dvˆA
ds
dvˆB
ds
+ a2(rˆ)
(
drˆ
ds
)2)
=
1
rˆ2
bˆ(
dΓ
ds
,
dΓ
ds
) ≤ C 1
rˆ2
b(
dΓ
ds
,
dΓ
ds
)
= C
r2
rˆ2
≤ C2 ,
An estimation as in Equation (3.24) gives
dhˆ
(
P
M̂
γp(r), PM̂γq(r)
) ≤ C dh(p, q) .
Passing to a subset of Op if necessary we thus obtain that for all q ∈ Op the
rays γq enter and remain in [Rˆ,∞)× Ôpˆ, for r ≥ Rp for some Rp.
Let, on an open neighbourhood of Ôpˆ, αˆA be a hˆ-ON frame with uniformly
bounded connection coefficients βˆABC , and let βˆA be a hˆ-orthonormal frame
dual to αˆA. Equations (3.4) and (3.6) show then that all the ω˚ikj’s and ̂˚ωikj’s
— the connection coefficients of b and of bˆ — are uniformly bounded along the
rays γq, q ∈ Op; the reader will note that the same will be true for the constants
controlling various error terms O(r·) in the calculations below. The idea of the
argument below is then to derive the desired estimates along the γq’s, q ∈ Op;
covering the compact manifoldM by a finite number of coordinate patches Opi ,
i = 1, . . . , I, will establish our claims.
Let fi, respectively fˆi, be a g-orthonormal frame obtained by a Gram-
Schmidt orthonormalisation procedure using {ei}ni=1, respectively {eˆi}ni=1. The
explicit form of the fi’s and fˆi’s in terms of the ei’s and eˆi’s shows that
fi = ei + δfi , δfi = δfi
jej , δfi
j = O(r−α) , ek(δfi
j) = O(r−α) ,
(3.26)
fˆi = eˆi + δfˆi , δfˆi = δfˆi
j eˆj , δfˆi
j = O(rˆ−α) , eˆk(δfˆi
j) = O(rˆ−α) .
(3.27)
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By construction we actually have
f1 =
(
1 + O(r−α)
)
e1 =
(
1 + O(r−α) +O(r−m1)
) r
ℓ
∂r . (3.28)
The uniform boundedness of the ω˚ikj’s further shows that
∇˚eiδfj = O(r−α) , (3.29)
similarly for the bˆ-covariant derivatives of the δfˆj ’s with respect to the eˆi’s.
Recall that
ω˚ikj =
1
2
{
θj([ei, ek])− θi([ek, ej ])− θk([ej , ei])
}
; (3.30)
Equation (3.30) together with its g-equivalent and (3.26)-(3.29) imply
ωijk = ω˚
i
jk + O(r
−α) , (3.31)
similarly
ωˆijk ≡ φˆi(∇fˆk fˆj) = ̂˚ωijk + O(rˆ−α) . (3.32)
We use the symbols φi and φˆi to denote coframes dual to fi and fˆi. Now,
both the fi’s and fˆi’s are orthonormal frames for g, hence there exists a field of
rotation matrices Λ = (Λi
j) ∈ O(n) such that
fˆi = Λi
jfj . (3.33)
We recall that for rotation matrices we have9∑
k
Λi
kΛj
k = δij , (3.34)
in particular
(Λ−1)i
j = Λj
i ,
so that φˆi = Λj
iφj , and φj =
∑
i Λj
iφˆi. Further, from Equation (3.34) we
obtain ∑
k
Λi
kΛi
k = 1 =⇒ ∀ i, j |Λij| ≤ 1 . (3.35)
From the definition of the connection coefficients we have
ωˆℓji = 〈φˆℓ,∇fˆi fˆj〉
= 〈Λkℓφk,∇Λimfm (Λjnfn)〉
= Λk
ℓΛi
m〈φk, fm(Λjn)fn + Λjn∇fmfn〉 ,
leading to the well known transformation law
ωˆljiΛl
k = Λi
lfl(Λj
k) + Λj
lΛi
nωkln ,
9We use the convention summation throughout, so that repeated indices in different po-
sitions have to be summed over. We will explicitly indicate the summation only in those
equations in which we need to sum over repeated indices which are both subscripts or both
superscripts.
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which we intepret as an equation for the Λj
k’s:
fi(Λj
k) = (Λ−1)i
lωˆnjlΛn
k − Λj lωkli . (3.36)
From Equations (3.2) and (3.26) we obtain
φm(∂r) = a(r)
(
δm1 + O(r
−α)
)
(3.37a)
=
ℓ
r
(
δm1 + O(r
−β)
)
, (3.37b)
with β = min(α,m1), except if O = o and α > m1 in which case either β should
be taken to be any number smaller than m1, or O should be understood as O.
Rescaling r and the metric g by a constant conformal factor we may without
loss of generality assume that ℓ = 1; similarly for rˆ. Equation (3.12) together
with Equations (3.31)-(3.37) leads to
∂Λi
j
∂r
= a(r)
(∑
k
̂˚ωℓikΛℓjΛk1 + O(r−α)
)
(3.38a)
=
1
r
(∑
k
̂˚ωℓikΛℓjΛk1 + O(r−β)
)
, (3.38b)
in particular
∂Λ1
j
∂r
=
a(r)
rˆa(rˆ)
(∑
A
ΛA
jΛA
1 + O(r−α)
)
(3.39a)
=
1
r
(∑
A
ΛA
jΛA
1 + O(r−β)
)
. (3.39b)
Now, the transpose of a rotation matrix is again a rotation matrix, therefore
we also have ∑
k
Λk
iΛk
j = δij ,
which gives ∑
A
ΛA
1ΛA
1 = 1− (Λ11)2 , (3.40)
and it follows that
∂Λ1
1
∂r
=
a(r)
rˆa(rˆ)
(
1− (Λ11)2 + O(r−α)
)
(3.41a)
=
1
r
(
1− (Λ11)2
)
+ O(r−β−1) . (3.41b)
We have the following:
Lemma 3.4 For all σ < min(m1, α, 2) we have
Λ1
1 = 1 + O(r−σ) , (3.42)
r
∂rˆ
∂r
= rˆ + O(r1−σ) . (3.43)
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Proof: Let χ denote the O(r−β−1) term in Equation (3.41b), set g := Λ1
1, and
denote by φ(r, vA) =
∫∞
r χ(s, v
A) ds = O(r−β); Equation (3.41b) shows that
∂(g − φ)
∂r
=
1− g2
r
≥ 0 .
It follows that g − φ is non-decreasing, and therefore has a limit as r goes to
infinity; since φ tends to zero in this limit we conclude that
g∞ ≡ lim
r→∞
g
exists. Equation (3.41b) shows that
lim
r→∞
r
∂g
∂r
= 1− g2∞ . (3.44)
Now Equation (3.35) gives |g| ≤ 1, while Equation (3.44) implies a logarithmic
divergence of g unless g∞ = ±1; thus g∞ = ±1. Define f ≥ 0 by the equation
g = g∞(1− f) ,
then f →r→∞ 0 and we have
∂f
∂r
= −g∞f(2− f)
r
− g∞χ .
Suppose, first, that g∞ = 1; since f →r→∞= 0 it follows that for every δ > 0
there exists rδ such that f ≤ δ for r ≥ rδ; for such r we then obtain
∂f
∂r
≤ −f(2− δ)
r
− χ , (3.45)
and by integration
r2−δf(r, ·)− r2−δδ f(rδ, ·) ≤ −
∫ r
rδ
χ(s, ·)s2−δ ds = O(r2−δ−β) + O(r2−δ−βδ ) ,
so that
f(r) = O(rδ−2) + O(r−β) . (3.46)
Choosing δ appropriately we obtain (3.42) with any σ < min(m1, α, 2), under
the assumption that g∞ 6= −1. In the case g∞ = −1 similar, but simpler,
manipulations lead again to Equation (3.46) with δ = 0. From Equation (3.40)
and from Λ1
1 = g∞ + O(r
−σ) we obtain
ΛA
1 = O(r−σ/2) . (3.47)
Equation (3.34) similarly implies
Λ1
A = O(r−σ/2) . (3.48)
Equation (3.38a) gives
∂ΛA
1
∂r
=
1
r
(−Λ11ΛA1 + O(r−σ)) ,
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and integration in r together with (3.47) yields (assuming without loss of gen-
erality that σ 6= 1)
ΛA
1 = O(r−1) + O(r−σ) . (3.49)
Integrating in r Equation (3.39b) and using (3.48)-(3.49) we similarly obtain
Λ1
A = O(r−1) + O(r−σ) . (3.50)
From the definition of the fˆi’s and from (3.2) (with ℓ = 1) we have
fˆ1(rˆ) = rˆ + O(rˆ
1−β) , fˆA(rˆ) = O(rˆ
1−α) ,
hence
f1(rˆ) = Λ1
1fˆ1(rˆ) + Λ1
AfˆA(rˆ)
= g∞rˆ + O(r
1−σ) ,
Inverting Equation (3.28) we have
(
1 +O(r−m1)
)
r
∂rˆ
∂r
= e1(rˆ)
=
(
1 + O(r−α)
)
f1(rˆ)
= g∞rˆ + O(r
1−σ) .
We have finally obtained
r
∂rˆ
∂r
= g∞rˆ + O(r
1−σ) , (3.51)
which is compatible with the fact that the coordinate systems (r, vA) and
(rˆ, vˆA), as well as (vA) and (vˆA), carry the same orientations if and only if
g∞ = 1, and the lemma is established. ✷
Returning to the proof of Theorem 3.3, it is useful to introduce new coor-
dinates x and xˆ defined as
r = ex , rˆ = exˆ .
In terms of those variables Equation (3.43) can be rewritten as
∂xˆ
∂x
= 1 + φ , φ = O(e−σx) , (3.52)
for an appropriately defined function φ: More precisely, if we write
ei = ei
jfj , fi = fi
jej , (3.53)
with the obvious hatted equivalents, then
φ :=
ra(r)
rˆa(rˆ)
∑
k,j
e1
jΛjkfˆk
1 − 1 . (3.54)
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Integration of Equation (3.52) gives
xˆ(x, vA) = x− xˆ(x0, vA) +
∫ x
x0
φ(s, vA) ds
= x− xˆ(x0, vA) +
∫ ∞
x0
φ(s, vA) ds−
∫ ∞
x
φ(s, vA) ds
=: x+ ψ(vA) + O(e−σx) , (3.55)
which establishes the existence of a continuous function ψ :M → R such that
rˆ(r, vA) = eψ(v
A)r + O(r1−σ) (3.56)
(continuity of ψ follows from the Lebesgue (dominated) theorem on continuity
of integrals with parameters; the Lebesgue theorem is used in a similar way
without explicit reference at several places below).
Let us write Equation (3.41a) as
∂(Λ1
1 − 1)
∂r
= χ1(Λ1
1 − 1) + χ2 , (3.57)
where
χ1 := −(1 + Λ11) a(r)
rˆa(rˆ)
= −2
r
+ O(r−1−σ) , χ2 = O(r
−α−1) ;
we obtain
Λ1
1(r, vA) = 1 +
(
f1
1(vA) +
∫ r
r0
s2 exp
{∫ ∞
s
(
χ1(v, v
A) +
2
v
)
dv
}
χ2(s, v
A)ds
)
×
r−2 exp
{
−
∫ ∞
r
(
χ1(v, v
A) +
2
v
)
dv
}
, (3.58)
with some continuous function f1
1 :M → R. In particular
Λ1
1 = 1 +O(r−2) + O(r−α) + δ2αO(r
−α ln r) . (3.59)
From Equation (3.38a) we obtain
∂ΛA
1
∂r
=
a(r)
rˆa(rˆ)
(−Λ11ΛA1 +O(r−2) + O(r−2σ) + O(r−α)) , (3.60)
which integrated in a manner similar to that for Equation (3.57) shows that
there exists a continuous function fA
1 :M → R such that
ΛA
1(r, vB) =
fA
1(vB)
r
+ O(r−α) + δα1O(r
−α ln r) +O(r−1−δ)
(3.61a)
= O(r−1) + δα1O(r
−α ln r) + O(r−α) , (3.61b)
with any δ satisfying
δ < min(1, 2σ − 1) . (3.62)
25
It is easily seen now that the r−2 ln r terms which could potentially be present
in Equation (3.59) cannot occur: clearly they are only relevant for α = 2; in
that last case it immediately follows from Equations (3.40) and (3.61a) that no
such terms are allowed. It follows that
Λ1
1 = 1 +O(r−2) + O(r−α) . (3.63)
Repeating the argument after Equation (3.50) one is led to
∂rˆ
∂r
=
rˆ
r
+ O(r−α) +O(r−m1) +O(r−2) , (3.64a)
rˆ = eψ(v
A)r + O(r1−α) +O(r1−m1) +O(r−1) ; (3.64b)
(3.64b) has been obtained from (3.64a) by calculating ∂xˆ/∂x and integrating
the resulting equation, compare Equations (3.52)-(3.55). Equations (3.38a) and
(3.64b) yield
∂ΛA
B
∂r
= a(r)
(∑
k
̂˚ωℓAkΛℓBΛk1 + O(r−α)
)
= a(r)
(∑
C
̂˚ωℓACΛℓBΛC1 + O(r−α)
)
= O(r−α−1) + δα1O(r
−α−1 ln r) +O(r−3) ,
and by integration one finds that there exists a continuous matrix valued func-
tion R = (RA
B) :M → O(n− 1) such that
ΛA
B(r, vC ) = RA
B(vC) + O(r−α) + δα1O(r
−α ln2 r) +O(r−2) . (3.65)
Repeating the argument which led to Equation (3.50) and using (3.65) one finds
now that there exists a continuous function f1
A :M → R such that
Λ1
A(r, vB) =
f1
A(vB)
r
(
1 +O(r−m1)
)
+O(r−α) + δ1αO(r
−α ln r) + O(r−2σ) , (3.66)
compare Equation (3.60); without loss of generality we have assumed that σ 6=
1. The hatted equivalent of (3.5),
αˆA ≡ αˆ(vˆC)ABdvˆB ,
gives
dvˆA = βˆABαˆ
B =
1
rˆ
βˆAB θˆ
B
=
1
rˆ
βˆAB
(
(1 + O(r−α))ΛC
BθC + (1 + O(r−α))Λ1
Bθ1
)
,
where βAB denotes the matrix inverse to α
A
B , while the symbol βˆ
A
B is used
to denote the the matrix inverse to αˆAB. This implies
∂vˆA
∂r
= O(r−3) , (3.67)
∂vˆA
∂vC
=
r
rˆ
βˆABΛD
BαDC + O(r
−α) . (3.68)
26
Integrating (3.67) in r one obtains that the limits
ψA ≡ lim
r→∞
vˆA
exist and are continuous functions, with
vˆA − ψA = O(r−2) . (3.69)
Moreover, it follows from (3.68) that the limits as r tends to infinity of ∂vˆA/∂vB
exist and are continuous. Passing to the limit r → ∞ in Equation (3.68) one
obtains
Ψ∗αˆA = e−ψRABα
B , (3.70)
hence
Ψ∗hˆ = Ψ∗
∑
A
αˆA ⊗ αˆA
= e−2ψ
∑
A
RABR
A
Cα
B ⊗ αC
= e−2ψ
∑
A
αA ⊗ αA = e−2ψh ,
where we have used the fact that R = (RA
B) is a rotation matrix. It follows
that the map Ψ = (ψA) is a conformal local diffeomorphism from (M,h) to
(M̂, hˆ). We can thus use a deep result of Lelong-Ferrand [30] to conclude that
Ψ is smooth, in particular so is ψ. Equation (3.70) shows then smoothness of
RAB. Further
1
r
βBA
∂rˆ
∂vB
= eA(rˆ)
= (1 + O(r−α))
∑
B
ΛB
AfˆB(rˆ) + (1 + O(r
−α))Λ1
Afˆ1(rˆ)
= O(1) + O(r1−α) , (3.71)
hence
∂xˆ
∂vA
=
1
rˆ
∂rˆ
∂vA
= O(1) + O(r1−α) . (3.72)
This, together with Equations (3.67)-(3.69), establishes point 1 for 0 < α ≤ 1.
If α > 1, a closer inspection of the O(1) terms in Equation (3.72), making
use of Equation (3.66), shows that the limits limr→∞ ∂xˆ/∂v
A exist, and are
continuous functions of the vA’s. Now, in the current range of α’s it is easy to
show that the function ψ in (3.55) is continuously differentiable without invok-
ing the Lelong-Ferrand theorem, as follows: Let φ be the function appearing
at the right-hand-side of Equation (3.52), from (3.54) and from what has been
said with a little work one finds
∂φ
∂vA
= O(e(1−α)x) +O(e−x) ;
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the differentiability of ψ follows now from its definition (3.55) and from
Lebesgue’s dominated theorem on differentiability of integrals with parameters.
The last estimate together with Equation (3.55) also show that
∂xˆ
∂vA
=
∂ψ
∂vA
+ O(e(1−α)x) +O(e−x) . (3.73)
and point 1 is established.
To establish point 2, suppose that Ψ is the identity and that ψ = 0. The
calculation in Equation (3.71) shows that
0 = lim
r→∞
∂xˆ
∂vA
= lim
r→∞
1
rˆ
∂rˆ
∂vA
= lim
r→∞
rαBAeB(rˆ) = lim
r→∞
αBAΛB
1 ,
hence the function fA
1 appearing in Equation (3.61b) vanishes. The identity
Λ1
AΛ1
1 +
∑
B
ΛB
AΛB
1 = 0 (3.74)
shows that the function f1
A from Equation (3.66) vanishes as well. If 1 < α < 2
we thus obtain
Λi
j = δji + O(r
−α) . (3.75)
For α ≥ 2 a closer inspection of Equation (3.39a) is needed:
∂Λ1
A
∂r
=
1
r
ra(r)
rˆa(rˆ)
(∑
C
ΛC
AΛC
1 + O(r−α)
)
=
1
r
ra(r)
rˆa(rˆ)
(−Λ11Λ1A + O(r−α)) , (3.76)
where we have used Equation (3.74). Integrating this equation in a way
somewhat similar to Equation (3.57) shows that
Λ1
A(r, vB) = O(r−α) + δ2αO(r
−α ln r) . (3.77)
If α = 2, suppose for the moment that there is no ln r term in (3.77); it then fol-
lows from Equations (3.63) and (3.74) that Equation (3.75) holds. On the other
hand, for α > 2 Equation (3.40) forces the function f1
1 from Equation (3.58)
to vanish, which in turn implies that Equation (3.75) holds again. The formula
inverse to Equation (3.33) reads
fj =
∑
i
Λi
j fˆi , (3.78)
in particular
f1(rˆ) = Λ1
1fˆ1(rˆ) +
∑
A
ΛA
1fˆA(rˆ) ,
which implies
∂rˆ
∂r
=
a(r)
a(rˆ)
(
1 + O(r−α)
)
+ O(r−α) . (3.79)
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Equation (3.3) together with the identities
ra(r)
rˆa(rˆ)
=
ra(r)− rˆa(rˆ)
rˆa(rˆ)
+ 1 = 1 +O(r−m1−1)δr , (3.80a)
a(r)
a(rˆ)
=
ra(r)
rˆa(rˆ)
× rˆ
r
=
ra(r)
rˆa(rˆ)
(
1 +
δr
r
)
= 1 +
(
1
r
+O(r−m1−1)
)
δr .(3.80b)
shows that Equation (3.79) can be rewritten as
∂δr
∂r
= χ3δr + χ4 , (3.81)
with
χ3 =
1
r
+O(r−m1−1) , χ4 = O(r
−α) .
Hence, for r2 > r we have
δr(r2)
r2
=
(
δr(r)
r
+
∫ r2
r
exp
{
−
∫ ∞
t
(
χ3(s)− 1
s
)
ds
}
χ4(t)
t
dt
)
×
exp
{∫ ∞
r
(
χ3(s)− 1
s
)
ds
}
.
Passing with r2 to infinity and using the fact that δr = o(r) shows that
δr = −r
∫ ∞
r
exp
{
−
∫ ∞
t
(
χ3(s)− 1
s
)
ds
}
χ4(t)
t
dt
= O(r1−α) . (3.82)
From Equation (3.79) we obtain
∂δr
∂r
= O(r−α) . (3.83)
Equation (3.78) implies
ej =
(
δkj + O(r
−α)
)
fk
=
∑
i
(
δkj + O(r
−α)
)
Λi
k
(
δki + O(r
−α)
)
eˆk
= eˆj +
∑
i
O(r−α)eˆi . (3.84)
It follows that
ej(rˆ) = δ
1
j rˆ + O(r
1−α)
= ej(r) + O(r
1−α) , (3.85a)
ej(vˆ
A) = eˆj(vˆ
A) + O(r−1−α) . (3.85b)
In particular
∂vˆA
∂r
= a(r)e1(vˆ
A) = O(r−2−α) =⇒ vˆA − vA = O(r−1−α) . (3.86)
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Equations (3.82) and (3.86) allow us to rewrite Equation (3.85b) as
ej(vˆ
A) = ej(v
A) + O(r−1−α) . (3.87)
Equations (3.16)-(3.17) are thus established. A straightforward analysis of the
equations
ek (fj(rˆ)) = ek
(∑
i
Λi
j fˆi(rˆ)
)
,
ek
(
fj(vˆ
A)
)
= ek
(∑
i
Λi
j fˆi(vˆ
A)
)
,
leads to Equation (3.20), and the theorem is established for α 6= 2, or for α = 2
provided that no log terms are present in (3.77).
Let us return to the case α = 2; then (3.75) holds with any α < 2 and
therefore the calculations that follow remain valid with any α < 2. Further
(3.75) holds with i = j = 1 and α = 2 by Equation (3.63). Equations (3.36)
and (3.80) give then
∂(rΛA
1)
∂r
= O(r−2) =⇒ ΛA1 = O(r−2) ,
so that no log terms can occur in ΛA
1. Equation (3.74) implies then
Λ1
A = O(r−2) ,
and (3.36) establishes (3.75) with α = 2,and the theorem follows. ✷
In the next section we shall need the following:
Corollary 3.5 Let Ψ(r, vA) = (rˆ(r, vA), vˆB(r, vA)) be an isometry of the back-
ground metric b:
Ψ∗(a2(r)dr2 + r2h) = a2(rˆ)drˆ2 + rˆ2hˆ , hˆ = hAB(vˆ
C)dvˆAdvˆB .
If there exists α > 1 such that the physical metric g satisfies
g(ei, ej)− δji = O(r−α) , ek(g(ei, ej)) = O(r−α) , (3.88)
where ei, i = 1, . . . , n is the usual ON frame for the metric b as in (2.7), then
g(eˆi, eˆj)− δji = O(rˆ−α) , eˆk(g(eˆi, eˆj)) = O(rˆ−α) , (3.89)
where eˆi is the corresponding hatted frame.
Proof: Applying point 1. of Theorem 3.3 to g = b we obtain that
rˆ = eψr +O(r1−β) , (3.90)
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with β = min (m1, 2). Since Ψ is an isometry we have eˆi = Λi
jej for some
rotation matrix Λi
j, which gives
eˆij = (g − b)(θˆi, θˆj) = ΛkiΛℓj(g − b)(θk, θℓ) = O(r−α) = O(rˆ−α) .
Further,
er(eˆ
ij) = er
(
Λk
iΛℓ
jekl
)
,
and — since ei(Λk
j) = O(1) by (3.36) — the result easily follows. ✷
4 Global charges
Let us give here a general prescription how to assign global geometric invari-
ants to hypersurfaces S in the class of space-times with metrics asymptotic
to backgrounds (2.6): consider such a background metric b and consider a hy-
persurface S given by the equation {t = 0} in the coordinate system of (2.6).
Let K denote the set of all Killing vector fields of b; the hypersurface S sin-
gles out two subsets of K : a) the set KS⊥ of those Killing vector fields of b
which are normal to S , and the set K
S ‖
of all b-Killing vector fields which
are tangent to S . Consider any metric g for which the fall-off hypotheses of
Theorem 2.1 are met, with X ∈ KS⊥ , or with X ∈ KS ‖ , or perhaps with all
X ∈ K . (In that theorem we have assumed that b satisfies Equation (1.2), but
it would be sufficient that (1.2) holds only up to terms which decay sufficiently
fast when r tends to infinity, the same for g.) Let Iso↑(S , b) be the group of
all time-orientation preserving isometries of b which leave S invariant.10 We
shall suppose further that the following condition holds:
for every orientation-preserving conformal isometry Ψ of (M,h) there exists
R∗ > 0 and a b-isometric map Φ : [R∗,∞)×M → [R,∞)×M , such that
limr→∞Φ(r, ·) = Ψ(·) . (4.1)
It follows from [6, Vol. II,Theorem 18.10.4] and from what is said in Appendix
B.1 that this condition holds for the (n+1)-dimensional anti-de Sitter metrics,
n ≥ 3; the case n = 2 is handled by the discussion of toroidal M ’s below.
Further, the above condition obviously holds for those metrics for which every
conformal isometry of (M,h) is an isometry, as is the case for the (M,h)’s
considered in Appendix B.2: the desired extension Φ is
Φ(r, vA) = (r,Ψ(vA)) .
In fact, it is shown in [13] that condition (4.1) always holds when a(r) =
1/
√
r2 + k regardless of the metric h.
10Some further invariants can sometimes be obtained by considering the connected compo-
nent of the identity of Iso↑(S , b), but this seems to require a case by case analysis, so that
no general discussion will be given here.
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Let C denote the collection of positively oriented coordinate systems c =(
O, (r, vA)
)
, where O is the domain of definition of the collection of functions
(r, vA), with the associated background metrics and orthonormal tetrads, for
which Equations (2.4), (2.19) and (2.20) hold. For each such coordinate system
c we can calculate the set of integrals (1.3), where X runs over KS⊥ , or over
K
S ‖
, or over K , whichever appropriate. By Theorem 3.3 every two coordinate
system c1, c2 in C differ by a coordinate transformation, say Υ, the M -part of
which asymptotes to an orientation preserving conformal isometry Ψ :M →M .
By the hypothesis (4.1) Ψ can be extended to an isometry Φ of b which leaves
S invariant. Writing Υ as
Υ = (Υ ◦Φ−1) ◦ Φ
we can decompose Υ into an isometry of b and a map Υ◦Φ−1 which asymptotes
to the identity. By Corollary 3.5 the metric Φ∗g satisfies the hypotheses of
Theorem 3.3, in the new coordinates c3 as made precise by that Corollary, so
that the conclusions of Theorem 3.3 apply to Υ◦Φ−1. Let b be the background
associated with the first coordinate system c1, and let bˆ be that associated with
c2; since Φ is an isometry, the background metric associated with c3 coincides
with that associated with c1. Now, by Theorem 2.3, the integrals (1.3) are
invariant under the change of background which is associated to Υ ◦Φ−1:
m(S , g, b,X) = m(S , g, bˆ, Xˆ) , (4.2)
where the bˆ-Killing vector Xˆ is associated to the b-Killing vector field X as de-
scribed in the statement of Theorem 2.3. On the other hand, Lemma 2.4 shows
that the isometry Φ reshuffles the integrals associated with different Killing
vectors,
m(S ,Φ∗g, b, (Φ∗)
−1X) = m(S , g, b,X) , (4.3)
according to the action of Iso↑(S , b) by push-forward on K , or KS⊥ , or KS ‖ .
(We note that since Φ is an b-isometry preserving S , Φ∗ preserves the field of
b-unit normals to S , hence the space KS⊥ of those Killing vector fields which
are normal to S . Similarly Φ preserves the space KS ‖ of Killing vector fields
tangent to S .) Equations (4.2)-(4.3) show that any invariant of the action of
Iso↑(S , b) on K , or on KS⊥ , or on KS ‖ , gives a geometric invariant which
can be associated to S , independently of the choice the coordinate systems in
C .
When b is the (n + 1)-dimensional anti-de Sitter metric, the relevant in-
variants based on Killing vector fields in KS⊥ have already been discussed in
detail in the introduction, Section 1. Consider the remaining Killing vector
fields L(µ)(ν) ∈ KS ‖ , as given by Equation (B.6). Equation (B.9) shows that
under the action of Iso↑(S , b) = O↑(1, n), the orthochronous (n+1)-dimensional
Lorentz group, the integrals
Q(µ)(ν) ≡ m(S , g, b, L(µ)(ν))
transform as the components of a two-covariant antisymmetric tensor. One
then obtains a geometric invariant of S by calculating
Q ≡ Q(µ)(ν)Q(α)(β)η(µ)(α)η(ν)(β) (4.4)
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(for conventions see Appendix B.1). In dimension 3 + 1 another independent
geometric invariant is obtained from
Q∗ ≡ Q(µ)(ν)Q(α)(β)ǫ(µ)(α)(ν)(β) . (4.5)
In higher dimensions further invariants are obtained by calculating tr(P 2k),
2 ≤ 2k ≤ (n + 1), where P (α)(β) = η(α)(µ)Q(µ)(β). (In this notation Q given
by Equation (4.4) equals tr(P 2).) When n + 1 is even one also has obvious
generalisations of (4.5).
Consider, next, a (compact) strictly negatively curved (M,h), as considered
in Appendix (B.2). In that case all Killing vector fields are in KS⊥ , the action
of Iso↑(S , b) on KS⊥ is trivial, and all the geometric invariants of S given by
(1.3) are provided by the mass integrals considered in the Introduction.
Let, finally, (M,h) be a flat (n−1)-dimensional torus Tn, n ≥ 2; as discussed
in Appendix (B.2), all conformal isometries of (M,h) are isometries and the
action of Iso↑(S , b) on K is trivial. It follows that in addition to the mass we
have n− 1 independent invariants
mA(S , g) ≡ m(S , g, b, ∂A)
associated with the Killing vectors ∂A of (M,h); here the ∂A’s have been chosen
so that they are tangent to the S1 factors of TN = S1×· · ·×S1, and normalized
to have unit length; such vector fields can loosely be thought of as generating
“rotations” of the torus Tn into itself, giving the mA’s an angular-momentum
type character.
A The phase space and the Hamiltonians
In [10] the starting point of the analysis is the Hilbert Lagrangian for vacuum
Einstein gravity,
L =
√
− det gµν g
αβRαβ
16π
.
With our signature (−+ · · ·+) one needs to repeat the analysis in [10] with L
replaced by √− det gµν
16π
(
gαβRαβ − 2Λ
)
,
and without making the assumption n + 1 = 4 done there; we follow the pre-
sentation in [15]: Consider the Ricci tensor,
Rµν = ∂α
[
Γαµν − δα(µΓκν)κ
]
− [ΓασµΓσαν − ΓαµνΓσασ] , (A.1)
where the Γ’s are the Christoffel symbols of g. Contracting Rµν with the con-
travariant density of metric,
gµν :=
1
16π
√
− det g gµν , (A.2)
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one obtains the following expression for the Hilbert Lagrangian density:
L˜ =
1
16π
√
− det gR = gµνRµν
= ∂α
[
gµν
(
Γαµν − δα(µΓκν)κ
)]
+ gµν
[
ΓασµΓ
σ
αν − ΓαµνΓσασ
]
. (A.3)
Here we have used the metricity condition of Γ, which is equivalent to the
following identity:
gµν,α := ∂αg
µν = gµνΓσασ − gµσΓνσα − gνσΓµσα . (A.4)
Suppose now, that Bασµ is another symmetric connection in M , which will be
used as a background (or reference) connection. Denote by R˚µν its Ricci tensor.
From the metricity condition (A.4) we similarly obtain
gµνR˚µν = ∂α
[
gµν
(
Bαµν − δα(µBκν)κ
)]
− gµν [BασµBσαν −BαµνBσασ]
+gµν
[
ΓασµB
σ
αν +B
α
σµΓ
σ
αν − ΓαµνBσασ −BαµνΓσασ
]
. (A.5)
It is useful to introduce the tensor field
pαµν :=
(
Bαµν − δα(µBκν)κ
)
−
(
Γαµν − δα(µΓκν)κ
)
. (A.6)
Once the reference connection Bαµν is given, the tensor p
α
µν encodes the entire
information about the connection Γαµν :
Γαµν = B
α
µν − pαµν +
2
n
δα(µp
κ
ν)κ
(recall that the space-time dimension is n + 1). Subtracting Equation (A.5)
from (A.3), and using the definition of pαµν , we arrive at the equation
gµνRµν −
√− det gµν
8π
Λ = −∂α
(
gµνpαµν
)
+ L ,
where
L := gµν
[(
Γασµ −Bασµ
)
(Γσαν −Bσαν)−
(
Γαµν −Bαµν
)
(Γσασ −Bσασ) + R˚µν
]
−
√− det gµν
8π
Λ .
This result may be used as follows: the quantity L differs by a total divergence
from the gravitational Lagrangian, and hence the associated variational prin-
ciple leads to the same equations of motion. Further, the metricity condition
(A.4) enables us to rewrite L in terms of the first derivatives of gµν : indeed,
replacing in (A.4) the partial derivatives gµν,α by the covariant derivatives g
µν
;α,
calculated with respect to the background connection B,
gµν;α := g
µν (Γσασ −Bσασ)− gµσ (Γνσα −Bνσα)− gνσ (Γµσα −Bµσα) , (A.7)
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we may calculate pαµν in terms of the latter derivatives. The final result is:
pλµν =
1
2
gµαg
λα
;ν +
1
2
gναg
λα
;µ −
1
2
gλαgσµgρνg
σρ
;α
+
1
2(n− 1)g
λαgµνgσρg
σρ
;α , (A.8)
where by gµν we denote the matrix inverse to g
µν ; we assume that n ≥ 2.
Further,
Γαµν −Bαµν = −pαµν +
1
n− 1gσρg
σρ
;(µδ
α
ν) .
We have
∂L
∂gµν,λ
=
∂L
∂gµν;λ
=
∂L
∂Γαβγ
∂Γαβγ
∂gµν;λ
= pλµν , (A.9)
with the last equality being obtained by tedious but otherwise straightforward
algebra. It follows that the tensor pλµν is the momentum canonically conjugate
to the contravariant tensor density gµν ; prescribing this last object is of course
equivalent to prescribing the metric. Alternatively, one can calculate
L =
1
2
gµαg
µν
;λg
λα
;ν −
1
4
gλαgσµgρνg
µν
;λg
σρ
;α
+
1
8
gλαgµνg
µν
;λgσρg
σρ
;α + g
µνR˚µν −
√− det gµν
8π
Λ . (A.10)
and check directly that
∂L
∂gµν;λ
= pλµν . (A.11)
Given a symmetric background connection B on M , we take L given by
Equation (A.10) as the Lagrangian for the theory. The canonical momentum
pλµν is defined by Equation (A.8) or, equivalently, by Equation (A.11). If S
is any piecewise smooth hypersurface in M , we define the space-time phase
bundle over S as the collection of the (pλµν , g
αβ)’s over S . If (δap
λ
µν , δag
αβ),
a = 1, 2, are two sections over S of the bundle of vertical vectors tangent to
the space-time phase bundle, following [27] we set
ΩS ((δ1p
λ
µν , δ1g
αβ), (δ2p
λ
µν , δ2g
αβ)) =
∫
S
(δ1p
µ
αβδ2g
αβ − δ2pµαβδ1gαβ) dSµ ,
(A.12)
with the fields (δ1p
λ
µν , δ1g
αβ) and (δ2p
λ
µν , δ2g
αβ) such that the integrals converge.
Here dSµ is defined as
∂
∂xµ
⌋ dx0 ∧ · · · ∧ dxn , (A.13)
where ⌋ denotes contraction. This can be loosely thought of as being the “sym-
plectic” form on the gravitational phase space; however we will avoid this ter-
minology since the definition of a symplectic form involves non-degeneracy con-
ditions, which are quite subtle in an infinite dimensional context, and which we
do not want to address.
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To be more specific, let S be a hypersurface which is the union of a compact
set with an asymptotic region Sext ≈ [R0,∞)×M parameterized by (r, vA) as
in the body of this paper. Consider a background metric b of the form (1.1)
defined on Sext, with its associated tetrad ea; we define the phase space Pb
as the space of those smooth11 sections (pλµν , g
αβ) along S of the space-time
phase bundle which satisfy the following conditions:
C 1. First, we only allow those sections of the space-time phase bundle which
arise from solutions of the vacuum Einstein equations with cosmological
constant Λ — in particular the general relativistic constraint equations
with cosmological constant Λ have to be satisfied by the fields (pλµν , g
αβ).
C 2. Next, the ea-tetrad components of g are required to be bounded on Sext.
Moreover, we impose the integral condition∫
Sext
r
∑
a,b,c
|∇˚aebc|2 +
∑
d,e
|ede|2
 dµb <∞ , (A.14)
where eab are the ea-tetrad components of g−b. In (A.14) dµb is, as before,
the measure arising from the metric induced on S by the background
metric b; in local coordinates such that Sext = {t = 0} we have dµb =√
det bijdrd
n−1v, with the indices i, j running from 1 to n.
C 3. Further, the fall-off conditions
eab = o(r−n/2) , ec(e
ab) = o(r−n/2) . (A.15)
are assumed to hold on Sext.
C 4. Finally, we shall assume that the following “volume normalization condi-
tion” is satisfied: ∫
Sext
r|bcdecd| dµb <∞ . (A.16)
(Recall that when M is not parallelizable, then conditions (A.14), (A.15), etc.,
should be understood as the requirement of existence of a covering of M by
a finite number of open sets Oi together with frames defined on [R0,∞) × Oi
satisfying the relevant conditions.)
Whenever we consider variations (δpλµν , δg
αβ) of the fields in Pb, we will
require that those variations satisfy the same decay conditions as the fields in
Pb.
From now on we shall assume that Bαβγ is the Levi-Civita connection of
the background metric b. A condition equivalent to (A.14), and slightly more
convenient to work with, is∫
Sext
r
∑
a,b,c
|ea(ebc)|2 +
∑
d,e
|ede|2
 dµb <∞ . (A.17)
11The condition of smoothness of the relevant fields is certainly not needed, and should be
relaxed if an attempt is made to obtain a full symplectic description of the situation at hand.
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This follows immediately from Equations (3.4) and (3.6), which show that the
∇˚-connection coefficients are bounded in the frame ea. It follows that the fall-off
conditions (2.9)-(2.10) will ensure that C 2–C 4 hold.
Let us show that Equation (A.14) guarantees that the integral defining ΩS
converges. In order to see that, consider the identity:
∇˚αeµν = ∇˚αgµν = (∇˚α −∇α)gµν
= −gµσ(Γνσα −Bνσα)− gνσ(Γµσα −Bµσα) .
The usual cyclic permutations calculation allows one to express Γαβγ − Bαβγ as
a linear combination of the ∇˚αeµν ’s. It then follows from Equation (A.6) that
the tetrad coefficients pabc of p
α
βγ are, on Sext, linear combinations with bounded
coefficients of the ∇˚aebc’s. In local coordinates on Sext we have√
|det bµν | ∼ r
√
det bij ,
hence∫
Sext
|δptab| |δgab|drdn−1v ≤ C
∑
a,b,c,d,e
∫
Sext
r|∇˚cδede| |δeab|dµb <∞ .
Here the coordinate x0 ≡ t has been chosen so that Sext = {t = 0}. Thus, ΩS
is well defined on Pb, as desired.
Recall, now, that ΩS coincides up to boundary terms with the more familiar
“ADM symplectic form” [25, 26]: one sets
P kl :=
√
det gmn (
3gijKij
3gkl −Kkl) , (A.18)
where Kkl is the extrinsic curvature of S ,
Kkl := − 1√|gtt|Γtkl , (A.19)
with 3gkl — the three-dimensional inverse of the induced metric gkl on S ; the
indices on Kkl have been raised using 3gkl. If we further choose the coordinate
x3 in such a way that ∂Sext = {t = 0, x3 = 1}, then the “symplectic” form
(A.12) can be rewritten as [25, 26]
ΩS ((δ1p
λ
µν , δ1g
αβ), (δ2p
λ
µν , δ2g
αβ)) =
1
16π
∫
S
(
δ1gklδ2P
kl − δ2gklδ1P kl
)
dnx
+
1
16π
∫
∂S
(
δ1N
3δ2
√
det gkl
N
− δ2N3δ1
√
det gkl
N
)
dn−1v ,(A.20)
where
N = 1/
√
−gtt , Nk = gtk , N3 = (g3k − g
t3gtk
gtt
)Nk .
Let us show that ΩS actually coincides with the ADM “symplectic form” on
Pb. It clearly follows from (A.14) (with e
ab replaced by δeab) that the volume
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integral there converges as before; it remains to show that the boundary integral
vanishes. We have
δ
(√
det gij
N
)
= δ
(√
|det gµν |
)
= δ
(√
det gµν
det bµν
)√
|det bµν |
= o(r−n/2)O(rn−1) = o(rn/2−1) .
One easily checks the identity
N3 =
f0(r)√
|gtt| ,
where f0 is the future directed g-unit-normal to S . We have
gtt ≡ g(dt, dt) = (ηab + eab)ea(t)eb(t)
= (η00 + e00) (e0(t))
2
= (η00 + e00)|btt| ,
which gives
1√
|gtt| = O(r) ,
δ
(
1√
|gtt|
)
= δ
(√
btt
gtt
)
1√
|btt| = o(r
−n/2+1) .
Further,
f0(r) = f0
beb(r) = f0
1e1(r) = o(r
−n/2+1) ,
δf0(r) = δf0
1e1(r) = o(r
−n/2+1) ,
where ea is a b-orthonormal frame as in Equation (2.7), and the vanishing of
the boundary term in (A.20) readily follows.
According to [28] (see also [15, 27]) the Hamiltonian associated with a one
parameter family of maps of the phase space into itself which arise from the
flow of a vector field X on the space-time equals
H(X,S ) =
∫
S
(pµαβ£Xg
αβ −XµL) dSµ (A.21)
provided that all the integrals involved are well defined, and that the boundary
integral in the variational formula
− δH =
∫
S
(
£Xp
λ
µνδg
µν −£Xgµνδpλµν
)
dSλ
+
∫
∂S
X [µpν]αβδg
αβ dSµν , (A.22)
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vanishes. In the case when B is the metric connection of a given background
metric bµν , and when X is a Killing vector field of bµν , the identification
m(S , g, b,X) = H(X,S ) , (A.23)
together with the calculations in [10] leads to Equations (1.3)-(1.5). More
precisely, let Eνλ be given by the formula [10]
Eνλ =
2|det bµν |
16π
√|det gρσ|gβγ(e2gγ[νgλ]κ);κXβ
+
1
8π
√
|det gρσ| gα[νδλ]β Xβ ;α . (A.24)
e =
√
|det gρσ|/
√
|det bµν | . (A.25)
It can be checked that all the formulae of [10, Appendix B] are dimension
independent, and lead to the identity
Eλ := pλαβ£Xg
αβ −XλL = Eνλ;ν + T λκXκ , (A.26)
where the matter energy-momentum tensor has been defined in (2.2). Now,
when b is the anti de Sitter metric, the integral of EλdSλ over large “balls”
BR := {r ≤ R} within S would diverge if we tried to pass with the radius of
those balls to infinity because we have
Eλ
∣∣∣
g=b
= −(R˚− 2Λ)Xλ/16π ,
with R˚— the Ricci scalar of the background metric b, and R˚−2Λ = 4Λ/(n−1)
in an (n+1)-dimensional space-time. We therefore add to Eλ a g-independent
term which will cancel this divergence: indeed, such terms can be freely added to
the Hamiltonian because they do not affect the variational formula that defines
a Hamiltonian. From an energy point of view such an addition corresponds to
a choice of the zero point of the energy. We thus set
U
αβ := Eαβ − Eαβ
∣∣∣
g=b
.
From the definition of Eλ and from Equation (A.26) one easily finds
16π∇˚βUαβ =
(√
|det g|gab −
√
|det b|bab
)
R˚abX
β
+2Λ
(√
|det b| −
√
|det g|
)
Xβ
+
(
T˚ λκ − T λκ
)
Xκ
+
√
|det b|
(
QαβX
β +Qαβγ∇˚βXγ
)
, (A.27)
where Qαβ is a quadratic form in ea(e
bc), and Qαβγ is bilinear in ea(e
bc) and eab,
both with bounded coefficients. Further, T˚ λκ is defined as in Equation (2.2)
with g replaced by b.
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From now on we assume that both g and b are Einstein, and we only consider
vector fields X which are b-Killing vector fields and satisfy
|X| + |∇˚X| ≤ Cr (A.28)
for some constant C; this holds for all the backgrounds considered in Ap-
pendix B, in particular for the generalized Kottler metrics (1.10). Theorem 2.1
then shows that the integral defining H converges for fields in Pb.
Suppose, further, that the b-Killing vector field X has the property that the
associated variations of the fields are compatible with the boundary conditions
imposed on fields in Pb. This means in particular that we must have∫
S
r
∑
a,b,c
|£X
(
∇˚aebc
)
|2 dµb <∞ . (A.29)
Clearly the volume integral in the variational formula (A.22) converges under
(A.29) together with the remaining conditions set forth above. Further, the
boundary integral there vanishes under (A.15), so that Equation (A.21) does
indeed provide the required Hamiltonian on Pb.
For Killing vectors satisfying (A.28) Equation (A.29) will hold if∫
S
r3
∑
a,b,c,d
|
(
∇˚a∇˚debc
)
|2 dµb <∞ , (A.30)
but we emphasize that the weaker condition (A.29) suffices.
B Isometries and Killing vectors of the background
B.1 (n+ 1)-dimensional anti-de Sitter metrics
For n ≥ 2 consider the (n + 1)-dimensional anti-de Sitter space-time (M , b),
thus b is given by (1.8) with h — the unit round metric on the (n − 1)-
dimensional sphere (n−1)S. As elsewhere we set S = {t = 0}. When M is the
two-dimensional sphere, the Killing vectors of b are given in [21]. For higher
dimensional spheres the b-Killing vector fields are easily found by thinking of b
as the metric induced on the covering space of the hyperboloid
η(a)(b)y
(a)y(b) = −ℓ2 (B.1)
in the (n+ 2)-dimensional manifold Y with the metric12
η(a)(b)dy
(a)dy(b) = −(dy(0))2 +
(n)∑
(i)=(1)
(dy(i))2 − (dy(n+1))2 . (B.2)
12
Y can be identified with the universal covering of the space obtained by removing the
set y(0) = y(n+1) = 0 from Rn+2; Y then inherits the local coordinates y(a) used in Equa-
tion (B.2). However, in order to understand the geometry of M in a neighbourhood of S it
is sufficient — and most convenient — to think of Y as of Rn+2.
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Throughout this section the indices (a), (b), etc., run from (0) to (n + 1). The
hyperboloid can be locally parameterized by coordinates t, xi implicitly defined
by the equations13
y(0) = ℓ cos(t/ℓ)
√
1 + r2/ℓ2 , (B.3)
y(n+1) = ℓ sin(t/ℓ)
√
1 + r2/ℓ2 , (B.4)
y(i) = xi , (B.5)
with r2 =
∑n
i=1(x
i)2, where xi = rni, and ni ∈ (n−1)S can eventually be
expressed in terms of coordinates on the sphere (n−1)S. For example, for n =
3 we can use x1 = r sin(θ) cos(ϕ), x2 = r sin(θ) sin(ϕ), x3 = r cos(θ), with
θ, ϕ — the usual spherical coordinates. It is also convenient to represent the
hypersurface S ⊂ M given by S = {t = 0} as {η(a)(b)y(a)y(b) = −ℓ2} ∩
{y(n+1) = 0, y(0) > 0} ⊂ Y . We set
L(a)(b) = y(a)
∂
∂y(b)
− y(b)
∂
∂y(a)
, (B.6)
where y(a) = η(a)(b)y
(b). The L(a)(b)’s are Killing vector fields of (Y , η(a)(b)).
Further they are tangent to the hyperboloid {η(a)(b)y(a)y(b) = −ℓ2} and hence
define, by restriction, Killing vector fields of the hyperboloid with the induced
metric. In fact they span the space of all the Killing vectors of b because there
is the right maximal number of them. From the coordinate transformation
(B.3)-(B.5) one can compute the corresponding Killing vectors of anti de Sitter
space-time in the coordinates {t, xi}, obtaining
L(n+1)(0) = ℓ
∂
∂t
,
L(i)(n+1) =
xi√
1 + r2/ℓ2
cos(t/ℓ)
∂
∂t
+ ℓ
√
1 + r2/ℓ2 sin(t/ℓ)
∂
∂xi
,
L(i)(0) = −
xi√
1 + r2/ℓ2
sin(t/ℓ)
∂
∂t
+ ℓ
√
1 + r2/ℓ2 cos(t/ℓ)
∂
∂xi
,
L(i)(j) = x
i ∂
∂xj
− xj ∂
∂xi
.
Let KS⊥ be the set of Killing vector fields of b which are orthogonal to S ;
from the expressions above it is not difficult to check that a vector basis for
KS⊥ is given by g(µ) = L(n+1)(µ)|t=0, where (µ) runs from (0) to (n).
Proposition B.1 Let Φ : M → M be an isometry of b such that Φ(S ) = S .
Then there exists a Lorentz transformation matrix Λ(ν)(µ) such that the basis
vectors of KS⊥ satisfy
Φ∗g(µ) = Λ
(ν)
(µ)g(ν) .
13The spherical coordinates associated to the “cartesian” coordinates xi give the form (1.8)
of the metric b.
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Remark: We note that the property Φ∗(KS⊥) = KS⊥ follows from the fact
that Φ preserves S , which implies that Φ maps the field of unit normals to S
into itself.
Proof: As is well known, for every isometry Φ : M → M of b there exists a
diffeomorphism Φˆ : Y → Y , isometry of η(a)(b), such that Φ is the restriction
of Φˆ to the hyperboloid (B.1). In coordinates we have
Φˆ(a)(y) = Λ(a)(b)y
(b) , (B.7)
where Λ(a)(b) is a matrix satisfying
Λ(c)(a)Λ
(d)
(b)η(c)(d) = η(a)(b) . (B.8)
The hypersurface S ⊂ Y is given by η(a)(b)y(a)y(b) = −1 and y(n+1) = 0
together with the condition y(0) > 0, so that the condition Φˆ(S ) = S implies
Λ(a)(b) =
[
Λ(µ)(ν) 0
0 ±1
]
,
where we split the indices as (a) = (µ), (n + 1). Equation (B.8) shows that
Λ(µ)(ν) is a n+1-dimensional Lorentz transformation, (Λ
(µ)
(ν)) ∈ O(1, n). Equa-
tions (B.7) and (B.6) imply that under push-forward by Φˆ the Killing vectors
of η(a)(b) transform as
Φˆ∗L(a)(b) = Λ
(c)
(a)Λ
(d)
(b)L(c)(d)
in particular, the basis vectors of KS⊥ transform as
Φˆ∗g(µ) = Φˆ∗L(n+1)(µ)
∣∣∣
Φˆ(y(n+1))=0
= Λ(c)(n+1)Λ
(d)
(µ)L(c)(d)
∣∣∣
y(n+1)=0
= ±Λ(ν)(µ)g(ν).
Replacing Λ(ν)(µ) by −Λ(ν)(µ) if necessary, the result follows. ✷
Let K
S ‖
be the space of b- Killing vectors spanned by the L(µ)(ν)’s, thus
KS ‖ contains all the L(a)(b)’s which are not in KS⊥ . An identical calculation
as in the proof above shows that under isometries of b preserving S we have
Φˆ∗L(µ)(ν) = Λ
(σ)
µΛ
(ρ)
(ν)L(σ)(ρ) . (B.9)
It follows that the resulting representation of the Lorentz group on K
S ‖
is
equivalent to a representation on two-contravariant anti-symmetric tensors.
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B.2 h’s with a non-positive Ricci tensor
We consider metrics (2.6), as in Section 2. In what follows we shall only con-
sider (M,h)’s with a non-positive Ricci curvature, with n ≥ 3, the case n = 2
being covered by the previous section. We shall further assume that the scalar
curvature Rh of h (the Ricci scalar) is a constant. We note that the vector
fields
X = X0n =
λ
a
n = λ∂t , λ ∈ R , (B.10)
where n = e0 is the field of future pointing unit normals to the hypersurfaces
{t = const}, are Killing vector fields for the metric b whatever a = a(r). The
non-vanishing connection coefficients,
ω˚abc ≡ θa(∇˚eceb) ,
with respect to this frame are
ω˚A1B =
1
ra(r)
δAB = −ω˚1AB , ω˚ABC =
1
r
βABC , ω˚100 = −ω˚010 = − a
′(r)
a2(r)
,
(B.11)
where the βABC are the Levi-Civita connection coefficients of h with respect to
the frame αA. The AB components of the Killing equations read
DAXB +DBXA +
1
a(r)
hABX
1 = 0 , (B.12)
where D is the covariant derivative operator associated with the metric h, which
shows that XB∂B is a conformal Killing vector field on M . Uniqueness of solu-
tions of the volume-normalized Yamabe equation in the case under considera-
tion implies that conformal Killing vector fields of (M,h) are necessarily Killing
vectors, hence
X1 ≡ 0 .
The 00, 01 and 0A components of the Killing equations read
e0(X0) = 0 , (B.13)
e1(X0) +
a′
a2
X0 = 0 , (B.14)
eA(X0) + e0(XA) = 0 . (B.15)
Equation (B.13) shows that X0 is t-independent.
Suppose, first, that the Ricci tensor of h is strictly negative. It is well
known14 that in this case (M,h) has no non-trivial Killing vector fields so that
XA ≡ 0, and Equation (B.15) shows that X0 is vA-independent. Integrating
(B.14) yields then the one parameter family of Killing vector fields (B.10), which
shows that the algebra of all Killing vector fields of b is one-dimensional.
14The Killing equations imply XBDCD
CXB = −RABX
AXB , where RAB is the Ricci
tensor of h; integration of this equation over M shows that XA is covariantly constant when
RAB is non-positive, and vanishes when RAB is strictly negative.
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Suppose, next, that (M,h) is an (n − 1)-dimensional flat torus (Tn−1, δ).
Then the XA’s are covariantly constant14 vector fields on Tn−1, which shows
that XA = XA(t, r) in coordinates vA in which the metric δ has constant
entries. Integrating (B.15) over Tn−1 gives
0 =
∫
Tn−1
eA(X0) = −e0(XA) Vol(Tn−1) ,
hence XA = XA(r). Equation (B.15) implies then that X0 is v
A-independent,
so that X0 = X0(r), from (B.14) we recover (B.10), and KS⊥ is again one-
dimensional, as claimed. We note that the 1A component of the Killing equa-
tion implies that the XA’s are in fact r-independent, which gives a complete
description of the set of Killing vector fields occurring in this case.
The above arguments extend to all manifolds with constant scalar curvature
and non-positive Ricci curvature, as follows: suppose that (M,h) has non-trivial
Killing vector fields. The 1A component of the Killing equations gives
e1(XA)− 1
ra
XA = 0 =⇒ XA = XA(t, vA) .
Integration of Equation (B.14) gives
X0 =
λ(vA)
a(r)
, (B.16)
for some function λ on M . Equation (B.10) inserted into (B.15) gives
eA(λ) = −a2(r)∂tXA ,
which is compatible with Equation (B.10) only if ∂tX
A = 0, hence eA(λ) = 0.
Summarizing, we have proved
Proposition B.2 If (M,h) has non-positive Ricci curvature and constant
scalar curvature, then all Killing vector fields of the metric b given by Equa-
tion (2.6) are of the form
X =
λ
a
n+XA(vB)∂A , λ ∈ R ,
where XA(vB)∂A is a Killing vector field of the metric h.
C Equality of the Hamiltonian mass with the
Abbott-Deser one
In this appendix we consider a subset R × Σext of a four dimensional space-
time (M , g) defined by a coordinate system {xα}; we identify Σext with the set
{xα : x0 = 0}. The space coordinates (xi) on Σext will be written as (r, vA),
with the range of r being [R0,∞), and with the vA being local coordinates on
some compact two dimensional manifold. Assume that there exists a frame
{ea}3a=0 defined on Σext, which defines a background metric bαβ = ηabeαaeβb ,
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where ηab = diag(−1, 1, 1, 1). In other words, the tetrad {ea} is orthonormal
with respect to bαβ. Assume that in this frame the space-time metric g has the
form
gab = ηab + eab ,
where
eab = o(1/r
α) , ea(ebc) = o(1/r
α) ,
for some α > 0. The Abbott-Deser mass MAB associated with X is defined as
[1]
MAB =
1
2
lim
R→∞
∫
∂ΣR
V αβdSαβ , (C.1)
where
V αβ(h) =
1
8π
b
(
Kαβσκ;κXσ −KακσβXσ;κ
)
, (C.2)
with
Kαβσκ = bα[κHσ]β +Hα[κbσ]β , Hαβ = eαβ − 1
2
eγ
γbαβ ,
b =
√
|det bµν | .
Note that Kαβσκ has the same symmetries as the Riemann tensor. Let Uαβ be
the “Hamiltonian superpotential” defined by (1.4); assume that
(|X| + |∇X|)b = O(rβ) , (C.3)
we then claim that
U
αβ = V˜ αβ + o(rβ−2α) .
In order to establish this, recall that
det(gαβ) = det
(
bαγ
[
δγβ + b
γσeσβ + o(r
−2α)
])
= det(bαγ) det(δ
γ
β + e
γ
β) ,
where eγβ = b
γσeσβ + o(r
−2α). A well known identity gives
det(gαβ) = det(bαβ)
(
1 + eγ
γ + o(r−2α)
)
.
Let us write Uαβ = UαβγX
γ + Ûαβ, where
U
αβ
γ :=
1
8π
b
e
(
e2gσ[αgβ]κ
)
;κ
gγσ ,
Û
αβ :=
1
8π
(√
|det gρσ | gκ[αδβ]γ − b bκ[αδβ]γ
)
Xγ ;κ .
We have
e2 = 1 + eα
α + o(r−2α) ,
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so that the first term above can be written as
U
αβ
γ =
1
8π
b
[
(1 + eα
α + o(r−2α))
(
bσ[αbβ]κ − bσ[αeβ]κ − eσ[αbβ]κ + o(r−2α)
)]
;κ
bγσ
=
b
8π
bγσ
(
eρ
ρ bσ[αbβ]κ − bσ[αeβ]κ − eσ[αbβ]κ
)
;κ
+ o(rβ−2α)
= − b
8π
bγσ
(
bσ[αHβ]κ +Hσ[αbβ]κ
)
;κ
+ o(rβ−2α)
so that
U
αβ
γ =
b
8π
bγσK
αβσκ
;κ + o(r
β−2α) .
Similarly,
Û
αβ :=
1
8π
(√
|det gρσ | gκ[αδβ]γ − b bκ[αδβ]γ
)
Xγ ;κ
=
1
8π
(√
|det gρσ | gκ[αbβ]γ − b bκ[αbβ]γ
)
Xγ;κ
=
b
8π
[(
1 +
1
2
e+ o(r−2α)
)(
bκ[αbβ]γ − eκ[αbβ]γ + o(r−2α)
)
− bκ[αbβ]γ
]
Xγ;κ
= − b
8π
Hκ[αbβ]γXγ;κ + o(r
β−2α) .
Now, Xγ is a Killing vector of bµν , therefore
Hκ[βbα]γXγ;κ = H
κ[βbα]γX[γ;κ]
=
1
2
(
Hκ[βbα]γ −Hγ[βbα]κ
)
Xγ;κ
=
1
2
KκγαβXγ;κ ,
so, we have obtained
Û
αβ =
b
16π
KκγαβXγ;κ + o(r
β−2α) .
The two terms together give
U
αβ =
b
8π
(
Kαβσκ;κXσ +
1
2
KκγαβXγ;κ
)
+ o(rβ−2α)
=
b
8π
(
Kαβσκ;κXσ − 1
2
KαβγκXγ;κ
)
+ o(rβ−2α) .
AsKαβγκ has the same symmetries as the Riemann tensor, we haveKα[βγκ] = 0,
which implies that 12 K
αβγκ = Kα[κγ]β, and
U
αβ =
b
8π
(
Kαβσκ;κXσ −Kα[κγ]βXγ;κ
)
+ o(rβ−2α)
= V˜ αβ + o(rβ−2α) .
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If
β − 2α ≤ 0 , (C.4)
we obtain equality of the Abbott-Deser mass with the Hamiltonian one; recall
that β = n for the anti-de Sitter type metrics considered in the body of the
paper, and Equation (C.4) reproduces the condition α ≥ n/2, identical to that
which arises in the proof of coordinate-invariance of the mass integral.
Summarizing, we have proved:
Proposition C.1 Suppose that Equations (C.2), (C.3) and (C.4) hold. Then
the Hamiltonian mass coincides with the Abbott-Deser one; in particular, either
they are both undefined, or both diverge, or both converge to the same values.
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