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A SEMINORMAL FORM FOR PARTITION ALGEBRAS
JOHN ENYANG
Abstract. Using a new presentation for partition algebras (J. Algebraic Combin. 37(3):401–
454, 2013), we derive explicit combinatorial formulae for the seminormal representations of the
partition algebras. These results generalise to the partition algebras the classical formulae given
by Young for the symmetric group.
1. Introduction
The partition algebras Ak(n), for k, n ∈ Z>0, are a family of algebras defined in the work of
Martin [18, 19, 20] and Jones [13] in connection with the Potts model and higher dimensional
statistical mechanics. Jones [13] showed that the even partition algebra A2k(n) is in Schur–Weyl
duality with the symmetric group Sn acting diagonally on the k–fold tensor product V
⊗k of its
n–dimensional permutation representation V . The odd partition algebra A2k−1(n) was defined
by Martin [20] as the centraliser of the subgroup Sn−1 ⊆ Sn acting on V
⊗k. Including the
algebras A2k−1(n) in the tower
A0(n) ⊆ A1(n) ⊆ A2(n) ⊆ · · · (1.1)
allowed for the simultaneous analysis of the whole tower of algebras (1.1) using the Jones Basic
construction by Martin [20] and Halverson and Ram [11]. The partition algebras have connec-
tions to Deligne’s category Rep(St) [3], and are important examples of cellular algebras [28, 4, 8].
Halverson and Ram [11] used Schur–Weyl duality to show that a certain family of diagram-
matically defined elements in the partition algebras commute and play an analogous role to the
Jucys–Murphy elements in the group algebra of the symmetric group. Following Mathas [22,
Sect. 3], a seminormal form for Ak(n) may be defined as an irreducible matrix representation of
Ak(n) over Q, relative to a basis of eigenvectors for the Jucys–Murphy family in Ak(n). Semi-
normal forms appeared classically in Young’s construction [29] of irreducible representations
for the symmetric group Sk over Q; a modern treatment of Young’s construction realises a
seminormal form for Sk as an irreducible representation of Sk by matrices over Q, relative to a
basis of eigenvectors for the Jucys–Murphy elements in QSk (see, for example [24, 21, 14, 27]).
Using the presentation for the partition algebras in [11, 5], Kosuda [16] has constructed semi-
normal representations for the partition algebra A6(n). The representations of the subalgebra
of the partition algebra A2k(n) that acts as centraliser of G(r, 1, n) on the tensor space V
⊗k,
for n > k and r > k, have been constructed by Kosuda [15].
This paper provides explicit combinatorial formulae for the seminormal representations of
each algebra Ak(n) in the tower (1.1), thereby solving a problem which was highlighted in [11].
For the representations of Ak(n) which factor through the symmetric group, the formulae we
derive coincide with those given by Young [29]. The approach to the seminormal representations
of the partition algebras in this paper exploits Graham and Lehrer’s machinery of cellular
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algebras [10] and the interaction between cellularity and Jucys–Murphy families in the work
of Mathas [22] and Goodman and Graber [9]. The main innovation in this paper therefore,
is the application of the presentation of partition algebras in [6] to computing the seminormal
representations. We remark that although it is possible to construct seminormal representations
of the diagram algebras without appeal to the machinery of cellular algebras (see, for example,
the work of Nazarov [23] and Leduc and Ram [17] on Brauer algebras), by using a Murphy type
cellular basis [7], and exploiting the inner product on cell modules, it is possible to derive explicit
rational expressions for the off-diagonal structure constants associated with the contraction
elements in the partition algebras (see Theorems 5.1 and 5.2). A Young orthogonal form has
been given for the Brauer algebras by Nazarov [23], for the BMW and Brauer algebras by Leduc
and Ram [17], and for cyclotomic Nazarov–Wenzl algebras by Ariki, Mathas and Rui [1]. Thus,
up to a normalisation of seminormal basis vectors, the main construction in this paper (see
Sect. 5) provides a partition algebra analogue to the results of [23, 17, 1].
Nazarov introduced a remarkable recursion for special central elements in the Brauer algebras
and established the relation between these central elements and seminormal representations [23,
Corollary 3.10, Proposition 4.2]. A similar relation was established by Beliakova and Blanchet
for the BMW algebras [2, Lemma 7.4]. In Sect. 6, we obtain analogous recursions for central
elements in the partition algebras and explain the relation between these central elements and
the seminormal representations of the partition algebras.
A new recursion formula for the Gram determinant of the symmetric bilinear form [10] on cell
modules of the partition algebras is derived in Sect. 7. This recursion for Gram determinants,
which is analogous to the branching rule for discriminants associated with cell modules of Brauer
algebras given by Rui and Si [25], is used to derive the off-diagonal structure constants for the
contraction elements in the partition algebras (see Propositions 5.8 and 5.9).
This paper concludes with tables of representing matrices for generators of the partition
algebra Ak(n) relative to seminormal bases for cell modules for Ak(n), up to k = 6.
2. Preliminaries
2.1. Combinatorics. Let k denote a non–negative integer and Sk be the symmetric group
acting on {1, . . . , k} on the right. For i an integer, 1 6 i < k, let si denote the transposition
(i, i + 1). Then Sk is presented as a Coxeter group by generators s1, s2, . . . , sk−1, with the
relations
s2i = 1, for i = 1, . . . , k − 1,
sisj = sjsi, for |i− j| > 2.
sisi+1si = si+1sisi+1, for i = 1, . . . , k − 2.
For 1 6 i 6 j 6 k, let
wi,j = sisi+1 · · · sj−1 = (j, j − 1, . . . , i),
and let wj,i = w
−1
i,j . If i = 0 or j = 0, we define wi,j = 1.
If k > 0, a partition of k is a weakly decreasing sequence λ = (λ1, λ2, . . . ) of non-negative
integers such that
∑
r>1 λr = k. We denote by ∅ the unique partition of 0. The notation λ ⊢ k
indicates that λ is a partition of k. If λ is a partition, we will also write |λ| =
∑
r>1 λr.
The diagram of a partition λ is the set
[λ] = {(i, j) |λi > j > 1 and i > 1 } ⊆ N× N.
The elements of [λ] are the nodes of λ and more generally a node is a pair (i, j) ∈ N× N. The
diagram [λ] is traditionally represented as an array of boxes with λi boxes on the i–th row.
For example, if λ = (3, 2), then [λ] = . We will usually identify the partition λ with its
diagram and write λ in place of [λ].
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Let λ be a partition. A node (i, j) is an addable node of λ if (i, j) 6∈ λ and µ = λ ∪ {(i, j)}
is a partition; in this case (i, j) is also referred to as a removable node of µ. We let A(λ) and
R(λ) respectively denote the set of addable nodes and removable nodes of λ.
The dominance Q on partitions of k is defined as follows: if λ ⊢ k and µ ⊢ k, then λ Q µ if∑j
r=1 λr >
∑j
r=1 µr for all j > 1.
We write λ✄ µ to mean that λ Q µ and λ 6= µ.
Let λ ⊢ k. A λ–tableau t is a bijective map between the nodes of λ and the integers
{1, 2, . . . , k}. A λ–tableau can be represented by labelling the nodes of λ with the integers
1, 2, . . . , k. For example, if k = 6 and λ = (3, 2, 1),
t =
1 4 6
2 3
5
(2.1)
represents a λ–tableau. If λ ⊢ k, let tλ denote the λ–tableau in which 1, 2, . . . , k are entered in
increasing order from left to right along the rows of [λ]. Thus in the previous example where
k = 6 and λ = (3, 2, 1),
t
λ =
1 2 3
4 5
6
. (2.2)
The tableau tλ is the row reading tableau of shape λ. The symmetric group Sk acts on the set
of λ–tableaux on the right by permuting the integer labels of the nodes of λ. For example,
1 2 3
4 5
6
(2, 4)(3, 6, 5) =
1 4 6
2 3
5
.
If λ ⊢ k, the Young subgroup Sλ is defined to be the row stabiliser of t
λ in Sk. For instance,
when k = 6 and λ = (3, 2, 1), as in (2.2), then Sλ = 〈s1, s2, s4〉.
2.2. Partition algebras. For k = 1, 2, . . . , define
P2k = {set partitions of {1, 2, . . . , k, 1
′, 2′, . . . , k′}}, and,
P2k−1 = {d ∈ P2k | k and k
′ are in the same block of d}.
Any element ρ ∈ P2k may be represented as a graph with k vertices in the top row, labelled
from left to right, by 1, 2, . . . , k and k vertices in the bottom row, labelled, from left to right
by 1′, 2′, . . . , k′, with vertex i joined to vertex j if i and j belong to the same block of ρ. The
representation of a partition by a diagram is not unique; for example the partition
ρ = {{1, 1′, 3, 4′, 5′, 6}, {2, 2′, 3′, 4, 5, 6′}} ∈ P12
can be represented by the diagrams:
ρ = and ρ = .
If ρ1, ρ2 ∈ P2k, then the composition ρ1 ◦ρ2 is the partition obtained by placing ρ1 above ρ2 and
identifying each vertex in the bottom row of ρ1 with the corresponding vertex in the top row
of ρ2 and deleting any components of the resulting diagram which contains only elements from
the middle row. The composition product makes P2k into an associative monoid with identity
1 = · · · .
Let z be an indeterminate and R = Z[z]. The partition algebra A2k = A2k(z) is the R–module
freely generated by P2k, equipped with the product
ρ1ρ2 = z
cρ1 ◦ ρ2, for ρ1, ρ2 ∈ P2k,
where c is the number of blocks removed from the middle row in constructing the composition
ρ1 ◦ ρ2. Let A2k−1 = A2k−1(z) denote the subalgebra of A2k generated by P2k−1. Halverson
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and Ram [11, Theorem 1.11] and East [5, Theorem 36] give a presentation for A2k in terms of
generators e1, e2, . . . , e2k−1, s1, s2, . . . , sk−1, where
e2i−1 = · · · · · ·
1 i k
and e2i = · · · · · ·
1 i i+ 1 k
,
and
si = · · · · · ·
1 i i+ 1 k
.
The elements si = (i, i+1) are the Coxeter generators in Sk and {si | i = 1, . . . , k−1} generates
the group ring RSk ⊆ A2k.
Let ∗ : A2k → A2k denote the algebra anti–involution which reflects each element of the
diagram basis for A2k in the horizontal axis. Then e
∗
i = ei for i = 1, . . . , 2k − 1 and w
∗ = w−1
for all w ∈ Sk ⊆ A2k. Restricting the map ∗ from A2k to A2k−1, gives an algebra anti-involution
of A2k−1 which we also denote by ∗.
2.3. Jucys–Murphy elements. Jucys–Murphy (or JM) elements for the partition algebras
were defined by Halverson and Ram [11, Sect. 3]. An equivalent recursive definition for partition
algebra JM elements, given in [6, Sect. 3], yields a set of involutions in A2k that are local in the
sense of [26]. Let
L1 = 0, L2 = e1, σ2 = 1, and σ3 = s1.
For i = 1, 2, . . . , define
L2i+2 = −siL2ie2i − e2iL2isi + e2iL2ie2i+1e2i + siL2isi + σ2i+1, (2.3)
where, for i = 2, 3, . . . ,
σ2i+1 = si−1siσ2i−1sisi−1 + sie2i−2Li−1sie2i−2si + e2i−2L2i−2sie2i−2
− sie2i−2L2i−2si−1e2ie2i−1e2i−2 − e2i−2e2i−1e2isi−1L2i−2e2i−2si,
(2.4)
and,
L2i+1 = −L2ie2i − e2iL2i + (z − L2i−1)e2i + siL2i−1si + σ2i, (2.5)
where, for i = 2, 3, . . . ,
σ2i = si−1siσ2i−2sisi−1+e2i−2Li−1sie2i−2si + sie2i−2Li−1sie2i−2
−e2i−2Li−1si−1e2ie2i−1e2i−2 − sie2i−2e2i−1e2isi−1Li−1e2i−2si.
(2.6)
It is shown in [6, Theorem 5.5] that the family {Li | i > 1} determined by the recursions above
coincides with the family of JM elements defined by Halverson and Ram [11]. For k ∈ Z>0, we
let Lk denote the JM subalgebra of Ak generated by L1, . . . , Lk.
Remark 2.1. In [6], the elements σ2i and σ2i+1 are respectively denoted by σi+ 1
2
and σi+1,
while e2i and e2i+1 are denoted by pi+ 1
2
and pi+1 respectively.
Example 2.2. In terms of the diagram basis,
L4 = − − + + +
and
σ5 = − − + + + .
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Example 2.3. The elements L6 and σ7 may be represented respectively by the diagrams
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Theorem 2.4 ([6, Theorem 4.1]). If k = 1, 2, . . . , then A2k is the unital associative algebra
presented by the generators e1, e2, . . . , e2k−1, σ3, σ4, . . . , σ2k−1 and the relations:
(1) (Involutions) σ2i = 1 for i = 1, . . . , 2k − 1.
(2) (Braid relations)
(a) σiσj = σjσi if |i− j| > 2.
(b) sisi+1si = si+1sisi+1, for i = 1, . . . , k − 2, where
sj =
{
σ2j+1, if j = 1,
σ2jσ2j+1, if 1 < j < k,
are the Coxeter generators for Sk.
(3) (Idempotent relations)
(a) e22i−1 = ze2i−1, for i = 1, . . . , k.
(b) e22i = e2i, for i = 1, . . . , k − 1.
(c) σ2i+1e2i = e2iσ2i+1 = e2i, for i = 1, . . . , k − 1.
(d) σ2ie2i = e2iσ2i = e2i, for i = 1, . . . , k − 1.
(e) σ2ie2i−1e2i+1 = σ2i+1e2i−1e2i+1, for i = 1, . . . , k − 1.
(f) e2i−1e2i+1σ2i = e2i−1e2i+1σ2i+1, for i = 1, . . . , k − 1.
(4) (Commutation relations)
(a) eiej = ejei, if |i− j| > 2.
(b) σipj = pjσi if j 6= i− 1, i.
(c) σ2i−1e2j = e2jσ2i−1, if j 6= i.
(d) σ2ie2j−1 = e2j−1σ2i, if j 6= i, i+ 1.
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(e) σ2ie2j+1 = e2j+1σ2i, if j 6= i− 1.
(f) σ2ie2i−1σ2i = σ2i+1e2i+1σ2i+1, for i = 1, . . . , k − 1.
(g) σ2ie2i−2σ2i = σ2i−1e2iσ2i−1, for i = 2, . . . , k − 1.
(5) (Contractions) eiei+1ei = ei and ei+1eiei+1 = ei+1, for i = 1, . . . , k − 2.
The involution σ2i+1, which maps to si under the quotient map A2i+2 → RSi+1, may be
regarded as a partition algebra analogue of the Coxeter generator si ∈ Si+1.
Proposition 2.5 ([6, Sect. 3]). For i = 1, 2, . . . , the following statements hold:
(1) Li ∈ Ai and σi ∈ Ai+1.
(2) L∗i = Li and σ
∗
i = σi.
(3) Li and σi+1 commute with Ai−1(z).
(4) si+1σ2i+1e2i+2 = e2isi+1σ2i+1.
(5) σ2ie2i−1e2i = L2ie2i.
(6) σ2i+1e2i+1e2i = L2ie2i.
(7) (Li + Li+1)ei = ei(Li + Li+1) = zei.
(8) e2i+1σ2i+1e2i+1 = Lie2i+1.
(9) e2i+1σ2ie2i+1 = (z − L2i−1)e2i+1.
(10) e2i+2σ2i+1e2i+2 = e2ie2i+2.
The next statement translates the recursions (2.3) and (2.5) into the language of Theorem 2.4.
Proposition 2.6. For i = 1, 2, . . . , the following statements hold:
(1) σ2i+1L2i+2 − L2iσ2i+1 = −L2ie2i − e2ie2i+1 + e2iL2ie2i+1e2i + 1.
(2) σ2iL2i+1 − L2i−1σ2i = −e2i−1e2i − e2iL2i + (z − L2i−1)e2i + 1.
(3) L2i+2 = −e2i+1e2i − e2ie2i+1 + e2iL2ie2i+1e2i + σ2i+1L2iσ2i+1 + σ2i+1.
(4) L2i+1 = −e2i−1e2i − e2ie2i−1 + (z − L2i−1)e2i + σ2iL2i−1σ2i + σ2i.
Proof. (1) The definition (2.3) and the relations σ2i+1si = siσ2i+1 = σ2i and σ
2
2i+1 = 1 give
siL2i+2si = −L2ie2i − e2iL2i + e2iL2ie2i+1e2i + L2i + σ2i+1
and
siL2i+2σ2i = −L2ie2i − e2iL2iσ2i+1 + e2iL2ie2i+1e2i + L2iσ2i+1 + 1.
Since L2i+2 commutes with σ2i ∈ A2i+1,
σ2i+1L2i+2 = −L2ie2i − e2iLiσ2i+1 + e2iL2ie2i+1e2i + L2iσ2i+1 + 1,
and
σ2i+1L2i+2 − L2iσ2i+1 = −L2ie2i − e2iL2iσ2i+1 + e2iL2ie2i+1e2i + 1.
Making the substitution e2ie2i+1σ2i+1 = e2iL2i, or e2ie2i+1 = e2iL2iσ2i+1 in the last expression
gives the required statement.
(2) The definition (2.5) and the relations σ2i+1si = siσ2i+1 = σ2i and σ
2
2i+1 = 1 give
σ2iL2i+1 = −σ2iL2ie2i − e2iL2i + (z − L2i−1)e2i + σ2i+1L2i−1si + 1.
Noting that σ2i+1 commutes with L2i−1 ∈ A2i−1,
σ2iL2i+1 − L2i−1σ2i = −σ2iL2ie2i − e2iL2i + (z − L2i−1)e2i + 1.
Applying the relation e2iL2iσ2i = e2ie2i−1 from Proposition 2.5 to the right hand side of the
last equality gives the required statement.
(3) From Proposition 2.5(6) and the relation σ22i+1 = 1, we obtain σ2i+1L2ie2i = e2i+1e2i.
Since σ2i+1e2i = e2i, the statement follows from item (1).
(4) We proceed as in the proof of (3), using the relation e2iL2iσ2i = e2ie2i−1. 
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3. A Cellular Basis
Introduced by Graham and Lehrer as a device for studying non–semisimple representations
of a class of algebras that includes Hecke algebras, Schur algebras and Brauer algebras [10],
cellular algebras are defined by the existence of a cellular basis and a cell datum, which have
combinatorial properties analogous to the “Robinson–Schensted correspondence” in the group
algebra of the symmetric group. Cellularity of partition algebras was established by Xi using a
tangle type basis [28, Theorem 4.1]. The construction of seminormal representations will rely
on the Murphy type cellular bases for partition algebras given in [7] and we will adhere to the
conventions and notation established in that paper. For further details on the subject of cellular
algebras in general, we refer the reader to [10, 21, 22, 8, 9].
For i = 0, 1, . . . , let Ĥ2i = Ĥ2i+1 = {λ | λ ⊢ i}, and
Aˆ2i = Aˆ2i+1 = {(λ, l) | λ ∈ Ĥi−2l, for l = 0, 1, . . . , ⌊i/2⌋}.
Let Ĥ denote the graph with
(1) vertices on level i: Ĥi,
(2) if i is even and λ ∈ Ĥi, an edge λ→ µ in Ĥ, for µ ∈ Ĥi+1, if λ = µ, and
(3) if i is odd and λ ∈ Ĥi, an edge λ → µ in Ĥ, for µ ∈ Ĥi+1, if µ is obtained from λ by
adding a node.
Similarly, build a graph Aˆ, with
(1) vertices on level i: Aˆi,
(2) if i is even and (λ, l) ∈ Aˆi, an edge (λ, l)→ (µ,m) in Aˆ, for (µ,m) ∈ Aˆi+1, if
(a) (λ, l) = (µ,m), or
(b) m = l + 1 and µ is obtained from λ by removing a node, and
(3) if i is odd and (λ, l) ∈ Aˆi, an edge (λ, l)→ (µ,m) in Aˆ, for (µ,m) ∈ Aˆi+1, if
(a) (λ, l + 1) = (µ,m), or
(b) l = m and µ is obtained from λ by adding a node.
The first few levels of Aˆ are given in (3.1).
0 ∅

∅
 
❂❂
❂❂
❂❂
❂❂
2 ∅
   ✂✂
✂✂
✂✂
✂✂
∅
 
✿✿
✿✿
✿✿
✿✿
✿
 
❃❃
❃❃
❃❃
❃❃
❃
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
4 ∅
 ✆
✆✆
✆✆
✆✆
✆
  ✂✂
✂✂
✂✂
✂✂
✂

xx♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
∅
 
✼✼
✼✼
✼✼
✼✼
✼✼
 
✿✿
✿✿
✿✿
✿✿
✿✿
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
 &&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚

''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
6 ∅
(3.1)
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The graph Aˆ is the semisimple branching diagram [11, Theorem 2.24] for the tower of alge-
bras (1.1). The next definition [11, Sect. 2] extracts from Aˆ a set of paths that are partition
algebra analogues to the standard tableaux in the representation theory of the symmetric group.
Definition 3.1. Let k ∈ Z>0 and (λ, 0) ∈ Aˆk. A path to level k of shape (λ, l) in Aˆ is a sequence
t =
(
(λ(0), l0), (λ
(1), l1), . . . , (λ
(k), lk)), (3.2)
where (λ(0), l0) = (∅, 0), (λ
(k), lk) = (λ, l) and (λ
(i−1), li−1) → (λ
(i), li) is an edge in Aˆ, for
i = 1, . . . , k. We write Shape(t) = (λ, l) and denote
Aˆ
(λ,l)
k =
{
s | s is a path to level k and Shape(s) = (λ, l)
}
.
For t ∈ Aˆ
(λ,l)
k , a path of the form (3.2), let t
(i) = (λ(i), li) for i = 0, . . . , k.
Definition 3.2. Assume that (λ, l) ∈ Aˆk and t =
(
(λ(0), l0), (λ
(1), l1) . . . , (λ
(k), lk)) ∈ Aˆ
(λ,l)
k . If
r = 0, 1, . . . , k, we denote t(r) = (λ(r), lr) and define the truncation of t to level r to be the path
t ↓r=
(
(λ(0), l0), (λ
(1), l1) . . . , (λ
(r), lr)).
For i = 1, 2, . . . , let
e
(l)
i−1 =

1, if l = 0,
ei−2l+1ei−2l+3 · · · ei−1︸ ︷︷ ︸
l factors
, if l = 1, . . . , ⌊i/2⌋,
0, if l > ⌊i/2⌋.
If (λ, 0) ∈ Aˆk−2l and (λ, l) ∈ Aˆk, define
c(λ,0) =
∑
w∈Sλ
w and c(λ,l) = c(λ,0)e
(l)
k−1.
Occasionally, to avoid ambiguity, it will be necessary to emphasise the fact that (λ, l) ∈ Aˆk and
c(λ,l) ∈ Ak. In these circumstances, we will write c
(k)
(λ,l) in place of c(λ,l).
If λ ∈ Ĥ2i−1 and µ ∈ Ĥ2i, where λ → µ in Ĥ and µ = λ ∪ {(j, µj)}, let a =
∑j
r=1 µj , and
define
u¯
(2i)
λ→µ = wi,a
λj∑
r=0
wa,a−r, and d¯
(2i)
λ→µ = wa,i.
For each µ→ µ, from level 2i to level 2i+1 in Ĥ, we define the elements d¯
(2i+1)
µ→µ = u¯
(2i+1)
µ→µ = 1.
If (λ, l) ∈ Aˆ2i−1, (µ,m) ∈ Aˆ2i, and (λ, l)→ (µ,m) in Aˆ, define
d
(2i)
(λ,l)→(µ,m) =
d¯
(2i−2l)
λ→µ e
(l)
2i−2, if λ ( µ and l = m,
e
(l)
2i−2, if λ = µ and l = m− 1.
Similarly, if (λ, l) ∈ Aˆ2i, (µ,m) ∈ Aˆ2i+1 and (λ, l)→ (µ,m) in Aˆ, then
d
(2i+1)
(λ,l)→(µ,m) =
u¯
(2i−2l)
λ→µ e
(l)
2i−1, if µ ( λ and l = m− 1,
e
(l)
2i−1, if λ = µ and l = m.
For t =
(
(λ(0), l0), (λ
(1), l1) . . . , (λ
(i), li)) ∈ Aˆ
(λ,l)
i , let
dt = d
(i)
(λ(i−1) ,li−1)→(λ(i),li)
d
(i−1)
(λ(i−2) ,l2−1)→(λ(i−1),li−1)
· · · d
(1)
(λ(1),l1)→(λ(0),l0)
.
Occasionally, when it is necessary to emphasise that t ∈ Aˆ
(λ,l)
k and dt ∈ Ak, we will write d
(k)
t
in place of dt.
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Definition 3.3. If (λ, l), (µ,m) ∈ Aˆi, write (λ, l) Q (µ,m) if either l > m, or l = m and λ Q µ.
Theorem 3.4 ([7, Theorem 5.29]). If i = 1, 2, . . . , the set
Ai =
{
mst = d
∗
sc(λ,l)dt | s, t ∈ Aˆ
(λ,l)
i and (λ, l) ∈ Aˆi
}
(3.3)
is an R–basis for Ai, and (Ai, ∗, Aˆ,Q,Ai) is a cell datum for Ai.
We recall for later reference some basic properties of the bases (3.3) which flow from the
Jones basic construction and the theory of cellular algebras (for details, the reader is referred
to [10, 9, 8, 7]).
For (λ, l) ∈ Aˆk, define the two sided ideal
A
✄(λ,l)
k =
∑
(µ,m)✄(λ,l)
Akc(µ,m)Ak
where the sum is taken over (µ,m) ∈ Aˆk such that (µ,m)✄ (λ, l).
Lemma 3.5. Let (λ, l) ∈ Aˆk and s, t ∈ Aˆk. If p ∈ Aˆk, then
mstp ≡
∑
u
rumsu mod A
✄(λ,l)
k , (3.4)
where ru ∈ R, for u ∈ Aˆ
(λ,l)
k , depend only on p and t.
Definition 3.6. Let (λ, l) ∈ Aˆk. The cell module ∆
(λ,l)
k is the right Ak–module with R–basis
{mt | t ∈ Aˆ
(λ,l)
k } and right Ak action
mtp ≡
∑
u
rumu, for p ∈ Ak,
where ru ∈ R, for u ∈ Aˆ
(λ,l)
k , are determined by (3.4).
Let (λ, l) ∈ Aˆk and s, t ∈ Aˆ
(λ,l)
k . The map 〈 , 〉 : ∆
(λ,l)
k ×∆
(λ,l)
k → R, defined by
〈mu,mv〉mst ≡ msumvt mod A
✄(λ,l)
k , for u, v ∈ Aˆ
(λ,l)
k , (3.5)
is a symmetric bilinear form on ∆
(λ,l)
k . It is shown in [10, Sect. 2] that the form defined by (3.5) is
independent of the choice of s and t. The bilinear form (3.5) may be used in principle to classify
the irreducible representations of partition algebras over a field [10, Theorem (3.4)]. In Sect 7
we give an explicit recursion for the form (3.5) and use these results to write down expressions
for the off-diagonal structure constants for each contraction ei relative to seminormal bases for
cell modules.
The salient feature of the construction [7] of the basis for ∆
(λ,l)
k in Definition 3.6 is that it
realises an explicit filtration of the restriction of ∆
(λ,l)
k to Ak−1 by cell modules for Ak−1.
Proposition 3.7 ([7, Lemma 3.13]). Assume that (λ, l) ∈ Aˆk and (ρ, r) ∈ Aˆk−1, where (ρ, r)→
(λ, l) in Aˆ. Let NQ(ρ,r) ⊆ ∆
(λ,l)
k and N
✄(ρ,r) ⊆ ∆
(λ,l)
k denote the Ak−1-submodules respectively
generated by
{mt ∈ ∆
(λ,l)
k | Shape(t ↓k−1) Q (ρ, r)} and {mt ∈ ∆
(λ,l)
k | Shape(t ↓k−1)✄ (ρ, r)}.
Then the linear map NQ(ρ,r)/N✄(ρ,r) → ∆
(ρ,r)
k−1 given by
ms +N
✄(ρ,r) 7→ mt, if s ∈ Aˆ
(λ,l)
k , t ∈ Aˆ
(ρ,r) and s ↓k−1= t,
is an isomorphism of Ak−1-modules.
Goodman and Graber [9, Definition 2.16] introduced the following order on paths in the
general context of JM elements in coherent towers of cellular algebras.
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Definition 3.8. Let s = ((λ(0), l0), . . . , (λ
(k), lk)) and t = ((µ
(0),m0), . . . , (µ
(k),mk)) be paths
in Aˆ. We say that s precedes t in reverse lexicographic order (denoted t < s) if s = t, or if for
the last index i such that (λ(i), li) 6= (µ
(i),mi) we have (λ
(i), li) Q (µ
(i),mi). Let t ≻ s denote
the fact that t < s and s 6= t.
Lemma 3.9. If (λ, l) ∈ Aˆk, then there exists a unique element t
(λ,l) ∈ Aˆ
(λ,l)
k which is maximal
with respect to the reverse lexicographic order < on on Aˆ
(λ,l)
k .
Proof. Define a sequence t(λ,l) = ((λ(0), l0), . . . , (λ
(k), lk)) by:
(1) (λ(2i), l2i) = (∅, i), for i = 0, 1, . . . , l,
(2) (λ(2i+2), l2i+2) = (λ
(2i)∪{αi}, l2i) for l 6 i and i < ⌊k/2⌋, where the node αi has minimal
row index (or maximal column index) in A(λ(2i)) ∩ λ, and
(3) (λ(2i+1), l2i+1) = (λ
(2i), l2i), for 0 6 i 6 ⌊k/2⌋.
Then t(λ,l) is manifestly an element of Aˆ
(λ,l)
k , which is unique with respect to the property of
being maximal under the reverse lexicographic order on Aˆ
(λ,l)
k . 
It will be convenient to write the basis {mt | t ∈ Aˆ
(λ,l)
k } for ∆
(λ,l)
k relative to the maximal
element m
t(λ,l)
. For this purpose we define the following branching coefficients.
If (λ, l) ∈ Aˆ2i−1, (µ,m) ∈ Aˆ2i, and (λ, l)→ (µ,m) in Aˆ, let
p
(2i)
(λ,l)→(µ,m) =
{
wm,i, if λ = µ and l = m− 1,
wa,i, if µ = λ ∪ {(j, µj)} and l = m,
where, in the second case, we have written a = l +
∑j
r=1 µr. Similarly, if (λ, l) ∈ Aˆ2i, (µ,m) ∈
Aˆ2i+1, and (λ, l)→ (µ,m) ∈ Aˆ, let
p
(2i+1)
(λ,l)→(µ,m) =
{
1, if λ = µ and l = m,
wm,ie2iwi,a
∑µj
r=0wa,a−r, if λ = µ ∪ {(j, λj)} and l = m− 1,
where, in the second case, we have written a = l +
∑j
r=1 λr.
For t =
(
(λ(0), l0), (λ
(1), l1) . . . , (λ
(i), li)) ∈ Aˆ
(λ,l)
i , let
pt = p
(i)
(λ(i−1) ,li−1)→(λ(i),li)
p
(i−1)
(λ(i−2) ,l2−1)→(λ(i−1) ,li−1)
· · · p
(1)
(λ(1),l1)→(λ(0),l0)
.
When when it is necessary to emphasise that pt ∈ Ak, for t ∈ Aˆ
(λ,l)
k , we will write p
(k)
t
in place
of pt. We require the following distinguished element of Aˆ
(λ,l).
Definition 3.10. Assume that (λ, l) ∈ Aˆk and
(ρ, l) = min{(µ,m) ∈ Aˆk−1 | (µ,m)→ (λ, l) in Aˆ},
where the min is taken with respect to Q. Denote by u = u(λ,l) the element in Aˆ(λ,l) defined by
the condition that u ↓k−2l= t
(λ,0) and
u
(k−2l+i) =
{
(ρ, r), if i = 2r + 1,
(λ, r), if i = 2r,
for r = 1, 2, . . . , l.
Lemma 3.11. Assume that (λ, l) ∈ Aˆk. Then the following statements hold:
(1) c(λ,l)du(λ,l) = c(λ,l).
(2) d
t(λ,l)
= e
(l)
k−2e
(l)
k−3 · · · e
(l)
2l−1.
(3) p
t(λ,l)
= 1 and mt = mt(λ,l)pt for all t ∈ Aˆ
(λ,l)
k .
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Proof. (1) Let u = u(λ,l) and ρ = min{µ ∈ Ĥk−2l−1 | µ→ λ in Ĥ}. If l = 1, the definitions give
d
(k)
u(k−1)→u(k)
= d
(k)
(ρ,0)→(λ,1) = 1. Since u ↓k−1= t
(ρ,0), we have d
u(i−1)→u(i) = 1 for i = 1, . . . , k − 1,
and d
(k)
u = 1 when l = 1. If l > 1, then
d
(k)
u(k−1)→u(k)
= d
(k)
(ρ,l−1)→(λ,l) = e
(l−1)
k−2 and d
(k−1)
u(k−2)→u(k−1)
= d
(k)
(λ,l−1)→(ρ,l−1) = e
(l−1)
k−3 .
Thus, using the contraction relations ei+1eiei+1 = ei+1,
c(λ,l)d
(k)
u(k−1)→u(k)
d
(k−1)
u(k−2)→u(k−1)
= c(λ,0)e
(l)
k−1e
(l−1)
k−2 e
(l−1)
k−3 = c(λ,0)e
(l)
k−1 = c(λ,l).
Proceeding by induction on l, we obtain c(λ,l)du(λ,l) = c(λ,l).
(2) Let us write u(λ,l) = ((λ(0), l0), . . . , (λ
(k), lk)). Then, d
(k)
(λ(k−2l−1),l)→(λ(k−2l),l)
= e
(l)
k−2, and if
k is odd,
c
(k)
(λ,l)d
(k)
(λ(k−2l−1) ,l)→(λ(k−2l),l)
= e
(l)
k−1c
(k−1)
(λ,l) ,
while, if k = 2i and λ = λ(k−2l−1) ∪ {(j, λj)},
c
(k)
(λ,l)d
(k)
(λ(k−2l−1) ,l)→(λ(k−2l),l)
=
λj−1∑
r=0
wi−l−r,i−le
(l)
k−1c
(k−1)
(λ(k−2l−1) ,l)
.
Therefore, using part (1), we may define a path s ∈ Aˆ
(λ,l)
k byms = mu(λ,l)e
(l)
k−2, with the property
that s ↓k−1= u
(λ(k−2l−1),l). By induction on k, we have mse
(l)
k−3e
(l)
k−4 · · · e
(l)
2l−1 = mt(λ,l) .
(3) If t = t(λ,l), the definitions show that p
(i)
t(i−1)→t(i)
= 1 for i = 1, . . . , k. Thus p
t(λ,l)
= 1. We
now prove that, for all t ∈ Aˆ
(λ,l)
k ,
c(λ,l)dt = c(λ,l)dt(λ,l)pt. (3.6)
If l = 0, then d
t(λ,l)
= 1. Thus, if (λ(i−1), 0) ∈ Aˆi−1 and (λ
(i), 0) ∈ Aˆi, where (λ
(i−1), 0) →
(λ(i), 0) in Aˆ, the definitions give d
(i)
(λ(i−1) ,0)→λ(i),0)
= p
(i)
(λ(i−1),0)→(λ(i),0)
. Hence (3.6) is true for
all t ∈ Aˆ
(λ,0)
k . In particular, we have shown that (3.6) holds for all t ∈ Aˆ
(∅,0)
1 .
Now assume that l > 0 and let t = ((λ(0), l0), . . . , (λ
(k), lk)) ∈ Aˆ
(λ,l)
k . Write s = t ↓k−1. We
use induction on k to show that (3.6) holds for t. The cases k = 2i and k = 2i+ 1 are treated
separately below.
Case 1. Assume that k = 2i. Let lk−1 = l and λ = λ
(k−1) ∪ {(j, λj)}. Then
d
(k)
(λ(k−1),l)→(λ,l)
= wa,i−le
(l)
k−1 and p
(k)
(λ(k−1),l)→(λ,l)
= wl+a,i,
where a =
∑j
r=0 λr. Since
c(λ,0)e
(l)
k−1wa,i−le
(l)
k−2 = e
(l)
k−1
λj−1∑
r=0
wa−r,awa,i−lc(λ(k−1),l),
by induction on k, we have
c(λ,l)dt = e
(l)
k−1
λj−1∑
r=0
wa−r,awa,i−lc(λ(k−1) ,l)ds
= e
(l)
k−1
λj−1∑
r=0
wa−r,awa,i−lc(λ(k−1) ,l)dt(λ(k−1),l)ps
= c(λ,l)wa,i−le
(l)
k−2e
(l)
k−3 · · · e
(l)
2l−1ps.
It therefore suffices to show that
wa,i−le
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1 = e
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1wa+l,i. (3.7)
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To this end, note that in the diagram presentation of Ak = A2i,
. . .
. . .
. . .
1 2 l i
e
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1 =
.
Hence
sje
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1 = e
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1sj+l, for j = 1, . . . , i− l − 1 (3.8)
and the relation (3.7) follows.
Case 2. Assume that k = 2i and (λ(k−1), lk−1) = (λ, l − 1). Then
d
(k)
(λ,l−1)→(λ,l) = e
(l−1)
k−2 and p
(k)
(λ,l−1)→(λ,l) = wl,i.
By induction on k,
c(λ,l)dt = c(λ,0)e
(l)
k−1e
(l−1)
k−2 ds = e
(l)
k−1c(λ,l−1)ds = e
(l)
k−1c(λ,l−1)dt(λ,l−1)ps = c(λ,l)e
(l−1)
k−2 dt(λ,l−1)ps.
The statement will follow from the relation
e
(l)
k−1e
(l−1)
k−2 e
(l−1)
k−3 · · · e
(l−1)
2l−3 = e
(l)
k−1e
(l)
k−2e
(l)
k−3 · · · e
(l)
2l−1wl,i (3.9)
which can be verified in the diagram presentation for Ak by simply concatenating the diagram
given above for e
(l)
k−1e
(l)
k−2e
(l)
k−3 · · · e
(l)
2l−1 with the permutation wl,i.
Case 3. Assume that k = 2i+ 1. Let lk−1 = l − 1 and λ
(k−1) = λ ∪ {(j, λ
(k−1)
j )}. Then
d
(k)
(λ(k−1) ,l−1)→(λ,l)
= wi−l+1,a
λj∑
r=0
wa,a−re
(l−1)
k−2
and
p
(k)
(λ(k−1),l−1)→(λ,l)
= wl,ie2iwi,a+l−1
λj∑
r=0
wa+l−1,a+l−1−r,
where a = 1 +
∑j
r=1 λr. Now,
c
(k)
(λ,l)dt(λ,l)dt = c
(k)
(λ,l)dt(λ,l)p
(k)
(λ(k−1),l−1)→(λ,l)
ds
= c
(k)
(λ,l)e
(l)
k−2e
(l)
k−3 · · · e
(l)
2l−1wl,ie2iwi,a+l−1
λj∑
r=0
wa+l−1,a+l−1−rds,
while induction on k gives
c
(k)
(λ,l)dt = c
(k)
(λ,l)d
(k)
(λ(k−1) ,l−1)→(λ,l)
ds = e
(l)
k−1c(λ,0)wi−l+1,a
λj∑
r=0
wa,a−re
(l−1)
k−2 ds
= e
(l)
k−1wi−l+1,ac
(k−1)
(λ(k−1),l−1)
ds = e
(l)
k−1wi−l+1,ac
(k−1)
(λ(k−1),l−1)
d
t(λ
(k−1),l−1)ps
= c
(k)
(λ,l)wi−l+1,a
λj∑
r=0
wa,a−re
(l−1)
k−2 e
(l−1)
k−3 · · · e
(l−1)
2l−3 ps.
It therefore suffices to show that
e
(l)
k−1wi−l−1,a
λj∑
r=0
wa,a−re
(l−1)
k−2 e
(l−1)
k−3 · · · e
(l−1)
2l−3
= e
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1wl,ie2iwi,a+l−1
λj∑
r=0
wa+l−1,a+l−1−r.
(3.10)
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To establish the above relation, we first use (3.8) to observe that
wi−l−1,a
λj∑
r=0
wa,a−re
(l−1)
k−2 e
(l−1)
k−3 · · · e
(l−1)
2l−3 = e
(l−1)
k−2 e
(l−1)
k−3 · · · e
(l−1)
2l−3 wi,a+l−1
λj∑
r=0
wa+l−1,a+l−1−r.
The relation (3.10) will therefore follow from
e
(l)
k−1e
(l−1)
k−2 e
(l−1)
k−3 · · · e
(l−1)
2l−3 = e
(l)
k−1e
(l)
k−2 · · · e
(l)
2l−1wl,ie2i,
which can easily be established by induction or in the diagram presentation for Ak.
Case 4. Assume that (λ(k−1), lk−1) = (λ, l). Then
d
(k)
(λ,l)→(λ,l) = e
(l)
k−2 and p
k)
(λ,l)→(λ,l) = 1.
By induction on k,
c
(k)
(λ,l)dt = c
(k)
(λ,l)e
(l)
k−2ds = e
(l)
k−1c
(k−1)
(λ,l) ds = e
(l)
k−1c
(k−1)
(λ,l) d
(k−1)
t(λ,l)
ps
= c
(k)
(λ,l)e
(l)
k−2e
(l)
k−3 · · · e
(l)
2l−1ps = c
(k)
(λ,l)d
(k)
t(λ,l)
p
(k)
(λ,l)→(λ,l)ps = c
(k)
(λ,l)d
(k)
t(λ,l)
pt,
as required. 
For (λ, l) ∈ Aˆi, we define the element
a(λ,l) = a
(i)
(λ,l) = d
∗
t(λ,l)
c(λ,l)dt(λ,l) ∈ Ai.
Corollary 3.12. If i = 1, 2, . . . , the set
Ai =
{
mst = p
∗
sa
(i)
(λ,l)pt | s, t ∈ Aˆ
(λ,l)
i and (λ, l) ∈ Aˆi
}
is an R–basis for Ai, and (Ai, ∗, Aˆ,Q,Ai) is a cell datum for Ai.
Recall that if a = (i, j) is a node, c(a) = j − i is the content of a.
Definition 3.13. Assume that (λ, l) ∈ Aˆk and t = ((λ
(0), l0), . . . , (λ
(k), lk)) ∈ Aˆ
(λ,l)
k . Let i ∈ Z,
where 0 < i 6 k. If i is even, define
ct(i) =
{
z − |λ(i)|, if λ(i) = λ(i−1),
c(a), if λ(i) = λ(i−1) ∪ {a},
and, if i is odd, let
ct(i) =
{
|λ(i)|, if λ(i) = λ(i−1),
z − c(a), if λ(i) = λ(i−1) \ {a}.
Halverson and Ram [11, Theorem 3.37] prove that if t ∈ Aˆ
(λ,l)
k , then {ct(i) | i = 1, . . . , k}
are precisely the eigenvalues for the action of the JM subalgebra Lk on the basis element
corresponding to the path t in the irreducible representation of Ak(n) indexed by (λ, l). The
next statement is proved in [11, Theorem 3.35].
Lemma 3.14. (1) If (λ, l) ∈ Aˆ2k, the central element z2k = L1 + L2 + · · ·+ L2k acts on ∆
(λ,l)
2k
as multiplication by the scalar
z2k(λ, l) = lz +
(
k − l
2
)
+
∑
a∈λ
c(a). (3.11)
(2) If (λ, l) ∈ Aˆ2k+1, the central element z2k+1 = L1 + L2 + · · · + L2k+1 acts on ∆
(λ,l)
2k+1 as
multiplication by the scalar
z2k+1(λ, l) = lz +
(
k − l + 1
2
)
+
∑
a∈λ
c(a). (3.12)
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Proof. We prove (3.11). Observing that σ2i ≡ 1 mod A
✄(λ,0)
2k−2l , for 1 6 i < k − l, and using [21,
Theorem 3.32], we may write
c(λ,0)L2i−1 ≡ (i− 1)c(λ,0) and c(λ,0)L2i ≡ ct(λ,0)(i)c(λ,0) (3.13)
modulo A
✄(λ,0)
2k−2l for i = 1, 2, . . . , k − l. Using the relation e2i−1(L2i−1 + L2i) = ze2i−1 gives
c(λ,l)z2k = c(λ,0)e
(l)
2k−1z2k = e
(l)
2k−1
2k−2l∑
i=1
c(λ,0)Li + lzc(λ,l).
Applying the congruences (3.13) to the sum on the right hand side of the last expression yields
the relation (3.11). The proof of (3.12) is similar. 
By Proposition 2.5 and Lemma 3.14, {Li | i > 1} is a family of additive JM elements for the
tower of algebras (Ai)i>0 in the sense of [9, Definition 3.4]. Lemma 3.14 and [9, Proposition 3.7]
together show that Lk acts on cell modules as follows.
Proposition 3.15. Assume that (λ, l) ∈ Aˆk. If t ∈ Aˆk and 1 6 i 6 k, then
mtLi = ct(i)mt +
∑
s≻t
rsms
for some rs ∈ R, which depend on i and t.
4. A Seminormal Form
The integral basis for the cell module ∆
(λ,l)
k given in Proposition 3.6 does not in general
diagonalise the JM subalgebra Lk. In this section, we extend scalars to the field of fractions of
R and, following Mathas [22], use the triangular action of the JM elements on cell modules to
define irreducible representations of the partition algebras on cell modules relative to relative
to a basis of eigenvectors for Lk over the field of fractions of R.
Let F denote the field of fractions of R = Z[z] and define
Ak(z) = Ak(z)⊗R F.
We will write Ak = Ak(z). To simplify notation, we will also freely write Li, ei,mst, and so on,
in place of Li ⊗ 1F, ei ⊗ 1F, mst ⊗ 1F, and so on. If (λ, l) ∈ Aˆk, define
A
✄(λ,l)
k = A
✄(λ,l)
k ⊗R F and ∆
(λ,l)
k,F = ∆
(λ,l)
k ⊗R F.
Definition 4.1. Let (λ, l) ∈ Aˆk and s, t ∈ Aˆ
(λ,l)
k . Define
Ft =
∏
16i6k
∏
u∈Aˆ
(ρ,r)
k
cu(i)6=ct(i)
Li − cu(i)
ct(i)− cu(i)
,
where the product is taken over (ρ, r) ∈ Aˆk. Let ft = mtFt and Fst = FsmstFt.
A straightforward induction on k shows the JM elements L1, . . . , Lk satisfy the separation
condition of Mathas [22, Definition 2.8]. Thus, from [22, Sect. 3], we obtain the next statement.
Proposition 4.2. Let k = 1, 2, . . . , and (λ, l) ∈ Aˆk.
(1) If t ∈ Aˆ
(λ,l)
k , then there exist scalars rs ∈ F, for s ∈ Aˆ
(λ,l)
k , such that
ft = mt +
∑
s≻t
rsms.
(2) {ft | t ∈ Aˆ
(λ,l)
k } is an F-basis for ∆
(λ,l)
k,F .
(3) {Fst | s, t ∈ Aˆ
(λ,l)
k and (λ, l) ∈ Aˆk} is an F-basis for Ak.
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(4) ftLi = ct(i)ft for all t ∈ Aˆ
(λ,l)
k and i = 1, . . . , k.
(5) FsFt = δstFs and fsFt = δstfs for all s, t ∈ Aˆ
(λ,l)
k .
(6) 〈fs, ft〉 = δst〈fs, fs〉 for all s, t ∈ Aˆ
(λ,l)
k .
(7) fsFtu = 〈fs, ft〉fu for all s, t, u ∈ Aˆ
(λ,l)
k .
The bases given in (3),(4) above are the seminormal bases for for ∆
(λ,l)
k,F and Ak respectively.
The seminormal bases are for ∆
(λ,l)
k,F and Ak are unique up to scaling factors in F.
Proposition 4.3. Assume that (λ, l) ∈ Aˆk and (ρ, r) ∈ Aˆk−1, where (ρ, r) → (λ, l) ∈ Aˆ. Let
N (ρ,r) ⊆ ∆
(λ,l)
k,F denote the subspace with basis {fs ∈ ∆
(λ,l)
k,F | Shape(s ↓k−1) = (ρ, r)}.
(1) The linear map N (ρ,r) → ∆
(ρ,r)
k−1,F given by
fs 7→ ft, if s ∈ Aˆ
(λ,l)
k , t ∈ Aˆ
(ρ,r)
k−1 and Shape(s ↓k−1) = (ρ, r), (4.1)
is an isomorphism of Ak−1-modules.
(2) The maps (4.1) induce an isomorphism of right Ak−1–modules
∆
(λ,l)
k,F
∼=
⊕
(µ,m)→(λ,l)
∆
(µ,m)
k−1,F,
where the sum is over (µ,m) ∈ Aˆk−1 such that (µ,m)→ (λ, l) in Aˆ.
Proof. Both statements follow from Proposition 3.7 and the separating property [22, Defini-
tion 2.8] of the JM subalgebra in Aˆk. 
Let (λ, l) ∈ Aˆk+1 and t ∈ Aˆ
(λ,l)
k+1 . For i = 1, . . . , k, define structure constants ei(s, t), σi(s, t) ∈ F
by
ftei =
∑
s
ei(s, t)fs, and ftσi =
∑
s
σi(s, t)fs.
In a seminormal representation of Ak, the structure constants for the Coxeter generator si are
obtained by the relation
si(s, t) =
∑
u
σ2i(s, u)σ2i+1(u, t), for s, t ∈ Aˆ
(λ,l)
k and 1 6 i < ⌊k/2⌋.
The statement of the main results of this paper requires some combinatorial preparation.
Definition 4.4. Assume that (λ, l) ∈ Aˆk and s, t ∈ Aˆ
(λ,l).
(1) Write s
i
∼ t if s(j) = t(j) whenever j 6= i.
(2) Write s
i
≈ t if s(j) = t(j) whenever j 6= i− 1 and j 6= i.
The next statement follows from the commutativity relations of Proposition 2.5(3) and the
fact that the seminormal basis for ∆
(λ,l)
k,F diagonalises the subalgebra Lk.
Lemma 4.5. If (λ, l) ∈ Aˆ and t ∈ Aˆ
(λ,l)
k , then
ftei =
∑
s
i
∼t
ei(s, t)fs, and ftσi =
∑
s
i
≈t
σi(s, t)fs,
for i = 1, . . . , k − 1.
Lemma 4.6. Assume that (λ, l) ∈ Aˆi+1 and t = ((λ
(0), l0), . . . , (λ
(i+1), li+1)) ∈ Aˆ
(λ,l)
i+1 . Then
ct(i) + ct(i+ 1) = z if and only if λ
(i−1) = λ(i+1).
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Proof. Assume that i is odd. If λ(i) = λ(i+1), then ct(i+ 1) = z− |λ|. Thus ct(i) + ct(i+1) = z
if and only if λ(i−1) = λ. On the other hand, if λ = λ(i) ∪ {a}, then ct(i + 1) = c(a) and
ct(i)+ ct(i+1) = z if and only if λ
(i−1) = λ(i)∪{a} = λ. The case where i is even is similar. 
Proposition 4.7. Assume that (λ, l) ∈ Aˆi+1 and t = ((λ(0), l0), . . . , (λ(i+1), lk)) ∈ Aˆ
(λ,l)
i+1 . Then
the following statements are equivalent:
(1) λ(i−1) 6= λ(i+1).
(2) ftei = 0.
(3) ei(t, t) = 0.
Proof. (1)⇒(2) If λ(i−1) 6= λ(i+1), then zftei = ft(Li + Li+1)ei = (ct(i) + ct(i + 1))ftei. Hence
ct(i) + ct(i+ 1) 6= z forces that ftei = 0.
(3)⇒(1) Let n ∈ Z, where n > 2i+2. Define Ai+1(n) = Ai+1⊗FQ and ∆
(λ,l)
i+1,Q = ∆
(λ,l)
i+1,F⊗FQ,
where z ∈ F acts on Q via z · 1Q = n. Then Ai+1(n) is semisimple [11, Theorem 3.27] and
{fs ⊗ 1Q | s ∈ Aˆ
(λ,l)
i+1 } is a seminormal basis over Q for the Ak(n)-module ∆
(λ,l)
i+1,Q. We have two
cases to consider.
Case 1. If i is even, let ρ = (n− |λ| − 1, λ1, λ2, . . .) and
µ =
{
(n− |λ|, λ
(i)
1 , λ
(i)
2 , . . .), if λ
(i) = λ(i+1),
(n− |λ| − 1, λ
(i)
1 , λ
(i)
2 , . . .), if λ
(i+1) ( λ(i).
If λ(i−1) = λ(i+1), then Schur–Weyl duality [11, Theorem 3.32] and the argument of [23,
Lemma 3.5] show that
ei(t, t) · 1Q =
dim(Sµ)
n dim(Sρ)
,
where Sµ and Sρ are irreducible (Specht) modules for the symmetric groups Sn+1 and Sn
indexed by µ and ρ respectively.
Case 2. If i is odd, let ρ = (n− |λ|, λ1, λ2, . . .) and
µ =
{
(n− |λ| − 1, λ
(i)
1 , λ
(i)
2 , . . .), if λ
(i) = λ(i+1),
(n− |λ|, λ
(i)
1 , λ
(i)
2 , . . .), if λ
(i) ( λ(i+1).
If λ(i−1) = λ(i+1), then
ei(t, t) · 1Q =
n dim(Sµ)
dim(Sρ)
,
where Sµ and Sρ are Specht modules for Sn−1 and Sn respectively.
In both cases above, we conclude that ei(t, t) 6= 0 whenever λ
(i−1) = λ(i+1). This gives the
required implication. 
If λ, µ are partitions, let λ⊖ µ = λ \ µ ∪ µ \ λ.
Lemma 4.8. Let (λ, l) ∈ Aˆi+1 and t = ((λ
(0), l0), . . . , (λ
(i+1), li+1)) ∈ Aˆ
(λ,l)
i+1 . Assume that
λ(i+1) ⊖ λ(i−2) = {α, β}.
(1) If α and β are neither in the same row nor the same column, then there exists s = tσi ∈ Aˆ
(λ,l)
i+1
such that {u ∈ Aˆ
(λ,l)
i+1 | u
i
≈ t} = {s, t}. Moreover,
cs(i+ 1) = ct(i− 1), cs(i− 1) = ct(i+ 1), and cs(i) = ct(i).
(2) If α and β are in the same row or the same column, then {u ∈ Aˆ
(λ,l)
i+1 | u
i
≈ t} = {t}.
16
Proof. (1) Assume that i is even. If λ(i+1) = λ(i), then λ(i−1) ( λ(i) and λ(i−1) ( λ(i−2). If
λ(i−2) = λ(i−1) ∪ {α} and λ(i) = λ(i−1) ∪ {β}, then assumption that α and β are neither in the
same column nor the same row implies that ρ = λ(i−2) ∪{β} is a partition and (λ(i−2), l− 1)→
(λ(i−2), l − 1) → (ρ, l − 1) → (λ(i+1), l) is a path from level i − 2 to level i + 1 of Aˆ. Define
s ∈ Aˆ
(λ,l)
i+1 by s
i
≈ t and s(i−1) = (λ(i−2), l − 1) and s(i) = (ρ, l − 1).
If i is even and λ(i−1) = λ(i), then λ(i−2) ) λ(i−1) and λ(i) ) λ(i+1). Let λ(i−2) = λ(i−1) ∪{α}
and λ(i) = λ(i+1) ∪ {β}. Then ρ = λ(i+1) ∪ {α} is a partition and (λ(l−2), l − 3) → (ρ, l − 2) →
(ρ, l − 1) → (λ, l) is a path from level i − 2 to level i + 1 of Aˆ. Define s ∈ Aˆ
(λ,l)
i+1 by s
i
≈ t and
s
(i−1) = (ρ, l − 1) and s(i) = (ρ, l − 1).
Assume that i is odd. If λ(i+1) = λ(i), then λ(i) ( λ(i−1) and λ(i−2) ( λ(i−1). If λ(i−1) =
λ(i−2) ∪ {α} and λ(i) = λ(i−1) ∪ {β}, then ρ = λ(i−2) \ {β} is a partition and (λ(i−2), l − 1) →
(λ(i−2), l− 1)→ (ρ, l)→ (λ(i+1), l) is a path from level i− 2 to level i+1 of Aˆ. Define s ∈ Aˆ
(λ,l)
i+1
by s
i
≈ t and s(i−1) = (λ(i−2), l − 1) and s(i) = (ρ, l).
If i is odd and λ(i−1) = λ(i), then λ(i−1) ( λ(i−2) and λ(i) ( λ(i+1). Let λ(i−1) = λ(i−2) ∪ {α}
and λ(i+1) = λ(i) ∪ {β}. Then ρ = λ(i−2) ∪ {β} is a partition and (λ(i−2), l)→ (ρ, l) → (ρ, l)→
(λ(i+1), l) is a path from level i−2 to level i+1 of Aˆ. Define s ∈ Aˆ
(λ,l)
i+1 by s
i
≈ t and s(i−1) = (ρ, l)
and s(i) = (ρ, l).
In each case above, s is the unique element in Aˆ
(λ,l)
i+1 satisfying the conditions s
i
≈ t and s 6= t.
We therefore denote s = tσi and t = sσi in each case.
(2) Assume that i is odd and that α and β are in the same row. Then λ(i−2) ( λ(i−1) =
λ(i) ( λ(i+1). Without loss of generality, we may write α = (j, λj − 1) and β = (j, λj), thereby
making it clear that (λ(i−2), l)→ (λ(i−1), l)→ (λ(i), l)→ (λ(i+1), l) is the unique path from the
vertex (λ(i−2), l) in level i − 2 to the vertex (λ, l) in level i + 1 of Aˆ. The remaining cases are
similar. 
Lemma 4.9. Let (λ, l) ∈ Aˆi+1 and t = ((λ
(0), l0), . . . , (λ
(i+1), li+1)) ∈ Aˆ
(λ,l)
i+1 , where λ
(i+1)⊖λ(i−2)
consists of a single node. If λ(i+1) 6= λ(i−1) and λ(i) 6= λ(i−2), then {s ∈ Aˆ
(λ,l)
i+1 | s
i
≈ t} = {t}.
Proof. If i is even, then λ(i−2) = λ(i−1) ( λ(i) = λ(i+1) and (λ(i−2), l)→ (λ(i−1), l)→ (λ(i), l)→
(λ(i+1), l) is the unique path from the vertex (λ(i−2), l) in level i− 2 to the vertex (λ, l) in level
i+1 of Aˆ. If i is odd, then λ(i−2) = λ(i−1) ) λ(i) = λ(i+1) and (λ(i−2), l− 3)→ (λ(i−1), l− 2)→
(λ(i), l − 1) → (λ(i+1), l) is the unique path from the vertex (λ(i−2), l − 3) in level i − 2 to the
vertex (λ, l) in level i+ 1 of Aˆ. 
Definition 4.10. Let λ be a partition.
(1) If a = (i, λi) ∈ R(λ), let R(λ)
<a = {(i, λi) ∈ R(λ) | i > j}.
(2) If a = (i, λi + 1) ∈ A(λ), let A(λ)
<a = {(i, λi + 1) ∈ A(λ) | i > j}.
The next definition gives a set branching factors for the inner product (3.5) on cell modules.
Definition 4.11. Let λ, µ be partitions.
(1) If λ ∈ Ĥ2i, µ ∈ Ĥ2i+1, where λ→ µ in Ĥ, then λ = µ and, in this case, define γλ→µ = 1.
(2) If λ ∈ Ĥ2i+1, µ ∈ Ĥ2i+2, where λ→ µ in Ĥ, then λ ( µ and, in this case, define
γλ→µ =
∏
β∈A(λ)<α(c(α) − c(β))∏
β∈R(λ)<α(c(α) − c(β))
, where µ = λ ∪ {α}.
(3) If (λ, l) ∈ Aˆi, (µ,m) ∈ Aˆi+1, where (λ, l)→ (µ,m) in Aˆ, let
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γ
(i+1)
(λ,l)→(µ,m) =
γλ→µ, if l = m,ei(t, t)γµ→λ, if l = m− 1, (4.2)
where, in the second case in (4.2), the path t ∈ Aˆ
(µ,m)
i+1 satisfies t
(i−1) = (µ, l) and t(i) = (λ, l).
Using Proposition 4.7 and Lemma 6.2, we note that the structure constant ei(t, t) in (4.2) is
non-zero and completely determined by λ and µ. We defer the proof of the following statement
on the branching factors for the inner product on cell modules to Sect. 7.
Proposition 4.12. Let (λ, l) ∈ Aˆk and (µ,m) ∈ Aˆk+1, where (λ, l)→ (µ,m) ∈ Aˆ. If s ∈ Aˆ
(µ,m)
k+1
and s′ ∈ Aˆ
(λ,l)
k , where s
′ = s ↓k, then
〈fs, fs〉
〈fs′ , fs′〉
= γ
(k+1)
(λ,l)→(µ,m). (4.3)
5. Main Results
Theorems 5.1 to 5.4 below give explicit combinatorial formulae for representations of gener-
ators of the partition algebras relative to the seminormal basis for ∆
(λ,l)
k+1,F. The statement of
results is split into four only to simplify the presentation and avoid clashes between indices.
Theorem 5.1. Let k be even and (λ, l) ∈ Aˆk+1. Write t = ((λ
(0), l0), . . . , (λ
(k+1), lk+1)) ∈ Aˆ
(λ,l)
k+1
and let s ∈ Aˆ
(λ,l)
k+1 , where s
k
∼ t. Then the following statements hold:
(1) If s(k−1) 6= (λ, l − 1), then ek(s, t) = 0.
(2) If s(k−1) = (λ, l − 1), then
ek(s, t) =

γ−1λ→µ, if s
(k) = (µ, l − 1) and t(k) = (λ, l),
ek(s, s)ek(t, t)γλ→µ, if s
(k) = (λ, l) and t(k) = (µ, l − 1),
γλ→µ
γλ→ρ
ek(t, t), if s
(k) = (ρ, l − 1) and t(k) = (µ, l − 1),
(5.1)
where
ek(t, t) =

∏
β∈R(λ)(z − c(β) − |λ|)∏
β∈A(λ)(z − c(β)− |λ|)
, if λ(k−1) = λ(k) = λ(k+1) = λ,
(z − c(α) − |λ| − 1)
(z − c(α)− |λ|)
∏
β∈R(λ)(c(α) − c(β))∏
β∈A(λ),
β 6=α
(c(α) − c(β))
,
if λ(k−1) = λ(k+1) = λ and
λ(k) = λ ∪ {α}.
Theorem 5.2. Let k be odd and (λ, l) ∈ Aˆk+1. Write t = ((λ
(0), l0), . . . , (λ
(k+1), lk+1)) ∈ Aˆ
(λ,l)
k+1
and let s ∈ Aˆ
(λ,l)
k+1 , where s
k
∼ t. Then the following statements hold:
(1) If s(k−1) 6= (λ, l − 1), then ek(s, t) = 0.
(2) If s(k−1) = (λ, l − 1), then
ek(s, t) =

γµ→λ, if s
(k) = (λ, l − 1) and t(k) = (µ, l),
ek(s, s)ek(t, t)
γµ→λ
, if s(k) = (µ, l) and t(k) = (λ, l − 1),
γµ→λ
γρ→λ
ek(s, s), if s
(k) = (ρ, l) and t(k) = (µ, l),
(5.2)
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where
ek(t, t) =

∏
β∈A(λ)
(
z − c(β) − |λ|
)∏
β∈R(λ)
(
z − c(β)− |λ|
) , if λ(k−1) = λ(k) = λ(k+1) = λ,
−
(z − c(α) − |λ|+ 1)
(z − c(α)− |λ|)
∏
β∈A(λ)(c(β)− c(α))∏
β∈R(λ),
β 6=α
(c(β)− c(α))
,
if λ(k−1) = λ(k+1) = λ and
λ(k) = λ \ {α}.
Theorem 5.3. Let k be even and (λ, l) ∈ Aˆk+1. If t = ((λ
(0), l0), . . . , (λ
(k+1), lk+1)) ∈ Aˆ
(λ,l)
k+1
and s = ((ρ(0), r0), . . . , (ρ
(k+1), rk+1)) ∈ Aˆ
(λ,l)
k+1 , where s
k
≈ t, then the following statements hold:
(1) If λ(k−1) = λ(k+1) and λ(k−2) = λ(k), then
σk(t, t) =
ct(k)
ek−1(t, t)
and, when s 6= t,
σk(s, t) =
z − cs(k)− ct(k − 1)− ek−1(t, t)
cs(k + 1)− ct(k − 1)
ek(s, t) (5.3)
(2) If λ(k−1) 6= λ(k+1) and λ(k) = λ(k−2), let v ∈ Aˆ
(λ,l)
k+1 , where v
k−1
∼ t and v(k−1) = (λ, l − 1).
Then,
σk(v, t) = ct(k)ek(v, t) (5.4)
and,
σk(s, t) =
δst − ek−1(v, t)ek(s, v)
cs(k + 1)− ct(k − 1)
. (5.5)
(3) If λ(k+1) = λ(k−1) and λ(k) 6= λ(k−2), then
σk(s, t) =
δst + (z − ct(k − 1)− cs(k))ek(s, t)
cs(k + 1)− ct(k − 1)
, if ρ(k) 6= λ(k−2), (5.6)
and
σk(s, t) =
σk(t, s)〈ft, ft〉
〈fs, fs〉
, if ρ(k) = λ(k−2). (5.7)
(4) If If λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2), and tσk does not exist, then
σk(s, t) =
δst
ct(k + 1)− ct(k − 1)
. (5.8)
(5) If λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k), and tσi exists, then
σk(s, t) =

1
ct(k + 1)− ct(k − 1)
, if s = t,
1−
1
(ct(k + 1)− ct(k − 1))2
, if s = tσk and s ≻ t,
1, if s = tσk and t ≻ s.
(5.9)
Theorem 5.4. Let k be odd and (λ, l) ∈ Aˆk+1. If t = ((λ
(0), l0), . . . , (λ
(k+1), lk+1)) ∈ Aˆ
(λ,l)
k+1 and
s = ((ρ(0), r0), . . . , (ρ
(k+1), rk+1)) ∈ Aˆ
(λ,l)
k+1 , where s
k
≈ t, then the following statements hold:
(1) If λ(k+1) = λ(k−1) and λ(k) = λ(k−2), then
σk(t, t) =
ct(k − 1)
ek−1(t, t)
(5.10)
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and, when s 6= t,
σk(s, t) = −
ek−1(t, t)ek−1(s, t)
cs(k + 1)− ct(k − 1)
. (5.11)
(2) If λ(k+1) 6= λ(k−1) and λ(k) = λ(k−2), let v ∈ Aˆ
(λ,l)
k+1 , where v
k
∼ t and v(k−1) = (λ, l − 1).
Then,
σk(v, t) = ct(k − 1)ek(v, t) (5.12)
and
σk(s, t) =
δst − ek−1(v, t)ek(s, v) + (cv(k − 1)− ct(k − 1))ek−1(s, t)
cs(k + 1)− ct(k − 1)
. (5.13)
(3) If λ(k+1) = λ(k−1) and λ(k) 6= λ(k−2), then
σk(s, t) =
δst
ct(k + 1)− ct(k − 1)
if ρ(k) 6= λ(k−2), (5.14)
and
σk(s, t) =
σk(t, s)〈ft, ft〉
〈fs, fs〉
if ρ(k) = λ(k−2). (5.15)
(4) If λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2), and tσk does not exist, then
σk(s, t) =
δst
ct(k + 1)− ct(k − 1)
. (5.16)
(5) If λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2), and tσk exists, then
σk(s, t) =

1
ct(k + 1)− ct(k − 1)
, if s = t,
1−
1
(ct(k + 1)− ct(k − 1))2
, if s = tσk and s ≻ t,
1, if s = tσk and t ≻ s.
(5.17)
5.1. Proof of Main Results. Before embarking on the proof of the statements above, we
establish some basic properties of the contraction element ei ∈ Ai+1.
Lemma 5.5. Assume that (λ, l) ∈ Aˆi+1 and s = ((λ
(0), l0), . . . , (λ
(i+1), li+1)) ∈ Aˆ
(λ,l)
i+1 , where
λ(i−1) = λ(i+1). If u = s ↓i−1, then eiFsei = ei(s, s)eiFu.
Proof. Assuming that λ(i−1) = λ(i+1), Proposition 4.7 implies that
FseiFs = ei(s, s)Fs 6= 0. (5.18)
If Φ(Li, Li+1) is a polynomial in Li and Li+1 over F, the Jones basic construction shows that
eiΦ(Li, Li+1)ei = ζei,
where ζ is a central element in Ai−1. In particular, taking Φs(Li, Li+1) to be a polynomial in
Li, Li+1 over F such that Fs = ΦsFu, we obtain
eiFsei = eiΦs(Li, Li+1)ekFu = Fuζsei, (5.19)
where ζs is central in Ai−1 and Fu ∈ Ai−1. Using (5.18) and (5.19), we obtain fseiFsei = ei(s, s)fs
and fseiFsei = fsFuζsei = fsζsei. It follows that fsζs = ei(s, s)fs and ζs acts on ∆
(λ,l−1)
i−1,F as
scalar multiplication by ei(s, s). Since Fu = 〈fu, fu〉
−1Fuu, we obtain Fuζs = ei(s, s)Fu which,
substituted into (5.19), gives the required result. 
Lemma 5.6. Let (λ, l) ∈ Aˆi+1 and s, t ∈ Aˆ
(λ,l)
i+1 , where s
i
∼ t.
(1) ei(s, t)fsei = ei(s, s)ftei
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(2) ei(s, t)ei(t, u) = ei(t, t)ei(s, u) for all u ∈ Aˆ
(λ,l)
k .
Proof. Let s = ((λ(0), l0), . . . , (λ
(i+1), li+1)) ∈ Aˆ
(λ,l)
i+1 . If λ
(i−1) 6= λ(i+1), then fsei = ftei = 0 and
the statements (1) and (2) hold. We therefore assume that λ(i−1) = λ(i+1). By Lemma 5.5,
we have ei(s, s)ftei = fteiFsei = ei(s, t)fsei, which proves the first item. For the proof of the
second item, let Euv : ∆
(λ,l)
i+1,F → ∆
(λ,l)
i+1,F, for u, v ∈ Aˆ
(λ,l)
i+1 denote the linear map given by
frEuv = δrufv, for all r ∈ Aˆ
(λ,l)
i+1 .
Then, as endomorphisms of ∆
(λ,l)
i+1,F,
eiFtei = ei(t, t)
∑
s
i
∼u
i
∼t
ei(s, u)Esu,
and
eiFtei = eiF
2
t ei =
(∑
s
i
∼t
ei(s, t)Est
)(∑
u
i
∼t
ei(t, u)Etu
)
=
∑
s
i
∼u
i
∼t
ei(s, t)ei(t, u)Esu.
Comparing coefficients in the two expressions above gives the required formula. 
Corollary 5.7. Let (λ, l) ∈ Aˆi+1 and t = ((λ
(0), l0), . . . , (λ
(i+1), li+1) ∈ Aˆ
(λ,l))
i+1 . If λ
(i−1) =
λ(i+1), then the following statements hold:
(1) If i is even, then the eigenspace corresponding to the eigenvalue 1 for the action of ei on the
subspace 〈fs ∈ ∆
(λ,l)
i+1,F | s
i
∼ t〉 is one–dimensional.
(2) If i is odd, then the eigenspace corresponding to the eigenvalue z for the action of ei on the
subspace 〈fs ∈ ∆
(λ,l)
i+1,F | s
i
∼ t〉 is one–dimensional.
Lemma 5.6(1) shows that, granted the diagonal structure constants for the contraction ek,
the off–diagonal structure constants of ek are completely determined by Proposition 5.8 and
Proposition 5.9 below. The proofs of Proposition 5.8 and Proposition 5.9 rely on the branching
factors for inner products (4.3) which are verified in Sect. 7.
Proposition 5.8. Let k = 2i and (λ, l) ∈ Aˆk+1. Assume that s ∈ Aˆ
(λ,l)
k+1 , where s ↓k−1= t
(λ,l−1)
and s(k) = (λ, l). Let
(ν, l − 1) = min{(ρ, r) ∈ Aˆk | (ρ, r)→ (λ, l) in Aˆ}
and u ∈ Aˆ
(λ,l)
k+1 , where u
k
∼ s and u(k) = (ν, l − 1). Then the following statements hold:
(1) mu = fsek and fuek = ek(u, u)mu.
(2) If t
k
∼ s and t(k) = (µ, l − 1), then
ek(s, t) = ek(s, s)ek(t, t)γλ→µ and ek(t, s) =
1
γλ→µ
.
Proof. (1) By definition,
p
(k+1)
(λ,l)→(λ,l) = 1, p
(k)
(λ,l−1)→(λ,l) = wl,i, and ps = wl,i,
while
p
(k+1)
(ν,l−1)→(λ,l) = wl,iek, p
(k)
(λ,l−1)→(ν,l−1) = 1, and pu = wl,iek.
It follows that msek = mu. If we write ms = fs +
∑
v≻s rvfv, then Proposition 4.7 and the
maximality of s in {v ∈ Aˆ
(λ,l)
k+1 | v
k
∼ s} give
mu = msek = fsek +
∑
v≻s
rvfvek = fsek.
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For the second equality, we have ek(u, u)mu = ek(u, u)fsek = fsekFuek = muFuek = fuek.
(2) Assume that µ = λ ∪ {(j, µj)} and let a = l +
∑j
r=0 λr. Then
p
(k+1)
(µ,l−1)→(λ,l) = wl,iekwi,a
λj∑
r=0
wa,a−r.
Let v ∈ Aˆ
(λ,l)
k+1 , where v
′ = v ↓k= t
(µ,l−1) ∈ Aˆ
(µ,l−1)
k . Let Ψv,k be a polynomial in Lk+1 where
Fv = Fv′Ψv,k. Computing the inner product 〈fv, fv〉 yields
a
(k+1)
(λ,l) pvFvp
∗
va
(k+1)
(λ,l) = e2l−1wl,iekwi,aa
(k)
(µ,l−1)Fv′a
(k)
(µ,l−1)Ψv,kwa,iekwi,le2l−1
≡ 〈fv′ , fv′〉e2l−1wl,iekwi,aa
(k)
(µ,l−1)Fvwa,iekwi,le2l−1
≡ 〈fv′ , fv′〉a
(k+1)
(λ,l) pvFvwa,iekwi,le2l−1 mod A
✄(λ,l)
k+1 . (5.20)
By Lemma 7.3, we may write
fvwa,i = ft +
∑
a
rafa,
where the sum is over a ∈ Aˆ
(λ,l)
k+1 such that Shape(a ↓k−1) 6= (λ, l − 1). The congruence (5.20)
therefore gives
γ
(k+1)
(µ,l−1)→(λ,l)a
(k+1)
(λ,l) ≡ a
(k+1)
(λ,l) ptFtekwi,le2l−1 ≡
ek(s, t)
ek(s, s)
a
(k+1)
(λ,l) psFsekwi,le2l−1
≡
ek(s, t)
ek(s, s)
a
(k+1)
(λ,l) puwi,le2l−1 ≡
ek(s, t)
ek(s, s)
a
(k+1)
(λ,l) mod A
✄(λ,l)
k+1 .
Since γ
(k+1)
(µ,l−1)→(λ,l) = ek(t, t)γλ→µ the stated formula for ek(s, t) follows. The formula for ek(t, s)
is obtained from the relation ek(s, t)ek(t, s) = ek(s, s)ek(t, t). 
Proposition 5.9. Let k = 2i+ 1 and (λ, l) ∈ Aˆk+1. Assume that
(ν, l) = max{(ρ, r) ∈ Aˆk | (ρ, r)→ (λ, l) in Aˆ}
and s ∈ Aˆ
(λ,l)
k+1 , where s ↓k= t
(λ,l−1) and s(k) = (ν, l). Let u ∈ Aˆ
(λ,l)
k+1 , where u
k
∼ s and u(k) =
(λ, l − 1). Then the following statements hold:
(1) fsek = γν→λmu and fuek = γν→λek(u, u)mu.
(2) If t
k
∼ s and t(k) = (µ, l), then
ek(s, t) =
γµ→λ
γν→λ
ek(s, s) and ek(t, s) =
γν→λ
γµ→λ
ek(t, t).
Proof. (1) Assume that λ = (λ1, . . . , λt), where λt 6= 0; then ν = (λ1, . . . , λt− 1). By definition,
p
(k+1)
(ν,l)→(λ,l) = 1, and p
(k)
(λ,l−1)→(ν,l) = wl,iek−1
νt∑
r=0
wi,i−r,
and
p
(k+1)
(λ,l−1)→(λ,l) = wl,i+1 and p
(k)
(λ,l−1)→(λ,l) = 1.
By direct calculation,
a
(k+1)
(λ,l) psek = a
(k+1)
(λ,l) wl,iekek−1
νt∑
r=0
wi,i−r = a
(k+1)
(λ,l) wl,i+1
νt∑
r=0
wi,i−r
= λta
(k+1)
(λ,l)
wl,i+1 = γν→λa
(k+1)
(λ,l)
pu.
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Thus we have msek = γν→λmu. If we write ms = fs +
∑
v≻s rvfv, then Proposition 4.7 and the
maximality of s in {v ∈ Aˆ
(λ,l)
k+1 | v
k
∼ s} give
γν→λmu = msek = fsek +
∑
v≻s
rvfvek = fsek.
For the second equality, we have γν→λek(u, u)mu = ek(u, u)fsek = fsekFuek = muFuek = fuek.
(2) Let t ∈ Aˆ
(λ,l)
k+1 , where t
k
∼ s and t(k) = (µ, l). By part (1), we have
γν→λmu = γν→λfu +
∑
v≻u
ek(v, s)fv,
where the sum is over v ∈ Aˆ
(λ,l)
k+1 such that v
k
∼ s. Hence γν→λ〈mu, ft〉 = 〈ft, ft〉ek(t, s). We
determine 〈mu, ft〉. It will be convenient to work with the elements muu and mut; to this end
we note that muu = a
(k−1)
(λ,l−1)ek. If λ = µ ∪ {(j, λj)} and a = l +
∑j
r=0 λr, then the relations
siek−1 = ek−1 and wa,i+1wl,i+1 = wl,i+1wa−1,i and the branching coefficients
p
(k+1)
(µ,l)→(λ,l) = wa,i+1, and p
(k)
(λ,l−1)→(µ,l) = wl,iek−1wi,a−1
µj∑
r=0
wa−1,a−1−r
allow us to write
mut = wi+1,la
(k+1)
(λ,l) wl,i+1wa−1,iek−1wi,a−1
µj∑
r=0
wa−1,a−1−r
= a
(k−1)
(λ,l−1)ekwa−1,iek−1wi,a−1
µj∑
r=0
wa−1,a−1−r.
By definition, 〈mu, ft〉muu = mutFtmuu. Thus we obtain
mutFtmuu = 〈ft, ft〉
−1a
(k−1)
(λ,l−1)ekwa−1,iek−1wi,a−1
µj∑
r=0
wa−1,a−1−rFtteka
(k−1)
(λ,l−1)
≡
λj
〈ft, ft〉
a
(k−1)
(λ,l−1)ekwa−1,iek−1wi,a−1Ftteka
(k−1)
(λ,l−1)
≡
λj
〈ft, ft〉
a
(k−1)
(λ,l−1)ekwa−1,iek−1Fvteka
(k−1)
(λ,l−1) mod A
✄(λ,l)
k+1 , (5.21)
where we have used Lemma 7.3 and written v = (· · · ((tσ2a−1)σ2a+1) · · · )σ2i−1. By Proposi-
tion 4.7, we have fvek−1ek = ek−1(v, v)fvek. Thus, writing r = t ↓k−1 and using Corollary 7.5,
the congruence (5.21) becomes
mutFtmuu ≡ ek−1(v, v)
λj
〈ft, ft〉
a
(k−1)
(λ,l−1)wa−1,iekFvteka
(k−1)
(λ,l−1)
≡ ek−1(v, v)
γµ→λ
〈ft, ft〉
a
(k−1)
(λ,l−1)ekFtteka
(k−1)
(λ,l−1)
≡ γµ→λek−1(v, v)ek(t, t)〈fr, fr〉muu mod A
✄(λ,l)
k+1 .
Since ek−1(v, v)γµ→λ = γ
(k)
(λ,l−1)→(µ,l), the formula for ek(t, s) follows from Proposition 4.12. The
formula for ek(s, t) is obtained from the relation ek(s, t)ek(t, s) = ek(s, s)ek(t, t). 
The proof of Theorem 5.4(5) and Theorem 5.3(5) will use the following observation.
Lemma 5.10. Let (λ, l) ∈ Aˆ2i+1. If t = ((λ
(0), l0), . . . , (λ
(2i+1), l2i+1)) ∈ Aˆ
(λ,l)
2i+1, where λ
(2i−2) =
λ(2i−1) ( λ(2i) = λ(2i+1), then mtσ2i = mt.
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Proof. Assume that λ = λ(2i−1) ∪ {(j, λj)}. Then, pt(2i)→t(2i+1) = pt(2i−2)→t(2i−1) = 1 and
p
t(2i−1)→t(2i) = wa,i, where a = l +
∑j
r=1 λr. For j = 0, 1, . . . , define
σ
(0)
2j = σ2j and σ
(r)
2j = wr,r+j+1σ
(r−1)
2j wr+j+1,r for r = 1, 2, . . . .
Since σ2 = 1, using induction, we obtain the relations
e2r−1σ
(r)
2j =
{
e2r−1, if j = 1,
e2r−1σ
(r+1)
2j−2 , if j > 2.
As σ2i−2l 7→ 1 under the map A2i−2l+1 → FSi−l, we have
e
(l)
2l−1wa,iσ2i = wa,ie
(l)
2l−1σ
(l+1)
2i−2l ≡ e
(l)
2l−1wa,i mod A
✄(λ,l)
2i+1 ,
and a(λ,l)ptσ2i ≡ a(λ,l)pt mod A
✄(λ,l)
2i+1 . 
Proof of Theorem 5.1. (1) If s ∈ Aˆ
(λ,l)
k+1 , where s
(k−1) 6= (λ, l − 1), then ek(s, t) = 0 by Proposi-
tion 4.7.
(2) We assume that s(k−1) = (λ, l) and prove the formulae for the off-diagonal structure
constants. There are three cases to consider:
Case 1. If s(k) = (ρ, l − 1) and t(k) = (λ, l), then ek(s, t) = γ
−1
λ→ρ, by Proposition 5.8(2).
Case 2. If s(k) = (λ, l) and t(k) = (µ, l − 1), then ek(s, t) = ek(s, s)ek(t, t)γλ→µ, by Proposi-
tion 5.8(2).
Case 3. Assume that s(k) = (ρ, l − 1) and t(k) = (µ,m− 1). Let v ∈ Aˆ
(λ,l)
k+1 , where v
k
∼ t and
v
(k) = (λ, l). Then, by the two cases above, ek(s, v) = γ
−1
λ→ρ and ek(v, t) = ek(v, v)ek(t, t)γλ→µ.
The relation ek(s, v)ek(v, t) = ek(v, v)ek(s, t) now yields the formula for ek(s, t) given in the
third case in (5.1).
The diagonal structure constants ek(t, t) may be deduced from Lemma 6.2 and the rela-
tion (6.20). Alternatively, Leduc and Ram [17, Theorem 3.12] express the diagonal structure
constants ek(t, t) for the contraction ek in terms of the weights of the Markov trace on Ak+1.
Applying the formulae for the weights of the Markov trace given by Halverson and Ram [11,
Proposition 3.24], we obtain expressions for the diagonal terms ek(t, t). 
Proof of Theorem 5.2. (1) If s ∈ Aˆ
(λ,l)
k+1 , where s
(k−1) 6= (λ, l − 1), then ek(s, t) = 0 by Proposi-
tion 4.7.
(2) Assume that s
k
∼ t and s(k) = (λ, l−1) and denote (ν, l) = min{(ρ, r) | (ρ, r)→ (λ, l) ∈ Aˆ}.
Let v ∈ Â
(λ,l)
k+1 , where v
k
∼ t and v(k) = (ν, l).
Case 1. Let s(k) = (λ, l − 1) and t(k) = (µ, l). By Proposition 5.9(1) and Proposition 5.9(2)
respectively, we obtain ek(s, v) = γν→λ and ek(v, t) = γµ→λγ
−1
ν→λek(v, v). Thus ek(s, t) = γµ→λ.
Case 2. Assume that s(k) = (ρ, l) and t(k) = (λ, l−1). From the previous case ek(t, s) = γρ→λ,
whence ek(s, t) = ek(s, s)ek(t, t)γ
−1
ρ→λ.
Case 3. Assume that s(k) = (ρ, l) and t(k) = (µ, l). By Proposition 5.9(2),
ek(v, t) =
γµ→λ
γν→λ
ek(v, v) and ek(s, v) =
γν→λ
γρ→λ
ek(s, s).
Hence the formula for ek(s, t) given in the third case in (5.2) follows.
Finally, as in the proof of Theorem 5.1, the diagonal structure constants for ek, for k odd,
may be obtained using the results of [17, 11], or via Lemma 6.2 and the relation (6.19). 
Proof of Theorem 5.3. (1) Assume that λ(k+1) = λ(k−1) and λ(k) = λ(k−2). Proposition 2.6(2)
and Proposition 4.7 give
(cs(k + 1)− ct(k − 1))σk(s, t) = δst + (z − ct(k − 1)− cs(k)− ek−1(t, t))ek(s, t)
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Observe that cs(k+1) = ct(k− 1) only if s = t; hence we obtain the expression (5.3) for σk(s, t)
when s 6= t. From Proposition 4.7 and the relation Lkek = σkek−1ek, we obtain
ct(k)ftek = ftσkek−1ek =
∑
u
k−1
∼ s
k−1
∼ t
ek−1(u, s)σk(s, t)fuek = ek−1(t, t)σk(t, t)ftek
which gives the expression for σk(t, t).
(2) Assume that λ(k+1) 6= λ(k−1) and λ(k) = λ(k−2). Together with Lemma 5.6 and Proposi-
tion 4.7, the relation Lkek = σkek−1ek gives
ct(k)ftek = ct(k)ek(v, t)ek(v, v)
−1fvek = σk(v, t)ek−1(v, v)fvek.
Since ek−1(v, v)ek(v, v) = 1, the the expression (5.4) for σk(v, t) follows. Next, Proposition 2.6(2)
and Proposition 4.7 give
(cs(k + 1)− ct(k − 1))σk(s, t) = δst − ek−1(v, t)ek(s, v).
Using the fact {s ∈ Aˆ
(λ,l)
k+1 | s
k
≈ t and cs(k+1) = ct(k− 1)} = {t}, which is readily verified from
the assumptions on t, we obtain the expression (5.5) for σk(s, t).
(3) Assume that λ(k+1) = λ(k−1) and λ(k) 6= λ(k−2). By Proposition 2.6(2) and Proposi-
tion 4.7,
(cs(k + 1)− ct(k − 1))σk(s, t) = δst + (z − ct(k − 1)− cs(k))ek(s, t). (5.22)
Note that cs(k + 1) = ct(k − 1) if and only if ρ
(k) = λ(k−2); hence, when ρ(k) 6= λ(k−2), the
relation (5.22) yields the expression (5.6) for σk(s, t). If ρ
(k) = λ(k−2), we use the relation
〈ftσk, fs〉 = 〈ft, fsσk〉 to obtain the expression (5.7) for σk(s, t).
(4) Assume that λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2), where tσk does not exist. There are two
cases to consider here.
Case 1. If λ(k+1) ⊖ λ(k−2) = {α, β}, where α, β are either in the same row or the same
column, then λ(k−2) ) λ(k−1) = λ(k) ) λ(k+1). Thus ct(k + 1) 6= ct(k − 1) and the relation (5.8)
follows from Lemma 4.8 and Proposition 2.6(1).
Case 2. If λ(k+1) ⊖ λ(k−2) consists of a single node then λ(k−2) = λ(k−1) ( λ(k) = λ(k+1).
Thus ct(k+1) 6= ct(k−1) and the relation (5.8) follows from Lemma 4.9 and Proposition 2.6(1).
(5) Suppose that λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2), and that tσk exists. By Lemma 4.8,
σk(s, t) = 0 unless s ∈ {t, tσk}. Furthermore, the assumptions on t imply that ftek−1 = ftek = 0.
Thus, Proposition 2.6(2) yields (ct(k + 1) − ct(k − 1))σk(t, t) = 1, and the expression for the
diagonal structure constant σk(t, t) follows.
Next, we show that if s = tσk and t ≻ s, then σk(s, t) = 1. There are two cases to consider.
Case 1. Assume that λ(k−2) ) λ(k−1) and λ(k−1) ( λ(k) = λ(k+1). Since we may write
ftσk = mt(λ,l)ptσk +
∑
u≻t
rufuσk,
it is sufficient to demonstrate that
σk(s, u) = 0 whenever u ∈ Aˆ
(λ,l)
k+1 and u ≻ t, (5.23)
and
m
t(λ,l)
ptσk = mt(λ,l)ps. (5.24)
To prove (5.23), suppose that u ≻ t. If σk(s, u) 6= 0, then u
k
≈ s and u ∈ {t, s}, in contradiction
to the assumption that u ≻ t ≻ s. Thus (5.23) holds. We therefore verify (5.24). Let k = 2i
and, to simplify notation, write(
λ(k−2), λ(k−1), λ(k), λ(k+1)
)
= (ν, µ, λ, λ),
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where λ = µ ∪ {(j, λj)} and ν = µ ∪ {(j
′, νj′)}. Let s = ((ρ
(0), r0), . . . , (ρ
(k+1), rk+1)) ∈ Aˆ
(λ,l)
k+1 ,
where s = tσk and t ≻ s. We write(
ρ(k−2), ρ(k−1), ρ(k), ρ(k+1)
)
= (ν, ν, υ, λ),
where υ = ν ∪ {(j, λj)} = λ ∪ {(j
′, νj′)}. There is no loss of generality in assuming that t ↓k−2
is maximal in Aˆ
(ν,l−1)
k−2 . In this case, the branching coefficients for t are
p
(k+1)
(λ,l)→(λ,l) = 1 and p
(k)
(µ,l)→(λ,l) = waj ,k,
where aj = l +
∑j
r=1 λj, and
p
(k−1)
(ν,l−1)→(µ,l) = wl,i−1pk−2wi−1,aj′
µj′∑
r=0
waj′ ,aj′−r,
where aj′ = l − 1 +
∑j′
r=1 νr. The branching coefficients for s are
p
(k+1)
(υ,l−1)→(λ,l) = wl,iekwi,αj′
λj′∑
r=0
wαj′ ,αj′−r,
where αj′ = l − 1 +
∑j′
r=1 υr, and
p
(k)
(ν,l−1)→(υ,l−1) = wαj ,i, and p
(k−1)
(ν,l−1)→(ν,l−1) = 1,
where αj = l − 1 +
∑j
r=1 υr. Therefore,
m
t(λ,l)
ptσk = mt(λ,l)waj ,iwl,i−1ek−2wi−1,aj′
( µj′∑
r=0
waj′ ,aj′−r
)
σk
= m
t(λ,l)
waj ,iwl,i−1σk−1ek−1wi,aj′
µj′∑
r=0
waj′ ,aj′−r.
Now, m
t(λ,l)
waj ,iwl,i−1 = mt(λ,l)pu, where u ∈ Aˆ
(λ,l)
k+1 is determined by the condition that u ↓k−3
is maximal in Aˆ
(µ,l−1)
k−3 and(
u
(k−3), u(k−2), u(k−1), u(k), u(k+1)
)
= ((µ, l − 1), (µ, l), (µ, l), (λ, l), (λ, l)).
By Proposition 5.10, we have m
t(λ,l)
puσk = mt(λ,l)pu and
m
t(λ,l)
waj ,iwl,i−1σk−1ekwi,aj′
µj′∑
r=0
waj′ ,aj′−r = mt(λ,l)waj ,iwl,i−1si−1ekwi,aj′
µj′∑
r=0
waj′ ,aj′−r. (5.25)
There are two sub-cases to consider
26
Case 1.1. Assume that j < j′. Using the braid relation, the right hand side of the rela-
tion (5.25) becomes
m
t(λ,l)
waj ,iwl,iekwi,aj′
µj′∑
r=0
waj′ ,aj′−r = mt(λ,l)wl,iekwaj−1,i−1wi,aj′
µj′∑
r=0
waj′ ,aj′−r
= m
t(λ,l)
wl,iekwi,aj′+1waj−1,i
µj′∑
r=0
waj′ ,aj′−r
= m
t(λ,l)
wl,iekwi,aj′+1
( µj′∑
r=0
waj′+1,aj′−r+1
)
waj−1,i
= m
t(λ,l)
wl,iekwi,αj′
( λj′∑
r=0
wαj′ ,αj′−r
)
wαj ,i
= m
t(λ,l)
ps,
since, in this case, aj′ = αj′ − 1 and waj−1,i−1wi,aj′ = wi,aj′+1waj−1,i.
Case 1.2. Assume that j′ < j. In this case aj = αj and aj′ = αj′ , and
m
t(λ,l)
waj ,iwl,iekwi,aj′
µj′∑
r=0
waj′ ,aj′−r = mt(λ,l)wl,kekwi,aj′waj ,i
µj′∑
r=0
waj′ ,aj′−r
= m
t(λ,l)
wl,iekwi,aj′
( λj∑
r=0
waj′ ,aj′−r
)
waj ,i
= m
t(λ,l)
ps.
This completes the proof of the relation (5.24).
Case 2. Assume that λ(k−2) ) λ(k−1) = λ(k) ) λ(k+1). We regard Aˆ
(λ,l)
k+1 as a subset of
Aˆ
(λ,l+1)
k+2 and embed ∆
(λ,l)
k+1,F in ∆
(λ,l+1)
k+2,F . Let t = ((λ
(0), l0), . . . , (λ
(k+2), lk+2)) ∈ Aˆ
(λ,l+1)
k+2 , where
λ(k−2) ) λ(k−1) = λ(k) ) λ(k+1) = λ(k+2). To simplify notation, write
(λ(k−2), λ(k−1), λ(k), λ(k+1), λ(k+2)) = (µ, ν, ν, λ, λ),
where ν = λ ∪ {(j, νj)} and µ = ν ∪ {(j
′, µj′). We assume that (j, νj) and (j
′, µj′) are neither
in the same row nor in the same column. Then observe that ftσk+1 = ft, by Theorem 5.4(4).
Since σk+1σk = σ2i+1σ2i = si, we have the relation
σk(u, v) = si(u, v), for all u, v ∈ Aˆ
(λ,l+1)
k+2 . (5.26)
We therefore assume that s = tσk, where t ≻ s, and show that
si(s, t) = 1. (5.27)
As above, it is sufficient to demonstrate that
m
t(λ,l+1)
ptsi = mt(λ,l+1)ps (5.28)
and
si(s, u) = 0 whenever u ∈ Aˆ
(λ,l+1)
k+2 and u ≻ t. (5.29)
If u ≻ t and si(s, u) 6= 0, then the relations (5.26) implies that u
k
≈ t. Hence, by Lemma 4.8, we
have u ∈ {s, t}, in contradiction to the assumption u ≻ t ≻ s. This verifies the condition (5.29).
We now verify the relation (5.28). Let s = ((ρ(0), r0), . . . , (ρ
(k+2), rk+2)) ∈ Aˆ
(λ,l+1)
k+2 , where
s = tσk and t ≻ s. To simplify notation, write
(ρ(k−2), ρ(k−1), ρ(k), ρ(k+1), ρ(k+2)) = (µ, υ, υ, λ, λ),
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where ν = λ ∪ {(j, νj)} and µ = ν ∪ {(j
′, υj′)} = υ ∪ {(j, νj)}. There is no loss of generality in
assuming that t ↓k−2 is maximal in Aˆ
(µ,l−1)
k−2 . Then the branching coefficients for t are
p
(k+2)
(λ,l)→(λ,l+1) = wl,i+1 and p
(k+1)
(ν,l−1)→(λ,l) = wl−1,iekwi,aj
λj∑
r=0
waj ,aj−r,
where aj = l − 2 +
∑j
r=1 νr, and
p
(k)
(ν,l−2)→(ν,l−1) = wl−2,i and p
(k−1)
(µ,l−3)→(ν,l−2) = wl−3,i−1ek−2wi−1,aj′
νj′∑
r=0
waj′ ,aj′−r,
where aj′ = l − 4 +
∑j′
r=1 µr. The branching coefficients for s are
p
(k+2)
(λ,l)→(λ,l+1) = wl,i+1 and p
(k+1)
(υ,l−1)→(λ,l) = wl−1,iekwi,αj′
λj′∑
r=0
wαj′ ,αj′−r,
where αj′ = l − 2 +
∑j′
r=1 υr = aj′ + 1, and
p
(k)
(υ,l−2)→(υ,l−1) = wl−2,i and p
(k−1)
(µ,l−3)→(υ,l−2) = wl−3,i−1ek−2wi−1,αj
υj∑
r=0
wαj ,αj−r,
where αj = l − 4 +
∑j
r=1 µr = aj − 2. Using the braid relation, we obtain
m
t(λ,l+1)
ptsk = mt(λ,l+1)wl,i+1wl−1,iekwi,ajwl−2,iwl−3,i−1ek−2wi−1,aj′ si
×
( υj∑
r=0
wαj ,αj−r
)( νj′∑
r=0
waj′ ,aj′−r
)
and
m
t(λ,l+1)
ps = mt(λ,l+1)wl,i+1wl−1,iekwi,αj′wl−2,iwl−3,i−1ek−2wi−1,αj
×
( νj′∑
r=0
waj′ ,aj′−r
)( υj∑
r=0
wαj ,αj−r
)
.
The relation (5.28) will therefore follow from
ekwi,ajwl−2,iwl−3,i−1ek−2wi−1,aj′ si = ekwi,αj′wl−2,iwl−3,i−1ek−2wi−1,αj . (5.30)
Considering the left hand side of (5.30), the braid relation gives
ekwi,ajwl−2,iwl−3,i−1ek−2wi−1,aj′ si = ekwl−2,iwl−3,i−1ek−2wi−2,aj−2wi−1,aj′ si
= wl−2,i−1wl−3,i−2eksi−1si−2ek−2wi−2,aj−2wi−1,aj′ si
= wl−2,i−1wl−3,i−2ek−4eksi−1si−2siwi−2,aj−2wi−1,aj′
= wl−2,i−1wl−3,i−2ek−4eksi−1wi−2,aj−2wi−1,aj′ ,
since e2j−2e2j+2 = e2j−2e2j+2sjsj−1sj+1sj. Considering the right hand side of (5.30), the braid
relation gives
ekwi,αj′wl−2,iwl−3,i−1ek−2wi−1,αj = ekwl−2,iwl−3,i−1ek−2wi−2,αj′−2wi−1,αj
= wl−2,i−1wl−3,i−2eksi−1si−2ek−2wi−1,αjwi−1,αj′−1
= wl−2,i−1wl−3,i−2ek−4eksi−1wi−2,αjwi−1,αj′−1,
which completes the proof of (5.30) and (5.28). Thus σk(s, t) = 1 whenever s = tσk and t ≻ s.
If s = tσk and s ≻ t, the structure constant σk(s, t) is derived using the relation σ
2
k = 1 and
the observation that cs(k − 1) = ct(k + 1) and cs(k + 1) = ct(k − 1). 
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Proof of Theorem 5.4. (1) Assume that λ(k+1) = λ(k−1) and λ(k) = λ(k−2). Proposition 2.6(1)
and Proposition 4.7 give
(cs(k + 1)− ct(k − 1))σk(s, t) = δst − ct(k − 1)ek−1(s, t)− ek−1(t, t)ek(s, t)
+ ct(k − 1)ek−1(t, t)ek(t, t)ek−1(s, t).
(5.31)
Observe that ek−1(t, t)ek(t, t) = 1 and cs(k + 1) = ct(k − 1) if and only if s = t. Hence the
expression (5.11) for the off-diagonal structure constant σk(s, t) follows from (5.31). Next, we
use the relation Lk−1ek−1 = σkekek−1 in
ct(k − 1)ftek−1 = ftσkekek−1 =
∑
u
k
∼s
k
∼t
ek(u, s)σk(s, t)fuek−1 = ek(t, t)σk(t, t)ftek−1
to obtain the expression (5.10) for σk(t, t).
(2) Assume that λ(k+1) 6= λ(k−1) and λ(k) = λ(k−2). Together with Proposition 4.7, the
relation Lk−1ek−1 = σkekek−1 gives
ct(k − 1)ftek−1 = ct(k − 1)ek−1(v, t)ek−1(v, v)
−1fvek−1 = σk(v, t)ek(v, v)fvek−1.
Since ek−1(v, v)ek(v, v) = 1, the expression (5.12) for σk(v, t) follows. Next, Proposition 2.6(1)
and Proposition 4.7 give
(cs(k + 1)− ct(k − 1))σk(s, t) = δst − ct(k − 1)ek−1(s, t)− ek−1(v, t)ek(s, v)
+ ek−1(v, t)cv(k − 1)ek(v, v)ek−1(s, v).
(5.32)
Making substitutions for the relations
ek−1(s, v)ek−1(v, t) = ek−1(v, v)ek−1(s, t) and ek−1(v, v)ek(v, v) = 1
in the last summand on the right hand side of the expression (5.32) gives
(cs(k + 1)− ct(k − 1))σk(s, t) = δst + (cv(k − 1)− ct(k − 1))ek−1(s, t)
− ek−1(v, t)ek(s, v).
Using the fact
{
s ∈ Aˆ
(λ,l)
k+1 | s
k
≈ t, and cs(k + 1) = ct(k − 1)
}
=
{
t
}
, which is readily verified
from the assumptions on t, we obtain the expression (5.13) for σk(s, t).
(3) Assume that λ(k+1) = λ(k−1) and λ(k) 6= λ(k−2). Proposition 4.7 implies that ftek−1 = 0.
Therefore, Proposition 2.6(2) gives (cs(k+1)− ct(k− 1))σk(s, t) = δst, and, when ρ
(k) 6= λ(k−2),
we obtain the expression (5.14) for σk(s, t). If ρ
(k) = λ(k−2), we use the relation 〈ftσk, fs〉 =
〈ft, fsσk〉 to obtain the expression (5.15) for σk(s, t).
(4) Assuming that λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2) and that tσk does not exist, we argue
as in the proof of Theorem 5.3(4) to obtain the expression (5.16) for σk(s, t).
(5) Assume that λ(k+1) 6= λ(k−1) and λ(k) 6= λ(k−2) and that tσk exists. Lemma 4.5 and
Lemma 4.8 give ftσk = σk(t, t)ft + σk(s, t)fs, where s = tσk, while Proposition 4.7 and the
assumptions on t imply that ftek−1 = ftek = 0. Using Proposition 2.6(1), we obtain the
relation (ct(k + 1)− ct(k − 1))σk(t, t) = 1 and the expression for σk(t, t) in (5.17).
Next, we show that if s = tσk and t ≻ s, then σk(s, t) = 1. Expressing ft in terms of the
Murphy type basis from Definition 3.6, we have ftσk = mt(λ,l)ptσk +
∑
u≻t rufuσk. Thus it
suffices to show that
m
t(λ,l)
ptσk = mt(λ,l)ps +
∑
v≻t
r′vmv. (5.33)
and σk(s, u) = 0 whenever u ∈ Aˆ
(λ,l)
k+1 and u ≻ t. If u ≻ t and σk(s, u) 6= 0, then u ∈ {s, t}
by Lemma 4.5 and Lemma 4.8. However, since u ≻ t ≻ s, we have a contradiction. We now
verify (5.33). For this purpose, let k = 2i + 1 and write t = ((λ(0), l0), . . . , (λ
(k+1), lk+1)) and
s = ((ρ(0), r0), . . . , (ρ
(k+1), rk+1)). There are two cases to consider.
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Case 1. Assume that λ(k−2) = λ(k−1) ) λ(k) and λ(k) ( λ(k+1). To simplify notation, let
(λ(k−2), λ(k−1), λ(k), λ(k+1)) = (µ, µ, ν, λ),
where λ = ν ∪ {(j, λj)} and µ = ν ∪ {(j
′, µj′)}. Then
(ρ(k−2), ρ(k−1), ρ(k), ρ(k+1)) = (µ, υ, λ, λ),
where υ = µ∪ {(j, υj)} = λ∪ {(j
′, υj′). There is no loss of generality in assuming that t ↓k−2 is
maximal in Aˆ
(µ,l−2)
k−2 . We may therefore take the branching coefficients for t to be
p
(k+1)
(ν,l)→(λ,l) = waj ,i+1 and p
(k)
(µ,l−1)→(ν,l) = wl,i−1ek−1wi−1,aj′
νj′∑
r=0
waj′ ,aj′−r
where aj = l +
∑j
r=1 λr and aj′ = l − 1 +
∑j′
r=1 µr, and
p
(k−1)
(µ,l−1)→(ν,l) = wl−1,i.
The relation σk = siσk−1 and the braid relation give
m
t(λ,l)
ptσk+1 = mt(λ,l)waj ,i+1wl,i−1ek−1wi−1,aj′
( υj′∑
r=0
waj′ ,aj′−r
)
wl−1,i+1σk−1
= m
t(λ,l)
wl−1,i+1waj−1,iwl−1,i−2ek−3wi−2,aj′−1
( υj′∑
r=0
waj′−1,aj′−r−1
)
σk−1
= m
t(λ,l)
wl,i+1waj−1,iwl−1,i−2ek−3wi−2,aj′−1
( υj′∑
r=0
waj′−1,aj′−r−1
)
σk−1
= m
t(λ,l)
puσk−1,
where u ∈ Aˆ
(λ,l)
k+1 is determined by the condition that u ↓k−3 is maximal in Aˆ
(µ,l−2)
k−3 and
(u(k−3), u(k−2), u(k−1), u(k), u(k+1)) = ((µ, l − 2), (ν, l − 1), (λ, l − 1), (λ, l − 1), (λ, l)).
Observing that s = uσk−1 and u ≻ s and using the relation (5.24) and Proposition 3.7, we
obtain
m
t(λ,l)
ptσk = mt(λ,l)puσk−1 = mt(λ,l)ps +
∑
v≻t
r′vmv,
as required.
Case 2. Assume that λ(k−2) ( λ(k−1) = λ(k) ( λ(k+1) and, to simplify notation, write
(λ(k−2)λ(k−1), λ(k), λ(k+1)) = (µ, υ, υ, λ),
where λ = υ ∪ {(j′, λj′)} and υ = µ ∪ {(j, λj)}. Then
(ρ(k−2)ρ(k−1), ρ(k), ρ(k+1)) = (µ, ν, ν, λ),
where λ = ν ∪ {(j, λj)} and ν = µ ∪ {(j
′, λj′)}. There is no loss of generality in assuming
that t ↓k−2 is maximal in Aˆ
(µ,l)
k−1 . Then pt = waj′ ,i+1waj ,i and ps = waj ,i+1waj′−1,i, where
aj = l +
∑j
r=1 λr and aj′ = l +
∑j′
r=1 λr. Using siσk = σk−1 and the braid relation,
ptσk = waj′ ,i+1waj ,iσk = waj′ ,i+1waj ,i+1σk−1 = waj ,i+1waj′−1,iσk−1.
Therefore, by Lemma 5.10 and Proposition 3.7,
m
t(λ,l)
ptσk = mt(λ,l)psσk−1 = mt(λ,l)ps +
∑
v≻t
r′vmv.
This verifies (5.33) and the claim that σk(s, t) = 1 if s = tσk and t ≻ s.
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If s = tσk and s ≻ t, the structure constant σk(s, t) is derived using the relation σ
2
k = 1 and
the observation that cs(k − 1) = ct(k + 1) and cs(k + 1) = ct(k − 1). 
6. Central Element Recursions
In this section we obtain partition algebra analogues of the central element recursions obtained
by Nazarov [23] for the Brauer algebras and explain the relationship between these central
element recursions and the seminormal representations of the partition algebras.
Renormalise the family {Li | i > 0} by defining
xi = −
z
2 + Li, for i = 0, 1, . . . .
For i = 1, 2, . . . , we have the relations
x2i+1 = −x2ie2i − e2ix2i − (
z
2 + x2i−1)e2i + six2i−1si + σ2i, (6.1)
x2i+2 = −
z
2e2i − six2ie2i − e2ix2isi + e2ix2ie2i+1e2i + six2isi + σ2i+1. (6.2)
For i = 0, 1, . . . , define a sequence of central elements {x
(j)
i+1 | j = 0, 1, . . .} ⊆ Ai by
x
(j)
i+1ei+1 = ei+1(xi+1)
jei+1. (6.3)
Let u denote a formal variable. For i = 0, 1, . . . , define the central elements W2i+1(u) ∈
A2i(z)[[u
−1]], and W2i+2(u) ∈ A2i+1(z)[[u
−1]], by
W2i+1(u) = u
−1
∑
j>0
x
(j)
2i+1u
−j and W2i+2(u) =
∑
j>0
x
(j)
2i+2u
−j.
We will work with the formal expressions
W2i+1(u)e2i+1 = e2i+1
1
u− x2i+1
e2i+1 and W2i+2(u)e2i+2 = e2i+2
u
u− x2i+2
e2i+2.
The next statement is an analogue to [23, Proposition 4.2].
Proposition 6.1. If i = 1, 2, . . . , then
W2i+1(u) + (
z
2 − u− 1)
W2i−1(u) + (
z
2 − u− 1)
=
(u+ x2i)
2 − 1
(u+ x2i)2
(u− x2i−1)
2
(u− x2i−1)2 − 1
, (6.4)
and
W2i+2(u)
W2i(u)
=
(u+ x2i+1)
2 − 1
(u+ x2i+1)2
(u− x2i)
2
(u− x2i)2 − 1
. (6.5)
Proof. We prove (6.4). From the relation (6.1),
si(u− x2i+1) =
z
2e2i + six2ie2i + e2ix2i + x2i−1e2i + (u− x2i−1)si − σ2i+1
= σ2i+1e2i−1e2i + e2ix2i + x2i−1e2i + (u− x2i−1)si − σ2i+1,
and
1
u− x2i−1
si =
1
u− x2i−1
σ2i+1e2i−1e2i
1
u− x2i+1
+
1
u− x2i−1
e2ix2i
1
u− x2i+1
− e2i
1
u− x2i+1
+
u
u− x2i−1
e2i
1
u− x2i+1
+ si
1
u− x2i+1
− σ2i+1
1
(u− x2i+1)(u− x2i−1)
.
Using the fact that e2i(u− x2i+1) = e2i(u+ x2i), the previous expression gives
1
u− x2i−1
si =
1
u− x2i−1
σ2i+1e2i−1e2i
1
u− x2i+1
+
1
u− x2i−1
e2i − e2i
1
u+ x2i
+ si
1
u− x2i+1
− σ2i+1
1
(u− x2i+1)(u− x2i−1)
.
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Since σ2i+1 commutes with x2i−1, multiplying both sides of the last expression by σ2i+1 on the
left, we obtain
1
u− x2i−1
σ2i =
1
u− x2i−1
e2i−1e2i
1
u− x2i+1
+
1
u− x2i−1
e2i − e2i
1
u+ x2i
+ σ2i
1
u− x2i+1
−
1
(u− x2i+1)(u− x2i−1)
(6.6)
Multiplying each side of (6.6) by e2i+1 on the right and on the left,
e2i+1σ2i
1
u− x2i+1
e2i+1 =
1
u− x2i−1
e2i+1σ2ie2i+1 −
1
u− x2i−1
e2i−1
1
u+ x2i
e2i+1
+
1
u+ x2i
e2i+1 −
1
u− x2i−1
e2i+1 +
1
u− x2i−1
W2i+1(u)e2i+1.
(6.7)
Using Proposition 2.5(8), we obtain the relation e2i+1σ2ie2i+1 = (
z
2 − x2i−1)e2i+1 which, substi-
tuted into (6.7), gives
e2i+1σ2i
1
u− x2i+1
e2i+1 = (
z
2 − u− 1)
1
u− x2i−1
e2i+1 + e2i+1 −
1
u− x2i−1
e2i+1
−
1
u− x2i−1
e2i−1
1
u+ x2i
e2i+1 +
1
u+ x2i
e2i+1 +
1
u− x2i−1
W2i+1(u)e2i+1. (6.8)
Multiplying each side of (6.6) by e2i−1 on the left, and applying the algebra anti-involution ∗
to the result,
σ2i
1
u− x2i−1
e2i−1 =
1
u+ x2i
e2ie2i−1W2i−1(u) +
1
u− x2i−1
e2ie2i−1 −
1
u+ x2i
e2ie2i−1
+
1
u− x2i+1
σ2ie2i−1 −
1
(u+ x2i)(u− x2i+1)
e2i−1.
Making the substitution σ2ie2i−1 = (
z
2 + x2i)e2ie2i−1 in the last expression gives
σ2i
1
u− x2i−1
e2i−1 =
1
u+ x2i
e2ie2i−1W2i−1(u) +
1
u− x2i−1
e2ie2i−1 + e2ie2i−1
+ (z2 − u− 1)
1
u+ x2i
e2ie2i−1 −
1
(u+ x2i)(u− x2i+1)
e2i−1.
Therefore,
e2i+1σ2i
1
u− x2i−1
e2i−1e2i
1
u+ x2i
e2i+1 =
1
(u+ x2i)2
W2i−1(u)e2i+1 +
1
u+ x2i
e2i+1
+ (z2 − u− 1)
1
(u+ x2i)2
e2i+1 +
1
(u− x2i−1)(u+ x2i)
e2i+1
−
1
u− x2i−1
e2i−1
1
(u+ x2i)2
e2i+1.
(6.9)
Now,
e2i+1σ2i
1
u− x2i−1
σ2ie2i+1 = e2i+1σ2i
1
u− x2i−1
e2i−1e2i
1
u− x2i+1
e2i+1
+
1
u− x2i−1
e2i+1 −
1
u+ x2i
e2i+1 +W2i+1(u)e2i+1
− e2i+1σ2i
1
u− x2i+1
e2i+1
1
u− x2i−1
.
(6.10)
Using the relation
e2i+1σ2i
1
u− x2i−1
σ2ie2i+1 = sie2i−1σ2i+1
1
u− x2i−1
σ2i+1e2i−1si =W2i−1(u)e2i+1,
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and substituting (6.8) and (6.9) into (6.10), we obtain
W2i−1(u)e2i+1 =
1
(u+ x2i)2
W2i−1(u)e2i+1 + (
z
2 − u− 1)
1
(u + x2i)2
e2i+1 +W2i+1(u)e2i+1
−
1
(u− x2i−1)2
e2i+1 − (
z
2 − u− 1)
1
(u− x2i−1)2
e2i+1
or
(u+ x2i)
2 − 1
(u+ x2i)2
e2i+1W2i−1(u)− (
z
2 − u− 1)
1
(u+ x2i)2
e2i+1
=
(u− x2i−1)
2 − 1
(u− x2i−1)2
e2i+1W2i+1(u)− (
z
2 − u− 1)
1
(u− x2i−1)2
e2i+1,
from which the relation (6.4) follows.
For the proof of(6.5), we use the the relation (6.2) to write
(u− x2i+2)si =
z
2e2i + six2ie2i + e2ix2i − e2ix2ie2i+1e2i + si(u− x2i)− σ2i. (6.11)
Since (x2i+2)
je2i = e2i(x2i)
je2i+1e2i for j = 0, 1, . . . , we obtain
1
u− x2i+2
e2i = e2i
1
u− x2i
e2i+1e2i,
which together with (6.11), gives
si
1
u− x2i
=
z
2
1
u− x2i+2
e2i
1
u− x2i
+
1
u− x2i+2
six2ie2i
1
u− x2i
− e2i
1
u− x2i
e2i+1e2i
+ e2i
1
u− x2i
+
1
u− x2i+2
si − σ2i
1
(u− x2i)(u− x2i+2)
=
1
u− x2i+2
σ2ie2i+1e2i
1
u− x2i
− e2i
1
u− x2i
e2i+1e2i + e2i
1
u− x2i
+
1
u− x2i+2
si − σ2i
1
(u− x2i)(u− x2i+2)
.
Multiplying both sides of the above expression by σ2i on the left,
σ2i+1
1
u− x2i
=
1
u− x2i+2
e2i+1e2i
1
u− x2i
− e2i
1
u− x2i
e2i+1e2i + e2i
1
u− x2i
+
1
u− x2i+2
σ2i+1 −
1
(u− x2i)(u− x2i+2)
,
(6.12)
and multiplying both sides of the expression (6.12) by e2i on the right, and then applying the
anti-involution ∗ to the result,
e2i
1
u− x2i
σ2i+1 =
W2i(u)
u
e2ie2i+1
1
u− x2i+2
+
W2i(u)
u
e2i
− e2i
1
u− x2i
e2i+1e2i
1
u− x2i
.
(6.13)
Multiplying both sides of the expression (6.12) by e2i+2 on the right and on the left, and using
Proposition 2.5 (10) together with the fact that e2i+1(u+ x2i+1) = e2i+1(u− x2i+2), we obtain
e2i+2
1
u− x2i+2
σ2i+1e2i+2 =e2ie2i+2
W2i(u)
u
−
1
u+ x2i+1
e2ie2i+2
1
u− x2i
+
1
u− x2i
e2i+2
W2i+2(u)
u
.
(6.14)
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Multiplying (6.12) on the right by σ2i+1 and substituting for the term appearing on the left
hand side of (6.13),
σ2i+1
1
u− x2i
σ2i+1 =
W2i(u)
u
1
u+ x2i+1
e2i+1
1
u+ x2i+1
+
W2i(u)
u
1
u+ x2i+1
e2i+1e2i
−
1
(u− x2i)(u+ x2i+1)
e2i+1e2i
1
u− x2i
− e2i
1
u− x2i
e2i+1e2i
+
W2i(u)
u
e2ie2i+1
1
u+ x2i+1
−
1
(u− x2i)(u− x2i+2)
σ2i+1
− e2i
1
u− x2i
e2i+1e2i
1
u− x2i
+
1
u− x2i+2
+
W2i(u)
u
e2i.
(6.15)
Since
e2i+2σ2i+1
1
u− x2i
σ2i+1e2i+2 = e2i+2σ2i+1σ2i+2
1
u− x2i
σ2i+2σ2i+1e2i+2
= σ2i+1σ2i+2e2i
1
u− x2i
e2iσ2i+2σ2i+1
= σ2i+1σ2i+2e2iσ2i+2σ2i+1
W2i(u)
u
= e2i+2
W2i(u)
u
,
multiplying both sides of (6.15) by e2i+2 on the left and on the right, and substituting for the
term appearing on the left hand side of (6.14) gives
e2i+2
W2i(u)
u
= e2i+2
(
W2i(u)
u
1
(u+ x2i+1)2
+
W2i(u)
u
1
u+ x2i+1
e2i
−
1
(u− x2i)(u+ x2i+1)
e2i
1
u− x2i
−
W2i(u)
u
e2i +
W2i(u)
u
e2i
1
u+ x2i+1
+
W2i(u)
u
e2i −
W2i(u)
u
e2i
1
u− x2i
+
W2i+2(u)
u
−
1
u− x2i
W2i(u)
u
e2i
+
1
(u− x2i)(u+ x2i+1)
e2i
1
u− x2i
−
1
(u− x2i)2
W2i+2(u)
u
)
.
Since (u− x2i)e2i = (u+ x2i+1)e2i, we now obtain
W2i(u)
u
−
W2i(u)
u
1
(u+ x2i+1)2
=
W2i+2(u)
u
−
W2i+2(u)
u
1
(u− x2i)2
,
and the statement (6.5) follows. 
As an application of the recursions (6.4) and (6.5), the seminormal matrix entries of the
contractions e2i−1 and e2i can be computed independently of any formula for the dimensions of
the irreducible representations of the symmetric group.
Determine a series Z2i+1(u) ∈ Ai(z)[[u
−1]] by the recursion (6.4) and
Z2i+1(u) =W2i+1(u) + (
z
2 − u− 1) and Z1(u) = −
(u+ 1 + z2 )(u−
z
2)
(u+ z2)
, (6.16)
and a series Z2i+2(u) ∈ Ai+ 1
2
(z)[[u−1]] by the recursion (6.5), and
Z2i+2(u) =
W2i+2(u)
u
and Z2(u) =
(u+ 1− z2 )
(u+ z2 )(u−
z
2)
. (6.17)
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For (λ, l) ∈ Aˆk, let Zk+1(u, λ) denote the scalar by which Zk+1(u) acts on the Ak(z)[[u
−1]]-
module ∆
(λ,l)
k,F . If t ∈ Aˆ
(λ,l)
k and i = 1, . . . , k, let
xt(i) = −
z
2 + ct(i)
denote the eigenvalue by which xi acts on ft. The next statement is a counterpart to [23, (3.6)]
and [2, Lemma 7.4].
Lemma 6.2. Assume that (λ, l) ∈ Aˆk+1 and t = ((λ
(0), l0), . . . , (λ
(k+1), lk+1)), where λ
(k−1) =
λ(k+1). Then
ek(t, t) = Resu=xt(k)Zk(u, λ). (6.18)
Proof. Let (λ, l) ∈ Aˆk+1 and t ∈ Aˆ
(λ,l)
k+1 be as in the statement of the lemma and assume that k
is even. Then, using Lemma 5.6,
ft
Wk(u)
u
ek = ftek
1
u− xk
ek =
∑
s
k
∼t
ek(s, t)
u− xs(k)
fsek =
∑
s
k
∼t
∑
v
k
∼s
ek(v, s)ek(s, t)
u− xs(k)
fv
=
∑
s
k
∼t
∑
v
k
∼s
ek(s, s)ek(v, t)
u− xs(k)
fv =
∑
s
k
∼t
ek(s, s)
u− xs(k)
ftek.
Since ek(t, t) 6= 0 the relation (6.18) now follows. The proof when k is odd is similar. 
The formulae given in the next proposition are proved by induction.
Proposition 6.3. (1) If (λ, l) ∈ Aˆ2k, then
Z2k+1(u, λ) = −
(
u− |λ|+ 1 + z2
)(
u− |λ|+ z2
) ∏β∈A(λ) (u+ c(β)− z2)∏
β∈R(λ)
(
u+ c(β)− z2
) . (6.19)
(2) If (λ, l) ∈ Aˆ2k+1, then
Z2k+2(u, λ) =
(
u+ |λ|+ 1− z2
)(
u+ |λ| − z2
) ∏β∈R(λ) (u− c(β) + z2)∏
β∈A(λ)
(
u− c(β) + z2
) . (6.20)
7. Gram Determinants
In this section we verify the formulae for the branching factors of the inner product on cell
modules given in Proposition 4.12. We will use the following notation from [7, Theorem 4.2].
If (λ, l) ∈ Aˆ2i−1 and (µ,m) ∈ Aˆ2i, where (λ, l)→ (µ,m) in Aˆ, define
u
(2i)
(λ,l)→(µ,m) =
u¯
(2i−2l)
µ→λ e
(m)
2i−1, if λ ( µ and l = m,
e
(m)
2i−1, if λ = µ and l = m− 1.
Similarly, if (λ, l) ∈ Aˆ2i and (µ,m) ∈ Aˆ2i+1, where (λ, l)→ (µ,m) in Aˆ, define
u
(2i+1)
(λ,l)→(µ,m) =
e
(m)
2i , if λ = µ and l = m,
d¯
(2i−2l)
µ→λ e
(m)
2i , if λ ( µ and l = m− 1.
Lemma 7.1. Assume that (µ,m) ∈ Aˆk+1 and s, u ∈ Aˆ
(µ,m)
k+1 , where Shape(s ↓k) = Shape(u ↓k).
Let t = s ↓k and v = u ↓k. Then
〈fs, fs〉
〈ft, ft〉
=
〈fu, fu〉
〈fv, fv〉
.
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Proof. Let Shape(s ↓k) = (λ, l), where (λ, l) ∈ Aˆk and (λ, l)→ (µ,m) in Aˆ. Then,
c
(k+1)
(µ,m)d
(k+1)
(λ,l)→(µ,m) =
(
u
(k+1)
(λ,l)→(µ,m)
)∗
c
(k)
(λ,l).
Moreover, if a ∈ Ak, where c
(k)
(λ,l)a ≡ 0 mod A
✄(λ,l)
k , then Proposition 3.7 gives the relation(
u
(k+1)
(λ,l)→(µ,m)
)∗
c
(k)
(λ,l)a ≡ 0 mod A
✄(µ,m)
k+1 . (7.1)
Therefore,
c
(k+1)
(µ,m)d
(k+1)
(λ,l)→(µ,m)dtFsd
∗
t (d
(k+1)
(λ,l)→(µ,m))
∗c
(k+1)
(µ,m) = (u
(k+1)
(λ,l)→(µ,m))
∗c
(k)
(λ,l)dtFtd
∗
t c
(k)
(λ,l)Ψs,ku
(k+1)
(λ,l)→(µ,m),
where Ψs,k = Ψs,k(Lk+1) is a polynomial in Lk+1 over F such that Fs = FtΨs,k. Since,
c
(k)
(λ,l)dtFtd
∗
t c
(k)
(λ,l) ≡ 〈ft, ft〉c
(k)
(λ,l) mod A
✄(λ,l)
k ,
using the relation (7.1), we have
c
(k+1)
(µ,m)d
(k+1)
(λ,l)→(µ,m)dtFsd
∗
t (d
(k+1)
(λ,l)→(µ,m))
∗c
(k+1)
(µ,m) ≡ 〈ft, ft〉c
(k+1)
(µ,m)d
(k+1)
(λ,l)→(µ,m)Ψs,ku
(k+1)
(λ,l)→(µ,m).
The same argument shows that
c
(k+1)
(µ,m)d
(k+1)
(λ,l)→(µ,m)dvFtd
∗
v(d
(k+1)
(λ,l)→(µ,m))
∗c
(k+1)
(µ,m) ≡ 〈fv, fv〉c
(k+1)
(µ,m)d
(k+1)
(λ,l)→(µ,m)Ψu,ku
(k+1)
(λ,l)→(µ,m).
Since the polynomials Ψs,k,Ψu,k depend only on the (k + 1)
st edges in the paths s and u
respectively, we have Ψs,k = Ψu,k, and the statement follows. 
Lemma 7.2. Let (λ, l) ∈ Aˆk+1 and s ∈ Aˆ
(λ,l)
k+1 . If t = sσk exists and t ≻ s, then
〈fs, fs〉 =
(cs(k + 1)− cs(k − 1))
2 − 1
(cs(k + 1) − cs(k − 1))2
〈ft, ft〉.
Proof. We use the relation 〈fs, fs〉 = 〈fsσk, fsσk〉 and the formula (5.9) or (5.17), depending on
whether k is odd or even. 
Both our proof of the branching rule (4.3) on inner products and our derivation of the off-
diagonal structure constants for the contraction ek, for k even, will depend on the following
combinatorial lemma.
Lemma 7.3. Let k be even and (λ, l) ∈ Aˆk. Assume that s = t
(λ,l) ∈ Aˆ
(λ,l)
k and let α = (j, λj) ∈
R(λ), where λj+1 > 0. Denote υ = λ \ {α}, a = l +
∑j
r=0 λr and t =
∑
r>j λr. Then the
following statements hold:
(1) λ(2a) = λ(2a−1) ∪ {α}.
(2) If 0 6 r 6 t, then sr = (· · · ((sσ2a+1)σ2a+3) · · · )σ2a+2r−1 exists in Aˆ
(λ,l)
k .
(3) If sr = ((ν
(0), u0), . . . , (ν
(k), uk)), then ν
(2a+2r) = ν(2a+2r−1) ∪ {α} and ν(i) = λ(i) for i =
2a+ 2r, . . . , k.
(4) The sequence {si | i = 0, . . . , t} satisfies s0 ≻ s1 ≻ · · · ≻ st.
(5) If r = 0, 1, . . . , t, then fsrσ2a+2r−2 = fsr .
(6) If t = st, then Shape(t ↓k−1) = (υ, l) and
fsσ2a+1σ2a+3 · · · σ2a+2t−1 = ft +
∑
u≻t
rufu, (7.2)
where the sum is over u ∈ Aˆ
(λ)
k such that Shape(u ↓k−1) 6= (υ, l).
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Proof. (1) Let s = ((λ(0), l0), . . . , (λ
(k), lk)). Observe that (λ
(r), lr) = (∅, r) for 0 6 r 6 2l + 1
and λ(i−1) ( λ(i) exactly when i = 2l+2, 2l+4, . . . , 2l+2a+2t. By the maximality property of
s, we have λ(r+1) = λ(r) ∪ {α} at the ath instance where λ(r) ( λ(r+1). Thus the item follows.
(2) Let {β1, . . . , βt} ⊆ λ denote the set of nodes of λ with row index greater that j, ordered
so that λ(2a+2r) = λ(2a+2r−1) ∪ {βr} for r = 1, 2, . . . , t. The assumption that α ∈ R(λ) implies
that if 1 6 i 6 t, then α and βr are neither in the same row nor the same column. In particular,
since λ(2a+2) ⊖ λ(2a−1) = {α, β1}, the path s1 = sσ2a+1 exists. If s1 = ((µ
(0), l0), . . . , (µ
(k), lk)),
then (µ(i), li) = (λ
(i), li) except at the positions i = 2a and i = 2a+ 1, where µ
(2a) = µ(2a+1) =
µ(2a−1) ∪{β1}. Note that µ
(2a+2) = µ(2a+1) ∪{α} and µ(2a+4) = µ(2a+3) ∪{β2}, where the nodes
α and β2 are neither in the same row nor the same column. Thus s2 = s1σ2a+3 exists and,
continuing by induction, we construct the sequence s0, s1, . . . , st in Aˆ
(λ,l)
k .
(3) The observation follows from the construction of the path sr above.
(4) If sr−1 = ((µ
(0), l0), . . . , (µ
(k), lk)) and sr = ((ν
(0), l0), . . . , (ν
(k), lk)), then
µ(2a+2r) = µ(2a+2r−1) ∪ {βr} and ν
(2a+2r) = ν(2a+2r−1) ∪ {α}.
Since µ(i) = ν(i) for i = 2a+ 2r+2, . . . , k we conclude that µ(2a+2r) ✄ µ(2a+2r−1) and thus that
the relation sr−1 ≻ sr holds.
(5) Assuming that 0 6 r 6 t and sr = ((ν
(0), l0), . . . , (ν
(k), lk)), we have the inclusions
ν(2a+2r−4) = ν(2a+2r−3) ( ν(2a+2r−2) = ν(2a+2r−1). Thus fsrσ2a+2r−2 = fsr , by Theorem 5.3(4).
(6) If t = 1, the statement is a consequence of Theorem 5.4(5). Otherwise, by induction,
fsσ2a+1σ2a+3 · · · σ2a+2t−1 = ft +
∑
u≻t
r′ufu + σ2a+1(s, s)fsσ2a+3 · · · σ2a+2t−1.
We focus our attention on the term fsσ2a+3 · · · σ2a+2t−1. There two cases to consider.
Case 1. If {β2, β3, · · · , βt} all lie in the same row or the same column, Theorem 5.4(4)
implies that either fsσ2a+3 · · · σ2a+2t−1 = fs or fsσ2a+3 · · · σ2a+2t−1 = −fs and we are done.
Case 2. If λj+1 = s and λj+2 > 0, then Theorem 5.4(4) gives
fsσ2a+3σ2a+5 · · · σ2a+2t−1 = fsσ2a+2s+1σ2a+2s+3 · · · σ2a+2t−1,
where
fsσ2a+2s+1σ2a+2s+3 · · · σ2a+2t−1 =
∑
v
r′′vfv. (7.3)
Firstly, we show that if v = ((ρ(0), r0), . . . , (ρ
(k), rk)) and r
′′
v 6= 0 in the expression (7.3), then
λ 6= ρ(k−1) ∪ {a}. Using the maximality of s and parts (4) and (5) of Theorem 5.4, we observe
that ρ(2i−3) ( ρ(2i−2) = ρ(2i−1) ( ρ(2i) for i = l + 2, l + 3, . . . , a+ t. Hence{
i | 1 6 i 6 k and ρ(i) ( ρ(i−1)
}
= ∅.
Now note that Li and σ2a+2s+1σ2a+2s+3 · · · σ2a+2t−1 commute for i = 1, . . . , 2a. Hence the
separating property of the elements {L1, . . . , L2a} implies that v ↓2a= s ↓2a. It follows that
ρ(2a) = ρ(2a−1) ∪ {α} and λ 6= ρ(k−1) ∪ {α}. Since λ = ρ(k−1) ∪ {βi}, where s 6 i 6 t, we have
ρ(k−1) ✄ υ and v ≻ t. This completes the proof of the lemma. 
If λ = (λ1, λ2, . . . , λt) is a partition, let λ! =
∏t
r=1(λr!).
Lemma 7.4. If (λ, l) ∈ Aˆk, then 〈ft(λ,l) , ft(λ,l)〉 = λ!z
l.
Proof. The statement follows from the definition of a(λ,l) and the corresponding result [21,
Lemma 3.41] for the group algebra of the symmetric group. 
Proof of Proposition 4.12. Let s ∈ Aˆ
(µ,m)
k+1 and s ↓k= s
′ ∈ Aˆ
(λ,l)
k . We compute the quotient on
the left hand side of the expression (4.3) in four separate cases below.
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Case 1. Assume that k is even and (µ, l) = (λ, l). By Lemma 7.1, there is no loss of generality
in assuming that s is maximal in Aˆ
(µ,m)
k+1 and s
′ is maximal in ∈ Aˆ
(µ,m)
k . Using Lemma 7.4, we
have 〈fs, fs〉 = 〈fs′ , fs′〉, which verifies the relation (4.3) in this case.
Case 2. Assume that k is odd and let s = ((µ(0),m0), . . . , (µ
(k+1),mk+1)) ∈ Aˆ
(µ,m)
k+1 , where
(µ(k),mk) = (λ,m), µ = λ ∪ {α} and α = (j, µj). If s is maximal in Aˆ
(λ,l)
k+1 , then µj+1 = 0;
hence 〈fs, fs〉 = µj〈fs′ , fs′〉 and there is nothing further to show. We therefore proceed by
induction. There is no loss of generality in assuming that µj+1 > 0 and s
′ is maximal in Aˆ
(λ,m)
k .
Since µ(k−2) ( µ(k−1) = µ(k) ( µ(k+1), we may assume that µ(k+1) ⊖ µ(k−2) = {α, β}, where
β = (r, µr) and µr+1 = 0. By the hypotheses on s
′, the nodes α and β are neither in the same
row nor in the same column. Hence there exists t = sσk ∈ Aˆ
(µ,m)
k+1 given by t ↓k−2= s ↓k−2 and
(t(k−1), t(k), t(k+1)) = ((υ,m), (υ,m), (µ,m)), where υ = µ(k−2) ∪ {α} and µ = υ ∪ {β}. Since
j < r, we conclude that t ≻ s. Let t′ = t ↓k. By Lemma 7.2 and induction on <, we have
〈fs, fs〉
〈ft′ , ft′〉
= µr
(c(α) − c(β))2 − 1
(c(α) − c(β))2
. (7.4)
Let u = s ↓k−2. By the first case and induction on k, we obtain
〈fs′ , fs′〉
〈fu, fu〉
= µr and
〈ft′ , ft′〉
〈fu, fu〉
=
∏
δ∈A(υ)<α(c(α) − c(δ))∏
δ∈R(υ)<α (c(α) − c(δ))
,
which, together with the relation (7.4), gives the required result.
Case 3. Assume that k is even, m = l+1 and λ = µ ∪ {(j, λj)}. By Lemma 7.1, there is no
loss of generality in assuming that s′ = t(λ,l) ∈ Aˆ
(λ,l)
k . Let (ρ, l) ∈ Aˆk be minimal with respect
to the property that (ρ, l)→ (µ,m) is an edge in Aˆ and define u ∈ Aˆ
(µ,m)
k+1 by the condition that
u
′ = u ↓k= t
(ρ,l) ∈ Aˆ
(ρ,l)
k . Writing a = l +
∑j
r=0 µr, we have
pu = wm,iek and ps = wm,iekwi,a
µj∑
r=0
wa,a−r.
Thus
mus = a
(k−1)
(µ,m−1)ekwi,a
µj∑
r=0
wa,a−r = ekwi,aa
(k)
(λ,l).
Furthermore, if p ∈ Ak and a
(k)
(λ,l)p ∈ A
✄(λ,l)
k , then Proposition 3.7 implies the relation
ekwi,aa
(k)
(λ,l)p ≡ 0 mod A
✄(µ,m)
k+1 .
Let Ψs,k = Ψs,k(Lk+1) be a polynomial in Lk+1, such that Fs = Fs′Ψs,k. Since
musFsmsu ≡ 〈fs, fs〉muu mod A
✄(µ,m)
k+1 ,
we use the relation Fs = 〈fs, fs〉
−1Fss to obtain
musFsmsu ≡ ekwi,aa
(k)
(λ,l)Fs′a(λ,l)Ψs,kwa,iek
≡ 〈fs′ , fs′〉ekwi,aa
(k)
(λ,l)Fs′Ψs,kwa,iek
≡ 〈fs′ , fs′〉ekwi,aFs′s′Ψs,kwa,iek
≡ 〈fs′ , fs′〉
2ekwi,aFswa,iek
≡ 〈fs′ , fs′〉
2〈fs, fs〉
−1ekwi,aFsswa,iek mod A
✄(µ,m)
k+1 . (7.5)
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By Lemma 7.3, the path t = sσ2a+1σ2a+3 . . . σ2i−1 exists in Aˆ
(µ,m)
k+1 . Moreover,
fswa,i = fssasa+1 · · · si−1 = fsσ2a+1σ2a+3 . . . σ2i−1 = ft +
∑
a
rafa,
where the sum is taken over a ∈ Aˆ
(µ,m)
k+1 such that Shape(a ↓k−1) 6= (µ, l). Thus the congru-
ence (7.5) becomes
〈fs, fs〉muu ≡ 〈fs′ , fs′〉
2〈fs, fs〉
−1ekFttek +
∑
a,b
ra,bekFabek mod A
✄(µ,m)
k+1 ,
where the sum is over a, b ∈ Aˆ
(µ,m)
k+1 such that Shape(a ↓k−1) 6= (µ, l) and Shape(b ↓k−1) 6= (µ, l).
Let v = u ↓k−1. We may now use Proposition 4.7 and the observation that t ↓k−1= u ↓k−1 to
obtain
〈fs, fs〉muu ≡ 〈fs′ , fs′〉
2〈fs, fs〉
−1〈ft, ft〉ekFtek
≡ 〈fs′ , fs′〉
2〈fs, fs〉
−1〈ft, ft〉ek(t, t)Fvek
≡ 〈fs′ , fs′〉
2〈fs, fs〉
−1〈ft, ft〉〈fv, fv〉
−1ek(t, t)Fvvek
≡ 〈fs′ , fs′〉
2〈fs, fs〉
−1〈ft, ft〉〈fv, fv〉
−1ek(t, t)muu mod A
✄(µ,m)
k+1 . (7.6)
Let t′ = t ↓k. Using Lemma 7.1 and the previous case, the relation (7.6) gives
〈fs, fs〉
〈fs′ , fs′〉
=
〈fs′ , fs′〉
〈fs, fs〉
〈ft, ft〉
〈ft′ , ft′〉
〈ft′ , ft′〉
〈fv, fv〉
ek(t, t) =
〈ft′ , ft′〉
〈fv, fv〉
ek(t, t) = ek(t, t)γµ→λ,
as required.
Case 4. Let k = 2i+1 and assume that Shape(s′) = (µ,m−1). There is no loss of generality
in assuming that s′ = t(µ,m−1) ∈ Aˆ
(µ,m−1)
k . Then ps = wm,i and
mss = a
(k−1)
(µ,m−1)ek = eka
(k)
(µ,m−1).
Let Ψs,k be a polynomial in Lk+1, where Fs = Fs′Ψs,k. Then
〈fs, fs〉mss ≡ eka
(k)
(µ,m−1)Fs′a
(k)
(µ,m−1)Ψs,kek
≡ 〈fs′ , fs′〉a
(k−1)
(µ,m−1)ekFsek
≡ 〈fs′ , fs′〉ek(s, s)mss mod A
✄(µ,m)
k+1
gives the required result. 
Our proof of Lemma 5.9 requires the following observation.
Corollary 7.5. Let k = 2i + 1 and (µ,m) ∈ Aˆk. Assume that s = t
(µ,m) ∈ Aˆ
(µ,m)
k and
(λ,m) ∈ Aˆk−1, where µ = λ ∪ {(j, µj)} and µj+1 > 0. Let a = m +
∑j
r=0 µr. Then v =
(· · · ((sσ2a+1)σ2a+3) · · · )σ2i−1 exists in Aˆ
(µ,m)
k and
fvwa,i =
γλ→µ
µj
fs +
∑
s≻u
rufu.
Proof. By Lemma 7.3, we have 〈fvwi,a, fs〉 = 〈fv, fswa,i〉 = 〈fv, fv〉. Therefore the coefficient
of fs in the expansion of fvwi,a in the seminormal basis is 〈fv, fv〉〈fs, fs〉
−1. If we denote
v
′ = v ↓k−1, then the branching factors for inner products given in Proposition 4.12 together with
the expressions for 〈fv′ , fv′〉 and 〈fs, fs〉 given by Lemma 7.4 yield the required statement. 
For (λ, l) ∈ Aˆk, let G
(λ,l)
k denote the Gram matrix of the bilinear form (3.5) on ∆
(λ,l)
k and
det
(
G
(λ,l)
k
)
denote the determinant of G
(λ,l)
k . We recall the definition (4.2) of branching factors
for the inner product on cell modules.
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Theorem 7.6. Let (µ,m) ∈ Aˆk+1. Then
det
(
G
(µ,m)
k+1
)
=
∏
(λ,l)→(µ,m)
det
(
G
(λ,l)
k
)(
γ
(k+1)
(λ,l)→(µ,m)
)dim(∆(λ,l)
k
)
, (7.7)
where the product is taken over (λ, l) ∈ Aˆk such that (λ, l)→ (µ,m) in Aˆ.
Theorem 7.6 provides a partition algebra counterpart to the branching rule for discriminants
associated with cell modules of Brauer algebras given by Rui and Si [25, Theorem 4.11]. For
the representations of the partition algebras which factor through the group algebra of the
symmetric group, the recursion (7.7) coincides with the well-known branching formula for the
determinant of a Specht module given by James and Murphy [12, Sect. 2].
8. Tables of Representing Matrices
The tables in this section give the representing matrices for ei, σi, i = 1, . . . , k − 1, relative
to seminormal bases for selected cell modules of small rank. In each example, the set Aˆ
(λ,l)
k is
linearly ordered by < and the bases {fti | ti ∈ Aˆ
(λ,l)
k } for ∆
(λ,l)
k,F , and (λ, l) ∈ Aˆk, are indexed
so that i > j whenever tj ≻ ti. The representing matrices have been verified in the computer
algebra package Maple.
A2(z) λ = ∅
e1 7→ z
A2(z) λ = (1)
e1 7→ 0
A3(z) λ = ∅
e1 7→
[
z 0
0 0
]
e2 7→
[
1
z
z−1
z2
1 z−1
z
]
A3(z) λ = (1)
e1 7→ 0 e2 7→ 0
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A4(z) λ = ∅
e1 7→
[
z 0
0 0
]
e2 7→
[
1
z
z−1
z2
1 z−1
z
]
e3 7→
[
z 0
0 0
]
σ3 7→
[
1 0
0 1
]
A4(z) λ = (1)
e1 7→

z 0 0
0 0 0
0 0 0
 e2 7→

1
z
z−1
z2
0
1 z−1
z
0
0 0 0
 e3 7→

0 0 0
0 z
z−1
z2(z−2)
(z−1)2
0 1 z(z−2)
z−1
 σ3 7→

0 1
z
z−2
z−1
z
z−1
z−2
z−1 −
z(z−2)
(z−1)2
1 −1
z
1
z−1

A4(z) λ = (1, 1)
e1 7→ 0 e2 7→ 0 e3 7→ 0 σ3 7→ −1
A4(z) λ = (2)
e1 7→ 0 e2 7→ 0 e3 7→ 0 σ3 7→ 1
4
1
A5(z) λ = ∅
e1 7→

z 0 0 0 0
0 0 0 0 0
0 0 z 0 0
0 0 0 0 0
0 0 0 0 0

e2 7→

1
z
z−1
z2
0 0 0
1 z−1
z
0 0 0
0 0 1
z
z−1
z2
0
0 0 1 z−1
z
0
0 0 0 0 0

e3 7→

z 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 z
z−1
z2(z−2)
(z−1)2
0 0 0 1 z(z−2)
z−1

e4 7→

1
z
0 z−1
z2
0 0
0 1
z
0 z−1
z2
0
1 0 z−1
z
0 0
0 1 0 z−1
z
0
0 0 0 0 0

σ3 7→

1 0 0 0 0
0 1 0 0 0
0 0 0 1
z
z−2
z−1
0 0 z
z−1
z−2
z−1 −
z(z−2)
(z−1)2
0 0 1 −1
z
1
z−1

σ4 7→

1 0 0 0 0
0 0 0 1
z
z−2
z−1
0 0 1 0 0
0 z
z−1 0
z−2
z−1 −
z(z−2)
(z−1)2
0 1 0 −1
z
1
z−1

4
2
A5(z) λ = (1)
e1 7→

z 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

e2 7→

1
z
z−1
z2
0 0 0
1 z−1
z
0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

e3 7→

0 0 0 0 0
0 z
z−1
z2(z−2)
(z−1)2
0 0
0 1 z(z−2)
z−1 0 0
0 0 0 0 0
0 0 0 0 0

e4 7→

0 0 0 0 0
0 0 0 0 0
0 0 z−1
z(z−2)
(z−3)(z−1)
z(z−2)2
1
2
(z−1)2
z2(z−2)
0 0 12
1
2
z−3
(z−2)
1
4
z−1
z
0 0 1 z−3
z−2
1
2
z−1
z

σ3 7→

0 1
z
z−2
z−1 0 0
z
z−1
z−2
z−1 −
z(z−2)
(z−1)2 0 0
1 −1
z
1
z−1 0 0
0 0 0 1 0
0 0 0 0 −1

σ4 7→

1 0 0 0 0
0 − 1
z−1
z
(z−1)2
z(z−3)
(z−1)(z−2) −
1
2
0 z
z(z−2)
z3−3z2+2z−1
z(z−2)(z−1) −
z−3
z(z−2)2
1
2
z−1
z2(z−2)
0 12 −
1
2
1
(z−1)
1
2
z−1
(z−2)
1
4
z−1
z
0 −1 1
z−1
z−3
z−2
1
2
z+1
z

4
3
A5(z) λ = (2)
e1 7→ 0 e2 7→ 0 e3 7→ 0 e4 7→ 0 σ3 7→ 1 σ4 7→ 1
A5(z) λ = (1, 1)
e1 7→ 0 e2 7→ 0 e3 7→ 0 e4 7→ 0 σ3 7→ −1 σ4 7→ 1
A6(z) λ = ∅
e1 7→

z 0 0 0 0
0 0 0 0 0
0 0 z 0 0
0 0 0 0 0
0 0 0 0 0

e2 7→

1
z
z−1
z2
0 0 0
1 z−1
z
0 0 0
0 0 1
z
z−1
z2
0
0 0 1 z−1
z
0
0 0 0 0 0

e3 7→

z 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 z
z−1
z2(z−2)
(z−1)2
0 0 0 1 z(z−2)
z−1

e4 7→

1
z
0 z−1
z2
0 0
0 1
z
0 z−1
z2
0
1 0 z−1
z
0 0
0 1 0 z−1
z
0
0 0 0 0 0

e5 7→

z 0 0 0 0
0 z 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

σ3 7→

1 0 0 0 0
0 1 0 0 0
0 0 0 1
z
z−2
z−1
0 0 z
z−1
z−2
z−1 −
z(z−2)
(z−1)2
0 0 1 −1
z
1
z−1

σ4 7→

1 0 0 0 0
0 0 0 1
z
z−2
z−1
0 0 1 0 0
0 z
z−1 0
z−2
z−1 −
z(z−2)
(z−1)2
0 1 0 −1
z
1
z−1

σ5 7→

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

4
4
A6(z) λ = (1)
e1 7→

z 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 z 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 z 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

e2 7→

1
z
z−1
z2
0 0 0 0 0 0 0 0
1 z−1
z
0 0 0 0 0 0 0 0
0 0 1
z
z−1
z2
0 0 0 0 0 0
0 0 1 z−1
z
0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1
z
z−1
z2
0 0 0
0 0 0 0 0 1 z−1
z
0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

e3 7→

z 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 z
z−1
z2(z−2)
(z−1)2
0 0 0 0 0
0 0 0 1 z(z−2)
z−1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 z
z−1
z2(z−2)
(z−1)2
0 0
0 0 0 0 0 0 1 z(z−2)
z−1 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

e4 7→

1
z
0 z−1
z2
0 0 0 0 0 0 0
0 1
z
0 z−1
z2
0 0 0 0 0 0
1 0 z−1
z
0 0 0 0 0 0 0
0 1 0 z−1
z
0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 z−1
z(z−2)
(z−3)(z−1)
(z−2)2z
1
2
(z−1)2
z2(z−2)
0 0 0 0 0 0 0 12
1
2
z−3
z−2
1
4
z−1
z
0 0 0 0 0 0 0 1 z−3
z−2
1
2
z−1
z

4
5
A6(z) λ = (1)
e5 7→

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 z
z−1 0 0
z2(z−2)
(z−1)2
0 0 0 0
0 0 0 z
z−1 0 0
z2(z−2)
(z−1)2
0 0 0
0 0 0 0 z
z−1 0 0
z2(z−2)
(z−1)2
0 0
0 0 1 0 0 z(z−2)
z−1 0 0 0 0
0 0 0 1 0 0 z(z−2)
z−1 0 0 0
0 0 0 0 1 0 0 z(z−2)
z−1 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

σ3 7→

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 1
z
z−2
z−1 0 0 0 0 0
0 0 z
z−1
z−2
z−1 −
z(z−2)
(z−1)2
0 0 0 0 0
0 0 1 −1
z
1
z−1 0 0 0 0 0
0 0 0 0 0 0 1
z
z−2
z−1 0 0
0 0 0 0 0 z
z−1
z−2
z−1 −
z(z−2)
(z−1)2
0 0
0 0 0 0 0 1 −1
z
1
z−1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 −1

4
6
A6(z) λ = (1)
σ4 7→

1 0 0 0 0 0 0 0 0 0
0 0 0 1
z
z−2
z−1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 z
z−1 0
z−2
z−1 −
z(z−2)
(z−1)2
0 0 0 0 0
0 1 0 −1
z
1
z−1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 − 1
z−1
z
(z−1)2
z(z−3)
(z−2)(z−1) −
1
2
0 0 0 0 0 0 1
z(z−2)
z3−3z2+2z−1
z(z−2)(z−1) −
z−3
z(z−2)2
1
2
z−1
z2(z−2)
0 0 0 0 0 0 12 −
1
2
1
z−2
1
2
z−1
z−2
1
4
z−1
z
0 0 0 0 0 0 −1 1
z−1
z−3
z−2
1
2
z+1
z

σ5 7→

0 0 1
z
0 0 z−2
z−1 0 0 0 0
0 0 0 1
z
0 0 z−2
z−1 0 0 0
z
z−1 0
z−2
z−1 0 0 −
z(z−2)
(z−1)2
0 0 0 0
0 z
z−1 0
z−2
z−1 0 0 −
z(z−2)
(z−1)2
0 0 0
0 0 0 0 − 1
z−1 0 0
z
(z−1)2
z(z−3)
(z−2)(z−1) −
1
2
1 0 −1
z
0 0 1
z−1 0 0 0 0
0 1 0 −1
z
0 0 1
z−1 0 0 0
0 0 0 0 1
z(z−2) 0 0
z3−3z2+2z−1
z(z−2)(z−1) −
z−3
z(z−2)2
1
2
z−1
z2(z−2)
0 0 0 0 12 0 0 −
1
2
1
z−1
1
2
z−1
z−2
1
4
z−1
z
0 0 0 0 −1 0 0 1
z−1
z−3
z−2
1
2
z+1
z

4
7
A6(z) λ = (2)
e1 7→

z 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

e2 7→

1
z
z−1
z2
0 0 0 0
1 z−1
z
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

e3 7→

0 0 0 0 0 0
0 z
z−1
z2(z−2)
(z−1)2 0 0 0
0 1 z(z−2)
z−1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

e4 7→

0 0 0 0 0 0
0 0 0 0 0 0
0 0 z−1
z(z−2)
(z−1)(z−3)
z(z−2)2
1
2
(z−1)2
z2(z−2)
0
0 0 12
1
2
z−3
z−2
1
4
z−1
z
0
0 0 1 z−3
z−2
1
2
z−1
z
0
0 0 0 0 0 0

e5 7→

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 2(z−2)
z−3 0
(z−1)(z−2)(z−4)
(z−3)2
0 0 0 0 0 0
0 0 0 2 0 (z−1)(z−4)
z−3

σ3 7→

0 1
z
z−2
z−1 0 0 0
z
z−1
z−2
z−1 −
z(z−2)
(z−1)2 0 0 0
1 −1
z
1
z−1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 1

A6(z) λ = (2)
σ4 7→

1 0 0 0 0 0
0 − 1
z−1
z
(z−1)2
z(z−3)
(z−1)(−2+z) −
1
2 0
0 1
z(z−2)
z3−3z2+2z−1
(z−1)z(z−2) −
z−3
(z−2)2z
1
2
z−1
z2(z−2)
0
0 12 −
1
2
1
z−1
1
2
z−1
z−2
1
4
z−1
z
0
0 −1 1
z−1
z−3
z−2
1
2
1+z
z
0
0 0 0 0 0 1

σ5 7→

1 0 0 0 0 0
0 1 0 0 0 0
0 0 − 1(z−2)z
z2−2 z+1
(z−2)2z
1
2
z2−2 z+1
z2(z−2)
−4+9 z−6 z2+z3
(z−3)(z−2)z
0 0 12
z−1
z−3
1
2
13−11 z+2 z2
(z−3)(z−2) −
1
4
z−1
(z−3)z −
1
2
z2−5 z+4
(z−3)2
0 0 1 − 1
z−2
1
2
2 z−1
z
− z−4
z−3
0 0 1 − 1
z−2 −
1
2z
1
z−3

4
8
A6(z) λ = (1, 1)
e1 7→

z 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

e2 7→

1
z
z−1
z2
0 0 0 0
1 z−1
z
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

e3 7→

0 0 0 0 0 0
0 z
z−1
z2(z−3)
(z−1)2
0 0 0
0 1 (z−3)z
z−1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

e4 7→

0 0 0 0 0 0
0 0 0 0 0 0
0 0 z−1(z−3)z
(z−3)(z−1)
(z−2)2z
1
2
(z−1)2
z2(z−2)
0
0 0 12
1
2
z−3
z−3
1
4
z−1
z
0
0 0 1 z−3
z−2
1
2
z−1
z
0
0 0 0 0 0 0

e5 7→

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2z
z−1
2z2(z−3)
(z−1)2
0 0 0 0 1 (z−3)z
z−1

σ3 7→

0 1
z
z−2
z−1 0 0 0
z
z−1
z−2
z−1 −
(z−2)z
(z−1)2
0 0 0
1 −1
z
1
z−1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1

A6(z) λ = (1, 1)
σ4 7→

1 0 0 0 0 0
0 − 1
z−1
z
(z−1)2
(z−3)z
(z−2)(z−1) −
1
2 0
0 1(z−2)z
z3−3z2+2z−1
(z−2)(z−1)z −
z−3
(z−2)2z
1
2
z−1
z2(z−2)
0
0 12 −
1
2
1
z−1
1
2
z−1
z−2
1
4
z−1
z
0
0 −1 1
z−1
z−3
z−2
1
2
z+1
z
0
0 0 0 0 0 1

σ5 7→

−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1(z−2)z
z2−4z+3
(z−2)2z
1
2
z2−1
z2(z−2)
z−3
z−2
0 0 12 −
1
2
1
z−2
1
4
2 z−1
z
−12
z
z−1
0 0 z+1
z−1
2z2−7z+3
(z−2)(z−1) −
1
2
1+z
(z−1)z −
z(z−3)
(z−1)2
0 0 1 − 1
z−2 −
1
2z
1
z−1

4
9
A6(z) λ = (3)
e1 7→ 0 e2 7→ 0 e3 7→ 0 e4 7→ 0
e5 7→ 0 σ3 7→ 1 σ4 7→ 1 σ5 7→ 1
A6(z) λ = (2, 1)
e1 7→
[
0 0
0 0
]
e2 7→
[
0 0
0 0
]
e3 7→
[
0 0
0 0
]
e4 7→
[
0 0
0 0
]
e5 7→
[
0 0
0 0
]
σ3 7→
[
1 0
0 −1
]
σ4 7→
[
1 0
0 1
]
σ5 7→
[
−12
3
2
1 12
]
A6(z) λ = (1, 1, 1)
e1 7→ 0 e2 7→ 0 e3 7→ 0 e4 7→ 0
e5 7→ 0 σ3 7→ −1 σ4 7→ 1 σ5 7→ −1
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