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Abstract
Researchers and practitioners of graphics, visualisation and imaging have an ever-expanding
list of technologies to account for, including (but not limited to) HDR, VR, 4K, 360°, light field
and wide colour gamut. As these technologies move from theory to practice, the methods of
encoding and transmitting this information need to become more advanced and capable year
on year, placing greater demands on latency, bandwidth, and encoding performance.
High dynamic range (HDR) video is still in its infancy; the tools for capture, transmission
and display of true HDR content are still restricted to professional technicians. Meanwhile,
computer graphics are nowadays near-ubiquitous, but to achieve the highest fidelity in real
or even reasonable time a user must be located at or near a supercomputer or other specialist
workstation. These physical requirements mean that it is not always possible to demonstrate
these graphics in any given place at any time, and when the graphics in question are intended to
provide a virtual reality experience, the constrains on performance and latency are even tighter.
This thesis presents an overall framework for adapting upcoming imaging technologies for
efficient streaming, constituting novel work across three areas of imaging technology. Over the
course of the thesis, high dynamic range capture, transmission and display is considered, before
specifically focusing on the transmission and display of high fidelity rendered graphics, includ-
ing HDR graphics. Finally, this thesis considers the technical challenges posed by incoming
head-mounted displays (HMDs). In addition, a full literature review is presented across all
three of these areas, detailing state-of-the-art methods for approaching all three problem sets.
In the area of high dynamic range capture, transmission and display, a framework is presen-
ted and evaluated for efficient processing, streaming and encoding of high dynamic range video
using general-purpose graphics processing unit (GPGPU) technologies.
For remote rendering, state-of-the-art methods of augmenting a streamed graphical render
are adapted to incorporate HDR video and high fidelity graphics rendering, specifically with
regards to path tracing.
Finally, a novel method is proposed for streaming graphics to a HMD for virtual reality
(VR).This method utilises 360° projections to transmit and reproject stereo imagery to a HMD
with minimal latency, with an adaptation for the rapid local production of depth maps.
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Chapter 1
Introduction
Heracleitus is supposed to say that all things are in motion and nothing at rest; he
compares them to the stream of a river, and says that you cannot go into the same water
twice.
— Plato, Cratylus
Technology is — constantly in motion. The cutting edge of yesterday is quickly super-
seded by the cutting edge of today. New and advanced techniques and capabilities for high-
fidelity imaging are emerging as computing power increases. Those concerned with image pro-
cessing must now contend not only with HD resolution, but 4K resolution, high dynamic range
(HDR), high frame rate (HFR), 360° video and stereo imagery, to name but a few high-profile
examples. As well encroaching is the extension of imaging from standard display technology,
where a rectangular screen sits at a distance from the user, to the now commercially-available
head-mounted displays (HMDs) which are utilised to provide a virtual reality (VR) experience.
The accurate representation of visual reality is a long-promised goal of computing, forming
a step change for human/computer interfaces. The nature of this goal, raising the level of fidel-
ity across many distinct visual phenomena, requires that imaging technology be more realistic,
more responsive, and more immersive than ever before. Both when capturing and representing
imagery from the real world as well as when rendering imagery entirely within a computer, this
means greater demands on resources and greater expectations of the technology provided by
research to tackle this data.
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This thesis is concerned with exploring this frontier within imaging, the interaction of the
influx of new technologies and the corresponding demand on resources. The techniques ap-
proached in this thesis flow naturally from discussion of HDR video, to remote rendering, to
virtual reality, with each of these layers adding more complexity to the images being represented
and increasing the stress on the resources being used. It is possible to imagine an approach to
this work, however, which proceeds through topic to topic in reverse, or in any order. These
new challenges do not arrive neatly, in order, but all at once and must be met all at once.
1.1 Overview
The focus of this thesis is to assess and develop methods of streaming high-fidelity imaging to
a remote location quickly enough that they can be interacted with in real-time, so that they
can form part of a reactive, immersive virtual environment. The ability to stream content of
almost any form is important because more often than not, the content we wish to view is not
available to us locally. Online video streaming services have experienced significant growth over
the last decade, to the point where they now form the majority of internet traffic [1]. Home
streaming services permit the operation of interactive 3D games on a local computer or console
from anywhere there is a client capable [2, 3]. There are still challenges to be met, though, in
the streaming of high-fidelity imaging as an area of special interest.
1.1.1 High dynamic range video
The advent of HDR displays and HDR content moves display technology one step closer to
being able to accurately represent the imagery of the outside world. The dynamic range of
existing screens and video content has remained low, anywhere between 100 and 600 nits peak
[4], for the entire history of computing, with only experimental research displays being able to
present brighter content. The limited dynamic range of LDR screens restricts the content visible
to well below the range of scenes commonly encountered in real-world lighting conditions [5].
To achieve the full potential of HDR video, it is crucial that all the dynamic range that was
captured is delivered to the display device and tone mapping, the reduction of dynamic range,
is confined only to the display. Furthermore, to ensure widespread uptake of HDR imaging, it
should be low cost and available on commodity hardware. This thesis begins with an explora-
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(a)This LDR image of a lake captures the sky and the baleful sun, but the detail in the town below is
lost.
(b)This tone-mapped HDR image of a mountain valley captures both the sky and the shadows on the
mountain side, but the tone-mapping results in an artificial visual effect.
Figure 1.1 – LDR and HDR Photographs.
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tion of the best utility for general-purpose graphics processing unit (GPGPU) technology for
delivering HDR end-to-end, from capture through transmission, storage and display.
HDR video is of interest in the context of remote rendering because most rendering engines
by necessity process and output their graphics in a high dynamic range. This is essential because
details such as reflections have to be able to take into account the quality of light in areas which
are overexposed, for example, in order to calculate how the material which is reflecting the
overexposed area should react. Transmitting HDR video and having the processing for display
performed on the client, then is attractive for remote rendering because it expands the scope
of operations which can be performed on the client by preserving more information in the
transmission.
Investigating HDR video for remote rendering is thus a clear step within this research into
expanding and improving upon existing methods of remote rendering.
1.1.2 Remote rendering
Computing power is rarely distributed how we would best wish; despite great advances in port-
able computing, some tasks, such as high-fidelity rendering, are still dependent on large main-
frame computers and clusters. To achieve verisimilitude, we are forced to pick and choose from
our methods of representing reality to fit the power of the device we have to hand. High-fidelity
computer graphics have applications in many areas, from archeology, where the accurate pas-
sage of light through virtual scenes can give insight into the use of ancient buildings, through
product design as well as recreation. The common factor is the desire to represent something
which may not exist or else is physically impractical or expensive to experience.
What then is to be done when the item which is physically out of reach is the computing
resource itself ? Supercomputers and computing clusters possess physical sizes impractical for
regular transportation, and expectations within computing are that Moore’s Law, which states
that the number of transistors capable of being packed in an integrated circuit doubles approx-
imately every 2 years and has held since it was postulated in 1965, is likely cease to apply by
2025 [6].
A prospective solution to this is remote rendering, a resurrection of the mainframe idiom.
A large, high-performance computer is used remotely, performing the bulk of the computation,
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and a thin client in front of the user handles the presentation of the content and the return of
user input. The cost of rendering computer graphics is even higher when considered in real-
time terms. To provide a virtual environment which reacts to a user within it requires a degree
of performance from the host system above and beyond that for so-called ‘offline’ rendering.
Encoding a stream of graphics as if it were regular video is a simple and practical solution
to this problem already in use. It is however poorly adapted for graphics work, can be high
cost in terms of resources and critically fails to take advantage specifically of the information
available to the rendering engine in its encoding of video. This amounts to spending resources,
which may be extremely expensive or scarce, for the renderer to perform actions which the video
encoder discards.
(a)HDR image encoded at a low bit rate. (b) Signal-to-noise ratio map.
Figure 1.2 – This map of signal-to-noise ratio shows where detail has been lost in this low-
quality encoding of a HDR source.
More advanced methods of taking data from computer graphics and transmitting it are still
in their infancy. Remote rendering has the potential to enable graphics which were previously
confined to the terminals of supercomputers to be transmitted with minimal bandwidth and
minimal latency to a remote display on the level of a mobile phone. More than that, for a
sufficiently large remote computer a device such as an Oculus Rift should be able to provide a
virtual reality experience at a remote location with a level of realism previously only accessible
in the physical vicinity of the computing resource.
This thesis investigates the means available for utilising the power of remote computers to
improve the experience of remote users, and further explores the possibility of expanding this
provision to HDR content.
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Figure 1.3 – The Oculus Rift, a commercially available head-mounted display [18].
1.1.3 Virtual reality
VR requires the ability to generate visual environments with a high degree of accuracy, if suffi-
cient authenticity is to be reached. For serious applications providing convincing virtual exper-
iences to users, the high-fidelity graphics rendering requires the simulation of light transport
using physically-based algorithms such as path tracing [7]. Being able to obtain these graphics
in a timely manner, however, currently requires large, fixed computing resources. This is ne-
cessary if a head-mounted display (HMD) is to be used comfortably [8]. When these are not
available locally, the solution is the use of remote rendering services, including those available
in the cloud. Remote rendering permits resources like supercomputers or high-performance
computing clusters to be used anywhere there is an internet connection and a client capable of
receiving and displaying the data.
This accessibility however brings its own limitations. Efficient compression is required to
transmit the rendered graphics from the remote rendering service to the user in a reasonable
amount of time. A user wearing an HMD expects a minimal amount of latency between a
movement and a response in the image, to avoid motion sickness [9]. In addition, a high level
of quality for the content must be maintained to retain the verisimilitude of the rendered image;
there is little point in using vast resources to display an image which is heavily compressed.
These data requirements rapidly increase as stereo imagery to supply to both eyes is added.
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Workstations, even relatively low-powered ones, today contain powerful local hardware
which can be utilised for efficient division of work. Remote rendering always has a minimum
cost to the client in terms of resources, even if it is only the cost of operating a hardware video de-
coder such as are commonly found in smart-phones. Client devices nowadays possess resources
in excess of this which can be exploited to maximise the performance, in quality or latency, of
a remote rendering system. A workstation, for example, will typically have a GPU capable of
basic graphical rendering tasks. The application of this is not a straightforward problem, as the
division needs to be simple enough that computing the combination of the two efforts does not
negate the benefit gained compared to simply computing the whole render at the server.
1.2 Problem
Existing commercial methods of streaming graphics utilise software or hardware implementa-
tions of video codecs to stream the output from the rendering engine as a video stream. This
can require a dedicated hardware implementation of a video codec as in commercial systems like
NVIDIA NVENC [10], which are fast but tie you to a particular codec at a particular moment
in time. If a hardware solution is not available, a software implementation is required, which
will be necessarily costly in terms of resources like CPU time if it is to achieve high fidelity.
Where the level of realism in a scene is bound by the resources of the system it is rendered
on, this cost can be unacceptable or even prohibitive - especially in the case of emerging high-
bandwidth technologies such as HDR and 2160p. 2160p resolution video requires four times
as many pixels as 1080p video, and HDR video in floating point format requires four times as
much data per pixel. Communication between a renderer and a specifically-developed encod-
ing scheme can reap benefits from additional information available in the course of rendering,
mitigating the cost of encoding this large amount of data by traditional methods.
Methods for optimising streaming video for remote rendering have been proposed, as well
as means of augmenting a video stream using the data available to a rendering engine. The
existing methods however are specific in scope and there is no consensus on which is most
useful or best for any given scenario.
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1.3 Research objectives
The initial goals set for this thesis are thus:
• To develop a framework through which HDR video can be analysed and processed in
real-time.
• To develop a novel adaptation of existing remote rendering techniques to HDR video.
• To develop a novel approach to streaming graphics to a HMD through reprojecting 360°
spherical video, in both LDR and HDR.
1.4 Outline
This thesis is organised as follows:
• Chapter 2 concerns the relevant background material for this thesis in rendering.
• Chapter 3 completes the survey of work prior to this thesis in the areas of remote render-
ing and virtual reality.
• Chapter 4 consists of an exposition of HDR imaging and associated techniques, specific-
ally discussing HDR video.
• Chapter 5 sets out in context the research which this thesis has undertaken, and presents
the research question.
• Chapter 6 describes the implementation and evaluation of a full pipeline for end-to-end
HDR video capture and display.
• Chapter 7 presents a novel adaptation of remote rendering to high-fidelity graphics and
assessment thereof.
• Chapter 8 proposes a system for streaming low-latency virtual reality via the local repro-
jection of equirectangular 360° maps, then extends it to HDR streaming.
• Chapter 9 is a summary and conclusion of the goals, achieved and planned, of this thesis
and a sketch for continued research in these areas.
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Chapter 2
Rendering
You must judge that the rays of this light are nothing other than the lines along which
this action tends. So that there are an infinite number of such rays which come from all
the points of the luminous bodies towards all the points of the bodies that they illuminate.
—René Descartes, La Dioptrique
High fidelity imaging encompasses many fields of research, including real-world image
capture techniques such as camera technology, as well as high-fidelity rendering methods.
This chapter will present the relevant background material, to define the terms for the
chapters to come. Thematerial is split into chapters on rendering, HDR techniques, and remote
rendering techniques.
First presented is a firm base of rendering concepts which further chapters will depend on.
This includes a summary of the physical basis of graphics rendering in terms of light and pro-
gresses onto more specific areas of computer graphics which will be relevant in further chapters,
specifically general-purpose GPU, distributed ray tracing and then on to HDR material.
2.1 Rendering
We use the term rendering to mean the process of using a computer and/or an algorithm to turn
data and method into virtual experience. Specifically, we use rendering within the context of
computer graphics to mean the process of using a computer with or without dedicated graphics
hardware to produce a realistic, or otherwise, depiction of a scene represented by a set of data.
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2.1.1 Radiometry
Radiometry is the study of light energy. For the computation of rendering which simulates light
as it acts in real-world scenes, an understanding of radiometry is thus essential. Sequential to
this is the study of photometry, the effect of light on the Human Visual System (HVS). Taking
the two techniques together, the simulation of physical light and the simulation of how light is
perceived by human beings, allows us to consider high-quality graphical rendering.
Within radiometry are several quantities directly relevant to our work in graphics rendering
[20]. Radiant power or flux is measured in Watts ( Joules/second) and represents an amount
of light energy moving (emitting or being received) independent of the size or direction of the
source.
Radiant Power := Φ (2.1)
From radiant power we can define two more quantities, irradiance and radiosity. Irradiance
denotes the radiant power received by a surface in terms of area in Watts per metre squared.
Irradiance := E = dΦin
dA
(2.2)
And conversely radiosity (sometimes termed ‘radiant exitance’) denotes the radiant power
emitted by a surface in terms of area, again in Watts per metre squared.
Radiosity := B = dΦout
dA
(2.3)
Finally, and most pertinent to our objective of simulating the view of an eye in a scene, the
radiance is a quantity defined as the radiant power per second, per square metre, per solid unit
angle (the unit angle is the radian2, or steradian). Simply put, the amount of light coming off
or being received by an area object from or in a direction.
Radiance varies in five dimensions and is typically expressed in terms of point x and direc-
tional vector Θ.
Radiance := L(x,Θ) = d
2Φ
dωdA⊥
=
d2Φ
dωdAcosθ
(2.4)
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From these definitions, the relationships between these quantities can be expressed as in-
tegrals:
Φ =
∫
A
∫
Ω
L(x,Θout)cosθdωdAx (2.5)
E(x) =
∫
Ω
L(x,Θin)cosθdωΘ (2.6)
B(x) =
∫
Ω
L(x,Θout)cosθdωΘ (2.7)
WhereΩ is the total solid angle. Also worth introducing is an intuitive notation for radiance:
L(x→ θ) indicates the light leaving a point x in a direction θ and L(x← θ) indicates the light
arriving at a point x from a direction θ.
2.1.2 The rendering equation
In a 1986 paper, Kajiya et al. [21] describe an equation for modelling light scattering off various
kinds of surfaces, based on similar equations applicable to radiative heat transfer. The equation
they present, adapted to our term L, is as follows:
L(x, θ) = g(x, x′)[ϵ(x, x′) +
∫
S
ρ(x, x′, x′′)L(x′, θ′)dx′′] (2.8)
Where x, x′ and x′′ are points in S, the union of all available surfaces in the scene. θ and θ′
are directions defined by the path between points x and x′ and x′ and x′′. A function g codes
for occlusion of the path. ϵ is a term representing the emitted light from x to x′ and ρ is a term
representing light scattered by x′ to x from all points x′′.
The rendering equation expresses that the light transferred to a point from another location
is the sum of the light emitted by that location and the light reflected by that location in the
direction of the original point.
L(x→ θ) = Le(x→ θ) + Lr(x→ θ) (2.9)
Le represents the light emitted and Lr represents the light reflected by the location [20].
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2.1.3 The interaction of light with a surface
Solving the rendering equation is equivalent to having an algorithm for rendering a virtual scene,
and the accuracy of the solution informs the accuracy of the rendering. In order to get there
however, we are in need of means of solving the components within it. While the properties of
emitted light Le can be easily quantified (i.e. with a light meter) we are in need of a means of
calculating with some degree of accuracy the manner in which light is reflected and refracted
by a surface, to form our term Lr.
Nicodemus [22] denotes a function named a bidirectional scattering-surface reflectance-
distribution function (BSSRDF) to be a single function accounting for the geometrical reflect-
ance properties of a surface. For most cases a simpler function, the bidirectional reflectance-
distribution function (BRDF) suffices. It operates with the assumption that light is incident
and reflected at the same point, ignoring sub-surface scattering (such as you might see on a
marble counter-top). A BRDF describes the ratio between the reflected differential radiance in
a direction θ and the differential irradiance incident through a differential angle dωΨ at a point
x with a normal Nx.
fr(x,Ψ→ Θ) = dLr(x→ Θ)
dE(x← Ψ) =
dLr(x→ Θ)
L(x← Ψ)cos(Nx,Ψ)dωΨ (2.10)
The function acquires the same value regardless of which of the two angles is incident and
which is exitant. This property, Helmholtz Reciprocity, is denoted fr(x,Ψ↔ Θ).
2.1.3.1 Bidirectional Reflectance Distribution Functions and the Rendering Equation
Rearranging Equation 2.10, we can produce an equation for Lr(x→ Θ).
Lr(x→ Θ) =
∫
Ωx
fr(x,Θ→ Ψ)L(x← Ψ)cos(Nx,Ψ)dωΨ (2.11)
Which allows us to give a solution to the rendering equation for BRDFs:
L(x→ θ) = Le(x→ θ) +
∫
Ωx
fr(x,Θ→ Ψ)L(x← Ψ)cos(Nx,Ψ)dωΨ (2.12)
12
This equation is a second degree Fredholm integral - it cannot be solved analytically as
radiance appears as a term recursively. It can be solved numerically either by considering finite
elements or through point sampling methods, as will be discussed in the following sections.
2.1.4 Ray tracing
Ray tracing is an intuitive means of solving the rendering equation through sampling, either
regularly or otherwise. There is a major stumbling block in simulating light as it actually occurs
(i.e. from a light source until it hits the eye), namely that many or most rays from a light source
are absorbed by objects other than an eye. Ray tracing is often formulated such that it shoots rays
from the eye back until they reach a light source in order to avoid this burden. It is a concept
considerably older than that of computer graphics, considered (although not originally!) by
René Descartes with regard to the creation of rainbows [19].
Ray tracing simulates the transportation of light around a scene by taking rays out from
a camera or eye to an object, and then from that object by reflection or refraction in one or
many directions, repeating the process with further rays, repeatedly calculating intersections
between rays and objects until a light source is reached or the engine which is tracing the ray is
by some other metric satisfied. In the categories used by Shirley et al. [23], it is an ‘image-order’
rendering method as it is concerned with the relationship between the pixels which make up
the image and the rays it traces. This is not to say that it may not be performance-restricted by
the quantity or quality of objects in the scene, however.
The first example of ray tracing in computer graphics is generally attributed to Appel [24],
who proposed shading computer generated imagery by shooting a single ray for each pixel in
order to detect object depth order and distance. The process of firing a ray or rays plural for
each pixel in an image rendering is at first called ray casting. If it progresses to shooting a
tree of rays to determine a path of light further than the first object, it is termed ray tracing
[25]. Tracing rays recursively was first coined by Whitted [26], who proposed simulating the
interaction of light with object surfaces by shooting reflected or transmitted rays recursively, as
well as shooting rays towards light sources to detect shadowing.
A ray tracer is typically broken down into the generation of rays, the detection of intersec-
tions and finally the computation of output colour based on the rays.
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2.1.5 Rasterisation
Rasterisation, or scanline rendering as it is also known, is the methods of graphics rendering
typically used by computer games and most operations which requires real-time interactivity
between a user and a graphical environment. Rasterisation operates in order of objects within a
scene, drawing each object into its correct place in turn and a separate process lights the resulting
projected scene ex post facto.
The popularity of rasterisation is derived in part from the preponderance of dedicated hard-
ware for rasterisation engines in the form of the GPU, as well as free-to-use graphics libraries
such as OpenGL [27] and DirectX which provide access to this hardware in a standardised way.
The graphics pipeline, as it is called, for rasterisation can contain many stages or relatively
few, but typically it will begin with an application which generates the scene according to the
state of an internal engine or else generate the scene from a description file. Once the scene is
generated and loaded into graphics memory as a set of primitives (usually 3D triangle vectors),
these primitives are operated on by a program which may perform operations per-vertex such as
lighting or clipping called a vertex shader. Following modifications to the geometry, the visible
surfaces are calculated and per-pixel operations are performed such as pixel shading. This is a
very broad overview and a vast number of methods for shading in a rasterisation engine have
been produced [28].
2.1.6 General purpose GPU
While it may have been possible just a few years ago to state that graphics hardware is able to
accelerate rasterisation engines but not ray tracing engines or similar, modern graphics hardware
from all three major graphics manufacturers supports general-purpose GPU (GPGPU) work.
Languages such as CUDA [29] and OpenCL [30], as well as optimisation libraries like C++
AMP [31] allow generic code of any intent to be run in parallel across anywhere from a handful
processing units, to several thousand. This has lead to the development of ray tracing engines
which are designed directly to capitalise on this capacity, with varying results[32].
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2.1.7 Distributed ray tracing
Distributed ray tracing was proposed by Cook et al [33], who characterised the traditional ray
tracing algorithm as excessively rigid. By replacing the fixed generated rays with rays distributed
according to the function they were sampling, they claimed, it was possible to achieve lighting
effects ray tracing had heretofore not been able to recreate as a matter of course such as motion
blur, depth of field, translucency, and/or fuzzy reflections. The algorithm depends on stochastic
sampling, using Monte Carlo integration to estimate a solution to the rendering engine.
2.1.7.1 Monte Carlo
Monte Carlo methods estimate the solution to an integral by repeatedly sampling it (M times)
according to a probability function (p(x)) and averaging the result. Given a generic integral I
over a domain D:
I =
∫
D
f(x)dx (2.13)
We define 〈I〉, our Monte Carlo estimator:
〈I〉 = 1
M
M∑
i=1
f(xi)
p(xi)
(2.14)
2.1.7.2 Monte Carlo and the Rendering Equation
We can apply this to our equation for reflected radiance (Equation 2.10) to estimate a solution
to that integral:
〈Lr(x→ Θ)〉 = 1
M
M∑
i=1
fr(x,Θ↔ Ψi)L(x← Ψi)cos(Nx,Ψi)
p(Ψi)
(2.15)
To calculate the radiance arriving at the point, L(x← Ψi), more rays are fired to simulate
the light reflecting and/or refracting to the rest of the scene. On top of that, shadow rays must
be fired towards ray sources. This can rapidly cause the rays to multiply beyond count, so a
means of causing the rays to expire must be used.
The fuzzy-generated rays which permit soft shadows and the like in distributed ray tracing
also introduce high frequency noise unless a great many samples are taken, as the value of any
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two pixels is decided without any spatial coherence. Unless large amounts of samples are taken,
a Monte Carlo generated image will look noisy.
2.2 Upsampling and graphics
High-quality graphics rendering is an expensive process. Access to machines, time running ma-
chines, power to run machines are all metered resources, and even the most efficient algorithms
can have high requirements if fidelity is required.
Working with graphics in this environment is a difficult, time-consuming process. There
are many scenarios in which being able to acquire an acceptably inaccurate final image quickly
is preferable to acquiring a correct image at an unacceptable time cost. In an output medium
like fast-moving video as used in movies, being able to quickly render a scene which gives a
feel for the movement of a camera around an object and the layout of colour on the screen is
inherently valuable, for instance. Methods of acceleration which cut down on render time at an
acceptable cost of accuracy, or else converge in the absence of being removed from the camera
view to accuracy over time, are thus of interest.
The cost of many aspects of rendering accurate graphics can be measured per-pixel, e.g.
many methods of lighting. Reducing the number of pixels which need to be processed is thus
an efficient method of reducing the cost of rendering. Pixels can be estimated both in space, as
close regions are likely to be lit similarly, and time, as objects retain much of the same lighting
as they move across a field of view.
2.2.1 Spatial upsampling
Spatial upsampling or upscaling is the process of taking a single static image and increasing it
in resolution based on the data and metadata for that image.
Most scenes commonly rendered feature some degree of spatial coherence. That is, regions
located close to each other are more likely to be the same colour. This has obvious real-world
parallels, such as painted walls or coloured materials. Spatial coherence is thus an obvious
pick for efficient rendering, as if we can guess the colour of a pixel reliably based on the pixels
surrounding it we do not need to draw ever pixel ‘blind’.
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Figure 2.1 – k-nearest pixels (in this case k = 10) are within the read circle surrounding our
blue pixel in the upscaled image.
Nearest-neighbour
Nearest-neighbour upsampling is a common, straightforward method of increasing an
image’s resolution. Each pixel in the upsampled image is set according to the pixel it is
closest to when the larger image is projected onto the smaller one. It gives a blocky result,
as the aliasing in the smaller image is magnified.
k-means upscaling
Rather than taking the nearest estimate of the value of a pixel, alternative results can be
gotten by instead taking a weighted average of k pixels surrounding the one we wish to
value, as shown in Figure 2.1. Themethod proposed by Shepard [34] weights the averages
according to distance from the pixel being computed, as the accuracy of the pixel ought
to decrease with distance.
Many other methods have been proposed of varying complexity, but they are often com-
putationally intensive for the results they give.
Gaussian filtering
Gaussian filtering achieves a blur over the image by operating a gaussian kernel, an av-
eraging of the value of pixels over a region per-pixel. A gaussian filter can be used to
smooth an upsampled image, but it introduces a significant blur and does not preserve
hard edges.
Bilateral filtering
Tomasi and Manduchi [35] proposed a filter following the gaussian filter which would
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smooth an image while maintaining detected edges. It does this by using a range filter as
well as the spatial kernel to weight values which deviate less. For a position p and a result
Jp:
Jp =
1
kp
∑
q∈Ω
Iqf(‖ p− q ‖)g(‖ Ip − Iq ‖) (2.16)
Where f is the spatial filter on positions p, q and g is the range filter on the corresponding
image values Ip, Iq. kp is a normalising value and Ω is the set of values we cover with the
kernel.
High-dimensional Gaussian filtering
While directly stretching a low resolution image to a higher resolution is something of
a blunt instrument, more subtle methods can be utilised to guide a higher resolution
image created from low resolution information. Specifically, high resolution metadata
buffers can guide edge-aware methods like bilateral filters. A high resolution depth buffer,
geometry buffer or colour map can provide distinct edges to what would be an otherwise
blocky upsampling.
Range
Figure 2.2 – The splat-blur-slice pattern. The red line is the re-sampled points.
Adams et al. [36] detail a generalised high-dimensional Gaussian filter using the per-
mutohedral lattice, a reimplementation of the splat-blur-slice model proposed in [37]. In
that paper, the authors propose that the process of computing Gaussian-like filters can
be achieved quickly by embedding the input signal in a high-dimensional space (splat-
ting), performing an unguided gaussian blur on that space (blurring) and then retrieving
the original signal as samples from the now-blurred space (slicing). The splat-blur-slice
pattern is illustrated in Figure 2.2.
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The permutohedral lattice places the signal points it receives into a high-dimensional lat-
tice constructed from uniform simplices, permitting computationally simple barycentric
interpolation in both the splatting stage as well as simple access to local neighbour sim-
plices in the blurring stage.
With a high-dimensional filter in the manner of a bilateral filter, it is possible to use
the guidance of one or more metadata buffers in such a lattice to guide the edges of an
upsampled and filtered low-resolution full render. This includes depth buffers, geometry
buffers, motion buffers and potentially more specific buffers such as reflection edges. Both
[38] and [39] which we will cover shortly include guided high-dimension filtering as part
of a larger caching strategy.
Joint bilateral filtering
Kopf et al. [40] adapted bilateral filtering in this fashion to describe Joint Bilateral Up-
sampling, a method for combining a low-resolution set of data extracted from an image
with the edge data in the original high-resolution in order to upsample the data.
S˜p =
1
kp
∑
q↓∈Ω
Iqf(‖ p ↓ −q ↓‖)g(‖ I˜p − I˜q ‖) (2.17)
Where p and q are the image coordinates, I˜ represents the original image, S represents the
downsampled image, S˜ represents the upsampled output, and the ↓ indicates coordinates
which are mapped to the low-resolution image. f and g remain as filter weights, and kp
remains as a normalising factor. Thismethod was adapted by Yang et al. [41] to rendering,
demonstrating the use of a high-resolution geometry buffer as a set of edges to guide an
upsampling of a low-resolution full render.
2.2.2 Temporal caching
In Nehab et al. [42], the authors proposed a system of estimating motion in pixel-space, such
that a buffer could be generated of per-pixel coordinates pointing to the location in previous
frames of the same spot being shaded for the current pixel. In this way, the number of new
pixels which need shading in a single frame render can in theory be reduced to merely those
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which are disoccluded by camera and object motion. In practise, the authors found that any
scene involving non-trivial lighting requires regular sampling so that the rendered frames can
‘converge’ on an accurate rendering of the scene.
The paper calls this ‘Reverse Reprojection Caching’ due to the method by which the objects
in view of the camera are projected back to the previous camera position. Here, we will refer
to it as ‘Temporal Caching’ to highlight its nature as reaching back through time as opposed to
space.
2.2.2.1 Determining coordinates
For platforms leveraging hardware graphics support, Nehab et al. [42] recommend computing
the reprojection coordinates of each vertex and relying on hardware interpolation support to
assign per-pixel coordinates.
Figure 2.3 – Vertices in the second frame are reprojected back into the previous one. The area
shaded blue is disoccluded and thus cannot be retrieved from the temporal cache.
More generally, at time t we take our pixel position pt = (it, jt), use the camera matrix Nt
to locate the position in the scene (xt, yt, zt, wt), apply the inverse of any scene motion M−1t
to obtain (xt−1, yt−1, zt−1, wt−1), the coordinates of the point in the scene at time t− 1, and
finally apply the inverse camera matrix from time t− 1, N−1t−1, to obtain pt−1, the coordinates
in the previous screen buffer which ought to match the pixel in the current scene. From this,
we store in a screen-sized ‘motion buffer’ the coordinate differences:
mt = pt − pt−1 = (it −N−1t−1M−1t Nit, jt −N−1t−1M−1t Njt) (2.18)
Of course, if objects or the camera move in such a way that the pixel at pt−1 = (it−1, jt−1)
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is sampling a closer (or farther) object than the object in view at pt = (it, jt) then the cache hit
will be invalid. The blue region seen in Figure 2.3 meets this case.
2.2.2.2 Detecting misses
Misses are checked for by storing the calculated depth when we take the pixel at time t − 1
along with the coordinate motion. This depth can then be checked against the previous frame
depth buffer to ensure that the object in view in the previous frame is the same as the object in
view in the current frame at the two pixel locations.
2.2.2.3 Efficient processing
An assessment of the most efficient implementations of these methods has been published in
Sitthi-amorn et al. [43], which considers various structures of algorithm in the context of the
graphics pipeline.
Single pass The method proposed in Nehab et al. [42] can operate entirely within a single
pass of a shader, using motion vectors to move the vertices and allowing a fragment shader to
check whether or not the cache can be hit for the per-pixel values, and either use the cache
or calculate the shading on that pixel from scratch accordingly. As both Nehab et al. [42] and
Sitthi-amorn et al. [43] note however, this is very inefficient for branch prediction. In the worst
case scenario, a particle passing by a stationary object could cause a full processing unit of cache
hits except for one run of the shader program, almost entirely negating the benefits.
Two pass To account for this, Nehab et al. [42] offers a second shading schema requiring two
passes over the buffer in which the first either hits the cache or else stores a signal value which
informs the pipeline that only the remaining pixels require the full shading program to be run.
While this method is preferable to the first method in that it does not delay blocks of execution
which could rely mostly on the cache in order to shade select pixels fully, it is still vulnerable to
blocks mostly composed of the shade-fully instruction being delayed by the complexity of the
cache hit algorithm.
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Three pass Thusly, Sitthi-amorn [43] proposes a three-pass shading method for the cache in
which rather than running the full shader program for each pixel which is not covered by the
cache, instead a second stage after the cache hit check precomputes refreshed values directly
into the cache rather than to the output buffer. In this way, while three passes are required
over a buffer each pass has predictable timing across the image. While this approach can have
negative effect where the cost of passing over the data three times can cancel out the benefit
gained or where decoupling the full shading from the precomputation for the cache breaks
compiler optimisations, the paper suggests that the scenarios where these issues are prominent
may be unsuited to temporal caching entirely.
2.2.2.4 Refreshing
Critical to the performance of the temporal caching is the pattern of refreshing used. Nehab et
al. [42] conclude that randomly sampling 1∆n% of pixels per frame will on average refresh the
entire cache every ∆n frames, and that this is preferable to refreshing the cache in contiguous
blocks, i.e. dividing the frame into∆n blocks and refreshing each of those in turn. This random
sampling avoids visible lines seeping into the image where the cache has lost coherency.
In Sitthi-amorn et al. [43] the authors concur with these findings except to suggest that
the random samples be (for example) 4x4 blocks to aid branch prediction. They demonstrate
a small to large performance improvement depending on the number of passes for using 4x4
blocks.
2.2.3 Spatio-temporal caching
A combination of the two discussed methods, spatial and temporal upsampling, is an obvious
choice. Ideally we would like to see the benefits of spatial upsampling, namely the speed and
minimal dependence on data other than that which is displayed with the advantages of temporal
upsampling, combined with the convergence to a ‘perfect’ image which features in temporal
caching. Described as ‘Spatio-temporal Upsampling’ in Herzog et al. [38], the paper proposes
a method for combining the two based on depth and geometry aware weighting, as well as
combining the temporal ‘history’ of the frame into a single buffer.
The idealised equation for output pixel h can be expressed as:
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h(i) =
1∑
wswtwf
T∑
q=0
∑
j∈Ni(t−q)
ws(i(t− q), j)wt(t− q, j)wf (q)l(jˆ, t− q) (2.19)
Composed of a spatial term ws and a temporal term wt weighting a low-resolution pixel l,
taken over a neighbourhood N surrounding the pixel being processed with a temporal history
of T previous frames indexed q. A term wf acts to weight older cache values, reducing their
influence.
This is of course a highly impractical equation to try and implement. It requires several
potentially complex weights to be calculated several times per pixel per time step. Herzog et al.
[38] detail a method of combining the bulk of these lookups into a single rolling buffer, which
we will consider.
The spatial weight ws is defined as a weight on the per-pixel geometry normals n¯i and the
per-pixel depth values zi. σn is chosen as 0.2 to give a reasonably strict window for geometric
variation and σz is chosen as a few percent of the overall depth range of the scene. The paper
suggests 3% of the difference between the near and far frustum plane.
ws(i, j) = g(max(0, 1− (n¯i • n¯j))2, σ2n) · g(|zi − zj |2, σ2z) · k(i, j) (2.20)
k(i, j) := g(||x(i)− x(j)||, r, γ); (2.21)
g(x, σ, γ) := (max(ϵ, 1− x
σ
))γ (2.22)
Herzog et al. use γ = 3 for all cases of g used. The temporal weight wt is a binary control
on whether or not the pixel was drawn at the time t in question. The weight wf can be an
exponential fall-off.
wf (q) := 0.9
q (2.23)
2.2.3.1 Temporal refreshing and jitter
Herzog et al. [38] also describe a method of refreshing the temporal cache by regularly sampling
the full shaded output in 4x4 subsampled blocks. By targeting the refreshed pixels in a sequence
within this block, both the temporal cache can be continuously refreshed and the low-resolution
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image for spatial upsampling can be generated at the same time. Care must be taken to appro-
priately apply weights to the pixels which are jittered in this way, to avoid the image appearing
to shimmer around the edges.
The pattern chosen, as seen in Figure 2.4 is an easy-to-compute fill of a 4x4 block, allowing
it to be generated without concern for the performance cost of the random samples. Aliasing
may be an issue. Due to the regular nature of the pattern, branch prediction is easily maintained
by only processing each 4x4 block of pixels once, for the selected pixel within that. As there is
no branching to occur, branch prediction is not a worry.
4x4 pixels
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Figure 2.4 – A regular sampling pattern for temporal jittering, as used in Herzog et al [38].
2.2.3.2 History buffer
To avoid having to store and cycle T previous upsampled frames as inputs to the spatio-temporal
upsampler, Herzog et al. [38] propose a history buffer which caches the previous upsampled
result and the previous upsampled weighting as a pre-processed input for the most recent frame.
This permits the construction of an equation which fulfils the same purpose but has no temporal
dependencies.
h(i) =
h¯(i)w¯(i) + wf (1)hw(i(t− 1))hr(i(t− 1)
w¯(i) + wf (1)hw(i(t− 1)) (2.24)
hr is the pixel result from the previous frame and hw is the pixel weight from the previous
frame. The buffer is updated after the frame is rendered with h(i) replacing hr(i) and hw(i)
being defined as:
hw(i) := w¯(i) + wf (1)hw(i(t− 1)) (2.25)
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2.3 Depth compression with video encoding
Depth maps are not patterned like a regular image. They consists mainly of smooth gradient
and hard edges. Many methods have been proposed for the efficient streaming of depth in-
formation alongside an image, often depending on shared information between the frames. To
this end, a specialised encoding method is justified and will achieve better compression results
than the transmission of this data as a regular video stream[44]. Multi-view coding plus depth
(MVD)[45] is capable of combining an image frame alongside a depth frame using inter-view
prediction as well as standard intra-frame prediction.
2.4 Rendering 360° Projections
In order to encode and transmit 360° images using existing video encoding technology, a pro-
jection must be made from the 360° data to a rectangular or sub-rectangular flat format. There
are various standards for this format, many of them drawn from cartography rather than com-
puter science, where they were originally chosen due to the relative qualities they possessed at
expressing facts about a globe map. The trade-offs made are still relevant today, concerning
issues such as the uniformity of distance between points and the relative amount of warping
within the mapping.
Methods of rendering virtual environments with 360° views were examined by Ardouin et
al.[46] who discussed various projections and their utility for a user interacting directly with a
360° view as their interface.
2.4.0.1 Mollweide
The Mollweide projection was proposed by Karl Brandon Mollweide in 1805. The projection
trades accuracy of angle and shape for accuracy of proportions in area.
2.4.0.2 Hammer
Ernst Hammer in 1892 presented a variant projection inspired by the Mollweide projection,
and enclosed within the same 2:1 ratio elliptical shape. Hammer’s projection reduces distortion
in regions of the outer meridians.
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2.4.0.3 Conical
The conical projection, known more specifically as the Albers equal area projection, is a map-
ping formed by the projection of the globe first onto a cone and then the unwrapping of that
cone, forming a mapping with two standard parallels at the top and bottom which ’cut off ’ un-
representable peaks of the globe. Between these parallels however, distortion is minimal. This
mapping is not suited to projection for computer graphics however, as it is missing data which
the user may wish to see.
2.4.0.4 Equirectangular
The equirectangular projection, also known as the cylindrical projection, enjoys widespread use
in photography and video.
2.4.0.5 Cube maps
A 360° can be expressed as a set of six cube faces, with each cube face taking the form of a
perspective projection with a field of view of 90°. This is used within graphics as a means of
representing 360° views within raster computer graphics. This forms the basis of the skybox tech-
nique [23]. The advantages of this format are that it is easily representable within 3D graphics.
The disadvantages are that the cube now has ten discontinuity edges, and that distortion in the
corners of the cube can be an issue if the image is saved in this format.
2.4.0.6 Tissot’s indicatrix
The indicatrix proposed by Nicolas Auguste Tissot in 1859 for map distortion consists of over-
laying on a globe uniform circular coloured areas, which are then projected onto the mapping.
The relative warping on the circles then indicates which areas of the projection have received
more or less warping. The circles represent distortion at a single point, but the distortion across
the mapping is assumed to be continuous and smooth.
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2.5 Summary
This chapter introduced several methods of storing caches such that successive rendered frames
need only perform a subset of the rendering typically needed to draw a frame. This was con-
sidered both spatially and temporally, and as a combination of the two properties. A compre-
hensive review of this techniques both as they are considered here and as they can be applied to
many more specific uses of rendering too many to describe at length in this thesis is available
in Scherzer et al. [47]. In the next chapter, these methods will be leveraged as a means of
transmitting less data when rendering a scene at one location and displaying it at another.
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Chapter 3
Remote Rendering and Streaming
Video
For short-sighted Men see remote Objects best in Old Age, and therefore they are
accounted to have the most lasting Eyes.
— Isaac Newton, Opticks
The content in this chapter constitutes a review of techniques which will be relevant for
Chapters 7 and Chapter 8 of this thesis. Specifically, related work in the areas of remote ren-
dering and providing virtual reality experiences will be reviewed, as well as material concerning
360° mappings and projections. The critical assessment of this material will be performed in
Chapter 5.
State-of-the-art methods of compressing and decompressing rendered scenes are intro-
duced and described, both for decreasing render time and efficient transmission of data. This
chapter will cover both traditional solutions to transmitting rendered graphics from one loca-
tion to another as well as rendering-specific solutions, focusing on augmenting traditional video
encoding.
3.1 Remote rendering
To achieve high quality graphics often dedicated hardware is used. Animation companies utilise
banks of rendering machines to generate high quality works in progress to be reviewed, and
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computer games have often depended on discrete graphics hardware to accelerate the graphics
pipeline.
This hardware may not be particularly portable. Supercomputers are physically large, and
it is may be a costly proposition to have to move this hardware to any given location where
graphics may be required to be rendered. Nonetheless, a rendered scene may be required to be
displayed in real-time at a remote location.
Efficient modern video codecs use motion vectors to predict the movement of parts of the
image across the screen, allowing a rate of less than one bit per pixel to be achieved. Motion
vectors can be calculated much more easily in a rendering engine than by analysis of video alone.
In McMillan et al. the cylindrical projection used to generate imagery makes the production of
a motion flow straightforward, as all motion in the scene becomes motion across the surface of
the cylinder, unlike in a more standard perspective view where motion is necessarily warped[49].
3.1.1 Streaming video
The most immediately straightforward method of taking a rendered scene and transmitting
the data is to consider the continuous viewport as a stream of video data and compress and
transmit it using traditional video compression tools. Themost prominent video codec currently
is H.264/AVC, a standard with wide hardware compatibility for both encoding and decoding.
3.1.1.1 H.264/AVC
H.264/AVC is the successor to MPEG-4 Part 2 video and MPEG-2 video. It continues the
joint effort by the ITU-T VCEG and ISO/IECMPEG standards committees to publish video
standards for both general use and broadcast. As it is targeted to broadcast, it has features which
are of interest in the context of remote rendering as well as in efficient video compression.
The wide support for H.264 is manifested in the presence of dedicated H.264 encoding
and decoding chips in consumer hardware. Any given consumer device with a screen is likely
to have such a chip present for both capturing from an inbuilt camera and playing purchased
video content without draining a battery or overtaxing a cheap CPU.
H.264/AVC, like the codecs which preceded it, has its origins in the Discrete Cosine Trans-
formation (DCT). It is a YUV (luminance and two colour difference channels) format and is
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generally chroma-subsampled, although the specification supports 4:4:4 formats [50].
Discrete cosine transform The Discrete cosine transform (DCT) is an approximation to a
Fourier transformation, which takes a set of discrete data points and expresses them as a sum of
distinct cosine waves [51]. It is utilised in lossy compression because quality can be controlled
by raising or lowering the amount of high frequency terms stored.
For a data sequence X(m),m = 0, 1, ...,M − 1, the DCT is defined as:
Gx(0) =
√
2
M
M∑
m=0
X(m) (3.1)
Gx(k) =
2
M
M∑
m=0
X(m)cos
(2m+ 1)kpi
2M
, k = 1, 2, ...,M − 1 (3.2)
Where Gx(k) is the k-th DCT coefficient.
The type-II DCT is a central part of JPEG compression [52]. Each channel of an image
is split into 8× 8 macroblocks which are converted to frequency space with a two-dimensional
DCT.
Gu,v(k) =
1
4
7∑
x=0
7∑
y=0
X(m)cos
(2x+ 1)upi
16
cos
(2y + 1)vpi
16
(3.3)
Where (u, v) are the indices of the pixel in question in the macroblock matrix. Thus trans-
formed, the values in the matrix now express from top left to bottom right the low to high
frequency elements of the 8 × 8 block. This matrix is divided by a fixed quality quantisation
matrix defined in the specification and rounded to integers. These integers are then losslessly
entropy encoded (see Section 3.1.1.6) and subsequently Huffman coded.
H.264 integer transform H.264 advances on earlier MPEG video codecs which followed
JPEG in their use of the DCT, in that it uses an integer transformation which closely follows
the DCT but which can be computed entirely in 16-bit integer space with no loss of quality, as
opposed to the DCT which from its mathematical basis involves floating point operations and
floating point rounding [50].
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Chroma subsampling TheHuman Visual System (HVS) detects chrominance changes much
less accurately than luminance changes. For this reason, video encoding systems have long
looked first to cutting the chroma channels down in efforts to compress video. The three most
common formats are referred to as 4:4:4, 4:2:2:, and 4:2:0.
4:4:4 An equal proportion of data is used to encode luminance and the two chrominances.
4:2:2 A full resolution luminance channel is pairedwith two vertical resolution halved chromin-
ance channels.
4:2:0 A full resolution luminance channel is paired with two chrominance channels halved in
both horizontal and vertical resolution, to produce two quarter-sized images.
Frame types H.264 supports three types of encoded picture, varying in their temporal de-
pendencies.
Intra-frame or I-frame Intra frames have no temporal dependencies, i.e. the information con-
tained in them is sufficient to reconstruct the image in its entirety. It is functionally equivalent
to a format like JPEG, with the exception of being stored in a video stream.
H.264 is not dependant on I-frames. It supports a feature called periodic intra refresh,
whereby slices of the image can be refreshed independently. This is useful for hardware stream-
ing, where the intra frame data can be split over several frames so as to keep the size of the
buffer needed to receive data fixed.
Forward predictive frame or P-frame A P-frame is an inter frame which contains motion
vectors informing a transformation on a previous I-frame or (rarely) otherwise in order to display
itself. These are distinct from B-frames which are yet to come because while they rely on motion
compensation, they do not require the data stream to be interpreted out of order.
Bi-directionally predictive frame or B-frame AB-frame is an inter frame which contains mo-
tion vectors information a transformation on one or more frames both backwards and forwards
temporally in order to display itself.
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3.1.1.2 H.265/HEVC
H.265/HEVC is the next-generation codec codified by ISO/IEC MPEG and the ITU-T
VCEG as the replacement for H.264 [53]. H.265 is distinguished from H.264 by an increase
in the available size of encoding blocks from 16x16 to 64x64, and an increased capacity to vary
the size of blocks within a frame to best adapt the level of detail needed to preserve different
regions. Where one of the discrete 64x64 blocks is sufficient to preserve detail, an efficiency
gain is made over H.264, which would have had to describe multiple 16x16 blocks to encode
the same area. H.265 also standardises image data specifications for 8-bit, 10-bit, 12-bit and
16-bit video, as opposed to H.264 which supported 8-bit and a limited extension to 10-bit.
3.1.1.3 AV1
AV1 is a next-generation video codec developed by theAlliance forOpenMedia [54]. It extends
Google’s work on the VP9 codec to provide a patent-free video codec for general use. Similar
to H.265, it is a continuation of frequency-based approaches to video encoding, and supports
large block sizes (up to 128x128) and predicting motion vectors in a higher bit depth than the
first encoding. AV1 is intended to support 10-bit and 12-bit video, maintaining parity with
H.265.
3.1.1.4 Conventional video codecs for streaming graphics
Within the context of streaming graphics, encoding the graphics stream as video is attractive
because it is intuitive: if graphics are to be delivered to a client, simply take the graphics, encode
them and stream them using regular software and/or hardware and then decode them at the
other end. Commercial solutions to streaming graphics such as NVIDIA Shield use exactly
this approach, combined with an H.264 encoder onboard the graphics card with direct access
to graphics memory.
There are however downsides to straightforward video encoding. If it is performed in hard-
ware, limited control is available over the choices the encoding engine makes with the data given
to it. Certain regions may be of particular importance, but the video encoder not knowing this
may deprioritise them. If a software video encoder is used, performance is a huge issue - video
encoding speed is CPU bound, as is CPU-based rendering.
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In addition, sending a high enough bitrate video stream may be an inefficient use of net-
work bandwidth. Given the amount of metadata available to the renderer which is not streamed
alongside the video, for example high resolution depth information, there are potential reduc-
tions in capability at the client end.
H.264 is particularly adapted to video streaming because the bitstream, designed with an
eye towards this application, is constructed from individually headered NAL units. NAL, or
Network Abstraction Layer, is an organisation of the video data into chunks with a specified
integer size. In a simplification, we can imagine each NAL representing one frame (of any vari-
ety; for streaming purposes the temporally attached frames are shifted into order of decoding,
so a pattern IPBBPBBP becomes IPPPBBBB). As long as the NAL units are streamed and
received in order, the video stream can be played.
3.1.1.5 MPEG-4 container format
A container format is a schema for packing data and metadata in one or more ‘streams’ into a
single file. These are typically used to combine audio and video, for example in a file containing
a movie or TV show. They are also used to combine music with information about the artist
and/or album the music is from. The process of combining one or more streams in a container
with time information to keep them in sync is called muxing. The container format can have
a large impact on our ability to stream a file from one location to another over a network; if
the reading a file is wholly dependant on the ability to seek backwards and forwards in the disk
memory, then the whole file must be received by the client in order to begin to play the file.
The MPEG-4 container format (MPEG-4 Part 14 [55]) is the most widely used container
format for H.264/AVC video. It was released alongside H.263 and supports encapsulating a
wide range of data formats, frommultiple video streams to arbitrary binary data in packets fixed
with timecodes to be demuxed when appropriate. It can be streamed either by splitting the file
into the contained packets and sending them in order with nomore sophisticated control, or else
it can be transmitted with a more controlled means such as the Real-time Transport Protocol
(RTP).
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3.1.1.6 Entropy coding
As mentioned before, JPEG and the codecs which follow it use entropy encoding as the final
stage of their compression [52]. This encoding runs through the frequency-space macroblocks
in a zig-zag pattern (to maximise spatial coherence; the frequency in the two dimensions de-
creases at the same rate within the block) and run-length encodes them. Run-length encoding
codes sequences of the same integer as an integer and then the number of times it repeats. The
output of this is then Huffman encoded [56]. Huffman encoding is an optimal prefix encoder
which uses a frequency-sorted binary tree.
3.1.2 Rendering directly to a video stream
The close relation between the methods used by video encoders and the data turned over as a
matter of course in rendering engines has long been noted. A large part of the efficiency of
modern video codecs is down to the use of motion vectors to predict the movement of chunks
of image across the screen, allowing rate of less than one bit per pixel to be achieved. Motion
vectors can be calculated much more easily in a rendering engine than by analysis of video alone,
as in [49] where the cylindrical projection used to generate imagery make the production of a
motion flow trivial. Motion vectors in other systems may already be being produced, in the
course of saliency calculations and similar.
3.1.2.1 Calculating motion vectors with a renderer
Wallach et al. described a method of passing motion vectors straight from a renderer to the
then-state-of-the-art MPEG video encoder. They showed significant efficiency improvements
over the use of exhaustive search methods [57].
3.1.2.2 Frequency-space rendering
More closely ingrained with video encoding still, Bolin et al. [58] described a ray tracing system
which calculated its output already in frequency space, producing still images which were already
in a pseudo-JPEG format. This allowed the renderer, a Monte-Carlo based ray tracer, to pri-
oritise low-frequency areas where noise would be apparent with more rays and high-frequency
areas where noise blends with fine detail less rays. Thus, the system has positive gains of both
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improved efficiency of rendering and lacking a need to be run through an encoder to produce
compressed output - the output is self-compressed.
Herzog et al. [59] advance this method to inputing straight to the MPEG-2 video encoder,
combined with a lighting approach which favours temporal coherence for efficient motion flow
generation. Their system also measures the error accorded in individual DCT blocks and uses
it to guide the renderer according to perceptual thresholds.
3.1.2.3 Difference images
Levoy [60] proposed a system for mixing server and client rendering based on the ability of a
server to render high quality textures and complex shading, while relying on a lower-powered
client to render information such as smooth shading and sharp edges, on the basis that such
information performs poorly in typical video encoders. This depended on calculating both a
high-quality and low-quality rendering on the server end and then encoding and streaming
with a video encoder the difference between the two, on the basis that the difference added
to the low-quality render produced simultaneously on the client would mathematically produce
the original high-quality render. Video codecs are not suited to encoding difference information
however, and combined with their inherently lossy nature the output will not match the original
image exactly.
3.1.3 Video augmented with rendering metadata
Drawing on the methods used for spatio-temporal upsampling, Pajak et al. [39] propose a sys-
tem for remote streaming of graphics which lessens the demands of streaming high-resolution
video by pairing a low-resolution video with efficient encoding of various metadata buffers, and
producing the final image using the (otherwise unused) processing capabilities of the client.
The cost of this approach is that more resources are required to be present at the client end.
An approach based on video streaming alone might require the client only to possess a simple
hardware-based video decoder, as commonly found in mobile phones and similar devices. An
edge-encoding algorithm, unless a hardware solution for a specific implementation was pro-
duced, would require increased general purpose processing power, with the proposed benefit of
improvement in image quality and a reduction in required bandwidth.
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The streams of data required to be sent are a low-resolution rendering of the scene, combined
with an edge encoding of the depth buffer and an edge encoding of the object motion in the
scene. These are decoded at the client end, and the motion buffer encoded is combined with a
client-end calculation of eye movement, and then the aforementioned upsampling is performed
to produce the final image, albeit without high-resolution disocclusions to depend on. For this
reason, the low-resolution image is still recommended to be larger than that recommended for
the spatio-temporal upsampling (i.e. 2× 2 blocks rather than 4× 4).
3.1.3.1 Low-resolution video stream
The low-resolution video stream is generated by a jittered camera to ensure that a full scan of
each high-resolution output frame is produced every ∆n frames.
3.1.3.2 Metadata buffer encoding and streaming
Metadata buffers have unique challenges and opportunities for streaming data [44]. They are
simpler to represent visually than full image data video in that they tend towards flat colours
or smooth gradients with well-defined edges. This has the negative impact, though, that tech-
niques in common video codecs aimed at accommodating the complicated data in images may
be wasteful when processing the simplified data. For example, a high bit depth (e.g. 16-bit)
one-dimensional depth buffer passed into a non-adapted H.264 encoder will have 8 bits of lu-
minance information to be encoded in, and two channels of irrelevant chrominance data will
be stored with the result. Specialised methods are developed both to adapt metadata buffers to
standard video codecs, as well as developing wholly different encoding schemes for such data.
3.1.3.3 Edge detection
Edge detection is commonly performed with a Laplacian filter, which detects changes in the
second derivative of a pixel function L(x, y).
L(x, y) =
∂2I
∂x2
+
∂2I
∂y2
(3.4)
It is commonly achieved using an image processing kernel, a figurative piece of code which
operates per-pixel informed by the neighbourhood of the pixel it has reached. Figure 3.1 shows
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Figure 3.1 – A Laplacian kernel detects edges with a weighted box filter. In a smooth texture
or a gradient, the centre value will be roughly equal to the sum of the surrounding values. At
an pixel edge, there will be a larger difference.
two typical Laplacian kernels, one for horizontal and vertical edges, and one which will match
diagonal edges also.
3.1.3.4 Streaming metadata buffers as video
Pece et al. proposed a custom schema for encoding a continuous stream of depth buffer inform-
ation using regular video codecs [44]. Working on a 16-bit unsigned integer buffer, the depth
information is packed into the luminance and two chrominance channels of a regular video
stream (i.e. H.264). The luminance channel is a straightforward linear packing of the buffer.
L(d) =
d+ 12
216
(3.5)
The chrominance channels are provided a piecewise linear triangle wave each, sufficiently
fast-changing to be represented meaningfully in a potentially subsampled chroma stream.
Ha(d) =

L(d)
p
2
mod 2 if (L(d)p
2
mod 2) ≤ 1
2− (L(d)p
2
mod 2) otherwise
(3.6)
Hb(d) =

L(d)− p
4
p
2
mod 2 if (L(d)−
p
4
p
2
mod 2) ≤ 1
2− (L(d)−
p
4
p
2
mod 2) otherwise
(3.7)
Where p is chosen to be more than twice the ratio of the packed bit depth to the unpacked
bit depth. This approach can easily be tabulated and as such is very computationally cheap to
implement on top of an existing system, but depending on being able to encode a full-size video
stream in addition to any other considerations in a rendering engine is cost enough.
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3.1.3.5 Binary map encoding
As part of the remote rendering system detailed, [39] proposes a metadata encoding not de-
pendant on traditional video streaming. The depth and motion buffers are both encoded using
a laplacian operator to produce edges, which are then used as a map to provide edge samples. A
regular sample of each 32 × 32 pixels is added to the edge samples in order to encode gradual
changes.
The samples are then streamed as two sets of data. First, a binary image map indicating
the location of the edge samples encoded with JBIG2, an effective scheme for lossless binary
image encoding [61]. JBIG2 implements adaptive binary arithmetic coding [62], a coding
which models probabilities based on the spatial neighbourhoods of the characters it receives.
This allows it to achieve less than one bit per symbol on average, minimising the impact of
separating the map from the data.
Secondly, the data is minimised to remove the unsampled regions using a predictor which
informs the depth buffer based on the motion buffer, and the motion buffer and depth buffer
based on a map of the sign of the laplacian operator, as due to the laplacian operator maintaining
sign along edges, samples which are spatially close will also likely have the same sign. The
predictor used for this purpose by Pajak et al. is Paeth Prediction [63] followed by entropy
coding.
3.1.3.6 Depth and motion buffer decoding
The depth and motion buffer samples are decoded from their compressed binary format at the
client. They are then extrapolated by an adapted push-pull algorithm [64] into high-resolution
buffers which are used to inform the upsampling of the low-resolution video stream.
The push-pull algorithm functions by placing the edge samples into a full sized buffer and
then repeatedly downsampling it until the sample information fills the entire downsampled
buffer. These buffers are then upsampled, using the data from the topmost buffer up through
the levels until the original edge samples are placed in. In this way the high-resolution edges
remain crisp, while the samples within them are diffused. As the regular sample was 32× 32, a
factor of 2 on each edge results in a maximum of 5 downsampled buffers for any input.
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Figure 3.2 – Camera position reprojection for motion buffer generation.
3.1.3.7 Composition
To reconstruct the final image, the system proposed in Pajak et al. [39] relies on the reconstruc-
ted metadata buffers, the low-resolution rendered frame, and the available client-end previously
reconstructed high-resolution previous frame buffer. Using the motion data, pixels in the cur-
rent frame can be projected back into the previous one (shown in Figure 3.2), taking advantage
of temporal caching methods as discussed earlier. This is mixed with the spatially upsampled
low-resolution video stream using a bilateral weighting system. As there is no scope to request
back to the server for disoccluded pixels, these must depend on the upsampled low-resolution
buffer alone.
3.1.3.8 Performance
The method described is claimed to achieve performance similar to that of a high-end video
encoder. It suffers, however, when asked to transmit effects such as reflection where the com-
puted motion flow will not match the actual optical flow. This could potentially be improved
on by transmitting further metadata buffers specifically for such optical effects, but at the cost
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of degrading performance compared to traditional video encoding. In addition, where the tem-
poral upsampling fails due to disocclusion, the image quality appears significantly reduced in
still images, though the effect is mitigated in video.
3.1.4 Remotely transmitting pre-computed lighting information
Crassin et al. [65] published a review of methods of remote rendering pursued using cloud-
based servers to pre-compute indirect lighting from three different algorithms. Pre-computing
and then transmitting the lighting as a video stream by use of GPU-based hardware H.264 en-
coders permitted the engagement of both server and client-side graphics hardware, for multiple
cloud servers rendering to multiple clients, amortising the cost of the original indirect lighting
computation.
The three methods of indirect lighting used have distinct implementation differences.
Voxels
The implementation of indirect lighting used in the Voxels case is that of Crassin et al. [66].
The Voxels represent indirect irradiance as a directional quantity on a sparse 3D representation
of a scene, relatively inexpensively. The voxels themselves are prohibitively large to transmit,
so the method described computes a full image on the server which is encoded with H.264
and transmitted to the client, which then adds direct lighting to the scene using local graphics
hardware.
Irradiance maps
The Irradiance Maps used in this method are described in Mitchell et al. [67]. The light
maps are textures, transmitted to potentially multiple users indiscriminately. Again local GPU
hardware is required in order to add direct lighting to the objects the light maps belong to, but
in this case the server end need not render a full resolution image specific to the client.
Photon mapping
Real-time photon mapping was described in Mara et al.[68]. This approach is the most
technologically flexible described, as independent photons could be parallelised over multiple
GPUs in the cloud. It is however a computationally expensive procedure at the client end as
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the photons themselves are transmitted losslessly to the client, which must perform the rest of
the procedure as well as coordinate. This cost limits the deployment of this method to high-end
workstations.
While the methods described form a survey of indirect lighting methods for cloud comput-
ing, none of them individually fulfils the full scope of the remote rendering problem - Voxels
and Irradiance Maps depend on a video codec ill adapted to their particular purpose, while
Photon Mapping retains high client hardware requirements.
3.1.5 Streaming stereo imagery
A common way of representing stereo imagery in video and in static images, going back to
Victorian stereoscopes, is to present the left and right image either side-by-side or top-and-
bottom and, in processing them, cut the image in half and present half to either eye. This is
considered an inefficient method of storage as it does not take advantage of the duplication of
imagery between the two eyes. In addition, encoding artefacts can occur on the edge where the
two images are joined.
Warping has been proposed as a solution in graphics for the generation of a second eye
perspective for stereo [39]. As most of the content in the image is shared between the left and
right eyes, one image may be warped to provide the majority of the other and then by filling in
any disocclusions and removing any occlusions an accurate image can be formed with much less
draw on resources than a full second render.Didyk et al.[69] described a method of adaptively
scaling block sizes for reprojection based on disparity to provide a stereo view for a perspective
camera in a virtual environment. The method proposes using a push-pull algorithm for filling
gaps.
3.2 Remote rendering for virtual reality
Current commercial approaches to streaming graphics to HMDs tackle the problem by sending
a single H.264 stream of the final processed graphic for the HMD, including warping for the
HMD lenses, side-by-side. This can introduce unique issues into the display pipeline, such as
encoding artefacts corrupting the per-pixel processing to adapt to the HMD lenses.
The issue of latency comes to the fore when considering remote rendering for virtual reality.
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When rendering a live viewpoint to aHMD, time is already constrained due to the requirements
of users that the image update at a high frame to appear realistic, but now also the latency
between the user and response must be correspondingly high for the remote server to update
the image in time in response to the users movement.
3.3 Summary
The techniques presented in this chapter concerning remote rendering and the augmentation
of a stream of rendered graphics provide the background for chapter 7 and chapter 8, in which
research is presented building on these concepts to propose novel remote rendering methods.
There are distinctly different approaches to remote rendering. Video streaming takes most
immediate advantage of much existing infrastructure, but is a blunt tool which does not take
advantage of the unique placement of computer graphics as being fully expressed in memory
at each frame. Alternative, more sophisticated methods are being developed, which provide
advantages to the client in many ways. Remote rendering is essential to providing high quality
rendering in locations where it would be impractical to take large computing equipment.
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Chapter 4
High Dynamic Range Imaging
Whether a dress, a house, or a flower is beautiful is a matter upon which one declines to
allow one’s judgment to be swayed by any reasons or principles. We want to get a look at
the object with our own eyes, just as if our delight depended on sensation.
— Immanuel Kant, Critique of Judgement
This chapter details the relevant background information on HDR imaging, including the
concepts and methods used in encoding High Dynamic Range video in real time. Chapter 6
concerns the end-to-end HDR pipeline, and Chapter 7 and Chapter 8 use these concepts in
the context of remote rendering.
4.1 High dynamic range imaging
High dynamic range imaging (HDRi, or HDR) allows the full range of lighting in a real world
scene to be captured, stored, transmitted and displayed. Traditional computer imaging can be
classified as low dynamic range, as can the monitors used to display it and the cameras used to
capture real world scenes in representation.
4.1.0.1 Dynamic range
Dynamic range in imaging is the ratio between the brightest and darkest regions of detail cap-
tured within a single image. The Human Visual System can perceive roughly 14.5 stops at once
[5], but can perceive greater ranges through physical adaptation of the eye.
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Dynamic range can be measured in the logarithmic unit stops, which represent doublings
of light intensity.
4.1.0.2 Standard imaging
Standard computer imaging systems for both still images (i.e. JPEG) or video (i.e. H.264)
use 8 bits of information to store the luminance and each of the chrominance channels of their
data. In practice, this means that they have trouble storing more than 8 stops (powers of two)
of dynamic range. Curves applied to the data may help, but there is a fundamental limit and it
is a low one.
This range of data is not suitable for rendering, where typically reflections and refractions
need to be measured which may be inherently scoped in range outside of what you can fit in 0−
255 values. Thus, graphics rendering generally stores light values as floating point numbers [23].
Floating point numbers allow for the storage of values from negative infinity through to positive
infinity in a well-formed mathematical environment. As light is perceived logarithmically and
floating point precision drops off with magnitude, the two are well paired.
4.1.0.3 Display
HDR imaging can typically be displayed on low dynamic range displays by clamping the range
of values represented, above and below which appear as black (underexposed) or white (overex-
posed) as defined by the display in question.
The company Brightside pioneered the first HDR displays based on two technologies: a di-
gital light processing (DLP) projector, and light emitting diodes (LEDs) [71]. The brightness
of the Brightside DR37-P prototype HDR display was subsequently characterised using a spec-
troradiometer to record spectral radiance, chromaticities and luminance [72]. From this data
the true increase in gamut of the display due to the additional LED layer was estimated. The col-
our space of the HDR displays have similar chromaticities to any other 8-bit per channel device,
so there is no increased chromaticity resolution, but it is in the luminance dimension where the
colour space is perceived to increase resulting in 35,961,042 potential colours compared to the
16,777,216 of a typical LCD display.
In early 2015, Samsung announced their TV model UN65JS9500 that can reach a peak
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Figure 4.1 – (a) Ball is visible as it is struck, but (b) Goal cannot be seen due to over-exposed
area (c) Pixels around goal modulated to allow visibility (d) Goal!
luminance of 1,000 cd/m2 [73], however this is still some way in terms of dynamic range
from the non-consumer HDR displays developed SIM2 which are currently capable of up to
6,000 cd/m2. SIM2’s monitor comprises an HD resolution (1920 × 1080) LCD panel. The
high brightness is obtained by an array of powerful white LEDs which replace the backlight of
the LCD panel [74].
Figure 4.1 demonstrates information which is out-of-range for display on a standard dis-
play being clamped, and how that information can be recovered from the HDR data by local
adaptation.
4.1.0.4 Tone mapping
In order to adapt a higher dynamic range image to a display which is not capable of displaying
a full image, a function known as a tone mapper can be applied to the image. There are many
tone mappers available, each with their own strengths and weaknesses for different purposes.
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An important distinction is between global and local tone mappers.
Global
Global tone mappers apply a function such as a sigmoid curve universally across all values in
the image. This has the advantage of being fast and easily parallelised, but global tone mappers
tend to be more restricted in the aesthetic quality of the image they produce due to low levels
of relative contrast between objects.
Local
Local tone mappers regard the area around a given pixel in an image in order to best utilise
the available dynamic range. This has the effect of maintaining relative contrast between regions,
the cost of causing the image to appear flat or otherwise unworldly.
4.2 High dynamic range video
While for still imagery high dynamic range imaging has entered the mainstream and comes as
a feature on many commercial products [75], high dynamic range video has yet to achieve such
popularity. Nonetheless, many methods of encoding such video have been published and/or
patented [4]. For the purpose of remote rendering, high dynamic range video is interesting as
the imagery which comes out of the rendering engine is necessarily high in dynamic range, and
is almost always taken and clamped to the range displayable on low dynamic range screens or
storable and transmittable in low dynamic range video files.
With a high dynamic range video format, it is possible for the client to receive more lighting
information than it needs to display in order to make judgements at the client end regarding
display of the data. For traditional video files, this can mean adapting the display of the data
automatically to best present it in the lighting conditions of the viewer. For rendering, it may
allow the client to exercise more judgement in its post-processing of the rendered scene.
4.2.1 Classification
There are two generic approaches to encoding HDR video with different capabilities. Firstly,
existing video methods can have their mathematical basis extended so that they take in higher
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fixed point bit depths, i.e. 10-bit, 12-bit or 16-bit integer inputs. Combined with gamma
curves, these codecs are able to take in a higher dynamic range than traditional video codecs.
These encoders do not, however, take in a full floating point range. As well, there are few
implementations beyond 10-bit and the implementations there are do not operate in real-time.
The other existing method by which HDR video is currently encoded is by processing a
stream of tone mapped low dynamic range video with a video encoder such as H.264, and then
accompanying it with a second stream enhancement layer, typically containing some residual
data which permits the reconstruction of the original image. The advantage of this method
is that it can allow the use of existing video encoding hardware and software, with only the
reconstruction of the two streams needed to be additionally processed.
4.2.2 Inverse tone mapping
Potentially useful to this second method is the notion of inverse tone mapping as described by
Banterle et al. [76], calculating the inverse of a tone mapping function and applying that to
an encoded image to produce an image with the original dynamic range. Such reconstructed
images, while they preserve range, introduce banding where the 255 values available in 8 bits
were not able to quantise gradients effectively.
Given such a reconstructed image, the extra stream which is encoded can be used to com-
pensate for the banding.
4.2.3 Existing formats
Mantiuk et al. described a system for encoding HDR video which followed the first course, in
that it allocated an 11-bit luminance bitstream to go with the regular 8-bit chroma bitstreams
(pre-chroma subsampling) [77]. A mapping function is provided to take a full range of real-
world luminance information into the 11-bit space. The method however encounters noise
artefacts caused by the discrete cosine transform interacting poorly with high in local dynamic
range blocks, and so a second bitstream is also present as well as a higher bitrate video stream, in
order to perform block edge corrections. This method is weakened further by the lack of wide
support for 11-bit H.264 encoders.
A commercial method was proposed by goHDR [78] in 2011. It operates according to
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the second generic model, whereby it extracts a base frame of tone mapped luminance from a
high dynamic range image and uses it to produce by bilateral filtering an image containing the
edge data and chroma information. These two streams are then encoded with a regular H.264
encoder. As there are two video streams, the output video is larger than a regular low dynamic
range video, and the method is not backwards compatible.
HDR imaging allows the full range of lighting in a real world scene to be captured, stored,
transmitted and displayed. Dynamic range, in imaging, is defined as the ratio between the
brightest and darkest regions of detail captured within a single image. It is typically measured
in logarithmic units stops, which represent doublings of light intensity. Traditional imaging sys-
tems, so called Low Dynamic Range (LDR), also known as Standard Dynamic Range (SDR),
can capture and display about 8 stops. The Human Visual System through eye adaption can
perceive detail in scenes ranging from starlight to bright sunshine, and in a single scene about
20 stops with minimum adaption.
While LDR imaging systems use 8 bits of information to store the luminance and each of
the chrominance channels, HDR requires floating point numbers to represent the full range of
light in a scene. With 32 bits required per colour channel, i.e. 96 bits per pixel, a single High
Definition (1920× 1080) HDR frame requires 24 Mbytes. At a frame rate of 30 fps, a minute
of HDR video results in 42 GBytes of data, compared to just 9 GBytes for a minute of LDR
data. Efficient data formats and compression techniques are thus essential in order to cope with
the large data requirements of HDR data on existing infrastructures. Several pixel formats have
been proposed to represent HDR pixel values, including shared exponent RGBE encoding used
in the Radiance image format [79] and LogLuv encoding used in a custom HDR version of
the TIFF images [80]. They are not, however, sufficiently efficient to be adopted as a standard
for HDR pixel representation. Currently, the most widely used file format for individual HDR
frames is OpenEXR.
Developed for the movie industry, OpenEXR has been released as free software under a
modified BSD license, with the most recent release appearing in August 2014 [81]. OpenEXR
is not, however, suitable for the representation of HDR video as sequences must be stored as
discrete frames - without any form of inter-frame compression.
A number of consumer camera systems already claim to provide HDR video, such as the
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mobile phone cameras in the Sony Xperia series and the Samsung Galaxy S6. While these
cameras may capture a wider dynamic range, the data is only available as tone mapped LDR
footage. Tone mapping is a means of attempting to preserve the perceived contrast in a scene
within the constraints of an LDR infrastructure. A wide variety of tone mapping operators
(TMOs) have been proposed (see Banterle et al. (2011) [4]). The majority of these have been
for static images, but more recently a number of TMOs for HDR video have been proposed
which take into account potential temporal artefacts [82, 83]. When it comes to displays, most
are currently LDR, although a commercialHDRdisplay, the SIM2HDR47ES6MB, capable of
displaying a peak luminance of 6,000 cd/m2 is available [74]. Where the dynamic range of the
display matches that of the delivered lighting, the images can be displayed in a straightforward
manner [71]. If this is not the case then the images can be simply clipped to the lower dynamic
range, or preferably tone mapped to provide an enhanced viewing experience on the traditional
display.
4.2.4 End-to-end HDR pipeline
Users are continuously demanding improved realism and quality of captured and displayed im-
ages. HDR imaging captures and delivers the actual light present in a real world scene. By faith-
fully representing the wide range of intensities that are present in the scene (indeed, potentially
more than the human eye can see), HDR imaging is scene-referred rather than display-referred,
encompassing in theory all future imaging systems intended for the human eye.
4.2.5 Capture
Well known techniques of HDR imaging use multiple exposures with different exposure times
to create a static HDR image [84]. This static approach fails when objects move causing ghost-
ing artefacts. To minimise artefacts and still capture a large dynamic range, dedicated HDR
video systems use, for example, multiple sensors with the same integration time through a single
lens [85, 86].
The Kennedy Space Center (KSC), together with goHDR and the University of Warwick,
has recently undertaken a detailed evaluation of the dynamic range of 18 camera systems (in-
cluding different modes of the same camera) they have been using to record rocket launches,
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including the ARRI Alexa in two modes and a Canon 5D system derived from the work dis-
cussed in Chapter 6 [87].
4.2.6 Manipulation
Manipulation includes applications such as colour grading, post production, image-based light-
ing and scene analysis. We can distinguish between off-line processes for cinematographic or
pre-recorded TV content and real-time processes for live transmissions. Off-line processes are
done in general by using commercial editing tools such as DaVinci Resolve from BlackMagic,
The Foundry’s Nuke, etc. For real-time HDR video manipulation, there are GPU based solu-
tions that offer half-float, single-float or 16-bit integer data manipulation resources. OpenCV
includes GPU functions while Halide [88] provides a novel approach as a functional language
that targets different compilers including CUDA and OpenCL. VicomTech showcased its first
prototype for live HDR video manipulation, named Tebas, in the Futures Park section of the
NAB 2014 exhibition. In this system, the captured material was captured and pre-processed by
goHDR’s Flare HDR video system. It was then processed and mixed by Tebas before finally
being displayed on a SIM2 monitor [15].
4.2.7 Encoding, storage and transmission
As discussed above, a key problem with HDR video systems is the amount of data that is
generated. Efficient data formats and compression techniques are thus essential in order to cope
with the large data requirements of HDR video data on existing infrastructures. Reducing the
volume of digital data benefits areas including, but not limited to: a reduction of transmission
channel bandwidth; a decrease of the buffering and storage requirement; and a reduction of
data-transmission time at a given rate.
HDR video compression may be classified as one-stream or two-stream [13]. The one-
stream approach utilises a single layer transfer function to map the HDR content to a fixed
number of bits, typically 10 to 12 [77, 89, 90, 91, 92]. While it is true that many scenes do
contain a dynamic range of lighting that is sufficiently low to be adequately contained within a
limited number of bits, there are many others for which 10 or even 12 bits may be insufficient
[13].
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In a two-stream method the encoder has one input HDR video and two bit streams as an
output [93, 94, 95, 96]. These streams can consist of (1) a standard compliant bit stream, for
example HEVC Main 10, H.264 etc. and (2) one another stream corresponding to additional
data to reconstruct HDR video (which can also consist of a standard bit stream) or metadata
(if so desired). When combined these streams reproduce the full HDR content with minimal
(or indeed no) perceptual loss. A process flow diagram for a generalised two-stream method is
shown in Figure 4.2.
Renderer HDR Encoder
Video Encoder
Video Encoder
Server Client
GPU
Decode HDR 
Display
LDR 
Display
Tonemap
Figure 4.2 – Flow chart for two-stream HDR transmission method.
One-stream HDR video compression methods take advantage of the higher bit depth en-
codings possible using ofmodern encoding standards, typically 10-bitHEVC [97], to transform
a single HDR video input stream into a single compressed stream using a transfer function [13].
In SMPTE ST2084 [98] this transfer function is the PQ curve [91], while ARIB STD-B67
[99] uses Hybrid Log Gamma (HLG) [92]. A Power Transfer Function (PTF) is a one-stream
HDR video compressionmethod that uses a power function, similar to the well-knownGamma
function used in traditional, Low Dynamic Range (LDR) video. This has been shown recently
to produce high quality HDR video compression very efficiently for a value of γ = 4 [100]. In
Chapter 7 and Chapter 8 ST2084 is used as the method of HDR video compression.
4.3 Summary
HDR video, which is becoming commonplace in consumer electronics, represents one of the
high-fidelity imaging frontiers which is discussed further inChapter 6, Chapter 7 andChapter 8.
Chapter 6 discusses the implementation of a platform for streaming HDR video, which is util-
ised in the subsequent chapters.
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Chapter 5
Research Focus &Methodology
It would, without doubt, seem odd to a mathematician to go about to convince him the
diagrams he saw upon paper were not the figures, or even the likeness of the figures… in
this science the reasonings are free from those inconveniences which attend the use of
arbitrary signs, the very ideas themselves being copied out and exposed to view upon
paper.
—George Berkeley, An Essay Towards a NewTheory of Vision
The forthcoming chapter contains a discussion and critical assessment of the techniques
for the capture, transmission, storage and display of imagery described thus far, and as concerns
rendered computer graphics. A specific focus will be placed on the ability to incorporate new
and emerging imaging technologies, as in Figure 5.1, which shows the different technologies
applicable to each stage of the video capture-to-display pipeline. In light of the overview given
of the area, a research question, methodology and objectives will be presented.
5.1 Assessing existing approaches to future imaging technologies
The common thread amongst the technologies and techniques for image display discussed in
the previous chapters is that the nature of the stored and transmitted image is changing across
multiple dimensions. The future display technologies, incorporating both traditional viewing
screens as well as head-mounted displays and other virtual reality methods, are constantly broad-
ening in approach and capabilities. HDR screens are now coming to market commercially, of-
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fering screen brightnesses of up to 1000 nits [73], while for head-mounted displays pixel density
is rapidly increasing, approaching or surpassing the display resolutions of mobile phone screens
or broadcast TV streams. Figure 5.2 shows a matrix of imaging technologies and their inter-
section with the requirements of HMDs. Other sectors such as 360° video capture and storage
have gained renewed interest and research through proximity to VR. All these concepts and
more must be accommodated for in capture, processing, storage and display. Streaming, the
focus of this thesis, amalgamates aspects of each of these stages, in that that the content to be
streamed must be captured and processed in real time, then stored in the form of data packets
to be transmitted before display.
In the following sections there will be a brief analysis of the state of the art in these areas,
each one a representative area of high-fidelity imaging, to allow reflection on where there is
work yet to be covered. With this presented, a roadmap will be assembled for the chapters of
this thesis to be placed in context with their underlying motivation.
5.1.1 High dynamic range video processing
The field of HDR video research has greatly advanced in recent years with the advent of com-
mercially available 10- and 12- bit video encoders, such as H.265 [102] and VP9 [103], and the
standardisation of methods of packing HDR video for use with these. Where previously efforts
in the compression of HDR video were restricted by the use of inefficient reference software for
encoding and decoding, available software and hardware has now been made available which,
through freely available high bit-depth encoders such as x265 [104], obsolete more impractical
Capture DisplayStorage / Transmission
High-fidelity imaging technologies
HDR
4K
High frame rate (HFR)
360°
High-fidelity rendering
Storage
Streaming
HDR
HFR
360°
Metadata images (e.g. depth, geometry)
HFR
VR
360°
HDR
4K
Stereo
Figure 5.1 – The range of incoming technologies to accommodate with new imaging tech-
niques, at every stage of the video pipeline.
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Figure 5.2 – Some current and future technologies available in standard displays will present
opportunities for HMD research in the near future. Meanwhile, some technical challenges
are unique or specific, e.g. the enhanced importance of stereo imagery for HMDs.
methods and enable the efficient use of simple curves for encoding the full range of data, if
possible. These standardised methods include SMPTE ST2084 [98] and ARIB STD-B67
[99].
Parallel to the development of these encoding methods, advanced generic libraries for the
use of GPGPU work have become widely supported. OpenCL in particular is available across
a range of both desktop and mobile devices. GPGPU presents a particular opportunity in the
area of HDR video processing because GPU hardware is well adapted to handling full-range
or half-range floating point images, required to correctly handle HDR data.
To match these efficient new techniques for video encoding it is therefore useful to conceive
of a flexible new platform within which the encoding methods can be implemented, evaluated,
tested and applied entirely within a GPU. To this end, there is an opportunity to develop a
platform for processing full-range floating point images on a GPU, as a means of implementing
various HDR video encoding methods.
5.1.2 Remote rendering
Existing methods of remote rendering, especially commercial solutions, focus on either real-
time raster engine performance, such as in commercial remote gaming systems, or else in high-
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latency systems for high-fidelity graphics. The issue is that high-fidelity graphics, when attemp-
ted in near real-time, produce high-noise images which encode poorly. This poor encoding
quality is (of course) counter-productive to the intended high fidelity. There is therefore scope
for a streaming system specific to high fidelity graphics which accommodates these particular
technical challenges.
5.1.2.1 Streaming metadata buffers alongside rendered images
When the aim is to produce multiple viewpoints, or otherwise manipulate a high-fidelity image
with information specific to the rendered scene, metadata sent alongside the images can be
extremely useful. The typical example, as described by Herzog et al. [38], is streaming depth
information to facilitate the use of a history buffer, but it is also possible to stream surface
normals, an albedo map, a set of motion vectors, and any other per-pixel metadata capable of
being produced.
5.1.2.2 Efficient encoding of information rendered using ray tracing
The question of lossy encoding wasting information which significant computing time was re-
quired to generate is a difficult one. To some degree, the two goals are directly contradictory.
The ideal solution to this is to have the renderer aware of the video encoder’s parameters and
capable of avoiding areas likely to be compressed or capable of fitting the render directly to an
output amenable to the encoder. This is extremely difficult though, and requires heavy integra-
tion between a renderer and an efficient video encoder in a way which prevents using standard
video encoders, into which significant work and research have been made. A significant work
towards this idea is Render2MPEG [59], but the utilisation of the MPEG-2 codec in that
paper has lost pace with the uptake of the H.264 and H.265 codecs for internet streaming.
5.1.2.3 High dynamic range streaming and graphics
Future-orientated remote rendering must now consider the issue of remote rendering of HDR
content. It is possible that, with knowledge of the curve used for encoding the HDR informa-
tion, further accommodations could be to fit the HDR content coming out of the render into
encoded video. For example, regions of the image which turn out to be above or below the dy-
55
namic range capable of being encoded could be de-prioritised, or the level of noise acceptable in
dark regions could be dynamically adjusted according to the current display parameters [105].
5.1.3 Low latency streaming for virtual reality
The question of low latency, already important in remote rendering to provide a useful experi-
ence to the end user, is pushed to the forefront in remote rendering for virtual reality displays
such as HMDs. Where a variable level of frame rate as low as 15 may be considered acceptable
in a regular remote rendered display, a HMD requires a smooth image at as much as 75 frames
per second to avoid inducing motion sickness in the user [9]. To this end, it is imperative that
the client software be able to respond to head movement even outside of the response of the
server - and indeed popular commercial offerings such as the Oculus Rift detect when the soft-
ware being used has not displayed a new frame in time and update the display with simulated
head movement.
5.1.3.1 360° video streaming for stereo virtual reality
360° video, which has achieved success in parallel to virtual reality HMDs, presents an attractive
compromise for streaming images to them. As a video format which contains a full sphere of
captured image data, 360° video can from a software counterpart to HMD technology. As every
image possesses a full view, by mapping the stored video to a sphere any head movements which
only change the view can be accommodated without the production of a new image, so long
as there is no internal movement within the scene. Rendered graphics for HMDs using raster
engines typically draws the projected geometry straight into the HMD viewport, but can be
adapted to draw a full 360° view in various projections [46]. The downside to this approach is
that either a larger, more detailed image must be rendered (and as such at a slower rate) than a
single perspective, or else the quality will be hit as the majority of information in the generated
image is no long presented on screen. In addition, a projectionmust be used tomap the spherical
image to the typically square or rectangular rendered video, disconnection the idea of the pixel
from that of a square region.
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5.1.3.2 Stereo streaming for virtual reality
Stereo, despite several popular resurgences, has never been a fixture of desktop consumer dis-
plays. With HMDs, however, it is essential to provide a realistic experience even on a level as
basic as allowing the user to perceive depth when operating motion sensible controls. Didyk
et al. [69] proposed a system for generating a stereo pair based on reprojection, but for single
perspective viewpoints. Stereo imagery greatly complicates the use of 360° video, as the gen-
eration of a 360° image presupposes a single point of view onto the scene. 360° video players
generally offer the user two fixed viewpoints within a single projected sphere to at least maintain
an expanded field of view within the 360° environment, but depth perception is lost and objects
within the scene will be perceived as stretched or warped where they ought to dis-occlude.
5.1.3.3 Server/client cooperation in virtual reality
As discussed above, the operation of a HMD is a resource intensive process. With this in mind,
it is useful to consider the category of clients operating a remote rendering system which may
have well performing graphics hardware, even if real-time high fidelity graphics are not possible.
A system is conceivable in which a reasonable quality image is rendered in real-time on the client,
then overlaid from the server end with a high-fidelity rendering which is constantly updated
while in view.
It is an unnecessary cost in resources at both the server and client devices to have underused
capacity for computation on client device. It is the purpose of intelligent compensation and
prediction methods to strike the most efficient possible balance between the two, which will
necessarily vary between classes of client (e.g. smartphones, workstations) and also between
clients of differing age and capability.
5.2 Research question
Summarised into a single research question, which this thesis will attempt to answer, we can
consider the problem at hand as follows:
• How can we adapt our methods for capture, transmission, storage, presentation and most
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importantly streaming of image data to the challenges presented by incoming technolo-
gies for more detailed imaging, both on existing displays as well as in virtual reality?
5.3 Research methodology
In light of the areas highlighted in this section, this research attempts to make foray into filling
the gaps across a number of future display problems. As the research develops organically, tools
produced for one purpose are adapted to solve problems in other areas. This structure is shown in
Figure 5.3. The framework constructed initially to aid in the real-time capture and transmission
of HDR video is adapted first to produce metric results for the evaluation of that system for
HDR, then to both enable and measure the performance of the subsequent proposed methods
for remote rendering and virtual reality.
HDR video encoding
HDR video capture
Real-time HDR streaming
Streaming rendered graphics
Graphics rendering
Streaming HDR rendered graphics
Reprojection for HMDs
Virtual reality display 
(HMDs)
360° Streaming for HMDs
Chapter 6 Chapter 7 Chapter 8
HDR Remote Rendering Virtual Reality
Figure 5.3 –The work in the thesis is structured into three primary branches. The first branch
concerns HDR display, encoding and transmission. From here the work progresses to looking
at hybrid remote rendering systems incorporating HDR encoding, and then the final section
of work concerns virtual reality and HMDs.
This framework is developed as an approach to accelerating HDR video encoding using
methods of GPGPU. Specifically, the OpenCL platform is chosen for its ability to measure
GPU performance directly against CPU performance using the same code-base. Once video
encoding is complete, a system is constructed to capture HDR video in real time and transmit
it using first two cameras in a specialised rig, and then a single camera which is configurable
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per-frame.
As almost all rendered imagery is naturally HDR in origin, rendered images present a spe-
cial and significant case for HDR encoding and transmission. With this in mind, the research
moves into looking at adapting existing methods of remote rendering, utilising depth and geo-
metry buffers, to HDR encoding and HDR display. This system is evaluated on a basis of band-
width, quality and performance against both its LDR predecessors and other intuitive methods
of streaming HDR rendered imagery.
Subsequently, this technique will be expanded both at the server end, adapting it to generate
and transmit 360° video, and at the client end, adapting the client to present the rendered image
projected again to form a stereo view on a HMD.This thesis will propose a novel system using
a free view client generated depth image to allow full stereo view 360° using reprojection. This
systemwill be evaluated using objective image qualitymetrics for both LDR andHDRmethods,
broken down by component to present an image of the quality loss in each stage. The computing
performance will be analysed on a standard workstation computer and the total performance
will be assessed using a pre-rendered ’real-time’ set of images to simulate having a real-time
rendering supercomputer.
5.4 Research objectives
The objectives of this thesis are:
• To develop a framework through which HDR video can be analysed and processed in
real-time.
• To develop a novel adaptation of existing remote rendering techniques to HDR video.
• To develop a novel approach to streaming high-fidelityHDRgraphics to aHMD through
reprojecting 360° spherical video.
5.5 Summary
In this chapter, techniques for the capture, transmission, storage and display of imagery, in-
cluding HDR content, have been critically assessed. In light of this critique, the following
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chapters will present the research performed in the course of this research, which explores these
opportunities for further discovery.
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Chapter 6
HDRVideo Streaming
Thus, when the rays of the sun falling on the surface of water are reflected into our eyes,
we imagine the sun as if it were in the water, though we are aware of its real position.
— Baruch de Spinoza, Ethics
This chapter describes an end-to-endHDRpipeline for capturing, encoding and streaming
high-definitionHDR video in real-time using off-the-shelf components. All the lighting that is
captured by HDR-enabled consumer cameras is delivered via the pipeline to any display, includ-
ing HDR displays and even mobile devices with minimum latency. The system thus provides
an integrated HDR video pipeline that includes everything from capture to post-production,
archival and storage, compression, transmission, and display. This chapter also presents the
development of a GPGPU framework for the management and manipulation of HDR video,
incorporating capture, transmission, encoding and display. This will form the cornerstone of
the work in the subsequent chapters, as a platform more generally for performing arbitrary
operations on per-frame imagery.
6.1 Commodity HDR video
There has not yet been an integrated pipeline that includes everything from capture to pro-
cessing, storage, compression transmission and display in HDR [107].
In an end-to-end HDR pipeline, the full range of light in a scene, captured by an HDR-
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enabled consumer camera, is delivered across the pipeline where it can be directly displayed on
an HDR display, such as the SIM2. If there is no HDR screen available, the image can be tone
mapped for display on a traditional LDRmonitor, includingmobile device displays. In addition,
because the full range of light captured is preserved for every pixel along the entire pipeline to
the display (so called true HDR), it is possible to modulate the exposure of each individual
pixel, either automatically or by the user, to show detail in the scene that might otherwise not
be visible. The viewer can adopt an active attitude, engaging with the video to dynamically alter
the exposure of the entire scene, or a window within the scene. For example, as Figure 4.1
shows, the user is able to choose the exposure around the goal area to be able to see the goal as
it scored, even when this is in bright “sunshine”.
While partial HDR pipelines have previously been described [108], and shown at events
such as IBC 2011 and IBC 2013 by goHDR and also subsequently at NAB 2015 by companies
such as Dolby, the goal of the system presented in this thesis is to provide HDR video on
commodity devices at HD resolution and at a frame-rate comparable with that of commercial
LDR systems. In addition, this HDR pipeline is the first to incorporate real-time compression
and streaming.
To ensure the wide embrace of HDR video, it has to be affordable and thus available for
“every-day” use.
6.1.1 HDR-enabled consumer cameras
Magic Lantern (ML) is free software that improves the functionality of a range of CanonDSLR
cameras [109]. In particular, ML provides a firmware patch which was capable of alternating
the ISO exposure setting of a Canon 5DMark III on a frame-by-frame basis. We adapted this
firmware to perform the alternating exposures in real-time over the camera’s HDMI interface.
A Blackmagic capture card was used to input the stream of alternating exposures into a com-
puter where a GPU based HDR merging algorithm combined the alternating exposures into
single HDR frames. Deghosting methods, such as Ramírez Orozco et al. and Granados et al.
(2013) [110, 111], are necessary to minimise any ghosting artefacts. As the results from the
Kennedy Space Center shown in Figure 6.1 demonstrate, a single Canon 5D Mark III under
this technique is capable of achieving 14 stops. While this is not true HDR, which is defined
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by EU COST Action IC1005 [112] and MPEG [113] as > 16 stops, it is still a considerably
wider range than the ~8 stops from off-the-shelf LDR cameras.
Table 6.1 – Evaluation of HDR video systems.
Camera -Mode Stops, 0.5 RMSNoise Native ISO Vendor Spec.
ARRI Alexa - Log C 13.9 800 14.0
ARRI Alexa - Rec. 709 11.8 800 N/A
Canon 5D Mk. 3 - (ISO 400/1600) 11.4 100 8.0
6.1.1.1 Case study: Capturing a rocket launch in HDR
In 2013 the Advanced Imaging Lab (AIL) of the Kennedy Space Center was tasked with ex-
ploring current and emerging imaging technologies to help improve capture and display of all
aspects of the US space program. In particular AIL wanted to evaluate HDR video perform-
ance while concurrently imaging the bright engine flame and the shadow areas of an Atlas 5
rocket launch, which current imaging technology is incapable of doing resulting in substantial
areas that are under- or over-exposed.
As part of this research, an experimental HDR camera system was taken to film a launch in
July 2013. As the dynamic range in a rocket launch is a lot brighter than 14 stops, twoCanon 5D
Mark IIIs, chosen for the availability of the Magic Lantern firmware, were mounted “bottom-
to-bottom” using a special mount, as seen in Figure 6.1a. As can be seen, rubber foam was
placed between the lenses to minimise vibrations. An additional challenge was that, for safety
reasons, the capture team was 3 miles from the launch site. A 400mm lens together with a
2× focal length extender was used for each camera. Figure 6.1b shows the capture in progress,
while Figure 6.1c shows a tone mapped frame of the launch. The Canon 5D Mark IIIs, each
using (different) alternative exposures, gave a combined dynamic range of approximately 18
stops. This was unfortunately not enough to fully capture all the detail in the flume of the
rocket as well as the surrounding scene.
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(a)Camera system used (b) Rocket launch (c)Frame (tonemapped for print-
ing) from the launch
Figure 6.1 – Images from the case study.
6.1.1.2 Second generation HDR video capture system
The experience with the rocket launch clearly showed (a) the need to be able to capture as wide
a dynamic range as possible, to ensure all the detail in the scene was subsequently available and
(b) the limitations of a two-camera solution. In particular, the two Canon 5DMark III system,
was cumbersome, easily moved out of alignment, and introduced parallax effects.
A second-generation commodity system was thus constructed using a small form factor
SDI camera, the Flare 2KSDI, shown in Figure 6.2. The chief advantage of this camera over
the Canon system was that the capture parameters could be programmed directly over a serial
interface, avoiding the dependency on specialised firmware and allowing the capture software to
set the exposure controls itself. This removed the need for user intervention and gave a “hands-
off ” HDR camera solution. In addition, the 10-bit SDI interface available from the camera
deliveredmore dynamic range to themerging algorithm, providing only a three-exposure merge.
The single HDR-enabled Flare system was measured as being capable of capturing 18.2 stops
by the Kennedy Space Center.
6.1.2 Real-time HDR video compression
In order to be able to compress and streamHDR video using commodity hardware a traditional
HDR video encoding method was adapted and accelerated to give the performance required.
The goHDR compression method [96] is well suited for acceleration as it exploits existing
high performance video encoders. The goHDR method, being a two-stream method, splits
the HDR video frame into 2 × 8-bit frames which can then each be fed into optimised CPU
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Figure 6.2 –The second-generation HDR system, implemented here with an FPGA to enable
remote deployment.
based video encoders such as x264 [114] or even take advantage of embedded hardware video
encoders present on many modern GPUs and in the SoCs (system of chips) present in high-
end mobile phones. Another advantage of using legacy video codecs is the ability to move the
compressedHDR video data through existing broadcast pipelines as well as via robust streaming
solutions such as HLS (HTTP Live Streaming) and RTSP (Real Time Streaming Protocol).
This means that the HDR data can be streamed over the internet using existing systems in order
to be displayed on any device, including mobiles.
Figure 6.3 – goHDR-classic HDR video compression method system architecture.
Figure 6.3 shows the block diagram for the system architecture used for goHDR-classic.
Themethodwas originally designed for CPU computation and therefore a number of operations
needed to be adapted for use in a parallel, GPU based implementation, in order for real-time
compression and streaming to be achieved. As Figure 6.3 shows, most of the method proved
suitable to pixel-independent processing using GPU kernels. As Figure 6.4 shows, the bulk of
the time spent on the GPU was taken up by the bilateral filter, which makes multiple image
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memory reads, and so the bulk of the optimisation effort was spent on the bilateral and averaging
stages of execution.
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Figure 6.4 – Preliminary average kernel timings over 150 runs of the different stages of pro-
cessing in the goHDR method, highlighting the major contribution of the bilateral stage.
6.1.2.1 Pixel data intake
Pixel data is taken from the input source and transmitted directly to the GPU as quickly as
possible, making use of the OpenCL ‘pinned memory’ technique for direct transfer from system
memory to GPU memory.
6.1.2.2 RGBA conversion kernel
TheHDR RGB 32-bit floating point data was expanded to RGBA data for improved perform-
ance via a novel kernel which packs three channel image data into a four channel buffer, then on
a parallelisable basis expands it to the native four channel format required by OpenCL. While
RGB data can be converted at speeds up to real-time on the CPU, this method provided a
significant reduction in overall system latency.
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6.1.2.3 Luminance kernel
The luminance was computed via per-pixel convolution with the Rec. 601 luminance primaries
as follows:
Y = 0.299 ·R+ 0.587 ·G+ 0.114 ·B (6.1)
6.1.2.4 Bilateral filter
Subsequently an optimised ‘star’ bilateral filter was applied, as show in Figure 6.6. This star bi-
lateral filter, which operates in a series of decomposed loops, is an optimised combination of the
separable bilateral filter and the box bilateral filter [35, 115], as shown adapted for the GPU in
Figure 6.5. It is designed to scale linearly with the size of the sample window instead of quadrat-
ically, as shown in Figure 6.7. The slight loss in precision, < 0.5 PSNR in compressed footage
was considered acceptable for the ≈ 82% average gain in performance (see Table 6.3) which
enables pipeline to achieve real-time performance. A variant of the bilateral filter was tested
which utilised OpenCL local memory, but proved inferior to the spatial caching performed by
the OpenCL image types.
6.1.2.5 Metadata generation
The filtered luminance is used to compute a number of statistics from the frame to aid com-
pression. These include the minimum, maximum, average and harmonic mean values. In order
to efficiently calculate single values for each frame a mip-mapping, pyramid-like scheme was
used as shown in Figure 6.7c. Such a scheme removes the need for a costly copy of the image
from GPU memory back to system memory and also avoids the use of GPU atomic variables
which are a significant performance bottleneck. The code was originally tested with the final
iterations, where the image being downsampled would be small, being transferred to the CPU.
This proved less efficient than remaining on the GPU and only reading out the final result, as
shown in Figure 6.3
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__kernel void bilateral(read_only image2d_t input, write_only image2d_t
output, float sigmaS, float sigmaR, int halfWindow) {
const sampler_t sampler = CLK_FILTER_NEAREST
| CLK_NORMALIZED_COORDS_FALSE
| CLK_ADDRESS_CLAMP_TO_EDGE;
const int2 size = get_image_dim(input); // Image size
int2 q, p = (int2)(get_global_id(0), get_global_id(1));
if (p.x <= size.x && p.y <= size.y) {
const float ip = read_imagef(input, sampler, p).x;
float sum = 0.0f, norm = 0.0f;
const int2 start = (int2)(p.x - halfWindow, p.y - halfWindow), end =
(int2)(p.x + halfWindow, p.y + halfWindow);
for (q.y = start.y; q.y <= end.y; ++q.y) {
for (q.x = start.x; q.x <= end.x; ++q.x) {
if (q.x >= 0 && q.y >= 0 && q.x <= size.x && q.y <= size.y) {
float iq = read_imagef(input, sampler, q).x;
float2 space = (float2)(p.x - q.x, p.y - q.y);
float gs = exp(-sigmaS * (space.x*space.x + space.y*space.y));
float range = ip - iq;
float gr = exp(-sigmaR * (range*range));
float factor = gs * gr;
sum += factor * iq;
norm += factor;
}
}
}
const float out = sum / norm;
write_imagef(output, p, (float4)(out, out, out, out));
}
}
Figure 6.5 – A standard bilateral filter, implemented in OpenCL.
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__kernel void star_bilateral(read_only image2d_t input, write_only image2d_t
output, const float sigmaS, const float sigmaR, const int halfWindow) {
const sampler_t sampler = CLK_FILTER_NEAREST | CLK_NORMALIZED_COORDS_FALSE
| CLK_ADDRESS_CLAMP_TO_EDGE; // An unnormalised OpenCL image sampler.
const int2 size = get_image_dim(input); // Image size
int2 q, p = (int2)(get_global_id(0), get_global_id(1));
if (p.x <= size.x && p.y <= size.y) {
float ip = read_imagef(input, sampler, p).x;
float sum = 0.0f, norm = 0.0f;
sum += ip;
norm += 1.0f;
q = p;
for (q.x = p.x - halfWindow; q.x <= p.x + halfWindow; ++q.x) {
if (q.x >= 0 && q.x <= size.x && q.x != p.x) {
float iq = read_imagef(input, sampler, q).x;
float2 space = (float2)(p.x - q.x, p.y - q.y);
float gs = exp(-sigmaS * (space.x*space.x + space.y*space.y));
float range = ip - iq;
float gr = exp(-sigmaR * (range*range));
float factor = gs * gr;
sum += factor * iq;
norm += factor;
}
}
Figure 6.6 – The star bilateral convolution kernel. sigmaS and sigmaR are sigma variables
following the bilateral filter as in Tomasi and Banduchi [35]. halfWindow is a half window
size.
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q = p;
for (q.y = p.y - halfWindow; q.y <= p.y + halfWindow; ++q.y) {
if (q.y >= 0 && q.y <= size.y && q.y != p.y) {
float iq = read_imagef(input, sampler, q).x;
float2 space = (float2)(p.x - q.x, p.y - q.y);
float gs = exp(-sigmaS * (space.x*space.x + space.y*space.y));
float range = ip - iq;
float gr = exp(-sigmaR * (range*range));
float factor = gs * gr;
sum += factor * iq;
norm += factor;
}
}
for (q.x = p.x - halfWindow, q.y = p.y - halfWindow; q.x <= p.x +
halfWindow; ++q.x, ++q.y) {
if (q.x >= 0 && q.y >= 0 && q.x <= size.x && q.y <= size.y && q.x !=
p.x) {
float iq = read_imagef(input, sampler, q).x;
float2 space = (float2)(p.x - q.x, p.y - q.y);
float gs = exp(-sigmaS * (space.x*space.x + space.y*space.y));
float range = ip - iq;
float gr = exp(-sigmaR * (range*range));
float factor = gs * gr;
sum += factor * iq;
norm += factor;
}
}
Figure 6.6 – The star bilateral convolution kernel (cont).
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for (q.x = p.x + halfWindow, q.y = p.y - halfWindow; q.x >= p.x -
halfWindow; --q.x, ++q.y) {
if (q.x >= 0 && q.y >= 0 && q.x <= size.x && q.y <= size.y && q.x !=
p.x) {
float iq = read_imagef(input, sampler, q).x;
float2 space = (float2)(p.x - q.x, p.y - q.y);
float gs = exp(-sigmaS * (space.x*space.x + space.y*space.y));
float range = ip - iq;
float gr = exp(-sigmaR * (range*range));
float factor = gs * gr;
sum += factor * iq;
norm += factor;
}
}
float out = sum / norm;
write_imagef(output, p, (float4)(out, out, out, out));
}
}
Figure 6.6 – The star bilateral convolution kernel (cont).
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6.1.2.6 Sigmoid tonemapper
The filtered luminance is then tone mapped using an invertible tone mapper [76] adapted for
storage, rather than for a particular display characteristic, in order to store the full range of
luminance in the frame.
6.1.2.7 Chroma encoding
The chrominance and residual luminance samples are then passed into a second 8-bit integer
image [78].
6.1.2.8 Passing data fromGPU to a codec
The two frames are then withdrawn from the CPU and converted from 32-bit floating point
to 8-bit integers with a clamp, then are passed to two individual video encoders, in this case
H.264, for compression. They can then be transmitted either as two discrete video streams in a
single container, or else as a double-sized frame.
6.1.2.9 Implementation
The GPU implementation was written in OpenCL as the implementation is cross-platform.
This has the key advantage that the method can be ported to other platforms, including FPGAs
and mobile devices in a straightforward manner. Each stage in Figure 6.3 was implemented as
a single OpenCL kernel. The blocks which remain in system memory are data transfers back
down to system memory, for transmission or storage.
6.1.3 HDR video on commercially available displays
As discussed earlier, although commercial HDR displays such as the SIM2 are available [74],
for the foreseeable future the majority of HDR video content will be viewed on LDR displays,
including mobile devices and emerging 10-bit LDR displays capable of up to 1,000 cd/m2 peak
luminance. A dedicatedHDRVideo Player was thus developed to provide an enhanced viewing
experience of HDR content even on such LDR displays. Capable of running on a wide range
of platforms, including Android and iOS mobile devices, this player (see Figure 6.8) has the
following functionality:
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(a) Box bilateral filter with half
window size of 5.
(b) Star bilateral filter with half
window size of 5.
(c) Optimised method of image
statistic calculation based on mip-
mapping.
Figure 6.7 – (a) & (b) The box and star methods of bilateral filtering showing sampled pixels
in green surrounding the filter target in red. (c) Using this method multiple statistics can be
generated for the entire frame in a parallel fashion.
• Support for a wide range of LDR and HDR video formats and image sequences.
• The ability to select the display device as LDR, SIM2 or newer 10-bit displays with an
HDR transfer function.
• A choice of tone mapping operators to suit display and content, including a logarithmic
operator, the filmic TMO [116], and the Drago TMO [117]. Melo et al. proposed a
methodology for establishing the ideal TMO for a given viewing scenario [? ].
• The ability to select and display an exposure of the HDR scene.
• Windows-in-windows can be included and examined at different exposure values as
shown in Figure 6.8a and Figure 6.8b.
The player thus provides a viewer the opportunity for an interactive personalised experience.
If the dynamic range of the delivered footage is larger than that of the display a dynamic choice
of tone mappers can be selected, or the viewer can explore scene detail in the different exposures,
including setting an appropriate exposure for an object or part of the scene to ensure that the
associated detail can be clearly seen. This will allow, for example, the viewer to see their favourite
player, no matter what the lighting conditions of the actual scene are, or as Figure 6.8a shows,
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(a)HDR Video Player for Windows. (b)HDR Video Player for iOS.
Figure 6.8 – HDR Video Player. A separate window is created to enable detail to be seen
simultaneously in both the interior and exterior of the building.
the ability to simultaneously watch a person in a lit room of a building at night as well as one
on the outside.
6.2 Methodology
6.2.1 Scenes used
Six HDR video sequences of 150 frames in the uncompressed PFM format were chosen as
the test footage for this experiement. The sequences, shown as thumbnails in Table 6.2, were
selected to represent a range of HDR video test cases:
• CGRoom: Fully CG footage of a barrel falling off a shelf in a dark room with a single
swinging bulb.
• Welding: Indoor footage shot using the Spheron HDRcam, a prototype HDR camera
utilising beam splitters. The footage depicts arc welding in a high-contrast environment.
• Tears of Steel [118]: A mix of live-action and CG footage made available by the Blender
Foundation.
• Seine [119]: Professional-quality footage provided by Technicolor for HDR evaluations.
The footage depicts a riverboat hung with bulbs moving down the river Seine.
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• Jaguar: Slow footage, shot using a dolly, showing the interior and exterior of a classic car.
• Mercedes: An outdoor pan past a car in direct sunlight.
Except where cited, the footage was produced internally.
6.2.2 Test hardware
The results were calculated using an Intel i5-3570K CPU and a Geforce GTX 750 Ti graphics
card, to demonstrate the performance of mid-range commodity computing hardware.
6.3 Results
This section presents the performance results obtained with our commodity end-to-end HDR
video pipeline.
For real-time performance in a pipeline the requirement is for each stage of processing to
introduce as little latency as possible. At the very least, the latency must equate to a processing
frame-rate equal or greater than the target rate of the video (typically between 24 and 30 frames
per second). Any improvement above that figure will reduce the overall latency of the system
but is not essential.
In Table 6.3a the latency incurred by the proposed HDR video pipeline described above
is measured, both running on a CPU and subsequently a GPU. Furthermore, the method is
evaluated separately for both the box bilateral and star bilateral filters described above, as well
as a control evaluation in which no filtering is performed. From these results it is clear that the
bilateral filtering represents the bulk of the processing time in the method, and that the use of
the star bilateral filter allows real-time 30fps performance to be achieved when a GPU is used.
These results are also presented in terms of overall frame-rate in Figure 6.9. This graph shows
that, as expected, performance measured between sequences is roughly equivalent for sequences
of the same resolution. The Tears of Steel sequence, which has a smaller resolution, has faster
results.
Figure 6.10 shows an average calculation of the PSNR metric under the three filter options
in the previous graph, from the results in Table 6.3a. The quality of the image output from the
HDR encoding section of the system is shown to be minimally affected by the choice of filter.
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Table 6.2 –HDR video sequences used for evaluation. Each sequence consisted of 150 frames.
Name Image Resolution
Dynamic
Range (Stops)
(a) CGRoom 1920× 1080 27.81
(b) Welding 1920× 1080 25.4
(c)
Tears of Steel
[118]
1920× 800 24.9
(d) Seine [119] 1920× 1080 25.2
(e) Jaguar 1920× 1080 30.6
(f ) Mercedes 1920× 1080 30.6
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As no subsequent video encoding occurs in this test system, the benefit of the bilateral filter to
the process overall is not demonstrated.
Figure 6.11 demonstrates that the schema detailed in Figure 6.7c for using the GPU to cal-
culate imagemetadata (average, maximum,minimum, harmonicmean) produces a performance
improvement, although even with the CPU schema (for averaging, with the bilateral filtering
still performed on the GPU) the system still provides performance of 25fps.
Table 6.3 – Per-frame latency incurred inHDR encoding with box bilateral versus star bilateral
implemented on GPU (a) and CPU (b), and the penalty incurred to quality (c).
(a)CPU Latency (Seconds)
CGRoom Welding Tears of Steel Seine Jaguar Mercedes
Box Bilateral 0.624 0.647 0.482 0.650 0.735 0.735
Star Bilateral 0.252 0.250 0.210 0.277 0.284 0.277
No Filter 0.072 0.073 0.079 0.101 0.099 0.097
(b)GPU Latency (Seconds)
CGRoom Welding Tears of Steel Seine Jaguar Mercedes
Box Bilateral 0.045 0.045 0.036 0.049 0.049 0.048
Star Bilateral 0.026 0.025 0.021 0.025 0.026 0.025
No Filter 0.013 0.013 0.010 0.013 0.014 0.013
(c) PSNR (dB)
CGRoom Welding Tears of Steel Seine Jaguar Mercedes
Box Bilateral 60.75 53.25 40.35 61.54 51.66 53.70
Star Bilateral 60.73 52.99 40.30 61.17 51.24 53.42
No Filter 60.92 54.93 39.81 60.47 50.32 51.98
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6.4 Summary
To achieve the full potential of the step change in image quality that HDR video provides, it
must be possible for a wide range of the population to be able to capture and display their own
HDR video content. State-of-the-art cameras, such as the ARRI Alexa and the Red Epic,
which can directly capture a wide dynamic range, and HDR displays, such as the SIM2 are
out of the price range of most consumers. This chapter has presented a complete end-to-end
HDR pipeline using off-the-shelf hardware. This integrated pipeline can include everything
from capture to post-production, archival and storage, compression, transmission, and display
in a straightforward manner. As the results show, it is possible to achieve real-time performance
along this entire pipeline and deliver the full range of HDR data to any display.
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Chapter 7
Streaming High Dynamic Range
Graphics
In simple optics, the ray directed from the radiating point to the illuminated point
arrives by the shortest direct path in the same medium.
—Gottfried Leibniz, Unicum Opticae, Catoptricae et Dioptricae Principium
Video streaming for HDR is naturally of interest within the context of remote rendering.
The rationale for this is that rendered graphics, especially high fidelity rendered graphics, are
typically generated in HDR, even if they are subsequently tone-mapped either for display or
for transmission. The nature of calculating the transportation of light within a scene is such
that accurate lighting information even beyond that which is presentable on the user’s display
is needed in order to compute subtle lighting effects such as reflections and refractions.
Remote rendering allows resources, such as supercomputers, computing clusters or cloud-
based computing providers, to be utilised from anywhere where there is a suitable internet con-
nection and a baseline capable client.
A key advantage of HDR CG content, compared to HDR content captured by an ima-
ging device (as discussed in Chapter 6), is that additional information regarding the generated
content is available at the rendering engine. This chapter investigates the exploitation of this
additional data, including knowledge of depth, geometry and motion to further increase the
performance of a state-of-the-art HDR video compression algorithm in the streaming of re-
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mote rendered graphics. Results produced show the significant benefits that such an approach
can achieve for remote rendering compared to compressing the generated HDR video stream
without these enhancements.
7.1 Rendering metadata
A rendering engine used to produce an image via ray tracing or some other high-fidelity graphics
production method necessarily has access to useful per-pixel metadata about the scene which
the image was produced from.
7.1.1 Depth map
Specifically, information about the objects in the scene can be accessed by producing a depth
map, in which each pixel value is the length of the ray cast to the primary object intersected.
7.1.2 Geometry buffer
Also easily available is normal map, which encodes information about the geometry of the scene
into a per-pixel format by taking the normal of the object at the point of intersection.
7.1.3 Motion flow
Slightly more complex, a mapping of scene motion can be produced by taking each of the
points of intersection and casting a ray back from the object not to the current camera, but to
the position of the previous camera. This gives coordinates, in screen-space, of the currently
displayed location in the previous rendered image. This can then be encoded as a difference,
producing an image of motion vectors: a warping from the previous image into the current one.
An issue occurs where objects are occluded or disoccluded within the previous or current
image. In this case, the warping will no longer be accurate to the objects currently in view.
To counteract this, it is necessary to encode with the motion vectors the length of the ray cast
back to the previous camera position; this information can be compared with a depth map of
the currently viewed scene, and where the depths are not within a certain tolerance (for this
chapter, the tolerance is < 0.1) the warped information can be discarded.
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7.2 Streaming metadata
Following Pajak et al. [39], in this chapter a method of remote augmented streaming developed
for rasterised graphics is adapted to high-fidelity path tracing rendering of HDR content.
The graphics renderer is adapted to produce, alongside a full-resolution graphical output,
several metadata buffers which are easily acquired from its regular function: depth, surface
normal, and motion flow. The renderer used is a path tracer and thus depth and surface normals
are produced as part of the ray tracing process.
Motion flow was generated by re-projecting the object coordinates backwards to the previ-
ous camera position, adding one more ray per sample.
These metadata buffers are then each taken through a compression schema. In this, edge
samples are taken using a Laplacian kernel and the results are thresholded to a particular level
of detail. These sparse samples are then separated into a binary map and a gapless block of data
values. The binary map is split into four interleaved images.
Each is subsequently encoded as a difference from the previous interpolated map using the
JBIG2 binary map encoder. The data samples are encoded, first with a generic predictor and
then with entropy coding.
Additionally, a regular set of samples is taken from the original buffer and this low resolution
image is encoded with the Paeth predictor [63] and entropy coding.
These extra regular samples aid in preserving gentle gradients within the metadata buffers.
These three frames, thus packaged, constitute the compressed metadata buffers.
7.2.1 Downsampled rendered image
At the same time, the full-resolution graphical output from the renderer is downsampled to
a quarter of its original size and encoded in a lossy fashion by a standard video encoder, for
example H.264. This video frame is packed alongside the compressed metadata buffers in a
standard container and streamed using standard video streaming methods.
At the client end, the bundle of information is unpacked into the video frame and the
metadata. The video frame is decoded by a standard hardware or software video decoder, while
the metadata is unpacked and the lossless aspects of the compression (binary encoding, pre-
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diction) are reversed. Left with a sparse set of samples, a push-pull upsampler [64] is used to
reconstitute these samples into a full image.
7.2.2 Push/pull expansion of edge images
The metadata images thus arrive at the client in the form of a compressed image composed of
regular samples, which is depended on for representing gradients and other gentle changes in
value, a blob of packed data representing the edge samples, and a binary map in JBIG2 format
showing their location in the image. To transform this information back into a full frame image,
a push-pull method is used. With the image of regular samples decoded and the edge sample
map brought out of JBIG2 and assigned its values from the packed data, this information is
placed into a full sized image at its corresponding pixel locations, with the edge samples (which
are more reliable) prioritised over the regular samples.
The image is then pushed downwards repeated, with the data following a fixed schema for
prioritising detail as described in Chapter 3. In addition, the Laplacian sign data, which was
encoded into the packed edge samples, is used to pick preference for contiguous edge blocks.
The pushes are limited to five steps, at which point - by virtue of the regular samples taken every
five pixels, at this point the downsized image cannot have any further gaps. At this point, the
image is ’pulled’ back up, with gaps in the larger images being filled with interpolated data from
the smaller images, with respect to the authoritative edge samples, until a full metadata image
is produced.
7.2.3 Adaptation to Path Tracing
The method as described in Pajak et al. [39] is prescribed for use with raster video engines,
where performance can be directly linked to shader passes over pixels and both depth and normal
buffers can be cheaply calculated. It is posited that the method could be adapted for path tracing
systems but the details of such an implementation are not provided.
7.2.4 Metadata-based upsampling
The rendered image frame, downsized for transmission, is now intelligently upscaled using a
fast multi-dimensional filter to scale the image [40]. In this method a multi-dimensional bilat-
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eral filter is used to perform an upscale which prioritises depth discontinuities and the edges of
objects in motion, via the depth metadata image and the motion metadata image. These discon-
tinuities are the most salient parts of each frame and, by keeping their edges at a high quality,
the quality of the final image is perceptually improved. Naïve upsampling techniques have to
compensate for their inability to know where definite edges by detecting edge algorithmically,
as with the simple bilateral filter. As the edges are known to the renderer, this can be avoided.
7.2.5 Reprojection
As our images are generated from a renderer rather than a camera, we have access to accurate
information about the image which is unavailable in other circumstances. We can quickly and
cheaply generate metadata about the scene from its geometry, such as depth, and from depth,
screen-space motion vectors. For the goal of generating stereo imagery, the left eye position
can be projected to the right eye position. The process of reprojection can be seen in Figure 7.2,
which shows an input image, two depth maps and a reprojected output. As well, the final image
in Figure 7.2 shows a regular samples of points in the original image with a line drawn to their
relocation in the second image, with a split between the two images in the background.
7.3 Adapted real-time response via spatial-temporal interpolation
A further development of this method utilises the temporal ‘history buffer’ as described by
Herzog et al. [38], but instead of taking advantage of this by distributing rendering spatially
over time, it is re-purposed to provide continuity to a real-time path tracer.
A temporal component is thus introduced, which uses the motion flow to reproject the
previously received rendered frame into the current camera position.
This ‘predicted’ frame then receives a weighted blending with the incoming output from
the ray tracer. The motion flow produced at the server end is provided with a sample of the
reprojected camera depth, to allow areas of the previous image being obscured by motion in the
current image to be disregarded in the reprojection.
This sequential blending of previous and current frames allows continuity from frame-to-
frame in a rendering system which otherwise starts each frame afresh. Because of the weighting,
the output frame will (absent motion) converge to the correct output quickly over time (in our
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(a) Initial image (b)Unshaded raster representation.
(c)Unshaded raster second perspective. (d) Pixels from (a) reprojected.
(e)Vector diagram showing projection. The left side of the image is overlaid with the source, the right
side the destination.
Figure 7.2 – The reprojection process.
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system, 10 frames).
This method of blending a reprojected frame in to the received data has a necessary cost
in terms of objective metrics because the image it produces, while presenting a more continu-
ous output to the user, is not strictly related to the frames being output by the renderer for
comparison.
7.3.1 Adaptation for HDR
High dynamic range imagery is inherent to the process of path tracing. As such, this makes it
an ideal fit for emerging one-stream standards of streaming HDR video, such as the SMPTE-
2084 standard. HDR information, delivered to the client, can afford client-side benefits such
as examining the details in both bright and dark regions of the rendered image without any fur-
ther server-side processing, or automatically adapting the displayed brightness of the image to
ambient lighting conditions. In addition, streaming this remotely rendered HDR CG content
to the client enables it to be displayed directly on an HDR display, such as a SIM2 HDR47
[74], or tone mapped for showing on a Standard Dynamic Range (SDR) display.
To be adapted for streaming HDR content, the method described in this chapter was im-
plemented in the GPGPU-based image processing environment described in Chapter 6. This
permitted the easy replacement by configuration of the H.264-based video streaming compon-
ent, which used the Rec709 gamma curve, with a solution for 10-bit H.265 streaming. This
stream was encoded using the SMPTE-2084 PQ-curve based transfer function and decoded
accordingly for display.
7.4 Methodology
One of the goals of this work was to assess the benefits of metadata-augmented streaming
techniques for delivering real-time path tracing from a remote renderer to a client. As access
to such a real-time path tracing rendering engine was not readily available, the real-time aspect
was simulated by pre-generating a set of input and output frames.
As well, to support the HDR aspect of the experiment, the results were saved in the near-
lossless high dynamic range image format OpenEXR [121]. For each of 150 frames of a pre-
computed motion path through the scene, a high-resolution rendered graphic was obtained
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(over 1,000 samples per pixel), as well as three sets of high-resolution metadata.
This information could then be played back in real time directly into the GPU-based imple-
mentation of the method, as well as the regular H.264 and H.265 encoders. The results were
subsequently decoded within the same system, and metrics obtained at that point.
To assess the efficiency and any quality implications of our approach, we obtained results for
latency encountered in the method, network bandwidth used, a rough indication of hardware
load on server and client, and quality as measured with a number of objective metrics.
For SDR video imagery, the most commonly used quality metric used is Peak Signal-to-
Noise Ratio (PSNR) [122]. In addition, there is SSIM [123], the structural similarity index.
For HDR video imagery there is also the Visual Difference Predictor, a metric for estimating
subjective perception of image quality [124] and its High Dynamic Range extension HDR-
VDP [125], as well as the HDR Video Quality Metric, HDR-VQM [126].
For the purposes of this experiment, PSNR and SSIM will be compared, as well as select
HDR-VDP results to verify the preservation of HDR information in the transmitted data.
Thesemetrics will be used to compare the quality of a high-resolution locally rendered image
on the server (in ideal conditions), with that of received and decoded images presented to the
user at the client end.
7.4.1 Scenes used
In this experiment, results are presented for the Sponza [127], Sibenik [128] and Conference
Room [129] scenes.
• Sponza [127]: The atrium of the Sponza palace inDubrovnik. A standard test scene, with
a moderate triangle count and objects situated in the near-field to demonstrate occlusion.
• Sibenik [128]: Another classic test sequence, the model of the Sibenik cathedral in Croa-
tia was originally created by Marko Dabrovic. It is the simplest model tested.
• Conference room [129]: This model of a small conference room originally created by
Anat Grynberg and Greg Ward has chairs and a table, representing a potential use for
remote rendering, virtual teleconferencing.
A sample image from each scene is shown in Table 7.1.
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Table 7.1 – The scenes used in the HDR reprojection experiment.
Name Image Triangles
Dynamic Range
(Stops)
(a) Sponza 262267 24.9
(b) Sibenik 75284 30.3
(c)
Conference
Room
331179 22.3
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Table 7.2 – PSNR results for each sequence.
PSNR (dB)
Scene Full H.264 Low-res H.264 Spatial Spatial-temporal
Sponza 34.0226 32.7399 32.5447 31.6858
Sibenik 43.2588 41.7473 41.771 41.3099
Conference Room 28.7481 28.7481 28.7482 28.7482
7.4.2 Test hardware
The encoding methods were run on commodity hardware, a Geforce 750ti and an Intel 3.5GHz
i5 processor.
7.5 Results
Results are presented here in Table 7.2 and Table 7.3 for two variations on the current method,
one which incorporates a temporal element (2) and one which does not (1), compared against a
baseline low-resolution H.264 stream encoded at CRF 34 and a gold-standard high-resolution
stream encoded at CRF 14. Presently the results demonstrate a small advantage for the method
in SSIM and a small negative for PSNR. This is potentially due to the smoothing effect of the
method on noisy path-traced renderings adversely affecting the PSNR result.
Also presented in Table 7.4 and Table 7.5 are results comparing the method adapted for
HDR H.265 10-bit encoding with SMPTE-2084 [98], in PSNR and HDR-VDP. These are
compared similarly with equivalent gold-standard and baseline video streams, and the metrics
are taken against a full dynamic range original floating-point image. Using the HDR coding,
while the spatial method holds its own, the temporal-temporal method suffers worse than the
default. This is likely due to artefacts in very bright regions being more noticeable than in
standard dynamic range.
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Table 7.3 – SSIM results for each sequence.
SSIM Index
Scene Full H.264 Low-res H.264 Spatial Spatial-temporal
Sponza 0.901165 0.891977 0.894993 0.881935
Sibenik 0.915061 0.914842 0.917378 0.907700
Conference Room 0.886375 0.883953 0.886070 0.873631
Table 7.4 – PSNR results for each sequence under the HDR encoder.
PSNR (dB)
Scene Full H.265 Low-res H.265 Spatial Spatial-temporal
Sponza 33.7903 32.1379 32.0791 31.3727
Sibenik 42.8083 41.2067 41.2639 40.8814
Conference Room 31.7182 38.2634 38.1678 37.6882
Table 7.5 – HDR-VDP quality results for each sequence (0-100) the HDR encoder.
VDP
Scene Full H.265 Low-res H.265 Spatial Spatial-temporal
Sponza 58.2735 56.6332 56.2676 52.4972
Sibenik 73.3377 63.9327 64.4665 61.5108
Conference Room 46.5797 46.1361 45.2338 43.1079
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7.6 Summary
This chapter presented an efficient method for remote rendering of high-fidelity, HDR graph-
ics, based on the augmentation of a low-resolution video stream with metadata buffers. This
solution was shown to be usefully effective for both standard video encoding and incoming high
dynamic range video encoding methods. In the following chapter, the concepts presented here,
most notably reprojection, will be taken advantage of to provide a low-latency stereo effect for
virtual reality headsets.
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Chapter 8
Remote rendering for virtual reality
It is inevitable that [the spectacle] should elevate the human sense of sight to the special
place once occupied by touch; the most abstract of the senses, and the most easily deceived...
—Guy Debord,The Society of the Spectacle
This chapter explores methods of efficiently streaming graphics rendered in high quality
so as to supply an HMD or any other virtual reality display with minimal latency. Specifically,
this chapter presents novel results related to the use of equirectangular projections for virtual,
rendered experiences, based on reprojection from calculated motion flow.
This is accomplished, in part, by dividing the work between client and server with the bulk
of the rendering processed on the high performance resource and the client resources being used
to provide an immediate response to user input. Depth data computed locally is used to permit
the client to respond to user head movement without dependence on the server.
These techniques for presenting additional views depend on a single full-quality transmitted
frame and varying quantities of additional data. As the client has both a high-quality 360° image
to pan and tilt within, as well as access to depth information with which to reproject that image
to simulate spatial motion, applications can be kept responsive over increased server latency.
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Figure 8.1 – An anaglyph stereo representation of an equirectangular projection of the Sibenik
scene. Viewed with anaglyph glasses, the stereo effect can be observed varying over the flow
of the image, as the viewer’s eyeline relates to the stereo positioning of the 360° cameras.
8.1 Overview
This chapter compares an existing stereo remote rendering system using reprojection to generate
a stereo pair, with an innovative system which streams 360° projections to allow free changes
of viewpoint within a single frame. In this way the difficultly of tracking the head movement
of a user in a HMD under bandwidth and rendering time restrictions is reduced, lowering the
overall latency of the system.
8.1.1 Equirectangular projection
The process proposed uses the equirectangular projection for all the 360° maps within this
chapter. This decision was made due to the ease of integration of this mapping into exist-
ing video streaming pipelines and the ease with which it can be integrated into high-fidelity
renderers. A further consideration was the adoption of the equirectangular projection as a de
facto standard for the streaming of 360° video by online video services such as YouTube [131]
and Facebook [132].
The task of adapting a ray tracer to generating an equirectangular projection is fairly straight-
forward: Rather than the flat, screen-shaped camera plane used in traditional ray tracing, in-
stead a set of rays are generated based on spherical coordinates to map out a full sphere. These
rays are then evaluated in the typical fashion and the resulting colour values (and any relevant
metadata) can be mapped back into a regular image. The x axis in the image becomes panning
rotation around the sphere’s y axis and the y axis in the image serves as vertical tilt, applied to
the camera direction Cdir. In Equation 8.1, i and j are normalised image coordinates and Rx
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Figure 8.2 – The ground truth process for rendering stereo: two perspective images, both
generated locally.
andRy are 3D rotation matrices for in x and y, defined as a function on radians. The ray is thus
composed of the camera position, and a camera direction vector transformed by a composed
rotation matrix based on the normalised coordinates.
Ray(i, j) = Cpos +Rx(−pi
4
+
pi
2
· j) ·Ry(pi · i) · Cdir (8.1)
In order to display a regular perspective image to the user, the client must be capable of map-
ping the equirectangular projection to a sphere within a 3D environment. With this performed,
any pure rotation of the HMD can be simulated as rotation of the view of the sphere. In addi-
tion, a small amount of realism can be gained by having displacement represented as movement
within the sphere – e.g. having leaning forward bringing the user’s perspective closer to the
surface of the sphere. This is a very limited effect however, as the inability of the projection to
reveal occluded locations will quickly become apparent.
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Figure 8.3 – An existing reprojection-based remote rendering stereo solution. a single image
is rendered remotely, encoded with H.264, and transmitted to the client where it is reprojected
to provide a stereo perspective.
8.1.2 Reprojection
As considered in the spatial-temporal method in Chapter 7, the acquisition of more than one
view from a single frame is reprojection, where the image values of a previous image temporally
or spatially are projected back to a new camera position. This provides a screen-space trans-
formation from one image to the other, with only disoccluded regions, i.e. gaps, remaining
unaccounted for.
8.1.3 Reprojecting equirectangular images
Reprojection using equirectangular images works similarly to reprojecting a perspective image,
in that the projection of the camera is inverted to produce a line back to the initial camera
position. An inherent advantage with a spherical camera is that as a full 360° sweep is included
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in each image, the problem specific to a perspective rendering, that the spatial distance between
the two eyes causes necessary gaps at the edge of the image does not occur.
8.1.4 Generating depth images
Where traditional methods of reprojection have relied on using a depth channel sent alongside
a rendered video, this chapter evaluates an innovative method of generating depth maps in
real time using a raster engine and a copy of the local geometry data. In this way, the client
can respond to increases in latency from the server by continuing to form reprojections of the
current and previous images received, to allow seamless continuity of view movement for a user
until the server recovers. These depth maps are used for both the standard perspective method
as well as a raster equirectangular projection for the equirectangular method.
In scenarios where the geometry of the scene is too large or too resource-intensive for the
client to responsively process, a H.264 or H.265 stream of the depth buffer can be transmitted
from the server alongside the processed images, at a reduced quality [44].
8.1.4.1 Client reprojection using a raster engine
To achieve minimal latency, it is essential that for any given image, the client is capable of
reprojecting it to suit changes in orientation and position immediately. The round trip time to
the remote renderer to obtain the depth maps may prove unsuitable.
The raster engine needs access to the same model which the remote renderer uses, but does
not need to perform resource-intensive tasks such as loading textures or generating lighting
models. To achieve this effect, certain features of the raster engine must be exploited: a high
precision Z-buffer needs to be used, and the model must be of sufficient detail either by pre-
processing or via GPU tessellation such that the interpolation which is characteristic of raster
engines is not so inaccurate that the motion vectors generated are unsuitable.
Once an accurate depth buffer has been obtained for the new camera position, the motion
flow generation can occur in the same manner as in the remote renderer, by ray projection back
to the previous camera position. For this to work, the client must maintain a record of camera
position by tracking the changes it reports back to the remote renderer. This process is illustrated
in Figure 7.2.
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Figure 8.4 – The proposed system of remote rendering, in which a single equirectangular pro-
jection is rendered remotely, encoded with H.264, then transmitted to the client, where it is
transformed to provide two separate perspective views.
This method could also be adapted to generating stereo pairs for HMDs and 3D monitors.
It should be noted however that much consumer hardware for 3D display depends on making
its own adjustments to the raster engine rendering pathway, and does not permit the use of
individual generated stereo image pairs. HMDs are a happy exception to this rule.
8.1.5 Head mounted displays
Amajor challenge in the display of virtual reality via high quality graphics methods such as path
tracing is that, even more than with traditional human-computer interfaces, the HMDmust be
constantly updating to respond to unconscious or conscious head movements by the user. This
tracking information is typically provided from HMD sensors in the form of a displacement
vector and a matrix transformation to represent 3D head rotation [133], and as an individual
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is very rarely absolutely still the values are changing continuously. Furthermore, HMDs also
require an image for both eyes, and as well as the two images needing to be appropriately dis-
placed to generate the stereo effect, the images must also update at the same time to avoid
causing nausea [9].
Even the most violent directional changes can be compensated for interactively if a full 360°
field of view has been rendered. So long as the head remains in one location, even as the gaze
moves, no further action is required of the rendering engine. It is the job of the client to take
slices of the received image map and present them as perspective images to the user.
A downside to this approach is that compared to transmitting a full perspective image, for
a single frame the quality of the image will be worse. This is because necessarily many of the
pixels generated for a 360° mapping will be located behind the camera.
As well, generation of a stereo pair becomes a problem because while a single sphere map
can remain static within the sphere for any gaze position, to achieve the stereo effect a sphere for
the second eye must maintain the appropriate relative position to the first sphere, moving in an
orbit around it. This greatly limits the potential to reduce rendering caused by head movements
as the map for the second eye is not helped. This can be observed in Figure 8.1.
A general issue with 360° projections is that, due to the difficultly of accurately mapping
the surface of a sphere to a rectangular projection, the level of detail (LoD) across the image is
mixed, with an overallocation of pixels to the regions at the poles of the sphere compared to the
equator. In addition, artefacts are possible at the boundaries of the texture where the pixels are
no longer contiguous.
8.1.6 Reprojection at client
To achieve reprojection at the client, this extra information must also be available at the client.
Motion flow information can be transmitted as a pair of single-channel depth images, one for
the image to be projected to (which permits the reprojection to be calculated) and one for the
original frame (so that by difference, disocclusions can be registered where the calculated depth
does not match the depth of the reprojection. As well, motion flow can be transmitted pre-
calculated, as a two-dimensional screen mapping and a binary map of disocclusions.
To achieve even greater efficiency, if the client is capable of efficiently generating the motion
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flow itself via a raster engine and a local copy of the scene vertex data, then the reprojection can
be achieved without having to transmit depth or motion information at all. This requires the
client to have knowledge of the camera position and scene geometry.
Disocclusions, in the case where they are not too prominent, can be handled by rendering
a low-quality image to be sampled from just in the case of disocclusions. This image can be
generated either remotely and streamed, or via the graphics capabilities of the client.
Where reprojection becomes difficult is in the case where either disocclusions are too prom-
inent to be replaced satisfactorily with a low quality alternative. The subtle head movements
tracked by an HMD suggest reprojection to be not just used for generating a stereo pair for the
second eye, but also to compensate for head position. Rapid head movements however, such
as a look over the shoulder, can have very little in common with previous frames and thus very
little to reproject.
8.1.7 Reprojection and 360° mapping
This chapter proposes ameliorating the downsides of both of these methods of efficiently stream-
ing to a stereo HMD by combining them. Reprojection presents a fast path for taking a static
sphere map and quickly reprojecting it to different second eye positions, and both the lack of
movement in the sphere map and the nature of a 360° field of view, changing little from position
to position, make reprojection an attractive prospect for rendering to a HMD.
8.2 Methodology
For the results presented in this chapter, a set of image sequences were rendered in high fidelity,
then passed through three methods for remote rendering in both LDR and HDR, and the
quality of the resulting images was measured against the bandwidth required to transmit them.
Bandwidth-per-pixel is directly related to latency, in that a real-time system which requires low
transmission of data overall can be assumed to be low-latency.
The three methods tested were a ground truth transmission of both frames encoded, a re-
projection system where a left eye perspective image was reprojected to provide a right eye, and
an equirectangular projection system where a left equirectangular projection is reprojected to
provide a right equirectangular projection, which are both then remapped to the view of the
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user.
8.2.1 Image set generation
Five sequences of frames were rendered using an unbiased path tracer at 1,000 samples per
pixel for 150 frames, at 1080p resolution. The same resolution was used for both perspective
renderings and equirectangular renderings, in order to place the same demand on the server for
both image sets. The sequences followed a predefined camera path which was also available
to the client to simulate client-side movement of a user. Each sequence was rendered using a
path tracing renderer at both stereo viewpoints as well as rendering dual 360° equirectangular
projections using a spherical camera, one at each stereo eye position.
8.2.2 Metrics
To compare the image quality of the outputs, two standard image metrics, PSNR and SSIM,
were used [122, 123]. Both metrics were used to compare outputted images to the ’ground
truth’ provided by the original renders for the left and right stereo perspectives. PSNRmeasures
the loss of fine detail in the images, while SSIM measures the structural similarity. PSNR is
expressed in dB, with higher values representing greater fidelity to the original image, while
SSIM is expressed as an average index over the image, with values closer to 1 representing high
fidelity.
For the HDR outputs, the metrics used are puPSNR (perceptually uniform PSNR) and
puSSIM (perceptually uniform SSIM), adaptations of PSNR and SSIM to HDR images [134].
8.2.3 Filling gaps
Gaps introduced in reprojection can be handled with a number of techniques, including in-
terpolation or filling with a simple raster representation of the scene calculated on the client.
Reprojection methods typically struggle with reflection and refraction due to the complicated
way reflections and refractions move along with camera motion. Regions where this causes
significant disparity between ground truth and the reprojections can be treated as gaps.
For this experiment, where the reprojection technique introduced gaps into the image these
were filled using a 16x smaller render of the relevant stereo image encoded in a second video
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stream encoded alongside the relevant left eye image, at the same CRF.
8.2.4 Scenes used
Five scenes were tested, Sponza [127], SanMiguel [135], Rungholt [135], Kitchen and Sibenik
[135]. The sequences are shown as thumbnails in Table 8.1. The models were chosen to rep-
resent a range of environments likely to be encountered in virtual reality scenarios, including
indoor and outdoor scenes as well as more and less visually complex scenes. The San Miguel
and Rungholt models have a high triangle count to test performance on larger models.
• Sponza [127]: The atrium of the Sponza palace inDubrovnik. A standard test scene, with
a moderate triangle count and objects situated in the near-field to demonstrate occlusion.
• San Miguel [135]: Originally modeled by Guillermo M. Leal Llaguno, this scene is
based on a hacienda in SanMiguel de Allende, Mexico. It has the highest polygon count
of the models used, much of it concentrated in thick foliage.
• Rungholt [135]: A converted Minecraft model, the Rungholt city was chosen as it is a
large, open model with plenty of sky and direct lighting.
• Kitchen: A model of a simple kitchen living space to demonstrate domestic VR.
• Sibenik [128]: Another classic test sequence, the model of the Sibenik cathedral in Croa-
tia was originally created by Marko Dabrovic. It is the simplest model tested.
8.2.5 Encoder
For the LDR results, the rendered frame sequences were encoded using x254, anH.264 encoder.
The videos were encoded at seven quality levels, CRFs 4, 8, 12, 16, 20, 24 and 28, to characterise
the interaction of the method with the encoder over a wide range of typical average bitrates.
For the HDR results, the rendered frame sequences were encoded in 10-bit using x265, an
H.265 encoder. The videos were encoded at four quality levels, CRFs 8, 16, 24 and 28.
8.2.6 Test hardware
The server-side path tracing was preprocessed using a render farm and the ground truth input to
the methods was provided using full-range OpenEXR files. The client side reprojections were
102
performed using a Macbook Pro with a 2.6ghz Intel Core i7 and a Geforce 750M GPU. The
code was implemented for the GPU using a combination of OpenGL for the client-side depth
renderings and OpenCL for the HDR processing, using the framework described in Chapter 6.
8.2.7 Generating depth images
In this experiment, using an OpenGL raster graphics engine, a high precision Z-buffer was
achieved using glClipControl (a core feature in OpenGL 4.5 [136]) to enable a 0 to 1 range
floating point depth buffer, as opposed to the OpenGL standard -1 to 1 range. Combined with
the reverse Z-buffer method [137], in which the near plane of the camera is mapped to 1 and
the far plane (in this case infinity) is mapped to 0, this produces results which suffer little to no
loss of accuracy [138].
The equirectangular projection depth images were generated by doing six perspective renders
onto the sides of an OpenGL cube map and performing a custom shader which transformed
the cube map into the correct projection.
8.2.8 Pipeline
To obtain the results, the rendered frame sequences were encoded with the relevant video en-
coder and curve, then decoded into EXR files, then reprojected and/or projected onto a sphere,
using the original camera path to maintain direction of view. In this way, pixel-accurate rep-
resentations of the same view were obtained for both the reprojections and the equirectangular
projections, which could be compared using quality metrics to the ground truth.
8.3 Results
The objective metric results for LDR are presented as rate-distortion graphs for PSNR in Fig-
ure 8.6, Figure 8.7 and Figure 8.8. Performance is shown first for the left eye image, then the
right eye image, then as an average of the two to give an overall performance metric. Rate-
distortion graphs are also presented for SSIM in Figure 8.9, Figure 8.10 and Figure 8.11, with
the same layout.
Similarly, the objectivemetrics forHDRare presented as rate-distortion graphs for puPSNR
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Table 8.1 – The rendered sequences used for the 360° reprojection experiment.
Name Image Triangles
Dynamic Range
(Stops)
(a) Sibenik 75284 30.3
(b) Kitchen 134130 25.4
(c) Sponza 262267 24.9
(d) Rungholt 6704264 25.2
(e) San Miguel 7852950 30.6
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(a) Perspective
(b) Spherical
Figure 8.5 – A single frame from the San Miguel sequence, in both perspective and spherical
renderings. In the centre image, pixels from the right image visible in the left are shaded green.
Pixels occluded are shaded red. In both perspective and spherical views, objects close to the
camera disrupt the potential for reprojection.
in Figure 8.13, Figure 8.14 and Figure 8.15, and puSSIM in Figure 8.16, Figure 8.17 and Fig-
ure 8.18.
Across all the graphs, it can be seen that the measured quality of the images tends to drop
as more transformations are made from the original rendered output to the final presented
image, from regular encode to reprojection to equirectangular reprojection. For scenes featuring
simpler texturing, such as the Kitchen scene, the effect is less pronounced. The drop is also less
pronounced in the higher CRF images, indicating that the loss of quality is to do with high
frequency information being lost by reprojection, which as it is derived from resampling rather
than the original image source, has no relation to the noise level in the original image.
The generation of the image sets at the same resolution necessarily puts the equirectangular
images at a quality disadvantage, as a high percentage of pixels rendered aren’t displayed in any
one projection onto a sphere. The rate-distortion graphs in LDR and HDR for the equirectan-
gular projection show that a quality ceiling is quickly reached for the equirectangular projections,
where the addition of more bits per pixel does not provide a corresponding increase in quality.
This restriction is assumed to be a limit of the image resolution.
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In both the LDR and HDR result sets, for the Rungholt, Kitchen and Sibenik scenes
the standard reprojection methods outperform the ground truth at low bits per pixel. These
demonstrate the benefits of a locally-generated depth map-based reprojection approach.
In Figure 8.12 and Figure 8.19 it can be seen that the processing times for both methods are
similar for three of the five scenes, but in the two high-polygon outdoor scenes (SanMiguel and
Rungholt) the required client-side processing is greater. This is due to the increased utilisation
of the raster engine providing depth images when calculating the equirectangular depth maps,
which are formed of six individual cube face renders, requiring six passes of raster rendering.
The two models affected are the high-triangle scenes, San Miguel and Rungholt. It is possible
that through more aggressive model culling these figures could be brought back to the level of
the rest of the scenes. There is no significant difference between the processing time in LDR
versus HDR for the client.
8.3.1 SanMiguel
TheSanMiguel sequence suffered in particular for all reprojections as can be seen in Figure 8.10,
as in the data set the left eye is briefly obstructed several times by leaves in the scenes. This
effect can be seen in Figure 8.5 for both perspective and spherical images. As the leaves close
to the camera lens varying obscure different areas of the background almost at random, there is
providing little to no valid data with which to reproject the left eye into the right eye position.
In such a circumstance, the system falls back to an upscaling of the low-resolution stream from
the server.
This situation could be detected through summing the number of depth test failures as in
the centre column of Figure 8.5. A future system might, in this circumstance, rank the most
useful candidate frame from both temporal and spatial reprojections by comparing depth values.
The temporal reprojection from the same is more likely to be useful in this scenario, where the
leaf is approached up until it obscures the viewport.
8.4 Summary
This chapter presented a method for streaming high-fidelity rendered graphics for virtual real-
ity with minimal latency. The results, related to the use of equirectangular projections for path
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Figure 8.6 – Rate-distortion graphs for LDR streaming of the left eye over three methods
(PSNR).
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Figure 8.7 – Rate-distortion graphs for LDR streaming of the right eye over three methods
(PSNR).
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Figure 8.8 – Rate-distortion graphs for LDR streaming of both eyes (averaged) over three
methods (PSNR).
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Figure 8.9 – Rate-distortion graphs for LDR streaming of the left eye over three methods
(SSIM).
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Figure 8.10 – Rate-distortion graphs for LDR streaming of the right eye over three methods
(SSIM).
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Figure 8.11 – Rate-distortion graphs for LDR streaming of both eyes (averaged) over three
methods (SSIM).
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Figure 8.13 – Rate-distortion graphs for HDR streaming of the left eye over three methods
(puPSNR).
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Figure 8.14 – Rate-distortion graphs for HDR streaming of the right eye over three methods
(puPSNR).
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Figure 8.15 – Rate-distortion graphs for HDR streaming of both eyes (averaged) over three
methods (puPSNR).
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Figure 8.16 – Rate-distortion graphs for HDR streaming of the left eye over three methods
(puSSIM).
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Figure 8.17 – Rate-distortion graphs for HDR streaming of the right eye over three methods
(puSSIM).
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Figure 8.18 – Rate-distortion graphs for HDR streaming of both eyes (averaged) over three
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tracing, show that for LDR footage there is a negative effect on quality as the method of trans-
mission passes through layers of transformation. For the HDR footage, where the image is
more accurately passed through transmission, the effect is lessened.
There is potential for the technique of locally-generated depth map reprojection to greatly
reduce the cost of resource-intensive high-fidelity remote rendering to HMDs. Equirectangu-
lar reprojection has clear benefits for streaming to HMDs, but the cost of server-side image
production would have to be increased if client-side quality is to outperform standard reprojec-
tion.
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Chapter 9
Conclusion
Our Observation employ’d either about external, sensible Objects; or about the internal
Operations of our Minds, perceived and reflected on by ourselves, is that which supplies
our Understandings with all the material of thinking. These two are the Fountains of
Knowledge, from whence all the Ideas we have, or can naturally have, do spring.
— John Locke, Essay Concerning Human Understanding
Following the research plan described in Chapter 5, this thesis has investigated through
Chapter 6, Chapter 7 and Chapter 8 the streaming of a range of future-looking techniques
for high-fidelity imaging, HDR video to remote rendering to 360° video rendering for virtual
reality. This chapter draws conclusions from the research and then considers the implications
of this research for future work.
The areas within high-fidelity imaging considered in this thesis are linked by their nature to
advancements of imaging technology, but the concept that they follow from one to the other in
the way they are presented here was determined by the research and the avenues of investigation
which proved fruitful. Each of the individual outcomes is considered here, before a holistic
conclusion is drawn.
9.1 High dynamic range
To achieve the full potential of the change in image quality that HDR video provides, it must
be possible for a wide range of the population to be able to capture and display their own HDR
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video content. Chapter 6 of this thesis presented a complete end-to-end HDR pipeline using
off-the-shelf hardware and demonstrated that it is possible to achieve real-time performance
along this entire pipeline and deliver the full range of HDR data to any display. This pipeline
is capable of processing everything from capture to post-production, archival and storage, com-
pression, transmission, and display in a straightforward manner. This framework for further
research into HDR content was put to use in Chapter 7 and Chapter 8, where it enabled the
easy integration of HDR provision into the experimental systems.
The software framework for developing HDR image processing pipelines which was built
for this thesis is currently being prepared for release under an open-source license. It consists
of a modular interface to the OpenCL GPGPU system, and maintains images entirely in full
floating-point HDR from input through to output/display. This system has already been used
as the basis for multiple HDR camera systems as shown in Figure 6.1 as well as a wide variety
of other image processing tasks which can be accelerated using the GPU [140]. A real-time
HDR relighting system was presented using the system at the NAB show in 2016, as shown in
Figure 9.1.
Figure 9.1 – Real-time HDR path tracing renderer using the framework presented in
Chapter 6.
9.2 Remote rendering
Chapter 7 of this thesis presents an adaptation and evaluation of metadata-based remote ren-
dering techniques to the streaming of HDR rendered content. Metadata-based upsampling
and temporal reprojection are shown to have high potential for rendered HDR content stream-
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ing. This demonstration is borne out in the following chapter, Chapter 8, where the means of
streaming to a VR headset are easily augmented by the use of a HDR stream to good effect.
The techniques presented were shown to be efficient methods for the remote rendering of
high-fidelity, HDR graphics, based on augmentation of a low-resolution video stream with
metadata buffers, adapted to HDR video encoding.
9.3 Virtual reality
Virtual reality systems have much to gain from an apt use of equirectangular projections, and
it is hoped that the work described in this thesis on utilising equirectangular projections and
stereo imagery will contribute towards the future adoption of this technology.
Chapter 8 demonstrates that there is potential for equirectangular projection combined with
reprojection to provide significant benefits to remote rendering systems aimed at HMDs. A
cost allocation must be made, however, to offset the drop in image quality caused by packing
more data into the same pixel space, and inefficiency in the projection chosen. Implemented
with a powerful enough distributed rendering system, the method could provide an interactive
HMD experience more responsive than previous methods which depend on a fixed perspective
viewpoint. In addition, there is considerable scope for offloading bandwidth-heavy information
for multiple views onto available client resources.
The exploration of the area in this thesis also reveals the scope for streaming imaging to a
HMD to be adapted for HDR content, providing an immediate increase in flexibility to smart
client devices which can adapt the displayed content to best match the ambient lighting [105],
as well as for future HMDs which are naturally HDR-capable.
The chapter demonstrates that a systemwhich uses locally-produced depthmap reprojection
to provide a stereo viewpoint can outperform a ground truth encoding of both viewpoints in
efficiency. The equirectangular projection-based method was shown to have high potential, but
the maximum quality achievable is limited by rendered resolution.
9.4 Answering the Research Question
Considering the research question posed in Chapter 5:
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• How can we adapt our methods for capture, transmission, storage, presentation and most
importantly streaming of image data to the challenges presented by incoming technolo-
gies for more detailed imaging, both on existing displays as well as in virtual reality?
In total, the work presented on the streaming of high-fidelity imaging in this thesis contributes
to answer this question in which the challenges of these resource-intensive incoming technolo-
gies are ameliorated by intelligent, well-adapted techniques for minimising latency, bandwidth
usage, and client processing to permit the distribution of processing power where it is most
needed.
9.5 Contributions
The contributions to knowledge in this thesis are:
• In Chapter 6, an end-to-end pipeline for capturing, processing and displaying HDR
content.
• In Chapter 7, an discussion and adaptation of remote rendering techniques to high-
fidelity graphics rendering.
• In Chapter 8, a novel use of equirectangular projection and reprojective warping bymeans
of local depth map generation to enhance a VR experience.
Overall, this thesis contributes a set of methods and approaches to high-fidelity image
streaming, showing the integration of HDR video encoding across a range of techniques includ-
ing a novel combination of HDR and 360° video to stream high-fidelity graphics in real-time
to a HMD.
9.6 Future work
There are a number of areas for future research:
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9.6.1 HDR
The framework for processing HDR video described in this thesis is being prepared for open
source release. With adaptation to process audio, it is hoped that it will form the basis of a high
fidelity open-source research software for high-fidelity video processing.
Concerning the camera systems described in Chapter 6, one of the key challenges still fa-
cing HDR video capture using multiple exposures on commodity cameras is ghosting. This is
especially a problem with mobile devices where the camera and the scene may both be mov-
ing. Future work is still necessary to investigate improved real-time deghosting algorithms to
provide even better quality HDR video, and the possibility of capturing such on mobile devices.
9.6.2 Remote rendering
To evaluate the particular method described in Chapter 7 of compressing the metadata buffers,
a more comprehensive study could be undertaken utilising an actual real-time renderer, where
the path the camera takes through the scene is not precomputed. This would enable the system
to be tested using real-time human inputs, requiring a stringent responsiveness in the system
to avoid causing illness [9].
Similarly, testing the proposed continuous reproduction of previous frames to maintain con-
tinuity of image could be performed through subjective evaluation for preference, rather than
objective comparison to a fixed set.
9.6.3 Virtual reality
Immediate further research into this area could serve to establish a direct relation between the
resolution and/or bitrate required to attain parity of quality between a 360° projection and a
regular perspective view. With this established, a study could be undertaken in which 360°
rendering could be compared directly with the processing cost and latency of rendering two full
stereo images based on a subjective participant’s view motions.
Going forward, for virtual reality the most effective continuation of this work would be
an attempt at adapting a standard video codec specifically for use in an equal-distortion 360°
mapping. Adaptations of a spherical image to a rectangular codec will always be deficient in
some regard due to the mapping, and a full 360°-oriented video codec could optimise both
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rotationally and across the current seams of a rectangular mapping.
9.6.4 Future research questions
A potential future research question, covering these areas, could be phrased as follows:
• How can the technologies used for capture, transmission and storage of high-fidelity
imaging be most efficiently integrated together?
9.7 Final remarks
The field of high-fidelity imaging is constantly advancing, and with it the range of technologies
which must be ordered and accounted for in pursuit of it. Every further enhancement places a
greater stress on the resources which must be allocated to achieve this goal, and as this process
continues the importance of fast, efficient, effective utilisation will come ever closer to the fore.
The work contained within this thesis is driving towards that goal, of achieving lower de-
mands on resources, faster responses by a virtual environment to stimulus over a distance, and
the expansion of remote computing and cloud computing into areas which are still beset by
challenges.
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