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Abstract
This thesis consists of two parts both dealing with topics in time series analysis.
In Chapter 2 we study necessary and suﬃcient conditions for the existence of strictly
stationary solutions of ARMA equations in a separable complex Banach space B of the
form
Yt − A1Yt−1 − . . .− ApYt−p = B0Zt + . . .+BqZt−q, t ∈ Z,
where A1, . . . , Ap and B0, . . . , Bq are linear continuous operators in B with Ap 6= 0 and
Bq 6= 0. First, we obtain conditions for ARMA(1,q) equations by excluding zero and the
unit circle from the spectrum of the operator of the AR part, where we use a decom-
position of A1 similar to the Jordan decomposition of matrices. We then extend this to
ARMA(p,q) equations by using a state space representation of an ARMA(p,q) process
as an ARMA(1,q) process. We also show that many ARMA processes in Banach spaces
possess a moving average process representation of the form
Yt =
∞∑
k=−∞
ψkZt−k, t ∈ Z,
where the coeﬃcients (ψk)k∈Z can be calculated as the coeﬃcients of a Laurent series.
Finally, we discuss various examples illustrating what may happen if one drops the as-
sumptions we made.
In Chapter 3 we study the asymptotic behaviour of the covariance estimator for a
continuous-time moving average process with long memory. A continuous-time moving
average is here a process (Xt)t∈R of the form
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
where f is a real function in L2(R) and (Lt)t∈R is a two-sided Lévy process with E[L1] = 0
and Var(L1) <∞. We choose f to be decaying polynomially slowly at inﬁnity such that
(Xt)t∈R exhibits the long-memory property
∞∑
k=−∞
|γ(k)| =∞,
where γ(h) := Cov(X0, Xh). We then show, depending on the speed of the polynomial
decay of f and on the tail behaviour of L1, that the covariance estimator is asymptotically
Rosenblatt, stable or normal distributed.
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Zusammenfassung in deutscher Sprache
Diese Dissertation besteht aus zwei Teilen, die sich beide mit Fragestellungen aus der
Zeitreihenanalyse beschäftigen.
In Kapitel 2 studieren wir notwendige und hinreichende Bedingungen für die Existenz
von strikt stationären Lösungen von ARMA-Gleichungen in einem separablen, komplexen
Banachraum B der Form
Yt − A1Yt−1 − . . .− ApYt−p = B0Zt + . . .+BqZt−q, t ∈ Z,
wobei A1, . . . , Ap und B0, . . . , Bq lineare stetige Operatoren in B mit Ap 6= 0 and Bq 6= 0
sind. Zuerst erhalten wir Bedingungen für ARMA(1,q)-Gleichungen, indem wir die Null
und den Einheitskreis vom Spektrum des Operators des AR-Teils ausschließen, wobei wir
eine Zerlegung von A1 benutzen, die ähnlich zur Jordanzerlegung von Matrizen ist. Wir
erweitern dies dann auf ARMA(p,q)-Gleichungen, indem wir eine Zustandsraumdarstel-
lung eines ARMA(p,q)-Prozesses als einen ARMA(1,q)-Prozess benutzen. Wir zeigen
außerdem, dass viele ARMA-Prozesse in Banachräumen eine Moving-Average-Prozess-
Darstellung der Form
Yt =
∞∑
k=−∞
ψkZt−k, t ∈ Z
besitzen, wobei die Koeﬃzienten (ψk)k∈Z als Koeﬃzienten einer Laurentreihe berech-
net werden können. Schließlich diskutieren wir mehrere Beispiele, die illustrieren, was
passieren kann, wenn man die Annahmen weglässt, die wir getroﬀen haben.
In Kapitel 3 studieren wir das asymptotische Verhalten des Kovarianzschätzers für
einen zeitstetigen Moving-Average-Prozess mit Long-Memory. Ein zeitstetiger Moving-
Average-Prozess ist hier ein Prozess (Xt)t∈R der Form
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
wobei f eine reelle Funktion aus L2(R) und (Lt)t∈R ein zweiseitiger Lévyprozess mit
E[L1] = 0 und Var(L1) < ∞ sind. Wir wählen f polynomiell langsam bei unendlich
fallend, sodass (Xt)t∈R die Long-Memory-Eigenschaft
∞∑
k=−∞
|γ(k)| =∞
zeigt, wobei γ(h) := Cov(X0, Xh) ist. Wir zeigen dann, dass der Kovarianzschätzer ab-
hängig von der Geschwindigkeit des polynomiellen Abfalls von f und vom Tailverhalten
von L1 asymptotisch Rosenblatt-, stabil- oder normalverteilt ist.
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Chapter 1
Introduction
1.1 Time series
Time series are time-dependent observed data. We encounter many time series in our daily
life, such as stock prices or weather and unemployment data to name a few ubiquitous.
The mathematical discipline time series analysis tries to ﬁnd models for such data. It also
analyses the mathematical properties of such models and develops statistical methods for
them.
This thesis consists of two parts. In the ﬁrst part in Chapter 2, we analyse the mathe-
matical property of such a model, namely the existence of stationary solutions of a certain
time series model, more speciﬁcally the ARMA model in function spaces. In the second
part in Chapter 3, we analyse the distributional property of an estimator in a time series
model with long memory.
We introduce in this section the deﬁnitions of a time series and of stationarity. In
the next section, we introduce the ARMA model and motivate Chapter 2. In the third
section, we explain existing central limit theorems for time series and motivate Chapter
3. In the fourth section, we summarise the main results of Chapter 2 and 3.
A stochastic process is a family of random variables (Xt)t∈T on a probability space
(Ω,A,P). From a mathematical point of view, a time series is a stochastic process, where
we interpret the index set T as time. Usually, T is R in a continuous-time model or Z in
a discrete-time model. For an introduction to time series, see [7].
One fundamental assumption that is often made on the time series is stationarity.
That means that the stochastic behaviour of the time series should depend at all times
only on relative time diﬀerences. To make it mathematically precise, we introduce the
two notions of stationarity. The following deﬁnition of strict stationarity for discrete-time
time series can be found in [7], Deﬁnition 1.3.3.
Deﬁnition 1.1.1. A time series (Xt)t∈Z is said to be strictly stationary if the joint dis-
tributions of (Xt1 , . . . , Xtk) and (Xt1+h, . . . , Xtk+h) are the same for all positive integers
k and for all t1, . . . , tk, h ∈ Z.
There is also the notion of weak stationarity which is deﬁned by the covariance. The
covariance function of a time series with Var(Xt) < ∞ for all t ∈ Z is deﬁned by
1
γ(r, s) := Cov(Xr, Xs) for r, s ∈ Z, see [7] Deﬁnition 1.3.1. The following deﬁnition of
weak stationarity can be found in [7], Deﬁnition 1.3.2.
Deﬁnition 1.1.2. A complex-valued time series (Xt)t∈Z is said to be weakly stationary if
1. E[|Xt|2] <∞ for all t ∈ Z,
2. E[Xt] = m for all t ∈ Z and
3. γ(r, s) = γ(r + t, s+ t) for all r, s, t ∈ Z.
For a weakly stationary time series, one deﬁnes the autocovariance function by
γ(h) := Cov(Xh, X0) for h ∈ Z.
The autocovariance is a measure for dependence and the property of long memory is
deﬁned in terms of it, see Deﬁnition 1.3.2. Note that a strictly stationary time series with
ﬁnite second moments is weakly stationary as well.
1.2 ARMA processes
One fundamental model for time series is the ARMA model. ARMA is an acronym for
autoregresssive moving average. We need the notion of white noise for the deﬁnition of the
model. We call an i.i.d. sequence (Zt)t∈Z strict white noise. We call a weakly stationary
uncorrelated sequence (Zt)t∈Z weak white noise.
Deﬁnition 1.2.1. An ARMA(p,q) process with p, q ∈ N0 is a complex-valued stochastic
process (Yt)t∈Z that fulﬁls
Yt − a1Yt−1 − . . .− apYt−p = b0Zt + . . .+ bqZt−q, t ∈ Z. (1.1)
Here a1, . . . , ap and b0, . . . , bq are complex numbers with ap 6= 0, bq 6= 0 and (Zt)t∈Z is
strict or weak complex-valued white noise.
If p = 0, then the process is called moving average process of order q or MA(q) process.
If q = 0, then the process is called autoregressive process of order p or AR(p) process.
Note that it might look peculiar that we allow the coeﬃcients and the processes in the
model to be complex-valued. In practice one would usually only expect real numbers. It
makes the mathematical analysis easier as we will soon see. For that, one deﬁnes two
polynomials a(z) := 1− a1z − · · · − apzp and b(z) := b0 + b1z + · · ·+ bqzq.
We are interested when there are strictly or weakly stationary ARMA processes for
strict respectively weak white noise.
The question of existence of strictly stationary ARMA processes was completely an-
swered by Brockwell and Lindner [9], Theorem 1:
Theorem 1.2.1. Suppose that (Zt)t∈Z is a non-deterministic i.i.d. sequence. Then the
ARMA equation (1.1) admits a strictly stationary solution (Yt)t∈Z if and only if
1. all singularities of b(z)/a(z) on the unit circle are removable and E[log+ |Z1|] <∞,
2
2. or all singularities of b(z)/a(z) are removable.
If (1) or (2) holds, then a strictly stationary solution is given by
Yt =
∞∑
k=−∞
ψkZt−k, t ∈ Z, (1.2)
where ∞∑
k=−∞
ψkz
k =
b(z)
a(z)
, 1− δ < |z| < 1 + δ for some δ ∈ (0, 1),
is the Laurent expansion of b(z)/a(z). The sum in (1.2) converges absolutely almost surely.
If b does not have a zero on the unit circle, then (1.2) is the unique strictly stationary
solution of (1.1).
Example 1.2.1. The equation Yt − a1Yt−1 = Zt has a strictly stationary solution if and
only if |a1| 6= 1 and E[log+ |Z1|] < ∞ assuming that the white noise is non-deterministic
and that a1 6= 0. If a1 = 0, then there is always a solution, namely Yt = Zt. If |a1| = 1,
then the white noise has to vanish almost surely. A strictly stationary solution is then in
general not unique and is not of the form (1.2), see [9], Theorem 3.
Note that it is common knowledge that there exists a weakly stationary solution of
(1.1) if and only if all singularities of b(z)/a(z) on the unit circle are removable, which
can be shown by spectral theory, see the introduction of [9].
The (unique) solution of (1.1) is of the form Yt =
∑∞
k=−∞ ψkZt−k. Processes of this
form are called moving average processes of inﬁnite order. Hence most ARMA processes
are moving average processes.
Deﬁnition 1.2.2. A process (Yt)t∈Z of the form
Yt =
∞∑
k=−∞
ψkZt−k
for a white noise sequence (Zt)t∈Z and a sequence of coeﬃcients (ψk)k∈Z is called moving
average process of inﬁnite order or MA(∞) process. Note that one has to consider in
which sense the series is deﬁned. If we have weak white noise and
∑∞
k=−∞ |ψk|2 <∞, then
the series converges unconditionally in the L2-sense. If we have strict white noise with
ﬁnite second moments, then the series converges by the Itô-Nisio theorem almost surely
as well.
By replacing the coeﬃcients a1, . . . , ap and b0, . . . , bq by matrices and assuming that
(Yt)t∈Z and (Zt)t∈Z are multivariate processes, one obtains the notion of a multivariate
ARMA process. The existence of strictly stationary solutions of multivariate ARMA equa-
tions was completely characterised by Brockwell, Lindner and Vollenbröker [10].
For ARMA(1,q) equations, they diagonalise A1 via the Jordan decomposition. The
existence of a strictly stationary solution then depends on projections on the blocks of
the Jordan matrix. For the blocks with eigenvalues λ with |λ| 6= 0, 1 there is also a log+-
moment condition. For the blocks with |λ| = 1 there is a deterministic part of the white
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noise and for λ = 0 there is no moment condition, see Theorem 2.1 in [10]. Note that this
parallels Example 1.2.1 in the one-dimensional case.
By replacing the coeﬃcients by linear operators in a Banach space B and assuming
that (Yt)t∈Z and (Zt)t∈Z are B-valued, we obtain a model for functional time series. For
an introduction to time series in function spaces, see [4]. The aim of the ﬁrst part of our
thesis is to derive necessary and suﬃcient conditions for the existence of strictly stationary
solutions of ARMA equations in Banach spaces similar to the results in [9] and [10].
Our approach is to solve it by the spectrum. The spectrum of a bounded linear operator
A on a Banach space B is deﬁned by σ(A) := {λ ∈ C|λ id−A is not invertible}. In the
case B = Cn the spectrum coincides with the set of eigenvalues. By functional calculus,
there is also a decomposition with respect to the spectrum of an operator similar to the
Jordan decomposition, hence we think this is the right vehicle to solve the problem for
ARMA(1,q) equations. We obtain a partial characterisation, extend it to the ARMA(p,q)
case and discuss why we think a complete characterisation is not feasible by discussing
various examples. Our results extend known suﬃcient conditions for the existence of causal
weakly and strictly stationary solutions of AR(p) equations in Hilbert spaces and AR(1)
equations in Banach spaces with ﬁnite second moment white noise, see Theorem 5.1 and
Theorem 6.1 in [4].
1.3 Central limit theorems
The well-known classical central limit theorem states the following:
Theorem 1.3.1. Let (Xt)t∈N be an i.i.d. sequence of real random variables with E[X1] = µ
and Var(X1) = σ
2 ∈ (0,∞). Then∑N
t=1 Xt −Nµ
σ
√
N
d→ N(0, 1) as N →∞,
where N(0, 1) denotes the standard normal distribution.
This theorem can be used for example for the calculation of conﬁdence intervals for the
empiral mean. There are also many central limit theorems for time series, see for example
[7]. If one wants to estimate the autocovariance function γ(h) of a weakly stationary
real-valued time series, then a canonical estimator is
γˆN(h) :=
1
N
N∑
t=1
XtXt+|h|, h ∈ Z,
if one assumes that the time series has expectation zero.
There is a central limit theorem for this autocovariance estimator for a moving average
process of inﬁnite order as in (1.2), which can be found as Proposition 7.3.3. in [7]:
Theorem 1.3.2. Let (Zt)t∈Z be an i.i.d. sequence of real random variables with E[Z0] = 0,
E[Z20 ] = σ2 <∞ and E[Z41 ] = ησ4 <∞. Deﬁne a moving average process (Xt)t∈Z by
Xt :=
∞∑
j=−∞
ψjZt−j, t ∈ Z,
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where we assume that
∑∞
j=−∞ |ψj| <∞ and ψj ∈ R for j ∈ Z. Then
√
N(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ N(0, V ) as N →∞,
where N(0, V ) is a normal distribution with covariance matrix V = (vpq)p,q=0,...,H given by
vpq = (η − 3)γ(p)γ(q) +
∞∑
k=−∞
[γ(k)γ(k − p+ q) + γ(k + q)γ(k − p)].
The condition
∑∞
j=−∞ |ψj| < ∞ is essential. Hence an interesting question is what
happens if
∑∞
j=−∞ |ψj|2 < ∞ but
∑∞
j=−∞ |ψj| = ∞. Horváth and Kokoszka [23] showed
that the asymptotic distribution can be a Rosenblatt or stable distribution if this condition
is not fulﬁlled. More precisely they showed this under the assumption that the moving
average process is of the formXt :=
∑∞
j=0 ψjZt−j for t ∈ Z with ψj = jd−1l(j) for d ∈ (0, 12)
and l(j)→ Cd > 0 as j →∞. This process exhibits the so-called long memory property.
We explain the Rosenblatt and stable distributions and the long memory property in the
following subsections.
There is a continuous-time analogue to discrete-time moving average processes as in
(1.2):
Deﬁnition 1.3.1. Let (Lt)t∈R be a two-sided Lévy process, i.e. a stochastic process with
independent and stationary increments, càdlàg paths and L0 = 0. Let f be a real function
in L2(R). Assume further that E[L1] = 0 and Var(L1) <∞. Then one deﬁnes a continuous-
time moving average process (Xt)t∈R by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
where the integral is deﬁned in the L2-sense of stochastic integrals.
Cohen and Lindner [11] showed that for continuous-time moving average processes
with further conditions on f a theorem similar to Theorem 1.3.2 holds.
Our aim is to show a central limit theorem for continuous-time moving average pro-
cesses with long memory similar to the results of Horváth and Kokoszka [23].
1.3.1 Long memory property
One way to describe the dependence structure of a time series is to look at its autocovari-
ance structure. The following deﬁnition is taken from [21], Deﬁnition 3.1.2.
Deﬁnition 1.3.2. Let (Xk)k∈Z be a weakly stationary real-valued time series. We say
that (Xk)k∈Z exhibits short memory, if
∞∑
k=−∞
|γ(k)| <∞ and
∞∑
k=−∞
γ(k) > 0.
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We further say that it exhibits long memory, if
∞∑
k=−∞
|γ(k)| =∞
and negative memory, if
∞∑
k=−∞
|γ(k)| <∞ and
∞∑
k=−∞
γ(k) = 0.
For an introduction to time series with long memory, see [21]. Most weakly stationary
ARMA process exhibit short memory as the autocovariance decreases exponentially fast
which can be seen from the Laurent expansion of the moving average representation.
If we consider a moving average process of the form
Xt :=
∞∑
j=0
ψjZt−j, t ∈ Z,
with ψj = j
d−1l(j) for d ∈ (0, 1
2
) and l(j) → Cd > 0 as j → ∞, then one can easily see
that this process exhibits long memory.
1.3.2 Rosenblatt distribution(s)
The following example is taken from [42] and goes back to Rosenblatt. Let (Yk)k∈Z be
a strictly stationary Gaussian sequence with E[Yk] = 0 and Var(Yk) = 1 for all k ∈ Z
and autocovariance function satisfying γ(k) = E[Y0Yk](1 + k2)−D/2 ∼ k−D as k →∞ and
D ∈ (0, 1
2
). Consider then
Xk := Y
2
k − 1.
Then ZN :=
σ
N1−D
∑N
k=1 Xk with σ =
√
1
2
(1− 2D)(1−D) converges in distribution to a
non-Gaussian distribution with mean zero and variance one. This distribution is called
the Rosenblatt distribution in [42]. Note that it depends on the choice of D, so there is
a family of Rosenblatt distributions. Note further that (Xk)k∈Z exhibits long memory as∑∞
k=1 E[X0Xk] = ∞ as is pointed out in [40] on page 33. Properties of the Rosenblatt
distributions can be found in [42]. They compute numerically their moments and their
distribution and density functions.
If one sets σ = 1, then ZN converges in distribution to Ud(1), where (Ud(t))t∈R is the
Rosenblatt process deﬁned by
Ud(t) := 2
∫
x1<x2<t
[
∫ t
0
(v − x1)d−1+ (v − x2)d−1+ dv]W (dx1)W (dx2), t ∈ R, (1.3)
where W is a standard Gaussian random measure on R, i.e. standard Brownian motion
and where d = 1
2
(1−D), see [40] section 7. Note that we omit the normalisation constant
like [23] and unlike [42]. We deﬁne this integral in the next subsection.
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Horváth and Kokoszka show in Theorem 3.3 in [23] in the situation of Theorem 1.3.2
but under the assumption ψj = j
d−1l(j), with ψj = jd−1l(j) for d ∈ (0, 12) and l(j) →
Cd > 0 as j →∞ that
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
if d ∈ (1
4
, 1
2
) and asymptotic normality if d ∈ (0, 1
4
). An intuitive explanation for the fact
that there are two cases is that in the case d ∈ (1
4
, 1
2
) the process (XtXt+h)t∈Z exhibits
long memory while in the case d ∈ (0, 1
4
) it exhibits short memory.
We show in Theorem 3.2.1 that for continuous-time moving average processes a similar
result holds.
1.3.3 Multiple Wiener-Itô integrals
In this section we stick to the introduction to multiple Wiener-Itô integrals in section 14.3
in [21]. Let f be a function in L2(R2). We then want to deﬁne
I2(f) =
∫
R2
f(x1, x2)W (dx1)W (dx2),
where W is a standard Gaussian random measure on R, or equivalently a two-sided
Brownian motion. For convenience, we stick to the case R2 but it its also possible to
deﬁne it for general Rk. For a simple function of the form f = 1(a,b]×(c,d] such that the
function vanishes on the diagonal, we deﬁne
I2(1(a,b]×(c,d]) := (W (b)−W (a))(W (d)−W (c)),
where we interpret here W as a two-sided Brownian motion. For a function of the form∑n
i=1Ki1(ai,bi]×(ci,di] such that the function vanishes on the diagonal, we deﬁne
I2(
n∑
i=1
Ki1(ai,bi]×(ci,di]) :=
n∑
i=1
Ki(W (bi)−W (ai))(W (di)−W (ci)).
The set of functions of this form is a dense subset of L2(R2) and we denote it by S(R2).
I2 is a bounded (and well-deﬁned) mapping from S(R2) to L2(P), since
E[I2(f)2] ≤ 2||f ||22
for f ∈ S(R2) which follows from (14.3.7) in [21]. Hence it can be extended in a unique
way to a bounded linear operator I2 mapping from L
2(R2) to L2(P). This ﬁnishes the
construction of the multiple Wiener-Itô integral. Note that the fact that one excludes the
diagonal in the construction suits our needs well, since these integrals represent limits
that arise from sums of products of white noise where we exclude squares of the white
noise.
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1.3.4 Stable distributions
If we have an i.i.d. sequence of random variables without ﬁnite variance, then it is possible
that the partial sums of the random variables converge asymptotically towards a stable
distribution. The following deﬁnition is taken from [34], Deﬁnition 1.1.6.
Deﬁnition 1.3.3. A random variable X is said to have a stable distribution if there are
parameters α ∈ (0, 2], τ ≥ 0, β ∈ [−1, 1] and µ ∈ R such that its characteristic function
has the following form:
E[exp(iθX)] =
exp
(
− τα|θ|α(1− iβ(sign(θ)) tan(piα
2
)) + iµθ
)
if α 6= 1
exp
(
− τα|θ|α(1 + iβ 2
pi
(sign(θ)) ln(|θ|)) + iµθ
)
if α = 1.
We denote its distribution with Sα(τ, β, µ), see (1.1.6), p. 9, in [34].
Note that in the case α = 2 it does not depend on the choice of β and the stable
distribution is then a normal distribution.
A function l : (0,∞)→ (0,∞) is called regularly varying with index ρ, if limt→∞ l(tx)l(t) =
xρ for all x > 0. We call a random variable X regularly varying with index α, if the tail
function F¯ (x) := P[|X| > x] is regularly varying with index −α. We say that X fulﬁls a
tail balance condition, if there is a p ∈ [0, 1] such that
lim
x→∞
P[X > x]
P[|X| > x] = p. (1.4)
The following theorem is a reformulation of Theorem 2.2.15 and Propositions 2.2.13/14
in [19]:
Theorem 1.3.3. Let (Xt)t∈N be an i.i.d. sequence of real random variables that are reg-
ularly varying with index α ∈ (0, 2) and fulﬁl a tail balance condition. Deﬁne
aN := inf{y : P[|X1| > y] < 1
N
} and bN := E[X11{|X1|≤aN}].
Then ∑N
t=1Xt −NbN
aN
d→ Sα(τ, β, µ) as N →∞,
with τ ≥ 0, β ∈ [−1, 1] and µ ∈ R.
For an introduction to stable distributions, see [34]. The name stable stems from
the fact that the convolution of stable distributions is a stable distribution again, more
precisely
Sα(τ1, β1, µ1) ∗ Sα(τ2, β2, µ2) = Sα((τα1 + τα2 )1/α,
β1τ
α
1 + β2τ
α
2
τα1 + τ
α
2
, µ1 + µ2),
see Property 1.2.1 in [34]. Every non-degenerate stable distribution has a continuous
Lebesgue density but only in few cases an explicit elementary form is known, see p. 10 in
[34]. Stable distributions do not have ﬁnite second moments unless α = 2.
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If (Ks)s∈[0,1] is a Lévy process with K1
d
= Sα(τ, β, µ) and f is a function with f ∈
Lα([0, 1]) ∩ L1([0, 1]) where 0 < α < 2 (and additionally ∫ 1
0
|f(x)β ln |f(x)|| dx < ∞ if
α = 1), then we can deﬁne
I1(f) :=
∫ 1
0
f(s) dKs.
see [34], Section 3.4. Note that in [34] the stochastic integral is deﬁned in a more general
setting for stable random measures. Note further that in [34] the location parameter of
the stable random measure is zero, so that we have to add the additional condition f ∈
L1([0, 1]). Note ﬁnally that since the Lévy process (Ks)s∈[0,1] does not have a ﬁnite second
moment, this integral cannot be deﬁned in the L2-sense. However, it can be constructed
via Cauchy sequences in probability, see [34], Section 3.4.
Note that I1(f) is also stable distributed with location parameter µ
∫ 1
0
f(x) dx, skew-
ness β
∫ 1
0 sign(f(x))|f(x)|α dx∫ 1
0 |f(x)|α dx
and scale parameter τ(
∫ 1
0
|f(x)|α dx)1/α, see [34], Section 3.4.
Horváth and Kokoszka [23] show if one has a moving average process with white noise
which is regularly varying with index α ∈ (2, 4) and with ψj = jd−1l(j) for d ∈ (0, 12) and
l(j)→ Cd > 0 as j →∞, that the autocovariance is asymptotically stable or Rosenblatt
distributed. More precisely, if 1
α
< d, then
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
and if 1
α
> d, then
N
a2N
(
γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)
)
d→ (S − α
α− 2)(
∞∑
j=1
ψ2j , . . . , . . .
∞∑
j=1
ψjψj+H),
as N →∞ for a stable random variable S with index α/2, see [23] Theorem 3.1.
We prove a similar result for continuous-time moving average processes, see Theorem
3.3.1.
1.4 Main results of this thesis
1.4.1 Strictly stationary solutions of ARMA equations in Banach
spaces
In Chapter 2 we study conditions for the existence of solutions of ARMA equations in a
separable complex Banach space B of the form
Yt − A1Yt−1 − . . .− ApYt−p = B0Zt + . . .+BqZt−q, t ∈ Z, (1.5)
where A1, . . . , Ap and B0, . . . , Bq are linear continuous operators in B with Ap 6= 0 and
Bq 6= 0. This extends results by Brockwell and Lindner [9] on univariate ARMA processes
and results on multivariate ARMA processes by Brockwell, Lindner and Vollenbröker [10].
Chapter 2 is based on [38].
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The proof of the characterisation of the existence of strictly stationary multivariate
ARMA(1,q) processes in [10] makes use of the Jordan canonical decomposition. A Jordan
decomposition for operators in Banach spaces does not exist in full generality. Therefore,
we restrict ourselves to operators in the AR part whose spectra, denoted by σ(A1), do
not contain elements of the unit circle S = {z ∈ C||z| = 1}. Let A1 be an operator with
σ(A1)∩S = ∅. We can ﬁnd closed subspaces B1,B2 of B and an invertible linear continuous
operator S : B1 × B2 → B such that
S−1A1S =
(
Λ1 0
0 Λ2
)
,
where Λ1 : B1 → B1 and Λ2 : B2 → B2 are bounded linear operators with σ(Λ1) = {z ∈
C : |z| < 1} ∩ σ(A1) and σ(Λ2) = {z ∈ C : |z| > 1} ∩ σ(A1), see Theorem 6.17 in Kato
[27] Chapter III.6.4.
We derive under the assumption that σ(A1) ∩ S = ∅ and 0 /∈ σ(A1) based on this
diagonalisation necessary and suﬃcient conditions for the existence of a strictly stationary
solution of
Yt − A1Yt−1 = B0Zt + . . .+BqZt−q, t ∈ Z. (1.6)
The result can be found in Chapter 2 as Theorem 2.2.1. It is a partial generalisation
of the result for multivariate ARMA(1,q) processes by [10].
Based on this we then derive necessary and suﬃcient conditions for the existence of a
a strictly stationary solution of (1.5). This is the content of Theorem 2.2.2.
We additionally derive a moving average representation for ARMA processes of the
form
Yt =
∞∑
k=−∞
ψkZt−k, t ∈ Z,
where the coeﬃcients (ψk)k∈Z are the coeﬃcients of the Laurent series of
(id−zA1 − z2A2 − · · · zpAp)−1(B0 + zB1 + . . .+ zqBq),
see Theorem 2.2.3.
We ﬁnally discuss several examples in section 3 of Chapter 2 that illustrate what can
happen if we drop the assumption that σ(A1) ∩ S = ∅ or 0 /∈ σ(A1).
1.4.2 A central limit theorem for the sample autocovariance of a
continuous-time moving average process with long memory
In Chapter 3 we study the asymptotic behaviour of the autocovariance estimator deﬁned
by
γˆN(h) :=
1
N
N∑
t=1
XtXt+|h|, h ∈ Z,
for continuous-time moving average processes (Xt)t∈R of the form
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
10
where (Lt)t∈R is a two-sided Lévy process with E[L1] = 0 and Var(L1) < ∞ and f is
a real-valued function in L2(R). We assume that f(t) = 0 for t ≤ 0, f is bounded and
f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 12) and Cd > 0. (Xt)t∈R exhibits by this assumption
long memory, i.e.
∞∑
k=−∞
|γ(k)| =∞,
where γ(h) := Cov(X0, Xh).
Horváth and Kokoszka [23] studied the asymptotic behaviour of the autocovariance
estimator for discrete-time moving average processes under similar conditions. Cohen
and Lindner [11] studied the asymptotic behaviour for continuous-time moving average
processes with short memory property. Chapter 3 is based on [39].
In analogy to [23], we show under the additional assumption E[L41] = ησ4 <∞ that the
autocovariance estimator is asymptotically Rosenblatt distributed if d ∈ (1
4
, 1
2
) or normal
distributed if d ∈ (0, 1
4
). This result can be found as Theorem 3.2.1 and as Remark
3.4.1 in Chapter 3. We show under the assumption that L1 is regularly varying with
index α ∈ (2, 4) that the autocovariance is asymptotically stable distributed if 1
α
> d or
Rosenblatt distributed if 1
α
< d. This result can be found as Theorem 3.3.1 in Chapter 3.
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Chapter 2
Strictly stationary solutions of ARMA
equations in Banach spaces
Based on [38]: F. Spangenberg Strictly stationary solutions of ARMA equations in Banach
spaces Journal of Multivariate Analysis, Volume 121, Pages 127-138, 2013
Abstract. We obtain necessary and suﬃcient conditions for the existence of strictly sta-
tionary solutions of ARMA equations in Banach spaces with independent and identically
distributed noise under certain assumptions. First, we obtain conditions for ARMA(1,q)
equations by excluding zero and the unit circle from the spectrum of the operator of
the AR part. We then extend this to ARMA(p,q) equations. Finally, we discuss various
examples.
2.1 Introduction
An ARMA(p,q) process is a stochastic process (Yt)t∈Z that fulﬁls the following recursion
equation (ARMA, AutoRegressive Moving Average equation)
Yt − a1Yt−1 − . . .− apYt−p = b0Zt + . . .+ bqZt−q, t ∈ Z.
Here a1, . . . , ap and b0, . . . , bq are usually complex numbers with ap 6= 0, bq 6= 0 and (Zt)t∈Z
is a sequence of random variables, which are mostly either i.i.d. or uncorrelated. Such a
sequence is called white noise. Y and Z are complex-valued stochastic processes as this
facilitates many technical problems. An excellent introduction to time series in general
and ARMA processes in particular is the monograph by Brockwell and Davis [7].
A natural extension is to consider multivariate ARMA processes and one can take a
further step by looking at ARMA processes in inﬁnite dimensional vector spaces. For an
introduction to time series in Banach spaces, see the monographs by Bosq [4] and Horváth
and Kokoszka [24] and the survey articles by Hörmann and Kokoszka [22] and Mas and
Pumo [30]. ARMA processes in Banach spaces can be applied for example in climate
prediction and ﬁnancial modelling, see e.g. [1] and [37]. For work in functional data with
heavy tails, see for instance the article by Meinguet and Segers [36] which deals with
extreme value theory of functional time series. One ﬁnds explicit examples for the use of
functional data models in chapter 1 of the book by Horváth and Kokoszka [24], where they
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give the examples of the magnetic ﬁeld of the Earth, stock prices, pollution levels in a city
and credit card transactions. In functional data analysis, one usually considers functions
on the unit interval. The functions are usually approximated by a series of functions, for
example an orthonormal basis of L2[0, 1]. To this end, one endows the function space with
a norm that renders it into a Banach space. The coeﬃcients of inﬁnite linear combinations
of these approximation functions give rise to sequence spaces. In the case of the L2[0, 1] and
an orthonormal basis as approximation functions this gives a Hilbert space isomorphism
between L2[0, 1] and the space of square integrable sequences `2(N). Hence it is sensible
to consider `2(N) instead of L2[0, 1].
In this chapter we study conditions for the existence of solutions of ARMA equations
in a separable complex Banach space B of the form
Yt − A1Yt−1 − . . .− ApYt−p = B0Zt + . . .+BqZt−q, t ∈ Z, (2.1)
where A1, . . . , Ap and B0, . . . , Bq are linear continuous operators in B with Ap 6= 0 and
Bq 6= 0. Any B-valued stochastic process (Yt)t∈Z which satisﬁes this equation is called a
solution of the ARMA(p,q) equation or an ARMA(p,q) process. We investigate strictly
stationary solutions of ARMA equations, where the white noise (Zt)t∈Z is a series of
Banach-space-valued i.i.d. random variables. This extends the work by Bosq [4] which
deals with causal weakly and strictly stationary solutions of AR equations with ﬁnite
second moment white noise.
Firstly, we generalise results by Brockwell and Lindner [9] and Brockwell, Lindner and
Vollenbröker [10]. They give necessary and suﬃcient conditions for the existence of strictly
stationary solutions for multivariate ARMA(1,q) equations in terms of the eigenvalues of
the matrix of the AR part and log+-moment conditions on the white noise. Our approach
is to partially generalise this by investigating the spectrum of the operator of the AR(1)
part. Assuming that the spectrum of the autoregressive operator does not contain zero and
has empty intersection with the unit circle, we derive necessary and suﬃcient conditions
for the existence of a strictly stationary solution in terms of ﬁniteness of log+-moments.
Secondly, we extend our results to ARMA(p,q) processes by using their representations
as Bp-valued ARMA(1,q) processes. Thirdly, we give an additional representation of the
solution as a moving average process of inﬁnite order by employing Laurent series. Finally,
we look at what can happen in the case when zero is in the spectrum or the intersection
of the spectrum and the unit circle is nonempty by looking at various examples.
2.2 Results
We now state our main results. We ﬁrst give necessary and suﬃcient conditions for the
existence of strictly stationary ARMA(1,q) processes when the spectrum does not contain
zero and elements of the unit circle. We extend these results to ARMA(p,q) processes.
Finally, we give a representation of the solution as a moving average process of inﬁnite
order using Laurent series.
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2.2.1 Strictly stationary solutions of ARMA(1,q) equations
The proof of the characterisation of the existence of strictly stationary multivariate
ARMA(1,q) processes in [10] makes use of the Jordan canonical decomposition. A Jordan
decomposition for operators in Banach spaces does not exist in full generality. Therefore,
we restrict ourselves to operators in the AR part whose spectra, denoted by σ(A1), do
not contain elements of the unit circle S. Let A1 be an operator with σ(A1) ∩ S = ∅.
We can ﬁnd closed subspaces B1,B2 of B and an invertible linear continuous operator
S : B1 × B2 → B such that
S−1A1S =
(
Λ1 0
0 Λ2
)
,
where Λ1 : B1 → B1 and Λ2 : B2 → B2 are bounded linear operators with σ(Λ1) = {z ∈
C : |z| < 1} ∩ σ(A1) and σ(Λ2) = {z ∈ C : |z| > 1} ∩ σ(A1). This can be proven by using
functional calculus for holomorphic functions. For a proof see Theorem 6.17 in Kato [27]
Chapter III.6.4: S−1 is given by S−1 = (P, id−P ), where P = − 1
2pii
∫
γ
R(z, A1) dz, with
γ being a path following the unit circle and R(z, A1) being the resolvent operator of A1.
B1 and B2 are the images of P and id−P . The cartesian product B1 × B2 is endowed
with a norm, e.g. the maximum norm, that renders it into a Banach space, and S is an
isomorphism between B1 × B2 and B. B1 × B2 is the Banach space direct sum of B1 and
B2. It is usually denoted by B1 ⊕ B2.
An operator A1 that fulﬁls σ(A1) ∩ S = ∅ is called hyperbolic. The notion of hyper-
bolicity is used in the theory of operator semigroups in the context of stability, see for
example [17].
We use the same diagonalisation of the ARMA(1,q) equation as in [10]: the ARMA(1,q)
equation
Yt − A1Yt−1 = B0Zt + . . .+BqZt−q, t ∈ Z (2.2)
has a strictly stationary solution (Yt)t∈Z if and only if the corresponding equation for
Xt := S
−1Yt
Xt − S−1A1SXt−1 = S−1B0Zt + · · ·+ S−1BqZt−q, t ∈ Z,
has a strictly stationary solution. We deﬁne Ii as the projection on the i-th component of
B1⊕B2 and X(i)t = IiXt for i = 1, 2. We will see in the proof of Theorem 2.2.1 that there
is a strictly stationary solution of the original equation if and only if there are strictly
stationary solutions for
X
(i)
t − ΛiX(i)t−1 = IiS−1B0Zt + · · ·+ IiS−1BqZt−q, t ∈ Z, i = 1, 2. (2.3)
Recall that the spectral radius r(A1) = limn→∞ n
√||An1 || coincides with sup{|λ| : λ ∈
σ(A1)} which justiﬁes the name spectral radius. It is easy to see that r(A1) < 1 if and
only if A1 is uniformly exponentially stable, i.e. there exist constants a ≥ 0, 0 < b < 1
such that ||Aj1|| ≤ abj for all j ∈ N. The latter condition corresponds to condition (c1) on
p. 74 in [4]. Hence the condition σ(A) ⊂ {z ∈ C : |z| < 1} is equivalent to the conditions
in Lemma 3.1 of [4].
We now give an extension of Theorem 1 in [10]:
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Theorem 2.2.1. Let B be a complex separable Banach space and let (Zt)t∈Z be an i.i.d.
sequence of B-valued random variables. Let A1 and B0, . . . , Bq be linear continuous oper-
ators in B and assume that A1 is hyperbolic, i.e. σ(A1) ∩ S = ∅. Let S be the operator as
given above such that S−1A1S =
(
Λ1 0
0 Λ2
)
. Then the ARMA(1,q) equation (2.2) has a
strictly stationary solution Y = (Yt)t∈Z if
E log+
∣∣∣∣∣∣( q∑
k=0
Aq−k1 Bk
)
Z0
∣∣∣∣∣∣ <∞.
This moment condition is also necessary under the additional assumption 0 /∈ σ(A1). The
strictly stationary solution is unique in both cases. It is given by Yt = SXt with
X
(1)
t =
q−1∑
j=0
(
j∑
k=0
Λj−k1 I1S
−1Bk)Zt−j +
∞∑
j=q
Λj−q1 (
q∑
k=0
Λq−k1 I1S
−1Bk)Zt−j (2.4)
and
X
(2)
t = −
∞∑
j=1−q
Λ−j−q2 (
q∑
k=(1−j)∨0
Λq−k2 I2S
−1Bk)Zt+j, (2.5)
where the series deﬁning X
(1)
t and X
(2)
t converge almost surely absolutely.
Proof. The proof follows along the lines of the proofs of Theorem 1 and Corollary 1 in
[10]. We ﬁrst consider the case σ(A1) ⊂ {z ∈ C : |z| < 1}, then the case σ(A1) ⊂ {z ∈ C :
1 < |z|} and ﬁnally the general case.
Case 1: σ(A1) ⊂ {z ∈ C : |z| < 1} i) Suﬃciency: Assume that the moment condition
is fulﬁlled. The suﬃciency of the conditions follows along the lines of Section 3.2 in [10].
Note that because r(A1) < 1, there are a > 0 and 0 < b < 1 such that ||Aj1|| ≤ abj. We
show that this moment condition is suﬃcient for the almost sure absolute convergence of
Yt =
q−1∑
j=0
( j∑
k=0
Aj−k1 Bk
)
Zt−j +
∞∑
j=q
Aj−q1
( q∑
k=0
Aq−k1 Bk
)
Zt−j.
By using the Borel-Cantelli-Lemma, we show that only ﬁnitely many summands have
norm greater than b′j for b < b′ < 1:
∞∑
j=q
P
[∣∣∣∣∣∣Aj−q1 ( q∑
k=0
Aq−k1 Bk
)
Zt−j
∣∣∣∣∣∣ > b′j]
≤
∞∑
j=q
P
[
ab−q
∣∣∣∣∣∣( q∑
k=0
Aq−k1 Bk
)
Zt−j
∣∣∣∣∣∣ > (b′
b
)j
]
=
∞∑
j=q
P
[
log+
(
ab−q
∣∣∣∣∣∣( q∑
k=0
Aq−k1 Bk
)
Zt−j
∣∣∣∣∣∣) > j log b′
b
]
.
The last series is ﬁnite because of our moment assumption. Hence the series deﬁning Yt
converges almost surely absolutely. Obviously, (Yt)t∈Z is a strictly stationary process and
one can check that it deﬁnes a solution of (2.2).
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ii) Necessity and uniqueness: Assume that there is a strictly stationary solution. By
iterating the ARMA(1,q) equation (2.2) (see equation (22) in [10]), we have
Yt =
q−1∑
j=0
( j∑
k=0
Aj−k1 Bk
)
Zt−j +
n−1∑
j=q
Aj−q1
( q∑
k=0
Aq−k1 Bk
)
Zt−j
+
q−1∑
j=0
An+j−q1
( q∑
k=j+1
Aq−k1 Bk
)
Zt−(n+j) + An1Yt−n. (2.6)
By taking the limit in probability as n → ∞, the last two summands converge to 0
in probability (as they converge to 0 in distribution), since (Yt)t∈Z and (Zt)t∈Z are both
strictly stationary. Hence we get
Yt =
q−1∑
j=0
( j∑
k=0
Aj−k1 Bk
)
Zt−j + P− lim
n→∞
n−1∑
j=q
Aj−q1
( q∑
k=0
Aq−k1 Bk
)
Zt−j.
This shows uniqueness. Now assume 0 /∈ σ(A1). The Itô-Nisio-Theorem is also valid in
Banach spaces (see Theorem 6.1 in [28]), therefore we also get almost sure convergence.
Hence only ﬁnitely many summands may have norm greater than 1, which gives the last
inequality of the following (in)equalities by the Borel-Cantelli-Lemma:
∞∑
j=q
P
[∣∣∣∣∣∣( q∑
k=0
Aq−k1 Bk
)
Z0
∣∣∣∣∣∣ > ||A−11 ||︸ ︷︷ ︸
>1
j−q]
≤
∞∑
j=q
P
[
||Aq−j1 ||
∣∣∣∣∣∣Aj−q1 ( q∑
k=0
A−k1 Bk
)
Z−j
∣∣∣∣∣∣ > ||Aq−j1 ||]
=
∞∑
j=q
P
[∣∣∣∣∣∣Aj−q1 ( q∑
k=0
Aq−k1 Bk
)
Z−j
∣∣∣∣∣∣ > 1] <∞.
This gives E log+
∣∣∣∣∣∣(∑qk=0Aq−k1 Bk)Z0∣∣∣∣∣∣ <∞.
Case 2: σ(A1) ⊂ {z ∈ C : 1 < |z|} i) Suﬃciency: Deﬁne
Yu := −
q−1∑
j=0
Aj1
( q∑
k=j+1
A−k1 Bk
)
Zu−j −
−1∑
j=−∞
Aj1
( q∑
k=0
A−k1 Bk
)
Zu−j
= −
q−1∑
j=−∞
Aj1
( q∑
k=max(0,j+1)
A−k1 Bk
)
Zu−j.
As in case 1, it follow from the moment condition that the deﬁning series Yu converges
almost surely absolutely and by similar calculations it follows that (Yu)u∈Z is a strictly
stationary solution of (2.2).
ii) Necessity and uniqueness: For obtaining the same result in the case σ(A1) ⊂ {z ∈
C : 1 < |z|}, one proceeds as in subsection 3.1.2. in [10]: Note that σ(A−11 ) ⊂ {z ∈ C :
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0 < |z| < 1} by holomorphic functional calculus. One obtains (see equation (25) in [10])
Yu = −
q−1∑
j=0
Aj1
( q∑
k=j+1
A−k1 Bk
)
Zu−j −
n−q∑
j=1
A−j1
( q∑
k=0
A−k1 Bk
)
Zu+j
−
q−1∑
j=0
A−n+j1
( j∑
k=0
A−k1 Bk
)
Zu+n−j + A−n1 Yu+n.
Again, the last two summands converge to 0 in probability as n→∞ and
∞∑
j=1
A−j1
( q∑
k=0
A−k1 Bk
)
Zu+j
has to converge almost surely. This shows uniqueness and gives the same necessary mo-
ment condition by the same argument.
Case 3: If there is a strictly stationary solution of (2.2), then (2.3) obviously admits a
strictly stationary solution for i = 1, 2. Conversely, if there are strictly stationary solutions
of (2.3) for i = 1, 2, then they are unique and given by (2.4) and (2.5). It is easy to see
that Yt = S(X
1
t , X
2
t )
T deﬁnes a strictly stationary solution of (2.2). Hence by the cases 1
and 2, there is a strictly stationary solution, if (and only if in the case 0 /∈ σ(A1))
E log+ ||(
q∑
k=0
Λq−ki IiS
−1Bk)Z0|| <∞ for i = 1, 2
which is in turn equivalent to
∞ > E log+ ||(
q∑
k=0
(
Λ1 0
0 Λ2
)q−k
S−1Bk)Z0||
= E log+ ||(
q∑
k=0
(S−1A1S)q−kS−1Bk)Z0||
= E log+ ||(
q∑
k=0
S−1Aq−k1 Bk)Z0||.
Finally, this is true if and only if E log+ ||(∑qk=0Aq−k1 Bk)Z0|| <∞ because S is invertible
and continuous. The uniqueness and the speciﬁc form of the solutions are clear from the
cases 1 and 2.
One can hope that one can also use a continuous operator A1 with the property that
limn→∞An1x = 0 for all x ∈ B as we then still have An1Z d→ 0 for a random variable
Z and hence An1Zt−n
d→ 0 for a strictly stationary process (Zt)t∈Z. An operator with
this property is called strongly stable, see [16], Deﬁnition 2.1. There are strongly stable
operators with spectral radius one. For example, consider a multiplication operator A1
on `2(N) deﬁned by A1(x0, x1, . . .) = (λ0x0, λ1x1, . . .). Recall that σ(A1) = {λi, i ∈ N}.
If we choose a sequence 0 < λi < 1 tending to 1, then r(A1) = 1, but A1 is strongly
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stable. However, if r(A1) = 1, then ||An1 || does not converge exponentially fast to zero and
hence suﬃcient log+-moment conditions cannot be derived in this way. Still, we have the
following:
Corollary 2.2.1. Let B be a complex separable Banach space and let (Zt)t∈Z be an i.i.d.
sequence of B-valued random variables. Let A1 and B0, . . . , Bq be linear continuous opera-
tors in B. Further assume that A1 is strongly stable. Then the ARMA(1,q) equation (2.2)
has a strictly stationary solution Y = (Yt)t∈Z if and only if
P− lim
n→∞
n−1∑
j=q
Aj−q1
( q∑
k=0
Aq−k1 Bk
)
Zt−j exists.
If there is a strictly stationary solution, it is unique and is given by
Yt =
q−1∑
j=0
( j∑
k=0
Aj−k1 Bk
)
Zt−j + P− lim
n→∞
n−1∑
j=q
Aj−q1
( q∑
k=0
Aq−k1 Bk
)
Zt−j.
Proof. The necessity and uniqueness follows as in the proof of Theorem 2.2.1 case 1
since the strong stability implies that
∑q−1
j=0 A
n+j−q
1
(∑q
k=j+1A
q−k
1 Bk
)
Zt−(n+j)
P→ 0 and
An1Yt−n
P→ 0 as n → ∞ as observed above, so that (2.6) gives the desired convergence
conditions. The suﬃciency follows from the same arguments as given in the proof of
Theorem 2.2.1 since convergence in probability is preserved by application of continuous
operators.
An example of a strictly stationary AR(1) process with strongly stable A1 but with
r(A1) = 1 is given in Proposition 2.3.2.
2.2.2 Strictly stationary solutions of ARMA(p,q) equations
We can extend our results to ARMA(p,q) processes by using the representation as an
ARMA(1,q) process with new state space Bp endowed with a suitable norm, e.g. the
maximum of the norms of the components. We follow here Section 5.1 of Bosq [4]. If we
have the ARMA(p,q) equation Yt−A1Yt−1− . . .−ApYt−p = B0Zt+B1Zt−1 + . . .+BqZt−q,
we set
Y˜t = (Yt, . . . , Yt−p+1)T ,
B˜k =

Bk 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , (2.7)
Z˜t = (Zt, 0, . . . , 0)
T .
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We further deﬁne the operator A on Bp by
A =

A1 A2 · · · · · · Ap
id 0 · · · · · · 0
0 id · · · · · · 0
...
...
. . .
...
...
0 · · · · · · id 0
 . (2.8)
We can now regard the old ARMA(p,q) equation as the new ARMA(1,q) equation
Y˜t − AY˜t−1 = B˜0Z˜t + B˜1Z˜t−1 + . . .+ B˜qZ˜t−q. (2.9)
Note that (Z˜t)t∈Z is also strict white noise. We now consider the operator-valued polyno-
mial Q deﬁned by
Q(z) = zp id−zp−1A1 − · · · − zAp−1 − Ap. (2.10)
Lemma 2.2.1. We have
σ(A) := {z ∈ C|z id−A is not invertible} = {z ∈ C|Q(z) is not invertible}.
Proof. This follows from the proof of Theorem 5.2 p. 130 in Bosq [4]. Bosq states only
the inclusion ⊂ in his proof but his arguments also give equality.
We now apply this representation to Theorem 2.2.1:
Theorem 2.2.2. Let A1, . . . , Ap and B0, . . . , Bq be continuous linear operators in a sep-
arable complex Banach space B. Let (Zt)t∈Z be an i.i.d. sequence of B-valued random
variables. Deﬁne Q as in (2.10) and assume that Q(z) is invertible for all z ∈ C with
|z| = 1. Deﬁne B˜k, Z˜t and A as in (2.7) and (2.8). Then a strictly stationary solution of
the ARMA(p,q) equation (2.1) exists if
E log+
∣∣∣∣∣∣( q∑
k=0
Aq−kB˜k
)
Z˜0
∣∣∣∣∣∣ <∞. (2.11)
If Q(0) is also invertible, then this moment condition is also necessary. The stationary
solution is unique.
Proof. There is a solution for the ARMA(p,q) equation (2.1) if and only if there is a
solution for the rewritten ARMA(1,q) equation (2.9). The spectrum σ(A) of A is {z ∈
C|Q(z) is not invertible}. Hence by Theorem 2.2.1, a strictly stationary solution exists
if (and only if in the case Q(0) is invertible) (2.11) holds. If there is a solution for the
rewritten ARMA(1,q) equation, it is unique and hence so is the corresponding solution of
the ARMA(p,q) equation that is given by its ﬁrst component.
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2.2.3 Representation of stationary solutions as moving averages
The theory of holomorphic functions extends to holomorphic operator-valued functions,
see e.g. [13], VII 4. We formulate a generalised Laurent series development for our con-
venience:
Lemma 2.2.2. Let f be a holomorphic operator-valued function in the annulus
{z : R1 < |z − a| < R2} with 0 ≤ R1 < R2 ≤ ∞ and a ∈ C. Then
f(z) =
∞∑
n=−∞
an(z − a)n,
where the convergence is absolute. The coeﬃcients are given by
an =
1
2pii
∫
γ
f(z)
(z − a)n+1 dz,
where γ is the circle |z − a| = r for any r with R1 < r < R2. Moreover, this series is
unique.
Proof. The proof follows the lines of the usual Laurent series development, see VII Lemma
6.11 in [13]. Actually, Lemma 6.11 in [13] is only formulated for a punctured disc and the
resolvent, but the proof of the Laurent Series development 1.11 in [12] only makes use of
Cauchy's Theorem and Cauchy's Integral Formula. These are also true for operator-valued
holomorphic functions, see [13], 4.1 and 4.2.
We now give another representation of the unique strictly stationary solution:
Theorem 2.2.3. Let (Zt)t∈Z be strict white noise in a separable complex Banach space B
satisfying E log+ ||Z0|| <∞. Let A1, . . . , Ap and B0, . . . , Bq be continuous linear operators
and let Q be deﬁned by (2.10). Assume Q(z) is invertible for all z ∈ C with |z| = 1. Then
the unique strictly stationary solution Y = (Yt)t∈Z of the ARMA(p,q) equation (2.1) is
given by
Yt =
∞∑
k=−∞
ψkZt−k,
where the series converges almost surely absolutely and where (ψk)k∈Z denote the coeﬃ-
cients of the Laurent series of (id−zA1 − z2A2 − · · · zpAp)−1(B0 + zB1 + . . .+ zqBq) for
an annulus containing the unit circle S. The coeﬃcients (ψk)k∈Z are given by
ψn =
1
2pii
∫
γ
z−n−1(id−zA1 − z2A2 − · · · zpAp)−1(B0 + zB1 + . . .+ zqBq) dz.
Proof. We ﬁrst show that Q(z)−1 is a holomorphic function on the resolvent set ρ(A) :=
{z ∈ C|z id−A is invertible} = {z ∈ C|Q(z) is invertible}. For that, observe that from
the proof of Theorem 5.2 in [4] it holds
M(z)(z id−A)N(z) =

id 0 . . . 0 0
0 id . . .
...
...
... id 0
0 . . . . . . 0 Q(z)
 =: R(z).
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Here N(z) is a suitable upper triangular matrix with diagonal entries id and upper entries
of the form zk id. The matrix M is given by
M(z) =

0 − id 0 . . . 0
0 0 − id . . . 0
...
0 . . . . . . 0 − id
id Q1(z) . . . . . . Qp−1(z)
 ,
where Q1(z), . . . , Qp−1(z) are operator-valued polynomials. The inverse of M is given by
M(z)−1 =

Q1(z) . . . . . . Qp−1(z) id
− id 0 0 . . . 0
0
. . .
0 . . . − id 0 0
0 . . . . . . − id 0
 .
Thus M(z)−1 is a holomorphic function. The inverse of N(z) can be easily given by
Cramer's rule and is hence holomorphic as well. The inverse of (z id−A) is the resol-
vent of A and it is known that the resolvent is a holomorphic function. Hence R(z)−1 is
holomorphic on ρ(A) and hence so is Q(z)−1.
Now observe that (id−zA1 − z2A2 − · · · zpAp)−1 = (zpQ(z−1))−1. Hence this function
is holomorphic on an annulus containing the unit circle. This shows that we can develop
(id−zA1− z2A2−· · · zpAp)−1(B0 + zB1 + . . .+ zqBq) as a Laurent series by Lemma 2.2.2.
Finally, we show that the series deﬁning Yt converges almost surely absolutely: the
Laurent series
∑∞
k=−∞ z
kψk converges absolutely on an annulus containing the unit circle.
As in the proof of Theorem 3.1.1 in [7] we ﬁnd the same exponential decay of ||ψk|| as in the
one-dimensional case: the Laurent series is absolutely convergent, hence
∑∞
n=1(1 + ε)
nψn
and
∑∞
n=1(1−ε)−nψ−n are also absolutely convergent for ε > 0 small enough. Hence there
are a > 0 and 0 < b < 1 such that ||ψn|| < ab|n|. The proof of the almost sure absolute
convergence is the same as in the proof of Theorem 2.2.1 and one can check that (Yt)t∈Z
is a strictly stationary solution.
Remark 2.2.1. The assumption that B0, . . . , Bq are continuous operators is in fact not
needed. In Theorem 2.2.1 the white noise could be an E-valued sequence, where E is
a measure space with Bk : E → B being measurable mappings. In Theorem 2.2.3, the
mappings can be continuous operators from a normed spaceA to B or also only measurable
mappings, if we assume E[log+ ||B0Zt +B1Zt−1 + . . .+BqZt−q||] <∞.
If (Zt)t∈Z is centred weak white noise, i.e. a sequence of second order centred random
variables with constant covariance operator and whose cross covariance operators vanish,
then Yt =
∑∞
k=−∞ ψkZt−k is well-deﬁned and deﬁnes a weakly stationary sequence and
hence a weakly stationary solution of the ARMA equation. See Deﬁnition 2.4 and Deﬁni-
tion 3.1 in [4] for the deﬁnitions of weak white noise and weak stationarity. Hence we get
a corollary which generalises Theorem 3.1 in [4]:
22
Corollary 2.2.2. Let A1, . . . , Ap and B0, . . . , Bq be continuous linear operators in a sep-
arable complex Banach space B. Deﬁne Q as in (2.10) and assume that Q(z) is invertible
for all z ∈ C with |z| = 1. Let (Zt)t∈Z be weak white noise with E[Z0] = 0. The ARMA(p,q)
equation (2.1) then has a unique weakly stationary solution Y = (Yt)t∈Z given by
Yt =
∞∑
k=−∞
ψkZt−k,
where the series converges almost surely absolutely and in the L2-sense.
Proof. The existence as an almost surely absolutely convergent series can be established
similar to Proposition 3.1.1. in [7]. The sequence (
∑n
k=−n ψkZt−k)n∈N is a Cauchy sequence
in the space of square integrable random variables as
E||
n∑
k=−n
ψkZt−k −
m∑
k=−m
ψkZt−k||2 ≤
( n∑
k=−n
||ψk|| −
m∑
k=−m
||ψk||
)2
E||Z0||2,
which follows from the proof of Theorem 6.1 in [4]. The uniqueness follows along the
lines of the proof of Lemma 3.1 in [8]. However, the last argument of the proof uses
Slutsky's Lemma. This cannot be applied, but the convergence in probability follows
from Tchebychev's inequality. Finally, it it obvious that (Yt)t∈Z is weakly stationary and
one can check that it is a solution.
2.3 Examples
2.3.1 Weaker moment conditions if σ(A1) = {0}
We already know that a log+-moment is suﬃcient for the existence of a solution of the
AR(1) equation Yt − A1Yt−1 = Zt if σ(A1) = {0}. We now give examples to show that
this suﬃcient condition is not necessary in this case.
Example 2.3.1. The ﬁrst example is that A1 is the zero operator or more generally
nilpotent, i.e. there is a power An1 that vanishes. The spectral radius is then r(A1) = 0,
hence σ(A1) = {0}. The series
∑∞
n=0A
n
1Zt−n always converges. Hence there is no necessary
moment condition.
In the next example, the spectral radius of the operator A1 vanishes, i.e. r(A1) = 0 and
σ(A1) = {0} but A1 is not nilpotent. Recall that such operators are called quasinilpotent.
Example 2.3.2. Let c0(N) denote the space of sequences that converge to zero en-
dowed with the supremum norm. Consider the weighted right shift A1 on c0(N) given
by A1(x0, x1, x2, . . .) = (0, a1x0, a2x1, . . .) for a monotone sequence ai ≥ 0 tending to zero.
We then have ||An1 || = a1a2 · · · an. We set an = e
−en
e−en−1
for n > 1 and a1 = e
−e, hence
||An1 || = e−en . We claim that the condition E[log+ log+ ||Z0||] <∞ is suﬃcient for the ex-
istence of a solution of the corresponding AR(1) equation and that this moment condition
is sharp inasmuch as there cannot be a better suﬃcient moment condition. What is more,
the condition is indeed diﬀerent from the usual log+-moment condition in that there are
distributions with log+ log+-moments without log+-moments.
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Proof. Suﬃciency: We know from the proof of Theorem 2.2.1 that there is a strictly
stationary solution for Yt−A1Yt−1 = Zt if
∑∞
n=0A
n
1Zt−n converges almost surely absolutely.
Hence it suﬃces to show that ||An1Zt−n|| > e−n only ﬁnitely often. We show this by the
Borel-Cantelli-Lemma. First note that there is a K such that log(en − n) = n + log(1 −
ne−n) > n− 1
2
for n ≥ K. Hence
∞∑
n=K
P[||An1Zt−n|| > e−n]
≤
∞∑
n=K
P[log+ log+ ||Z0|| > log(en − n)]
≤
∞∑
n=K
P[log+ log+ ||Z0|| > n− 1
2
].
The last series is ﬁnite if E[log+ log+ ||Z0||] < ∞. The Borel-Cantelli-Lemma then shows
that a strictly stationary solution exists.
Sharpness: We denote the n-th component of Yt and Zt by Y
(n)
t and Z
(n)
t . One can
show that a solution has to fulﬁl Y
(n)
t =
∑n
i=0(
∏n
j=i+1 aj)Z
(i)
t+i−n. We also know that
limn→∞ Y
(n)
t = 0 almost surely because the solution is in c0(N). If we assume that only
Z
(0)
t is nondeterministic and all other components vanish, then the log
+ log+-moment
condition is in fact necessary: then the components of Y
(n)
t are independent (for ﬁxed t)
and we get by the Borel-Cantelli-Lemma, because only ﬁnitely many components have
absolute value greater than 1, the following inequality. The ﬁniteness of the ﬁrst series
then gives the log+ log+-moment:
∞∑
n=1
P[log+ log+ |Z(0)0 | > n]
=
∞∑
n=1
P[log+ |Z(0)0 | > −
n∑
i=1
log ai︸ ︷︷ ︸
=en
]
=
∞∑
n=1
P[|Z(0)0 | >
n∏
i=1
1
ai
]
=
∞∑
n=1
P[|(
n∏
i=1
ai)Z
(0)
t−n| > 1] <∞.
Finally, let P be a real-valued random variable with Pareto distribution on [1,∞) with
index α = 1. Deﬁne Z = xeP where x is a vector in B with norm 1. Z has log+ log+-
moment but no ﬁnite log+-moment, i.e. there is white noise (Zt)t∈Z fulﬁlling these moment
conditions.
The spectrum of the operator in the next example contains zero but the log+ condition
is necessary.
24
Example 2.3.3. Let A1 be the rescaled right shift operator on `
2(N) given by
A1(x0, x1, . . .) :=
1
2
(0, x0, x1, . . .).
Then A1 is not invertible, thus we have 0 ∈ σ(A1), but A1 has a left inverse given
by A−11 (x0, x1, . . .) = 2(x1, x2, . . .). It is known that σ(A1) = {z ∈ C : |z| ≤ 12}. The
arguments of the proof of Theorem 2.2.1 show that the log+-condition is necessary.
We now give another example with a diﬀerent suﬃcient condition. Let Γ be the gamma
function given by Γ(z) =
∫∞
0
tz−1e−t dt for z > 0. We know that Γ(n) = (n − 1)!. Let
K > 0 be a constant such that Γ is strictly increasing on [K,∞). We then denote by Γ−1
the inverse function of Γ on the interval [K,∞).
Example 2.3.4. Let B = C[0, 1] be endowed with the supremum norm. Let A1 be the
Volterra integral operator given by A1x(s) =
∫ s
0
x(t) dt. Then E[Γ−1(||Z0|| ∨K)] < ∞ is
a suﬃcient condition for the existence of a solution for the AR(1) equation given by A1.
This condition is sharp as well.
Proof. We will show that Yt :=
∑∞
n=0 A
n
1Zt−n converges almost surely absolutely and we
know that this then deﬁnes a solution for the AR(1) equation. We know that ||An1 || = 1n! ,
see for example [13] p.217 . It suﬃces to show that || 1
n!
Zt−n|| > 1n(n−1) for only ﬁnitely
many n. We do so by using the Borel-Cantelli-Lemma:
∞∑
n=2
P
[
|| 1
n!
Z0|| > 1
n(n− 1)
]
=
∞∑
n=2
P[||Z0|| > (n− 2)!]
≤
∞∑
n=2
P[||Z0|| ∨K > (n− 2)!]
≤
∞∑
n=2
P[Γ−1(||Z0|| ∨K) > (n− 1)].
The last series is ﬁnite because of the moment asumption. Finally, we show that this
condition cannot be improved: let (Z˜t)t∈Z be C-valued i.i.d. white noise and deﬁne Zt =
1[0,1]Z˜t. Now we assume that there is a solution Yt. We evaluate this solution as a function
at 1, i.e. Y˜t = Yt(1) =
∑∞
n=0
1
n!
Z˜t−n. This series necessarily converges if there is a solution
Yt. Hence again by the Borel-Cantelli-Lemma, we get
∑∞
n=0 P[|Z˜t−n| > n!] < ∞, thus∑∞
n=0 P[|Z˜0| ∨K > n!] < ∞ and
∑∞
n=0 P[Γ−1(|Z˜0| ∨K) > n + 1] < ∞. This shows that
under this choice of white noise, the moment condition is necessary.
Now, we give an example of a distribution with Γ−1-moment but without log+-moment:
It can be shown that Γ−1(x) behaves asymptotically like log x
log log x
: by Stirling's formula, Γ(y)
behaves asymptotically like x :=
√
y(y
e
)y. Taking the logarithm, we obtain
log
√
y + y(log y − 1) = log x =: z.
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By using the ansatz y = z
log z
r(z) and inserting it in the last equation, one can show that
limz→∞ r(z) = 1, giving the desired asymptotic behaviour of Γ−1(x) as x→∞.
Now, deﬁne f(x) := 1
x(log x)2(log log x)
. Then, for large x1∫
x≥x1
f(x) log x dx =
∫
x≥x1
1
x log x log log x
dx
=
∫
y≥log x1
1
eyy log y
ey dy =
∫
y≥log x1
1
y log y
dy
and ∫
x≥x1
f(x)
log x
log log x
dx =
∫
y≥log x1
1
y(log y)2
dy.
Antiderivatives of the integrands are log log y and −1
log y
. Hence by restricting f on an
interval [x1,∞) and normalising it, we obtain a density that deﬁnes a distribution with
the desired properties of having ﬁnite Γ−1-moment without having log+-moment.
We can also give an example of an operator on C[0, 1] comparable to the operator in
Example 2.3.2:
Example 2.3.5. Deﬁne the operator T : C[0, 1]→ C[0, 1] for f ∈ C[0, 1] by
Tf(x) :=
{
2xf(0), if x ∈ [0, 1
2
]
f(2(x− 1
2
)), if x ∈ [1
2
, 1].
For a monotone sequence of positive numbers (an)n≥1 converging to zero, we deﬁne g ∈
C[0, 1] by setting g(0) := a1, g(
1
2
) := a2, g(
3
4
) := a3 and g(
∑n
i=1(
1
2
)i) = an+1 in general,
interpolating linearly in between and setting g(1) := 0. The function g is continuous
in 1 because lim an = 0. Now deﬁne S : C[0, 1] → C[0, 1] by setting Sf := fg for
f ∈ C[0, 1]. Finally we deﬁne A1 := TS. Then one can show that ||An1 || = a1a2 · · · an. Like
in Example 2.3.2, one can show that E[log+ log+ ||Z0||] <∞ is suﬃcient for the existence
of a solution, if we set an =
e−e
n
e−en−1
for n > 1 and a1 = e
−e. Like in that example, one can
show the sharpness of this condition: Let (Z˜t)t∈Z be C-valued i.i.d. white noise and deﬁne
Zt(x) = (1− 10x)1[0, 1
10
](x)Z˜t for x ∈ [0, 1]. Let (Yt)t∈Z be a solution of the corresponding
AR(1) equation. We know that a solution has to fulﬁl Yt =
∑∞
n=0 A
n
1Zt−n. We see that
Yt(1) = 0 because (A
n
1Zt)(1) = 0 for all n ≥ 0 by our choice of white noise. Because
of that and since we chose C[0, 1] as our state space, we have limn→∞ Yt(
∑n
i=1(
1
2
)i) = 0.
Like in Example 2.3.2, one can show that E[log+ log+ ||Z0||] <∞ is also necessary in this
case: We have Yt(
∑n
i=1(
1
2
)i) =
(∏n
j=1 aj
)
Z˜t−n. Hence for ﬁxed t, (Yt(
∑n
i=1(
1
2
)i))n∈N is an
i.i.d. sequence whose absolute value is only ﬁnitely often greater than 1. By using the
Borel-Cantelli-Lemma, one can show that E[log+ log+ ||Z0||] <∞.
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2.3.2 Examples when σ(A1) is the closed unit disc
We consider two further examples. In the ﬁrst one the operator is an isometry and there
is no nondeterministic solution, while in the second one the operator is a multiplication
operator and there is a nondeterministic solution.
For the proof of the next proposition, we need some preparation: a family of random
variables (Xi)i∈I is said to bounded in probability, if for each ε > 0 there exists a δ > 0
such that
P[||Xi|| > δ] < ε for all i ∈ I.
Recall that if the partial sums Sn of independent random variables in a separable space are
bounded in probability, then they are also almost surely bounded, see [41], Theorem V.2.2.
b) p. 266. Note that [41] deﬁne boundedness in probability by boundedness with respect to
a metric space that induces convergence in probability. Then they show that it coincides
with this deﬁnition (Proposition III.1.2. p. 93). Recall that almost sure boundedness means
that the supremum is almost surely ﬁnite, i.e. P[supn ||Sn|| <∞] = 1. Finally, recall that
a Banach space B does not contain subspaces being isomorphic to c0(N) if and only if
for every sequence of independent symmetric Radon random variables in B, the almost
sure boundedness of the sequence of the partial sums Sn implies its convergence, see [28],
Theorem 9.29.
Proposition 2.3.1. Let A1 be an isometry and B be a separable Banach space, that does
not contain a subspace being isomorphic to c0(N), e.g. a Hilbert space. Then a necessary
condition for the existence of a strictly stationary solution for the AR(1) equation Yt −
A1Yt−1 = Zt with (Zt)t∈Z i.i.d. is that Z0 is almost surely deterministic.
Proof. We will mimic the argument of the proof of Theorem 1 in [9] c). We may symmetrise
the processes by taking the diﬀerences of two independent copies of the white noise and
the solution. We then show that Z0 vanishes almost surely. We now assume that the white
noise and the solution are symmetric. We again obtain
Yt − An1Yt−n =
n−1∑
k=0
Ak1Zt−k.
From the stationarity and the fact that An1 are isometries, for each ε > 0 there is a K > 0
such that
P[||Yt − An1Yt−n|| > K] < ε
as we have
P[||Yt − An1Yt−n|| > K] ≤ P[{||Yt|| >
K
2
} ∪ {||AnYt|| > K
2
}] ≤ 2P[||Yt|| > K
2
].
Hence
P[||
n−1∑
k=0
Ak1Zt−k|| > K] < ε
27
and the
∑n−1
k=0 A
k
1Zt−k are bounded in probability, hence almost surely bounded and thus∑∞
k=0A
k
1Zt−k converges almost surely (by the theorems refered to above). We now have
∞∑
k=0
P[||Z0|| > r] =
∞∑
k=0
P[||Ak1Zt−k|| > r] <∞ for all r > 0.
Thus Z0 vanishes almost surely.
Example 2.3.6. Let B be `∞(N) and let A1 be the unilateral right shift deﬁned by
A1(x0, x1, . . .) = (0, x1, x2, . . .). We set Zt = (Z
(0)
t , Z
(1)
t , . . .) and Yt = (Y
(0)
t , Y
(1)
t , . . .).
Then Y
(n)
t :=
∑n
i=0 Z
(i)
t+i−n is a stationary solution as long as Yt is in `
∞(N). If we assume
supω∈Ω supt∈Z |Z(i)t | ≤ 2−i, then the Y it are always bounded by 2, hence a strictly stationary
solution exists though the shift is an isometry. This example does not contradict our
proposition above as we have c0(N) ⊂ `∞(N) and `∞(N) is not separable.
We again consider the AR(1) equation in the case that A1 is a multiplication operator
given by A1(x0, x1, . . .) = (λ0x0, λ1x1, . . .) on `
2(N). We set Zt = (Z(0)t , Z
(1)
t , . . .) and
Yt = (Y
(0)
t , Y
(1)
t , . . .). Deﬁne σ
2
i = Var(Z
(i)
t ). If we consider a component of a solution of
the AR(1) equation Yt − A1Yt−1 = Zt, we have Y (n)t =
∑∞
i=0 λ
i
nZ
(n)
t−i, hence Var(Y
(n)
t ) =∑∞
i=0(λ
i
n)
2 Var(Z
(n)
t−i) =
σ2n
1−λ2n . If
∑∞
n=0 Var(Y
(n)
t ) is ﬁnite, then Yt is almost surely in `
2(N)
and we choose a modiﬁcation of Y that is in `2(N). Hence we get:
Proposition 2.3.2. Let A1 be a multiplication operator in `
2(N) deﬁned by a sequence
(λi)i∈N with |λi| < 1 for all i. Let (Zt)t∈Z be i.i.d. and with the notation introduced above
assume
∑∞
i=0 σ
2
i <∞. Then there is a solution for the AR(1) equation given by A1 if
∞∑
i=0
(
σ2i
1− λ2i
) <∞.
If the white noise is Gaussian, then this condition is also necessary. In particular,
E[||Zt||2] < ∞ is not a suﬃcient condition for the existence of a strictly stationary solu-
tion.
Proof. The suﬃciency has already been observed above. To show necessity when (Zt)t∈Z
is Gaussian, consider only the ﬁrst n + 1 components of the AR(1) equation. For this
multivariate equation, there is always a solution and the distribution of the solution
(Y
(0)
t , . . . , Y
(n)
t ) is Gaussian. If Yt is well-deﬁned in its state space `
2(N), then its dis-
tribution is Gaussian, because every linear functional of Yt is an almost sure limit of
the linear functionals of (Y
(0)
t , . . . , Y
(n)
t ). These are normal distributed and the normal
distributions are closed under convergence in distribution. The diagonal entries of the
covariance operator of the distribution of Yt are given by
σ2i
1−λ2i
. Recall that the diagonal
entries of a covariance operator of a Gaussian measure on `2(N) have to be summable,
see [41], Theorem V.5.6 p. 334.
It is well-known that the spectrum of the unilateral right shift R in `2(N) has the
closed unit disc as spectrum. It is also well-known that the spectrum of the multiplication
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operatorM is {λi : i ∈ N}. We can now choose a sequence (λi)i∈N with |λi| < 1, such that
σ(R) = σ(M). The shift is an isometry, hence we already know that the corresponding
AR(1) equation has no strictly stationary solution but we also know that in the case of
the multiplication operator M we have a solution, if we choose a priori appropiate white
noise.
The operator in the next example has the disc with radius 2 as spectrum.
Example 2.3.7. Let A1 be the rescaled right shift operator on `
2(N) given by
A1(x0, x1, . . .) := 2(0, x0, x1, . . .).
Then A1 has a left inverse given by A
−1
1 (x0, x1, . . .) =
1
2
(x1, x2, . . .). There is no solution
for the corresponding AR(1) equation if Z0 is nondeterministic.
Proof. We mimic the arguments given in [7] p. 81 for the noncausal univariate AR(1)
equation. If there is a solution for the AR equation, we multiply the equation with A−11
and get A−11 Xt−Xt−1 = A−11 Zt and rearrange it to Xt = −A−11 Zt+1 +A−11 Xt+1. Iteration
gives Xt = −A−11 Zt+1 − · · · − A−n1 Zt+n + A−n1 Xt+n. By taking the limit in distribution
and applying again the Itô-Nisio-Theorem one sees that if there is a solution for the
corresponding AR(1) equation for A1, then it is unique and fulﬁls Xt = −
∑∞
j=1A
−j
1 Zt+j
as an almost sure limit. Hence on the one hand, we have X
(0)
t = −
∑∞
j=1 2
−jZ(j)t+j. On the
other hand we also have X
(0)
t = Z
(0)
t but this is impossible unless Z0 is deterministic.
2.4 Summary
The aim of this chapter was to ﬁnd necessary and suﬃcient conditions for the existence of
strictly stationary solutions of ARMA equations in Banach spaces with i.i.d. white noise.
Firstly, we generalised a result on multivariate ARMA(1,q) processes by Brockwell,
Lindner and Vollenbröker [10] by excluding the unit circle and zero from the spectrum of
the operator in the autogressive part. Secondly, we extended this to ARMA(p,q) processes
by using their representations as ARMA(1,q) processes. Thirdly, we gave an additional
representation of the solution by using Laurent series. Finally, we provided various exam-
ples illustrating what can happen when we drop our assumptions. These examples show
that a complete characterisation of the existence and uniqueness of strictly stationary
solutions by the spectrum and moment conditions is not possible.
Our work extends the results in the book by Bosq [4] in that we allow for noncausal
solutions, a broader class of operators, white noise without ﬁnite second moments and a
moving average part.
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Chapter 3
A central limit theorem for the sample
autocovariance of a continuous-time
moving average process with long
memory
Based on [39]: F. Spangenberg A central limit theorem for the sample autocovariance of
a continuous-time moving average process with long memory, Preprint 20151
Abstract. We examine the asymptotic behaviour of the sample autocovariance in a
continuous-time moving average model with long-range dependence. We show that it
is either asymptotically Rosenblatt distributed or stable distributed. This shows that re-
sults by Horváth and Kokoszka [23] for discrete-time moving average processes with long
memory also hold for continuous-time moving average processes.
3.1 Introduction
Let (Zt)t∈Z be an i.i.d. sequence of real random variables with E[Z0] = 0 and E[Z20 ] =
σ2 <∞. Let (ψj)j∈N0 be a square summable real sequence. Then a one-sided discrete-time
moving average process of inﬁnite order (Xt)t∈Z is deﬁned by
Xt :=
∞∑
j=0
ψjZt−j, t ∈ Z,
where the limit exists in the L2-sense and here as a sum of independent summands almost
surely as well. The autocovariances of the process are given by
γ(h) := Cov(Xt, Xt+h) = σ
2
∞∑
j=0
ψjψj+|h|, h ∈ Z.
1Supported by Deutsche Forschungsgemeinschaft Grant LI 1026/4-2
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A canonical estimator for the autocovariances is given by
γˆN(h) :=
1
N
N∑
t=1
XtXt+|h|, h ∈ Z.
Horváth and Kokoszka [23] examined the asymptotic behaviour of this estimator under
the assumption that ψj = j
d−1l(j), with d ∈ (0, 1
2
), l(j) → Cd > 0 as j → ∞ and that
either E[Z40 ] = ησ4 <∞ or that Z0 is regularly varying with index α ∈ (2, 4). In the case
d ∈ (0, 1
4
), they showed that the estimator is asymptotically normal distributed. In the
case with d ∈ (1
4
, 1
2
) and ﬁnite fourth moments, the estimator is asymptotically Rosenblatt
distributed and in the case with regularly varying noise, the estimator is asymptotically
Rosenblatt distributed when d > 1
α
and asymptotically stable distributed when d < 1
α
.
Let (Lt)t∈R be a two-sided Lévy process with E[L1] = 0 and E[L21] = σ2 ∈ (0,∞).
Let f be a real-valued function in L2(R). Then a continuous-time moving average process
(Xt)t∈R is deﬁned by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R, (3.1)
where the integral is deﬁned in the L2-sense of stochastic integrals. This process is easily
seen to be strictly and weakly stationary. The autocovariance can be easily seen by Itô's
isometry to be
γ(h) = σ2
∫ ∞
−∞
f(s)f(s+ h) ds, h ∈ R.
Cohen and Lindner [11] investigated the asymptotic behaviour of the sample mean, the
sample autocovariance and the sample autocorrelation for continuous-time moving average
processes under certain conditions. Among other things, they showed that the sample
autocovariance is asymptotically normal distributed in their case.
The aim of this chapter is to derive the asymptotic behaviour of the sample autoco-
variance in the continuous-time case under assumptions similar to those in the article by
Horváth and Kokoszka [23]. To this end, we assume that f(t) = 0 for t ≤ 0, f is bounded
and f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 12) and Cd > 0.
A class of discrete-time processes that are of the above form is given by ARFIMA
processes, see for example Chapter 7 in Giraitis et al. [21]. A class of continuous-time
processes of the above form is given by FICARMA processes, which go back to Peter
Brockwell, see [5] and [6].
In this chapter, we stick to the notation of Horváth and Kokoszka [23]. They deﬁne
the Rosenblatt process (Ud(t))t∈R by
Ud(t) := 2
∫
x1<x2<t
[
∫ t
0
(v − x1)d−1+ (v − x2)d−1+ dv]W (dx1)W (dx2), t ∈ R, (3.2)
where W is a standard Gaussian random measure on R, i.e. standard Brownian motion.
Note that this deﬁnition depends on d. We call the distribution of Ud(1) the Rosenblatt
distribution. For an introduction to multiple Wiener integrals, see Chapter 14 in [21].
We show in the second section under the assumption that E[L41] = ησ4 < ∞ and
d ∈ (1
4
, 1
2
), that the sample autocovariance is asymptotically Rosenblatt distributed. This
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is in contrast to the case when E[L41] = ησ4 < ∞ and d ∈ (0, 14) in which the sample
autocovariance function is asymptotically normal distributed, as follows easily from results
of Cohen and Lindner [11] and is shortly discussed in section 4. We show in section 3 under
the assumption that L1 is regularly varying with index α ∈ (2, 4), that it is aymptotically
either stable or Rosenblatt distributed if d ∈ (0, 1
2
) \ { 1
α
}. In the case with regularly
varying L1, we have to restrict ourselves to symmetric Lévy processes, but we believe that
this assumption is not too severe as we already assumed that its expectation vanishes. In
section 4, we further discuss brieﬂy that FICARMA processes satisfy the assumptions on
the kernel function and that our results can also be applied to calculate the asymptotics
of the sample autocorrelation and the asymptotics for an estimator for d for fractional
Lévy noise.
We conclude the introduction with some (notational) remarks. From the assumptions
on f , we can conclude that there is a constant K > 0 such that
|f(t)| ≤ K max(1, td−1), (3.3)
which we use throughout the chapter. Further, we assume that we are given a probability
space (Ω,A,P). By E and Var, we denote the expectation and variance with respect to
P. By L1(P) and L2(P), we denote the Banach spaces of integrable and square integrable
random variables, by L2(Rd), we denote the space of square integrable functions with
respect to the Lebesgue measure. By bxc for x ∈ R, we denote the largest integer that is
not larger than x. We deﬁne xd−1+ := x
d−11(0,∞)(x) for x ∈ R. By g, G, u, v and w we will
denote auxiliary functions. We call a series unconditionally convergent, if its limit does not
depend on the order of summation. By h ∈ N0, we denote the lag of the autocovariance
function. Since the autocovariance function is symmetric, it suﬃces to assume h ∈ N0. We
set ε := 1
m
with m ∈ N. Finally, when we use o(Nd) and O(Nd), we mean the asymptotics
as N →∞.
3.2 Theorem for ﬁnite fourth moments
In this section we assume that the Lévy process (Lt)t∈R has ﬁnite fourth moments and
that d ∈ (1
4
, 1
2
). Deﬁne the sample and the actual autocovariance function of the process
(Xt)t∈R deﬁned in (3.1) by
γˆN(h) :=
1
N
N∑
t=1
XtXt+h, h ∈ N0
and
γ(h) := Cov(Xt, Xt+h) = σ
2
∫ ∞
−∞
f(t)f(t+ h) dt, h ∈ N0.
We show that the sample autocovariance is then asymptotically Rosenblatt distributed.
This is the statement of the following theorem, which parallels Theorem 3.3 (b) in [23].
Theorem 3.2.1. Let (Lt)t∈R be a two-sided Lévy process with E[L1] = 0, Var(L1) = σ2 ∈
(0,∞) and E[L41] = ησ4 < ∞. Deﬁne a continuous-time moving average process (Xt)t∈R
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by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
where we assume that f(t) = 0 for t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t→∞ with
d ∈ (1
4
, 1
2
) and Cd > 0. Then
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
where Ud(1) is the marginal distribution of the Rosenblatt process at time 1 deﬁned in
(3.2).
The rest of this section is devoted to the proof of Theorem 3.2.1. Our proof consists
of two parts. In the ﬁrst part, we approximate f by
fm :=
∞∑
k=0
f(εk)1[kε,(k+1)ε),
where m ∈ N and ε := 1
m
. We then show that the non-diagonal terms of the sample
autocovariance function which we denote by rN,h,ε and are deﬁned in (3.9) converge to-
wards the Rosenblatt distribution, which is the statement of Lemma 3.2.2. We then use
Slutsky's Lemma in the second part to show the asymptotics of the sample autocovariance
for general kernel functions.
Deﬁne
Zi := Lεi − Lε(i−1), i ∈ Z. (3.4)
Observe that E[Zi] = 0 and E[Z2i ] = εσ2. Deﬁne
X
(m)
t :=
∫ ∞
−∞
fm(t− s) dLs =
∞∑
k=0
f(εk)(Lt−εk − Lt−ε(k+1)) =
∞∑
k=0
f(εk)Zmt−k, t ∈ Z,
where the two series converge as series of independent, hence orthogonal elements in the
Hilbert space L2(P), unconditionally in L2(P).
We divide the summands of the sample autocovariance in diagonal terms and non-
diagonal terms with respect to products of (Zt)t∈Z. To this end, we need the following
technical lemma:
Lemma 3.2.1. Let A,B and C be random variables. Let (Au)u∈Z and (Bv)v∈Z be sequences
of random variables such that A =
∑
u∈ZAu and B =
∑
v∈ZBv as unconditional L
2(P)
limits. Assume further that C =
∑
u,v∈ZAuBv as an unconditional L
1(P) limit. Then
AB = C almost surely.
Proof. Let δ > 0. By our assumptions, we ﬁnd an N ∈ N such that ||A−∑|u|≤N Au||2 < δ,
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||B −∑|v|≤N Bv||2 < δ and ||C −∑|u|,|v|≤N AuBv||1 < δ. We then obtain
||C − AB||1 ≤ ||C −
∑
|u|,|v|≤N
AuBv||1
+||
∑
|u|,|v|≤N
AuBv − (
∑
|u|≤N
Au)B||1 + ||(
∑
|u|≤N
Au)B − AB||1
≤ δ + ||(
∑
|u|≤N
Au)(
∑
|v|≤N
Bv −B)||1 + ||(
∑
|u|≤N
Au − A)B||1
≤ δ + ||
∑
|u|≤N
Au||2||
∑
|v|≤N
Bv −B||2 + ||
∑
|u|≤N
Au − A||2||B||2
≤ δ + (||A||2 + δ)δ + δ||B||2.
Now the following rearrangement is justiﬁed by Lemma 3.2.1, once we have shown
that the right-hand side converges unconditionally in L1(P). Let h ∈ N0. Then
X
(m)
t X
(m)
t+h = (
∞∑
i=0
f(εi)Zmt−i)(
∞∑
j=0
f(εj)Zm(t+h)−j) (3.5)
=
∞∑
i=0
f(εi)f(εi+ h)(Zmt−i)2
+
∑
j 6=i+mh,i,j∈N0
f(εi)f(εj)Zmt−iZm(t+h)−j. (3.6)
Observe that f(x) vanishes for x ≤ 0, hence the sum can also be taken over i, j ∈ Z. Note
that
∑∞
i=0 f(εi)f(εi+ h)(Zmt−i)
2 converges absolutely almost surely and unconditionally
in L1(P) because
∑∞
i=0 f(εi)f(εi + h) is absolutely summable and (Zmt−i)
2 has ﬁnite
expectation. Setting k = mt− i and k′ = m(t+h)− j, the last summand can be rewritten
as ∑
k 6=k′,k,k′∈Z
f(t− εk)f(t+ h− εk′)ZkZk′ .
We decompose this series as∑
k 6=k′,k,k′∈Z
f(t− εk)f(t+ h− εk′)ZkZk′ (3.7)
=
∑
k<k′
f(t− εk)f(t+ h− εk′)ZkZk′ +
∑
k>k′
f(t− εk)f(t+ h− εk′)ZkZk′ . (3.8)
Since (Zk)k∈Z is i.i.d. with expectation zero and ﬁnite variance, both (ZkZk′)k<k′ and
(ZkZk′)k>k′ are families of orthogonal elements in L
2(P) with constant variance and since
(f(t − εk)f(t + h − εk′))k 6=k′ is square summable by assumption, the two series in (3.8)
converge unconditionally in L2(P) and thus in L1(P) as well, hence the series in (3.7)
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can be seen to converge unconditionally as well. Hence (3.6) converges unconditionally in
L1(P) and hence by Lemma 3.2.1 (3.5) and (3.6) are equal. Now deﬁne
rN,h,ε :=
1
N
N∑
t=1
∑
k 6=k′
f(t− εk)f(t+ h− εk′)ZkZk′ , h ∈ N0. (3.9)
Thus rN,h,ε represents all non-diagonal terms of the sample autocovariance.
The following lemma is a generalisation of Lemma 5.5 in [23]. Note that our proof is
somewhat easier as we refer to results in [21]. In fact, we only need the result for the case
ε = 1 in this section, which follows from Lemma 5.5 in [23], but we need the result for
general ε > 0 in section 3 and we state it already here for convenience.
Lemma 3.2.2. Let all assumptions of Theorem 3.2.1 apart from E[L41] = ησ4 < ∞ be
fulﬁlled. Let H ∈ N0. Then
N1−2d(rN,0,ε, . . . , rN,H,ε)
d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞.
Proof. Without loss of generality, we can assume that σ2 = 1 and Cd = 1.
Deﬁne
g(x1, x2) :=
∫ 1
0
(t− εx1)d−1+ (t− εx2)d−1+ dt. (3.10)
One can show that g ∈ L2(R2) in a similar fashion to equation (14.3.38) on page 544 in
Giraitis et al. [21].
We will use Propositions 14.3.2 and 14.3.3 in Giraitis et al. [21]. To this end, we deﬁne
gN(k, k
′) = N−2d
N∑
t=1
f(t− kε)f(t+ h− εk′) (3.11)
for k 6= k′ and gN(k, k) = 0 with k, k′ ∈ Z and
g˜N(x1, x2) = NgN(bNx1c , bNx2c), x1, x2 ∈ R. (3.12)
Then Zk
ε
corresponds to ζk and N
1−2drN,h,ε to εQ2(gN) in the notation of Proposition
14.3.2 in [21]. According to the next lemma, g˜N
L2(R2)−→ g. Note that by substitution, it is
easy to see that∫ 1
0
(v − εx1)d−1+ (v − εx2)d−1+ dv = ε2d−1
∫ 1
ε
0
(v − x1)d−1+ (v − x2)d−1+ dv.
Hence by Proposition 14.3.3 in [21], N1−2d(rN,0,ε, . . . , rN,H,ε)
d→ ε2dUd(1ε)(1, ..., 1) as N →∞. The Rosenblatt process (Ud(t))t∈R is self-similar with index 2d, see [21], p. 544, Propo-
sition 14.3.7, hence ε2dUd(
1
ε
)
d
= Ud(1).
The following lemma was needed in the proof of Lemma 3.2.2:
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Lemma 3.2.3. With the deﬁnitions in equations (3.10), (3.11), (3.12) and the assump-
tion Cd = 1,
g˜N
L2(R2)−→ g as N →∞
holds.
Proof. Expressing the sum as an integral of a step function, we see that
g˜N(x1, x2) = N
1−2d
N∑
t=1
f(t− ε bNx1c)f(t+ h− ε bNx2c)
= N2−2d
∫ 1
0
f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c) dt,
for x1, x2 ∈ R with x1 6= x2 and g˜N(x, x) = 0.
1. For our further calculations, we need estimates for f(bNtc+ 1 + h− ε bNx2c) with
t ∈ [0, 1]. We consider the three cases t > εx2, t < εx2− 1+h+εN and εx2− 1+h+εN ≤ t ≤ εx2.
If t > εx2 and t ∈ [0, 1], then bNtc+ 1 + h > ε bNx2c and hence
f(bNtc+ 1 + h− ε bNx2c) ≤ K(bNtc+ 1 + h− ε bNx2c)d−1 ≤ KNd−1(t− εx2)d−1.
If t < εx2 − 1+h+εN and t ∈ [0, 1], then
bNtc+ 1 + h < ε bNx2c
and hence
f(bNtc+ 1 + h− ε bNx2c) = 0.
Since f is bounded by K by our assumptions, we also have
|f(bNtc+ 1 + h− ε bNx2c)| ≤ K,
especially in the third case εx2 − 1+h+εN ≤ t ≤ εx2.
2. It suﬃces to show g˜N1{x1<x2}
L2(R2)−→ g1{x1<x2} and g˜N1{x1>x2}
L2(R2)−→ g1{x1>x2}. We only
show g˜N1{x1<x2}
L2(R2)−→ g1{x1<x2}, the other convergence follows in an analogous manner.
For the ﬁrst convergence, we further decompose the function g˜N1{x1<x2} into three parts
according to the cases in the last paragraph with respect to x2. For x2 > x1 we now have
g˜N(x1, x2) = N
2−2d
∫
[0,1]∩(εx2,∞)
f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c) dt
+ N2−2d
∫
[0,1]∩(−∞,εx2− 1+h+εN )
f(bNtc+ 1− ε bNx1c) f(bNtc+ 1 + h− ε bNx2c)︸ ︷︷ ︸
=0
dt
+ N2−2d
∫
[0,1]∩[εx2− 1+h+εN ,εx2]
f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c) dt
=: G
(1)
N (x1, x2) +G
(2)
N (x1, x2)
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with
G
(1)
N (x1, x2) := N
2−2d
∫
[0,1]∩(εx2,∞)
f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c) dt
and
G
(2)
N (x1, x2) := N
2−2d
∫
[0,1]∩[εx2− 1+h+εN ,εx2]
f(bNtc+1−ε bNx1c)f(bNtc+1+h−ε bNx2c) dt.
3. Let us again assume x1 < x2:
For t ∈ [0, 1] ∩ (εx2,∞) we also have t > εx1 since we assume x1 < x2 and hence
f(bNtc+ 1− ε bNx1c) ≤ KNd−1(t− εx1)d−1
and
f(bNtc+ 1 + h− ε bNx2c) ≤ KNd−1(t− εx2)d−1.
Hence we have
N2−2d|f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c)| ≤ K2(t− εx1)d−1(t− εx2)d−1
and hence
G
(1)
N (x1, x2) ≤ K2g(x1, x2) = K2
∫ 1
0
(t− εx1)d−1(t− εx2)d−1 dt <∞.
Because of t > εx1, t > εx2, we have bNtc+1−ε bNx1c → ∞ and bNtc+1+h−ε bNx2c →
∞ as N →∞ as well as bNtc+1−εbNx1c
N(t−εx1) → 1 and
bNtc+1+h−εbNx2c
N(t−εx2) → 1. Hence
lim
N→∞
N2−2df(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c)
= lim
N→∞
N2−2d(bNtc+ 1− ε bNx1c)d−1(bNtc+ 1 + h− ε bNx2c)d−1
= (t− εx1)d−1(t− εx2)d−1.
With Lebesgue's convergence theorem, we conclude
lim
N→∞
G
(1)
N (x1, x2) =
∫
[0,1]∩(εx2,∞)
(t− εx1)d−1+ (t− εx2)d−1+ dt
=
∫
[0,1]
(t− εx1)d−1+ (t− εx2)d−1+ dt = g(x1, x2).
Since G
(1)
N (x1, x2)1{x1<x2} is bounded by K
2g which is square integrable and
G
(1)
N (x1, x2)1{x1<x2} converges pointwise towards g1{x1<x2}, G
(1)
N converges to g1{x1<x2} in
L2(R2) by Lebesgue's theorem.
4. For the L2-convergence, it suﬃces to show that G
(1)
N 1{x1<x2}
L2(R2)−→ g1{x1<x2} and
G
(2)
N 1{x1<x2}
L2(R2)−→ 0. That G(1)N 1{x1<x2}
L2(R2)−→ g1{x1<x2} was already shown in the last
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paragraph. Deﬁne G
(3)
N := G
(2)
N 1{0<x2−x1≤1} and G
(4)
N := G
(2)
N 1{x2−x1>1}. We show G
(3)
N
L2(R2)−→
0 and G
(4)
N
L2(R2)−→ 0. Note that G(2)N (x1, x2) vanishes for x2 < 0 and εx2 > 3 ≥ 1 + 1+h+εN
(which is true for N suﬃciently large).
5. Deﬁne
A(ε) := {t ∈ [0, 1] ∩ [εx2 − 1 + h+ ε
N
, εx2] : bNtc+ 1 + h− ε bNx2c > 0}
and
B(ε) := {t ∈ [0, 1] ∩ [εx2 − 1 + h+ ε
N
, εx2] : bNtc+ 1 + h− ε bNx2c ≤ 0}.
Then f(bNtc + 1 + h − ε bNx2c) vanishes for t ∈ B(ε). Further, denoting by λ the one-
dimensional Lebesgue measure, we see that λ(A(ε)) ≤ 1+h+ε
N
. For t ∈ A(ε), we have
bNtc+ 1 + h− ε bNx2c ≥ ε
and hence
bNtc+ 1− ε bNx1c ≥ ε− h+ ε(bNx2c − bNx1c).
With this estimate and the fact that f(x) is bounded by K(max(x, 1))d−1, we obtain
|G(2)N (x1, x2)| = N2−2d
∫
A(ε)
f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c) dt
≤ λ(A(ε))N2−2dK2 max(ε− h+ ε(bNx2c − bNx1c), 1)d−1
≤ (1 + h+ ε)K2N1−2d max(ε− h+ ε(bNx2c − bNx1c), 1)d−1.
One can see that
λ({x1 ∈ [x2 − 1, x2] : bNx2c − bNx1c = i}) ≤ 1
N
for i ∈ N0 and that ε− h+ εi > 1 for i > 1+hε − 1. Hence
||G(3)N ||2L2(R2) =
∫ 3
ε
0
∫ x2
x2−1
|G(2)N (x1, x2)|2 dx1dx2
≤ (1 + h+ ε)2K4N1−4d3
ε
(
h+ 1
ε
+
∞∑
i=h+1
ε
((ε− h+ εi)2d−2+ ))
N→∞→ 0.
6. Now let t ∈ [0, 1]∩ [εx2− 1+h+εN , εx2] and x2− x1 > 1. Then t > εx1 for N > 1+h+εε .
Hence we have
N2−2d|f(bNtc+ 1− ε bNx1c)f(bNtc+ 1 + h− ε bNx2c)| ≤ K(t− εx1)d−1KN1−d
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and hence
|G(2)N (x1, x2)| ≤ K2N1−d
∫
[0,1]∩[εx2− 1+h+εN ,εx2]
(t− εx1)d−1 dt
≤ (1 + h+ ε)K2(εx2 − 1 + h+ ε
N
− εx1)d−1N−d.
Let N be suﬃciently large such that 1+h+ε
N
< ε
2
. We then have∫ x2−1
−∞
|G(2)N (x1, x2)|2 dx1 ≤ K4(1 + h+ ε)2N−2d
∫ x2−1
−∞
(εx2 − 1 + h+ ε
N
− εx1)2d−2 dx1
≤ K4(1 + h+ ε)2N−2d
∫ x2−1
−∞
(εx2 − ε
2
− εx1)2d−2 dx1
= K4(1 + h+ ε)2N−2dε2d−2
∫ ∞
1
2
v2d−2 dv︸ ︷︷ ︸
<∞
and hence
||G(4)N ||2L2(R2) =
∫ 3
ε
0
∫ x2−1
−∞
|G(2)N (x1, x2)|2 dx1dx2
≤ K4(1 + h+ ε)2N−2dε2d−2 3
ε
∫ ∞
1
2
v2d−2 dv
N→∞→ 0.
Returning to the proof Theorem 3.2.1, we deﬁne for the process (Xt)t∈R similar random
variables that correspond to the increments and the non-diagonal parts of the autocovari-
ance function of the process (X
(m)
t )t∈R deﬁned in (3.4) and (3.9). Note that the diagonal
part dN,h,ε is only needed in section 3, which is deﬁned in (3.23). Deﬁne
Z¯k,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dLs, k ∈ Z, (3.13)
where we suppress the dependence on ε for notational convenience,
r¯N,h,ε :=
1
N
N∑
t=1
∑
k 6=k′
Z¯k,t,0Z¯k′,t,h, h ∈ N0, (3.14)
and
d¯N,h,ε :=
1
N
N∑
t=1
∑
k
Z¯k,t,0Z¯k,t,h, h ∈ N0. (3.15)
r¯N,h,ε can be seen to converge unconditionally in L
2(P) like rN,h,ε. By the next estimates,
we see that d¯N,h,ε converges in L
1(P) unconditionally, where we use Cauchy's equality for
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square integrable random variables in the ﬁrst inequality and Cauchy's equality for square
summable sequences in the second inequality and the fact that ak :=
√∫ εk
ε(k−1) f(t− s)2 ds
and bk :=
√∫ εk
ε(k−1) f(t+ h− s)2 ds for k ∈ Z deﬁne two sequences in l2(Z) and hence
∑
k
|akbk| ≤
√∑
k
a2k
√∑
k
b2k =
∑
k
a2k
and consequently
∑
k
E[|Z¯k,t,0Z¯k,t,h|]
≤
∑
k
√
E[|Z¯k,t,0|2]
√
E[|Z¯k,t,h|2]
= σ2
∑
k
√∫ εk
ε(k−1)
f(t− s)2 ds
√∫ εk
ε(k−1)
f(t+ h− s)2 ds
≤ σ2
∑
k
∫ εk
ε(k−1)
f(t− s)2 ds
= σ2
∫ ∞
−∞
f(t− s)2 ds <∞.
Note that Xt+h =
∑∞
k=−∞ Z¯k,t,h converges unconditionally in L
2(P). Then by Lemma
3.2.1 we see that
γˆN(h) = r¯N,h,ε + d¯N,h,ε (3.16)
is true as we showed the equality of (3.5) and (3.6). We want to prove the theorem by
using Slutsky's lemma. As we have already seen
N1−2d(rN,0,ε, . . . , rN,H,ε)
d→ C2dσ2Ud(1)(1, . . . , 1),
it suﬃces to show for all δ > 0
lim
N→∞
P[|N1−2d(γˆN(h)− γ(h)− rN,h,ε)| > δ] = 0.
We split γˆN(h)− γ(h)− rN,h,ε = (r¯N,h,ε − rN,h,ε) + (d¯N,h,ε − γ(h)). Then we conclude
the proof of Theorem 3.2.1 by using the next two lemmas.
Lemma 3.2.4. Let all assumptions of Theorem 3.2.1 apart from E[L41] = ησ4 < ∞ be
fulﬁlled. Then for all δ > 0
lim
N→∞
P[|N1−2d(r¯N,h,ε − rN,h,ε)| > δ] = 0.
41
Proof. We show that
E[(N(r¯N,h,ε − rN,h,ε))2] = o(N4d)
and the claim then follows by Markov's inequality. To this end, we mimic the proof of
Lemma 5.5 in [23] in the following. One can see by the inequality (a − b)2 ≤ 2(a2 + b2)
that
(N(r¯N,h,ε − rN,h,ε))2 ≤ 2[S1(N, ε) + S2(N, ε)],
where we deﬁne S1(N, ε) and S2(N, ε) by
S1(N, ε) :=
[ N∑
t=1
∑
k 6=k′
f(t− εk)Zk((f(t+ h− εk′)Zk′ − Z¯k′,t,h)
]2
,
S2(N, ε) :=
[ N∑
t=1
∑
k 6=k′
(f(t− εk)Zk − Z¯k,t,0)Z¯k′,t,h
]2
.
Consequently, we evaluate E[S1(N, ε)] and E[S2(N, ε)]. We obtain
E[S1(N, ε)] (3.17)
=
N∑
t,s=1
∑
k 6=k′
∑
i 6=i′
f(t− εk)f(s− εi)E[Zk(f(t+ h− εk′)Zk′ − Z¯k′,t,h)Zi(f(s+ h− εi′)Zi′ − Z¯i′,s,h)].
Observe that f(t+ h− εk)Zk can be written as a stochastic integral:
f(t+ h− εk)Zk =
∫ εk
ε(k−1)
f(t+ h− εk) dLs.
Hence by Itô's isometry, we have
Var[(f(t+ h− εk)Zk − Z¯k,t,h)] = σ2
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s))2 ds
= σ2
∫ ε
0
(f(t+ h− εk)− f(t+ h− εk + s))2 ds.
Deﬁne g˜(x) :=
√∫ ε
0
(1− f(x+s)
f(x)
)2 ds for x ∈ (0,∞), where we assume for our calcula-
tions without loss of generality that f does not vanish on (0,∞).
We obtain√∫ ε
0
(f(x)− f(x+ s))2 ds = xd−1g˜(x) |f(x)|
xd−1
= O(xd−1g˜(x)) as x→∞
since limx→∞
f(x)
xd−1 = Cd.
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We now show that limx→∞ g˜(x) = 0. Let µ ∈ (0, Cd). Since limx→∞ f(x)xd−1 = Cd, there is
an Nµ such that | f(x)xd−1 −Cd| < µ for x ≥ Nµ. Hence we ﬁnd for x ≥ max(Nµ, 1) and s ≥ 0
|1− f(x+ s)
f(x)
| = |f(x)− f(x+ s)
f(x)
|
≤
∣∣∣(Cd + µ)xd−1 − (Cd − µ)(x+ s)d−1
(Cd − µ)xd−1
∣∣∣
≤
∣∣∣ Cd
Cd − µ(1− (
x+ s
x
)d−1)
∣∣∣+ 2µ.
Hence
lim sup
x→∞
g˜(x)2 ≤ lim sup
x→∞
∫ ε
0
(
∣∣∣ Cd
Cd − µ(1− (
x+ s
x
)d−1)
∣∣∣+ 2µ)2 ds = ε4µ2
by Lebesgue's dominated convergence Theorem. Letting µ→ 0, we obtain limx→∞ g˜(x) =
0.
We can further replace g˜ by a bounded and decreasing function g on [1,∞), e.g. by
g(x) := supy≥x g˜(y).
We deﬁne v(t) := C(g(t)td−11(1,∞)(t) + 1[−ε,1](t)) with C large enough. Then√∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s))2 ds ≤ v(t+ h− εk).
In the case t + h − εk < −ε, the integral vanishes. f is bounded by K in the case
−ε ≤ t+ h− εk < 1.
All summands in (3.17) vanish except for the cases (a) k = i and k′ = i′ and (b) k = i′
and k′ = i. By Cauchy's inequality, we get the estimate E[S1(N, ε)] ≤ σ2(E11 +E12) with
E11 :=
N∑
t,s=1
∑
k 6=k′
|f(t− εk)f(s− εk)|v(t+ h− εk′)v(s+ h− εk′)
and
E12 :=
N∑
t,s=1
∑
k 6=k′
|f(t− εk)f(s− εk′)|v(t+ h− εk′)v(s+ h− εk).
We consider here E12. Similar calculations show that the same asymptotics also holds for
E11 and E[S2(N, ε)]. We substitute εi = t− εk and εi′ = t+ h− εk′. Then
|E12| ≤
N∑
t,s=1
∑
i
|f(εi)v(s− t+ h+ εi)|
∑
i′
|v(εi′)f(s− t− h+ εi′)|.
Like in the proof of Lemma 5.5 in [23], we denote with E120 the summands where s−t = 0,
and E12+ and E12− where s−t > 0 or s−t < 0 respectively. We obtain the upper estimates
|E120| = N
∑
i
|f(εi)v(εi+ h)|
∑
i′
|v(εi′)f(εi′ − h)| = O(N) ≤ o(N4d),
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since d > 1
4
and
|E12+| ≤
N∑
n=1
(N − n)
∑
i
|f(εi)v(n+ h+ εi)|
∑
i′
|v(εi′)f(n− h+ εi′)|.
By the integral convergence test, we obtain for s− t = n ≥ 1∑
i
|f(εi)v(n+ h+ εi)| ≤ Kv(n+ h+ ε)
+CK
∫ ∞
1
(εx)d−1(n+ h+ εx)d−1g(n+ h+ εx) dx
≤ O(nd−1g(n)) + CKn2d−1ε2d−2g(n)
∫ ∞
1
n
yd−1(
1
ε
+ y)d−1 dy
and
∑
i′
|v(εi′)f(n− h+ εi′)| ≤
(1+h)/ε∑
i′=−1
|v(εi′)f(n− h+ εi′)|
+
∞∑
i′=(1+h)/ε+1
CKg(εi′)(εi′)d−1(n− h+ εi′)d−1
≤ O(nd−1) + CKg(1)
∫ ∞
(1+h)/ε
(εx)d−1(n− h+ εx)d−1 dx
≤ O(nd−1) + CKn2d−1ε2d−2g(1)
∫ ∞
1
n
yd−1(
1
ε
+ y)d−1 dy.
Since ε ≤ 1, we have∫ ∞
1
n
yd−1(
1
ε
+ y)d−1 dy ≤
∫ ∞
0
yd−1(1 + y)d−1 dy <∞.
Hence ∑
i
|f(εi)v(n+ h+ εi)| = O(n2d−1g(n))
and ∑
i′
|v(εi′)f(n− h+ εi′)| = O(n2d−1).
This gives
E12+ = O(N
N∑
n=1
n4d−2g(n)) = o(N4d),
since
lim
N→∞
1
N4d−1
N∑
j=1
j4d−2g(j) ≤ g(M) lim
N→∞
1
N4d−1
N∑
j=M
j4d−2 =
g(M)
4d− 1
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for all M ∈ N and letting M →∞, we see that indeed E12+ = o(N4d) is true. Note that
for n ≥ 1 ∑
i
|f(εi)v(−n+ h+ εi)| =
∑
j
|f(n− h+ εj)v(εj)|
and ∑
i′
|v(εi′)f(−n− h+ εi′)| =
∑
j′
|v(n+ h+ εj′)f(εj′)|.
Hence we can see by the calculuations above that E12− = o(N4d) as well.
Lemma 3.2.5. Let all assumptions of Theorem 3.2.1 be fulﬁlled, especially
E[L41] = ησ4 <∞. Then for all δ > 0
lim
N→∞
P[|N1−2d(d¯N,h,ε − γ(h))| > δ] = 0,
where d¯N,h,ε is deﬁned in (3.15).
Proof. Recall Z¯k,t,h :=
∫ εk
ε(k−1) f(t+ h− s) dLs for k ∈ Z. Deﬁne
zk,t,0,h := σ
2
∫ εk
ε(k−1)
f(t− s)f(t+ h− s) ds = E[Z¯k,t,0Z¯k,t,h], k ∈ Z,
and
SN :=
N∑
t=1
ξt, N ∈ N,
with
ξt :=
∑
k
(Z¯k,t,0Z¯k,t,h − zk,t,0,h), t ∈ N.
Note that by the calculations below in the case N = 1 we see that ξt converges uncondi-
tionally in L2(P). Hence by deﬁnition N(d¯N,h,ε − γ(h)) = SN . We want to show
lim
N→∞
P[|N1−2d(d¯N,h,ε − γ(h))| > δ] = 0.
We do this by showing that Var(SN) = E[S2N ] = o(N4d) and using then Chebyshev's
inequality. In fact we show E[S2N ] = O(N) which we will also need in the proof of Lemma
3.3.5. Since Z¯k,t,0Z¯k,t,h − zk,t,0,h and Z¯l,s,0Z¯l,s,h − zl,s,0,h have expectation zero and are
independent for k 6= l, we obtain
E[S2N ] = E[
N∑
t,s=1
ξtξs] = E[
N∑
t,s=1
(
∑
k
Z¯k,t,0Z¯k,t,h − zk,t,0,h)(
∑
l
Z¯l,s,0Z¯l,s,h − zl,s,0,h)]
=
N∑
t,s=1
∑
k
E[(Z¯k,t,0Z¯k,t,h − zk,t,0,h)(Z¯k,s,0Z¯k,s,h − zk,s,0,h)]
≤
N∑
t,s=1
∑
k
√
E[(Z¯k,t,0Z¯k,t,h − zk,t,0,h)2]
√
E[(Z¯k,s,0Z¯k,s,h − zk,s,0,h)2]
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and further
E[(Z¯k,t,0Z¯k,t,h − zk,t,0,h)2]
= Var(Z¯k,t,0Z¯k,t,h)
≤ E[Z¯2k,t,0Z¯2k,t,h]
≤
√
E[Z¯4k,t,0]
√
E[Z¯4k,t,h]
≤
√
[w(t− εk)]2
√
[w(t+ h− εk)]2 ≤ [w(t− εk)]2
with w(t) := C(t2d−21(1,∞)(t) + 1[−ε,1](t)) with C large enough and the following calcula-
tions:
By Lemma 3.2 in Cohen and Lindner [11], we obtain
E[Z¯4k,t,h] = (η − 3)σ4
∫ εk
ε(k−1)
f(t+ h− s)4 ds+ 3σ4(
∫ εk
ε(k−1)
f(t+ h− s)2 ds)2.
If t+ h− εk ≥ 1, then∫ εk
ε(k−1)
f(t+ h− s)4 ds ≤ εK4(t+ h− εk)4d−4
and ∫ εk
ε(k−1)
f(t+ h− s)2 ds ≤ εK2(t+ h− εk)2d−2.
If t+ h− εk < −ε, then the integrals vanish. In the in-between case −ε ≤ t+ h− εk < 1
the integrands are bounded by K2 and K4 respectively.
Hence we need to consider
∑N
s,t=1
∑
k w(t − εk)w(s − εk). Substituting εi = t − εk,
we get
∑N
s,t=1
∑
iw(εi)w(εi+ s− t). Adopting the notation E0,E+ and E− where we split
the sum accordingly to the cases n = s− t = 0, n = s− t > 0 and n = s− t < 0, we have
E+ = E− since
∑
iw(εi)w(εi+ n) =
∑
iw(εi)w(εi− n) for n ∈ N and
E0 = N
∑
i
w(εi)w(εi) = O(N).
For n ≥ 1, we get∑
i
w(εi)w(εi+ n)
≤ w(−ε)w(n− ε) + w(0)w(n) + C2
∫ ∞
1
(εx)2d−2(εx+ n)2d−2 dx
= O(n2d−2) + n2d−2C2
∫ ∞
1
(εx)2d−2(
εx
n
+ 1)2d−2 dx
= O(n2d−2).
Hence we obtain
E+ = O(N
N∑
n=1
n2d−2)
= O(N2d)
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and E[S2N ] = O(N), since d < 12 .
3.3 Theorem for regularly varying tails
In this section we show that the sample autocovariance of Xt =
∫∞
−∞ f(t − s) dLs is
asymptotically Rosenblatt or stable distributed (Theorem 3.3.1), if L1 is regularly varying
with index α ∈ (2, 4). This parallels Theorem 3.1 in [23]. We assume that f(t) = 0 for
t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 12) and Cd > 0. Recall that
a function l : (0,∞)→ (0,∞) is called regularly varying with index ρ, if limt→∞ l(tx)l(t) = xρ
for all x > 0. We call a random variable X regularly varying with index α, if the tail
function F¯ (x) := P[|X| > x] is regularly varying with index −α. We say that X fulﬁls a
tail balance condition, if there is a p ∈ [0, 1] such that
lim
x→∞
P[X > x]
P[|X| > x] = p. (3.18)
If X is symmetric, then p equals 1
2
.
For α ∈ (0, 2] we denote by Sα(τ, β, µ) an α-stable distribution with τ ≥ 0 as scale
parameter, β ∈ [−1, 1] as skewness and µ ∈ R as location parameter, see (1.1.6), p. 9, in
[34].
Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly varying with
index α ∈ (2, 4) and fulﬁls the tail balance condition (3.18). Deﬁne
aN := inf{y : P[|L1| > y] < 1
N
} and bN := E[L211{|L1|≤aN}].
Note that
a2N = inf{y2 : P[|L1|2 > y2] <
1
N
} = inf{x : P[|L1|2 > x] < 1
N
}.
Hence by Propositions 2.2.13 and 2.2.14 in [19], there is a stable distribution Sα
2
(τ, β, µ)
such that
1
a2N
N∑
t=1
((Lt − Lt−1)2 − bN) d→ Sα
2
(τ, β, µ). (3.19)
By Karamata's theorem, see Theorem 1.6.5 in Bingham et al. [3], one can show that
lim
N→∞
N
a2N
(σ2 − bN) = α
α− 2 .
Hence
1
a2N
N∑
t=1
((Lt − Lt−1)2 − σ2) d→ Sα
2
(τ, β, µ− α
α− 2). (3.20)
Deﬁne two Lévy processes
(Ks)s∈[0,1] with K1
d
= Sα
2
(τ, β, µ) (3.21)
and
(Ms)s∈[0,1] with Ms := Ks − s α
α− 2 , s ∈ [0, 1]. (3.22)
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Theorem 3.3.1. Let (Lt)t∈R be a two-sided Lévy process such that L1 is symmetric about
zero and has no Gaussian part and Var(L1) = σ
2 ∈ (0,∞). Assume that L1 is regularly
varying with index α ∈ (2, 4). Deﬁne a continuous-time moving average process (Xt)t∈R
by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
where we assume that f(t) = 0 for t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t→∞ with
d ∈ (0, 1
2
) and Cd > 0. Let H ∈ N0. Deﬁne fm as in (3.2), i.e.
fm =
∞∑
k=0
f(εk)1[kε,(k+1)ε),
with ε = 1
m
. For h ∈ N0 deﬁne
Gh(s) :=
∞∑
i=−∞
f(i+ s)f(i+ h+ s), s ∈ [0, 1],
Gm,h(s) :=
∞∑
i=−∞
fm(i+ s)fm(i+ h+ s), s ∈ [0, 1]
and
aN := inf{y : P[|L1| > y] < 1
N
}.
Let γˆ(h) and γ(h) denote the sample and actual covariance of (Xt)t∈Z as in Section 2.
If 1
α
> d and Gm,h converges in L
α
2 ([0, 1]) to Gh, then
N
a2N
(
γˆN(0)−γ(0), . . . , γˆN(H)−γ(H)
)
d→
(∫ 1
0
G0(s) dMs, . . . ,
∫ 1
0
GH(s) dMs
)
as N →∞,
where the stochastic integrals with respect to (Ms)s∈[0,1] deﬁned in (3.22) are deﬁned by
convergence in probability, see e.g. Section 3.4 in [34]. Observe that Gh is bounded, hence
it is in L
α
2 ([0, 1]) and the stochastic integrals are well-deﬁned.
If 1
α
< d, then
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
where Ud(1) is the marginal distribution of the Rosenblatt process at time 1 deﬁned in
(3.2).
Remark 3.3.1. 1. The assumption that the sequence Gm,h converges in L
α
2 ([0, 1]) to Gh
is for example fulﬁlled if f is left-continuous. The sequence fm then converges pointwise
to f . We can assume that fm is bounded by K(1[0,1](t)+ t
d−11(1,∞)(t)) for K large enough.
Hence by Lebesgue's convergence theorem Gm,h converges to Gh pointwise, since K
2(1 +∑∞
t=1 t
2(d−1)) is ﬁnite. Since the sequence Gm,h is bounded by K2(1 +
∑∞
t=1 t
2(d−1)), it
converges by using Lebesgue's convergence theorem a second time in Lα/2([0, 1]) as well.
2. The assumption that Gm,h converges in L
α
2 ([0, 1]) to Gh can also be weakened by
assuming that f coincides with a left-continuous function, say f˜ , apart from a Lebesgue
nullset. For then the processes (Xt)t∈R based on f and f˜ coincide, as do the quantities Gh
based on f and f˜ in L
α
2 ([0, 1]). Hence by proving the theorem for f˜ , it also holds for f .
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Remark 3.3.2. Note that Theorem 3.3.1 holds as well if we assume that E[L1] = 0, L1
fulﬁls the tail balance condition (3.18), L has no Gaussian part and E[L≤,aN1 ] = 0 for all
N ∈ N as we point out in Remark 3.3.3 where also L≤,aN1 is deﬁned.
The rest of this section is devoted to the proof of Theorem 3.3.1. As in section 2, we
approximate f by fm and consequently approximate (Xt)t∈R by (X
(m)
t )t∈R deﬁned by
X
(m)
t :=
∫ ∞
−∞
fm(t− s) dLs =
∞∑
k=0
f(εk)(Lt−εk − Lt−ε(k+1)) =
∞∑
k=0
f(εk)Zmt−k, t ∈ Z.
We split the autocovariance function again in diagonal and non-diagonal parts. The
ﬁrst step of the proof is to show that the squares of the smaller increments (Lt−εk −
Lt−ε(k+1)) are in the domain of attraction of the m-th convolution root of Sα
2
(τ, β, µ). To
this end, we need the following lemma:
Lemma 3.3.1. Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly vary-
ing with index α ∈ (0,∞) and fulﬁls the tail balance condition (3.18) with p ∈ [0, 1]. Then
Lε is also regularly varying with index α and fulﬁls (3.18) with p as well. If we deﬁne the
norming sequences (aN)N∈N and (cN)N∈N by
aN := inf{y : P[|L1| > y] < 1
N
} and cN := inf{y : P[|Lε| > y] < 1
N
},
then
lim
N→∞
aN
cN
= m1/α.
Proof. It is well-known, cf. e.g. Hult and Lindskog [25] Proposition 3.1, that an inﬁnitely
divisible distribution fulﬁlling a tail balance condition and its Lévy measure have the
same behaviour as regularly varying measures. Note that this result originally goes back
to Embrechts et al. [18] for subexponential measures on (0,∞). Hence, since the Lévy
measure of Lε is ε times the Lévy measure of L1, we see that Lε is regularly varying with
index α and that it satisﬁes the same tail balance condition. Now deﬁne G(x) := P[|L1| >
x] and H(x) := P[|Lε| > x]. By the subexponentiality of the tails, see [20] section 1.1.1, we
know that limx→∞
G(x)
H(x)
= m. We set U1 :=
1
G
and U2 :=
1
H
. U1 and U2 fulﬁl the conditions
of Proposition 2.6 vi) of [33]. Hence we obtain U←1 (x) ∼ m1/αU←2 (x) as x → ∞, where
U←1 denotes the left-continuous inverse of U1, which is deﬁned by
U←1 (x) := inf{s : U1(s) ≥ x} = inf{s : G(s) ≤
1
x
}.
Hence because of aN−1
aN
≤ U←1 (N)
aN
≤ 1, we see aN ∼ U←1 (N) asN →∞. We see cN ∼ U←2 (N)
in the same manner. This shows that limN→∞ aNcN = m
1/α.
Now we have the following lemma:
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Lemma 3.3.2. Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly vary-
ing with index α ∈ (0, 4) and fulﬁls the tail balance condition (3.18). Let (aN)N∈N be
deﬁned by aN := inf{y : P[|L1| > y] < 1N } and deﬁne bN := E[L211{|L1|≤aN}] such that
1
a2N
N∑
t=1
((Lt − Lt−1)2 − bN) d→ Sα/2(τ, β, µ)
for constants τ, β and µ.
Then
1
a2N
N∑
t=1
((Lt − Lt−ε)2 − εbN) d→ Sα
2
(ε2/ατ, β, εµ).
Proof. Deﬁne cN := inf{y : P[|Lε| > y] < 1N } and dN := E[L2ε1{|Lε|≤cN}]. Then as in
(3.19), we have
1
c2N
N∑
t=1
((Lt − Lt−ε)2 − dN) d→ T
for a stable law T . By Karamata's Theorem, we obtain limN→∞ Na2N
(σ2 − bN) = αα−2 and
limN→∞ Nc2N
(εσ2 − dN) = αα−2 . Hence by Lemma 3.3.1, limN→∞ Nc2N (εσ
2 − εbN) = ε1− 2α αα−2
and hence in turn limN→∞ Nc2N
(εbN − dN) = (1− ε1− 2α ) αα−2 . Hence we can replace (dN)N∈N
by (εbN)N∈N and still obtain a stable limit. By Lemma 3.3.1 we can replace (cN)N∈N by
(aN)N∈N and obtain a stable limit as well. We conclude that
1
a2N
N∑
t=1
((Lt − Lt−ε)2 − εbN) d→ S
for a stable law S. We now show that S = Sα
2
(ε2/ατ, β, εµ).
We split the normed partial sums in the following manner:
1
a2N
N∑
t=1
((Lt − Lt−1)2 − bN) = 1
a2N
N∑
t=1
(( m∑
i=1
(Lt+εi − Lt+ε(i−1))
)2
− bN
)
=
m∑
i=1
1
a2N
N∑
t=1
(
(Lt+εi − Lt+ε(i−1))2 − εbN
)
︸ ︷︷ ︸
→stable law S︸ ︷︷ ︸
→Sm∗
+
m∑
i,j=1i 6=j
1
a2N
N∑
t=1
(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1))︸ ︷︷ ︸
P→0
,
where the convergences are justiﬁed as follows: since we sum up random variables of
independent sequences, the sum converges towards the convolution of the distributional
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limits. By Lemma 4.1 of [26], |(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1))| is regularly varying
with index α for i 6= j, hence
1
a2N
N∑
t=1
|(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1))|, i 6= j,
converges in probability to zero by Lemma 3.3.1 and hence so does
1
a2N
N∑
t=1
(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1)), i 6= j.
Now it is obvious (see e.g. [34], Property 1.2.1, p.10) that S = Sα
2
(ε2/ατ, β, εµ).
We now show that the diagonal parts of the autocovariance function of the approxi-
mated process (X
(m)
t )t∈R converge to a stable law expressed as a stochastic integral with
respect to a stable Lévy process.
Lemma 3.3.3. Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly vary-
ing with index α ∈ (2, 4) and fulﬁls the tail balance condition (3.18). Let f and fm be as
in Theorem 3.3.1. Deﬁne
aN := inf{y : P[|L1| > y] < 1
N
} and bN := E[L211{|L1|≤aN}].
Deﬁne
Gm,h(s) :=
∞∑
i=−∞
fm(i+ s)fm(i+ h+ s), s ∈ [0, 1]
and
dN,h,ε :=
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)((Zmt−i)2 − εbN), (3.23)
where (Zi)i∈Z was deﬁned in (3.4). Then dN,h,ε converges absolutely almost surely and in
L1(P). Further,
N
a2N
(dN,0,ε, . . . , dN,H,ε)
d→ (
∫ 1
0
Gm,0(s) dKs, . . . ,
∫ 1
0
Gm,H(s) dKs),
where (Ks)s∈[0,1] is deﬁned in (3.21). Observe that Gm,h is bounded, hence it is in L
α
2 ([0, 1])
and the stochastic integrals are well-deﬁned.
Proof. The almost sure absolute convergence and convergence in L1(P) of dN,h,ε are clear.
By Lemma 3.3.2, we know that
1
a2N
N∑
t=1
((Lt − Lt−ε)2 − εbN) d→ Sα
2
(ε2/ατ, β, εµ).
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By rearranging one sees that
dN,h,ε =
1
N
N∑
t=1
∑
j∈{0,...,m−1}
∞∑
i=0
f(i+ εj)f(i+ h+ εj)((Lt−i−εj − Lt−i−ε(j−1))2 − εbN).
By Theorem 4.1 of Davis and Resnick [14] and using the technique used in the proof
of Lemma 5.1 in [23], we obtain with
dN,h,ε,j :=
1
N
N∑
t=1
∞∑
i=0
f(i+ εj)f(i+ h+ εj)((Lt−i−εj − Lt−i−ε(j−1))2 − εbN)
that
N
a2N
(
dN,0,ε,j, . . . , dN,H,ε,j
)
d→
(
Gm,0(εj), . . . , Gm,H(εj)
)
Sα
2
(ε2/ατ, β, εµ)
for each j ∈ {0, . . . ,m − 1}. Since the sequences are independent for diﬀerent j, the
convolution of the limits equals the limit of the sums and the claimed convergence follows.
Observe that we use the fact that Gm,h is an equidistant step function.
The convergence of the non-diagonal parts of the autocovariance function to the Rosen-
blatt distribution was already established in section 2. Hence we can state the following
lemma:
Lemma 3.3.4. Let the assumptions of Lemma 3.3.3 be fulﬁlled. Deﬁne rN,h,ε as in (3.9)
and dN,h,ε as in (3.23). If
1
α
> d, then
N
a2N
((dN,0,ε + rN,0,ε), . . . , (dN,H,ε + rN,H,ε))
d→ (
∫ 1
0
Gm,0(s) dKs, . . . ,
∫ 1
0
Gm,H(s) dKs).
If 1
α
< d, then
N1−2d((dN,0,ε + rN,0,ε), . . . , (dN,H,ε + rN,H,ε))
d→ C2dσ2Ud(1)(1, . . . , 1).
Proof. Note that a2N is regularly varying with index
2
α
. Hence N2d = o(a2N) if
1
α
> d and
a2N = o(N
2d) if 1
α
< d. The lemma then follows by Slutsky's lemma using Lemma 3.2.2
and Lemma 3.3.3.
Remark 3.3.3. Now let us assume that the Lévy process is symmetric and has no Gaus-
sian part. We decompose the Lévy process into two independent Lévy processes: let L≤,aN
have the Lévy measure of L restricted to [−aN , aN ] and L>,aN have the Lévy measure of
L restricted to [−aN , aN ]c. Note that L≤,aN has the variance Var(L≤,aN1 ) =
∫ aN
−aN x
2ν(dx),
see Example 25.12 in [35], hence E[(L≤,aN )2] =
∫ aN
−aN x
2ν(dx) +E[L≤,aN1 ]2 =
∫ aN
−aN x
2ν(dx),
while E[(L11{|L1|≤aN})2] =
∫ aN
−aN x
2µ(dx) where µ denotes the distribution of L1 and ν
denotes its Lévy measure. Of course µ and ν are in general not equal but E[(L1)2] =∫∞
−∞ x
2µ(dx) =
∫∞
−∞ x
2ν(dx) + E[L1]2 =
∫∞
−∞ x
2ν(dx) is true, see Example 25.12 in [35].
We know additionally that both µ and ν have the same tail behaviour, i.e. they are both
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regularly varying with the same index and the same tail balance condition, see for exam-
ple Hult and Lindskog [25] Proposition 3.1. Hence by Karamata's theorem, by the tail
equivalence of µ and ν and by the symmetry of µ and ν,
lim
N→∞
N
a2N
(σ2 −
∫ aN
−aN
x2 ν(dx)) = lim
N→∞
N
a2N
2
∫ ∞
aN
x2 ν(dx)
=
α
α− 2 = limN→∞
N
a2N
(σ2 −
∫ aN
−aN
x2 µ(dx)).
Hence we can replace the centring sequence bN := E[L211{|L1|≤aN}] by b˜N := E[(L
≤,aN
1 )
2]
without changing the limit in (3.19). Note that limN→∞ Na2N
(bN − b˜N) = 0.
Note ﬁnally that this works as well if we assume that E[L1] = 0, L has no Gaussian
part and E[L≤,aN1 ] = 0 for all N ∈ N.
Lemma 3.3.5. Let the assumptions of Lemma 3.3.3 be fulﬁlled. Further assume that L1
is symmetric about zero and has no Gaussian part. If 1
α
> d, then for all δ > 0
lim
ε→0
lim sup
N→∞
P[
∣∣∣ N
a2N
(
γˆN(h)− bN
∫ ∞
−∞
f(s)f(s+ h) ds− (dN,h,ε + rN,h,ε)
)∣∣∣ > δ] = 0.
If 1
α
< d, then for all δ > 0
lim
N→∞
P[
∣∣∣N1−2d(γˆN(h)− bN ∫ ∞
−∞
f(s)f(s+ h) ds− (dN,h,ε + rN,h,ε)
)∣∣∣ > δ] = 0.
Proof. We ﬁrst show the ﬁrst claim. Note that by (3.16)
γˆN(h)− bN
∫ ∞
−∞
f(s)f(s+ h) ds− (dN,h,ε + rN,h,ε)
= d¯N,h,ε − bN
∫ ∞
−∞
f(s)f(s+ h) ds− dN,h,ε − (rN,h,ε − r¯N,h,ε).
We denote Z≤,aNi := L
≤,aN
εi − L≤,aNε(i−1) and Z>,aNi := L>,aNεi − L>,aNε(i−1) in analogy to (3.4),
where we use the notation of Remark 3.3.3. In the same manner we deﬁne in analogy to
(3.13), (3.15) and (3.23)
Z¯≤,aNk,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dL≤,aNs , k ∈ Z, (3.24)
Z¯>,aNk,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dL>,aNs , k ∈ Z, (3.25)
d¯≤,aNN,h,ε :=
1
N
N∑
t=1
∑
k
Z¯≤,aNk,t,0 Z¯
≤,aN
k,t,h , h ∈ N0 (3.26)
and
d≤,aNN,h,ε :=
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)((Z≤,aNmt−i )
2 − εb˜N). (3.27)
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d¯≤,aNN,h,ε and d
≤,aN
N,h,ε can be seen to converge unconditionally as in (3.15) and (3.23), where
we use the fact that E[L≤,aN1 ] = 0 for all N ∈ N by our symmetry assumption.
We consider the upper estimate
P[| N
a2N
(d¯N,h,ε − bN(
∫ ∞
−∞
f(s)f(s+ h) ds)− dN,h,ε − (rN,h,ε − r¯N,h,ε))| > δ]
≤ P[| N
a2N
(d¯≤,aNN,h,ε − b˜N(
∫ ∞
−∞
f(s)f(s+ h) ds))| > δ
7
]
+ P[| N
a2N
(d≤,aNN,h,ε)| >
δ
7
]
+ P[| N
a2N
(r¯N,h,ε − rN,h,ε)| > δ
7
]
+ P[| N
a2N
(
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z>,aNmt−i )
2 − 1
N
N∑
t=1
∑
k
(Z¯>,aNk,t,0 )(Z¯
>,aN
k,t,h ))| >
δ
7
]
+ P[| N
a2N
(
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z≤,aNmt−i )(Z
>,aN
mt−i )−
1
N
N∑
t=1
∑
k
(Z¯≤,aNk,t,0 )(Z¯
>,aN
k,t,h ))| >
δ
7
]
+ P[| N
a2N
(
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z≤,aNmt−i )(Z
>,aN
mt−i )−
1
N
N∑
t=1
∑
k
(Z¯>,aNk,t,0 )(Z¯
≤,aN
k,t,h ))| >
δ
7
]
+ P[| N
a2N
(bN − b˜N)(
∫ ∞
−∞
f(s)f(s+ h) ds− ε
∞∑
i=0
f(εi)f(εi+ h))| > δ
7
].
The last term vanishes for N large enough since limN→∞ Na2N
(bN − b˜N) = 0 by Remark
3.3.3. Var(N(d¯≤,aNN,h,ε − b˜N(
∫∞
−∞ f(s)f(s + h) ds))) is in O(NE[(L
≤,aN
1 )
2]) ≤ O(N) by the
calculations of Lemma 3.2.5. Hence
lim sup
N→∞
P[| N
a2N
(d¯≤,aNN,h,ε − b˜N(
∫ ∞
−∞
f(s)f(s+ h) ds))| > δ
7
] = 0,
since a2N is a regularly varying sequence with index 2/α and α < 4. This also applies to
the second term by using fm instead of f as the corresponding function. The third term is
negligible by the calculations in Lemma 3.2.4, which show that E[(N(r¯N,h,ε − rN,h,ε))2] =
o(a4N) if d <
1
α
. Now we consider the fourth term. To this end, deﬁne
ξt :=
∑
k
(f(t− εk)f(t+ h− εk)(Z>,aNk )2 − Z¯>,aNk,t,0 Z¯>,aNk,t,h ).
ξt can be seen to converge unconditionally in L
1(P). Then
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z>,aNmt−i )
2 −
N∑
t=1
∑
k
(Z¯>,aNk,t,0 )(Z¯
>,aN
k,t,h ) =
N∑
t=1
ξt.
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We split the ξt in two parts:∑
k
(f(t− εk)f(t+ h− εk)(Z>aNk )2 − Z¯>aNk,t,0 Z¯>aNk,t,h )
=
∑
k
((
∫ εk
ε(k−1)
f(t− εk) dL>aNs )(
∫ εk
ε(k−1)
f(t+ h− εk) dL>aNs )
−(
∫ εk
ε(k−1)
f(t− s) dL>aNs )(
∫ εk
ε(k−1)
f(t+ h− s) dL>aNs ))
=
∑
k
((
∫ εk
ε(k−1)
f(t− εk) dL>aNs )(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )
+(
∫ εk
ε(k−1)
(f(t− εk)− f(t− s)) dL>aNs )(
∫ εk
ε(k−1)
f(t+ h− s) dL>aNs ))
=: At +Bt.
We show that lim supN→∞ E[ 1a2N
∑N
t=1 |At|] = O(ε) as ε→ 0. The same argument applies
to Bt. The calculations also show that the series deﬁning At and Bt converge a.s. absolutely
and unconditionally in L1(P) and hence they are well-deﬁned.
We deﬁne a third Lévy process |L>aN | which is deﬁned by |L>aN |t :=
∑
0<s≤t |∆L>aNs |
for t ≥ 0 and |L>aN |t := −
∑
t<s<0 |∆L>aNs | for t < 0. Deﬁne
u(t) := C(td−11(1,∞)(t) + 1[−ε,1](t))
with C large enough. We obtain
E[|(
∫ εk
ε(k−1)
f(t− εk) dL>aNs )(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )|]
≤ E[(
∫ εk
ε(k−1)
|f(t− εk)| d|L>aN |s)(
∫ εk
ε(k−1)
|(f(t+ h− εk)− f(t+ h− s))| d|L>aN |s)]
≤ ε2|f(t− εk)|u(t+ h− εk)E[(|L>aN1 |)2]
≤ ε2|f(t− εk)|u(t− εk)E[(|L>aN |1)2],
since u(t− εk) ≥ u(t+ h− εk) if t− εk ≥ −ε and f(t− εk) = 0 otherwise. Note that we
use |f(t + h − εk) − f(t + h − s)| ≤ u(t + h − εk) by the triangle inequality for C large
enough. Note further
∑
k
|f(t− εk)|u(t− εk) =
1
ε∑
i=1
|f(εi)u(εi)|+
∞∑
1+ 1
ε
|f(εi)u(εi)|
≤ KC 1
ε
+KC
∫ ∞
1
ε
(εx)2d−2 dx
= KC
1
ε
+KC
1
ε
∫ ∞
1
y2d−2 dy = O(
1
ε
) as ε→ 0.
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By Karamata's theorem, see Theorem 1.6.5 in Bingham et al. [3],
lim
N→∞
N
a2N
2
∫ ∞
aN
x2 ν(dx)
exists and is ﬁnite. Also by Karamata's theorem, limN→∞ NaN 2
∫∞
aN
x ν(dx) exists and is
ﬁnite, hence limN→∞ Na2N
(2
∫∞
aN
x ν(dx))2 = 0. Thus
lim
N→∞
N
a2N
E[|L>aN |21] = lim
N→∞
N
a2N
[2
∫ ∞
aN
x2 ν(dx) + (2
∫ ∞
aN
x ν(dx))2]
exists and is ﬁnite. Hence lim supN→∞ E[ 1a2N
∑N
t=1 |At|] = O(ε) as ε → 0. In the same
fashion one can show that lim supN→∞ E[ 1a2N
∑N
t=1 |Bt|] = O(ε) as ε → 0. By Markov's
inequality, this gives convergence of the fourth term to 0 when letting ﬁrst N → ∞ and
then ε→ 0.
Finally, we consider the ﬁfth and sixth term. They are dealt with in the same manner.
We use the same reasoning as for the fourth term and consider
∑N
t=1 ξt where we replace
(Z>,aNmt−i )
2 by (Z>,aNmt−i )(Z
≤,aN
mt−i ) and replace the ﬁrst or second factor of (Z¯
>,aN
k,t,0 )(Z¯
>,aN
k,t,h ). We
then consider At and see that it is negligible by the following calculations:
By using the independence of L>aN and L≤aN , Jensen's inequality and Itô's isometry,
we obtain
E[|(
∫ εk
ε(k−1)
f(t− εk) dL≤aNs )(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )|]
≤ E[|(
∫ εk
ε(k−1)
f(t− εk) dL≤aNs )|]E[|(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )|]
≤
√
E[((
∫ εk
ε(k−1)
f(t− εk) dL≤aNs ))2]E[|(
∫ εk
ε(k−1)
|(f(t+ h− εk)− f(t+ h− s))| d|L>aN |s)|]
≤
√
(
∫ εk
ε(k−1)
f(t− εk)2 ds)σu(t+ h− εk)εE[|L>aN |1]
≤ ε 32 |f(t− εk)|σu(t− εk)E[|L>aN |1].
By Karamata's theorem, limN→∞ NaNE[|L>aN |1] exists and is ﬁnite, hence
lim
N→∞
N
a2N
E[|L>aN |1] = 0
and in turn lim supN→∞ E[ 1a2N
∑N
t=1 |At|] = 0 for all ε > 0. In this case similar calculations
show that lim supN→∞ E[ 1a2N
∑N
t=1 |Bt|] = 0 as well.
The second claim follows from the calculations for the ﬁrst case and the fact that
a2N = o(N
2d) if d > 1
α
.
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Returning to the proof Theorem 3.3.1, We ﬁrst conclude the proof for the case 1
α
> d:
We show
N
a2N
(
γˆN(0)− bN
∫ ∞
−∞
f(s)f(s) ds, . . . , γˆN(H)− bN
∫ ∞
−∞
f(s)f(s+H) ds
)
d→
(∫ 1
0
G0(s) dKs, . . . ,
∫ 1
0
GH(s) dKs
)
, as N →∞.
Since the sequence Gm,h converges in L
α
2 ([0, 1]) to Gh, it follows that
∫ 1
0
Gm,h(s) dKs
d→∫ 1
0
Gh(s) dKs, see Proposition 3.5.1 in [34]. Hence for the one-dimensional result by The-
orem 3.2 in [2] together with Lemma 3.3.4, it suﬃces to check for all δ > 0
lim
ε→0
lim sup
N→∞
P[| N
a2N
(γˆN(h)− bN(
∫ ∞
−∞
f(s)f(s+ h) ds)− (dN,h,ε + rN,h,ε))| > δ] = 0,
which has been proved in Lemma 3.3.5. The multidimensional results also follows by the
simple fact that a vector converges in probability if its components converge in probability.
By Karamata's theorem, see Theorem 1.6.5 in Bingham et al., we see
lim
N→∞
N
a2N
(σ2 − bN) = lim
N→∞
N
a2N
(σ2 −
∫ aN
−aN
x2 µ(dx))
= lim
N→∞
N
a2N
2
∫ ∞
aN
x2 µ(dx) =
α
α− 2 . (3.28)
By (3.28), we have
lim
N→∞
N
a2N
(
bN
∫ ∞
−∞
f(s)f(s+ h) ds− γ(h)
)
= lim
N→∞
N
a2N
(bN − σ2)
∫ ∞
−∞
f(s)f(s+ h) ds
= − α
α− 2
∫ ∞
−∞
f(s)f(s+ h) ds.
Hence we conclude
N
a2N
(
γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)
)
d→
(
∫ 1
0
G0(s) dKs− α
α− 2
∫ ∞
−∞
f(s)f(s) ds, . . . ,
∫ 1
0
GH(s) dKs− α
α− 2
∫ ∞
−∞
f(s)f(s+H) ds).
Note that
∫∞
−∞ f(s)f(s+ h) ds =
∫ 1
0
Gh(s) ds. Hence we ﬁnally conclude
N
a2N
(
γˆN(0)−γ(0), . . . , γˆN(H)−γ(H)
)
d→
(∫ 1
0
G0(s) dMs, . . . ,
∫ 1
0
GH(s) dMs
)
as N →∞.
We now consider the case 1
α
< d: Since limN→∞ Na2N
(σ2 − bN) = αα−2 , we have
lim
N→∞
N1−2d(σ2 − bN) = 0.
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Hence we can replace γ(h) without loss of generality by bN(
∫∞
−∞ f(s)f(s+ h) ds) without
changing the limit. Hence for the one-dimensional result by Slutsky's Lemma together
with Lemma 3.3.4, we have to check that for all δ > 0
lim
N→∞
P[|N1−2d(γˆN(h)− bN(
∫ ∞
−∞
f(s)f(s+ h) ds)− (dN,h,ε + rN,h,ε))| > δ] = 0,
which is the statement of Lemma 3.3.5.
3.4 Remarks
Remark 3.4.1. If we assume that E[L41] = ησ4 < ∞ and that f(t) = 0 for t ≤ 0, f is
bounded and f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 14) and Cd > 0, then the conditions of
Theorem 3.5 (a) in Cohen and Lindner [11] are fulﬁlled, i.e. the sample autocovariance is
asymptotically normal distributed. More precisely,
√
N(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ N(0, V ),
where the covariance matrix V = (vpq)p,q=0,...,H is given by
vpq = (η − 3)σ4
∫ 1
0
Gp(u)Gq(u) du+
∞∑
k=−∞
[γ(k)γ(k − p+ q) + γ(k + q)γ(k − p)]
and Gp is as deﬁned in Theorem 3.3.1. This corresponds to Theorem 3.5 (a) in [23].
Proof. We have to check the assumptions of Proposition 3.1 and Theorem 3.5 (a) in [11].
It is easy to see that f ∈ L2(R) ∩ L4(R), since |f(t)| ≤ K max(1, td−1) for a constant K.
We next check that the function [0, 1]→ R, u 7→∑∞k=−∞ f(u+k)2 is in L2([0, 1]), which is
in our notation the function G0. Observe that G0 is bounded by K
2(1+
∑∞
k=1 k
2d−2) <∞.
Hence it even is in L∞([0, 1]). We need not check (3.3) in [11] since (3.11) in [11] is stronger
than (3.3). Finally, we turn to (3.11) in [11], i.e.
∞∑
h=1
(
∫ ∞
−∞
|f(s)||f(s+ h)| ds)2 <∞. (3.29)
By our assumptions on the kernel function, we obtain∫ ∞
−∞
|f(s)||f(s+ h)| ds ≤ K2
∫ ∞
0
td−1(t+ h)d−1 dt.
By substitution, we obtain for h > 0∫ ∞
0
td−1(t+ h)d−1 dt = h2d−1
∫ ∞
0
sd−1(s+ 1)d−1 ds.
Then (3.29) is an immediate consequence of d < 1
4
and the result follows from Theorem
3.5 in [11].
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The following deﬁnition of a FICARMA process goes back to Brockwell, see [5] and
[6].
Deﬁnition 3.4.1. Let a(z) = zp + a1z
p−1 + · · · + ap and b(z) = b0 + b1z + · · · bqzq be
polynomials with real coeﬃcients with ap 6= 0, bq 6= 0 and q < p. Let d ∈ (0, 12). Let (Lt)t∈R
be a two-sided Lévy process with E[L1] = 0 and Var(L1) = σ2 ∈ (0,∞). If the roots of
a(z) all have negative real parts, then a FICARMA(p,d,q) process (Xt)t∈R is deﬁned by
Xt :=
∫∞
−∞ f(t− s) dLs, where the kernel function f is deﬁned by f(t) = 0 for t ≤ 0 and
f(t) =
1
2pi
∫ ∞
−∞
eitλ(iλ)−d
b(iλ)
a(iλ)
dλ for t > 0.
The next proposition shows that the kernel function of a FICARMA process fulﬁls
the assumption on f in the assumptions of Theorem 3.2.1 and Theorem 3.3.1 if b0 6= 0.
Hence depending on the Lévy process, one of these theorems can be applied.
Proposition 3.4.1. The kernel function of a FICARMA process fulﬁls f(t) ∼ td−1
Γ(d)
· b(0)
a(0)
as t → ∞. Further, f is inﬁnitely often diﬀerentiable on R+ and limt↘0 f(t) = 0, hence
f is bounded.
Proof. Brockwell [5] shows that f(t) ∼ td−1
Γ(d)
· b(0)
a(0)
by refering to Theorem 37.1 on page
254 in [15] and states this as equation (4.6) in [5]. He rewrites the kernel function as
1
2pii
∫ i∞
−i∞ e
tzz−d b(z)
a(z)
dz. By the discussion on page 250 in [15], the path through the origin
can be replaced by a path W with angle ψ as in ﬁgure 37 on page 250 in [15]. Since a(z)
has only ﬁnitely many roots, we ﬁnd ψ > pi
2
small enough such that all singularities lie
on the left-hand side of W. We have lim|z|→∞ z−d
b(z)
a(z)
= 0 since |z−d| = |z|−d and q < p.
Thus the conditions of Theorem 37.1 in [15] are fulﬁlled. To show that it is diﬀerentiable,
we now assume without loss of generality that we use the path W, hence
f(t) =
1
2pii
∫
W
etzz−d
b(z)
a(z)
dz.
By Theorem 36.1 in [15], f is analytic on the right-hand side of W with derivative
f ′(t) =
1
2pii
∫
W
etzz−d+1
b(z)
a(z)
dz.
Note that the choice W depends on t.
Since f is analytic on the right-hand side of W, it is especially inﬁnitely often diﬀer-
entiable on the positive real line. The kernel function can be equivalently expressed as
f(t) =
∫ t
0
g(t−u)ud−1
Γ(d)
du, see [5] equation (4.4), which is the Riemann-Liouville fractional
integral of the kernel g of a CARMA process with polynomials a(z) and b(z). Hence by
equation (2.5) on page 46 in [32], limt↘0 f(t) = 0.
Theorem 3.2.1 and Theorem 3.3.1 gave limit theorems for the sample autocovariance
function of (Xt)t∈Z. Using the delta-method, it is easy to obtain limit theorems for the
sample autocorrelation deﬁned by ρˆN(h) :=
γˆN (h)
γˆN (0)
for h ∈ N0. The autocorrelation function
is denoted by ρ(h) := γ(h)
γ(0)
for h ∈ N0.
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Corollary 3.4.1. If
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
where Ud(1) is the marginal distribution of the Rosenblatt process at time 1 deﬁned in
(3.2), then
N1−2d(ρˆN(h)− ρ(h)) d→ C2dσ2Ud(1)
1− ρ(h)
γ(0)
as N →∞.
If
N
a2N
(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ (
∫ 1
0
G0(s) dMs, . . . ,
∫ 1
0
GH(s) dMs) as N →∞,
then
N
a2N
(ρˆN(h)− ρ(h)) d→ 1
γ(0)
∫ 1
0
(Gh(s)− ρ(h)G0(s)) dMs as N →∞.
Proof. This follows from the delta-method, see Theorem 3.1. in [43], with the function
ϕ(x, y) = y
x
.
We conclude this section by considering fractional Lévy noise as in [11]. One way of
deﬁning a fractional Lévy process (Mt)t∈R is to set
Mt :=
1
Γ(d+ 1)
∫ ∞
−∞
(t− s)d+ − (−s)d+ dLs, t ∈ R,
where d ∈ (0, 1
2
), (Lt)t∈R is a two-sided Lévy process with E[L1] = 0 and Var(L1) < ∞,
see [29]. One obtains fractional Lévy noise (Zt)t∈Z by deﬁning
Zt := Mt −Mt−1, t ∈ Z.
Hence Zt =
1
Γ(d+1)
∫∞
−∞(t− s)d+− (t− 1− s)d+dLs. By the mean value theorem, one obtains
that 1
Γ(d+1)
(td+ − (t− 1)d+) ∼ dΓ(d+1)td−1 as t→∞. Cohen and Lindner derive that
dˆ :=
1
2
log(ρˆN(1) + 1)
log 2
is a strongly consistent estimator for d, see (4.2) in [11], where ρˆ is the sample autocorre-
lation of the fractional Lévy noise. Proposition 4.1 in [11] states that dˆ is asymptotically
normal distributed, if d ∈ (0, 1
4
) and E[L41] <∞. By the delta-method and the last corol-
lary, we can see that for example in the case d ∈ (1
4
, 1
2
) and E[L41] <∞, dˆ is asymptotically
Rosenblatt distributed. This complements the results in [11].
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