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Abstract
We 0nd asymptotic formulae for the number of monotone Boolean functions of n variables
with a most probable number of terms in the minimal disjunctive normal form. It is proven that
the distribution of such functions is asymptotically normal if all monotone Boolean functions are
equiprobable. The formulae are di4erent depending on whether n is even or odd.
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1. Introduction
The class of monotone Boolean functions is one of the most widely used and in-
tensely studied classes of Boolean functions. Attention has been focused on it in such
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diverse 0elds as game theory [16], computational learning theory [14,13], harmonic
analysis [2], and signal processing [19,17].
The number of monotone Boolean functions of n variables, denoted by  (n), has
interested researchers ever since Dedekind 0rst posed the problem in 1897 [4]. While
the value of  (n) is known only for n68 [20], much work has gone into computing
lower and upper bounds for  (n), most notably by Kleitman [10,11] who showed
that
 (n)62(1+O(log n=n))
(
n
n=2
)
:
Although arbitrary Boolean functions can generally have multiple minimal disjunctive
normal form (DNF) representations, monotone Boolean functions are uniquely repre-
sented by their minimal DNF. Furthermore, it is well known that a monotone Boolean
function of n variables can have no more than
( n
n=2
)
terms or, equivalently, conjunc-
tions in its minimal DNF [7]. The number of terms in the minimal DNF of a monotone
Boolean function is an important parameter. For example, in [8], monotone Boolean
functions were studied in the context of two-level logic minimization using ordered
binary decision diagrams of the functions and their minimal DNFs. Thus, the relation-
ship between the number of monotone Boolean functions and the number of terms in
their minimal DNF has signi0cant practical relevance [9]. As another example, the size
of the minimal DNF plays a substantial role in optimization of an important class of
nonlinear digital 0lters, called Stack Filters [1, p. 240, 6].
In this paper, we derive asymptotic formulae for the number of monotone Boolean
functions of n variables with a most probable number of terms in the minimal DNF.
The results obtained here con0rm the conjecture in [17] that the number of monotone
Boolean functions relative to the number of terms in the minimal DNF asymptotically
follows a normal distribution, with the assumption of all monotone Boolean functions
being equiprobable. Fig. 1 shows such a relationship for the case of n=7. For the
construction of this plot, the entire set of monotone Boolean functions of 7 variables
had to be generated.
For establishing the asymptotic formulae, we considerably rely on results from [12] in
which asymptotic formulae for  (n) are found. Those formulae are di4erent depending
on whether n is even or odd. A similar situation exists in our case as well.
In Section 2, we give some de0nitions and notation as well as state the main results
of this paper. Sections 3 and 4 contain the proofs of the results.
2. Notation and results
Let ˜=(1; : : : ; n) and ˜=(1; : : : ; n) be di4erent n-element binary vectors. We
say that ˜ precedes ˜, denoted as ˜≺ ˜, if i6i for every 16i6n. Relative to the
predicate ≺, the set of all binary vectors of a given length forms a partially ordered
set.
A Boolean function f(x1; : : : ; xn) is called monotone if for any two vectors ˜ and
˜ such that ˜≺ ˜, we have f(˜)6f(˜). We denote by M (n) the set of all mono-
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Fig. 1. Number of monotone Boolean functions of 7 variables with a given number of terms in the minimal
DNF.
tone Boolean functions of n variables. Let En denote the n-cube, that is, a graph
with 2n vertices each of which is labeled by an n-element binary vector. Two ver-
tices ˜=(1; : : : ; n) and ˜=(1; : : : ; n) are connected by an edge if and only if the
Hamming distance (˜; ˜)=
∑n
i=1 |i⊕ i|=1. The set of vectors in En in which
there are exactly k units, 06k6n, is called the kth layer of En and is denoted
by En; k .
If f(˜)= 1, then we say that a˜ is a true vector of the monotone Boolean function
f(x1; : : : ; xn). A vector ˜∈En is called a lower unit of f if f(˜)= 1 and f(˜)= 0
for any ˜≺ ˜. There is a one-to-one correspondence between lower units of f and the
terms in its minimal DNF. Let ˜ be any vertex in En; k . Then the set of all vertices ˜
from En; k+s (s¿1 and k + s6n) such that ˜ ˜ is called the s-shadow of vertex ˜.
Let A be any set of vertices in En; k . Then the set of all vertices in En; k+s, each of
which belongs to the s-shadow of at least one vertex in A, is called the s-shadow of
the set A.
Let A= {˜1; ˜2; : : : ; ˜r} be an r-element set of vertices in En; k . The set of vertices
in A is divided into bundles: two vertices ˜i and ˜j belong to the same bundle if
and only if A contains vertices ˜s1 ; ˜s2 ; : : : ; ˜sk such that (˜i; ˜s1 ) = (˜sk ; ˜j)= 2 and
(˜sv ; ˜sv+1)= 2 for every v, 16v6s− 1.
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In [12] the following asymptotic formulas for the number of monotone Boolean
functions of n variables have been found:
(a) as n→∞ over the even integers,
|M (n)| ∼ 2( nn=2 ) exp
{(
n
n=2− 1
)(
1
2n=2
+
n2
2n+5
− n
2n+4
)}
; (1)
(b) as n→∞ over the odd integers,
|M (n)| ∼ 2 · 2
(
n
(n−1)=2
)
exp
{(
n
(n− 3)=2
)(
1
2(n+3)=2
− n
2
2n+6
− n
2n+3
)
+
(
n
(n− 1)=2
)(
1
2(n+1)=2
+
n2
2n+4
)}
: (2)
In the process of proving formulas (1) and (2), a number of widely used properties
of monotone Boolean functions were discovered. These were later used by other authors
[3,15,18].
Let M0(n) denote the set of functions in M (n) having the following properties. If
n is even, then M0(n) contains functions f∈M (n) such that all lower units of f
are situated in En;n=2−1, En;n=2, and En;n=2+1 while for all vectors in En;n=2+2; : : : ; En; n,
function f is equal to 1. For odd n, M0(n) contains functions f∈M (n) such that all
lower units of f are situated in either En; (n−3)=2, En; (n−1)=2, and En; (n+1)=2 or En; (n−1)=2,
En; (n+1)=2, and En; (n+3)=2. In the 0rst case, f(˜)= 1 for all ˜ in En; (n+3)=2; : : : ; En; n while
in the second case, f(˜)= 1 for all ˜ in En; (n+5)=2; : : : ; En; n. In [12], it is proven that
as n→∞, |M (n)| ∼ |M0(n)|. Other interesting properties of functions in M0(n) have
been found in [12]. Some of them will be mentioned below.
The aim of this work is to determine asymptotic formulas for the number of functions
in M0(n) with the most probable number of lower units. The results can be formulated
as follows. Let us denote by M0(n; z) the set of functions f∈M0(n) such that f has
z lower units.
Theorem 1. Let n be even and z0 =  12 ( nn=2 )(1 − n=2−12n=2 ). Then, for any t, |t|6n2n=2,
as n→∞,
|M0(n; z0 + t)| ∼
√
2
( nn=2 )
|M (n)| exp
(
−2t2
/(
n
n=2
))
:
Theorem 2. Let n be odd and
z0 =
⌊
1
2
(
n
(n− 1)=2
)
−
(
n
(n− 3)=2
)
(n− 1)2−(n+1)=2−3
−
(
n
(n− 1)=2
)
(n− 3)2−(n+1)=2−2
⌋
:
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Then, for any t, |t|6n2n=2, as n→∞,
|M0(n; z0 + t)| ∼
√
2
( n(n−1)=2 )
|M (n)| exp
(
−2t2
/(
n
(n− 1)=2
))
:
3. Proof of Theorem 2.1
For the case of an even n, let us suppose for the sake of brevity that
m=
(
n
n=2− 1
)
=
(
n
n=2 + 1
)
: (3)
Let us denote by M0(n; r; s; v; w) the set of functions f∈M (n) such that f satis0es the
following conditions:
(1) the lower units of f are only situated in the layers En;n=2−1, En;n=2, and En;n=2+1;
(2) the function f has r lower units in En;n=2−1;
(3) the set of lower units of f which are in En;n=2−1 splits into one-element and
two-element bundles;
(4) in the set of lower units of f which are situated in En;n=2−1 there are s two-element
bundles;
(5) the function f has v lower units in En;n=2+1;
(6) the set of lower units of f which are in En;n=2+1 splits into one-element and
two-element bundles;
(7) in the set of lower units of f which are situated in En;n=2+1 there are w two-element
bundles.
Let
r0 = v0 = m2−n=2−1 (4)
and
M ′0(n)=
⋃
|r−r0|6n2n=4
n4⋃
s=0
⋃
|v−v0|6n2n=4
n4⋃
w=0
M0(n; r; s; v; w): (5)
In [12] it is shown that, for any even n, as n→∞,
|M0(n)| ∼ |M ′0(n)|: (6)
Let us denote by M0(n; r; s; v; w; z) the set of functions f∈M0(n; r; s; v; w) such that
f has z lower units. If the parameters r; s; v; and w satisfy the conditions
|r − r0|6n2n=4; |v− v0|6n2n=4; 06s6n4; 06w6n4; (7)
then asymptotic formulas for the number of functions f∈M0(n; r; s; v; w; z) can be
obtained as follows:
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(a) An r-element set A1 containing vertices in En;n=2−1 is chosen. This set consists
of one-element and two-element bundles and there are exactly s two-element bundles.
According to Lemmas 15.4 and 15.5 [12], the number of ways to choose the set A1 is
asymptotically equal to
mr−s
(r − 2s)!s!
(
1
2
(
n2
4
− 1
))s
exp(−r2n2=8m):
(b) An v-element set A2 containing vertices in En;n=2+1 is chosen. This set consists
of one-element and two-element bundles. There are exactly w two-element bundles
and none of the elements of A2 belong to the 2-shadow of the set A1. According to
Lemmas 15.4 and 15.7 [12], the number of ways to choose the set A2 is asymptotically
equal to
mv−w
(v− 2w)!w!
(
1
2
(
n2
4
− 1
))w
exp
(
−v
2n2 + rvn(n+ 2)
8m
)
:
(c) It is clear that if vertices in A1 and A2 are selected to be lower units, then there
are (r + v)(n=2 + 1) − s − w vertices in En;n=2 which cannot be used as lower units
of f∈M0(n; r; s; v; w; z). In order to obtain f, it is necessary to select z − r − v lower
units in En;n=2. Thus, for a 0xed A1 and A2, the number of ways to obtain a function
f∈M0(n; r; s; v; w; z) is equal to(
( nn=2 )− (r + v)(n=2 + 1) + s+ w
z − r − v
)
:
It follows from (a)–(c) that if r; s; v; and w satisfy (7), then, as n→∞,
|M0(n; r; s; v; w; z)| ∼
(
( nn=2 )− (r + v)(n=2 + 1) + s+ w
z − r − v
)(
1
2
(
n2
4
− 1
))s+w
× exp
(
− r
2n2 + v2n2 + rvn(n+ 2)
8m
)
× m
r+v−s−w
(r − 2s)!s!(v− 2w)!w! : (8)
In turn, if r; s; v; and w satisfy (7), then, as n→∞,
1
(r − 2s)! ∼
r2s
r!
∼ r
2s
0
r!
;
1
(v− 2w)! ∼
v2w
v!
∼ v
2w
0
v!
;
exp
(
− r
2n2 + v2n2 + rvn(n+ 2)
8m
)
∼ exp
(
− r
2
0n
2 + v20n
2 + r0v0n(n+ 2)
8m
)
∼ exp
(
−3mn
2
2n+5
− mn
2n+4
)
:
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Therefore, as n→∞,
|M0(n; r; s; v; w; z)| ∼
(
( nn=2 )− (r + v)(n=2 + 1) + s+ w
z − r − v
)(
1
2
(
n2
4
− 1
))s+w
× exp
(
−3mn
2
2n+5
− mn
2n+4
)
mr+v−s−wr2s0 v
2w
0
r!s!v!w!
:
Furthermore, for any r; v and s; w such that s+w¿0 and | 12 ( nn=2 )− z|¡n2n=2, we have(
( nn=2 )− (r + v)(n=2 + 1) + s+ w
z − r − v
)
=
(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)
s+w∏
i=1
( nn=2 )− (r + v)(n=2 + 1) + i
( nn=2 )− (r + v)(n=2 + 1)− z + r + v+ i
∼ 2s+w
(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)
: (9)
Substituting (9) into (8), we see that, as n→∞,
|M0(n; r; s; v; w; z)| ∼
(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)(
n2
4
− 1
)s+w
× exp
(
−3mn
2
2n+5
− mn
2n+4
)
mr+v−s−wr2s0 v
2w
0
r!s!v!w!
: (10)
Let M ′0(n; z) denote the set of functions in M
′
0(n) containing z lower units. Then we
have
|M ′0(n; z)|=
∑
|r−r0|6n2n=4
∑
|v−v0|6n2n=4
n4∑
s=0
n4∑
w=0
|M0(n; r; s; v; w; z)|: (11)
We 0nd the asymptotic formula for |M ′0(n; z)|. First, for the considered r and v, we
have, as n→∞,
n4∑
s=0
n4∑
w=0
(
n2
4
− 1
)s+w
r2s0 v
2w
0
s!w!ms+w
=
n4∑
s=0
(
n2
4
− 1
)s
r2s0
s!ms
n4∑
w=0
(
n2
4
− 1
)w
v2w0
w!mw
∼ exp
{(
n2
4
− 1
)
r20m
−1 +
(
n2
4
− 1
)
v20m
−1
}
∼ exp
(
mn2
2n+3
)
: (12)
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It follows from (10)–(12) that, as n→∞,
|M ′0(n; z)| ∼ exp
(
mn2
2n+5
− mn
2n+4
)
×
∑
|r−r0|6n2n=4
∑
|v−v0|6n2n=4
(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)
mr+v
r!v!
: (13)
Suppose that r= r0 + k and v= v0 + t, where |k|6n2n=4 and |t|6n2n=4. Then, for
| 12 ( nn=2 )− z|¡n2n=2 and k + t¿0, we obtain(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)
=
(
( nn=2 )− (r0 + v0 + k + t)(n=2 + 1)
z − r0 − v0 − k − t
)
=
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
) k+t−1∏
i=0
(z − r0 − v0 − i)
×
∏(k+t)n=2
i=1 {( nn=2 )− z − (r0 + v0)n=2− i + 1}∏(k+t)(n=2+1)
i=1 {( nn=2 )− (r0 + v0)(n=2 + 1)− i + 1}
: (14)
At the same time, we have, as n→∞,
k+t−1∏
i=0
(z − r0 − v0 − i) = zk+t
k+t−1∏
i=0
(
1− r0 + v0 + i
z
)
∼ zk+t ∼
{
1
2
(
n
n=2
)}k+t
; (15)
(k+t)n=2∏
i=1
{(
n
n=2
)
− z − (r0 + v0)n=2− i + 1
}
=
{(
n
n=2
)
− z
}(k+t)n=2 (k+t)n=2∏
i=1
(
1− (r0 + v0)n=2 + i − 1
( nn=2 )− z
)
∼
{(
n
n=2
)
− z
}(k+t)n=2
∼
{
1
2
(
n
n=2
)}(k+t)n=2
; (16)
(k+t)(n=2+1)∏
i=1
{(
n
n=2
)
− (r0 + v0)(n=2 + 1)− i + 1
}
∼
(
n
n=2
)(k+t)(n=2+1)
: (17)
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Substituting (15)–(17) into (14), we see that, as n→∞,
(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)
∼
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
2−(k+t)(n=2+1)
=
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
2(r0+v0−r−v)(n=2+1): (18)
Furthermore, if k + t¡0, then similarly, we obtain, as n→∞,
(
( nn=2 )− (r + v)(n=2 + 1)
z − r − v
)
=
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
×
∏|k+t|(n=2+1)
i=1 {( nn=2 )− (r0 + v0 + k + t)(n=2 + 1)− i + 1}∏|k+t|
i=1 {z − r0 − v0 + i}
×
|k+t|n=2∏
i=1
{(
n
n=2
)
− z − (r0 + v0)(n=2 + 1) + i + 1
}
∼
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
2−(k+t)(n=2+1)
=
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
2(r0+v0−r−v)(n=2+1): (19)
Substituting (18) and (19) into (13), we get, as n→∞,
|M ′0(n; z)| ∼
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
2(r0+v0)(n=2+1)
× exp
(
mn2
2n+5
− mn
2n+4
) ∑
|r−r0|6n2n=4
∑
|v−v0|6n2n=4
mr+v
r!v!2(r+v)(n=2+1)
:
Since
∑
|r−r0|6n2n=4
∑
|v−v0|6n2n=4
mr+v
r!v!2(r+v)(n=2+1)
∼ exp
( m
2n=2
)
;
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we see that
|M ′0(n; z)| ∼
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
2(r0+v0)(n=2+1)
× exp
{
m
(
1
2n=2
+
n2
2n+5
− n
2n+4
)}
: (20)
It is well known that the binomial coeQcient ( nk ), as a function of k, takes on the
maximum value at either k = n=2 or k =(n− 1)=2 depending on whether n is even or
odd, respectively. In our case, let z0 be such that (
( nn=2 )−(r0+v0)(n=2+1)
z−r0−v0 ) is maximum for
z= z0. It is clear that
z0 =
⌊
1
2
{(
n
n=2
)
− (r0 + v0)(n=2− 1)
}⌋
: (21)
Using Stirling’s formula (see, e.g., [5]), we see that, as n→∞,(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
∼
√
2
{( nn=2 )− (r0 + v0)(n=2 + 1)}
2(
n
n=2 )−(r0+v0)(n=2+1)
∼
√
2
( nn=2 )
2(
n
n=2 )−(r0+v0)(n=2+1): (22)
It follows from (20) and (22) that, as n→∞,
|M ′0(n; z)| ∼
√
2
( nn=2 )
2(
n
n=2 ) exp
{
m
(
1
2n=2
+
n2
2n+5
− n
2n+4
)}
:
From this as well as (1) and (3), it follows that
|M ′0(n; z)| ∼
√
2
( nn=2 )
|M (n)|: (23)
Let z= z0 + t, where |t|6n2n=2. If t∈[0; n2n=2], then(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
=
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z0 − r0 − v0 + t
)
=
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
) ∏t−1
i=0 {( nn=2 )− (r0 + v0)n=2− z0 − i}∏t
i=1(z0 − r0 − v0 + i)
: (24)
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At the same time, using (21), we have
∏t−1
i=0 {( nn=2 )− (r0 + v0)n=2− z0 − i}∏t
i=1(z0 − r0 − v0 + i)
=
{((
n
n=2
)
− (r0 + v0)n=2− z0
)/
(z0 − r0 − v0)
}t
×
∏t−1
i=0 (1− i( nn=2 )−(r0+v0)n=2−z0 )∏t
i=1(1 +
i
z0−r0−v0 )
∼
{((
n
n=2
)
− (r0 + v0)n=2− z0
)/
(z0 − r0 − v0)
}t
× exp
(
− t
2
2(( nn=2 )− (r0 + v0)n=2− z0)
− t
2
2(z0 − r0 − v0)
)
∼
{((
n
n=2
)
− (r0 + v0)n=2− z0
)/
(z0 − r0 − v0)
}t
exp
(
− t
2
z0 − r0 − v0
)
∼ exp
(
−2t2
/(
n
n=2
))
: (25)
Substituting (25) into (24), we see that, for any t∈[0; n2n=2],
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z − r0 − v0
)
∼
(
( nn=2 )− (r0 + v0)(n=2 + 1)
z0 − r0 − v0
)
exp
(
−2t2
/(
n
n=2
))
: (26)
Similarly, we can establish (26) if t∈[−n2n=2; 0]. Substituting (26) into (20) and then
using (22), (23), and (1), we see that if |t|6n2n=2, then as n→∞,
|M ′0(n; z0 + t)| ∼
√
2
( nn=2 )
|M (n)| exp
(
−2t2
/(
n
n=2
))
:
It remains to be shown that if |t|¡n2n=2, then
|M0(n; z0 + t)\M ′0(n; z0 + t)|= o(|M ′0(n; z0 + t)|):
This is easy to see if we use the arguments given in the proofs of Lemmas 15.1–15.3
and relationship (16.2) from [12].
This completes the proof of Theorem 2.1.
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4. Proof of Theorem 2.2
In this section the following notation will be used:
m=
(
n
(n− 3)=2
)
=
(
n
(n+ 3)=2
)
; p=
(
n
(n− 1)=2
)
=
(
n
(n+ 1)=2
)
: (27)
Let us denote by M0;1(n; r; s; v; w) the set of functions f∈M (n) such that f satis0es
the following conditions:
(1) the lower units of f are only situated in En; (n−3)=2, En; (n−1)=2, and En; (n+1)=2;
(2) the function f has r lower units in En; (n−3)=2;
(3) the set of lower units of f which are in En; (n−3)=2 splits into one-element and
two-element bundles;
(4) in the set of lower units of f which are situated in En; (n−3)=2 there are s two-
element bundles;
(5) the function f has v lower units in En; (n+1)=2;
(6) the set of lower units of f which are in En; (n+1)=2 splits into one-element and
two-element bundles;
(7) in the set of lower units of f which are situated in En; (n+1)=2 there are w two-
element bundles.
Further, denote by M0;2(n; r; s; v; w) the set of functions in M (n) the de0nition
of which di4ers from that of M0;1(n; r; s; v; w) by changing En; (n−3)=2 to En; (n−1)=2,
En; (n−1)=2 to En; (n+1)=2, and En; (n+1)=2 to En; (n+3)=2. It is clear that all lower units of any
function in M0;2(n; r; s; v; w) are located in En; (n−1)=2, En; (n+1)=2, and En; (n+3)=2. Let
r1 = m2−(n+3)=2; v1 = p2−(n+1)=2; (28)
M ′0;1(n)=
⋃
|r−r1|6n2n=4
⋃
|v−v1|6n2n=4
n4⋃
s=0
n4⋃
w=0
M0;1(n; r; s; v; w)
and
M ′0;2(n)=
⋃
|r−r1|6n2n=4
⋃
|v−v1|6n2n=4
n4⋃
s=0
n4⋃
w=0
M0;2(n; r; s; v; w):
In [12] it is proven that as n→∞ over the odd integers,
|M (n)| ∼ |M ′0;1(n)|+ |M ′0;2(n)|: (29)
Denote by M0;1(n; r; s; v; w; z) the set of functions f∈M0;1(n; r; s; v; w) such that f
has z lower units. If the parameters r; s; v; and w satisfy conditions
|r − r1|6n2n=4; |v− v1|6n2n=4; 06s6n4; 06w6n4; (30)
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then asymptotic formulas for the number of functions f∈M0;1(n; r; s; v; w; z) can be
obtained as follows:
(a) An r-element set B1 containing vertices in En; (n−3)=2 is chosen. This set consists
of one-element and two-element bundles and there are exactly s two-element bundles.
According to Lemmas 15.4 and 15.5 [12], the number of ways to choose the set B1 is
asymptotically equal to
mr−s
(r − 2s)!s!
(
1
8
(n2 − 9)
)s
exp(−r2n2=8m):
(b) An v-element set B2 containing vertices in En; (n+1)=2 is chosen. This set consists
of one-element and two-element bundles. There are exactly w two-element bundles
and none of the elements of B2 belong to the 2-shadow of the set B1. According to
Lemmas 15.4 and 15.7 [12], the number of ways to choose the set B2 is asymptotically
equal to
pv−w
(v− 2w)!w!
(
1
8
(n2 − 1)
)w
exp
(
−v
2n2 + rv(n2 + 4n+ 3)
8p
)
:
(c) It is clear that if vertices from B1 and B2 are selected to be lower units, then
there are r(n+ 3)=2 + v(n+ 1)=2− s − w vertices in En; (n−1)=2 which cannot be used
as lower units of f∈M0;1(n; r; s; v; w; z). In order to obtain f, it is necessary to select
z− r− v lower units in En; (n−1)=2. Thus, for a 0xed B1 and B2, the number of ways to
obtain a function f∈M0;1(n; r; s; v; w; z) is equal to( (
n
(n−1)=2
)− r(n+ 3)=2− v(n+ 1)=2 + s+ w
z − r − v
)
:
It follows from (a)–(c) that if r; s; v; and w satisfy (30), then, as n→∞,
|M0;1(n; r; s; v; w; z)| ∼
( (
n
(n−1)=2
)− r(n+ 3)=2− v(n+ 1)=2 + s+ w
z − r − v
)
× m
r−spv−w
(r − 2s)!s!(v− 2w)!w!
(
1
8
(n2 − 9)
)s(1
8
(n2 − 1)
)w
× exp
(
− r
2n2
8m
− v
2n2 + rv(n2 + 4n+ 3)
8p
)
: (31)
Similar to the case of an even n, we establish the following relations:
1
(r − 2s)! ∼
r2s1
r!
;
1
(v− 2w)! ∼
v2w1
v!
; (32)
exp
(
− r
2n2
8m
− v
2n2 + rv(n2 + 4n+ 3)
8p
)
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∼ exp
(
− r
2
1n
2
8m
− v
2
1n
2 + r1v1(n2 + 4n+ 3)
8p
)
∼ exp
(
−3mn
2
2n+6
− pn
2
2n+4
− mn
2n+3
)
; (33)
(
( n(n−1)=2 )− r(n+ 3)=2− v(n+ 1)=2 + s+ w
z − r − v
)
∼
(
( n(n−1)=2 )− r(n+ 3)=2− v(n+ 1)=2
z − r − v
)
2s+w: (34)
Substituting (32)–(34) into (31), we obtain, as n→∞,
|M0;1(n; r; s; v; w; z)| ∼
(
( n(n−1)=2 )− r(n+ 3)=2− v(n+ 1)=2
z − r − v
)
×m
r−spv−wr2s1 v
2w
1
r!v!s!w!
(
1
4
(n2 − 9)
)s(1
4
(n2 − 1)
)w
× exp
(
−3mn
2
2n+6
− pn
2
2n+4
− mn
2n+3
)
: (35)
Denote by M ′0;1(n; z) the set of functions f∈M ′0;1(n) such that f has z lower units.
Then we have
|M ′0;1(n; z)|=
∑
|r−r1|6n2n=4
∑
|v−v1|6n2n=4
n4∑
s=0
n4∑
w=0
|M0;1(n; r; s; v; w; z)|: (36)
We 0nd an asymptotic formula for |M0;1(n; z)|. As in (12), we see that, as n→∞,
n4∑
s=0
n4∑
w=0
(
1
4
(n2 − 9)
)s(1
4
(n2 − 1)
)w r2s1 v2w1
s!w!mspw
∼ exp
(
1
4
(n2 − 9)r21m−1 +
1
4
(n2 − 1)v21p−1
)
∼ exp
(
mn2
2n+5
+
pn2
2n+3
)
: (37)
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It follows from (35)–(37) that, as n→∞,
|M ′0;1(n; z)| ∼ exp
(
−mn
2
2n+6
+
pn2
2n+4
− mn
2n+3
)
×
∑
|r−r1|6n2n=4
∑
|v−v1|6n2n=4
((
n
(n−1)=2
)−r(n+3)=2−v(n+1)=2
z−r−v
)
mrpv
r!v!
:
(38)
Let r= r1 + k and v= v1 + t, where |k|6n2n=4 and |t|6n2n=4. Following the same
reasoning that was used to establish (19), we obtain, as n→∞,
( (
n
(n−1)=2
)− r(n+ 3)=2− v(n+ 1)=2
z − r − v
)
∼
( (
n
(n−1)=2
)− r1(n+ 3)=2− v1(n+ 1)=2
z − r1 − v1
)
2−k(n+3)=2−t(n+1)=2
=
( (
n
(n−1)=2
)− r1(n+ 3)=2− v1(n+ 1)=2
z − r1 − v1
)
2(r1−r)(n+3)=2+(v1−v)(n+1)=2 (39)
and
∑
|r−r1|6n2n=4
∑
|v−v1|6n2n=4
mrpv
r!v!2r(n+3)=2+v(n+1)=2
∼ exp
( m
2(n+3)=2
+
p
2(n+1)=2
)
: (40)
Substituting (39) and (40) into (38), we have
|M ′0;1(n; z)| ∼
(
( n(n−1)=2 )− r1(n+ 3)=2− v1(n+ 1)=2
z − r1 − v1
)
2r1(n+3)=2+v1(n+1)=2
× exp
(
m
2(n+3)=2
+
p
2(n+1)=2
− mn
2
2n+6
+
pn2
2n+4
− mn
2n+3
)
: (41)
In this expression, the binomial coeQcient, as a function of z, takes on the maximum
value at
z − r1 − v1 =
⌊
1
2
{(
n
(n− 1)=2
)
− r1(n+ 3)=2− v1(n+ 1)=2
}⌋
that is, for
z= z0 =
⌊
1
2
{(
n
(n− 1)=2
)
− r1(n− 1)=2− v1(n− 3)=2
}⌋
: (42)
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In this case, we have, as n→∞,(
( n(n−1)=2 )− r1(n+ 3)=2− v1(n+ 1)=2
z0 − r1 − v1
)
∼
√
2
{( n(n−1)=2 )− r1(n+ 3)=2− v1(n+ 1)=2}
2(
n
(n−1)=2 )−r1(n+3)=2−v1(n+1)=2
∼
√
2
( n(n−1)=2 )
2(
n
(n−1)=2 )−r1(n+3)=2−v1(n+1)=2: (43)
It follows from (41) and (43) that, as n→∞,
|M ′0;1(n; z)| ∼
√
2
( n(n−1)=2 )
2(
n
(n−1)=2 )
× exp
(
m
2(n+3)=2
− mn
2
2n+6
− mn
2n+3
+
p
2(n+1)=2
+
pn2
2n+4
)
: (44)
Using (44), (2) and (27), we get, as n→∞,
|M0;1(n; z)| ∼ 12
√
2
( n(n−1)=2 )
|M (n)|:
Repeating arguments that were used at the end of the previous section, we establish
the following fact: if n→∞ and if z= z0 + t such that |t|6n2n=2, then
|M ′0;1(n; z)| ∼
1
2
√
2
( n(n−1)=2 )
|M (n)| exp
(
2t2
( n(n−1)=2 )
)
:
Since the levels En; (n−3)=2, En; (n−1)=2, and En; (n+1)=2 are symmetric to the levels
En; (n−1)=2, En; (n+1)=2, and En; (n+3)=2, it follows that, for any admissible z,
|M ′0;1(n; z)|= |M ′0;2(n; z)|:
Hence, for any z= z0 + t, |t|6n2n=2, and n→∞, we have
|M ′0;1(n; z)|+ |M ′0;2(n; z)| ∼
√
2
( n(n−1)=2 )
|M (n)| exp
(
2t2
( n(n−1)=2 )
)
:
In order to conclude the proof of this theorem, it remains to substitute the values
of parameters r1 and v1 into (42) and use (28) and (27) as well as to show that if
|t|¡n2n=2, then
|(M0;1(n; z0 + t)∪M0;2(n; z0 + t))\(M ′0;1(n; z0 + t)∪M ′0;2(n; z0 + t))|
=o(|M ′0;1(n; z0 + t)|):
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This is easy to see if we use the arguments given in the proofs of Lemmas 15.1–15.3
and relationship (17.2) from [12].
This proves Theorem 2.2.
Acknowledgements
The authors are grateful to the reviewers for useful comments and corrections.
References
[1] J. Astola, P. Kuosmanen, Fundamentals of Nonlinear Digital Filtering, CRC Press, Boca Raton, FL,
1997.
[2] N. Bshouty, C. Tamon, On the Fourier spectrum of monotone functions, J. ACM 43(4) (1996) 747–770.
[3] S. Bublitz, U. SchSurfeld, B. Voigt, I. Wegener, Properties of complexity measures for PRAMs and
WRAMs, Theoret. Comput. Sci. 48(1) (1986) 53–73.
[4] R. Dedekind, SUber Zerlegungen von Zahlen durch ihre grSossten gemeinsamen Teiler, Festschrift Hoch.
Braunschweig Ges. Werke II (1897) 103–148.
[5] W. Feller, An Introduction to Probability Theory and its Applications, Vol. 1, Wiley, New York, 1968.
[6] M. Gabbouj, E.J. Coyle, Minimum mean absolute error stack 0ltering with structural constraints and
goals, IEEE Trans. Acoust. Speech Signal Process. 38(6) (1990) 955–968.
[7] E. Gilbert, Lattice-theoretic properties of frontal switching functions, J. Math. Phys. 33 (1954) 57–67.
[8] K. Hayase, On the Relationship between Boolean Functions and their Prime Implicants in OBDD Size,
Sixth BDD Workshop, 1995.
[9] K. Hayase, H. Imai, OBDDs of a monotone functions and of its prime implicants, Algorithms and
Computation, Lecture Notes in Computer Science, Vol. 1178, Springer, Berlin, 1996, pp. 136–145.
[10] D. Kleitman, On Dedekind’s problem: the number of monotone Boolean functions, Proc. Amer. Math.
Soc. 21(3) (1969) 677–682.
[11] D. Kleitman, G. Markowsky, On Dedekind’s problem: the number of isotone Boolean functions, II,
Trans. Amer. Math. Soc. 213 (1975) 373–390.
[12] A.D. Korshunov, On the number of monotone Boolean functions, Problemy Kibernetiki, Vol. 38,
Moscow, Nauka, 1981, pp. 5–108 (in Russian).
[13] B. Kovalerchuk, E. Triantaphyllou, A. Deshpande, E. Vityaev, Interactive learning of monotone Boolean
functions, Inform. Sci. 94 (1996) 87–118.
[14] K. Makino, T. Ibaraki, The maximum latency and identi0cation of positive Boolean functions, SIAM
J. Comput. 26(5) (1997) 1363–1383.
[15] N.N. Nurmeev, On the complexity of the circuit realization of almost all monotone Boolean functions,
Izv. Vyssh. Uchebn. Zaved. Mat. (5) (1985) 64–70 (in Russian).
[16] A. Ostmann, Order and symmetry of simple games, Note Mat. XIII(2) (1993) 251–267.
[17] I. Shmulevich, Properties and Application of Monotone Boolean Functions and Stack Filters, Ph.D.
Thesis, Purdue University, August 1997.
[18] V.A. Vardanian, On the complexity of signal dynamic tests for monotone Boolean functions, Kibernetika
(Kiev) (3) (1987) 23–26 (in Russian).
[19] P. Wendt, E. Coyle, N. Gallagher, Stack Filters, IEEE Trans. Acoustics Speech Signal Process. 34(4)
(1986) 898–911.
[20] D. Wiedemann, A Computation of the Eighth Dedekind Number, Order 8 (1991) 5–6.
