The brightness and variability of the atmosphere in the thermal infrared poses obstacles to precision photometry measurements. The need to remove atmospheric effects calls for the use of a comparison star, but it is usually impossible to fit both science and comparison targets on current long-wavelength (>2 µm) detectors. We present a new pointing mode at the Large Binocular Telescope, which has twin 8.4-m primary mirrors that can be pointed up to ∼2 arcminutes apart and allow the placement of both targets on a small-field infrared detector. We present an observation of the primary transit of an exoplanet in front of its host star, and use it to provide preliminary constraints on the attainable photometric precision.
INTRODUCTION
The near-infrared (∼ 0.7 µm -5 µm) is a particularly important wavelength range for the study of brown dwarfs and exoplanets. This range spans the peaks of the emission spectra of 'hot Jupiter' exoplanets and M-through T-class brown dwarfs, and is where the contrast ratios between hot Jupiters and sun-like host stars are largest. Also, this wavelength range includes prominent molecular absorption features commonly seen in substellar atmospheres, including H 2 O, CH 4 and CO.
However, ground-based photometry longward of K-band (λ c ≈ 2.2µm) is underrepresented in the literature compared to the optical and J H K bands. This is because observations become plagued by reduced atmospheric transparency, as well as a much brighter sky background due to the cumulative effects of water emission and the blackbody backgrounds of the atmosphere and the telescope structure (Fig. 1) . Changing water vapor levels introduce strong time dependency in both the atmospheric emission and transmission, and even if the transmission were steady, it is shredded in wavelength space beyond K-band by absorption lines from molecular species such as H 2 O and CH 4 1 (Fig. 2) . Wavelength (pm) 40 Figure 1: Atmospheric emission in the near-infrared above Mauna Kea at a median resolution of 2 × 10 −2 nm (grey), with a median-boxcar filter corresponding to a median bandpass of 20 nm (black).
2 Colored bands indicate typical J H K bandpasses, and the Ls bandpass specific to our observations. (Emission is for an airmass of 1.0 and precipitable water vapor level of 1.6 mm. Data is from Gemini Observatory, available at http://www.gemini.edu/sciops/telescopes-and-sites/ observing-condition-constraints/ir-background-spectra)
detector. This leads to tiny detector fields-of-view of ∼10 arcseconds 2 . Furthermore, detectors used in adaptive optics are set to sample the diffraction-limited PSF, and will have pixels with sizes corresponding to much less than λ/D. However, observations that require precision photometry often benefit from the use of a comparison star so as to reliably remove the effects of the Earth's atmosphere, and it may be difficult or impossible to fit a science and comparison target into such a minuscule field-of-view simultaneously.
Until now, many ground-based observations at bands redder than K-band have attempted to circumvent this by moving the telescope back-and-forth between science and comparison stars, 3, 4 which can lead to lost observing efficiency and a greater risk of introducing instrumental systematics. Others have relied on the removal of variations in the data-processing stage alone, which has led to disputed results. 5 One alternative is to perform spectroscopy, where techniques such as binning in Fourier space can be applied to enhance a shared signal between bins.
6-8 However, spectroscopy comes at a cost to the signal-to-noise of each spectral bin. Space-based observations would appear to avoid all of these problems, because the images are highly stable. But until the launch of the James Webb Space Telescope, such observations will foreseeably be limited to the 'warm' Spitzer Space Telescope's fixed 3.6 and 4.5 µm channels, which have bandpasses that average over ∼1 µm 1 Note the lacuna in transmission data at ∼1.0 µm.) of molecular bands and continuum.
The Large Binocular Telescope (LBT), located on Mt. Graham in southern Arizona, is a facility that can address this impasse with its combination of a unique telescope structure and infrared imaging capabilities (Fig. 3) . The LBT has two 8.4-m primary mirrors, separated along a center-to-center baseline of 14.4 m. The mirrors sit on a common, elevation-azimuth mount that is enclosed in a boxy, co-rotating dome. 9 The common mount provides extra stiffness for performing interferometry, and removes the need for delay lines between the two mirrors. An adaptive optics (AO) wavefront correction is provided by deformable secondary mirrors, which minimizes the number of warm reflective surfaces in the optical path. Furthermore, the secondary mirrors float on a thin layer of air instead of using mechanically connected actuators. This design consideration prevents defective actuators among the 672 on the shell from 'sticking' and degrading the correction quality.
10-12
The Large Binocular Telescope Interferometer (LBTI) sits between the dual apertures at the bent Gregorian focus. LBTI is a NASA-funded, PI-run instrument [13] [14] [15] that combines the infrared light from the two beams at a common focus inside a beam combiner, 16 and feeds the light into a cryogenic instrument. As a direct imager, LBTI can use both apertures to have the light-collecting power equivalent to a single 11.8 m aperture. As an interferometer, it can make use of the full interferometric baseline of 22.7 m. The two main science programs of LBTI are the HOSTS survey for exozodiacal dust disks 17 and the LEECH survey for young hot Jupiters, 18 but LBTI's versatile capabilities make it applicable to a variety of other near-infrared observations that would benefit from the use of the LBT's large dual apertures.
LBTI's wavefront corrections are based on a natural guide star system which uses visible light that has been diverted into the wavefront sensors, while longer-wavelength light proceeds into the beam combiner. 12, 14 The LBTI AO system can correct 400 modes with guide stars brighter than m R ≈ 9, and can correct with guide stars as dim as m R ≈ 16, albeit with fewer modes.
12 (This performance is expected to improve by up to two magnitudes after the Single conjugated adaptive Optics Upgrade for LBT (SOUL).) After proceeding through the beam combiner, infrared light is fed through either, or both, of two infrared channels: LMIRCam, which is sensitive to 1.5-5 µm, 19, 20 and NOMIC, which is sensitive to 7-14 µm. 21 (For interferometric observing modes, a phase camera is also used.) LBTI currently has a suite of 21 filters in the range 1.5-5 µm, and 15 filters for 8-12 µm.
Here, we present a proof-of-concept of a new pointing mode at the LBT, which harnesses the near-infrared imaging infrastructure of LBT/LBTI to allow an observer to change the effective angular separation between science and comparison targets. This mode involves separately pointing the LBT's twin 8.4-m primary mirrors at widely-separated science and comparison stars, and thereby place both PSFs on the detector. We call this mode 'wall-eyed' pointing. Using LBTI's 1.5-5 µm LMIRCam detector with a 10×10 arcseconds 2 field-of-view, we observed a primary transit of the exoplanet XO-2N b in front of its host star with a comparison star located 31.2 arcseconds away. Based on this one observation, we achieved a photometric precision of ∼1% at the challenging wavelength λ = 3.3 µm. Since the primary mirrors of the LBT are on a common mount, there is a limit to how far they can point-but under most circumstances, it would be possible to point the primary mirrors up to ∼2 arcminutes apart. This would suggest the possibility of differential observations of bright, highly-variable brown dwarfs, which might serve as a compliment or alternative to observations using Spitzer.
OBSERVATIONS
Observations of the XO-2 system were carried out at the Large Binocular Telescope on Mt. Graham, Arizona, on 8 February 2015 from UT 4.7 to 9.8, with LBTI's 1.5 to 5 µm LMIRCam detector. We used the L-short (Ls) filter (3.1-3.5 µm, λ c =3.3 µm), which coincides with a methane absorption band present in mid-L-type and later brown dwarfs, 22 but also corresponds to a region of high atmospheric emission and poor and variable atmospheric transmission.
XO-2N and XO-2S are separated on the sky by 31.2 arcseconds, well beyond what can be encompassed with LMIRCam's 10×10 arcseconds 2 field-of-view (Fig. 4a ). Commands were sent to the left and right telescopes to point to XO-2S and XO-2N, respectively. The XO-2N PSF was placed on the right half of the LMIRCam array, and the XO-2S on the left half (Figs. 4b, 4c ). Both PSFs were oversampled, with a first dark Airy ring of an unaberrated PSF at a radius of 99 milliarcseconds (9.2 pixels), enclosing ∼270 pixels total.
Integration times were chosen so as to keep the analog-to-digital units (ADU) per pixel within the relatively linear range of the detector. Assuming a conversion of ∼2.2×10
6 ADU/Jy, the brightness of the sky at the beginning of the observation was ∼7.4 Jy/arcseconds 2 . Over the course of the observation, the sky brightness climbed by a factor of 0.17, or ∼1.3 Jy/arcseconds 2 .
Two hundred 0.99 sec integrations were taken with both stars on the upper half of the detector. Then the entire telescope mount was 'nodded' in elevation to move the targets down on the detector by ∼4.5 arcseconds, and a further 200 integrations were taken. This up-down nodding pattern continued throughout the observation so as to allow accurate sky subtraction. During the course of the observation, the two targets' separation on the detector was 3.3 to 4.0 arcseconds (304 to 371 pixels) on the array. Due to mechanical flexure in the instrument, the left PSF drifted across the array at a rate of ∼65 milliarcseconds (∼6 pixels) per hour, and the right PSF at a rate of ∼110 milliarcseconds per hour (∼10 pixels per hour), generally 'rightwards' on the detector. (See Sect. 3.3.) Seeing fluctuated between 0.6 and 1.5 arcseconds, as measured by a differential image motion monitor (DIMM) device mounted on the telescope and pointing at bright stars in the general direction of the telescope's pointing. Precipitable water vapor levels remained less than 4 mm, as measured by the nearby ARO Sub-Millimeter Telescope (Fig. 7a) . Dark frames and sky flats were taken immediately before and after the 5.1 hours of observation.
DATA REDUCTION AND ANALYSIS

The Pipeline
Custom IDL routines were written to: 1.) apply a bad pixel mask; 2.) linearize the detector response; 3.) apply darks and flats; 3.) perform primary and secondary background subtractions; 4.) generate raw aperture photometries for both targets; and 5.) generate relative photometries at different aperture sizes and sky annuli.
The bad pixel mask was made by removing pixels based on multiple criteria, and included sigma-clipping pixels based on their values in a single flat and standard deviations across multiple flats. In total, 0.75% of the pixels in the light-sensitive part of the readout were removed, and were replaced by an average of the eight neighboring pixels. Some bad pixels related to detector defects were not captured, but these defects were far away from the PSFs on the array. At the beginning and end of the observation, a set of one hundred darks and one hundred flats was taken, for a total of four hundred calibration frames. A median was made from each of these four sets of frames, and the master dark and flat were made by averaging the two median flats and two median darks.
Integration times had been chosen so as to keep the number of ADU within the most linear range of the detector. However, a perfectly linear response is impossible, since this would imply that the detector response behaves as a piecewise function. Furthermore, the changes to the response linearity varies among the pixels themselves. Therefore, an individual linearity correction was applied to every pixel. After bias subtraction, the pixel response region unavoidably defined to be linear included ADU less than 2000 pixel −1 . A linear fit to this was used to map the integration time to the number of ADU expected for a perfectly linear response. A second-order polynomial was fit to the response within 6000 ADU, since the largest numbers of observed ADU were ∼3600 per pixel. A number of detector columns (∼ 15) were not well fit with second-order polynomials, but testing showed their effect on the photometry to be negligible, and that higher-order polynomial fits were worse. Finally, the flat was also linearized, and then used to flat-field the data arrays.
Primary sky subtraction was performed on each frame by subtracting the median of the 50 readouts nearest in time from adjacent nods, similarly to what has been done in the HOSTS survey pipeline. 24 Given the rapid sky variations, this procedure was found to perform better skysubtraction than alternatives such as the subtraction of a single frame from one of the adjacent nods, or the subtraction of an average of a median-combination of a fixed number of frames from both adjacent nods. At this point, the two-dimensional framesS were generated viã
where L is the linearization operation,R D is the raw data frame,R F the raw flat frame,R B the raw background frame, andD the dark frames, which are essentially the bias frames because the highly stable, cryogenic environment of the detector (55.996 < T < 56.003 K) leads to negligible dark current.
In addition to the residuals after the primary sky subtraction, the detector channels introduced another possible source of systematics by exhibiting bias changes of a few ADU on a timescale of a few minutes or less. Since the channel variations represented time-dependent additive changes, these effects cannot be fully captured by the bias frames or the flats. The best 'salt-and-pepper' background was achieved by simply subtracting the median of the light-sensitive part of each of the 16 channels. Finally, the PSF centroids were found by using a roving Gaussian fit, and a secondary sky subtraction was performed by using a sky annulus when extracting the raw aperture photometry with the IDL APER function. The final, relative photometry was found by dividing the number of ADU from the science target by the number of ADU from the reference star.
Aperture optimization
Within a perfect, diffraction-limited PSF, the first and second dark Airy rings enclose 0.84 and 0.91 of the energy. 25 However, it was found that apertures extending only to these radii in this dataset yielded relative photometries that were affected by low-frequency, non-Gaussian systematic variations as large as ∼6%.
This kind of 'red' noise is pervasive in exoplanet transit photometry, particularly photometry obtained from ground-based observations. In this case, larger aperture sizes were required to capture more of the signal and minimize the red noise, but this came at the price of increased photon noise. Therefore, it was necessary to find the parameters that struck the optimal balance between these two contending effects. Based on a strategy by Croll 26 to find optimal comparison star numbers and aperture sizes, a sparse parameter grid of aperture radius and sky annulus thicknesses was set up with a spacing of 64 milliarcseconds (6 pixels), ranging in value from 64 to 835 milliarcseconds (6 to 78 pixels) in both dimensions.
A time-series photometry was generated for every combination of aperture radius and sky annulus thickness in the grid, where the sky annuli inner radii were always 21 milliarcseconds (2 pixels) more than the aperture radius. For each set of photometry, a model transit light curve * 27 was multiplied by a second-order polynomial describing changes in the background. The final theoretical, normalized transit light curve flux was thus
where t T OC is the time-of-center of the transit, R P /R * is the previously-measured ratio of planet to stellar radii, a is the minimum impact parameter, and s is the speed of the transit across the face of the star in units of impact parameters per hour. Times are in hours UT. Starting at a fixed point in parameter space, this model was fit to the photometry using an IDL Levenberg-Marquardt algorithm. 28, 29 The free parameters included the time-of-center and the three background coefficients. The minimum impact parameter, speed (and hence duration), and occulter size (and hence transit * IDL code available at http://www.astro.washington.edu/users/agol/transit.html depth) were kept fixed. Once the best model fit was found, it was subtracted from the photometry to obtain the residuals.
We use the β parameter as defined by Winn, 30 which quantifies the amount of red noise that is present above what would be expected for purely Gaussian noise, or
where σ obs is the observed standard deviation of the binned residuals. Winn's Eqn. (2) gives the expected standard deviation of the binned residuals for M bins of N data points
where σ w(u) is the standard deviation of the unbinned residuals, and the w(u) subscript indicates the standard deviation of the unbinned, white noise residuals. The M M −1 term is within 5% of unity for more than 10 bins, and 1% for more than 50 bins. For bin sizes that cannot be evenly divided into the number of data points, the data points were permutated through the bins, and the results corresponding to a single bin size averaged. Fractional bins were discarded at each permutation, but the permutation acted to include all the data points in the average. Finally, the mean valueβ is found using all bin sizes from 200 to 751 data points (equivalent to a range in time of ∼240 seconds to ∼15 minutes), where β appears to have converged to a flat trend as a function of bin size.
After subtracting out the model light curves, the residuals in the photometry were used to calculate σβ, a quantity that includes both red noise and photon scatter. The latter tends to rise as the former decreases, and vice versa. The mapping of the parameter space of aperture radius and sky annulus thickness yielded a minimum of σβ at an aperture radius of 0.64 arcseconds (60 pixels), and a sky annulus thickness of 0.71 arcseconds (66 pixels) (Fig. 5 ).
To perform a global fit and determine uncertainties in the fitted parameters, the LevenbergMarquardt model transit fit was used as the starting point of two MCMC chains of 200,000 links to minimize χ 2 . The same quantities in the model fits were varied as during the Levenberg-Marquardt fit, except that now the occulter size ratio R P /R * was allowed to vary. The first 10 3 MCMC links were removed to allow a 'burn-in'.
Systematics
We searched for the footprints of pernicious systematic instrumental and environmental effects in our telemetry, in the hope that some of the red noise could be sufficiently characterized in order to be removed in the data reduction. Matrices of Pearson product-moment correlation coefficients were made between the photometries, environmental conditions, and AO system parameters (Fig.  6 ). These included measurements of detector and dome temperatures, precipitable water vapor, seeing, airmass, wind, and PSF positions and sizes on the arrays. By-eye inspections were also made of the time-series evolution of other factors such as quasi-static aberrations in the PSFs. No strong, direct, and plausibly causal correlations were found at relevant timescales between the photometry and any of these factors in isolation, except possibly for some degree of (anti-)correlation between the raw photometries and atmospheric transmission and emission. However, it should be emphasized that these coefficients only consider direct correlations between two quantities at a time, and interrelationships between multiple quantities would require other treatments such as principal component analysis.
Nevertheless, it was evident that there were strong correlations between PSF positions on the array and the telescope elevation, indicating that the PSF positions were responding to mechanical flexure or changing thermal gradients in LBTI components, which might include the beam combiner. (This does not involve flexure in the telescope itself, which has a control system that already takes telescope flexure into account.) Two tests using simulated data were performed to narrow down possible origins of the systematics in the photometry. In one test, Gaussian PSFs were injected into the real readouts and yielded a much more steady photometry than that of the real PSFs. Another test used synthetic data readouts that replicated aspects such as the changing sky levels and channel biases. An injected planetary transit in one of the fake PSFs was easily recovered. Both of these tests suggest that the red noise in the real photometry were due to image quality independent of sky background variations or channel bias changes.
Among other considerations, chromatic extinction is not expected to be an issue, because these stars are of the same type and have similar spectra. The Moon was up during most of the observation, but its reflected solar spectrum is not expected to be a significant contributor to Ls-band flux. Differential scintillation should be low because we used a large telescope at near-infrared wavelengths.
31, 32
Nevertheless, even after subtracting a model transit and a second-order polynomial fit to the largest-scale background variation in the photometry, low-frequency red noise was undeniably present in the residuals. Since we are only making use of one observation, we can only make a coarse prediction of 'wall-eyed' pointing's precision in Ls-band by assuming that σ r has no dependency on target brightness. (For a red noise parameterization in the visible that does include target brightness, see Aigrain. 33 ) If it is independent of photon noise, both white and red noise can be added in simple quadrature.
To find σ r , we used the empiricalβ = 2.08 and assumed the white and red noises add in quadrature, as σ obs = σ 2 w(b) + σ 2 r . Using the smallest bin size of N = 200 at which β appears to have converged,
gives σ r = 3.7 × 10 −3 ≈ 4 mmag in the Ls-band. It should be noted that this was found after having considered β on timescales from ∼3 to ∼15 minutes, but that inclusion of longer time spans in this dataset may lead to variations due to small-number statistics. This highlights again the need for longer baselines to characterize the red noise.
It should also be noted that the relative photometry displays a sudden 'ramp' in the first the ∼0.5 hr. The cause of this is unknown, though it does not seem to be due to persistence in the array. Persistence has been observed in both ground-and space-based detectors when the observation in question is preceded by an observation of a very bright object for an extended period of time. In this case, subtraction of frames bracketing the previous observation, which was a LEECH target, did not reveal an afterimage. Furthermore, the direction of curvature of the ramp is inconsistent with persistence, given the ending positions of the LEECH target PSFs and the starting positions of the 'wall-eyed' PSFs.
RESULTS
Based on the photometry that minimizes the combination of red noise and photon noise, the MCMC chains found the best fit parameters in Table 1 , which includes 95% confidence interval bounds as found from the cumulative distribution functions. It should be noted, however, that while the time-of-center appears to converge nicely, the occulter size has a strongly multimodal probability distribution. Indeed, the background coefficient probability distributions did not converge in this set of MCMC chains.
Without calculating a full covariance matrix for the photometry, we can calculate a signal-to-noise ratio (S r ) of the transit using the approximate expression from Eqn. (11) in Pont,
where d is the transit depth and N t is the number of data points in the transit. This is a reasonable number, given the qualitative appearance of the light curve in Fig. 9d . 
DISCUSSION
Correlated red noise in exoplanet transit photometry was first taken seriously in the mid-2000's, after the rate of transit detections failed to meet survey predictions based solely on 'white' photon noise. 32 A choice of brighter targets naturally causes the photon noise level to become less important and the signal-to-noise to rise, but red noise imposes an obstacle to how high the level of signal-tonoise can go. Red noise has typically been found in ground-based, visible-wavelength observations to be in the range ∼1-6 mmag, and red noise greater than ∼1 mmag becomes the limiting factor in detecting hot Jupiter transits.
35, 36
Red noise can be from a host of different sources, which will vary among different instruments and observing regimes, and which may or may not leave a trace in recorded telemetry or environmental conditions. Possible dominant red noise sources for AO-corrected differential photometry in the near-infrared can include spatially-and time-varying sky emission or transmission, PSF drifting across the array, or inadequate background subtraction or flat-fielding. (It should be noted that the AO corrections to the two PSFs can be significantly different for two targets separated by a few tens of arcseconds, given that the isoplanatic patch at 3.3 µm is also typically a few tens of arcseconds large.)
In our observations, variations in sky emission and PSF drift are unlikely to be the dominant sources of red noise. Variations across the array are not observed before background subtraction, and a two-step background-subtraction procedure guards against residual spatial variation in sky background. Furthermore, the red noise variations were insensitive to the exact form of the background subtraction algorithm. For these reasons, the correlation between the photometries and atmospheric emission is likely a red herring. PSF drift did not correlate with the photometry at all, which is at least partly due to the fact that the PSFs are oversampled, which 'averages' out residual differences in pixel responses.
It is possible, however, that time-and spatially-dependent variations in atmospheric transmission could be a strong source of the observed systematics. Time-or spatially-dependent changes in transmission cannot be removed in the background-subtraction process, and the correlation seen between transmission and the raw photometries is likely real. Small differences in these timedependent changes between the two targets would cause systematics to appear in the relative photometries, and this may be a dominant source of our red noise. Indeed, differential water vapor effects are known to exist along the LBT's two lines-of-sight, and Defrère et al. in these proceedings discuss how LBTI tries to resolve the resultant chromatic optical path differences. However, the only available direct measurements of the precipitable water vapor levels are from a nearby facility on Mt. Graham. These measurements are not specific to, nor do they differentiate between, the two lines-of-sight to the targets in our observations. This means that proof of atmospheric transmission's culpability remains out of reach.
Given the red noise that is present, however, we can begin to make predictions for 'wall-eyed' pointing's science potential. For a differential measurement between two targets of ADU α and γ, assuming the variations in the signal are Gaussian and are small compared to the total fluxes, we have differential flux F ≡ α γ and, ignoring higher-order terms,
If we assume there is no correlation between the two signals (in which case the use of a comparison star would actually be detrimental), we have σ αγ = 0. If the two targets are of the same brightness, we have α = γ and
where the subscript (u) explicitly indicates that this is for the unbinned photometry. In order to include the red noise, we assume that the scatter in the photometry using bins of N points will consist of red and white noise added in quadrature as
where the red noise σ r is insensitive to bin size. Inserting Eqn. (8) as the white noise σ w(u) in Eqn. (9), we have
Clearly, red noise imposes a limit to the photometric precision that cannot be circumvented with larger bin sizes in a single transit observation. (It can, however, be circumvented with additional observations of the transit.) Given our estimate σ r , and the remaining difference in the flux decrement of 6.6 × 10 −3 between the optically-constrained transit depth (10.8 × 10 −3 ) 37 and our MCMC results (17.4 × 10 −3 ), we add them linearly to get an uncertainty of 1%, or ∼11 mmag. We substitute this value into the σ r in the above relations to predict the S r = σ −1 tot of the normalized differential photometry using 'wall-eyed' target pairs of equal brightness. Using the level of sky background in this observation, along with the detector dark current and read noise characteristics, we can consider the white noise to be the noise component from the 'CCD Equation'
This leads to the curves in Fig. 10 , which are compared with signal-to-noise thresholds necessary to do science observations. It should be noted that all these extrapolations are based only on a single transit observation. We have also obtained two other 'wall-eyed' datasets, and will use them to refine our noise values in a future paper. 
SUMMARY
We have parameterized a unique observing mode at the LBT which involves pointing the two telescopes apart so as to perform differential photometry. We have demonstrated that this 'walleyed' pointing technique can retrieve the ∼1% flux decrement of an exoplanet transit deep in the thermal infrared. The signal-to-noise ratio is fairly low, however. On its own, this observation suggests that such a transit is close to the limit of what can be performed by this technique in Ls-band. The limiting factor is time-correlated red noise, which imposes a noise floor for bright objects.
Based on this single observation, it would seem very unlikely that 'wall-eyed' pointing can be used to do science at Ls-band that requires the formidable precisions necessary to perform transmission spectroscopy (δF 10 −4 ), or even observe secondary transits (δF < 5 × 10 −3 ), barring a better characterization of the red noise with much longer baselines, or repeated observations of the same target.
However, red noise is not the limiting factor for dimmer objects, and it does not quite rule out the possibility of observing luminosity variations of relatively bright, highly-variable brown dwarfs. In the case of short-period bright dwarfs, it may be possible to observe repeated rotations and increase the signal-to-noise by the square root of the number of rotations. Before we can make firmer predictions, however, we intend to use additional datasets on hand to better characterize the red noise.
This publication makes use of data products from the Two Micron All Sky Survey, which is a joint project of the University of Massachusetts and the Infrared Processing and Analysis Center/California Institute of Technology, funded by the National Aeronautics and Space Administration and the National Science Foundation. Rel. Emission Note that brighter targets are affected more by red noise, and the signal-to-noise converges quickly to a maximum. Shaded regions represent the minimum signal-to-noise for different types of observations, which are labeled with arrows. These thresholds were found by multiplying the maximum amplitude of the variation by a factor of three. (The exception is occultation spectroscopy, where the maximum amplitude of secondary occultations has been multiplied by ten. 40 ) SIMP0136 is the brightest known brown dwarf in the northern hemisphere. Magnitudes are based on the WISE W1 magnitude for XO-2N.
