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COMPUTATION OF GROSS-KEATING INVARIANTS
CHUL-HEE LEE
Abstract. The Gross-Keating invariant of a half-integral matrix over a p-adic inte-
ger ring is a fundamental concept in the study of quadratic forms, and has important
applications for Siegel modular forms and arithmetic geometry. We introduce the
Mathematica package computeGK, a computer program for calculating the Gross-
Keating invariant and the Siegel series of a half-integral matrix over Zp, as well as
other related quantities. As a by-product, we obtain a table of the arithmetic in-
tersection numbers related to the classical modular polynomials using the explicit
formula of Gross and Keating.
Introduction
In [GK93] Gross and Keating introduced an invariant of a ternary quadratic form over
Zp to express certain arithmetic intersection numbers of three modular correspondences
explicitly. They also pointed out the observations of Kudla and Zagier that these
numbers seem to be closely related to the central derivatives of the Fourier coefficients
of the Siegel-Eisenstein series of weight 2 and degree 3, which gave rise to Kudla’s
program [Kud97] connecting these objects in a more general setting.
Meanwhile, Katsurada obtained a recursive formula for the local Siegel series of
the half-integral matrix B of any degree over Zp in [Kat99]. Katsurada’s formula is of
central importance in the algorithmic calculation of the Fourier coefficients of the Siegel-
Eisenstein series, and therefore has made a significant impact in the computational
area of Siegel modular forms and the classification of even unimodular lattices in high
dimensions [Kin03, KPSY18].
In [Wed07] Wedhorn expressed Katsurada’s formula for a half-integral matrix over
Zp of degree 3 using its Gross-Keating invariant. Recently, Ikeda and Katsurada [IK16]
showed that the formula, for the half-integral matrix B of any degree over any non-
Archimedean local field of characteristic 0, can be reformulated in terms of an extended
version of the Gross-Keating invariant of B, based on their foundational work [IK15]. It
also implies that the extended Gross-Keating invariant, depending only on the equiva-
lence class of B, completely determines the Siegel series of B. Thus, we can see that the
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Gross-Keating invariant is quite fundamental from both theoretical and computational
perspective.
In [CIKY17], Cho, Ikeda, Katsurada and Yamauchi obtained a family of formulas
for computing the Gross-Keating invariants and related quantities for half-integral ma-
trices over any finite extension of Zp for odd p and over any unramified finite extension
of Z2. This has made an algorithmic treatment of the Gross-Keating invariant feasible
for matrices of any degree.
In this work, we present the Mathematica package computeGK 1, which implements
these formulas for half-integral matrices over Zp. With this program, we can compute
the Gross-Keating invariant, a naive extended Gross-Keating datum, and the Siegel
series of such a matrix. It also implements the explicit formula of Gross and Keating
for the arithmetic intersection numbers, and we generate a table of them using the
program. To the best of our knowledge, this is the first computer implementation to
calculate the Gross-Keating invariants. There is a LISP code for the Siegel series, used
in [Kin03, KPSY18] based on Katsurada’s formula [Kat99], but it is more specialized
in computing the Fourier series of the Siegel-Eisenstein series, and does not address
the Gross-Keating invariants; see Subsection 1.5 for more comments.
This paper is organized as follows. In Section 1 we recall the definition of the Gross-
Keating invariant and the Siegel series for a half-integral matrix and review the key
results for computing them. We also explain how to handle them in computeGK with
examples. In Section 2 we explain some matrix reduction procedures and algorithms
used within our program. In Section 3 we consider the formula of Gross and Keating
for the arithmetic intersection number of three modular correspondences. We explain
the details of how to use it for explicit calculations, and present some related tables
generated by computeGK.
1. Gross-Keating invariants and Siegel series
In this section, we closely follow the presentation of [CIKY17] with minor modifica-
tions. We accompany our explanation with exemplary computeGK instructions.
1.1. Notation. Let p ∈ Z≥0 be a prime, F = Qp, and o = Zp its ring of integers.
For a ∈ F×, we write ord(a) = n if a ∈ pno×, and call it the valuation of a, and set
ord(0) =∞. For two square matrices X and Y with entries in F , we denote the matrix(
X O
O Y
)
by X⊥Y . We denote the diagonal matrix (b1)⊥ . . .⊥(bn) by diag(b1, . . . , bn).
For a subring R of F containing o, we denote the set of symmetric square matrices of
degree n with entries in R by Symn(R). We say B = (bij) ∈ Symn(F ) is half-integral
if 2bij ∈ o, and bii ∈ o for any i, j and denote the set of non-degenerate half-integral
symmetric matrix of degree n by Hn(o)nd. For B ∈ Hn(o)nd, we write deg(B) = n.
1The code is available at https://github.com/chlee-0/computeGK.
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When there exists U ∈ GLn(R) such that B′ = U tBU for B,B′ ∈ Hn(o)nd, we say
they are R-equivalent and write B ∼R B′.
For a ∈ F×, let F (a1/2) be the field extension of F obtained by adjoining a1/2.
We define χ(a) = 1,−1, 0 if F (a1/2) is F , an unramified quadratic extension of F ,
or a ramified extension of F , respectively. More concretely, let a = prc ∈ F× with
r = ord(a) and c ∈ o×. Then χ(a) =
(
c
p
)
if r ≡ 0 mod 2, and 0 otherwise when p is
odd, and
χ(a) =

1 if r ≡ 0 mod 2, c ≡ 1 mod 8
−1 if r ≡ 0 mod 2, c ≡ 5 mod 8
0 otherwise
when p = 2.
Let B ∈ Hn(o)nd. We define
∆B =

ord(detB) + n− 1 if n is odd
ord(detB) + n− 2 if n is even, and ord(detB) is odd
ord(detB) + n− 1 if n is even, ord(detB) is even, and ξB = 0
ord(detB) + n if n is even, ord(detB) is even, and ξB 6= 0,
where ξB = χ((−1)n/2 detB), which is defined only when n is even, and also set
eB =
{
∆B if n is odd
∆B − 1 + ξ2B if n is even.
Finally, if B is F -equivalent to diag(b1, . . . , bn), then we put
εB =
∏
i<j
(bi, bj)
and
ηB = (−1,−1)⌊(n+1)/4⌋(−1, detB)⌊(n−1)/2⌋εB.
Note that εB does not depend on the choice of b1, . . . , bn. Here (·, ·) denotes the Hilbert
symbol [Cas78, Section 3.2], and ⌊·⌋ the floor function.
1.2. Gross-Keating invariants.
Definition 1.1. Let B = (bij) ∈ Hn(o)nd. Let S(B) be the set of all non-decreasing
sequences (a1, . . . , an) ∈ Zn≥0 such that
ord(bii) ≥ ai (1 ≤ i ≤ n),
ord(2bij) ≥ (ai + aj)/2 (1 ≤ i ≤ j ≤ n),
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and §({B}) := ⋃U∈GLn(o) S(U tBU). The Gross-Keating invariant GK(B) = (a1, . . . , an)
of B is defined by
a1 = max
(y1,... )∈S({B})
y1,
a2 = max
(a1,y2,... )∈S({B})
y2,
. . .
an = max
(a1,a2,...,an−1,yn)∈S({B})
yn.
By definition GK(B) only depends on the o-equivalence class of B, but obviously
the definition is not very useful for computing GK(B).
Now we review a procedure to compute the Gross-Keating invariant of B. When p
is odd, it is well-known that B is o-equivalent to a diagonal matrix; we will review an
algorithm to find such a diagonal matrix in Subsection 2.1.
Theorem 1.2. [IK15, Proposition 6.1] Let p be odd, and B = diag(t1, . . . tn) such that
ord(t1) ≤ ord(t2) ≤ · · · ≤ ord(tn). Then GK(B) = (a1, . . . , an), where ai = ord(ti).
Example 1.3. Let B =
 20 24 1124 96 12
11 12 8
 ∈ H3(Z3)nd.
We can calculate GK(B) using our program as follows :
In[1]:= computeGK[{{20,24,11},{24,96,12},{11,12,8}},3]
Out[1]= {0,1,3}
Internally, it finds the equivalent diagonal matrix diag(2 · 30, 1 · 32, 2 · 33) by :
In[2]:= reduceJordanZp[{{20,24,11},{24,96,12},{11,12,8}},3]
Out[2]= FJC[{0,2},{1,2},{3,2}]
FJC is one of the data types used in computeGK to represent the Jordan components of
a matrix, and FJC means the ‘flattened version’ of JC, which is another data type of the
same kind; see Example 1.6 for the use of JC. You can represent diag(u1p
e1, . . . , unp
en)
with ui ∈ {1, . . . , p− 1} and ei ∈ Z≥0 by FJC with arguments {u1, e1}, . . . , {un, en}.
For the rest of this subsection, we assume that p = 2. As usual in the study of
quadratic forms, the story becomes more complicated. To obtain the Gross-Keating
invariant and other related quantities for a given half-integral matrix, we need to
undergo several reduction procedures. Let H =
(
0 1
2
1
2
0
)
and Y =
(
1 1
2
1
2
1
)
.
Definition 1.4. Let Σ = {(1), (3), (5), (7), H, Y }. We define JC as the set of finite
sequences β = {(ki, Ci)}ri=1 of pairs (ki, Ci) with ki ∈ Z≥0 and Ci is a matrix obtained
as an orthogonal sum of elements of Σ. Define ΩD as the set of elements of the form
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(u1) or (u1)⊥(u2) with ui ∈ {1, 3, 5, 7}. Let ΩE := {H, Y } and Ω := ΩD ∪ ΩE . We
define JCs := {β ∈ JC : β = {(ki, Ci)}ri=1 with Ci ∈ Ω for all i}.
For β = {(ki, Ci)}ri=1 ∈ JC, we define [β] := 2k1C1⊥ · · ·⊥2krCr. We say two ele-
ments of JC are equivalent if the corresponding matrices are o-equivalent. We define
deg β, det β, εβ, ξβ, and ηβ as the corresponding quantities for the matrix [β]. For a
positive integer 1 ≤ j ≤ r, we set β [j] := {(ki, Ci)}ji=1 ∈ JC.
The following is [CIKY17, Definition 2.1], suitably adapted to JC.
Definition 1.5. We call β = {(ki, Ci)}ri=1 ∈ JCs a weak canonical form if it satisfies
the following conditions:
(i) We have k1 ≤ · · · ≤ kr.
(ii) If Ci is diagonal, then ki < ki+1 and for any j ≤ i− 1 such that kj = ki, Cj is
either H or Y .
(iii) If Ci+1 and Cj with j ≤ i are diagonal such that ki+1 = kj +1, and that deg β [i]
are even, then ξβ[i] = 0.
When a matrix B ∈ Hn(o)nd is given, we can find β ∈ JCs such that [β] ∼Z2 B
using Watson reduction as explained in Subsection 2.2. Then we can convert it to an
equivalent weak canonical form β ′; see Subsection 2.3 for an algorithm. These reduction
procedures are implemented in computeGK.
Example 1.6. Let B =
 3 0 1320 81 0
132 0 5822
 ∈ H3(Z2)nd. This is o-equivalent to a
diagonal matrix :
In[3]:= reduceJordanZp[{{3,0,132},{0,81,0},{132,0,5822}},2]
Out[3]= FJC[{0,3},{0,1},{1,7}]
Note that FJC is not the best data type to represent an element of JC. For this we
use the data type JC. We can find β ∈ JC such that [β] ∼Z2 B using our program in
the following way :
Out[4]= reduceWatson[{{3,0,132},{0,81,0},{132,0,5822}}]
Out[5]= JC[{0,{1,3}},{1,{7}}]
This gives β = {(0, (1)⊥(3)) , (1, (7))}, which is not a weak canonical form.
In[6]:= checkWeakCanonicalFormQ[JC[{0,{1,3}},{1,{7}}]]
Out[6]= False
Let us find a weak canonical form {(0, (1)⊥(1)) , (1, (5))} equivalent to β as follows :
In[7]:= reduceWeakCanonical[JC[{0,{1,3}},{1,{7}}]]
Out[7]= JC[{0,{1,1}},{1,{5}}]
We can do a double check :
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In[8]:= checkWeakCanonicalFormQ[JC[{0,{1,1}},{1,{5}}]]
Out[8]= True
The following is [CIKY17, Definition 2.2] adapted to JC.
Definition 1.7. Let β = {(ki, Ci)}ri=1 ∈ JCs. For a non-negative integer m (less than
or equal to the maximum of ki), put
Dm = {1 ≤ j ≤ r | kj = m and Cj ∈ ΩD},
and
Em = {1 ≤ j ≤ r | kj = m and Cj ∈ ΩE}.
We say that β is pre-optimal if it satisfies the following conditions:
(i) For any m,
∑
j∈Dm
degCj ≤ 2 and there are integers 1 ≤ i ≤ j such that
Em = {i, i+ 1, . . . , j − 1}. If i = j, we simply put Em = φ.
(ii) Let 1 ≤ i < j ≤ r.
(a) If i ∈ Dm1 and j ∈ Dm2, then m1 ≤ m2.
(b) If i ∈ Em1 and j ∈ Em2, then m1 ≤ m2.
(c) If i ∈ Dm1 and j ∈ Em2, then m1 ≤ m2 − 1.
(d) If i ∈ Em1 and j ∈ Dm2, then m1 ≤ m2 + 1.
(iii) Suppose that Ci ∈ ΩD with degCi = 2. Then i ≥ 2 and one of the following
conditions hold:
(a) deg β [i] is even and ξβ[i−1] = ξβ[i] = 0.
(b) deg β [i] is odd and ord(det β [i−1])) + ki is even.
(iv) Suppose that Ci ∈ ΩD, Ci−1 ∈ ΩE , and that ki = ki−1 − 1. If degCi 6= 2, then
one of the following conditions holds:
(a) deg β [i] is even and ord(det β [i]) is even.
(b) deg β [i] is odd and ξβ[i−1] = 0.
(v) Suppose that Ci ∈ ΩD, Ci+1 ∈ ΩE , and that ki = ki+1 − 1. Then degCi = 1,
and one of the following conditions holds:
(a) deg β [i] is even and ord(det β [i]) is odd.
(b) deg β [i] is odd and ξβ[i−1] 6= 0 if i ≥ 2.
(vi) Suppose that Ci+1 ∈ ΩD and Cj ∈ ΩD with j ≤ i, ki+1 = kj + 1, and deg β [i] is
even. Then ξβ[i] = 0.
There is an algorithm [CIKY17, Proposition 2.1] to obtain an equivalent pre-optimal
form from a weak canonical form, and our program has an implementation of it. Since
its complete statement occupies more than one page, we refer the reader to the original
article. Instead, we give an example.
Example 1.8. Consider the weak canonical form {(0, (1)⊥(1)) , (1, (5))} of Example
1.6, which is not a pre-optimal form.
In[9]:= checkPreOptimalFormQ[JC[{0,{1,1}},{1,{5}}]]
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Out[9]= False
We can get an equivalent pre-optimal form as follows :
In[10]:= reducePreOptimal[JC[{0,{1,1}},{1,{5}}]]
Out[10]= JC[{0,{1}},{0,{1}},{1,{5}}]
In[11]:= checkPreOptimalFormQ[JC[{0,{1}},{0,{1}},{1,{5}}]]
Out[11]= True
This example demonstrates why we need to distinguish {(0, (1)⊥(1)) , (1, (5))} from
{(0, (1)) , (0, (1)) , (1, (5))} although they give the same diagonal matrix. This is the
reason we define the notion of weak canonical forms and pre-optimal forms for the
elements of JC not matrices.
With a pre-optimal form, we can obtain the Gross-Keating invariant of the corre-
sponding matrix; see Subsection 1.5 for a different method.
Theorem 1.9. [CIKY17, Theorem 3.1] Let β = {(ki, Ci)}ri=1 be a pre-optimal form of
degree n. Then GK([β]) = (a1, . . . , an) is given as follows : For each 1 ≤ s ≤ r, put
n˜s = degC1 + · · ·+ degCs and
(i) If Cs ∈ ΩE , then (an˜s−1, an˜s) = (ks, ks).
(ii) Assume that Cs ∈ ΩD and degCs = 1.
(a) If n˜s is odd, then
an˜s =

ks + 2 if ord(det β
[s−1]) is odd
ks + 1 if ord(det β
[s−1]) is even and ξβ[s−1] = 0
ks if ξβ[s−1] 6= 0,
where we make the convention that ord(det β [0]) = 0 and ξβ[0] = 1.
(b) If n˜s is even, then
an˜s =

ks if ord(det β
[s]) is odd
ks + 1 if ord(det β
[s]) is even and ξβ[s] = 0
ks + 2 if ξβ[s] 6= 0.
(iii) If Cs ∈ ΩD and degCs = 2, then (an˜s−1, an˜s) = (ks + 1, ks + 1).
Example 1.10. Let us resume our computation from Example 1.8. We can compute
the Gross-Keating invariant from the pre-optimal form {(0, (1)) , (0, (1)) , (1, (5))} as
follows :
In[12]:= computeGK[JC[{0,{1}},{0,{1}},{1,{5}}],2]
Out[12]= {0,1,2}
We can also use our original matrix B from Example 1.6 as input, and the program
goes through the necessary reductions internally.
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In[13]:= computeGK[{{3,0,132},{0,81,0},{132,0,5822}},2]
Out[13]= {0,1,2}
1.3. Naive extended Gross-Keating datum.
Definition 1.11. An element H = (a1, . . . , an; ε1, . . . , εn) of Z
n
≥0 × {−1, 0, 1}n is a
naive extended Gross-Keating (EGK) datum of length n if the following conditions
hold:
(i) a1 ≤ · · · ≤ an.
(ii) Suppose that i is even. Then εi 6= 0 if and only if a1 + · · ·+ ai is even.
(iii) If i is odd, then εi 6= 0.
(iv) ε1 = 1.
(v) If i ≥ 3 is odd and a1 + · · ·+ ai−1 is even, then εi = εi−2εai+ai−1i−1 .
Let us define a naive EGK datum H = (a1, . . . , an; ε1, . . . , εn) of B ∈ Hn(o)nd. First,
each ai is given by GK(B) = (a1, . . . , an).
Let p be odd and assume that B is Zp-equivalent to diag(t1, . . . , tn) such that
ord(t1) ≤ ord(t2) ≤ · · · ≤ ord(tn). Following [IK15, Proposition 6.1], let
(1.1) εi =
{
ξB[i] if i is even,
ηB[i] if i is odd.
where B[i] = diag(t1, . . . , ti).
Let p = 2 and assume that B is Zp-equivalent to [β], where β = {(ki, Ci)}ri=1 is a
pre-optimal form with ni = degCi. As in [CIKY17, Theorem 4.3], let
(1.2) εi =

1 if i = 1
ξβ[s] if i is even and i = deg β
[s] for some s
ηβ[s] if i ≥ 3 is odd and i = deg β [s] for some s
ηβ[s]ξ
ai
β[s]
if i ≥ 3 is odd, i = deg β [s] − 1 for some s such that ns = 2,
and a1 + · · ·+ ai+1 is even
0 if i is even, i = deg β [s] − 1 for some s such that ns = 2,
and a1 + · · ·+ ai is odd
±1 if i = deg β [s] − 1 ≥ 2 for some s such that ns = 2,
and i+ 1 + a1 + · · ·+ a2⌊(i+1)/2⌋ is odd.
Using computeGK, we can find a naive EGK datum of elements of Hn(o)nd.
Example 1.12. Consider B ∈ H3(Z3)nd from Example 1.3. A naive EGK datum of
B can found as follows :
In[14]:= computeNEGKdatum[{{20,24,11},{24,96,12},{11,12,8}},3]
Out[14]= {{0,1,3},{1,0,-1}}
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We can also check if the output satisfies the conditions of Definition 1.11 :
In[15]:= checkNEGKdatumQ[{{0,1,3},{1,0,-1}}]
Out[15]= True
Example 1.13. Let B ∈ H3(Z2)nd from Example 1.6. We can get a naive EGK datum
of B :
In[16]:= computeNEGKdatum[{{3,0,132},{0,81,0},{132,0,5822}},2]
Out[16]= {{0,1,2},{1,0,-1}}
The same result can be obtained using the pre-optimal form in Example 1.8 :
In[17]:= computeNEGKdatum[JC[{0,{1}},{0,{1}},{1,{5}}],2]
Out[17]= {{0,1,2},{1,0,-1}}
Again, we can check if the output is a naive EGK datum :
In[18]:= checkNEGKdatumQ[{{0,1,2},{1,0,-1}}]
Out[18]= True
A naive EGK datum H of B is not an invariant of the o-equivalence class of B. It is
not even uniquely defined as one can see from the last entry of (1.2). However, there
is an easy way to get an invariant from H , which is called the extended Gross-Keating
datum of B, denoted by EGK(B); see [CIKY17, Section 4]. Since a naive EGK datum
is sufficient for most of our purposes, we have no instruction in computeGK to compute
EGK(B).
1.4. Siegel series. Let B ∈ Hn(o)nd. We consider the problem of computing the
Siegel series of B and closely related functions.
Definition 1.14. Let ψ(a) = exp(2π
√−1a˜), where a˜ ∈ Q such that a˜ − a ∈ o for
a ∈ F . For B ∈ Hn(o)nd, the (local) Siegel series b(B, s) is defined by
b(B, s) =
∑
R∈Symn(F )/Symn(o)
ψ(tr(BR))µ(R)−s,
where µ(R) = [Ron + on : on].
Define a polynomial γ(B;X) in X by
γ(B;X) =
{
(1−X)∏n/2i=1(1− p2iX2)(1− pn/2ξBX)−1 if n is even
(1−X)∏(n−1)/2i=1 (1− p2iX2) if n is odd
It is known that there exists a polynomial F (B;X) ∈ Z[X ] such that
b(B, s) = γ(B; p−s)F (B; p−s).
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Fix an indeterminate X1/2 such that (X1/2)2 = X . We define a Laurent polynomial
F˜ (B;X) in X1/2 as
(1.3) F˜ (B;X) := X−eB/2F (B; p−(n+1)/2X).
Let us explain how to find F (B;X) with a naive EGK datum of B.
Definition 1.15. For e, e˜ ∈ Z and ξ ∈ {−1, 0, 1}, we define rational functions C(e, e˜, ξ;X)
and D(e, e˜, ξ;X) in X1/2 by
C(e, e˜, ξ;X) =
pe˜/4X−(e−e˜)/2−1(1− ξp−1/2X)
X−1 −X
and
D(e, e˜, ξ;X) =
pe˜/4X−(e−e˜)/2
1− ξX .
Let
(1.4) Ci(e, e˜, ξ;X) =
{
C(e, e˜, ξ;X) if i ∈ Z is even
D(e, e˜, ξ;X) if i ∈ Z is odd.
Definition 1.16. For a = (a1, . . . , an) ∈ Zn≥0 and an integer 1 ≤ i ≤ n, define
ei = ei(a) as
ei =
{
a1 + · · ·+ ai if i is odd
2⌊(a1 + · · ·+ ai)/2⌋ if i is even.
For a naive EGK datum H = (a1, . . . , an; ε1, . . . , εn) we define a rational function
F(H ;X) in X1/2 as follows: for the naive EGK datum H = (; ) of length zero we set
F(H ;X) = 1. Now suppose that n ≥ 1. Then H ′ = (a1, . . . , an−1; ε1, . . . , εn−1) is a
naive EGK datum of length n− 1. We define F(H ;X) recursively by
(1.5)
F(H ;X) = Cn(en, en−1, ξ;X)F(H ′; p1/2X) + ζCn(en, en−1, ξ;X−1)F(H ′; p1/2X−1),
where ξ = εn or εn−1 according as n is even or odd, and ζ = 1 or εn according as n is
even or odd. We put e0 = 0 and ε0 = 1.
Remark 1.17. In [CIKY17], the initial condition for F(H ;X) is given by
F(H ;X) = X−a1/2 +X−a1/2+1 + · · ·+Xa1/2−1 +Xa1/2
for H = (a1, ε1) of length 1. This agrees with our treatment of F .
Theorem 1.18. [CIKY17, Theorem 5.5] Let B ∈ Hn(o)nd and H be a naive EGK
datum of B as in (1.1) and (1.2). Then we have
F˜ (B;X) = F(H ;X).
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This theorem allows us to use (1.5) to obtain F (B;X) once a naive EGK datum H
of B is known. Note that εi 6= 0 for i odd in Definition 1.11. Hence, ζ in (1.5) is 1 or
−1, which implies the following functional equation
F(H ;X) = ζF(H ;X−1).
By incorporating this, we can slightly modify (1.5) into the following form :
(1.6)
F(H ;X) = Cn(en, en−1, ξ;X)F(H ′; p1/2X) + ξ′Cn(en, en−1, ξ;X−1)F(H ′; p−1/2X),
where ξ′ = εn−1 if n is even, or εn if n odd. Instead of calculating F(H ;X) as a
rational function with irrational coefficients, we may tabulate the values F(H ; pl/2)
with l ∈ Z≥0 recursively using (1.6). Since F (B;X) is a polynomial of degree eB
with integer coefficients, F (B; pk) with k ∈ Z≥0 must be an integer, and then an
interpolation is feasible. By rewriting (1.3), we have
F (B;X) = (Xp(n+1)/2)eB/2F(H ;Xp(n+1)/2),
and hence,
(1.7) F (B; pk) = (pk+(n+1)/2)eB/2F(H ; p 2k+n+12 ) ∈ Z
by setting X = pk, k ∈ Z≥0. When using (1.6) for this purpose, we need some care to
avoid evaluating Ci(e, e˜, ξ;X) in (1.4) at X = 1 since it may have a pole there. When
n = 1, it is safe to use (1.6) for X = pl/2 with l ≥ 1. When n = 2, it is so for X = pl/2
with l ≥ 2. In general, we can calculate the values at X = pl/2 with l ≥ n. Thus, there
is no problem in finding the values of the right-hand side of (1.7) at k = 0, . . . , eB,
which is enough to fix F (B;X) and in turn, F˜ (B;X).
Example 1.19. Let B ∈ H3(Z2)nd from Example 1.6. Then F (B;X) is obtained with
In[19]:= computeFpoly[{{3,0,132},{0,81,0},{132,0,5822}},2,X]
Out[19]= 1-64 X3
We can also use the pre-optimal form we found as an input to achieve the same
result :
In[20]:= computeFpoly[JC[{0,{1}},{0,{1}},{1,{5}}],2,X]
Out[20]= 1-64 X3
We can do the same thing for odd prime p.
Example 1.20. Consider B ∈ H3(Z3)nd in Example 1.3. We can calculate F (B;X)
as above :
In[21]:= computeFpoly[{{20,24,11},{24,96,12},{11,12,8}},3,X]
Out[21]= 1-6561 X4
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1.5. Reliability checks. There are several ways to check the reliability of computeGK.
As we saw in the examples, we can use the following pairs of commands to test for
self-consistency.
• reduceWeakCanonical - checkWeakCanonicalFormQ;
• reducePreOptimal - checkPreOptimalFormQ;
• computeNEGKdatum - checkNEGKdatumQ.
Let B ∈ Hn(o)nd and GK(B) = (a1, . . . , an). Then [IK15, Theorem 0.1] says
∆B = a1 + · · ·+ an.
This is also useful to check the validity of the Gross-Keating invariant obtained. If
we are interested in finding GK(B) only, it is not necessary to find a pre-optimal
form β ∈ JC such that B ∼Z2 [β]. In fact, Watson reduction (Subsection 2.2) is
sufficient; see [CY18] for details. This method also has been used to test if these two
methods produce the same results, and we have obtained the agreement for thousands
of randomly generated matrices.
Regarding F (B;X), there are several facts that we may employ for checks :
• it is a polynomial with integer coefficients, of degree eB, and F (B; 0) = 1;
• it satisfies the following relation
F (B; p−n−1X−1) = ζ × (p(n+1)/2X)−eBF (B;X),
where ζ = 1 or εn depending on whether n is even or odd.
The command checkFpolyDual in our program checks the latter.
There is a different computer code to obtain F (B;X), which is publicly available.
King’s LISP code [Kin03] and its recent extension by King, Poor, Shurman, and Yuen
in [KPSY18] computes F (B;X) using the genus symbol of B. This is based on the
recursive formula in [Kat99], which is more complicated than (1.5). We compared the
results for F (B;X) obtained by computeGK with those of King’s code for thousands of
diagonal matrices B of various sizes and obtained the agreement. We add the remark
that our approach based on (1.7), which uses the irrational numbers in the middle
of the interpolation, could be actually slower than the other, which uses only integer
arithmetic.
Remark 1.21. Watson reduction is sufficient to compute the Siegel series using the
formula in [Kat99].
2. Matrix reductions
2.1. Jordan decomposition. Let p be any prime and B ∈ Hn(o)nd. Let us review
how to find an orthogonal sum B′ of Jordan components such that B ∼o B′. By a
Jordan component, we simply mean a matrix of degree 1, or a matrix of the form
(bij) ∈ H2(Z2)nd such that ord(b11), ord(b22) > ord(b12) when p = 2. We call an
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orthogonal sum of the matrices of the latter form is of type II. Although this is a well-
known result, it still requires some work to convert the steps described in the literature
(for example, [Wat60, Cas78]) into an explicit algorithm. We have included a simple
procedure for completeness, which we learned from the code used in [KPSY18].
Let B = (bij)1≤i,j≤n be given.
Step 0 : By rearranging the rows and columns of B, we can assume that B has
an entry in the first row which has minimum valuation among all bij . Let j0 be the
smallest index among 1 ≤ j ≤ n such that b1j has minimal valuation.
Step 1 : If j0 = 1, then skip Step 2 and proceed to Step 3. If j0 ≥ 3, we can move b1j0
to the second column by swapping the rows and columns of B. Hence, we can assume
that j0 = 2, i.e., b12 has minimum valuation among all bij . Note that j0 could not be 1
by doing this since such an operation preserves the set of diagonal (and non-diagonal).
Step 2 : This step is only necessary if p is odd. Let U = E12(1), where Eij(a) ∈
GLn(o) with a ∈ o denotes the matrix whose diagonal entries are 1 and the only
non-zero non-diagonal entry is a at the position (i, j). Then B′ = (b′ij) defined by
B′ = UBU t has entries b′11 = b11 + 2b12 + b22, b
′
1j = b1j + b2j , b
′
j1 = b
′
1j (j > 1),
and b′ij = bij in other cases. Then ord(b
′
11) = ord(b12) and ord(b
′
1j) = ord(b
′
j1) ≥
ord(b12 + b21) = ord(b12) for j > 1. Therefore, b
′
11 has minimum valuation among all
b′ij . Now we redefine B as B
′.
Step 3 : Let B0 := (b11) if b11 has minimum valuation, and B0 :=
(
b11 b12
b21 b22
)
otherwise, i.e. b12 has minimum valuation with ord(b11) > ord(b12). Let m = degB0 ∈
{1, 2}. So B takes the form
B =
(
B0 X
t
X B1
)
for some (n−m)×m matrix X and B1 of degree n−m. Define a matrix of degree n
by
U =
(
Im 0
XB−10 In−m
)
.
Now we claim that U ∈ GLn(o). Note that XB−10 has entries in o. Indeed, when
B0 has degree 1 this is due to the minimality of ord(b11). When degB0 = 2, c12 =
−b12(b11b22 − b212)−1 has minimum valuation ord(c12) = −ord(b12) among all entries of
B−10 = (cij). Thus, XB
−1
0 has entries in o in either case. Since U is a lower triangular
matrix with unit diagonal, its inverse also has entries in o. Hence, U ∈ GLn(o).
We obtain
B′ = UBU t =
(
B0 0
0 B′1
)
with B′1 ∈ Hn−m(o)nd.
Repeating Steps 0-3 with matrices of smaller size, we eventually obtain a Jordan
decomposition of B. The command reduceJordanZp follows this procedure.
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Remark 2.1. To find an F -equivalent diagonal matrix, which is always possible even
when p = 2, use the command reduceJordanK.
2.2. Watson reduction. Now assume that p = 2 and B ∈ Hn(Z2)nd an orthogonal
sum of the Jordan components. Then B is Z2-equivalent to a matrix of the form
(2.1) 2e1(V1⊥U1)⊥ . . .⊥2em(Vm⊥Um)
with 0 ≤ e1 < · · · < em, Ui = ∅ or u1 or u1⊥u2 for u1, u2 ∈ {1, 3, 5, 7}, and Vi = ∅
or H⊥ · · ·⊥H or H⊥ · · ·⊥H⊥Y (see, for instance, [Wat60, Theorem 35]). We say a
matrix of the form (2.1) is Watson-reduced. Let us explain how to transform B into
this form in an explicit manner. First note that a matrix (bij) ∈ H2(Z2)nd of type II
with ord(b12) = 0 and d = b11b22 − b212 is Z2-equivalent to either 2H or 2Y if d ≡ 7
(mod 8) or d ≡ 3 (mod 8), respectively.
Assume that B is of the form
(2.2) 2e
′
1(V ′1⊥U ′1)⊥ . . .⊥2e
′
m(V ′m⊥U ′m)
as in (2.1), but U ′i = u1⊥ · · ·⊥uki not necessarily with 0 ≤ ki ≤ 2, and
V ′i = H⊥ . . .⊥H⊥Y⊥ . . .⊥Y︸ ︷︷ ︸
mi
with mi ≥ 2 possibly.
To make a reduction into the form (2.1), we can use the following facts (see, for
example, [Cas78, 118p.]) : for any u1, u2, u3 ∈ {1, 3, 5, 7}, there exist u′ ∈ {1, 3, 5, 7}
and K ∈ {H, Y } such that
(2.3) (u1)⊥(u2)⊥(u3) ∼Z2 (u′)⊥2K,
and Y⊥Y ∼Z2 H⊥H . See Table 2.2 for an explicit description of (2.3). Applying these
rules repeatedly, we get (2.1) equivalent to (2.2).
(u1, u2, u3) (u′,K) genus symbol (u1, u2, u3) (u′,K) genus symbol
(1, 1, 1) (3, Y ) 133 (3, 3, 3) (1, Y ) 1
−3
1
(1, 1, 3) (5, H) 1−35 (3, 3, 5) (3, H) 1
−3
3
(1, 1, 5) (7, Y ) 1−37 (3, 3, 7) (5, Y ) 1
3
5
(1, 1, 7) (1, H) 131 (3, 5, 5) (5, H) 1
−3
5
(1, 3, 3) (7, H) 137 (3, 5, 7) (7, H) 1
3
7
(1, 3, 5) (1, H) 131 (3, 7, 7) (1, Y ) 1
−3
1
(1, 3, 7) (3, H) 1−33 (5, 5, 5) (7, Y ) 1
−3
7
(1, 5, 5) (3, Y ) 133 (5, 5, 7) (1, H) 1
3
1
(1, 5, 7) (5, H) 1−35 (5, 7, 7) (3, H) 1
−3
3
(1, 7, 7) (7, H) 137 (7, 7, 7) (5, Y ) 1
3
5
Table 1. (u1, u2, u3) and (u
′, K) such that (u1)⊥(u2)⊥(u3) ∼Z2 (u′)⊥2K
Example 2.2. Use the command reduceWatson for this procedure.
In[22]:= reduceWatson[JC[{0,{1,1,1,1,1}},{1,{Y}}]]
Out[22]= JC[{0,{5}},{1,{H,H,H}}]
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2.3. Weak canonical reduction. Assume that B is Watson-reduced, i.e. of the
form (2.1). We can easily find β ∈ JCs such that [β] ∼Z2 B, and Conditions (i) and
(ii) of Definition 1.5 are met. We want to find a weak canonical form equivalent to
β. Note that ξB′′⊥2kK 6= 0 ⇐⇒ ξB′′ 6= 0, and degB′′⊥2kK = degB′′ (mod 2) for
any B′′ ∈ Hn(o)nd and k ∈ Z≥0, where K is either H or Y . Hence, if β ′ denotes
the subsequence of β obtained by removing all the elements of the form (ki, Ci) with
Ci ∈ ΩE , then β satisfies Condition (iii) of Definition 1.5 if and only if so does β ′.
Therefore, it is sufficient to find a weak canonical form β ′′ equivalent to β ′
Now we simply assume that β = {(ki, Ci)}ri=1 ∈ JCs with Ci ∈ ΩD. Suppose that it
is not a weak canonical form but satisfies (i) and (ii) of Definition 1.5.
Let j ∈ {1, . . . , r − 1} be the minimal position at which Condition (iii) is not met,
namely, kj+1 = kj + 1, and deg β
[j] and ord(det β [j]) are even, but ξβ[j] 6= 0. Since
deg β [j] is even, [β [j]] has at least two diagonal entries, and thus, [β [j]] and [β] take the
following forms :
(2.4) [β [j]] =
(
B′ 0
0 2kju1
)
, [β] =
[β
[j]] 0
0
2kj+1u2 0
0
. . .
 .
Here, u1 is the last entry of Cj, u2 is the first entry of Cj+1, and B
′ is the diagonal
submatrix of [β [j]] obtained by removing its last diagonal 2kju1 with degB
′ ≥ 1.
If detB′ = 2ku0 with u0 ∈ {1, 3, 5, 7} and k ∈ Z≥0, then ord(det β [i]) = k+kj is even.
The condition ξβ[j] 6= 0 means that (−1)deg β[j]/2u0u1 ≡ 1 or 5 (mod 8), i.e. cu1 ≡ 1
(mod 4) with c = (−1)deg β[j]/2u0 (mod 8).
Let us describe a rule to replace these u1, u2 from β into u
′
1, u
′
2 to get β
′ such that
ξβ′[j] = 0 and
(2.5) [β] =

B′ 0
0
2kju1 0 0
0 2kj+1u2 0
0 0
. . .
 ∼Z2

B′ 0
0
2kju′1 0 0
0 2kj+1u′2 0
0 0
. . .
 = [β ′].
Note that the validity of Conditions (i) and (ii) of Definition 1.5 are preserved under
this type of operation. Since we have β
′[i] = β [i] for all i < j, applying it eventually
produces a weak canonical form β ′′ such that [β ′′] ∼Z2 [β].
Lemma 2.3. Let c, u1, u2 ∈ {1, 3, 5, 7} be as above. Define u′1, u′2 ∈ {1, 3, 5, 7} as
follows (see Table 2) :
• Suppose that u1 6≡ u2 (mod 4). Let u′1, u′2 ∈ {1, 3, 5, 7} such that ui 6≡ u′i
(mod 4), and
(
ui
2
)
=
(
u′i
2
)
for each i = 1, 2, and u1 + u2 ≡ u′1 + u′2 (mod 8);
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• Suppose that u1 ≡ u2 (mod 4). Let u′1, u′2 ∈ {1, 3, 5, 7} such that ui 6≡ u′i
(mod 4), and
(
ui
2
) 6= (u′i
2
)
for each i ∈ {1, 2}, and u1 + u2 + 4 ≡ u′1 + u′2
(mod 8).
We have cu′1 ≡ 3 (mod 4), and (2kju1)⊥(2kj+1u2) ∼Z2 (2kju′1)⊥(2kj+1u′2).
Proof. As cu1 ≡ 3 (mod 4), cu′1 ≡ 1 (mod 4). Regarding the second part of the state-
ment, it is enough to show that (u1)⊥(2u2) ∼Z2 (u′1)⊥(2u′2). Let us borrow a few terms
from [CS93, Section 7.5 of Chapter 15] for a simple proof. When u1 6≡ u2 (mod 4), the
genus symbols of (u1)⊥(2u2) and (u′1)⊥(2u′2) are the same up to the ‘oddity fusion’.
When u1 ≡ u2 (mod 4), the genus symbols of (u1)⊥(2u2) and (u′1)⊥(2u′2) are the same
up to the ‘sign walk’. 
(u1, u2) (u′1, u
′
2) (u1, u2) (u
′
1, u
′
2)
u1 6≡ u2 (mod 4)
(1, 3) (7, 5) (5, 3) (3, 5)
(1, 7) (7, 1) (5, 7) (3, 1)
(3, 1) (5, 7) (7, 1) (1, 7)
(3, 5) (5, 3) (7, 5) (1, 3)
u1 ≡ u2 (mod 4)
(1, 1) (3, 3) (5, 1) (7, 3)
(1, 5) (3, 7) (5, 5) (7, 7)
(3, 3) (1, 1) (7, 3) (5, 1)
(3, 7) (1, 5) (7, 7) (5, 5)
Table 2. (u1, u2, u
′
1, u
′
2) satisfying the conditions in Lemma 2.3.
The command reduceWeakCanonical follows the above procedure.
3. Table of intersection numbers of modular correspondences
In this section, we consider the formula of [GK93] for the arithmetic intersection
number of three modular correspondences from a computational perspective. As men-
tioned in the Introduction, this is the original context in which the Gross-Keating
invariants have been introduced for ternary quadratic forms over Zp. Let us denote
the set of non-degenerate half-integral matrices with entries in Z by Hn(Z)nd. We can
regard Q ∈ Hn(Z)nd as an element of Hn(Zp)nd for any prime p.
For m ∈ Z≥1, let φm(X, Y ) ∈ Z[X, Y ] be the classical modular polynomial; see
[GK93] and the references therein. Let m1, m2, m3 ∈ Z≥1. Gross and Keating showed
that the cardinality of the quotient ring Z[X, Y ]/(φm1 , φm2, φm3) is finite if and only
if there is no positive definite binary quadratic form ax2 + bxy + cy2 with a, b, c ∈ Z
which represents the three integers m1, m2, m3. Assume that m1, m2, m3 satisfy this
condition. Let S = SpecZ[X, Y ] and Tm be the divisor on S corresponding to φm. We
define the arithmetic intersection number as follows :
(3.1)
(Tm1 · Tm2 · Tm3)S : = log#Z[X, Y ]/(φm1 , φm2 , φm3)
=
∑
p
n(p) log p,
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with n(p) = 0 for p > 4m1m2m3. Furthermore, Gross and Keating found an explicit
formula for n(p).
Theorem 3.1. [GK93, Proposition 3.22] Let p be a prime. We have
n(p) =
1
2
∑
Q
 ∏
l|∆, l 6=p
βl(Q)
 · αp(Q),
with ∆ = 4detQ ∈ Z. The sum is over all positive definite matrices Q ∈ H3(Z)nd with
diagonal (m1, m2, m3) which are isotropic over Ql for all l 6= p. Such Q is anisotropic
over Qp and p divides ∆. The quantities αp(Q) and βp(Q) are given as follows :
Let H = (a1, a2, a3; ε1, ε2, ε3) be a naive EGK datum of Q at regarded as elements of
H3(Zp)nd, as in (1.1) and (1.2).
When a1 ≡ a2 (mod 2) and a2 < a3, we further define ǫ to be ε2. If a1 ≡ a2 (mod 2),
then αp(Q) is equal to
a1−1∑
i=0
(i+1)(a1+a2+a3−3i)pi+
(a1+a2−2)/2∑
i=a1
(a1+1)(2a1+a2+a3−4i)pi+1
2
(a1+1)(a3−a2+1)p(a1+a2)/2.
If a1 6≡ a2 (mod 2), then αp(Q) is equal to
a1−1∑
i=0
(i+ 1)(a1 + a2 + a3 − 3i)pi +
(a1+a2−1)/2∑
i=a1
(a1 + 1)(2a1 + a2 + a3 − 4i)pi.
If a1 ≡ a2 (mod 2) and either ǫ = 1 or a2 = a3, then βp(Q) is equal to
a1−1∑
i=0
2(i+ 1)pi +
(a1+a2−2)/2∑
i=a1
2(a1 + 1)p
i + (a1 + 1)(a3 − a2 + 1)p(a1+a2)/2.
If a1 ≡ a2 (mod 2) and ǫ = −1, then βp(Q) is equal to
a1−1∑
i=0
2(i+ 1)pi +
(a1+a2−2)/2∑
i=a1
2(a1 + 1)p
i + (a1 + 1)p
(a1+a2)/2.
If a1 6≡ a2 (mod 2), then βp(Q) is equal to
a1−1∑
i=0
2(i+ 1)pi +
(a1+a2−2)/2∑
i=a1
2(a1 + 1)p
i.
We have produced tables of n(p) using this formula when 1 ≤ m1 ≤ m2 ≤ m3 ≤ 30;
see Tables 3 and 4. For this we take the following steps :
(1) find triples m = (m1, m2, m3) such that there is no positive definite binary
integral quadratic form representing these integers;
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(2) for such a triple m and a prime p ≤ 4m1m2m3, find the list L2(m; p) of all
positive definite matrices Q ∈ H3(Z)nd with diagonal (m1, m2, m3), which are
isotropic over Ql for all l 6= p;
(3) for Q ∈ L2(m; p), compute αp(Q), and βl(Q) for primes l | 4 detQ, l 6= p, and
n(p) =
1
2
∑
Q∈L2(m;p)
(∏
l
βl(Q)
)
· αp(Q).
The last step is about computing a naive EGK datum of Q over Zp, which is covered
in Subsection 1.3. We focus on the first two steps here.
(m1,m2, m3) 2 3 5 7 11 13 17 19 23 29 31 37 41 43
(1,2,15) 450 108 36 156 28 72 36 36 18 10 34 8 22 8
(1,2,21) 656 144 298 32 40 96 48 68 24 12 42 10 8 8
(1,2,30) 738 324 108 468 88 216 108 144 84 32 104 24 58 16
(1,3,10) 452 182 36 144 58 72 60 24 54 52 14 12 10 4
(1,3,14) 604 144 290 24 104 96 60 32 60 84 22 16 28 20
(1,3,26) 1060 252 508 336 132 12 132 56 81 136 32 28 68 28
(1,3,29) 2164 180 366 240 108 120 108 44 54 8 32 12 20 12
(1,3,30) 1812 290 144 576 266 288 216 96 186 202 56 48 92 32
(1,5,22) 1484 1456 108 434 10 216 108 216 72 64 122 58 30 88
(1,6,13) 1152 432 512 336 304 12 108 80 69 32 32 50 20 26
(1,7,26) 2124 2216 1014 84 248 24 404 200 216 180 58 92 216 72
(1,7,30) 3624 1516 288 182 532 576 648 340 444 268 106 120 354 48
(1,8,15) 882 540 180 762 414 360 324 180 114 86 134 150 58 156
(1,8,21) 1336 720 1498 144 612 480 432 340 186 100 154 170 36 116
(1,8,30) 1314 1620 540 2286 1332 1080 972 720 678 296 398 300 158 208
(1,10,21) 3952 1488 396 144 652 576 480 408 276 204 198 252 64 190
(1,10,23) 2740 2912 216 864 442 440 428 288 42 172 170 232 64 138
(1,10,27) 4540 362 360 1448 862 744 600 528 522 360 148 188 84 300
(1,11,30) 5476 1296 576 1892 178 864 648 724 264 470 420 216 346 168
(1,12,29) 4504 1260 2586 1698 942 856 756 776 427 52 380 192 180 168
(1,13,24) 2360 2180 2580 1716 1296 60 540 400 780 260 332 160 212 228
(1,13,30) 6908 2752 504 2040 1604 82 664 480 906 400 320 156 300 160
(1,14,27) 6080 288 2956 240 1556 972 600 704 612 580 212 224 296 340
(1,15,26) 6340 1512 680 2036 982 72 796 504 306 488 320 464 460 616
(1,17,30) 9148 1944 648 2612 1424 1316 122 724 1092 464 632 492 292 360
(1,19,30) 9100 3624 984 2924 1780 1442 880 106 708 1080 530 444 592 192
(2,4,15) 1026 756 252 1070 500 504 396 360 284 118 200 124 94 84
(2,4,21) 1424 1008 2092 208 632 672 528 440 340 164 312 178 64 172
(2,4,30) 3114 2268 756 3220 1448 1512 1188 1008 684 328 640 432 258 400
(2,6,23) 2964 2252 2736 1750 944 864 612 576 10 420 320 176 224 140
(2,10,21) 6256 2592 864 432 2188 1728 1248 1160 776 760 746 468 460 484
(2,13,30) 10372 4536 2044 6120 3000 216 2392 2016 1428 1490 1008 1224 1276 1488
(3,5,22) 5480 1296 610 1742 104 864 650 432 280 340 292 270 270 452
(3,7,26) 9316 2016 4188 434 1866 96 1032 952 480 472 480 440 340 276
(3,7,30) 15828 2352 1588 576 2900 2308 1728 1632 924 764 792 924 516 648
(5,7,26) 12700 13594 1008 646 2386 168 1256 1276 1392 756 734 672 560 340
(5,7,30) 21828 5184 688 864 3976 3464 2160 2178 1976 1412 1262 1284 798 872
Table 3. n(p) for given (m1, m2, m3) and primes 2 ≤ p ≤ 43
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(m1,m2, m3) 47 53 59 61 67 71 73 79 83 89 97 101 103 107 109 113 127
(1,2,15) 26 2 12 14 0 1 12 2 8 10 8 8 6 0 2 0 0
(1,2,21) 33 6 36 14 8 10 12 10 18 8 4 10 12 0 2 0 2
(1,2,30) 94 18 44 50 8 15 32 16 36 30 24 26 30 8 6 0 2
(1,3,10) 10 10 2 6 0 9 4 6 10 2 0 8 0 6 2 2 0
(1,3,14) 15 14 2 16 0 6 10 20 4 2 0 10 6 6 16 0 8
(1,3,26) 56 38 28 42 0 50 16 28 14 2 0 24 4 4 20 2 18
(1,3,29) 16 16 29 28 0 22 20 24 16 6 0 12 8 8 8 2 4
(1,3,30) 74 70 36 52 0 57 20 36 54 20 0 40 12 20 20 8 4
(1,5,22) 44 42 60 12 16 58 22 41 40 8 12 8 8 24 0 16 14
(1,6,13) 16 32 32 16 12 42 12 22 12 22 12 12 12 8 4 6 0
(1,7,26) 176 74 108 52 56 116 16 16 38 72 12 14 15 4 48 20 4
(1,7,30) 248 136 184 74 76 190 26 36 130 126 48 46 38 44 56 56 4
(1,8,15) 78 58 32 126 36 10 68 46 68 76 32 32 32 8 26 12 6
(1,8,21) 103 164 96 96 44 38 72 74 102 80 36 34 42 24 18 20 12
(1,8,30) 268 256 148 272 112 72 148 210 268 196 136 82 162 76 74 40 34
(1,10,21) 92 144 96 54 124 98 142 62 66 48 82 42 24 32 32 50 20
(1,10,23) 56 106 32 32 190 54 52 69 38 66 38 34 32 46 60 36 20
(1,10,27) 80 138 60 124 176 83 140 134 120 80 64 94 80 80 68 46 44
(1,11,30) 124 136 172 292 116 138 180 138 152 110 112 148 68 118 80 92 46
(1,12,29) 96 108 66 92 128 66 184 80 52 36 48 58 54 96 80 100 52
(1,13,24) 264 196 288 56 80 240 76 120 124 96 52 28 28 40 38 42 32
(1,13,30) 488 240 384 72 84 266 100 146 308 182 62 96 88 132 50 72 26
(1,14,27) 147 212 38 208 192 38 244 216 104 116 134 94 112 106 148 98 60
(1,15,26) 344 162 152 230 236 58 256 100 156 162 78 94 114 64 212 60 90
(1,17,30) 510 172 308 262 238 244 206 276 216 126 196 128 254 112 194 116 42
(1,19,30) 424 448 466 240 182 415 184 234 248 266 232 252 146 118 146 122 82
(2,4,15) 162 102 76 130 38 29 72 70 108 90 62 44 72 32 26 10 10
(2,4,21) 137 102 156 182 80 62 88 142 158 88 50 70 134 38 44 30 46
(2,4,30) 462 282 208 442 118 89 228 196 308 290 162 150 218 62 84 42 68
(2,6,23) 210 132 60 128 96 96 142 94 70 86 52 144 64 128 92 102 102
(2,10,21) 352 372 564 322 340 354 156 466 214 92 184 76 250 202 216 174 268
(2,13,30) 1328 746 588 650 634 380 652 426 544 498 272 234 426 200 522 278 320
(3,5,22) 252 138 114 128 178 56 144 68 92 220 90 124 62 118 68 48 44
(3,7,26) 348 362 450 222 192 404 256 116 124 132 224 172 64 52 60 80 60
(3,7,30) 572 712 650 304 408 488 464 210 362 272 352 216 150 126 100 266 92
(5,7,26) 312 516 258 554 434 164 344 344 148 336 270 216 290 84 144 78 216
(5,7,30) 520 896 666 802 746 374 736 718 468 500 526 384 498 246 272 248 316
Table 4. n(p) for given (m1, m2, m3) and primes 47 ≤ p ≤ 127
3.1. first step. The first step of the above can be reformulated as follows :
Proposition 3.2. [G0¨7, Proposition 3.5] Let m1, m2, m3 be positive integers. The
following are equivalent :
• There exists no positive definite integral binary quadratic form which represents
m1, m2, and m3.
• Every positive semi-definite half-integral symmetric matrix Q with diagonal
(m1, m2, m3) is non-degenerate.
Whereas the first is difficult to use to check if m = (m1, m2, m3) satisfies the given
condition, the second condition is feasible for algorithmic treatment. The fist condition
is still useful to rule out a given m quickly by tabulating the first few coefficients of
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the theta functions
θa,b,c =
∑
(x,y)∈Z2
qax
2+bxy+cy2
for a reasonably big finite set of positive-definite binary quadratic forms ax2+bxy+cy2
of small 4ac− b2.
For a given m = (m1, m2, m3), Q ∈ H3(Z)nd takes the following form :
Q =
 m1 t32 t22t3
2
m2
t1
2
t2
2
t1
2
m3

with ti ∈ Z. For Q to be positive semi-definite, (t1, t2, t3) ∈ Z3 should satisfy the
following inequalities for the principal minors :
(3.2) 4m1m2 − t23 ≥ 0, t1t2t3 −m1t21 −m2t22 −m3t23 + 4m1m2m3 ≥ 0.
When all such (t1, t2, t3), which forms a finite set, actually satisfies the strict inequalities
in the above, then Theorem 3.1 applies for (m1, m2, m3). One may use checkGKtripleQ
in our program for this procedure. There are 37 such triples (m1, m2, m3) with 1 ≤
m1 ≤ m2 ≤ m3 ≤ 30.
3.2. second step. Now we have a triple (m1, m2, m3) and the list L1(m) of positive
definite matrix Q ∈ H3(Z)nd with diagonal (m1, m2, m3) satisfying (3.2). For each
Q ∈ L1(m), let us find all primes p such that Q is anisotropic over Qp.
Lemma 3.3. [Cas78, Lemma 3.1.7] Let p be odd. Assume and that Q is Qp-equivalent
to a1x
2
1 + a2x
2
2 + a3x
2
3. If ordp(a1) = ordp(a2) = ordp(a3), then Q is isotropic.
To obtain a finite list of primes p such that Q is anisotropic over Qp, first find a
diagonal matrix Q′ with diagonals a1, a2, a3 ∈ Z such that Q and Q′ are Q-equivalent.
Then Q is isotropic over Qp if p ∤ 2a1a2a3 Lemma 3.3. Thus we only need to check
whether Q is anisotropic over Qp for primes p | 2a1a2a3, which is equivalent to the
condition (−a1a3,−a2a3) = −1 involving the Hilbert symbol over Qp.
In this way, we obtain a subset L2(m) of L1(m) consisting of Q ∈ L1(m) such that
Q is anisotropic over Qp for some unique prime p, and isotropic over Ql for all l 6= p.
For each prime p, let
L2(m; p) := {Q ∈ L2(m) : Q is anisotropic over Qp}.
Note that we only need L2(m; p) for p ≤ 4m1m2m3. See Table 5 for the sizes of L1(m),
L2(m) and L2(m; p) for some primes p.
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m #L1(m) #L2(m) #L2(m; 2) #L2(m; 3) #L2(m; 5) #L2(m; 7) #L2(m; 11)
(1,2,15) 1119 1107 266 90 33 148 32
(1,2,21) 1583 1567 374 134 232 27 48
(1,2,30) 2251 2239 266 198 65 320 80
(1,3,10) 1195 1192 288 122 40 128 72
(1,3,14) 1669 1647 349 122 238 22 100
(1,3,26) 3141 3061 611 200 374 280 134
(1,3,29) 3487 3293 1266 204 332 236 132
(1,3,30) 3539 3504 778 122 92 352 204
(1,5,22) 4387 4262 760 956 66 356 10
(1,6,13) 3017 2966 600 220 392 280 248
(1,7,26) 7263 6923 1118 1396 696 50 244
(1,7,30) 8251 8130 1530 626 178 88 376
(1,8,15) 4663 4631 266 352 121 508 264
(1,8,21) 6611 6579 374 502 900 101 408
(1,8,30) 9315 9261 266 716 241 996 576
(1,10,21) 8359 8229 1626 627 220 98 472
(1,10,23) 9195 8689 1404 1788 171 628 340
(1,10,27) 10777 10644 2020 122 258 848 560
(1,11,30) 12901 12563 2225 780 290 990 62
(1,12,29) 13483 13093 1266 880 1512 1084 676
(1,13,24) 12323 12154 600 906 1554 1120 808
(1,13,30) 15333 14930 2648 1090 306 1192 872
(1,14,27) 15015 14647 2521 122 1710 150 800
(1,15,26) 15361 14841 2626 904 306 1116 618
(1,17,30) 20067 19319 3394 1188 375 1476 784
(1,19,30) 22199 21364 3580 1366 440 1496 1024
(2,4,15) 4665 4647 266 368 127 532 292
(2,4,21) 6555 6519 374 518 930 83 380
(2,4,30) 9391 9347 266 732 241 1044 568
(2,6,23) 10729 10426 928 768 1346 880 504
(2,10,21) 16193 15995 1608 1162 333 162 950
(2,13,30) 30917 30253 2626 1960 662 2368 1376
(3,5,22) 12939 12537 2302 806 284 1000 55
(3,7,26) 21541 20728 3604 1198 2220 238 1060
(3,7,30) 24715 24325 4642 627 548 284 1368
(5,7,26) 35591 33382 5234 6692 584 298 1424
(5,7,30) 41147 39853 6999 2492 214 374 1816
Table 5. the sizes of L1(m), L2(m), and L2(m; p) for some primes p
3.3. Reliability checks. When m1 = 1, we can calculate the resultant of φm2(X,X)
and φm3(X,X) to obtain
∏
p p
n(p). It requires an explicit expression2 for φm(X, Y ); see,
for example, [BLS12, BOS16] for a method to compute φm. We have checked the entries
with m1 = 1 in Tables 3 and 4 by calculating the resultants of these polynomials, and
obtained the agreement.
Example 3.4. There are values of n(p) for (m1, m2, m3) = (1, 3, 10) in [GK93], which
is computed by Elkies using the resultant of the polynomials φ3(X,X) and φ10(X,X);
this seems to be the unique example that had appeared in the literature. We can
calculate n(p) for (m1, m2, m3) = (1, 3, 10) and p = 2 in our program as follows :
2The data for φm is available at https://math.mit.edu/~drew/ClassicalModPolys.html.
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In[23]:= computeGKint[{1,3,10},2]
Out[23]= 452
which matches Elkies’ computation.
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