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A note on propensity score weighting method using paradata 
in survey sampling 
Seho Park, Jae Kwang Kim and Kimin Kim1 
Abstract 
Paradata is often collected during the survey process to monitor the quality of the survey response. One such 
paradata is a respondent behavior, which can be used to construct response models. The propensity score weight 
using the respondent behavior information can be applied to the final analysis to reduce the nonresponse bias. 
However, including the surrogate variable in the propensity score weighting does not always guarantee the 
efficiency gain. We show that the surrogate variable is useful only when it is correlated with the study variable. 
Results from a limited simulation study confirm the finding. A real data application using the Korean Workplace 
Panel Survey data is also presented. 
 
Key Words: Unit Nonresponse; Smoothed weight; Surrogate variable. 
 
 
1  Introduction 
 
Paradata provides additional information on the quality of the collected survey data. The term paradata 
was coined by Couper (1998) to refer to the process data automatically generated from the data collection. 
It has been expanded to include various types of data about the data collection process in sample surveys 
(Kreuter, 2013). 
One possibly useful paradata is the respondent behavior during the survey interview. Response time to 
survey can be one of the respondent behaviors. Knowles and Condon (1999) and Bassili (2003) found that 
response time has a negative correlation with the tendency of positive answer. It is called acquiescence bias 
(Couper and Kreuter, 2013). Longer response times were found to be an indicator of uncertainty and 
response error (Draisma and Dijkstra, 2004). Such paradata is helpful when we want to build a model for 
non-responses. Increasing non-response may cause non-response biases and has become a serious problem 
in recent years. Using the paradata that may be related to response model, non-response adjustment can be 
used to handle unit nonresponse effectively (Kott, 2006). 
In addition to the auxiliary variables, Data Collection Process (DCP) variables are considered for 
estimation of non-response propensity (Beaumont, 2005). The DCP variable is treated as fixed in Holt and 
Elliot (1991) and the DCP variable, sometimes refer to the paradata, is used for non-response adjustment. 
On the other hand, Beaumont (2005) suggests to use DCP variable as a random variable and to be included 
in the non-response model. They show that using the paradata does not introduce additional bias and 
variance. Moreover, if the paradata variable is related to the study variable and the non-response, it reduces 
the non-response bias when the study variable is related to the non-response mechanism directly. 
In our study, we show that using the paradata when it is conditionally independent with study variable 
given auxiliary variables inflates the variance as it brings unnecessary noise. While such phenomenon has 
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been recognized in the literature (Little and Vartivarian, 2005), up to the knowledge of authors, it is not 
fully investigated theoretically. We investigate the effect of including the paradata into the nonresponse 
model using a rigorous theory. 
This paper is motivated by a real survey data from Korean Workplace Panel Survey (KWPS). In the 
KWPS data, the reaction of the interviewee at the first contact was recorded during the data collection 
process. We investigate possible use of such paradata to enhance the quality of the data analysis. 
The paper is organized as follows. In Section 2, basic setup is introduced and the main theoretical results 
are presented in Section 3. In Section 4, results of simulation studies are presented and a real data application 
is presented in Section 5. Concluding remarks are made in Section 6. 
 
2  Basic setup 
 
Consider a finite population of size ,N  where N  is known. The finite population =N  
 1 2, , , ,u u u N  = ,u i i ix y  is assumed to be a random sample from a superpopulation distribution 
 , .F x y  In addition, we assume that x  is always observed and y  is subject to missingness. Let   be the 
response indicator function that takes the value one if y  is observed and takes the value zero otherwise. 
Note that ,x y  and   are all considered as random. 
Suppose a sample of size n  is drawn from the finite population using a probability sampling design, 
where inclusion in the sample is represented by the indicator variables ,iI  with = 1iI  if unit i  is included 
in the sample and = 0iI  otherwise. Let A  be the index set of the sample and 1=i iw    be the design 
weight, where i  is the first-order inclusion probability. 
We are interested in estimating parameter   that is implicitly defined through an estimating equation 
  ; , = 0.E U X Y  Under complete response, an estimator of   is obtained by solving  
  ; , = 0.i i i
i A
w U x y

   
In the presence of missing data, assuming that the response probabilities are known, the propensity-score 
adjusted estimator is obtained by solving  
  ; , = 0,ii i i
i A i





  (2.1) 
where ip  is the response probability of unit .i  Unfortunately, (2.1) is not applicable in practice because ip  
are generally unknown. 
Now suppose that there exists additional variable z  obtained from paradata, which is always observed 
and satisfies  
    = 1 , , = = 1 , .i i i i i i iP x y z P x z   (2.2) 
As ,x ,y   and z  are considered as random, we can use z  to make inference about   under nonresponse. 
Such variable z  is sometimes called surrogate variable (Chen, Leung and Qin, 2008). By including a 
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suitable surrogate variable, we can make the response mechanism missing at random (MAR) in the sense 
of Rubin (1976). We call assumption (2.2) as the Augmented MAR (AMAR) since MAR holds only under 
the augmented model that includes surrogate variable .z  
Under (2.2), we can build a parametric model for the response mechanism and construct a propensity score 
weighted (PSW) estimator that is obtained from  
 
 




i A i i





   
where  ˆ ,i ix z  is a consistent estimator of    , = = 1 , .i i i i ix z P x z   Such PSW approach 
incorporating z  variable has been discussed in Peress (2010) and Kreuter and Olson (2013). 
In survey sampling, the surrogate variable z  can be obtained from paradata which is not of direct interest. 
The information on ,z  however, can be helpful in making model assumptions for the response mechanism. 
In some cases, the surrogate variable z  can satisfy  
    , = .f y x z f y x  (2.3) 
Condition (2.3) means that the surrogate variable z  is not related to the study variable y  that is subject to 
missingness. The model satisfying (2.3) can be called the reduced outcome model. If condition (2.3) does 
not hold, we call  ,f y x z  the full outcome model. 
If condition (2.3) holds in addition to condition (2.2), we can use this information to obtain a more 
efficient PSW estimator. Note that, by (2.2) and (2.3), we can establish  
 
     
   
     
   
     
   
 
= 1 , = = 1 , , ,
= = 1 , ,





= = 1 ,
P x y P x y z f z x y dz
P x z f z x y dz
P x z f y x z f z x dz
f y x z f z x dz
P x z f y x f z x dz














where the second equality follows from assumption (2.2) and the fourth equality follows from assumption 
(2.3). Thus, assumption (2.2) and (2.3) imply  
    , = 1 = .f y x f y x  (2.4) 















  (2.5) 
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where      1 ˆˆ ˆ= ,i i i i i ix x z f z x dz   and  f̂ z x  is an estimated conditional density of z  given .x  
The estimator obtained from (2.5) can be called the smoothed PSW estimator (Beaumont, 2008). Note that 
 1ˆ x  is the smoothed version of  ˆ ,x z  averaged over the conditional distribution   .f z x  
The smoothed PSW estimator obtained by solving the equation (2.5) is justified under MAR condition 
in (2.4). In this case, use of paradata for nonresponse adjustment is not necessarily useful, which will be 
justified in Section 3. 
 
3  Main result 
 
We now establish the main result of the paper. We assume that the response indictor functions i  are 
independent of each other. To avoid unnecessary details, we assume that    = 1 , = ,i i i i iP x z x z   is 
a known function of  , .i ix z  Let PSW̂  be the PSW estimator of   obtained from  
       
 
 1 ; , = 0.,
i
i i i
i A i i





   (3.1) 





; , = 0,ii i i
i A i





   (3.2) 
where    1 = = 1 .i i ix P x   
 
Theorem 1 Under the assumptions (2.2) and (2.3), the smoothed PSW estimator 2ˆPSW  from (3.2) is 
asymptotically unbiased and has asymptotic variance smaller than that of ˆPSW  from (3.1). That is,  
    PSW PSW 2ˆ ˆ .N NV V    (3.3) 
 
Proof. First note that  




, = ; , ,δ
N
i
N N i i
i i




   
where  1= , , .δ N N   Thus, asymptotic unbiasedness of PSW2̂  can be easily established by  
 





















= ; , .
δN N N N
N
i













E U E E U
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For (3.3), it is enough to show that  
    1 2 .N NV U V U   (3.4) 
Note that  












Cov , ; , ; ,
, ,
:= .







i j i j i i j j N
i j i i j j
V U V E U E V U
V U x y
x z
E w w I I U x y U x y




































   
  
    
where 2 = .B BB   Also, writing  = Cov , ,ij i jI I  
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   
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     
   








Comparing (3.5) with (3.6), in order to show (3.4), we have only to show that  
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where     1, , = .E x z x y x   To show (3.7), note that   = 1f x x  is a convex function of  0, 1x   
and     take values on (0, 1). We can apply Jensen’s inequality to get  
          ,E f f E   (3.8) 
which justifies (3.7). Here, the expectation in (3.8) is with respect to the conditional distribution of z  given 
x  and .y  
By Theorem 1, under assumption (2.2) and (2.3), the smoothed PSW estimator PSW 2̂  leads to more 
efficient data analysis. Beaumont (2008) proposed the smoothed weighting for efficient estimation with 
survey data in a slightly different context, but the weight smoothing method of Beaumont (2008) matches 
with our finding when z  is the design variable and   is the sample indicator function. In this case, 
 = 1 ,P x z  is the first order inclusion probability while  = 1P x  is a smoothed version of the first 
order inclusion probability. Thus, if the sampling design is non-informative in the sense that 
   , = ,f y x z f y x  then it is better to use the smoothed weight    1= = 1 ,iw P x
  which is 
consistent with the claims of Beaumont (2008) and Kim and Skinner (2013). 
Under the reduced model (2.3), adding the surrogate variable z  into the response propensity model can 
be regarded as including unnecessary noise and thus it generates inefficient estimation. For the case when 
the condition (2.3) is not satisfied, we can still use the smoothed PSW estimator using the weight obtained 
by weight smoothing conditioning on ,ix ,iy  and = 1,i  but the correct specification of the outcome model 
 ,f y x z  can be challenging. 
 
4  Simulation study 
 
To test our theory, we perform a limited simulation study. In the simulation, we consider a situation 
when the augmented MAR assumption holds and check if including the surrogate variable in data analysis 
improves the efficiency of the final estimation. 
We generate B  2,000 Monte Carlo samples of size =n 200 from the outcome model  
 0 1= ,i i iy x e    (4.1) 
where  0, 1 ,ie N  0 1, =  (1.2, 2.6), and  2, 1iX N  for = 1, , .i n  
In addition, we generate a surrogate variable Z  from  
                                                                     = 1i i iz x u    
with  20, 2 .iu N  Thus, the surrogacy assumption (2.3) holds under this setup. 
For the response probability, we consider the response model  
  Bernoulli ,i i    
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and  0 1 2, , =   (-1.2, 0.8, 0.4). Thus, the response mechanism satisfies the AMAR condition in (2.2). 
The overall response rate is 48% under this setup. 
The parameters of interest are the regression coefficients in the outcome model (4.1) and the population 
mean of ,Y  = .E Y  We compare four methods for estimation of the parameters using Monte Carlo root 
mean squared error for the estimates. The four methods considered are as follows: 
1. Complete case method (CC): Use the complete observations of  ,i ix y  and estimate the 
parameters by the ordinary least squares method. That is, solve  
                 
=1




U x y    
2. Propensity score weighting model method (PSW1): Use the estimated response rates as weights 
in estimating equation and solve the equation to estimate the parameters.   
(a) Fit a logistic regression model (4.2) for the response probability  = , ;i i i ix z    and 
estimate  0 1 2= , ,     by using the maximum likelihood method.  
(b) Parameter estimates are obtained by solving the estimating equation:  
                 
=1









   
where  ˆˆ ˆ= , ;i i ix z    and ̂  is computed from Step (a).  
3. Smoothed propensity score weighting model method (PSW2): Use the same procedure of PSW1, 
but the response probability is a function of explanatory variable  x  only. A response probability 
 ix  is estimated as  
                     1 ˆˆ ˆ= , ,i i i i i ix x z f z x dz    
where  ˆ ,i ix z  is the estimated response probability in the PSW1 method. Since the estimated 
conditional density of z  given ,x  ˆ ,f z x  is unknown, we use a nonparametric regression 
method for estimating  ˆ .f z x  Let  hK   be the kernel function satisfying certain regularity 
conditions and h  be the bandwidth. Then,  1ˆ ix  is obtained by  
                 









j j h i jj
i n
h i jj








We used the Gaussian Kernel for hK  with bandwidth =h 1.06 1/5ˆn   chosen by the rule-of-
thumb method of Silverman (1986). 
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4. Smoothed propensity score weighting estimator (PSW3) using logistic regression for estimating 
 1ˆ :ix  Use the same procedure of PSW1, but the response probability is estimated by a logistic 
regression model using only .ix  
(a) Fit a logistic regression model for the response probability  * *= ;i i ix    as a function of 
explanatory variable  ix  only and estimate  * * *0 1= ,    by using the maximum likelihood 
method.  
(b) Parameter estimates are obtained by solving the estimating equation:  
                 
*
=1









   
where  * *ˆˆ ˆ= ;i ix    and *̂  is computed from Step (a).  
 
Table 4.1 presents the Monte Carlo biases, Monte Carlo standard errors and Monte Carlo root mean 
squared error of the four estimators of the three parameters, where the surrogate variable is uncorrelated 
with the study variable. Monte Carlo bias can be obtained by the difference between Monte Carlo mean and 
the true mean. Monte Carlo root squared mean squared error is the squared value of Monte Carlo mean 
squared error, which is a sum of squared Monte Carlo bias and Monte Carlo variance. As discussed in 
Section 3, the Monte Carlo root mean squared errors obtained using the smoothed propensity score 
weighting method (PSW2) are smaller than those of the propensity score weighting method (PSW1) as 
condition (2.3) is satisfied. The result confirms our theory that including the surrogate variable that is 
uncorrelated with the study variable may cause unnecessary noise for estimating parameters and decrease 
the efficiency. Also, PSW3 has larger variances due to model misspecification. Note that estimates of the 
regression coefficients under CC estimator are unbiased, whereas the estimator of the population mean of 
Y  is biased. 
 
Table 4.1 
Monte Carlo biases (Bias), Monte Carlo standard errors (SE) and Monte Carlo root mean squared errors 
(RMSE) of point estimators 
 
Parameter Method Bias SE RMSE 
0  CC 0.005 0.213 0.213 
PSW1 0.001 0.247 0.247 
PSW2 0.003 0.232 0.232 
PSW3 0.005 0.239 0.240 
1  CC -0.001 0.088 0.088 
PSW1 0.000 0.102 0.101 
PSW2 0.001 0.096 0.096 
PSW3 -0.001 0.100 0.100 
  CC -0.555 0.206 0.592 
PSW1 -0.003 0.265 0.265 
PSW2 -0.049 0.219 0.225 
PSW3 0.007 0.233 0.233 
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5  Application 
 
5.1  Data description 
 
The research is motivated by real data analysis in Korean Workplace Panel Survey (KWPS) data, which 
is a biennial panel survey of the workplaces in Korea, sponsored by Korean Labor Institute. We used the 
KWPS data collected in 2007, 2009, and 2011 for our analysis. 
The target population of the survey is all the companies located in South Korea with the size (= number 
of employees) greater than 30, except for agriculture, forestry, fishing and hunting industry. Of all the 
companies in the target population, which is of size 37,644 companies, 1,400 companies were selected using 
a stratified random sampling design. 
The sampling design used for the survey is stratified sampling using the company as a sampling unit. 
The stratification variable is formed using 3 variables: the size of the company, the type of the company and 
the area where it is located. A combination of the three variables resulted in 200 strata since there are 5 
levels of area, 4 levels of size of company, and 10 levels of type of company location. 
From the KWPS data, we are interested in fitting a regression model for the regression of the log-scaled 
sales per person (Y  log(Sales)/Person) on two covariates of the company: size of company  1X  and 
type of company  2 .X  In the dataset, variable Y  is not completely observed for all targets of the survey; 
they contain some missing values. However, the explanatory variables are completely observed as the size 
and the type of company are the characteristics that do not change easily in every two years. 
The response variable   ,Y  the log-scaled sales per person, is a continuous variable. The two explanatory 
variables are categorical. The size of company variable  1X  has four categories; 30-99 people, 100-299 
people, 300-499 people, and more than 500 people. The type of company variable  2X  contains ten 
categories: Light industry, chemical industry, electric/electronic industry, etc. 
In the KWPS data, the variable regarding the reaction of interviewees at the first contact has been 
collected during the survey process and is considered as a surrogate variable in our analysis. The reaction 
at the first contact is categorical with three categories:   
1. Friendly response  = 1 :Z  the interviewee accepts the survey or answers the pre-questionnaire 
on the visit date.  
2. Moderate response  = 2 :Z  the interviewee cannot complete the survey immediately, but allows 
for a follow-up survey.  
3. Negative response  = 3 :Z  the interviewee who completes the survey uncooperatively or 
responds negatively.  
 
Table 5.1 shows the response rates for each category of the first contact reaction. In friendly and 
moderate responses, response rates are 0.71 and 0.67, respectively, but the response rate for negative 
response is 0.45. This suggests that the surrogate variable is an important predictor for the response model. 
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Table 5.1 
Response rate corresponding each level of reaction of interviewees 
 
 Friendly Response Moderate Response Negative Response 
Response Rate 0.71 0.67 0.45 
 
From the dataset, we are interested in estimating the parameters in the regression model  
   0 1 1 2 2= = .X xE Y x x      
 
5.2  Analysis 
 
We first check whether condition (2.3) is satisfied. Using the idea of Fuller (1984), we test the hypothesis 
0: = 0H   in the following model  
 = ,X ZY e    (5.1) 
where  1 2= 1, ,X x x  is a vector of explanatory variables, Z  is a vector of surrogate variables, and e  is a 
random error following  20, .N   Under 0 ,H  we can roughly say that surrogate condition (2.3) is 
satisfied. Table 5.2 presents the result of the hypothesis testing. The F-statistic of the test is 0.3508 and its 
p-value is 0.7041, suggesting strong evidence in favor of the null hypothesis that the surrogate variables are 
not significant in the augmented regression model (5.1). Since the main stratification variable are included 
in ,X  the sampling design becomes noninformative (Pfeffermann, 1993). Thus, we can safely assume that 
the vector of surrogate variables Z  can be treated as conditionally independent with the response variable 
Y  given the explanatory variable X  and condition (2.3) is satisfied. 
 
Table 5.2 
Test of the significance of the surrogate variable in the model (5.1) 
 
  F statistic p-value 
0 : 0H      0.3508   0.7041  
 
Figure 5.1 also confirms the surrogacy condition (2.3). The median of three boxes seems to be almost 
the same around 0 and supports the result of the test that the surrogate variable is uncorrelated with response 
variable given explanatory variables. Hence, all of these results imply that assumption (2.3) holds for the 
data. 
We now compare the three methods for estimating the parameters of the outcome model in (5.1), which 
are CC method, PSW1 method and PSW2 method. Estimated coefficients and their standard errors are 
presented in Table 5.3. The standard errors are calculated using bootstrap method for the stratified sampling 
(Rao and Wu, 1988) using =B 1,000 bootstrap replicates. 
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Figure 5.1  Boxplots of residuals of the regression of Y  given X  across each category of .Z  
 
Table 5.3 
Estimated coefficient (the standard error) from the real data analysis. (CC, complete case; PSW1, propensity 
score weighting method 1; PSW2, smoothed propensity score weighting method 2) 
 
  CC PSW1 PSW2 
Intercept  5.404 (0.040) 5.408 (0.041) 5.405 (0.041) 
100-299 people  0.170 (0.038) 0.165 (0.043) 0.170 (0.038) 
300-499 people  0.401 (0.041) 0.342 (0.045) 0.401 (0.041) 
> 500 people  0.587 (0.048) 0.528 (0.049) 0.587 (0.047) 
Chemical  0.379 (0.051) 0.372 (0.053) 0.379 (0.052) 
Metal/Auto  0.259 (0.045) 0.260 (0.047) 0.258 (0.046) 
Elec/Electronic  -0.026 (0.051) -0.024 (0.052) -0.026 (0.052) 
Construction  0.196 (0.075) 0.183 (0.078) 0.196 (0.077) 
Personal Services  0.337 (0.055) 0.382 (0.057) 0.337 (0.054) 
Transportation  -0.965 (0.064) -0.917 (0.068) -0.966 (0.063) 
Financial Insur  -0.623 (0.073) -0.577 (0.074) -0.624 (0.071) 
Social Services  -0.869 (0.061) -0.839 (0.062) -0.869 (0.060) 
Elec/Gas  2.099 (0.061) 2.087 (0.059) 2.099 (0.061) 
Chemical, Chemical Industry; Metal/Auto, Metal and Automobile Industry; Elec/Electronic, Electrical and Electronical Industry; 
Financial Insur, Finance and Insurance Services; Elec/Gas, Electric and Gas Services. 
 
Since two explanatory variables are categorical with 4 and 10 levels, respectively, there are 13 coefficient 
parameters to be estimated. Table 5.3 presents the parameter estimates and their standard errors. We can see 
that the estimates obtained by using three methods are similar, but the standard errors obtained by using 
PSW2 are smaller than those of PSW1 across all levels of variables, although the efficiency gain by using 
PSW2 rather than PSW1 is not large. As indicated before, including the surrogate variable in calculating 
the propensity score weight generated unnecessary noise in estimation as the surrogate variable is 
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Although PSW2 shows better efficiency than PSW1, there is no real gain using PSW2 compared with 
CC method. Under MAR, the CC analysis provides the best estimator for the regression coefficient, although 
it leads to a biased estimation for the population mean or totals. 
 
6  Conclusion 
 
Motivated by the real survey project, we have investigated the propensity score approach incorporating 
the information from paradata into the response propensity model. Use of paradata in the propensity model 
has been advocated in the literature. However, it is not always the case. We find that using more information 
can decrease the efficiency of analysis, which is justified in Theorem 1. The claim is confirmed in the 
simulation study and the real data analysis using the KWPS data. When the surrogate variable in the paradata 
is conditionally independent with the study variable, conditional on the explanatory variable, it is better not 
to include the surrogate variable because the smoothed propensity score weight can provide more efficient 
estimation. In other words, it is useful to include the information from paradata only when the surrogate is 
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