Abstract: In this paper, a technique to approximate a class of passive delay systems by a bond graph model is investigated. This method is designed to preserve the passivity of the initial model. Through interconnections of passive elementary blocks (passivity is stable under interconnections), a finite dimensional passive approximant is constructed. This finite dimensional model, if need be, is reduced thanks to a Krylov-Lanczos process. Finally, a bond graph realization of this reduced-order model is given and an example demonstrates the usefulness of the whole approximation procedure.
INTRODUCTION
Given a bond graph model or another type of model transformed into a bond graph type one, there exists powerful tools to analyse, synthesize and design control laws by using graphical procedures. Unfortunately most of these tools are limited to finite dimensional models. But frequently, we have to deal with infinite dimensional models built when studying distributed parameter systems or delayed systems for instance. When this kind of system is inserted into a bond graph it can be defined as a functional node (Lefèvre, 1999) . This node prevents us from the use of classical tools. To overcome this difficulty one could develop specific tools for bond graphs with functional nodes or, as it will be set out here, approximate the functional nodes by "classical" nodes (a combination of simple passive elements such as R,C and L), which amounts to build an equivalent electrical circuit composed of R, L and C cells. The models considered in this paper are linear, time invariant and passive. In this case the passivity property can be characterized by the following definition (Brune, 1931) . so that u.y denotes the power supplied to the system 1 (Willems, 1972) .
PROPOSED METHODOLOGY
The general procedure, applied to the model studied here, can be summarized as follows (Guijarro et al., 2000) :
(1) approximation of the infinite dimensional model by a large scale finite dimensional one (say of dimension N), (2) reduction of the model's dimension to obtain a model of dimension n N, (3) realization of the latter model by a R-L-C network or a bond graph.
Steps 1) and 2) of the procedure must keep the key property of the initial model, i.e. its passivity.
In the third section some techniques are reviewed to approximate infinite dimensional models by a finite dimensional one. Next, the fourth section recalls briefly a technique used in reduced-order modelling. Then the fifth section gives a way to realize the lowdimension model by using lumped passive linear elements. Finally in the sequel an example illustrates the whole procedure and concluding remarks are stated.
INFINITE DIMENSIONAL MODEL APPROXIMATION
In a few words the reduction or approximation problem is the following one :
-Given a model, find another one which is fast to compute, reduced-order and accurate.
The second property (reduced-order) does not need to be developed. In fact it is easy to quantify the order decrease. On the other hand, the rapidity of the computation depends on the numerical methods involved, typically it can be measured by the complexity. Last but not least, the accuracy is the most subjective feature to define. Depending on the way one wants to quantify the error between the original model and the reduced-order one, one needs to choose a norm (e.g. H ∞ for the supremum). Furthermore, the model will be called accurate if it retains some properties like stability or passivity. For example, balanced truncation retains the largest singular values and gives an evaluation of the error through the sum of the remaining ones. In the reduction process used in this procedure, moment matching is the key feature.
The in-between model is the result of a finite dimension approximation of the initial model. Moreover some properties, like stability and passivity, must remain. The most important one is passivity. As a matter of fact, passivity has a closure characteristic. Unlike stability, in the interconnection of passive networks, the passivity property holds. According to the sort of infinite dimensional model the plan to follow will differ. Three principal classes of models can be shown up :
-Partial Differential Equations (P.D.E.) models : a modified finite differences spatial discretization can be used to obtain the finite dimensional model. This scheme gives a large sparse structured matrix. A classical positive real balanced truncation reduction method can follow to obtain the passive model (Hoffmann and Fuhrmann, 1996) . -Delay models : a reduction process like the one presented in (Dudley Ward and Partington, 1998) could be used but in general passivity is not preserved. One can also expand in several points the irrational transfer function to obtain a multipoint Padé approximant like in (Hwang and Chen, 1987) or like in the section Example and Potential Application of the present paper. The latter one has the needful property to keep the passivity. -Fractal models : a treatment of this kind of model could be found in (Guijarro et al., 2000) . Another valuable alternative is given in (Charef et al., 1992) .
LARGE SCALE MODEL REDUCTION
In this section Krylov subspaces techniques used in reduced-order modelling are recalled. The previous section methods provide us with an approximate but large scale finite dimensional model. In state-space formalism we can describe it as follows (Freund, 2000) :
In (1) E, A ∈ R N×N , b ∈ R N , and c ∈ R N are given matrices. The matrices E and A are allowed to be singular but we assume that the pencil (sE − A) is regular. Applying the Laplace transform on (1), one obtains
Similarly for the reduced-order model (n) :
and
The model (3) must, in a certain sense, approximate the model (1). The classical reduction methods, like balanced truncation or Hankel-norm optimal approximations, do not take advantage of the structure of the matrices. In our case, the matrices are large scale, sparse and/or structured. A reduction method, which makes use of Krylov subspaces techniques, exploits the characteristics of the matrices. The reduced-order transfer function must match 2n moments of certain series expansions of the initial model transfer function. In (Grimme, 1997) it can be found a table which summarizes the different matchings and how to obtain the approximant.
REALIZATION
Knowing a state-space representation of the reduced-order model, a network or a bond graph can be realized.
In the 1-port case the determination of the electrical network or bond graph component's values can be achieved thanks to the Brune process (Brune, 1931 ).
In the m-port case various processes described in (Belevitch, 1968) could be used. In the general case realization methods (like Foster extraction process), based on the extraction of poles and zeros of the transfer function, are not efficient. These methods can only extract poles on the imaginary axis or on the negative real axis. In fact, the extraction process will stop when a minimum function appears. The Brune process precisely achieves the realization of this type of function. In a few words, this method gives a way to continue the process through extraction of negative inductances or capacitances and after that substitution of them for transformer type elements.
Of course, the network synthesis can be done thanks to state-space procedures like the one outlined in (Anderson and Vongpanitlerd, 1973) .
EXAMPLE & POTENTIAL APPLICATION
All the systems studied in this section will be statedelayed, linear, time-invariant and passive. A statespace representation for such systems is given, in the scalar case, by :
where x, a i , b, c, u, y are elements of R and τ 0 = 0.
Proposition 2. If cb > 0, a 0 < 0 and ∑ a j < a 0 then the system (5) is strictly passive.
Proof See (Lefèvre, 1999) .
To take advantage of concepts like passivity excess or shortage (Sepulchre et al., 1997) (or others like strict input and/or output passivity (Hill and Moylan, 1977) ) the system (5) can be put into a feedback loop representation.
Following the conventional notation for a feedback loop (F(s) is the open-loop gain and G(s) is the feedback gain) one can define the elements
Given this definition the original expression for the transfer function H is identified, i.e.
F(s) 1 + F(s)G(s) = H(s).
A possible state-space realization for F is cb , then the closedloop will be passive. The reasoning in (Lefèvre, 1999) goes to prove that the passivity shortage of G is The first step, i.e. approximation, can be obtained through the approximation of e −τ i s . Several rational approximants can be considered (Kautz, Laguerre, Padé), among them Padé approximant is chosen because it has the fastest convergence. More specifically, the order [n, n] approximant is chosen and it is written like it follows :
Finally, an order n + 1 approximant of (5) is obtained : Proof See (Anderson and Vongpanitlerd, 1973) . Proof Trivially proven thanks to theorem 3. (5), is passive then H n+1 (s), defined by (9), is passive for all n ∈ N * .
Proposition 5. If H(s), defined by
Proof From lemma 4, passivity of H n+1 (s) can be decided equivalently considering (cb > 0)
The passivity of H n+1 (s) will be stated through the four conditions of theorem 3. To verify the first three, one only has got to rewrite H n+1 (s) like it follows :
From (Martinez, 1977) , it is known that the denominator of H n+1 (s) is strictly Hurwitz. Consequently, H n+1 (s) is holomorphic in the open set U = {s ∈ C / Re(s) > 0} (first condition checked) and has no pole on the imaginary axis (second condition checked). Equation (11) shows that H n+1 (s) has a pole at infinity of order 1 which residue is 1 (third condition checked). To check the validity of the fourth condition one has got to study the sign of the real part of H n+1 ( jω) .
The last equation demonstrates that the condition ∑ a j < a 0 is sufficient to validate the fourth condition and thus the strict passivity of H n+1 (s).
Approximation Error
The relative gain error is defined by (for p = 1)
likewise, whatever p, one gets
Approximant Reduction
Numerical constraints, during the calculation process of the Padé approximant of e −τs , prevent us from the use of the Krylov-Lanczos algorithm. Unfortunately the order is limited to 20 to keep a good conditioning of the matrices.
Approximant Realization
The whole realization will be done, thanks to the Brune synthesis procedure, on the reduced scale approximant. The reduced scale is defined in (Lam, 1991) by
For the single delay case, the approximant is
with
By rewriting (15), one obtains
This expression allows us to do the realization process. When a 0 = −2, a 1 = 1, τ = 1 e and n = 5 one gets H 6 (r) = 20 (r + 0.9913)(r 2 + 1.822r + 1.055) (r + 2.133)(r 2 + 1.368r + 2.013) · · (r 2 + 1.264r + 1.342) (r + 0.035)(r 2 + 0.6905r + 0.4637) .
Suppose that H 6 (r) is the studied 1-port impedance. Then H 6 (r) will be denoted by Z 6 (r). And by considering the admittance Y 6 (r) = 1/Z 6 (r) one notices that it admits a pole at infinity. Extracting this pole, a rational fraction without either a pole, a zero on the imaginary axis or at infinity is obtained . 
(extraction of a series connection of 2 parallel L − C cells and a resistance R 2 ) After using the expression of r given by (14), it comes : expansion point different from zero while keeping the passivity property. In such a case, a point in the middle of the frequency range of interest can be chosen.
Application
A potential application for the submitted example is to consider a significant delay introduced by a sensor in the feedback loop. If the passivity of the system in the feedforward path is sufficient, one can apply the presented method. For a detailed treatment see (Guijarro, 2002) .
CONCLUDING REMARKS
In this paper an approximation-reduction-realization process has been exposed. This process applies potentially to a large class of infinite dimensional models through various approximation schemes (first stage of the process).
At the second stage of the process, which needs to be carried out if the approximant order is important, a multipoint Padé approximant (P.V.L. like algorithm (Grimme, 1997) ) is used to reduce the large scale finite dimensional model stemmed from the approximation of the infinite dimensional model. To ensure the passivity of the reduced-order model a positive realness test on its transfer function is carried out.
The last stage gives a realization of the reduced-order model through the Brune process (in the 1-port case).
Finally, a numerical example, illustrating the whole process, provides a benchmark for comparison with another method.
