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One of the most elusive challenges facing mass spectrometry-based methods is the study
of isomers. Oftentimes, isomers produce identical fragmentation spectra that make struc-
tural elucidation and assignment from MS data alone difficult. In this thesis, the prob-
lem of studying isomers is addressed by employing differential mobility spectrometry-mass
spectrometry experiments coupled with ultraviolet photodissociation action spectroscopy
(DMS-MS-UVPD). Using a combination of experimental and computational techniques,
the validity of DMS-MS-UVPD studies for applications in isomer separation and distinction
is verified. During the course of two subprojects, DMS-MS-UVPD is successfully applied
to separate and distinguish between geometric isomers and tautomers. First, DMS-MS
experiments are conducted, and the dynamic clustering behaviour of each species is de-
termined. Once the clustering behaviour is well-characterized, the DMS-MS parameters
are optimized to select for the species of interest and used as an ion filter for subsequent
UVPD action spectroscopy experiments. The results from the action spectroscopy studies
produce a vibronic spectrum that can be compared to theoretical models for correct iso-
mer assignment. Due to the complexity of excited state phenomena, many computational
models were used to accurately predict vibronic spectra, including Franck-Condon based
approaches and non-adiabatic dynamics. The work presented in this thesis provides the
framework for the use of DMS-MS-UVPD in other isomer systems.
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Isomers are ubiquitous in chemistry. Each isomer within a family of molecules can pos-
sess different physical, chemical, and biological properties. For example, stereoisomers of
lipids that differ by double bond position have been shown to exhibit different biological
functions, and age-related isomerization of aspartic acid residues in eye proteins have been
linked to the development of cataracts. [1, 2] Due to potential biological implications, it
is imperative to study and understand the unique properties of isomers individually, re-
quiring that isomeric species are separated and isolated from each other. Conventionally,
small molecules can be studied using tandem mass spectrometry (MS/MS). MS/MS can
provide accurate details regarding the molecular mass of a given species and can provide
key insights into the structural properties of the molecule, using collision induced dissocia-
tion (CID) and other soft ionization techniques, by analyzing the resultant fragmentation
spectrum.[3, 4, 5, 6] However, in the case of many stereoisomers, fragmentation spectra are
not enough to distinguish or elucidate structural properties, due to one or more isomers
having similar fragmentation channels.[3, 4] In these instances, one often needs to rely on a
1
chromatographic technique to spatially separate ions of interest prior to investigation with
MS/MS methods.
A relatively new analytical tool that has been demonstrated to separate isomers effectively
is differential mobility spectrometry (DMS). DMS is an ion chromatographic technique
that separates ions spatially in the gas phase based on their differential mobility under
high and low electric field conditions in a designated carrier gas.[7, 8] As a result of using
an ion’s differential mobility to distinguish between ions, DMS separation is highly struc-
ture dependent, allowing for analysis of species otherwise indistinguishable by traditional
mass spectrometry.[9] DMS has been used to separate a plethora of isomers of all sizes,
such as isomers of protonated dipeptides, deprotonated glycopeptides, protonated aniline,
and protonated 4-aminobenzoic acid. [10, 11, 12, 13] Once separated, mass spectrometry-
based techniques are employed to characterize the resolved species. Recently, ultraviolet
photodissociation action spectroscopy (UVPD) has been used in conjunction with MS/MS
to provide a direct method of identification by probing an ion’s electronic structure.[14, 15]
This thesis explores the use of DMS-MS coupled with UVPD action spectroscopy as an
analytical tool for the detection and characterization of isomers in the gas phase. In or-
der to rationalize experimental findings, analogous computational studies were undertaken
and provided unique insights into the electronic structure of the molecules of interest.
Through the completion of two subprojects, two different applications of DMS-MS-UVPD
are demonstrated and its validity as an analytical method is verified.
In Chapter 2, the fundamentals behind the methods used during the course of this thesis
are presented. First, an in-depth description of DMS is reported. Afterwards, the the-
2
ory behind photodissociation is discussed, along with an introduction to UVPD action
spectroscopy. Following a description of experimental methods, the theoretical framework
behind the main computational tools used will be illustrated. Ground state and excited
state electronic structure calculations were primarily performed using density functional
theory (DFT) and its time-dependent analogue (TD-DFT). An introduction to the Franck-
Condon (FC) principle is presented, as well as a summary of FC-based approaches to sim-
ulating vibronic spectroscopy. When the FC model was deemed insufficient to accurately
predict vibronic spectra, a rigorous treatment of non-adiabatic effects was conducted using
a linear vibronic coupling Hamiltonian in a diabatic basis set. The excited state dynamics
was then evaluated using a wave packet propagator within the multiconfigurational, time
dependent Hartree (MCTDH) framework. A full description of this theoretical model is
presented in Chapter 3.
In Chapter 4, the use of DMS-MS-UVPD to separate and identify beer bittering com-
pounds is demonstrated. Beer is a popular drink for its bitter, or hoppy, taste and aroma.
The bitterness profile of a given beer is primarily affected by the addition of hops (Humulus
lupulus) during the brewing process. Hops contains a large quantity of humulone, whom
after undergoing thermal isomerization during wort boiling, isomerizes into the bitter tast-
ing isohumulone epimers.[16] Deprotonated humulone and isohumulone were subjected to
DMS-MS studies individually to characterize their dynamic clustering behaviour under
different conditions and gaseous environments. The DMS-MS parameters were optimized
to allow for maximum separation between deprotonated humulone and isohumulone. Af-
terwards, the two species underwent spectroscopic interrogation and their UV-PD action
spectrum were recorded and compared to their computational vibronic spectrum, calcu-
lated using FC simulations. Key differences in the vibronic spectrum of deprotonated
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humulone and isohumulone were shown, thus demonstrating that DMS-MS-UVPD is an
effective technique for monitoring bitter molecules in beer.
In Chapter 5, UVPD action spectroscopy is used to directly verify that the two resolved
species of protonated adenine, as presented in the work by Anwar et al., can be attributed
to two different tautomeric forms.[17] Protonated adenine is of biological interest due to the
fact that it serves unique biological purposes within the cell. For instance, adenine-cytosine
mismatched base pairs in RNA have been shown to be stabilized when the adenine residue
is protonated at a specific site [18], whereas protonation on a different site plays a role in
ribosome phosphodiester cleavage.[19] Therefore, due to the fact that different tautomeric
forms of protonated adenine have different biochemical activities, a thorough investigation
of each isolated tautomer needs to be performed. The recorded action spectrum for each
resolved protonated adenine species was compared to theoretical vibronic spectra, allow-
ing for tautomer identification and assignment. Due to the presence of many degenerate
and iso-energetic excited states in tautomers of protonated adenine, a rigorous treatment
of the non-adiabatic excited state dynamics was necessary to accurately predict vibronic
spectrum. Through observed differences in their electronic structure, both experimentally
and theoretically, it was shown that the two resolved species arise from the presence of two
different tautomers.
Through both subprojects studied during the course of this thesis, it is revealed that
isomers can be separated by DMS-MS and their identification is made possible by using
UVPD to probe their electronic structure. The use of computational tools helps reveal
further insights into the electronic and geometric structure of the species and can provide
insights into their unique fragmentation pathways. The work presented in this thesis opens
4





In this chapter, a theoretical background to key experimental and computational tech-
niques used during the course of this thesis is provided. Relevant instrument optimization
parameters and computation specifications are discussed in their relevant results chapters.
2.1 Experimental methods
In this section, the major analytical technique being used in this thesis, differential mo-
bility spectrometry, is described. Afterwards, a discussion on ultraviolet photodissociation
action spectroscopy is provided. Ultraviolet photodissociation is an additional tool used in
conjunction with differential mobility spectrometry studies to further characterize species
of interest.
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2.1.1 Differential mobility spectrometry
Differential mobility spectrometry (DMS) is an ion chromatographic technique tradition-
ally used to separate isobaric compounds.[7] DMS is a variant of ion mobility spectrometry
(IMS) that operates on the underlying principle that an ion’s mobility within a carrier
gas depends on the electric field strength. In conventional drift tube IMS, ions are driven
through a gas filled cell using a low electric field.[20, 21, 22] The amount of time an ion
spends in the cell before eluting, denoted the drift time td, is measured and the ion mobil-








where vd is the ion velocity in the drift tube, L is the length of the mobility cell, and E is
the electric field strength.
Structural information can be derived from ion mobility measurements by calculating the
ion’s collision cross section (CCS) Ω.[22] The CCS describes the interaction area between
an ion and the carrier gas molecules within the drift tube and it is dependent on the ion’s













where e is the elementary charge, Z is the charge of the ion, N is the number density of
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the carrier gas molecules, µ is the reduced mass of the ion-gas system, kb is the Boltzmann
constant, T is the temperature of the carrier gas, and K is the ion mobility. Due to the
relationship between CCS and ion mobility, changes in CCS between ions will result in
different drift time.
Where DMS differs is that it leverages the field-dependence of an ion’s mobility. The field-








where Ko is the zero-field mobility coefficient, E is the applied electric field magnitude, N is
the concentration of neutral particles, and α is a parameter which relates mobility to E
N
.[23]
High- and low-field conditions are generated by the application of an asymmetric po-
tential waveform called the separation field, with peak voltage known as the separation
voltage (SV).[7] Figure 2.1 shows a schematic diagram of a typical DMS cell and an ion’s
trajectories when under the separation field. When exposed to the separation field, the
ions adopt a zig-zag motion deviating from their initial trajectory along the longitudinal
axis of the DMS cell.[7] During the high-field cycle, ions move off axis towards one of the
electrodes. In contrast, during the low-field cycle, ions move away from the electrodes and
return on axis towards the exit orifice.[23] Following the introduction of a collision gas,
such as N2(g), the ion’s differential mobility under high versus low-field conditions results
in a trajectory change towards one of the planar electrodes, determined ultimately by the
α parameter.[23] To correct the trajectory deviation and to allow for ion transmission, a
counteracting compensation voltage (CV) is applied.[7, 23] For a given SV, an ion’s mobil-
ity parameter, α is encoded in the unique CV required to stabilize the trajectory in order
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Figure 2.1: Schematic of a typical DMS cell.[7]
to transmit a desired ion for detection.[7, 23]
Physical separation can be enhanced or enabled through the addition of volatile solvents
(e.g., methanol, isopropanol, water, etc.) into the curtain gas. These polar solvents are
seeded into the collision gas at 1.5 % (v/v).[7, 23] Upon introduction of volatile solvents,
the behaviour of the ion changes and an observed change in differential mobility can be
observed. The change in ion mobility can be rationalized by considering the dynamic ion-
solvent clustering and declustering behaviour during the separation field cycle.[7, 23] Under
a low field, ion-solvent clusters can form. This leads to an artificial increase in the ion’s
collision cross section (CCS) with the carrier gas, and a corresponding reduction in its mo-
bility. In contrast, under high field conditions, ions are accelerated and heated, leading to
desolvation and a corresponding increase in mobility.[7] This dynamic clustering behaviour
is particularly useful for physical separation due to its dependency on the analyte-solvent
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interaction potential.[7, 23] The analyte-solvent interaction potential is dictated by the
geometric structure of the species. Additionally, the resulting microsolvation and evap-
oration cycles themselves are dependent on the analyte’s geometric structure, drastically
changing DMS behaviour of similar structures ( viz. isomers and tautomers).[23] The data
collected during a DMS study as it scans through CV at a given SV is called an ionogram.
By recording the optimal CV(s) needed to maximize ion transmission at incremental SVs,
Figure 2.2: Left: Example of the three types of clustering behaviour found in a dispersion
plot. Right: Dispersion plot collected for tetramethylammonium using different gaseous
environments and modifiers [7].
a dispersion plot can be created.[23] A dispersion plot is an indirect physical representation
of the α parameter, providing insights into an ion’s physical characteristics and ion-solvent
interactions. The shape of a dispersion plot can be classified as either type A, B, or C.
These curves are illustrated in Figure 2.2. More exotic dispersion plots, such as type D and
E, have also been documented in the literature, but will not be discussed in this thesis.[23]
In Type A behaviour, more negative CVs are required to transmit ions as SV increases.
This is indicative of strong ion-solvent clustering. In Type C behaviour, the ion interacts
10
weakly with the neutral gas molecules, and thus the collisions are approximately hard
sphere. In this scenario, clustering does not occur, and the optimal CV required for ion
transmission becomes more positive with increasing SV. In Type B behaviour, a decrease
in CV for increasing SV is initially observed, followed by an increase in CV after some
critical point. The behaviour is described as weak clustering, an intermediate between
Type A and C.[7]
In summary, DMS exploits the unique dynamic clustering behaviour of ions to distin-
guish isobaric species. By introducing solvent molecules into the curtain gas, it is possible
to distinguish between similar species by further altering their trajectory through the DMS
cell.
2.1.2 Ultraviolet photodissociation action spectroscopy
After DMS separation, tandem mass spectrometry (MS/MS) experiments can be employed
to supply additional information to aid in analyte determination. This is commonly done
using collision-induced dissociation (CID), where an ion is activated and fragmented by
collision with an inert gas. In addition to CID experiments, DMS-MS studies have been
paired with indirect MS methods like hydrogen-deuterium exchange (HDX)[24, 25] to facil-
itate species identification. Recently, ultraviolet photodissociation action spectroscopy has
been paired with DMS-MS to provide a direct method of species identification by probing
the electronic structure of DMS-MS selected molecular ions.[26, 27]
Photodissociation is a useful technique due its high energy deposition, allowing for ac-
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cess to alternative activation mechanisms and new fragmentation pathways that are too
high energy for traditional CID to access.[28] Photodissociation is the process in which a
bound molecule fragments upon absorption of one or more photons. The photon is ab-
sorbed and its energy is converted into internal molecular energy. The internal molecular
energy can be released in many ways. Among these options if by fragmenting, if the trans-
ferred energy exceeds the binding energy of the weakest bond within the molecule. [29].
For a general polyatomic molecule ABC, the photodissociation process can be written as
[30, 29]
ABC +Nphotonhν
(1)−→ (ABC)∗ (2)−→ AB(α) + C(β) (2.4)
where hν is the photon energy with frequency ν and Nphoton is the number of absorbed
photons. (ABC)* is the excited complex prior to fragmentation and the labels α and β
specify the particular internal quantum states of the product ions. The amount of energy
needed to fragment the excited complex depends on the dissociation energies of each bond.
[29]
Ranges of dissociation energies depend on the type of molecule being investigated. For
example, a few thousandths of an eV is needed to fragment a van der Waals complex,
whereas several eV is needed to cleave a covalent bond[29]. The wide range of dissociation
energies naturally leads to the usage of various different light sources for photodissociation,
such as infrared or ultraviolet-visible light. Experimentally, photodissociation is monitored
by recording the depletion of the parent ion and the formation of product ions. There are
many possible photodissociation mechanisms that may be physically realized. We will be-
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gin our discussion with the simple case of diatomic molecules. For a diatomic molecule
AB, there are three main pathways for photodissociation, namely direct photodissociation,
predissociation, and spontaneous radiative dissociation. [30]. Diagrams depicting all three
mechanisms can found in Figure 2.3. In direct photodissociation, a molecule absorbs a
Figure 2.3: Diagram of a) direct photodissociation, b) predissociation, and c) spontaneous
radiative photodissociation for an arbitrary diatomic molecule AB. Adapted from Dishoeck
et al. [30]
photon and is excited into a higher excited electronic state that is repulsive in nature
along the nuclear coordinate rAB, ultimately causing bond breakage, as shown in Figure
2.3a.[30, 29] In a repulsive state, the atoms repel each other, yielding a potential energy
surface (PES) that does not have a minimum. The lack of minimum results in no discrete
vibrational levels, forming a continuum. [31] The photon energy is partitioned within the
molecule as:
~ν +Do = Etrans + Eint (2.5)
Where ~ν is the photon energy, Do is the dissociation energy needed to break the AB bond,
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Etrans is the translational energy, and Eint is the internal energy of the product ions, which
includes the vibrational, rotational, and electronic contributions. [29]
In predissociation, the molecule absorbs a photon and is excited into a bound excited
electronic state. Once on the bound excited state surface, the excited molecule undergoes
a non-radiative transition into a different excited state that is repulsive in nature and sub-
sequently fragments, as shown in Figure 2.3b. [30, 29] In other words, the fragmentation
takes place on a PES other than that to which the molecule was initially excited. Such
examples of interactions causing non-radiative transitions are spin-orbital couplings be-
tween states of different spin multiplicity, or between states of the same symmetry through
non-adiabatic couplings. [30]
Finally, in spontaneous radiative photodissociation, the molecule absorbs a photon and
is excited into a bound excited electronic state. The excited molecule then undergoes
emission to relax the molecule into either a lower-lying repulsive excited state or into the
ground electronic state dissociation threshold, leading to fragmentation. [30, 29] This is
demonstrated in Figure 2.3c.
As a molecule increases in size, it becomes less likely that the photodissociation process can
be described as following one of the mechanisms depicted in Figure 2.3. For a given PES,
there exists infinite vibrational levels, increasing until the dissociation threshold energy of
the potential is reached. For a sufficiently large amount of atoms, the density of vibrational
levels increase until formation of a quasi-continuum that can couple with excited states
non-radiatively, through interactions like conical intersections. In this scenario, a molecule
in the excited state may rapidly relax to a highly excited vibrational level on the electronic
14
ground state and fragment on this surface, through a process called internal conversion.
[30]
2.1.3 Combining DMS and UVPD
In order to leverage the unique abilities of UVPD, a commercial DMS-MS apparatus was
coupled with a Nd:YAG-pumped optical parametric oscillator (OPO). The details of ex-
perimental set up can be found described in detail elsewhere[26] and a schematic diagram
of the setup can found in Figure 2.4. After DMS isolation, the ion of interest is held in
Figure 2.4: Schematic diagram of modified DMS-MS instrument that has become UVPD
enabled. [30]
a quadrupole ion trap and irradiated by the OPO. At each wavelength, the parent and















where FE represents the fragmentation efficiency, λ is the wavelength being irradiated by
the OPO, P is the power of the incident wavelength, Ipar is the intensity of the parent peak,
and Ifrag is the intensity of the fragment peaks. By plotting the FE at each wavelength,
the action spectrum is generated.
2.2 Computational methods
In this section, a brief outline the important computational techniques used for experi-
mental verification is presented. First, a description of the main framework used for our
electronic structure calculations, ground state density functional theory, is provided. After-
wards, a brief description of its time-dependent analogue used for excited state modelling
is given. Finally, an introduction to the Franck-Condon principle is presented and an ex-
planation and illustration of the two types of Franck-Condon simulations used during the
course of this project are provided.
2.2.1 Density functional theory
One of the most intrinsic properties of a molecule is its electronic structure. Determination
of a molecule or ion’s electronic structure allows insights into molecular properties including
dipole moments as well information regarding the PES and the geometry of the species. In
quantum mechanics, the most direct way to approximate the electronic structure is to solve
the Schrödinger equation and obtain the wavefunction of the system. In a typical ab initio
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computation, the calculation of the molecular wavefunction is one of the most crucial steps.
The most common approach to determining the wavefunction is using the Hartree-Fock
(HF) method. In the HF framework, it is proposed that for a molecule comprised of N elec-
trons, the exact molecular wavefunction can be approximated to be a Slater determinant
of N spin-orbitals.[32] However, the HF framework assumes no electron interactions (corre-
lation effects). In order to reincorporate correlation effects, the wavefunction is subjected
to post-HF modifications such as coupled-cluster theory or Møller-Plesset configuration
interaction calculations.[32] Although this yields accurate results when compared to ex-
periments, taking into consideration electron interactions drastically increases the degrees
of freedom that must be considered, and therefore, the calculation increases in expense
exponentially as N increases.[32]
One of the most popular and successful ways of balancing the expense vs accuracy prob-
lem in computational chemistry is using density functional theory (DFT). In DFT, the
fundamental concept is that all properties of an interacting system, like a molecule, can
be obtained by determining the electron density. The electron density is defined as the
probability of finding any one electron somewhere in space and is expressed mathematically




i (r)ψi(r), where ψi(r) and ψ
∗
i (r) represent the wavefunction and the com-
plex conjugate of an electron, respectively. Current realization of DFT is governed by two
theorems determined by Hohenberg and Kohn[33] in 1964 and the subsequent derivation
of the Kohn-Sham equations the following year.[34] The first Hohenberg-Kohn theorem
states that the ground state energy, and therefore, the wavefunction, of a given system
obtained from the Schrodinger equation is a functional of the electron density. [35]. In
other words, there exists a one-to-one mapping between the ground state molecular wave-
function and the ground state electron density. This result implies that instead of using
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Figure 2.5: Representation of how DFT considers interacting electrons as electron density
a 3N-dimensional wavefunction to determine all ground state properties, one can use the
electron density, a function comprised of only three spatial variables. [32, 35] The second
Hohenberg-Kohn theorem states that the energy of the electron distribution is given by
a functional of the overall electron density. At the ground state density, the functional
is minimized. [32, 35]. These two theorems reduce the complexity of solving for molecu-
lar properties. Instead of solving the many-body Schrödinger equation for the molecular
wavefunction, one tries to minimize the density functional to find the electron density of
the system. [32] It is important to note that although Hohenberg-Kohn defined important
properties of the density functional, they did not address what the general functional looks
like. [32].
The Kohn-Sham equations address finding the electron density of a given system. In this
approach, a fictitious and non-interacting system is created with identical electron density
to the original system. The non-interacting nature makes solving the Schrodinger equation
simple since the wavefunction can be represented as a sum of Slater orbital determinants
called the Kohn-Sham determinant.[32, 35] One can write the resulting energy functional
as:
18
E(ψi) = Eknown(ψi) + Exc(ψi) (2.7)



















Where the first term is the electron kinetic energy, the second term is the Coulombic inter-
action between electrons and nuclei, the third term is the nuclear Coulombic interaction,
and the fourth term is the ion energy.[35]
The exchange-correlation functional, Exc needs to be defined to include all the quantum
effects not inherently incorporated within the Eknown functional. Unfortunately, there is no
universal solution known for the exchange-correlation functional, and computational efforts
have been directed at finding suitable trial exchange-correlation functionals for accurate
results using a variety of approximations and assumptions. [35]
One of the most common approximations used to define the exchange-correlation func-
tion is the local density approximation (LDA). In this approximation, only the density
at a specified position is considered. Another common approximation is the generalized
gradient approximation (GGA), where a dependency is placed on both the electron density
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and its gradient. Such functionals include BP86[36] and PBE.[37] Finally, another com-
mon approach for defining functionals is the Hybrid functional approach, which mix GGA
with the exact Hartree–Fock exchange term. An example of this is the popular functional
B3LYP. [36, 38]
2.2.2 Time-dependent density functional theory
Time-dependent density functional theory, or TD-DFT, is a natural extension of ground
state DFT for excited states that includes the interaction of electromagnetic potential.[39]
Similar to the time independent analogue, TD-DFT provides an exact solution to the time
dependent Schrodinger equation.[39] It postulates that the time-evolving electron density
accounts for all the properties of the system under a time-dependent field. The Hohenberg-
Kohn theorems were extended by Runge and Goss in 1984.[40]
2.2.3 Franck-Condon simulations
The Franck-Condon approximation provides the basis for most theoretical models of vibrational-
electronic (vibronic) spectroscopy as it provides a general approach to predicting the inten-
sity of vibronic transitions. In this section, a conceptual explanation of the Franck-Condon
principle is presented, followed by a derivation of the mathematical framework needed for
the Franck-Condon principle and an introduction to the Franck-Condon Factors (FCFs)
is given. Finally, the two computational methods used in this project to determine the
Franck-Condon spectrum are discussed and brief introduction to the breakdown of the
Franck-Condon model is initiated.
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Conceptual framework of the Franck-Condon principle
The fundamental assumption of the Franck-Condon principle is that due to the instan-
taneous nature of photon absorption, an electronic excitation is likely to occur without a
change in nuclear coordinates. Following the excitation event, the molecule’s geometric
structure may distort through motion initiated via vibrational modes. [41, 42] In order for
this assumption to hold true, one must invoke the Born-Oppenheimer approximation. The
Born-Oppenheimer approximation states that due to the mass difference between electrons
and nuclei in a molecule, one can decouple the electronic and nuclear motion and consider
them independently. This results in a framework that allows for one PES to be sufficient
to describe a singular electronic state. It is important to note that the Born-Oppenheimer
approximation, and consequently, the assumptions made for the Franck-Condon principle,
are only valid if the excited state PESs are single character and define a single electronic
state.
Prior to excitation, the molecule is most likely to be in the lowest energy vibrational level
at the equilibrium ground state geometry, although FC excitations can be observed for
higher energy vibrational states.[44] Upon excitation, the molecule is excited to a higher
electronic excited state. As previously described, the photon absorption and excitation
event occurs during a shorter time-span than nuclear motion. Therefore, the geometric
structure of the molecule immediately before and immediately after the excitation is ap-
proximately the same. Consequently, one can visually represent this transition by drawing
a vertical line upwards from the ground state PES at the equilibrium geometry to the
excited state PES; this type of transition is denoted as a vertical transition, as depicted in
Figure 2.6.[44] The transition is the most intense where the vibrational wavefunctions of
the ground state and excited state will have the highest degree of overlap, and is therefore
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Figure 2.6: A schematic illustration of the Franck-Condon Principle. The PESs are mod-
elled using the harmonic approximation. The vibrational wavefunctions are shown to be
sinusodial functions.Modified from [43].
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denoted the Franck-Condon point. [44] It is important to note that although the intensity
of the transition will be highest at the Franck-Condon point, all vibrational energy levels
in the surrounding area will have some transition probability as a result of having appre-
ciable probability at being at the equilibrium geometry as well. This region is named the
Franck-Condon region. In other words, transition intensities are strongest for vibrational
levels that minimize changes in geometry. [44]
In practice, the observed vibrational structure of the resulting spectrum depends largely
on the relative displacement between the excited state and ground state PESs. Typically,
excited state PESs tend to displace to longer equilibrium bond lengths due to the higher
antibonding character in comparison to the ground state. [44]
Mathematical justification for vibrational overlap
Quantitatively, the probability of a vibronic transition is determined by its corresponding
FCFs. Each state within a vibronic transition is comprised of an electronic contribution
ψel(r) and a vibrational contribution ψvib(R), forming a state Ψtotal(r, R) = ψel(r)ψvib(R).
[44] An optical excitation is dictated by the transition dipole moment µ:
µ2,1 =< 2|µ̂|1 > (2.9)
where 2 denotes the final state and 1 denotes the initial state and µ̂ is the dipole moment









where e is the charge of an electron, Z is the nuclear charge, and ri, Rj are the distance
from the centre of charge for the ith electron and the jth nucleus, respectively. By substi-
tuting the expression for µ̂ from equation 2.9 into 2.8, one obtains[44]:














Zj < ψel2|ψel1 >< ψvib2|Rj|ψvib1 > (2.11)
Where ψel1 and ψel2 represent the wavefunctions for two different electronic states and
ψvib1 and ψvib2 represent the wavefunction for two different vibrational states. By the or-
thonormality principle, the integral of any two different wavefunctions is zero. Therefore,
the second term is equal to zero. By defining the overlap integral as S, one determines that:
µ2−1 = µelectronicS(vib2, vib1) (2.12)
The term µelectronic is the electric dipole moment of the transition that arises from the
redistribution of electrons, and S(vib2, vib1) is the vibrational overlap between the final
and initial vibrational levels. Since the intensity of a given transition is proportional to
the square modulus of the dipole moment, |µ2−1|2, it can be concluded that the transition
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intensity is also proportional to the square of the overlap integral |S(vib2, vib1)|2, named
the FCF. The greater the vibrational overlap, the higher intensity the vibronic transition
will be.
Computational realization
The Franck-Condon principle offers an alternative method in obtaining information regard-
ing the geometric structure of excited electronic states due to the dependency of vibronic
band intensity on geometric structure.[45] As such, it can be used to predict or determine
the excited state structures of molecules. [45]
For a large molecule comprised of 10-100s of atoms, a full computational characteriza-
tion of the PES through electronic structure calculations is too computationally expensive.
Therefore, the PES must be constructed using a Taylor series expansion.[46] Typically, for
molecular PESs, a quadratic expansion is the lowest order expansion that gives acceptable
accuracy, commonly referred to as the harmonic approximation.[46] The most challenging
aspect of producing the Franck-Condon spectrum is determining a suitable model for the
excited state surface; many models are available to provide a suitable PES. In this section,
the two methods that were used in the course of this project will be covered: the adiabatic
Hessian (AH) and vertical gradient (VG) Franck-Condon calculation. A diagram illustrat-
ing both models can be found in Figure 2.7.
Before addressing the differences between the models, the similarities between the two
approaches will be highlighted. In both the AH and VG models, the ground state PES
is defined using the harmonic approximation. Within the scope of molecular modelling,
this entails performing a geometry optimization to find the equilibrium geometry and per-
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Figure 2.7: Comparison between adiabatic Hessian and vertical gradient Franck-Condon
models. In both scenarios, the ground state PES is modelled as being harmonic. In the
vertical gradient approximation, the potential energy surface of the excited state is artifi-
cially created by a Taylor expansion around the ground state equilibrium geometry (dotted
lines). In the adiabatic hessian model, the real excited state potential energy surface is
found at the excited state equilibrium geometry and using the harmonic approximation for
those respective nuclear coordinates. Adapted from Santoro et al.[46]
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forming normal mode analysis to define the vibrational frequencies and ultimately the
Hessian.[46] However, AH and VG differ significantly when it comes to how the excited
state PES is defined.
In the AH picture, the procedure follows a direct depiction of the Franck-Condon prin-
ciple defined previously. The excited state PES is fully defined by its equilibrium geometry
and normal modes.[46] While this provides the results closest to the actual Franck-Condon
theoretical framework, it poses numerous limitations. Such limitations include the pos-
sibility of excitation events occurring at a geometry that differs significantly from the
equilibrium geometry and the increasing difficultly in optimizing on excited state surfaces
when other excited state phenomena (such as conical intersections and intersystem cross-
ings) are present.
In contrast, the VG Franck-Condon procedure does not require the optimization of the
exact excited state PES. In this approach, the excited state is assumed to have the same
Hessian as the ground state, meaning that they have the same normal modes and frequen-
cies. Only the equilibrium geometry gets displaced.[46] In other words, a second order
Taylor expansion is performed at the equilibrium geometry (FC point) and linearly shifted
upwards to reach the excited state PES. The Hessian of the excited state PES is assumed
to be the same as the ground state PES, and therefore, only the new excited state gra-
dient is calculated.[47, 48] Between the traditional AH Franck-Condon approach and the
VG Franck-Condon, the VG Franck-Condon is expected to provide a better description
of broad spectral features such as the position of the intensity maximum and qualitative
pictures of the vibronic envelope. [47]
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Franck-Condon limitations
It is important to emphasize that all Franck-Condon calculations are based on the Born-
Oppenheimer approximation. The Born-Oppenheimer approximation is accurate in cases
when the excited state energies are well separated, meaning that they are separated farther
in energy than the nuclear motion initiated by vibrational modes. [49] In systems where
the excited state changes character along its gradient, such as crossing to other surfaces
via conical intersections, the Born-Oppenheimer approximation breaks down.[49] In these
instances, it is more appropriate to use a model that does not assume separation of the
electronic and nuclear degrees of freedom. A common choice is the use of a linear vibronic
coupling Hamiltonian.[50, 49] In this picture, the PESs are written in a diabatic basis
set [49], inherently capturing their multicharacter nature. A detailed description of the
breakdown of the Born-Oppenheimer approximation, the need for a diabatic basis set, and
generation of vibronic spectra using a linear vibronic coupling Hamiltonian can be found




In this chapter, a mathematical derivation of the Born-Oppenheimer approximation is
provided and the breakdown of the Born-Oppenheimer approximation is discussed. The
transformation from an adiabatic to diabatic basis set is demonstrated, and a derivation of
the non-adiabatic coupling parameters is shown. Finally, a derivation of the linear-coupling
vibronic Hamiltonian is performed, and a brief overview of the multi-configurational, time-
dependent Hartree (MCTDH) method to generate vibronic spectra will be presented.
3.1 Born-Oppenheimer approximation
The Born-Oppenheimer (BO) approximation is perhaps the most fundamental concept
underlying modern chemical theory. In addition, the idea that nuclear dynamics occurs on
a single electronic surface simplifies the study of excited states and provides the framework
for most theoretical investigations of molecular spectroscopy, including the Franck-Condon
principle. [44, 51]
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Conceptually, the BO approximation proposes that owing to the difference in mass between
Figure 3.1: Schematic depiction of BO states. Modified from [43].
nuclei and electrons, their respective motion occurs on different timescales. Consequently,
the motion of the nuclei is much slower than that of the electrons, such that one can
consider the nuclei to be stationary. As a result, the electrons are treated as following the
nuclei instantaneously as their configuration (molecular geometry) changes. One can solve
the electronic Schrödinger equation for the electronic wavefunction Ψel consisting of solely
electronic contributions at a selected geometry and obtain the energy. This framework is
often referred to as the clamped nuclei approximation. Exploring how the electronic energy
of the system changes as a function of geometry distortion creates a potential energy
surface (PES), as shown in Figure 3.1. The PES is one of the most important concepts
in chemistry, as it often is the starting point for understanding molecular spectroscopy
and reaction kinetics.[44] In this section, a formal derivation of the BO approximation is
provided. Unless otherwise stated, the derivations shown in this section follow the protocols
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performed in the following references: [52, 53, 54, 55].
3.1.1 Clamped nuclei approximation and inclusion of nuclear
movement
The full molecular Schrödinger equation is given by:
Ĥ(~r, ~R)Ψn(~r, ~R) = EnΨn(~r, ~R)
where the molecular Hamiltonian Ĥ is comprised of nuclear and electronic contributions
to the kinetic and potential energies, represented by nuclear and electronic coordinates ~R
and ~r respectively. The molecular Hamiltonian takes the form of :
Ĥ = T̂N + T̂e + V̂ee + V̂Ne + V̂NN
Where T̂N and T̂e are the kinetic energy operators of the nuclei and electrons, respectively
and V̂Ne, V̂ee and V̂NN are the potential energy operators for nuclei-electrons, electron-
electron, and nuclear-nuclear interactions. Ĥ can be simplified by defining the electronic
Hamiltonian Ĥel as:
Ĥel = T̂e + V̂ee + V̂Ne + V̂NN
Ĥ = T̂N + Ĥel
Thus, the Schödinger can be written as:
(T̂N + Ĥel)Ψn(~r, ~R) = EnΨn(~r, ~R) (3.1)
The first step in order to arrive at the BO approximation is to evaluate the electronic
component Ĥel. This can be accomplished by solving the Schrödinger equation at a fixed
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geometry R. As a result of keeping the nuclei static, T̂N becomes 0. As such, the electronic
wavefunction for a given electronic state can be written as, φelλ which is an eigenfunction of
Ĥel. This step in the BO approximation is called the clamped nuclei approximation. The
clamped nuclei Schrödinger equation becomes:
Ĥel(r;R)φ
el
λ (~r; ~R) = Eλ(R)φ
el
λ (~r; ~R) (3.2)
Where φλ(~r; ~R) is a function of the electronic coordinates ~r at a given parameter of ~R, the
nuclear coordinates. φλ(~r; ~R) forms an orthonormal basis set such that the condition∫
φ∗µ(~r; ~R)φλ(~r; ~R)d~r = δµλ is satisfied. In this notation, commas within the function ar-
gument indicate two dependent variables, whereas a semicolon indicates the first term is a
variable and the second term is a constant parameter.
Next, the nuclear kinetic component T̂N can be incorporated assuming that the information
regarding the motion of the electrons is encoded into the PES. The exact eigenstates of the





φelλ (~r; ~R)χλ(~R) (3.3)
It is important to note that Ψ is dependent on the nuclear positions, but not the nu-
clear velocities. Now that the mathematical framework for the electronic solution has be
provided,one can arrive at the BO approximation by directly evaluating the Schrödinger
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[χλ(~R)∇2aφλ(~r; ~R) + φλ(~r; ~R)∇2aχλ(~R) (3.5)
+∇aφλ(~r; ~R)∇aχλ(~R) + Eλ(~R)φλ(~r; ~R)χλ(~R)} (3.6)
Where a labels the nuclei and λ labels the electronic states. By integrating against a




























The BO approximation is obtained by truncating the expansion to a single state and
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calculating its projection. (IE setting µ=λ). In this scenario, Term C vanishes due to the









Similarly, Term A is denoted the diagonal Born-Oppenheimer correction, and it is suffi-
ciently small that it neglected in most calculations. Only the B and D terms are left to
be considered, resulting in the BO approximation Schrödinger equation:
(T̂N + Eλ(~R))Ψλ,n(~R) = EnΨλ,n(~R) (3.7)
where λ denotes the electronic states, N labels the nuclear coordinates, and n labels
the rotational-vibrational levels. Eλ(~R) represents a point on a, in general, complicated
surface called the PES. It is clear that for a given geometry, each individual electronic
state represented by Ψ yields an individual PES point Eλ(R) as ~R varies. The clamped
nuclei approximation implies that one can solve the Schrödinger equation for every possible
geometry ~R. It can be stated that for a unique geometry ~R, one potential energy point is
enough to describe a given electronic state. When these surfaces are obtained using the
clamped nuclei approximation, they are denoted as adiabatic surfaces.[52, 54]. By solving
for the rovibrational states under this approximation, one arrives at the Born-Oppenheimer
approximation.
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3.2 Expanding beyond BO
The BO approximation provides a suitable framework for systems where the nuclear dy-
namics occur predominately on a single surface. Typically, this occurs when the spacing
between electronic states is large with respect to the vibrational energy spacing. [53] The
BO approximation typically breaks down under two conditions:
(1) When the spacing between electronic states is very small and comparable in magnitude
to the spacing of the vibrational levels (on the order of 0.1 eV)[49]
(2) When the character of the excited state rapidly changes upon geometry distortion.
Such behaviour can be observed in regions where excited states interact, such as conical
intersections.
Such scenarios are depicted in Figure 3.2. When an excited state cannot be accurately
Figure 3.2: Schematic of non-adiabatic interactions and complicated PESs
modelled by a single PES, the excited states need to be defined as a linear combination
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of multiple excited states within the system. The neglected terms A and C in the BO
framework described in section 3.1 become increasingly important and must be calculated.
However, scenarios that satisfy conditions (1) and (2) make it difficult to evaluate A and C,
since derivatives with respect to nuclear coordinates would vary greatly due to the rapidly
changing character of the states. First, consider the term A in the expanded molecular












As shown, both derivatives act on the electronic wavefunction φλ. As this term is often
small and of purely electronic nature, term A is often referred to as the Born-Oppenheimer
Correction. One can see that if the basis is truncated to a single surface by setting µ = λ,









This term in the expanded Schrödinger equation is called derivative coupling. These
terms involve off-diagonal contributions called vibronic coupling or non-adiabatic effects.
Vibrational-electronic, or vibronic, coupling refers to couplings that arise between elec-
tronic states through the vibrational normal modes. Typically, one considers vibronic
couplings that may arise from the equilibrium geometry and normal modes, as well as cou-
plings that may become allowed upon geometric distortion and symmetry breaking.[52, 53]
The complexity of calculating term A and C in strongly coupled states arises from the fact
that A and C are not smooth functions with respect to the nuclear coordinates.
In order to get around this limitation, one can choose a different basis set to represent
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the electronic wavefunctions. Instead of choosing ones that are eigenfunctions of the elec-
tronic Hamiltonian, one can select a basis that minimizes the derivative coupling term.
In other words, one can use a basis set that is multi-character in nature. In this section,
the transformation from a single character basis set (adiabatic) to a multi-character basis
set (diabatic) will be discussed. Afterwards, a discussion on how one can evaluate the
remaining terms in the Hamiltonian will be presented.
3.2.1 From adiabatic to diabatic states
Recall that the clamped nuclei approximation assumes that the set of φλ(~r; ~R) are eigen-
functions of the electronic Hamiltonian Ĥel for a chosen set of nuclear coordinates ~R and
these states are called adiabatic states. While investigating the improvements to the BO
approximation by looking at the other two terms A and C, one can create an analysis
based on a linear combination of these adiabatic states, called diabatic states. These dia-
batic states are constructed under the constraint that the character of the diabatic states
do not vary significantly along the nuclear coordinates. Mathematically, this constraint is
defined as: ∫
ψ∗i∇aφidr = 0 (3.9)
Where i and j label different diabatic states. The computational method used to construct
these diabatic states is called the diabatization scheme. In most diabatization schemes, one
identifies an initial geometry R0 where the adiabatic and diabatic states coincide. An elec-
tronic structure calculation is performed at a given geometry R to obtain the adiabatic
states. A unitary operator U(R) that rotates adiabatic electronic states φad(~r,R) into
diabatic states φdia(~r,R) is applied. U(R) is selected such that the constraint defined by








Typically, determination of U(R) begins by defining the ground state PES using the equi-
librium molecular geometry ~R0 and normal mode coordinates qi. This information is
obtained from electronic structure calculations. Then, the adiabatic states are determined
by running an excited state calculation, such as TD-DFT, on at ~R0:




Afterwards, small positive and negative displacements ~R0 +δqi along each normal mode co-
ordinate are made. At each new geometry Ri, the adiabatic excited states are recalculated
[φλ(δq)〉. The overlap matrix Sλµ is calculated for states at different geometries:
Sλµ =
∫
φλ(~r, ~R0)φµ(~r, ~R0 + dqi) (3.11)
A unitary transform Uλj(Ri) is selected such that the transformed overlap matrix,∑
µ Sλµ(Ri)Uµj(Ri) = S̃λ(Ri) is diagonal. The diabatic states follow:
φj(~r, ~R0 + δqi) =
∑
λ
φλ(~r, ~R0 + δqi)Uλj(Ri) (3.12)
The new transformed diabatic states achieve maximum overlap with their respective adi-
abatic states at R0.
Once U(R) is determined, the full molecular Hamiltonian is expanded in this new diabatic
basis set by a unitary transformation:
U †(R)ĤadiabaticU(R) = Ĥdiabatic
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Similarly, one can transform the diagonal adiabatic electronic energy matrix into the dia-





Here, a and b label diabatic electronic states, while λ labels an adiabatic electronic state.
In the diabatic basis set, the non-adiabatic coupling terms from term C vanish. From here,
one can easily resolve the coupling terms and begin to build the vibronic Hamiltonian.
It is interesting to note that the diabatic states are often much simpler to model than the
associated adiabatic states. In Figure 3.3, a comparison between the adiabatic (V ) and
diabatic (E) states for the same two level system is show. The diabatic surfaces are much
smoother than the adiabatic states.
Figure 3.3: Comparison of two states obtained from an arbitrary 2D Hamiltonian in the
adiabatic (V ) and diabatic (E) representation.[56]
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3.2.2 Building a vibronic model Hamiltonian
One can obtain the vibronic coupling constants by performing a Taylor series expansion of
the potential energy matrix [54]:









Where a and b label diabatic electronic states and i and j label normal modes up to m.
One can obtain the Taylor series coefficients for the first term in the expansion, Eab, for a
given normal mode using numerical derivatives:
Eiab =
Eab(Ro + δRi)− Eab(Ro − δRi)
2δRi
(3.15)
It is important to highlight that equation (2.2.7) contains the first-order correction, or lin-
ear term. Higher order corrections can be derived using a similar method and high-order
Taylor expansions. Such methods and protocols have been described in detail in the liter-
ature, such as the construction of a quadratic vibronic Hamiltonian [51]. In the context of
this project, the vibronic model used only employs linear coupling terms.
There are three main advantages to using a vibronic model to model non-adiabatic dy-
namics and processes:
(1) It provides the simplest way to go beyond the BO approximation and obtain cou-
pling between electronic and nuclear degrees of freedom.
(2) It provides an effective way to model conical intersections since the multi-character
nature is inherent to diabatic states.
(3) By diagonalizing the diabatic Hamiltonian Ĥdiabatic, one can predict the adiabatic po-
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tentials and surfaces with a high degree of accuracy since a multi-character representation
naturally captures anharmonicities. This is shown in Figure 3.4.
Figure 3.4: Comparison between adiabatic surfaces determined using the vibronic model vs
BO electronic structure calculations. Solid lines represent the adiabatic surfaces determined
by diagonalizing the vibronic Hamiltonian. Dotted points represent the actual clamped
nuclei calculation determined at the IP-EOM-CCSD level of theory. The PES used is for
formic acid along its fourth normal mode.[56]
3.3 Generating spectra with MCTDH
Once the vibronic model Hamiltonian has been determined, one can use multi-configurational,
time-dependent Hartree (MCTDH) framework to account for time propagation and fold in
real-time dynamics.
MCTDH is an algorithm to solve the time-dependent Schrödinger equation for many-body
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systems using wavepacket propagation. [57, 58] In the wavepacket ansatz, the wavefunc-
tion Ψ is characterized as a product expansion of time-dependent, single particle functions.
Using this ansatz, one can find a variational solution to the time-dependent Schrödinger
by using a set of coupled equations. [59]
Once the Schrödinger equation has been solved, the autocorrelation function is determined.
In the Heisenberg picture of spectroscopy, the time evolution of the system is considered
and the total spectrum is determined by the Fourier transform of the time-correlation
function. [60] The time-correlation function provides a statistical representation of how
two dynamic properties are coupled as a function of time and it describes how a long cer-
tain property of the system (such as excitations) exist until it is dominated by molecular
motion.[60] In general, the correlation function can be written as:
Cαβ(t) =< α(o)β̇(t) >o (3.16)
Where α and β represent two different dynamic properties of the system. The<>o indicates
that the average is being performed at a reference time t = 0. When the correlation
function is written as two different dynamic properties, as shown above, it is denoted the
cross-correlation function, whereas if the two properties being evaluated are the same.
such as Cαα, is denoted the autocorrelation function. In the case of vibronic spectroscopy,
the spectrum is generated by the Fourier transform of the dipole moment autocorrelation
function for the absorbing species. [60] In the context of this project, the autocorrelation
function is defined as:
C(t) =< Ψo|µ̂e−iĤtµ̂|Ψo > (3.17)
where µ̂ is the dipole operator, Ĥ is the vibronic model Hamiltonian, and Ψo is the initial
state of the absorbing species. This autocorrelation function is Fourier transformed into
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Figure 3.5: Transforming from autocorrelation to spectrum
frequency domain, to obtain a vibronic spectrum as demonstrated in Figure 3.5.
A detailed account of all calculation parameters, wave-packet propagator and Fourier trans-
form conditions, as well as exact methodology used is found in the corresponding results
chapters. A description of the exact protocol being used to generate the vibronic models




spectroscopic identification of beer
bittering molecules
In this chapter, DMS-MS coupled with UVPD is explored as a potential alternative method
to identify and quantify bittering molecules present in beer. First, the clustering behaviour
under different DMS-MS conditions and environments are determined for deprotonated
humulone and deprotonated isohumulone. Once the DMS-MS parameters are optimized
to induce maximum separation between species of interest, deprotonated humulone and
isohumulone are subjected to UVPD action spectroscopy experiments and their vibronic
spectrum are analyzed. Key differences in the vibronic spectrum of deprotonated humulone




Beer is among the most consumed alcoholic beverages in the world. The flavour profile
- its unique combination of aroma and taste impressions - is a major factor in consumer
acceptance.[20] Amongst the flavour profiles concerning the taste of beer, bitterness acts
as a crucial contributor.[21] It is beneficial for breweries to accurately describe the bitter-
ness of their product for both quality assurance and new product development. A beer’s
overall bitterness is intimately tied to the number of bittering compounds present and
their ratios. While the overall bitterness is a result of a mixture of all brewing ingredi-
ents, approximately eighty percent of the bitterness profile is determined by the addition
of hops (Humulus lupulus) during the brewing process.[21, 22] Hops are rich in α-acids,
a family of compounds that thermally isomerize into the bitter-tasting iso-α-acids during
wort boiling.[21, 22, 61]
α-Acids in hops are resinous constituents found in the female flower.[63] Comprised of
homologues and isomers of humulone, approximately ninety-eight percent of total α-acids
in hops are found as three major congeners: humulone, adhumulone, and cohumulone.[64]
As is shown in Figure 4.1, humulone and adhumulone are regioisomers, differing solely
in the position of a methyl group. Similarly, cohumulone is a homologue of humulone,
containing the same base structure, but differing in the length of one sidechain. While the
α-acids are precursors to the iso-α-acids, they themselves are tasteless.[65] During the beer
boiling process, the tasteless α-acids undergo thermal isomerization into epimeric pairs of
flavourful bitter iso-α-acids.[21, 22, 61] The proposed isomerization mechanism of α-acids
to iso-α-acids proceeds via an acyloin rearrangement, transforming from a six-membered
ring to a five-membered ring structure.[61, 65] For each α-acid species, cis and trans iso-
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Figure 4.1: The α-acids and their respective isomers. R represents the side chain that is
associated with each homologue. Modified from [62].
mers are created. The proposed reaction mechanism is illustrated in Figure 4.2. [22]
Figure 4.2: Acyloin rearrangement of α-acids into iso-α-acids.
Experimental work conducted by Jaskula et al. reveals that iso-α-acid formation follows
first order kinetics, signifying that the amount of iso-α-acid formation is proportional to
the initial α-acid content.[61] Utilization refers to the fraction of available α-acids that
are converted into iso-α-acids.[22] In conventional brewing, the α-acid utilization plateaus
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around 25-35% .[22] The cause of the poor isomerization yield is attributed to low sol-
ubility of α-acids in beer, incomplete isomerization due to insufficient boiling time, and
depletion of α-acid and iso-α-acid content.[61] Additionally, final utilization is dependent
on a plethora of solution properties such as pH, boil duration, and temperature.[61] Efforts
to improve the final utilization is an active research area, with advances including the use
of a metallic isomerization catalyst, increasing solution alkalinity, and incorporating oxi-
dization products of the bitter acids into the brew.[22, 61, 65]
The isomerization process yields six major congeners; trans and cis stereoisomers of isohu-
mulone, isoadhumulone, and isocohumulone. The formation of cis or trans isomers occurs
at a ratio of approximately 7 : 3, respectively.[65, 66] Due to a reduction in steric hin-
drance, the cis isomer is thermodynamically more stable than its trans counterpart.[67]
Not only do different iso-α-acid congeners elicit a different bittering potency, but so do
different stereoisomers derived from the same α-acid species.[65] In a series of organoleptic
studies, it was reported that the cis congener is substantially more bitter than its trans
counterpart, and isohumulone is more bitter than iso-cohumulone.[22] Each iso-α-acid plays
a discrete role in the perceived bitterness of a beer, and therefore, an accurate portrayal
of beer bitterness needs unique identification of each iso-α-acid.
Despite the variety of iso-α-acid species, most methods currently established only quantify
total iso-α-acid count. The international bitterness unit (IBU) relies on ultraviolet-visible
(UV-Vis) spectrophotometry to quantify bitter acids and it is calculated using the follow-
ing formula[63]:
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IBU = abs275 ∗ 50 (4.1)
While this technique provides a platform for measuring total bitterness, it is widely re-
garded as insufficient due to its inability to distinguish between separate iso-α-acids.[65,
16, 68] In fact, both the isohumulones and their tasteless α-acid counterparts exhibit ab-
sorption in the 275 nm regime, causing an artificial increase in the calculated IBU. Ad-
vances in iso-α-acid detection methods have been mainly focused on high-performance
liquid chromatography (HPLC) coupled techniques, improving on the individual species
identification.[65, 68] However, HPLC methods are extremely time inefficient and require
the use of expensive standards to calibrate the column.[68] In this chapter, the use of
DMS-MS coupled with UV-PD action spectroscopy to create a rapid identification protocol
between iso-α-acids and α-acids is proposed, building on the work initiated by Zhang[69].
By finetuning the DMS-MS parameters to filter for a species of interest prior to irradiation,
it is possible to directly probe the electronic structure, providing a method of exact species
identification. The results of the UVPD studies will provide the framework to assess the
validity of using gas phase electronic spectroscopy as a method for rapid bitterness quan-
tification in beer. Deprotonated isohumulone and humulone are selected as the test isomer
pair for this proof-of-concept study, owing to the fact that humulone is the most abundant
α-acid congener found in hops. Aside from creating a method to draw distinction between
species, UV-PD will provide insights into the electronic structure of these species and the





A SelexIon differential mobility spectrometer was used in tandem with a QTRAP 5500
mass spectrometer (SCIEX; Concord, ON), as described in detail in Chapter 2. ESI condi-
tions were optimized to yield the desired parent ions. The exact ESI and DMS conditions
used for each experiment can be found in Appendix B.
Analytical grade humulone (2 mg/mL in MeOH:H2O solvent) was purchased from Car-
bosynth and additional humulone standard was synthesized by the Murphy group at the
University of Waterloo and its structure verified using NMR spectroscopy. α-Acids and
iso-α-acids extracts were obtained from Hopsteiner. Analytes were diluted to a concen-
tration of 100 ng/mL in a 1 : 1 solution of MeOH:H2O or ACN:H2O prior to electrospraying.
Deprotonated humulone, cis-isohumulone, and trans-isohumulone were subjected to DMS-
MS experiments by selecting the parent mass of m/z=361 in negative mode using enhanced
product ion (EPI) mode in the mass spectrometer. It is important to note that standards
of isohumulone were not readily available, therefore, experiments were conducted using a
commercially available mixture of isomerized α-acids. However, due to the abundance of
humulone found in hops compared to the other α-acid congeners, it is assumed that the
major contribution to the m/z=361.2 parent mass in the iso-α-acid extract will be com-
prised of an ensemble of cis and trans-isohumulone.
DMS experiments were performed by ramping the SV from 0-4000 V. At each SV step, the
CV is scanned in increments of 0.1 V to create an ionogram. In order to investigate the
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clustering behaviour of each species, the obtained ionograms were used to create dispersion
plots. A detailed description of DMS-based experiments can be found in Chapter 2. The
experiments were first completed in a pure N2(g) environment, and then were repeated by
seeding the collision gas with 1.5 % (v/v) of MeOH and IPA modifiers.
To facilitate photodissociation experiments, the DMS-MS apparatus was retrofitted with a
window to allow for light from an Nd:YAG-pumped optical parameteric oscillator (OPO)
as described in Chapter 2. Ion transmission maxima from the DMS-MS experiments were
selected as SV/CV pairs and were held in an ion trap as they were irradiated by the OPO.
The OPO was scanned in increments of 2 nm for a range of 208-400 nm in the case of
deprotonated humulone and 208-360 nm in the case of deprotonated isohumulone. Parent
and fragment ion intensities were monitored and recorded at each wavelength step and
their relative intensities were used to generate an action spectrum. The exact conditions
used to obtain the action spectra are presented in Appendix B.
4.2.2 Computational methods
The global minimum deprotonation tautomers of humulone, cis-isohumulone, and trans-
isohumulone were selected according to the work by Zhang[69] and reoptimized at the
CAM-B3LYP/6− 311 + +G(d, p) level of theory on Gaussian 16. Following optimization,
normal mode analyses were performed to ensure that the structures lie on a minimum
on the PES. In order to model excited states, the first fifteen vertical excitation energies
were calculated for each species. CAM-B3LYP has been shown to provide more accu-
rate excited state energies than conventional B3LYP due to the addition of a long-range
correction.[70] Adiabatic Franck-Condon calculations were performed on Gaussian16 by
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optimizing the ground state and the first six excited states of deprotonated humulone us-
ing the CAM-B3LYP/6311++G(d,p) level of theory. However, no vibronic progression
was calculated between the ground state and excited states, signifying that vibronic activ-
ity occurs at a geometry far away from the Franck-Condon point. Therefore, the vertical
gradient FC suit on ORCA 4.2.1 was used to generate theoretical spectra for experimental
comparison. The FC overlap between the ground state S0 and the first nine singlet excita-
tions was calculated for each species and summed to create the overall vibronic spectrum.
Protonated cis-isohumulone and trans-isohumulone spectra were combined to model the
ensemble being probed. The cis to trans contributions were weighted according to their
average abundance ratio after isomerization of 7 : 3.[65, 66] Due to computational expense,
calculations were performed at the CAM-/6 − 311G level of theory. Vertical excitation
energies obtained using CAM-B3LYP/6−311++G(d, p) were compared to those obtained
from CAM-B3LYP/6− 311G and minimal variation between basis sets was observed.
4.3 Results
4.3.1 DMS-MS experiments
Figure 4.3 shows the dispersion plots collected for a) deprotonated humulone and b) depro-
tonated isohumulone in a pure N2(g) environment, as well as gaseous environments seeded
with 1.5% (v/v) of IPA and MeOH at low DMS temperature (150oC). The deprotonated
humulone data was collected by Zhang [69] using a dilution solvent of MeOH:H2O in a
1 : 1 ratio, whereas the isohumulone experiments were performed using a dilution solvent
51
of ACN:H2O in a 1 : 1 ratio. The characteristic dispersion curve for the humulone standard
was not observed in the iso-α-extract sample, indicating that humulone was not present in
the Hopsteiner extract, therefore it is valid to consider both experiments individually. In
the pure N2(g) environment, both deprotonated humulone and isohumulone exhibit hard
sphere clustering. In the IPA seeded environment, both deprotonated humulone and iso-
humulone exhibit strong clustering behaviour, as expected. The strong solvent interaction
can be attributed to the highly polarizable IPA molecules being attracted to the anion’s
negative charge. As an intermediate between N2(g) and IPA, MeOH modifier results in
Type B behaviour for both deprotonated hunmulone and isohumulone, indicative of weak
clustering. Interestingly, no evidence of separation of cis and trans isomers of isohumulone
or separation of other iso-α-acid isobaric congeners, like isoadhumulone, are observed in
the DMS-MS experiments. This is likely due to the extreme structural similarities among
species and it is inferred that little to no change in CCS is observed. As a result, it is neces-
sary to consider the probed ensemble as being comprised of a mixture of all isobaric species
and tautomers. Due to the observance of strong clustering behaviour in both deprotonated
Figure 4.3: The dispersion plot for a) deprotonated humulone in MeOH : H2O solvent and
b) deprotonated isohumulone in ACN : H2O solvent in N2(g), IPA, and MeOH modifiers.
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humulone and isohumuloe, the use of an IPA seeded environment is a promising candidate
for species specific selection prior to photodissociation experiments. Resulting from the
fact that the dispersion plot data presented for humulone in Figure 4.3 was collected using
a dilution solvent of MeOH:H2O, the DMS-MS experiments were repeated using ACN:H2O
to provide an accurate comparison with the obtained results for deprotonated isohumu-
lone. The results of the DMS-MS experiments for deprotonated humulone in ACN:H2O
are presented in Figure 4.4 and the ionograms obtained at an SV = 3600 V when selecting
for m/z=361.2 in b) deprotonated humulone and c) deprotonated isohumulone are pro-
vided. It is important to note that while the dispersion plot in Figure 4.4a showcases two
curves, the mass spectrum of the black curve does not contain the parent mass m/z=361.2,
and therefore, is not considered to evolve from our ion of interest. When comparing the
ionograms presented in Figure 4.4b and 4.4c, it is apparent that deprotonated humulone
and isohumulone elute at significantly different CV, namely CV = -4 V for deprotonated
humulone and CV = -9 V for deprotonated isohumulone.While the current experiments
were not replicated using a mixture of deprotonated humulone and isohumulone, it can be
inferred that the use of IPA modifier presents sufficient selectivity to separate between the
isobars that are inseparable by traditional MS. Therefore, IPA modifier and the resulting
clustering behaviour is used as the ion filter prior to irradiation by the OPO.
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Figure 4.4: Right: Collected dispersion plot of a) deprotonated humulone and b) deproto-
nated isohumulone in IPA using ACN:H2O solvent. Left: The ionogram collected in IPA




Photodissociation experiments were performed on deprotonated humulone and deproto-
nated isohumulone in an IPA seeded environment using an SV = 3500 V.While higher SVs
would likely result in an increase in difference between CVs needed to elute deprotonated
humulone and isohumulone, an SV of 3500 V was selected to prevent high charge accumu-
lation in the DMS cell resulting in electrical breakdown in the instrument. Photofragmen-
tation spectra were collected using a modified version of enhanced multiply charged scan
(EMC) mode. When using EMC mode, both deprotonated humulone and isohumulone
show additional ionogram features and transmission maxima when compared to analogous
experiments performed using EPI. Through an analysis of the fragmentation spectrum at
each new ion transmission maxima, it was inferred that the new ionogram features result
from a doubly charged parent dimer, and therefore, was excluded from further photodisso-
ciation analysis. The EMC ionograms and their resulting fragmentation spectrum of the
additional ionogram features can be found in Appendix B. The effects of using modified
EMC are still unclear and further investigation is needed to clarify how EMC mode may
change the charge distribution of analytes.
Deprotonated humulone was selected at CV = -2.7 V and deprotonated isohumulone was
selected at CV = -12.0 V. The action spectrum for deprotonated humulone was created by
monitoring the depletion of the parent mass m/z=361.2, and the formation of daughter
fragments m/z=347.4 and 292.2, whereas the action spectrum of deprotonated isohumu-
lone was created by monitoring the main fragments m/z=264.5, 265.4, and 195.7, among
other minor fragments. The photofragmentation mass spectrum of deprotonated humulone
and deprotonated isohumulone at 276 nm are shown in Figure 4.5a and Figure 4.5b, respec-
tively. In the case of deprotonated humulone, the m/z=347.4 fragment can be attributed
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to the loss of CH2 , forming the structure for deprotonated cohumulone, whereas the
m/z=292.2 fragment results from loss of C5H9 . For deprotonated isohumulone, the major
photodissociation fragments are m/z=264.5 and 265.5 and that can be attributed to the
loss of the acyloin moiety leading to the formation of humulinic acid and dehydrohumulinic
acid, respectively, followed by the subsequent loss of C5H9 to produce m/z=195.7.
Figure 4.5: The mass spectrum collected for a) deprotonated humulone and b)deprotonated
isohumulone when irradiated by 276 nm light.
The degradation of isohumulone via photolysis to form dehydrohumulinic acid is the
first step in creating the light-struck flavour in beer. The photofragmentation occurs via
a Norrish type I mechanism causing the cleavage of the acyloin moiety. [71, 72]. In a Nor-
rish Type 1 photoreaction, a carbonyl is first excited into a singlet state then undergoes a
spin-forbidden transition into a low-lying triplet state via an intersystem crossing. Once
in the excited triplet state, an energy transfer occurs, causing the cleavage of a C-C bond
located next to the carbonyl α-carbon. [73] Once the cleavage takes place, products may
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undergo rearrangement on the GS PES to form stable products.[73] Isohumulone possesses
an enolized -tricarbonyl chromophore. [74]
It is important to note that during the photodissociation experiment of deprotonated
isohumulone, parent and ion fragment masses appear to shift by 1 m/z unit during the low
energy OPO regime (292-360 nm) and in high energy OPO regime (208-234 nm), while the
intermediate energy regime (234-292 nm) appears to be unaffected. Due to the frequency
dependence of the mass shift, the discrepancy has been attributed to slight movement in
the UV beam that causes a change in the photodepletion conditions. The mass spectra
depicting these mass shifts can be found in Appendix B.
The total action spectrum for deprotonated humulone and isohumulone is shown in Figure
4.6. The onset of the first vibronic progression in the action spectrum for deprotonated
isohumulone is blueshifted in comparison to the action spectrum obtained for deprotonated
humulone, in agreement with reported solution phase UV-Vis absorption spectra for the
two species. [75, 76, 77] While the two vibronic bands occurring between 4.0 - 4.75 eV and
4.75 eV - 5.75 eV are similar in both species, deprotonated humulone demonstrates addi-
tional absorption activity in the low energy region of the spectrum, with a local maximum
occurring at 3.43 eV. Therefore, spectral dissimilarities between deprotonated humulone
and isohumulone indicates that the electronic spectrum can be used as a fingerprint to
identify either species by probing absorption activity at 3.43 eV. Notably, both depro-
tonated humulone and isohumulone demonstrate absorption at the wavelength used to
calculate IBU, 275 nm (4.51 eV), providing further evidence that IBU measurements can
be artificially increased by α-acid absorption interference. Globally, both spectra depict
broad vibronic bands that lack vibrational fine structure. This indicates that the dominate
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Figure 4.6: The action spectrum obtained for a) deprotonated humulone and
b)deprotonated isohumulone. Black points indicate raw data, black curves present the
3-point average of the raw data. Error bars represent +/- 0.5 σ at each wavelength. The
red curves represent the theoretical vibronic spectrum calculated for each species.
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photofragmentation mechanisms in deprotonated humulone and deprotonated isohumulone
occur on a vibrationally hot ground state surface. Further investigations into elucidating
the fragmentation mechanisms is needed.
The band maxima for deprotonated humulone occur at 3.43 eV (362 nm), 4.34 eV (286
nm), and 4.88 eV (254 nm). The maxima occurring at 3.43 eV and 4.88 eV are relatively
consistent with the first and second absorption maximum reported in UV-Vis solution
phase absorption, measured at approximately 3.59 eV (345 nm) and 5.28 eV (235 nm),
respectively.[75, 76, 78] Using the two absorption maxima as a reference, the gas phase
spectrum is approximately 20 nm red-shifted in comparison to solution phase results. Ad-
ditionally, the action spectrum of deprotonated humulone shows a third absorption max-
imum, intermediate in energy between the two expected maxima, that is not observed in
solution phase.
In contrast, the deprotonated isohumulone spectrum shows a band maximum at 4.37 eV
(284 nm), and a secondary maximum occurring at 4.88 eV (254 nm). The experimen-
tally determined absorption maxima in deprotonated isohumulone are in good agreement
with the expected absorption wavelengths of its chromophore. The enolized β-tricarbonyl
chromophore is known to have a strong π − π∗ type absorbance at a wavelength of 255
nm and possess an absorbance shoulder at 270-280 nm. [74] Furthermore, the reported




Table 4.1 shows the first nine vertical excitation energies for deprotonated humulone, cis-
isohumulone, and trans-isohumulone, along with their dominant transition type. Depro-
tonated humulone is predicted to exhibit lower energy absorption when compared to de-
protonated isohumulone, verifying the observed energy shift in the experimental action
spectrum. All three species possess predominately π − π∗ type transitions, as expected
with the presence of highly conjugated chromophores. Interestingly, the HOMO-LUMO
transition for all three species demonstrates a π−n∗ type of transition, as shown in Figure
4.7.
Figure 4.7: The HOMO-LUMO transition orbitals for deprotonated humulone, cis-
isohumulone, and trans-isohumulone. Determined at the CAM-B3LYP/6-311++G(d,p)
level of theory.
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Table 4.1: The first nine vertical excitations (eV) for deprotonated humulone, cis-
isohumulone, and trans-isohumulone, calculated using CAM-B3LYP-6311++G(d,p) on
Gaussian 16. Transition type was determined by analyzing the major orbital contribu-
tions for each transition. Orbitals were considered major if their character was > 0.2.
Oscillator strength for each vertical transition is reported in brackets.
Excited State humulone cis-isohumulone trans-isohumulone
S1 3.7987 (0.087) 4.0287 (0.006) 4.0299 (0.005)
π − π∗ π − π∗ π − π∗
S2 4.0907 (0.003) 4.2541 (0.012) 4.2434 (0.004)
π − π∗ π − π∗ π − π∗
S3 4.3319 (0.272) 4.5821 (0.003) 4.5409 (0.002)
π − π∗ π − π∗ π − π∗
S4 4.3809 (0.092) 4.6959 (0.029) 4.6273 (0.006)
π − π∗ π − π∗ π − π∗
S5 4.5534 (0.001) 4.7385(0.156) 4.8431 (0.128)
π − σ∗ π − π∗ π − π∗
S6 4.6579 (0.005) 5.1598 (0.010) 5.0634 (0.041)
π − π∗ π − σ∗ π − σ∗
S7 4.7921 (0.004) 5.2891 (0.187) 5.2043 (0.047)
π − σ∗ π − π∗ π − σ∗
S8 4.8878 (0.002) 5.3111(0.005) 5.2990 (0.023)
π − σ∗ π − σ∗ π − σ∗
S9 5.0297 (0.002) 5.3472 (0.002) 5.3526 (0.002)
π − π∗ π − σ∗ π − σ∗
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To provide comparison to our experimental results, the theoretical vibronic spectra con-
taining the first nine excited states for deprotonated humulone, cis-isohumulone, and trans-
isohumulone was determined. The theoretical spectrum of each species was redshifted by
50 nm and the results are presented in Figure 4.6. In the case of deprotonated humulone,
the theoretical spectrum captures the initiation of the first vibronic progression with accu-
racy, but fails at locating absorption maxima. The theoretical results predict an individual
small vibronic feature in the high energy region of the spectrum, whereas the experimental
results demonstrate two large features within this energy regime. In the case of depro-
tonated isohumulone, the theoretical model accurately predicts the position of the first
vibronic progression, however it fails to account for the second feature. This indicates that
the amount of excited states considered in the FC spectrum construction were insufficient
and must be expanded to include higher energy excited states. In both cases, the reduction
of basis set size and the lack of consideration for non-adiabatic effects can be held respon-
sible for some of the inconsistencies between experimental and theoretical models. As
shown in Table 4.1, all three species demonstrate many degenerate and isoenergetic singlet
excited states, resulting in the presence of non-adiabatic interactions like conical intersec-
tions being present. The high amount of vibrational degrees of freedom present in both
deprotonated humulone and isohumulone further amplifies the amount of non-adiabatic
interactions. Future computational work will be focused on calculating a vibronic model
with full consideration of non-adiabatic effects for vibronic spectra generation.
4.3.3 Conclusions
In this study, DMS-MS parameters were optimized to specifically allow for the selection of
deprotonated humulone and isohumulone. By performing DMS measurements and record-
62
ing the optimal CV needed to transmit the parent mass m/z=361.2, IPA modifier was
chosen to enable maximum CV separation between transmission ion maxima of depro-
tonated humulone versus deprotonated isohumulone. When exposed to an IPA seeded
environment at an SV of 3500 V, it was recorded that deprotonated humulone eluted at
a CV = -2.7 V while deprotonated isohumulone eluted at a CV = -12 V. The large sepa-
ration between elution CV for both species indicates that these conditions can be used to
separate a mixture comprised of both isobars. Once selected by DMS-MS, deprotonated
isohumulone and humulone were subjected to spectroscopic interrogation and their action
spectrum were recorded. A significant blueshift was observed when comparing the vibronic
spectrum of isohumulone to humulone, signifying that DMS-MS coupled with UVPD exper-
iments is a viable methodology for quantifying the overall presence of bittering molecules




UVPD spectroscopy of differential
mobility-selected, adenine
prototropic isomers
In this chapter, a study on applying DMS-MS coupled with UVPD to protonated adenine
tautomers is presented in order to directly prove that the two DMS resolved species ob-
served by Anwar et al. corresponds to two tautomeric forms. The action spectrum for
both tautomeric species is recorded and compared to quantum chemical calculations to
provide insights into the identity of the tautomeric species, the electronic and geometric
structure, and their behaviour under ionizing radiation. Due to the large amount of de-
generate and iso-energetic excited states within protonated adenine, investigation of the
non-adiabatic processes governing excited state behaviour is conducted using a linear vi-
bronic coupling (LVC) Hamiltonian and the multiconfigurational, time-dependent Hartree
algorithm. These calculations consider complicated excited state phenomena like conical
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intersections. Generation of theoretical vibronic spectra using the LVC model allows for
direct comparison with experimental action spectra for correct tautomer assignment.
5.1 Introduction
Adenine, one of the building blocks of DNA and RNA, plays a fundamental role in the stor-
age, encoding, and expression of genetic information.[17] Owing to its biological relevance,
many theoretical and experimental studies have been conducted to elucidate the structure
and properties of adenine, such as its different tautomeric forms[79] and its interaction
with UV ionizing radiation.[80, 81] Although adenine is usually a neutral molecule under
physiological conditions, studies have shown the presence of protonated adenine [A+H]+ in
biological systems and revealed its biological functions. For instance, adenine protonated
Figure 5.1: Diagram of neutral adenine with conventional numbering.
at the N1 site has been demonstrated to stabilize adenine-cytosine mismatched base pairs
in RNA [18], and protonation at the N3 site may have a role in ribosome phosphodiester
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cleavage.[19] Different tautomeric forms of [A+H]+ have different physicochemical activi-
ties and therefore different implications in bioprocesses that may lead to mutations causing
genetic disease or cancer. To understand the possible roles of the different tautomers, a
thorough investigation of each isolated individual tautomer of [A+H]+ and their properties
needs to be performed. According to quantum chemical calculations done by Anwar and
coworkers[17], four energetically low-lying tautomers of [A + H]+ exist in the gas phase,
each requiring their own individual and isolated experiments to elucidate their electronic
structure and unique properties. The four lowest-lying tautomers, their standard nomencla-
ture, and their relative energies are shown in Figure 5.2. Various spectroscopic techniques
have been employed to study tautomers of [A + H]+ and related structures, such as in-
frared multiphoton dissociation (IRMPD) spectroscopy[82, 83], femtosecond pump-probe
spectroscopy[84], UV–UV hole-burning spectroscopy[85], and ultraviolet photodissociation
action spectroscopy.[86, 87, 88] However, most spectroscopic experiments have been fo-
cused on the global minimum [A + H]+ tautomer and little has been done to investigate
the structures of other tautomeric species.
When coupled with mass spectrometric techniques, ultraviolet photodissociation (UVPD)
action spectroscopy is a useful tool for elucidating the electronic structure of gas-phase
biomolecules.[14, 15] UVPD studies have been shown to be sufficiently sensitive to dis-
tinguish between the protonation tautomers of a given species[89, 90] and have been a
popular choice for studying the electronic structure of protonated, neutral, and cationic
adenine. [80, 86, 87, 91, 88] Several groups have independently measured UVPD action
spectra for the various tautomers of [A + H]+. Notably, in a study performed by Marian
et al., an investigation into the electronic structure of protonated adenine in compari-
son to its neutral form was conducted using a combined experimental and theoretical
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approach.[87] The UV photofragmentation action spectrum reported for the range 4.2-4.9
eV demonstrated a wide onset at 4.3 eV and spectral features indicative of a strong S0−S1
geometry shift. Based on quantum chemical calculations, the authors concluded that the
spectrum resulted mainly from the global minimum tautomer,11H-9H-A+. The wide on-
set was speculated to arise from a low-lying conical intersection between the S1 excited
state and the electronic ground state S0, allowing for an ultrafast relaxation pathway and
dissociation from a vibrationally hot ground state. [87] Likewise, in 2014, Berdakin et
al. conducted a photofragmentation study on cold protonated adenine.[91] Their results
indicated the presence of two systems that are close in energy in their experimental action
spectrum. Using an argument based on Boltzmann thermal populations, the two systems
were assigned to the two lowest energy tautomers respectively. [91] It is worth noting that
neither study had the experimental capacity to completely eliminate the presence of other
tautomers. Cheong and coworkers[88] studied the UV photofragmentation of selectively
prepared [A + H]+ tautomers, one prepared by dissociation of a neutral adenine dimer
system, and one prepared by using a conventional electrospray ionization (ESI) source. By
comparing the recorded fragmentation pattern to literature, Cheong et al. concluded that
the ESI source favoured the global minimum tautomer, 1H-9H-A+. Likewise, using quan-
tum chemical calculations and an observed redshift in action spectrum when compared
to Marian et al.’s action spectrum for the 1H-9H-A+ tautomer, the species derived from
dissociation of the dimer system was assigned to their second lowest lying tautomer, which
corresponds to the 3H-9H-A+ tautomer. It is important to note that in their study, the
universal second lowest-lying tautomer, corresponding to 3H-7H-A+, was not considered in
their theoretical framework. Although the work undertaken by Cheong et al. allowed for
the investigation of the electronic structure of the 3H-7H-A+ tautomer, it remains difficult
to draw comparisons between the various spectra obtained for [A+H]+, owing to the fact
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that the spectra collected by Cheong et al. and Marian et al. were performed under dif-
ferent experimental conditions and at different locations. Furthermore, it was not possible
to rule out the presence of other tautomers in their ESI ensemble.[88]
Differential mobility spectrometry (DMS) lends itself naturally to being utilized to sep-
arate different tautomers of [A + H]+. In a paper by Anwar et al., two tautomers of
[A + H]+ were separated using DMS and their physicochemical behaviour was studied
using MS methods including collision-induced dissociation and hydrogen-deuterium ex-
change (HDX).[17] Although indirect in nature, the results of the MS studies affirmed the
hypothesis that the two DMS-resolved species were indeed associated with two different
tautomeric forms of [A + H]+. However, assignment of geometric structure could only
be made based on a Boltzmann distribution of calculated gas-phase structures.[17] In this
chapter, it is proven that that the two species resolved by Anwar et al. are two different
tautomeric forms, by directly probing their electronic structures using UVPD action spec-
troscopy. Complimentary theoretical work is used to support experimental findings and
provide structural assignments to the resolved species.
5.2 Methods
5.2.1 Experimental methods
A SelexIon differential mobility spectrometer was used in tandem with a QTRAP 5500
mass spectrometer (SCIEX; Concord, ON). An ESI voltage of +4500 V was used and the
source temperature was set to 32oC. A nebulizing gas pressure of 30 psi and an auxiliary
gas pressure of 0 psi were used. The DMS cell was set to a temperature of 150oC. Nitrogen
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was used as both the curtain gas (20 psi) and the gas for collisionally activated dissociation
(9mTorr).
Adenine was purchased from Sigma-Alderich and diluted to a concentration of 10 ng/mL
in 50:50 mixture of ultrapure water and methanol with 0.1% formic acid. The adenine so-
lution was pumped into the ESI source at a rate of 7µL/min. Enhanced product ion (EPI)
mode was used to study the parent ion m/z = 136 in positive mode. The DMS separation
voltage (SV) was scanned from 0 V to 4000 V in increments of 500 V from 0-3000 V, and
in increments of 200 V from 3000-4000 V, whereas the compensation voltage (CV) was
scanned from -10 V to + 10 V in 0.1 V increments to produce an ion transmission curve
(ionogram) at each SV step. The ionogram was fit to a Gaussian curve and the maxima
were recorded at each corresponding SV point to create a dispersion plot. A SV of 3500
V was selected for the photodissociation experiments to give maximum spatial separation
between ion transmission maxima.
To facilitate photodissociation experiments, the DMS-MS apparatus was retrofitted with a
window to allow for light from an Nd:YAG-pumped optical parameteric oscillator (OPO)
as described previously.[26] Ion transmission maxima from the DMS-MS experiments were
selected as SV/CV pairs and were held in an ion trap for 1 and 30 ms, respectively, to
ensure ideal ion intensity as they were irradiated by the OPO. The OPO was scanned in
increments of 1 nm from 208-350 nm for 20 cycles. Parent and fragment ion intensities
were monitored and recorded at each wavelength step and their relative intensities were
used to generate an action spectrum. Experiments were repeated three times on different
days to ensure reproducibility and can be found in Appendix C.
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Figure 5.2: Relative energy ordering of the four lowest-lying tautomers of [A+H]+ in both
the gas and solution phase. Structures were optimized using B3LYP/6-311++G(d,p) and
the electronic energy was calculated using CCSD(T)/6-311++G(d,p).
5.2.2 Computational methods
All geometric structure and electronic energy calculations were performed using Gaussian
16. [92] Four adenine tautomers were found by changing the site of protonation, as shown
in Figure 5.2. The initial optimized structures of [A+H]+ were taken from the work done
by Anwar et al. at the B3LYP 6-311++G(d,p) level of theory.[17]. Normal mode analyses
were performed using the same level of theory to ensure these structures were located on a
minimum on the potential energy surface and the electronic energies of the DFT optimized
structures were improved using CCSD(T)/6-311++G(d,p). The first fifteen vertical exci-
tation energies were calculated for all four tautomeric species using TD-DFT on Gaussian
16, at the same level of theory described above. To further refine the excited state energies,
70
the vertical excitation energies were calculated again using the STEOM-DLPNO-CCSD/6-
311++G(d,p) level of theory on ORCA 4.2.1[93]. STEOM-DLPNO-CCSD has been shown
to provide more accurate vertical excitation energies when compared to experiment for 50
Boron-dipyrromethene compounds than their TD-DFT analogues with similar computa-
tional time.[94]
Theoretical vibronic spectra, including vibronic coupling effects were generated to include
the first fifteen excited states using a linear vibronic coupling Hamiltonian in a diabatic
basis set. The theory behind this method can be found elsewhere and the fundamentals
are described in Chapter 3. [95, 96] An adiabatic reference basis set was created using vi-
brational and excited state single point energy calculations at the B3LYP/6-311++G(d,p)
level of theory on Gaussian 16 and the TD-DFT transition densities are transformed into
a diabatic basis set using the maximum overlap criterion[97]. The diabatization scheme
yields an operator file that includes all the Hamiltonian parameters needed to model the
system of interest. Electric transition and magnetic dipole moments were included for
all excited states along each Cartesian coordinate individually. The operator file was
subjected to a wave-packet propagator within the Multi-configurational, time dependent
Hartree algorithm (MCTDH) framework[98, 99], as implemented in the QUANTICS soft-
ware package[100], generating an autocorrelation function. Due to the size of the species
being investigated, only one single particle function was used to describe each excited
state along each normal mode. The autocorrelation function was Fourier transformed to
generate a spectrum along each Cartesian coordinate. The results along each coordinate
were summed to create the rotationally averaged vibronic spectrum. Details on the input
parameters selected for calculations are provided in Appendix C. All calculations were re-
peated using the CAM-B3LYP functional for a test system, however, results for B3LYP
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were found to be more consistent with experimental findings.
5.3 Results
5.3.1 DMS-MS and collision induced dissociation of [A+H]+
Figure 5.3 shows the dispersion plot for four different ion signals for protonated adenine
following differential mobility separation in N2(g)by Anwar et al. [17] The major features
highlighted by the red and black lines occur at an ion transmission intensity of 108 whereas
the minor features in blue and green occur at an intensity of 106. Using declustering po-
tential (DP) studies, it was determined that the red and black curves result from tau-
tomer derived species, whereas the green and blue signals are attributed to weakly bound
adenine-solvent clusters that fragment post-DMS to yield the bare ion.[17] Therefore, in
the presented work, the possibility of the multiple peaks being attributed to weakly-bound
clusters was ruled out by setting the declustering potential to 0 V. Figure 4b shows the
resulting ionogram recorded when selecting for protonated adenine (m/z 136) at an SV of
3500V . Two ion transmission maxima at CV = −6.1V and CV = −3.1V are observed, in
agreement with the results obtained by Anwar et al.[17]. An asymmetric feature located
at CV = −1.2V on the Gaussian curve centered at CV = −3.1V was also selected for
investigation. To reiterate, due to the dependency the transmission CV has on the unique
ion mobility of the analyte, the presence of two ion transmission maxima indicates that
there exist at least two isomeric forms of [A+H]+ under current experimental conditions.
The CV values at which maximum ion transmission was obtained for each tautomer of
protonated adenine were used for ion selection prior to electronic excitation in the UVPD
experiments.
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Figure 5.3: a) The dispersion plot obtained by performing DMS-MS experiments on m/z=
136 in a pure N2(g) environment. Modified from the data presented by Anwar et al.[17]
b) The obtained ionogram at SV = 3500V. The red and black shaded regions indicate the
ion transmission maximum recorded resulting from tautomeric species at CV = -6.1 V and
CV = -3.1 V, respectively.
Upon irradiation, the generation of product fragments m/z = 119, 109, and 94 were mon-
itored along with the depletion of the parent ion (m/z = 136) to generate an action spec-
trum. The fragments with m/z= 119 and 109 are associated with loss of NH2 and loss of
HCN, respectively, and are observed in high abundance in CID studies and are consistent
with the fragmentation pattern reported by Anwar et al.[17] As stated in the literature,
these fragments are likely statistical in nature and do not have differences in dissociation
mechanisms between tautomers.[88, 87]. The fragment m/z= 94 is associated with loss of
NH2CN and is typically not observed in high abundance following CID of the parent ion
and has been shown by femtosecond pump-probe experiments to be a photoinduced disso-
ciation (PID) fragment of protonated adenine. [101, 84] Nolting et al. described the m/z
= 94 appearing after initial pump excitation, with the intensity of production increasing
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once the species is further excited by the probe wavelength.[84] As a result of its photo-
specific behaviour, this fragmentation channel should be highly sensitive to differences in
electronic structure between tautomers and should therefore be a good choice for tautomer
differentiation. As demonstrated in the study by Berdakin et al. where differences in the
m/z = 94 channel were used to distinguish between tautomers.[91] In the work by Berdakin
et al., two unique photofragmention systems were observed for [A + H]+, one starting its
vibronic progression at 4.40eV and one at 4.54eV . Aside from exhibiting differences in
band progressions, it was noted that in the low energy system, m/z= 94 and m/z = 119
were produced at the same intensity, whereas in the high energy system m/z = 119 was
produced at a higher intensity than m/z = 94. Berdakin et al. stated that the intensity
difference in the m/z = 94 mass channel likely arise from structural differences between
tautomers. [91]
5.3.2 Action spectroscopy and calculated vibronic spectra
The photodissociation action spectra for the two ion populations transmitted at CV =
−3.1V and CV = −6.1V (SV = 3500V ) are shown in Figure 5.4. The asymmetric shoul-
der at CV = −1.2V yielded the same spectrum as the main feature at CV = −3.1V
and was credited as resulting from the same tautomer. The spectrum for CV = −1.2V
can be found in Appendix C. In both Figure 5.4a and 5.4b, a broad and smooth onset is
observed, along with features that lack vibrational resolution. This may be indicative of
a short excited-state lifetime or many vibrational transitions being accessed. Indeed, as
demonstrated in Table 5.1, the vibronic progression observed experimentally begins at a
lower energy than the anticipated S1 surface across all tautomeric species, allowing to infer
that the fragmentation occurs on the electronic ground state S0. A direct comparison with
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calculated vibronic spectra is necessary to assign each spectrum correctly.
Figure 5.4: The total action spectrum collected for [A + H]+ at SV = 3500V at a)
CV = −3.1V and b) CV = −6.1V in a N2(g) environment. Points represent the raw
data, curves represent a 3-point Gaussian smooth of the data, and the error bars represent
pm0.5σ at each scanned wavelength.
The first three vertical excitations for each tautomer are tabulated in Table 5.1. It can be
noted that degenerate and iso-energetic excited states are present in all four tautomers.
Degenerate states are considered to be within the vibrational energy spacing (0.2-0.3 eV)
whereas iso-energetic states are spaced between 0.4-0.6 eV. As described in detail in Chap-
ter 3, when excited states are degenerate or iso-energetic, the states can interact with each
other through non-adiabatic interactions like vibronic coupling of excited states. The pres-
ence of many degenerate and iso-energetic excited states in all four [A + H]+ tautomers
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Table 5.1: The first three vertical excitations (eV) for each [A + H]+ tautomer and
their major canonical orbital contributions. Orbital contributions were considered if their
amplitude was greater than 0.20. Oscillator strengths are reported in brackets. Calculated
using STEOM-DLPNO-CCSD/6-311++G(d,p) on ORCA 4.2.1
Excited State A1 A2 A3 A4
S1 4.67 (0.229) 4.74 (0.496) 4.76 (0.478) 4.62 (0.324)
π − π∗ π − π∗ π − π∗ π − π∗
S2 5.32 (0.004) 4.85 (0.122) 4.93 (0.008) 4.70 (0.049)
n− π∗ π − π∗ π − π∗ π − π∗
S3 5.34 (0.102) 5.13 (0.000) 5.03 (0.002) 4.87 (0.002)
π − π∗ n− π∗ n− π∗ n− π∗
suggests that the excited state dynamics of these species may be regulated by non-adiabatic
processes. Indeed, conical intersections have been computationally shown to be ubiquitous
in excited states for both neutral and protonated adenine. [87, 102, 103, 104, 105]. In the
theoretical investigations reported by Nielson et al. and Marian et al. on the structures
of A3 and A1, respectively, conical intersections existing between S0 and S1 surfaces have
been located at a distorted ring puckered geometry. [87, 105] Therefore, in order to gener-
ate accurate theoretical models, non-adiabatic effects must be considered. The theoretical
vibronic spectra for the four lowest lying tautomers of [A+H]+ are shown in Figure 5.5.
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Figure 5.5: Theoretical vibronic spectra calculated for the four lowest-lying tautomers of
adenine using a linear vibronic Hamiltonian model at the B3LYP/6-311++G(d,p) level of
theory.
The presence of A4 can be immediately ruled out: in addition to being the highest energy
tautomer, the predicted spectrum for A4 shows response within the low energy region of
the spectrum (3.5-4.5 eV). This not observed in either experimental spectrum, leaving A1,
A2, and A3 for consideration. First, consider the action spectrum presented in Figure 5.4a
for CV = −3.1V . The first feature begins at approximately 4.3 eV and exhibits a wide,
smooth onset leading up to a main feature at 4.9 eV, in good agreement with the reported
action spectrum by Marian et al.[87] The wide feature and lack of vibrational fine struc-
77
ture is consistent with the predicted spectrum of A1. Furthermore, the vertical excitation
energies reported in 4.1 indicate the presence of an energetically isolated S1 surface, in
accordance with only one distinct absorption maximum being present in Figure 5.4. It is
important to recognize that our predicted spectrum for A1 appears to be over-broadened,
potentially due to theoretical limitations of the MCTDH calculation. More investigation
into the cause of the over-broadening is needed. Assuming thermal equilibrium is reached,
one expects the global minimum tautomer, A1, to be the most abundant species. Since
the ionogram recorded at SV = 3500V shows a larger ion population at CV = −3.1V in
comparison to CV = −6.1V , both the action spectrum and ion population support A1
assignment to the CV = −3.1V resolved species.
Now, consider the spectrum plotted in Figure 5.4b for CV = -6.1 V. In comparison to
the A1 spectrum, the lower energy region (4.25-4.6 eV) of the spectrum, is more intense
and it is red shifted by approximately 0.2 eV in comparison to Figure 5a, consistent with
the results reported by Cheong et al.[88] The spectrum shows the presence of two distinct
features occurring at 4.6 eV and 4.9 eV. Both tautomers A2 and A3 have energetically
close S1 and S2 states that could account for the features in this vibronic progression. A
noticeable band gap with the range of 5.2-5.6 eV distinguishes A2 and A3. This is indica-
tive of the fact that the excited states being accessed at this energy level do not lead to a
dissociative channel. The predicted spectrum of A3 possesses this band gap, whereas the
predicted spectrum of A2 does not, allowing us to conclude that the spectrum presented
in Figure 5b corresponds to A3. Although the comparison of the theoretical to the exper-
imental spectrum provides a strong argument for assigning the species to A3, it is worth
noting that a mixture of A2 and A3 cannot be ruled out entirely.
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To further investigate the differences in electronic structure between the proposed tau-
tomers of protonated adenine, the individual action spectra for each of the three primary
fragments (m/z = 119, 109 and 94) were analyzed and are found in Appendix C. As ex-
pected, the action spectra for the fragmentation channels m/z = 119 and 109 were identical
to each other in both tautomeric species A1 and A3, validating the hypothesis that these
fragments are statistical in nature. Interestingly, in the A1 spectrum, the m/z= 94 channel
shows the same action spectrum as the other two primary fragments. Therefore, one can
conclude that these fragments occur statistically from a vibrationally hot ground state,
consistent with similar works in literature.[87, 88] In contrast, in the case of A3, the action
spectrum for m/z = 94 shows a somewhat different intensity profile to that of the other
two fragments. This indicates that a different dissociation channel is being accessed to
produce m/z = 94 in A3 in comparison to A1.
Comparing the individual action spectra for the generation of the photoinduced fragment
m/z = 94, as shown in Figure 5.6, reveals that the spectral dissimilarities found in the total
action spectrum reported in Figure 5 are replicated in higher intensity when considering
exclusively the m/z = 94 channel. In the A3 m/z= 94 action spectrum, a distinct band
gap is present between maxima located at 4.6 eV and 4.9 eV. By analysing the S1 (4.76
eV) and S2 (4.93 eV) excited state energies for A3 in Table 1, it can be speculated that
these two maxima can be attributed to the S0 − S1 and S0 − S2 transitions, respectively.
To gain further insights into the fragmentation mechanism involved in the formation of the
m/z=94 fragment, relaxed redundant coordinate scans were performed on Gaussian 16.
Redundant coordinate scans were performed using B3LYP/6-311++G(d,p) for A3 and at
the PM6 level of theory for A1, due to computational limitations. The calculations were
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Figure 5.6: The action spectrum obtained by monitoring the formation of m/z= 94 from
fragmentation of the A1 and A3 parent species. Points represent the raw data and curve
represent a 3-point Gaussian smooth of the data.
performed in two steps, first scanning along the cleaved N-C bond, followed by scanning
along the C-C bond to fragment the molecule fully to form m/z=94 and [A+H − 94]+. It
is important to note that while redundant coordinate scans provide a qualitative picture of
the dissociation pathway, the energetics and thermodynamics require a proper optimiza-
tion and normal mode analysis treatment to be accurate. The proposed mechanisms are
shown in Figure 5.7 Resulting in the difference in protonation sites on the six-membered
ring, it was discovered that A1 and A3 yield different product ions and neutral fragment
loses. In the case of A1, the parent ion loses HNCNH, whereas the photofragmentation of
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A3 causes the loss of NH2CN. The variation in proposed product ions upon loss of m/z=94
is consistent with the observed differences between action spectrum for the channel in A1
compared to A3. In the case of A3, one expects the dissociation of m/z= 94 to proceed
through a different mechanism, in contrast to the other product ions, due to the action
spectrum for this channel different than for m/z= 119 and 109. Furthermore, the results
of the A1 fragmentation study are consistent with the proposed mechanism obtained from
a MD simulation performed by Giacomozzi et al. [106] While the results of the redundant
coordinate scans provide a foundation for elucidating the fragmentation mechanism for A1
and A3, it is important to note that these calculations must be repeated at a higher level
of theory to be accurate. Additionally, all calculations were conducted on the electronic
ground state, not considering the necessary absorption event that drives the photodissoci-
ation process. Due to the excited state nature of photodissociation, it is extremely likely
that non-adiabatic dynamics are governing the photofragmentation pathway. For exam-
ple, one potential mechanism may be initiated by an excitation into a low-lying singlet
state, loosening the first cleaving bond. The system then may undergo an intersystem
crossing into a nearby triplet state, allowing for the loosening of the second cleaving bond.
Afterwards, the system may transition into the ground state singlet state via a conical
intersection, allowing for fragmentation. Potential mechanisms on the excited state sur-
faces need to be further investigated computationally to gain an in-depth understanding
of possible fragmentation pathways.
Based on the results of the computational fragmentation mechanism studies, dissociation
thresholds for each product ion were calculated. The structures for each product fragments
resulting from the tautomers A1 and A3 in the ground state were optimized on Gaussian16
at the B3LYP/6-311++G(d,p) level of theory and normal mode analyses were performed
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Figure 5.7: The qualitative depiction of the proposed fragmentation mechanism elucidated
by relaxed redundant coordinate scans in Gaussian16.
to obtain the thermodynamic properties of each molecule. The Gibbs energy of formation
equation was used to calculate the thermodynamic threshold of dissociation for each prod-
uct fragment and are tabulated in Table 5.2. Exact structures used in the calculation of
thermodynamic thresholds can be found in Appendix C. The thermodynamic thresholds
were found to be below the single photon energy across all product fragments and tau-
tomers investigated, even for the lowest energy photons used ( 3.54 eV). This implies that
that the dissociation is governed by a high energy transition or intermediate state, and
therefore, more computational work will be needed in order to determine the true thresh-
old of dissociation. Interestingly, the thermodynamic thresholds for all product fragments
were below the vertical excitation energies for all species. It can be inferred that all disso-
ciation events occur on a vibrationally hot ground state. In the case of A1, the broadness
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Table 5.2: The thermodynamic thresholds in (eV) required to fragment parent ion into
resulting product ions.




of both the predicted and experimental spectrum reflects a coupling with a dissociative
channel. Indeed, theoretical studies, such as the work done by Marian et al. and Nielson et
al., predict a low-lying conical intersection between the first excited singlet and the ground
state for both A1 and A3.[87, 105] This would allow for an ultrafast internal conversion to
a highly excited vibrational state within the electronic ground state, allowing for statistical
fragmentation of all three product ions. This is further supported by considering that all
three individual fragment channels showed the same action spectrum in A1, meaning they
must be produced in the same manner.
5.3.3 Justifying tautomer assignments using condensed-phase cal-
culations
According to conventional Boltzmann statistics determined at the DMS cell temperature of
150oC, the relative populations of structures A1, A2, and A3 should be 0.69, 0.24, and 0.07,
respectively. From these results, the tautomer assignments made by direct comparison to
the theoretical vibronic spectra are not consistent with the predicted gas-phase tautomer
equilibrium. However, Boltzmann statistics do not necessarily apply within the DMS cell
due to non-equilibrium effects including localized heating and kinetic trapping of energetic
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tautomers. In order to explore the latter effect, the aqueous-phase tautomer equilibrium
was investigated computationally. Cluster systems consisting of [A+H]+ with three H2O
molecules at the H-bonding sites were created to mimic the first solvation shell and the
polarizable continuum model (PCM) was employed to account for the solvent effects of
water. Structures were optimized at the B3LYP/6-311++(d,p) level of theory with the in-
clusion of Grimme’s dispersion correction (GD3) and normal mode analysis was performed
to ensure the resulting structures correlated to a minimum. Electronic energies were calcu-
lated using CCSD(T)/6-311++G(d,p), as shown in Figure 5.2. Interestingly, the relative
tautomer energy ordering changed in the solution phase compared to gas-phase. Using
the original nomenclature for consistency, the tautomer energy ordering becomes: A1 (0
kJ/mol), A3 (16.6 kJ/mol), A4 (54.0 kJ/mol) , A2 (58.7 kJ/mol). This is consistent with
the fact that the two tautomers identified in our action spectroscopy experiments and by
Cheong et al. and Marian et al.[87, 88] were tautomers A1 and A3. A possible explanation
for capturing the solution phase equilibrium rather than the gas-phase in the DMS cell
may be that the A3 tautomer is kinetically trapped upon vaporization in ESI. The large
energy difference between A3 and A2 allows us to confidently rule out the presence of A2
in the DMS resolved species.
5.4 Conclusions
When coupled with DMS-MS studies, UVPD is a useful tool for distinguishing and charac-
terizing tautomers in the gas-phase by observing their electronic structure. In this study,
two tautomers of protonated adenine were successfully separated and probed their elec-
tronic structure. Two ion transmission maxima were recorded for SV = 3500 V at CV =
-3.1 V and CV = -6.1 V. Theoretical vibronic spectra for all four tautomers were produced
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using a linear vibronic coupling Hamiltonian. By comparing the resulting experimental
action spectra to calculated vibronic spectra, assignment of tautomers A1 and A3 were
made. Broad spectral features shared between both experimental spectra may indicate
that a short excited-state lifetime is present. Computational calculations suggestion that
a conical intersection results in the fragmentation primarily occurring from a vibrationally
hot ground state. Differences in the action spectrum for the m/z = 94 for the A3 tautomer
in comparison to other product ions and results from fragmentation mechanism calculates
seems to indicate a unique dissociation channel was accessed. A difference in fragmenta-
tion pathways and product ions were suggested as the cause of the observed differences
between A1 and A3. Theoretical investigations into the aqueous-phase tautomer equi-
librium was performed and an energetic reordering in comparison to the gas-phase was
observed that aligned with the assigned tautomeric species for the observed experimental
results. Similar analyses have been extended towards protonated cytosine and protonated
uracil tautomers. The preliminary experimental and theoretical spectra for these species




In this thesis, the use of DMS-MS-UVPD action spectroscopy as an analytical technique
to separate and identify isomers was explored. A joint experimental and computational
approach was taken to elucidate the electronic structures of the geometric isomers deproto-
nated humulone and isohumulone, as well as the tautomeric isomers of protonated adenine.
Noticeable differences in the electronic and geometric structures of the species allowed for
verification of their identity.
In Chapter 4, the use of DMS-MS-UVPD to separate and distinguish between depro-
tonated humulone and isohumulone was investigated. The dynamic clustering behaviour
of both species was determined, and the DMS-MS parameters were optimized to allow for
maximum separation between deprotonated humulone and isohumulone. When exposed to
an IPA seeded environment at an SV of 3500 V, it was recorded that deprotonated humu-
lone is transmitted at CV = -2.7 V, while deprotonated isohumulone is transmitted at CV
= -12 V. The 9 V separation between elution CV for deprotonated humulone and isohu-
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mulone allows it to be inferred that the species would be separable in mixture comprised
of both isomers. Using the optimized DMS-MS conditions, deprotonated isohumulone and
humulone were selected and subjected to UV-PD experiments and their action spectrum
were recorded. A significant blueshift was observed when comparing the vibronic spectrum
of isohumulone to humulone, indicating that the spectral dissimilarities can be utilized to
distinguish between either isomer. Computational calculations verified that the observed
action spectra are accurate.
In Chapter 5, it was revealed that DMS-MS-UVPD is a useful tool for distinguishing
and characterizing tautomers in the gas phase, by observing their electronic structure.
In this study, two tautomers of protonated adenine were separated, and their electronic
structure was revealed. Two ion transmission maxima were recorded for SV = 3500 V at
CV = -3.1 V and CV = -6.1 V. Theoretical vibronic spectra for four low-lying tautomers
were produced using a linear vibronic coupling Hamiltonian. By comparing the results in
the experimental action spectra to calculated vibronic spectra, assignment of tautomers
A1 and A3, respectively, were made. Broad spectral features shared between both exper-
imental spectra may indicate that a short excited-state lifetime is present. The results
from quantum chemical simulations suggestion that the primary mechanism for fragmen-
tation occurs through a conical intersection to a vibrationally hot electronic ground state.
Spectral dissimilarities in the action spectrum for the m/z = 94 in comparison to other
daughter ion channels in the A3 tautomer, along with results from fragmentation mech-
anism calculations, draw the conclusion that a unique photofragmentation pathway was
accessed. The difference in theoretical fragmentation mechanisms derived for A1 and A3
are used to rationalize the observed differences in experimental spectra. By calculating the
aqueous-phase tautomer equilibrium using both implicit and explicit solvation models, it
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was determined that the observed tautomer population in the DMS cell is consistent with
the solution phase equilibrium, likely owing to kinetic trapping upon electrospraying.
The results of Chapter 4 and Chapter 5 provide good evidence that DMS-MS-UVPD
is a useful tool for the joint separation and identification of isomers in the gas phase. It
was shown that in both the case of geometric isomers and tautomers, differences in the
action spectra were observed that allowed for species distinction and were identified using
theoretical vibronic spectra. The results of this thesis lay a foundation for this analytical
technique to be applied to a wider scope of isomers and provided a framework to calculating
computational spectra with a high degree of accuracy for comparison to experiment.
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Computational protocol for creating
vibronic models
In this Appendix, the exact computational protocol for creating vibronic models and gen-
erating spectra is outlined. Example input files are provided in both a dropbox folder on
the Hopkins group dropbox under Fiorella\vibronic\Examples.
All electronic structure calculations were conducted using the B3LYP/6-311++G(d,p) level
of theory on Gaussian 16. The diabatization scheme and creation of vibronic model was
performed using a series of scripts written by Fabrizio Santoro. [107] All scripts can be
located on the Hopkins group dropbox under the folder Fiorella\vibronic\Santoro. The
time-propagation and spectra generation was performed using the QUANTICS package.
Quantics




calculation. The GS PES is modelled as being a harmonic potential. This is a satisfactory
approximation because excitation events typically occur at the GS equilibrium geometry.
An example input file is provided.
Step 2. Run an excited state calculation at the optimized geometry using TD-DFT using
the same functional and basis set in Step 1. It is recommended to request for at least
5 excited states. The excited state energy levels found in this step define the adiabatic
states. An example input file is provided.
Step 3. Using the results from the output (.log) file obtained in Step 1, prepare a prep.fc
input file in accordance to the example provided. Change the number of atoms in the
prep.fc input file to correspond with your system. In the .log file of the optimization and
frequency calculation, search the document for the keyword Input orientation. Copy
and paste all the numerical values underneath the dotted lines into your input number
as shown in A.1a. Next, search the document for the keyword Harmonic frequencies.
Copy and paste the remainder of the document into the input file, starting at the line
enumerating the normal modes, as shown in A.1b. Run this input file with the executable
prep.fc.e.
Step 4. Create a genepointder input file in accordance with the example provided by
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changing the number of atoms, normal modes, and atom masses to match your system.
Step two generated a mass file that contains the exact masses of the atoms in the system.
Execute the script gene-pointder.e to read your input file. A Gaussian input file will be
created that displaces the ground state geometry by a small amount δqi along each normal
mode. The geometry is displaced 6N times, where N represents the number of atoms in
the system. After each displacement, the adiabatic states are recalculated by performing
a TD-DFT calculation. Run the Gaussian input file. Once the Gaussian calculation is
finished, convert the checkpoint files (.chk) for each new geometry into formal checkpoint
files (.fchk) by executing the script formchk4script.
Step 5. Now, the diabatization scheme is run. Create an overdia input file using the
example provided by adding the name of the Gaussian log file created in Step 4, along
with the number of atoms, normal modes, and excited states for your system. Execute the
script overdia-par.e by reading in the created input file.
Step 6. An analysis of the results from the diabatization is performed to generate to
the vibronic model. Create a coupling input file using the example provided by including
the name of the output file from step 5, and the correct number of atoms and normal
modes for your system. Include the vertical excitation energies for the states of interest
obtained in Step 2 in eV and include the normal mode frequencies obtained from Step
1 in wavenumber. Execute the script overdia 2 opfile.e by reading in th coupling input
file. You will generate an operator file (.op) that will define the Hamiltonian used for the
time-propagation step.
Step 7. Open the operator file and scroll to the end of the file. Above the end-operator
keyword, include a section that defines the coupled states in accordance to the example
in the example provided and in A.2. Ensure to add in the right amount of normal modes
and excited states in your operator file. Step 8. Duplicate the operator file three times,
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Figure A.2: Overlap Hamiltonian inclusion
and label one copy for each of the three Cartesian coordinates x, y ,z. Open the operator
file and search the document for the keyword end-parameter-section. Above this keyword,
add in a section on the transition electric dipole moments as shown the example provided
and in the figure A.3. The transition electric dipole moments are taken from the TD-DFT
calculation in Step 2. It is important to note that the dipole moment being selected is the
value along the Cartesian coordinate in question.
Step 9. Prepare an MCTDH input file in accordance to the example provided. Ensure that
the correct amount of normal modes is listed in each section of the input file. Within the
SPF-BASIS-SECTION, ensure that each normal mode is followed by a string of numbers
that total to the amount of excited states that are being studied. When each normal mode
is comprised of a series of 1s, this is called Time-dependent-Hartree. Each excited state is
being defined by an individual single particle function (SPF). When the normal mode is
comprised of a series of numbers greater than one, this is called Multi-configurational time-
depedent Hartree. Run this input file using the MCTDH suite. The calculation should be
performed for each Cartesian coordinate.
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Figure A.3: Transition dipole moments inclusion
Step 9. The completion of the MCTDH calculation will yield an autocorrelation func-
tion file (auto). Within the directory of the MCTDH outputs, execute the command
autospec84. This will generate a spectrum (.spectrum) file.
Step 10. From the spectrum file, copy the energy (eV) and G2 contribution onto excel.
In the energy column, add in a linear shift comprised of EV E(1) − EZPE, where EV E(1) is
the energy of the first vertical excitation in eV found in Step 2 and EZPE is the zero-point
energy of the GS structure obtained in Step 1. Finally, sum the contributions from each






Table B.1: The ESI conditions used to perform DMS-MS experiments on deprotonated
isohumulone using a concentration of 100 ng/mL ACN : H2O solvent, as described in
Chapter 4.
Parameter N2(g) IPA modifier MeOH modifier
ESI probe voltage (IS) 4500 V 4500 V 4.500 V
Nebulizing pressure (GS1) 30 psi 40 psi 40 psi
Auxiliary pressure (GS2) 10 psi 40 psi 40 psi
Source temperature (TEM) 70oC 300oC 300oC
Curtain gas (CUR) 20 psi 20 psi 20 psi
Collision activated gas (CAD) −3 −3 −3
Table B.2: The ESI conditions used to perform DMS-MS experiments on deprotonated
humulone using a concentration of 100 ng/mL ACN : H2O solvent, as described in Chapter
4.
Parameter IPA modifier
ESI probe voltage (IS) 4500 V
Nebulizing pressure (GS1) 20 psi
Auxiliary pressure (GS2) 0 psi
Source temperature (TEM) 0oC
Curtain gas (CUR) 20 psi
Collision activated gas (CAD) −3
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Table B.3: The ESI conditions and photodissociation conditions used to collected pho-
todissociation action spectrum of deprotonated humlone and deprotonated isohumulone,
using a concentration of 100 ng/mL ACN : H2O solvent, as described in Chapter 4.
Parameters humulone isohumulone
Number of cycles 10 20
ESI probe voltage (IS) 4500 V 4500 V
Nebulizing pressure (GS1) 20 psi 30 psi
Auxiliary pressure (GS2) 0 psi 10 psi
Source temperature (TEM) 0oC 70oC
Curtain gas (CUR) 20 psi 20 psi
Collision activated gas (CAD) −1 −1
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B.1 Additional features from EMC mode
Figure B.1: Ionogram obtained for deprotonated humulone at SV = 3500 V in an IPA
seeded environment when using EMC mode.
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Figure B.2: The resultant MS under the new feature in the ionogram for deprontonated
humulone in IPA at SV = 3500 V, shown in B.1
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Figure B.3: Ionogram obtained for deprotonated isohumulone at SV = 3500 V in an IPA
seeded environment when using EMC mode.
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Figure B.4: The resultant MS under the new feature in the ionogram for deprontonated
isohumulone in IPA at SV = 3500 V, shown in ??
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B.2 Observed mass peak shift during UVPD experi-
ments
Figure B.5: The observed mass shift for deprotonated isohumulone during UVPD spec-
troscopy experiments. Due to frequency dependency of the mass shifts, likely caused by a






C.1 Repeated trials of protonated adenine spectra
In this section, we report the repeated collected spectra for protonated adenine. All exper-
imental parameters are consistent with those reported in Chapter 5. The reported spectra
found in Chapter 5 is the trial from January 8th, 2020. Broadening of the spectra is ob-
served in the trials from January 29th and January 30th. However, the fingerprint region
identifying the two tautomers, namely the observed shift in onset of the first vibronic pro-
gression, is maintained even in the broadened spectra. Broadening may be a result of high
intensity of the laser beam, causing for complete fragmentation or initiation of multiphoton
processes, or due to oversaturation of parent ion concentration.
Figure C.1: The recorded action spectrum recorded at SV = 3500 V and CV = -1.2 V, -3.1
V, and -6.1 V in a pure N2(g) environment. ESI and photodissociation conditions match
those reported in Chapter 5.
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Figure C.2: The recorded action spectrum recorded at SV = 3500 V and CV = -3.0 V,
and -6.0 V in a pure N2(g) environment. ESI and photodissociation conditions match those
reported in Chapter 5. Wavelength reported in nanometres (nm).
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Figure C.3: The recorded action spectrum recorded at SV = 3500 V and CV = -3.0 V,
and -6.0 V in a pure N2(g) environment. ESI and photodissociation conditions match those
reported in Chapter 5. Wavelength reported in nanometres (nm).
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C.2 Action spectrum of feature at CV = -2.1 V
In this section, the action spectrum obtained from the small feature at CV = -2.1 V of the
SV = 3500 V ionogram for protonated adenine is reported.
Figure C.4: The recorded action spectrum recorded at SV = 3500 V and CV = -2.1 V in
a pure N2(g) environment. ESI and photodissociation conditions match those reported in
Chapter 5.
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C.3 Action spectra of individual fragmentation chan-
nels
Figure C.5: The individual action spectrum for the individual dissociation channel for the
fragments m/z = 119, 109, and 94, arising from parent a) A1 and b) A3. Conditions used
to record these action spectra can be found in Chapter 5.
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C.4 Determination of thermodynamic thresholds for
fragmentation
Figure C.6: The structures used to calculate fragmentation thresholds for structures A1
and A3. Structures were optimized at the B3LYP/6-311++G(d,p) on Gaussian16.
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C.5 Cytosine
In this section, the experimental action spectrum, the theoretical vibronic spectrum ob-
tained using an LVC Hamiltonian, and the relative energy ordering of the tautomers of
protonated cytosine are shown. LVC models are created using the first fifteen excited
states calculated at the B3LYP/6-311++G(d,p) level of theory, while reported electronic
energies are determined using CCSD(T)/6-311++G(d,p).
Figure C.7: Action spectrum obtained by selecting for protonated cytosine at m/z=112 at
SV = 3500 V in a pure N2(g) environment. The ESI probe voltage was set to 5500 V, with
a nebulizing pressure (GS1) and auxiliary pressure (GS2) of 20 psi and 0 psi, respectively.
The source temperature was set to 32oC. Nitrogen was used as both the curtain (20 psi)
and collision activation gas(-3).
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C.6 Uracil
In this section, the experimental action spectrum, the theoretical vibronic spectrum ob-
tained using an LVC Hamiltonian, and the relative energy ordering of the tautomers of
protonated uracil are shown. LVC models are created using the first fifteen excited states
calculated at B3LYP/6-311++G(d,p) level of theory, while reported electronic energies are
determined using CCSD(T)/6-311++G(d,p).
Figure C.8: Action spectrum obtained by selecting for protonated uracil at m/z=113 at
SV = 4000 V in a pure N2(g) environment. The ESI probe voltage was set to 5000 V, with
a nebulizing pressure (GS1) and auxiliary pressure (GS2) of 20 psi and 20 psi, respectively.
The source temperature was set to 100oC. Nitrogen was used as both the curtain (20 psi)
and collision activation gas(-3).
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C.7 MCTDH parameters and sample input file




name = A1 tdh y 15 Santoro propagation
tfinal = 1000.0 tout = 0.2 tpsi= 1.0





opname = op A1 15 y 2
end-operator-section
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