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We develop a computational framework for identifying bounds to light–matter interactions,
originating from polarization-current-based formulations of local conservation laws embedded in
Maxwell’s equations. We propose an iterative method for imposing only the maximally violated
constraints, enabling rapid convergence to global bounds. Our framework can identify bounds to
the minimum size of any scatterer that encodes a specific linear operator, given only its material
properties, as we demonstrate for the optical computation of a discrete Fourier transform. It fur-
ther resolves bounds on far-field scattering properties over any arbitrary bandwidth, where previous
bounds diverge.
Nanoscale fabrication techniques, computational in-
verse design [1–4], and fields from silicon photonics [5–8]
to metasurface optics [9–12] are enabling transformative
use of an unprecedented number of structural degrees of
freedom in nanophotonics. An emerging critical need is
an understanding of fundamental limits to what is pos-
sible, analogous to Shannon’s bounds for digital commu-
nications [13, 14]. In this Letter, we identify an infinite
set of local conservation laws that can form the founda-
tion of a general framework for computational bounds
to light–matter interactions. We show that this frame-
work enables calculations of bounds for two pivotal ap-
plications, for which all previous approaches yield triv-
ial (e.g., divergent) bounds. First, we identify computa-
tional bounds on the minimum size of a scatterer encod-
ing any linear operator, demonstrated for an analog opti-
cal discrete Fourier transform (DFT). Second, we identify
bounds on maximum far-field extinction over any band-
width, resolving an important gap in power–bandwidth
limits [15]. The local power-conservation laws identified
here have immediate ramifications across nanophotonics;
more generally, they appear to be extensible to linear
partial differential equations across physics.
Bounds, or fundamental limits, identify what is pos-
sible in a complex design space. Beyond Shannon’s
bounds, well-known examples include the Carnot effi-
ciency limit [16], the Shockley–Queisser bounds in photo-
voltaics [17], the Bergman–Milton bounds in the theory
of composites [18–20], and the Wheeler–Chu bounds on
antenna quality factor [21, 22], among many more. In
electromagnetism, for a long period of time there were
very few bounds on general response functions (with a
notable exception being sum rules on total response [23–
26]), seemingly due to the complex and nonconvex na-
ture of Maxwell’s equations. Yet a flurry of recent results
have suggested the possibility for general bounds [15, 27–
42], for quantities ranging from single-frequency scatter-
ing to radiation loss of free electrons, for bulk and 2D
materials. Underlying all of these results is one or two
energy-conservation laws, arising in various formulations
of Maxwell’s equations. Additional bounds have been
identified via Lagrangian duality [43, 44] or physical ap-
proximations [45–47]. Yet there are pivotal applications
for which all of these approaches either do not apply or
offer trivial bounds.
Here we identify an infinite set of conservation laws
that must be satisfied by any solution of Maxwell’s equa-
tions. These laws are “domain-oblivious,” i.e., once a
designable region is specified, the constraints are valid for
any possible geometric structure in that region. More-
over, each conservation law is a quadratic form that is
amenable to semidefinite relaxation [48, 49]. To accel-
erate the bound computations we develop an algorithm
that automatically selects ideal constraints to impose.
These bounds lack the intuition of analytical expressions,
but they can provide significantly tighter limits.
Local Conservation Laws—To start, we derive local
conservation laws that must be satisfied by any Maxwell
solution. These conservation laws manifest the complex
Poynting theorem [50] over any subdomain of a scatterer,
but only when formulated in terms of induced polar-
ization currents do they exhibit properties that enable
global bounds. We consider any scattering problem com-
prising arbitrary electric and/or magnetic materials. We
use six-vector notation, concatenating electric and mag-
netic three-vectors for more concise expressions; for ex-
ample, the electromagnetic fields ψ and polarization cur-
rents φ are given by ψ =
E
H
 and φ =
P
M
, and we
use dimensionless units in which the speed of light is 1.
The key to identifying bound-enabling constraints is
to use a volume-integral-equation (VIE) formulation of
Maxwell’s equations. The standard approach [51] sepa-
rates the total field ψ into its incident and scattered com-
ponents, ψinc and ψscat, respectively. The scattered fields
are given by the convolution of the background (e.g., free-
space) Green’s function Γ0 with φ, i.e., ψscat = Γ0φ.
Within the scatterer, the total field relates to the po-
larization currents through the material susceptibility χ,
which we generally allow to be a 6×6, possibly nonlocal,
tensor field, by ψ = χ−1φ. Using these relations and
defining a new variable ξ = −χ−1, one has the standard
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FIG. 1. (a) A freeform, homogeneous photonic scatterer within a designable region (outer dashed circle). Previous bounds uti-
lized global conservation laws (large arrows). Here, we introduce a polarization-current-based formulation of local conservation
laws that provide an infinite set of constraints for the identification of global bounds to light–matter interactions. (b) Example
of local constraints (green, purple, red) tightening bounds from global constraints only (blue), for maximum absorption from
a material with permittivity ε = 12 + 0.1i in a region with diameter d = 0.18λ. Our iterative method of selecting maximally
violated constraints rapidly converges.
VIE over domain V [51]:
[Γ0 + ξ]φ = −ψinc; (1)
or, in integral form,
∫
V
[Γ0(x, x
′) + ξ(x, x′)]φ(x′) dx′ =
−ψinc(x).
To derive the conservation laws, we now apply two
steps. First, we multiply Eq. (1) by a complex-valued
operator D that is diagonal in space. (The diagonality is
important for domain obliviousness, as discussed below.)
Next, we take the inner product of that expression with
ω
2 φ, for frequency ω, to arrive at the conservation laws:
ω∗
2
φ†DΓ0φ+
ω∗
2
φ†Dξφ = −ω
∗
2
φ†Dψinc, (2)
For simplicity here and throughout we use the
“†” symbol to denote a volume-integral in-
ner product. In integral form, Eq. (2) reads:
ω∗
2
∫
V
∫
V
φ∗(x)D(x) [Γ0(x, x′) + ξ(x, x′)]φ(x′) dx dx′ =
−ω∗2
∫
V
φ∗(x)D(x)ψinc(x) dx. If D is the identity tensor,
taking the imaginary part of this expression at a real
frequency leads to the global power-conservation law
known as the optical theorem [50, 52, 53], with the terms
from left to right representing scattered power, material
absorption, and extinction, respectively. The real part of
the same expression is a global conservation of reactive
power [40–42, 50]. Other choices of D, however, allow for
more flexibility. Selecting D to contain a delta function
in space simplifies Eq. (2) to a statement of power con-
servation at a single point within the scattering volume
V . More generally, any complex-valued diagonal-matrix
D represents complex-valued linear combinations of such
local conservation laws, and must be satisfied by any
solution of Maxwell’s equations. In Fig. 1, we depict the
conservation of power flow for those local quantities, in
contrast to the global power conservation laws.
The conservation laws of Eq. (2) satisfy two key prop-
erties. First, they are “domain-oblivious.” After specify-
ing the operators D, Γ0, and ξ over an entire designable
region V , the constraints of Eq. (2) contain polarization-
current solutions over not only V , but also all subdo-
mains of V . This property is in stark contrast to, e.g.,
Eq. (1), which requires specification of the exact domain
of interest, and it arises because of the diagonal nature
of D (not coupling exterior points to interior points) and
because the inner product was taken with respect to φ
and not an arbitrary vector (as in weak-form integral
equations [54]). This property will enable use for global
bounds over all possible designs. The second key prop-
erty is that they are quadratic forms that are amenable
to semidefinite programming, as we discuss below.
Computational Bounds—Identifying a fundamental
limit to the strongest possible response for a specific
light–matter interaction requires maximization of a given
metric subject to the constraints of Maxwell’s equations,
over the space of all possible designs. Such a specification
is nonconvex and cannot be solved for a global optimum
without simplification. Previous bounds tend to rely on
extreme simplifications; the most general bounds, those
of Refs. [40–42], utilize one or both of the global versions
of Eq. (2) in lieu of Maxwell’s equations. Yet, as shown
in the applications below, such constraints fail to pro-
duce useful bounds in important cases. If, however, one
uses a large (or smart) selection of constraints from the
infinite number of possible D operators and constraints
in Eq. (2), significantly better bounds can be achieved.
Any electromagnetic power- or momentum-flow objec-
tive function f will be a linear or quadratic real-valued
function of the polarization currents φ, and can thus
generically be written as f(φ) = φ†Aφ + Re
(
β†φ
)
+ c,
where A is any Hermitian operator, and β and c are
any vector and constant, respectively. Replacing the full-
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FIG. 2. (a) Photonic devices are often designed to achieve a specific “target” S matrix in a compact form factor. Our bounds
enable identification of the minimum diameter d of any such device (relative to wavenumber k), for (b) nonuniform DFT-matrix
implementation (t2 and t3 are parameters of Starget) and (c) power splitters for a single input to 2M + 1 outgoing channels. In
(b) the colors indicate the feasible regions in the Starget phase space. In (c) it is evident that local constraints are required to
identify feasible design regions as the required functionality increases in complexity. In (b,c) the channels are TE cylindrical
waves and the material has refractive index n =
√
12.
Maxwell constraint with the constraints of Eq. (2), and
denoting individually selected Dmatrices as Dj , the max-
imal f is given by the optimization problem:
max.
φ∈V
f(φ) = φ†Aφ+ Re
(
β†φ
)
+ c
s.t. φ†Re {Djω∗(ξ + Γ0)}φ = −Re
(
ω∗φ†Djψinc
)
,
(3)
where V specifies the designable region, j takes values
from 1 to N for N constraints, and we have taken only
the real part of Eq. (2) because D → iD accounts for
the imaginary part. Equation (3) is a key result: it for-
mulates the maximum-response problem in terms of a
quadratically constraint quadratic program, i.e. a QCQP
optimization problem [49, 55]. By virtue of the domain-
oblivious property of the constraints, it applies to all pos-
sible designs within the designable domain. A bound
on the solution of Eq. (3) can be found by standard
techniques that relax the original, quadratic program
to a higher-dimensional linear program over semidefi-
nite matrices, i.e., a semidefinite program (SDP) [48, 49],
which can be solved by interior-point methods [55, 56].
Such transformations of QCQP’s have led to meaning-
ful bounds in many areas of engineering [49, 56–60]; we
leave the details of the transformation of Eq. (3) to the
SM. The final solution represents a global, unsurpassable
bound for any electromagnetic scattering response.
From a practical perspective, it is computationally
prohibitive to impose the infinitely many constraints of
Eq. (2). We propose an iterative algorithmic approach
to identifying which constraints to impose. One should
start with the two D matrices that correspond to global
power conservation, i.e. the identity tensor and the iden-
tity tensor multiplied by i, which correspond to reactive
energy and power-flow conservation, respectively. (The
latter leads to a positive semidefinite quadratic form and
is crucial to restricting the magnitude of the solutions.)
From those D matrices one can solve the SDP for the
bound on Eq. (3), as well as the ideal optimal polariza-
tion currents, φopt. From those currents, we can identify
out of all possible remaining D-matrix constraints, which
ones are “most violated” by φopt, i.e. have the largest
residual under the usual L2 norm. In the SM we show
that the next, (N + 1)th, constraint should have a D ma-
trix given by the expression:
DN+1 = ω diag
[
φoptφ
†
opt (ξ + Γ0)
†
+ φoptψinc
]
, (4)
where “diag” is the diagonal (in space) matrix compris-
ing the diagonal elements of its matrix argument. One
can continue this method of “maximally violated local
constraints” in an iterative procedure until convergence.
Figure 1(b) demonstrates the utility of this method for
bounding the TE absorption cross-section σabs of a di-
electric scatterer occupying a wavelength-scale cylindri-
cal design region. Whereas the global constraints (blue)
are significantly larger than the response of a cylinder
(black), including local constraints shows that one can
clearly identify tighter bounds. Yet both randomly cho-
sen D matrices (green) and spatially localized, delta-
function-based D matrices (purple) show slow conver-
gence. The iterative method via maximally violated con-
straints shows rapid convergence, requiring only two local
constraints (which exhibit interesting spatial patterns, cf.
SM). From this method we can clearly identify the cylin-
der as a globally optimal structure for that material and
design region.
S-Matrix Feasibility—To demonstrate the power of this
framework, we consider a fundamental question in the
fields of analog optical computing [61–65] and metasur-
faces [9–11]: what is the minimum size of a scatterer that
achieves a desired scattering matrix Starget? A generic
setup is depicted in Fig. 2(a). The target S matrix could
manifest lens focusing or meta-optical computing, for ex-
4ample. The objective, then, is to minimize the relative
difference between the achievable and target S matrices,
i.e., fobj = ‖S − Starget‖2 / ‖Starget‖2, where we choose
‖ · ‖ to denote Frobenius norm. It is straightforward to
write this objective in the form appearing in Eq. (3), as
the S matrix elements are linear in the polarization cur-
rents and the objective is a quadratic form (cf. SM).
Then, to determine the minimum feasible size for imple-
menting Starget, we can compute the bound on the small-
est error between S and Starget, and define an acceptable-
accuracy threshold (1%) below which the device is con-
sidered feasible.
We apply our framework to two such problems, both of
which comprise two-dimensional, nonmagnetic scatterers
with refractive index n =
√
12, discretized by the dis-
crete dipole approximation (DDA) [66, 67]. In the first,
we identify the smallest domain within which a scatterer
can possibly act as a discrete Fourier transform (DFT)
operator over three TE cylindrical-wave channels (SM).
A DFT with uniform frequency sampling and nonuniform
spatial sampling can be represented with sample points
t1, t2, and t3, and t1 can be fixed as a reference to be
t1 = 0. Then, the target S matrix is
Starget(t2, t3) =
1√
3

1 1 1
1 e−2piit2/3 e−2piit3/3
1 e−4piit2/3 e−4piit3/3
 . (5)
Figure 2(b) shows a feasibility map for implementing such
an S matrix. The colored regions indicate values of the
t2 and t3 parameters that are achievable at a given di-
ameter d, scaled by wavenumber k. A related calcula-
tion is shown in Fig. 2(c). In that case we consider a
target S matrix mimicking a power splitter, directing
a single incident wave equally into outgoing spherical-
wave channels index by m (where m is the angular in-
dex, m = −M, . . . ,M). We depict the minimum diam-
eter as a function of the number of scattering channels,
both for the global-constraint-only approach (blue) and
our new approach with local constraints. (The error bar
indicates a numerical instability in the global-constraint-
only approach, cf. SM.) Our new approach appropri-
ately increases with the requisite number of scattering
channels, whereas the global-constraint-only approach
unphysically converges to single-wavelength scale.
Far-field power–bandwidth limits—The local-
constraint bound framework resolves another out-
standing question: how large can far-field scattering be
over an arbitrary bandwidth ∆ω? In Ref. [15], bounds
for near-field average-bandwidth response were derived
using global constraints at a complex frequency; yet
it was noted that the same technique fails in the far
field (it exhibits an unphysical divergence). A feature
of Eq. (2) is that the local conservation laws can also
be applied at complex frequencies, as the inclusion of
frequency ω in the inner product leads to operators that
FIG. 3. Bounds on maximal bandwidth-averaged extinc-
tion, 〈σext〉max, as a function of bandwidth ∆ω for a lossless
Lorentz–Drude material with plasma frequency ωp and oscil-
lator frequency ωc = 0.3015ωp, which is chosen such that the
permittivity is 12 at a center frequency ω0 = 0.05ωp. The
bounds are normalized to the geometric cross-section σgeo of
the designable region, a cylinder with diameter d = 3/ωp.
While known sum rules (black) and global-constraint bounds
(blue) are loose for many bandwidths, utilizing local con-
straints (convergence shown in inset) enables apparently tight
bounds across all bandwidths.
are positive semidefinite over the whole upper half of
the complex-frequency plane, by causality.
A prototypical example to consider is the maximum
extinction cross-section, σext(ω), from a given material
over a bandwidth ∆ω. Using contour-integral techniques
from Refs. ([15, 68]), the average extinction around a
center frequency ω0, over a bandwidth ∆ω, as measured
by integration against a Lorentzian window function,
Hω0,∆ω(ω) =
∆ω/pi
(ω−ω0)2+∆ω2 , can be written as the eval-
uation of a single scattering amplitude at a complex fre-
quency ω˜ (cf. SM):
〈σext〉 =
∫ +∞
−∞
σext(ω)Hω0,∆ω(ω)dω
= Im
[
ω˜ψTinc(−ω˜)φ(ω˜)
]
, (6)
where ω˜ = ω0 + i∆ω. Equation (6) is a linear objective
function of the form required by Eq. (3), evaluated at a
complex frequency. By imposing the global- and local-
conservation constraints at the complex frequency ω˜, we
can identify bounds to the bandwidth-averaged far-field
response. Figure 3 shows the results of such a computa-
tion for a lossless Lorentz–Drude material in a designable
region with diameter d = 3/ωp. Included in the figure is a
bound on average extinction from a known all-frequency
sum rule [23, 69] (black), which are descriptive in the
infinite-bandwidth limit, and the global-constraint-only
bounds (blue), which are useful in the small-bandwidth
limit, but both diverge in the opposite limits. Through
5the use of global and local constraints (red), we can iden-
tify bounds over any bandwidth of interest, and we find
that a cylindrical scatterer is nearly globally optimal.
Conclusions—We have shown that local conservation
laws enable computational bounds to light–matter inter-
actions. The demonstrated bounds for optical analog
computing and power–bandwidth limits are suggestive
of a wide array of future possible applications. From the
perspective of identifying feasible design volumes for tar-
get scattering matrices, a natural extension is to large-
area, broadband metalenses. It is clear that there are
tradeoffs between diameter, bandwidth, and efficiency,
but the optimal architecture and form factor is unknown.
Our bounds may resolve the Pareto frontier. Similarly,
the power–bandwidth limits have natural applications
in photovoltaics [45, 70–72] and ultrafast optics [73–75].
More generally, the framework promises the possibility
of identifying bounds for any optical response function
of interest.
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I. SEMIDEFINITE RELAXATION OF THE QCQP PROBLEM
In the main text, we show that one can formulate the bound problem with a quadratic-form objective and the
conservation-law constraints:
max.
φ∈V
f(φ) = φ†Aφ+ Re
(
β†φ
)
+ c
s.t. φ†Re {Djω∗(ξ + Γ0)}φ = −Re
(
ω∗φ†Djψinc
)
.
(1)
In this section we show how this problem can be translated to a semidefinite program using standard techniques [1].
The first step is to homogenize the quadratic forms on Eq. (1), which means introducing an additional variable in
order to have purely quadratic and scalar terms without any linear term. To do this, in the objective function we
introduce a complex-valued scalar variable s0 into the linear term:
f(φ) = φ†Aφ+ Re
(
s†0β
†φ
)
+ c. (2)
The key advantage of introducing this variable is that now one can write f as a homogeneous quadratic form:
f

φ
s0

 =
φ
s0

† A 12β
1
2β
† 0

φ
s0
+ c. (3)
We can do this for each of the j constraints as well, introducing dummy variables sj for each constraint, which then
takes the form: φ
sj

†Re {Djω∗(ξ + Γ0)} 12ω∗Djψinc
1
2ωψ
†
incD
†
j 0

φ
sj
 = 0. (4)
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2One cannot allow the dummy variables s0, . . . , sN to take arbitrary values or else they will modify the initial problem.
Instead, they should be required to have modulus one, i.e., |si|2 = 1, which is itself a quadratic form in the degrees
of freedom φ, s0, . . . , sN . Finally, we can lump all degrees of freedom into a single vector v:
v =

φ
s0
...
sN

. (5)
With this notation, the objective, the N conservation-law constraints, and the N + 1 constraints on the moduli of si
can all be written in the form
v†Fv. (6)
The way to optimize over such quadratic forms is to “lift” them to a higher-dimensional space where they become
linear forms. The first step is to use the trace operator to rewrite the quadratic form:
v†Fv = Tr
{
Fvv†
}
. (7)
Then one defines a matrix variable X given by vv†, in which case we now have a linear form:
Tr
{
Fvv†
}
= Tr {FX} . (8)
One cannot optimize arbitrarily over X and have an equivalent problem; one must additionally impose constraints
that X be a rank-one, positive-definite matrix. The rank-one constraint is nonconvex; the “relaxation” in semidefinite
relaxation (SDR) refers to dropping this rank-one constraint. Once that constraint has been removed, one is left with
a linear objective function (in X), and 2N + 1 linear constraints, over the space of positive-definite matrices. The
transformation to a semidefinite program is complete.
II. ALGORITHM: MAXIMALLY VIOLATED LOCAL CONSTRAINTS
In this section we derive the optimal new D matrix, and corresponding conservation-law constraint, that should be
added to a given set of constraints by our principle of maximum violation. The conservation-law constraints as given
in the main text are of the form
φ†Re {Djω∗(ξ + Γ0)}φ = −Re
(
ω∗φ†Djψinc
)
, (9)
where j runs from 1 to N , where N is the current number of constraints that have been imposed. The key remaining
question, then, is how to select the (N + 1)th constraint? From the first N constraints, one can identify a potentially
optimal polarization current φopt as the first singular vector of the optimal matrix solution of the SDP (as discussed
in Sec. I). Given this polarization current, then, a sensible approach to selecting a new constraint is to identify the
constraint whose residual is largest when evaluated for polarization current φopt. In other words, we want the DN+1
that maximizes the quantity
maximize
D
∣∣∣Re{φ†optDω∗(ξ + Γ0)φopt + ω∗φ†optDψinc}∣∣∣ . (10)
By the cyclic property of the matrix trace, we can rewrite this expression as
Re Tr
{
D
[
ω∗(ξ + Γ0)φoptφ
†
opt + ω
∗ψincφ
†
opt
]}
, (11)
where we dropped the absolute value since any optimal negative value can be reversed through D → −D. Let us
denote the matrix in square brackets as C. Expanding the real (Hermitian) part, we have
1
2
[
Tr {DC}+ Tr{D†C†}] . (12)
3Clearly one can maximize the residual by allowing the norm of D to be arbitrarily large, but that would not give
insight into which spatial pattern D should take. As a normalization we can take the Frobenius norm of D to be 1,
i.e. Tr
{
D†D
}
= 1. Then, straightforward variational calculus yields an optimal D matrix given by D = C†; since D
must be (spatially) diagonal, we take D to comprise the diagonal elements of C†:
DN+1 = diag
[
C†
]
= ω diag
[
φoptφ
†
opt (ξ + Γ0)
†
+ φoptψinc
]
, (13)
where now “diag” strips its matrix argument of all elements except along the (spatial) diagonal, as in the main text.
This is the optimal selection of the D matrix as presented in the main text, which significantly accelerates convergence
of the bound computation.
III. SPATIAL PROFILES OF D MATRICES FOR ABSORPTION CROSS-SECTION EXAMPLE
Figure 1 shows the spatial profiles of the D matrices of the first two maximally violated local constraints in the
example provided by Fig. 1(b) in the main text. The imaginary part of the D matrix is related to the conservation
of real energy flow at every point, and the real part of the D matrix is related to the conservation of reactive energy
at every point. As shown in Fig. 1, the real-space distribution of the first D matrix resembles a dipole, and the
second one exhibits a more complicated pattern. Both are informative about the most computationally efficient local
constraints for the desired objective.
1st local conservation constraint
real power part: Im{D3} reactive power part: Re{D3}
2nd local conservation constraint
real power part: Im{D4} reactive power part: Re{D4}
FIG. 1. Visualization of D matrices for absorption cross section bound with material ε = 12 + 0.1i and designable-region
diameter d = 0.18λ. The imaginary and real parts of the first two optimal local D matrices are shown separately, corresponding
to the weighting functions in the real and reactive power-conservation laws. Color bar ranges from -1 to 1 from dark blue to
bright yellow. Incident plane wave coming in from the left.
IV. VOLUME INTEGRAL FORM OF T -MATRIX
In this section, we first derive the volume integral form of T -matrix elements as a linear function of the polarization
current in arbitrary basis functions. Then, specifically for a 2D circular bounding region, we derive the T -matrix
expression in the basis of vector cylindrical waves.
Given arbitrary bounding volume V , a set of incoming basis {ψin,n} is defined on its surface ∂V through the
4orthogonal relation:
− 1
4
∫
∂V
ψin,i(xs)
†P (xs)ψin,j(xs) = δij , P =
 0 nˆ×
−nˆ× 0
 , (14)
with nˆ being the unit normal vector. When i = j, the right hand side of the orthogonality relation measures the
power flow of state ψin,i through the surface ∂V . (We choose the convention pointing outward for outgoing states and
inward for incoming states.) Outgoing states can be defined as the time reverse of the incoming states:
ψout,i(xs) = Qψ
∗
in,i(xs), Q =
I 0
0 −I
 , (15)
where the operator Q flips the sign of the magnetic field, as required by time reversing. The incident basis {ψinc,i}
is defined by a linear combination of the incoming and outgoing basis: ψinc,i = αψout,i + βψin,i. Coefficients α and β
depend on the exact basis one choose. For example, for vector cylindrical waves, they are both 12 .
Incident field ψinc can be expanded by the incident basis with coefficients cinc,i. Similarly, scattered field ψout can
be expanded by the outgoing basis with coefficients cout,i. These two sets of coefficients are connected by T -matrix.
ψinc =
∑
i
cinc,iψinc,i, ψscat =
∑
i
cout,iψout,i,
cout
 =
 T

cinc
 . (16)
Thus, the entry Tij measures the ratio cout,i/cinc,j. In other words, when the incident field ψinc = ψinc,i, Tij takes
the value of cout,i. Using this definition, we can express Tij as a linear function of polarization current φ after some
mathematical manipulation:
Tij = −1
4
∫
∂V
ψ†out,i(xs)P (xs)ψscat(xs) (17)
= − 1
4α
∫
∂V
ψ†inc,i(xs)P (xs)ψscat(xs), (18)
= − 1
4α
∫
∂V
∫
V
ψ†inc,i(xs)P (xs)Γ0(xs,xv)φ(xv) (19)
where we used the fact that ψout,i =
1
αψinc,i− βαψin, and the incoming and outgoing fields are orthogonal in this inner
product. To further simplify this equation, we first take its transpose, and then use the properties PT (xs) = P (xs)
and ΓT0 (xs,xv) = Γ0(xv,xs) to write Tij as:
Tij = − 1
4α
∫
∂V
∫
V
φT (xv)Γ0(xv,xs)P (xs)ψ
∗
inc,i(xs) (20)
=
1
4α
∫
∂V
∫
V
φT (xv)Γ0(xv,xs)P (xs)ψinc,i(xs), (21)
where we use the properties ψ∗inc,i(xs) = Qψinc,i(xs) and −P (xs)Q = P (xs) to derive the second equality. Lastly, we
identify that the product P (xs)ψinc,i(xs) gives the surface equivalent current ξinc,i(xs) on the surface ∂V , which can
be propagated back to the volume through the Green’s function:
Tij =
1
4α
∫
∂V
∫
V
φT (xv)Γ0(xv,xs)ξinc,i(xs) (22)
=
1
4α
∫
V
φT (xv)ψinc,i(xv) (23)
=
1
4α
φTψinc,i. (24)
5The key result, Eq. (24), identifies Tij as a overlap integral between incident channel ψinc,i and polarization current
φ that is induced by incident field ψinc,j.
For a highly symmetric bounding volume, the derivation of the volume integral form of T -matrix can be greatly
simplified. In the example provided in the main text, we assume nonmagnetic material with a 2D bounding area and
TE incidence. The basis for outgoing and incident field can be chosen as the set of vector cylindrical waves:
vinc,n(x) =
1
2
zˆJn(kρ)e
inφ (25)
vout,n(x) =
1
2
zˆH(1)n (kρ)e
inφ, (26)
where Jn(x) is the Bessel function of order n, and H
(1)
n (x) is the Hankel function of the first kind of order n.
Conventionally, these two basis written here do not include magnetic field, and are not normalized based on Eq. (14),
so we use different notations other than ψinc,n and ψout,n.
As discussed before, when ψinc = vout,j, the entry Tij = cscat,i. By virtue of the Green’s function expansion
Γ0(x,x
′) = i
∑
n vout,n(x)v
†
inc,n(x
′) for ρ > ρ′, we can easily derive the volume integral form of Tij :
Tij =
∫
∂V
v†out,i(xs)ψscat(xs)dS∫
∂V
v†out,i(xs)vout,i(xs)dS
(27)
=
∫
∂V
v†out,i(xs)
[∫
V
Γ0(x,x
′)φ(x′)dV
]
dS∫
∂V
v†out,i(xs)vout,i(xs)dS
(28)
=
∫
∂V
v†out,i(xs)
[∫
V
i
(∑
n vout,n(x)v
†
inc,n(x
′)
)
φ(x)dV
]
dS∫
∂V
v†out,i(xs)vout,i(xs)dS
(29)
= i
∫
V
v†inc,i(x
′)φ(x′)dV (30)
= iv†inc,iφ (31)
Similar as before, the result suggests that Tij is the projection of φ into the given incident basis vinc,i with an additional
phase delay, under the incident field ψinc = vinc,j. There is slight difference between this and the more general result
in Eq. (24) because the vector cylindrical waves defined in equations (25) and (26) do not include magnetic field
components and are not normalized based on Eq. (14).
V. FORMULATION OF S-MATRIX FEASIBILITY BOUND
The objective for the S-matrix feasibility problem is to minimize the relative difference between the achievable and
target S matrices:
Min fobj = ‖S − Starget‖2 / ‖Starget‖2 , (32)
where we choose ‖ · ‖ to denote Frobenius norm.
It is simpler to translate the scattering matrix S, which relates incoming waves to outgoing waves, into the transition
matrix T , which relates incident waves to scattered waves. One can typically choose a basis such that S = I + 2T .
Inserting this relation into Eq. (32), we have:
fobj = 4 ‖T − Ttarget‖ / ‖Starget‖2 (33)
=
4
||Starget||2
∑
ij
|Tij − Ttarget,ij |2 (34)
=
4
||Starget||2
∑
j
fobj,j , (35)
where in the last equality we separate out the objective into contributions from different incident fields:
fobj,j =
∑
i
|Tij − Ttarget,ij |2. (36)
6Each fobj,j corresponds to the scattering from incident field indexed by j, so we bound them separately and later add
up their contributions. As we proved in section IV of the SM, Tij can be written as a linear function of φ, which is
the induced polarization current under the incident field ψinc = ψinc,j. Assume this linear relation is Tij = w
†
iφ. We
can plug it in Eq. (36) to express each fobj,j as a quadratic function of φ:
fobj,j = φ
†
(∑
i
wiw
†
i
)
φ+ Re
(−2∑
i
Ttarget,ijwi
)†
φ
+∑
i
|Ttarget,ij |2, (37)
This can be written in the form of optimization problem (3) in the main text (after adding a minus sign to the
objective to turn minimization into maximization) with A = −∑i wiw†i , β = 2∑i Ttarget,ijwi, c = −∑i |Ttarget,ij |2,
and ψinc = ψinc,j.
For the general case where the incident basis ψinc,i is defined through Eq. (14), we substitute ωi in Eq. (37) with
ψ∗inc,i/(4α
∗). For the specific case where the we assume nonmagnetic material with a 2D bounding area and TE
incidence, the incident basis ψinc,i is vector cylindrical waves vinc,i defined in Eq. (25), and we substitute ωi with
−ivinc,i.
VI. MINIMUM DIAMETER OF A POWER SPLITTER
In the main text, we show the minimum diameter required for a power splitter for a single input to 2M + 1
outgoing channels in the cylindrical-wave basis. The way we determine the minimum diameter for each M is to
minimize the objective function ‖S − Starget‖2 / ‖Starget‖2 for every diameter d, and choose the smallest one that
satisfies ‖S − Starget‖2 / ‖Starget‖2 < 1%. This process is shown in Fig. 2(b) for the case with M = 5.
The gap between two blue lines in Fig. 2(b) originates from a numerical instability in the global-constraint-only
approach. Higher orders of the cylindrical waves yield widely separated numerical scales in the corresponding matrices,
such that with only global constraints the optimization does not terminate successfully for some diameters. The two
dashed blue lines indicate the uncertainty region for determining the minimum diameter. The lower bound of this
uncertainty region is estimated from the asymptotic limit of the global-constraint-only approach in Fig. 2(a). The
minimum diameter can be lower bounded by the lower dashed line of the uncertainty region, which explains the
location of the circular point with the errorbar.
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FIG. 2. (a) Minimum diameter required for a power splitter for a single input to 2M + 1 outgoing channels. (b) Lower bounds
on the objective ||S − Starget||2/||Starget||2 at each diameter when the largest scattering channel M = 5. Uncertainties rising
from the numerical instabilities in global constraints are marked by the dotted blue lines.
7VII. FORMULATION OF THE BANDWIDTH-AVERAGED EXTINCTION BOUND
In this section, we transform the bandwidth-averaged extinction to a single scattering amplitude at a complex
frequency by Cauchy’s residue theorem, using a similar technique to that which has been demonstrated in Refs. [2, 3].
We start with the expression of single-frequency extinction cross section at a real frequency:
σext(ω) = Im
[
ωψ†inc(ω)φ(ω)
]
(38)
Incident field ψinc(ω) in far-field scattering is often approximated as a plane wave. Without loss of generality, we
assume it has unit intensity and is propagating along the x direction. We use dimensionless quantities with c = 1,
so the plane-wave frequency dependence can be written as eiωx. In anticipation of an analytic continuation into the
complex plane, we use the general relation ψ∗inc(ω) = ψinc(−ω) for real-valued frequencies [4] to remove the complex
conjugation (which cannot be analytically continued):
σext(ω) = Im
[
ωψTinc(−ω)φ(ω)
]
(39)
= Im s(ω). (40)
Here, we define a new term s(ω) = ωψTinc(−ω)φ(ω) that we identify as the far-field scattering amplitude. Since the
incident plane wave ψinc(ω) has the frequency dependence e
iωx (analytic everywhere), and the polarization current
φ(ω) is a causal linear-response function [5], the amplitude s(ω) is analytic in the upper half of the complex-frequency
plane (UHP).
The average extinction cross section 〈σext〉 in a bandwidth ∆ω around a center frequency ω0 can be defined as the
integral of the product of σext(ω) and a Lorentzian window function Hω0,∆ω(ω) =
∆ω/pi
(ω−ω0)2+∆ω2 :
〈σext〉 =
∫ +∞
−∞
σext(ω)H(ω)dω (41)
= Im
∫ +∞
−∞
s(ω)H(ω)dω (42)
The integrand s(ω)H(ω) has two properties that allows us to use Cauchy’s residue theorem to equate the all-frequency
integral to a single pole in the UHP. The first property is that the s(ω)H(ω) only has one pole ω˜ = ω0 + i∆ω from the
window function in the UHP, since s(ω) is complex analytic in the UHP as discussed above. The second property is
the magnitude of s(ω)H(ω) decays faster than 1/|ω| when |ω| → +∞. In this asymptotic limit, the window function
H(ω) decays at a rate of 1/|ω|, and the amplitude s(ω) decay at the rate of 1/|ω|, which can be proved as follows.
In the high-frequency limit, the polarization field must decay towards zero (the bound charges cannot respond to
such high frequencies), and on physical grounds [4] the decay must occur in proportion to 1/|ω|. Conventionally,
the decay constant is chosen to be a “plasma frequency” ωp that is physically meaningful for metals but applies to
dielectrics as well. Because the scatterer becomes transparent at high frequencies, the Born approximation applies
and the polarization field will be directly proportional to the incident field: φ(|ω| → ∞) = −ω
2
p
ω2ψinc(ω), so that
s(|ω| → ∞) = −ω
2
p
ω ψ
T
inc(−ω)ψinc(ω) ∼ 1/ω. Note that the inner product ψTinc(−ω)ψinc(ω) does not dependent on
frequency as the frequency dependence of the incident plane wave is just eiωx.
Taking these two properties into account, we can connect the upper and lower limit of the integral in Eq. (41) by a
half circle in the UHP, which does not actually contribute to the integral due to the fast decay rate of the s(ω)H(ω).
Integration of this closed loop can be transformed into the single pole of s(ω)H(ω) at ω˜ = ω0 + i∆ω by Cauchy’s
residue theorem, giving the expression in the main text:
〈σext〉 = Im
[
ω˜ψTinc(−ω˜)φ(ω˜)
]
. (43)
In the case of TE incidence in a 2D geometry with nonmagnetic material, we only need to consider the z polarization
component of the electric incident field, which is a scalar quantity. If we still use notation ψinc to denote this
quantity, we can solve for the maximum 〈σext〉 by the optimization problem with β = iω˜∗eiω0x+∆ωx and incident field
ψinc(ω˜) = e
iω0x−∆ωx.
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