A general framework is presented for the analysis of partially ordered set (poset) data. The work is motivated by the need to analyse poset data such as multi-componential responses in psychological measurement and partially accomplished cognitive tasks in educational measurement. It is shown how the generalized loglinear model can be used to represent poset data that form a lattice and how latent-variable models can be constructed by further specifying the canonical parameters of the loglinear representation. The approach generalizes a class of latent-variable models for completely ordered data. We apply the methods to analyse data on the frequency and intensity of anger-related feelings. Furthermore, we propose a trajectory analysis to gain insight into the response function of partially ordered emotional states.
Introduction
Partially ordered sets (posets) arise in theories of learning, cognition and developmental psychology and have a rather long history (e.g. Flavell, 1971; Piaget, 1950) . Recently, with the increasing emphasis on educational tests as tools for cognitive diagnosis rather than for simply ranking students (Mislevy, 1996) , and with increased attention being given to the delineation of granular components of complex psychological concepts (as in facet analysis: Costa & McCrae, 1995) , to appraisal and action tendency analysis of emotion (Ortony & Turner, 1990) , and to componential modelling of learning tasks (Hoskens & De Boeck, 2001) , poset responses are becoming commonplace.
In educational measurement, the analysis of partially correct responses to test items could help to reveal information about a student's cognitive states in learning. This is an important issue as pedagogic interest in the cognitive states underlying student responses has recently increased, causing a growing demand for tests that can be used as diagnostic tools for improving instruction (Mislevy, 1996) . Consider, for instance, the following examples.
Different problem-solving strategies may be considered partially ordered because some strategies lead to superior performance whereas other strategies are equally successful. In particular, Siegler (1987) conducted a study in which students had to describe how they solved elementary addition problems (see also Wilson, 1992) . The answers were classified into five categories (the following labels are for identifying the category in a Hasse diagram): (f) retrieval, in which the answer is retrieved from memory; (e) the min strategy, in which one counts up from the larger addend the number of times indicated by the smaller addend; (d) decomposition, in which the original problems are decomposed into several simpler problems; (b) the counting-all strategy, in which one counts from one the number of times indicated by the sum; and (a) guessing, in which one guesses or does not know the answer. Based on criteria of speed and accuracy, the strategies can be partially ordered as shown in Fig. 1a . For purposes of illustration, we add a sixth hypothetical strategy (c), which is more successful than (a) and less successful than (f) but cannot be ordered with respect to (d), (b), or (e) because it is qualitatively different.
As a second example, partially ordered responses may arise when scoring responses to open-ended questions on different aspects. For instance, the answers to a mathematical problem-solving task may be judged with respect to various features related to the correctness of the reasoning behind the answer and the correctness of computations that have to be carried out. The responses can therefore be scored in several respects, so that for each response a binary vector is obtained. These response vectors would in general not form a full order, but only a partial order. In the same way, open-ended responses to items that involve the subtraction of fractions could be scored with respect to the cognitive skills that are required to obtain a particular response such as transforming a whole number into a fraction, finding the common denominator of two fractions, and putting a fraction in its simplest form (see Tatsuoka, 2002) . Again the response patterns formed by the binary scores on the different skills can be considered partially ordered. As a third example, consider the componential delineation of the feelings of individuals in personality research. In a study of guilt feelings (Smits & De Boeck, 2003) , it was hypothesized that three identifiable components form the main structure of a feeling of guilt -norm violation (appraisal of what one did as being a transgression of a moral norm), brooding (cognitive tendency to continually reflect upon the act), and tendency to repair (action tendency to undo the fault). Multiple situations under which feelings of guilt could be evoked were presented to the participants. An example of a situation of guilt is that one promises a friend to keep a secret but breaks the promise by telling the secret to someone else. Responses to a family of items that stem from each situation were collected. Each family included three items, each of which corresponded to a guilt component. To illustrate, suppose that the presence and absence of a guilt component are coded as 1 and 0, respectively. Accordingly, the possible responses are encoded into the row vector (000, 100, 010, 110, 001, 101, 011, 111) . Each combination of presence or absence is mapped to a category of response. Figure 1b shows the Hasse diagram of the order structure of the combinations. Accordingly, each situation solicits a poset with a maximal element (category 7) and a minimal element (category 0). The interest of inference is in the characteristics of each response category as well as in the interaction or dependency between components. Finally, Tatsuoka (2002) and Wilson (1992) also describe some other contexts in which the modelling of posets may be useful.
This paper proposes methods for analysing a general class of posets. The general loglinear methods that we use to analyse posets have been used in a previous paper by Ip, Wang, De Boeck, and Meulders (2004) for the analysis of multivariate polytomous responses, which can be represented as a Boolean lattice (e.g. lattice represented by Fig. 1b ). The present paper shows that the general loglinear approach can be extended to model any form of poset as long as it can be represented as a (possibly non-Boolean) lattice. In this sense, this paper generalizes the methods of Ip et al. (2004) to the analysis of poset responses. Furthermore, the present paper describes the theoretical relation between the hypothesized partial order model and the observed trajectory of dominant responses along the latent scale. In addition, the paper proposes techniques for visualizing and for estimating the stability of the empirically observed trajectory in the context of a multi-componential latent variable analysis on anger-related feelings, with intensity and frequency as the components. The study of the trajectory allows researchers and practitioners to gain insight into the relationship between the partially ordered states and the latent construct that supposedly drives the responses.
The remainder of the paper is organized as follows. Section 2 highlights special statistical features in this analysis. Section 3 provides the representation of a general class of partially ordered responses using a generalized loglinear model for the case in which the posets follow a lattice structure. Section 4 describes how various latent variable models can be constructed by further specifying the canonical parameters of the loglinear representation. Section 5 deals with the derivation of tracelines for the proposed model. Section 6 describes parameter estimation for the models presented. Section 7 describes methods for model selection and model checking. Section 8 presents the results of two studies on the frequency and intensity of anger-related feelings. Finally, Section 9 contains a brief discussion.
Statistical features
The study described in this paper involves several special statistical features. First, the method for representing posets is closely related to that of multivariate categorical variables. Our representation of posets can be seen as a generalization of a computationally efficient form of the loglinear model (Zhao & Prentice, 1990) . We shall refer to the special representation of the loglinear model (Bishop, Fienberg, & Holland, 1975) as the generalized loglinear model (GLLM: Cox, 1972; Holland, 1990; Laird, 1991) .
A second feature of this analysis is that it is presented in an item response theory (IRT) framework (Lord & Novick, 1968) . Item response models can be considered as latent variable models that posit an individual-specific underlying trait that drives a respondent's multiple responses to a set of stimuli (often in the form of questions or items). The latent variable is modelled as a random variate on a continuous, ordered scale -or a random effect -which is ultimately integrated out to provide the manifest probability of the responses. While there exist well-developed IRT models in the literature for analysing responses that are either totally ordered or totally unordered, to the best of our knowledge measurement tools for partially ordered responses have not been fully developed. Except for a few isolated efforts (e.g. Tatsuoka, 2002; Wilson, 1992) , the general lack of advanced techniques for structures other than ordered or nominal categories has been criticized as having a negative impact on the development of theory for psychology and educational measurement (Glaser, Lesgold, & Lajoie 1987) . Wilson (1992) developed the ordered partition model to analyse equivalent classes of nominal categories that are strictly ordered. The method presented in this paper generalizes Wilson's model in that it can be used to analyse any structure of partial order that can be represented as a lattice. Furthermore, our method can also be considered as an extension to several important IRT approaches that are used to analyse polytomous item responses. These IRT approaches include the nominal category response model (Bock, 1972) , the graded response model (Samejima, 1969) , and the partial credit model (Masters, 1982) . The nominal category response model elaborates a formal model for choice between two alternatives (Luce, 1959) and is closely related to the multinomiallogit model (McFadden, 1974) . The graded response and partial credit models, on the other hand, are commonly used to analyse polytomous items with a full order of response categories. The partial credit model is an adjacent-categories logit model (e.g. Agresti, 2002) , while the graded response model is a cumulative-logit model (McCullagh, 1980) , also called a proportional-odds model. A covariate term that is used in a regression setting in the adjacent-and cumulative-logit models is replaced by a latent variable in both the partial credit and graded response models. Statistically, the nominal, graded response and partial credit approaches can all be treated as random effect models in, respectively, multinomial-, adjacent-and cumulative-logit regressions. However, for posets, it is not clear how adjacency and cumulative sum should be defined and analysed because mathematically not all response categories are necessarily ordered. That is, any one response category may neither dominate nor be dominated by another category. In this paper, we use incidence algebra to provide a solution to this problem.
Matrix representation of posets
In the following paragraphs, we will first provide a general discussion of posets that can be represented as a lattice. These posets are further denoted as general posets. Next, we will discuss, as a special case, the formal representation of multi-component posets that are derived from responses to multiple component-items each of which has totally ordered categories.
3.1 General poset structure Consider a finite set G ¼ { g 1 ; : : : ; g M } and a relation a on G such that g n is said to dominate g m if g m a g n for g n , g m [ G. The relationship a is reflexive and transitive but not symmetric. Assume that G constitutes a finite lattice that includes a maximal element or supremum 1 (i.e. ;g m [ G: g m a 1) and a minimal element or infimum0 (i.e. ;g m [ G: g m s0). For this lattice, we define a dominance matrix A ¼ (a mn ) so that a mn ¼ 1 if g n a g m and 0 otherwise. For the poset (a, b, c, d, e, f ) of which the lattice structure is shown in Fig. 1a , a ¼0 and f ¼1: The corresponding dominance matrix A is given by: This multinomial distribution does not contain any information about the (partial) order of the categories. However, we may include this kind of information by applying the following lattice-based reparameterization to the kernel (see Ip et al., 2004; Wang, 1986 ):
The elements of the vector s include information on the partial order of responses as they indicate for each element of the poset whether or not it dominates the chosen response. In particular, for the poset in Fig. 1a ,
The elements of the vector v depend on the contrast matrix A 21 and on the multinomial parameters p m . For example, for the poset in Fig. 1a , the contrast matrix is given by As a result of A 21 logp, we obtain canonical parameters that form contrasts between multinomial parameters. In particular, for the poset in Fig. 1a 
The assumption that the elements of a poset form a lattice is important because the invertibility of the dominance matrix A is guaranteed by a Möbius inversion under the framework of incidence algebra associated with the poset (Aigner, 1979, Chapter 4; Berge, 1971) .
To identify the model in (1), the canonical parameter associated with the minimal element of the poset is put equal to zero. Accordingly, the log-likelihood equation for the reparameterized model is given by
where k(v) is the normalizing constant. Fig. 1b , X T ¼ (X 000 , X 100 , X 010 , X 110 , X 001 , X 101 , X 011 , X 111 ). In general, the lexicographical order specifies indices m ¼ y 1 þ P I j¼2 ð y j 2 1Þ Q j21 t¼1 M t Â Ã 2 1 that vary from 0 for the minimal element to M 1 £ : : : £ M I 2 1 for the maximal element. To formally represent the poset, we may use the lattice-based reparameterization of the multinomial kernel in (1).
For posets with a multi-component structure, the dominance matrix A and the contrast matrix A 21 can be derived from the dominance matrices of individual components. In particular, for posets with I components, it can be shown by induction that the dominance matrix A can be expressed as the tensor product of I componentlevel dominance matrices. That is, A ¼ B I^BI21 · · ·^B 1 . For example, the dominance matrix in Fig. 1b can be computed using component matrices B 1 , B 2 , and B 3 that are defined for 0-1 chains of the binary components Y 1 , Y 2 , and Y 3 , namely,
In particular, the overall dominance matrix for three-component poset is given by
The contrast matrix A 21 can be computed using the inverted dominance matrices of individual components -that is,
1 : Applying the transformation (1) to the multinomial kernel of a multi-component poset yields a vector s of indicator functions and an associated vector v of canonical parameters. The elements of s identify the elements of the poset that dominate the chosen response. For instance, for the poset in Fig. 1b the dominance matrix is presented in Table 1 . The two last rows present (a different formulation of) the elements of s associated with the column elements of the dominance matrix. As s ¼ A T x the ith element of s is obtained as the sum of indicator functions in x that have a 1 in the ith column of A. For instance, for column '100' the value of s equals
: : : ; I; y i ¼ 0; : : : ; M i 2 1), the elements in s can be reformulated as in the bottom row of Table 1 by using the fact that a row element only dominates a column element if all components of the row element dominate the corresponding component of the column element. For instance, for the column element '110', the indicator function
. In sum, we see that when evaluated at the ith element of x, s produces the ith row of the dominance matrix. For example, for the category of the poset corresponding to the response pattern
The canonical parameters of the vector v are defined as contrasts of multinomial parameters p. For example, for the lattice structure in Fig. 1b 12(11) , v 3(1) , v 13 (11) , v 23 (11) , v 123 (111) ) T . The components of the vector v can be grouped into four categories: a zeroth-order term v 0 ¼ log p 000 , first-order conditional logits such as v 1(1) ¼ log(p 100 /p 000 ), second-order log-odds ratios such as v 12 (11 
The order of the elements in s and v is determined by the order of the elements in X, which is arbitrary. In (4) the order is such that subsequent canonical parameters refer to main effects, second-order interactions and so on. As indicated earlier, an alternative is to define a lexicograpical order for the elements in X.
To identify the multi-component poset model, the canonical parameter v 0 associated with the minimal element is constrained to be zero. Accordingly, the log-likelihood equation log P(Y ¼ y) is similar as for general posets (i.e. (2)). Note that the loglikelihood equation that is reparameterized under the incidence algebra for multicomponent responses is a generalization of the GLLM of Zhao and Prentice (1990) . More specifically, the GLLM for I dichotomous 0-1 components Y i can be expressed as
where v T ¼ ðv 1 ; : : : ; v 1: : :I Þ is the set of loglinear interaction terms.
Latent variable models for posets
The canonical parameters may be further specified as a function of other parameters. For example, in IRT models a linear mixed formulation is given to these parameters with a random intercept as latent person variable. The partial credit model (PCM: Masters, 1982 ) is an IRT model for the analysis of totally ordered responses. To explain the PCM we may consider items Y k (k ¼ 1; : : : ; K) which take ordered integer values m from 0 to M k 2 1. Using the transformation in (1), we may derive that under the PCM the canonical parameters contrast adjacent categories -that is, v mk ¼ log½PðY k ¼ mÞ= PðY k ¼ m 2 1Þ. Note that the first canonical parameter v 0 is put equal to zero in order to identify the model. The PCM is obtained by specifying these logits of adjacent categories to be a linear function of a latent variable u (Masters, 1982; Molenaar, 1983 
Note that the linear relationship for the logit of the probability that the response belongs to category m holds given that the response is either m or m 2 1. The PCM can be extended in various ways by using other specifications for v mk (u). For instance, one may use item-specific slope parameters (v mk ðuÞ ¼ a k u 2 l mk ), as in the generalized partial credit model (Muraki, 1992) . In case all variables Y k have the same number of categories, one may, as in the rating scale model (Andrich, 1978) , constrain parameters l mk to be a function of category-and item-specific parameters -that is,
Furthermore, one may specify multidimensional models (i.e. using P q a q u q instead of u), or one may include (person or item) covariates in order to model latent trait values or category parameters.
Latent variable models for general posets
To build latent variable models for general posets, one may use the same building blocks as for the PCM and specify canonical parameters to be a linear function of the latent trait (see (6) ). This basic model, henceforth called the partial order model (POM), uses the incidence algebra described above for generalizing the concept of 'adjacency' in the PCM to posets. In the same way as described for the PCM, the POM can be extended by using other types of building blocks for the canonical parameters.
Latent variable models for multi-component posets
Extending the above models to multi-component posets is straightforward. Let Y ik denote the ith component of poset k (k ¼ 1; : : : ; K; i ¼ 1; : : :; I) that takes totally ordered values y ik from 0 to M ik 2 1. One may construct latent variable models by specifying the parameters of v in (4) to be linear functions of u. For example, for poset k we could specify first-order terms v ik ð y ik Þ ¼ au 2 l ikð y ik Þ ; and second-order terms v ijk ð y ik y jk Þ ¼ au 2 l ijkð y ik y jk Þ :
In describing the extensions for multi-component posets it is useful to distinguish between modelling first-order terms and interaction terms. Interaction terms are specific for multi-component posets as they refer to response combinations of different items. For first-order terms, slope parameters a can be made poset-specific (i.e. v ik ð y ik Þ ¼ a k u 2 l ikð yikÞ ), component-specific (i.e. v ik ð y ik Þ ¼ a i u 2 l ikð yikÞ ), or specific for pairs of components and posets (i.e. v ik ð y ik Þ ¼ a ik u 2 l ikð yikÞ ). For interaction terms, slope parameters can be poset-specific, but they cannot be component-specific. Partial order models that include specific slope parameters are henceforth called generalized partial order models (GPOM).
The basic building blocks as they are presented thus far, as in (4) and its variants, are all dimension-dependent because they are modelled as linear functions of the latent trait. A first useful restriction is to specify interaction terms to be constant across latent trait values (e.g. v ijk ð y ik y jk Þ ¼ 2l ijk ð y ijkð y ik y jk Þ ; and so on). For a distinction between dimension-dependent and dimension-independent interaction models, see Hoskens and De Boeck (1997) . A second useful restriction is to put certain interaction terms equal to zero. If all interaction terms are made equal to zero, one obtains an independence model.
Nominal model
As the nominal model (Bock, 1972) does not involve any hypothesis about the order of the responses it may be considered a useful basis of comparison for models that hypothesize a specific (partial) order structure on the observed responses (Thissen & Steinberg, 1984) . Although the nominal model does not hypothesize ordered responses, it can be formulated as a special case of the POM. Consider items Y k ðk ¼ 1; : : : ; KÞ that take nominal values m from 0 to M k 2 1. Using a dominance matrix in which each category dominates itself and the baseline category 0, we may derive that the canonical parameters contrast each category to the baseline, that is, v mk ¼ log½PðY k ¼ mÞ=PðY k ¼ 0Þ. The nominal model is now obtained by specifying the canonical parameters to be a linear function of the latent variables with categoryspecific slopes, that is, v mk ¼ a mk u 2 l mk ðk ¼ 1; : : : ; K; m ¼ 1; : : : ; M k 2 1Þ: The first canonical parameter v 0k is put equal to 0 in order to identify the model. Finally, we note that when analysing multi-component posets, a nominal model would be specified for the response patterns on the component items.
Tracelines and trajectories
When applying latent variable models, inference about the probability of answering in a particular response category, as a function of the latent variable, is often of primary interest since it shows the impact of individual differences. This information is provided by the so-called traceline P(Y ¼ cju), which indicates the probability of responding in category c as a function of the latent trait. The traceline describes the change in the response probability with increasing value of the latent variable, for example a latent trait such as anger-proneness (see Section 8). We will discuss the derivation of the tracelines for general posets. The result for the special case of multi-component posets is straightforward. Let G m denote the set of responses that are dominated by category g m , that is, G m ¼ { g n : g n a g m }, and let G denote the total set of responses.
Theorem 1. The probability of responding in category g m can be expressed as
To identify the model, we put the canonical parameter of the minimal element equal to zero. This implies that v v ðuÞ É = kðuÞ with k(u) the normalizing constant in the denominator of (7).
As a first example of the theorem, we consider the derivation of tracelines for the PCM. Let Y denote a random variable that takes totally ordered categories m from 0 to M 2 1. Using (7), the traceline for category m is given by
with P 0 v¼0 l v ; 0 and P c v¼0 ðu 2 l v Þ ; P c v¼1 ðu 2 l v Þ: As a second example, consider the traceline of category '6' in Fig. 1b . Using a generalization of (7) for multi-component posets, we may derive that with k(u) being a normalizing constant. In addition to a thorough inspection of the tracelines of each category in the poset, one may also be interested in the combination of all tracelines, for instance in the categories that have the highest probability of being chosen across the latent scale. This pattern of dominant categories will henceforth be referred to as the trajectory of the dominant responses. Depending upon the context, the trajectory may provide useful information about the order of categories when u varies across the latent scale. For instance, in Section 8, we will investigate the trajectory through combinations of intensity and frequency of anger-related states when anger-proneness varies from low to high.
It is worthwhile to mention that the partial order structure which is hypothesized in the lattice restricts the order of the traceline peaks of the categories in the poset. More specifically, we may state the following theorem for a generalized partial order model with positive slopes:
Theorem 2. In a lattice with minimal element0 and maximal element 1, if g m a g n then p m will attain its peak at a smaller value of u than p n .
Proof. See Appendix A.
From Theorem 2 it follows that the hypothesized partial order structure also puts clear restrictions on the empirical trajectory of categories that become dominant (i.e. have the highest probability) if one moves along the latent scale. More specifically, if g m a g n then p n cannot become dominant at a smaller value of u than p m . But note that, in general, neither g n nor g m need be dominant at some point of the scale. Finally, we note that the hypothesized partial order structure does not put any a priori restrictions on the traceline peaks of categories that are unordered in the poset. Rather, the order of these peaks is an empirical matter which corresponds, as in the nominal model (see Heinen, 1996) , to the order of the (estimated) category-specific weights of the latent variable.
Parameter estimation
Assuming conditional independence of responses given the latent trait allows the likelihood equation of the canonical parameters to be expressed as a product of poset responses. Suppose Y pk denotes the response of individual p to general poset k. The loglikelihood equation of the POM is given by
PðY pk ¼ y pk ju; vÞdFðuÞ;
where u , F(u).
For the POM and its extensions discussed in Section 8, parameter estimates can be computed with the recently developed NLMIXED procedure of SAS (SAS Institute Inc., 1999) . This procedure allows for marginal maximum likelihood (MML) estimates of the canonical parameters of the POM and can be programmed to provide empirical Bayes estimates of the person parameters. The MML approach of NLMIXED involves the maximization of the marginal likelihood formed from (8) using a normal distribution (e.g. N(0, 1)) for u. Note that the dispersion of the latent scale is estimated by the slope parameter in (6) . Various options are available in the NLMIXED procedure for approximating the integrated likelihood and for maximizing the approximation to the likelihood. In our data analysis, we used a non-adaptive Gaussian quadrature method to approximate the likelihood (Pinheiro & Bates, 1995) , and a Newton-Raphson procedure for maximizing the approximate likelihood.
As Note that, unlike the analysis with SAS, in this type of Bayesian analysis it may be necessary to specify proper priors for the category parameters (l) and the slopes (a) as well (i.e. not only for u) in order to ensure the propriety of the posterior.
Having available a sample of the posterior distribution has several advantages. First, it allows for the computation of 100 (1 2 a)% posterior intervals of the parameters that are valid in small samples because they do not rely on an asymptotic normal approximation to the posterior. Second, it allows for assessing the fit of the model with the technique of posterior predictive checks (Gelman, Carlin, Stern, & Rubin, 2004) . Third, it allows for evaluating the uncertainty in any estimand of interest. In particular, in the context of partial order models, it may be of interest to evaluate the uncertainty in tracelines and corresponding trajectories for a particular model.
Model selection and model checking
The aim of model selection is to select one model from a set of competing models which best captures the process that generated the data. In order to achieve this goal, model selection criteria aim to select the model that optimally balances between parsimoniousness and goodness of fit (GOF) because only maximizing GOF will typically lead to the selection of models that are unnecessarily complex and that poorly generalize to other contexts. Well-known model selection criteria are Akaike's information criterion (AIC: Akaike, 1973 ) and the Bayesian information criterion (BIC: Schwarz, 1978) . These criteria are defined as the sum of a badness-of-fit measure (minus twice the log-likelihood of the fitted model) and a complexity measure (2k and k log(N) for AIC and BIC, respectively, where k is the number of free parameters and N being the sample size). For model selection purposes, there is no clear choice between these different information criteria (Hastie, Tibshirani, & Friedman, 2001 ). The BIC is asymptotically consistent (i.e. given a set of models including the correct one, the probability of selecting the correct model approaches 1 as N ! 1), whereas asymptotically AIC will tend to select models that are too complex. On the other hand, with finite sample sizes BIC tends to select too simple models as it heavily penalizes model complexity.
As model selection criteria only concern the relative fit of models it is recommended to use model checking procedures in order to assess whether the best model fits specific aspects of the data that are of substantive interest and whether it fits the data in a global way. We will discuss four types of fit measures for multicomponent posets: (1) a likelihood-ratio measure for evaluating the relative global GOF of the model; (2) a Pearson x 2 measure for evaluating the absolute global GOF of the model; (3) a measure for evaluating whether (the strength of) the relation between component items and the latent trait (i.e. component-item slope) is captured by the model; and (4) a measure for evaluating whether the latent trait is able to capture the heterogeneity between persons. Extension to the case of general posets is straightforward.
Relative global goodness of fit
In order to evaluate the relative global GOF of the hypothesized partial order model, one may use a likelihood-ratio (LR) test in order to compare the model of interest to the nominal model. Usingĵ r andĵ u to denote the maximum likelihood estimates of the restricted POM and the unrestricted nominal model, the LR statistic is given by:
LRð yÞ ¼ 22log pðĵ r j yÞ pðĵ u j yÞ :
Under the null hypothesis that the hypothesized partial order model holds, the LR statistic has asymptotically a x 2 distribution with degrees of freedom equal to the number of parameters of the unrestricted model minus the number of parameters of the restricted model.
Absolute global goodness of fit
To construct absolute global GOF measures for a specific poset or for the entire collection of posets we form G homogeneous person groups on the basis of the percentiles of the distribution of the estimated person parameters. Let the vector j comprise all the model's parameters. A Pearson x 2 GOF measure for poset k is given by
with O glk and E glk being the observed and expected number of persons in group g who respond in category l of poset k, respectively. The expected number of persons in group g who respond in category l of poset k is computed as the product of the number of persons in group g and the average probability of members in group g responding in category l of poset k. A GOF measure for the entire collection of posets is obtained by summing x 2 the measures in (10) across posets, that is, x 2 tot ðj;
7.3 Component-item slope For reasons of parsimony it is often interesting to restrict item-component slope parameters a ik to be equal across item components, posets, or both item components and posets. In order to assess whether such restrictions hold one has to investigate whether possibly different item-component slopes that occur in the data are captured by the model. A specific GOF measure for evaluating whether the strength of the relation between a component item and the latent trait is captured by the model is the correlation between the component item and the sum of component items:
Person heterogeneity
In building partial order models for posets it is important to investigate whether observations are conditionally independent given the latent trait(s) included in the model. If this is not the case, other latent traits or interactions between component items may have to be included in order to fully capture the heterogeneity between persons. A specific GOF measure for evaluating whether person heterogeneity is captured by the model is the correlation between pairs of component items:
If all correlations between pairs of component items are captured by the model we may conclude that the latent trait(s) and item-component interactions included in the model sufficiently explain the person heterogeneity observed in the data.
If a sample of the posterior distribution is available, it is straightforward to use posterior predictive checks (PPCs: Gelman et al., 2004) to evaluate the significance of measures of global or specific fit. Gelman, Meng, and Stern (1996) define PPC p-values and describe related computational procedures for GOF measures T(Y ) that depend on the data only (e.g. (11), (12)) and for GOF measures T(j, Y ) that depend on both the data and the parameters (e.g. (10)). These measures are labelled statistics and discrepancy measures, respectively. For statistics the PPC p-value can be computed by generating new data sets Y rep (using the draws from the posterior distribution) and by computing the proportion of simulated data sets in which T ðy rep Þ $ T ð yÞ. For discrepancy measures the PPC p-value is obtained by generating new data sets and by computing the proportion of generated data sets in which T ðj; y rep Þ $ Tðj; yÞ. Note that, for the computation of (10), for each draw of the posterior sample, persons are grouped on the basis the person parameter values.
Application

Study 1
We applied the approach described above to poset data on anger-related feelings. In particular, we studied two important aspects, namely, the frequency and the intensity (Diener, Larsen, Levine, & Emmons, 1985; Schimmack & Diener, 1997) . In a first study, we collected responses from 420 first-year psychology students. The participants rated the frequency (0 ¼ seldom, 1 ¼ sometimes, 2 ¼ often) and the intensity (0 ¼ usually mild, 1 ¼ sometimes mild and sometimes strong, 2 ¼ usually strong) with which they experienced four anger-related feelings, namely 'anger', 'irritation', 'disgust' and 'rage' (Diener, Smith, & Fujita, 1995) . In the data analysis, the categories 'sometimes' and 'often' of the frequency variable were joined (i.e. 0 ¼ seldom, 1 ¼ sometimes or often) because respondents rarely responded in the latter category, which led to unreliable parameter estimates. Thus, the data can be formally represented as four multicomponent posets (one for each feeling) which consist of one trichotomous and one binary component. Table 2 presents the canonical parameters of a 2 £ 3 poset k and their definition in terms of local log-odds ratios. Specific latent variable models are built by parameterizing the canonical parameters as linear functions of the latent variable u. In this application, u can be interpreted as anger-proneness. In particular, we distinguish between four models by manipulating the type of interaction and the slope parameters in each of two ways. First, either interaction terms are put equal to 0, which leads to local independence (IND) between components within a poset, or they are set equal to a constant, which leads to constant interaction (CI) between components (i.e. independent of the latent trait). Second, either one global slope parameter a is assumed, as in the POM, or slopes a ik are specified for each component i within a poset k, as in a GPOM.
Important questions that can be answered by analysing the data with the proposed models are:
(1) What is the trajectory of dominant responses across the latent scale for a particular feeling? In other words, which responses become dominant as one moves along the u continuum? A related question concerns the stability of the trajectory if the uncertainty of the model's item parameters is taken into account.
(2) How well do the frequency and intensity of the various feelings measure the underlying trait? To put it another way, to what extent do frequency and intensity levels rise if the latent trait increases? (3) Are there any interactions between the components within a poset? These interactions are important because they indicate the dependencies between frequency and intensity categories beyond those based on the latent trait.
In the following paragraphs we discuss each of these three issues in turn.
Trajectories of dominant responses
The models are estimated with the SAS NLMIXED procedure. The SAS code used for estimating the CI-GPOM is explained in Appendix B. Table 2 summarizes the number of parameters involved in each model and the values of model selection criteria (AIC and BIC) that are provided by the NLMIXED procedure. Both AIC and BIC indicate that the GPOM with constant interactions between components (CI-GPOM) has the best balance between complexity and fit. To further investigate the fit of the models we evaluate the four proposed fit measures of global and specific GOF. In order to evaluate relative global GOF, a nominal model was specified for the six poset categories that result from combining all frequency and intensity levels. This model has 40 parameters (i.e. 5 slope parameters and 5 category parameters for each of 4 posets). The AIC, BIC and the deviance of the nominal model equal 4904, 5065, and 4824, respectively. Comparison of the CI-GPOM and the nominal model with the LR test in (9) indicates that the restricted CI-GPOM cannot be rejected (LR ¼ 18, df ¼ 12, p ¼ .12). In the same way, AIC and BIC for the CI-GPOM (4898 and 5011, respectively) are lower than for the nominal model.
To evaluate global and specific GOF measures in (10), (11) and (12) we computed a sample of the posterior distribution for each model and computed PPC p-values. More specifically, posterior samples were computed with the Metropolis algorithm (see Gelman et al., 2004 ). For each model, two chains of 10,000 iterations were run, and (12 from the second halves of the chains evenly spaced draws were gathered to construct a sample of 2,000 iterations. Each parameter converged according to the diagnostic proposed by Gelman and Rubin (1992) . Unlike the analysis with SAS, the Bayesian analysis also assumed normal priors for the item parameters, that is, l , Nðm l ; s 2 l Þ and a , Nðm a ; s 2 a Þ; in order to guarantee the propriety of the posterior distribution. For purposes of comparison, the hyperparameters of the prior distributions in the Bayesian analysis were put equal to the means and variances of the parameter estimates that were obtained with SAS. Table 3 shows PPC p-values for absolute global GOF measures and for the specific measures related to component-item discrimination. The results related to person heterogeneity are summarized by listing the proportion of correlations between component items that lie within their simulated 95% posterior interval.
As can be seen in Table 3 , models without interactions between frequency and intensity components are rejected on the basis of absolute global GOF tests, whereas models that include such interactions yield an acceptable fit to the data. Apparently, the Pearson x 2 measures are not sensitive to misspecification of the slope parameters as both models with restricted and unrestricted slope parameters (CI-POM and CI-GPOM) yield about the same results. Note that the results of the GOF tests are based on four equally sized person groups. GOF tests based on eight groups yield the same conclusions.
As indicated by the results of the specific GOF measure for component-item slopes, models that contain only a global slope parameter (IND-POM and CI-POM) over-or underestimate several observed correlations between component items and the sum score of component itemsms whereas the generalized partial order models (IND-GPOM and CI-GPOM) do capture all correlations.
Finally, the proportion of the (8 £ 7/2 ¼ 28) correlations between all pairs of component items that lie within their 95% simulated posterior interval indicates that models with restricted slope parameters (IND-POM and CI-POM) yield 18% of significant residual correlations, whereas the generalized partial order models without and with interactions (IND-GPOM and CI-GPOM, respectively) yield only 7% and 4% of significant residual correlations. We may conclude that the CI-GPOM captures observed person heterogeneity sufficiently well as we expect 5% of significant residuals by chance. In sum, the CI-GPOM, which was also selected on the basis of information criteria, may be considered a suitable model for the data as it passes all the GOF tests. Note that a bivariate latent trait model with a separate latent trait for frequency and intensity items would also be a meaningful model in view of the way the data are collected. However, such a model does not fit the data, significantly better than the CI-GPOM (i.e. AIC is higher for the bivariate model (4920) than for the CI-GPOM (4898)). Moreover, comparing the trajectories of dominant responses for different emotions, which is one of the main purposes of the present study, would be more complicated in a bivariate latent trait analysis. In the next paragraphs we discuss the results of the CI-GPOM in more detail. Figure 2 shows, for each feeling, the tracelines and the trajectories of the responses for the CI-GPOM. For example, in the top left-hand panel, the trajectory for anger is 00 ! 01 ! 11 ! 12. This is also visualized in the box diagram of Fig. 3 . Note that the trajectories are computed for the interval [2 4, 4], which covers the distribution of the latent variable u. This implies that the trajectory consists only of categories that are dominant in this interval. For example, for irritation, the trajectory consists only of the category '11'. In order to give a valid description of the differences between the trajectories of different feelings in the figure it is recommended to assess the variety of the trajectories for each feeling that is due to the uncertainty in the item parameters. This can be done by comparing the trajectories for each of the 2,000 draws of item parameters. Table 4 summarizes, for each feeling, the proportion of trajectories that occurred in more than 10% of the simulations.
From Fig. 2 and Table 4 , it is clear that each feeling is characterized by a specific trajectory. For increasing values of u, feelings of anger are subsequently experienced with low frequency and low intensity (00), low frequency and middle intensity (01), high frequency and middle intensity (11) , and high frequency and high intensity (12) . As indicated in Table 4 , the high intensity level is not reached for 22% of the simulated trajectories. Feelings of irritation occur frequently and may have varying intensity levels depending upon u. In particular, the trajectories 11, 10 ! 11 and 10 ! 11 ! 12 occur in 63%, 13%, and 15% of the simulations, respectively. Disgust feelings occur seldom and may have varying intensity levels depending upon u. More specifically, the trajectories 00 ! 02 and 00 ! 01 ! 02 occur in 57% and 35% of the simulations, respectively. Finally, with increasing u, feelings of rage are subsequently experienced with low frequency and low intensity (00), low frequency and high intensity (02), and high frequency and high intensity (12) in 93% of the simulations.
Finally, we note that the results of the Bayesian analysis and the analysis with SAS coincide rather well, as the displayed trajectories in Fig. 2 (NLMIXED results) also have the highest probability of occurring in Table 4 (Bayesian results). An exception is the trajectory for 'rage' in Fig. 2 , which also has '11' as the dominant category for a very small part of the latent scale. This type of trajectory only rarely occurs in the Bayesian analysis (i.e. in less than 7% of the simulated cases).
Relation between observed variables and latent trait
The slope parameters of the CI-GPOM indicate the strength of the relationship between the latent trait and the observed variables. As shown in Table 5 , the latent trait is best measured by the frequency of experienced anger (1.47) and by the frequency and intensity of experienced rage (3.20 and 1.28, respectively). However, for 'rage' the slope parameters could not be estimated very reliably (standard errors are 1.85 and 0.81, respectively). Frequency and intensity of experienced irritation are only weakly related to u (0.20 and 0.19, respectively) . Hence, the latter variables are unreliable measures of the latent trait. The low slopes for irritation may indicate the homogeneity of the feeling with respect to frequency and intensity in the group under investigation.
Finally, it is interesting to note that the frequency of experienced disgust is negatively related to the latent trait, whereas the intensity of experienced disgust is positively related to the latent trait. We conjecture that disgust is an avoidance feeling (while anger is an approach feeling) and that frequency reflects a style while intensity is related to how negative the experience is. In this case, the negative slope of disgust would indicate an avoidance tendency, one that suppresses anger, while the moderately positive slope for intensity reflects the negative appreciation. Table 6 presents parameter estimates and standard errors for interaction parameters of the CI-GPOM. After controlling for the latent trait, 'anger' and 'rage' show a significant negative correlation ( p , :05) between frequency and intensity from the middle of the intensity scale -that is, ðp 01 p 12 Þ=ðp 02 p 11 Þ , 1. Hence, for rage and anger, from a given point on, intensity goes against frequency. In contrast, disgust shows a positive correlation between frequency and intensity in the first part of the intensity scale, that is, ðp 00 p 11 Þ=ðp 01 p 10 Þ . 1. When disgust is not very strong, intensity seems to be associated with frequency. More generally, we may observe in Table 6 that, for all feelings, the correlation between frequency and intensity for the first part of the intensity scale is larger than the correlation between frequency and intensity for the second part of the scale and that correlations for the first part of the scale are positive, whereas for the second part of the scale they are negative (though not always significantly so). In other words, it seems that feelings with low to middle intensity tend to occur more frequently, whereas feelings with middle to high intensity tend to occur more seldom. A possible explanation is that very intense anger-related feelings with high frequency are not really bearable for the person in question, and that they are often perceived by others as socially unacceptable.
Interactions between poset components
Study 2
A second study was conducted in order to investigate whether the most important findings of Study 1 could be replicated and generalized to other (similar) feelings. Study 2 included 10 feelings. For replication of Study 1, it included the four feelings of the first study (i.e. 'anger', 'irritation', 'disgust', and 'rage'). For generalization to other feelings, it included four additional feelings similar to those of the first study-namely, 'heated' (for 'anger'), 'exasperation' (for 'irritation'), 'boiling' (for 'rage') and 'aversion' (for 'disgust'), as well as two additional terms for 'disgust' -'horror' and 'reluctance'. The reason for adding two 'disgust' replicates is that we wanted to test the negative slope for the frequency variable. The 10 feelings were rated by 376 first-year psychology students with respect to the frequency (0 ¼ seldom, 1 ¼ sometimes, 2 ¼ often) and the intensity (0 ¼ usually mild, 1 ¼ sometimes mild and sometimes strong, 2 ¼ usually strong) with which they were experienced. As in the first study, a dichotomized frequency variable (0 ¼ seldom, 1 ¼ sometimes or often) was used for the analysis.
Replication of Study 1
As a literal replication of Study 1, the four feelings of the first study were analysed with the CI-GPOM. As can be seen in Table 4 , replication of Study 1 is very succesful because, with a few exceptions, the two studies yielded the same types of trajectories for each feeling. Furthermore, as summarized in Table 5 , the strengths of the relationships between the latent trait and the observed variables were very similar to those in Study 1. In particular, the finding that the frequency and the intensity of experienced 'disgust' are, respectively, negatively (though not significantly) and positively related to u was confirmed. Finally, as summarized in Table 6 , interactions between components within a poset were similar for both studies. In particular, we found again that the residual correlations between frequency, and intensity (i.e. after controlling for u) are always higher for the first part of the intensity scale than for the second part. of the scale and that the former tend to be positive while the latter tend to be negative.
Generalization to similar feelings
To investigate whether the findings of the first study can be generalized to similar feelings, we applied the CI-GPOM to the 10 feelings that were included in Study 2. This analysis yielded especially high slope parameters for frequency and intensity of 'disgust' and its replicates. Hence, the fact that relatively more 'disgust' replicates are included changes the interpretation of the latent trait. Therefore, in order to make a valid comparison with the first study, we decided to perform three separate analyses with CI-GPOM, each of which contained eight feelings: the four original feelings, and four replication terms including a different one for 'disgust' ('aversion', 'horror', 'reluctance'), depending on the analysis. Because these three analyses differed only in the particular replicate that was used for 'disgust', they yielded very similar results. In general, trajectories of replicates behave in the same way as those of the feelings of Study 1. Figure 4 shows trajectories for 'heated', 'exasperation', 'boiling', and for the replicates of 'disgust'. A Bayesian analysis of the stability of trajectories confirmed the main conclusions that were drawn in the first study. Inspection of the slope parameters indicates that the relationships between the frequency and intensity variables and the latent trait are rather similar for replication feelings and original feelings. For 'disgust' and its replicates, the slope of the frequency variable is not negative but close to zero, whereas the slope of the intensity variable is positive. Thus, the conjecture of Study 1 that 'disgust' is an avoidance feeling that goes against 'anger' cannot be generalized to similar feelings. A more plausible interpretation is that this category of feelings is independent of anger-proneness. Finally, for all feelings we found again that residual correlations between frequency and intensity are larger for the first part than for the second part of the intensity scale.
Discussion
This paper presents a general framework for the analysis of posets that form a lattice. Formally, the approach presented involves a lattice-based reparameterization of the multinomial kernel of multivariate polytomous responses into an extended form of the generalized loglinear model. Latent variable item-response models can be constructed by parameterizing the canonical parameters of the generalized loglinear model. In particular, it is shown that the partial credit model for completely ordered data can be generalized to the case of poset data by specifying each canonical parameter of the generalized log-linear model as a linear function of the latent trait with equal slopes across items and item-specific category parameters. Moreover, this basic model can be easily extended or restricted by using alternative parameterizations for the canonical parameters. As the partial credit model can be considered an adjacent-categories logit model, an interesting topic for future research would be the extension of a cumulativelogit model for totally ordered data to the case of partially ordered data.
In addition to general posets, we also considered as a special case the analysis of posets that are derived from responses to multiple-component items. An important restriction of our approach is that it is only applicable when responses to each of the component items are observed. However, the aim of componential analysis is often to determine unobserved components underlying a set of observed item responses. Thus, an interesting topic for future research would be to extend our approach so that it is applicable to posets derived from unobserved components items. Tatsuoka (2002) developed a model to classify persons as masters/non-masters for a number of cognitive operations, based on observed responses of the persons to test items and based on knowledge about the cognitive operations that are involved in a particular item. Hence, in this model the (unobserved) patterns of mastery/non-mastery for a set of cognitive operations form a poset with a lattice representation as in Fig. 1b. A related model in which the cognitive operations involved in a set of items are extracted from the data rather than derived from cognitive analysis was developed by Maris (1999) (see also Meulders, De Boeck, & Van Mechelen, 2003) .
Tracelines, and particularly trajectories of dominant categories, are proposed as a useful graphical device to summarize the results of our approach and to serve as a basis for interpretation. The trajectory can be used to derive an order for the unordered categories of a poset through the location of the maxima of the tracelines along the latent scale. However, a particular category may be absent from the trajectory because it is never dominant along the latent scale. Tracelines and trajectories can easily be extended to multidimensional models. For instance, in a two-dimensional model involving variables u 1 and u 2 , each category is characterized by a response surface. The trajectory can be defined as the areas of the plane (u 1 , u 2 ) in which particular categories have the highest probability of being chosen. When reduced to marginal unidimensional trajectories, in principle, each axis in the multidimensional-space can have its own trajectory.
