On the domain of attraction of e−e−x  by Marcus, Michael & Pinsky, Mark
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 28, 440-449 (I 969) 
On the Domain of Attraction of ewe-” 
MICHAEL MARCUS AND MARK PINSKY 
Department of Mathematics, Northwestern University, Evanston, Illinois 60201 
Submitted by R. P. Boas 
1. INTRODUCTION 
Let X, ,..., X, be a sequence of independent random variables with the 
common distribution function F(x); 2, = max(X, ,..., X,). A classical result 
of Gnedenko [l] states that if there exist sequences of constants a, and b, 
(a, > 0) for which (2, - &)/a, h as a nondegenerate limit distribution, then 
either the limit distribution is concentrated on a half line or it is equal to 
e-e-=. [To ease the notational problem, we define n(x) = e-e-z]. In the first 
case Gnedenko gave necessary and sufficient conditions on F in terms of the 
assymptotic behavior of its tail. He pointed out, however, that he had not 
found equally satisfactory results in the second case. This paper is devoted to 
the second case. 
Feller [2] (page 270) and [3] h s owed that Gnedenko’s conditions (for limit 
distributions concentrated on the half line) are equivalent to the regular 
variation of the tail of F and gave a simple proof of Gnedenko’s results based 
on this property. The fact that the concept of regularly varying functions is so 
natural to this problem led us to study whether this or the related concept of 
slowly varying functions could be used in the study of the domain of attraction 
of cl(x). We refer the reader to Feller’s exposition [2] of the theory of slowly 
varying functions. 
Let 1 -F(x) = e-g@). Define g-‘(x) = mm{, : g(s) 2 x}. We write g E D 
if for some constants a, > 0, b, , Fn(unx + b,) -+ cl(x). Our main result is 
that a distribution function F belongs to the domain of attraction of /l(x), or 
equivalently g E D, if and only if g-‘( ) x is close (in an appropriate sense) to a 
differentiable function whose derivative is a slowly varying function of log x. 
(A positive function p on [0, co] varies slowly if p(su)/p(s) + 1 as s -+ co, 
where u is a fixed number greater than zero.) In particular, if g-l’(log x) 
is slowly varying then g E D. 
We will list our results on necessary and sufficient conditions for F to be in 
the domain of A(x) and then indicate how we were led to them. Section 2 will 
be devoted to proofs of these results. In Section 3 some examples of distribu- 
tion functions in the domain of attraction of cl(x) will be given. Finally, in 
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Section 4 we will state two theorems whose proofs are contained in the work 
of Section 2 but which deserve special mention since they describe interesting 
properties of slowly varying functions. 
It follows from [l] that if g E D we can take 
b, = g-l(log n) and a, = g-y 1 + log n) - g-‘(log n). 
It turns out that the results are neater if we consider not only the sequence a, 
but the function u(s) = g-l(l + log s) - g-l(log s), (s > 0). Obviously, 
a(s) = a, for integer values of s. A similar extension defines b(s). Our results 
are: 
THEOREM 1. In order that g E D the following conditions are necessary 
and sz@cient : 
(a) g-l(x + log s) - g-l(log s) N xa(s) (as s -+ co) where u(s) is slowly 
varying. 
(b) g-Vog 4 = c MS)/4 ds + d x w ere a(s) is un arbitrary slowly 1 h 
vurying function and (I - v(s))/a(s) -+ 0, (u a jixed number greater than 
zero). 
THEOREM 2. If g E D then 
(a) g-l(log x) varies slowly 
(b) g-‘(log 4 - .I-? (W/s) d s w ere a(s) is the slowly varying function h 
given in Theorem la. 
When g’ exists and is everywhere positive we obtain the following corol- 
laries: 
COROLLARY 1. If g-l’(log x) varies slowly, then g E D. In this case we may 
take a,, = l/g’(b,). 
COROLLARY 2. If g E D and g’ is monotonic (i.e., nondecreasing or non- 
increasing) then g-l’(log x) varies slowly. In particular if g’ is monotonic then 
g E D if and only ifg-l’(log x) is slowly varying. 
COROLLARY 3. If g E D and g’ exists and is everywhere positive we may take 
a, = 
s 
ne g-l’(log u) du 
R U 
This shows that g-“(log X) need not be slowly varying as long as its integral 
over the interval (n, ne) is slowly varying. Trying to express this property leads 
to Theorems 1 and 2. 
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Before proceeding to the proofs it seems worthwhile to describe how wc 
were led to these results. The main technique for testing whether a distribu- 
tion function F is in the domain of /I(X) was a sufficient condition of Von 
Mises [4, 51. This condition states that if g is twice differentiable and if 
d/&(1/g’(s)) ---f 0 then g E D. Applying Von Mises condition, the following 
functions are seen to be in D: g(x) = (log x)r, Y > 1; g(x) = xT(log x)Q, 
r > 0, - co < r1 < co; g(x) = e”; g(x) = exp{e”} etc. For all of these 
functions g-l(log X) is slowly varying. Furthermore, it is easy to see that when 
g’ exists and is everywhere positive, g E D if and only if 
1 - 
i 
ne~g-qlog 24) Jk -+ x, 
an n u 
(a+ 00) 
where, following Gnedenko, we take b, = g-‘(log n). We see that if g-l’(log U) 
is slowly varying we can take a, = g-l’(log n) = l/g’&) and (1) is satisfied. 
Also note that g-l’(log U) slowly varying implies that g-r(log U) is slowly 
varying. 
We see that g-l’(log X) slowly varying is a sufficient condition for g E D. 
Note that this is stronger than Von Mises condition. His condition is equi- 
valent to g-l”(u)/g-r’(u) -+ 0 and this implies that g-r’(log U) is slowly varying 
since 
g-l’(log U) = exp 
21 g-l”(log u) du 
1 1 g-l’(log U) u, * 
However, for certain functions g, g-l’(log U) can be slowly varying and 1) 
the second derivative of g will not exist, or 2) the second derivative can 
exist but d/ds(l/g’(s)) will not have a zero limit as s -+ co. 
It is also clear that the differentiability of g has little to do with whether 
g E D. Thus we are led to formulate the necessary and sufficient conditions of 
Theorem 1. 
2. PROOFS 
We begin with a precise statement of the condition g E D. 
PROPOSITION. g E D if and only if g(sx + bn) - log n-+ x (as a+ co) 
where b, = g-l(log n) and a, = g-l( I + log n) - g-l(log n). Furthermore 
g-l(x + log n) - g-l(log n) - xa, . (2-O) 
PROOF. The first sentence is Gnedenko’s Theorem 6 [l] on necessary 
and sufficient conditions for g E D. We take this as our starting point. 
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To prove (2.0) take E > 0; then for n > N(E) 
Therefore, 
&?7.(~ - c) + 4J < log n + x 
g(%L(x + e) + 4J 3 log n + x. 
and since !I, = g-l(log n) the result is obtained. 
The next three lemmas extend (2.0) f rom the integers to the continuous 
variable s, s > 0. First, however, we recall the well known properties of 
scaling constants in the problem of the convergence of measures [2], page 246. 
Namely, that as n + 03. 
(4 4+&, - 1, 
(B) @?a+1 - b,)/u, + 0. 
Define 
u(s) = g-1(1 + log s) - g-l(log s) (2.1) 
and denote by [s] the integral part of s. 
LEMMA 1. For g E D the function a(s) dejined in (2.1) satisfies 
PROOF. We shall write u[s] or sometimes a[,] for u(@]). 
44 - 44 = 8-v + log 4 - g-Yl% 4 + P(l% 4 - g-w!2 bl) . 
44 44 4sl 
(2 2) . 
Since g-l is nondecreasing the second term on the right in (2.2) is bounded 
above by (br,l+l - br,l)/u[s] which goes to zero as s -+ co by (B). The first 
term on the right is less than 
g-y 1 + log([s] + 1)) - g-y1 + log[q) 
44 
= =M+I + b[,l+l - a[31 - hsl +. 
44 
(as s -+ co). 
Since this term is also positive the proof is completed. 
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LEMMA 2. For g E D the function a(s) satisfies 
for any fixed u > 0, where the limit is taken along the integers. 
PROOF. Consider the expression in (2.0). If we subtract from this the same 
expression with x replaced by - y we obtain 
g-l(log ne”) - g-l(log ne-“) - u,(x + y). 
Taking x + y = 1 we have 
g-l(l + log(ne-“)) - g-l(log(ne-*)) - un . 
Comparing (2.3) with (2.1) we have u(ne-u) - a(n). 
(2.3) 
LEMMA 3. For g E D and for jixed x, as s -+ a3 
g-1(x + log s) - g-i(log s) 
4 
+ x. (2.4) 
PROOF. It is enough to show this for x > 0. The ratio (2.4) clearly con- 
verges when s + co through integer values, by (2.0). But if we replace s in 
the numerator by [s], the difference is 
g-Yx + log 4 a;s,R-“x +km + g-Ylog 4 - k+?d4> 
44 
We get an upper bound by changing s to [s] + 1 in the numerators. But using 
the definitions of a, , b, , this equals 
@M+~ + wd+d - (hd + x4 + &+I - hd 
44 44 
which goes to zero by (A), (B) and Lemma 1. 
In the next lemma we show that the function a(s) is slowly varying. 
LEMMA 4. For g E D and for Jixed u > 0; 
lim a(sil) 1 
sxoa(S) = * 
PROOF. In Lemma 3 substitute su for S, then 
g-“(x + log su) - g-i(log SU) - x+24). 
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However, 
and 
g-1(x + log 24. + log s) - g-l(log S) - (x + log u) a(s) 
g-‘(log II + log S) - g-l(lOg S) - (log U) Q(S). 
Subtracting, we see that 
g-1(x + log u + log S) - g-l(log U + log S) - xa(s). 
Thus a(.~) N u(s). 
PROOF OF THEOREM 1. Lemmas 3 and 4 prove the necessity of 1.a 
whereas (2.0) shows that it is sufficient. Part (b) is easy to prove and in itself 
is not too important. However, it leads to Theorem 2.b which does clarify 
the nature of the functions g E D. To prove 1.b we write 
u(s) = cu(log s); 
G(S) = 1: F du and v(s) = g-r(log S) - G(s). 
Then by 1.a 
p)(sq - &) = s”* du - [g-l(log su) - g-l(log s)]. 
The first term is asymptotic to ol(log S) log u because ol(log u) is slowly 
varying, the last term is also asymptotic to or(log S) log u by 1.a. Hence 
(q(a) - q(s))/or(log S) --+ 0. Clearly any g function that satisfies 1.b also 
satisfies 1.a; hence the theorem is proved. 
PROOF OF THEOREM 2. For 2a, we take Lemma 3, and by deleting the 
g-l(log S) term we see that 
g-l(log(seZ)) > W(S) [I + o(l)] - xa(se2) [l + o(l)]. 
Therefore, 
- 44 lim 
u-tm g-l(log u) 
G-1_ 
x ’ 
where x is arbitrary. Hence this limit is zero. Now by Lemma 3, 
g-l@ + log s) XQ(S) 
g-l(log s) - l - g-l(log S) --+ O 
(as s -+ co). 
Thii shows that g-l(log S) is slowly varying. 
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For 2b, note 
s : q ds = jr [g-v -I- 1% s) - g-v% s) ]ds s 
= rs:” - ,:I g-l(log u) $ = [I:” - 111 g-r(log 24) $ 
=.I’ 
se 
g g-1(log 4 $ + O(1). (2.6) 
But since g-i(log u) is slowly varying the first term in (2.6) is asymptotic to 
g-r(log s), Hence when g-‘(log S) is unbounded the Theorem is proven. It is 
trivial in the cases where g-l(log S) is bounded (i.e. when F increases on a 
bounded set). 
Incidentically, the proof of Theorem 2a also contains a result of Gnedenko: 
ForgED, 
hi 2 = 0. 
12 
PROOF OF COROLLARY 1. Let 
a, = $ = g-“(log n). 
n 
Statement (2.0) is then satisfied since 
s 
fleZ g-l'(log 24) 
du 
u 
-g-l’(log n) x = a,x. 
R 
PROOF OF COROLLARY 2. By (2.0), for n > N(E) 
(1 - E) a, < s:” g-1’(fpg ‘) du < (1 + E) a, . 
If g-l’(log u) is nondecreasing (for g-l’ non-increasing we have a similar 
proof) we get 
(1 - 6) a, < g-l’(log ne) (2.7) 
(1 + c) a, > g-l’(log n). (2.8) 
Using Lemma 3 we can substitute n/e for n in (2.7) and ne for n in (2.8), we 
get 
(1 -+qg < g-“(log n) < (1 + E) a, 
(1 - l ) a, < g-l’(log ne) < (1 + l ) u(ne). 
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Our result follows by the slow variation of a(s). The statement on necessary 
and sufficient conditions when g’ is monotonic simply combines this result 
with Corollary 1. 
Finally, Corollary 3 is simply a statement of the definition of a, . 
3. EXAMPLES 
3.1. When a nondecreasing function g has a second derivative and 
fw/m2 - 0 (s + co), Von Mises condition shows that g E D. For such a g, 
g-l’(log X) is slowly varying, although, as we have already stated, the converse 
need not be true. 
3.2. Note that g-l(log X) can be bounded. This is the case when the 
points of increase of F occur on a segment of the real line that is bounded 
above. In this case, since g-l(log X) has a finite limit, it is trivially slowly 
varying. However, the condition that a(s) be slowly varying is still significant. 
3.3. The following example shows that g E D does not entail slow varia- 




1 24. - 2n 1 < 1/2n n = 1, 2,... 
I u - (2n + 1) I < l/P + 1) n = 1, 2,... 
1 otherwise. 
Define g by requiring that g-l(log s) = s Sf(u) $. 1 
Then 
g-1(x + log n) - g-‘(log n) = p(U) $ = s:“^$ + 0 [$ &) . 
Hence g-r(x + log n) - g-l(log n) + x so that one may take a(s) = 1. But 
g-l’(log S) =f(~) andf(2n)/‘(n) = 4 or 1 depending upon whether 71 is odd 
or even. Hence g-l’(log S) does not vary slowly. 
3.4. An interesting class of examples is provided by purely discrete 
distributions. Let F be concentrated at x1 < X, < *** with probabilities 
Pl , P, ,*a* * In this case g-l increases by jumps of length A, = xk - xK-r and 
then remains flat for an interval of length, 
6, =log 1 --& . 
t 1 5 $9 
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If g E D the slow variation of a(s) implies that the flat spots of g-l must 
shrink to zero. This implies that p&z pj - 0 as k + co, a result known to 
Gnedenko. This condition excludes the geometric distribution (pk/C,” pj = 0, 
0 < 0 < 1) and the Poisson distribution (pJ1,” p, --f 1) from membership 
in D. 
Let 
h(u) = min j : i 6, > u 
1 k=l /. 
Thus h(u) plays the role of g-l. The necessary and sufficient condition of 
Theorem la translates into 
h(r+logs) 
c A, - xa(s). 
hUog 8) 
Thus, for a given sequence (6,) we can determine admissable A, . Conversely, 
let A, = 1 (this corresponds to integer valued random variables); if 6, = K--a 
we find that g E D if and only if 0 < a: < 1. [In this case h(u) is an integer 
valued function asymptotic to (Const.) zF(~-~), whereas for 01 3 1, 
h(x + log S) - h(log s) is not slowly varying]. A short calculation shows that 
this corresponds to p, = exp{ - cka( 1 + o( 1))) where /3 = 1 - 01. Thus, in a 
certain sense, the geometric distribution is on the boundary of D. 
4. Two THEOREMS ON SLOWLY VARYING FUNCTIONS 
As a by product of the techniques used in this paper we mention two 
general results on slowly varying functions. Let us first note that f(log u) 
slowly varying and f(s + y) -f(s) ( as s --L co) are equivalent statements. 
Theorem 3 is of a Tauberian character. 
THEOREM 3. If for a fixed y, J-if (u + v) du -yg(v) as v -+ co then 
g(y + v) -g(w). In particular s:f (u + w) du - yf (v) if and only if f (log u) 
is slowly varying. 
PROOF. Replace v by v + y in the integral to obtain 
s 
2Y 
f (u + 4 du -rk@) + g(v + ~11. o 
However, by the hypothesis (4.1) is asymptotic to 2yg(v). The result follows. 
Theorem 4 is a general statement of Theorem 2b. 
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THEOREM 4. Let f(log x) be Q slowly varying function lims+m f (s) = co. 
Dejine u@(s) = f (s + y) -f(s); then 
f (log x) - $1’ “(l;g ‘) du. 
1 
PROOF. The relation (4.2) is simply a statement that 
f (log x) - 5 f:“” O,(V) dw, 
which is obtained by the same techniques as Theorem 2b. 
Note that Theorem 4 applied to Theorem 2b gives that result since we 
have 
a,(log U) -yu(log U). 
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