This paper proposes fuzzy regression analysis with non-symmetric fuzzy coefficients. By assuming non-symmetric triangular fuzzy coefficients and applying the quadratic programming formulation, the center of the obtained fuzzy regression model attains more central tendency compared to the one with symmetric triangular fuzzy coefficients. For a data set composed of crisp inputs-fuzzy outputs, two approximation models called an upper approximation model and a lower approximation model are considered as regression models. Thus, we also propose an integrated quadratic programming problem by which the upper approximation model always includes the lower approximation model at any threshold level under the assumption of the same centers in the two approximation models. Since non-symmetric fuzzy coefficients are assumed, we can obtain models with more reduced spreads as well as with more central tendency, compared to the ones with symmetric triangular fuzzy coefficients. Sensitivities of weight coefficients in the proposed quadratic programming approaches are investigated through real data.
Introduction
In fuzzy regression analysis originated by Tanaka et al. [12] , to deal with a vague and uncertain phenomenon, a fuzzy structure of the given phenomenon is represented as a fuzzy linear function whose parameters are fuzzy numbers. Therefore, a fuzzy linear function is used as a regression model to describe dizziness in the given phenomenon. We already developed several regression analyses based on linear programming (LP) and quadratic programming (QP) [7, 8, [13] [14] [15] [16] [17] . Some applications can be found in ergonomics [l] , economic forecasting [2] , and civil engineering [6] . Sakawa and Yano 19,  101 formulated fuzzy regression models for fuzzy inputoutput data as multiobjective programming problems. Recent developments on fuzzy regression can be found in Inuiguchi et al. [3] and Ishibuchi and Nii [5] .
Given the input-output data (xI,y) , j = l, ... , m, where X, = (l, x I y ... , X, . ) ' is the j-:'.I input vector and yl is the j-th output and m is a data size, in general, a fuzzy regression model is assumed as where A = ( A~, . . . A) is a fuzzy coefficient vector and Y ( X ) is the corresponding fuzzy output. Equation (1) can be calculated by fuzzy arithmetic (121 which is similar to interval arithmetic. In former fuzzy regression models [12-141, the coefficients A,, (i = 0, ... , n) are assumed to be symmetric triangular fuzzy numbers consisting of a center a, and a spread c,, denoted as A, = (a. C,), where T represents a triangle. Thus, the regression model is determined by minimizing sum of spreads of the estimated fuzzy outputs y(xj), j = l, ... , m, subject to the constraint conditions such that the h-level set of the estimated output Y(x.) denoted as 1Y(xj)Ih should include the j-th observation yi for any j where h is given as a threshold. This can be expressed as the following LP problem: where C= (cÃ ... ,C,) ' and lxj1 = (l, 1~~~1 ,
... , 1xjnl).
In order to explain our motivation of this research, simple numerical data are given in Table  1 . Let us assume that a fuzzy linear model is taken as where the coefficients A, = (a,, C,)*, (i = 0 , 1 ) are assumed to be symmetric triangular fuzzy numbers.
Here we assign h = 0 for simplicity where the h-value is usually given by an expert knowledge. Thus, the following model is obtained using the LP problem (2) with h = 0:
which is depicted in Figure 1 . As noticed in Figure 1 , the dotted center line is not showing a proper central tendency because of the objective function in (2). To cope with the above point, Savic and Pedrycz [l11 proposed a method where center coefficients ai (i = 0, ... , n) are obtained by least squares and then spread coefficients c, (i = 0, ... , n) are obtained by LP problem (2) . Due to symmetric coefficients, this method gives too wide spreads in spite of the reasonable central tendency.
In this paper, we propose fuzzy regression analysis with non-symmetric fuzzy coefficients by QP. The proposed QP approach can integrate the property of central tendency in least squares and the possibilistic property in fuzzy regression analysis. The characteristic of the proposed QP approach is that it allows us to obtain the center and spread coefficients simultaneously with one optimization problem while the method [l l] is not. Also, the proposed QP approach gives some trade-off between minimum spreads and central tendency in the regression model.
For a data set composed of crisp inputs-fuzzy outputs, we can consider two approximation models, an upper approximation model and a lower approximation model which are similar to the possibility and necessity concepts. It is necessary that the upper approximation model should include the lower approximation model for any input vector. If the two approximation models are tained by solving two separate optimization problems, there is a possibility that the upper approximation model does not include the lower approximation model for some input vector as discussed in 141. Thus, we also propose an integrated QP problem where centers of two proximation models are assumed to be identical. The advantage of assuming a same center for two approximation models is that if the upper approximation model includes the lower approximation model at some h-level, then this inclusion relation is satisfied at any level between 0 and 1. Using the gross domestic product (GDP) data, the proposed methods are illustrated and so sensitivities of weight coefficients in the QP problems are investigated.
Formulation of Fuzzy Regression Model with Non-Symmetric Fuzzy Coefficients
Our former approaches [7, 8, [12] [13] [14] are based on the fuzzy linear systems whose coefficients are assumed to be symmetric fuzzy numbers. In possibilistic regression analysis, the possibilistic models are obtained by minimizing the sum of spreads subject to the constraints that the estimated models include the given outputs. Thus, if the coefficients of the fuzzy linear system are symmetric fuzzy numbers, the center of the obtained model may not show proper central tendency since the center is determined to be in the middle between the upper and lower bounds of the estimated model. To cope with that problem, if the coefficients of the fuzzy linear system are assumed to be non-symmetric fuzzy numbers, we can obtain a model with better central tendency than the fuzzy models with symmetric fuzzy numbers. Based on the motivation entioned above, unlike our former approaches, we propose a fuzzy linear regression model with non-symmetric fuzzy coefficients. Let us assume a fuzzy regression model as where X = (I,x, , . .. , X. )' is an input vector, A = (A,, ... , A. ) is a fuzzy coefficient vector, and Y (X) is the estimated fuzzy output. If the coefficients A,, (i = 0, ... , Ãˆ are assumed to be non-symmetric triangular fuzzy numbers, A denoted as A = (a,, C,, d \ can be defined by
where a, is a center, C is a left-spread, and d is a right-spread.
Let the input-output data be given as (X,, yj)= (l,xj,, ..., X, .; y), j = 1, ... , m. Since regression Let us consider minimization of sum of squared distances between the estimated output centers and the observed outputs, denoted as which corresponds to the least squares concept and a = (ao, ... , a~ is a center vector. Thus we suggest a new objective function, by combining (12) and (13), which reflects both properties of fuzzy regression and least squares:
where kl and& are weight coefficients.
A QP problem is an optimization problem which involves minimizing a quadratic objective function subject to linear constraint conditions. To formulate fuzzy regression by QP, the followings are assumed:
The given data can be represented by the fuzzy linear model (5) . (iii) Given a threshold h, the given output Y , should be included in the h-level set of the estimated fuzzy output ~( x , ) , that is, satisfy which is regarded as one of possibilistic properties of fuzzy regression. (iv) The objective function is defined as (14) .
Based on the above assumptions, fuzzy regression by QP is to determine the optimal fuzzy coefficients A,= (U,, C,., di),., ( j = Q, ... , n) that minimize the objective function J (14) subject to the constraint conditions (15). This can be expressed as the following QP problem: where 6 is a small positive number such that k,, (1 4) so that the objective function in (16) becomes a quadratic function with respect to decision variables a, c, andd. This is a well-known technique in obtaining the optimal solution by QP. By this approach, we can obtain a regression model with more central tendency comparing to the ones with symmetric triangular fuzzy coefficients by the LP problem (2) . Example: To illustrate the proposed QP approach, let us consider the numerical data shown in Table 1 . By solving the QP problem (16) with k, =,$= \ (h = 0) for the numerical data, we obtained an optimal model which is depicted in Figure 2 . It can be noticed that the dotted center line in Figure 2 reflects more central tendency compared to the LP method (2) (Figure 1 ). The membership values of each observation by the LP method (2) and by the proposed QP method (16) are compared in Table 2 where the membership values by the proposed QP method (mean: 0.53) are slightly higher than those by the LP method (mean: 0.47). It means that the model obtained by QP method is better fitting to the given data than the one obtained by LP method is. 
Integrated QP Approach for Upper and Lower Approximation Models
Let us consider a data set composed of crisp inputs-fuzzy outputs denoted as
where the fuzzy output is defined by Y = bj, e ) with a center (yJ) and a spread (e), and m is a where coefficients A,, a n G are non-symmetric triangular fuzzy numbers. From the concept of lower and upper approximation models, the following inclusion relation between coefficients A,, andAI should be satisfied The h-level set of the given output Y should be included in the h-level set of the estimated UAM Y'(x), which can be denoted as As UAM, it can be considered that [ y 0 ( x j ) ] should be approached to [ Y , ] from the upper side subject to (29), i.e., Y * ( x~) ] shouldbe the least interval among all feasible solutions satisfying (29). Therefore, we S ould consider to minimize the sum of spreads of the estimated [ Y * (~) ] for all data. Thus, the following objective function should be minimized:
where tl and+ are weight coefficients and the term 2 (Y, --b '~)~ is inserted J a l of central tendency in least squares. Thus, the optimization problem for can be described as follows:
[UM: On the contrary to UANI, the h-level set of the estimated LAM Y. (x/) should be included in the h-level set of the given output Y,, which can be denoted as As LAM, it can be considered that [Y.(x,)] should be approached to [ y J ] from the lower side subject to (32), i.e., should be the greatest interval among all feasible solutions satisfying (32). Therefore, we to maximize the sum of spreads of the estimated [y.(xJ) ] for all data. Thus, the following objective function should be maximized:
,=l (3 3) where the term 2 (yj -b$)' is inserted to obtain the property of central tendency in least squares. (34), there is a possibility that the inclusion relation does not be satisfied for some input vectors as discussed in [4] . Thus, to obtain two approximation models satisfying (35) for any input vectorx, we need to combine the above problems (31) and (34) in a single optimization problem. In order to integrate these two (min, max) optimization problems into a single problem, letting weight coefficients k = i t and k2 = t a new objective function combining (30) and (33) can be introduced as
Using the above objective function, to determine the optimal fuzzy coefficients A, of LAM and 4 of UAM (i = 0, ... , n) simultaneously, we propose the following Integrated QP (IQP) problem by combining two optimization problems (3 1) and (34): ( l , x , , ... . x")~. Example: To illustrate the IQP (37), let us consider the grinding data in Table 3 . In Table 3 , the input is a feed speed of a grinding wheel and the output is the roughness of a work surface. The fuzzy outputs were obtained from the maximum and minimum surface roughness values from the three repeated finishing experiments for each input.
brxJ -( l -h ) ^(X,) 9 -( l -h ) eJ. b ' x J + ( l -h ) 0 .~x , )^y , + ( l -h ) e J , brx,-(1-h) 0 . m~-( l -h ) < ?
The fuzzy linear system is taken as 
which are depicted in Figure 4 . In Figure 4 , the outer two real lines represent UAM ~' ( x ) and the inner two real lines represent LAM Y.(x,). In this section, let us investigate sensitivities of weight coefficients in the proposed QP approaches in Sections 2 and 3. Since the proposed QP formulations have parameters of weight coefficients, it is meaningful to investigate the sensitivities of weight coefficients to the estimated approximation models. If the estimated approximation models are changing much in accordance with values of weight coefficients, an analyst may have difficulty to assign values of weight coefficients. Thus, by checking sensitivities i f weight coefficients, let us find some guidance for weight coefficients in the proposed QP formulations.
The gross domestic product (GDP) data are given in Table 4 where inputs are income (X,), working population ( X , ) , and output (y) is GDP of Japan during 1975 -1992. All inputs-outputs are ratios formed by assigning the year 1970 a value of 100. Furthermore, to apply IQP to the fuzzy data, we formed fuzzy outputs Y, = (y,, eJ)T in the last column of Table 4 by assigning 5 % of each output Y , as the corresponding spread e , . It should be noted that YJ = W , e\ , is a symmetric triangular fuzzy number. Table 4 . GDP of Japan related to income and working population (1970: 100) No. Table 5 . It can be noticed in Table 5 that the obtained center vector a is not so sensitive to weight coefficients tl andt, in QP (16), while the spread coefficients c and d are slightly related to weight coefficients. As the proposed QP method (16) combines the properties of least squares and fuzzy regression where M! = 'Z(y -a2x,)' represents a measure of central tendency in least squares and M._ = (cf1xj 1 + d'b l) represents a measure of possibilistic property in fuzzy regression analysis, it is mdaninafal to check values of M! andM2 as weight coefficients k, and& in QP (16) change. Thus, using the optimal coefficients in Table 5 . M, andM2 are shown in Table 6 . Comparing the case (a) against the case ('b) in Table 6 . M, is reduced by 0.1 while M. is increased by 0.2 %. On the other hand, comparison of the case (c) against the case (b) in Table 6 shows that M , is increased by 0.4 % while M. is reduced by 0 3 ?G. Thus. it can be said that fluctuations of M, andM. corresponding to change of weight coefficients are very small. Furthermore, it can be noticed that values of M, + for the cases (a), (b), and (c) in Table 6 are almost same. Table 6 . Comparison results using the optimal coefficients in Table 5 To summarize results in Tables 5 and 6 , weight coefficients k, andk? in QP (1 6) are not so influential in determining an optimal model. Insensitivity of weight coefficients are caused by constraint conditions in QP (16) and the assumption of non-symmetric fuzzy coefficients. Considering that value of M, by conventional least squares method is 34.5, the optimal models of the cases (a), (b) , and (c) in Table 5 represent good central tendency.
For the case (b) in Table 5 , the optimal model can be denoted as which is depicted in Figure 5 . Using (42), the estimated outputs and membership values are shown in Table 7 where four samples have zero membership values. where coefficients ~, , a n (~4 :
(i=o, l , 2) are defined as (23) . Applying IQP (3'7) with three combinations of weight coefficients kl and,$ (h = O), optimal coefficient vectors are obtained as shown in Table 8 . In Table 8 , comparison of the case (a) against the case (b) shows that weight coefficients kl and,$ are not so sensitive to determine the optimal coefficient vectors, while the optimal coefficients in the case (c) are slightly changed comparing to the case (b). Using the o timal coefficients in Table 8 , values of M 3 =~C > ' j -* t x j ) 2 and M. = (~' l x~ l + qfIXj IJ are shown in Table 9 . In Table 9 , we can notice that M, 'decreases as the ratio ' k / k, increaseswhile M, increases as the ratio k, / k, increases. It can be noticed that values of M, + M, for the cases (a), (b), and (c) in Table 9 do not indicate so much differences. 
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(f I Table 9 . Comparison results using the optimal coefficients in Thus, from results in Tables 8 and 9 , it can be said that weight coefficients k andk, in IQP (37) are not so critical in determining an optimal model since constraint conditions in IQP (37) and assumption of non-symmetric fuzzy coefficients allow good central tendency and minimum spreads in the obtained regression model.
For the case (a) in Table 8 , estimated outputs of LAM Y.(x,) and UAM Y ' ( x ) are shown in Table 10 and Figure 6 where it can be noticed that UAM Y'(x,) includes LAM y.(xj) for any ;
. Simulation results showed that weight coefficients in the QP approaches are not so influential to determine fuzzy models. Especially, results of Table 6 and Table 9 do not indicate much difference. The strict constraint conditions and the assumption of non-symmetric fuzzy coefficients in (16) and (37) cause the approximation models to be insensitive, even though the models are expressed in slightly different forms, to the change of weight coefficients in the proposed QP problems.
Concluding Remarks
In this paper, fuzzy approximation models with non-symmetric fuzzy coefficients are proposed using the QP formulations. By assuming non-symmetric triangular fuzzy coefficients and using the QP formulations, the obtained fuzzy regression models attain more central tendency compared to the ones with symmetric triangular fuzzy coefficients. For a data set with crisp inputs-fuzzy outputs, the upper and lower approximation models can be obtained to reflect fuzziness of outputs in the analyzed phenomenon. If the two approximation models are obtained by solving two separate optimization problems, it is possible that the upper approximation model does not include the lower approximation model for some input vectors. Thus, an integrated QP formulation is proposed to obtain two approximation models satisfying the inclusion relation mentioned above.
Application results by GDP data showed that weight coefficients in the proposed QP approaches are not so critical in determining fuzzy approximation models while obtained models attain good central tendency and minimum spreads. Insensitivity of weight coefficients in the proposed QP approaches are due to the strict constraint conditions in QP problems and the assumption of non-symmetric fuzzy coefficients. Also, it is shown that the proposed integrated QP approach ensures that the upper approximation model always includes the lower approximation model at any h-level for any input vector. As future study, we can consider the extension of the proposed QP approaches for the fuzzy input-out data, which are dealt with in [g, 101. 
