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Résumé :
Ces travaux s’inscrivent dans le contexte d’un projet national
visant à sécuriser le stockage et le transport de sources
radioactives, lesquelles représentent un enjeu de sécurité
important. L’objectif est de concevoir une solution technique
répondant à la sécurisation de ces sources dans leur phase de
stockage. La solution proposée, permettant une authentification
des agents habilités, consiste en un système biométrique
multimodal basé sur la vision et l’intelligence artificielle.
Les recommandations actuelles relatives à l’utilisation de la
biométrie en entreprise portent notamment sur la garantie
de la vie privée des utilisateurs. La protection des données
personnelles est donc une contrainte importante. Faisant appel
au visage, aux empreintes digitales et aux vaisseaux sanguins du
doigt, les modèles biométriques sont individuels et seulement
stockés sur une carte sans contact nominative. Ce type de
support ne disposant que d’une petite quantité de mémoire,
l’axe de recherche privilégié repose sur une adéquation entre
les algorithmes et l’architecture en charge des traitements. La
quantité de données biométriques a ainsi été minimisée afin
d’être stockées sur la carte sans contact. De nombreuses pistes
ont été exploitées pour la modalité du visage, comparant alors
des algorithmes issus du Machine Learning « classique » et
d’autres issus du Deep Learning. Divers prétraitements ont
été évalués afin de réduire l’influence de certaines variations
environnementales sur l’acquisition. Les algorithmes traitant des
deux modalités du doigt intègrent de nombreux prétraitements
dont une banque de filtres de Gabor et une squelettisation. Ces
prétraitements facilitent la détection de points d’intérêts propres
à chaque modalité. Un descripteur décrit localement ces points
et une mise en correspondance peut alors être effectuée entre des
descripteurs de référence (stockés sur la carte sans contact) et des
descripteurs issus de l’image acquise lors de l’authentification.
Les attributs extraits de cette correspondance permettent, par une
classification, de valider ou non l’authentification. Pour chacune
des modalités étudiées, les données biométriques stockées sur
la carte sans contact ne dépassent pas 2,6 Ko. Par la suite,
une fusion de décision de ces trois modalités permet une
authentification globale, inférant au système une meilleure
robustesse aux potentielles intrusions ou usurpations d’identité.
Avec un fort aspect industriel, ces travaux présentent également
une intégration matérielle des méthodes développées. De plus,
une sélection d’algorithmes est effectuée afin de permettre
un fonctionnement temps réel de la phase d’authentification
relativement à l’unité de calcul choisie.
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Keywords: Biometry, Image processing, Machine Learning, Deep Learning, algorithm/architecture matching
Abstract:
These thesis works are part of a national project aiming to secure
storage and transports of radioactive sources, representing an
important security issue. The objective is to design a technical
solution addressing the secure of these sources in their storage
phase. The proposed solution, allowing authorized staff person
authentication, consists in a multimodal biometric security
system, based on computer vision and artificial intelligence.
The actual industrial biometric legal framework relates to
preserve users’ privacy. Therefore, the personal data protection
is an important aspect. Using the face, fingerprint and finger
veins modalities, the biometric models are individual and
only stored on a nominative RFID card. This kind of remote
media only have a small user’s memory, thus, the leading
research axis is focused on a matching between the algorithms
and the processing unit in charge of the computation tasks.
The amount of biometric data has then been minimized in
order to be stored on the remote media. Manifold leads have
been investigated for the face modality, with a comparison of
classical Machine Learning algorithms and others from Deep
Learning. Various preprocessing has been evaluated to lower
the impact of environmental variations on the acquisition. The
implemented algorithms dealing with both finger modalities
include preprocessing algorithms, one of which are a bank of
Gabor filters and a squeletonization. These preprocessing tasks
help to detect points of interest. A descriptor locally describes
these points and a matching is done then between references
descriptors (stored on the remote card) and descriptors from
the image acquired during the authentication. The attributes
extracted from this matching provide, by a classification, a
validation or a rejection of the authentication. For each studied
modality, the biometric data stored on the remote media does
not exceed 2,6 Ko. Thereafter, a decision fusion from these three
modalities gives a global authentication which yields to a better
robustness against intruders or spoofing attacks. With a strong
industrial aspect, this work put forward a hardware integration
of developed methods. Moreover, an algorithm selection ensures
real time operation of the authentication task, with respect to the
chosen computational unit.
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1
Introduction : motivations et sujet de
recherche
C omme introduction à ces travaux, ce premier chapitre a pour objectif d’exposer le contextelié à cette thèse et le projet national FUI dans lequel elle s’inscrit. De par la collaboration de
différents acteurs, ce projet ayant pour nom Nuc-Track a pour objectif la sécurisation des phases
transport et stockage de sources radioactives à usages civils. Utilisées dans des secteurs très variés,
ces sources traduisent un enjeu de sureté nationale au travers de leurs différentes phases d’activité.
La contribution du laboratoire Le2i/ImViA au sein du projet Nuc-Track [1] concerne la phase
stockage et consiste à développer un système d’authentification biométrique respectant un certain
nombre de contraintes directement liées au projet et d’autres nécessaires au respect des normes
en vigueur. Ce chapitre présente ce projet Nuc-Track ainsi que le cahier des charges en découlant,
définissant les besoins et les contraintes de la problématique qui nous a été soumise. L’orientation
de nos travaux de recherche et le cheminement logique de ce manuscrit sont également présentés.
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2 CHAPITRE 1. INTRODUCTION : MOTIVATIONS ET SUJET DE RECHERCHE
1.1/ Contexte
1.1.1/ Nuc-Track : Un projet national
En France, l’Institut de Radioprotection et de Sûreté Nucléaire (IRSN) et l’Autorité de Sûreté Nu-
cléaire (ASN) sont chargés d’étudier les flux de transports de sources radioactives. Ils établissent
les recommandations, ainsi que les restrictions s’imposant, du fait de l’enjeu de sûreté nationale
que ces transports représentent. D’après leurs différentes fiches d’informations parues entre 2007
et 2017 [2, 3, 4], portant sur l’étude des flux de transports de substances radioactives à usage civil,
environ 980000 sources radioactives circulent en France et près de 10 millions à l’international,
générant approximativement 770000 mouvements par an dans le pays. Les transports sont répartis
entre les voies terrestres, maritimes et aériennes. Représentant 96 % des mouvements [5], la route
est un mode de transport privilégié, offrant plus de flexibilité, devant les transports ferroviaires
dans la catégorie terrestre. Les mouvements de sources concernent divers secteurs d’activité tels
que l’industrie/recherche nucléaire ou encore les domaines liés à la santé (table 1.1).
Secteur d’activité Exemples de produitstransportés
Exemples d’établissements
concernés
Part des colis
transportés
Industrie
Électronucléaire
Combustibles neufs ou usés,
déchets nucléaires, outils
contaminés
Installations du cycle du
combustible, centres de
recherches associées,
centrales nucléaires
16 %
Contrôles techniques
et recherche
Appareils de détection de
plomb, gammagraphes,
sources non scellées
utilisées comme traceurs
radioactifs
Entreprises de diagnostic
immobilier ou de
gammagraphie, centres de
recherches et universités
56 %
Médecine
Produits
radio-pharmaceutiques,
sources de radiothérapie
Fournisseurs de sources,
hôpitaux 28 %
Table 1.1 – Utilisation des sources radioactives à usages civil [3]
Ces sources ne représentent que 3 % du transport de matières dangereuses en France, ce qui n’en
fait pas pour autant une opération moins risquée. Lors de ces mouvements on distingue en effet
les trois phases "transport", "utilisation" et "stockage", et la responsabilité des sources est répartie
entre de nombreux intermédiaires : l’expéditeur, le transporteur, le destinataire et le conseiller à la
sécurité des transports.
Les principaux risques [2] liés à ces sources peuvent être résumés comme suit :
— L’irradiation : Les travailleurs ainsi que la population peuvent être exposés aux rayon-
nements. L’emballage doit offrir par conséquent une protection d’épaisseur adaptée à la
nature et à l’intensité des rayonnements.
— La contamination : Les personnes peuvent être irradiées via le transfert de particules
radioactives, que ce soit interne en cas d’ingestion ou d’inhalation, soit externe en cas de
dépôt sur la peau ou sur le sol.
— La criticité : Des conditions particulières des matières fissiles peuvent amorcer une réac-
tion en chaîne pouvant conduire à l’irradiation de personnes et au relâchement de radioélé-
ments dans l’environnement.
— Le vol ou le détournement : Certaines matières sensibles peuvent être détournées à des
fins malveillantes dont il est nécessaire de se prémunir.
1.1. CONTEXTE 3
Afin de prévenir au mieux la majorité de ces risques, les phases d’activité des sources sont sou-
mises aux règlementations et recommandations de l’Agence Internationale de l’Énergie Atomique
(AIEA) et de l’ASN, portées par les études de l’IRSN. Ces règles sont intégrées dans le "règle-
ment type sur le transport des marchandises dangereuses", aussi appelé "livre orange", publié par
l’Organisation des Nations Unies (ONU). Déclinées en plusieurs catégories suivant leur niveau de
dangerosité, les sources sont stockées dans différents "emballages" adéquat, l’ensemble étant ap-
pelé "colis" (Figure 1.1). Bien qu’efficaces à l’encontre des premiers risques présentés ci-dessus,
ces règles ne restreignent pas les possibilités de vol ou de détournement au strict minimum. Le
gouvernement Français envisage donc de nouveaux arrêtés afin d’accroître la sécurité autour de
ces sources, et de réduire les potentiels risques aussi bien internes qu’externes.
Figure 1.1 – Colis transporté
Dans le but de répondre à ces nouvelles directives et recommandations, différents acteurs français
du domaine du nucléaire et de la sécurité collaborent sous la forme d’un projet national (Figure
1.2). Ainsi, le FUI "Nuc-Track" [1] a pour objectif de concevoir une solution technique aux recom-
mandations et aux futures restrictions des autorités précédemment citées, répondant également aux
contraintes des nombreux intermédiaires. En premier lieu, un cahier des charges précis a été établi
définissant les différents besoins technologiques et juridiques. Un compromis a donc été nécessaire
entre les spécifications techniques et les fonctionnalités envisagées, les besoins des utilisateurs et
les nouvelles normes.
Figure 1.2 – Collaborateurs du projet Nuc-Track
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1.1.2/ Solutions et contributions au projet Nuc-Track
La mission principale de Nuc-Track [6] est alors de développer un système complexe de suivi
des sources en phase "transport" grâce aux technologies avancées dont nous disposons à l’heure
actuelle (Figure 1.3). Ce système effectue en permanence divers contrôles tels que le suivi des
transporteurs via une gestion complète des missions, la vérification du contenu des colis grâce à
des capteurs ou encore une vérification GPS.
Dans une démarche d’anticipation, et pour se démarquer des autres dispositifs, nous nous sommes
proposés de concevoir une solution répondant à la surveillance des sources en phase de stockage.
Les zones de stockage pouvant être différentes suivant les secteurs d’activité, il est nécessaire de
protéger leur accès ou de surveiller directement les sources "au repos" afin de réduire les poten-
tielles menaces de vols ou de détérioration.
L’apport de la vision assistée par ordinateur nous apparaissant comme fondamental, nous avons
considéré cette technologie pour explorer les différentes possibilités répondant à nos besoins. Une
première solution se présente comme la surveillance directe des sources, ce qui implique de pou-
voir les localiser et d’estimer la position des personnes dans l’espace ("pose estimation") [7, 8] afin
d’effectuer une reconnaissance d’actions. Une seconde, sur laquelle nous nous sommes focalisés,
consiste à contrôler l’accès aux stockages via une vérification d’identité du personnel. Au vu du
caractère sensible des produits surveillés, il est tout à fait envisageable lors de futurs travaux de
faire cohabiter ces deux méthodes.
L’étude d’un système de sécurité biométrique nous a semblé réunir toutes les qualités nécessaires.
En effet, ce type de contrôle d’accès présente l’avantage de vérifier précisément l’identité des
personnes avant leur accès aux sources. Afin d’être implanté facilement dans n’importe quelle
structure concernée, le système se doit d’avoir une mise en œuvre simpliste avec peu de ressources
matérielles et humaines ainsi que des coûts de déploiement réduits. Le respect des différentes
normes et recommandations, encadrant l’utilisation de la biométrie en environnement profession-
nel, est également un aspect à privilégier.
Figure 1.3 – Missions du Projet Nuc-Track
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1.2/ Plan de recherche
1.2.1/ Conception d’un syste`me de se´curite´ d’acce`s biome´trique
Comme énoncé précédemment, l’objectif de cette thèse est de répondre à la problématique de
protection des sources radioactives en phase de stockage, pour laquelle nous nous sommes orien-
tés vers l’élaboration d’un système de sécurité biométrique. L’étude préliminaire sur la biométrie,
présentée dans la section 2.1.1.1 du chapitre suivant, nous a amenés à considérer un système multi-
modal et d’ajouter en conséquence, aux exigences du cahier des charges, des contraintes issues de
la législation encadrant la protection des données personnelles (§2.1.1.2 du chapitre 2). Vis-à-vis
du projet, le système final doit imposer le moins de contraintes possible à l’usager (collectabi-
lité), tout en fournissant un niveau de sécurité suffisant au regard des sources (performance et
contournement) et pouvoir s’interfacer aisément quel que soit l’emplacement du stockage. Afin de
permettre une implantation simple sans maintenance particulière, le système doit comporter peu de
capteurs, et procéder aux mesures via des algorithmes simples nécessitant le moins de puissance
de calcul possible. D’un point de vue juridique, et par respect des normes et des recommandations
de la CNIL, le système ne doit pas conserver de données personnelles ou les faire transiter sur le
réseau. Les modalités devront également être acceptées des utilisateurs (acceptabilité). Du fait de
ces contraintes, nous avons choisi d’effectuer une "authentification" de personne, via l’utilisation
d’un support personnel sans contact. L’utilisateur est donc le seul détenteur de ses données bio-
métriques. Certaines données, nécessaires à la vérification d’identité mais sans lien direct avec la
personne concernée, devront tout de même être stockées dans la mémoire du système, tel que le
présente la figure 1.4. Les cartes sans contact, type RFID, ne possèdent qu’une faible capacité de
stockage (quelques kilooctets), on ne peut donc pas négliger l’étude de la réduction de la taille des
données biométriques, une problématique peu étudiée dans la littérature. Ces données, d’ores et
déjà traitées afin d’en extraire les caractéristiques, puis miniaturisées (réduction de taille de l’es-
pace de stockage), ne sont pas directement humainement interprétables et nécessitent la connais-
sance des algorithmes de traitement afin de remonter à l’information. La partie algorithmique est
assurée directement par la caméra, embarquant une unité de calcul et le système de vision. Ainsi,
la caméra devenue intelligente, et nommée en conséquence dans la littérature "Smart-Caméra",
traite localement l’image acquise et ne transmet que le résultat de la mesure.
Figure 1.4 – Schéma de principe de notre système d’authentification biométrique
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La première modalité choisie consiste en une mesure "standard" du visage de l’usager via l’utili-
sation d’une caméra 2D. L’étude consiste à trouver une certaine adéquation entre algorithmes et
architecture, en comparant différents prétraitements, afin de minimiser l’impact des perturbations
extérieures, et en confrontant différentes techniques de classification après avoir réduit la com-
plexité des données. La deuxième modalité se trouve être une double mesure. En effet, acquises
via un second système, ce sont deux nouvelles caractéristiques qui sont traitées. Celles-ci, situées
toutes deux sur le doigt du sujet, correspondent au réseau vasculaire et aux empreintes digitales.
L’étude ici, en considérant leur mesure sans contact, consiste à traiter chaque modalité indépen-
damment et éventuellement via une fusion de caractéristiques, ces deux attributs étant physique-
ment superposés sur le doigt. Pour l’utilisateur, ces deux dernières caractéristiques peuvent être
considérées comme une seule, du fait de leur emplacement et de leur acquisition "transparente"
(pas de changement de position de l’utilisateur) via le même capteur.
Protocoles d’entraînement :
Quelle que soit la modalité, il est nécessaire de passer par une phase d’enrôlement (ou entraînement
du modèle biométrique). Ce qui consiste, comme illustré par la figure 1.5, à acquérir un échantillon
et d’en extraire les caractéristiques puis d’entraîner un classifieur à les reconnaitre.
Figure 1.5 – Schéma du principe de l’enrôlement d’une nouvelle personne
Pour un système de reconnaissance biométrique, soit les caractéristiques extraites sont stockées
en base de données afin d’être comparées à un nouvel échantillon lors du passage d’une personne
inconnue, soit le modèle biométrique est construit à partir des caractéristiques de toutes les per-
sonnes à reconnaitre. Dans notre cas, qui est l’authentification, un modèle est créé par personne
et est ensuite stocké sur le support sans contact de la personne en question. Le protocole d’entraî-
nement utilisé dans cette thèse repose sur l’acquisition d’un certain nombre d’échantillons, par la
caméra intelligente, de chacune des modalités.
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Cette même caméra effectue les prétraitements nécessaires à la robustesse de la méthode quant aux
diverses perturbations. Puis, en appliquant les mêmes traitements sur des échantillons "anonymes"
représentant une moyenne de personnes à rejeter (provenant de bases de données de la littérature),
une méthode de classification créée le modèle biométrique distinguant la personne à authentifier
des personnes à refuser. Une attention particulière est portée à la minimisation des données dans
le but d’obtenir un modèle léger en taille de stockage tout en conservant la fiabilité requise.
Protocoles de tests :
Pour authentifier une personne, il est nécessaire d’appliquer les mêmes prétraitements à ses échan-
tillons que lors de la phase d’enrôlement. De la même manière que pour cette précédente phase, la
caméra intelligente se charge d’acquérir et de "transformer" la modalité nécessaire à la vérification
d’identité du porteur de la carte sans contact.
Figure 1.6 – Schéma du principe de l’authentification d’une personne
Un algorithme de "prédiction" propre au classifieur utilisé lors de l’enrôlement compare ensuite les
nouveaux échantillons au modèle stocké sur la carte sans contact. Ces calculs donnent lieu à une
prédiction, confirmant ou non l’identité, à laquelle est associée un score caractérisant la probabilité
d’une réponse juste. Dans le cadre d’un système multi-biométrique (défini en 2.1.1.1), d’autres
approches existent, consistant en une fusion à différents niveaux de la chaîne de traitement, en
combinant par exemple les décisions finales, ou bien en appliquant une pondération aux scores.
Ces méthodes de fusion sont présentées dans la section 2.2.1.2 .
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1.2.2/ Construction du manuscrit
Dans ce manuscrit, nous présentons l’étude de différentes modalités biométriques dans un contexte
de sécurisation d’accès à des zones de stockage de produits sensibles. Dans la continuité de cette
introduction, le chapitre 2 présente la biométrie dans le domaine de la sécurité et illustre par des
exemples les différentes modalités pouvant être mesurées. L’encadrement juridique propre à cette
technologie est également détaillé, et plus particulièrement la législation dans le contexte par-
ticulièrement sensible de la protection des données personnelles. Afin de justifier nos choix en
matière de biométrie, des systèmes biométriques multimodaux seront présentés et illustrés par des
exemples du commerce pour les particuliers et les professionnels.
Dans le chapitre suivant (chapitre 3), un état de l’art général et non exhaustif de différentes tech-
niques de Machine Learning destinées à la classification d’images est présenté. Ce chapitre traite
du Machine Learning dit "classique" (technologie mature étudiée depuis de nombreuses années)
et du Deep Learning (sous-ensemble plus récent du Machine Learning en constante progression)
avec des Réseaux de Neurones Convolutifs (CNNs). Afin de faciliter la compréhension des résul-
tats présentés dans les chapitres de nos contributions, différentes métriques d’évaluations utilisées
dans la littérature sont exposées. Pour finir, nous définissons l’axe de recherche complet des études
menées dans ce manuscrit en nous appuyant sur l’état de l’art présenté dans ces chapitres 2 et 3.
Les chapitres 4 et 5 présentent des applications plus spécifiques du Machine Learning, à savoir
l’utilisation de ces algorithmes dans le cadre du projet lié à cette thèse. Le premier de ces deux
chapitres traite des travaux engagés sur la modalité du visage. Nous comparons deux classifieurs
classiques ayant fait leurs preuves (Machine à Vecteurs Support et Forêts Aléatoires) avec deux
CNNs "légers" entraînés par "Transfer Learning". Le second chapitre porte sur l’étude de l’en-
semble empreintes digitales et réseau vasculaire du doigt. Pour chacune de ces modalités, des
points d’intérêts sont tout d’abord détectés et le descripteur BRIEF est appliqué. Puis, les en-
sembles de descriptions de deux images sont alors mis en correspondance et une classification
est effectuée à partir des résultats de cette mesure. Dans ces deux chapitres, une attention parti-
culière est portée à la minimisation de la quantité de données stockées, en vue de répondre aux
réglementations et recommandations juridiques liées à la biométrie.
Un dernier chapitre clôture les contributions de cette thèse. Le chapitre 6 présente dans un premier
temps une évaluation du système de sécurité biométrique complet, après sélection de la configura-
tion optimale parmi les études des chapitres précédents. De par une fusion des trois modalités, une
décision globale d’authentification est effectuée. Dans un second temps, le chapitre traite de l’im-
plantation matérielle des développements effectués. Afin de vérifier la pertinence de la réduction de
complexité des données biométriques, l’authentification biométrique du visage est implantée sur
une caméra intelligente, composée d’une plateforme embarquée intégrant un processeur ARM. Les
différents temps de traitement y sont mesurés afin de vérifier la contrainte temps réel. Ce chapitre
présente également le développement d’un prototype original d’acquisition des empreintes digi-
tales et du réseau vasculaire. Ce système se présente comme un scanner rotatif, mettant en rotation
autour du doigt un ensemble d’éclairages proche infrarouge et une caméra linéaire infrarouge afin
de mesurer rapidement ces deux modalités sur la périphérie du doigt.
Pour terminer, nous concluons par l’analyse critique des résultats, ouvrant la discussion sur les
méthodes exploitées et les différentes possibilités existantes. Les nombreuses perspectives de ces
études et les potentielles améliorations des travaux présentés sont également des aspects importants
traités dans cette conclusion. Afin d’aider à la compréhension, des annexes permettent d’apporter
de nombreuses précisions complémentaires sur les algorithmes utilisés.
2
La biome´trie dans le domaine de la
se´curite´
A fin d’établir un lien logique entre la problématique du projet et les choix effectués, préci-sant ainsi l’origine de certaines contraintes du cahier des charges, ce chapitre présente en
premier lieu le concept de biométrie et les différentes caractéristiques humaines pouvant être me-
surées. Les avantages et les inconvénients des modalités biométriques sont définis non seulement
de par leur illustration au travers d’exemples, mais également par la présentation de l’encadrement
juridique connexe à ce type de système.
La solution à la problématique du projet étant orientée vers un système de sécurité multimodal, ce
chapitre présente également le principe de fusion des données biométriques à différents niveaux de
la chaîne de traitement, ainsi que divers systèmes de sécurité biométriques multimodaux existants.
Un choix est ensuite effectué quant aux modalités intégrées à notre système.
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2.1/ Syste`mes de se´curite´ biome´triques
2.1.1/ Ge´ne´ralite´s
2.1.1.1/ De´finitions et exemples
La biométrie consiste à définir l’identité d’une personne à l’aide de ses caractéristiques biomé-
triques, que l’on appelle modalités, et que l’on classe parmi trois catégories : biologiques, mor-
phologiques et comportementales. Inconsciemment, nous avons recours à la biométrie via nos cap-
teurs sensoriels pour nous distinguer les uns des autres en reconnaissant le visage, la démarche,
l’odeur ou encore la voix de nos proches. Les machines ne peuvent exploiter ces caractéristiques
directement et, pour effectuer ces mesures à notre place, il est donc nécessaire de les détecter et de
les formater de manière stable et distincte, à partir des échantillons fournis par le capteur utilisé.
N’ayant pas de système permettant d’automatiser le processus, les premières études biométriques
effectuées par l’Homme consistaient soit, pour les plus primitives, à mesurer les membres du sujet
(circonférence de la tête, longueur des parties du corps, des pieds, du nez, etc.), soit à distinguer
des points caractéristiques des empreintes digitales après les avoir posées sur un support avec de
l’encre. Surtout nécessaires en criminologie, les empreintes digitales démontrent rapidement leur
potentiel en matière de distinction des humains, du fait de leurs nombreuses particularités presque
uniques pour chaque personne, et par leur faculté à "marquer" les objets touchés. En effet, il faut
distinguer la biométrie dite "avec traces" de la biométrie dite "sans traces". Les empreintes digi-
tales étant de la première catégorie il n’est pas toujours nécessaire d’avoir recours à des capteurs
sophistiqués pour en effectuer l’acquisition.
Désormais, grâce aux avancées technologiques, un échantillon d’une modalité biométrique peut
être comparé automatiquement et rapidement à plusieurs autres échantillons de cette même moda-
lité, c’est ce que l’on appelle la "reconnaissance biométrique" (ou identification : 1 pour N). On
la distingue de la "vérification biométrique" (ou authentification : 1 pour 1) qui consiste à com-
parer un échantillon à un autre et de confirmer ou non la correspondance. Dans le domaine de
sécurité, la biométrie permet de protéger physiquement l’accès à un lieu, ou bien virtuellement
l’accès à des données. Au travers d’une authentification ou une identification, cette technologie
garantit un niveau de sécurité supérieur tout en s’affranchissant des risques d’oublis et de pertes
liés à l’utilisation de mots de passe ou de clés physiques. Afin d’illustrer ces termes, nous pouvons
prendre comme exemple le passeport biométrique, garant de l’identité d’une personne accédant à
un pays grâce au visage et aux empreintes digitales de chaque doigt. Désormais implantée dans le
secteur du grand public, la biométrie se retrouve également dans nos smartphones pour protéger
l’accès aux données personnelles en utilisant les empreintes digitales comme protection, le visage
ou même l’iris.
Les acquisitions sont majoritairement effectuées par le biais de la vision, mais d’autres types de
capteurs peuvent être utilisés selon les besoins. De nos jours on répertorie de nombreuses modalités
biométriques, les plus connues étant la mesure du visage, de l’iris, des empreintes digitales, de
la voix, de l’ADN, etc. De nouvelles, plus originales et moins triviales, continuent d’émerger
dans la littérature telles que la géométrie de l’oreille [9], le motif des lèvres [10] et des ongles
[11], la thermographie [12] ou encore l’aspect du tracé du rythme cardiaque [13], etc. Les points
suivants présentent, à titre d’illustration, un certain nombre des modalités existantes parmi les
trois catégories nommées précédemment [14, 15], à savoir les caractéristiques morphologiques,
comportementales et biologiques.
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Modalités Morphologiques :
— Visage [16, 17] :
Figure 2.1 – Exemples de traitements pour la reconnaissance de visages 1,2,3
La mesure de cette modalité est non intrusive (pas de contact physique) et bien acceptée du
grand public du fait de sa similarité avec le processus humain de reconnaissance des per-
sonnes. Cette technique, considérée comme mature à l’heure actuelle, présente l’avantage
de pouvoir utiliser les systèmes de vidéosurveillance existant si l’algorithme ne nécessite
pas de mesures particulières. En effet, pour la plupart des traitements, une caméra stan-
dard suffit. Cependant, le système est alors soumis à certaines limitations telles que les
variations de luminosité, les variations du visage (vieillissement, barbe, lunettes, expres-
sions faciales, etc), l’angle de mesure ou contourné dans certains cas par l’usage d’un
simple masque ou d’une photo. L’utilisation d’information 3D [18] (stéréovision, lumière
structurée, etc) permet d’outrepasser la majorité de ces problèmes mais nécessite alors une
implantation particulière et donc un coût supérieur de déploiement.
Afin de réduire la complexité des calculs et donc d’accélérer le traitement, une majorité
des méthodes travaille avec des images en niveau de gris (1 canal). Les approches les
plus populaires sont basées soit sur la localisation des points caractéristiques du visage
(yeux, sourcils, nez, bouche, menton, etc.) et leur relation spatiale, soit sur l’analyse de
l’aspect général d’une image représentant une combinaison linéaire d’un certain nombre
de visages normés. D’autres informations complémentaires peuvent être estimées, comme
le genre du sujet, son âge et la teinte de la peau, ou, en exploitant l’information thermique
dans des longueurs d’onde plus lointaines.
— Empreintes digitales [19] :
Figure 2.2 – Exemples de reconnaissance d’empreintes digitales 4
1. Image source : learnopencv.com/average-face
2. Image source : yimagesearch.com/facial-landmarks-dlib
3. Image source : cs.york.ac.uk/3Dface
4. Image source : identityone.net/BiometricTechnology
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Très largement utilisée, cette modalité est une des plus anciennes utilisées et une des
plus connues du grand public. La quantité d’informations disponibles est importante,
mais seuls quelques points caractéristiques suffisent à discriminer une empreinte avec une
grande fiabilité. La taille du modèle est donc réduite, nécessitant peu d’espace de stockage
et permettant une reconnaissance rapide. Les empreintes digitales ont l’avantage d’être
présentes sur chaque doigt de la main, ce qui en fait d’autant de motifs différents pour
caractériser une personne. Les empreintes digitales ne changent pas de manière naturelle,
ce qui garantit la pérennité des mesures dans le temps et réduit les risques de faux
négatifs entre deux acquisitions. En revanche, des impuretés externes, des brûlures, des
cicatrices, d’autres dommages ou des empreintes inexistantes peuvent être un obstacle à
la reconnaissance. Les empreintes digitales peuvent également être usées ou altérées avec
le temps selon le métier des sujets. La nécessité d’un contact physique avec le système
d’acquisition pose problème sur la question de l’hygiène et peut-être un frein à l’usage
pour certaines personnes.
— Empreintes de la face palmaire de la main [20] :
Figure 2.3 – Exemples d’empreinte de la face palmaire de la main 5
Cette technique possède de nombreux points communs avec les empreintes digitales,
tant au niveau de l’acquisition que de l’extraction des points caractéristiques (de nature
similaire). Les motifs de surface d’un simple doigt fournissent déjà une grande quantité
d’informations, mais cette information n’est qu’un échantillon partiel des données dispo-
nibles sur la main. La paume est constituée de diverses régions qui peuvent être scannées,
stockées et traitées indépendamment selon les besoins : l’extrémité des doigts (empreintes
digitales), la zone de jonction entre le creux de la main et les articulations des doigts, le
creux de la main, la zone à la base du pouce ("éminence thénar"), la région contrôlant
l’auriculaire ("éminence hypothénar") et le sillon distal du poignet.
— Réseau vasculaire [21] :
La mesure du réseau vasculaire s’effectue dans des longueurs d’ondes particulières du do-
maine proche infrarouge ([750 nm - 1000 nm]), pour lesquelles la lumière pénètre les tissus
à faible profondeur pour atteindre les veines où le sang l’absorbe. Ces longueurs d’ondes,
proches de la plage du visible, peuvent être captées par certains capteurs CMOS de qualité
disposant d’un rendement quantique important, dépassant le domaine visible.
5. Image source : silicon.co.uk/security/biometric-payments
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Figure 2.4 – Exemples de mesures de réseaux vasculaires 6, 7, 8
Cette acquisition peut s’effectuer sur l’intérieur du bras, le dos de la main, ou l’intérieur
d’un doigt. Le motif représenté par les veines est unique et permet de d’identifier une
personne en détectant les bifurcations, les jonctions et la forme générale. Mais cette
technique est encore peu connue du grand public. La mesure peut principalement être
perturbée par la chaleur environnante et la température du corps.
— Géométrie de la main [22] :
Figure 2.5 – Exemples d’acquisition de la géométrie de la main 9
Contrairement à d’autres modalités, la mesure de la géométrie de la main n’est pas
perturbée par la chaleur, l’humidité ou les impuretés de la peau et peut donc être effectuée
dans n’importe quel environnement. L’acquisition ne nécessite pas d’effort particulier
pour l’utilisateur, hormis souvent un positionnement particulier de la main autour de
"marqueurs" dans le but de conserver la même position entre les mesures. Malgré tout,
cette modalité est peu précise et présente un fort risque de similitude entre deux personnes.
— Rétine [23] / Iris [24] :
Ces deux modalités sont mesurées au niveau des yeux. L’iris est présent sur la face anté-
rieure du globe oculaire et s’apparente à un "diaphragme" contrôlant l’intensité de lumière
captée, tandis que la rétine se trouve sur la face interne et est l’organe sensible de la vision.
6. Image source : blackpoppymag.com/hands
7. Image source : cnet.com/Fujitsu-pay-with-your-veins
8. Image source : openi.nlm.nih.gov
9. Image source : optisec-systems.com/
10. Image source : m2sys.com/iris-recognition-vs-retina-scanning
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Figure 2.6 – Exemples de rétine et d’iris 10
La mesure de la rétine s’effectue par l’acquisition du réseau vasculaire de la membrane
épirétinienne. Cette technique de biométrie figure parmi les plus fiables en sécurité du fait
de la stabilité de la rétine dans le temps, de la très forte unicité du motif rétinien et de la
difficulté de falsification de ce dernier. En contrepartie, elle n’est que peu attrayante pour
l’utilisateur de par les contraintes d’acquisition nécessitant un positionnement immobile
et proche de la caméra. Les principales sources de perturbations intrinsèques au sujet sont
liées à des maladies telles qu’un glaucome, du diabète ou encore une cataracte.
De la même manière que pour la rétine, un des avantages de la mesure de l’iris [24] est
la grande unicité du motif. Hormis dans le cas de maladies telles que du diabète, l’iris
demeure inchangée dans le temps. Elle présente l’avantage de posséder des caractéristiques
extrêmement différentes d’une personne à l’autre. Le port de lunettes ou de lentilles de
contact n’affecte pas la mesure tandis que la lumière ambiante amène des perturbations
visibles. Les principales difficultés sont donc liées à l’éclairage, la distance du sujet au
système et par conséquent la qualité de l’acquisition.
— Oreille [25] :
Figure 2.7 – Exemples de mesures pour la reconnaissance de l’oreille 11
Contrairement à ce qu’on pourrait penser, car plutôt méconnue du grand public, les pre-
miers travaux sur la mesure de l’oreille comme trait biométrique pour la reconnaissance de
personne sont relativement anciens et datent de la fin du 19ème siècle. L’influence de fac-
teurs aléatoires dans la constitution de la forme de l’oreille peut être observée en comparant
les oreilles gauche et droite d’une même personne : bien que présentant des similarités,
elles ne sont pas symétriques. Comme pour le visage, cette mesure s’effectue à distance
mais peut facilement être perturbée par la présence des cheveux ou de boucles d’oreilles.
11. Image source : biometricsintegrated.com/ear-biometrics
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Modalités Comportementales :
Contrairement aux modalités morphologiques qui ne nécessitent qu’une image ou une série
d’images indépendantes pour détecter les caractéristiques nécessaires, les modalités comporte-
mentales impliquent l’utilisation de la vidéo ou d’une séquence d’images temporellement proches.
Les exemples suivants n’ont pas vocation à être exhaustifs, et suffisent à illustrer cette catégorie. Il
existe beaucoup d’autres modalités comportementales [26] telles que le mouvement des lèvres, le
clignement des yeux, les mouvements d’utilisation d’une souris, le style de conduite ou encore le
produit résultant d’une quelconque action (dessin, rédaction d’un texte, etc.).
— Démarche [27] :
Figure 2.8 – Schémas des mesures de la démarche 12 13
Les systèmes de reconnaissance de la démarche nécessitent une séquence vidéo du sujet
marchant, de profil ou de face, sur une certaine distance, issue d’une caméra 2D, d’une
caméra 3D ou d’un ensemble de caméras sous différents angles. Sur chaque image, la
silhouette humaine est détectée ainsi que les attributs spatiotemporels des extrémités et
articulations du corps (tête, épaules, coudes, mains, hanches, genoux et pieds). Ainsi, par
corrélation entre les mesures consécutives, cette modalité se base sur les estimations du
balancier des bras, le rythme de la marche, le rebond, la longueur des pas, la distance entre
la tête et les pieds ou encore la distance maximale entre les pieds droit et gauche. Les
facteurs intrinsèques au sujet pouvant introduire un biais dans la mesure sont la prise de
poids, une grossesse, l’état psychologique du sujet lors de la mesure, etc. Les chaussures,
vêtements ou la surface de marche affectent également le procédé.
— Signature [28] :
Figure 2.9 – Exemple de mesures de la signature 14
Il est question de mesurer la manière dont une personne signe à l’aide d’un stylet et
d’une tablette graphique. En plus de l’aspect général de la signature, les caractéristiques
mesurées incluent les pauses, les variations de rythme, la pression, la direction des traits et
la vitesse. Cette signature change dans le temps et est influencée par la condition physique
du sujet et le système d’écriture utilisé.
12. Image source : what-when-how.com/human-recognition-based-on-gait-poses-pattern
13. Image source : ee.oulu.fi/gait-recognition
14. Image source : tutorialspoint.com/behavioral-modalities
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— Dynamique de frappe au clavier [29] :
Figure 2.10 – Illustration des mesures de frappe au clavier
Les caractéristiques mesurées sont le temps de vol (temps entre deux frappes différentes),
le temps de pression (temps entre une pression et le relâchement d’une même touche), la
durée complète d’une séquence, la fréquence des erreurs, l’utilisation du pavé numérique,
la force des frappes (pour les claviers équipés) et la façon d’utiliser les majuscules. Les
mesures sont perturbées par l’état émotionnel du sujet, sa posture, le type de clavier, etc.
— Voix [30] :
Figure 2.11 – Illustration de signaux vocaux 15
Le son de notre voix est directement influencé par des facteurs physiques comme le nez,
la bouche, les cordes vocales, ou par l’état émotionnel, la langue natale, les conditions
médicales, et d’autres paramètres. La qualité de l’enregistrement dépend du capteur ou de
l’environnement (écho, bruit, etc.). Il est possible d’isoler ces perturbations en utilisant
plusieurs capteurs tout autour du sujet.
Modalités Biologique :
— ADN [31] :
Figure 2.12 – Exemple d’empreintes ADN 16
15. Image source : myforce.be/voice-biometry
16. Image source : yourgenome.org/what-is-dna-fingerprint
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Présent dans toutes les cellules, l’Acide Désoxyribonucléique (ADN) est une macromo-
lécule biologique contenant toute l’information génétique permettant le développement,
le fonctionnement et la reproduction des êtres vivants. L’ADN extrait d’un quelconque
échantillon biologique issu d’une personne (sang, salive, fragment de peau ou de poil,
etc.) peut être utilisé pour déterminer son empreinte génétique. Le plus souvent utilisée
en médecine légale, cette méthode isole et compare les séquences de segments d’ADN de
différents individus, avec un risque de similitude entre deux personnes de moins d’un pour
cent milliards. Très coûteuse en temps de traitement et en matériel, cette méthode n’est
pas temps réel et peu commode dans le prélèvement des échantillons.
— Électrocardiogramme [32] :
Figure 2.13 – Exemple d’électrocardiogrammes de 3 personnes 17
Les mesures biométriques conventionnelles souffrent d’un risque de falsification via une
reproduction de la modalité (masque pour le visage, empreintes digitales en silicone). Les
mesures des signaux bioélectriques du corps comptent parmi des plus difficiles à contour-
ner. L’électrocardiogramme (ECG) en fait partie, traduisant un changement du potentiel
électrique des cellules cardiaques et possédant des caractéristiques uniques. Le motif de
l’acquisition biométrique de l’ECG correspond à la dépolarisation et la repolarisation des
battements de cœur. Les caractéristiques mesurées sur ces signaux représentent l’intervalle
entre les extremums, leur amplitude, la pente et la largeur des pics.
On distingue sept particularités [33, 34] pour chaque attribut biométrique permettant de les
comparer les unes aux autres et ainsi déterminer la plus appropriées à une situation donnée :
1. L’universalité : détermine si la modalité existe et si elle est présente quel que soit l’individu.
2. L’unicité : définit la probabilité de ne pas trouver de similitudes entre les mesures d’une
même modalité sur des personnes différentes.
3. La pérennité : indique si la caractéristique reste inchangée sur une période donnée.
4. La collectabilité : détermine le degré de facilité de l’acquisition, de la mesure et de l’exploi-
tation de la modalité,
5. La performance : caractérise la robustesse, la fiabilité et la vitesse de la mesure.
6. L’acceptabilité : indique si la modalité est acceptée sans objection par l’utilisateur.
7. Le contournement : représente la difficulté de contourner le système, par usurpation
d’identité ou d’autres techniques de fraude.
17. Image source : sciencenewsforstudents.org/biometrics
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Modalité Univ Unic Péren Collec Perf Accept Cont
Visage *** * ** *** * *** *
Empreintes digitales ** *** *** ** *** ** ***
Paume de la main ** *** *** ** *** ** ***
Réseau vasculaire ** ** ** ** ** ** ***
Géométrie de la main ** ** ** *** ** ** **
Rétine *** *** ** * *** * ***
Iris *** *** *** ** *** * ***
Oreille ** ** *** ** ** *** **
Démarche ** * * *** * *** **
Signature * * * *** * *** *
Frappe au clavier * * * ** * ** **
Voix ** * * ** * *** *
ADN *** *** *** * *** * *
Table 2.1 – Comparaison des modalités biométriques les plus connues [35] (*** représente les
meilleures performances)
Les points précédents nous démontrent que certaines modalités, considérées seules, peuvent être
peu performantes, que ce soit par une faible unicité, une falsification aisée ou des contraintes trop
importantes. Une première approche permettant de réduire le nombre de faux positifs se base
sur des capteurs complémentaires afin de contrôler les bonnes conditions d’acquisition (pas de
falsification), comme par exemple en mesurant sans contact le rythme cardiaque [36, 37] sur le
visage du sujet avant de l’authentifier. Une seconde approche pouvant améliorer les performances
consiste en l’utilisation d’un système "multi-biométrique", pouvant prendre les formes suivantes
(ou une combinaison de celles-ci) :
— Multi-capteurs : Une seule modalité est utilisée ici, mais mesurée par le biais de différents
capteurs. Par exemple, pour acquérir la modalité sous différents angles simultanément, ou
à différentes échelles, etc.
— Multi-algorithmes : La même mesure est traitée via différents algorithmes, permettant,
via une simple acquisition, d’extraire des informations différentes. Cette approche est "éco-
nomique" en coût matériel mais implique plus de complexité dans les calculs.
— Multi-exemples : Pour les modalités présentes à différents endroits du corps, plusieurs
instances sont mesurées sur chacun d’eux. Comme par exemple l’acquisition de différentes
empreintes digitales au lieu d’une, ou l’utilisation de l’iris ou de la rétine de chaque œil.
— Multi-échantillons : Plusieurs échantillons d’une même modalité sont mesurés par un seul
capteur, en changeant la position autour du sujet, ou faisant varier l’éclairage par exemple.
— Multi-modalités : Différentes modalités sont combinées, via une fusion de décision sur
chacune ou de par une fusion des caractéristiques extraites. Cette technique requiert des
ressources algorithmiques et matérielles supplémentaires.
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2.1.1.2/ Encadrement juridique
Au-delà d’une question de sécurité, la biométrie présente un risque pour la vie privée des usagers.
Cette technologie utilise des données caractéristiques propres à l’utilisateur et certaines, ne né-
cessitant pas de contact lors de l’acquisition, peuvent être utilisées à l’insu de ce dernier et ou à
mauvais escient. Afin de limiter les potentielles dérives liées à la biométrie, la Commission Natio-
nale de l’Informatique et des Libertés (CNIL), est chargée de faire valoir les droits et les devoirs
des usagers dans le monde du numérique et de participer à l’élaboration d’un encadrement précis.
Créée en 1978 par la loi Informatique et Libertés, la CNIL est une autorité administrative indé-
pendante, constituée de 18 membres parmi lesquels on retrouve entre autres des parlementaires,
le Président du Sénat, et des personnalités qualifiées désignées par le Président de l’Assemblée
nationale. Elle dispose de 195 agents et de 16 millions d’euros de budget pour analyser, sur la
vie privée et les libertés, l’impact des innovations technologiques et leurs usages émergents. Ses
missions principales sont avant tout d’informer, de conseiller, d’accompagner et de protéger, mais
également de contrôler et de sanctionner. Dans une démarche d’anticipation quant à la protection
des données, elle travaille en étroite collaboration avec ses homologues européens et internatio-
naux pour élaborer une régulation harmonisée.
Le 30 juin 2016, la CNIL a adopté deux autorisations uniques qui encadrent désormais l’ensemble
des dispositifs de contrôle d’accès biométrique sur les lieux de travail, quels que soient les types
de biométries utilisées. Elles distinguent les usages suivants :
— Les dispositifs biométriques permettant aux personnes de garder la maîtrise de leur gabarit
biométrique (AU-052 18).
— Les dispositifs biométriques ne garantissant pas cette maîtrise (AU-053 19). Le principe de
maîtrise du modèle biométrique est détaillé ci-après.
Au niveau Européen, la CNIL se réunit tous les deux mois à Bruxelles avec ses homologues eu-
ropéens au sein du G29 (Groupe de travail article 29 sur la protection des données). Le rôle de ce
groupe de travail est de contribuer à l’élaboration des normes européennes, de rendre un avis sur le
niveau de protection des pays hors Union Européenne et également de conseiller la Commission
européenne. En 2018, le G29 se voit remplacé par un comité plus formel et cohérent : le Comité
Européen de la Protection des Données (CEPD). Le 25 mai 2018, le règlement européen 20 sur la
protection des données personnelles est entré en application 21, et de nombreuses formalités auprès
de la CNIL disparaissent 22. En contrepartie, la responsabilité des organismes usant de la biométrie
est renforcée. Ils doivent désormais assurer une protection optimale des données à chaque instant
et être en mesure de le démontrer en documentant leur conformité. La CNIL encadre de manière
précise les demandes d’implantation de systèmes de sécurité biométrique, n’accordant une autori-
sation aux demandeurs qu’après vérification des obligations suivantes 23 :
— Justifier que la biométrie soit pertinente :
Avant de mettre en place un contrôle d’accès, les organismes devront réfléchir à la per-
tinence du recours à un traitement biométrique. Ils devront documenter leur besoin, en
expliquant notamment pourquoi un dispositif alternatif moins intrusif tel qu’un contrôle
par badge, mot de passe, gardiennage ou vidéosurveillance ne suffit pas et pourquoi le
dispositif biométrique répond à leurs besoins.
18. Legifrance AU-052 - NOR:CNIL1626033X
19. Legifrance AU-053 - NOR:CNIL1626008X
20. Site web : CNIL - Règlement du Parlement Européen
21. Legifrance, Protection des données personnelles, 2018 - NOR:JUSC1732261L
22. Site web : CNIL - Historique des modifications de loi
23. Site web : CNIL et biométrie - Principes à respecter
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— Privilégier les dispositifs permettant une maîtrise du gabarit :
Les organismes devront privilégier les dispositifs garantissant par défaut, et dès leur
conception, le contrôle de la personne concernée sur son gabarit, comme par exemple en
conservant le gabarit biométrique sur un support individuel détenu par la seule personne
concernée. L’objectif est de limiter le risque de détournement des données biométriques.
— Justifier et documenter la conservation des gabarits en base :
A défaut de pouvoir proposer les mécanismes protecteurs de la personne, comme explicité
dans le point précédent, les organismes pourront faire appel à des systèmes reposant sur
un stockage des gabarits en base après avoir rempli une grille d’analyse. La CNIL consi-
dère la centralisation des données biométriques dans des serveurs comme un risque majoré
de détournement des données, aggravant les conséquences d’une potentielle défaillance du
système. En cas d’attaque, c’est une multitude de données biométriques, et donc de per-
sonnes, qui pourraient être impactées. Le recours au stockage de gabarits biométriques en
base n’est envisageable que s’il constitue la seule configuration répondant aux besoins spé-
cifiques de l’organisme qui devra également adopter des mesures protégeant au maximum
la vie privée, comme le chiffrement les données ou leur suppression en cas d’accès refusé.
2.1.2/ Syste`mes existant
Les systèmes de sécurité "classiques" présentent un défaut commun qui est de ne pas authen-
tifier une personne mais plutôt un objet ou une connaissance qu’elle serait la seule à posséder
(badge, code, etc). Les technologies biométriques apportent donc confort, simplicité ainsi qu’un
haut niveau de sécurité aux utilisateurs, tout en présentant l’avantage de pouvoir être couplés aux
systèmes "classiques" existants. En effet, que ce soit pour sécuriser un accès physique (un bâti-
ment, une pièce, un coffre-fort, etc) ou un accès logique (des données informatiques), la biométrie
a déjà fait ses preuves et son utilisation est en constante progression. De nombreux systèmes se
développent sur le marché, destinés au grand public ou au secteur privé (en entreprise avec une
gestion horaire des accès), et proposent aussi bien des solutions unimodales que des solutions mul-
timodales, que ce soit par le biais de différents terminaux d’acquisition ou par un unique terminal
multicapteurs.
2.1.2.1/ Syste`mes grand public
La biométrie est déjà bien acceptée du grand public de par son intégration dans les smartphones
[38, 39, 40] et les ordinateurs portables, pour sécuriser l’accès "physique" aux données person-
nelles, avec la démocratisation du déverrouillage par empreintes digitales, par le visage, par l’iris
ou encore la voix. Les implémentations biométriques sur téléphones portables, illustrées par les
exemples suivants, sont des méthodes hors ligne, dont les calculs sont strictement limités à la pla-
teforme cible. Ces plateformes mettent en œuvre plusieurs dispositifs pour différentes modalités.
Cependant, contrairement aux systèmes réellement multimodaux, une seule modalité est néces-
saire pour déverrouiller le terminal. Étant essentiellement destinés à une seule personne et donc
pour une authentification 1 pour 1, ces dispositifs peuvent enregistrer plusieurs "profils" et donc
effectuer une identification 1 pour N. Ces dispositifs sont des sécurités additionnelles pour ces
types appareils, dont la fonction première n’est pas la biométrie. Dans une optique de rapidité
et de fiabilité supérieures, ils permettent de remplacer "temporairement" les traditionnels mots de
passe, codes de déverrouillage ou les schémas, qui restent tout de même nécessaires en cas d’échec
de la procédure biométrique. Ces systèmes biométriques doivent donc s’interfacer au smartphone
et faire face à certaines contraintes : puissance nécessaire et taille d’intégration si l’on considère
l’utilisation des capteurs supplémentaires.
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Désormais, la quasi-totalité des smartphones embarquent un capteur pour la reconnaissance d’em-
preintes. La figure 2.14a donne en exemple le bouton latéral marche/arrêt (4 mm x 9 mm) d’un
téléphone Sony auquel est associé un capteur d’empreinte, permettant un déverrouillage instantané
du terminal. La recherche actuelle pour cette modalité embarquée sur smartphone porte sur l’inté-
gration d’un capteur d’empreintes couvrant la totalité de l’écran tactile [41, 42, 43, 44], le rendant
alors capable de mesurer cette modalité de manière totalement transparente en continu.
De même, la reconnaissance de visage peut être utilisée par n’importe quel smartphone du fait
qu’elle ne nécessite aucun capteur particulier, hormis une caméra dont tous les terminaux sont
équipés aujourd’hui (à l’avant et à l’arrière). En revanche, la société Apple a proposé en 2017 une
avancée conséquente pour cette modalité, permettant d’effectuer une reconnaissance du visage en
trois dimensions avec un simple smartphone à une distance de 20 cm. Nommée FaceID ou True
Depth [45]) et illustrée par la figure 2.14b, cette technologie intègre, sur une surface très restreinte
(3,5 cm x 1,2 cm), un projecteur infrarouge à lumière structurée permettant de cartographier le vi-
sage au travers d’une matrice de 30000 points et une caméra infrarouge dont la tâche est de relever
la déformation de ces points due aux traits du visage. Il est ainsi impossible de tromper le système
avec une simple photo, et le processus fonctionne également dans n’importe quelles conditions
d’éclairage du fait de ses capacités infrarouges.
La même année, l’entreprise Samsung propose d’intégrer un scanner d’iris sur ces smartphones.
Illustré figure 2.14c, le terminal en question est également muni d’une caméra infrarouge mais
d’un simple projecteur LED infrarouge, lui permettant d’acquérir une image infrarouge de la ré-
gion de l’œil du sujet (également sous n’importe quelle condition d’éclairage) et d’effectuer les
traitements nécessaires à la détection et la reconnaissance de l’iris [46]. Contrairement au système
précédent, celui-ci est plus contraignant pour l’utilisateur, nécessitant un bon positionnement de
l’œil envers la caméra, et peut être trompé avec une photo de bonne qualité.
Caméra infrarouge
Projecteur
infrarouge
Projecteur de 
lumière structurée 
(infrarouge)
(a) Sony24 - Empreintes
Caméra 
infrarouge
Projecteur
infrarouge
Projecteur de 
lumière structurée 
(infrarouge)
(b) Apple25 - FaceID
Projecteur
infrarouge
Capteur infrarouge 
Mesure de l’iris
(c) Samsung26 - Scanner d’Iris
Figure 2.14 – Exemples de dispositifs biométriques intégrés aux smartphones
Il y a donc un vaste panel de dispositifs biométriques dédiés au grand public embarqués dans nos
smartphones. Les terminaux portables intégrant plusieurs solutions pour différentes modalités, le
choix revient à l’utilisateur de considérer la méthode qui lui semble la plus adéquate. En effet,
pour le grand public, avec une moyenne de 58 déverrouillages du téléphone par jour en 2014
[47], un compromis doit être fait entre contraintes d’utilisation, sécurité et vitesse d’exécution. De
ce fait, c’est cette dernière condition qui est la plus considérée dans ce choix pour un tel usage
journalier. Ainsi, avec un déverrouillage instantané, ce sont les empreintes digitales qui demeurent
une solution préférable aux autres modalités [48]. En comparaison, l’exemple précédent du FaceID
est plus sécurisé, mais nécessite une contrainte supplémentaire quant à la position du sujet par
rapport à la caméra, et le temps de déverrouillage peut atteindre 1,5 secondes. L’intégration de
capteurs particuliers augmente également les coûts de productions et de maintenance.
24. Sony Xperia XZ1 : Bouton latéral ON/OFF et capteur d’empreinte
25. Apple iPhone X : Capteurs avant du FaceID TrueDepth
26. Samsung Galaxy S9 : Capteur avant pour la reconnaissance de visage et scanner d’iris
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Les systèmes biométriques pour le grand public ne sont pas limités aux cas très répandu des smart-
phones, et des systèmes pour la maison leurs sont également proposés. Nous pouvons prendre pour
exemple deux dispositifs de l’entreprise française Netatmo présentés figure 2.15. Conçus en tant
qu’objets connectés pour la surveillance de la maison, ils disposent de fonctions de communica-
tions avec une gestion d’évènements afin d’avertir les propriétaires sur leur smartphone. La caméra
destinée à un usage intérieur, figure 2.15a, effectue une reconnaissance de visages et notifie de la
présence des membres de la famille ou de personnes inconnues. La caméra à usage extérieur, fi-
gure 2.15b, n’effectue pas de reconnaissance biométrique mais est capable de capter la présence
d’une voiture, de personnes ou d’animaux.
(a) "Welcome27" - Caméra intérieure (b) "Presence28" - Caméra extérieure
Figure 2.15 – Caméras intelligentes intérieure et extérieure Netatmo
2.1.2.2/ Syste`mes industriels
Dans le cas des systèmes destinés aux installations professionnelles, le compromis précédem-
ment cité est toujours applicable, néanmoins c’est la sécurité qui est mise en avant, plus que les
contraintes d’utilisation et la vitesse qui sont tout de même des facteurs pris en compte. Ici, ces
systèmes sont fixes et sont le plus souvent utilisés pour sécuriser l’accès à une zone restreinte.
Ils peuvent considérer une seule modalité ou plusieurs (multimodal) et prendre les différentes
formes citées dans la section 2.1.1.1, ou une combinaison de ces formes, à savoir multicapteurs,
multi-algorithmes, multi-exemples, multi-échantillons et multimodalité. Contrairement aux smart-
phones, les systèmes multimodaux nécessitent la mesure de chacune d’elles pour valider l’accès,
l’utilisateur n’a donc plus de choix à envisager quant à la mesure à effectuer.
Ces systèmes dédiés aux professionnels peuvent intégrer les données biométriques directement
dans la mémoire du système, ou bien elles peuvent être stockées sur un serveur afin qu’un même
modèle puisse alimenter plusieurs dispositifs (un bâtiment utilisant un même système pour diffé-
rentes zones). Ainsi, une identification peut être effectuée au même titre qu’une authentification.
Dans la majeure partie des cas où ces systèmes nécessitent une carte personnelle sans contact,
celle-ci transmet simplement l’identifiant de son propriétaire qui est alors utilisé pour gérer un
agenda d’accès et/ou effectuer une authentification en ne comparant la mesure biométrique qu’au
modèle correspondant à cet identifiant dans la base de données. Certaines modalités, comme les
empreintes digitales, fournissent des caractéristiques biométriques très légères, qui peuvent alors
être stockées sur une carte sans contact, laquelle ne bénéficiant que d’une très faible capacité de
stockage. Ces dispositifs étant entièrement dédiés à la sécurisation d’accès, leur conception est
orientée pour une intégration optimale de la modalité utilisée. Ainsi, contrairement aux smart-
phones, la forme, la taille et la partie calculatoire peuvent être adaptées en fonction des besoins.
27. Netatmo Welcome - Caméra intelligente d’intérieur avec reconnaissance faciale
28. Netatmo Presence - Caméra intelligente d’extérieur avec reconnaissance d’objets
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La figure 2.16 présente en exemple quelques systèmes de sécurité d’accès biométrique, destinés
aux professionnels, parmi les modalités les plus utilisées à savoir le visage et les empreintes
digitales, ainsi que la fusion des empreintes digitales et du réseau vasculaire du doigt.
Visage Empreintes digitales Systèmes hybrides
(Empreintes et veines)
(a) FaceStation 229 [49] (b) BioStation 229 [50]
(c) Hybrid Finger Scanner29
[51]
(d) 3D Face Reader31 [52] (e) Wave Tower31 [53] (f) Smart Finger VP31 [54]
Figure 2.16 – Exemples de systèmes biométriques pour les professionnels
Les systèmes "FaceStation 2" [49] et "BioStation 2" [50], figures 2.16a et 2.16b, font partie des
solutions biométriques Suprema, supportant l’authentification ainsi que la reconnaissance de per-
sonnes. Ces deux systèmes disposent d’une interface utilisateur permettant de communiquer des
instructions et de signaler un dysfonctionnement, ainsi que d’un lecteur intégré de cartes sans
contact. Cette carte permet d’obtenir l’identifiant de son possesseur et de procéder par la suite à
une authentification, les modèles biométriques des usagers étant stockés au sein du système (jus-
qu’à 30000 utilisateurs pour le visage et 1 million pour les empreintes digitales) ou sur un serveur.
Les systèmes "3D face reader" [52] et "Wave Tower" [53], figures 2.16d et 2.16e, font partie des
solutions biométrique IDEMIA. De la même manière que le FaceID, le système "3D face rea-
der" permet une acquisition en 3 dimensions du visage grâce la projection de 40000 points via
un projecteur à lumière infrarouge structurée. Ce système peut contenir jusqu’à trois mille profils
en mode identification (reconnaissance) et cent mille profils en mode authentification via l’usage
d’une carte sans contact transmettant un identifiant. Le système "Wave Tower" relève les em-
preintes digitales du sujet. Sans contact, le système est capable d’acquérir les empreintes digitales
de quatre doigts de la main en les faisant simplement survoler le lecteur. Les caractéristiques des
empreintes digitales étant plus "légères" que celles du visage, ce système peut contenir quarante
mille profils en mode identification et un million en mode authentification toujours via l’usage
d’un badge sans contact.
29. Solutions biométriques Suprema
30. Solutions biométriques NEC
31. Solutions biométriques Safran-Morpho (IDEMIA)
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Les deux systèmes suivants sont des cas particuliers, permettant la mesure simultanée de deux mo-
dalités avec un seul système d’acquisition disposant de deux capteurs. Ces deux systèmes, "Hybrid
Finger Scanner" de NEC [51] et "Smart Finger VP" de IDEMIA [54], permettent d’acquérir les
empreintes digitales (se trouvant sur la première phalange d’un doigt) ainsi que le réseau vasculaire
à hauteur de la deuxième et troisième phalange. Ainsi, ces dispositifs peuvent effectuer un contrôle
sur chacune de ces modalités mais également sur les caractéristiques d’un nouveau motif issu de
la fusion des caractéristiques précédentes. L’apport de l’information sous-cutanée, plus difficile à
mesurer et donc plus difficile à copier, permet un renfort de la sécurité.
Bien sûr, les exemples illustrés ici ne sont pas exhaustifs. D’autres systèmes sont capables de me-
surer le réseau vasculaire de la paume de la main, tels que les solutions Zalix avec "VeinAccess
Intellegent Security" [55], ou encore la gamme de m2sys [56], proposant différents systèmes d’ac-
quisition (veines du doigt, empreintes digitales, iris, veines de dos de la main) pouvant s’interfacer
ensemble et ainsi fournir des résultats complémentaires à chacune de ces modalités indépendantes.
2.2/ Approche multimodale
2.2.1/ Multimodalite´
2.2.1.1/ Principe
Les systèmes de sécurité biométrique à modalité unique, bien qu’ayant été considérablement amé-
liorés ces dernières années de par des algorithmes plus performants et des capteurs plus précis,
souffrent de certains problèmes de fiabilité notamment liés aux critères de contournement et d’uni-
cité, souvent trop faibles selon les modalités. Par conséquent, les systèmes biométriques multi-
modaux sont au cœur des solutions les plus performantes en matière de sécurité, permettant de
combiner plusieurs modalités (le plus souvent deux) acquises simultanément avec un ou plusieurs
dispositifs de mesure [57]. Le système est ainsi capable d’effectuer un contrôle de sécurité sur un
nouveau jeu de caractéristiques émanant de la fusion des attributs de ces modalités. Il est également
possible de compléter ce contrôle en traitant indépendamment en parallèle les caractéristiques de
chacune des modalités mesurées. Un système multimodal est donc en mesure de compenser les
lacunes des systèmes uni-modaux, en proposant une solution plus difficilement falsifiable et plus
robuste aux similitudes entre les individus ainsi qu’aux données d’acquisition bruitées. En ef-
fet, il est indéniable qu’un usurpateur aura plus de mal à copier plusieurs modalités d’une même
personne. Il est également peu probable que plusieurs modalités soient similaires entre deux per-
sonnes. Cette fusion peut s’effectuer à différents niveaux des chaînes de traitement et de décision.
2.2.1.2/ Fusion de donne´es biome´triques
Comme présenté dans la section 2.1.1.1, la biométrie n’est pas restreinte à la mesure d’une mo-
dalité par un capteur, mais peut résulter de la fusion d’informations provenant de sources variées,
comme le montre la figure 2.17, sous les formes suivantes d’acquisition : multi-capteurs, multi-
algorithmes, multi-exemples, multi-échantillons. Cette liste est valable que ce soit pour des sys-
tèmes uni-modaux ou systèmes multimodaux [58]. Chacune des modalités traitées par les systèmes
multimodaux peut être vue comme une unique modalité et les informations utilisées peuvent pro-
venir des sources citées précédemment. L’étude menée par Suneet Narula Garg et.al [59] confirme
l’apport non négligeable de la fusion multimodale face à une unique modalité, augmentant signifi-
cativement les performances d’authentification en comparaison des performances de chacune des
modalités mesurées indépendamment les unes des autres [60].
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Figure 2.17 – Sources d’informations dans un système de fusion biométrique [58]
La fusion biométrique intervient dans la combinaison d’informations biométriques d’une ou plu-
sieurs modalités afin de renforcer les atouts et réduire les lacunes de ces modalités, induits de ces
informations. On distingue différents types de fusions biométriques, répartis à différents niveaux de
la chaîne du système [61] (comprenant l’acquisition de l’information, son traitement, l’extraction
de caractéristiques puis la classification de laquelle découle une décision), que l’on peut séparer
en deux grandes familles : avant la classification et après la classification [62, 59]. Les différents
niveaux de fusion sont résumés par la figure 2.18.
Avant classification
Avant la classification (matching), la combinaison des informations peut avoir lieu soit au niveau
capteur, soit au niveau des caractéristiques.
— Fusion au niveau capteur (Sensor level) :
La fusion au niveau capteur [63] s’effectue à partir des données brutes issues d’un ou plu-
sieurs capteurs. Les données doivent par conséquent être compatibles entre elles (de même
type) et donc provenir de capteurs similaires si plusieurs sont utilisés. On peut illustrer
cette fusion par l’acquisition du signal de la voix par deux capteurs (microphones) ou plus,
situés à différents endroits dans l’espace. Dans le cas de l’image, il est nécessaire que les
informations à fusionner soient de la même dimension.
— Fusion au niveau caractéristiques (Feature level) :
À ce niveau de la chaîne de traitement, les différentes instances d’une même modalité bio-
métrique, ou les différentes modalités, ont été acquises par un ou plusieurs capteurs. De
l’extraction de caractéristiques résulte, pour chacune des mesures, un vecteur décrivant ces
caractéristiques et la fusion au niveau caractéristiques consiste à combiner ces vecteurs.
Des vecteurs de caractéristiques homogènes (plusieurs mesures d’une même modalité)
permettent de construire un unique vecteur à partir de leur somme pondérée. Des vec-
teurs hétérogènes (mesures de différentes modalités) permettent également de construire
un unique vecteur mais en concaténant ces vecteurs individuels. Ainsi, le vecteur résultant
est très riche en informations. Cependant, ce type de fusion peut entraîner la création d’un
vecteur de très grande dimension et nécessiter une puissance de calcul importante.
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Après classification
Après la classification, l’intégration de multiples informations biométriques peut intervenir au
travers de deux catégories : la sélection dynamique de classifieurs et la fusion de classifieurs [64].
— Sélection dynamique de classifieurs (Dynamic classifier selection) :
La sélection dynamique de classifieurs, aussi connue sous le nom de l’approche "winner-
take-all", nécessite de considérer un partitionnement des données d’entrée [65]. Ces parti-
tions peuvent être définies par l’ensemble des décisions individuelles de chaque classifieur,
ou par les caractéristiques des échantillons d’entrée. Pour chaque partition, le classifieur
fournissant les résultats optimaux sur des données d’apprentissage ou de validation est sé-
lectionné. Pour la classification, un échantillon inconnu est affecté à une partition et c’est
la décision du classifieur, associé à cette partition, le plus à même de donner une déci-
sion correcte, qui est utilisée pour la décision finale. Pour résumer, la sélection dynamique
de classificateurs tente de prédire quel classificateur est le plus susceptible de fournir un
résultat correct pour un échantillon donné.
— Fusion de classifieurs (Classifier fusion) :
La fusion de classifieurs utilise des classifieurs individuels en parallèle et leurs sorties
sont combinées [66] de manière à obtenir un "consensus de groupe". Pour cette seconde
catégorie on distingue trois niveaux de fusion, à savoir la fusion au niveau décisionnel, la
fusion au niveau du rang et la fusion au niveau du score.
— Fusion au niveau des scores (Score level) :
La fusion au niveau des scores utilise les résultats de classification des différents clas-
sifieurs utilisés (pour une même modalité ou pour plusieurs différentes). Ici ce sont
les scores associés aux classes prédites qui sont combinés puis transmis au module
de décision. Par conséquent, un processus de normalisation est nécessaire. Différentes
techniques existent [67], on peut citer "MinMax", "Z-Score", "Double Sigmoïde", "Es-
timateurs tanh", "Estimateurs biweight" et d’autres. Ce niveau de décision peut être
scindé en deux catégories, à savoir combinaison et classification. La première approche
consiste à obtenir un scalaire issu de la combinaison des scores normalisés des diffé-
rents classifieurs. La seconde considère les scores comme de nouvelles caractéristiques
d’entrées pour un nouveau problème de classification à deux classes [68] : accepté et
refusé. La fusion au niveau score est considérée comme la plus simple à mettre en
œuvre et conserve l’information la plus riche à propos des données d’entrée après clas-
sification. De ce fait, elle est la plus utilisée dans la littérature.
— Fusion au niveau du rang (Rank level) :
Lorsqu’un système utilise plusieurs classifieurs et que leur sortie dispose de plusieurs
classes, il est possible de les trier dans l’ordre décroissant selon leur score de confiance
associé à la prédiction, permettant ainsi d’effectuer une fusion au niveau du rang de
la prédiction. Pour ce type de fusion, on peut distinguer trois techniques permettant la
combinaison de ces rangs [69] : "Highest Rank Method", "Borda Count Method" et
"Régression logistique".
Cette première méthode utilise les scores des classes de chaque classifieur, triées
comme spécifié précédemment. À chaque classe est ensuite attribué un unique score
correspondant au score du meilleur rang (rang 1 en ordre décroissant) de cette classe
parmi les prédictions des classifieurs. Ainsi, on établit un classement général entre les
classes, leur rang étant déterminé par le meilleur score attribué à chacune, et la décision
finale est prise selon les rangs combinés.
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La seconde méthode calcule, pour chaque classe, un rang général combinant la prédic-
tion de chaque classifieur. Ce rang général est issu de la somme du rang de la classe en
question en sortie de chaque classifieur. Pour un problème à deux classes, on peut la
considérer comme équivalente à un vote à la majorité. Cette méthode ne nécessite au-
cun apprentissage supplémentaire, cependant, elle ne fait aucune distinction entre les
potentielles aptitudes des classifieurs, chacun étant considéré de manière équivalente
dans le calcul.
La troisième technique est une généralisation de la méthode précédente ("Borda
Count"). Une somme pondérée des rangs individuels est calculée et ces poids sont
déterminés par régression logistique.
— Fusion au niveau décisionnel (Decision level) :
Ici, chaque modalité est traitée de manière indépendante par le ou les classifieurs dé-
diés. Contrairement aux niveaux précédents, le score et le rang ne sont pas considérés.
Seule la décision de chaque classifieur (la classe correspondant au meilleur score) est
prise en compte et la décision finale est définie en se basant sur la fusion de la classe en
sortie de chaque classifieur. Ces décisions peuvent être consolidées par des méthodes
telles que le "vote à la majorité" [70], le "Behavior Knowledge Space" [71], le "Weigh-
ted voting" [72] et d’autres. Ce niveau de fusion est donc le moins riche en informations
et se trouve par conséquent être le moins "puissant" et le plus limité.
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Figure 2.18 – Schéma de répartition des différents niveaux de fusion biométrique [59]
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2.2.2/ Synthe`se et solutions propose´es
D’une manière générale, les systèmes biométriques faisant appel à la vascularisation, sont particu-
lièrement efficaces et sont considérés, à l’heure actuelle, comme les solutions à modalité unique les
plus sures de l’état de l’art. Cependant, il a été montré [59] que les meilleures performances d’au-
thentification sont obtenues pour les différentes combinaisons deux à deux entre l’iris, la paume
de la main et les empreintes digitales, issus soit de la fusion au niveau caractéristiques [73], au
niveau des scores [74] ou de la décision [75]. Ces modalités correspondent à différentes zones
du corps humain et nécessitent, comme spécifié précédemment, une normalisation des caractéris-
tiques pour la fusion à ce niveau. Les empreintes digitales et le réseau vasculaire du doigt appar-
tiennent à la même zone du corps humain, c’est-à-dire le doigt, et sont physiquement comparables
(ils présentent des caractéristiques différentes mais ces modalités sont toutes deux formées de
lignes courbes). Par conséquent, la fusion de ces modalités semble être facilitée au niveau ca-
ractéristiques et les prédictions issues de leur fusion au niveau score présentent de bons résultats
d’authentification [76].
En considérant les différentes modalités présentées dans ce chapitre, nous proposons d’orienter
notre recherche vers un système multimodal, basé sur la vision pour l’acquisition de ces modali-
tés. La première modalité que nous considérons est le visage. Elle est une des plus acceptées du
public, mature et parmi les plus simples à mettre en place. Avec une mesure sans contact et une
reconnaissance en temps réel, elle ne nécessite pas de capteurs sophistiqués. En effet, restreinte à
une mesure en deux dimensions, une simple caméra de type "webcam" suffit pour acquérir l’image
du visage d’un sujet. En revanche, nous avons vu que la modalité du visage en 2D présente un haut
taux de contournement, sa falsification étant aisée de par la facilité d’acquisition de cette moda-
lité à l’insu du sujet et de son utilisation par le biais d’une simple image. Une première solution
permettant de s’affranchir de ces faiblesses réside dans l’utilisation de caractéristiques en trois di-
mensions du visage, de par diverses acquisitions sous différents angles par plusieurs capteurs, ou
une acquisition en trois dimensions avec un projecteur infrarouge à lumière structurée. Cependant,
cette solution requiert une infrastructure conséquente et des besoins calculatoires élevés. Nous
avons donc choisi de considérer de nouvelles modalités, sur une zone différente, afin de compléter
la mesure du visage.
Les empreintes digitales et le réseau vasculaire du doigt semblent, à nos yeux, représenter une
alternative intéressante à l’utilisation de nouveaux capteurs pour le visage. Comme présentés pré-
cédemment, les avantages de l’apport de plusieurs modalités dans un même système de sécurité
biométrique ne sont plus à démontrer. Ainsi, l’apport d’une modalité déjà commune à de nom-
breux systèmes et fournissant un haut niveau de sécurité, à savoir les empreintes digitales, couplée
à une modalité sous-cutanée et donc plus difficilement "falsifiable", à savoir le réseau vasculaire,
représentent un atout non négligeable en matière de fiabilité et de sécurité. Nous proposons donc
une mise en œuvre ces deux modalités. Celles-ci seront traitées indépendant, puis fusionnés à la
mesure du visage afin d’accroitre le niveau de sécurité. Finalement, dans le but de permettre la
mesure de ces deux dernières modalités, nous proposons un système original d’acquisition rota-
tif mettant en œuvre une caméra permettant un profilage de ces modalités sur le tour du doigt.
Ce système d’acquisition permet donc d’obtenir une mesure de mêmes dimensions, sur la même
zone du corps, pour chacune de ces modalités. Une potentielle fusion au niveau capteur ou au
niveau caractéristiques peut alors être envisagée du fait de leur réelle superposition "physique".
Un tel système avec une fusion de ces deux modalités au niveau caractéristiques représente une
alternative intéressante aux systèmes hybrides existant.
3
Machine Learning pour la classification
d’images
D ans le but de faciliter la compréhension du fonctionnement des méthodes employées, ilest question ici d’introduire de manière générale l’apprentissage automatique (Machine
Learning) pour la classification d’images. En premier lieu, il s’agit de traiter du Machine Lear-
ning "classique", représentant une partie aujourd’hui maitrisée de l’intelligence artificielle dans
la littérature. Puis, en constant développement ces dernières années, une branche plus récente du
Machine Learning est présentée, à savoir l’apprentissage profond (Deep Learning) et plus préci-
sément les réseaux de convolutions neuronaux (CNN).
Afin d’évaluer les méthodes de classification utilisées dans les chapitres suivants, différentes mé-
triques ou critères statistiques sont introduits. L’axe de recherche de cette étude est ensuite défini
plus précisément, grâce aux diverses informations présentées dans cette première partie du ma-
nuscrit. La problématique de réduction de la quantité d’informations biométrique à conserver est
approfondie (un point rarement étudié dans l’état de l’art) et les modalités biométriques ainsi que
les méthodes de classification sont sélectionnées afin de correspondre à notre contexte.
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3.1/ Avant-propos
Comme décrit par la figure 3.1, l’apprentissage automatique (Machine Learning) fait partie de l’in-
telligence artificielle et permet, avec l’aide des machines, d’effectuer des calculs afin de résoudre
un problème complexe. La particularité du Machine Learning, est que les méthodes utilisées per-
mettent à la machine d’apprendre à réaliser une tâche en fonction de nombreuses données d’entrée.
Ainsi, l’algorithme ne se contente pas d’appliquer une consigne définie par son concepteur, mais
s’adapte aux données qui lui sont transmise afin d’apprendre comment répondre à la probléma-
tique qui lui est fournie. L’apprentissage profond (Deep Learning), que nous traitons également
dans ce manuscrit, est quant à lui un sous ensemble du Machine Learning. Le Deep Learning
met en œuvre, sous forme de couches, un enchaînement de traitements algorithmiques propres au
Machine Learning afin de répondre à un problème complexe découpé en plusieurs tâches, chaque
couche utilisant la sortie de la couche précédente comme données d’entrée.
Figure 3.1 – Relations entre les ensembles "intelligence artificielle", "apprentissage automatique"
et "apprentissage profond"
De manière générale, un algorithme d’apprentissage automatique utilise un certain nombre de don-
nées d’entrées (pouvant être nécessairement très important pour de Deep Learning), représentant
des données liées au problème à résoudre. Cet apprentissage dépend de la manière dont sont trans-
mises ces données à l’algorithme de traitement. Il existe donc différentes manières de procéder,
et on distingue trois grands groupes d’apprentissage : l’apprentissage supervisée (supervised lear-
ning), l’apprentissage non supervisée (unsupervised learning), et l’apprentissage par renforcement
(reinforcement learning).
— Apprentissage supervisé :
Dans le cas de l’apprentissage supervisé, les données d’apprentissage fournies à l’algo-
rithme contiennent également les solutions associées, que l’on appelle des "étiquettes" ou
des "labels". Toutes ces informations sont fournies par un opérateur humain. L’objectif de
l’algorithme est alors trouver les relations ( f ) entre les données d’entrée (X) et la sortie
(Y). Ainsi, la relation entre les données d’entrées et la sortie est définie par Y = f (X).
L’apprentissage permet donc d’approximer cette fonction afin d’être capable, après l’ap-
prentissage, de prédire une sortie appropriée pour une nouvelle entrée correspondant aux
données d’apprentissage (sans label cette fois-ci).
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— Apprentissage non-supervisé :
Ici, contrairement à l’apprentissage supervisé, aucune donnée d’entrée ne porte de label.
Avec l’apprentissage non-supervisé, on laisse l’algorithme découvrir les relations entre
les données d’entrée et leur structure. Le système cherche donc à découvrir et apprendre
tout ce qu’il est capable de détecter (relations et différences) à partir de ces informations
d’entrée et la sortie dépend donc de ce que l’algorithme a su décrire.
— Apprentissage par renforcement :
L’apprentissage par renforcement tire son nom du fait que l’apprentissage est amélioré à
chaque itération du processus par un retour d’expérience. Les performances de l’algorithme
sont maximisées à mesure qu’il prend des décisions à partir de ses données d’apprentissage.
L’algorithme est plongé au sein d’un environnement, et prend ses décisions en fonction de
son état courant. Après chaque étape d’apprentissage, l’environnement retourne une ré-
compense, qui peut être positive ou négative, en fonction du résultat de l’étape précédente.
Ainsi, au travers d’expériences itérées, l’algorithme cherche un comportement décisionnel
optimal, afin qu’il maximise la somme des récompenses au cours du temps.
On peut également citer l’apprentissage semi-supervisé (semi-supervised learning). Cependant,
ce n’est pas un groupe à part entière, du fait qu’il dérive à la fois de l’apprentissage supervisé et
non supervisé. Certaines données portent une étiquette mais la majorité demeure non annotées.
L’acquisition de données annotées pour l’apprentissage requiert des compétences humaines ainsi
que du temps, tandis que le coût associé à l’acquisition de données non annotées est très court
en comparaison. Ainsi, les algorithmes d’apprentissages semi-supervisés cumulent les avantages
des deux méthodes, permettant, avec la faible quantité de données annotées, d’orienter l’appren-
tissage, puis, avec les données non annotées, de découvrir une plus large quantité d’informations
relationnelles entre les données.
Dans le cadre de l’apprentissage automatique, on peut établir plusieurs groupes de problématiques,
auxquels les types d’apprentissages peuvent répondre. On retrouve principalement les probléma-
tiques de "classification", de "régression", d’"associations de règles" et de "clustering", que nous
explicitons ci-après. Certains algorithmes se prêtent mieux à un type d’apprentissage particulier
et à certaines problématiques mais ils n’y sont pas limités. Dans certains cas, afin d’utiliser un
algorithme supervisé pour la classification de données non annotées, il est possible d’utiliser en
complément un algorithme non supervisé dans le but de séparer les données de manière automa-
tique. Le choix de l’algorithme dépend alors de nombreux facteurs tels que la quantité de données,
leur qualité et leur nature, la puissance de calcul disponible ainsi que les temps de calculs accep-
tables selon l’application, etc.
La classification a pour objectif d’assigner des données à des catégories définies au préalable. Lors
de l’apprentissage, les relations entre les données et leurs catégories (ou classes) sont déterminées
et apprises. Ainsi, la classification permet d’obtenir, pour un nouvel échantillon, une prédiction
d’appartenance à une classe connue, telle que "malade"/"sain" et "rouge"/"bleu"/.../"vert". Dans le
cas d’un problème à deux classes on parle de classification binaire ou binomiale, et dans le cas à
plus de deux classes, on parle de classification à classes multiples ou multiclasses.
La régression a pour but de prédire la valeur d’une certaine quantité à l’évolution continue, dépen-
dant de certaines caractéristiques. Ce problème est établi lorsque la donnée de sortie est une valeur
réelle, telle qu’une somme d’argent ou un poids. On peut citer l’estimation de valeurs telles que
l’évolution des prix de locations d’appartement selon le secteur et les caractéristiques du bien, ou
bien la durée de vie humaine en fonction des conditions de vies et d’autres critères.
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Un problème d’apprentissage d’association de règles se présente comme un problème où l’on
souhaite associer des règles décrivant majoritairement des grandes parties des données (e.g les
personnes qui achètent un objet X ont également tendance à acheter un objet Y). Une règle d’as-
sociation comporte deux parties : un antécédent ("si") et un résultant ("alors"). Un antécédent est
un élément compris dans les données, et un résultant est une combinaison d’antécédent suivant
une relation précise. Ainsi, l’algorithme recherche au travers des données la fréquence de modèles
"si-alors" afin d’identifier les relations les plus importantes entre les données.
Le clustering se présente comme un problème où l’on souhaite établir des groupes (ou des "clus-
ters") selon des caractéristiques particulières propres aux données (e.g regrouper des clients selon
leurs habitudes et leur comportement d’achat). Comme exemple particulier au clustering on peut
citer la détection d’anomalies dont l’objectif est d’identifier les points de données qui sont inha-
bituels. Dans certains cas, les variations possibles sont si nombreuses et les exemples réels d’ap-
prentissage si rares, qu’il n’est pas possible de savoir à quoi ressemble une activité frauduleuse.
L’approche de la détection des anomalies consiste donc simplement à apprendre à quoi ressemble
l’activité normale et d’identifier tout ce qui est très différent.
Pour la suite de ce manuscrit, nous allons nous intéresser à l’apprentissage supervisé dans le cadre
de la classification d’images. Du fait de notre problématique, à savoir déterminer si une personne
est autorisée ou non autorisée, nous nous focaliserons sur une étude de classification binaire. Avant
de considérer une quelconque application à la biométrie, nous allons établir les généralités propres
au traitement d’image et communes à toutes les applications de ce domaine.
Comme le montre la figure 3.2, la chaine de traitement générale (commune aux algorithmes de
classification d’images) comporte plusieurs étapes clés telles que la détection et l’isolation de zone
d’intérêt (Region of Interest - ROI), des prétraitements afin d’améliorer l’image dans le sens voulu
suivi d’une potentielle normalisation, l’extraction de caractéristiques ainsi que leur sélection, puis
la classification effectuant soit un apprentissage d’un modèle, soit une prédiction à partir du modèle
appris. Cette prédiction donne lieu à une décision qui, à partir de multiples résultats moyennés sur
une base de données d’images, fourni un certain nombre d’informations servant à évaluer les
performances du modèle.
Chaîne de 
traitement pour 
la classification 
d’images
Prétraitements 
- Amélioration 
d’image
- Normalisation 
Caractéristiques
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Classification
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- - Prédiction de classe 
- - Score de prédiction
Apprentissage
- Paramètres 
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Figure 3.2 – Chaîne des étapes de classification d’images communes à la majorité des applications
La première étape consiste à extraire la zone d’intérêt dans laquelle se trouve les éléments que l’on
veut classifier. Cette étape, bien que facultative, permet de réduire l’influence des données peu
pertinentes dans l’image. Par exemple, dans le cas de la reconnaissance de visages, il est important
d’isoler le visage du fond de l’image. En revanche, dans le cas d’une détection multiple (piétons,
voiture, panneaux, etc.), les informations sont réparties dans toute l’image.
Les prétraitements constituent une étape non négligeable de cette chaîne. La manipulation de
l’image (filtres, segmentation binaire, superpixels, changement d’espaces couleurs, etc.) permet
de renforcer ou faire apparaître les éléments importants tout en réduisant les contributions non
utiles. La phase de normalisation permet de conserver une homogénéité entre les images utilisées
pour l’apprentissage. Les images sont redimensionnées à une même dimension et une rotation de
l’image peut être envisagée pour conserver une orientation similaire du sujet à observer.
3.2. MACHINE LEARNING "CLASSIQUE" 33
L’extraction de caractéristiques est une étape cruciale, permettant de transcrire l’information vi-
suelle en une information plus stable et compréhensible par l’algorithme d’apprentissage. Certains
algorithmes, basés sur la répartition statistique des données, permettent de trouver les caracté-
ristiques communes aux images d’une simple classe ou bien de détecter les caractéristiques dis-
criminant au mieux une classe par rapport à une autre tout en cherchant à réduire l’impact des
caractéristiques communes à plusieurs classes. Ces caractéristiques ne représentent pas toutes la
même contribution dans l’image et leur nombre peut rapidement être important. C’est pourquoi
une phase complémentaire de sélection de caractéristiques permet de limiter leur nombre tout en
ne conservant que les plus pertinentes.
La classification est divisée en deux phases : l’apprentissage et le test (ou l’utilisation). Lors de
l’apprentissage, les caractéristiques des images d’apprentissages sont utilisées par le classifieur
afin de construire un modèle à partir de règles séparant au mieux les classes. Selon l’application et
les images utilisées, il est nécessaire d’ajuster les paramètres de classification, et l’apprentissage
peut être perfectionné en utilisant une technique de validation croisée (ou "cross validation"),
permettant de scinder les images en plusieurs groupes et d’effectuer un apprentissage sur chacun
de ces groupes en faisant varier les paramètres.
La phase d’utilisation permet, à partir des caractéristiques d’une image inconnue, de déterminer
l’appartenance de l’échantillon à une certaine classe en utilisant le modèle de classification. Ainsi
ce modèle fourni l’étiquette de la classe prédite et le score associé attestant de la probabilité d’une
bonne prédiction. L’étape de décision consiste à définir si la prédiction du modèle est juste ou
non. Soit la classe prédite est utilisée directement (prédiction juste), soit, un seuil peut être défini
et ajusté sur le score de la prédiction afin de considérer une prédiction comme juste seulement si
le score est supérieur au seuil fixé. Pour finir, l’évaluation permet de quantifier les performances
du modèle avec des métriques calculées à partir d’informations issues des résultats de prédiction
sur des images de test. Ces métriques permettent de comparer des modèles entre eux et ainsi
sélectionner le modèle optimal dans un cas donné.
Lors de l’apprentissage, une mauvaise répartition des données d’entrées ainsi qu’un mauvais para-
métrage de la classification peuvent mener à un "sur-apprentissage" ou à un "sous-apprentissage".
Le sur-apprentissage correspond à un modèle considérant les détails et le bruit comme des données
importantes, menant à d’excellentes performances lors de l’apprentissage, mais de très mauvaises
sur de nouvelles images inconnues. Le sous-apprentissage fait référence à un modèle incapable de
fournir de bonnes performances en apprentissage ni à partir de nouvelles données.
3.2/ Machine Learning "classique"
Comme décrit précédemment, le Machine Learning est une sous-famille de l’intelligence artifi-
cielle. Ce que nous considérons comme Machine Learning "classique", ou "traditionnel", corres-
pond à cette famille à laquelle on exclut la sous-famille du Deep Learning. Ainsi, le Machine
Learning classique correspond aux algorithmes et aux méthodes désormais matures de l’état de
l’art et ayant d’ores et déjà fait leurs preuves sur de nombreuses problématiques.
3.2.1/ Extraction et traitement des caracte´ristiques
L’extraction de caractéristiques est une étape cruciale de la chaîne de traitement de la classification
d’images, et les méthodes utilisées dans la littérature peuvent être regroupées selon deux catégories
principales [77], comme le montre la figure 3.3, à savoir les méthodes globales et les méthodes
locales. Les méthodes globales sont indépendantes de l’application (du type d’élément présent
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dans l’image) et se focalisent sur des caractéristiques telles que les textures, la couleur ou encore
les formes. On peut considérer trois niveaux d’abstraction pour ces caractéristiques : le niveau pixel
(couleur, coordonnées dans l’image, etc.), le niveau local (caractéristiques issues de subdivision de
l’image, de segmentation, ou autre) et le niveau global (caractéristiques issues de l’image entière
ou d’une seule région de l’image). En comparaison, les méthodes locales sont dépendantes de
l’application et représentent souvent une synthèse de caractéristiques bas-niveau. Chacune de ces
deux catégories peuvent être sous divisées selon le type de techniques [78].
Extraction de caractéristiques
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Figure 3.3 – Catégories de méthodes d’extractions de caractéristiques dans l’image
— Méthodes globales :
Les approches globales, également appelées méthodes basées sur l’apparence
(Appearance-based methods), utilisent l’image complète. De manière générale, l’image
est représentée selon une matrice de pixels, qui est transformée en un vecteur de pixels
pour faciliter les manipulations. Ces approches sont sensibles aux variations d’acquisition
(orientation, éclairage, etc.) du fait que le moindre changement induit une variation de la
valeur des pixels. Ces méthodes utilisent un sous espace (de faible dimension) du sujet à
considérer, afin d’y projeter de nouvelles images et ainsi réduire l’influence d’éléments non
pertinents dans l’image. Considérant les techniques utilisées pour générer cette projection,
cette catégorie regroupe deux types de techniques : les linéaires et les non linéaires.
Les techniques linéaires effectuent une projection linéaire des données d’entrées, représen-
tées dans un espace de très grande dimension (dépendant du nombre de pixels et de canaux
de l’image), dans un nouvel espace relativement réduit et dédié au "sujet". Cet espace
est composé de caractéristiques propres aux types d’éléments observés. De nombreuses
techniques peuvent être classées comme linéaires : l’Analyse en Composantes Principales
"ACP" (ou "PCA" pour "Principle Component Analysis"), l’Analyse en Composantes In-
dépendantes "ACI" (ou "ICA" pour "Independant Component Analysis"), l’Analyse Discri-
minante Linéaire "ADL" (ou "LDA" pour "Linear Discriminent Analysis"), les ondelettes
de Gabor, et beaucoup d’autres. L’ACP [79, 80, 81] est une approche très populaire, sur
laquelle nous nous attarderons plus particulièrement, de fait de son importante utilisation
par de nombreux algorithmes dans le domaine de la biométrie. L’ACI [82, 83] est une mé-
thode issue d’applications statistiques et de traitement du signal, spécialement utilisée pour
effectuer une séparation "aveugle" de sources. l’ACI consiste à exprimer un ensemble de N
variables aléatoires x1, ..., xN comme une combinaison linéaire de N variables aléatoires s j
statistiquement indépendantes. L’ADL [84], contrairement à l’ACP qui construit un sous
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espace pour décrire de manière optimale un type "d’objet", construit un sous espace discri-
minant pour les distinguer, de manière optimale, les variations entre différentes catégories
d’un même type d’objet. En d’autres termes, l’ADL permet de trouver des caractéristiques
séparant au mieux les classes.
Lorsque la structure des données d’entrée n’est pas linéaire, une solution consiste à utiliser
une fonction nommée fonction noyau (ou kernel). Dans ce cas, un espace de grande di-
mension est créé dans lequel la représentation du problème devient linéaire. Les méthodes
linéaires peuvent être adaptées afin de répondre à ce problème, de par l’ajout d’un noyau
[85]. Ainsi, on retrouve l’Analyse en Composantes Principales avec Noyau (Kernel PCA -
KPCA) [86], l’Analyse en Composantes Indépendantes avec Noyau (Kernel ICA - KICA)
[87], Analyse Discriminante Exponentielle "ADE" (ou EDA - "Exponential Discriminant
Analysis") [88], et nombreux autres.
— Méthodes locales :
Les méthodes locales, ne traitant que des caractéristiques très spécifiques au type d’infor-
mations observées dans l’image, peuvent être divisées en deux catégories : les techniques
basées sur l’apparence locale et les techniques basées sur des points d’intérêts.
Les techniques basées sur l’apparence locale divisent l’image en petites régions ou "patchs"
desquelles des caractéristiques locales sont directement extraites. Une fois ces régions défi-
nies, il advient de choisir la meilleure façon de représenter l’information de chaque région.
Les caractéristiques les plus généralement utilisées dans la littérature sont les coefficients
de Gabor [89], les ondelettes de Haar [90], la transformation de caractéristiques visuelles
invariante à l’échelle (Scale-Invariant Feature Transform - SIFT) [91], les caractéristiques
basées sur les motifs binaires locaux (Local Binary Pattern - LBP) [92] et leurs extensions
tels que les motifs ternaires locaux (Local Ternary Pattern - LTP) [93], et d’autres.
Les techniques basées sur des points d’intérêts détectent d’abord ces points spécifiques,
permettant par la suite d’extraire les caractéristiques représentant les diverses relations
entre ces points tels que leur distance les uns avec les autres, leur angle, etc. Ce type
d’extraction est réalisé avec des approches telles que l’Architecture de Liens Dynamiques
(Dynamic Link Architecture - DLA) [94], l’extraction par filtre de Gabor [95], etc.
Une troisième catégorie pourrait être définie, composée de méthodes hybrides combinant des tech-
niques des deux catégories précédentes et de nouvelles méthodes basées sur des modèles statis-
tiques. Pour une compréhension plus fine de la suite de ce manuscrit, nous proposons de détailler
l’algorithme de l’ACP en annexe A.1.1. L’objectif de cette méthode, dans un contexte d’analyse
d’images, consiste à exprimer un ensemble de M images selon une base de vecteurs orthogo-
naux particuliers (des vecteurs propres), contenant des informations indépendantes d’un vecteur
à l’autre. Ainsi, ces vecteurs sont une représentation simplifiée et optimale de ces images dans le
sens où la variance est maximisée. Chaque vecteur décrit alors des caractéristiques indépendantes.
Une projection d’une nouvelle image dans cette base permet de représenter l’information de ma-
nière normalisée, selon une combinaison linéaire de ces vecteurs propres, et donc de faciliter la
comparaison de ces nouvelles données.
3.2.2/ Classification
L’extraction de caractéristiques fournit donc un vecteur composé d’éléments représentant ces ca-
ractéristiques. L’étape suivante de la chaîne est la classification. Son but est de calculer le degré
similitude entre 2 vecteurs (caractéristiques cible et caractéristique mesurée) ou entre 1 vecteur
(caractéristique mesurée) et un ensemble de vecteurs (formant une classe). Cette comparaison
peut être effectuée de différente façons, plus ou moins efficaces selon la complexité des données
(dimensions des vecteurs, variance interclasse, séparation des classes, etc.).
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3.2.2.1/ Calculs de distances
De manière générale, la façon la plus triviale de comparer deux vecteurs d’une même caractéris-
tique (et donc de même dimension) est de vérifier leur degré de similitude. En statistique, cette
similitude est exprimée comme étant la distance séparant ces deux vecteurs dans leur espace. De
la même manière que pour mesurer la distance entre deux points (norme), le calcul de distance
entre deux vecteurs mesure la distance entre chaque élément "i" de ces vecteurs.
Soient deux vecteurs "x" (caractéristiques cibles) et "y" (caractéristiques mesurées) de "n" élé-
ments, appartenant à un espace vectoriel normé E, tels que
→
x (x1, ..., xi, ..., xn) et
→
y (y1, ..., yi, ..., yn)
sont tous deux éléments de Rn. La distance entre ces vecteurs, notée d(
→
x ,
→
y ), est une mesure entre
chacune de leur composante "i" deux à deux (1 < i < n) et peut se définir de plusieurs manières :
— Distance de Minkowski (p-distance ou Lp) :
Généralisation du calcul de distance entre deux vecteurs à l’ordre "p".
d(
→
x ,
→
y ) = p
√
n∑
i=1
|xi − yi|p (3.1)
— Distance de Tchebychev (∞-distance ou L∞) :
C’est la distance, entre deux vecteurs, donnée par la différence maximale entre leurs
coordonnées. Elle est équivalente à la distance de Minkowski d’ordre infini (p = ∞).
d(
→
x ,
→
y ) = lim
p→∞
p
√
n∑
i=1
|xi − yi|p = sup
1≤i≤n
|xi − yi| (3.2)
— Distance Euclidienne (2-distance ou L2) :
La distance Euclidienne est la plus courte distance entre deux vecteurs, également appelée
distance à vol d’oiseau. Elle dérive de la distance de Minkowski à l’ordre 2 (p = 2).
d(
→
x ,
→
y ) =
√
n∑
i=1
(xi − yi)2 (3.3)
— Distance de Manhatan (1-distance ou L1) :
Elle représente la distance parcourue entre deux points ou vecteurs sur une "grille" pouvant
s’apparenter aux rues d’une ville et est donc appelée "taxi-distance". Elle dérive de la
distance de Minkowski à l’ordre 1 (p = 1).
d(
→
x ,
→
y ) =
n∑
i=1
|xi − yi| (3.4)
— Distance de Mahalanobis :
Elle diffère de la distance euclidienne par le fait qu’elle prend en compte la variance et
la corrélation de la série de données. Ainsi, à la différence de la distance euclidienne où
toutes les composantes des vecteurs sont traitées indépendamment et de la même façon,
la distance de Mahalanobis accorde un poids moins important aux composantes les plus
dispersées.
d(
→
x ,
→
y ) =
√
(
→
x − →y )T Σ−1(→x − →y ) (3.5)
où Σ−1 est l’inverse de la matrice de covariance entre les vecteurs →x et →y
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D’autres mesures de distances peuvent être citées, telles que la distance de Camberra, la distance
χ2, la distance similarité cosinus, ou encore la distance de Hausdorff, etc. La distance ainsi mesurée
donne une information concernant la relation entre le vecteur de caractéristiques enregistrées, et le
vecteur de caractéristiques mesurées. La correspondance entre les deux vecteurs est donc à définir
selon un seuil sur cette valeur de distance. Le type de distance à choisir, chacune fournissant di-
verses informations, dépend des données composant les caractéristiques (dimensions, complexité,
etc.), du type d’application et donc de l’extracteur de caractéristiques utilisé. En effet, Charu C.
Aggarwal et al. [96] ont montré que, bien que très peu d’attention ne soit portée à cette relation
entre le type de données et le type de mesure de distance, le comportement de certaines métriques
d’ordres proches de 1 voir fractionnels produisent des résultats inattendus sur des données de très
grande dimension., et sont parfois préférables aux mesures standards.
3.2.2.2/ Me´thodes "statistiques"
Selon Taiwo Oladipupo Ayodele [97], les méthodes supervisées du Machine Learning appliquées
à un problème de classification peuvent principalement se résumer au travers des ensembles de
types suivants : les classifieurs linéaires, les classifieurs quadratiques, les regroupements par K-
moyennes, le boosting, les arbres de décision, les réseaux de neurones et les réseaux bayesiens,
etc. Parmi les classifieurs linéaires, on retrouve entre autres la régression logique, les perceptrons,
les machines à vecteurs supports (Support Vector Machines - SVM) ou encore les classifieurs baye-
siens naïfs,. Les arbres de décisions aléatoires, si plusieurs sont utilisés simultanément et initialisés
à partir de différentes caractéristiques, forment les forêts aléatoires (Random Forest - RF).
(a) (b)
(c) (d)
Figure 3.4 – Exemples de répartitions de deux classes de données dans un plan 2D - (a) représente
des données linéairement séparables ; (b) représente des données non linéairement séparables pou-
vant tout de même être séparées par une droite en tolérant des erreurs ; (c) et (d) représentent des
données non linéairement séparables
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Le choix des méthodes se fait selon le type, la répartition et la dimension des données. Une compa-
raison est effectuée dans le tableau 3.1. En effet, comme le montre figure 3.4 de par des exemples
simples (deux classes représentées par les couleurs orange et bleu, un nouvel échantillon inconnu
en rouge), les données peuvent être linéairement séparables ou non linéairement séparables. La
figure 3.4a représente des données linéairement séparables. En effet, la répartition des données
dans ce plan en deux dimensions suggère qu’elles peuvent être séparées par une simple droite
(ou un hyperplan dans la cas d’une dimension supérieure à deux). La figure 3.4b se trouve ne pas
être linéairement séparable car, comme on le remarque, les données se rejoignent. Cependant le
barycentre des classes demeure inchangé, la même droite peut alors être considérée pour séparer
les données, faisant alors apparaître des erreurs de classification dues au bruit. Les figures 3.4c et
3.4d représentent des cas de données non linéairement séparables. Sur la première, les données
sont toujours séparées en deux classes distinctes, mais non linéairement séparables par un plan.
La deuxième figure représente également deux classes distinctes, mais cette répartition nécessite
une séparation par deux droites ou deux hyperplans et ne peut donc pas être considérée comme
linéairement séparable.
Nous proposons de présenter des méthodes précédemment citées :
— Classifieurs linéaires :
L’objectif des modèles linéaires, dans le cas de la classification à deux classes, est de sépa-
rer l’espace des données d’entrées par un hyperplan, représentant une frontière de décision.
Cette classification permet de grouper les données selon leurs caractéristiques similaires et
donc leur répartition dans leur espace vectoriel. Ainsi, chaque côté de cet hyperplan re-
présente une classe, contenant la majorité ou toutes les données d’apprentissage, selon
le niveau de bruit présent dans la répartition de ces données. Par conséquent, un nouvel
échantillon est défini comme appartenant à une certaine classe selon qu’il se trouve d’un
côté ou de l’autre de l’hyperplan. Les classifieurs linéaires sont souvent utilisés dans des
applications où le temps de calcul représente une forte contrainte. Ils sont en effet réputés
pour figurer parmi les classifieurs les plus rapides [97].
La régression logique [98] permet d’estimer les paramètres d’un modèle logistique, lequel
est un modèle de classification se servant d’une fonction logistique (e.g fonction sigmoïde)
pour modéliser les dépendances entre des données issues de deux classes. Ce modèle pos-
sède une variable dépendante aux données d’apprentissage, prenant deux valeurs possibles
(0 ou 1) illustrant l’état des données par rapport aux classes (vainqueur/perdant, sain/-
malade, etc.). La probabilité d’appartenance à une certaine classe est déterminée par le
"log-odds" (logarithme des probabilités), formulant une combinaison linéaire de variables
indépendantes (prédicteurs), lesquelles pouvant être binaire (0 ou 1) ou continue. La fonc-
tion logistique se charge ensuite de convertir ce log-odds en probabilité variant alors de 0
à 1 (respectivement forte probabilité d’appartenance à la classe 0 ou la classe 1).
Un perceptron [99] est un classifieur binaire correspondant à un neurone sous sa forme la
plus simple. Muni d’une règle d’apprentissage permettant de déterminer automatiquement
les poids du neurone, il dispose d’une seule sortie. Un perceptron multicouche est un en-
semble de perceptrons, organisés en plusieurs couches constituées de plusieurs neurones et
de plusieurs sorties. Ces perceptrons ne contiennent aucune boucle, il s’agit d’une propa-
gation directe de l’information.
Les Machines à Vecteurs Supports (SVM)[100] effectuent une classification par la
construction d’un hyperplan de N dimensions, séparant de manière optimale les données
d’entrées, elles aussi de dimensions N, en deux catégories. Les SVM introduisent la notion
de marge, représentant la distance entre les données d’apprentissage et l’hyperplan. L’ob-
jectif est alors de trouver un hyperplan maximisant cette marge, réduisant ainsi l’erreur à un
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minimum. Dans des cas de données non linéairement séparables, les SVM peuvent fournir
un ensemble d’hyperplan. Dans des cas plus non linéaires plus complexes où la répartition
des données est moins triviale, les SVM peuvent être associés à une fonction noyau (poly-
nomiale, RBF, etc) afin de définir des séparateurs plus complexes. Le fonctionnement des
SVM sera explicité plus précisément dans la suite de ce manuscrit.
— K-moyennes et K-plus proches voisins :
La première étape du regroupement par les K-moyennes [101] consiste à déterminer le
nombre K de groupes et de considérer le centre de chacun d’entre eux. Ce centre est défini
à priori de manière aléatoire au sein du groupe (apprentissage non supervisé) mais peut
être choisi selon certaines données annotées (apprentissage semi-supervisé). Par la suite,
l’algorithme effectue en boucle trois étapes jusqu’à la convergence : recalculer les coor-
données du barycentre de chaque ensemble, déterminer la distance entre chaque donnée et
ce centre, puis compléter les ensembles en regroupant les échantillons les plus proches.
Les K-plus proches voisins ( k-Nearest Neighbors - KNN) [102] font, quant à eux, partie de
l’apprentissage supervisés. Les K-NN n’ont pas besoin de construire un modèle prédictif,
il n’existe pas de phase d’apprentissage proprement dite (ils sont donc souvent associés au
terme "Lazy Learning"). Pour effectuer une prédiction, l’algorithme se base sur le jeu de
données complet et, pour une nouvelle observation, va rechercher les K instances du jeu de
données les plus proches de l’observation. Ensuite pour ses K voisins, l’algorithme se base
sur leurs variables de sortie pour assigner le nouvel échantillon à une classe.
— Arbres de décision et forêts aléatoires :
Les arbres de décisions [103] sont des "arbres" classifiant des instances de par un tri basé
sur les valeurs de leurs caractéristiques. Chaque nœud traite une certaine caractéristique
et représente un seuil sur la valeur de cette caractéristique et chaque branche détermine
la plage de valeurs prise par cette caractéristique selon la définition du nœud. La carac-
téristique séparant au mieux les données d’apprentissage est alors définie comme étant le
nœud racine de l’arborescence, et chaque nouvelle branche donne lieu à un nouveau nœud
traitant une nouvelle caractéristique découlant des valeurs de la caractéristique principale.
L’idée principale définissant les forêts aléatoires (Random Forest - RF) [104] est la com-
binaison de plusieurs arbres de décision en un unique modèle, chaque arbre de décision
incorporant sa propre expérience sur une certaine caractéristique. Chacun de ces arbres
formant la "forêt" considère un sous-ensemble aléatoire de caractéristiques, n’ayant accès
qu’à un sous-ensemble aléatoire de données d’apprentissage. Ainsi, la diversité des ca-
ractéristiques traitées est augmentée, produisant une prédiction plus robuste, celle-ci étant
issue d’une moyenne des estimations des arbres de décisions. De la même manière que
pour les SVM, le fonctionnement des RF sera détaillé plus précisément dans ce manuscrit.
— Réseaux bayésiens et réseaux de neurones :
Un réseau bayésien (Bayesian Network - BN) [105] est un modèle graphique établissant
des relations probabilistes parmi un ensemble de données (des caractéristiques), appelé
aussi graphe orienté acylique (Directed Acylic Graph - DAG) et peut être vu comme un
graphe hiérarchique. Chaque nœud dispose de paramètres probabilistes, sous la forme de
distributions locales conditionnelles tenant compte des nœuds parents. La fonctionnalité la
plus intéressante des BN, comparé aux arbres de décision et aux réseaux de neurones, est
la possibilité de définir la structure du réseau en tenant compte au préalable d’informations
sur un problème donné, en terme de relations structurelles entre les caractéristiques.
La particularité d’un réseau de neurones, "RN" (Neural Networks - NN) [106], est sa faculté
à effectuer simultanément plusieurs tâches de régression et ou de classification. Un réseau
de neurones artificiels, "RNA" (Artificial Neural Network - ANN), dépend de trois aspects
fondamentaux : les fonctions d’entrée et d’activation, l’architecture du réseau et les poids
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de chaque connexion entre les nœuds. Ces poids, d’abord initialisés à des valeurs aléatoires,
sont ajustés lors de la phase d’apprentissage de par la propagation répétée de données
d’apprentissage au travers du réseau. Les données d’entrée donnent alors lieu à un résultat,
dépendant des poids des nœuds, qui est alors comparé au couple formé par la classe désirée
(vérité de terrain) et la probabilité associée. Puis les poids sont légèrement modifiés dans
le but de fournir un nouveau résultat plus proche de la valeur attendue.
Le tableau 3.1 établit une comparaison rapide des certains algorithmes présentés précédemment, à
partir d’une évaluation sur certaines caractéristiques de ces classifieurs. Les performances sur ces
évaluations sont représentées par des étoiles "*". Le maximum de quatre étoiles fait référence aux
meilleures capacités, tandis que le minimum d’une étoile représente les plus faibles performances.
On observe alors que les SVM, les arbres de décision et les réseaux bayésiens sont globalement
les plus performants. On peut facilement estimer les capacités des forêts aléatoires comme étant
au moins au niveau des SVM, du fait qu’elles sont une combinaison de plusieurs arbres de dé-
cision. La publication [107] de laquelle est tirée cette table datant de 2007, elle n’intègre pas de
comparaison avec les réseaux de neurones profonds. Les RN représentent donc ici les réseaux de
neurones dans leur forme classique.
AD RN RB KNN SVM
Performances de classification ** *** * ** ****
Vitesse d’apprentissage selon
le nombre d’éléments *** * **** **** *
Vitesse de classification **** **** **** * ****
Tolérance aux données
incomplètes *** * **** * **
Tolérance aux données
erronées *** * ** ** ****
Tolérance aux données
redondantes ** ** * ** ***
Tolérance au bruit ** ** *** * **
Table 3.1 – Comparaison d’algorithmes de classification supervisée [107] (**** représente les
meilleures performances ; AD : Arbre de Décision, RN : Réseaux de Neurones peu profond, RB :
Réseaux Bayesiens, KNN : Plus proches voisins, SVM : Séparateurs à Vastes Marges )
Séparateurs à Vastes Marges (SVM - Support Vector Machine)
Les Séparateurs à Vastes Marges, encore appelés Machines à Vecteurs Supports (SVM), cherchent
à séparer au mieux des ensembles de données appartenant à des classes. Cette séparation, comme
illustrée par la figure 3.5a, est effectuée par un hyperplan (ou une droite dans un plan en deux
dimensions). Celui-ci est généré, ou supporté, par certains vecteurs appartenant aux classes à sé-
parer, que l’on appelle alors vecteurs supports. Pour chaque classe, un hyperplan "support" passe
par ces vecteurs supports et l’hyperplan séparateur est situé à égale distance de chacun d’eux. Cette
distance est appelée "la marge". Il existe une infinité de lignes ou d’hyperplans séparant des don-
nées linéairement séparables, hors le but est d’effectuer une classification et donc d’être capable
de prédire, avec une erreur minimale, l’appartenance d’une nouvelle donnée à telle ou telle classe.
Ainsi, l’objectif des SVM est de trouver l’hyperplan maximisant la marge, séparant au mieux les
classes et minimisant l’erreur. Comme le montre la figure 3.5b, plusieurs hyperplans sont générés
à partir de divers vecteurs supports, et l’hyperplan fournissant la marge maximale est alors retenu.
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Une présentation plus complète de l’obtention des hyperplans et de la sélection des vecteurs sup-
ports est proposée en annexe A.1.2. Ici, nous illustrons rapidement les différents types de sépara-
teurs fournis par les SVM, selon la répartition des données.
Séparateurs linéaires - Cas linéairement séparable :
Marge Hyperplan 
séparateur
Vecteurs supports
(xi , 1) 
(xi , -1) 
H2
H1
w
(a) Principe de la marge des SVM (b) Recherche d’un hyperplan maximisant la marge
Figure 3.5 – Séparations de classes par les SVM dans le cas de données linéairement séparables
Considérons un ensemble de N données de dimensions n (c’est à dire N vecteurs chacun de n
éléments) nommées
→
xi, où i ∈ [1; N]. Ces données sont réparties selon deux classes nommées yi
telles que yi ∈ {+1,−1} et sont représentés par le couple (xi, yi). Soient le vecteur →w représentant
la normale de l’hyperplan séparateur, tel que
→
w = (w1, ...,wn), et b la constante de biais (ordonnée
à l’origine). L’hyperplan H séparant ces données, et les hyperplans supports H1 et H2 vérifient
l’équation suivante :
f (
→
xi) = yi(
→
w.
→
xi + b) ≥ 1 (3.6)
Cette équation signifie que tous les points d’une même classe sont du même côté de l’hyperplan,
le signe de f (xi) donnant la classe associée du vecteur xi. Ces hyperplans ont alors pour équation :
H1 :
→
w.
→
xi + b = 1
H :
→
w.
→
xi + b = 0
H2 :
→
w.
→
xi + b = −1
(3.7)
La distance entre un vecteur
→
x et l’hyperplan H, ainsi que la marge M, sont définis par :
d(
→
x ,H) =
f (
→
x )
||→w||
M =
2
||→w||
(3.8)
Déterminer l’hyperplan optimal équivaut à maximiser la marge M, ce qui revient donc à minimiser
||→w||. C’est un problème d’optimisation quadratique, appelé formulation primale, qui peut être ré-
solu grâce à la méthode de Lagrange. Cette méthode permet de sélectionner les vecteurs supports,
lesquels déterminent le vecteur de poids optimal
→
wo et le biais optimal associé, bo. En minimisant
la fonction de coût Φ, l’équation de l’hyperplan optimal Hopt est alors défini par :
Φ =
||→w||2
2
Hopt :
→
wo
→
x + bo (3.9)
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Séparateurs linéaires - Cas non linéairement séparable :
(xi , 1) 
(xi , -1) 
H2
H1
H
𝜺i  = 0
𝜺i  > 1
0 < 𝜺i  < 1
𝜺i  = 0
1 / ||w||
Figure 3.6 – Séparation de classes par les SVM dans le cas de données non linéairement séparables
Dans des cas où, tel qu’illustré par la figure 3.4b, les données ne sont pas linéairement séparables
dû à du bruit comme dans la plupart des problèmes réels, la notion de marge souple est introduite.
Ainsi, aux formules précédentes s’ajoute un ensemble de variables d’ajustement, "i" (marge d’er-
reur), contrôlées par un paramètre de régularisation, "C", lequel étant une constante pondérant
cette erreur. La formulation de l’équation 3.6 d’un hyperplan, et la fonction "Φ" à minimiser pour
trouver l’hyperplan optimal deviennent :

Minimiser Φ =
||→w||2
2
+ C
l∑
i
i
Tel que f (xi) = yi(
→
w.
→
xi + b) ≥ 1 − i
(3.10)
Le paramètre i défini la localisation de la donnée "i" par rapport à la marge, tel que le montre
la figure 3.6. Une valeur à zéro établi que l’observation est du bon côté de la marge ou sur la
marge, une valeur supérieure à zéro indique que l’observation est du mauvais côté et une valeur
supérieure à un défini une donnée du mauvais côté de l’hyperplan. Le paramètre C contrôle le
compromis entre la largeur de marge et les erreurs de classification. Par conséquent, plus C sera
petit, moins les erreurs seront prises en compte et plus la marge sera large. Plus C sera grand, plus
les erreurs de classification seront considérées comme importante et plus la marge sera restreinte.
Séparateurs non linéaires :
Dans la majorité des cas en application réelle, tel qu’illustré par la figure 3.4c, le problème de
répartition de données est plus complexe et la frontière ne peut être linéaire. Pour répondre à
une telle problématique, une fonction noyau non linéaire, "K(x, y)", est introduite, permettant de
représenter les données dans un nouvel espace où il est possible de les séparer par un hyperplan,
tel que l’illustre la figure 3.7. Cette fonction noyau "K" est appliquée aux données et est utilisée
dans le problème d’optimisation quadratique pour déterminer les nouveaux vecteurs supports. La
fonction noyau K(x, y) peut prendre différentes formes, et le choix de cette forme est généralement
effectué de manière empirique selon l’application. Chacune de ces formes introduit de nouveau
paramètres, (γ, θ, q), qui sont eux aussi à optimiser lors de l’apprentissage.
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Les trois principaux noyaux utilisés dans la littérature sont :
— Fonction de base radiale gaussienne (gaussian Radial Basis Function - RBF) :
K(
→
x ,
→
y ) = e(γ||
→
x−→y ||2) (3.11)
— Noyau Polynomial (d’ordre "q") :
K(
→
x ,
→
y ) = [γ(
→
x .
→
y ) + θ]q (3.12)
— Noyau Sigmoïde ou tangente hyperbolique :
K(
→
x ,
→
y ) = tanh[γ(
→
x .
→
y ) − θ] (3.13)
Figure 3.7 – Noyau appliqué aux SVM dans le cas de données non linéairement séparables1
Forêts Aléatoires (RF - Random Forest)
Comme défini précédemment, un arbre de décision est une structure où chaque attribut du jeu
de données représente un "nœud interne", chaque "branche" représente le résultat d’un test sur la
valeur de cet attribut, et les "feuilles", présentes en bout de branches, sont issues de l’enchaine-
ment des diverses décisions prises en fonction des nœud d’une branche. L’algorithme des forêts
aléatoires (Random Forest - RF) [108, 109] est un algorithme d’apprentissage supervisé capable
d’effectuer des tâches soit de classification, soit de régression. Comme son nom l’indique, cet al-
gorithme représente une "forêt", ou un ensemble d’arbres de décisions uniques, comme le montre
la figure 3.8. Cet algorithme fait appel au "bagging" (ou Bootstrap Aggregating), l’idée générale
reposant donc sur le fait qu’une combinaison de modèles d’apprentissage améliore le résultat glo-
bal par rapport à un unique modèle. Ainsi, chaque classifieur de base (ici un arbre de décision) est
entraîné à partir d’un unique jeu de données issu des données d’apprentissage.
Le "Bootstrapping" est donc une technique d’échantillonnage permettant de construire des sous-
ensembles de données en sélectionnant aléatoirement, avec remise, des données dans l’ensemble
principal contenant les données d’apprentissage. Par conséquent, à partir d’un ensemble "E" de
"K" caractéristiques, sont créés des sous-ensembles de "m" caractéristiques, aléatoirement sélec-
tionnées. Le plus souvent on choisit "m" de telle sorte que m =
√
K. Par la suite, n arbres de
décisions sont alors créés à partir de n sous-ensembles, construits de la manière précédente, cha-
cun représentant alors un ensemble de données d’apprentissage pour l’arbre de décision associé.
1. Image source : hackerearth.com - "simple tutorial svm parameter tuning"
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Chaque nœud de l’arbre, donnant lieu à deux branches, est alors défini afin de séparer au mieux les
données au travers de ces branches, et donc de minimiser l’entropie (maximisant alors le gain) que
nous définirons par la suite. La prédiction finale est donc issue d’un vote à la majorité (moyenne)
des décisions des X arbres (Pi(y|Ei), ∀i ∈ [1; n]). Ces derniers (weak learner) introduisent une
haute variance conduisant souvent au surapprentissage, et le procédé cherche à augmenter la dis-
similarité entre les arbres ce qui permet de moyenner cette variance et de construire un classifieur
fort (strong learner).
Noeud0 Noeud0 Noeud0
Noeudn Noeudn
... Noeudn Noeudn+1
y = -1 y = 1
y = 1 y = 1
y = 1 y = -1 y = 1 y = -1 y = 1 y = 1
Arbre #1 Arbre #2 Arbre #n
∑
Prédiction
K vecteurs de données d’apprentissage :   E : {X1 ; X2 ; X3 ; … ; Xk }
   
E1  : {A1 ; A2 ; … ; Am }
E2 : {B1 ; B2 ; … ; Bm }
...
En : {Z1 ; Z2 ; … ; Zm }
n ensembles aléatoires de m vecteurs  :
{Ai ; Bi ; Zi }∈ E
3,  ∀ i ∈ [0 ; m]
m < K
⇒
P1(y|E1)
P2(y|E2)
Pn(y|En)
P(y|E) 
E1 E2 En
Figure 3.8 – Schématisation du principe des Random Forest pour une classification binaire
Le nœud racine de l’arbre n dispose de tous les vecteurs de l’ensemble En qu’il va alors séparer en
deux parties à l’aide d’une certaine condition sur un élément de ces vecteurs. Les nœuds suivant,
disposant chacun d’un de ces nouveaux sous-ensembles, réitèrent le même procédé avec une nou-
velle condition sur un nouvel élément des vecteurs de ces sous-ensembles, jusqu’à atteindre une
limite définissant une "feuille". Cette division des ensembles de données se doit d’être optimale
(chaque nouveau sous-ensemble doit maximiser les éléments d’une classe par rapport à l’autre)
afin de converger au plus vite vers une décision ayant une forte probabilité. Par conséquent, le cri-
tère et l’élément des vecteurs sur lequel imposer ce critère doivent être choisis avec précaution, à
l’aide d’une "fonction d’impureté" fimp( j)". Cette fonction, à minimiser pour scinder un nœud, me-
sure la "pureté" de l’ensemble de données découlant d’un nœud et peut s’écrire de deux manières
différentes. La première, iH( j), basée sur l’entropie de Shannon, et la seconde, iG( j), basée sur
l’indice de Gini, sont définies par l’équation 3.14, où "y" est le nombre de classes et "p(yi| j)" est la
fréquence ou la probabilité d’apparition de l’étiquette "yi" au nœud " j". Pour définir la condition de
séparation optimale, une fonction de gain, G( j), est calculée à partir de la fonction d’impureté du
nœud actuel et de celles des nœuds suivants. Cette fonction G, qui doit être maximale pour scinder
un nœud, vérifie que les nœuds "enfants" représentent une source d’informations plus importante
que leur parent.
3.3. DEEP LEARNING 45
Dans son équation, " j" représente l’indice du nœud parent, "l" l’indice du nœud enfant et "E j" le
nombre d’éléments de l’ensemble de données au nœud " j" :
fimp( j) =

iH( j) =
y∑
i=1
−p(yi| j).log2(p(yi| j))
iG( j) =
y∑
i=1
p(yi| j)(1 − p(yi| j))
⇒ G( j) = fimp( j) −
l∑
k= j
(
Ek
E j
. fimp(k)
)
(3.14)
Après l’apprentissage, pour la classification d’un nouvel échantillon "x", la décision finale des RF
peut être donnée soit par une moyenne, < P(x, y|E) >, sur les n prédictions Pi(x, y|Ei) des n arbres,
soit par un vote à la majorité,
∧
P(x, y|E), selon ces mêmes prédictions :
< P(x, y|E) >= 1n
n∑
i=1
Pi(x, y|Ei)
∧
P(x, y|E) = ymax
j=1
n∑
i=1
Pi(x, y|Ei) (3.15)
Lors de l’apprentissage des RF, les paramètres de la table 3.2 permettent d’initialiser les arbres de
décisions ainsi que de limiter la croissance des arbres et stopper l’apprentissage (critères d’arrêt).
Nombres de classes Nombre de classes dans l’ensemble d’origine "E"
Nombre d’échantillon Nombre de vecteurs présents dans l’ensemble d’origine "E"
Nombre d’éléments Dimension d’un vecteur de données
Nombre de données aléatoires Quantité de vecteurs sélectionnées aléatoirement parmi "E"
Profondeur maximale "Étages" maximum par arbre (critère d’arrêt d’un arbre)
Échantillons minimum Définit un nœud comme une feuille si le nombre de vecteursrestant est inférieur à cette valeur (critère d’arrêt d’un arbre)
Nombre d’arbres Nombre maximum d’arbres (critère d’arrêt des RF)
out-of-bag error minimal Erreur estimée sur l’ensemble des RF (critère d’arrêt des RF)
Table 3.2 – Paramètres d’apprentissage des Forêts Aléatoires
3.3/ Deep Learning
Comme précisé au début de ce chapitre, le Deep Learning, ou apprentissage profond, (également
connu sous le nom de deep structured learning, hierarchical learning ou deep Machine Learning)
est une branche du Machine Learning. Ce sous-ensemble du deep Machine Learning repose sur le
principe des réseaux de neurones artificiels (Artificial Neural Network - ANN), utilisés cependant
à une échelle beaucoup plus importante, reposant sur le fait qu’une augmentation du nombre de
couches et de neurones d’un ANN augmente les performances de classification. Théorisé à l’ori-
gine en 1986 [110, 111], le concept du Deep Learning n’est devenu populaire que récemment
[112], exigeant un très grand nombre de données annotées et une grande puissance de calculs.
Artificial Neural Network - ANN :
Un réseau de neurones artificiels est un réseau composé de neurones artificiels interconnectés, où
chaque neurone représente une unité de traitement d’information, comme le montre la figure 3.9.
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Ces neurones traitent et propagent l’information aux autres d’une manière similaire aux neurones
du cerveau humain. Chacun reçoit un ensemble d’informations auxquelles il applique une certaine
opération avant de transmettre le résultat aux neurones suivant. Les neurones sont rassemblés en
couches formant des niveaux hiérarchiques. Les neurones recevant l’information "brute" ou ori-
ginale font partie de la couche appelée couche d’entrée et, de la même façon, les neurones four-
nissant les données de sortie du réseau font partie de la couche appelée couche de sortie. Tous les
autres neurones, aux travers desquels l’information se propage de l’entrée à la sortie, font partie
des couches cachées.
Sur chaque lien entre les neurones, l’information transmise est pondérée. Ainsi, un neurone re-
çoit un certain nombre de données de la couche précédente et utilise une fonction de transfert,
sommant ces données pondérées, avant de traiter l’information. Le résultat est ensuite transmis à
une fonction non linéaire, appelée "fonction d’activation", laquelle utilise une constante de seuil
(aussi appelée "biais") afin d’éviter de transmettre une information nulle aux neurones de la couche
suivante. Lors de l’apprentissage, les poids sont ajustés en fonction des performances du réseau.
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Figure 3.9 – Principe d’un réseau de neurones artificiels
On peut catégoriser les réseaux de neurones les plus simples selon deux familles : réseaux "Feed-
forward" et réseaux "Feedback". Pour le type "Feedforward", l’entrée est directement propagée
vers la sortie (dans une seule direction). Pour le type "Feedforward" (ou récurrents), la sortie de
certains neurones est retournée vers l’entrée de neurones précédents ("boucle") permettant ainsi
d’augmenter les performances.
Réseaux de neurones profonds (Deep Neural Network - DNN) :
Les réseaux de neurones, comme présenté précédemment, comportent un nombre limité de neu-
rones et disposent par conséquent de capacités limitées face aux problèmes de la littérature de
plus en plus complexes. Afin de répondre à ces problèmes, les structures du Machine Learning
doivent évoluer afin de proposer des modèles d’apprentissage plus complexes, capables de traiter
des informations fournies par des milliers voir des millions de données. Une solution consiste à
concevoir des réseaux de neurones disposant d’un plus grand nombre de couches cachées (ainsi
qu’un plus grand nombre de neurones par couche), comme le montre la figure 3.10, que l’on ap-
pelle alors des réseaux de neurones profond [113, 114]. Cette augmentation des capacités et de
la complexité du réseau augmente par conséquent la quantité de poids des neurones et la quantité
d’informations propagées, conduisant nécessairement à une augmentation du nombre de calculs et
donc des besoins en ressources informatiques.
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Figure 3.10 – Deep Learning Neural Network
Il existe de nombreux types de réseaux de neurones et réseaux profonds suivant leur architecture.
Les plus populaires dans la conception des réseaux de neurones profond étant :
— Perceptrons multicouches :
Ce sont les réseaux les plus basiques parmi les réseaux "feedforward". Ils utilisent généra-
lement des fonctions d’activations non linéaires. Ils peuvent être utilisés comme une partie
d’un plus grand réseau de neurones profond.
— Réseaux de neurones récurrents (Recurrent Neural Networks - RNN) :
Les RNN sont aussi catégorisés comme des réseaux "feedforward", cependant ils possèdent
des boucles de connexions récurrentes, propageant le résultat d’un neurone au précédent
ou à lui-même. Ainsi, le réseau conserve en "mémoire" tout ou partie des informations pré-
cédentes et est donc capable de les utiliser afin d’affiner les résultats suivants. Ces réseaux
sont surtout utilisés à des fins prédictives comme reconnaissance de texte ou en traduction.
— Réseaux de neurones convolutifs (Convoluted Neural Network - CNN) :
Les CNN sont similaires aux réseaux de neurones profonds ordinaires mais leur architec-
ture est spécifique au traitement d’images. En effet, l’information de l’image est traitée en
différents points par une convolution avec plusieurs filtres pour chaque couche. La récente
popularité du Deep Learning est due à ces réseaux, permettant entre autres les dernières
avancées en matière de conduite autonome, d’analyse complexe d’images, etc.
3.3.1/ Re´seaux neuronaux de convolutions (CNN)
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Figure 3.11 – Différence entre CNN et Machine Learning Traditionnel pour l’analyse d’images
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Dédiés à l’analyse d’images, les réseaux neuronaux de convolutions (CNN) embarquent toute
la chaîne de traitements décrite par la figure 3.2. Contrairement au Machine Learning classique
et comme présenté par la figure 3.11, ces CNN peuvent être considérés comme une boite noire
utilisant un ensemble d’images d’apprentissage de même dimensions pour ajuster les nombreux
paramètres du réseau et ainsi se spécialiser à une certaine tâche. Nous nous proposons ici de
présenter rapidement les éléments constituant un CNN. Afin de faciliter la compréhension du
fonctionnement de ces CNN, l’annexe A.2.1 détaille les éléments présents dans cette "boite noire"
et les différents concepts associés.
La figure 3.12 présente une schématisation de l’interaction entre les diverses couches du réseau
avec une image d’entrée en couleur sur trois canaux. Un CNN est divisé en plusieurs couches, cha-
cune composée d’autres couches représentant des tâches fondamentales du réseau. La partie réa-
lisant l’extraction des caractéristiques d’une image est composées de couches appelées "couches
cachées", et la partie classification est appelée couche de classification ou couche dense.
Une couche cachée comporte une ou plusieurs couches de convolutions, associées à une fonction
d’activation, et une couche de sous échantillonnage ("pooling"). La fonction d’activation non li-
néaire, de la même manière que pour les simples ANN, permet de rectifier les valeurs des données
par une normalisation. De nombreuses fonctions existent, les plus utilisées dans la littérature étant
la fonction ReLU (Rectified Linear Unit), la fonction Sigmoïde ou la fonction tangente hyperbo-
lique. La couche de sous échantillonnage, comme son nom l’indique, permet de réduire la quantité
de données en sortie de la couche de convolution. Différents types sous échantillonnage existent,
tels que le moyennage local ou le maximum local.
La couche de classification se divise en deux couches. Une première, la couche de vectorisation
combine les caractéristiques locales détectées par les couches précédentes, s’affranchissant alors
de leur structure spatiale. Une seconde couche, la couche entièrement connectée, permet une clas-
sification des caractéristiques générées par le réseau, qui ont alors été transformées en un vecteur
de données. Une dernière fonction d’activation, souvent de type "SoftMax", permet de normaliser
les scores associés à chaque classe.
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Figure 3.12 – Fonctionnement des couches d’un réseau CNN
Chaque couche cachée "i" est constituée de Ki filtres de convolutions (dont les noyaux sont de
même taille pour une couche), produisant alors Ki nouvelles images (appelées "feature maps") de
dimension WCi.HCi inférieure à la dimension de l’image d’entrée Wi−1.Hi−1. Une fonction d’ac-
tivation s’applique ensuite à ces "feature maps", qui sont par la suite sous échantillonnées, pro-
duisant Ki images sous échantillonnées, de dimensions WPi.HPi. Un certain nombre de couches
cachées s’enchainent jusqu’à la couche de classification. Les informations extraites avant classifi-
cation, d’abord abstraites (contours), forment des caractéristiques haut niveau (représentant mieux
l’image) au fur et à mesure de la progression de l’information au travers des couches.
Un réseau comporte différents paramètres définissant son architecture et leur nombre détermine la
taille de stockage du réseau. Ces paramètres représentent les poids des noyaux de chaque convo-
lution et de la couche de classification, ainsi que les biais associés. Lors de l’apprentissage, il
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est possible de modifier des hyperparamètres, déterminant quant à eux le comportement du ré-
seau sans modifier son architecture (tels que des critères d’arrêts ou la précision de l’ajustement
des paramètres). Pour une meilleure compréhension des interactions entre les couches, C. Olah
[115, 116] propose une visualisation poussée de la progression (ou propagation) d’une image au
travers du réseau GoogLeNet.
Lors de l’apprentissage, les paramètres du réseau sont initialisés aléatoirement et les images d’ap-
prentissage sont propagées dans le réseau. Avec les étiquettes de données associées, les perfor-
mances de classification sont évaluées par le calcul d’une fonction de perte (ou fonction de coût).
Cette fonction mesure l’erreur de classification et donc l’écart entre la probabilité de la prédiction
et la vérité de terrain. Les poids et les biais du réseau sont ensuite ajustés par un algorithme d’op-
timisation itératif, appelé descente de gradient, de telle sorte qu’une nouvelle évaluation produise
un déplacement de l’erreur vers un minimum local ou global du gradient de cette fonction de coût
(figure 3.13a). Le pas de ce déplacement à chaque itération est appelé "learning rate". Ce pas est
un hyperparamètre pouvant être réglé afin d’influencer la convergence de l’apprentissage. Tel que
le décrit la figure 3.13b, un grand pas permet de couvrir une plus grande région du gradient mais
des pentes vers un minimum, pouvant être très brèves, peuvent être manquées. Un petit learning
rate est plus précis et permet de capter plus facilement les variations de pente, mais induit un coût
important en temps de calcul, fortement lié à la quantité de paramètres à ajuster. Un compromis
est donc indispensable.
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Minimum local
Point de selle
Minimum global
(a) Illustration 3D de la descente de gradient
Grand “Lear ing Rate” Petit “Lear ing Rate” 
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Minimum global
Point de selle
(b) Effet du Learning Rate
Figure 3.13 – Optimisation par descente de gradient
Il existe plusieurs types de descente de gradient, se différenciant principalement dans la quantité
de données qu’ils utilisent (appelée "batch"). Les trois principaux étant les suivants :
— le batch gradient descent : l’erreur est calculée pour chaque images de l’ensemble d’ap-
prentissage (m images) et le réseau n’est optimisé qu’après (batch=m),
— la descente de gradient stochastique : Les paramètres sont ajustés pour chaque image
d’apprentissage (batch=1),
— le mini batch gradient descent : les données d’apprentissage sont divisées en groupes de
n images, et l’optimisation intervient après le calcul de l’erreur de ces images (batch = n).
La taille du mini batch pour le mini batch gradient descent peut être ajustée en tant que paramètre
d’apprentissage du réseau, au même titre que le Learning Rate. La quantité de fois où la totalité
des images d’apprentissage sont présentées au réseau correspond au nombre d’étapes d’appren-
tissage (ou "d’epoch"), et le nombre d’itérations correspond au nombre de batch nécessaires pour
compléter une epoch.
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3.3.2/ Transfert Learning
En général, peu de personnes entraînent un CNN entièrement (apprentissage à partir d’un réseau
vierge, c’est à dire un réseau dont les poids n’ont pas été définis) du fait de la difficulté d’obtenir
le grand nombre d’images annotées nécessaire à ce type de réseaux. Il est plus commun de trouver
une exploitation des CNN à partir du Transfer Learning. Le Transfer Learning est une technique
d’apprentissage, surtout utilisée en Deep Learning, permettant d’entraîner un réseau à une certaine
tâche à partir d’un modèle déjà entraîné sur une tâche similaire (e.g réseau original, m classes :
classification d’animaux ; nouveau réseau n classes : classification de races de chats ; avec n pou-
vant être différent de m). Les connaissances de ce réseau pré-entraîné sont transférées au nouveau
problème afin d’assister l’apprentissage à partir de nouvelles images, et certaines étapes du réseau
sont alors affinées ("Fine-Tuning"). Cette forme d’apprentissage présente l’avantage de nécessiter
moins de données (milliers au lieu de millions) et permet un apprentissage beaucoup plus rapide,
passant de centaines ou milliers d’heures de calculs à quelques heures voire quelques minutes.
Comme l’apprentissage d’un CNN peut prendre plusieurs semaines, même avec la puissance de
calcul de plusieurs GPU (Graphics Processing Unit), il est courant que les grandes structures de re-
cherche rendent disponibles certains de leurs réseaux sur le net. Ces réseaux sont majoritairement
entraînés sur les images du challenge ImageNet avec 1000 classes en reconnaissance d’objets.
Un CNN pré-entraîné peut être exploité de différentes façons par le Transfer Learning en fonction
de la taille du nouveau jeu de données d’entrée et de la similarité des nouvelles images avec celles
utilisées lors de l’apprentissage original. Les trois principales formes d’apprentissage par transfert
de connaissances sont les suivantes :
— Fine-tuning total : Dans ce cas de figure, la dernière couche entièrement connectée
(couche de classification) est remplacée par un classifieur adapté au nouveau problème.
Toutes les couches du réseau sont ensuite ré-entraînées sur les nouvelles images. Cette
stratégie est utilisée lorsque la nouvelle collection d’images est grande. Comme les poids
sont initialisés avec les valeurs du réseau pré-entrainé puis affinés, ce nouvel apprentissage
est plus rapide.
— Fine-tuning partiel : De la même manière que précédemment, la dernière couche entiè-
rement connectée est remplacée par un nouveau classifieur mais seules certaines couches
de l’extraction de caractéristiques sont ré-entraînées, les poids des premières couches étant
maintenues à leurs valeurs. Les premières couches d’un réseau étant en effet capables d’ex-
traire des caractéristiques abstraites, ou génériques (contours, couleurs, etc.) de l’ancien jeu
d’images d’apprentissage, et les dernières couches produisant progressivement des carac-
téristiques plus spécifiques aux classes des données originales, ce sont les poids de ces der-
nières qui sont ajustés. Cette stratégie est utilisée lorsque la nouvelle collection d’images
est plus petite et différente.
— Extraction de caractéristiques : Le dernier cas de figure consiste à se servir des couches
extrayant les caractéristiques du réseau pré-entraîné afin de représenter les nouvelles
images d’un nouveau problème. Ainsi, la dernière couche entièrement connectée est ré-
initialisée ou retirée pour être remplacée par un nouveau classifieur, et les paramètres des
autres couches sont fixés. Le nouveau classifieur va alors être entraîné à partir des vecteurs
de caractéristiques extraites par les autres couches du réseau pré-entraîné. Cette stratégie
est utilisée lorsque la nouvelle collection d’images est petite et présente des similitudes aux
images originales.
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3.4/ Évaluation des me´thodes
3.4.1/ Me´triques d’e´valuation
Les sections précédentes ont montré qu’il existe un grand nombre de solutions aux problèmes de
classification d’images dans le domaine de la biométrie. Les méthodes présentées peuvent être
utilisées pour des problèmes de classification à deux ou plusieurs classes, et le comportement
des classifieurs dépend du nombre d’échantillons par classe ainsi que de leur composition. Par
conséquent, la sélection de la méthode la plus appropriée est dépendante des contraintes liées à
l’application ciblée. Une solution consiste à effectuer une première sélection de méthodes, à les
tester puis à réaliser une série d’évaluations. Les techniques d’analyse des données utilisent ha-
bituellement comme point de départ une représentation sous forme de tableau, que l’on appelle
matrice de confusion ou tableau de contingence, mettant en relation le nombre de prédictions
"Xi, j" (Xclasse,prediction) des échantillons de la classe "i" attribués à une classe "j" (parmi C classes).
Le nombre d’échantillons formant la classe "i" est noté "Ki", et le nombre total de prédictions
attribuées à cette classe est nommé "Mi". La somme des "Ki" ainsi que la somme des "Mi" corres-
pondant au nombre total d’échantillons (Σ).
Prédiction Total / classesClasse1 Classei ClasseC
Classe
réelle
Classe1 X1,1 X1,i X1,C K1
Classei Xi,1 Xi,i Xi,C Ki
ClasseC XC,1 XC,i XC,C KC
Total prédictions M1 Mi MC Σ
Table 3.3 – Matrice de confusion des prédictions d’un classifieur à C classes
En considérant le problème précédent, pour chacune des classes "i", comme étant binaire (Classe
"i" : positif ; Toutes les autres classes "j , i" : négatif), ou directement dans le cas d’un problème à
deux classes, les prédictions sont résumées sous la forme de quatre informations principales :
— Vrais Positifs - VP ("True Positive" - TP) :
Échantillons de la classe positive ("i") correctement classés (Xi,i)
— Faux Négatifs - FN ("False Negative" - FN) :
Échantillons de la classe positive ("i") incorrectement classés (Xi, j, ∀ j , i)
— Vrais Négatifs - VN ("True Negative" - TN) :
Échantillons des classes négatives ("j") correctement classés (X j,t, ∀( j, t) ∈ [1,C] , i)
— Faux Positifs - FP ("False Positive" - FP) :
Échantillons des classes négatives ("j") incorrectement classés (X j,i, ∀ j , i)
Pour un problème à N classes, considéré comme binaire pour le test de chacune des classes, il
y a autant de matrices de confusion qu’il y a de classes, chacune représentant les performances
de la classification vis à vis de la classe "i". La matrice de confusion pour un problème à deux
classes établit ainsi le lien entre le nombre d’échantillons total (P) de la classe positive, le nombre
d’échantillons total (N) de la classe négative, les quatre informations précédentes et par conséquent
le nombre total d’échantillons classés positivement (Ppos) et négativement (Pneg). Cette matrice
de confusion, tableau 3.4, donne une indication sur les résultats de classification. Cependant, du fait
que la quantité d’échantillons par classe peut varier entre les différentes classes et des différentes
problématiques, son exploitation n’est pas toujours facile.
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Prédiction Total / classesClasse positive Classe négative
Classe
réelle
Classe positive VP FN P
Classe négative FP VN N
Total prédictions Ppos Pneg Σ
Table 3.4 – Matrice de confusion des prédictions d’un classifieur à deux classes
Des critères de performances dérivent de cette matrice de confusion et permettent d’évaluer rapi-
dement les performances de classification. Ces nouvelles métriques représentent des indications
normalisées de ces performances sous forme d’un pourcentage. Il est ainsi possible d’analyser et
de comparer les performances de différents classifieurs. Ces mesures sont les suivantes :
— Sensibilité ou Rappel (Sensitivity ou Recall) :
Proportion des solutions pertinentes correctement identifiées (taux de vrais positifs). Me-
sure la capacité du système à donner toutes les solutions pertinentes.
- Cas général (problème à C classes) :
Sensibilitei =
Xi,i
Ki
SensibiliteSysteme =
∑C
i=1 Sensibilitei
C

⇒ Échantillons correctement attribués à la classe i
Échantillons de la classe i
(3.16)
- Pour un problème à 2 classes :
Sensibilite =
VP
VP + FN
=
VP
P
(3.17)
— Spécificité (Specificity) :
Proportion de solutions négatives correctement identifiées (taux de vrais négatifs). Mesure
la capacité du système à reconnaitre toutes les situations négatives. C’est une mesure com-
plémentaire de la sensibilité.
- Cas général (problème à C classes) :
Specificitei =
∑C
j=1
∑C
t=1 X j,t∑C
j=1 K j
, ∀( j, t) ∈ [1,C] , i
SpecificiteSysteme =
∑C
i=1 Specificitei
C

⇒ Échantillons correctement attribués aux classes j,i
Échantillons n’appartenant pas à la classe i
(3.18)
- Pour un problème à 2 classes :
Specificite =
VN
VN + FP
=
VN
N
(3.19)
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— Précision (Precision) :
Proportion de solutions correctes parmi les prédictions positives. Mesure la capacité du
système à refuser les solutions non-pertinentes.
- Cas général (problème à N classes) :
Precisioni =
Xi,i
Mi
PrecisionSysteme =
∑C
i=1 Precisioni
C

⇒ Échantillons correctement attribués à la classe i
Échantillons attribués a la classe i
(3.20)
- Pour un problème à 2 classes :
Precision =
VP
VP + FP
=
VP
Ppos
(3.21)
— Robustesse, exactitude ou justesse (Accuracy) :
Proportion des solutions correctes (positives et négatives) parmi toutes les prédictions. Me-
sure la capacité du système complet à donner toutes les solutions correctes.
Justesse =
VP + VN
VP + VN + FP + FN
=
P
Σ
⇒ Échantillons correctement attribuésTotalité des échantillons (3.22)
— Fβ-mesure (Fβ-measure) or F-Score :
Combine la précision et le rappel de par leur moyenne harmonique. Fourni une mesure
favorisant soit le rappel soit la précision dans le cas d’une classification à partir de données
non équilibrées.
Fβ =
(1 + β2)(Precision.Rappel)
β2.Precision.Rappel
(3.23)
La plupart du temps, ces termes sont utilisés sous leur forme anglo-saxonne. Cependant nous avons
choisi d’utiliser leur équivalent français dans ce manuscrit. Seul le terme "accuracy" ne trouve pas
de réelle de traduction précise en français, celle-ci étant très proche du mot "précision". Parmi les
traductions équivalentes possibles, nous avons opté dans la suite de ce manuscrit pour le terme
"justesse", qui représente au mieux cette mesure à notre sens.
L’évaluation d’un système complet décrit sa faculté à discriminer une classe par rapport à une
autre. Dans le cas d’un système à plus de deux classes, cette évaluation représente une "moyenne"
de ces métriques pour chaque classe. Cette moyenne peut être obtenue de deux manières diffé-
rentes. On peut en effet distinguer la "micro-moyenne" de la "macro-moyenne" (calcul utilisé dans
les descriptions précédentes). Chaque donnée (nombre de bonnes réponses et de mauvaises pour
tout le système) est prise en compte dans le calcul de la micro-moyenne. Celle-ci calcule d’abord
la somme des valeurs les plus fines des termes du numérateur et du dénominateur (présents dans
la matrice de confusion) puis établit le critère d’évaluation à partir de ces sommes. Dans le cas du
calcul de la macro-moyenne, chaque catégorie est prise en compte (nombre de bonnes réponses
et de mauvaises par classe). Comme présentée, elle calcule les critères d’évaluations de chaque
classe puis en effectue la moyenne. Cependant, si la quantité d’informations évaluées n’est pas
équilibrée entre les classes, ces métriques peuvent conduire à une mauvaise interprétation du com-
portement du classifieur. Il est donc nécessaire de comprendre ce que représentent ces métriques,
et la manière dont il faut les interpréter, afin de quantifier les performances d’un système.
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3.4.2/ Me´thodologie d’interpre´tation des re´sultats
Chacune de ces métriques présente un pourcentage décrivant une certaine aptitude du modèle. Plus
cette valeur de pourcentage est haute, plus modèle est performant. La sensibilité et la spécificité ne
tiennent compte que des échantillons provenant d’une même classe de test (classe positive pour la
sensibilité et classe négative pour la spécificité). Ainsi, les variations du nombre d’images de test
par classe n’ont aucune influence sur ces métriques. Cependant, ce n’est pas le cas pour la précision
et la justesse. En effet, la précision tient compte des échantillons de test déterminés comme positifs
pour les deux classes et la justesse est une évaluation "globale" du modèle, considérant tous les
résultats de prédiction (toute la matrice de confusion). Par conséquent, si les données de test ne
sont pas équilibrées, leur interprétation peut être erronée car elle ne reflète pas la réalité de la
situation. L’interprétation des performances d’un classifieur ne peux donc se faire en exploitant les
métriques proposées précédemment une à une, elles sont complémentaires.
On retrouve dans la littérature l’exploitation des couples sensibilité/spécificité et précision/rappel
(ou sensibilité), figure 3.14. À partir de ce premier couple est tracé la courbe ROC (Receiver Ope-
rating Characteristic), permettant de résumer un certain compromis entre le taux de faux positifs et
le taux de faux négatifs de par l’utilisation de différents seuils. Ces seuils, appliqués sur les scores
de prédiction, permettent d’ajuster ces métriques en considérant une prédiction comme juste seule-
ment si son score associé est supérieur à ce seuil. La forme de la courbe et l’aire sous la courbe à
partir d’un certain point détermine les performances du modèle. La courbe PRC (Precision-Recall
Curve) est tracée à partir de ce deuxième couple de métriques et résume les possibles compromis
entre la précision et la sensibilité, à l’aide des valeurs correspondant aux résultats de prédictions
seuillés. Cette courbe est interprétée de la même manière que précédemment. La courbe ROC est
appropriée dans le cas de données de test équilibrées sur chaque classe, tandis que la courbe PRC
est plus appropriée aux cas non équilibrés. La mesure Fβ fait également office d’une mesure de
compromis entre ces deux dernières métriques lorsque les données sont déséquilibrées mais au
travers de son seuil β.
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Figure 3.14 – Analyse des courbes ROC et PRC
Dans le cas d’un système à plus de deux classes, on peut exprimer ces métriques d’une manière
différente en considérant un système de rang, que l’on pourrait comparer à "un podium". En effet,
dans la littérature, et principalement pour challenge ImageNet mettant en œuvre une classification
sur 1000 classes, les prédictions sont triées par ordre décroissant selon leur score et, si la classe de
l’image testée se trouve parmi les cinq prédictions les plus probables, elle est considérée comme
juste. Cela permet, en juxtaposant cette mesure à la mesure standard de la justesse, de relativiser
les performances d’un classifieur au vu du grand nombre de classes.
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3.5/ Application a` notre proble´matique
Le chapitre précédent a permis de justifier nos choix quant aux modalités biométriques sélection-
nées pour répondre à la problématique de sécurisation d’accès. Avec une focalisation sur l’analyse
d’images pour la biométrie, différentes méthodes du Machine Learning traditionnel et du Deep
Learning ont jusque-là été exposées de manière générale. Nous allons désormais présenter leur
utilisation dans le cadre des applications liées au projet de cette thèse. Ainsi, nous exposerons tout
d’abord différentes optimisations à l’extraction de caractéristiques permettant de diminuer (ou ré-
duire) la quantité des données et par conséquent la taille de stockage. Nous verrons ensuite, dans
la littérature, les méthodes permettant de détecter les visages et comment sont effectuées leur au-
thentification ou leur reconnaissance. Nous observerons ensuite différentes méthodes appliquées
aux empreintes digitales et aux réseaux vasculaires, et nous effectuerons un choix sur les méthodes
exploitées dans nos contributions.
3.5.1/ Re´duction de donne´es dans un contexte fortement contraint
Dans le domaine de l’analyse de données, et plus spécialement dans l’analyse d’image, la quantité
de données informatives peut rapidement se révéler conséquente. En effet, pour une image, chaque
pixel représente une certaine information, au même titre que les diverses relations entre ces pixels.
De plus, toute l’image ne représente pas une information pertinente et du bruit peut également
être présent. Par conséquent, comme présenté précédemment, une étape d’extraction de caracté-
ristiques permet de déterminer ces relations décrivant les données. Cette extraction est donc suivie
d’une sélection permettant d’isoler les caractéristiques séparant au mieux les classes d’un jeu de
données. Ces étapes, nécessaires au processus de classification, réduisent la quantité de données
en représentant l’information de manière optimale, mais ce n’est parfois pas suffisant.
Dans notre contexte, un des objectifs est d’obtenir des modèles de classification rapides (fonction-
nement temps réel) et légers (taille de stockage inférieure à 8 Ko). Par conséquent, nous avons
des besoins supplémentaires en matière de réduction de données (dimensions et nombre de ca-
ractéristiques, précisions de la représentation des paramètres du modèle, etc.), conduisant alors
à une réduction de la complexité des calculs et une diminution des capacités de mémoire néces-
saires au stockage d’un modèle. L’analyse en composantes principales (ACP) présentée précédem-
ment, réalisant le processus d’extraction de caractéristiques, permet d’effectuer une réduction de
dimension supplémentaire à la sélection de caractéristiques. En effet, de par son fonctionnement,
cette méthode crée un espace propre représentant les données d’une manière optimale. Cet espace
et composé d’un certain nombre de dimensions (vecteurs propres) dépendant directement de la
quantité d’images utilisées pour créer cet espace. Une valeur propre est associée à chacun de ces
vecteurs et représente en quelque sorte sa contribution dans l’espace par rapport aux autres. En
triant ces valeurs propres dans l’ordre décroissant et en sommant chacune avec les précédentes,
on obtient un "cumul des contributions des valeurs propres", observable figure 3.5 sous forme de
pourcentage par rapport au cumul total. Turk et Pentland [117] proposent de réduire le nombre de
valeurs propres conservées K en appliquant un seuil τ sur ce cumul, en suivant l’équation 3.24 où
N est le nombre de valeurs propres total et λ est une valeur propre.
L’impact des méthodes de réduction d’informations quant à l’adéquation algorithme et architec-
ture, au sens stockage des données, est un point peu étudié dans la littérature. Cette remarque
concerne majoritairement le Deep Learning pour lequel, du fait de son intérêt récent relativement
au Machine Learning et de sa progression rapide, la littérature traite principalement de la théorie et
des performances brutes. Cependant, au moment de réalisation de ces travaux, de nouvelles études
commencent à s’intéresser à cet aspect [118, 119].
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τ = 90 % (seuil du cumul des valeurs propres)
K = 112   (valeurs propres conservées)
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Table 3.5 – Cumul des contributions des valeurs propres de l’ACP - Exemple avec 400 valeurs
propres au total (N) et un seuil (τ) à 90% donnant 112 valeurs propres conservées (K)
En effet, avec la démocratisation de l’Internet des objets et leurs besoins grandissant en matière
de prises de décisions et d’analyse de données, les méthodes rendant ces objets "intelligents" se
doivent d’être optimisées pour de faibles puissances de calculs tout en maintenant des perfor-
mances satisfaisantes [120, 121]. D’après certaines études [122, 123], les diverses optimisations
de CNN pour répondre à ces nouvelles contraintes se résument au travers du "pruning" des ré-
seaux lors de l’apprentissage, suivi de leur quantification et de leur optimisation. Le "pruning"
[124, 125], lors de l’apprentissage d’un CNN, supprime les paramètres les moins pertinents à
chaque itération de la rétro-propagation de l’erreur par la descente de gradient. Son but est de
réduire la complexité du réseau et de prévenir du sur-apprentissage avec une meilleure généralisa-
tion. Partant de l’hypothèse que de nombreux paramètres sont redondants ou au minimum moins
pertinents, cette technique supprime les connexions sans importance et permet donc de réduire la
taille de stockage du réseau. La quantification [126, 127], intervenant après l’apprentissage, per-
met de "compresser" un réseau en limitant le nombre de bits représentant chaque poids, entraînant
par conséquent une légère baisse de performances lors de la prédiction.
3.5.2/ Extraction et classification de donne´es biome´trique
3.5.2.1/ Mesures du visage
Détection de visages
Avant de considérer une quelconque reconnaissance ou authentification de visages, il est néces-
saire de détecter ces derniers. L’augmentation des performances des algorithmes de classification
passe par la maximisation de la quantité de données propres aux visages par rapport à la quantité
d’informations dans l’image traitée, et donc par la minimisation de l’influence des données exté-
rieures au visage (arrière plan). La problématique de la détection de visages est étudiée dans la
littérature depuis les premiers apports de la vision assistée par ordinateur. La recherche en matière
de détection automatique des visages est en effet motivée par les diverses applications émergentes
étroitement liées à ces besoins telles que la reconnaissance ou l’authentification de visages [128],
le suivi de visages pour la surveillance [129], la reconnaissance des expressions faciales [130], la
reconnaissance de genre et d’âge [131] ou encore la retouche automatique de photos du visage
[132], etc. De plus, on retrouve la détection de visages embarquée dans la majorité des systèmes
commerciaux disposant d’une caméra, utilisant cette technologie pour aider par exemple à la mise
au point automatique, et également intégrée aux réseaux sociaux pour assister le marquage des
personnes sur les photographies.
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Cependant, cette problématique, appliquée à des images acquises en environnement non contraint,
s’accompagne de nombreuses difficultés [133] (communes avec les différentes applications pré-
sentées précédemment) telles que : l’orientation du visage (variations d’orientations du visage
par rapport à la position de face qui est la position optimale), les expressions faciales, l’occulta-
tion totale ou partielle des visages (d’autres personnes ou lunettes, barbe, écharpe, etc., apportant
également aux visages des variations de formes et de couleurs), les conditions environnementales
de l’acquisition (l’éclairage, s’il est mal positionné peut induire des ombres conséquentes sur le
visage, générant alors de grandes variations par rapport à son aspect original) ou encore l’échelle
du visage sur l’image (dû à des différences naturelles entre les humains, à des différences de
positions et de distances par rapport à la caméra, ou à un objectif particulier tel qu’un "fish eye").
Les travaux de recherche dans ce domaine ont connu une véritable explosion dans la décennie 1990
[134]. Cependant ces premières avancées sont inappropriées à une application réelle. Elles sont en
effet trop peu robustes pour fournir des performances convenables sur des images de visages ob-
tenues sans contraintes d’acquisition (également appelé "in the wild"). Cet objectif est atteint en
2001 avec les travaux précurseurs de Viola et Jones [135], décrivant une méthode basée sur du
"boosting" [136], permettant alors pour la première fois d’approcher une détection fiable dans
des conditions réelles. Cet algorithme a donné lieu à de nombreuses évolutions et déclinaisons,
et est encore largement utilisé de nos jours. En 2002, Yang. M et al. [134] proposent de regrou-
per les différentes méthodes de la littérature pour la détection de visages en quatre catégories :
"Knowledge-based methods", "Feature invariant approaches", "Template matching methods" et
"Appearance-based methods". Les méthodes "Knowledge-based" sont des méthodes supervisées
utilisant des règles basées sur les connaissances humaines à propos de ce qui constitue un visage
de manière générale. Les approches "Feature invariant" recherchent des structures du visage ro-
bustes aux variations d’éclairage et d’orientation du visage. Les méthodes "Template matching"
utilisent plusieurs motifs généraux d’un visage, le décrivant dans son ensemble ou par seulement
certaines caractéristiques, qui sont alors comparées avec l’image courante pour détecter le visage.
Les méthodes "Appearance-based" utilisent des modèles appris à partir d’un ensemble d’images
d’apprentissage, lesquelles représentent au mieux les diverses variations d’apparences d’un visage.
Bien que l’amélioration ultra rapide des performances des plateformes de calculs ait contribué à
l’amélioration de la détection de visages, la progression des dernières années dans ce domaine
est largement due à la communauté scientifique. Tout d’abord par l’introduction de méthodes
robustes d’extraction de caractéristiques (SIFT [91], HoG [137], SURF [138], etc.) et au déve-
loppement de nombreuses méthodes puissantes (boosting [139], SVM [100], réseaux de neurones
[140], etc.). Mais également grâce aux nombreuses contributions en matière de bases de données
et d’évaluation (LFW [141], FDDB [142], etc.), ainsi qu’au développement de bibliothèques et
outils public mettant à disposition de nombreux codes et facilitant le développement de nouvelles
méthodes (OpenCV [143], TensorFlow [144], etc.). La détection de visages peut désormais être
considérée comme un procédé mature qui, selon Zafeiriou. S et al. [145] dans une étude de 2015,
s’articule autour de trois grands axes de recherche principaux : les méthodes basées sur du boos-
ting (boosting-based methods), les applications des réseaux de neurones convolutionnels profonds
(DCNN) et les méthodes Deformable Parts-based Models (DPM). Les auteurs proposent de re-
grouper les méthodes récentes sous deux catégories majeures :
— Algorithmes basés sur des modèles "rigides" incluant :
— des variations du boosting : principalement représentées par les travaux de Viola et
Jones [135, 90] et leurs variations [133]
— les algorithmes basés sur des CNN et des Deep CNN (DCNN) [146, 147, 148]
— Algorithmes apprenant et appliquant un DPM (Deformable Parts-based Model) [149,
150] afin de modéliser de potentielles déformations des parties du visage.
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Les algorithmes basés sur un apprentissage de modèles "rigides" à l’aide du boosting, ainsi que
les détecteurs basés sur des CNN, ont des difficultés à effectuer une détection dans le cas d’échan-
tillons ne correspondant à aucune donnée déjà vue. Cependant, cette lacune est désormais large-
ment atténuée par l’utilisation d’une très grande quantité d’informations, généralisant un visage en
représentant chacune des difficultés énoncées précédemment et en utilisant plusieurs modèles "ri-
gides" pour différentes orientations du visage. En comparaison, les méthodes basées sur les DPM
modèlent les possibles déformations du visage et montrent donc une meilleure robustesse aux nou-
velles vues. Une conséquence directe à ces méthodes est la limitation des données d’apprentissage,
une généralisation complète du visage sous toutes ses orientations n’étant pas nécessaire.
L’étude de M. Mathias et al. [151] montre que les méthodes les plus performantes de chaque
famille sont capables d’atteindre des résultats similaires. Dans leur travaux de 2014 combinant
des idées provenant des deux approches [152], D.Chen et al. montrent que leur détecteur est à
la hauteur des méthodes les plus performantes pour un temps de calcul de 33,8 millisecondes
sur des images VGA en mono-cœur sur un processeur cadencé à 2,93 GHz. Cela représente un
temps de calcul mille fois inférieur à l’état de l’art à cette date [153], approchant alors la vitesse
du traitement de Viola-Jones (23 ms) qui présente alors des performances de détection largement
inférieures mais qui demeure la méthode de référence encore aujourd’hui.
Authentification/Reconnaissance de visages
Le classifieur ne permettant que de trouver une séparation optimale des données, les aptitudes
d’une méthode de reconnaissance ou d’authentification de visages reposent essentiellement sur le
type d’images utilisées (2D, 3D, thermique, etc.), ainsi que sur la méthode d’extraction de carac-
téristiques employée. Comme dans la section 3.2.1, on retrouve pour la reconnaissance/authentifi-
cation de visages des méthodes de correspondances globales, locales et hybrides.
Figure 3.15 – Premières composantes, sous forme d’images, des espaces ACP, ACI et ADL [154]
Parmi les méthodes de correspondances globales du Machine Learning traditionnel, on retrouve
l’analyse en composantes principales (ACP - PCA,) appliquée aux visages par Turk et Pentland
en 1991 [117, 155] et nommée "Eigenfaces". Leur implémentation extrait les caractéristiques de
visages afin de construire une bibliothèque de vecteurs à laquelle est comparé, par une distance eu-
clidienne, le vecteur de la projection d’une nouvelle image. Elle est souvent comparée à l’analyse
discriminante linéaire (ADL - LDA), appliquée aux visages sous le nom des "Fisherfaces", ainsi
qu’à l’Analyse en Composantes Indépendantes (ACI - ICA) [156]. La figure 3.15 illustre la pro-
jection d’une image sur les premières composantes des différents espaces de visages, ACP, ADL
et ACI (ACI1 : caractéristiques locales et ACI2 : caractéristiques globales).
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Avec l’utilisation de différentes mesures de distances pour effectuer la correspondance entre les
vecteurs d’apprentissage et les vecteurs de test, l’étude [154] démontrent que pour l’ACP et l’ADL,
la mesure de distance L1 produit les meilleurs résultats en terme de justesse. Elle est suivie de près
par la distance L2 (euclidienne) à moins de 2% de différence. Cependant, considérant l’espace des
caractéristiques locales de l’ACI (ACI1), c’est la distance de Mahalanobis qui produit la meilleure
justesse. La distance de similarité cosinus fournit les meilleurs résultats pour l’espace de caracté-
ristiques globales de l’ACI (ACI2). L’étude [157] montre que les algorithmes de l’ACP et de l’ACI,
respectivement associés à la mesure de distance L2 et à la mesure de similarité cosinus, approchent
les 100% de reconnaissance correcte sur leur bases de données de test.
L’ACP et l’ADL sont comparées par Shyam et al. [158], avec pour chacune, l’utilisation de la me-
sure de distance L2 et la distance de Bray Curtis. Il est tout d’abord montré que ces deux méthodes
d’extraction de caractéristiques ont des performances très proches. Mais la mesure de dissimilarité
de Bray Curtis est légèrement plus efficace que la distance euclidienne sur certaines bases de don-
nées. Cependant elle fournit des résultats beaucoup plus stables sur des bases construites à partir
d’exemples complexes, conservant plus de 90% de justesse.
Dans le but de limiter les erreurs dues aux faiblesses de ces mesures de distances face à la possible
complexe répartition des données, de nombreux classifieurs statistiques sont expérimentés, tels
que les SVM, les Random Forest (RF), les réseaux de neurones ou les K-plus proches voisins (K-
NN). L’étude [159] montre que, sur leur base de test, les SVM munis d’un noyau RBF appliqués
à l’ACP et l’ADL fournissent des résultats plus stables et une classification plus juste qu’avec
une quelconque mesure de distance. Leurs justesses sont respectivement proches de 100% avec un
écart moyen de moins de 10% contre 80% avec un écart moyen de plus de 20%.
(a) Landmarks (b) Triangulation de landmarks (c) Histogrammes locaux de
gradients orientés (HOG)
(d) Elastic Bunch Graph Model(EBGM)
Figure 3.16 – Illustrations d’extractions de caractéristiques locales
Les méthodes de correspondances locales utilisent des points caractéristiques ("landmarks") tel
qu’illustré par la figure 3.16a. Cette source d’informations peut être traitée de différentes manières
comme avec une triangulation entre leurs coordonnées comme illustré par la figure 3.16b, en créant
un modèle de liaisons "élastiques" par l’algorithme EBGM [160] figure 3.16d, ou encore en ef-
fectuant diverses mesures locales. Ces mesures sont souvent issues du calcul d’un histogramme
local sur un découpage de la région d’intérêt du visage comme les LBP [161], les LTP [162] et
leurs dérivés. Ce calcul d’histogramme peut être optimisé, comme le montre la figure 3.16c, en ne
considérant que les régions contenues autour des landmarks [163] où l’histogramme des gradients
orientés ("HOG") est mesuré dans les régions des yeux, du nez et de la bouche.
60 CHAPITRE 3. MACHINE LEARNING POUR LA CLASSIFICATION D’IMAGES
Toutes ces méthodes sont régulièrement évaluées et comparées à l’état de l’art. Dans une étude
de 2016 [78], un grand nombre de méthodes du Machine Learning traditionnel sont comparées
à partir de diverses bases de données de visages dédiées à la recherche. Il ressort qu’à l’heure
actuelle, la majorité des méthodes dépassent une justesse de 90% en matière de reconnaissance
de visage, les méthodes de correspondances locales et les méthodes hybrides atteignant 100%
de bonne classification sur des images simples avec peu de perturbations (telle que la base ORL
[164]), et 95% sur des images plus complexes telle que la base FERET [165].
Pour finir, les CNN présentent désormais un apport conséquent dans l’état de l’art de la reconnais-
sance et de l’authentification de visages [166, 167]. De plus, un réseau peut être utilisé comme
seul extracteur de caractéristiques ou comme chaîne complète de l’application (extraction et clas-
sification). Ces CNN utilisent des millions d’images d’apprentissage ce qui permet d’obtenir une
généralisation complexe et précise des visages. En effet, contrairement au Machine Learning clas-
sique, plus le nombre d’images couvrant les différentes représentation d’une classe est important,
plus les CNN seront aptes à trouver des caractéristiques optimales. Grâce à internet, l’apport massif
d’images dans le processus d’apprentissage s’est vu facilité et a permis d’améliorer très rapidement
les performances jusqu’à atteindre cependant une certaine saturation [168]. Chaque nouveau ré-
seau montre en effet un gain de moins de 0,1% de justesse. Ces réseaux sont évalués dans l’état de
l’art sur une base d’images de recherche complexe (Labeled Faces in the Wild - "LFW" [169, 170]),
comportant un grand nombre d’images de visages acquises sans contraintes, principalement issues
de sources télévisuelles. Déjà en 2015, [171] les CNN dépassaient 95% de justesse sur cette base
de données, et les récentes avancées présentent des performances supérieures à 99% de justesse.
3.5.2.2/ Mesures relatives au doigt
Empreintes Digitales
La vérification des empreintes digitales est surtout basée sur une comparaison directe entre deux
empreintes et non sur une classification. Elle suit tout de même la logique de la chaîne habituelle de
prétraitements mais une attention supplémentaire y est portée. En effet, selon le système d’acqui-
sition utilisé (caméra, encre, capteur thermique, etc) ainsi que l’état de la peau du sujet (cicatrice,
température extérieure, saleté, etc), les empreintes peuvent être partielles ou dégradées, et l’image
peut contenir d’autres informations indésirables. Ainsi, comme illustré par la figure 3.17, ces pré-
traitements [172] consistent en une segmentation de la zone d’intérêt, une amélioration d’image
(normalisation, filtrage, etc.), une binarisation (valeur de pixels : 0 ou 255) et une squelettisation
(amincissement à 1 pixel de large). Certains travaux de la littérature [173] se penchent exclusive-
ment sur l’amélioration d’image afin de reconstruire les parties manquantes ou dégradées.
Acquisition Segmentation Filtrage Binarisation Squelettisation
Figure 3.17 – Illustration de chaîne de prétraitement des empreintes digitales
Le processus d’extraction de caractéristiques des empreintes digitales permet d’obtenir des carac-
téristiques jusqu’à trois niveaux de précision [174] : le premier niveau fournit des caractéristiques
globales et correspond au motif formé par l’orientation des lignes au centre de l’empreinte (ces
motifs, classés selon diverses catégories [175], seront exposées dans la section 5.1.1), le deuxième
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niveau fournit des informations locales correspondant à un ensemble de bifurcations et de termi-
naisons des lignes formant des motifs appelés "minuties" (également exposées dans la section
5.1.1), et le troisième niveau est le niveau le plus fin (disponible seulement sur des images de
haute qualité), comprenant des informations sur la fréquence des lignes (largeur et espace entre les
lignes) ou encore les pores de la peau. Il existe un grand nombre d’approches de correspondances
d’empreintes digitales qui peuvent être classées selon trois catégories [176] : correspondance basée
sur les minuties, basée sur les caractéristiques des crêtes papillaires, et basée sur un calcul de cor-
rélation. Selon leur popularité dans la littérature, ces catégories peuvent également être réunies en
deux grandes familles : les approches basées sur les minuties, et celles non basées sur les minuties.
Approches basées sur les minuties [177] :
L’approche basée sur les minuties est la plus populaire dans la littérature et comprend donc le plus
de contributions. Elle consiste à trouver un alignement optimal entre deux modèles, construits à
partir des minuties de deux images, duquel résulte un nombre maximal de correspondances entre
les minuties. Parmi ces méthodes, on peut citer celles basées sur la transformée de Hough [178], les
méthodes basées sur un regroupement de minuties [179] ou encore la correspondance hiérarchique
de minuties [180]. Ces méthodes sont classées comme globales ou locales, puis alignées ou non.
— Correspondance globale des minuties : Les algorithmes de cette catégorie abordent
le processus d’alignement entre les deux modèles en prenant en compte l’ensemble des
minuties. Ils peuvent parfois avoir recours à une étape de pré-alignement basée sur d’autres
caractéristiques telles qu’une carte d’orientations des crêtes, ou leurs fréquences.
— Correspondance locale des minuties : Elle porte sur les différentes structures locales des
relations entre les minuties (graphe), telles que la distance entre des minuties au voisinage
d’une autre. Ces méthodes sont invariantes aux translations et aux rotations, et permettent
de trouver une correspondance même sur une image partielle. Ces méthodes peuvent être
complétées en utilisant des caractéristiques locales telles que la texture.
Approches non basées sur les minuties [181, 182] :
Ces approches mesurent le degré de similarité via les intensités des pixels. Elles appliquent di-
verses transformations aux images et calculent un score de correspondance. Cette opération est su-
jette à des faiblesses liées aux variations de contraste, de lumière et aux déformations dans l’image.
Dans la littérature, il existe des alternatives pour pallier à certains de ces problèmes [177]. L’utilisa-
tion de fenêtres locales autour des minuties [183] ou l’alignement de singularités avant l’opération
de corrélation [184] permettent d’atténuer les problèmes de distorsion. Le calcul de la corrélation
par régions locales dans le domaine de Fourier [185] permet de réduire la complexité des cal-
culs, et l’invariance en translation ainsi qu’en rotation est obtenue en utilisant la transformée de
Fourier-Mellin [186]. D’autres approches n’utilisent pas directement les minuties [187], comme
par exemple les FingerCode [188] utilisant l’information de texture par zones.
Les CNN ne sont pas en reste, et sont beaucoup utilisés afin d’effectuer une segmentation précise
dans le but d’extraire des empreintes, parfois partielles, sur des images difficiles où les empreintes
sont mélangées à d’autres informations (empreinte sur un magazine). Afin de segmenter une image
d’empreintes, Dai et al. [189] entraînent un CNN à partir de patchs de textures d’empreintes digi-
tales et d’autres de fonds quelconques. Tang et al. proposent un CNN à l’architecture spécifique
[190], capable d’isoler une empreinte digitale d’une image très perturbée et d’en extraire les minu-
ties. Afin d’améliorer les performances de correspondance dans le cas d’une identification de per-
sonne, Peralta et al. proposent un CNN [191] effectuant une première classification d’empreintes
digitales à partir de caractéristiques de niveau 1. En comparaison, Pandya et al. [192] proposent
d’effectuer une classification d’empreintes digitales parmi 56 personnes, basée sur les travaux de
Bharadi et al. [193] et utilisant des images filtrées et squelettisées pour l’apprentissage d’un CNN
au lieu d’un classique K-NN, augmentant alors la justesse de 77% jusqu’à 98,2%.
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Réseau vasculaire
Le réseau vasculaire présente la particularité d’être une modalité sous cutanée. Son acquisition
s’effectue dans le domaine de l’infrarouge. En effet (voir §5.1), l’hémoglobine et l’oxyhémoglo-
bine (au même titre que l’eau) présents dans le sang absorbent les longueurs d’ondes de l’in-
frarouge qui se trouvent disposer de la capacité à pénétrer la peau sur une certaine profondeur.
Ainsi, la projection d’un éclairage infrarouge permet l’observation directe des veines. Celles-ci
apparaissent sombres à l’image, qu’elles soient acquises par un capteur CMOS ou un capteur in-
frarouge (InGaAs, etc). Cette procédure particulière entraine cependant des difficultés de mesures
et d’exploitations de l’image qui est souvent bruitée avec un très faible contraste. Ces difficul-
tés sont dues aux nombreuses interactions avec la lumière telles que la diffusion interne [194],
l’illumination inégale [195], ou encore à l’épaisseur des tissus relative au type de peau (doigt, dos
de la main, avant-bras). De ce fait, comme pour les empreintes digitales, une grande proportion
des études de la littérature concerne les méthodes permettant d’améliorer l’image en vue d’une
segmentation optimale des veines.
Acquisition Isolation Amélioration Segmentation
Figure 3.18 – Illustration de chaîne de prétraitement du réseau vasculaire du doigt [196]
Dans le but d’atténuer les effets d’un éclairage inégal, Kim et al. [195] soustraient à l’image sa
composante d’éclairage, obtenue par la convolution locale d’un filtre moyenneur. L’histogramme
de l’image normalisée résultante est égalisé afin d’améliorer la visibilité des veines. La correspon-
dance entre deux images normalisées est alors effectuée à l’aide des descripteurs SIFT. En consi-
dérant la "propagation" des veines dans différentes directions, Yang et al. [197, 198] proposent
l’utilisation de différents filtres orientés (banque de filtres de Gabor) afin d’augmenter la visibilité
du réseau vasculaire, suivi d’une segmentation des veines [199] basée sur les K-moyennes et le
concept du "Image Matting" [200].
Afin de réduire dans l’image l’influence des dispersions lumineuses dues à la peau, Lee et al. intro-
duisent une méthode de restauration d’image de veines [201] et Yang et al. proposent un modèle
optique biologique estimant ces dispersions [194]. Cependant les différences de structures de la
peau, du muscle ou encore de l’os entre différentes zones du doigt peuvent mener à des images de
mauvaise qualité [202]. À partir de ce constat, Yang et al. [203] proposent une méthode de restau-
ration d’image considérant la structure de la peau et mettant en œuvre une PSF gaussienne et deux
PSF de profondeur (réponse impulsionnelle spatiale ou point spread function - PSF). Dans le but
d’éliminer ces variations de lumière dues à ces différences de structures, Xie et al. [204] proposent
comme méthode de normalisation un rétinex à échelle unique basée sur un filtre guidé (Guided
Filter Based Single Scale Retinex - GFSSR). Dans cette méthode, le rétinex simple échelle (Single
Scale Retinex - SSR) [205] est complété par un filtre "guidé" [206] permettant de lisser l’image
grâce à ses capacités ajustables de lissage tout en préservant les contours. Appliquée au réseau
vasculaire de la rétine mais utilisable dans d’autres application, Fu et al. [207] proposent une seg-
mentation du réseau vasculaire en utilisant une structure profonde nommée Deep Vessel. Cette
structure met en œuvre un CNN à plusieurs échelles afin d’apprendre une représentation hiérar-
chique riche, et un étage de champs aléatoires conditionnels (Conditional Random Fields - CRF)
[208] afin de modéliser les interactions entre les pixels à longue portée.
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Il existe de nombreuses manières d’extraire les caractéristiques du réseau vasculaire et d’effectuer
une correspondance entre deux images de veines. La présentation et la comparaison d’un très
grand nombre de méthodes de chacune des étapes de la reconnaissance de veines sont fournies par
Shaheed et al. dans leur étude complète de l’état de l’art [209]. D’après cette étude, les techniques
d’extractions de caractéristiques du réseau vasculaire peuvent être classées selon quatre groupes :
les méthodes basées sur les veines, basées sur des minuties, basées sur un modèle binaire local et
basées sur la réduction de dimensions.
— Méthodes basées sur les veines : Parmi ces méthodes on retrouve des techniques basées
sur le filtre de Gabor tel que Yang et al. [198], page précédente, avec une banque de filtres
selon huit orientations. On retrouve aussi des techniques de suivi de lignes, comme proposé
par Lemaitre et al. [210] avec leur détecteur de structures curvilignes ou encore Bekkers
et. al. [211] effectuant un suivi complet de la structure du réseau vasculaire rétinien.
— Méthodes basées sur des minuties : D’une manière similaire aux empreintes digitales, les
minuties ici constituent les points aux embranchements (ou bifurcations) et les jonctions
des vaisseaux sanguins ainsi que leurs terminaisons. Leur détection avec une distinction
entre ces différents types de "croisements" de lignes permet d’obtenir une information
plus riche. De nombreux travaux portent sur la détection de ces points pour des images
rétiniennes tel que [23, 212].
— Méthodes basées sur le motif binaire local : L’algorithme LBP est utilisé ici en tant
que descripteur permettant de représenter les caractéristiques locales des veines. Rosdi et
al. [213] introduisent l’approche "LLBP" (Local Line Binary Pattern), basée sur le LBP,
extrayant l’information dans les directions horizontale et verticale. Lu et al. proposent une
version particulière du "LLBP", le "GLLBP" (Generalized Local Line Pattern) [214], où
l’orientation du modèle de ligne est sélectionnable dans n’importe quelle direction. Liu
et al. [215] introduisent une nouvelle version nommée "CLLBP" (Customized Local Line
Binary Pattern), permettant d’augmenter le pouvoir discriminant de l’information des ca-
ractéristiques locales et de diminuer le temps de calcul de la correspondance.
— Méthodes basées sur une réduction de dimension : Avec ces méthodes, basées sur l’al-
gorithme ACP, les images de réseaux vasculaires sont projetées dans un sous espace de
dimensions réduites. La plupart de ces techniques nécessitent une phase d’apprentissage
afin de déterminer le sous espace optimal. Haijian et al. [88] utilisent la technique de ré-
duction ACP munie d’un noyau, "KPCA", afin d’obtenir un compromis entre pertinence
des caractéristiques (ainsi que leur nombre) et vitesse d’extraction de ces caractéristiques.
Selon la récente étude de Shaheed et al. [209], les méthodes de correspondances d’images du
réseau vasculaire peuvent être réunies sous trois catégories. D’une part les méthodes convention-
nelles, basées sur des mesures de distances, atteignant jusqu’à 97,8% de justesse sur un problème
d’identification, mais étant relativement sensibles au bruit. D’autre part les méthodes du Machine
Learning traditionnel, utilisant des classifieurs tels que les SVM ou les K-NN et approchant les
100% de justesse pour les meilleures. Et pour finir, les méthodes utilisant le Deep Learning et
principalement des CNN, sont plus stables et relativement proches d’une justesse maximale.
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3.5.2.3/ Me´thodes se´lectionne´es
L’objectif du projet dans lequel s’inscrit cette thèse consiste à sécuriser l’accès à une zone res-
treinte. Nous avons choisi de nous orienter sur un système de sécurité biométrique basé sur l’image,
répondant aux diverses normes, contraintes et recommandations des autorités chargées d’encadrer
l’utilisation de tels dispositifs. Nous proposons de traiter un système multi-biométrique, utilisant
d’une part le visage et d’autre part les empreintes digitales ainsi que le réseau vasculaire du doigt.
L’étude présentée dans ce chapitre traitant de la littérature relative à ces modalités nous permet de
restreindre notre étude à certaines méthodes.
Ainsi, pour le visage, nous utilisons l’algorithme de Viola-Jones afin de détecter et d’extraire la
région d’intérêt du visage, du fait de sa rapidité de mise en place et de traitement. Le système
étant fixe, la faiblesse de cet algorithme quant à l’orientation du visage n’est pas particulièrement
contraignante. Dans le but de réduire les perturbations extérieures et d’acquisitions, nous propo-
sons d’observer l’influence de deux types de filtres que nous expliciterons dans le chapitre suivant :
un filtre passe haut (filtre de Sobel) ainsi qu’une normalisation d’éclairage (filtre de TanTriggs).
L’extraction de caractéristiques est effectuée par l’ACP et, dans le but de réduire la quantité d’infor-
mations biométriques, nous observerons plusieurs seuils du nombre de valeurs propres conservées.
Enfin, pour effectuer la classification, nous proposons de comparer deux classifieurs du Machine
Learning traditionnel : les SVM avec les RF. Dans le but faire correspondre cette étude avec l’état
de l’art, des CNN légers seront utilisés, par le biais du Transfer Learning, en tant qu’extracteur de
caractéristiques et leur couche Softmax sera ré-entraînée comme classifieur.
Motivés par le besoin d’accroître la sécurité en comblant les lacunes de l’authentification 2D du
visage, l’objectif de notre seconde étude biométrique consiste à traiter de deux modalités du doigt,
à savoir les empreintes digitales et le réseau vasculaire. Ces deux modalités seront exploitées avec
une chaîne de traitements similaire. Celle-ci comporte une partie d’amélioration d’image, une
partie segmentation/binarisation, une partie extraction de caractéristiques et une partie correspon-
dances. De la même manière que pour les visages, l’amélioration d’image consiste à réduire l’in-
fluence des perturbations lumineuses et du bruit dans l’image. Une banque de filtres de Gabor est
ainsi utilisée. Pour les empreintes digitales, les paramètres du filtre sont calculés à partir de l’orien-
tation et de la fréquence des lignes par sous fenêtrage dans l’image. Pour les veines, plusieurs filtres
de différentes orientations sont appliqués sur toute l’image et chaque pixel est sélectionné parmi
les résultat des filtres selon une règle minimale. S’en suit une segmentation adaptative locale et une
squelettisation. Les caractéristiques extraites sont formées des points formant les fins de lignes, les
bifurcations/croisements et les lignes elles mêmes. Des descripteurs en ces points seront calculés
avec l’algorithme ORB dérivant des SIFT et l’authentification est effectuée par un classifieur à
partir de la correspondance brute ("Brute Force Matching") entre deux images.
Dans une démarche fortement liée au profil industriel du projet de cette thèse, les algorithmes de
ces différentes études de la modalité du visage seront implémentés dans une caméra intelligente
intégrant tous les traitements. Les temps de calculs de chaque phase seront alors mesurés afin de
pouvoir présenter une comparaison complète avec le Deep Learning (temps de calculs, perfor-
mances brutes, taille de stockage des modèles), ces comparaisons étant jusqu’à maintenant [216]
peu nombreuses dans la littérature. Un prototype original d’acquisition des empreintes digitales et
du réseau vasculaire sera également présenté. A partir des résultats des études algorithmiques, les
meilleures configurations seront retenues. Les performances du système complet seront alors me-
surées avec la mise en place d’une fusion au niveau décision entre les prédictions du visage et soit,
les prédictions des empreintes digitales et du réseau vasculaire séparément, soit les prédictions de
leur fusion, soit les prédictions de leur fusion et des deux modalités indépendantes.
4
Authentification de visages :
comparaison de me´thodes
N otre étude algorithmique est composée de deux chapitres, et présente les protocoles dedéveloppement ainsi que les performances d’authentification des modalités biométriques
considérées. Ce chapitre traite de la phase d’authentification des personnes par leur visage en
deux dimensions. Basée sur l’état de l’art précédent, cette étude fait appel d’une part au Machine
Learning classique et d’autre part au Deep Learning, plus précisément aux réseaux de convolutions
(CNN) via le "Transfer Learning".
Nous proposons ainsi une comparaison entre différentes méthodes sur une problématique iden-
tique. Bien que peu considérés dans la littérature mais important au regard de notre contexte appli-
catif, les critères traités par cette étude sont étroitement liés à la réduction de la taille de stockage
du modèle biométrique mais aussi au respect d’une réponse en temps réel.
Dans une démarche de réduction de la quantité d’informations biométriques, nous comparons ces
méthodes afin de mettre en lumière un compromis entre le nombre d’images d’apprentissage, les
performances d’authentification et les tailles des modèles résultants. Afin d’aider à l’interprétation
des résultats, les bases de données utilisées sont exposées ainsi que les différents prétraitements
permettant de réduire l’impact de certaines perturbations liées aux protocoles de l’étude.
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4.1/ Protocoles de l’e´tude
4.1.1/ Donne´es d’entre´e et variabilite´s environnementales
4.1.1.1/ Bases de donne´es
L’authentification de visages relève d’une problématique d’apprentissage à deux classes, traduisant
la question : "L’échantillon mesuré correspond-il au modèle stocké sur la carte sans contact ?".
Ces classes distinguent d’un côté la personne disposant d’une autorisation d’accès et de l’autre des
personnes non autorisées. Dans cette étude, elles sont composées d’images de visages provenant
de diverses bases de données dont des échantillons sont présentés figure 4.1.
L’objectif est de conserver une certaine maîtrise des différentes variations du sujet ou de l’environ-
nement, pouvant perturber l’acquisition, et de réaliser un démonstrateur temps réel. L’utilisation de
la base de donnée "Le2i", construite au sein de notre laboratoire et présentée figure 4.1d, nous per-
met d’inclure des variations spécifiques dans l’image (contrôle des conditions d’acquisition), et de
vérifier la condition du fonctionnement temps réel directement avec les sujets. Ainsi, la première
classe généralisant les visages de la personne habilitée comprend des images issues de cette base.
La seconde classe est composée de visages issus de différentes bases de données de la littérature
("Labeled Faces in the Wild" ou "LFW" figure 4.1a ; "Essex" ou "Face94" figure 4.1c), permettant
de considérer dans les données une variabilité quant aux capteurs d’acquisition.
Les modèles résultant de la classification sont ensuite testés via une prédiction de classe sur de
nouveaux échantillons inconnus. Dans la suite de ce chapitre, cette évaluation permet de carac-
tériser les performances des modèles en effectuant diverses mesures (présentées dans le chapitre
précédent) à partir des prédictions effectuées sur 1000 images indépendantes pour chacune des
deux classes. Le taux de faux positifs (ou intrusions) est calculé sur les prédictions de la classe des
personnes non autorisées, testée à partir d’échantillons provenant d’une combinaison des bases
LFW, ESSEX et d’images complémentaires de la base Le2i. Le taux de faux négatif est bien sûr
évalué à partir de nouveaux échantillons du sujet pour lequel le classifieur a été entrainé. La base
(a) Base de visages "LFW" (b) Base de visages "AT&T-ORL"
(c) Base de visages "ESSEX-Face94" (d) Base de visages "Le2i"
Figure 4.1 – Échantillons en niveaux de gris des différentes bases de données utilisées
LFW [169] est composée de 5749 personnalités connues, réparties au travers de 12233 images
acquises via un détecteur de visages sur des images télévisuelles, et donc en environnement non
contraint. La base ESSEX [217] est formée de 3060 images, provenant de 153 sujets différents
auxquels il a été demandé de parler lors l’acquisition en laboratoire sur un fond de couleur verte.
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La base ORL [164] contient 400 images de 40 sujets distincts acquises en laboratoire. Notre base
de donnée Le2i, construite sur plusieurs jours sous diverses contraintes via une caméra générique
(webcam du commerce), se compose de 11 sujets distincts. Afin d’augmenter la quantité d’échan-
tillons, les images ont été soumises à différentes variations de gamma, de contraste, ainsi qu’à des
effets miroirs verticaux, permettant alors d’obtenir 33000 images au total. Ces bases de données
présentent l’avantage de prendre en compte un grand nombre de variations que l’on peut trouver
en conditions réelles et permettent, via l’utilisation de la base de données Le2i, de reproduire les
expérimentations via un démonstrateur temps réel.
4.1.1.2/ Variations environnementales et d’acquisition
Afin de garantir des performances d’authentification optimales, il est nécessaire de conserver une
forte stabilité entre les différentes acquisitions du visage. Sans contraintes lors de la mesure (dis-
tance à la caméra, orientation du visage via un "patron" sur une interface utilisateur, etc), il est fort
probable de trouver des différences, parfois majeures, entre deux acquisitions. La phase d’enrôle-
ment (ou apprentissage) pouvant être effectuée dans un lieu particulier différent du lieu d’implan-
tation (c.à.d. un lieu dédié à cette tâche sous le contrôle d’un administrateur), il est nécessaire de
porter une attention particulière aux contraintes imposées à l’utilisateur. En effet, diverses varia-
tions, à la fois environnementales et intrinsèques au sujet, viennent troubler cette stabilité.
Outre celles nécessitant de plus amples contraintes d’acquisitions afin d’être maîtrisées, certaines
peuvent être corrigées simplement et d’autres en partie atténuées. Plusieurs de ces variations, illus-
trées par des exemples figure 4.2, sont présentes dans la base de visages Le2i. On retrouve d’abord
des variations temporelles figure 4.2a, induisant des différences propres au sujet et pouvant pertur-
ber la mesure si le modèle biométrique n’est pas régulièrement mis à jour. Les variations d’éclai-
rage, figure 4.2b, dues à l’horaire ou à un dispositif d’éclairage non maîtrisé, introduisent de fortes
variations en marquant les zones d’ombres ou en surexposant une zone du visage. Les deux der-
niers exemples, figures 4.2c et 4.2d, sont directement liés au comportement du sujet et peuvent
être corrigés en lui imposant une contrainte lors de l’acquisition (e.g principe des cabines photo-
graphique). Bien que non présentes dans les bases de données utilisées, il est important de noter
qu’il existe également des variations d’échelle liées à la distance entre la caméra et le sujet, pou-
vant être corrigées de la même manière que les variations comportementales. En effet, bien que le
visage détecté soit rogné puis redimensionné à une taille fixe de ω ×ω pixels, si le visage du sujet
sur l’image représente Ω × Ω pixels et que Ω < ω, alors la qualité de l’image de la zone d’intérêt
ainsi rognée se verra grandement réduite.
(a) Variations temporelles (b) Variations d’éclairage
(c) Variations d’expression (d) Variations d’orientation hors plan de l’image
Figure 4.2 – Exemples de variations perturbant la stabilité des mesures
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4.1.2/ Protocoles expe´rimentaux
L’étude menée et présentée dans ce chapitre porte sur l’authentification de visages. D’une part,
deux classifieurs propres au Machine Learning "classiques" sont comparés sous diverses configu-
rations. D’autre part, afin de confronter ces méthodes à l’état de l’art, deux réseaux de convolutions
sont entraînés sur nos images par transfert de connaissance (Transfer Learning). Comme illustré
par la figure 4.3 détaillant les protocoles d’apprentissage et de test, ces méthodes sont comparées,
indépendamment de la cible d’implantation, en termes de performances d’authentification et de
taille de stockage des modèles biométriques. En effet, pour pouvoir être conservés sur un support
individuel sans contact de type carte RFID, ces derniers doivent respecter un critère de taille de
stockage précis. Afin d’aider à une sélection quant à la méthode la plus pertinente suivant la cible
d’implantation, une étude complémentaire traitant des temps de calculs sur une cible embarquée
est présentée en section 6.2.2 du manuscrit. Cette sélection est ensuite effectuée dans la section
6.1.2 du manuscrit, qui traite des performances du système global.
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Figure 4.3 – Résumé de la comparaison Machine Learning Classique et Deep Learning
La première étape, commune aux méthodes comparées dans cette étude et nécessaire pour conser-
ver un maximum de stabilité entre les mesures (répétabilité), consiste à réduire les variations entre
les bases de données en normalisant l’orientation (ou inclinaison) horizontale des visages par un
"alignement". Il est en effet possible, en utilisant les coordonnées des yeux dans le plan de l’image,
de corriger la position du visage via une rotation en deux dimensions (rotation suivant de l’axe or-
thogonal à l’image) afin d’aligner les yeux horizontalement. Le principe de cet alignement ainsi
que des exemples de résultats sont exposés figure 4.4. Considérant le point A(x1, y1) comme étant
l’œil gauche et le point B(x2, y2) comme l’œil droit, le point C(x2 − x1, y2 − y1) correspond à la
position du point B par rapport au point A ramené à l’origine. L’angle θ entre les deux yeux peut
alors être calculé via la formule θ = arctan( y2−y1x2−x1 ). Il suffit alors d’effectuer une rotation de cet
angle θ, ajoutant également dans les coins de l’image des zones noires du fait de l’inexistence de
pixels à cet endroit.
Les différences d’orientations verticales du visage (en dehors du plan de l’image, donc en 3 di-
mensions) ne peuvent pas être corrigées. Certaines opérations telles que "l’homographie" peuvent
en atténuer les effets via une modification de la perspective, mais ce type d’opération nécessite
au préalable une calibration de la caméra. De plus, la partie du visage non visible à l’image ne
pourra pas être retrouvée. Ces variations étant dépendantes du comportement du sujet, de la même
manière que les variations d’expressions, elles ne peuvent être corrigées efficacement que part une
contrainte lors de l’acquisition.
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(a) Principe de redressement du visage
(b) Correction d’alignement des visages
Figure 4.4 – Correction d’alignement des visages
Quant aux variations d’éclairage, dans la mesure où elles ne sont pas trop importantes (i.e ne sup-
priment pas d’informations par des zones saturées), il est possible de les atténuer via une étape de
filtrage. Divers filtres, présentés en section 4.2.1 et appliqués aux exemples d’images perturbées
de la figure 4.2, seront alors expérimentés afin de réduire l’influence de ces variations et d’amé-
liorer les performances des méthodes classiques de Machine Learning, lesquelles font usage de
l’analyse en composantes principales qui est sensible à ce type de variations. Les CNN sont eux
même composés de nombreux filtres dont les paramètres sont optimisés lors de l’apprentissage.
Ils seront ainsi seulement soumis aux images d’origine seulement.
4.2/ Machine Learning classique : me´thodes e´prouve´es
4.2.1/ Protocoles et mise en place
Les premières méthodes exploitées dans ce chapitre appartiennent à la famille du Machine Lear-
ning classique. Afin de compenser certaines des variations exposées précédemment, elles mettent
en œuvre des prétraitements, une étape d’extraction et de réduction de caractéristiques suivie d’un
apprentissage par un classifieur. Différentes configurations de ces étapes sont évaluées dans le but
de trouver un compromis entre la rapidité des traitements, la quantité d’informations à conser-
ver (propres à la classification) et les performances d’authentification. De nombreux algorithmes
peuvent assurer ces fonctions et, dans une démarche de recherche et d’évaluation de méthodes,
deux prétraitements ainsi que deux classifieurs seront étudiés et comparés. Les résultats de cette
étude sont présentés dans la section 4.2.2.
4.2.1.1/ Re´partition et traitement des donne´es d’entre´es
Les méthodes employées utilisent généralement en entrée des images de taille fixe ne disposant
que d’un canal (niveau de gris). Des images de dimension 100×100 pixels nous paraissent conser-
ver suffisamment d’informations relatives au visage pour être exploitables et représentent un point
de départ intéressant dans la limitation de la complexité des données. La phase d’apprentissage
utilise les caractéristiques de visages de quarante images par classe et, comme présenté précédem-
ment, 1000 images par classe sont utilisées pour la phase d’évaluation. La quantité d’informations
représentée par les images de visages est trop importante pour être directement utilisée par les
classifieurs (100 × 100 = 10000 valeurs par image). De plus, tous ces pixels ne représentent pas
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forcément une information pertinente, il est donc nécessaire de passer par une étape d’extraction
de caractéristiques propres aux visages. Dans cette étude, l’Analyse en Composante Principale
(ACP) a été choisie pour remplir cette fonction. De nature sensible aux variations exposées pré-
cédemment, une phase de prétraitement s’impose. Deux filtrages proposés dans la littérature et
souvent utilisées pour la reconnaissance de visages sont alors comparées : Sobel et TanTriggs.
Filtre de Sobel :
Le filtre de Sobel détecte les contours dans l’image (hautes fréquences) en localisant les variations
maximales du gradient entre l’intensité d’un point et ses voisins. Afin d’éviter de détecter des
artefacts non pertinents, un flou gaussien de noyau 3 × 3 est appliqué à l’image en niveau de gris.
Puis, suivant l’équation 4.1, deux masques de taille 3 × 3 sont convolués en tout point de l’image
résultante (IGauss), déterminant les variations verticales et horizontales d’intensité. La moyenne
des images résultantes permet d’obtenir les contours de l’image d’origine.
Gx =
−1 0 1−2 0 2−1 0 1
 Gx =
−1 −2 −10 0 0
1 2 1
 IS obel = |Gx ∗ IGauss| + |Gy ∗ IGauss|2 (4.1)
Filtre de TanTriggs :
Tan et Triggs [162] proposent une méthode de normalisation d’éclairage permettant de réduire les
différences de luminosités entre les images. Le filtre de TanTriggs distingue trois étapes à partir
d’une image en niveaux de gris "Igris", pour lesquelles les paramètres "γ", "α", "τ", "σ0" et "σ1"
sont réglables afin d’ajuster le filtre. Initialisés à partir des suggestions des auteurs puis modifiés
graduellement afin d’obtenir des résultats visuellement optimaux sur nos images (peu de bruit et
normalisation homogène entre des échantillons de faibles et de fortes luminosités), ces paramètres
ont été fixés à γ = 0, 8, τ = 10, α = 0.6, σ0 = 0, 5 et σ1 = 2. En général, afin de conserver ses
propriétés, il est judicieux d’ajuster la taille du noyau du filtre gaussien en fonction de la valeur de
σ. En conséquence, la taille du noyau est déterminée via (2.d3.σe + 1), donnant un noyau de 5x5
pour Gx (σ0 = 0, 5) ainsi qu’un noyau de 13x13 pour Gy (σ1 = 2). Les différentes phases de ce
filtre sont les suivantes :
1. La correction gamma :
Igamma(x, y) = Igris(x, y)γ, où γ ∈ [0, 1] (4.2)
Cette correction permet d’augmenter la dynamique locale des zones sombres de l’image,
tandis qu’elle compresse celle des zones éclairées.
2. La différence de gaussiennes (DoG) :
Gx =
1√
2piσ20
.e
− x2
2σ20
Gy =
1√
2piσ21
.e
− y2
2σ21

⇒ IDoG(x, y) = Igamma(x, y) ∗Gx − Igamma(x, y) ∗Gy (4.3)
où Gx et Gy sont les distributions gaussiennes suivant respectivement l’axe x et l’axe y, pour
une taille de noyau donnée, et σ0/σ1 sont leur écarts type associés. L’image résultante, IDoG,
est la différence des convolutions de ces gaussiennes avec l’image corrigée "Igamma".
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3. Égalisation de contraste :
I1(x, y) =
IDoG(x, y)
(mean(|IDoG(x, y)|α)) 1α
I2(x, y) =
I1(x, y)
(mean(min(τ, |I1|)α)) 1α

⇒ ITanTriggs(x, y) = τ. tanh
( I2
τ
)
(4.4)
Cette phase rééchelonne les intensités lumineuses via deux premières étapes pour lesquelles
une approximation de la variation de contraste est effectuée, où α est un paramètre réduisant
significativement l’influence des hautes valeurs, τ est un paramètre permettant de seuiller
par la suite ces grandes valeurs et la moyenne est calculée sur l’image entière. L’image I2
résultante est bien seuillée mais présente toujours des valeurs extrêmes. La dernière phase
consiste à réduire une dernière fois leur influence via une fonction non linéaire.
Afin d’en visualiser l’impact, la figure 4.5 illustre les images résultant de ces filtrages sur
les exemples de variations précédemment présentées. La deuxième ligne de chaque mosaïque
d’images correspond au filtre de Sobel et la troisième correspond au filtre de TanTriggs, avec
les paramètres explicités dans la présentation de ces filtres. La figure 4.5b démontre l’efficacité de
ces prétraitements quant à la correction des variations d’éclairage. En revanche, ils ne permettent
pas de corriger les variations liées aux traits physiques des sujets. A la différence du filtre de So-
bel qui n’extrait que les contours, le filtre de TanTriggs normalise l’intensité lumineuse entre les
images et permet alors de conserver plus d’informations.
(a) Variations temporelles (b) Variations d’éclairage
(c) Variations d’expressions (d) Variations d’orientation
Figure 4.5 – Illustration des filtres appliqués aux diverses variations.
Par ligne : Images originales ; Filtre de Sobel ; Filtre de TanTriggs
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Néanmoins, les images résultantes restent très différentes des originales, bien que les variations
d’éclairage aient été atténuées. De ce fait, et pour mesurer précisément l’impact de ces filtres sur
les performances d’authentification, cette étude se propose d’ajuster graduellement la contribution
de ces prétraitements via une somme pondérée. En effet, suivant l’équation 4.5, l’image résultante,
IFusion, est composée à [β] % de l’image filtrée, IFiltre, et à [100 − β] % de l’image en niveaux de
gris associée, IGris. L’impact de ces filtrages est alors observé pour différentes valeurs de β, fixées
à : β = {0, 20, 40, 60, 80, 100}. La figure 4.6 illustre ces différentes images, et leur impact sur les
performances d’authentification est présenté dans la section 4.2.2.
IFusion =
(100 − β)
100
.IGris +
β
100
.IFiltre, β ∈ [0; 100] (4.5)
(a) Échantillons IFusion - Sobel (b) Échantillons IFusion - Tan-Triggs
Figure 4.6 – Échantillons des filtres appliqués à chaque base suivant les valeurs de β
4.2.1.2/ Extraction et re´duction des caracte´ristiques
L’extraction de caractéristiques est une étape cruciale. En effet, si les pré-filtrages présentés précé-
demment permettent d’améliorer les performances d’authentification en compensant les variations
d’acquisitions, l’extraction de caractéristiques est indispensable pour la classification et permet de
considérer uniquement les éléments pertinents en décrivant de manière optimale l’image via des
caractéristiques propres aux visages. En plus d’isoler ces attributs, cette phase permet de réduire
grandement la quantité d’informations à traiter. Les méthodes présentées ici utilisent l’Analyse
en Composante Principale (ACP; PCA en anglais) pour décrire ces éléments. Cette méthode, dé-
crite chapitre 3, est la base de la méthode reconnue des "Eigenfaces" [117]. Elle utilise un certain
nombre d’images dont les caractéristiques communes forment un espace propre de visages (ma-
trice de vecteurs propres). Dans cette étude, l’ACP a été effectuée à partir de l’intégralité de la
base de visages ORL, figure 4.1b, produisant alors un espace de visages à 400 dimensions ou
caractéristiques (correspondant au nombre d’images dans la base de visages).
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Que ce soit pour l’apprentissage ou la phase d’authentification, chaque échantillon (ou région d’in-
térêt rognée et redimensionnée à 100x100 pixels) y est ensuite projeté afin d’obtenir un vecteur
composé des poids issus d’une combinaison linéaire entre ces caractéristiques. Afin de répondre
à la problématique de réduction de la complexité des calculs, au même titre que la réduction
des temps de calculs et de la quantité des données biométriques, il a été envisagé d’exploiter un
seuillage du nombre de vecteurs propres issus de l’ACP. Dans la littérature, l’ACP utilise souvent
un nombre restreint (K) de vecteurs propres via un seuillage (τ) à 95% ou 90% du cumul des contri-
butions (ou inertie) des valeurs propres associées (λ), respectant l’équation 4.6, où N est le nombre
total de valeurs propres. L’objectif étant d’étudier précisément l’influence de cette réduction, nous
proposons d’appliquer différents seuils de plus en plus restrictif, à partir de ceux communément
utilisés. Trois seuils donc ont été sélectionnés : 90%, 70% et 50% de l’inertie des valeurs propres.
Le vecteur résultant de la projection d’une nouvelle image est donc composé d’autant d’éléments
qu’il y a de valeurs propres conservées.
K∑
i=1
(λi) > τ.
N∑
i=1
(λi) (4.6)
L’étape de filtrage modifie l’aspect de l’image, or l’extraction de caractéristiques en dépend. Pour
exploiter ces images résultantes, il est alors nécessaire d’appliquer l’ACP sur les images issues
du filtrage et donc créer un espace propre "filtré". Considérant alors trois seuils pour l’ACP, deux
filtres ainsi que cinq valeurs différentes de β en plus des images non filtrées, cette étude traite 33
configurations distinctes par sujet et par classifieur. Pour chacune de ces configurations d’ACP,
l’espace propre associé étant le même pour chaque sujet et ne contenant pas de données à carac-
tère privé, il présente l’avantage majeur de pouvoir être conservé localement dans la mémoire du
système, et cela en conformité avec les exigences de la CNIL.
4.2.1.3/ Classifieurs employe´s
Après l’extraction de caractéristiques des images prétraitées, les vecteurs résultants sont utilisés
par un classifieur pour effectuer soit un apprentissage, soit une prédiction de classe (authenti-
fication). Lors de la phase d’entraînement, les classifieurs utilisent une matrice contenant, pour
chaque classe, les vecteurs de caractéristiques des visages dédiés à l’apprentissage, auxquels est
associé un vecteur contenant les "labels" des classes pour chacun d’eux. Ici, avec deux classes et
40 images par classe (X = nombre d’échantillons = 2x40 = 80), cette matrice d’apprentissage est
de dimension 80xλ (Xxλ) et le vecteur des labels est composé de 80 éléments (un label par image).
Dans cette étude, deux classifieurs sont comparés : les Forêts Aléatoires (RF - Random Forest) et
les Séparateurs à Vastes Marges (SVM - Support Vector Machine). Pour chaque sujet et à partir de
chaque configuration d’ACP, ces classifieurs partagent la même matrice d’apprentissage ainsi que
les mêmes échantillons de tests. Pour chacun de ces classifieurs, les paramètres d’apprentissage,
détaillés dans les tableaux 4.1a et 4.1b, ont été utilisés pour l’intégralité de l’étude.
Les SVM, en apprentissage automatique, utilisent donc un noyau RBF, et les valeurs optimales
des paramètres C et γ sont sélectionnées à chaque apprentissage parmi une grille de valeurs. La
plage de valeurs correspondant à cette grille a été fixée au préalable après un certain nombre de
tests sur nos données. L’apprentissage automatique est effectué via une validation croisée d’ordre
5 et le critère d’arrêt est fixé sur l’erreur .
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Pour les RF, seuls les critères d’arrêt de la croissance d’un arbre et de l’apprentissage ont été fixés
(l’erreur OOB ainsi que les limites du nombre de branches et de leur profondeur). Le nombre de
vecteurs de caractéristiques aléatoirement sélectionnés pour créer un arbre est définit comme étant
la racine du nombre de vecteurs d’apprentissage.
SVM
C Grille : [2−1 ; 28]
γ Grille : [2−30 ; 2−10]
 0,001
Validation croisée K-fold : 5
(a) Paramètres d’apprentissage des SVM
RF
Random vectors
√
X
Max trees 150
Max depth 4
Out Of Bag error 0,001
(b) Paramètres d’apprentissage des RF
Table 4.1 – Paramètres d’apprentissage des classifieurs utilisés
4.2.1.4/ Re´sume´ des protocoles mis en œuvre
Cette étude présente de nombreuses étapes que ce soit pour l’apprentissage ou la phase de test
des classifieurs pour l’authentification de visages. Certaines de ces étapes (à savoir le filtrage des
images de visages, la création de l’espace de visages (ACP), la réduction de la quantité d’informa-
tion biométrique et l’apprentissage) sont étudiées sous différentes configuration. Afin de faciliter
la compréhension de ces différents paramétrages, nous proposons de les résumer sous la forme de
trois schémas : création de l’espace de visage (ACP), apprentissage des classifieurs et évaluation.
Base ORL
400 images
Filtrage ACP
Type de filtre
Aucun
Sobel
TanTriggs
F = 
Contribution du filtre
Si F ≠ Aucun : 
β = {20;40;60;80;100} 
Stockage sur 
plateforme 
d’exécution
(F ; β)
Seuil ACP
𝜏 = {90 ; 70 ; 50} 
( 𝜏 )
Img Img(F, β) ACP(F, β,𝜏 )
ACP(F, β,𝜏 ) : Espace propre “réduit” de visages
➢ 1 espace par configuration [ F ; β ; 𝜏 ]
➢ 33 configurations possibles 
➢ 33 espaces de visages
N
ot
e
Figure 4.7 – Protocole de création de l’espace de visage par l’ACP
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Base Le2i 
(apprentissage)
40 images/Sujet - 11 sujets
Type de filtre
Aucun
Sobel
TanTriggs
F = 
Contribution du filtre
Si F ≠ Aucun : 
β = {20;40;60;80;100} 
Filtrage
(F ; β)
Espace de visage
ACP(F, β,𝜏 )
𝜏 = {90 ; 70 ; 50}
Projection
( F ; β ; 𝜏 )
Img(F, β)
Model(i, C, F, β,𝜏 ) : Modèle biométrique du sujet(i)
➢ 1 modèle par configuration [ F ; β ; 𝜏 ] et par sujet(i)
➢ 33 configurations possibles, 2 classifieurs et 11 sujets
➢ 726 modèles de classification
N
ot
e
Base LFW 
(apprentissage)
Base Face 94 
(apprentissage)
Base (Le2i - Sujet(i)) 
(apprentissage)
40 images/Sujet - 11 sujets
Personnes à enrôler
Personnes à refuser
Filtrage
(F ; β)
Classification
( C = SVM / RF )
Projection
( F ; β ; 𝜏 )
Img(F, β)
- Vecteurs de caractéristiques
- Etiquette : 0 
 
- Vecteurs de caractéristiques
- Etiquette : 1 
 
Img(Sujet(i))
Réduction de la 
taille de stockage 
Stockage sur carte RFID
(< 8 Ko)
Model(i, C, F, β,𝜏 )
Img(Refusés(i))
Figure 4.8 – Protocole d’apprentissage des classifieurs
Espace de visage
ACP(F, β,𝜏 )
𝜏 = {90 ; 70 ; 50}
Base Le2i 
(test)
1000 images/Sujet - 11 sujets
Type de filtre
Aucun
Sobel
TanTriggs
F = 
Contribution du filtre
Si F ≠ Aucun : 
β = {20;40;60;80;100} 
Filtrage
(F ; β)
Projection
( F ; β ; 𝜏 )
Img(F, β)
Evaluation des performances 
➢ 1 évaluation par modèle
➢ Métriques calculées : Justesse, Précision, Spécificité, Sensibilité
➢ Performances : moyenne des métriques sur les 11 sujets pour chaque 
configuration 
N
ot
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Base LFW 
(test)
Base Face 94 
(test)
Base (Le2i - Sujet(i)) 
(test)
1000 images/Sujet - 11 sujets
Personnes autorisées
Personnes non autorisées
Filtrage
(F ; β)
Prédiction
Classe positive
Projection
( F ; β ; 𝜏 )
Img(F, β)
Vecteurs de 
caractéristiques Img(Sujet(i))
Img(Refusés(i))
Modèle biométrique
Model(i, C, F, β,𝜏 )
C = {SVM ; RF }
Prédiction
Classe négative
Vecteurs de 
caractéristiques 
Evaluation du 
modèle
Classe prédite 
Classe prédite 
Vérité de terrain
étiquette = {0 ; 1}
Figure 4.9 – Protocole de test et d’évaluation des classifieurs
4.2.2/ Re´sultats et analyse
Les classifieurs ont été entraînés suivant les protocoles exposés précédemment. Un espace de vi-
sage a été créé pour chaque configuration de filtre et de seuil de l’ACP. Afin de faciliter la com-
préhension des résultats, le tableau 4.2 présente le nombre de valeurs propres conservées (λ) pour
chacune de ces 33 configurations, ainsi que le pourcentage que ce nombre représente par rapport
au total de valeur propre (N = 400, correspond au nombre d’images utilisées pour créer l’espace
propre). L’analyse du tableau 4.2 permet de remarquer que sans utilisation de filtre (ligne "pas de
filtrage") le seuillage du nombre de valeurs propres est très efficace pour réduire les dimensions
de l’espace propre. Afin d’expliquer l’influence du seuillage sur le nombre de valeurs propres de
l’espace de visage, la figure 4.10 illustre par une courbe l’évolution du cumul de la contribution
des valeurs propres de l’espace de visage créé avec des images non filtrées. Cette courbe met en
évidence le nombre de valeurs propres nécessaires afin de représenter une certaine quantité (seuil
de l’ACP) du cumul des contributions de toutes les valeurs propres.
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Filtre ACP 90% ACP 70% ACP 50%
λ λ/N [%] λ λ/N [%] λ λ/N [%]
Pas de filtrage 112 28 22 5 7 2
Sobel, β = 20 128 32 25 6 7 2
Sobel, β = 40 174 43 45 11 11 3
Sobel, β = 60 221 55 85 21 29 7
Sobel, β = 80 240 60 108 27 45 11
Sobel, β = 100 240 60 109 27 46 11
TanTriggs, β = 20 168 42 40 10 10 2
TanTriggs, β = 40 224 56 80 20 22 5
TanTriggs, β = 60 266 66 130 32 55 14
TanTriggs, β = 80 290 72 165 40 87 22
TanTriggs, β = 100 299 75 178 44 99 25
Table 4.2 – Nombre de valeurs propres conservées (λ) après seuillage de l’ACP : L’ajout de
filtres limitant l’influence de la variabilité des classes (luminance, etc) induit une augmentation
du nombre de vecteurs propres nécessaires pour représenter une inerte donnée.
λ = 112
τ =90 %
λ = 22
τ =70 %
λ = 7
τ =50 %
λ = 299
τ =90 %
λ = 178
τ =70 %
λ = 99
τ =50 %
λ = 240
τ =90 %
λ = 109
τ =70 %
λ = 46
τ =50 %
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Figure 4.10 – Courbe du cumul des contributions des valeurs propres selon leur ordre décrois-
sant, avec les trois seuils d’ACP étudiés, dans les cas où les images ne sont pas filtrées, filtrées
totalement avec Sobel et filtrées totalement avec TanTriggs
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Tronquer le nombre de valeurs propres à 90% du cumul de leur contribution totale réduit donc
le nombre d’éléments de 400 (N) à seulement 112 (28% de N) dans le cas des images non fil-
trées. Le nombre de valeurs propres conservées chute ensuite très rapidement avec des seuils plus
restreints : considérer 70% de l’information fournie par ces valeurs/vecteurs propres permet de
s’affranchir de 90 éléments supplémentaires et on remarque que les 7 premières valeurs propres
(2% de N) suffisent à représenter à elles seules 50% de l’information. Les vecteurs propres as-
sociés aux plus grandes valeurs propres représentent des caractéristiques générales des visages
(basses fréquences), et ceux associés aux plus petites représentent des caractéristiques plus pré-
cises (hautes fréquences). Les filtres choisis réduisent les basses fréquences de l’image tout en
augmentant la contribution des hautes fréquences. Ces nouvelles caractéristiques issues de l’ACP
avec les images filtrées ne représentent donc pas l’information de la même manière que celles
provenant des images non filtrées. Par conséquent, pour un seuil donné, l’utilisation d’un filtre
requiert nécessairement plus de vecteurs propres pour représenter la quantité d’information des-
criptive correspondant à ce seuil.
Dans la suite de cette section, les résultats présentés considèrent directement la classe prédite par le
classifieur : aucun seuil n’est appliqué sur les scores associés aux prédictions des classifieurs. Par
conséquent, la représentation conventionnelle du couple sensibilité/spécificité par une courbe ROC
n’est pas traitée ici. Cependant, une telle représentation de nos résultats est disponible dans la pre-
mière formalisation de nos travaux [218]. Les valeurs de sensibilité, de spécificité et de précision
de chaque classifieur pour chaque configuration, sont donc présentés dans les tableaux 4.3 et 4.4.
Une série de graphiques, figure 4.11, représente ensuite la justesse d’authentification des modèles
en correspondance avec les tailles de stockage mesurées d’une part directement après l’appren-
tissage, et d’autre part après leur réduction, comprenant une étape de réduction de précision des
paramètres des classifieurs suivie d’une compression de ces derniers. Pour chaque configuration,
ces résultats représentent une moyenne des 2000 prédictions (1000 par classe) sur chacun des 11
sujets testés (soit 22000 prédictions).
Afin d’observer rapidement les informations importantes des tables 4.3 et 4.4, certaines valeurs
ont été mises en couleur. Le bleu représente les meilleures valeurs et le rouge les moins bonnes,
parmi les deux types de filtres et les trois seuils d’ACP. Les valeurs en gras pour chaque couleur
représentent les extrêmes pour chaque seuil d’ACP sans distinction du type de filtre.
On observe tout d’abord que l’utilisation du filtre de TanTriggs donne à la fois les meilleurs ré-
sultats ainsi que les moins bons, selon la valeur de β. Cependant, on peut noter que les résultats
des deux filtres sont proches. Pour un seuil donné d’ACP, quel que soit le type de filtre, on re-
marque également que la différence entre les deux valeurs extrêmes d’une métrique d’évaluation
est toujours inférieure à 11%. Les hautes valeurs de spécificité des RF (supérieures à 90%) nous
indiquent que le système possède de bonnes capacités à "détecter" les personnes non autorisées
(peu de faux positifs). Les valeurs de sensibilité des RF, plus faibles ici (inférieures à 90%), in-
diquent que le système aura plus de difficultés à reconnaitre la personne autorisé (quelques faux
négatifs). Cependant, la sensibilité étant supérieure à 80%, nous pouvons établir que les capacités
du système restent convenables. Pour finir, les valeurs de la précision des RF nous montrent que,
parmi toutes les personnes acceptées par le classifieur, très peu font parties des faux positifs.
En comparaison, les valeurs de sensibilité des SVM sont plus proches des 90%, et les valeurs de sa
spécificité ainsi que sa précision sont légèrement supérieures à celles des RF. Les SVM permettent
donc d’obtenir un système avec moins de faux positifs et de faux négatifs. Dans les deux cas, le
système peut donc être considéré comme étant restrictifs, en terme de sécurité, ce qui convient
parfaitement au contexte de notre application.
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L’observation des plus hautes valeurs du tableau nous donne une indication quant au comportement
du système relativement au seuil d’ACP et à la contribution β du filtre utilisé. En effet, diminuer le
seuil d’ACP implique nécessairement d’augmenter la contribution β du filtrage afin de conserver
des résultats optimaux. Cette remarque est confirmée par l’étude de la justesse, présentée dans les
graphes de la figure 4.11 suivant la présentation des résultats de réduction de la taille de stockage.
Filtre ACP - 90% ACP - 70% ACP - 50%
Se. Sp. Pr. Se. Sp. Pr. Se. Sp. Pr.
Pas de filtrage 86,9 95,5 95,1 83,9 94,1 92,4 79,9 84,9 84,1
Sobel, β = 20 87,3 96,1 95,7 83,9 93,1 92,4 77,3 89,6 88,2
Sobel, β = 40 86,1 95,0 94,5 86,0 94,5 94,0 75,6 92,0 90,4
Sobel, β = 60 84,8 94,7 94,1 83,9 95,0 94,4 78,5 92,9 91,7
Sobel, β = 80 83,0 94,5 93,8 79,5 95,8 94,9 73,7 94,2 92,7
Sobel, β = 100 81,2 94,4 93,5 72,9 94,1 92,5 70,1 95,1 93,5
TanTriggs, β = 20 88,4 96,8 96,5 84,5 94,7 94,1 81,6 91,6 90,7
TanTriggs, β = 40 88,0 96,4 96,1 87,9 95,4 95,0 82,0 93,2 92,4
TanTriggs, β = 60 86,9 95,8 95,4 87,3 95,0 94,5 86,3 94,8 94,4
TanTriggs, β = 80 85,9 95,8 95,3 86,4 94,4 93,9 83,5 95,5 94,9
TanTriggs, β = 100 82,3 94,4 93,7 77,7 92,9 91,7 79,0 91,0 89,8
Table 4.3 – Sensibilité (Se.), spécificité (Sp.) et précision (Pr.) moyennes (en pourcent) des SVM
selon chaque configuration (type de filtre et contribution β) et de seuil d’ACP (τ)
Filtre ACP - 90% ACP - 70% ACP - 50%
Se. Sp. Pr. Se. Sp. Pr. Se. Sp. Pr.
Pas de filtrage 81,0 94,1 93,2 76,2 91,9 90,4 72,3 84,0 81,9
Sobel, β = 20 82,5 94,7 94,0 78,1 92,2 90,9 75,6 87,1 85,4
Sobel, β = 40 81,3 93,6 92,7 81,0 92,4 91,4 81,3 89,0 88,1
Sobel, β = 60 80,6 93,3 92,4 80,3 91,4 90,3 82,2 89,3 88,5
Sobel, β = 80 80,0 92,7 91,6 79,7 90,8 89,7 78,6 89,7 88,4
Sobel, β = 100 79,2 92,5 91,4 79,1 89,9 88,6 71,3 92,5 90,5
TanTriggs, β = 20 83,1 93,9 93,2 80,0 92,0 90,9 78,7 87,5 86,3
TanTriggs, β = 40 82,8 93,8 93,1 81,5 92,7 91,8 81,0 91,0 90,0
TanTriggs, β = 60 81,7 93,1 92,2 81,0 92,8 91,9 82,2 92,9 92,0
TanTriggs, β = 80 80,2 92,2 91,2 78,6 92,4 91,2 80,6 93,2 92,2
TanTriggs, β = 100 74,9 90,9 89,2 73,7 87,9 86,0 76,4 86,6 85,1
Table 4.4 – Sensibilité (Se.), spécificité (Sp.) et précision (Pr.) moyennes (en pourcent) des RF
selon chaque configuration de filtrage (type de filtre et contribution β) et de seuil d’ACP (τ)
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Il a été démontré, lors de nos premières expérimentations portant sur la compression de ces clas-
sifieurs [218] (comparaison des algorithmes de compression en annexe B.1), que l’algorithme
"BZip2" permet de réduire le plus efficacement les SVM et les RF, et ceci de manière réversible,
parmi les différentes techniques de compression sans perte étudiées ("BZip2", "LZMA", "Deflate"
ou encore "PPMd" ). Les ratios de compression résultants de l’algorithme BZip2, illustrés par la
table 4.5, atteignent 69,75% en moyenne sur les SVM et 97,87% pour les RF. L’écart entre ces
deux valeurs démontre une plus grande difficulté de l’algorithme à compresser les informations du
modèle SVM. Cette différence s’explique de par la structure des données résultant de l’apprentis-
sage : les paramètres de classification sont stockés dans un fichier texte suivant la syntaxe "xml"
mais ne traduisent pas le même type d’informations (échantillon de ces fichiers disponibles en
annexe A.1.3). En effet, les SVM sont composés des coordonnées des différents vecteurs supports
dont la dimension est liée à celle des données d’entrées (nombre de valeurs propres conservées)
et la quantité dépend de difficulté à séparer les deux classes (répartition des caractéristiques bio-
métriques). En comparaison, les RF sont composés d’un plus grand nombre de structures fixes
(en-tête, en-queue, etc) introduisant chacune les paramètres et les nœuds de chaque arbre.
Il est possible de réduire encore la taille de stockage via une étape supplémentaire, entre l’appren-
tissage et la compression, consistant à modifier le nombre de décimales des paramètres sauvegar-
dés par les classifieurs. En effet, ces paramètres possèdent une précision sur 8 décimales pour les
SVM et 16 pour les RF. Une telle précision n’est pas nécessaire pour conserver une justesse d’au-
thentification acceptable, la taille de stockage étant une de nos contraintes principales. A partir
de ce constat, nous proposons de tronquer ces paramètres à seulement 4 décimales. Les résultats,
illustrés par la table 4.5, montrent qu’une telle réduction de la précision décimale permet de réduire
la taille de stockage initiale (avant compression) de 30,88% pour les SVM et de seulement 2,54%
pour les RF. Cette différence s’explique une nouvelle fois par la structure des données de ces mo-
dèles de classification. Ces chiffres traduisent bien une réduction des données mais à un taux plus
faible que la compression seule. En revanche, la combinaison de cette Réduction de Précision de
Paramètres (RPP) avec la compression BZip2 réduit encore plus efficacement la taille finale du
classifieur, jusqu’à 37% supplémentaires en moyenne en comparaison avec la taille résultant de la
compression BZip2 seule (e.g taille originale : 617Ko ; Taille après compression : 13Ko [-97,9%
par rapport à la taille originale] ; RPP+BZip2 : 8Ko [-36,5% par rapport à la taille après la com-
pression seule]). En d’autres termes, la compression appliquée après la RPP donne, par rapport à
la taille originale, des taux de réduction de 81,12% pour les SVM et de 98,57% pour les RF.
Classifieur RPP BZip2 seule RPP+BZip2
RF 2,54 % 97,87 % 98,57 %
SVM 30,88 % 69,75 % 81,12 %
Table 4.5 – Ratio de réduction de la taille de stockage des modèles de classification par rapport à
leur taille originale selon différentes techniques
Considérant toutes les configurations de l’étude et les tailles de stockage présentes sur les graphes
de la figure 4.11, les tailles de stockages extrêmes des SVM décroissent donc de [2 Ko ; 100 Ko]
avec la compression seule (non représentée) à [1 Ko ; 66 Ko] avec la RPP+Bzip2, tandis que les
RF diminuent de [5 Ko ; 16 Ko] à [3 Ko ; 11 Ko], ce qui représente un gain conséquent pour
notre application. De plus, contre toute attente, les tests réalisés sur les classifieurs résultants nous
ont montré que ce processus complet de réduction de taille de stockage n’a aucun impact sur
la justesse d’authentification. Par conséquent il peut être envisageable de réduire d’avantage la
précision décimale, mais cela n’a pas été considéré par anticipation d’une éventuelle instabilité, la
réduction actuelle étant jugée suffisante.
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(a) Résultats des SVM avec ACP 90%
1
10
100
1000
60%
65%
70%
75%
80%
85%
90%
95%
100%
0 20 40 60 80 100
Ta
ill
e 
de
 st
oc
ka
ge
 [K
o]
Ju
st
es
se
 d
'a
ut
he
nt
ifi
ca
tio
n
Contribution de filtrage (β)
(b) Résultats des RF avec ACP 90%
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(c) Résultats des SVM avec ACP 70%
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(d) Résultats des RF avec ACP 70%
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(e) Résultats des SVM avec ACP 50%
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(f) Résultats des RF avec ACP 50%
Figure 4.11 – Justesse et tailles de stockage des SVM et RF selon les seuils d’ACP et le filtrage
La justesse d’authentification est similaire entre nos deux classifieurs. Cependant, on peut obser-
ver que les SVM donnent de meilleurs résultats avec une justesse maximale d’environ 93% contre
environ 89% pour les RF. La taille de stockage des modèles est à la fois impactée par leur struc-
ture de données (affecte les performances de compression) et par le nombre de valeurs propres
conservées. La diminution de leur nombre réduit non seulement la taille de stockage des SVM,
mais également légèrement leur justesse. En comparaison, ce seuillage d’ACP augmente très lé-
gèrement la taille de stockage des RF tandis que leur justesse diminue de la même manière que les
SVM. De plus, pour chaque nouvelle réduction du nombre de valeurs propres, on remarque que le
maximum de justesse est obtenu pour une plus grande valeur de β (quel que soit le filtrage). Il y a
donc un compromis à considérer quant au nombre de valeurs propres à conserver afin de maintenir
des performances d’authentification optimales.
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Pour les faibles valeurs de β, quand le nombre de valeurs propres diminue, il n’y a plus assez de
caractéristiques de visages pour distinguer les deux classes de manière idéale. Par conséquent, les
valeurs optimales de justesse d’authentification sont obtenues pour des valeurs supérieures de β,
induisant une augmentation du nombre de valeurs propres conservées comme le montre la table
4.2. En revanche, il est important de noter que cette diminution n’excède pas 10% de justesse.
La table 4.6 résume les différentes configurations répondant à nos contraintes de tailles de stockage
(modèle < 8 Ko), pour lesquelles les modèles donnent lieu à des résultats que nous considérons
acceptables, c’est à dire avec des valeurs de sensibilité, spécificité, précision et justesse supérieures
à 80%. Sur les 66 configurations évaluées, seules 23 correspondent à nos contraintes. Les valeurs
extrêmes de chaque classifieurs sont colorées de la même manière que les tables précédentes. Il
est notable que les valeurs voisines de ces extrémums sont relativement proches. On peut donc
observer un gain conséquent en taille de stockage pour une légère réduction des performances.
Classifieur ACP Filtre Se. [%] Sp. [%] Pr. [%] Ju. [%] Taille [Ko]
SVM 70 % Pas de filtrage 83,9 93,1 92,4 88,5 3,4
SVM 70 % Sobel, β = 20 84,9 94,0 93,4 89,4 4,2
SVM 70 % Sobel, β = 40 86,0 94,5 94,0 90,3 7,5
SVM 70 % TanT, β = 20 84,5 94,7 94,1 89,6 5,2
SVM 50 % TanT, β = 20 81,6 91,6 90,7 86,6 1,9
SVM 50 % TanT, β = 40 82,0 93,2 92,4 87,6 3,5
RF 90 % Pas de filtrage 81,0 94,1 93,2 87,6 5,3
RF 90 % Sobel, β = 20 82,5 94,7 94,0 88,6 5,4
RF 90 % Sobel, β = 40 81,4 93,6 92,7 87,5 5,1
RF 90 % Sobel, β = 60 80,6 93,3 92,4 86,9 7,5
RF 90 % TanT, β = 20 83,1 93,9 93,1 88,5 4,3
RF 90 % TanT, β = 40 82,8 93,8 93,0 88,3 5,3
RF 90 % TanT, β = 60 81,7 93,1 92,2 87,4 4,9
RF 90 % TanT, β = 80 80,2 92,2 91,2 86,2 7,1
RF 70 % Sobel, β = 40 81,0 92,4 91,4 86,7 5,7
RF 70 % Sobel, β = 60 80,3 91,4 90,3 85,9 5,1
RF 70 % TanT, β = 40 81,5 92,7 91,8 87,1 5,2
RF 70 % TanT, β = 60 81,0 92,8 91,9 86,9 4,8
RF 50 % Sobel, β = 40 81,3 89,0 88,1 85,2 5,2
RF 50 % Sobel, β = 60 82,2 89,3 88,5 85,8 6,0
RF 50 % TanT, β = 40 81,0 91,0 90,0 86,0 5,4
RF 50 % TanT, β = 60 82,2 92,9 92,0 87,5 5,1
RF 50 % TanT, β = 80 80,6 93,2 92,2 86,9 5,7
Table 4.6 – Résultats des modèles de ML classique correspondant à nos contraintes
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4.3/ Apprentissage profond : re´seaux ultra-le´gers
De par sa place grandissante dans l’état de l’art et l’intérêt qu’il suscite, nous avons choisi de com-
parer les travaux précédents au "Deep Learning" et plus précisément aux réseaux de convolutions
(CNN - "Convolutional Neural Network"). Plus récents que les méthodes précédentes, plus effi-
caces mais également plus gourmands en ressources, ils nécessitent une capacité de stockage lar-
gement supérieure aux méthodes classiques (dizaine voire centaine de mégaoctets). Contrairement
à ces dernières, les CNN intègrent directement une partie détection et extraction de caractéristiques
de par leurs nombreuses couches cachées ("hidden layers") mettant en œuvre des convolutions en
cascade. Cette approche particulièrement efficace pour un grand nombre d’applications présente
cependant quelques difficultés dans sa mise en œuvre. En particulier la phase d’apprentissage qui
apparait comme particulièrement critique dans sa préparation et sa réalisation. En effet, elle re-
quiert une quantité très importante d’images annotées pour généraliser l’aspect visuel d’une classe
(millions d’images), dont l’obtention ou la réalisation n’est pas toujours aisée en fonction des
applications. De plus, les ressources matérielles conséquentes ainsi que la durée nécessaire à la
convergence de la phase d’apprentissage (dizaines voire milliers d’heures de calculs) peuvent éga-
lement représenter un frein à la mise en œuvre des CNNs.
Nous avons alors considéré le "Transfert Learning" [219] qui représente dans l’état de l’art une
alternative intéressante à cette phase d’apprentissage "classique" des CNN. Cette technique per-
met d’utiliser un réseau CNN pré-entraîné dans un contexte donné et de le spécialiser dans une
nouvelle tâche spécifique en effectuant un nouvel entraînement de ses dernières couches pour
de nouvelles classes, après avoir "gelé" ses couches cachées ("frozen hidden layers", utilisées en
tant que détecteurs de caractéristiques). L’apprentissage nécessite par conséquent beaucoup moins
d’images et de temps. Une étude complémentaire et similaire au Machine Learning classique est
donc proposée, avec pour but, en appliquant le "Transfer Learning" sur des CNN pré-entraînés
très légers, de confronter les aptitudes du "Deep Learning" à celles des méthodes exploitées pré-
cédemment et d’observer d’éventuelles limitations du "Transfer Learning". Nous considérons des
réseaux comme étant légers lorsque leur nombre de paramètres (donnant une indication sur la
taille de stockage nécessaire au réseau) est inférieur à 5.106 et la quantité d’opérations ("MACs" -
"Memory Access Cost" ou "Multicply and ACcumulates", indiquant la vitesse de fonctionnement
du réseau) est inférieure à 300 × 106. Cette étude met en évidence les performances intrinsèques
de cette méthode en terme de qualité de décision mais aussi en considérant la taille du modèle à
stocker pour respecter les contraintes liées à notre application.
4.3.1/ Mise en œuvre
4.3.1.1/ Transfer Learning et re´seaux "le´gers" dans la litte´rature
Le transfer learning permettant de ré-entraîner un réseau tout en conservant ses aptitudes de dé-
tection, il est nécessaire de sélectionner soigneusement le réseau de base. En effet, afin de corres-
pondre à nos contraintes, le réseau doit être léger (peu de paramètres et d’opérations) mais présen-
ter l’avantage d’avoir appris à détecter des caractéristiques soit très proches de nos nouvelles don-
nées, soit extrêmement variées afin d’être en capacité de construire une carte de caractéristiques au
plus proche de nos besoins. Le nombre d’objets connectés grandissant, l’intégration d’intelligence
embarquée est devenue fondamentale, motivant donc la recherche dans cette direction. De nou-
veaux réseaux toujours plus légers voient alors le jour et certains correspondent potentiellement à
nos attentes, comme "MobileNets", "SqueezeNet" [220], "Shuﬄenet" [221], "PeleeNet" [222], ou
encore "EffNet" [223], tous entraînés à partir du challenge "ImageNet" [224]. Nous proposons ici
de ré-entraîner les CNN "MobileNets" dans leur version 1 [225] et version 2 [226]. Ces réseaux
sont dédiés à une utilisation embarquée sur smartphones. Entraînés à l’origine à la reconnaissance
d’objets très divers, aux travers de 1000 classes à partir de millions d’images pour le challenge
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ImageNet, leurs couches cachées sont capables de détecter des caractéristiques très variées et donc
ces réseaux sont facilement réutilisables pour des tâches très différentes.
La particularité de MobileNet est de remplacer les convolutions conventionnelles par de nouvelles
appelées "Depthwise Separable Convolutions". Une convolution standard filtre les données d’en-
trées via une fenêtre glissante sur tous les canaux simultanément et combine les résultats en une
nouvelle série de données. Avec un but identique, les convolutions "depthwise separable" divisent
ces étapes en deux couches distinctes : une convolution appelée "depthwise" suivie d’une convo-
lution 1x1 appelée "pointwise". Cette factorisation permet de grandement réduire le nombre de
calculs et la taille du modèle. L’annexe A.2.2 présente de plus amples précisions sur ces convolu-
tions, ainsi que sur les architectures des réseaux MobileNet dans leur versions 1 et 2.
Soit M le nombre de canaux d’entrée d’une couche de convolution ("input depth", 3 pour une
image couleur, dépend de la couche précédente pour une "feature map"), N le nombre de filtres
(et donc nombre de canaux de sortie - "ouput depth") et DK la taille du noyau de convolution.
En considérant un pas de un pixel, le nombre de multiplications d’une convolution "depthwise
separable" est définit par [DF .DF .M.(N + DK .DK)], et [DF .DF .M.N.DK .DK] définit le nombre de
multiplications pour une convolution standard, où DF correspond à la taille de l’image traitée. On
observe bien que les convolutions "depthwise separable" sont moins coûteuses en ressources. Les
réseaux MobileNet utilisent des convolutions "depthwise" de taille DK = 3.
Bien que les deux versions de base de MobileNet soient déjà très légères, l’utilisation grandissante
de l’intelligence artificielle embarquée, comme dans nos smartphones, requiert des modèles tou-
jours plus légers et rapides. Afin de construire à partir de MobileNet ces réseaux plus légers et
moins gourmands en puissance de calcul, deux paramètres, α et ρ, ont été introduits [225].
Appelé "facteur de largeur" ("width multiplieur"), le paramètre α permet d’affiner uniformément
le réseau à chaque couche, ce qui réduit les calculs nécessaires et le nombre de paramètres par
approximativement α2. Pour une couche et un paramètre α donnés, le nombre de canaux d’entrée
"M" devient "α.M" et le nombre de canaux de sortie "N" (nombre de filtres) devient "α.N", avec
α ∈ ]0; 1]. Différentes valeurs de ce paramètres ont été définies : {1 ; 0,75 ; 0,5 ; 0,35/0,25 1}. Le
réseau original correspond donc à α = 1 et les réseaux réduits à α < 1.
Le second paramètre, appelé facteur de résolution ("resolution multiplier"), permet également de
réguler le nombre de calculs nécessaires. Appliqué aux images d’entrée, la constitution interne de
chaque couche est ensuite réduite par ce même facteur ρ (∈ ]0, 1]), ce qui a pour effet de réduire les
besoins en calculs d’environ ρ2. Le coût calculatoire d’une convolution depthwise separable (pour
MobileNet v1), prenant en compte les paramètres α et ρ est alors de [ρ2.D2F .α.M.(α.N + D
2
K)].
Différentes valeurs de ρ ont été définies de manière à implicitement correspondre à certaines di-
mensions d’images d’entrées : {224 ; 192 ; 160 ; 128 ; 96 2}. Le réseau original correspond donc à
ρ = 1, et les réseaux réduits à ρ < 1. Le tableau 4.7 récapitule brièvement les caractéristiques de
ces réseaux. On y retrouve les deux versions de MobileNet ainsi que leurs différentes déclinaisons
en réseaux réduits de par les variations des paramètres α et ρ. Permettant avant tout de moduler la
vitesse et l’encombrement au niveau stockage selon les besoins, ces paramètres ont évidemment
un impact sur les performances prédictives des réseaux.
1. 0,35 : Seulement MobileNet v2 ; 0,25 : Seulement MobileNet v1
2. Seulement pour MobileNet v2
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Réseaux disponibles MACs Paramètres Justesse [%] Taille [Mo]
v1_0.25_128 14.106 0,47.106 41,5 2,00
v1_0.25_160 21.106 0,47.106 45,5 2,00
v1_0.25_192 34.106 0,47.106 47,7 2,00
v1_0.25_224 41.106 0,47.106 49,8 2,00
v1_0.50_128 49.106 1,34.106 56,3 5,20
...
v1_1.0_224 569.106 4,24.106 70,9 16,70
v2_0.35_96 11.106 1,66.106 45,5 6,60
v2_0.35_128 20.106 1,66.106 50,8 6,60
v2_0.35_160 30.106 1.66.106 55,7 6,60
v2_0.35_192 43.106 1.66.106 58,2 6,60
v2_0.35_224 59.106 1,66.106 60,3 6,60
v2_0.50_96 32.106 1,96.106 57,7 7,75
...
v2_1.0_224 300.106 3,47.106 71,8 13,76
Table 4.7 – Caractéristiques des réseaux MobileNet v1 [227] et v2 [228] et leurs performances
originales en terme de justesse de reconnaissance d’objet sur les 1000 classes du challenge Ima-
geNet
Ces différentes variantes de réseaux disponibles sont nommées comme suit : "ϑ_α_δ", où ϑ est
la version du réseau, α le facteur de largeur et δ la dimension d’image d’entrée définie par ρ. Ce
tableau confirme le fait que la taille de stockage dépend directement du nombre de paramètres (et
donc de la profondeur du réseau) et la justesse d’authentification dépend du nombre d’opérations
(lui même lié à la taille des images). Hormis la justesse, qui dépend également de la faculté du ré-
seau à discriminer les classes, le nombre d’opérations (MACs) et le nombre de paramètres restent
inchangés après la phase de ré-entraînement. Les contraintes du système sont étroitement liées à
la taille du stockage et aux temps de calculs.
Le transfer learning permettant de spécialiser un réseau pré-entraîné à une tâche spécifique, les
faibles performances de reconnaissance d’objets liées à ces réseaux se verront nécessairement
améliorées et ne font donc pas partie de nos critères de sélection. Bien que leurs tailles de sto-
ckage demeurent excessives vis à vis des contraintes de stockage visées par notre application, les
réseaux les plus légers de chaque version présentent le meilleur compromis et ont donc été choisis,
avec pour chacun les tailles extrêmes d’images d’entrées : v1_0.25_(128/224), v2_0.34_(128/224).
L’apprentissage original des réseaux sélectionnés donne respectivement 41,5 %, 49,8 %, 50,8 % et
60,3 % de justesse pour la reconnaissance d’objets sur les 1000 classes du challenge ImageNet. En
comparaison, sur le même challenge, la justesse des réseaux connus donne : 71,5% avec 138.106
paramètres pour "VGG16" [229], 77% avec 60.106 paramètres pour "ResNet v2 101" [230], 80,2%
avec 25.106 paramètres pour "Inception v4" [231], 70,9% avec 5, 2.106 paramètres pour "Shuﬄe-
Net" [221], ou encore 57,5% avec 1, 2.106 paramètres pour "SqueezeNet" [220]. L’objectif est
donc, de par l’application du "Transfer Learning" (ou transfert de connaissances), d’augmenter
cette justesse pour deux nouvelles classes non présentes dans les données d’apprentissage origi-
nales (sujet autorisé et personnes non autorisées).
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4.3.1.2/ Protocoles pour le transfer learning et tests d’authentification
De la même manière que précédemment, l’objectif est d’effectuer une authentification de visages,
par conséquent, un réseau est ré-entraîné par sujet avec deux classes (personne habilitée, personnes
non autorisées). Afin d’exposer les limitations du transfer learning, nous proposons d’entraîner les
réseaux suivant deux configurations différentes : dans un premier temps avec 1000 images par
classe et 40 images par classe dans un second temps (autant que pour les SVM et RF). Le transfer
learning nécessite de considérer un type d’images similaire à celles utilisées par le réseau origi-
nal (dimensions, nombre de canaux, etc). Par conséquent, contrairement aux méthodes classiques
utilisées précédemment, les CNN utilisent des images couleurs sur 3 canaux. Aucun filtrage n’est
appliqué ici, cette tâche étant réalisée par les différentes convolutions de chaque couche. En re-
vanche, chaque image de visage a été également alignée au préalable.
Lors du processus de transfer learning, un certain nombre de paramètres d’apprentissage peuvent
être ajustés afin d’optimiser les performances de classification selon les images d’entrée. Ces pa-
ramètres couvrent entre autres le nombre de boucles d’entrainement (ou itérations d’apprentissage
- Tsteps), le taux d’apprentissage ("learning rate" - LR), la taille des "lots" d’images ("batch")
dédiés à l’apprentissage, à l’évaluation de chaque boucle et à la validation globale. Une étude pré-
liminaire a été réalisée sur ces paramètres et les premiers résultats nous ont permis de fixer la taille
du lot d’apprentissage à 32 images. Afin de garantir la convergence des réseaux, nous avons établi
les relations suivantes entre le LR et le nombre de boucles d’entraînement :LR = 10−σTsteps = 1000.2σ (4.7)
La figure 4.12 donne la sensibilité, la spécificité et la justesse en fonction des différentes valeurs
du learning rate étudiées. Ces valeurs ont été calculées en faisant diminuer graduellement notre
paramètre σ de 5 à 1. En suivant la relation 4.7 établie précédemment, le nombre d’itération
d’apprentissage correspond respectivement à {32000 ; 16000 ; 8000 ; 4000 ; 2000}. Ce graphique
nous montre que les meilleures performances sont données par un learning rate de 0,0001 (σ = 4).
Néanmoins, un compromis doit être trouvé quant à la quantité de calculs. Les performances du
réseau associé au learning rate de 0,001 semblent très proches de ces performances maximales. La
suite de ce manuscrit ne traitera que de la combinaison qui nous a semblé optimale : nous avons
donc fixé le paramètre σ à 3, donnant un learning rate de 0, 001 et 8000 itérations d’apprentissage.
Figure 4.12 – Performances moyennes de MobileNet v1_0.25_128 selon le Learning Rate
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Les réseaux résultants des apprentissages par transfert de connaissances sont ensuite soumis à un
processus de "quantification" ("Quantization process"). Cette quantification (ici de type "rounded
weights") conserve les poids des paramètres du réseau en tant que données au format flottant, mais
les arrondit de telle sorte que le réseau résultant conserve sa taille de stockage tout en contenant
beaucoup plus de séquence d’octets répétitifs. Ainsi, une compression additionnelle du réseau
permet de grandement réduire sa taille de stockage. Contrairement aux SVM et RF, le réseau
sauvegarde ses poids sous forme de "protocole buffer" [232] (mécanisme de Google sérialisant la
structure de données), l’étape de quantification est alors indispensable pour compresser le réseau,
à défaut, un algorithme de compression atteindrait un taux inférieur à 10%. Une étude préliminaire
nous a permis d’observer que, dans le cas du protocole buffer, l’algorithme de compression LZMA
était le plus approprié (cf annexe B.1), que ce soit avec ou sans cette étape de quantification. Les
taux de compression résultants, atteignant environ 76%, sont détaillés dans le tableau 4.8.
Network Quant. LZMA seule Quant. + LZMA
MobileNet v1_025 0% 8,75% 76,27%
MobileNet v2_035 0% 8,24% 75,75%
Table 4.8 – Taux de réduction de la taille des réseaux MobileNet, par rapport à leur taille originale,
après la phase de quantificiation (Quant.), la compression LZMA et la quantification suivie de la
compression LZMA
De la même manière que précédemment, dans une démarche de simplification de la compréhension
des différentes phases de recherche, nous proposons de résumer les étapes de l’étude sous forme
schémas bloc.
Modèle gelé
MobileNet V1_025_128
MobileNet V1_025_224
MobileNet V2_035_128
MobileNet V2_035_224
Transfer 
Learning Quantification
Img(Sujet(i))
Base Le2i 
(apprentissage)
40 images/Sujet - 11 sujets
1000  images/Sujet  
Base LFW 
(apprentissage)
Base Face 94 
(apprentissage)
Base (Le2i - Sujet(i)) 
(apprentissage)
40 images/Sujet - 11 sujets
1000  images/Sujet  
Personnes à enrôler
Personnes à refuser
Réduction de la 
taille de stockage 
Model non 
quantifié
Img(Refusés(i))
RéseauN,Q(V,𝛂,𝛒)      [Q=0] 
RéseauN,Q(V,𝛂,𝛒) : Modèle biométrique du sujet(i)
➢ 1 modèle par configuration [ N ; Q ; V ; 𝛂 ; 𝛒 ] et par sujet(i)
➢ 2 nombres d’images d’apprentissage “N” (40 et 1000), 2 possibilités “Q” (oui ou non), 2 
versions “V” (v1 ou v2), 1 facteur “𝛂”, 2 tailles “𝛒”(128x128 ou 224x224)  et 11 sujets
➢ 176 réseaux au total
N
ot
e
Réseau(V,𝛂,𝛒)
RéseauN,Q(V,𝛂,𝛒)      [Q=0] 
RéseauN,Q(V,𝛂,𝛒)      [Q=1] 
Figure 4.13 – Protocole d’apprentissage des CNN par transfert de connaissances
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Prédiction
Modèle réentraîné
N = 1000 ou 40 images 
V = MobileNet v1 ou v2
Q = Quantifié ou Non
𝛒 =128x128 / 224x224
Base Le2i 
(Test)
1000  images/Sujet
Base LFW 
(Test)
Base Face 94 
(Test)
Base (Le2i - Sujet(i)) 
(Test)
1000  images/Sujet
Personnes à enrôler
Personnes à refuser Evaluation du 
modèle
Vérité de terrain
étiquette = {0 ; 1}
Prédiction
Classe négative
Classe positive
Evaluation des performances 
➢ 1 évaluation par modèle
➢ Métriques calculées : Justesse, Précision, Spécificité, Sensibilité
➢ Performances : moyenne des métriques sur les 11 sujets pour chaque configuration 
N
ot
e
RéseauN,Q(V,𝛂,𝛒) 
RéseauN,Q(V,𝛂,𝛒) 
Img(Sujet(i))
Img(Refusés(i))
Figure 4.14 – Protocole de test et d’évaluation des CNN ré-entraînés
4.3.2/ Re´sultats de l’e´tude
Les résultats des méthodes du transfer learning représentent les comportements des CNN ré-
entraînés, pour chacune des versions de MobileNet choisies. La table 4.9 présente la sensibilité
(Se.), la spécificité (Sp.) et la précision (Pr.) de ces réseaux selon le nombre d’images par classe
lors de l’apprentissage, leur dimension et selon le fait que le réseau ai été quantifié ou non. De la
même manière que pour le Machine Learning classique précédemment, nous n’imposons pas de
seuil sur le score de la prédiction.
Réseau
1000 images par classe 40 images par classe
Se. Sp. Pr. Se. Sp. Pr.
v1_025_128
Non Quantifié
86,0 94,8 94,1 60,7 88,6 83,1
v1_025_224 87,2 95,9 95,3 76,1 85,8 79,2
v2_035_128
Non Quantifié
86,2 96,8 96,2 62,9 89,1 85,2
v2_035_224 89,6 97,2 96,9 76,0 90,1 86,8
v1_025_128
Quantifié
79,5 90,6 90,3 52,1 85,5 81,3
v1_025_224 62,2 88,1 89,7 54,7 83,4 75,0
v2_035_128
Quantifié
77,0 93,5 93,3 46,0 86,7 80,8
v2_035_224 63,5 91,7 92,3 31,9 88,4 63,7
Table 4.9 – Sensibilité (Se.), spécificité (Sp.) et précision (Pr.) moyennes, en pourcent, des ré-
seaux MobileNet selon chaque configuration (version du réseau, dimensions des images et nombre
d’image d’apprentissage)
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Sans quantification des réseaux, ce tableau nous apprend qu’avec 1000 images par classes, les
performances sont similaires à celles du Machine Learning classique pour leurs meilleures confi-
gurations. L’usage du transfert de connaissance rend donc possible une spécialisation d’un CNN
avec très peu d’images, relativement à la quantité conventionnellement attribuée aux les CNNs.
Cependant, l’utilisation de seulement 40 images par classe délivre de moins bonnes performances.
On observe en effet une diminution inférieure à dix points pour la spécificité et jusqu’à vingt points
pour la sensibilité et la précision. Au vu des valeurs de spécificité, on peut affirmer que, comme
pour le Machine Learning classique, nos modèles issus du Deep Learning ont de bonnes capacités
à détecter les intrusions.
Une certaine similitude est à noter en comparant les valeurs des métriques d’authentification ré-
sultant des deux versions de MobileNet sélectionnées. On observe cependant un léger avantage
pour la version 2 de MobileNet, de 1% à 5%. Pour les deux quantités d’images d’apprentissages
étudiées, l’influence d’une taille d’images plus grande (224 × 224 contre 128 × 128) se distingue
par une légère amélioration des performances pour chaque version de MobileNet.
La quantification post-apprentissage des réseaux induit une diminution des résultats sur ces trois
métriques d’évaluation. Une fois quantifiés, les réseaux dénotent également un comportement dif-
férent face aux variations du nombre d’images pour l’apprentissage et de leur taille. En effet, la
diminution de la quantité d’images par classe diminue une nouvelle fois la sensibilité, jusqu’à une
valeur de 50% environ pour les plus faibles valeurs, conservant toutefois une spécificité et une pré-
cision supérieures à 80% en moyenne. Cela traduit une faible capacité à reconnaitre les personnes
autorisées mais une bonne capacité à refuser les intrus. Contrairement aux réseaux non quantifiés,
l’augmentation de taille des images diminue les performances de quelques points, et jusqu’à 17%
pour le cas extrême. Sauf certaines exceptions, la version 2 de MobileNet améliore légèrement les
résultats. On observe cependant des sensibilités très faibles avec 40 images pas classe.
Les figures 4.15a et 4.15b représentent pour chacune des versions de MobileNet choisies, respec-
tivement avant et après leur quantification, l’influence du nombre d’images d’apprentissage et de
taille de ces images sur leur justesse, mise en corrélation avec la taille du modèle.
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Figure 4.15 – Justesse d’authentification et taille des réseaux MobileNet avant et après quantifica-
tion, selon le nombre d’images par classe et leur taille
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Sur ces graphiques, l’impact du nombre d’images d’entrée sur les performances d’authentification
des réseaux est remarquable. En effet, utiliser seulement 40 images par classe fait diminuer de
manière significative la justesse d’authentification des deux réseaux, quelle que soit la taille de
ces images. Les réseaux ré-entraînés sans quantification produisent de meilleurs résultats pour les
images de plus grandes dimensions spatiales, mais une tendance inverse est à noter pour les réseaux
après quantification. La justesse d’authentification de ces réseaux non quantifiés est similaire à
celles des SVM/RF, mais leurs tailles de stockages sont bien plus grandes.
Pour 1000 images par classe de taille 224 × 224, le réseau mobileNet v2 non quantifié atteint 93%
de justesse pour 6767 Ko, et la version 1 du réseau atteint 92% pour 1925 Ko. En comparaison,
pour une justesse proche, les SVM ont une taille de stockage compressée de 11 Ko (68 Ko non
compressés) pour une justesse de 92% (ACP à 70% et filtrage TanTriggs à 40%) et les RF ont
une taille de stockage compressée de 5,3Ko (376 Ko non compressée) avec une justesse de 89%
(ACP à 90% et filtrage de Sobel à 20%). La quantification, nécessaire à la compression, mène à
une diminution beaucoup trop importante de la justesse et des autres métriques d’évaluation. De
plus, les tailles de stockage des réseaux après compression ne sont pas suffisamment réduites pour
répondre à nos contraintes.
Une autre solution permettant de réduire la taille de stockage des réseaux consiste à extraire les
couches de classification. En effet, en ne considérant aucune quantification, les couches cachées
étant gelées et utilisées comme extracteurs de caractéristiques, elles restent identiques quel que
soit le sujet. À partir de ce constat, de la même manière que pour les espaces de visages issu
de l’ACP, sauvegarder ces couches cachées localement et les dernières couches sur la carte sans
contact représente une piste envisageable pour réduire la quantité de mémoire.
Afin de ne représenter que 8 Ko de données, considérant la taille complète des réseaux (1925 Ko
pour Mobilenet v1 et 6767 Ko pour Mobilenet v2), le nombre de paramètres de ces dernières
couches de classification ne doit pas représenter plus 0,42% du nombre de paramètres total pour
MobileNet v1 (ou 1,7% pour le réseau quantifié), et 0,12% pour MobileNet v2 (ou 0,49% pour le
réseau quantifié). Hors, d’après Howard et.al [225], tableau 4.10, les dernières couches de classi-
fication réseau complet (MobileNet v1_1.0_224) représentent 24,33% du nombre de paramètres
total, ce qui correspond à 468 Ko. Sur le même principe et d’après la documentation du framework
Deep Learning "Keras" 3, les couches de classification du modèle MobileNet v1_025 représentent
60% des paramètres du réseau et les couches de classification du modèle MobileNet v2_035
représentent 76,5% des paramètres du réseau. Par conséquent, cette méthode de réduction ne
pourra pas permettre d’obtenir moins de 8 Ko de données biométriques par personne.
Type MACs Paramètres
Conv 1x1 94,86 % 74,59 %
Conv dw 3x3 3,06 % 1,06 %
Conv 3x3 1,19 % 0,02 %
Fully Connected 0,18 % 24,33 %
Table 4.10 – Ressources occupées par couche pour MobileNet v1_1.0_224 [225]
3. Documentation GitHub de Keras : "Keras-Team/Keras Applications"
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4.4/ Analyse des re´sultats
Dans la littérature, pour la reconnaissance ou l’authentification de visages, les CNN sont utili-
sés soit en tant que détecteur de caractéristiques et classifieur, soit en tant que seul extracteur
de caractéristiques (de la même manière que l’ACP), la phase de classification étant assurée par
une méthode additionnelle (SVM, distance euclidienne, modèle Bayesien ...). Le but de ce mode
d’utilisation est de créer un modèle optimisant la répartition des données d’apprentissage, sépa-
rant au mieux les classes et minimisant la variance interclasse. Ainsi, en utilisant un classifieur
très simple, les caractéristiques de nouvelles images de visages sont générées par le réseau et une
classification rapide peut être effectuée. Ces CNNs, bien plus robustes aux diverses perturbations
d’acquisition, nécessitent néanmoins toujours des millions d’images ainsi que des centaines voir
des milliers d’heure d’apprentissage. L’objectif de ces réseaux de convolutions est d’atteindre des
performances de reconnaissances toujours plus élevées (quel que soit le coût de calcul), tandis
que notre objectif consiste à réduire la taille de stockage des réseaux tout en limitant au mieux la
perte de performances d’authentification (afin d’être embarqué sur une unité de calcul à puissance
réduite). Le tableau 4.11 met en évidence les performances actuelles de l’état de l’art.
Réseau Nb images Classification justesse
DeepID3 [233] 290.103 "Joint Bayesian" 99,53 %
FaceNet [166] 200.106 Distance Euclidienne L2 99,60 %
VGGFace [234] 2, 6.106 Distance Euclidienne L2 99,63 %
Baidu [235] 1, 2.106 "Triplet loss" 99,70 %
Table 4.11 – Résultats des CNN de l’état de l’art sur la reconnaissance de visages
Nous avons montré que, malgré des performances d’authentification de visages plus faibles que les
taux de reconnaissances des CNNs de l’état de l’art, le Transfer Learning, appliqué à des réseaux
légers, est une méthode d’apprentissage très efficace. Il permet à un réseau, dédié à une certaine
tâche, de converger vers de hautes performances de classification pour une nouvelle tâche plus spé-
cifique. En effet, cette méthode nous a permis de gagner un facteur légèrement supérieur à deux sur
la justesse du réseau MobileNet le plus léger, en le spécialisant pour un problème très différent de
son apprentissage original. En d’autres termes, la justesse de reconnaissance d’objets de ce réseau,
entraîné à partir de millions d’images du challenge ImageNet pour 1000 classes, est de 41,5%, et
la justesse d’authentification sur nos données avec seulement 2000 images d’apprentissage pour 2
classes, après le Transfer Learning, atteint 90% de justesse.
L’amélioration est cependant moins conséquente pour 40 images par classe, ce qui semble repré-
senter une limite au transfer learning, atteignant uniquement 75% de justesse. Malgré ces résultats
satisfaisant, la taille de stockage des modèles est très élevée. Les outils de réduction de données
ne permettent pas de réduire suffisamment cette taille pour répondre à nos contraintes, réduisant
même la justesse d’authentification.
Cette conclusion n’est pas immuable. Elle ne dépend en effet que de nos contraintes, lesquelles
sont définies selon les capacités de stockage actuelles des supports sans contacts telles que les
cartes RFID. Celles-ci sont amenées à évoluer dans les prochaines années, au même titre que la
puissance de calculs des systèmes embarqués et que les performances générales des CNN. De plus,
avec le développement massif de l’internet des objets, les travaux actuels dans le domaine du Deep
Learning portent de plus en plus sur la réduction de la taille des CNN (réduction du nombre de
paramètres) tout en conservant les performances qui ont fait leur notoriété.
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En comparaison, le Machine Learning classique répond à nos contraintes dans certaines configura-
tions. Les performances d’authentification des SVM et RF retenus (sur critère de taille inférieure à
8 Ko et de métriques d’évaluation supérieures à 80%) sont contenues dans l’intervalle ]80%;95%[
et peuvent donc être considérées comme satisfaisantes. La taille de stockage de ces classifieurs en
sortie directe de la phase d’apprentissage est trop élevée pour répondre à nos contraintes mais la
phase de réduction des données (RPP+compression) s’avère être très efficace (réduction de 98,6%
pour les RF et de 81,1% pour les SVM).
Considérant la même quantité d’images d’entrée (40 par classe), les méthodes classiques prennent
l’avantage sur les CNNs en ce qui concerne les performances d’authentification. Cependant, en
considérant 1000 images par classes, elles sont approximativement équivalentes. En revanche, la
taille de stockage des modèles CNN se trouve être nettement supérieure aux modèles issus du
Machine Learning traditionnel.
Nos contraintes étant également liées à la vitesse des traitements, une dernière étude est menée
afin d’obtenir les temps de calculs et ainsi pouvoir mettre en évidence la ou les solutions les plus
appropriées quant à notre application. Les méthodes exploitées précédemment sont donc testées vis
à vis des conditions réelles sur une plateforme "low cost". Diverses mesures sont donc effectuées
sur les phases de l’apprentissage et de l’authentification et les résultats de cette étude sont exposés
dans le chapitre 6 de ce manuscrit.

5
Modalite´s du doigt :
Veines et empreintes digitales
L ’authentification de visages exposée précédemment ne permet pas garantir un niveau desécurité maximal face aux usurpations d’identités. L’utilisation d’une caméra 2D ne donne
en effet que des informations de cette même dimension. Il est alors possible de tromper le sys-
tème en utilisant un masque ou une photo. Plusieurs solutions existent, comme l’utilisation d’une
caméra de profondeur permettant d’obtenir des caractéristiques en 3 dimensions, ou la mesure
complémentaire d’autres modalités biométriques.
C’est cette dernière possibilité qui a été retenue dans ce chapitre, traitant donc de l’étude de deux
modalités acquises sur le doigt du sujet. Une première dite "avec traces" et une seconde "sans
traces", respectivement les empreintes digitales et le réseaux vasculaire du doigt. L’emploi de don-
nées sous cutanées nécessite une acquisition particulière et réduit par conséquent les risques de
fraudes. Ce chapitre présente la chaîne de traitements de ces deux modalités, les caractéristiques
extraites, ainsi que la phase d’authentification. Cette authentification est effectuée par une prédic-
tion de classe fournie par un classifieur SVM, séparant en deux catégories (acceptés ou refusés)
des attributs issus de la mise en correspondance des caractéristiques extraites de deux images (ca-
ractéristiques de référence et caractéristiques de l’image courante).
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5.1/ Pre´sentation des modalite´s du doigt
5.1.1/ Empreintes digitales
Les empreintes digitales se trouvent aux extrémités des doigts, sur la face palmaire de la dernière
phalange. Elles sont formées de lignes courbes en reliefs sur la peau, aussi appelées "crêtes". Ces
empreintes sont différentes sur chaque doigt et uniques pour chaque individu. Les informations
fournies par les empreintes digitales, permettant d’authentifier ou d’identifier un individu, se dis-
tinguent au travers de trois niveaux de précision tel que le montre la figure 5.1.
Niveau 1
Singularités
Niveau 2
Minuties
Niveau 3
Détails fins
Figure 5.1 – Les niveaux de caractéristiques fournis par les empreintes digitales [236]
Niveau 1 :
Le niveau 1 est le plus haut niveau d’abstraction de caractéristiques. Il se compose de formes
générales, aussi appelées singularités. On distingue trois grands groupes : les boucles, les verticilles
et les arches. Chacun de ces groupes possède diverses variations comme le montre la figure 5.2.
Ces singularités sont approximées par l’estimation de l’orientation locale des crêtes et peuvent être
détectées à partir d’images basses résolution.
Arche Arche étroite 
Boucle radiale Boucle ulnaire Double boucle
Verticille Verticille à boucle ulnaire
Composite
Verticille à boucle radiale
Figure 5.2 – Empreintes digitales : caractéristiques de niveau 1 - Principales singularités
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Niveau 2 :
Le niveau 2 des caractéristiques regroupe des informations plus précises sur ces crêtes, illustrées
par la figure 5.2. Ce niveau de représentation est principalement composé de données précises
telles que les débuts et les fins de lignes (points rouges), ainsi que les bifurcations et les croisements
de lignes (points verts). Comme le montre cette figure, il comporte également des motifs formés
de ces données et des positions relatives des crêtes par rapport aux voisines. Ces motifs, appelés
minuties, nécessitent des images de meilleure qualité et de plus haute résolution.
Fin de ligne Bifurcation Ligne 
courte
Point Lac
(enclos)
Cassure
CrochetRetourPontChevauchement Bifurcations
opposées
Trifurcation
Croisement
Dock
Figure 5.3 – Empreintes digitales : caractéristiques de niveau 2 - Principales minuties [236]
Niveau 3 :
Le niveau 3 constitue le plus bas niveau de représentation des caractéristiques des empreintes
digitales. Il comporte des données beaucoup plus précises et son exploitation nécessite des images
de très haute résolution et de haute qualité. Comme le montre la figure 5.4, on distingue les pores
de la peau, la forme précise du contour des crêtes, et d’autres données précises propres à la peau.
Pores Contour 
des lignes
Lignes 
naissantes
Crevasses Verrues Cicatrices
Figure 5.4 – Empreintes digitales : caractéristiques de niveau 3 - Principaux détails fins [236]
De la même manière que pour les visages, l’acquisition des empreintes digitales est soumise à
diverses perturbations pouvant troubler l’extraction de caractéristiques et donc la correspondance.
La plupart des systèmes d’acquisition de cette modalité étant soit des systèmes avec contact, soit
des systèmes "fermés", les problèmes liés au contrôle de l’éclairage ne s’appliquent pas (ou peu).
Les empreintes digitales sont alors plutôt soumises à des perturbations affectant la surface de la
peau et donc plus difficilement contrôlables. L’impact de ces perturbations est soit durable, telles
que dues à des cicatrices ou de l’usure de la peau, soit temporaire, telles que dues à la température,
l’humidité ou de la saleté. L’enjeu principal réside donc dans l’amélioration de l’image afin de re-
constituer les parties altérées de l’empreinte. De plus, selon la finesse des caractéristiques étudiées
(niveau des caractéristiques), l’impact de ces perturbations peut être critique.
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5.1.2/ Re´seau vasculaire
La mesure du réseau vasculaire dépend de nombreux facteurs optiques. En effet, à la différence
du visage ou des empreintes digitales, l’information pertinente est sous cutanée et nécessite un
procédé particulier afin de pouvoir observer les vaisseaux sanguins. La figure 5.5 présente le taux
d’absorption des trois principaux "chromophores" présents dans le tissu cutané (l’oxyhémoglo-
bine, la mélanine, et l’eau) en fonction de la longueur d’onde de la lumière. L’oxyhémoglobine
est la combinaison de l’hémoglobine, protéine responsable du transport de l’oxygène dans le sang,
et de l’oxygène (c’est sous cette forme que l’oxygène est amené vers les tissus). La mélanine re-
groupe les pigments de couleur foncée (du noir jusqu’au brun tirant sur le rouge) se trouvant dans
la peau, les poils, les cheveux et la membrane de l’œil, et dont le rôle est de protéger la peau contre
les rayonnements ultraviolets.
Figure 5.5 – Courbe d’absorption de la lumière par le sang et l’eau [237]
Cette courbe permet d’estimer les longueurs d’ondes optimales permettant l’observation réseau
vasculaire en limitant les perturbations visuelles dues à la peau (mélanine) et à l’eau, présente
dans tout le corps. D’après cette courbe, on remarque que le sang oxygéné absorbe plus la lumière
que la mélanine et l’eau dans les faibles longueurs d’ondes du visible (violet). Autour de 700 nm
(lumière rouge), l’oxyhémoglobine n’absorbe plus la lumière contrairement à la mélanine, dont la
diminution de l’absorption en fonction de la longueur d’onde est quasi linéaire. L’eau commence à
absorber la lumière seulement à 900 nm (proche infrarouge) et dépasse le coefficient d’absorption
du sang et de la mélanine autour de 1300 nm. L’absorption de la mélanine et de l’oxyhémoglobine
se confondent autour de 900 nm, mais l’absorption de l’oxyhémoglobine reste inférieure à celle
de la mélanine.
Cependant, les informations fournies par cette courbe ne suffisent pas. En effet, elle présente ces
trois éléments comme étant "côte à côte", sur une surface en champ libre. Or, pour la mesure du
réseau vasculaire, ce dernier se trouvant dans le derme, qui se trouve sous l’épiderme, une informa-
tion de profondeur est à prendre en compte. Comme le montre la figure 5.6, toutes les longueurs
d’ondes ne disposent des mêmes facultés pénétrantes dans la peau, et il existe de nombreuses
interactions entre les différentes couches organiques et la lumière pouvant perturber la mesure.
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Epiderme
Derme
Hypoderme
Lumière incidente
Réflexion spéculaire
Réflexion diffuse
Absorption Diffusion
Profondeur 
0 mm
1 mm
2 mm
3 mm
4 mm
 
Longueur d’onde  
1050 nm
Visible Proche infrarouge
500 nm
600 nm
780 nm
850 nm
940 nm
Figure 5.6 – Pénétration de la lumière dans la peau selon le spectre [238]
La peau est constituée des trois couches, respectivement l’épiderme, le derme et l’hypoderme.
Des vaisseaux superficiels ("capillarités") se trouvent proches de la surface, aux alentours d’1 mm,
entre l’épiderme et le derme. Le réseau vasculaire que l’on souhaite observer se trouve plus en pro-
fondeur, autour de 4 mm, entre le derme et l’épiderme. De nombreuses interactions se produisent
entre la lumière et la peau, jusqu’à atteindre le réseau vasculaire. La lumière incidente est ainsi
réfléchie par la surface de la peau, appelée réflexion spéculaire, et une partie pénètre l’épiderme.
Après pénétration dans les tissus, la lumière est diffusée dans de multiples directions en profon-
deur et chaque élément présent sur sa course l’absorbe plus ou moins légèrement. Après diffusion,
la lumière remontant à la surface est appelée réflexion diffuse.
Toutes les longueurs d’ondes ne sont pas capables d’atteindre la même profondeur de pénétration.
Le spectre visible reste concentré à la surface, bien que les longueurs d’ondes proches du rouge
soient légèrement plus pénétrantes, jusqu’aux alentours d’1 mm à 2 mm. Le proche infrarouge (à
partir de 780 nm), permet de dépasser les 2 mm de profondeur. Cependant, augmenter la longueur
d’onde ne permet pas d’atteindre des couches plus profondes. En effet, le pouvoir pénétrant des
longueurs d’ondes au delà de 1100 nm diminue grandement. Il faut donc sélectionner une longueur
d’onde répondant à un compromis entre la distance de pénétration dans les tissus et l’absorption
des trois éléments de la figure 5.5 (maximiser l’absorption de l’oxyhémoglobine et minimiser
l’absorption des autres).
La mesure du réseau vasculaire comme modalité biométrique peut s’effectuer en différents
endroits du corps tels que la face intérieure du bras, dos de la main, face intérieure du doigt ou
dos du doigt. Le choix de la zone dépend de l’épaisseur de la peau, du type d’acquisition et de
la taille du système d’acquisition. Avec une mesure au contact, le doigt sera privilégié avec une
acquisition de la face intérieure du doigt, le plus souvent sur la deuxième phalange. Le schéma
5.6 représente les informations génériques de la peau. Au niveau du doigt, la profondeur des trois
couches peut être plus fine. Par conséquent, il n’est pas nécessaire d’utiliser une longueur d’onde
de 1000 nm pour atteindre le réseau vasculaire.
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Notre étude s’oriente sur la mesure du réseau vasculaire pour le doigt. Comme l’illustre la figure
5.7, après une étape d’amélioration d’image pour obtenir le réseau vasculaire, les caractéristiques
extraites sont assez proches des caractéristiques de niveau 2 des empreintes digitales. Ces points
caractéristiques sont les bifurcations et croisements des lignes formées par le motif du réseau vas-
culaire. La position des fins de lignes ainsi que les lignes elles mêmes peuvent aussi être extraites.
Figure 5.7 – Schématisation des points caractéristiques du réseau vasculaire 1
Les vaisseaux peuvent être mesurés soit sur la face dorsale soit sur la face palmaire du doigt. Dans
leur étude [239], Kauba et.al. mettent en lumière les principales différences entre les mesures de ces
deux cotés. Il en ressort que les meilleures performances générales sont obtenues pour les images
issues de la face palmaire. Cependant, les images dorsales disposent d’informations plus riches,
principalement du fait que ces images contiennent le motif du réseau vasculaire, mais également
les informations de texture de la peau.
Comme les empreintes digitales, la mesure du réseau vasculaire peut être perturbée par différents
facteurs temporaires ou permanents à la surface de la peau (cicatrices, saleté, etc.). D’autres per-
turbations liées à la température peuvent potentiellement dilater les vaisseaux, ou perturber les
propriétés optiques des tissus et donc les interactions entre la lumière et ces derniers. Ces pertur-
bations peuvent par conséquent altérer le motif du réseau vasculaire.
Les principales difficultés résident donc dans l’amélioration (correction) de l’image afin de faire
apparaître au mieux le réseau vasculaire. Les nombreuses interactions de la lumière en milieu sous
cutané ne permettent pas d’obtenir un contraste suffisant. Cependant, ce contraste peut être amé-
lioré dès l’acquisition en sélectionnant la longueur optimale, comme l’ont montré à la fois Zharov
et. al. [240], et Walus´ et.al. [241], établissant que le meilleur contraste pour la face intérieure de
l’avant bras est obtenu autour de 950 nm, mais que le meilleur compromis se trouve entre 880 nm
et 900 nm au vu du faible rendement quantique de la caméra visible CCD utilisée lors de leurs
expérimentations.
1. Image source : www.anato.info - "Manuel de chirurgie plastique, reconstructrice et esthétique"
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5.2/ Me´thodes et protocoles
5.2.1/ Base de donne´es
Pour réaliser cette étude, nous utilisons des images issues de bases de données mises à disposition
par les chercheurs de ce domaine. Les images de réseaux vasculaires du doigt sont issues de la
base de données biométrique SDUMLA-HMT (Shandong University Machine Learning and Ap-
plications) [242]. Cette base est formée d’images de diverses modalités biométriques provenant de
106 individus distincts. La partie correspondant aux réseaux vasculaires contient, par personne, 6
images acquises sans contact à une longueur d’onde de 890 nm par un capteur CCD. Le système
d’acquisition contraint le doigt du sujet en translation, mais inclut de légères rotations pouvant être
dans le plan ou suivant l’axe du doigt. La figure 5.8 présente des échantillons de cette base. Ces
images sont de dimension 320 × 240.
Figure 5.8 – Échantillons de la base de données du réseau vasculaire "SDUMLA-HMT" [242]
Les images d’empreintes digitales que nous utilisons dans cette étude proviennent de la base de
données "The Hong Kong Polytechnic University Contactless 2D to contactBased 2D fingerprint"
[243]. Cette base contient des images, de dimension 350 × 225 acquises d’une part avec contact
et sans contact d’autre part. Pour chacun des 300 sujets, la base contient 12 images par type d’ac-
quisition. Afin de nous rapprocher du système que nous souhaitons mettre en place, nous utilisons
les images acquises sans contact. Lors de ces acquisitions, la position des doigts des sujets n’ayant
été soumise à aucune contrainte, des variations en translation et en rotation sont présentes.
Figure 5.9 – Échantillons de la base de données des empreintes digitales "The Hong Kong Poly-
technic University Contactless 2D to contactBased 2D fingerprint" [243]
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Par soucis de rapidité de développement et d’évaluation, le nombre d’individus distincts dans
chacune de ces bases de données a été restreint. Nous avons isolé les images de 30 personnes pour
chacune des deux dernières modalités étudiées. Les images des 15 premières personnes forment
notre base d’apprentissage et les images des 15 dernières personnes forment notre base de test.
5.2.2/ Principe de l’authentification par mise en correspondance
Pour authentifier une personne, une étude de mise en correspondance entre deux images d’em-
preintes digitales ou de vaisseaux sanguins est nécessaire. Dans cette étude, l’authentification re-
pose tout d’abord sur le principe classique d’extraction de points d’intérêts et de leur description
locale. Puis, les descripteurs obtenus sont mis en correspondances, permettant d’extraire des at-
tributs qui sont ensuite utilisés pour effectuer une décision d’authentification globale. La mise
en correspondance des descripteurs locaux est illustrée par les figures 5.10 et 5.11. On observe
que, même pour des images de personnes différentes, des correspondances entre des points singu-
liers ou des points sur des lignes sont inévitables. Cependant, contrairement à deux images d’une
même personne, un certain désordre spatial est à noter entre les points considérés comme similaires
(grande variance dans les directions des correspondances entre deux images).
(a) Points singuliers - Même personne (b) Lignes - Même personne
(c) Points singuliers -Personnes différentes (d) Lignes - Personnes différentes
Figure 5.10 – Illustration de la mise en correspondance de deux empreintes digitales selon les
points singuliers (bifurcations et jonctions) et des points formant les lignes
(a) Points singuliers - Même personne (b) Lignes - Même personne
(c) Points singuliers - Personnes différentes (d) Lignes - Personnes différentes
Figure 5.11 – Illustration de la mise en correspondance de deux réseaux vasculaires selon les
points singuliers (bifurcations et jonctions) et des points formant les lignes
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La mise en correspondance consiste à comparer des caractéristiques de références avec des carac-
téristiques extraites d’une nouvelle image. Pour obtenir ces caractéristiques, un certain nombre de
prétraitements sont nécessaires. Comme le montre les deux figures précédentes, les images d’em-
preintes digitales et de vaisseaux sanguins utilisées ont une apparence particulière. Cette forme,
appelée squelette, est une représentation binaire des structures géométriques de ces modalités.
L’image ne contient que deux valeurs de pixels, à savoir 1 (objet) ou 0 (arrière plan). Les struc-
tures composant ces motifs sont alors des lignes d’un seul pixel de large. Cette représentation
permet de détecter facilement les points d’intérêts utilisés pour la mise en correspondance. Ces
points d’intérêts représentent des particularités de ces structures, telles que des bifurcations de
lignes, des jonctions de lignes, des fins de lignes ou encore les lignes elles-mêmes.
Ces images squelettisées sont obtenues après plusieurs prétraitements pouvant être divisés en deux
étapes principales, comme le montre la figure 5.12. Une première phase d’amélioration d’image
permet de réduire le bruit dans l’image et d’améliorer l’image dans le sens où les performances de
l’étape suivante sont maximisées. Cette seconde étape consiste en une segmentation où, de par un
seuillage, l’image est binarisée en attribuant une certaine valeur aux structures pertinentes et une
autre valeur à l’arrière plan. La squelettisation est ensuite appliquée sur le résultat de ce seuillage.
La détection de points d’intérêt est suivie d’une étape de description locale de la région de chacun
de ces derniers. Pour une image de référence, l’ensemble des vecteurs de description ainsi obtenus
représentent l’information "discriminante" utilisée pour comparer deux images.
La phase d’enrôlement consiste donc à acquérir une image de chaque modalité et d’en extraire,
pour chacune, certaines caractéristiques (descripteurs) qui seront stockées sur la carte sans contact.
Tous les traitements exposés, que nous allons détailler par la suite, sont communs aux empreintes
digitales et aux réseaux vasculaires, mais leur paramétrage dépend de la modalité considérée.
Personne à 
enrôler
Amélioration 
d’image Segmentation
Description locale des points 
d’intérêt
Détection des points 
d’intérêts
Image de référence
Empreintes digitales
Image de référence
Réseau vasculaire
Stockage 
Carte sans contact
Descripteurs 
Empreintes digitales
Descripteurs 
Réseau vasculaire
Chaîne de traitements 
Figure 5.12 – Description du protocole de traitement de l’image, communs aux modalités du
doigt, pour la phase d’enrôlement
La phase d’authentification est décrite par la figure 5.13. Une personne se présente devant le sys-
tème et une image de chaque modalité étudiée est acquise. Les traitements précédents lui sont
appliqués afin d’en extraire les descripteurs correspondant à chaque image. Ces derniers sont alors
mis en correspondance avec les descripteurs de référence, stockés sur la carte sans contact. La dé-
cision d’authentification est ensuite effectuée par un classifieur. Pour l’authentification de visages,
l’espace de visage (produit par l’ACP), permettant de décrire l’image, est commun à chaque in-
dividu et est stocké localement. L’authentification est alors assurée par un classifieur "général"
stocké sur la plateforme de calcul.
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Chaîne de 
traitements 
Image 
Empreintes digitales
Image 
Réseau vasculaire
Descripteurs 
Empreintes digitales
Descripteurs 
Réseau vasculaire
Stockage 
Carte sans contact
Correspondance
Descripteurs de référence
Réseau vasculaire
Descripteurs de référence
Empreintes digitales
Personne inconnue
Stockage local
Classifieur
Fonction de décision
ou
Décision d’authentification 
Empreintes digitales
ou
Réseau vasculaire
Classification
Attributs de 
correspondance
Figure 5.13 – Description du protocole d’authentification par mise en correspondance des em-
preintes digitales et des vaisseaux
Ici, la description d’une image est individuelle et est stockée sur la carte sans contact. L’authen-
tification est assurée par un classifieur, commun à chaque individu et stocké localement. Ce clas-
sifieur, dont la mise en place est illustrée par la figure 5.14, a pour objectif d’établir une décision
d’authentification en fonction de divers attributs issus de la correspondance entre les descripteurs
de deux images. La mise en correspondance fournit un grand nombre de données, et une sélec-
tion des attributs optimaux (fournissant la plus faible erreur) est effectuée par un algorithme de
sélection d’attributs SBFS (Sequential Backward Floating Selection).
Descripteurs de 
référence (sujets “p”)
Stockage local
Classiﬁeur
Erreur minimale
Attributs de 
correspondance 
Classe 1
Correspondance
Correspondance
Descripteurs classe 1
(sujets “p”)
Descripteurs classe 0
(sujets “q”, q≠p)
SBFS
Chaîne de 
traitements 
Chaîne de 
traitements 
Chaîne de 
traitements 
Sujet “p”
Empreintes digitales
ou 
Réseau vasculaire
Descripteurs de 
référence (sujets “p”)
Images sujet “q”
Empreintes digitales
ou 
Réseau vasculaire
Attributs de 
correspondance 
Classe 0
Image “i” 
Sujet “p”
Image “j” 
Sujet “p”
Image du sujet “q”
Figure 5.14 – Description de la création du classifieur pour la décision globale en fonction des
attributs de mise en correspondance
La SBFS permet de sélectionner, tel que le montre la figure 5.15, un sous ensemble optimal Uk
de d′ attributs, parmi un ensemble Y de d attributs, répondant à un certain critère défini par l’uti-
lisateur. Ce critère est une fonction de coût, J, obtenue par l’évaluation des performances sur ces
attributs (classification, mesure de distance, etc). Pour une itération, la SBFS évalue toutes les
fonctions de coûts relatives à toutes les combinaisons possibles dans le cas où un et un seul attri-
but fi est retiré. Ainsi, pour tout attribut fi parmi les d′ attributs de l’itération, la SBFS produit la
fonction de coût J(Uk − fi). Dans le cas où celle-ci est plus avantageuse que la fonction de coût
de référence, la SBFS conserve le sous-ensemble optimal où cet attribut a été retiré. L’itération
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suivante consiste à effectuer le même protocole sur le nouveau sous ensemble où un attribut a été
retiré. La SBFS que nous avons implanté itère ce processus jusqu’à obtenir un ensemble d’attributs
nul. À la fin de la recherche, la SBFS fourni alors le sous ensemble U f in ayant fourni la meilleure
fonction de coût Jmin = J(U f in) parmi toutes les combinaisons d’attributs possibles.
J(Utest) ≤ Jref
 Jref < Jmin i > k
i = 0
Uref = Uk - fi
Jref = J(Uref)
i = i + 1
Jref = J(Utest) 
fref= fi
Jmin =  Jref
 
Ufin=Uk-fref
d’ = d’ - 1
k = k-1 k=0
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Oui
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k  = d
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Uk  = Y
Ufin =Uk
Jmin = 1
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Fin de 
recherche
Jmin 
 
Ufin
d’
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Uk = Uk-fref 
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Figure 5.15 – Schéma fonctionnel de la recherche d’attributs sous-optimaux par SBFS
L’étude présentée dans ce chapitre traite des performances brutes de chaque modalité considérée
indépendamment. La section 6.1.2 du chapitre suivant traite de l’authentification basée sur une fu-
sion de décisions à partir du traitement du visage, des empreintes et des vaisseaux. Dans la suite de
cette section, nous présentons les divers algorithmes utilisés dans chaque phase de prétraitement,
ainsi que les techniques de description et de classification utilisées.
5.2.2.1/ Ame´liorations de l’image
Une approche populaire dans la littérature, permettant l’amélioration des images d’empreintes
digitales ainsi que des vaisseaux, repose sur l’utilisation de filtres de Gabor. Largement utilisé
en analyse de formes, ce filtre permet de favoriser efficacement les caractéristiques des objets
dans l’image. Il s’agit de filtres passe-bandes ayant des propriétés sélectives en orientation et en
fréquence, constitués d’une onde sinusoïdale plane modulée par une enveloppe gaussienne. En
d’autres termes, ils peuvent être paramétrés de manière optimale à une fréquence et une orienta-
tion spécifique, permettant d’obtenir une réponse maximale au niveau des structures linéaires tout
en réduisant le bruit dans l’image.
Cependant, ce filtre nécessite un paramétrage précis. Pour les empreintes digitales, différents para-
mètres sont déterminés localement afin d’extraire le plus efficacement possible toute la variabilité
des crêtes. L’estimation de ces différents paramètres optimaux requiert par conséquent une image
de bonne qualité, ce qui n’est pas toujours le cas. Pour les empreintes, les images peuvent contenir
du bruit d’acquisition, de même que diverses perturbations dues à l’éclairage par exemple. Nous
avons vu également que les images de vaisseaux étaient très faiblement contrastées du fait des
nombreuses dispersions lumineuses dans les tissus, ainsi que de l’absorption à différents niveaux.
Il est donc nécessaire de considérer une étape préliminaire de "correction" d’image.
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Étape préliminaire : extraction de la région d’intérêt des vaisseaux
D’après les échantillons des bases de données, il est notable que, contrairement aux empreintes
digitales, les images du réseau vasculaire ne sont pas formées uniquement de cette modalité. En
effet, elles présentent également une partie du système d’acquisition en arrière plan. Par consé-
quent, pour limiter la prise en compte de ce dernier dans la segmentation, une étape préliminaire
d’extraction de zone d’intérêt du doigt est nécessaire. Nous proposons une méthode permettant
cette extraction, cependant, celle-ci est exclusivement basée sur les images de la base de données
que nous utilisons, car elle dépend des informations propres au système d’acquisition. On observe
que le doigt est centré sur l’image, mais sa position varie entre les différents clichés. L’extraction
d’une zone fixe n’est donc pas une option pertinente.
Figure 5.16 – Extraction de la zone d’intérêt du doigt pour la base "SDUMLA-HMT"
De par l’étude des différentes images, nous avons choisi d’observer les pixels contenus dans deux
zones de l’image : le premier et le dernier tiers, correspondant donc aux 80 premières et dernières
lignes de l’image. Notre méthode se base sur la somme des intensités lumineuse des pixels pour
chaque ligne. L’intensité lumineuse des contours du doigt étant plus grande que l’arrière plan,
deux pics sont notables sur le graphe, figure 5.16, représentant cette somme pour chaque ligne de
l’image. La zone d’intérêt à extraire est donc délimitée par la partie de l’image comprise entre
ces deux pics. Nous définissons deux limites, chacune basée sur la plus grande différence entre
la somme de deux lignes consécutives, en partant de chaque extrémité de l’image. En d’autres
termes, ces limites correspondent aux plus grands fronts montants et descendants pour respective-
ment la zone supérieure et la zone inférieure de l’image. Afin de conserver une certaine souplesse
dans cette détection de région d’intérêt, nous sélectionnons la cinquième ligne avant la première
ligne détectée, et la cinquième ligne après la deuxième détectée. La superposition des graphes
représentant la somme des intensités de chaque ligne, pour deux images différentes de la base de
donnée, nous montre que ces deux pics sont bien contenus dans les deux zones observées par notre
méthode.
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Étage 1 - Correction d’image :
Selon Olsen et. al. [244], la méthode "CLAHE" (Contrast Limited Adaptive Histogram Equaliza-
tion) est particulièrement adaptée à l’amélioration des images de réseaux vasculaires. Présentée en
annexe B.2.1.2, cet algorithme permet d’effectuer une égalisation adaptative d’histogramme avec
l’introduction d’un paramètre permettant de limiter l’augmentation de contraste produite locale-
ment. En d’autres termes, le nombre de pixels associés à chaque valeur d’intensité lumineuse dans
l’histogramme local est tronqué à la valeur de ce paramètre. Après cette troncature d’histogramme,
les pixels dépassant ce seuil sont redistribués également au travers de l’histogramme. Principale-
ment utilisé sur des images du domaine médical (de type IRM), cette méthode représente un bon
compromis entre la complexité de calculs et la qualité de l’amélioration d’image. En revanche, sur
des images bruitées, l’application de CLAHE conduit à augmenter la proportion de ce bruit. Nous
proposons alors d’introduire une phase de débruitage, précédant CLAHE.
Les méthodes traditionnelles de débruitage par lissage sont appliquées par fenêtrage et ont pour
objectif de réduire le bruit dans l’image tout en conservant les principaux aspects géométriques.
Cependant, elles ne permettent pas de préserver les structures fines, les détails et les textures.
Par ailleurs, les empreintes digitales présentent une structure formée de lignes fines et relative-
ment proches. Ces lignes étant l’objet de notre attention, il est nécessaire d’appliquer un filtrage
conservant au maximum les hautes fréquences propres aux contours de ce motif. Il en va de même
pour le réseau vasculaire. Bien que ce dernier soit formé de structures linéaire éloignées, celles-ci
sont "estompées". Il s’agit donc de ne pas les atténuer tout en cherchant à réduire le bruit. Nous
proposons alors l’application d’une méthode de débruitage par moyennes non locales [245], la-
quelle nous semble particulièrement adaptée aux deux modalités traitées. Cet algorithme exploite
avantageusement le haut degré de redondance des différentes structures dans une image. En effet,
selon Buades et.al. [246], chaque fenêtre centrée en un pixel dans l’image possède au moins une
fenêtre similaire dans cette image. Cette méthode, pour laquelle plus de précisions peuvent être
trouvées en annexe B.2.1.1, est donc capable de réduire le bruit dans l’image tout en conservant
un maximum de composantes dans les hautes fréquences.
(a) Empreintes - Région d’intérêt - I(x, y) (b) Empreintes - Correction d’image - C(x, y)
(c) Vaisseaux - Région d’intérêt - I(x, y) (d) Vaisseaux - Correction d’image - C(x, y)
Figure 5.17 – Images d’empreintes digitales et de réseau vasculaire résultantes de la correction
d’images (Débruitage par moyennes non locales et amélioration de contraste par CLAHE)
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Étage 2 - Filtre de Gabor :
Nous présentons ici le filtre de Gabor et son application concrète aux empreintes digitales et aux
réseaux vasculaires. La partie réelle du filtre, définie par l’équation 5.1 et illustrée par la figure
5.18, est construite par une onde cosinus modulée par une gaussienne. Elle est souvent utilisée
pour extraire des caractéristiques pertinentes dans des images à des fins biométriques. Une fois les
paramètres du filtre G définis, l’image F(x, y) résulte de la convolution de ce filtre en tout point
(x, y) d’une image I, tel que F(x, y) = G(x, y) ∗ I(x, y).
G(x, y; λ, θ, ψ, σ, γ) = exp
− x2θ + γ2.y2θ2.σ2
 .cos (2.pi. xθ
λ
+ ψ
)
(5.1)
où :
• xθ = x.cos(θ) + y.sin(θ)
• yθ = −x.sin(θ) + y.cos(θ)
• λ représente la longueur d’onde du filtre (λ = 1/ f , où f est la fréquence)
• θ représente l’orientation de la normale de l’onde du noyau
• ψ est un décalage de phase
• σ est la déviation standard de l’enveloppe de la gaussienne
• γ est rapport d’aspect spatial
Les motifs décrits par les empreintes digitales et le réseau vasculaire sont tous deux formés de
lignes courbes. Cependant, leur aspect général et leur répartition dans l’images sont différents.
En conséquence, nous n’appliquons pas cette étape de filtrage de la même manière à ces images.
Les empreintes digitales présentent des lignes dont les orientations varient rapidement au travers
de l’image, et dont la fréquence peut également varier localement. C’est pourquoi, l’image des
empreintes est divisée en régions où sont estimées l’orientation et la fréquence des lignes [173].
Pour chaque région, un filtre de Gabor est paramétré d’après les estimations de l’orientation et de la
fréquence locales. Pour le réseau vasculaire, la fréquence des lignes est basse mais les orientations
varient fortement. Une banque de filtres de Gabor est utilisée. Cette banque comporte différents
noyaux dont seule l’orientation varie. Afin d’éviter de calculer les orientations localement, ils sont
tous appliqués en tout point de l’image et les pixels sont sélectionnés parmi les images résultantes
suivant une certaine règle appliquée à leurs valeurs.
Représentation 2D du noyau Représentation 3D du noyauFigure 5.18 – Aperçu d’un noyau de filtre de Gabor pour une certaine configuration
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Empreintes digitales :
Dans le cadre de l’amélioration des images d’empreintes digitales, l’estimation des orientations
locales des lignes est une étape cruciale, permettant de paramétrer au mieux le filtre de gabor afin
d’obtenir une réponse locale optimale. La carte des orientations d’une empreinte digitale définit
l’orientation locale des lignes de l’empreinte par rapport à l’axe horizontal. Les étapes de cette
estimation sont les suivantes [247] :
Soit un bloc de taille Wθ × Wθ, centré en un pixel (i, j) de l’image améliorée d’empreintes digi-
tales. Pour chaque pixel du bloc, les gradients de direction x et y sont calculés. Leurs magnitudes,
nommées respectivement ∂x(i, j) et ∂y(i, j), sont obtenues par l’application des opérateurs de So-
bel horizontaux et verticaux, décrits dans la section 4.2.1.1. L’orientation locale au pixel (i, j),
nommée θ(i, j), peut alors être estimée de par l’utilisation du système d’équations suivant :
Vx(i, j) =
i+ Wθ2∑
u=i−Wθ2
j+ Wθ2∑
v= j−Wθ2
2.∂x(u, v).∂y(u, v)
Vy(i, j) =
i+ Wθ2∑
u=i−Wθ2
j+ Wθ2∑
v= j−Wθ2
∂2x(u, v).∂
2
y(u, v)

⇒ θ(i, j) = 1
2
tan−1
Vx(i, j)
Vy(i, j)
(5.2)
L’étape suivante consiste à lisser ces orientations locales, à l’aide d’un filtre Gaussien, afin de corri-
ger les zones où les orientations varient brutalement ou sont discontinues. La carte des orientations
est alors convertie en un champ vectoriel où, suivant l’équation 5.3, φx et φy sont respectivement
les composantes x et y. Le système d’équations 5.4 définit ensuite l’application du filtre, où G est
le filtre Gaussien passe bas de taille Wφ ×Wφ. La carte des orientations ainsi lissées est définie par
O(i, j).
φx = cos(2θ(i, j))
φy = sin(2θ(i, j))
(5.3)
φ
′
x(i, j) =
Wφ
2∑
u=−Wφ2
Wφ
2∑
v=−Wφ2
G(u, v)φx(i − u, j − v)
φ
′
y(i, j) =
Wφ
2∑
u=−Wφ2
Wφ
2∑
v=−Wφ2
G(u, v)φy(i − u, j − v)

⇒ O(i, j) = 1
2
. tan−1
φ
′
x(i, j)
φ
′
y(i, j)
(5.4)
La seconde étape du paramétrage local du filtre de Gabor consiste à calculer la fréquence locale des
lignes de l’empreinte. De la même manière que pour l’estimation des orientations locales, l’image
est divisée en de nouveaux blocs de taille WF×WF . S’en suit une projection des intensités des pixels
suivant la direction orthogonale à l’orientation locale. Le résultat de cette projection est une onde
sinusoïdale où les minimums locaux représentent les lignes de l’empreinte. La longueur d’onde
de cette sinusoïde, notée ici S (i, j), est représentée par l’écart entre les lignes qui est calculée est
comptant le nombre médian de pixels situés entre deux minimums consécutifs. La fréquence d’un
bloc centré en un pixel (i, j), notée F(i, j), est définie par l’équation 5.5.
F(i, j) =
1
S (i, j)
(5.5)
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Dans un bloc, lorsque la projection n’est pas explicitement exploitable, ou lorsque qu’une minu-
tie est présente, l’estimation de la fréquence n’est pas considérée comme fiable. Dans ce cas, la
fréquence est interpolée à partir des fréquences des blocs voisins. Le filtre de Gabor G est ensuite
appliqué à l’image améliorée C par convolution et est paramétré localement suivant les estima-
tions des orientations O(i, j) et des fréquences F(i, j) locales, comme le spécifie l’équation 5.6 où
w représente la taille du noyau du filtre .
E(i, j) =
w
2∑
u=−w2
w
2∑
v=−w2
G(u, v ; O(i, j), F(i, j))C(i − u, j − v) (5.6)
La bande passante du filtre, définissant la plage de réponse en fréquences, est fixée par le para-
métrage de sa déviation standard σ. L’objectif étant de paramétrer le filtre pour correspondre à la
fréquence locale les lignes de l’empreinte, ce paramètre doit être fonction de cette fréquence lo-
cale. Cette déviation standard est par conséquent pondérée par un facteur constant k tel que défini
par l’équation 5.7. De plus, pour permettre au filtre d’ajuster sa taille en fonction de cette bande
passante, Raymond Thai propose de définir w la taille du filtre selon cette déviation standard [247],
tel qu’illustré par l’équation 5.8.
σ = k.F(i, j) (5.7)
w = 6.σ (5.8)
(a) Image corrigée - C(x, y) (b) Carte des orientations - O(x, y)
(c) Filtrage de Gabor - E(x, y)
Figure 5.19 – Images des empreintes digitales issues du filtrage par la banque de filtres de Gabor
Réseau vasculaire :
L’utilisation du filtre de Gabor pour l’amélioration du réseau vasculaire du doigt diffère de l’im-
plémentation pour les empreintes digitales. Le réseau vasculaire observé dans le proche infrarouge
étant formé de structures plus grossières, il n’est pas nécessaire de paramétrer aussi finement le
filtre. Après avoir fixé les paramètres optimaux du filtre (exposés dans l’équation 5.1) pour une
image disposant de certaines caractéristiques, Lu et.al [248] proposent de créer une banque de
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filtres dont seule l’orientation varie. Les autres paramètres étant fixes, K filtres Gk sont créés en
faisant varier l’orientation θ dans la plage [pi/K; pi]. Chaque noyau est normalisé en lui divisant la
somme de ses éléments, et est alors noté GNk . Ainsi, si l’on considère Fk l’image résultant de la
convolution entre le filtre GNk (correspondant à l’orientation k) et l’image corrigée C, Fk(x, y) est
obtenu suivant l’équation 5.9.
GNk =
Gk
w∑
i=0
w∑
j=0
Gk(i, j)
θk = k
pi
K

⇒ Fk(x, y) = GNk ∗C(x, y), ∀k ∈ {1; 2; ...; K} (5.9)
Chaque image Fk résultant de cette convolution contient la réponse du filtre de Gabor selon une
certaine orientation θk. Les intensités de ces réponses sont minimales lorsque l’orientation locale
d’une veine correspond à l’orientation du filtre, et maximales dans le cas contraire. Par conséquent,
l’image optimale F
′
" du réseau vasculaire est obtenue en sélectionnant chaque pixel (x, y) suivant
une règle de valeur minimale parmi les K images Fk (équation 5.10). Pour finir, afin de limiter
l’apparition de certaines hautes fréquences indésirables, une nouvelle image E est construite à par-
tir d’une somme pondérée de l’image résultante et de l’image originale I (équation 5.11). L’annexe
B.2.2.3 illustre les images résultant des orientations de la banque de filtres de Gabor.
F
′
(x, y) = min[Fk(x, y)], ∀k ∈ {1; 2; ...; K} (5.10)
E(x, y) = β.F
′
(x, y) + (1 − β).I(x, y), β = 0, 7 (5.11)
(a) Image corrigée - C(x, y) (b) Image filtrée par le filtre de Gabor - F′(x, y)
(c) Somme pondérée de l’image filtrée avec l’image originale - E(x, y)
Figure 5.20 – Images des vaisseaux issues du filtrage par la banque de filtres de Gabor
En résumé :
Les figures 5.21 et 5.22 résument respectivement le protocole de la phase d’amélioration d’images
d’empreintes digitales et d’images de réseaux vasculaires. Elle comprend une étape de débruitage
assurée par la méthode des moyennes non locales, suivie par une égalisation d’histogramme avec
une limitation de contraste (CLAHE). L’image est alors filtrée par de multiples filtres de Gabor,
pour lesquels les paramètres sont ajustés en fonction de la modalité.
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Débruitage 
Moyennes Non Locales
Image 
d’empreintes
I(x,y)
Amélioration de contraste
CLAHE
Filtrage
Banque de filtres de Gabor
Estimation des orientations
Estimation des fréquences
Empreintes Digitales
Estimations locales
Empreintes digitales 
corrigées
Paramètres locaux 
des filtres
Empreintes 
améliorées
E(x,y)Empreintes digitales 
corrigées
Figure 5.21 – Description du protocole global de la phase d’amélioration des d’empreintes
Débruitage 
Moyennes Non Locales
Image de 
vaisseaux
I(x,y)
Amélioration de contraste
CLAHE
Filtrage
Banque de filtres de Gabor
Réseau vasculaire
Règle : Valeur minimale
Différentes orientations
Vaisseaux
corrigés
Paramètres globaux 
des filtres de Gabor
Somme pondérée
Vaisseaux
améliorés
E(x,y)
Vaisseaux filtrés
F’(x,y)
Figure 5.22 – Description du protocole global de la phase d’amélioration des images de Vaisseaux
5.2.2.2/ Segmentation
Les traitements suivants consistent à segmenter l’image afin de faciliter l’extraction des caracté-
ristiques. Comme le montre l’image 5.23, cette tâche est découpée en différentes étapes succes-
sives communes aux deux modalités. Une phase de correction d’images est à nouveau appliquée.
Celle-ci est toujours composée d’une étape de débruitage et de correction de contraste. Cependant,
de nouveaux paramètres sont appliqués. Cette nouvelle correction d’images permet d’obtenir un
seuillage plus stable, pour lequel différentes méthodes sont étudiées.
L’image binaire issue de cette étape de seuillage permet d’effectuer la squelettisation. Toujours
dans l’optique de garantir la plus grande stabilité dans les traitements, une phase de nettoyage
de l’image binaire est effectuée. Celle-ci permet de "lisser" les contours de la structure obtenue,
permettant ainsi de limiter la création de lignes indésirables dans le squelette. La figure 5.24 illustre
les résultats cette nouvelle phase de correction d’images pour les deux modalités.
Correction d’image
Moyennes-NL  / Clahe
Image filtrée
E(x,y)
Seuillage 
Otsu / Moyenne locale / 
Niblack
SquelettisationNettoyage de l’image binaire
Squelette de l’image
Figure 5.23 – Description du protocole de la phase de segmentation
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(a) Empreintes filtrée - E(x, y) (b) Empreintes filtrées et corrigées - EC(x, y)
(c) Vaisseaux filtrés - E(x, y) (d) Vaisseaux filtrés et corrigés - EC(x, y)
Figure 5.24 – Images d’empreintes digitales et de réseau vasculaire résultantes de la correction
d’images EC appliquée à l’image en sortie du filtre de Gabor E
Seuillage :
Le seuillage permet de "binariser" une image de telle sorte qu’une valeur de luminance représente
"l’objet" et une autre représente "l’arrière plan". Dans le cas général, chaque intensité de pixel
est comparée à un seuil, défini pour toute l’image. Les pixels dont les valeurs sont supérieures à
ce seuil sont considérés comme faisant partie de l’objet. Le seuil peut être défini manuellement
ou déterminé de manière automatique. Une des techniques automatiques les plus utilisées dans
la littérature est la méthode d’Otsu [249]. L’objectif de cette méthode est de déterminer un seuil
optimal séparant l’image en deux classes (objet et arrière plan), de telle sorte que la variance de
chaque classe soit minimisée. Néanmoins, les valeurs des pixels représentant l’information perti-
nente pouvant être proches des valeurs de l’arrière plan, voir confondues, la distribution des in-
tensités lumineuse n’est pas toujours distincte dans l’image. L’utilisation d’un seuillage adaptatif
local permet de résoudre ce problème. Cette méthode considère un seuil non plus global mais lo-
cal, dépendant de données contenues dans une fenêtre glissante. Cela permet de prendre en compte
la grande variabilité des pixels formant l’information.
Il existe de très nombreuses façons d’ajuster ce seuil [250]. Nous nous intéresserons ici à seule-
ment deux seuils, lesquels nous ont semblé fournir un bon compromis entre complexité de calculs
et qualité de seuillage. A titre d’information, d’autres techniques de seuillage sont présentés en
annexe B.2.1.4. Dans les équations suivantes, la notation W(x,y) définit la valeur moyenne des in-
tensités de pixels dans une fenêtre W centrée en (x, y) et le paramètre c représente une constante
permettant d’ajuster la valeur du seuil. Dans la suite de ce chapitre, nous comparerons ces deux
seuils locaux, ainsi que le seuillage d’Otsu.
— Seuillage par moyennes locales :
S euilW(x,y) = W (x,y) − c (5.12)
— Seuillage de Niblack :
Le seuillage de Niblack [251] considère en plus la variance σ(W(x,y)) du voisinage du pixel,
laquelle est alors contrôlée par un paramètre k compris dans l’intervalle [−1; 1].
S euilW(x,y) = W(x,y) + k.σ(W(x,y)) − c (5.13)
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Affinage des structures :
Selon le seuillage utilisé et la complexité de l’image (répartition des intensités de pixels entre
l’objet et l’arrière plan), il peut arriver que certains artéfacts non désirés soient considérés comme
pertinents. Cela résulte en des zones isolées souvent plus petites que l’objet à segmenter. Par
conséquent, nous proposons d’effectuer un "nettoyage" à partir d’une détection de contours. Les
contours détectés dont la surface est inférieure à un certain seuil sont alors supprimées. Nous
définissons manuellement ce seuil mais il pourra être calculé automatiquement au travers de plus
amples expérimentations. Les contours des structures seuillées de l’image ne sont pas formés
de lignes régulières du fait des variations brutales des valeurs des pixels. Une étape d’affinage
consiste à "lisser" ces contours en supprimant les pixels responsables de cette "rugosité". Cette
tâche est réalisée par une fenêtre glissante de taille 3 x 3 se déplaçant avec un pas de 1 pixel. Si
ses "coins" sont nuls, la valeur des autres pixels est vérifiée. Si et seulement si un seul d’entre eux
est non nul, le pixel correspondant à sa position dans l’image est mis à zéro.
Squelettisation :
L’étape finale avant l’extraction de caractéristiques est une "squelettisation". Celle-ci consiste à
réduire progressivement la quantité de pixels des zones pertinentes, jusqu’à obtenir une représen-
tation formée de lignes d’un seul pixel de large. Les propriétés topologiques de la forme d’origine
ainsi que ses propriétés géométriques sont conservées. La méthode implémentée, issue de la li-
braire "Sikit-image" [252], provient des travaux de Zhang et. al. [253]. La squelettisation est alors
effectuée par des passages successifs sur l’image, chacun supprimant les pixels en bordure de la
structure sous la condition que la connectivité des objets n’est pas rompue. Le processus est itéré
jusqu’à ce qu’aucun pixel ne puisse être supprimé sans respecter cette condition. Le lissage effec-
tué lors de l’affinage de l’image seuillée permet de limiter l’apparition de "branches" courtes le
long du squelette.
(a) Image seuillée et affinée - Moyennes (b) Squelettisation du seuillage par moyennes
Figure 5.25 – Seuillage par moyennes locales et squelettisation de l’empreinte filtrée et corrigée
(a) Image seuillée et affinée - Niblack (b) Squelettisation du seuillage de Niblack
Figure 5.26 – Seuillage de Niblack et squelettisation de l’empreinte filtrée et corrigée
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(a) Image seuillée et affinée - Otsu (b) Squelettisation du seuillage d’Otsu
Figure 5.27 – Seuillage d’Otsu et squelettisation de l’empreinte filtrée et corrigée
(a) Image seuillée et affinée - Moyennes (b) Squelettisation du seuillage par moyennes
Figure 5.28 – Seuillage par moyennes locales et squelettisation du réseau vasculaire filtré et corrigé
(a) Image seuillée et affinée - Niblack (b) Squelettisation du seuillage de Niblack
Figure 5.29 – Seuillage de Niblack et squelettisation du réseau vasculaire filtré et corrigé
(a) Image seuillée et affinée - Otsu (b) Squelettisation du seuillage d’Otsu
Figure 5.30 – Seuillage d’Otsu et squelettisation du réseau vasculaire filtré et corrigé
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5.2.2.3/ Extraction des caracte´ristiques
L’extraction de caractéristiques, décrite par les figures 5.31 et 5.32 est une étape décisive dans
la mise en correspondance des images d’empreintes digitales et des images du réseau vasculaire.
Une étape de détection des points d’intérêts commune à ces deux modalités est appliquée. Celles-ci
présentant toutes deux des structures similaires, ce sont les fins de lignes et les bifurcations (ainsi
que les croisements) qui sont détectées. Le premier niveau de précision des caractéristiques des
empreintes digitales peut également être utilisé en complément des minuties du niveau 2.
Squelette de l’image 
d’empreintes digitales
Détection des points d’intérêts
Points singuliers / Lignes
Calcul des descripteurs
BRIEF
Nettoyage en bordure d’image
Estimation des singularités
Index de Poincaré
Points 
d’intérêts
Carte des orientations 
des empreintes
O(x,y) 
Points d’intérêts 
nettoyés
Singularités des 
empreintes digitales
Descripteurs des points d’intérêts 
des empreintes
- Descripteurs des points singuliers
- Descripteurs des lignes
Condition mise en correspondance : 
Seulement si les singularités entre deux 
images sont similaires 
Figure 5.31 – Description du protocole de la phase d’extraction des caractéristiques des em-
preintes digitales
Squelette 
de l’image de 
vaisseaux
Détection des points d’intérêts
Points singuliers / Lignes
Calcul des descripteurs
BRIEFPoints d’intérêts des vaisseaux
Descripteurs des points 
d’intérêts des vaisseaux
Figure 5.32 – Description du protocole de la phase d’extraction des caractéristiques des vaisseaux
Détection des singularités (Empreintes seulement) :
De par la composition du motif des empreintes digitales, il est possible d’extraire des informa-
tions à différents niveaux de précision, comme il a été montré au début de ce chapitre. Le premier
niveau consiste à détecter l’aspect général de l’empreinte. Différentes structures, appelées singu-
larités, peuvent être observées et leur combinaison permet de distinguer des groupes d’empreintes
digitales. Leur traitement peut s’effectuer à partir de la carte des orientations locales, O(x, y), cal-
culée précédemment (lors du paramétrage du filtre de Gabor). Une des méthodes de la littérature,
permettant cette détection de singularités locales et définissant des catégories d’empreintes selon
les singularités détectées, repose sur l’indice de Poincaré [254]. Une présentation de cette méthode
peut être trouvée en annexe B.2.1.3.
Cette détection de singularité représente un premier critère de comparaison des empreintes di-
gitales, fiabilisant la mise en correspondance des minuties. En effet, effectuée directement après
l’estimation des orientations, cette opération définit une condition nécessaire à la mise en corres-
pondance des caractéristiques de niveau 2. En d’autres termes, si les deux images d’empreintes
digitales comparées sont de mêmes types (déterminés par la table de référence de l’indice de Poin-
caré), alors le processus de détection des points d’intérêts peut être effectué. Dans le cas contraire,
l’authentification de cette modalité est refusée. Les expérimentations préliminaires de cette mé-
thode ne nous ayant pas fourni de résultats pertinents, nous ne l’intégrons pas à cette étude. Elle
représente cependant une piste intéressante à considérer en perspectives de nos travaux.
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Détection des points caractéristiques (vaisseaux et empreintes) :
Extraction des minuties :
Cette extraction consiste à détecter, dans l’image squelettisée, les coordonnées des points d’intérêts
formés par les fins de lignes, les bifurcations, les croisements de lignes, et les lignes elles mêmes.
Dans le cas des empreintes digitales, nous ne cherchons pas à déterminer le motif formé des lignes
autour de ces points d’intérêts. Comme pour les vaisseaux, seuls ces points sont pris en compte.
La recherche de ces points d’intérêt est effectuée par une nouvelle fenêtre glissante de taille 3 × 3,
composées d’éléments de valeur 1 excepté l’élément central qui est à 0. Cette fenêtre est déplacée
dans l’image et centrée à la position de chaque pixel des lignes de l’image squelettisée (chaque
pixel différent de la valeur 0). Les pixels formant le squelette étant de valeur 1, la convolution de
cette fenêtre à l’image permet de compter le nombre de pixels contenant de l’information dans le
voisinage direct du pixel central de la fenêtre. Le résultat de cette convolution permet de catégoriser
le type du point sur lequel est centrée la fenêtre, répartis sous quatre catégories. Une valeur à 1
indique que le pixel en question appartient à une ligne, une valeur égale à 2 définit une fin de
ligne, une valeur de 3 distingue une bifurcation et enfin une valeur de 4 représente une jonction de
lignes (ou croisement). La figure 5.33 illustre cette recherche de minuties pour chaque catégorie.
Par souci de lisibilité, l’arrière plan est représenté en blanc, et les lignes sont représentées en gris.
Les pixels de couleur représentent le pixel qui ont été assignés soit à une ligne (bleu), soit à une
fin de ligne (rouge), soit à une bifurcation (vert) ou encore à une jonction (orange).
Ligne Fin de ligne Bifurcation Jonction
Figure 5.33 – Exemple de détection de minutie dans la fenêtre glissante. La couleur des pixels
représente le type de point d’intérêt détecté
Un mauvais seuillage à l’emplacement d’une bifurcation ou d’une jonction produit un "trou" dans
le squelette à cette position, conduisant à une détection de plusieurs fins de lignes (une pour chaque
ligne formant la bifurcation ou la jonction). De plus, les jonctions sont généralement peu présentes
dans les images. C’est pourquoi, dans la suite de ces travaux, nous regroupons ces trois types de
minuties sous la même catégorie. En d’autres termes, nous retenons deux catégories de points
d’intérêts : les lignes d’une part et les "points singuliers" d’autre part, composées des autres minu-
ties (fin de ligne, bifurcation et jonction). Par ailleurs, considérer tous les pixels formant les lignes
comme des points caractéristiques revient à conserver un nombre trop important d’éléments, vis
à vis de nos contraintes en taille de stockage. De plus, un certain équilibre entre le nombre de
points observés dans chaque catégorie est primordial afin de ne pas favoriser l’une ou l’autre des
catégories dans le processus de mise correspondance. Par conséquent, nous limitons la quantité de
points formant les lignes à un maximum correspondant au nombre de points de la seconde caté-
gorie. Ainsi, bien que le nombre de détection puisse varier entre les images, le ratio du nombre de
points dans chaque catégorie est constant. Nous limitons également à un maximum la quantité de
points d’intérêt totale conservée par image, qui, dans la suite du document, est noté ξ.
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Les empreintes digitales sont soumises à une étape supplémentaire dans ce processus d’extraction
de caractéristiques. Cette dernière étape consiste à "nettoyer" les minuties formées par les fins de
lignes en bordure de l’image. En effet, les lignes des empreintes digitales étant coupées par les
bords de l’image, l’algorithme détecte des fins de lignes non pertinentes. Plutôt que de supprimer
toute minutie détectée à une certaine distance des bordures, nous proposons une méthode permet-
tant une plus grande robustesse à la position des empreintes dans l’image.
Nous considérons la ligne et la colonne de pixels de l’image sur laquelle se trouve un pixel cor-
respondant à une fin de ligne, comme le montre l’image 5.34. Sur celles-ci, les pixels précédents
l’emplacement du point caractéristique (à la position (x, y)) et les pixels suivants sont alors sommés
pour obtenir quatre valeurs (Φ1 à Φ4). Comme l’illustre l’équation 5.14, où W et H représentent
respectivement la largeur et la hauteur de l’image, et P f (i; x, y) la ime fin de ligne détectée, cette
fin de ligne est supprimée si l’une de ces sommes est nulles. En effet, si tel est le cas, cela signifie
que cette fin de ligne est suffisamment isolée pour pouvoir être supprimée (elle n’est pas inscrite
dans l’empreinte digitale).
I(x,y)
H
W
𝚽2(x,y)
𝚽1(x,y) 𝚽3(x,y)
𝚽4(x,y)
Figure 5.34 – Illustration du processus de nettoyage des minuties correspondant à une fin de ligne
non inscrite dans l’empreinte digitale.
Φ(x, y) =

x−1∑
i=1
I(i, y) ;
W∑
i=x+1
I(i, y) ;
y−1∑
i=1
I(x, i) ;
H∑
i=y+1
I(x, i)

P f (i; x, y) = 0, si min[Φ(x, y)] = 0
(5.14)
Les figures suivantes représentent en couleur les points d’intérêts détectés ainsi que ceux conservés
après réduction du nombre de points des lignes et nettoyage des fins de lignes pour les empreintes.
Les fins de lignes sont représentées par un point rouge, les lignes par un point bleu et l’ensemble
des bifurcations et jonctions par un point vert. Nous rappelons que pour la correspondance, les fins
de lignes sont ajoutées à l’ensemble des bifurcations et des jonctions.
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(a) Points d’intérêts détectés - Moyennes (b) Points d’intérêts conservés - Moyennes
Figure 5.35 – Points d’intérêts détectés et points d’intérêts conservés, à partir du squelette des
empreintes digitales issu du seuillage par moyennes locales
(a) Points d’intérêts détectés - Niblack (b) Points d’intérêts conservés - Niblack
Figure 5.36 – Points d’intérêts détectés et points d’intérêts conservés, à partir du squelette des
empreintes digitales issu du seuillage de Niblack
(a) Points d’intérêts détectés - Otsu (b) Points d’intérêts conservés - Otsu
Figure 5.37 – Points d’intérêts détectés et points d’intérêts conservés, à partir du squelette des
empreintes digitales issu du seuillage d’Otsu
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(a) Points d’intérêts détectés - Moyennes (b) Points d’intérêts conservés - Moyenens
Figure 5.38 – Points d’intérêts détectés et points d’intérêts conservés, à partir du squelette du
réseau vasculaire issu du seuillage par moyennes locales
(a) Points d’intérêts détectés - Niblack (b) Points d’intérêts conservés - Niblack
Figure 5.39 – Points d’intérêts détectés et points d’intérêts conservés, à partir du squelette du
réseau vasculaire issu du seuillage de Niblack
(a) Points d’intérêts détectés - Otsu (b) Points d’intérêts conservés - Otsu
Figure 5.40 – Points d’intérêts détectés et points d’intérêts conservés, à partir du squelette du
réseau vasculaire issu du seuillage d’Otsu
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Création des descripteurs :
La phase précédente permet de détecter la position des points d’intérêts que nous avons définis
comme pertinents. Mais ces derniers ne permettent pas d’effectuer de correspondance directe entre
deux images. Nous faisons alors usage d’un descripteur, permettant d’extraire des informations lo-
cales de l’image à l’emplacement de ces points d’intérêts. Étant donné que nous avons formé deux
groupes de points d’intérêts (lignes et ensemble des fins de lignes, bifurcations et jonctions), nous
créons deux matrices de description par image, chacune correspondant à un groupe de points d’in-
térêts. Nous avons sélectionné le descripteur BRIEF [255] (Binary Robust Independent Elementary
Features) pour remplir ce rôle. Ce descripteur peut alors être appliqué soit à l’image améliorée en
sortie du filtre de Gabor après correction (EC(x, y)), soit à l’image squelettisée. Nous comparerons
des résultats préliminaires sur ces deux images afin de sélectionner l’image la plus appropriée.
Le descripteur BRIEF est une alternative intéressante au descripteur SIFT (très utilisé dans la lit-
térature). Sa complexité est en effet inférieure à celle de ce dernier, pour des performances de
mise en correspondance relativement proches. Étant un descripteur assez simple, l’invariance de
la description des points d’intérêts est limitée à la translation (pas d’invariance en en rotation ou
en échelle). D’après Calonder et. al.[255], les performances sont seulement légèrement dégradées
entre 0 et 15 degrés de rotation. Au delà, les performances subissent une perte conséquente. Cela
suffit cependant à couvrir les majeures variations de positions présentes dans les bases de données
utilisées.
La phase de description, basée sur la différence d’intensités de pixels sélectionnés aléatoirement
parmi un voisinage autour du point d’intérêt (fenêtrage de 48 × 48 pixels centré sur le point d’in-
térêt), se divise en deux étapes. La zone observée est d’abord filtrée (flou gaussien) afin d’atténuer
les erreurs dues au bruit. Par la suite, nd paires de pixels sont aléatoirement sélectionnés autour
du point d’intérêt, suivant une distribution gaussienne centrée en ce point. Dans notre étude, 256
paires sont sélectionnées (nd = 256). Pour chaque fenêtre (ou patch) p, les pixels de chaque paire
(un pixel a et un pixel b) sont comparés entre eux suivant la règle τ suivante :
τ(p; a, b) =
{
1 si p(a) < p(b)
0 sinon
⇒ vi(p) = τ(p; ai, bi), ∀i ∈ {0, 1, ..., nd} (5.15)
Pour chaque patch p (associé à un point d’intérêt) et chaque point i sélectionné dans p, cette
comparaison donne lieu à un vecteur vi(p) de 256 éléments binaires (nd bits), composé des résultats
de la règle τ. Le vecteur de description de chaque point d’intérêt est ensuite divisé en mots de 8 bits,
formant alors 32 éléments (256 bits / 8) compris alors entre 0 et 255. Le descripteur correspondant
est appelé "BRIEF-k", où k = nd/8. Dans notre cas, nous utilisons le descripteur "BRIEF-32".
Pour chaque modalité de chaque personne, l’information utile stockée sur la carte sans contact est
donc composée des matrices de description des lignes et des points singuliers (2 matrices au total),
chacune formée d’autant de vecteurs de description que de points d’intérêts par catégorie.
5.2.2.4/ Recherche de correspondances
Une fois les descripteurs obtenus pour chaque catégorie des deux images à comparer, une cor-
respondance par "force brute" est effectuée ("Brute Force Matching"). Les descripteurs de chaque
catégorie de points d’intérêts de la première image sont comparés avec les descripteurs de la ca-
tégorie associée dans la seconde image. Cette méthode calcule leur degré de correspondance par
une mesure de distance. Pour chaque descripteur, la plus haute correspondance est donnée par la
distance la plus courte. Différentes distances peuvent être utilisées, telles que les distance L1 ou
L2 exposées dans le chapitre 3.
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Le descripteur utilisé étant composé de caractéristiques binaires, nous utilisons la "distance de
Hamming" pour estimer le degré de correspondance. Cette mesure de distance est obtenue facile-
ment par l’opération d’une fonction "OU exclusif" (A ⊕ B) entre deux descripteurs A et B. Cette
fonction produit alors un 1 si deux bits de A et B à une position i sont différents, et un 0 s’ils sont
égaux. La distance de Hamming entre deux descripteurs A et B de n éléments (bits), dH(A,B), n’est
autre que la somme des résultats de cette fonction pour chaque bit des deux descripteurs, tel que
le montre l’équation 5.16.
dH(A, B) =
nd∑
i=1
(Ai ⊕ Bi) (5.16)
Plusieurs informations peuvent ensuite être extraites de cette comparaison. Tout d’abord, pour
chaque catégorie, nous obtenons le nombre de correspondances entre les deux images, que nous
pouvons comparer au nombre d’éléments formant les descripteurs. De plus, deux distances sont
obtenues, une pour chaque catégorie de points, à savoir l’ensemble des points d’intérêts sur les
lignes, et l’ensemble formé des fins de lignes, bifurcations et jonctions. Il est donc nécessaire
d’effectuer une décision supplémentaire afin de valider l’authentification ou la rejeter.
Différentes méthodes peuvent être utilisées, la plus simple étant l’utilisation d’un seuil appliqué
sur les distances obtenues pour les correspondances de chaque catégorie de points, de même qu’un
seuil sur le nombre de correspondances de chaque catégorie. Cependant, la correspondance peut
fournir de nombreuses autres informations. Nous proposons de calculer un certain nombre d’attri-
buts supplémentaires, présentés par la table 5.1, et d’effectuer, pour chaque modalité (empreintes
et réseau vasculaire), une sélection automatique des attributs les plus pertinents suivie d’une clas-
sification permettant de discriminer, de manière générale, les personnes autorisées et les intrus.
Il existe une large famille d’algorithmes sous-optimaux de sélection d’attributs. Nous avons retenu
une variante de la méthode "Sequential Backward Floating Selection" (SBFS) [256] (présentée
précédemment) qui consiste, en partant de l’ensemble des attributs, à retirer celui dont l’absence
dans le sous-ensemble de l’itération suivante maximise les performances. Nous avons choisi d’uti-
liser l’erreur de classification globale comme fonction de coût à minimiser, maximisant alors les
performances de classification. De la même manière que pour l’étude de l’authentification de vi-
sages, nous utilisons deux classifieurs, sur lesquels nous évaluons l’erreur globale lors de la SBFS,
à savoir les SVM et les RF. Après apprentissage, le modèle de classification obtenu est commun
à toutes les personnes enrôlées. Par conséquent, comme pour l’espace de visage créé par l’ACP,
il ne présente aucune information personnelle et peut être stocké localement sur l’unité de calcul.
Nous ne nous intéresserons pas à la taille de stockage de ces modèles de classification.
Dans cette étude, nous appliquons la SBFS pour chaque modalité, selon les trois types de seuillages
que nous souhaitons évaluer (moyennes locales, Niblack et Otsu). La SBFS utilise un jeu de don-
nées d’apprentissage ainsi qu’un autre jeu de données de tests permettant d’évaluer les perfor-
mances du classifieur. Pour rappel, nous avons sélectionné 30 personnes différentes par modalités.
Pour les empreintes digitales, chaque personne dispose de 12 échantillons et 6 pour le réseau vas-
culaire. Nous devons constituer deux ensembles (apprentissage et test), chacun divisés en deux
sous ensembles comprenant deux classes. Comme pour les visages, ces classes représentent d’une
part les comparaisons positives (une image de référence ri d’une personne pa comparée à une
image r j de la même personne, i , j), et d’autre part les comparaisons négatives (une image de
référence ri d’une personne pa comparée à une image r j d’une personne pb, a , b).
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Parmi les images d’une même personne, il est possible d’effectuer au maximum 66 correspon-
dances pour les empreintes et 15 pour les vaisseaux, sans considérer de doublons. Le nombre de
comparaisons négatives possibles est bien plus important. Afin conserver un équilibre dans les
classes, pour chaque personne de la base de donnée, nous limitons le nombre de correspondances
à respectivement 66 et 15 images parmi les échantillons d’autre personnes, pour les empreintes et
les vaisseaux.
Pour l’apprentissage, les personnes de références sont formées des 15 premières personnes de
notre base de données. Pour le test, les personnes de références sont formées des 15 personnes
suivantes. Chaque classe est alors composée de 225 éléments pour les vaisseaux (15 comparaisons
x 15 personnes) et 990 pour les empreintes (66 comparaisons x 15 personnes). Afin de vérifier la
robustesse aux intrusions, les classifieurs conservés (correspondant au jeu d’attributs fournissant
l’erreur globale la plus faible dans le SBFS) seront évalués une dernière fois en utilisant les nom-
breuses tentatives d’intrusions (comparaisons négatives) que nous n’avons pas considérées lors de
l’apprentissage.
Catégories Nom Description des attributs
Lignes
CL Nombre de correspondances parmi les points d’intérêt des lignes
RL
Ratio entre le nombre de correspondances des lignes et le nombre
minimal de descripteurs dans les deux ensembles comparés
dL Moyenne des distances des correspondances des lignes
σL Écart type des distances de correspondance des lignes
Points
singuliers
CP
Nombre de correspondances parmi les points d’intérêt des points
singuliers (fin de lignes, bifurcations et jonction)
RP
Ratio entre le nombre de correspondances des points singuliers et le
nombre minimal de descripteurs dans les deux ensembles comparés
dP Moyenne des distances des correspondances des points singuliers
σP Écart type des distances de correspondance des points singuliers
Général
S d Somme des distances des deux catégories
S d Somme des distances moyennes des deux catégories
S d Moyenne de la somme des distances des deux catégories
S σ Somme des écarts types des correspondances des deux catégories
R
Ratio entre le nombre de correspondances totales et le nombre
minimal d’éléments dans les descripteurs de chaque catégorie
C Nombre de correspondances totales
Table 5.1 – Les 14 attributs, calculés à partir de la correspondance entre les descripteurs de deux
images, et transmis à la SBFS pour la sélection des attributs les plus pertinents
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5.2.3/ Mise en place de l’e´tude
5.2.3.1/ Optimisation des parame`tres des algorithmes
Du fait des nombreuses étapes de traitement dans la chaîne algorithmique, cette étude est très pa-
ramétrique. Parmi les nombreuses combinaisons possibles, seul un certain nombre peut fournir des
résultats optimaux. Par soucis de rapidité de développement, nous les avons fixés de manière expé-
rimentale. Cependant ce paramétrage peut être optimisé de manière automatique afin d’augmenter
la robustesse des prétraitements. Cette phase d’optimisation pourra être inclue dans la continuité
de ces travaux, comme décrit dans l’annexe B.2.2. Cette annexe présente également les paramètres
fixés pour chaque méthode utilisée dans la chaîne de traitement.
5.2.3.2/ Étude pre´liminaire
Comme énoncé précédemment, les descripteurs BRIEF sont calculés pour chaque image. Deux
matrices de description sont alors créées, une pour les points d’intérêts des lignes, et une pour
l’ensemble des fins de lignes, des bifurcations et des jonctions. Elles sont composées d’autant de
"lignes" (vecteurs de description) que de points d’intérêts, chacune étant composée de 32 mots de
8 bits. En suivant le protocole de la SBFS décrit précédemment, ces descripteurs sont comparés
deux à deux, fournissant un jeu de 14 attributs issus de calculs sur les informations fournies par
cette correspondance. Deux classifieurs sont entraînés à partir de ces attributs, les SVM et les RF.
Comme étude préliminaire, figure 5.41, nous comparons le taux d’erreur obtenu par la SBFS
en fonction de l’image à laquelle est appliquée le descripteur, à savoir l’image squelettisée ou
l’image corrigée en sortie du filtre de Gabor (Ex(x, y)). De plus, nous comparons trois méthodes
de seuillage (Moyennes locales, Niblack et Otsu) afin d’observer leur influence quant à la stabi-
lité de la détection des points d’intérêts. L’objectif ici est de déterminer l’image de description
fournissant les meilleures performances, afin d’orienter les tests suivants.
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Figure 5.41 – Taux d’erreur global de la correspondance selon le type de seuillage, l’image à
laquelle est appliquée le descripteur, et la SBFS effectuée par les SVM et les RF
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D’une manière générale, on observe que l’erreur globale des SVM est proche des RF, quelle que
soit la configuration. Pour les empreintes digitales, l’utilisation de l’image squelettisée pour la des-
cription des points d’intérêts produit des résultats similaires à l’utilisation de l’image corrigée en
sortie du filtre de gabor (EC). Cependant, pour les vaisseaux, l’erreur est plus importante (jusqu’à
18%) lorsque l’image squelittisée est utilisée comme source de description. Pour la suite de cette
étude, nous utilisons l’image corrigée EC comme source de description. Celle-ci, pour les deux
modalités du doigt, fournit un taux d’erreur global compris entre 8% et 12%, quelle que soit la
configuration et le classifieur utilisé. La squelettisation est néanmoins toujours nécessaire, mais
uniquement pour la détection des points d’intérêts.
5.3/ Re´sultats de la chaiˆne de traitements
Dans un premier temps, nous allons présenter les résultats d’authentification de chaque moda-
lité pour les trois méthodes de seuillage sélectionnées. Les métriques d’évaluation des classifieurs
SVM et RF sont comparées, pour les attributs résultants de la mise en correspondance des descrip-
teurs issus des images corrigées en sortie du filtre de Gabor (EC). Pour chaque configuration, les
tailles de stockage des descripteurs à stocker sur la carte sans contact seront comparées. La confi-
guration offrant les résultats optimums relativement à nos contraintes sera ensuite sélectionnée.
Dans un second temps, une étude d’adéquation algorithme et architecture sera effectuée afin de ré-
duire la taille de stockage des descripteurs afin qu’ils puissent être stockés sur la carte individuelle.
Deux méthodes seront évaluées et nous observons leur influence sur les performances relativement
au gain de taille. D’une part, nous proposons de limiter le nombre de points d’intérêts conservés
dans l’image, et d’autre part nous agissons directement sur le descripteur en réduisant sa précision
pour chaque point décrit.
5.3.1/ Évaluation des performances d’authentification
Pour chaque configuration traitée, les table 5.2 et 5.3 présentent les métriques d’évaluation de la
classification, pour respectivement les empreintes et les vaisseaux. Nous représentons la sensibilité
(Se.), la spécificité (Sp.), la précision (Pr.) et la justesse (Ju.) des mesures. Les tailles de stockage
moyennes (T ) et maximales (Tmax) des deux ensembles de descripteurs (lignes et points singu-
liers), en kilooctets, sont également considérées. Du fait du type de données composant les des-
cripteurs, ces deux ensembles sont stockés au format binaire, minimisant ainsi la taille de stockage.
Ces résultats correspondent à la moyenne des 990 correspondances de tests pour les empreintes et
des 225 correspondances de tests pour les vaisseaux sanguins.
On remarque que les deux classifieurs employés fournissent des résultats très restrictifs, quelle
que soit la modalité. La spécificité est supérieure à 98%, et atteint même les 100% pour certaines
configurations du réseau vasculaire. En d’autres termes, ces résultats traduisent un très faible taux
de faux positifs. De même, la précision, exprimant la quantité de faux positifs relativement aux
nombre d’échantillons classés positivement, est proche de la spécificité. La principale source d’er-
reurs vient de la sensibilité et donc du nombre de faux négatifs. La sensibilité se situe en effet
aux alentours de 80% quel que soit le type de seuillage, la modalité et le classifieur. Cependant,
l’objectif étant la définition d’un système de sécurité restrictif, ces résultats démontrent que nos
classifieurs respectent nos contraintes. De plus, la justesse d’authentification oscille dans une plage
comprise entre 88% et 92%. Par conséquent, nous pouvons conclure qu’avec les attributs sélec-
tionnés par la SBFS, le type de seuillage et le type de classifieur ont peu d’incidence sur les
performances de classification.
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Type de seuillage SVM [%] RF [%] Desc. [Ko]
Se. Sp. Pr. Ju. Se. Sp. Pr. Ju. T T.max
Moyennes locales 81,1 98,5 98,2 89,9 80,8 99,2 99,1 90,0 3,2 8,6
Niblack 79,2 98,6 98,3 88,9 80,0 98,0 97,5 89,0 4,1 8,6
Otsu 81,8 98,7 98,4 90,3 80,3 97,9 97,4 89,1 6,7 12,9
Table 5.2 – Sensibilité (Se.), spécificité (Sp.), précision (Pr.) et justesse (Ju.) moyennes (en
pourcent) de la correspondance des empreintes digitales avec le descripteur BRIEF-32 appli-
qué aux images corrigées en sortie du filtre de Gabor (EC(x, y)), selon la décision des SVM et des
RF, et leur tailles de stockage moyennes (T ) et maximales (Tmax) en kilooctets
Type de seuillage SVM [%] RF [%] Desc. [Ko]
Se. Sp. Pr. Ju. Se. Sp. Pr. Ju. T T.max
Moyennes locales 81,3 97,8 98,3 89,6 77,3 99,1 98,9 88,2 1,9 3,1
Niblack 84,4 98,2 97,9 91,3 78,2 100 100 89,1 2,0 3,1
Otsu 83,1 100 100 91,6 84,4 99,1 99,0 91,8 1,4 2,9
Table 5.3 – Sensibilité (Se.), spécificité (Sp.), précision (Pr.) et justesse (Ju.) moyennes (en
pourcent) de la correspondance des vaisseaux avec le descripteur BRIEF-32 appliqué aux images
corrigées en sortie du filtre de Gabor (EC(x, y)), selon la décision des SVM et des RF, et leur tailles
de stockage moyennes (T ) et maximales (Tmax) en kilooctets
L’objectif principal de ces travaux de thèse est d’établir une authentification biométrique par fusion
de plusieurs modalités biométriques. Afin de se conforter aux recommandations en vigueur quant
à la protection de la vie privée, toute information personnelle doit être stockée sur un support
personnel. Par conséquent, vis à vis de notre étude, le classifieur propre au visage du sujet, ainsi
que les descripteurs des deux modalités de ce chapitre doivent cohabiter sur le même support. Or,
ce support impose une forte contrainte de taille de stockage. La condition sur la taille de stockage
de chaque élément, jusque là fixée à 8 Ko, est donc à ajuster en fonction de chaque élément à
stocker. À des fins de simplification, nous définissons la taille maximale de chaque élément comme
étant un tiers des capacités de stockage de la carte, soit une limite de 2,6 kilo-octets.
Comparé au seuillage par moyennes locales, le seuillage de Niblack appliqué aux empreintes di-
gitales fourni des ensembles de descripteurs dont la taille de stockage moyenne est supérieure.
De même, les tailles de stockage moyennes et maximales des ensembles de descripteurs issus du
seuillage d’Otsu sont supérieures à celles des descripteurs issus du seuillage de Niblack. Cela s’ex-
plique par l’observation des images squelettisées après ce seuillage. Ces méthodes, et principale-
ment le seuillage d’Otsu, produisent en effet un "contour" autour squelette de l’empreinte, donnant
alors lieu à un grand nombre de bifurcations. En comparaison, avec le seuillage par moyennes lo-
cales, l’emplacement de ces bifurcations se trouve être des fins de lignes qui ont été supprimées
par l’opération de nettoyage des point d’intérêts que nous avons mis en place. Une opération si-
milaire, supprimant les bifurcations en bordure du squelette, peut être envisagée pour le seuillage
des empreintes digitales par la méthode d’Otsu.
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Cette tendance est inversée pour le réseau vasculaire. Les seuillages de ces images par moyennes
locales et par la méthode de Niblack produisent un nombre similaire de points d’intérêts. Par
conséquent, la taille de stockage des descripteurs varie peu. Le seuillage d’Otsu en revanche,
bien que présentant des résultats d’authentification plus élevés, est visuellement moins adapté
à ce type de modalité. En effet, les images intermédiaires présentées précédemment mettent en
évidence un seuillage plus grossier des vaisseaux. Le nombre de points d’intérêts détectés est par
conséquent réduit. Comme nous fixons le nombre de points d’intérêts des lignes à la même valeur
que le nombre de points de la seconde catégorie, la taille de stockage requise pour ces descripteurs
diminue. Pour illustrer les différences de tailles de stockage entre les ensembles de descripteurs
pour chaque configuration, la figure 5.42 expose le nombre de points d’intérêts moyen et maximum
détectés dans les images pour chaque type de seuillage.
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Figure 5.42 – Nombre de points d’intérêts moyens et maximum parmi les images d’empreintes
digitales et de réseaux vasculaires, selon le type de seuillage d’image
À ce stade, seuls les descripteurs des vaisseaux sanguins correspondent à nos nouvelles contraintes
de taille de stockage. Afin de stocker les ensembles de descripteurs des empreintes digitales et des
vaisseaux sur la carte sans contact, il est nécessaire d’intervenir sur la composition même de ces
derniers. Nous proposons donc d’effectuer une étude d’adéquation algorithme et architecture dans
le but de réduire la taille de stockage des descripteurs.
Cette étude a pour but d’établir une tendance quant aux variations de performances relativement
à la réduction de la taille de stockage des descripteurs. Par conséquent nous restreignons cette
étude à une configuration. Les performances d’authentification étant relativement proches entre les
différents types de seuillage d’image, nous proposons d’utiliser le seuillage par moyennes locales
associé à une classification des attributs issus de la correspondance par les SVM. Les descripteurs
issus de ce seuillage étant déjà proche de la limite que nous imposons, nous pouvons estimer que
la perte probable de performances sera limitée.
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5.3.2/ Ade´quation algorithme et architecture
Description des approches
Il existe différentes manières de procéder pour la réduction de la taille de stockage de nos en-
sembles de descripteurs. Dans la suite de ces travaux, nous confrontons deux de ces méthodes.
Réduction du nombre de points d’intérêts - Descripteurs de 256 bits (BRIEF-32) :
D’une part, nous proposons de réduire le nombre de descripteurs par image, et donc de tronquer
le nombre de points d’intérêts. Le descripteur étant stocké au format binaire, sa taille de stockage
dépend directement de la quantité de point d’intérêts décrits. Soit une taille de stockage limite Tmax
en kilooctets et une précision k du descripteur, l’équation suivante définit les nombres maximums
de points d’intérêt à conserver pour une image, ξ, et par catégorie, ξC (où C ∈ {L, P} avec L la
catégorie des lignes et P les points singuliers) :
ξ = 1024
Tmax
k
ξC =
1
2
ξ, où C ∈ {L, P}
(5.17)
En imposant une taille maximale de 2,6 Ko pour la description d’une image, et en prenant en
compte une taille de 32 octets par descripteurs (BRIEF-32), on en déduit qu’il faut au maximum
83 points d’intérêt par image. Nous définissions cette limite à ξ = 80 points d’intérêts afin de
conserver ξC = 40 points par catégorie et de conserver une certaine marge sur la taille de stockage.
La taille maximale d’un ensemble de descripteurs pour une image est alors de 2,5 Ko.
Réduction du la précision des descripteurs - Descripteurs de 128 bits (BRIEF-16) :
D’autre part, la taille d’un ensemble de description peut être réduite en diminuant le nombre de
paires de pixels comparés dans la création d’un descripteur, diminuant donc le nombre de bits
utilisés pour sa représentation. Le descripteur utilisé est composé de 256 bits, soit 32 octets. Nous
proposons alors d’observer l’influence d’une représentation de 128 bits, soit 16 octets (BRIEF-16).
Cela permet alors de réduire de moitié la taille de stockage, tout en conservant le même nombre
de points d’intérêts. Étant donné que les valeurs mêmes des descripteurs sont modifiées par cette
réduction de précision, il est nécessaire d’effectuer une nouvelle SBFS avec les SVM.
Cette méthode étant confrontée à la même problématique que précédemment, une restriction du
nombre de points d’intérêts peut s’avérer nécessaire. À partir de l’équation 5.17 et avec cette
nouvelle représentation des descripteurs, nous en déduisons un maximum de 166 points d’intérêts
par image. De la même manière que précédemment, nous arrondissons cette valeur à ξ = 160 (soit
ξC = 80, permettant de conserver une marge sur cette taille de stockage et de maintenir un facteur
deux entre les paramètres des deux cas étudiés. En effet, pour une précision k des descripteurs
deux fois plus petite (passant de 32 à 16), nous conservons le double de point d’intérêts ξ par
image (passant de 80 à 160).
Performances d’authentification
Ici, nous observons l’influence des deux méthodes de réduction de la taille de stockage des des-
cripteurs sur les performances d’authentification. Pour les descripteurs 256 bits, la limite ξC est
fixée à 40 points d’intérêts. Cette limite est fixée à 80 points d’intérêts pour les descripteurs 128
bits. Dans le but d’observer les limitations d’une telle procédure, nous étudions deux limites de
la quantité de points d’intérêts conservés pour chacune des deux méthodes proposées. Ainsi, nous
observons deux limites supplémentaires, correspondant à une nouvelle division par deux de la
taille de stockage, à savoir 20 et 40 points d’intérêts pour respectivement les descripteurs 256 bits
et les descripteurs 128 bits.
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Les table 5.4 et 5.5 regroupent les résultats de ces expérimentations, pour respectivement les des-
cripteurs BRIEF-32 et BRIEF-16. Ces résultats sont présentés pour les deux ξC étudiés de chaque
descripteurs, ainsi que pour la configuration précédente où aucun seuil n’est appliqué sur ces points
d’intérêts (lignes "N.A"). Quatre métriques d’évaluation de classification sont utilisées, à savoir la
sensibilité (colonne "Se."), la spécificité (colonne "Sp."), la précision (colonne "Pr.") et la justesse
(colonne "Ju."). De plus, pour chaque évaluation, cette table présente la taille de stockage moyenne
des ensembles de descripteurs à stocker sur la carte (T ), ainsi que la taille maximale parmi tous les
ensembles calculés (Tmax).
Modalité ξC Se. Sp. Pr. Ju. T T.max
Empreintes
N.A 81,1 % 98,5 % 98,2 % 89,8 % 3,2 Ko 8,5 Ko
40 67,0 % 99,2 % 98,8 % 83,1 % 2,4 Ko 2,5 Ko
20 62,1 % 76,2 % 72,3 % 69,1 % 1,3 Ko 1,3 Ko
Vaisseaux
N.A 81,3 % 97,8 % 97,3 % 89,6 % 1,9 Ko 3,1 Ko
40 81,3 % 97,3 % 96,8 % 89,3 % 1,8 Ko 2,5 Ko
20 75,1 % 99,1 % 98,8 % 87,1 % 1,2 Ko 1,3 Ko
Table 5.4 – Sensibilité (Se.), spécificité (Sp.), précision (Pr.) et justesse (Ju.) moyennes, ainsi que
tailles moyennes (T ) et maximales (T. max.) des descripteurs BRIEF-32. Points d’intérêts limités
à ξC et issus du seuillage par moyennes locales. Descripteurs appliqués aux images corrigées en
sortie du filtre de Gabor (EC(x, y)) et décision par SVM
Modalité ξC Se. Sp. Pr. Ju. T T.max
Empreintes
N.A 79,0 % 98,7 % 98,4 % 88,8 % 1,6 Ko 4,2 Ko
80 77,9 % 98,9 % 98,6 % 88,4 % 1,6 Ko 2,5 Ko
40 61,3 % 99,7 % 99,5 % 80,5 % 1,2 Ko 1,3 Ko
Vaisseaux
N.A 76,4 % 99,6 % 99,4 % 88,0 % 1,0 Ko 1,6 Ko
80 76,4 % 99,6 % 99,4 % 88,0 % 1,0 Ko 1,6 Ko
40 76,4 % 99,6 % 99,4 % 88,0 % 0,9 Ko 1,3 Ko
Table 5.5 – Sensibilité (Se.), spécificité (Sp.), précision (Pr.) et justesse (Ju.) moyennes, ainsi que
tailles moyennes (T ) et maximales (T. max.) des descripteurs BRIEF-16. Points d’intérêts limités
à ξC et issus du seuillage par moyennes locales. Descripteurs appliqués aux images corrigées en
sortie du filtre de Gabor (EC(x, y)) et décision par SVM
En comparant directement ces deux tableaux pour chaque modalité sans contrainte sur le nombre
de points d’intérêts (ligne NA), on observe des résultats quasi similaires. Réduire la précision
des descripteurs diminue légèrement la spécificité tout en augmentant légèrement la spécificité.
Cependant, même sans limite sur le nombre de points d’intérêt, l’utilisation des descripteurs 128
bits produit une taille de stockage deux fois plus petite tout en conservant donc sensiblement
les mêmes performances. Pour les deux procédés, excepté pour le réseau vasculaire associé au
descripteurs BRIEF-16, il faut fixer une première limite ξC afin que les tailles de stockage des
ensembles de descripteurs répondent à nos contraintes d’espace de stockage.
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La première limite ξC observée dans ces deux tables permet de restreindre les tailles de stockage
jusqu’à un maximum de 2,5 Ko. Pour le descripteurs 256 bits, la sensibilité des empreintes digitales
diminue de 14% tandis que la spécificité augmente légèrement. La taille moyenne des ensemble de
descripteurs associés est très proche de la limite que nous imposons. Les points d’intérêts détectés
dans les images de vaisseaux étant proches de la limite ξC , cette limite diminue légèrement les
performances tout en réduisant subtilement la taille de stockage.
Pour les descripteurs 128 bits, le nombre de points d’intérêts conservé permettant de répondre à
nos contraintes est supérieur. Cela permet d’atteindre une taille maximale de 2,5 Ko en réduisant
très peu les performances d’authentification. On observe en effet une taille moyenne de 1,6 Ko pour
les ensembles de descripteurs des empreintes digitales, avec une perte de sensibilité d’environ 1%.
Le nombre moyen de points d’intérêts par catégorie des vaisseaux sanguins dans une image étant
de l’ordre de 50, une limite à 80 points n’a aucune incidence.
Pour finir, nous observons un dernier seuil ξC permettant de limiter la taille de stockage à 1,6 Ko
pour la description d’une image. Avec les descripteurs BRIEF-32, cette nouvelle réduction dimi-
nue la spécificité des empreintes digitales de plus de 20%, et leur sensibilité d’environ 5%, faisant
alors passer la justesse de 83% à 69%. Les vaisseaux sanguins subissent quant eux seulement une
perte de 6% sur la sensibilité, la spécificité étant augmentée de 2%, conservant une justesse proche
de 90%.
L’utilisation des descripteurs BRIEF-16 permet de limiter cette perte de performances d’authenti-
fication. En effet, avec une taille de stockage assez proche des descripteurs 256 bits, les empreintes
digitales conservent une justesse supérieure à 80%. Les fausses acceptations sont quasi nulles avec
une spécificité proche de 100%, tandis que la sensibilité perd 16% pour atteindre presque 60%.
Une nouvelle fois, le réseau vasculaire est peu impacté par cette limite ξC associée aux descrip-
teurs 128 bits. Cette limite étant toujours proche du nombre moyen de points d’intérêts détectés
dans l’image, seule la taille de stockage moyenne est influencée.
L’étude de ces deux procédés nous permet de conclure quant à la méthode de réduction de taille
de stockage à favoriser pour conserver un compromis intéressant entre performances d’authenti-
fication et espace de stockage nécessaire aux ensembles de descripteurs. Pour une même limite
de taille de stockage, la comparaison des performances d’authentification de ces deux procédés
montre qu’il est préférable d’utiliser des descripteurs moins précis, mais décrivant une image au
travers de plus de points d’intérêts. En effet, la réduction de précision des descripteurs permet de
conserver suffisamment de point d’intérêts pour entretenir une excellente restrictivité du système
tout en maintenant un taux de faux rejets acceptable.
La table 5.6 présente les attributs sélectionnés par les SVM lors de la SBFS, pour les des-
cripteurs 256 bits et 128 bits, décrivant les points d’intérêts détectés à partir de l’image issue
du seuillage par moyennes locales. Les attributs en gras représentent, pour chaque modalité,
les attributs qui ont sélectionnés par la SBFS avec les descripteurs BRIEF-32 et BRIEF-16.
Cette table montre une certaine constance dans les attributs sélectionnés par la SBFS. Pour
les empreintes digitales, quatre des cinq attributs sélectionnés pour les descripteurs 128 bits
figurent parmi ceux retenus par la SBFS avec les descripteurs de 256 bits. Seul l’écart type
des distances de correspondance des lignes (σL) a été ajoutée. Tous les attributs des vaisseaux
sanguins sélectionnés pour les descripteurs 128 bits se trouvent parmi ceux sélectionnés pour les
descripteurs 256 bits.
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Modalité Attributs - BRIEF-32 Attributs - BRIEF-16
Lignes P. Singuliers Général Lignes P. Singuliers Général
Empreintes dL CP ; dP ; σP S d ; S σ ; R dL ; σL CP ; dP R
Vaisseaux CL ; σL dP ; σP Sd ; Sσ ; R / / Sd ; Sσ ; R
Table 5.6 – Attributs (définis table 5.1) sélectionnés par le classifieur SVM avec la SBFS, don-
nant la plus faible erreur globale, avec les descripteurs BRIEF-32 et BRIEF-16, appliqués au
points d’intérêts détectés à partir des images seuillées par moyennes locales. Les attributs en gras
représentent, pour chaque modalité, les attributs qui ont été sélectionnés pour les deux descripteurs
5.3.3/ Évaluation de la robustesse aux intrus
Afin d’équilibrer les classes dans nos tests, relativement à la faible quantité d’échantillons positifs
disponibles, les mesures effectuées dans ce chapitre ne prennent en compte qu’un faible nombre
d’échantillons d’intrus. En implantation industrielle (ou réelle), la proportion d’échantillons d’in-
trus potentiels par rapport au nombre d’échantillons positifs est bien plus élevée. Nous proposons
alors de vérifier l’aptitude de notre méthode à rejeter les intrus. Pour chaque modalité, nous sé-
lectionnons la configuration fournissant le meilleur compromis entre nos contraintes et les perfor-
mances d’authentification.
Par conséquent, pour les empreintes digitales, nous sélectionnons le descripteurs BRIEF-16 as-
socié à une limitation de 160 points d’intérêts par image (80 par catégorie). Pour les vaisseaux
sanguins, nous sélectionnons le descripteurs BRIEF-32 associé à une limitation de 80 points d’in-
térêts par image (40 par catégorie). Pour rappel, ces points d’intérêts proviennent de la détection
sur l’image squelettisée issue du seuillage par moyennes locales.
La table 5.7 présente les résultats de cette évaluation, effectuée à partir de 12744 tentatives d’in-
trusion pour les empreintes digitales et les vaisseaux sanguins. La base de données des empreintes
digitales présentant plus d’images par individu, le nombre de tests de cette modalité a été limité
afin de correspondre à la quantité de tests des vaisseaux sanguins. De plus, nous profitons de la
grande quantité d’images d’empreintes digitales par personne afin d’évaluer la stabilité de ces me-
sures, avec 50976 tentatives d’intrusion. Les paires d’images mises en correspondances ne figurent
bien évidemment pas dans l’ensemble d’apprentissage des SVM.
Modalité Descripteur ξC Tentatives d’intrusion Er. Sp.
Empreintes 128 bits 80 12744 1,78 98,22
50976 1,85 98,15
Vaisseaux 256 bits 40 12744 0,59 99,41
Table 5.7 – Évaluation de la robustesse aux intrus, pour les descripteurs sélectionnés (associés à
un SVM), avec l’erreur ("Er." ou taux de fausse acceptation) et la spécificité (Sp.), en pourcent
Ces dernières évaluations montrent un taux d’erreur (ou ici taux de faux positifs) inférieur à 2%
pour les empreintes et inférieur à 1% pour les vaisseaux. Avec seulement des échantillons néga-
tifs, la spécificité peut être calculée et donc comparée à nos tests précédents. Égale à 98,2%, la
spécificité des empreintes digitales pour 12744 authentifications est très proche de celle des tests
précédents pour la même configuration (98,9%, deuxième ligne de la table 5.5). Les résultats des
métriques obtenues pour 50976 tests démontrent une très bonne stabilité du système.
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L’évaluation des vaisseaux sanguins montrent une très bonne robustesse aux intrus avec un taux
de faux positifs est inférieur à 1%. En comparaison avec les tests précédents pour la même confi-
guration (deuxième ligne des empreintes, table 5.4), on observe qu’ici, sur plus d’échantillons de
tests, la sensibilité est bien plus élevée. Cette spécificité a en effet gagné près de 2%, passant de
97,3% à 99,4%.
5.4/ Discussion
Dans ce chapitre, nous avons présenté les méthodes de notre chaîne de traitement permettant d’ef-
fectuer une authentification de personnes soit par ses empreintes digitales, soit par son réseau
vasculaire du doigt. Cette chaîne algorithmique présente plusieurs étages, chacun ayant une fonc-
tion distincte permettant d’optimiser les résultats de l’étage suivant.
Une correction d’image est effectuée afin de faciliter le seuillage de la modalité. L’image binaire ré-
sultant de ce seuillage permet d’obtenir un "squelette" de la structure linéaire formant la modalité.
C’est à partir de ce squelette que peuvent être détectées les particularités du motif des empreintes
ou des vaisseaux, à savoir des fins de lignes, des bifurcations, des jonctions, et des points sur les
lignes elles-mêmes. Dans l’image corrigée, à la position de ces points d’intérêts, un descripteur
est utilisé afin d’extraire des informations locales (ou des caractéristiques), et une mise en cor-
respondance est effectuée entre les descripteurs de deux images d’une même modalité. Pour finir,
de nouveaux attributs sont calculés à partir des informations fournies par cette correspondance,
et permettent, grâce à une classification binaire effectuée suite à l’apprentissage d’un SVM, de
valider ou non l’authentification.
Une des contraintes, imposées par l’application sur laquelle repose ces travaux, porte sur la taille
de stockage des descripteurs qui sont à stocker sur la carte personnelle sans contact. L’étude pré-
sentée dans ce chapitre est donc divisée en plusieurs partie. D’une part, nous avons évalué les
performances de notre méthode sans aucune contrainte. D’autre part, nous avons cherché à opti-
miser la taille de stockage par divers procédés, afin de répondre à notre cahier des charges. Une
nouvelle évaluation a donc été effectuée afin de valider ce procédé.
Pour chaque modalité, la méthode proposée présente un taux d’erreur globale d’environ 10%. Une
forte capacité à rejeter les intrus est à noter, tandis que le système présente un taux de faux négatifs
d’environ 20%, pour les deux modalités. Cependant, bien que déjà faibles, les tailles des descrip-
teurs ne permettent pas leur stockage sur la carte sans contact. Les deux pistes explorées, à savoir
une limitation du nombre de points d’intérêts et une réduction de la précision des descripteurs, per-
mettent de résoudre ce problème. La table 5.8 résume les résultats obtenus pour les configurations
retenues.
Mod. Desc. ξC Attributs Se. Sp. Pr. Ju. T
E 128 80 dL ; σL ; CP ; dP ; R 77,9 98,9 98,6 88,4 1,6
V 256 40 CL ; σL ; dP ; σP ; S d ; S σ ; R 81,3 97,3 96,8 89,3 1,8
Table 5.8 – Tableau résumé des configurations retenues offrant le meilleur compromis entre per-
formances (sensibilité, spécificité, précision et justesse en pourcent) et taille moyenne de stockage
des descripteurs (en Ko), avec Tmax = 2, 5Ko
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Les empreintes digitales présentent le meilleur compromis (performances / taille de stockage) avec
les descripteurs 128 bits et une limite de 80 points d’intérêts par catégorie (160 par image), et le
meilleur compromis pour les réseaux vasculaires est obtenu avec les descripteurs 256 bits et une
limite de 40 points d’intérêts par catégorie (80 par image). Ainsi, les tailles de stockage moyennes
des descripteurs de chacune de ces modalités sont inférieures à 2 Ko, avec un maximum de 2,5 Ko,
ce qui reste inférieur à la limite fixée de 2,6 Ko pour chaque modalité. Les performances observées
pour les configurations retenues présentent une excellente robustesse aux intrus. Après vérification
sur un grand nombre de mises en correspondances d’images de personnes différentes, le taux de
faux positifs des empreintes digitales est inférieur à 2% et celui ci est inférieur à 1% pour le réseau
vasculaire. Cependant, comme précisé précédemment, le taux de rejet parmi les authentifications
de personnes autorisées (taux de faux négatifs) est de l’ordre de 20% pour les deux modalités. Ces
résultats, bien qu’assez faibles relativement au taux de faux positifs, conviennent aux besoins de
l’application de ces travaux.
L’objectif principal étant de sécuriser l’accès à une zone de stockage de produits sensibles, notre
système se doit d’être doté d’une forte robustesse aux intrus. Afin d’augmenter encore cette ro-
bustesse, et de pallier aux lacunes d’authentification des personnes autorisées, la section 6.1.2 du
chapitre suivant traite du système de sécurité dans sa globalité, mettant en œuvre les trois modali-
tés, traitées jusque là, par une fusion mutlimodale.

6
Syste`me de se´curite´ biome´trique
multimodal
D iverses modalités biométriques ont été exploitées dans les chapitres précédents. Elles ontété évaluées indépendamment les unes des autres et les protocoles de tests ainsi que les
résultats y ont été décrits sans considérer de cible d’intégration précise. Ce dernier chapitre a pour
objectif d’étudier le système de sécurité du projet dans sa globalité.
Dans un premier temps, il s’agit de présenter ce système et son fonctionnement. Les trois modali-
tés traitées sont alors mises à contributions ensemble pour réaliser une authentification basée sur
une fusion de décision. Cette authentification multimodale est alors plus robuste aux intrusions et
aux usurpations d’identité qu’une authentification basée sur une unique modalité.
Dans un second temps, nous traitons des aspects d’intégration matérielle de ces méthodes au sein
de caméras intelligentes. Celles-ci permettent un calcul interne afin de ne faire transiter sur le ré-
seau que le résultat de l’authentification de chaque modalité. L’objectif est de vérifier la contrainte
temps réel sur une cible à capacité plus réduite et à encombrement plus restreint qu’une plateforme
PC (plateforme de développement).
Pour terminer, le prototype d’un système d’acquisition original des empreintes et des vaisseaux
sanguins est présenté. Pensé comme un scanner rotatif, ce système permet d’acquérir ces deux
modalités sur le tour du doigt. Ainsi, ce type d’acquisition est plus robuste aux potentielles varia-
tions de positions du doigt et l’usurpation (copie) est donc plus complexe.
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6.1/ Évaluation du syste`me
Les méthodes étudiées précédemment ont pour vocation à être intégrées au sein d’un système
industriel permettant de répondre à la problématique du projet, à savoir "sécuriser l’accès à une
zone de stockage de produits sensibles". Un aperçu réalisé à partir d’une modélisation 3D, figure
6.1, illustre de manière concrète ce système en phase d’utilisation réelle. On y trouve une caméra
frontale et une caméra latérale (caméras intelligentes ou "Smart Camera"), un lecteur de carte, un
système d’acquisition original des modalités du doigt (que nous définirons dans ce chapitre). Une
potentielle Interface Homme Machine (IHM) peut être ajoutée, permettant l’affichage de diverses
informations et des consignes facilitant le processus d’authentification (telles que l’état du système,
le résultat de la lecture de la carte, la marche à suivre, etc). Celle-ci peut également être dotée d’une
fonctionnalité de signalement de dysfonctionnement ou de tout autre problème.
Figure 6.1 – Aperçu 3D du système
6.1.1/ Pre´sentation du syste`me complet
La première étape de la phase d’authentification est la lecture du badge sur le lecteur de carte.
Celui-ci vérifie l’identité du badge afin de confirmer l’habilitation de la personne à accéder à la
pièce de stockage. Conformément aux protocoles Nuc-Track, le lecteur interroge aussi un serveur
dans le but de confirmer la raison de la présence de l’agent de par son agenda de missions. Si ces
processus de vérifications sont validés, le lecteur déclenche le système des caméras intelligentes
et transmet alors à ces dernières les données d’authentification lues dans la carte.
La caméra frontale (Smart Cam 1) se trouve donc être la caméra intelligente chargée d’effectuer
l’authentification du visage de l’usager. Un système d’éclairage frontal permet de limiter les varia-
tions environnementales entre les images utilisées pour l’apprentissage et l’authentification. Cette
caméra, détectant en premier lieu les visages, procède aux traitements biométriques seulement si
un seul visage est détecté. Cette condition validée, la caméra intelligente transmet ensuite à l’unité
de calculs principale le résultat de l’authentification avec le score de la prédiction. L’interface IHM
peut potentiellement afficher des indications sur la position du sujet afin de garantir une orientation
optimale du visage.
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La fonction de la caméra intelligente latérale (Smart Cam 2) est complémentaire à la détection de
personnes par la caméra frontale. Son unique rôle est de garantir l’unicité de passage en contrôlant
qu’aucun autre individu ne se soit dissimulé pour entrer frauduleusement (grâce à une détection de
silhouettes et/ou de visages). Dans un contexte de sécurité de ce type, il est en effet envisageable
qu’une personne mal intentionnée tente de pénétrer dans l’espace de stockage, menaçant un agent
habilité. Un sas d’accès à double portes peut être une solution alternative, classiquement utilisée
pour contraindre l’unicité de passage sans recourt à la vision.
Afin de pallier aux possibles failles de sécurités induites par l’authentification du visage en 2D,
nous avons proposé d’exploiter deux modalités supplémentaires, à savoir les empreintes digitales
et un motif formé du réseau vasculaire du doigt. Ces deux modalités sont mesurées sur un seul doigt
du sujet, ce qui permet de limiter le nombre de systèmes d’acquisitions à un unique dispositif. De
plus, dans la suite de ce chapitre, nous proposons d’étudier un prototype d’acquisition original
permettant de mesurer ces modalités par rotation d’une caméra à capteur linéaire autour du doigt.
Une unité de calcul principale contrôle l’ouverture de la porte et transmet également diverses in-
formations au serveur et à l’IHM. Elle reçoit les résultats des traitements des caméras intelligentes
et effectue la fusion de décisions sur la base des prédictions biométriques de chaque modalité.
C’est cette décision globale d’authentification qui permet l’ouverture de la porte.
6.1.2/ Fusion de modalite´s biome´trique
L’objectif est d’évaluer notre système de sécurité biométrique dans son fonctionnement industriel
(ou réel). À l’aide des différentes évaluations réalisées jusque là pour chaque modalité, une sélec-
tion doit tout d’abord être faite quant à la configuration à retenir pour chacune d’elle. Par la suite,
nous traitons des performances du système pour une fusion de modalités. Par soucis de rapidité
de développement d’une preuve de concept, nous avons choisi d’utiliser la fusion par décision,
décrite dans la section 2.2.1.2. Cette fusion est mise en œuvre de deux manières, à savoir un vote
à la majorité et un vote à l’unanimité.
Tel que le décrit la figure 6.2, l’autorisation d’accès est donnée si et seulement si tous les classi-
fieurs déterminent la personne comme étant autorisée pour le vote à l’unanimité, ou si au moins
la moitié des classifieurs plus un acceptent les échantillons testés dans le cas du vote à la majo-
rité. Ici, nous utilisons trois classifieurs. Par conséquent, pour le vote à la majorité, au moins deux
classifieurs doivent définir la personne comme étant autorisée.
Unanimité 
 ε = 1/2
Majorité simple
 ε = 1/L
L  classifieurs
Majorité qualifiée
 ε ∈ ]1/L ; 1/2[
Au moins α.L votes acceptés :
α = 1/2 + ε
Figure 6.2 – Principe des votes à l’unanimité et à la majorité [257]
Dans cette section, la fusion est évaluée pour deux cas de figure distincts. D’une part, cette éva-
luation est effectuée le cas général où une personne se présente devant le système avec soit ses
modalités valides (personne autorisée), soit toutes les modalités invalides (intrus). D’autre part,
l’évaluation considère également le cas d’usurpation d’identité où un intrus se présente avec une
modalité appartenant à une personne habilitée (cet intrus est donc un usurpateur).
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6.1.2.1/ Choix des configurations du syste`me
Au vu des expérimentations présentées dans ce manuscrit et des contraintes du projet, nous pou-
vons sélectionner, pour chaque modalité, la configuration optimale offrant le meilleur compromis
vis à vis de notre cahier des charges. Ces configurations sont exposées dans la table 6.1. Nous
avions défini un espace de stockage de 2,6 Ko pour chaque modalité sur la carte sans contact.
Sans considérer les temps de calculs, nous pouvons donc éliminer notre implémentation de
l’authentification de visages basée sur le Deep Learning, laquelle requiert un espace de stockage
beaucoup trop important. Parmi les configurations des méthodes de Machine Learning traditionnel
disponibles dans la table 4.6, une seule produit des classifieurs personnels inférieurs à 2,6 Ko.
Cette configuration met en œuvre le filtre de TanTriggs, avec un β de 20%, associé à l’ACP seuillé
à 50% et un classifieur SVM. La taille de stockage moyenne de ce modèle de classification est de
1,6 Ko. Les configurations retenues des empreintes digitales et des vaisseaux sanguins restent les
mêmes que celles sélectionnées pour l’évaluation de la robustesse aux intrus sur un grand nombre
de tentatives d’intrusion, dans le chapitre précédent.
Modalité Configuration sélectionnée Se Sp Pr Ju T Tmax
Visage TanTriggs / β = 20 / ACP 50 / SVM 81,6 91,6 90,7 86,6 1,9 2,6
Empreintes BRIEF-16 / ξC = 80 / SVM 77,9 98,9 98,6 88,4 1,6 2,5
Vaisseaux BRIEF-32 / ξC = 40 / SVM 81,3 97,3 96,8 89,3 1,8 2,5
Table 6.1 – Performances des configurations retenues de chaque modalité, pour l’authentification
biométrique par fusion de décision
L’erreur globale de chacune de ces modalités est de l’ordre de 12% (justesse d’authentification
entre 86,6% et 89,3%) pour une taille de stockage des données biométriques inférieure à 2,6 Ko.
Ces modalités présentent une bonne robustesse aux intrus avec moins de 3% de faux positifs pour
les empreintes et les vaisseaux, et moins de 9% pour le visage. Cependant, la quantité de faux
négatif est plus élevée avec 80% de sensibilité en moyenne sur ces trois modalités.
6.1.2.2/ Syste`me biome´trique multimodal - Fusion de donne´es biome´trique
Nous évaluons d’une part le système de manière globale, avec des tentatives d’authentifications
de personnes habilitées et des tentatives d’intrusion. Une tentative d’intrusion est définie comme
une présentation de trois modalités appartenant à une même personne, différente de la personne de
référence (c’est à dire des modalités différentes des références présentes sur la carte sans contact).
D’autre part, nous évaluons la robustesse du système aux tentatives d’usurpation d’identité. Nous
caractérisons cette usurpation comme une "copie" d’une des trois modalités d’une personne habili-
tée. Les deux autres sont alors différentes des modalités de l’individu de référence. Par conséquent,
pour une personne de référence, une des trois modalités utilisées lui appartient (visage, empreintes
ou vaisseaux), et les autres appartiennent à l’usurpateur. Nous comparons alors les résultats d’au-
thentification pour une usurpation de chaque modalité. Nous proposons tout d’abord d’estimer les
performances de la fusion de décision à partir des résultats généraux, rappelés par la table 6.1.
Par la suite, nous validerons ces résultats expérimentalement. Une nouvelle base de donnée est
construite, composée de 11 individus, chacun disposant des trois modalités traitées.
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Estimation des performances de fusion
Pour réaliser cette estimation, nous nous basons sur les métriques d’évaluations obtenues dans les
chapitres précédents. Ces métriques représentent alors des probabilités d’évènements. Dans cette
section, nous utilisons les notations utilisées par Kuncheva [257]. Ainsi, la sensibilité U représente
la probabilité d’une prédiction correcte (autorisation) parmi les échantillons de personnes autori-
sées. La spécificité V représente la probabilité d’une prédiction correcte (refus) parmi les échan-
tillons d’intrus. Soit T un résultat positif et A défini une personne autorisée. Alors la sensibilité et
la spécificité représentent respectivement U = P(T |A) et V = P(T |A). Par conséquent, [1 − U], ou
P(T |A), représente la probabilité d’obtenir un faux négatif parmi les échantillons de personnes au-
torisées (personne autorisée classée comme intrus) et [1 − V], ou P(T |A), représente la probabilité
d’obtenir un faux positif parmi les échantillons d’intrus (personne classée comme autorisée alors
qu’il s’agit d’un intrus). La justesse Ju peut également être définie par Ju = U.P(A) + V.[1− P(A)]
[257], où P(A) représente la probabilité de l’occurrence d’une personne autorisée parmi toute la
population d’échantillons testés. Dans les chapitres précédents, nous avons défini un nombre égal
d’échantillons de tests positifs et négatifs. Par conséquent, P(A) = 1/2, et nous pouvons alors
définir la justesse Ju et la précision Pr par l’équation suivante :
Pr =
U
U − (1 − V)
Ju =
U + V
2
(6.1)
Soit Uv, Us et Ue respectivement les sensibilités obtenues pour la modalité du visage, des vaisseaux
sanguins et des empreintes digitales. Celles-ci représentent donc la probabilité d’obtention d’une
classification correcte d’une personne autorisée, à partir de la modalité correspondante (données
de référence), tel que Uv = P(Tv|Av), Us = P(Ts|As) et Ue = P(Te|Ae). De même, la probabilité de
classer correctement un intrus est définie par Vv = P(Tv|Av), Vs = P(Ts|As) et Ve = P(Te|Ae), repré-
sentant respectivement la spécificité du visage, des vaisseaux sanguins et des empreintes. D’après
Ludmila I. Kuncheva [257], il nous est alors possible d’estimer la sensibilité et la spécificité pour
le vote à l’unanimité, Uuna et Vuna, et pour le vote à la majorité, Uma j et Vma j.
Pour valider l’authentification, le vote à l’unanimité nécessite l’acceptation simultanée des trois
modalités. Les métriques peuvent donc être estimées par une simple multiplication des probabili-
tés d’obtention d’une acceptation, pour chaque modalité. La sensibilité Uuna et la spécificité Vuna
du vote à l’unanimité sont obtenues par les équations suivantes, dans le cas de l’évaluation géné-
rale où les tentatives d’intrusions I sont représentées par des échantillons appartenant à un intrus
(échantillons différents des données de référence).
Uuna = P(Tv|Av) × P(Ts|As) × P(Te|Ae)
Uuna = Uv × Us × Ue
(6.2)
Vuna = 1 − [1 − P(Tv|Av)] × [1 − P(Ts|As)] × [1 − P(Te|Ae)]
Vuna = 1 − [1 − Vv] × [1 − Vs] × [1 − Ve]
(6.3)
Toujours dans le cas où la classe non autorisée est représentée par des intrusions I, l’estimation des
métriques d’évaluations du vote à la majorité sont plus complexes que pour le vote à l’unanimité.
En effet, ce vote nécessite de prendre en compte les probabilités où au moins deux modalités sont
détectées comme acceptées (pour le calcul de la sensibilité) et où au moins deux modalités sont
détectées comme refusées (pour le calcul de la spécificité).
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Le système d’équation 6.4 permet d’estimer la sensibilité U Ima j du vote à la majorité. Celle-
ci représente la somme des probabilités d’acceptation simultanée du visage et des vaisseaux
seuls, P(Tv,Ts,Te|Av, As, Ae), du visage et des empreintes seuls, P(Tv,Ts,Te|Av, As, Ae), des
vaisseaux et des empreintes uniquement, P(Tv,Ts,Te|Av, As, Ae), ainsi que des trois modalités,
P(Tv,Ts,Te|Av, As, Ae). Le système d’équations 6.6 permet d’estimer la spécificité V Ima j du vote à
la majorité. Celle-ci représente la somme des probabilités de refus des modalités, deux à deux, de
la même manière que pour la sensibilité du vote à la majorité.

XU0 = P(Tv,Ts,Te|Av, As, Ae) = Uv × Us × Ue
XU1 = P(Tv,Ts,Te|Av, As, Ae) = Uv × Us − P(Tv,Ts,Te|Av, As, Ae)
XU2 = P(Tv,Ts,Te|Av, As, Ae) = Uv × Ue − P(Tv,Ts,Te|Av, As, Ae)
XU3 = P(Tv,Ts,Te|Av, As, Ae) = Us × Ue − P(Tv,Ts,Te|Av, As, Ae)
(6.4)
U Ima j = X
U
0 + X
U
1 + X
U
2 + X
U
3
U Ima j = (Uv × Us) + (Uv × Ue) + (Us × Ue) − 2.(Uv × Us × Ue)
(6.5)

XV0 = P(Tv,Ts,Te|Av, As, Ae) = Vv × Vs × Ve
XV1 = P(Tv,Ts,Te|Av, As, Ae) = Vv × V1 − P(Tv,Ts,Te|Av, As, Ae)
XV2 = P(Tv,Ts,Te|Av, As, Ae) = Vv × Ve − P(Tv,Ts,Te|Av, As, Ae)
XV3 = P(Tv,Ts,Te|Av, As, Ae) = Vs × Ve − P(Tv,Ts,Te|Av, As, Ae)
(6.6)
V Ima j = X
V
0 + X
V
1 + X
V
2 + X
V
3
V Ima j = (Vv × Vs) + (Vv × Ve) + (Vs × Ve) − 2.(Vv × Vs × Ve)
(6.7)
Nous proposons également de traiter le cas d’une tentative d’intrusion particulière où l’intrus s’est
procuré une "copie" d’une des trois modalités d’une personne autorisée. C’est à une photo du
visage de la personne usurpée, ou une reproduction de son empreinte digitale, ou encore, bien
que cela paraisse plus complexe, une reproduction de son doigt vascularisé. Il est alors possible
de calculer un nouvel ensemble de métriques pour chaque modalité usurpée (la sensibilité restant
cependant identique). Les cas Usurp(v) / Usurp(s) / Usurp(e) décrivent respectivement une usur-
pation du visage, des vaisseaux ou des empreintes. En se basant sur les équations précédentes de
la spécificité, il suffit alors de considérer la sensibilité de la modalité usurpée.
Les spécificités du vote à l’unanimité, pour l’usurpation de chacune des modalités, sont alors
estimées par les équations suivantes :
VUsurp(v)una = 1 − P(Tv|Av) × P(Ts|As) × P(Te|Ae)
VUsurp(v)una = 1 − Uv × [1 − Vs] × [1 − Ve]
(6.8)
VUsurp(s)una = 1 − P(Ts|As) × P(Tv|Av) × P(Te|Ae)
VUsurp(s)una = 1 − Us × [1 − Vv] × [1 − Ve]
(6.9)
VUsurp(e)una = 1 − P(Te|Ae) × P(Tv|Av) × P(Ts|As)
VUsurp(e)una = 1 − Ue × [1 − Vv] × [1 − Vs]
(6.10)
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De même, les spécificités du vote à la majorités, pour l’usurpation de chacune des modalités, sont
alors estimées tel que le présentent les équations 6.11 où cette sensibilité est calculée dans le cas
où le visage est usurpé.

ZV0 = P(Tv,Ts,Te|Av, As, Ae) = [1 − Uv] × Vs × Ve
ZV1 = P(Tv,Ts,Te|Av, As, Ae) = [1 − Uv] × Vs − P(Tv,Ts,Te|Av, As, Ae)
ZV2 = P(Tv,Ts,Te|Av, As, Ae) = [1 − Uv] × Ve − P(Tv,Ts,Te|Av, As, Ae)
ZV3 = P(Tv,Ts,Te|Av, As, Ae) = Va × Ve − P(Tv,Ts,Te|Av, As, Ae)
(6.11)
VUsurp(v)ma j = Z
V
0 + Z
V
1 + Z
V
2 + Z
V
3
VUsurp(v)ma j = ([1 − Uv] × Vs) + ([1 − Uv] × Ve) + (V s × Ve) − 2.([1 − Uv] × Vs × Ve)
(6.12)
La tables 6.2 présente alors, à partir des résultats des chapitres précédents, les estimations des
performances d’authentification par la fusion de décision appliquée aux votes à la majorité et à
l’unanimité. La table 6.3 présente les estimations de ces mêmes métriques dans le cas où un intrus
usurpe une des trois modalités de l’individu habilité de référence pour chacun des tests.
Type de fusion de décision Se (∼ U) Sp (∼ V) Pr Ju
Vote à la majorité 89,9 99,7 99,6 94,8
Vote à l’unanimité 51,7 100 100 75,8
Table 6.2 – Estimation des performances d’authentification, en pourcentage, obtenues par fusion
de décision des trois modalités à partir des résultats des chapitres précédents
Type de fusion de décision Modalité usurpée Se (∼ U) Sp (∼ V) Pr Ju
Vote à la majorité
Visage 89,9 96,9 96,7 96,1
Vaisseaux 89,9 91,5 91,3 93,3
Empreintes 89,9 92,3 92,1 93,8
Vote à l’unanimité
Visage 51,7 100 100 75,8
Vaisseaux 51,7 99,8 99,7 75,8
Empreintes 51,7 99,9 99,9 75,8
Table 6.3 – Estimation des performances d’authentification, en pourcentage, obtenues par fusion
de décision des trois modalités avec usurpation d’une modalité à la fois, à partir des résultats des
chapitres précédents
Les performances générales des modalités indépendantes sont rappelées par la table 6.1. La fusion
de décision par vote à la majorité permet d’atteindre 90% de sensibilité avec une spécificité proche
100%. En d’autres termes, très peu d’intrus peuvent déverrouiller la porte et 10% des personnes
habilitées subissent un refus d’authentification. Le vote à l’unanimité en revanche présente un taux
de faux refus proche de 50% pour aucune fausse acceptation.
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Dans le cas où un intrus a été en mesure de dupliquer une des modalités d’une personne habilitée,
le vote à la majorité ne permet pas de conserver un taux d’intrusion nul. En effet, dans le cas d’une
usurpation du visage d’une personne autorisée (masque, photo, etc), la spécificité perd 3%. Avec
une copie des vaisseaux sanguins ou des empreintes digitales, la spécificité du vote à la majorité
diminue alors jusqu’à environ 92%. En revanche, le vote à l’unanimité permet conserver un taux
d’intrusion quasiment nul dans le cas où une modalité est copiée.
Validation de la fusion de modalités
Afin de réaliser cette étude expérimentale, nous avons construit une nouvelle base de données à
partir des ensembles d’images de chaque modalité. À chaque personne sont associées 5 images de
son visage avec son classifieur personnel comme référence, et 5 ensembles de descripteurs (lignes
et points singuliers) ainsi qu’un ensemble de référence pour les empreintes et les réseaux vascu-
laires. Lors de l’authentification d’un individu, un ensemble de test, formé des trois modalités, est
comparé aux références associées à cette personne. Trois prédictions sont alors obtenues, une pour
chaque modalité, définissant si le sujet de test est classé comme autorisé ou intrus. La décision
globale est alors basée sur une fusion de décision, fournie de deux manières différentes.
Cette nouvelle base de données a été contrainte à un nombre restreint de personnes et d’échan-
tillons relativement aux possibilités offertes par la fusion des bases de données de nos trois moda-
lités (11 personnes disponibles pour les visages et 6 ensembles de descripteurs par personne pour
les vaisseaux sanguins). Les éléments composant cette nouvelle base de données ont été sélection-
nés aléatoirement parmi les divers éléments disponibles. Cette base de données est formée de 11
individus, et chacun possède les trois modalités pour lesquelles on distingue un échantillon de réfé-
rence et 5 autres dédiés aux tests. Par conséquent, les nouveaux tests effectués ne représentent pas
l’ensemble des possibilités exploitées précédemment par les modalités individuelles. Les résultats
présentés proviennent donc d’une moyenne de 1375 tentatives d’authentification positives et 1375
tentatives d’intrusions. Comme le montre la table 6.4, les performances individuelles de chaque
modalité, sur nos nouvelles données, diffèrent des résultats présentés jusque là : les performances
d’authentification du visage sont réduites, et celles des empreintes digitales sont maximales.
Modalité Se (∼ U) Sp (∼ V) Pr Ju
Visage 62,0 84,0 79,5 73,0
Empreintes 100 100 100 100
Vaisseaux 86,0 95,2 94,7 90,6
Table 6.4 – Performances d’authentification obtenues pour chaque modalité avec le nouvel en-
semble réduit d’évaluation
La table 6.5 présente les métriques d’évaluations décrivant les performances d’authentification de
la fusion de décision des trois modalités biométriques pour le vote à la majorité et le vote à l’una-
nimité. La table 6.6 présente la robustesse aux tentatives d’usurpation d’une modalité parmi les
trois. Ces deux tables présentent donc les performances d’authentification par fusion de décision à
partir des nouvelles données réduites.
La fusion de décision par vote à la majorité permet d’atteindre 95% de sensibilité avec une spé-
cificité de 100%. En d’autres termes, aucun intrus ne peux déverrouiller la porte et seul 5% des
personnes habilitées subissent un refus d’authentification. Le vote à l’unanimité en revanche pré-
sente un taux de faux refus proche de 50% pour un taux nul de fausse acceptation.
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Type de fusion de décision Se (∼ U) Sp (∼ V) Pr Ju
Vote à la majorité 95,2 100 100 97,6
Vote à l’unanimité 52,8 100 100 76,4
Table 6.5 – Performances d’authentification, en pourcentage, obtenues par fusion de décision des
trois modalités sur notre nouvel ensemble de données réduit
Type de fusion de décision Modalité usurpée Se (∼ U) Sp (∼ V) Pr Ju
Vote à la majorité
Visage 95,2 96,9 96,8 96,1
Vaisseaux 95,2 85,1 86,5 90,2
Empreintes 95,2 79,6 82,4 87,4
Vote à l’unanimité
Visage 52,8 100 100 76,4
Vaisseaux 52,8 100 100 76,4
Empreintes 52,8 100 100 76,4
Table 6.6 – Performances d’authentification, en pourcentage, obtenues par fusion de décision des
trois modalités avec usurpation de l’une d’entre elles, sur notre nouvel ensemble de données réduit
Dans le cas où un intrus a été en mesure de dupliquer une des modalités d’un individu habilité, le
vote à la majorité ne permet pas de conserver un taux d’intrusion nul. En effet, pour l’usurpation
du visage d’une personne autorisée (masque, photo, etc), la spécificité perd 3%, et 5% si ce sont les
vaisseaux sanguins qui sont usurpés. Du fait de la faible spécificité du visage, si les empreintes sont
copiées, alors la spécificité du vote à la majorité chute à 80%. En revanche, le vote à l’unanimité
permet conserver un taux d’intrusion nul dans le cas où une modalité est copiée.
6.1.3/ Discussion
Bien que la sensibilité estimée à partir des résultats des chapitres précédents soit légèrement plus
faible que la sensibilité obtenue expérimentalement sur un sous ensemble de données, les perfor-
mances d’authentification, reportées dans les tables 6.5, 6.6, 6.2 et 6.3, sont similaires. Par consé-
quent, même sur un jeu de données réduit, les valeurs présentées dans ces tableaux sont stables.
Le vote à la majorité représente un bon compromis entre fausse acceptation et faux rejet. Le vote
à l’unanimité peut être une option envisageable dans le cas où le taux d’intrusion est un paramètre
critique dont le risque doit être nul. De plus, en considérant un vote à la majorité sur un plus grand
nombre L de classifieur (divers classifieurs par modalités ou plus de modalités étudiées), la res-
trictivité du système peut être ajustable. Tel qu’illustré par la figure 6.2, la définition formelle du
vote d’une population est présentée par l’équation 6.13 [257], où ωk représente la classe issue du
vote, et di,k représente la prédiction du classifieur i. Cette équation montre que la quantité α.L,
définissant la proportion de votes pour une classe, peut être paramétrée par l’opérateur . Si α = 1,
cela correspond au vote à l’unanimité et si α = ( L2 +1), cela correspond à la majorité simple. Sinon,
cela représente la majorité qualifiée.{
ωk=1, Si
∑L
i=1 d(i,k=1) ≥ α.L
ωk=0, Sinon
où :
{
α = 12 + 
α ∈ ]0; 1] (6.13)
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6.2/ Implantation mate´rielle
6.2.1/ Smart Came´ra - Intelligence embarque´e
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Comptage de personnes
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Empreintes digitales et réseau vasculaire
Fusion de décision
Contrôleur de porte
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Mesures biométriques Informations sauvegardées Caméras intelligentes Contrôleur de porte
Figure 6.3 – Schéma bloc du système complet
Le système de sécurité biométrique complet comprend les différents blocs de traitement, figure
6.3, assurés par des caméras intelligentes. Chacun des blocs en vert de la figure 6.3 représente
une "smart caméra" permettant d’effectuer à la fois l’acquisition et les différents traitements pour
chaque attribut biométrique. Ainsi, seuls les résultats de ces traitements transitent sur le réseau, les
données personnelles (comme les images du sujet) étant strictement limitées à la caméra. Quelle
que soit son architecture ou son objectif, une caméra est définie comme intelligente dès lors qu’elle
embarque une partie calculatoire afin de traiter directement l’image acquise.
Les images acquises par le capteur sont donc traitées au sein même de la caméra pour en ex-
traire l’information pertinente. Les résultats sont transmis au système global via les interfaces de
communication intégrées. La cible matérielle en charge des traitements embarqués peut être de
nature variée. Il peut s’agir de circuits intégrés dédiés à une tâche non modifiable ou de cibles plus
flexibles permettant de modifier la nature des traitements appliqués. Il existe deux grandes familles
de cibles matérielles permettant de modifier les traitements : les circuits séquentiels program-
mables (processeurs, GPU, DSP...) ou les circuits logiques reconfigurables (FPGA). Ces derniers
sont particulièrement efficaces pour l’implantation de tâches régulières et possèdent un fort poten-
tiel de parallélisme de données que nous avons exploité dans des travaux antérieurs [258, 259, 260].
La puissance de calcul de ce type d’unités est donc très importante, cependant les temps de dé-
veloppement sont conséquents. Il est envisageable de les réduire par l’utilisation de méthodes de
prototypage rapide comme nous avons pu le mettre en pratique pour les cibles FPGA [261, 262]
ou avec des cibles hybrides réunissant des ressources logiques reconfigurables aux processeurs et
interfaces de communications tels que les Systèmes sur Puces (Systems on Chip SoC) [263]. Ce-
pendant nous avons privilégié le choix d’une cible séquentielle programmable de type processeur
multi-coeurs. Le compromis entre performance de calcul et flexibilité nous a paru plus intéressant
vis à vis de notre application, afin d’accroître la souplesse du système. De plus, le faible coût de ce
type de cibles matérielles permet de multiplier leur nombre à moindre frais, conformément à nos
besoins, voir même de réaliser de véritables réseaux de caméras intelligentes [264].
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Ici, les caméras intelligentes 1 et 2 sont composées d’une Raspberry PI3 (unité de calcul et sto-
ckage interne) et d’un capteur d’image standard. Très abordable financièrement, cette carte pré-
sente des capacités de calculs plus limitées qu’une machine de développement (table 6.7). Elle
demeure néanmoins capable de remplir les fonctions qui lui ont été attribuées.
Processeur de calculs ARM Cortex-A53 64 bits ; 4 coeurs ; 1,2 GHz
Mémoire 1 Go ; LPDDR2
Stockage MicroSD
Ports USB 2.0 4
Réseau 10/100 Ethernet ; Wifi 802.11n ; Bluetooth 4.1 BLE
Dimensions 8,56 cm × 5,40 cm × 1,70 cm
Alimentation 5V / 2,5A; micro USB
Prix 35€ à 40€
Table 6.7 – Caractéristiques matérielles de la carte Raspberry PI 3 modèle B
La carte Raspberry PI3 nous paraît donc présenter un bon compromis entre puissance de calcul,
coûts de déploiement, encombrement et modularité. Son stockage interne est assuré par une carte
micro SD de capacité 32Go, sur laquelle est installé un système d’exploitation Raspbian, basé sur
une distribution Debian (noyau linux) optimisée pour fonctionner sur une carte Raspberry. De ma-
nière générale, nos caméras intelligentes contiennent les éléments nécessaires aux calculs de nos
méthodes, comme leurs scripts et programmes. La caméra intelligente 1, dédiée à l’authentifica-
tion de visages, contient également les espaces de visages issus de l’ACP ainsi que les projections
pré-calculées de la classe des intrus. Les acquisitions des images sont assurées soit par une web-
cam traditionnelle connectée à la carte en USB (configuration utilisée pour l’étude précédente),
soit par une caméra dédiée à la carte Raspberry branchée via une nappe sur le port CSI.
(a) Raspberry et Capteur (b) Boitier vue de face (c) Boitier vue de coté
Figure 6.4 – Boitier de la Smart Caméra Raspberry PI3 avec le capteur d’images CSI Raspberry
La carte Raspberry ne comporte par défaut aucun dissipateur thermique. Hors, nos premières ex-
périmentations ont montré que l’utilisation d’un CNN entraîne une charge trop importante pour le
processeur et donc une montée en température de la carte. Bien que les performances soient ré-
duites en contrôlant la puissance maximale du processeur afin de réduire la température, les longs
calculs d’apprentissage (cf section suivante) entraînent une perte de réponse du système qui cesse
alors de fonctionner. Afin de pallier a ce problème et faciliter le déploiement des caméras intelli-
gentes en conditions réelles, nous utilisons un boitier dédié aux cartes Raspberry, conçu au sein de
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notre laboratoire (figure 6.4). Ce boitier permet l’accès aux différentes entrées et sorties, et intègre
un ventilateur alimenté par la carte. Celui-ci permet alors de limiter la montée en température et de
garantir le bon fonctionnement du système avec des performances constantes. De plus, la structure
externe du boitier présente une connexion mécanique de type liaison rotule offrant la possibilité de
régler facilement les orientations de la caméra. L’intégration de la caméra au boitier est simplifiée
par l’utilisation de la caméra Raspberry CSI. Celle ci présente des propriétés équivalentes à celles
de la webcam utilisée pour l’étude précédente qui reste donc valable.
Les plateformes embarquées telles que la Raspberry atteignent rapidement leurs limites dès lors
qu’elles sont réquisitionnées pour des CNN. Cependant, de nouvelles plateformes de calculs ad-
ditionnelles ont vu le jour très récemment, permettant, à des coûts réduits (≤100€), de déporter
ces calculs. L’une d’elles, nommée "Movidius [265]" (société Intel), se présente sous la forme
d’une clé USB à connecter sur la carte Raspberry. Composée d’un VPU (Vision Processor Unit
[266, 267]), microprocesseur optimisé pour la vision, la version "Myriad 2" [268] ne consomme
qu’1W et promet une puissance de calculs de 100 GFlops [269]. En comparaison, ramenée à une
consommation d’1W, la puissance de la Raspberry PI3 est de 0,8 GFlop [270]. Ces avancées tech-
nologiques permettent de dépasser les limitations actuelles pour des applications dédiées [271].
Les traitements d’images des expérimentations suivantes sont réalisés via la librairie OpenCV
[272, 273]. Celle-ci fourni les fonctions permettant d’appliquer l’algorithme de Viola-Jones [135]
pour détecter les visages, d’effectuer les différents filtrages de l’image, d’extraire les zones d’inté-
rêt et de les redimensionner. Les méthodes classiques de Machine Learning (ACP, SVM, RF) sont
également fournies par cette librairie. De très nombreux environnements de développement (fra-
mework) sont disponibles pour exécuter les méthodes de Deep Learning/Transfer Learning. Parmi
les plus connus, on retrouve Caffe/Caffe2 [274], Chainer [275], CNTK [276], Theano [277], Ten-
sorflow [144], etc. Au regard de la popularité de ces framework sur la plateforme github [278],
tableau 6.8, nous avons choisi d’utiliser Tensorflow. En effet, au delà de sa simplicité d’installa-
tion et d’utilisation, il est largement utilisé par la communauté scientifique, ce qui permet d’obtenir
plus facilement des informations quant aux potentiels problèmes liés aux évolutions du framework.
Malgré tout, il ne figure pas parmi les plus rapides [279, 280], surtout en considérant un unique
cœur de calcul sur CPU. C’est pourquoi, les temps de calculs de l’implantation du Transfer Lear-
ning dans la section suivante ne dépendent pas seulement de la plateforme cible, mais également
du framework utilisé.
Frameworks Favoris(Star)
Observateurs
(Watcher)
Copie
(Fork) Date de création
caffe2 8300 577 2105 25/06/2015
chainer 4141 325 1099 05/06/2015
CNTK 15150 1372 4046 26/11/2015
tensorflow 110580 8400 67957 07/11/2015
Table 6.8 – Popularité sur github, suivant trois type d’informations statistiques, de framework
Deep Learning [278] - Mise à jour Sept. 2018
La forte connotation industrielle du projet sur lequel repose cette thèse impose d’évaluer les carac-
téristiques du système au travers une implémentation réelle plutôt que par une estimation théorique
de la complexité algorithmique des méthodes mises en œuvre. Les algorithmes présentés dans les
chapitres précédents sont donc intégrés sur la carte Raspberry PI 3 décrite précédemment. Dans la
suite de cette section, nous présentons alors les temps de calculs des différents traitements consti-
tuant les protocoles d’authentification du visage et des modalités du doigt.
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6.2.2/ Authentification de visages - Implantation sur came´ra intelligente
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Figure 6.5 – Protocole complet de l’authentification de visages du système industriel
Dans le chapitre 4, nous avons décrit et confronté différentes méthodes de classification, permet-
tant d’effectuer une authentification de visages. Seules les performances brutes ont été présentées,
évaluées par les métriques de sensibilité, spécificité, précision et justesse, indépendamment de la
plateforme de calcul. L’objectif ici est de vérifier les contraintes de temps, considérant une implan-
tation sur une architecture embarquée. Pour chaque phase des méthodes décrites dans le chapitre
4, cette section expose donc les temps de calculs moyens de leur implantation embarquée sur la
caméra intelligente décrite précédemment. Quelle que soit la valeur du paramètre β (valeur non
nulle), l’image est d’abord filtrée puis sommée à l’image originale. Ce filtrage est d’environ 3 ms
pour le filtre de Sobel et 8 ms pour le filtre de TanTriggs. La détection de visage, permise par l’al-
gorithme de Viola-Jones, est effectuée image par image à partir du flux vidéo de 640x480 pixels
fourni par la caméra intelligente. Sous échantillonner l’image en niveau de gris, par un facteur
trois, permet d’effectuer cette détection en 40 ms.
L’observation des différentes étapes de traitements des méthodes de Machine Learning traditionnel
montre que les temps de calculs ne dépendent pas uniquement de la vitesse des classifieurs. On
peut citer en particulier le chargement de l’espace de visages et la projection de nouvelles images
dans cet espace. Les temps de projection moyens d’une image (100 × 100 pixels) dans l’espace
de visages sont donnés par le tableau 6.9 (colonne Proj), ainsi que le temps de chargement de cet
espace (colonne Ch. ACP). De la même manière que précédemment, les extrémums de ces valeurs
apparaissent en couleur. Les temps de calculs les plus longs (les moins bons), sont colorés en rouge
pour chaque type de filtrage, et sont mis en gras pour la valeur extrême parmi toutes les configu-
rations de filtrage pour un seuil d’ACP donné. La représentation des meilleurs temps de calculs
(en bleu) respecte les mêmes règles. En conditions réelles, pour une configuration d’ACP donnée,
cet espace de visage est chargé uniquement au démarrage du système. Le temps de chargement,
jusqu’à plusieurs secondes selon les configurations, est donc présenté à titre informatif et n’est pas
à prendre en compte dans les calculs des temps d’apprentissage et d’authentification.
On remarque, en corrélant le tableau 6.9 avec le tableau 4.2, que ces temps de projection dépendent
effectivement de la configuration d’entrée (contribution de filtrage et seuil de l’ACP), mais seul le
nombre de valeurs propres conservées influe sur ces temps de calculs (nombre de vecteurs propres
constituant l’espace de visage). Cela confirme le fait que le temps de projection d’une image dans
l’espace de visage est directement lié au nombre de valeurs propres conservées dans cet espace.
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Filtrage PCA 90% - [ms] PCA 70% - [ms] PCA 50% - [ms]
Ch. ACP Proj. Ch. ACP Proj. Ch. ACP Proj.
Pas de filtrage 2860 53 596 11 206 2
Sobel, β = 20 3281 60 672 14 211 5
Sobel, β = 40 4481 81 1179 25 313 7
Sobel, β = 60 5691 113 2193 39 771 18
Sobel, β = 80 6184 123 2779 48 1174 24
Sobel, β = 100 6189 125 2818 50 1215 25
TanTriggs, β = 20 4253 92 1042 26 287 10
TanTriggs, β = 40 5727 114 2052 41 588 19
TanTriggs, β = 60 6741 138 3307 59 1421 36
TanTriggs, β = 80 7341 152 4196 81 2228 51
TanTriggs, β = 100 7575 157 4524 87 2582 57
Table 6.9 – Temps de chargement des espaces de visages et temps de calcul des projections
d’une image selon la contribution du filtrage et le seuil d’ACP
Les temps de projection sont compris entre 2 ms pour 7 valeurs propres (pas de filtrage et ACP
50%) et 157 ms pour 299 valeurs propres (TanTriggs 100% et ACP 90%). Afin de déterminer les
temps de calculs de manière réaliste, il est nécessaire de prendre en compte le temps de filtrage
de l’image avant la projection. Le traitement de plusieurs échantillons consécutifs peut en effet
représenter un temps de calcul non négligeable.
6.2.2.1/ Temps de calculs de la phase d’enroˆlement
Lors de la phase d’enrôlement, les méthodes de Machine Learning classique commencent par
charger l’espace de visages issu de l’ACP. Pour un certain espace de visage chargé, les projections
de 40 personnes non autorisées ou intrus (calculées au préalable) sont ensuite mises en mémoire.
S’en suit l’acquisition de 40 images du visage du sujet et l’application du filtrage correspondant
à l’espace de visages qui été chargé, pour finalement les y projeter. Les vecteurs de projections
résultants (40 vecteurs de λ éléments) sont ensuite fusionnés avec ceux des usurpateurs (40 vec-
teurs de λ éléments) pour former la matrice des données d’apprentissage de dimensions 80×λ. Un
vecteur d’étiquettes définissant la classe de chacune de ces 80 projections est également créé. Le
couple formé par cette matrice et ce vecteur est alors utilisé par le classifieur pour l’apprentissage
automatique.
Par conséquent, outre les temps de calculs de l’apprentissage des classifieurs, présentés dans le ta-
bleau 6.11, le calcul de la durée moyenne d’un enrôlement complet doit prendre en considération
les temps d’un certain nombre d’opérations non négligeables. Ces opérations, présentées dans le
tableau 6.10, couvrent le filtrage des images acquises ainsi que leur projection (colonne F+P) et le
chargement des projections des personnes non autorisées (colonne Ch. PI).
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Filtrage PCA 90% - [ms] PCA 70% - [ms] PCA 50% - [ms]
40×(F+P) Ch. PI 40×(F+P) Ch. PI 40×(F+P) Ch. PI
Pas de filtrage 2221 16 436 4 69 2
Sobel, β = 20 2531 18 688 5 316 2
Sobel, β = 40 3360 24 1105 7 388 3
Sobel, β = 60 4629 30 1698 13 835 5
Sobel, β = 80 5057 32 2062 15 1064 7
Sobel, β = 100 5100 32 2114 16 1108 7
TanTriggs, β = 20 4896 23 1340 7 734 2
TanTriggs, β = 40 5842 30 1942 12 1066 4
TanTriggs, β = 60 6383 35 2691 18 1746 9
TanTriggs, β = 80 6586 38 3541 22 2353 13
TanTriggs, β = 100 6582 39 3809 28 2617 15
Table 6.10 – Temps de préparation des données pour l’apprentissage : Filtrage et projection
de 40 images (F+P) + chargement des projections d’intrus (PI)
D’après la table 6.10 on remarque que le temps de chargement des projections de la seconde classe
est relativement court avec moins de 40 ms. Suivant la configuration, le filtrage et la projection
des 40 images acquises peuvent atteindre au maximum 6,5 s, et 70 ms au minimum. Cette table
ne comprend pas les temps d’acquisition des images, que nous définissons comme la phase de
détection et d’extraction du visage à partir des images du flux vidéo de la caméra (représentant
40 ms). Le temps d’acquisition de 40 images de visage dépend d’une temporisation (T ) que l’on
souhaite appliquer entre deux clichés. En effet, afin d’augmenter la variance interclasse dans les
données d’apprentissage, il n’est pas judicieux d’acquérir 40 images consécutives. Par conséquent,
on peut considérer un temps d’acquisition environ égal à 40 × (T + 40) ms (= 40 × T + 1600 ms).
L’estimation du temps total de la préparation des données pour l’apprentissage est complexe.
Comme nous l’avons vu, cette préparation consiste en différentes tâches, certaines étant regrou-
pées en processus séquentiel (comme le filtrage et la projection de l’image). Cependant, il n’est
pas nécessaire d’attendre d’avoir acquis toutes les images du visage pour procéder à leur filtrage et
à leur projection dans l’espace de visage associé. Ces deux dernières tâches peuvent être effectuées
sur une image, en parallèle de l’acquisition des suivantes.
L’observation des temps de calculs présentés table 6.11 montre que pour les SVM, l’apprentissage
est systématiquement plus long que pour les RF. Ces temps de calculs augmentent, pour ces deux
classifieurs, à mesure que le nombre de valeurs propres augmente (ce qui augmente par conséquent
la dimension de la matrice d’apprentissage). L’apprentissage des SVM est compris entre 314 ms
et 2573 ms, tandis que l’apprentissage des RF est compris entre 15 ms et 956 ms. En comparaison,
les temps de calculs dédiés à la préparation des données ( "40x(F+P)"+"Ch. PNA" ) sont compris
entre 71 ms (aucun filtre et ACP à 50%) et 6624 ms (TanTriggs, β = 80 et ACP à 90%). Cela
représente un temps 3 à 7 fois supérieur à la durée nécessaire à la phase d’apprentissage des RF.
La durée de l’apprentissage des SVM est généralement inférieure au temps de préparation des
données, atteignant jusqu’à un facteur deux.
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Filtrage PCA 90% - [ms] PCA 70% - [ms] PCA 50% - [ms]
SVM RF SVM RF SVM RF
Pas de filtrage 1029 199 400 52 322 25
Sobel, β = 20 1141 229 409 40 314 15
Sobel, β = 40 1474 287 548 94 329 29
Sobel, β = 60 1807 569 823 144 430 69
Sobel, β = 80 1954 517 985 179 540 136
Sobel, β = 100 1964 476 1013 205 550 107
TanTriggs, β = 20 1427 218 504 37 321 23
TanTriggs, β = 40 1817 377 782 137 392 56
TanTriggs, β = 60 2144 404 1166 193 629 95
TanTriggs, β = 80 2409 619 1466 377 871 159
TanTriggs, β = 100 2573 956 1633 493 1015 279
Table 6.11 – Temps d’apprentissage des SVM et RF selon les contributions de filtrage et les
seuils d’ACP
Afin de simplifier les calculs nous considérons les images du sujet comme étant déjà présentes
dans la mémoire de la caméra intelligente. En prenant les extrémums de ces temps de calculs, le
temps moyen d’un enrôlement complet est compris entre 393 ms et 9193 ms pour les SVM et entre
97 ms et 7576 ms pour les RF. En considérant la détection et l’extraction des quarante images de
visage du sujet par la caméra intelligente, dans le cas le plus simple (c’est à dire sans temporisation
et sans parallélisation), ces extrémums atteignent 1993 ms et 10793 ms pour les SVM, ainsi que
1697 ms et 9176 ms pour les RF. Dans le pire des cas, l’enrôlement n’excède pas 11 s.
Une fois l’apprentissage effectué, les paramètres du classifieur doivent être réduits et le modèle
résultant doit être compressé pour être ensuite stocké sur la carte sans contact. Le temps nécessaire
à la sauvegarde locale des modèles biométriques varie entre 2 ms et 76 ms pour les SVM et entre
11 ms et 43 ms pour les RF. La réduction de la précision des paramètres n’excède pas 572 ms
pour le modèle le plus lourd des SVM, et 171 ms pour le modèle le lourd des RF. L’algorithme de
compression sélectionné, BZip2, est également une étape à prendre en compte au delà de la simple
création du modèle biométrique. Cette compression n’excède pas 150 ms pour le modèle le lourd
des SVM (après RPP), et 1100 ms pour le modèle le lourd des RF (après RPP).
La dernière étape consiste à écrire les données de ce modèle biométrique dans la carte sans contact.
Les cartes RFID les plus répandues, de type MIFARE DESFire Hautes Fréquences 1 (HF), dis-
posent d’une mémoire utilisateur jusqu’à 8Ko pour une vitesse de transfert de 3,12 Ko/s à une
fréquence de fonctionnement de 13,56 MHz. Celles disposant de la plus grande quantité de mé-
moire 2, atteignant 64 Ko, sont catégorisées Ultra Hautes Fréquences (UHF). Leur vitesse de trans-
fert est de 28 Ko/s pour un fonctionnent à 860-960MHz. Cependant, ces cartes sont bien plus
imposantes (dimensions et poids) et sont dédiées à des domaines d’application particuliers.
1. Site web : sbedirect - "Comprendre la RFID en 10 points"
2. Documentation technique Fujitsu - "World’s Largest Capacity 64KByte FRAM Metal Mount RFID Tag"
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Nous n’avons pas eu l’occasion d’implémenter notre système complet en utilisant les cartes sans
contact. Il est néanmoins possible d’estimer le temps d’écriture. En considérant donc une implan-
tation MIFARE DESFire, et le modèle biométrique le plus lourd parmi ceux sélectionnés dans la
table 4.6, c’est à dire 7,5 Ko, la lecture et l’écriture devrait s’effectuer en 2,2 s. Ces processus
atteignent 540 ms pour le modèle biométrique sélectionné le plus léger (1,9 Ko).
Lors de l’apprentissage d’un CNN, les images propagées dans le réseau sont sélectionnées aléatoi-
rement par groupe (batch) afin d’effectuer l’ajustement des paramètres par la descente de gradient.
Par conséquent, de nombreuses images peuvent être utilisées plusieurs fois. En ce qui concerne le
Transfer Learning, seules les couches de classification sont ajustées. Les couches précédentes étant
gelées, l’extraction de caractéristiques produit les mêmes données à chaque passage de la même
image. Dans une démarche d’optimisation, l’environnement de développement utilisé intègre une
étape préliminaire (une dernière couche nommée "bottleneck"). Elle permet, en propageant une
première fois toutes les images d’apprentissage au travers des couches gelées, de mémoriser les
caractéristiques détectées pour chacune de ces images et de fournir un "résumé" compact des ca-
ractéristiques extraites. Par la suite, ce sont ces caractéristiques qui sont utilisées pour alimenter
les dernières couches, évitant alors de les calculer plusieurs fois inutilement et économisant ainsi
les ressources mémoire et temporelles. La table 6.12 présente les temps d’apprentissage des CNN
étudiés comprenant cette étape intermédiaire, ainsi que le temps de quantification du réseau (de
type "weight rounded"), après son ré-apprentissage.
Réseau 1000 images par classe - [s] 40 images par classe - [s]
Apprentissage Quantification Apprentissage Quantification
v1_0.25_128 3680 11 2947 11
v1_0.25_224 3775 11 3034 11
v2_0.35_128 3860 13 2942 13
v2_0.35_224 3978 13 2970 13
Table 6.12 – Durées de l’apprentissage des réseaux MobileNet v1 et v2 les plus légers, respecti-
vement pour 1000 et 40 images d’apprentissage par classe, de résolution 128x128 et 224x224.
Avec un millier d’images par classe, le processus d’apprentissage est considérablement plus long
que le Machine Learning traditionnel, dépassant légèrement l’heure de calcul que ce soit pour la
version 1 ou 2 des réseaux MobileNet. Pour l’apprentissage, la version 2 est plus lente de quelques
minutes que la version 1. Les phases post-apprentissage ne nécessitent qu’une dizaine de secondes.
L’utilisation de 40 images par classe permet de réduire d’une dizaine de minutes les temps d’ap-
prentissage, et les deux versions des réseaux sont désormais équivalentes en temps de calcul, n’ex-
cédant pas les 3000 secondes environ (50 minutes). L’architecture des réseaux n’étant pas modi-
fiée par le ré-apprentissage du Transfer Learning, il est normal de retrouver la même durée pour
la phase de quantification post-apprentissage pour ces deux configurations du nombre d’images
d’entrée.
Comme précisé précédemment lors de la présentation de la caméra intelligente, cette implémen-
tation des CNN sur Raspberry entraîne des dysfonctionnements. En effet, la charge processeur est
très importante et entraine une montée en température, qui, du fait de la durée de l’apprentissage de
l’ordre de l’heure de calcul, cause la perte de réponse du système. Au delà d’un point de vue pure-
ment pratique en implantation industrielle, l’utilisation du boitier proposé intégrant un ventilateur
est donc indispensable, même en phase d’expérimentation.
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6.2.2.2/ Temps de calculs de la phase authentification
Les tables 6.14 et 6.15 présentent cette fois ci les temps de calcul de phase décisionnelle. Les résul-
tats présentés sont les moyennes de temps obtenus pour les 11 sujets au travers de 2000 prédictions
(1000 échantillons testés par classe). De la même manière que précédemment, pour considérer un
fonctionnement temps réel, la durée de l’authentification complète ne doit pas se limiter aux seuls
temps de calculs des prédictions. Pour le Machine Learning classique, le chargement du modèle
biométrique, la détection et l’extraction du visage, puis son filtrage optionnel ainsi que sa pro-
jection dans la base de visages (tableau 6.13) doivent être considérés. Pour les CNN, seuls le
chargement du réseau et la détection de visage peuvent être pris en compte.
Filtrage PCA 90% - [ms] PCA 70% - [ms] PCA 50% - [ms]
Pas de filtrage 53 11 2
Sobel, β = 20 63 17 8
Sobel, β = 40 84 28 10
Sobel, β = 60 116 42 21
Sobel, β = 80 126 52 27
Sobel, β = 100 128 53 28
TanTriggs, β = 20 100 34 18
TanTriggs, β = 40 122 49 27
TanTriggs, β = 60 146 49 27
TanTriggs, β = 80 160 89 59
TanTriggs, β = 100 165 95 65
Table 6.13 – Temps de préparation des données pour une image : filtrage et projection dans
l’espace de visage associé à la configuration des images d’entrée
Pour le Machine Learning classique, chaque image du visage détecté est filtrée puis projeté dans
l’espace de visage. Une prédiction est effectuée à partir du vecteur résultant. D’après le tableau
6.13, répertoriant les temps de calculs du filtrage et de la projection d’un échantillon selon la
configuration du système, et en considérant l’acquisition du visage (détection et extraction) pour
chaque échantillon (40 ms), nous pouvons considérer que la préparation des données d’une image
(acquisition, filtrage et projection) est bornée par 42 ms et 205 ms.
La table 6.14 révèle que, quels que soient le classifieur utilisé et la configuration d’entrée, la pré-
diction de classe d’un nouvel échantillon n’excède pas 200 µs. On remarque alors que la phase
de préparation des données est prépondérante face à la prédiction. La répartition des temps de
calcul de chaque étape dans le processus d’authentification, représentés sur la figure 6.6, montre
que la durée de la phase de décision n’est pas significative (moins de 0,5% de la durée de l’au-
thentification). La vitesse de traitement de la caméra intelligente dépend donc directement de la
préparation des données. Ainsi, le système est capable d’effectuer une authentification de visage
à un maximum de 24 ips (images par secondes) et à un minimum de 4,8 ips. Le Machine Lear-
ning classique répond donc aux contraintes de l’application, de par un fonctionnement que l’on
peut considérer comme temps réel au regard d’une cadence vidéo standard à 25 ips. Cette vitesse
d’authentification offre la possibilité de compenser les erreurs dues à l’orientation du visage ou à
d’autres perturbations, simplement en effectuant une décision générale (vote à la majorité) à partir
de multiples prédictions, légèrement espacées temporellement (non consécutives), sur quelques
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secondes d’acquisition.
Filtrage PCA 90% - [ms] PCA 70% - [ms] PCA 50% - [ms]
SVM RF SVM RF SVM RF
Pas de filtrage 0,11 0,12 0,06 0,11 0,05 0,10
Sobel, β = 20 0,12 0,12 0,06 0,08 0,05 0,07
Sobel, β = 40 0,14 0,12 0,07 0,11 0,05 0,09
Sobel, β = 60 0,16 0,15 0,09 0,10 0,07 0,11
Sobel, β = 80 0,17 0,14 0,10 0,11 0,08 0,15
Sobel, β = 100 0,16 0,13 0,10 0,12 0,08 0,12
TanTriggs, β = 20 0,13 0,11 0,06 0,07 0,05 0,08
TanTriggs, β = 40 0,14 0,11 0,09 0,10 0,06 0,11
TanTriggs, β = 60 0,18 0,13 0,10 0,10 0,07 0,10
TanTriggs, β = 80 0,19 0,14 0,13 0,14 0,10 0,11
TanTriggs, β = 100 0,20 0,19 0,14 0,16 0,10 0,15
Table 6.14 – Temps de calcul de la prédiction de classe d’un échantillon pour les SVM et RF selon
la contribution du filtrage et le seuil de l’ACP
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Figure 6.6 – Représentation graphique de la répartition des temps de calculs de la phase d’authen-
tification pour les configurations les plus lentes et les plus rapides des SVM et des RF
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En fonctionnement réel, la phase complète d’authentification doit prendre en compte la lecture de
la carte sans contact ainsi que le chargement du modèle biométrique par le système après sa décom-
pression. Comme énoncé dans la section précédente (enrôlement), la lecture d’une carte MIFARE
DESFire est d’environ 2,2 s pour un modèle de 7,5 Ko. Le système doit ensuite décompresser les
données. Cette étape requiert au maximum 145 ms. Le chargement du modèle décompressé par le
système est également rapide, entre 3 ms et 46 ms pour les SVM selon la configuration et entre
25 ms et 84 ms pour les RF.
La table 6.15 présente, pour chaque réseau CNN ré-entraînés, les temps de prédiction avec et sans
quantification des réseaux. Systématiquement supérieur à une seconde, le temps de prédiction
moyen des CNN est d’environ 1,8 s, soit environ neuf mille fois le temps de prédiction maxi-
mum du Machine Learning classique (SVM, ACP 90% et TanTriggs 100%). Tout comme pour
l’apprentissage, on observe que la version 2 du réseau MobileNet est plus lente que sa version 1.
On peut également considérer qu’il n’y a pas de différence entre les réseaux entraînés à partir de
1000 ou 40 images classes. En effet, la quantité de données dédiée à l’apprentissage de modifie pas
l’architecture des CNN, et a seulement un impact sur la durée de l’apprentissage et les résultats
d’authentification.
Avec les CNN, la phase de préparation des données consiste seulement à détecter le visage dans
l’image afin de le transmettre au réseau. Cette fois ci, comme illustré par la figure 6.7, c’est le temps
de préparation des données qui est négligeable en comparaison du temps de prédiction. La durée
de l’authentification complète peut alors être simplifiée en ne tenant compte que des prédictions
des CNN. Ainsi, la caméra intelligente est seulement capable d’effectuer une authentification de
visage via des CNN à une vitesse inférieure à une image par seconde. La fréquence maximale
étant de 0,73 ips, et de 0,44 ips pour la fréquence minimale. Par conséquent, même si le temps
d’authentification de visages apparait comme encore acceptable (bien que lent) pour l’utilisateur,
il devient difficile d’effectuer une authentification par décisions multiples sur une plage temporelle
(afin de compenser les variations d’orientations du visage), cela augmentant considérablement le
temps d’attente de l’usager.
Réseau 1000 images par class - [s] 40 images par class - [s]
Non Quant. Quant. Non Quant. Quant.
v1_0.25_128 1,57 1,40 1,54 1,37
v1_0.25_224 1,69 1,44 1,68 1,44
v2_0.35_128 2,17 2,11 2,12 2,05
v2_0.35_224 2,27 2,19 2,26 2,18
Table 6.15 – Temps de prédiction moyen pour un échantillon de MobileNet v1_025 et v2_035,
non quantifiés et quantifiés, respectivement pour 1000 et 40 images d’apprentissage par classe
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Figure 6.7 – Répartition des temps de calculs de la phase d’authentification pour les configurations
les plus lentes et les plus rapides des réseaux MobileNet v1_025 et v2_035
6.2.2.3/ Discussion
Étant donné que les caractéristiques des visages sont sujettes à des variations au fil du temps, une
mise à jour régulière des modèles est requise. Cependant les modèles issus des SVM et RF ne
peuvent pas être directement mis à jour. De plus, aucune donnée personnelle du sujet ne reste
sauvegardée dans le système. Toutefois, les temps d’apprentissage relativement courts de ces mé-
thodes permettent de résoudre ce problème. En effet, si l’authentification est un succès, le système
peut utiliser les images acquises et validées, qui ne seront conservées que sur la durée de ce pro-
cessus. Celles-ci permettent alors d’effectuer un nouvel apprentissage, remplaçant ensuite l’ancien
modèle sur la carte. Pour les configurations les plus rapides, cette mise à jour peut être inaperçue.
Nous avons pu observer qu’une carte Raspberry PI 3 est capable d’effectuer l’apprentissage d’un
CNN "léger" par transfert de connaissances et de l’utiliser par la suite. Cependant, la puissance li-
mitée de cette plateforme n’est pas suffisante pour un fonctionnement temps réel stricte. Pour cette
étude, nous avons choisi d’utiliser des CNN pour toute la chaîne de traitement (extraction de carac-
téristiques et classification). Cependant, dans la littérature, les CNN sont souvent utilisés comme
seuls extracteurs de caractéristiques. La classification est alors réalisée par un algorithme du Ma-
chine Learning classique, alimenté par les données fournies par le CNN. Cette utilisation est donc
proche de notre implémentation du Machine Learning traditionnel où, par analogie, l’ACP rempli
la même fonction que le CNN. Cependant, même dans ce cas, une telle utilisation ne donnerait
pas nécessairement de bien meilleurs temps de calculs. La partie extraction de caractéristiques du
CNN devant toujours être utilisée, le temps de préparation des données d’un échantillon serait tou-
jours supérieur à l’extraction de l’ACP. De plus, la dimension du vecteur en sortie des couches de
convolution (vecteur de 1024 éléments pour MobileNet v1), augmentera nécessairement la taille
de stockage du modèle.
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La table 6.16 présente un résumé des temps de calcul des traitements de la phase d’authentification
pour la configuration retenue, utilisée pour la fusion de décision. Pour rappel, cette configuration
consiste en un filtrage de TanTriggs en guise de prétraitements, une extraction de caractéristiques
avec l’ACP dont l’espace de visage a été réduit à 50% de l’inertie de ses valeurs propres, et une
classification avec un SVM. Comme décrit précédemment, la décision représente une infime partie
du temps requis pour effectuer une authentification à partir d’une image. Avec 58 millisecondes,
la configuration sélectionnée permet à la caméra intelligente d’effectuer une authentification du
visage à une fréquence de 17 images par secondes.
Traitement Temps de calcul
Acquisition [ms] 40
Prétraitements [ms] 18
Décision [ms] 0,05
Authentification [ms] 58,05
fréquence [ips] 17
Table 6.16 – Temps de calculs de la phase d’authentification du visage, avec une image, pour la
configuration retenue : filtre de TanTriggs avec β = 20, ACP 50% et classification SVM
6.2.3/ Authentifications du doigt - Prototypage d’un syste`me d’acquisition
Acquisition
Empreintes + VaisseauxNouvelle 
personne
&
Dénombrement de visages
Caméra Intelligente 2
- Habilitation  / Mission DescripteursRéseau vasculaire
Ca
m
ér
a I
nt
el
lig
en
te
 3
Unicité de passage
Identité
Carte RFID
Prétraitements
Amélioration / Seuillage
Extraction des 
caractéristiques
Points d’intérêts / Descripteurs
Extraction d’attributs
Mise en correspondance
Prétraitements
Amélioration / Seuillage
Extraction des 
caractéristiques
Points d’intérêts / Descripteurs
Extraction d’attributs
Mise en correspondance
Identité
Carte RFID
Descripteurs
Empreintes digitales
Image 
Empreinte digitale
Image 
Réseau vasculaire
Modèle de décision
Stockage local
Authentification
Authentification
Modèle
Empreintes 
Modèle
Vaisseaux
Décision
Empreintes
Décision
Vaisseaux
Figure 6.8 – Protocole de l’authentification des deux modalités du doigt
Le figure 6.8 illustre le protocole d’authentification par les empreintes digitales et le réseau vas-
culaire du doigt. Étant situés sur la même zone du corps humain, leur acquisition est vouée à être
effectuée par un unique système sans contact. Contrairement au visage, ces deux modalités n’ont
pas vocations à être traitées par une caméra intelligente basée sur une carte Raspberry. Ici, nous
proposons un système d’acquisition permettant d’obtenir la mesure de ces deux modalités par la
rotation d’une caméra autour du doigt. Cette section présente donc le concept et la conception d’un
prototype de scanner rotatif.
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6.2.3.1/ Pre´sentation du syste`me
Limitation des acquisitions sans contact
Les empreintes digitales et le réseau vasculaire du doigt peuvent être acquis par un même sys-
tème. Les systèmes existants permettent l’acquisition simultanée de chacune d’entre elle sur une
phalange différente (veines acquises sur la deuxième phalange). Cependant, bien que ces sys-
tèmes contraignent le positionnement du doigt, de légères rotations et/ou translations peuvent être
observées entre deux acquisitions pour une même personne. Principalement pour les empreintes
digitales, ces rotations peuvent conduire à un changement radical de la zone observée.
De plus, contrairement aux systèmes d’acquisition avec contact, la capture sans contact des em-
preintes digitales ne permet pas la mesure de la conductivité du doigt. Il est par conséquent plus
aisé de reproduire cette modalité à partir de "traces" laissées par le propriétaire de ces empreintes
et de contourner le système grâce à n’importe quel matériau représentant ces fausses empreintes.
Pour le réseau vasculaire, la copie est plus complexe du fait de l’emplacement sous-cutané de cette
modalité, nécessitant alors un procédé d’acquisition particulier.
Nous proposons alors d’étudier un système d’acquisition original de ces deux modalités, permet-
tant de contourner les limitations des systèmes traditionnels. Ce prototype, conçu au sein de notre
laboratoire, se présente comme un scanner rotatif permettant d’acquérir ces deux modalités sur
le tour du doigt. Ainsi, les variations en rotation et en translation sont en grande partie évitées.
De plus, la copie est bien moins triviale et nécessite l’accès au doigt complet de l’individu habi-
lité dont on souhaite usurper l’identité. De plus, il a été montré que la face arrière du doigt, de
par la forme des plis de la peau, fourni autant d’informations que la face avant où se trouvent les
empreintes [239].
Principe général du système proposé
Ce système, dont le schéma de principe est illustré par la figure 6.9, se présente donc comme
un scanner rotatif du doigt. Fixée sur un rail entraîné en rotation par un moteur pas à pas, une
caméra linéaire acquiert rapidement plusieurs profils de la périphérie du doigt. Ce dispositif est
muni de deux projecteurs leds, pointés sur le doigt, diffusant différentes longueurs d’ondes. Un
premier projecteur est utilisé à l’arrière du doigt (visible dans le plan de la figure 6.9a). Celui-ci
émet une lumière dans le proche infrarouge (à 940 nm) afin d’acquérir les veines par transmission.
Un second projecteur, fixé latéralement à quelques degrés de la caméra (visible dans le plan de la
figure 6.9b), illumine le doigt d’un éclairage "rasant" dans le domaine visible afin d’acquérir les
empreintes digitales par réflexion.
Après la rotation de la caméra sur le tour du doigt, le système doit retourner à sa position d’origine
par une rotation dans le sens contraire. Nous exploitons cette particularité afin d’obtenir une seule
de ces modalités par rotation. Cela est effectué en allumant seulement le projecteur de lumière
visible à l’aller, puis seulement le projecteur infrarouge au retour de la caméra. Deux images sont
alors acquises : une image de chaque modalité mise "à plat" sur le tour du doigt.
Dans la suite de ce chapitre, les différentes phases de l’élaboration de prototype sont présentées.
D’une part, une validation du principe d’acquisition des deux modalités par rotation est effectuée
par simulation. Un logiciel de modélisation 3D est utilisé afin de simuler le fonctionnement du
système et d’observer les images pouvant potentiellement être acquises. D’autre part, la phase de
conception du prototype est présentée, incluant les choix des divers composants. Pour finir, nous
illustrons le fonctionnement de ce prototype par les premières images réelles acquises.
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Figure 6.9 – Schéma de principe du prototype de scanner rotatif
6.2.3.2/ Élaboration d’un prototype
Validation du principe par simulation
Afin de valider le principe du système et éventuellement y apporter des modifications pour ensuite
élaborer un prototype, nous l’avons modélisé dans un logiciel de création 3D (3DSMax). En se
référant à la répartition du réseau vasculaire dans les doigts, figure 6.10a, nous avons créé un
modèle de réseau vasculaire similaire, figure 6.10b, avec des vaisseaux plus fins et plus nombreux
aux extrémités du doigt. Différentes couches de textures en relief, issues d’une photo de haute
qualité, ont été apposées sur le tour du doigt, lequel a été modélisé autour de ce réseau vasculaire.
Elles comprennent les empreintes digitales mais également les plis de la peau sur le tour du doigt.
(a) Réseau vasculaire de la main 3 (b) Simulation sous 3DSMax
Figure 6.10 – Simulation 3D d’un doigt avec ses veines et son empreinte digitale
3. Image source : volusiahandsurgery.com/the-cold-hand/
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À partir du principe du système proposé, nous définissons la trajectoire de la caméra virtuelle et des
éclairages simulés à partir d’un cercle autour du doigt. La cible de la caméra est donc fixe et centrée
sur le doigt. La trajectoire des éclairages a également été paramétrée de manière à conserver une
orientation vers le doigt, lequel demeure fixe dans l’espace. De plus, la position de chaque élément
du système reste fixe par rapport à la position des autres. Une modélisation complète du système
de scanner rotatif est donc obtenue, illustrée figure 6.11.
Nous avons paramétré la caméra afin d’observer une représentation de la zone d’intérêt du doigt
occupant la majeure partie de l’image et ainsi obtenir un résultat suffisamment résolu au niveau
des empreintes digitales. Cette région d’intérêt est composée des deux premières phalanges. Les
matériaux constituant le doigt ont par la suite été configurés expérimentalement pour simuler les
différentes interactions entre la lumière et les tissus ainsi que les veines, telles que la transmission,
la diffusion ou l’absorption de la lumière. Un aperçu du rendu des vaisseaux sanguins par éclairage
à l’arrière du doigt est présenté figure 6.10b.
Figure 6.11 – Simulation 3D du scénario d’acquisition du système rotatif
Lors de la simulation, la caméra est déplacée le long de sa trajectoire, toujours orientée vers le
doigt, et une simulation de la scène est effectuée à chaque déplacement. La colonne de pixels
centrale de chaque image obtenue est ensuite extraite. Ces colonnes, mises côte à côte, composent
alors une nouvelle image représentant une reconstruction aplanie du tour du doigt. Dans le but
d’obtenir une image reconstituée suffisamment résolue, nous avons fixé à 500 le nombre d’images
générées. Une simulation de la scène est donc effectuée à chaque déplacement de 0, 72 degré.
Un exemple de reconstitution des veines et des empreintes est présenté en figure 6.12. Sur l’image
des vaisseaux reconstitués, figure 6.12a, on peut observer que les structures plus profondes appa-
raissent plus floues (ou diffusent) que les structures proches de la surface. Du fait d’une certaine
difficulté à apposer les textures de la peau sur la modélisation du doigt, le résultat de la recons-
titution des empreintes digitales (figure 6.12b) n’est pas aussi net. On observe en effet les trois
modèles de textures utilisés. Bien que cette simulation soit une modélisation simpliste des tissus
ainsi que des interactions entre la lumière et ces derniers, elle permet de valider le principe du sys-
tème. L’observation des deux images obtenues confirme alors une robustesse accrue aux variations
de positions du doigt entre différentes acquisitions. Le principe étant validé, le développement d’un
prototype a donc pu être réalisé.
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(a) (b)
Figure 6.12 – Reconstitutions aplanies des rendus noirs et blanc des veines (a)et des empreintes
(b), obtenues par simulation du système sous le logiciel d’édition 3DSMax
Mise en œuvre matérielle
Différentes catégories d’éléments composent ce prototype. Une partie mécanique est formée des
pièces telles que le rail et les supports de la caméra et des éclairages sur lesquels ils sont fixés. À
des fins d’expérimentations, ces supports ont été conçus de façon à être mobiles sur le rail avec
une position réglable. La partie électronique permet de mettre en rotation le rail. Elle comprend
un moteur pas à pas pouvant être paramétré en micro-pas, une carte de puissance contrôlant le
moteur, un capteur d’angle mesurant la position du moteur (et donc son déplacement angulaire) et
une carte de commande du moteur. La partie optique est constituée de la caméra, de son objectif
et des deux éclairages visible et proche infrarouge.
Comme l’étude algorithmique, la phase d’élaboration de ce prototype doit répondre à un cahier
des charges. Celui-ci est régi notamment par les spécifications techniques de ses éléments (ca-
méra, éclairage, moteur), ainsi que par ses objectifs principaux et des contraintes liées à sa phase
d’utilisation. Par conséquent, une étude technique est requise, suivie par la conception du système
(forme, dimensions, etc) et enfin sa fabrication. Ces contraintes sont entre autres le placement des
câbles afin de ne pas gêner la rotation, la vitesse de rotation du rail ou encore la taille du système.
En effet, ce dernier ne doit pas être d’une envergure trop importante ce qui rendrait son intégration
trop complexe et requerrait un couple moteur important du fait de l’inertie du rail en rotation.
Afin de déterminer la taille du système, la caméra doit être sélectionnée au préalable. En effet, de
nombreux paramètres dépendent du choix de la caméra et de son optique. La taille de la caméra
détermine la taille de son support. Ses caractéristiques optiques et son objectif déterminent la
distance de mise au point (distance focale) et donc l’envergure du système (longueur du rail). De
plus, le poids de la caméra joue également un rôle dans la détermination de la puissance du moteur
nécessaire pour permettre une rotation fluide (sans saccades) du système à une vitesse convenable.
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Les différentes interactions de la lumière infrarouge et des tissus rendent difficile l’observation
des vaisseaux vasculaires. Comme énoncé dans le chapitre 5, les images résultantes sont en effet
faiblement contrastées et les vaisseaux peu distincts. De plus, les longueurs d’ondes optimales,
situées entre 800 µm et 1000 µm, correspondent au rendement quantique (ou efficacité quantique :
QE) le plus faible des capteurs sCMOS ("CMOS scientifique" comme le montre la figure 6.13a.
En comparaison, la plage de fonctionnement des capteurs "InGAas" (Arséniure de gallium et d’in-
dium) se trouve dans le proche infrarouge et l’infrarouge moyen. Comme le montre la figure 6.13b,
son rendement quantique est également faible (15%) à 850 nm, mais son augmentation rapide
donne un QE de 50% à 940 nm. Par conséquent, une caméra InGaAs semble présenter un certain
avantage, comparé aux caméras sCMOS, dans les longueurs d’ondes permettant l’observation des
vaisseaux sanguins.
Notre système n’utilisant qu’une colonne de pixels afin de reconstituer l’image du tour du doigt,
et les veines étant la modalité la plus complexe à acquérir, nous nous sommes orientés vers une
caméra linéaire InGaAs. Le capteur de cette caméra est composé d’une ligne de 1024 pixels de
taille 12, 5× 12, 5 µm. Elle permet de traiter des images en niveaux de gris de profondeur 14 bits à
une fréquence maximale de 40000 profils par seconde. Cette fréquence est néanmoins dépendante
du temps d’exposition, lequel pouvant être défini entre 3 µs et quelques secondes.
L’optique sélectionnée est dédiée à des applications de vision industrielle. De dimensions 6, 6 ×
5, 1 cm (diamètre × longueur), elle dispose d’une ouverture réglable manuellement de f /1.4 à
f /22. Sa distance minimale de mise au point est de 10 cm pour une longueur focale de 12,5 mm,
avec un angle de champ horizontal de 54° et un angle de champ vertical de 42°.
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(b) Rendement Quantique du capteur utilisé5
Figure 6.13 – Comparaison des rendements quantiques de capteurs selon la longueur d’onde
Le poids de la caméra sélectionnée est de 200 grammes et celui de l’optique choisie est d’environ
300 grammes. La longueur de l’ensemble formé par la caméra et son optique est de 14 cm et
la distance minimale de mise au point de cet objectif est de 10 cm. En l’état, cela implique un
rail d’une longueur d’au moins 25 cm du côté de la caméra, conduisant à un système dont les
dimensions sont bien trop importantes (50 cm d’envergure). De plus, à cette distance, la taille
de l’observation du doigt est bien trop petite pour pouvoir être exploitée, et le poids de la partie
optique située à l’extrémité du rail conduit à une trop grande inertie de mouvement pour garantir
une rotation fluide. Par conséquent, nous faisons usage d’une bague allonge, permettant alors de
positionner le couple caméra et son optique à une distance de 4 cm du doigt. Ce gain comporte
une contrepartie. En effet, en réduisant la distance focale par une bague allonge, on réduit la plage
4. Image source : Capteur sCMOS "C11440-42U30" - HAMAMATSU
5. Image source : Documentation technique Caméra "Xenics Lynx 1024 GE"
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de mise au point. De plus, l’ouverture utilisée afin d’obtenir plus de lumière réduit la profondeur
de champ. Avec une profondeur de champ très courte, comme le doigt n’est pas parfaitement
cylindrique, il est difficile d’obtenir une acquisition nette sur tout le tour du doigt. Un compromis
est donc à effectuer.
Les leds constituant le système d’éclairage ont soigneusement été sélectionnées. Étant donné la
plage de sensibilité du capteur choisi, les deux projecteurs utilisés doivent être composés de leds
infrarouges. Chaque projecteur est formé de 6 leds disposées verticalement de façon à éclairer le
doigt dans sa longueur. Chacune dispose d’un angle d’émission restreint afin de focaliser la puis-
sance lumineuse sur l’axe central du doigt.
Le projecteur éclairant les empreintes digitales, disposé latéralement afin d’avoir un angle d’inci-
dence rasant, est composé de leds émettant une longueur d’onde de 860 nm. L’intensité énergétique
de son émission est de 700 mW/sr avec un cône d’émission d’angle 6°. Afin de ne pas surexpo-
ser le doigt, l’intensité lumineuse de l’éclairage rasant n’est pas utilisée à son maximum lors de
son fonctionnement. Les leds permettant d’observer les veines par transmission projettent une lon-
gueur d’onde de 950 nm et sont positionnées à l’opposé de la caméra. L’intensité énergétique de
son émission est de 600 mW/sr pour un cône d’intensité d’angle 6°.
Le moteur sélectionné permet une rotation à un pas de 1, 8°, pouvant être divisé en micro-pas
(jusqu’à 256 micro-pas pour un pas). Nous avons sélectionné un micro pas de 0, 18, permettant une
mise en rotation fluide du système sans secousses au démarrage, et une précision suffisante pour
notre application. L’utilisation du moteur en mode micro-pas résulte en une réduction du couple,
d’environ 30% du couple du pas complet. Par conséquent, le moteur sélectionné dispose d’un
couple de 500 mNm. Afin de mesurer les déplacements du moteur et permettre le déclenchement
d’une acquisition à chaque déplacement de 0, 72°, un capteur d’angle est placé sous l’arbre du
moteur. Celui-ci est relié à la carte de commande du moteur. Celle-ci est une carte arduino, reliée à
une station de travail (ordinateur). Cette carte arduino commande la carte de puissance du moteur,
permettant de sélectionner se vitesse de déplacement ainsi son pas. Nous avons défini la vitesse
de rotation du moteur de telle sorte qu’une rotation soit effectuée en 2,5 secondes. Ainsi, afin
d’obtenir 500 acquisitions pour une rotation complète, le temps d’intégration de la caméra peut
être ajusté jusqu’à un maximum de 5 millisecondes. L’acquisition des deux modalités en question
nécessite alors une durée de 5 secondes (acquisition des empreintes digitales à l’aller et acquisition
des vaisseaux au retour du rail).
Dans le but de valider l’aspect général du système, nous avons réalisé un modèle en trois dimen-
sions, proche du système final, à l’aide du logiciel Sketchup. La figure 6.14 présente un aperçu de
cette modélisation. On peut y observer le système monté et composé d’un support pour la rotation
du rail. De plus, nous proposons une version en fonctionnement, confinée dans une boite tel que
pourra l’être le système final. Par la suite, cette modélisation a servi de base à un modèle corrigé et
réaliste, conçu par CAO (Conception Assistée par Ordinateur). Ce dernier modèle a permis l’usi-
nage des différentes pièces du prototype. Le système assemblé et en fonctionnement est illustré
par la figure 6.15. Le rail, la colonne du moteur ainsi que le bloc support du système ont été usinés
avec de l’aluminium. Les pièces amovibles telles que supports d’éclairage et de la caméra sont en
plastique, fabriqués par imprimante 3D.
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Figure 6.14 – Réalisation 3D du prototype et son boitier sous Sketchup
Figure 6.15 – Première version du prototype
Premières acquisitions
Le prototype conçu étant fonctionnel, nous avons pu obtenir des premières images après un para-
métrage expérimental du système. Les images de la figure 6.16 6.17 représentent les acquisitions
des empreintes digitales de deux personnes distinctes, obtenues avec l’éclairage à 860 nm. On peut
observer les motifs bien définis des empreintes et des structures formées par les plis de la peau.
Le paramétrage n’est cependant pas optimal du fait d’un contraste non uniforme et de certains
problèmes de reconstruction du doigt notamment en bordure des images.
Avec une caméra linéaire, l’image reconstituée n’est observable qu’après l’acquisition de tous les
profils du tour du doigt. Par conséquent, à partir d’une simple colonne de pixels, le paramétrage
des éléments du système n’est pas trivial. Cela rend particulièrement difficile l’acquisition des
vaisseaux sanguins, présentés en figure 6.17. Sur ces images, on distingue certains vaisseaux mais
le résultat n’est pas celui attendu. Le contraste de l’acquisition étant faible, les paramètres décisifs
sont liés à la puissance du projecteur, à l’ouverture de l’objectif, au temps d’exposition de la
caméra ainsi qu’à la vitesse de rotation du système.
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La profondeur de champ étant réduite par la bague allonge, il est nécessaire de maintenir une
ouverture faible de l’objectif afin de ne pas réduire d’avantage la plage de mise au point. Par
conséquent, le temps d’intégration de la caméra doit nécessairement être augmenté, et la vitesse
du moteur adaptée.
Figure 6.16 – Exemple d’acquisition d’empreintes digitales de deux personnes distinctes avec le
prototype du scanner rotatif
Figure 6.17 – Exemple d’acquisition du réseau vasculaire de deux personnes distinctes avec le
prototype du scanner rotatif
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Hormis un réglage optimal du système, il est possible d’agir sur d’autres paramètres afin d’ob-
tenir de meilleures images. Les détecteurs en général (comme tous les composants électroniques
actifs), et particulièrement les InGaAs, génèrent des charges par agitation thermique. C’est à dire
que plus la température est élevée, plus le nombre de charges est important. Par conséquent, les
capteurs InGaAs sont sensibles à la température de fonctionnement de la caméra. Sur la figure
6.18, on observe le rendement quantique d’un capteur InGaAs selon différentes longueurs d’ondes
de l’infrarouge pour différentes températures de de -133°C (140 Kelvin) à 27°C (300 Kelvins). Il
en ressort que les meilleurs rendements dans les faibles longueurs d’ondes sont obtenues pour les
températures les plus basses.
Figure 6.18 – Sensibilité d’un capteur InGaAs selon différentes températures en Kelvin [281]
De plus, dans le cas d’un capteur d’images en mode intégration (acquisition d’une image par
accumulation de photons sur une certaine période de temps), les charges induites par l’agitation
thermique s’accumulent pendant les poses au même titre que celles issues du signal lumineux
utile. Ce qui résulte, pour des températures de fonctionnement proches de la température ambiante
(25°C), l’image acquise comporte une grande proportion de bruit. Grâce à un système dédié à des
expérimentations en spectroscopie, notamment pour une application "mixing wave swir-terahertz"
[282, 283], nous avons vérifié expérimentalement l’influence de la température sur un capteur
InGaAs. Ce système, composé d’une caméra InGaAs refroidie par "module Peltier" couplé à un
système de refroidissement liquide, a été fourni par David Darson, ingénieur de recherche au la-
boratoire de physique de l’École normale supérieure de Paris (LPENS).
Les images résultantes, figure 6.19 et 6.20, illustrent deux cas de figure pour lesquels la tempé-
rature de fonctionnement a été progressivement réduite. Chaque figure représente une certaine
scène éclairée par un projecteur de longueur d’onde 950nm. Pour la première figure, l’intensité du
projecteur est faible, l’objectif est fermé au maximum et donc la scène a été acquise par une inté-
gration sur 2 secondes. La température de fonctionnement a été progressivement réduite de 25°C à
-196°C. Pour la seconde figure, avec une intégration de 100 millisecondes, l’intensité du projecteur
est plus forte et l’objectif plus ouvert. La température varie de 25°C à -10°C. Avec une scène très
faiblement éclairée, l’intégration sur 2s à température ambiante montre une forte accumulation de
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charge au travers d’une image blanche. Ce n’est qu’à partir de -100°C que le bruit est suffisamment
réduit pour pouvoir observer la scène. Cependant, la meilleure image est obtenue pour une tem-
pérature proche de -200°C, pour laquelle le contraste est maximum et le bruit est minimisé. Avec
un temps d’intégration beaucoup plus court, l’acquisition à la température ambiante permet d’ob-
server la scène mais le contraste est faible. Comme précédemment, la réduction de température de
fonctionnement du capteur permet d’augmenter le contraste de l’image. On remarque donc qu’en
fonctionnement dans des températures négatives, le capteur montre une plus grande sensibilité à
la lumière et une plus grande résistance aux bruits électronique et d’acquisition (accumulation de
charges), ce qui permet alors de fournir des images plus contrastées et de meilleure qualité.
-196°C
25°C -6°C -38°C -70°C
-101°C -133°C -165°C
Figure 6.19 – Acquisition d’une scène sombre par un capteur InGaAs, soumis à différentes tem-
pératures, avec 2 secondes d’accumulation
25°C
-10°C
20°C 15°C 10°C
5°C 0°C -5°C
Figure 6.20 – Acquisition d’une scène claire par un capteur InGaAs, soumis à différentes tempé-
ratures, avec 100 millisecondes d’accumulation
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Au sein de notre laboratoire, avec ce même système, nous avons reproduit l’expérience avec l’ac-
quisition de la première phalange d’un doigt, dans un caisson privé de lumière extérieure. Le
module de refroidissement a maintenu la température de la caméra à -40°C. De par un éclairage au
dos du doigt par un projecteur infrarouge de longueur d’onde 950 nm, nous avons été en mesure
d’observer simultanément les empreintes digitales et le réseau vasculaire. Comme le montre la
figure 6.21, les vaisseaux captés sont très fins, et les empreintes digitales sont visibles. Ce système
de refroidissement présente donc un avantage considérable. Mais son intégration à notre proto-
type semble complexe. En effet, ce genre de système est très imposant, et ne permet une grande
souplesse dans les mouvements requis par notre scanner rotatif.
Figure 6.21 – Acquisition du doigt, éclairé à l’arrière par un projecteur proche infrarouge, par une
caméra fixe composée d’un capteur InGaAs refroidit à -40°C
Malgré ces tests préliminaires encourageants au niveau de la génération des premières images, le
prototype basé sur un capteur linéaire ne permet pas à l’heure actuelle d’acquérir des images d’une
qualité suffisante pour réaliser les traitements des deux modalités considérées au niveau du doigt.
Cependant, cette solution est présentée ici comme une base pour de futurs développements qui
nous apparaissent alors prometteurs dans la continuité des travaux réalisés.
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Conclusion et perspectives
Cette thèse a pour vocation de répondre à une problématique de sécurisation d’accès à des zones
restreintes, mêlant la biométrie multimodale et l’apport de la vision assistée par ordinateur au tra-
vers notamment de l’intelligence artificielle. De plus, les travaux de cette thèse s’inscrivent dans
le cadre d’un projet industriel plus vaste. Ainsi, au-delà d’une réflexion purement théorique, la
recherche entreprise dans ces travaux a été fortement axée sur des aspects d’adéquation algo-
rithme architecture afin d’établir un compromis entre les algorithmes développés et l’implantation
matérielle nécessaire au déploiement d’une telle solution. Le cahier des charges encadrant les dé-
veloppements mis en place porte notamment sur la capacité du système à garantir la vie privée
des usagers tout en proposant un système de sécurité biométrique permettant une authentification
rapide et fiable (soit sa faculté à détecter une intrusion ou une personne habilitée).
Le système biométrique multimodal que nous avons proposé nécessite une authentification du per-
sonnel, caractérisée par un contrôle d’identité automatique et individuel à partir de trois modalités
biométriques de l’usager. Ce contrôle fait appel à l’acquisition d’une image du visage en deux
dimensions, et deux acquisitions de deux modalités du doigt, à savoir les empreintes digitales et
le réseau vasculaire. Afin de répondre aux recommandations portant sur la protection des données
personnelles et d’anticiper de futures normes, les données biométriques nécessaires à l’authentifi-
cation d’un agent habilité sont stockées sur une carte sans contact nominative. Chaque personne
ayant accès à la zone de stockage possède donc une carte RFID, laquelle contient ses caractéris-
tiques biométriques de référence des trois modalités acquises par le système. Ce type de support
n’étant doté que d’une faible quantité de mémoire utilisateur, la minimisation des données biomé-
triques est un aspect que nous avons privilégié dans ces travaux.
Ce système présente deux phases principales pour chaque utilisateur. Tout d’abord une phase d’en-
rôlement permet d’obtenir un ensemble de données biométriques de référence, après l’acquisition
et le traitement de chaque modalité. Ce sont ces données qui sont alors stockées sur la carte in-
dividuelle de l’usager. Puis, à chaque demande d’ouverture de la zone de stockage, l’utilisateur
présente sa carte au système. C’est la phase d’authentification. Après avoir validé l’identifiant de
la carte et le motif de la requête (gestion de missions, horaires, habilitation de la carte, etc), le sys-
tème se charge de vérifier que le porteur de la carte en est bien le propriétaire. Les trois modalités
sont donc mesurées et comparées aux données stockées sur la carte sans contact. Chaque modalité
donne alors lieu à une décision (personne autorisée ou refusée) et l’authentification est basée sur
une fusion de ces décisions au travers d’un vote à la majorité.
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Les traitements des trois modalités suivent le même protocole général, traditionnellement utilisé
dans la littérature pour la classification de données biométriques. Ce protocole met en œuvre des
phases de prétraitements, d’extraction et de sélection de caractéristiques, ainsi qu’une phase de
classification, suivie d’une potentielle réduction de données du modèle biométrique. Divers algo-
rithmes ont été expérimentés et comparés afin d’adapter et optimiser les traitements à chaque type
de données fournies par ces modalités. Les méthodes utilisées sont donc entre autres basées sur
des techniques connues et matures de la littérature, fournies par des bibliothèques libres dédiées
au traitement d’images (OpenCV, Sikit-Learn, etc). Nos contributions portent donc, non pas sur le
développement de nouvelles méthodes, mais surtout sur les diverses possibilités d’ajustement de
ces méthodes afin d’effectuer une authentification biométrique en temps réel, sur une plateforme
à faible capacités de calculs (Rapsberry), à partir d’une faible quantité de données biométriques
(2,6 Ko maximum par modalité, la mémoire EEPROM de la carte sans contact étant de 8 Ko).
Nous avons développé des méthodes d’authentification du visage suivant deux approches : l’une
basée sur des algorithmes de type Machine Learning classique, et l’autre, à des fins de compa-
raison, issue d’une approche de type Deep Learning. La première approche fait appel aux tra-
ditionnelles étapes de prétraitements et d’extractions de paramètres utilisés dans la classification
d’images. Deux filtres ont été expérimentés en guise de prétraitements, à savoir le filtre de Sobel et
de TanTriggs, afin de réduire l’influence de variations lumineuses et d’autres perturbations. L’ex-
traction de caractéristiques est effectuée par l’ACP grâce à laquelle un espace de visages (stocké
sur l’unité de calculs) permet de représenter, sous une forme optimale, les caractéristiques issues
d’une image de visage. Une réduction de données est réalisée suivant la méthode des Eigenfaces
où une sélection des composantes les plus importantes de cet espace de visages permet de ré-
duire la dimension de représentation des données. Nous avons comparé, pour chaque espace issu
de l’ACP selon le filtrage de l’image, trois seuils définissant une quantité de données de plus en
plus restreinte (de 299 à 7 valeurs propres, soit pour une image un vecteur de 299 à seulement 7
caractéristiques). Finalement, deux algorithmes de classification ont été comparés (SVM et RF).
Une fois compressés, ce sont les modèles issus de ces classifieurs individuels qui sont stockés sur
la carte sans contact, après une réduction de la précision de leurs données. La seconde approche
repose sur une implémentation de CNN légers (architecture constituée de peu de paramètres) au
travers du transfert de connaissances. Ces CNN intègrent toute la chaîne de traitements, du filtrage
à la classification. Par conséquent, seul le paramétrage de l’apprentissage par transfert de connais-
sances a été l’objet de nos expérimentation (quantité d’images d’apprentissage, dimension de ces
images, hyperparamètres de l’apprentissage).
Les deux modalités du doigt présentent des motifs aux structures similaires (lignes courbes com-
posées de bifurcations et de croisement de lignes). Par conséquent, pour les empreintes et les
vaisseaux, les traitements mis en place sont composés des mêmes méthodes pour lesquelles les pa-
ramètres ont été ajustés selon la modalité. De nombreux prétraitements (débruitage, filtre de Gabor,
etc) permettent d’isoler le motif composé par ces lignes, sous une forme squelettisée conservant
sa consistance géométrique. Cette forme facilite la détection de points d’intérêts (fins de lignes,
bifurcations et croisements de lignes) qui sont ensuite décrits localement par un descripteur bi-
naire (BRIEF). Ces descripteurs locaux sont stockés sur la carte individuelle. Ils représentent la
référence à laquelle sera ensuite comparée l’ensemble des descripteurs issus de l’échantillon de la
tentative d’authentification. Cette comparaison est effectuée par une mise en correspondance des
descripteurs, quantifiée par plusieurs grandeurs comme la distance de Hamming (distance abso-
lue, moyenne, écart type), le nombre de correspondances, etc. Ces grandeurs forment un vecteur
d’attributs sélectionnés par SBFS et alimentant un classifieur SVM. Le modèle obtenu est stocké
sur l’unité de calcul et permet d’obtenir une décision pour chacune des deux modalités (personne
autorisée ou refusée) à partir des résultats de cette mise en correspondance.
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Afin de répondre aux contraintes du projet, nous avons sélectionné, pour chaque modalité, les mé-
thodes et les configurations optimales permettant d’obtenir un compromis intéressant entre la taille
de stockage et les performances d’authentification. La table 7.1 présente un résumé des résultat
d’authentification expérimentaux de chaque modalité seule, pour les configurations retenues, dé-
crites dans les chapitres 4 et 5. La table 7.2 présente les résultats d’authentification expérimentaux
de la fusion de décision de ces trois modalités selon un vote à la majorité et un vote à l’unanimité,
à partir d’une base de données composée d’un sous ensemble des bases utilisées pour l’étude des
modalités seules.
Modalité Configuration sélectionnée Se Sp Pr Ju Tmax
Visage TanTriggs / β = 20 / ACP 50 / SVM 81,6 91,6 90,7 86,6 2,6
Empreintes BRIEF-16 / ξC = 80 / SVM 77,9 98,9 98,6 88,4 2,5
Vaisseaux BRIEF-32 / ξC = 40 / SVM 81,3 97,3 96,8 89,3 2,5
Table 7.1 – Résumé des performances (en pourcent) des configurations retenues de chaque mo-
dalité indépendante, obtenues expérimentalement sur l’ensemble des bases de données de chaque
modalité et la taille de stockage maximale (Tmax) des données biométriques (en kilooctets)
Type de fusion Scénario Se Sp Pr Ju Tmax
Vote à la majorité
Intrusion 95,5 100 100 97,6
7,6Usurpation du visage 95,2 96,9 96,8 96,1
Usurpation des empreintes 95,2 95,1 86,5 90,2
Usurpation des vaisseaux 95,2 79,6 82,4 87,4
Vote à l’unanimité
Intrusion 52,8 100 100 76,4
7,6Usurpation du visage 52,8 100 100 76,4
Usurpation des empreintes 52,8 100 100 76,4
Usurpation des vaisseaux 52,8 100 100 76,4
Table 7.2 – Résumé des performances d’authentification biométrique (en pourcent) par fusion de
décision avec un vote à la majorité et un vote à l’unanimité, obtenues expérimentalement sur un
sous ensemble des bases de données de chaque modalité et la taille de stockage maximale (Tmax)
des données biométriques (en kilooctets)
Les performances d’authentification des modalités individuelles présentent une bonne aptitude à
refuser les intrus (spécificité supérieure à 90%) tandis que les personnes habilitées seront plus
souvent refusées (faux négatifs : 80% de sensibilité en moyenne). La fusion de décision par le
vote à la majorité permet d’améliorer largement ces performances. Dans le cas d’une simple intru-
sion, le système refuse systématiquement les personnes non autorisées (aucun faux positifs) et les
personnes habilitées n’ont désormais que 4,5% de probabilité d’être considérées comme un faux
négatif. Dans le cas de l’usurpation d’une des trois modalités, le vote à la majorité ne permet pas
de conserver une restrictivité totale. De plus, dans le cas de l’usurpation des vaisseaux sanguins,
le système atteint 20% de faux positifs. En revanche, le vote à l’unanimité permet de maintenir un
très haut niveau de sécurité (aucun faux positifs) au détriment de l’authentification des personnes
autorisées (atteignant 50% de refus).
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Au travers des travaux présentés dans cette thèse, nous avons montré qu’il est possible de sto-
cker les données biométriques de trois modalités individuelles sur une carte sans contact de type
RFID. Chacune de ces données, que ce soit un classifieur pour le visage ou un ensemble de des-
cripteurs pour le doigt, nécessite un espace de stockage inférieur à 2,6 Ko. Pour le visage, les
performances brutes d’authentification ont montrées que, suivant l’espace de stockage disponible
et les contraintes de l’application, il est possible d’ajuster les performances et la taille des modèles
en jouant sur la contribution du filtrage des images d’entrées et la quantité de données conservées
dans l’espace de visages crée par l’ACP. Pour les modalités du doigt, les performances et la taille
de stockage des données biométriques peuvent être ajustées en fixant un nombre maximum de
points d’intérêts traités dans une image et la précision de description du descripteur.
Seul le traitement de la modalité du visage a bénéficié d’une intégration matérielle sur une pla-
teforme embarquée. La mesure des temps de calculs sur cette plateforme d’implantation (caméra
intelligente) nous a permis d’écarter les solutions à base de Deep Learning. La caméra intelligente,
composée d’un capteur d’image traditionnel et d’une carte Raspberry, permet d’effectuer une au-
thentification du visage à une fréquence de 17 ips, soit 58 ms par image, pour la configuration
retenue (Machine Learning classique). La figure 7.1 expose une évaluation du développement al-
gorithmique dédié au visage. Cette évaluation a été effectuée sur la plateforme de développement
(PC), avec un capteur d’image standard (webcam), un lecteur de carte RFID et une carte sans
contact où seul un identifiant a été stocké (le modèle biométrique répondant à cet identifiant est
stocké sur la plateforme de développement. Deux cas sont évalués ici. Le premier cas, figure 7.1a
illustre une personne habilitée se présentant devant le système avec sa carte personnelle. Le se-
cond cas, figure 7.1b, illustre une intrusion où une personne aux caractéristiques similaires (brun,
lunettes, barbe) se présente devant le système avec une carte volée, appartenant à l’individu pré-
cédent. On observe que l’intrusion est bien détectée (encadré rouge autour du visage de l’intrus).
(a) Personne autorisée avec sa propre carte (visage seulement)
(b) Personne aux caractéristiques similaires avec une carte volée - intrusion (visage seulement)
Figure 7.1 – Test de l’authentification de visages en implantation réelle
171
L’authentification de visage est soumise à de nombreuses variations entre les images d’appren-
tissage et les images d’acquisition, telles que des variations d’éclairage, ou encore des variations
d’orientation et d’expression, etc. Les variations intrinsèques au visage du sujet (comportement
de l’individu) peuvent être atténuées en imposant une contrainte de position de la tête pour l’ac-
quisition. L’utilisation d’un "patron", dessiné sur l’interface IHM avec un retour de la vidéo (prin-
cipe des cabines photographiques), est une piste intéressante pouvant aider au positionnement du
visage. Bien que potentiellement atténuées par ces contraintes et la maîtrise de l’éclairage, l’au-
thentification du visage à partir d’une unique image n’est pas judicieuse. Il parait crucial en effet
d’effectuer cette authentification à partir d’une série de N acquisitions, dans une certaine fenêtre
temporelle, afin de réduire l’influence des variations résiduelles et de stabiliser la décision finale.
Cette décision finale est alors représentée par un vote à la majorité des N prédictions du classifieur
sur cette fenêtre temporelle, réduisant ainsi la probabilité d’un faux rejet. De plus, couplée à l’ap-
prentissage rapide de notre implémentation (de l’ordre de la milliseconde), une telle configuration
permet d’effectuer une mise à jour régulière et transparente du modèle SVM avec les M images
validées parmi les N acquisitions, afin de pallier aux éventuelles variations temporelles pouvant
avoir une influence sur l’aspect physique du visage (vieillissement, cheveux, barbe, etc).
Nous n’avons pas retenu l’implantation des CNN pour l’authentification de visage, du fait de la
vitesse de calculs bien trop faible sur notre plateforme de déploiement. Cependant, l’utilisation de
ces CNN avec une clé neuronale (VPU) optimisée pour ce type de calculs, reliée à une Raspberry,
permet d’augmenter considérablement la vitesse de traitements des CNN tout en ne nécessitant
qu’une consommation d’1W. Il serait donc intéressant d’effectuer, à titre de comparaison, une im-
plantation sur cette plateforme mettant en œuvre les CNN MobileNet comme simple extracteurs
de caractéristiques avec un classifieur SVM individuel.
Cette authentification de visage est effectuée en deux dimensions. Par conséquent, cette moda-
lité peut être facilement être usurpée par une simple photographie du propriétaire de la carte sans
contact. Diverses solutions se présentent alors pour augmenter la robustesse à ce type d’attaque
sans changer de capteur d’images. Tout d’abord, il est possible de remonter à une information en
trois dimensions, à partir de plusieurs images d’un visage exposé sous divers angles d’éclairage.
Avec ces images, la technique nommée "shape from shading" [284, 285] permet de reconstruire
un modèle en trois dimensions du visage et ainsi détecter si le visage mesuré est une simple photo.
De plus, l’information en trois dimensions permet d’accroitre les performances d’authentification
de visage (associé à des algorithmes appropriés à ce type d’informations). Luo et.al. ont montré
récemment [286] qu’il était possible de remonter à cette information en trois dimensions à partir
d’une unique image. Afin de réduire les risques d’attaques avec une photo ou même un masque,
il est possible d’effectuer une mesure de la fréquence cardiaque sans contact (photopléthysmo-
graphie). Déjà exploitée dans notre laboratoire [37, 287, 288], la photopléthysmographie est une
technique non invasive permettant de détecter, avec une simple caméra, les variations du volume
sanguin dans les capillaires sous cutanés. Cependant, elle nécessite une durée d’acquisition supé-
rieure, la stabilité de la mesure nécessitant plusieurs dizaines de battements cardiaques. Ces deux
traitements supplémentaires présentent un apport significatif à notre mesure du visage et pourront
faire l’objet d’une intégration dans de futurs travaux.
D’un point de vue purement algorithmique, la robustesse de l’authentification par les empreintes
digitales peut être améliorée. Comme précisé dans le chapitre 5, cette amélioration réside dans une
vérification complémentaire de l’authentification par minutie. De futurs travaux pourront en effet
intégrer une implémentation de l’indice de Poincaré afin d’inclure aux données biométriques une
information concernant les caractéristiques de niveau 1 des empreintes, à savoir le type de sin-
gularité (aspect général de l’empreinte). Du fait de leur forme linéaire, les motifs des empreintes
et des vaisseaux peuvent être traitées avec un détecteur de structures curvilinéaires. Déjà exploité
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dans notre laboratoire [210], ce détecteur permet de détecter les structures linéaires dans l’image
et d’extraire de nouveaux descripteurs ("shape context") fournissant des informations non pas
sur des points d’intérêts, mais sur la structure géométrique des lignes. Les descripteurs résultant
sont en effet composés d’informations sur l’orientation des lignes, leur taille, et sur les structures
présentes dans un certain voisinage. Il serait donc intéressant de comparer ces descripteurs aux
développements présentés dans les travaux de cette thèse afin d’estimer la pertinence des données
géométriques dans la mise en correspondance des empreintes et des vaisseaux.
D’un point de vue matériel, la partie acquisition des modalités du doigt peut également être amé-
liorée. Le prototype de scanner rotatif proposé présente l’avantage de mesurer les empreintes digi-
tales et les vaisseaux vasculaires sur le tour du doigt, rendant alors plus complexe l’usurpation de
ces modalités et réduisant les potentielles variations de positions du doigt (translation et rotation)
que l’on peut trouver avec un système d’acquisition sans contact. Cependant, le développement
actuel du système ne permet pas d’effectuer une acquisition correcte des vaisseaux sanguins, et les
empreintes digitales, bien que nettes, ne sont pas suffisamment contrastées. Ce prototype mérite
donc de plus amples expérimentations et améliorations afin d’obtenir des acquisitions reproduc-
tibles et optimales. Nous avons vu que le maintien de la température du capteur en dessous de 0°C
augmente sa sensibilité et réduit la quantité de charges accumulées par le capteur lors de l’intégra-
tion. L’utilisation d’un système de refroidissement peut donc être envisagé. Cependant, au vu de
l’encombrement d’un tel système et de la liberté de mouvement nécessaire à notre prototype, son
intégration est une tâche complexe.
Ces travaux de thèse ont permis de définir plusieurs chaînes algorithmiques dont la robustesse a été
évaluée tout en respectant des contraintes matérielles fortes. Cette approche originale par rapport
aux travaux de l’état de l’art a permis de réaliser une comparaison entre des méthodes basées sur
une approche de type Machine Learning classique et une approche Deep Learning, sans se limiter
aux performances brutes d’authentification, mais dans l’objectif d’une utilisation réelle dans le
milieu industriel. Au travers de preuves de concept algorithmiques et de nombreuses études, cette
thèse doit permettre de guider la conception d’un système de sécurité biométrique multimodal au
regard de contraintes applicatives. Une preuve de concept a été réalisée d’une part avec l’implé-
mentation matérielle des développements proposés au sein d’une caméra intelligente, et d’autre
part avec la conception d’un prototype d’acquisition des empreintes digitales et des vaisseaux san-
guins. Le déploiement d’un tel système de sécurité en industrie requiert naturellement de plus
amples développements. Afin de pleinement garantir la protection de la vie privée des utilisateurs,
les données biométriques stockées sur la carte sans contact doivent être chiffrées, au même titre
que toute communication entre les caméras intelligentes et le système ou entre le système et un
serveur. L’interface IHM doit être développée afin de faciliter les interactions avec les usagers.
Ces travaux ont donné lieu à des valorisations scientifiques au travers de publications et des confé-
rences internationales. Énumérées à la page suivante, ces valorisations comprennent également un
article pour une revue, en cours de rédaction, décrivant une synthèse de ces travaux.
Valorisations scientifiques
Conférences internationales :
1. [289] Bonazza, P., Mitéran, J., Ginhac, D., and Dubois, J., Comparative study of deep
learning and classical methods : smart camera implementation for face authentica-
tion, In Counterterrorism, Crime Fighting, Forensics, and Surveillance Technologies II
(2018), International Society for Optics and Photonics - Best student paper
2. [290] Bonazza, P., Mitéran, J., Ginhac, D., and Dubois, J., Machine Learning VS Trans-
fer Learning Smart Camera Implementation for Face Authentication, In Proceedings
of the 12th International Conference on Distributed Smart Cameras (2018), ACM
Conférence nationale :
3. [218] Bonazza, P., Mitéran, J., Ginhac, D., and Dubois, J., Optimisation conjointe de la
taille de stockage et des performances de modèles de classification pour l’authentifi-
cation de visages, In GRETSI (2017)
Wrokshop international :
4. [291] Bonazza, P., Mitéran, J., Heyrman, B., Ginhac, D., Thivent, V., and Dubois, J., An
affordable contactless security system access for restricted area, In 5th Workshop on
Architecture of Smart Cameras WASC (2016)
5. [292] Dubois, J., Moinet, A. Bobbia, S., Marroquin, R., Heyrman, B., Bonazza, P., et.al.,
WiseEye : A Platform to Manage and Experiment on Smart Camera Networks, In 5th
Workshop on Architecture of Smart Cameras WASC (2016)
Articles :
6. Article de synthèse pour une revue, en cours de rédaction.
Bonazza, P., Mitéran, J., Ginhac, D., and Dubois, J., Multimodal biometric authentica-
tion in hardware resources and storage constrained system
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A.1/ Machine Learning Classique
A.1.1/ Analyse en Composantes Principales (ACP)
Soit un ensemble de M images de dimension [m x n], nommées Ii(m,n) . Celles-ci sont alors traitées
comme un vecteur Γi(N,1) dans un espace vectoriel de grande dimension [N = m x n], par concaté-
nation des colonnes de pixels de l’image, selon l’équation A.1. Les éléments de la matrice Ii et du
vecteur Γi représentent les pixels de l’image Ii en niveau de gris, codés de 0 à 255.
Ii =

a1,1 · · · a1,m
...
. . .
...
an,1 · · · an,m
 ⇒ Γi =

a1,1
...
an,1
...
a1,m
...
an,m

(A.1)
Les image Ii vectorisées en un vecteur Γi sont alors regroupées dans une unique matrice Γ, où
chaque colonne représente un vecteur Γi, tel que le montre l’égalité suivante :
Γ =
[
Γ1 · · · Γ j · · · ΓM
]
=

a11,1 · · · a j1,1 · · · aM1,1
...
...
...
a1n,1 · · · a jn,1 · · · aMn,1
...
...
...
a11,m · · · a j1,m · · · aM1,m
...
...
...
a1n,m · · · a jn,m · · · aMn,m

Puis un nouveau vecteur, Ψ, représentant la moyenne des images vectorisée, est alors calculé selon
l’équation A.2. Ce calcul permet ensuite, selon l’équation A.3 de normaliser chaque vecteur Γi en
leur soustrayant Ψ pour alors obtenir un vecteur normalisé Φi.
Ψ =
1
M
M∑
i=1
Γi (A.2)
Φi = Γi − Ψ, ∀i ∈ [1; M] (A.3)
La matrice de covariance C de cet ensemble de nouvelles données Φ est alors calculée, selon
l’équation A.4, où ΦTi correspond au transposé du vecteur Φi. C’est à partir de cette matrice, de
dimension (N x N), soit (m.n x m.n), que sont ensuite calculés les vecteurs propres et les valeurs
propres, représentant les caractéristiques de l’ensemble des M images d’origine.
C =
∑M
i=1 ΦiΦ
T
i
C = AAT , où A = [Φ1Φ2 · · ·ΦM]
(A.4)
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Considérons les vecteurs propres ei de C = AAT , associés aux valeurs propres λi. L’équation A.5
établi la relation entre ces différents éléments.
Cei = λiei
AAT ei = λiei
(A.5)
En l’état, ce calcul représente une très grande complexité, de l’ordre du nombre de pixels dans
l’image (pour une image de dimension 100x100, la matrice de covariance est de dimension
10000x10000). Or, dans le cas où la définition N (nombre de pixels) est supérieure au nombre
d’images M, seuls M − 1 vecteurs propres contiendront de l’information, les autres auront des
valeurs propres associées nulles. Il s’agit alors de transformer le problème actuel pour atteindre
une complexité de l’ordre du nombre d’images M. Pour ce faire, une nouvelle matrice L = AT A,
de dimension MxM, est introduite. Considérons ses vecteurs propres vi et les valeurs propres µi
associées, l’équation A.6 établi la relation entre ces différents éléments.
Lvi = µivi
AT Avi = µivi
(A.6)
D’après l’équation A.6, en multipliant par A chaque côté de l’égalité, on obtient :
AAT Avi = Aµivi (A.7)
Cependant, comme C = AAT , on peut simplifier l’égalité A.7 et obtenir l’équation A.8 :
C(Avi) = µi(Avi) (A.8)
Ainsi, d’après les équations A.5 et A.8, on observe que Avi et µi sont respectivement les valeurs
propres de C, on obtient alors : 
ei = Avi
λi = µi
(A.9)
L’équation A.9 montre que les valeurs propres de la matrice C peuvent être calculées en trouvant
les valeurs propres de la matrice L. Pour trouver les vecteurs propres de C, il suffit de multiplier
les vecteurs propres de L par la matrice A. Par la suite, les vecteurs propres trouvés sont ordonnés
suivant l’ordre décroissant de leur valeurs propres associées, permettant alors d’obtenir des infor-
mations sur ces couples vecteurs propres. En effet, plus la valeur propre est grande, plus variance
capturée par le vecteur propre est importante, traduisant alors une relation entre la quantité d’infor-
mations contenue dans ce vecteur et sa valeur propre. L’espace vectoriel engendré par l’ensemble
de ces vecteurs propres est alors noté Ev et permet, en y projetant une nouvelle image, de la dé-
crire avec les informations (caractéristiques) de cet espace. La moyenne Ψ est soustraite à cette
nouvelle image, que l’on vectorise en Γ, et les poids ωk décrivant cette nouvelle image en fonction
des vecteurs propres ek de l’espace Ev sont donnés par l’équation A.10. Ces poids forment alors
une matrice ΩT = [ω1, ω2, ..., ωM], décrivant au mieux la nouvelle image selon les caractéristiques
de l’ensemble ayant créé l’espace Ev
ωk = eTk (Γ − Ψ), où k = 1, ...,M (A.10)
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A.1.2/ Machines a` vecteurs supports (SVM)
A.1.2.1/ De´termination des hyperplans des SVM
Les Séparateurs à Vastes Marges, encore appelés Machines à Vecteurs Supports (SVM), cherchent
à séparer au mieux des ensembles de données appartenant à des classes. Cette séparation, comme
illustrée par la figure A.1a, est effectuée par un hyperplan (ou une droite dans un plan en deux
dimensions). Celui-ci est généré, ou supporté, par certains vecteurs appartenant aux classes à sé-
parer, que l’on appelle alors vecteurs supports. Pour chaque classe, un hyperplan "support" passe
par ces vecteurs supports et l’hyperplan séparateur est situé à égale distance de chacun d’eux. Cette
distance est appelée "la marge". Il existe une infinité de ligne ou d’hyperplan séparant des données
linéairement séparables, hors le but est d’effectuer une classification et donc d’être capable de pré-
dire, avec une erreur minimale, l’appartenance d’une nouvelle donnée à telle ou telle classe. Ainsi,
l’objectif des SVM est de trouver l’hyperplan maximisant la marge et donc séparant au mieux les
classes et minimisant l’erreur. Comme le montre la figure A.1b, plusieurs hyperplans sont générés
à partir de divers vecteurs supports, et l’hyperplan fournissant la marge maximale est alors retenu.
Séparateurs linéaires - Cas linéairement séparable :
Marge Hyperplan 
séparateur
Vecteurs supports
(xi , 1) 
(xi , -1) 
H2
H1
w
(a) Principe de la marge des SVM (b) Recherche d’un hyperplan maximisant la marge
Figure A.1 – Séparations de classes par les SVM dans le cas de données linéairement séparables
Considérons un ensemble de N données de dimensions n (i.e N vecteurs chacun de n éléments)
nommées
→
xi, où i ∈ [1; N]. Ces données sont réparties selon deux classes nommées yi telles que
yi ∈ {+1,−1} et sont représentés par le couple (xi, yi). Soient le vecteur →w représentant la normale
de l’hyperplan séparateur, tel que
→
w = (w1, ...,wn), et b la constante de biais. L’hyperplan H
séparant ces données, et les hyperplans supports H1 et H2 vérifient l’équation suivante :
f (
→
xi) = yi(
→
w.
→
xi + b) ≥ 1 (A.11)
Cette équation signifie que tous les points d’une même classe sont du même côté de l’hyperplan,
le signe de f (xi) donnant la classe associée du vecteur xi. Ces hyperplans ont alors pour équation :
H1 :
→
w.
→
xi + b = 1
H :
→
w.
→
xi + b = 0
H2 :
→
w.
→
xi + b = −1
(A.12)
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La distance entre un vecteur
→
x et l’hyperplan H, et la marge M, sont définis par :
d(
→
x ,H) =
f (
→
x )
||→w||
M =
2
||→w||
(A.13)
Déterminer l’hyperplan optimal équivaut à maximiser la marge M et revient donc à minimiser ||→w||.
C’est un problème d’optimisation quadratique, appelé formulation primale, et peut être résolu
grâce à la méthode de Lagrange. Le lagrangien, L, est formé en pondérant la contrainte par
→
α
(composé de l multiplicateurs de Lagrange αi, pour chacun des l vecteurs xi vérifiant l’équation
A.11), et en la soustrayant à la fonction de coût Φ :
L(
→
w, b,
→
α) =
1
2
||→w||2 −
l∑
i=1
αi[yi(
→
w.
→
xi + b) − 1]

Minimiser Φ =
||→w||2
2
f (xi) = yi(
→
w.
→
xi + b) ≥ 1
αi ≤ 0 ∀i ∈ [1; l]
(A.14)
Les solutions sont définies comme optimales suivant deux conditions optimales dépendant des
dérivées partielles du Lagrangien par rapport à
→
w et à b :
Condition 1 :
∂L(
→
w, b,
→
α)
∂
→
w
= 0 ⇒ →w =
l∑
i=1
αiyi
→
xi
Condition 2 :
∂L(
→
w, b,
→
α)
∂b
= 0 ⇒
l∑
i=1
αiyi = 0
(A.15)
En développant le Lagrangien et en se plaçant à ces conditions optimales, on obtient alors :
L(
→
w, b,
→
α) =
1
2
||→w||2 −
l∑
i=1
αiyi
→
w.
→
xi − b
l∑
i=1
αiyi +
l∑
i=1
αi
1
2
||→w||2 =
l∑
i=1
l∑
j=1
αiα jyiy j
→
xi.
→
x j
⇒ L(→α) =
l∑
i=1
αi+
l∑
i=1
l∑
j=1
αiα jyiy j
→
xi.
→
x j
(A.16)
Les αi,0 sont les multiplicateurs optimaux associés aux vecteurs d’apprentissage xi. Les xi associés
aux αi,0 non nuls sont alors les vecteurs supports, notés S i, et sont situés sur H1 et H2. Tous les
autres vecteurs sont associés à un αi,o nul et sont situées de chaque côté de ces hyperplans. Le
vecteur de poids optimal
→
wo permet de définir l’équation de l’hyperplan optimal Hopt :
→
wo =
l∑
i=1
αi,oyi
→
S i ⇒ Hopt : →wo→x + bo =
l∑
i=1
αi,oyi
→
S i.
→
x + bo = 0 (A.17)
De manière similaire, pour un nouvel échantillon x∗, la fonction de décision devient :
g(
→
x∗) = signe
 l∑
i=1
αi,oyi
→
S i.
→
x∗ + bo
 (A.18)
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Séparateurs linéaires - Cas non linéairement séparable :
Dans des cas où, tel qu’illustré par la figure 3.4b, les données ne sont pas linéairement séparables
dû à du bruit comme dans la plupart des problèmes réels, la notion de marge souple a été intro-
duite. En effet, la définition de la marge telle qu’elle a été présentée précédemment ne peut pas
s’appliquer du fait de la répartition des données (le barycentre de chaque classe est bien distinct
mais la séparation n’est pas clairement définissable). Ainsi, aux formules précédentes s’ajoute
un ensemble de variables d’ajustement, "i" (marge d’erreur), contrôlées par un paramètre de ré-
gularisation, "C", étant une constante pondérant cette erreur. La formulation de l’équation A.11
d’un hyperplan, et la fonction "Φ" à minimiser pour trouver l’hyperplan optimal, au travers de la
méthode de Lagrange à l’équation A.14, deviennent :

Minimiser Φ =
||→w||2
2
+ C
l∑
i
i
Tel que f (xi) = yi(
→
w.
→
xi + b) ≥ 1 − i
(A.19)
Le paramètre i défini la localisation de la donnée "i" par rapport à la marge, tel que le montre
la figure A.2. Une valeur à zéro établi que l’observation est du bon côté de la marge ou sur la
marge, une valeur supérieure à zéro indique que l’observation est du mauvais côté et une valeur
supérieure à un défini une donnée du mauvais côté de l’hyperplan. Le paramètre C contrôle le
compromis entre la largeur de marge et les erreurs de classification. Par conséquent, plus C sera
petit et moins les erreurs seront prises en compte (plus la marge sera large). Plus C sera grand, plus
les erreurs de classification seront considérées comme importante (plus la marge sera restreinte).
(xi , 1) 
(xi , -1) 
H2
H1
H
𝜺i  = 0
𝜺i  > 1
0 < 𝜺i  < 1
𝜺i  = 0
1 / ||w||
Figure A.2 – Séparation de classes par les SVM dans le cas de données non linéairement séparables
Séparateurs non linéaires :
Dans la majorité des cas en application réelle, tel qu’illustré par la figure 3.4c, le problème de
répartition de données est plus complexe et la frontière ne peut être linéaire. Pour répondre à
une telle problématique, une fonction noyau non linéaire, "K(x, y)", est introduite, permettant de
représenter les données dans un nouvel espace où il est possible de les séparer par un hyperplan,
tel que l’illustre la figure A.3.
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En appliquant cette fonction noyau "K" au problème d’optimisation quadratique pour des vecteurs
supports "S i" formant l’hyperplan optimal, le Lagrangien devient :
Minimiser Φ =
||→w||2
2
+ C
l∑
i
i
L(
→
α) =
l∑
i=1
αi +
l∑
i=1
l∑
j=1
αiα jyiy jK(
→
xi.
→
x j) −C
l∑
i
i
(A.20)
La fonction de classification finale d’un nouvel échantillon x∗, avec la fonction noyau K, devient :
g(
→
x∗) = signe(
l∑
i=1
αi,oyiK(
→
S i.
→
x∗) + bo) (A.21)
La fonction noyau K(x, y) peut prendre différentes formes, et le choix de cette forme est géné-
ralement effectué de manière empirique selon l’application. Chacune de ces formes introduit de
nouveau paramètres, (γ, θ, q), qui sont eux aussi à optimiser lors de l’apprentissage. Certains
noyaux sont plus utilisés que d’autres dans la littérature, les trois principaux étant :
— Fonction de base radiale gaussienne (gaussian Radial Basis Function - RBF) :
K(
→
x ,
→
y ) = e(γ||
→
x−→y ||2) (A.22)
— Noyau Polynomial (d’ordre "q") :
K(
→
x ,
→
y ) = [γ(
→
x .
→
y ) + θ]q (A.23)
— Noyau Sigmoïde ou tangente hyperbolique :
K(
→
x ,
→
y ) = tanh[γ(
→
x .
→
y ) − θ] (A.24)
Figure A.3 – Noyau appliqué aux SVM dans le cas de données non linéairement séparables1
1. Image source : hackerearth.com - "simple tutorial svm parameter tuning"
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A.1.3/ Fonctionnement des classifieurs
A.1.3.1/ Exemple d’un mode`le de classification Random Forest
<?xml version="1.0"?>
<opencv_storage>
<my_random_trees type_id="opencv-ml-random-trees">
<nclasses>2</nclasses>
<nsamples>80</nsamples>
<nactive_vars>10</nactive_vars>
<oob_error>0.</oob_error>
<ntrees>39</ntrees>
<is_classifier>1</is_classifier>
<var_all>112</var_all>
<var_count>112</var_count>
<ord_var_count>112</ord_var_count>
<cat_var_count>0</cat_var_count>
<training_params>
<use_surrogates>1</use_surrogates>
<max_categories>10</max_categories>
<max_depth>4</max_depth>
<min_sample_count>2</min_sample_count>
<cross_validation_folds>0</cross_validation_folds>
<priors type_id="opencv-matrix">
<rows>1</rows>
<cols>2</cols>
<dt>d</dt>
<data>
1. 1.</data></priors></training_params>
<var_type>
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0</var_type>
<cat_count type_id="opencv-matrix">
<rows>1</rows>
<cols>1</cols>
<dt>i</dt>
<data>
2</data></cat_count>
<cat_map type_id="opencv-matrix">
<rows>1</rows>
<cols>2</cols>
<dt>i</dt>
<data>
0 1</data></cat_map>
<trees>
<_>
<best_tree_idx>-1</best_tree_idx>
<nodes>
<_>
<depth>0</depth>
<sample_count>80</sample_count>
<value>0.</value>
<norm_class_idx>0</norm_class_idx>
<Tn>0</Tn>
<complexity>0</complexity>
<alpha>0.</alpha>
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<node_risk>38.</node_risk>
<tree_risk>0.</tree_risk>
<tree_error>0.</tree_error>
<splits>
<_><var>20</var>
<quality>6.4062538146972656e+01</quality>
<le>3.7914166259765625e+02</le></_></splits></_>
<_>
[...]
<_>
<depth>3</depth>
<sample_count>36</sample_count>
<value>1.</value>
<norm_class_idx>1</norm_class_idx>
<Tn>0</Tn>
<complexity>0</complexity>
<alpha>0.</alpha>
<node_risk>1.</node_risk>
<tree_risk>0.</tree_risk>
<tree_error>0.</tree_error>
<splits>
<_><var>87</var>
<quality>36.</quality>
<le>4.4903387451171875e+02</le></_></splits></_>
<_>
<depth>4</depth>
<sample_count>1</sample_count>
<value>0.</value>
<norm_class_idx>0</norm_class_idx>
<Tn>0</Tn>
<complexity>0</complexity>
<alpha>0.</alpha>
<node_risk>0.</node_risk>
<tree_risk>0.</tree_risk>
<tree_error>0.</tree_error></_></nodes></_></trees></my_random_trees>
</opencv_storage>
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A.1.3.2/ Exemple d’un mode`le de classification Machines a` Vecteurs Supports
<?xml version="1.0"?>
<opencv_storage>
<my_svm type_id="opencv-ml-svm">
<svm_type>C_SVC</svm_type>
<kernel><type>RBF</type>
<gamma>1.4901161193847656e-08</gamma></kernel>
<C>5.0000000000000000e-01</C>
<term_criteria><epsilon>1.0000000474974513e-03</epsilon>
<iterations>2147483647</iterations></term_criteria>
<var_all>112</var_all>
<var_count>112</var_count>
<class_count>2</class_count>
<class_labels type_id="opencv-matrix">
<rows>1</rows>
<cols>2</cols>
<dt>i</dt>
<data>
0 1</data></class_labels>
<sv_total>52</sv_total>
<support_vectors>
<_>
-4.49642700e+02 1.01862000e+03 -1.51037720e+03 -4.57064697e+02
-9.26060364e+02 -1.35186523e+02 -5.23293762e+02 -2.68006470e+02
-9.30458374e+02 -1.26954071e+02 -1.22082198e+00 1.30249069e+02
3.55707428e+02 1.72554993e+02 -3.93793091e+02 3.02044468e+01
-6.41788574e+02 -1.10044304e+02 1.26496094e+02 3.89551277e+01
1.32348495e+02 8.65020523e+01 6.86631393e+01 -7.93158951e+01
1.99552948e+02 2.27943069e+02 4.24283630e+02 4.74550385e+02
9.94194717e+01 -3.16993530e+02 -5.02721901e+01 -3.45211456e+02
-3.68552132e+01 -4.83171158e+01 4.05100586e+02 -1.73725567e+01
-4.83093842e+02 -3.83693542e+02 1.92268295e+02 2.32956726e+02
1.36045361e+00 2.06012787e+02 -5.75903320e+01 -3.93775391e+02
2.53923401e+02 -1.91929016e+01 1.65237930e+02 3.40357933e+01
-2.41368103e+02 2.55680420e+02 -1.56458984e+02 6.14017715e+01
1.08755943e+02 2.67144043e+02 -1.64698906e+01 1.26423286e+02
2.16332123e+02 -1.74757416e+02 -1.15382057e+02 2.15967957e+02
9.07019196e+01 1.79278549e+02 -6.06359634e+01 4.25044281e+02
-1.62669754e+01 -1.08339378e+02 -1.64651474e+02 -2.60441162e+02
4.23969238e+02 1.10181526e+02 2.58136200e+02 1.05583481e+02
5.79773102e+01 1.18944885e+02 -1.54037750e+02 -1.28837982e+02
-1.01631287e+02 -1.62281769e+02 -1.14152824e+02 7.71475296e+01
-1.04492500e+02 -3.18244667e+01 -5.42519836e+01 -1.14186684e+02
-1.79596756e+02 1.17646751e+02 3.30134926e+01 1.06564247e+02
2.07701797e+02 -2.52759399e+01 2.26194000e+02 7.81666641e+01
-2.07448978e+01 1.13684776e+02 1.04179945e+01 -9.92391014e+00
9.47137833e+01 -7.25973740e+01 1.31979080e+02 1.51288330e+02
-3.46075630e+01 -8.10010147e+01 -1.31766556e+02 -1.01447632e+02
-3.61141510e+01 1.42644104e+02 -2.01892681e+01 1.18168282e+02
1.61334534e+02 -2.29486221e+02 -1.14929626e+02 -7.13307953e+01</_>
<_>
[...]
<_>
3.15939355e+03 3.68422144e+03 -3.68870049e+01 -9.70469543e+02
-1.79883496e+03 7.03784851e+02 1.08469948e+02 -1.46755676e+03
6.15075317e+02 -2.05773950e+03 -1.14626646e+01 1.23982407e+02
6.74557922e+02 1.59165515e+03 -7.65604858e+01 -5.74217285e+02
-7.68174820e+01 -4.48738556e+02 -2.43399567e+02 -3.21951141e+02
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1.70471008e+03 4.71126862e+02 4.64464386e+02 1.32299795e+01
4.91791229e+02 -1.81619431e+02 3.21018646e+02 3.94631592e+02
3.24940430e+02 -4.67548141e+01 -6.46302673e+02 5.21366211e+02
6.22378357e+02 1.45610214e+02 7.66079895e+02 -6.19102173e+02
-6.72862244e+02 -2.29719101e+02 -7.26887131e+01 8.88097900e+02
5.97086975e+02 -6.09501648e+02 -2.45164413e+02 -1.43837051e+02
3.26460934e+00 3.40058044e+02 4.45278664e+01 3.09685822e+01
-7.21426086e+01 -2.58392609e+02 2.83273926e+02 -1.30227509e+02
4.91925903e+02 -3.62057190e+01 -1.81259995e+01 5.23059570e+02
-3.02842163e+02 5.16690750e+01 -7.23259521e+02 -2.59948029e+02
1.12777739e+01 -2.73808380e+02 7.85895874e+02 1.89494492e+02
-1.61327759e+02 2.94459625e+02 -2.55986252e+02 -2.25541363e+01
3.46560608e+02 -7.39733047e+01 -6.11878723e+02 5.47691589e+02
-2.54440277e+02 3.89578430e+02 -1.97429924e+01 -3.02441120e+01
-6.05380936e+01 1.19867584e+02 4.81274353e+02 -4.50405655e+01
-1.40259216e+02 2.12232571e+01 1.59985626e+02 -2.17766678e+02
2.56421692e+02 -2.65730560e+02 -4.84368706e+01 5.41689529e+01
3.31454849e+01 4.55346985e+02 1.60499935e+01 -1.21101921e+02
-3.88884552e+02 -4.94051880e+02 -2.23814362e+02 -1.55660095e+02
-2.15649078e+02 -3.69188110e+02 -4.65110741e+01 1.38883423e+02
1.71303986e+02 6.53557053e+01 -2.25296249e+02 -1.37362366e+02
-1.08860826e+01 -4.89726028e+01 -1.87406326e+02 -1.33776230e+02
-7.75556717e+01 -1.74358902e+02 7.00710907e+01 3.60966705e+02</_></support_vectors>
<decision_functions>
<_>
<sv_count>52</sv_count>
<rho>-6.8439932421071797e-02</rho>
<alpha>
5.0000000000000000e-01 1.0525960713336291e-01
5.0000000000000000e-01 5.0000000000000000e-01
5.0000000000000000e-01 5.0000000000000000e-01
5.0000000000000000e-01 1.6492593552345239e-01
5.0000000000000000e-01 5.0000000000000000e-01
2.4772791491792806e-01 5.0000000000000000e-01
1.1519019646476746e-02 3.8484042060328427e-01
5.0000000000000000e-01 1.2934425740821587e-01
4.9560752171466244e-01 5.0000000000000000e-01
5.0000000000000000e-01 5.0000000000000000e-01
5.0000000000000000e-01 5.0000000000000000e-01
5.0000000000000000e-01 5.0000000000000000e-01
5.0000000000000000e-01 5.0000000000000000e-01
-5.0000000000000000e-01 -4.1553723332762957e-02
-5.0000000000000000e-01 -5.0000000000000000e-01
-3.3440622931480851e-01 -5.0000000000000000e-01
-5.0000000000000000e-01 -3.0423595290159211e-01
-5.0000000000000000e-01 -5.0000000000000000e-01
-2.6063794466389045e-01 -5.0000000000000000e-01
-5.0000000000000000e-01 -5.0000000000000000e-01
-5.0000000000000000e-01 -5.0000000000000000e-01
-5.0000000000000000e-01 -2.9092443842373899e-02
-5.0000000000000000e-01 -5.0000000000000000e-01
-5.0000000000000000e-01 -2.3137407739031729e-01
-4.1040125530709265e-01 -4.2752305019454490e-01
-5.0000000000000000e-01 -5.0000000000000000e-01</alpha>
<index>
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45
46 47 48 49 50 51</index></_></decision_functions></my_svm>
</opencv_storage>
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A.2/ Deep Learning
A.2.1/ Re´seaux de neurones convolutifs (CNN)
Couche de convolutions :
L’objectif de la couche de convolutions est d’extraire des caractéristiques du volume d’entrée (une
image de dimension "WxH" sur "m" canaux, une image couleur possédant "m = 3" canaux).
Pour ce faire, un noyau de convolution de dimension "DKxDK" est appliqué en plusieurs point
de l’image suivant une fenêtre glissante se déplaçant d’un pas "s" ("stride"). Cette convolution
consiste tout d’abord en un produit scalaire entre un pixel de l’image et le facteur du noyau de
convolution à l’emplacement correspondant, puis à sommer chacun de ces produits. Le résultat
d’une convolution de la couche "i" à un emplacement donné de l’image, comme le montre la
figure A.4, est donc un unique scalaire. L’ensemble des convolutions sur l’image représente une
nouvelle image de dimension réduite "WixHi".
0 25 75 80 80 0
0 0 0 0 0 0
0 75 80 80 80 0
0 75 80 80 80 0
0 70 75 80 80 0
0 0 0 0 0 0
0 30 75 180 180 0
0 0 0 0 0 0
0 30 110 180 80 0
0 175 180 180 100 0
0 170 175 100 100 0
0 0 0 0 0 0
0 25 75 80 80 0
0 0 0 0 0 0
0 75 80 80 80 0
0 75 80 80 80 0
0 70 75 80 80 0
0 0 0 0 0 0
Canal #1 (Rouge) Canal #2 (Vert) Canal #3 (Bleu)
-1 0 1
-1 0 1
-1 0 1
1 -1 -1
1 0 0
1 0 -1
0 1 0
0 1 1
1 -1 1
Position 1
Position 2
Pas = 3 pixels
Zéro padding
35 180
-30 100
0 0  75
0 0 0
0 0 80
0 -30 -75
0 0 0
0 0 -110
0 25 0
0 0 0
0 -75 80
* * *
∑ ∑ ∑
155                +  -215               +  30    = -30                
Position 2 : 
         -160        + 
Position 2 : 
         180         +
    Position 2 : 
        80               = 100
Position 1 :  
Noyau #N1 Noyau #N2 Noyau #N3 
Figure A.4 – Illustration d’une convolution pour une image 4x4 de 3 canaux (RGB), un pas de 3
pixel, un zero padding et un noyau de convolution 3x3
Le pas, comme l’induit également la taille du noyau de convolution, a pour objectif de contrôler la
dimension de l’image de sortie. Par exemple pour un pas de 2, le noyau de convolution se déplace
de deux pixels entre deux positions de convolutions. Le pas est sélectionné de manière à produire
une image aux dimensions entières (et non fractionnelles). Dans le cas d’un pas inférieur à la lar-
geur du noyau de convolution, il y a alors un recouvrement avec des pixels utilisés à la position
précédente du noyau. Afin de ne pas perdre l’information contenue sur les bords de l’image, les
CNN utilisent le "padding". Cette technique consiste à ajouter une ligne et une colonne à chaque
bordure de l’image, permettant ainsi de considérer les pixels à la frontière de l’image. Ces nou-
veaux pixels sont généralement fixés à la valeurs zéro ("zero padding").
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L’image transférée en entrée du réseau comporte des pixels dont les valeurs sont comprises entre
une borne inférieure et une borne supérieure (0 et 255 pour une image 8 bits). Hors, après une
convolution, l’image résultante peut comporter des valeurs au delà de ces bornes. Afin de normali-
ser ces valeurs, on leur applique une fonction non linéaire d’activation pouvant prendre différentes
formes. Comme le montre l’image A.5, les principales fonctions d’activations déterminent une
nouvelle valeur en fonction de la valeur actuelle du pixel. La plus utilisée est la fonction "ReLU"
("Rectified Linear Unit"). Celle-ci est déterminée par la fonction "max(0, x)", transformant les va-
leurs négatives en zéros et conservant les autres valeurs. Cette fonction ne modifie pas la résolution
spatiale des feature maps et ne comporte aucun paramètre du réseau.
Tangente 
hyperbolique   :
tanh(𝑥)
ReLU   :
max(Ø,𝑥)1
1+e-𝑥
Sigmoïde :
    σ(𝑥) =
Figure A.5 – Exemples de fonctions non linéaires d’activations les plus connues
Les couches de convolution possèdent des hyperparamètres, c’est-à-dire des paramètres dont les
valeurs sont fixées lors de la conception de l’architecture du réseau. Ils sont au nombre de quatre :
— le nombre de filtres "K",
— la taille DF des filtres (chaque filtre est de dimensions DF×DF×m éléments),
— le pas "s" avec lequel on fait glisser la fenêtre correspondant au filtre sur l’image,
— le zero-padding "P".
Considérons une image (ou feature map), dans le réseau en entrée d’une couche de convolution.
Cette image est de dimensions W×H×m, où "W" est sa largeur en pixels, "H" sa hauteur en pixels
et "m" le nombre de canaux de l’image (m = 1 : image en niveaux de gris ; m = 3 : image couleur).
Les paramètres, c’est à dire les poids et les biais qui sont ajustées lors de l’apprentissage, sont
respectivement les éléments des noyaux de convolutions et le biais associé à chaque filtre. On
dénombre ainsi "DF .DF .K.m" paramètres pour cette couche. Comme l’illustre la figure A.6, le
résultat renvoyé par cette couche de convolution est une matrice de dimensions WCxHCxDC , où :
WC =
W − DF + 2.P
s
+ 1 | HC = H − DF + 2.Ps + 1 | DC = m (A.25)
Entrée
Image d’entrée
Filtre #1
Filtre #n
3 x 3 x m
*
=
=
4 x 4 x 1
4 x 4 x n
... ...
6 x 6 x m
3 x 3 x m
4 x 4 x 1
φ(Fmap + b)
4 x 4 x n
Fmap
Sortie
Fmap rectifiée
Caractéristique #1
Caractéristique #n
Figure A.6 – Illustration de l’ensemble convolution et activation
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Couche de sous échantillonnage Pooling :
La partie de sous échantillonnage (ou "pooling") a pour objectif de réduire la dimension spatiale
d’une représentation d’entrée (image ou feature map), en termes de hauteur et de largeur (pas de
profondeur), permettant de simplifier les caractéristiques contenues dans les sous-régions regrou-
pées. La complexité de calcul du réseau diminue donc en réduisant le nombre de paramètres à
apprendre dans les couches suivantes et le "pooling" produit une invariance en translation ainsi
qu’une certaine maîtrise du sur-apprentissage. De la même manière que pour la convolution, une
fenêtre glissante est déplacée sur l’image avec une certaine taille de pixels et un certain pas. Il
existe différentes fonctions telles que le "max pooling" ou le "average pooling", le plus utilisé
étant le "max pooling". Le "max pooling" sélectionne la valeur maximale présente dans la fenêtre,
tandis que le "average pooling" calcul la moyenne des pixels dans la fenêtre. Cette fonction opère
sur chaque canal de l’image indépendamment et ne requiert aucun paramètre.
8 12
12 20
2 0
30 0
112 100
34 70
25 12
37 4
112 37
20 30
79 20
13 8
Dp (= 2)
W(=4) x H(=4)
s (= 2)
Max pooling
Average pooling
Wc(=2) x Hw(=2)
Figure A.7 – Illustration de l’étape de sous échantillonnage ("pooling")
Tout comme la couche de convolutions, la couche de pooling possède des hyperparamètres qui
sont au nombre de deux :
— la taille "DP" des cellules : l’image est découpée en cellules carrées de taille DP×DP pixels,
— le pas "s" : les cellules sont séparées les unes des autres de S pixels
Pour chaque image ou feature map en sortie d’une couche de convolution, de taille W×H×m et
passée à la couche de pooling, cette dernière renvoie une matrice de dimensions WPxHPxDP, où :
WC =
W − DP
s
+ 1 | HP = H − DPs + 1 | DP = m (A.26)
Couche de vectorisation (Flattering) :
Après l’enchaînement d’un certain nombre de couches de convolutions/pooling, l’image d’entrée
du réseau se retrouve être une feature map dont la largeur et la hauteur sont très petites par rapport à
cette image d’entrée, et la profondeur (nombre de canaux) très grande. La classification s’effectue
par une couche entièrement connectée, que nous verrons par la suite, qui ne prend pas en compte
de structure spatiale. Il n’est donc plus nécessaire de conserver les informations sous la forme
d’une feature map. Ainsi, une étape "d’aplatissement" ou de vectorisation est nécessaire afin de
combiner les caractéristiques locales détectées par les couches précédentes. Comme le montre la
figure A.8, les éléments de chaque canaux de la dernière feature map sont empilés pour créer un
vecteur de données. Cette feature map en sortie de la couche "n" possède donc trois dimensions,
WnxHnxDn, et la phase de vectorisation la transforme en un vecteur de dimensions Wn.Hn.Dn.
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Figure A.8 – Illustration de l’étape de "flattering"
Couche entièrement connectée (classification) :
Comme leur nom l’indique, les couches entièrement connectées relient chaque neurone entre eux.
Cet ensemble de couches entièrement connectées forment un réseau de neurones traditionnel. Pour
effectuer une classification des caractéristiques générées par le réseau, qui ont alors été transfor-
mées en un vecteur de données, la dernière des couches utilise une fonction d’activation de type
"Softmax", ou fonction de normalisation exponentielle. La fonction d’activation Softmax permet
de normaliser les scores associés aux classes pour obtenir des valeurs comprises entre 0 et 1. La
somme des résultats associés à chaque classe est égale à 1 et représente donc une probabilité asso-
ciée à chacune de ces classes (distribution des probabilité). Cette fonction d’activation " f j(z)" est
présentée par l’équation A.27, où "z" est un vecteur de "K" éléments en sortie du réseau comportant
les scores associés aux "K" classes, et j correspond à la jème classe du vecteur "z".
f j(z) =
ez j∑K
k=1 e
zk
, ∀ j ∈ [1; K] avec
K∑
j=1
f j(z) = 1 (A.27)
Optimisations de l’apprentissage :
Fonction de perte et descente de gradient (gradient descent) :
Lors de l’apprentissage, en complément de la fonction finale d’activation softmax, une fonction
de "perte", également appelée fonction de "coût", est utilisée afin de mesurer l’erreur d’appren-
tissage à une itération donnée et donc afin de quantifier précisément les performances du réseau
à cet instant (écart entre probabilité de la prédiction et la vérité de terrain). L’objectif de la phase
d’apprentissage est donc de trouver les paramètres optimums du réseau (les poids et les biais
connectant chaque neurones) afin d’obtenir une classification optimale. Cette fonction de perte, le
plus souvent étant soit l’erreur quadratique moyenne, soit l’entropie croisée (ou "cross-entropy"),
est à minimiser au fur et à mesure des itérations d’apprentissage afin d’assister le réseau dans son
apprentissage des caractéristiques. Ces fonctions sont présentées par l’équation A.28, où MS E
est l’erreur quadratique moyenne et H(p, q) est l’entropie croisée, avec "n" le nombre de classes,
"q(i)" est la probabilité de la prédiction de la classe "i" et "p(i)" est la vérité de terrain de cette
même classe (représentation binaire de la classe "i" : 0 ou 1).
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MS E = 1n
n∑
i=1
(p(i) − q(x))2 H(p, q) = −
n∑
i
p(i)log2(q(i)) (A.28)
Le réseau est initialisé avec un ensemble aléatoire de poids et de biais (décalage à une origine),
conduisant à des performances peu pertinentes. Ces poids et ces biais sont alors ajustés avec la
méthode de la descente de gradient. Afin de minimiser la fonction de perte, cet algorithme d’opti-
misation itératif ajuste les poids et les biais du réseau générant un déplacement vers un minimum
local ou global du gradient de cette fonction d’erreur, tel que l’illustre la figure A.9a simplifiée,
jusqu’à s’approcher au mieux de ce minimum (convergence). Le pas du déplacement à chaque ité-
ration est appelé le "learning rate". Comme le montre la figure A.9b, s’il est grand, la méthode de
la descente de gradient pourra couvrir une plus grande surface de la courbe sur la phase d’appren-
tissage, mais risque de manquer une pente vers un minimum, les variations pouvant être très brèves
telle que le montre Li et al. [295]. Un petit learning rate est plus précis et permet de capter plus
facilement les variations de pente mais est très chronophage du fait du coût calculatoire de cette
optimisation qui dépend du nombre de paramètres du réseau. Un compromis est donc nécessaire.
Grand “Learning Rate” Petit “Learning Rate” 
Minimum local
Point de selle
Minimum global
(a) Illustration 3D de la descente de gradient
Grand “Lear ing Rate” Petit “Lear ing Rate” 
Minimum local
Minimum global
Point de selle
(b) Effet du Learning Rate
Figure A.9 – Optimisation par descente de gradient
Il existe plusieurs types de descente de gradient, se différenciant principalement dans la quantité
de données qu’ils utilisent (appelée "batch"). Les trois principaux étant les suivants :
— le batch gradient descent : l’erreur est calculée pour chaque images de l’ensemble d’ap-
prentissage (m images) et le réseau n’est optimisé qu’après (batch=m),
— la descente de gradient stochastique : Les paramètres sont ajustés pour chaque image
d’apprentissage (batch=1),
— le mini batch gradient descent : les données d’apprentissage sont divisées en groupes de
n images, et l’optimisation intervient après le calcul de l’erreur de ces images (batch = n).
La taille du mini batch pour le mini batch gradient descent peut être ajustée en tant que paramètre
d’apprentissage du réseau, au même titre que le Learning Rate. La quantité de fois où la totalité
des images d’apprentissage sont présentées au réseau correspond au nombre d’étapes d’appren-
tissage (ou "d’epoch"), et le nombre d’itérations correspond au nombre de batch nécessaires pour
compléter une epoch.
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Désactivation de neurones (Dropout) :
Une couche entièrement connectée occupe la plupart des paramètres et les neurones développent
par conséquent une interdépendance les uns avec les autres pendant l’entraînement, ce qui limite
l’efficacité de chaque neurone. Cela conduit alors à un sur-apprentissage. Le "dropout" est une
méthode de régularisation, permettant de forcer le réseau à "distribuer" la représentation des ca-
ractéristiques extraites de l’image au travers des différents neurones. Cette méthode "désactive"
aléatoirement un nombre prédéfini de neurones lors de l’apprentissage. À chaque étape d’appren-
tissage, les neurones sont réactivés et de nouveaux sont sélectionnés aléatoirement pour être désac-
tivés, forçant alors le réseau à apprendre une nouvelle représentation des données, maintenant la
convergence même sans le dropout. Ce processus améliore la généralisation et préserve le réseau
du sur-apprentissage. Lorsque le réseau est utilisé en tant que classifieur lors de la phase de test
(appelée "inférence"), le dropout n’est nécessaire.
Figure A.10 – Illustration de l’optimisation par "dropout"
Augmentation des données :
L’avantage majeur du Deep Learning est la capacité des réseaux à accroître leurs performances
proportionnellement à la quantité de données dédiées à l’apprentissage. Cependant, cette faculté
est également un inconvénient, du fait qu’une grande quantité de données annotées est nécessaire,
ce qui est parfois très difficile ou impossible à obtenir selon l’application. Dans le cas des CNN
utilisant des images comme données d’entrées afin de généraliser une représentation des éléments
d’une classe, il est possible d’augmenter grandement cette quantité de manière artificielle. Cette
augmentation de données peut s’effectuer de différentes manières en appliquant certaines transfor-
mations aux images. On retrouve en effet de simples translations et rotations, des distorsions, des
effet miroirs, l’extraction d’une certaine zone dans l’image, au même titre que des variations de
contraste, de luminosité ou encore des variations de couleurs.
Informations complémentaires :
La figure A.11 illustre l’architecture de deux réseaux connus de la littérature : AlexNet [140],
vainqueur du challenge ILSVRC (ImageNet challenge) de 2012 atteignant 16% d’erreur de clas-
sification avec 62, 4.106 paramètres, et VGGNet [229], vainqueur 2014 du même challenge avec
moins de 10% d’erreur avec 138.106 de paramètres.
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Image d’entrée
Couche de convolution
Couche de “Pooling”
Couche entièrement connectée
Couche de classification “Softmax”
AlexNet
VGGNet
Figure A.11 – Architecture des réseaux "AlexNet" et "VGGNet" [293]
A.2.2/ Architecture MobileNet
La particularité de MobileNet est de remplacer les convolutions conventionnelles par de nouvelles
appelées "Depthwise Separable Convolutions". Une convolution standard filtre les données d’en-
trées via une fenêtre glissante sur tous les canaux simultanément et combine les résultats en une
nouvelle série de données. Avec un but identique, les convolutions "depthwise separable" divisent
ces étapes en deux couches distinctes : une convolution appelée "depthwise" suivie d’une convo-
lution 1x1 appelée "pointwise". Cette factorisation permet de grandement réduire le nombre de
calculs et la taille du modèle. Illustrée par la figure A.12a, la convolution "depthwise" applique
un filtre sur chaque canal de l’image d’entrée. La convolution "pointwise", figure A.12b, applique
ensuite une simple convolution 1x1 afin de créer une combinaison linéaire de l’entrée.
(a) Convolution "DepthWise" (b) Convolution "PointWise"
Figure A.12 – "DepthWise Separable Convolution" 2, DK = 3, M = 3, N = 1
2. Image source : machinethink.net/blog/googles-mobile-net-architecture-on-iphone
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(a) Principe d’une convolution standard
(b) Principe d’une convolution "depthwise"
(c) Principe d’une convolution "PointWise"
Figure A.13 – Comparaison des principes des différentes convolutions [225]
Une comparaison directe entre les principes des convolutions classiques et des convolutions "dep-
thwise separable" est illustrée figure A.13, où "M" correspond au nombre de canaux d’entrée ("in-
put depth", 3 pour une image couleur, dépend de la couche précédente pour une "feature map"), N
au nombre de filtres (et donc nombre de canaux de sortie - "ouput depth") et DK la taille du noyau
de convolution. En considérant un pas de un pixel, le nombre de multiplications d’une convolution
"depthwise separable" est définit par [DF .DF .M.(N + DK .DK)], et [DF .DF .M.N.DK .DK] définit le
nombre de multiplications pour une convolution standard, où DF correspond à la taille de l’image
traitée. On observe bien que les convolutions "depthwise separable" sont moins coûteuses en res-
sources. Les réseaux MobileNet utilisent des convolutions "depthwise" de taille DK = 3.
Contrairement aux réseaux conventionnels, les réseaux MobileNet n’intègrent pas de couches de
"pooling" entre ces blocs de convolutions. Ils utilisent également pour chacune de ces couches de
convolutions une normalisation ainsi qu’une fonction d’activation de type ReLU (cf figures A.5
et A.6). La version 2 de MobileNet intègre quelques différences dans son bloc de convolution
"depthwise separable", illustrées figure A.14, et désormais appelé bloc de "bottleneck" résiduel
("residual bottleneck bloc"). Le bloc de la version 2 contient une nouvelle première couche. Ap-
pelée couche d’expansion, c’est également une convolution 1x1 mais son objectif est d’étendre le
nombre de canaux avant l’entrée de la convolution "depthwise". Cette augmentation est gérée par
un hyperparamètre appelé le facteur d’extension. Afin d’effectuer une somme entre l’entrée et la
sortie de ce bloc via la connexion résiduelle, une dernière couche 1x1, appelée couche de projec-
tion, va réduire le nombre de canaux en sortie de la couche de convolution "depthwise", permettant
de retrouver le même nombre de canaux qu’en entrée avant l’extension.
3. Image source : machinethink.net/blog/mobilenet-v2
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(a) Convolutions de MobileNet v1
(b) Convolutions de MobileNet v2
Figure A.14 – Structure des convolutions des réseaux MobileNet v1 et v2 3
L’architecture du réseau MobileNet v1 est présentée par le tableau A.1a. En comptant les convo-
lutions depthwise et pointwise comme des couches distinctes, ce réseau dispose de 28 couches
cachées. En comparaison, l’architecture du réseau MobileNet v2, illustrée dans le tableau A.1b,
est initialisée par une convolution complète, suivie par 19 couches de bottlenecks résiduels (rem-
placent du bloc de convolution depthwise separable de MobileNet v1). Dans ce tableau, le para-
mètre "t" représente le facteur d’extension de la première couche du bloc résiduel. Le paramètre
"c" détermine le nombre de canaux de sortie de chaque séquence. Chaque couche présentée est
répétée un certain nombre de fois déterminé par le paramètre "n". Le paramètre "s" détermine le
"stride", c’est à dire le pas avec lequel le noyau de convolution se déplace sur l’image.
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Type/Stride Filtre Entrée
Conv / s2 3x3x3x32 2242x3
Conv dw / s1 3x3x32 dw 1122x32
Conv / s1 1x1x32x64 1122x32
Conv dw / s2 3x3x64 dw 1122x64
Conv / s1 1x1x64x128 562x64
Conv dw / s1 3x3x128 dw 562x128
Conv / s1 1x1x128x128 562x128
Conv dw / s2 3x3x128 dw 562x128
Conv / s1 1x1x128x256 282x128
Conv dw / s2 3x3x256 dw 282x256
Conv / s1 1x1x256x256 282x256
Conv dw / s2 3x3x256 dw 282x256
Conv / s1 1x1x256x512 142x256
5x
Conv dw / s1 3x3x512 dw 142x512
Conv / s1 1x1x512x512 142x512
Conv dw / s2 3x3x512 dw 142x512
Conv / s1 1x1x512x1024 72x512
Conv dw / s2 3x3x1024 dw 72x1024
Conv / s1 1x1x1024x1024 72x1024
Avg Pool / s1 Pool 7x7 72x1024
FC / s1 1024x1000 12x1024
Softmax / s1 Classifieur 12x1000
(a) Architecture des couches de MobileNet v1 [225]
Type Entrée t c n s
Conv2D 2242x3 - 32 1 2
Bottleneck 1122x32 1 16 1 1
Bottleneck 1122x16 6 24 2 2
Bottleneck 562x24 6 32 3 2
Bottleneck 282x32 6 64 4 2
Bottleneck 142x64 6 96 3 1
Bottleneck 142x96 6 160 3 2
Bottleneck 72x160 6 320 1 1
conv2D 1x1 72x320 - 1280 1 1
avgpool 7x7 72x1280 - - 1 -
conv2D 1x1 1x1x1280 - k - -
(b) Architecture des couches de MobileNet v2 [226]
Table A.1 – Architecture des réseaux complets MobileNet v1 et v2 pour une image d’entrée de
224x224
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B.1/ Authentification de visages - Compression de donne´es
B.1.1/ Algorithmes e´tudie´es
Afin de réduire les modèles de classification issus de RF, des SVM ou des CNN, nous avons évalué
divers algorithmes de compression. Nous proposons ici de les présenter rapidement et d’exposer,
table B.1, les taux de compression moyens de ces algorithmes sur ces modèles de classification.
— Bzip2 : L’algorithme bzip2 utilise la transformée de Burrows-Wheeler afin convertir toutes
les séquences récurrentes en une chaîne de lettres identiques, puis les données résultantes
sont une nouvelle fois transformées à l’aide du codage de Huffman.
— Deflate : Cet algorithme est une combinaison de l’algorithme de compression LZ77 et
du codage de Huffman. Deflate64 est une variante de l’algorithme Deflate, utilisant entre
autres un dictionnaire plus grand (64Ko au lieu de 32Ko).
— LZMA : Signifiant "Lempel-Ziv-Markov chain Algorithm", c’est un algorithme de com-
pression similaire à l’algorithme LZ77 avec une taille de dictionnaire variable (jusqu’à
4 Go). L’algorithme LZMA2 est un simple conteneur permettant d’inclure à la fois les
données compressées par l’algorithme LZMA et les données non compressées.
— PPMd : Signifiant "Prediction by Partial Matching by Dmitry", c’est un algorithme de
compression basé sur l’algorithme PPM ("Prediction by Partial Matching"). Celui-ci est
une technique adaptative de compression de données statistiques basée sur la modélisation
et la prédiction de contexte. Les modèles PPM utilisent un ensemble de symboles parmi
les symboles précédents non compressé pour prédire le symbole suivant.
— RAR : Signifiant "Roshal ARchive", RAR est un format de fichier d’archive propriétaire
prenant en charge la compression des données, la récupération des erreurs et l’étalement
des fichiers. Structurellement, un fichier RAR est composé d’un marqueur ou d’un bloc
d’introduction, d’un bloc d’archive qui comprend l’en-tête de l’archive et l’en-tête du fi-
chier, et d’un bloc de fermeture contenant des commentaires supplémentaires ou d’autres
informations nécessaires au traitement correct du fichier.
B.1.2/ Comparaison des taux de compression
La table B.1 présente les taux de compression moyens de ces algorithmes appliqués aux modèles
de classification RF et SVM avant la RPP, et aux CNN après leur quantification par la méthode
rounded weights. D’une manière générale, ces algorithmes présentent des taux de compression
proches pour chaque modèle. Cependant les algorithmes BZip2 et PPMd se démarquent pour les
SVM/RF et nous avons sélectionné l’algorithme BZip2 pour nos expérimentations. Pour les CNN,
c’est l’algorithme LZMA qui présente le meilleur taux de compression.
Données BZip2 Deflate Deflate64 LZMA PPMd Rar
RF 97,9 96,3 96,4 96,8 98,1 96,8
SVM 69,8 65,6 65,6 66,1 69,3 60,7
MobileNet v1_025 74,7 70,8 71,4 76,3 75,7 72,2
MobileNet v2_035 75,2 69,4 70,4 75,8 75,6 72,9
Table B.1 – Taux de compression moyens (en pourcent) d’algorithmes de courants pour la réduc-
tion de la taille de stockage des modèles de classification
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B.2/ Empreintes digitales et re´seau vasculaire
B.2.1/ Pre´cisions sur les pre´traitements
B.2.1.1/ De´bruitage (Non Local Means Denoising)
Dans un cas très général inspiré par les filtres locaux par voisinage, on peut définir comme "voi-
sinage d’un pixel i" tout ensemble de pixels j de l’image, de sorte qu’une fenêtre autour de j
ressemble à une fenêtre autour de i. Tous les pixels dans ce voisinage peuvent être utilisés pour
prédire la valeur de i. La figure B.1 illustre ce principe, où un fenêtrage sur un pixel (représentés
respectivement par un rectangle et un rond bleus) représente le motif associé à ce pixel. Ce dernier
est remplacé par la moyenne des fenêtres similaires (représentées par un encadré vert) dans son
voisinage de recherche, correspondant à 5 fois son fenêtrage et centré sur le pixel en question.
Figure B.1 – Débruitage par moyennes non locales - Recherche de similitudes par voisinage
Soient v une zone observée dans l’image bruitée, définie dans un intervalle Ω ⊂ R2, et x ∈ Ω.
L’algorithme des moyennes-NL estime la valeur de x comme une moyenne des valeurs de tous
les pixels dont le voisinage gaussien est similaire au voisinage de x, selon l’équation B.1. De plus
amples informations concernant cet algorithme sont proposées en annexe B.2.1.1.
NL(v)(x) =
1
C(x)
∫
Ω
exp
(
− (Ga ∗ |v(x + .) − v(y + .)|
2)(0)
h2
)
v(y)d(y) (B.1)
où :
• Ga est un noyau gaussien dont la déviation standard est a
• h agit comme un paramètre du filtrage (force du filtrage)
• C(x) =
∫
Ω
exp
(
−Ga ∗ |v(x + .) − v(z + .)|
2)(0)
h2
)
d(z) est le facteur de normalisation
• (Ga ∗ |v(x + .) − v(y + .)|2)(0) =
∫
R2
Ga(t) |v(x + t) − v(y + t)|2d(t)
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B.2.1.2/ CLAHE (Contrast Limited Adaptive Histogram Equalization) :
L’égalisation adaptative d’histogramme (Adaptive histogram equalization - AHE), développée par
Pizer et al. [296], est un algorithme d’amélioration de contraste adaptatif local. L’image est divisée
en une grille de régions rectangulaires, et le nombre optimal de sous-régions dépend directement
de l’image observée. Par conséquent, la détermination de ce nombre optimal de sous-régions re-
quiert quelques expérimentations [297]. Pour chacune de ces régions, un histogramme est calculé
et son égalisation est effectuée, basée sur les informations locales de l’image. De cet algorithme
résulte une image pour laquelle le traitement de chaque pixel est différent et adapté à la distribu-
tion locale des intensités des pixels. Cette technique produit une image dans laquelle les différents
objets, dont les valeurs des intensités se trouvent dans différentes plages d’intensités, se retrouvent
visibles simultanément.
Cependant, l’amélioration du contraste est tellement importante que, dans des zones à faible si-
gnal (bruit de fond), la composante de bruit devient prépondérante [298]. De plus, pour certaines
images, cette augmentation du contraste peut conduire à des discontinuités brutales des objets. Afin
de remédier à ces difficultés, Pizer propose une variante à l’AHE, appelée "égalisation adaptatif
d’histogramme avec limitation de contraste" (Contrast-Limited Adaptive Histogram Equalization
- CLAHE). Avec cette méthode, l’amélioration de contraste produite localement est limitée par un
paramètre (seuil) pouvant être ajusté suivant le type d’image. En d’autres termes, le nombre de
pixels associés à chaque valeur d’intensité lumineuse dans l’histogramme local est tronqué à la
valeur de ce seuil. Après cette troncature d’histogramme, les pixels dépassant ce seuil sont redis-
tribués également au travers de l’histogramme, comme le montre la figure B.2.
Figure B.2 – Clahe - Seuil de contraste et redistribution d’histogramme [294]
B.2.1.3/ Indice de Poincare
De par la composition du motif des empreintes digitales, il est possible d’extraire des informa-
tions à différents niveaux de précision, comme il a été montré au début du chapitre 5. Le premier
niveau consiste à détecter l’aspect général de l’empreinte. Différentes structures, appelées singu-
larités, peuvent être observée et leur combinaison permet de distinguer des groupes d’empreintes
digitales. Leur traitement peut s’effectuer à partir de la carte des orientations locales calculée lors
du paramétrage du filtre de Gabor. Une nouvelle fenêtre glissante parcourt ces orientations. Cette
fenêtre sous divisée en neuf régions (hauteur et largeur divisées par 3). Une matrice de taille 3 x 3
est alors crée en moyennant les orientations contenues dans chaque région de la fenêtre glissante.
Ainsi, pour chaque position de la fenêtre glissante dans l’image, le type de singularité est estimée
à l’aide de l’indice de Poincare [254] tel que décrit dans le paragraphe suivant [299].
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Figure B.3 – Exemple de singularités détectées par l’indice de Poincare selon les orientations
Soit θ(i, j) la valeur de l’orientation local moyennée à la position (i,j) correspondant à la position
en laquelle est centrée la fenêtre glissante dans la carte des orientations locales. De par le procédé
d’obtention de ces orientations, les valeurs sont comprises entre 0 et 2pi. Les 8 orientations voisines
de l’élément central de la matrice sont prises en compte. Considérant la position (i, j) comme étant
l’élément central, et tel qu’illustré par la figure B.3, ces autres éléments sont définis par l’équation
B.2. Pour chaque élément k, son orientation relative à l’orientation suivante est calculé. Ainsi, δk
est définit par l’équation B.3.
∗ (i0, j0) = (i, j + 1), ∗ (i3, j3) = (i + 1, j − 1) ∗ (i6, j6) = (i − 1, j),
∗ (i1, j1) = (i + 1, j + 1) ∗ (i4, j4) = (i, j − 1), ∗ (i7, j7) = (i − 1, j + 1).
∗ (i2, j2) = (i + 1, j) ∗ (i5, j5) = (i − 1, j − 1),
(B.2)
⇒
 δk(i, j) = θ(ik+1, jk+1) − θ(ik, jk), ∀k ∈ [0; 6]δ7(i, j) = θ(i0, j0) − θ(i7, j7) (B.3)
L’indice de Poincare, P, associé à l’élément (i, j), est ensuite défini par :
P(i, j) =
1
2pi
7∑
k=0
∆k(i, j) , où ∆k(i, j) =

δk(i, j), si |δk(i, j)| < pi2
pi + δk(i, j), si δk(i, j) 6 −pi2
pi − δk(i, j), sinon
(B.4)
Verticille Boucle Delta Types possibles
1 0 * Verticille
0 1 * Boucle, Arche
0 2 * Double boucle ou Verticille
0 0 0 Arche
Table B.2 – Table de référence des possible types d’empreintes digitales selon le nombre de sin-
gularités locales détectées de chaque type [254]. "*" signifie : aucune importance
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La valeur de l’indice de Poincare définit une estimation sur le type de singularité présente à une
certaine position. Quatre valeurs sont définies : −0, 5 ; 0 ; 0, 5 ; 1. À une constante de tolérance
prêt, la valeur −0.5 correspond à un "delta" local, la valeur 0.5 représente une "boucle" locale, la
valeur 1 est associée à une "verticille" locale, et la valeur 0 signifie qu’aucune singularité locale
n’est présente. Les différentes singularités locales détectées permettent ensuite de définir l’aspect
général de l’empreinte. Le décompte total de chaque singularité permet de faire correspondre l’em-
preinte à une certaine estimation présente dans la table de référence B.2. Une étape préliminaire
de fusion des singularités voisines est nécessaire afin d’obtenir un décompte plausible.
B.2.1.4/ Seuillage adaptatif local
Il existe de nombreuses façons de fixer le seuil dans le cas d’un seuillage adaptatif local. Trois
méthodes ont été présentées dans la section 5.2.2.2, et utilisées dans le chapitre 5. Ici, nous
présentons des méthodes complémentaires à ces dernières.
— Rappel de la définition du seuillage local :
pixel(x, y) =
{
255 , si pixel(x, y) ≥ S euilW(x,y)
0 , sinon
(B.5)
— Seuillage par médiane :
Ici, "W˜(x,y)" représente la valeur médiane des pixels contenus dans la fenêtre centrée au
pixel (x, y), et "c" représente une constante d’ajustement.
SeuilW(x,y) = W˜(x,y) − c (B.6)
— Seuillage par moyenne d’extrémums :
Le seuil est défini selon la moyenne des valeurs extrêmes de pixels (minimum et maximum)
dans le voisinage du pixel (x, y), et "c" représente une constante d’ajustement.
SeuilW(x,y) =
[
min(W(x,y)) + max(W(x,y))
2
]
− c (B.7)
— Seuillage de Bernsen :
Bernsen [300] fixe un seuil local en fonction de la moyenne des extremums locaux. Le
seuillage dépend ensuite d’une condition sur le contraste local. Celui-ci est comparé à un
valeur définie par l’utilisateur (seuil de contraste). Si ce contraste est inférieur, le seuillage
est défini par une comparaison entre le seuil local et une constante (luminance de valeur
128). Dans le cas contraire, ce seuil local est comparé à la valeur du pixel sur lequel est
centrée la fenêtre de recherche.
SeuilW(x,y) =
[
min(W(x,y)) + max(W(x,y))
2
]
Si (Contraste local < Seuil contraste)
pixel(x, y) =
{
255 , si 128 6 SeuilW(x,y)
0 , sinon
Sinon
pixel(x, y) =
{
255 , si pixel(x, y) > SeuilW(x,y)
0 , sinon
(B.8)
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— Seuillage de Sauvola :
La méthode de Sauvola [301] est une variation de la méthode de Niblack, conservant la
structure principale du seuil. Le paramètre r a été introduit, et correspond à la plage dy-
namique de la déviation standard. Le paramètre k ne prend cette fois-ci que des valeurs
positives.
SeuilW(x,y) = W (x,y).
[
1 + k.
(
σ(W(x,y))
r
− 1
)]
(B.9)
— Seuillage de Phansalkar :
La méthode de Phansalkar [302] est une variation de la méthode de Sauvola, dédiée à
des images composées d’un très faible contraste. Une nouvelle composante est introduite,
composée de deux paramètres p et q, agissant sur l’exponentiel de la moyenne du fenêtrage
local. Phansalkar recommande les valeurs suivantes : k = 0.25, r = 0.5, p = 3 et q = 10.
SeuilW(x,y) = W (x,y).
[
1 + p.e(−q.W(x,y)) + k.
(
σ(W(x,y))
r
− 1
)]
(B.10)
B.2.2/ Parame´trage des me´thodes
B.2.2.1/ Optimisation des parame`tres des algorithmes
Du fait des nombreuses étapes de traitement dans la chaîne algorithmique, notre étude est très pa-
ramétrique. Parmi les nombreuses combinaisons possibles, seul un certain nombre peut fournir des
résultats optimaux. Par soucis de rapidité de développement, nous les avons fixés de manière expé-
rimentale. Cependant ce paramétrage peut être optimisé de manière automatique afin d’augmenter
la robustesse des prétraitements, comme décrit ci-dessous.
Pixels de la 
vérité de terrain
-
A
Pixels de la 
segmentation 
-
B
A ∩ B
(TP)
Faux 
Négatifs
Faux 
Positifs
Jaccard(A,B) =                        = 
 |A ∩ B|
 |A ∪ B|
2
  |A ∩ B|
 |A| + |B|
Dice(A,B) =                              =  
          TP
 FN + TP + FP
             2.TP
 (FN+TP) + (FP+TP)
Figure B.4 – Estimation de la qualité de la segmentation automatique
Les performances et la fiabilité de la correspondance dépendent de la stabilité de la détection des
points caractéristiques dans l’image, et cette détection dépend de la qualité de segmentation. Cette
optimisation de paramètres nécessite la segmentation manuelle d’un certain nombre d’images (em-
preintes et veines), afin de constituer une base de données composée de la vérité de terrain de la
segmentation et des images originales associées. Chacune de ces images originales est ensuite
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segmentée automatiquement par notre algorithme, en faisant varier progressivement chaque para-
mètre. Les images résultantes sont ensuite comparées à leur vérité de terrain respective.
La qualité de la segmentation peut être évaluée en mesurant les coefficients "de Dice" [303] ou "de
Jaccard", figure B.4. Pour chaque combinaison de paramètres, la mesure résultant de l’analyse des
couples d’images est moyennée, et la plus haute valeur correspond au jeu de paramètres optimal,
minimisant l’erreur de seuillage relative à la vérité de terrain.
B.2.2.2/ Parame`tres utilise´s dans cette e´tude
Comme précisé dans la section 5.2 du chapitre 5, la phase d’amélioration d’images est consti-
tuée d’une étape de correction d’images comprenant un débruitage, assurée par l’algorithme de
débruitage par moyennes non locales, et d’une correction de contraste, effectuée par l’algorithme
CLAHE. Ces traitements sont suivis d’un filtrage effectué par une banque de filtres de Gabor. Le
paramétrage des différentes étapes est propre à chaque modalité. Le paramétrage de la correction
d’image est résumé par la table B.3 et la table B.4 résume le paramétrage des filtres de Gabor.
Traitement Paramètre Empreintes Veines
Débruitage
Taille du patch 5 × 5 3 × 3
Fenêtre de recherche 15 × 15 15 × 15
Intensité 5 10
CLAHE
Taille de la grille 8 × 8 8 × 8
Contraste limite 3 4
Table B.3 – Paramétrage des traitements de la correction d’images
Paramètre Valeur
Wθ 5
Wφ 5
WF 20
k 0.65
(a) Empreintes digitales
Paramètre Valeur
Taille Noyau 35 × 35
σ 5
λ 15
γ 0.5
ψ 0
K 10
(b) Réseau vasculaire
Table B.4 – Paramétrage du filtrage de Gabor pour chaque modalité
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Une seconde correction d’image suit l’étape de filtrage. Cette correction comporte également un
débruitage, afin d’atténuer de possibles erreurs suite au filtrage, et une dernière correction de
contraste par la méthode CLAHE. Le paramétrage de cette seconde correction d’images est dé-
fini par la table B.5. Pour la phase de segmentation, nous comparons deux méthodes de seuillage
local et la méthode d’Otsu. Le tableau B.6 définit les paramètres fixés pour chaque méthode selon
le type d’image seuillée. Le paramètre "surface minimale" définit le seuil au dessous duquel les
zones segmentées sont supprimées.
Traitement Paramètre Empreintes Veines
Débruitage
Taille du patch 5 × 5 5 × 5
Fenêtre de recherche 20 × 20 20 × 20
Intensité 20 20
CLAHE
Taille de la grille 8 × 8 9 × 9
Contraste limite 2 4
Table B.5 – Paramétrage des traitements de la seconde correction d’images
Type de seuillage Paramètre Empreintes Veines
Moyennes locales
Taille de la fenêtre 35 × 35 35 × 35
Constante 2 4
Surface min. 40 300
Niblack
Taille de la fenêtre 35 × 35 35 × 35
K 0,3 0,2
Constante 6 10
Surface min. 135 300
Otsu Surface min. 26 300
Table B.6 – Paramétrage des méthodes de seuillage comparées
B.2.2.3/ Filtrage des vaisseaux sanguins
Nous proposons ici d’observer la décomposition de la phase de filtrage des vaisseaux sanguins par
la banque de filtres de Gabor. Une série de 10 filtres, dont seule l’orientation varie, est appliquée
à l’image corrigée après le débruitage et la correction de contraste. La figure B.5 illustre donc,
pour chaque noyau, l’image résultante, puis, l’image finale résultant de la fusion de ces images
intermédiaires suivant une règle de valeur minimale pour chaque pixel parmi ces images.
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k = 1 𝜃 = 18° k = 2 𝜃 = 36° k = 3 𝜃 = 54°
k = 4 𝜃 = 72° k = 5 𝜃 = 90° k = 6 𝜃 = 108°
k = 7 𝜃 = 126° k = 8 𝜃 = 144° k =9 𝜃 = 162°
k = 10 𝜃 = 180°
Image corrigée C(x,y)
Filtrage
Fk(x,y),   k ∊ [1 ; K]
Fusion :      F’(x,y) = min[Fk(x,y)],     ∀  k ∊ [1 ; K]    
Image filtrée F’(x,y)
Figure B.5 – Décomposition des différents noyaux composant la banque de filtres de Gabor utili-
sée pour le filtrage du réseau vasculaire.
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