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The structure of 3-jet e1e2→bb¯g events has been studied using hadronic Z0 decays recorded in the SLC
Large Detector experiment at SLAC. Three-jet final states were selected and the charge-coupled-device-based
vertex detector was used to identify two of the jets as b or b¯ ; the remaining jet in each event was tagged as the
gluon jet. Distributions of the gluon energy and polar angle with respect to the electron beam were measured
over the full kinematic range, and used to test the predictions of perturbative QCD. We find that beyond-
leading-order QCD calculations are needed to reproduce the features seen in the data. The energy distribution
is sensitive to an anomalous b chromomagnetic moment k at the bb¯g vertex. We measured k to be consistent
with zero and set 95% confidence level limits on its value, 20.06,k,0.04.
DOI: 10.1103/PhysRevD.66.052001 PACS number~s!: 12.38.2t
I. INTRODUCTION
The observation of e1e2 annihilation into final states
containing three hadronic jets, and their interpretation in
terms of the process e1e2→qq¯g @1#, provided the first di-
rect evidence for the existence of the gluon, the gauge boson
of the theory of strong interactions, quantum chromodynam-
ics ~QCD!. In subsequent studies the jets were usually energy
ordered, and the lowest-energy jet was assigned as the gluon;
this is correct roughly 80% of the time, but preferentially
selects low-energy gluons. If the gluon jet can be tagged
explicitly, event-by-event, the full kinematic range of gluon
energies can be explored, and more detailed tests of QCD
can be performed @2#. Because of advances in vertex detec-
tion this is now possible using e1e2→bb¯g events. The large
mass and relatively long lifetime, ;1.5 ps, of the leading B
hadron in b-quark jets @3# lead to decay signatures that dis-
tinguish them from lighter-quark ~u,d,s or c! and gluon jets.
We used our charge-coupled-device ~CCD! based vertex de-
tector ~VXD! @4# to identify in each event the two jets that
contain the B hadrons, and hence to tag the gluon jet. This
allowed us to measure the gluon energy and polar-angle dis-
tributions over the full kinematic range.
Additional motivation to study the bb¯g system has been
provided by measurements involving inclusive Z0→bb¯ de-
cays. Several early determinations @5# of Rb5G(Z0
→bb¯ )/G(Z0→qq¯) differed from standard model ~SM! ex-
pectations at the few standard deviation level. More recently
it has been noted that the CERN e1e2 collider LEP mea-
surement of the b-quark forward-backward asymmetry, AFB
b
,
lies roughly 2.5 standard deviations below the SM expecta-
tion. Since one expects new high-mass-scale dynamics to
couple to the massive third-generation fermions, these mea-
surements have aroused considerable interest and specula-
tion. We have therefore investigated in detail the strong-
interaction dynamics of the b quark. We have compared the
strong coupling of the gluon to b quarks with that to light-
and charm-quarks @6#, as well as tested parity ~P! and
charge% parity ~CP! conservation at the bb¯g vertex @7#. We
have also studied the structure of bb¯g events, via the distri-
butions of the gluon energy and polar angle with respect to
the beam line @8#, using the JADE algorithm @9# for jet defi-
nition.
Here we update the bb¯g structure measurements using a
data sample more than 3 times larger than in our earlier
study, and recorded in the upgraded vertex detector, which
allowed us to improve significantly the gluon-jet tagging. In
addition we extended our study to include the Durham,
Geneva, E, E0 and P algorithms @10# to define jets, and com-
pared these results with perturbative QCD predictions. This
constitutes a more detailed test of QCD and enabled us to
study systematic effects arising from the jet definition algo-
rithm.
Furthermore, we have used these data to study possible
deviations from QCD in the form of radiative corrections
induced by new physics, in terms of the b-quark chromo-
magnetic moment. In QCD this is induced at the one-loop
level and is of order as /p . A more general bb¯g Lagrangian
term with a modified coupling @11# may be written
Lbb¯g5gsb¯TaH gm1 ismnkn2mb ~k2ik˜g5!J bGam , ~1!
where k and k˜ parametrize the anomalous chromomagnetic
and chromoelectric moments, respectively, which might arise
from physics beyond the SM. The effects of the chromoelec-
tric moment are sub-leading with respect to those of the
chromomagentic moment, so for convenience we set k˜ to
zero. A non-zero k would be observable as a modification
@11# of the gluon energy distribution in bb¯g events relative
to the standard QCD case. We have used our precise mea-
surements of the gluon energy distributions to set the most
stringent limits on k.
II. bb¯g EVENT SELECTION
We used hadronic decays of Z0 bosons produced by e1e2
annihilations at the SLAC Linear Collider ~SLC! and re-
corded in the SLC Large Detector ~SLD! @12#. The criteria
TABLE I. Number of selected 3-jet events, and gluon-jet tag-
ging efficiency ~see text!, for each algorithm. The statistical error on
the efficiency is roughly 0.04%.
Jet algorithm ycut value No. 3-jet events efficiency
JADE 0.025 57341 12.2%
Durham 0.0095 46432 12.1%
E 0.0275 66848 11.7%
E0 0.0275 54163 11.2%
P 0.02 60387 12.0%
Geneva 0.05 40895 12.8%
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for selecting hadronic Z0 decays and the charged tracks used
for flavor-tagging are described in @6,13#. Three-jet events
were selected using iterative clustering algorithms applied to
the set of charged tracks in each event. We used in turn the
JADE, Durham, E, E0, P and Geneva algorithms. The re-
spective scaled-invariant-mass, ycut , values were chosen to
maximize the statistical power of the measurement, while
keeping systematic errors small; they are shown in Table I.
Events classified as 3-jet states were retained if all three
jets were well contained within the barrel tracking system,
with polar angle ucos ujetu<0.80. In addition, in order to se-
lect planar 3-jet events, the sum of the angles between the jet
axes was required to be between 358 and 360 degrees. From
our 1996–1998 data samples, comprising roughly 400 000
hadronic Z0 decays, the numbers of selected events are
shown in Table I. In order to improve the energy resolution
the jet energies were rescaled kinematically according to the
angles between the jet axes, assuming energy and momen-
tum conservation and massless kinematics. The jets were
then labeled in order of energy such that E1.E2.E3 .
Charged tracks with high quality information in the VXD
as defined in @6# were used to tag bb¯g events. For each such
track we examined the impact-parameter, d, with respect to
the interaction point ~IP!. The resolution on d is given by
sd57.7% 29/p sin3/2 u mm in the plane transverse to the
beam line, and 9.6% 29/p sin3/2 u mm in any plane containing
the beam line, where p is the track momentum in GeV/c , and
u the polar angle, with respect to the beam line.
Jets containing heavy hadrons were tagged using a topo-
logical algorithm @14# applied to the set of tracks associated
with each jet. A track density function was calculated, and a
region of high total track density well separated from the IP
was identified as a vertex from the decay of a heavy hadron.
For each vertex, the pt-corrected invariant mass @14#, M pt,
was calculated using the set of tracks associated with the
vertex, assuming the charged pion mass, and the vertex axis,
defined to be the vector from the IP to the reconstructed
vertex position. Figure 1 shows the M pt distributions sepa-
rately for vertices found in jets 1, 2 and 3 using, for illustra-
tion, the JADE algorithm; results using the other algorithms
~not shown! are qualitatively similar. The simulated contri-
butions from true b, c, light and gluon jets are indicated; the
c, light and gluon jets populate predominantly the region
M pt,2 GeV/c
2
. Events were retained in which exactly two
jets contained such a vertex, and at least one of them had
M pt.2 GeV/c
2
. In order to suppress events in which a
single B-hadron decay gave rise to two reconstructed verti-
ces, the cosine of the angle between the two vertex axes was
required to be less than 0.7, and the distance between the
vertices, projected in a plane perpendicular to the beam line,
was required to exceed 0.12 cm. Roughly 1.1% of the event
sample was rejected by these cuts. In each selected event the
jet without a vertex was tagged as the gluon jet.
For each algorithm, the number of tagged jets is shown in
Table II; also shown, in Table I, is the efficiency for tagging
FIG. 1. The M pt distributions for vertices found in selected 3-jet
events, defined using the JADE algorithm, labeled according to jet
energy ~dots!; errors are statistical. Histograms: simulated distribu-
tions for different jet flavors. Events were selected by requiring that
at least two jets contain a vertex, at least one of which must satisfy
M pt.2 GeV/c2 ~see text!.
TABLE II. Tagging purities ~see text!.
jet label
JADE Durham E
No. jets purity ~%! No. jets purity ~%! No. jets purity ~%!
3 4349 98.0 2952 97.0 5246 97.5
2 740 90.2 890 92.4 1007 85.4
1 150 71.0 138 73.4 148 70.8
jet label
E0 P Geneva
No. jets purity ~%! No. jets purity ~%! No. jets purity ~%!
3 4027 98.0 4654 98.0 3491 93.9
2 692 90.2 795 90.7 692 86.7
1 151 70.7 155 72.1 181 63.4
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the gluon jet correctly in true bb¯g events, which was calcu-
lated using a simulated event sample generated with JETSET
7.4 @15#, with parameter values tuned to hadronic e1e2 an-
nihilation data @16#, combined with a simulation of B-decays
tuned to Y~4S! data @17# and a simulation of the detector. For
the JADE algorithm, for example, the efficiency peaks at
about 15% for 18 GeV gluons. Below 18 GeV the efficiency
falls, to as low as 3%, since lower-energy gluon jets are
sometimes merged with the parent b-jet by the jet-finder.
Above 18 GeV the efficiency falls, to as low as 5%, since at
higher gluon energies the correspondingly lower-energy
b-jets are more difficult to tag, and there is also a higher
probability of losing a jet outside the detector acceptance.
Results for the other algorithms are qualitatively similar. The
systematic error associated with the tagging efficiency was
small and was explicitly taken into account by the procedure
for estimating systematic uncertainties that is described in
Sec. III.
For each algorithm the tagging purities, defined as the
fraction of selected 3-jet events in which the two vertices
were found in the two jets containing the true B hadrons, are
listed by gluon-jet number in Table II. We formed the distri-
butions of two gluon-jet observables, the scaled energy xg
52Egluon /As , and the polar angle with respect to the beam
line, ug . For illustration, for the JADE algorithm the distri-
butions are shown in Fig. 2; the simulation is also shown; it
reproduces the data. Results for the other algorithms ~not
shown! are qualitatively similar.
The backgrounds were estimated using the simulation and
are of three types: non-bb¯ events; bb¯ but non-bb¯g events;
and mis-tagged true bb¯g events. Their contributions are
shown in Fig. 2 for the JADE case. Results for the other
FIG. 2. Raw measured distributions of ~a! xg and ~b! cos ug
~dots! defined using the JADE algorithm; errors are statistical. His-
tograms: simulated distributions including background contribu-
tions.
FIG. 3. Corrected distributions of ~a! xg and ~b! cos ug ~dots!
defined using the JADE algorithm; the error bars represent the sum
in quadrature of the statistical and systematic errors. Perturbative
QCD predictions ~see text! are shown as lines joining entries plotted
at the respective bin centers.
FIG. 4. Corrected distributions of ~a! xg and ~b! cos ug ~dots!
defined using the Durham algorithm; the error bars represent the
sum in quadrature of the statistical and systematic errors. Perturba-
tive QCD predictions ~see text! are shown as lines joining entries
plotted at the respective bin centers.
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FIG. 5. Corrected distributions of ~a! xg and ~b! cos ug ~dots!
defined using the E algorithm; the error bars represent the sum in
quadrature of the statistical and systematic errors. Perturbative
QCD predictions ~see text! are shown as lines joining entries plotted
at the respective bin centers.
FIG. 6. Corrected distributions of ~a! xg and ~b! cos ug ~dots!
defined using the E0 algorithm; the error bars represent the sum in
quadrature of the statistical and systematic errors. Perturbative
QCD predictions ~see text! are shown as lines joining entries plotted
at the respective bin centers.
FIG. 7. Corrected distributions of ~a! xg and ~b! cos ug ~dots!
defined using the P algorithm; the error bars represent the sum in
quadrature of the statistical and systematic errors. Perturbative
QCD predictions ~see text! are shown as lines joining entries plotted
at the respective bin centers.
FIG. 8. Corrected distributions of ~a! xg and ~b! cos ug ~dots!
defined using the Geneva algorithm; the error bars represent the
sum in quadrature of the statistical and systematic errors. Perturba-
tive QCD predictions ~see text! are shown as lines joining entries
plotted at the respective bin centers.
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TABLE III. Fully corrected differential cross-sections for hard gluon-jet production as a function of jet
energy xg . The first error is statistical, the second systematic.
1/N dN/dxg
xg range JADE Durham E
0.0–0.1 0.69760.05560.001 0.00060.00060.000 0.71260.04560.001
0.1–0.2 2.46160.09360.002 1.09360.07360.005 2.63460.09160.005
0.2–0.3 2.02160.07460.003 2.20960.10660.011 2.11160.07560.010
0.3–0.4 1.54460.06460.006 1.98260.09360.018 1.57460.06560.015
0.4–0.5 1.15860.05660.007 1.60660.08360.021 1.11160.05560.019
0.5–0.6 0.78360.04760.008 1.19660.07260.015 0.68460.04560.024
0.6–0.7 0.55960.04260.008 0.81460.06060.012 0.49360.04160.029
0.7–0.8 0.37160.03860.009 0.50160.04960.010 0.33760.03960.033
0.8–0.9 0.28760.03860.012 0.38560.04860.011 0.23160.03860.032
0.9–1.0 0.11960.02860.013 0.21460.04360.013 0.11460.02660.020
xg range E0 P Geneva
0.0–0.1 0.62060.05060.001 1.36260.09260.001 0.91260.09660.004
0.1–0.2 2.36960.09260.002 2.62760.09260.003 2.58260.13060.008
0.2–0.3 2.00760.07660.004 1.77960.06460.004 1.76860.08560.007
0.3–0.4 1.50960.06560.006 1.31760.05460.006 1.30460.07060.007
0.4–0.5 1.17660.05860.007 1.03360.04960.007 1.04960.06160.006
0.5–0.6 0.81760.05060.007 0.65960.04160.007 0.71360.05260.007
0.6–0.7 0.60460.04560.008 0.51160.03960.008 0.59660.04960.005
0.7–0.8 0.41160.04160.009 0.36760.03660.009 0.43360.04760.008
0.8–0.9 0.35160.04460.014 0.26860.03660.012 0.38660.05560.015
0.9–1.0 0.13760.03360.016 0.07660.01660.008 0.25960.06460.028
TABLE IV. Fully corrected differential cross-sections for hard gluon-jet production as a function of jet
polar angle, cos ug . The first error is statistical, the second systematic.
1/N dN/d cos ug
cos ug range JADE Durham E
20.80–20.64 0.50360.03560.004 0.47160.04360.006 0.49760.03660.010
20.64–20.48 0.51260.02760.003 0.47160.03260.005 0.53360.02860.009
20.48–20.32 0.48460.02660.003 0.50460.03260.006 0.47060.02560.009
20.32–20.16 0.48260.02760.003 0.48360.03360.006 0.46760.02560.009
20.16–0.0 0.53060.02860.003 0.51560.03360.006 0.52860.02660.009
0.0–0.16 0.47160.02760.003 0.48160.03260.005 0.47660.02560.008
0.16–0.32 0.49460.02760.003 0.48160.03260.005 0.47260.02560.008
0.32–0.48 0.53760.02860.003 0.50960.03360.005 0.53560.02760.008
0.48–0.64 0.52060.02760.003 0.60460.03560.006 0.53960.02860.009
0.64–0.80 0.46660.03560.003 0.48060.04460.005 0.48360.03660.009
cos ug range E0 P Geneva
20.80–20.64 0.49660.03560.003 0.53660.03560.004 0.49660.03960.003
20.64–20.48 0.50860.02860.003 0.51160.02760.003 0.49060.03360.004
20.48–20.32 0.49760.02760.003 0.48660.02560.004 0.51160.03460.004
20.32–20.16 0.47760.02760.003 0.46360.02560.003 0.50760.03560.004
20.16–0.0 0.51060.02860.003 0.50860.02660.003 0.49260.03660.003
0.0–0.16 0.46960.02760.003 0.47760.02560.003 0.54760.03760.004
0.16–0.32 0.49760.02760.003 0.49060.02660.003 0.47760.03460.004
0.32–0.48 0.51960.02860.003 0.52560.02760.003 0.50160.03560.004
0.48–0.64 0.53360.02860.003 0.53860.02760.003 0.55060.03460.004
0.64–0.80 0.49360.03760.004 0.46660.03460.004 0.42960.03860.003
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algorithms ~not shown! are qualitatively similar. For each
algorithm, the non-bb¯ events make up roughly 1% of the
selected sample and are dominated by cc¯g events; roughly
70% of these had the gluon jet correctly tagged, and the
remainder comprises events in which the gluon split into a
cc¯ or bb¯ , which yielded a real secondary vertex in the
‘‘wrong’’ jet. Mis-tagged events, in which the gluon jet was
mis-tagged as a b or b¯ -jet and one of the true b- or b¯ -jets
enters into the measured gluon distributions, comprise
roughly 3% of the sample; roughly two-thirds of these events
contain a gluon splitting into cc¯ or bb¯ . These two back-
grounds are negligible except in the highest xg bin.
For all algorithms the dominant background ~e.g., for
JADE, roughly 16% of the sample! is formed by bb¯ but non-
bb¯g events. These are true bb¯ events that were not classified
as 3-jet events at the parton level, but were reconstructed and
tagged as 3-jet bb¯g events in the detector using the same jet
algorithm and ycut value. In a parton-level 2-jet event this
can arise from the broadening of the particle flow around the
original b and b¯ directions due to hadronization and weak
decay; in particular, the relatively high-transverse-
momentum B-decay products can cause the jet-finder to re-
construct a ‘‘fake’’ third jet, which is almost always assigned
as a ~low-energy! gluon jet. In addition, an event classified as
4-jet at the parton level may, due to the overlap of their
hadronization products, have two of its jets combined in the
detector by the jet-finder. In this case the combined jet is
usually tagged as a gluon jet. Since the calculations with
which we compare below are not reliable for 4-jet events, we
consider such events to be a background.
III. CORRECTION OF THE DATA
For each algorithm, the distributions were corrected to
obtain the true gluon distributions Dtrue(X) by applying a
bin-by-bin procedure: Dtrue(X)5C(X) @Draw(X)2B(X)# ,
where X5xg or cos ug , Draw(X) is the raw distribution,
B(X) is the background contribution, and C(X)
[DMC
true(X)/DMCrecon(X) is a correction that accounts for the
efficiency for accepting true bb¯g events into the tagged
sample, as well as for bin-to-bin migrations caused by had-
ronization, the resolution of the detector, and bias of the
jet-tagging technique. Here DMCtrue(X) is the true distribution
for MC-generated bb¯g events, and DMC
recon(X) is the resulting
distribution after full simulation of the detector and applica-
tion of the same analysis procedure as applied to the data.
The fully corrected distributions are shown in Figs. 3, 4,
5, 6, 7, and 8. Since, in an earlier study @6#, we verified that
the overall rate of bb¯g-event production is consistent with
QCD expectations, we normalized the gluon distributions to
unit area and we study further the distribution shapes. In
each case the peak in xg is a kinematic artifact of the jet-
finding algorithm, which ensures that gluon jets are recon-
structed with a non-zero energy, and it depends on the ycut
value. The cos ug distributions are very nearly flat, in contrast
to the 11cos2 u behavior for quark jets.
We have considered sources of systematic uncertainty that
potentially affect our results. These may be divided into un-
certainties in modelling the detector and uncertainties in the
underlying physics modelling. To estimate the first case we
systematically varied the track and event selection require-
ments, as well as the track-finding efficiency @6,13#, the mo-
mentum and dip angle resolution, and the probability of find-
ing a fake vertex in a jet. In the second case parameters used
in our simulation, relating mainly to the production and de-
cay of charm and bottom hadrons, were varied within their
measurement errors @18#. For each variation the data were
recorrected to derive new xg and cos ug distributions, and the
deviation with respect to the standard case was assigned as a
systematic uncertainty. Although many of these variations
affect the overall tagging efficiency, most had little effect on
the energy or polar angle dependence, and no variation af-
fects the conclusions below. The largest contributions to the
error arose from the measurement uncertainties on the prob-
ability for gluon splitting into bb¯ ~which dominates around
xg;0.5) or cc¯ ~which dominates for xg.0.7).
All uncertainties were conservatively assumed to be un-
correlated and were added in quadrature in each bin of xg
and cos ug . In any bin the systematic error is typically much
smaller than the statistical error. The data points with their
total error bars are shown in Figs. 3, 4, 5, 6, 7, 8; the data are
listed in Tables III and IV. In addition, as cross-checks, for
each algorithm the ycut value and the M pt cut were varied
around their respective default values; in no case did our
conclusions change.
IV. COMPARISON WITH QCD PREDICTIONS
We compared the data with perturbative QCD predictions
for the respective jet algorithm and y cut value. We calculated
leading-order ~LO! and next-to-LO ~NLO! predictions using
JETSET. We also derived these distributions using the ‘‘parton
shower’’ ~PS! implemented in JETSET; this is operationally
equivalent to a calculation in which leading and next-to-
leading ln yc terms are partially resummed to all orders in
as . In physical terms this allows events to be generated with
multiple orders of parton radiation, in contrast to the maxi-
mum number of 3 ~4! partons allowed in the LO ~NLO!
calculations, respectively. Configurations with >3 partons
are relevant to the observables considered here since they
may be resolved as 3-jet events by the jet-finding algorithm.
These predictions are shown in Figs. 3, 4, 5, 6, 7 and 8.
In the case of the cos ug distributions the three calcula-
TABLE V. Best-fit k values and 95% C.L. limits.
Jet algorithm k x2 ~10 bins! 95% C.L. limits
JADE 20.00860.026 15.9 20.058,k,0.043
Durham 0.02060.043 21.8 20.065,k,0.106
E 20.00560.028 13.6 20.060,k,0.050
E0 20.00660.027 15.6 20.060,k,0.047
P 20.00260.025 31.7 20.052,k,0.047
Geneva 20.00660.026 24.4 20.056,k,0.045
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tions are indistinguishable and they reproduce the data. For
clarity we show in Figs. 3, 4, 5, 6, 7, and 8 only the PS
calculations. We conclude that the cos ug observable is insen-
sitive to the details of higher order soft parton emission.
In the case of xg , for the JADE, E, E0 and P algorithms
the LO calculation reproduces the main features of the shape
of the distribution, but it yields too few events in the region
0.2,xg,0.5, and too many events for xg,0.1 and xg
.0.6. The NLO calculation shows qualitatively similar be-
havior, although it reproduces the data noticeably better, es-
pecially for xg.0.6. In the case of the JADE, E and E0
algorithms the PS calculation provides the best description of
the data across the full xg range, although it tends to under-
estimate the height of the kinematic peak; in the case of the
P algorithm the PS calculation is slightly worse than the
NLO calculation. These results suggest that the data are sen-
sitive to multiple orders of parton radiation, the details of
which need to be included in the perturbative QCD calcula-
tion. This is in agreement with our earlier inclusive measure-
ment of jet energy distributions ~for the JADE algorithm
only! using flavor-inclusive Z0 decays @19#.
In the case of xg defined using the Geneva algorithm ~Fig.
8!, there are clear differences among the three calculations,
but the NLO calculation reproduces the data best. Finally, in
the case of the Durham algorithm ~Fig. 4!, the differences
among the three calculations are relatively small, and both
the NLO and PS calculations provide a good description of
the data. This is consistent with the original motivation for
the Durham algorithm @20#, which was explicitly designed to
yield a jet structure that is relatively insensitive to the pres-
ence of additional soft partons.
We conclude that perturbative QCD in the PS ~JADE,
Durham, E, E0 algorithms! or NLO ~P, Durham, Geneva
algorithms! approximation reproduces the gluon distributions
in bb¯g events. However, it is interesting to consider the ex-
tent to which anomalous chromomagnetic contributions are
allowed by the data. The Lagrangian represented by Eq. ~1!
yields a model that is non-renormalizable. Nevertheless tree-
level predictions can be derived @11# and used for a ‘‘straw
man’’ comparison with QCD. For each jet algorithm, in each
bin of the xg distribution, we parametrized the leading-order
effect of an anomalous chromomagnetic moment and added
it to the PS calculation to arrive at an effective QCD predic-
tion including the anomalous moment at leading-order. A x2
minimization fit was performed to the data with k as a free
parameter. The corresponding k and x2 values are shown in
Table V. In all cases k is consistent with zero. For each
algorithm the confidence level of the fit is smaller than the
confidence level based on the x2 for the comparison with the
standard PS calculation. We conclude that our data show no
evidence for any beyond-QCD effects, and we set 95%
confidence-level ~C.L.! limits on k; these are shown in Table
V. Since the results are highly correlated, we quote best lim-
its on k using the JADE algorithm, yielding 20.058,k
,0.043 at the 95% C.L.
V. CONCLUSION
In conclusion, we used the precise SLD tracking system
to tag the gluon in 3-jet e1e2→Z0→bb¯g events. We stud-
ied the structure of these events in terms of the scaled gluon
energy and polar angle, measured across the full kinematic
range. We compared our data with perturbative QCD predic-
tions and found that beyond-LO QCD contributions are
needed to describe the energy distribution. We also investi-
gated an anomalous b-quark chromomagnetic moment, k,
which would affect the shape of the energy distribution. We
set 95% C.L. limits of 20.06,k,0.04. These results are
consistent with, more precise than, and supersede those in
our earlier publication @8#.
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