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mass spectrometry – method used to analyze the elemental composition of molecules. 
The molecules are first split into ions by an ion source and then a detector is 
used to measure the abundances of each ion based on its mass-to-charge ratio 
(Corral & Pfister, 2005) 
 
mass-to-charge ratio –  a physical quantity denoting how much is a given ion affected by 
an electromagnetic field (Corral & Pfister, 2005) 
 
speedup – speedup of a parallel computation is defined as Sp = T/Tp [2], where T is the 
sequential time of a problem and Tp is the parallel time to solve the same 
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Proteomics is the study of the structure and behavior of proteins. In order to 
perform this kind of an analysis, proteins are broken down into their constituent 
peptides, and values of different parameters are recorded. The amount of this kind of 
data collected is very large, and therefore analysis of this data becomes time-consuming. 
To overcome this issue, there have been several software developed for processing 
protein data.  
With a large number of software solutions available in the market, the decision 
about which one to use is hard for the end-user. The expectations from such a software 
for each user vary. Apart from the end-users, there are software developers working on 
improving the quality of the existing software by implementing suitable optimization 
techniques. This study therefore proposes a comparison framework for software 
solutions for proteomics that will benefit the readers by providing all the information 







CHAPTER 1. INTRODUCTION 
1.1 Scope 
Proteomics is the large-scale study of proteins and involves the study of the 
variations in protein behavior, the structure of protein molecules, and the factors 
affecting these in order to better understand cellular processes (Bhayani and Springer, 
2014). In order to study proteins in a particular protein sample, the sample needs to be 
analyzed. One of the methods of doing this is through the use of a Mass Spectrometer.  
The data obtained from a Mass Spectrometer is analyzed in order to perform protein 
identification and quantification. This analysis can be performed using one of the many 
software solutions built for this purpose.  
The different software solutions for proteomics have been developed to meet 
different needs and follow different algorithms. Some examples include MaxQuant and 
X!Tandem among others. These software solutions are used widely, and ongoing 
research seeks to improve the speed of the software and the accuracy of results. This 
research involved a study of the different proteomics software in the market, and the 
various improvements that have been implemented in the software products. This study 
will help researchers looking for a software solution for proteomics experiments based 





speed of these software solutions by providing information about the various 
techniques employed in the past, and the results observed. This study also proposes a 
framework for comparison of software solutions for proteomics, which will enable end-
users to choose the appropriate software more conveniently. Apart from being useful to 
the end-users, this study also organizes information better so that other software 
developers can better and more easily identify the gaps and advantages in the existing 
software solutions, thus helping to build better software products. 
In this research, a select few frequently used software solutions for proteomics 
were studied and compared. The different optimization techniques applied to these 
software solutions were analyzed based on certain variables. 
 
1.2 Significance 
The early detection of cancer is crucial to its effective treatment. We can use 
biomarkers to predict the presence of disease before the manifestation of its physical 
symptoms. As protein activity differs under different conditions, proteomics helps to 
identify biomarkers that indicate the presence of certain proteins or help to quantify 
protein expression levels. However the effective use of biomarkers for prediction 
requires researchers to first identify and quantify said biomarkers, and to achieve this 
naturally requires the analysis of data related to proteins. Such analysis is 
computationally intensive due to the volume of data that needs to be processed, and 
hence reducing computational time will enable quicker production of results. Obtaining 





researchers to accomplish more in the same period of time. 
Certain software will process a certain dataset in a certain amount of time, in a 
certain environment. For a given environment and conditions, one software solution 
might work better than others. Furthermore, optimization in a particular software 
product may show better results in a particular hardware setup than in others. 
Therefore, performing an analysis of these optimization techniques applied to the 
different software solutions in multiple hardware setups is a worthwhile endeavor. This 
study will help other researchers involved in proteomics to identify a software solution 
most suitable for their needs. The study will also help researchers working on the 
optimization of proteomics software to see the work that has already been done, and 
the extent to which the implemented techniques have had an impact on the 
performance of the software products. Furthermore, the proposed framework for 
comparison of software solutions for proteomics brings with it potential for 
standardization in the organization of the relevant information. 
 
1.3 Research Question 
 What are the differences in performance when optimization techniques are 








The assumptions of this study are: 
1. The LC-MS data was created accurately by the instruments and collected 
correctly. 




The limitations of this study are: 
1. The hardware resources available to the researcher limit the study. 
2. The study is limited by the availability of software solutions for proteomics. 
 
1.6 Delimitations 
1. The study only focuses on a comparison of the various software solutions, and 
does not attempt to improve the algorithms in any way. 
2. The study only compares a select few software solutions that are readily 
available online for public use. 
3. The study deals with only those software solutions that are comparable to each 
other due to the same optimization model used, or due to similar algorithms 





CHAPTER 2. REVIEW OF RELEVANT LITERATURE 
Proteomics has myriad applications today including the identification of 
biomarkers for diseases, diabetes research and the study of autoimmune diseases. With 
such important applications, any steps in the process of reaching the goal that can be 
performed faster will greatly help researchers do their work with more efficiency. 
Several software solutions such as X!Tandem, MaxQuant, and Pep-Miner are used for 
analysis of proteomics data. Thus, an exploration and comparison of optimization 
techniques applied to these software solutions is very worthwhile. 
 
2.1 Approach to this review 
This review starts with an overview about proteomics, proteomics data, 
quantitative proteomics, and an introduction to the software solutions for quantitative 
proteomics. The optimization techniques applied to the different software solutions are 
discussed, and the environments in which they operate are described. Finally, a 






Proteomics is the large-scale study of proteins in order to study their structure 
and behavior (Patterson & Aebersold, 2003). The primary aim of proteomics has been to 
study cells or tissue types, or in some cases, entire proteomes (Nesvizhskii, 2007). 
According to Hoog and Mann (2004), proteomics tries to determine the protein 
expression levels along with structure, modifications, localization, and interactions 
between proteins. The field has a variety applications in various areas such as cancer 
biomarker discovery, nutrition research, diabetes research, neorology, study of 
autoimmune diseases, and many more (Abhilash & Tech, 2009). Several proteomics 
technologies such as matrix-associated laser desorption ionization (MALDI), Isotope-
coded affinity tags, Liquid Chromatography – Mass Spectrometry/Mass Spectrometry 
(LC - MS/MS), Imaging MS, Electrophoresis, etc. have been used in the past (Srinivas, 
Verma, Zhao, & Srivastava, 2002). The software solutions discussed in this research use 
data obtained from a mass spectrometer as their input, and therefore this method is 
discussed next. 
 
2.3 Quantitative Proteomics Using Mass Spectrometry 
Mass spectrometry in proteomics involves the analysis of a protein sample. In 
this process, the sample is broken down into its constituent peptides, and these 





about - among others - the mass, charge, intensity and retention time values of the 
peptides in the sample (Srinivas, Verma, Zhao, & Srivastava, 2002). 
Earlier, studies related to protein expression usually focused on a small set of 
proteins due to the lack of tools that could efficiently analyze large sets of proteins (Ong, 
Foster, & Mann, 2003). With the advent of mass spectrometry in the field of proteomics, 
the amount of data that can be produced and analyzed has greatly increased. Therefore, 
automated methods of performing this analysis are more frequently used. 
There are several methods of performing protein quantification. According to 
Mueller et al., there are three conceptually different methods to perform quantitative 
LC-MS experiments: Spectral counting, differential stable isotope labeling, and using an 
ion current in label-free LC-MS calculations.  
Quantitative proteomics can be performed faster with software that can perform 
the quantification and identification of proteins/peptides, which is why a large number 
of software solutions exist today to fill this need. Proteomics studies usually involve a 
large number of LC/MS measurements and thus require considerable computational 
resources to complete data analysis within a reasonable amount of time. 
 
2.4 Software Solutions for Quantitative Proteomics 
Proteomics has been practiced since the early 1970s. The official term was, 
however, coined in the year 1994 (Patterson & Aebersold, 2003). In the early 2000s, a 





of the tools relevant to this research are described in this section. The tools in this 
research are so chosen due to their availability for public use, as well as the work that 
has been done for optimization of these tools. 
 
2.4.1 MaxQuant 
MaxQuant is a software solution for the purpose of analyzing proteomics data 
obtained from a mass spectrometer. The software itself was developed at the Max 
Planck Institute in the early 2000s. The software was written in C#, an object-oriented 
programming language. MaxQuant allows the user a lot of flexibility in terms of the 
parameters entered for data analysis. According to Cox and Mann (2008), the results 
produced by the software are highly reliable. However, the processing time for large 
samples with a large number of peptides is long and can take several hours at a time 
(Neuhauser, Nagaraj, McHardy, Zanivan, Scheltema, Cox, & Mann, 2013). 
 
2.4.2 X!Tandem 
X!Tandem was initially developed and released in the year 2003, and was called 
‘TANDEM’. The source code is in the C++ programming language and works across 
several platforms such as Windows, Linux and OS X. (Craig & Beavis, 2004). Craig and 
Beavis published another paper in 2003 in which they discuss an algorithm to improve 
the speed of matching protein sequence with tandem mass spectra. This algorithm aims 





of common experimental conditions, and improvements in spectrum scoring and 
statistical models. It was written in such a way that relatively modest computing 
resources could perform scoring and protein matching in reasonable time (Craig & 
Beavis, 2003). In their results, they discuss the speedup obtained by their algorithm. 
However, they do not mention the exact time taken by the software for processing the 
samples. 
 
2.5 Optimization of Software Solutions for Proteomics 
To address the need for faster software solutions for quantitative proteomics, 
researchers have used various techniques to obtain speedup in existing software 
solutions. This section discusses these techniques and provides an overview about each.  
Before you convert to PDF, carefully review our Sample Thesis Pages and our Formatting 
Checklist, and then double check the formatting of your entire document, page by page.  
 
2.5.1 Parallel Implementations of Proteomics Software 
X!Tandem is a frequently used software solution for quantitative proteomics. 
Several attempts have been made to obtain a speedup in X!Tandem using different 
techniques. An exploration of these techniques follows next. 
Duncan et al developed an algorithm called ‘Parallel Tandem’ that combines the 
X!Tandem algorithm with a parallel computing environment. They propose using 






Message Passing Interface (MPI) in order to reduce the time taken to correlate tandem 
mass spectra to protein sequences in the database (Duncan, Craig, & Link, 2005). In this 
method, a file of mass spectra is divided into smaller files containing equal number of 
spectra. The number of files is predetermined. These files are then processed in parallel, 
i.e. compared against the database in parallel. Finally, the results are combines into an 
output file that is made available for viewing through a web interface. 
The researchers used one front-end dual processor node, and 20 back end dual 
processor nodes for developing and testing the software. The other specifications can 
be found in their paper. With this setting, Parallel Tandem produced impressive results. 
Using a single processor to perform a sequential search of 24000 spectra against a 6400-
entry database, the parallel software took 37 times less time for processing (Duncan, 
Craig, & Link, 2005). By varying the number of processors, they able to observe different 
degrees of speedup. 
Another approach to optimizing the X!Tandem algorithm is the X‼Tandem 
algorithm proposed by Bjornson et al. The X‼Tandem uses the same algorithm as 
X!Tandem, but allows multithreading on multiple processors such that a single thread of 
execution runs within each processor. The researchers use a copy of the program on 
each of the processors. However, each processor only works on a certain range of 
spectra. Therefore, this works similar to Parallel Tandem without the overhead of 
creating new input files for processing (Bjornson, Carriero, Colangelo, Shifman, Cheung, 






In the same vein, Pratt et al developed an algorithm called ‘MR-Tandem’ that 
uses Hadoop MapReduce on Amazon Web Services to introduce parallelization to 
X!Tandem and to reduce its computational time. The researchers use Hadoop instead of 
MPI because of the fault tolerance that Hadoop supports (Pratt, Howbert, Tasman, & 
Nilsson, 2012). MR-Tandem is implemented using Python. The python script works with 
Amazon Web Services (AWS) Elastic MapReduce (EMR) or any other clustering 
environment. MR-Tandem makes use of the MapReduce paradigm for parallel data 
processing.  
MapReduce is a programming model for processing large datasets with little 
data dependency. The model consists of mapping a set of key/value pairs to get a set of 
intermediate key/value pairs, and finally reducing these intermediate values to get the 
final result (Dean & Ghemawat, 2008). MapReduce has recently been applied to a 
number of “big data” problems with good results. Big data applications are those that 
usually have a lot of data processing involved. In the data intensive portion of X!Tandem, 
such as the peptide matching phase, introducing MapReduce can make the data 
processing faster. 
Using a small AWS cluster, Pratt et al observed that X‼Tandem worked 
approximate 20 times faster than MR-Tandem. However, the fault tolerance supported 
by MR-Tandem is not supported by X‼Tandem. MR-Tandem requires simple 
modifications to the source code, as compared to Parallel Tandem. MR-Tandem was 






FASTA file with 52415 proteins (Pratt, Howbert, Tasman, & Nilsson, 2012). Therefore, 
MR-Tandem provides some advantages over the other existing parallel implementations 
of X!Tandem, but does not show an equal degree of speedup.  
This section has so far focused on the optimization techniques that have been 
applied to X!Tandem. Another frequently used software is MaxQuant. The software was 
developed by researchers at the Max Planck Institute. The code has been written in C#. 
Neuhauser et al state that the software supports multithreading and thus supports a 
semiparallelized software instance. However, this only works on a single machine with 
one or more processors. In the modified version of the software, compatibility to work 
over a cluster has been added to the software. Therefore, MaxQuant can run on a 
cluster and thus take advantage of parallelization to reduce the time taken for 
processing samples. In order to make the software work on a cluster, a job manager was 
added to the software that distributes the tasks over the nodes of the cluster. The 
various steps of the algorithm are broken down into task groups that can be executed in 
parallel. The researchers tested their method on a Windows cluster containing 44 nodes 
containing Intel Xeon E5540 processors with 24 GB RAM. They also used a standalone 
computer for benchmarking that contains an Intel i7 processor with 16 GB RAM. They 








2.5.2 Clustering Approach 
Tandem mass spectrometry results in the production of a large amount of data 
that is difficult to analyze. Beer et al use the clustering of spectra to reduce the data to a 
manageable size. The spectra are clustered based on the degree of similarity that they 
display. In the tool Pep-Miner, similarity is calculated by using a normalized dot product. 
Using clustering, the researchers were able to get similar peptide spectra in the same 
cluster, and then use representative spectra to search against the database. Although 
the quality of the clustering algorithm is good, i.e., no cluster contained unrelated 
spectra, the speedup obtained in the peptide search operation has not been quantified 
for Pep-Miner (Beer, Barnea, Ziv, & Admon, 2004). Therefore, a study to measure the 
time taken by Pep-Miner for processing a given sample will be useful. 
Similarly, MS-Clustering uses clustering to reduce the number of peptides to be 
searched against the database. Frank et al base their MS-Clustering algorithm on the 
Pep-Miner algorithm. However, they introduce certain optimizations in the original 
algorithm to make MS-Clustering faster. 
 
2.6 Summary 
This chapter provided an overview of the various parallelization techniques that 
have been applied to proteomics software. Relevant techniques for the analysis of 
proteomics data were also discussed. Some of these techniques were studied for their 






techniques w made to gauge which technique is the most useful in a particular 








CHAPTER 3. METHODOLOGY 
3.1 Research Framework and Question 
The aim of this research was to explore the different optimization techniques 
applied to software solutions for proteomics and to summarize the results obtained 
in the form of a comparison. The result of the study includes a comparison of 
runtimes of the optimized software solutions. The study also provides a gist of the 
environments supported by the different software solutions and supportability for 
scaling up the system in terms of the number of processors used. 
The software solutions compared were: 
1. X!Tandem 
2. X!! Tandem 
Therefore, the study involved executing the different software solutions on 
certain test input samples. The samples have different number of spectra. The 
number of processors was gradually increased from 1 to “n” where “n” depends 








In this study, two out of the seven software solutions have been chosen for 
studying the execution time, namely X!Tandem and X!!Tandem because these 
software solutions are different optimizations of the same algorithm. Both software 
solutions can be installed in a Linux environment and use the same input file format. 
Therefore, they can be used in the same execution environment, using the same 
input sample files. Thus, there is uniformity in the independent variables of the 
study, which leads to a reduction of variance due to these factors in the dependent 
variable – the execution time.  
The other software solutions were not used for this analysis because of the 
operating system required (Windows versus Linux) or due to the dissimilar input 
formats required (mzXML versus DTA or PKL or MGF).  
 
3.2 Sampling 
The data used in this research was obtained from a public proteomics data 
archive/repository. The software solutions were given different sample input files 
that contain different number of spectra. The performance of each of the different 
software solutions for each sample file was noted. In the research previously 
conducted by Kapp et al and in another study conducted by Mueller et al, a single 
sample is processed by a mass spectrometer, and the resulting data file containing 
the spectra is used for analysis of the performance of various algorithms. This study 
used more than one sample file to observe any changes in performance of the 







sample size, first the population must be identified. The population size would be 
the number of different possible peptides that could be present in the given sample. 
As this number could be greater than 50,000, which is statistically an infinite 
population, the sample size can be calculated using the formula for an infinite 
population (Godden, 2004). However, an infinite population will result in a very high 
sample size that does not fit well with this particular quantitative study. For this 
research, the only requirement is some variation in the number and kind of spectra 
present in the sample files. Another important consideration while selecting the 
sample size is the amount of time required for each test as well as the number of 
tests to be conducted.  
In this study, eighteen sample files have been used. The samples processed 
by the files have been gradually increased in size, starting with two input files and 
ending with eighteen input files, in increments of two. The numbers have so been 
chosen to study the effect of varying sample size on the execution time of the 
software. 
The data has been obtained from the Proteomics Identifications database 
(PRIDE), which is a public data repository for proteomics. The data obtained was in 
the RAW data format and was later converted into the Mascot Generic File (mgf) 
format using the MS2MZ software. The software allows for the integration of several 
raw data files into a single mascot generic file. The spectra within the files can then 







The other facet of this thesis deals with developing a framework for the 
comparison of software solutions. The framework proposed in this thesis is based 
upon previous studies, and the relevant literature has been cited as such. 
 
3.3 Data Format 
The data used for the tests is in the mgf format. Figure 3.1 and Figure 3.2 show a 
sample of what the data looks like. 
 









Figure 3.2.  Sample input file – Body of the file. 
 
The software are executed through the command line. The command line 
parameter to the software is an Extensible Markup Language (XML) file that contains 
a number of parameters to the software, including the path to the mascot generic 
file. The XML file also contains the path for another XML file that contains values for 
the default values for some variables in the software. The default database FASTA 









Two software solutions were tested using these eighteen sample data files. 
Furthermore, the number of processors was gradually increased from one to thirty-
two, in increments of four, to observe the effect of doing this on the performance of 
the software solutions. The number of input files were increased from two to 
eighteen, in increments of two. Thus, for two software solutions processing 9 
different input samples on 9 different processor configurations, the number of 
executions for all the software solutions is 2x9x9. In order to maintain reliability of 
results in this research, the runs were replicated. For each combination of software, 
number of processors and number of input files, the execution time was calculated 
thrice.  
In order to do this, the two software were obtained from the official sources. 
Then, they were installed in the researcher’s home directory on the Conte 
supercomputing environment provided by Information Technology at Purdue 
University. The documentation packaged with the software was used for reference 
during installation. Each software was compiled from its source code after modifying 
the Makefile, written in C++, to ensure compatibility with the environment in which 
it was compiled. Then, the executable file created from this process was used for 
running the software. 
Essentially, the test environment initially had two samples being processed 
by the software, which were run on a single processor. Then, the number of 







execution and perform the peptide matching was noted for each run. This was done 
for different numbers of samples and the speeds were observed again. This was 
repeated for all the software solutions being studied. 
Once all this data is collected, the data from all the test runs was analyzed to 
determine the observed best combination of number of samples and number of 
processors to be used together. The analysis also looks at the most suitable 
environment for each software product, and the kind of inputs for which the 
particular solution works best. 
The data analysis performed is the three-way analysis of variance (ANOVA) 
test, also called the factorial ANOVA or the three-way-between-subjects ANOVA. 
This study tried to determine whether the three independent variables (software, 
number of cores, and number of input files) have an effect on the dependent 
variable (execution time). The three-way ANOVA helps to do exactly this. The 
assumptions for this test are that there is one continuous variable – in this case, the 
execution time – being measured, three categorical independent variables, and the 
observations are independent, i.e. not related to one another. As these basic 
assumptions are satisfied, the three-way analysis of variance is viable. 
 
3.5 Hardware Specifications 
All the tests in this study have been conducted using the Conte community cluster at 
Purdue University. The detailed hardware specifications of each node are as follows: 







 Cores: 16 
 Memory: 64 GB 
 Interconnect: 40 Gbps FDR10 Infiniband 
Conte nodes run Red Hat Enterprise Linux 6. They use Moab Workload Manager and 
TORQUE Resource Manager as the portable batch system for resource and job 
management. All jobs were submitted to the Conte cluster in the form of shell 
scripts. In total, 32 cores were used at the upper limit. The shell script used is shown 
in Figure 3.3. Interested readers can find a sample PBS script file in Deshpande’s 












 This chapter provides a basic framework for the methodology to be followed 
in this research. An overview of the research framework, sampling and test 







CHAPTER 4. DATA ANALYSIS AND RESULTS 
This chapter discusses the details of analysis of the data obtained by running 
the two software. 
 
4.1 Three – Way ANOVA 
As mentioned before, seven software solutions have been selected in order 
to perform a comparison. Out of those, two software solutions have been chosen for 
performing a study related to the effect of varying number of processors and input 
samples on the execution time of the software.  
A three-way analysis of variance (ANOVA) was conducted on the collected 
data. The software Statistical Packages for the Social Sciences (SPSS) owned by IBM 
was used for performing the statistical analysis. The data was examined to see if the 
number of files, number of cores and the software used had any effect on the 
execution time. A significance level of 0.05 or 5% was used for this analysis. This 
means that on repeating the experiment over and over again the results that are 
obtained have a chance of being true 95% of the times. The value of alpha chosen 
for the analysis was adequate for this experiment and a lower significance level was 







significance level of 0.05 essentially means that if the p-value > 0.05 then the results 
obtained are not statistically significant and vice versa. Before conducting the 
ANOVA test, three pretests were conducted to determine whether the data matches 
the requirements or assumptions of a three-way ANOVA. The two primary 
requirements from the data are as follows: 
 There should be no significant outliers present in the data 
 The approximately normal distribution of the dependent variable 
In order to check that the first assumption was not violated a simple boxplot was 
used to check the data for outliers. A total of 162 boxplots were checked. Each 
boxplot represented values for three iterations for each combination of software 
type, number of processors and number of input files. There were not outliers in the 
data, as assessed by the inspection of the boxplot for values greater than three box-








Figure 4.1.  Boxplot for Software: X!!Tandem, No. of File: 12, No. of Cores: 8 
 
 
The second assumption was checked using a Shapiro-Wilk’s Test. The Shapiro 
Wilk’s Test is commonly used to test for normality of a sample. It checks if the 
sample being tested comes from a normally distributed population. The test uses 
the null hypothesis, H0: Population of the sample is normally distributed. If the p-
value obtained from the test is less than 0.05 (the significance level) we reject the 
null hypothesis. As for the boxplot, 162 p-values were checked to determine if the 







Of the 162 p-values, 161 values were greater than 0.05, which means that 
99.38% of the data was normally distributed. One p-value of p = 0.026 was obtained 
which indicated that the data being checked was not normally distributed. The 
researcher decided to ignore this violation of the assumption because ANOVA’s are 
regarded to be relatively robust and tolerant towards deviations from normality. As 
an added precaution, the data was also assessed for normality by visual inspection 
using Normal Q-Q plots. 
 
Figure 4.2.  Normal Q-Q Plot for Software: X!Tandem, No. of Files: 6, No. of Cores: 1 
 


















Figure 4.4.  Output Plot for X!!Tandem 
 
A visual inspection of both the output plots shows us that all the lines appear 
to be almost parallel to each other. This means that there does not appear to be any 
two-way interaction between the number of files and the number of cores on the 
execution time. Because these two-way interactions are based on portions of a 
three-way ANOVA, they are called simple two-way interactions. Based on the 
observation made in the two-way interaction between number of files and number 
of cores for both software we can assume that it is unlikely that there will be a 







Table 4.1.  Result of the three-way ANOVA 
Tests of Between-Subjects Effects 
Dependent Variable:   Execution_Time   
Source 
Type III Sum of 
Squares df Mean Square F Sig. 
Corrected Model 87751043.941a 161 545037.540 352.121 .000 
Intercept 146816385.127 1 146816385.127 94850.637 .000 
Software 621106.486 1 621106.486 401.265 .000 
No_of_Files 86743841.554 8 10842980.194 7005.101 .000 
No_of_Cores 10119.461 8 1264.933 .817 .588 
Software * No_of_Files 166012.839 8 20751.605 13.407 .000 
Software * No_of_Cores 8534.425 8 1066.803 .689 .701 
No_of_Files * No_of_Cores 100491.365 64 1570.178 1.014 .453 
Software * No_of_Files * 
No_of_Cores 
100937.812 64 1577.153 1.019 .444 
Error 501509.638 324 1547.869   
Total 235068938.706 486    
Corrected Total 88252553.579 485    
a. R Squared = .994 (Adjusted R Squared = .991) 
 
From Table 4.1, the row Sofware*No_of_Files*No_of_Cores is observed to 
check for three-way interaction. It can be concluded that there is no statistically 
significant three-way interaction between type of software, number of files and 
number of cores, F(64, 324) = 1.019, p= 0.444. Here, F indicates an F-distribution 
comparison, 64 represents the degrees of freedom for the three-way interaction 







the F-value and p=0.444 indicates the probability of obtaining the observed F-value 
if the null hypothesis is true. 
Further inspection of the rows in the table indicates that there is no two way 
interaction between Software*No_of_Cores, F(8, 324) = 0.689, p= 0.701 or even 
between No_of_Files*No_of_Cores, F(64, 324) = 1.014, p= 0.453. There does seem 
to be a statistically significant interaction between Software*No_of_Files, F(8, 324) = 
13.407, p= 0.00, because the value of p < 0.05. 
 
4.2 Descriptive Statistics 
Apart from the three-way ANOVA to study whether the interaction between the 
three independent variables has an effect on the dependent variable, descriptive 
statistics analysis was also performed. Figure 4.5 depicts the pictorial representation 
of the execution time for two input files over different numbers of processors for 
both software in the form of a line graph. X!!Tandem performed the computations 
much faster in this case than X!Tandem. On the other hand, the execution time for 
X!!Tandem is bigger for thirty-two files, as seen in Figure 4.6. 
Average execution times for the two software with two, ten and eighteen can be 
observed in Tables 4.2, 4.3, 4.4, 4.5, 4.6 respectively. All the executions times are 









Table 4.2.  Average execution time when two input files were used. 









1 29.357 1 25.624 
4 29.007 4 25.625 
8 29.043 8 25.744 
12 29.026 12 25.520 
16 28.976 16 25.844 
20 29.190 20 25.813 
24 29.348 24 26.139 
28 29.066 28 26.559 




















1 496.299 1 403.297 
4 507.605 4 438.115 
8 485.091 8 415.581 
12 516.958 12 436.095 
16 503.138 16 417.063 
20 509.929 20 429.650 
24 515.878 24 401.116 
28 494.531 28 392.879 




















1 1390.022 1 1196.692 
4 1361.007 4 1217.250 
8 1383.149 8 1302.136 
12 1380.267 12 1297.179 
16 1346.704 16 1321.767 
20 1381.227 20 1247.007 
24 1371.453 24 1261.370 
28 1287.902 28 1219.362 







CHAPTER 5. CONCLUSION AND DISCUSSIONS 
5.1 Conclusion 
The aim of this study was to propose a comparison framework for software 
solutions related to proteomics because of the multitude of available options today. 
In order to develop a comparison framework, past studies related to software 
comparisons were consulted. Mueller et al provided a comparison of 21 different 
software solutions using parameters such as the supported operating systems, the 
types of input formats accepted, the type of MS instruments tested, the 
type/language of the software, the website for downloading the software and 
whether the software accepts MS/MS data. Codrea et al performed a study of tools 
for processing proteomics data. Their study focused on studying the tools from a 
user’s perspective.  The comparison deals with usability factors such as file formats 
used, whether the software is open source, the output format, ease of user 
interaction with the tool, modularity of usage and possibility of integration with 
other tools (Codrea, Jiménez, Heringa, & Marchiori, 2007). Cappadona et al discuss 
the challenges faced by current software solutions for processing proteomics data. 
One of the challenges mentioned is successful peptide identification. The 







studies conducted by Codrea et al and Mueller et al also discuss the features offered 
by the proteomics software solutions. 
In this study, the varied perspectives of previous research have been studied, 
and a comprehensive list of factors of comparison has been proposed. This study 
recommends the following parameters for comparison between software solutions 
for proteomics: 
 Supported operating systems  
 Input formats accepted by the software 
 Type of MS instruments supported 
 Cost of the software solution 
 Features offered 
 Scalability 
 Number of input files processed at a time 
 Execution time 
 Number of spectra identified by the software 
 Parallel processing capability 
 Software language 
 Whether the software is open source 
 Availability of the software solution 
The comparison framework proposed was applied to the seven software 



























































Table 5.6.  Comparison of the parameters of the software - 2 
Software 
Name 

































X!Tandem C++ Yes 
Parallel Tandem C++ Yes 
MR-Tandem C++, Python Yes 
 
In order to determine the optimum number of processors and input files, 







This comparison framework organizes the information relevant to the user so 
that the user can make decisions about which software to user for their specific 
purpose. This kind of a comparison will help end-users in making a decision about 
which software to use for protein data analysis. It will also help software developers 
to gauge which software solutions have scope for improvement, as well as, to an 
extent, the feasibility of making such an improvement. 
A part of the proposed framework is a comparison of execution times of the 
software solutions. The comparison of execution times for X!Tandem and 
X!!Tandem shows that there isn’t a significant effect of the interaction between the 
software type, the number of processors and number of input files on the execution 
times (p=0.444, i.e. P>0.05). Therefore, although Bjornson et al have developed a 
parallel software that uses OpenMPI to  decrease the execution time of the software, 
increasing the number of processors for faster processing of the data does not have 
a significant effect (p=0.701, i.e. p>0.05). Thus, performing such a comparison 
benefits the reader by showing the relationship between the different variables of 
the experiment, and thus allows the user to make decisions based on the results of 
prior experiments.  
Some recommendations while calculating execution times for the software 
include using the same hardware specifications for running the experiments for all 
the software solutions involved and taking measures to ensure that the software 







recommends using the same input samples for each respective run for all software 
solutions. 
 
5.2 Future scope 
This study calculated the execution times for the software solutions by 
varying the number of input samples, and the number of processors. However, it did 
not account for network latencies and other overheads in the calculation. This study 
assumed these factors to be constant for all the runs. In the future, these factors can 
be included in the calculation of the execution time.  
The performance of the algorithms or the quality of the results produced is 
not compared in this research, except for the number of spectra identified by the 
software solutions. Information regarding the quality of the results and the 
algorithm can be found in research conducted by Codrea et al, Palagi et al and Wu et 
al. However, future work related to the comparison framework should take the 
quality of results into consideration. 
Future work related to this study should also include a comparison between 




This chapter presented the most significant findings of this research and discussed 
the possible future directions for the work presented in this thesis.
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29.576 2 1 Xtandem 
29.466 2 1 Xtandem 
29.03 2 1 Xtandem 
28.999 2 4 Xtandem 
29.174 2 4 Xtandem 
28.849 2 4 Xtandem 
28.889 2 8 Xtandem 
29.321 2 8 Xtandem 
28.919 2 8 Xtandem 
28.908 2 12 Xtandem 
29.366 2 12 Xtandem 
28.803 2 12 Xtandem 
28.879 2 16 Xtandem 
29.144 2 16 Xtandem 
28.904 2 16 Xtandem 
28.732 2 20 Xtandem 
28.958 2 20 Xtandem 
29.88 2 20 Xtandem 
28.913 2 24 Xtandem 
28.981 2 24 Xtandem 
30.149 2 24 Xtandem 
28.761 2 28 Xtandem 
29.056 2 28 Xtandem 
29.381 2 28 Xtandem 
28.785 2 32 Xtandem 
29.092 2 32 Xtandem 
29.544 2 32 Xtandem 
113.463 4 1 Xtandem 
109.777 4 1 Xtandem 







114.615 4 4 Xtandem 






111.633 4 4 Xtandem 
108.708 4 4 Xtandem 
109.335 4 8 Xtandem 
110.515 4 8 Xtandem 
108.599 4 8 Xtandem 
109.318 4 12 Xtandem 
108.941 4 12 Xtandem 
108.978 4 12 Xtandem 
108.916 4 16 Xtandem 
108.692 4 16 Xtandem 
108.618 4 16 Xtandem 
108.709 4 20 Xtandem 
113.791 4 20 Xtandem 
118.277 4 20 Xtandem 
109.661 4 24 Xtandem 
108.599 4 24 Xtandem 
110.764 4 24 Xtandem 
117.524 4 28 Xtandem 
113.457 4 28 Xtandem 
112.681 4 28 Xtandem 
108.656 4 32 Xtandem 
114.44 4 32 Xtandem 
111.705 4 32 Xtandem 
217.559 6 1 Xtandem 
212.886 6 1 Xtandem 
207.48 6 1 Xtandem 
207.484 6 4 Xtandem 
226.698 6 4 Xtandem 
225.625 6 4 Xtandem 
221.241 6 8 Xtandem 
215.301 6 8 Xtandem 













208.361 6 12 Xtandem 
208.119 6 12 Xtandem 
213.518 6 12 Xtandem 
209 6 16 Xtandem 
223.311 6 16 Xtandem 
209.662 6 16 Xtandem 
207.661 6 20 Xtandem 
221.174 6 20 Xtandem 
214.147 6 20 Xtandem 
220.093 6 24 Xtandem 
223.206 6 24 Xtandem 
226.99 6 24 Xtandem 
207.969 6 28 Xtandem 
207.7 6 28 Xtandem 
208.024 6 28 Xtandem 
208.058 6 32 Xtandem 
208.761 6 32 Xtandem 
207.778 6 32 Xtandem 
333.289 8 1 Xtandem 
363.159 8 1 Xtandem 
332.008 8 1 Xtandem 
340.305 8 4 Xtandem 
361.711 8 4 Xtandem 
351.927 8 4 Xtandem 
332.149 8 8 Xtandem 
365.646 8 8 Xtandem 
371.292 8 8 Xtandem 
342.614 8 12 Xtandem 
352.572 8 12 Xtandem 
332.95 8 12 Xtandem 
354.42 8 16 Xtandem 
365.752 8 16 Xtandem 













331.74 8 20 Xtandem 
352.639 8 20 Xtandem 
342.202 8 20 Xtandem 
366.505 8 24 Xtandem 
333.299 8 24 Xtandem 
331.829 8 24 Xtandem 
361.966 8 28 Xtandem 
361.041 8 28 Xtandem 
362.186 8 28 Xtandem 
370.623 8 32 Xtandem 
332.589 8 32 Xtandem 
341.414 8 32 Xtandem 
529.112 10 1 Xtandem 
482.113 10 1 Xtandem 
477.672 10 1 Xtandem 
543.435 10 4 Xtandem 
485.059 10 4 Xtandem 
494.322 10 4 Xtandem 
484.96 10 8 Xtandem 
485.873 10 8 Xtandem 
484.439 10 8 Xtandem 
505.069 10 12 Xtandem 
533.148 10 12 Xtandem 
512.656 10 12 Xtandem 
480.622 10 16 Xtandem 
497.534 10 16 Xtandem 
531.259 10 16 Xtandem 
529.861 10 20 Xtandem 
512.494 10 20 Xtandem 
487.433 10 20 Xtandem 
535.531 10 24 Xtandem 
527.285 10 24 Xtandem 













481.228 10 28 Xtandem 
524.285 10 28 Xtandem 
478.081 10 28 Xtandem 
534.596 10 32 Xtandem 
530.968 10 32 Xtandem 
471.075 10 32 Xtandem 
748.497 12 1 Xtandem 
667.374 12 1 Xtandem 
742.673 12 1 Xtandem 
672.843 12 4 Xtandem 
672.096 12 4 Xtandem 
667.052 12 4 Xtandem 
668.895 12 8 Xtandem 
727.403 12 8 Xtandem 
667.961 12 8 Xtandem 
719.084 12 12 Xtandem 
696.353 12 12 Xtandem 
674.137 12 12 Xtandem 
671.884 12 16 Xtandem 
673.16 12 16 Xtandem 
672.022 12 16 Xtandem 
671.65 12 20 Xtandem 
689.939 12 20 Xtandem 
681.121 12 20 Xtandem 
673.085 12 24 Xtandem 
674.865 12 24 Xtandem 
672.101 12 24 Xtandem 
672.615 12 28 Xtandem 
671.615 12 28 Xtandem 
671.33 12 28 Xtandem 
673.042 12 32 Xtandem 
673.452 12 32 Xtandem 













869.362 14 1 Xtandem 
869.987 14 1 Xtandem 
855.916 14 1 Xtandem 
862.641 14 4 Xtandem 
855.472 14 4 Xtandem 
863.832 14 4 Xtandem 
865.538 14 8 Xtandem 
856.94 14 8 Xtandem 
868.441 14 8 Xtandem 
870.132 14 12 Xtandem 
962.244 14 12 Xtandem 
881.33 14 12 Xtandem 
944.788 14 16 Xtandem 
961.272 14 16 Xtandem 
859.678 14 16 Xtandem 
874.268 14 20 Xtandem 
869.951 14 20 Xtandem 
902.747 14 20 Xtandem 
934.615 14 24 Xtandem 
870.608 14 24 Xtandem 
965.12 14 24 Xtandem 
902.529 14 28 Xtandem 
861.837 14 28 Xtandem 
941.931 14 28 Xtandem 
961.656 14 32 Xtandem 
958.488 14 32 Xtandem 
882.426 14 32 Xtandem 
1190.021 16 1 Xtandem 
1078.141 16 1 Xtandem 
1170.102 16 1 Xtandem 
1066.77 16 4 Xtandem 
1077.925 16 4 Xtandem 













1088.827 16 8 Xtandem 
1077.54 16 8 Xtandem 
1080.526 16 8 Xtandem 
1075.351 16 12 Xtandem 
1174.6 16 12 Xtandem 
1187.235 16 12 Xtandem 
1148.574 16 16 Xtandem 
1069.026 16 16 Xtandem 
1079.784 16 16 Xtandem 
1182.308 16 20 Xtandem 
1093.578 16 20 Xtandem 
1077.273 16 20 Xtandem 
1076.941 16 24 Xtandem 
1211.255 16 24 Xtandem 
1062.744 16 24 Xtandem 
1177.139 16 28 Xtandem 
1196.84 16 28 Xtandem 
1119.235 16 28 Xtandem 
1172.606 16 32 Xtandem 
1092.262 16 32 Xtandem 
1083.157 16 32 Xtandem 
1432.62 18 1 Xtandem 
1462.473 18 1 Xtandem 
1274.973 18 1 Xtandem 
1434.099 18 4 Xtandem 
1354.705 18 4 Xtandem 
1294.216 18 4 Xtandem 
1300.084 18 8 Xtandem 
1414.679 18 8 Xtandem 
1434.683 18 8 Xtandem 
1437.424 18 12 Xtandem 
1290.872 18 12 Xtandem 













1315.281 18 16 Xtandem 
1429.073 18 16 Xtandem 
1295.757 18 16 Xtandem 
1420.478 18 20 Xtandem 
1291.667 18 20 Xtandem 
1431.535 18 20 Xtandem 
1415.739 18 24 Xtandem 
1423.635 18 24 Xtandem 
1274.986 18 24 Xtandem 
1292.974 18 28 Xtandem 
1293.725 18 28 Xtandem 
1277.007 18 28 Xtandem 
1388.784 18 32 Xtandem 
1399.723 18 32 Xtandem 
1322.53 18 32 Xtandem 
25.469 2 1 XXTandem 
25.907 2 1 XXTandem 
25.495 2 1 XXTandem 
25.871 2 4 XXTandem 
25.453 2 4 XXTandem 
25.551 2 4 XXTandem 
25.493 2 8 XXTandem 
26.165 2 8 XXTandem 
25.573 2 8 XXTandem 
25.466 2 12 XXTandem 
25.79 2 12 XXTandem 
25.303 2 12 XXTandem 
25.305 2 16 XXTandem 
26.838 2 16 XXTandem 
25.389 2 16 XXTandem 
25.802 2 20 XXTandem 
25.793 2 20 XXTandem 













25.66 2 24 XXTandem 
25.559 2 24 XXTandem 
27.197 2 24 XXTandem 
26.072 2 28 XXTandem 
26.242 2 28 XXTandem 
27.364 2 28 XXTandem 
25.555 2 32 XXTandem 
25.767 2 32 XXTandem 
27.972 2 32 XXTandem 
86.089 4 1 XXTandem 
87.809 4 1 XXTandem 
90.279 4 1 XXTandem 
89.059 4 4 XXTandem 
88.67 4 4 XXTandem 
87.82 4 4 XXTandem 
87.158 4 8 XXTandem 
95.151 4 8 XXTandem 
91.122 4 8 XXTandem 
90.456 4 12 XXTandem 
93.261 4 12 XXTandem 
85.969 4 12 XXTandem 
86.005 4 16 XXTandem 
86.745 4 16 XXTandem 
86.247 4 16 XXTandem 
86.117 4 20 XXTandem 
87.02 4 20 XXTandem 
90.264 4 20 XXTandem 
89.85 4 24 XXTandem 
87.026 4 24 XXTandem 
90.543 4 24 XXTandem 
86.999 4 28 XXTandem 
88.3321 4 28 XXTandem 













86.804 4 32 XXTandem 
87.991 4 32 XXTandem 
87.057 4 32 XXTandem 
165.842 6 1 XXTandem 
172.877 6 1 XXTandem 
166.051 6 1 XXTandem 
175.996 6 4 XXTandem 
165.023 6 4 XXTandem 
163.643 6 4 XXTandem 
171.07 6 8 XXTandem 
172.8 6 8 XXTandem 
166.034 6 8 XXTandem 
169.732 6 12 XXTandem 
168.606 6 12 XXTandem 
164.254 6 12 XXTandem 
165.285 6 16 XXTandem 
174.282 6 16 XXTandem 
180.993 6 16 XXTandem 
173.499 6 20 XXTandem 
164.493 6 20 XXTandem 
163.697 6 20 XXTandem 
175.804 6 24 XXTandem 
162.904 6 24 XXTandem 
164.282 6 24 XXTandem 
168.859 6 28 XXTandem 
162.965 6 28 XXTandem 
164.021 6 28 XXTandem 
165.936 6 32 XXTandem 
175.407 6 32 XXTandem 
180.919 6 32 XXTandem 
282.301 8 1 XXTandem 
265.914 8 1 XXTandem 













270.808 8 4 XXTandem 
279.385 8 4 XXTandem 
265.688 8 4 XXTandem 
288.288 8 8 XXTandem 
294.844 8 8 XXTandem 
266.014 8 8 XXTandem 
272.298 8 12 XXTandem 
294.238 8 12 XXTandem 
266.431 8 12 XXTandem 
281.618 8 16 XXTandem 
290.856 8 16 XXTandem 
279.611 8 16 XXTandem 
265.141 8 20 XXTandem 
272.528 8 20 XXTandem 
298.525 8 20 XXTandem 
265.405 8 24 XXTandem 
279.236 8 24 XXTandem 
271.613 8 24 XXTandem 
270.003 8 28 XXTandem 
266.41 8 28 XXTandem 
271.555 8 28 XXTandem 
283.173 8 32 XXTandem 
262.401 8 32 XXTandem 
292.092 8 32 XXTandem 
392.838 10 1 XXTandem 
412.143 10 1 XXTandem 
404.909 10 1 XXTandem 
442.438 10 4 XXTandem 
439.464 10 4 XXTandem 
432.443 10 4 XXTandem 
388.667 10 8 XXTandem 
458.983 10 8 XXTandem 













456.535 10 12 XXTandem 
448.827 10 12 XXTandem 
402.922 10 12 XXTandem 
396.692 10 16 XXTandem 
402.142 10 16 XXTandem 
452.356 10 16 XXTandem 
410.377 10 20 XXTandem 
431.173 10 20 XXTandem 
447.4 10 20 XXTandem 
404.957 10 24 XXTandem 
402.51 10 24 XXTandem 
395.881 10 24 XXTandem 
396.912 10 28 XXTandem 
400.9 10 28 XXTandem 
380.824 10 28 XXTandem 
396.724 10 32 XXTandem 
401.309 10 32 XXTandem 
446.933 10 32 XXTandem 
580.081 12 1 XXTandem 
639.568 12 1 XXTandem 
637.461 12 1 XXTandem 
563.803 12 4 XXTandem 
568.306 12 4 XXTandem 
638.637 12 4 XXTandem 
554.678 12 8 XXTandem 
543.057 12 8 XXTandem 
559.561 12 8 XXTandem 
648.011 12 12 XXTandem 
558.517 12 12 XXTandem 
569.491 12 12 XXTandem 
643.113 12 16 XXTandem 
537.13 12 16 XXTandem 













558.343 12 20 XXTandem 
628.539 12 20 XXTandem 
586.328 12 20 XXTandem 
555.783 12 24 XXTandem 
579.703 12 24 XXTandem 
526.181 12 24 XXTandem 
636.768 12 28 XXTandem 
625.624 12 28 XXTandem 
562.438 12 28 XXTandem 
654.259 12 32 XXTandem 
630.381 12 32 XXTandem 
584.532 12 32 XXTandem 
783.123 14 1 XXTandem 
759.473 14 1 XXTandem 
870.113 14 1 XXTandem 
781.255 14 4 XXTandem 
879.663 14 4 XXTandem 
758.731 14 4 XXTandem 
892.244 14 8 XXTandem 
748.683 14 8 XXTandem 
765.818 14 8 XXTandem 
748.321 14 12 XXTandem 
758.848 14 12 XXTandem 
796.387 14 12 XXTandem 
770.37 14 16 XXTandem 
727.487 14 16 XXTandem 
776.371 14 16 XXTandem 
882.434 14 20 XXTandem 
744.704 14 20 XXTandem 
894.595 14 20 XXTandem 
740.183 14 24 XXTandem 
793.496 14 24 XXTandem 













749.897 14 28 XXTandem 
752.151 14 28 XXTandem 
761.007 14 28 XXTandem 
795.829 14 32 XXTandem 
890.043 14 32 XXTandem 
750.544 14 32 XXTandem 
1107.647 16 1 XXTandem 
972.491 16 1 XXTandem 
1174.684 16 1 XXTandem 
1097.696 16 4 XXTandem 
923.223 16 4 XXTandem 
993.991 16 4 XXTandem 
1060.339 16 8 XXTandem 
929.312 16 8 XXTandem 
1079.037 16 8 XXTandem 
970.209 16 12 XXTandem 
972.798 16 12 XXTandem 
1004.166 16 12 XXTandem 
1188.692 16 16 XXTandem 
963.829 16 16 XXTandem 
983.569 16 16 XXTandem 
967.962 16 20 XXTandem 
917.592 16 20 XXTandem 
970.786 16 20 XXTandem 
990.843 16 24 XXTandem 
985.967 16 24 XXTandem 
974.467 16 24 XXTandem 
981.643 16 28 XXTandem 
979.928 16 28 XXTandem 
1023.214 16 28 XXTandem 
987.593 16 32 XXTandem 
930.797 16 32 XXTandem 













1181.381 18 1 XXTandem 
1223.886 18 1 XXTandem 
1184.81 18 1 XXTandem 
1233.28 18 4 XXTandem 
1237.01 18 4 XXTandem 
1181.459 18 4 XXTandem 
1214.537 18 8 XXTandem 
1459.735 18 8 XXTandem 
1232.136 18 8 XXTandem 
1281.5 18 12 XXTandem 
1222.168 18 12 XXTandem 
1387.868 18 12 XXTandem 
1241.214 18 16 XXTandem 
1282.455 18 16 XXTandem 
1441.631 18 16 XXTandem 
1156.928 18 20 XXTandem 
1260.043 18 20 XXTandem 
1324.05 18 20 XXTandem 
1242.656 18 24 XXTandem 
1235.114 18 24 XXTandem 
1306.339 18 24 XXTandem 
1203.02 18 28 XXTandem 
1222.582 18 28 XXTandem 
1232.483 18 28 XXTandem 
1230.159 18 32 XXTandem 
1263.672 18 32 XXTandem 
1485.414 18 32 XXTandem 
 
