In this paper, low-gain adaptive stabilization of infinite-dimensional undamped secondorder systems is considered in the case where the input and output operators are collocated. The systems have an infinite number of poles and zeros on the imaginary axis. The adaptive stabilizer is constructed by a low-gain adaptive PI controller (proportional plus integral controller). An energy-like function and a multiplier function are introduced and low-gain adaptive stabilization of the linear second-order systems is analyzed.
Introduction
In comparison with that of high gain feedback, the development of low-gain feedback design methodologies has attracted less attention. Recently, low-gain design techniques have been being developed for an increasing number of control problems [7] .
The advantage of adaptive control is that good control performance can be achieved even in the presence of various uncertainties. Non-identifier-based high-gain adaptive stabilization has been investigated [4] [5] [6] 10, 11, 13, 15, 19] . In the design of high-gain adaptive controllers, it is usually required that the system has no unstable zeros. On the other hand, non-identifier-based low-gain adaptive stabilization has been also investigated [12] [13] [14] 16] . Low-gain adaptive controllers require that the system is asymptotically stable.
A linear infinite-dimensional system described by a second-order differential equation without damping term has an infinite number of poles and zeros on the imaginary axis. The velocity feedback cannot asymptotically stabilize systems which have a pole at the origin.
In this paper, we consider the low-gain adaptive stabilization of infinitedimensional undamped second-order systems which may have a pole at the origin. The stabilizer is constructed by low-gain adaptive PI controllers. We introduce energy-like functions and a multiplier function. It is shown that the existence of the multiplier function with certain properties is essential to stabilize second-order systems.
System description
We are given two Hilbert spaces V and H , V ⊂ H , V dense in H , the injection being continuous [8, 18] . We can identify H with its dual H , and H with a dense subspace of the dual V of V , so that
where the injections are continuous and each space is dense in the following one. The inner products and the norms on V and H are, respectively, denoted
denotes the duality between V and V ; if f ∈ H , it coincides with the inner product in H .
Given T > 0 and u, z 0 , z 1 satisfying
we consider the system governed by the following second-order differential equation:
where u(t) ∈ R is the control input and y(t) ∈ R is the output. We assume that at least one of the initial functions z 0 and z 1 is not zero and the linear operator A is assumed to be defined on V with values in V , self-adjoint such that
In this case the system (1)-(3) may have a pole at the origin. The domain of A is defined by D A = {z ∈ H | Az ∈ H }. We thus have the following sequence
where the injections are continuous and each space is dense in the following one. For the operators B and C we assume that B ∈ L(R, V ) and C ∈ L(V , R). They are called unbounded input and output operators, because Ran(B) and Dom(C) do not coincide with the state space. Then CB is not well defined.
From this it can be seen that the system (1) with (2) has a unique solution z(t), z(t) for any finite t > 0 [18] , but the output Cż(t) may not be well defined. The system (1)-(3) will be well posed by feedback u(t) = −(1/k)B * ż (t) (k > 0) in a sense to be made clear in (9) [1, 20, 21] . Apply the nonadaptive feedback control for the system (1)
where the velocity feedback −(1/k)B * ż (t) (k > 0) will be made clear in a sense in (9) . Then the closed-loop system becomes
We assume that for any κ > 0 there exists α > 0 such that
Then the system (6) and (7) has a unique solution such that for any finite
We can reformulate the closed-loop system as a set of first-order equations. We introduce the product space Y = V × H as the state space. The system is equivalent to
The operator A κ with the domain
Since the operator A κ is a densely defined closed operator, and A κ and A * κ are dissipative, A κ generates a C 0 -semigroup of contractions on Y for any κ > 0,
The objective of adaptive stabilization is to construct the control input u such that the closed-loop system will be stable without explicit knowledge of A, B, C.
In the design of low-gain adaptive controllers, it is usually required that the system is asymptotically stable. It should be noted that our system has an infinite number of poles and zeros on the imaginary axis [3] and does not satisfy the condition.
In this paper, we shall show that a non-identifier-based low-gain adaptive stabilizer can be designed for the system (1)- (3) with collocated actuators and sensors (that is, C = B * ).
It should be noted that many interesting (open-loop) systems may not be well posed in the sense that the input-to-output map, the input-to-state map and the state-to-output map are not all bounded [17] . However, our adaptive stabilization theory can be also applied, if the closed-loop system with u(t) = −(1/k)y(t) (k > 0) will be well posed.
Low-gain adaptive stabilization
In this section we shall design a low-gain adaptive stabilizer for the system (1)-(3) by the concept of PI control.
We shall consider a low-gain adaptive controller
If the adaptive controller (11) is applied to the system (1)-(3), the resulting closedloop system becomes
We now show the existence and uniqueness of solutions of the closed-loop system (12) and (13) . Let X = V × H × R × R be the Banach space with the norm for
Define the operator A c with
and the function f :
Then the system (12) and (13) can be written as a nonlinear evolution equation on X:ż
It can be shown that the operator A c is a densely defined closed operator, and A c and A * c are dissipative, A c generates a C 0 -semigroup of contractions on X. We can obtain
It follows that
and
The relations (8) and (18) are essential to prove the existence and uniqueness of solutions of the system (12) and (13) . Though there is the particular difficulty for the nonlinear case, it is proved in a similar manner as standard methods for linear case that the system (12) and (13) has a unique solution (z,ż) which satisfies the properties (9) [8, 18] .
We shall also use the notation
First we define the following energy-like (Lyapunov-like) functions:
Here the multiplier function g(t) will play a very important role.
Assumption 1. There exists the function g(t) satisfying the conditions
g(t) C 1 E(t) for all t 0 (24) andġ (t) −C 2 E(t) + f 1 ξ
(t), k(t), K(t) y(t) + f 2 ξ(t), k(t), K(t) y 2 (t)
where C 1 , C 2 are positive constants, and the functions
We can obtain the following lemmas.
Lemma 1. Suppose that the condition (24) holds and < 1/C 1 . Then the function V satisfies
Lemma 1 implies that V (0) > 0 if < 1/C 1 .
Lemma 2. Along the solution of the system (12) and (13) it holds thaṫ
Proof. Along the solution of the system (12) and (13) it holds thaṫ
Lemma 3. In our system (12) and (13) it holds that
From this and (23) the lemma follows. ✷
Using the preliminary results, we prove the following theorem.
Theorem 1.
Suppose that Assumption 1 holds and < 1/C 1 . Then the functions V and E, along the solution of the system (12) and (13), satisfy
Proof. Under Assumption 1 we obtaiṅ
Putting
we have
Here
Since 1/k(t) < ∞, 1/K(t) < ∞, ξ(t) < ∞ for all t 0 and y ∈ L 2 (0, ∞), it holds that lim t →∞ V (t) = 0. Lemma 1 also implies that lim t →∞ E(t) = 0.
For (ii) we have that W (∞) = W (0) from Lemma 3. That is,
.
The function k(t) is monotonically increasing which shows that the lemma holds. ✷ Moreover, as for exponential convergence of V (t) and E(t), we have the following theorem.
Theorem 2.
Suppose that Assumption 1 holds. Let satisfy that < 1/C 1 and
Then the functions V and E, along the solution of the system (12) and (13) , satisfy
Proof. Since (33) holds, we obtain from (31)
for all t > T which implies that (34) holds. From Lemma 1 and (34) we also see that (35) holds. ✷ It has seen that the existence of the energy-like function E(t) and the multiplier g(t) satisfying Assumption 1 is essential to adaptively stabilize the second-order systems.
Examples
In this section we give an example to illustrate our theory. For the system (36) we consider a low-gain adaptive control law
Then the closed-loop system becomes
First we introduce the energy-like function E(t) and the multiplier g(t) by
We can show that the functions E(t) and g(t) satisfy the conditions in Assumption 1. First we can show thaṫ Thus we conclude that z(t, x) → 0 as t → ∞ for all x ∈ [0, 1]. We can also apply the adaptive stabilizer (37) to beam systems. For example, see [15] .
Conclusion
We have investigated low-gain adaptive stabilization of infinite-dimensional undamped second-order systems with unbounded input and output operators which are asymptotically stabilized by some scalar output feedback. The stabilizer is constructed by the concept of low-gain adaptive PI control. We have introduced the energy-like function E(t) and the multiplier function g(t). It has been shown that the existence of the functions E(t) and g(t) satisfying Assumption 1 is essential to adaptively stabilize second-order systems.
