It is known that, without awareness of the process, our brain appears to focus on the general shape of objects rather than superficial statistics of context. On the other hand, learning autonomously allows discovering invariant regularities which help generalization. In this work, we propose a learning framework to improve the shape bias property of self-supervised methods. Our method learns semantic and shape biased representations by integrating domain diversification and jigsaw puzzles. The first module enables the model to create a dynamic environment across arbitrary domains and provides a domain exploration vs. exploitation trade-off, while the second module allows the model to explore this environment autonomously. This universal framework does not require prior knowledge of the domain of interest. Extensive experiments are conducted on several domain generalization datasets, namely, PACS, OfficeHome, VLCS, and Digits. We show that our framework outperforms state-of-the-art domain generalization methods by a large margin.
Introduction
One of the most remarkable properties of the human visual system is its ability to generalize robustly. Convolutional Neural Networks have achieved significant success in a wide variety of visual recognition tasks, demonstrating an excellent ability to learn the spatial structure of image data. Despite the promising results, the performance of these models diminishes considerably when extending the same application to different environments. This is due to the significant dependency of these models on large-scale annotated training data. However, available benchmarks cannot cover all of the real-world environmental conditions. This imposes severe issues for many practical applications which are not restricted to a specific domain [49] .
In order to alleviate domain shift problem, several do- Figure 1 . Superficial statistics of image, e.g., textures, can help solve jigsaw puzzles which leads to unfavorable biases of the network. We propose a learning framework which creates a controllable dynamic environment across arbitrary domains and enables the agent(model) to explore this environment autonomously.
main adaptation methods have been proposed. [6] Due to the cost and overhead of manually annotating target domain data, unsupervised domain adaptation, namely adapting a trained model to a new domain but without annotating the target data, has attracted a large corpus of research. Some works tried to tackle this problem by matching the distribution of source and target domains. In this approaches, the goal is to reduce the difference between covariance matrices of source and target domains. [48, 37] . Similarly, [45] proposed Domain-specific Whitening Transform which computes domain-specific covariance matrices of intermediate features by whitening the source and the target features and projecting them into a common spherical distribution. Another recent approach used for unsupervised domain adaptation embeds domain-specific alignment layers, inspired by BatchNorm [23] layers, within the network. [3, 36] Another category of domain translation methods focuses on the appearance translation of source domain towards the target domain. Since many image translation methods are imperfect, these approaches have severe drawbacks when there is a significant gap between source and target domains [1, 19, 46] .
Due to the fact that unsupervised representation learning helps the model to learn invariant and high-level representation of data, they can improve generalizability as well as the robustness of the model [4, 18] . Self-supervised learning has attracted a significant amount of research. Many approaches have been proposed to learn visual representation of image [24] . Generally, these methods lay into generative-based methods [53, 42, 54] , free-semantic based methods [43] , and context-based methods [40, 15, 25] . Unsupervised representation learning can solve the lack of large-scale annotated benchmarks since a sheer volume of unlabeled data is publicly available. Subsequently, these models are less susceptible to unfavorable biases of data [49] . Inspired by what mentioned above, [4] proposed a method capable of learning spatial co-location of image parts simultaneously with supervised learning. Moreover, they show that self-supervision can have a considerable impact on the generalizability of the model.
Although self-supervised methods learn general feature embeddings, one major question still remains; how much is the learned feature representation of these methods biased to superficial statistics of image e.g., textures and local features? Humans' biological visual system has a considerable robust performance against domain shifts. It is known that humans display shape bias when classifying new objects [44, 13] . Numerous studies have tried to improve the shape bias property of deep neural networks [20, 12] . [12] proves that CNNs are highly biased towards learning superficial characteristics e.g., textures rather than general shape of objects which is in clear contrast with the human visual system. Moreover, [2] shows that CNNs tend to classify an image based on local image features without taking into account their spatial structure.
In this work, we investigate the learned feature representation of self-supervised methods. We state that, though unsupervised representation learning is capable of learning an invariant and high-level representation of the image, it is severely biased to unfavorable and superficial statistics of the data. In order to have a fair comparison and analysis, we use jigsaw puzzle [40] pretext task, same as [4] . We prove that context-based self-supervised methods are significantly biased to the texture and local features of the image. In other words, we tackle the shape-bias property of unsupervised representation learning methods. A texture divergence method is used in order to enforce the model to solve jigsaw task based on the general shape of each object rather than local textures and superficial features. Thereupon, we propose a self-supervised learning system based on jigsaw task which enables the agent(model) to explore arbitrary domains during the training process. Furthermore, an extensive analysis is conducted on domain exploration vs. exploitation trade-off, and the behavior of the model is discussed in each setting.
Since self-supervised methods learn an invariant representation of the data, improving shape bias property, and unbiasing them from superficial statistics, enhances the generalizability of these models to a significant extent. To validate our work, we conduct extensive experiments on domain generalization benchmarks and illustrate that our method outperforms state-of-the-art works on domain generalization by a large margin. The contributions of this paper are as follows:
• We analyze the dependency of unsupervised representation learning methods on textures as well as local features of image.
• We structurize an unsupervised representation learning paradigm by integrating domain diversification and jigsaw puzzles pretext task.
• Through extensive experiments, we show that our method outperforms state-of-the-art methods on domain generalization by a large margin.
Related Works

Unsupervised Domain Adaptation
Domain adaptation, the challenge of distilling the most general and transferable knowledge from a limited source, has been studied intensively for both shallow and deep neural networks. However, in this section, our primary focus is on deep domain adaptation methods due to the significant success of these models.
One category of research tackles the domain adaptation problem using a set of unannotated target data to guide training on the source domain [6] . However, real-world applications of domain generalization target domain data are not available, which is considered as a drawback of the aforementioned approaches. Some works use the firstorder [33, 51] and second-order statistics [48, 37] to diminish the domain shift problem. Some other works try to alleviate domain shift problem by introducing domain alignment layers [36, 3] , inspired by BachNorm layer [23] .
Another category of feature level approaches work on Maximum Mean Discrepancy minimization [33, 48, 3] . Using Generative Adversarial Networks(GANs), source-totarget transformation methods have shown promising results [54, 26, 54] . However, since translation models are imperfect, GAN-based methods have significant drawbacks Figure 2 . Illustration of our proposed framework. Our framework enables the model(Convnet) to learn from both ordered and shuffled images. Our framework consists of Domain Diversification followed by Exploration Controller modules which create a dynamic environment across arbitrary domains. Consequently, the model can explore this environment autonomously, which improves the shape bias property of the network to a significant extent.
in case of complex datasets. Several unsupervised domain adaptation methods used entropy minimization [16] , exploiting the high-confidence predictions of unlabeled samples as pseudo-labels, due to the effectiveness of this method [35, 47, 46] .
Unsupervised Representation Learning
Self-supervised learning is a framework in which the model is explicitly trained with automatically generated labels from pretext task, in an effort to learn useful representations for downstream task. In this section, we focus on self-supervised methods for image representation learning.
Patch-based unsupervised representation learning is one of the major approaches which was first introduced by [8] . On the same research line, [40] proposed a method that predicts the permutation of jigsaw puzzles. Some other methods are built on top of jigsaw task with an effort to improve the learned feature representation for downstream task [41, 25] . Other methods generate image-level tasks. [15] proposed a method based on the random rotation of the image at specific angles. [5] used clustering of images in the latent space of the network to generate pseudo-labels for training the model. Other category of works are based on generative-based methods. Some noteworthy examples are super-resolution [28] , image inpainting [42] , image colorization [53] , and generative adversarial networks [54] .
[4] proposed a method with respect to previous literature by investigating the importance of jointly exploiting supervised and unsupervised inherent signals from the images for domain generalization. However, we study the unfavorable biases of learned feature representation of self-supervised methods. We propose a method in an effort of focusing on domain-agnostic signals and improving the shape bias property of these models.
Methodology
Overview and Motivation
It is known that the human visual system generally displays shape bias. On the other hand, humans seem to rely crucially on learning autonomously. As a matter of fact, the human visual system adaptability relies on both of the aforementioned approaches. Since unsupervised representation learning methods are label-invariant, they can help the model to discover invariances and regularities that help to generalize [4] . However, the learned feature representation in these methods is highly dependent on the pretext task e.g., jigsaw puzzles. In order to solve this task, the model can also use superficial statistics which severely harm shape bias property as well as the generalizability of the model.
We propose a learning paradigm to improve the shape bias property of unsupervised representation learning by alleviating unfavorable biases to superficial statistics of the image. Our framework is based on domain divergence and self-supervision together, which allows the model to be free from a single static domain. In other words, the agent(model) is able to autonomously explore a dynamic environment across arbitrary domains in an effort of learning domain invariant and shape biased characteristics of the problem. Also, we demonstrate that exploration vs. exploitation trade-off can the model learn useful and unbiased representations. Our method has two major modules, Domain Diversification followed by exploration vs. exploitation controller and unsupervised representation learning by solving jigsaw puzzles. In the following, we describe each module in detail, and finally, a domain invariant learning framework is introduced. Figure 2 demonstrates conceptual description of our framework.
Jigsaw Puzzles for Domain Generalization
Previous work [4] has shown the efficiency of solving jigsaw puzzles on learning a general representation of the image. We use the same approach as the baseline of our framework. This module consists of a convolutional feature extractor and two fully connected parts. Consider x as the input of the network, y as the correct label, and θ f , θ c , θ j as parameters of convolutional feature extractor, cross-entropy classifier, jigsaw classifier respectively. The objective of the first fully-connected module is to minimize the crossentropy loss between ground-truth label y and predicted label by the model parameterized by θ f and θ c . This module, as well as the feature extractor, are trained through
The objective of the second module is to predict permutation set in a decomposed image of n × n grid of patches being randomly shuffled. The overall number of possible permutations is n 2 !, however, similar to [4] , a set of P elements is selected following the Hamming distance-based algorithm presented in [40] . This module, as well as the feature extractor, are trained through
where z i k indicates the decomposed samples and p i k the corresponding permutation index.
Domain Diversification
Domain Diversification is a method which diversifies the source domain by intentionally generating distinctive domain discrepancy through these domain shifters. Without harming general shape of the object, the domain of each jigsaw puzzle tile is shifted arbitrarily. Consequently, superficial statistics of the image like textures, have no benefits for solving the pretext task. Thus, the model is enforced to extract features relevant to the general shape of each object. As a result, the self-supervised model will be biased to the high-level shape of objects rather than local textures and background. The overall objective of this module is to enable the model to explore a dynamic environment rather than a static one.
Among the wide variety of texture transfer models, we picked AdaIN [22] due to its high speed and acceptable performance. Since some of the hyper-parameters of AdaIN have a significant impact on not only exploration vs. exploitation trade-off but also the overall performance of our framework, we briefly discuss this method. For further details, we refer the reader to [22] . Consider x s as the feature representation of source data and x t as the feature representation of an arbitrary target domain. In general, style transfer methods align the channel-wise mean and variance of x s to match those of
AdaIN simply scales the normalized content input with σ(x t ), and shift it with µ(x t ). Similar to [22] , pretrained VGG19 is used to compute the loss function:
which is a weighted combination of the content loss L c and the style loss Ls with the style loss weight λ. In order to keep the overall shape of the object intact, λ parameter should be chosen smaller compared to style transfer problems. Finally, the output of translation module is computed as:
where f is the pretrained VGG19 encoder, g is the trained decoder using Eq 3.3, and γ allows content-style trade-off at test time.
Structured Framework
In this section, we structurize our learning paradigm by integrating Domain Diversification and solving jigsaw puzzles into a framework. As previously discussed, though self-supervised methods learn general and high-level representation of data, they can be highly biased to superficial statistics of the image e.g., textures and local features. The objective of our work is to create a dynamic environment across domains for the agent(model) to autonomously learn texture-invariant and shape-biased statistics of the data. To achieve this goal, we randomly shift each jigsaw tile to an arbitrary domain. Subsequently, the superficial context and texture of the piles have no advantage for solving the pretext task; thus, the model is enforced to rely on the overall shape of each object to solve the task. The overall objective function of the framework can be written as follows:
Here, N is the number of labeled instances, z k indicates the recomposed samples for jigsaw task, α is the weight parameter for jigsaw loss, D stands for domain divergence model, and ρ is the domain shift probability parameter.
Exploration vs Exploitation Trade-off
Our framework has four important hyper-parameters. Two of which, namely α and β, are related to solving jigsaw puzzles [4] . The α parameter, as mentioned before, controls the significance of jigsaw loss on the overall objective function. The β parameter defines the ratio between ordered and shuffled images.
Two other parameters, namely γ and ρ, are highly correlated with exploration vs. exploitation trade-off. The ρ parameter indicates the probability of domain shift, in other words, exploration weight. For instance, ρ = 0.7 means that for each batch, 70% of the shuffled images have arbitrarily shifted patches. On the other hand, γ (Eq. 3.3) defines the magnitude of texture translation; in other words, the step size towards arbitrary domain at exploration time. These two parameters enable the model to explore a dynamic environment across arbitrary domains autonomously. In the following section, we conduct extensive analysis on the impact of these parameters on the learned feature representation of the network.
Experiments
In this section, we elaborate comprehensive experiments to evaluate the performance of our framework against stateof-the-art methods on domain generalization. We also present an ablation study to analyze the impact of each parameter of our framework on the exploration vs. exploitation trade-off.
Setup
Datasets We consider the following datasets for evaluation of our framework:
PACS. The PACS dataset [29] comprises four distinct domains, each corresponding to seven categories. The domains are: Photo, Art, Cartoon, and Sketch. We followed the protocol represented by [4] and trained our framework over multiple sources and evaluated on the target domain.
VLCS. The VLCS dataset [49] contains five object categories shared between PASCAL VOC 2007, LabelMe, Caltech, and Sun datasets. Again, we followed the evaluation protocol used in [4] for multi-source generalization.
Office-Home. Office-Home [51] is a four domain dataset, each corresponding to 65 different categories. Since there are 15,500 images in this dataset, it represents a large scale benchmark for domain adaptation problem. Using this dataset, we evaluate both multi-source and singlesource generalization of our method. Correspondingly, we follow [4] and [45] for each section.
MNIST ↔ SVHN . MNIST dataset [27] contains grayscale digits(28×28) ranging from 0 to 9. On the other hand, SVHN [39] is a color dataset with 32×32 images. However, in order to have a comparison, we scale MNIST images to 32×32 treated as RGB. We followed the protocol used by [45] .
Implementation Details To fairly demonstrate the effectiveness of our framework in improving shape bias property of unsupervised representation learning, we adopt the same base networks proposed in [4] . In all of our experiments, we train the networks using SGD optimizer with a batchsize of 128 images, an initial learning rate of 0.001, weight decay of 5 × 10 −5 , and momentum value of 0.9. For each experiment, the value of hyper-parameters related to either the jigsaw task or exploration vs. exploitation trade-off is stated accordingly. For domain diversification model, we used The Behance Artistic Media Datasets(BAM) [52] due to the availability of a wide variety of domains. Another salient advantage of BAM dataset is the uniform distribution of samples across different domains; which is of significant importance to our approach since it enables the framework to create a dynamic uniform environment across arbitrary domains.
Results
In this section, we present an extensive experimental analysis of our framework. First, we compare our approach with state-of-the-art methods on the aforementioned benchmarks. Second, we conduct an extensive ablation study to demonstrate the impact of our framework on leaning a robust feature representation.
Multi-Source Domain Generalization We start our experiments by comparing our framework with state-of-theart methods on PACS dataset [29] . The convolutional architecture of our approach is the same as the main structure of Alexnet or Resnet. As discussed in section 3.4, our framework creates a dynamic environment for the model to ex- plore arbitrary domains autonomously by shifting each pile of jigsaw puzzle to an arbitrary domain of BAM dataset. Table 1 demonstrates the performance of our method as well as a comparison with state-of-the-art methods on this dataset. In this experiment, the ρ parameter value, exploration rate, is of 0.5(50%) and the γ parameter, domain shift magnitude, is chosen between 0.5 and 0.75 randomly. As one can see, our framework enforces the self-supervision signals to focus on the general shape of objects rather than local textures. The significance of enhancement in learned feature representation is salient for challenging domains such as sketches or art paint. Table 3 demonstrates the performance of our framework on VLCS [49] dataset using backbone architecture of Resnet-18, same as [4] . We used the same setting as the previous experiment. From the table, it can be observed that our method outperforms the existing methods on VLCS [49] dataset with a considerable margin.
Single-Source Domain Generalization
We compare the Methods SVHN MNIST MNIST SVHN DANN [11] 73.9 35.7 ADDA [50] 76.0 -DRCN [14] 82.0 40.1 ATT [47] 86.2 52.8 ADA [17] 97.6 -AutoDIAL [3] 89.12 10.78 SBADA-GAN [46] 76.1 61.1 GAM [21] 74.6 -MEGA [37] 95.2 -DWT [45] 97.7 28.9 Jigen [4] 57.6 33.8 Ours 71.7 53.7 
Ablation Study
In this section, we perform thorough ablation experiments to investigate the effect of different modules and parameters in our framework. These experiments demonstrate the contributions of different modules and provide more in- sight into our approach. All experiments of this section are conducted on PACS dataset [29] with art painting as the target domain and Alexnet architecture is used as the backbone network.
Activation Visualization In this experiment, we visualize feature representation at the final layer of the convolutional network(Alexnet). As can be seen in figure 3 , deep network alone barely captures any useful classification patterns relevant to the target domain. Though vanilla selfsupervision signals can help improve learned feature representation, they are biased to superficial statistics of data. Since our framework tackles the unfavorable biases of selfsupervised methods toward textures and local features, it helps the model learn shape biased representations which are robust across domains.
Exploration vs Exploitation Analysis
In this experiment, we perform ablation study for investigating the effect of exploration vs. exploitation trade-off parameters, namely ρ and γ. The ρ parameter defines exploration rate across arbitrary domains. With a high value of ρ, the agent(model) is mostly exploring random domains rather than exploiting Figure 5 . Analysis of the behavior of our framework with different γ values on PACS dataset [29] with art painting as target domain. The ρ value is equal to 0.5 and Alexnet is used as the backbone network. static source domains. Figure 4 illustrates the impact of ρ parameter on the learning process of the network. As one can observe, with high values of ρ (0.75 and above), the accuracy on test-set fluctuates considerably, which hinders the convergence process of the network. Conversely, low values of ρ (0.25 and below) do not allow the agent to sufficiently explore new domains. As a result, the shape bias property of the model is not improved enough, and the learned feature representation is not robust against domain shifts.
The second and equally significant parameter is γ, which defines the magnitude of domain translations during the exploration phase. Same as ρ, high values of γ results in substantial fluctuations in test-loss during the training process of the network. On the other hand, low values of γ do not allow the model to shift toward arbitrary domains sufficiently. Figure 5 clearly demonstrates the effect of γ parameter. For all experiments in section 4.2, we used ρ value of 0.5 and γ was chosen randomly between 0.75 and 1.0. Another satisfactory approach is to initialize ρ and γ parameters with high values and gradually diminish them for better convergence. Figure 6 . Attention maps generated by our framework(third row) and JiGen [4] (second row) on PACS dataset [29] using Alexnet as backbone network. As one can observe, our framework enforces the model to focus on the general shape of objects. As a result, the value of attention maps on the background and context of the image has diminished.
Attention Visualization In this experiment, we visualize some attention maps generated by our method and JiGen [4] to provide more insight into our approach. These attention maps are computed based on the magnitude of activations at each spatial cell of a convolutional layer and essentially reflect where the network puts most of its focus in order to classify an input image. Figure 6 provides a comparison between attention maps generated by our framework and JiGen [4] . As discussed in section 3.4, our framework enforces the network to focus on the general shape of objects rather than superficial statistics of context e.g., textures. Figure 6 clearly demonstrates the prominence of shape bias and domain-invariance properties of our method.
Conclusion and Future Works
In this paper, we studied unfavorable biases of unsupervised representation learning and introduced a learning paradigm to alleviate this problem. Our framework achieves this goal by integrating domain diversification and selfsupervision signals. Domain diversification module creates a dynamic environment across arbitrary domains for the agent to explore autonomously. Also, our framework provides an exploration vs. exploitation trade-off setting. Finally, we formulized our framework for domain generalization problem and conducted extensive experiments and analysis to demonstrate the effectiveness of our method.
There are many opportunities for contributing to this research thread. The key idea behind this paper was to increase the integration between agent and environment by creating a dynamic environment across arbitrary domains so that the agent can explore this environment autonomously rather than just exploiting a static source dataset. However, the exploration phase can be improved drastically using Meta-Learning or Reinforcement Learning methods to robustify learned feature representations against domain shifts.
