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Introduction
Throughout this paper, we will write K for any field with characteristic zero and K[x] = K[x 1 , x 2 , . . . , x n ] for the polynomial algebra over K with n indeterminates. Let F = (F 1 , F 2 , . . . , F n ) : K n → K n be a polynomial map, that is, H n (x 1 , x 2 ) with JH nilpotent, for every n ≥ 3. This classification does not yield new three-dimensional counterexamples. The counterexamples in higher dimensions are variants of the three-dimensional counterexample, because we can eliminate variables x 4 , x 5 , . . . , x n of H by way of linear conjugation. Notice that linear conjugation preserves nilpotency of the jacobian matrix. If H = H 1 (x 1 , x 2 ), H 2 (x 1 , x 2 , . . . , x n ), H 3 (x 1 , x 2 ), . . . , H n (x 1 , x 2 ) , then P n (1, 2)H P n (1, 2) −1 x = H 2 (x 2 , x 1 , x 3 , . . . , x n ), H 1 (x 2 , x 1 ), . . . , H n (x 2 , x 1 ) which differs from the above form in the following way: the first component has all variables instead of the second. We will formulate our classification in this way. After that, we will classify all maps H with JH nilpotent, such that H i ∈ K(x 1 , x 2 ) for all i with one exception, and show that x + H is tame. We even show a stronger property than tameness, namely that x + tH is tame over K [t] , where t is a new variable. So we will derive several results for polynomial maps H of the form H = H 1 (x 1 , x 2 , . . . , x n ), H 2 (x 1 , x 2 ), H 3 (x 1 , x 2 ), . . . , H n (x 1 , x 2 )
with JH nilpotent. This will be done in the next two sections. In the last two sections, we extend these results to H of the form H = H 1 (x 1 , x 2 , . . . , x n ), H 2 (x 1 , x 2 ), H 3 (x 1 , x 2 , H 1 ), . . . , H n (x 1 , x 2 , H 1 )
2 The case where the components are linearly independent
In this section, we classify all polynomial maps of the form H = H 1 (x 1 , x 2 , . . . , x n ), H 2 (x 1 , x 2 ), H 3 (x 1 , x 2 ), . . . , H n (x 1 , x 2 ) such that JH is nilpotent and the components of H are linearly independent over K. We additionally make the free assumption that H(0) = 0. for some k ∈ N, and q x 1 does not have a factor in K[
Proof. We first show that
for the multiplicity of p as a divisor of a polynomial f . Then
. This holds for every irreducible p | q x 1 , which yields equation (2.1).
Since deg
for univariate polynomials a, b.
be the term of highest degree with respect to x 2 among the terms of highest degree with respect to x 1 of q (so i = deg x 1 q). If a = 0, then the right-hand side of equation (2.2) has degree i with respect to x 1 , just like u, so j ≥ 1 and
Lemma 2.2. Let H be a polynomial map over K of the form
Proof. Suppose that JH is nilpotent. Adding equation (2.4) (H 2 ) x 2 times to equation (2.5) yields the last claim. So it remains to prove equations (2.3), (2.4) and (2.5). Equation (2.3) follows from the fact that the trace of JH is zero. Since the sum of the principal minor determinants of size 2 of JH is zero as well, we deduce that
Adding equation (2.3) (H 2 ) x 2 times to it yields equation (2.4). Equation (2.5) follows from the fact that the sum of the principal minor determinants of size 3 of JH is zero. 
Assume that H(0) = 0, and that the components of H are linearly independent over K. If JH is nilpotent, then degH 1 = 1, whereH 1 is the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of H 1 .
Proof. Suppose that JH is nilpotent. We first prove that
. Then the nilpotency of JH comes down to the nilpotency of the leading principal minor P of size 2 of JH.
, we deduce that P is a nilpotent jacobian matrix itself. On account of e.g. Theorem 7.1.7 i) in [5] , the rows of P are dependent over K. This contradicts the fact that the components of H are independent over
. LetH 1 be the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of H 1 . ThenH 1 has positive degree, say d, with respect to x 3 , x 4 , . . . , x n . We prove that H 1 is a linear combination of x 3 , x 4 , . . . , x n . Notice that, as far as it is nonzero, (H 1 ) x i has degree d with respect to x 3 , x 4 , . . . , x n if i ≤ 2, and degree d − 1 with respect to x 3 , x 4 , . . . , x n otherwise.
If we focus on the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of equation (2.3), we deduce that (H 1 ) x 1 = 0. If (H 2 ) x 1 = 0, then (H 2 ) x 2 would be an eigenvalue of JH, which is impossible because H 2 / ∈ K. So (H 2 ) x 1 = 0. If we focus on the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of equation (2.4), we deduce that (H 1 )
are linearly independent over K, and (
as well. So if we focus on the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of equation (2.5), we infer that
for each i ∈ {3, 4, . . . , k}. Consequently, H i is algebraically dependent over K on H 2 for each i ∈ {3, 4, . . . , k}, and there exists an
. So if we focus on the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of equation (2.4) for the third time, we infer that
are linearly dependent over K(x 3 , x 4 , . . . , x n ), and hence over K. Since the rank of the submatrix of rows 2, 3, . . . , k of JH is 1, the rows of this submatrix are (linearly) dependent over K along with the entries of its first column. This contradicts the fact that the components of H are linearly independent over K, so
Theorem 2.4. Let H be a polynomial map over K of the form
Assume that H(0) = 0, and that the components of H are linearly independent over K. If JH is nilpotent, then there are
, and σ 2 , σ 3 , . . . , σ n ∈ K such that
Furthermore, one of σ 3 , σ 4 , . . . , σ n is nonzero, as well as b 2 .
Proof. It follows from Lemma 2.3 that degH 1 = 1, whereH 1 is the leading homogeneous part with respect to x 3 , x 4 , . . . , x n of H 1 . Writē
with σ 3 , σ 4 , . . . , σ n ∈ K, and define h :
So h is algebraically dependent over K on H 2 , and there exists an
, where g is an univariate polynomial over K. From equations (2.4) and (2.3), we infer that
We define the leading term of a polynomial p ∈ K[x 1 , x 2 ] as the term of highest degree with respect to x 2 among the terms of highest degree with respect to x 1 of p. Now let u 1 , u 2 , and u 3 be the leading terms of H 1 −H 1 , H 2 , and h respectively. Write u 2 = x i 1 x j 2 . We distinguish two cases:
If we focus on the coefficient of x . Just as for u 1 and u 2 before,
This contradicts the fact that the coefficient of x (2.6) is zero.
• j = 0.
From Lemma 2.1 and the last claim of Lemma 2.2, it follows that
for an univariate polynomial c over K. As H(0) = 0, we see that c(0) = 0. 
. Now the equalities in Theorem 2.4 can 3 The case where the components may be linearly dependent
In this section, we remove the assumption of the previous section that the components of H are linearly independent over K. More generally, we classify all maps H with JH nilpotent, such that H i ∈ K(x 1 , x 2 ) for all i with one exception, and show that H is tame.
Theorem 3.1. Let H be a polynomial map over K of the form 
. , n} and an
. . .
, where A l denotes the l-th row of A, andx = (x 3 , x 4 , . . . , x n ) as a column vector.
, and there exists a k ∈ {3, 4, . . . , n}, such that
Proof. Take T ∈ GL n (K), such thatH = T −1 H(T x) has the same form as H itself. We distinguish two cases.
• H 1 and H 2 are linearly dependent over K.
Then we can choose T , such thatH 2 = 0. Hence equation (2.5) is satisfied forH. Equation (2.3) forH tells us that the upper left corner of JH is zero along with the rest of the diagonal of JH. So equation (2.4) forH comes down to that the first row of JH is orthogonal to the first column of JH. x 2 is the only variable which is in both.
n−2 be the vector which consists of entries 3, 4, . . . , n of the first column of JH. Then we can write
is an Euclidean domain, we can reduce M with row operations, so there exists an A ∈ GL n−2 (K[x 2 ]) such that only the first k − 2 rows of AM are nonzero. Since M = A −1 AM, we deduce that m is a K[x 1 , x 2 ]-linear combination of the first k − 2 columns of A −1 . In (i) above, this fact is expressed in terms of H 3 ,H 4 , . . . ,H n .
Since rk M = k − 2, we infer that the column space of M over K(x 2 ) is equal to the space over K(x 2 ) generated by the first k − 2 columns of A −1 . From the fact that the first row of JH is orthogonal to the first column of JH, we deduce that
, andH is as in (i) above.
• H 1 and H 2 are linearly independent over K.
Since H 1 and H 2 are linearly independent over K, we can choose T such that
Suppose first thatH 1 ∈ K[x 1 , x 2 , x k+1 , x k+2 , . . . , x n ]. Then the nilpotency of JH comes down to the nilpotency of the leading principal minor P = P 11 P 12
of size 2 of JH. If P 21 = 0, then P 22 would be an eigenvalue of P , which is impossible. So P 21 = 0.
P 12 is the only entry of P which is not necessarily contained in
Since P is nilpotent and P 21 = 0, we deduce that
Thus, P is a nilpotent jacobian matrix itself. On account of e.g. Theorem 7.1.7 i) in [5] , the rows of P are dependent over K. Thus, P 21 and P 11 are linearly dependent over K. Since P 21 = 0, we can choose T such that P 11 = 0. Since P is nilpotent, we infer that P 12 = P 22 = 0. , x k+2 , . . . , x n ) . Furthermore, the nilpotency of JH comes down to the nilpotency of the leading principal minor of size k of JH, so we can apply Theorem 2.4, with base field K(x k+1 , x k+2 , . . . , x n ) instead of K, and dimension k instead of n.
, and by substituting x 2 = 0, we see that g is just an univariate polynomial over K, say of degree i. If we differentiateH 2 i − 1 times with respect to x 1 , we infer that b 2 , b 1 ∈ K.
Furthermore,H 2 2 can be written as a linear combination over K(x k+1 , x k+2 , . . . , x n ) ofH 2 ,H 3 , . . . ,H k , and hence as a linear combination over K as well. Since the coefficient of one ofH 3 , . . . ,H k is nonzero, we can choose T such thatH 3 =H 2 2 . Notice that
Hence we can choose T such thatH 2 
]. This way, we get b 2 = 1 and b 1 = 0, If in our application of Theorem 2.4 with base field K(x k+1 , x k+2 , . . . , x n ) and k instead of n, either one of σ 2 , σ 4 , σ 5 , . . . , σ k is nonzero, or σ 3 = 1, theñ H 2 ,H 3 , . . . ,H k would be linearly dependent over K(x k+1 , x k+2 , . . . , x n ). So 
Suppose that H(0) = 0 and that JH is nilpotent.
• If i ≤ 2, then there exists a T ∈ GL n (K), such that T −1 H(T x) is the same as in Theorem 3.1.
•
Furthermore, x + tH is tame over K [t] . In particular, x + λH is invertible over K for every λ ∈ K.
Proof. Let T ∈ GL n (K) andH := T −1 H(T x).
• Suppose that i ≤ 2. Then there exists an elementary permutation matrix S, such that S −1 H(Sx) is as H in Theorem 3.1. Hence Theorem 3.1 holds for H.
• Suppose that i ≥ 3. Then we can take an elementary permutation matrix for T , such thatH j ∈ K[x 1 , x 2 ] for every j < n. As a consequence, (H n ) xn is an eigenvalue of JH. SoH n ∈ K[x 1 , x 2 , . . . , x n−1 ], and the nilpotency of JH comes down to that of the leading principal minor P of size 2 of JH. Just as in the proof of Theorem 3.1, we can obtain that the lower left corner of P is the only nonzero entry of P . SoH = T −1 H(T x) is of the given form.
So it remains to prove that x + tH is tame over K [t] . It suffices to show that x + tH is tame over K[t]. Since JH is lower triangular in (3.2), the case i ≤ 2 remains. We distinguish the three cases of Theorem 3.1:
] is a Euclidean domain, we can write A as a product of elementary matrices over K[x 2 ]. Hence G = (x 1 , x 2 , Ax) is tame. Now a straightforward computation yields that
Since x 2 is a component of x + tH * , we can get rid of terms in K[x 2 ] ofH j for any j = 2 by way of an elementary invertible map over K[t] from the left. If we do this for all j ≥ k +1, then we can get a polynomial map x+tĤ, such thatĤ is of the same form asH in Theorem 3.1 (ii), except thatĤ 2 = 0 =H 2 andĤ 1 ∈ K[x 2 , x k+1 , x k+2 , . . . , x n ]. Since x 2 , x k+1 , x k+2 , . . . , x n are components of x + tH * , we can get rid of terms in K[x 2 , x k+1 , x k+2 , . . . , x n ] ofĤ 1 by way of an elementary invertible map over K[t] from the left. So we may assume thatĤ 1 has no terms in K[x 2 , x k+1 , x k+2 , . . . , x n ]. Hencê H 1 = 0 and JĤ is lower triangular. So x + tĤ is tame over K [t] . So is x + tH.
(ii) Since x k+1 , x k+2 , . . . , x n are components of x+tH, we can get rid of terms in (iii) Just as above, we may assume thatH 1 has no terms in K[x k+1 , x k+2 , . . . , x n ]. Hence
So by applying an elementary map over K[t] from the left, and by applying the elementary map (x 1 − x 2 2 , x 2 , x 3 , . . . , x n ) from the right, we obtain a polynomial map in lower triangular form from x + tH. Hence x + tH is tame over K[t].
A generalization of the form of H
From now on, H is a polynomial map over K of the form
such that JH is nilpotent. We can derive equation (2.3 ′ ) below in a similar manner as equation (2.3).
( (
We will prove equations (2. 
Here,
which is generated by g 1 , g 2 , . . ..
Proof of (i). Suppose that H
We will derive a contradiction. Since H 2 ∈ K, we infer that equations (2. Proof. We can follow the proof of Theorem 2.4, using equation (2.3) as it is, and using (2.4 ′′ ) and (2.5 ′′ ) as analogs of (2.4) and (2.5) respectively.
For a matrix T ∈ GL n (K), we associate T with the polynomial map T x: the matrix product of T with x as a column vector. So T → T x is the embedding of T ∈ GL n (K) into the n-dimensional polynomial automorphisms. For a matrix S ∈ GL n−1 (K[ 
