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We study positive solutions of the equation
u = u−p − 1 in Ω ⊂RN (N  2),
where p > 0 and Ω is a bounded or unbounded domain. We show that there is a number
pc = pc(N) 0 such that this equation with Ω = RN has no stable positive solution for
p > pc . We further show that there is a critical power pc = pc(N) such that if p > pc ,
this equation with Ω = Br\{0} has no positive solution with ﬁnite Morse index that has
an isolated rupture at 0; if 0 < p  pc , this equation with Ω = Br\{0} has a positive
solution with ﬁnite Morse index that has an isolated rupture at 0, and it has no positive
solution with ﬁnite Morse index when Ω =RN\BR provided p > max{pc, pc}.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider positive solutions of the equation
u = u−p − 1 in Ω ⊂RN , N  2, (P)
where p > 0 and Ω is a bounded or unbounded domain.
We say that u is a positive solution of (P) if u ∈ C2(Ω), u > 0 in Ω and
∫
Ω
(∇u · ∇φ + (u−p − 1)φ)dx = 0, ∀φ ∈ C10(Ω). (1.1)
Clearly, u ≡ 1 is a positive solution of (P).
Eq. (P) arises in the study of steady states of van der Waals force driven thin ﬁlm equations. For the backgrounds of (P),
we can refer to [13,15,20] and the references therein. Equations of the form (P) also arise in the modelling of electrostatic
micro-electromechanical systems (MEMS), see, [10,7,8,16–19,21–23] and the references therein. In the recent papers [13,15],
the authors studied the structure of positive radial solutions of (P). They found that any positive radial solution of (P) with
p  1 oscillates around the trivial solution u ≡ 1. We know nothing more on the positive solutions of (P).
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Qu(ψ) :=
∫
Ω
(|∇ψ |2 − pu−(p+1)ψ2)dx 0, ∀ψ ∈ C10(Ω).
We say that a positive solution of (P) has an isolated rupture at 0 if Ω contains a punctured ball Br(0)\{0}, 0 /∈ Ω and
u converges to 0 along some sequence xn → 0. This should be compared with the following deﬁnition sometimes used for
the rupture set
Σ =
{
x ∈ Ω: lim
r→0
1
|Br(x)|
∫
Br(x)
∣∣u(ξ)∣∣dξ = 0}.
Throughout this paper, we use Br(x) to denote the open ball in RN centered at x with radius r. We also write
Br = Br(0).
We say that a solution u of (P) has Morse index k  0 if k is the maximal dimension of all subspaces Xk of C10(Ω) such
that Qu(ψ) < 0 for any ψ ∈ Xk\{0}. Therefore u is stable if and only if it has Morse index 0.
Following Dancer [3–5] and Farina [9], we say that a solution u of (P) is stable outside a compact set K⊂ Ω if Qu(ψ) 0
for any ψ ∈ C10(Ω\K). It follows that any ﬁnite Morse index solution u is stable outside some compact set K ⊂ Ω . In-
deed, there exists k  0 and Xk := span{ϕ1, . . . , ϕk} ⊂ C10(Ω) such that Qu(ϕ) < 0 for any ϕ ∈ Xk\{0}, and for any ψ /∈ Xk ,
Qu(ψ) 0. Hence, Qu(ψ) 0 for every ψ ∈ C10(Ω\K), where K :=
⋃k
j=1 supp(ϕ j).
Numerical work on the thin ﬁlm equation suggests that ruptures of (P) can occur at isolated points [2,11]. Under certain
restrictions on the solution, the Hausdorff dimension of the rupture set Σ was estimated recently by Jiang and Lin [12], and
by Guo and Wei [16]. As can be seen below, our results on isolated ruptures of (P) are very different in nature.
An elementary calculation shows that for p > 0 and N  2,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2p
p + 1
(
N − 2+ 2
p + 1
)
 (N − 2)
2
4
if p  pc,
2p
p + 1
(
N − 2+ 2
p + 1
)
>
(N − 2)2
4
if p > pc,
(1.2)
where
pc =
⎧⎨
⎩
0 if N = 2,
P (N) if 3 N < 10,
+∞ if N  10,
with
P (N) := N − 2
√
N − 1
4− N + 2√N − 1 .
The number pc was introduced in Guo and Wei [18] and shown to play a critical role for the behavior of the Cauchy
problem
ut = u − u−p
(
x ∈RN , t > 0), u|t=0 = φ (x ∈RN).
In the following results, we will see that pc is an important number for the stability of positive solutions of (P). Moreover,
if we set pc := (N − 2)2/(8N), then pc is also an important number of (P). The main results of this paper are the following
theorems.
Theorem 1.1. Problem (P) with Ω =RN has no stable positive solution provided that p > pc .
Theorem 1.2. Let Ω0 be a bounded domain in RN (N  2) with 0 ∈ Ω0 , and Ω = Ω0\{0}, p > pc . Then problem (P) has no positive
solution with ﬁnite Morse index that has an isolated rupture at 0. If 0 < p  pc , problem (P) has a positive solution in Ω with ﬁnite
Morse index that has an isolated rupture at 0.
Theorem 1.3. Suppose that N  2, p > max{pc, pc} and Ω0 is a bounded domain containing 0. Then problem (P) with RN\Ω0 has
no positive solutions that have ﬁnite Morse index.
Remark 1.4. Theorem 1.3 implies that for N  2 and p > max{pc, pc}, (P) with Ω = RN does not admit positive solutions
that have ﬁnite Morse index.
Z.M. Guo, L. Ma / J. Math. Anal. Appl. 368 (2010) 559–572 561Theorems above imply that the results hold for all p > 0 provided N = 2. Theorems 1.2 and 1.3 only hold for 2 N  9.
We also notice that all the results hold for the equation
u = u−p − C
where C > 0 is an arbitrary constant.
The structure of positive solutions of the equation
u = |x|αu−p in Ω (1.3)
has been studied recently by Du and Guo [6]. It is known that the structure of solutions of (P) is different from that of (1.3).
We know that regular radial solutions u(r) of (P) oscillate around the trivial solution u ≡ 1 and limr→∞ u(r) = 1 (see [13]),
but regular radial solutions u(r) of (1.3) are increasing functions and limr→∞ u(r) = ∞ (see [6]).
The main results of this paper are obtained by using key integral estimates with test functions for solutions of (P)
obtained in next section. We do not consider boundary conditions of solutions of (P) when Ω is bounded since the test
functions have compact supports in Ω .
2. Key integral estimates for stable positive solutions of (P)
In this section we present the key integral estimates for stable solutions of (P).
Proposition 2.1. Let Ω be a domain (bounded or not) ofRN (N  2). Let u be a stable positive solution of (P) with p > 0. Then for any
γ ∈ (−1 − 2p − 2√p(p + 1),−1) and any m max{ p−γp+1 ,2,−γ }, there exists a constant C > 0 depending only on p,m, γ such
that ∫
Ω
(∣∣∇(u γ+12 )∣∣2 + uγ−p)|ψ |2m dx C ∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx, (2.1)
∫
Ω
uγ |ψ |2m dx C
∫
Ω
(|∇ψ |2 + |ψ ||ψ |)−γ dx (2.2)
for all test functions ψ ∈ C20(Ω) satisfying |ψ | 1 in Ω .
Estimates (2.1) and (2.2) play important roles in obtaining key integral estimates of ﬁnite Morse index solutions of (P).
Note that if u is a solution of (P) in Ω with ﬁnite Morse index, then there is a set KΩ such that u is stable in Ω\K. By
choosing suitable test functions ψ in (2.1) and (2.2), we can obtain integral estimates of u on Ω\K.
Proof. We divide the proof into three steps.
Step 1. For any ϕ ∈ C20(Ω),∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 dx = − (γ + 1)2
4γ
∫
Ω
uγ−pϕ2 dx+ (γ + 1)
2
4γ
∫
Ω
uγ ϕ2 dx+ γ + 1
4γ
∫
Ω
uγ+1
(
ϕ2
)
dx. (2.3)
This is obtained by taking φ = uγ ϕ2 in (1.1).
Step 2. For any ϕ ∈ C20(Ω), we have(
p + (γ + 1)
2
4γ
)∫
Ω
uγ−pϕ2 dx− (γ + 1)
2
4γ
∫
Ω
uγ ϕ2 dx

∫
Ω
uγ+1|∇ϕ|2 dx+
(
γ + 1
4γ
− 1
2
)∫
Ω
uγ+1
(
ϕ2
)
dx. (2.4)
The function ψ = u γ+12 ϕ belongs to C20(Ω), thus it can be used as a test function in the quadratic form Qu(ψ). Hence,
the stability assumption on u gives
p
∫
uγ−pϕ2 dx
∫ ∣∣∇(u γ+12 )∣∣2ϕ2 dx+ ∫ uγ+1|∇ϕ|2 dx+ 2∫ u γ+12 ϕ∇(u γ+12 ) · ∇ϕ dx.
Ω Ω Ω Ω
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2
∫
Ω
u
γ+1
2 ϕ∇(u γ+12 ) · ∇ϕ dx = 1
2
∫
Ω
∇(uγ+1) · ∇(ϕ2)dx = −1
2
∫
Ω
uγ+1
(
ϕ2
)
dx,
we obtain
p
∫
Ω
uγ−pϕ2 dx
∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 dx+ ∫
Ω
uγ+1|∇ϕ|2 dx− 1
2
∫
Ω
uγ+1
(
ϕ2
)
dx. (2.5)
Using (2.3) in (2.5) we obtain
p
∫
Ω
uγ−pϕ2 dx− (γ + 1)
2
4γ
∫
Ω
uγ−pϕ2 dx+ (γ + 1)
2
4γ
∫
Ω
uγ ϕ2 dx
+
(
γ + 1
4γ
− 1
2
)∫
Ω
uγ+1
(
ϕ2
)
dx+
∫
Ω
uγ+1|∇ϕ|2 dx,
which immediately gives inequality (2.4).
Step 3. For any γ ∈ (−1−2p−2√p(p + 1),−1) and any mmax{ p−γp+1 ,2,−γ }, there exists a constant C > 0 depending
only on p, m, γ such that∫
Ω
uγ−p|ψ |2m dx C
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx, (2.6)
∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m dx C ∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx, (2.7)
∫
Ω
uγ |ψ |2m dx C
∫
Ω
(|∇ψ |2 + |ψ ||ψ |)−γ dx (2.8)
for all test functions ψ ∈ C20(Ω) satisfying |ψ | 1 in Ω .
From (2.4), we see that for any ϕ ∈ C20(Ω),
β
∫
Ω
uγ−pϕ2 dx+ α
∫
Ω
uγ ϕ2 dx
∫
Ω
uγ+1|∇ϕ|2 dx+ κ
∫
Ω
uγ+1
(
ϕ2
)
dx (2.9)
with
β = p + (γ + 1)
2
4γ
, α = − (γ + 1)
2
4γ
, κ = 1− γ
4γ
.
For γ ∈ (−1− 2p − 2√p(p + 1),−1), an elementary analysis shows that p + (γ+1)24γ > 0, and clearly α > 0 and κ < 0.
For any ψ ∈ C20(Ω) with |ψ |  1 in Ω , we set ϕ = |ψ |m . Since m  2, the function ϕ belongs to C20(Ω) and it follows
from (2.9) that∫
Ω
uγ−p|ψ |2m dx C
∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)dx
where C > 0 depends on m, p, γ (noting that α > 0). An application of Hölder’s inequality yields∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)dx

( ∫
Ω
uγ−p|ψ |2m dx
) γ+1
γ−p [ ∫
Ω
|ψ |2(m− p−γp+1 )(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx]
p+1
p−γ
. (2.10)
Since p+1p−γ > 0, mmax{ p−γp+1 ,2} and |ψ | 1 everywhere in Ω , (2.10) implies
∫
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)dx ( ∫ uγ−p|ψ |2m dx)
γ+1
γ−p( ∫ (|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx)
p+1
p−γ
,Ω Ω Ω
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Ω
uγ−p|ψ |2m dx C
∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx, (2.11)
which proves (2.6), where C > 0 depending on p, m, γ .
To prove (2.7) we combine (2.3) and (2.9). Noticing that α > 0, we see that for every ϕ ∈ C20(Ω),∫
Ω
∣∣∇(u γ+12 )∣∣2ϕ2 dx− (γ + 1)2
4γ
[
1
β
∫
Ω
uγ+1|∇ϕ|2 dx+ κ
β
∫
Ω
uγ+1
(
ϕ2
)
dx
]
+ γ + 1
4γ
∫
Ω
uγ+1
(
ϕ2
)
dx
= A
∫
Ω
uγ+1|∇ϕ|2 dx+ B
∫
Ω
uγ+1ϕϕ dx
with
A = − (γ + 1)
2
4γ β
(1+ 2κ) + γ + 1
2γ
, B = − (γ + 1)
2κ
2γ β
+ γ + 1
2γ
.
Now we insert the test function ϕ = |ψ |m in the last inequality to ﬁnd∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m dx ∫
Ω
uγ+1|ψ |2m−2(|A|m2|∇ψ |2 + |B|m(m − 1)|∇ψ |2 + |B|m|ψ ||ψ |)dx,
and hence∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m dx C ∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)dx (2.12)
with C = |A|m2 + |B|m(m − 1) + |B|m > 0. We may now use Hölder’s inequality in (2.12), and the assumption |ψ | 1 and
our choice for m, as before, to obtain
∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m dx C( ∫
Ω
uγ−p|ψ |2m dx
) γ+1
γ−p ( ∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx)
p+1
p−γ
. (2.13)
Finally, inserting (2.11) into (2.13) we obtain∫
Ω
∣∣∇(u γ+12 )∣∣2|ψ |2m dx C ∫
Ω
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx
with C > 0 depending only on p, m and γ , which gives the desired inequality (2.7).
To prove (2.8), we choose ψ as above and it follows from (2.9) that∫
Ω
uγ |ψ |2m dx C
∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)dx (2.14)
(note that β > 0, α > 0). An application of Hölder’s inequality yields
∫
Ω
uγ+1|ψ |2m−2(|∇ψ |2 + |ψ ||ψ |)dx ( ∫
Ω
uγ |ψ |2m dx
) γ+1
γ
( ∫
Ω
|ψ |2(γ+m)(|∇ψ |2 + |ψ ||ψ |)−γ dx)−
1
γ
.
The facts that m−γ and |ψ | 1 then imply that (2.8) holds. This completes the proof of this proposition. 
Remark 2.2. Let γ0 = −1 − 2p − 2√p(p + 1). We see that β = 0 in (2.9). Thus, by arguments similar to those in the proof
of (2.8), we have that∫
Ω
uγ0 |ψ |2m dx C
∫
Ω
(|∇ψ |2 + |ψ ||ψ |)−γ0 dx. (2.15)
Remark 2.3. The conclusion (2.2) is still true for γ = −1; indeed, in this case, (2.2) follows directly from Qu(ϕ)  0 with
ϕ = |ψ |m and |ψ | 1.
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In this section we obtain non-existence of stable positive solutions of (P) with Ω = RN by using the key integral esti-
mates given in Proposition 2.1.
Theorem 3.1. Problem (P) with Ω =RN has no stable positive solution provided that p > (N−2)28N .
Proof. For any R > 0, we deﬁne the test function ψR(x) = ϕ( |x|R ), where ϕ ∈ C20(R), 0 ϕ  1 everywhere on R and
ϕ(t) =
{
1 if |t| 1,
0 if |t| 2.
It follows from (2.15) that∫
BR
uγ0 dx C
∫
B2R\BR
(|∇ψR |2 + |ψR ||ψR |)−γ0 dx
 C RN+2γ0 , ∀R > 0 (3.1)
where C is a positive constant independent of R . An easy calculation implies that
N + 2γ0 < 0 provided p > (N − 2)
2
(8N)
.
Letting R → +∞ in (3.1), we conclude that∫
RN
uγ0 dx = 0.
This implies that uγ0 ≡ 0 in RN ; a contradiction. 
This implies that our Theorem 1.1 holds.
Remark 3.2. We still do not know the condition p > (N−2)
2
8N is technical or essential for non-existence of a stable positive
solution of (P). We easily see that (N−2)
2
8N < 1 for 2  N  11. Thus, Theorem 3.1 implies that any positive solution of (P)
with p  1 is unstable for 2  N  11. On the other hand, we know from [13,15] that any positive radial solution of (P)
with p  1 oscillates around the trivial solution u ≡ 1.
For N = 2, we obtain from Theorem 3.1 that any positive solution of (P) with p > 0 is unstable.
4. Finite Morse index solutions of (P) with an isolated rupture
In this section we obtain some non-existence results for positive solutions of (P) with ﬁnite Morse index that has an
isolated rupture. We have the following theorem.
Theorem 4.1. Let Ω0 be a bounded domain in RN (N  2) with 0 ∈ Ω0 , and Ω = Ω0\{0}, p > pc . Then problem (P) has no positive
solution with ﬁnite Morse index that has an isolated rupture at 0. For 0 < p  pc , problem (P) has a positive solution with ﬁnite Morse
index that has an isolated rupture at 0.
Proof. We use a contradiction argument to prove this theorem. We suppose p > pc (which is possible only for 2 N  9,
as pc = ∞ for N  10) and (P) has a positive solution u with ﬁnite Morse index that has an isolated rupture at 0. Then u
is stable outside a compact subset of Ω and hence there exists R∗ > 0 small such that u is stable in BR∗\{0}. We show that
this leads to a contradiction if p > pc . The rather involved arguments below are divided into several steps.
Step 1. Suppose that p > 0 and u is a stable positive solution of (P) in BR∗\{0}. Then there exists R0 ∈ (0, R∗) such that
for every γ ∈ (−1− 2p − 2√p(p + 1),−1] and every r ∈ (0, R0/2), we have∫
r<|x|<R0
(∣∣∇(u γ+12 )∣∣2 + uγ−p)dx C + DrN+ 2(γ−p)p+1 (4.1)
where C and D are positive constants depending on m, p, R0, R∗ but not on r.
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here, we ﬁx a function ϕ0 ∈ C2(R) satisfying 0 ϕ0  1 everywhere on R, and
ϕ0(t) =
{
0 if t  1,
1 if t  2.
We also choose a function θ0 such that θ0 ∈ C2(R), 0 θ0  1 everywhere on R and
θ0(t) =
{
1 if t  R0,
0 if t  (R0 + R∗)/2.
For every r ∈ (0, R0/2), we deﬁne ξr as follows
ξr(x) =
{
θ0(|x|) if |x| R0/2,
ϕ0(
2|x|
r ) if |x| R0/2.
Clearly ξr belongs to C20(BR∗\{0}) and satisﬁes 0  ξr  1 everywhere on RN . We now choose m = 1 + max{ p−γp+1 ,2,−γ }
and apply Proposition 2.1 (and Remark 2.3) with Ω = BR∗\{0} and ψ = ξr to obtain∫
r<|x|<R0
(∣∣∇(u γ+12 )∣∣2 + uγ−p)dx C ∫
RN
(|∇ξr |2 + |ξr ||ξr |) p−γp+1 dx
 C˜
[ ∫
R0|x|R∗
(∣∣θ ′0(|x|)∣∣2 + θ0(|x|)∣∣θ ′′(|x|)∣∣) p−γp+1 dx
+
∫
r|x|2r
(
r−2
∣∣ϕ′0(2|x|/r)∣∣2 + r−2ϕ0(2|x|/r)∣∣ϕ′′(2|x|/r)∣∣dx) p−γp+1 dx
]
 C1 + C2rN+
2(γ−p)
p+1
for all r ∈ (0, R0/2) and all γ ∈ (−1− 2p − 2√p(p + 1),−1]. Hence the desired integral estimate (4.1) holds.
Step 2. Suppose that p > 0 and u is a stable positive solution of (P) in BR∗\{0}. Then for every γ ∈ (−1 − 2p −
2
√
p(p + 1),−1] and every open ball BR(y) with 0 < |y| < 45 R∗ and R = |y|/4, we have∫
BR (y)
(∣∣∇(u γ+12 )∣∣2 + uγ−p)dx C RN+ 2(γ−p)p+1 , (4.2)
where C is a positive constant depending on m, p, N but not on y.
To prove (4.2) we apply Proposition 2.1 (and Remark 2.3) with m = 1 + max{ p−γp+1 ,2,−γ } and test function ψ(x) :=
ϕ0(
|x−y|
R ). This leads to∫
BR (y)
(∣∣∇(u γ+12 )∣∣2 + uγ−p)dx C ∫
B2R (y)\BR (y)
(|∇ψ |2 + |ψ ||ψ |) p−γp+1 dx
 C˜
∫
B2R (y)\BR (y)
(
R−2
∣∣ϕ′0(|x|/R)∣∣2 + R−2ϕ0(|x|/R)∣∣ϕ′′0 (|x|/R)∣∣) p−γp+1 dx
 C1RN+
2(γ−p)
p+1 ,
and this completes the proof of Step 2.
Step 3. Suppose p > pc and u is a stable positive solution of (P) in BR∗\{0}. Then there exists a small 0 = 0(p,N) > 0
such that for every  ∈ [0, 0] and every open ball B2R(y) with 0 < |y| 23 R∗ and R = |y|/8, we have∫
B2R (y)
(
u−(p+1)
) N
2− dx C RN−
2N
2− , (4.3)
∫
B2R (y)
(
u−1
) N
2− dx C RN−
2N
2− , (4.4)
where C is a positive constant depending on m, p, N but not on y and  .
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(p, γ ) := N(p + 1) + 2γ (p) − 2p < 0 for p > pc .
By continuity we can ﬁx γ∗ ∈ (γ (p),−1) such that (p, γ∗) < 0 for p > pc , or equivalently, p−γ∗(p+1)N/2 > 1. Therefore we can
ﬁnd 0 > 0 suﬃciently small so that
p − γ∗
(p + 1)θ > 1, ∀θ ∈
[
N
2
,
N
2− 0
]
.
Fix such a θ and set
ξ = p − γ∗
(p + 1)θ .
We are now ready to prove (4.3). By Hölder’s inequality and (4.2),∫
B2R (y)
(
u−(p+1)
)θ
dx C
( ∫
B2R (y)
uγ∗−p dx
)1/ξ
R
N(ξ−1)
ξ
 C R(N+
2(γ∗−p)
p+1 )
1
ξ R
N(ξ−1)
ξ
= C RN−2θ ,
which gives (4.3) if we take θ = N2− .
Now we show that (4.4). We have
∫
B2R (y)
u−θ dx
( ∫
B2R (y)
uγ∗−p dx
) θ
p−γ∗
RN
p−γ∗−θ
p−γ∗
 C R(N+
2(γ∗−p)
p+1 )
θ
p−γ∗ RN−
Nθ
p−γ∗
 C RN−
2θ
p+1
 C RN−2θ
which gives (4.4) if we take θ = N2− (note that p > 0).
Step 4. Harnack inequality: Under the conditions of Step 3, there exists a positive constant K such that
max|x|=r u(x) K min|x|=r u(x), ∀r ∈ (0, R∗]. (4.5)
Regarding u = u(x) as a solution of the linear equation
u + b(x)u = 0
with b(x) = −[u−(p+1) − u−1], and using (4.3) and (4.4), we ﬁnd that Harnack’s inequality holds on each ball BR(y) with
0< |y| < 23 R∗ , R = |y|8 ; namely
sup
BR (y)
u  K inf
BR (y)
u, (4.6)
where K depends on N , p and R‖b‖
L
N
2− (B2R (y))
(see [14, p. 209]). Due to (4.3) and (4.4),
R‖b‖
L
N
2− (B2R (y))
 RC R− = C .
Therefore, K is independent of R . Given any r ∈ (0, 23 R∗], the sphere {|x| = r} can be covered by a ﬁnite number of balls of
the form BR(y) with |y| = r and R = |y|/8 = r/8, and this ﬁnite number is independent of r. Therefore, by enlarging K in
(4.6) properly, we have
max|x|=r u(x) K min|x|=r u(x), ∀r ∈
(
0,
2
3
R∗
]
.
Since u is positive and continuous in { 23 R∗  |x| R∗}, by further enlarging K if necessary, we can guarantee that the above
inequality holds for all r ∈ (0, R∗], and (4.5) is proved.
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C1|x|
2
p+1  u(x) C2|x|
2
p+1 , ∀x ∈ BR∗\{0}. (4.7)
From (4.3) with  = 0 we obtain
τ
[
sup
BR (y)
u
]− N(p+1)2
RN 
∫
BR (y)
[
u−(p+1)
] N
2 dx C,
where τ := τ (N) is a positive constant independent of y, u and R . It follows that
sup
BR (y)
u  (τ/C)
2
N(p+1) R
2
p+1 .
We can now apply (4.6) to obtain
inf
BR (y)
u  1
K
(τ/C)
2
N(p+1) R
2
p+1 .
In particular,
u(y) 1
K
(τ/C)
2
N(p+1) R
2
p+1 = C1|y|
2
p+1
for all y satisfying 0 < |y| 23 R∗ . Since both u(y) and |y|
2
p+1 are positive and continuous on { 23 R∗  |y| R∗}, by shrinking
C1 if necessary, we have
u(y) C1|y|
2
p+1 for all y satisfying 0 < |y| R∗. (4.8)
To complete the proof of (4.7), it remains to show
u(y) C2|y|
2
p+1 for all y satisfying 0 < |y| R∗. (4.9)
Use spherical coordinates to write u(x) = u(r, θ) with r = |x| and θ = x/|x|; we have
urr + N − 1
r
ur + 1
r2
SN−1u = u−p − 1.
Let
U (r) = 1|SN−1|
∫
SN−1
u(r, θ)dθ.
Then from the above equation for u(r, θ) we obtain
(
rN−1U ′(r)
)′ = rN−1|SN−1|
∫
SN−1
u(r, θ)−p dθ − rN−1 for 0< r < R. (4.10)
Therefore, there are two cases to be considered:
(i) limr→0+ rN−1U ′(r) = L ∈ [−∞,+∞],
(ii) the function ζ(r) := rN−1U ′(r) oscillates near r = 0.
We ﬁrst show that (ii) is impossible. We see from (4.8) and (4.10) that
ζ ′(r) CrN−1−
2p
p+1 − rN−1. (4.11)
Since ζ(r) oscillates near r = 0, we know that there are a sequence of minimum points {ρ
n
} and a sequence of maximum
points {ρn} of ζ(r) satisfying ρn+1 < ρn+1 < ρn and ρn → 0, ρn → 0 as n → ∞ such that
ζ(ρn) − ζ(ρn) κ > 0
where κ is independent of n.
On the other hand, integrating (4.11) from ρ
n
to ρn , we obtain that
κ  ζ(ρn) − ζ(ρn) τ (ρn,ρn) → 0
as n → ∞. This is impossible. Thus, (i) holds.
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U ′(r) L˜r1−N for r ∈ (0, r0). (4.12)
Choosing 0 < r∗ < r < r0 and integrating (4.12) from r∗ to r, we obtain
U (r) − U (r∗) L˜
2− N
(
r2−N − r2−N∗
)
for N  3
or
U (r) − U (r∗) L˜ log r
r∗
for N = 2.
Since u has an isolated rupture at 0 and (4.5) holds, we can ﬁnd a sequence rn → 0 such that U (rn) → 0. Taking r∗ = rn and
letting n → ∞, we obtain from the above inequalities that U (r)∞, which is absurd. Therefore L > 0 cannot happen.
If L ∈ [−∞,0), then there are Lˆ ∈ (−∞,0) and r1 > 0 such that
rN−1U ′(r) Lˆ for r ∈ (0, r1).
It follows that
U (r) − U (r∗) Lˆ
r∫
r∗
s1−N ds for 0 < r∗ < r < r1.
Since 1− N −1, taking r∗ = rn and letting n → ∞, we obtain from the above inequality that U (r)−∞, again a contra-
diction.
Therefore we must have L = 0. Substituting (4.8) into the equation for U (r) we deduce
(
rN−1U ′(r)
)′  C−p1 rN−1− 2pp+1 − rN−1 for 0 < r < R∗.
It follows that
rN−1U ′(r) − rN−1∗ U ′(r∗) C
(
rN−
2p
p+1 − rN−
2p
p+1∗
)− 1
N
(
rN − rN∗
)
for 0 < r∗ < r < R∗ . Since N  2, taking r∗ = rn and letting n → ∞, we obtain from L = 0 and the above inequality that
rN−1U ′(r) CrN−
2p
p+1 − 1
N
rN for 0< r < R∗.
It follows that
U (r) − U (r∗) C˜
(
r
2
p+1 − r
2
p+1∗
)− 1
N(N + 1)
(
rN+1 − rN+1∗
)
for 0 < r∗ < r < R∗ . Taking r∗ = rn and letting n → ∞, we obtain
U (r) Cˆr
2
p+1 for 0 < r < R∗.
(Note that N + 1> 2p+1 .) In view of (4.5), this implies (4.9), and the proof of Step 5 is complete.
Step 6. Reaching a contradiction when p > pc .
We show that the estimates in Step 5 contradict that of Step 1. Recall that

(
p, γ (p)
)
< 0 for p > pc, (p,−1) = (N − 2)(p + 1) 0.
Therefore we can ﬁnd γ0 ∈ (γ (p),−1] such that (p, γ0) = 0, that is,
N + 2(γ0 − p)
p + 1 = 0.
Choosing γ = γ0 in (4.1), we obtain∫
{r<|x|<R0}
uγ0−p dx C + D.
On the other hand, using (4.7) we deduce
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{r<|x|<R0}
uγ0−p dx Cγ0−p2
∫
{r<|x|<R0}
|x| 2p+1 (γ0−p) dx
= Cγ0−p2
R0∫
r
s−1 ds
= Cγ0−p2 log(R0/r) → ∞ as r → 0.
This contradiction shows that when p > pc , (P) has no positive solution with an isolated rupture at 0 that has ﬁnite Morse
index. This completes the proof of the ﬁrst part of this theorem.
Now we show the second part of this theorem.
It follows from [13] that there is a unique singular (radial) solution V (r) of the equation
v = v−p − 1 in RN
satisfying
r−δV (r) → Λ as r → 0+
where
δ = 2
p + 1 , Λ =
(
2
p + 1
[
N − 2+ 2
p + 1
])− 1p+1
.
We claim that
V (r) = rδ(Λ − Brpδ + o(rpδ)) as r → 0+ (4.13)
where
B = 1
(pδ)2 + (N − 2+ 2δ)pδ + (p + 1)Λ−(p+1) .
Indeed, if we introduce the Emden–Fowler transformation for V (r):
W (ρ) = r−δV (r), ρ = ln r
we see that W (ρ) satisﬁes the problem
W ′′(ρ) + (N − 2+ 2δ)W ′(ρ) + Λ−(p+1)W (ρ) − W−p(ρ) + epδρ = 0, ρ ∈ (−∞,∞) (4.14)
with W > 0 and limρ→−∞ W (ρ) = Λ. Therefore, if we assume that W (ρ) = Λ + Aepδρ + o(epδρ) as ρ → −∞, we easily
obtain from (4.14) that A = −B . Where we are using the fact(
Λ + Aepδρ + o(epδρ))−p = Λ−p − pΛ−(p+1)Aepδρ + o(epδρ).
This implies our claim (4.13). Therefore, for r near 0,
V−(p+1)(r) = r−2(Λ − Brpδ + o(rpδ))−(p+1)
= r−2(Λ−(p+1) + (p + 1)BΛ−(p+2)rpδ + o(rpδ)).
Since V is increasing in (0, τ ) for some 0 < τ < 1, we see that there exists a small 0 <  < τ such that
V−(p+1)(r)
{
r−2(Λ−(p+1) + (p + 2)BΛ−(p+2)rpδ) for r ∈ (0, ),
C∗ for r ∈ [, τ )
(4.15)
where C∗ > 0 depends on  . The property of V (r) in [13] implies that
V−(p+1)(r) C∗∗ for r ∈ (τ ,∞)
where C∗∗ > 0 (note that V (r) → 1 as r → ∞). Therefore, for any  > 0 and r ∈ (0,),
V−(p+1)(r)
{
r−2(Λ−(p+1) + (p + 2)BΛ−(p+2)rpδ) for r ∈ (0, ),
C∗∗ for r ∈ [,).
(4.16)
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pΛ−(p+1)  (N − 2)
2
4
for 0< p  pc
and ∫
Ω
|∇h|2 dx− (N − 2)
2
4
∫
Ω
h2
|x|2 dx C
∫
Ω
h2
(|x|2 ln R/|x|)2 dx (4.17)
for every h ∈ H10(Ω) (see [1]), where C > 0 is a constant, Ω is any ball with center at 0 and R  e supΩ |x|. Thus, for
R  e ,∫
B
[|∇h|2 − pV−(p+1)h2]dx

[ ∫
B
+
∫
B \B
][|∇h|2 − pV−(p+1)h2]dx
=
∫
B
[|∇h|2 − pΛ−(p+1)r−2h2 − p(p + 2)BΛ−(p+1)rpδr−2h2]dx+ ∫
B \B
[|∇h|2 − C∗h2]dx
=
∫
B
[
|∇h|2 − (N − 2)
2
4
r−2h2 − p(p + 2)BΛ−(p+1)rpδr−2h2
]
dx+
∫
B \B
[|∇h|2 − C∗h2]dx

∫
B
[
C
(ln R/r)2
− p(p + 2)BΛ−(p+1)rpδ
]
dx
h2
r2
+
∫
B \B
[|∇h|2 − C∗h2]dx
−C∗∗
∫
B
h2 dx
if we choose  > 0 suﬃciently small, where Bρ is the ball with center at 0 and radius of ρ , C∗ > 0, C∗∗ > 0 are independent
of h. Thus the ﬁrst eigenvalue μ∗ of the problem
−h − pV−(p+1)h = μh in B , h = 0 on ∂B (4.18)
satisﬁes μ∗ −C∗∗ . Choosing  such that Ω0  B , we see from the monotonicity of the ﬁrst eigenvalue with respect to
the domains that the ﬁrst eigenvalue μ∗∗ of the problem
−h − pV−(p+1)h = μh in Ω0, h = 0 on ∂Ω0 (4.19)
satisﬁes μ∗∗  −C∗∗ . This implies that V (r) is a solution of (P) in Ω0\{0} with ﬁnite Morse index that has an isolated
rupture at 0. The proof of the theorem is now complete. 
This implies that our Theorem 1.2 holds.
5. Finite Morse index solutions of (P) in exterior domains
In this section we obtain a non-existence result for stable positive solutions in an exterior domain, which is parallel to
Theorem 4.1 and greatly improves the conclusion of Theorem 3.1.
Theorem 5.1. Suppose that N  2, p > max{pc, (N − 2)2/(8N)} and Ω0 is a bounded domain containing 0. Then problem (P) with
R
N\Ω0 has no positive solution that has ﬁnite Morse index.
Proof. Arguing indirectly we assume that (P) has a positive solution u with ﬁnite Morse index. Then u is stable outside a
compact subset of Ω and hence there exists R∗ > 0 suﬃciently large such that u is stable in RN\BR∗ . We show that this
leads to a contradiction.
The arguments are similar to that in the proof of Theorem 4.1, but we need to use the fact that p > (N−2)
2
.8N
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{R0+2<|x|<r}
(∣∣∇(u γ+12 )∣∣2 + uγ−p)dx C + DrN+ 2(γ−p)p+1 , (5.1)
∫
{R0+2<|x|<r}
uγ dx C + DrN+2γ (5.2)
where C and D are positive constants depending on m, p, R0, R∗ but not on r.
The proof of (5.1) is the same as in Theorem 4.1, except that we now use the test function
ξ˜r(x) =
{
θR0(|x|) if |x| R0 + 3,
ϕ( |x|r ) if |x| R0 + 3,
with ϕ ∈ C2(R) satisfying 0 ϕ  1 on R and
ϕ(t) =
{
1 if |t| 1,
0 if |t| 2,
and θs ∈ C2(R), 0 θs  1 on R and
θs(t) =
{
0 if |t| s + 1,
1 if |t| s + 2.
The proof of (5.2) can be obtained by choosing ψ(x) = ξ˜r(x) in (2.2).
Step 2. For every γ ∈ (−1− 2p − 2√p(p + 1),−1] and every open ball BR(y) with |y| > 65 R∗ and R = |y|/4, we have∫
BR (y)
(∣∣∇(u γ+12 )∣∣2 + uγ−p)dx C RN+ 2(γ−p)p+1 , (5.3)
∫
BR (y)
uγ dx C RN+2γ (5.4)
where C is a positive constant depending on m, p, N but not on y.
The proof of (5.3) is the same as in Theorem 4.1. The proof of (5.4) can be obtained by choosing the test function
ψ(x) := ϕ0( |x−y|R ) in (2.2), where ϕ0 is as in Step 2 of Theorem 4.1.
Step 3. There exists a small 0 = 0(p,N) > 0 such that for every  ∈ [0, 0] and every open ball B2R(y) with |y| 43 R∗
and R = |y|/8, we have∫
B2R (y)
[
u−(p+1)
] N
2− dx C RN−
2N
2− , (5.5)
∫
B2R (y)
[
u−1
] N
2− dx C RN−
2N
2− , (5.6)
where C is a positive constant depending on m, p, N but not on y and  .
The proof of (5.5) is the same as in Theorem 4.1. To prove (5.6), we notice that −γ0 > N/2 for p > (N − 2)2/(8N).
Thus, we can choose γ∗ ∈ (γ0,−1) near γ0 such that −γ∗ > N/2 for p > (N − 2)2/(8N). Therefore, choosing a smaller 0 if
necessary, we have that −γ∗ > N2− for  ∈ [0, 0]. Thus, it follows from (5.4),∫
B2R (y)
[
u−1
] N
2− dx
( ∫
B2R (y)
[
u−1
]−γ∗ dx)
N
−(2−)γ∗
RN(1+
N
(2−)γ∗ )  C RN−
2N
2− . (5.7)
This is (5.6).
Step 4. Harnack inequality: There exists a positive constant K such that
max|x|=r u(x) K min|x|=r u(x), ∀r  R
∗. (5.8)
This step is proved by exactly the same argument as in Theorem 4.1.
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u(x) C |x| 2p+1 , ∀x ∈RN\BR∗ . (5.9)
Inequality (5.9) can be obtained in the same way as in Theorem 4.1.
Step 6. Reaching a contradiction.
We use spherical coordinates to write u(x) = u(r, θ) and deﬁne U (r) = 1|SN−1|
∫
SN−1 u(r, θ)dθ . From (5.9) we deduce(
rN−1U ′(r)
)′  C−prN−1− 2pp+1 − rN−1 −βrN−1, ∀r  R∗
where 0 < β < 1. (We can choose a bigger R∗ if necessary.) It follows that, for all r > R∗ ,
rN−1U ′(r) − (R∗)N−1U ′(R∗)− β
N
(
rN − (R∗)N).
Therefore there exist 0< c1 < 1 and R1 > R∗ such that
U ′(r)−c1r, ∀r > R1,
which infers, for all r > R1,
U (r) − U (R1)−c1
2
(
r2 − R21
)
.
Thus there exist 0 < c2 < 1 and R2 > R1 such that
U (r)−c2r2, ∀r  R2.
This contradicts (5.9). The proof of the theorem is now complete. 
This implies that our Theorem 1.3 holds.
Remark 5.2. Similar arguments can be used to study the ﬁnite Morse index solutions of the equation
u = u−p − u−q in Ω ⊂RN (N  2), 0< q < p.
We leave the details to the readers.
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