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Abstract Photomosaic images are a type of images consisting of various tiny
images. A complete form can be seen clearly by viewing it from a long dis-
tance. Small tiny images which replace blocks of the original image can be seen
clearly by viewing it from a short distance. In the past, many algorithms have
been proposed trying to automatically compose photomosaic images. Most
of these algorithms are designed with greedy algorithms to match the blocks
with the tiny images. To obtain a better visual sense and satisfy some com-
mercial requirements, a constraint that a tiny image should not be repeatedly
used many times is usually added. With the constraint, the photomosaic prob-
lem becomes a combinatorial optimization problem. Evolutionary algorithms
imitating the process of natural selection are popular and powerful in combina-
torial optimization problems. However, little work has been done on applying
evolutionary algorithms to photomosaic problem. In this paper, we present an
algorithm called clustering based evolutionary programming to deal with the
problem. We give prior knowledge to the optimization algorithm which makes
the optimization process converges faster. In our experiment, the proposed
algorithm is compared with the state of the art algorithms and software. The
results indicate that our algorithm performs the best.
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2 Yaodong He et al.
1 Introduction
Photomosaic images are a type of images composed of tiny images (these tiny
images are called tiles in this paper). A complete image can be recognized by
viewing a photomosaic image from a long distance. The detailed vision of each
tile can be seen clearly by viewing the photomosaic image from a short dis-
tance. Figure 1 is a photomosaic example generated by Mozaika software [14].
Silvers et al. [21] systematically describe the photomosaic problem 21 years
ago. However, the visual sense of the photomosaic images is unsatisfactory at
that time. In the past, generating a photomosaic image can be expensive since
it requires massive calculations, thus taking lots of time. However, because of
the exponential growth of computing capability, generating a photomosaic im-
age has become much cheaper, and now the photomosaic technology is widely
used in advertisements, posters and multimedia [5, 6], etc.
(a) (b)
(c)
Fig. 1 (a) is the original image. (b) is the photomosaic image generated by Mozaika soft-
ware. (c) is a partition of the photomosaic image.
Usually, the photomosaic problem is solved following these steps (although
different algorithms or approaches can be slightly different): 1) tiny images
are collected to compose a tile database; 2) the original image is divided into
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blocks; 3) for each block, the intensity differences between the block and the
tiles are computed to find the most suitable tile using a greedy algorithm. Di
Blasi et al. [8] propose a fast photomosaic algorithm to speed up the existing
algorithms [21]. Each tile in the database is resized to a 3×3 image. The orig-
inal image is divided into 3× 3 blocks. For each block, the RGB values of the
block are used to find the most suitable tile in the tile database, and the found
tile is resized to fit the block. Seo et al. [20] propose a photomosaic algorithm
incorporating social networking activity and relationships between users. The
tile database consists of tiles coming from photo albums in the social network
of the users. Lee [12] proposes a photomosaic algorithm using adaptive tiling.
Unlike other algorithms using tiles with a fixed size, his algorithm adjusts
the tile size to adapt to different regions of the original image. Besides these
mentioned photomosaic algorithms, there are many other algorithms sharing
similar steps (e.g., [11, 17]).
Usually, we add a constraint that each tile in the tile database should not
be used more than nredu times (nredu is a fixed number denoting the permit-
ted number of redundant tiles for an image) to compose “nice” photomosaic
images. Without the constraint, a tile may be used multiple times in some
regions of the photomosaic image, which deteriorates the visual sense of im-
ages and conflicts with the goal of photomosaic images (i.e., a photomosaic
image should consist of various tiny images). For example, we want to gen-
erate a photomosaic image for TV advertisement. Each tiny image includes
product information. We want a photomosaic image to include as much prod-
uct information as possible. Generating a photomosaic image using a limited
number of tiny images must be unsuitable. Figure 2 is a photomosaic example
without the constraint. We can see that many identical tiles replace the “sky”
region. The photomosaic problem with the constraint is much harder than the
same problem without the constraint since the problem becomes a combinato-
rial optimization problem. Thus the greedy algorithms are not feasible to the
problem, and we need new algorithms for the problem.
Evolutionary algorithms (EAs) are a type of optimization algorithms imi-
tating the process of natural selection. They hold the opinion of “survival of
the fittest” [3]. Coding parameters as chromosomes, EAs search for good so-
lutions by utilizing genetic operations, e.g. crossover, mutation, selection, etc.
There are mainly three classes of EAs: evolution strategies (ES), evolution-
ary programing (EP), and genetic algorithms (GAs) [2, 4, 7]. They have been
shown to be good at solving varivous types of optimization problems which
other gradient types of mathematical optimizers have failed to solve [13].
Many evidences support that EAs are powerful in combinatorial optimiza-
tion problems and their applications [22, 18, 9]. However, little work has been
done on applying EAs to the photomosaic problem. Sah et al. [19] experimen-
tally investigate the performance of GP and GA on the photomosaic problem.
Narasimhan et al. [15] propose a simple randomized local search algorithm
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(a) (b)
(c)
Fig. 2 (a) is the original image. (b) is the photomosaic image generated by Mozaika software
without the constraint of the number of redundant tiles. (c) is a partition of the photomosaic
image.
called randomized iterative improvement algorithm for the problem. However,
these algorithms are time consuming or perform worse than approaches using
a greedy algorithm (e.g., [17, 12]). To overcome these drawbacks, we propose
a novel evolutionary algorithm called clustering based evolutionary program-
ming (CEP) for the photomosaic problem.
In this paper, a novel clustering based evolutionary programming is pro-
posed to solve the optimization problem. Unlike other EAs, we give the prior
knowledge which are the similarities between the tiles to our CEP. Thus CEP
is able to converge fast.
The rest of this paper is organized as follows. We formulate the problem
in the next section. Section 3 describes our CEP. Section 4 reports the experi-
mental results which indicate CEP outperforms the state of the art algorithms.
Section 5 concludes this paper.
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2 Problem formulation
Suppose we have an original image im1. Our goal is to generate a photomosaic
image im2 which has the minimal mean absolute pixel errors (MAE) to the
original image im1. Suppose the total number of candidate tiles in the tile
database is n. Firstly, we divide im1 into nr × nc blocks, and each block con-
sists of mb×nb pixels. A candidate solution −→x = {x1, ..., xl, ..., xD} represents
a permutation, where D = nr×nc. Each variable represents the index of a tile
for a block. Thus, the variables are discrete, and the range of each variable is
1 to n. For example, x1 = 100 means we use the 100
th tile of the tile database
to replace the 1st block of im1. We add a constraint that each tile in the tile
database should not be used more than nredu times. For a fair comparison,
nredu in this paper is the same as [12].
We normalize the intensities of the blocks and the tiles from [0, 255] to [0, 1].
The cost/fitness function for each block can be formulated as: fitness(l, k) =
|blockl − tilek|, where blockl denotes the lth block of the original image, and
tilek denotes the k
th candidate tile in the tile database. Since the block and
the tile are composed of mb × nb pixels, the operator |.| is to compute the
mean absolute error (MAE) between the pixels of the block and the tile, and
we can conclude 0 < fitness(l, k) < 1. The overall fitness is computed as:
fitness = 1D
∑D
l=1 fitness(l, xl). Our goal is to obtain the solution of the
overall fitness function
−→
x∗ = arg min
−→x
fitness subject to the constraint that no
tile in the tile database is used more than nredu times.
In [15], an EA is applied to the photomosaic problem. In each evaluation,
a randomly selected variable xl mutates to a randomly generated integer k
from 1 to n (xl ← k). If fitness(l, k) < fitness(l, xl), which denotes the
mutation improves the fitness, we accept this mutation. This operation follows
the “survival of the fittest” principle.
3 Clustering based evolutionary programming
In this section, we describe CEP. For each tile (tiny image), we generate a nor-
malized color histogram with B = 15 bins. Then we use K-means algorithm
(K = 90) to cluster the set of normalized histograms. After the clustering,
tiles are classified into the different clusters based on their visual similarity.
The optimization algorithm is composed of the following steps: 1) each
block is randomly allocated with a tile, −→x is used to store the indexes of the
tiles for these blocks; 2) we select a random block position g with probabil-
ity Probg =
fitness(g, xg)∑nr×nc
l=1 fitness(l, xl)
; 3) if fitness(g, xg) is smaller than the
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average fitness
1
nr × nc
∑nr×nc
l=1 fitness(l, xl), the current tile tilexg mutates
to a randomly selected tile tilek within (or out of) the current cluster with a
probability α (or 1− α) respectively (we choose α = 0.75 in the paper), while
if fitness(g, xg) is greater than the average fitness, the probability that the
current tile tilexg mutates to a randomly selected tile tilek within (or out of)
the current cluster is 1 − α (or α) respectively; 4) if tilek has not been used
more than nredu times (i.e., the permitted number of redundant tiles has not
been reached), the current tile tilexg mutates to the k
th tile tilek (xg ← k),
and if the mutation improves the fitness, we accept the mutation. Step 2-4
repeat until a stopping condition is satisfied. The pseudocode of the optimiza-
tion algorithm is shown in Algorithm 1.
Algorithm 1 Clustering based Evolutionary Programming
Input:
1: count(−→x , k): count the number of k in −→x
2: fitness(x1, x2): compute the MAE between the xth1 block and the x
th
2 tile
3: nr: number of tiles for each row
4: nc: number of tiles for each column
5: nredu: permitted number of redundant tiles
6: n: total number of candidate tiles
7: α: a parameter to control the probability that tiles mutate within/out of the cluster
they belong to. We set α = 0.75 in our experiments
8: Max evaluation: the maximum number of evaluations
Output:
9: −→x : the solution for the photomosaic image
10:
11: initialize −→x to be a nr × nc vector containing a set of random, non-repeating integers
from 1 to n.
12: while the total number of evaluations < Max evaluation do
13: select a random block position g with probability Probg =
fitness(g, xg)∑nr×nc
l=1 fitness(l, xl)
.
14: generate an uniform, random number Prob between [0, 1].
15: if fitness(g, xg) <
1
nr × nc
∑nr×nc
l=1 fitness(l, xl) then
16: th← α
17: else
18: th← 1− α
19: end if
20: if Prob < th then
21: generate a random integer k within the cluster that xg belongs to.
22: else
23: generate a random integer k out of the cluster that xg belongs to.
24: end if
25: if count(−→x , k) < nredu then
26: if fitness(g, k) < fitness(g, xg) then
27: xg ← k
28: end if
29: end if
30: end while
31: return −→x
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We design our optimization algorithm based on two assumptions: 1) if a
block is similar to a tile (i.e., the MAE between them is small), replacing the
current tile by a new tile has a high probability to get a worse result, and if
the block is not similar to the tile, the probability should be low. This assump-
tion is intuitive. The total number of candidate tiles for a block is a constant
number n, thus the number of candidate tiles which are better than the cur-
rent tile reduces as the fitness (MAE) decreases. Based on this assumption,
we design our optimization algorithm such that the tile which is not similar
to the block should have a higher chance to mutate into a new tile. This is
what step 2 does in the last paragraph. 2) if a block is similar to a tile, we
have a high probability to find a more suitable tile within the cluster that the
current tile belongs to, and in contrast, if a block is not similar to a tile, the
probability should be low. Since visually similar tiles are clustered together,
if a tile is visually suitable to a block, the other tiles in the same cluster may
also be visually similar to the block. Based on this assumption, we design our
optimization algorithm such that the tile which is similar to the block should
have a higher chance to mutate within the current cluster and vice versa. This
is what step 3 does in the last paragraph.
4 Experimental studies
To evaluate the performance of the proposed approach, we compare it with
Narasimham’s algorithm [15], Lee’s algorithm [12], Andrea software [1] and
Mozaika software [14]. The latest version of Andrea software is released in
January 2018, and the latest version of Mozaika software is released in Feber-
ary 2018. Although Narasimham’s algorithm is relatively old (published in
2012), we do not know its efficiency compared with the state of the art algo-
rithms. Thus we investigate the algorithm in our paper. Lee’s algorithm is the
state of the art algorithm for the photomosaic problem. It can be implemented
with adaptive tiling or without adaptive tiling. In Lee’s paper, the algorithm
without adaptive tiling outperforms the same algorithm with adaptive tiling.
Thus we only consider Lee’s algorithm without adaptive tiling. Andrea soft-
ware and Mozaika software are two newest offline software. We use 10000 tiles
(tiny images) from imagenet [10] as our tile database. The size of these tiles
is 32 × 32. An original image is resized to be a 2560 × 3200 image. Thus the
number of tiles for each row is 80 and the number of tiles for each column is
100. Table 1 shows the parameter settings of the following experiments. In the
following experiments, the algorithms above are used to generate 30 different
photomosaic images [16] (a few images are shown in figure 3-5 for a qualitative
comparison).
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(a) (b)
(c) (d)
(d) (e)
Fig. 3 (a) is the original image. (b), (c), (d), (e) and (f) are generated by Andrea software,
Mozaika software, Narasimham’s algorithm, Lee’s algorithm and CEP respectively.
4.1 Qualitative comparison of Photomosaic algorithms
In this subsection, we qualitatively compare these algorithms. We compare
the photomosaic images generated by CEP and Narasimham’s algorithm at
Max evaluation=1.6 × 106 evaluations (although the performance may still
improve as the number of evaluations increases) with the images generated
by Lee’s algorithm, Andrea software and Mozaika software. We consider com-
puting MAE between a block and a tile is an evaluation. In figure 3-5, pho-
tomosaic images (b), (c), (d), (e) and (f) are generated by Andrea software,
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(a) (b)
(c) (e)
(e) (e)
Fig. 4 (a) is the original image. (b), (c), (d), (e) and (f) are generated by Andrea software,
Mozaika software, Narasimham’s algorithm, Lee’s algorithm and CEP respectively.
Mozaika software, Narasimham’s algorithm, Lee’s algorithm and the proposed
algorithm respectively. It is clear that all of the five algorithms are able to
generate acceptable photomosaic images.
4.2 Quantitative comparison of Photomosaic algorithms
A direct way to evaluate the quality of the visual sense of a photomosaic im-
age is to compare the intensity differences between the photomosaic image and
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(a) (b)
(c) (d)
(d) (e)
Fig. 5 (a) is the original image. (b), (c), (d), (e) and (f) are generated by Andrea software,
Mozaika software, Narasimham’s algorithm, Lee’s algorithm and CEP respectively.
the original image, which is the MAE between them. The performance of CEP
and Narasimham’s algorithms improves (i.e., the MAE values decrease) as the
number of evaluations increases, while for the given parameter settings, Lee’s
algorithm, Andrea software and Mazaika software have deterministic perfor-
mance and running time. To fairly compare them, in figure 6, we plot the
convergence curves of the average MAE values of CEP and Narasimham’s al-
gorithm. The y-axis records the average MAE values, and the x-axis records
the number of evaluations. Lee’s algorithm, Andrea software and Mazaika soft-
ware are plotted as flat lines. The y-values of the lines are the average MAE
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values of them. The three lines are plotted to investigate how many evaluations
that CEP and Narasimham’s algorithms are needed to outperform the other
three algorithms. The figure indicates that only CEP finally outperforms Lee’s
algorithm.
Table 1 Parameter settings of the experiments
Image size 2560× 3200
Number of candidate tiles 10000
Tile size 32× 32
Permitted number of redundant tiles (nredu) 5
Number of tiles for each row 80
Number of tiles for each column 100
Fig. 6 The convergence curve of the mentioned algorithms. The y-axis is the average fitness,
and the x-axis is the number of evaluations.
Recall that we generate 30 different photomosaic images. Thus we can use
Mann-Whitney U-test to test the significant difference between the MAE val-
ues of CEP and the other algorithms using a level of significance of 0.05. As
we discussed in the previous subsection, we use the MAE values of CEP and
Narasimham’s algorithm at Max evaluation=1.6 × 106 evaluations. The four
algorithms are compared with CEP one by one, and for each comparison, a P-
value is obtained and recorded. Table 2 shows the comparison result. Usually,
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an algorithm is considered to be significantly better if the P-value is smaller
than the level of significance. In the table, except Lee’s algorithm, the other
three algorithms have P-values with CEP smaller than 0.05, which indicates
that the proposed algorithm significantly outperforms them.
We implement CEP, Narasimham’s algorithm and Lee’s algorithm in Mat-
lab platform. However, the algorithms of Andrea software and Mozaika soft-
ware are not available to the public. Thus we cannot implement them in Matlab
platform. Although we download the two software, we cannot fairly compare
the running time of the two software with the running time of other algorithms
since the two software are compiled using a different programming language.
We run CEP, Narasimham’s algorithm and Lee’s algorithm using a computer
which has a CPU with Intel i7-2600 3.40GHz. The running time of these three
algorithms are recorded in Table 2. It indicates that the running time of Lee’s
algorithm is more than three times the running time of CEP. We can conclude
that although the visual quality of the photomosaic images generated by CEP
and Lee’s algorithm has no significantly differences, CEP requires less time to
compose a photomosaic image. Narasimham’s algorithm is slightly faster than
CEP but CEP is able to produce better photomosaic images.
Table 2 Comparison result of CEP and the other three algorithms
CEP Narasimham’s Lee’s Andrea Mazaika
Average
MAE value
0.1462 0.1589 0.1475 0.1815 0.1638
Standard de-
viation
0.0205 0.0198 0.0204 0.0144 0.0214
P-value NA 2.324e-2 0.8418 5.092e-8 3.671e-3
Average run-
ning time
204.05s 176.12s 632.35s NA NA
5 Conclusion
Photomosaic images have commercial values. To obtain a better visual sense
and satisfy some commercial requirements, a constraint that a tile should not
be repeatedly used many times when generating photomosaic images is usually
added. With the constraint, composing a photomosaic image becomes a com-
binatorial optimization problem. EA is a powerful tool to solve combinatorial
optimization problems. However, little work has been done on applying EA
to the photomosaic problem. In this paper, a clustering based evolutionary
programming is proposed to deal with the problem.
The proposed algorithm is qualitatively and quantitatively compared with
the state of art algorithms and software. We visually show the photomosaic
images of different algorithms. The figures indicate that all algorithm are able
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to generate acceptable photomosaic images. We evaluate the quality of the
generated photomosaic images by comparing the intensity differences between
the photomosaic images and the original image. The average fitness conver-
gence curves of these algorithm are plotted indicating CEP performs the best.
Moreover, we compare CEP with these algorithms using Mann-Whitney U-
test. The comparison result indicates that CEP significantly outperforms these
algorithms except Lee’s algorithm (which is the state of the art algorithm).
However, CEP requires less running time than Lee’s algorithm.
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