A Distributed Constraint Satisfaction Problem (DisCSP) is a constraint satisfaction problem in which variables and constraints are distributed among multiple agents. Various algorithms for solving DisCSPs have been developed, which are intended for general purposes, i.e., they can be applied to any network structure. However, if a network has some particular structure, e.g., the network structure is scale-free, we can expect that some specialized algorithms or heuristics, which are tuned for the network structure, can outperform general purpose algorithms/heuristics. In this paper, as an initial step toward developing specialized algorithms for particular network structures, we examine variable-ordering heuristics in scale-free networks. We use the classic asynchronous backtracking algorithm as a baseline algorithm and examine the effect of variableordering heuristics. First, we show that the choice of variable-ordering heuristics is more influential in scale-free networks than in random networks. Furthermore, we develop a novel variable-ordering heuristic that is specialized to scale-free networks. Experimental results illustrate that our new variable-ordering heuristic is more effective than a standard degree-based variable-ordering heuristic. Our proposed heuristic reduces the required cycles by 30% at the critical point.
Introduction
A surprisingly wide variety of Artificial Intelligence (AI) problems can be formalized as constraint satisfaction problems (CSPs). A CSP is a problem that finds a consistent assignment of values to variables. A Distributed Constraint Satisfaction Problem (DisCSP) is formalized as a CSP in which variables and constraints are distributed among multiple agents [1] . In DisCSP, agents assign values to variables, attempting to generate a locally consistent assignment that is also consistent with all the constraints between agents.
Asynchronous BackTracking algorithm (ABT), which was first presented by Yokoo [2] , is the most basic algorithm for solving DisCSPs. It is also the first complete and asynchronous search algorithm for DisCSPs. ABT allows agents to act asynchronously and concurrently without any global control, while guaranteeing the completeness of the algorithm. Various algorithms have been developed for solving DisCSPs, e.g., Distributed BackTracking algorithm [3] , an ABT In the rest of this paper, we show that the choice of variable-ordering heuristics is more influential in scale-free networks than in random networks. Specifically, we show that the performances of ABT in the former network depend on which variable-ordering heuristics is used much more than that in the latter network, since the degree distribution of scale-free networks is significantly different from that of random networks. We examine how the performance of ABT in scale-free networks changes in terms of the depth and number of the backedges of pseudo-trees. Given a variable-ordering, ABT determines a pseudo-tree and searches for a solution from it. Since the depth and number of backedges greatly affect the network structure, it is expected that the performance of ABT changes based on those factors. However, surprisingly, our experiments reveal that the performance does not significantly change.
Furthermore, we develop a novel variable-ordering heuristic called Average Length between Hubs (ALH) specialized for scale-free networks. Our experiments show that ALH outperforms a standard degree-based variable-ordering heuristic in scale-free networks. As far as the authors aware, there exists virtually no work on variable-ordering heuristics specialized for scale-free networks in DisCSP, although many studies have dealt with variable-ordering heuristics [8, 13, 14, 15, 16] .
The rest of our paper is organized as follows. We describe the definition of a DisCSP (Section 2) and introduce a scale-free network (Section 3). We examine the performance of ABT in scale-free and random networks (Section 4). Next, we present a novel variable-ordering heuristic that is specialized to scale-free networks and show that our new variable-ordering heuristic is effective for scalefree networks (Section 5). Finally, we give a discussion (Section 6) and present a conclusion and some future work (Section 7).
Distributed Constraint Satisfaction Problem
A Constraint Satisfaction Problem (CSP) [17] A Distributed Constraint Satisfaction Problem (DisCSP) is a CSP in which the variables and constraints are distributed among multiple agents [1] . We assume the following communication model:
-Agents communicate by sending messages. An agent can send messages to other agents iff the agent knows the addresses of the agents. -The delay in delivering a message is finite, although random. For transmission between any pair of agents, messages are received in the order in which they were sent.
Each agent has variables and tries to determine their values. However, there exist inter-agent constraints, and the value assignment must satisfy these interagent constraints.
Asynchronous Backtracking
Asynchronous BackTracking algorithm (ABT), which was first presented by Yokoo [1] , is the most basic algorithm for solving DisCSPs. We make the following assumptions while describing this algorithm for simplicity. Relaxing these assumptions to general cases is relatively straightforward:
-Each agent has exactly one variable. -All constraints are binary.
-Each agent knows all constraint predicates relevant to its variable.
In ABT, the priority order among agents is determined. First, agents instantiate their variables concurrently and send their assigned values to the agents that are connected to them by outgoing links, i.e., there exists a link between two agents who are involved by a binary constraint, and the link is directed from the higher priority agent to the lower priority agent. Then all agents wait for and respond to messages. After each update of its assignment, an agent sends its new assignment to all outgoing links. An agent that receives an assignment from an incoming link, tries to find an assignment for its variable that does not violate a constraint with the assignment it received.
The main message types communicated among agents are ok? messages and nogood messages. An ok? message carries an assignment of an agent. When agent A i receives an ok? message from agent A j , it places the received assignment in a data structure called Agent View, which holds the last assignment A i received from higher priority neighbors such as A j . Next, A i checks if its current assignment is still consistent with its Agent View. If it is consistent, A i does nothing. If not, then A i searches its domain for a new consistent value. If it finds one, it assigns its variable and sends ok? messages to all lower priority agents linked to it. Otherwise, A i backtracks.
The backtrack operation is executed by sending a nogood message that contains an inconsistent partial assignment. nogood messages are sent to the agent with the lowest priority among the agents whose assignments are included in the inconsistent tuple in the nogood message. Agent A i that sends a nogood message to agent A j assumes that A j will change its assignment. Therefore, A i removes from its Agent View the assignment of A j and makes an attempt to find an assignment for its variable that is consistent with the updated Agent View.
Scale-Free Network
In recent years, various complex networks have been identified as having a scalefree structure [9, 18, 19] , e.g., the Internet, SNS, and the citation relation graphs of scientific articles. Traditionally, these networks are approximated as random graphs, but the degree distributions of these networks (and other networks in nature) are significantly different from the degree distribution of random graphs. The study of random graphs was originally initiated by Erdös and Rényi (ER model) [20] . In this model, most nodes have approximately the same degree and the degree distribution follows a Poisson distribution.
A scale-free network is characterized by a power-law degree distribution as follows:
where k is the degree and γ is the exponent that depends on each network structure. Scale-free networks have no scale because there is no typical number of links. The random network models assume that the probability that two nodes are connected is random and uniform. In contrast, most real networks exhibit some preferential connectivity. For example, a newly created webpage will more likely include edges to well-known, popular documents that already have high connectivity. This example indicates that the probability with which a new node connects to an existing node is not uniform, but there is a higher probability of being linked to a node that already has a large number of connections.
One cycle consists of reading all incoming messages, performing local computation, and sending messages. We assume that a message issued at time t is available to the recipient at time t + 1. We analyzed the performance for the number of cycles required to solve the problem. There are some other simulations to evaluate DisCSP algorithms, e.g., Non Concurrent Constraints Checks (NCCCs). However, we analyze different variable ordering heuristics on a single algorithm and the computational cost for each cycle is almost identical. Therefore, we believe that using only cycles rather than NCCCs is enough.
In this paper, the Java program developed by Sun Microsystems Laboratories is used as a scale-free network formation tool [22] . This program can generate scale-free networks giving the number of nodes, exponent γ, and the minimal degree of each agent md. More specifically, this program can generate a powerlaw list of nodes and edges.
We examine the performance of ABT in random and scale-free networks. Scale-free networks are generated by the tool with the following parameters: nodes=100, md=2, and γ=1.8. To generate random networks, we chose nodes=100 and edges=247, so that the number of constraints will resemble those of the scalefree networks 1 . We set the domain size of each variable to three, i.e., domain=3 which means |D 1 |=,...,=|D m |=3 for m variables x 1 , ..., x m . For the evaluations, we generate ten random and ten scale-free networks. Assume r 1 ,...,r 10 for the ten random networks and sf 1 ,...,sf 10 for the ten scale-free networks. For each network, the constraint tightness is varied from 0.1 to 0.9 by 0.1. For each constraint tightness, 100 random problem instances are generated. Thus, the results represent the averages of these 100 instances in all ten networks. For a variableordering of ABT, we determine ten different random variable-orderings.
In Figure 1 , we show the performance of ABT with three different random variable-orderings in random network r 1 and scale-free network sf 1 that exhibit characteristic results. When the constraint tightness is less than 0.3 or greater than 0.3, ABT can terminate early, i.e., ABT can easily find a solution for less than 0.3, and it can easily find that the problem is unsolvable for greater than 0.3. When the constraint tightness equals 0.3, the required cycles of ABT are maximum in r 1 and sf 1 . We call such a peak the critical point.
Random-ABT-Max (Random-ABT-Min) represents the performance of ABT in random network r 1 , whose required cycles at the critical point are maximum (minimum). SF-ABT-Max and SF-ABT-Min represent the performance of ABT as above in scale-free network sf 1 . In addition, Random-ABT-Degree and SF-ABT-Degree represent the performance of ABT with a standard degree-based variable-ordering heuristic. In this heuristic, the priority of nodes is determined one by one. First, we choose n 1st , which has the highest degree. Second, we choose node n 2nd , which has the highest degree and connected to n 1st . Similarly, we keep on choosing a node, that has the highest degree with the nodes already chosen, breaking ties using the degree with the unchosen nodes. The performance of ABT significantly depends on variable-ordering in scalefree networks. In random network r 1 , the required cycles at the critical point vary from 235 to 283 cycles (Figure 1(a) ). On the other hand, in scale-free network sf 1 , the required cycles vary from 47 to 1171 cycles (Figure 1(b) ). We confirmed that similar results were obtained in other networks, i.e., in r 2 ,...,r 10 and sf 2 ,...,sf 10 . Particularly, in scale-free networks, ABT with a standard degree-based variableordering heuristic requires the smallest cycles at the critical point.
Furthermore, we examine the effect of the depth and the number of backedges in a pseudo-tree on the performance of ABT in scale-free networks. According to a variable-ordering, a pseudo-tree is determined whose depth is the length of the longest path from the root agent to one of the leaf agents. A backedge is a link between two agents that are not in a direct parent-child relationship. Our initial expectation was that the performance of ABT would improve with shallower depth and fewer backedges. In Table 1 , we show the depth and the number of backedges of the pseudo-trees and the required cycles of ABT at the critical point with six different variable-orderings, where domain=10. Here, we increased the domain size to make the required cycles vary significantly according to variableorderings. As shown in Table 1 , we cannot see any direct relationship between the performance and the parameters we examined (i.e., tree depth and number of backedges). For example, in "ABT 1", the required cycle at the critical point is 10253, the depth is 17, and the number of backedges is 207. On the other hand, in "ABT 4", the required cycle at the critical point is 1673, the depth is 22, and the number of backedges is 327.
The experimental results reveal that the choice of variable-ordering heuristics is influential in scale-free networks. We don't see any direct relationship between the performance of ABT and the parameters of a pseudo-tree (i.e., depth and number of backedges).
A Variable-Ordering Heuristic for Scale-Free Networks
The previous section reveals that the performance of ABT is affected by the priority of the order of agents, i.e., variable-ordering. In this section, we propose a novel variable-ordering heuristic called Average Length between Hubs (ALH). Based on the results so far, since ALH focuses on the average length between hubs, it is specialized for scale-free networks. This section introduces our proposed variable-ordering heuristics and evaluates the performance by simulation.
Heuristic
Let G = (N, E) be a graph, where N = {n i |i ∈ N} is a set of nodes (agents) and E = {e(n i , n j )|n i , n j ∈ N, n i ̸ = n j } is a set of edges. A node is called a hub if it has a larger number of connections than constant c ∈ N. Let H be set of hubs
where deg(n i ) is the degree of node n i . Each agent knows whether he belongs to H.
Next, we define border-set nodes by using the distance between nodes dis : N × N → N, i.e., dis(n i , n j ) gives the number of the edges of the shortest path between n i and n j . For node n i , the average distance of the shortest paths to each hub in H is defined as follows:
The average distance between hubs is defined as follows:
Then, border-set BS is defined as:
The priorities of agents are determined using BS. Basically, a node in BS has a higher priority than a node that is not in BS. Between two nodes in BS, the node that is not in H has a higher priority. If two nodes, n i and n j , in BS are also in H, then n i has a higher priority than n j when deg(n i ) > deg(n j ) (and vice versa). If two nodes, n i and n j , in BS are not in H, then n i has a higher priority than n j when n av i < n av j (and vice versa). Ties are broken using the degrees. Further ties are broken using the lexicographical order of identifiers. Then the priority among two nodes that are not in BS is determined by the total distance between BS. More specifically, for node n i ̸ ∈ BS, denote the total distance to the nodes of BS as td(n i ) = ∑ nj ∈BS dis(n i , n j ). For two nodes, n i and n j that are not in BS, n i has a higher priority than n j when td(n i ) < td(n j ) (and vice versa). Ties are broken using the degrees. Further ties are broken using the lexicographical order of identifiers.
If all hubs are directly connected, the ALH becomes equivalent to a degreebased heuristic, since BS contains only nodes in H. Consider a scale-free network where each hub is not directly connected. In ALH, the nodes in BS have the highest priority, i.e., the node in BS has a higher priority than the hubs. Let us consider the pseudo-tree defined by this ordering. In the pseudo-tree, the hubs are placed below the nodes in BS, i.e., the hubs are siblings of the nodes in BS. Also, under each hub, we can expect that there exists a cluster of nodes, which is independent from other clusters, given that the values of variables in BS are determined. Thus, we can expect that ABT can efficiently solve such a problem instance since these clusters can be solved independently. The cost of implementing the proposed heuristic ALH is enough low compared to the cost of the ABT, since finding a shortest path can be done O(n).
Let us show a simple example. A constraint network of a DisCSP represented as Figure 2 (a) exists, where H 1 and H 2 are hubs. For nodes H 1 , H 2 , n 1 , . . . , n 4 , their degrees satisfy the following condition: Figure 2(b) represents the pseudo-tree determined by a degree-based heuristic. Since H 1 has the highest degree, it becomes the root of this pseudo-tree. Since h av =1, n av 1 =n av 2 =1, n av 3 =2, and n av 4 =3, BS is determined as follows:
Thus, among these nodes, priority ordering is determined as:
where n 1 is the highest and n 4 is the lowest. Figure 2 (c) represents the pseudo-tree determined by ALH. The nodes in BS are placed around the root of the pseudo-tree. The hubs are placed just below the root as siblings, and in particular, hubs H 1 and H 2 are placed on different branches in this pseudo-tree. 
Evaluations
In our evaluations, we show that ALH is effective and can reduce the required cycles at the critical point in scale-free networks. More specifically, we compare the effect of ALH compared to a standard degree-based heuristic in the following three kinds of scale-free networks:
(SFN 1): nodes =100, γ=1.8, and md=2, (SFN 2): nodes =200, γ=1.8, and md=2, (SFN 3): nodes =100, γ=1.8, and md=3.
The evaluations were conducted with domain=10. For each parameter we generated ten scale-free networks. For each network, the constraint tightness was varied from 0.1 to 0.9 by 0.1. For each constraint tightness, 100 random constraint instances were generated. The results represent the averages of these 100 instances for all ten scale-free networks (1000 in total). The experimental results in SFN 1 are summarized in Figure 3(a) , in which ALH-ABT-Average represents the performance of ABT with the ALH variable-ordering heuristic and Degree-ABT-Average represents the performance of ABT with the standard degree-based variable-ordering heuristic. Here, the critical point appears when the constraint tightness is around 0.4. At the critical point, ALH-ABT-Average requires 678 cycles while Degree-ABT-Average requires 955 cycles. Thus, ALH-ABT-Average performs approximately 30% better than Degree-ABT-Average at the critical point in SFN 1. We confirmed that ALH is also effective in SFN 2 and SFN 3. The experimental results in SFN 2 are summarized in Figure 3(b) . The network in SFN 2 is larger than that in SFN 1, i.e, the number of nodes in SFN 2 is 200, compared to 100 in SFN 1. ALH-ABT-Average requires 6156 cycles and Degree-ABT-Average requires 7487 cycles at the critical point. Thus, ALH-ABT-Average performs approximately 19% better than Degree-ABT-Average.
The experimental results in SFN 3 are summarized in Figure 3 (c). The network in SFN 3 is more complicated than SFN 1, i.e., the minimal degree of each agent increased from md=2 to md=3. ALH-ABT-Average requires 1489 cycles and Degree-ABT-Average requires 2083 cycles at the critical point. ALH-ABTAverage performs approximately 30% better than Degree-ABT-Average at the critical point in SFN 3.
The experimental results reveal that ALH outperforms the standard degreebased heuristic in three scale-free networks, varying the number of nodes and the minimal degree. We also confirmed that fact did not change with other parameter settings.
Discussion
The previous section showed that the standard degree-based heuristic is outperformed by the ALH heuristic. One might expect that it is also outperformed by the other simple heuristics, since the ALH heuristic, particularly its way of determining the border set, is somewhat complicated. Thus, we consider a simple variable-ordering heuristic, called a naive heuristic described below.
Let us define a naive border-set (N BS) for that heuristic, instead of a BS for ALH. Whether a node belongs to N BS is determined by the distance between the two nearest hubs to the node. Formally, for node n i ∈ N , denote the two nearest hubs from n i as h i,1st , h i,2nd ∈ H and denote the distances to h i,1st and h i,2nd from the node as dis 1st (n i ), dis 2nd (n i ), respectively. Then, we define N BS as follows:
In short, N BS contains nodes that lies exactly in the middle of the two nearest hubs. The priority among nodes is determined in exactly the same way as ALH, except that we use N BS instead of BS. The experimental result is summarized in Figure 4 . Naive-ABT represents the performance of ABT with the naive heuristic. ALH-ABT performs approximately 3.7 times better than Naive-ABT at the critical point. Precisely, the required cycles for ALH-ABT is 1016, while that for Naive-ABT is 3744 at that point. As a result, we can say that the simplified version of the heuristics fails to perform as well as ALH. We examined the reason why the performance of the naive heuristic is much worse than that of ALH, and found that the size of N BS of the naive heuristic is much larger than the size of BS of ALH. In fact, N BS contains at least twice as many agents as BS. Therefore, we conjecture that the size of BS should be small; otherwise, the priority based on BS becomes less informative.
In previous evaluations, we set the number of hubs to two. This seems to be a reasonable choice to make the size of the border-set (BS) small. We further examine the performance of ABT with the ALH heuristic by varying the number of hubs from two to five. The experimental results are summarized in Figure 5 , in which ABT-Hub-k represents the performance of ABT when choosing the number of hubs as k. The performance is basically unchanged even if we change the number of hubs, i.e., the required cycles at the critical point for ABT-Hub-5 is 1048, while that for ABT-Hub-2 is 1004. These results imply that the choice of the number of hubs is not so influential to the performance of ABT with the ALH heuristic.
Note that, this result does not explain how many hubs we should choose in any scale-free networks. We will research a good value for some of constants (constant for selecting hubs) as a future work.
Conclusions
In this paper, we showed that the choice of variable-ordering heuristics is more influential in scale-free networks than in random networks. We observed that in scale-free networks there is more significant difference between maximum and minimum of the required cycles than in random networks.
Furthermore, we examined how the performance of ABT in scale-free networks changes in terms of the depth and number of backedges of pseudo-trees. The experimental result revealed that these parameters do not significantly affect the performance of ABT in scale-free networks.
Finally, we developed a novel variable-ordering heuristic called Average Length between Hubs (ALH) specialized for scale-free networks. We showed that ALH outperforms a standard degree-based variable-ordering heuristic in scale-free networks and can reduce the required cycles by 30% at the critical point.
As future works, we hope to develop dynamic variable-ordering heuristics/algorithms that are specialized to scale-free networks.
