A general multirate lter-bank system with multiple channels and nonuniform bands is studied with the reconstruction performance measured by the worst-case energy gain (H 1 norm) of the error system between the multirate system and a pure time-delay system. Using blocking and polyphase decomposition, we associate with the multirate system an equivalent linear time-invariant (LTI) system whose transfer matrix can be computed by a simple procedure. Based on this LTI system, the optimal design problem can be reduced to one of H 1 optimization, which can be solved by ready-made software in many cases.
Introduction
This paper treats a general multirate system depicted in Figure 1 . Shown are m channels numbered 0; 1; ; m ? 1, each channel consisting of an analysis subsystem and a synthesis subsystem. The i-th analysis subsystem has a fractional decimation ratio of p i =q i , where p i and q i are coprime integers, and is realized by the the p i -fold expander " p i (upsampling by p i ), a linear-time invariant (LTI) band-pass lter H i , and the q i -fold decimator # q i (downsampling by q i ). In a typical application, e.g., subband coding, the incoming discrete-time signal x is split into m di erent frequency bands by the analysis subsystems and then the subband signals 
This also preserves the sampling density. Thus, the i-th channel processes the frequency components of x in the i-th band of (1) . By proper choice of integers p i and q i , one can practically match any requirement for band splitting.
Nonuniform lter banks are especially useful in digital audio 5, 27] . Perfect-reconstruction nonuniform lter banks were studied before: Hoang and Vaidyanathan 9] treated a nonuniform system and gave a necessary condition for cases in which alias cancellation is impossible to achieve; Nayebi et. al. 20 ] developed a time-domain design approach for FIR lters; Kova cevi c and Vetterli 14] accomplished design of nonuniform lter banks by transforming them into uniform systems; nally, Liu and Bruton 16] treated perfect reconstruction in a somewhat di erent setup involving certain modulators. Note that the m-channel uniform lter-bank system is a special case of the setup in Figure 1 by setting all p i to 1 and all q i to m; in this case the literature is quite extensive, see the book by Vaidyanathan 27] and the references therein.
In this paper we take a di erent approach to nonuniform lter bank design. Instead of designing for perfect reconstruction, we design for close-to-perfect reconstruction. This idea was explored in the uniform lter banks 13, 15, 21, 4] . From the study in 4], relaxing the condition for perfect reconstruction allows freedom to use any reasonable analysis lters to satisfy the band-splitting and coding requirements; then the synthesis lters are designed to get as close to perfect reconstruction as possible. Under some mild condition, one can always get arbitrarily close to perfect reconstruction by trading o lter complexity and time delay in reconstruction.
To quantify the degree of closeness to perfect reconstruction, we use the worst-case energy gain as in 4] for the uniform lter banks. For this we need the Hilbert space`2 of squaresummable discrete-time signals, real and perhaps vector-valued, de ned over the time set of nonnegative integers. The inner product and norm on`2 are
where 0 denotes transpose and the norm on u(k) is the Euclidean one. For perfect reconstruction to occur in Figure 1 where the supremum is taken over all nonzero x in`2. Note that J = 0 implies perfect reconstruction and that if J is small, the reconstruction error, measured by`2 norm, is uniformly small over all possible inputs x with unit norm. J is an H 1 performance index for reasons to be seen in Section 4.2.
Let the system x 7 ! y in Figure 1 be T. For xed delay integer d, de ne the ideal delay system to be T id with transfer function z ?d . Then the quantity J is exactly the`2-induced norm of the operator T id ? T, J = kT id ? Tk: (3) J is shown to be a good indicator for the reconstruction performance of lter banks 4, 18] .
The focus of this paper is to answer the following analysis and design problems related to the nonuniform lter system in Figure 1 :
Given the system in Figure 1 and the associated delay integer d, how to compute J in general? (analysis)
Given the decimation and expansion integers p i and q i , the analysis lters H i , and the delay integer d, how to design stable, causal synthesis lters F i to minimize J? (design) These two problems were dealt with for uniform lter banks (with two channels) in 4] by the frequency-domain H 1 model-matching theory 7, 8, 3] . To extend the results to nonuniform banks, the major di culty lies in that there is no frequency-domain model available for the general system in Figure 1 . Developing such a model is then the rst task of this paper. Note that the design approach takes the viewpoint that the analysis lters are xed and the synthesis lters are to be designed to minimize J. This viewpoint are useful in the following scenarios:
Analysis lters have previously been designed by coding engineers to satisfy their coding and band splitting requirements.
Analysis lters are designed based on other methods and then use H 1 optimization to redesign the synthesis lters to improve reconstruction performance (J).
Fixing analysis lters, design synthesis lters to optimize J; then x the synthesis lters and redesign the analysis lters to optimize J; and repeat several iterations. The advantage is that every optimization is guaranteed solvable and the global optimality attainable.
The paper is organized as follows. Section 2 presents the blocking technique used to transform linear periodic systems into equivalent LTI ones as well as its frequency-domain interpretation. Section 3 derives via blocking the equivalent LTI system for Figure 1 ; the transfer matrix of this LTI system can be constructed simply using polyphase decompositions of the analysis and synthesis lters. Based on the framework established in Section 3, Section 4 presents some analysis results for the multirate system in Figure 1 and discusses a solution to the analysis problem stated earlier. In Section 5, the design problem is reduced to an H 1 -optimal model matching problem, which can be solved directly in many cases by known techniques in control; moreover, design examples are also discussed in detail for illustration. Finally, Section 6 points out a design constraint called structural dependency and o ers some concluding remarks. (A preliminary conference version of this paper appeared in 2].)
We conclude this section by introducing some notation. Both time-varying and timeinvariant systems occur in this paper; they are represented as time-domain operators, denoted by capital letters, e.g., G and T. If a system G is LTI, its transfer function (matrix) is written G(z). For ease of use in equations, we also write the p-fold decimator (# p) as D p and the q-fold expander (" q) as E q . Thus the system x 7 ! y in Figure 1 can be simply written
This is the sum of m subsystems, each channel representing a subsystem. The i-th subsystem is in fact periodic with period q i , or simply, q i -periodic. This implies that the overall system is n-periodic, where n is the least common multiple of all q i , i.e., n = l.c.m.fq 0 ; q 1 ; ; q m?1 g: (4) This fact suggests the technique of blocking, which was used for lter banks with uniform bands 28] and with a generalized block sampling scheme 11].
Blocking Signals and Systems
The standard technique for treating periodic/multirate systems is called blocking in signal processing 17, 19, 28] and lifting in control 12]. This section collects some facts about blocking and relates it to polyphase decomposition in the frequency domain.
Blocking Signals
Let`be the space of discrete-time signals, real and perhaps vector valued, de ned on the : (5) L n maps`to`n, the external direct sum of n copies of`. If the underlying period for v is h, the underlying period for the blocked signal v is nh. Note that the blocking operation results in no loss of information. The inverse L ?1 n , mapping`n to`, amounts to reversing the operation in (5).
In the frequency domain, bring in the n-fold polyphase decomposition for the z-transform of v:v
This representation is unique for a given integer n. Now de ne the n-fold polyphase vector of v as (b) L n is norm-preserving on`2, i.e., kvk 2 = kvk 2 .
Lemma 1 (a) characterizes the blocking operation in the frequency domain.
Blocking Systems
For a linear discrete-time system G mapping`to`, blocking of its input and output signals induces another linear system, denoted G, as is depicted in the commutative diagram in Figure 2 . The system G is the blocked system and we get from the diagram G = L n GL ?1 n . If G maps v to y and is single-input and single-output (SISO), G maps v to y and has n inputs and n outputs. It is clear that there exists a one-to-one correspondence between G and G.
Lemma 2 Assume G is a linear SISO system with input v and output y. Let 
The commutative diagram of blocking.
(a) G is time-invariant i G is n-periodic.
(b) If G is n-periodic, the transfer matrixĜ of G is n n and relates to the input and output polyphase vectorsv andŷ byŷ(z) =Ĝ(z)v(z).
(c) Blocking preserves the`2-induced norm, i.e., kGk = kGk.
The results in this lemma are standard 17, 28, 12] . Part (a) is the basis for using blocking in periodic systems; part (b) suggests a simple way to compute frequency responses of periodic systems; part (c) will be useful for handling our performance index J, an`2-induced norm.
In Section 3.4, we shall see that a periodic system can be implemented by its blocked, LTI system using decimators and expanders. 
One use of this lemma is to test if a periodic system reduces to an LTI system, and hence has the alias-free property, by looking at the blocked system. The direction (a) ) (b) is well-known and can be found in, e.g., 12]; the converse can be proven easily.
For an LTI system G, the representation in (6) is the n-fold polyphase decomposition of G; the n functionsĜ j are the n-fold polyphase components of G. The matrix in (7) is referred to as the n-fold polyphase matrix associated with G. Note that this n n matrix is Toeplitz, namely, constant along all diagonals, and is determined by only n functions.
Another version of the result in Lemma 3 is characterized by a property called pseudocirculant in 28]. A pseudocirculant matrix does not have exactly the same form in (7); this is because the blocking operation in 28] is slightly di erent from the one de ned in (5): The blocked vectors contain the same set of input values but have di erent permutations.
Blocking Fractionally Decimated Filter Banks
The overall system T (x 7 ! y) in Figure 1 is the sum of m analysis-synthesis subsystems, (8) where A i and S i are the i-th analysis and synthesis subsystems:
As we commented before, the i-th subsystem S i A i is q i -periodic and hence T is n-periodic, where n is given in (4) . In this section we wish to block T to get a frequency-domain model; this requires blocking all subsystems S i A i by the n-fold blocking operator.
Blocking Analysis Subsystems
First, let us consider how to block appropriately the analysis subsystems A i . Since all A i have a similar structure, in this subsection we drop the subscripts and de ne A = D q HE p , as depicted in Figure 3 . The results in this subsection are of independent interest too, because the setup in Figure 3 represents a general system which changes sampling rates by a factor of p=q. The system A : x 7 ! v in Figure 3 inherits some properties from the original setup in Figure 1 : The system H is LTI; and we wish to do n-fold blocking to the input x, where n is a multiple of q. How The blocks in J p are repeated n times and the blocks in K q (np=q) times. Thus J p is (np) n and K q is (np=q) (np). The following lemma is useful in obtaining the transfer matrix of A.
Lemma 4 The following identities hold:
This means that when combined with blocking operations properly, decimation and expansion amount to multiplication by certain matrices. The lemma can be veri ed easily from the de nitions of the quantities involved.
Based on Lemma 4, we have
The (assuming q > p).
Note that the matrixÂ is no longer Toeplitz. The frequency-domain interpretation ofÂ can be obtained by Lemma 1 as follows:v(z) =Â(z)x(z), wherex andv are the n-fold and (np=q)-fold polyphase vectors ofx(z) andv(z) in Figure 3 , respectively.
In general, n is a multiple of q. If n = q, to get the matrixÂ(z), we need to perform the (pq)-fold polyphase decomposition of H; such a fact was also observed by Hsiao 10 ] from a somewhat di erent point of view.
Can we recoverĤ(z) fromÂ(z)? Since blocking is one-to-one, the equivalent question is: 
Blocking Synthesis Subsystems
This subsection relates to blocking the synthesis subsystems S i . Let S be the dual of the system A studied in Section 3.1, namely, the system v 7 ! y shown in Figure 4 , with F LTI and the same assumptions about integers p; q; n: n q > p and n is a multiple of q. We wish to block y by L n . Since S changes the sampling rates by a factor q=p, we de ne the blocked S to be S = L n SL ?1 np=q : Similarly as in Section 3.1, we can show that S is LTI and the transfer matrix is given bŷ S = K pF J q ; J q has (np=q) diagonal blocks and the size is (np) (np=q); K p has n diagonal blocks and the size is n (np). In this way we arrive at a dual result. 
Blocking the Overall System
Now we shall put together the results in the preceding two subsections to get the n-fold blocking of the overall system T. Assuming the two matricesÂ i andŜ i are computed, we proceed to compute T = L n TL ?1 n .
By (8),
Hence the transfer matrix for T isT
This corresponds to the blocked system in Figure 5 , where all systems involved are LTI and signals are blocked, e.g., v i is the (np i =q i )-fold blocking of v i in Figure 1 .
De ne the analysis matrix and the synthesis matrix to be, respectively, A(z) = Both the analysis and synthesis matrices,Â andŜ, are n n; for example, sinceÂ i is (np i =q i ) n, the number of columns ofÂ is n and the number of rows is n m?1 X i=0 p i q i = n;
by the assumption in (2).
Therefore, the blocked T has a transfer matrix which can be expressed as the product of the synthesis and analysis matrices. In the frequency domain, this means x n?1 (z) 3 7 5; wherex j andŷ j are the n-fold polyphase components of the input x and output y in Figure 1 by Lemma 1. Now let us summarize the procedure to compute the n n matrixT in Figure 5 :
Step 1 Step : (12) Step 3 The transfer matrixT(z) serves as a frequency-domain model for the general multirate system in Figure 1 . The analysis and synthesis matricesÂ(z) andŜ(z) can be regarded as generalization of the polyphase representation matrices for uniform lter banks 29, 26 ]. Since we assumed that p i and q i are coprime, there exist one-to-one correspondences between A and fH i g and between S and fF i g (Lemma 5).
In 14] nonuniform lter banks are studied by converting them into uniform lter banks via block diagram manipulations. The frequency-domain model derived here amounts to accomplish the same but uses only matrix manipulations. One can perhaps argue that the method in this paper is more systematical and concise. However, the time-domain approach in 20] is quite di erent.
Finally, we remark that a di erent approach for frequency-domain modeling of multirate systems is based on alias-component matrices; this approach was developed for certain multirate systems involving fractional sampling factors in 25, 24] ; see also 23].
Implementation via Blocking
We shall conclude Section 3 by looking at an alternative structure, based on the n n analysis and synthesis matrices, to implement the multirate system T in Figure 1 . Recall that the cascaded LTI system S A equals the blocked T, namely, L n TL ?1 n ; hence T = L ?1 n S AL n . It turns out that L n and L ?1 n can be realized by the n-fold decimator and expander together with the time delay U and advance U . ; L ?1 n = h E n UE n U n?1 E n i :
The proof is straightforward from the de nitions of the quantities involved. Based on this lemma, we have T = h E n UE n U n?1 E n i S A This corresponds to the system shown in Figure 6 . Note that in this structure, the ztransforms of the signals x 0 ; x 1 ; ; x n?1 are the n-fold polyphase components of the input x in Figure 1 and similarly for y 0 ; y 1 ; ; y n?1 and the output y; the LTI systems A and S operate at a rate which is slower than the normal rate by a factor of n.
Such a structure can be used to implement any periodic system based on its blocked, LTI system.
Analysis
In this section we deal with some analysis issues associated with the multirate system in Figure 1 ; in particular, we give a solution to the analysis problem stated in Section 1.
Conditions for Alias Free and Perfect Reconstruction
The overall system T in Figure 1 in general su ers aliasing, magnitude distortion, and phase distortion. The system is alias-free if T is LTI and has perfect reconstruction if, in addition, T is free from magnitude and phase distortions; in this case, T equals some pure time-delay 
where I r and I n?r are the r r and (n ? r) (n ? r) identity matrices, respectively. Moreover, if this condition is satis ed,T(z) = z ?(kn+r) .
Proof Part (a) follows directly from Lemma 3. For part (b), recall that T has perfect reconstruction i T = G, where G is some pure time-delay system:Ĝ(z) = z ?d for some d 0. This condition is equivalent to L n TL ?1 n = L n GL ?1 n , or in the frequency domain, S(z)Â(z) =Ĝ(z). To getĜ(z), the n-fold polyphase matrix for G, write d = kn + r for some unique integers k and r with k 0 and 0 r n ? 1; then the polyphase components of G are given byĜ j (z) = ( z ?k j = r; 0 j 6 = r: HenceĜ(z) equals to the right-hand side of (15) by Lemma 3 and the proof is complete. 2
The conditions given in this theorem have been obtained in other forms in 20, 14].
H 1 Analysis
Now we answer the analysis question raised in Section 1 regarding computation of the performance measure J. This is done by evaluating the H 1 norm of some transfer matrix. To review, the Hardy space H 1 is the Banach space of complex-valued matrix functions of z that are analytic and bounded outside the unit disk, that is, for jzj > 1. Thus H 1 is the space of transfer matrices of stable, causal, LTI discrete-time systems. The norm of a matrix G(z) in H 1 is its supremal maximum singular value on the unit circle: kĜk 1 = sup ! max hĜ e j! i :
IfĜ(z) is the transfer matrix of a stable, causal, LTI discrete-time system G, then the`2-induced norm of G equals the H 1 norm ofĜ(z), that is, kGk = kĜk 1 . Back to our problem of computing J. Given the nonuniform system T in Figure 1 and the ideal delay system T id withT id (z) = z ?d for some d 0, the problem is to compute thè In summary, given a nonuniform system, computing the reconstruction performance index J is reduced to evaluating the H 1 norm of some matrix function involving the analysis and synthesis matrices. The latter problem is standard 7, 8, 4] and MATLAB software exists 1].
Design
This section studies the optimal design problem stated in Section 1.
H 1 -Optimal Design
For the optimal design problem associated with Figure 1 we assume the analysis lters H i have been designed based on band-splitting and coding requirements and now we are to design the synthesis lters F i to minimize J in (3), whereT id (z) = z ?d and the delay integer d is assumed to be given.
Since blocking preserves the induced norm (as in Section 4.2), design of F i relates to design of the synthesis matrix S; the equivalent design problem based on the frequency-domain model is now:
GivenT id and A, designŜ to minimize J = kT id ?ŜÂk 1 , the H 1 norm of the n n transfer matrixT id ?ŜÂ. The matrixT id depends on the delay integer d and is given in (17) ; the analysis matrixÂ depends on H i and is constructed by the procedure in Section 3.3. IfŜ can be designed, the synthesis lters F i are recovered according to the same procedure. The equivalent problem is an H 1 optimization problem: J opt = inf S kT id ?ŜÂk 1 :
For xed analysis systems, the optimal performance J opt in general is a function of the delay integer d; so we may write J opt (d). Computing this function allows us to study the tradeo between reconstruction performance and reconstruction delay. It is a fact proven in 4] for uniform lter banks that lim
In systems with the same decimation integer, namely, with all equal q i in Figure 1 , there is no structural dependency inŜ, see Section 6 for a discussion. In this case, we optimize over the class ofŜ in (18) which are just stable, causal, and IIR; this is a standard H 1 -optimal model-matching problem, which can be solved by standard techniques in control 7, 8, 3] and there exists MATLAB software 1]. For illustration, consider the example below.
Design Example
Shown in Figure 7 is a two-channel nonuniform system, in which q 0 = q 1 = 3, p 0 = 2, and 
For an ideal delay systemT id (z) = z ?d , represent the blocked system T id in the form of (17) f 0F IR (k) = f 0 (k); 5 k 56; f 1F IR (k) = f 1 (k); 0 k 23: With the approximated lters F 0F IR and F 1F IR , there is a price to be paid in reconstruction performance. Using the analysis result in Section 4.2, the performance achieved by F 0F IR and F 1F IR is computed to be J FIR = 1:132% (compare with J opt = 0:8066%). This means that for all input x, the energy gain from x to the reconstruction error e, kek Figure 11 gives the Bode plots for F 0F IR (lowpass) and F 1F IR (highpass). With the approximated FIR synthesis lters, the reconstruction errors, e(k) := x(k ? 20) ? y(k), are simulated for x(k) = 1(k), the unit step signal, and x(k) = cos(0:5k) + cos(2:5k), the sum of a low-frequency sinusoid (! = 0:5) and a high-frequency sinusoid (! = 2:5), see Figure 12 for the error signals. Finally, we remark that better reconstruction performance is possible by using larger time delays, longer synthesis lters, or even other analysis lters.
Conclusion
The method used in the preceding section for IIR H 1 optimal lter design extends directly to the class of nonuniform lter systems with equal decimation integers, namely, the class of systems in Figure 1 with all q i equal. However, if q i are not all the same, there is a di culty. It can be shown that structural dependency occurs whenever q i are not all equal, under the assumption in (2) . We remark that this phenomenon was also observed in 14].
One way to handle structural dependency in H 1 design is to use numerical optimization.
In 22], convex optimization was applied to design H 1 -optimal FIR lters in QMF banks. This approach is promising for treating structural dependency in nonuniform lter bank design.
