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Abstract
We introduce a relaxed-projection splitting algorithm for solving variational inequalities in
Hilbert spaces for the sum of nonsmooth maximal monotone operators, where the feasible set is
defined by a nonlinear and nonsmooth continuous convex function inequality. In our scheme, the
orthogonal projections onto the feasible set are replaced by projections onto separating hyper-
planes. Furthermore, each iteration of the proposed method consists of simple subgradient-like
steps, which does not demand the solution of a nontrivial subproblem, using only individual op-
erators, which exploits the structure of the problem. Assuming monotonicity of the individual
operators and the existence of solutions, we prove that the generated sequence converges weakly
to a solution.
Keywords: Point-to-set operator, Projection methods, Relaxed method, Splitting methods,
Variational inequality problem, Weak convergence.
Mathematical Subject Classification (2010): 90C47, 49J35.
1 Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉 and induced norm ‖ · ‖. For C, a nonempty,
convex and closed subset of H, we define the orthogonal projection of x onto C, PC(x), as the unique
point in C such that ‖PC(x) − x‖ ≤ ‖y − x‖ for all y ∈ C. Recall that an operator T : H ⇒ H is
monotone if, for all (x, u), (y, v) ∈ Gr(T ), we have 〈x− y, u− v〉 ≥ 0, and it is maximal if T has no
proper monotone extension in the graph inclusion sense.
In this paper, we present a relaxed-projection splitting algorithm for solving the variational
inequality problem for T and C, where T is a sum of m nonsmooth maximal monotone operators,
i.e, T = T1 + T2 + · · · + Tm with Ti : H ⇒ H, (i = 1, 2, . . . ,m) and C is given of the following
form: C := {x ∈ H : c(x) ≤ 0} with c : H → R is a continuous and convex function, possibly
nondifferentiable.
It is clear that, if Ti, (i = 1, . . . ,m) are monotone, then T = T1+T2+ · · ·+Tm is also monotone.
But if Ti, (i = 1, 2, . . . ,m) are maximal, it does not necessarily imply that T is maximal even when
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dom(T ) is nonempty, additional conditions are needed, since for example the graph of T can be
even empty (as happens when dom(T ) = dom(T1) ∩ dom(T2) ∩ · · · ∩ dom(Tm) = ∅).
The problem of determining conditions under which the sum is maximal, turns out to be of
fundamental importance in the theory of monotone operators. Results in this directions were
proved in [41]. It is clear that in our case (dom(Ti) = H, i = 1, 2, . . . ,m) all these sufficient
conditions for establishing the maximality of T are satisfied.
Now, we recall the formulation of the variational inequality problem for T and C, namely:
Find x∗ ∈ C such that ∃u∗ ∈ T (x∗), with 〈u∗, x− x∗〉 ≥ 0 ∀x ∈ C. (1)
The solution set of problem (1) is denoted by S∗. This problem has been a classical subject in
economics, operations research and mathematical physics, particularly in the calculus of variations
associated with the minimization of infinite-dimensional functionals; see, for instance, [29] and the
references therein. It is closely related to many problems of nonlinear analysis, such as optimization,
complementarity and equilibrium problems and finding fixed points; see, for instance, [22, 29, 47].
Many methods have been proposed to solve problem (1), for T point-to-point operator; see [27,
32, 45, 46], and for T point-to-set operator; see [3, 25, 26, 31]. An excellent survey of methods for
variational inequality problems can be found in [21].
Variational inequality problems are related to inclusion problems. In fact, when the feasible set
is the whole space, the variational inequality problem may be formulated as an inclusion problem.
In this work, we are interested in methods that exploit the structure of T . This kind of methods
are called splitting, since each iteration involves only the individual operators, but not the sum.
Many splitting algorithms have been proposed in order to solve this kind of inclusion problem;
see [2, 18, 19, 34, 35, 39, 48, 50] and the references therein. However, in all of them, the resolvent
operator of any individual operator, has to be evaluated in each iteration. It is important to
mention, that this proximal-like iteration (the evaluation of the resolvent operator) is, in general, a
nontrivial subproblem, which demands hard work from computational point of view. Our algorithm
tries to avoid this task, replacing proximal-like iterations by explicit subgradient-like steps. This
represents a significant advantage in both implementational and theoretical senses.
Another weakness which appears in most of methods proposed in the literature for solving prob-
lem (1), is the necessity to compute the exact projection onto the feasible set. This limits the
applicability of the methods, especially when such projection is computationally hard to compute.
It is well known that only in a few specific instances the projection onto a convex set has an explicit
formula. When the feasible set of problem (1) is a general closed convex set, C, we must solve a non-
trivial quadratical problem, in order to compute the projection onto C. This difficulty also appears
when the feasible set of problem (1) is expressed as the solution set of another problem, as in this
paper. In this kind of problems, it is very hard to find the projection onto the feasible set or even
find a feasible point. One option for avoiding this difficulty, consists in replacing at each iteration,
the projection onto C, by the projection onto halfspaces containing the given set C and not the
current point. For variational inequality problems, the above approach was introduced in [23], for
point-to-point and strongly monotone operators assuming a coerciveness condition. Other schemes
have been proposed, in order to improve the convergence results, without doing exact projections
onto C: in [7,10] for point-to-set and paramonotone operators; in [9] for point-to-point and mono-
tone operators, and in [30] for point-to-set and monotone operators assuming existence of a Slater
point in the feasible set. Algorithms using similar ideas may be found in [15,16].
In this work, we propose a new splitting scheme for solving problem (1), in which the orthogonal
projections onto the feasible set, are replaced by projections onto separating hyperplanes and only
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simple subgradient-like steps are performed. Assuming maximal monotonicity of the individual
operators and existence of solutions, we establish the weak convergence to a solution of the whole
generated sequence.
Our method was inspired by the incremental subgradient method for nondifferentiable optimiza-
tion, proposed in [36], and it uses similar ideas exposed in [5,7,10]. In the case of only one operator,
it is known that the natural extension of the subgradient iteration (one step) fails in general for
monotone operators; see [9, 10]. However, as will be shown, adding an ergodic extra step on the
spirit of [13] the weak convergence of the sequence generated by our algorithm is proved. Moreover,
without assuming existence of Slater points in the feasible set, as is demanding in [30], the proposed
scheme relaxes the projection onto the feasible set. Also the inner loop replacing the projection
onto the feasible set, may generates un-feasible sequence. Furthermore, we fully avoid to solve
hard subproblems, as find an approximate minimal norm vector in the image of the operator as
happens in [30]. Finally, our scheme extends the incremental subgradient iteration for restricted
and nonsmooth variational inequality problem, enlarging the use of the iteration to a wide classes
of problems. It is important to mention that incremental techniques have been recently widely
used in the literature; and randomized versions of it may be used also in this setting, exploiting the
separating structure of T . These ideas were already implemented for optimization problems and
now the proposed scheme here uncovers many splitting ideas from optimization, which would be
used in variational inequalities.
The paper is organized as follows. The next section provides some notation and preliminary
results that will be used in the remainder of this paper. The relaxed splitting method is presented in
Section 3 and Subsection 3.1 contains the convergence analysis of the algorithm. Section 4 contains
some discussion on the assumptions with examples showing the effectiveness of our scheme.
2 Preliminary Result
In this section, we present some definitions and results that are needed for the convergence analysis
of the proposed method. First, we state two well known facts on orthogonal projections.
Lemma 2.1. Let S be any nonempty closed and convex set in H, and PS be the orthogonal pro-
jection onto S. For all x, y ∈ H and z ∈ S, the following properties hold:
(a) ‖PS(x)− PS(y)‖ ≤ ‖x− y‖.
(b) 〈x− PS(x), z − PS(x)〉 ≤ 0.
Proof. See Lemmas 1.1 and 1.2 in [49].
We next deal with the so called quasi-Feje´r convergence and its properties.
Definition 2.1. Let S be a nonempty subset of H. A sequence (xk)k∈N in H is said to be quasi-
Feje´r convergent to S if and only if for all x ∈ S there exist k0 ≥ 0 and a sequence (δk)k∈N in R+
such that
∑∞
k=0 δk <∞ and ‖x
k+1 − x‖2 ≤ ‖xk − x‖2 + δk, for all k ≥ k0.
This definition originates in [20] and has been elaborated further in [17,28].
Proposition 2.2. If (xk)k∈N is quasi-Feje´r convergent to S, then:
(a) The sequence (xk)k∈N is bounded.
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(b) If all weak cluster points of (xk)k∈N belong to S, then the sequence (x
k)k∈N is weakly convergent.
Proof. See Theorem 4.1 in [28].
The next lemma will be useful for proving that the sequence generated by our algorithm, con-
verges weakly to some point belonging to the solution set of problem (1).
Lemma 2.3. If a sequence (xk)k∈N is quasi-Feje´r convergent to a closed and convex set S, then
the sequence (PS(x
k))k∈N is strongly convergent.
Proof. See Lemma 2 in [7].
We also need the following results on maximal monotone operators and monotone variational
inequalities.
Lemma 2.4. Let T : H ⇒ H be a maximal monotone operator and C be nonempty, closed and
convex set in H. Then, the solution set of problem (1), S∗, is closed and convex.
Proof. See Lemma 2.4(ii) in [11].
The next lemma will be useful for proving that all weak cluster points of the sequence generated
by our algorithm belong to the solution set of problem (1).
Lemma 2.5. Consider the variational inequality problem for T and C. If T : H ⇒ H is maximal
monotone, then S∗ = {x ∈ C : 〈v, y − x〉 ≥ 0 , ∀ y ∈ C, ∀ v ∈ T (y)}.
Proof. See Lemma 3 in [44].
The next lemma provides a computable upper bound for the distance from a point to the feasible
set C.
Lemma 2.6. Let c : H → R be a convex function and C := {x ∈ H : c(x) ≤ 0}. Assume that
there exists w ∈ C such that c(w) < 0. Then, for all y ∈ H such that c(y) > 0, we have
dist(y,C) ≤
‖y − w‖
c(y)− c(w)
c(y) .
Proof. See Lemma 4 in [7].
Now, the next proposition will be useful for calculating the projections onto the halfspaces that
will appear in our algorithm.
Proposition 2.7. Let c : H → R be a convex function. Given y, z, w ∈ H and v ∈ ∂c(z), define
Wz,w := {x ∈ H : 〈x− z, w − z〉 ≤ 0} and Cz := {x ∈ H : c(z) + 〈v, x− z〉 ≤ 0}. Then,
PCz∩Wz,w(w) = w +max{0, λ1}v + λ2(w − z),
where λ1, λ2 are solution of the linear system:
λ1‖v‖
2 + λ2〈v,w − z〉 = −〈v,w − z〉 − c(z)
λ1〈v,w − z〉+ λ2‖w − z‖
2 = −‖w − z‖2
and PCz(y) = y −max
{
0,
c(z) + 〈v, y − z〉
‖v‖2
}
v.
4
Proof. See Proposition 28.19 in [4].
Finally, we will need the following elementary result on sequence averages.
Proposition 2.8. Let (pk)k∈N ⊂ H be a sequence strongly convergent to p˜. Take nonnegative real
numbers (ζk,j)k∈N, 0≤j≤k such that limk→∞ ζk,j = 0 for all 0 ≤ j ≤ k and
∑k
j=0 ζk,j = 1 for all
k ∈ N. Define
wk :=
k∑
j=0
ζk,jp
j.
Then (wk)k∈N also converges strongly to p˜.
Proof. See Proposition 3 in [7].
3 A Relaxed-Projection Splitting Algorithm
In this section, we introduce an algorithm for solving the variational inequality problem when
T = T1 + T2 + . . . + Tm and C is of the form
C = {x ∈ H : c(x) ≤ 0}, (2)
where c : H → R is a continuous convex function. Differentiability of c is not assumed and therefore
the representation (2) is rather general, since any system of inequalities cj(x) ≤ 0 with j ∈ J , where
each function cj is continuous and convex, may be represented as in (2) with c(x) = sup{cj(x) :
j ∈ J}.
Observe that except in very special cases (e.g. when C is a halfspace, or a ball, or a subspace,
or a box) the exact calculation of the orthogonal projection is a computationally nontrivial task.
Since most of the direct method for solving restricted variational inequalities use exact orthogonal
projections, following the ideas proposed by Fukushima in [23] and later in [7], we introduce an
inner loop replacing the projection onto C by an unfeasible point.
Inner Loop. Given z, θ and α.
Input. Set y0 = z and j = 0. Given j compute
yj+1 := PCj∩Wj(y
0), (3)
Cj := {x ∈ H : c(y
j) + 〈gj , x− yj〉 ≤ 0} gj ∈ ∂c(yj), (4)
Wj := {x ∈ H : 〈x− y
j, y0 − yj〉 ≤ 0}. (5)
While dist(yj+1, C) > θα do j = j + 1 and yj+1 = yj .
End While
Output. yj+1 and Cj .
Consider an exogenous sequence (αk)k∈N in R++. Then the algorithm is defined as follows.
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Algorithm A. Given θ > 0.
Initialization Step. Take x0 ∈ H and define z0 := x0 and σ0 := α0.
Iterative Step. Given zk. If c(zk) ≤ 0, then take zk0 := z
k and Ck = {x ∈ H : 〈g
k, x − zk0 〉 ≤ 0}
where gk ∈ ∂c+(zk0 ) with c
+(x) = max{0, c(x)}. Else, perform Inner Loop (zk, θ, αk)=:(z
k
0 , Ck).
Compute the cycle, from i = 1, 2, . . . ,m, as follows
zki = PCk
(
zki−1 − αku
k
i
)
, (6)
where uki ∈ Ti(z
k
i−1). The vector z
k+1 is obtained doing zk+1 = zkm. Define
σk := σk−1 + αk, (7)
and
xk+1 :=
(
1−
αk
σk
)
xk +
αk
σk
zk+1. (8)
Before the formal analysis of the convergence properties of Algorithm A, we make some comments
and discuss about our assumptions.
First, unlike other projection methods, Algorithm A generates a sequence (xk)k∈N which is not
necessarily contained in the set C. As will be shown in the next subsection, the generated sequence
is asymptotically feasible and, in fact, converges to some point in the solution set. We observe that
in Algorithm A, Inner Loop starts with the point zk and ends with a point zk0 close to C, in
fact dist(zk0 , C) ≤ θαk, this is possible since Inner Loop, in the step k of our algorithm, is a direct
application of the algorithm proposed in [8], with C = H, x0 = yk,0, f(x) = c+(x) := max{0, c(x)}
and f∗ := infx∈H c
+(x) = 0. Recently has been proposed in [6] a restricted memory level bundle
method improving the convergence result of [8], which may be used into the inner loop accelerating
its convergence.
It might seem that this inner loop can be replaced by any finite procedure leading to an approx-
imation of PC(z
k), say a point zk0 such that ‖z
k
0 − PC(z
k)‖ is sufficiently small. This is not the
case: In the first place, depending on the location of the intermediate hyperplanes Ck,j and Wk,j,
the sequence (yk,j)j∈N may approach points in C far from PC(z
k); in fact the computational cost
of our inner loop is lower than the computation of an inexact orthogonal projection of zk onto C.
On the other hand, it is not the case that any point z close enough to PC(z
k) will do the job. The
crucial relation for convergence of our method is ‖zk0 − x‖ ≤ ‖z
k − x‖ for all x ∈ C, which may fail
if we replace zk0 by points z arbitrarily close to PC(z
k).
Algorithm A is easily implementable, since PWk,j∩Ck,j and PCk , given in (3) and (6) respectively,
have easy formula by Proposition 2.7. Hence, by Proposition 2.7 the projections onto Ck,j ∩Wk,j
in Inner Loop when used inside of Algorithm A and Ck in (6), can be calculated explicitly.
Therefore, Algorithm A may be considered as an explicit method, since it does not solve hard
subproblems.
We need the following boundedness assumptions on ∂c.
(H1) ∂c is bounded on bounded sets.
In finite-dimensional spaces, this assumption is always satisfied in view of Theorem 4.6.1(ii)
in [14], due to the maximality of ∂c. The maximality has been proved in [42]. For some equivalences
with condition (H1), see for instance Proposition 16.17 in [4]. Moreover in the literature, (H1) has
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been considered as the convergence analysis of various methods solving optimization problems in
infinite-dimensional spaces; see, for instance, [1,8,40]. We only use this assumption for establishing
the well definition of Inner Loop.
(H2) Define
ηk := max
1≤i≤m
{1, ‖uki ‖}, (9)
with uki ∈ Ti(z
k
i−1). Then, assuming that the stepsize sequence, (αk)k∈N, satisfies:
∞∑
k=0
αk =∞, (10)
∞∑
k=0
(ηkαk)
2 <∞. (11)
We mention that in the analysis of [36], a stronger condition than (H2) is required for proving
convergence of the incremental subgradient method. Recently, similar assumptions have been used
in the convergence analysis in [2, 12].
The condition (10) (divergent-series) on the stepsizes has been used widely for the convergence
of classical projected subgradient methods; see [1, 40].
The condition (11) is used for establishing Proposition 3.3, which implies boundedness of the
sequence (zk)k∈N. When (αk)k∈N is in ℓ2(N), the condition (11) holds, assuming that the image
of Ti, (i = 1, 2, . . . ,m) are bounded. Furthermore, it is possible to assume a weaker sufficient
condition for (11) as for example: if (αk)k∈N = (1/k)k∈N, then the sequence (ηk)k∈N, defined in (9),
may be unlimited like the sequence (ks)k∈N for any s ∈ (0, 1/2). Finally, note that (9) implies that
ηk ≥ 1 and as consequence η
2
k ≥ ηk, which combines with (11) implies
∞∑
k=0
ηkα
2
k <∞. (12)
3.1 Convergence Analysis
Before establishing convergence of Algorithm A, we need to ascertain the validity of the stopping
criterion as well as the fact that Algorithm A is well defined.
Proposition 3.1. Take C, Ck,j, Wk,j, Wk and Ck defined by Algorithm A. Then,
(a) C ⊆ Ck,j ∩Wk,j, C ⊆ Ck and z
k
i ∈ Ck for all k, j and i = 0, 1, . . . ,m.
(b) Inner Loop is well defined.
Proof. (a): It follows from (4) and the definition of the subdifferential that C ⊆ Ck,j for all k and
j. Note that for all yk,j /∈ C, we have ∂f(yk,j) = ∂c(yk,j), thus C ⊆ Ck by (4). Using Proposition
4 and Corollary 1 of [8], with C = H, f(x) = c+(x) := max{0, c(x)} implying that f∗ = 0, since
our C 6= ∅, we get C ⊆ Wk,j for all k, j. By (3), we have z
k
0 ∈ Ck and by (6), z
k
i ∈ Ck for all k,
(i = 1, . . . ,m).
(b): Regarding the projection step in (3) and (6), item (a) shows that the projections onto Ck,j∩Wk,j
and Ck are well defined. Using Theorem 2 of [8], with C = H, x
0 = yk,0, f(x) = c+(x) :=
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max{0, c(x)}, we have that (yk,j)j∈N converges strongly to PC(y
k,0) ∈ C. Thus, Inner Loop stops
after finitely many steps.
A useful proposition for the convergence of algorithm is:
Proposition 3.2. Let (zk)k∈N and (z
k
i )k∈N, with i = 0, 1, . . . ,m be sequences generated by Algo-
rithm A. Then
(a) ‖zkj − z
k
i ‖ ≤ (j − i)ηkαk, for all k ∈ N and 0 ≤ i ≤ j ≤ m.
(b) For any x ∈ C and u ∈ T (x) such that u =
∑m
i=1 ui with ui ∈ Ti(x), (i = 1, 2, . . . ,m). Then,
‖zk+1 − x‖2 ≤ ‖zk − x‖2 +m
[
(ηkαk)
2 + (m− 1)ηηkα
2
k
]
− 2αk〈u, z
k
0 − x〉,
where η := max1≤i≤m ‖ui‖.
Proof. (a): Since zki ∈ Ck for all 0 ≤ i ≤ m and all k, taking any u
k
j ∈ Tj(z
k
j−1) and using Lemma
2.1(a) and the Cauchy-Schwarz inequality, we have
‖zkj − z
k
i ‖ =
∥∥∥PCk (zkj−1 − αkukj)− PCk (zki )∥∥∥
≤ ‖zkj−1 − z
k
i − αku
k
j ‖ ≤ ‖z
k
j−1 − z
k
i ‖+ ‖u
k
j ‖αk ≤ · · · ≤ (j − i) ηkαk.
(b): Take (x, u) ∈ Gr(T ) with u =
∑m
i=1 ui and ui ∈ Ti(x), (i = 1, 2, . . . ,m). Using Lemma 2.1(a)
in the first inequality, and the monotonicity of each component operator Ti in the latter, we obtain,
‖zki − x‖
2 =
∥∥∥PCk (zki−1 − αkuki )− PCk(x)∥∥∥2 ≤ ∥∥∥(zki−1 − αkuki )− x∥∥∥2
= ‖zki−1 − x‖
2 + (‖uki ‖αk)
2 − 2αk 〈u
k
i , z
k
i−1 − x〉
≤ ‖zki−1 − x‖
2 + (‖uki ‖αk)
2 − 2αk 〈ui, z
k
i−1 − x〉,
for all k and i = 1, 2, . . . ,m. By summing the above inequalities over i = 1, 2, . . . ,m and using (9),
we get
‖zk+1 − x‖2 ≤ ‖zk0 − x‖
2 +m(ηkαk)
2 − 2αk
m∑
i=1
〈ui, z
k
i−1 − x〉
= ‖zk0 − x‖
2 +m(ηkαk)
2 − 2αk
m∑
i=1
(
〈ui, z
k
0 − x〉+ 〈ui, z
k
i−1 − z
k
0 〉
)
= ‖zk0 − x‖
2 +m(ηkαk)
2 − 2αk〈u, z
k
0 − x〉 − 2αk
m∑
i=1
〈ui, z
k
i−1 − z
k
0 〉.
Using the Cauchy-Schwarz inequality and item (a) for j = m and i = 0, we have
‖zk+1 − x‖2 ≤ ‖zk0 − x‖
2 +m(ηkαk)
2 − 2αk〈u, z
k
0 − x〉+ 2αk
m∑
i=1
‖ui‖‖z
k
i−1 − z
k
0‖
≤ ‖zk0 − x‖
2 +m(ηkαk)
2 + 2α2k
m∑
i=1
(i− 1)‖ui‖ηk − 2αk〈u, z
k − x〉
≤ ‖zk − x‖2 +m(ηkαk)
2 +m(m− 1)ηηkα
2
k − 2αk〈u, z
k
0 − x〉,
where the last inequality is a direct consequence of the fact that zk0 is obtained by Inner Loop
and defining η = max1≤i≤m ‖ui‖, we prove the proposition.
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We continue by proving the quasi-Feje´r properties of the sequences (zk)k∈N generated by Algo-
rithm A. From now on, we assume that the solution set, S∗, of problem (1) is nonempty.
Proposition 3.3. The sequences (zk)k∈N are quasi-Feje´r convergent to S∗.
Proof. Take x¯ ∈ S∗. Then, there exists u¯ ∈ T (x¯) such that
〈u¯, x− x¯〉 ≥ 0 ∀x ∈ C, (13)
where u¯ =
∑m
i=1 u¯i, with u¯i ∈ Ti(x¯), (i = 1, 2, . . . ,m). Using now Proposition 3.2(b) and taking
η¯ = max1≤i≤m ‖u¯i‖, we get
‖zk+1 − x¯‖2 ≤ ‖zk − x¯‖2 +m
[
(ηkαk)
2 + (m− 1)η¯ηkα
2
k
]
− 2αk〈u¯, z
k
0 − x〉
= ‖zk − x¯‖2 +m
[
(ηkαk)
2 + (m− 1)η¯ηkα
2
k
]
− 2αk(〈u¯, z
k
0 − PC(z
k
0 )〉+ 〈u¯, PC(z
k
0 )− x¯〉)
≤ ‖zk − x¯‖2 +m
[
(ηkαk)
2 + (m− 1)η¯ηkα
2
k
]
+ 2αk‖u¯‖dist(z
k
0 , C)
≤ ‖zk − x¯‖2 +m
[
(ηkαk)
2 + (m− 1)η¯ηkα
2
k
]
+ 2θ‖u¯‖α2k, (14)
where we used (13) and the Cauchy-Schwarz inequality in the second inequality and the last in-
equality is a consequence of the fact that zk0 is obtained by Inner Loop. It follows from (14), (11)
and (12) that (zk)k∈N is quasi-Feje´r convergent to S∗.
Next we establish some convergence properties of Algorithm A.
Proposition 3.4. Let (zk)k∈N and (x
k)k∈N be the sequences generated by Algorithm A. Then,
(a) xk+1 =
1
σk
k∑
j=0
αjz
j+1, for all k;
(b) (xk)k∈N are bounded;
(c) limk→∞ dist(x
k, C) = 0;
(d) all weak cluster points of (xk)k∈N belong to C.
Proof. (a): We proceed by induction on k. For k = 0, using (8) and that σ0 = α0, we have that
x1 = z1. By hypothesis of induction, assume that
xk =
1
σk−1
k−1∑
j=0
αjz
j+1. (15)
Using (7) and (8), we obtain
xk+1 =
σk−1
σk
xk +
αk
σk
zk+1.
By (15) and the above equation, we get
xk+1 =
1
σk
k−1∑
j=0
αjz
j+1 +
αk
σk
zk+1 =
1
σk
k∑
j=0
αjz
j+1,
proving the assertion.
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(b): Using Proposition 3.3 and Proposition 2.2(a), we have the boundedness of (zk)k∈N. We assume
that there exists R > 0 such that ‖zk‖ ≤ R, for all k. By the previous item,
‖xk‖ ≤
1
σk−1
k−1∑
j=0
αj‖z
j+1‖ ≤ R,
for all k.
(c): It follows from definition of zk0 that
dist(zk0 , C) ≤ θαk. (16)
Define
x˜k+1 :=
1
σk
k∑
j=0
αjPC(z
j
0
). (17)
Since
1
σk
k∑
j=0
αj = 1 by (7), we get from the convexity of C, that x˜
k+1 ∈ C. Thus,
dist(xk+1, C) ≤ ‖xk+1 − x˜k+1‖ =
∥∥∥∥∥∥
1
σk
k∑
j=0
αj
(
zj+1 − PC(z
j
0
)
)∥∥∥∥∥∥ ≤
1
σk
k∑
j=0
αj
∥∥∥zj+1 − PC(zj0)∥∥∥
≤
1
σk
k∑
j=0
αj
(
‖zj+1 − zj
0
‖+ ‖zj
0
− PC(z
j
0
)‖
)
≤
1
σk
k∑
j=0
αj(mηjαj + dist(z
j
0
, C))
≤
1
σk
k∑
j=0
(mηjα
2
j + θα
2
j ) ≤
m+ θ
σk
∞∑
j=0
ηjα
2
j , (18)
using the fact that x˜k+1 belongs to C in the first inequality, (b) and (17) in the equality, convexity
of ‖ · ‖ in the second inequality, Proposition 3.2(a), with j = m and i = 0, in the fourth inequality,
(16) in the fifth inequality and that ηj ≥ 1 for all j in the last one. Taking limits in (18) and using
(7), (10) and (12), we get limk→∞ dist(x
k+1, C) = 0, establishing (c).
(d): Follows directly from (c).
Next we prove optimality of the cluster points of (xk)k∈N.
Theorem 3.5. All weak cluster points of the sequence (xk)k∈N generated by Algorithm A solve
problem (1).
Proof. Using Proposition 3.2(b), we get, for any x ∈ C, u ∈ T (x) and for all j > 0,
‖zj+1 − x‖2 ≤ ‖zj − x‖2 +m
[
(ηjαj)
2 + (m− 1)ηηjα
2
j
]
− 2αj〈u, z
j
0
− x〉,
= ‖zj − x‖2 +m
[
(ηjαj)
2 + (m− 1)ηηjα
2
j
]
− 2αj〈u, z
j
0
− zj+1〉 − 2αj〈u, z
j+1 − x〉
≤ ‖zj − x‖2 +m
[
(ηjαj)
2 + (m− 1)ηηjα
2
j
]
+ 2αj‖u‖‖z
j
0
− zj+1‖ − 2αj〈u, z
j+1 − x〉
≤ ‖zj − x‖2 +m
[
(ηjαj)
2 + (m− 1)ηηjα
2
j
]
+ 2m‖u‖ηjα
2
j − 2αj〈u, z
j+1 − x〉, (19)
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using the Cauchy-Schwarz inequality in the second inequality and Proposition 3.2(a), with j = m
and i = 0, in the last one. Rewriting and summing (19) from j = 0 to j = k and dividing by σk,
we obtain from Proposition 3.4(a) that
1
σk
k∑
j=0
(
‖zj+1 − x‖2 − ‖zj − x‖2 −m
[
(ηjαj)
2 − (m− 1)ηηjα
2
j − 2‖u‖ηjα
2
j
])
≤ 2〈u, x − xk+1〉.
After rearrangements, we have
1
σk
(
‖zk+1−x‖2−‖z0−x‖2−m
∞∑
j=0
[
(ηjαj)
2 − (m− 1)ηηjα
2
j − 2‖u‖ηjα
2
j
] )
≤ 2〈u, x−xk+1〉. (20)
Let xˆ be a weak cluster point of (xk)k∈N. Existence of xˆ is guaranteed by Proposition 3.4(b). Note
that xˆ ∈ C by Proposition 3.4(d). Taking limits in (20), using the boundedness of (zk)k∈N by
Proposition 3.3 and (10)-(12), we obtain that 〈u, x − xˆ〉 ≥ 0 for all x ∈ C and u ∈ T (x). Using
Lemma 2.5, we get that xˆ ∈ S∗. Hence, all weak cluster points of (x
k)k∈N solve problem (1).
We now state and prove the weak convergence of the main sequence generated by Algorithm A.
Theorem 3.6. Define x∗ = limk→∞ PS∗(z
k). Then (xk)k∈N converges weakly to x∗.
Proof. Define pk := PS∗(z
k) the orthogonal projection of zk onto S∗. Note that p
k exists, since
the solution set S∗ is nonempty, closed and convex by Lemma 2.4. By Proposition 2.2, (z
k)k∈N is
quasi-Feje´r convergent to S∗. Therefore, it follows from Lemma 2.3 that (PS∗(z
k))k∈N is strongly
convergent. Set
x∗ := lim
k→∞
PS∗(z
k) = lim
k→∞
pk. (21)
By Proposition 3.4(b), (xk)k∈N is bounded and by Theorem 3.5 each of its weak cluster points
belong to S∗. Let (x
ik)k∈N be any weakly convergent subsequence of (x
k)k∈N, and let x¯ ∈ S∗ be its
weak limit. In order to establish the weak convergence of (xk)k∈N, it suffices to show that x¯ = x∗.
By Lemma 2.1(b) we have that 〈x¯ − pj, zj − pj〉 ≤ 0 for all j. Let ξ = sup0≤j≤∞ ‖z
j − pj‖.
Since (zk)k∈N is bounded by Proposition 2.2(a), we get that ξ < ∞. Using the Cauchy-Schwarz
inequality,
〈x¯− x∗, z
j − pj〉 ≤ 〈pj − x∗, z
j − pj〉 ≤ ξ ‖pj − x∗‖, (22)
for all j. Multiplying (22) by
αj−1
σk−1
and summing from j = 1 to k − 1, we get from Proposition
3.4(a), 〈
x¯− x∗, x
k −
1
σk−1
k−1∑
j=1
αj−1p
j
〉
≤
ξ
σk−1
k−1∑
j=1
αj−1‖p
j − x∗‖. (23)
Define
ζk,j :=
αj
σk
(k ≥ 0, 0 ≤ j ≤ k).
It follows from the definition of σk, that limk→∞ ζk,j = 0 for all j and
∑k
j=0 ζk,j = 1 for all k. Using
(21) and Proposition 2.8 with wk =
k∑
j=1
ζk−1,j−1p
j =
1
σk−1
k−1∑
j=0
αjp
j+1, we have
x∗ = lim
k→∞
pk = lim
k→∞
1
σk
k∑
j=0
αjp
j+1, (24)
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and
lim
k→∞
1
σk
k∑
j=0
αj‖p
j+1 − x∗‖ = 0. (25)
Taking limits in (23) over the subsequence (ik)k∈N, and using (24) and (25), we get
〈x¯− x∗, x¯− x∗〉 ≤ 0, implying that x¯ = x∗.
4 Final Remarks
In this section we discuss the assumptions of our scheme, showing examples as well as some alter-
natives for changing these assumptions.
One problem in establishing the well definition of the sequence generated by Algorithm A may
be the difficulty of choosing stepsizes satisfying Assumption (H2); see (10)-(11). This is clear in
the important case, where the operators have bounded range, the sequence (ηk)k∈N, defined in (9),
is bounded. Hence, any sequence (αk)k∈N in ℓ2(N) \ ℓ1(N) may be used satisfying (H2).
Now we present some examples showing that (H2) is verified for some different instances.
Example 4.1. Consider the variational inequality problem in a Hilbert space H, for T and S =
argminx∈H f(x), where T : H⇒ H is a maximal monotone operator and f : H → R is a continuous
convex function which satisfies (H1). This problem is equivalent to problem (1), with m = 1,
T1 = T , c = f − f∗, where f∗ = minx∈H f(x) and Algorithm A may be rewritten as follows:
Algorithm A1. Given θ > 0
Initialization step: Take x0 ∈ H. Define z0 := x0 and σ0 := β0.
Iterative step: Given zk. If f(zk) ≤ f∗, then take z
k
0 := z
k and Sk = {x ∈ H : 〈g
k, x− zk0 〉 ≤ 0}
where gk ∈ ∂f(zk0 ). Else, compute (z
k
0 , Sk) := InnerLoop(z
k, θ, βk) like Algorithm A. Set
zk+1 = PSk
(
zk0 −
βk
ηk
uk
)
,
where uk ∈ T (zk0 ) and ηk = max{1, ‖u
k‖}. Define
σk := σk−1 +
βk
ηk
,
xk+1 :=
(
1−
βk
σk
)
xk +
βk
σk
zk+1.
Algorithm A1 is the point-to-set version of the algorithm proposed in [7]. Assuming that the
problem has solutions and that (βk)k∈N in ℓ2(N) \ ℓ1(N), the analysis of the convergence follows
directly from the analysis in [7]. (The inner loop is slightly different however the convergence proof
remains essentially unchanged.)
Example 4.2. We consider the optimization problem of the form
min
x∈X
φ1(L(x)) + φ2(x), (26)
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where L : X → Y is a continuous linear operators, with closed range, X and Y are two Hilbert
spaces and φ1 : Y → R, φ2 : X → R are convex and continuous functions.
This is a classical problem which appears in many applications in mechanics and economics; see,
for instance, [24]. Denote K = {(x, y) ∈ X × Y : L(x)− y = 0}, and
A =
(
∂φ1 0
0 0
)
B =
(
0 0
0 ∂φ2
)
.
A and B are maximal monotone and (26) is equivalent to problem (1), with m = 2, T1 = A, T2 = B
and C = K in H = X × Y .
In this case our algorithm does not require the inner loop, since the feasible set K is a linear
and closed subspace. Thus, the projection onto K is easy to compute; in effect, the set K can be
rewritten as
K = {(x, y) ∈ X × Y : c(x, y) =
1
2
‖L(x) − y‖2 ≤ 0},
and ∇c(x, y) =
(
L∗(L(x)− y)
y − L(x)
)
and hence,
PK(x, y) = (x, y)−
1
2
‖L(x) − y‖2
∇c(x, y)
‖∇c(x, y)‖2
.
For this example Algorithm A may be rewritten as follows:
Algorithm A2.
Initialization step: Take x0 := (x01, x
0
2) ∈ K. Define z
0 := x0 and σ0 := β0.
Iterative step: Given zk = (zk1 , z
k
2 ). Compute
(zk+1
1,1 , z
k+1
1,2 ) = PK
(
zk1 −
βk
ηk
uk1 , z
k
2
)
,
and
(zk+1
2,1 , z
k+1
2,2 ) = PK
(
zk+1
1,1 , z
k+1
1,2 −
βk
ηk
uk2
)
,
where uk1 ∈ ∂φ1(z
k
1 ), u
k
2 ∈ ∂φ2(z
k+1
1,2 ) and ηk = max{1, ‖u
k
1‖ ‖u
k
2‖}. Set z
k+1 = (zk+1
2,1 , z
k+1
2,2 ), and
define
σk := σk−1 +
βk
ηk
,
xk+1
1
:=
(
1−
βk
σk
)
xk1 +
βk
σk
zk+1
2,1 .
and
xk+1
2
:=
(
1−
αk
σk
)
xk2 +
βk
σk
zk+1
2,2 .
Set
xk+1 =
(
xk+1
1
, xk+1
2
)
.
13
Example 4.3. Consider the minimax problem:
min
x1∈X
max
x2∈X
{φ1(x1)− φ2(x2) + 〈x2, L(x1)〉}, (27)
where L : X → X is a self adjoint and continuous linear operator, X is a Hilbert space, φ1 : X → R,
φ2 : X → R are convex and continuous functions and φ2 is Gaˆteaux differentiable. This problem
was presented in [41] and under a suitable constraint qualification, this problem is equivalent to
problem (1), with m = 2, H = C = X ×X, and
T1(x1, x2) = A(x1, x2) = (∂φ1(x1), 0)
and
T2(x1, x2) = B(x1, x2) = (L(x2),∇φ2(x2)− L(x1)),
which are maximal monotone operators. Algorithm A can be rewritten as follows:
Algorithm A3.
Initialization step: Take x0 := (x01, x
0
2) ∈ X ×X. Define z
0 := x0 and σ0 := β0.
Iterative step: Given zk = (zk1 , z
k
2 ). Compute
zk+1
1,1 = z
k
1 −
βk
ηk
uk1 z
k+1
2,1 = z
k
2 ,
zk+1
1,2 = z
k+1
1,1 −
βk
ηk
L(zk+1
2,1 ) z
k+1
2,2 = z
k
2,1 −
βk
ηk
(
∇φ2(z
k+1
2,1 )− L(z
k+1
1,1 )
)
,
where uk1 ∈ ∂φ1(z
k
1 ) and ηk = max
{
1, ‖uk1‖, ‖L(z
k+1
2,1 )‖, ‖∇φ2(z
k+1
2,1 )− L(z
k+1
1,1 )‖
}
. Set zk+1 :=
(zk+1
1
, zk+1
2
) = (zk+1
1,2 , z
k+1
2,2 ), and define
σk := σk−1 +
βk
ηk
,
xk+1
1
:=
(
1−
βk
σk
)
xk1 +
βk
σk
zk+1
1
.
xk+1
2
:=
(
1−
βk
σk
)
xk2 +
βk
σk
zk+1
2
.
Set
xk+1 = (xk+1
1
, xk+1
2
).
In Algorithm A2 and Algorithm A3, presented in the above examples, the stepsize is αk =
βk/ηk, for all k and hence ηkαk = βk and (11) is equivalent to (βk)k∈N in ℓ2(N), which by Proposition
3.3 implies, the boundedness of the sequence (zk)k∈N. Moreover as a consequence of Proposition
3.2(a) the sequences (zki−1)k∈N, (i = 1, 2, . . . ,m) are bounded. Now, condition (10) becomes in
∞∑
k=0
βk
ηk
=∞, (28)
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where ηk = max1≤i≤m{1, ‖u
k
i ‖}, with u
k
i ∈ Ti(z
k
i−1). Thus, a sufficient condition for (28) is that
the image of Ti, (i = 1, 2, . . . ,m) is bounded on bounded sets (since the sequences (z
k
i−1)k∈N,
(i = 1, 2, . . . ,m) are bounded). Moreover, (ηk)k∈N may be an unlimited sequence as for example
(ks)k∈N for any s ∈ (0, 1/2).
Therefore Assumption (H2) turns into “(βk)k∈N lies in ℓ2(N) \ ℓ1(N)”, which is a requirement
widely used in the literature. The convergence analysis of Algorithm A2 and Algorithm A3
follows from the convergence analysis of Algorithm A.
Another important point on Algorithm A, is that Inner Loop uses the distance function. It is
clear that this is weakest that compute the exact projection for almost all instances. Furthermore
inside of the inner loop, we may only check the condition related with the distance on selected
index. In connection we may include the following assumption:
(H3) Assume that a Slater point is available, i.e. there exists a point w ∈ H such that c(w) < 0.
If Assumption (H3) holds, by Lemma 2.6 we can obtain an explicit algorithm for a quite general
convex set C, replacing the inequality dist(yk,j+1, C) ≤ θαk in Inner Loop on Algorithm A by
c˜(yk,j+1) ≤ θαk, where
c˜(x) =


‖x− w‖c(x)
c(x)− c(w)
if x /∈ C
0 if x ∈ C.
All our convergence results are preserved. (H3) is a hard assumption in Hilbert spaces and the
point w is almost always unavailable. Hence, such assumptions can be replaced by a rather weaker
one, namely:
(H3∗) There exists an easily computable and continuous c˜ : H → R, such that dist(x,C) ≤ c˜(x) for
all x ∈ H, and c˜(x) = 0 if and only if c(x) = 0.
There are examples of sets C for which no Slater point is available, while (H3∗) holds, including
instances in which C has an empty interior. An exhaustive discussion about weak constraint
qualifications for getting error-bound can be found in [33,43].
Finally, regarding the complexity of the proposed inner loop in Algorithm A. To stop the
inner loop at an α-solution, in the worse case, we need to do O
(
α−2
)
iterations; see Section 3.2.1
of [37]. Emphasizing that here we work with a general nonsmooth and convex function c and to
get better performance of our inner loop we have to assume, at least, differentiability of c; see, for
instance, [38] and the references therein.
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