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Abstract
The authors aim to develop numerical schemes of the two representative quadratic hedging
strategies: locally risk minimizing and mean-variance hedging strategies, for models whose as-
set price process is given by the exponential of a normal inverse Gaussian process, using the
results of Arai et al. [2], and Arai and Imai [1]. Here normal inverse Gaussian process is a frame-
work of Le´vy processes frequently appeared in financial literature. In addition, some numerical
results are also introduced.
Keywords:Local risk minimization; mean-variance hedging; normal inverse Gaussian process;
fast Fourier transform.
1 Introduction
Locally risk minimizing (LRM) and mean-variance hedging (MVH) strategies are well-known
quadratic hedging strategies for contingent claims in incomplete markets. In fact, their theoretical
aspects have been studied very well for about three decades. On the other hand, numerical meth-
ods to compute them have yet to be thoroughly developed. As limited literature, Arai et al. [2]
developed a numerical scheme of LRM strategies for call options for two exponential Le´vy models:
Merton jump-diffusion models and variance Gamma (VG) models. Here VG models mean mod-
els in which the asset price process is given as the exponential of a VG process. In [2], they made
use of a representation for LRM strategies provided by Arai and Suzuki [3], and the so-called
Carr-Madan method suggested by [8]: a computational method for option prices using the fast
Fourier transforms (FFT). Note that [3] obtained their representation for LRM strategies by means
of Malliavin calculus for Le´vy processes. As for MVH strategies, Arai and Imai [1] obtained a new
closed-form representation for exponential additive models, and suggested a numerical scheme
for VG models.
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Our aim in this paper is to extend the results of [2] and [1] to normal inverse Gaussian (NIG)
models. Note that an NIG process is a pure jump Le´vy process described as a time-changed Brow-
nian motion as well as a VG process is. Here a process X = {Xt}t≥0 is called a time-changed
Brownian motion, if X is described as
Xt = µYt + σBYt
for any t ≥ 0, where µ ∈ R, σ > 0, B = {Bt}t≥0 is a one-dimensional standard Brownian motion,
and Y = {Yt}t≥0 is a subordinator, that is, a nondecreasing Le´vy process. A time-changed Brown-
ian motion X is called an NIG process, if the corresponding subordinator Y is an inverse Gaussian
(IG) process. On the other hand, a VG process is described as a time-changed Brownian motion
with Gamma subordinator. NIG process, which has been introduced by Barndorff-Nielsen [4], is
frequently appeared in financial literature, e.g. [5], [6], [7], [11], [12] and so forth.
Next, we introduce quadratic hedging strategies. Consider a financial market composed of
one risk-free asset and one risky asset with finite maturity T > 0. For simplicity, we assume
that market’s interest rate is zero, that is, the price of the risk-free asset is 1 at all times. Let
S = {St}t∈[0,T] be the risky asset price process. Here we prepare some terminologies.
Definition 1.1. 1. A strategy is defined as a pair ϕ = (ξ, η), where ξ = {ξt}t∈[0,T] is a predictable
process, and η = {ηt}t∈[0,T] is an adapted process. Note that ξt (resp. ηt) represents the amount of
units of the risky asset (resp. the risk-free asset) an investor holds at time t. The wealth of the strategy
ϕ = (ξ, η) at time t ∈ [0, T] is given as Vt(ϕ) := ξtSt + ηt. In particular, V0(ϕ) gives the initial
cost of ϕ.
2. A strategy ϕ is said to be self-financing, if it satisfies Vt(ϕ) = V0(ϕ) + Gt(ξ) for any t ∈ [0, T],
where G(ξ) = {Gt(ξ)}t∈[0,T] denotes the gain process induced by ξ, that is, Gt(ξ) :=
∫ t
0 ξudSu for
t ∈ [0, T]. If a strategy ϕ is self-financing, then η is automatically determined by ξ and the initial
cost V0(ϕ). Thus, a self-financing strategy ϕ can be described by a pair (ξ, V0(ϕ)).
3. For a strategy ϕ, a process C(ϕ) = {Ct(ϕ)}t∈[0,T] defined by Ct(ϕ) := Vt(ϕ)−Gt(ξ) for t ∈ [0, T]
is called the cost process of ϕ. When ϕ is self-financing, its cost process C(ϕ) is a constant.
4. Let F be a square integrable random variable, which represents the payoff of a contingent claim at the
maturity T. A strategy ϕ is said to replicate claim F, if it satisfies VT(ϕ) = F.
Roughly speaking, a strategy ϕF = (ξF, ηF), which is not necessarily self-financing, is called the
LRM strategy for claim F, if it is the replicating strategy minimizing a risk caused by C(ϕF) in
the L2-sense among all replicating strategies. Note that it is sufficient to get a representation of
ξF in order to obtain the LRM strategy ϕF, since ηF is automatically determined by ξF. On the
other hand, the MVH strategy for claim F is defined as the self-financing strategy minimizing the
corresponding L2-hedging error, that is, the solution (ϑF, cF) to the minimization problem
min
c,ϑ
E
[
(F− c− GT(ϑ))2
]
.
Remark that cF gives the initial cost, which is regarded as the corresponding price of F.
In this paper, we propose numerical methods of LRM strategies ξF and MVH strategies ϑF for
call options when the asset price process is given by an exponential NIG process, by extending
results of [2] and [1]. Our main contributions are as follows:
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1. To ensure the existence of LRM and MVH strategies, we need to impose some integrability
conditions (Assumption 1.1 of [2]) with respect to the Le´vy measure of the logarithm of the
asset price process. Thus, we shall give a sufficient condition in terms of the parameters of
NIG processes as our standing assumptions, which enables us to check if a parameter set
estimated by financial market data satisfies Assumption 1.1 of [2].
2. The so-called minimal martingale measure (MMM) is indispensable to discuss the LRM
problem. In particular, the characteristic function of the asset price process under the MMM
is needed in the numerical method developed by [2]. Thus, we provide its explicit represen-
tation for NIG models.
3. In general, a Fourier transform is given as an integration on [0,∞). In fact, we represent LRM
strategies by such an improper integration, and truncate its integration interval in order to
use FFTs. Thus, we shall estimate a sufficient length of the integration interval to reduce the
associated truncation error within given allowable extent.
Actually, we need to overcome some complicated calculations in order to achieve the three objects
above, since the Le´vy measure of an NIG process includes a modified Bessel function of the second
kind with parameter 1.
An outline of this paper is as follows: A precise model description is given in Section 2. Main
results will be stated in Section 3. Our standing assumption described in terms of the parameters
of NIG models is introduced in Subsection 3.1, which is followed by subsections discussing the
characteristic function under the MMM, a representation of LRM strategies, an estimation of the
integration interval, and a representation of MVH strategies. Note that proofs are postponed until
Appendix. Section 4 is devoted to numerical results.
2 Model description
We consider throughout a financial market composed of one risk-free asset and one risky asset
with finite time horizon T > 0. For simplicity, we assume that market’s interest rate is zero, that
is, the price of the risk-free asset is 1 at all times. (Ω,F ,P) denotes the canonical Le´vy space,
which is given as the product space of spaces of compound Poisson processes on [0, T]. Denote by
F = {Ft}t∈[0,T] the canonical filtration completed for P. For more details on the canonical Le´vy
space, see Section 4 of Sole´ et al. [16] or Section 3 of Delong and Imkeller [10]. Let L = {Lt}t∈[0,T] be
a pure jump Le´vy process with Le´vy measure ν defined on (Ω,F ,P). We define the jump measure
of L as
N([0, t], A) := ∑
0≤u≤t
1A(∆Lu)
for any A ∈ B(R0) and any t ∈ [0, T], where ∆Lt := Lt − Lt−, R0 := R \ {0}, and B(R0) denotes
the Borel σ-algebra on R0. In addition, its compensated version N˜ is defined as
N˜([0, t], A) := N([0, t], A)− tν(A).
In this paper, we study the case where L is given as a normal inverse Gaussian (NIG) process.
Here a pure jump Le´vy process L is called an NIG process with parameters α > 0, −α < β < α,
3
δ > 0, if its characteristic function is given as
E[eizLt ] = exp
{
−δ
(√
α2 − (β+ iz)2 −
√
α2 − β2
)}
for any z ∈ C and any t ∈ [0, T]. Note that the corresponding Le´vy measure ν is given as
ν(dx) =
δα
pi
eβxK1(α|x|)
|x| dx
for x ∈ R0, where K1 is the modified Bessel function of the second kind with parameter 1. When
we need to emphasize the model parameters, ν is denoted by ν[α, β, δ]. In addition, the process L
can also be described as the following time-changed Brownian motion with IG subordinator:
Lt = βδ2 It + δBIt ,
where B = {Bt}t∈[0,T] is a one-dimensional standard Brownian motion, and I = {It}t∈[0,T] is an IG
process with parameter (1, δ
√
α2 − β2). For more details on NIG processes, see Section 4.4 of Cont
and Tankov [9] and Subsection 5.3.8 of Schoutens [13]. In this paper, the risky asset price process
S = {St}t∈[0,T] is given as the exponential of the NIG process L:
St = S0eLt ,
where S0 > 0.
Now, we prepare some additional notation. For v ∈ [0,∞) and a ∈ ( 32 , 2], we define
M1(v, a) :=
v2 + α2 − (a + β)2
α2
, M2 := 1− β
2
α2
, b(v, a) :=
2(a + β)v
α2
,
and
W(v, a) :=
δα√
2
(
i
√√
M21 + b
2 −M1 −
√√
M21 + b
2 + M1 +
√
2M2
)
, (2.1)
where M1(v, a) and b(v, a) are abbreviated to M1 and b, respectively. Note that we can define
W(0, 1) and W(v, a+ 1) for v ∈ [0,∞) and a ∈ ( 32 , 2] as well. Moreover, when it is desirable to em-
phasize the parameters α, β and δ, we denote the above four functions as M1(v, a; α, β), M2(α, β),
b(v, a; α, β) and W(v, a; α, β, δ), respectively.
3 Main results
3.1 Standing assumption
We introduce our standing assumption in terms of model parameters.
Assumption 3.1.
α >
5
2
, −3
2
< β ≤ −1
2
, and β+ 4 < α.
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Now, we show that Assumption 3.1 is a sufficient condition for Assumption 1.1 of [2], which
ensures the existence of LRM and MVH strategies.
Proposition 3.2. Under Assumption 3.1, we have
1.
∫
R0
(ex − 1)4ν(dx) < ∞,
2. 0 ≥ ∫
R0
(ex − 1)ν(dx) > − ∫
R0
(ex − 1)2ν(dx).
We postpone the proof of Proposition 3.2 until Appendix A.1. Remark that Condition 2 in Proposi-
tion 3.2 is the same as the second condition of Assumption 1.1 of [2]. On the other hand, Condition
1 is a modification of the first condition of Assumption 1.1 of [2], which is given as follows:∫
R0
(|x| ∨ x2)ν(dx) < ∞ and
∫
R0
(ex − 1)nν(dx) < ∞ for n = 2, 4.
Firstly,
∫
R0
x2ν(dx) < ∞ and
∫
R0
(ex − 1)2ν(dx) < ∞ are redundant, since ∫
R0
(x2 ∧ 1)ν(dx) < ∞
holds. Next, NIG processes do not have the finiteness of
∫
R0
|x|ν(dx), different from VG processes.
Actually, S is described by a stochastic integration with respect to N in [2]. Thus, the condition∫
R0
|x|ν(dx) < ∞ is needed. On the other hand, describing S as
St = S0eLt = S0 exp
{∫ t
0
∫
R0
xN˜(du, dx) + t
∫
R0
xν(dx)
}
,
we do not need to assume it.
3.2 The minimal martingale measure
In this subsection, we focus on the minimal martingale measure (MMM): an equivalent martingale
measure under which any square-integrable P-martingale orthogonal to the martingale part of S
remains a martingale. Remark that the MMM plays a vital role in quadratic hedging problems.
Denote µS :=
∫
R0
(ex − 1)ν(dx), Cν :=
∫
R0
(ex − 1)2ν(dx), h := µS/Cν, and
θx :=
µS(ex − 1)
Cν
for x ∈ R0. As discussed in [2], the MMM P∗ exists under Assumption 1.1 of [2], and its Radon-
Nikodym density is given as
dP∗
dP
= exp
{∫
R0
log(1− θx)N˜([0, T], dx) + T
∫
R0
(log(1− θx) + θx) ν(dx)
}
.
Note that θx < 1 holds for any x ∈ R0 under Assumption 3.1 by Proposition 3.2. Furthermore, P∗
is not only the MMM, but also the variance-optimal martingale measure (VOMM) in our setting
as discussed in [1]. Note that the VOMM is an equivalent martingale measure whose density
minimizes the L2(P)-norm among all equivalent martingale measures. Since MVH strategies are
described using the VOMM, we use P∗ to express MVH strategies as well as LRM strategies.
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Here we prepare some additional notation. From the view of the Girsanov theorem,
N˜P
∗
([0, t], dx) := N˜([0, t], dx) + θxν(dx)t
is the compensated jump measure of L under P∗. This means that the Le´vy measure under P∗,
denoted by νP
∗
, is given as
νP
∗
(dx) = (1− θx)ν(dx). (3.1)
L is then rewritten as
Lt =
∫
R0
xN˜P
∗
([0, t], dx) + µ∗t, (3.2)
where µ∗ :=
∫
R0
(x − ex + 1)νP∗(dx), and the stochastic differential equation for S under P∗ is
given as dSt = St−
∫
R0
(ex − 1)N˜P∗(dt, dx).
In order to develop FFT-based numerical schemes, we need an explicit representation of the
characteristic function of L under P∗:
φT−t(z) := EP∗ [eizLT−t ]
for z ∈ C. Before stating it, we calculate νP∗(dx) the Le´vy measure of L under P∗. Recall that
ν[α, β, (1 + h)δ](dx) represents the Le´vy measure of an NIG process with parameters α, β and
(1+ h)δ. We provide the proof of the following proposition in Appendix A.3.
Proposition 3.3. We have
νP
∗
(dx) = ν[α, β, (1+ h)δ](dx) + ν[α, 1+ β,−hδ](dx).
Now, we provide a representation of φ using the function W(v, a) defined in (2.1). Remark that
W(v, a; α, 1+ β, δ) is also well-defined, since M2(α, β+ 1) > 0 by Assumption 3.1. The proof of the
following proposition is given in Appendix A.4.
Proposition 3.4. For any v ∈ [0,∞) and any a ∈ ( 32 , 2], we have
φT−t(v− ia) = exp
{
(T − t)i(v− ia)
(
µ∗ − (1+ h)δβ√
α2 − β2 +
hδ(1+ β)√
α2 − (1+ β)2
)}
× exp
{
(T − t)
(
W(v, a; α, β, (1+ h)δ) +W(v, a; α, 1+ β,−hδ)
)}
where µ∗ =
∫
R0
(x− ex + 1)νP∗(dx).
3.3 Local risk-minimization
In this subsection, we introduce how to compute LRM strategies for call options (ST − K)+ with
strike price K > 0. First of all, we give a precise definition of the LRM strategy for claim F ∈ L2(P).
The following is based on Theorem 1.6 of Schweizer [15].
Definition 3.5. 1. A strategy ϕ = (ξ, η) is said to be an L2-strategy, if ξ satisfies E
[∫ T
0 S
2
u−ξ2udu
]
<
∞, and V(ϕ) is a right continuous process with E[V2t (ϕ)] < ∞ for every t ∈ [0, T].
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2. An L2-strategy ϕ is called the LRM strategy for claim F, if VT(ϕF) = F, and [C(ϕF), M] is a
uniformly integrable martingale, where M = {Mt}t∈[0,T] is the martingale part of S.
Note that all the conditions of Theorem 1.6 of [15] hold under Assumption 1.1 of [2] as seen in
Example 2.8 of [3]. The above definition of LRM strategies is a simplified version, since the original
one, introduced in [14] and [15], is rather complicated. Now, an F ∈ L2(P) admits a Fo¨llmer-
Schweizer decomposition, if it can be described by
F = F0 + GT(ξFS) + LFST ,
where F0 ∈ R, ξFS = {ξFSt }t∈[0,T] is a predictable process satisfying E
[∫ T
0 S
2
u−(ξFSu )2du
]
< ∞, and
LFS = {LFSt }t∈[0,T] is a square-integrable martingale orthogonal to M with LFS0 = 0. In addition,
Proposition 5.2 of [15] provides that, under Assumption 1.1 of [2], the LRM strategy ϕF = (ξF, ηF)
for F ∈ L2(P) exists if and only if F admits a Fo¨llmer-Schweizer decomposition; and its relation-
ship is given by
ξFt = ξ
FS
t , η
F
t = F0 + Gt(ξ
F) + LFSt − ξFt St.
As a result, it suffices to obtain a representation of ξF in order to get ϕF. Henceforth, we identify
ξF with ϕF.
We consider call options (ST −K)+ with strike price K > 0 as claims to hedge. Now, we denote
F(K) = (ST − K)+ for K > 0, and define a function
I(s, t, K) :=
∫
R0
EP∗ [(STex − K)+ − (ST − K)+|St− = s](ex − 1)ν(dx).
for s > 0, t ∈ [0, T] and K > 0. [3] gave an explicit representation of ξF(K)t for any t ∈ [0, T] and
any K > 0 using Malliavin calculus for Le´vy processes.
Proposition 3.6 (Proposition 4.6 of [3]). For any K > 0 and any t ∈ [0, T],
ξ
F(K)
t =
I(St−, t, K)
St−Cν
. (3.3)
In addition, [2] introduced an integral representation for I(St−, t, K) as
I(St−, t, K) =
1
pi
∫ ∞
0
K−iv−a+1
∫
R0
(e(iv+a)x − 1)(ex − 1)ν(dx) φT−t(v− ia)S
iv+a
t−
(iv + a)(iv + a− 1)dv,
where a ∈ (1, 2] and the right-hand side is independent of the choice of a. Remark that we narrow
the range of a to ( 32 , 2] for technical reasons, but this does not restrict our development of numerical
schemes, since we take 1.75 as the value of a in our numerical experiments. To compute I(St−, t, K),
we need to calculate the integration
∫
R0
(e(iv+a)x − 1)(ex − 1)ν(dx). Now, Lemma A.1 implies that∫
R0
e(iv+a)x(ex − 1)ν(dx) =
∫
R0
e(iv+a)x(ex − 1)ν(dx) =
∫
R0
(e(iv+a+1)x − e(iv+a)x)ν(dx)
=
∫
R0
(e(iv+a+1)x − 1)ν(dx)−
∫
R0
(e(iv+a)x − 1)ν(dx)
= W(v, a + 1)−W(v, a),
7
from which we have
I(St−, t, K) =
1
pi
∫ ∞
0
K−iv−a+1
(
W(v, a + 1)−W(v, a)−W(0, 1)
) φT−t(v− ia)Siv+at−
(iv + a)(iv + a− 1)dv. (3.4)
Thus, we can compute I(St−, t, K) using the FFT as mentioned in [2].
3.4 Integration interval
To compute the integral (3.4) with the FFT, we discretize I(St−, t, K) as
I(St−, t, K) ≈ 1
pi
N−1
∑
j=0
e(−iη j−a+1) log K
(
W(η j, a + 1)−W(η j, a)−W(0, 1)
)
φT−t(η j− ia)Siη j+at−
(iη j + a)(iη j + a− 1)η,
where N represents the number of grid points, and η > 0 is the distance between adjacent grid
points. This approximation corresponds to the integral (3.4) over the interval [0, Nη], so we need
to specify N and η to satisfy∣∣∣∣∣ 1pi
∫ ∞
Nη
K−iv−a+1
(
W(v, a + 1)−W(v, a)−W(0, 1)
) φT−t(v− ia)Siv+at−
(iv + a)(iv + a− 1)dv
∣∣∣∣∣ < ε (3.5)
for a given sufficiently small value ε > 0, which represents the allowable error. Thus, we shall
estimate a sufficient length for the integration interval of (3.4) for a given allowable error ε > 0 in
the sense of (3.5). The following proposition is shown in Appendix A.5
Proposition 3.7. For ε > 0 and t ∈ [0, T), if w > 1 satisfies
√
2K−a+1Sat−C(t)
pi(T − t)ε
(
2+
√
α2 − (a + β)2 + 2(a + 1+ β)2
)
< e(T−t)δw, (3.6)
we have ∣∣∣∣∣ 1pi
∫ ∞
w
K−iv−a+1
(
W(v, a + 1)−W(v, a)−W(0, 1)
) φT−t(v− ia)Siv+at−
(iv + a)(iv + a− 1)dv
∣∣∣∣∣ < ε,
where C(t) is defined as
C(t) := exp
{
(T − t)a
(
µ∗ − (1+ h)δβ√
α2 − β2 +
hδ(1+ β)√
α2 − (1+ β)2
)}
× exp
{
(T − t)δα
(
(1+ h)
√
M2(α, β)− h
√
M2(α, 1+ β)
)}
(3.7)
for any t ∈ [0, T).
Remark 3.8. In Proposition 3.7, the case of t = T is excluded, but this does not restrict our numerical
method, since we do not need to compute the value of LRM strategies when the time to maturity T − t is 0.
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3.5 Mean-variance hedging
As introduced in Section 1, the MVH strategy for claim F ∈ L2(P) is defined as the solution (ϑF, cF)
to the minimization problem
min
c∈R,ϑ∈Θ
E
[(
F− c− GT(ϑ)
)2] ,
where Θ is the set of all admissible strategies, mathematically the set of R-valued S-integrable
predictable processes ϑ satisfying E
[∫ T
0 ϑ
2
uS2u−du
]
< ∞. [1] gave an explicit closed-form rep-
resentation of ϑF for exponential additive models, and developed a numerical scheme for call
options (ST − K)+ with strike price K > 0 for exponential Le´vy models. Different from LRM
strategies, the value of ϑFt is depending on not only St−, but also the whole trajectory of S from 0
to t−. However it is impossible to observe the trajectory of S continuously. Thus, [1] developed a
numerical scheme to compute ϑFt approximately using discrete observational data St0 , St1 , . . . , Stn ,
where n ≥ 1 and tk := ktn+1 .
We need some preparations before introducing the representation of ϑFt obtained by [1]. Firstly,
we consider the VOMM, which is an equivalent martingale measure whose density minimizes the
L2(P)-norm among all equivalent martingale measures. Indeed, the MMM P∗ coincides with the
VOMM in our setting as mentioned in Subsection 3.2. Next, we define a process E = {Et}t∈[0,T]
as a solution to the stochastic differential equation Et = 1− h
∫ t
0 Eu−dSu, and HF = {HFt }t∈[0,T]
as HFt := EP∗ [F|St−]. Moreover, remark that Assumption 2.1 of [1] is satisfied under Assumption
3.1.
From the view of [1], the MVH strategy ϑF(K)t for call option F(K) = (ST − K)+ is represented
in closed-form as
ϑ
F(K)
t = ξ
F(K)
t +
hEt−
St−
∫ t−
0
dHF(K)u − ξF(K)u dSu
Eu .
Now, the process HF(K)t = EP∗ [F(K)|St−] is represented as
HF(K)t =
1
pi
∫ ∞
0
K−iv−a+1
φT−t(v− ia)Siv+at−
(iv + a− 1)(iv + a)dv,
which is computable with the FFT. As a result, using discrete observational data St0 , St1 , . . . , Stn ,
we can approximate ϑF(K)t as
ϑ
F(K)
t ≈ ξF(K)t +
hEtn
Stn
n
∑
k=1
∆HF(K)tk − ξ
F(K)
tk
∆Stk
Etk
, (3.8)
where HF(K)tk = EP∗ [F(K)|Stk ] and tk := ktn+1 for k = 0, 1, . . . , n; t is corresponding to tn+1; and, for
k = 1, . . . , n, we denote ∆Xtk := Xtk − Xtk−1 for a process X and
Etk+1 = Etk
{
1− h∆Stk+1
Stk
}
with Et0 = 1.
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4 Numerical results
We consider European call options on the S&P 500 Index (SPX) matured on 19 May 2017, and set
the initial date of our hedging to 20 May 2016. We fix T to 1. There are 250 business days on and
after 20 May 2016 until and including 19 May 2017. For example, 20 May 2016 and 23 May 2016
are corresponding to time 0 and 1249 , respectively, since 20 May 2016 is Friday. Note that we shall
use 250 dairy closing prices of the SPX on and after 20 May 2016 until and including 19 May 2017
as discrete observational data. Figure 1 illustrates the fluctuation of the SPX.
Next, we set model parameters as α = 25.61598030765035,β = −1.2668546614155765,
δ = 0.40532772478162127,
which are calibrated by the data set of European call options on the SPX at 20 April 2016. Note
that the above parameter set satisfies Assumption 3.1. Moreover, we choose
N = 216, η = 0.25 and a = 1.75
as parameters related to the FFT, that is, Nη = 214, which satisfies (3.6) for any t ≤ 248249 when we
take ε = 0.01 as our allowable error.
As contingent claims to hedge, we consider call options with strike price K =2300, 2350 and
2400; and compute the values of LRM strategies ξF(K)t and MVH strategies ϑ
F(K)
t for t =
1
249 ,
2
249 , . . . , 1
by using (3.3), (3.4) and (3.8). Remark that, for k = 1, . . . , 249, ξF(K)k
249
and ϑF(K)k
249
are constructed on
time k−1249 using observational data S0, S 1249 , . . . , S k−1249 . Figures 2 – 4 show the values of ξ
F(K)
t and
ϑ
F(K)
t versus times t =
1
249 ,
2
249 , . . . , 1 for the case where K = 2300, 2350 and 2400, respectively.
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Figure 1: SPX dairy closing prices.
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1
K = 2300
MVH
LRM
Figure 2: Values of LRM strategies ξF(K)t and MVH strategies ϑ
F(K)
t for K = 2300. The blue and the
red lines represent the values of ξF(K)t and ϑ
F(K)
t , respectively. The two lines are almost overlapping
when t is small; and separate gradually as drawing near to the maturity.
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Figure 3: Values of LRM strategies ξF(K)t and MVH strategies ϑ
F(K)
t for K = 2350.
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Figure 4: Values of LRM strategies ξF(K)t and MVH strategies ϑ
F(K)
t for K = 2400.
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A Appendix
A.1 Proof of Proposition 3.2
In order to see Condition 1, it suffices to show
∫ ∞
1 (e
x − 1)4ν(dx) < ∞ and ∫ −1−∞(ex − 1)4ν(dx) < ∞.
Firstly, we see
∫ ∞
1 (e
x − 1)4ν(dx) < ∞. Noting that the Sommerfeld integral representation for
the function K1 (see, e.g. Appendix A of [9]):
K1(z) =
z
4
∫ ∞
0
exp
{
−s− z
2
4s
}
s−2ds (A.1)
for z ≥ 0, we have∫ ∞
1
(ex − 1)4ν(dx) = δα
pi
∫ ∞
1
(ex − 1)4 e
βxK1(αx)
x
dx
=
δα
pi
∫ ∞
α
(e
z
α − 1)4 exp
{
β
α
z
}
1
z
∫ ∞
0
z
4
exp
{
−s− z
2
4s
}
s−2dsdz
≤ δα
4pi
∫ ∞
α
exp
{
4+ β
α
z
} ∫ ∞
0
z
α
exp
{
−s− z
2
4s
}
s−2dsdz
=
δ
4pi
∫ ∞
0
e−ss−2
∫ ∞
α
z√
2pi2s
exp
{
− 1
4s
(
z− 2s 4+ β
α
)2}
dz
× exp
{(
4+ β
α
)2
s
}√
2pi2sds
≤ δ
4pi
∫ ∞
0
e−ss−2 · 2s 4+ β
α
· exp
{(
4+ β
α
)2
s
}√
2pi2sdt
=
δ√
pi
4+ β
α
∫ ∞
0
s−
1
2 exp
{((
4+ β
α
)2
− 1
)
s
}
ds
= δ(4+ β)
(
α2 − (4+ β)2
)− 12
< ∞.
Remark that the above first inequality is given from (e
z
α − 1)4 ≤ e 4zα for any z ∈ [α,∞).
Next, we show
∫ −1
−∞(e
x − 1)4ν(dx) < ∞ by a similar argument to the above. Noting that (e zα −
1)4 ≤ 1 for any z ∈ (−∞,−α], we have∫ −1
−∞
(ex − 1)4ν(dx) ≤ δα
4pi
∫ −α
−∞
(e
z
α − 1)4 exp
{
β
α
z
} ∫ ∞
0
z
α
exp
{
−s− z
2
4s
}
s−2dsdz
≤ δ
4pi
∫ ∞
0
e−ss−2
∫ ∞
−∞
z√
2pi2s
exp
{
− 1
4s
(
z− 2s β
α
)2}
dz exp
{
β2
α2
s
}√
2pi2sds
< ∞.
Thus, Condition 1 holds true.
To confirm Condition 2, we need some preparations. The following lemma is proven in Ap-
pendix A.2
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Lemma A.1. For any v ∈ [0,∞) and any a ∈ ( 32 , 2], we have∫
R0
(
e(iv+a)x − 1
)
ν(dx) = W(v, a). (A.2)
In addition, (A.2) still holds for the case where (v, a) = (0, 1) and (v, a + 1).
We have
∫
R0
(ex − 1)ν(dx) = W(0, 1) = δα(√M2 −
√
M1(0, 1)). Assumption 3.1 implies
M2 −M1(0, 1) = 1
α2
(
(α2 − β2)− (α2 − (1+ β)2)
)
=
1+ 2β
α2
≤ 0,
from which the inequality 0 ≥ ∫
R0
(ex − 1)ν(dx) holds true. To see the second inequality, since we
have
−
∫
R0
(ex − 1)2ν(dx) = −
∫
R0
(
(e2x − 1)− 2(ex − 1)
)
ν(dx) = −W(0, 2) + 2W(0, 1),
it suffices to show W(0, 2)−W(0, 1) > 0. Firstly, we have
W(0, 2)−W(0, 1) = δα√
2
((
−
√
2M1(0, 2) +
√
2M2
)
−
(
−
√
2M1(0, 1) +
√
2M2
))
= δα
(
−
√
M1(0, 2) +
√
M1(0, 1)
)
.
On the other hand, it holds that
M1(0, 1)−M1(0, 2) = α
2 − (1+ β)2 − α2 + (2+ β)2
α2
=
3+ 2β
α2
> 0
by Assumption 3.1. As a result, the inequality
∫
R0
(ex − 1)ν(dx) > − ∫
R0
(ex − 1)2ν(dx) holds
under Assumption 3.1. 
A.2 Proof of Lemma A.1
We begin with the following lemma:
Lemma A.2. For any γ ≥ 0 and any M > 0, we have
∫ γ
0
∫ ∞
0
e(iu−M)ss−
1
2 dsdu =
√
2pi
(√√
M2 + γ2 −M + i
(√√
M2 + γ2 + M−
√
2M
))
Proof. Remark that the characteristic function of the Gamma distribution with parameters θ > 0
and k > 0 is given as ∫ ∞
0
eiux
θk
Γ(k)
xk−1e−θxdx =
(
θ
θ − iu
)k
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for any u ∈ R, where Γ(·) is the Gamma function. We have then
∫ ∞
0
e(iu−M)ss−
1
2 ds =
√
M
M− iu
Γ
(
1
2
)
√
M
=
√
pi√
M− iu
for any M > 0 and any u ∈ R. Thus, we obtain
∫ ∞
0
e(iu−M)ss−
1
2 dt =
√
pi
2
(√√
M2 + u2 + M√
M2 + u2
+ i
√√
M2 + u2 −M√
M2 + u2
)
.
Putting x =
√
M2 + u2, we have
∫ γ
0
√√
M2 + u2 + M√
M2 + u2
du =
∫ √M2+γ2
M
√
x + M√
x2 −M2 dx = 2
√√
M2 + γ2 −M
and ∫ γ
0
√√
M2 + u2 −M√
M2 + u2
du = 2
√√
M2 + γ2 + M− 2
√
2M.
This completes the proof of Lemma A.2. 
Now, let us go back to the proof of Lemma A.1. For any v ∈ [0,∞) and any a ∈ ( 32 , 2], the same
sort of argument as in Appendix A.1 implies that
∫
R0
(
e(iv+a)x − 1
)
ν(dx) =
δα
2
√
pi
∫ ∞
0
e−ss−
3
2
∫
R0
e(iv+a)
z
α − 1√
2pi2s
exp
{
− 1
4s
(
z− 2s β
α
)2}
dz exp
{
β2
α2
s
}
ds.
(A.3)
Since we have∫
R0
e(iv+a)
z
α exp
{
− 1
4s
(
z− 2s β
α
)2} dz√
2pi2s
= exp
{
i
2s
α2
(vβ+ va)− s
α2
(v2 − a2 − 2aβ)
}
,
we obtain
(A.3) =
δα
2
√
pi
∫ ∞
0
exp
{(
β2
α2
− 1
)
s
}
s−
3
2
(
exp
{
i
2s
α2
(vβ+ va)− s
α2
(v2 − a2 − 2aβ)
}
− 1
)
ds
=
δα
2
√
pi
∫ ∞
0
s−
3
2
(
eibs−M1s − e−M2s
)
ds
=
δα
2
√
pi
∫ ∞
0
s−
1
2
(
ie−M1s
∫ b
0
eiusdu +
∫ M2
M1
e−usdu
)
ds
=
δα
2
√
pi
i
∫ b
0
∫ ∞
0
e(iu−M1)ss−
1
2 dsdu +
δα
2
√
pi
∫ M2
M1
∫ ∞
0
e−uss−
1
2 dsdu. (A.4)
On the other hand, we have∫ M2
M1
∫ ∞
0
e−uss−
1
2 dsdu =
∫ M2
M1
√
pi√
u
du = 2
√
pi(
√
M2 −
√
M1)
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by M1, M2 > 0. As a result, using Lemma A.2, we obtain
(A.4) =
δα
2
√
pi
√
2pii
{√√
M21 + b
2 −M1 + i
(√√
M21 + b
2 + M1 −
√
2M1
)}
+
δα
2
√
pi
2
√
pi
(√
M2 −
√
M1
)
=
δα√
2
{
i
√√
M21 + b
2 −M1 −
√√
M21 + b
2 + M1 +
√
2M2
}
,
from which (A.2) follows for any v ∈ [0,∞) and any a ∈ ( 32 , 2].
For v ≥ 0, we see that (A.2) still holds for a + 1. To this end, it is enough to make sure that
M1(v, a + 1) and b(v, a + 1) remain nonnegative. In fact, we have
M1(v, a + 1) =
α2 − (a + 1+ β)2
α2
≥ 0,
and
b(v, a + 1) =
2(a + 1+ β)v
α2
≥ 0
by Assumption 3.1. Similarly, (A.2) follows for the case of (v, a) = (0, 1), since
M1(0, 1) =
α2 − (1+ β)2
α2
≥ 6
α2
> 0
and b(0, 1) = 0. 
A.3 Proof of Proposition 3.3
Noting that 0 ≥ h > −1 by Assumption 3.1 and Proposition 3.2, we have
νP
∗
(dx) = (1− θx)ν(dx) = (1− h(ex − 1))ν(dx) = (1+ h)ν(dx)− hexν(dx)
= ν[α, β, (1+ h)δ](dx) + ν[α, 1+ β,−hδ](dx)
by (3.1). This completes the proof of Proposition 3.3. 
A.4 Proof of Proposition 3.4
To show Proposition 3.4, we start with the following lemma:
Lemma A.3. We have ∫
R0
xν(dx) =
δβ√
α2 − β2 .
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Proof. The Sommerfeld integral representation (A.1) implies that∫
R0
xν(dx) =
δ
4pi
∫
R0
z exp
{
β
α
z
} ∫ ∞
0
exp
{
−s− z
2
4s
}
s−2dsdz
=
δ
4pi
∫ ∞
0
∫
R0
z√
2pi2s
exp
{
− 1
4s
(
z− 2s β
α
)2}
dz
√
2pi2s exp
{
β2
α2
s
}
s−2e−sds
=
δβ√
piα
∫ ∞
0
exp
{
−
(
1− β
2
α2
)
s
}
s−
1
2 ds =
δβ√
α2 − β2 .

Note that we do not need Assumption 3.1 in the above proof. Now, we show Proposition 3.4. By
Lemma A.3 and Proposition 3.3, we have
∫
R0
(iv + a)xνP
∗
(dx) = (iv + a)
(
(1+ h)δβ√
α2 − β2 −
hδ(1+ β)√
α2 − (1+ β)2
)
.
Remark that W(v, a; α, 1+ β,−hδ) is well-defined, and satisfies (A.2), since we have M1(v, a; α, β+
1) = M1(v, a + 1; α, β) ≥ 0 and b(v, a; α, β+ 1) = b(v, a + 1; α, β) ≥ 0. (3.2) implies that
φT−t(v− ia) = EP∗
[
e(iv+a)LT−t
]
= EP∗
[
exp
{
(T − t)(iv + a)µ∗ +
∫
R0
(iv + a)xN˜P
∗
([0, T − t], dx)
}]
= exp
{
(T − t)
(
(iv + a)µ∗ +
∫
R0
(
e(iv+a)x − 1− (iv + a)x
)
νP
∗
(dx)
)}
= exp
{
(T − t)(iv + a)
(
µ∗ − (1+ h)δβ√
α2 − β2 +
hδ(1+ β)√
α2 − (1+ β)2
)}
× exp
{
(T − t)
(
W(v, a; α, β, (1+ h)δ) +W(v, a; α, 1+ β,−hδ)
)}
,
from which Proposition 3.4 follows. 
A.5 Proof of Proposition 3.7
To see Proposition 3.7, we prepare one proposition and one lemma. In order to emphasize the
parameters α, β and δ, we write M1(v, a), M2 and b(v, a) as M1(v, a; α, β), M2(α, β) and b(v, a; α, β),
respectively.
Proposition A.4. For any v ∈ [0,∞) and any t ∈ [0, T), we have
|φT−t(v− ia)| ≤ C(t)e−(T−t)δv,
where C(t) is given in (3.7)
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Proof. Proposition 3.4 implies that
|φT−t(v− ia)|
=
∣∣∣∣∣ exp
{
(T − t)(iv + a)
(
µ∗ − (1+ h)δβ√
α2 − β2 +
hδ(1+ β)√
α2 − (1+ β)2
)}
× exp
{
(T − t)
(
W(v, a; α, β, (1+ h)δ) +W(v, a; α, 1+ β,−hδ)
)} ∣∣∣∣∣
= C(t) exp
{
−(T − t) (1+ h)δα√
2
√√
M1(v, a; α, β)2 + b(v, a; α, β)2 + M1(v, a; α, β)
}
× exp
{
−(T − t) (−h)δα√
2
√√
M1(v, a; α, 1+ β)2 + b(v, a; α, 1+ β)2 + M1(v, a; α, 1+ β)
}
≤ C(t) exp
{
−(T − t)(1+ h)δα
√
M1(v, a; α, β)
}
exp
{
−(T − t)(−h)δα
√
M1(v, a; α, 1+ β)
}
= C(t) exp
{
−(T − t)δ
(
(1+ h)
√
v2 + α2 − (a + β)2 + (−h)
√
v2 + α2 − (a + 1+ β)2
)}
≤ C(t) exp{−(T − t)δv}.
Note that the last inequality follows from the fact that α2 − (a+ β)2 > 0 and α2 − (a+ 1+ β)2 > 0
hold by Assumption 3.1. 
Lemma A.5. For any v ∈ [0,∞) and any a ∈ ( 32 , 2],
|W(v, a + 1)−W(v, a)| ≤
√
2δ
(
v +
√
α2 − (a + β)2 + 2(a + 1+ β)2
)
holds.
Proof. Denoting M′1 := M1(v, a + 1), b
′ := b(v, a + 1), M1 := M1(v, a) and b := b(v, a) for short,
we have
|W(v, a + 1)−W(v, a)|
=
δα√
2
∣∣∣∣∣i
(√√
M′21 + b′2 −M′1 −
√√
M21 + b
2 −M1
)
−
√√
M′21 + b′2 + M
′
1 +
√√
M21 + b
2 + M1
∣∣∣∣∣
≤ δα
√√
M′21 + b′2 +
√
M21 + b
2. (A.5)
Since a + β > 0, we have
M1 −M′1 =
1
α2
(
(a + 1+ β)2 − (a + β)2
)
> 0
and
b′2 − b2 = 4v
2
α4
(
(a + 1+ β)2 − (a + β)2
)
> 0,
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which imply that
(A.5) ≤ δα
√
2
√
M21 + b
′2 =
√
2δ 4
√
(v2 + α2 − (a + β)2)2 + 4v2(a + 1+ β)2
=
√
2δ 4
√
v4 + 2v2(α2 − (a + β)2 + 2(a + β+ 1)2) + (α2 − (a + β)2)2. (A.6)
Setting {
p := α2 − (a + β)2 + 2(a + β+ 1)2,
q := p2 − (α2 − (a + β)2)2,
we have p > 0 and q > 0 for any a ∈ ( 32 , 2] by Assumption 3.1; and
(A.6) =
√
2δ 4
√
(v2 + p)2 − q ≤
√
2δ
√
v2 + p ≤
√
2δ(v +
√
p).
This completes the proof of Lemma A.5. 
Proof of Proposition 3.7. Firstly, Lemma A.5 implies that∣∣∣∣∣ 1pi
∫ ∞
w
K−iv−a+1
(
W(v, a + 1)−W(v, a)−W(0, 1)
) φT−t(iv− a)Siv+at−
(iv + a)(iv + a− 1)dv
∣∣∣∣∣
≤ 1
pi
∫ ∞
w
∣∣∣K−iv−a+1∣∣∣ (|W(v, a + 1)−W(v, a)|+ |W(0, 1)|) ∣∣∣∣∣ φT−t(iv− a)Siv+at−(iv + a)(iv + a− 1)
∣∣∣∣∣ dv
≤ δK
−a+1
pi
∫ ∞
w
(√
2(v +
√
p) +
√
2
) ∣∣∣∣∣ φT−t(iv− a)Siv+at−(iv + a)(iv + a− 1)
∣∣∣∣∣ dv, (A.7)
where p is defined in the proof of Lemma A.5. Remark that the last inequality in (A.7) holds since
|W(0, 1)| = δα
(√
M1(0, 1)−
√
M2
)
= δα
(√
M2 − 1+ 2β
α2
−
√
M2
)
≤ δα
√
−1+ 2β
α2
≤
√
2δ
by Assumption 3.1. Now, note that
|(iv + a− 1)(iv + a)| =
√
(a2 − a− v2)2 + (2a− 1)2v2
=
√
v4 + (2a2 − 2a + 1)v2 + (a2 − a)2 ≥ v2.
Thus, Proposition A.4 implies that∣∣∣∣∣ φT−t(iv− a)Siv+at−(iv + a)(iv + a− 1)dv
∣∣∣∣∣ ≤ Sat−C(t)v2 e−(T−t)δv.
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As a result, noting that w > 1, we obtain
(A.7) ≤ δK
−a+1Sat−C(t)
pi
∫ ∞
w
(√
2(v +
√
p) +
√
2
) 1
v2
e−(T−t)δvdv
≤ δK
−a+1Sat−C(t)
pi
∫ ∞
w
(
2
√
2+
√
2p
)
e−(T−t)δvdv
=
K−a+1Sat−C(t)
pi
√
2(2+
√
p)
T − t e
−(T−t)δw.
This completes the proof of Proposition 3.7. 
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