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ABSTRACT
EXPLORING THE UNIVERSE WITH THE ATACAMA COSMOLOGY
TELESCOPE: POLARIZATION-SENSITIVE MEASUREMENTS OF THE
COSMIC MICROWAVE BACKGROUND
Marius Lungu
Mark Devlin
Over the past twenty-five years, observations of the Cosmic Microwave Background
(CMB) temperature fluctuations have served as an important tool for answering some of
the most fundamental questions of modern cosmology: how did the universe begin, what is
it made of, and how did it evolve? More recently, measurements of the faint polarization
signatures of the CMB have offered a complementary means of probing these questions,
helping to shed light on the mysteries of cosmic inflation, relic neutrinos, and the nature of
dark energy. A second-generation receiver for the Atacama Cosmology Telescope (ACT),
the Atacama Cosmology Telescope Polarimeter (ACTPol), was designed and built to take
advantage of both these cosmic signals by measuring the CMB to high precision in both
temperature and polarization. The receiver features three independent sets of cryogenically
cooled optics coupled to transition-edge sensor (TES) based polarimeter arrays via mono-
lithic silicon feedhorn stacks. The three detector arrays, two operating at 149 GHz and one
operating at both 97 and 149 GHz, contain over 1000 detectors each and are continuously
cooled to a temperature near 100 mK by a custom-designed dilution refrigerator insert. Us-
ing ACT’s six meter diameter primary mirror and diffraction limited optics, ACTPol is able
to make high-fidelity measurements of the CMB at small angular scales (` ∼ 9000), pro-
viding an excellent complement to Planck. The design and operation of the instrument are
discussed in detail, and results from the first two years of observations are presented. The
data are broadly consistent with ΛCDM and help improve constraints on model extensions
when combined with temperature measurements from Planck.
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Chapter 1
The Cosmic Microwave Background
When we look at the night sky, we are not only able to observe the countless stars, galaxies
and other celestial bodies that make up our visible universe, but we also see the large, dark,
and seemingly empty spaces that separate all these bright objects. Were we to look at the
same sky with eyes sensitive to the microwave part of the electromagnetic spectrum, things
would look quite a bit different: the entire universe would be aglow with radiation in all
directions. Even areas that earlier appeared as voids in the visible would now be filled with
microwave radiation at nearly the same intensity as every other part of the sky. What we
would be observing is a phenomenon known as the Cosmic Microwave Background (CMB)
- the oldest light in the universe and a relic of the Big Bang itself.
The theoretical origins of the CMB (and for that matter, those of the hot Big Bang
model of the early universe) may be traced back to the work of Alpher, Herman, and
Gamow in the mid-twentieth century. In a series of papers published in 1948, they argued
that the elements were formed in a hot (∼ 109 K), rapidly expanding universe dominated
by radiation [9, 41], and even offered an estimate for its present-day temperature of 5 K [8].
It was not until 1964, however, that the first definitive detection of this radiation was made
when Penzias and Wilson reported an excess noise temperature of 3.5 K in a horn antenna
at Bell Labs [83]. Dicke, Peebles, Roll, and Wilkinson, working independently on a detection
experiment at Princeton, immediately attributed this result to the CMB [30]. Thus began a
1
new era in modern cosmology: over the next five decades, countless instruments (including
the Atacama Cosmology Telescope Polarimeter (ACTPol), the subject of this dissertation)
would be designed and deployed to measure the CMB with great precision. In this chapter,
I will review the origins of this radiation as well as some of the features that make it such
a powerful tool to unlocking the many mysteries of our universe.
1.1 Cosmic Evolution
The history of our universe - as we understand it today - is one that encompasses physics
at all scales: from the smallest quantum interactions to the large-scale evolution of stars,
galaxies, and the fabric of space and time itself. The most compelling theory of cosmic
evolution stipulates that it all began nearly 14 billion years ago with the rapid expansion
of a spacetime singularity with infinite energy density1 into a hot primordial plasma - an
event more commonly known as the Big Bang. This expansion is now thought to have
been accelerated by a period of cosmic inflation in which the size of the universe grew by
more than 25 orders of magnitude in a matter of only ∼ 10−32 seconds; tiny gravitational
fluctuations - originally quantum in nature - were suddenly magnified to macroscopic scales,
laying the seeds for early structure formation. As the universe continued to expand after
inflation (albeit more slowly), its temperature began to drop and conditions became favor-
able for particle formation. At first this was limited to elementary species such as quarks
and neutrinos, but eventually protons, neutrons and even complete atomic nuclei began to
emerge. By the time the universe was only ∼ 30 minutes old, most of the baryonic matter
(in the form of ionized light elements) had already been produced, leaving behind a tightly
coupled photon-baryon plasma in thermal equilibrium.
Over the next 380,000 years, the primordial plasma cooled with the steady expansion
of the universe, but remained opaque to radiation due to the efficient Thomson scattering
of photons by free electrons. Baryons in the plasma were prevented from undergoing gravi-
1Not much is known about the universe in this state, and it is entirely conceivable that traditional physical
models break down at these extremely high energy scales.
2
Figure 1.1: Annotated visualization of the cosmic timeline spanning the age of the universe,
starting with the Big Bang and ending at present day. From left to right: a period of cosmic
inflation (grey) results in the rapid expansion of the universe into a tightly-coupled photon-
baryon plasma (brown). Photons decouple from the plasma during recombination, allowing
baryons and dark matter to gravitationally collapse into large-scale structure (purple/black).
See text for additional details. Figure courtesy of ESA - C. Carreau.
tational collapse because of their Coulomb interaction with these photon-coupled electrons,
but this was not the case for all massive particles: an exotic form of matter known as cold
dark matter (CDM)2, which only couples to other particles via gravity, is thought to have
contributed to the growth of inflationary gravitational fluctuations throughout this period.
As the plasma temperature dropped below the ionization threshold, the free-electron frac-
tion began to decline rapidly as neutral hydrogen was formed, rendering Thomson scattering
ineffective. It was during this epoch of recombination that the universe became transpar-
ent, with photons streaming freely in all directions - the origin of the CMB radiation we
observe today. Once decoupled from photons, baryonic matter was free to interact with
the underlying dark matter density fluctuations, forming increasingly massive filamentary
structures as the universe continued to expand. This early era of unimpeded gravitational
2Where cold means non-relativistic.
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collapse became known as the Dark Ages (due to the lack of significant sources of radiation)
and lasted until the local matter density became large enough to form the first stars and
galaxies - approximately 200 million years after the Big Bang. As increasingly larger and
more complex objects such as galaxy clusters began to coalesce and evolve over the next
few billion years, large scale structure started to take on the familiar hierarchical framework
we observe today. While the universe continued to steadily evolve in this manner through
present times, its expansion began to accelerate over the past 4 billion years - a phenomenon
that has been attributed to the presence of a mysterious dark energy. Figure 1.1 provides a
useful visualization of the cosmic timeline described above, highlighting many of the impor-
tant epochs and events. Since numerous observable properties of the CMB depend critically
on the physics that drive these events, a closer examination is certainly warranted.
1.1.1 Foundations
Before diving into the various physical phenomena of interest, we must first consider the
dynamical foundations of the universe in which they take place. Let us begin by invoking
the cosmological principle, which posits that the universe is both spatially homogeneous
and isotropic at sufficiently large scales3. Since the latter is supported by a variety of
observational evidence (including the CMB), and the former holds true for our observable
universe and has yet to be otherwise falsified, this seems like a good starting point. Following
Carroll [22], let us explore the behavior of such a universe by introducing its metric:
ds2 = −dt2 + a2(t)
[
dr2
1− κr2 + r
2dΩ2
]
(1.1)
where a(t) is a time-dependent scale factor, r is the radial coordinate, dΩ2 = dθ2 + sin2θ dφ
is the spherical surface metric, κ is a curvature parameter, and we have set c = 1. This
is known as the Friedmann-Robertson-Walker (FRW) metric, and describes a maximally
spatially symmetric universe that is either negatively curved (κ < 0), positively curved
(κ > 0), or completely flat (κ = 0). Since the dynamics are ultimately governed by general
3Larger than stars, galaxies, or even clusters of galaxies
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relativity, we will use this metric to find solutions to Einstein’s equation:
Gµν ≡ Rµν −
1
2
Rgµν = 8πGTµν (1.2)
where Gµν is the Einstein tensor, Rµν is the Ricci tensor (and R ≡ Rµµ its trace), gµν is
the metric tensor, Tµν is the energy-momentum tensor, and G is Newton’s gravitational
constant. This may also be written in the following, slightly more convenient form:
Rµν = 8πG
(
Tµν −
1
2
Tgµν
)
(1.3)
where T = Tµµ is the trace of energy-momentum tensor.
Since Rµν depends only on the metric, we do not need any additional information to
evaluate the left-hand side of Equation 1.3. For the FRW metric given in Equation 1.1, the
Ricci tensor is diagonal, with the only non-zero components being:
R00 = −3
ä
ȧ
R11 =
aä+ 2ȧ2 + 2κ
1− κr2
R22 = r
2
(
aä+ 2ȧ2 + 2κ
)
R22 = r
2
(
aä+ 2ȧ2 + 2κ
)
sin2 θ (1.4)
where ȧ and ä are the first and second derivatives of the scale factor with respect to time.
That leaves the right-hand side of Equation 1.3, for which we need to define Tµν . Since
we have already assumed isotropy and homogeneity in choosing the metric, let us extend
these assumptions to the mass and energy constituents of the universe by modeling them as
a perfect fluid at rest (in co-moving coordinates) with time-dependent energy density ρ(t)
and isotropic pressure p(t). The energy-momentum tensor for such a fluid is given by:
Tµν = diag(−ρ, p, p, p) (1.5)
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where we have chosen to write the tensor with one raised index for the sake of convenience.
This allows us to re-write Equation 1.3 as follows:
Rµν = 8πG
(
gµαT
α
ν −
1
2
(3p− ρ)gµν
)
(1.6)
Since both sides of the above are diagonal, we are left with four separate equations. As a
consequence of isotropy, however, only two of these are actually independent:
H2 =
8πG
3
ρ− κ
a2
(1.7)
ä
a
= −4πG
3
(ρ+ 3p) (1.8)
where we have introduced the Hubble parameter H ≡ d ln(a)dt = ȧa - a measure of the
logarithmic expansion rate. Equations 1.7 and 1.8 are collectively known as the Friedmann
equations; taken together, they dynamically relate the geometry (expansion and curvature)
of the universe to the energy density and pressure of its constituents.
To gain a more detailed understanding, it is helpful to write the first Friedmann equation
in terms of a parameter called the critical density, which is defined as:
ρc =
3H2
8πG
(1.9)
With this change of variables, Equation 1.7 becomes:
ρc = ρ−
3κ
8πGa2
(1.10)
The above equation provides a useful relation between curvature and energy density in an
FRW universe: if the total energy density is equal to the critical density, κ must be zero
- the universe is flat. If, on the other hand, the total energy density is not equal to the
critical density, the universe must have non-zero curvature (positive if it is less than, and
negative if it is greater than ρc). With this in mind, let us reduce Equation 1.10 to a more
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compact form by writing it in terms of the density parameter Ω ≡ ρ/ρc, which measures
the ratio of total energy density to the critical density:
1 = Ω + Ωκ (1.11)
where we have defined Ωκ = − κH2a2 as the curvature “density” parameter4. Since the total
energy density of the universe is a sum of its constituent species, we may likewise expand
Ω as a sum of the individual density parameters:
Ω = Ωm + Ωr + ΩΛ (1.12)
where the subscripts m, r, and Λ refer to matter, radiation, and dark energy, respectively.
Recent observations of the CMB have shown the present-day universe to be spatially flat
(Ωκ,0 < 0.005) with a matter density parameter of Ωm,0 = 0.3089± 0.0062 and a negligible
contribution from radiation [89]. According to Equations 1.11 and 1.12, this implies that
the majority of the energy density in the universe today (∼ 70%) is in the form of dark
energy - a conclusion which is supported by measurements of other cosmological probes [62].
But what exactly is dark energy, and why does it dominate the universe today? Though
there are numerous theories and explanations, one of the most common (and also simplest)
models is that of a cosmological constant Λ in Einstein’s equation:
Gµν + Λgµν = 8πGTµν (1.13)
This results is an additional energy density term in the first Friedman equation (1.7):
ρΛ =
Λ
8πG
(1.14)
Since Λ is (by definition) a constant, the dark energy density remains static as the universe
evolves with the scale factor. This is not, in general, true for the other components that
4This is only done for notational convenience; curvature is, of course, not a real energy density.
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contribute to the total energy density. To understand why, let us examine the conservation
of the energy-momentum tensor Tµν , which is defined in Equation 1.5:
0 = ∇µTµν = ∇µTµα gαν (1.15)
where ∇µ is the covariant derivative. The ν = 0 component of the above equation yields
the following useful relation between the energy density ρ and the scale factor a:
0 = ∇µTµ0 g0ν = ∇µTµ0 = ρ̇+ 3
ȧ
a
(ρ+ p) (1.16)
Because we are only considering perfect fluids, the pressure will depend linearly on the
energy density, yielding the following equation of state:
p = wρ (1.17)
where w is a constant. We may thus eliminate the pressure dependence in Equation 1.16
and are left with a simple first order differential equation in ρ:
ρ̇
ρ
= −3(1 + w) ȧ
a
(1.18)
Integrating Equation 1.18 and setting the present day scale factor to one (a0 = 1), we obtain
a powerful expression for the evolution of the energy density:
ρ = ρ0 a
−3(1+w) (1.19)
Based on Equations 1.14 and 1.19, it is obvious that we must have wΛ = −1 for dark
energy described by a cosmological constant (which is why it is often referred to a as a
fluid with negative pressure). The energy density of matter, on the other hand, scales
with the particle density and thus inversely with volume; since volume in an FRW universe
simply evolves with the cube of the scale factor, we have wm = 0 and ρm = ρm,0 a
−3. For
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radiation, ρ also scales with (relativistic) particle density, but the evolution of the particle
(e.g. photon) energies themselves must now be taken into account. The wavelength5 λ of
relativistic particles grows with the scale factor just like any other linear spatial separation,
effectively resulting in a redshift. For particles emitted in the past (scale factor a) and
observed today (a0 = 1), this cosmological redshift z is defined as:
a =
1
1 + z
(1.20)
Since the individual energy of these particles scales as λ−1, the overall energy density of
radiation must therefore scale as ρr = ρr,0 a
−4 with an equation of state wr = 1/3. Inserting
these scaling relations into Equation 1.7 while making a few other substitutions, we obtain
a dynamical model for the evolution of the universe in terms of the present-day values of
some important cosmological parameters:
H(z)2 = H20
[
Ωr,0(1 + z)
4 + Ωm,0(1 + z)
3 + Ωκ,0(1 + z)
2 + ΩΛ,0
]
(1.21)
where ΩΛ,0 =
Λ
3H20
is the present-day dark energy density parameter and H0 ≈ 70 km/s/Mpc
is the Hubble constant - the current value of the Hubble parameter. From Equations 1.19
and 1.21, we see that dark energy has not always been as important a factor as it is today;
both radiation (z & 3000) and matter (3000 & z & 0.5) have, in different epochs, played a
dominant role in the expansion history of the universe.
1.1.2 Inflation
The cosmological dynamics that we introduced in the previous section do quite well at
explaining the evolution of the universe into its present-day form. There are, however,
a number of different fine-tuning problems that emerge when reconciling our observations
with the initial conditions, two of which are particularly severe: the horizon and the flatness
problem. The latter, as the name suggests, is based on the very low value of spatial curvature
5In the case of a massive particles, the de Broglie wavelength.
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measured in the universe today. To better understand why this might be a concern, recall
the curvature “density” parameter introduced in Equation 1.11:
Ωκ(z) = −
κ
H2(z)
(1 + z)2 (1.22)
where H2(z) is given by Equation 1.21 and we have substituted the redshift z for the scale
factor a (Equation 1.20). To get a sense of how Ωκ evolves, let us differentiate the above
expression with respect to redshift:
dΩκ
dz
= −2 Ω2κ(z)
H20
κ
[
Ωr,0(1 + z) +
Ωm,0
2
− ΩΛ,0
(1 + z)3
]
(1.23)
Note that - with the exception of fairly low redshifts (z . 0.7) - the quantity inside the
brackets will always be positive, meaning that the sign of dΩκdz will match that of Ωκ. Hence,
if Ωκ is positive, it will continue to increase; likewise, if it is negative, it will continue to
decrease. A flat universe is thus an unstable equilibrium throughout much of cosmic history,
with even the slightest curvature quickly growing larger during the radiation and matter
dominated eras; in early times, |Ωκ| would had to have been many orders of magnitude
smaller than it is today. Why should the universe have been so precisely flat in the past?
The horizon problem arises from the finite age of the universe and the associated limita-
tions on causality. Let us examine the largest comoving distance over which particles could
have conceivably communicated with each other since the big bang by considering the path
of a photon. In a flat universe6, the total comoving distance that photons traveling along
null geodesics will traverse since t = 0 is given by the particle horizon:
dp =
∫ t
0
dt′
a(t′)
=
∫ a
0
d ln(a′)
a′H
(1.24)
Any two points separated by comoving distances greater than dp would thus have never
had the chance to be in causal contact with each other. Up to the epoch of recombination
6From this point forward, we will assume flatness since there is ample evidence that Ωκ(z) 1.
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and the release of the CMB, the universe had been either matter or radiation dominated;
the particle horizon at that time may therefore be computed by substituting Equation 1.21
into Equation 1.24 and neglecting the dark energy (and curvature) term:
dp(acmb) = H
−1
0
∫ acmb
0
da′√
Ωr,0 + Ωm,0a′
=
2H−10
Ωm,0
(√
Ωr,0 + Ωm,0 acmb −
√
Ωr,0
)
(1.25)
The comoving distance between an observer on Earth and a point on the surface of last
scattering for CMB photons may likewise be computed, though for simplicity we will neglect
dark energy and assume a matter dominated universe7:
∆r = H−10
∫ 1
acmb
da′√
Ωm,0 acmb
≈ 2H−10 (1.26)
Compared to ∆r, the particle horizon of the CMB is quite a bit smaller (more than an
order of magnitude); since two parts of the universe from which the CMB originated may
be separated by up to 2∆r (i.e those in opposing directions on the sky), there must have
been a large number of patches on the surface of last scattering that could not have been
in causal contact with one another. So how is it possible that the CMB we observe is so
homogeneous across the entire sky? Or, put another way, why should we expect causally
disconnected parts of the universe to end up in such a precisely homogeneous state?
A solution to both the horizon and the flatness problem is provided by a period of
rapid exponential expansion, or inflation, in the very early universe. Since an exponentially
expanding scale factor requires that the Hubble parameter be roughly constant, the integral
on the right hand side of Equation 1.24 will diverge at low values of a. Hence, there is no
particle horizon during inflation: all scales must have been in causal contact at very early
times. A constant Hubble parameter also drives down curvature: since Ωκ ∝ (aH)−2, an
exponentially increasing scale factor results in a rapidly flattening universe. While there
7This is fairly reasonable for an order of magnitude estimate.
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Figure 1.2: Left : A qualitative sketch of scalar field inflation. A scalar field φ drives inflation
by starting to slowly roll down a potential V (φ) at φstart until its kinetic energy becomes
too large at φend. At that point, inflation is no longer sustainable and a period of reheating
takes place as φ decays into other energetic particles while oscillating at the bottom of the
potential. Right : The evolution of the scale-factor: during inflation, the growth of a is
exponential, but then converges to the expansion rate of a radiation dominated universe.
are many differing theories and models that describe the underlying physics of inflation,
one of the most simple is that of a homogeneous scalar field φ in a potential V (φ) [14]. The
equations of motion for such a field evolving in a flat gravitational background are given by:
φ̈+ 3Hφ̇+ V ′ = 0 (1.27)
H2 =
3
8πG
(
1
2
φ̇2 + V
)
(1.28)
where a prime denotes a derivative with respect to φ. Since the Hubble parameter must be
approximately constant during inflation to guarantee exponential expansion, the quantity
enclosed by brackets on the right-hand side of Equation 1.27 should not vary much with time.
One way to achieve this is to impose a “slow-roll” condition, where φ slowly “rolls down”
the potential V over a period of time which is sufficiently long to sustain the inflationary
expansion. This condition may be expressed quantitatively as:
φ̇2  V and |φ̈|  |3Hφ̇|, |V ′| (1.29)
where the term on the left requires that φ evolve very slowly while the one the right ensures
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that such a state is maintained. These requirements may also be expressed in terms of the
potential by defining the two slow-roll parameters εφ and ηφ:
εφ = 4πG
(
V ′
V
)2
(1.30)
ηφ = 8πG
V ′′
V
(1.31)
where εφ,|ηφ|  1 throughout the inflationary epoch. As φ finally gains enough kinetic
energy such that 12φ
2 ≈ V , the slow-roll parameters grow to order unity and inflation comes
to an end. What follows is a transition to radiation domination: as φ oscillates at the bottom
of the potential and decays into a series of energetic particles, the universe begins to reheat
from the highly overcooled state that resulted from exponential expansion. This evolution
of the scalar field, along with the behavior of the scale factor, is shown in Figure 1.2.
So far, our description of inflation has been a macroscopic one, with φ behaving like a
classical field within its potential. But this does not provide a complete picture: we must
also account for possible quantum fluctuations of the field:
φ(t,x) = φ̄(t) + δφ(t,x) (1.32)
where φ̄(t) is the underlying homogeneous field (described above). Since these fluctuations
affect the local evolution of the scale factor, they have the ability to induce both scalar and
tensor perturbations in the metric (the latter of which corresponds to propagating gravita-
tional waves). A powerful prediction of inflation is that the fluctuation power spectrum be
nearly scale invariant; this may be understood by considering the amplitude of an individual
Fourier mode, which initially scales with its wavenumber k. As the universe exponentially
expands during inflation, k will shrink proportional to a−1, resulting in a rapid decrease
in the amplitude. Once the wavelength (∼ k−1) expands beyond the Hubble horizon H−1,
however, the mode can no longer evolve and the amplitude is frozen out at ∼ k/a = H.
Since the Hubble parameter must be approximately constant for inflation to proceed, every
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mode will freeze out at nearly the same amplitude. The resulting dimensionless spectrum
is thus very close to scale invariant, depending only on H (or equivalently V ):
Pφ(k) = 8πG
H2
4π2
∣∣∣∣
k=aH
≈ (8πG)
2
3
V
4π2
∣∣∣∣
k=aH
(1.33)
where the vertical bar indicates that either H or V should be evaluated when a particular
mode exits the horizon (k = aH). The corresponding spectra of scalar (PR) and tensor
(Pt) fluctuations in the metric are then given by:
PR(k) =
8πG
8π2
H2
εφ
∣∣∣∣
k=aH
≈ (8πG)
2
24π2
V
εφ
∣∣∣∣
k=aH
(1.34)
Pt(k) =
2(8πG)
π2
H2
∣∣∣∣
k=aH
≈ 2(8πG)
2
3π2
V
∣∣∣∣
k=aH
(1.35)
where we have chosen to define the scalar fluctuations in terms of invariant comoving cur-
vature perturbations R, which include both gravitational and density perturbations:
R = ψ − 1
3
δρ
ρ̄+ p̄
(1.36)
For convenience, these spectra are often parameterized by wavenumber k and their corre-
sponding spectral indices ns and nt, such that:
PR(k) = AR(k0)
(
k
k0
)ns−1
(1.37)
Pt(k) = At(k0)
(
k
k0
)nt
(1.38)
where k0 is an arbitrary pivot scale. Note that for slow-roll scalar field inflation, it can be
shown that the spectral indices are directly related to the slow-parameters εφ and ηφ:
ns = 1 + 2ηφ − 6εφ (1.39)
nt = −2εφ (1.40)
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Although other models of inflation differ in their particular formulation and parameter-
ization of both ns and nt, they all predict some degree of deviation from perfect scale
invariance. This effect has actually been observed in the scalar perturbation spectrum,
with recent measurments revealing a slighly negative tilt (ns = 0.9667± 0.0040) [89].
1.1.3 Primordial Plasma
Following inflation and the subsequent period of reheating, the universe still remained in an
incredibly dense and energetic state (especially when compared to modern times). Temper-
atures in excess of 1015 K inhibited the formation of all but the most elementary of particles
(e.g. quarks, electrons, neutrinos, and photons) while ensuring that those which did form
remained highly relativistic - this marked the beginning of the radiation dominated era. As
the universe expanded and the temperature dropped, heavier particles began to decay or
were annihilated in matter-antimatter collisions, while lighter particles were held in con-
stant thermal equilibrium with the radiative environment. At temperatures below 1012 K,
strong interactions between the remaining quark species became powerful enough to bind
them, leading to the formation of protons and neutrons - the first baryons in the universe.
Weak interactions, on the other hand, lost their effectiveness at lower temperatures; below
1010 K, particles such as neutrinos and neutrons, which had originally been held in thermal
equilibrium by these interactions, began to decouple from the primordial plasma. Since
neutrinos interact primarily via the weak force (and to a lesser extent, gravity), they were
no longer bound to other particles after decoupling and began free-streaming in the form
of a cosmic neutrino background (CNB). The CNB constitutes a significant fraction of the
total radiative energy density in the universe while the neutrinos remain relativistic, with
a density parameter comparable to that of photons [2]:
Ων = Neff
7
8
(
4
11
)4/3
Ωγ (1.41)
where Ωγ is the photon density parameter and Neff is the effective number of neutrino
species, which is predicted to be 3.046 [70]. Neutrons, which are subject to strong interac-
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tions with protons, eventually become bound in atomic nuclei when the temperature drops
below 109 K during the epoch of Big Bang nucleosynthesis (BBN). While BBN is respon-
sible for the primordial abundances of a variety of light elements and their isotopes (e.g.
deuterium, tritium, helium-3, lithium and beryllium), the overwhelming majority of neu-
trons are captured in the form of Helium-4. The primordial helium abundance thus serves
as an important indicator for the nuclear evolution of the early universe.
At the end of the BBN era, the primordial plasma was predominantly composed of
photons, free electrons, and atomic nuclei, all of which interacted via frequent Coulomb,
Compton, and Thomson scattering events. The result was a tightly-coupled photon-baryon8
fluid whose dynamics were governed by gravity, internal pressures, and a characteristic speed
of sound that depended on the relative energy densities of the constituent species [50]:
cs =
1√
3(1 +R)
(1.42)
where R ≡ 34
ρb
ργ
is the baryon-photon density ratio. Since cosmic inflation had induced
small scale-invariant perturbations in the energy density and gravitational potential, this
fluid did not exist in a state of spatial equilibrium: on scales equal to the contemporaneous
sound horizon s =
∫
csdη (where η is the conformal time variable), photons and baryons
began falling into nearby gravitational potential wells. As the fluid began to compress at the
bottom of the potential, increasing photon radiation pressure drove it back apart, inducing
an oscillatory pattern in the local energy density; during radiation domination (R 1) and
absent any damping or other secondary effects, these acoustic oscillations are given by:
δρ(η) = δρ,0 cos(ks) ≈ δρ,0 cos
(
kη√
3
)
(1.43)
where δρ = δρ/ρ is the relative density perturbation. As the universe grows older, the sound
horizon expands, allowing additional modes to begin oscillating at larger scales. Modes well
outside the sound horizon (kη  1), however, remain frozen at their initial amplitudes.
8Even though electrons are not technically baryons, their energy density relative to nuclei is negligible.
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1.1.4 Recombination
The photon-baryon plasma remained tightly coupled while electron-photon scattering inter-
actions were able to maintain kinetic equilibrium. As the universe cooled with its expansion,
however, the efficiency of these interactions began to decline; consider the Thomson scat-
tering rate Γ of a photon as a function of the scale factor a [31]:
Γ = Xe
σT
mp
ρm,0 a
−3 (1.44)
where Xe is the free electron fraction, ρm,0 is the matter energy density today, mp is the
proton rest mass, σT is the Thomson scattering cross section, and the effects of helium
nuclei have been neglected9. When this rate falls below the Hubble time H−1, scattering
becomes inefficient and photons begin to decouple from their baryonic counterparts. Since
the universe was either radiation or matter dominated throughout much of its history, the
Hubble parameter scales by at most H ∝ a2 (see Equation 1.21), making decoupling practi-
cally inevitable. Nevertheless, the actual timing and duration of this process were governed
by the dynamics of another important event: the “recombination”10 of electrons and pro-
tons to form neutral hydrogen nearly 380,000 years after the Big Bang. The free electron
fraction in the plasma may be reasonably approximated using the Saha ionization equation:
X2e
1−Xe
=
1
ne + nH
[(
meT
2π
)3/2
e−(me+mp−mH)/T
]
(1.45)
where ne and nH are the electron and hydrogen number densities, and me, mp, and mH
are the electron, proton, and hydrogen rest masses. Since the mass of hydrogen is less the
sum of the individual proton and electron masses, Equation 1.45 predicts a steep decline
in Xe as the temperature drops below a critical threshold. This is precisely what occurred
during the epoch of recombination, resulting in a relatively rapid decoupling of photons as
the scattering rate fell well below H−1 - this is the radiation we now observe as the CMB.
9This does not significantly alter the qualitative description of the scattering process.
10This is a historical term - electrons and protons are not actually thought to have combined once before.
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1.2 Models and Measurements
The field of modern cosmology has come a long way since the day Penzias and Wilson
first made their pivotal discovery. Thanks to a plethora of highly sensitive measurements,
computer assisted modeling, and theoretical insights, we now have a robust understanding
of both the spatial and spectral properties of the CMB, and how these relate to some
of the most important events in the early universe. The radiation is well described by a
blackbody spectrum, has a nearly uniform temperature across the entire sky, and is almost
completely unpolarized. Tiny anisotropies in both temperature and polarization break this
perfect mold, but also allow us to test a large variety of cosmological models with increasing
precision. Combined with data from the infrared, visible, and X-ray part of the spectrum,
the CMB has become an invaluable asset to exploring the fundamental physics of the cosmos.
1.2.1 Spectral Properties
It is easy to think of the origin of CMB photons as the surface of last scattering during
recombination, but this is merely what its name suggests: a point in time at which these
photons last scattered. Their true origin may actually be traced back to the early days of
the primordial plasma at a redshift of z & 2 × 106, when photon emission and absorption
via radiative Compton scattering was highly efficient [58]. At that point, the plasma was in
complete thermal equilibrium, with a blackbody radiation temperature in excess of 106 K.
Since the universe expanded adiabatically into its present state, we should expect the CMB
to retain this blackbody spectrum, albeit at a much lower temperature. This is indeed
the case: detailed spectral measurements made by the FIRAS instrument on the Cosmic
Background Explorer (COBE) satellite have shown the CMB to be a near perfect blackbody
(rms deviations O(10−5)), with a temperature of TCMB = 2.725 ± 0.001 K [37, 38]. The
measured spectrum and blackbody residuals are shown in Figure 1.3.
As the universe expanded and the primordial plasma cooled, radiative Compton scatter-
ing became inefficient at maintaining thermal equilibrium. Any sources of energy injection
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Figure 1.3: The CMB blackbody spectrum measured by the FIRAS instrument on the
COBE satellite. The plot at the top shows the measured spectrum (blue) and the curve for
a theoretical blackbody spectrum with temperature T = 2.725 K (red). The plot on the
bottom shows the residuals between the data and the blackbody curve - note the differing
scales on the y-axes. Data based on measurements provided in Table 4 of Fixsen et al. [38].
and dissipation could no longer be completely thermalized and now had the potential to
induce distortions in the CMB blackbody spectrum. At relatively high redshifts (z & 105),
traditional Compton scattering was still effective at preserving kinetic equilibrium [23],
implying that any distortions produced at that time must conform to a Bose-Einstein dis-
tribution. The modified spectrum is then given by:
Iµ(ν) =
2hν3
c2
1
e
hν
kBT
+µ − 1
(1.46)
where T is the photon temperature and µ is a frequency-dependent chemical potential
which vanishes in the limit of complete thermal equilibrium. Consequently, these high-
redshift distortions are known as “µ-type” distortions; they may arise from phenomena
such as particle decay or dark matter annihilation. At lower redshifts, traditional Compton
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scattering also becomes inefficient, bringing an end to kinetic equilibrium in the plasma and
allowing more complex “y-type” distortions to be produced. One of the most significant
of these is the thermal Sunyaev-Zel’dovich (tSZ) effect, whereby low-energy photons are
boosted to higher frequencies by inverse Compton scattering off energetic electrons. The
resulting spectral distortion ∆ItSZ is given by [108]:
∆ItSZ(ν) = y
xex
ex − 1
[
x
ex + 1
ex − 1 − 4
]
I0(ν) (1.47)
where x = hνkBT , I0 is the original spectrum, and the Compton y-parameter y - which
measures the strength of the distortion - is defined as:
y =
σT
mec2
∫
nekBTe dl (1.48)
where ne, Te, and me are the electron number density, temperature, and mass, respectively,
σT is the Thomson cross section, and the integral is evaluated along the path of the radiation.
While measurements by FIRAS have limited the total magnitude of diffuse µ and y-type
distortions to be less than 9×10−5 and 15×10−6, respectively, localized values of y > 10−4
have been measured for the tSZ effect in the presence of massive galaxy clusters [76].
1.2.2 Temperature Anisotropies
One of the most elementary yet consequential properties of the CMB is how remarkably
isotropic it is11 - every direction one looks on the sky, its temperature is incredibly uniform.
Much of this radiation’s scientific potential, however, is not found in its isotropy, but in
the many small, yet interesting departures from it. The largest of these anisotropies takes
the form of a simple dipole pattern on the sky, whose origin is the relativistic Doppler shift
induced by the relative motion of the Earth with respect to the CMB rest frame:
∆T
T
= β cos θ (1.49)
11Recall that it was exactly this particular property that motivated the horizon problem in §1.1.2.
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Figure 1.4: Post-processed full-sky map of the primary CMB temperature anisotropies in
galactic coordinates as measured by the Planck satellite and presented in Planck Collabo-
ration et al. 2016a [87]. These fluctuations are a reflection of the density and gravitational
potential perturbations at the time of photon decoupling over 13.4 billion years ago.
where β is our relative velocity with respect to the CMB (expressed as a fraction of the
speed of light), and θ is the angular displacement on the sky with respect to the velocity
vector. The magnitude of this effect is of order 10−3 K - only a small fraction of the
CMB blackbody temperature, but still orders of magnitude greater than any other observed
fluctuations. In 1992, the DMR instrument on the COBE satellite was the first to detect
the intrinsic temperature anisotropies of the CMB on large angular scales (∼ 10◦) at an
amplitude of order 10−5 K [107]; a more recent, higher resolution measurement made by
the Planck satellite [87] is shown in Figure 1.4. The origin of these tiny temperature
fluctuations may be traced back to the last scattering of CMB photons during the epoch
of recombination (§1.1.4): spatial inhomogeneities in the energy density resulting from the
primordial perturbations of inflation and the acoustic oscillations of the photon-baryon fluid
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induce local variations in the temperature of the plasma. These differences are then reflected
in the temperature-shifted spectra of free-streaming CMB photons after decoupling.
The fluctuations we observe today are actually not a perfect image of those found on
the surface of last scattering; the transfer function between the two, which incorporates a
number of additional physical effects, is given by the Sachs-Wolfe equation [66]:
Θ|obs = (Θ0 + ψ) |dec + n̂ · vb|dec +
∫ η0
ηdec
(
φ′ + ψ′
)
dη (1.50)
where Θ ≡ ∆TT is the temperature fluctuation in a given direction n̂, ψ and φ are the
gravitational potential and spatial distortion, respectively, vb is the bulk velocity of the
photon-baryon fluid, and η is the conformal time variable. The subscripts ’dec’ and ’0’
refer to the time of decoupling and today, and primes indicate derivatives with respect to
conformal time. The first term on the right-hand side of Equation 1.50 is known as the
Sachs-Wolfe effect and captures the interaction of photons with their local gravitational
environment: photons scattering from over-dense regions experience a red-shift as they
climb out of gravitational potential wells, while those from under-dense regions experience a
corresponding blue-shift. This results in warmer regions appearing slightly cooler and colder
regions slightly warmer than they otherwise would; on large scales, where gravitational
potentials did not have the opportunity to decay prior to decoupling, this effect is strong
enough to invert the temperature fluctuations. The second term in Equation 1.50 is simply
the Doppler shift produced by bulk motions in the photon-baryon fluid at the time of
decoupling; it is most pronounced on scales at which acoustic oscillations are transitioning
between minima and maxima (i.e the bulk velocity is highest). The third term, which is
known as the integrated Sachs-Wolfe effect (ISW), describes the impact of time-varying
gravitational potentials and spatial distortions on the photon temperature spectrum. If,
for example, a photon traverses a decaying potential well, it will experience a net increase
in energy since the initial blue-shift during infall will be larger in magnitude than the
subsequent redshift (when the potential is weaker). Slowly varying gravitational potentials
during the current dark energy dominated epoch have the ability to produce this effect.
22
1.2.3 Angular Power Spectrum
Maps such as the one shown in Figure 1.4 are not only visually striking, but also contain
a wealth of information about the various physical processes responsible for producing the
CMB temperature fluctuations (including those described in in the previous section). A
powerful method for extracting this information is to examine the statistical properties of
the fluctuations by computing their two-point correlation function in angular space. Since
we observe the CMB on the surface of a sphere, it is natural to expand its temperature field
on the sky in a geometrically appropriate basis of spherical harmonics Y`m:
Θ(n̂) =
∞∑
`=1
∑̀
m=−`
a`mY`m(n̂) (1.51)
where n̂ is a given direction on the sky, ` and m are the multipole moment and azimuthal de-
gree of freedom of the spherical harmonics, respectively, and we have ignored the monopole
term ` = 0 (i.e. the average temperature). The complex coefficients a`m, which specify the
amplitude and phase of each harmonic mode, are given by:
a`m =
∫
d3k
2π2
(−i)` Y`m(k̂) Θ`(k) (1.52)
where Θ` are the Fourier-space multipole moments of the temperature fluctuations Θ. Since
these coefficients describe a Gaussian random field, the expectation value for any particular
a`m must vanish; all their statistical information is thus contained within the two-point
correlation function, which may be written as:
〈a`ma∗`′m′〉 = δ``′δmm′ C` = δ``′δmm′
(
1
2π2
∫
dk
k
∣∣∣∣Θ`(k)R(k)
∣∣∣∣2 PR(k)
)
(1.53)
where R and PR are the scalar curvature perturbations and their dimensionless power
spectrum, respectively, as defined in §1.1.2. The quantities C`, which are expanded inside
the brackets in the above equation, are known as the angular power spectrum - they encode
all the underlying physics responsible for generating the CMB temperature fluctuations we
23
Figure 1.5: Angular power spectrum of the CMB temperature fluctuations as measured by
the Planck satellite and presented in Planck Collaboration et al. 2016b [92]. The spectrum is
plotted as the power per logarithmic interval D` = `(`+1)C`/(2π). The red curve represents
the best-fit cosmological model for the data, with the corresponding residuals plotted in the
bottom panel. Note the difference in the data at high and low multipoles, as indicated by
the dotted line at ` = 30. This is due to the use of different spectral estimation algorithms.
observe today. While a highly precise measurement of this spectrum over a broad range
of angular scales12 would be a valuable asset to modern cosmology, there is a fundamental
statistical limitation on the uncertainty which increases significantly at large angular scales
(small `). Consider the best estimator Ĉ` for the true angular power spectrum C` given a
measured set of spherical harmonic expansion coefficients ã`m:
Ĉ` =
1
2`+ 1
∑̀
m=−`
|ã`m|2 (1.54)
where we were able to take the average over all values of m due to the statistical isotropy
of the temperature fluctuations (and thus the spectrum). Since the number of available
12A multipole moment ` may be approximately related to an angular scale θ by the expression θ ≈ 180◦/`.
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azimuthal degrees of freedom decreases at lower values of `, we should expect the statistical
uncertainty of the estimation to increase; this is indeed the case, with the variance of the
estimator defined in Equation 1.54 scaling as:
〈(Ĉ` − C`)2〉 =
2
2`+ 1
C2` (1.55)
This “cosmic variance”, as it is more commonly known, is a reflection of the fact that we
can only measure a single realization of the universe from our fixed location here on Earth.
The CMB temperature angular power spectrum - or TT spectrum - measured by the
Planck satellite is shown in Figure 1.5; it contains a number of interesting features that are
directly related to some of the physics discussed earlier in this chapter. The most prominent
of these is a series of harmonic peaks that start oscillating near a multipole of ` ∼ 200, and
then continue with decreasing amplitude down to smaller angular scales. These peaks are
the result of the acoustic oscillations in the photon-baryon fluid (§1.1.3): the first peak
represents modes that have undergone a single compression between the time they entered
the sound horizon and the time of photon decoupling, while the second represents those
that have undergone both a compression and a rarefaction in the same time interval. The
pattern continues at higher values of `, but with an increasingly damped amplitude due to
the scattering of photons between hot and cold regions of the plasma toward the end of
the decoupling epoch. The scale of the peaks is determined by the angular size the sound
horizon at decoupling, which depends on the expansion history of the universe and therefore
its curvature and the energy densities of its constituents. The peak amplitudes, on the other
hand, are specifically sensitive to the baryon density, since a higher baryon/photon ratio
enhances compression and reduces rarefaction. Note that the power spectrum does not
vanish between peaks - this is due to maxima of the Doppler effect (§1.2.2) at scales where
the fluid velocity is greatest. At relatively large angular scales (` < 30), the spectrum is
reasonably flat, forming what is known as the Sachs-Wolfe plateau. It consists of modes that
never entered the sound horizon prior to decoupling, and whose amplitude is determined by
a combination of the inflationary perturbation spectrum (§1.1.2) and the Sachs-Wolfe effect.
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Figure 1.6: An electron surrounded by a quadrupole temperature anisotropy in its local
radiation environment. Red and blue lines indicate polarization components from hotter
and colder temperatures, respectively. During Thomson scattering, this pattern produces
a net linear polarization which aligns with the cold axis of the quadrupole.
1.2.4 Polarization
Fluctuations in temperature are not the only anisotropies of great interest: in 2002, the
DASI experiment [61] made the first detection of the faint polarization signature of the CMB
at an amplitude of order 10−6 K, opening the door to a whole new era of precision cosmology.
Unlike the intrinsic temperature fluctuations, polarization of the CMB is mostly a scattering
phenomenon, requiring a quadrupole anisotropy in the local radiation environment in order
to be produced. This situation is shown schematically in Figure 1.6: since only those
polarization components perpendicular to the final propagation direction are effectively
Thomson scattered, a temperature quadrupole will generate a net linear polarization parallel
to its cold axis. While the photon-baryon fluid was tightly coupled prior to recombination,
the local temperature was well-equilibrated and any anisotropy would have been rapidly
destroyed. Polarization of the CMB would thus have only been possible during the epoch
of decoupling, a time when photon diffusion was taking place and the Thomson scattering
rate was low enough for weak temperature quadrupoles to be maintained.
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Figure 1.7: E and B-mode polarization patterns illustrated in terms of the coordinate-
referenced Stokes parameters Q and U. The E-mode patterns exhibit even parity while
those of the B-mode exhibit odd-parity. The reference coordinate system for Q and U is
shown in the center. Figure courtesy of Sigurd Naess.
Polarized signals are typically expressed in terms of the Stokes parameters - a coordi-
nate dependent basis that decomposes the electric field of the radiation into an intensity
component I, two linear polarization components Q and U , as well as a circular polarization
component V . Since there is no mechanism by which circular polarization is generated in
the CMB, we ignore V and express the remaining parameters in terms of the orthogonal
components of the electric field vector E in the x-y coordinate system defined in Figure 1.7:
I = |Ex|2 + |Ey|2 (1.56)
Q = |Ex|2 − |Ey|2 (1.57)
U = ExE
∗
y + EyE
∗
x (1.58)
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Although these parameters can fully describe the CMB polarization fluctuations, they still
require a reference coordinate system to be defined. Ultimately, we would like to characterize
the polarization components in the same manner as the temperature by measuring their
angular power spectra. Since Q and U are not rotationally invariant, they can not be
expanded in terms of spherical harmonics. Thus, let us define two different orthogonal
polarization fields E and B that do not depend on a choice of coordinates and satisfy:
E(n̂) =
∞∑
`=1
∑̀
m=−`
aE`mY`m (1.59)
B(n̂) =
∞∑
`=1
∑̀
m=−`
aB`mY`m (1.60)
where aE`m and a
B
`m are complex spectral coefficients. The E-mode and B-mode polarization
patterns are shown in Figure 1.7. E-mode patterns are either tangential or radial and
exhibit even parity, while the B-mode patterns resemble spirals and exhibit odd parity.
CMB polarization produced by a scalar temperature perturbation quadrupole will always be
in the form of E-modes, while that produced by the gravitational wave induced quadrupole
of tensor perturbations may be in either form. Gravitational lensing by large scale structure
between us and the surface of last scattering may also produce B-modes by breaking the
even parity of primordial E-modes.
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Chapter 2
The Atacama Cosmology Telescope
Sitting on top of a desert plateau in northern Chile, the Atacama Cosmology Telescope
(ACT) is one of the largest CMB observatories in the world. ACT was originally commis-
sioned back in 2006 for the Millimeter Bolometer Array Camera (MBAC), a multi-frequency
receiver designed to measure the CMB temperature anisotropies on small scales [111]. The
telescope itself stands 12 meters tall and is surrounded by a slightly taller (13 meter) sta-
tionary ground screen that serves to shield the receiver from spurious ground emission. The
movable portion of the structure weighs approximately 40 tons and contains the elevation
drive, the primary and secondary reflectors, an additional co-moving ground-screen, as well
as a temperature-controlled cabin that houses the receiver and all associated electronics
(see Figure 2.1). In 2013, ACT was retro-fitted to house the new ACTPol cryostat (see
§3) - while many of the telescope’s original components remained untouched, parts of the
receiver cabin had to be modified to accommodate the instrument’s larger footprint (∼ 1.5
m3). Additional adjustments also had to be made to the position of the secondary reflector
in order to re-focus the optical system - these are described in §2.2.
2.1 Location
The ACT site is located at an elevation of 5,190 meters on a small plateau at the foot of
Cerro Toco in northern Chile’s Atacama desert. Its position in the mid-latitudes (22◦57’31”
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Figure 2.1: Top: View of Atacama Cosmology Telescope from the top of the ground screen.
The upper portion of the primary reflector is clearly visible. Photo by Mark Devlin. Bottom:
A schematic of the telescope structure showing both stationary and co-moving ground
screens, the primary and secondary reflectors, and the receiver cabin. The entire azimuth
structure rotates on a bearing mounted to the base of the telescope. Figure courtesy of
AMEC Dynamic Structures.
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South) permits observations over more than 50% of the sky and allows for overlap with many
other millimeter and optical surveys near the celestial equator . One of the primary reasons
for choosing this location, however, is its exceptionally dry weather and limited atmosphere,
both of which are equally important to making high signal-to-noise measurements of a
cosmic signal at millimeter wavelengths. The Earth’s atmosphere not only absorbs part of
the incoming signal before it reaches the ground, but also emits radiation at a (typically)
much higher intensity in the same spectral band. This extra atmospheric emission increases
the in-band loading on the detectors, elevating noise levels and reducing the overall dynamic
range of the instrument.
2.1.1 Atmospheric Optical Depth
To understand the relationship between elevation, water content, and emission / absorption
in the atmosphere, one must examine total optical depth τ . This is because both atmo-
spheric transmittance T and brightness temperature TB at a given frequency ν depend on
this quantity1:
T (ν) = e−τ(ν)X (2.1)
TB(ν) = Tatm
(
1− e−τ(ν)X
)
(2.2)
where Tatm is the effective temperature of the atmosphere and X is known as the airmass
- a dimensionless parameter that depends on one’s observing angle with respect to zenith.
Thus, larger optical depth results in both reduced signal transmittance and greater atmo-
spheric emission (i.e. brightness temperature). Given an atmosphere composed of multiple
constituent species (e.g. N2, O2, H2O) and neglecting the effects of scattering, we can define
τ as follows:
τ(ν) =
∑
i
τi(ν) =
∑
i
∫ ∞
z0
κi(ν) ρi(z
′) dz′ (2.3)
1Note that Equation 2.2 assumes an isothermal atmosphere.
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Figure 2.2: Left : Optical depth at the ACT site for typical PWV values during the nominal
observing season, simulated using the ALMA ATM model. Two oxygen absorption lines at
60 and 117 GHz as well as a water absorption line at 183 GHz are clearly visible. Also shown
are the approximate locations of the ACTPol observing bands at 97 and 149 GHz. Right :
Distribution of PWV values during ACTPol CMB observations from April 2015 through
January 2016 - the median value during this period was 0.97 mm. The data was taken
by a six-channel 183 GHz radiometer at the Atacama Pathfinder Experiment (APEX),
approximately 8 km from the ACT site.
where τi, κi, and ρi(s
′) are the optical depth, absorption coefficient, and elevation-dependent
density of species i, respectively, and z0 is the observer’s elevation. We immediately see
that optical depth increases as elevation decreases2 or the density of a constituent species
increases. Furthermore, it is worth noting that the total water content in the atmospheric
column, typically referred to as precipitable water vapor (PWV), is simply the integral of
its density3. Thus, the optical depth due to water τw is directly proportional to PWV:
τw(ν) = κw(ν)
∫ ∞
z0
ρw(z
′) dz′ = κw(ν)× PWV (2.4)
The Atacama Large Millimeter Array (ALMA), situated ∼ 10 km from the ACT site at
an elevation of 5040 meters, has developed sophisticated code for simulating atmospheric
optical depth based on Juan Pardo and José Chernicharo’s Atmospheric Transmission at
Microwaves (ATM) model [82]. The left side of Figure 2.2 shows the output of this model
2Making the realistic assumption that, on average, density does not increase with altitude.
3PWV is usually expressed in units of mm, whereas it is given here in kg/m2
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for various levels of PWV when configured for ACT’s elevation, as well as the approximate
locations of the ACTPol observing bands. The most significant contribution to the optical
depth comes from the H2O absorption line at 183 GHz, especially in the 149 GHz band
for higher values of PWV, although the O2 absorption lines at 60 and 117 GHz also play
a role. While the PWV range used to simulate optical depth is typical of ACT’s nominal
operating season from April through December (see the right side of Figure 2.2), average
values frequently exceed 3 mm during the remainder of the year, restricting observations.
However, it is important to note how these numbers compare to those at most other locations
around the world: on a “dry” winter day in Philadelphia (elevation = 12 meters, PWV =
8 mm), for example, the optical depth would reach 0.28 at 149 GHz - over ten times the
median value at the ACT site during a typical observing season.
2.1.2 Site Logistics
In addition to ALMA, numerous other millimeter observatories are located near the ACT
site. These include the Atacama Pathfinder Experiment (APEX), POLARBEAR, the Cos-
mology Large Angular Scale Surveyor (CLASS), and, until recently, the Atacama B-mode
Search (ABS). Despite the presence of these neighboring experiments, ACT’s location is still
considered remote by most standards. The nearest incorporated settlement, the town of
San Pedro de Atacama (population ∼ 2000), is situated over 40 km away - about a one hour
drive on partially paved roads. San Pedro is also the location of ACT’s base station and
housing compound4, which serves as the telecommunications gateway to the outside world
via a 10 Mbps internet link. Communications between the ACT site and the low elevation
base station are enabled by a two-way line-of-sight broadband microwave link operating at
5 GHz and a typical bandwidth of 100 Mbps, permitting large volume data transfers and
remote access to the telescope 24 hours a day.
Due to the site’s distance from the nearest inhabited areas, everything was designed
to be almost entirely self-contained. Electricity is generated on the premises by two 150
4Due to low oxygen levels at ACT’s high elevation site, visiting researchers are housed in a less harsh
environment at 2500 meters.
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Figure 2.3: View of the ACT site from above. Inside the fenced area one can see the tele-
scope and ground screen, two shipping containers used for storing supplies, the equipment
container housing control and monitoring systems, and the high bay / workshop facility.
Outside the fenced area, the generator shed, a generator storage container, and the 15,000
liter diesel tank are visible. Photo by Mark Devlin.
kW diesel generators operating on alternating two-week cycles, supplying the telescope and
auxiliary systems with up to 75 kW of power5. Multiple environmentally sealed shipping
containers are used to store supplies, replacement parts, and any other hardware necessary
to performing routine maintenance and systems tests. An additional temperature controlled
equipment container is used to house the site’s computing resources, telescope control sys-
tems, and the compressor units that help drive ACTPol’s cooling systems. There is even
a dedicated high bay facility and workshop to facilitate receiver integration, upgrades, and
repairs. A full annotated view of the ACT site is shown in Figure 2.3.
5The generators’ capacity is diminished by a factor of two at the site’s high elevation.
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2.2 Optical Elements
ACT is configured as an off-axis Gregorian telescope with a 6 meter diameter primary
reflector and a 2 meter diameter6 secondary reflector separated by ∼ 6.7 meters along their
shared axis of symmetry. Both reflectors have ellipsoidal shapes, with the two-dimensional
footprint of the primary tracing out a circle while that of the secondary traces out an
ellipse. An off-axis configuration was chosen in order to improve light collection and reduce
scattering, while the size of the primary was dictated by the requirement for O(1′) resolution
at 150 GHz. The overall design was also kept compact in order to reduce accelerations at
scan turnarounds, with a focal ratio of F ≈ 2.5 at the Gregorian focus. The shapes and
relative orientation of both reflectors, as well as the location of the telescope’s focal plane
were numerically optimized to maximize image quality over a 1 deg2 field of view (see
Fowler et al. [39] for a detailed description of this process and its results). A schematic of
the optical design is shown in Figure 2.4.
Due to their large size and precise shape requirements, both of ACT’s reflectors were
manufactured in segments. The primary consists of 71 approximately rectangular panels
spread over eight rows, while the secondary features 10 trapezoidal panels surrounding a
single decagonal one at its center (see Figure 2.5). Each panel was individually machined
out of aluminum to within a 3 µm RMS surface deviation from its specified shape [111] and
is attached to the backup structure (BUS) of its respective reflector using four adjustable
screw mounts. These mounts can be precisely configured in order to align panels with
the reflector’s numerically optimized shape. Additional reflective surfaces and baffles were
installed around both the primary and secondary to help mitigate the effects of diffractive
spillover from the receiver’s internal optics (see §3.2). In the time-reversed optics sense,
rays leaving the receiver and striking these surfaces will be reflected directly toward the
cold sky, reducing optical loading on the detectors due to warm surfaces on the telescope
or the ground. Gaps between reflector panels as well as surrounding reflective surfaces also
6Since the footprint of the secondary reflector is an ellipse, this represents the maximum diameter
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Figure 2.4: Ray-trace diagram of the ACT optical design, a numerically optimized off-axis
Gregorian telescope with ellipsoidal primary and secondary reflectors. Also shown inside
the receiver cabin is the original ACT cryostat, MBAC, along with its internal reimaging
optics. Multiple colors are used to indicate rays’ positions in the field of view of different
frequency channels. ACTPol’s optics couple to the telescope in similar fashion, though it’s
larger field of view and different focal-plane geometries required additional adjustments.
Figure courtesy of Michael Niemack.
Figure 2.5: Left : View of the ACT primary reflector. All 71 individual panels (lighter color)
as well as a protective guard ring designed to mitigate diffractive spillover effects (darker
color) are clearly visible. Right : View of the ACT secondary reflector. In addition to the
11 panels that make up the main structure of the reflector, numerous large baffles are also
visible. These serve the same purpose as the primary’s guard ring. Photos by Mark Devlin.
36
present a source of additional loading (since they act as blackbodies), and may even result
in polarized diffractive scattering due to their sharp edges. To help eliminate these effects,
each gap was carefully sealed with small strips of aluminum tape.
2.2.1 Optimal Performance
The metric used to assess the performance of the optical design optimization was the Strehl
ratio: the ratio of the on-axis (typically peak) value of an optical system’s response to a
point-source, or point-spread function (PSF), to that of an idealized system. Following the
derivation by Ross [99], we may write the Strehl ratio in terms of the RMS wavefront error
at focus due to the optics σw. We start with the complex response function for an arbitrary
optical system:
U(x, y) =
∫ ∞
−∞
∫ ∞
−∞
A(u, v)e−iΦ(u,v)e2πi(xu+yv)dudv (2.5)
where A(u, v) is the aperture illumination function, and Φ(u, v) is the phase deviation
function. Since the real-valued PSF I(x, y) is simply the squared modulus of U(x, y), we
can write:
I(x, y) = |U(x, y)|2 =
∣∣∣∣∫ ∞
−∞
∫ ∞
−∞
A(u, v)e−iΦ(u,v)e2πi(xu+yv)dudv
∣∣∣∣2 (2.6)
From the definition of the Strehl ratio, and remembering that “on-axis” corresponds to the
origin in our coordinate system, we have:
S =
I(0, 0)
I(0, 0)|Φ=0
(2.7)
where the denominator is evaluated at Φ = 0 because there is no phase deviation in an
idealized optical system. Combining Equations 2.6 and 2.7, we obtain the generic functional
form of S:
S =
∣∣∣∫∞−∞ ∫∞−∞A(u, v)e−iΦ(u,v)dudv∣∣∣2∣∣∣∫∞−∞ ∫∞−∞A(u, v)dudv∣∣∣2 (2.8)
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Let us now assume that Φ(u, v) is a normally distributed random variable with zero mean,
such that Φ ∼ N (0, σ2Φ). If we neglect any effects due to phase correlations, we may replace
e−iΦ(u,v) with its expected value and compute S in a statistical sense:
S ≈
∣∣∣∫∞−∞ ∫∞−∞A(u, v)〈e−iΦ(u,v)〉dudv∣∣∣2∣∣∣∫∞−∞ ∫∞−∞A(u, v)dudv∣∣∣2 =
∣∣∣〈e−iΦ(u,v)〉∣∣∣2 (2.9)
〈
e−iΦ(u,v)
〉
=
∫ ∞
−∞
e−iφ
1
σΦ
√
2π
e−φ
2/2σ2Φ dφ (2.10)
Combining Equations 2.9 and 2.10, and noting that σΦ = 2πσw/λ, we get:
S ≈
∣∣∣e−σ2Φ/2∣∣∣2 = e−(2πσw/λ)2 (2.11)
By computing σw over the telescope’s field of view at the Gregorian focus using optical
modeling software, it was determined that the Strehl ratio exceeded 0.9 at 280 GHz [39],
the highest spectral band in MBAC. Extrapolating this to ACTPol’s band-centers at 149
and 97 GHz using Equation 2.11, one gets Strehl ratios greater than 0.97 and 0.98, respec-
tively. Hence, the optimized ACT design is quite close to an ideal, diffraction-limited optical
system. In order to achieve this level of performance in practice, however, all the optical
elements of the telescope as well as their constituent parts must be properly positioned and
aligned - this is the subject of the subsections that follow.
2.2.2 Initial Alignment
Since the primary reflector’s position is fixed (up to small panel adjustments), the relative
alignment of the telescope’s optical elements is achieved by varying the position and orien-
tation of the secondary reflector and the receiver (see Figure 2.4). The secondary is aligned
using five remotely controlled linear actuators with a ± 10 mm range of motion, while the
receiver is positioned by hand along a linear bearing using jack screws and two manually
operated hydraulic jacks. The alignment process begins by accurately measuring the po-
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sition of each panel on the primary and secondary - this not only locates the reflectors in
the chosen coordinate system, but also reveals any deviations from their nominal shapes.
Next, the position of the receiver’s internal optics is measured by determining the location
and orientation of its front plate7 in the coordinate system of the two reflectors. With
the telescope’s optical elements now fully located, deviations from the optimized design are
computed and then corrected by making small adjustments to the receiver and secondary
reflector using the mechanisms described above. This procedure is repeated until both re-
flectors and the receiver are positioned to within 1 mm of their design specification. A final,
more precise alignment is then performed by fine-tuning the telescope’s focus using only
the secondary reflector (see §2.2.5).
2.2.3 Metrology
Both reflector and receiver positions were originally measured using a FARO8 laser tracker
and retro-reflective targets. The tracker was mounted to fixed positions on the telescope
in view of the primary, secondary or front plate of the receiver, and then calibrated using
fiducial targets permanently attached to the telescope structure. The positions of individual
reflector panels were then measured by placing a reflective target against a panel’s surface at
each of its corners and then pointing the laser tracker at the target’s location. The receiver’s
position was measured in similar fashion, the only difference being that the targets were
rigidly attached to three fixed points on its front plate. This method, while precise (∼
25 µm measurement uncertainty), only allows for positions to be measured one point at
a time. This not only makes the entire procedure very time-consuming, but also requires
periodic adjustments to be made to the measured positions due to thermal expansion and
contraction of the telescope as the ambient temperature varies on long time-scales.
Starting in 2013, the laser tracker system was gradually replaced by photogrammetry -
a method that utilizes commercially available cameras and software to simultaneously com-
7The receiver’s optics assemblies are rigidly mounted to its front side, and can therefore be reliably located
given it’s position. See §3.1 for additional details.
8http://www.faro.com
39
X
Y
Z
x′
y′
z′
C ′
p′i
x′′
y′′z
′′
C ′′
p′′i
P
Figure 2.6: A simplified model of a photogrammetry system. A camera is positioned at two
different locations in a global coordinate system such that its center of projection coincides
with points C ′ and C ′′. At each location, the camera records a projection of the point P ,
defined in the global coordinate system, on its image plane (shown in gray) in a coordinate
system unique to the camera’s position and orientation. See the text for further details.
pute the positions of multiple points. The technique is based on gaining visual perspective
from images of the same object taken at different locations and can be understood in terms
of some basic geometric relations. Following the notation of Schenk [103], let us consider
the simple model depicted in Figure 2.6: a camera with an effective focal length f is posi-
tioned at two different points, C ′ and C ′′, in an arbitrary global coordinate system. These
points actually denote the locations of the camera’s center of projection (COP), which is
typically the effective center of the camera’s diffractive optics (i.e. lenses). We can define a
new coordinate system at each camera location such that its origin coincides with the COP
and its z-axis aligns with the camera’s optical axis. The x and y-axis of this coordinate
system then run parallel to the image plane, and are typically aligned with the sensor direc-
tions in a digital (i.e. CCD) system. If the focal length of the camera is small compared to
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the distance to the object being imaged9, the positive image plane10 is completely defined
and lies at z = −f . The transformation between global coordinates x and camera-specific
coordinates x′ may thus be written in terms of a rotation and a translation:
x′ = R(α′, β′, γ′)(x− c) (2.12)
where c is the position of the camera’s COP, R is the rotation matrix, and the angles
{α′,β′,γ′} specify the orientation of the camera in the global coordinate system.
Let us now examine how images produced by this camera at different locations may be
used to reconstruct positions in three dimensions. A camera with its COP positioned at
point C ′ will record an image of a point P at a corresponding point p′i in its image plane.
By defining C ′ and P in global coordinates and p′i in the camera’s local coordinate system,
the position vectors for each of these points are given by:
p =

XP
YP
ZP
 c =

XC′
YC′
ZC′
 p′i =

xp′i
yp′i
−f
 (2.13)
where the z coordinate of pi is, by definition, the same as that of the image plane, z = −f .
In the absence of optical distortions (or if these have been properly accounted for in the
camera calibration procedure), the points P , p′i, and C
′ will be collinear. This may be
understood in terms of geometric optics by tracing a ray from the object P to its negative
image −p′i through the COP C ′. The positive image p′i must then also lie along this ray.
We thus have the following relation:
λp′i = p
′ = R(α′, β′, γ′)(p− c′) (2.14)
where p′ are the coordinates of point P in the camera’s local coordinate system, and λ is
9While this approximation is used for illustrative purposes, it is not entirely unreasonable for photogram-
metry on ACT, where images are taken at distances of O(1 m) and focal lengths are typically O(10 mm).
In practice, however, additional calibrations are performed to improve accuracy.
10Real cameras initially generate negatives, but it is the final positive images that are used in the analysis.
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the total magnification. This corresponds to three equations per camera position:
λxp′i = R11(XP −XC′) +R12(YP − YC′) +R13(ZP − ZC′) (2.15)
λyp′i = R21(XP −XC′) +R22(YP − YC′) +R23(ZP − ZC′) (2.16)
−λf = R31(XP −XC′) +R32(YP − YC′) +R33(ZP − ZC′) (2.17)
where Rij are the components of the rotation matrix R. This may be reduced to two
equations by solving for λ in Equation 2.17:
xp′i = −f
R11(XP −XC′) +R12(YP − YC′) +R13(ZP − ZC′)
R31(XP −XC′) +R32(YP − YC′) +R33(ZP − ZC′)
(2.18)
yp′i = −f
R21(XP −XC′) +R22(YP − YC′) +R23(ZP − ZC′)
R31(XP −XC′) +R32(YP − YC′) +R33(ZP − ZC′)
(2.19)
For the model depicted in Figure 2.6, we thus have four equations (two per camera position)
to help solve for the global coordinates of point P . Since the image coordinates (xp′i , yp′i) and
(xp′′i , yp′′i ) are measured quantities and the camera’s focal length is known from calibration,
we are left with a total of 15 remaining unknowns11. If the camera’s position and orientation
parameters at both locations are known, the number of unknowns is reduced to three and
the system becomes solvable in the least-squares sense. More commonly, however, these
parameters are included as additional degrees of freedom and the system may only be
solved if more measurement points are added12.
Photogrammetry measurements conducted on ACT require that an array of small tar-
gets be attached to the surfaces of both reflectors and the front of the receiver. Each target
is designed to provide high contrast in photographs taken under different lighting condi-
tions and consists of a reflective element framed by a patch of optically black material.
These targets are then imaged from different angles inside the telescope to reconstruct their
relative positions using a coordinate system in which the primary remains fixed. The en-
11Three rotation angles {α,β,γ} and three position coordinates (XC ,YC ,ZC) per camera location.
12Each additional point adds four equations but only three unknowns. Degrees of freedom may also be
eliminated by defining the global coordinates system in terms of one or more of the unknown parameters
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tire procedure only takes about 15 minutes, may be done during both night and daylight
hours (using flash photography), and produces position measurements with an uncertainty
comparable to that of the original laser tracker system (∼ 27 µm).
2.2.4 Reflector Shape Deviations
Idealized reflectors are assumed to be smooth, continuous surfaces that follow well-defined
geometries and do not depend on their environment. In practice, however, imperfections like
surface roughness and deformations due to thermal expansion / contraction or mechanical
constraints are responsible for deviations from nominal design shapes. This is especially
true for segmented reflectors like the ones on ACT, where each panel has independent
translational, rotational, and deformational degrees of freedom. Given these unavoidable
imperfections, it is important to be able to quantify their effects on the performance of the
optical system as a whole. This may be accomplished by examining the directional gain of
the telescope, G(θ, φ), defined as the ratio of its measured radiative intensity in a specified
direction, I(θ, φ), to the intensity measured by an idealized isotropic system given the same
total incident spectral flux, Pν :
G(θ, φ) =
I(θ, φ)
Pν/4π
=
4πI(θ, φ)∫∫
I(θ, φ) dΩ
(2.20)
where dΩ = sin θ dθ dφ is the differential solid angle element. The higher the on-axis gain,
the greater the resolution and small-scale sensitivity of the optics. Deviations in a reflector’s
shape, if large enough, have the potential to significantly reduce the telescope’s gain when
compared an ideal, diffraction limited system. This effect is well described using a relation
derived by Ruze [101]: assuming the deviations are small compared to the wavelength,
Gaussian in shape, and may be treated statistically (i.e. they are only correlated on scales
much smaller than the diameter of the reflector), the reduction in on-axis gain is given by
G
G0
= e−(4πε/λ)
2
(
1 +
1
η
(
2c
D
)2 ∞∑
n=1
(4πε/λ)2n
n(n!)
)
(2.21)
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where ε is the RMS surface deviation13, η is the aperture efficiency, D is the diameter of
the reflector, and c is the deviation correlation length. In the limit where deviations are
uncorrelated on large scales ((2c/D)2  1), Equation 2.21 reduces to a familiar form:
G
G0
= e−(4πε/λ)
2
(2.22)
Note the similarity between Equations 2.11 and 2.22 - this is no coincidence. The wavefront
error due to a shape deviation in a reflector’s surface will be approximately twice the
magnitude of that deviation (σw ≈ 2ε), and hence the two equations are essentially identical.
The ACT reflectors were measured at the beginning of each ACTPol observing season
to ensure that their panels remained properly aligned and their RMS surface shape devia-
tions did not result in significant optical performance reductions. Measurements were made
during nighttime hours in order to avoid instabilities resulting from solar heating of the
reflectors and telescope structure (see §2.2.6). Surface errors were then computed by fitting
the measured panel positions to the nominal reflector shape using translation, rotation, and
a scaling factor. The residuals from these fits are shown in Figure 2.7 for measurements
taken at the start of the 2015 season14, and have RMS values of 27 µm and 22 µm for
the primary and secondary reflectors, respectively. Although Equation 2.22 was derived
using an approximation that may not be entirely valid for ACT (if we assume c is about
the size of an individual reflector panel, (2c/D)2 is O(10−2) for the primary and O(10−1)
for secondary), we may still use it to compute a lower limit for the telescope’s optical per-
formance. At ACTPol’s effective observing frequency of 149 GHz (97 GHz), the on-axis
gain of the telescope is reduced by factors of 0.972 (0.988) and 0.982 (0.992) for the pri-
mary and secondary reflectors, respectively. Hence, at least during nighttime observations,
ACT’s reflector shape deviations due to panel misalignments are small enough to avoid any
significant performance degradation.
13For deep reflectors with small focal ratios, a correction must be applied to ε when deviations are measured
normal to the surface. For ACT this effect is less than 3% for both reflectors.
14Similar results were also obtained for measurements taken in 2013 and 2014, indicating that relative
panel alignment has remained stable over time.
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Figure 2.7: Schematic of ACT’s reflectors showing deviations from their numerically opti-
mized shapes at night. The RMS surface errors are 27 µm and 22 µm for the primary (left)
and secondary (right), respectively. These results are based on photogrammetry measure-
ments conducted in March of 2015, but have remained relatively stable over all three of
ACTPol’s observing seasons. Figures courtesy of Rolando Dünner.
2.2.5 Secondary Focusing
The initial alignment procedure described in §2.2.2 typically brings the optics quite close to
their optimal positions and relative orientations. To make finer adjustments, we precisely
reposition the secondary reflector in order to maximize the on-axis gain of the system. The
basis of these adjustments are multiple nighttime observations of a bright planet, typically
Saturn, which do very well at characterizing the system’s point-spread function (PSF)
when converted to high resolution maps in boresight-centered coordinates. The secondary
is repositioned during each observation in order to properly explore a three dimensional
parameter space consisting of a horizontal tilt β, a vertical tilt γ, and a change in position
along the optical axis ∆zopt. Adjustments to these parameters are defined with respect to
the secondary’s linear actuator system and are kept small (∼ 1 mm in position, < 1◦ in
rotation) in order to better sample their effect on the optics.
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The relative change in on-axis gain between observations is measured by estimating
differences in the total solid angle of the PSF for each detector array15. Denoted by the
symbol ΩP , the solid angle may be defined as follows:
ΩP =
∫∫
I(θ, φ)
Imax
dΩ (2.23)
If we divide both numerator and denominator of Equation 2.20 by the on-axis (i.e. maxi-
mum) intensity of the PSF, we see that ΩP is inversely proportional to on-axis gain:
G(0, 0) =
4π (I(0, 0)/Imax)∫∫
(I(θ, φ)/Imax) dΩ
=
4π
ΩP
(2.24)
Solid angles are estimated from detector-averaged planet maps of each array by fitting them
with a two-dimensional Gaussian using an iterative least-squares method. In the small angle
limit ((θ − θ0) 1 and (φ− φ0) 1) the model for the PSF is then given by:
I(θ, φ) = I0 e
−
(
(θ−θ0)
2
2σ2
θ
+
(φ−φ0)
2
2σ2
φ
)
(2.25)
where θ0 and φ0 are also fit in order to center the coordinate system. Though a more
complicated function (such as a modified Airy pattern) could have been chosen to model
the PSF and produce more accurate results, we are really only interested in changes to ΩP ,
and thus do not need to know its correct value to high precision. The solid angle for a 2D
Gaussian, ΩG, also turns out to be a simple function of its parameters:
ΩG = 2πσθ σφ (2.26)
A grid of planet maps with Gaussian solid angle fits is shown in Figure 2.8 for a single
night of observations prior to the start of the 2014 observing season. While this particular
grid only covers one detector array along a limited slice of the secondary’s parameter space,
15Since ACTPol’s arrays occupy different positions in the telescope’s field of view, adjustments to the
secondary reflector (especially tilts) will also affect each of their gains slightly differently
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Figure 2.8: Maps of the detector-averaged PSF for ACTPol’s first 149 GHz array (PA1)
at different secondary reflector positions and orientations. The maps are based on a single
night of Saturn observations, made just prior to the 2014 observing season, in which the
secondary parameter space was partly explored along the zopt and β axes (see text). The
Gaussian solid angle, shown at the top of each map, is minimized near zopt = 0 and β = −1,
though a value of β = −0.4 was ultimately chosen in order to optimize the telescope optics
for both 149 GHz arrays. The color scale is -30 to 0 dB, with (x,y) given in arcminutes.
it does well at illustrating how the overall process works. The optimal set of parameters
is ultimately determined by interpolating solid angle data along multiple grid dimensions
using a second-order polynomial, and then choosing the values that maximize the gains for
all available detector arrays simultaneously. Once the secondary configuration is finalized
in this manner, the optical alignment of the telescope is complete.
2.2.6 Daytime Deformations
Throughout this section it has been assumed that the position, orientation, and shape of the
telescope’s optical elements do not vary significantly over time. While this approximation
is quite reasonable at night, solar heating throughout the day induces large temperature
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changes and thermal gradients in the reflectors that lead to considerable deformations and
misalignments. Continuous position measurements of fiducial targets on the primary and
secondary made during the commissioning phase of the telescope in 2007 revealed large
deviations in the reflectors’ alignment during daylight hours (see Hincks et al. [47] for
additional details). One of the most important results is plotted on the left side of Figure
2.9: the relative rotation of the two reflectors changes by up to 1 mrad during the day,
which corresponds to an increase in distance of ∼ 5 mm near the top of the reflectors’
surfaces. The motion is analogous to that of a clam shell opening up in the skyward
direction of the telescope. Additional daytime measurements conducted in early 2015 using
the photogrammetry system also provide evidence for sizable changes in the shape of the
primary mirror. Not only does the RMS surface error due to panel misalignments nearly
quadruple in magnitude (up to 100 µm), but the entire surface warps outward by up to 0.5
mm as shown on the right side of Figure 2.9. All the aforementioned misalignments and
deformations significantly degrade the performance of the optics during day, affecting both
the telescope’s pointing and point-spread function. Fortunately, the entire system returns
to its nominal nighttime configuration after the sun sets each evening [47].
2.3 Operations
Stable telescope motion across multiple axes is a not only critical to making sensitive mea-
surements of the CMB on a wide range of angular scales (§2.3.3), but it also provides access
to a larger fraction of the sky and greater flexibility in target selection (e.g. calibrators). It
was therefore important to incorporate this feature into ACT’s overall design. The entire
upper structure of the telescope sits on a large bearing at its base and is rotated through
an azimuth range of ± 220◦ by a system of two counter-torqued drive motors. By properly
torque balancing the azimuth drive, backlash in the drive gears is minimized and motion
stability is improved (especially during periods of acceleration). The telescope’s elevation
drive is mounted directly above the azimuth bearing and consists of two separate motor-
driven ball screws operating in parallel. This allows the entire upper portion of the telescope
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Figure 2.9: Left : Relative rotation of the primary and secondary reflectors over a multi-
day period in 2007. The results are based on continuous position measurements of fiducial
targets on both reflectors using the laser tracker. The orientation of the coordinate system
is similar to that shown in Figure 2.4. Right : Warping of the primary reflector surface
during the mid-afternoon (15:30 local time) as measured by the photogrammetry system in
March of 2015. The deviations were computed by fitting the daytime data to a fiducial set
of nighttime positions. Figures courtesy of Rolando Dünner.
(including the receiver, reflectors, and ground shields) to tilt between 30.5◦ and 60.0◦ in
observing elevation. The two elevation axes are load balanced in order to avoid potential
tilts and deformations in the telescope’s optical structures.
2.3.1 Motion Control
All of ACT’s motion control systems and their first-level user interfaces were designed by
KUKA Robotics16. The servo controllers, motor current-drive units, and computing hard-
ware are all housed within a custom-built electronics cabinet inside the equipment container.
A pendant directly attached to this cabinet provides a graphical interface to KUKA’s mo-
tion control and commanding software, allowing users to manually control the telescope if
necessary. During normal operations (such as routine observations, maintenance, and tests),
however, motion is controlled almost exclusively via a custom software software package de-
16http://www.kuka.com
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veloped by members of the ACT collaboration: the ACT Master Control Program (AMCP).
Telescope commands are issued to AMCP via Redis, an open-source database and messag-
ing interface17. The commands are then reformatted using the DeviceNet communications
protocol18 and relayed to the KUKA control computer, where they are acknowledged and
executed via proprietary software. A number of different graphical and command-line pro-
grams employing the Redis framework have allowed ACT users to safely operate the tele-
scope while at the site or at home19. This includes the experiment’s observing interface,
sisyphus, which allows complex telescope motions lasting up to 24 hours to be scheduled
hours or even days in advance.
2.3.2 Pointing Data
The absolute position of the telescope is monitored by two identical sets of 27-bit Heiden-
hain20 rotary encoders attached to its azimuth and elevation axes. One pair of encoders is
used by KUKA’s internal control loop, while the other pair feeds directly into the experi-
ment’s housekeeping data stream via AMCP. The encoder data is synchronized to ACTPol’s
detector readout using a 32-bit counter that increments at a rate of ∼ 399 Hz. During the
2013 and 2014 observing seasons, this counter was used to trigger encoder readings via
a custom PCI card installed in the housekeeping computer. AMCP then simultaneously
recorded the encoder and counter values while adding a time-stamp from the system’s GPS-
synchronized clock (see Swetz et al. [111] for additional details). While this acquisition
method worked reasonably well, it suffered from occasional glitches in the encoder data due
to missed triggers on the PCI bus. As a result, the counter readout was moved to a United
Electronic Industries (UEI)21 data acquisition cube prior to the start of the 2015 season. A
detailed description the UEI-based encoder readout system and its implementation may be
found in Thornton et al. [114].
17http://www.redis.io
18http://www.odva.org
19As an additional safety precaution, all telescope motion must first be cleared by everyone present at the
ACT site and emergency stops are engaged any time work is being performed on or near the telescope.
20http://www.heidenhain.com
21http://www.ueidaq.com
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2.3.3 Observing Strategy
The goal of a selecting a good observing strategy is to maximize the signal-to-noise of
the resultant data while keeping systematic effects to a minimum. For ground-based CMB
experiments such as ACTPol, this usually involves some type of signal modulation due to the
presence of high-amplitude low-frequency 1/f (pink) noise. Since the power spectral density
of 1/f noise falls off as f−α (α > 0), while that of random Gaussian (white) detector and
readout noise remains flat (§3.3), it is possible to improve total signal-to-noise by modulating
the desired signal to higher frequencies. There are numerous potential sources of low-
frequency noise in the experiment (e.g. thermal drifts), but the most dominant contribution
usually comes from temporal and spatial fluctuations in the atmosphere. Not only do the
atmosphere’s brightness and transmission vary with local optical depth (§2.1.1), but they
also have an inherent time-dependence due to the presence of wind-fields and turbulence in
different atmospheric layers [65, 19].
A simple and effective method for modulating the CMB signal above the 1/f knee, the
frequency at which the 1/f and white noise power spectral densities are equal, is to scan
the telescope back and forth at a constant speed. Since atmospheric brightness temperature
varies strongly with observing elevation due to it’s dependence on total airmass22 (Equation
2.2), the scans are performed in azimuth at fixed elevation in order to avoid large scan-
synchronous signals. While this scanning method works quite well at reducing the effects
of instrumental 1/f noise, its impact on atmospheric noise is a bit more complex since
the latter will also be modulated to a certain extent. Following Dünner et al. [33], let us
illustrate these effects by considering a periodic feature with characteristic angular scale θs
and moving at velocity ωs across the sky (e.g. CMB fluctuations drifting with the rotation
of the Earth). When scanning the telescope in azimuth at an angular speed ωscan and
observing elevation φel, the total effective speed ωeff of such a feature is given by:
ωeff =
√(
ωs‖ ± ωscan cosφel
)2
+ ω2s⊥ (2.27)
22In a simplified plane-parallel model of the atmosphere, for example, the airmass is given by X = 1/ sinφel
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where ωs‖ and ωs⊥ are the components of ωs that are parallel and perpendicular to the
scan direction, respectively, and the plus-minus sign is due to the alternating motion of the
scan. The resultant signal then appears at a frequency fs in the data:
fs =
|ωeff |
2θs
=
1
2θs
√(
ωs‖ ± ωscan cosφel
)2
+ ω2s⊥ (2.28)
We may convert this to a function of the feature’s multipole moment ` in spherical harmonic
space by using the flat-sky approximation θs ≈ π/`. Equation 2.28 then becomes:
fs(`) ≈
`
2π
√(
ωs‖ ± ωscan cosφel
)2
+ ω2s⊥ (2.29)
For typical instrumental 1/f knee frequencies of O(1 Hz) and a CMB drift speed of at
most |ωcmb| = 15◦/hour = 15”/sec due to sky rotation, we would require a scan speed of
O(1◦/sec) to modulate large-scale CMB features (` ∼ O(100)) into the white noise regime.
At scan speeds of this magnitude, ωscan cosφel  |ωcmb| and Equation 2.28 reduces to:
fcmb ≈
ωscan cosφel
2θcmb
(2.30)
Hence, the higher the scan speed, the smaller the range of CMB angular scales affected by
the 1/f component of the instrumental noise spectrum.
The benefits of scanning are not quite as clear when it comes to atmospheric 1/f noise.
Consider, for example, what happens in the absence of wind (i.e. ωatm = 0): the atmosphere
will be modulated according to Equation 2.30 - just like the CMB. In this instance, both
spectra are shifted by the same factor in frequency space, eliminating any potential gains in
signal-to-noise from an increased scan speed. In practice, however, the atmosphere is not at
rest: using a wind-speed estimate of 25 m/s from Errard et al. [35] for an effective height of
O(1km) above the ACT site23, we get an atmospheric drift velocity of |ωatm| ∼ O(1◦/sec) -
the same order of magnitude as the scan speed discussed above. Thus, unlike the CMB, we
23The results in Errard et al. are based on data taken by the POLARBEAR experiment, which is located
within ∼ 100 meters of ACT.
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cannot ignore the terms ωs‖ and ωs⊥ in Equation 2.28. This has important consequences
when comparing the scanning-induced spectral shift of the CMB (Equation 2.30) to that of
the atmosphere at the same angular scale (θatm = θcmb):
∆fatm
∆fcmb
=
fatm|ωscan 6=0 − fatm|ωscan=0
ωscan cosφel/2θcmb
=
√
(ωatm‖ ± ωscan cosφel)2 + ω2atm⊥ −
√
ω2atm‖ + ω
2
atm⊥
ωscan cosφel
=
√
(α cosβ ± 1)2 + (α sinβ)2 − α
(2.31)
where α = |ωatm|/(ωscan cosφel) and β is the angle between the atmospheric drift and
positive scan directions. Note that the RHS of Equation 2.31 approaches an absolute
maximum of 1 as α approaches zero, and decreases monotonically as α becomes large.
Thus, in the presence of wind, we see that a lower relative scan speed can help separate
atmospheric noise from the CMB by shifting the latter to higher frequencies than the former.
The choice of optimal scan parameters is ultimately a balance between a number of
different factors. In addition to properly modulating the CMB above the instrumental and
atmospheric 1/f knees as described above, one must also consider possible signal reductions
due to detector time-constants, the finite bandwidth of the readout electronics, and instabil-
ities of the scan motion at higher speeds / accelerations. For observations with ACTPol, we
settled on a nominal elevation range of 40◦ to 60◦, a turnaround acceleration of 3.2◦/sec2,
and a scan speed of 1.5◦/sec. Telescope encoder data (shown for a typical scan in Figure
2.10) reveals that the resulting motion, aside from brief deviations near scan turnarounds,
is quite stable (< 3” RMS deviation). The overall observing strategy then involves scanning
each CMB field multiple times as it rises and sets through ACT’s observing range, periodi-
cally adjusting elevation to re-center the scan. The resulting pattern, an example of which is
shown in Figure 2.11, has the advantage of cross-linking scans at multiple parallactic angles.
This not only reduces large-scale map noise by helping constrain modes perpendicular to
the scan direction, but also mitigates the effects of instrumental polarization by sampling
the sky with multiple orientations of the optics.
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Figure 2.10: Encoder data and scan residuals for a typical scan with ACT from the 2015
season. The top plot displays the readings of the azimuth encoder as the telescope scans
back and forth, while the middle and bottom plots show the azimuth and elevation residuals,
respectively, obtained by subtracting the programmed motion from the encoder data. While
overall stability is quite good, with residuals less than 3” RMS in azimuth and 0.3” RMS
in elevation, larger deviations are evident near the turnarounds, especially in azimuth.
Figure 2.11: The scan pattern resulting from the observing strategy described in the text
for CMB field Deep6 during the 2013 observing season. The figure is actually a 3’ resolution
hit-count map of telescope boresight pointing for multiple scans rotated into the celestial
coordinates. Overlapping scans at a variety of parallactic angles are clearly visible.
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Chapter 3
The ACTPol Receiver
The growing precision and complexity of cosmological models over the last two decades have
not only been a remarkable achievement, but also placed increasing demands on the CMB
data sets that help constrain them. As a result, modern-day CMB instruments need to be
capable of making highly-sensitive, multi-frequency temperature and polarization measure-
ments across large patches of the sky. To meet these demands, we have designed and built
the Atacama Cosmology Telescope Polarimeter (ACTPol) - a novel polarization-sensitive
receiver for ACT. The ACTPol cryostat, shown in Figure 3.1, houses three independent sets
of optics, each of which illuminates an array of more than 1000 feedhorn-coupled transition-
edge sensor (TES) bolometers. Two of the arrays operate at an effective frequency of 149
GHz, using two bolometers per pixel to form a single polarimeter. The third array is capable
of dual-band operation at both 97 and 149 GHz, with four bolometers per pixel measuring
orthogonal polarizations in each band. Both the optics and detectors are rigidly mounted in-
side an evacuated cryogenic vessel and cooled below 4 K using two independently controlled
pulse-tube (PT) refrigerators. A continuously operating dilution refrigerator (DR) provides
additional cooling to 1 K for parts of the optics while maintaining a low thermal-noise envi-
ronment for the detectors near 100 mK. ACTPol achieved first light on the telescope with
a single 149 GHz array in the early summer of 2013. The second and third (multichroic)
arrays were added in 2014 and 2015, respectively.
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Figure 3.1: The ACTPol cryostat mounted to its transport cart in the laboratory at the
University of Pennsylvania. The front of the receiver (top-left) features three window open-
ings in a triangular configuration. At the time this image was taken (January 2013) only one
of three sets of optics was installed, and thus only a single window is visible in white while
the other openings are covered by gray aluminum plates. Also visible are one of the two
pulse-tube refrigerators (two metal cylinders toward the top-right) and one set of detector
readout electronics with attached cooling fan (metal crate and large plastic hose toward
the bottom). Much of the receiver’s exterior is covered in colorful artwork created by Penn
Fine Arts Professor Jackie Tileston. Photo by B. Doherty / Penn School of Design.
.
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3.1 Mechanical Assembly
There are a large number of different components that make up the ACTPol cryostat, each
specifically designed to help meet the instrument’s mechanical, optical, and cryogenic design
goals. Many of these components are supported and enclosed by much larger assemblies
that, when integrated, form the basis for the mechanical structure of the receiver. Each
set of optics (lenses, filters, etc.) and detector arrays is individually housed inside its own
optics tube. The tubes consist of two separate sub-assemblies that are mounted to the
upper (skyward) and lower sides of the 4 K cold-plate, and are surrounded by various layers
of radiative shielding to ensure a stable thermal environment. This entire cryo-mechanical
sub-structure is then sealed inside a vacuum shell that forms the exterior of the cryostat and
interfaces directly to the telescope mounting hardware. The subsections that follow provide
additional details about the composition and functionality of these mechanical assemblies,
many of which are shown as part of a three-dimensional receiver model in Figure 3.2.
3.1.1 Vacuum Shell
A continuous high-vacuum environment is critical for achieving and maintaining the very low
temperatures required to operate ACTPol’s TES bolometer arrays (§3.3). This is because
gases act as thermally conductive bridges between the various cryogenic stages and the
exterior of the receiver. To understand how a reduction in pressure can help eliminate his
problem, let us examine the relationship between the thermal conductivity of a gas, κg, and
its volume number density n:
κg =
1
3
nwm〈v〉csλ (3.1)
where wm is the molecular weight of the constituent species, 〈v〉 is the mean molecular
velocity, cs is the specific heat, and λ is the mean free path, given for an ideal gas by:
λ =
1√
2σmn
(3.2)
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Figure 3.2: An annotated three-dimensional model of the ACTPol cryostat. Parts of the
vacuum shell have been made transparent to reveal some of the interior components and
mechanical assemblies described in the text. Not shown are the 40 K and 4 K radiation
shields that surround the optics tubes and part of the cooling systems, as well as the DR’s
1 K radiation shield. Also missing is the optics tube containing array PA3, which was
removed for additional clarity. Figure courtesy of Robert Thornton.
where σm is the molecular collisional cross-section. Under these conditions, the thermal
conductivity of a gas is effectively independent of its number density. As n decreases,
however, the mean free path of the gas will eventually exceed the size of its enclosing space,
L, at which point Equations 3.1 and Equation 3.2 become:
λ = λeff ≈ L (3.3)
κg ≈
1
3
nwm〈v〉csL (3.4)
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Hence, at low number density, the effective mean free path of a gas is determined by the
geometry of its enclosure, while its thermal conductivity depends directly on n (and thus on
pressure). By lowering the pressure far beyond the threshold where λ begins to exceed the
largest dimension in the receiver (∼ 10−4 torr for N2 at room temperature given L ∼ 1 m),
we are able to substantially reduce the thermal load on each cryogenic stage and keep
temperatures sufficiently low.
To meet these high-vacuum requirements, a tightly sealed aluminum shell measuring
∼1.5 m in length and ∼1 m in diameter surrounds all cryogenically cooled components of
the receiver. The shell is comprised of five individual parts: two welded cylinders that stretch
the length of the cryostat, an outer and inner front plate, as well as a solid back plate. The
upper cylinder has numerous small openings for valves, gauges, and readout cables, while
the lower cylinder has two large cutouts for the pulse-tubes and the DR. Three additional
circular openings in the inner front plate are used for the receiver’s windows. Every one of
these interfaces must be well sealed in order to prevent leaks and achieve the desired low-
pressure environment inside the cryostat - this is accomplished by installing rubber O-rings
at every joint. Since O-ring seals are not completely impermeable to air, we do expect a
small amount leakage to occur over time. The effective leak-rate may be estimated using
an approximation given in the Parker O-ring Handbook [1]:
L = 0.7FDP Q (1− S)2 (3.5)
where L is the leak-rate in std cc/sec, F is the permeability rate of the O-ring material in
std cc/sec cm−1 bar−1, D is the inside diameter of the O-ring in inches, P is the pressure
differential in psi, S is the geometric squeeze percentage of the O-ring cross section expressed
as a decimal, and Q is a numerical factor that depends on S and the extent of lubrication
of the O-ring. Table 3.1 lists estimated leak-rates based on Equation 3.5 for every O-ring
seal in the ACTPol vacuum shell1, along with the assumed values of parameters F , P , S,
and Q. The total leak rate is roughly consistent (order of magnitude) with the measured
1External seals such as valves, gauges, and hoses were not included
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Parameters
F 10−8
P 7.9
S 0.25
Q 0.7
Seal Location Quantity O-Ring ID Leak Rate
Back Plate 1 41.0 in 8.9 x 10−7 std cc/sec
Dilution Refrigerator 2 10.8 in 4.7 x 10−7 std cc/sec
Pulse Tube (PT-410) 1 6.0 in 1.3 x 10−7 std cc/sec
Upper & Lower Cylinders 1 41.0 in 8.9 x 10−7 std cc/sec
Outer Front Plate 1 41.0 in 8.9 x 10−7 std cc/sec
Inner Front Plate 1 33.9 in 7.4 x 10−7 std cc/sec
Window (PA1 & PA2) 2 11.9 in 5.2 x 10−7 std cc/sec
Window (PA3) 2 12.5 in 2.7 x 10−7 std cc/sec
Detector Cable Bulkhead 1 6.0 in 1.3 x 10−7 std cc/sec
Detector Cable Feedthrough 3 1.9 in 1.2 x 10−7 std cc/sec
Thermometry Cable Feedthrough 2 3.3 in 1.4 x 10−7 std cc/sec
KF-40 Flange 2 1.6 in 7.0 x 10−8 std cc/sec
KF-25 Flange 2 1.0 in 4.4 x 10−8 std cc/sec
Total 5.3 x 10−6 std cc/sec
Table 3.1: Estimated leak-rates for all O-ring seals on ACTPol’s vacuum shell, computed
using Equation 3.5 and assuming the parameter values listed in the small table at the top
(parameter units are discussed in the text). The permeability rate F is a combined order
of magnitude estimate for both O2 and N2 based on Table 3-24 in [1], while the factor Q is
based on Figure 3-11 in the same reference. Leak-rate values in the right-most column of
the bottom table are only approximations, with typical uncertainties of ± 50%.
pressure inside the receiver after extended periods under vacuum, confirming the absence
of any larger, more significant leaks. Leak-rates of this magnitude are also small enough
to be effectively handled by cryogenic adsorption onto cold surfaces2, allowing the pressure
inside the vacuum shell to drop as low as 10−7 torr during normal operations.
3.1.2 Cold Plates
Mounted directly inside the outer front plate of the vacuum shell is the receiver’s cold-plate
assembly, the structural and cryogenic foundation for all of ACTPol’s internal components.
2A large charcoal getter has been installed on the 4 K cold-plate for exactly this purpose
60
The assembly contains two aluminum plates which are thermally isolated from the exterior of
the cryostat by two cylindrical suspensions made of cryogenic-grade G-10, a fiberglass epoxy
laminate with high thermal resistivity at cryogenic temperatures. A three-dimensional
rendering of the assembly is shown in Figure 3.3. The first plate (closest to the receiver’s
exterior), referred to as the 40 K cold-plate due to its nominal operating temperature,
supports both upper and lower sections of the 40 K radiation shield as well as the 4 K
cold-plate. The latter serves as mechanical base for the 4 K radiation shield and optics
assemblies, featuring three circular openings that permit radiation from the windows to
pass through to the detectors via both upper and lower optics tubes. In an effort to reduce
thermal gradients and improve cooling, the 4 K plate was machined out 1100 aluminum -
an alloy with relatively high thermal conductivity at cryogenic temperatures [120].
The cold-plate assembly’s functional role as an optics mount required that the entire
structure be both rigid and properly aligned to the front plate of the receiver3. While
potential deformations due to vacuum warping of the cryostat’s exterior were minimized by
mounting the first G-10 support cylinder to the edge of the 1.5 inch thick solid aluminum
outer front plate, misalignments due to machining errors and elastic deflections of the
materials under realistic loading conditions were still a possibility. Initial estimates of
loading deflections based on finite-element analyses of both G-10 supports were quite small,
reaching a maximum of 50 µm near the edge of the 4 K cold-plate. To check for these
as well as any additional machining and manufacturing errors, the assembly was subjected
to a number of different load tests in which force was applied perpendicular to the optics
mounting surface (simulating the weight of three optics tubes). Using an alignment telescope
and a retro-reflective target to measure relative angles and distances, it was determined that
the 4 K cold plate is aligned to within 250 µm of its desired position relative to the front
plate of the receiver and deflects by no more than 125 µm4 when subjected to a shear load
- well within the design tolerances for ACTPol’s optics (see §3.2).
3The front plate not only contains the receiver’s windows, but is also used to locate the internal optics
in the telescope’s coordinate system. A stable and accurate alignment is therefore highly desirable.
4This is actually an upper limit based on the estimated measurement error.
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Figure 3.3: A three dimensional rendering of the ACTPol cold-plate assembly. The 4 K
cold plate (top) is attached to the 40 K cold plate (middle) via a 0.020 inch thick thermally
isolating G-10 cylinder (shown in beige). This assembly is mounted on the receiver’s front
plate (bottom) via an additional 0.047 inch thick G-10 cylinder. The three holes in the
bottom cylinder are used as housekeeping and detector cable feedthroughs.
3.1.3 Upper Optics Tubes
Each of the upper optics tubes is mounted to the skyward side of the 4 K cold-plate and
contains a set of filters, the first of three silicon lenses, as well as a baffle tube to protect the
downstream optics from infrared radiation. All mechanical supports for these assemblies
are made of aluminum, thereby allowing components to be effectively cooled to nominal
operating temperatures around 4 K. A partially assembled upper optics tube (without
filters) may be seen on the left side of Figure 3.4, while the right side of the same figure shows
a zoomed in view of the baffle tube. The baffles are designed to absorb infrared radiation
that enters the tube outside the direct field of view of the detectors and is not reflected by
the filter stack. This not only reduces the thermal load on the 1 K and 100 mK optics,
but also helps prevent high-frequency out-of-band radiation from reaching the bolometers.
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Figure 3.4: Left : View of a partially completed upper optics tube for one of the 149 GHz
arrays. The 4 K lens is visible inside its mounting cell, which is mounted to a baffle tube
(cylinder at the bottom) at its base. The filter assembly that attaches to the top of the lens
cell was not yet installed at the time this photo was taken. Right : View of the inside of a
baffle tube, looking through the 4 K cold plate toward the skyward side of the receiver. The
baffle surfaces are covered in a black infrared absorbing compound (see text for details).
This photo was taken during a test-installation of the tube with no lenses or filters present.
Since aluminum is not an efficient absorber, both sides of every baffle (as well as all other
large metal surfaces inside the optics tube) are coated with a mixture of Stycast 2850 FT5
and carbon lampblack to a depth of ∼1 mm - a technique that has been shown to greatly
improve absorptivity in the infrared [17].
Immediately above the baffle tube sit the 4 K lens and low-pass filter cells. Both
employ a spring-like mounting system that securely holds optical elements in place while
preventing damage due to motion-induced vibrations and differential thermal contraction
between materials. Compared to their aluminum mounts, the silicon lenses contract far
less when cryogenically cooled, while the polypropylene filters contract considerably more
[72, 109, 104]. Thus, depending on the material, the optical element may either be poorly
constrained when warm (silicon) or cold (polypropylene). To prevent this from happening,
groove-mounted Spira6 beryllium-copper gaskets are used to apply a small amount of force
5Emerson & Cumming, 46 Manning Road, Billerica, MA
6Spira Manufacturing Corporation, 12721 Saticoy Street South, North Hollywood, CA
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Figure 3.5: Front side of receiver with all three upper optics tubes installed. Three reflective
infrared blocking filters are visible at the top of the tubes, which are wrapped in multiple
layers of aluminized mylar to shield against thermal radiation.
at the edges of the lenses and filters under all thermal conditions. Not only do these
gaskets provide mechanical constraint, but also ensure that the materials are in good thermal
contact throughout the cooling process. Due to its thin profile (∼ 4 µm), the infrared
blocking filter at the top of the filter assembly (just above the low-pass filter) is not spring-
mounted, but epoxied directly into an aluminum ring instead. Figure 3.5 shows these filters
along with all three completed upper optics tubes while installed installed in the front of
the receiver. A fully annotated schematic of both upper and lower optics tubes is provided
in Figure 3.6 for additional reference.
3.1.4 Lower Optics Tubes
The lower optics tubes house all remaining lenses and filters, as well as the detectors and
their cold readout electronics. Each tube is mounted opposite to its corresponding upper
optics tube on the back side of the 4 K cold-plate via a 0.032 inch thick cylindrical carbon
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Figure 3.6: Annotated cross-section of both upper and lower optics tube assemblies for one
of the 149 GHz arrays. The two tubes are mounted on either side of the 4 K cold-plate,
where a circular opening allows radiation to passes from one side to the other. Also shown
are the front plate of the receiver, the 40K plate and filter assembly, as well as sections of
the 1 K and 100 mK thermal interfaces. Figure courtesy of Robert Thornton.
fiber support. All components are suspended within or just outside this thermally isolating
cylinder, allowing them to be cooled to 1 K and below during normal operations. Light
enters the assembly from the upper optics tube via an opening in the 4 K cold-plate and an
aperture (Lyot) stop at the skyward side of the tube (toward the left in Figure 3.6). Below
the aperture stop are a low-pass filter assembly and two lens cells (similar to those described
in §3.1.3), all of which are rigidly attached to a 1 K cold-plate mounted to the back side
of the carbon fiber support near the bottom of the tube. All interior metal surfaces in this
section of the assembly are IR blackened in the same manner as the upper optics tube.
At the very back of the lower optics tube assembly sits the detector array module and
all associated cold readout electronics. Due to its nominal operating temperature near 100
mK, the detector module attaches to the 1 K cold-plate via a thermally isolating set of
re-entrant carbon fiber cylinders. A G-10 wedge mounted to the cold side of this assembly
sets the relative orientation of the focal plane with respect to the rest of the receiver’s
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optics. The module itself, which is made of oxygen-free high-conductivity (OFHC) copper
to minimize thermal gradients, not only houses the detectors, but also contains the feedhorn
array (§3.2.4) and first-stage readout printed circuit boards (PCBs). Figure 3.7 shows a
partially assembled lower optics tube both with (right) and without (left) the detector array
module installed. When the tube is fully assembled, a cylindrical copper shield mounted to
the 1 K cold plate encases the detector module in order to protect it from a relatively warm
(∼ 4 K) radiative environment. An additional set of PCBs containing the 1 K readout
electronics partially surround this shield along its perimeter.
Since both the detectors and some of the readout components are sensitive to magnetic
interference (caused by scan-synchronous modulation of the Earth’s magnetic field, for
example), the entire lower optics tube is enclosed by two concentric cylindrical shells made
of Amumetal 4K, a high magnetic permeability nickel-iron alloy fabricated by Amuneal7.
We may estimate the overall effectiveness of this magnetic shielding by considering the
attenuation parameter, α, of field-strength inside the enclosure:
Hinterior =
1
α
Hexterior (3.6)
If we model the shields as two concentric spherical shells in the presence of a static external
magnetic field8, this parameter is given by [119]:
α12 = 1 +
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where ai and bi are the inner and outer radii of the shells, respectively, mi = (1−a3i /b3i ), and
µr = µ/µ0 is the relative magnetic permeability of the material. In the high-permeability
limit (µr  1), this may be written as:
α12 =
2µr
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(3.8)
7Amuneal Manufacturing Corp., 4737 Darrah Street, Philadelphia, PA
8Despite a shield geometry that is closer to cylindrical and the presence of time-dependent fields, this
approximation does well enough to illustrate the effect and obtain order of magnitude estimates.
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Figure 3.7: View of a partially completed lower optics tube for one the 149 GHz arrays.
The left image shows the front side of the tube during the assembly process on the lab
bench without the detector array module. The G-10 wedge is clearly visible at the top.
The right image shows the tube mounted to its carbon fiber support cylinder (black) with
the detector module installed. The two wires exiting the 1 K cold-plate toward the top are
connected to thermometers near one of the lenses and the Lyot stop. Photos by Jon Ward.
If we allow the second shell to vanish (a2 → b2) in the above equation, we obtain the
attenuation factor for a single shield:
αi =
2µr
9
(
1− a
3
i
b3i
)
(3.9)
Thus, we see that field attenuation increases with increasing magnetic permeability and
relative thickness of the material. If we make the further assumption that the shells are
thin compared to their radii (ai/bi ≈ 1), Equation 3.8 may be written in terms of the
single-shield attenuations as follows:
α12 = α1 + α2 + α1α2
(
1− b
3
1
a32
)
(3.10)
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Figure 3.8: View of all three lower optics tubes mounted to the 4 K cold-plate toward the
back side of the receiver. Each tube is surrounded by two concentric magnetic shields, the
outermost of which is clearly visible. The black surface toward the bottom of the image is
a charcoal getter mounted to the 4 K cold-plate. Photo by Jon Ward.
Not only do the attenuation factors add linearly when combining two magnetic shields, but
multiplicative gains may also be achieved by choosing an appropriately large gap between
them. Given the permeability data from the material manufacturer (µr = 75000 for a static
field) and the geometry of the shielding setup in ACTPol, we estimate an attenuation factor
of up to ∼ 17000. This drops to ∼ 400 for an oscillating field at 60 Hz (µr = 10000). All
three lower optics tubes, fully enclosed in their magnetic shielding, are shown mounted to
the 4 K cold plate in Figure 3.8.
3.1.5 Radiation Shields
In addition to the 1 K copper shields used to enclose the ∼ 100 mK detector array modules,
there are two large aluminum cylinders mounted to both the 40 K and 4 K cold-plates
which surround most of the components inside the receiver in order to protect them from
excess radiative thermal loading. The outer surfaces of these radiation shields are both
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wrapped in multiple layers of aluminized mylar in order to reduce the total amount of
thermal radiation absorbed, thereby lowering their overall temperature and limiting the
power re-radiated to colder thermal stages. The 40 K shield, which also serves as a thermal
conduit between the front of the receiver and the pulse-tube cooler at the back, consists of
two independent sections which are mounted to either side of the 40 K cold-plate. The front
section surrounds the upper optics tubes and supports the 40 K filter assemblies, while the
rear encloses the 4 K radiation shield and contains openings for both the pulse-tube and
dilution refrigerator (DR). Both sections were fitted with high-purity aluminum strips to
improve thermal conductivity. The 4 K radiation shield, which mounts to the rear of the
4 K cold-plate, encloses the lower optics tubes and the coldest two stages (1 K and 100 mK)
of the DR. Surfaces on both shields that face any portion of the optics tube assemblies were
IR blackened in the manner described in §3.1.3.
3.2 Optics
In order to achieve diffraction-limited performance over a large field of view, the image of the
sky formed at the telescope’s Gregorian focus must be properly transformed, filtered, and
coupled to the cryogenic focal plane before being read out by the detectors. This requires a
combination of specially designed optical components held at a number of different positions,
orientations, and temperatures inside the receiver, mostly within the optics tube assemblies
described in §3.1.3 and §3.1.4. The optical chains for each of ACTPol’s three arrays were
numerically optimized to achieve high optical throughput, image quality, and instrument
sensitivity, taking into account both the size limitations of the receiver9 and some of the
optical elements10. The use of feedhorns also imposed the additional requirement that the
resulting focal planes be telecentric (near perpendicular incidence for chief rays originating
at the center of the aperture) in order to maximize the coupling efficiency of the incoming
9Due to the fixed size of the telescope’s existing receiver cabin.
10The largest available low-pass filter, for example, was ∼ 30 cm in diameter
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Figure 3.9: Ray-trace diagram of ACTPol’s 149 GHz (bottom) and 97/149 GHz dual-band
(top) optical chains. The second set of 149 GHz optics, located behind the first 149 GHz set
in this figure, is not shown for clarity. All three chains feature UHMWPE windows, three
silicon lenses, a Lyot stop, multple IR blocking and low-pass edge filters, as well as an array
of corrugated feedhorns at the cryogenic focal plane. Note that the telescope’s Gregorian
focus is located just inside the receiver (where the rays converge near the first lens) and is
tilted with respect to the front plate. Figure courtesy of Robert Thornton.
radiation [44]. The final designs, two of which are shown as ray-trace diagrams in Figure 3.9,
achieve Strehl ratios (§2.2.1) better than 0.9 over a ∼ 1◦ field of view each.
Apart from the exact positions and shapes of their constituents, the configurations of
all three optical chains are essentially the same. Light enters through ultra high molecular
weight polyethylene (UHMWPE) windows at the front of the cryostat and then immediately
passes through a series of IR blocking and band-defining low-pass edge (LPE) filters held at
∼ 300 K, 40 K, and 4 K. Just below these filters, the incoming radiation encounters the first
of three silicon lenses (nominally held at ∼ 4 K), which transforms the Gregorian focus into
an image of the primary reflector illumination at a ∼ 1 K Lyot stop near the entrance of the
lower optics tube. The stop’s outer surface is blackened on both sides to both limit incoming
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out-of-band radiation and prevent in-band reflections. The second and third silicon lenses,
also held at a temperature near 1 K, then transform the image of the primary back to
an image of the sky at the cryogenic focal plane, where an array of corrugated feedhorns
couples the radiation to the detectors. Three additional LPE filters, also located between
the Lyot stop and feedhorns (two at 1 K and one at 100 mK), complete the cold set of
optics. Further details about the shapes, placement, and composition of individual optical
elements are given in the subsections that follow.
3.2.1 Windows
The need for a high-vacuum environment inside the receiver (see §3.1.1) necessitated the
use of microwave-transparent windows at the front of each cold optical chain. Given each
array’s ∼ 1◦ field of view, these windows needed to be quite large (∼ 30 cm diameter)
to accommodate the optical path of every detector, despite being in close proximity to
the Gregorian focus of the telescope. An optimal window material would thus not only
have to have high in-band transmission, but also need to be stiff enough to limit vacuum-
induced deflection and prevent interference with the IR blocking filter assemblies just below
the front plate of the cryostat. Ultra high molecular weight polyethylene (UHMWPE)
was ultimately chosen for this purpose, having already been effectively used by instruments
operating at similar frequencies such as ABS [36], EBEX [96], and MBAC. Its relatively high
elastic modulus also made it an excellent choice compared to other, more pliable candidate
materials (e.g. Zotefoam) that require much thicker windows for similar levels of deflection.
If we approximate the windows as clamped circular plates undergoing linear elastic
deformation, the deflection may be quantified as follows [95]:
∆z(r) =
3
16
1− ν2
h3E
(
a2 − r2
)2
∆P (3.11)
where a is the radius of the window, r is the linear distance from its center, h is its thickness,
E and ν are Young’s modulus and Poisson’s ratio for the material (respectively), and ∆P
is the differential pressure between the exterior and interior of the cryostat. Using values of
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E = 0.8−1.6 GPa and ν = 0.46 for UHMWPE [63], a radius of a = 15.7 cm for the receiver’s
largest aperture, and a nominal pressure of ∼ 545 mBar at the ACT site, we estimate a
required window thickness of 4.8 - 6.1 mm for a maximum deflection less than 2.7 cm (the
distance to the first filter assembly). A slightly larger thickness of 6.35 mm (1/4 inch) was
ultimately chosen in order to accommodate higher pressure differentials, possible plastic
deformations near the clamp edges, and a decrease in the material’s elastic modulus due to
solar heating. Laboratory tests conducted at 0.5 atm differential pressure revealed that the
windows behave as expected, deflecting by at most ∼ 2 cm while at room temperature and
∼ 2.3 cm when fully illuminated by the sun - well within the required tolerance.
While a UHMWPE sheet of this thickness is not expected to have significant in-band
absorptive losses, its relatively high index of refraction (n ≈ 1.52 at 144 GHz [111]) will
lead to undesirable reflective losses at the material surfaces. For an electromagnetic wave
propagating across a boundary between two refractive media, the total reflectance is given
by Fresnel’s equations. At normal incidence, these reduce to:
R =
∣∣∣∣n1 − n2n1 + n2
∣∣∣∣2 (3.12)
where n1 and n2 are the refractive indices for the first and second medium, respectively, in
the direction of propagation. Based on Equation 3.12 and our choice of material, we expect
∼ 4% of in-band power to be reflected on either side of the window. To mitigate this effect,
thin layers of dielectric material are bonded to the window surfaces in order to form an
anti-reflective (AR) coating. By considering reflection and transmission at each boundary,
one may derive the effective total reflectance that results from such a coating11:
R = (n1n2 − n
2
ar)
2 + (n21 + n
2
ar)(n
2
2 + n
2
ar) cos
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(n1n2 + n2ar)
2 + (n21 + n
2
ar)(n
2
2 + n
2
ar) cos
2(2πnar δ/λ)
(3.13)
where nar is the index of refraction for the coating material, δ is its thickness, and λ is the
wavelength of the radiation. The reflectance may thus be minimized by selecting a material
11Assuming normal incidence, zero dielectric loss, and ignoring reflections at any subsequent boundaries.
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with refractive index nar =
√
n1n2 and thickness δ = λ/4nar. Sheets of 0.43 mm thick
expanded PTFE (Teflon), which come quite close to meeting the refractive index (n ∼ 1.2)
and thickness requirements, were chosen for the AR coatings. This material has already
proven to be effective when used with UHMWPE windows on MBAC [110], and is expected
to perform well across ACTPol’s observing bands.
3.2.2 Lenses
The telescope’s Gregorian focus is reimaged by each optical chain using three plano-convex
lenses whose position, orientation, and curved surface geometry is numerically optimized to
yield high Strehl ratios and telecentricity over ACTPol’s relatively large (∼ 1◦ diameter)
fields of view. The optimization procedure not only resulted in lens configurations that
featured numerous small tilts and offsets (see Figure 3.9), but also revealed that a lens ma-
terial with high refractive index was needed to accommodate designs capable of achieving
diffraction-limited performance within the available space. High purity silicon not only sat-
isfies this index requirement (n = 3.4), but also has numerous other desirable qualities: its
high thermal conductivity below 10 K [105] results in smaller temperature gradients (thereby
limiting thermal emission), while its low microwave loss tangent (< 7 × 10−5 at 4 K [27])
minimizes in-band absorptive losses. We may quantify these losses by modeling each lens
as a low-loss dielectric12 whose total absorption at a particular wavelength λ is given by
[11]:
A = 1− e−2πn tan δ∆x/λ (3.14)
where tan δ is the loss tangent of the material and ∆x its thickness. Assuming normal
incidence and using the maximum thickness of each lens as an upper bound, we estimate
total dielectric losses due to all three lenses of 4.8% (3.3%) at 149 GHz (97 GHz).
Using a high refractive index material such as silicon does have one major disadvantage:
the potential for significant reflective losses at the material boundaries (see §3.2.1). Ac-
cording to Equation 3.12, the reflectance at each lens surface is expected to be nearly 30%
12A good approximation at low temperatures since charge carriers mostly freeze out.
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- far too great of an effect, especially when compounded over all three lenses. The use of
a properly designed anti-reflective coating (such as that described in the previous section)
was therefore of great importance. As was the case for the receiver windows, the lens AR
coating material needed to have low in-band absorptive losses, as well as the correct index of
refraction and thickness to maximize transmission. Unlike the windows, however, the cryo-
genic cooling of the lenses imposed the additional requirement that the material’s thermal
contraction be well matched to that of silicon in order to ensure proper adhesion. While
a number of different materials were considered for this purpose, an alternate method of
producing an AR coating was ultimately chosen: machining the surface of the silicon itself.
When two different dielectrics are combined to form a compound material, the resultant
electrical permittivity becomes a hybrid of the two, with the exact details depending on the
constituents’ volume ratio, geometric layout, and the wavelength of the incident radiation.
Let us consider, for example, the one-dimensional case in which alternating parallel layers of
materials with permittivities ε1 and ε2 are repeated with a period d = h1+h2, where hi is the
thickness of each layer. In the long wavelength limit (λ >> d), the effective permittivity ε̃
for an electromagnetic wave propagating parallel to the layer boundaries is given by [102]:
ε̃TE =
h1ε1 + h2ε2
d
ε̃TM =
d
h1/ε1 + h2/ε2
(3.15)
where the subscripts TE and TM denote the transverse electric and transverse magnetic
polarization states, respectively. Based on Equation 3.15, it is evident that a metamaterial
with a custom refractive index ñ =
√
ε̃µ̃ that lies between the refractive indices of its two
constituent dielectrics may be produced by simply varying a few geometric parameters13.
This technique could thus be extended to fabricating finely tuned AR coatings for ACTPol’s
lenses, with the silicon substrate and evacuated grooves forming the two alternating dielec-
tric layers. In addition to a precisely controlled refractive index and thickness, such a coating
would have perfectly matched thermal contraction and lower in-band losses than silicon.
13Though relationships similar to those shown in Equation 3.15 exist for the effective magnetic permeability
µ̃, the use of two dielectrics fixes its value at unity since both materials are non-magnetic
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Figure 3.10: Left : Zoomed-in photograph of an ACTPol lens surface featuring a two layer
metamaterial AR coating. The smooth, uncoated edge of the lens (used for mounting pur-
poses) is visible toward the right. The inset shows a cross-section of the coating, with
grooves of different widths and depths highlighted by the dark background. Right : Mea-
sured and simulated reflectance of an AR coated lens surface at 15◦ incidence across the
full 149 GHz band (shaded in gray). Both linear polarization states (TE and TM) are
included. Two simulation types are shown per polarization: the one labeled “single-sided”
assumes a single flat AR coated surface, while the one labeled “two sided” assumes two flat
coated surfaces on either side of the lens. The amplitude and location of the fringes in the
simulations do not perfectly match measurements due to the use of simplified geometric
models. Both photo and figure courtesy of Rahul Datta.
The practical considerations for the lens AR coating design were a bit more complex
than those described above, with birefringence and diffraction being of great concern. In
the one-dimensional case described by Equation 3.15, it is clear that the refractive index
of the metamaterial will depend on the polarization state of the incident radiation, leading
to differential transmission and potentially undesirable levels of instrumental polarization.
Furthermore, machining limitations impose constraints on both the spacing and size of the
grooves cut into a silicon surface, thus requiring careful consideration of possible diffraction
effects that are neglected in the long wavelength limit. To address these issues, the coating
was made two-dimensional (to minimize birefringence) and modeled using electromagnetic
field simulation software. The design features two layers of orthogonal grooves whose depths,
widths, and spacing were numerically optimized to minimize reflections across ACTPol’s
149 GHz observing band. The coating was machined onto the surfaces of curved silicon lens
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blanks produced by Nu-Tek Optical Corporation14, with dicing saws cutting the grooves in
a specially-designed gantry at the University of Michigan. The coated lenses, an example
of which can be seen on the left side of Figure 3.10, were then tested for their in-band
reflectance using a custom reflectometer. The results, shown for a 15◦ angle of incidence
on the right side of Figure 3.10, are broadly in agreement with simulations and suggest
that both reflectance and differential transmission should not exceed 0.5% across the entire
observing band. Additional details about the performance and fabrication of the lens AR
coating for the 149 GHz band may be found in Datta et al. 2013 [27], while a similar three-
layer coating for the 97/149 GHz multichroic optics is described in Datta et al. 2016 [29].
3.2.3 Filters
In order to maximize the signal-to-noise and scientific returns of their data, CMB exper-
iments often filter out the majority of the electromagnetic spectrum, leaving only narrow
bands of radiation to be measured. The specific reasons for doing so are many, and include
avoiding large levels of atmospheric absorption / emission (§2.1.1), minimizing astronomical
foreground contamination, and increasing the dynamic range of the instrument (§3.3). In
ACTPol, the filtering of undesirable wavelengths is accomplished using a series of metal-
mesh low-pass edge (LPE) filters, waveguides, and resonant microstrip stub filters. While
the latter two are discussed in §3.2.4 and §3.3.3, respectively, the LPE filters (as well as a
set of complementary metal-mesh IR blockers) are the topic of this subsection.
Regular grids of conductive metallic structures have the capacity to filter incoming elec-
tromagnetic radiation by preferentially reflecting or transmitting certain wavelengths, with
the specifics depending on the exact geometries. A simple example is a set of thin metal
squares separated by small gaps - this has the desirable property of reflecting wavelengths
roughly greater than or equal to the principal grid dimension (i.e. a low-pass filter). Follow-
ing Ulrich [117], let us parameterize such a grid by its gap spacing 2a and period g (see the
left side of Figure 3.11). If we assume thin squares (thickness δ  a) and radiation with
14http://www.nu-tek-optics.com
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Figure 3.11: Left : Geometrical model of a capacitive mesh. The grid consists of thin metal
squares (shown in gray) separated by gaps of width 2a. The pattern repeats itself with
period g. Right : An equivalent electrical model for a capacitive mesh at wavelengths where
diffraction does not dominate (λ > g). The circuit resembles a lumped capacitance in a
transmission line, with resistive, capacitive and inductive elements in series.
wavelength λ > g at normal incidence to the surface, we may model this grid as a lumped
circuit element (see right side of Figure 3.11) with characteristic impedance Z:
Z(ω) =
1
2
[
R+ i
(
ωL− 1
ωC
)]
(3.16)
where ω = g/λ is the grid-normalized frequency. Because this impedance resembles a
lumped capacitance, this type of metallic grid often referred to as a capacitive mesh. The
corresponding frequency-dependent reflectance for this circuit model is then given by:
R(ω) = 1
(R+ 1)2 +
(
ωL− 1ωC
)2 (3.17)
Note that the reflectance is maximized at ω0 ≈ 1/
√
LC (if R only weakly depends on ω),
and decreases as ω → 0. If the gap widths are assumed to be small compared to the grid
period (a/g . 0.1), the circuit parameters L and C may be expressed in terms of the
geometric parameters as follows:
ω0L =
1
ω0C
=
1
2 ln(csc(aπ/2g))
(3.18)
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ω0 = 1− 0.27(a/g) (3.19)
Note that R may also be defined in terms of the grid geometry, though its dependence is a
bit more complex; a rough estimate is given by:
R =
1
2(1− 2a/g)
√
c
σλ
(3.20)
where c is the speed of light and σ the bulk conductivity of the metal. In practice, however,
the losses in the substrate on which the grid may be suspended must also be included.
While the simplified model discussed above does not address diffractive properties or
polarization effects, it is nevertheless useful to understanding the long-wavelength behavior
of a capacitive mesh - especially when multiple grids are stacked together to form what’s
known as an interference filter15. It is precisely this technique that is used to construct
ACTPol’s metal-mesh LPEs at Cardiff University, where Ade et al. [6] have developed a
comprehensive program for the design, manufacture, and characterization of these types of
filters: Each capacitive mesh is formed by patterning a thin (∼ 0.4 µm) copper film onto
a polypropylene spacer; multiple spacers are then hot-pressed together to form a cohesive
filter structure that is mechanically stable and able to withstand repeated cryogenic cycling.
An example of a completed LPE filter is shown inside a mounting assembly on the left side
of Figure 3.12. The geometry as well as quantity of metal grids and dielectric spacers are
carefully tuned to deliver a sharp low-pass edge and attenuate pass-band ripples (due to
multiple interference) over a wide range of incident angles. In order to mitigate the effects of
coherent out-of-band diffraction, the individual meshes are randomly oriented with respect
to one another as shown on the right side of Figure 3.12. This not only helps minimize
high-frequency leaks, but also has the added benefit of reducing cross-polarization resulting
from differential transmission at non-normal angles of incidence16.
15The multiple reflections induced by successive meshes interfere constructively and destructively to define
a more complex filter response function.
16Differential transmission through a square mesh arises at oblique incident angles due to the different
effective surface geometries encountered by orthogonal polarizations. By randomly orienting the meshes,
these geometric effects will tend to cancel each other.
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Figure 3.12: Left : An ACTPol metal-mesh low-pass edge filter seated in its mounting
assembly during installation. The filter is roughly 30 cm in diameter and appears reddish-
brown in color due to the embedded copper meshes. Right : Schematic of the filter assembly
process showing multiple polypropylene-backed capacitive meshes that are randomly ori-
ented to minimize diffraction and cross-polarization. The dielectric spacers are hot-pressed
together to form the single filter structure seen in the photograph on the left.
Although individual LPEs are designed to maximally reflect out-of-band radiation, their
inherent resonant behavior induces harmonic leaks at multiples of their cutoff frequency.
For this reason, each of ACTPol’s three optical chains employs a series of five such filters
to help define the instrument’s spectral response. By staggering their cutoffs such that
the harmonics of one filter do not significantly overlap with those of any other, these high-
frequency leaks may be suppressed to levels better than -30 dB and -90 dB in the far and
near infrared bands, respectively [5]. This is also evident in Figure 3.13, which shows the
individual and combined transmission spectra for one of the receiver’s 149 GHz filter stacks.
The cutoff frequencies of ACTPol’s LPE filters, in addition to a few other relevant details,
are given in Table 3.2. Note that almost every filter in a stack is thermally sunk to a different
cryogenic temperature stage - this is due to two material properties of their polypropylene
spacers which have not yet been discussed: absorptance and thermal conductivity.
The use of dielectric spacers in filters using capacitive meshes provides a great mechanical
advantage, but comes with the risk of both in-band losses and out-of-band thermal emission.
Tucker and Ade [116] have investigated these undesirable effects using polypropylene discs
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Figure 3.13: Transmission spectra for the PA2 LPE filter stack based on Fourier transform
spectrometer measurements conducted at Cardiff University. The curves are labeled accord-
ing to their nominal cutoff frequencies and alphanumerical identifiers. Note the harmonic
leaks visible for both the 6.2 cm−1 and 5.85 cm−1 LPEs - these are significantly suppressed
in the combined spectrum of the stack (black curve) by appropriately staggering filter cutoff
frequencies. Data courtesy of Carole Tucker.
similar to those used in LPE filters. While they find that this spacer material has good
transmittance at millimeter and submillimeter wavelengths, its absorptance in the infrared is
quite high - especially near the peak of 70 - 300 K blackbody spectra. Given the poor thermal
conductivity of polypropylene at cryogenic temperatures [12] and the filters’ relatively large
diameters, emission from the receiver window and other warm surfaces thus has the potential
to induce significant heating in ACTPol’s LPEs17. Not only will the absorbed power add
to the thermal load on the cryogenic stage to which a filter is mounted, but re-emission and
subsequent absorption by adjacent filters in the stack may propagate this power to colder
stages and the detectors themselves. In order to lessen the magnitude of these effects, a
17Since a filter’s only thermal contact points are at its edge, poor thermal conductivity, high absorptance,
and a large diameter result in an increased thermal gradient to its center.
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Filter Location Array Temperature Identifier Cutoff
Canopy Plate PA1 40 K K1706 12 cm−1
Lens 1 PA1 4 K K1674 9 cm−1
Lyot Stop PA1 1 K K1680 6.2 cm−1
Lens 2 PA1 1 K K1690 5.7 cm−1
Array Module PA1 100 mK K1707 5.85 cm−1
Canopy Plate PA2 40 K K1806 12 cm−1
Lens 1 PA2 4 K K1807 9 cm−1
Lyot Stop PA2 1 K K1808 6.2 cm−1
Lens 2 PA2 1 K K1795 5.7 cm−1
Array Module PA2 100 mK K1809 5.88 cm−1
Canopy Plate PA3 40 K - 12 cm−1
Lens 1 PA3 4 K - 9 cm−1
Lens 2 (#1) PA3 1 K - 6.2 cm−1
Lens 2 (#2) PA3 1 K - 5.7 cm−1
Array Module PA3 100 mK - 5.88 cm−1
Table 3.2: Nominal cutoff frequencies and temperatures for metal-mesh LPEs in each of
ACTPol’s three filter stacks. Each filter’s approximate mounting location and unique al-
phanumeric identifier are also given. The temperatures listed are only to identify a cryogenic
stage - actual LPE temperatures may run quite a bit higher, especially near the center of
the filters (see discussion in the text for further detail).
series of infrared blockers were installed on the skyward side of the 40 K and 4 K LPEs in
each filter stack. Made of a single 3.3 µm film of polypropylene with capacitive mesh grids
on each surface, the blockers have been shown to significantly reduce the IR loading and
heating of LPE filters [116]. Further reductions in loading of both the cryogenics and the
detectors are achieved by distributing the LPEs over multiple temperature stages, ensuring
that most of the remaining infrared power is gradually absorbed (and conducted away) by
all but the coldest filters in the stack.
3.2.4 Feedhorns
The final element in the receiver’s optical chains are a set of microwave feedhorns that couple
the incoming radiation to individual detectors via microfabricated orthomode transducers
(OMTs) on the detector wafer stack (described in §3.3). In the time-reversed sense, each
feedhorn illuminates an image of the primary reflector at a Lyot stop near the edge of an
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optically deadened ∼ 1 K cavity. Any portion of a horn’s radiation pattern that falls outside
of this stop will not couple to signal from the sky, but instead be subject to background
radiation from surfaces held at temperatures near 1 K and below. There is thus an important
trade-off in optimizing a horn’s design: a broad radiation pattern will ensure that the
primary reflector is well illuminated, taking full advantage of the telescope’s collecting
area and diffraction-limited resolution. A narrow radiation pattern, on the other hand,
has the benefit of lower background spillover, increasing the fraction of transmitted power
emanating from the sky as opposed to cold surfaces. This trade-off may be quantified by a
parameter known as spillover efficiency: the fraction of a feedhorn’s total throughput that
fills the Lyot stop aperture. The higher the spillover efficiency of a horn, the greater the
amount of its transmitted power that originates on the sky. Of course, there are a number of
other factors to consider when choosing a horn design, including radiation pattern symmetry,
cross-polarization, bandwidth and mechanical constraints.
A conical corrugated shape was chosen as the basis for ACTPol’s feedhorn design.
When operated in a single-moded configuration, this type of horn offers low levels of cross-
polarization, reasonable bandwidth, and a highly symmetric radiation pattern with minimal
sidelobe amplitudes [24]. Instead of the traditional transverse-electric (TE) and transverse-
magnetic (TM) modes propagated in rectangular and circular smooth-walled waveguides,
a corrugated horn transmits radiation via hybrid HE and EH modes that consist of combi-
nations of both TE and TM components. The fundamental HE11 mode has the desirable
property of supporting a rotational degree of freedom via a highly linear transverse elec-
tric field, allowing for efficient coupling to linearly polarized radiation. Furthermore, the
radiation pattern generated by this mode is well modeled by a Gaussian whose width at a
particular wavelength and distance only depends on the horn’s aperture size and flare angle.
The approximate pattern may be derived from the first term of in the Laguerre-Gaussian ex-
pansion of the electric field at a perpendicular distance z from the horn’s aperture plane [10]:
E = A0Be
−2πi/λe−(2πi/λ)(1−B)ρ
2/2z (3.21)
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where A0 is a normalization constant, ρ is the distance from the horn’s axis of symmetry
(which runs in the same direction as z), and B is a complex parameter that depends on z
as well as the horn’s flare angle φ and aperture radius a:
B =
πi
λz/(0.64a)2 + πi(1 + z tanφ/a)
(3.22)
The far field power is then given by:
P =
ε0c
2
|E|2
=
ε0c
2
A20 |B|2e−(πi/λ)(B
∗−B)ρ2/z
=
ε0c
8
(
0.64a
w
)2
A20 e
−ρ2/2w2
(3.23)
where w is the Gaussian width at a given value of z:
w =
√( z
1.28π
)2(λ
a
)2
+ (0.32)2
(
1 + z
tanφ
a
)2
a2 (3.24)
If we are observing the radiation pattern in a plane that is sufficiently far away (z  {a, λ}),
the width reduces to a simple form that is linear in z:
w = z
√(
1
1.28π
)2(λ
a
)2
+ (0.32)2 tan2 φ (3.25)
This allows us to write the normalized power Pnorm ≡ P/P (ρ = 0) as a function of the
angle θ = tan−1(ρ/z) made with respect to the horn’s axis of symmetry:
Pnorm = e
− tan2 θ/2w2θ (3.26)
where wθ = w/z only depends on the wavelength and the geometric parameters a and φ.
While Equation 3.26 is only a good approximation at smaller values of θ and ignores
the effects of sidelobes and radiation pattern asymmetry, it does highlight the dependence
of the Lyot stop illumination on the horn’s geometry. By increasing the aperture size, it
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Figure 3.14: Left : Photograph of the PA1 (149 GHz) single band monolithic silicon feedhorn
array fabricated at NIST. The skyward side of the array is shown, revealing the 4 mm clear
apertures of the horns. The three hexagonal and semi-hexagonal patterns trace out the
shapes of the individual detector wafers that are normally seated on the back face of the
structure. Also visible are a number of small alignment and mounting holes. Photo courtesy
of Johannes Hubmayr. Right : Cross-sectional rendering of the stacked feedhorn designs.
Each horn consists of a profiled corrugated section at the aperture, followed by a mode
converter, conical flare, and a square wave guide. A single wafer of circular waveguide is
seated at the exit aperture to improve coupling to the detector wafer.
is thus possible to improve the per-horn spillover efficiency at the expense of limiting total
throughput, which is proportional to the maximum number of horns that the focal plane can
accommodate. This particular trade-off was optimized for the final horn design in a manner
similar to that described in Griffin et al. [43], resulting in an aperature diameter of ∼ 1.5Fλ
(4 mm) and a spillover efficiency near 70% for the receiver’s 149 GHz arrays [79]. The
remainder of the feedhorn geometry, including corrugation diameter and spacing, was nu-
merically optimized to yield a symmetric radiation pattern with minimal cross-polarization
over the desired bandwidth. The final design also includes a slight departure from a tradi-
tional conical geometry in that it features a non-linear flare profile. This not only reduces
the horn’s length for a given aperture size, but also fixes the phase center (which serves as
the radiation focal point) at the horn’s aperature plane [80].
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In order to achieve the desired electrical properties, feedhorn fabrication needed to be
very precise, with required tolerances less than ∼ 10 µm for numerous geometric features.
Photolithography on a silicon substrate offers this level of precision, permitting tight control
of shapes and positions when combined with a deep reactive ion etch (DRIE) [73]. The use
of silicon also ensures good thermal conductivity and well matched thermal contraction to
the (silicon) detector wafers at cryogenic temperatures. This type of fabrication process has
been extensively developed and tested at the National Institute of Standards and Technology
(NIST), where multiple monolithic arrays of silicon feedhorns have been manufactured for
use in the ACTPol receiver [78]. The left side of Figure 3.14 shows one of these completed
horn arrays for the 149 GHz band: a stack of 37 individual 150 mm diameter (500 µm
thick) processed silicon wafers was carefully aligned, bonded, and then electroplated with
thin layers of copper and gold to guarantee good electrical conductance.
A rendered cross section of the micromachined feedhorn profile is shown on the right side
of Figure 3.14: in addition to the profiled corrugated section at the top, the full design also
features a number of additional elements that help condition the incoming radiation. After
first passing through a hybrid HE11 to circular waveguide (CWG) TE11 mode converter [53],
the signal is fed into a square waveguide (SWG) near the bottom of the stack via a smooth
conical flare. The SWG not only defines the low edge of the 149 GHz band, but also
permits single-moded operation of the horn over a wider bandwidth than a CWG - consider
the minimum frequencies fmin above which modes may propagate in either waveguide [71]:
SWG [TEnm] : fmin =
c
2a
√
n2 +m2 (n 6= 0 or m 6= 0) (3.27)
SWG [TMnm] : fmin =
c
2a
√
n2 +m2 (n 6= 0 and m 6= 0) (3.28)
CWG [TEnm] : fmin =
c
2πr
χ′nm (m 6= 0) (3.29)
CWG [TMnm] : fmin =
c
2πr
χnm (m 6= 0) (3.30)
where c is the speed of light, a is the side length of the SWG, r is the radius of the CWG,
and χnm and χ
′
nm are the mth nonvanishing roots of the nth order Bessel function Jn(χ)
85
Figure 3.15: Measured radiation and cross-polarization patterns for a single band horn in
the PA1 (149 GHz) silicon feedhorn array. The radiation patterns were measured using a
vector network analyzer in planes oriented at 0◦ (E plane) and 90◦ (H plane) with respect
to the dominant electric field polarization of the injected signal. Cross-polarization was
measured in in the 45◦ plane, where this signal is expected to be highest. A full description
of the test setup is given in [18]. Figure courtesy of Johannes Hubmayr.
and its derivative, respectively. In order to avoid the oxygen absorption line centered at
117 GHz (§2.1.1), the low-frequency cutoff of the SWG’s fundamental TE01 mode was set to
123 GHz (a = 1.22 mm). According to Equations 3.27 - 3.30, no higher order modes in this
waveguide (e.g. TE11 and TM11) will propagate below 174 GHz, just above the 170 GHz
high-frequency cutoff of the LPE filter stack. A CWG with the same cutoff frequency for
its fundamental TE11 mode, on the other hand, will admit the higher order TM01 mode
at frequencies as low as 160 GHz. A single-wafer section of CWG was still included at the
bottom of the feedhorn stack in order to better couple outgoing radiation to the detector
wafer OMTs. Figure 3.15 shows the measured radiation and cross-polarization patterns for
a horn in the fully assembled silicon array at multiple frequencies across the 149 GHz band.
Additional details concerning the design and performance of the single band feedhorns may
be found in Britton et al. [18].
The feedhorn optimization and fabrication process for ACTPol’s multichroic array was
quite similar to what has already been discussed, though a few important design modifi-
cations needed to be made to accommodate the broader bandwidth. The horn aperture
diameter was widened to 7 mm in order to maximize the combined signal-to-noise of both
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Figure 3.16: Left : Photograph of the cross-section of a single multichroic silicon feedhorn.
The 7 mm aperature and ring-loaded corrugations are labeled in white. Photo courtesy
of Robert Thornton. Right : Measured (dots) and simulated (lines) radiation patterns
and cross-polarization for a multichroic feedhorn near the center frequencies of the 97 and
149 GHz bands. The measurements were conducted in a manner similar to those done for
single-band horns. Figure courtesy of Johannes Hubmayr.
the 97 and 149 GHz bands, while the corrugation and profile geometry was slightly al-
tered to guarantee symmetric radiation patterns and low cross-polarization across a wider
range of frequencies. To improve the useful hybrid to CWG mode coupling bandwidth (and
thereby total transmission efficiency), a section of ring-loaded corrugations [112] was added
in front of the horn’s conical flare instead of the HE11 to TE11 mode converter used in
the single-band design. Lastly, the SWG section was removed from the end of the horn
since single-moded operation could not be supported across both bands, resulting in multi-
moded transmission18 and a low-freqency cutoff defined by the CWG at the exit aperture.
Figure 3.16 shows a cross section of the design and measured performance of a multichroic
feedhorn - additional details are given in McMahon et al. [75] and Datta et al. 2014 [28].
3.3 Detector Arrays
After being filtered and reimaged by the cryostat’s optics, the incoming optical power must
be transformed into a suitable electrical signal in order to facilitate its measurement. This
is accomplished using a set of three independent detector arrays that couple directly to the
18Higher order modes are later rejected at the detector wafer. See §3.3.3.
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feedhorn exit apertures at the back of the receiver’s cryogenic focal planes. An individual
array consists of three hexagonal (hex) and three semi-hexagonal (semihex) silicon wafer
assemblies mounted in a close-packed configuration to the back of the silicon feedhorn
stack. The wafers are subdivided into numerous discrete pixels, each of which contains an
orthomode transducer (OMT) as well as multiple transition edge sensor (TES) bolometers
that convert each linear polarization and frequency component of an incident signal into
an electric response. A dedicated set of time-division multiplexing (TDM) electronics then
amplify, filter, and digitize these responses using a series of cryogenic and room-temperature
readout stages. The number of pixels contained within a single wafer (and thereby an entire
array) is set by the throughput-optimized feedhorn spacing (§3.2.4), resulting in 127 per
hex and 47 per semihex (522 total) for the two 149 GHz arrays (PA1 & PA2), and 61 per
hex and 24 per semihex (255 total) for the multichroic 97/149 GHz array (PA3)19.
3.3.1 Array Module
The silicon wafers that compose each detector array, along with its feedhorns and first stage
readout electronics, are contained within a single compact array module made of OFHC
copper. These modules, which are cooled to ∼ 100 mK by the receiver’s cryogenic systems,
not only help shield the detectors from stray energetic photons and unwanted thermal
radiation, but also provide critical mechanical support for the instrument’s most sensitive
components. A thick copper ring forms the base of each module assembly and serves as its
primary mounting surface. The array’s silicon feedhorn stack is suspended on the interior of
this ring using six beryllium-copper20 L brackets that have been custom-designed to absorb
the stress resulting from differential thermal contraction of the joined materials. A short
extension tube, which is capped off by the final filter in the array’s LPE filter stack, is
mounted to the skyward side of the copper ring to form a partially closed optical cavity
around the feedhorn entrance apertures.
19Due to readout limitations, the total number of available pixels in each array is actually slightly smaller,
with only 507 and 247 electrically connected in the single-band and multichroic arrays, respectively.
20Brackets used in the instrument’s first array module (PA1) are actually pure copper instead of BeCu.
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Figure 3.17: Left : Photograph of the completed PA1 detector array installed on the back
side of the feedhorn wafer stack inside its array module. The three hex and three semihex
wafers are connected to first stage readout PCBs that surround them via multiple lines of
wire-bonded flexible circuitry (silver). Right : Back view of the partially completed PA3
detector array module showing the detector wafer (center) surrounded by metal-backed
readout PCBs. Also visible are the cantilevered BeCu tripod spring assemblies that secure
the detector wafers to the feedhorns (see text). Both photos courtesy of Emily Grace.
A set of nine metal-backed PCBs containing the first stage readout electronics are
mounted to the rear surface of the copper ring and face the center of the module21. Each
PCB is connected to a detector wafer on the feedhorn stack via high-density flexible su-
perconducting cables [81] and thousands of aluminum wire bonds - see the left side of
Figure 3.17 for an example of a fully wired array. The wafers themselves are seated using a
series of alignment pins, but are otherwise not rigidly connected to the feedhorn assembly.
They are instead held in place using a set of cantilevered BeCu tripod springs, each of which
applies a small amount of force to a wafer’s back surface. The right side of Figure 3.17 shows
these springs mounted above a completed detector array, along with numerous thin copper
sheets used to thermally sink the wafers to the surrounding ring structure. Following the
installation of the detectors and readout PCBs, multiple metal panels are mounted along
the perimeter and back of the module to form a semicontinous thermal shield (see the right
side of Figure 3.7). Additional details about the array module mechanical and electrical
assembly process are given in Grace 2016 [42].
21One additional readout PCB is mounted facing outward.
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3.3.2 Transition-Edge Sensors
The need for high-precision measurements of an incoming signal imposed the requirement
that ACTPol’s detectors be as sensitive as possible to small changes in optical power.
Transition-edge sensor (TES) bolometers, which have seen extensive use by ground-based
CMB measurement instruments (including MBAC [111], SPT [100], and POLARBEAR [57]),
offer the desired level of performance. A typical TES detector consists of a layer of super-
conducting material in good thermal contact with a much larger absorber that is connected
to its cryogenic environment via a weak thermal link. Incoming optical power is incoher-
ently deposited on the absorber, resulting in localized temperature fluctuations that may be
measured by a very sensitive thermometer. Below its transition temperature, the supercon-
ducting element of the detector maintains zero resistance to small electric currents, and thus
remains unresponsive to minor changes in its thermal environment. As the temperature or
current bias are raised toward the superconductor’s critical temperature or current22, how-
ever, the free energy of the superconducting state approaches (and eventually exceeds) that
of the normal resistive state, resulting in a phase transition. It is at this transition between
states that the superconductor becomes an excellent thermistor, responding to small fluc-
tuations in temperature with relatively large changes in resistance. Thus, by appropriately
biasing the detector onto its superconducting transition, even seemingly small changes in
absorbed optical power may be converted into a measurable electrical signal.
In order to quantify a detector’s response, we use the simple first-order23 electro-thermal
model depicted in Figure 3.18. The superconducting element and absorber, which form a
single entity with heat capacity C and temperature T , are connected to a thermal bath
at temperature Tbath via a weak link with thermal conductance G. Electrically, the su-
perconductor is modeled as a temperature and current-dependent resistor R(T, I) ≤ Rn
(where Rn is its normal-state resistance) connected in series with an inductive coil L and
22In the macroscopic Ginzburg-Landau theory of superconductivity, the critical current also depends on
temperature and is given for a thin film by [115]: Ic(T ) = Ic0 (1− T/Tc)3/2, where Ic0 is the critical current
at T = 0 and Tc is the critical temperature of the superconductor.
23While higher order TES models may provide slightly better results in certain instances, first-order
electro-thermal interactions are sufficient to understanding the detector’s basic operation.
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Figure 3.18: A schematic of the first-order electro-thermal model for a typical TES bolome-
ter as discussed in the text. A superconducting thermistor element (blue) with dynamic
resistance R(T, I) is thermally well-coupled to an absorber (green) with heat capacity C
and temperature T . The absorber transfers any excess thermal power Pth to a bath (yellow)
at temperature Tbath via a weak link (red) with thermal conductance G. During normal
operation, the superconducting detector is biased onto its transition by driving current Ibias
through a parallel shunt resistor Rsh, generating electrical power Pe. In this state, changes
in the temperature of the absorber due to fluctuations in incident optical power Pγ induce
changes in the detector’s resistance, resulting in a current response that may be measured
using an ammeter (S1) coupled to a series inductance L.
in parallel with a small shunt resistance Rsh  Rn. When a voltage bias is applied to
the superconductor by driving a current Ibias through Rsh, changes in resistance due to
temperature fluctuations may be measured in the form of a current response using a very
sensitive ammeter S1 inductively coupled to L. The dynamical equations for this model
then follow from standard conservation laws; thermal energy conservation yields:
Pγ + Pe − Pth = C
dT
dt
(3.31)
where Pγ is the absorbed optical power, Pe = I
2R is the electrical power dissipated by the
detector element, and Pth is the power transfered from the absorber to the thermal bath.
Conservation of electrical energy and charge (in the form of Kirchhoff’s laws) applied to the
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electronic circuit component of the model produces a second equation:
V − IRsh − IR = L
dI
dt
(3.32)
where V = IbiasRsh is the bias voltage and I is the current passing through the detector.
Although Equations 3.31 and 3.32 offer a sufficient description of a TES in the stated
configuration, they are inherently non-linear. We therefore restrict our analysis to the small-
signal limit24 of this model and follow the derivation of Irwin and Hilton [52] in order to
gain further insight into detector behavior. We begin by linearly perturbing temperature
and current around their steady-state values T0 and I0:
T = T0 + δT (3.33)
I = I0 + δI (3.34)
where δT  T0 and δI  I0. This allows us to write the TES resistance R as a linear
expansion around its steady-state value R0:
R(T, I) = R0 +
∂R
∂T
∣∣∣∣
I0
δT +
∂R
∂I
∣∣∣∣
T0
δI (3.35)
In order to avoid the use of partial derivatives, it is helpful to introduce the steady-state
logarithmic temperature and current sensitivities α and β:
α =
∂ logR
∂ log T
∣∣∣∣
I0
=
T0
R0
∂R
∂T
∣∣∣∣
I0
(3.36)
β =
∂ logR
∂ log I
∣∣∣∣
T0
=
I0
R0
∂R
∂I
∣∣∣∣
T0
(3.37)
Substituting these into Equation 3.35, we get:
R = R0
(
1 + α
δT
T0
+ β
δI
I0
)
(3.38)
24Typically a good approximation for detectors that are read out with the help of an active feedback
system such as the one used by ACTPol.
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The electrical power Pe may likewise be written as a linear expansion:
Pe = I
2R = Pe0
(
1 + α
δT
T0
+ (2 + β)
δI
I0
)
(3.39)
where Pe0 = I
2
0R0 is the steady-state electrical power dissipated by the TES. For the thermal
side of the model, we fix both the heat capacity of the absorber and the thermal conductance
of the weak link to their steady-state values C(T0) and G(T0), respectively. In particular,
we model the thermal conductance as a power law of temperature:
G(T ) ≡ dPth
dT
= nKTn−1 (3.40)
where the constants n and K depend on the geometric and material properties of the link.
The thermal power may then be expressed as:
Pth(T ) =
∫ T
Tbath
G(T ′) dT ′ = K (Tn − Tnbath) (3.41)
In the small-signal limit, this becomes:
Pth = Pth0 +GδT (3.42)
where Pth0 = Pth(T0) and G = G(T0). Lastly, we allow for small perturbations in the bias
voltage V and optical power Pγ such that:
V = V0 + δV (3.43)
Pγ = Pγ0 + δPγ (3.44)
Combining Equations 3.33, 3.34, 3.38, 3.39, 3.42, 3.43, and 3.44 with 3.31 and 3.32, we
obtain a linear version of the model’s dynamical equations:
C
dδT
dt
= (Pγ0 + Pe0 − Pth0) + I0R0 (2 + β) δI +
(
αPe0
T0
−G
)
δT + δPγ (3.45)
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L
dδI
dt
= (V0 − I0 (Rsh +R0))− (Rsh +R0 (1 + β)) δI −
αI0R0
T0
δT + δV (3.46)
Before solving Equations 3.45 and 3.46 for δT (t) and δI(t), let us make a few simplifi-
cations by examining some limiting cases. First, consider a TES in steady-state operation
such that δT = δI = δV = δPγ = 0; in this state, the dynamical equations reduce to simple
conservation laws for electric potential and total power:
Pth0 = Pγ0 + Pe0 (3.47)
V0 = I0 (Rsh +R0) (3.48)
Thus, the first terms enclosed by parenthesis on the RHS of 3.45 and 3.46 both vanish.
With that in mind, let us next take a look at Equation 3.45 in the case of constant current
(δI = 0) and steady-state optical power (δPγ = 0):
dδT
dt
=
G
C
(
αPe0
GT0
− 1
)
δT (3.49)
The solution to this simple first-order differential equation takes a familiar form:
δT (t) ∝ e(L−1)t/τ (3.50)
where τ ≡ C/G is the natural thermal time-constant and L is the electro-thermal loop
gain of the system under constant current, which is defined as:
L ≡ αPe0
GT0
(3.51)
This parameter characterizes the strength of the feedback loop between the electrical and
thermal components of the model, and is thus directly proportional to the TES temperature
sensitivity α. In the limit where α vanishes (i.e. R is independent of T ), any temperature
perturbations will simply decay with time-constant τ , returning the system to steady-state
temperature T0. It is useful to examine Equation 3.46 in this limit, making the additional
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assumption that the TES is subject to a hard voltage bias (δV = 0):
dδI
dt
= −Rsh +R0 (1 + β)
L
δI (3.52)
This has a solution proportional to e−t/τe , where τe - the natural electrical time-constant of
the TES in a thermally decoupled state - is given by:
τe =
L
Rsh +R0 (1 + β)
(3.53)
Taking into account 3.47 and 3.48, and substituting for τ , τe, and L , we finally arrive at a
simple form for Equations 3.45 and 3.46 expressed in matrix notation:
d
dt
(
δI
δT
)
= −

1
τe
LG
I0L
−I0R0(2 + β)
C
1−L
τ

(
δI
δT
)
+

δV
L
δPγ
C
 (3.54)
We may solve these coupled differential equations by first determining the solutions to
their homogeneous form (δV = δPγ = 0), and then adding any particular solutions resulting
from fluctuations in bias voltage or absorbed optical power. In the homogeneous case, we
make a linear change of variables to functions f±(t) = f±(t) v± that are proportional to the
eigenvectors v± of the matrix on the RHS of Equation 3.54:
v± = −

1−L − λ±τ
2 + β
G
I0R0
1
 (3.55)
where λ± - the corresponding eigenvalues - are given by:
λ± =
1
2τe
+
1−L
2τ
± 1
2
√(
1
τe
− 1−L
τ
)2
− 4R0
L
L (2 + β)
τ
(3.56)
When f±(t) are inserted into 3.54, we obtain a set of decoupled first-order differential
equations which may be easily solved by direct integration:
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d
dt
f±(t) = −λ±f±(t) → f±(t) ∝ e−t/τ± (3.57)
where τ± ≡ 1/λ± are the time-constants that govern the detector’s dynamic response.
Since the functions f±(t) are simply linear combinations of δI(t) and δT (t), we may write
the complete homogeneous solution as a linear combination as well:
(
δI
δT
)
= A+e
−t/τ+v+ +A−e
−t/τ−v− (3.58)
where the constants A± depend on initial conditions. For the particular solution to 3.54, we
restrict ourselves to a hard voltage bias (δV = 0) and a sinusoidal optical power perturbation
δPγ = Re(δP0e
iωt) since this most closely resembles typical TES operation in ACTPol. In
this case, we similarly find solutions proportional to the eigenvectors v±:
(
δI
δT
)
= (B+v+ +B−v−) e
iωt (3.59)
where the constants B± are given by:
B± = ∓
δP0
Cτ
λ∓τ + L − 1
(λ+ − λ−)(λ± + iω)
(3.60)
When added together, Equations 3.58 and 3.59 provide a complete description of the
current and temperature response for a voltage biased TES in the small-signal limit. In
particular, we may use them to compute a detector’s steady-state current responsivity to
fluctuations in optical power sI(ω) = δI/δPγ . Note, however, that either time-constant in
3.58 is allowed to be negative or complex, leading to potential instabilities in the electro-
thermal feedback loop which complicate steady-state operation. These instabilities may be
avoided by imposing the following design requirements which keep the detector response
within the overdamped regime (i.e. τ± ∈ R, τ± > 0):
R0 >
L − 1
L + 1 + β
Rsh (3.61)
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(
1
τe
− 1−L
τ
)2
> 4
R0
L
L (2 + β)
τ
(3.62)
When a hard voltage bias is applied to a TES (i.e. Rsh  R0), Equation 3.61 is easily
satisfied since both β and α (and thus L ) are positive. Equation 3.62, on the other hand,
imposes a restriction on the relative magnitudes of the two time-constants: τ+ < τ−. In
order to guarantee stability over a wide range of biasing conditions and limit the TES
response to single a characteristic time-scale25, this restriction is made even more stringent
for ACTPol’s detectors by requiring that τ+  τ−. As a result, the two time-constants τ±
reduce to τ+ → τe and τ− → τeff - the effective thermal time-constant under electro-thermal
feedback in the limit of vanishing inductance:
τeff =
τ
1 +
R0 −Rsh
Rsh +R0(1 + β)
L
(3.63)
With τ± constrained to be both real and positive, the homogeneous solution to 3.54 vanishes
in the steady-state (t→∞) and we may simply divide 3.59 by δP0eiωt to obtain sI(ω):
sI(ω) = −
1
I0
(
R0−Rsh+
Rsh+R0(1+β)
L
+iωτ
L
L
(
1−L
τ
+
1
τe
)
−ω2τ L
L
)−1
(3.64)
At sufficiently low angular frequencies (ω  1/τeff), this reduces to:
sI = −
1
I0(R0 −Rsh)
(
1 +
Rsh +R0(1 + β)
L (R0 −Rsh)
)−1
(3.65)
Note that the low-frequency responsivity still depends on intrinsic detector parameters such
as α, β, and R0. Any variation in these parameters due to fabrication may lead to large
differences in TES response to the same optical signal across an array. In order to limit the
impact of this effect, all of ACTPol’s detectors are designed to operate using a high level of
electro-thermal loop gain:
L  Rsh +R0(1 + β)
R0 −Rsh
(3.66)
25Within a specified operating bandwidth - typically below 100 Hz.
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As a result, the second term inside the parenthesis on the RHS of Equation 3.65 vanishes,
yielding a detector response that depends only on bias voltage V ≈ I0R0 and, to a lesser
extent, the electrical circuit shunt resistance:
sI = −
1
I0(R0 −Rsh)
(3.67)
High loop gain thus makes it possible to maintain a relatively uniform response across
ACTPol’s large detector arrays, simply by controlling a few bias parameters. It also allows
for a wider effective bandwidth (due to the large denominator in Equation 3.63) without
compromising stability: as the TES temperature rises due to an increase in absorbed optical
power, its resistance also increases (due to positive α). Since the power dissipated by a
voltage-biased thermistor is given by Pe = V
2/R, an increase in resistance will result in
a corresponding decrease in electrical power, thus helping to restore the system’s energy
balance. When loop gain is high, this negative electro-thermal feedback mechanism is quite
strong and acts rapidly to stabilize detectors within their superconducting transitions.
3.3.3 Pixel Design
In order to realize the full potential of its TES-based measurement scheme, ACTPol’s
detector wafer assemblies were carefully designed to minimize signal losses and optimize
performance over a wide range of observing conditions. Each assembly, though often sim-
ply referred to as a single “wafer”, is actually composed of four individual 75 mm hexagonal
or semi-hexagonal silicon wafers fabricated at NIST using a deep reactive ion etch (DRIE).
When stacked, seated, and aligned to within 6 µm26 on the back of the feedhorn assembly
as described in §3.3.1, these wafers fully define an array’s complex three-dimensional pixel
structures (shown schematically in Figure 3.19). On the skyward side of each pixel, the
first wafer in the stack - the waveguide interface plate (WIP) - forms a continuation of the
circular waveguide (CWG) at the feedhorn exit aperture. Radiation leaving the feedhorn
thus continues to propagate through the WIP until it reaches the detector wafer, where it is
26Well within the required design tolerance of 25 µm [74].
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Figure 3.19: Left : Annotated schematic of an ACTPol detector array wafer stack. From
top to bottom: the feedhorn stack, the WIP (feedhorn interface), the detector wafer, and
the backshort wafer attached to the backshort cap. Right : Annotated three-dimensional
cross-section of an individual pixel in the stack. Four OMT probes (two being visible) are
suspended within a short CWG formed by the WIP and backshort wafers. The backshort
cap terminates this waveguide approximately one quarter band-center wavelength behind
the probes. All dimensions are in microns. Both figures courtesy of Johannes Hubmayr.
intercepted by a planar orthomode transducer (OMT) via a set of four orthogonal niobium
probes suspended on a thin (0.5 µm) silicon nitride membrane [51]. A reflection-minimizing
backshort cavity, formed by the last two wafers in the stack (the backshort wafer and the
backshort cap), then terminates the waveguide at a depth of approximately one quarter
band-center wavelength behind the OMT probes. All three wafers that enclose the pixel
waveguides (WIP, backshort, and backshort cap) were electroplated with gold to improve
signal transmission, while the geometry of the probes and backshort were numerically op-
timized with the help of electromagnetic field simulation software in order to maximize
the in-band co-polar coupling27 of the OMT [74]. Note that this optimization procedure
resulted in slightly different OMT probe shapes for the single-band and multichroic array
pixels (shown in the center of Figures 3.20 and 3.21, respectively) due to the much wider
bandwidth requirement of the latter design [75].
Radiation that couples to the OMT probes is transmitted along the surface of the detec-
tor wafer via multiple sets of superconducting niobium traces28. While these traces predom-
27While simultaneously limiting the level of cross-polarization.
28Niobium is a desirable material for both the probes and traces since its superconducting energy gap
frequency of 720 GHz [94] is well above ACTPol’s highest observing band cutoffs.
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Figure 3.20: Left : Photograph of a full hexagonal single-band detector wafer with all 127
pixels visible. Middle: Annotated photograph of a single-band pixel on the detector wafer.
An OMT consisting of four triangular niobium probes (marked X1, Y1, X2, and Y2) couples
to the incoming radiation from the feedhorn. Orthogonal linear polarization components
are picked up on opposing sets of probes; signals from each of these sets are transmitted
to a single detector via CWG and MS niobium traces (highlighted in red for the “Y”
polarization component). Right : Annotated photograph of an single band TES bolometer.
Four SiN legs suspend a PdAu covered absorber island where a thermistor composed of a
superconducting MoCu bilayer measures local temperature changes. Signals from opposing
OMT probes (marked “Y1” and “Y2”) are deposited on opposite sides of the island via two
resistive Au meanders. Photos courtesy of Emily Grace.
inantly consist of low impedance microstrip (MS) lines, sections that connect directly to the
probes take the form of coplanar waveguides (CPW) in order to better match the higher
impedance of the OMT waveguide cavity. Stepped impedance transformers, composed of
alternating sections of MS and CPW whose lengths have been numerically optimized to
minimize reflective losses [74], serve as transitions between these two different conduits. In
the single-band arrays, signals from diametrically opposing probes are transmitted directly
to the same TES detector and combined incoherently to measure a single linear polarization
component. Two independent detectors (one per polarization) are thus required to fully
sample the incoming radiation in each pixel. This number doubles to four detectors per
pixel in the multichroic array, with each detector now measuring one of two polarization
components in either of two frequency bands. As with single-band pixels, signals from op-
posing OMT probes are combined to measure a single linear polarization; the difference in
multichroic pixels is that this combination is now done coherently and separately for each
band prior to reaching the detectors using additional on-chip microwave circuitry.
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Spectral separation of the incoming signal from each probe is achieved using an in-
line microstrip diplexer consisting of two five-pole Chebyshev quarter-wave stub filters [16].
These filters take advantage of the resonant properties of small microstrip stubs connected
at right angles to the primary electrical conduit; when terminated with a short to ground,
the complex impedance of such a stub at a particular wavelength λ is given by [49]:
Z(λ) = iZc tan
(
2πl
λ
)
(3.68)
where Zc is the characteristic MS line impedance and l is the physical length of the stub.
Note that when l = λ∗/4 - a quarter-wave stub at wavelength λ∗ - the impedance approaches
infinity (zero) as λ approaches odd (even) increments of λ∗, similar to a parallel (series) LC
circuit resonance. The diplexer filters employ a series of five of these quarter-wave stubs -
each with a finely tuned length and characteristic impedance - in order to form an effective
bandpass for both the 97 GHz and 149 GHz bands. After passing through the diplexer,
the now spectrally conditioned signals from opposing OMT probes are transmitted to two
different hybrid tee couplers [28] (one per band) for further processing. The purpose of these
four-port devices, one of which is shown in the top-right corner of Figure 3.21, is to prevent
any signals due to high-order modes in the OMT waveguide cavity29 from reaching the
detectors. They do this by producing a coherent sum and difference of the input signals30
at their two output ports; since the fundamental TE11 CWG mode couples to opposing
OMT probes with a 180 degree phase shift and all higher order modes couple in-phase (see,
e.g., [71] for an illustration of the fields for different CWG modes), it is the only mode that
makes it through to the detector via the coupler’s difference port. All other modes are
routed to the sum port, where they are discarded using a termination resistor.
Despite the many differences in their pixel architectures noted above, the single-band
and multichroic arrays actually feature very similar detector designs. Each TES consists of
a silicon nitride (SiN) “island” suspended above a small cavity via a set of four SiN legs. The
29Recall from §3.2.4 that the broad bandwidth requirement for the multichroic feedhorns and circular
waveguide interfaces necessitated their multimodal operation.
30Made possible by the identical path lengths and impedances for signals from opposing probes.
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Figure 3.21: Left : Zoomed-in photograph of a multichroic detector wafer showing a few
individual pixels. Also visible are numerous electrical traces used to connect each TES
to its corresponding bias circuit via bond pads on the edge of the wafer. Middle: An-
notated photograph of a prototype multichroic pixel. The OMT is very similar to that
of a single-band pixel, though its probes have a slightly different shape. Instead of being
transmitted directly to the detectors, signals from each probe are first spectrally separated
into two distinct bands by an on-chip diplexer consisting of two quarter-wave resonant stub
filters (labeled 90 GHz and 150 GHz). Signals from opposing probes in the same band are
then routed to a hybrid tee coupler for additional processing. Each pixel contains a total
of four TES bolometers (one per frequency and linear polarization component), although
this particular prototype had three more added for testing purposes. Right : Annotated
photographs of a hybrid tee coupler (top) and a prototype multichroic TES bolometer (bot-
tom). The hybrid tee terminates higher order CWG modes at its sum port (Y1+Y2) while
transmitting the fundamental TE11 mode to the detector via its difference port (Y1-Y2) -
see text for details. Photos courtesy of Johannes Hubmayr.
island functions as the thermal absorber with heat capacity C that was discussed in §3.3.2,
while the SiN legs form the corresponding weak link to the detector’s cryogenic environment
with thermal conductance G. Both C and G are tuned to optimize detector performance
at a given bath temperature by varying either the geometry of the SiN legs (G), or the
thickness of a thin film of palladium-gold (PdAu) alloy that is deposited on the island’s
surface (C)31. A thermistor composed of a superconducting molybdenum-copper (MoCu)
bilayer sits at the center of the island, where it is connected to an electrical bias circuit via a
set of thin niobium traces that traverse one of the SiN legs. The transition temperature Tc
of the bilayer is controlled by means of the proximity effect: when a layer of superconducting
31While varying the geometry of the island may also be used to tune C, there are both structural and
spacial limitations to its size.
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Array G (pW/K) C (pJ/K) Tc (mK)
PA1 173 - 326 - 143 - 158
PA2 191 - 469 1.63 - 2.38 129 - 199
PA3 240 - 339 0.84 - 1.86 146 - 170
Table 3.3: Range in wafer-median values of measured bolometer thermal conductance G,
heat capacity C, and transition temperature Tc for all three of ACTPol’s detector arrays.
Data based on measurements detailed in Thornton et al. [114] and Grace 2016 [42].
material is placed in contact with a layer of normally conducting metal, an intermediate
state is formed at the boundary between the two. Superconducting electron pairs (Cooper
pairs) diffuse into the non-superconducting material while normal current carrying electrons
penetrate the superconductor, effectively lowering the superconducting energy gap near the
interface. By optimizing the thickness of the two layers32 while keeping them sufficiently
thin (smaller than the superconducting coherence length [52]), the transition temperature
of the MoCu bilayer is suppressed well below that of molybdenum (915 mK [98]) to a target
near 150 mK. The measured ranges of Tc, as well as those of a few other important detector
parameters, are given in Table 3.3 for each array.
Images of individual detectors are shown for a single-band pixel on the right side of
Figure 3.20 and for a multichroic pixel on the bottom right of Figure 3.21; the most no-
table difference between the two designs is how the optical power from the OMT probes
is transfered to the TES islands. In single-band pixels, signals from opposing probes enter
the detector on opposite sides via two distinct niobium microstrip lines that run across the
island’s SiN legs. Each of these lines is then independently terminated using a resistive
gold meander whose impedance is well matched to the niobium microstrip [121], resulting
in an incoherent deposition of power. In multichroic pixels, on the other hand, signals from
opposing probes are coherently combined at the hybrid tee prior to reaching the detectors,
thus requiring only a single gold meander per TES. Ideally, these meanders would be the
only source of optical power for both types of detectors; in practice, however, it is possible
for stray radiation from the OMT waveguide cavity to couple directly to the TES islands
32Which also tunes the normal resistance of the thermistor.
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without passing through any of the on-chip circuitry. To mitigate this effect, a number of
additional features were added to the pixel designs (some of which are shown schematically
in Figure 3.19): a re-entrant boss structure on the WIP minimizes the gap in the CWG
near the OMT membrane, forming an effective waveguide choke. Radiation that does make
it past the choke is met by numerous radiation blocking structures and large backshort cav-
ities that encase the detectors. The cavities are filled with Eccosorb CR-11033 epoxy prior
to assembling the wafer stack in order to maximize absorption at microwave frequencies.
33Emerson & Cuming Microwave Products, Inc., 28 York Avenue, Randolph, MA
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Chapter 4
The Atacama Cosmology Telescope:
Two-Season ACTPol Spectra and
Parameters
The previous two chapters provided a detailed description of the ACTPol instrument - a
component vital to the success of the project and one where I have made the majority of my
contributions. Another important aspect of my involvement has been the data processing
and analysis pipeline, for which I produced instrument beam profiles, spectral window func-
tions, as well as various static and dynamical pointing solutions. These played a significant
role in both the computation and final analysis of the maps and angular power spectra.
The following chapter contains a results publication from two seasons of ACTPol observa-
tions, a paper that both reflects the core science objectives of the instrument and to which
I have made meaningful contributions in data collection and analysis. In it, we present
temperature and polarization maps measured at 149 GHz over a 548 deg2 region of the sky
known as “Deep 56” (D56). The maps are used to compute a number of different angular
power spectra, which are then cross-correlated both internally with ACT and externally
with WMAP and Planck. We also perform fits to the spectra in order to estimate a variety
of cosmological parameters, which we find to be consistent with the ΛCDM model.
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4.1 Introduction
The now standard ΛCDM model of cosmology has been increasingly refined with measure-
ments of the cosmic microwave background (CMB), most recently by the Planck satellite
(Planck Collaboration et al. 2014a [85], 2016c [89]). This model provides an excellent fit to
current cosmological data but leaves unanswered questions about the contents, structure and
dynamics of the Universe, and their origins. Some tensions exist at the 2-3σ significance level
between the Hubble constant and the amplitude of fluctuations derived from different cos-
mological probes (e.g. Riess et al. 2016 [97]; Hildebrandt et al. 2017 [46]). One of the paths
forward is an improved measurement of the polarization anisotropy and its power spectra.
Significant new CMB polarization data have been published in the last three years.
The Planck team reports TE and EE polarization spectra for ` ≥ 50 from the HFI instru-
ment (Planck Collaboration et al. 2016c [89]), and estimates the large-scale E-mode signal
from the LFI and HFI instruments (Planck Collaboration et al. 2016b,g [92, 93]). The
E-mode power spectrum has also been measured by WMAP on large scales (Hinshaw et al.
2013 [48]), and on smaller scales with first-season ACTPol data (Naess et al. 2014 [77]),
by BICEP2/Keck (BICEP2 Collaboration et al. 2016 [15]), The Polarbear Collaboration:
P. A. R. Ade et al. (2014) [113], and SPTpol (Crites et al. 2015 [25]). These all show the
E-mode signal to be consistent with the ΛCDM prediction.
The B-mode gravitational lensing signal has now been measured at 2σ by The Polarbear
Collaboration: P. A. R. Ade et al. (2014) [113], at 4σ by SPTpol (Keisler et al. 2015 [56]),
and at 7σ by BICEP2/Keck (BICEP2 Collaboration et al. 2016 [15]). It has been detected
in cross-correlation with the reconstructed lensing signal by SPTpol (Hanson et al. 2013
[45]), The Polarbear Collaboration: Ade et al. (2014) [7], ACTPol (van Engelen et al. 2015
[118]), and Planck (Planck Collaboration et al. 2016d [90]).
This paper describes the temperature and polarization power spectra and derived cos-
mological parameters obtained from two seasons of observations by the Atacama Cosmology
Telescope Polarimeter (ACTPol). In this analysis we use only data collected at night in a
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548 deg2 region known as ‘D56.’ In §4.2 we describe the data and basic processing, and in
§4.3 show the power spectra and null tests. In §4.4 we describe our likelihood method, in
§4.5 show cosmological results, and conclude in §4.6.
4.2 Data and Processing
In this paper we use a combination of data collected during three months of observations
in 2013 using a single detector array known as PA1, as reported in Naess et al. (2014) [77],
combined with data from a four month period in 2014 using the PA1 and PA2 detector
arrays. Each detector array is coupled to 522 feedhorns, and has 1044 TES bolometers
operating at 149 GHz, of which a median 400 (for PA1) and 600 (for PA2) detectors are
used for this analysis. Further description of the instrument is given in Naess et al. (2014)
[77] and Thornton et al. (2016) [114].
We refer to the first-season 2013 data as S1, and the second-season 2014 data as S2.
Observations of Uranus permit the direct calibration of timestream data to estimate detector
sensitivities. These measurements produce array noise equivalent temperatures (NETs) of
15.3 µK
√
s and 23.0 µK
√
s for PA1 in S1 and S2 respectively, and 12.9 µK
√
s for PA2.
The sensitivities of the detector arrays depend on the loading from the sky. These values
correspond to a precipitable water vapor column density, along the line of sight, of 1.2 mm,
which was the median value for S2 observations. The decreased sensitivity of PA1 in S2 is
due to higher average cryogenic temperatures of the detectors. Because of data cuts, the
white noise levels seen in the CMB maps are 12% higher, in temperature, than the simple
prediction based on these array sensitivities and the observing time.
The passbands for both PA1 and PA2 detectors were measured in the field using a Fourier
Transform Spectrometer coupled to the cold optics at the receiver windows. The effective
frequency for the CMB is νCMB = 148.9 ± 2.4 GHz for PA1 and νCMB = 149.1 ± 2.4 GHz
for PA2 (Thornton et al. 2016 [114]).
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Figure 4.1: Top: (H) Exposure map in equatorial coordinates (the horizontal and vertical
axes are RA and Dec respectively), including both the three-season MBAC data and the
ACTPol data used in this analysis. The D5 and D6 regions are the deep fields on the right
and left sides of the map, and D56 is the wider rectangle which overlaps both deep fields.
The contour labels indicate the T noise level in µK · arcmin, starting from 8µK · arcmin in
the deepest region. The Q and U noise levels are each
√
2 higher. Lower panels: Filtered
maps in T and in Q, U, E and B-polarization. All maps are filtered with a highpass-filter at
` = 200 and a horizontal highpass-filter at ` = 40. The polarization maps are additionally
lowpass-filtered at ` = 1900. The color scale is ±250µK in T and ±25µK in P.
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4.2.1 Observations
In 2013 ACTPol observed four deep regions covering 260 deg2 at right ascensions 150◦, 175◦,
355◦, and 35◦, known as D1, D2, D5 and D6. In the second and third seasons, ACTPol
observed two wider regions, known as D56 and BOSS-N. The D56 region used for analysis
covers 548 deg2 with coordinates −7.2◦ < dec < 4◦ and 352◦ < RA < 41◦, and BOSS-N
covers 2000 deg2 with coordinates −4◦ < dec < 20◦ and 142◦ < RA < 228◦. The D5 and
D6 sub-regions lie within D56. The D56 and BOSS-N regions are visible to the telescope
at different times of day, and each was observed both rising and setting on each day. The
observations alternated, from day to day, between two different elevations, to provide a
total of four different parallactic angles in the complete data set. Data were taken from
Sept. 11, 2013 to Dec. 14, 2013 (S1), and Aug. 20, 2014 to Dec. 31, 2014 (S2).
In this paper we analyze just the night-time data in the D56 region, including the D5
and D6 sub-regions measured in S1. These data correspond to 45% of all two-season CMB
data that pass data quality screening procedures (55% of S1 and 40% of S2), and 12% of
all screened three-season data. The combined maps and weight map of the two-season data
are shown in Figure 4.1 and a summary of the data given in Table 4.1. As in Naess et al.
(2014) [77] we analyze only the lowest noise regions of the maps. Combining the data from
PA1 and PA2 for D56, and additionally including S1 data for D5 and D6, this results in a
white noise map sensitivity of 18, 12, and 11 µK· arcmin for D56, D5 and D6 respectively,
illustrated in Figure 4.2. To get Stokes Q or U sensitivities, multiply by
√
2.
4.2.2 Data Pre-processing
Much of the data selection and analysis follows Naess et al. (2014) [77] and Dünner et al.
(2013) [33]; here we report changes or improvements made for this analysis.
The data selection method has been refined and sped up. The new algorithm works
mainly in frequency space, assessing the data properties and systematics in different fre-
quency bands. In the sub-Hz range, the data are dominated by atmosphere temperature
brightness fluctuations, and to a lesser degree bath thermal drifts. The latter are measured
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D56 D5 D6
RA min, max (deg) −8.0, 41.0 −7.5, 2.7 30.0, 40.0
Dec min, max (deg) −7.2, 4.0 −3.0, 3.8 −7.2,−1.0
Analyzed area (deg2) 548 70 63
Noise level (µK.arcmin) 17.7 12.0 10.5
Hours (S1) 222 268
Hours (S2) 709a
Effective Ndet
b 457 404 430
Table 4.1: Summary of two-season ACTPol data used in this analysis: night-time data in
D56 region. (a) Observing hours summed over the two arrays, with 337 hrs in PA1 and
372 in PA2. (b) The total amount of data is the effective number of detectors multiplied
by observing hours.
and deprojected using the signal from detectors which are not optically coupled, known
as dark detectors. The correlations generated by the atmospheric drifts are used to select
the working detectors and measure their relative gains. The detector noise is measured at
higher frequencies, between 8 and 15 Hz, after deprojecting the ten largest modes across the
array corresponding to up to 10% of the total variance. Detectors with an extreme noise
level, or abnormal skewness or kurtosis, which is a signature of residual contamination, are
rejected from the analysis.
4.2.3 Pointing and Beam
The pointing reconstruction model has been improved. The preliminary pointing model is
still constrained using observations of planets at night. In this new analysis we also apply
a correction to account for temporal variation in the pointing of the telescope. We first
make a preliminary map with the nominal pointing estimate. We then locate bright point
sources and find their true positions by matching them to known catalogs. Assuming that
the beam is constant, we then take each ≈10 minute section of time-ordered data, which
we term a ‘TOD,’ and perform a joint fit in the time domain to the four brightest sources
stronger than 1 mK, fitting for a single overall pointing offset per TOD, [px, py], in focal
plane coordinates, and a flux for each source.
We use this primary pointing correction when a TOD has a good source fit, quantified
by requiring the uncertainty on the pointing offset, σ(px,y) to be less than 12
′′ , which is
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Figure 4.2: The temperature white noise levels (right axis), and inverse variance (left axis),
in the ACTPol maps as a function of cumulative area. Levels are shown for the larger D56
region, the smaller D5 and D6 sub-regions, and the combined map.
satisfied for 65% of the data. For the remaining TODs we follow a simple prescription.
If available, we use the average of nearest neighbor TODs within 15 minutes, of the same
scan type with the same azimuth and elevation (24% of the data). If not available, we
use secondary neighbors within 30 minutes (4.5%). If fits from neighboring TODs are not
available, we use an average of offsets from the same scan type within 0.5, 1, or 1.5 hours
in UTC (5%). If none of the above is possible, we use an average of all TODs with good
fits within 0.5 hours in UTC (2%), which amounts to correcting for a global offset. Maps
are remade with this refined pointing solution.
As in the first season, we use multiple observations of Uranus to determine the beam
profile, which is modeled in one radial dimension. The beam window functions and solid
angles are described in Thornton et al. (2016) [114], and are normalized at ` = 1400. The
beam uncertainty is further increased due to the position-dependent pointing uncertainty.
The impact of this uncertainty on the full season maps is handled by projecting the estimated
pointing variance for each TOD, weighted by white noise level, into a map and finding its
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Figure 4.3: The beam window functions (top) and uncertainties (bottom) measured by
ACTPol during the first (S1, 2013) and second (S2, 2014) observing seasons for the ar-
rays PA1 and PA2. Both the instantaneous beams (dashed lines) and the pointing vari-
ance corrected beams (solid lines) for the three different regions included in the analysis
are shown. The total solid angle and its uncertainty are given for each beam in units of
nanosteradians (nsr).
distribution. This is combined with an estimate made by convolving the instantaneous
beam with a Gaussian, and fitting for its width using multiple bright point sources. The
resuting pointing variance corrected beams, along with the instantaneous beams, are shown
in Figure 4.3. The corrected beams are included in the covariance matrix for the power
spectrum, following the same treatment as in Naess et al. (2014) [77].
During this analysis we established the existence of weak, polarized sidelobes in the
PA1 and PA2 optical systems. The sidelobes are shown in Figure 4.4 and consist of sev-
eral slightly elongated images of the main beam, suppressed to a level below -30 dB and
distributed with a rough 4-fold symmetry at a distance of approximately 15′ (with an ad-
ditional set visible at 30′ in PA1). The sidelobes are strongly polarized in the direction
perpendicular to the vector between the main beam and the sidelobe position, which re-
sults in a small leakage of intensity into E-mode polarization.
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Studies of Saturn observations across the three ACTPol observing seasons show that the
sidelobes are stable in time, and that their amplitudes are stable across the focal plane with
the exception that there are no sidelobes associated with any points outside each array’s
field of view. The fact that sidelobes from Saturn are only seen if Saturn lies within a focal
plane’s field of view confirms that the effect originates inside the receiver and not in the
primary or secondary optics.
To remove this effect from the maps, the sidelobe signal is projected out of the time
domain data prior to the mapmaking stage. To facilitate this deprojection, the sidelobes
are modeled as a combination of ≈ 20 instances of the main beam, with the T, Q, and U
amplitudes (relative to the main beam in focal plane coordinates) of each instance fitted
to Saturn observations. As a test of this removal process and to estimate residuals, we
run Saturn observations through the map-making pipeline and demonstrate significant im-
provement in the TE and TB transfer functions (see Figure 4.4). The remaining TE and
TB contamination is treated as a systematic error in the cosmological spectrum analysis.
The origin of these polarized sidelobes is under investigation; the optical characteristics
suggest the effect is related to the filter element near the Lyot stop. We do not observe
visible sidelobes in the PA3 data, which has a different configuration of filters.
As in Naess et al. (2014) [77], the polarization angles for the PA1 and PA2 detectors are
calculated by detailed optical modeling of the mirrors, lenses and filters (Koopman et al.
2016 [60]). A rotating wire grid was used to confirm that, apart from a global offset angle,
the relative orientations of the detectors differ from the optical model with an RMS of less
than two degrees. Because the optical modeling ties together the positions of the detectors
and their polarization angles, the measurement of the relative positions of the detectors
on the sky also fixes the polarization angles of all detectors on the sky. There are thus
no free parameters in mapping the optical model to the sky; work is underway to quantify
any remaining systematic error in the optical modeling procedure. We later test for any
additional global angle offset using the EB power spectrum.
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Figure 4.4: Polarized sidelobes in PA1 (top row) and PA2 (bottom row). Left : Maps of the
beam sidelobes, from 20 observations of Saturn. Spatial coordinates are relative the main
beam, which is masked here. Grayscale provides the sidelobe amplitude in the range -0.002
(black) to +0.001 (white) relative to the main beam peak, with negative signal indicating
polarization perpendicular to the ray from the origin. The complementary polarization
component (corresponding to TB leakage) is smaller and not shown in the maps but is
included in the evaluation of the transfer functions. Right : The TE and TB transfer
functions, normalized in units of the main beam, as in Figure 4.3, before and after the
sidelobe deprojection procedure.
4.2.4 Mapmaking
We continue to estimate maps using the maximum likelihood method, solving the system
(ATN−1A)m = ATN−1d (4.1)
using the preconditioned conjugate gradient algorithm described in Naess et al. (2014) [77].
Here, d is the set of time-ordered data, A is the generalized pointing matrix that projects
from map domain to time domain, and N is the noise covariance of the data. We make
separate maps for the D56 wide region for both PA1 and PA2, and maps of the deeper D5
and D6 sub-regions for PA1. In each case we make four map-splits, allocating every fourth
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night of data to each split. The map depths are shown in Figure 4.2. As in Naess et al.
(2014) [77] we use cylindrical equal area (CEA) pixels of side 0.5′ , in equatorial coordinates.
We now account for the beam sidelobes in the mapmaking as described in the previous
section. We also make a set of cuts in the mapmaking step. We use the same treatment
to remove scan-synchronous pick-up as in Naess et al. (2014) [77], applying an azimuth
filter to the time-ordered data. We also detect several spikes in the TOD power spectra,
and mask those as a precaution. We found a few detectors occasionally deviate from the
expected white-noise behavior at high frequency. To avoid giving these unrealistically high
statistical weight in the mapmaking, we apply a cut requiring the noise power at 100 Hz to
be no more (less) than 3 (0.5) times the power at 10 Hz.
To identify possible systematic contaminants we make maps centered on the Moon and
on the Sun, as well as in coordinates fixed relative to the ground. To remove Moon contami-
nation we make a new Moon-centered mask defined using a Sun-centered map to better mea-
sure the beam sidelobes. This new mask reduces the number of TODs by 7%, and includes
masking sidelobes at 30◦ away from the boresight that were not masked in the original S1
maps, in addition to the two sidelobes at 20◦ and 120◦ identified in Naess et al. (2014) [77].
To remove ground or other scan-synchronous pickup contamination we bin each de-
tector’s data by azimuth for each of the different scanning patterns. Several classes of
near-constant excess signal are observed for groups of detectors at particular regions of
azimuth and elevation. Some of these we attribute to ground pick-up, but most of them
appear to be internal to the telescope. We mask these regions, corresponding to removing
6% of the data. These cuts will be described more fully in a follow-up paper. Their effect
on the spectra is tested in one of our null tests.
Finally, we re-estimate the transfer function for these new maps, finding it to decrease
from 0.995 at ` = 500 to 0.95 at ` = 200. A 45 deg2 cut-out of the ACTPol temperature map
is shown in Figure 4.5, compared to the corresponding part of the Planck 143 GHz map. This
region covers the transition from the deep to the shallower part of the ACTPol data. The
two maps are in good agreement; a quantitative comparison of the data is presented in §4.3.
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Figure 4.5: A 45 deg2 subset of the map in full resolution in T showing ACTPol 149 GHz
(top) and Planck 143 GHz (bottom), in equatorial coordinates, both filtered as in Figure 1.
The color scale is ±250µK. This region covers the transition from deep (top left, sensitivity
10µK · arcmin) to shallow (right, 16µK · arcmin) exposure, and represents about 8% of
the usable area in D56. The two maps are in good agreement. Several point sources (red
dots) and SZ clusters (circled) are visible in the ACTPol map. The identified clusters are
ACT-CL J0137.4-0827, ACT-CL J0140.0-0554, ACT-CL J0159.8-0849 (all previously found
in other cluster surveys), and ACT-CL J0205.3-0439 (reported in Naess et al. (2014) [77]).
Their details will be given in a forthcoming paper.
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4.3 Angular Power Spectra
4.3.1 Methods
We follow the methods described in Louis et al. (2013) [68] and Naess et al. (2014) [77]
to compute the binned angular power spectra using the flat-sky approximation. This is a
standard pseudo-C` approach that accounts for the masking and window function with a
mode-coupling matrix. In this analysis we do not use the pure B-mode estimator as in Smith
(2006) [106] as our focus is on E-modes. We compute cross-spectra from four map-splits,
and following Das et al. (2014) [26] and Naess et al. (2014) [77] we mask Fourier modes
with |kx| < 90 and |ky| < 50 to remove scan-synchronous contamination. We identify bright
point sources in the intensity map, and mask 273 sources with flux brighter than 15 mJy
using a circle of radius 5′ . We do not mask any polarized point sources or SZ clusters, but
we identify one bright polarized point source at a previously-known source location RA =
1.558◦, Dec = -6.396◦. We present power spectra in the range 500 < ` < 9000 in temperature
and 350 < ` < 9000 in polarization, chosen to minimize atmospheric contamination, large-
scale systematic contamination, and to avoid angular scales where the transfer function
deviates from unity by more than a percent.
We compute the power spectra for D56 (PA1×PA1, PA2×PA2, and PA1×PA2), for D5
and D6 PA1×PA1, and for the cross-correlation between the deep regions (D5, D6) and
D56. As in Naess et al. (2014) [77] we use the notation DXY` = `(` + 1)CXY` /2π where
XY ∈ TT, TE, TB, EE, EB, BB. The covariance matrix for these spectra is estimated
using simulations described below. We then optimally combine the spectra to produce
a single 149 GHz power spectrum for each combination XY. The full covariance matrix
includes extra terms to account for calibration uncertainty and beam uncertainty.
We ‘blind’ the EB, TB, and BB power spectra throughout our analysis by avoiding
estimating them until specific tests are passed. After testing for internal consistency of the
data, described in §4.3.3, we unblind the EB and TB power spectra, and after testing a
further suite of null tests described in §4.3.7 we unblind the BB power spectra. We do not
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blind the TT, TE and EE spectra, but do require the same set of consistency and null tests
to be passed. We calibrate each power spectrum to Planck following Louis et al. (2014) [69],
first cross-correlating the D56 PA2 maps with the Planck 143 GHz full-mission intensity
maps (Planck Collaboration et al. 2016a [87]), and then by correlating the D56 PA1, D5
and D6 maps with the D56 PA2 map.
4.3.2 Simulations
We test the power spectrum pipeline by simulating 840 realizations of the sky. For each one
a Gaussian signal is generated on the full sky, drawn from a power spectrum of the sum of
the expected signal and foregrounds at 149 GHz. This neglects the non-Gaussian nature of
the foregrounds. The D56, D5, and D6 regions are then cut out and projected onto the flat
sky, and a Gaussian noise realization added, drawn from the two-dimensional noise power
spectrum estimated from the data by differencing different split maps, and weighted by the
data hit count maps. These simulations therefore include appropriate levels of non-white
noise, but neglect the spatial variation of the two-dimensional power spectrum. Each set of
maps is then processed in the same way as the data.
Examining the spectra, we find the dispersion to be consistent with the statistical un-
certainty. We construct the data covariance matrix from the simulations and also estimate
ΛCDM parameters from 100 of them, to test for parameter bias. Since we only have 149 GHz
data here, we fix the residual foreground power to the input value, and vary only the six
cosmological parameters. Further, since we use only the ACTPol simulated data, we impose
a prior on the optical depth and spectral index, with τ=0.08±0.02 and ns=0.9655±0.011.
We find the parameters are recovered with less than 0.2σ bias, where σ corresponds to the
uncertainties on cosmological parameters for a single simulation. This also tests the valid-
ity of our flat-sky approximation. We also extend the parameter set to include the lensing
parameter AL, which artificially scales the expected lensing potential as in Calabrese et al.
(2008) [20]. We estimate this from each of the simulations, and recover AL=1 to 0.1σ.
1Note that in our parameter analysis in §4.5 we use an alternative prior for the optical depth, and do not
impose a prior on the spectral index.
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Test Patch Spectrum χ2/dof P.T.E
Array D56 TT 0.90 0.69
(PA1-PA2) EE 0.74 0.91
TE 0.64 0.98
TB 0.89 0.69
EB 1.40 0.03
BB 0.60 0.99
Array D56 TT 0.77 0.89
(PA1xPA2-PA2) EE 0.90 0.68
TE 1.06 0.35
TB 0.86 0.76
EB 1.09 0.31
BB 0.75 0.92
Season D56-D5 TT 0.88 0.71
(S2-S1, PA1) EE 1.08 0.32
TE 0.83 0.80
TB 0.89 0.70
EB 1.07 0.34
BB 0.68 0.96
D56-D6 TT 0.93 0.62
EE 1.09 0.30
TE 0.98 0.51
TB 0.94 0.60
EB 0.96 0.56
BB 0.99 0.49
Table 4.2: Internal consistency tests
4.3.3 Data Consistency
To identify possible residual systematic effects, we assess the consistency of the power
spectra of subsets of our data, splitting the data by array for D56, by season, and by
time-ordered-data split.
Splitting the D56 data by array looks for systematic effects that differ between these
two arrays, which could include a number of instrumental effects as the two detector arrays
were fabricated and assembled independently. Here we look at the difference between the
PA1 and PA2 power spectra, and compute the covariance matrix of this difference using
our simulation suite. In fact, it was our first analysis of this null test which indicated a
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difference between the response of the two arrays, and led to our identification of the beam
sidelobes (Figure 4.4) that differ between PA1 and PA2. Including the beam sidelobe model
we find that this test is passed, as indicated in Table 4.2.
The season test looks for systematic effects in the array or telescope that vary on long
time-scales. The sky coverage is not the same between the two seasons, so to perform the
season test we cut out just the part of D56 that overlaps with D5 and D6. The results are
reported in Table 4.2 for D56 observed with PA1, and are consistent with null. We also
check the difference between the D5 and D6 PA1-S1 spectra and the D56 spectra observed
with PA2 in S2, and find no evidence of inconsistency.
After passing this set of consistency tests, we unblind the EB and TB power spectra,
shown in Figure 4.6. The EB and TB power spectra test the polarization angle measurement
(e.g., Keating et al. 2013 [55]). This can be biased by Galactic foreground emission, but the
effect is estimated to be negligible for ACTPol (Abitbol et al. 2016 [3]). We vary an overall
offset parameter, and find it to be consistent with zero for all our maps, with φ = 0.40±0.26◦
for PA1, and −0.25±0.36◦ for PA2. We do not re-calibrate the polarization angle, using the
original angle estimates as standard. Since these original angle estimates do not yet include
a well-characterized systematic uncertainty, we do not estimate cosmological quantities from
the EB and TB power spectra.
4.3.4 The 149 GHz Power Spectra
Given the internal consistency of the spectra, we proceed to calibrate the maps by cross-
correlating with the Planck-2015 143 GHz temperature maps. The cross correlation of the
D56 PA2 maps with the Planck maps is shown in Figure 4.7. Here we follow the same
method as in Louis et al. (2014) [69]. We find the ACT x Planck (AxP) cross-spectra to be
consistent with the ACT auto-spectra (AxA): their differences have a reduced χ2 of 0.68,
1.10, 1.17, with PTE of 0.93, 0.31, 0.22, for TT, TE and EE. No obvious shape dependence
or anomalies are detected. The temperature calibration factor is found to be 0.998± 0.007.
Cross-correlating the D5, D6, D56 PA1 maps with D56 PA2 gives relative calibrations of
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Figure 4.6: The TB (top) and EB (bottom) power spectra, unblinded after internal data
consistency checks. The χ2/dof and probabilities to exceed (PTE) are consistent with the
null hypothesis for both spectra.
1.002 ± 0.012, 0.996 ± 0.01, and 1.009 ± 0.007. We then rescale all the maps to have unit
calibration. We do not calibrate our data to Planck polarization data, but we test the
cross-correlation of the D56 polarization maps with the Planck-2015 143 GHz Q and U
maps. The spectra appear consistent, as shown in Figure 4.7, and the correlation implies
an ACTPol polarization efficiency of 0.990± 0.025.
The noise levels for these maps are shown in Figure 4.8, indicating the dominance of
non-white atmospheric noise at scales ` < 3000 in temperature. The atmospheric noise
is significantly suppressed in polarization, although it dominates the noise power at scales
below ` ≈ 1000. A powerful technique for suppressing large scale atmospheric noise con-
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Figure 4.7: Cross-correlation of the D56 PA2 map with the Planck 2015 143 GHz tem-
perature and polarization maps. For clarity we shift the ACTxPlanck spectra by δ` = 10
compared to the ACTxACT spectra. They are consistent and the relative calibration factor
is 0.998± 0.007 in temperature, defined such that Planck is lower than ACT by that factor.
tamination in polarization is the use of a half-wave plate that modulates the polarization
at timescales shorter than most atmospheric fluctuations. The Atacama B-Mode Search
telescope (ABS) has shown this results in noise power spectra that are white down to large
angular scales (Kusaka et al. 2014 [64]). We are currently testing this technique using a
subset of ACTPol data taken with a half-wave plate in operation.
The TT, TE, and EE power spectra for the calibrated ACTPol maps in each region are
shown in Figure 4.9, corrected for the transfer function. The temperature and polarization
acoustic peak structure is clearly seen in all the maps, with six acoustic peaks measured in
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Figure 4.8: Noise levels in the ACTPol two-season maps, with ΛCDM theory spectra in-
cluded for comparison. In temperature the large-scale noise is dominated by atmospheric
contamination. In polarization the contamination is significantly lower, and instrumental
noise dominates at ` >∼ 1000. The white noise levels given in the legend are shown with
dashed lines. These noise curves are from the analysis of roughly half the data that passes
quality screening procedures from these two seasons.
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Figure 4.9: The ACTPol power spectra (TT,TE,EE) for individual D56, D5, and D6
patches. For D56 the PA1 and PA2 data have been co-added. The solid lines correspond
to the ACTPol best-fit ΛCDM model, including the foreground contribution at 149 GHz.
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Figure 4.10: Two-season optimally combined 149 GHz power spectra for temperature and
E-mode polarization (top), and TE cross-correlation (bottom). The solid lines show the
ACTPol best-fit ΛCDM model including the 149 GHz foreground model. The best-fitting
foreground model for the 218 GHz data is not shown.
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polarization. As expected, the D56 maps provide the best estimate of the power at large
scales, due to the larger sky area. At smaller scales the deeper D5 and D6 maps contribute
more statistical weight. The reference model shown is the best-fitting ΛCDM model with
best-fitting foreground contribution, described in §4.4.
The optimally combined spectra are shown in Figure 4.10 for temperature, E-mode
polarization, and the TE cross-spectrum. Here, the temperature data have the expected
residual foreground contribution that dominates at scales smaller than ` ∼ 3000. For com-
parison, the ACT MBAC temperature data are also shown for the coadded ACT-Equatorial
and ACT-South spectra, including 220 GHz data (Das et al. 2014 [26]).
4.3.5 Real-space Correlation
The WMAP team first stacked temperature and polarization data on temperature hot and
cold spots to help visualize acoustic patterns in the data (Komatsu et al. 2009 [59]). With
Planck data, the noise of the stacked 2D images was considerably reduced (Planck Collabo-
ration et al. 2016e [88]). We now repeat this exercise with the ACTPol data. Although such
patterns do emerge in the ACTPol data, there are not as many extrema to stack on and
the result is noisier than for Planck. To decrease the noise, and provide a direct measure
of the TT and TE cross correlation functions CTT (θ) and CTE(θ), we instead stack on a
much larger set, using randomly chosen temperature field points.
Figure 4.11 shows the D56 temperature and E-mode polarization maps stacked on a
uniformly chosen sample of ‘hot’ points with T > 0, and, with flipped sign, on a ‘cold’
sample with T < 0. For E-polarization, with enough points the result should converge to
the ensemble average given the {T} constraints, 〈E(θ)|{|T |}〉 = CTE(θ)〈|T |〉/CTT (0), where
〈|T |〉 is the ensemble average of |T | at randomly chosen field points (
√
2/π CTT (0)1/2). A
similar result holds for the mean temperature. Around each stack-point, the T and E fields
are randomly rotated, and so should be spherical, as they clearly are.
The rings in the patterns depend upon the low-pass and high-pass filtering of the maps,
but reflect the acoustic patterns in a more direct way than stacking on extrema. To demon-
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Figure 4.11: The temperature, T , and E-mode polarization maps stacked around randomly
selected field points in the temperature map. The sign of the map is reversed when it is
stacked around a cold field point with T < 0. These provide direct estimates of the TT
and TE correlation functions. Top: Result from the coadded D56 PA1 and PA2 maps
smoothed with a FWHM 5 arcmin Gaussian beam and high-pass filtered with `min = 350.
Bottom: Average of 30 simulations generated with Planck-2015 ΛCDM parameters, with
noise simulations estimated from the ACTPol data.
strate that our ACTPol stacks agree with theoretical expectations, in the lower panels of
Fig 4.11 we compare an average of 30 ΛCDM simulations processed in the same way, with
ACTPol noise estimated from map differences included. By angle-averaging at each radius
we generate direct isotropic correlation function estimates in excellent agreement with the
simulations. By varying temperature thresholds, rotation strategies, map selections and
data cuts, the stacked maps help show the robustness of the ACTPol data sets. Note that
we do not yet stack E on E field points because of the higher noise levels.
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Figure 4.12: Difference between the Planck 353 GHz and ACTPol 149 GHz power spectra
in the D56 patch. The band shows the dust+CIB foreground model used for the Das et al.
(2014) [26] ACT analysis, with the CIB clustered component template replaced to match
that used in the Planck analysis. The width of the band reflects the 1σ uncertainties on
the parameters of the model. We find good agreement between this model and the data.
4.3.6 Galactic Foreground Estimation
We estimate the level of thermal dust contamination in the power spectrum using the
Planck 353 GHz dust maps (Planck Collaboration et al. 2016a [87]). We compute the
difference between the power spectrum of the Planck 353 GHz maps and the ACTPol power
spectrum at 149 GHz, following a similar method to Louis et al. (2013) [68]. The result is
shown in Figure 4.12. The difference between the two power spectra is dominated by CIB
fluctuation and Galactic cirrus emissions at 353 GHz. On large and intermediate scales, the
contributions from other signals are subdominant and can be neglected. The shaded band
represents the CIB and dust model from Dunkley et al. (2013) [32], valid for the overlapping
ACT-Equatorial region, with the exception of the CIB clustered source template that we
have replaced to match the one used in the nominal Planck analysis (Planck Collaboration
et al. 2014c [84]). We find this model to be a good fit to the 353-149 differenced spectrum, so
use the same ACT-Equatorial dust level as a prior in the likelihood. In E-mode polarization,
we find that the dust signal is negligible for all scales of interest.
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Figure 4.13: Distribution of the χ2 for the null tests described in §4.3.7. The smooth line
represents the expected distribution if the null tests were uncorrelated. The dashed black
histogram shows our null test distribution after rescaling the errors by 3%. We interpret
this as an estimate of the uncertainty on our errors.
4.3.7 Null Tests
We make an additional suite of maps to identify further possible systematic contamination.
The first set of tests splits the data into two parts. We test for dependence on the scan
pattern by splitting the data for D56 into the two different elevations. We then test the
effect of detector performance, making maps from detectors with faster and slower time
constants. The threshold is chosen to give roughly equal statistical weight to each subset,
splitting at 80 Hz. We test the impact of weather and atmospheric noise on the data by
splitting on precipitable water vapor level (PWV). We choose a threshold of 0.8 mm, again
to give equal weight to both halves.
We test the impact of internal telescope pick-up fluctuations by splitting each array
into two groups of detectors based on their qualitative behavior. We also run an additional
null test for PA2, testing the different detector wafers by splitting the data based on their
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Test Spectrum PA1 PA2
χ2/dof P.T.E χ2/dof P.T.E
Scan pattern 1 TT 0.82 0.83 1.00 0.47
v Scan pattern 2: EE 0.91 0.66 0.72 0.94
(0-1)x(2-3) TE 0.99 0.49 0.80 0.85
TB 1.13 0.25 0.86 0.76
EB 1.15 0.21 0.93 0.61
BB 0.66 0.97 0.83 0.81
Scan pattern 1 TT 1.13 0.24 1.19 0.17
v Scan pattern 2: EE 0.67 0.97 1.12 0.25
(0-3)x(1-2) TE 0.99 0.50 0.83 0.80
TB 0.85 0.77 0.81 0.84
EB 0.95 0.58 0.98 0.53
BB 0.96 0.55 0.75 0.91
Detectors: TT 0.98 0.51 0.89 0.69
Fast v slow EE 0.78 0.88 0.72 0.94
TE 0.94 0.59 0.87 0.74
TB 1.07 0.34 0.78 0.88
EB 0.81 0.84 0.68 0.96
BB 1.02 0.42 1.00 0.48
PWV: TT 0.99 0.49 1.18 0.18
High v low EE 0.84 0.78 0.90 0.68
TE 0.72 0.94 0.71 0.94
TB 0.75 0.91 0.77 0.89
EB 0.98 0.52 0.96 0.56
BB 0.65 0.98 0.94 0.60
Pick up: TT 1.14 0.22 0.94 0.61
EE 0.83 0.81 0.64 0.98
TE 0.87 0.74 0.88 0.72
TB 0.83 0.80 0.95 0.58
EB 0.64 0.98 0.95 0.58
BB 1.00 0.47 0.83 0.81
Moon: TT 0.82 0.82 1.08 0.32
more aggressive EE 1.40 0.03 1.18 0.17
cut TE 1.30 0.07 0.68 0.97
TB 0.92 0.64 0.91 0.66
EB 1.01 0.45 0.96 0.55
BB 0.90 0.67 1.22 0.13
Wafers: TT 1.02 0.44
Hex1+hex3 EE 1.08 0.33
v hex 2+semis TE 1.29 0.07
TB 0.59 0.99
EB 1.03 0.42
BB 0.54 0.99
Table 4.3: Null tests using custom maps (PA1, PA2)
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thermal conductivity to the bath. (For this specific test, the number of detectors in PA1 is
too small to pass the internal cuts of the map-maker.) Finally we test the effect of applying
a more aggressive moon cut. In all these cases we generate four splits for each map subset,
so the power spectrum is estimated from four splits as usual. The χ2/dof and PTE of all
these null tests are reported in Table 4.3.
We do not find any indication of contamination from any of these systematic effects in
the power spectrum. The χ2 distribution for this set of null tests is shown in Figure 4.13.
The distribution is close to expectation, but we find that the measured and predicted χ2
distribution fit best if we reduce the error bars by ≈ 3%. We interpret this as an estimate
of the uncertainty on our errors.
4.3.8 Effect of Aberration
The observed power spectra are affected by aberration due to our proper motion with
respect to the CMB last scattering surface. We move at a speed of 369 km/s along the
direction d = (l, b) = (264◦, 48◦) (e.g. Planck Collaboration et al. (2014b) [86]). This
motion induces a kinematic dipole of the form cos θ = (d ·n), where n is the vector position
of each pixel. Aberration results in an angle-dependent rescaling of the multipole moments
` and its effect on the power spectrum can be approximated as
∆C`
C`
= −d lnC`
d ln `
β〈cos θ〉 (4.2)
(Jeong et al. 2014 [54]), where β = v/c and 〈cos θ〉 = −0.82 in D56, −0.97 in D5 and
−0.65 in D6, where the average is taken over the solid angle of each ACTPol patch. We
generate a set of 120 aberrated simulations, compute their power spectra and compare
it to the power spectra of non-aberrated maps. The result is presented in Figure 4.14
together with the analytical estimate. We use this set of simulations to correct our power
spectra for the aberration effect, such that Ĉ` = C` − ∆C`. In earlier releases the effect
was negligible and we did not correct for it. Section 4.5.1 discusses the impact of this
correction on cosmological parameters.
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Figure 4.14: Effect of aberration on the TT and EE CMB power spectra due to our proper
motion with respect to the CMB. Our aberrated simulations agree with the analytical
estimate of the expected effect.
4.3.9 Unblinded BB spectra
We unblind the B mode power spectrum at the end of the analysis. The spectrum is
shown in Figure 4.15 along with B mode measurements from The Polarbear Collabora-
tion: P. A. R. Ade et al. (2014) [113], SPTpol (Keisler et al. 2015 [56]) and BICEP2/Keck
array (BICEP2 Collaboration et al. 2016 [15]). We fit for an amplitude in the multipole
range 500 < ` < 2500, where Galactic and extragalactic contamination is minimal, using the
lensed B mode ΛCDM prediction. We findA = 2.03±1.01. This amplitude is consistent with
expectation, but the significance of the fit is not high enough to be interpreted as a detection.
4.4 Likelihood
We first construct a likelihood function to describe the CMB and foreground emission
present in the 149 GHz power spectrum. To improve the estimation of the CMB part, we
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Figure 4.15: Unblinded ACTPol BB power spectra compared to measurements from
POLARBEAR (The Polarbear Collaboration: P. A. R. Ade et al. 2014 [113]), SPTpol
(Keisler et al. 2015 [56]) and BICEP2/Keck array (BICEP2 Collaboration et al. 2016 [15]).
The solid line is the Planck best fit ΛCDM model. The ACTPol data are consistent with
expectation and deviate from zero at 2σ.
then add intensity power spectra estimated at both 150 and 220 GHz by the previous ACT
receiver, MBAC.
Using these multi-frequency data we estimate the foreground-marginalized CMB power
spectrum in TT, TE, EE for ACT, for both the MBAC and ACTPol data. We then combine
this likelihood with the data from WMAP and Planck.
4.4.1 Likelihood Function for 149 GHz ACTPol Data
Following Dunkley et al. (2013) [32], we approximate the 149 GHz likelihood function
L = p(d|Cth` ) as a Gaussian distribution, with covariance described in Sec. 4.3. We neglect
the effects of variation in cosmic variance among theoretical models. The likelihood for the
data given some model spectra Cth` is given by
−2 lnL = (Cthb − Cb)TΣ−1(Cthb − Cb) + ln det Σ, (4.3)
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where the bandpower theoretical spectra are computed using the bandpower window func-
tions wb`, C
th
b = wb`C
th
` , as in Das et al. (2014) [26]. We include a calibration parameter y
that scales the estimated data power spectra as Cb → y2Cb and the elements of the band-
power covariance matrix as Σbb → y4Σbb. We impose a Gaussian prior on y of 1.00± 0.01,
using the estimated error from the calibration of ACTPol to Planck.
Since we will include data from MBAC data at 150 GHz and 220 GHz, we write the
model spectrum as the sum of CMB and foreground terms, following the approach in Dunk-
ley et al. (2013) [32]. We use the same intensity foreground model that includes Poisson radio
sources, clustered and Poisson infrared sources, kinetic and thermal Sunyaev Zel’dovich ef-
fects, and Galactic dust. This model has six free extragalactic foreground parameters: an
amplitude for each of tSZ and kSZ spectra, an amplitude for each of the Poisson and clus-
tered infrared spectra, an emissivity index for the infrared sources, and a cross-correlation
coefficient between the tSZ and clustered infrared emission. The amplitude for the radio
source spectrum is also varied with a prior based on observed source counts, and the spec-
tral index is held fixed. The Galactic dust intensity level has a parameter for each different
region (the ACTPol D56 region and the two MBAC ACT regions known as ACT-South
and ACT-Equatorial), varied with a prior based on the higher frequency observations. This
model all follows Dunkley et al. (2013) [32].
We extend the model to include polarization foregrounds relevant for the ACTPol data,
including a single Poisson source term as in Naess et al. (2014) [77] in EE. We allow for
an additional Poisson source term in TE that can take both positive and negative values,
although this contribution is expected to be negligible.
A similar approach was used for the Planck analysis (Planck Collaboration et al. 2016c
[89]), which also included ACT and SPT data, but the foreground model we use for ACT
differs in the following few ways. Following Dunkley et al. (2013) [32] we use an alternative
cosmic infrared background clustering template that differs at large scales, and an alter-
native thermal SZ template from Battaglia et al. (2010) [13]. This is, however, similar in
shape to the Efstathiou and Migliaccio (2012) [34] template used in the Planck analaysis.
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As in Dunkley et al. (2013) [32] we also describe the Poisson source components by using
an amplitude and a spectral index for each of the radio and infrared components, rather
than a free Poisson amplitude at each frequency and cross-frequency as done for Planck.
4.4.2 CMB Estimation for ACTPol Data
We combine the data from ACTPol and MBAC in the D56 region to estimate simultaneously
the CMB bandpower and the foreground parameters, following Dunkley et al. (2013) [32]
and Calabrese et al. (2013) [21].
We write the likelihood as
−2 lnL = −2 lnL(ACTPol)− 2 lnL(MBAC). (4.4)
Here the MBAC data includes both the ACT-S and ACT-E data at 150 and 220 GHz, and
the 150-220 GHz cross-correlation.
We use the Gibbs sampling method of Dunkley et al. (2013) [32] to simultaneously
estimate the CMB bandpowers and the foreground parameters. We marginalize over the
foregrounds to estimate the CMB bandpowers and their covariance matrix. We measure
the EE Poisson power to have Ap = 1.10 ± 0.34, defined in units of µK2 for D3000. This
is evidence for Poisson power in the case where no polarized sources are masked. In the
analysis of SPTpol data in Crites et al. (2015) [25], sources with unpolarized flux brighter
than 50 mJy are masked at 150 GHz, and an upper limit of Ap < 0.4 at 95% CL was found.
For ACTPol we find the TE power to be consistent with zero, with ATE = −0.08± 0.22 at
the same ` = 3000 scale.
The marginalized spectra are shown in Figure 4.16, which also shows how the ACTPol
data compare to Planck TT, TE and EE data. Due to its larger sky coverage the Planck
uncertainties are smaller at large scales, but at scales ` >∼ 1500 the ACTPol uncertainties
in polarization are smaller.
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Figure 4.16: Comparison of ACT CMB power spectra (combining MBAC and ACTPol
data) with Planck power spectra. The uncertainties for ACT are lower than for Planck at
scales ` >∼ 1500 in polarization. The theory model is the Planck 2015 TT+lowTEB best-
fit (Planck Collaboration et al. 2016c [89]). The small-scale power spectra have also been
measured by SPTpol (Crites et al. 2015 [25]).
4.4.3 Foreground-marginalized ACTPol Likelihood
Following Dunkley et al. (2013) [32], we use the marginalized ACTPol spectrum to construct
a new Gaussian likelihood function. The only nuisance parameters in this likelihood are
an overall calibration parameter, and a varying polarization efficiency parameter. The
likelihood includes data in the angular range 350 < ` < 4000, using scales where the
distribution of the marginalized spectra is Gaussian to good approximation.
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4.4.4 Combination with Planck and WMAP
For some investigations we combine the ACTPol data with WMAP and Planck data. This is
done by adding the log-likelihoods, since there is little overlap in angular range and since the
ACTPol survey area represents a small fraction of the sky observed by Planck. We use the
Planck temperature data (Planck Collaboration et al. 2016b [92]) at 2 < ` < 1000 as a base-
line, and over the full range 2 < ` < 2500 for other combined-data tests. We label Planck
temperature at 2 < ` < 1000 ‘PTTlow’. We use the public CMB-marginalized ‘plik-lite’ like-
lihood, constructed using our same marginalization method. The CMB likelihood is then
−2 lnL = −2 lnL(ACTPol)
−2 lnL(PlanckTT2<`<1000,2500) . (4.5)
For TE-only tests we use the WMAP likelihood at ` < 800, since it includes TE cross-
correlation data (Hinshaw et al. 2013 [48]).
Instead of explicitly using the large-scale TE and EE polarization data from Planck or
WMAP we choose to impose a prior on the optical depth of τ = 0.06± 0.01, derived from
the Planck-HFI polarization measurements (Planck Collaboration et al. 2016g [93]).
4.5 Cosmological Parameters
We use standard MCMC methods to estimate cosmological parameters, using the CosmoMC
numerical code (Lewis and Bridle 2002 [67]). In the nominal cases we estimate the six
ΛCDM parameters: baryon density, Ωbh
2, cold dark matter density, Ωch
2, acoustic peak
angle, θA (reported in terms of θMC, an approximation of the acoustic peak angle that is
used in CosmoMC) , amplitude, As and scale dependence, ns, of the primordial spectrum,
defined at pivot scale k = 0.05/Mpc, and optical depth to reionization, τ . All have flat
priors apart from the optical depth. We assume Neff= 3.046 effective neutrino species, a
Helium fraction of YP = 0.24, a cosmological constant with w = −1, and following Planck
(Planck Collaboration et al. 2016c [89]) we fix the neutrino mass sum to 0.06 eV.
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Figure 4.17: Effect of aberration, due to our proper motion with respect to the CMB, on
the peak position parameter θ. The corrected power spectrum results in a 0.5σ decrease in
the peak position.
We use the aberration-corrected spectra in our analysis, and test the effect on parameters
with and without the correction. The ACTPol D56 patch is almost opposite to our direction
of motion with respect to the last scattering surface. An observer looking away from his
or her direction of motion will measure the sound horizon to have a larger angular size
compared to that seen by a comoving observer. As expected, we find a 0.5σ decrease in
peak position θ when the correction is applied, as shown in Figure 4.17. This effect must be
accounted for when analyzing small regions of the sky; only over much larger regions does
it average out for the two-point function.
4.5.1 Goodness of Fit of ΛCDM
We first examine the best-fitting ΛCDM model estimated using only ACTPol data. The
model is compared to the data in Figure 4.18, where we show the residuals in standard
deviations as a function of angular scale for TT, TE and EE. This covers both the larger
scales where the CMB dominates, and smaller scales where extragalactic foregrounds dom-
inate in intensity. We do not find significant features beyond those expected due to noise.
The reduced χ2 for this fit is 1.04 (for 142 degree of freedom). We find that the ΛCDM
model is an acceptable fit to the data.
137
−4
−2
0
2
4 TT ACTPol-ACTPol best-fit
−4
−2
0
2
4
R
es
id
ua
ls
/σ
TE
300 1000 3000 5000 7000 9000
Multipole `
−4
−2
0
2
4 EE
Figure 4.18: The residuals between the ACTPol TT,TE, and EE power spectra and the
best-fitting ΛCDM model, in units of σ. The shaded bands show the 1,2 and 3σ levels.
The parameters estimated from the TT, TE and EE two-point functions are shown in
Figure 4.20. These are consistent with estimates from both WMAP and Planck, but would
need to be combined with large-scale data to give competitive constraints. Despite not
measuring the first acoustic peak, ACTPol data are able to constrain the peak position with
higher precision than WMAP due to its measurement over a wide range of angular scales.
4.5.2 Comparison to First-season Data
Our second-season D56 data covers approximately twice the sky area observed in D1, D5
and D6 in S1. This reduction in cosmic variance uncertainty, together with the increase in
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Figure 4.19: The uncertainties in parameters estimated from ACTPol data are reduced from
Season-1 to this Season-2 analysis to a factor of 0.6-0.7, gaining from increased observation
time and wider sky coverage.
observing time, translates into an improvement in cosmological parameters. In Figure 4.19,
we show the improvement between the Season-1 parameters derived from the Naess et al.
(2014) [77] data, analyzed using the same priors as this analysis, compared to the new data
used in this paper. Estimates of the means are within 1-σ for all parameters. The individual
errors are reduced by a factor of between 1.4 and 1.7, corresponding to a ten-fold reduction
in the five-dimensional parameter space volume.
4.5.3 Relative Contribution of Temperature and Polarization Data
We then examine the relative contributions of the TT, TE and EE power spectrum in
constraining the ΛCDM model, and assess their consistency. We show parameters in Fig-
ure 4.21 and report constraints in Table 4.4. We find good agreement for parameters derived
from TT, TE and EE only spectra, and, for the first time, we find that multiple parameters
are better constrained by the TE spectrum than the TT spectrum, using just the data
measured by ACTPol.
The ACTPol TE spectrum now provides the tightest internal constraint on the baryon
density and the peak position, compared to ACTPol TT and EE, and in turn provides the
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Figure 4.20: Comparison of ΛCDM parameters estimated from WMAP, Planck and ACTPol
data. These likelihoods use 85%, 66%, and 1.4% of the sky respectively.
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Figure 4.21: ΛCDM parameters as measured by different ACTPol spectra, sampled directly
(top) and derived (bottom). The TE spectrum now provides the strongest internal ACTPol
constraint on the baryon density, peak position, and Hubble constant.
strongest internal constraint on the Hubble constant. This strength of TE compared to TT
was only marginally true for the data from Planck (Planck Collaboration et al. 2016c [89]),
which had higher noise levels than ACTPol but mapped a larger region of the sky. There,
the TE uncertainty on the CDM density was 0.95 the TT uncertainty, but all other ΛCDM
parameters were better constrained by TT.
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TT TE EE TT+TE+EE
100Ωbh
2 2.47± 0.23 2.01± 0.13 2.23± 0.34 2.068± 0.084
100Ωch
2 11.5± 1.2 12.8± 1.6 10.0± 2.0 11.87± 0.89
104θMC 104.78± 0.32 104.27± 0.25 104.12± 0.33 104.29± 0.16
ln(1010As) 3.080± 0.053 3.096± 0.090 3.05± 0.12 3.032± 0.041
ns 0.947± 0.053 1.022± 0.074 1.03± 0.12 1.010± 0.039
Derived
σ8 0.793± 0.043 0.880± 0.063 0.742± 0.094 0.823± 0.033
H0 73.4± 5.8 63.4± 5.6 76.7± 9.4 67.3± 3.6
Table 4.4: Comparison of ΛCDM cosmological parameters and 68% confidence intervals for
ACTPol spectra. A Gaussian prior on the optical depth of τ = 0.06± 0.01 is included.
Now, with ACTPol data, the error on the baryon density is 1.8 times smaller with TE
than TT, and the peak position error is 1.3 times smaller. The EE spectrum is also starting
to make an important contribution; for ACTPol the EE provides the same error on the
peak position as the TT.
This is compatible with expectation, as discussed in e.g., Galli et al. (2014) [40], that
parameters which are constrained by the position and shape of the acoustic peaks get more
weight from polarization data as the noise is further reduced. The peaks and troughs in the
temperature power spectrum are less pronounced due to the contribution from the Doppler
effect from velocity perturbations that are out of phase with the density perturbations. As
a result, the peaks in the TT power spectrum have a lower contrast compared to the peaks
in the polarization power spectrum, and the signal to noise on the location of the peaks and
their amplitude is higher for polarization data.
In contrast, ACTPol parameters measured using the overall shape of the spectra are
currently still better constrained by the temperature power spectrum, in particular the
primordial amplitude As, because the signal to noise in the damping tail is higher for our
two-season ACTPol temperature data.
4.5.4 Consistency of TT and TE to ΛCDM Extensions
Given the improved constraining power of TE, we explore whether any extensions of ΛCDM
are preferred by TE compared to TT. The TE spectrum offers an independent check of the
141
model, and is not contaminated by emission from extragalactic foregrounds and SZ effects.
As such, it is playing an increasingly important role in parameter constraints.
We estimate the lensing parameter AL, defined in Calabrese et al. [20], through its
effect on the smearing of the CMB acoustic peaks. To reduce degeneracy with other ΛCDM
parameters we add the Planck temperature and WMAP TE data at large scales, where the
impact of lensing is minimal, and estimate AL jointly with the other ΛCDM parameters.
For the TT, TE, and EE data separately, we find marginalized distributions shown in
Figure 4.23, with
AL = 1.04± 0.16 TT (PTTlow + ACTPol)
AL = 0.99± 0.40 TE (WMAP + ACTPol)
AL = 2.1± 1.3 EE (ACTPol) . (4.6)
In all three cases we find that AL is consistent with the standard prediction of AL = 1. The
TE power spectrum does not show signs of deviation from the expected lensing signal, and
we now measure the lensing in the WMAP+ACT TE power spectrum at 2.5σ significance.
We repeat the same test with the number of relativistic species, and find no evidence of
deviation from the nominal Neff = 3.04 in the TE or EE spectrum.
4.5.5 Comparison to Planck
Previous analyses of the Planck temperature data have shown a 2-3σ difference in some pa-
rameters estimated from the small and large angular ranges of the Planck dataset (Addison
et al. [4]; Planck Collaboration et al. 2016f [91]). We compare parameters derived from our
full ACTPol dataset to these two slicings of the Planck data. In Figure 4.22 we show param-
eters estimated from the ACTPol TT, TE and EE power spectra with parameters obtained
from Planck temperature data using angular scales greater or smaller than ` = 1000. The
ACTPol data presented in this paper are consistent with both sets of parameters estimated
from Planck. Additional data from the third-season ACTPol observations will shed further
light on this issue.
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Figure 4.22: Estimates of ΛCDM parameters from ACTPol compared to parameters esti-
mated from large and small multipole ranges of the Planck data. Current ACTPol data are
consistent with both subsets of Planck. All models have a prior on the optical depth.
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Figure 4.23: Estimates of the lensing parameter AL using the TT, TE, and EE ACTPol
data separately, combined with large-scale data.
4.5.6 Damping Tail Parameters
Given the consistency of the ACTPol data, both internally and with Planck, we add the
ACTPol data to the full Planck temperature data to better constrain the effective number of
relativistic species, and the primordial helium fraction. Figure 4.24 shows the improvement
on the 68% and 95% confidence levels by adding the ACTPol data to the Planck temperature
data (2 < ` < 2500). We find
Neff = 2.74 ± 0.47
YP = 0.255 ± 0.027 (PlanckTT + ACTPol) (4.7)
compared to Neff = 2.99± 0.52 and YP = 0.246± 0.031 from PlanckTT alone.
Additional ACTPol data measuring the damping tail data will further tighten these
limits and better test the standard paradigm.
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Figure 4.24: Estimates of the number of relativistic species and primordial He-
lium abundance (68% and 95% CL) from Planck temperature data, and Planck
combined with ACTPol.
4.6 Conclusions
We have presented temperature and polarization power spectra estimated from 548 deg2
of sky observed at night during the first two seasons of ACTPol observation. We find
good agreement between cosmological parameters estimated from the TT, TE and EE
power spectra individually, and the spectra are consistent with the ΛCDM model. The
CMB temperature-polarization correlation is now more constraining than the temperature
anisotropy for certain parameters; the baryon density and acoustic peak angular scale are
now best internally constrained from the TE power spectrum. Adding the new ACTPol
polarization data to the Planck temperature data improves constraints on extensions to the
ΛCDM model that affect the damping tail.
This analysis includes only 12% of the full three-season ACTPol data taken from 2013–
15, so future analyses will provide an opportunity to further test the ΛCDM model and
more tightly constrain properties including the number of relativistic species, the sum of
neutrino masses, and the primordial power spectrum.
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González, S. Masi, M. Massardi, S. Matarrese, P. Mazzotta, P. R. Meinhold, A. Mel-
chiorri, L. Mendes, M. Migliaccio, S. Mitra, A. Moneti, L. Montier, G. Morgante,
D. Mortlock, A. Moss, D. Munshi, P. Naselsky, F. Nati, P. Natoli, H. U. Nørgaard-
Nielsen, F. Noviello, D. Novikov, I. Novikov, S. Osborne, C. A. Oxborrow, L. Pagano,
F. Pajot, D. Paoletti, F. Pasian, G. Patanchon, O. Perdereau, F. Perrotta, F. Pia-
centini, E. Pierpaoli, D. Pietrobon, S. Plaszczynski, E. Pointecouteau, G. Polenta,
N. Ponthieu, L. Popa, G. W. Pratt, G. Prézeau, J.-L. Puget, J. P. Rachen, W. T.
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Górski, A. Gruppuso, J. E. Gudmundsson, D. Herranz, E. Hivon, Z. Huang, A. H.
Jaffe, W. C. Jones, E. Keihänen, R. Keskitalo, K. Kiiveri, J. Kim, T. S. Kisner,
L. Knox, N. Krachmalnicoff, M. Kunz, H. Kurki-Suonio, G. Lagache, J.-M. Lamarre,
A. Lasenby, M. Lattanzi, C. R. Lawrence, M. Le Jeune, F. Levrier, A. Lewis, P. B.
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48(10):1812–1818, Apr 2009. doi: 10.1364/AO.48.001812.
[100] J. Ruhl, P. A. R. Ade, J. E. Carlstrom, H.-M. Cho, T. Crawford, M. Dobbs, C. H.
Greer, N. w. Halverson, W. L. Holzapfel, T. M. Lanting, A. T. Lee, E. M. Leitch,
158
J. Leong, W. Lu, M. Lueker, J. Mehl, S. S. Meyer, J. J. Mohr, S. Padin, T. Plagge,
C. Pryke, M. C. Runyan, D. Schwan, M. K. Sharp, H. Spieler, Z. Staniszewski, and
A. A. Stark. The South Pole Telescope. In C. M. Bradford, P. A. R. Ade, J. E. Aguirre,
J. J. Bock, M. Dragovan, L. Duband, L. Earle, J. Glenn, H. Matsuhara, B. J. Naylor,
H. T. Nguyen, M. Yun, and J. Zmuidzinas, editors, Z-Spec: a broadband millimeter-
wave grating spectrometer: design, construction, and first cryogenic measurements,
volume 5498 of Proc. SPIE, pages 11–29, Oct. 2004. doi: 10.1117/12.552473.
[101] J. Ruze. Antenna Tolerance Theory – A Review. IEEE Proceedings, 54, Apr. 1966.
[102] S. Rytov. Electromagnetic properties of a finely stratified medium. SOVIET
PHYSICS JETP-USSR, 2(3):466–475, 1956.
[103] T. Schenk. Introduction to photogrammetry. Ohio State University. Deparment of
Civil, Environmental and Geodetic Engineering, 2005. http://www.mat.uc.pt/~gil/
downloads/IntroPhoto.pdf Accessed: 2016-05-01.
[104] G. Schwarz. Thermal expansion of polymers from 4.2 K to room temperature. Cryo-
genics, 28(4):248–254, 1988. doi: 10.1016/0011-2275(88)90009-4.
[105] G. A. Slack. Thermal conductivity of pure and impure silicon, silicon carbide, and di-
amond. Journal of Applied Physics, 35(12):3460–3466, 1964. doi: 10.1063/1.1713251.
[106] K. M. Smith. Pseudo-C estimators which do not mix E and B modes. Phys. Rev. D,
74(8):083002, Oct. 2006. doi: 10.1103/PhysRevD.74.083002.
[107] G. F. Smoot, C. L. Bennett, A. Kogut, E. L. Wright, J. Aymon, N. W. Boggess,
E. S. Cheng, G. de Amici, S. Gulkis, M. G. Hauser, G. Hinshaw, P. D. Jackson,
M. Janssen, E. Kaita, T. Kelsall, P. Keegstra, C. Lineweaver, K. Loewenstein, P. Lu-
bin, J. Mather, S. S. Meyer, S. H. Moseley, T. Murdock, L. Rokke, R. F. Silverberg,
L. Tenorio, R. Weiss, and D. T. Wilkinson. Structure in the COBE differential mi-
crowave radiometer first-year maps. ApJ, 396:L1–L5, Sept. 1992. doi: 10.1086/186504.
[108] R. A. Sunyaev and I. B. Zeldovich. The Interaction of Matter and Radiation in a
Hot-Model Universe. Ap&SS.
[109] C. A. Swenson. Recommended values for the thermal expansivity of silicon from 0 to
1000 K. Journal of Physical and Chemical Reference Data, 12(2):179–182, 1983. doi:
10.1063/1.555681.
[110] D. Swetz. The Atacama Cosmology Telescope. PhD thesis, University of Pennsylvania,
2009.
[111] D. S. Swetz, P. A. R. Ade, M. Amiri, J. W. Appel, E. S. Battistelli, B. Burger,
J. Chervenak, M. J. Devlin, S. R. Dicker, W. B. Doriese, R. Dnner, T. Essinger-
Hileman, R. P. Fisher, J. W. Fowler, M. Halpern, M. Hasselfield, G. C. Hilton, A. D.
Hincks, K. D. Irwin, N. Jarosik, M. Kaul, J. Klein, J. M. Lau, M. Limon, T. A. Mar-
riage, D. Marsden, K. Martocci, P. Mauskopf, H. Moseley, C. B. Netterfield, M. D.
Niemack, M. R. Nolta, L. A. Page, L. Parker, S. T. Staggs, O. Stryzak, E. R. Switzer,
159
R. Thornton, C. Tucker, E. Wollack, and Y. Zhao. Overview of the atacama cosmol-
ogy telescope: Receiver, instrumentation, and telescope systems. The Astrophysical
Journal Supplement Series, 194(2):41, 2011.
[112] F. Takeda and T. Hashimoto. Broadbanding of corrugated conical horns by means
of the ring-loaded corrugated waveguide structure. IEEE Transactions on Antennas
and Propagation, 24(6):786–792, 1976.
[113] The Polarbear Collaboration: P. A. R. Ade, Y. Akiba, A. E. Anthony, K. Arnold,
M. Atlas, D. Barron, D. Boettger, J. Borrill, S. Chapman, Y. Chinone, M. Dobbs,
T. Elleflot, J. Errard, G. Fabbian, C. Feng, D. Flanigan, A. Gilbert, W. Grainger,
N. W. Halverson, M. Hasegawa, K. Hattori, M. Hazumi, W. L. Holzapfel, Y. Hori,
J. Howard, P. Hyland, Y. Inoue, G. C. Jaehnig, A. H. Jaffe, B. Keating, Z. Kermish,
R. Keskitalo, T. Kisner, M. Le Jeune, A. T. Lee, E. M. Leitch, E. Linder, M. Lungu,
F. Matsuda, T. Matsumura, X. Meng, N. J. Miller, H. Morii, S. Moyerman, M. J. My-
ers, M. Navaroli, H. Nishino, A. Orlando, H. Paar, J. Peloton, D. Poletti, E. Quealy,
G. Rebeiz, C. L. Reichardt, P. L. Richards, C. Ross, I. Schanning, D. E. Schenck, B. D.
Sherwin, A. Shimizu, C. Shimmin, M. Shimon, P. Siritanasak, G. Smecher, H. Spieler,
N. Stebor, B. Steinbach, R. Stompor, A. Suzuki, S. Takakura, T. Tomaru, B. Wilson,
A. Yadav, and O. Zahn. A Measurement of the Cosmic Microwave Background B-
mode Polarization Power Spectrum at Sub-degree Scales with POLARBEAR. ApJ,
794:171, Oct. 2014. doi: 10.1088/0004-637X/794/2/171.
[114] R. J. Thornton, P. A. R. Ade, S. Aiola, F. E. Angilè, M. Amiri, J. A. Beall, D. T.
Becker, H.-M. Cho, S. K. Choi, P. Corlies, K. P. Coughlin, R. Datta, M. J. Devlin,
S. R. Dicker, R. Dünner, J. W. Fowler, A. E. Fox, P. A. Gallardo, J. Gao, E. Grace,
M. Halpern, M. Hasselfield, S. W. Henderson, G. C. Hilton, A. D. Hincks, S. P.
Ho, J. Hubmayr, K. D. Irwin, J. Klein, B. Koopman, D. Li, T. Louis, M. Lungu,
L. Maurin, J. McMahon, C. D. Munson, S. Naess, F. Nati, L. Newburgh, J. Nibarger,
M. D. Niemack, P. Niraula, M. R. Nolta, L. A. Page, C. G. Pappas, A. Schillaci, B. L.
Schmitt, N. Sehgal, J. L. Sievers, S. M. Simon, S. T. Staggs, C. Tucker, M. Uehara,
J. van Lanen, J. T. Ward, and E. J. Wollack. The Atacama Cosmology Telescope:
The Polarization-sensitive ACTPol Instrument. ApJS, 227:21, Dec. 2016. doi: 10.
3847/1538-4365/227/2/21.
[115] M. Tinkham. Introduction to Superconductivity (2nd Edition). Dover Publications,
1996. ISBN 978-0-486-43503-9.
[116] C. E. Tucker and P. A. R. Ade. Thermal filtering for large aperture cryogenic detector
arrays. volume 6275 of Proc. SPIE, pages 62750T–62750T–9, 2006. doi: 10.1117/12.
673159.
[117] R. Ulrich. Far-infrared properties of metallic mesh and its complementary structure.
Infrared Physics, 7(1):37–55, 1967. doi: 10.1016/0020-0891(67)90028-0.
[118] A. van Engelen, B. D. Sherwin, N. Sehgal, G. E. Addison, R. Allison, N. Battaglia,
F. de Bernardis, J. R. Bond, E. Calabrese, K. Coughlin, D. Crichton, R. Datta,
M. J. Devlin, J. Dunkley, R. Dünner, P. Gallardo, E. Grace, M. Gralla, A. Hajian,
160
M. Hasselfield, S. Henderson, J. C. Hill, M. Hilton, A. D. Hincks, R. Hlozek, K. M.
Huffenberger, J. P. Hughes, B. Koopman, A. Kosowsky, T. Louis, M. Lungu, M. Mad-
havacheril, L. Maurin, J. McMahon, K. Moodley, C. Munson, S. Naess, F. Nati,
L. Newburgh, M. D. Niemack, M. R. Nolta, L. A. Page, C. Pappas, B. Partridge, B. L.
Schmitt, J. L. Sievers, S. Simon, D. N. Spergel, S. T. Staggs, E. R. Switzer, J. T. Ward,
and E. J. Wollack. The Atacama Cosmology Telescope: Lensing of CMB Temperature
and Polarization Derived from Cosmic Infrared Background Cross-correlation. ApJ,
808:7, July 2015. doi: 10.1088/0004-637X/808/1/7.
[119] A. P. Wills. On the magnetic shielding effect of trilamellar spherical and cylindrical
shells. Phys. Rev. (Series I), 9:193–213, Oct 1899. doi: 10.1103/PhysRevSeriesI.9.193.
[120] A. L. Woodcraft. Predicting the thermal conductivity of aluminium alloys in the
cryogenic to room temperature range. Cryogenics, 45(6):421–431, 2005.
[121] K. W. Yoon, J. W. Appel, J. E. Austermann, J. A. Beall, D. Becker, B. A. Ben-
son, L. E. Bleem, J. Britton, C. L. Chang, J. E. Carlstrom, H.-M. Cho, A. T.
Crites, T. Essinger-Hileman, W. Everett, N. W. Halverson, J. W. Henning, G. C.
Hilton, K. D. Irwin, J. McMahon, J. Mehl, S. S. Meyer, S. Moseley, M. D. Niemack,
L. P. Parker, S. M. Simon, S. T. Staggs, K. U-yen, C. Visnjic, E. Wollack, and
Y. Zhao. Feedhorn-Coupled TES Polarimeters for Next-Generation CMB Instru-
ments. In B. Young, B. Cabrera, and A. Miller, editors, American Institute of Physics
Conference Series, volume 1185 of American Institute of Physics Conference Series,
pages 515–518, Dec. 2009. doi: 10.1063/1.3292392.
161
