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Abstract. We introduce the quantum j-invariant in positive character-
istic as a multi-valued, modular-invariant function of a local function
field. In this paper, we concentrate on basic definitions and questions of
convergence.
1. Introduction
In [3], a notion of modular invariant for quantum tori was introduced, which
may be viewed analytically as a certain extension of the usual j-invariant
to the real numbers. For any θ ∈ R and ε > 0, one defines first the ap-
proximant jε(θ), using Eisenstein-like series over the set of “ε diophantine
approximations”
Λε(θ) = {n ∈ Z| |nθ−m| < ε for some m ∈ Z}.
Then jqt(θ) is defined to be the set of limits of the approximants as ε→ 0.
PARI-GP experiments indicate that jqt(θ) is multi-valued and yet re-
markably, for all quadratics tested, the set of all approximants is finite (see
the Appendix in [3]). However due to the chaotic nature of the sets Λε(θ),
explicit expressions for jqt(θ) have proven to be elusive: in [3], only a single
value of jqt(ϕ), where ϕ = the golden mean, was rigorously computed. More-
over the experimental observations made at the quadratics remain without
proof.
This paper is the first in a series of two, in which we consider the analog
of jqt for a function field over a finite field. In this case, the non archimedean
nature of the absolute value simplifies the analysis considerably, allowing us
to go well beyond what was obtained in [3]. In particular, for f belonging
to the function field analog of the reals, the set Λε(f) has the structure
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of an Fq-vector space and it is possible to describe a basis for it using the
sequence of denominators of best approximations of f . With this in hand,
explicit formulas for the approximants jε(f) and their absolute values can
be given, see Theorem 3 and its proof. Using these formulas, we are able to
prove the multi-valued property of jqt, as well as give the characterization:
f is rational if and only if jε(f) =∞ eventually. In the sequel [2], we study
the set of values of jqt(f) for f quadratic.
Acknowledgements. We thank E.-U. Gekeler as well as the referee for a num-
ber of useful suggestions.
2. Quantum j invariant
Let Fq be the field with q = p
r elements, p a prime. Let k = Fq(T ) where T
is an indeterminate and A = Fq[T ]. Let v be the place at ∞ i.e. that defined
by v(f) = − degT (f). The absolute value | · | associated to v is
|f | = q−v(f) = qdegT (f).
Denote by k∞ the local field obtained as the completion of k w.r.t. v, and
by C∞ the completion of a fixed algebraic closure k∞ of k∞ w.r.t. v. For a
review of basic function field arithmetic, see [6], [8], [9], [10].
Consider the compact A-module
S
1 := k∞/A.
The character group of S1 may be identified with the group of characters
e : k∞ → C
× trivial on A. Define the basic character e0(g) = χ(c−1(g)),
where χ : (Fq,+) → C
× is a nontrivial character with values in the group
of pth roots of unity and c−1(g) is the coefficient of T
−1 in the Laurent
series expansion of g. Then e0 induces a character of S
1 and moreover every
character of S1 is of the form e(g) = e0(ag) for some a ∈ A. Indeed, every
character of k∞ may be written in the form e(g) = e0(rg) for some r ∈ k∞
c.f. [10], sect. II.5. If e is trivial on A but r 6∈ A, we could find an element
a ∈ A with c−1(ar) 6∈ Ker(χ). But then e(a) 6= 1, contradiction.
We will need the following analog of the classical Kronecker’s Theorem
(see [1]).
Theorem 1. For any f ∈ k∞ − k, the image of Af in S
1 is dense.
Proof. For any compact Hausdorff abelian group G, the Weyl Criterion (c.f.
[7], Corollary 1.2 of Chapter 4) is available. In particular, the A-sequence
xa := af mod A, a ∈ A, is uniformly distributed in S
1 if and only if
lim
d→∞
1
qd+1
∑
deg a≤d
e(xa) = 0 (1)
for each non-trivial character e : S1 → C×. Since f is irrational, for each
non-trivial character e there exists b ∈ A such that e(xb) 6= 1. Indeed, if it
were true that for some non-trivial character e and for all b ∈ A,
e(xb) = e0(axb) = e0(xab) = e0(bxa) = 1,
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this would imply af ∈ A i.e. f ∈ k, contradiction. If δ = deg b, then for d > δ
we have
(1− e(xb))

 ∑
deg a≤d
e(xa)

 = ∑
deg a≤d
e(xa)−
∑
deg a≤d
e(xa+b) (2)
= (1 − e(xb))

 ∑
deg a≤δ
e(xa)

 , (3)
since the map a 7→ a + b defines a bijection of the set of a satisfying δ <
deg(a) ≤ d, i.e., ∑
δ<deg a≤d
e(xa)−
∑
δ<deg a≤d
e(xa+b) = 0.
As 1 − e(xb) 6= 0, it may be canceled in (2), (3) to give equality of the two
summations with limits d, δ, i.e.,
lim
d→∞
1
qd+1
∑
deg a≤d
e(xa) = lim
d→∞
1
qd+1
∑
deg a≤δ
e(xa) = 0.
Thus {xa} is uniformly distributed in S
1 and so dense in S1. 
By a lattice Λ ⊂ C∞ is meant a discrete A-submodule of finite rank. In
what follows, we restrict to lattices of rank 2 e.g. ω ∈ Ω = C∞− k∞ defines
the rank 2 lattice Λ(ω) = 〈1,ω〉A = the A-module generated by 1,ω. Given
a lattice Λ ⊂ C∞, the Eisenstein series are
En(Λ) =
∑
06=λ∈Λ
λ−n, n ∈ N.
The discriminant is the expression
∆(Λ) := (T q
2
− T )Eq2−1(Λ) + (T
q − T )qEq−1(Λ)
q+1
and setting
g(Λ) := (T q − T )Eq−1(Λ),
the (classical) j invariant is defined
j(Λ) :=
g(Λ)q+1
∆(Λ)
=
1
1
T q−T + J(Λ)
where
J(Λ) :=
T q
2
− T
(T q − T )q+1
·
Eq2−1(Λ)
Eq−1(Λ)q+1
.
When we restrict to Λ = Λ(ω) we obtain a well-defined modular function
j : PGL2(A)\Ω −→ C∞.
See for example [4], [5].
Let f ∈ k∞. The A-module 〈1, f〉A ⊂ k∞ is a lattice only when f ∈ k;
when f ∈ k∞− k, Theorem 1 implies that 〈1, f〉A is dense in k∞. In order to
4 L. Demangos and T.M. Gendron
define jqt(f), we look for a suitable replacement for the lattice used to define
j(ω) for ω ∈ Ω. We adapt the ideas found in [3].
For any x ∈ k∞ we denote the distance to the nearest element of A by
‖x‖ := min
a∈A
|x− a| ∈ [0, 1[.
Given ε > 0, define
Λε(f) := {λ ∈ A| ‖λf‖ < ε}.
Elements λ ∈ Λε(f) are referred to as ε-approximations of f and the value
‖λf‖ is called the error of λ.
Since the distance between distinct elements of A is ≥ 1, if we take
ε < 1, then for all λ ∈ Λε(f) there exists a unique λ
⊥ ∈ A such that
‖λf‖ = |λf − λ⊥| < ε.
We call λ⊥ the f -dual of λ, and we denote Λε(f)
⊥ = {λ⊥| λ ∈ Λε(f)}.
Proposition 1. For each 0 < ε < 1, Λε(f), Λε(f)
⊥ ⊂ A are isomorphic Fq-
vector spaces. Moreover, they are A-ideals for ε sufficiently small if and only
if f ∈ k.
Proof. Given λ, λ′ ∈ Λε(f), |(λ + λ
′)f − (λ⊥ + λ′⊥)| = |(λf − λ⊥) + (λ′f −
λ′⊥)| ≤ max{|λf − λ⊥|, |λ′f − λ′⊥|} < ε, which shows that Λε(f) is a group;
in fact a vector space since multiplication by scalars leaves | · | invariant.
The map λ 7→ λ⊥ defines a bijection respecting vector space operations,
making Λε(f)
⊥ a vector space isomorphic to Λε(f). This takes care of the
first statement. Concerning the second statement, suppose that f ∈ k and
write f = a/b, where a, b ∈ A are relatively prime. Then for ε ≤ |b|−1,
the inequality |λ(a/b) − λ⊥| < ε implies that λa − λ⊥b = 0 or λ⊥ = λa/b.
Since (a, b) = 1, this implies that b|λ so that Λε(f) ⊂ bA. The opposite
inclusion Λε(f) ⊃ bA is trivial. On the other hand, suppose f ∈ k∞ − k
and let λ ∈ Λε(f). By Theorem 1 for each c ∈ k∞ such that |c| < 1 there
exists λ′ ∈ A such that |λλ′f − c| < ε. If we assume λλ′ ∈ Λε(f) there exists
(λλ′)⊥ ∈ A such that |λλ′f − (λλ′)⊥| < ε. However:
|λλ′f − (λλ′)⊥| ≤ max{|λλ′f − c|, |(λλ′)⊥ − c|}. (4)
As |c| < 1, we have
|(λλ′)⊥ − c| ≥ 1 > |λλ′f − c|.
Thus the inequality in (4) is an equality, i.e.
ε > |λλ′f − (λλ′)⊥| = |(λλ′)⊥ − c| ≥ 1,
contradiction. In particular, Λε(f) is not an ideal for all ε ∈ (0, 1). Therefore,
Λε(f) is an A-ideal for ε sufficiently small if and only if f ∈ k. 
Note 1. In the number field setting, the analogous set Λε(θ) for θ ∈ R − Q
is not a group, due to the archimedean nature of the absolute value of R, see
[3].
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Note 2. If f ∈ k∞ − k then the minimal degree of the nonzero elements
of Λε(f) tends to infinity as ε → 0 because there are only finitely many
polynomials in T of fixed degree. In other words,
lim
ε→0
min{|λ| | λ ∈ Λε(f)− 0} =∞.
Thus ⋂
ε>0
Λε(f) = {0}
and we could not use the intersection to define a lattice-like object with which
one might hope to define the quantum j-invariant.
The idea now is to use Λε(f) as if it were a lattice to define an approx-
imation to jqt(f). We define the ε-zeta function of f via:
ζf,ε(n) :=
∑
λ∈Λε(f)−{0}
λ monic
λ−n, n ∈ N.
It is easy to see that ζf,ε(n) converges, since it is a subsum of the zeta function
of A (see [8]) ζA(n) =
∑
a∈A monic a
−n. If we denote ζFq (n) =
∑
c∈Fq−{0}
c−n
then
ζFq (n) · ζf,ε(n) =
∑
λ∈Λε(f)−{0}
λ−n.
Taking into account that ζFq(q − 1) = ζFq (q
2 − 1) = −1, we define
∆ε(f) := (T
q2 − T )
∑
λ∈Λε(f)−{0}
λ1−q
2
+ (T q − T )q

 ∑
λ∈Λε(f)−{0}
λ1−q


q+1
= −(T q
2
− T )ζf,ε(q
2 − 1) + (T q − T )qζf,ε(q − 1)
q+1
and
gε(f) := (T
q − T )
∑
λ∈Λε(f)−{0}
λ1−q = −(T q − T )ζf,ε(q − 1).
Then the ε-modular invariant of f is defined
jε(f) :=
gε
q+1(f)
∆ε(f)
=
1
1
T q−T − Jε(f)
where
Jε(f) :=
T q
2
− T
(T q − T )q+1
·
ζf,ε(q
2 − 1)
ζf,ε(q − 1)q+1
. (5)
The quantum modular invariant or quantum j-invariant of f is then
jqt(f) := lim
ε→0
jε(f) ⊂ k∞ ∪ {∞}
where by limε→0 jε(f) we mean the set of limit points of convergent sequences
{jεi(f)}, εi → 0. Thus, by definition, j
qt(f) is in principle multi-valued, and
so we denote it as such, writing
jqt : (k∞ ∪ {∞})⊸ (k∞ ∪ {∞}), j
qt(∞) :=∞.
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In the number field case, jqt is only known experimentally to be multi-valued,
having finitely many values for all real quadratics tested, see the Appendix
in [3]. In this paper, we will prove that jqt is multi-valued and in the sequel
[2], we will prove that #jqt(f) <∞ for f quadratic.
Theorem 2. If f ∈ k, then for ε sufficiently small, jε(f) =∞. In particular,
jqt(f) =∞.
Proof. By Proposition 1, Λε(f) is an ideal for sufficiently small ε, hence it
is a principal ideal of the form (h), h ∈ A. Therefore, the quotient of ε zeta
functions occurring in (5) in the definition of Jε(f), being homogeneous of
degree 1− q2, can be written
ζf,ε(q
2 − 1)
ζf,ε(q − 1)q+1
= −
∑
06=λ∈Λε(f)
λ−q
2+1(∑
06=λ∈Λε(f)
λ1−q
)q+1
= −
hq
2−1
∑
06=a∈A a
−q2+1
hq2−1
(∑
06=a∈A a
1−q
)q+1
=
ζA(q
2 − 1)
ζA(q − 1)q+1
.
This shows that jε(f) is constant for small ε, hence j
qt(f) is a single point.
Moreover, since A is the limit of the lattice 〈1,ω〉A, ω ∈ Ω, for ω → 0,
the above calculation shows that for ε small, jε(f) = j
qt(f) is the limit of
classical j at ∞. But it is well-known that classical j has a pole at ∞, see
[5], . 
Proposition 2. jqt is invariant w.r.t. the action of PGL2(A) and induces a
multi-valued function
jqt : PGL2(A)\(k∞ ∪ {∞})⊸ (k∞ ∪ {∞}).
Proof. Essentially the same as the proof of Theorem 1 in [3]. By Theorem 2,
it is enough to prove PGL2(A)-invariance for f ∈ k∞ − k. In brief, if M =(
r s
t u
)
∈ GL2(A), then the map λ 7−→ tλ
⊥ + uλ induces an isomorphism
of Fq-vector spaces
M : Λε(f) −→ Λε′(M(f)), ε
′ =
ε
tf + u
.
Then one may check that {εi} produces a limit point of j
qt(f) ⇔ {ε′i} pro-
duces a limit point of jqt(M(f)) and that these limit points coincide. 
3. Convergence
For f = f0 ∈ k∞ − k let a0 ∈ A be its polynomial part. Then writing
f = a0 + 1/f1, we let a1 ∈ A be the polynomial part of f1, and so forth: in
Quantum j-Invariant in Positive Characteristic I 7
this way we obtain the continued fraction expansion of f :
f = a0 +
1
f1
= a0 +
1
a1 + f2
= · · · .
The resulting series of iterated fractions
a0, a0 +
1
a1
, a0 +
1
a1 +
1
a2
, . . .
converges to f and is infinite unless f ∈ k. Note that for all i ≥ 1, |1/fi| > 1
and therefore |ai| > 1. In particular, ai 6∈ Fq for all i ≥ 1. The continued
fraction expansion is denoted
f = [a0, a1, . . . ].
Every f ∈ k∞ − k may be so represented, and the representation is unique.
Moreover, f ∈ k∞ − k is quadratic if and only if its continued fraction ex-
pansion is eventually periodic. See [8], sect. 9.2.
The sequence of denominators of best approximations is defined recur-
sively by
q0 = 1, q1 = a1, . . . , qi = aiqi−1 + qi−2.
Note that
|qn| = |a1 · · ·an| = q
∑
n
i=1 deg(ai).
The corresponding sequence of duals {q⊥n } is obtained by the recursion
q
⊥
0 = a0, q
⊥
1 = a1a0 + 1, . . . , q
⊥
i = aiq
⊥
i−1 + q
⊥
i−2.
Indeed, by [8], page 307:
‖qnf‖ = |qnf − q
⊥
n | =
1
|qn||an+1|
=
1
|qn+1|
= q−
∑n+1
i=1 deg(ai).
Since we will want to consider sums over monic polynomials, let us
denote by
q¯n = cnqn
the unique scalar multiple of qn which is monic. Clearly |q¯n| = |qn|, q¯
⊥
n =
cnq
⊥
n and ‖q¯nf‖ = ‖qnf‖. It is a consequence of the above remarks that the
following set forms a basis of A as an Fq-vector space:{
T deg(a1)−1, . . . , 1; T deg(a2)−1q¯1, . . . , q¯1; T
deg(a3)−1q¯2, . . . , q¯2; . . .
}
. (6)
(The order in which the basis elements have been listed corresponds to de-
creasing errors, see (8) below.) Using the basis (6), a typical element of A
can then be concisely written in the form
a = cm(T )q¯m + cm+1(T )q¯m+1 + · · ·+ cm′(T )q¯m′ , 0 ≤ m ≤ m
′, (7)
where ci(T ) ∈ A is a polynomial of degree ≤ deg(ai+1) − 1. Notice that a is
monic if and only if cm′(T ) is monic.
Lemma 1. Let ε = ql−
∑N+1
i=1 deg(ai) for 0 < l ≤ deg(aN+1). Then
Λε(f) = spanFq (T
l−1
q¯N , . . . , T q¯N , q¯N ; T
deg(aN+2)−1q¯N+1, . . . ).
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Proof. A general element T rq¯n in the basis displayed in (6), where 0 ≤ r ≤
deg(an+1)− 1, produces the error
‖T rq¯nf‖ = q
r−
∑n+1
i=1 deg(ai). (8)
Indeed we have (T rq¯n)
⊥ = T rq¯⊥n and
‖T rq¯nf‖ = |T
r
q¯nf − T
r
q¯
⊥
n | = |T
r|‖q¯nf‖ = q
r−
∑n+1
i=1 deg(ai).
From this the inclusion ⊃ follows. In view of the strictly decreasing pattern
of errors of elements of the basis (6) and the non archimedean nature of | · |,
no other basis elements may be involved in an element of Λε(f), giving the
equality claimed. 
Denote βN+1 := q¯N+1/q¯N .
Theorem 3. Let f ∈ k∞ − k, ε = q
l−
∑N+1
i=1 deg(ai). Then
|jε(f)| =
{
qq
2
if l = 1 and |βN+1| > q
qq
2+q−1 otherwise.
The proof of Theorem 3 will follow immediately from two Lemmas,
which we now present. By Lemma 1,
Λε(f)
q¯N
= span
Fq
{1,α1,α2 . . . } := spanFq{1, . . . , T
l−1,βN+1, . . . }. (9)
The function jε(f) may be calculated using the vector space (9) in place of
Λε(f). In particular, we may calculate jε(f) using the rescaled zeta function
ζf,ε(q
n − 1)
(q¯N )1−q
n = 1 +
∞∑
i=1
Ωi(q
n − 1),
where
Ωi(q
n − 1) :=
∑
(c0 + · · ·+ ci−1αi−1 + αi)
1−qn ,
and where the sum is over c0, . . . , ci−1 ∈ Fq.
Lemma 2. When i = 1,
Ω1(q
n − 1) =
α
qn
1 − α1∏
c∈Fq
(c+ αq
n
1 )
and |Ω1(q
n − 1)| = |α1|
qn(1−q).
More generally, for all i ≥ 1, |Ωi(q
n − 1)| ≤ |αi|
qn(1−q).
Proof. Write α = α1. Then
Ω1(q
n − 1) =
∑
c
c+ α
c+ αqn
=
∑
c(c+ α)
∏
d 6=c(d+ α
qn)∏
c(c+ α
qn)
. (10)
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Denote by si(c) the ith elementary symmetric function on Fq − {c}. Thus,
s0(c) = 1, s1(c) =
∑
d 6=c d, etc. Then the numerator of (10) may be written
as
q−1∑
j=0
(∑
c
(c+ α)sq−1−j(c)
)
αjq
n
.
Note that there is no constant term, and the coefficient of α is
∏
d 6=0 d = −1.
Now∑
c
csq−2(c) =
∑
c 6=0
csq−2(c) =
∑
c 6=0
c
∏
d 6=0,c
d =
∑
c 6=0
c · (−c−1) = (q− 1)(−1) = 1,
which is the coefficient of αq
n
. Moreover,
∑
c sq−2(c) = sq−2(0)−
∑
c 6=0 c
−1 =
0, so the αq
n+1 term vanishes. For i < q − 2, we claim that∑
c
csi(c) = 0 =
∑
c
si(c).
When i = 0, s0(c) = 1 for all c, the terms α
qn(q−1), αq
n(q−1)+1 have coef-
ficients
∑
c c =
∑
c 1 = 0 and so vanish. When i = 1, we have q > 3, so
s1(c) = −c and∑
c
s1(c) = −
∑
c
c = 0 = −
∑
c
c2 =
∑
c
cs1(c)
since the sums occurring above are power sums over Fq of exponent 1, 2 <
q − 1. For general i < q − 2, we have q > i+ 2 and∑
c
si(c) =
∑
c
P (c)
where P (X) is a polynomial over Fq of degree i < q − 2. Hence
∑
c P (c) =∑
c cP (c) = 0, since again, these are sums of powers of c of exponent less
than q − 1. Thus the numerator is αq
n
− α and the absolute value claim
follows immediately. When i > 1, for each ~c, let ~c+ = (c1, . . . , ci−1) and write
α~c+ = c1α1 + · · · + ci−1αi−1 + αi. Note trivially that |α~c+ | = |αi|. Then by
part (1),
|Ωi(q
n − 1)| =
∣∣∣∣∣∣
∑
~c+
∑
c
(c+ α~c+)
1−qn
∣∣∣∣∣∣ ≤ max{|α~c+|q
n(1−q)} = |αi|
qn(1−q).

The rescaling (9) permits us to calculate
jε(f) = (T
q − T )q+2 ·
(1 +Ω1(q − 1) + · · · )
q+1
∆
, ∆ := U − V,
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where
U = ((T q − T )(1 +Ω1(q − 1) + · · · ))
q+1
= T q(q+1) − T q
2+1 − T 2q + T q+1 + T q(q+1)
∑
c
(c+ α1)
1−q + lower
(in the above, we use that (T q − T )q+1 = (T q
2
− T q)(T q − T )) and
V = (T q − T )(T q
2
− T )(1 +Ω1(q
2 − 1) + · · · )
= T q(q+1) − T q
2+1 − T q+1 + T 2 + T q(q+1)
∑
c
(c+ α1)
1−q2 + lower.
Thus
∆ = −T 2q + 2T q+1 − T 2 + T q(q+1)
∑
c
(c+ α1)
1−q + lower.
Notice that we have made use of the estimates in Lemma 2 to write “+lower”
in the above lines.
Lemma 3. |∆| =
{
qq+1 if |α1| = q
q2q otherwise
Proof. Suppose first that |α1| = q. Then α1 = T or q¯N+1/q¯N where the
(unnormalized) best approximations satisfy qN+1 = aN+1qN+qN−1 for aN+1
linear. Since the normalized best approximations are monic, it follows that
we may write α1 = T + δ where |δ| < q. In particular, by Lemma 2, item (1),
we have∣∣∣∣∣
∑
c
(c+ α1)
1−q −
∑
c
(c+ T )1−q
∣∣∣∣∣ =
∣∣∣∣∣ (α
q
1 − α1)
∏
c(c+ T
q)− (T q − T )
∏
c(c+ α
q
1)∏
c
(
(c+ αq1)(c+ T
q)
)
∣∣∣∣∣
< qq(1−q).
Therefore, we may write
∆ = −T 2q + 2T q+1 + T q(q+1)
∑
c
(c+ T )1−q + lower.
By Lemma 2, item (1),
−T 2q + 2T q+1 + T q(q+1)
∑
c
(c+ T )1−q =
(−T 2q + 2T q+1) ·
∏
c(c+ T
q) + T q(q+1) · (T q − T )∏
c(c+ T
q)
=
T q(q+1)+1 + lower∏
c(c+ T
q)
.
It follows that,
∣∣−T 2q + 2T q+1 + T q(q+1)∑(c+ T )1−q∣∣ = qq+1, and we con-
clude that in this case, |∆| = qq+1. If |α1| > q, by Lemma 2, item (1),∣∣∣T q(q+1)∑(c+ α1)1−q∣∣∣ = qq(q+1) · |α1|q(1−q) < q2q = |T 2q|
hence |∆| = q2q.
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Proof of Theorem 3. When l 6= 1, then α1 = T : thus |α1| = q, |∆| = q
q+1
and |jε(f)| = q
q2+q−1. The same is true when l = 1 and βN+1 = α1 satisfies
|βN+1| = q. If l = 1 and |βN+1| = |α1| > q, then |∆| = q
2q and |jε(f)| =
qq
2
. 
Combining Theorems 2 and 3, we arrive at the
Corollary 1. f ∈ k ⇔ jε(f) =∞ for ε sufficiently small ⇔ ∞ ∈ j(f).
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