ABSTRACT Overlapped frequency division multiplexing (OVFDM) systems can obtain high spectral efficiency (SE), which is proportional to the constraint length. However, high decoding complexity imposes the main challenge on OVFDM systems. This paper proposes a low-complexity sliding window (SW) block decoding algorithm for OVFDM systems, where data symbols are estimated based on the reception of a SW instead of a date frame. Specifically, block code of each SW is decoded by bit-flipping algorithm where the bits to be flipped are selected according to the largest absolute value criterion. Using this criterion, the complexity to obtain the near optimal bit-flipping vector grows only linearly with the SW length. In addition, the study of the decoding algorithm is based on the design of OVFDM encoding structure, where symbols can occupy orthogonal in-phase and quadrature channels simultaneously to further improve SE by a factor of two. Simulation results show that OVFDM SW decoding with bit-flipping algorithm can be used when constraint length is relatively high (constraint length ≥ 20) because the complexity goes roughly linearly with the increase of constraint length.
I. INTRODUCTION
Spectral efficiency (SE) is a crucial performance metric in 5G due to the scarcity of spectrum along with the high data rate requirement. There are several key techniques to increase SE of the communication systems, including faster-thanNyquist (FTN) signaling, massive multiple-input multipleoutput (MIMO) systems, high order quadrature amplitude modulation (QAM), etc.
The pioneering work of Mazo [1] proved that for time period packing τ = 0.8, FTN signaling can achieve almost 25% more SE compared to the Nyquist signaling without affecting the bit error rate (BER) performance over additive white Gaussian noise (AWGN) channel. And for a smaller τ of 0.25−0.35, 185.7%−300% more SE can be achieved [2] .
Massive MIMO system uses arrays of antenna containing few hundred antennas which occupy large space [3] . Moreover, the useful subspace of massive MIMO system is considerably small, e.g., a maximum SE of about 57 bits/symbol can be achieved by using 256×256 MIMO system. In the meantime, 2048QAM modulation has been applied in the experimental systems, but it performs poorly over fading channels due to amplitude-phase modulation.
Another promising technique, i.e., overlapped X-domain division multiplexing (OVXDM, X-domain refers to frequency, time, space, etc.), was proposed to obtain high SE under very low threshold signal-to-noise ratio (SNR) [4] , [5] . In contrast to massive MIMO, OVXDM does not need multiantenna system and thus the space resource is greatly saved. Besides, unlike QAM technique, OVDXM performs well in fading channels [6] .
This paper focuses on overlapped frequency division multiplexing (OVFDM) systems, where the overlap of symbols employing band-limited multiplexing waveform H (f ) is performed in frequency domain. Moreover, OVFDM is an under-sampling system in frequency domain and the sample points are independent, because the spacing of independent frequency samples tends to 0 for band-limited systems. Hence, significant SE gain can be achieved which is proportional to the number of sample points in H (f ).
On the contrary, FTN is an over-sampling system, which is achieved by the overlap and shifting of symbols in time domain. SE is increased by 20.55% in [7] and 38.85% in [8] using root raised cosine pulse with roll-off factor β=0.3, which is relatively small in comparison with OVFDM.
Multi-carrier FTN (MFTN) was proposed in [9] where carriers overlap in spectrum. However, this will worsen the ISI in time domain even if τ = 1. To avoid high complexity, the frequency spacing f is relatively large. While in OVFDM, the encoding and decoding processes are both conducted in frequency domain and there is no ISI to defeat in time domain. Thus, f = B/K (B is the bandwidth of H (f )) can be very small when constraint length K is large. The similarities and differences of OVFDM and MFTN are discussed in detail later on.
Although promising, implementation of OVFDM system is faced with the challenge of high complexity involved in the sequence detection. The complexity of maximum-likelihood sequence detection (MLSD), which is the optimal algorithm for the detection of the OVFDM signals [10] , increases exponentially with the increase of constraint length. Therefore, some fast decoding algorithms of OVFDM should be considered to reduce the decoding complexity. Another challenge is that encoding structure of OVFDM has not yet been studied.
A. RELATED WORK
Prior works [6] , [11] - [14] have focused on the performance evaluation of overlapped time division multiplexing (OVTDM) systems over AWGN channel in [11] - [13] and over multipath fading channel in [6] . Encoding structure of OVTDM system was studied in [14] .
Only a few works have investigated OVFDM [15] , [16] , and the encoding structure of OVFDM is still not available. Implementation of OVFDM should tackle the problems which are not encountered in OVTDM. For instance, we should make sure that OVFDM can transmit data in orthogonal in-phase and quadrature (I/Q) channels in parallel to double the SE of OVFDM systems. Therefore, the encoding structure of OVFDM should be firstly designed.
The major challenge of OVFDM implementation is reducing the decoding complexity. OVFDM can employ fast sequential decoding algorithms of convolutional code to find the optimal path in the trellis, using the Fano decoding algorithm in [17] and sphere decoding algorithm in [18] . However, the difference of maximum-likelihood metrics of two paths is small when the constraint length is large, which poses a challenge to find the optimal path.
Therefore, OVFDM signals can be decoded using detection methods of block codes instead of convolutional codes, which is still not available in the literature for OVFDM systems. But recent research efforts have focused on reducing the decoding complexity of block codes for FTN signaling [7] , [19] and MIMO system [20] , [21] . Interference cancellation techniques were studied in [7] and [19] to reduce the decoding complexity of the FTN signaling. Reference [19] requires a complexity of O(Llog(L)) which highly depends on the frame size L. While by symbol-by-symbol sequence estimation, [7] requires a reduced complexity which is linear to L. It can be concluded that the signal detection based on the reception of the whole frame should be avoided since frame length is usually large in practical communication systems. Instead, the data symbols should be estimated basing on a sliding window (SW) to reduce complexity.
Gradient or iteration methods were employed in [20] and [21] to obtain an efficient searching direction in MIMO system, which can be used to decode block code of each SW in OVFDM systems. The complexities of [20] and [21] varied linearly with the square of the number of users. In order to further reduce the iteration number to O(U ) where U is the number of users or length of a SW, bit-flipping algorithm is used where bits to be flipped should be efficiently selected in every iteration.
From the above analysis, the dependence of decoding complexity on frame length is partly shifted to the much smaller SW length by SW decoding. Moreover, to decode block code of each SW, detection scheme with a very low complexity of O(U ) should be designed.
B. CONTRIBUTIONS
The main contributions of this paper are summarized as follows.
• SW decoding of OVFDM systems is proposed to combat the intolerable complexity of MLSD. The block length of each SW is much smaller than the frame length, and dependence of complexity on frame length is partly shifted to SW length. Thus, decoding complexity increases at a slower rate as the frame length increases.
• The proposed bit-flipping algorithm is applied to decode block code of each SW, where largest absolute value criterion is applied to determine the bit-flipping vector. This criterion can obtain the near optimal bit-flipping vector in each iteration while at the same time having a low complexity for searching. Without degrading BER performance, bit-flipping algorithm has a smaller number of iterations, compared to steepest descent algorithm.
• This paper is the first to design OVFDM encoding structure where orthogonal I/Q channels can be occupied at the same time. Under this encoding structure, our work evaluates the performance of OVFDM systems employing different multiplexing waveforms.
II. OVFDM SYSTEM MODEL A. THE OVERLAP AND SHIFTING OF OVFDM TRANSMIT SYMBOLS
Inter-symbol interference (ISI) has been thought to degrade the performance of communication systems. However, in OVFDM systems, ISI is considered as a constraint relation that offers beneficial coding gain, and adjacent symbols are overlapped in frequency domain. The overlap and shifting of OVFDM transmit symbols are drawn in Fig. 1 . OVFDM systems employ band-limited multiplexing waveform H (f ), f ∈ (0, B) with B being the bandwidth of H (f ). The transmit symbols are expressed by
T where L is the length of data frame and (·) T denotes vector transpose. U is assumed to be memoryless. The frequency spacing between adjacent symbols is f = B/K Hz, where K denotes the constraint length. If K = 1, there is no ISI between the adjacent symbols.
The spectrum waveform of transmit signal is
S(f ) can also be expressed as
where
the set of positive integers. Over the AWGN channel, the spectrum waveform of received OVFDM signal is denoted by V (f ).
B. SPECTRAL EFFICIENCY OF OVFDM
Assume that for h(t), the effective time duration T means that the power of h(t) beyond T is below a certain threshold so that it can be ignored. It is known that the overlap and shifting of H (f ) in frequency domain do not expand or narrow the signal in the time domain. Therefore, the effective time duration of S(f ) is also T . From Fig. 1 , it can be seen that the occupied
is transmitted in orthogonal I/Q channels, SE of OVFDM is further increased by a factor of two. Accordingly, SE of OVFDM in bits per Hertz per second is
where (a) follows from the fact that L K when OVFDM is used in practical systems. L K ensures that high SE can be obtained.
SE of OVFDM only depends on constraint length and timebandwidth product. Also, it is seen from (3) that SE in bits per Hertz per second goes linearly with the constraint length K . Compared to the case of no overlap (without orthogonal I/Q channels) where SE equals 1/(BT ) bits/(Hz·s), SE of OVFDM is improved by a factor of 2K .
C. BAND-LIMITED MULTIPLEXING SPECTRUM WAVEFORM
Multiplexing waveform H (f ) has an impact on OVFDM performance. In this subsection, two typical multiplexing spectrum waveforms are introduced whose performances will be evaluated in Section V.
1) RECTANGULAR MULTIPLEXING WAVEFORM (RMW)
In this case, H (f ) can be given by
Although RMW is physically unrealizable, it is simpler for OVFDM performance evaluation.
2) RAISED COSINE MULTIPLEXING WAVEFORM (RCMW)
Assuming that w =
D. THE SIMILARITIES AND DIFFERENCES OF OVFDM AND MFTN

Remark 1 (OVFDM Versus MFTN (τ = 1) in Terms of System Models):
From (1), the transmit signal of OVFDM is given by
where h(t) denotes the inverse Fourier transform of bandlimited H (f ). For τ = 1, the transmit signal of MFTN is [9] 
where h (t) is a T -orthogonal pulse, meaning that the correlation h (t − nT )h * (t − mT )dt=0(m = n) with (·) * denoting complex conjugation. From (6) and (7), MFTN systems have time-frequency domain samples a c,n while OVFDM systems take samples u l in the frequency domain. MFTN can be regarded as OVFDM signals that are stacked in time domain. However, the ISI of MFTN will escalate in time domain even if τ = 1, i.e., s MFTN ,m (t)s * MFTN ,n (t)dt = 0(m = n) where frequency shifts of different carriers destroy the orthogonality. While there is no ISI to defeat in the time domain of OVFDM systems.
III. OVFDM ENCODING A. THE ENCODING STRUCTURE OF OVFDM
In this subsection, encoding structure of OVFDM is proposed, which is inspired by the OVTDM encoding scheme presented in [4, Fig. 10 ]. In [4] , orthogonal I/Q channels are occupied and the SE is increased by 2K 2 (K 2 is the constraint length). Compared to OVTDM, the encoding of OVFDM is faced with the following challenges: 1) The encoding and decoding processes of OVFDM is performed in frequency domain. Then how to guarantee that the transmit symbols in time domain are real-valued so that orthogonal I/Q channels can be taken in parallel? 2) How to make sure that the SE is increased by 2K compared to the case of no overlap while at the same time using parallel I/Q channels? To address the first challenge, we retort to the property of discrete Fourier transform (DFT), that is, when the DFT obeys the symmetry As for the second challenge, the SE gain of proposed encoding scheme is close to 2 when bin K , as shown in Section III-B. The condition bin K can be satisfied in practical communication systems for the frame length is usually large. Hence, the SE is increased by nearly 2K compared to the case of no overlap and no orthogonal I/Q channels.
The encoding structure of OVFDM is illustrated in Fig. 2 , and the processes are stated in the following.
Step 1: In channel I, the transmit symbols are divided into two flows, that is, flow
In order to better facilitate inverse fast Fourier transform (IFFT), the number of transmit symbols per flow is set to L = bin/2 − K + 1.
Step 2: Encode transmit symbols of flow I f , II f , I f and II f respectively through overlapping and shifting as shown in Fig. 1 . The length of signal in each flow is (bin/2
Step 3: As shown in Fig. 2 , flow I f and flow II f are combined into I f + j·I I f and I f − j·I I f in channel I, where j is the imaginary unit. Then in channel I, we concatenate flow I f + j·II f and flow
The total length of the frame is bin symbols. Similarly, flow I f and flow II f are combined into I f + i·II f and I f − i·II f in channel Q. Then, flow I f + i·II f and flow I f − i·II f are concatenated into one frame D .
Step 4: According to the property of DFT, the transmit symbols of each frame in time domain are real-valued. Therefore, OVFDM can employ orthogonal I/Q channels to further improve the SE.
B. THE EFFICIENCY OF OVFDM ENCODING STRUCTURE
SE gain of OVFDM encoding structure over orthogonal I/Q channels is given by
In practical systems, we always set bin K in order to benefit from high SE. For instance, when constraint length K = 2 − 10 and bin is set to 512, SE gain of OVFDM systems with I/Q channels is 1.9297−1.9922, which can be approximated by the ideal gain of 2. SE of OVFDM in bits per Hertz per second is
where (a) follows when bin K .
IV. SLIDING WINDOW DECODING OF OVFDM
The modulated symbols can be decoded by Viterbi decoding algorithm, but the complexity increases exponentially with the increase of K . Therefore, fast decoding algorithm of OVFDM is needed. SW decoding is proposed where convolutional codes are decomposed into block codes to reduce decoding complexity.
A. SLIDING WINDOW DECODING
SW length is denoted as X , and we set X ≥ K to ensure that the symbols removed during each processing period are sufficiently reliable. A toy model is given in Fig. 1 , where SW length and constraint length are set as X = K = 3. The first data symbol of the current SW (i.e., u 2 ) is not truncated by the SW, while the second and the third data symbols (u 3 and u 4 ) are both truncated. Thus, the first data symbol is considered to be relatively reliable. After each processing period, the first data symbol is removed and the others are retained. Then move the SW one symbol forward each time to get the next SW. The process of SW decoding is shown in Fig. 3 . The SW is denoted by χ = [(sl − 1)/K , (sl + X − 1)/K ], where sl is the index of the SW's first symbol. In SW χ, the estimated data symbols whose multiplexing waveforms are not truncated (denoted asû sl ,û sl+1 , · · · ,û sl+X −K ) are considered to be relatively reliable. But note that they are still not highly reliable because incomplete multiplexing waveforms of other estimated data symbolsû sl+X −K +1 ,û sl+X −K +2 , · · · ,û sl+X −1 may affect their reliability.
W sl (f ) denotes the message in SW χ.
where gate function
The message W sl (f ) is decoded by the bit-flipping algorithm that will be introduced later. After that, SW slides forward to get the new SW region χ = [(sl
The new massage in the new SW is updated by
And similarly,û sl+X −K +1 , · · · ,û sl+2(X −K +1) are then estimated according to W sl+X −K +1 (f ) by bit-flipping algorithm.
B. LARGEST ABSOLUTE VALUE CRITERION TO SELECT THE BITS TO BE FLIPPED
To decode OVFDM block code of each SW, bit-flipping decoding algorithm is used which has a small iteration number. In this subsection, largest absolute value criterion is proposed to select the bits to be flipped. Considering the processing region in SW χ = [(sl − 1)/K , (sl + X − 1)/K ] and employing maximum-likelihood metric, we get
where any possible data sequence in SW χ is denoted as u = (u sl , u sl+1 , · · · , u sl+X −1 ) T , and estimation of data sequence in SW χ is denoted asû = (û sl ,û sl+1 , · · · ,û sl+X −1 ) T . σ u is defined as σ u = 2u T b − u T Ru. And h(f ), b, and R are given by
and
respectively, where n(f ) is the noise in χ.
The gradient of σ u is
Further, divide ∇ u (σ u ) by 2 and obtain
The basic idea of bit-flipping decoding algorithm is that, the elements of vector ∇ u (σ u ) (or r) with largest absolute values are found, and the bits of these elements in u are flipped according to Criterion 1.
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Criterion 1 (Largest Absolute Value Criterion): u(k) and r(k) denote the vectors u and r after the k th iteration, respectively. The bit-flipping vector in k th (k = 1, 2, . . .) iteration is c(k) = u(k) − u(k − 1). Search for a elements of vector r(k) with largest absolute values. The index of the element with largest absolute value is denoted as a 1 , and the index of the element with second largest absolute value is denoted as a 2 , and so on . Let c(k) i , r(k) i , and u(k) i denote the i th element of  c(k), r(k), and u(k). u(k) i is flipped iff c(k + 1) i r(k) i > 0(i ∈   {a 1 , a 2 , . . . a a }) .
In the following, the reason for adopting Criterion 1 is given.
According to (11), we aim to find optimal u, denoted asû, that maximizes σ u = 2u T b − u T R u . The increase of σ u after (k + 1) th (k = 0, 1, 2, . . .) iteration is τ (k + 1) = σ u (k + 1) − σ u (k) where σ u (k) is the value of σ u after k th iteration. Note that the selected bits of u(k) is flipped only when τ (k+1) > 0, and we have
It is easily seen that for a given number of bits that are flipped, largest 2c(k + 1) T r(k) can be obtained by using Criterion 1.
In the second item of (17), i.e., c(k + 1) T Rc(k + 1), R is a positive definite Toeplitz matrix of size X × X , which is given by
where H k is given by
And it can be seen that
where c(k + 1) 2 is the Euclidean norm of c(k + 1). The first item of (19), i.e., c(k + 1) 2 2 H 1 , is the same for a fixed number of bits that are flipped. And the effect of the second item of (19) on τ (k + 1) is ignored in this paper due to the fact that H k < H 1 (k > 1). Though the accuracy is compromised, the computational complexity to search optimal c(k + 1) that maximizes τ (k + 1) is greatly reduced. The influence of
is evaluated in Section V. And it is concluded that with this item ignored, SNR should be increased by 2dB to preserve BER performance.
In conclusion, selecting the bits to be flipped by using Criterion 1, the maximum increase of σ u can be roughly achieved for a fixed number of bits that are flipped.
C. BIT-FLIPPING ALGORITHM
Bit-flipping decoding algorithm is depicted in Algorithm 1. The notations in Algorithm 1 will be explained later on. Basically, bit-flipping decoding algorithm consists of the following two steps.
Step 1 (Initialization): h(f ) is a matrix consisting of continuous waveform h m (f ), m ∈ Z + . The sampled h(f ), denoted as H S , is given by
where h lS (l = 1, 2, · · · , X ) is given by (21) shown at the bottom of this page, and S is the number of sample points in every f . The sampled W sl (f ), denoted as w, is expressed as
To avoid matrix inversion during the initialization phase, a promising initial estimation of u is employed [21] , which is expressed as
where b = H S w e with w e = (w, 0 1×(K −1)S ), and D inv is the inverse matrix of D with D being the diagonal component of A. And A is the minimum mean-squared error (MMSE) filtering matrix, which is obtained by Find a elements of vector r(k) with largest absolute values. Select the bits according to Criterion 1, and flip the selected bits to obtain u(k + 1).
14:
. 15 : 
Step 2 (Performing Bit-Flipping Iterations): Sort the elements of vector r(k) in a descending order of the absolute values. Find a elements of vector r(k) with largest absolute values, and flip the bits of these elements according to Criterion 1. r(k + 1) is updated by
Iterations end when bit-flipping no longer brings about the increase of σ u . And the estimation of data sequenceû is given by the output u(k).
D. COMPLEXITY OF SLIDING WINDOW DECODING
For SW decoding, the complexity to perform optimal decoding of each block code is O(X · 2 K ) in a SW. And sequence detection of a data frame using SW decoding requires a complexity of O(XL · 2 K ).
Therefore, the sub-optimal bit-flipping algorithm is used to reduce the decoding complexity of each SW.
ini d is the number of bit-flipping iterations, and ini a ≤ inf a ≤ X . In each SW, the decoding complexity
= O(X ), where (a) follows from the fact that ini a < ini d , and (b) follows from the fact that ini a is determined by the value of X and that ini a ≤X . SW decoding of a data frame using bit-flipping algorithm requires a complexity of O(XL). Such complexity is much lower than that of SW decoding using optimal decoding or steepest decoding algorithm for each SW.
V. PERFORMANCE EVALUATION
In this section, the performance of SW block decoding in OVFDM systems is evaluated. SW length X is set to be the same as constraint length K unless otherwise specified.
Bit-flipping decoding algorithm is employed to decode block code of each SW. Steepest descent algorithm acts as a baseline for the performance evaluation. The initialization of steepest descent algorithm is similar to that of bit-flipping algorithm. And steepest descent iteration is given by u(k + 1) = u(k) + γ u(k) where γ is the steepest descent gradient and is computed by γ = (r(k) H r(k))/(p(k) H r(k)), with p(k) denoting the the vector p after the k th iteration. When k = 0, p(0) is initialized by p(0) = Ar(0). And r(k) and p(k) are updated by r(k +1) = b−Au(k +1) and p(k +1) = Ar(k +1) respectively.
A. OVFDM ENCODING STRUCTURE
Simulation results of OVFDM employing RMW and RCMW are given in Fig. 4 and Fig. 5 , respectively. The SE η is equal to (gain·K )/(BT ) bits/(Hz·s), where gain is given by (8) . The symbols are transmitted over AWGN channel, and are decoded by Viterbi decoding algorithm. The performance of OVTDM is studied in [10] , and it can be seen that BER performances of OVFDM and OVTDM are the same, which is due to the duality property of the Fourier transform. As can be seen from Fig. 4 and Fig. 5 , the BER performance degrades as the value of K increases, for the frequency spacing f = B/K is smaller for a larger value of K . In the meantime, according to (3) the SE increases with the growth of K .
The comparison of OVFDM and FTN (single-carrier and multi-carrier) is given in the following.
• OVFDM versus single-carrier FTN: BER performances of FTN system with β = 0 and β = 0.3 and OVFDM systems with K = 2 are roughly the same. The SEs of FTN system with β = 0 (i.e., RMW) and β = 0.3 are improved by 4% and 20.55% respectively in [7] , and SEs are improved by 25% and 38.85% with β = 0 and β = 0.3 respectively in [8] . While with the same BER performance, SE of OVFDM system is improved by 100%.
• OVFDM versus multi-carrier FTN: 1) Comparisons in terms of performances. From [9, Fig. 5 ], the SE is improved by at most 66.67% without loss of BER for β = 0.3. And when τ = 1, SE is improved by 53.85% without degrading BER for β = 0.3. However, SE of OVFDM is increased by 100% without degrading the VOLUME 5, 2017 BER when constraint length K = 2, which is superior to MFTN in terms of SE performance. 2) Comparisons in terms of complexities. Optimal detection of MFTN requires the complexity of O(2 CP ) where P is number of significant ISI taps and C is the number of carriers. For τ = 1 the complexity is reduced to O(2 C ) by attacking the inter-carrier interference (ICI) only, but note that the detection is sub-optimal because the ISI still exists when τ = 1. In conclusion, the decoding complexity of MFTN signaling increases significantly because frequency spacing f which is lower than the bandwidth of band-limited pulse will worsen the ISI in time domain. While in OVFDM there will be no ISI to defeat in time domain, and thus the decoding complexity is lower. Moreover, multiplexing spectrum waveform H (f ) has an impact on OVFDM performance. As can be seen from Fig. 4 and Fig. 5 , the SNR of RCMW is lower than that of RMW at BER = 10 −5 for a fixed constraint length K . But with the increase of constraint length K , the performance gap between different multiplexing spectrum waveforms has narrowed almost to vanishing point.
B. OVFDM SLIDING WINDOW DECODING USING BIT-FLIPPING ALGORITHM
In this subsection, the simulation results are presented to demonstrate the validity of the proposed OVFDM SW decoding using bit-flipping algorithm.
Performance of OVFDM SW decoding using bit-flipping for RMW is demonstrated in Fig. 6 . It is seen that BER performance of bit-flipping decoding algorithm is close to that of steepest descent algorithm. Furthermore, the advantage of bit-flipping algorithm is that it has a smaller number of iterations. This is because the complexity of SW decoding using bit-flipping algorithm is O(XL) which goes linearly instead of exponentially with the increase of constraint length K . It is concluded that OVFDM SW block decoding can be conducted when Viterbi algorithm is infeasible due to prohibitively high complexity (for instance, K ≥ 20).
In the following, we explore the effects of multipath fading on OVFDM. Multipath spread does not change the bandwidth B of H (f ), thus having little influence on ISI in the frequency domain. However, the shape of H (f ) may change (in the case of frequency-selective fading), as well as the phase of H (f ) (in the case of frequency-selective fading and flat fading). If the channel estimation is perfect, i.e., the change of H (f ) is known, the performance of OVFDM will not deteriorate. That is, in this case, BER performances over multipath fading channels are the same as Fig. 6 .
In Fig. 7 , constraint length versus SNR at BER = 10 −5 is compared with OVFDM theoretical upper bound at BER = 10 −5 and OVXDM capacity bound. OVFDM theoretical upper bound at BER = 10 −5 and OVXDM capacity bound are given in [5] and [10] . OVFDM theoretical upper bound shows the constraint length K versus SNR at BER = 10 −5 when optimal decoding algorithm (i.e., Viterbi decoding) is applied. There is a gap between the performance of SW decoding with bit-flipping and OVFDM theoretical upper bound at BER = 10 −5 , but the gap does not increase as constraint length gets larger, which implies that performance of SW decoding algorithm does not deteriorate even if constraint length K is large. OVXDM capacity bound shows the constraint length K versus SNR when coding structure and decoding algorithm are both optimal. Thus, optimal coding structure of OVFDM should be studied in future work in order to reduce the performance gap with OVXDM capacity bound. Fig. 7 also compares the performances of varying block lengths. It can be seen that for a fixed constraint length, the value of SNR at BER = 10 −5 decreases with the growth of block length. However, the decoding complexity (i.e., O(XL)) increases when block length is large.
Moreover, Fig. 7 illustrates the reliability of the roughly optimal bit-flipping vector c(k + 1) when the item of
c(k + 1) i c(k + 1) i+j of (19) is ignored. As can be seen, when the item is not ignored and optimal c(k + 1) is obtained, (i.e., when employing optimal algorithm for detection of each SW), there is some 2dB SNR gain. In conclusion, SNR should be increased by 2dB to preserve BER performance when obtaining the roughly optimal bit-flipping vector. Fig. 8 illustrates the effect of SW length on the BER performance. The SW length X is set as K /5, 2K /5, 3K /5, 4K /5 respectively, and constraint length K is set to 25. Due to the fact that K is large, SW length is smaller than constraint length in Fig. 8 to reduce decoding complexity. It is shown that BER performance improves with the growth of SW length. This is because more multiplexing waveforms are truncated and the reliability of decoding is reduced when SW length X is smaller.
VI. CONCLUSION
In this paper, low-complexity SW decoding is proposed for OVFDM systems where bit-flipping algorithm is used to decode block code of each SW. By decomposing convolutional codes into block codes using SWs, the decoding complexity is reduced since SW length is much smaller than frame length. To get an even lower decoding complexity, largest absolute value criterion of bit-flipping algorithm is applied where the near optimal bit-flipping vector is obtained with a complexity of O(X ). Another contribution of this paper is that the encoding structure of OVFDM is designed for the first time where the transmit symbols in time domain are real-valued to occupy orthogonal I/Q channels. Simulation results show that OVFDM SW block decoding can be conducted when Viterbi algorithm is extremely time-consuming (K ≥ 20), since the complexity of SW bit-flipping algorithm goes roughly linearly instead of exponentially with the increase of SE.
