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A max-plus based fundamental solution for a class of
discrete time linear regulator problems
Huan Zhang† Peter M. Dower†
Abstract
Efficient Riccati equation based techniques for the approximate solution of discrete time linear
regulator problems are restricted in their application to problems with quadratic terminal payoffs. Where
non-quadratic terminal payoffs are required, these techniques fail due to the attendant non-quadratic
value functions involved. In order to compute these non-quadratic value functions, it is often necessary
to appeal directly to dynamic programming in the form of grid- or element-based iterations for the
value function. These iterations suffer from poor scalability with respect to problem dimension and
time horizon. In this paper, a new max-plus based method is developed for the approximate solution of
discrete time linear regulator problems with non-quadratic payoffs. This new method is underpinned by
the development of new fundamental solutions to such linear regulator problems, via max-plus duality.
In comparison with a typical grid-based approach, a substantial reduction in computational effort is
observed in applying this new max-plus method. A number of simple examples are presented that
illustrate this and other observations.
I. INTRODUCTION
After more than 40 years of study, the “linear quadratic regulator problem” (or LQR problem)
remains ubiquitous in the field of optimal control [2], [6]. Given a specific linear time invariant
system, quadratic running payoff, and terminal payoff, the objective of the LQR (optimal control)
problem is to determine a control sequence that (when applied to the linear system in question)
maximizes the aggregated running and quadratic terminal payoffs over a specific (possibly
infinite) time horizon. It is well known that the value function defined by the LQR problem
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2is quadratic. The Hessian of this quadratic value function is either the solution of a difference
(or differential) Riccati equation (DRE) in the finite horizon case, or the stabilizing solution of
an algebraic Riccati equation (ARE) in the infinite horizon case. Solutions to either equation,
and hence the corresponding LQR problem, can be computed very accurately and efficiently
using existing numerical tools (for example, MATLABTM).
Both the DRE and ARE encode invariance of the space of quadratic functions (defined on
the state space) with respect to the dynamic programming evolution operator associated with a
quadratic running payoff and linear dynamics. Consequently, both equations are restricted in their
application to problems with quadratic terminal payoffs. Where the terminal payoff employed is
non-quadratic, the DRE / ARE solution path for the corresponding linear regulator problem is
inherently invalid (as the corresponding value function involved need not be quadratic). Instead,
it is necessary to appeal directly to the dynamic programming principle to obtain an iteration
for the value function. This iteration is in general infinite dimensional, regardless of the state
dimension. Consequently, approximate value function iterations employing state-space grids,
basis functions, etc, arise out of necessity, but remain intrinsically limited in their application
due to the curse-of-dimensionality. Consequently, where the time horizon is long or the state
dimension high, the approximate solution of a linear regulator problem in the company of a non-
quadratic terminal payoff remains a computationally expensive (and sometimes even prohibitive)
exercise.
In this paper, a new computational method is developed for approximating the value function
associated with a class of discrete time linear regulator problems in which the terminal payoff is
non-quadratic. Motivated by recent related work [17], [8], [10], [9], this new method relies on the
development of a max-plus based fundamental solution for the class of linear regulator problems
of interest. Using max-plus duality arguments [1], [3], [7], [13], [15], [16], [17], this fundamental
solution captures the behaviour of the associated dynamic programming evolution operator, and
is independent of the terminal payoff employed. By applying this fundamental solution to the
terminal payoff associated with a specific linear regulator problem, the attendant value function
(and hence the solution of this linear regulator problem) may be computed. Furthermore, by
appealing to the algebraic structure of the fundamental solution, a substantial improvement in
computation time relative to grid-based iterative methods can be achieved. This improvement is
demonstrated via a number of computational examples. In addition, the limiting behaviour of
3finite horizon linear regulator problems is investigated via the fundamental solutions presented.
While value functions associated with non-quadratic terminal payoffs are typically non-quadratic
on finite horizons, it is shown (under mild conditions) that these converge to quadratic value
functions in the infinite horizon. There, the effect of a non-quadratic terminal payoff is shown
to reduce to an additive offset in this infinite horizon limit. The convergence results employed
generalize well known DRE / ARE results [2], [5], [6]. Preliminary results by the authors have
recently been reported in [18], [19].
In terms of organization, Section II describes the linear regulator problem and associated
max-plus vector spaces of interest. Section III derives the max-plus fundamental solutions and
discusses their properties. Section IV discusses the infinite horizon linear regulator problem with
non-quadratic terminal payoff. Examples are given in Section V to demonstrate the computational
advantages of the proposed method. Section VI is a brief conclusion. Throughout, Z≥0 and Z>0
are used to denote the non-negative and positive integers respectively. R− .= R∪ {−∞} is used
to denote the extended reals, while Rn denotes n-dimensional Euclidean space equipped with
the standard 2-norm denoted by | · |. λmin(A) and λmax(A) denote respectively the smallest and
largest eigenvalue of matrix A ∈ Rn×n. I ∈ Rn×n and I are used to denote the n by n identity
matrix and an identity operator respectively.
II. LINEAR REGULATOR PROBLEMS WITH NON-QUADRATIC PAYOFF
A. Optimal control problem
Throughout, attention is restricted to discrete-time time invariant linear systems of the form
xk+1 = Axk +B wk , x0 = x, (1)
in which xk ∈ Rn and wk ∈ Rm denote the state and input, both at time k ∈ Z≥0, and x ∈ Rn
denotes the initial state. A ∈ Rn×n and B ∈ Rn×m denote constant matrices with real-valued
entries. The following properties concerning (1) are assumed to hold throughout.
Assumption 2.1: (i) [A,B] is controllable; and (ii) rank(B) = m ≤ n.
The value function WK : Rn → R of a linear regulator problem defined on time horizon K ∈ Z≥0
is given by
WK(x)
.
= sup
w∈W [0,K−1]
JK(x; w) , (2)
4in which W [0, K − 1] .= (Rm)K denotes the attendant space of input sequences with indices in
[0, K − 1] ∩ Z, and JK : Rn × W [0, K − 1] → R denotes the total (accumulated running plus
terminal) payoff
JK(x;w)
.
=
K−1∑
k=0
(
1
2
xTk Φxk − γ
2
2
|wk|2
)
+Ψ(xK) , (3)
in which wk ∈ Rm denotes the kth element of sequence w ∈ W [0, K − 1], and xk denotes the
corresponding element of the state sequence generated by (1) subject to this input sequence.
The running payoff in (3) is parameterized by Φ ∈ Rn×n (a symmetric and positive definite
real-valued matrix, i.e. Φ = ΦT > 0), and a gain parameter γ ≥ 0. The terminal payoff is
denoted by the function Ψ : Rn → R.
Remark 2.2: Note that by convention, W0(x) = Ψ(x), x ∈ Rn.
B. Non-quadratic payoffs, attendant max-plus vector spaces, and duality
The class of optimal control problems described above (and of interest in this paper) is further
restricted to those with non-quadratic terminal payoffs that enjoy a quadratic upper bound. In
formalizing this assumption, and in the subsequent development of a max-plus based solution
to this class of problems, it is convenient to define a hierarchy of three function spaces. In
particular, define B1r ⊂ B2r ⊂ B3r as
B
1
r
.
=
{
φ ∈ B2r
∣∣∣∣φ is convex} ,
B
2
r
.
=
{
φ ∈ B3r
∣∣∣∣φ is semi-convex} ,
B
3
r
.
=
{
φ : Rn → R−
∣∣∣∣ ∃ c ∈ R s.t. φ(x) ≤ r2 |x|2 + c for all x ∈ Rn} .
(4)
Assumption 2.3: There exists an r ∈ R such that the terminal payoff Ψ in (3) satisfies Ψ ∈ B3r .
In view of (4), recall that a max-plus based fundamental solution for a class of continuous
time LQR problems with finite dimensional dynamics was formulated and developed in [17]
for terminal payoffs in the space B2r . (Related infinite dimensional extensions have also been
developed, see [8], [9], [10].) In the spirit of that work, it may be shown that the function spaces
(4) are all max-plus vector spaces (see for example [15]). In particular, a ⊗ φ1 ⊕ φ2 ∈ Bir for
5all a ∈ R−, φ1,2 ∈ Bir, and i ∈ 1, 2, 3, where the binary operations ⊕ and ⊗ denote max-plus
addition and multiplication, viz
a⊕ b .= max(a, b) , a⊗ b .= a+ b .
The max-plus integral of φ ∈ Bir is similarly defined as
∫ ⊕
Rn
φ(x) dx
.
= supx∈Rn φ(x). With a
view to employing primal-dual relationships defined with respect to each of these spaces, it is
convenient to define three corresponding functions ψi(·, z) ∈ Bir, parametrized by z ∈ Rn, as
ψ1(x, z)
.
= zTx,
ψ2(x, z)
.
= −1
2
(x− z)T M (x− z),
ψ3(x, z)
.
= δ(x− z).
(5)
Here, M =MT ∈ Rn×n is positive definite, and δ : Rn → R− denotes the extended real-valued
indicator function defined by δ(ξ) .=
 0 , ξ = 0 ,−∞ , ξ 6= 0 . As mentioned, these functions ψi of (5)
may be used to define primal-dual relationships with respect to each function space Bir. In
particular, for any φ ∈ Bir, it may be noted that the primal φ and dual a are related via
φ = D−1
ψi
a , a = Dψi φ , (6)
where ψi is as per (5), and Dψi , D−1ψi denote respectively the dual and inverse dual (with respect
to function ψi ∈ Bir) defined by
Dψi φ =
(Dψi φ) (·) .= − ∫ ⊕
Rn
ψi(x, ·)⊗ (−φ(x)) dx , (7)
D−1
ψi
a =
(
D−1
ψi
a
)
(·) .=
∫ ⊕
Rn
ψi(·, z)⊗ a(z) dz . (8)
By inspection of (5), Dψ1 is the well-known convex dual, while Dψ2 is the semi-convex dual
employed in finite dimensions in [11], [13], [14], [15], [16], [17], and in infinite dimensions in [8],
[9], [10]. Dψ3 can be verified directly as (Dψ3 φ)(z) = −maxx∈Rn {δ(x− z)− φ(x)} = φ(z).
That is, the max-plus dual (with respect to ψ3 ∈ B3r ) of any function in B3r is itself. For these
duality operators Dψi and D−1ψi of (7) and (8) to be well defined for the fundamental solutions
in Section III (see Remark 3.7), the following assumptions regarding the basis functions (5) are
posed.
6Assumption 2.4: (i=1) P−1k exists for all k ∈ Z>0, where Pk satisfies the difference Riccati
equation (DRE)
Pk+1 = Φ + A
T Pk A+ A
T Pk B
(
γ2 I −BT Pk B
)−1
BT Pk A , (9)
with P0 = 0.
(i=2) There exists an M = MT ∈ Rn×n, M > 0, such that Pk +M > 0 for all k ∈ Z>0,
where Pk satisfies the DRE (9) with P0 = −M .
C. Dynamic programming
A standard application of dynamic programming (see, for example, [4]) to the optimal control
problem defined by (2) yields a (one-step) dynamic programming principle for the finite horizon
value function Wk : Rn → R indexed by time horizon k ∈ Z≥0. In particular
Wk+1 = S1Wk , W0 = Ψ, (10)
where S1 denotes the (one-step) dynamic programming evolution operator defined by
(S1 φ)(x) =
(
SΦ,γ1 φ
)
(x)
.
= sup
w∈Rm
{
1
2
xT Φx− γ
2
2
|w|2 + φ(Ax+B w)
}
. (11)
(Superscript notation SΦ,γ1 will be used where convenient to emphasize the explicit dependence
on Φ and γ.) Where the terminal payoff Ψ : Rn → R is a quadratic function of the form
Ψ(x) = 1
2
xT Λ x (with Λ = ΛT ≥ 0, Λ ∈ Rn×n), the value function Wk : Rn → R is
also a quadratic function, with Wk(x) = 12 x
T Pk x for all k ∈ Z≥0. As (10) holds for all
x ∈ Rn, the value function iteration defined by (10) with respect to the time horizon k ∈
Z≥0 immediately reduces to DRE (9) with P0 = Λ. This DRE describes a finite dimensional
representation for the potentially infinite dimensional iteration (10). The key to the reduced
order representation (9) of (10) is the fact that the space of quadratic functions is invariant with
respect to the dynamic programming evolution operator S1 of (11). Where the terminal payoff
is a non-quadratic function, this invariance cannot be exploited. That is, DRE (9) need not hold.
The definition (11) of the one-step dynamic programming evolution operator S1 may be
extended to the (k + 1)-step case, k ∈ Z>0, via the recursion
Sk+1 φ = S1 (Sk φ) = S1 Sk φ . (12)
7Remark 2.5: By convention (see Remark 2.2), define S0 .= I. (12) implies that the time
indexed set of operators {Sk, k ∈ Z≥0} satisfies the property Sk1+k2 = Sk1Sk2, k1, k2 ∈ Z≥0.
Hence, this set of operators forms a semigroup.
The value function Wk of (2) may accordingly be expressed in terms of the terminal cost
Ψ and Sk via Wk = SkΨ, c.f. (10). Invariance of the max-plus vector spaces Bir of (4) with
respect to this family of evolution operators is key to the subsequent development of a max-plus
based solution to the optimal control problem of (2).
Theorem 2.6: Suppose λmax(ATA) < 1. Then, for any given i ∈ {1, 2, 3}, r ∈ R>0, there
exist Φ0 ∈ Rn×n, Φ0 ≥ 0, and γ0 ∈ R>0 such that for all Φ ∈ Rn×n, Φ ≤ Φ0, γ ∈ R>0, γ ≥ γ0,
Ψ ∈ Bir =⇒ Sk Ψ ≡ SΦ,γk Ψ ∈ Bir (13)
for all k ∈ Z>0.
Proof: First consider the case where i = 3. In order to show that B3r is invariant as per
(13), an induction argument is applied. To this end, suppose that Ψ ∈ B3r , that is, there exists
c ∈ R such that Ψ(x) ≤ r
2
|x|2 + c for all x ∈ Rn. Applying (11),(
SΦ,γ1 Ψ
)
(x) = sup
w∈Rm
{
1
2
xT Φx− γ2
2
|w|2 +Ψ(Ax+Bw)
}
≤ sup
w∈Rm
{
1
2
xT Φx− γ2
2
|w|2 + r
2
|Ax+Bw|2 + c
}
= 1
2
xT ΞΦ,γr x+ c ≤ 12 λmax
(
ΞΦ,γr
) |x|2 + c , (14)
where
xT ΞΦ,γr x
.
= sup
w∈Rm
{
1
2
xT Φx− γ2
2
|w|2 + r
2
|Ax+Bw|2
}
= xT
(
Φ+ r ATA+ r2AT B
(
γ2 I − r BT B)−1BT A) x .
Select Φ0 ∈ Rn×n positive semi-definite such that
0 < λmax(Φ0) ≤ r3(1− λmax(ATA)) (15)
and γ0 ∈ R>0 such that
γ20 I ≥ 2 r BT B , γ20 I ≥ r
2
λmax(Φ0)
AT BBT A . (16)
8(By inspection, note that such a γ0 and Φ0 always exist.) Hence, for any Φ ∈ Rn×n, 0 ≤ Φ ≤ Φ0,
and γ ∈ R>0, γ ≥ γ0, the left-hand inequality of (16) implies that
γ2 I − r BT B ≥ γ20 I − r BT B ≥ γ20 I − γ
2
0
2
I =
γ20
2
I .
Consequently, γ2 I − r BT B is invertible, with (γ2 I − r BT B)−1 ≤ 2
γ20
I . Furthermore, by
definition of ΞΦ,γr ,
ΞΦ,γr = Φ+ r A
TA+ r2AT B
(
γ2 I − r BT B)−1BT A (17)
≤ λmax(Φ) I + λmax(ATA) I + 2 r2γ20 A
T BBT A
≤ λmax(Φ0) I + λmax(ATA) I + 2 λmax(Φ0) I ≤ r I ,
where the third and fourth inequalities follow by the inequalities of (16) and (15) respectively.
Hence, (14) yields that for any Φ ∈ Rn×n, γ ∈ R>0 such that Φ ≤ Φ0, γ ≥ γ0,(
SΦ,γ1 Ψ
)
(x) ≤ r
2
|x|2 + c (18)
holds for all x ∈ Rn. That is, SΦ,γ1 Ψ ∈ B3r , so the stated assertion holds for k = 1. In order to
show that it also holds for any k ∈ Z>0, suppose that SΦ,γk Ψ ∈ B3r , that is, there exists c¯ ∈ R
such that SΦ,γk (x) ≤ r2 |x|2 + c¯ for all x ∈ Rn. Then, applying (12) followed by (11),(
SΦ,γk+1Ψ
)
(x) =
(
SΦ,γ1 SΦ,γk Ψ
)
(x) ≤ sup
w∈Rm
{
1
2
xT Φx− γ2
2
|w|2 +
(
SΦ,γk Ψ
)
(Ax+B w)
}
≤ sup
w∈Rm
{
1
2
xT Φx− γ2
2
|w|2 + r
2
|Ax+Bw|2 + c¯
}
= 1
2
xT ΞΦ,γr x+ c¯ ≤ r2 |x|2 + c¯ ,
where the last inequality follows by (17). That is, SΦ,γk+1Ψ ∈ B3r . Hence, by induction, the stated
assertion holds for i = 3.
In order to show that the stated assertion holds for i ∈ {1, 2}, inspection of (4) and the fact
that B1r ⊂ B2r ⊂ B3r reveals that it only remains to be shown that SΦ,γ1 preserves convexity
and semiconvexity (respectively). The fact that semiconvexity is preserved is well-known, see for
example Theorem 4.9 on page 67 in [15]. The convex case is included to illustrate the arguments
involved. In particular, fix any x1,2 ∈ Rn, λ ∈ (0, 1), and φ ∈ B1r . Then, by convexity of φ, and
semi-positiveness property of Φ ≥ 0(
SΦ,γ1 φ
)
(λ x1 + (1− λ) x2)
9= sup
w∈Rm
 12 (λ x1 + (1− λ) x2)T Φ (λ x1 + (1− λ) x2)−γ2
2
|w|2 + φ (A(λ x1 + (1− λ) x2) +Bw)

= sup
w∈Rm
 12 (λ x1 + (1− λ) x2)T Φ (λ x1 + (1− λ) x2)−γ2
2
|w|2 + φ (λ(Ax1 +Bw) + (1− λ)(Ax2 +Bw))

≤ sup
w∈Rm
 λ2 xT1 Φx1 +
(1−λ)
2
xT2 Φx2 − γ
2
2
|w|2+
λφ(Ax1 +B w) + (1− λ)φ(Ax2 +B w)

≤
λ supw∈Rm
{
1
2
xT1 Φx1 − γ
2
2
|w|2 + φ(Ax1 +B w)
}
+(1− λ) supw∈Rm
{
1
2
xT2 Φx2 − γ
2
2
|w|2 + φ(Ax2 +B w)
}
= λ
(
SΦ,γ1 φ
)
(x1) + (1− λ)
(
SΦ,γ1 φ
)
(x2) .
Hence, SΦ,γ1 φ is convex, thereby demonstrating that SΦ,γ1 φ ∈ B1r .
The max-plus linearity of the k-step dynamic programming evolution operators Sk of (11)
does not depend on the specific max-plus linear space Bir, i ∈ {1, 2, 3}. The case of i = 2 is
proved in Theorem 4.5 on page 66 of [15].
Lemma 2.7: The k-step dynamic programming evolution operator Sk of (12) is max-plus
linear for all k ∈ Z>0. That is, for all for all a ∈ R−, φ, θ ∈ Bir, i ∈ {1, 2, 3}, and k ∈ Z>0,
Sk (a⊗ φ⊕ θ) = a⊗ (Sk φ)⊕ (Sk θ) . (19)
III. MAX-PLUS FUNDAMENTAL SOLUTION AND COMPUTATIONAL METHOD
A. Max-plus fundamental solution semigroup
Where the terminal payoff Ψ is non-quadratic, the value function Wk (2) may be computed
via grid-based dynamic programming iterations (10) for k ∈ Z≥0 [12]. However, this method
is computationally expensive for problems with higher state dimensions, due to the exponential
increase in grid points required to represent the state space. This is the well-known curse-of-
dimensionality [15]. By exploiting the max-plus linearity of the operator Sk, k ∈ Z≥0, a more
efficient computational method can be developed. This method employs an analogous max-plus
fundamental solution to that developed in [17]. To this end, define a set of auxiliary value
functions Sk,i : Rn × Rn → R−, k ∈ Z≥0, i ∈ {1, 2, 3}, by
Sk,i(x, z)
.
=
(Skψi(·, z)) (x), ∀ (x, z) ∈ Rn × Rn. (20)
10
Applying the definition of Dψi and D−1ψi in (7) and (8), and the max-plus linearity of Sk, k ∈ Z≥0,
from Lemma 2.7 yields
Wk(x) = (SkΨ) (x) =
(
Sk
∫ ⊕
Rn
ψi(·, z)⊗ (DψiΨ)(z) dz
)
(x) (21)
=
∫ ⊕
Rn
(Skψi(·, z)) (x)⊗ (DψiΨ)(z) dz = ∫ ⊕
Rn
Sk,i(x, z)⊗ (DψiΨ)(z) dz.
Hence, the value function Wk can be computed by performing a max-plus integration of the
max-plus product of Sk,i of (20) and the dual of the terminal payoff DψiΨ. The function Sk,i of
(20) is independent of the terminal payoff Ψ. When Sk,i is computed, it can be used to compute
any value function Wk corresponding to an arbitrary terminal payoff Ψ via (21). From (20), the
function Sk,i is obtained by applying the dynamic programming evolution operator Sk of (12) to
the functions ψi of (5). As a consequence of the linear dynamics (1), quadratic running payoff
in (3) and the quadratic basis function ψi ∈ Bir used as the terminal payoff, the function Sk,i is
the value function of an LQR problem [2]. Hence it is quadratic of the form
Sk,i(x, z) =
1
2
 x
z
T Qk,i
 x
z
 = 1
2
 x
z
T  Q11k,i Q12k,i
Q21k,i Q
22
k,i
 x
z
 , (22)
where Qk,i ∈ (R−)2n×2n. An iterative representation for the Hessian follows by dynamic pro-
gramming. These iterations can be written down independently of the initial conditions Q1,i, i ∈
{1, 2, 3}. These initial conditions are derived separately in Section III-C.
Theorem 3.1: The Hessian Qk,i k ∈ Z≥0, i ∈ {1, 2, 3} of Sk,i in (22) satisfy
Q11k+1,i = Φ+ A
TQ11k,iA+ A
TQ11k,iB(γ
2I −BTQ11k,iB)−1BTQ11k,iA,
Q12k+1,i = A
TQ12k,i + A
TQ11k,iB(γ
2I −BTQ11k,iB)−1BTQ12k,i,
Q21k+1,i = (Q
12
k+1,i)
T , (23)
Q22k+1,i = Q
22
k,i +Q
21
k,iB(γ
2I − BTQ11k,iB)−1BTQ12k,i.
Proof: Applying the quadratic form (22) of Sk,i along with the definitions of the operators
S1 and Sk in (11) and (12) respectively yields
Sk+1,i(x, z) =
1
2
 x
z
T Qk+1,i
 x
z
 = (Sk+1ψi(·, z)) (x)
11
=
(S1Skψi(·, z)) (x) =
S1
1
2
 ·
z
T Qk,i
 ·
z
 (x)
= sup
w∈Rm
12 xTΦx− 12γ2 |w|2 + 12
 Ax+Bw
z
T Qk,i
 Ax+Bw
z
 .
The argument of the supremum on the right-hand side is quadratic in w, and consequently,
the maximisation can be performed analytically by completion of squares. In particular, the
supremum is achieved by w∗ = (γ2 I − BTQ11k,iB)−1(BTQ11k,iATx + BTQ12k,iz). Iteration (23)
follows by explicitly evaluating the supremum using w∗.
For each i ∈ {1, 2, 3}, the functions Sk,i, k ∈ Z≥0 can be propagated forward to Sk+1,i via
the iteration (23). As shown in the continuous time [17] and infinite dimensional cases [8],
[9], [10], it is more efficient to compute Sk,i, k ∈ Z≥0, for longer time horizons via their max-
plus duals, as a specific time horizon doubling technique can be developed. To this end, let
Bk,i(·, z) : Rn → R−, z ∈ Rn, denote the max-plus dual of Sk,i(·, z) : Rn → R−, z ∈ Rn, with
respect to ψi ∈ Bir, i ∈ {1, 2, 3}, so that by (7)
Bk,i(y, z)
.
=
(DψiSk,i(·, z)) (y) = −∫ ⊕
Rn
ψi(x, y)⊗ (−Sk,i(x, z)) dx. (24)
The function Sk,i is recovered from Bk,i via the inverse dual operator D−1ψi of (8), with
Sk,i(x, z) =
(
D−1
ψi
Bk,i(·, z)
)
(x) =
∫ ⊕
Rn
ψi(x, y)⊗ Bk,i(y, z) dy. (25)
The functions Bk,i, k ∈ Z≥0 of (24) can be interpreted as kernels in defining max-plus integral
operators Bk,i, k ∈ Z≥0, on spaces Bir, i ∈ {1, 2, 3}, via
(Bk,ia) (y) .=
∫ ⊕
Rn
Bk,i(y, z)⊗ a(z) dz. (26)
Remark 3.2: Fix any i ∈ {1, 2, 3}, S0,i = ψi from the definition (20) of Sk,i. Hence B0,i(y, z) =
δ(y − z) from (24) and subsequently, B0,i = I according to (26).
The operators Bk,i are closely related to the operators Sk,i from (11) and (12) via Dψi of (7)
and D−1
ψi
of (8).
Theorem 3.3: For any k ∈ Z≥0 and i ∈ {1, 2, 3},
Sk = D−1ψi Bk,iDψi . (27)
12
Proof: Fix any φ ∈ Bir, i ∈ {1, 2, 3}, k ∈ Z>0 and x ∈ Rn. Applying (21), the definition(24)
of Bk,i, and the duality operators Dψi and D−1ψi of (7) and (8),
(Skφ) (x) =
∫ ⊕
Rn
(Dψiφ) (z)⊗ Sk,i(x, z) dz = ∫ ⊕
Rn
(Dψiφ) (z)⊗ (D−1ψi Bk,i(·, z)) (x) dz
=
∫ ⊕
Rn
(Dψiφ) (z)⊗(∫ ⊕
Rn
ψi(x, y)⊗ Bk,i(y, z) dy
)
dz
=
∫ ⊕
Rn
ψi(x, y)⊗
(∫ ⊕
Rn
Bk,i(y, z)⊗
(Dψiφ) (z) dz) dy
=
∫ ⊕
Rn
ψi(x, y)⊗ (Bk,iDψiφ) (y) dy = (D−1ψi Bk,iDψiφ) (x).
Remark 3.4: From Remark 2.5, {Sk, k ∈ Z≥0} is a semigroup. Theorem 3.3 implies that
for any k1, k2 ∈ Z≥0 Bk1+k2,i = DψiSk1+k2D−1ψi = DψiSk1Sk2D−1ψi = DψiSk1D−1ψi DψiSk2D−1ψi =
Bk1,iBk2,i. It is also shown in Remark 3.2 that B0,i = I. Thus, the operators {Bk,i, k ∈ Z≥0}
form a semigroup.
The value functions Wk, k ∈ Z≥0, of (2) are propagated by the semigroup {Sk, k ∈ Z≥0} via
(10), or equivalently, Wk = SkW0. From Theorem 3.3, Wk = D−1ψi Bk,iDψiW0, which can be
equivalently expressed as DψiWk = Bk,i (DψiW0), k ∈ Z>0. Thus, the semigroup {Bk,i, k ∈ Z≥0}
propagates the max-plus dual of the value functions DψiWk. Consequently, there are two paths
obtaining the value function Wk from the initial condition (terminal payoff) W0 = Ψ as shown
in panel (a) of Figure 1.
Ψ
via Sk of (12)−−−−−−−→ Sk Ψ Q1,i via (23)−−−−→ Qk,iyDψi xD−1ψi yΓi xΓi
Dψi Ψ via Bk,i of (26)−−−−−−−−→ Bk,iDψi Ψ Θ1,i via (31)−−−−→ Θk,i
(a): Propagation of Wk via Sk of (12) or via Bk,i of (26). (b): Propagation of Qk,i of (22) and Θk,i of (29).
Fig. 1. Propagation of value functions via two semigroups and propagation of matrices Qk,i,Θk,i.
B. Propagation of the fundamental solution semigroup kernels
The propagation of the fundamental solution semigroup {Bk,i, k ∈ Z≥0} can be represented
by the evolution of its kernel functions Bk,i, k ∈ Z≥0, i ∈ {1, 2, 3} of (24).
13
Theorem 3.5: For (y, z) ∈ Rn × Rn, k1, k2 ∈ Z≥0
Bk1+k2,i(y, z) =
∫ ⊕
Rn
Bk1,i(y, ρ)⊗ Bk2,i(ρ, z) dρ. (28)
This iteration does not depend on the choice of max-plus vector space Bir. It has the same
form as in the continuous time [17] and infinite dimensional cases [8], [9], [10]. The proof of
Theorem 3.5 follows as per [17] and is omitted for brevity.
According to Theorem 3.1, as Sk,i takes quadratic form with (22), it can be shown that the
kernel Bk,i of (24) is also with that quadratic form, with
Bk,i(y, z) = −1
2
 y
z
T Θk,i
 y
z
 = −1
2
 y
z
T  Θ11k,i Θ12k,i
Θ21k,i Θ
22
k,i
 y
z
 . (29)
Hence, iterations (28) are reduced to iterations on the matrices Θk,i, k ∈ Z≥0. These iterations
are specified by a matrix operation Ω1 ⊛ Ω2 defined by
Ω1 ⊛ Ω2
.
=
 Ω111 0
0 Ω222
−
 Ω121
Ω212
 (Ω221 + Ω112 )−1[Ω211 Ω122 ]. (30)
Here, Ωj ∈ R2n×2n,Ωj = ΩTj , j = 1, 2, satisfy Ω221 + Ω112 > 0.
Theorem 3.6: Suppose that Bikj for j = 1, 2 and i ∈ {1, 2, 3} are quadratic of the form (29)
with Θkj ,i. Then, Bk1+k2,i is quadratic of the form (29) with Θk1+k2,i given by
Θk1+k2,i = Θk1,i ⊛Θk2,i. (31)
Theorem 3.6 has the same form for all spaces Bir, i ∈ {1, 2, 3}. The proof follows as per [17],
where it is proved for the case where i = 2. The proofs for the remaining cases follow similarly,
and are omitted for brevity.
Equation (31) implies that the evolution of kernels Bk,i need not involve every time index
k ∈ Z≥0. Indeed, any sequence of time indices may be employed, provided that each element of
that sequence can be expressed as a sum of two prior (smaller) elements. Time index doubling
is one obvious example. In that case, by generating a sequence (B1,i,B21,i,B22,i, · · · ,B2l,i) for
l ∈ Z>0 using equation (31), only l matrix operations ⊛ are required to propagate Θ1,i to
Θ2l,i. This is the key motivation behind computing the auxiliary value functions Sk,i of (20) via
the propagation of the kernels Bk,i of (24). However, in the computation of Sk,i via Bk,i, two
additional steps are required. Firstly, at the initial time k = 1, it is necessary to compute the dual
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B1,i(·, z) = DψiS1,i(·, z) of the initial auxiliary value function S1,i according to (24). Secondly,
at the final time k, the function Sk,i must be recovered via Sk,i = D−1ψi Bk,i(·, z) according to
(25). It will be shown next that these maximization operations (24) and (25) are reduced to a
matrix operation specified by Γi : R2n×2n → R2n×2n, i ∈ {1, 2, 3}, where
Γ1(Q)
.
=
 (Q11)−1 −(Q11)−1Q12
−Q21(Q11)−1 Q21(Q11)−1Q12 −Q22
 ,
Γ2(Q)
.
=
 M(Q11 +M)−1M −M −M(Q11 +M)−1Q12
−Q21(Q11 +M)−1M Q21(Q11 +M)−1Q12 −Q22
 , (32)
Γ3(Q)
.
= −Q.
Here, the matrix M in the definition of Γ2 is the Hessian used to define the quadratic basis
functions ψ2 of (5) in space B2r . It is required that Q11 > 0 in the definition of Γ1 and Q11+M >
0 in the definition of Γ2 in order for the respective inverses to exist. It can be verified directly
that Q = Γi(Γi(Q)) .= Γi ◦ Γi(Q), or Γi ◦ Γi = I.
Remark 3.7: For i = 1, 2, by inspection of (9) with (23), if Q111,1 and Q111,2 are as per (34) and
(36), respectively, then Assumption 2.4 states that Q11k,1 is invertible and Q11k,2 +M > 0 for all
k ∈ Z>0. In that case, the matrix operations Γi of (32) are well defined for all Qk,i k ∈ Z>0.
Theorem 3.8: For any k ∈ Z>0, suppose that Sk,i of (20) and Bk,i of (24) are quadratics of
the form (22) and (24), respectively. Then, Qk,i and Θk,i are related via Γi of (32) by
Θk,i = Γ
i(Qk,i), Qk,i = Γ
i(Θk,i). (33)
Proof: From (24) and the definition (32) of Γi,
Bk,i(y, z) = −
∫ ⊕
Rn
ψi(x, y)⊗ (−Sk,i(x, z)) dx = −max
x∈Rn
{
ψi(x, y) + (−Sk,i(x, z))
}
= −max
x∈Rn
ψi(x, y)− 12
 x
z
T  Q11k,i Q12k,i
Q21k,i Q
22
k,i
 x
z
 = −12
 y
z
T Γi(Qk,i)
 y
z
 .
Comparing with (29) yields Θk,i = Γi(Qk,i). On the other hand, from (25),
Sk,i(x, z) =
∫ ⊕
Rn
ψi(x, y)⊗ Bk,i(y, z) dy = max
y∈Rn
{
ψi(x, y)⊗ Bk,i(y, z)
}
= max
y∈Rn
ψi(y, x)− 12
 y
z
T  Θ11k,i Θ12k,i
Θ21k,i Θ
22
k,i
 y
z
 = 12
 x
z
T Γi(Θk,i)
 x
z
 ,
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where the property ψi(x, y) = ψi(y, x), i ∈ {1, 2, 3}, is used. Comparing with (22) yields Qk,i =
Γi(Θk,i).
The propagations of Qk,i and Θk,i for k ∈ Z>0 are shown in panel (b) in Figure 1.
C. Initializations
The initializations of iterations (23) for Qk,i, k ∈ Z>0 and (31) for Θk,i, k ∈ Z>0 depend on
the specific spaces Bir, i ∈ {1, 2, 3}.
For space B1r : According to (20), the function S1,1 is
S1,1(x, z) =
(S1ψ1(·, z)) (x) = sup
w∈Rm
{
1
2
xTΦx− 1
2
γ2wTw + zT (Ax+Bw)
}
=
1
2
 x
z
T Q1,1
 x
z
 , with Q1,1 =
 Φ AT
A γ−2BBT
 . (34)
Thus,
Θ1,1 = Γ
1(Q1,1) =
 Φ−1 −Φ−1AT
−AΦ−1 AΦ−1AT − γ−2BBT
 . (35)
For space B2r : According to (20), the function S1,2 is
S1,2(x, z) =
(S1ψ2(·, z)) (x) = sup
w∈Rm
 12 xTΦx− 12γ2wTw−1
2
(Ax+Bw − z)TM(Ax +Bw − z)

=
1
2
 x
z
T Q1,2
 x
z
 , with Q1,2 =
 Q111,2 Q121,2
Q211,2 Q
22
1,2
 =
 AT∆A + Φ −AT∆
−∆A ∆
 ,
(36)
where ∆ =MB(γ2I +BTMB)−1BTM −M. Thus,
Θ1,2 = Γ
2(Q1,2) =
 M(M +Q111,2)−1M −M −M(M +Q111,2)−1Q121,2
−Q211,2(M +Q111,2)−1M Q211,2(M +Q111,2)−1Q121,2 −Q221,2
 . (37)
For space B3r : In this case, the max-plus dual of any φ ∈ B3r is itself, that is, (Dψ3φ) (z) =
φ(z) from (8). From the definition of Sk,3 of (20)
Sk,3(x, z) =
(Skψ3(·, z)) (x) = sup
w∈W[0,k−1]
{
k−1∑
i=0
(
1
2
xTi Φxi − 12γ2wTi wi
)
+ δ(xk − z)
}
(38)
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= sup
w∈W[0,k−1]
{
k−1∑
i=0
(
1
2
xTi Φxi − 12γ2wTi wi
) ∣∣∣∣xk = z
}
.
That is, Sk,3(x, z) is the optimal control problem (2) with constraints x0 = x and xk = z. To
compute the constrained optimal control problem (38), denote
Λk(x, z)
.
=
{
w ∈ W[0,k−1]
∣∣∣∣x0 = x, xk = z subject to (1)} (39)
the set of controls w = (w0, w1, · · · , wk−1) that steers the initial state from x0 = x to final state
xk = z. It is necessary that Λk(x, z) 6= ∅ for the function Sk,3(x, z) of (38) to be quadratic on
R
n×Rn. By definition (39), the set Λk of controls is intimately tied to reachability via the matrix
B. Consequently, in characterizing the initialization S1,3 in terms of set Λk, a number of specific
cases for the dimensions of matrix B ∈ Rn×m must be considered in view of Assumption 2.1.
1) m = n: In this case, B ∈ Rn×m is invertible since rank(B) = m from Assumption 2.1.
Hence Λ1(x, z) = {w0 ∈ Rm |w0 = B−1(Ax− z)} . From (38),
S1,3(x, z) =
1
2
xTΦx− 1
2
γ2wT0 w0 =
1
2
xTΦx− 1
2
γ2(Ax− z)T (BBT )−1(Ax− z)
=
1
2
 x
z
T Q1,3
 x
z
 , with Q1,3 =
 Φ− γ2AT (BBT )−1A γ2AT (BBT )−1
γ2(BBT )−1A −γ2(BBT )−1
 .
(40)
Thus, Θ1,3 = Γ3(Q1,3) = −Q1,3.
2) n > m: In this case, Λk(x, z) 6= ∅, k ≥ n for all (x, z) ∈ Rn × Rn since system (1) is
controllable by Assumption 2.1. Set Φ¯ = diag(Φ,Φ, · · · ,Φ),
x¯
.
=
[
xT0 x
T
1 · · · xTn−1
]T
,
w¯
.
=
[
wT0 w
T
1 · · · wTn−1
]T
,
A¯
.
=
[
I AT · · · (An−1)T
]T
,
C¯
.
= [An−1B,An−1B, · · · , AB,B] ,
B¯
.
=

0 0 · · · 0 0
B 0 · · · 0 0
AB B · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
An−2B An−3B · · · B 0

.
Using this notation, the state trajectory x[0,n−1] generated via (1) subject to x0 = x, xn = z can
be written as
x¯ = A¯x+ B¯w¯, z = Anx+ C¯w¯. (41)
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Controllability of (A,B) implies that rank(C¯) = n, i.e. C¯C¯T is invertible. Hence Λn(x, z) of
(39) can be characterized by
Λn(x, z) =
{
w¯ ∈ Rmn | z − Anx = C¯w¯} = {C¯+(z − Anx) + (I − C¯+C¯) w˜ | w˜ ∈ Rnm} .
Here, C¯+ = C¯T (C¯C¯T )−1 ∈ Rmn×n is the Moore-Penrose pseudo-inverse of C¯. The matrix
I− C¯+C¯ ∈ Rmn×mn may not be invertible. Suppose that rank(I− C¯+C¯) = r ≤ mn. Then, there
exists D¯ ∈ Rmn×r with rank(D¯) = r such that {(I − C¯+C¯) w˜ | w˜ ∈ Rnm} = {D¯ wˆ | wˆ ∈ Rr} .
Thus, Λn(x, z) can be characterized by
Λn(x, z) =
{
C¯+ (z −Anx) + D¯wˆ | wˆ ∈ Rr} .
From (38), (41),
Sn,3(x, z) = sup
w∈W[0,n−1]
{
n−1∑
k=0
(
1
2
xTkΦxk − 12 γ2wTkwk
) ∣∣∣∣xn = z
}
= sup
w¯∈Λn(y,z)
{
1
2
x¯T Φ¯x¯− 1
2
γ2w¯T w¯
}
= sup
w¯∈Λn(x,z)
{
1
2
(A¯x+ B¯w¯)T Φ¯(A¯x+ B¯w¯)− 1
2
γ2w¯T w¯
}
= sup
wˆ∈Rr
 12 (A¯x+ B¯(C¯+(z − Anx) + D¯wˆ))T Φ¯(A¯x+ B¯(C¯+(z −Anx) + D¯wˆ))−1
2
γ2(C¯+(z −Anx) + D¯wˆ)T (C¯+(z −Anx) + D¯wˆ)

=
1
2
 x
z
T Qn,3
 x
z
 , withQn,3 =
 R¯T1 Φ¯R1 − γ2R¯T3 R¯3 RT1 Φ¯R¯2 − γ2R¯T3 R¯4
R¯T2 Φ¯R¯1 − γ2R¯T4 R¯3 R¯T2 Φ¯R¯2 − γ2R¯T4 R¯4
 ,
(42)
where
R¯1 = A¯− B¯C¯+An − B¯D¯Ω¯−1Π1, R¯2 = B¯C¯+ − B¯D¯Ω¯−1Π2,
R¯3 = C¯
+An + D¯Ω¯−1Π1, R¯4 = −C¯+ + D¯Ω¯−1Π2,
Π1 = D¯Φ¯(A¯− B¯C¯+An) + γ2C¯+An, Π2 = D¯Φ¯B¯C¯+ − γ2D¯C¯+,
Ω¯ = D¯T (B¯T Φ¯B¯ − γ2I)D¯.
Thus, Θn,3 = Γ3(Qn,3) = −Qn,3.
D. Computational method
Based on Theorem 3.3, 3.6 and 3.8, a max-plus fundamental solution based computational
method can be summarized by the following steps:
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❶ Obtain the initial Hessian Q1,i using (34), (36), or (40), or Qn,3 using (42), see
Section III-C.
❷ Compute the matrix Θ1,i via Θ1,i = Γi(Q1,i) for Q1,i of (34), (36), (40); Or Θn,3
via Θn,3 = Γ3(Qn,3) for Qn,3 of (42), see Theorem 3.8.
❸ Propagate the matrices Θk,i, k ∈ Z>0, via (31). Use k1 = k2 = k for fast
computation via index doubling (or k1 = 1 and k2 = k for slower linear indexing).
❹ Obtain the Hessian Qk,i for some k ∈ Z>0 via Qk,i = Γi(Θk,i) and (32), see
Theorem 3.8.
❺ Compute the value function Wk via (21) and (22), together with the max-plus dual
of the terminal payoff DψiΨ.
As indicated in the above steps, this computational method predominantly involves repeated
applications of the matrix operation ⊛ of (30) in Step ❸. These operations occur in the dual
space, and correspond to propagation of the Hessian Θk,i of the kernel Bk,i of the max-plus
integral operator Bk,i. (Recall that this operator Bk,i defines the fundamental solution semigroup,
with properties inherited from the dynamic programming evolution operator Sk,i defined in the
primal space by (12), see Remark 3.4.) As this propagation Θk,i occurs in the dual space, two
additional primal / dual operations are required by the computational method, see Steps ❶,❷
and ❹, ❺. These operations map the terminal payoff to the dual space, and the computed value
function back to the primal space. Both involve maximization, see (7) and (8). However, for
longer time horizons, the computational effort associated with these maximizations is dominated
by the aforementioned Θk,i propagation via matrix operation (30). The computational complexity
of propagating Θ1,i to Θk,i in Step ❸ is shown to be in the order of log2 k in Example V-A.
As this operation is fast and accurate, the computational method is expected to be similarly fast
and accurate, particularly on longer time horizons. This expectation is realized in the specific
example considered in Section V-A.
In the infinite horizon case, convergence of the iteration Θk,i is critical. This is discussed in
detail in Section IV.
IV. INFINITE HORIZON LINEAR REGULATOR PROBLEMS
The infinite horizon linear regulator problem is defined as the limit of finite horizon linear
regulator problem (2) as k → ∞. This infinite horizon optimal control problem can be studied
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via convergence of the sequence of value functions {Wk}∞k=0. Since Wk+1 = S1Wk, k ∈ Z>0, the
convergence of Wk →W, k →∞ implies that 0⊗W = S1W. That is, the limit W is a max-plus
eigenvector of the operator S1 corresponding to the eigenvalue 0 (the max-plus multiplicative
identity). In the special case of LQR (i.e. a linear regulator problem with a quadratic terminal
payoff), this is the well-studied convergence problem of the difference Riccati equation (DRE)
(9) [5], [6]. The value function of the infinite horizon LQR problem is a quadratic function
characterized by the stabilizing solution of the corresponding algebraic Riccati equation (ARE).
However, for the non-quadratic linear regulator problem, the convergence of {Wk}∞k=0 of (2)
cannot be reduced to the convergence problem of DRE (9), as the value functions Wk, k ∈ Z≥0
are not necessarily quadratic. By employing the representation of Wk of (21), this more general
convergence problem can be investigated via the convergence of the auxiliary value functions
{Sk,i}∞k=1 of (20).
A. Convergence of the fundamental solution semigroup kernels Bk,i
The sequence of quadratic functions {Sk,i}∞k=1 is characterized by the matrix sequence {Qk,i}∞k=1,
while the sequence of duals {Bk,i}∞k=1 is characterized by the matrix sequence {Θk,i}∞k=1. A pair
of matrices Qk,i and Θk,i is related by Γi according to Theorem 3.8. Hence, the convergence
of {Sk,i}∞k=1 and {Bk,i}∞k=1 is reduced to the convergence of matrix sequences {Qk,i}∞k=1 and
{Θk,i}∞k=1 respectively.
From Theorem 3.6, the sequence {Θk,i}∞k=1 of (29) satisfies (31), where the initial condition
is given by (35), (37), (40), or (42) depending on the specific case specified there. To present a
convergence result for the sequence {Θk,i}nk=1, the convergence of a matrix sequence {Ωk}∞k=1
generated by
Ωk+1 = Ωk ⊛ Ωk, Ω1 = Ω, (43)
is proved first. Here, the initial condition Ω ∈ R2n×2n takes the form
Ω =
 Ω11 Ω12
Ω21 Ω22
 , (44)
satisfying (Ω12)T = Ω21 and Ω11 + Ω22 > 0. That is, in considering (43), convergence of the
subsequence {Θ2k,i}∞k=1 is of interest. The following convergence result is useful in proving the
convergence of this sequence.
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Lemma 4.1: Fix any constants σ > 0, λ > 0, ρ > 0 such that
ρ−2σ < 1, ρ ≤ λ− 2ρ−1σ(1− ρ−2σ)−1. (45)
Then, the sequence {(σk, λk)}∞k=1 defined by
σk+1 = λ
−2
k σ
2
k, λk+1 = λk − 2λ−1k σk, σ1 = σ, λ1 = λ (46)
is convergent, with σk → 0, λk > 0 for all k ∈ Z>0 and λk ↓ λ¯ ≥ ρ as k →∞.
Proof: Firstly, construct a sequence {(σˆk, λˆk)}∞k=1 by
σˆk+1 = ρ
−2σˆ2k, λˆk+1 = λˆk − 2ρ−1σˆk, σˆ1 = σ, λˆ1 = λ. (47)
From the definition of σˆk in (47), it follows that σˆk > 0, k ∈ Z>0, and
∞∑
k=1
σˆk =
∞∑
k=1
ρ2(ρ−2σ)2
k−1 ≤ ρ2
∞∑
k=1
(ρ−2σ)k = ρ2(ρ−2σ)(1− ρ−2σ)−1 = σ(1− ρ−2σ)−1, (48)
where the left-hand inequality in (45) and the fact 2k−1 ≥ k for k ∈ Z>0 are used. Thus, σˆk → 0
as k →∞. Turning to λˆk, note that for any k ∈ Z>0, (47), (48), and the right-hand of inequality
(45) imply that
λˆk = λˆ1 − 2ρ−1
k−1∑
j=1
σˆj > λˆ1 − 2ρ−1
∞∑
j=1
σˆj ≥ λ− 2ρ−1σ(1− ρ−2σ)−1 ≥ ρ > 0. (49)
The right-hand definition of (47) also implies that {λˆk}∞k=1 is decreasing. Hence, there exists
λˆ ≥ ρ such that λˆk ↓ λˆ.
Next, construct a second sequence {(σ¯k, λ¯k)}∞k=1 by
σ¯k = σˆk, λ¯k+1 = λ¯k − 2λ¯−1k σ¯k, σ¯1 = σ, λ¯1 = λ. (50)
By inspection of (47) and (50), λ¯1 = λˆ1. In order to show that λ¯k ≥ λˆk, k ∈ Z>0, using
mathematical induction, suppose that this inequality holds for k. Then, applying (49) yields
λ¯k+1 = λ¯k − 2λ¯−1k σ¯k ≥ λˆk − 2λˆ−1k σˆk > λˆk − 2ρ−1σˆk = λˆk+1.
That is, λ¯k ≥ λˆk implies that λ¯k+1 ≥ λˆk+1. Similarly, induction can be applied to show that the
sequence {(σk, λk)}∞k=1 of (46) satisfies
σk ≤ σ¯k, λk ≥ λ¯k, k ∈ Z>0. (51)
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By inspection of (46) and (50), σ1 = σ¯1 = σ and λ1 = λ¯1 = λ. Supposing that the inequality
(51) holds for index k, it is required to demonstrate that (51) holds for index k + 1. Applying
λ¯k ≥ λˆk ≥ ρ and σ¯k = σˆk for k ∈ Z>0 yields σk+1 = λ−2k σ2k ≤ λ¯−2k σ¯2k ≤ ρ−2σ¯2k = σ¯k+1.
Similarly. it can be shown that λk+1 = λk − 2λ−1k σk ≥ λ¯k − 2λ¯−1k σ¯k = λ¯k+1, as required.
Thus, it has been shown that σk ≤ σ¯k = σˆk → 0, λk ≥ λ¯k ≥ λˆk ≥ ρ, k ∈ Z>0. By inspection
of the definition σk in (46), σk > 0, k ∈ Z>0. Thus σk → 0, k → ∞. It follows immediately
from (46) that the sequence {λk}∞k=1 is decreasing. Thus, there exists λ¯ ≥ ρ such that λk ↓ λ¯.
By applying Lemma 4.1, next theorem proves convergence of the sequence {Ωk}∞k=1 specified
by (43).
Theorem 4.2: Fix any constants σ > 0, λ > 0, ρ > 0 such that (45) holds. Suppose that the
matrix Ω of (44) satisfies
Ω12Ω21 ≤ σI, Ω21Ω12 ≤ σI, Ω11 + Ω22 ≥ λI. (52)
Then, the matrix sequence {Ωk}∞k=1 specified by (43) satisfies Ω11k + Ω22k ≥ ρI, k ∈ Z>0, and
there exists a matrix Ω∞ = diag(Ω11∞,Ω22∞) such that Ω11∞ + Ω22∞ ≥ ρI and Ωk → Ω∞, k →∞.
Proof: By definition of (30) ⊛ operation ,
Ω11k+1 = Ω
11
k − Ω12k (Ω11k + Ω22k )−1Ω21k , Ω12k+1 = −Ω12k (Ω11k + Ω22k )−1Ω12k ,
Ω21k+1 = −Ω21k (Ω11k + Ω22k )−1Ω21k , Ω22k+1 = Ω22k − Ω21k (Ω11k + Ω22k )−1Ω12k .
(53)
It will be shown by mathematical induction that for any k ∈ Z>0,
Ω12k Ω
21
k ≤ σkI, Ω21k Ω12k ≤ σkI, Ω11k + Ω22k ≥ λkI, (54)
where {(σk, λk)∞k=1 are as per (46). The k = 1 case is immediate from (43), (44), and (52).
Suppose that (54) holds for k, (54) is required to hold for k + 1. From (53) and (54),
Ω12k+1Ω
21
k+1 = Ω
12
k (Ω
11
k + Ω
22
k )
−1Ω12k Ω
21
k (Ω
11
k + Ω
22
k )
−1Ω21k ≤ λ−2k σ2kI = σk+1I.
A similar argument proves that Ω21k+1Ω12k+1 ≤ σk+1I. From (53),
Ω11k+1 + Ω
22
k+1 = Ω
11
k + Ω
22
k − Ω12k (Ω11k + Ω22k )−1Ω21k − Ω21k (Ω11k + Ω22k )−1Ω12k
≥ λkI − 2λ−1k σkI = λk+1I ≥ ρI > 0. (55)
According to Lemma 4.1, σk ↓ 0, k →∞, and there exists λ¯ > 0 such that λk ↓ λ¯ > 0, k →∞,
where (45) is assumed as per the Theorem statement. Since Ω12k = (Ω21k )T , k ∈ Z>0, (54) implies
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that ||Ω12k ||2 ≤
√
σk ↓ 0, ||Ω21k ||2 ≤
√
σk ↓ 0, k ∈ Z>0, where || · ||2 denotes the matrix spectra
norm. Thus, Ω12k → 0, Ω21k → 0, k →∞. From (53) and (55),
||Ω11k−1 − Ω11k ||2 = ||Ω12k (Ω11k + Ω22k )−1Ω21k ||2 ≤ ||Ω12k ||2||Ω21k ||2||(Ω11k + Ω22k )−1||2 ≤ σkρ−1. (56)
From Lemma 4.1, λk ≥ ρ > 0, σk ≤ σ, and
σk+1 = λ
−2
k σ
2
k = (λ
−2
k σk)σk ≤ (ρ−2σ)σk.
Hence (56) turns into
‖Ω11k−1 − Ω11k ‖2 ≤ (ρ−2σ)σk−1ρ−1. (57)
Note that it is assumed that ρ−2σ < 1. Fix any p, q ∈ Z>0 such that p < q. Applying (57)
‖Ω11p − Ω11q ‖2 ≤ ‖Ω11p − Ω11p+1‖2 + ‖Ω11p+1 − Ω11p+2‖2 + · · ·+ ‖Ω11q−1 − Ω11q ‖2
≤ (ρ−2σ)σpρ+ (ρ−2σ)2σpρ+ · · ·+ (ρ−2σ)q−pσpρ
=
ρ−2σ − (ρ−2σ)q−p+1
1− ρ−2σ ρσp
≤ ρ
−1σ
1− ρ−2σσp.
Thus ‖Ω11p − Ω11q ‖2 → 0 as p → ∞ since σp → 0. Hence, the sequence {Ω11k }∞k=1 is a Cauchy
sequence. Consequently, there exists Ω11∞ such that Ω11k → Ω11∞, k → ∞. It can be similarly
shown that there exists Ω22∞ such that Ω22k → Ω22∞, k →∞. From (55), Ω11∞ + Ω22∞ ≥ ρI .
Applying Theorem 4.2 to the matrices Θ1,i of (35), (37), or (40) leads to convergence of a
subsequence {Θ2k,i}∞k=1. Applying Theorem 4.2 to the matrices Θn,3 of (42) leads to convergence
of a subsequence {Θn2k,3}∞k=1. To prove the convergence of the sequence {Θk,i}∞k=1, the following
result is useful.
Theorem 4.3: Fix any i ∈ {1, 2, 3} and constants σ > 0, λ > 0, ρ > 0 such that (45) holds.
Suppose that inequality (52) holds for a matrix Θp,i, p ∈ Z>0 in the sequence {Θk,i}∞k=1 of (29).
Then, the subsequence {Θkp,i}∞k=1 satisfies Θ11(k+1)p,i ≤ Θ11kp,i, Θ12(k+1)p,iΘ21(k+1)p,i ≤ Θ12kp,iΘ21kp,i,Θ21(k+1)p,iΘ12(k+1)p,i ≤ Θ21kp,iΘ12kp,i, Θ22(k+1)p,i ≤ Θ22kp,i. (58)
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Proof: From Theorem 3.6, the sequence {Θkp,i}∞k=1 satisfies Θ(k+1)p,i = Θp,i ⊛ Θkp,i, k ∈
Z>0. From definition (30) of ⊛, Θ(k+1)p,i = Θp,i ⊛Θkp,i = Θkp,i ⊛Θp,i. That is, Θ11(k+1)p,i Θ12(k+1)p,i
Θ21(k+1)p,i Θ
22
(k+1)p,i
 =
 Θ11p,i −Θ12p,i(Θ22p,i +Θ11kp,i)−1Θ21p,i −Θ12p,i(Θ22p,i +Θ11kp,i)−1Θ12kp,i
−Θ21kp,i(Θ22p,i +Θ11kp,i)−1Θ21p,i Θ22kp,i −Θ21kp,i(Θ22p,i +Θ11kp,i)−1Θ12kp,i

(59)
=
 Θ11kp,i −Θ12kp,i(Θ22kp,i +Θ11p,i)−1Θ21kp,i −Θ12kp,i(Θ22kp,i +Θ11p,i)−1Θ12p,i
−Θ21p,i(Θ22kp,i +Θ11p,i)−1Θ21kp,i Θ22p,i −Θ21p,i(Θ22kp,i +Θ11p,i)−1Θ12p,i
 .
With a view to applying an inductive argument to prove the Θ11kp,i and Θ22kp,i inequalities in (58),
note first that in the k = 1 case, (59) implies that
Θ112p,i = Θ
11
p,i −Θ12p,i(Θ11p,i +Θ22p,i)−1Θ21p,i ≤ Θ11p,i,
Θ222p,i = Θ
22
p,i −Θ21p,i(Θ11p,i +Θ22p,i)−1Θ12p,i ≤ Θ22p,i,
where the assumption that Θ11p,i +Θ22p,i ≥ λI > 0 is used. Assume that for any k > 1,
Θ11kp,i ≤ Θ11(k−1)p,i ≤ · · · ≤ Θ11p,i, Θ22kp,i ≤ Θ22(k−1)p,i ≤ · · · ≤ Θ22p,i. (60)
Then, from (59),
Θ11kp,i −Θ11(k+1)p,i = Θ12kp,i(Θ22kp,i +Θ11p,i)−1Θ21kp,i ≥ Θ12kp,i(Θ22p,i +Θ11p,i)−1Θ21kp,i ≥ 0,
Θ22kp,i −Θ22(k+1)p,i = Θ21kp,i(Θ22p,i +Θ11kp,i)−1Θ12kp,i ≥ Θ21kp,i(Θ22p,i +Θ11p,i)−1Θ12kp,i ≥ 0. (61)
This proves the inequalities for Θ11kp,i and Θ22kp,i of (58). From Theorem 4.2, Θ112kp,i+Θ222kp,i ≥ ρ I
for any k ∈ Z>0. The proved inequalities of Θ11(k+1)p,i ≤ Θ11kp,i and Θ22(k+1)p,i ≤ Θ22kp,i for any
k ∈ Z>0 in (58) imply that for q ∈ Z>0
Θ11(k+q)p,i ≤ Θ11kp,i, Θ22(k+q)p,i ≤ Θ22kp,i. (62)
For any k ∈ Z>0, it holds 2k > k. Thus, qˆ(k) .= 2k − k ∈ Z>0. Applying qˆ(k) in (62) yields
Θ11kp,i +Θ
22
kp,i ≥ Θ11(k+qˆ(k))p,i +Θ22(k+qˆ(k))p,i
= Θ112kp,i +Θ
22
2kp,i (63)
≥ ρ I.
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To show the inequalities of Θ12kp,iΘ21kp,i and Θ21kp,iΘ12kp,i in (58), using inequality (45), (52), (59),
(60) and (63),
Θ12(k+1)p,iΘ
21
(k+1)p,i = Θ
12
kp,i(Θ
22
kp,i +Θ
11
p,i)
−1Θ12p,iΘ
21
p,i(Θ
22
kp,i +Θ
11
p,i)
−1Θ21kp,i
≤ σΘ12kp,i(Θ22kp,i +Θ11kp,i)−1(Θ22kp,i +Θ11kp,i)−1Θ21kp,i
≤ σρ−2Θ12kp,iΘ21kp,i
< Θ12kp,iΘ
21
kp,i.
A similar argument shows that Θ21(k+1)p,iΘ12(k+1)p,i ≤ Θ21kp,iΘ12kp,i.
Combining Theorem 4.2 and Theorem 4.3, the convergence of the sequence {Θk,i}∞k=1,n
that characterizes the kernels Bk,i, k ∈ Z>0, of (25) can be proved. Two cases are considered
separately. The first is for the sequence {Θk,i}∞k=1 initialized with Θ1,i from (35), (37), or (40),
while the second one is for the sequence {Θk,3}∞k=n, initialized with Θn,3 from (42).
Theorem 4.4: Fix any i ∈ {1, 2, 3} and constants σ > 0, λ > 0, ρ > 0 such that (45) holds.
1) Suppose that inequality (52) holds for the matrices Θ1,i, i ∈ {1, 2, 3} of (35), (37), or
(40). Then, the matrix sequence {Θk,i}∞k=1 of (29) converges to a block diagonal matrix
Θ∞,i = diag(Θ11∞,i,Θ22∞,i) such that Θ11∞,i +Θ22∞,i ≥ ρ I .
2) Suppose that inequality (52) holds for the matrix Θn,3 of (42). Then, the matrix sequence
{Θk,3}∞k=n of (29) initialized with Θn,3 of (42) converges to a block diagonal matrix Θ∞,i =
diag(Θ11∞,i,Θ22∞,i) such that Θ11∞,i +Θ22∞,i ≥ ρ I .
Proof: 1): From Theorem 4.2, the subsequence {Θ2k,i}∞k=1 initialized from the matrices
Θ1,i, i ∈ {1, 2, 3} of (35), (37), or (40), converges to a block diagonal matrix Θ∞,i as k →∞.
Thus, Θ12
2k,i
Θ21
2k,i
→ 0 and Θ21
2k,i
Θ12
2k,i
→ 0, and Θ11
2k,i
+ Θ22
2k ,i
→ Θ11∞,i + Θ22∞,i ≥ ρ I as k → ∞.
Applying the inequality (58) in Theorem 4.3 for p = 1 leads to Θ11k+1,i ≤ Θ11k,i,Θ22k+1,i ≤ Θ22k,i,
Θ12k+1,iΘ
21
k+1,i ≤ Θ12k,iΘ21k,i and Θ21k+1,iΘ12k+1,i ≤ Θ21k,iΘ12k,i for all k ∈ Z>0. Thus, Θ12k,iΘ21k,i → 0 and
Θ21k,iΘ
12
k,i → 0, and Θ11k,i +Θ22k,i → Θ11∞,i +Θ22∞,i as k →∞.
2): Applying Theorem 4.3 for p = n and adopting a similar argument as in the proof of 1)
above proves that the subsequence Θkn,3 → Θ∞,3 as k → ∞, with Θ∞,3 = diag(Θ11∞,3,Θ22∞,3).
According to (32), the sequence {Qk,3}∞k=n of (22) is related to {Θk,3}∞k=n by Qk,3 = −Θk,3, k ≥
n, k ∈ Z>0. Thus, Qkn,3 → Q∞,3 .= −Θ∞,3 as k → ∞. The subsequence {Qkn+1,3}∞k=1 can be
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obtained by applying iterations (23) of Theorem 3.1, with Qkn,3 replacing Qk,i in the right-hand
side, that is,
Q11kn+1,3 = Φ+ A
TQ11kn,3A+ A
TQ11kn,3B(γ
2I −BTQ11kn,3B)−1BTQ11kn,3A,
Q12kn+1,3 = A
TQ12kn,3 + A
TQ11k,3B(γ
2I − BTQ11kn,3B)−1BTQ12kn,3,
Q21kn+1,3 = (Q
12
kn+1,3)
T , (64)
Q22kn+1,3 = Q
22
kn,3 +Q
21
kn,3B(γ
2I −BTQ11kn,3B)−1BTQ12kn,3.
Suppose that Qkn+1,3 → Q̂, k →∞. Sending k →∞ in both sides of (64) yields
Q̂11 = Φ + ATQ11∞,3A+ A
TQ11∞,3B(γ
2I −BTQ11∞,3B)−1BTQ11∞,3A,
Q̂12 = ATQ12∞,3 + A
TQ11∞,3B(γ
2I − BTQ11∞,3B)−1BTQ12∞,3,
Q̂21 = (Q̂12)T , (65)
Q̂22 = Q22∞,3 +Q
21
∞,3B(γ
2I −BTQ11∞,3B)−1BTQ12∞,3.
Since Q12∞,3 = Q21∞,3 = 0, it is immediate from the second and third equation of (65) that
Q̂12 = Q̂21 = 0. In a recent paper [20], it has been established that Q11∞,3 is the stabilising
solution (minimum solution) of the Algebraic Riccati Equation (ARE)
P = Φ + ATPA+ ATPB(γ2I − BTPB)−1BTPA.
That is, γ2 I −BTQ11∞,3B > 0 and
Q11∞,3 = Φ+ A
TQ11∞,3A + A
TQ11∞,3B(γ
2I − BTQ11∞,3B)−1BTQ11∞,3A.
Thus, the first and fourth equations of (65) imply that Q̂11 = Q11∞,3 and Q̂22 = Q22∞,3. This shows
that Q̂ = Q∞,3. Hence, the convergence of Qkn,3 → Q∞,3, k → ∞ implies that Qkn+1,3 →
Q∞,3 as k → ∞. In a similar way, subsequences {Qkn+j+1,3}∞k=1, j = 1, 2, · · · , n − 2 can
be generated from {Qkn+j,3}∞k=1, j = 1, 2, · · · , n − 2 by using (23) iteratively with respect
to j. These n − 1 subsequences each converge to Q∞,3. Consequently, the corresponding n
subsequences {Θkn+j,3}∞k=1 converge to Θ∞,3, j = 0, 1, 2, · · · , n − 1 as k → ∞. Define ιk .=
maxj∈{0,1,··· ,n−1}{‖(Θ11kn+j,3+Θ22kn+j,3)− (Θ11∞,3+Θ22∞,3)‖2}, η1k .= maxj∈{0,1,··· ,n−1}{||Θ12kn+j,3||2},
and η2k
.
= maxj∈{0,1,··· ,n−1}{||Θ21kn+j,3||2}, all for k ∈ Z>0. The convergence of subsequences
{Θkn+j,3}∞k=1 to Θ∞,3 for all j ∈ {0, 1, 2, · · · , n − 1} implies that η1k → 0, η2k → 0, ιk → 0 as
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k → ∞. For any k ∈ Z>0, let χ(k) .= ⌊ kn ⌋. Thus, for the sequence {Θk,3}∞k=n, ||Θ12k,3||2 ≤
η1
⌊ k
n
⌋
→ 0. Similarly, ||Θ21k,3||2 ≤ η2⌊ k
n
⌋
→ 0 and ||(Θ11k,3 + Θ22k,3)− (Θ11∞,3 + Θ22∞,3)||2 ≤ ι⌊ k
n
⌋ → 0.
This proves the convergence of the sequence {Θk,3}∞k=n.
B. Convergence of the infinite horizon linear regulator problem
When Θk,i → Θ∞,i, k → ∞, with the limit being block diagonal Θ∞,i = diag(Θ11∞,i,Θ22∞,i),
Θ11∞,i + Θ
22
∞,i > 0, the matrices Qk,i = Γi(Θk,i) → Q∞,i = Γi(Θ∞,i). From the definition of Γi
in (32), Q∞,i = Γi(Θ∞,i) takes the form
Q∞,1 = diag
(
(Θ11∞,1)
−1,−Θ22∞,1
)
,
Q∞,2 = diag(M(Θ11∞,2 +M)−1M −M,−Θ22∞,2),
Q∞,3 = diag(−Θ11∞,3,−Θ22∞,3).
The limit of Sk,i in (20) takes the form
S∞,i(x, z) =
1
2
 x
z
T Q∞,i
 x
z
 = 1
2
(xTQ11∞,ix+ z
TQ22∞,iz).
Using the convergence of {Sk,i}∞k=1, a convergence result for the sequence of value functions
{Wk}∞k=0 of (2) can be obtained by employing the representation (21).
Theorem 4.5: Suppose that (i) the sequence {Qk,i}∞k=1 defining the functions {Sk,i}∞k=1 of (20)
satisfies Qk,i → Q∞,i, k →∞ with Q∞,i = diag(Q11∞,i, Q22∞,i), (ii) the dual of the terminal payoff
Ψ̂i(z)
.
= (DψiΨ)(z), z ∈ Rn, is continuous, and (iii) there exist r0 > 0, ε0 > 0 such that
Ψ̂i(z) ≤ −1
2
zT (Q22∞,i + ε0I)z, ∀ |z| > r0. (66)
Then, Wk(x)→ W∞(x), x ∈ Rn, where W∞(x) is given by
W∞(x)
.
= 1
2
xTQ11∞,ix+ κ, with κ
.
=
∫ ⊕
Rn
Ψ̂i(z)⊗ (1
2
zTQ22∞,iz
)
dz. (67)
Proof: Fix any x ∈ Rn. From (21),
Wk(x) =
∫ ⊕
Rn
Ψ̂i(z)⊗
1
2
 x
z
T Qk,i
 x
z
 dz
= 1
2
xTQ11k,ix+
∫ ⊕
Rn
Ψ̂i(z)⊗ (1
2
zTQ22k,iz
)⊗ (xTQ12k,iz) dz
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= 1
2
xTQ11k,ix+ sup
z∈Rn
{fxk,i(z)}
where fxk,i : Rn → R is fxk,i(z) .= Ψ̂i(z)+ 12zTQ22k,iz+xTQ12k,iz. By assumption (i), Qk,i → Q∞,i =
diag(Q11∞,i, Q22∞,i), Theorem 4.5 is proved if it is shown that
lim
k→∞
sup
z∈Rn
{
fxk,i(z)
}
= κ. (68)
To prove (68), it is first shown that there exists K ∈ Z>0, r¯ ∈ R>0 such that
sup
z∈Rn
{fxk,i(z)} = max
|z|≤r¯
{fxk,i(z)}, ∀ k ≥ K. (69)
Since Q22k,i → Q22∞,i and Q12k,i → 0 by assumption (i), there exists K ∈ Z>0 and r1 ≥ r0 such that
Q22k,i −Q22∞,i ≤
1
2
ε0 I, |Q12k,ix| ≤
1
8
ε0r1 (70)
for all k ≥ K. Then, for any r ≥ r1,
sup
|z|>r
{fxk,i(z)} = sup
|z|>r
{Ψ̂i(z) + 1
2
zTQ22k,iz + x
TQ12k,iz}
≤ sup
|z|>r
{−1
2
zT (Q22∞,i + ε0I)z +
1
2
zTQ22k,iz + x
TQ12k,iz}
≤ sup
|z|>r
{1
2
zT (Q22k,i −Q22∞,i)z − 12ε0 zT z + xTQ12k,iz}
≤ sup
|z|>r
{−1
4
ε0 z
T z + xTQ12k,iz}
= r |Q21k,ix| − 14ε0 r2 ≤ r 18ε0 r − 14ε0 r2 = −18ε0 r2,
where the first inequality follows by (iii), the second inequality follows by inspection, and the
third inequality follows by the left-hand inequality of (70). Thus, there exists r¯ ≥ r1 such that
sup|z|>r¯{fxk,i(z)} ≤ max|z|≤r0{fxk,i(z)}. Then, it follows
sup
z∈Rn
{fxk,i(z)} = max
{
max
|z|≤r0
{fxk,i(z)}, max
r0<|z|≤r¯
{fxk,i(z)}, sup
|z|>r¯
{fxk,i(z)}
}
(71)
= max
{
max
|z|≤r0
{fxk,i(z)}, max
r0<|z|≤r¯
{fxk,i(z)}
}
= max
|z|≤r¯
{fxk,i(z)}.
Hence, (69) is proved. This, together with the continuity of Ψ̂i, implies that the maximizing
points z∗k(x)
.
= argmaxx∈Rn{fxk,i(z)} exist and are uniformly bounded for k ≥ K.
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Next it is shown that the sequence of functions fxk,i uniformly converges to f∞,i(z)
.
= Ψ̂i(z)+
1
2
zTQ22∞,iz, ∀z ∈ Rn on set Br¯ = {z ∈ Rn | |z| ≤ r¯}. For any k ∈ Z>0,
max
z∈Br¯
|fxk,i(z)− f∞,i(z)| = max
z∈Br¯
|1
2
zT (Q22k,i −Q22∞,i)z + xTQ12k,i z| (72)
≤ max
z∈Br¯
|1
2
zT (Q22k,i −Q22∞,i)z|+max
z∈Br¯
|xTQ12k,i z|
= 1
2
r¯2 ||Q22k,i −Q22∞,i||22 + r¯ |Q21k,ix| → 0,
which proves the uniform convergence of the sequence {fxk,i}∞k=1 to f∞,i on Br¯. (68) follows by
lim
k→∞
sup
z∈Rn
{
fxk,i(z)
}
= lim
k→∞
max
z∈Br¯
{
fxk,i(z)
}
= max
z∈Br¯
lim
k→∞
{
fxk,i(z)
}
= max
z∈Br¯
{f∞,i(z)} = κ,
where finiteness of κ follows by (ii).
V. EXAMPLES
The computational method of Section III-D is illustrated via three examples.
For the purposes of benchmarking, the first example employs a quadratic terminal payoff,
and so is a standard LQR problem. The associated value function Wk of (2) is computed (over
a range of k ∈ Z>0) via three approaches, namely, (i) via the difference Riccati equation (9),
(ii) via a grid-based method, involving direct iteration of the dynamic programming equation
(10) on a discretized state space, and (iii) via the max-plus based computational method of
Section III-D. (Note that (ii) represents a standard computational approach to solving a linear
regulator problem where the terminal payoff is not quadratic.) The value function computed via
(i) is regarded as the actual solution of the LQR problem, for the purposes of comparing the
approximation errors obtained in computations (ii) and (iii). This also facilitates the comparison
of computation times required to achieve an apriori fixed approximation error via (ii) and (iii),
relative to the solution obtained in (i).
The second example examines in further detail the convergence of the max-plus based fun-
damental solution that underlies the computational method (iii) of Section III-D. In particular,
Theorem 4.2 is tested. This is independent of the terminal payoff selected.
The third (and final) example considers an infinite horizon linear regulator problem with a
non-quadratic terminal payoff. Value functions for the finite and infinite horizon problems are
computed using the computational method (iii) of Section III-D.
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A. Benchmarking via an LQR problem
With a view to benchmarking the computational method of Section III-D, consider an LQR
problem defined as per (2) and (3), with γ .= √10,
A
.
=
 −0.1 0
−0.2 −0.1
 , B .=
 0.1
0.03
 , Φ .=
 1 0.2
0.2 2
 , Λ .=
 1 0.2
0.2 0.5
 . (73)
The terminal payoff is quadratic, with Ψ(x) .= 1
2
xTΛx selected in (3).
Computation (i): The value function Wk corresponding to the solution of LQR problem (73)
can be computed via the difference Riccati equation (9). The value function W64 computed in
this way is
W64(x) =
1
2
xT P64 x =
1
2
xT
 1.1016 0.2429
0.2429 2.0202
 x . (74)
For the comparative purposes, W64 is assumed to be actual value function (2) that solves the
LQR problem (73).
Computation (ii): An approximation Ŵ64 of the value function W64 of (74) is computed via
a grid-based method. In particular, the dynamic programming equation (10) is iterated directly,
without assuming that the value function is quadratic (as would be the case for a non-quadratic
terminal payoff). Bounded and discretized state and control spaces X 2 and W are assumed,
with
X
.
= [ −x¯ x¯ ] ∩ GδX , x¯ .= 3, δX .= 0.025 ,
W
.
= [ −w¯ w¯ ] ∩ GδW , w¯ = 1, δW = 0.1 ,
(75)
with Gδ .= {k δ ∈ R
∣∣ k ∈ Z}. The dynamic programming principle (10) is approximated by
Ŵk+1 = Ŝ1Ŵk , Ŵ0 = Ψ , (76)
where (Ŝ1 φ) : X 2 → R−, (Ŝ1 φ)(x) .= supw∈W
{
1
2
xT Φx− γ2
2
|w|2 + φ ◦ pi(Ax+Bw)
}
,
approximates (11) on X 2 via the projection operator pi : R2 → X 2 ⊂ R2,
pi(x) = pi
 x1
x2
 .=
 p˜i(x1)
p˜i(x2)
 , p˜i(ξ) .= −x¯+ δX ⌊ x¯+min(max(ξ, −x¯), x¯)
δX
⌋
. (77)
Figure 2(a) illustrates the relative error e
Ŵ64
: R2 → R≥0 between Ŵ64 and W64 of (74), where
eφ(x)
.
=
∣∣∣∣φ(x)−W64(x)1 +W64(x)
∣∣∣∣ (78)
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Computation (iii): An approximation Ŵ 264 of the value function W64 of (74) is computed via
the computational method of Section III-D, using the max-space vector space B1r of (4) with
r
.
= 103. Figure 2(b) illustrates the relative error e
Ŵ 264
: R2 → R≥0, where e⋆ is as per (78).
There, evaluation of e
Ŵ 264
is artificially restricted to the bounded grid [ −x¯ x¯ ]∩G0.5 ⊂ R2 for
display purposes only. (Recall that the computational method of Section III-D is not a grid-based
method.)
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Fig. 2. Relative errors achieved in the approximate solution of an LQR problem (Section V-A).
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Fig. 3. Computation times achieved in the approximate solution of an LQR problem (Section V-A).
Error comparison: By comparison of Figures 2(a) and (b), it is evident that the max-plus
based computation (iii) achieves a significantly smaller relative error than the direct dynamic
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programming computation (ii) for the same time horizon k = 64. Indeed, the relative error
of computation (iii) is of the order of the machine epsilon for the Dell laptop used. This is
attributable to the matrix operations involved in propagating the matrices Θk,1 in step ❸ of
the method, and to approximations in the dual / primal operations of steps ❶, ❷ and ❹, ❺.
Meanwhile, the much larger errors observed in computation (ii) are due largely to the state
space projection operator pi of (77) associated with the finite grid employed.
Computation time comparison: In order to compare computation times of the grid-based
computation (ii) and the max-plus based computation (iii), the respective computations of Ŵk
and Ŵ 2k are repeated for all k ∈ [1, 128] ∪ Z>0. Time index doubling is employed in the latter
computation (iii) to demonstrate the speed-up achievable via the max-plus based computation.
Figure 3(a) illustrates an overlay of the computation times for computations (ii) and (iii) on the
same axes. This demonstrates an approximately linear growth in computation time with time
index k for the grid-based method of (ii), and an approximately constant computation time for
the max-plus method of (iii). A definitive computational advantage is evident in the max-plus
case for all but small time indices. In examining this computational advantage further, Figure 3(b)
illustrates that the computation time for the max-plus based method of (iii) does in fact vary with
the time index k. This computation time maybe approximated by Tk = tˆ + tk. Here, tˆ denotes
the time used to compute the dual of terminal payoff in Step ❷, the matrix Qk,1 = Γ1(Θk,1)
in Step ❹, and the value function Ŵ 2k in Step ❺. tˆ is independent of control horizon k, and is
2.7961 seconds here. tk denotes the total time used to propagate the Hessian Θ1,2 to Hessian
Θk,2 in Step ❸. The non-monotone behaviour observed in the growth of this computation time
is due to the time index doubling employed in the computation (iii). In order to understand this
behaviour, it is useful to employ a binary (base-2) representation for the time index k, with
k =
mk−1∑
j=0
bj 2
j = (bmk−1 · · · b2b1b0)2 , bj ∈ {0, 1}, j ∈ [0, mk − 1] ∩ Z, mk .= 1 + ⌊log2 k⌋ ,
in which mk ∈ Z>0 denotes the minimum number of “bits” required for the base-2 representation.
By definition, bmk−1 = 1 for all k ∈ Z≥1. Using this notation, nk .=
∑mk−1
j=0 bj denotes the number
of non-zero “bits” bj in this representation of k. Let τ denote the time required to perform the
matrix operation ⊛ of (31) employed in the propagation step ❸. (Recall that ⊛ is central to
the propagation of the Hessian Θk,1 of the kernel Bk,1 of the max-plus integral operator Bk,1,
that is itself central to max-plus based computation (iii) – see (31), (29), and (26) respectively.)
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Computation of Ŵ 2k = Wk requires mk − 1 time index doubling steps to increase the time
index from 1 up to 2mk−1, plus an additional nk − 1 time index “sub-doubling” steps to further
increase the time index from 2mk−1 + 1 up to k. For example, a time index of k = 50 has
a m50 = 1 + 5 = 6 bit binary representation 50 = (110010)2, with n50 = 3 non-zero bits,
implying that m50 − 1 = 5 time index doubling steps plus n50 − 1 = 2 sub-doubling steps are
required. Hence, the sequence of these ⊛ steps used to compute Hessian Θ50,1 from Θ1,1 (i.e.
corresponding to the value function W50) is then
Θ1,1 ⇒ Θ2,1 ⇒ Θ4,1 ⇒ Θ8,1 ⇒ Θ16,1 ⇒ Θ32,1︸ ︷︷ ︸
Doubling steps
Θ16,1 Θ2,1
↓ ↓
→ Θ48,1 → Θ50,1︸ ︷︷ ︸
Sub-doubling steps
where each arrow corresponds to an incoming argument to a matrix ⊛ operation. In general, as
each doubling or sub-doubling step requires an application of one ⊛ operation (taking time τ
per operation), the total computation time needed to compute Θk,2 may be approximated by
tk
.
= ((mk − 1) + (nk − 1)) τ ≤ 2 τ (mk − 1) = 2 τ ⌊log2 k⌋ . (79)
Hence, the non-monotone growth of the computation time tk observed in Figure 3(b) is due to
the dependence of tk on k above in (79). This computation time is independent of the terminal
payoff selected (whether quadratic or non-quadratic).
In this specific implementation of the propagation Θk,1 in Step ❸, nk matrices Θ2j ,1 for
j ∈ [0, nk−1]∩Z such that bj = 1 must be stored in order to perform the “sub-doubling” steps.
In the worst case, nk = mk = 1 + ⌊log2 k⌋ steps are required (where k = 2mk − 1). In order to
avoid the attendant increase in memory required to store all nk matrices Θ2j ,1, j ∈ [1, nk] ∩ Z,
some matrices (for example, those ones with smaller j) need not be stored. Instead, they can be
recomputed from Θ1,1 using the ⊛ matrix operation. In the worst case (for computation time),
all such matrices used in the “sub-doubling” steps can be recomputed. The worst-case total time
required for computing Θk,1, k = 2mk − 1 using such a scheme is given by
tk =
(
mk−1∑
j=1
j + (mk − 1)
)
τ = (mk − 1)
(mk
2
+ 1
)
τ = ⌊log2 k⌋
(⌊log2 k⌋+ 3
2
)
τ.
It may be noted that for current computational platforms and typical linear regulator problems,
this worst-case recomputation is not required, as the memory usage remains relatively small.
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B. Convergence of the max-plus based fundamental solution on B3r
For infinite horizon linear regulator problems, convergence of a sequence of Hessians {Θ2k,i}∞k=1,
i ∈ {1, 2, 3}, generated via time index doubling (for example) is crucial to the application of
the computational method of Section III-D. Theorem 4.2 states that this sequence is convergent,
under specific conditions. The purpose of this example is to test the conditions of that theorem.
To this end, consider a linear regulator problem defined as per (2) and (3), with
A
.
=
 −0.2 0.1
−0.15 0
 , B .=
 1 0
0 1
 , Φ .=
 0.6 0
0 0.2
 , γ = √8 . (80)
(Note that convergence or otherwise of the aforementioned sequence is independent of the
terminal payoff Ψ. Hence, Ψ is not specified in this example.) The sequence of interest, generated
by time index doubling in computing the fundamental solution in B3r , is
Θ2k+1,3 = Θ2k,3 ⊛Θ2k,3 , k ∈ Z≥0 , (81)
initialized with Θ1,3
.
= −Q1,3 where Q1,3 is given by (40). In order to verify the convergence of
this sequence via Theorem 4.2, define
σ
.
= λmax(Θ
12
1,3Θ
21
1,3) = λmax(γ
4AT (BBT )−2A) = 4.4321 ,
λ
.
= λmin(Θ
11
1,3 +Θ
22
1,3) = λmin(−Φ + γ2AT (BBT )−1A+ γ2(BBT )−1) = 7.7297 .
These definitions imply that condition (52) of Theorem 4.2 holds for Ω = Θ1,3. The remaining
condition (45) of Theorem 4.2 holds if there exists ρ¯ > √σ such that f(ρ¯) > 0, where
f(ρ)
.
= λ− ρ− 2ρ−1σ(1− ρ−2σ)−1 . (82)
This may readily be verified via some simple working, or graphically via Figure 4(a). (For exam-
ple, select ρ¯ .= 4.) Hence, the conditions of Theorem 4.2 hold, so that the matrix sequence (81)
must converge to the matrix limit Θ∞,3 = diag(Θ11∞,3, Θ22∞,3). This convergence may be observed
by enumerating the sequence for sufficiently large k. Figure 4(b) illustrates the sequences {σ2k}
and {λ2k} of (46), and the sequences {σ′2k} and {λ′2k} defined by
σ′2k−1
.
= λmax(Θ
12
2k−1,3Θ
21
2k−1,3) , λ
′
2k−1
.
= λmin(Θ
11
2k−1,3 +Θ
22
2k−1,3) .
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These sequences may be observed to be monotone, as expected. The aforementioned limit Θ∞,3
may be computed as
Θ∞,3 =

−0.6313 0.0135 0.000 0.0000
0.0135 −0.2069 0.0000 0.0000
0.0000 0.0000 7.5921 −0.2502
0.0000 0.0000 −0.2502 7.8072
 .
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Fig. 4. Convergence of the max-plus based fundamental solution on B3r .
C. Infinite horizon linear regulator problem with non-quadratic payoff on B2r
In order to demonstrate that the value function of infinite horizon linear regulator problem is
quadratic with an offset according to Theorem 4.5, consider the linear regulator problem with
non-quadratic payoff given by
A
.
=
 −0.12 0
0.1 0.15
 , B .=
 −0.2
0.1
 , Φ .=
 3 −1.4
−1.4 2.4
 , γ .= 2,
Ψ(x) = Ψ([ x1 x2 ]
T )
.
= 3|x2 + 1| | sin(x1 − 1)| .
The max-plus based fundamental solution on B2r is employed, with M
.
=
 10 0
0 10

. Figure 5
shows the non-quadratic terminal payoff Ψ and its max-plus dual Ψ̂. Note that Ψ and Ψ̂ appear
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(b) Max-plus dual Ψ̂ of the terminal payoff Ψ.
Fig. 5. Non-quadratic terminal payoff Ψ and its max-plus dual Ψ̂.
similar since a relatively big M is used. Recall that Ψ and Ψ̂ will be the same when M →∞ I
which corresponds to the duality in B3r .
The convergence of the sequence {Θk,2}∞k=1 is essential to compute the value function of the
infinite horizon linear regulator problems. According to Theorem 4.2, Theorem 4.3, and Theorem
4.4, Θk,2 → Θ∞,2 =
 Θ11∞,2 0
0 Θ22∞,2
 if the inequalities in Theorem 4.2 are satisfied for Θ1,2.
This can be tested similarly to the example in Section 5.2. In particular, here Θ1,2 is computed
by (37)
Θ1,2 =

−2.0555 1.0036 0.8266 −0.8816
1.0036 −1.6630 0.0497 −1.3155
0.8266 0.0497 9.1975 0.3607
−0.8816 −1.3155 0.3607 10.0522
 .
Take
σˆ
.
= λmax(Θ
12
1,2Θ
21
1,2) = 2.8054, λˆ
.
= λmin(Θ
11
1,2 +Θ
22
1,2) = 6.2655.
From Lemma 4.1, the conditions in Theorem 4.2 will be satisfied if there exists a ρˆ >
√
σˆ such
that fˆ(ρˆ) > 0, where the function fˆ is
fˆ(ρ)
.
= λˆ− ρ− 2ρ−1σˆ(1− ρ−2σˆ)−1 (83)
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as shown in Panel (a) in Figure 6. By observation, fˆ(ρˆ) > 0 for any 2.6249 < ρˆ < 5.0049. Thus,
according to Lemma 5.1 and Theorem 5.2, the sequences defined by
σˆ′2k−1
.
= λmax(Θ
12
2k−1,2Θ
21
2k−1,2) , λˆ
′
2k−1
.
= λmin(Θ
11
2k−1,2 +Θ
22
2k−1,2) .
converge as shown in Panel (b) of Figure 6. Hence, the sequence {Θk,2}∞k=1 converges to a block
diagonal matrix as k →∞ which is computed as
Θ∞,2 =

−2.2859 0.8275 0.0000 0.0000
0.8275 −1.8835 0.0000 0.0000
0.0000 0.0000 9.0986 0.4467
0.0000 0.0000 0.4467 9.7773
 (84)
Consequently, the Q∞,2 = diag(M(Θ11∞,2 +M)−1M −M,−Θ22∞,2) is
Q∞,2 =

3.1067 −1.3362 0.0000 0.0000
−1.3362 2.4568 0.0000 0.0000
0.0000 0.0000 −9.0986 −0.4467
0.0000 0.0000 −0.4467 −9.7773
 (85)
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Fig. 6. Convergence of the max-plus fundamental solution Θk,2.
It can be verified that Q22∞,2 < 0 since the eigenvalues of Q22∞,2 are −9.990 and −8.8770.
It is also noted that the terminal payoff Ψ (hence its dual) is oscillating on x1 and linear on
x2. Thus, the conditions on Theorem 4.5 (equation (66)) is satisfied. Consequently, the infinite
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horizon value function W∞ is quadratic with an offset as given by equation (67). The offset κ
is computed as
κ
.
= max
z∈Rn
{
Ψ̂(z) +
1
2
zTQ22∞,2z
}
= 2.5785.
The value function W∞ is shown in Panel (a) of Figure 7. To verify that W∞ is indeed quadratic,
an approximation W˜∞ is computed using the grid based method similar to example 1 in Section
5.1. The relative error defined by
e
W˜∞
(x)
.
=
∣∣∣∣∣W˜∞(x)−W∞(x)1 +W∞(x)
∣∣∣∣∣ (86)
is shown in Panel (b) in Figure 7. A small relative error verifies the developed max-plus
computational method.
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Fig. 7. The infinite horizon value function and relative error (86) for grid based method.
VI. CONCLUSIONS
An efficient computational method is developed for solving a class of discrete time linear
regulator problems employing a non-quadratic terminal payoff. Max-plus linearity of the cor-
responding dynamic programming evolution operator is exploited to obtain a max-plus based
solution from which the associated value function may be computed conveniently for any non-
quadratic terminal payoff. The computation of the max-plus based fundamental solution is
reduced to a sequence of matrix iterations which can be computed efficiently and accurately. A
sufficient condition for the convergence of the finite horizon value function to the corresponding
38
infinite horizon value function is presented. This convergence result generalizes the well-known
convergence results of difference Riccati equations. Numerical examples are given to demonstrate
the performance of the proposed method.
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