Berry's category of dI-domains with stable functions is a relatively intricate, yet elegant framework for semantics of programming languages. Despite over fteen years of work in the area, the exact reasons for distributivity (Axiom d) and nitariness (Axiom I) have not been fully explicated. This paper shows that Axiom d and Axiom I are important when one works within the realm of Scott-domains. In particular, it has been shown that (i) 
Introduction
Among Scott's many insights which shaped the whole area of domain theory, one is that the partial ordering of a domain should be interpreted as the ordering about information. \Thus," wrote Scott 16] , \x v y means that x and y want to approximate the same entity, but y gives more information about it." If x v y means y contains more information than x, then an element containing a nite amount of information should only have a nite number of elements approximating it. The notion of a nite element is important because the most frequently used domains in semantics of programming languages are algebraic domains, each element of which is captured by approximating elements with nite information content.
One notices, however, that the standard pointwise order on continuous functions does not re ect the intuition about nite elements well. It is easy to nd domains D and E which respect the intuition that nite elements represent nite information content, but there exist step functions (which are nite) dominating in nitely many step functions. Berry's stable order, on the other hand, seems to be the only way known to date which makes the function space respect the above intuition, although it was motivated from the study of sequentiality.
This paper studies Berry's category of dI-domains with stable functions, which is a relatively intricate, yet elegant framework for semantics of programming languages. This category was rst shown in 2] to be cartesian closed and to provide a model for the typed -calculus. Since then, stable domains have found many applications, such as in linear logic 10, 22] A dI-domain is a bounded complete, !-algebraic cpo which is distributive (Axiom d), and every nite element dominates a nite number of elements (Axiom I). Despite over fteen years of work in the area, the exact reasons for distributivity and nitariness have not been fully explicated. This paper shows that Axiom d and Axiom I are important when one works within the realm of Scott-domains. The following is the main result of the paper. 3 Trace Sets
Stable functions have a more subtle structure than the standard continuous functions.
Step functions are not isolated in general, which makes them hard to work with. However, stable functions are determined by certain sets of pairs of isolated elements, to the e ect that the stable order is captured by set inclusion on these sets. The idea of a trace originates from Berry 2] . Axiomatizations of traces for coherent spaces can be found in 10], and later generalized to dI-domains in 20,21]. Traces not only provide intuition on many results to follow, but they also motivates the key technique for the proofs. For the other direction of the inequality, however, note an important distinction from the case of dI-domains when traces are concerned. While for nitary Scott-domains it is true that for any q in E 0 such that q v f(x), there is a nite element b v x for which (b; q) 2 f, this no longer holds for general Scott-domains. The reason is that the minimal element b for which q v f(b) need not exist. As a consequence, not all stable functions can be captured by their traces. More precisely, di erent stable functions may have the same trace. This need not concern us, though, since we are interested in the construction of stable functions from trace sets, which are sets of pairs with the three properties mentioned in (ii) of the following theorem. 
by Lemma 2. But a is minimal for f to attain p, so b = a. This implies a is minimal for g to attain p, so (a; p) is a member of g, too.
Proof of (ii) With the order of D restricted to this set, we get a partial order. Let L be
The equality cannot occur since d is isolated. Therefore L has an upper bound in x; d). By Zorn's lemma, x; d) has a maximal element. It is easy to see that this maximal element belongs to bdc, and it is above x. Therefore, bdc is complete.
2
We now import the concept of sublattices from lattice theory 6], with a slight modi cation to re ect algebraicity, to the theory of domains. Let D be a Scott- . If an element a 1 in bac dominates an in nite number of isolated elements, we consider ba 1 c, and so on. If it is possible to continue inde nitely like this, then there is an in nite sequence of isolated elements a 1 ; a 2 ; a 3 ; such that a i+1 2 ba i c for each i 1. Moreover, the greatest lower bound of this chain is an isolated element. In this case I 1 , ! D.
If neither I 1 , ! D nor I 1 , ! D, we must have, at some point in the process, reached an isolated element h 0 for which the lower cover bh 0 c is an in nite set, every element in it is isolated, and every element in it dominates a nite number of elements. We must have M 1 , ! D for the following reasons. Consider the principal ideal h 0 #. We can regard the principal ideal as an in nite tree with the bottom as the root, and with "shared subtrees teared apart". As h 0 # does not contain an in nite branch, we have, by K onig's lemma, an element h 1 2 h 0 # such that there is an in nite antichain fx i j i 1g in h 0 #, each member of which covers h 1 . Moreover, we can assume that the upward closure of each x i in h 0 # is nite. Let h 2 be x 1 . Let h 3 be an x i whose index is bigger than that of any element in fx i j i 1g \ (h 2 ") #; where the closures are taken with respect to h 0 #. This is possible because fx i j i 1g \ (h 2 ") # is a nite set. Similarly, pick up the next, h 4 to be an x i whose index is bigger than that of any element in fx i j i 1g \ (h 3 ") #; and so on. (One can picture this process by considering the nite area covered by the radio wave from some source after re ected from the atmosphere.) This gives us the in nite set fh 0 ; h 1 ; h 2 ; h 3 ; g, which is a subdomain of D isomorphic to M Let y be an element in D such that y v a t(j) and F t (y) w a j . Without loss of generality, we may assume that a j 6 = ?. Hence, there exists some a i such that a j v a i and a t(i) v y v a t(j) . By the monotonicity of t, this is only possible when y = a t(j) . Thus for any j 0, (a t(j) ; a j ) is a member in F t .
That any stable f compatible with F t and whose trace set contains f(a t(i) ; a i ) j i 0g must dominate F t follows from Theorem 4 and the fact that F t is the least in the extensional order among those continuous functions F such that F (a t(i) ) w a i for every i 0. Here we have implicitly used Lemma 2.
In the rest of the proof, we show that all the stable functions F t are isolated. Let f i j i 2 Ig be a directed set of stable functions such that G i2I i w s F t :
By Lemma 3, we have G i2I i (a 0 ) w F t (a 0 ): Therefore, there exists i 0 2 I such that i 0 (a 0 ) w F t (a 0 ), as F t (a 0 ) = a 0 is isolated. Since i 0 and F t are compatible, we have, by Lemma 2, for all k 1; F t (a k ) u i 0 (a 0 ) = i 0 (a k ) u F t (a 0 ): Hence, for all k 1;
By the rst part of the proof for Lemma 7, we have F t v s i 0 , which shows that F t is isolated in the stable function space.
The proof for the next lemma is extremely similar to the previous one, hence omitted.
Lemma 8 Let D be a Scott-domain and a 1 < a 2 < be an in nite chain of isolated elements of D such that a i < a 0 for i 1, where a 0 is isolated. If t : ! ! ! is a strict, one-one, and monotonic function, then This list is clearly strictly increasing. The function r de ned by this list is distinct from every t i , i 1, because for each i, t i (i) < r(i). Therefore, the list t i can not exhaust all increasing functions; a contradiction. 2 
Distributivity
The objective of this section is to show that the distributivity condition is necessary for preserving bounded completeness of the stable function space. This is stated more precisely in the following theorem. In light of the results of the previous section, we restrict ourselves to nitary Scott- This observation tells us that if the distributivity law fails for a Scott-domain, then it fails in one of its principal ideals d#.
Moreover, if the distributivity law fails, then it fails for some isolated elements x; y; z. This is because for increasing chains minimal ways to make the union of the trace sets complete. One is to add pairs (q; q) and (w; w), and the other is to add pairs (q; q) and (q; w 
