We consider only noncatastrophic codes [4] , and we define the overall constraint length as u = oyjyN kk W(D)ll.
Then v becomes also the number of memory elements in the corresponding minimal encoder.
Further Results on Binary Convolutional
Codes with an
A key parameter used in the evaluation of the encoders is the Optimum Distance Profile column distance, which was originally defined by Costello [5] . The order j column distance dj is the minimum Hamming weight of ROLF JOHANNESSON AND ERIK PAASKE all codewords having a nonzero first branch and truncated after 0' + 1) branches. In particular, d, is called the free distance of Abstract-Fixed binary convolutional codes are considered the code. Also, in a previous paper [3] , Johannesson introduced which are simultaneously optimal or near-optimal according to the distance profile as the (u + 1)-tuple d = [d&i, a --d,] and three criteria: namely, distance profile d, free distance d,, and defined a distance profile d to be superior to d' if dj > dj for the minimum number of weight d m paths. It is shown how the optimum smallest index j, 0 I j I v, where dj # dj. Hence an optimum distance profile criterion can be used to limit the search for codes distance profile (ODP) ensures that, for the first constraint with a large value of d a. We present extensive lists of such robustly length, the column distance "grows as rapidly as possible," which optimal codes containing rate R = I,$ nonsystematic codes, several is not necessarily the case for the average column distance with d m superior to that of any previously known code of the same [3] that to obtain a good distance should "grow as rapidly as possible," i.e., an optimum computational performance with sequential decoding, the col-distance profile is desirable. Since different criteria appear to be umn distance of the actual encoder should "grow as rapidly as of fundamental importance for the error probability and for the possible." However, good computational performance does not computational performance, it seems reasonable to search for exclude the choice of encoders with large free distances. On the FCE's generating codes which are simultaneously optimal or contrary, the criterion of good computational performance can near-optimal according to the mentioned criteria. be used to limit the search for encoders with large free distance.
At first glance, one might believe it more difficult to search for In this correspondence, we report on some progress in finding FCE's which are optimal according to several criteria, but insuch good binary fixed convolutional encoders (FCE's), i.e., en-terestingly enough, a remarkable simplification in the search coders generating codes which are simultaneously optimal or procedure may be obtained if the criteria are carefully chosen. near-optimal according to several criteria.
As already discussed in [7] , an exhaustive search becomes practically impossible even for rather small constraint lengths, and II. NOTATION AND DEFINITIONS therefore some methods are needed to limit the search for good encoders. One approach is to select a subset in which the possi-For rates R = (N -1)/N, we can represent an FCE by the (N bility of finding good encoders is "expected to be good." Another -1) X N matrix G(D), where approach is to use rules that reject a large fraction of encoders G?(D) from the complete ensemble either because they cannot be good encoders or because the distance properties of the codes gener-
ated equal the distance properties of some code in the remaining set.
(G-,(D) G&-,(D) . . . G$-1(D) 1
We shall use the case of rate R = l/2 nonsystematic codes to illustrate how a combination of the two approaches becomes very and feasible when optimizing according to several criteria. Let us start G;(D) = g& + g',iD + g&D2 + * * * with the first limitation approach and select the subset of ODP encoders. The justification to expect this subset to be good with regard to d, lies mainly in Table V in [3] , but also in the fact that, is the number of systematic ODP encoders of constraint length 001%9448/78/0300-0264$00.75 v. From the results leading to [3], S(U) is known to be relatively small, and hence a substantial reduction in the search is obtained. Furthermore, the subset is easy to generate. Because of the restriction of the ODP to column distances up to v, we can use well-known results of Bussgang [8] and Forney [9] to generate the subset of nonsystematic ODP encoders from the systematic ODP encoders in the following simple way. Let the systematic code with distance profile d = [d&i,. . . ,d,] have parity matrix runs through the correspondingsetof nonsystematic encoders with distance profile d.
With the properties of ODP encoders in mind, it now becomes evident that we obtain a great simplification in the search for good encoders by chasing the criteria in the following way: 1) optimum distance profile (ODP), 2) optimum free distance (OFD) conditioned on l), 3) minimum number of weight d, paths conditioned on 2). Notes:
In Table I , we have listed the results of a computer search for nonsystematic rate R = $$ FCE's. In all tables, the generators are given in octal form, as introduced in [3], where,the first digit denotes [g&,gii,g&] , the second denotes [g&g&ghi] 7 etc. All the codes are ODP and, except for a few cases where the search would become unreasonably large, they are also optimum according to criteria 2) and 3). For comparison, we have plotted the d m of our codes in Fig. 1 together with d, for: the OFD codes of Odenwalder [lo] , Larsen [ll] , and Paaske [12] ; the complementary codes of Bahl and Jelinek [13] ; and an upper bound on d, calculated using the method given by Heller [14] . Four of the ODP codes, viz. those for v = 18, 19, 21, and 23 have d, superior to that of any previously known rate R = $ code with the same constraint length. Furthermore, the v = 23 code has been recommended to NASA for use with sequential decoding on the deep-space channel [15], [16] . In general, a limitation of the search to the subset of ODP encoders seems to result in only a very small reduction in achievable d -, which is illustrated by the fact that encoders with a larger d, are known only for u = 11,12,14,15, and 16; these are listed in Table II for completeness. OFD encoders for v = 11 and 12 were previously found by Larsen [II] , but the encoders listed here have a smaller number of weight d m paths; the encoders for v = 14,15, and 16 were hitherto unpublished, but were previously found by Paaske [12] .
1. This code was found by Johannesson (31 and is listed here for complete-IICSS.
2. This code is OFD.
3. An OFD code with the same memory is listed in Table II . 4. The search according to criterion 3) was not exhaustive, and hence a slightly better code might exist.
5. This code has a free distance superior to that of any previously known code with the same memory.
6. The search according to criterion 2) was not exhaustive, and hence a better code might exist. In Table III and Table IV , we have listed corresponding results for systematic and nonsystematic encoders of rate R = ?$,. Table  V shows the parity polynomials of the codes in Table IV . For this rate, S(v) is much greater than the corresponding number for rate R = $$, implying that the subset of nonsystematic ODP encoders is also much greater. Therefore, even with the rejection rules in effect, an exhaustive search according to criterion 2) was not reasonable in several cases. In Fig. 2 we have compared d, and d, of our codes with d, of the OFD codes by Paaske [7] and with an upper bound on d, calculated using the method given by Heller [14] . -24, NO. 2, MARCH 1978 Massey and Costello [l] introduced the class of quick-look-in (QLI) codes, nonsystematic codes of rate R = ?& in which the two generators differ only in the second position. The reason to prefer a QLI code rather than another nonsystematic code is the ease of extracting the information digits from the hard-decisioned received sequences, since a feedforward (FF) inverse (Pi(D), P2(D)) = (1,l) can be realized by a simple modulo 2 adder. Furthermore, since the FF-inverse has "weight" two, the "error amplification factor" A = 2 is the smallest possible for nonsystematic codes. However, if differential coding is used together with PSK, it is often desirable to use a "transparent" code [17] , i.e., a code which has the all-one sequence as a codeword. Since the QLI codes are not transparent and since the smallest error amplification factor for a nonsystematic transparent code is A = 3, then, as a counterpart to the QLI codes, we are led to introduce easy-look-in-transparent (ELIT) codes such that 16  716502  514576  I  8  5  20  53 Note: 1. The search for the code with the smallest number of weight d, paths was not exhaustive, and hence a slightly better code might exist. Although the subset of ODP QLI codes [3] is small, it contains FCE's with relatively large values of d,, and therefore one could expect the subset of ODP ELIT codes to have the same property. However, this turned out not to be the case. For several constraint lengths, the latter subset contains only bad codes, and in some cases, it is even empty. To overcome this problem, it is necessary to enlarge the subset which can be done systematically using a generalized distance profile:
Our first optimality criterion selects the subset of codes with an optimum d,, but we can of course enlarge the subset by requiring only an optimum dl, where 1< v. For the case of ELIT codes we have chosen 1 = v -2 for two reasons. 1. This code is also OFD.
2. This code is also ODP.
The result of a computer search using the above mentioned criteria is given in.Table VI. In Fig. 3 we compare the free distance of the ELIT codes in Table VI with the ODP QLI codes found by Johannesson [3] and with the ODP nonsystematic codes in Table  I . Finally, we remark that some nontransparent ELI codes are ODP and have a free distance superior to that of ODP QLI codes with the same memory. These ELI codes are given in Table VII , which also contains two ELI codes with optimum c&--s and free distance superior to any QLI code with optimum dy-z.
V. CONCLUSION
The ODP criterion seems important for two reasons. One is the improvement observed in the computational performance for sequential decoding of ODP codes. The other is that, in a search for "good" encoders, the ODP criterion can be used to limit the ensemble size without serious degradation in the attainable values of d _. 
