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CARTAN-AMBORSE-HICKS THEOREM FOR
ISOMETRIC IMMERSIONS
CHENGJIE YU1
Abstract. In this paper, we generalize the Cartan-Ambrose-Hicks
theorem to the case of isometric immersions which contains the
existence part of the fundamental theorem for submanifolds as a
special case.
1. Introduction
It is clear that isometric mappings between two Riemannian mani-
folds will preserve the curvature tensors of the two Riemannian mani-
folds. It was Cartan [4] first give a converse of this fact in local setting.
This result is nowadays called Cartan’s lemma. In 1956, Ambrose [1]
extended the result to a global setting under the assumptions of simply
connectedness and that curvature tensors are preserved by parallel dis-
placements along broken geodesics. Finally, in 1959, Hicks [7] extended
Ambrose’s result to the case of affine manifolds. Note that Cartan’s
lemma is not a special case of Ambrose’s theorem, because one only
need to check the curvature condition for all geodesics starting from
a given point in Cartan’s lemma while in Ambrose’s theorem, one is
required to check the curvature condition for all broken geodesics start-
ing from a given point. We would also like to mention that alternative
proofs of Ambrose’s result and Hick’s result was given by O’Neil in [13]
and by Maltz in [10] respectively, and in [2], the authors obtained a
more general Cartan-Ambrose-Hicks theorem in the setting of principal
fibre bundles.
In [16], we gave an alternative form of the Cartan-Ambrose-Hicks
theorem with an alternative proof by using development of curves. The
result is as follows:
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Theorem 1.1. Let (Mn, g) and (M˜n, g˜) be two Rimannian manifolds
(not necessary complete and may have boundary). Let p ∈ M \ ∂M
(∂M = ∅ when M is a manifold without boundary), p˜ ∈ M˜ and ϕ :
TpM → Tp˜M˜ be a linear isometry. Suppose that M is simply connected
and for any smooth interior curve γ : [0, 1] → M with γ(0) = p, the
development γ˜ of ϕ(vγ) exists in M˜ . Here
vγ(t) = P
0
t (γ)(γ
′(t))
for t ∈ [0, 1]. Moreover, suppose that
τ ∗γRM˜ = RM
for any smooth interior curve γ : [0, 1]→ M where
τγ = P
1
0 (γ˜) ◦ ϕ ◦ P
0
1 (γ).
Here, a curve γ : [0, 1] → M is said to be an interior curve if γ(t) ∈
M \ ∂M for any t ∈ [0, 1). Then, the map f(γ(1)) = γ˜(1) from M
to M˜ is well defined and f is the local isometry from M to M˜ with
f(p) = p˜ and f∗p = ϕ.
Recall that the development of a curve v : [0, T ]→ TpM is the curve
γ : [0, T ]→M such that
γ(0) = p and γ′(t) = P t0(γ)(v(t)) for any t ∈ [0, T ],
where P t0(γ) means the parallel displacement from γ(0) to γ(t) along γ
(see [8]).
It seems that Theorem 1.1 is more restricted than Ambrose’s result
because it requires to check the curvature condition for any smooth
curves while Ambrose’s result only requires to check the curvature con-
dition for broken geodesics. However, because broken geodesics are
dense in the space of piece-wise smooth curves, the curvature condi-
tion will be true for any smooth curve when it is true for any broken
geodesics. So, the complexity to check the curvature condition in The-
orem 1.1 and in Ambrose’s theorem is the same.
In this paper, motivated by our previous work, we extend the Cartan-
Ambrose-Hicks theorem to the case of isometric immersions by general-
izing the notion of developments of curves to the positive codimensional
case.
Intuitively, for the generalization of developments, we want to recover
parallel displacements on submanifolds or on the normal vector bundles
by just using the second fundamental form. The formal definition is as
follows:
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Definition 1.1. Let (M˜n+r, g˜) be a Riemannian manifold and p˜ ∈ M˜ .
Let Tp˜M˜ = T
n ⊕ N r be an orthogonal decomposition of Tp˜M˜ and
h˜(t) : [0, b] → Hom(T ⊙ T,N) and v˜ : [0, b] → T be smooth maps. Let
e˜1, e˜2, · · · , e˜n be an orthonormal basis of T and let e˜n+1, · · · , e˜n+r be an
orthonormal basis of N . A curve γ˜ : [0, b] → M˜ satisfies the following
equations:
(1.1)

∇˜γ˜′(t)E˜i =
n+r∑
α=n+1
〈
h˜(t)(v˜(t), e˜i), e˜α
〉
E˜α i = 1, 2, · · · , n
∇˜γ˜′(t)E˜α = −
n∑
i=1
〈
h˜(t)(v˜(t), e˜i), e˜α
〉
E˜i α = n+ 1, · · · , n+ r
γ˜′(t) =
n∑
i=1
〈v˜(t), e˜i〉 E˜i
γ˜(0) = p˜
E˜A(0) = e˜A A = 1, 2, · · · , n+ r
is called a generalized development of v˜ and h˜. Here T ⊙ T means the
symmetric product of T .
It is not hard to see that the definition above is independent of
the choices of the orthonormal basis e˜1, e˜2, · · · , e˜n+r. Moreover, it is
also not hard to see that the map Dt0(γ˜) : Tp˜M˜ → Tγ˜(t)M˜ defined by
sending
∑n+r
A=1 cAe˜A to
∑n+r
A=1 cAE˜A(t) is also independent of the choices
of orthonormal basis. When h˜ = 0, one can see that the generalized
developments of curves are just the same as the classical developments
of curves and in this case, Dt0(γ˜) = P
t
0(γ˜). By a similar argument as in
[16], one can show the local existence and uniqueness of the generalized
developments. We will then denote the curve γ˜ in Definition 1.1 as
dev(p˜, v˜, h˜) when it exists.
We are now ready to state the main result of this paper, a Cartan-
Ambrose-Hicks theorem for isometric immersions.
Theorem 1.2. Let (Mn, g) and (M˜n+r, g˜) be two Riemannian mani-
folds (not necessary complete and may have boundaries). Let (V r, h, D)
be a Riemannian vector bundle with a compatible connection D on
M , and h ∈ Γ(TM ⊙ TM, V ). Let p ∈ M \ ∂M , p˜ ∈ M˜ , and
ϕ : TpM ⊕ Vp → Tp˜M˜ be a linear isometry with T = ϕ(TpM) and
N = ϕ(Vp). Suppose that M is simply connected and for any smooth
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interior curve γ : [0, 1] → M with γ(0) = p, the generalized develop-
ment γ˜ of v˜ and h˜ exists in M˜ . Here
v˜(t) = ϕ
(
P 0t (γ)(γ
′(t))
)
and
h˜(t) = (ϕ−1)∗P 0t (γ)h
for t ∈ [0, 1]. Moreover, suppose that
(1) for any X, Y, Z,W ∈ Tγ(1)M ,
R(X, Y, Z,W ) = (τ ∗γ R˜)(X, Y, Z,W )+〈h(X,W ), h(Y, Z)〉−〈h(X,Z), h(Y,W )〉 ,
where R and R˜ are curvature tensors of M and M˜ respectively;
(2) for any tangent vectors X, Y, Z ∈ Tγ(1)M and ξ ∈ Vγ(1),
〈(DXh)(Y, Z)− (DY h)(X,Z), ξ〉 = (τ
∗
γ R˜)(Z, ξ,X, Y );
(3) for any X, Y ∈ Tγ(1)M and ξ, η ∈ Vγ(1),
RV (ξ, η,X, Y ) = (τ ∗γ R˜)(ξ, η,X, Y )+〈Aξ(Y ), Aη(X)〉−〈Aη(Y ), Aξ(X)〉 ,
where RV is the curvature tensor of the vector bundle V and
Aξ(X) is defined by
〈Aξ(X), Y 〉 = 〈h(X, Y ), ξ〉
for any tangent vectors X, Y of M and any vector ξ of V .
Here γ : [0, 1]→ M is any smooth curve and
τγ = D
1
0(γ˜) ◦ ϕ ◦ P
0
1 (γ) : Tγ(1)M ⊕ Vγ(1) → Tγ˜(1)M˜.
Then, the map f(γ(1)) = γ˜(1) from M to M˜ and the map f˜ : V →
T⊥M with f˜ |γ(1) = τγ |Vγ(1) are well defined. Moreover f is an isomet-
ric immersion from M to M˜ with f(p) = p˜ and f∗p = ϕ|TpM , and f˜
is a linear isometry of Riemannian vector bundles preserving connec-
tions such that f˜ |Vp = ϕ|Vp and f˜
∗hM˜ = h where hM˜ is the second
fundamental form of the isometric immersion f : M → M˜ .
When the target space (M˜, g˜) in Theorem 1.2 is a space form with
sectional curvature K, then
τ ∗γ R˜(X, Y, Z,W ) = K{〈X,W 〉 〈Y, Z〉 − 〈X,Z〉 〈Y,W 〉}
because τγ is a linear isometry. It is then clear that Theorem 1.2
contains the existence part of the fundamental theorem for submani-
folds ([3, 14, 15]) as a direct corollary. It seems that this relation of a
Cartan-Ambrose-Hicks theorem and the fundamental theorem for sub-
manifolds was not noticed before. Theorem 1.2 can be viewed as giving
sufficient and necessary conditions for a simply connected Riemannian
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manifold to be isometrically immersed into general Riemannian man-
ifolds. In fact, isometric immersions into more general Riemannian
manifolds than space forms such as product of space forms was exten-
sively studied in the past decades. See for examples [5, 6, 9, 11, 12].
The strategy for the proof of Theorem 1.2 is similar to the proof of
Theorem 1.1 in [16] using the equation for variation fields of variations
for developments of curves. This idea is just the same as the proof of
Cartan’s lemma using the Jacobi field equation.
Because the assumption of Cartan’s lemma is less restricted than
Theorem 1.1 as mentioned before, we would like to mention the corre-
sponding Cartan’s lemma for isometric immersions. Because the proof
is similar to and simpler than the proof of Theorem 1.2, we will omit
the proof.
Theorem 1.3 (Cartan’s lemma for isometric immersions ). Let (Mn, g)
and (M˜n+r, g˜) be two Riemannian manifolds with M˜ complete. Let
(V r, h, D) be a Riemannian vector bundle with a compatible connection
D on M , and h ∈ Γ(TM⊙TM, V ). Let p ∈M , p˜ ∈ M˜ , and ϕ : TpM⊕
Vp → Tp˜M˜ be a linear isometry with T = ϕ(TpM) and N = ϕ(Vp). Let
Ω be an open neighborhood of p such that for any x ∈ Ω, there is a
unique geodesic γ : [0, 1] → Ω with γ(0) = p and γ(1) = x. For any
geodesic γ : [0, 1] → Ω with γ(0) = p, we will denote the generalized
development of v˜ and h˜ in M˜ as γ˜ where
v˜(t) = ϕ(γ′(0))
and
h˜(t) = (ϕ−1)∗P 0t (γ)h
for t ∈ [0, 1]. Moreover, suppose that
(1) for any X, Y, Z,W ∈ Tγ(1)M ,
R(X, Y, Z,W ) = (τ ∗γ R˜)(X, Y, Z,W )+〈h(X,W ), h(Y, Z)〉−〈h(X,Z), h(Y,W )〉 ,
where R and R˜ are the curvature tensors of M of M˜ respec-
tively;
(2) for any tangent vectors X, Y, Z ∈ Tγ(1)M and ξ ∈ Vγ(1),
〈(DXh)(Y, Z)− (DY h)(X,Z), ξ〉 = (τ
∗
γ R˜)(Z, ξ,X, Y );
(3) for any X, Y ∈ Tγ(1)M and ξ, η ∈ Vγ(1),
RV (ξ, η,X, Y ) = (τ ∗γ R˜)(ξ, η,X, Y )+〈Aξ(Y ), Aη(X)〉−〈Aη(Y ), Aξ(X)〉 ,
where RV is the curvature tensor of the vector bundle V and
Aξ(X) is defined by
〈Aξ(X), Y 〉 = 〈h(X, Y ), ξ〉
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for any tangent vectors X, Y of M and any vector ξ of V .
Here γ : [0, 1]→ Ω is any geodesic with γ(0) = p and
τγ = D
1
0(γ˜) ◦ ϕ ◦ P
0
1 (γ) : Tγ(1)M ⊕ Vγ(1) → Tγ˜(1)M˜.
Then, the map f(γ(1)) = γ˜(1) from Ω to M˜ is an isometric immersion
such that f(p) = p˜ and f∗p = ϕ|TpM , and the map f˜ : V |Ω → T
⊥M
with f˜ |γ(1) = τγ |Vγ(1) is a linear isometry of Riemannian vector bundles
preserving connections such that f˜ |Vp = ϕ|Vp and f˜
∗hM˜ = h on Ω
where hM˜ is the second fundamental form of the isometric immersion
f : Ω→ M˜ .
2. Generalized developments of curves and proof of the
main theorem
In this section, we will show the local existence and uniqueness of
the generalized developments of curves, derive the equation for the
variation field of a variation of generalized developments of curves, and
finally give the proof of Theorem 1.2. For the purpose of simplicity,
we will adopt the Einstein summation convention and the following
notations:
(1) capital letters such asA,B,C etc. denote indices in {1, 2, · · · , n+
r};
(2) lower-case letters such as i, j, k, l etc. denote indices in {1, 2, · · · , n};
(3) Greek letters such as α, β, γ etc. denote indices in {n + 1, n +
2, · · · , n+ r},
(4) the symbol ′ means taking derivative with respect to t.
Theorem 2.1. Let the notations be the same as in Definition 1.1 and p˜
is an interior point of M˜ . Then, the generalized development is unique
and exists for a short time. Moreover, if the Riemannian manifold
(M˜, g˜) is complete without boundary, then γ˜ will exist all over [0, b].
Proof. Let (x1, x2, · · · , xn+r) be a local coordinate at p˜ with xA(p˜) = 0
for A = 1, 2, · · · , n+ r, and
(2.1)
∂
∂xA
(p) = e˜A.
Suppose that γ˜(t) = (x1(t), x2(t), · · · , xn+r(t)),
E˜A = xAB
∂
∂xB
and
v˜ = vie˜i.
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Moreover, suppose that
(2.2) hαij(t) =
〈
h˜(t)(e˜i, e˜j), e˜α
〉
.
Substituting all the above into (1.1), we have
(2.3)


x′iA + xiBxjCvjΓ˜
A
BC − h
α
ij vjxαA = 0
x′αA + xαBxjCvjΓ˜
A
BC + h
α
ijvjxiA = 0
x′A − vixiA = 0
xA(0) = 0
xAB(0) = δAB.
Here Γ˜CAB’s are the Christofel symbols for M˜ . By standard theory for
ODEs, we get the local existence and uniqueness for the solution of
the equation. Moreover, when M˜ is complete without boundary, by
standard extension argument, we get the global existence of γ˜. 
Next, we want to show that Dt0(γ˜) is a linear isometry.
Proposition 2.1. Let the notations be the same as in Definition 1.1.
Then,
(2.4)
〈
E˜A, E˜B
〉
= δAB
for any A,B = 1, 2, · · · , n+ r.
Proof. Let XAB =
〈
E˜A, E˜B
〉
− δAB. Then, XAB(0) = 0 for any A,B =
1, 2, · · · , n+ r. Moreover, by (1.1),
X ′iα
=
d
dt
〈
E˜i, E˜α
〉
=
〈
h˜(t)(v˜(t), e˜i), e˜β
〉〈
E˜β, E˜α
〉
−
〈
h˜(t)(v˜(t), e˜j), e˜α
〉〈
E˜j , E˜i
〉
=
〈
h˜(t)(v˜(t), e˜i), e˜β
〉
Xβα −
〈
h˜(t)(v˜(t), e˜j), e˜α
〉
Xji,
(2.5)
and similarly,
(2.6) X ′ij =
〈
h˜(t)(v˜(t), e˜i), e˜α
〉
Xαj +
〈
h˜(t)(v˜(t), e˜j), e˜α
〉
Xαi
and
(2.7) X ′αβ = −
〈
h˜(t)(v˜(t), e˜i), e˜α
〉
Xiβ −
〈
h˜(t)(v˜(t), e˜i), e˜β
〉
Xiα.
So, XAB’s satisfy a first order homogeneous linear system of ODEs with
initial data XAB(0) = 0. This implies that XAB(t) = 0 for any t and
completes the proof of the proposition. 
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Next, we come to derive the equation for the variation field of a
variation of generalized developments.
Theorem 2.2. Let (M˜n+r, g˜) be a Riemannian manifold and p˜ ∈ M˜ .
Let Tp˜M˜ = T
n⊕N r be an orthogonal decomposition of Tp˜M˜ and v˜(u, t) :
[0, 1]×[0, 1]→ T and h˜(u, t) : [0, 1]×[0, 1]→ Hom(T⊙T,N) be smooth
maps. Let
(2.8) Φ˜(u, t) = γ˜u(t) = dev(p˜, v˜(u, ·), h˜(u, ·))(t),
e˜1, · · · , e˜n be an orthonormal basis for T , and e˜n+1, · · · , e˜n+r be an
orthonormal basis for N . Moreover, let E˜A(u, t) = D
t
0(γ˜u)(e˜A) for
A = 1, 2, · · · , n+ r. Suppose that
(2.9) v˜(u, t) = vi(u, t)e˜i
and
(2.10) h˜(u, t)(e˜i, e˜j) = h
α
ij(u, t)e˜α,
(2.11)
∂
∂u
:=
∂Φ˜
∂u
= U˜AE˜A
and
(2.12) ∇˜ ∂
∂u
E˜A = X˜ABE˜B.
Then, X˜AB = −X˜BA for A,B = 1, 2, · · · , n+ r, and
(2.13)

U˜ ′′i = 2U˜
′
αh
α
ijvj + U˜α∂t(h
α
ijvj) + U˜kh
α
klh
α
ijvlvj + R˜jikAU˜Avjvk
+∂u∂tvi + (∂tvj)X˜ji − vjvkh
α
jkX˜iα
U˜ ′′α = −2U˜
′
ih
α
ijvj − U˜k∂t(h
α
jkvj) + U˜βh
β
jkh
α
ijvivk + R˜jαiAU˜Avivj
+(∂tvi)X˜iα + ∂u(vivjh
α
ij) + vivjh
β
ijX˜βα
X˜ ′ij = X˜iαh
α
jkvk − h
α
ikvkX˜jα + R˜ijkAU˜Avk
X˜ ′iα = −X˜ijh
α
jkvk + ∂u(h
α
ijvj) + h
β
ijvjX˜βα + R˜iαjAU˜Avj
X˜ ′αβ = X˜iαh
β
ijvj − X˜iβh
α
ijvj + R˜αβiAviU˜A
U˜A(u, 0) = X˜AB(u, 0) = U˜
′
α(u, 0) = 0
U˜ ′i(u, 0) = ∂uvi(u, 0).
Here
(2.14) R˜ABCD = R˜(E˜A, E˜B, E˜C , E˜D).
Proof. By Proposition 2.1,
(2.15) X˜AB =
〈
∇˜ ∂
∂u
E˜A, E˜B
〉
= −
〈
E˜A, ∇˜ ∂
∂u
EB
〉
= −X˜BA.
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Moreover, by (1.1), we have
(2.16)
∂
∂t
=
∂Φ˜
∂t
= γ˜′u = vi(u, t)E˜i(u, t).
So,
∇˜ ∂
∂t
∂
∂t
=∂tvi(u, t)E˜i(u, t) + vi(u, t)∇˜ ∂
∂t
E˜i(u, t)
=∂tv˜iE˜i + vivjh
α
ijE˜α,
(2.17)
∇˜ ∂
∂t
∂
∂u
=U˜ ′AE˜A + U˜i∇˜ ∂
∂t
E˜i + U˜α∇˜ ∂
∂t
E˜α
=U˜ ′AE˜A + U˜ih
α
ijvjE˜α − U˜αh
α
ijvjE˜i,
(2.18)
and
∇˜ ∂
∂t
∇˜ ∂
∂t
∂
∂u
=U˜ ′′AE˜A + 2U˜
′
ih
α
ijvjE˜α − 2U˜
′
αh
α
ijvjE˜i
+ [U˜k∂t(h
α
jkvj)− U˜βh
β
jkh
α
ijvivk]E˜α − [U˜α∂t(h
α
ijvj) + U˜kh
α
klh
α
ijvlvj ]E˜i.
(2.19)
On the other hand, by (2.17) and Proposition 2.1,
∇˜ ∂
∂t
∇˜ ∂
∂t
∂
∂u
=∇˜ ∂
∂t
∇˜ ∂
∂u
∂
∂t
=∇˜ ∂
∂u
∇˜ ∂
∂t
∂
∂t
+ R˜
(
∂
∂t
,
∂
∂u
)
∂
∂t
=∇˜ ∂
∂u
{
∂tviE˜i + vivjh
α
ijE˜α
}
+ R˜jBiAU˜AvivjE˜B
=(R˜jikAU˜Avjvk + ∂u∂tvi + (∂tvj)X˜ji + vjvkh
α
jkX˜αi)E˜i+
(R˜jαiAU˜Avivj + (∂tvi)X˜iα + ∂u(vivjh
α
ij) + vivjh
β
ijX˜βα)E˜α.
(2.20)
Comparing (2.19) and (2.20), and by that X˜αi = −X˜iα, we have
U˜ ′′i =2U˜
′
αh
α
ijvj + U˜α∂t(h
α
ijvj) + U˜kh
α
klh
α
ijvlvj
+ R˜jikAU˜Avjvk + ∂u∂tvi + (∂tvj)X˜ji − vjvkh
α
jkX˜iα
(2.21)
and
U˜ ′′α =− 2U˜
′
ih
α
ijvj − U˜k∂t(h
α
jkvj) + U˜βh
β
jkh
α
ijvivk
+ R˜jαiAU˜Avivj + (∂tvi)X˜iα + ∂u(vivjh
α
ij) + vivjh
β
ijX˜βα.
(2.22)
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Moreover,
∇˜ ∂
∂t
∇˜ ∂
∂u
E˜i =∇˜ ∂
∂t
(X˜iαE˜α) + ∇˜ ∂
∂t
(X˜ijE˜j)
=(X˜ ′iα + X˜ijh
α
jkvk)E˜α + (X˜
′
ij − X˜iαh
α
jkvk)E˜j
(2.23)
and on the other hand,
∇˜ ∂
∂t
∇˜ ∂
∂u
E˜i =∇˜ ∂
∂u
∇˜ ∂
∂t
E˜i + R˜
(
∂
∂t
,
∂
∂u
)
E˜i
=(hαikvkX˜αj + R˜ijkAU˜Avk)E˜j + [∂u(h
α
ijvj) + h
β
ijvjX˜βα + R˜iαjAU˜Avj ]E˜α
(2.24)
Hence, by comparing (2.23) and (2.24), and by that X˜αj = −X˜jα,
(2.25) X˜ ′ij = X˜iαh
α
jkvk − h
α
ikvkX˜jα + R˜ijkAU˜Avk
and
(2.26) X˜ ′iα = −X˜ijh
α
jkvk + ∂u(h
α
ijvj) + h
β
ijvjX˜βα + R˜iαjAU˜Avj
Similarly,
(2.27) X˜ ′αβ = X˜iαh
β
ijvj − X˜iβh
α
ijvj + R˜αβiAviU˜A.
Finally, U˜A(u, 0) = 0 because Φ(u, 0) = p˜ and XAB(u, 0) = 0 because
E˜A(u, 0) = e˜A. Moreover, by
U˜ ′A(u, 0)e˜A =∇ ∂
∂t
∂
∂u
∣∣∣∣
t=0
= lim
t→0+
∇˜ ∂
∂u
∂
∂t
= lim
t→0+
∇˜ ∂
∂u
(viE˜i)
=(∂uvi(u, 0))e˜i,
(2.28)
we know that U˜ ′i(u, 0) = ∂uvi(u, 0) and U˜
′
α(u, 0) = 0 for i = 1, 2, · · · , n
and α = n + 1, n+ 2, · · · , n+ r. 
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let e1, e2, · · · , en and en+1, en+2, · · · , en+r be or-
thonormal basis of TpM and Vp respectively, and let e˜A = ϕ(eA) for
A = 1, 2, · · · , n + r. For x ∈ M , let γ0, γ1 : [0, 1] → M be two smooth
interior curves joining p to x. Since M is simply connected, there is a
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smooth map Φ : [0, 1]× [0, 1]→ M such that
(2.29)


Φ(0, t) = γ0(t) for t ∈ [0, 1]
Φ(1, t) = γ1(t) for t ∈ [0, 1]
Φ(u, 0) = p for u ∈ [0, 1]
Φ(u, 1) = x for u ∈ [0, 1],
and γu(t) = Φ(u, t) is an interior curve for any u ∈ [0, 1]. Let
(2.30) v(u, t) = P 0t (γu)(γ
′
u(t)).
Then γu is the development of v(u, ·). Let v˜ = ϕ(v), and let h(u, t) =
P 0t (γu)h and h˜(u, t) = (ϕ
−1)∗h(u, t). Moreover, let
Φ˜(u, ·) = γ˜u = dev(p˜, v˜(u, ·), h˜(u, ·)),
E˜A(u, t) = D
t
0(γ˜u)(e˜A)
and
EA(u, t) = P
t
0(γu)(eA)
for A = 1, 2, · · · , n+ r. Suppose that
(2.31) v = viei
and
(2.32) h(u, t)(ei, ej) = h
α
ij(u, t)eα.
Then, it is clear that
(2.33) v˜ = vie˜i
and
(2.34) h˜(e˜i, e˜j) = h
α
ij e˜α.
Suppose that
(2.35)
∂Φ
∂u
= UiEi,
(2.36) ∇ ∂
∂u
Ei = XijEj
and
(2.37) D ∂
∂u
Eα = XαβEβ.
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By Lemma 2.2 in [16], one has


U ′′i = RkiljvkvlUj + ∂u∂tvi + ∂tvjXji
X ′ij = RijlkvlUk
X ′αβ = R
V
αβijviUj
Xij(u, 0) = 0
Xαβ(u, 0) = 0
Ui(u, 0) = 0
U ′i(u, 0) = ∂uvi(u, 0),
(2.38)
where Rijkl = R(Ei, Ej , Ek, El) and R
V
αβij = R
V (Eα, Eβ, Ei, Ej).
Furthermore, suppose that
(2.39)
∂Φ˜
∂u
= U˜AEA,
and
(2.40) ∇˜ ∂
∂u
E˜A = X˜ABE˜B.
We claim that U˜i = Ui, U˜α = 0, X˜ij = Xij, X˜αβ = Xαβ and X˜iα =
hαijUj . By Theorem 2.2, we only need to verify that the U˜A’s and X˜AB’s
defined above satisfy the Cauchy problem (2.13).
The initial data in (2.13) are clearly satisfied. Moreover, by (2.38)
and assumption (1),
U˜ ′′i =U
′′
i
=RkiljvkvlUj + ∂u∂tvi + ∂tvjXji
=(R˜kilj + h
α
kjh
α
il − h
α
klh
α
ij)vkvlUj + ∂u∂tvi + ∂tvjXji
=2U˜ ′αh
α
ijvj + U˜α∂t(h
α
ijvj) + U˜kh
α
klh
α
ijvlvj + R˜jikAU˜Avjvk
+ ∂u∂tvi + (∂tvj)X˜ji − vjvkh
α
jkX˜iα.
(2.41)
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By assumption (2),
∂u(vivjh
α
ij)
=∂u
〈
h
(
∂
∂t
,
∂
∂t
)
, Eα
〉
=
〈
D ∂
∂u
(
h
(
∂
∂t
,
∂
∂t
))
, Eα
〉
+
〈
h
(
∂
∂t
,
∂
∂t
)
, D ∂
∂u
Eα
〉
=
〈(
D ∂
∂u
h
)( ∂
∂t
,
∂
∂t
)
, Eα
〉
+ 2
〈
h
(
∇ ∂
∂u
∂
∂t
,
∂
∂t
)
, Eα
〉
+
〈
h
(
∂
∂t
,
∂
∂t
)
, D ∂
∂u
Eα
〉
=
〈(
∇ ∂
∂t
h
)( ∂
∂u
,
∂
∂t
)
, Eα
〉
+ R˜iαkjvivjUk
+ 2
〈
h
(
∇ ∂
∂t
∂
∂u
,
∂
∂t
)
, Eα
〉
+
〈
h
(
∂
∂t
,
∂
∂t
)
, D ∂
∂u
Eα
〉
=(∂th
α
ij)Uivj + R˜iαAjvivjU˜A + 2U
′
ih
α
ijvj + h
β
ijvivjXαβ.
(2.42)
So, by the last equation,
− 2U˜ ′ih
α
ijvj − U˜k∂t(h
α
jkvj) + U˜βh
β
jkh
α
ijvivk + R˜jαiAU˜Avivj
+ (∂tvi)X˜iα + ∂u(vivjh
α
ij) + vivjh
β
ijX˜βα
=− 2U ′ih
α
ijvj − Uk∂t(h
α
jkvj) + R˜jαiAU˜Avivj
+ (∂tvi)h
α
ijUj + [(∂th
α
ij)Uivj + R˜iαAjvivjU˜A + 2U
′
ih
α
ijvj + h
β
ijvivjXαβ] + vivjh
β
ijXβα
=0
=U˜ ′′α .
(2.43)
By (2.38) and assumption (1),
X˜ ′ij
=X ′ij
=RijklvkUl
=(R˜ijkl + h
α
ilh
α
jk − h
α
ikh
α
jl)vkUl
=X˜iαh
α
jkvk − h
α
ikvkX˜jα + R˜ijkAU˜Avk.
(2.44)
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By assumption (2),
X˜ ′iα
=∂t(h
α
ijUj)
=∂t
〈
h
(
∂
∂u
, Ei
)
, Eα
〉
=
〈
(D ∂
∂t
h)
(
∂
∂u
, Ei
)
, Eα
〉
+
〈
h
(
∇ ∂
∂t
∂
∂u
, Ei
)
, Eα
〉
=
〈
(D ∂
∂u
h)
(
∂
∂t
, Ei
)
, Eα
〉
+ R˜iαjkUkvj +
〈
h
(
∇ ∂
∂u
∂
∂t
, Ei
)
, Eα
〉
=∂u
〈
h
(
∂
∂t
, Ei
)
, Eα
〉
−
〈
h
(
∂
∂t
,∇ ∂
∂u
Ei
)
, Eα
〉
−
〈
h
(
∂
∂t
, Ei
)
,∇ ∂
∂u
Eα
〉
+ R˜iαjAU˜Avj
=−Xijh
α
jkvk + ∂u(h
α
ijvj) + h
β
ijvjXβα + R˜iαjAU˜Avj
=− X˜ijh
α
jkvk + ∂u(h
α
ijvj) + h
β
ijvjX˜βα + R˜iαjAU˜Avj .
(2.45)
Finally, by assumption (3) and (2.38),
X˜ ′αβ
=X ′αβ
=RαβijviUj
=(R˜αβij + h
α
jkh
β
ik − h
α
ikh
β
jk)viUj
=X˜iαh
β
ijvj − X˜iβh
α
ijvj + R˜αβiAviU˜A.
(2.46)
These complete the proof the claim.
By the claim, we know that U˜A(u, 1) = 0 for any u and A =
1, 2, · · · , n + r. This implies that γ˜0(1) = γ˜1(1). So, f is well defined.
Moreover, note that f∗(
∂Φ
∂u
) = ∂Φ˜
∂u
and
(2.47)
∥∥∥∥∂Φ∂u
∥∥∥∥ =
√√√√ n∑
i=1
U2i =
√√√√ A∑
i=1
U˜2A =
∥∥∥∥∥
∂Φ˜
∂u
∥∥∥∥∥ ,
so f is a local isometry. By that X˜αβ = Xαβ, we know that f˜ is well-
defined. The other properties of f and f˜ are not hard to verify by
noting that f∗Ei = E˜i and f˜Eα = E˜α. This completes the proof of the
theorem. 
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