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 Kurzfassung 
Die vorliegende Arbeit widmet sich der Aufgabe makroskopische Berechnungsmodelle zur 
Beschreibung des Drahtsägens zu erarbeiten. Ziel ist es, die wesentlichen Effekte abzubilden und den 
Einfluss von Prozessparametern auf die Dynamik des Systems zu bestimmen. Ein zentraler Punkt ist 
die Modellierung des bewegten Sägedrahtes. Durch die dem Kontinuum an den Auflagern aufgepräg-
te Führungsbewegung sind einerseits die Randbedingungen und andererseits ortsfest auf den Draht 
wirkende Lasten nichtmateriell. Die korrekte kinematische Beschreibung dieses Sachverhaltes ist 
essentielle Grundlage für die spätere Anwendung des Prinzips von HAMILTON. Durch die Führungs-
bewegung, die Formulierung der Kontaktkräfte als Folgelasten und durch explizit zeitabhängige 
Systemparameter ergibt sich ein kompliziertes Systemverhalten. Die dargestellten Berech-
nungsergebnisse umfassen Studien zu stationären Lagen, die Berechnung von Eigenfrequenzen, 
Stabilitätsnachweise des dynamischen Grundzustandes, die Bestimmung von Zeitlösungen und die 
Simulation des Materialabtrages beim Einschnitt. 
Schlagwörter: Drahtsägen, Photovoltaik, Waferzuschnitt, nichtlineare Schwingungen, axial be-
wegtes Kontinuum, nichtlineare Verformungskinematik, Folgelasten, nichtmaterielle 
Randbedingungen, nichtmaterielle Kontaktkräfte, Kinematik in EULER-Koordinaten, 
Kinematik in LAGRANGE-Koordinaten, Variationsrechnung, verallgemeinerte Varia-
tionen, Prinzip von HAMILTON 
Abstract 
The aim of the present thesis is to generate macroscopic models to describe the wire sawing process. 
The principal purpose is to illustrate basic effects and to investigate the influence of important 
process parameters relating to the dynamics of the system. A fundamental point is the modeling of 
the moving wire. Because of the axially movement of the continuum the boundary conditions and 
spatial acting loads are non-material. The precise kinematical description of this issue is the pre-
condition for the correct evaluation of HAMILTON’s principle to characterize the dynamics of the 
system. The resultant complex system behavior is a consequence of the movement of the wire, of 
the formulation of the contact forces as follower loads and of explicitly time-dependent model 
parameters. The results of research contain studies of steady state equilibrium solutions and the 
proof of their LJAPUNOW stability, the calculation of eigenfrequencies, steady state time solutions 
under harmonically oscillating contact forces and the simulation of the material removal during the 
cutting process. 
Key words:  wire sawing process, photovoltaics, wafer slicing, non-linear vibrations, axially 
moving beam, geometrical nonlinearity, follower loads, non-material boundary con-
ditions, non-material contact forces, EULERian kinematics, LAGRANGEian kinematics, 
calculus of variations, generalized variations, HAMILTON’s principle 
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1 
1 Einleitung 
1.1 Technische Problemstellung und Motivation der Arbeit 
Drahtsägen werden in der Photovoltaik und Mikrosystemtechnik eingesetzt, um aus einem Silizium-
block (Ingot) dünne Scheiben (Wafer) zu trennen. Die Wafer bilden die Grundlage für eine Reihe 
elektronischer Bauelemente, unter anderem für integrierte Schaltkreise, mikromechanische Bau-
elemente oder Solarzellen. 
In der industriellen Photovoltaik sind Wafer aus mono- oder polykristallinem Silizium gegenwärtig 
Ausgangspunkt der Solarzellenproduktion. In Abbildung 1.1 ist schematisch die Prozesskette der 
Solarwaferherstellung dargestellt.  
 
Abbildung 1.1: Prozesskette der Solarwaferherstellung [51]. 
Das beispielsweise aus Quarzsand gewonnene Rohsilizium wird geschmolzen und im Arbeitsschritt 
Kristallisation gezielt abgekühlt, so dass ein polykristalliner Gussblock entsteht. In der Säulen-
fertigung werden, um die gewünschten Querschnittsabmessungen der Wafer zu erzeugen, aus dem 
Gussblock sogenannte Siliziumsäulen (Bricketer) hergestellt. In der sich anschließenden Wafervor-
fertigung erfolgt der Zuschnitt der Wafer aus den Siliziumsäulen. Die erzeugten Wafer sind sehr 
dünne Scheiben mit einer Dicke von derzeit 100 200W μmd = − . Beide Trennvorgänge benötigen ein 
hohes Maß an Präzision. Während sich bei der Säulenfertigung durch die geringeren Güteanforde-
rungen die Verwendung von sowohl Band- als auch Drahtsägen anbietet, kommen beim Waferzu-
schnitt ausschließlich Drahtsägen zum Einsatz. Da die Oberflächengüte der Wafer entscheidend für 
den Wirkungsgrad der Solarzelle ist, sind strenge Fertigungstoleranzen einzuhalten. Um die vom 
Sägevorgang verursachten Oberflächenfehler zu reduzieren, durchlaufen die Wafer nach dem Sägen 
noch mehrere chemische Bäder. Nach der Reinigung werden die Wafer dotiert und mittels Siebdruck 
metallisiert, um die Abnahme der elektrischen Spannung zu ermöglichen. Die so erzeugten Solar-
zellen werden abschließend in einem Trägerrahmen angeordnet, elektrisch verbunden und von einer 
Glasplatte abgedeckt, um das fertige Solarmodul (Solar Panel) vor Umwelt- und Witterungseinflüssen 
zu schützen. Details der Herstellung bzw. einzelner Herstellungsschritte sind in [54] aufgeführt. 
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Wie aufgezeigt, ist der Waferzuschnitt durch Drahtsägen ein für die Herstellung von Solarmodulen 
zentraler Arbeitsschritt. Da rund 30% der Fertigungskosten einer Solarzelle vom Sägen verursacht 
werden [54], bestimmt er zudem in erheblichem Maße die Gesamtkosten. Aus technologischer Sicht 
ist Drahtsägen nach DIN8589 ein spanendes Trennverfahren mit geometrisch unbestimmter Schnei-
de und damit dem Fertigungsverfahren Läppen sehr ähnlich. Aus diesem Grund müsste in Strenge die 
umgangssprachliche Prozessbezeichnung Drahtsägen durch Drahttrennläppen ersetzt werden. 
Läppverfahren sind im Vergleich zu anderen trennenden Fertigungsverfahren recht zeitintensiv. Die 
Abtragsrate beträgt in der Photovoltaik unter üblichen Schnittbedingungen etwa mmmin0,4 . Damit 
werden zum Heraustrennen eines 3156 156 0,2 mm× ×  Standardwafers etwa sechs Stunden be-
nötigt. Als Werkzeug wird ein vorgespannter und mit hoher Geschwindigkeit bewegter Stahldraht 
(Durchmesser D 120 175 μmd = − ) verwendet, welcher mit einer Läppemulsion (Slurry) benetzt wird. 
Die Slurry ist eine Suspension aus Trägermedium und Schneidkörnern. Die Schneidkörner müssen, 
um eine spanende Wirkung zu erzielen, härter sein als das zu trennende Silizium, weshalb fast 
ausschließlich Siliziumcarbid (SiC) verwendet wird. Das Trägermedium, meist Glykol, besitzt neben 
der Transport- auch eine Kühlfunktion. Der Draht bewegt sich beim Sägeprozess mit einer vorgege-
benen Geschwindigkeit durch den Sägespalt des Ingot. Durch die Kontaktkräfte zwischen Draht und 
Ingot bzw. durch die Wechselwirkung der Abrasivpartikel mit dem Siliziumblock entsteht der 
Materialabtrag. Die abgetragenen Siliziumteilchen werden mit der Slurry aus dem Sägespalt gespült. 
Der Materialabtrag und die Oberflächenqualität der Wafer werden u. a. maßgeblich von der Zusam-
mensetzung der Slurry (Korngrößenverteilung und Anzahl an SiC-Partikeln)  bestimmt. Eine hohe 
Produktivität des Drahtsägens wird in der Photovoltaik aber erst dadurch erreicht, dass mehrere 
hundert Schnitte gleichzeitig ausgeführt werden. Man spricht in diesem Zusammenhang von einer 
Mehrdrahtsäge (multi-wire-saw). Das Funktionsprinzip ist in Abbildung 1.2 veranschaulicht.  
 
Abbildung 1.2: Funktionsprinzip einer in der Photovoltaik eingesetzten Mehrdrahtsäge (multi-wire-saw) und Illustration des 
Läppvorganges [51]. 
Der Sägedraht wird von einer Abwickelspule ausgehend über mehrere Umlenkrollen zum Schnittbe-
reich geführt. Im Schnittbereich wird er derart um berillte Antriebswalzen gelenkt, dass ein Drahtfeld 
mit mehreren hundert parallelen Drahtschlaufen gleichen Abstands entsteht. Der am Rand des 
Drahtfeldes den Schnittbereich verlassende Draht wird über diverse Rollen gelenkt und von einer 
Spule aufgewickelt. Der Drahtdurchmesser und die Partikelgröße der SiC-Teilchen bestimmen die 
Schnittbreite, die Waferdicke ergibt sich aus der Rillengeometrie und dem Rillenabstand. Je nach 
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Maschinentyp können im Schnittbereich mehrere Ingot neben- bzw. hintereinander angeordnet und 
damit gleichzeitig bearbeitet werden. Die Blöcke werden, meist von oben, mit einem definierten 
Vorschub vertikal in das Drahtfeld bewegt. Für die Vorschubbewegung werden in Abhängigkeit von 
Wafergeometrie und Schnitttiefe zum Teil komplizierte Zeitfunktionen angewendet, der Betrag 
bewegt sich je nach Anwendungsfall im Bereich von μmmin100 1000− . Die in der industriellen Photovol-
taik angewandten Drahtgeschwindigkeiten sind im Bereich von ms5 20− , im Normalfall wird mit 
m
s15  geschnitten. Um die Produktivität weiter zu steigern und den Schnittverlust (kerf loss) zu 
reduzieren, existieren in der Photovoltaikindustrie Anstrengungen den Drahtdurchmesser zu 
verringern [60]. Zudem wird eine geringere Waferdicke angestrebt [54]. Dass Bemühungen in diese 
Richtung für den industriellen Einsatz nicht unproblematisch sind, zeigt schon die Tatsache, dass sich 
die abrasive Wirkung der Slurry auch auf den Sägedraht auswirkt. Als Folge nimmt der Drahtdurch-
messer während des Prozesses signifikant ab, da er vom Eintritt bis zum Verlassen des Drahtfeldes 
hunderte Male im Eingriff ist. Zudem reagieren der dünnere Sägedraht bzw. dünnere Wafer wesent-
lich sensibler auf Störungen beim Sägevorgang, was u. a. die Gefahr eines Drahtrisses bzw. die 
Wahrscheinlichkeit zur Entstehung von Oberflächenfehlern erhöht.  
Praktische Erfahrungen zeigen, dass die Prozessparameter des Drahtsägens signifikanten Einfluss auf 
die Abtragsrate und vor allem auf die Oberflächengüte der geschnittenen Wafer haben. Die in der 
Praxis angewendeten Prozessparameter basieren meist auf empirischen Erkenntnissen und werden 
von den Unternehmen streng vertraulich behandelt. Eine rein auf Empirie basierende Vorgehenswei-
se zur Optimierung der Prozessparameter stößt allerdings schnell an Grenzen. Bestimmte Effekte, die 
aus der Dynamik des Systems resultieren, wie beispielsweise Drahtschwingungen, können damit nur 
unzureichend erklärt werden oder bleiben in Gänze rätselhaft. Um den Sägeprozess hinsichtlich der 
Abtragsrate und der Oberflächenqualität der Wafer systematisch zu optimieren, ist umfassende 
Systemkenntnis erforderlich und damit der Einsatz von geeigneten Berechnungsmodellen unumgäng-
lich. Die vorliegende Arbeit widmet sich deshalb der Zielsetzung, einige Wissenslücken zu schließen 
und mit makroskopischen Berechnungsmodellen zur Beschreibung der Interaktion von bewegtem 
Sägedraht und Ingot die Systemkenntnis zu erweitern. 
1.2 Literaturübersicht 
Die vorhandene Literatur zum Thema Drahttrennläppen ist vielfältig und behandelt die unterschied-
lichsten Aspekte. Ein repräsentativer Auszug ist in Abschnitt 6.1.2 aufgeführt. Der Abtragsvorgang 
wird aus technologischer Sicht in die Kategorie des Free-Abrasive-Machining (FAM) eingeordnet. Dies 
spezifiziert ein spanendes Trennverfahren mit geometrisch unbestimmter Schneide, da die Schnei-
denanzahl, die Form der Schneidkante und Lage zum Werkstück nur über statistische Kenngrößen 
zugänglich sind. Allein zum Thema FAM existieren eine Reihe von Publikationen, welche generell 
Polierprozesse [65], die Oberflächenbearbeitung von Keramiken [36] bzw. Glas ([32], [33]) und den 
Läppvorgang beim Drahtsägeprozess (z. B. [29], [66], [67]) thematisieren. Darin wird anhand von 
empirischen Berechnungsmodellen der Einfluss von Partikelgröße und Kontaktdruck auf den 
Abtragsvorgang abgehandelt. Speziell beim Drahttrennläppen in der Photovoltaik existiert die 
Modellvorstellung, dass die einzelnen Abrasivpartikel zwischen Draht und Ingot eingeklemmt werden 
und durch die Bewegung des Drahtes eine rollende Bewegung ausführen (rolling-indenting-particle). 
Dabei werden die scharfkantigen Ecken der SiC-Partikel wie Indenter in die Materialoberfläche 
eingedrückt, was bei dem vorliegenden spröd-hartem Material zu Rissbildung und letztlich zum 
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Materialausbruch führt [56]. Die Wirkung einzelner Indentereindrücke, die damit verbundene 
Rissbildung und der Materialausbruch sind Gegenstand zahlreicher Publikationen (z. B. [37], [55]) und 
ermöglichen Abschätzungen für die Abtragsrate (z. B. [51], [56]). Bedingt durch die Komplexität des 
Materialabtrages beim Drahttrennläppen liegt der Fokus vieler Veröffentlichungen auf speziellen 
experimentellen Untersuchungen und daraus abgeleiteten empirischen Modellen und Gleichungen. 
Sie umfassen Betrachtungen zum Einfluss der Korngrößenverteilung der SiC-Partikel ([31], [69]), der 
Drahtgeschwindigkeit [58] und der Schnittkräfte [59] auf die Abtragsrate. Die mit dem Abtragsvor-
gang verbundene Wärmeentwicklung wurde in [48] und [51] experimentell bestimmt. Der Einfluss 
der Slurry wurde beispielsweise in [31], [45] und [47] experimentell untersucht. Zudem existieren 
Berechnungsmodelle, welche die Slurryinteraktion mit dem bewegten Sägedraht und dem Ingot 
beschreiben. Sie reichen von einfachen hydrodynamischen Betrachtungen [56], bis hin zu komplexen 
Modellen auf Basis der Diskrete-Elemente-Methode ([51], [61]). Speziell in [51] wird die Interaktion 
zwischen Draht, Slurry und den SiC-Partikeln in Form eines auf mikroskopischer Ebene angesiedelten 
elastohydrodynamischen 2D-Modells untersucht. Damit kann die Bewegung der Partikel im Schnitt-
spalt simuliert werden. Andere Autoren thematisieren den sich durch die Kontaktkräfte ausbildenden 
Drahtbogen und die Dynamik des bewegten Sägedrahtes ([38], [41], [53], [63], [51], [68]). Da sich die 
vorliegende Arbeit ebenfalls in diese Thematik einbettet, werden die aus der Literatur bekannten 
Modelle näher diskutiert.  
 
Von Liedke [51] werden zur Berechnung des Drahtbogens zwei einfache Modelle vorgestellt. Das 
erste Modell basiert auf einer geometrischen Beschreibung der Drahtauslenkung mit Methoden der 
Seilstatik und ist aus diesem Grund lediglich für einfache Überschlagsrechnungen geeignet. Der Draht 
wird als ideales Seil, d. h. masselos, biegeschlaff und mit unendlicher Dehnsteifigkeit modelliert. Die 
zwischen Draht und Ingot wirkenden Kontaktkräfte werden in eine äußere, vertikal auf den Draht 
wirkende Einzellast umgerechnet. Nach Einführung eines Abtragsgesetzes wird eine gewöhnliche 
Differentialgleichung erster Ordnung einschließlich analytischer Lösung angegeben und damit der 
zeitliche Verlauf der Drahtauslenkung berechnet. Im zweiten von ihm vorgestellten Modell werden 
die Kontaktkräfte mit zwei äußeren Streckenlasten (Folgelasten) modelliert. Das Aufstellen der 
beschreibenden Gleichungen erfolgt wiederum synthetisch. Nach einigen stark vereinfachenden 
Modellannahmen, wie beispielsweise der abschnittsweisen Definition des Drahtbogens, wird eine 
analytische Lösung für die Drahtauslenkung angegeben. Die dem Sägedraht aufgeprägte Führungs-
bewegung sowie die Dehn- und Biegesteifigkeit werden in den Berechnungsmodellen ganzheitlich 
vernachlässigt. Aussagen zur Dynamik des Systems sind damit nicht möglich. 
  
Die in [38], [63] und [68] vorgestellten Berechnungsmodelle benutzten alle eine Adaption der 
erstmalig 1958 von Archibald und Emslie [71] angegebenen Differentialgleichung für die mit konstan-
ter Geschwindigkeit 0v  zwischen zwei festen Auflagern bewegte Saite:  
( )
1 1 1
2 2 2 V
, 0 , 0 0 , 02 0,tt x t x x
Fw v w v c w c
µ
+ + − = = .           (1.1) 
Dabei kennzeichnen ( )1,w x t  die Querverschiebung der Saite am betrachteten Ort 1x , VF  die 
Vorspannkraft, µ  die Massenbelegung und 0c  die Wellenausbreitungsgeschwindigkeit für Transver-
salwellen. Die aus dem Jahr 1999 stammende Arbeit [63] von Wei und Kao stützt sich auf theore-
tische Betrachtungen der bekannten Autoren Wickert und Mote [107], und gibt die Eigenfrequenzen 
des Drahtes bzw. des strukturmechanischen Modells der bewegten Saite (3.159) an. Für das Draht-
sägen ergeben sich durch den geringen Drahtdurchmesser und mit den üblicherweise benutzten 
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Vorspannkräften von V 20 30 NF = −  Wellenausbreitungsgeschwindigkeiten von m0 s300c > . Die in 
der Praxis eingesetzten Drahtgeschwindigkeiten bewegen sich im Bereich von m0 s5 30v = −  und sind 
damit weit von der aus der Literatur bekannten Stabilitätsgrenze 0 0v c=  entfernt (z. B. [22], [107]). 
Die Schlussfolgerung der Autoren Wei und Kao, dass damit Stabilitätseffekte für das Drahtsägen 
keine Rolle spielen, ist nicht haltbar. Im Rahmen der vorliegenden Arbeit wird diese These unmiss-
verständlich widerlegt. In [63] werden zudem Zwangsschwingungssamplituden des Drahtes berech-
net. Die Wirkung einzelner SiC-Partikel auf den Draht wird durch eine Summe von äußeren Einzel-
kräften modelliert, welche entlang des Drahtes verteilt werden, stets vertikal gerichtet sind und 
harmonisch oszillieren. Die Kräfte werden mit der Delta-Distribution zwar mathematisch einwandfrei 
in die Feldgleichung eingebettet, die einfache Modellvorstellung trägt zur Erweiterung der System-
kenntnis des Drahtsägeprozesses allerdings nichts bei.  
 
In [68] wird die Modellierung der auf den Draht ausgeübten Kontaktkräfte verbessert. Es wird eine 
vertikal gerichtete Streckenlast modelliert, deren Wirkung mit der HEAVISIDE-Funktion auf den 
Schnittbereich begrenzt wird. Sie setzt sich additiv aus einem hydrodynamischen und einem Anteil 
einer äußeren harmonischen Erregung zusammen. Die Beschreibung der Hydrodynamik basiert auf 
dem in [27] vorgestellten Berechnungsmodell, welches allerdings in [43] und in [51] angezweifelt 
wird. Vor allem in [43] wird darauf hingewiesen, dass die bisherigen Modelle die Fluidabnahme durch 
die offene Schnittspaltseite nicht berücksichtigen. Bei genauerer Betrachtung ergibt sich durch die 
Kombination von Fluid und dem Feststoffanteil der Abrasivpartikel eine komplizierte Mehrphasen-
strömung. Aus diesem Grund sind Zweifel an den in [27] und [68] präsentierten Ergebnissen durch-
aus angebracht, vor allem da eine Analogie zu einer laminar-inkompressiblen 1D-Strömung abgeleitet 
wird.  
 
Wie angedeutet, weisen die aus der Literatur bekannten Berechnungsmodelle zu diesem Thema 
noch wesentliche Vereinfachungen und Unschärfen auf, so dass die Notwendigkeit besteht, die 
Thematik grundlegend und mit der nötigen theoretischen Strenge neu anzugehen. Dazu wird sich 
vorab ein umfassender Literaturüberblick zum Thema bewegte Kontinua verschafft (siehe Abschnitt 
6.1.3). Einen sehr guten Einblick in die historische Entwicklung dieser Thematik einschließlich der 
wesentlichen Ergebnisse (der englischsprachigen Leserschaft) wurde von Marynowski [89] erarbeitet. 
Aufbauend auf [71] wurden die Untersuchungen der bewegten Saite ([72], [74], [76], [79], [82], [84], 
[85], [87], [94], [99], [108], [110], [111], [112]) auf bewegte Balken ([73], [77], [78], [83], [84], [86], 
[75], [96], [99], [105], [109]) und bewegte Platten ([88], [89], [90], [95]) ausgedehnt. Speziell Ende der 
1980er und in den 1990er Jahren entstand eine ganze Reihe von Veröffentlichungen ([76], [82], [84], 
[91], [92], [96], [98], [101], [106], [107], [108], [109]), welche das Stabilitätsverhalten bewegter 
Kontinua für unterschiedlichste Szenarien (oszillierende Vorspannkräfte, visko-elastisches Material-
verhalten usw.) untersuchten. Sie werden an dieser Stelle nicht im Detail diskutiert. Wegen der 
einfachen akademischen Modelle erfolgte das Aufstellen der Bewegungsgleichungen anfangs meist 
synthetisch, in der heutigen Zeit und bei komplizierteren Modellen hat sich die Anwendung des 
Prinzips von HAMILTON etabliert. Eine für die Thematik bewegter Kontinua ganz wesentliche Arbeit, 
welche leider in der internationalen Leserschaft keine Beachtung fand, ist die Dissertation von RIEMER 
[101]. Sie wird zwar von einigen deutschen Autoren (z. B. in [80], [112]) als Randnotiz geführt, in ihrer 
Bedeutung für die angesprochene Thematik aber völlig unterschätzt. Zugegebenermaßen ist der 
mathematische Anspruch hoch und für den Leser ist es zunächst unverständlich, warum es so 
essentiell ist, den Begriff der Variation in dieser theoretischen Strenge zu fassen und anzugeben, wie 
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variiert werden soll. Für die korrekte Anwendung analytischer Prinzipe der Mechanik, wie dem 
Prinzip von HAMILTON, ist es aber unerlässlich die kinematischen Größen eindeutig und zweifelsfrei zu 
definieren. Abschließend sei noch erwähnt, dass einem weiteren Autor, nämlich Koivurova [84], 
Unstimmigkeiten in der kinematischen Beschreibung bewegter Kontinua aufgefallen sind. Er zieht 
sich aber letztlich auf den Begriff einer „gemischten Formulierung“ zurück.  
1.3 Thema und Gliederung der Arbeit 
Hauptziel der vorliegenden Arbeit ist es, makroskopische Berechnungsmodelle zur Beschreibung des 
Drahtsägens zu erarbeiten. Dabei soll die Interaktion von bewegtem Sägedraht und Ingot beschrie-
ben und grundsätzlich der Einfluss von Prozessparametern auf die Dynamik des Systems untersucht 
werden. Ein zentraler Punkt ist die konsistente kinematische Beschreibung des bewegten Sägedrah-
tes und damit verbunden, die korrekte Anwendung des Prinzips von HAMILTON. Die dafür benötigten 
mathematischen und mechanischen Grundlagen sind recht umfassend und werden, neben weiteren 
für die Arbeit wesentlichen Konzepten, in Kapitel 2 diskutiert. 
In Kapitel 3 werden die Berechnungsmodelle vorgestellt. Vorab bietet es sich an, die Kinematik des 
bewegten Drahtes in EULER- und in LAGRANGE-Koordinaten bereitzustellen. Gegenstand der Unter-
suchungen sind zwei Modelle, welche sich in ihren Randbedingungen voneinander unterscheiden 
und welche auf unterschiedlichen technischen Realisierungen von Drahtsägen basieren. Die zwischen 
Ingot und Sägedraht wirkenden Kontaktkräfte werden in einem ersten Schritt mit zwei, ortsfest auf 
den Draht wirkenden, äußeren Streckenlasten (als Folgelasten) modelliert. Zur Bestimmung der 
systembeschreibenden Gleichungen wird das Prinzip von HAMILTON angewendet. Das Kapitel schließt 
mit der Präsentation von Berechnungsergebnissen. Sie umfassen Studien zu stationären Lagen, die 
Berechnung von Eigenfrequenzen, Stabilitätsnachweise des dynamischen Grundzustandes und die 
Bestimmung von Zeitlösungen. Zudem werden die Unterschiede in den Ergebnissen der Berech-
nungsmodelle erörtert. 
Aufbauend auf diesen Ergebnissen werden in Kapitel 4 die bestehenden Berechnungsmodelle weiter 
ausgebaut. Dazu wird ein strukturmechanisches Modell des Gesamtblocks ausgearbeitet. Er wird als 
elastischer Körper mit schnitttiefenabhängiger Masse und Steifigkeit modelliert. Um eine linienför-
mige Ankopplung an den Sägedraht zu gewährleisten, wird die Schnittkontur des Ingot als einpara-
metrisches Kontinuum formuliert. Die kinematische Beschreibung der Schnittkontur erfolgt mit 
Verschiebungsfunktionen, welche die elastische Formänderung beschreiben und, um dem Material-
abtrag beim Drahtsägen Rechnung zu tragen, mit speziell eingeführten Verschiebungsfunktionen des 
Abtrags. Unter Beachtung der Kontaktmechanik werden anschließend wiederum für beide Berech-
nungsmodelle die Variationsformulierungen der gekoppelten Gesamtsysteme angegeben. Anschlie-
ßend wird ein für den Läppvorgang charakteristisches Abtragsgesetz in die Variationsformulierung 
eingearbeitet und damit unter technologisch gerechtfertigten Einschränkungen die zeitliche Entwick-
lung von Drahtbogen und Schnittkontur beim Einschnitt berechnet.  
Die Arbeit schließt in Kapitel 5 mit einer kurzen Zusammenfassung und gibt als Ausblick Empfeh-
lungen für die Weiterentwicklung der Berechnungsmodelle. 
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2 Theoretische Grundlagen  
In diesem Kapitel werden einige theoretische Grundlagen behandelt, welche für das Verständnis der 
Arbeit wichtig sind. Die Darstellung der einzelnen Themenkomplexe ist auf das Wesentliche reduziert 
und somit keineswegs vollständig. Zudem werden ausschließlich Beziehungen und Konzepte vorge-
stellt, welche im Folgenden für die konkrete Lösung des mechanischen Problems benötigt werden. 
Das Kapitel beginnt mit der in der Arbeit verwendeten mathematischen Notation von Tensoren und 
Matrizen und elementaren Operationen bezüglich deren Verknüpfung. Anschließend werden 
ausgewählte kinematische Grundlagen der Kontinuumsmechanik erläutert. Die Beschreibung der 
Kinetik basiert auf analytischen Methoden der Kontinuumsmechanik und speziell dem Prinzip von 
HAMILTON. Im vorliegenden Fall des bewegten Sägedrahtes lassen sich die Randbedingungen des 
mechanischen Modells nicht für alle Zeiten einem materiellen Punkt zuordnen. Aus diesem Grund 
muss zur korrekten Auswertung des Prinzips von HAMILTON vorab der Begriff der Variation eingehend 
erklärt und erweitert werden. Eine strenge Lösung der beschreibenden Feldgleichungen ist nur in 
Ausnahmefällen möglich, man ist in der Regel auf Näherungsverfahren angewiesen. Ausgehend von 
einer Variationsformulierung werden Methoden zur Bestimmung von Näherungslösungen diskutiert. 
Anschließend werden Konzepte vorgestellt, mit denen die Stabilität der Bewegung des Kontinuums 
untersucht werden kann. Das Kapitel schließt mit theoretischen Betrachtungen zur Generierung von 
homogenen und partikulären Zeitlösungen auf Basis der linearen Systemtheorie.  
 
2.1 Notation und mathematische Grundlagen 
Die Tensorrechnung ermöglicht in kompakter Schreibweise die Beschreibung geometrischer und 
physikalischer Zusammenhänge. Tensoren sind mathematische Objekte und können in der Index-
schreibweise als indizierte Größen definiert werden, welche sich bei einer Koordinatentransformati-
on nach bestimmten Regeln verhalten. Andererseits kann man sie als multilineare Abbildung von 
Vektoren auf eine skalare Maßzahl (Tensorkoordinate) auffassen. Die Verknüpfung zwischen den 
Maßzahlen eines Tensors und der symbolischen Notation erfolgt durch Einführen einer Basis. Die 
wesentliche Eigenschaft von Tensoren ist, dass sie unabhängig vom Betrachter und der Wahl des 
Koordinatensystems sind. Damit sind alle Beziehungen, die sich mit Tensoren formulieren lassen, in 
jedem Koordinatensystem gültig. Bei konkreten Rechnungen sind die Tensorkoordinaten als Maßzah-
len aber abhängig von der gewählten Basis. Aus der Vielzahl an weiterführender Literatur zu diesem 
Thema, welche den Tensorkalkül näher erläutern und detailliert Tensoralgebra und –analysis 
abhandeln, sei beispielhaft auf [9], [12] und [17] verwiesen. 
In der Arbeit werden physikalische Größen in Form von Skalar-, Vektor- und Tensorfeldern benutzt. 
Eine tensorielle Größe wird als Feldgröße bezeichnet, wenn eine eindeutige Zuordnung zum betrach-
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teten Raumpunkt in Form der Koordinaten vorliegt. Zudem existiert bei instationären Feldern immer 
eine Zeitabhängigkeit. Um die betrachteten Größen und deren Verknüpfung zweifelsfrei zu unter-
scheiden, muss eine eindeutige Notation eingeführt werden. Die in der Arbeit verwendete Notation 
orientiert sich im Wesentlichen an [19] und [101], wobei aber nur kartesische Tensoren betrachtet 
werden. Für diesen Sonderfall muss nicht mehr zwischen ko- und kontravarianten Basen bzw. 
Koordinaten unterschieden werden und indizierte Größen können ausschließlich mit tiefgestellten 
Indizes geschrieben werden. Für die symbolische Darstellung von Tensoren wird Folgendes verein-
bart: Um den Richtungscharakter zu verdeutlichen, werden Tensoren in symbolischer Schreibweise 
durch einen Kernbuchstaben mit übergesetzten Pfeilen gekennzeichnet. Die Anzahl der Pfeile 
spezifiziert die Tensorstufe.  
Aussagen zum quantitativen Verhalten von Tensoren setzen eine Vektorbasis voraus. Nach Einfüh-
rung eines kartesischen Bezugssystems mit den Basiseinheitsvektoren { } { }1 2 3 1,2,3, , k ke e e e ==
     in den 
dreidimensionalen EUKLIDischen Vektorraum 3ε  können Tensoren unterschiedlicher Stufe bezüglich 
der Basis dargestellt werden. Kartesische Basisvektoren besitzen die bekannten Eigenschaften  
{ }1, , , 1, 2, 3k k j kje e e k jδ= ⋅ = ∈
   .           (2.1) 
Die Orthogonalitätseigenschaft drückt sich dadurch aus, dass das mit dem Operationssymbol ( )⋅   
gekennzeichnete Skalarprodukt zweier Basisvektoren dem KRONECKER-Symbol  
1 ,
0kj
für k j
für k j
==  ≠
δ                 (2.2) 
entspricht. Zur Vereinfachung indizierter Operationen wird festgelegt, dass lateinische Indizes immer 
die Werte { }1, 2, 3  durchlaufen und dass in einem Ausdruck über doppelt auftretende Indizes 
generell von Eins bis Drei summiert wird (EINSTEINsche Summationsvereinbarung). Damit können 
Tensoren entsprechend ihrer Stufe wie folgt dargestellt werden: 
• Tensoren 0. Stufe:  Skalare 
sind ungerichtete Größen, für die eine Zahl kennzeichnend ist, z. B. das Skalar ∈ϕ   oder das 
Skalarfeld ( ), ∈ir tϕ   in Abhängigkeit der metrischen Parameter ∈ir   und der Zeit 0+∈t   .  
 
• Tensoren 1. Stufe:  Vektoren  
sind gerichtete Größen, denen eine Raumrichtung zugeordnet wird. Sie sind also durch die Anga-
be von Betrag und Richtung eindeutig definiert, z. B. das Geschwindigkeitsfeld ( ) 3, ,∈iv r t ε

 
0, +∈ ∈ir t  . In Komponentenschreibweise: = k kv v e
   und in Koordinatenschreibweise: kv . 
 
• Tensoren 2. Stufe:  
können im Falle eines gewöhnlichen Tensors 2. Stufe als lineare Abbildungen aufgefasst werden 
[19], d. h. ein Tensor 2. Stufe ordnet über die Vorschrift T u v⋅ =


   jedem Vektor u  aus dem     
EUKLIDischen Vektorraum 3ε  einen Vektor 3∈v ε  zu.  In Komponentenschreibweise: 
 3 3,= ⊗ ∈ ⊗ij i jT T e e T ε ε
 
 
   und in Koordinatenschreibweise: ijT . 
 
Mit der vereinbarten Notation lassen sich kartesische Tensoren beliebiger Stufe eindeutig darstellen. 
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Aus der Vielzahl an möglichen Verknüpfungen und Operationen, welche Gegenstand der Tensor-
algebra sind, werden nachfolgend nur ausgewählte vorgestellt bzw. beschrieben. Mit dem Symbol ⊗  
wird das dyadische Produkt gekennzeichnet, bei dem, im Gegensatz zu anderen Produktbildungen, 
die Richtungseigenschaft erhalten bleibt. Werden beispielsweise zwei Vektoren a  und b

 dyadisch 
verknüpft  
, ij i j i i j j i j i jC a b C e e a e b e a b e e= ⊗ ⊗ = ⊗ = ⊗


       ,         (2.3) 
entsteht ein Tensor 2. Stufe. Zu jeder Kombination des dyadischen Produktes der Basisvektoren 
existiert ein Tensorkoordinatenwert, z. B. 12 1 2⊗C e e
  . 
Die skalare Verknüpfung von Tensoren wird mit dem Operationssymbol ( )⋅  gekennzeichnet. 
Beispielhaft betrachten wir die Verknüpfung eines Tensors 2. Stufe mit einem Vektor. Die Operation 
kann wiederum symbolisch oder in der Indexschreibweise  
( ) ( ), i i ij i j k k ij k i j k ij j iv F b v e F e e b e F b e e e F b e= ⋅ = ⊗ ⋅ = ⊗ ⋅ =



        
       (2.4) 
dargestellt werden. Aus der erwähnten Invarianzforderung, dass bei einem Wechsel der Basis der 
gleiche physikalische Sachverhalt beschrieben wird, kann man allgemeine Rechenregeln zur Umrech-
nung von Tensorkoordinaten bezüglich verschiedener Basissysteme formulieren. Für den einfachen 
Fall eines Vektors 
= =k k m mv v e v e 
                   (2.5) 
folgt nach kurzer Zwischenrechnung die Transformationsbeziehung für die Koordinaten 
,= =k km m m mk kv A v v A v    .              (2.6) 
Die in (2.6) dargestellte Koordinatentransformation lässt sich leicht auf Tensoren beliebiger Stufe 
erweitern. Weitere wichtige Aspekte der Tensoralgebra, wie beispielsweise das Vektorprodukt, die 
Inversion, die Transposition, die Zerlegung usw. sind sehr übersichtlich in [1] und [19] dargestellt, 
und sollen an dieser Stelle nicht explizit angeschrieben werden.  
 
Skalar-, vektor- oder tensorwertige Feldgrößen hängen von metrischen Parametern und der Zeit ab. 
Der Einfluss einer Koordinatenänderung, beispielsweise durch eine Bewegung, ist Gegenstand der 
Tensoranalysis. Dabei vereinfachen sich die Beziehungen durch die Verwendung kartesischer 
Koordinaten erheblich. Anders als in allgemeinen krummlinigen Koordinatensystemen sind die 
Koordinaten eines Punktes ( )iP x  identisch mit den Koordinaten des Ortsvektors = i ix x e
  . Eine 
partielle Ableitung des Ortsvektors nach den metrischen Parametern ergibt einfach 
,
∂ ∂
= = = =
∂ ∂
i
m i im i m
m m
x xx e e e
x x
δ

    .             (2.7) 
Besondere Bedeutung hat der Nablakalkül für Tensorfelder, vor allem durch die damit verbundene  
einfache symbolische Darstellung der Differentialoperatoren Gradient, Divergenz und Rotation. Der 
Nablaoperator ist definiert durch 
( ) ( )r k
i
e
r
∂
∇ =
∂



 .                (2.8) 
Bei der Gradientenbildung wird der Einheitsrichtungsvektor des Nablaoperators mit den Basis-
vektoren der entsprechenden tensorwertigen Größe dyadisch verknüpft 
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, ,, ir k k k r i k i k i k
k k
ve e v e e v e e
r r
ϕ
ϕ ϕ
∂ ∂
∇ = = ∇ = ⊗ = ⊗
∂ ∂
 
       .         (2.9) 
Im diesem Fall liefert die Anwendung auf einen Tensor n -ter Stufe einen Tensor ( )1+n -ter Stufe. 
Analog dazu definieren die skalare bzw. die vektorielle Verknüpfung des Nablaoperators mit den 
Basisvektoren einer tensorwertigen Größe die Divergenz und die Rotation  
( ) ( ) ( ) ( ) ( ) ( ), ,r r rgrad div rot∇ ⊗ ≡ ∇ ⋅ ≡ ∇ × ≡
  
      .    (2.10) 
In der Koordinatenschreibweise ist die spezielle Symbolik des Nablaoperators nicht erforderlich, da 
beispielsweise ,i kv  oder ,i iv  eindeutige Vorschriften sind. Bei komplizierten Ausdrücken ist die 
symbolische Schreibweise aber wesentlich übersichtlicher bzw. die angewendete Operation leichter 
zu erkennen.  
Zur Integration von Tensorfeldern existieren eine Reihe von Integralsätzen. Sie werden im Rahmen 
der Kontinuumsmechanik dazu verwendet, Oberflächen- in Volumenintegrale umzuwandeln und 
umgekehrt. Es wird stets vorausgesetzt, dass die zu integrierende tensorwertige Funktion im Gebiet 
V  stetig und ausreichend oft differenzierbar ist. Das betrachtete Gebiet wird von der Oberfläche A  
umschlossen, wobei die Orientierung der begrenzenden Oberfläche mit dem nach außen gerichteten 
Normalenvektor An  erfasst wird. Eine besondere Bedeutung in der Kontinuumsmechanik hat der 
Integralsatz von GAUß 
⋅ = = ∇ ⋅∫ ∫ ∫A
A V V
w n dA div wdV wdV

   
,            (2.11) 
welcher auch unter dem Namen Divergenz-Theorem bekannt ist. Eine Zusammenfassung weiterer 
Integralsätze (GREENscher-, STOKESscher Integralsatz) ist beispielsweise in [1] aufgeführt. 
Da sich die Leistungsfähigkeit der Kontinuumsmechanik erst durch den Tensorkalkül voll entfaltet, sei 
abschließend aus der Vielzahl an Literatur zum diesem Thema noch auf für Ingenieure empfehlens-
werte Lehrbücher verwiesen. Zum Studium der Grundlagen bieten sich [9] und [12] an. Zudem 
beinhaltet jedes gute Lehrbuch zum Thema Kontinuumsmechanik z. B. ([1], [2], [19], [23]) ein Kapitel 
zur Tensorrechnung, wobei sich bei den Ausführungen jedoch meist auf kartesische Tensoren 
beschränkt wird.  
In der Arbeit werden zudem Matrizen verwendet, welche streng von Tensoren zu unterscheiden sind. 
Eine Matrix kann prinzipiell mehrdeutig interpretiert werden, beispielsweise als lineare Abbildung, 
linearer Operator, Bilinearform, Koeffizientenmatrix eines Gleichungssystems usw. Tensoren lassen 
sich unter Einschränkungen in Matrixschreibweise darstellen (VOIGTsche Notation). Die Eigenschaft, 
ein Tensor zu sein, schreibt man einer Matrix aber nur dann zu, wenn sie das gleiche Transforma-
tionsverhalten wie ein Tensor zeigt. Um Matrizen eindeutig von Tensoren zu unterscheiden, werden 
in der Arbeit Matrizen durch Fettbuchstaben gekennzeichnet z. B. die Matrix A . Die Rechenregeln 
der Matrizenrechnung werden als bekannt vorausgesetzt. Grundlagen und Begriffe des Matrizen-
kalküls werden in [18] in sehr anschaulicher Art und Weise abgehandelt.  
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2.2 Kinematische Grundlagen der Kontinuumsmechanik 
2.2.1 Konfiguration und Betrachtungsweisen 
In der Kontinuumsmechanik versteht man unter dem Begriff Kontinuum eine kompakte und zusam-
menhängende Menge materieller Punkte, die den Anschauungsraum oder Teile davon zu jedem 
Zeitpunkt stetig ausfüllen. Ein materieller Punkt (MP) ist ein in alle Richtungen unendlich kleiner 
Körper und die in der Kontinuumsmechanik kleinste betrachtete Einheit, d. h. die Mikrostruktur der 
Materie und die Wechselwirkung von Atomen und Molekülen werden vernachlässigt. Den materiel-
len Punkten werden physikalische Eigenschaften, wie z. B. Dichte, Temperatur, Impuls usw. zugeord-
net. Man gelangt auf diese Weise zu makroskopischen Modellen der Materie mit homogenisierten 
(gemittelten) Eigenschaften. Ein Körper Β  ist definiert als eine zusammenhängende und abgrenzbare 
Menge materieller Punkte und nimmt im Konfigurationsraum zu jedem Zeitpunkt t  ein materielles 
Volumen V  ein, welches von der begrenzenden Oberfläche A  umhüllt wird. Jeder Punkt des Körpers 
ist also ein materieller Punkt. Legt man der Anschauung folgend den EUKLIDischen Vektorraum 3ε , in 
dem neben einem gemeinsamen Maß zur Angabe von Entfernungen und Beträgen auch das Skalar-
produkt definiert  ist, zu Grunde, kann die Beschreibung von Vorgängen mit bewährten Methoden 
der Analysis erfolgen. Im 3ε  können der Problemstellung angepasste Koordinatensysteme (krummli-
nig, affin, orthogonal oder kartesisch) eingeführt werden. Sie werden durch drei Basisvektoren 
definiert, die zusammen eine Basis im 3ε  bilden. Mit der Festlegung eines festen Raumpunktes als 
Bezugspunkt und einer Basis wird der Raum vermessbar, d. h. man kann jedem Punkt ein Zahlentripel 
als Koordinaten zuordnen. Die Werte des Zahlentripels hängen selbstverständlich vom verwendeten 
Koordinatensystem ab. Da im Rahmen dieser Arbeit ausschließlich kartesische Koordinatensysteme 
verwendet werden, wird auf die Tensoralgebra und Tensoranalysis in krummlinigen Koordinaten 
nicht weiter eingegangen. Dem interessierten Leser sei zum Studieren der Grundlagen [12] und [18] 
empfohlen.  
Die Kinematik beschreibt die geometrischen Aspekte der Bewegung materieller Körper als Funktion 
des Ortes und der Zeit. Die Deformation eines elastischen Körpers lässt sich durch die Verschie-
bungen materieller Körperpunkte erfassen. Die materiellen Punkte werden identifiziert, indem man 
sie bijektiv auf Raumpunkte abbildet. Die eindeutig umkehrbare Zuordnung materieller Punkte auf 
Raumpunkte wird als Kontinuitätsprinzip bezeichnet. Jedem materiellen Punkt kann also ein Raum-
punkt zugeordnet werden, d. h. ein materieller Punkt kann sich nicht gleichzeitig an unterschiedli-
chen Raumpunkten befinden und an einem Raumpunkt können nicht gleichzeitig unterschiedliche 
materielle Punkte sein. Eine solche eineindeutige Abbildung 3κ ε: Β →  heißt Konfiguration. Eine 
Bewegung ist damit die Abfolge unterschiedlicher Konfigurationen. Die Bewegungsfunktion χ
  weist 
dem materiellen Punkt BP ∈  zu jedem Zeitpunkt eine eindeutige Lage ( , )x P t= χ  zu. Um die 
materiellen Punkte bei der Bewegung unterscheiden zu können, muss zu einer Referenzzeit 0t t=  
jedem materiellen Punkt ein Etikett bzw. eine „Hausnummer“ zugeordnet werden. Man wählt 
zweckmäßigerweise den Ortsvektor ( )0 k kx t t eξ ξ= ≡ =

   zum Zeitpunkt 0.t t=  Der gewählte Zeit-
punkt ist prinzipiell beliebig, man bezieht sich aber in der Regel auf einen natürlichen Ausgangszu-
stand des Körpers, dessen Veränderung berechnet werden soll. Dieser Zustand des Körpers wird als 
Ausgangs- oder Referenzkonfiguration bezeichnet. 
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Abbildung 2.1:  Konfigurationen eines materiellen Körpers. 
Das für alle Zeiten dem materiellen Punkt zugeordnete Wertetripel  
( ) { }0 0, 1, 2, 3 , , ,k k k kξ x t t k ξ x t += = ∈ ∈ ∈ ∈           (2.12) 
sind die materiellen- oder LAGRANGE-Koordinaten des Punktes P . Die materiellen Koordinaten 
ändern sich während der Bewegung nicht, sie sind zeitunabhängig. 
Die Deformation des Körpers bringt zur Zeit 0t t>  alle materiellen Punkte in eine neue räumliche 
Lage. Die Abbildung der materiellen Punkte auf Raumpunkte liefert die sogenannte aktuelle- oder 
Momentankonfiguration. Die Position des materiellen Punktes P  kann in dieser Konfiguration mit 
den Koordinaten 
( ) { }, , , 1, 2, 3i kx χ ξ t i k= ∈
              (2.13) 
erfasst werden. Im Allgemeinen können zur Beschreibung der Ausgangs- und der Momentankonfigu-
ration  unterschiedliche Koordinatensysteme verwendet werden, man wählt sie aber meist, wie in 
Abbildung 2.1 dargestellt, zusammenfallend. Zwischen den EULER- und LAGRANGE-Koordinaten besteht 
bei bekanntem Verschiebungsvektor u  ein eindeutig umkehrbarer Zusammenhang  
( )
( ) { }1
, ,
, , , 1, 2, 3 .
i k
k i
x χ ξ t
ξ χ x t i k−
=
= ∈


            
 (2.14) 
Der Verschiebungsvektor u  beschreibt die Lageänderung des materiellen Punktes P . Sei 0P  der 
Raumpunkt, mit dem der materielle Punkt P  zum Zeitpunkt 0t t=  zusammenfällt, und 1P  der Raum-
punkt, mit dem P  in der Momentankonfiguration zusammenfällt, wird durch den Vektor u  eine 
Abbildung der Form  
( )0 1, :P P u x ξ= −

 
               (2.15) 
definiert. Benutzt man als unabhängige Problemvariablen EULER-Koordinaten, ergibt sich 
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( ) ( ), ,i l i lu x t u x t e=
  .               (2.16) 
Verwendet man LAGRANGE-Koordinaten gilt 
( ) ( ), ,k l k lu ξ t u ξ t e=
  .               (2.17) 
Die Gesamtheit der Verschiebungsvektoren kennzeichnet den Verschiebungszustand des Körpers. 
Die den materiellen Punkten zugeordneten Eigenschaften (z. B. Dichte, Temperatur usw.) ändern sich 
mit der Bewegung der Punkte, also mit der Zeit t . Zur Beschreibung dieser Vorgänge können als 
metrische Parameter, d. h. unabhängige Problemvariablen, EULER- oder LAGRANGE-Koordinaten be-
nutzt werden. 
Werden LAGRANGE-Koordinaten verwendet, spricht man von einer materiellen oder substantiellen 
Betrachtungsweise. Die Änderung der dem materiellen Punkt zugeordneten Eigenschaft wird für den 
ausgewählten Punkt mit den Koordinaten kξ  verfolgt. Man kann sich diesen Sachverhalt so veran-
schaulichen, dass ein materiefester Beobachter die Veränderung einer Feldgröße z. B. der Dichte, in 
der Form ( ),kρ ξ t  feststellt. Eine solche Formulierung bietet vor allem dann Vorteile, wenn der 
Ausgangszustand bekannt ist und die Bewegung der einzelnen materiellen Punkte in die Momentan-
konfiguration verfolgt werden soll. Dies ist in der Festkörpermechanik der Fall, wenn sich beispiels-
weise ein in der Ausgangskonfiguration vorliegender Quader in ein Parallelepiped (Momentankon-
figuration) verformt.  
Die Veränderung einer Feldgröße kann auch als Funktion des Ortes ix  und der Zeit beschrieben 
werden. Ein lokaler, d. h. ortsfester Beobachter sieht zum Zeitpunkt t  einen materiellen Punkt  den 
Ort ix  passieren. Für den Ort ergeben sich Veränderungen in den Feldgrößen, z. B. für ( ),iρ x t , 
dadurch, dass zu unterschiedlichen Zeitpunkten unterschiedliche materielle Punkte am Ort „vorbei-
ziehen“. Diese Betrachtungsweise wird vor allem in der Strömungsmechanik angewendet. Die 
Verfolgung der Bahn eines einzelnen Fluidteilchens ist nicht von Interesse, man interessiert sich für 
lokale Druck- und Geschwindigkeitsverteilungen in einem Kontrollvolumen, welche bei Strömungen 
auch messtechnisch einfach zu erfassen sind. Beide Betrachtungsweisen sind in der Kontinuums-
mechanik gleichberechtigt und haben je nach Anwendungsfall gewisse Vor- und Nachteile.  
2.2.2 Verformungskinematik 
Um die lokalen kinematischen Eigenschaften von materiellen Körpern infolge einer Bewegung zu 
beschreiben, wird die Bewegung (Deformation) zweier infinitesimal benachbarter Punkte P  und Q  
betrachtet. Zur mathematischen Beschreibung wird der Deformationsgradient  
i
ik i k
k
xF F e e
ξ
∂
= = ⊗
∂


                 (2.18) 
eingeführt. Der Vektor dξ

 ist der Differenzvektor der Punkte P  und Q  in der Ausgangskonfigurati-
on, dx  ist der Differenzvektor der Punkte in der Momentankonfiguration. Der Deformationsgradient 
beschreibt also eine Transformation eines materiellen Linienelementes dξ

 der Ausgangskonfigura-
tion in das zugehörige Linienelement dx  der Momentankonfiguration 
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dx F dξ= ⋅



 .                (2.19) 
In Abbildung 2.1 wird deutlich, dass der Linienvektor dξ

 bei der Bewegung von der Ausgangs- in die 
Momentankonfiguration eine aus Translation und Rotation bestehende Starrkörperbewegung und 
eine Formänderung in Form einer Streckung bzw. Stauchung erfährt. Die Determinante des Deforma-
tionsgradienten J  wird Funktionaldeterminante genannt. Sie ist stets positiv, damit die Bewegung 
invertierbar ist und die an die Bewegung geforderten Stetigkeits- und Eindeutigkeitsforderungen 
erfüllt werden. Knicke, Materialdurchdringungen und das Verschwinden materieller Elemente sind 
somit ausgeschlossen. Die inverse Darstellung, also die Rücktransformation eines Linienelementes 
dx  der Momentan- in ein Linienelement dξ

 der Ausgangskonfiguration, wird durch den inversen 
Deformationsgradienten  
1dξ F dx−= ⋅



                 (2.20) 
beschrieben. Dies entspricht der EULERschen Betrachtungsweise. Auch das Transformationsverhalten 
von Flächen- und Volumenelementen kann mit dem Deformationsgradienten beschrieben werden 
(siehe z. B. in [1] und [2]). 
Die Ableitung von Verzerrungsmaßen ist eine wichtige Aufgabe der Kontinuumsmechanik. Da der 
Deformationsgradient im Allgemeinen noch die Starrkörperrotation enthält, ist er als Verzerrungs-
maß zunächst ungeeignet. Mit einer polaren Zerlegung lassen sich diese Anteile durch  
F R U V R= ⋅ = ⋅
    
    
               (2.21) 
abspalten. Die Starrkörperrotation ist im orthogonalen Tensor R


 enthalten. Die beiden symme-
trischen Tensoren U


 und V


 enthalten die reine Verzerrung und werden gemäß der Reihenfolge in 
(2.21) als der auf die Ausgangskonfiguration bezogene Rechtsstrecktensor U


 und der auf die 
Momentankonfiguration bezogene Linksstrecktensor V


 bezeichnet. Eine direkte Ableitung der Ver-
zerrungsmaße aus dem Deformationsgradienten gewinnt man durch die Einführung der Tensoren 
,T T T TC F F U U B F F V V= ⋅ = ⋅ = ⋅ = ⋅
         
         
,         (2.22) 
wobei C


 als Rechts-CAUCHY-GREEN-Deformationstensor und B


 als Links-CAUCHY-GREEN-Deformations-
tensor bezeichnet wird. Beide Tensoren gehen für eine reine Starrkörperbewegung in den Einheits-
tensor I


 über. Eine physikalische Interpretation der eingeführten Tensoren kann durch die Linien-
elementquadrate, also durch skalare Verknüpfung der Koordinatendifferentiale in der Form 
2 2,ds dx dx dS dξ dξ= ⋅ = ⋅
 
 
            (2.23) 
erreicht werden. Formales Einsetzen von (2.19) und (2.20) ergibt für die Quadrate der Linienele-
mente in der Momentan- bzw. Ausgangskonfiguration 
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( ) ( ) ( ) ( )
( ) ( )
2 2 1 1
1
1, .
T T
ds F dξ F dξ dS F dx F dx
dξ F F dξ dx F F dx
dξ C dξ dx B dx
− −
− −
−
= ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅
= ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅
= ⋅ ⋅ = ⋅ ⋅
   
 
   
 
   
 
   
 
 
  
 
      (2.24) 
Die Linienelementquadrate können also durch die jeweiligen Koordinatendifferentiale und den 
Verzerrungstensor der anderen Konfiguration ausgedrückt werden. Ein Vergleich der Metrik des 
verformten Zustandes mit der Metrik des Ausgangszustandes kann durch die Differenz 2 2ds dS−  
erlangt werden. Man erhält nach kurzer Rechnung 
( ) ( )2 2 2 2 1
2 , 2 .
ds dS dξ C I dξ ds dS dx I B dx
dξ E dξ dx e dx
−− = ⋅ − ⋅ − = ⋅ − ⋅
= ⋅ ⋅ = ⋅ ⋅
   
    
 

  

  
     (2.25) 
Die neu eingeführten Tensoren sind der auf die Ausgangskonfiguration bezogene LAGRANGE-GREEN-
Verzerrungstensor E


 und der auf die Momentankonfiguration bezogene EULER-ALMANSI-Verzerrungs-
tensor e

 . Sie haben im Gegensatz zu C


 und B


 die vorteilhafte Eigenschaft, dass sie für allgemeine 
Starrkörperbewegung in den Nulltensor 0


 übergehen. 
 
Abschließend soll eine geometrische Interpretation der Koordinaten der Verzerrungstensoren E


 und 
e

  durchgeführt werden. Dazu wird der Zusammenhang von Tensorkoordinaten und messbaren 
Dehnungen bzw. Winkeländerungen materieller Linienelemente benötigt. Zwei in der Ausgangs-
konfiguration zueinander orthogonale Linienelemente 1dξ

 und 2dξ

 liegen nach einer Deformation 
mit 1dx
  bzw. 2dx

 in der Momentankonfiguration vor. Wie in Abbildung 2.2 dargestellt, ändern sich im 
Allgemeinen sowohl die Längen als auch die Richtungen der Linienelemente.  
 
Abbildung 2.2: Transformation von Linienelementen von der Ausgangs- in die Momentankonfiguration. Darstellung der Streckung und 
Winkeländerung.  
Die Streckung Λ  und die Dehnung ε  eines Linienelementes können mit  
,ds ds dS
dS dS
ε
−
Λ = =               (2.26) 
definiert werden. Der Quotient von Längenänderung und Ausgangslänge wird als technische 
Dehnung ε  bezeichnet. Je nach Problemstellung können auch andere Dehnungsmaße, wie bei-
spielsweise das HENCKYsche Dehnungsmaß zur Behandlung großer Deformationen, eingeführt 
werden. Den Zusammenhang zwischen der Dehnung eines Linienelementes und den Koordinaten des 
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jeweiligen Verzerrungstensors kann wie folgt bestimmt werden: Zunächst werden die materiellen 
Linienelemente dξ

 und dx  mit  
,d N d N dS dx n dx n dsξ ξ= = = =
  
              (2.27) 
als Produkt von Einheitsrichtungsvektor und Betrag ausgedrückt. Zur besseren Unterscheidung wird 
vereinbart, dass der Richtungsvektor und das Linienelement der Ausgangskonfiguration mit Groß-
buchstaben gekennzeichnet werden. Einsetzen von (2.24) in (2.25) liefert unter Beachtung von (2.26) 
als Zwischenergebnis 
( ) ( )
2
2 2 2 2 2 2
2Λ 2 , 2Λ
TdsdS dS dS N E N ds ds n e n− = ⋅ ⋅ − = ⋅ ⋅


  
         (2.28) 
und damit die Beziehung für die Streckung der Linienelemente 
1
Λ 2 1, Λ
1 2
N E N
n e n
= ⋅ ⋅ + =
− ⋅ ⋅

  

  
.          (2.29) 
Geht man davon aus, dass die Richtungsvektoren der materiellen Linienelemente in der Ausgangs-
konfiguration in Richtung der Koordinatenachsen zeigen, führt die Auswertung von (2.29) für die 
LAGRANGEsche Betrachtungsweise auf  
Λ 2 1k kkE= + .                (2.30) 
Die Hauptdiagonalenelemente kkE  des Verzerrungstensors repräsentieren demzufolge die Stre-
ckungsquadrate der Linienelemente. Die EULERsche Betrachtung liefert bei Kenntnis der Richtung der 
betrachteten Linienelemente in der Momentankonfiguration analoge Ergebnisse. 
Die Winkeländerung ursprünglich zueinander orthogonaler Linienelemente ist ebenfalls als Informa-
tion in den Verzerrungstensoren enthalten. Um den Winkel zwischen den Vektoren 1dx
  und 2dx
  zu 
bestimmen, wertet man das Skalarprodukt aus und ersetzt den Winkel 12α  durch den die Abweichung 
von der Orthogonalität beschreibenden Winkel 12γ . Dies führt zunächst auf 
( ) ( )1 2 1 2 12 1 2 12cos sindx dx dx dx α ds ds γ⋅ = =
    .          (2.31) 
Einsetzen von (2.31) in (2.25) unter Beachtung von (2.27) liefert nach kurzer Zwischenrechnung 
( )
( )( )
1 2
12
1 1 2 2
2sin
2 2
N E N
γ
N E N N E N
⋅ ⋅
=
⋅ ⋅ ⋅ ⋅

  
 
     
.          (2.32) 
Für die EULERsche Betrachtungsweise kann unter der Voraussetzung, dass die Linienelemente in der 
Ausgangskonfiguration zueinander orthogonal sind, die Beziehung 
( )12 1 2sin 2γ n e n= ⋅ ⋅

                  (2.33) 
angeschrieben werden. 
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2.2.3 Zeitableitungen 
Für konkrete Berechnungen wird häufig die zeitliche Änderung einer Feldgröße benötigt. Zur 
besseren Übersicht bietet es sich an, eine konsequente Notation für die unterschiedlichen Ablei-
tungen einzuführen. Neben der als bekannt vorausgesetzten klassischen Notation für die einfache 
Zeitableitung sowie für partielle Zeit- und Ortsableitungen 
( ) ( ) ( ) ( ) ( ) ( ), ,, , it r
i
d
dt t r
• ∂ ∂= = =
∂ ∂
  
           (2.34) 
wird durch 
( ) ( )
k
z
z konst
d d
dt dt=
=
 
               (2.35) 
eine Zeitableitung unter der Nebenbedingung .kz konst=  definiert. Speziell für die relevanten 
Sonderfälle einer Zeitableitung bei festen EULER-Koordinaten ix   wird die lokale Zeitableitung durch 
( ) ( ) ( )Δ
i
x
x konst
d d
dt dt=
= =
 
              (2.36) 
definiert. Die materielle Zeitableitung bei festgehaltenen LAGRANGE-Koordinaten kξ  wird mit 
( ) ( ) ( )
k
ξ
ξ konst
dd
dt dt=
= = 


              (2.37) 
erklärt. Wir betrachten im Folgenden eine ausreichend oft differenzierbare Skalarfunktion ( )Φ ,ir t , 
welche von drei Ortskoordinaten ir  und der Zeit t  abhängig ist. Zudem sei ein eindeutig umkehr-
barer Zusammenhang der Koordinaten ir  zu den Koordinaten eines Beobachters kz  in der Form 
( ) ( ), , ,k k i i i kz z r t r r z t= =              (2.38) 
bekannt. Stellt man sich die Frage, wie der Beobachter die zeitliche Änderung der Feldgröße ( )Φ ,ir t  
registriert, bietet sich folgende Vorgehensweise an: Zunächst wird die Abhängigkeit mit den Koordi-
naten des Beobachters   
( ) ( )( )Φ , Φ , ,i i kr t r z t t=               (2.39) 
eingesetzt und anschließend die totale Zeitableitung ( )( )Φ , ,z i k
d r z t t
dt
 unter der Nebenbedingung 
.kz konst=  gebildet. Es ergibt sich unter Beachtung der Kettenregel 
( )( ) ( )( ) ( ) ( )( )
( ) ( ) ( )
.
, , ,
Φ , , Φ , ,,
Φ , ,
Φ , , Φ , .
k
m
i k i km kz
i k
m z konst
r i m t k t i
r z t t r z t td r z td r z t t
dt r dt t
r t r z t r t
=
∂ ∂
= +
∂ ∂
= ⋅ +
     (2.40) 
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Die partielle Ortsableitung der Skalarfunktion nach dem entsprechenden metrischen Parameter mr  
wird in der angewandten Notation in Kurzschreibweise mit ,Φ mr  gekennzeichnet. Demzufolge ist in 
(2.40) m  der Summationsindex, mr  kennzeichnet die entsprechende Ortskoordinate. 
Mit (2.40) ergibt sich für die vier relevanten Fälle mit den EULER-Koordinaten ix  und den LAGRANGE-
Koordinaten kξ  für materielle Zeitableitungen  
( ) ( )
( ) ( ) ( ) ( )
,
, , ,
Φ , Φ , ,
Φ , Φ , , Φ ,
g
ξ
k t k
ξ
i x i g t k t i
d
ξ t ξ t
dt
d
x t x t x ξ t x t
dt
=
= ⋅ +
          (2.41) 
und für lokale Zeitableitungen 
( ) ( )
( ) ( ) ( ) ( )
,
, , ,
Φ , Φ , ,
Φ , Φ , , Φ , .
g
x
i t i
x
k ξ k g t i t k
d x t x t
dt
d
ξ t ξ t ξ x t ξ t
dt
=
= ⋅ +
        
 (2.42) 
Die Beziehung 
( )M ,ξ i k
i i
d x ξ t
v x
dt
= = 
             
 (2.43) 
definiert die materielle Geschwindigkeit. Sie ist sehr anschaulich die auf dem materiellen Punkt 
.kξ konst=  festgestellte Änderung der Ortskoordinaten ix . Die lokale Geschwindigkeit 
( )L Δ,x k i
k k
d ξ x tv ξ
dt
= =                (2.44) 
ist die an einem festen Ort .ix konst=  festgestellte zeitliche Änderung der vorbeiziehenden materiel-
len Punkte kξ . 
Im Hinblick auf die korrekte Anwendung des Prinzips von HAMILTON ist es sinnvoll, als Vorarbeit die  
zeitliche Differentiation von Volumenintegralen zu diskutieren. Die Funktion ( )ψ t  beschreibt eine 
extensive, d. h. über einen räumlichen Bereich definierte Größe der Form 
( ) ( )
( )
Φ ,i
V t
ψ t r t dV= ∫                (2.45) 
mit der zugehörigen intensiven Größe ( )Φ ,ir t  und dem Volumen ( )V t . Gleichung (2.45) beschreibt 
also die Integration eines Volumenintegrals mit zeitabhängigem Integrationsbereich. Man kann 
zeigen [101], dass für die totale Zeitableitung unter der Nebenbedingung .kz konst=  
( ) ( ) ( ) ( ),
( ) ( ) ( )
Φ , Φ , Φ ,z z zAi t i i
V t V t A t
d ψ t d d rr t dV r t dV r t n dA
dt dt dt
 = = + ⋅ 
 ∫ ∫ ∫

      (2.46) 
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gilt. Dabei ist ( )A t  die vom Volumen ( )V t  begrenzte Oberfläche und An  der gerichtete Normalen-
vektor der Oberfläche. Der Term zd r
dt

 ist die zeitliche Änderung der Koordinaten ir  bei festge-
haltenem Tripel .kz konst= , also eine Geschwindigkeit. Die Auswertung von (2.46) für die relevanten 
Fälle mit den EULER-Koordinaten ix  und den LAGRANGE-Koordinaten kξ  liefert für die lokale Zeit-
ableitung von ( )ψ t  
( ) ( ) ( ) ( ) ( )

( )
Δ
,
( ) ( ) ( )
0
,
( )
Φ , Φ , Φ ,
Φ , ,
x x xA
i t i i
V t V t A t
t i
V t
d ψ t d d x
ψ t x t dV x t dV x t n dA
dt dt dt
x t dV
=
 
 = = = + ⋅
 
 
=
∫ ∫ ∫
∫


  (2.47) 
wenn die intensive Größe ( )Φ ,ix t  in EULER-Koordinaten vorliegt, und 
( ) ( ) ( )
( ) ( )( )
( ) ( )( )
Δ
( )
Δ
,
( ) ( )
Δ
,
( ) ( )
Φ ,
Φ , Φ ,
Φ , Φ , ,
x x
k
V t
A
t k k
V t A t
A
t k k m m
V t A t
d ψ t d
ψ t ξ t dV
dt dt
ξ t dV ξ t n ξ dA
ξ t dV ξ t n ξ dA
= =
= + ⋅
= +
∫
∫ ∫
∫ ∫

        (2.48) 
wenn ( )Φ ,kξ t  in LAGRANGE-Koordinaten vorliegt. Für die materielle Zeitableitung kann in formaler 
Analogie für eine in LAGRANGE-Koordinaten gegebene Feldfunktion ( )Φ ,kξ t  
( ) ( ) ( ) ( ) ( )

( )
,
( ) ( ) ( )
0
,
( )
Φ , Φ , Φ ,
Φ ,
ξ ξ ξA
k t k k
V t V t A t
t k
V t
d ψ t d d ξ
ψ t ξ t dV ξ t dV ξ t n dA
dt dt dt
ξ t dV
=
 
 = = = + ⋅
 
 
=
∫ ∫ ∫
∫



  (2.49) 
und für eine in EULER-Koordinaten vorgegebene Funktion ( )Φ ,ix t  
( ) ( ) ( ) ( ) ( )( ),
( ) ( ) ( )
Φ , Φ , Φ ,ξ ξ Ai t i i m m
V t V t A t
d ψ t d
ψ t x t dV x t dV x t n x dA
dt dt
= = = +∫ ∫ ∫     (2.50) 
angegeben werden. Gleichung (2.50) ist in der Kontinuumsmechanik unter dem Namen REYNOLDSches 
Transporttheorem bekannt. Das Volumenintegral der rechten Seite beschreibt die zeitliche Änderung 
des Integranden, das Oberflächenintegral erfasst die zeitliche Änderung des Integrationsbereiches. 
Physikalisch kann man sich den Sachverhalt einer Differentiation eines Volumenintegrales mit 
zeitabhängigem Integrationsbereich leicht verdeutlichen, wenn in (2.50) die beliebige intensive 
Feldgröße ( )Φ ,ix t  durch die Dichte ( ),ix tρ  ersetzt wird. Das Volumenintegral über das Dichtefeld 
liefert die Masse 
( )
( , )i
V t
m x t dVρ= ∫ . Die zeitliche Änderung 
( )
( , )i
V t
d
x t dV
dt
ξ ρ∫  entspricht dem 
Massenstrom .m  Die Integration über das in der Momentankonfiguration vorliegende materielle 
Volumen ( )V t  führt auf die globale Massenbilanz in EULERscher Darstellung. 
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2.3 Variationsrechnung 
2.3.1 Grundlagen 
Die Variationsrechnung ist ein Teilgebiet der Analysis und Variationsaufgaben sind Extremalaufgaben 
für Funktionale. Funktionale sind Abbildungen, die einer Funktion ( )if r  den Wert eines Funktionals 
( )[ ]iF f r  als Zahl zuordnen. Zur Unterscheidung von Funktion und Funktional werden eckige 
Klammern für das Argument des Funktionals verwendet. Man sucht also eine Funktion, welche bei 
vorgegebenen Randbedingungen ein gegebenes Funktional maximiert oder minimiert. EULER hat die 
Lösung dieser Aufgabe auf Extremwertaufgaben einer reellen Veränderlichen zurückgeführt. Er ging 
davon aus, dass sich alle zur Konkurrenz zugelassenen Funktionen f  additiv aus der gesuchten Ex-
tremalen ( )if r  und einer Abänderungsfunktion ( )irεη  in der Form 
( ) ( ) ( ), , 1i i if r f r rε εη ε= +              (2.51) 
mit dem reellen Scharparameter ε  zusammensetzen. Die Funktion ( )irη  ist prinzipiell beliebig und 
muss lediglich stetig, ausreichend oft stetig differenzierbar sein und an den Rändern verschwinden, 
um die Randbedingungen zu erfüllen. Das Funktional ist damit eine Funktion des reellen Scharpara-
meters ε . Für beliebig kleine Werte von ε  kann die Änderung des Funktionalwertes als Differential 
des Funktionals  für 0ε =  aufgefasst werden. 
Die Variation Fδ  ist definiert als der in ε  lineare Zuwachs 
( ) ( )[ ] ( )[ ]i i iF F F F f r r F f rδ εη= − = + − .         (2.52) 
Eine Variation dieser Form wird in der Funktionsanalysis als FRECHET-Differential bezeichnet. Eine 
TAYLOR-Entwicklung von F  um 0ε =  liefert zunächst 
( ) ( )[ ] ( ) ( )[ ]0
0
i i
i i
F f r rF F f r r ε
ε
εη
εη ε
ε= =
∂ +
= + + ⋅
∂       
  (2.53) 
und nach Einsetzen in die Definition der ersten Variation (2.52) 
( ) ( )[ ]
0
i iF f r rF
ε
εη
δ ε
ε =
∂ +
= ⋅
∂
.            (2.54) 
Die notwendige Bedingung für die Existenz eines Extremums ist das Verschwinden der ersten 
Variation 0Fδ = . 
In Analogie zu (2.54) definiert man die erste Variation einer Funktion ( ),if r t  als 
( ) ( )
0
, ,, ir i
f r tf r t
ε
ε
δ ε
ε
=
∂
= ⋅
∂
             (2.55) 
mit der  bezüglich ( ),if r t  variierten Nachbarfunktion ( ) ( ) ( ), , , ,i i if r t f r t r tε εη= + . Der Index r
der Variation ( ),r if r tδ  bedeutet, dass während der Variation die Ortskoordinaten ir  festgehalten 
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werden. Die Tatsache, dass die Funktion ( ),if r t  neben den Ortskoordinaten ir  auch von der Zeit t  
abhängig ist, bereitet keine Schwierigkeiten, da bei einer gewöhnlichen Variation stets alle unab-
hängigen Veränderlichen festgehalten werden und die Zeit somit nicht variiert wird ( 0tδ ≡ ). 
2.3.2 Verallgemeinerte Variationen 
Gesucht ist die Variation ( ),z if r tδ  einer Skalarfunktion ( ),if r t  unter der Nebenbedingung kon-
stanter Koordinaten kz . Zwischen den Koordinaten sei ein eindeutiger Zusammenhang der Form 
( ),k k iz z r t=  bekannt. Einsetzen in (2.55) liefert für die bedingte Variation zunächst 
( ) ( )
0
, ,,
k
i
z i
z konst
f r tf r t
ε
ε
δ ε
ε
= =
 ∂
= ⋅ ∂ 
           (2.56) 
mit der Funktion ( ) ( ) ( ), , , ,i i if r t f r t r tε εη= + . Im Gegensatz zu (2.55) muss bei der bedingten 
Variation zusätzlich die Koordinate ( ),i kr z t  bei konstantem Tripel kz  gemäß  
( ) ( ) ( ), , , ,i k i k i kr z t r z t z tα αζ= +             (2.57) 
variiert werden. Definiert man die Variation in Anlehnung an (2.52) zunächst wieder als 
( ) ( ) ( ), , , ,z i i if r t f r t f r tδ ε= −             (2.58) 
und entwickelt ( ), ,if r t ε  in eine TAYLOR-Reihe um 0ε = , ergibt sich 
( ) ( ) ( ) ( )
0
, ,, , , 0 ,iz i i i
f r tf r t f r t f r t
ε
ε
δ ε ε
ε
=
∂
= = + ⋅ −
∂
.       (2.59) 
Jetzt ist noch die Abhängigkeit der Koordinaten ( ) ( ) ( ), , , ,i k i k i kr z t r z t z tα αζ= +  zu berücksichti-
gen. Einsetzen von (2.57) in (2.59) und Entwickeln in eine TAYLOR-Reihe um 0α =  führt nach 
Zwischenrechnung auf 
( ) ( )
( ) ( )( )
0
0 0 0
, , 0,
, , , ,, ,
i m
z i
m
i ki m
m
f r t rf r t
r
f r z t tf r t r
r
=
= = =
∂ = ∂
= ⋅
∂ ∂
 ∂∂ ∂ ∂
+ ⋅ + ⋅ ⋅ ∂ ∂ ∂ ∂ 
α
ε α ε
ε
δ α
α
α εε
ε α ε
ε ε α
   
(2.60) 
Da nur lineare Zuwächse in α  und ε  berücksichtigt werden, entfällt der letzte Term der rechten 
Seite. Definiert man in formaler Analogie zu (2.56) die Variationen  
( ) ( ) ( ) ( )
0 0
, , , ,, , , ,m k iz m k r i
r z t f r tr z t f r t
α ε
α ε
δ α δ ε
α ε= =
∂ ∂
= ⋅ = ⋅
∂ ∂
    
  (2.61) 
erhält man die Beziehung 
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( ) ( ) ( ) ( )
0
, , 0, , ,iz i z m k r i
m
f r tf r t r z t f r t
r
α
ε
δ δ δ
=
∂ =
= ⋅ +
∂
.        (2.62) 
Um den ersten Term der rechten Seite weiter zu vereinfachen, wird die Ableitung  
( ) ( )( ) ( )( ), , , ,, i k i ki n
m m n m
f r r t t f r r t tf r t r
r r r r
∂ ∂∂ ∂
= =
∂ ∂ ∂ ∂
          (2.63) 
gebildet. Unter Beachtung von ( ) ( ) ( ), , , ,n k n k n kr z t r z t z tα αζ= +  ergibt sich n n m
m
r
r
δ
∂
=
∂
 und damit  
( ) ( ), ,i i
m m
f r t f r t
r r
∂ ∂
=
∂ ∂
.              (2.64) 
Mit (2.64) kann der interessierende Ausdruck durch 
 
( ) ( ) ( )( )
( )
0 0
, , , , 0, , 0
,
i k i ki
m m
i
m
f r z t z t tf r t
r r
f r t
r
α α
αζ εε
= =
∂ + =∂ =
=
∂ ∂
∂
=
∂
       (2.65) 
weiter vereinfacht werden. Einsetzen von (2.65) in (2.62) liefert als Ergebnis die Kettenregel für die 
bedingte Variation einer Skalarfunktion 
( ) ( ) ( ) ( )
,, , ,iz i z m k r i
m
f r tf r t r z t f r t
r
δ δ δ
∂
= ⋅ +
∂
.          (2.66) 
Die Erweiterung auf Vektorfunktionen ist problemlos möglich. Für eine in kartesischen Koordinaten 
definierte Vektorfunktion ( ),if r t

 mit ( ) ( ) { }, , , 1,2,3= ∈i k i kf r t f r t e k

  lautet die Kettenregel nach 
[101]: 
( ) ( ) ( ) ( )
,, , ,iz i z m k r i
m
f r tf r t r z t f r t
r
δ δ δ
∂
= ⋅ +
∂

 
.          (2.67) 
Wegen der formalen Analogie der Variation (2.67) und der Zeitableitung (2.40) definiert man in 
Anlehnung an (2.46) die verallgemeinerte Variation eines Volumenintegrals mit 
( ) ( ) ( ) ( )( )
( ) ( ) ( )
Φ , Φ , Φ , Az z i r i i z
V t V t A t
δ ψ t δ r t dV δ r t dV r t n δ r dA= = + ⋅∫ ∫ ∫
  .     (2.68) 
Die angegebenen Beziehungen (2.67) und (2.68) sind mit Blick auf die korrekte Auswertung des 
Prinzips von HAMILTON von zentraler Bedeutung. Vor allem die konsequente Unterscheidung der 
Variationen, und damit verbunden, die Kennzeichnung wie variiert werden soll, ist essentielle 
Grundlage zur Beschreibung der Kinematik und Kinetik. Die Thematik abschließend sei mit [101] noch 
auf weiterführende Literatur verwiesen, in der Verallgemeinerungen wie Verschiebungsvariationen 
in krummlinigen bzw. affinen Koordinaten ausführlich abgehandelt und anhand von mechanischen 
Beispielen veranschaulicht werden. 
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2.4 Kinetik / Prinzip von HAMILTON 
Das erweiterte Prinzip von KIRCHHOFF-HAMILTON (PVH) ist ein leistungsfähiges Werkzeug der analy-
tischen Kontinuumsmechanik. In der Elastodynamik können bei Kenntnis der wesentlichen Randbe-
dingungen (DIRICHLETsche Randbedingungen), der kinetischen Energie und der am System ver-
richteten virtuellen Arbeit die Feldgleichungen mit den Rechenregeln der Variationsrechnung 
bestimmt werden. Die bei der synthetischen Vorgehensweise durch Freischnitt zu bestimmenden 
dynamischen Randbedingungen (NEUMANN-Randbedingungen) werden vom PVH direkt geliefert, was 
sich vor allem bei mehrparametrigen Strukturmodellen (Platten, Scheiben, usw.) als erheblicher 
Vorteil erweist. Zur vollständigen Lösung der partiellen Differentialgleichungen des Anfangs-
Randwert-Problems sind die Anfangsbedingungen zu ergänzen. Die strenge Lösung der Feldglei-
chungen gelingt allerdings nur in Ausnahmefällen, in der Regel wird eine Approximation der Lösung 
mit geeigneten Näherungsverfahren durchgeführt. Dazu werden mit speziellen Verfahren (z. B. 
GALERKIN-Verfahren) durch Mittelungsprozesse die an die Lösung geforderten Eigenschaften erheb-
lich abgeschwächt, man bezeichnet sie als schwache Lösungen. Ein wesentlicher Vorteil des PVH ist, 
dass es bereits eine physikalisch motivierte integralschwache Formulierung bereitstellt und damit die 
Variationsgleichungen als Ausgangspunkt für Näherungslösungen im Sinne einer Diskretisierung mit 
globalen oder lokalen Ansatzfunktionen genutzt werden können. 
Die klassische Kontinuumsmechanik bestimmt im Bereich der Elastodynamik in synthetischer 
Vorgehensweise, d. h. durch die vektoriellen Bilanzgleichungen für Impuls und Drehimpuls, das Be-
wegungsverhalten. Die folgenden Betrachtungen beziehen sich ausschließlich auf die Kinetik. Die 
Bestimmung des Skalarfeldes der Dichte ( ),k tρ ξ  mittels Massenbilanz und des Skalarfeldes der 
Temperatur ( ),k tϑ ξ  durch thermodynamische Bilanzgleichungen für Energie und Entropie sind in 
der Elastodynamik von untergeordneter Bedeutung.  
Im Gegensatz zur synthetischen werden bei der analytischen Kontinuumsmechanik zur Bestimmung 
der Feldgleichungen nicht vektorielle Größen bilanziert, sondern skalare Variationsprinzipe auf Basis 
von Funktionalen angewendet. Die Funktionale werden durch skalare Verknüpfung von vektor- bzw. 
tensorwertigen Funktionen mit virtuellen Größen, z. B. einer virtuellen Verrückung und anschließen-
der Gebietsintegration, erzeugt. Die daraus entstehenden virtuellen Skalare haben physikalische 
Bedeutung z. B. virtuelle Arbeit, virtuelle Leistung. Eine virtuelle Verrückung ist eine gedachte, bei 
festgehaltener Zeit mit den kinematischen Bindungen des Systems verträgliche, infinitesimale 
Änderung in einen Nachbarzustand. Man kann sie, wie beim Prinzip von HAMILTON explizit gefordert, 
durch eine materielle Variation des Ortsvektors berechnen. Das PVH geht formal unter der Ein-
schränkung einer teilchenfesten Variation aus der integralen Darstellung des LAGRANGE-D’ALEMBERT-
Prinzips hervor, wenn zusätzlich die virtuelle Arbeit der Trägheitskräfte durch die materielle Variation 
der kinetischen Energie ersetzt wird. In seiner allgemeinsten Form lautet das PVH 
( )
1
0
kin 0+ =∫
t
t
E W dtξδ δ .              (2.69) 
Die virtuelle Arbeit Wδ  ist die gesamte, während der virtuellen Verrückung geleistete Arbeit, also  
die Summe aus der Arbeit aller am Körper angreifenden äußeren Kräfte und der virtuellen Form-
änderungsarbeit durch die Verzerrung des Körpers. Sie wird mit dem Formelzeichen Wδ  gekenn-
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zeichnet, wobei der Delta-Operator nicht im Sinne einer Variation zu verstehen ist ( )W Wξδ δ≠ . 
Die allgemeine Form (2.69) ist unabhängig von Potentialdarstellungen und erlaubt damit auch die 
Behandlung nichtelastischer Kontinua. Setzt man rein elastisches Materialverhalten voraus, ist die 
virtuelle Formänderungsarbeit reversibel und kann als materielle Variation eines inneren Potentials 
iU  ausgedrückt werden. In gleicher Argumentation kann für konservative äußere Kräfte ein Potential 
aU  formuliert werden, dessen materielle Variation die zugehörige virtuelle Arbeit liefert. Fasst man 
beide Potentiale additiv in der potentiellen Energie zusammen pot i a= +E U U , wird aus (2.69)  
( )
1 1
0 0
kin pot 0− + =∫ ∫
t t
t t
E E dt Wdtξδ δ .            (2.70) 
Die Differenz kin pot= −L E E  wird als LAGRANGE-Funktion bezeichnet. Die Bestimmung des inneren 
Potentials iU  wird nachfolgend für linear-elastisches Materialverhalten (physikalische Linearität) in 
kartesischen LAGRANGE-Koordinaten gezeigt. Die virtuelle Formänderungsarbeit ist definiert über  
i
mV
W EdVξδ τ δ= − ⋅ ⋅∫



 ,               (2.71) 
also der (doppelt) skalaren Verknüpfung des 2.PIOLA-KIRCHHOFF-Spannungstensors τ

  mit den 
materiell variierten Koordinaten des LAGRANGE-GREEN-Verzerrungstensors E


 und anschließender 
Integration über das Volumen des Körpers. Bei der Wahl eines linearen Zusammenhangs zwischen 
Spannungen und Verzerrungen (physikalische Linearität) ergibt sich die lineare Konstitutivgleichung  
C Eτ = ⋅ ⋅


 
  
                  (2.72) 
mit dem vierstufigen Elastizitätstensor C




, dessen 81 Koordinaten sich durch Ausnutzen von Symme-
triebedingungen auf 21 verschiedene Materialparameter zurückführen lassen. Für homogen-
isotropes Materialverhalten reduzieren sich die unabhängigen Materialparameter auf zwei nach LAMÉ 
benannte Konstanten, welche sich in die üblicherweise in der Ingenieurpraxis verwendeten Werk-
stoffkonstanten Elastizitätsmodul und Querkontraktion umrechnen lassen. Die Koordinaten des 
LAGRANGE-GREEN-Verzerrungstensors E


 können, wie in Abschnitt 2.2.2 gezeigt, aus dem Strecktensor 
oder alternativ mit dem materiellen Verschiebungsgradienten H


 (siehe [1] bzw. [22]) bestimmt 
werden. Schreibt man die virtuelle Formänderungsarbeit als materielle Variation eines inneren 
Potentials i i= −W Uξδ δ  ergibt sich 
i
1
2
= ⋅ ⋅ ⋅ ⋅∫
mV
U E C EdV


 
 
               (2.73) 
für das gesuchte innere Potential der Formänderung.  
Zur vollständigen Beschreibung der Kinetik eines Kontinuums muss neben der Impulsbilanz die 
Drehimpulsbilanz erfüllt werden. Der Drehimpulssatz reduziert sich für nichtpolare Kontinua auf die 
Forderung eines symmetrischen Spannungstensors, was in der Elastodynamik durch das Materialge-
setz abgesichert ist. Der Begriff nichtpolares Kontinuum konstituiert Punktkontinua mit drei Ver-
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schiebungsfreiheitsgraden des materiellen Punktes. Bei der Kondensation strukturmechanischer 
Modelle werden die drei metrischen Parameter des allgemeinen Kontinuums reduziert, indem 
bestimmte materielle Punkte zu Subkörpern mit speziellen Eigenschaften zusammengefasst werden    
(z. B. EULER-BERNOULLI-Balken). Die Subkörper haben, im Gegensatz zu den materiellen Punkten, eine 
räumliche Ausdehnung und damit im Allgemeinen sechs Freiheitsgrade. Zur Bestimmung der 
virtuellen Verrückung des Körpers sind dann neben den virtuellen Verschiebungen auch die virtuellen 
Drehungen zu berücksichtigen [19]. Ferner muss beachtet werden, dass nur falls die Impulsbilanz 
lokal, d. h. für jeden materiellen Punkt in Strenge erfüllt wird, sich die Drehimpulsbilanz auf die 2. 
CAUCHY-Gleichung reduziert. Im Falle approximativer Lösungen bzw. Modellstrategien wird die 
Impulsbilanz aber nur global, also im gewichteten Mittel erfüllt. Nach dieser Argumentation ist die 
Symmetrie des Spannungstensors allein nicht hinreichend zur lokalen Erfüllung der Drehimpulsbilanz. 
Auf eine Einarbeitung der Drehimpulsbilanz, wie sie WAUER in [22] bzw. RIEMER in [19] für das     
LAGRANGE-D’ALEMBERT-Prinzip angegeben haben, wird im Rahmen der Arbeit allerdings verzichtet. 
Zudem kann zur ingenieurtechnischen Beschreibung des bewegten Drahtes die Formulierung eines 
geeigneten strukturmechanischen Modells direkt erfolgen, ohne eine Kondensation aus der allge-
meinen Kontinuumstheorie durchzuführen. 
In beliebigen Koordinaten ir  lautet das erweiterte Prinzip von HAMILTON nach [101]: 
( )
1 1
0 0
* , 0
m
t t
i
t V t
L r t dV dt W dtξδ δ
 
+ = 
 
∫ ∫ ∫
           
 (2.74) 
mit der LAGRANGE-Variation ξδ , dem materiellen Volumen mV  und der aus der spezifischen potentiel-
len Energie *potE  und kinetischen Energie *kinE  zusammengesetzten spezifischen LAGRANGE-Funktion 
( )* * *kin pot, = −iL r t E E . Die Skalarfunktion ( )* ,iL r t  kann also in beliebigen Koordinaten ange-
schrieben werden. Zur konkreten Auswertung von (2.74) muss die Koordinatenbeziehung ( ),i kr tξ  
bekannt sein und wie vorgeschrieben materiell variiert werden. Die verallgemeinerte Variation eines 
Volumenintegrals ist mit (2.68) bereitgestellt und ergibt nach Einsetzen der spezifischen LAGRANGE-
Skalarfunktion zunächst 
( ) ( ) ( ) ( )( )* * *
( ) ( ) ( )
, , , Az z i r i i z
V t V t A t
δ ψ t δ L r t dV δ L r t dV L r t n δ r dA= = + ⋅∫ ∫ ∫
  .     (2.75) 
Werden für die Problembeschreibung als metrische Parameter LAGRANGE-Koordinaten benutzt, führt 
die geforderte materielle Variation von (2.75) auf 
( ) ( ) ( )

* * *
( ) ( ) ( ) 0
, , , Aξ k ξ k k ξ
V t V t A t
δ L ξ t dV δ L ξ t dV L ξ t n δ ξ dA
=
 
= + ⋅  
 
∫ ∫ ∫

 .      (2.76) 
Durch das Verschwinden des Oberflächenintegrals kann nach Einsetzen in (2.74) die bekannte 
Beziehung  
( )
1 1
0 0
* , 0
m
t t
k
t V t
L t dV dt W dtξδ ξ δ+ =∫ ∫ ∫             (2.77) 
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angegeben werden. Wird die spezifische LAGRANGE-Funktion in EULER-Koordinaten formuliert und wie 
vorgeschrieben materiell variiert, ergibt sich  
( ) ( ) ( ) ( )( )* * *
( ) ( ) ( )
, , , Aξ ξ i x i i ξ
V t V t A t
δ ψ t δ L x t dV δ L x t dV L x t n δ x dA= = + ⋅∫ ∫ ∫
  .    (2.78) 
Das Oberflächenintegral verschwindet also in diesem Fall nicht. Einsetzen in (2.74) führt auf das für 
EULER-Koordinaten auszuwertende Prinzip von HAMILTON 
( ) ( )( )
1 1
0 0
* *
( ) ( )
, , 0
m
t t
A
x i i
t V t A t t
L x t dV L x t n x dA dt W dtξδ δ δ
 
+ ⋅ + = 
 
∫ ∫ ∫ ∫
  .    
 
 (2.79) 
2.5 Diskretisierung von Feldproblemen 
In Abschnitt 2.4  wurde aufgezeigt, wie man mit Hilfe synthetischer oder analytischer Methoden der 
Kontinuumsmechanik die Kinetik von Kontinua beschreiben kann. Eine strenge Lösung der in der 
Regel partiellen Differentialgleichungen ist aber nur in Ausnahmefällen möglich, d. h. man ist wie 
bereits angesprochen fast immer auf Näherungsverfahren angewiesen. Zur Approximation der 
Lösung existiert eine Vielzahl von Verfahren.  
Eine Möglichkeit ist beispielsweise die in den Feldgleichungen auftretenden Differentialquotienten 
mit Differenzenquotienten zu approximieren. Dazu muss das betrachtete Gebiet mit einer endlichen 
Anzahl von Gitterpunkten diskretisiert werden.  
Die Verfahren der gewichteten Residuen basieren alle auf einem Näherungsansatz für die gesuchte 
Funktion, welcher in die Feldgleichungen bzw. in das Variationsproblem eingesetzt wird. Der durch 
die Approximation entstehende Fehler (das Residuum) wird auf unterschiedliche Weise minimiert. 
Eine Methode ist das Kollokationsverfahren, bei dem gefordert wird, dass das Residuum an ausge-
wählten Punkten, den sogenannten Kollokationspunkten verschwindet. Das GALERKIN-Verfahren 
verwendet durch die Multiplikation des Residuums mit einer Wichtungsfunktion und anschließender 
Gebietsintegration ein vom Ort unabhängiges Fehlermaß, d. h. der gewichtete Fehler verschwindet 
im integralen Mittel. Die Feldgleichungen werden also durch eine Mittelung in eine integralschwache 
Formulierung geschrieben. Das Verfahren von RITZ basiert im Gegensatz zu den bisher ange-
sprochenen Verfahren nicht auf den Feldgleichungen, sondern auf einer Variationsformulierung des 
Problems. Die beim GALERKIN-Verfahren durchgeführte Wichtung und Mittelung ist in der Variations-
formulierung schon enthalten und zudem physikalisch, d. h. durch ein mechanisches Gesetz be-
gründet. Das Einsetzen der Ansatzfunktionen in das Variationsproblem liefert also direkt eine dem 
GALERKIN-Verfahren verwandte Formulierung. Für viele Anwendungen werden bei entsprechender 
Wahl der Ansatzfunktionen die Näherungslösungen des RITZ-Verfahrens mit denen des GALERKIN-
Verfahrens übereinstimmen. Verwendet man zur Problembeschreibung analytische Prinzipe der 
Kontinuumsmechanik (LAGRANGE-D’ALEMBERT-Prinzip, Prinzip von HAMILTON), wird eine Variations-
formulierung bereitgestellt und zur Bestimmung einer Näherungslösung sollte das RITZ-Verfahren 
angewendet werden. Es ist nicht praktikabel durch Variationsrechnung aus der Variationsformu-
lierung die Feldgleichungen zu bestimmen, um sie anschließend im Sinne GALERKINs durch Mittelung 
wieder in eine integralschwache Form umzuschreiben. Man kann die in den Verfahren verwendeten 
Ansatzfunktionen nach immer stärkeren Anforderungen klassifizieren: 
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1) Zulässige Funktionen erfüllen die geometrischen Randbedingungen und sind m -mal stetig 
differenzierbar, wenn die Differentialgleichung von der Ordnung 2m  in den Ortsvariablen ist. 
2) Vergleichsfunktionen erfüllen die geometrischen und die dynamischen Randbedingungen 
und sind 2m -mal stetig differenzierbar. 
3) Eigenfunktionen erfüllen streng die Differentialgleichung, also auch sämtliche Rand-
bedingungen. 
Da das klassische GALERKIN-Verfahren direkt auf die Differentialgleichung angewendet wird, müssen 
die Ansatzfunktionen mindestens Vergleichsfunktionen sein. Durch das Verfahren allein werden die 
Randbedingungen nicht berücksichtigt, d. h. über die Ansatzfunktionen muss sichergestellt werden, 
dass sowohl die geometrischen und als auch die dynamischen Randbedingungen erfüllt werden. In 
einer Variationsformulierung sind die dynamischen Randbedingungen implizit enthalten. Aus diesem 
Grund werden bei der Anwendung des RITZ-Verfahrens lediglich zulässige Funktionen gefordert. 
Selbstverständlich erzielt man deutlich bessere Näherungsergebnisse, wenn die verwendeten 
Ansatzfunktionen über die Minimalforderung hinaus die entsprechenden Eigenschaften erfüllen. Da 
im Rahmen der Arbeit das Prinzip von HAMILTON Anwendung findet, wird ausschließlich auf das RITZ-
Verfahren und speziell auf den gemischten RITZ-Ansatz näher eingegangen. Eine Feldgröße ( ),ir tϕ  
kann mit dem gemischten RITZ-Ansatz in der Form 
( ) ( ) ( )
1
,
N
i n n i
n
r t q t W rϕ
=
= ∑               (2.80) 
genähert werden. Darin sind ( )nq t  die gesuchten Zeitfunktionen und ( )n iW r  die Ortsfunktionen in 
Abhängigkeit der metrischen Parameter ir . Der Ansatz bietet grundsätzlich eine hohe Flexibilität die 
gesuchte Funktion ( ),ir tϕ  zu approximieren. Die Ortsfunktionen sind so zu wählen, dass der Ansatz 
mit einer geringen Anzahl an Gliedern N  bereits eine gute Approximation darstellt. Außerdem wird 
neben der Erfüllung der geometrischen Randbedingungen gefordert, dass sie linear unabhängig, 
ausreichend oft differenzierbar und durch den Diskretisierungsparameter N  mühelos erweiterbar 
sind. Aus diesem Grund werden vorwiegend trigonometrische Funktionen oder Polynome verwen-
det. Es ist leicht einzusehen, dass sich die besten Ergebnisse erzielen lassen, je ähnlicher die Orts-
funktionen den unbekannten Eigenfunktionen sind. Aus diesem Grund werden meist bekannte 
Eigenfunktionen eines einfacheren, aber verwandten Problems als Ansätze für die Ortsfunktionen 
benutzt. Einsetzen der Näherungsansätze gemäß (2.80) für die gesuchten Feldgrößen in die   
Variationsformulierung führt auf ein System gewöhnlicher Differentialgleichungen für die zu bestim-
menden Zeitfunktionen. Die dargestellte Vorgehensweise verwendet globale, also für das gesamte 
Gebiet gültige Ansatzfunktionen zur Approximation der Feldgrößen. Es besteht aber auch die 
Möglichkeit lokale Näherungsansätze zu verwenden. Diese werden nicht für das gesamte Gebiet, 
sondern nur in Teilbereichen definiert. Dazu muss das betreffende Gebiet vorab in eine beliebige 
Anzahl von Teilbereichen diskretisiert werden. Ein etabliertes Verfahren zur Lösung von Anfangs-
Randwert-Aufgaben mittels lokaler Ansatzfunktionen ist die FINITE-ELEMENTE-METHODE (FEM). Die 
bereichsweise definierten Ansatzfunktionen müssen ebenfalls bestimmte Stetigkeits- und Kontinui-
tätsforderungen erfüllen. Der wesentliche Vorteil ist, dass die Forderungen an die lokalen Ansatz-
funktionen wesentlich schwächer sind als an die Ansätze der globalen Formulierung. Meist werden 
Polynome verwendet. Die Genauigkeit der Approximation kann gesteigert werden, indem die 
Diskretisierung verfeinert wird oder höherwertige Ansätze (Steigerung des Polynomgrades) verwen-
det werden. 
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2.6 Stabilität stationärer Lösungen 
Der Begriff Stabilität ist ein zentraler Punkt bei der Untersuchung dynamischer Systeme. Ein häufig in 
der Ingenieurpraxis zu beobachtendes Phänomen, dass aus einem stationären Systemzustand heraus 
durch kleine Störungen ein völlig neues Bewegungsverhalten entsteht (z. B. Schwingungen), hängt 
direkt damit zusammen.  
Historisch gehen Stabilitätsbetrachtungen bereits auf die Antike (ARISTOTELES) zurück. Im 18. Jahrhun-
dert wurden dann beispielsweise von LAGRANGE und POISSON  Stabilitätsdefinitionen zur Beurteilung 
von Planetenbahnen definiert. Die heute in der Mechanik dominierende kinetische Stabilitätstheorie 
ist eng mit den Namen LJAPUNOW, METTLER, BOLOTIN, LEIPHOLZ und ZIEGLER verbunden [18].  
Als Grundlage für die Stabilitätskonzepte stationärer Lösungen werden vorab einige Begriffe er-
läutert. 
2.6.1 Grundlagen der kinetischen Stabilitätstheorie 
Alle Konzepte nehmen Bezug auf einen ungestörten Grundzustand, dessen Stabilität untersucht 
werden soll. Durch eine kleine Störung geht dieser Grundzustand in einen Nachbarzustand über. 
Durch noch zu definierende Abstandsmaße zwischen Grund- und Nachbarzustand kann der Einfluss 
der Störung untersucht und somit auf Stabilität oder Instabilität geschlossen werden. In der kine-
tischen Stabilitätstheorie existiert immer ein Zeitbezug, d. h. die Bewegung eines Zustandes um eine 
zu untersuchende Referenzbewegung wird bewertet. Die Methoden der kinetischen Stabilitätstheo-
rie sind universell einsetzbar, z. B. auch für Stabilitätsprobleme der Elastostatik (Folgelast-, Verzwei-
gungs- und Durchschlagprobleme, siehe [14] bzw. [18]). 
Der Abstand zwischen Referenz- und Nachbarbewegung wird durch zwei Begriffe konkretisiert. Bei 
der sogenannten orbitalen Stabilität werden die Bewegungen von Grundzustand ( )0 ,iC r t  und 
Nachbarzustand ( ),∆ iC r t  rein geometrisch im Sinne eines Abstandes 0d  verglichen (siehe Abbildung 
2.3a). Es wird dabei nicht unterschieden, zu welchen Zeitpunkten anfangs benachbarte Punkte P  
und R  diese Zustände erreichen. Fasst man den Begriff Abstand strenger im Sinne LJAPUNOWs, 
werden zur Definition des Abstandsmaßes ( ) ( )( ),L k kd P t R t  stets Punkte zum gleichen Zeitpunkt kt  
verglichen. In Abbildung 2.3a sind beide Abstandsmaße für eine Referenz- und eine Nachbartrajekto-
rie im EUKLIDischen Raum dargestellt.  
 
Abbildung 2.3: Illustration der Stabilitätsbegriffe. a) Abstandsdefinitionen für orbitale- und LJAPUNOW-Stabilität. b) Attraktives und 
asymptotisch stabiles Verhalten der Referenz bei einer Störung der Anfangsbedingungen. 
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Die Definitionen der Abstandsmaße sind für Starrkörperbewegungen noch anschaulich, für Kontinua 
sind Zusatzüberlegungen erforderlich. Die Bewegung ist für ein Kontinuum als zeitliche Abfolge 
unterschiedlicher Konfigurationen erklärt. Die Auswertung beider Abstandsdefinitionen ist für 
Kontinuumsbewegungen mit Schwierigkeiten verbunden, wenn man sich vor Augen führt, dass ein 
skalares Abstandsmaß gesucht wird, das die Konfigurationen von Referenz- und Nachbarbewegung 
unterscheidet bzw. charakterisiert. Eine Methode dies zu realisieren basiert auf energetischen 
Überlegungen, d. h. auf der Formulierung eines geeigneten Energiemaßes, welches die Bewegung 
des Kontinuums beurteilt. Eine weitere Herangehensweise beruht auf einer Diskretisierung des 
Kontinuums, beispielsweise mit Ansätzen der Form (2.80). Die Diskretisierung führt auf Systeme 
gewöhnlicher Differentialgleichungen. Die zughörigen Koordinaten beschreiben den Zustand und 
damit die Bewegung des Kontinuums. Damit können herkömmliche Abstandsmaße in Form von 
Vektornormen, z. B. EUKLIDsche Vektornorm, verwendet werden. Ist ein geeignetes Abstandsmaß 
eingeführt, kann der Begriff der Stabilität weiter konkretisiert werden. Wie in Abbildung 2.3b 
dargestellt, sei ( )0 ,iC r t  die Trajektorie der zu untersuchenden Referenzbewegung des dynamischen 
Systems und ( )0 ,tϑ ε  eine kleine Störung, so dass als Anfangsbedingung  
( ) ( ) ( ) ( )0 0 0 0 0, , ,∆ − = ∆ =i iC r t C r t C t tϑ ε           (2.81) 
formuliert werden kann. Für die weiteren Betrachtungen wird der Stabilitätsbegriff von LJAPUNOW 
benutzt. Damit sind die Abstandsdefinition und die Art der Störung (2.81) festgelegt. Die mathemati-
sche Beschreibung des physikalischen Modells erfolgt in Form von Differentialgleichungen. Von allen 
möglichen Störungen, beispielsweise der Systemparameter, der Struktur der Differentialgleichungen 
usw., werden im Sinne LJAPUNOWs nur Störungen der Anfangsbedingungen betrachtet. Geht nach der 
Störung der Abstand langfristig, d. h. in der Form  
( )lim 0
→∞
∆ =
t
C t                 (2.82) 
gegen null, so bezeichnet man die untersuchte Referenz als attraktiv. Wird gefordert, dass zu keinem 
Zeitpunkt ein maximaler Abstand ε  zur Grundtrajektorie überschritten wird  
( ) ,C t ε∆ <                 (2.83) 
bezeichnet man die Referenz als (marginal) stabil. Die Nachbartrajektorie bleibt nach (2.83) also 
lediglich in einer Umgebung ε  der Referenztrajektorie. Werden beide Kriterien, also sowohl (2.82) 
als auch (2.83) erfüllt, spricht man von asymptotischer Stabilität [18]. Die Instabilität der Referenz 
bedeutet nach allem Gesagten, dass die Nachbartrajektorie selbst bei Verkleinerung der Anfangsstö-
rung 0→ϑ  im Laufe der Zeit über die Schranke ε  anwächst und sich nicht für → ∞t  an die 
Referenz ( )0 ,iC r t  annähert. In Abbildung 2.3b sind die Begriffe grafisch veranschaulicht. Die orange 
dargestellte Trajektorie ( ),∆ A iC r t  kennzeichnet attraktives, die blau abgebildete Trajektorie 
( ),∆ AS iC r t  asymptotisch-stabiles Verhalten der Referenz. Abschließend werden noch zwei Begriffe 
erläutert. Unter Stabilität im Großen, auch globale asymptotische Stabilität genannt, versteht man 
eine Referenz, für die der Abstand ( )∆C t  nach einer beliebigen Anfangsstörung für → ∞t  null 
wird. Der Einzugsbereich der Referenztrajektorie ist also unbeschränkt. Stabilität im Kleinen oder 
auch lokale asymptotische Stabilität liegt vor, wenn sich die Nachbartrajektorie nach einer begrenz-
ten Anfangsstörung wieder der Referenz gemäß (2.82) nähert. Der Einzugsbereich der Referenz-
trajektorie ist also begrenzt.  
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2.6.2 Erste Methode von LJAPUNOW 
Ausgangspunkt der folgenden konkreten Betrachtungen ist ein nichtlineares, inhomogenes System 
von Differentialgleichungen erster Ordnung 
( ) { }, , , 1, 2, ,i i ky f y t i k N= ∈  ,           (2.84) 
welches allgemeine zeitabhängige Systemparameter enthalten kann. Die in der klassischen Starr-
körperdynamik auftretenden Differentialgleichungssysteme zweiter Ordnung lassen sich leicht mit 
der Einführung von Zustandsgrößen für Lage und Geschwindigkeit in (2.84) überführen. Setzt man die 
Existenz einer Lösung ( )0iy t  von (2.84) voraus und soll diese stationäre Bewegung auf Stabilität 
untersucht werden, gilt mit der Abstandsdefinition nach LJAPUNOW  
( ) ( ) ( )0∆ = −i i iy t y t y t ,              (2.85) 
wobei ( )iy t  die allgemeine gestörte Bewegung darstellt. Differenziert man (2.85) nach der Zeit und 
setzt in (2.84) ein, erhält man ein System nichtlinearer Störungsdifferentialgleichungen 
( ) ( ) ( ) ( ) ( )0 0, ,i i i i k i ky t y t y t f y t f y t∆ = − = −             (2.86) 
Es gelingt jedoch nur in Ausnahmefällen eine geschlossene analytische Lösung der Störungsdifferen-
tialgleichungen anzugeben. Aus diesem Grund ist man bestrebt Methoden zur Untersuchung des 
Stabilitätsproblems zu entwickeln, ohne (2.86) explizit lösen zu müssen. Eine Möglichkeit, auf die im 
Folgenden nicht näher eingegangen wird, ist die Direkte oder Zweite Methode von LJAPUNOW [18]. Sie 
basiert auf Vergleichsfunktionen, welche allerdings im Allgemeinen schwierig zu finden sind. Wird die 
Stabilitätsuntersuchung auf kleine Bewegungen um die betreffende stationäre Referenz beschränkt, 
können die Störungsgleichungen (2.86) linearisiert werden. Man spricht in diesem Zusammenhang 
von Störungsgleichungen der Ersten Näherung. Mit dieser Einschränkung ist aber nur eine Aussage 
zur Stabilität im Kleinen möglich. Eine TAYLOR-Entwicklung von ( ),i kf y t  um die als bekannt voraus-
gesetzte Referenz liefert 
( ) ( ) ( ) ( ) ( ) ( ) { }
0
0 0 0
2,, , , , 1, 2, ,
k
i k
i k i k n n n n
n y
f y tf y t f y t y y y y n N
y
∂
≈ + ⋅ − + ∈
∂
   (2.87) 
und nach Einsetzen in (2.86)  
( ) ( ) ( ) ( )
0
2,
k
i k
i n n
n y
f y ty t y y
y
∂
∆ = ⋅ ∆ + ∆
∂
  .          (2.88) 
Nach der Linearisierung kann das Differentialgleichungssystem der Störungsgrößen in klassischer 
Vektor-Matrix-Schreibweise  
( ) ( ) ( ) , , ×∆ ∆∈ ∈N N Nt t tΔy = A Δy Δy A             (2.89) 
angeschrieben werden. Die Störungssystemmatrix ( )∆ tA  ist im Allgemeinen zeitvariant, d. h. ihre 
Elemente sind Funktionen des ungestörten Zustands ( )0iy t  und zeitveränderlicher Systempara-
meter. 
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Betrachten wir zunächst den Sonderfall einer zeitinvarianten Störungssystemmatrix. In diesem ein-
fachen Fall entscheiden die Eigenwerte iλ  der Matrix ∆A  über die Stabilität des ungestörten 
Zustandes. Man unterscheidet drei Fälle: 
• { } { }Re 0 , 1, 2, ,i i Nλ < ∈  :  
Sind sämtliche Realteile der Eigenwerte negativ, d. h. alle Lösungsanteile von (2.89) klingen 
ab, dann ist die untersuchte Referenz asymptotisch stabil im Sinne LJAPUNOWS. 
• { }{ } { }max Re 0, 1, 2, ,i i Nλ = ∈  : 
Ist mindestens ein Eigenwert gleich null, kann mit den Störungsgleichungen der Ersten Nähe-
rung keine Stabilitätsaussage getroffen werden. In diesem Fall müssen zur Stabilitätsbe-
urteilung höhere Glieder der TAYLOR-Reihe in die Berechnung einbezogen werden. In der Pra-
xis werden bei komplexen Systemen die Eigenwerte numerisch bestimmt. Der diskutierte Fall 
hat damit wenig Relevanz, da durch die beiden anderen Fälle das Stabilitätsgebiet aus-
reichend genau charakterisiert werden kann. 
• { }{ } { }max Re 0, 1, 2, ,i i Nλ > ∈  : 
Hat auch nur ein Eigenwert einen positiven Realteil, führt dies zum Aufklingen der ent-
sprechenden Teillösung und damit zur Instabilität der zu untersuchenden Referenz.  
 
Sind die Parameter des Systems explizite Funktionen der Zeit, ist die Störungssystemmatrix ( )∆ tA  
zeitvariant. Die Zeitabhängigkeit bestimmter Systemparameter kann als spezielle Form der Fremdan-
regung interpretiert werden. Man spricht in diesem Zusammenhang auch von parametererregten 
Systemen. Vor allem eine periodische Abhängigkeit der Parameter führt dazu, dass eine Gleichge-
wichtslage unter bestimmten Bedingungen instabil werden kann. Sind die Koeffizienten der Störungs-
systemmatrix periodisch in der Form ( ) ( )= +ik ika t a t T , dann gilt für die Systemmatrix ebenfalls 
 
( ) ( )∆ ∆= +t t TA A ,              (2.90) 
worin T  die Periodendauer kennzeichnet. Das Stabilitätsverhalten kann in diesem Fall mit dem Satz 
von FLOQUET bewertet werden [24]. Mit diesem Satz verbunden ist die Aussage, dass (2.89) mindes-
tens eine nichttriviale Lösung in der Form 
( ) ( )t T tρ+Δy = Δy               (2.91) 
besitzt. Der sogenannte charakteristische Multiplikator ρ  ist konstant, aber im Allgemeinen  kom-
plexwertig. Man erkennt, dass die Lösung der Störungsgleichung abklingt, falls 1<ρ  gilt. Zur 
Bestimmung der charakteristischen Multiplikatoren werden die Fundamentalmatrix ( )tΦ  und 
speziell die Monodromiematrix ( )TΦ  benötigt. Die Monodromiematrix bestimmt das Verhalten der 
Störungslösung von einer Periode auf die nächste, ihre Eigenwerte sind die gesuchten charakteris-
tischen Multiplikatoren. Zunächst muss die ( )×N N Fundamentalmatrix im Intervall 0 ≤ ≤t T , d. h. 
für eine Periode, konstruiert werden. Im Unterschied zu Systemen mit konstanten Parametern gibt 
es dafür kein allgemeines analytisches Verfahren. Man kann das Fundamentalsystem aber mit Hilfe 
numerischer Integrationsroutinen konstruieren. Dazu wird (2.89) n-mal mit unterschiedlichen 
Anfangsbedingungen numerisch integriert. Die i-te Basislösung ( )∆ iy t  ergibt sich also formal durch 
numerische Integration von (2.89), wenn nur für das i-te Element im Vektor der Anfangsbedingungen 
[ ]0 0, 0, 1 ,0 0∆ =y    eins gesetzt wird und alle anderen Elemente Nullelemente sind. Die so 
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erzeugten linear unabhängigen Basislösungen ( ) ( ) ( )1 2, , ,∆ ∆ ∆ Ny t y t y t  werden anschließend in 
die Spalten der Fundamentalmatrix eingetragen. Hat man die Fundamentalmatrix auf numerischem 
Weg bestimmt, kann die Monodromiematrix durch formales Auswerten zum Zeitpunkt T  angegeben 
werden. Nach LJAPUNOW gelten dann folgende Aussagen zur Stabilität: 
 
• { }1, 1, 2, , :i i N< ∈ ρ  
Alle charakteristischen Multiplikatoren sind betragsmäßig kleiner eins. Die Störung ( )tΔy
klingt somit ab, die ungestörte Referenz ( )0 ty  ist asymptotisch stabil.  
• { } { }max 1, 1, 2, , :i i N> ∈ ρ  
Wenn auch nur ein charakteristischer Multiplikator betragsmäßig  größer eins ist, dann ist die 
ungestörte Bewegung instabil.  
• { } { }max 1, 1, 2, , :i i N= ∈ ρ  
Sind alle charakteristischen Multiplikatoren betragsmäßig nicht größer eins und es existiert 
mindestens ein Multiplikator mit dem Betrag eins, ist asymptotische Stabilität der Referenz 
ausgeschlossen, schwache (marginale) Stabilität allerdings nicht. 
 
2.6.3 Stabilitätsbetrachtung für bewegte Kontinua 
Ausgangspunkt der folgenden Betrachtungen sei eine Variationsformulierung aus dem Bereich der 
Elastodynamik. Die Ortsdiskretisierung der Feldgrößen kann mit einem gemischten RITZ-Ansatz der 
Form (2.80) erfolgen. Einsetzen der Ansätze in das Variationsproblem führt im Allgemeinen auf ein 
System gewöhnlicher, nichtlinearer, gekoppelter Differentialgleichungen 2. Ordnung. Je nach Anzahl 
der zu diskretisierenden Feldgrößen und der in (2.80) verwendeten Approximationsstufe (Diskretisie-
rungsparameter) ergibt sich eine gewisse Anzahl an gesuchten Veränderlichen (Koordinaten) des 
Differentialgleichungssystems. Zur Beurteilung der Stabilität des Gesamtsystems kann für jede dieser 
Koordinaten ein Störungsansatz im Sinne LJAPUNOWs benutzt werden. Sind beispielsweise ( ),ir tϕ und 
( ),ir tψ  zwei zu diskretisierende Feldgrößen und kennzeichnen ( )kp t  und ( )ng t  die in den An-
sätzen (2.80) zu bestimmenden Zeitfunktionen, führt ein Störungsansatz mit der Abstandsdefinition 
nach LJAPUNOW auf 
( ) ( ) ( ) { }
( ) ( ) ( ) { }
0
0
, 1, 2, , ,
, 1, 2, , .
k k k
s s s
p t p t p t k K
g t g t g t s S
= + ∆ ∈
= + ∆ ∈


          (2.92) 
Die allgemeine gestörte „Bewegung“ der Koordinaten ( )kp t  und ( )sg t  setzt sich additiv aus einer 
Referenzbewegung ( )0kp t  bzw. ( )0sg t  und einer Störung ( )∆ kp t  bzw. ( )∆ sg t  zusammen. Unter 
der Voraussetzung, dass 0kp  und 0sg  eine stationäre Referenzbewegung kennzeichnen, welche sich 
zeitlich nicht ändert, gilt für die Zeitableitung der Koordinaten 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
, ,
, .
k k k k
s s s s
p t p t p t p t
g t g t g t g t
= ∆ = ∆
= ∆ = ∆
   
   
            (2.93) 
Nach dem Einsetzen der Störungsansätze kann das Differentialgleichungssystem aufgespalten 
werden. Man erhält ein nichtlineares algebraisches Gleichungssystem zur Bestimmung der stationä-
ren Lage und ein nichtlineares Differentialgleichungssystem in den ∆ -Größen, aus dem auf die 
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Stabilität der betrachteten stationären Referenz geschlossen werden kann. Beschränkt man sich bei 
der Stabilitätsuntersuchung auf kleine Bewegungen um die betreffende stationäre Referenz, können 
die Störungsgleichungen linearisiert werden. Nach der Linearisierung kann das DGL-System der 
Störungsgrößen in klassischer Vektor-Matrix-Schreibweise angeschrieben werden [18]. Formal hat es 
bei mechanischen Systemen die Gestalt 
( ) ( ) ,+ +MΔq + D G Δq + K N Δq = 0             (2.94) 
wobei Δq  den Vektor sämtlicher Koordinaten der Störgrößen kennzeichnet (im Beispiel (2.93)
( )1 1, , ,
T
K Sp p g g= ∆ ∆ ∆ ∆Δq   ). Die Massenmatrix M  ist symmetrisch und positiv definit, d. h. 
eine Multiplikation mit einem beliebigen Vektor v  in der Form 0>Tv Mv  liefert stets ein Skalar 
größer null. Die Matrizen D und G  kennzeichnen in Verbindung mit Δq  geschwindigkeitsproporti-
onale Kräfte. In der symmetrischen Dämpfungsmatrix D  sind geschwindigkeitsproportionale Anteile 
erfasst, welche eine dämpfende  oder auch eine anfachende Wirkung besitzen können. Die Elemente 
von D  beeinflussen also die Gesamtenergie des Systems, meist in Form von Dissipation 
0>TΔq DΔq  . Die sogenannte gyroskopische Matrix G  ist schiefsymmetrisch und enthält energie-
neutrale Anteile, welche durch Führungsbewegungen oder von Kreiseleffekten (daher die Bezeich-
nung) hervorgerufen werden. Da sie die Energie des Systems nicht verändern ( )0=TΔq GΔq   wird 
von gyroskopischen Kräften (z. B. Corioliskräfte) bei einer Verschiebung des Systems keine Arbeit 
verrichtet. Die konservativen Fesselkräfte K Δq  sind auf elastische Deformation, Federkräfte und 
Eigengewicht zurückzuführen. Die Steifigkeitsmatrix K ist stets symmetrisch und für passive 
Schwingungssysteme mindestens positiv semidefinit. In der schiefsymmetrischen zirkulatorischen 
Matrix N  sind nichtkonservative lageproportionale Anteile enthalten, welche beispielsweise aus 
Folgelasten resultieren. Die Matrix N  beeinflusst wie die Dämpfungsmatrix den Energieinhalt des 
Systems.  
Ausgehend von den Symmetrie- und Definitheitseigenschaften der Systemmatrizen , , ,M D G K  und 
N  sind Versuche unternommen worden, Stabilitätskriterien zu entwickeln [16]. Dies gelingt jedoch 
nur für wenige Sonderfälle. Beispielsweise ist bekannt, dass sich durch gyroskopische Einflüsse ein 
instabiles M -K -System stabilisieren lässt. Auf ein stabiles M -K - N  -System wirken gyroskopische 
Anteile hingegen destabilisierend. Im allgemeinen Fall ist das M - D -G - K - N  zu diskutieren, 
dessen Verhalten durch alle Matrizen beeinflusst wird. Zudem muss beachtet werden, dass im 
allgemeinen Fall das betrachtete System zeitabhängige Parameter aufweisen kann, und damit die 
beschreibenden Systemmatrizen in (2.94) ebenfalls explizit zeitabhängig sind. Aus diesem Grund 
existieren praktisch keine effektiven Stabilitätskriterien. Durch die Einführung von Zustandsgrößen 
kann (2.94) in eine Formulierung der Form (2.86) gebracht werden. Damit lassen sich die in Abschnitt 
2.6.2 besprochenen Stabilitätssätze anwenden. Mit dem Vektor der Zustandsgrößen für Lage und 
Geschwindigkeit [ ],= TΔy Δq Δq  erhält man nach kurzer Rechnung die gesuchte Systemmatrix 
( ) ( )∆
 =  − + − + -1 -1
0 I
A
M D G M K N
           (2.95) 
der homogenen Zustandsformulierung ∆Δy = A Δy . 
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2.7 Zeitlösung  
2.7.1 Homogene Lösung der Störungsdifferentialgleichungen 
Die Zeitlösung der homogenen Störungsdifferentialgleichung visualisiert das Verhalten der zugehöri-
gen stationären Referenz bei einer Störung der Anfangsbedingungen. Ist die betrachtete Referenz 
asymptotisch stabil, wird die homogene Lösung abklingen. Es sei an dieser Stelle betont, dass die in 
Abschnitt 2.6 dargelegten Stabilitätssätze eindeutig und auch wesentlich effektiver den Stabilitäts-
nachweis erbringen als beispielsweise eine numerische Zeitlösung der Störungsdifferentialgleichun-
gen.  
Ausgehend von einer Formulierung des Systems in der Zustandsform (2.89)  kann die homogene 
Lösung selbst für den Fall einer zeitvarianten Systemmatrix ( )∆ tA  mit den leistungsfähigen Metho-
den der linearen Systemtheorie berechnet werden. 
Betrachten wir zunächst den Sonderfall einer zeitinvarianten Systemmatrix ∆A . Die Berechnung der 
homogenen Lösung von (2.89)  kann auf zwei unterschiedlichen Wegen erfolgen. Einerseits kann das 
klassische Verfahren auf Basis der Eigenwerttheorie benutzt werden, andererseits kann die Lösung 
mit der Fundamentalmatrix bestimmt werden [18]. Das zuletzt genannte Verfahren hat wesentliche 
Vorteile, vor allem im Hinblick auf die Schwierigkeiten der Eigenwerttheorie bei der Konstruktion der 
Lösung, wenn mehrfache Eigenwerte vorliegen. Die allgemeine homogene Lösung ( )thΔy  ist 
darstellbar durch eine Linearkombination von N  unabhängigen Fundamentallösungen ( ) ,i thΔy  
{ }1, 2, ,i N∈  . Dieses Fundamentalsystem der Lösungsvektoren kann  in eine ( )×N N  Matrix 
( )tY  geschrieben werden, welche als Fundamentalmatrix bezeichnet wird. Besonders zweckmäßige 
Fundamentallösungen sind solche mit der Eigenschaft ( )0 =Φ I , wobei die normierte Fundamen-
talmatrix durch ( ) ( ) ( )-1 0t t=Φ Y Y  gebildet wird. Der Beweis, dass die Inverse -1Y  zu jedem 
Zeitpunkt existiert, kann mit der WRONSKI-Determinante ( )det Y  erbracht werden und ist beispiels-
weise in [24] dargestellt. Unter den angesprochenen Voraussetzungen ergibt sich für die homogene 
Lösung  
( ) ( ) ( ) ( ), 0 , 0 .t t = =h 0 h 0Δy = Φ Δy Φ I Δy Δy          (2.96) 
Man erkennt, dass die Fundamentalmatrix einen gegebenen Anfangszustand 0Δy  des Systems in 
einen allgemeinen Zustand ( )thΔy  zum Zeitpunkt t  überführt. Aus diesem Grund wird ( )tΦ  auch 
als Transitionsmatrix bezeichnet. Die Konstruktion der Fundamentalmatrix basiert unter der Voraus-
setzung einer zeitinvarianten Systemmatrix ∆A  auf einem Exponentialansatz 
( ) ∆= tt eAΦ .                (2.97) 
Mathematisch ist die Matrixexponentialfunktion ∆teA  durch eine konvergente und unendliche 
Potenzreihe der Form 
( ) ( )2
0
1
2! !
v
t
v
te t t
v
∆
∞
∆
∆ ∆
=
= + + + = ∑A AI A A            (2.98) 
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definiert. Da in kommerziellen Computeralgebrasystemen die Matrixexponentialfunktion implemen-
tiert ist, bereitet die Auswertung von (2.98) und damit die Konstruktion der Fundamentalmatrix 
keinerlei Schwierigkeiten. Weitere wichtige Eigenschaften der Fundamentalmatrix werden beispiels-
weise in [18] und [24] diskutiert.  
Die Berechnung der Fundamentalmatrix ist für den allgemeinen Fall einer zeitvarianten Systemmatrix 
( )∆ tA  schwieriger und nur numerisch realisierbar. Für den in der Arbeit wichtigen Sonderfall einer 
periodischen Systemmatrix ( ) ( )∆ ∆= +t t TA A  wurde die Vorgehensweise zur Bestimmung von 
( )tΦ  bereits in Abschnitt 2.6.2 erläutert. Aus der Identität  
( ) ( ) ( )+ ≡t T t TΦ Φ Φ                (2.99) 
folgt nach Einsetzen in (2.96) formal 
( ) ( ) ( )+t T t Th 0Δy = Φ Φ Δy .             (2.100) 
Es besteht also lediglich die Notwendigkeit, die Fundamentalmatrix im Intervall 0 ≤ ≤t T  zu 
konstruieren, die homogene Lösung in darauffolgenden Perioden kann durch m-fache Anwendung 
von (2.99)  
( ) ( ) ( )[ ]+ mt mT t Th 0Δy = Φ Φ Δy            (2.101) 
bestimmt werden. Ein Vergleich von (2.91) und (2.99) liefert zunächst 
( ) ( ) ( ) ( ) ( )t T t T t tρ ρ+ = =h 0 h 0Δy = Φ Φ Δy Δy Φ Δy        (2.102) 
und damit nach Linksmultiplikation mit der Inversen ( )-1 tΦ  schließlich 
( )( )− =T ρ 0Φ I Δy 0 .              (2.103) 
Dies ist das bereits in Kapitel 2.6.2 angesprochene Eigenwertproblem zur Bestimmung der charakte-
ristischen Multiplikatoren. 
2.7.2 Partikuläre Lösung der Störungsdifferentialgleichungen 
Unter der Voraussetzung einer asymptotisch stabilen Referenz kann das Systemverhalten bei einer 
äußeren Anregung untersucht werden. Mit den in Abschnitt 2.6 dargestellten Methoden wird vorab 
überprüft, ob die homogene Lösung bei einer Störung der Anfangsbedingungen abklingt. Ist dies der 
Fall, wird nach dem Abklingen der homogenen Lösung die partikuläre Lösung das Systemverhalten    
z. B. in Form von Zwangsschwingungen charakterisieren. Dabei ist zu beachten, dass periodische oder 
harmonische Anregungen nur als Sonderfälle allgemeiner transienter Erregungen zu verstehen sind. 
Ausgangspunkt der folgenden Betrachtungen ist das inhomogene Differentialgleichungssystem in der 
Zustandsform 
( ) ( ) ( ) ( )∆ +t t t tΔy = A Δy b ,            (2.104) 
wobei ( )tb  den Vektor einer beliebigen transienten Erregung kennzeichnet. Die Systemmatrix sei 
für die folgenden Betrachtungen entweder periodisch ( ) ( )∆ ∆= +t t TA A  mit der Periodendauer T , 
oder zeitinvariant ∆A . Unter der Voraussetzung einer bekannten vollständigen Lösung des homoge-
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nen Differentialgleichungssystems in Form eines Fundamentalsystems, kann die inhomogene Lösung 
mit dem Verfahren der Variation der Konstanten bestimmt werden [24]. Wählt man als Lösungsan-
satz  
( ) ( ) ( )t t tΔy = Φ Δz               (2.105) 
und differenziert nach der Zeit, erhält man  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∆+ = +t t t t t t t t t tΔy = Φ Δz Φ Δz A Φ Δz Φ Δz   .    (2.106) 
Im Gegensatz zu (2.96) ist im Ansatz (2.105) der gesuchte Vektor ( )tΔz  explizit zeitabhängig. 
Einsetzen von (2.106) in (2.104) führt unter Beachtung von (2.105) und der Identität 
( ) ( )-1 t t≡ −Φ Φ  auf die Bestimmungs-Differentialgleichung für den im Ansatz gewählten Vektor  
( ) ( )= −t tΔz Φ b .               (2.107) 
Eine Zeitintegration von (2.107) und Ersetzen der Integrationskonstante 0Δz  mit 0Δy  liefert 
zunächst 
( ) ( )
0
= − +∫
t
dτ τ τ 0Δz Φ b Δy              (2.108) 
und nach Einsetzen in den Ansatz (2.105) und elementarer Umformung schließlich die gesuchte 
Lösung  
( ) ( ) ( ) ( )
0
t
t t t dτ τ τ= + −∫0Δy Φ Δy Φ b .          (2.109) 
Ein Vergleich von (2.109) mit (2.96) zeigt, dass der erste Term der rechten Seite die homogene 
Lösung ( )thΔy  repräsentiert. Der Integralausdruck  
( ) ( ) ( )
0
t
t t dτ τ τ= −∫pΔy Φ b              (2.110) 
ist also offenbar die spezielle partikuläre Lösung ( )tpΔy  für verschwindende Anfangsbedingungen 
( )0 =0Δy 0 . Die mathematische Form des Integrals (2.110) ist ein Faltungsintegral d. h. man erhält 
die partikuläre Lösung durch die Faltung der Fundamentalmatrix mit dem Vektor der Erregung 
( ) ( ) ( )= ∗t t tpΔy Φ b .  
Abschließend soll noch ein für die Arbeit wichtiger Sonderfall diskutiert werden. Ausgangspunkt sei 
eine periodische Systemmatrix ( ) ( )∆ ∆= +t t TA A  der Periodendauer T . Ist die Erregung ebenfalls 
periodisch ( ) ( )= +t t Tb b   mit der Periodendauer T , existieren für das System zwei mögliche 
Formen der Fremdanregung. Es ergibt sich also eine Kombination aus parametererregten und 
klassischen erzwungenen Schwingungen. Dabei wird vorausgesetzt, dass die Periodendauer T  in 
einem rationalen Verhältnis zu T  steht, was bei realen Systemen stets der Fall ist [24]. Unter dieser 
Prämisse kann eine gemeinsame Periodendauer 
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 , ,PT k T m T k m += = ∈               (2.111) 
definiert werden.  
Geht man davon aus, dass die homogene Lösung asymptotisch stabil ist, klingt sie mit der Zeit ab und 
die Gesamtlösung geht in eine stationäre PT -periodische Schwingung über. Obwohl diese aus der 
angesprochenen Kombination der Fremdanregungen resultiert, wird sie im Rahmen der Arbeit 
vereinfachend als stationäre Zwangsschwingung bezeichnet. Man kann zeigen, dass durch geschickte 
Wahl der Anfangsbedingungen  
( )[ ] ( )-1P PT T= −0 pΔy I Φ Δy            (2.112) 
die allgemeine Lösung (2.109) sofort in die gesuchte PT -periodische stationäre Zwangsschwingung 
übergeht. Der Beweis wird in [24] ausführlich abgehandelt. Der wesentliche Vorteil besteht darin, 
dass damit das Faltungsintegral (2.110) nur über eine Periode PT  bestimmt werden muss, was sich 
bei der numerischen Umsetzung als sehr nützlich erweist. Nach der Auswertung von (2.109) im 
Intervall 0 ≤ ≤ Pt T  kann unter Beachtung von (2.112) die sich einstellende Zwangsschwingung bzw. 
deren Amplitude in Abhängigkeit der Erregung in einem Diagramm dargestellt werden. 
Den beschriebenen Sachverhalt kann man sich am einfachsten am Beispiel des klassischen Einmas-
senschwingers mit harmonischer Kraftanregung veranschaulichen. Die das System beschreibende 
Differentialgleichung 
( )0 cosmq bq cq F t+ + = Ω               (2.113) 
lässt sich nach Einführung der Zustandsgrößen 1y q∆ =  und 2y q∆ =   in das Differentialgleichungssys-
tem   
 
( )0
1 1
2 2
00 1
cosFc b mm m
y y
ty y
∆ ∆      
= +       Ω∆ ∆− −      
Δy ΔyA b




         (2.114) 
erster Ordnung überführen. Da die Systemparameter im Beispiel zeitinvariant sind, kann die normier-
te Fundamentalmatrix mit der Matrixexponentialfunktion berechnet werden. Mit den Abkürzungen  
c
mκ = , b mβ =  , 0F mϕ =  und ( )2 4η β κ= −  ergibt sich die Transitionsmatrix 
( )
( ) ( ) ( )
( ) ( )
( )1
2
1
1
1 1
1
2
2
1
t t
t
t
t t
t
e e
e
e
e
e
t
e
η η
η
β η
η η
η
β η
η η
β β ηκ
η η
− +
 +
 
 
= 
−

+ − 
 
+
−
− +
−
Φ .    ( 2.115) 
Die Auswertung von ( )0Φ  führt in konsistenter Weise auf die Einheitsmatrix I . Für den Fall, dass 
die Bewegung aus der Ruhelage beginnt, also für die Anfangsbedingungen 0 0q =  und 0 0q = , folgt
=0Δy 0 . Damit verschwindet nach (2.96) die homogene Lösung. Die Auswertung des Faltungs-
integrals (2.110) führt auf einen recht umfangreichen Ausdruck für ( )tpΔy , welcher aus Platz-
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gründen nicht angegeben wird. Wesentlich ist, dass damit eine Partikulärlösung für verschwindende 
Anfangsbedingungen =0Δy 0  berechnet wird, also nicht die gesuchte stationäre Zwangsschwin-
gung. Die Auswertung von (2.112) liefert die speziellen Anfangsbedingungen  
( )
( )
( )
2
0
22 2 2
2
0
22
*
2 2
F c m
b c m
F b
b c m
− Ω 
 
Ω + − Ω 
 Ω 
 Ω + − Ω 
=

0Δy  ,            (2.116) 
mit denen die gesuchte Gesamtlösung sofort in die T -periodische Zwangsschwingung übergeht. In 
Abbildung 2.4 ist der Unterschied in den sich ergebenden Partikulärlösungen für die willkürlich 
festgelegten Parameter 202 , 2 , 100 , 100 , 1 ,Ns Nm m Tm kg b c F N T s π= = = = = Ω =  grafisch veran-
schaulicht. 
 
Abbildung 2.4: Mit dem Faltungsintegral bestimmte partikuläre Lösungen am Beispiel des Einmassenschwingers mit harmonischer 
Kraftanregung.  Links: homogene Anfangsbedingungen Δy0=0. Rechts: Anfangsbedingungen (2.116). 
Das vorliegende einfache Beispiel illustriert die Leistungsfähigkeit von (2.112). Die gesuchte stationä-
re Zwangsschwingung stellt sich mit den speziellen Anfangsbedingungen (2.116) sofort ein. Im 
Gegensatz dazu ergeben sich durch die alleinige Auswertung des Faltungsintegrals (2.110) stationäre 
Zwangsschwingungsamplituden im Beispiel erst nach einem Einschwingvorgang nach ca. 6t T= . 
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3 Mechanisches Modell und Modellvarianten 
Das zentrale Anliegen der Arbeit ist die Beschreibung von wesentlichen Effekten des Drahtsägens mit 
einem geeigneten mechanischen Modell. Zudem soll der Einfluss von Prozessparametern auf die 
Dynamik des Systems bestimmt werden. Der Läppprozess wird rein phänomenologisch beschrieben, 
d. h. von einer expliziten Modellierung und der damit verbunden Festkörper-Fluid-Interaktion wird 
abgesehen. Die Beschränkung der Untersuchung auf einen Einzeldraht des Drahtfeldes ist eine 
weitere vereinfachende Modellannahme, welche sich aber durchaus begründen lässt. Man geht 
davon aus, dass alle Drähte des Feldes im Grundzustand die gleiche Vorspannkraft aufweisen, und 
dass die Haftreibung des Drahtes auf den Antriebsrollen ausreichend groß und ebenfalls für alle 
Rillen gleich ist. Damit ist Gleitschlupf ausgeschlossen und der Dehnschlupf einheitlich. Dies er-
möglicht die entkoppelte Betrachtung der einzelnen Drahtabschnitte. 
Der Draht wird als EULER-BERNOULLI-Balken modelliert, welchem zwei wesentliche Annahmen 
zugrunde liegen. Einerseits wird die Querschnittsdeformation vernachlässigt, d. h. die Querschnitte 
werden als dünne, starre Scheiben betrachtet. Zudem wird angenommen, dass die Querschnitte bei 
der Verformung stets orthogonal zur Balkenachse bleiben (keine Schubdeformation). Aus diesen 
Annahmen resultiert ein vereinfachtes strukturmechanisches Modell eines eindimensionalen 
Kontinuums, das neben der Zeit mit der Ortsvariable 1x  oder 1ξ  einen unabhängigen metrischen 
Parameter aufweist. Die Untersuchung soll sich zudem auf ebene Deformationen beschränken. Die 
Änderung der Querschnittsfläche A  und der Dichte Dρ  sind bei der Deformation vernachlässigbar 
gering. Zudem wird linear-elastisches Materialverhalten vorausgesetzt (physikalische Linearität). Der 
Draht hat somit eine konstante Dehnsteifigkeit EA , Biegesteifigkeit EI  und Massenbelegung 
Dμ ρ A= . Mit diesen Einschränkungen lässt sich die Formänderungsenergie mit den aus der 
Biegetheorie bekannten kinematischen Größen Dehnung und Krümmung angeben.  
Wie man Abbildung 3.1 entnehmen kann, wird der Draht zwischen den als raumfeste Lager abge-
bildeten Führungsrollen A und B (Abstand L ) mit der Führungsgeschwindigkeit ( )s t  bewegt. Die 
Kontaktkräfte zwischen Draht und Ingot können in einem ersten Schritt mit zwei Streckenlasten 
modelliert werden. Auf den Sägedraht wirken auf diese Weise eine stets normal zum Draht gerich-
tete Streckenlast ( ) ( )( )N 1 1, , ,f u x t w x t

 und eine stets tangential gerichtete Reibstreckenlast 
( ) ( )( )R 1 1, , ,f u x t w x t

. Vereinfachend wird angenommen, dass im stationären Zustand der Trenn-
vorgang mit örtlich gleichmäßigem Materialabtrag stattfindet und somit für die Beträge der Strecken-
lasten ( ) ( )( )1 1, , , .Ν Ν= =f u x t w x t f konst

 bzw. ( ) ( )( )R 1 1 R, , , .= =f u x t w x t f konst

 formuliert 
werden kann. Im Schnittbereich 1≤ ≤a ex x x  sei durch die Slurry die Drahtbewegung in horizontale, 
und vertikale, Richtung ( Hb  bzw. Vb ) gedämpft.  
Im Folgenden werden zwei praxisrelevante Modellvarianten vorgestellt, welche im Rahmen der 
Arbeit untersucht werden. Modell I bildet den Fall einer Regelung der Drahtkraft ab. Die Drahtkraft 
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ist die Regelgröße, das Antriebsmoment der Führungsrolle B ist die Stellgröße. Abweichungen der 
Drahtkraft durch transiente Kontaktkräfte werden ausgeregelt. Dieses Prinzip wird bei der Versuchs-
drahtsäge des IMFD und in einigen Industriedrahtsägen angewendet. 
Das Modell II bildet ein weiteres technisches Prinzip ab, welches vorzugsweise in Industriedrahtsä-
gen realisiert wird. Der Sägedraht wird durch Drehmomente an den Führungsrollen vorgespannt, 
anschließend drehen beide Führungsrollen mit der gleichen Winkelgeschwindigkeit. Am Lager B wird 
dem Draht somit ebenfalls die Führungsgeschwindigkeit ( )s t  aufgeprägt. Die Drahtkraft ist entspre-
chend der Kontaktkräfte zeitlich veränderlich.  
 
Abbildung 3.1: Mechanisches Modell der Drahtsäge bestehend aus bewegtem Sägedraht und Gesamtblock. Veranschaulichung der 
Randbedingungen für zwei unterschiedliche Modellvarianten. 
Die kinematischen Größen können in EULER- oder LAGRANGE-Koordinaten formuliert werden. Um sie 
übersichtlich und kompakt darzustellen, wird folgende Schreibweise vereinbart. Zur eindeutigen 
Unterscheidung werden Verschiebungsfunktionen in LAGRANGE-Koordinaten mit einer Tilde gekenn-
zeichnet. Zudem wird die Koordinate 1u  des Verschiebungsvektors 1 1 2 2u u e u e= +
    in einen Anteil 
der Führungsbewegung und einen durch die Verformung hervorgerufenen Anteil  
( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 1 1, , , , ,u ξ t u ξ t s t u x t u x t s t= + = +           (3.1) 
aufgespalten. Die Querverschiebung 2u  wird mit der üblichen Bezeichnung für die Durchbiegung 
( ) ( ) ( ) ( )2 1 1 2 1 1, , , , ,u ξ t w ξ t u x t w x t= =              (3.2) 
ersetzt. Für die Verschiebungsfunktionen und deren partielle Ableitungen gilt in der vereinbarten 
Kurzschreibweise  
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( ) ( ) ( )
( ) ( ) ( )
1 1
1 1
1 , 1 , , 1 ,
1 , 1 , , 1 ,
, , , , ,
, , , , , .
ξ ξ t t
x x t t
u ξ t u u ξ t u u ξ t u
u x t u u x t u u x t u
= = =
= = =
     
          (3.3) 
Abschließend wird eine problemspezifische Besonderheit erläutert. Wie man Abbildung 3.1 entneh-
men kann, definieren die ortsfesten Führungsrollen A und B einen Kontrollbereich, durch den sich die 
materiellen Teilchen des Drahtes bewegen.  Am Lager A wird dem Draht die Führungsgeschwindig-
keit ( )s t  aufgeprägt. Die Verschiebungsrandbedingungen an den Lagern sind ortsfest und durch die 
Bewegung des Drahtes nichtmateriell, d. h. sie können nicht zeitunabhängig für dasselbe materielle 
Teilchen angeben werden. Um die Randbedingungen für beide Berechnungsmodelle anzugeben, 
kann wie folgt argumentiert werden: Die Führungsrollen verhindern am Ort 1 0x =  bzw. 1x L=  in 
beiden Modellen Querverschiebungen. Durch die Reibung zwischen Draht und Führungsrolle sind am 
Lager A ebenfalls für beide Modelle die verformenden Anteile der Längsverschiebungen ( )0, 0u t = . 
Im Modell I wird die Drahtkraft geregelt, d. h. die Längsverschiebung ( ),u L t  stellt sich in Abhängig-
keit von der Vorspannkraft ein. Im Gegensatz dazu wird im Modell II dem Draht am Ort 1 =x L  die 
Führungsgeschwindigkeit ( )s t  aufgeprägt und für den verformenden Anteil der Längsverschiebung 
gilt damit ( ), 0u L t = . 
3.1 Kinematik des Drahtes in LAGRANGE-Koordinaten  
Die Verschiebungsfunktionen ( )1,u ξ t  und ( )1,w ξ t  werden in Abhängigkeit von der LAGRANGE-
Koordinate 1ξ  formuliert. Aus Abbildung 3.2 wird deutlich, dass damit die Verschiebungsrandbe-
dingungen an zeitabhängigen Positionen auftreten. Beispielsweise verlässt das materielle Teilchen, 
welches in der Ausgangskonfiguration am Ort 1 0x =  war, für 0t >  die Position der ortsfesten 
Randbedingung. 
 
Abbildung 3.2: Kinematik des bewegten Drahtes in LAGRANGE-Koordinaten. Veranschaulichung von Ausgangs- und Momentankonfigu-
ration, dem Zusammenhang von materiellen und lokalen Koordinaten und der Position der Randbedingungen. 
 
Für den Ortsvektor zu einem beliebigen materiellen Punkt liest man aus Abbildung 3.2 zunächst 
( ) ( )
( )
1 11
2 12
,
,
ξ u ξ t s tx
x
ξ w ξ tx
+ +  = =   +   



             (3.4) 
ab. Aus der damit bekannten allgemein gültigen Koordinatenbeziehung  
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( ) ( )1 1 1,x ξ u ξ t s t= + +                (3.5) 
können die zeitabhängigen Positionen der Randbedingungen 
( ) ( ) ( ) ( )A A B B, , ,= − − = − −ξ u ξ t s t ξ L u ξ t s t            (3.6) 
bestimmt werden. Zudem kann aus dem Ortsvektor (3.4) durch die Auswertung der Bildungsvor-
schrift (2.43) die materielle Geschwindigkeit  
,M
,
t
t
u s
v x
w
+ 
= =  
 

 
 

               (3.7) 
berechnet und in der vereinbarten kompakten Schreibweise (3.3) angeschrieben werden. Die lokale 
Geschwindigkeit ΔLv ξ=

  ergibt sich aus der Anwendung von (2.44). Dazu werden zunächst mit 
(2.42) die lokalen Zeitableitungen der Verschiebungsfunktionen  
1 1
Δ Δ Δ Δ
, 1 , , 1 ,,ξ t ξ tu u ξ u w w ξ w= + = +                  (3.8) 
bereitgestellt. Aus den Koordinatenbeziehungen  
1 1 2 2,ξ x u s ξ x w= − − = −                (3.9) 
 folgt für die lokale Zeitableitung der Koordinaten 
Δ Δ Δ Δ
1 2,ξ u s ξ w= − − = −   .              (3.10) 
Einsetzen von (3.8) in (3.10) führt schließlich auf die gesuchte lokale Geschwindigkeit 
1
1
1
,
,L Δ
,
, ,
,
1
1
t
ξ
t
ξ t
ξ
u s
u
v ξ
u s
w w
u
+ − +
 = =
+ 
− + 
 
 

 
 

.             (3.11) 
Speziell an den Lagern ( ) ( )A A ,= − −ξ u ξ t s t  und ( ) ( )B B ,= − −ξ L u ξ t s t  stellt ein ortsfester 
Beobachter die Geschwindigkeiten  
( )
( )
( )
( )
1 1
, ,
L L
, ,A B
, ,
1 , 1 ,,
0 0
t A t B
ξ A ξ B
u ξ t s u ξ t s
u ξ t u ξ tv v
+ +   − −   + += =      
   
   
 
           (3.12) 
fest.  
Die Größen der Verformungskinematik können ebenfalls aus der Beziehung für den Ortsvektor 
abgeleitet werden. Unter Benutzung von (2.18) ergibt sich zunächst der Deformationsgradient  
   1
1
,
,
01
1
ξ
ξ
u
w
F  =  
+
 




.               (3.13) 
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Die auf die Ausgangskonfiguration bezogenen Tensoren C


 und E


 werden durch die Auswertung 
von (2.22) und (2.25) bestimmt 
( ) ( )1 1 1 1 1 1
1 1
2 22 2
, , , , , ,
, ,
1 1 11,
21 0
ξ ξ ξ ξ ξ ξ
ξ ξ
u w w u w w
C E
w w
   + + + + −
= =   
   
 
 
     
 
.
   
  (3.14) 
Bei dem vorliegenden strukturmechanischen Modell des Sägedrahtes müssen zur Formulierung der 
Formänderungsenergie die Dehnung und Neigung eines materiellen Linienelementes bereitgestellt 
werden. Unter Beachtung, dass dieses in der Ausgangskonfiguration in Richtung der 1ξ - Koordina-
tenachse orientiert ist, liefert (2.29) für die Dehnung des Linienelementes 
( )1 1
2 2
, ,1 1ξ ξε u w= + + −  .              (3.15) 
In gleicher Argumentation kann durch Auswertung von (2.32) der Neigungswinkel  
( )
1
1 1
,
12 2 2
, ,
sin
1
ξ
ξ ξ
w
γ
u w
=
+ +

 
              (3.16) 
bestimmt werden. Da in vielen Literaturstellen meist einfache und zum Teil unvollständige Skizzen 
genutzt werden, um die Größen der Verformungskinematik abzuleiten, soll abschließend diese 
synthetische Vorgehensweise kurz abgehandelt werden. Die synthetische Bestimmung von Größen 
der Verformungskinematik ist für die betrachtete Problemstellung möglich, da sich die kinematischen 
Zusammenhänge für das einparametrige Strukturmodell und durch die Beschränkung auf ebene 
Deformationen zeichnerisch leicht darstellen lassen.  
 
Abbildung 3.3: Verformungskinematik für die LAGRANGEsche Betrachtungsweise. Darstellung eines differentiellen Linienelementes in 
der Ausgangs- und in der Momentankonfiguration 
Das in Abbildung 3.3 dargestellte materielle Linienelement des Drahtes 1 1dS dξ=  wird infolge einer 
Deformation auf die Länge 1ds  gedehnt. Aus der geometrischen Betrachung liest man für die 
Dehnung  
( )2 211
1 1
1 1
dξ du dwds
ε
dS dξ
+ +
= − = −
 
            (3.17) 
ab, was nach elementarer Umformung die in (3.15) angegebene Beziehung bestätigt. Für den 
Neigungswinkel des Linienelementes lässt sich die Beziehung 
  
 
44 3 Mechanisches Modell und Modellvarianten 
 
( )
( )
2
1
12 2 21 1
,sin dw ξ t dwγ
ds dξ du dw
= =
+ +
 
 
           (3.18) 
angegeben, was sich ebenfalls nach kurzer Rechnung in (3.16) überführen lässt. Die materielle 
Variation der Verschiebungsfunktionen in LAGRANGE-Koordinaten ist trivial  
( ) ( )1 1, , ,u t u w t wξ ξ ξ ξδ ξ δ δ ξ δ= =    .           (3.19) 
Zur Bestimmung der lokalen Variationen der Verschiebungsfunktionen muss die Kettenregel (2.66) 
beachtet werden. Einsetzen liefert zunächst 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
1 1 1 1
1
1
1 1 1 1
1
,, , , ,
,, , , .
x x
x x
w tw t x t w t
u tu t x t u t
∂
= ⋅ +
∂
∂
= ⋅ +
∂

 

 
ξ
ξ
ξ
δ ξ δ ξ δ ξ
ξ
ξ
δ ξ δ ξ δ ξ
ξ
         (3.20) 
Der für die weitere Auswertung benötigte Zusammenhang zwischen der EULER-Koordinaten 1x  und 
der LAGRANGE-Koordinaten 1ξ  ist durch die Koordinatenbeziehung (3.5) gegeben. Ausführen der 
lokalen Variation von (3.5) führt auf 
( )

( ) ( )
( )
1 1 1 1
0 0
1
, ,
,
x x x x
x
x t x u t s t
u t
δ ξ δ δ ξ δ
δ ξ
= =
= − −
= −


         
   (3.21) 
und nach Einsetzen in (3.20) auf die gesuchten lokalen Variationen der Verschiebungsfunktionen  
1
1 1
,
, ,
1 ,
1 1x x
w
u u w w u
u u
ξ
ξ ξ ξ
ξ ξ
δ δ δ δ δ= = −
+ +

    

.          (3.22) 
Damit sind die lokalen Variationen der Verschiebungsfunktion ( )1,xw tδ ξ  bzw. ( )1,xu tδ ξ  streng auf 
die materiellen Variationen ( )1,w tξδ ξ  und ( )1,u tξδ ξ  zurückgeführt.  
Die Prinzipe der analytischen Kontinuumsmechanik unterscheiden sich im Wesentlichen durch die 
Zusatzforderungen an die Variation [19]. Für das im Rahmen der Arbeit angewandte Prinzip von 
HAMILTON sind die Zusatzforderungen klar definiert. Die virtuellen Verschiebungsfelder ergeben sich 
durch materielle Variation ξδ  aus dem Vektorfeld der realen Lagen, also durch materielle Variation 
des Ortsvektors ([19] bzw. [24]). Die Anwendung auf den Ortsvektor (3.4) führt unter Beachtung von 
1 0ξδ ξ = , 2 0ξδ ξ =  und ( ) 0ξδ s t =  direkt auf 
( )
( )
1
1
,
,
ξ
ξ
ξ
δ u ξ t
δ x
δ w ξ t
 
=  
 



.               (3.23) 
Um die mit den Gleichungen (3.22) gefundenen Zusammenhänge zu veranschaulichen, ist in Abbil-
dung 3.4 der Unterschied zwischen lokaler und materieller Variation der Verschiebungsfunktionen 
dargestellt. Am Ort 1 ax =  wirke eine stets vertikal gerichtete Kraft F  auf den Draht. Zur Formulie-
rung der virtuellen Arbeit dieser Kraft benötigt man die lokale Variation der Querverschiebungsfunk-
tion ( )1 a ,xδ w ξ ξ t= . Da die Verschiebungsfunktionen in LAGRANGE-Koordinaten angeschrieben sind, 
  
45 3.2 Kinematik des Drahtes in Euler-Koordinaten 
 
muss das materielle Teilchen aξ , welches zum betrachteten Zeitpunkt mit dem Ort 1 ax =  zusam-
menfällt, allerdings erst über die Koordinatenbeziehung  
( ) ( )*a a ,ξ L u ξ t s t= − −               (3.24) 
identifiziert werden. 
 
Abbildung 3.4: Unterschied zwischen lokaler- und materieller Variation der Verschiebungsfunktionen in LAGRANGE-Koordinaten am 
Beispiel einer ortsfest auf den Draht wirkenden Einzelkraft. 
3.2 Kinematik des Drahtes in EULER-Koordinaten  
Die Verschiebungen ( )1,u x t  und ( )1,w x t  sind in der EULERschen Betrachtungsweise Funktionen des 
Ortes 1x  und der Zeit t , d. h. ein ortsfester Beobachter sieht zum Zeitpunkt t  ein materielles Teil-
chen den Ort 1x  passieren und stellt die dem Teilchen zugeordnete Feldgröße z. B. die jeweilige 
Längs- und Querverschiebung fest. Diese Betrachtungsweise ist für die Problemstellung zweckmäßi-
ger, bietet rechentechnische Vorteile und ist auch physikalisch anschaulicher. Beispielsweise können 
die ortsfesten Querverschiebungen des bewegten Drahtes auch messtechnisch erfasst werden. Da 
die Positionen der Führungsrollen ortsfest und damit zeitinvariant sind, können die geometrischen 
Randbedingungen der Verschiebungsfunktionen an zeitunabhängigen Positionen angeschrieben 
werden. Dies erleichtert erheblich die Formulierung von Näherungsansätzen.  
 
Abbildung 3.5: Kinematik des bewegten Drahtes in EULER-Koordinaten. Veranschaulichung von Ausgangs- und Momentankonfiguration, 
der Koordinatenbeziehung und der Position der Randbedingungen. 
Der Ortsvektor eines beliebigen materiellen Teilchens lässt sich mit den vereinbarten Bezeichnungen 
für die Längs- und Querverschiebung mit 
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( ) ( )
( )
1 11
2 12
,
,
ξ u x t s tx
x
ξ w x tx
+ +  = =   +   
             (3.25) 
leicht angeben. Zur Bestimmung der materiellen Geschwindigkeit berechnet man mit (2.41) zunächst 
die materiellen Zeitableitungen der Verschiebungsfunktionen in EULER-Koordinaten 
1 1, 1 , , 1 ,,x t x tu u x u w w x w= + = +
    .            (3.26) 
Die materielle Zeitableitung der Koordinatenbeziehungen (3.25) führt unter Beachtung von (3.26) auf 
die gesuchte materielle Geschwindigkeit 
1
1
1
,
,M
,
, ,
,
1
1
t
x
t
t x
x
u s
u
v x
u s
w w
u
+ 
 −
 = =
+ 
+ − 


 

.             (3.27) 
Die lokale Geschwindigkeit lässt sich bei Verschiebungsfunktionen in EULER-Koordinaten durch 
Auswertung von (2.44) mit 
,L Δ
,
t
t
u s
v ξ
w
− − 
= =  − 


                (3.28) 
angeben. Mit den theoretischen Vorbetrachtungen zur Verformungskinematik (Abschnitt 2.2.2) 
bereitet die Bestimmung der erforderlichen Größen keine Schwierigkeiten. Die im Ortsvektor (3.25) 
enthaltenen Koordinatenbeziehungen führen nach Auswertung der Bildungsvorschrift (2.20), also der 
Differentiation von dξ

 nach dx , auf den inversen Deformationsgradienten 
1
1
,1
,
01
1
x
x
F
u
w
−
− 
=  
 − 


.               (3.29) 
Mit der gefundenen Beziehung können unter Beachtung von (2.24) und (2.25) die auf die Momentan-
konfiguration bezogenen Verzerrungstensoren 1B −


 und e

  angegeben werden 
( ) ( )1 1 1 1 1 1
1 1
2 22 2
, , , , , ,1
, ,
1 1 11,
21 0
x x x x x x
x x
u w w u w wB e
w w
−
   − + − − − −
= =   
−   



 .    (3.30) 
Die Informationen bezüglich Dehnung und Neigung eines materiellen Linienelementes sind in den 
Verzerrungstensoren enthalten. Für die konkrete Auswertung von (2.29) und (2.33) müssen vorab die 
Richtungssvektoren 1n
  und 2n
  des Linienelementes konstruiert werden. Der Anstieg eines Linien-
elementes in der Momentankonfiguration ist bei der Formulierung der Verschiebungsfunktionen in 
EULER-Koordinaten 
112 ,tan xγ w= . Damit ergibt sich für die normierten Richtungsvektoren 
11
21
,
2
1 0
,
1 1
1
xx ww
n n   = =   +   
  .            (3.31) 
Für die Dehnung folgt durch Anwendung von (2.29)  
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1
1
2
,
2
,
1
1
(1 )
x
x
w
ε
u
+
= −
−
               (3.32) 
und für die Neigungswinkel mit (2.33) 
1
1,
12 2
,1
sin x
x
γ
w
w
+
= .               (3.33) 
Die Größen der Verformungskinematik können wiederum mit einer synthetischen Betrachtung 
bestätigt werden. Wie in Abbildung 3.6 dargestellt, hat ein materielles Linienelement in der Momen-
tankonfiguration die Länge 1ds  und die Orientierung 1n
 .  
 
Abbildung 3.6: Verformungskinematik für die EULERsche Betrachtungsweise. Darstellung eines differentiellen Linienelementes in der 
Ausgangs- und in der Momentankonfiguration. 
Im Sinne einer EULERschen Betrachtung fragt man nach der Länge und der Orientierung des betrach-
teten Linienelementes in der Ausgangskonfiguration. Die Länge des Linienelementes in der Aus-
gangskonfiguration ist 1 1dS dx du= − , die Orientierung in Richtung der 1e
 - Koordinatenachse. Damit 
kann man für die Dehnung 
2 2
1
1
1dx dwε
dx du
+
= −
−
               (3.34) 
angeben, was nach elementarer Umformung den in (3.32) gefundenen Zusammenhang bestätigt. Für 
den Neigungswinkel liest man  
12 2 2
1
sin =
+
dw
dx dw
γ               (3.35) 
ab. Eine Erweiterung des Bruchs mit 
1
1
dx  führt nach kurzer Rechnung auf (3.33).  
Abschließend werden die Variationen der Verschiebungsfunktionen abgehandelt. Die lokalen Varia-
tionen der Verschiebungsfunktionen in EULER-Koordinaten sind mit 
( ) ( )1 1, , ,= =x x x xu x t u w x t wδ δ δ δ           (3.36) 
trivial. Zur Berechnung der materiellen Variation der Verschiebungsfunktionen muss die Kettenregel 
(2.66) beachtet werden. Einsetzen der Verschiebungsfunktionen liefert zunächst 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
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1
1
1 1 1 1
1
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∂
∂
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δ δ ξ δ
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          (3.37) 
Mit der bekannten Koordinatenbeziehung ( ) ( )1 1 1,x ξ u x t s t= + +  ergibt sich für die in (3.37) 
geforderte materielle Variation der 1x - Koordinate  
( )1 1,ξ ξδ x δ u x t= .                (3.38) 
Einsetzen von (3.38) in (3.37) führt nach kurzer Rechnung schließlich auf die gesuchten materiellen 
Variationen der Verschiebungsfunktionen 
1
1 1
,
, ,
1 ,
1 1
= = +
− −
x
x x x
x x
w
u u w u w
u uξ ξ
δ δ δ δ δ .         (3.39)
Für konkrete Berechnungen, wie beispielsweise zur Formulierung einer virtuellen Arbeit, werden die 
virtuellen Verschiebungsfelder benötigt. Sie ergeben sich formal durch die materielle Variation des 
Ortsvektors ξδ x
 . Die Auswertung der Bildungsvorschrift ist mit der geleisteten Vorarbeit (3.39) 
problemlos möglich:  
1
1
1
,
,
,
1
1
1
x
x
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x
x x
x
δ u
u
δ x
w
δ u δ w
u
 
 −
 =
 
+ − 
 .              (3.40) 
Der Vorteil der Formulierung der Verschiebungsfunktionen in EULER-Koordinaten soll an einem 
einfachen Beispiel des bewegten Drahtes mit einer nichtmateriellen Übergangsbedingung demons-
triert werden (Abbildung 3.7).  
 
Abbildung 3.7: Kinematische Beschreibung einer nichtmateriellen Übergangsbedingung in EULER-Koordinaten am Beispiel einer 
ortsfest auf den Draht wirkenden Feder.  
Dazu wird eine am Ort 1 ax =  stets vertikal wirkende Feder (Federkonstante c ) in das Modell 
integriert. Der Draht soll sich dabei reibungsfrei durch eine fest mit dem Endpunkt der Feder 
verbundene Öse bewegen. In der Momentankonfiguration zum Zeitpunkt t  sieht ein ortsfester 
Beobachter am Ort 1 ax =  ein materielles Teilchen die Öse passieren und stellt die dem Teilchen 
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zugeordneten Verschiebungsfunktionen fest. Der Beobachter kann bei Kenntnis der Verschiebungs-
funktionen beispielsweise die Position des entsprechenden materiellen Teilchens in der Ausgangkon-
figuration rekonstruieren. Da zu verschiedenen Zeitpunkten unterschiedliche materielle Teilchen die 
Öse passieren, spricht man von nichtmateriellen Übergangsbedingungen. Die Übergangsbedingung 
ist also nicht materiefest. Die im Prinzip von HAMILTON geforderte materielle Variation führt auf 
( ) ( )pot, F a, a,E cw t w tξ ξδ δ= .             (3.41) 
Da man EULER-Koordinaten als unabhängige metrische Parameter verwendet, muss die materielle 
Variation der Querverschiebung am Ort 1 ax =  auf lokale Variationen zurückgeführt werden. Nach 
Einsetzen von (3.39) ergibt sich  
( )
( )
( ) ( ) ( )
1
1
,
pot, F
,
a,
a, a, a,
1 a,
x
x x
x
w t
E cw t u t w t
u tξ
δ δ δ
 
= + 
−  
.        (3.42) 
Aus (3.42) wird deutlich, dass sich die virtuelle Verrückung am Ort 1 ax =  additiv aus einem Anteil in 
Längs- und einem Anteil in Querrichtung zusammensetzt. Nur für den Fall, dass durch konstruktive 
Maßnahmen eine Längsverschiebung am Ort 1 ax =  verhindert oder im strukturmechanischen 
Modell ganzheitlich vernachlässigt wird ( )1, 0u x t ≡  (Saite), reduziert sich die virtuelle Verrückung auf 
( )a,xw tδ . Der in (3.42) angegebene Zusammenhang kann mit der an der Feder verrichteten 
virtuellen Arbeit bestätigt werden. Die skalare Verknüpfung der Federkraft ( ) 2a,FF c w t e= −

  mit 
dem aus (3.40) bekannten Vektor der virtuellen Verrückungen ergibt die am System verrichtete 
virtuelle Arbeit 
( )
( )
( ) ( ) ( )
1
1
,
F F F
,
a,
a, a, a,
1 a,
x
x x
x
w t
W F x cw t u t w t
u t
δ δ δ δ
 
= = − + 
−  

 .        (3.43) 
Die Äquivalenz der Formulierungen wird unter Beachtung von pot, F FE Wξδ δ= −  deutlich. Dieses 
einfache Beispiel illustriert unmissverständlich die Vorteile, die sich mit der Beschreibung in EULER-
Koordinaten ergeben, falls ortsfeste Lasten auf das bewegte Kontinuum wirken. Ergänzend kann 
argumentiert werden, dass im betrachteten Anwendungsfall die Positionen der Führungsrollen A und 
B ebenfalls raumfest sind. Werden EULER-Koordinaten verwendet, lassen sich demzufolge die 
Verschiebungsrandbedingungen an zeitunabhängigen Positionen angeben. Zudem ist das Kontroll-
volumen klar abgegrenzt. Die Beschreibung in LAGRANGE-Koordinaten ist selbstverständlich ebenfalls 
möglich, aber bei den vorliegenden Belastungen und Randbedingungen unzweckmäßig. In dem von 
RIEMER betrachteten Modell [101] ist der Sachverhalt anders. Es enthält neben einem klassischen 
viskoelastisch-ortsfesten Lager ein bewegtes viskoelastisches Lager, welches weder materiell noch 
lokal ist. Damit existieren praktisch keine wesentlichen Vor- oder Nachteile bei der Wahl der 
unabhängigen metrischen Koordinaten für die Verschiebungsfunktionen. 
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3.3 Modell I 
3.3.1 Variationsformulierung und Feldgleichungen 
In den Abschnitten 3.1 und 3.2 wurden die kinematischen Beziehungen für den bewegten Draht 
erarbeitet. Mit diesen umfangreichen Vorüberlegungen können prinzipiell LAGRANGE- oder EULER-
Koordinaten zur Beschreibung der Kinetik und speziell zur Auswertung des erweiterten Prinzips von 
HAMILTON benutzt werden. Im Gegensatz zur Arbeit von RIEMER [101] werden EULER-Koordinaten 
benutzt. Die damit verbundene Betrachtungsweise ist vom Standpunkt der vorliegenden ingenieur-
technischen Anwendung zweckmäßiger. Zudem lassen sich mit Blick auf die Ortsdiskretisierung 
wesentlich leichter Ansatzfunktionen in EULER-Koordinaten formulieren, da die Randbedingungen an 
zeitunabhängigen Positionen auftreten. Mit der Festlegung der Koordinaten können die kinetische 
Energie, die potentielle Energie und die am System verrichtete virtuelle Arbeit formuliert werden. 
Dazu werden zur Vereinfachung die nichtlinearen Beziehungen (3.27), (3.32) und (3.33) in eine  
TAYLOR-Reihe um die deformationsfreie Referenzkonfiguration entwickelt: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
1 1
1 1
1
1 1 1 1 1
1
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 
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     (3.44) 
Die quadratische Näherung der Dehnung ist essentiell, um eine Kopplung von Längs- und Quer-
schwingungen zu garantieren. Rein formal kann die in (3.44) angegebene quadratische Näherung der 
betrachteten kinematischen Größen zur Formulierung des Variationsproblems benutzt werden. Bei 
dieser konsistenten, aber rein mathematischen Herangehensweise wird die Variationsformulierung 
allerdings in unnötiger Art und Weise um eine Vielzahl physikalisch vernachlässigbarer Terme 
erweitert. Um einen Eindruck davon zu gewinnen, ist eine entsprechende Variationsformulierung für 
das Modell I im Anhang A1 aufgeführt. Aus ingenieurtechnischer Sicht können die einzelnen Terme 
der kinematischen Größen physikalisch interpretiert werden, um sinnvolle Vereinfachungen zu 
vereinbaren. Die Längsverzerrungen sind betragsmäßig 
1, 1xu  und zudem um Größenordnungen 
kleiner als die Verzerrungen in Querrichtung 
1,xw . Aus diesem Grund wird vereinbart, dass in (3.44) 
Terme ab ( ) ( )12 ,xu  in guter Näherung vernachlässigt werden können. Damit ergibt sich für die 
Dehnung  
1 1
2
, ,
1
2
≈ +x xε u w .                (3.45) 
An dieser Stelle sei auf eine Besonderheit hingewiesen. Benutzt man zur Beschreibung der Verschie-
bungsfunktionen LAGRANGE-Koordinaten und nähert die Beziehung für die Dehnung (3.15) ebenfalls 
quadratisch in den Verschiebungsgrößen bzw. deren partiellen Ableitungen, ergibt sich 
( ) ( )1 1 1 132, , , ,2 ,
1
x x x xε u w u w≈ + +    .             (3.46) 
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Die Beziehung (3.46) hat damit zwar formal die gleiche Gestalt wie (3.45), bei einer Rechnung 
müssen die Verschiebungsfunktionen aber streng unterschieden werden. Nur innerhalb der Theorie 
kleiner Deformationen ist der Bezug auf die Ausgangs- bzw. Momentankonfiguration identisch. Mit 
Blick auf die dominierende Führungsgeschwindigkeit können nichtlineare Geschwindigkeitsanteile 
der Verschiebungsgrößen vernachlässigt werden. Man gelangt so zu einer linearen Näherung für die 
materielle Geschwindigkeit  
( ) ( ) ( )
( ) ( )1
1
1
1
1
, , ,M
, , , ,
2
,
2
, ,
1 ,
, , ,
x t t
t x t t
x
x x
s u u
u
u u
v x
w s uww w
+ + + 
= ≈  + + 


 



,         (3.47) 
welche in allen gesichteten Literaturstellen (siehe Abschnitt 6.1.2) benutzt wird. Mit den kinemati-
schen Beziehungen für die Dehnung ε , die Neigung 12γ γ=  und die materielle Geschwindigkeit Mv
  
kann zunächst die auf das Volumen bezogene LAGRANGE-Funktion in EULER-Koordinaten ( )* ,iL x t  
angeschrieben werden  
( ) ( ) ( )
( ) ( )
1
* * *
1 kin 1 pot 1
* * 2 2
kin 1 pot 1 ,
, ,
1 1 1, .
2 2 2 x
L x t E x E x
EI
E x x x E x E
A A
= −
= ⋅ = + 
 µ ε γ
        (3.48) 
Die Variable
1,xγ  in (3.48) kennzeichnet die Krümmung des Drahtes. Die etwas ungewohnte Form der 
kinetischen- und potentiellen Energie in (3.48) soll kurz erläutert werden. Dazu betrachten wir die in 
(2.79) geforderte Integration der lokal zu variierenden spezifischen LAGRANGE-Funktion ( )* ,x iL x tδ  
über das materielle Volumen. Unter der Voraussetzung, dass die Querschnittsfläche des Drahtes bei 
der Deformation konstant bleibt, kann das Volumenintegral in ein Integral der Ortskoordinate 1x  
umgeschrieben werden 
( )
1
1
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,
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∫
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      (3.49) 
Mit (3.49) ergibt sich dann wieder die gewohnte Form. Die Formulierung der bezogenen Potentiale in 
der Form (3.48) ist aber mit Blick auf die Auswertung des Oberflächenintegrals in (2.79) sinnvoll, um 
Dimensionskonflikte auszuschließen.  
Wie bereits angedeutet, werden die Kontaktkräfte zunächst als äußere Folgelasten modelliert. Da sie 
der Drahtkontur folgen, sind sie als Vektorfunktionen der Verschiebungsgrößen  
( ) ( )( ) ( ) ( )( )N 1 1 R 1 1, , , , , , ,f u x t w x t f u x t w x t
 
          (3.50) 
auszudrücken. Durch die Benutzung von EULER-Koordinaten wird für die Orientierung nur die 
Durchbiegung ( )1,w x t  maßgeblich sein. Zur Konstruktion der Vektorfunktionen betrachten wir 
einen materiellen Punkt des Drahtes, welcher zu einem beliebigen Zeitpunkt t  mit dem Raumpunkt 
'P  zusammenfällt. Durch die infinitesimale Nachbarschaft zum Punkt 'Q  wird ein Linienelement in 
der Momentankonfiguration definiert (siehe Abbildung 3.6). Wie man Abbildung 3.8 entnehmen 
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kann, wird der Richtungssinn der Vektorfunktionen vom betrachteten differentiellen Linienelement 
bestimmt.  
 
Abbildung 3.8: Orientierung eines differentiellen Linienelementes in der Momentankonfiguration und Veranschaulichung der damit 
definierten Richtung der äußeren Folgelasten.  
Mit der bereits bekannten Beziehung für die Orientierung des Linienelementes in der Momentankon-
figuration (3.33) lassen sich der Tangenteneinheitsvektor t

 und der Normaleneinheitsvektor n  
streng 
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und in quadratischer Näherung  
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angeben. Mit (3.52) ist für jeden materiellen Punkt, der zum Zeitpunkt t  mit dem entsprechenden 
Raumpunkt zusammenfällt, die Orientierung der zugeordneten Streckenlasten bestimmt. Mit der 
bereits erwähnten Modellannahme eines im stationären Zustand gleichmäßigen Materialabtrages 
sind zudem die Beträge der Vektorfunktionen klar definiert. Zu beachten ist weiterhin, dass die 
Streckenlasten ausschließlich im Eingriffsbereich des Ingot a 1 e≤ ≤x x x  wirken. Mit Hilfe der Aus-
blendeigenschaft der HEAVISIDE-Funktion 
( ) 11
1
0 0
1 0
<=  ≥
für x
x
für x
σ
             
 (3.53) 
lassen sich die im betrachteten Kontrollbereich 10 x L≤ ≤  abschnittsweise wirkendenden Strecken-
lasten als stetige Funktionen schreiben. Mit der Abkürzung 
( ) ( ) ( )1 1 a 1 ex x x x xσ σ σ σ= = − − −             (3.54) 
können in übersichtlicher Art und Weise die gesuchten Vektorfunktionen der Streckenlasten  
( )( ) ( )( )
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angegeben werden. Zur Formulierung der virtuellen Arbeit müssen die entsprechenden nichtkonser-
vativen Kraftgrößen skalar mit dem Vektor der virtuellen Verrückungen (3.40) verknüpft werden. In 
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Analogie zur materiellen Geschwindigkeit wird der Vektor der virtuellen Verrückungen ebenfalls 
linear genähert:  
( ) ( )[ ]
( ) ( )[ ]
1
1 1
1
1
,
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, ,
,
2
,
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,
x x
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x x xx x
xu δ uδ x
w u δ w
u
w δ u
+ + 
≈  + + 



.           (3.56) 
Die skalare Verknüpfung von (3.56) mit den Vektoren der längenbezogenen Dämpfer- und Kontakt-
streckenlasten (siehe Abbildung 3.1) bzw. mit dem Vektor der Vorspannkraft VF  am Ort 1x L=  führt 
auf die virtuelle Arbeit 
( )
( ) ( ) ( )( )
( )
( )( ) ( )
1 1 1 1 1
1 1 1 1 1 1
1 1 1
1
2 2
Ν , , , V , , ,
0
2 2
R , , , H , , , , 1
2
N , R , V , , 1
0
V ,
1
2
11 1 1 2 1
2
11
2
1 , , .
L
x x x x t x
x x x x x t x x
L
x x t x x
x x
W f w u w b w w sw
f u w u b s u u u u u dx
f w f w b w s w wdx
F u L t u L t
δ
σ δ
σ δ
δ
  = − + − +  
 
 − + + − − + + + +  
  
  + − − − +  
  
+ +
∫
∫

 
 
     (3.57) 
In den einzelnen Termen in (3.57) sind die beschriebenen Modellannahmen anschaulich wiederzu-
finden. Man erkennt den Richtungscharakter der Folgelasten, die ebenfalls im Eingriffsbereich des 
Ingot definierte, viskose äußere Dämpfung in horizontaler ( Hb ) und vertikaler Richtung ( Vb ) und die 
für das Modell I maßgebliche Eigenschaft einer horizontal wirkenden Vorspannkraft VF  am Ort 
1x L= .  
Zur Auswertung des Prinzips von HAMILTON muss bei der Verwendung von EULER-Koordinaten das 
Oberflächenintegral in (2.79) berücksichtigt werden. Im vorliegenden Fall eines einparametrigen 
Kontinuums mit einfachen Ein- und Austrittsoberflächen ist die Auswertung unproblematisch. Zudem 
kann das Oberflächenintegral physikalisch interpretiert werden. In Abbildung 3.9 ist der Kontrollbe-
reich des Modells mit den zugehörigen Grenzen 1 0=x  und 1 =x L  dargestellt.  
 
Abbildung 3.9: Grenzen des Kontrollbereiches mit den zugehörigen Einheitsnormalenvektoren von Eintritts- und Austrittsoberfläche. 
Sowohl Materieproduktion als auch Materiezufuhr im Inneren des Kontrollvolumens sind aus 
physikalischen Gründen ausgeschlossen. Lediglich der Materiefluss über die Grenzen des Kontrollbe-
reiches durch die Ein- und Austrittsoberfläche ist möglich, d. h. es fließt am Ort 1 0=x  Materie mit 
einer Eintrittsgeschwindigkeit MAv
  in den Kontrollbereich und verlässt ihn mit der Geschwindigkeit 
M
Bv
  am Ort 1 =x L . Da die Änderung von Dichte und Querschnittsfläche des Drahtes bei der Defor-
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mation vernachlässigbar gering sind, kann sich das im Kontrollbereich befindliche materielle Volu-
men ( )V t  nur über die Differenz von Ein- und Austrittsgeschwindigkeit verändern. Für den Sonder-
fall, dass die Beträge von Eintritts- und Austrittsgeschwindigkeit identisch sind, befindet sich immer 
das gleiche materielle Volumen im Kontrollbereich und das Oberflächenintegral verschwindet. Im 
allgemeinen Fall wird über das Oberflächenintegral die zeitliche Änderung des Integrationsbereiches 
erfasst. Um die Orientierung der Einheitsnormalenvektoren von Eintritts- und Austrittsoberfläche  
physikalisch sinnvoll festzulegen, sind Zusatzüberlegungen erforderlich. Dazu betrachten wir vorab 
die Massenbilanz des Kontrollbereiches. Ersetzen der beliebigen Skalarfunktion ( )Φ ,ix t  mit der 
Dichte ( )D ,iρ x t  in Gleichung (2.50) führt auf  
( ) ( ) ( ) ( )( )D D D,
( ) ( ) ( )
, , ,ξ ξ Ai i i i it
V t V t A t
d m t d
m ρ x t dV ρ x t dV ρ x t n x dA
dt dt
= = = +∫ ∫ ∫  .    (3.58) 
Die Dichte des Drahtes ist während der Deformation in guter Näherung konstant ( ) D0,iρ x t ρ= . 
Damit entfällt in (3.58) der erste Term der rechten Seite, d. h. der Integrand ändert sich nicht. Das 
Oberflächenintegral in (3.58) wird in Eintritts- und Austrittsbereich  
( ) ( ) ( )
A B
M M
D0 A A D0 B B
ξ
A A
d m t
m ρ n v dA ρ n v dA
dt
= = ⋅ + ⋅∫ ∫
            (3.59) 
aufgespalten. Die materiellen Geschwindigkeiten an der Ein- und Austrittsposition werden für die 
weiteren Betrachtungen mit  
A BM M
A B,0 0
v v
v v   = =   
   
               (3.60) 
festgelegt. Für die Orientierung der Einheitsnormalenvektoren wird  
A B
1 1
,
0 0
−   = =   
   
n n                 (3.61) 
vereinbart. Die Ausführung der skalaren Verknüpfungen in (3.59) führt unter Beachtung von (3.60) , 
(3.61) und A B= =A A A  auf 
( ) ( ) ( ) ( ) ( )
A B
D0 A D0 B A B
ξ
A A
d m t
m t ρ v dA ρ v dA μ v v
dt
= = + − = −∫ ∫ .      (3.62) 
Aus (3.62) ergeben sich einige physikalisch anschauliche Schlussfolgerungen. Ist die Eintrittsge-
schwindigkeit größer als die Austrittsgeschwindigkeit A B>v v , ist auch der Massenstrom 0>m ,    
d. h. die Masse im Kontrollbereich wächst an. Für A B<v v  sinkt die sich im Kontrollbereich befind-
liche Masse 0<m . Sind Eintritts- und Austrittsgeschwindigkeit gleich, ergibt sich die triviale 
Aussage 0=m . Die Berücksichtigung der Massenbilanz des Kontrollbereiches (3.62) ist für die 
Auswertung von (2.79) sehr hilfreich. Durch die physikalisch motivierte Festlegung der Normalenein-
heitsvektoren von Ein- und Austrittsfläche ergeben sich nämlich automatisch die richtigen Vorzeichen 
für die entstehenden Randterme in der Variationsformulierung. Die in [22] angegebenen Potentiale 
für das verwandte Problem eines einseitig fixierten und mit konstanter Geschwindigkeit durchström-
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ten Rohres unterstreicht indirekt die angegebene Vorgehensweise. Die sich bei der korrekten 
Auswertung des Prinzips von HAMILTON automatisch ergebenden Impulsterme für den Austritt der 
Materie aus dem Kontrollbereich werden in dem von WAUER betrachteten Beispiel aus physikalischen 
Erwägungen heraus in der virtuellen Arbeit ergänzt.  
Eine weitere Besonderheit, dass materielle Geschwindigkeiten an nichtmateriellen Übergangsstellen 
i. a. unstetig sind [101], lässt sich ebenfalls zeigen. Die Auswertung von (3.27) am Lager A führt unter 
Beachtung der Randbedingung für die Durchbiegung auf 
( )
( )
1
,
M
,A
0,
1 0, .
0
t
x
u t s
u tv
+ 
 −=   
 

               (3.63) 
Mit der Modellannahme, dass durch die Reibung eine Längsverschiebung auf der Führungsrolle A 
ausgeschlossen ist, verschwindet die partielle Zeitableitung ( ), 0,tu t . Die Längsverzerrung ( )1, 0,xu t  
ist im Normalfall, d. h. bei vorgespanntem Draht, selbstverständlich ungleich null. Mit den beschrie-
benen Annahmen ergibt sich für die materielle Geschwindigkeit am Raumpunkt A 
( )
1
M
,A 1 0,
0
x
s
u tv
 
 −=   
 

 . 
             
 (3.64) 
Da aber dem Kontinuum im Raumpunkt A die Geschwindigkeit s  aufgeprägt wird, entsteht eine Ge-
schwindigkeitsdifferenz, was die Unstetigkeit der materiellen Geschwindigkeit an der Lagerstelle zur 
Folge hat. Da die Längsverzerrung ( )
1, 0,xu t  um Größenordnungen kleiner eins ist, wird der Unter-
schied allerdings gering sein. 
Zur weiteren Auswertung von (2.79) wird das darin enthaltene Oberflächenintegral in Eintritts- und 
Austrittsbereich  
( )( ) ( )( ) ( )( )
A
* * *
1 A A 1 B B
( )
, 0, ,⋅ = = ⋅ + = ⋅∫ ∫ ∫
B
A
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         (3.65) 
aufgespalten. Die Einheitsnormalenvektoren der Eintrittsfläche An
  und der Austrittsfläche Bn
  sind 
mit (3.61) festgelegt. Die materielle Variation des Ortsvektors (3.25) liefert für die Koordinaten 
zunächst allgemein  
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       (3.66) 
und mit den in (3.39) bereitgestellten Beziehungen schließlich 
1
1 1
,
1 2
, ,
1 ,
1 1
= = +
− −
x
x x x
x x
w
x u x u w
u uξ ξ
δ δ δ δ δ .          (3.67) 
Zur Vereinfachung können die Brüche von (3.67) in eine TAYLOR-Reihe um die deformationsfreie 
Referenzkonfiguration entwickelt werden: 
 ( ) ( )( ) ( ) ( )( )1 1 1 1 12 21 , , 2 , , ,1 , ,x x x x x x x xx u u u x w u w u wξ ξδ δ δ δ δ= + + = + +  .   (3.68) 
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Die in (3.65) geforderte skalare Verknüpfung führt unter Beachtung der Eintritts- und Austrittsposi-
tionen auf 
( )( ) ( ) ( )( ) ( )1 1A A , B B ,1 0, 0, , 1 , , .x x x xn x u t u t n x u L t u L tξ ξδ δ δ δ⋅ = + + ⋅ = − +
       (3.69) 
Da die Integranden in (3.65) unabhängig von den Oberflächen sind und zudem A B= =A A A  gilt, 
können sowohl die spezifische LAGRANGE-Funktion als auch die ausgewerteten Skalarprodukte (3.69) 
vor das entsprechende Integral gezogen werden:  
( )( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( )1 1* * *1 , ,
( )
, 0, 1 0, 0, , 1 , , .A x x x x
A t
L x t n x dA AL t u t u t AL L t u L t u L tξδ δ δ⋅ = + + − +∫
   
(3.70) 
Damit sind alle benötigten Größen bereitgestellt, um das Prinzip von HAMILTON anzuschreiben. 
Einsetzen der kinematischen Größen ergibt für die spezifische LAGRANGE-Funktion  
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Die in (2.79) geforderte lokale Variation der spezifischen LAGRANGE-Funktion  (3.71) führt auf 
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(3.72) 
Durch Einsetzen von (3.72), (3.70) und (3.57) in (2.79) ergibt sich die Variationsformulierung  
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Um den Ausdruck zu vereinfachen, können die Integralterme mit { } ,x tuδ  und { } ,x twδ  mittels 
partieller Integration auf { } xuδ  und { } xwδ  zurückgeführt werden. Unter Beachtung, dass an 
Zeiträndern per Definition die Variationen verschwinden, erhält man 
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( ) { }
1 1
0 0
1 1
1 1 1
0
1 1
0
1, 1 1
0 0
, , 1
, , , , ,
, , , , 1
0 0
1 1
.
t L t L
x t x
t t
t L t L
x x t x x t x
t t
t x tt x x t
t tt
u dx dt u dx dt
w w dx dt w w wdx dt
u s u u s u su
w s w s s
µ δ µ δ
µ δ δµ
= −
+ =
+ + + + +
+− +
∫ ∫ ∫ ∫
∫ ∫ ∫ ∫

 
 

   (3.74) 
Mit der zusätzlichen Angabe der geometrischen Randbedingungen ist das Variationsproblem 
vollständig definiert. Die Randbedingungen wurden bereits bei der Modellbeschreibung im Zuge der 
Benennung der Modellannahmen ausführlich besprochen und können an dieser Stelle in mathemati-
scher Form angegeben werden:  
( ) ( ) ( )0, 0, , 0, 0, 0= = =w t w L t u t .           (3.75) 
Aus (3.75) folgt für die lokalen Variationen an den betrachteten Rändern  
( ) ( ) ( )0, 0, , 0, 0, 0= = =x x xw t w L t u tδ δ δ .         (3.76) 
Mit (3.76) entfällt in (3.73) der Randterm { } ( )0,xu tδ , der durch die Auswertung des Ober-
flächenintegrals am Ort 1 0=x  hervorgerufen wurde. Im Gegensatz dazu muss der Randterm 
{ } ( ),xu L tδ  berücksichtigt werden, da für das Modell I am Ort 1 =x L  keine quantitative geomet-
rische Verschiebungsrandbedingung in Längsrichtung formuliert wird. Das vollständige Variations-
problem kann schließlich in übersichtlicher Form angegeben werden, indem die einzelnen Terme 
nach den Variationen sortiert werden: 
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geometrische Randbedingungen :
 
 (3.77) 
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Die Feldgleichungen und die dynamischen Randbedingungen (3.78) können aus (3.77) formal mit den 
Rechenregeln der Variationsrechnung bestimmt werden. Dazu werden mittels Produktintegration die 
partiellen Ableitungen der Variationen { }
1,x xuδ ,{ } 1,x xwδ  und { } 1 1,x x xwδ auf die entsprechen-
den Variationen { } xuδ  und { } xwδ  zurückgeführt.  Bei detaillierter Betrachtung der einzelnen 
Terme der Feldgleichungen (3.78) wird der anspruchsvolle Charakter des Modells ersichtlich. Die 
Kopplung von Längs- und Querschwingungen resultiert einerseits aus der nichtlinearen Verfor-
mungskinematik und andererseits aus der Formulierung der Streckenlasten als Folgelasten. Durch die 
lineare Näherung der materiellen Geschwindigkeit existieren keine komplizierten Koppelterme in den 
Beschleunigungen, lediglich die Beschleunigungsanteile, welche durch die Führungsbewegung 
hervorgerufen werden, sind in beiden Differentialgleichungen vertreten. Zudem ergibt sich für das 
Modell I eine komplizierte dynamische Randbedingung in Längsrichtung am Ort 1 =x L . Das Auffin-
den einer analytischen Lösung für das nichtlineare partielle Differentialgleichungssystem ist nahezu 
aussichtslos. Da somit zur Lösung auf Näherungsverfahren zurückgegriffen werden muss, soll, wie in 
Abschnitt 2.5 erläutert, die Variationsformulierung (3.77) der Ausgangspunkt für Näherungslösungen 
sein. Die zur Ortsdiskretisierung verwendeten Ansatzfunktionen werden ausführlich im nächsten 
Abschnitt besprochen.  
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 (3.78) 
Abschließend soll die komplizierte dynamische Randbedingung näher diskutiert werden. Mit der 
Beziehung für die Dehnung (3.45) kann in der dynamischen Randbedingung der letzte Term durch die 
Drahtlängskraft ( ),LF L t  am Ort 1x L=  ersetzt werden: 
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, ,
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2L x x L t
F L t EA L t EA u wε  = = + 
 
.          (3.79) 
Um die Interpretation zu erleichtern, wird die dynamische Randbedingung zweckmäßigerweise in 
den Verschiebungsgrößen und deren partiellen Ableitungen linearisiert. Nach kurzer Rechnung erhält 
man  
 ( ) ( ) ( ) ( ) ( )
( )
1 1 11, V , ,
22
, ,,
,
, 1 , ,1 ,1
2L x x t t L t
x xF L t u F u ws u uwµ
 = ++

+ 

−  .     (3.80) 
Die Drahtlängskraft am Ort 1x L=  setzt sich also in linearer Näherung additiv aus einem Anteil der 
Vorspannkraft und einem Kraftterm zusammen, welcher beim Verlassen der Materie aus dem 
Kontrollvolumen entsteht. Die dynamische Randbedingung ist ein dynamisches Kräftegleichgewicht 
am Ort 1x L= . Die beim Verlassen des Kontrollbereiches hervorgerufene Impulsänderung der 
materiellen Teilchen ist für 0s >  mit einem Kraftstoß verbunden. Damit wird die Verwandtschaft des 
Problems zum einseitig fixierten und mit konstanter Geschwindigkeit durchströmten Rohres [22] 
sichtbar. Bei der Diskussion der Berechnungsergebnisse wird auf die daraus resultierenden Effekte 
näher eingegangen.  
3.3.2 Ortsdiskretisierung der Variationsformulierung 
Mit den in Abschnitt 2.5 erläuterten Grundlagen zur Diskretisierung von Feldproblemen können 
Näherungslösungen für die gesuchten Verschiebungsfunktionen generiert werden. Ausgangspunkt 
des RITZ-Verfahrens ist die mit (3.77) bereitgestellte Variationsformulierung. Mit einem gemischten 
RITZ-Ansatz erfolgt die Approximation der Verschiebungsfunktionen ( )1,u x t  und ( )1,w x t  in der 
Form 
( ) ( ) ( ) ( ) ( ) ( )1
1
1
1
11 ,, ,
M N
r r k k
r k
u x t w x tz t U x q t W x
= =
= =∑ ∑ ,        (3.81) 
also formal durch Produktseparation der Verschiebungsfunktionen in einen zeit- und einen ortsab-
hängigen Anteil.  
Die in der Variationsformulierung (3.77) auftretenden partiellen Orts- und Zeitableitungen ergeben 
sich durch Differentiation der Ansatzfunktionen. Dazu müssen die Ansätze mindestens zulässige 
Funktionen sein. Ergänzend sind Ansätze für die Variationen der Verschiebungsfunktionen, also für 
die virtuellen Verrückungen, zu definieren. In Analogie zu (3.81) werden für die Verrückungen 
Ansätze der Form  
 ( ) ( ) ( ) ( ) ( ) ( )1
1 1
1 11 ,, ,
M N
g g i i
g i
x x x xu x t w xz t U x q t W xtδ δ δ δ
= =
= =∑ ∑       (3.82) 
gewählt. Damit ist a priori sichergestellt, dass die Ansätze der virtuellen Verrückungen mit den 
kinematischen Bindungen des Systems verträglich sind. Die lokalen Variationen von (3.82)   
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führen unter Beachtung, dass die Ortsfunktionen vorgegeben werden und damit deren Variationen  
( )1 0=x gU xδ  und ( )1 0=x iW xδ  verschwinden, auf 
 ( ) ( ) ( ) ( ) ( ) ( )1 1
1
1 1
1
,, ,x x x x
M N
g g i i
g i
u x t w xU x z t W x q ttδ δ δ δ
= =
= =∑ ∑ .      (3.84) 
Die partiellen Ableitungen der virtuellen Verschiebungen 
1,x xuδ , ,x tuδ , 1,x xwδ  usw. können ebenfalls 
formal durch Differentiation bestimmt werden. 
Mit diesen Vorüberlegungen kann die Wahl der Ortsfunktionen ( )1rU x  und ( )1kW x  weiter 
konkretisiert werden. Für die Ortsfunktionen der Durchbiegung ( )1kW x  werden die bekannten 
Eigenfunktionen für die Querschwingungen einer vorgespannten Saite  
( ) { }1 1sin , 1, 2, ,k
k
W x x k N
L
π = ∈ 
 
            (3.85) 
angesetzt. Die Ortsfunktion (3.85) bietet in Verbindung mit (3.81) eine hohe Flexibilität die gesuchte 
Querverschiebung zu approximieren. Die Ansatzfunktionen erfüllen zwanglos die geometrischen 
Randbedingungen, sind linear unabhängig, beliebig oft differenzierbar und durch den Diskreti-
sierungsparameter N  mühelos erweiterbar. Schon an dieser Stelle erkennt man den großen Vorteil, 
der mit der Beschreibung in EULER-Koordinaten verbunden ist. In EULER-Koordinaten ist die Position 
der Randbedingungen zeitlich unveränderlich. Unter diesen Voraussetzungen kann für die Ortsfunk-
tionen ein Ansatz gewählt werden, der unabhängig von der Führungsbewegung ist. Bei der Beschrei-
bung in LAGRANGE-Koordinaten müssen in den Ansatzfunktionen die zeitabhängigen Positionen der 
Randbedingungen berücksichtigt werden, was die Formulierung von Ansatzfunktionen bei allgemei-
nen Führungsbewegungen ( )s t  erheblich erschwert.   
Für den Ansatz der Längsverschiebung sind zusätzliche Überlegungen erforderlich. In Anlehnung an 
freie Schwingungen eines einseitig eingespannten Stabes können als Ortsfunktionen die Eigen-
funktionen der Längsschwingung 
( ) { }1 1
2 1sin , 1, 2, ,
2r
rU x x r M
L
π− = ∈ 
 
           (3.86) 
benutzt werden. Mit den Ortsfunktionen (3.86)  erfüllen die Ansatzfunktionen (3.81) die geome-
trische Randbedingung am Ort 1 0=x . Die dynamische Randbedingung am Ort 1 =x L  wird allerdings 
vom Ansatz verletzt, da stets ( )
1, 0=r xU L  gilt und durch die Vorspannkraft VF  die zugehörige 
Längsverzerrung ( )
1, ,xu L t  selbstverständlich nicht verschwindet. Dies wäre prinzipiell unproblema-
tisch, da nach Abschnitt 2.5 die Ansatzfunktionen lediglich zulässige Funktionen sein müssen. Da aber 
eine gute Approximation der Verschiebungsfunktion bei geringer Diskretisierungsstufe M angestrebt 
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wird, sollte der Ansatz dem Problem besser angepasst werden. Bei reiner Belastung durch die 
Vorspannkraft wird sich ein linearer Verlauf der Längsverschiebung einstellen. Mit Ortsfunktionen 
gemäß (3.86) wird eine hohe Anzahl an Gliedern benötigt, um in diesem Fall die Längsverschiebung 
zu approximieren. Durch die Kontaktkräfte wird der lineare Verlauf der Längsverschiebung je nach 
Belastungsart und -intensität stark verändert, d. h. es wird vom Ansatz eine hohe Flexibilität gefor-
dert. Aus diesen Überlegungen heraus, kann durch Hinzufügen eines Terms  
( ) ( ) ( ) 1
1
1 1
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2
,
=
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M
r
r
r xz t x p t
L L
u x t π          (3.87) 
die Ansatzfunktion ( )1,u x t  wesentlich verbessert werden. Gleichung (3.87) besteht, geometrisch 
interpretiert, aus einer Geradengleichung, deren Anstieg sich durch ( )p t  variabel einstellen kann 
und überlagerten Sinusfunktionen, mit denen in Verbindung mit den Koeffizienten ( )rz t  die 
angesprochene Flexibilität sichergestellt wird. Im Rahmen der Arbeit wurden verschiedene Ansatz-
funktionen für die Längsverschiebung untersucht z. B. auch Polynomansätze. Um vorab die Approxi-
mationsgüte der Ansatzfunktionen bei einer bestimmten Diskretisierungsstufe zu bewerten und 
damit die verschiedenen Ansätze qualitativ vergleichen zu können, wird für den jeweiligen Lastfall 
eine unabhängige Referenzlösung benötigt. Die benötigte Referenzlösung wurde mit einem FE-
Vergleichsmodell des unbewegten Drahtes bestimmt. Dazu wurden für unterschiedliche Belastungen 
die sich einstellenden Verschiebungsfunktionen ermittelt. Durch ein Fitting mit den Ansatzfunktionen 
konnte für den statischen Fall die Güte der Approximation in Abhängigkeit der Diskretisierungsstufe 
bestimmt werden. Dabei zeigte sich selbst bei geringer Diskretisierungsstufe, z. B. 5=M , die 
Leistungsfähigkeit von (3.87). Die Auswertung des Variationsproblems (3.77) ist durch den Zusatz-
term in (3.87) selbstverständlich wesentlich umfangreicher, bei der numerischen Umsetzung wird 
durch die geringere Diskretisierungsstufe aber deutlich Rechenzeit eingespart. Zudem sei betont, 
dass der Ansatz (3.87) die dynamische Randbedingung am Ort 1 =x L  nicht verletzt. Mit (3.86) wäre 
( )
1, , 0=xu L t . Damit würden bei der Auswertung von (3.77) etliche Randterme einfach verschwin-
den. Zusammenfassend sind in die Ansätze für das Modell I aufgeführt: 
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δ
π
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(3.88)  
Die zur Auswertung von (3.77) benötigten partiellen Ableitungen von (3.88) sind einfach zu bestim-
men und werden an dieser Stelle nicht explizit aufgeführt. Einsetzen der Ansätze in das Variations-
problem (3.77) führt nach Sortieren auf folgende Struktur: 
[ ] ( ) [ ] ( ) [ ]1
0 1 1
.... .... .... ( ) 0x
N Mt
g it
g
x
i
xz t p t q t dtδ δ δ
= =
 
+ + = 
 
∑ ∑∫ .       (3.89) 
Dabei sind Summation und Integration aufgrund der Stetigkeit der Ansatzfunktionen vertauschbar.  
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Nach dem Fundamentallemma der Variationsrechnung müssen zur Erfüllung von (3.89) unter 
Beachtung der Beliebigkeit der Variationen  
( ) ( )0, 0, ( ) 0x xg ixz t p t q tδ δ δ≠ ≠ ≠            (3.90) 
die Terme in den eckigen Klammern verschwinden. Damit entsteht ein System gewöhnlicher, 
nichtlinearer, gekoppelter Differentialgleichungen 2. Ordnung in den unbekannten Koeffizienten 
( )rz t , ( )p t  und ( )kq t . Die Anzahl an Differentialgleichungen ( )1+ +N M und damit die Anzahl 
an zugehörigen Koeffizienten ( )1+ +N M wird von den Diskretisierungsparametern N  und M  
bestimmt. Mit den Abkürzungen 
2 1 2 1 2 1, , , , , ,
2 2 2
g r b i k h a
L L L L L L L
π π π π π π π
γ ρ β ι κ η α
− − −
= = = = = = =   (3.91) 
erhält man nach intensiver Zwischenrechnung für die Terme in der eckigen Klammer vor ( )x iq tδ : 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
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(3.92) 
für die Terme vor ( )gx z tδ : 
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( ) ( ) ( ) ( ) ( ) ( ) ( )
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(3.93) 
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und abschließend für die Terme vor ( )x p tδ : 
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3.3.3 Stationäre Lage, Stabilitätsuntersuchung und Zeitlösung 
Um das Zeitverhalten des Systems zu untersuchen, wird von einer stationären Referenzbewegung 
des Drahtes ausgegangen, die es vorab zu bestimmen gilt. In dieser, als dynamischer Grundzustand 
interpretierbaren stationären Lage, ändern sich weder die das System beschreibenden Zustands-
größen noch die Systemparameter. Ist die stationäre Lage für einen Parametersatz bestimmt, können 
Bewegungen um diese Lage untersucht werden. Dazu muss geklärt werden, ob der betreffende 
dynamische Grundzustand stabil im Sinne LJAPUNOWs ist. Die theoretischen Grundlagen der Stabili-
tätsuntersuchung wurden in Abschnitt 2.6 eingehend abgehandelt. Ist der betrachtete dynamische 
Grundzustand stabil, können anschließend Zwangsschwingungen untersucht werden. 
Nach diesen recht allgemein gehaltenen einführenden Bemerkungen wird konkret für jede das 
System beschreibende  Koordinate ein Störungsansatz mit der Abstandsdefinition nach LJAPUNOW  
0
0
0
( ) ( ), ( ) ( ), ( ) ( ),
( ) ( ), ( ) ( ), ( ) ( ),
( ) ( ), ( ) ( ), ( ) ( )
k k k k k k k
r r r r r r r
q t q q t q t q t q t q t
z t z z t z t z t z t z t
p t p p t p t p t p t p t
= + ∆ = ∆ = ∆
= + ∆ = ∆ = ∆
= + ∆ = ∆ = ∆
   
   
   
         (3.95) 
vereinbart. Das allgemeine Zeitverhalten der das diskretisierte Kontinuum beschreibenden Koordina-
ten ( )kq t , ( )rz t  und ( )p t  setzt sich also additiv aus einer stationären Referenz ( )0 0 0, ,k rq z p  und 
Bewegungen um diesen dynamischen Grundzustand ( )( )( ), ( ),k rq t z t p t∆ ∆ ∆  zusammen. Nach dem 
Einsetzen der Ansätze (3.95) können, mit der Beschränkung auf kleine Bewegungen um die betref-
fende stationäre Lage, Terme ab ( ) ( )2 ( ), ( ), ( )k rq t z t p t∆ ∆ ∆  vernachlässigt werden. Das System wird 
also um die jeweilige stationäre Lage linearisiert. Nach den Vereinbarungen für die Koordinaten des 
Differentialgleichungssystems kann überlegt werden, welche Systemparameter aus physikalischen 
Erwägungen heraus zeitlich veränderlich sein sollen. Ein Ansatz für die Führungsgeschwindigkeit 
( )s t  der Form 
( ) ( ) ( ) ( )0 ,= + ∆ = ∆s t v v t s t v t               (3.96) 
mit der konstanten Führungsgeschwindigkeit 0v  und dem prinzipiell beliebig wählbaren Geschwin-
digkeitsprofil ( )∆v t  sichert eine große Flexibilität der Führungsbewegung. Beispielsweise ist das in 
der Literatur oft diskutierte Problem der mit konstanter Führungsgeschwindigkeit bewegten Saite als 
Sonderfall enthalten. Aber auch gleichmäßig beschleunigte Führungsbewegungen oder die Simula-
tion des Pendelschrittverfahrens  
( ) ( ) ( ) ( )0 A A Aˆ ˆsin , coss t v v t s t v t= + ∆ Ω = ∆ Ω Ω          (3.97) 
mit harmonischem Geschwindigkeitsprofil sind damit möglich. Zudem sind Stabilitätsbetrachtungen 
und das Zeitverhalten des Systems bei transienten Kontaktkräften von Interesse. Mit einem Ansatz  
( ) ( ) ( ) ( )Ν Ν0 R R0 R,= + ∆ = + ∆Nf t f f t f t f f t          (3.98) 
wird die Zeitabhängigkeit der Beträge der Vektorfunktionen berücksichtigt. Transiente Kontaktkräfte 
entstehen beispielsweise bei einer gezielten Anregung des Ingot mit ( )Bs t  (siehe Abbildung 3.1). 
Zusammenfassend lässt sich feststellen, dass mit den Ansätzen (3.96) und (3.98) eine sehr hohe 
Flexibilität des Modells erreicht wird.  
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Einsetzen der Ansätze (3.95), (3.96) und (3.98) in die diskretisierte Variationsformulierung (3.89) 
führt unter Vernachlässigung von Termen ab ( ) ( )2 ( ), ( ), ( )k rq t z t p t∆ ∆ ∆ und Aufspaltung in einen 
stationären- und einen zeitlich veränderlichen Anteil auf ein nichtlineares algebraisches Gleichungs-
system zur Bestimmung der ( )1+ +N M  unbekannten Koeffizienten ( )0 0 0, ,k rq z p  und ein lineares 
Differentialgleichungssystem in den ∆ -Größen. Das algebraische Gleichungssystem zur Bestimmung 
der stationären Lage beinhaltet M -Gleichungen für die Terme vor ( )x gz tδ : 
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− +
∑ ∫ ∫
∑∑
∑∑ ∫  ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
1 0
0 0 0 1 1 1 1 1
1 1 1 0
R 0 0 1 1 1 0 1 1
1 0 0
0 0 0 1 1 1
os sin
1 cos cos cos sin
2
1cos sin 1 sin
1 1 cos cos sin
2 2
LN
k
LN N N
k h a
k h a
L LM
r
r
k h
x x dx
q q q x x x x dx
f z x x dx p x dx
L
p q q x x x dx
L
κ γ σ
κηα κ η α γ σ
ρ ρ γ σ γ σ
κη κ η γ σ
=
= = =
=




+ 

  − + +  
 
 + − 
 
∑ ∫
∑∑∑ ∫
∑ ∫ ∫


 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
1
1 1 0
0 0 0 1 1 1 1 1
1 1 1 0
2
H 0 0 0 1 1 1 1 0 0 1 12
1 1 0 0
0 0 1 1 1
0
1 cos cos cos sin
2
2 1cos cos sin 1 sin
22 cos sin
LN N
k h
LN N M
k h r
k h r
L LM M
r b
r b
r
q q z x x x x dx
b v z z x x x dx p p x dx
L L
p z x x dx
L
κη ρ κ η ρ γ σ
ρ β ρ β γ σ γ σ
ρ ρ γ σ
= =
= = =
= =

− 
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  − + + +  
 
 + + 
 
∑∑ ∫
∑∑∑ ∫
∑∑ ∫ ∫

 

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
1
V 0 0 0 1 1 1 1
1 1 0
0 1 1 1 0 1 1
1 0 0
0 0 1 1 1 1
1 1 0
0 0 0
1 1
cos cos sin
1cos cos cos
1 cos cos cos
2
1 1cos cos
2
LM
r
LN N
k h
k h
L LM
r
r
LN N
k h
k h
N N
k h
k h
b v q q x x x dx
EA z x x dx p x dx
L
q q x x x dx
p q q L L
L
κη κ η γ σ
ρ γ ρ γ γ γ
κη γ κ η γ
κη κ η
=
= =
=
= =
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


 
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 

− +

+
− +
∑ ∫
∑∑ ∫
∑ ∫ ∫
∑∑ ∫
∑∑

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( ) ( ) ( ) ( )
{ }
2
02
2 2
0 0 0 V 0
1 1
sin
2
1 1 1sin sin 1 sin
2 2
, 1,2, ,
N N
k h
k h
p L
L
EI p q q sin L L L F p L
L L
g M
γ
κ η κ η γ γ
= =
  
  
  
   + + + +   
   
∈
∑∑

 
(3.99) 
eine Gleichung für die Terme vor ( )x p tδ : 
  
67 3.3 Modell I 
 
( )
( ) ( )
( ) ( ) ( )
( )
2 2
0 0 1 1 0 02
1 0
0 0 0
1 1
N0 0 0 1 1 1 0 0 1 1 1 12
1 1 10 0
0 0 0 1 1
1 1 1 30 cos
2 2 2
1 1 cos cos
2 2
1 1cos cos cos
1 cos c
2
LM
r
r
N N
k h
k h
L LN N M
k k r
k k r
k h a
v z x dx p p
L L L
p q q L L
L
f p q x x dx q z x x x dx
LL
q q q x x
L
µ ρ ρ
κη κ η
κ κ σ κ ρ κ ρ σ
κηα κ
=
= =
= = =

= + − −

 − +    

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
+
∑ ∫
∑∑
∑ ∑∑∫ ∫ 
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
1 1 1 0
0 0 1 1 1 0 0 0 1 1 1 12
1 1 10 0
0 1 1 0 0 0 1 1 1 1 12
10 0
os cos
1 1 1cos cos cos
2 2
1 1 1 cos cos cos
2
LN N N
k h a
L LM N N
R r k h
r k h
L L
k h r
r
x x dx
f z x x dx p q q x x x dx
L L L
p x dx q q z x x x x dx
L LL
η α σ
ρ ρ σ κη κ η σ
σ κη ρ κ η ρ σ
= = =
= = =
=



  − + −  
 
 + + − 
 
∑∑∑ ∫
∑ ∑∑∫ ∫
∫ ∫

 
 
( ) ( ) ( )
( ) ( )
1 1
H 0 0 0 1 1 1 1 0 0 1 1 12
1 1 10 0
2
0 0 1 12 3
0
V 0 0 0 1 1 1 1
1 1 0
0
1 2 2cos cos cos
1 2 1
1 cos cos
1 cos
N N M
k h
L LM M M
r b r
r b r
L
LN N
k h
k h
r
b v z z x x x dx p z x x dx
L L L
p p x dx
L L L
b v q q x x x dx
L
EA z
L
ρ β ρ β σ ρ ρ σ
σ
κη κ η σ
ρ ρ
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= = =
= =



  − + +  
 
 + + +  
  
−
−
∑∑∑
∑∑ ∑∫ ∫
∫
∑∑ ∫
 


( ) ( ) ( )
( ) ( )
( ) ( )
1 1 0 0 1 1 1
1 1 10 0
0 0 0 02
1 1
2 2
0 0 0 0
1 1
1 cos cos
2
1 1 1cos cos
2 2
1 1 1sin sin 1
2 2
L LM N N
k h
r k h
N N
k h
k h
N N
k h V
k h
x dx q q x x dx
L
p q q L L p
L L L
EI p q q L L F p
L L
κη κ η
κη κ η
κ η κ η
= = =
= =
= =

+

  
+ − −  
  
   + + + +   
   
∑ ∑∑∫ ∫
∑∑
∑∑
 (3.100) 
und abschließend N -Gleichungen für die Terme vor ( )x iq tδ : 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2
0 0 1 1 1 V 0 0 1 1 1
1 10 0
N0 1 1 0 0 1 1 1 1
1 10 0
2 2
R 0 0 1 1 1 0 1 1 1
1 0 0
0 cos cos cos sin
1sin cos cos sin
2
cos sin sin sin
L LN N
k k
k k
L LN N
k h
k h
L LN
k k
k
v q x x dx b v q x x dx
f x dx q q x x x dx
f q x x dx EI q x x dx
µ κι κ ι κ κ ι σ
ι σ κη κ η ι σ
κ κ ι σ κ ι κ ι
= =
= =
=
= −
 
+ − 
 
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∑ ∑∫ ∫
∑∑∫ ∫
∑ ∫ ∫

 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) { }
1
0 0 1 1 1 0 0 1 1 1 1
1 1 10 0
0 0 0 1 1 1 1 1
1 1 1 0
1 cos cos cos cos cos
1 cos cos cos cos , 1,2, , .
2
N
k
L LN N M
k k r
k k r
LN N N
k h a
k h a
EA p q x x dx q z x x x dx
L
q q q x x x x dx i N
κι κ ι κ ρι κ ρ ι
κηαι κ η α ι
=
= = =
= = =

− +


+ ∈

∑
∑ ∑∑∫ ∫
∑∑∑ ∫ 
 
(3.101) 
Das aus (3.99), (3.100) und (3.101) zusammengesetzte algebraische Gleichungssystem zur Bestim-
mung der stationären Lage ist nichtlinear gekoppelt. Das Auffinden einer numerischen Lösung ist 
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keine triviale Aufgabe und gelingt mit dem NEWTON-Verfahren nur in Verbindung mit einer Last-
inkrementierung. Weitere Ausführungen und Details diesbezüglich werden in Abschnitt 3.5 abgehan-
delt. Der zeitlich veränderliche Anteil der diskretisierten Variationsformulierung führt auf ein 
linearisiertes Differentialgleichungssystem in den ∆ -Größen, welches in übersichtlicher Form in 
Vektor-Matrix-Schreibweise angeschrieben werden kann:  
( ) ( )
ik ir i k ik ir i k ik ir i
gk gr g r gk gr g r gk gr g
k r k r k r
m m m q b b b q c c c
m m m z b b b z c c c
m m m p b b b p c c c
+
∆ ∆       
       ∆ + ∆ +              ∆ ∆       
M Δq ΔqD G K+N 
 
 
 
  
θ θ θ
θ θ θ
θ θ θθ θ θ θ θθ θ θ θ θθ

{ } { } { }
,
, 1,2, , , , 1,2, , , 1 .
k i
r g
q f
z f
p f
i k N g r M
∆   
   ∆ =      ∆   
∈ ∈ ∈
fΔq

 
θ θ
θ
  (3.102) 
Es ergibt sich also auf der linken Seite die M - D -G - K - N -Struktur eines Differentialgleichungssys-
tems zweiter Ordnung mit den in Abschnitt 2.6.3  diskutierten Begriffen und Matrizeneigenschaften.  
Auf der rechten Seite tritt der Erregervektor f  hinzu. Für die Untermatrizen der Massenmatrix M  
kann nach längerer Zwischenrechnung 
( ) ( )
( ) ( ) ( )
( )
1 1 1
0
1 1 1 1 1 1
0 0
1 1 1
0
sin sin , 0, 0,
10, sin sin , sin ,
10, sin ,
3
L
ik ir i
L L
gk gr g
L
k r
m x x dx m m
m m x x dx m x x dx
L
Lm m x x dx m
L
= − = =
= = − = −
= = − = −
∫
∫ ∫
∫
θ
θ
θ θ θθ
µ κ ι
µ ρ γ µ γ
µ ρ µ
 
(3.103) 
angegeben werden. Erwartungsgemäß enthalten die Untermatrizen nur Terme der Massenbelegung 
µ . Durch die gewählte Ansatzfunktion der Längsverschiebung weist die resultierende Massenmatrix 
M  keine Diagonalgestalt auf, ist aber symmetrisch und positiv definit. 
Wie bereits in 2.6.3 erwähnt, kennzeichnen die symmetrische Dämpfungsmatrix D  und die schief-
symmetrische gyroskopische Matrix G  in Verbindung mit Δq  geschwindigkeitsproportionale Kräfte. 
Eine Aufspaltung ist mit Blick auf (2.95) unnötig, so dass für die Untermatrizen von ( )+D G nach 
Sortieren folgende Beziehungen angeschrieben werden können:  
 
( )[ ] ( ) ( ) ( ) ( ) ( ) ( )0 1 1 1 1 1 1 V 1 1 1
0 0 0
sin cos cos sin sin sin ,
0,
0,
L L L
ik
ir
i
b v v t x x dx x x dx b x x dx
b
b
 
= + ∆ − − 
 
=
=
∫ ∫ ∫ 
θ
µ ι κ ι κ κ ι κ ι σ
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( ) ( ) ( )
( )[ ] ( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( ) ( )
V 0 1 1 1 1
1 0
2
0 1 1 1 0 02
0
1 1 1
0
H 0 1 1 1 1 0 1 1 1
1 0 0
cos sin sin ,
1 1cos sin 1 2 sin sin
sin cos
1sin cos sin 1 sin sin
LN
gk h
h
L
gr
L
LM
b
b
b b q x x x dx
b v v t x x dx p p L L
L L
x x dx
b z x x x dx p x x dx
L
=
=
= −
  = − + ∆ + + +  
 

− 

 − + + 
 
∑ ∫
∫
∫
∑ ∫

 
η η κ γ σ
µ ρ ρ γ ρ γ
γ ρ γ
β ρ β γ σ ρ γ σ
( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )
2
0 1 1 1 1 0 02
0 0
H 0 1 1 1 0 1 1 1 12
10 0
V 0 1 1 1 1
1 0
,
1 1 1 1sin cos 1 2 sin
1 1 1sin cos sin ,
1 cos sin ,
L
L L
g
L LM
r
r
LN
k h
h
b v v t x dx x x dx p p L
L L L L
b p x x dx z x x x dx
L LL
b b q x x x dx
L
=
=
 
 
 
  = − + ∆ − + + +  
  
  − + + +  
  
= −
∫
∫ ∫
∑∫ ∫
∑ ∫
 

θ
θ
µ γ γ γ γ
γ σ ρ ρ γ σ
η η κ σ
( )[ ] ( ) ( ) ( )
( ) ( ) ( )
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0 1 1 1 1 1 0 02
0 0
H 0 1 1 1 0 1 1 1 12
10 0
2 2
0 0 0 H 0 12 2
1 1 1 1cos sin 1 2 sin
1 1 1sin sin cos ,
1 1 11 2 cos
L L
r
L LM
b
b
r
b v v t x x dx x dx p p L
L L L L
b p x x dx z x x x dx
L LL
b v v t p p b z x
L L L
=
  = − + ∆ − + + +  
  
  − + + +  
  
 = − + ∆ + + − 
 
∫ ∫
∑∫ ∫ 
θ
θθ
µ ρ ρ ρ ρ
ρ σ β ρ β σ
µ ρ ρ( )1 1
1 0
2
0 1 12 3
0
1 1 .
LM
r
L
x dx
p x dx
L L
=



 + +  
  
∑ ∫
∫


σ
σ
 
 (3.104) 
Wie zu erwarten, existieren in den Untermatrizen neben Dämpfungstermen ( )Hb   bzw. ( )Vb   
auch gyroskopische Terme ( )[ ]( )0 + ∆v v tµ  . Für ( ) 0∆ ≠v t  ist zudem die gyroskopische Matrix 
( )tG  und damit nach Auswertung von (2.95) auch die Systemmatrix ( )∆ tA  zeitvariant. Die in 
(3.104) hinzutretenden Terme der Form ( ) ( )sin Lγ  oder ( ) ( )sin Lρ  entstehen durch die 
Randterme, also letztlich durch die Auswertung des Oberflächenintegrals (3.70).  
Die Gesamtsteifigkeitsmatrix ( )+K N enthält neben den aus der Formänderungsenergie stammen-
den Anteilen ( )EA   und ( )EI  , welche in Verbindung mit Δq  konservative Rückstellkräfte 
charakterisieren, auch nichtkonservative Anteile der Folgelasten ( )[ ]( )N0 N+ ∆f f t   bzw. 
( )[ ]( )R 0 R+ ∆f f t  . Hinzu treten geschwindigkeitsabhängige Terme aus der Führungsbewegung 
( )[ ]( )0 + ∆v v t   bzw. ( )[ ] ( )
2
0 + ∆v v t   sowie Terme in Abhängigkeit der Führungsbeschleuni-
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gung ( )( )∆v t  . Es ist einleuchtend, dass bei der hier vorliegenden komplizierten Gesamtsteifig-
keitsmatrix Parameterkonstellationen existieren, in denen die Matrix ihre positive Definitheitseigen-
schaft verliert, was letztlich zur Instabilität führt. Zudem ist im Falle ( )N 0∆ ≠f t , ( )R 0∆ ≠f t , 
( ) 0∆ ≠v t  und ( ) 0∆ ≠v t  die Gesamtsteifigkeitsmatrix explizit von der Zeit abhängig. Für das 
Modell I ergeben sich folgende Untermatrizen: 
( ) ( ) ( ) ( )[ ] ( ) ( )
( )[ ] ( ) ( ) ( )
( )[ ] ( ) ( )
( )[ ] ( ) ( ) ( ) ( )
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1 1 1 0 1 1 1
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cos sin sin sin
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∫ ∫
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
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∑ ∫θ
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 
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 
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V 0 0 1 1 1 1
1 0
0 1 1 1 1 0 0
1 0
cos cos sin
cos cos cos sin
2 cos cos sin
1cos cos cos cos cos s
LN
h
LN M
h r
h r
LN
h
h
LN
h h
h
x x x dx
q z x x x x dx
b v v t q x x x dx
EA q x x x dx p q L L
L
=
= =
=
=




− 

 
− + ∆  
 
− −
∑ ∫
∑∑ ∫
∑ ∫
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( ) ( ) ( ) ( )[ ] ( ) ( )
( )[ ] ( ) ( ) ( ) ( ) ( )
( )[ ] ( ) ( )
( ) ( ) ( ) ( )
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 (3.105) 
Abschließend werden in (3.106) die Terme des Vektors der rechten Seite f  angegeben. Diese 
enthalten erwartungsgemäß nur ∆ -Terme zeitveränderlicher Systemparameter, also ( )∆v t , ( )∆v t , 
( )N∆f t  und ( )R∆f t . Verschwinden alle ∆ -Terme der Systemparameter, führt dies in konsistenter 
Weise auf das homogene Differentialgleichungssystem, welches für das Stabilitätsverhalten ent-
scheidend ist. Für einen bestimmten Parametersatz kann durch eine numerische Lösung des 
Gesamtgleichungssystems (3.99),  (3.100) und (3.101) eine stationäre Lage berechnet werden, um 
diese das System dann kleine Bewegungen in Form von Schwingungen ausführt. Ist die betreffende 
stationäre Lage stabil, klingt die homogene Lösung bei einer Störung der Anfangsbedingungen ab. 
Unter der Voraussetzung einer stabilen stationären Lage wird bei einer zeitvarianten rechten Seite 
des Differentialgleichungssystems das System je nach Typ der Erregung zu Zwangsschwingungen 
angeregt. Bei dem vorliegenden System enthält aber nicht nur der Vektor der rechten Seite f  
zeitveränderliche Anteile. Auch die Systemmatrizen ( )+D G  bzw. ( )+K N  sind im allgemeinen 
Fall zeitvariant. Aus der Zeitabhängigkeit der Systemparameter resultiert eine komplizierte Form der 
Fremdanregung. Neben den zeitveränderlichen Kontaktstreckenlasten ( )N∆f t  und ( )Rf t∆  wird das 
System durch veränderliche Anteile der aufgeprägten Führungsbewegung ( )∆v t , ( )∆v t  angeregt. 
Es ist zu erwarten, dass vor allem die Führungsbewegung das Systemverhalten maßgeblich beein-
flusst.  
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(3.106) 
Die Grundvoraussetzung zur Bestimmung von aussagekräftigen Zeitlösungen ist die Stabilität des 
zugehörigen dynamischen Grundzustandes. In Abschnitt 2.6.3 wurde bereits darauf hingewiesen, 
dass für allgemeine M - D -G - K - N -Systeme praktisch keine effektiven Stabilitätskriterien auf 
Basis der Symmetrie- und Definitheitseigenschaften der Systemmatrizen existieren. Aus diesem 
Grund bietet es sich an, das Differentialgleichungssystem in die Zustandsform zu überführen und die 
in Abschnitt 2.6.2 besprochenen Stabilitätssätze der linearen Systemtheorie anzuwenden. Mit den in 
2.7 erläuterten Methoden können Stabilitätsbetrachtungen des dynamischen Grundzustandes durch-
geführt und Zeitlösungen berechnet werden. Die für die Zustandsform 
( ) ( ) ( ) ( ) ( ), , , , 2 1D D D Dt t t t D N M×∆ ∆+ ∈ ∈ ∈ = + +Δy = A Δy b Δy A b      (3.107) 
benötigte Systemmatrix ( )∆ tA  kann mit (2.95) bestimmt werden. In gleicher Argumentation kann 
nach Einführung von Zustandsgrößen [ ] [ ],= =T T1 2Δy Δy ,Δy Δq Δq  für den Erregervektor  
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 
t
t-1
0
b
M f
               (3.108) 
angegeben werden.  
Werden die Untersuchungen auf konstante bzw. periodische Änderungen der Systemparameter 
beschränkt, kann das Stabilitätsverhalten des Systems mit den in Abschnitt 2.6.2 dargestellten 
Methoden untersucht werden. Für den Fall, dass sich die Systemparameter in der Zeit nicht ändern, 
also für 
 ( ) ( ) ( ) ( )N R0, 0, 0, 0v t v t f t f t∆ = ∆ = ∆ = ∆ = ,        (3.109) 
entscheiden die Eigenwerte { }, 1, 2, ,i i Dλ ∈   der zeitinvarianten Systemmatrix ∆A  über die 
Stabilität des dynamischen Grundzustandes. Mit der praxisrelevanten Einschränkung, dass sich ein-
zelne Systemparameter ausschließlich periodisch verändern 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )N N R R, , ,v t v t T v t v t T f t f t T f t f t T∆ = ∆ + ∆ = ∆ + ∆ = ∆ + ∆ = ∆ +  ,  (3.110) 
ist die Systemmatrix ( ) ( )∆ ∆= +t t TA A  ebenfalls periodisch mit der Periodendauer T . Um die 
Berechnungsergebnisse zweifelsfrei zu interpretieren bzw. die sich einstellenden Effekte klar 
voneinander abzugrenzen, werden periodisch veränderliche Kontaktstreckenlasten bzw. Führungs-
bewegungen getrennt voneinander untersucht. Durch die explizite Zeitabhängigkeit der Systempa-
rameter entsteht ein parametererregtes System. Das Stabilitätsverhalten kann unter der Voraus-
setzung von (3.110) mit dem Satz von FLOQUET bewertet werden. Die über die Stabilität des Systems 
entscheidenden charakteristischen Multiplikatoren { }, 1, 2, ,i i Dρ ∈   werden aus der Mono-
dromiematrix ( )TΦ  bestimmt. Die Fundamentalmatrix ( )tΦ  und die Monodromiematrix ( )TΦ  
können mit der in Abschnitt 2.6.2 aufgezeigten Vorgehensweise konstruiert werden.  
 
Durch Nullsetzen des Erregervektors kann die Zeitlösung des homogenen Systems berechnet werden. 
Damit kann das Zeitverhalten des zugehörigen dynamischen Grundzustandes bei einer Störung der 
Anfangsbedingungen visualisiert werden. Ist die betrachtete stationäre Lage des Systems asympto-
tisch stabil, klingt die homogene Lösung ab. Dabei ist zu beachten, dass im allgemeinen Fall durch 
Nullsetzen des Erregervektors die ∆ -Terme der Systemparameter in der Systemmatrix stehen 
bleiben. Nur falls alle ∆ -Terme der Systemparameter ausnahmslos null sind, ist die Systemmatrix 
zeitinvariant. 
Die Berechnung von Zwangsschwingungen ist ebenfalls mit den in Abschnitt 2.7.2 besprochenen 
Grundlagen möglich. Bei zeitinvarianter Systemmatrix kann mit dem Faltungsintegral (2.110) die 
gesuchte partikuläre Lösung für verschwindende Anfangsbedingungen bestimmt werden. Ist die 
Systemmatrix zeitvariant und speziell periodisch mit der Periodendauer T ,  treten parametererregte 
und erzwungene Schwingungen in Kombination auf. Die gesuchte stationäre T - periodische Lösung 
kann unter Beachtung von (2.112) ebenfalls mit dem Faltungsintegral (2.109) bestimmt werden. 
Zudem besteht die Möglichkeit durch numerische Integration des Differentialgleichungssystems 
(3.107) die für vorgegebene Anfangsbedingungen gültige Gesamtlösung zu bestimmen.  
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3.4 Modell II 
3.4.1 Variationsformulierung und Feldgleichungen 
Zu Beginn von Abschnitts 3 wurden bereits prinzipielle Modellannahmen für das Model II erläutert. 
Das Funktionsprinzip wird vor allem in industriell genutzten Drahtsägen verwendet. Dazu stellt man 
sich vor, dass bei festgehaltener Führungsrolle A durch ein Drehmoment an der Führungsrolle B der 
Draht in eine vorgespannte Referenzkonfiguration gebracht wird. Im dynamischen Grundzustand 
drehen anschließend beide Führungsrollen mit der gleichen Winkelgeschwindigkeit. In Abbildung 3.1 
sind die Modellannahmen im mechanischen Ersatzmodell veranschaulicht. Die Führungsgeschwin-
digkeit ( )s t  wird dem vorgespannten Draht demzufolge an beiden Führungsrollen aufgeprägt, die 
Drahtkraft ist durch die Kontaktkräfte zeitlich veränderlich. Zunächst gilt es in einem Zwischenschritt 
aus der Ausgangskonfiguration die gedehnte Referenzkonfiguration zu bestimmen. Dazu werden, 
ausgehend vom Anfangs-Randwertproblem (3.78), die Verschiebungsfunktionen  
 ( ) ( ) ( ) ( ) ( ) ( )1 0 1 1 1 0 1 1, , , , ,u x t u x u x t w x t w x w x t= + = +
 
       (3.111) 
additiv aufgespalten. Die Ansatzfunktionen berücksichtigen dabei eine rein statische Vorverformung 
( )0 1u x  und ( )0 1w x des Drahtes und anschließende Bewegungen um die gedehnte Referenzkonfigu-
ration, welche mit ( )1,u x t

 und ( )1,w x t

 gemessen werden. Nach erfolgter statischer Vorspannung 
wird die Randbedingung ( ), 0u L t =

 vorgeschrieben. Da beim Vorspannen der Draht nur in axialer 
Richtung gedehnt wird, verschwinden neben der Querverschiebung ( )0 1 0w x =  auch die partiellen 
Ortsableitungen 
10,xw , 1 10,x xw und 1 1 1 10,x x x xw . Einsetzen von (3.111) in (3.78) und Streichen aller für den 
statischen Zwischenschritt unnötigen Terme, also Zeitableitungen, Streckenlasten, usw., führt für die 
Feldgleichung in Längsrichtung auf 
1 10,0 x xAuE= .                (3.112) 
Für die dynamische Randbedingung kann nach Streichen der entsprechenden Terme zunächst 
( ) ( )1 11 1
1
0,
2
0, 0,
x =
V 0
L
,
1 1 1 0
2 x xx x
u uEA u EA F u+ − + + =         (3.113) 
angegeben werden. Eine Division der Gleichung durch ( )1 10, L1 x xu =+  führt in einem Zwischenschritt 
auf 
1
1
1 1
0,2
0, V
0, x =L
1 0
2 1
x
x
x
u
EAu EA F
u
− + =
+
           (3.114) 
und nach einer Reihenentwicklung des Bruches und bei Vernachlässigung von Termen ab ( ) ( )12 ,xu  
schließlich zu der Beziehung 
( )
10, V 0xuE LA F− + = .              (3.115) 
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Die Beziehungen (3.112) und (3.115) hätte man nach kurzer Überlegung in Analogie zum einseitig 
eingespannten Zugstab mit äußerer Einzelkraft am Stabende in LAGRANGE-Koordinaten zweifellos 
sofort anschreiben können. Dazu muss lediglich ergänzend argumentiert werden, dass, ausgehend 
von der für den Vorspannvorgang maßgeblichen geometrisch linearen Theorie, es bekanntlich 
unwichtig ist, ob nach EULER- oder LAGRANGE-Koordinaten differenziert wird. Die den Vorspannvor-
gang beschreibende Feldgleichung und die zugehörige dynamische Randbedingung sind somit in 
EULER- und LAGRANGE-Koordinaten identisch. Der Argumentation WAUERs [22] folgend, kann nach 
einmaliger Integration der Feldgleichung (3.112)  
10,0 = +xAuE C                (3.116) 
die Integrationskonstante C  aus der dynamischen Randbedingung (3.115) bestimmt werden. Ein-
setzen führt auf  
10, V 0− + =x FuEA .               (3.117) 
Erwartungsgemäß stellt sich im gesamten Draht durch die Vorspannkraft VF  eine konstante Deh-
nung  
10 ,
V
0 x A
u F
E
ε ==                (3.118) 
ein. Differenziert man den Ansatz (3.111) partiell nach der 1x -Koordinate und ersetzt 10,xu  mit der in 
(3.118) aufgeführten Beziehung, ergibt sich 
1 1
V
, , .x x
Fu u
EA
= +

               (3.119) 
Nutzt man die Umformung  
( )1 1 1 1 1 1 1
1
2
, , , , ,
,
1
2x x x x x x x x
EA u w w EA u w + = + 
 
,          (3.120) 
kann nach Einsetzen des Ansatzes (3.111) in die Feldgleichung (3.78) unter Beachtung von (3.119) 
und der Tatsache, dass sich durch die Vorspannkraft lediglich die Formänderungsenergie verändert 
bzw. die Kontaktstreckenlasten erst auf die gedehnte Referenzkonfiguration wirken, die Feld-
gleichung 
( )( )
( ) ( )
( ) ( )( )
1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1
1
2
, , , ,
2 2 2
R , , , Ν , , , V , , ,
V2 2
H , , , , , ,
,
1 2
1 11 1
2 2
11 2 1 0
2
tt x x t x x
x x x x x x x t x
x x t x x x
x
u s u su s u
f u u w f w u w b w w s w
F
b s u u u u EA u w
EA
µ
σ
+ + + +
    + + + − + + + +       
    + + + + + − + + =       
  
   

        
 
     
 
(3.121) 
angeschrieben werden. Ausführen der partiellen Ortsableitung ( )
1,x
EA   ergibt schließlich für die 
Feldgleichung in Längsrichtung 
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( )( )
( ) ( ) ( )( )
( ) ( )
1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
2
, , , ,
2 2 2
Ν , , , V , , , H , , , ,
2
R , , , , , ,
1 2
1 1 2 1
2
11 1 0.
2
tt x x t x x
x x x x t x x x t x
x x x x x x x x
u s u su s u
f w u w b w w s w b s u u u u
f u u w EA u w w
µ
σ
+ + + +
  + + + + + + + + +   
  + + + − − + =    
  
   
 
         

     
 (3.122) 
Ein Vergleich mit (3.78) zeigt, dass die Längsschwingungen von der Vorspannkraft nicht beeinflusst 
werden. In Querrichtung findet man in analoger Vorgehensweise nach kurzer Rechnung 
( ) ( )
( )
1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 11 1 1 1 1
2
,
2
, ,
2
, , , N ,
, , , ,
R , V , ,
V , , ,
12 1
2
1 .
2
0
tt
x x x x x x
x x t x
x x x x x
x x x t x
x x x x x
w w w w f w f w b w s w
F w EAw w EAw w w EI w
s s s
u u
σµ    + + − − − +   
   
 − − + − + +
−


+


=
   
       
     

 
 
(3.123) 
Die Feldgleichung in Querrichtung enthält im Vergleich mit (3.78) den Zusatzterm 
1 1V ,x xF w

. Um das 
Anfangsrandwertproblem für das Modell II zu vervollständigen, sind noch die Randbedingungen 
( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1, ,0, 0, , 0, 0, 0, , 0, 0, 0, , 0x x x xw t w L t u t u L t EI w EI wt L t= == == =
     
 
 (3.124) 
zu ergänzen. Im dynamischen Grundzustand ist im Modell II durch die Reibung eine Längsverschie-
bung auf der Führungsrolle B ausgeschlossen. Damit entfällt in konsistenter Weise die komplizierte 
dynamische Randbedingung. In (3.125) ist das sich ergebende Anfangsrandwertproblem aufgeführt.  
( )( )
( ) ( ) ( )( )
( ) ( )
1 1 1 1
1 1 1 1 1 1 1 1
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11 1 0
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+ + + +
  + + + + + + + + +   
  + + + − − + =    
  
   
 
         

     
µ
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Feldgleichungen :
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,
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1 0,
2
0, 0, ,
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   
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 
=
    
       
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µ σ
Randbedingungen :
( ) ( ) ( ) ( ) ( )
1 1 1 1, ,0, 0, 0, , 0, 0, 0, , 0.x x x xt u t u L t EI w t EI w L t= = = = =
   
 
(3.125) 
Die zugehörige Variationsformulierung ergibt sich wiederum aus dem Prinzip von HAMILTON. Dazu 
können die kinetische Energie und wesentliche Teile der virtuellen Arbeit vom Modell I übernommen 
werden. Lediglich die Formänderungsenergie muss in größerem Umfang modifiziert werden. Dem 
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Vorschlag von Wickert [109] folgend, wird der Anteil der Vorspannkraft zur spezifischen potentiellen 
Energie addiert: 
( )
1
V* 2 2
pot 1 ,
1 1
2 2 x
F EI
E x E
A A
ε ε γ= + + .           (3.126) 
Die Zulässigkeit bzw. die physikalische Motivation dieser Addition lässt sich wie folgt zeigen: Aus-
gangspunkt der Betrachtungen sei die Formulierung der Formänderungsenergie eines Stabes unter 
der Grundbeanspruchung einer Normalkraft. Der Biegeanteil ist für die folgende Überlegung ohne 
Belang und kann später zwanglos dazu addiert werden. Für die spezifische Formänderungsenergie 
(auch Formänderungsenergiedichte) kann für das betrachtete einparametrige Kontinuum 
( )* 2pot 0
0 0
1
2
E d E d E
ε ε
ε σ ε ε ε ε= = =∫ ∫            (3.127) 
angegeben werden. Die wesentliche Voraussetzung für die Gültigkeit von (3.127) ist linear-
elastisches Materialverhalten. Damit ist die Formänderungsenergiedichte eine eindeutige Funktion 
der Verzerrungen, hier der Dehnung. Dabei ist es egal auf welchem „Weg“ (Belasten, Entlasten) der 
aktuelle Verzerrungszustand erreicht wurde. Bei vollständiger Entlastung verschwindet die Form-
änderungsenergie. Eine modifizierte Argumentation ist zu führen, wenn fortwährend eine konstante 
Normalspannung wirkt, welche im betrachteten Fall von der Vorspannkraft VF  hervorgerufen wird: 
V*
pot1 0 0 0
0 0
F
E d d
A
ε ε
σ ε σ ε σ ε ε= = = =∫ ∫ .          (3.128) 
Der Faktor 12  verschwindet, da die Vorspannkraft VF  nicht von null bis auf ihren Endwert anwächst, 
sondern stets konstant ist. Da die Vorspannkraft jetzt Teil des elastischen Potentials ist, entfällt bei 
der virtuellen Arbeit im Modell II der zugehörige Randterm, und es ergibt sich  
( )
( ) ( ) ( )( )
( )
1 1 1 1 1
1 1 1 1 1 1
1 1 1
2 2
Ν , , , V , , ,
0
2 2
R , , , H , , , , 1
2
N , R , V , , 1
0
1
2
11 1 1 2 1
2
11 .
2
L
x x x x t x
x x x x x t x x
L
x x t x x
W f w u w b w w sw
f u u w b s u u u u u dx
f w f w b w s w w dx
δ
σ δ
σ δ
  = − + − +  
 
 − + + − − + + + +  
  
  + − − − +  
  
∫
∫

     
 
       
 
    
      (3.129) 
Bei der Auswertung des Prinzips von HAMILTON (2.79) verschwindet zudem das Oberflächenintegral, 
da mit den Randbedingungen (3.124) für die entsprechenden Variationen 
( ) ( ) ( ) ( )0, 0, , 0, 0, 0, , 0x x x xw t w L t u t u L tδ δ δ δ= = = =
   
      (3.130) 
angegeben werden kann. Um die Vergleichbarkeit beider Berechnungsmodelle zu garantieren, wird 
für die kinematischen Größen die gleiche Näherung, also (3.45) und (3.47) verwendet. Die Zwischen-
rechnung zur Generierung der Variationsformulierung für das Modell II enthält keine erwähnenswer-
ten Besonderheiten und soll aus diesem Grund nicht weiter vertieft werden. Man erhält 
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   
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geometrische Randbedingungen :
 
(3.131) 
Abschließend kann die Zulässigkeit von (3.126) überprüft werden. Dazu bestimmt man aus der 
Variationsformulierung (3.131) die Feldgleichungen einschließlich der dynamischen Randbedin-
gungen. Die Äquivalenz der Anfangsrandwertprobleme lässt sich nach kurzer Rechnung zeigen. 
Zudem sei betont, dass durch den Wegfall des Oberflächenintegrals und durch die geometrische 
Randbedingung am Ort 1 =x L  in konsistenter Weise in der Variationsformulierung alle Randterme 
verschwinden. 
3.4.2 Ortsdiskretisierung der Variationsformulierung 
In Abschnitt 3.3.2 wurde die Approximation der Verschiebungsfunktionen mit einem gemischten RITZ-
Ansatz besprochen. Für das Modell II ist die Vorgehensweise unverändert, lediglich die Ortsfunktio-
nen müssen an die veränderten Randbedingungen angepasst werden. In Querrichtung können 
weiterhin die in (3.85) angegebenen Eigenfunktionen für die Querschwingungen einer vorgespannten 
Saite verwendet werden. In Längsrichtung lassen sich durch die in diesem Modell einfach zu formu-
lierenden geometrischen Randbedingungen die Ortsfunktionen  
( ) { }1 1sin , 1, 2, ,r
rU x x r M
L
π = ∈ 
 
           (3.132) 
verwenden. Dies sind die Eigenfunktionen der Längsschwingungen eines beidseitig eingespannten 
Stabes. Für die Ansätze der virtuellen Verrückungen sind Argumentation und Vorgehensweise 
identisch mit Abschnitt 3.3.2. Aus diesem Grund wird auf weitere erklärende Ausführungen ver-
zichtet. Zusammenfassend sind die Ansätze für das Modell II in (3.133) aufgeführt: 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1
1
1 1
1 1
1
1 1
1 1
, ,
,
sin , sin ,
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M N
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M N
g x
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r kz t x q t x
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   
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∑ ∑
∑ ∑δ δ δ δ
π π
π π
   (3.133) 
Einsetzen der Ansätze (3.133) und deren partielle Ableitungen in die Variationsformulierung (3.131) 
führt nach Sortieren auf die Struktur 
[ ] ( ) [ ]1
0 1 1
.... .... ( ) 0
N M
x x
t
g it
g i
z t q t dtδ δ
= =
 
+ = 
 
∑ ∑∫ .         (3.134) 
Nach dem Fundamentallemma der Variationsrechnung müssen wiederum die Terme in den eckigen 
Klammern für alle äußeren Summationsindizes g  und i  verschwinden. Damit entsteht ein System 
aus ( )+N M  gewöhnlichen, nichtlinearen, gekoppelten Differentialgleichungen 2. Ordnung in den 
( )+N M  unbekannten Koeffizienten ( )rz t  und ( )kq t . Mit den Abkürzungen 
, , , , ,= = = = = =g r i k h a
L L L L L L
π π π π π π
γ ρ ι κ η α       (3.135) 
kann für die Terme in der eckigen Klammer vor ( )x iq tδ  die Beziehung  
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(3.136) 
angegeben werden. 
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Für die Terme vor ( )gx z tδ  findet man nach Einsetzen der entsprechenden Ansatzfunktionen 
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 
σ
ρ γ σ β ρ β γ σ
κη κ η γ σ
κ κ η γ σ ( )
( ) ( )
( ) ( ) ( )
V 1 101 1 0
1 1 1
1 0
1 1 1 1
1 1 0
cos
( ) cos cos
1 ( ) ( ) cos cos cos .
2
LN N L
k h
LM
r
r
LN N
k h
k h
F x dx
EA z t x x dx
q t q t x x x dx
= =
=
= =
−

− 

 +  
∑∑ ∫ ∫
∑ ∫
∑∑ ∫
γ γ
ρ γ ρ γ
κηγ κ η γ
 
(3.137) 
Im Vergleich zu den in (3.92)-(3.94) angegebenen Beziehungen für das Modell I, fällt der wesentlich 
geringere Umfang der diskretisierten Variationsformulierung auf. Dies ist eine direkte Folge der 
Randbedingung ( ), 0u L t =

 des Berechnungsmodells. Damit können einerseits in Längsrichtung 
einfachere Ortsfunktionen benutzt werden, andererseits entfallen dadurch die Randterme.  
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3.4.3 Stationäre Lage, Stabilitätsuntersuchung und Zeitlösung 
In Analogie zu Abschnitt 3.3.3 werden für die Koordinaten des Differentialgleichungssystems 
Störungsansätze der Form 
0
0
( ) ( ), ( ) ( ), ( ) ( ),
( ) ( ), ( ) ( ), ( ) ( )
k k k k k k k
r r r r r r r
q t q q t q t q t q t q t
z t z z t z t z t z t z t
= + ∆ = ∆ = ∆
= + ∆ = ∆ = ∆
   
   
         (3.138) 
vereinbart. Die Interpretation der Ansätze bleibt unverändert. Um die Vergleichbarkeit der vorge-
stellten Berechnungsmodelle zu gewährleisten, werden für die zeitabhängigen Systemparameter 
ebenfalls die in (3.96) und (3.98) aufgeführten Ansätze verwendet. Nach Einsetzen der Ansätze in 
(3.136) und (3.137) kann zunächst das nichtlineare algebraische Gleichungssystem zur Bestimmung 
der stationären Lage abgespalten werden. Die sich ergebenden Ausdrücke sind in (3.139) und (3.140) 
angegeben. Das Gleichungssystem ist nichtlinear gekoppelt und enthält neben Termen der Dehn- 
und Biegesteifigkeit ( )EA   bzw. ( )EI   und Termen der Vorspannkraft ( )VF   auch stationäre 
Anteile der Führungsbewegung ( )0v   und der Kontaktstreckenlasten ( )N0f   bzw. ( )R 0f  . 
Durch die starke Kopplung und die vorhandenen Nichtlinearitäten müssen zur Berechnung der 
unbekannten Koeffizienten abermals numerische Verfahren angewendet werden. 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
2
0 1 1 0 1 1 1
10 0
H 0 1 1 0 1 1 1
10 0
0 0 1 1 1 1
1 1 0
V 0 0 0 1 1 1 1
1 0
0 cos cos cos
sin 2 cos sin
cos cos sin
cos cos sin
L LM
r
r
L LM
r
r
LM M
r b
r b
LN
k h
k h
v x dx z x x dx
b v x dx z x x dx
z z x x x dx
b v q q x x x dx
=
=
= =
=
 
= + 
 

− +


+ 

−
∑∫ ∫
∑∫ ∫
∑∑ ∫
∑ ∫
 


µ γ γ ρ γ ρ γ
γ σ ρ ρ γ σ
ρ β ρ β γ σ
κη κ η γ σ
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1
N0 0 0 1 1 1 1
1 1 0
0 0 0 1 1 1 1 1
1 1 1 0
R 0 0 0 1 1 1 1 0 1 1 1
1 1 0 0
cos cos sin
1 cos cos cos sin
2
1 cos cos sin cos sin
2
N
LN M
k r
k r
LN N N
k h a
k h a
L LN N
k h r
k h r
f q z x x x dx
q q q x x x x dx
f q q x x x dx z x x dx
=
= =
= = =
= = =

− 


+ 


− +

∑
∑∑ ∫
∑∑∑ ∫
∑∑ ∫ ∫


 
κ ρ κ ρ γ σ
κηα κ η α γ σ
κ ς κ η γ σ ρ ρ γ σ
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) { }
1
1 1 0 0 0 1 1 1 1 1
1 1 10 0
0 1 1 1 0 0 1 1 1 1
1 1 10 0
1 1
0
1sin cos cos cos sin
2
1cos cos cos cos cos
2
cos , 1,2, , ,
M
L LN N M
k h r
k h r
L LM N N
r k h
r k h
L
V
x dx q q z x x x x dx
EA z x x dx q q x x x dx
F x dx g M
= = =
= = =

+ − 

 
− + 
 
− ∈
∑
∑∑∑∫ ∫
∑ ∑∑∫ ∫
∫
 

γ σ κη ρ κ η ρ γ σ
ρ γ ρ γ κηγ κ η γ
γ γ
 (3.139) 
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( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
2
0 0 1 1 1
1 0
V 0 0 1 1 1 V 0 1 1 1
1 10 0
N0 1 1 0 0 1 1 1 1
1 10 0
R 0 0 1 1 1
0
0 cos cos
cos sin cos cos
1sin cos cos sin
2
cos sin
LN
k
k
L LN N
k k
k k
L LN N
k h
k h
L
k
k
v q x x dx
b v q x x dx F q x x dx
f x dx q q x x x dx
f q x x dx
=
= =
= =
=
=
− −
 
+ − 
 
−
∑ ∫
∑ ∑∫ ∫
∑∑∫ ∫
∫

 

µ κι κ ι
κ κ ι σ κι κ ι
ι σ κη κ η ι σ
κ κ ι σ
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) { }
1
0 0 1 1 1 1
1 1 0
0 0 0 1 1 1 1 1
1 1 1 0
2 2
0 1 1 1
1 0
cos cos cos
1 cos cos cos cos
2
sin sin , 1,2, , .
N
LN M
k r
k r
LN N N
k h a
k h a
LN
k
k
EA q z x x x dx
q q q x x x x dx
EI q x x dx i N
= =
= = =
=

− 


+ 

− ∈
∑
∑∑ ∫
∑∑∑ ∫
∑ ∫ 
κ ρι κ ρ ι
κηαι κ η α ι
κ ι κ ι
(3.140) 
Unter Vernachlässigung von Termen ab ( ) ( )2 ( ), ( )k rq t z t∆ ∆  hat das linearisierte Differential-
gleichungssystem in den Koordinaten ∆ kq  und ∆ rz  folgende Struktur: 
( ) ( )

{ } { }
,
, 1, 2, , , , 1, 2, ,
ik ir ik ir ik ir ik k k
gk gr gk gr gk gr gr r r
m m b b c c fq q q
m m b b c c fz z z
i k N g r M
+
∆ ∆ ∆            + + =            ∆ ∆ ∆            
∈ ∈
fΔq Δq ΔqM D G K+N 
 
 
  
  
 
     (3.141) 
Für die zugehörigen Elemente bzw. Untermatrizen der Massenmatrix M  ergibt sich 
( ) ( ) ( ) ( )1 1 1 1 1 1
0 0
sin sin 0, 0, sin sin .
L L
ik ir gk grm x x dx m m m x x dxµ κ ι µ ρ γ= − = = = −∫ ∫   (3.142) 
Die Matrix ( )+D G  setzt sich aus den Koeffizienten  
( )[ ] ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
( )[ ] ( ) ( ) ( ) ( )
( ) ( )
0 1 1 1 1 1 V 1 1 1
0 0 0
V 0 1 1 1 1
0
0 1 1 1 1 1 1
0 0
H 1 1 1
sin cos cos sin sin sin ,
0, sin cos sin ,
sin cos cos sin
sin sin
L L L
ik
LN
ir gk h
h
L L
gr
b v v t x x dx x x b x x dx
b b b q x x x dx
b v v t x x dx x x dx
b x x dx
µ ι κ ι κ κ ι κ ι σ
η κ η γ σ
µ γ ρ γ ρ ρ γ
ρ γ σ
 
= + ∆ − − 
 
= = −
 
= + ∆ − 
 
−
∫ ∫ ∫
∑ ∫
∫ ∫


 ( ) ( ) ( )0 1 1 1 1
10 0
sin cos sin
L LM
b
b
z x x x dxβ ρ β γ σ
=
 
+ 
 
∑∫ ∫ 
 (3.143) 
zusammen. Die Gesamtsteifigkeitsmatrix ( )+K N wird aus den Elementen  
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( ) ( ) ( ) ( )[ ] ( ) ( )
( )[ ] ( ) ( ) ( ) ( )
( )[ ] ( ) ( ) ( )
( )[ ] ( ) ( ) ( )
2
1 1 1 0 1 1 1
0 0
V 0 1 1 1 V 1 1 1
0 0
N0 N 0 1 1 1 1
1 0
2 2
R 0 R 1 1 1 1
0
cos sin cos cos
cos sin cos cos
cos cos sin
cos sin sin s
L L
ik
L L
LN
h
h
L
c v t x x dx v v t x x dx
b v v t x x dx F x x dx
f f t q x x x dx
f f t x x dx EI x
=
=− ∆ + + ∆
− + ∆ −
− + ∆
− + ∆ −
∫ ∫
∫ ∫
∑ ∫
∫




µ κ κ ι µ κι κ ι
κ κ ι σ κι κ ι
κη κ η ι σ
κ κ ι σ κ ι κ ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( )[ ] ( ) ( ) ( )
1 1
0
0 1 1 1 1
1 0
0 0 1 1 1 1 1
1 1 0
0 1 1 1 1
1 0
N0 N 0 1 1 1 1
1 0
in
cos cos cos
3 cos cos cos cos ,
2
cos cos cos ,
cos cos sin
L
LM
r
r
LN N
h a
h a
LN
ir k
k
LM
gk r
r
x dx
EA z x x x dx
q q x x x x dx
c EA q x x x dx
c f f t z x x x dx
=
= =
=
=

− 


+ 

= −
= − + ∆
∫
∑ ∫
∑∑ ∫
∑ ∫
∫ 
ι
κ ρι κ ρ ι
κηαι κ η α ι
κ ρι κ ρ ι
κ ρ κ ρ γ σ
( ) ( ) ( ) ( )
( )[ ] ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
0 0 1 1 1 1 1
1 1 0
R 0 R 0 1 1 1 1
1 0
0 0 1 1 1 1 1
1 1 0
0 1 1 1 1
1 0
3 cos cos cos sin
2
cos cos sin
cos cos cos sin
cos cos cos
LN N
h a
h a
LN
h
h
LN M
h r
h r
L
h
h
q q x x x x dx
f f t q x x x dx
q z x x x x dx
EA q x x x dx
= =
=
= =
=




+ 


+ + ∆ 


− 

−
∑
∑∑ ∫
∑ ∫
∑∑ ∫
∫



κηα κ η α γ σ
κη κ η γ σ
κη ρ κ η ρ γ σ
κηγ κ η γ
( )[ ] ( ) ( ) ( )
( ) ( ) ( ) ( )[ ] ( ) ( )
( )[ ] ( ) ( ) ( )
( )[ ] ( ) ( )
V 0 0 1 1 1 1
1 0
2
1 1 1 0 1 1 1
0 0
0 0 1 1 1 1
1 0
0 1 1 1
0
0 0
2 cos cos sin ,
cos sin cos cos
cos cos sin
cos sin
1 cos
2
N
LN
h
h
L L
gr
LN
N N k
k
L
R R
k h
b v v t q x x x dx
c v t x x dx v v t x x dx
f f t q x x x dx
f f t x x dx
q q
=
=
− + ∆
= − ∆ + + ∆
− + ∆

− + ∆ 

−
∑
∑ ∫
∫ ∫
∑ ∫
∫




κη κ η γ σ
µ ρ ρ γ µ ρ γ ρ γ
κ ρ κ ρ γ σ
ρ ρ γ σ
κη ρ ( ) ( ) ( ) ( )
( )[ ] ( ) ( ) ( ) ( ) ( )
( ) ( )
1 1 1 1 1
1 1 0
H 0 1 1 1 0 1 1 1 1
10 0
1 1 1
0
cos cos sin
2 cos sin 2 cos cos sin
cos cos
LN N
k h
L LM
b
b
L
x x x x dx
b v v t x x dx z x x x dx
EA x x dx
= =
=



 
− + ∆ + 
 
−
∑∑ ∫
∑∫ ∫
∫

 
κ η ρ γ σ
ρ ρ γ σ ρ β ρ β γ σ
ρ γ ρ γ
(3.144) 
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aufgebaut. Abschließend werden in (3.145) die Terme des Vektors rechte Seite f angegeben:  
( ) ( ) ( ) ( ) ( )[ ] ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
2
0 1 1 1 0 0 1 1 1
1 10 0
N 1 0 0 1 1 1 1
1 10 0
R 0 1 1 1 V 0 1
1 0
cos sin 2 cos cos
1sin cos cos sin
2
cos sin cos sin
L LN N
i k k
k k
L LN N
k h
k h
LN
k k
k
f v t q x x dx v v t v t q x x dx
f t x dx q q x x x dx
f t q x x dx b v t q x
= =
= =
=
= ∆ − ∆ + ∆
 
− ∆ − 
 
+ ∆ + ∆
∑ ∑∫ ∫
∑∑∫ ∫
∑ ∫

 

µ κ κ ι µ κι κ ι
ι σ κη κ η ι σ
κ κ ι σ κ κ ( )
( ) ( ) ( ) ( )
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1
1 0
1 0 1 1 1
10 0
2
0 1 1 0 1 1 1
10 0
N 0 0 1 1 1 1
1 1 0
0 0 0
,
sin cos sin
2 cos cos cos
cos cos sin
1 co
2
LN
k
L LM
g r
r
L LM
r
r
LN M
k r
k r
k h a
x dx
f v t x dx z x x dx
v v t v t x dx z x x dx
f t q z x x x dx
q q q
=
=
=
= =
 
= ∆ + 
 
 
− ∆ + ∆ + 
 

+ ∆ 

+
∑ ∫
∑∫ ∫
∑∫ ∫
∑∑ ∫



ι σ
µ γ ρ ρ γ
µ γ γ ρ γ ρ γ
κ ρ κ ρ γ σ
κηα ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 1 1 1 1
1 1 1 0
R 0 0 1 1 1 1 0 1 1 1
1 1 10 0
1 1 0 0 0 1 1 1 1 1
10 0
s cos cos sin
1 cos cos sin cos sin
2
1sin cos cos cos sin
2
LN N N
k h a
L LN N M
k h r
k h r
L LM
k h r
h r
x x x x dx
f t q q x x x dx z x x dx
x dx q q z x x x x dx
= = =
= = =
=




+ ∆ +

+ −
∑∑∑ ∫
∑∑ ∑∫ ∫
∑∫ ∫

 
 
κ η α γ σ
κη κ η γ σ ρ ρ γ σ
γ σ κη ρ κ η ρ γ σ
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
1 1
H 1 1 0 1 1 1
10 0
0 0 1 1 1 1
1 1 0
V 0 0 1 1 1 1
1 1 0
sin 2 cos sin
cos cos sin
cos cos sin .
N N
k
L LM
r
r
LM M
r b
r b
LN N
k h
k h
b v t x dx z x x dx
z z x x x dx
b v t q q x x x dx
= =
=
= =
= =




+ ∆ +


+ 

+ ∆
∑∑
∑∫ ∫
∑∑ ∫
∑∑ ∫
 


γ σ ρ ρ γ σ
ρ β ρ β γ σ
κη κ η γ σ
 (3.145) 
Sie enthalten wiederum nur ∆ -Terme der zeitveränderlichen Systemparameter ( )∆v t , ( )∆v t , 
( )N∆f t  und ( )R∆f t . Die Interpretation der einzelnen Terme in den Systemmatrizen ist identisch mit 
den in Abschnitt 3.3.3 formulierten Aussagen und bedarf folgerichtig keiner zusätzlichen Diskussion. 
Überführt man das System (3.141) in die Zustandsform  
( ) ( ) ( ) ( ) ( ), , , , 2D D D Dt t t t D N M×∆ ∆+ ∈ ∈ ∈ = +Δy = A Δy b Δy A b    ,  (3.146) 
ändert sich im Vergleich zu (3.107) die Dimension ( )2D N M= +  der Systemmatrix und des 
Spaltenvektors ( )tb . Der Stabilitätsnachweis der betreffenden stationären Lage und die Vor-
gehensweise zur Bestimmung von Zeitlösungen sind analog zu Abschnitt 3.3.3.  
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3.5 Numerische Umsetzung 
Die Implementierung der in den Abschnitten 3.3.3 und 3.4.3 aufgeführten Gleichungen ist ein 
wesentlicher Bestandteil der Arbeit und soll deshalb in Grundzügen erläutert werden. Ein zentraler 
Punkt ist die Effizienz des Programms, um in angemessener Zeit stationäre Lagen, Stabilitätskarten 
und Zeitlösungen berechnen zu können. 
Zur Umsetzung wird das CAS-System MATHEMATICA verwendet. Ein wesentlicher Vorteil ist neben der 
Vielzahl an bereits implementierten Routinen, z. B. zur Bestimmung von analytischen oder numeri-
schen Lösungen von Gleichungssystemen bzw. Differentialgleichungssystemen, die Möglichkeit 
symbolische Operationen auszuführen. Damit können Terme symbolisch abgelegt werden, um sie 
erst bei Bedarf numerisch auszuwerten. Dies findet bei der Bereitstellung der Integrale, beim Aufbau 
des nichtlinearen Gleichungssystems zur Bestimmung der stationären Lage und für den Aufbau der 
Systemmatrizen ( )M - D +G - K - N - f  Anwendung. In Abhängigkeit von den Diskretisierungspara-
metern werden sowohl das Gleichungssystem als auch die Systemmatrizen symbolisch hinterlegt. Die 
numerische Auswertung erfolgt anschließend für den entsprechenden Parametersatz. Der für hohe 
Werte der Diskretisierungsparameter zeitintensive Aufbau des Gleichungssystems bzw. der System-
matrizen wird also lediglich einmal benötigt. Vor allem bei der Berechnung von Stabilitätskarten wird 
damit Berechnungszeit eingespart. Da von MATHEMATICA mathematische Sonderzeichen unterstützt 
werden, ist der Programmcode sehr gut lesbar und leicht nachvollziehbar. Zudem können Kon-
trollskripte mit symbolischen Gleichungen programmiert werden, um selbst bei einer großen Anzahl 
von Termen Programmierfehler auszuschließen. Mit Blick auf die Effizienz des Programms ist es 
sinnvoll, die in den Abschnitten 3.3.3 und 3.4.3 aufgeführten Integrale vorab symbolisch auszuwerten 
und sie in einer entsprechenden Funktion abzulegen. Beispielsweise kann für das Integral  
( ) ( ) { }1 1 1
0
, 2 1 2 1cos cos , , , 1, 2, ,2 2 20
L L für g r g rx x dx mit g r M
L Lfür g r
 = − −= = = ∈
 ≠
∫ 
π π
ρ γ γ ρ
    (3.147) 
hinterlegt werden. Zu erwähnen ist, dass sich die Auswertung nicht für alle Integrale so einfach 
gestaltet. Vor allem Integrale, in denen die HEAVISIDE-Funktion Bestandteil des Integranden ist, sind 
wesentlich komplizierter als (3.147). Die symbolische Bereitstellung und Überprüfung der insgesamt 
51 Integrale für das Modell I und 26 Integrale für das Modell II ist sehr zeitintensiv, zahlt sich aber 
mit Blick auf die Berechnungszeit der Programme aus.  
Da von MATHEMATICA funktionale Programmierung unterstützt wird, bietet es sich an, die einzelnen 
Programmbausteine in Funktionen zu organisieren. Der Vorteil dieser Vorgehensweise besteht darin, 
dass die einzelnen Funktionen klar voneinander abgegrenzt sind und für die übergebenen Eingangs-
variablen bzw. Ausdrücke nur das gewünschte Resultat zurückliefern. Damit erreicht man eine 
übersichtliche Programmstruktur mit definierten Schnittstellen zu anderen Funktionen bzw. zum 
Hauptprogramm. Zudem können im Inneren der Funktionen lokale Variablen benutzt werden. Da der 
Programmcode recht umfangreich ist und programmiertechnische Details für das Gesamtverständnis 
von untergeordneter Bedeutung sind, wird der umgesetzte Code in Form eines Programmablaufplans 
erläutert. Der Programmablauf ist für beide Berechnungsmodelle gleich. Die im Programmablaufplan 
(Abbildung 3.10) ausgewiesenen Systemgleichungen beziehen sich aber nur auf das Modell I.  
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Abbildung 3.10: Programmablaufplan des in MATHEMATICA umgesetzten Codes für das Berechnungsmodell I 
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Im Hauptprogramm sind die Berechnungsparameter und Anfangsbedingungen hinterlegt. Für die 
Anfangsauslenkung bzw. -geschwindigkeit des Sägedrahtes sind harmonische Funktionen der Form 
( ) ( ) { }
( ) ( ) { }
wpw
0 1 0p 1 w wp
upu
0 1 0p 1 u
0 1 0p 1
0 1 0p up1
ˆ ˆsin , sin , , 1, 2, , ,
ˆ ˆsin , sin , , 1, , ,,0 2
w x w x
u
kkw x w x k k N
L L
kku x u x ku k
L
x
L
x M
  = = ∈      
  = = ∈      


ππ
ππ
 
    (3.148) 
implementiert, wobei die Auslenkungen ( )0 1u x  und ( )0 1w x  den berechneten Verschiebungsfunkti-
onen der stationären Lage ( )0 1u x  und ( )0 1w x  additiv überlagert werden. Die Parameter 0wˆ , 0uˆ ,    
0wˆ , 0pwˆ , wk , uk , wpk  und upk  sind in den jeweiligen Definitionsgrenzen frei wählbar. Die so definier-
ten Beziehungen werden anschließend in Anfangsbedingungen der Koordinaten des Differentialglei-
chungssystems ( ) 00 =Δq Δq  überführt.  
Die wesentlichste Aufgabe des Hauptprogramms ist, neben der Organisation, der Zugriff auf die 
einzelnen Unterprogramme. In Abhängigkeit der Diskretisierungsparameter werden zunächst das 
Gleichungssystem der stationären Lage und die Systemmatrizen symbolisch bereitgestellt. Beide 
Routinen greifen dazu auf eine Funktion zu, in der alle benötigten Integrale symbolisch hinterlegt 
sind. Anschließend wird das Gleichungssystem zur Bestimmung der stationären Lage gelöst. Da das 
Gleichungssystem nichtlinear gekoppelt ist, muss, um eine gute Konvergenz der Lösung zu gewähr-
leisten, eine Inkrementierung der Kontaktstreckenlasten realisiert werden. Das NEWTON-Verfahren 
iteriert anschließend das Verschiebungsinkrement, bis das Gleichgewicht erreicht ist. Einsetzen der 
daraus bestimmten Koeffizienten in die Ansatzfunktionen liefert die gesuchte Näherungslösung für 
die Verschiebungsfunktionen der stationären Lage. Vom Programm grafisch dargestellt werden 
sowohl die berechneten Zwischenlösungen als auch die Endergebnisse der Verschiebungsfunktionen. 
Zudem wird die sich dabei einstellende maximale Drahtdehnung bestimmt. Damit kann überprüft 
werden, ob sich die berechnete stationäre Lage realisieren lässt, ohne dass der Draht reißt. Der dafür 
verwendete Wert für Zugfestigkeit basiert auf Experimenten des IMFD [25]. Lässt sich die stationäre 
Lage realisieren, wird das ( )M - D +G - K - N - f -System in die Zustandsform überführt, d. h. die 
Systemmatrix ∆A  bzw. ( )t∆A  und der Erregervektor ( )tb  bestimmt. Da eine symbolische Auswer-
tung relativ zeitintensiv ist, werden die Berechnungsparameter eingesetzt. Vor allem in der Entwick-
lungsphase des Programmcodes ist es aber von Vorteil, die Einträge in den Systemmatrizen symbo-
lisch in Augenschein zu nehmen, um beispielsweise Symmetrieeigenschaften anhand der Terme zu 
überprüfen. Nach der Überführung in die Zustandsform muss für die weiteren Berechnungen 
unterschieden werden, ob die Systemmatrix zeitinvariant oder zeitvariant ist.  
Da sich im zeitvarianten Fall auf periodische Änderungen der Systemmatrix beschränkt wird, können 
die in Abschnitt 2.6 und 2.7 erörterten Grundlagen zur Stabilitätsbetrachtung und zur Berechnung 
von Zeitlösungen benutzt werden. Ferner folgt aus (2.111) in Verbindung mit (3.110) sofort PT T= . 
Bei den Untersuchungen werden also jeweils nur die Führungsbewegung oder nur die Kontaktstre-
ckenlasten mit einem zeitveränderlichen Anteil der Periodendauer T  überlagert. Die homogene 
Lösung wird mit der Transitionsmatrix (2.100) bestimmt. Die dafür erforderliche numerische 
Konstruktion der Fundamentalmatrix erfolgt in der in Abschnitt 2.6.2 aufgezeigten Vorgehensweise. 
Durch die Ausnutzung der Identität (2.99) muss die Fundamentalmatrix lediglich im Intervall 
  
 
90 3 Mechanisches Modell und Modellvarianten 
 
0 ≤ ≤t T  bestimmt werden. Mit der so gewonnenen homogenen Lösung kann das Systemverhalten 
bei einer Störung der Anfangsbedingungen grafisch animiert werden. Die Animationen können auf 
Wunsch im Hauptprogramm aufgerufen werden. Der Stabilitätsnachweis erfolgt anhand der Beträge 
der charakteristischen Multiplikatoren, welche aus den Eigenwerten der Monodromiematrix 
bestimmt werden. Nur falls der betreffende dynamische Grundzustand stabil ist, wird eine partikulä-
re Lösung berechnet. Dazu wurden in der Entwicklungsphase des Programmcodes zwei mögliche 
Realisierungen ausgiebig getestet. Einerseits kann die gesuchte T -periodische Lösung unter 
Beachtung der Anfangsbedingung (2.112) mit dem Faltungsintegral (2.109) berechnet werden. 
Andererseits kann die Gesamtlösung auch durch numerische Integration von (2.104) bestimmt 
werden. Unter Voraussetzung der asymptotischen Stabilität der stationären Lage klingt die homo-
gene Lösung ab und die Gesamtlösung geht in die gesuchte stationäre Zwangsschwingung über. 
Weitere Ausführungen diesbezüglich und welche Lösungsvariante letztendlich umgesetzt wurde 
finden sich in Abschnitt 3.6.4. Abschließend wird die sich bei den Schwingungen einstellende 
maximale Drahtdehnung bestimmt. Damit kann bewertet werden, ob die Betriebsschwingungen um 
die stationäre Lage realisierbar sind oder zum Drahtriss führen. Die resultierenden Betriebsschwin-
gungen um die stationäre Lage und die Schwingungsamplituden lassen sich grafisch animieren. 
Für den Fall, dass die Systemmatrix zeitinvariant ist, gestalten sich sowohl der Stabilitätsnachweis als 
auch die Berechnung von Zeitlösungen wesentlich einfacher. Der Stabilitätsnachweis basiert auf den 
Eigenwerten der Systemmatrix. Die Realteile entscheiden über die Stabilität, aus den Imaginärteilen 
können die gedämpften Eigenkreisfrequenzen bestimmt werden. Die mathematischen Zusammen-
hänge und die Ergebnisse werden ausführlich in Abschnitt 3.6.2 diskutiert. Da die Eigenfrequenzen 
bedeutende systemcharakterisierende Größen sind, können durch Nullsetzen von Berechnungspa-
rametern auch die Sonderfälle überprüft werden, für die eine analytische Vergleichslösung existiert. 
Durch die Gegenüberstellung von numerischer und analytischer Lösung werden u. a. Aussagen zur 
Güte der Ansatzfunktionen ermöglicht. Im Programm erscheint für den jeweiligen Parametersatz 
eine Tabelle mit allen berechneten Eigenfrequenzen und dem zugehörigen Realteil, was die Interpre-
tation von Instabilitätsszenarien erleichtert. Zudem wird der maximale Realteil ausgewiesen. Damit 
lässt sich gut bewerten, wie nahe der Parametersatz an der Stabilitätsgrenze ist oder welche 
Systemparameter den größten Einfluss auf das Stabilitätsverhalten haben. Die Konstruktion der 
Fundamentalmatrix kann bei einer zeitinvarianten Systemmatrix mit Hilfe der Matrixexponential-
funktion um Größenordnungen schneller realisiert werden als auf numerischem Wege. Mit (2.96) 
kann daraus die homogene Lösung ebenfalls unproblematisch und schnell bestimmt werden. Da bei 
den vorgestellten Berechnungsmodellen im Falle einer zeitinvarianten Systemmatrix der Erregervek-
tor ( )tb  ebenfalls identisch null ist, entfällt die Berechnung von partikulären Lösungen.  
Abschließend noch einige Bemerkungen zur Berechnungszeit der Ergebnisse: Für den Vergleich 
wurden für die Diskretisierungsparameter 10N =  und 10M =  gewählt. Bei zeitinvarianter System-
matrix werden für einen beliebigen Parametersatz zur Bestimmung aller Ergebnisse ca. 3s  benötigt. 
Dies umfasst den Aufbau des Gleichungssystems zur Bestimmung der stationären Lage und der 
Systemmatrix, die Berechnung der stationären Lage, den Stabilitätsnachweis und die Bestimmung 
der homogenen Lösung. Ist die Systemmatrix zeitvariant, werden ca. 35s  benötigt, um alle Lösungen 
zu berechnen. Vor allem die numerische Bestimmung der Fundamentalmatrix und die Berechnung 
der stationären Zwangsschwingung sind sehr zeitintensiv. Die Berechnungszeit ist zudem stark von 
der gewählten Diskretisierung und der Erregerfrequenz der zeitveränderlichen Anteile abhängig.  
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3.6 Berechnungsergebnisse 
Die große Flexibilität der Berechnungsmodelle ermöglicht es, das Systemverhalten bei unterschied-
lichsten Parameterkonstellationen zu untersuchen. Mit Blick auf die Anzahl an Systemparametern 
kann bei der Präsentation der Ergebnisse allerdings nur auf ausgewählte bzw. wesentliche Aspekte 
eingegangen werden. Ausgangspunkt der Untersuchungen ist der in Tabelle 1 aufgeführte und für 
beide Modelle gültige Referenzparametersatz. Von ihm ausgehend werden anschließend Parameter-
studien durchgeführt.  
Kategorie Bezeichnung / Bedeutung Referenzwert 
Abmessung 
Drahtlänge 0,5 mL =  
Positionen des Eingriffsbereiches des Ingot 
(Länge Eingriffsbereich e 0,156 ml = ) 
a 0,172 mx =  
e 0,328 mx =  
Drahtdurchmesser D 140 μmd =  
Werkstoffkennwert 
Elastizitätsmodul des Drahtes 210 MPaE =  
Dichte des Drahtes 3
kg
D m
7850ρ =  
Zugfestigkeit des Drahtes  [25] D,max 3000 MPaσ =  
Diskretisierung 
Modell I 5, 10N M= =  
Modell II 5, 10N M= =  
variierte 
Modellparameter 
Vorspannkraft V 20 NF =  
Drahtgeschwindigkeit m0 s15v =  
Betrag der Normalstreckenlast NN0 m10f =  
Reibkoeffizient 
(Betrag der Reibstreckenlast R0 G N0f fρ=  ) G
0,4ρ =  
 
horizontale und vertikale Dämpferkonstante im 
Eingriffsbereich des Ingot  
kg
V H s m0,05b b= =  
 
zeitveränderlicher Geschwindigkeitsanteil 
( ) ( )Aˆ sin 2v t v f tπ∆ = ∆  
m
sˆ 0v∆ =  
 
zeitveränderlicher Anteil der Normalstreckenlast 
( ) ( ) ( ) ( )N N A R G Nˆ sin 2 ,f t f f t f t f tπ ρ∆ = ∆ ∆ = ∆  
Nˆ 0 Hzf∆ =  
Erregerfrequenz A 0 Hzf =  
Tabelle 1: Referenzparametersatz für beide Berechnungsmodelle 
Die aufgeführten Parameter haben einen praktischen Bezug und orientieren sich an der Versuchs-
drahtsäge des IMFD. Es sei allerdings betont, dass der aufgeführte Parametersatz keinen allgemein-
gültigen Charakter hat und bei industriell genutzten Drahtsägen beispielsweise schon in den Abmes-
sungen (Drahtlänge usw.) Unterschiede existieren. Erschwerend kommt hinzu, dass die in der 
Industrie benutzten Prozessparameter von den Unternehmen streng vertraulich behandelt werden. 
Das Gleiche gilt selbstverständlich für Parameter, welche im Rahmen von Auftragsarbeiten für 
Industriepartner bestimmt wurden.  
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Es wird vereinbart, dass die Beträge von Normal- und Reibstreckenlast über das COULOMBsche 
Reibgesetz 
R G Nf fρ=                 (3.149) 
verknüpft sind, mit dem Gleitreibungskoeffizienten Gρ  als Proportionalitätsfaktor. Die Biegesteifig-
keit EI , die Dehnsteifigkeit EA , die Massenbelegung µ  und die maximal zulässige Drahtdehnung 
max,zulε  können aus den elementaren Beziehungen 
D,max4 2 2
D D D D max,zul
D
, , ,
64 4 4
EI E d EA E d d
E
σπ π π
µ ρ ε= = = =       (3.150) 
bestimmt werden. Für die Wahl der Referenzwerte der Dämpferkonstanten Vb  und Hb  liegt 
folgende Überlegung zu Grunde. Für den mit der Referenzgeschwindigkeit m0 s15v =  bewegten und 
unbelasteten Draht ( )N 0 R 00, 0f f= =  unterscheidet sich die tiefste Eigenfrequenz des ungedämpf-
ten vom gedämpften System um ca. 1 Hz.  Das System ist also sehr schwach gedämpft. Nachfolgend 
werden bei der Beschriftung der Diagramme aus Gründen der Übersichtlichkeit nur Abweichungen 
vom Referenzparametersatz angegeben.  
3.6.1 Stationäre Lagen 
Der Begriff stationär impliziert einen zeitunabhängigen Zustand des Systems, d. h., dass sich in 
diesem Zustand die das System kennzeichnenden Zustandsgrößen, hier die Verschiebungsfunktionen 
( )0 1w x und ( )0 1u x  bzw. ( )0 1w x

und ( )0 1u x

, zeitlich nicht verändern. Aus diesem Grund ist in den 
folgenden Diagrammen die Zeitabhängigkeit nicht explizit ausgewiesen. Ausgehend vom Referenz-
parametersatz werden der Einfluss der Diskretisierungsparameter, der Beträge der Kontaktstrecken-
lasten und der Drahtgeschwindigkeit auf die Verschiebungsfunktionen diskutiert. Die in Abbildung 
3.11 dargestellten Verschiebungsfunktionen kennzeichnen stationäre Lagen für den Referenzpara-
metersatz. Sie verdeutlichen recht anschaulich die unterschiedlichen Randbedingungen beider 
Berechnungsmodelle. In Querrichtung unterscheiden sich die Verschiebungsfunktionen nur unwe-
sentlich, in Längsrichtung zeigen sich hingegen deutliche Unterschiede. Für das Modell I ergibt sich 
ein Verlauf der Längsverschiebung, der die Analogie zum einseitig eingespannten Zugstab mit 
äußerer Einzellast am Stabende erkennen lässt. Im Modell II ergeben sich durch die Belastung des 
Drahtes mit der Normalstreckenlast positive und negative Längsverschiebungen materieller Punkte 
(Verzerrungsanteil). Der Begriff Verzerrungsanteil spezifiziert in diesem Zusammenhang den Anteil 
der Verschiebungen, der durch die Verformung hervorgerufen wird. Die Asymmetrie der Verschie-
bungsfunktion wird dabei weniger von der Drahtgeschwindigkeit, sondern vorwiegend durch die 
Reibstreckenlast hervorgerufen, was sich durch Nullsetzen von Gρ  zeigen lässt. Die Zahlenwerte der 
aufgetragenen Längsverschiebungen der Modelle unterscheiden sich signifikant, da im Modell II der 
Sägedraht bereits vorgespannt ist.  
Mit der Verwendung von Näherungsansätzen ist immer auch die Frage nach einer zweckmäßigen 
Diskretisierung verbunden. Durch die Diskretisierungsparameter M  und N  kann die Anzahl an 
Gliedern der Ansatzfunktionen beliebig gewählt werden. Man sollt jedoch beachten, dass eine 
unverhältnismäßig große Anzahl an Gliedern (z. B. 50N M= = ) die Berechnungszeit deutlich erhöht 
und die Güte der Berechnungsergebnisse nur geringfügig verändert. Wählt man eine zu geringe 
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Anzahl (z. B. 2N M= = ), kann das Systemverhalten nur relativ grob und unzureichend beschrieben 
werden. Um einen Eindruck zu bekommen, wie sich die Wahl der Diskretisierungsparameter auf die 
Verschiebungsfunktionen der stationären Lage auswirkt, sind in Abbildung 3.12 vier Fälle aufgeführt. 
 
Abbildung 3.11: Verschiebungsfunktionen der stationären Lage für den Referenzparametersatz. 
 
Abbildung 3.12: Einfluss der Diskretisierung. Verschiebungsfunktionen der stationären Lage für den Referenzparametersatz bei 
Variation der Diskretisierungsparameter N und M. 
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In Querrichtung genügt in beiden Modellen bereits eine geringe Anzahl an Gliedern, um die Ver-
schiebungsfunktionen zu approximieren. Ab 5N =  sind selbst bei stark vergrößerter Darstellung 
einzelner Bereiche keine Unterschiede feststellbar. In Längsrichtung, und speziell für das Berech-
nungsmodell II, wird eine größere Anzahl benötigt. Ein guter Kompromiss ist in diesem Fall 10M = . 
Im Modell I würde für den zugrunde liegenden Referenzparametersatz bereits eine geringere 
Diskretisierung 5M =  ausreichen, um die Verschiebungsfunktionen mit ausreichender Güte zu 
approximieren. Es wird sich jedoch noch zeigen, dass bestimmte Belastungssituationen starke 
Abweichungen vom hier dominierenden linearen Verlauf hervorrufen. Aus diesem Grund sollte man 
mit einer entsprechenden Anzahl an Gliedern die Flexibilität der Ansatzfunktionen erhalten. Um 
diesem Sachverhalt Rechnung zu tragen und um die Vergleichbarkeit der Modelle sicherzustellen, 
werden im Referenzparametersatz für beide Modelle die Diskretisierungsparameter 5N =  und 
10M =  vereinbart. 
Nach der Wahl der Diskretisierungsparameter kann der Einfluss der Kontaktstreckenlasten und der 
Drahtgeschwindigkeit diskutiert werden. In Abbildung 3.13 sind für beide Berechnungsmodelle die 
berechneten stationären Lagen für fünf unterschiedliche Beträge der Normalstreckenlast grafisch 
dargestellt. Für die Reibstreckenlast gilt (3.149) mit G 0,4ρ = . 
 
Abbildung 3.13: Einfluss der Normalstreckenlast. Verschiebungsfunktionen der stationären Lage für den Referenzparametersatz bei 
Variation des Betrages der Normalstreckenlast fN0. 
Auch hier spiegeln sich die unterschiedlichen Randbedingungen der Modelle deutlich wider. Im 
Modell I ergeben sich durch die konstant gehaltene Vorspannkraft VF  am Ort 1x L=  bei hohen 
Beträgen von N 0f  entsprechend große Querverschiebungen. Um die dynamische Randbedingung zu 
erfüllen, erhöht sich in diesem Fall die im Kontrollbereich befindliche Drahtlänge. Dies zeigt auch der 
Verlauf der Längsverschiebung. Für NN0 m40f =  erfahren alle betrachteten Punkte des Kontinuums 
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eine negative Längsverschiebung (Verzerrungsanteil). Wie schon bei der Wahl der Diskretisierungs-
parameter diskutiert, weisen die unterschiedlichen Verläufe der Längsverschiebung in Abhängigkeit 
von N 0f  auf die benötigte Flexibilität der Ansatzfunktion hin.  
Im Modell II führt eine Steigerung von N 0f  zu einem Anstieg der Drahtlängskraft. Die Querverschie-
bungen sind aus diesem Grund bei großen Belastungen wesentlich geringer als im Modell I. Speziell 
für N0 0f =  erkennt man die in (3.111) angegebene Beziehung für das Modell II. Die aufgetragenen 
Funktionen der Längs- und Querverschiebung sind in diesem Fall in konsistenter Weise identisch null, 
obwohl der Draht vorgespannt ist. Wie schon Abbildung 3.11 aufzeigt, sind für den im Referenzpa-
rametersatz definierten Betrag der Normalstreckenlast die Unterschiede in den Querverschiebungen 
gering.  
Einen ähnlichen Einfluss auf die Verschiebungsfunktionen hat der Reibwert Gρ . Aus Abbildung 3.14 
wird ersichtlich, dass im Modell I sowohl die Längs- als auch die Querverschiebungen vom Reibwert 
beeinflusst werden. Die Querverschiebung vergrößert sich mit steigendem Reibwert, da bei konstan-
ter Vorspannkraft die freie Drahtlänge im Kontrollbereich anwächst. Der Verzerrungsanteil der Längs-
verschiebung verringert sich entsprechend bei steigenden Reibwerten. 
 
Abbildung 3.14: Einfluss des Reibwertes. Verschiebungsfunktionen der stationären Lage für den Referenzparametersatz bei Variation 
des Betrages des Reibwertes ρG. 
Im Modell II hat der Reibwert erwartungsgemäß einen signifikanten Einfluss auf die Längsverschie-
bungen. Für große Reibwerte wird sie im gesamten Bereich negativ. Im Gegensatz dazu, bleiben die 
Querverschiebungsfunktionen nahezu unverändert. 
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In Abbildung 3.15 ist der Einfluss unterschiedlicher Drahtgeschwindigkeiten auf die Verschiebungs-
funktionen der stationären Lage dargestellt. Vor allem um die Unterschiede klar herauszustellen, 
werden Geschwindigkeiten betrachtet, welche weit über dem Einsatzbereich konventioneller 
Drahtsägen liegen.  
 
Abbildung 3.15: Einfluss der Drahtgeschwindigkeit. Verschiebungsfunktionen der stationären Lage für den Referenzparametersatz bei 
Variation der Führungsgeschwindigkeit v0. 
In beiden Berechnungsmodellen führen hohe Drahtgeschwindigkeiten zu einer Änderung des 
Verlaufes von Längs- und Querverschiebungsfunktionen. Im Modell I ist bei sehr hohen Drahtge-
schwindigkeiten im Austrittsbereich der materiellen Punkte ein signifikanter Anstieg im Verlauf der 
Längsverschiebung sichtbar. Die in der Variationsformulierung (3.77) vorhandenen Randterme und 
speziell die Impulsterme 
( ) ( )( )[ ] ( ) ( )[ ]( )1 12, , 2,, , , , ,1t x t xL t L t w L t s w L tu s uµ + + + +       (3.151)  
entfalten bei hohen Geschwindigkeiten ihre Wirkung. Durch die Kopplung ändert sich dann auch der 
Verlauf der zugehörigen Querverschiebungsfunktion. Die maximale Drahtauslenkung vergrößert sich 
leicht bei hohen Geschwindigkeiten. Der Drahtbogen weist eine leichte Asymmetrie auf, welche sich 
bei einer weiteren Steigerung der Führungsgeschwindigkeit stärker ausprägt. Im Modell II bleibt die 
Symmetrie des Drahtbogens erhalten, lediglich die maximale Querverschiebung verändert sich bei 
höheren Geschwindigkeiten. Auch im Verlauf der Längsverschiebung ist der Einfluss der Führungs-
bewegung deutlich erkennbar, sie ist für m0 s50v =  ganzheitlich negativ. Zusammenfassend lässt sich 
feststellen, dass sich der Einfluss der Führungsbewegung erst bei hohen Drahtgeschwindigkeiten auf 
die Verschiebungsfunktionen der stationären Lagen auswirkt.  
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Abschließend soll eine Besonderheit näher diskutiert werden. Für den mit der Thematik bewegter 
Kontinua mit nichtmateriellen Randbedingungen vertrauten Leser ist sicherlich der Einfluss der 
Randterme im Modell I von Interesse. Der Begriff Randterme spezifiziert in diesem Zusammenhang 
jene Terme in (3.77), welche durch die Auswertung des Oberflächenintegrals hervorgerufen werden. 
Im Rahmen der Arbeit wurden für das Modell I zwei Varianten in Programmcode umgesetzt. 
Einerseits das bereits vorgestellte Modell, in denen die Randterme vollständig berücksichtigt werden, 
und andererseits ein Modell, welches die angesprochenen Randterme nicht enthält. 
 
Abbildung 3.16: Einfluss der Randterme im Modell I. Verschiebungsfunktionen der stationären Lage für den Referenzparametersatz bei 
zwei verschieden Drahtgeschwindigkeiten. 
Die Motivation für diese Betrachtung liegt darin begründet, dass viele Autoren ([76], [78], [85], [86], 
[87], [93], [102], [108], [109], [110]) die kinematischen Größen unscharf definieren und speziell die 
Variationen nicht konsequent unterschieden werden. Diese Unschärfe in der Formulierung der 
kinematischen Größen führt bei der konkreten Auswertung analytischer Prinzipe, hier dem Prinzip 
von HAMILTON, zu Fehlern. Aus diesem Grund sollen die sich ergebenden Unterschiede herausgearbei-
tet werden. Es soll aber keinesfalls unerwähnt bleiben, dass bei einigen in der Literatur vorgestellten 
Berechnungsmodellen (z. B. [96], [109]) an den Rändern geometrische Randbedingungen in Längs- 
und Querrichtung explizit vorgeschrieben werden, so dass die angesprochenen Randterme (bewusst 
oder unbewusst) auf natürliche Weise verschwinden. Man gewinnt die Variationsformulierung für 
das angesprochene Modell durch Streichen der entsprechenden Terme in (3.77). Aus Platzgründen 
werden die Ortsdiskretisierung der Variationsformulierung, das zugehörige Gleichungssystem zur 
Bestimmung der stationären Lage und das linearisierte Differentialgleichungssystem in der Arbeit 
nicht aufgeführt. Es wird sich auf die Darstellung der Berechnungsergebnisse beschränkt. Aus 
Abbildung 3.16 entnimmt man, dass sich die Verschiebungsfunktionen für den in Tabelle 1 aufgeführ-
ten Referenzparametersatz nicht unterscheiden. Der Einfluss der Randterme macht sich erst bei 
hohen Drahtgeschwindigkeiten bemerkbar. In diesem Fall weicht die Längsverschiebung signifikant 
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vom näherungsweise linearen Verlauf ab, was sich dann auch auf die Querverschiebungen auswirkt. 
Deutlicher wird der Effekt der Randterme, wenn man die zugehörige Drahtlängskraft   
( ) ( )L 1 1, ,F x t EA x tε=               (3.152) 
für die Referenzparameter grafisch darstellt. Werden die Randterme nicht berücksichtigt, liest man 
aus Abbildung 3.17a die Längskraft ( )L , 20 NF L t =  ab.  
 
Abbildung 3.17: Verlauf der Drahtlängskraft für den Referenzparametersatz bei einer Diskretisierung von M=50. Veranschaulichung der 
Wirkung der Impulsterme im Modell I. 
Die Drahtlängskraft entspricht also betragsmäßig der Vorspannkraft. Bei Berücksichtigung der 
Randterme zeigt sich der komplizierte Charakter der dynamischen Randbedingung in Form einer 
Kraftspitze. Die Oszillationen im Bereich e 1x x L≤ ≤  können auf die globalen Ansatzfunktionen 
zurückgeführt werden und sind das Analogon zu den aus der FOURIER-Reihenentwicklung bekannten 
Überschwingungen an Unstetigkeitsstellen (GIBBsches Phänomen). Um den Effekt deutlich hervorzu-
heben bzw. den Verlauf der Drahtkraft detailliert darzustellen, wurde für die Berechnung der 
Diskretisierungsparameter M  auf 50M =  erhöht. Die Ansatzfunktionen enthalten damit in 
Längsrichtung deutlich mehr Glieder als im Referenzparametersatz festgelegt. Bei einer weiteren 
Steigerung von M  verkleinern sich die Amplituden der Überschwinger. Zudem verschwindet für 
0 0v =  die Kraftspitze, sie wird also von den Impulstermen hervorgerufen. Um zu einer physikali-
schen Interpretation zu gelangen, ruft man sich die Grundlagen von Vorgängen mit Massenzu- und 
abfuhr in Erinnerung. Sind die Richtung und die Geschwindigkeit vom Materiestrom bekannt, kann 
sowohl der Impuls, den der Materiefluss beim Verlassen des Kontrollbereiches aufweist, als auch 
Betrag und Richtung der zugehörigen Kraft angegeben werden. Die dynamische Randbedingung ist 
ein dynamisches Kräftegleichgewicht und die durch das Verlassen des Kontrollbereiches hervorgeru-
fene Impulsänderung der Materie ist mit einem Kraftstoß verbunden. Ansonsten zeigt sich bei beiden 
Modellen im Verlauf der Drahtkraft die Wirkung der Kontaktstreckenlasten. Im gestrichelt abge-
grenzten Eingriffsbereich des Ingot wächst die Drahtkraft linear an. Geringe Abweichungen im 
Verlauf erhält man durch hohe Beträge der Normalstreckenlast in Verbindung mit großen Reib-
werten. Im Modell II ist die Drahtlängskraft durch die Wirkung der Kontaktstreckenlasten im 
gesamten Kontrollbereich betragsmäßig größer als die Vorspannkraft. Eine Kraftspitze am Ort 1x L=  
ist durch die vorgegebene Verschiebungsrandbedingung in Längsrichtung ausgeschlossen. 
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3.6.2 Eigenfrequenzen 
Die Eigenfrequenzen bzw. die Eigenkreisfrequenzen des Systems können für den jeweiligen Parame-
tersatz unter der Voraussetzung einer zeitinvarianten Systemmatrix ∆A , also bei Gültigkeit von 
(3.109), aus den Eigenwerten dλ  bestimmt werden. Die Eigenwerte sind für beide Modelle im 
Normalfall konjugiert komplex  
{ }*, , 1, 2, , , 1d d d d d d d Dλ δ ω λ δ ω= − + = − − ∈ = −    ,     (3.153) 
ihre Anzahl D  ergibt sich aus der Dimension der Systemmatrix D D×∆ ∈A  , also letztlich aus den 
Diskretisierungsparametern 
( ) ( )2 1 , 2D N M D N MΙ ΙΙ= + + = + ,          (3.154) 
wobei die tiefgestellten römischen Zahlen das betrachtete Modell spezifizieren. Die Realteile 
( )d dδ λ= −  haben die physikalische Bedeutung von Abkling- oder Dämpferkonstanten und ent-
scheiden über die Stabilität des dynamischen Grundzustandes, ( )d dω λ=   sind die zugehörigen 
gedämpften Eigenkreisfrequenzen. Bei den im Abschnitt aufgeführten Berechnungsergebnissen wird 
die Darstellung in Eigenfrequenzen gewählt, welche sich durch Umrechnen mit dem Faktor 2π  aus 
den Eigenkreisfrequenzen ergeben. 
Setzt man die Beträge der Kontaktkräfte, die Dämpfung und die Drahtgeschwindigkeit null, können 
die Eigenfrequenzen der Berechnungsmodelle mit den aus der Literatur [15] bekannten analytischen 
Lösungen verglichen werden. Für den beschriebenen Sonderfall sind Längs- und Querschwingungen 
entkoppelt und das Bewegungsverhalten wird mit der klassischen Wellengleichung beschrieben. Die 
Wellenausbreitungsgeschwindigkeiten für Longitudinal- und Transversalwellen 
VL T
0 0
D
,E Fc c
ρ µ
= =               (3.155) 
sind ebenso bekannt wie die Eigenfrequenzen in Abhängigkeit der entsprechenden geometrischen 
Randbedingung (A: fest-frei bzw. B: fest-fest) 
{ }0 0,A ,B
2 1 , , 1, 2, ,
2 2 2k k
k c cf f k k K
L L
−
= = ∈  .        (3.156) 
Nach elementarer Umformung ergeben sich für die Längseigenfrequenzen die Zusammenhänge  
( ) { }, I , II2 2
D D
2 1 , , 1, 2, ,
2 4 4
L L
k k
k E Ef f k k M
L Lρ ρ
−
= = ∈      (3.157) 
und für die Eigenfrequenzen, welche Querschwingungen kennzeichnen, 
{ }V,I , II 2 , 1, 2, ,4
T T
k k
Ff f k k N
Lµ
= = ∈  .         (3.158) 
Die dem fachkundigen Leser bekannten Zusammenhänge sollen an dieser Stelle nicht weiter vertieft 
werden. Die Abweichungen der mit den Modellen für diese Sonderfälle berechneten Eigenfrequen-
zen sind im Vergleich mit (3.157) und (3.158) im Bereich kleiner 1‰ . 
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In Tabelle 2 sind für beide Modelle die berechneten Eigenfrequenzen für den Referenzparametersatz 
und für verschiedene Werte der Diskretisierungsparameter aufgeführt.  
 5N M= =  5, 10N M= =  10, 10N M= =  
k , I [Hz]kf  , II [Hz]kf  , I [Hz]kf  , II [Hz]kf  , I [Hz]kf  , II [Hz]kf  
1 403,8 451,8 403,4 451,9 403,2 451,9 
2 812,6 845,2 810,5 845,2 809,7 845,3 
3 1231,4 1278,2 1213,5 1272,5 1212,2 1272,4 
4 1698,3 1693,5 1622,1 1690,3 1619,9 1690,3 
5 2137,5 2199,4 2038,3 2119,9 2026,2 2113,7 
6 2598,7 5175,8 2598,7 5175,8 2433,4 2536,5 
7 7765,4 10351,9 7765,8 10351,9 2599,3 2959,2 
8 12939,4 15525,0 12939,6 15525,1 2839,2 3389,4 
9 18112,1 20699,4 18112,1 20699,4 3264,9 3817,6 
10 23280,3 25865,3 23279,9 25864,9 3815,6 4408,9 
11 223955,0  28451,6 31038,3 4283,5 5176,34 
12   33624,1 36205,2 7766,1 10351,9 
13   38792,4 41377,5 12940,0 15526,4 
14   43963,5 46549,4 18114,6 20700,0 
15   49137,3 51723,5 23289,5 25874,7 
16   628808,0  28464,3 31049,6 
17     33639,3 36224,3 
18     38814,5 41398,0 
19     43986,2 46572,8 
20     49151,2 51734,0 
     628788,0  
Tabelle 2: Eigenfrequenzen für beide Berechnungsmodelle in Abhängigkeit der Diskretisierung  für den Referenzparametersatz . 
Die Anzahl der berechneten Eigenfrequenzen wird von den Diskretisierungsparametern bestimmt, 
siehe (3.153). Zudem ist eine Zuordnung möglich, welche Frequenzen Längs- und welche Quereigen-
schwingungen kennzeichnen. Für eine Diskretisierung mit 5N M= = charakterisieren die ersten 
fünf Eigenfrequenzen Querschwingungen und die verbleibenden fünf bzw. sechs Frequenzen 
Längsschwingungen. Erwartungsgemäß sind die Frequenzen der Längsschwingungen deutlich höher 
als die der Querschwingungen. Durch den für das Modell I gewählten Ansatz für die Längsverschie-
bung (3.87) ergibt sich immer ein zusätzlicher, sehr hochfrequenter Lösungsanteil. Bei einer Steige-
rung des Diskretisierungsparamters M  auf 10M =  bleiben die Querfrequenzen unverändert und 
weitere hochfrequente Längseigenfrequenzen treten hinzu. Wählt man für den Diskretisierungspa-
rameter N  ebenfalls 10N = , erhöht sich der Anteil hochfrequenter Querschwingungen. In der 
Tabelle sind die ersten beiden Längseigenfrequenzen grau hervorgehoben. Man erkennt, wie sich für 
den Fall 10N M= =  die erste Längseigenfrequenz im Modell I zwischen den Quereigenfrequenzen 
einsortiert. Dass die Längseigenfrequenzen im Modell II durch die Randbedingung am Ort 1x L=  
immer hochfrequenter sind als jene im Modell I, zeigt ebenfalls schon die einfache Beziehung 
(3.157). Vergleicht man die Quereigenfrequenzen der Berechnungsmodelle bei gleicher Diskretisie-
rung, fällt auf, dass für den gewählten Parametersatz die Frequenzen von Modell II stets höher sind 
als die von Modell I. Diese Charakteristik kann leicht mit der Drahtlängskraft erklärt werden. Durch 
die Kontaktstreckenlasten steigt im Modell II die Drahtkraft, was letztlich zu einer Erhöhung der 
Quereigenfrequenzen führen muss. Auf eine weitere Besonderheit sei schon an dieser Stelle 
hingewiesen. Eine feine Diskretisierung mit entsprechend großen Diskretisierungsparametern führt 
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dazu, dass bei der Berechnung von Zeitlösungen Lösungsanteile stark unterschiedlicher Frequenz 
entstehen, welche die numerische Auswertung erheblich erschweren und verlangsamen. Die speziell 
für diese Problemklasse entwickelten Integrationsroutinen für steife Differentialgleichungssysteme 
bringen zwar im Vergleich zu Standardroutinen einen unbestrittenen Zeitvorteil bei der Berechnung. 
Das Grundproblem, dass sich bei einer feinen Diskretisierung die Rechenzeit stark erhöht, bleibt 
bestehen. Um den Einfluss der Kontaktstreckenlasten auf die Eigenfrequenzen zu verdeutlichen, sind 
in Abbildung 3.18 die tiefsten fünf Eigenfrequenzen in Abhängigkeit von N 0f  für beide Berechnungs-
modelle dargestellt. Es gelten die in Tabelle 1 aufgeführten Referenzparameter, lediglich der Betrag 
der Normalstreckenlast N 0f  wird variiert.  
 
Abbildung 3.18: Einfluss der Normalstreckenlast auf die Eigenfrequenzen der Berechnungsmodelle. Grafische Darstellung der fünf 
tiefsten Eigenfrequenzen für den Referenzparametersatz und bei Variation des Betrages der Normalstreckenlast. 
Im Modell I bleiben die Eigenfrequenzen durch die Regelung der Drahtkraft nahezu konstant. Das 
geringfügige Absinken der dargestellten Frequenzen kann damit erklärt werden, dass durch die 
Belastung in Kombination mit der vorgegebenen Vorspannkraft ein größerer Drahtbogen entsteht. 
Im Modell II führt eine Steigerung der Normalstreckenlast zu einer erhöhten Drahtlängskraft und 
damit zum Anstieg der Eigenfrequenzen der Querschwingungen. 
 
Abbildung 3.19: Einfluss der Führungsbewegung auf die Eigenfrequenzen der Berechnungsmodelle. Grafische Darstellung der fünf 
tiefsten Eigenfrequenzen für den Referenzparametersatz bei Variation der Drahtgeschwindigkeiten. 
Wie bereits in den Abschnitten 3.3.3 und 3.4.3 ausgeführt, sind durch die Führungsbewegung beide 
Berechnungsmodelle gyroskopische Systeme, d. h. die Eigenfrequenzen sind abhängig von der 
Drahtgeschwindigkeit 0v . Wie man Abbildung 3.19 entnehmen kann, sinken die Eigenfrequenzen 
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beider Berechnungsmodelle bei größer werdender Drahtgeschwindigkeit. Der Frequenzunterschied 
ist in dem Geschwindigkeitsbereich, in welchem Drahtsägen betrieben werden, allerdings unwesent-
lich. Ein in der Literatur oft diskutiertes Problem ist die mit konstanter Geschwindigkeit bewegte 
Saite mit Randbedingungen gemäß (3.124), also, abgesehen von der Biegesteifigkeit, ein Sonderfall 
des hier vorgestellten Berechnungsmodells II. Eine analytische Lösung für die Eigenfrequenzen  
( ) { }V2 2 T0 0 0 0
0
, , 1, 2, ,
2k
k Ff c v c c k
c L µ
= − = = ∈ ∞        (3.159) 
und die gesuchten Querschwingungen ( )1,w x t  ist in [22] aufgeführt. Aus (3.159) kann man entneh-
men, dass mit wachsender Transportgeschwindigkeit 0v  die Eigenfrequenzen der Querschwingungen 
absinken. Eine recht ausführliche physikalische Interpretation und die Diskussion des damit einher-
gehenden Stabilitätsproblems werden ebenfalls in [22] abgehandelt. Durch Nullsetzen der entspre-
chenden Parameter, also der Beträge der Streckenlasten und der Dämpferkonstanten, kann für den 
beschriebenen Sonderfall der geschwindigkeitsabhängige Verlauf der Eigenfrequenzen bestimmt und 
mit (3.159) verglichen werden. Dazu wählt man zweckmäßigerweise eine normierte Darstellung. Auf 
der Abszisse wird die auf die Wellengeschwindigkeit bezogene Drahtgeschwindigkeit und auf der 
Ordinate die auf die tiefste Eigenfrequenz bezogene k-te Eigenfrequenz aufgetragen. 
 
Abbildung 3.20: Einfluss der Führungsbewegung auf die Eigenfrequenzen der Berechnungsmodelle. Grafische Darstellung der fünf 
tiefsten Eigenfrequenzen für den unbelasteten Draht bei verschiedenen Drahtgeschwindigkeiten.  
Bis zum Erreichen der Stabilitätsgrenze, d. h. für T0 0v c≤ , bestätigen die berechneten Eigenfrequen-
zen den in (3.159) angegebenen Zusammenhang. Die Abweichungen der tiefsten Eigenfrequenzen 
sind für diese Geschwindigkeiten im Promillebereich. Bei einer Variation der Drahtvorspannkraft 
ergibt sich immer der gleiche Verlauf, da T0c  maßgeblich von VF  bestimmt wird. Anders sind die 
Verhältnisse im Berechnungsmodell I. Die Eigenfrequenzen sinken nicht monoton mit der Transport-
geschwindigkeit. Es existiert ein Bereich, in welchem sie stark ansteigen und ein Bereich in dem sie 
bis zur Stabilitätsgrenze hin abfallen. Zudem sei erwähnt, dass sowohl der Verlauf der Eigenfrequen-
zen als auch der Stabilitätsbereich von der Vorspannkraft abhängig sind. Ferner wechseln Stabilitäts-
bereiche und Instabilitätsbereiche für 0 02v c> . Der Effekt wurde allerdings nicht näher untersucht, 
da derart hohe Führungsgeschwindigkeiten für Drahtsägen oder andere technische Anwendungen 
nicht relevant sind. 
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3.6.3 Stabilitätsuntersuchungen 
Ein wichtiger Aspekt zur Beurteilung der Dynamik eines Systems ist der Stabilitätsnachweis des 
dynamischen Grundzustandes. Der Stabilitätsnachweis hat für den betrachteten Anwendungsfall des 
Drahtsägens eine hohe praktische Relevanz. Im industriellen Einsatz von Drahtsägen wird beispiels-
weise festgestellt, dass bei bestimmten Prozessparametern vermehrt Oberflächenfehler entstehen, 
oder noch gravierender, der Draht reißt. Vor allem der Drahtriss ist mit hohen Kosten verbunden. Im 
Regelfall sind damit alle betroffenen Wafer Ausschuss und der Ingot muss wieder eingeschmolzen 
werden. Zudem muss das Drahtfeld neu „aufgelegt“ werden, was relativ zeitintensiv ist. Aus den 
angeführten Gründen ist man bestrebt diese Szenarien tunlichst zu vermeiden. In den Unternehmen 
sind diesbezüglich reichlich empirische Erfahrungen vorhanden, geeignete Berechnungsmodelle, um 
einen bestimmten Systemzustand richtig interpretieren zu können, exisitieren bis dato hingegen 
nicht. Nach diesen einführenden Worten zur Motivation soll mit den vorgestellten Berechnungsmo-
dellen die Stabilität des dynamischen Grundzustandes für verschiedene Prozessparameter systema-
tisch untersucht werden. Aus der Vielzahl der Systemparameter gilt es diejenigen festzustellen, 
welche die Stabilität des Systems maßgeblich beeinflussen. Zudem ist der Stabilitätsnachweis einer 
stationären Lage die Grundlage zur Bestimmung von partikulären Zeitlösungen. Zur Berechnung von 
Zwangsschwingungsamplituden ist die Stabilität des dynamischen Grundzustandes bekanntlich die 
wesentlichste Voraussetzung. Ferner können die in der Arbeit vorgestellten Berechnungsmodelle 
hinsichtlich ihres Stabilitätsverhaltens verglichen und Empfehlungen für den praktischen Sägebetrieb 
gegeben werden. 
Ausgangspunkt der Stabilitätsbetrachtungen ist der in Tabelle 1 aufgeführte Referenzparametersatz, 
also das zeitinvariante System. Alle zeitveränderlichen Systemparameter, also ( )∆v t , ( )∆v t , 
( )N∆f t  und ( )R∆f t  sind für diesen Fall ausnahmslos null. Anschließend werden Stabilitätskarten für 
das zeitvariante System vorgestellt. Aus der Vielzahl möglicher Geschwindigkeitsprofile wird sich bei 
der Untersuchung auf (3.97) beschränkt, also auf eine konstante Führungsbewegung 0v  mit perio-
disch überlagertem Geschwindigkeitsanteil ( )Aˆ sinv t∆ Ω . Abschließend wird das Stabilitätsverhalten 
beider Berechnungsmodelle bei zeitveränderlichen Kontaktkräften in Form von (3.98) mit 
( ) ( )N N Aˆ sinf t f t∆ = ∆ Ω  und ( ) ( )R NGf t f tρ∆ = ∆  diskutiert. 
In den Stabilitätskarten haben die dem jeweiligen Parametersatz zugehörigen Punkte folgende 
Bedeutung. Ist die berechnete stationäre Lage stabil, wird der Punkt grau eingefärbt, liegt Instabilität 
vor wird er weiß gekennzeichnet. Schwarz dargestellte Punkte zeigen an, dass für diese Parameter-
konstellation die maximal zulässige Dehnung überschritten ist (Drahtriss). Die Diskretisierung der in 
den Karten variierten Parameter ist äquidistant, damit entstehen stets Karten mit 51x51 Punkten. 
Um den Einfluss der Dämpfung auf den Stabilitätsbereich zu verdeutlichen, werden zudem die 
Beträge der Dämpferkonstanten variiert. Dazu werden ausgehend vom Referenzwert der äußeren 
Dämpfung jeweils auch für zwei geringere Dämpfungswerte die entsprechenden Stabilitätskarten 
berechnet. Die Systemparameter werden absichtlich weit über die Grenzen des normalen Betriebs-
bereiches hinaus variiert. Damit soll vor allem gezeigt werden, wie weit der im Sägebetrieb benutzte 
Parametersatz von der Stabilitätsgrenze entfernt ist. 
In Abbildung 3.22 ist der Einfluss von Drahtgeschwindigkeit und Reibwert auf die Stabilität von 
Modell I aufgezeigt. 
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Abbildung 3.21: Einfluss der Drahtgeschwindigkeit und des Reibwertes auf die Stabilität des dynamischen Grundzustandes von Modell 
I. Stabilitätskarten für drei verschiedene Vorspannkräfte und Dämpferkonstanten.  
Es zeigt sich, dass das System bei hohen Drahtgeschwindigkeiten in Verbindung mit großen Reib-
werten instabil werden kann. Zudem sind hohe Vorspannkräfte in geringem Maße stabilitätsför-
dernd. Den größten Einfluss auf das Stabilitätsverhalten hat zweifelsohne die Dämpfung. Anzu-
merken ist, dass der im Referenzparametersatz definierte Wert für die Dämpferkonstanten das 
System nur sehr schwach dämpft. Es ist zu erwarten, dass im praktischen Sägebetrieb durch die 
Slurry und die damit verbundene Fluidinteraktion die Bewegung des Sägedrahtes stärker gedämpft 
wird. Da der Reibwert direkt von der verwendeten Läppemulsion abhängt, ist der auf den Ordinaten 
aufgetragene Bereich der Reibkoeffizienten für das Drahtsägen durchaus von praktischer Relevanz. Je 
nach Feststoffanteil und Korngrößen der SiC-Partikel ergeben sich auch Reibkoeffizienten G 1ρ > . Die 
untersuchten Geschwindigkeiten m0 s0 50v≤ ≤  übersteigen jedoch deutlich den Arbeitsbereich 
konventioneller Drahtsägen, welcher bis dato im Bereich von m m0s s5 20v≤ ≤  liegt. Der dynamische 
Grundzustand ist für die untersuchten Parameterkonstellationen theoretisch realisierbar, ohne dass 
der Draht reißt. 
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Um den Einfluss der Diskretisierung auf die Berechnungsergebnisse zu verdeutlichen, sind in 
Abbildung 3.22 Stabilitätskarten für die gleichen Parametersätze bei feinerer Diskretisierung 
10N M= =  dargestellt. Die Unterschiede sind erwartungsgemäß gering, die Stabilitätsgrenzen 
verschieben sich lediglich für geringe Werte der Dämpfungsparameter. Studien zur Diskretisierung 
wurden für alle untersuchten Parametersätze durchgeführt, werden aber aus Platzgründen nicht in 
der Arbeit aufgeführt. Es zeigte sich, dass sich bei feinerer Diskretisierung die Stabilitätsgrenzen nur 
unwesentlich verändern und somit die Interpretation der Ergebnisse zu den gleichen Schlussfolge-
rungen führt. 
 
Abbildung 3.22: Einfluss der Drahtgeschwindigkeit und des Reibwertes auf die Stabilität des dynamischen Grundzustandes von Modell I 
bei feinerer Diskretisierung (N=M=10). Stabilitätskarten für drei verschiedene Vorspannkräfte und Dämpferkonstan-
ten.  
In Abbildung 3.23 sind die entsprechenden Stabilitätskarten für das Modell II dargestellt. Ein Ver-
gleich von Abbildung 3.23 mit Abbildung 3.21 liefert keine signifikanten Unterschiede. Im Modell II 
ist für den festgelegten Referenzwert der Dämpfung der gesamte Parameterbereich stabil. Vergleicht 
man die Berechnungsergebnisse bei geringerer Dämfung, stellt man fest, dass die Stabilitätsbereiche 
im Modell II größer sind, was sich u. a. auf die höhere Drahtlängskraft zurückführen lässt. Ansonsten 
sind die für das Modell I bereits diskutierten Aussagen gültig.  
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Abbildung 3.23: Einfluss der Drahtgeschwindigkeit und des Reibwertes auf die Stabilität des dynamischen Grundzustandes von Modell 
II. Stabilitätskarten für drei verschiedene Vorspannkräfte und Dämpferkonstanten. 
Weitere interessante Eigenschaften des Systems zeigen sich durch eine Stabilitätbetrachtung in 
Abhängigkeit von Drahtgeschwindigkeit und Normalstreckenlast. In der Fachliteratur wird zur 
Untersuchung des Stabilitätsverhaltens oft nur der Einfluss der aufgeprägten Führungsbewegung 
berücksichtigt. In den in der Arbeit vorgestellten Berechnungsmodellen werden die sich einstellen-
den Längs- und Querverschiebungsfunktionen des Sägedrahtes aber maßgeblich vom Betrag der 
Normalstreckenlast bestimmt. Im dynamischen Grundzustand ist der Draht also vorverformt 
(Drahtbogen). Zudem können vor allem bei großen Querverschiebungen Effekte an Einfluss 
gewinnen, welche aus der Formulierung der Kontaktstreckenlasten als Folgelasten resultieren. Durch 
die unterschiedlichen Randbedingungen der Modelle in Längsrichtung am Ort 1x L=  sind zudem 
Unterschiede im Stabilitätsverhalten zu erwarten. 
In Abbildung 3.24 und Abbildung 3.25 sind die berechneten Stabilitätskarten für den beschriebenen 
Fall und für beide Berechnungsmodelle aufgeführt. Für die nichtvariierten Parameter gelten die in 
Tabelle 1 festgelegten Werte. 
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Abbildung 3.24: Einfluss der Drahtgeschwindigkeit und des Betrages der Normalstreckenlast auf die Stabilität des dynamischen 
Grundzustandes von Modell I. Stabilitätskarten für drei verschiedene Vorspannkräfte und Dämpferkonstanten. 
Aus den Stabilitätskarten kann man entnehmen, dass in beiden Modellen wieder die Dämpfung einen 
signifikanten Einfluss hat. Für den festgelegten Referenzwert der Dämpfung ist in beiden Modellen 
der gesamte untersuchte Parameterbereich stabil. Bei geringerer Dämpfung werden die Unterschie-
de der Berechnungsmodelle offensichtlicher. Während im Modell II für kgH V s m0,01b b= =  sämtliche 
stationäre Lagen des Parameterbereiches stabil sind, existieren im Modell I bei hohen Geschwindig-
keiten und großen Belastungen Bereiche von Instabilität. Die Ursache liegt in den unterschiedlich 
ausgeprägten Drahtbögen beider Modelle. Im Extremfall der untersuchten Belastung, d. h. für 
N
N0 m70f =  ergibt sich im Modell I eine maximale Querverschiebung von ( )0,max 1 66,9 mmw x = , im 
Modell II hingegen nur eine Verschiebung von ( )0,max 1 27,5 mmw x =

. Außerdem wird ersichtlich, 
dass sich für das Modell II nicht im gesamten Parameterbereich die zugehörigen stationären Lagen 
realisieren lassen, da hohe Vorspannkräfte in Verbindung mit großen Beträgen der Kontaktstrecken-
lasten zum Drahtriss (schwarz gekennzeichnete Punkte) führen.  
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Abbildung 3.25: Einfluss der Drahtgeschwindigkeit und des Betrages der Normalstreckenlast auf die Stabilität des dynamischen 
Grundzustandes von Modell II. Stabilitätskarten für drei verschiedene Vorspannkräfte und Dämpferkonstanten. 
Den Abschluss der Stabilitätsbetrachtungen sollen unterschiedliche Geschwindigkeitsprofile bilden.  
Dabei werden einerseits einer konstanten Führungsgeschwindigkeit 0v  tieffrequente Geschwindig-
keitsanteile großer Amplitude überlagert. Dies findet beim Pendelschrittverfahren Anwendung. 
Andererseits existieren Überlegungen, dass überlagerte hochfrequente Geschwindigkeitsanteile den 
Slurrytransport und die Abtragsrate verbessern können. Aus diesem Grund soll mit einem Stabilitäts-
nachweis eines entsprechenden Geschwindigkeitsprofils im hochfrequenten Bereich überprüft 
werden, ob Bestrebungen in diese Richtung sinnvoll sind. 
In Abbildung 3.26 sind Stabilitätskarten für die angesprochene tieffrequente Überlagerung darge-
stellt. Die Berechnung bezieht sich auf die in (3.96) und (3.97) angegebenen Beziehungen mit der im 
Referenzparametersatz festgelegten konstanten Führungsbewegung von m0 s15v =  und dem 
überlagerten zeitveränderlichen Anteil  
( ) ( ) m mA As sˆ ˆ2 , 1 5 , 1 Hz 10 Hzv t v sin f t v fπ∆ = ∆ ≤ ∆ ≤ ≤ ≤ .      (3.160) 
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Die Erregerfrequenz Af  wird wiederum bis in einen für das Drahtsägen nicht praxisrelevanten 
Bereich gesteigert. Bevor die Berechnungsergebnisse interpretiert werden, noch eine abschließende 
Bemerkung zur Wahl der Beträge der Normalstreckenlast. Der überwiegende Teil der gesichteten 
Literatur beschränkt sich bei der Untersuchung von axial bewegten Kontinua mit nichtmateriellen 
Randbedingungen auf eine konstante Führungsgeschwindigkeit. Ausnahmen sind    z. B. [73] und 
[112], in der die Untersuchungen zusätzlich auf veränderliche Führungsbewegungen ausgedehnt 
werden. Ein Geschwindigkeitsprofil gemäß (3.96) und (3.97) ist in Verbindung mit dem vorliegenden 
strukturmechanischen Modell und den Randbedingungen in keiner bekannten Literaturstelle 
Gegenstand von Betrachtungen gewesen. Um die Lücke zu schließen, sollte selbstverständlich der 
Sonderfall des unbelasteten ( )N0 R 00, 0f f= =  Drahtes gerechnet werden. Andererseits gilt es dem 
in der Arbeit betrachteten Anwendungsfall des Drahtsägens Rechnung zu tragen. Aus diesem Grund 
sind zusätzlich die Berechnungsergebnisse für zwei Normalstreckenlasten in Verbindung mit den sich 
aus dem Reibkoeffizienten ergebenden Reibstreckenlasten angegeben. 
 
Abbildung 3.26: Einfluss eines speziellen Geschwindigkeitsprofils auf die Stabilität des dynamischen Grundzustandes von Modell II. 
Überlagerung der konstanten Führungsbewegung mit tieffrequenten Geschwindigkeitsanteilen großer Amplitude. Be-
rechnungsergebnisse für drei verschiedene Beträge der Normalstreckenlast und Dämpferkonstanten. 
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Aus Abbildung 3.26 wird ersichtlich, dass für N 0 0f =  und R0 0f =  die Dämpfung die Stabilitätsgren-
ze nur unwesentlich verschiebt. Für das geringste betrachtete Dämpfungsmaß verliert die Grenze 
jedoch deutlich an Schärfe. Prinzipiell existieren Instabilitätsbereiche bei großen Amplituden ( )v t∆  
in Verbindung mit hochfrequenten Änderungen der überlagerten Geschwindigkeit. Eine Steigerung 
von N 0f  führt in Verbindung mit den Randbedingungen des Berechnungsmodells zu einer erhöhten 
Drahtspannung, was sich trotz des sich ausbildenden Drahtbogens stabilisierend auswirkt. Zusam-
menfassend lässt sich feststellen, dass für in der Frequenz technisch realisierbare ( )v t∆  und geringe 
Dämpfung das System stabil ist. Im Modell I ist der gesamte betrachtete Parameterbereich stabil, 
weshalb auf eine grafische Darstellung der Stabilitätskarten verzichtet wird. Erwähnenswert ist, dass 
sich mit Blick auf die berechneten charakteristischen Koeffizienten die gleichen Tendenzen zeigen 
wie im Berechnungsmodell II, jedoch für keinen berechneten Punkt die Stabilitätsgrenze überschrit-
ten wird. 
 
Abbildung 3.27: Einfluss eines speziellen Geschwindigkeitsprofils auf die Stabilität des dynamischen Grundzustandes von Modell II. 
Überlagerung der konstanten Führungsbewegung mit hochfrequenten Geschwindigkeitsanteilen geringer Amplitude. 
Berechnungsergebnisse für drei verschiedene Beträge der Normalstreckenlast und Dämpferkonstanten. 
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Das abschließend betrachtete Geschwindigkeitsprofil soll die Auswirkung von überlagerten hochfre-
quenten Geschwindigkeitsanteilen auf die Stabilität der Berechnungsmodelle untersuchen. Ohne auf 
Details einer möglichen technischen Realisierung einzugehen, soll die Anregung bei geringer 
Amplitude zweckmäßigerweise im Frequenzbereich der ersten Längseigenfrequenz erfolgen. Aus 
Tabelle 2 entnimmt man die für den Referenzparametersatz gültigen ersten Längseigenfrequenzen 
der Modelle 1, I 2598,7 HzLf =  und 1, II 5175,8 HzLf = . Um die Vergleichbarkeit der Ergebnisse 
weiterhin zu gewährleisten, wird für den Bereich der Erregerfrequenzen A2 kHz 6 kHzf≤ ≤  fest-
gelegt. Die hochfrequenten Geschwindigkeitsamplituden können mit einem Piezoaktuator realisiert 
werden. Orientiert man sich an einem harmonisch bewegten Piezoaktuator, welcher im betrachteten 
Frequenzbereich beispielsweise eine Wegamplitude von 5 μm  erreicht, ergibt sich ein Parameterbe-
reich der Geschwindigkeitsamplituden von m ms sˆ0,06 0,18v≤ ∆ ≤ . In Abbildung 3.27 sind die berech-
neten Stabilitätskarten für das Berechnungsmodell II dargestellt. Auffällig ist, dass vor allem die 
Amplitude vˆ∆  stabilitätsentscheidend ist. In keiner Karte sind im betrachteten Frequenzbereich 
Geschwindigkeitsamplituden msˆ 0,07v∆ >  stabil. Wird der Draht nicht durch Streckenlasten belastet, 
ist kein Einfluss der Dämpfung erkennbar, die Stabilitätsbereiche sind nahezu identisch. Das Stabili-
tätsverhalten ändert sich maßgeblich bei einer Belastung des Drahtes durch die Kontaktstreckenlas-
ten. Der sich einstellende Drahtbogen führt zu einigen interessanten Stabilitätseffekten. Die Stabili-
tätsinseln für das geringste betrachtete Dämpfungsmaß sollten nicht überbewertet werden, da in 
diesem Fall die fünfte oder sechste Mantissenstelle des maximalen charakteristischen Koeffizienten 
{ }max iρ  über die Stabilität entscheidet und somit eher numerische Einflüsse dominieren. Für die 
anderen Dämpfungsmaße stellt man fest, dass das Stabilitätsgebiet von schmalen Instabilitätszonen 
durchzogen wird. 
 
Abbildung 3.28: Detailansichten der in Abbildung 3.27 dargestellten Stabilitätskarten für einen speziellen Frequenzbereich und bei 
deutlich feinerer Rasterung der untersuchten Parameter. 
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Zur systematischen Untersuchung dieser Instabilitätszonen werden für den dafür relevanten 
Frequenzbereich A3,8 kHz 6 kHzf≤ ≤  die betreffenden Karten mit deutlich feinerer Rasterung der 
untersuchten Parameter (101x101 Punkte) erneut gerechnet (Abbildung 3.28). Aus Abbildung 3.28 
wird deutlich, dass schmale Instabilitätszonen trichterförmig in das Stabilitätsgebiet schneiden. Die 
Ausprägung wird maßgeblich von der Dämpfung und dem Betrag der Kontaktstreckenlasten, also 
letztlich vom Drahtbogen bestimmt. Um zu einer Interpretation zu gelangen, was diese destabilisie-
renden Effekte auslöst, berechnet man zweckmäßigerweise für ˆ 0v∆ =  und für die entsprechenden 
Lastfälle die Eigenfrequenzen. Die Ergebnisse sind in Tabelle 3 aufgeführt. Um den interessierenden 
Frequenzbereich besser aufzulösen, muss die Diskretisierung verfeinert werden.  
 kgH V s m0,05b b= =  
kg
H V s m0,01b b= =  
 NN0 m5f =  NN0 m10f =  NN0 m5f =  NN0 m10f =  
k , II [Hz]kf  , II [Hz]kf  , II [Hz]kf  , II [Hz]kf  
8 3290,28 3387,57 3290,20 3387,46 
9 3703,89 3816,61 3703,76 3816,51 
10 4152,34 4360,45 4152,30 4360,39 
11 4577,54 4821,37 4577,45 4821,30 
12 5040,57 5175,95 5040,41 5175,92 
13 5173,44 5439,45 5173,41 5439,23 
14 5463,82 5899,67 5463,77 5899,66 
Tabelle 3: Eigenfrequenzen für das Modell II bei feinerer Diskretisierung (N=15, M=10) und mit einem Parametersatz gemäß der in 
Abbildung 3.28 dargestellten Stabilitätskarten.  
Durch die Steigerung des Diskretisierungsparameters N  auf 15N =  werden im Frequenzbereich 
, II3 kHz 6 kHzkf≤ ≤  im Vergleich zu den in Tabelle 2 aufgeführten Eigenfrequenzen entsprechend 
mehr Quereigenfrequenzen generiert. Deutlich erkennbar bleibt die wiederum grau hervorgehobene 
erste Längseigenfrequenz 1, II 5175 HzLf ≈ . Die Quereigenfrequenzen verändern sich durch die 
Kontaktstreckenlasten, d. h. sie erhöhen sich bei einer Steigerung der Belastung. Der Einfluss der 
unterschiedlichen Dämpfungswerte zeigt sich im betrachteten Frequenzbereich meist erst in der 
zweiten Mantissenstelle. Verlängert man virtuell in Abbildung 3.28 die trichterförmigen Instabilitäts-
bereiche zur Abszisse hin und liest die entsprechende Erregerfrequenz ab, erkennt man eine 
Übereinstimmung mit den in Tabelle 3 aufgeführten Quereigenfrequenzen. Am deutlichsten wird der 
Effekt für NN0 m10f =  und 
kg
H V s m0,01b b= = . Für die am Weitesten ins Stabilitätsgebiet ragende 
Spitze liest man A 3,8 kHzf ≈  ab. Mit ein wenig Anstrengung sind auch A 4,3 kHzf ≈  und 
A 5,9 kHzf ≈  ablesbar. Offenbar regen die hochfrequenten harmonischen Geschwindigkeitsanteile 
Querschwingungen des Drahtes an. Je nach Dämpfungsmaß reicht dann schon eine geringe Erreger-
amplitude im Bereich einer kritischen Eigenfrequenz aus, um instabiles Verhalten des Systems 
herbeizuführen. Auch dass sich die beschriebenen Effekte nur bei vorhandenem Drahtbogen äußern 
und sich in ihrer Intensität mit stärker ausgeprägtem Bogen verstärken, kann schlüssig mit den 
Koppeltermen in der Variationsformulierung bzw. den Feldgleichungen erklärt werden. 
Das Stabilitätsverhalten von Berechnungsmodell I enthält für den gewählten Parameterbereich wie-
derum keine interessanten Effekte, weshalb auf eine grafische Darstellung verzichtet wird. Die Karten 
sind für kgH V s m0,05b b= =  und 
kg
H V s m0,01b b= =  ausnahmslos stabil. Für das geringste betrachtete 
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Dämpfungsmaß kgH V s m0,001b b= =  ist die gesamte Karte für N0 0 0Rf f= =  stabil, für die anderen 
beiden Beträge der Streckenlasten NN0 m5f =  und NN0 m10f =  liegt im gesamten Parameterbereich 
der Karte Instabilität vor. 
3.6.4 Zeitlösungen 
Der Abschnitt Berechnungsergebnisse schließt mit der Präsentation von Zeitlösungen. Auf eine 
grafische Darstellung der homogenen Lösung mit entsprechenden Anfangsbedingungen und der Zeit 
als Scharparameter wird aus Platzgründen verzichtet. Mit der in Abschnitt 3.6.3 erworbenen 
Systemkenntnis wäre der zusätzliche Informationsgewinn ohnehin gering, da die Kernaussage 
bekannt ist. Ist die betreffende stationäre Lage stabil, klingt die homogene Lösung bei einer Störung 
der Anfangsbedingungen ab. Interessant sind die im Programmcode auf Wunsch aufrufbaren 
Animationen bei zeitvarianter Systemmatrix. Abhängig davon, welche Systemparameter zeitabhängig 
sind und mit welcher Frequenz sie oszillieren, klingt die homogene Lösung erst nach einigen Perioden 
allmählich ab.  
Von großem Interesse für den praktischen Sägebetrieb sind hingegen Zwangsschwingungen, welche 
von zeitveränderlichen Systemparametern hervorgerufen werden. Für die betrachteten Fälle ist die 
Systemmatrix stets zeitvariant. Damit muss die Fundamentalmatrix auf numerischem Wege be-
stimmt werden und zudem das Faltungsintegral (2.110) ausgewertet werden. Mit der praxisrelevan-
ten Einschränkung auf periodische Änderungen der Systemparameter können mit (2.112) Anfangs-
bedingungen bestimmt werden, welche die Auswertung des Faltungsintegrals auf eine Periode PT  
beschränken, um die gewünschten stationären Zwangsschwingungen zu erhalten. Was sich für 
einfache Beispiele [24] noch leicht numerisch umsetzen lässt, ist für die vorgestellten Modelle durch 
die stark unterschiedlichen Eigenwerte problematischer und je nach Dimension der Systemmatrix 
sehr zeitaufwendig. Zur Probe wurden in der Testphase des Programmcodes Zeitlösungen von 
(3.107) und (3.146) zusätzlich mittels numerischer Integration für verschwindende Anfangsbedingun-
gen bestimmt. Dabei zeigte sich, dass die gewünschte Zeitlösung bei gleicher Ergebnisgüte wesent-
lich schneller mit geeigneten numerischen Integrationsroutinen für steife Differentialgleichungssys-
teme gewonnen werden kann. Der Nachteil besteht darin, dass über eine gewisse Anzahl an Perio-
den zu integrieren ist bis die homogenen Lösungsanteile abklingen und die Gesamtlösung in die 
gesuchte stationäre Zwangsschwingung übergeht. Parameterstudien zeigten, dass sich für die 
nachfolgend präsentierten Berechnungsergebnisse stationäre Zwangsschwingungsamplituden in der 
Regel bis 15 Pt T<  einstellen. Zur Sicherheit wird 30end Pt T=  gewählt. Zudem werden Änderungen 
im Zeitverhalten aufeinanderfolgender Perioden im Bereich 20 30P PT t T≤ ≤  vom Programm 
erfasst. Damit können die sich einstellenden Amplituden in diesem Zeitintervall verglichen und 
bewertet werden. Eine programmierte Fehlerschranke für die maximale Amplitude sichert ab, dass 
es sich um stationäre Zwangsschwingungsamplituden handelt. 
Mit Blick auf die Berechnungszeit bietet es sich an die Dimension der Systemmatrix zu reduzieren. 
Für die nachfolgend aufgeführten Berechnungsergebnisse werden abweichend vom Referenzpara-
metersatz die Diskretisierungsparameter 5N M= =  angesetzt. Da sich nennenswerte Zwangs-
schwingungsamplituden im Bereich der tiefsten Eigenfrequenzen ausbilden werden und zudem 
hochfrequente Längsschwingungen nicht relevant sind, ist die Verringerung der Diskretisierungspa-
rameter zweckdienlich. Wie Tabelle 2 aufzeigt, ergeben sich damit gewisse Abweichungen in den 
höherfrequenten Quereigenfrequenzen, was in Kauf genommen werden muss.  
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Nach diesen einführenden Bemerkungen kann konkretisiert werden, welche Systemparameter bei 
den Untersuchungen periodisch veränderlich sein sollen. Die Festlegungen sind nicht willkürlich  und 
haben einen zur Verbesserung des Sägeprozesses praktischen Hintergrund. Die nachfolgend aufge-
führten Berechnungsergebnisse unterstützen Bestrebungen des IMFD den Slurrytransport und die 
Abtragsrate durch gezielte Anregung des Ingot zu verbessern. Vor allem von Interesse sind die 
Frequenzen, bei denen große Schwingungsamplituden in Längs- oder Querrichtung auftreten. Die 
Erregung des Ingot soll mit kleiner Amplitude mittels Piezoaktuatoren realisiert werden. Damit ergibt 
sich ein sehr großer möglicher Frequenzbereich der Anregung. Um den angesprochenen Sachverhalt 
in den Berechnungsmodellen umzusetzen, wird ausgehend vom Referenzparametersatz ein zusätz-
licher harmonisch wechselnder Anteil der Normalstreckenlast  
( ) ( ) NN N A N Amˆ ˆ2 , 1 , 1 Hz 10000 Hzf t f sin f t f fπ∆ = ∆ ∆ = ≤ ≤       (3.161) 
festgelegt. Der Betrag der Reibstreckenlast ist durch ( ) ( )R G Nf t f tρ∆ = ∆  damit ebenfalls veränder-
lich in der Zeit. Die Kontaktstreckenlasten setzen sich also additiv aus einem stationären Anteil N 0f  
bzw. R0f  und einem harmonisch wechselnden Anteil zusammen. Durch die Formulierung der 
Kontaktstreckenlasten als Folgelasten beinhalten sowohl die Gesamtsteifigkeitsmatrix der Berech-
nungsmodelle als auch der Vektor der rechten Seite zeitveränderliche Terme der Kontaktstrecken-
lasten. Damit ergibt sich eine Kombination aus parametrischer und äußerer Anregung. Zudem 
beeinflussen die dem Kontinuum aufgeprägte Führungsbewegung und die stationären Anteile der 
Kontaktstreckenlasten maßgeblich den sich einstellenden dynamischen Grundzustand. Damit sind die 
aus der Fremdanregung resultierenden Betriebsschwingungen des Sägedrahtes, welche sich um 
diesen dynamischen Grundzustand ausbilden, maßgeblich von der Vorverformung des Kontinuums 
abhängig. Das Bewegungsverhalten des Sägedrahtes ist damit für den allgemeinen Fall sehr kompli-
ziert und nur noch entfernt verwandt mit der nichtbewegten Saite unter äußerer Anregung, welche 
Bewegungen um die horizontale Referenzkonfiguration ausführt. 
In Abbildung 3.29 sind die für den erörterten Fall berechneten maximalen Zwangsschwingungs-
amplituden in Längs- und Querrichtung ( )Auˆ f  bzw. ( )Awˆ f  für das Berechnungsmodell I darge-
stellt. Bei der numerischen Umsetzung wurde die Erregerfrequenz in 5 Hz -Schritten gesteigert. Um 
das Ablesen zu erleichtern, sind die Erregerfrequenzen, bei denen Maximalamplituden auftreten, 
grau mit dem entsprechenden Wert beschriftetet. Zunächst stellt man sowohl in Längs- als auch in 
Querrichtung eine sehr gute Übereinstimmung mit den in Tabelle 2 aufgeführten Eigenfrequenzen 
fest. In Querrichtung werden maximale Amplituden bei Erregerfrequenzen erzielt, welche im Bereich 
der ersten, dritten und fünften Eigenfrequenz sind. Bei Erregerfrequenzen im Bereich der zweiten 
und vierten Eigenfrequenz ergeben sich hingegen keine nennenswerten Amplituden. Führt man sich 
vergleichend Eigenschwingungen einer nicht bewegten Saite vor Augen, wird deutlich, dass sich bei 
geraden Eigenmoden in der Mitte ein Schwingungsknoten ausbildet. Bei der in den Modellen 
vorliegenden Belastung durch die Kontaktstreckenlast können sich derartige Betriebsschwingformen 
schlecht ausbilden. Die Folge sind wesentlich geringere Zwangsschwingungsamplituden für diese 
Frequenzen. Auch dass die Maximalamplituden in Querrichtung mit steigenden Frequenzen ab-
nehmen, ist ein bekanntes Phänomen. In Längsrichtung stellt man neben den eindeutig zuordenba-
ren Längseigenfrequenzen bei 2600 Hz  und 7766 Hz  signifikante Amplituden im Bereich der Quer-
eigenfrequenzen fest. Auch diese Amplituden sind anschaulich interpretierbar, da die Längs- und 
Querverschiebungsfunktionen des Systems gekoppelt sind. 
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Abbildung 3.29: Maximale Zwangsschwingungsamplituden in Längs- und Querrichtung für das Modell I. Anregung der Zwangsschwin-
gungen durch die Überlagerung der zeitlich konstanten Beträge der Kontaktstreckenlasten fN0 und  fR0 mit harmonisch 
veränderlichen Anteilen ΔfN und ΔfR. 
Entscheidend für die Wirkung der Zwangsschwingungen auf den Slurrytransport und die Abtragsrate 
sind aber nicht nur die maximalen Amplituden, sondern vor allem deren örtliche Ausprägung. Vom 
technologischen Standpunkt des Drahtsägens betrachtet, sind große Amplituden außerhalb des 
Eingriffsbereiches des Ingot nicht sinnvoll. In Abbildung 3.30 bzw. Abbildung 3.31 sind die maximalen 
Betriebsschwingungsamplituden in Quer- und Längsrichtung ( )1 Aˆ ,w x f  und ( )1 Aˆ ,u x f  für das 
Berechnungsmodell I in Abhängigkeit vom Ort 1x  dargestellt.  
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Abbildung 3.30: Maximale Zwangsschwingungsamplituden  in Querrichtung in Abhängigkeit vom Ort  x1 und  der Erregerfrequenz fA  für 
das Berechnungsmodell I. Anregung durch die Überlagerung der zeitlich konstanten Beträge der Kontaktstreckenlasten 
mit harmonisch veränderlichen Anteilen. 
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Abbildung 3.31: Maximale Zwangsschwingungsamplituden in Längsrichtung in Abhängigkeit vom Ort  x1 und  der Erregerfrequenz fA für 
das Berechnungsmodell I. Anregung durch die Überlagerung der zeitlich konstanten Beträge der Kontaktstreckenlasten 
mit harmonisch veränderlichen Anteilen. 
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In Querrichtung ergibt sich eine für ungerade Moden typische Amplitudenverteilung. Dies beinhaltet 
sowohl die Ausbildung von Schwingungsknoten als auch die symmetrische Verteilung der lokalen 
Maxima. Die Amplitudenverteilung im Bereich der zweiten Eigenfrequenz lässt die Schwingform 
erkennen, es ergeben sich aber aus den genannten Gründen keine signifikanten Amplituden. Die sich 
bei der Erregung mit Quereigenfrequenzen einstellenden Amplituden der Längsschwingungen sind 
im Betrag vergleichsweise groß. Demgegenüber sind die Amplituden im Bereich der ersten Längsei-
genfrequenz deutlich geringer. Als Fazit lässt sich feststellen: Will man große Zwangsschwingungs-
amplituden in Querrichtung realisieren, sollte mit der ersten Eigenfrequenz angeregt werden. Durch 
die Kopplung ergeben sich damit automatisch große Amplituden in Längsrichtung. Sind ausschließlich 
große Amplituden in Längsrichtung gewünscht, sollte mit der ersten Längseigenfrequenz angeregt 
werden.  
Um den Einblick in das Zeitverhalten der Zwangsschwingungen weiter zu vertiefen, werden für 
ausgewählte Erregerfrequenzen die zugehörigen Längs- und Querschwingungen mit der Zeit als 
Scharparameter grafisch dargestellt. Mit dieser Darstellung kann das Zeitverhalten der Zwangs-
schwingungen gut visualisiert werden. Neben den Einhüllenden der Verschiebungsfunktionen wird 
auch eine entsprechende Anzahl an Zwischenlösungen geplottet. Die den dynamischen Grundzu-
stand kennzeichnende stationäre Lage wird gestrichelt dargestellt. Durch die großen Unterschiede in 
den Amplituden und um die Details herauszustellen, werden die Diagramme nicht einheitlich skaliert.  
In Abbildung 3.32 sind die Zwangsschwingungen um die stationäre Lage und die zugehörigen Zwangs-
schwingungsamplituden für das Modell I bei einer Anregung mit A 405 Hzf =  dargestellt.  
 
Abbildung 3.32: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell I. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz     
fA=405 Hz (1. Quereigenfrequenz).  
Die sich bei dieser Frequenz (erste Quereigenfrequenz) einstellenden Längs- und Querschwingungs-
amplituden sind selbstverständlich groß. Es muss allerdings beachtet werden, dass das System nur 
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sehr schwach gedämpft ist, und sich die Amplituden für größere Dämpfungswerte deutlich ver-
ringern. Ein für die Anwendung des Drahtsägens sehr interessantes Systemverhalten ergibt sich bei 
der Anregung mit der zweiten Quereigenfrequenz (Abbildung 3.33).  
 
Abbildung 3.33: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell I. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz   
fA=810 Hz (2. Quereigenfrequenz).  
In diesem Fall oszilliert der Drahtbogen, wenn auch nur mit kleiner Amplitude, periodisch in horizon-
taler Richtung. Es ist zu erwarten, dass sich diese Form der Betriebsschwingungen vor allem positiv 
auf den Slurrytransport auswirkt. Bei der Betrachtung der Zwangsschwingungsamplituden fällt auf, 
dass sich aus den angeführten Gründen in Querrichtung der Schwingungsknoten in der Mitte des 
Eingriffsbereiches nicht deutlich ausbilden kann. Die sich in Längsrichtung einstellenden Amplituden 
sind vergleichsweise gering. 
Bei der Anregung mit der dritten Quereigenfrequenz A 1230 Hzf =  (Abbildung 3.34) bilden sich in 
Querrichtung gut sichtbar zwei Schwingungsknoten aus. Im Eingriffsbereich des Ingot stellen sich 
deutliche Zwangsschwingungsamplituden in Längs- und Querrichtung ein. Da gezielte Betriebs-
schwingungen in Querrichtung selbst bei kleiner Amplitude starke Impulse auf die SiC-Partikel der 
Slurry übertragen, ist zu erwarten, dass sich dies positiv auf den Sägeprozess und speziell die 
Abtragsrate auswirkt. Welche Betriebsschwingformen den Sägeprozess signifikant beeinflussen, kann 
allerdings nur in Experimenten zweifelsfrei geklärt werden.  
Sollen ausschließlich große Amplituden in Längsrichtung realisiert werden, kann mit der ersten oder 
zweiten Längseigenfrequenz angeregt werden. Abbildung 3.35 und Abbildung 3.36 veranschaulichen, 
dass die zugehörigen Querschwingungsamplituden dabei vergleichsweise gering sind. Der sich bei der 
Erregung mit A 7765 Hzf =  ausprägende Knoten in Längsrichtung wird sich voraussichtlich auf den 
Slurrytransport nachteilig auswirken. Da er sich für den gewählten Parametersatz allerdings am Rand 
des Eingriffsbereiches des Ingot ausbildet, wird der Einfluss vermutlich gering sein. 
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Abbildung 3.34: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell I. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz 
fA=1230 Hz (3. Quereigenfrequenz).  
 
 
Abbildung 3.35: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell I. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz 
fA=2600 Hz (1. Längseigenfrequenz).  
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Abbildung 3.36: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell I. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz 
fA=7765 Hz (2. Längseigenfrequenz).  
 
Die Unterschiede in den Berechnungsmodellen äußern sich selbstverständlich auch im Verhalten bei 
Fremdanregung. Die Betrachtungen beginnen wiederum mit den maximalen Zwangsschwingungs-
amplituden für die Längs- und Querrichtung ( )Auˆ f

 und ( )Awˆ f

 (Abbildung 3.37). Maximale Ampli-
tuden werden abermals erzielt, wenn die Erregerfrequenzen Af  mit den in Tabelle 2 aufgeführten 
Eigenfrequenzen übereinstimmen. In Querrichtung ist die Interpretation der Ergebnisse analog zu 
den im Modell I getroffenen Aussagen. Nennenswerte Zwangsschwingungsamplituden ergeben sich 
wiederum nur für Betriebsschwingformen, welche von Frequenzen ungerader Moden angeregt 
werden. In Längsrichtung ist die vergleichsweise große Amplitude bei der ersten Längseigenfrequenz 
A 5175 Hzf =  auffällig. In Abbildung 3.38 und Abbildung 3.39 sind für das Modell II die Amplituden-
verteilungen in Längs- und Querrichtung ( )1 Aˆ ,u x f

 und ( )1 Aˆ ,w x f

 dargestellt. In Querrichtung 
erkennt man die für ungerade Moden typische Amplitudenverteilung mit der entsprechenden 
Ausbildung von Schwingungsknoten und der symmetrischen Verteilung der lokalen Maxima. Im 
Gegensatz zum Modell I ist die Amplitudenverteilung auch in Längsrichtung symmetrisch. Dies 
beinhaltet sowohl die auf die Längseigenfrequenzen zurückführbaren Schwingungsamplituden als 
auch die sich durch die Kopplung bei Erregung mit Quereigenfrequenzen einstellenden Amplituden. 
Die Betrachtungen schließen mit der Darstellung des Zeitverhaltens der Zwangsschwingungen. Dazu 
sind in den Abbildungen 3.40, 3.41 und 3.42 für ausgewählte Erregerfrequenzen die sich ergebenden 
Zwangsschwingungen in Längs- und Querrichtung dargestellt. Auffällig ist die schon angesprochene 
Symmetrie der Zwangsschwingungsamplituden in Längsrichtung. Ansonsten ergeben sich die 
gleichen Schlussfolgerungen wie im Berechnungsmodell I. 
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Abbildung 3.37: Maximale Zwangsschwingungsamplituden in Längs- und Querrichtung für das Modell II. Anregung der Zwangsschwin-
gungen durch die Überlagerung der zeitlich konstanten Beträge der Kontaktstreckenlasten fN0 und  fR0 mit harmonisch 
veränderlichen Anteilen ΔfN und ΔfR. 
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Abbildung 3.38: Maximale Zwangsschwingungsamplituden  in Querrichtung in Abhängigkeit vom Ort  x1 und  der Erregerfrequenz fA für 
das Berechnungsmodell II. Anregung durch die Überlagerung der zeitlich konstanten Beträge der Kontaktstreckenlas-
ten mit harmonisch veränderlichen Anteilen.  
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Abbildung 3.39: Maximale Zwangsschwingungsamplituden  in Längsrichtung in Abhängigkeit vom Ort  x1 und  der Erregerfrequenz fA für 
das Berechnungsmodell II. Anregung durch die Überlagerung der zeitlich konstanten Beträge der Kontaktstreckenlas-
ten mit harmonisch veränderlichen Anteilen.  
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Abbildung 3.40:  Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell II. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz 
fA=450 Hz (1. Quereigenfrequenz).   
 
 
Abbildung 3.41: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell II. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz 
fA=1275 Hz (2. Quereigenfrequenz). 
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Abbildung 3.42: Zwangsschwingungen um die stationäre Lage und Zwangsschwingungsamplituden in Längs- und Querrichtung für das 
Modell II. Anregung durch harmonisch veränderliche Anteile der Kontaktstreckenlasten mit der Erregerfrequenz         
fA= 5175 Hz (1. Längseigenfrequenz). 
 
Zusammenfassend lässt sich feststellen, dass sich durch eine gezielte Anregung des Ingot und den 
damit verbundenen zeitveränderlichen Kontaktstreckenlasten große Zwangsschwingungsamplituden 
in Längs- oder Querrichtung realisieren lassen. Durch die Kopplung der Verschiebungsfunktionen 
lassen sich bei vorhandenem Drahtbogen bei einer Erregung in Querrichtung auch deutliche 
Amplituden in Längsrichtung erzielen. Prinzipiell kann nur mit Experimenten geklärt werden, ob und 
in welchen Grenzen sich Zwangsschwingungsamplituden positiv auf den Sägeprozess auswirken. Die 
mit den Berechnungsmodellen erworbene Systemkenntnis ist dafür äußerst wertvoll, schon um ein 
bestimmtes Systemverhalten vorherzusagen oder zu interpretieren.  
Auf weitere interessante Aspekte, wie beispielsweise stationäre Betriebsschwingungen, welche aus 
einem Geschwindigkeitsprofil der Führungsbewegung resultieren, kann aus Platzgründen nicht näher 
eingegangen werden. Es sei allerding erwähnt, dass die sich einstellenden Zwangsschwingungs-
amplituden wesentlich geringer ausfallen.  
 
 
  
127 
 
4 Ankopplung des Ingot und Modellierung des 
Materialabtrages 
Mit den im Kapitel 3 vorgestellten Berechnungsmodellen wurde schon recht umfassende System-
kenntnis erlangt. Aufbauend auf diesen Ergebnissen können die Modelle weiter ausgebaut und 
verfeinert werden. Eine wesentliche Vereinfachung der bisher vorgestellten Berechnungsmodelle 
besteht in der Modellierung der Kontaktkräfte mit zwei äußeren Streckenlasten konstanter Beträge. 
Dies ist aber nur zulässig, wenn im stationären Zustand der Trennvorgang mit örtlich gleichmäßigem 
Materialabtrag stattfindet. Die an der Versuchsdrahtsäge durchgeführten Experimente [51] zeigen 
jedoch deutlich, dass sich dieser stationäre Zustand erst nach einer gewissen Zeit einstellt. Die 
Ankopplung, d. h. die Formulierung von Linienkontakt zwischen Siliziumblock und Draht in Verbin-
dung mit einem Abtragsgesetz, ermöglicht es, dieses Übergangsverhalten beim Einschnitt in Model-
len zu simulieren. Zudem wird in industriell eingesetzten Drahtsägen der Ingot nicht kraftgeregelt in 
das Drahtfeld bewegt, sondern eine Vorschubgeschwindigkeit festgelegt. Davon abhängig stellen sich 
die Kontaktkräfte (Läppdruck, Tangentialspannung) und damit der Drahtbogen entsprechend ein. 
Nach diesen einführenden Bemerkungen zur Motivation können das strukturmechanische Modell 
des Ingot und die Kontaktformulierung konkretisiert werden.  
Die Betrachtungen beginnen mit einer Prinzipskizze des Gesamtblockes der Versuchsdrahtsäge des 
IMFD (Abbildung 4.1). Die vertikale Linearführung realisiert die Zustellung des Siliziumblockes in das 
Drahtfeld. An der Versuchsdrahtsäge kann auf Wunsch eine Vorschubgeschwindigkeit ( )Bs t  
vorgegeben oder kraftgeregelt gefahren werden. Die horizontale Verstelleinrichtung dient dazu den 
Block zum Drahtfeld zu positionieren, der Kraftsensor misst die auf das Drahtfeld ausgeübte Kraft. 
Die Trägerplatte ist durch eine Schraubenverbindung mit dem Kraftsensor verbunden, über eine 
Klebeschicht ist eine Glasplatte an der Trägerplatte befestigt. Die Glasplatte wird benötigt, damit bei 
vorhandenem Drahtbogen kurz vor Ende des Schnittes nicht in die Ränder der Trägerplatte geschnit-
ten wird (Ansicht A), sondern in das Glas. Über eine zweite Klebeverbindung ist an der Glasplatte der 
Siliziumblock befestigt. In industriell genutzten Drahtsägen ist das Funktionsprinzip analog, meist 
lässt sich jedoch die auf das Drahtfeld ausgeübte Kraft nicht messtechnisch erfassen. Der Gesamt-
block kann durch verschiedene strukturmechanische Modelle abgebildet werden. Die einfachste 
Variante ist die Modellierung als Starrkörper mit schnitttiefenabhängiger Masse. Berücksichtigt man, 
dass sich der Siliziumblock durch die Kontaktkräfte ebenfalls verformt, führt dies auf einen elasti-
schen Körper mit schnitttiefenabhängiger Masse und Steifigkeit. Da man sich bei der Untersuchung 
auf einen Einzeldraht des Drahtfeldes und auf ebene Deformationen beschränkt, liegt für den Ingot 
das strukturmechanische Modell einer Scheibe nahe. Die Formulierung des zweiparametrigen 
Flächentragwerkes ist für eine Rechteckform problemlos, wird aber im vorliegenden Fall durch die 
geometrisch vorzuschreibende und veränderliche Randbedingung der Schnittkontur erschwert und 
deshalb nicht realisiert. Um eine Referenzlösung über den sich bei bestimmten Kontaktkräften 
einstellenden Verschiebungszustand zu gewinnen, wird in einem ersten Schritt ein FEM-Modell des 
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Gesamtblockes generiert. Damit können einerseits mechanische Parameter, z. B. Steifigkeiten, identi-
fiziert werden. Andererseits kann untersucht werden, ob sich die mechanischen Eigenschaften des 
Ingot in Abhängigkeit von der Schnittposition (Mitte bzw. Rand des Drahtfeldes) unterscheiden. Mit 
den gewonnenen Erkenntnissen kann anschließend ein geeignetes strukturmechanisches Modell 
erstellt werden.  
 
Abbildung 4.1: Prinzipskizze des Gesamtblocks der Versuchsdrahtsäge des IMFD. 
Zur Kontaktformulierung existieren vielfältige Methoden. Diese umfassen die Ermittlung der im 
Kontakt stehenden Bereiche, die Formulierung der Nichteindringbedingung und die Ermittlung des 
Kontaktstatus (geöffnet, geschlossen). Typische Verfahren zur Formulierung der Nichteindringbedin-
gung sind die Methode der LAGRANGE-Multiplikatoren oder das Penalty-Verfahren. Benutzt man das 
erstgenannte Verfahren, führt die Kontaktnebenbedingung zu zusätzlichen Freiheitsgraden und 
letztlich auf ein differentialalgebraisches System. Bei der numerischen Umsetzung können allerdings 
Konvergenzprobleme auftreten. Vorteil der Methode ist, dass die Kontaktkräfte direkt aus den  
LAGRANGEschen-Multiplikatoren bestimmt werden können. Bei der Penalty-Formulierung wird in 
jedem Kontaktpunkt eine Feder eingeführt, welche der Durchdringung entgegenwirkt. Die strenge 
kinematische Kontaktbedingung wird also in einer Regularisierung abgeschwächt. Die Kontaktbedin-
gung wird dabei allerdings nur näherungsweise erfüllt, d. h. geringe Durchdringungen müssen in Kauf 
genommen werden. Rein formal ist die Ergebnisqualität abhängig von der gewählten Penalty-
Steifigkeit. Sehr hohe Penalty-Steifigkeiten können bei der numerischen Umsetzung ebenfalls zu 
Konvergenzproblemen führen, im Allgemeinen ist das Konvergenzverhalten aber besser als bei der 
Methode der LAGRANGE-Multiplikatoren. Der wesentliche Vorteil besteht darin, dass keine zusätzli-
chen Freiheitsgrade eingeführt werden müssen. Die Kontaktkräfte können anschließend aus der 
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Penalty-Steifigkeit und den Zustandsgrößen bestimmt werden. Weiterführende Literatur zu diesem 
Thema ist reichlich vorhanden, empfehlenswert ist vor allem das Lehrbuch von Willner [23] oder die 
in der Promotionsschrift ausgearbeitete Übersicht von Hetzler [80].  
4.1 FE- Modell des Gesamtblocks 
Für die Berechnungen wird das kommerzielle Programmpaket ABAQUS verwendet. Von einer Be-
schreibung der mathematischen Grundlagen der FEM wird aus Platzgründen abgesehen. Zudem 
werden bei den Untersuchungen ausschließlich im Softwarepaket implementierte Standardroutinen 
benutzt, so dass keine Besonderheiten formelmäßig aufzuarbeiten sind. Die im Zuge der Modellbe-
schreibung benutzten Fachbegriffe sind dem versierten FE-Anwender geläufig und werden als 
bekannt vorausgesetzt. Literatur zu dieser Thematik ist reichlich vorhanden (z. B. [2], [3], [4]).  
Im FE-Modell des Gesamtblocks werden nur der Siliziumblock, die Glasplatte und die Klebeschichten 
berücksichtigt. Die im Wesentlichen aus dem Kraftsensor, der horizontalen Verstelleinrichtung, dem 
Galgen und der Linearführung bestehende Anschlusskonstruktion an die Säge wird als ideal starr 
betrachtet. Da sich die Ingotgeometrie in Abhängigkeit von der Schnitttiefe verändert, muss das 
Modell für den jeweiligen Parametersatz neu erstellt werden. Dies beinhaltet den Aufbau der 
Geometrie, die Vernetzung und die Zuordnung von Randbedingungen und Belastungen. Aus diesem 
Grund wird das Modell zweckmäßigerweise in einem parametrischen Script hinterlegt. Mit ver-
gleichsweise geringem Programmieraufwand können so automatisierte Parameterstudien betrieben 
werden. Im Script können die geometrischen Abmessungen, die Werkstoffparameter, die Anzahl an 
Schnitten bzw. geschnittenen Wafern und die Schnitttiefe vorgegeben werden. In Abbildung 4.2 ist 
das umgesetzte mechanische Modell des Gesamtblocks dargestellt. Die verwendeten Abmessungen 
und Werkstoffparameter sind im Anhang A2 aufgeführt. Sie orientieren sich an der konstruktiven 
Umsetzung der Versuchsdrahtsäge. Abbildung 4.2 offenbart noch eine weitere Vereinfachung. Die 
Schnittkontur wird in den Berechnungen horizontal angesetzt. Die in einem ersten Schritt durchaus 
vertretbare Vereinfachung basiert darauf, dass für praxisrelevante Vorschubwerte die sich ergebende 
von der idealisierten Schnittkontur nur geringfügig abweicht und die Berechnungsergebnisse damit 
nicht wesentlich beeinflusst werden. Ergänzend muss argumentiert werden, dass sich die Schnittkon-
tur aus diversen Prozessparametern ergibt und zeitveränderlich ist. In zukünftigen Arbeiten können 
diese Vereinfachungen noch beseitigt werden. Denkbar wäre eine Co-Simulation, d. h. man berech-
net aus einem vorgegebenen Vorschub zunächst die Kontaktkräfte, den sich einstellenden Drahtbo-
gen und in Verbindung mit einem Abtragsgesetz die Schnittkontur zu einem Zeitpunkt t . Ist die 
Geometrie der Schnittkontur bekannt, können mit dem FE-Modell die aktuellen mechanischen 
Parameter des Gesamtblocks bestimmt und über eine Schnittstelle übergeben werden. Wesentliche 
Schwierigkeiten bereiten bei der angesprochenen Vorgehensweise die stark unterschiedlichen 
Rechenzeiten der Modelle. Zur Bestimmung der Schnittkontur werden nur wenige Sekunden 
benötigt, das FE-Modell rechnet je nach Waferanzahl mehrere Stunden. Unter der Voraussetzung, 
dass alle Systemparameter konstant gehalten werden, wird sich nach dem Einsägen in den Block eine 
stationäre Schnittkontur ausbilden. Der Austausch von Berechnungsparametern könnte demzufolge 
in relativ großen Zeitintervallen erfolgen.  
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Abbildung 4.2: Mechanisches Modell des Gesamtblocks in verschiedenen Ansichten mit Bemaßungsangaben. In der Schnittansicht B 
sind die auf den Block wirkenden Kontaktstreckenlasten der i-ten Schnittkontur dargestellt. Im Modell werden der 
Ingot, die Glasplatte, die Klebeschichten und die Trägerplatte berücksichtigt.  
 
Aus Abbildung 4.2 geht hervor, dass die zur Beschreibung der Verformungskinematik des Gesamt-
blocks maßgeblichen LAGRANGE-Koordinaten mit den Großbuchstaben ( ), ,X Y Z  gekennzeichnet 
werden. Damit sind sie von den bisher in der Arbeit verwendeten LAGRANGE-Koordinaten des Drahtes 
klar unterscheidbar. Der Aufbau des FE-Modells beginnt mit der Erstellung der Geometrie. Dabei 
können verschiedene Strategien angewendet werden. Eine naheliegende Variante ist, den Ingot aus 
zwei Volumenprimitiven aufzubauen. Dazu generiert man einen Quader mit den Abmessungen des 
Wafers und einen Quader, welcher die schnitttiefenabhängige Geometrie des Schnittes repräsen-
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tiert. Anschließend können die Bauteile über eine Kontaktbedingung zu einer Baugruppe verknüpft 
werden, indem sie wiederholt aneinander gepaart werden, so dass letztlich die Geometrie des 
eingesägten Siliziumblocks entsteht. Bei einer vorzugebenden Anzahl der Schnitte SKN , mit 
SK SK1,2,n N=  , ergeben sich ( )SK 1N +  geschnittene Wafer. Nachteilig an dieser Variante sind die 
mit der Berechnung einhergehenden Kontaktiterationen, welche bei einer entsprechenden Anzahl an 
Wafern die Berechnungszeit stark ansteigen lassen. Um die Rechenzeit zu minimieren, sollte auf eine 
Kontaktformulierung verzichtet werden. Die realisierte Variante trägt dieser Tatsache Rechnung. Der 
Gesamtblock wird als einzelnes Bauteil aus Teilgeometrien aufgebaut. Anschließend wird mit 
Partitionen die Geometrie in Gebiete (Sections) gegliedert und die entsprechenden Materialparame-
ter, Belastungen und Randbedingungen zugewiesen. Die Vernetzung erfolgt mit C3D20-Elementen, 
also Hexaederelementen mit quadratischen Ansatzfunktionen bei voller Integration (27 GAUß-
Punkte). Das Materialgesetz verknüpft bekanntlich die kinematischen Größen der Verzerrungen mit 
den mechanischen Spannungen. Für die Trägerplatte, die Glasplatte und den Ingot werden linear-
elastisches Materialverhalten und volle Isotropie vorausgesetzt. Für die Klebeschichten wird linear-
isotrop-elastisches- und bei Erreichen der Fließgrenze ideal-plastisches Materialverhalten angesetzt. 
Die benötigten Werkstoffparameter aller beteiligten Körper, also Dichte und E-Modul, sowie 
zusätzlich die Druckscherfestigkeit für die Klebeschichten können aus Datenblättern entnommen 
werden (siehe A2). In Abbildung 4.3 ist das FE-Modell in der verwendeten Diskretisierung dargestellt. 
Im Bereich in welchem die Trägerplatte mit dem Kraftsensor fest verbunden ist (gelb gekennzeichne-
te Fläche), werden die Verschiebungsfreiheitsgrade der zugehörigen Knoten gesperrt. Die Kon-
taktspannungen werden als äußere Lasten in Form von Randspannungsvektoren auf den Schnittkon-
turen vorgegeben. 
 
Abbildung 4.3: FE-Modell des Gesamtblocks für zweihundert Schnitte (NSK=200) und bei einer Schnitttiefe von pS=50 mm. Veranschau-
lichung der Diskretisierung und der geometrischen Randbedingungen. 
Es sei an dieser Stelle darauf hingewiesen, dass bei der zugrunde liegenden Geometrie in Verbindung 
mit den vorliegenden Belastungen und Randbedingungen eine Symmetriebedingung ausgenutzt 
werden kann, um lediglich die Hälfte des Modells zu rechnen. Dazu müssen der Gesamtblock in 
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Blockmitte in der XY -Ebene geschnitten und die Knotenfreiheitsgrade der entstehenden Schnittflä-
che in Z -Richtung gesperrt werden. Mit dem vorgestellten Modell lässt sich selbstverständlich auch 
ein Spannungsnachweis führen und abklären wo und in welcher Intensität sich in Abhängigkeit von 
Belastung und Schnitttiefe Spannungskonzentrationsstellen ausbilden. Bei einem Spannungsnach-
weis sollten auch thermisch induzierte Spannungen berücksichtigt werden. Aus Messungen an der 
Drahtsäge ist bekannt, dass zwischen Eintritts-und Austrittsfläche der Drähte ein Temperaturunter-
schied von bis zu 40K  besteht. Das Modell kann relativ problemlos an diese Gegebenheiten 
angepasst werden, um thermomechanische Berechnungen durchzuführen. Beschränkt man die 
Untersuchungen auf reine Wärmeleitung, müssen dazu Werkstoffparameter wie Wärmeleitfähigkeit 
und Wärmeausdehnungskoeffizient ergänzt, die Elemente z. B. auf C3D8T umgestellt und entspre-
chende Temperaturrandbedingungen formuliert werden. Auch eine Modalanalyse ist durch Zuschal-
ten eines weiteren Lastschrittes realisierbar. 
4.1.1 Bestimmung der mechanischen Eigenschaften des Ingot 
Für die Zielstellung der Modellierung des Ingot als elastischen Körper werden primär die schnitttie-
fenabhängigen Steifigkeiten in horizontaler und vertikaler Richtung benötigt. Anders als bei einem 
Spannungsnachweis, wo die Kontaktspannungen in Kombination wirken, wird zur Bestimmung der 
Steifigkeiten die Belastung in zwei getrennten Belastungsschritten aufgebracht (Abbildung 4.4). Im 
ersten Schritt werden alle Schnittkonturen mit einer konstanten Normalspannung Lσ  (häufig auch 
als Läppdruck bezeichnet) beaufschlagt, im zweiten Schritt wirkt ausschließlich eine Schubspannung 
Lτ  auf die Schnittkonturen.  
 
Abbildung 4.4: Mechanische Grundbeanspruchung (links Druck, rechts Schub) zur Bestimmung der schnitttiefenabhängigen 
horizontalen und vertikalen Steifigkeit des Gesamtblocks.  
Zur Bestimmung der Steifigkeiten können anschließend die sich an den Schnittkonturen für den 
jeweiligen Lastfall ergebenden Verschiebungen ausgewertet werden. Die Verschiebungen des 
Gesamtblockes sind prinzipiell abhängig von drei metrischen Parametern ( ), ,X Y Z  und können 
zudem in den drei Raumrichtungen ausgewertet werden, also ( ), ,Xu X Y Z , ( ), ,Yu X Y Z  und 
( ), ,Zu X Y Z . Zur Bestimmung der Steifigkeit werden lediglich die Knotenverschiebungen der 
Schnittkontur in Belastungsrichtung berücksichtigt, die anderen Komponenten des Verschiebungs-
vektors sind wesentlich geringer. Zweckmäßigerweise wird in der grafischen Darstellung der Steifig-
keiten der metrische Parameter Z  in die Positionsnummer der Schnittkontur SKn  umgerechnet. Dies 
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erleichtert die Orientierung, ob sich die betreffende Schnittkontur am Rand oder in der Mitte des 
Blockes befindet. Da bei der Auswertung ausschließlich das Verformungsverhalten der Schnittkontur 
von Interesse ist, kann die Y -Koordinate durch die Schnitttiefe Sp  ersetzt werden. Die horizontale 
und die vertikale Steifigkeit ( )H S SK, ,c X p n  bzw. ( )V S SK, ,c X p n  sind also Funktionen des metrischen 
Parameters X , der Schnitttiefe Sp  und der Positionsnummer der Schnittkontur SK .n  
4.1.2 Berechnungsergebnisse 
Einen Eindruck von den sich bei der jeweiligen Grundbeanspruchung ergebenden Verschiebungsfel-
dern vermittelten die Abbildungen 4.5 und 4.6. 
 
Abbildung 4.5: Verschiebungsfelder des Gesamtblocks bei Druckbeanspruchung (oben) und Scherbeanspruchung (unten) durch die auf 
die Schnittkonturen wirkenden Kontaktspannungen bei einer Schnitttiefe pS=100 mm. Skalierungsfaktoren für die Ver-
schiebungen in der grafischen Darstellung: 40000 für die Druck- und 3000 für die Scherbeanspruchung. 
Die dargestellten Verschiebungen ergeben sich für den im Anhang A2 aufgeführten Parametersatz 
( )SK 200N =  bei einer Schnitttiefe von S 100 mmp =  bzw. S 150 mm.p =  Die gewählten Beträge der 
Kontaktspannungen 2NL L mm0.05σ τ= =  orientieren sich an Messergebnissen an der Versuchs-
drahtsäge des IMFD. Allerdings muss betont werden, dass sie keinesfalls als Standardwerte aufge-
fasst werden können, da der Läppdruck maßgeblich vom gewählten Vorschub und die Schubspan-
nung von der Zusammensetzung der Slurry (Anteil SiC) beeinflusst wird. Ist die Verschiebungsantwort 
linear, was ausführlich auch für worst-case-Szenarien getestet wurde, sind die Beträge der Kontakt-
kräfte zur Bestimmung der Steifigkeit ohnehin belanglos. Die Beträge der Kontaktspannungen 
bewegen sich aber in einem für das Drahtsägen typischen Bereich, so dass die an den Legenden 
ausgewiesenen Zahlenwerte einen Eindruck von der Größenordnung der Verformung vermitteln.  
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Abbildung 4.6: Verschiebungsfelder des Gesamtblocks bei Druckbeanspruchung (oben) und Scherbeanspruchung (unten) durch die auf 
die Schnittkonturen wirkenden Kontaktspannungen bei einer Schnitttiefe pS=150 mm. Skalierungsfaktoren für die Ver-
schiebungen in der grafischen Darstellung: 20000 für die Druck- und 10000 für die Scherbeanspruchung. 
Dargestellt wird stets die Komponente des Verschiebungsvektors der entsprechenden Belastungs-
richtung. Um die sich ergebende Verformung des Gesamtblockes hervorzuheben, werden die 
berechneten Verschiebungen in der verformten Darstellung skaliert und sind somit deutlich über-
höht wiedergegeben. Zudem wird, um die Details der Verschiebungsfelder zu erhalten, von einer 
einheitlich skalierten Legende abgesehen. Deutlich erkennbar ist für beide Beanspruchungsarten die 
bereits angesprochene Symmetrie der Verschiebungsfelder bezüglich der XY -Ebene. Bei reiner 
Druckbeanspruchung ist das sich ergebende Verschiebungsfeld erwartungsgemäß zusätzlich zur YZ  -
Ebene symmetrisch. Für geringe Schnitttiefen ergibt sich bei den vorliegenden Randbedingungen das 
typische Verformungsverhalten eines Quaders bei einer Druck- bzw. Scherbeanspruchung. Auf eine 
grafische Darstellung dieser Verschiebungsfelder wird verzichtet. Mit zunehmender Schnitttiefe 
gewinnt der Einfluss der Randbedingung an Bedeutung (siehe Abbildung 4.6 bzw. Abbildung 4.7). Für 
große Schnitttiefen sind im Verbindungsbereich von Siliziumblock und Trägerplatte die Verschiebun-
gen deutlich geringer als an den freien Enden. Die Steifigkeit der Schnittkontur wird sich demzufolge 
entlang X  mit der Schnitttiefe stark verändern. Zudem ergibt sich sowohl bei der Druck- als auch bei 
der Schubbeanspruchung ein kompliziertes Verschiebungsfeld der „geschnittenen“ Wafer mit 
signifikanten Komponenten in allen drei Raumrichtungen. Zusammenfassend lässt sich feststellen, 
dass die beim Sägebetrieb auftretenden Kontaktspannungen zu geringen Verformungen des Schnitt-
bereiches führen. Da im Rahmen der Arbeit das FE-Modell ausschließlich zur Bestimmung der 
Steifigkeiten verwendet wird, soll auf eine Darstellung und Diskussion weiterer Untersuchungsergeb-
nisse, wie beispielsweise Spannungs- und Temperaturverteilungen, verzichtet werden. 
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Mit den für die Druck- und Scherbeanspruchung ermittelten Verschiebungsfeldern des Gesamtblocks 
können die Steifigkeiten in horizontaler und vertikaler Richtung bestimmt werden. Da für die 
Modellierung des Gesamtblocks als elastischen Körper lediglich die Verschiebungen der Schnittkon-
turen von Interesse sind, werden auch nur die zugehörigen Knotenverschiebungen ( )S SK, ,Xu X p n
und ( )S SK, ,Yu X p n  ausgewertet. Durch die vorgegebenen Beträge der Kontaktlasten ist der zuge-
hörige Randspannungsvektor bekannt. Die Steifigkeiten berechnen sich über 
( )
( )
( )
( )
L L L L
V S SK H S SK
S SK S SK
, , , , ,
, , , ,Y X
A Ac X p n c X p n
u X p n u X p n
σ τ
= =       (4.1) 
wobei L S IA d l=  die Fläche der Schnittkontur kennzeichnet. 
Die in Kapitel 3 vorgestellten Berechnungsmodelle beschränken die Untersuchungen auf ebene 
Bewegungen. Über die Wahl der Positionsnummer SKn  können mit den in (4.1) aufgeführten 
Beziehungen die entsprechenden Ingoteigenschaften für eine beliebige Schnittkontur innerhalb des 
Drahtfeldes zugewiesen werden. Damit ist man beispielsweise in der Lage, das Bewegungsverhalten 
von Draht und Ingot in der Mitte oder am Rand des Blocks zu simulieren. In Abbildung 4.7 und in 
Abbildung 4.8 sind für eine Schnittkontur in Blockmitte ( )SK 100n =  die Steifigkeiten entlang X  in 
Abhängigkeit von der Schnitttiefe Sp  aufgetragen.  
 
Abbildung 4.7: Vertikale Steifigkeit cV (X, pS, nSK) einer Schnittkontur in Blockmitte (nSK=100, NSK=200) in Abhängigkeit der LAGRANGE-
Koordinate X  und der Schnitttiefe pS . 
Zunächst fällt auf, dass die vertikale Steifigkeit betragsmäßig deutlich größer ist als die in horizontaler 
Richtung. Beide Steifigkeitsfunktionen sind entlang der Schnittkontur X  symmetrisch und nehmen 
mit zunehmender Schnitttiefe zu.  
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Abbildung 4.8: Horizontale Steifigkeit cH (X, pS, nSK) einer Schnittkontur in Blockmitte (nSK=100, NSK=200) in Abhängigkeit der LAGRANGE-
Koordinate X und der Schnitttiefe pS . 
Mit zunehmender Schnitttiefe zeigt sich außerdem deutlich der Einfluss der geometrischen Randbe-
dingung. Da der Siliziumblock in X -Richtung nicht über die gesamte Länge mit der Trägerplatte 
verbunden ist, können sich die Blockränder frei verformen. Aus diesem Grund ändert sich die 
Steifigkeit bei großen Schnitttiefen signifikant entlang der Schnittkontur X . Im Verbindungsbereich 
von Siliziumblock und Trägerplatte wächst sowohl die horizontale, vor allem aber die vertikale 
Steifigkeit stark an. Die Größenordnung und die Zunahme der Steifigkeiten mit der Schnitttiefe 
können durch eine Überschlagsrechnung mit den für lineare Verformungskinematik gültigen 
Beziehungen für eine reine Druck- und Scherbeanspruchung des Ingot überprüft werden [41]. Damit 
ist allerdings keine Aussage möglich, wie sich die Steifigkeiten entlang der Schnittkontur verändern.  
Abschließend bleibt noch zu klären, wie sich die Steifigkeiten bei einer bestimmten Schnitttiefe Sp  in 
Z -Richtung, also in Abhängigkeit von der betrachteten Positionsnummer der Schnittkontur SKn , 
verändern. Die Berechnungsergebnisse sind in den Abbildungen 4.9 und 4.10 dargestellt. Die 
signifikantesten Unterschiede ergeben sich bei geringen und mittleren Schnitttiefen, weshalb in den 
grafischen Darstellungen S 50 mmp =  gewählt wird. Die Steifigkeitsfunktionen sind erwartungsge-
mäß in X - und SKn -Richtung symmetrisch. Die vertikale Steifigkeit ist an den Rändern ( SK 1n =  bzw. 
SK 200n = ) geringfügig größer als in der Mitte des Blocks ( SK 100n = ), wobei sich aber bereits nach 
wenigen Schnittkonturen eine homogene d. h. eine von der Position der Kontur unabhängige 
Steifigkeitsverteilung einstellt. Zudem verändern sich die Steifigkeiten entlang X  wesentlich stärker 
als mit der Positionsnummer SKn . Ein Blick auf die an den Applikaten aufgetragenen Steifigkeiten 
zeigt, dass die Unterschiede bezüglich der Positionsnummer SKn  vernachlässigbar gering sind. 
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Abbildung 4.9: Vertikale Steifigkeit der Schnittkonturen cV (X, pS, nSK) bei einer Schnitttiefe von pS=50 mm in Abhängigkeit der 
LAGRANGE-Koordinate X und der Positionsnummer der Schnittkontur nSK . 
 
 
Abbildung 4.10: Horizontale Steifigkeit der Schnittkonturen cH (X, pS, nSK) bei einer Schnitttiefe von pS=50 mm in Abhängigkeit der 
LAGRANGE-Koordinate X und der Positionsnummer der Schnittkontur nSK.  
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Zusammenfassend lässt sich feststellen, dass sich die Steifigkeiten entlang der Schnittkontur X  mit 
der Schnitttiefe Sp  am stärksten verändern. Prinzipiell ist der Block bzw. die jeweilige Schnittkontur 
im Vergleich zum Sägedraht sehr steif, weshalb eine Modellierung als Starrkörper durchaus denkbar 
und gerechtfertigt wäre. 
4.2 Strukturmechanisches Modell des Gesamtblocks und Ankopp-
lung an den Sägedraht 
Nach den im Abschnitt 4.1 ausgeführten Bemerkungen zum strukturmechanischen Modell des Ingot 
und der Bestimmung der Steifigkeiten können die mathematische Formulierung und die Ankopplung 
an den Sägedraht realisiert werden. Um bei der Vielzahl an Parametern des Gesamtmodells den 
Überblick zu erleichtern, ist es erforderlich eine anschauliche Bezeichnungskonvention zu benutzen. 
Aus diesem Grund müssen einige Modellparameter mit speziellen Kennzeichnungen versehen bzw. 
umbenannt werden. Die Massenbelegung des Drahtes wird fortan mit Dµ  bezeichnet. Die am 
Auflager A dem Draht aufgeprägte Führungsgeschwindigkeit Ds  erhält ebenfalls einen tiefgestellten 
Index D. Zudem werden die Dämpferkonstanten in der Sägefuge in ( )SH 1b x  und ( )SV 1b x  umbe-
nannt.  
 
Abbildung 4.11: Erweitertes Modell der Drahtsäge. Modellierung des Ingot als elastischen Körper mit vertikaler und horizontaler 
Steifigkeit. Die Schnittkontur wird als einparametriges Kontinuum formuliert, um den Linienkontakt zwischen Draht 
und Ingot abzubilden. 
Der Ingot wird als elastischer Körper modelliert, welcher eine Steifigkeit in horizontaler und in 
vertikaler Richtung besitzt. Analog zum Sägedraht beschränkt sich die Beschreibung auf ebene 
Bewegungen. Um den Linienkontakt zum Sägedraht zu gewährleisten, wird die zeitveränderliche 
Schnittkontur als einparametriges Kontinuum modelliert (Abbildung 4.11). Die Schnittkontur selbst 
besitzt keine Dehn- oder Biegesteifigkeit. Die Zuweisung der von der Schnitttiefe abhängigen 
Blocksteifigkeit wird durch die an die Schnittkontur gekoppelten Steifigkeitsfunktionen in vertikaler 
( )BV 1 S,c x p  und horizontaler Richtung ( )BH 1 S,c x p realisiert. Durch die Wahl der Positionsnummer 
der Schnittkontur SKn  können die zugehörigen Steifigkeiten für eine beliebige Schnittkontur inner-
halb des Drahtfeldes zugewiesen werden. Die parallel zu den Federelementen geschalteten 
Dämpferelemente modellieren Materialdämpfung und sichern das Abklingen der homogenen 
  
139 4.2 Strukturmechanisches Modell des Gesamtblocks und Ankopplung an den Sägedraht 
 
Lösung. Die in Abbildung 4.11 als Bettung bezeichnete Baugruppe umfasst neben den Klebeschichten 
die Glas- und die Trägerplatte. Da die Verformungen in diesem Bereich vernachlässigbar gering und 
ohnehin nicht von Interesse sind, wird die Bettung als Starrkörper modelliert. Die im Modell ausge-
wiesene Masse Bem  berechnet sich aus 
Be
Be
SK
Mm
N
= .                 (4.2) 
Die Gesamtmasse der Bettung BeM  wird also anteilig auf die Anzahl an Schnitten SKN  aufgeteilt. Die 
durch die Linearführung ermöglichte vertikale Bewegung der Bettung wird mit der generalisierten 
Koordinate Bs  erfasst. Einerseits kann für ( )Bs t  eine Zeitfunktion für eine Vorschubbewegung vor-
gegeben werden. Alternativ dazu kann der Charakter eines Freiheitsgrades erhalten werden, indem 
mit ( )N N .F t F konst= =  die auf den Gesamtblock ausgeübte Kraft geregelt wird. Zudem wird 
vereinbart, dass NF  die resultierende auf den Ingot ausgeübte Kraft ist und die Gewichtskraft des 
Gesamtblockes enthält. 
 
Abbildung 4.12: Skizze zur Bestimmung der Wafermasse des ebenen Ersatzmodells und damit zur Berechnung der Massenbelegung 
µS(pS) der Schnittkontur. 
Um die schnitttiefenabhängigen Steifigkeitsfunktionen zuweisen zu können, wird zusätzlich die von 
der Waferkante aus gemessene Schnitttiefe ( )S 1,p x t  benötigt. Mit Hilfe dieser Definition kann 
ebenfalls die Massenbelegung der Schnittkontur berechnet werden. Der Schnittkontur wird eine 
örtlich konstante, aber von der Schnitttiefe abhängige Massenbelegung ( )S Spµ  zugewiesen. Sie 
lässt sich aus einem Ersatzmodell des geschnittenen Einzelwafers bestimmen (Abbildung 4.12). Zur 
Berechnung der Masse wird also die Ortsabhängigkeit vernachlässigt und vereinfachend eine mittlere 
Schnitttiefe Sp  benutzt. Berücksichtigt werden das über der Schnittfläche befindliche Volumen bis 
zur Bettung und die Hälfte des Wafervolumens links und rechts der Sägefuge. Mit diesen Annahmen 
ergeben sich für die Masse des geschnittenen Einzelwafers und damit für die Massenbelegung der 
Schnittkontur 
   ( ) ( )[ ] ( ) ( )[ ]W S Si S W S W W W S S Si S W S W W,m p d h p d h b p d h p d hρ µ ρ= − + = − + .   (4.3) 
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Die elastische Verformung der Schnittkontur und damit des Ingot wird mit den Verschiebungsfunkti-
onen ( )S 1,u x t  und ( )S 1,w x t  beschrieben (Abbildung 4.13). Dabei kennzeichnet der tiefgestellte 
Index S eindeutig, dass es sich um Verschiebungsfunktionen der Schnittkontur handelt. Wie sich 
später zeigen wird, ist es bereits an dieser Stelle sinnvoll den Materialabtrag in die kinematische 
Beschreibung einzubeziehen. Dazu wird der Abtragsvektor  
( ) ( ) ( )1 1 1 1 2 1 2, , ,a x t a x t e a x t e= −
  
              (4.4) 
mit den noch unbekannten Verschiebungsfunktionen ( )1 1,a x t  und ( )2 1,a x t  für die Längs- bzw. 
Querrichtung eingeführt. Zur kinematischen Beschreibung setzt man gedanklich voraus, dass jeder 
materielle Punkt der Drahtkontur durch den Materialabtrag gezwungenermaßen eine entsprechende 
Verschiebung erfährt. Die im Rahmen der Kinematik praktizierte allgemeine Beschreibung des 
Abtragsvektors durch seine Komponenten kann anschließend mit einem geeigneten Abtragsgesetz in 
eine physikalisch motivierte Formulierung überführt werden. Das Abtragsgesetz muss demzufolge 
den Zusammenhang der Systemparameter und der Zustandsgrößen des Systems mit dem Betrag und 
der Richtung des Abtragsvektors für jeden materiellen Punkt der Schnittkontur spezifizieren. Zudem 
sind vom Abtragsvektor physikalisch motivierte Zusatzbedingungen zu erfüllen, da der Materialab-
trag nur in Blockrichtung möglich ist bzw. kein Material hinzugefügt werden kann. Die Definition des 
Abtragsvektors in Verbindung mit einem Gesetz für den Materialabtrag ermöglicht es, die Entwick-
lung der Schnittkontur beim Sägeprozess zu simulieren. 
Die in Abbildung 4.13 eingezeichnete  Zwischenkonfiguration kennzeichnet das Verformungsverhal-
ten der Schnittkontur ohne Berücksichtigung des Materialabtrags, d. h. ausschließlich elastische Ver-
formungen aufgrund der Kontaktstreckenlasten. Für diesen Fall ergibt sich beispielsweise in vertika-
ler Richtung eine resultierende elastische Deformation von  
( ) ( ) ( )*S 1 B S 1, ,w x t s t w x t= − .              (4.5) 
Für eine reine Starrkörperbewegung verschwindet die Differenz und die rechte Seite von (4.5)  geht 
in konsistenter Weise in die kinematische Beziehung B Ss w=  über. Wird der Materialabtrag berück-
sichtigt, erfährt ein materieller Punkt der Schnittkontur zusätzlich die als Starrkörperbewegung 
interpretierbaren Verschiebungen ( )1 1,a x t  und ( )2 1,a x t  in horizontaler und vertikaler Richtung. Wie 
man sich nach Überlegung und anhand von Abbildung 4.13 verdeutlichen kann, ist die an einem 
beliebigen Ort 1x  gemessene Schnitttiefe ( )S 1,p x t  mit der 2a -Koordinate des Abtragsvektors 
identisch: 
( ) ( )S 1 2 1, ,p x t a x t= .                 (4.6) 
Zur Beschreibung der Kinematik wird zunächst aber weiter die allgemeine Definition des Abtragsvek-
tors mit den zugehörigen Koordinaten ( )1 1,a x t  und ( )2 1,a x t  verwendet. Die in (4.6) angegebene 
Beziehung bestätigt sich anschaulich, wenn der Ingot als Starrkörper betrachtet wird. In diesem Fall 
sind in der Skizze die elastischen Verformungen gedanklich null zu setzten, lediglich der Materialab-
trag muss berücksichtigt werden.  
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Abbildung 4.13: Verformungskinematik des Ingot bzw. der Schnittkontur mit den die Verformung beschreibenden Verschiebungsfunk-
tionen in Längs- und Querrichtung. Die elastischen Deformationen werden mit den Verschiebungsfunktionen uS (x1,t) 
bzw. wS (x1,t) beschrieben, die durch den Materialabtrag hervorgerufenen Verschiebungen in Längs- bzw. Querrichtung 
sind a1 (x1,t) und a2 (x1,t).  
Für den Ortsvektor zu einem materiellen Punkt der Schnittkontur ergibt sich zunächst allgemein 
( ) ( )
( ) ( )
S1 S 1 1 1
S
S2 S 1 2 1
, ,
, ,
ξ u x t a x t
x
ξ w x t a x t
+ + =  + − 
 .             (4.7) 
Aus der angegebenen Beziehung für den Ortsvektor (4.7) kann nach kurzer Rechnung die materielle 
Geschwindigkeit der Schnittkontur  
( )
( ) ( ) ( )
1 1
1 1
1 1
S, 1,
S, 1,
S
S, 1,
S, 2, S, 2,
S, 1,
1
1
t t
x x
t t
x x t t
x x
u a
u a
x
u a
w a w a
u a
+ 
 − −
 =
 +
− + − − − 

           (4.8) 
in der vereinbarten Kurzschreibweise angegeben werden. In linearer Näherung in den Verschie-
bungsgrößen bzw. deren partiellen Ableitungen kann (4.8) zu 
( ) ( )
( ) ( )
1
1
1
1 1 1
2
S,
2
S, 1, S, 1, 1,
S
S, 2, S, S, S, 1, 1, 2, 2,S,
, , ,
, , , , , , ,
t t t x t
t t t x t x t x t
x
x
u a u a a
x
w a u w w a a au a
u+ + 
=  − + 




       (4.9) 
vereinfacht werden. Für die im Anschluss noch benötigte materielle Variation des Ortsvektors 
müssen vorab die materiellen Variationen der Verschiebungsfunktionen bereitgestellt werden. Die 
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Anwendung der Kettenregel (2.66) auf die jeweiligen Verschiebungsfunktionen führt nach längerer 
Zwischenrechnung in linearer Näherung auf 
( ) ( )[ ] ( ) ( )[ ]
( ) ( )[ ] ( ) ( )( )
( ) ( )[ ] ( ) ( )[ ]
( )
1 1
1 1
1 1
1
1 1 1 1
1 1 1 1
1 1 1 1 1 1
1
2 2
S, S,
2 2
S
S S, 1, 1 , 1, S
1 1, 1, 1, 1, 1
S, 1, S, S S, 1, S,
, S,
2 2
1
2
S, S,
2
S2, 1,,
, 1 , ,
, 1 , ,
, , ,
,
x x x S x x x
x x x S x x x
S x x x x x
x x
x x
x x x x x S
xx
x
u u a a u a u
a a a u a a a
w w a w u w a w a w
u u
u u
u u
ua a a
= + + + +
= + + + +
= + + + +
= +
ξ
ξ
ξ
ξ
δ δ δ
δ δ δ
δ δ δ δ
δ
 
 
 
 ( )[ ] ( ) ( )[ ]1 1 1 11 12, S 2, 1, 22 , 1 2S,, , , .xx x x x x x x xa u a a a au a+ + +δ δ δ
 
(4.10) 
Die Verschiebungsfunktionen des Materialabtrages ( )1 1,a x t  und ( )2 1,a x t  werden in der kinemati-
schen Beschreibung zunächst als gesuchte Funktionen aufgefasst. Demzufolge müssen sie ebenfalls 
varriiert werden. Da verschiedene Abtragsgesetze denkbar sind, erhält man in dieser allgemeinen 
Formulierung die größte Flexibilität. Das virtuelle Verschiebungsfeld der Schnittkontur erhält man 
durch die materielle Variation des Ortsvektors (4.7). Ersetzen der materiellen Variationen der 
Verschiebungsfunktionen mit den in (4.10) aufgeführten Beziehungen führt in linearer Näherung auf 
( ) ( )[ ]( )
( ) ( )[ ]( )
1 1 1
1 1 11 1 1
1S, 1, 1, S 1
S
S, 2, 1, S, 2
2
S
, S
,
2
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


.   (4.11) 
Abbildung 4.13 veranschaulicht zudem, wie sich durch die Verformung des Ingot der Eingriffsbereich 
verändert. Ausgehend von a0x  und e0x  ergibt sich durch die tangentialen Kontaktkräfte und in 
Abhängigkeit von der Blocksteifigkeit ( )BH Sc p ein neuer Eingriffsbereich des Ingot mit den Grenzen 
a1x  und e1x , was sich letztlich auch auf die Drahtverschiebungen auswirkt. Bedingt durch die hohe 
Blocksteifigkeit wird der Unterschied allerdings verschwindend gering sein. Um den Überblick zu 
erleichtern, werden nachfolgend die Blocksteifigkeiten in Kurzschreibweise lediglich mit BHc  und BVc  
gekennzeichnet und die Abhängigkeit von der Schnitttiefe nicht explizit deklariert. 
Zusammenfassend lässt sich feststellen, dass das vorgestellte Minimalmodell die wesentlichen 
mechanischen Eigenschaften des Ingot beschreibt. Die schnitttiefenabhängigen Steifigkeitsfunktio-
nen und die Massenbelegung können mit den eingeführten kinematischen Größen zugewiesen 
werden. Damit ist man einerseits in der Lage, die sich durch die Kontakstreckenlasten ergebenden 
elastischen Verformungen der Schnittkontur zu bestimmen. Andererseits kann in Verbindung mit 
einem Abtragsgesetz für jeden Zeitpunkt und für jeden betrachteten Ort innerhalb von 1 1 1a ex x x≤ ≤  
der Materialabtrag bestimmt und die sich daraus ergebende Draht- und Schnittkontur berechnet 
werden.  
Für die Ankopplung der Schnittkontur an den Sägedraht, d. h. zur Kontaktformulierung, existieren 
verschiedene Möglichkeiten. Eine wesentliche Frage ist, ob sich der Kontakt öffnen kann oder 
geschlossen bleibt. Dazu folgende grundlegenden Überlegungen: Sieht man von hydrodynamischen 
Effekten und von Betriebsschwingungen des gekoppelten Systems ab, liegt der Draht beim Sägepro-
zess an der Schnittkontur an. Damit wird die zur Kontaktfindung notwendige Identifikation der im 
Kontakt stehenden Bereiche für jeden Zeitpunkt erheblich erleichtert. Im allgemeinen Fall, z. B. bei 
Zwangsschwingungen des gekoppelten Systems, wird der Draht in bestimmten Bereichen temporär 
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von der Schnittkontur abheben. Solche Effekte werden im Rahmen der vorliegenden Arbeit allerdings 
nicht untersucht. Im betrachteten Modell ist im Eingriffsbereich der Kontakt linienförmig und es liegt 
Gleitreibung vor. In diesem Fall spricht man auch von holonomer Reibung, da sich die Richtung der 
Reibkräfte als Funktion der Lage der im Kontakt stehenden Körper schreiben lässt. Zum Zeitpunkt t  
fällt ein materieller Punkt des Drahtes mit dem Raumpunkt P‘ zusammen. Durch die Nachbarschaft 
zu einem infinitesimal entfernten Drahtpunkt wird ein Linienelement in der Momentankonfiguration 
und damit die Richtung von Tangenten- und Normalenvektor definiert (siehe Abbildung 3.8). Werden 
die materiellen Punkte des Drahtes zur Parametrisierung des Kontaktes gewählt, müssen die 
zugehörigen im Kontakt stehenden Punkte der Schnittkontur identifiziert werden. Die Verwendung 
von EULER-Koordinaten als unabhängige Problemvariablen erweist sich auch bei der Kontaktformulie-
rung als sehr günstig. Dazu stellt man sich vor, dass ein Beobachter an einem beliebigen Ort 1x  zu 
einem bestimmten Zeitpunkt t  die im Kontakt befindlichen materiellen Punkte identifizieren soll. Der 
Beobachter kann aus den resultierenden Querverschiebungen sofort den materiellen Punkt der 
Schnittkontur konstruieren, der den geringsten Abstand zum materiellen Punkt des Drahtes aufweist. 
 
Abbildung 4.14: Links: Kontaktformulierung zwischen Sägedraht und Schnittkontur durch Federelemente mit der Kontaktsteifigkeit cK. 
Rechts: Veranschaulichung der Federwirkung und der zugehörigen Kontaktkraft bei Durchdringung. Aus den Verschie-
bungsfunktionen können sowohl die Kontaktnormalstreckenlasten als auch die Reibstreckenlasten konstruiert werden. 
Der Neigungswinkel der beteiligten materiellen Linienelemente ist bei stationärem Materialabtrag aus physikalischen 
Erwägungen heraus gleich. 
Auf die mathematische Beschreibung wird anschließend im Rahmen der Kontaktkinematik näher 
eingegangen. Die Nichteindringbedingung in Normalenrichtung lässt sich gemäß dem Penalty-
Verfahren mit zwischen beide Kontaktpartner geschalteten Federpaketen der Kontaktsteifigkeit Kc  
realisieren (Abbildung 4.14). Die zwischen den beteiligten Kontaktpunkten 'P  und *KQ  wirkende 
Feder erzeugt bei einer Durchdringung eine entsprechende Kontaktnormalkraft. Die Reibkräfte, 
welche ebenfalls wechselseitig auf den Draht und die Schnittkontur wirken, lassen sich aus den 
Normalkräften in Verbindung mit dem Reibkoeffizienten Gρ  berechnen. Der Richtungssinn der 
Reibkräfte muss für den allgemeinen Fall bekanntlich aus der Relativgeschwindigkeit der im Kontakt 
stehenden Punkte bestimmt werden. Durch die Modellierung des Ingot als elastischen Körper 
werden Verschiebungen materieller Punkte der Schnittkontur in Längsrichtung und demzufolge auch 
Längsschwingungen ermöglicht. Mit Blick auf die dominierende Führungsgeschwindigkeit wird aber 
vereinfachend festgelegt, dass die Reibkräfte stets in der in Abbildung 4.14 dargestellten Weise 
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wirken. Damit ist ausgeschlossen, dass sich zu bestimmten Zeitpunkten die Richtung der Reibkräfte in 
den Kontaktpunkten umkehrt, d. h. das Vorzeichen dreht.  
Zur Beschreibung der Kontaktkinematik wird die Durchdringung ( )1,g x t  der im Kontakt befindlichen 
Punkte 'P  und *KQ  definiert (Abbildung 4.15). Ein Beobachter an einem beliebigen Ort 1x  kann sie 
aus den Querverschiebungsfunktionen von Sägedraht und Schnittkontur bestimmen. Aus einer 
geometrischen Betrachtung liest man zunächst für die Durchdringung der beteiligten Kontaktpunkte 
in Normalenrichtung 
( ) ( ) ( ) ( )[ ]1 S 1 2 1 D 1 12, , , , cosg x t w x t a x t w x t γ= − −         (4.12) 
ab. Wie Abbildung 4.15 aufzeigt, wird vorausgesetzt, dass der Neigungswinkel der beteiligten 
differentiellen Linienelemente gleich ist. 
 
Abbildung 4.15: Kontaktkinematik bei Durchdringung. Die materiellen Punkte des Drahtes werden zur Parametrierung verwendet. Mit 
dem Normalenvektor des Drahtes kann die Durchdringungsfunktion g(x1,t) der beteiligten Kontaktpunkte aus den re-
sultierenden Querverschiebungsfunktionen des Drahtes wD(x1,t) und der Schnittkontur wS(x1,t)-a2(x1,t) konstruiert wer-
den. 
 
Für den Betrag der Kontaktnormalkraft kann demnach  
( ) ( ) ( )[ ]N S 1 2 1 D 1 12, , , cosKf c w x t a x t w x tσ γ= − −          (4.13) 
angegeben werden. Mit der HEAVISIDE-Funktion 
( ) ( ) ( )1 1 a1 1 1ex x x x xσ σ σ σ= = − − −             (4.14) 
können die Kontaktkräfte wiederum nur im Eingriffsbereich des Ingot „herausgeblendet“ werden. Die 
Positionen a1x  und e1x  sind durch die horizontale Steifigkeit des Ingot bzw. der damit einhergehen-
den Längsverschiebung der Schnittkontur a priori nicht bekannt und müssen ausgehend von a0x  und 
e0x  iterativ bestimmt werden. Anhand von (4.13) und Abbildung 4.14 kann die vorzeichenrichtige 
Formulierung der Kontaktkraft überprüft werden. Ist am betrachteten Ort 1x  die resultierende 
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vertikale Verschiebung der Schnittkontur ( ) ( )S 1 2 1, ,w x t a x t−  größer als die des Drahtes ( )D 1,w x t , 
durchdringen sich die Körper. Die Kontaktfeder wirkt dieser Durchdringung mit einer entsprechenden 
Normalkraft entgegen. Für die auf den Sägedraht wirkenden Folgelasten der Kontaktkräfte kann 
zunächst allgemein 
12 12
N,Draht N R,Draht G N
12 12
sin cos
,
cos sin
f f f f
γ γ
ρ
γ γ
−   = = −   
   
 
        (4.15) 
angegeben werden. Für die Schnittkontur ergibt sich 
12 12
N,SK N R,SK G N
12 12
sin cos
,
cos sin
f f f f
γ γ
ρ
γ γ
−   = − =   
   
 
.       (4.16) 
Die Folgelasten setzen sich formal aus dem Betrag und dem zugehörigen orthonormierten Richtungs-
vektor zusammen. Wird der Betrag der Normalstreckenlast durch die in (4.13) aufgeführte Beziehung 
ersetzt, ergibt sich wiederum für den Draht 
( ) ( )12 12 12 12N,Draht S 2 D R,Draht G S 2 D
12 12 12 12
sin cos cos cos
,
cos cos sin cosK K
f c w a w f c w a w
γ γ γ γ
σ ρ σ
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−   = − − = − − −   
   
 
   
(4.17) 
und für die Schnittkontur 
( ) ( )12 12 12 12N,SK S 2 D R,SK G S 2 D
12 12 12 12
sin cos cos cos
, .
cos cos sin cosK K
f c w a w f c w a w
γ γ γ γ
σ ρ σ
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−   = − − − = − −   
   
 
   
(4.18) 
Mit der aus (3.33) bekannten Beziehung für die Neigung eines materiellen Linienelementes in der 
Momentankonfiguration führt eine quadratische Näherung der trigonometrischen Produkte  auf 
( ) ( ) ( ) ( )1 1 1 1 1
1 1
3D, 2
12 12 D, D, 12 12 D, D,2 2
D, D,
3, 1sin cos cos cos
1 1
.1x x x x x
x x
w
w w w w
w w
γ γ γ γ= ≈ + = ≈ − +
+ +
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(4.19) 
Damit ergeben sich für den Draht die Beziehungen 
( ) ( )
1
1 1
1
2
D, D,
N,Draht K S 2 D R,Drah2
D,
t G K S 2 D
D,
1
,
1 x
x x
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− −  
= − − = − − −   −   
 
    (4.20) 
und für die Schnittkontur  
( ) ( )
1
1 1
1
2
D, D,
N,SK K S 2 D R,SK G K S 2 D2
D,D,
1
,
1
x x
xx
w w
f c w a w f c w w
ww
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− −  
= − − − = − −   −   
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  .   (4.21) 
Ein unilateraler Kontakt zwischen Sägedraht und Schnittkontur kann mit einer Formulierung der 
Kontaktsteifigkeit als Funktion der Durchdringung erreicht werden. Mit der Definition von ( )1,g x t  
kann über eine Federkennlinie, welche nur im Falle einer Durchdringung wirksam wird   
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( )( ) ( )( )K 1 K S 2 D 12, cosc g x t c w a wσ γ= − − ,         (4.22) 
mit Hilfe der HEAVISIDE-Funktion ein kräftefreies Öffnen des Kontaktes realisiert werden. Ist die 
Durchdringung ( )1, 0g x t < , wirkt demzufolge zwischen den Kontaktpartnern keine Normalkraft. 
Beschränkt man sich bei der Untersuchung des gekoppelten Systems auf die makroskopische 
Simulation des Schnittvorganges, ist unter den beschriebenen Voraussetzungen und Modellannah-
men eine unilaterale Kontaktformulierung gemäß (4.22) nicht zwingend erforderlich, weshalb im 
Rahmen der Arbeit davon abgesehen wird. Damit sind alle Größen bereitgestellt um die potentielle 
und die kinetische Energie sowie die virtuelle Arbeit des gekoppelten Gesamtsystems zu formulieren. 
4.3 Variationsformulierungen der gekoppelten Gesamtsysteme 
unter Berücksichtigung des Materialabtrages 
Von den im Kapitel 3 erarbeiteten Beziehungen für den Sägedraht kann der Großteil übernommen 
werden, lediglich die virtuelle Arbeit ist mit den in (4.20) angegebenen Beziehungen zu modifizieren. 
Ausgehend vom Berechnungsmodell I wird die allgemeine Formulierung für die virtuelle Arbeit am 
Sägedraht 
( ){ } ( )SV SHDraht N,Draht R,Draht b b D 1 V D ,
0
L
L t
W f f f f x dx F xξ ξδ δ δ= + + + ⋅ + ⋅∫
   

        (4.23) 
nach Einsetzen und Ausführen der skalaren Verknüpfung der entsprechenden Kraftgröße mit der 
virtuellen Verrückung Dxξδ
  und nach Sortieren in die Form 
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c w a w w w b w s w w dx
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δ ρ
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δ
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 + − − − − − + 
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∫
∫
  
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( ),t
    (4.24) 
überführt. Für das Berechnungsmodell II ist die virtuelle Arbeit der Kontaktstreckenlasten analog zu 
Modell I. Damit lässt sich die in (4.24) aufgeführte Beziehung ebenfalls für das Modell II benutzen, 
wenn einerseits die für das Modell maßgeblichen Verschiebungsfunktionen ( )D 1,u x t

 und ( )D 1,w x t

 
verwendet werden und zudem der Term der Vorspannkraft ( ) ( )V D ,xF u L tδ  gestrichen wird. Für 
die virtuelle Arbeit am Gesamtblock kann zunächst allgemein 
( ){ } { } ( ){ }BH BVBlock N,SK R,SK S 1 b S 1 b B S 1 N B
0 0 0
L L L
W f f x dx f x dx f s x dx F sξ ξ ξδ δ δ δ δ δ= + ⋅ + ⋅ + ⋅ − + ⋅∫ ∫ ∫
   

        
(4.25) 
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angeschrieben werden. Sie beinhaltet die virtuelle Arbeit der auf die Schnittkontur wirkenden 
Kontaktkräfte N,SKf

 und R,SKf

, sowie die virtuelle Arbeit, welche von den horizontalen und vertika-
len Dämpferkräften 
BHb
f

 und 
BVb
f

 geleistet wird. Soll die vertikale Verschiebung der Bettung ( )Bs t  
als Freiheitsgrad erhalten bleiben, muss die virtuelle Arbeit der auf den Block wirkenden Normalkraft 
berücksichtigt werden. Eine andere Möglichkeit wäre, eine Zeitfunktion für die Vorschubbewegung 
( )Bs t  vorzugeben. Zur Auswertung von (4.25) müssen noch die Dämpferkräfte formuliert werden. 
Durch die Kenntnis der materiellen Geschwindigkeit der Schnittkontur können die gesuchten 
Vektorfunktionen  
( ) ( )( )BH BVb BH S, 1, 1 b BV B S, 2, 2,t t t tf b u a e f b s w a eσ σ= − + = − − −
 
 
        (4.26) 
problemlos angegeben werden. Setzt man die erarbeiteten Beziehungen (4.21), (4.26) und  (4.11) in 
(4.25) ein, erhält man nach längerer Zwischenrechnung die in (4.27) angegebene Beziehung für die 
virtuelle Arbeit am Gesamtblock. Dabei kennzeichnen die in Kurzschreibweise angegebenen Variatio-
nen ( )S 1,x u x tδ  und ( )S 1,xw x tδ  bzw. ( )1 1,xa x tδ  und ( )2 1,xa x tδ  lokale Variationen der Verschie-
bungsfunktionen der Schnittkontur.   
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(4.27) 
Aus (4.27) wird ersichtlich, dass die Richtung der Kontaktkräfte durch die Verschiebungsfunktionen 
des Drahtes bzw. deren partielle Ortsableitungen vorgegeben wird.  
Um zu einer Variationsformulierung des Gesamtsystems zu gelangen, sind neben der virtuellen 
Arbeit noch die kinetische und die potentielle Energie des Gesamtblocks zu ergänzen. Mit der 
Massenbelegung Sµ , der materiellen Geschwindigkeit der Schnittkontur Sx
 , dem Freiheitsgrad zur 
Beschreibung der Bewegung der Bettung Bs  und der mittels (4.2) bestimmten Masse Bem lässt sich 
für die kinetische Energie des Gesamtblocks 
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( ) ( ){ }2 2 2kin,Block S S, 1, S, 2, 1 Be B
0
1 1
2 2
L
t t t tE u a w a dx m sµ σ= + + − +∫          (4.28) 
angeben. Für die potentielle Energie ergibt sich mit den Berechnungsparametern für die Blocksteifig-
keit ( )BV Sc p  bzw. ( )BH Sc p  in Kurzschreibweise 
( )( )( ){ }2 2pot,Block BV B S 2 BH S 1
0
1 .
2
L
E c s w a c u dxσ= − − +∫           (4.29) 
Zur Beschreibung der elastischen Formänderung der Schnittkontur muss die Differenz aus aktueller 
Verschiebung und der Verschiebung, welche lediglich durch den Materialabtrag hervorgerufen wird, 
gebildet werden. Damit wird gewährleistet, dass die Blockfedern durch die Verschiebungsfunktionen 
des Materialabtrages ( )1 1,a x t  und ( )2 1,a x t  nicht vorgespannt werden. Aus (4.29) kann man 
entnehmen, dass für ( ) ( )B S 1 2 1, ,s w x t a x t= −  die Federn in vertikaler Richtung entspannt sind und 
die Differenz  
( ) ( ) ( )[ ]1 B S 1 2 1, , ,elw x t s w x t a x t= − −            (4.30) 
demzufolge die elastische Formänderung beschreibt. Mit den Blocksteifigkeiten wird folgerichtig eine 
rein elastische Verformung der Schnittkontur durch die Kontaktkräfte erfasst. Die Schnittkontur hat 
damit eine resultierende Querverschiebung von 
( ) ( ) ( )S 1 S 1 2 1, , ,resw x t w x t a x t= − .            (4.31) 
Der vergleichsweise trivial anmutende Zusammenhang (4.31) deutet auf eine wesentliche Stärke des 
Berechnungsmodells hin. Einerseits kann unter Beachtung von (4.6) stets eine berechnete mit einer 
messtechnisch bestimmten Schnittkontur verglichen werden. Andererseits können in den Berech-
nungsmodellen gezielt gemessene Verläufe der Schnittkontur ( )S 1,p x t  vorgegeben werden, um 
anschließend die Dynamik des Gesamtsystems zu untersuchen. Damit lassen sich Rückschlüsse 
zwischen dem Systemverhalten und in der Sägepraxis beobachteten Effekten, wie beispielsweise der 
Riefenbildung, ziehen. Für die sich anschließende numerische Auswertung ist es wiederum von 
Vorteil, dass die Beziehungen (4.28) und (4.29) durch die Benutzung der HEAVISIDE-Funktion im 
Integrationsbereich 10 x L≤ ≤  angeschrieben werden.  
Mit den erarbeiteten Beziehungen für den Sägedraht und den Gesamtblock lässt sich für beide 
Berechnungsmodelle durch die Anwendung des Prinzips von HAMILTON die zugehörige Variationsfor-
mulierung für das gekoppelte Gesamtsystem angegeben. Dazu müssen die entsprechenden Varia-
tionsformulierungen nicht völlig neu generiert werden. Ein Großteil der in (3.77) und (3.131) 
bereitgestellten Terme der Variationsformulierungen können genutzt werden, um sie durch Modifi-
kation und Erweiterung an das gekoppelte Gesamtsystem anzupassen. Dazu kann argumentiert 
werden, dass die kinetische- und die potentielle Energie des Gesamtblocks Teilenergien des Gesamt-
systems sind. Die in (2.79) zur Auswertung des Prinzips von HAMILTON geforderten lokalen Variation 
der kinetischen bzw. potentiellen Teilenergien können ebenfalls vorab bereitgestellt werden. Für die 
lokale Variation der kinetischen Energie des Gesamtblocks (4.28) ergibt sich durch die Definition der 
Verschiebungsfunktionen in EULER-Koordinaten  
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       (4.32) 
Für die lokale Variation der potentiellen Energie des Gesamtblocks (4.29) ergibt sich 
{ ( )( )
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∫
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(4.33) 
Dabei wurde stillschweigend vorausgesetzt, dass der Eingriffsbereich des Ingot nicht variiert wird: 
0xδ σ = . Die Positionen a1x  und e1x  werden iterativ aus den Längsverschiebungen der Schnittkontur 
bestimmt und in der Variationsformulierung als augenblicklich bekannte Größen angesetzt. Die 
Produktintegration der kinetischen Energie des Gesamtblocks kann nach Einsetzen von (4.32) in 
(2.79) und unter Beachtung, dass an Zeiträndern die Variationen verschwinden, ebenfalls a priori 
bereitgestellt werden: 
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 (4.34) 
4.3.1 Gesamtmodell I 
Die für das gekoppelte Gesamtsystem gültige Variationsformulierung für das Berechnungsmodell I 
wird unter Beachtung von (4.33), (4.34) und (4.27) aus (3.77) entwickelt. Dazu müssen zunächst die 
Terme, welche aus der virtuellen Arbeit der Kontaktstreckenlasten hervorgingen, mit den in (4.24) 
angegebenen Beziehungen ersetzt werden. Zudem ist die Variationsformulierung mit den entspre-
chenden Termen der variierten Energien (4.33) und (4.34) und der virtuellen Arbeit (4.27) des 
Gesamtblocks zu ergänzen. Einsetzen und Sortieren nach den Variationen führt auf die in (4.35) 
angegebene Variationsformulierung für das gekoppelte Gesamtsystem. Die Zwischenrechnung ist 
abermals relativ aufwendig. Aus Platzgründen und da die Zwischenrechnung keine erwähnenswerten 
Besonderheiten beinhaltet, wird lediglich die als Ergebnis ermittelte Variationsformulierung angege-
ben. 
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Die Vorteile der eingeführten Bezeichnungskonvention werden bei der umfangreichen Variations-
formulierung deutlich. Die einzelnen Terme können leicht hinsichtlich ihrer Zugehörigkeit zum 
Gesamtsystem und ihrer physikalischen Bedeutung interpretiert werden. In (4.35) sind die Verschie-
bungsfunktionen des Abtragsvektors und deren Variationen noch in allgemeiner Formulierung 
enthalten. Die Variationsformulierung gewährleistet somit ein hohes Maß an Flexibilität zur Ergän-
zung bzw. Einbettung von physikalisch motivierten Abtragsgesetzen. Vor allem um den Einstieg für 
zukünftige Arbeiten auf diesem Gebiet zu erleichtern, werden die angegebenen Variationsformulie-
rungen der Berechnungsmodelle bewusst allgemein gehalten. Sie sind damit ein geeigneter Aus-
gangspunkt zur Diskussion von komplizierten Abtragsgesetzen, welche beispielsweise hydrodynami-
sche Effekte berücksichtigen. Liegt der Fokus auf einer makroskopischen Beschreibung des Material-
abtrages, kann in einem ersten Schritt ein einfaches, aber in Experimenten verifiziertes Abtragsgesetz 
für den Läppvorgang [50] benutzt werden. Das in der Arbeit angewandte Abtragsgesetz wird 
ausführlich in Abschnitt 4.4 diskutiert.  
In der Variationsformulierung (4.35) sind viele relevante Sonderfälle enthalten. Beispielsweise 
reduziert sich der Ausdruck erheblich, wenn der Materialabtrag nicht berücksichtigt wird, wovon 
man sich durch Streichen der entsprechenden Terme überzeugen kann. Für den angesprochenen 
Sonderfall verschwinden neben den unbekannten Verschiebungsfunktionen des Abtragsvektors 
( )1 1,a x t  und ( )2 1,a x t  auch die lokalen Variationen ( )1 1,xa x tδ  und ( )2 1,xa x tδ . Wird der Materialab-
trag berücksichtigt, lassen sich drei Fälle unterschieden: 
1) Sind die Verschiebungsfunktionen des Abtragsvektors aus einer Gesetzmäßigkeit explizit als 
Funktionen des Ortes und der Zeit bekannt, verschwinden lediglich die Variationen. Für diesen 
Sonderfall ist die numerische Lösung vergleichsweise einfach. Die vorgegebenen Verschiebungs-
funktionen ( )1 1,a x t  und ( )2 1,a x t  müssen aber kinematisch und physikalisch mit dem Abtrags-
vorgang verträglich sein.  
2) Verwendet man ein algebraisches Abtragsgesetz, welches aus den Systemparametern und den 
Zustandsgrößen des Systems, d. h. den Verschiebungsfunktionen von Draht und Schnittkontur, 
die Koordinaten des Abtragsvektors bestimmt, ist die Lösung ebenfalls noch vergleichsweise 
einfach. Nach Einsetzen des Abtragsgesetzes können die Variationen ( )1 1,xa x tδ  und ( )2 1,xa x tδ  
auf Variationen der Verschiebungsfunktionen von Sägedraht ( )D D, ,x xu wδ δ  , Schnittkontur
( )S S, ,x xu wδ δ   und Bettung Bxsδ  zurückgeführt werden. Die entstehenden Terme können an-
schließend in die Ausdrücke der Variationen der Verschiebungsfunktionen von Draht und 
Schnittkontur sortiert werden. 
3) Im allgemeinen Fall liegt das Abtragsgesetz in Form einer partiellen Differentialgleichung vor. 
Falls keine physikalisch motivierten Einschränkungen vereinbart werden können, sind die Ver-
schiebungsfunktionen des Abtragsvektors dann ebenfalls gesuchte Funktionen. Zur numerischen 
Auswertung der Variationsformulierung und des Abtragsgesetzes müssen bei der Ortsdiskretisie-
rung demzufolge Ansatzfunktionen für alle gesuchten Verschiebungsfunktionen vereinbart    
werden. Die Ansatzfunktionen für den Materialabtrag müssen dabei noch algebraische Neben-
bedingungen erfüllen (z. B. Materialabtrag größer und im Grenzfall null, und nur in Blockrich-
tung).  
Da die Variationsformulierung wiederum Ausgangspunkt für die Entwicklung von Näherungs-
lösungen ist, wird davon Abstand genommen, die Feldgleichungen und die zugehörigen dynamischen 
Randbedingungen anzugeben. Aus den erwähnten Gründen wären ohnehin Zusatzüberlegungen zum 
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Abtragsgesetz erforderlich, um vollständig physikalisch motivierte Feldgleichungen angeben zu  
können. Erst durch die Angabe der geometrischen Randbedingungen ist eine Variationsformulierung 
vollständig definiert. Aus diesem Grund sind einige abschließende Bemerkungen unerlässlich. Die in 
(3.75) bzw. (4.35) angegebenen Beziehungen für den Sägedraht sind selbstverständlich auch für das 
gekoppelte Gesamtsystem gültig. Die Schnittkontur kann sich im Schnittbereich a1 1 e1x x x≤ ≤  be-
liebig einstellen, d. h. an den Positionen a1x  bzw. e1x  können keine geometrischen Randbedingungen 
für die Längs- bzw. Querverschiebungsfunktionen der Schnittkontur explizit vorgeschrieben werden. 
In der vorliegenden Formulierung werden Teile außerhalb des Kontaktbereiches durch die HEAVISIDE-
Funktion weggeblendet. Dadurch wird die Wahl der Ortsfunktionen nicht durch Randbedingungen an 
den Positionen 1 0x =  bzw. 1x L=  eingeschränkt. Folgerichtig kann beispielsweise auch 
( ) ( ) ( ) ( )S S S S0, 0, , 0, 0, 0, , 0w t w L t u t u L t= = = =         (4.36) 
gefordert werden. Die angegebenen Randbedingungen (4.36) haben für die Ortsdiskretisierung, also 
bei der Formulierung von globalen Ansatzfunktionen Bedeutung. Mit Blick auf die numerische 
Umsetzung in Programmcode bietet es sich an, diese einfachen geometrischen Randbedingungen 
vorzuschreiben, da damit in Längs- und Querrichtungen Ansatzfunktionen in der Gestalt von (3.133)  
benutzt werden können. Man erhält sich damit eine hohe Flexibilität zur Approximation der unbe-
kannten Verschiebungen im Kontaktbereich a1 1 e1x x x≤ ≤ . Zudem ist über die Wahl der Diskretisie-
rungsparameter eine problemlose Erweiterbarkeit garantiert. Aus den genannten Gründen werden in 
beiden Berechnungsmodellen für die gesuchten Verschiebungsfunktionen der Schnittkontur sowie 
für deren Variationen Ansätze der Form  
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vereinbart, wobei im Folgenden die Abkürzungen  
, , ,e n c l
L L L L
π π π π
ε ν χ λ= = = =            (4.38) 
verwendet werden.  
4.3.2 Gesamtmodell II 
Die Variationsformulierung für das Gesamtmodell II wird in gleicher Vorgehensweise bestimmt. 
Ausgehend von (3.131) kann durch Ersetzen der Terme der Kontaktstreckenlasten mit den in (4.24) 
angegeben Beziehungen (ohne den Term der Vorspannkraft) und durch Hinzufügen der Terme für 
den Gesamtblock (4.32) bzw. (4.34) und (4.33) die Variationsformulierung des gekoppelten Gesamt-
systems angegeben werden. Die Unterschiede in den Variationsformulierungen (4.39) und (4.35) 
resultieren wiederum aus den unterschiedlichen Randbedingungen des Sägedrahtes und äußern sich 
beispielsweise im Randterm { } ( )D ,xu L tδ . 
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4.4 Simulation des Schnittvorganges 
Die in Abschnitt 4.3 vorgestellten Variationsformulierungen der Berechnungsmodelle sind die 
Grundlage für eine makromechanische Simulation des Schnittvorganges. Speziell die zeitliche 
Entwicklung der Kontaktkräfte und damit verbunden die Ausbildung von Draht- und Schnittkontur 
soll berechnet werden. Die Ankopplung an den Sägedraht, d. h. die Formulierung von Linienkontakt 
zwischen Siliziumblock und Draht, und die kinematische Berücksichtigung des Materialabtrages sind 
dabei notwendige Grundvoraussetzungen. Ergänzt werden muss noch eine Gesetzmäßigkeit für den 
Materialabtrag. Liegt der Fokus auf einer makroskopischen Beschreibung des Materialabtrages, kann 
in einem ersten Schritt ein in Experimenten verifiziertes Abtragsgesetz für den Läppvorgang [51] 
benutzt werden. Nach PRESTON ist die Abtragsrate bei Läppprozessen proportional zu Läppdruck Lσ
und Relativgeschwindigkeit relv  
P L rel
da K v
dt
σ= .               (4.40) 
Der Proportionalitätsfaktor PK  wird als PRESTON-Koeffizient bezeichnet. Der in (4.40) angegebene 
Zusammenhang verknüpft damit in einfacher Weise auf makroskopischer Ebene die Abtragsrate mit 
dem Betrag der Normalspannung und der Relativgeschwindigkeit in Form einer gewöhnlichen 
Differentialgleichung. Auf mikroskopischer Ebene ist der Materialabtrag beim Drahtsägen ein äußerst 
komplexer Vorgang. Durch die Kombination von Fluid und einem Feststoffanteil der Abrasivpartikel 
entsteht eine komplizierte Mehrphasenströmung. Zur Beschreibung der Vorgänge im Schnittspalt 
existieren bis dato vor allem mikromechanische Modelle auf DEM-Basis, mit denen einerseits die 
Wechselwirkung und der Verschleiß der Abrasivpartikel und andererseits mit Methoden der Bruch-
mechanik der Materialabtrag simuliert werden können (z. B. [51], [61]). Die Verbesserung und 
Validierung dieser Modelle sind Gegenstand aktueller Forschungsbemühungen am IMFD. Es existiert 
aber bisher kein Modell, das allen Effekten Rechnung trägt und dessen Ergebnisse experimentell 
verifiziert wurden. Makroskopisch kann mit (4.40) die resultierende Wirkung aller mikromechani-
schen Effekte im Sinne eines Materialabtrages erfasst werden. Der Nachteil dieser pragmatischen 
Herangehensweise besteht darin, dass der PRESTON-Koeffizient damit ein prozessspezifischer 
Parameter ist. Er muss folglich für verschiedene Slurry-Zusammensetzungen (Feststoffanteil und 
Korngrößen der Partikel) experimentell ermittelt werden. Zudem basiert er, wie beispielsweise auch 
der Reibwert, auf empirisch gewonnenen Erkenntnissen. 
Zur Auswertung der betragsmäßigen Formulierung (4.40) wird der in den Berechnungsmodellen 
eingeführte Abtragsvektor ( )1,a x t

 benötigt. Rechnet man den Läppdruck Lσ  über die Schnittbreite 
Sb  in die Normalstreckenlast um, kann (4.40) in  
( )
( ) ( )1 P N 1 1
S
,
, ,rel
d a x t K f x t v x t
dt b
=


 .           (4.41) 
überführt werden. Im Gegensatz zu (4.40) ist (4.41) eine partielle Differentialgleichung. Der durch 
den Abtragsvektor beschriebene Materialabtrag ist also in konsistenter Weise eine Funktion des 
Ortes 1x  und der Zeit t . Die zur Auswertung benötigte Relativgeschwindigkeit ( )1,relv x t

 ergibt sich 
aus der Differenz der linear genäherten materiellen Geschwindigkeiten von Draht und Schnittkontur 
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( )1
1
D D, D, S, 1,
D S
D D, D, S, 2,
1 x t t t
rel
x t t t
s u u u a
v x x
s w w w a
 + + − −
 = − =
 + − + 
 

  

.         (4.42) 
Aus Gründen der Übersichtlichkeit werden (4.42) und die nachfolgenden Beziehungen wiederum in 
der vereinbarten Kurzschreibweise angegeben, d. h. die Orts- und Zeitabhängigkeit der Verschie-
bungsfunktionen wird nicht explizit ausgewiesen. Da der Materialabtrag bei einem Läppvorgang sehr 
langsam erfolgt, können in (2.42) 1,ta  und 2,ta  gegenüber den anderen Geschwindigkeitsanteilen 
vernachlässigt werden. Für den Betrag der Relativgeschwindigkeit lässt sich damit in linearer 
Näherung 
( ) ( ) ( )1 11D D, D, S, D, D, S, S2 D, D ,,1 , , , , ,rel rel x t t x t t t txv v s u u u u w uu w w= = + + − +

       (4.43) 
angeben. Auf diese Weise ist selbst für den nichtbewegten Draht, also bei nicht vorhandener 
Führungsbewegung D 0s =  ein Materialabtrag möglich. Voraussetzung dafür ist beispielsweise eine 
von Betriebsschwingungen verursachte zeitliche Änderung der Längsverschiebungen D,tu  und S,tu . 
Für die weiteren Betrachtungen soll aber eine für das Drahtsägen charakteristische stationäre 
Führungsbewegung D 0s v=  vorausgesetzt werden. Ferner dominiert die Führungsbewegung die 
Verschiebungsgeschwindigkeiten, so dass im Abtragsgesetz D,tu  und S,tu  in guter Näherung vernach-
lässigt werden können. In (4.13) ist bereits der Betrag der Normalstreckenlast als Funktion der 
Durchdringung angegeben. Nach dem Einsetzen der Winkelbeziehung ergibt sich  
( )
1
2
N N S 2 D D,
11
2K x
f f c w a w w σ = = − − − 
 

 .          (4.44) 
Die in (4.44) angegebene Beziehung kann durch Betragsbildung von (4.18) bestätigt werden. Ein-
setzen der kinematischen Größen in das Abtragsgesetz führt zu der gewünschten Formulierung in 
den Zustandsgrößen des Systems und den Systemparametern 
( )
( ) ( )1 11 2P S 2 D D, 0 D,
S
, 11 1
2K x x
d a x t K c w a w w v u
dt b
σ = − − − + 
 

 .       (4.45) 
Aus (4.45) lässt sich zu jedem Zeitpunkt und für jeden Ort innerhalb des Kontaktbereiches der Betrag 
des Abtragsvektors bestimmen. Über die HEAVISIDE-Funktion wird sichergestellt, dass nur im Kontakt-
bereich a1 1 e1x x x≤ ≤  ein Materialabtrag stattfinden kann. Da die Abtragsrate aus physikalischen 
Erwägungen heraus nur größer oder im Grenzfall gleich null sein darf, muss stets gewährleistet sein, 
dass die rechte Seite von (4.45) zu jedem Zeitpunkt t  und für jeden betrachteten Ort 1x  größer bzw. 
gleich null ist. Diese Zusatzforderung muss bei der numerischen Umsetzung stets überprüft werden.  
Mit dem Abtragsgesetz (4.45) können die Koordinaten des Abtragsvektors von der in der Kinematik 
verwendeten allgemeinen in eine physikalisch motivierte Formulierung überführt werden. Da der 
Betrag des Abtragsvektors aus dem Abtragsgesetz bekannt ist, muss lediglich die Richtung präzisiert 
werden. Bei Läppvorgängen erfolgt der Materialabtrag stets in Richtung der zugehörigen Normal-
kraft. Die Orientierung des Abtragsvektors und der Normalstreckenlast ( )N,SK 1,f x t

 sind demzufolge 
identisch. Damit können die Koordinaten des Abtragsvektors formal durch den Betrag und die 
Richtung in der Form  
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( ) ( )
1
1
D,
1
1 1 2
D,2
, , 11
2
x
x
wa
a x t a x t
wa
 
   = =     − −−   
   
            (4.46) 
angegeben werden.  
Ergänzend kann man argumentieren, dass der Materialabtrag ein sehr langsamer und damit in einem 
bestimmten Zeitfenster t∆  stationärer Prozess ist. In diesem Zeitfenster ändern sich demzufolge die 
das System beschreibenden Zustandsgrößen nicht. Unter diesen Voraussetzungen lässt sich aus 
(4.41) eine für den aktuellen Zeitschritt gültige Abtragsrate und damit der Betrag des Abtragsvektors 
berechnen. Approximiert man den Differentialquotienten in (4.41) durch den Vorwärtsdifferen-
zenquotienten, ergibt sich mit 
( ) ( ) ( )
( )
( )
1 1
1
2P
1 S 2 D D, 0 D, 1
S ,
1, 1 1 ,
2
k
k K x x k
x t
Ka x t t c w a w w v u t a x t
b
σ
  + ∆ = − − − + ⋅∆ +  
  
 
    (4.47) 
der für den Zeitschritt gültige Betrag des Abtragsvektors für jeden betrachteten Ort innerhalb 
a1 1 e1x x x≤ ≤ . Er setzt sich additiv aus dem Betrag ( )1, ka x t
  zum vorherigen Zeitpunkt kt  und einer 
Änderung zusammen, d. h. der Abtragsvektor wird aus den stationären Zustandsgrößen zum 
Zeitpunkt kt  konstruiert. Diese physikalisch motivierten Festlegungen zur Simulation des Schnittpro-
zesses erleichtern die numerische Auswertung der Variationsformulierung erheblich. Da die Ver-
schiebungsfunktionen des Abtragsvektors jeweils aus dem vorherigen Zeitschritt bestimmt werden 
und damit zum Zeitpunkt kt  explizit bekannt sind, verschwinden die Variationen ( )1 1,xa x tδ und 
( )2 1,xa x tδ . Zudem können in der Variationsformulierung alle partiellen Zeitableitungen der 
Verschiebungsfunktionen des Materialabtrages gestrichen werden. Der Materialabtrag wird somit als 
zeitliche Abfolge stationärer Lagen beschrieben. Ohne diese Einschränkungen ist die Diskussion des 
Materialabtrages wesentlich komplizierter, da in diesem Fall neben der Variationsformulierung die 
partielle Differentialgleichung (4.45) in allgemeiner Form gelöst werden muss. Die Verschiebungs-
funktionen des Abtragsvektors sind damit ebenfalls unbekannte Funktionen, d. h. zur numerischen 
Auswertung müssen Näherungsansätze für die Verschiebungsfunktionen ( )1 1,a x t  und ( )2 1,a x t  bzw. 
deren Variation ( )1 1,xa x tδ  und ( )2 1,xa x tδ  formuliert werden, welche die angesprochenen kinema-
tischen Nebenbedingungen erfüllen. Ohne Gedanken in diese Richtung weiter zu vertiefen, werden 
im Folgenden die Berechnungsmodelle mit den physikalisch motivierten Vereinfachungen zum 
Materialabtrag diskutiert.  
Als Fazit gilt es festzuhalten: Mit den erwähnten Annahmen und Einschränkungen sind für den  
Materialabtrag hydrodynamische Effekte und Betriebsschwingungen des Drahtes bzw. des Gesamt-
blockes von untergeordneter Bedeutung. Für den Abtragsvorgang ist zu jeder Zeit die gesamte 
Schnittkontur im Kontakt mit dem Sägedraht, d. h. der Kontakt öffnet sich während des Abtragsvor-
gangs nicht. Alle das System beschreibenden Zustandsgrößen sind für ein noch zu definierendes 
Zeitfenster t∆  stationär. Damit kann die Abtragsrate bzw. der für das Zeitinkrement gültige Betrag 
des Abtragsvektors aus den stationären Verschiebungsfunktionen von Draht und Schnittkontur 
bestimmt werden. Die sich durch den Materialabtrag ergebende Schnittkontur wird durch die 
zeitliche Abfolge stationärer Lagen bestimmt. Aus Platzgründen und da sich die berechneten 
stationären Lagen der vorgestellten Berechnungsmodelle für den Standardparametersatz nicht 
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wesentlich unterscheiden, wird sich bei der numerischen Umsetzung und der Präsentation der 
Ergebnisse auf das Berechnungsmodell II beschränkt.  
Die Zwischenrechnung der Ortsdiskretisierung der Variationsformulierung (4.39) mit Ansatzfunktio-
nen gemäß (3.133) und (4.37) ist relativ umfangreich und soll aus diesem Grund nicht vertieft 
werden. Um den Aufwand zudem in praktikablen Grenzen zu halten, können vorab noch sinnvolle 
Vereinfachungen getroffen werden. Mit Blick auf die sich ergebenden Zahlen für 
1D,xu

 (Kapitel 3) 
kann in guter Näherung ( )1D,1 1xu+ ≈

 und demzufolge ebenfalls ( )1 1S, 1,1 1x xu a+ + ≈  angenommen 
werden. Zudem ist es zweckmäßig in geklammerten Ausdrücken der Systemparameter, z. B. ( )Kc  , 
Terme ab ( ) ( )1 1 1 1 1 13 D, D, D, S, D,, , , ,x x x x x xu w w w w
   
  zu vernachlässigen. Mit den angesprochenen Vereinfa-
chungen ergibt sich nach intensiver Zwischenrechnung das zur Berechnung des Materialabtrages 
verwendete Gesamtgleichungssystem der stationären Lagen (4.48)-(4.52), welches zum jeweiligen 
Zeitpunkt kt  ausgewertet werden muss. Zu beachten ist, dass die in Kurzschreibweise angegebenen 
Blocksteifigkeiten BVc  und BHc  keine Konstanten, sondern Funktionen des Ortes 1x  sind. Das Gleiche 
gilt für den Betrag des Abtragsvektors, für den vereinfachend ( )1, kA a x t=
  geschrieben wird. 
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( ) ( ) ( ) ( )BV B 0 0 1 1 1 0 BV 1 1 N
1 1 10 0
10 cos cos sin ,
2
L LN N C
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k h c
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(4.49) 
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(4.52) 
Die numerische Lösung des aufgeführten nichtlinearen Gleichungssystems liefert ausgehend von 
( )1 1,0 0a x =  und ( )2 1,0 0a x =  unter Beachtung von (4.47) zu jedem Zeitpunkt kt  die Zustandsgrö-
ßen des Gesamtsystems. Damit lässt sich der Materialabtrag beim Schnittvorgang simulieren.  
Die numerische Umsetzung gestaltet sich schwierig. Einerseits kann der Großteil der Integrale nicht 
mehr vorab symbolisch bereitgestellt werden, d. h. es muss numerisch integriert werden. Damit 
steigt für hohe Diskretisierungsparameter die Berechnungszeit stark an. Andererseits ergeben sich 
Phänomene, die mit der Benutzung globaler Ansatzfunktionen verbunden sind und welche    
programmiertechnisch bereinigt werden müssen. Berechnet man beispielsweise aus den stationären 
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Verschiebungsfunktionen mit (4.44) den für den Zeitschritt gültigen Betrag der Normalkraft und stellt 
diesen grafisch dar, stellt man einen welligen Verlauf und an den Rändern des Eingriffsbereiches 
Spitzen und Überschwinger fest. Formales Einsetzen in das Abtragsgesetz (4.47) liefert dann in den 
Randbereichen einen Betrag des Abtragsvektors, welcher das Vorzeichen wechselt, d. h. die kinema-
tische Nebenbedingung ist verletzt. Um diese aus physikalischer Sicht unsinnigen Phänomene zu 
korrigieren, wird in jedem Zeitinkrement der Betrag der Normalkraft ( )N 1, kf x t  nach Betragsbildung 
durch ein Interpolationspolynom ( )*N 1, kf x t  genähert. Mit einem Korrekturfaktor wird abschließend 
sichergestellt, dass das Integral von ( )*N 1, kf x t  über den Eingriffsbereich des Ingot der von außen 
wirkenden Normalkraft NF  entspricht. Die aufgezeigte Vorgehensweise ist von einem pragmatischen 
Standpunkt aus sicherlich zweckmäßig, in Strenge aber nur bedingt geeignet, um belastbare Ergeb-
nisse zu generieren. Trotz der erörterten Vereinfachungen ergeben sich schlüssige Berechnungser-
gebnisse, welche mit experimentellen Untersuchungen [51] in Einklang gebracht werden können.  
In Abbildung 4.16 sind die berechneten stationären Verschiebungsfunktionen im Anschnitt 0 0t =  
dargestellt. Vorab soll die kompliziert anmutende Bezeichnung der Verschiebungsfunktionen er-
läutert werden. Der tiefgestellte Index 0 unterstreicht, dass es sich um Verschiebungsfunktionen 
handelt, welche eine stationäre Lage kennzeichnen. Zudem muss mit Blick auf (4.47) der betrachtete 
Zeitpunkt des Materialabtrages, z. B. 0 0t = , ausgewiesen werden. Für die Berechnungen werden 
neben den in Tabelle 1 aufgeführten Referenzwerten zusätzlich bzw. abweichend die Parameter 
211 9 Nm
P S K NN m1,5 10 , 160 μm, 10 , 1,5 N, 20 s,
5, 5, 3, 3
K b c F t
N C M E
−= ⋅ = = = ∆ =
= = = =
     (4.53) 
verwendet. Der PRESTON-Koeffizient PK  orientiert sich an experimentellen Untersuchungen von 
Liedke [51]. Integriert man den in Tabelle 1 aufgeführten Referenzwert für den Betrag der Normal-
streckenlast NN0 m10f =  über den Eingriffsbereich des Ingot, ergibt sich  
e
a
N N0 1 1,56 N
x
x
F f dx= =∫ .              (4.54) 
Um die Ergebnisse mit den in 3.6.1 aufgeführten stationären Lagen vergleichen zu können, wird eine 
äußere Normalkraft N 1,5 NF =  angesetzt. Für die Kontaktsteifigkeit Kc  wird ein Wert verwendet, 
welcher um zwei Zehnerpotenzen größer ist, als der für die Blocksteifigkeiten ( )BH 1 S,c x p  und 
( )BV 1 S,c x p . Mit Blick auf die Berechnungszeit ist es zweckmäßig, die Diskretisierungsparameter 
nicht zu hoch zu wählen. Aus (4.53) wird deutlich, dass für die Berechnungen die Verschiebungsfunk-
tionen in Längsrichtung mit drei und die in Querrichtung mit fünf Gliedern approximiert werden. Der 
Vergleich der in Abbildung 4.16 oben aufgeführten Diagramme der Querverschiebungen zeigt, dass 
die angewandte Kontaktformulierung fehlerfrei funktioniert. Der berechnete Drahtbogen ( )D0 1 0,w x t

 
wird im Anschnitt vom Ingot bestimmt, d. h. im Eingriffsbereich ist er horizontal und außerhalb fällt 
er relativ steil ab. Vergrößert man die Diskretisierungsparameter N  und C , bilden sich an den 
Grenzen des Eingriffsbereiches deutliche Ecken heraus. Die resultierende Querverschiebung der 
Schnittkontur ( ) ( )S0 1 0 20 1 0, ,w x t a x t−  weist in den Randbereichen eine geringe Welligkeit auf. Dies 
kann auf die Diskretisierung mit globalen Ansatzfunktionen und die relativ geringe Approximations-
stufe zurückgeführt werden. Die berechnete Längsverschiebung des Drahtes ( )D0 1 0,u x t

 ist in Gestalt 
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und Dimension vergleichbar mit Abbildung 3.11, die der Schnittkontur ( )S0 1 0,u x t , bedingt durch die 
hohe Blocksteifigkeit, vernachlässigbar gering.  
 
Abbildung 4.16: Berechnete stationäre Verschiebungsfunktionen von Draht und Schnittkontur im Anschnitt t0=0.  Zudem sind der 
daraus berechnete Betrag der Normalstreckenlast fN*(x1,t0) und die für das folgende Zeitinkrement Δt gültige Abtragsra-
te ARInk(x1,t0) aufgeführt.  
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Für die vertikale Verschiebung der Bettung ergibt sich mit B0 5 mms ≈  der gleiche Zahlenwert wie für 
die resultierende maximale Querverschiebung der Schnittkontur ( ) ( )S0 1 0 20 1 0, ,w x t a x t− .  Abschlie-
ßend sind der aus den stationären Verschiebungsgrößen konstruierte Betrag der Normalstreckenlast 
( )*N 1 0,f x t  und die für das Zeitinkrement t∆  gültige Abtragsrate ( )Ink 1 0,AR x t  aufgeführt. Der für 
das betrachtete Zeitintervall t∆  gültige Betrag des Abtragsvektors lässt sich mittels 
( ) ( ) ( )Ink 1 0 1 0 Ink 1 0 0 0, , , ,A x t a x t AR x t t t t t t= = ∆ ≤ ≤ + ∆
         (4.55) 
berechnen. Der Betrag der Normalkraft ( )*N 1 0,f x t  weist im Anschnitt deutliche Spitzen an den 
Rändern des Eingriffsbereichs auf. Dies ist auch physikalisch anschaulich, da im Anschnitt im Wesent-
lichen die Eckpunkte des Ingot im Kontakt mit dem Draht sind. Bedingt durch die hohe Normalkraft 
entsteht an den Ecken ein entsprechend großer Materialabtrag, d. h. die Ecken werden zuerst 
abgetragen. Im weiteren Schnittverlauf sind größerer Teile der Schnittkontur im Kontakt mit dem 
Sägedraht und die Kontaktkraft teilt sich allmählich auf die gesamte Schnittkontur auf. Als Resultat 
entsteht der typische Verlauf von Drahtbogen und Schnittkontur, welcher in der Arbeit von Liedke 
[51] experimentell untersucht wurde. Um diesen Effekt mit dem Berechnungsmodell zu simulieren, 
werden ausgehend von 0 0t =  bis end 2000 st =  die interessierenden Querverschiebungen von 
Sägedraht und Schnittkontur berechnet. Die Berechnungsergebnisse sind in Abbildung 4.17 darge-
stellt, wobei aus Gründen der Übersichtlichkeit nur jede fünfte Teillösung grafisch dargestellt wird. 
 
Abbildung 4.17: Simulation des Materialabtrages beim Drahtsägen. Berechnete stationäre Querverschiebungen von Draht und 
Schnittkontur vom Einschnitt t0=0 s bis tend=2000 s. 
Deutlich erkennbar ist, wie ausgehend vom Einschnitt die Ecken des Ingot abtragen werden. Es ergibt 
sich eine Querverschiebung des Drahtes, welche große Ähnlichkeit mit dem in Abbildung 3.11 
dargestellten Verlauf aufweist. Bei genauerer Betrachtung der Schnittkontur erkennt man eine 
leichte Asymmetrie, welche in [51] experimentell beobachtet wurde. Die vorgestellten Ergebnisse 
unterstreichen zwar eindrucksvoll die Leistungsfähigkeit des Berechnungsmodells, eine Verifikation 
kann allerdings nur mit aufwendigen Experimenten an der Versuchsdrahtsäge erfolgen.  
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5 Zusammenfassung / Ausblick  
Die vorliegende Arbeit widmet sich der Aufgabe makroskopische Berechnungsmodelle zur Beschrei-
bung des Drahtsägens zu erarbeiten. Ziel ist es, die wesentlichen Effekte abzubilden und den Einfluss 
von Prozessparametern auf die Dynamik des Systems zu bestimmen.  
Die aus der Literatur bekannten Berechnungsmodelle zu dieser Thematik ([38], [63], [51], [68]) 
weisen noch erhebliche Vereinfachungen und Defizite auf, so dass die Notwendigkeit bestand die 
Thematik umfassend und mit der nötigen theoretischen Strenge neu anzugehen. Die dazu erforderli-
chen mathematischen und mechanischen Grundlagen sind umfangreich und werden in Kapitel 2 der 
Arbeit in der notwendigen Tiefe abgehandelt. 
Ein zentraler Punkt ist die Modellierung des bewegten Sägedrahtes. Als strukturmechanisches Modell 
wird ein EULER-BERNOULLI-Balken verwendet. Die Beschreibung der ebenen Drahtbewegungen erfolgt 
durch Verschiebungsfunktionen in Längs- und Querrichtung, welche im Argument neben der Zeit t  
einen unabhängigen metrischen Parameter (EULER-Koordinate 1x  oder der LAGRANGE-Koordinate 1ξ ) 
aufweisen. Durch die dem Kontinuum an den Auflagern aufgeprägte Führungsbewegung sind 
einerseits die Randbedingungen und andererseits die ortsfest auf den Draht wirkenden Lasten 
nichtmateriell, d. h. sie können nicht für alle Zeiten einem bestimmen materiellen Teilchen zugeord-
net werden. Die korrekte kinematische Beschreibung dieses Sachverhaltes ist essentielle Grundlage 
für die spätere Anwendung analytischer Prinzipe der Mechanik zur Beschreibung der Kinetik. Die 
kinematischen Größen des bewegten Sägedrahtes werden in EULER- und in LAGRANGE-Koordinaten 
erarbeitet. Dies umfasst lokale und materielle Geschwindigkeiten, lokale und materielle Variationen 
der Verschiebungsfunktionen und Größen der Verformungskinematik. Dabei wird besonderer Wert 
auf eine analytische Vorgehensweise und konsistente Näherung gelegt. Nach Abwägung aller Vor- 
und Nachteile wird sich für EULER-Koordinaten als unabhängige Problemvariablen entschieden. Damit 
können die Berechnungsmodelle konkretisiert werden. 
Im Rahmen der Arbeit werden grundsätzlich zwei Modelle untersucht, welche sich in ihren Rand-
bedingungen voneinander unterscheiden. Sie basieren auf unterschiedlichen technischen Realisie-
rungen von Drahtsägen. Da die mathematische Beschreibung des aus bewegtem Sägedraht und 
Siliziumblock bestehenden Gesamtsystems kompliziert und sehr umfangreich ist, bietet es sich an 
den Detailierungsgrad der Modellierung langsam zu steigern. Aus diesem Grund werden, um erste 
Systemkenntnis zu erlangen, die zwischen Sägedraht und Siliziumblock wirkenden Kontaktkräfte als 
äußere Folgelasten mit konstantem Betrag angesetzt. Durch die Anwendung des Prinzips von 
HAMILTON werden für beide Berechnungsmodelle Variationsformulierungen und die zugehörigen 
Feldgleichungen bestimmt. Die jeweilige Variationsformulierung wird als Ausgangspunkt zur Entwick-
lung von Näherungslösungen benutzt. Mit einem gemischten RITZ-Ansatz erfolgt eine Ortsdiskretisie-
rung mit globalen Ansatzfunktionen. Für die zu bestimmenden Zeitfunktionen wird ein Störungsan-
satz mit der Abstandsdefinition nach LJAPUNOW vereinbart, was letztlich auf ein nichtlineares Glei-
chungssystem zur Bestimmung der stationären Lage und auf ein Differentialgleichungssystem zweiter 
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Ordnung führt, mit dem Bewegungen um die betreffende stationäre Lage untersucht werden 
können. Damit lässt sich das Zeitverhalten der Systeme in Abhängigkeit der Prozessparameter 
bestimmen. Durch die dem Draht aufgeprägte Führungsbewegung, die Formulierung der Kontakt-
kräfte als Folgelasten sowie den explizit zeitabhängigen Systemparametern ergibt sich ein komplizier-
tes Systemverhalten, welches nur entfernte Verwandtschaft mit der klassischen Saitenschwingung 
aufweist. Die Berechnungsmodelle garantieren dabei ein hohes Maß an Flexibilität zur Untersuchung 
des Einflusses wichtiger Prozessparameter (Führungsbewegung, Vorspannkraft, Reibwert usw.) auf 
das Bewegungsverhalten. Die dargestellten Berechnungsergebnisse umfassen Studien zu stationären 
Lagen, die Berechnung von Eigenfrequenzen, Stabilitätsnachweise des dynamischen Grundzustandes 
und die Bestimmung von Zeitlösungen. Die Unterschiede der Modelle werden bereits bei den 
berechneten stationären Lagen offensichtlich. Die sich in Abhängigkeit der Systemparameter 
ergebenden Verschiebungsfunktionen werden ausführlich interpretiert. Zudem kann nachgewiesen 
werden, dass für bestimmte Parameterkonstellationen die betreffenden stationären Lagen instabil 
sind. Um zu untersuchen, welche Systemparameter auf die Stabilität des dynamischen Grundzustan-
des entscheidenden Einfluss haben, werden systematisch Stabilitätskarten erstellt. Die den Karten 
zugrunde liegenden Systemparameter werden bewusst weit über den Einsatzbereich konventioneller 
Drahtsägen variiert, um die Stabilitätsgrenze in Erfahrung zu bringen. Speziell die Überlagerung einer 
konstanten Führungsbewegung mit hochfrequenten harmonisch wechselnden Anteilen führt zu 
interessanten Instabilitätseffekten. Die Betrachtungen schließen mit der Präsentation von Zeitlösun-
gen. Berechnet werden für beide Berechnungsmodelle stationäre Zwangsschwingungen, welche von 
harmonisch wechselnden Anteilen der Beträge von Normal- und Reibstreckenlast hervorgerufen 
werden. Dies unterstützt Forschungsbemühungen des IMFD durch gezielte Anregung des Ingot den 
Slurrytransport und die Abtragsrate zu verbessern. Es zeigt sich, dass sich sowohl in Längs- als auch in 
Querrichtung signifikante stationäre Zwangsschwingungsamplituden im Eingriffsbereich des Ingot 
erzielen lassen. Die Erregerfrequenzen, bei denen maximale Amplituden erreicht werden, zeigen eine 
große Übereinstimmung mit den für zeitinvariante Systemparameter bestimmten Eigenfrequenzen 
der Systeme.  
Aufbauend auf diesen Ergebnissen werden die bestehenden Berechnungsmodelle weiter ausgebaut. 
Dazu wird ein strukturmechanisches Modell des Gesamtblocks generiert. Dieser wird als elastischer 
Körper mit schnitttiefenabhängiger Masse und Steifigkeit modelliert. Die schnitttiefenabhängigen 
Blocksteifigkeiten in horizontaler und vertikaler Richtung werden mit einem FEM-Modell bestimmt 
und mit einfachen Überschlagsrechnungen [41] verglichen. Zudem wird geklärt, inwieweit sich die 
mechanischen Eigenschaften des Gesamtblocks in Abhängigkeit von der Schnittposition (Mitte bzw. 
Rand des Drahtfeldes) unterscheiden. Um eine linienförmige Ankopplung an den Sägedraht zu 
realisieren, wird die Schnittkontur des Ingot als einparametrisches Kontinuum modelliert. Um dem 
Materialabtrag beim Drahtsägen Rechnung zu tragen, werden bei der kinematischen Beschreibung 
zusätzlich allgemeine Verschiebungsfunktionen des Abtrags eingeführt. Unter Beachtung der 
Kontaktmechanik werden anschließend wiederum für beide Berechnungsmodelle die Variationsfor-
mulierungen der gekoppelten Gesamtsysteme erarbeitet. Die angegebenen Variationsformulierun-
gen sind durch ihre allgemeine Formulierung geeigneter Ausgangspunkt zur Untersuchung verschie-
denster Abtragsgesetze. Die Arbeit schließt mit einer Simulation des Materialabtrages. Die im 
Rahmen der Kinematik praktizierte allgemeine Beschreibung des Materialabtrages mit entsprechen-
den Verschiebungsfunktionen wird mit einem makroskopischen Abtragsgesetz für den Läppvorgang 
in eine physikalisch motivierte Formulierung überführt. Anschließend wird, unter technologisch 
gerechtfertigten  Einschränkungen, die zeitliche Entwicklung von Drahtbogen und Schnittkontur beim 
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Einschnitt berechnet. Der sich ergebende Drahtbogen weist eine gute Übereinstimmung mit der 
entsprechenden stationären Lage des einfacheren Berechnungsmodells auf. Zudem ist die Schnitt-
kontur mit experimentellen Beobachtungen im Einklang [51]. Die Diskretisierung mit globalen 
Ansatzfunktionen erweist sich bei der numerischen Umsetzung des Materialabtrages allerdings als 
gravierender Nachteil. 
Obwohl mit der vorliegenden Arbeit die Systemkenntnis für das Drahtsägen deutlich gesteigert 
wurde, besteht genügend Raum zur Verbesserung der Berechnungsmodelle. Als Ausblick sollen die 
wichtigsten genannt und die damit verbundenen Probleme diskutiert werden: 
• Der Materialabtrag des Läppprozesses wird rein makroskopisch-phänomenologisch beschrie-
ben. Die Fluidwirkung der Slurry bzw. die Fluid-Festkörper-Interaktion mit den SiC-Partikeln 
wurde in Gänze vernachlässigt. Die zu erwartenden Variationsformulierungen werden bei  
Berücksichtigung selbst einfacher Fluid-Struktur-Wechselwirkungen den Umfang der in der 
Arbeit angegebenen Variationsformulierungen bei Weitem übersteigen. Nicht nur das Auf-
finden von Näherungslösungen wird dadurch erschwert. Zusätzliche Probleme ergeben sich 
bei der zweifelsfreien Identifikation der entsprechenden Systemparameter z. B. in Form von 
Experimenten. Je nach Detailierungsgrad der Modellierung besteht durch die enorme Anzahl 
an Systemparametern die Gefahr „an der Praxis vorbei zu rechnen“. Zudem werden systema-
tische Untersuchungen in Form von Parameterstudien extrem aufwendig. 
• Die Beschränkung der Untersuchung auf einen Einzeldraht des Drahtfeldes ist eine weitere 
vereinfachende Modellannahme. Damit können keine Effekte, die aus dem Drahtfeld resul-
tieren, beschrieben werden, welche in der Praxis bzw. in Experimenten aber durchaus nach-
weisbar sind. So wird beispielsweise im industriellen Einsatz von Drahtsägen festgestellt, dass 
die geschnittenen Randwafer eine geringere Oberflächengüte aufweisen als geschnittene 
Wafer aus dem Inneren des Blocks. Die entkoppelte Betrachtung einzelner Drahtabschnitte 
ist mit den beschriebenen Modellannahmen sicherlich zulässig, in Strenge aber nicht erfüllt. 
Mit Blick auf den Umfang der beschreibenden Systemgleichungen für einen einzelnen Draht-
abschnitt wird allerdings schnell die Dimension klar, welche die Beschreibung eines Drahtfel-
des mit sich bringt.  
 
Aus den genannten Gründen ist es sicherlich nicht einfach, die Berechnungsmodelle in eine der 
aufgezeigten Richtungen weiter auszubauen, es kann nur mit sinnvollen Einschränkungen und 
Vereinfachungen gelingen.  
 
Ein wesentlicher und bislang unbeachteter Punkt ist die experimentelle Verifikation der in der Arbeit 
angegebenen Berechnungsergebnisse. Bereits die messtechnische Bestimmung des Drahtbogens, 
also der von Ort und Zeit abhängigen Querverschiebung, ist mit Schwierigkeiten verbunden, da der 
Draht beim Schnittvorgang im Eingriffsbereich optisch nicht zugänglich ist. Werden lediglich Querver-
schiebungen außerhalb des Schnittbereiches gemessenen, kann der vollständige Drahtbogen nur 
unzureichend verifiziert werden. Die sich zu bestimmten Zeitpunkten für einen gewählten Parame-
tersatz ausbildende Schnittkontur kann ebenfalls nur in aufwändigen Versuchen ermittelt werden. 
Dazu muss bis zu einer bestimmten Tiefe eingeschnitten, der Wafer abgetrennt und die Schnittkon-
tur vermessen werden. Zudem müssen gleiche Versuchsbedingungen gewährleistet sein, was bei der 
Komplexität des Schnittvorgangs eine Herausforderung darstellt. Einen ersten Anhaltspunkt über den 
Verlauf der Schnittkontur liefern Schnittriefen an der Waferoberfläche, welche in [51] genutzt 
wurden, um daraus den Drahtbogen zu rekonstruieren. 
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6.2 Symbolverzeichnis 
Allgemeine Symbole 
Symbol Bedeutung 
A  Fläche 
InkA  Betrag des Abtragsvektors im Zeitschritt 
InkAR  Betrag der Abtragsrate im Zeitschritt 
∆A  Systemmatrix 
a  Vektorfunktion des Materialabtrages 
B


 Links-CAUCHY-GREEN-Deformationstensor 
b  Erregervektor in Zustandsform 
H SH V SV, , ,b b b b  Dämpferkonstanten im Schnittspalt in horitontaler und vertikaler Richtung 
G TP W, ,b b b  Breite der Glasplatte, der Trägerplatte und des geschnittenen Wafers 
( ) ( )0 , , ,i iC r t C r t∆  Referenz- und Nachbartrajektorie 
C


 Rechts-CAUCHY-GREEN-Deformationstensor 
C




 Elastizitätstensor 
L T
0 0,c c  Wellenausbreitungsgeschwindigkeiten für Longitudinal- und Transversal-
wellen 
BH BV,c c  horizontale und vertikale Blocksteifigkeitsfunktionen 
Kc  Kontaktsteifigkeit 
D  Dämpfungsmatrix 
,dS ds

  Linienelement in der Ausgangs-, Momentankonfiguration 
dx  Koordinatendifferential Momentankonfiguration 
Dd  Drahtdurchmesser 
Sd  Schnittbreite 
Wd  Waferdicke 
E


 LAGRANGE-GREEN-Verzerrungstensor  
kin pot,E E  kinetische und potentielle Energie 
e

  EULER-ALMANSI-Verzerrungstensor 
1 2 3, ,e e e
    kartesische Basisvektoren 
EA  Dehnsteifigkeit  
EI  Biegesteifigkeit 
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1,F F −
 
 
 Deformationsgradient und inverser Deformationsgradient 
L V,F F  Längskraft und Vorspannkraft des Drahtes 
f  Kraftvektor der rechten Seite 
A,f f  Frequenz und Erregerfrequenz   
,I ,II,k kf f  k-te Eigenfrequenz des Berechnungsmodells I bzw. II 
N Ν,f f

 Vektorfunktion und Betrag der Normalstreckenlast 
R R,f f

 Vektorfunktion und Betrag der Reibstreckenlast 
Ν0 R0,f f  konstante Anteile der Beträge von Normal- und Reibstreckenlast 
N R,f f∆ ∆  zeitveränderliche Anteile von Normal und Reibstreckenlast 
G  gyroskopische Matrix  
g  Erdbeschleunigung 
g  Vektorfunktion der Durchdringung von Draht und Schnittkontur 
G TP W, ,h h h  Dicke der Glasplatte, der Trägerplatte und des geschnittenen Wafers 
K1h  Dicke der Klebeschicht zwischen Glasplatte und Trägerplatte 
K2h  Dicke der Klebeschicht zwischen Ingot und Glasplatte 
I


 Einheitstensor 
K  Steifigkeitsmatrix 
PK  PRESTON-Koeffizient 
L  Abstand zwischen den raumfesten Lagern 
( ) ( )*, , ,i iL r t L r t  LAGRANGE-Funktion und spezifische LAGRANGE-Funktion in den allgemeinen 
kartesischen Koordinaten ir  
KS I TP, ,l l l  Länge der Klebeschichten, des Ingot und der Trägerplatte 
M  Massenmatrix  
BeM  Gesamtmasse der Bettung 
,m m  Masse und Massenstrom 
Be W,m m  Masse der Bettung und des Wafers im Ersatzmodell 
N  zirkulatorische Matrix 
SKN  Anzahl der Schnitte  
SKn  Positionsnummer der Schnittkontur 
, An n   allgemeiner Normaleneinheitsvektor und Normalenvektor einer Oberfläche 
P  materieller Punkt P  
0 1,P P  Raumpunkte mit denen der betrachtete materielle Punkt P  in der Aus-
gangskonfiguration und in der Momentankonfiguration zusammenfällt 
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S S,p p  Schnitttiefe und gemittelte Schnitttiefe 
Δq  Koordinatenvektor des Störungs-Differentialgleichungssystems 2. Ordnung 
R


 Rotationstensor der Starrkörperrotation  
{ }, 1, 2, 3ir i ∈  allgemeine kartesische Koordinaten 
D,s s  Starrkörperverschiebung des Drahtes 
Bs  vertikale Verschiebung der Bettung 
t

 Tangenteneinheitsvektor 
, kt t  Zeit und Zeitpunkt 
PT  Periodendauer 
i a,U U  Potential der Formänderung und äußerer konservativer Kräfte 
nU  n-te Ortsansatzfunktion in Längsrichtung im gemischten-RITZ-Ansatz 
U


 Rechtsstrecktensor  
, ,X Y Zu u u  Verschiebungsfelder des Gesamtblocks in LAGRANGE-Koordinaten 
V  Volumen 
V


 Linksstrecktensor   
M L,v v   materielle- und lokale Geschwindigkeit 
0v  konstanter Anteil der Führungsgeschwindigkeit des Drahtes 
,v v∆ ∆   veränderlicher Anteil der Führungsgeschwindigkeit und –beschleunigung 
vˆ∆  Amplitude des harmonisch wechselnden Anteils der Führungsgeschwindig-
keit 
nW  n-te Ortsansatzfunktion in Querrichtung im gemischten-RITZ-Ansatz 
x  Ortsvektor zum betrachteten materiellen Punkt in der Momentankonfigura-
tion 
Dx
  Ortsvektor zu einem betrachteten materiellen Punkt des Drahtes in der 
Momentankonfiguration 
Sx
  Ortsvektor zu einem betrachteten materiellen Punkt der Schnittkontur in 
der Momentankonfiguration 
{ }, 1, 2, 3ix i ∈  kartesische EULER-Koordinaten 
a e,x x   Eintritts- und Austrittsposition des Schnittbereiches a 1 ex x x≤ ≤  
Y  allgemeine Fundamentalmatrix 
Δy  Zustandsvektor  
hΔy  Vektor der homogenen Lösung (Zustandsform) 
pΔy  Vektor der partikulären Lösung (Zustandsform) 
, ,X Y Z  LAGRANGE-Koordinaten des Gesamtblocks 
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Verschiebungsfunktionen des Drahtes, der Schnittkontur und des Abtrages  
( ),iu x t
  allgemeine Vektorfunktion der Verschiebung in EULER-Koordinaten 
( ),ku ξ t
  allgemeine Vektorfunktion der Verschiebung in LAGRANGE-Koordinaten  
( ) ( )1 D 1, , ,u x t u x t  Längsverschiebungsfunktionen des Sägedrahtes (Verformungsanteil) in 
Abhängigkeit der EULER-Koordinaten 1x , gemessen aus der ungedehnten 
Referenzkonfiguration (Modell I) 
( ) ( )0 1 D0 1, , ,u x t u x t  stationäre Längsverschiebung des Sägedrahtes (Modell I) 
( )1ˆ ,u x t  Zwangsschwingungsamplituden des Sägedrahtes in Längsrichtung (Modell I) 
( ) ( )1 D 1, , ,u x t u x t
 
 Längsverschiebungsfunktionen des Sägedrahtes (Verformungsanteil) in 
Abhängigkeit der EULER-Koordinaten 1x , gemessen aus der vorgespannten 
Referenzkonfiguration (Modell II) 
( ) ( )0 1 D0 1, , ,u x t u x t
 
 stationäre Längsverschiebung des Sägedrahtes Modell II  
( )1ˆ ,u x t

 Zwangsschwingungsamplituden des Sägedrahtes in Längsrichtung (Modell II) 
( )S 1,u x t  Längsverschiebung der Schnittkontur in Abhängigkeit der EULER-Koordi-
naten 1x , ohne Berücksichtigung des Materialabtrags  
( )1 1,a x t  Längsverschiebung der Schnittkontur durch den Materialabtrag in Abhän-
gigkeit der EULER-Koordinaten 1x  
( ) ( )1 D 1, , ,w x t w x t  Querverschiebungsfunktionen des Sägedrahtes in Abhängigkeit der EULER-
Koordinaten 1x , gemessen aus der ungedehnten Referenzkonfiguration 
(Modell I) 
( ) ( )0 1 D0 1, , ,w x t w x t  stationäre Querverschiebung des Sägedrahtes (Modell I) 
( )1ˆ ,w x t  Zwangsschwingungsamplituden des Sägedrahtes in Querrichtung (Modell I) 
( ) ( )1 D 1, , ,w x t w x t
 
 Querverschiebungsfunktionen des Sägedrahtes (Verformungsanteil) in 
Abhängigkeit der EULER-Koordinaten 1x , gemessen aus der vorgespannten 
Referenzkonfiguration (Modell II) 
( ) ( )0 1 D0 1, , ,w x t w x t
 
 stationäre Querverschiebung des Sägedrahtes Modell II  
( )1ˆ ,w x t

 Zwangsschwingungsamplituden des Sägedrahtes in Querrichtung (Modell II) 
( )S 1,w x t  Querverschiebung der Schnittkontur in Abhängigkeit der EULER-Koordi-
naten 1x , ohne Berücksichtigung des Materialabtrags  
( )2 1,a x t  Querverschiebung der Schnittkontur durch den Materialabtrag in Abhän-
gigkeit der EULER-Koordinaten 1x  
( ) ( )1 1, , ,u ξ t w ξ t   Längs-und Querverschiebungen des Drahtes in Abhängigkeit der LAGRANGE-
Koordinaten 1ξ  
 
In der in der Arbeit aus Gründen der Übersichtlichkeit angewendeten Kurzschreibweise, werden die 
Argumente der Funktionen nicht explizit ausgewiesen, z. B. u , u  usw. 
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Griechische Symbole 
12α  Winkel zwischen den Koordinatendifferentialen der Momentankonfiguration 
12γ  Winkelabweichung ursprünglich orthogonaler Linienelemente 
kjδ  KRONECKER-Symbol 
iδ  Abklingkonstante des i-ten Eigenwertes 
( ),z if r tδ   bedingte Variation einer in den Koordinaten ir  formulierten Skalarfunktion 
bei festgehaltenen Koordinaten ( ),k k iz z r t=   
,x xu wδ δ   Kurzschreibweise für lokale Variationen von Längs- und Querverschiebungs-
funktionen in LAGRANGE-Koordinaten 
,x xu wδ δ  Kurzschreibweise für lokale Variationen von Längs- und Querverschiebungs-
funktionen in EULER-Koordinaten 
,u wξ ξδ δ   Kurzschreibweise für materielle Variationen von Längs- und Querverschie-
bungsfunktionen in LAGRANGE-Koordinaten 
,u wξ ξδ δ  Kurzschreibweise für materielle Variationen von Längs- und Querverschie-
bungsfunktionen in EULER-Koordinaten 
Wδ  virtuelle Arbeit 
iWδ  virtuelle Formänderungsarbeit  
ε   Dehnung eines materiellen Linienelementes 
3ε  EUKLIDischer  Vektorraum 
Λ  Streckung eines materiellen Linienelementes 
iλ  i-ter Eigenwert 
D,µ µ  Massenbelegung des Drahtes 
Sµ  Massenbelegung der Schnittkontur 
ξ

 Ortsvektor zum betrachteten materiellen Punkt in der Ausgangskonfiguration 
dξ

  Koordinatendifferential der Ausgangskonfiguration  
{ }, 1, 2, 3kξ k ∈  kartesische LAGRANGE-Koordinaten  
iρ  i-ter charakteristischer Multiplikator 
Dρ   Dichte des Sägedrahtes 
Gρ  Reibwert 
σ   HEAVISIDE-Funktion   
σ   HEAVISIDE-Funktion, Eingriffsbereich Ingot ( ) ( ) ( )1 1 a 1 ex x x x xσ σ σ= − − −  
D,maxσ  Zugfestigkeit des Drahtes 
Lσ  Läppdruck 
τ

  2.PIOLA-KIRCHHOFF-Spannungstensor 
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Lτ  Läppscherspannung im Schnittspalt  
( )tΦ   normierte Fundamentalmatrix ( ( )0 =Φ I ) 
( )TΦ   Monodromiematrix 
χ
   Bewegungsfunktion eines materiellen Punktes P  
AΩ   Kreisfrequenz der Anregung 
iω  i-te Eigenkreisfrequenz 
 
Ableitungen 
( ) ( )
d
dt
•=

  gewöhnliche Zeitableitung  
( ) ( ),tt
∂
=
∂
 partielle Zeitableitung 
( ) ( ), ir
ir
∂
=
∂

  partielle Ortsableitung 
( ) ( )
k
z
z konst
d d
dt dt=
=
 
 Zeitableitung unter der Nebenbedingung .kz konst=  
( ) ( ) ( )Δ
i
x
x konst
d d
dt dt=
= =  lokale Zeitableitung, d. h. bei festen EULER-Koordinaten ix   
( ) ( ) ( )
k
ξ
ξ konst
dd
dt dt=
= =   materielle Zeitableitung, d. h. bei festen LAGRANGE-Koordinaten kξ  
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Variationsformulierung für das Berechnungsmodell I bei konsequenter quadratischer Näherung aller 
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  A2
Abmessungen und Werkstoffparameter des Gesamtblocks, sowie die zur Bestimmung der Steifigkeit 
festgelegten Beträge der Kontaktspannungen im Schnittspalt:  
Ingot  Trägerplatte 
Geometrie 
Il  [ ]mm  78,20  
Geometrie 
TPl  [ ]mm  200,00 
I Wb b=  [ ]mm  156,00  TPb  [ ]mm  70,00 
I Wh h=  [ ]mm  156,00  TPh  [ ]mm  25,00 
Werkstoff polykristallines Silizium  Werkstoff Stahl 
E-Modul SiE  2
N
mm
    107000  E-Modul StahlE  2
N
mm    210000 
Querkontraktion Siν  [ ]−  0,45  Querkontraktion Stahlν  [ ]−  0,30 
Dichte Siρ  3
g
cm
    2,34 
 Dichte Stahlρ  3
g
cm
    7,85 
         
Glasplatte  Klebeschichten 
Geometrie 
G TPl l=  [ ]mm  200,00  
Geometrie 
K1h  [ ]μm  100,00 
Gb  [ ]mm  90,00  K2h  [ ]μm  200,00 
Gh  [ ]mm  10,00     
Werkstoff Glas  Werkstoff Epoxidharzkleber 
E-Modul GlasE  2
N
mm    73000  E-Modul 
K1E  2
N
mm
    2500 
Querkontraktion Glasν  [ ]−  0,23  K2E  2Nmm    3900 
Dichte Glasρ  3
g
cm
    2,50 
 Querkontraktion K1 K2ν ν=  [ ]−  0,36 
     Dichte K1 K2ρ ρ=  3
g
cm
    1,15 
Wafer / Schnittspalt / Draht / Kraftsensor  Fließspannung 
bei Raum-
temperatur 
F1σ  2
N
mm
    28,00 
Geometrie 
Wd  [ ]μm  200,00  F2σ  2Nmm    30,00 
Wb  [ ]mm  156,00      
Wh  [ ]mm  156,00  Schnittanzahl / Kontaktspannungen 
Sd  [ ]μm  190,00  Anzahl Schnitte SKN  [ ]−  200 
Dd  [ ]μm  140,00  Läppdruck Lσ  2Nmm    0,05 
KSl  [ ]mm  120,00  Scherspannung Lτ  2Nmm    0,05 
 
