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Abstract
Human face contains abundant shape features. This fact motivates a lot of impressive shape feature-based face detec-
tion and 3D face recognition approaches. However, as far as we know, there is no prior low-level face representation
which is purely based on shape feature proposed for conventional 2D (image-based) face recognition. In this paper, we
present a novel low-level shape-based face representation named Shape Primitives Histogram (SPH) for face recogni-
tion. In this approach, the face images are separated into a number of tiny shape fragments and we reduce these shape
fragments to several uniform atomic shape patterns called Shape Primitives. Then the face representation is obtained
by implementing a histogram statistic of shape primitives in a local image region. In order to take scale information
into consideration, we also produce Multi-scale Shape Primitive Histograms (MSPH) by concatenating the SPHs ex-
tracted from different scales. Moreover, we experimentally study the influences of each stage of SPH computation on
performance, concluding that a small cell with 1/2 overlap and a fine size block with 1/2 overlap are important for
good results. Four popular face databases, namely ORL, AR, YaleB and LFW-a databases, are employed to evaluate
SPH and MSPH. Surprisingly, such seemingly naive shape-based face representations outperform the state-of-the-art
low-level face representations.
Keywords: Face Recognition, Haar Wavelet, Image Representation, Image Descriptor, Image classification
1. Introduction
Face recognition is a fundamental task in biometrics,
which is widely applied in our life. As the core of face
recognition, the quality of the face representation is the
key for improving face recognition performance, since
it is generally considered that the representation always
determines the upper limit of the classification accuracy.
Many researchers have made efforts to find the ef-
fective face representations in recent decades. Gener-
ally speaking, the face representation approaches can
be roughly categorized into two classes. The first one
is called appearance-based approach which uses mul-
tivariate statistic analysis technique to learn a specific
subspace from original high-dimensional sample space.
This approach may start with the influential Eigen-
face [1] and has produced many classical methods such
∗Corresponding author (Dan Yang): dyang@cqu.edu.cn
as Fisherface [2] and Laplacianface [3, 4, 5, 6]. More-
over, this approach is also known as a dimensional-
ity reduction technique for data analysis perspective.
The second one is the low-level image feature-based
face representation. This approach utilizes the pat-
tern among the local pixels to represent and distinguish
the faces. Garbor feature [7, 8, 9] and Gradient fea-
ture [10, 11] are deemed as two most common adopted
low-level face representations. Both Gabor and gradi-
ent features are good at capturing the edge information
of faces. Although extensive studies have proved their
effectiveness, these methods are sensitive to the noise
and local geometric transformation. In order to address
the previous issues, some researchers develop a popular
branch of low-level image representation named local
histogram descriptor [12, 13, 14, 15, 16, 17, 18]. This
approach will do the histogram statistics of the low-
level image feature in a local image regions after the
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Figure 1: The faces represented by Pixels,Gradient,Shape Primitive
respectively
low-level image feature extraction. The main merit of
local histogram descriptor over the conventional low-
level image feature is that it is more insensitive to the lo-
cal geometrical transformations and noises. Currently,
Local Binary Patterns (LBP) [15, 19, 20, 21] and His-
togram of Oriented Gradient (HOG) [11, 12, 13, 14, 22]
are the two most influential local histogram descriptors
for face recognition. LBP exploits the local binary pat-
tern among the pixels in a local circular region of the
image. It is originally designed for texture descrip-
tion [15]. HOG is used to exploit the gradient orien-
tation patterns in the image. Before being used as a face
representation, it is known as a successful human de-
tection feature [12]. Although so many impressive low-
level face representation methods have been proposed,
most of those methods are based on gradient or edge
information. However, human face contains abundant
shape feature and the shape features are widely used
in face detection [23, 24, 25, 26] and 3D face recog-
nition [27, 28, 29, 30]. So, in this paper, we intend to
present a low-level face representation purely based on
shape features for conventional 2D face recognition.
A popular way for shape feature extraction is Haar
wavelet. Such approach has been demonstrated to be
considerably successful in object detection field, espe-
cially in the face detection field [23, 25, 26]. This
is mainly due to two facts. The first one is that hu-
man face contains abundant static shape characteris-
tics [23, 28]. The second one is Haar feature, which
provides an effective way to extract shape characteris-
tics. Consequently, it can provide an attractive trade-off
between accuracy and detection speed. The Haar fea-
ture based object detection has been in vogue for the
past decade or so. Many impressive object detection
systems and new Haar wavelet features have been pro-
posed [23, 24, 25, 26]. However, as far as we know,
there is no prior work that studies the representational
power of Haar feature in the face recognition area. In
this paper, we further exploit the representational power
of Haar wavelet features to extract shape features for
solving 2D face recognition task .
There exist extensive Haar wavelet templates. It is
impracticable to apply all Haar templates for face repre-
sentation. Instead, we consider that all the Haar wavelet
templates that can be approximated by 14 square Haar
wavelet templates and one flat template (see Figure 3).
These 15 templates correspond to 15 atomic local shape
characteristics (patterns). We call these atomic local
shape patterns shape primitives (see Figure 1). How-
ever, if we simply follow the same representation way
as method of Viola and Jones [26], the face represen-
tation will have an incredibly high dimensionality and
suffer more sensitivity from the local noises and geo-
metrical transformations. Moreover, the shape charac-
teristics which can benefit face recognition should be
more local and detailed than the ones utilized by the face
detection. So we adopt the form of local histogram de-
scriptor to manage and describe the face shape features
extracted by the shape primitives. Finally, as other his-
togram descriptors, we will get a vector by concatenat-
ing histograms of all the local image blocks. We name
this new image descriptor Shape Primitive Histogram
(SPH). ORL face database is employed to experimen-
tally learn the optimal parameters of SPH and Three
larger face databases, namely AR, Yale-B and LFW-a
face databases, are employed for evaluating the differ-
ent face representations. Extensive experimental results
demonstrate that our proposed method outperforms the
state-of-the-arts.
The rest of paper is organized as follows: Section 2
presents the generations of SPH and its multi-scale ver-
sion; Section 3 describes the experiments for evaluating
the SPH; Finally, the conclusion is summarized in Sec-
tion 4.
2. Methodology
This section introduces shape primitive histogram in
detail. The generation procedure of shape primitive his-
togram can be divided into three main steps: image
blocking, shape primitive extraction (matching) and his-
togram computation. Figure 2 depicts a face recognition
system based on shape primitive histogram. After get-
ting the SPH features, a dimensionality reduction can be
employed for obtaining a more compact representation.
And finally, the classifier is implemented for recogniz-
ing the faces (see Figure 2).
2.1. Image Blocking
In order to incorporate the local spatial information,
we divide the entire image into several same size blocks
(local image patches, see the illustration of the second
step in Figure 2). These blocks are the smallest unit
2
Figure 2: the overview of shape primitive histogram based face recog-
nition system
for histogram statistics of shape primitives and deter-
mines the locality of SPH. Therefore, Shape primitive
histogram is a local descriptor and the size of block can
affect its performance. More specifically, if the block
size is too small, the representation will be very sparse
and thus leads to higher dimensionality. On the con-
trary, if its size is too big, the representation will be too
rough to capture the local shape characteristics. In our
case, the block is square. Moreover, the adjacent blocks
are overlapping with each other. This strategy can re-
duce sensitivity to the geometric and photometric trans-
formations [12].
2.2. Shape Primitives Extraction (Matching)
After image blocking, the second step is to extract
shape primitives in each obtained image block. No mat-
ter how complex a shape is, it can be composed by 15
shape primitives. These shape primitives can be repre-
sented by the Haar wavelet templates in Figure 3. The
first 14 templates called non-flat shape primitive are
used to describe the shape characteristics and the last
template is a virtual template named flat shape primi-
tive. The flat shape primitive is applied to handle the
case that does’t exist shape information.
As same as image blocking procedure, each local im-
age block is divided into dozens of tiny 4n pixels square
fragments. Each fragment is an unit for extracting the
shape primitive features. For simplicity, we name such
fragment Cell. As same as the templates in Figure 3,
the cell has four bins. Each bin can be a pixel or a tiny
square area which contains 2n pixels. In order to keep
continuity of shape information in a local block, each
cell also has 1/2 overlap with the neighbor ones. Gener-
ally speaking, the size of cell determines the fineness of
extracted local shape patterns. A small size of cell can
capture more detailed shape information but also more
sensitive to the noise. In our case, the cell size is fixed to
2×2 pixels and 4×4 pixels, since the size of face image
is small.
Figure 3: The Shape Primitives corresponding to the Haar wavelet
templates.
The convolution operations based on 14 non-flat
shape primitive templates are applied to each cell to
find its belonging shape pattern. During procedure,
14 matching scores corresponding to 14 non-flat shape
primitives are generated as follows:
S =
1
n
4∑
i=1
Pihi, n = max (|h1|, · · · , |h4|) (1)
where Pi indicates the sum of gray values of bin i and hi
indicates the weighting value corresponding to the bin
i. The matching score represents the similarity between
the cell and the shape primitive. Therefore, the cell must
belong to the shape primitive which owns the maximum
matching score, i.e.
iˆ = arg max
i
(S), S = (S 1, · · · , S i, · · · , S 14) (2)
However, the cell may not contain any shape informa-
tion. In this case, the pixels in the cell have the same
gray value. So, the matching scores of 14 shape prim-
itives are all zero. In such case, the cell is actually a
flat and we assume it is accord with the virtual template
known as flat shape primitive. However, in the natural
images, there seldom exists the absolute flat. So, for
handling this case, we assume that the cell belongs to
the flat shape primitive when all the matching scores are
smaller than the nonnegative loose factor  ( ≥ 0). Fi-
nally, the shape primitive extraction (matching) scheme
can be further expressed as:
iˆ =
{
argmini(S), M > 
15, M ≤  s.t.  ≥ 0 (3)
where M = max(S) is the maximum among the match-
ing scores and iˆ indicates the index of the matched shape
3
primitive. Since each non-flat shape primitive can find a
complementary shape primitive among these 14 shape
primitives, M is always a positive or equal to zero,
M ≥ 0.
2.3. Histogram Computation
The histogram of each block has 15 bins correspond-
ing to the 15 shape primitives. We can calculate the
matching scores of the first 14 non-flat shape primitives.
The flat one cannot achieve a matching score via convo-
lution directly. However, these scores are the weighted
votes of the histogram and will be accumulated into re-
lated bins during the histogram computation. In order
to address this issue, we provide an empirical way to
calculate matching score corresponding to the flat. The
matching score (the weighting vote) of flat, S 15, can be
assigned as follows:
S 15 =
{
 − M + 1, M ≤ 
0, M >  (4)
by this way, each cell can get the weighted vote and the
weighted histogram statistics becomes feasible. So, the
whole histogram computation procedure is denoted as
follows
Hi =
{ Hi +  − M + 1, M ≤ , i = 15
Hi + M, M > , i = arg mini(S) (5)
whereHi is the value of the ith bin of the histogram and
its initial value is zero. After finishing the histogram
computation in each local block, a linear normalization,
as H = H/√HTH , is presented to every block for
improving robustness to variation in illumination. Next,
all the histograms are concatenated into a 1-D feature
vector and this is the SPH feature.
2.4. Multi-Scale Shape Primitive Histogram
The cell size and block size are very important param-
eters, because they determine the fineness and locality
of extracted features. More specifically, the SPH fea-
ture extraction via a smaller block with smaller cells can
better capture more detailed shape characteristics, but it
is hard to capture the more global shape characteristics
and is more sensitive to the local noise. However, the
quality and scale of images in a practical application are
always extremely varied. Thus, a fixed size SPH may
not be suitable to the image in an uncontrolled environ-
ment. For this case, we provide a very simple way to in-
corporate the scale information with SPH to improve its
robustness. We hypothesize that a scale-robust SPH can
be obtained by concatenating all SPH vectors extracted
at different scales together. We name this new feature
Multi-Scale Shape Primitives Histogram (MSPH). Note
that this combined way is not optimal since the SPH
features from different scales have correlations.
3. Experiments
In this section, we conduct several experiments to
learn the optimal parameters of SPH on ORL [31]
database, which is a smaller database in comparison
with the other three databases. AR [32], YaleB [33],
LFW-a [34] datasets are employed for evaluating the
performances of SPH and MSPH in comparison with
three state-of-the-art face representations, namely Ga-
bor Feature [7], Local Binary Patterns (LBP) [19] and
Histogram of Oriented Gradient (HOG) [13]. Princi-
pal Component Analysis (PCA) [1] and Linear Dis-
criminant Analysis (LDA) [2] are used as dimension-
ality reduction algorithms. The conventional classi-
fier, Nearest Neighbor Classifier (NNC) and two more
advanced classifiers, namely Collaborative Representa-
tion Classifier (CRC) [35] and Support Vector Machine
(SVM) [36], are adopted for classification.
3.1. Datasets
1. The ORL database contains 400 images from 40
subjects [31]. Each subject has ten images ac-
quired at different times. In this database, the sub-
jects’ facial expressions and facial details are vary-
ing. And these images are also taken with a tol-
erance for some tilting and rotation of the face of
up to 20◦. The size of the face image is 32×32
pixels. Compared to the other three databases, this
database is much smaller and we use it to learn the
optimal parameters.
2. The AR database consists of more than 4,000 im-
ages of 126 subjects [32]. The database charac-
terizes divergence from ideal conditions by incor-
porating various facial expressions, luminance al-
terations, and occlusion modes. Following paper
[37], a subset contains 1680 images with 120 sub-
jects are constructed in our experiment. All these
images are 50×40 pixels.
3. The Extended YaleB database [33] consists of
2,414 frontal face images of 38 subjects under var-
ious lighting conditions. In our experiment, all of
these images are 32×32 pixels.
4. The LFW-a database [34], which aims at study-
ing the problem of the unconstrained face recog-
nition, is considered as one of the most challeng-
ing databases, since it contains 13233 images with
4
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Figure 6: The face recognition performances under different Cell
Sizes and Overlaps.
great variations in terms of lighting, pose, age,
and even image quality. We cropped these images
to 120×120 pixels around their center and resize
these images to 32×32 pixels for computational ef-
ficiency.
Note, in our experiments, all the images on these
four databases are grayscale images. With regard to the
color image, the SPH feature can be extracted from each
channel and yield them together as the new SPH feature.
3.2. Parameters Learning
SPH has several important parameters such as block
size, overlap region, and loose factor which can influ-
ence the face recognition performance of SPH. Follow-
ing [22], the ORL database which is relatively smaller
among four databases is utilized for experimentally
learning the optimal values of these parameters. For a
practical application, the training samples can be used
for learning optimal parameters. Note, NNC is cho-
sen as the classifier in these experiments. We adopt a
learning strategy that fixes other parameters when one
parameter is being experimentally learned.
3.2.1. Sizes and Overlaps of Blocks
In this experiment, four groups of blocks whose sizes
are respectively 4×4, 6×6, 8×8, 10×10 pixels and four
overlaps include no overlap, 1/4 overlap, 1/2 overlap,
3/4 overlap are adopted to produce a total of 4 × 4 = 16
combinations of blocks and overlaps for finding the best
parameters of block and overlap. In this experiment, the
cell size is fixed to 2×2 pixels and LDA and PCA are ap-
plied for dimensionality reduction. Two-fold and five-
fold cross-validations are employed for evaluating the
recognition performance. The n-fold cross-validation in
our paper is defined as: one part for training and the rest
n-1 parts for testing.
Figure 4 describes the influences of block size and
overlap to the recognition performance on the ORL
database. Figure 5(a) depicts the comprehensive recog-
nition performance, which is the mean of recognition
rates under different cross-validation schemes with dif-
ferent block sizes and overlaps. Figure 5(b) depicts
the dimensions of different SPHs under different com-
binations of block size and overlap. From Figures 4
and 5, it can be obviously concluded that SPH with
a smaller block size and larger overlapping area can
achieve higher recognition accuracy. However, the di-
mension of SPH also rapidly increases along with the
block size reduction and the overlapping region expan-
sion. In order to balance the recognition accuracy and
recognition speed, a block size of 8×8 pixels with 1/2
overlap are deemed as the optimal parameter group.
3.2.2. Sizes and Overlaps of Cells
Since the size of cell should be smaller than the size
of block and the optimal block size is 8×8 pixels, we
choose two groups of cells whose sizes are respectively
2×2 and 4×4 pixels. Two overlaps include no overlap
and 1/2 overlap are combined with these two groups of
cells to produce four combinations. We apply two-fold
cross-validation to evaluate the produced combinations.
These experiments are all conducted under 8×8 pixels
block with 1/2 overlap. The results of experiments are
shown in Figure 6.
From the observations, we can know that a smaller
cell slightly outperforms a larger cell while the overlap
in cells is a more important factor to improve the per-
formance. The gain of the cell with 1/2 overlap over the
cell without any overlap is around 20%. According to
the results, we recommend to adopt the 2×2 pixel size
cell with 1/2 overlap for SPH extraction.
3.2.3. The values of Loose Factor epsilon
The loose factor  controls the boundary between flat
shape primitive and non-flat shape primitives and influ-
ence the flat shape primitive histogram weighting vote.
So, it is very important to learn the optimal . This pa-
rameter is related to the cell size f (pixels), since the
summation of the gray values of each bin of a bigger
cell is greater. It can be denoted as follows:
 = k × ( f /2)2, k ≥ 0 (6)
We can learn the value of k to further achieve the opti-
mal  . In this experiment, two groups of SPH: 8×8 pix-
els block with 1/2 overlap, 2×2 pixels cell and 16×16
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(a) LDA-based two-fold cross-validation
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(b) PCA-based two-fold cross-validation
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(c) LDA-based five-fold cross-validation
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(d) PCA-based five-fold cross-validation
Figure 4: The recognition rates under different the block sizes and overlaps. X axis indicates the overlapping area, Y axis indicates the block size
and Z axis indicates the recognition rate.
pixels block with 1/2 overlap, 4×4 pixels cell are used
to study the effect of . The two-fold and five-fold cross-
validation schemes are adopted in these experiments.
According to the observations of Figure 7, which in-
dicates the recognition accuracies under different k, we
can conclude that two groups of SPH are all insensi-
tive to k. Consequently, we let k = 1. In other words,
 = f 2/4 in this paper.
Feature Parameters Configurations
SPH 8×8 pixels block, 1/2 overlap, 2×2 pixels cell, k = 1
MSPH
8×8 pixels block, 1/2 overlap, 2×2 pixels cell, k = 1
16×16 pixels block, 1/2 overlap, 4×4 pixels cell, k = 1
32×32 pixels block, 1/2 overlap, 8×8 pixels cell,k = 1
Table 1: Parameters settings of SPH and MSPH in experiments
3.3. Face Recognition
Three larger face databases including AR, YaleB
and LFW-a databases are employed for evaluating the
face recognition performance. Among these three face
databases, the LFW-a database is a face database in
uncontrolled environment which is a very challenging
database aiming at the evaluation of face recognition in
the wild. The sample number of each subject in this
database is very different. Following paper [38], we
divide the LFW-a database into two subsets. The first
subset (147 subjects, 1100 samples) is constructed by
the subjects whose sample numbers are ranged from
5 to 10 and the second subset (127 subjects, 2891
samples) is constructed by the subjects whose sam-
ple numbers are all over 11. We apply leave-one-out
cross-evaluation scheme to these two subsets. With
6
01/4
1/2
3/4
4x4
6x6
8x8
10x10
70
75
80
85
90
Overlap (Ratio)Patch Size (Pixels)
A
ve
ra
ge
 R
ec
og
ni
tio
n 
A
cc
ur
ac
y 
(%
)
(a)
0
1/4
1/2
3/4
4x4
6x6
8x8
10x10
0
3000
6000
9000
12000
15,000
Overlap (Ratio)Patch size (Pixels)
D
im
en
sio
n
(b)
Figure 5: (a) the comprehensive recognition rate, which is the mean of recognition rates under different cross-validations (see Figure 4). Y axis
indicates block sizes, X axis indicates overlaps and Z indicates comprehensive recognition rates. (b) the dimensions of SPH under different block
sizes and overlaps, Z indicates the dimension.
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Figure 7: the recognition rates under different k.
regard to AR database, we employ 7-fold and 4-fold
cross-validation schemes. While, the cross-validation
schemes of YaleB are 8-fold and 5-fold. The parame-
ters configurations of SPH and MSPH in these experi-
ments are introduced in Table 1. The parameter settings
of LBP, Gabor and HOG are mainly following [19], [7]
and [13] respectively. But the block sizes of HOG and
LBP are slightly tuned for fitting the face image size
in our experiments (the sizes of images in their experi-
ments are quite different to us). The block sizes of LBP
and HOG are all 16×16 pixels and each block has 1/2
overlap with the neighbour ones.
Tables 2, 3 and 4 show the face recognition accura-
cies using different face representations on AR, YaleB
and LFW-a databases respectively. It is obvious that
SPH outperforms the other three state-of-the-art repre-
sentations on AR and YaleB databases under all three
classifiers. For example, SPH obtains averagely 3.5%,
4.5% and 2.25% gain over the second top representa-
tion using NNC, CRC and SVM classifiers respectively
on AR database. On YaleB database, these numbers are
respectively 8.25%, 7.75% and 12%. Additionally, the
MSPH can also maintain the second place on these two
databases in the most of time. With regards to the ex-
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Representation
Cross-Validation Schemes-Recognition Rate (%)
NNC CRC SVM
7-fold 4-fold 7-fold 4-fold 7-fold 4-fold
PCA
SPH 82.06±4.5% 84.51±5.6% 83.73±5.3% 86.93±6.4% 83.79±5.3% 87.03±6.5%
MSPH 80.72±4.8% 83.12±5.3% 82.54±6.0% 85.28±7.0% 82.94±6.3% 85.70±7.7%
LBP [19] 71.27±6.7% 76.69±6.9% 76.30±8.2% 81.69±9.7% 76.43±8.8% 81.95±9.9%
Gabor [7] 76.17±5.9% 78.16±7.5% 77.00±7.9% 79.89±10.2% 77.24±8.6% 80.15±11.2%
HOG [13] 80.30±4.4% 83.69±4.3% 81.34±5.7% 85.59±6.3% 81.21±5.9% 85.02±6.8%
LDA
SPH 83.16±6.0% 86.67±7.3% 84.56±5.2% 88.28±6.1% 80.71±6.4% 86.25±7.3%
MSPH 79.29±7.1% 85.01±8.2% 81.84±6.1% 84.92±8.4% 80.39±7.2% 84.32±8.6%
LBP [19] 74.38±8.4% 82.48±8.0% 76.67±8.4% 82.63±8.5% 76.40±8.4% 83.01±8.5%
Gabor [7] 79.74±7.2% 83.30±10.2% 79.59±7.7% 84.09±9.5% 77.84±8.2% 83.54±10.0%
HOG [13] 75.18±6.8% 80.66±8.0% 75.59±7.6% 75.02±10.3% 75.11±8.0% 74.94±10.3%
Table 2: Recognition accuracies on AR Database
Representation
Leave-one-out Cross-Validation-Recognition Rate (%)
NNC CRC SVM
8-fold 5-fold 8-fold 5-fold 8-fold 5-fold
PCA
SPH 52.51±11.2% 60.00±3.2% 57.49±11.6% 66.74±6.0% 60.99±12.4% 70.02±5.6%
MSPH 45.68±11.2% 53.56±3.4% 49.78±11.5% 59.65±4.7% 52.27±11.0% 63.15±4.5%
LBP [19] 33.27±12.3% 40.59±7.2% 37.58±12.3% 47.40±7.6% 37.74±11.5% 46.26±6.0%
Gabor [7] 43.30±9.1% 51.63±7.5% 49.99±12.3% 58.70±6.2% 48.22±8.3% 57.53±6.0%
HOG [13] 39.31±11.2% 46.64±2.2% 43.33±10.6% 51.98±3.9% 43.00±8.3% 51.28±3.4%
LDA
SPH 58.88±9.3% 66.65±6.0% 53.95±9.3% 55.35±4.5% 55.40±9.0% 56.60±5.1%
MSPH 55.67±9.0% 62.58±6.7% 53.18±9.0% 57.25±5.7% 54.24±9.0% 57.04±5.1%
LBP [19] 41.03±11.2% 49.11±3.4% 37.47±10.3% 35.42±4.6% 38.05±10.5% 35.01±4.8%
Gabor [7] 50.45±4.5% 57.29±6.4% 48.04±6.9% 53.98±2.5% 38.05±10.5% 35.01±4.8%
HOG [13] 39.31±11.2% 48.03±3.6% 32.06±8.3% 31.21±3.6% 32.55±7.9% 31.31±3.8%
Table 3: Recognition accuracies on YaleB Database
Representation
Leave-one-out Cross-Validation-Recognition Rate (%)
NNC CRC SVM
subset1 subset2 subset1 subset2 subset1 subset2
PCA
SPH 19.05±2.5% 19.83±3.6% 25.62±5.6% 37.65±4.4% 26.53±2.5% 40.09±4.1%
MSPH 19.05±2.7% 20.83±3.6% 26.53±5.7% 38.23±4.2% 27.66±2.8% 41.26±3.9%
LBP [19] 22.79±2.5% 23.77±4.5% 31.63±1.1% 38.11±5.1% 29.82±0.7% 42.66±4.6%
Gabor [7] 15.42±1.6% 19.40±2.4% 17.91±2.2% 30.42±3.1% 19.61±1.6% 32.87±5.4%
HOG [13] 19.27±3.5% 22.62±2.8% 25.17±2.2% 34.38±4.2% 23.81±3.4% 35.20±4.3%
LDA
SPH 24.94±3.5% 35.00±4.3% 29.71±3.4% 37.65±4.2% 30.84±3.4% 44.38±3.6%
MSPH 27.66±2.8% 35.79±3.6% 32.09±2.7% 36.95±4.3% 32.31±2.7% 44.60±4.4%
LBP [19] 23.58±2.9% 30.35±5.3% 28.68±4.2% 32.40±4.7% 28.91±3.5% 41.66±4.4%
Gabor [7] 22.56±3.0% 33.65±5.6% 26.30±3.0% 33.57±3.3% 26.30±2.6% 43.59±4.9%
HOG [13] 18.71±2.3% 24.84±3.8% 22.68±2.8% 27.04±4.2% 22.90±3.1% 32.86±3.1%
Table 4: Recognition accuracies on LFW-a Database
perimental results on the LFW-a database, MSPH gets
a better performance than SPH and defeats other com-
pared methods under all three different classifiers. The
reason why the MSPH gets a better performance than
SPH using the LFW-a database may be the fact that the
samples in the LFW-a database suffer from more varia-
tion in image resolution. Thus, the MSPH can perform
better. Besides that, Table 4 demonstrates that SPH also
obtains very promising performance.
For better demonstrating the superiority of our
method and studying the influence of dimensionality
reduction algorithms to the low-level face representa-
tions, we conduct several experiments on AR and YaleB
databases to draw the retained dimensions versus recog-
nition accuracies curves in Figure 8. On AR database,
the first 10 samples per subject are used for train-
ing while the rest samples are for testing. On YaleB
database, the first 48 samples per subject are used for
training while the rest samples for testing. From the
observations in Figure 8, we can know that SPH outper-
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(b) Recognition accuracy in LDA space on AR database
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(c) Recognition accuracy in PCA space on YaleB database
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(d) Recognition accuracy in LDA space on YaleB database
Figure 8: Recognition Accuracy versus Retained Dimensions.
forms other compared methods in all dimensions while
MSPH also outperforms the compared methods except
in the experiments on YaleB database that uses LDA
for dimensionality reduction. The results of experi-
ments clearly demonstrate that SPH is more discrimi-
native than the other three face representations.
3.4. Feature Extraction Efficiency
For more comprehensively evaluating SPH, we also
test the feature extraction efficiencies of different low-
level face representations on ORL database and report
the results in Figure 9. The experimental hardware con-
figuration is CPU: 2.5 GHz, RAM: 8G. The results of
experiments in Figure 9 clearly show that feature ex-
traction speeds of SPH and MSPH are competitive.
Figure 9: The extraction time of different features on ORL database.
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4. Conclusion
In this paper, we have proposed a simple but effective
low-level face representation for face recognition. This
representation focuses on highlighting the shape charac-
teristics of face and supposes human face can be divided
into a group of small shape fragments, which share a
series of uniform shape patterns named Shape Primi-
tives. A histogram of shape primitives is computed in
each local block and be concatenated as a 1-D vector to
represent the face. Moreover, we have also generated
a multi-scale shape primitive histogram via concatenat-
ing the different scale SPH vectors together. Three well
known face databases were used for validating the pro-
posed methods. The experimental results demonstrate
the superiority of SPH in comparison with the state-of-
the-art low-level face representation methods.
There are many worthwhile works of our method
can be further exploited. For example, this descriptor
can be combined with facial landmark localizations or
face interesting region selections to increase the recog-
nition accuracy [13, 39, 40]. Currently, face recogni-
tion via fusing different features is a very popular trend
for face recognition [41]. So, we can also fuse SPH
with other state-of-the-art low-level features to present
a more powerful representation. Moreover, applying
SPH to face expression analysis, face alignment and
face spoofing detection [21] are also interesting direc-
tions.
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