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Abstract
Graph Neural Networks (GNNs), which generalize deep neu-
ral networks to graph-structured data, have drawn consider-
able attention and achieved state-of-the-art performance in
numerous graph related tasks. However, existing GNN mod-
els mainly focus on designing graph convolution operations.
The graph pooling (or downsampling) operations, that play
an important role in learning hierarchical representations, are
usually overlooked. In this paper, we propose a novel graph
pooling operator, called Hierarchical Graph Pooling with
Structure Learning (HGP-SL), which can be integrated into
various graph neural network architectures. HGP-SL incorpo-
rates graph pooling and structure learning into a unified mod-
ule to generate hierarchical representations of graphs. More
specifically, the graph pooling operation adaptively selects a
subset of nodes to form an induced subgraph for the subse-
quent layers. To preserve the integrity of graph’s topological
information, we further introduce a structure learning mecha-
nism to learn a refined graph structure for the pooled graph at
each layer. By combining HGP-SL operator with graph neu-
ral networks, we perform graph level representation learning
with focus on graph classification task. Experimental results
on six widely used benchmarks demonstrate the effectiveness
of our proposed model.
Introduction
Deep neural networks with convolution and pooling layers
have achieved great success in various challenging tasks,
ranging from computer vision (He et al. 2016), natural lan-
guage understanding (Bahdanau, Cho, and Bengio 2015) to
video processing (Karpathy et al. 2014). The data in these
tasks are typically represented in the Euclidean space (i.e.,
modeled as 2-D or 3-D tensors), thus usually containing lo-
cality and order information for the convolution operations
(Defferrard, Bresson, and Vandergheynst 2016). However,
in many real-world problems, a large amount of data, such
as social networks, chemical molecules and biological net-
works, are lying on non-Euclidean domains that can be nat-
urally represented as graphs. Due to the neural network’s
powerful capabilities, it’s quite appealing to generalize the
convolution and pooling operations to graph-structured data.
Copyright c© 2020, Association for the Advancement of Artificial
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Recently, there have been a myriad of attempts to gener-
alize the convolution operations to arbitrary graphs, referred
to as graph neural networks (GNNs for short). In general,
these algorithms can be classified into two big categories:
spectral and spatial approaches. For the spectral methods,
they typically define the graph convolution operations based
on graph Fourier transform (Bruna et al. 2013; Defferrard,
Bresson, and Vandergheynst 2016; Kipf and Welling 2017).
For the spatial methods, the graph convolution operations
are devised by aggregating the node representations directly
from its neighborhood (Hamilton, Ying, and Leskovec 2017;
Monti et al. 2017; Velicˇkovic´ et al. 2018; Morris et al.
2019). Majority of the aforementioned methods mainly in-
volve transforming, propagating and aggregating node fea-
tures across the graph, which can fit in the message passing
scheme (Gilmer et al. 2017). GNNs have been applied to
different types of graphs (Velicˇkovic´ et al. 2018; Derr, Ma,
and Tang 2018), and obtained outstanding performance in
numerous graph related tasks, including node classification
(Kipf and Welling 2017), link prediction (Schlichtkrull et al.
2018; Zhang et al. 2018b) and recommendation (Ying et al.
2018a), etc.
Nevertheless, the pooling operations in graphs have not
been extensively studied yet, though they act a pivotal part
in learning hierarchical representations for the task of graph
classification (Ying et al. 2018b). The goal of graph clas-
sification is to predict the label associated with the entire
graph by utilizing its node features and graph structure in-
formation, i.e., a graph level representation is needed. GNNs
are originally designed to learn meaningful node level rep-
resentations, thus a commonly adopted approach to generate
graph level representation is to globally summarize all the
node representations in the graph. Although workable, the
graph level representation generated via this way is inher-
ently “flat”, since the entire graph structure information is
neglected during this process. Furthermore, GNNs can only
pass messages between nodes through edges, but cannot ag-
gregate node information in a hierarchical way. Meanwhile,
graphs often have different substructures and nodes are of
different roles, therefore they should contribute differently to
the graph level representation. For example, in the protein-
protein interaction graphs, the certain substructures may rep-
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resent some specific functionalities, which are of great sig-
nificance to predict the whole graph characteristics. To cap-
ture both the graph’s local and global structure information,
a hierarchical pooling process is demanded.
There exists some very recent work that focuses on the
hierarchical pooling procedure in GNNs (Ying et al. 2018b;
Gao and Ji 2019; Diehl 2019; Gao, Chen, and Ji 2019).
These models usually coarsen the graphs through grouping
or sampling nodes into subgraphs level by level, thus the
entire graph information is gradually reduced to the hierar-
chical induced subgraphs. However, the graph pooling op-
erations still have room for improvement. In node group-
ing approaches, the hierarchical pooling methods (Ying et
al. 2018b; Diehl 2019) suffer from high computational com-
plexity, which require additional neural networks to down-
size the nodes. In node sampling approaches, the generated
induced subgraph (Gao and Ji 2019; Lee, Lee, and Kang
2019) might fail to preserve the key substructures and even-
tually lose the completeness of graph topological informa-
tion. For instance, two nodes that are not directly connected
but sharing many common neighbors in the original graph
might become unreachable from each other in the induced
subgraph, even if intuitively they ought to be “close” in the
subgraph. Therefore, the distorted graph structure will hin-
der the message passing in subsequent layers.
To address the aforementioned limitations, we propose a
novel graph pooling operator HGP-SL to learn hierarchical
graph level representations. Specifically, HGP-SL first adap-
tively selects a subset of nodes according to our defined node
information score, which fully utilizes both the node features
and graph topological information. In addition, the proposed
graph pooling operation is a non-parametric step, therefore
no additional parameters need to be optimized during this
procedure. Then, we apply a structure learning mechanism
with sparse attention (Martins and Astudillo 2016) to the
pooled graph, aiming to learn a refined graph structure that
preserves the key substructures in the original graph. We in-
tegrate the pooling operator into graph convolutional neural
network to perform graph classification and the whole pro-
cedure can be optimized in an end-to-end manner. To sum-
marize, the main contributions of this paper are as follows:
• We introduce a novel graph pooling operator HGP-SL that
can be integrated into various graph neural network archi-
tectures. Similarly to the pooling operations in convolu-
tional neural networks, our proposed graph pooling oper-
ation is non-parametric1 and very easy to implement.
• To the best of our knowledge, we are the first to design a
structure learning mechanism for the pooled graph, which
has the advantage of learning a refined graph structure to
preserve the graph’s key substructures.
• We conduct extensive experiments on six public datasets
to demonstrate HGP-SL’s effectiveness as well as superi-
ority compared to a range of state-of-the-art methods.
1Note that the pooling process itself is non-parametric, however
the structure learning mechanism indeed has an attention parame-
ter. Thus, the overall HGP-SL operator is not non-parametric.
Related Work
Graph Neural Networks
GNNs can be generally categorized into two branches: spec-
tral and spatial approaches. The spectral methods typically
define the parameterized filters according to graph spectral
theory. (Bruna et al. 2013) first proposed to define convolu-
tion operations for graph in the Fourier transform domain.
Due to its heavy computation cost, it has difficulty in scal-
ing to large graphs. Later on, (Defferrard, Bresson, and Van-
dergheynst 2016) improved its efficiency by approximat-
ing the K-polynomial filters through Chebyshev expansion.
GCN (Kipf and Welling 2017) further simplified the Cheb-
Net by truncating the Chebyshev polynomial to the first-
order approximation of the localized spectral filters.
The spatial approaches design convolution operations by
directly aggregating the node’s neighborhood information.
Among them, GraphSAGE (Hamilton, Ying, and Leskovec
2017) proposed an inductive algorithm that can generalize
to unseen nodes by aggregating its neighborhood content in-
formation. GAT (Velicˇkovic´ et al. 2018) utilized attention
mechanism to aggregate nodes’ neighborhood representa-
tions with different weights. JK-Net (Xu et al. 2018) lever-
aged flexible neighborhood ranges to enable better node rep-
resentations. More details can be found in several compre-
hensive surveys on graph neural networks (Zhou et al. 2018;
Zhang, Cui, and Zhu 2018; Wu et al. 2019). Nevertheless,
the above mentioned two branches of GNNs are mainly de-
signed for learning meaningful node representations, and
unable to generate hierarchical graph representations due to
the lack of pooling operations.
Graph Pooling
Pooling operations in GNNs can scale down the size of in-
puts and enlarge the receptive fields, thus giving rise to bet-
ter generalization and performance. DiffPool (Ying et al.
2018b) proposed to softly assign nodes to a set of clusters
using neural networks, which forms a dense cluster assign-
ment matrix and is computation expensive. gPool (Gao and
Ji 2019) and SAGPool (Lee, Lee, and Kang 2019) devised
a top-K node selection procedure to form an induced sub-
graph for the next input layer. Though efficient, it might
lose the completeness of the graph structure information and
result in isolated subgraphs, which will hamper the mes-
sage passing process in subsequent layers. EdgePool (Diehl
2019) designed pooling operation by contracting the edges
in the graph, but its flexibility is poor because it will always
pool roughly half of the total nodes. iPool (Gao, Xiong, and
Frossard 2019) presented a parameter-free pooling scheme
which is invariant to graph isomorphism. EigenPool (Ma et
al. 2019) introduced a pooling operator based on the graph
Fourier transform, which controls the pooling ratio through
spectral clustering and it’s also very time consuming.
In addition, there are also some approaches that perform
global pooling. For instance, Set2Set (Vinyals, Bengio, and
Kudlur 2015) implemented the global pooling operation by
aggregating information through LSTMs (Hochreiter and
Schmidhuber 1997). DGCNN (Zhang et al. 2018a) pooled
the graph according to the last channel of the feature map
values which are sorted in the descending order. Graph topo-
logical based pooling operations are proposed in (Deffer-
rard, Bresson, and Vandergheynst 2016) and (Rhee, Seo, and
Kim 2017) as well, where Graclus method (Dhillon, Guan,
and Kulis 2007) is employed as a pooling module.
The Proposed Model
Notations and Problem Formulation
Given a set of graph data G = {G1,G2, · · · ,Gn}, where the
number of nodes and edges in each graph might be quite
different. For an arbitrary graph Gi = (Vi, Ei,Xi), we have
ni and ei denote the number of nodes and edges, respec-
tively. Let Ai ∈ Rni×ni be the adjacent matrix describ-
ing its edge connection information and Xi ∈ Rni×f rep-
resents the node feature matrix, where f is the dimension of
node attributes. Label matrix Y ∈ Rn×c indicates the as-
sociated labels for each graph, i.e., if Gi belongs to class j,
then Yij = 1, otherwise Yij = 0. Since the graph struc-
ture and node numbers change between layers due to the
graph pooling operation, we further represent the i-th graph
fed into the k-th layer as Gki with nki nodes. The adjacent
matrix and hidden representation matrix are then denoted as
Aki ∈ Rn
k
i×nki and Hki ∈ Rn
k
i×d. With the above notations,
we formally define our problem as follows:
Input: Given a set of graphsGL with its label information
YL, the number of graph neural network layers K, pooling
ratio r, and representation dimension d in each layer.
Output: Our goal is to predict the unknown graph labels
of G/GL with graph neural network in an end-to-end way.
Graph Convolutional Neural Network
Graph convolutional neural network (or GCN) (Kipf and
Welling 2017) has shown to be very efficient and achieved
promising performance in various challenging tasks. Thus,
we choose GCN as our model’s building block and briefly
review its mechanism in this subsection. Please note that
our proposed HGP-SL operator can also be integrated into
other graph neural network architectures like GraphSAGE
(Hamilton, Ying, and Leskovec 2017) and GAT (Velicˇkovic´
et al. 2018). We will discuss this in the experiment section.
For the k-th layer in GCN, it takes graph G’s adjacent ma-
trix A and hidden representation matrix Hk as input, then
the next layer’s output will be generated as follows:
Hk+1 = σ(D˜
− 12 A˜D˜−
1
2HkW
k), (1)
where σ(·) is the non-linear activation function and H0 =
X, A˜ = A+ I is the adjacent matrix with self-connections.
D˜ is the diagonal degree matrix of A˜, and Wk ∈ Rdk×dk+1
is a trainable weight matrix. For the ease of parameter tun-
ing, we set output dimension dk+1 = dk = d for all layers.
The Overall Neural Network Architecture
Figure 1 provides an overview of our proposed Hierarchical
Graph Pooling with Structure Learning (HGP-SL) that com-
bines with graph neural network, where graph pooling oper-
ations are added between graph convolution operations. The
proposed HGP-SL operator is composed of two major com-
ponents: 1) graph pooling, which preserves a subset of infor-
mative nodes and forms a smaller induced subgraph; and 2)
structure learning, which learns a refined graph structure for
the pooled subgraph. The advantage of our proposed struc-
ture learning lies in its capability to preserve the essential
graph structure information, which will facilitate the mes-
sage passing procedure. As in this illustrative example, the
pooled subgraph might exist isolated nodes but intuitively
ought to be connected, thus it would hinder the information
propagation in subsequent layers especially when aggregat-
ing information from its neighborhood nodes. The whole ar-
chitecture is the stacking of convolution and pooling opera-
tions, thus making it possible to learn graph representations
in a hierarchical way. Then, a readout function is utilized to
summarize node representations in each level, and the final
graph level representation is the addition of different levels’
summarizations. At last, the graph level representation is fed
into a Multi-Layer Perceptron (MLP) with softmax layer to
perform graph classification task. In what follows, we give
the details of graph pooling and structure learning layers.
Graph Pooling Operation
In this subsection, we introduce our proposed graph pool-
ing operation to enable down-sampling on graph data. In-
spired by (Gao and Ji 2019; Lee, Lee, and Kang 2019;
Gao, Xiong, and Frossard 2019), the pooling operation iden-
tifies a subset of informative nodes to form a new but smaller
graph. Here, we design a non-parametric pooling operation,
which can fully utilize both the node features and graph
structure information.
The key of our proposed graph pooling operation is to de-
fine a criterion that guides the node selection procedure. To
perform node sampling, we first introduce a criterion named
node information score to evaluate the information that each
node contains given its neighborhood. Generally, if a node’s
representation can be reconstructed by its neighborhood rep-
resentations, it means this node can probably be deleted in
the pooled graph with almost no information loss. Here, we
formally define the node information score as the Manhattan
distance between the node representation itself and the one
constructed from its neighbors:
p = γ(Gi) = ‖(Iki − (Dki )−1Aki )Hki ‖1, (2)
where Aki ∈ Rn
k
i×nki and Hki ∈ Rn
k
i×d are the adjacent and
node representations matrices. ‖ · ‖1 performs `1 norm row-
wisely.Dki represents the diagonal degree matrix ofA
k
i , and
Iki is the identity matrix. Therefore, we havep ∈ Rni encode
the information score of each node in the graph.
After having obtained the node information score, we can
now select nodes that should be preserved by the pooling
operator. To approximate the graph information, we choose
to preserve the nodes that can not be well represented by
their neighbors, i.e., the nodes with relative larger node in-
formation score will be preserved in the construction of the
pooled graph, because they can provide more information.
In details, we first re-order the nodes in graph according to
their node information scores, then a subset of top-ranked
Label
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Figure 1: Architecture of proposed HGP-SL operator combined with graph neural network. The dashed box demonstrates the
workflow of HGP-SL, which involves graph pooling and structure learning. The learned edges are represented as dashed lines
in the graph. This procedure (convolution and pooling operations) is repeated several times. Then, a readout function is applied
to aggregate node representations to make a fixed size representation, which goes through MLP layers for graph classification.
nodes are selected as follows:
idx = top-rank(p, dr ∗ nki e)
H˜k+1i = H
k
i (idx, :) (3)
Ak+1i = A
k
i (idx, idx),
where r is the pooling ratio and top-rank(·) denotes the func-
tion that returns the indices of the top nk+1i = dr ∗ nki e val-
ues. Hki (idx, :) and A
k
i (idx, idx) perform the row or (and)
column extraction to form the node representation matrix
and adjacent matrix for the induced subgraph. Thus, we have
H˜k+1i ∈ Rn
k+1
i ×d and Ak+1i ∈ Rn
k+1
i ×nk+1i represent the
node feature and graph structure information of next layer .
Structure Learning Mechanism
In this subsection, we present how our proposed structure
learning mechanism learns a refined graph structure in the
pooled graph. As we have illustrated in Figure 1, the pooling
operation might result in highly related nodes being discon-
nected in the induced subgraph, which loses the complete-
ness of the graph structure information and further hinders
the message passing procedure. Meanwhile, the graph struc-
ture obtained from domain knowledge (e.g., social network)
or established by human (e.g., KNN graph) are usually non-
optimal for the learning task in graph neural networks, due
to the lost or noisy information. To overcome this problem,
(Li et al. 2018) proposed to adaptively estimate graph Lapla-
cian using an approximate distance metric learning algo-
rithm, which might lead to local optimal solution. (Jiang et
al. 2019) introduced to learn the constructed graph structure
for node label estimation, however it generates dense con-
nected graph and is not applicable in our hierarchical graph
level representation learning scenario.
Here, we develop a novel structure learning layer, which
learns sparse graph structure through sparse attention mech-
anism (Martins and Astudillo 2016). For graph Gi’s pooled
subgraph Gki at its k-th layer, we take its structure informa-
tionAki ∈ Rn
k
i×nki and hidden representationsHki ∈ Rn
k
i×d
as input. Our target is to learn a refined graph structure that
encodes the underlying pairwise relationship between each
pair of nodes. Formally, we utilize a single layer neural net-
work parameterized by a weight vector
→
a∈ R1×2d. Then,
the similarity score between node vp and vq calculated by
the attention mechanism can be expressed as:
Eki (p, q) = σ(
→
a [Hki (p, :)||Hki (q, :)]>)+λ ·Aki (p, q), (4)
where σ(·) is the activation function like ReLU(·) and || rep-
resents the concatenation operation. Hki (p, :) ∈ R1×d and
Hki (q, :) ∈ R1×d indicate the p-th and q-th row of matrix
Hki , which denote the representations of node vp and vq , re-
spectively. Specifically, Aki encodes the induced subgraph
structure information, where Aki (p, q) = 0 if node vp and
vq are not directly connected. We incorporate Aki into our
structure learning layer to bias the attention mechanism to
give a relatively larger similarity score between directly con-
nected nodes, and at the same time try to learn the underly-
ing pairwise relationships between disconnected nodes. λ is
a trade-off parameter between them.
To make the similarity score easily comparable across dif-
ferent nodes, we could normalize them across nodes using
the softmax function:
Ski (p, q) =
exp(Eki (p, q))∑nki
m=1 exp(E
k
i (p,m))
. (5)
However, the softmax transformation always has non-zero
values and thus results in dense fully connected graph, which
may introduce lots of noise into the learned structure. Hence,
we propose to utilize sparsemax function (Martins and As-
tudillo 2016), which retains most the important properties of
softmax function and has in addition the ability of produc-
ing sparse distributions. The sparsemax(·) function aims to
return the Euclidean projection of input onto the probability
simplex and can be formulated as follows:
Ski (p, q) = sparsemax(E
k
i (p, q))
sparsemax(Eki (p, q)) = [E
k
i (p, q)− τ(Eki (p, :))]+, (6)
where [x]+ = max{0, x}, and τ(·) is the threshold function
that returns a threshold according to the procedure shown
in Algorithm 1. Thus, sparsemax(·) preserves the values
above the threshold and the other values will be truncated
to zeros, which brings sparse graph structure. Similarly to
softmax function, sparsemax(·) also has the properties of
non-negative and sum-to-one, that’s to say, Ski (p, q) ≥ 0
and
∑nki
q=1 S
k
i (p, q) = 1. The proof procedure is available in
the supplemental material.
Algorithm 1 The calculation procedure of function τ(·)
Require: input vector z ∈ Rn.
1: Sort z into u: u1 ≥ u2 ≥ · · · ≥ un.
2: Get ρ = max{1 ≤ j ≤ n : uj + 1j (1−
∑j
i=1 ui) > 0}.
3: Define τ(z) = 1ρ (
∑ρ
i=1 ui − 1).
Improving Structure Learning Efficiency
For large scale graphs, it will be computation expensive to
calculate the similarities between each pair of nodes during
the learning of structure Ski . If we further take graph’s local-
ization and smoothness properties into account, it is reason-
able to constrain the calculation process within the node’s
h-hop neighborhood (h = 2 or 3). Therefore, the computa-
tion cost of Ski can be greatly reduced.
GCN and Graph Pooling Revisiting
After having obtained the refined graph structure Ski , we
conduct graph convolution and pooling operations in the fol-
lowing layers based on H˜ki and S
k
i (instead of A
k
i ). Thus,
Equation (1) can be simplified as follows:
Hki = σ(S
k
i H˜
k
iW
k). (7)
Since the learned Ski satisfies
∑nki
q=1 S
k
i (p, q) = 1, therefore
we have the diagonal matrix Dki = Diag(d1, d2, · · · , dnki )
with dp =
∑nki
q S
k
i (p, q), which degenerates to identity ma-
trix Iki . Similarly, the calculation of node information score
in Equation (2) can also be simplified as below:
p = γ(Gi) = ‖(Iki − Ski )Hki ‖1, (8)
which makes our model very easy to implement.
The Readout Function and Output Layer
As we have demonstrated in Figure 1, the neural network ar-
chitecture repeats the graph convolution and pooling opera-
tions for several times, thus we would observe multiple sub-
graphs with different size in each level: H1i ,H
2
i , · · · ,HKi .
To generate a fixed size graph level representation, we de-
vise a readout function that aggregates all the node repre-
sentations in the subgraph. Here, we simply use the concate-
nation of mean-pooling and max-pooling in each subgraph
as follows:
rki = R(Hki ) = σ(
1
nki
nki∑
p=1
Hki (p, :)||
d
max
q=1
Hki (:, q)), (9)
where σ(·) is a nonlinear activation function and rki ∈ R2d.
We then add2 the readout outputs of different levels to form
2In our experiment, we use fixed size node representation across
all layers, i.e., dk = · · · = d1 = d = 128.
Datasets #|G| #|V| Avg.|V| Avg.|E| #|c|
ENZYMES 600 19,580 32.63 62.14 6
PROTEINS 1,113 43,471 39.06 72.82 2
D&D 1,178 334,925 284.32 715.66 2
NCI1 4,110 122,747 29.87 32.30 2
NCI109 4,127 122,494 29.68 32.13 2
Mutagenicity 4,337 131,488 30.32 30.77 2
Table 1: Statistics of the datasets.
our final graph level representation:
zi = r
1
i + r
2
i + · · ·+ rKi , (10)
which summarizes different levels’ graph representations.
Finally, we feed the graph level representation into MLP
layer with softmax classifier, and the loss function is defined
as the cross-entropy of predictions over the labels:
Yˆ = softmax(MLP(Z))
L = −∑i∈L∑cj=1Yij logYˆij , (11)
where Yˆij represents the predicted probability that graph Gi
belongs to class j, andYij is the ground truth. L denotes the
training set of graphs that have labels.
Experiments and Analysis
Datasets
We adopt six commonly used public benchmarks3 for em-
pirical studies. Statistics of the six datasets are summarized
in Table 1 with more descriptions as follows: ENZYMES
(Borgwardt et al. 2005) is a dataset of protein tertiary struc-
tures, and each enzyme belongs to one of the 6 EC top-level
classes. PROTEINS and D&D (Dobson and Doig 2003) are
two protein graph datasets, where nodes represent the amino
acids and two nodes are connected by an edge if they are less
than 6 Angstroms apart. The label indicates whether or not a
protein is a non-enzyme. NCI1 and NCI109 (Shervashidze
et al. 2011) are two biological datasets screened for activity
against non-small cell lung cancer and ovarian cancer cell
lines, where each graph is a chemical compound with nodes
and edges representing atoms and chemical bonds, respec-
tively. Mutagenicity (Kazius, McGuire, and Bursi 2005) is
a chemical compound dataset of drugs, which can be cate-
gorized into two classes: mutagen and non-mutagen.
Baselines
Graph Kernel Methods. This group of methods perform
graph classification by utilizing carefully designed kernels.
We choose three classical algorithms: GRAPHLET (Sher-
vashidze et al. 2009), Shortest-Path Kernel (SP) (Borgwardt
and Kriegel 2005) and Weisfeiler-Lehman Kernel (WL)
(Shervashidze et al. 2011) as baselines.
3Benchmarks are publicly available at https://ls11-www.cs.tu-
dortmund.de/staff/morris/graphkerneldatasets
Categories Baselines ENZYMES PROTEINS D&D NCI1 NCI109 Mutagenicity
Kernels
GRAPHLET 29.16± 5.63 72.23± 4.49 72.54± 3.83 62.48± 2.11 60.96± 2.37 56.65± 1.74
SP 42.66± 5.38 75.71± 2.73 78.72± 3.89 67.44± 2.76 67.72± 2.28 71.63± 2.19
WL 51.16± 6.19 76.16± 3.99 76.44± 2.35 76.65± 1.99 76.19± 2.45 80.32± 1.71
GNNs
GCN 43.66± 3.39 75.17± 3.63 73.26± 4.46 76.29± 1.79 75.91± 1.84 79.81± 1.58
GraphSAGE 37.99± 3.71 74.01± 4.27 75.78± 3.91 74.73± 1.34 74.17± 2.89 78.75± 1.18
GAT 39.83± 3.68 74.72± 4.01 77.30± 3.68 74.90± 1.72 75.81± 2.68 78.89± 2.05
Pooling
Set2Set 33.16± 3.21 79.33± 0.84 70.83± 0.84 69.62± 1.32 73.66± 1.69 80.84± 0.67
DGCNN 32.16± 3.87 79.99± 0.44 70.06± 1.21 74.08± 2.19 78.23± 1.31 80.41± 1.02
DiffPool 60.61± 3.94 79.90± 2.95 78.61± 1.32 77.73± 0.83 77.13± 1.49 80.78± 1.12
EigenPool 63.97± 2.51 78.84± 1.06 78.63± 1.36 77.24± 0.96 75.99± 1.42 80.11± 0.73
gPool 43.33± 2.88 80.71± 1.75 77.02± 1.32 76.25± 1.39 76.61± 1.39 80.30± 1.54
SAGPool 43.99± 4.23 81.72± 2.19 78.70± 2.29 77.88± 1.59 75.74± 1.47 79.72± 0.79
EdgePool 65.33± 4.36 82.38± 0.82 79.20± 2.61 76.56± 1.01 79.02± 1.89 81.41± 0.88
Proposed
HGP-SLNSL 60.18± 2.43 81.51± 1.69 77.24± 1.09 76.33± 1.43 76.32± 1.22 79.42± 0.58
HGP-SLHOP 62.16± 2.11 83.03± 1.74 78.42± 1.37 77.72± 1.54 78.78± 1.09 79.88± 1.09
HGP-SLDEN 63.51± 2.64 83.12± 0.84 78.11± 1.35 77.42± 1.23 78.76± 0.61 81.07± 1.02
HGP-SL 68.79 ± 2.11 84.91 ± 1.62 80.96 ± 1.26 78.45 ± 0.77 80.67 ± 1.16 82.15 ± 0.58
Table 2: Graph classification in terms of accuracy with standard deviation (in percentage). We use bold to highlight wins.
Graph Neural Networks. Approaches in this group in-
clude representative graph neural networks: GCN (Kipf and
Welling 2017), GraphSAGE (Hamilton, Ying, and Leskovec
2017) and GAT (Velicˇkovic´ et al. 2018), which are designed
to learn meaningful node level representations. Therefore,
we employ our proposed readout function to summarize the
node representations for graph classification.
Graph Pooling Models. In this group, we further consider
numerous models that combine GNNs with pooling opera-
tor for graph level representation learning. Set2Set (Vinyals,
Bengio, and Kudlur 2015) and DGCNN (Zhang et al. 2018a)
are two novel global graph pooling algorithms. Another five
hierarchical graph pooling models including DiffPool (Ying
et al. 2018b), gPool (Gao and Ji 2019), SAGPool (Lee, Lee,
and Kang 2019), EdgePool (Diehl 2019) and EigenPool (Ma
et al. 2019) are also compared as baselines.
HGP-SL Variants. To further analyze the effectiveness of
our proposed HGP-SL operator, we consider four variants
here: HGP-SLNSL (No Structure Learning) which discards
the structure learning layer to verify the effectiveness of our
proposed structure learning module, HGP-SLHOP which re-
moves the structure learning layer and connects the nodes
within its h-hops, HGP-SLDEN (DENse) which employs
the structure learning layer to learn a dense graph structure
with softmax function defined in Equation (5) and HGP-SL
which utilizes sparsemax function define in Equation (6) to
learn a sparse graph structure. Both HGP-SLDEN and HGP-
SL use efficiency improved structure learning strategy.
Experiment and Parameter Settings. Following many
previous work (Ying et al. 2018b; Ma et al. 2019), we ran-
domly split each dataset into three parts: 80% as training set,
10% as validation set and the remaining 10% as test set. We
repeat this randomly splitting process 10 times, and the av-
erage performance with standard derivation is reported. For
baseline algorithms, we use the source code released by the
authors, and their hyper-parameters are tuned to be optimal
based on the validation set. In order to ensure a fair com-
parison, the same neural network architectures are used for
the existing pooling baselines and our proposed model. The
dimension of node representations is set as 128 for all meth-
ods and datasets. We implement our proposed HGP-SL with
PyTorch, and the Adam optimizer is utilized to optimize the
model. The learning rate and weight decays are searched in
{0.1, 0.01, 0.001, 1e−4, 1e−5}, pooling ratio r ∈ [0.1, 0.9]
and layers K ∈ [1, 5]. The MLP consists of three fully con-
nected layers with number of neurons in each layer setting
as 256, 128, 64, followed by a softmax classifier. Early stop-
ping criterion is employed in the training process, i.e., we
stop training if the validation loss dose not decrease for 100
consecutive epochs. The source code is publicly available4.
Performance on Graph Classification
The classification performance is reported in Table 2. To
summarize, we have the following observations:
• First of all, a general observation we can draw from the
results is that our proposed HGP-SL consistently outper-
forms other state-of-the-art baselines among all datasets.
For instance, our method achieves about 3.08% improve-
ment over the best baseline in PROTEINS dataset, which
is 12.97% improvement over GCN with no hierarchical
pooling mechanism. This verifies the necessity of adding
graph pooling module.
• It is worth noting that the traditional graph kernel based
methods demonstrate competitive performance. However,
the carefully designed graph kernels typically involve
massive human domain knowledge, which has difficulty
in generalizing to graphs with arbitrary structures. Fur-
thermore, the two-stage procedure of extracting graph fea-
tures and performing graph classification might result in
4Code is available at https://github.com/cszhangzhen/HGP-SL
sub-optimal performance.
• Being consistent with previous work’s findings (Ma et
al. 2019), we also observe that the GNNs group can not
achieve satisfied results. We argue that the major rea-
son is because they ignore the graph structure informa-
tion when globally summarizing the node representations,
which further verifies the necessity of adding graph pool-
ing module.
• In particular, the global pooling approaches Set2Set and
DGCNN are surpassed by most of the hierarchical pool-
ing methods with a few exceptions. This is because their
learned graph representations are still “flat”, and the hi-
erarchical structure information or functional units in the
graph are ignored, which play an important role in pre-
dicting the entire graph labels.
• We note that the hierarchical pooling models can achieve
relative better performance among most baselines, which
further shows the effectiveness of the hierarchical pool-
ing mechanism. Among them, gPool and SAGPool per-
form poorly in ENZYMES dataset. This may be due to the
limited training samples per class resulting in the neural
network overfitting. EdgePool gains superior performance
in this group of competitors, which scales down the size
of graphs by contracting each pair of nodes in the graph.
Obviously, our proposed HGP-SL outperforms EdgePool
with different gains for all settings.
• Finally, HGP-SL and HGP-SLDEN obtain better perfor-
mance than HGP-SLNSL and HGP-SLHOP, which jus-
tifies the effectiveness of our proposed structure learn-
ing layer. Moreover, HGP-SLHOP performs worse than
HGP-SL. This is because the disconnected nodes are still
unreachable in its h-hops. HGP-SL further outperforms
HGP-SLDEN, which indicates the learned dense graph
structure might introduce additional noisy information
and degenerate the performance. Furthermore, in the real-
world scenario, graphs usually have sparse topologies,
thus our proposed HGP-SL could learn more reasonable
graph structures compared with HGP-SLDEN.
Ablation Study and Visualization
HGP-SL Convolutional Neural Network Architectures.
As mentioned in previous sections, our proposed HGP-SL
can be integrated into various graph neural network archi-
tectures. We consider three most widely used graph convo-
lutional architectures as our model’s building block to in-
vestigate the affect of different convolution operations: GCN
(Kipf and Welling 2017), GraphSAGE (Hamilton, Ying, and
Leskovec 2017) and GAT (Velicˇkovic´ et al. 2018). We evalu-
ate them on three datasets, which cover both small and large
datasets. Their results are shown in Table 3. Similar results
can also be found in the remaining datasets, thus we omit
them due to the limited space. As demonstrated in Table 3,
the performance on graph classification varies depending on
which dataset and the type of GNN in HGP-SL are chosen.
In addition, we also combine the top-K selection procedure
proposed in gPool and SAGPool with our proposed struc-
ture learning. We name them as gPool-SL and SAGPool-SL
Architectures PROTEINS NCI109 Mutagenicity
HGP-SLGCN 84.91±1.62 80.67±1.16 82.15±0.58
HGP-SLGAT 85.04±1.01 79.82±1.06 82.02±0.81
HGP-SLSAGE 84.99±0.82 80.11±0.96 81.96±0.97
gPool-SL 81.25±1.27 77.71±1.22 80.42±1.08
SAGPool-SL 82.67±1.42 78.01±1.50 80.00±1.22
Table 3: HGP-SL performance with different architectures.
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Figure 2: Hyper-parameter sensitivity analysis.
for short. From the results, we observe that gPool-SL and
SAGPool-SL outperform gPool and SAGPool by incorpo-
rating the structure learning mechanism, which verifies the
effectiveness of our proposed structure learning.
Hyper-parameter Analysis. We further study the sensi-
tivities of several key hyper-parameters by varying them in
different scales. Specifically, we investigate how the num-
ber of neural network layersK, graph representation dimen-
sion d and pooling ratio r will affect the graph classification
performance. As we can see in Figure 2, HGP-SL almost
achieves the best performance across different datasets when
settingK = 3, d = 128 and r = 0.8, respectively. The pool-
ing ratio r cannot be too small, otherwise most of the graph
structure information will be lost during the pooling process.
Visualization. We utilize networkx5 to visualize the pool-
ing results of HGP-SL and its variants. In detail, we ran-
domly sample a graph from PROTEINS dataset, which con-
tains 154 nodes. We build a three layer graph neural network
with pooling ratio setting as 0.5, which then generates three
pooled graphs with nodes as 77, 39 and 20 respectively. We
plot the 3rd pooled graph in Figure 3. It shows HGP-SLNSL
and HGP-SLDEN fail to preserve meaningful graph topolo-
gies, while HGP-SL is able to preserve relatively reasonable
topology of the original protein graph after pooling.
Conclusion
In this paper, we investigate graph level representation learn-
ing for the task of graph classification. We propose a novel
graph pooling operator HGP-SL, which empowers GNNs to
learn hierarchical graph representations. It can also be con-
veniently integrated into various GNN architectures. Specif-
ically, the graph pooling operation is a non-parametric step,
which utilizes node features and graph structure informa-
tion to perform down-sampling on graphs. Then, a structure
learning layer is stacked on the pooling operation, which
5https://networkx.github.io/
(a) The Original Graph (b) gPool Pool3 (c) SAGPool Pool3
(d) HGP-SLNSL Pool3 (e) HGP-SLDEN Pool3 (f) HGP-SL Pool3
Figure 3: Visualization of different pooling methods.
aims to learn a refined graph structure that can best pre-
serve the essential topological information. We combine the
proposed HGP-SL operator with graph convolutional neu-
ral networks to conduct graph classification task. Compre-
hensive experiments on six widely used benchmarks demon-
strate its superiority to a range of state-of-the-art methods.
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Appendix
Proof for Algorithm 1
To summarize, sparsemax(·) considers the Euclidean pro-
jection of the input vector z onto the probability simplex,
which can be defined as the following optimization problem:
minp∈Rn
1
2
‖p− z‖2
s.t. p>1 = 1, p ≥ 0. (12)
Then, the Lagrangian of the optimization problem in Equa-
tion (12) is:
L(p,α, β) = 1
2
‖p− z‖2 −α>p+ β(1>p− 1). (13)
The optimal (p∗,α∗, β∗)must satisfy the following Karush-
Kuhn-Tucker conditions:
p∗ − z−α∗ + β∗1 = 0, (14)
1>p∗ = 1, p∗ ≥ 0, α∗ ≥ 0, (15)
α∗i p
∗
i = 0, ∀i ∈ {1, · · · , n}. (16)
If for ∀i ∈ {1, · · · , n} we have p∗i > 0, then from Equation
(16) we must satisfy α∗i = 0. Thus, from Equation (14) we
can get p∗i = zi−β∗. Let S(z) = {j ∈ {1, · · · , n}|p∗j > 0}.
From Equation (15) we obtain
∑
j∈S(z)(zj−β∗) = 1, which
yields the Line 3 in Algorithm 1, i.e., β∗ = τ(z). Again from
Equation (16), we have that α∗i > 0 implies p
∗
i = 0, which
from Equation (14) implies α∗i = β
∗ − zi ≥ 0, i.e., zi ≤ β∗
for i /∈ S(z). Thus, we have the procedure in Algorithm 1.
