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ABSTRACT
Recent times have witnessed sharp improvements in rein-
forcement learning tasks using deep reinforcement learning
techniques like Deep Q Networks, Policy Gradients, Actor
Critic methods which are based on deep learning based mod-
els and back-propagation of gradients to train such models.
An active area of research in reinforcement learning is about
training agents to play complex video games, which so far
has been something accomplished only by human intelli-
gence. Some state of the art performances in video game
playing using deep reinforcement learning are obtained by
processing the sequence of frames from video games, pass-
ing them through a convolutional network to obtain features
and then using recurrent neural networks to figure out the
action leading to optimal rewards. The recurrent neural net-
work will learn to extract the meaningful signal out of the
sequence of such features. In this work, we propose a method
utilizing transformer networks which have recently replaced
RNNs in Natural Language Processing (NLP), and perform
experiments to compare with existing methods.
Index Terms— Deep Learning, Transformers, Q-Learning,
Long Short Term Memory (LSTM), Natural Language Pro-
cessing (NLP)
1. INTRODUCTION AND RELATEDWORK
Recent advancements in reinforcement learning have wit-
nessed the heavy use of Deep Neural Networks (DNN) to
perform many of the reinforcement learning tasks such as
prediction and control. These classes of approaches at the
intersection of deep learning and reinforcement learning are
known as Deep reinforcement learning (DRL). DRL uses
deep learning and reinforcement learning principles to create
efficient algorithms that can be applied on areas like robotics,
video games, finance, and healthcare [11]. Implementing
neural networks like deep convolutional networks with re-
inforcement learning algorithms such as Q-learning, Actor
Critic or Policy Search results in a powerful model (DRL)
that is capable to scale to previously unsolvable problems
[12]. That is because DRL usually work with raw sensors or
image signals as input (for instance in Deep Q Networks -
DQN for ATARI games [13]) and can receive the benefit of
end-to-end reinforcement learning as well as that of convolu-
tional neural networks. In other words, neural networks act
as function approximators, of action-value functions used in
predicting the next best action, which is particularly useful in
reinforcement learning when the state or action space is too
large to be completely known or to be stored in memory.
Recently, DQN with recurrent layers also called as
Deep Recurrent Q Networks (DRQN), have started show-
ing promising results in reinforcement learning problem.
They have the capability to outperform the DQNs outcomes
and generate better trained agents in certain scenarios. The
primary reason for this being, DQN has limited or no amount
of distant history. In practice, DQNs are often trained with
just a single state representation corresponding to current
time-steps (i.e often times they neglect the temporal aspects
of the input), even when fed with the sequence of state rep-
resentation, standard DQN architecture without RNNs are
unable to capture and extract from the temporal aspect of the
sequences. Thus DQN will be unable to master games that
require the player to remember events more distant in the
past. Put differently, any game that requires a memory of past
states in the trajectory will appear non-Markovian because the
future game states (and rewards) depend on more than just
DQNs current input. Instead of a Markov Decision Process
(MDP), the game becomes a Partially-Observable Markov
Decision Process (POMDP) [14]. Hence, LSTM along with
DQN is used in such cases.
Since LSTM or recurrent neural networks, in general,
have had a strong presence in the Natural Language Pro-
cessing (NLP), we tried to implement a technique inspired
from NLP called Transformer to perform the reinforcement
learning tasks. Transformer was first introduced in [15] to
perform sequence-to-sequence translation, however, it has
been adapted successfully in various applications spanning
language, speech, etc.
NLP uses a sequence-to-sequence architecture at the core
in various tasks. In NLP we generally need to analyze a
sequence of words and generate another sequence of words
based on them, therefore language translation task is one such
example where sequence to sequence architecture is applica-
ble. LSTM was a popular choice to be used as an encoder
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and decoder for the above-specified task and related architec-
ture. LSTM based approach implicitly accounts for ’atten-
tion’ which is a mechanism that looks at an input sequence
and decides at each step which other parts of the sequence are
important. The transformer was a novel technique introduced
to replace this attention-mechanism performed by LSTM by
more effective and explicit attention-mechanism. It is also an
encoder-decoder model but differs from LSTM by avoiding
any usage of recurrent neural networks which is common in
LSTM, GRU, etc. This improves training time as well as ac-
curacy in NLP tasks.
2. METHODS AND EXPERIMENTS
In the following we describe the techniques we used to extend
the current framework to accommodate our transformer based
proposal and training procedure, we also describe the various
experiments performed to compare methods.
Natural Language Processing often deals with the prob-
lem of predicting one set of sequences from another set of se-
quences (for instance, a sequence of words from the sequence
of acoustic features for automatic speech recognition tasks,
or sequence of words in German from a sequence of words in
English for language translation task, etc). As described in the
above section, deep reinforcement learning also makes use of
the sequence and we take inspiration from recent updates in
NLP to propose a new method for DRL.
Fig. 1: Frame from the Cartpole environment of OpenAI
Gym. The task is to balance the pole on the cart, by mov-
ing the cart left or right
2.1. Environment
In our experiments, we set up an environment for the ”Cart-
pole” game (using OpenAI gym [16]) where the goal is to bal-
ance the pole on the cart (i.e., prevent the pole from falling) by
moving the cart left or right. Figure 1 shows a frame from the
game to visualize the environment. The set of actions A con-
sists of {left, right} and the environment provides a reward
from the set of rewards R consisting of {+1, −1}. For ever
time-step where the pole does not fall the environment pro-
vides a reward of +1 and when the pole falls (i.e., the angle
it makes from the cart crosses a certain threshold) the episode
is completed and the agent receives a reward of −1. The typ-
ical deep reinforcement learning pipeline passes the frames
(or sequence of frames) through a deep convolutional neural
network to extract the useful features, which are further pro-
cessed to estimate the value function (V ) or the state-action
value function (Q). However, this results in model with rela-
tively larger number of parameters, which also requires access
to large GPUs to train the models using learning algorithms,
not to mention that such algorithms take significantly longer
to train. In order to overcome this problem we decided to
use the RAM provided by the OpenAI environment describ-
ing the state of the game. In this case the state of the game
can be described using the:
• position of the cart (on the X-axis, from -4.8 to 4.8)
• velocity of the cart (from −∞ to∞)
• angle the pole makes with the cart (from -24 to 24)
• pole velocity at tip (from −∞ to∞)
However, to make the problem more interesting and diffi-
cult we set up a partially observable Markov decision process
(POMDP), where the system dynamics are known to follow
an MDP but the agent can not directly observe the states. In
our experiments, the agent only observes the partial state con-
sisting position of the cart and the angle pole makes with the
cart. Different algorithms evaluated in this paper takes in the
sequence of partially observed game states (a window of pre-
vious states preceding the current state) and predicts the ac-
tion to be taken at the current state. The intuition is that the
sequence of partially observed states should be sufficient for
the algorithms to learn about the missing state features and
act optimally.
In this work, we evaluate three different classes of algo-
rithms namely, 1) Deep Q-Networks (DQN), 2) Deep Re-
current Q-Networks (DRQN) and 3) Deep Transformer Q-
Network (DTQN).
2.2. DQN, DRQN, and DTQN
Deep Q-Learning (DQN) uses a neural network to approxi-
mate the Q-value function. The state is given as the input and
the Q-value of all possible actions is generated as the output.
In a typical Deep Q learning setup, all the past experiences are
first stored in the memory, the next action is then determined
by using epsilon greedy policy with respect to current Q val-
ues and the final loss is computed using equation 1, where
St, at, rt is the state, action taken and reward received at time-
step t and St+1 is the state at the next time-step.
L = ||rt + γmax
a∈A
Q(St+1, a)−Q(St, at)||22 (1)
The term rt + γmaxa∈AQ(St+1, a) in equation 1 is known
as the target and will change erratically at every time-step as
(a) DQN (b) DRQN (c) DTQN
Fig. 2: Different representative architectures. (a) DQN, (b) DRQN, (c) DTQN.
the Q values will change erratically at every time-step, in or-
der to make the learning more stable we use a second copy
of the deep neural network called target network. The target
network has the same architecture as the function approxi-
mator but with frozen parameters. For every C iterations (a
hyperparameter), the parameters from the prediction network
are copied to the target network. This leads to more stable
training. Figure 2a shows a representative architecture for
the DQN. In our experiments, the input to DQN is the fea-
ture vector produced by concatenating the partially observed
states from current and time-steps with the partially observed
states of previous time-steps (4 time-steps in total, including
current time-step).
Fig. 3: Transformer: encoder taking input sequence and de-
coder taking output sequences
Deep Recurrent Q-Learning (DRQN) uses a recurrent
neural network to approximate the Q-value function. Se-
quence of states is given as the input and the network consists
of RNN unit (LSTM/GRU), the output of the RNN unit at the
final time-step is used to predict the Q-value of all possible
actions is generated. Such networks are also often trained
using the loss function defined equation 1. Figure 2b shows
a representative architecture for DRQN. In our experiments,
the RNN unit (GRU) is fed the sequence of partially observed
states, the output from the final time-step is used to predict
the Q-value function.
The idea behind Deep Transformer Q-learning (DTQN) is
to use a transformer instead of RNN to extract the meaning-
ful feature out of the input sequence. However, transformers
were designed to work for sequence to sequence (seq2seq)
tasks such as automatic speech recognition or language trans-
lation. But in this work we do not have s sequence to sequence
task, rather we need to predict the Q value function given the
input sequence.
Fig. 4: Transformer: encoder taking input sequence and de-
coder taking output sequences
The transformer model consists of encoder and decoder
modules, as shown in figure 3. The encoder module pro-
cesses the input sequence of embeddings (tokens from input
sequence are first embedded and then passed through the net-
work) through a multi-head attention module followed by a
feed-forward neural network. In our experiments we only use
(a) traces of DQN
(b) traces of DRQN
(c) traces of DTQN
Fig. 5: Scores vs Episodes for multiple runs of different algo-
rithms. (a) DQN, (b) DRQN, (c) DTQN.
the encoder module (since our task is not Seq2Seq) to extract
the features from input sequence which are further used to
predict the Q-values. The multi-head attention module in the
encoder refers to the self-attention layer which is a mecha-
nism relating different positions of a single sequence in order
to compute a representation of the sequence. Figure 4 shows
the multi-head attention module used in the encoder, V , K,
Q denotes the value vector, key vector, query vector. Figure
2c shows a representative architecture for DTQN.
3. RESULTS AND DISCUSSIONS
We did multiple experiments for each of the following DQN,
DRQN and DTQN based reinforcement learning algorithms.
Each algorithm was trained for 5000 episodes and we ran 10
different instances for each of the algorithms with random
initialization. Figure 5 shows the value of the scores over
episodes for different runs. We see that DQN and DTQN
performed worse compared to our DRQN model. While on
average the scores for the DQN and DTQN are decreasing,
we see that there are a few experiments where the scores im-
prove during training as shown in the graph, but for a majority
of the traces, the scores did not improve when using DQN or
DTQN. However, the results show significant improvement in
scores when using the DRQN model.
As we used location and angle as the only inputs to our
neural networks determine the next action, the scores and loss
function did not show very promising trends in all three cases.
Still, it was possible to make a distinction as to which one
of the three: DQN, DRQN, or DTQN performed better by
analyzing their relative scores and loss values. DRQN gave
the best score results with the maximum reaching to 135 in
one of the test cases. DTQN performed the worst on average.
We believe that a transformer-based approach is indeed
not suitable for solving the reinforcement learning problem
at least in cases where input is taken in the form of a pair of
location value and angle value. Reason for the failure can be
pointed out as follows: LSTM based approach (DRQN) cap-
tures the temporal attributes of the sequence of inputs whereas
transformer-based approach tries to put attention on different
time-steps of the sequence to obtain the representation for in-
put sequence and does not explicitly tries to capture the tem-
poral aspect of the sequence. As our problem is more of tem-
poral related as the next state is the state at the next time step,
LSTM achieves better results. We would also like to add that
during our course of work we found that training RL algo-
rithm, for video games, based on DQN or neural networks, in
general, is difficult to train and the performance greatly de-
pends upon the random initialization. As can be seen from
the traces, some of the random initialization perform too bad
while a few perform well.
4. CONCLUSIONS AND FUTUREWORK
In this work, we propose a new transformer based model for
reinforcement learning, the inspiration for the same is de-
rived from the fact that the recent advancements in NLP have
been achieved by moving away from RNNs and introducing
the new transformer based model. Even though the standard
transformer consists of both encoder and decoder modules as
it’s designed to perform Seq2Seq task, we decided to use only
the encoder module with the multi-head attention mechanism
from the transformer to extract important features from the
states to learn the Q-values. We perform experiments on a
POMDP and compared multiple algorithms. We conclude
that using the state representation provided by the RAM of
the game (X-coordinate of the cart and the angle made by
pole with the cart), the conventional DRQN (based on RNNs
such as LSTM and GRU) perform better than DQN or the
proposed DTQN. As part of future work, we intend to com-
pare different algorithms using different state representation
like images instead of RAM values.
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