We present a practical algorithm for finding mimmum-length paths between points in the Euclidean plane with (not necessarily convex) polygonal obstacles. Pr]or to this work, the best known algorithm for finding the shortest path between two points in the plane required fl(n~log jt ) t]mc and 0( n~) space, where ;Z denotes the number of obstacle edges. Assummg that a triangulation or a Voronoi Ll]agram for the obstacle space is prowded with the input (if is not, either one can be precomputcd in O(n log n) time), we present an (Xkn) t]me algorithm, where Ii denotes the number of "Aands" (connected components) ]n the obstacle space. The algorithm uses only 0(/Z ) space and, gwcn a source point s, produces an 0(n) SIZC data structure such that the dl<tance between s and any other point x m the plane (.r N not necessarily an obstacle vertex or~point on an obstacle edge) can be computed m 0(1) hme. The algorithm can dso bc used to compute shortest paths for the movement of a disk (so that optimal movement for arbltraõ bjects can be computed to the accuracy of enclosing them with the smallest possible d]sk).
Introduction
The classical rnoler's problcr~l is: Given a source point and a destination poi?lt along with a set of polyhedral obstacles in two or three dimensional Euclidean
This ptipcr was completed in Apr]l 19S5 [Relf and Storer, 1985] and was submitted to this journal m June 1985; at that time and during the preceding year when the research was undertaken, J. Storer was pdrtially supported by NSF grunt number DCR 84-03244 and J. Rclf was part]ally supported by the Office of Ntwal Restxirch grant number NOOO-14-80-C-0647, while visiting the Laboratory for Computer Science at MIT space, can a given polyhedron (often referred to as a sofa or piano) be moved from the source point to the destination point without coming in contact with any of the obstacles. The generalized mozlev's problem allows the object to be moved to consist of a collection of polyhedra freely linked together at various vertices. Both the classical and generalized mover's problems have obvious applications to robotics motion planning problems and have been of interest to researchers in this field for some time (e.g., Lozano-Perez [1980] , Lozano-Perez and Wesley [1979] , Wangdahl et al. [1974] , Vaccaro [1974] ; see Schwartz et al. [1987] for further references). Although the generalized mover's problem is PSPACE-hard [Reif 1979 ] even for planar reachability of simple linkages [Hopcroft et al. 1982; Joseph and Plantinga 1985] , the classical mover's problem can be solved in polynomial time [Reif 1979; Sharir 1981, 1982] . In this paper, we consider the two-dimensional minimal mouement problem; that is, the problem in two dimensions of determining the shortest possible movement, if one exists. Sharir and Schorr [1984] to derive an 0( rr2 log n) algorithm for finding the Euclidean shortest path between two points that avoids a set of polygons (Larson and Li [1981] use this type of approach to derive a quadratic algorithm for finding the rectilinear shortest path between two points that avoids a set of polygons and present algorithms of greater than quadratic ' For a graph of IVI vcrticcs and IEI edges, standard implementations of Dijkstra"s algorlthm rcqulre (I(IVIZ) or 0( IEI log IEI) time (e.g., see Aho et al. [1983] ). Using Fibonacci heaps, a slightly better asymptotic worst-case bound of 0(1 El + IVI log IVl) can be obtained [Fredman and T~rjan 1984] . In addition, specialized algorithms may be appropriate for restricted classes of graphs (e.g., Fredrickson [1984] and Sedgewick and Vitter [1984] [1982] presents an 0( n log n) algorithm for finding the Euclidean shortest path between two points inside a simple polygon; this algorithm is linear when combined with the linear time triangulation algorithm for a polygon of Chazelle [1990] . Guibas et al. [1986] present an algorithm for the Euclidean single-source multiple destination problem inside a simply polygon; this algorithm is also linear when combined with Chazelle [1990] . Lee and Preparata [1984] present an 0( )Z log rZ) algorithm for finding the Euclidean shortest path between two points that avoids~Z disjoint parallel line segments. de Rezende et al. [1985] and Wu et al. [1987] present an O(n log~z) algorithm for finding the rectilinear shortest path between two points that avoids a set of rectangles (with sides parallel to the coordinate axes). Clarkson et al. [1987] present an O(n log nz) algorithm and Mitchell [1987] presents an O(n log nL/ log log n) algorithm for finding the rectilinear shortest path between two points that avoids a set of polygons. (1) The data structure uses O(7Z ) space.
(2) Point location queries can be answered in O(log n) time.
(3) Given the location of a point x (x is not necessarily an obstacle vertex or a point on an obstacle edge), the (Euclidean) distance from x to the source can be computed in 0(1) time.
3We mean the Voronoi diagram of the edges of the obstacle space, often called the generalized Voronoi diagram m the litemture [Drysdale 1979; Kirkpatrick 1979; Yap 1984] ; this is different from one for the points of the obstacle space [Shames 1975; 1978] . 3For example, when there is only a single island, Chazelle [1990] (1) Tests of the form x >0.
(2) Arithmetic operations of the form x + y, x -y, x *y, and x\y, (3) The square root operation.
This assumption provides a simple machine independent environment in which to study practical constructive computational geomet~problems, similar assumptions are commonly used by other authors in this area. In practice, the 4Such an algorithm for point location in a triangulated plane was first given by Lipton and Tarjan [1977] and a more practical algorithm to do this is given by Kirkpatrick [1983] . 5See, for example, Aho et al. [1983] .
time required for the operations specified above, as well as the precision that can be expected, depends on the hardware being used. (1) We close this section with a technical note concerning "triangles" like the face F shown in Figure 4 (face F is bounded by five vertices; however, the 4 vertices a, x, y, and d are colinear).
One way to deal with such faces is to store with each edge (u, L) on the adjacency list of u in an obstacle space O the value reach( u, L'), which is the farthest vertex that can be reached by traveling from u in a straight line in the direction of L' along the edges of O (e.g., in Figure 4 reach(a, x) = reach( x, y) = reach( y, d) = d). Another way is to fully triangulate by adding additional edges (e.g., in Figure 4 , the additional edges (c, x) and (c, y) would be added). In this alternate representation, given a point z inside a face F, the shortest path from z to the source point is obtained by going in a straight line from x to one of the three vertices associated with the face in the original structure that contains F (this line may cross some of the new edges, but no "real" edges) and then following b( ) pointers as usual. The precise way in which faces like face F in Figure 4 are handled is not important, and we shall not address this issue further.
Single-Source Problem without Islands
In this section, we present an O(n log n) algorithm for the single-source shortest path problem with no islands. We approach this problem by first presenting an O(n log n) algorithm for the single-source, single-destination shortest path problem without islands, where a destination vertex t is specified in addition to the source vertex s and the problem is to find a shortest path from s to t that avoids obstacles. Although, as mentioned in the introduction, this simpler problem is already known to be solvable in O(n log n) time, the algorithm we present now uses techniques that motivate the more complicated algorithm for the single-source problem without islands that is presented later in the next section.
We start by describing the shortcut operation. The idea is as follows: Given a vertex y along the enclosing wall of the obstacle space O that forms an acute angle with its neighboring vertices x and z, if neither the source s or the destination t is in the triangle defined by x, y, and z, then we might as well The problem with doing this is that the straight line from x to z maybe obstructed by other portions of the enclosing wall of O, as depicted in Figure 5 . In this case, the best we can do is to bend around the intruding walls as closely as possible; this is shown as a dashed line in Figure 5 .
We now formally define .dtortcut as the operation of replacing the path (x, y, z) by the dashed line shown in Figure 5 . In fact, the following definition allows the slightly more general case where x and z are not necessarily the endpoints of the edges adjacent to y. Definition 3.1. Let S be the perimeter of an internal face F of a planar map, let y be an acute vertex of S (with respect F), and let x and z be points that lie along the each of the two edges adjacent to x (i.e., x and z are on different edges adjacent to y, .x #y, and z + y). Let C be the convex hull of the vertices x, z, and all those vertices of S that are in the interior of the triangle defined by .~, y, and z. Then C is either a path from x to z consisting of colinear line segments, in which case slzortcf{t(x, y, z) is defined to be C, or C is a cycle formed from two disjoint paths from x to z, in which case .shortcut( x, y, z) is defined to be the closest of these two paths to x (i.e., if C were added to S, shorteuf( x, y, Z) would be the path that formed a face with x and was homotopic to the path (.x, y, z)). Let s;zort-first( x, y, z) be the vertex of shortcut( X, y, z ) that is closest to x, and short-last( x, Y, z) be the vertex of shortcut(.x, ]', :) that is closest to z. If short-firsd x, y, z ) = z (and hence shott-lust( X, y, z) = .x) or short-jlrst(x, y, z) and slzort-l(lst(x, y, z) are the same, then the basis of shortcttt(l, y, z) is defined to be empty; otherwise, it is defined to be the path in S between short-jirst(.x, -Y, z) and short-last(x, y, z) (actually. there are two such paths: we mean the one that does not contain (~-,
and (shorl-ktsr(s, j), z), z)). The set dead[x, y, z) is portion of the plane defined by the union of the following two sets:
( 1) The line segment (x, y) less the point x and the line segment (y, z) less the point z, together with the region defined by the cycle formed by (x, y), (v, z) , and shortcut(x, y, z).
(2) The edges of the basis of shortcut(x, J), z) not in shortcut(x, y, z) together with the regions defined by these edges and the shottcut path.
To reduce notation, we shall simply write shorf-cut(y) and dead(~') when it is the case that . generality of shortcut(x, y, z) where x and z are arbitrary points on the edges adjacent to y will not be used until later in this section). The following lemma
gives a formal characterization of how portions of the obstacle space that intersect dead(y) may be "discarded" when computing a shortest path.
If y is an acute uertex in an obstacle space without islands such that dcaci( y ) does not contain the source s or the sink t, then dead (y) is disjoint from any minimalpath.
PROOF.
Assume the contrary, and suppose that a shortest path P from s to t intersected dead(y) where y was in an acute vertex such that dead(y) does not contain s or t. The only way that P can enter dead (y) is to cross .dzortcut( y) at some point a and the only way that P can leave dead (y) is to cross shortcut at some other point b (it could be that a = b). Replacing the portion of P in dead(y) by the path from a to b along shorfcut( y) would result in a shorter path from s to t than P, contradicting the fact that P is a shortest path from s to t.
Given the above lemma, Algorithm 3.1 ( Figure  6) be the two distinct paths from s to t in P and, if they exist, let p, be the first acute vertex on the path PI from s to t and p, be the first acute vertex on the path Pz from s to t ( pl and pl cannot be s o; t).It can't be that both PI and Pz contain acute vertices because it is not possible for t to be in both dead (p, ) and dead( pz ). Hence, without loss of generality, assume that P, has no acute vertices (except possibly .s or t) and dead( pZ ) contains t. But then the path from pz to t in P (that does not pass through s) must contain at least one additional acute vertex that could have been added to the queue; a contradiction. cross-first(x, y, z) that lie on the line segment from x to cross-hst(x, y, z), then there will be more than one induced face. Figure  7 illustrates the crosscut operation where a = cross+st(x, y, z), c = cross-last(x, y, z), and point b just happens to be colinear with a and c, causing there to be more than one induced face; note that this is a case where the technical note at the end of Section 2 applies. Figure 8 is similar to Figure   7 for the extend operation that we shall define next. The extend operation is virtually identical to the crosscut operation except that the line segment introduced is restricted to be at least colinear with the edge incident to x that is not (x, y). Definition 3.3. Let S be the perimeter of an internal face F of a planar map. Let x be a vertex of S such that a vertex y adjacent to x is acute (with respect to F). LEt z be the other vertex adjacent to y (i.e., z # x). Let w be the other vertex adjacent to x (i.e., w # y). If the (infinite) line defined by the two points w and x does not intersect the line segment (y, z), then define extend(x, y, z) = crosscut(x, y, z) (and define ex-first(x, y, z) and ex-last(x, y, z) to be cross-fimt(x, y, z) and cross-last(x, y, z), respectively). Otherwise, let 2 denote this intersection point and define extend(x, y, z) = crosscut(x, y, .2) (and define ex-flrst(x, y, z) and ex-last(x, y, z) to be cross-jlrst(x, y, 2) and Let us now consider the implementation of the crosscut and extend operations. The obvious implementation is to simply follow the faces of the triangu8In fact, every triangle will have exactly one exit point, which is one of its three vertices.
case 1, F' is a triangle with vertices z, y, and z: UPDATE(X,Y); UPDATE(X,Z): That is, by following the line segment from x to z through the faces, we will discover all obstructing vertices and edges, and hence be able to compute the crosscut or extend path to be tangent to the vertex or edge that protrudes most towards y. The problem with this is that the number of vertices and edges that we encounter in this process may be large (possibly O(n)). The key observation is that these are vertices and edges that we will. at some 
SPACE( X, FE) UPDATE( X, E); SPACE( E, F,) SPACE(E, F=) SPACE( X, FY)
A "visibility stack" must be maintained in order to compute in 0(1) time the first component in a call to space; for example, when vertex C is encountered in Figure 10 , we must be able in O(1) time to find vertex B, the first vertex on a minimal path back to X, before making the call SPACE( 1?, Fc ). The visibility stack for the operation crosscut( X, F), in Figure  10 would be manipulated as follows:
PUSH ( Since each vertex is placed on the visibility stack at most once, the total time for maintaining the visibility stack is 0(n).
Island Merging
The approach of the last section for when no islands are present was to start at the source vertex and "grow" outward to triangulate the obstacle space. As this process progresses, the source point effectively moves, so that at any point in time, the minimal length path from the source to any point in an as yet unexplored region of the obstacle space goes through a unique "virtual" source vertex. However, when islands are present, it is not clear which way to go around them. Recall that we let k denote the number of islands in the obstacle space (and that the enclosing wall counts as one of the islands).
In this section we present an algorithm that connects the islands to produce an obstacle space with no islands but with as many as O(k) "virtual" source points.
The island merging algorithm computes the shortest path from the source to all vertices of the obstacle space; the next section will discuss how the data structure produced by the island merging algorithm can be triangulated so that shortest paths to points in the obstacle space that are not vertices can also be calculated. LEMMA 4.1. Let P be a shortest path between the sources and some point p ill an obstacle space O. Then for any two points x and y on P, the path (x, v ) is safe.
PROOF. Assume the contrary: that is, suppose that there is a point p in O for which there is no shortest path to s that does not cross (x, y). Let Q be a shortest path between q and s; going from q to s along Q, let a be the first point (excluding q) that is in (x, y) and going from a to s on Q let b be the first point (excluding a) that is in P (it may be that b = s). Then, the path constructed by going from p to a along P, from a to b along Q, and then from b to s along P is shorter than going from a to s along P, which contradicts P being a minimal length path between p and s. The idea behind the island merging algorithm to be presented shortly is to successively link the islands of the obstacle space together with safe paths. The following lemma provides the mechanism for doing this. 
PROOF.
A simple approach for finding such a path P is to first find a vertex L' of I and a vertex w of W such that L' and w are mutually visible, form the planar map 6 by adding the line segment (L, w) to O (by construction this line segment cannot cross any edges of O), and then run Algorithm 3.2 to compute a minimal length path P in~from s to w. Because w is an endpoint of the edge (u, w), P cannot cross ( LI, w) in 6. Hence, P is also a minimal length path between s and w in O, and by Lemma 4.1, it follows that P is safe. Furthermore, the time to compute P k O(n), provided that the vertices LI and w can be found in 0(n) time. This can be done by letting~) be a leftmost vertex of 1 (taking u to be any point on the convex hull of 1 will do) and then using the triangulation or Voronoi diagram to identify a vertex w of W that is visible from u. Finding a leftmost vertex of 1 can be done in 0(n) time by simply examining all vertices of 1 and selecting the one with smallest horizontal coordinate. Algorithm 4.1 ( Figure  11 ) is the island merging algorithm.
As depicted in Figure 12 , it takes as input an obstacle space and a source point and produces as output the obstacle space together with a set of k safe line segments that cause the obstacle space to be a single straight-line planar map. PROOF. By Lemma 4.1, the path P added in
Step (1) Step (1) can be done in 0(n) time.
Step (2) can be done in O(1) time.
Step (3) can be done in O(n) time. Hence, it suffices to verify that each of the at most k -1 iterations of the while loop of
Step (4) can be done in 0(n) time.
Step (A) can be done in 0 (1) Assuming that a triangulation of a Voronoi diagram for the obstacle space is provided with the input, the single-source, single-destination problem can be soked in O(kn ) time and O(n) space.
'That is, each vertex of the obstacle space will be correctly labeled with its d( ) and M ) values but there is no guarantee that these values can be used to compute shortest pduIs fur arbitrmy points of the plane in the obstacle space. l')The obvious implementation of this third step takes time 0( ,kn) (which suffices for this proof); however, this can be done more efficiently by maintaining a priority queue and running Algorithm 3.2 in parallel in a breadth-first fidshion from all of the virtual source points.
(1) Imtialize Om, to be the subset of the obstacle space consisting of the enclosing wall W together with the island 1 containing the source point s. If O 1s two components (i.e., f #~), then let P be a shofi~t path between s and some vertex v of W and add P to 0, where~IS the portion of P that does not intersect I or W.
(2) Initialize the set of virtual source points S to be the~urce point and ass]gn the source weight 0 (3) Initialize O,s/~~~to be all islands that are not in O@,. (which may pass through wrtual source points); do this by computing the shortest paths from v to all wrtual source points (and then add in the weights of the virtual source points to determine which path is sbort=t).
(C) Going from s to v along P, let z be the first point that P intersects a vertex or edge of an island I of o,=~and, (it could be that z is v and 1 = 1). Going from z to s along P, let y be the first Point that is a vertex of Om, and let~be the sub-path of P consisting of the line segment (z, y) (D) Modify the data structure aa follows This follows directly from the alternate approach that is a bit simpler than to proceed as follows. Given a source point above theorem. In addition, an the proof of the above theorem is s, we can first run Algorithm 4.1.
Then, given any destination point t, we~an run Algorithm 3.2 (the single-source shortest path algorithm without islands) with t as the source point to compute the shortest path from t to all virtual source points that are reachable from t.
Finally, the best of these at most k possible paths can be chosen (i.e.> add the length of these paths to the weights of their respective virtual source points to determine which one is best). 
The Single Source Problem
The construction of the last section does not, in general, fully triangulate the plane to yield a solution to the single-source shortest path problem. Instead, it may leave a number of untriangulated regions with virtual source points along their border. The following definition introduces the notion of a "flower" data structure that contains quadratic curves that are ridge points between portions of these regions with different shortest paths back to the source. This definition and the lemmas following it provide the machinery to triangulate such regions. Before proceeding, it may help the reader to look ahead to Figures 13, 14, and 15 to get an idea of where we are heading. A outward growing~Zower is a planar map that consists of a stamen together with a lattice of one dimensional curves, called s~les.
As shown in Figure  13 , each style is a sequence of quadratic curves that is constructed as follows: Initially, for each petal, a style originates from the point on the petal, called the base of the style, that is equal distance from either of the petal's associated anthers (i.e., the geometric distance to each anther added to the weight of the anther is the same). The points on the style are those for which the minimum distance to the portion of the petal on one side of the base is the same as the minimum distance to the other side of the petal. Each style is terminated at the first point that it intersects another style or the stamen.
For each such intersection point, a new style is originated based on the two anthers to either side of the anthers delimiting the styles forming the intersection point. This process is repeated until no new intersection points are introduced.
We leave it to the reader to verify that styles are well defined and that the number of curves that compose a given style is no more than the number of vertices on the corresponding petal. Furthermore, a "joint" point that connects curve c1 to curve c1 + 1 of a given style can be located by projecting one of the edges of the petal until it intersects c1. The head of a style is one of the following points:
-If the style is finite, then the head is the other end from the base.
-If the style is infinite and has no joints (it consists of a single quadratic curve), then the head of the style is the base.
-If the style is infinite and has at least one joint, then the head is the last joint (traveling away from the base). After applying the construction of the last section, the obstacle space is fully triangulated except possible for at most k/2 regions whose borders form stamens: 11 the anthers of these stamens are virtual source points.
We can now apply the construction of Lemma 5.1 to build flowers in these regions, Next, the peaks of all bounding triangles can be added and then the faces can be fully triangulated, as illustrated in Figure  13 . Note that here we may need to have two exit vertices associated with a triangle T; one that is a vertex of T and one that is a vertex of one of the three triangles that share an edge with T. Given a point p in the infinite region, we can determine in which sector it lies with a simple binary search procedure that works as follows:
Let r-l """ r,m be the rays listed in clockwise order. Construct the path P consisting of rl, r,~/2, and a line segment connecting the source points that these two rays emanate from (this is a chord across the perianth). Now by checking three inequalities, we can determine on which side of P the point p lies. Next, we choose either the ray rW, /4 or r3m/4 (depending on which side of P that p lies), without loss of generality suppose it is r,,, /4, and then check which side of rm,\4 p is on. This process continues for at most log n steps. We now generalize the definition of the single-source shortest path problem to the problem of partitioning the obstacle space into rounded triangles that allow us to compute in O(1) time for any point p inside such a triangle the length of a minimal length pair for moving a disc from p back to the source. Definition 6.3. The single-source shortest path problem for a disc is:
Input :
A radius r >0 and an obstacle space O with source point s.
Outuut:
A ulanar mau O+ with the following uro~erties:
.
(1)
The s~ze of O + is linear in t~~sije of O and 0+ contains O as a subset. All internal faces of O+ are rounded triangles. Associated with each vertex of O+ are two values:
The length of the shortest r-legal path from x to s (this length is cc if no such r-legal path exists).
b(x):
A vertex x+ on the perimeter of the face containing
x that is along a shortest r-legal path from x to s. Associated with each rounded triangle T of O+ arc two cut~ernces such that for every point x that is contained in (or lies on the border of) T, the shortest path f~om x to the source s can be obtained by computing in 0(1) time a shortest path from x to the closest exit vertex, and then following b( ) pointers back to .s. That is, the length of a shortest path between s and x can be computed in 0(1) time and the path itself can be constructed in time proportional to the number of edges it contains.
The unbounded single-source shortest path problem for a disc is like the regular single-source shortest path problem for a disc except that the obstacle space taken does not have an enclosing wall and the data structure is augmented with a set of simple non-intersecting quadratic curves that partition the [ -----------;qf--------------,, , The abole theorem applies elen for rounded obstacle spaces.
Movement of a point follows directly from the proof of the above theorem.
For movement of a disc, observe that even starting with a rounded obstacle space, the padding performed by (the straightforward generalization of) Lemma 6.2 is still a rounded obstacle space.
