Atsuji proposed some integrals along Brownian paths to study the Nevanlinna characteristic function T (f, r) when f is meromorphic in the unit disk D. We show that his criterion does not apply to the basic case when f is a modular elliptic function. The divergence of similar integrals computed along the geodesic flow is also proved.
Introduction.
The Nevanlinna theory aims at giving a unified way to study the distribution properties of meromorphic functions in the plane C or in the unit disk D. We are concerned here with the disk case. We refer the reader to Nevanlinna's (1970) These two functions bear a probabilistic interpretation in terms of some complex Brownian motion (Carne, 1986 ). Atsuji (1995) extended Carne's proof to the case of harmonic maps between manifolds. Define the deficiency index 0 ≤ δ(a) ≤ 1 for any value a in the extended plane C ∞ δ(a) = lim inf
If δ(a) = 1 we say that f omits the value a. This is a generalization of f −1 ({a}) = ∅. A useful consequence of Nevanlinna's second theorem is the following: was characterized by means of killed Brownian motion by Carne (1986) . We will be concerned mostly with the case ρ = 0. Meromorphic functions with a characteristic function of a slow growth such that lim sup r→1 T f (r) log 1 1 − r is finite were intensively studied by L. R. Sons (1984) , D. F. Shea & L. R. Sons (1986) . Atsuji (1996) proposed to use the parametrised family of integrals
Theorem (The Nevanlinna defect inequality). Let f be a non constant meromorphic function on D such that T is unbounded and
if σ the first hitting time of ∂D by a complex Brownian (z s , s ≥ 0) motion started in D. His motivation originated in the study of minimal surfaces. We show in Section 2 that the size of T f does not seem to be easily related to the nature of the integrals J α . We consider in particular the example of the modular function which is strongly connected to our work on windings of the Brownian motion on the thrice punctured sphere (1998). Section 3 is devoted to analogous integrals when the geodesic flow serves as a substitute for the Brownian motion. We examine in section four how to recover some partial information from other integrals if f belongs to the class of Fuchsian functions. We begin the paper by some results deduced from the probabilistic representation of Nevanlinna characteristic function. We take the opportunity to give a new result on normal meromorphic functions in the disk.
Review on Nevanlinna theory and hyperbolic geometry.
We replace sometimes Brownian motion in the disk by the hyperbolic Brownian motion in D or in the Poincaré half-plane H which is better suited to our purpose. Hence we recall also known facts on hyperbolic geometry.
Some basic facts in Nevanlinna theory.
We call spherical Brownian motion in C any planar Brownian motion run with a spherical change of time, i.e. any diffusion generated by
Let f be a meromorphic function on D and (z s , s ≥ 0) a planar Brownian motion started at 0. The generalized Lévy's theorem on time changes give us the existence of some spherical Brownian motion Σ started at 0 such that
Denote by T r the first hitting time by z t of the circle centered at 0 with radius r < 1. Carne observed that T f (r) is simply E 0 (A(T r ) ).
As a matter of fact, the hyperbolic metric on D is more natural than the euclidean one. Hence we consider a different set of notations when the disk D is endowed with the hyperbolic metric
Let (π s , s ≥ 0) be some hyperbolic Brownian motion in D started at 0. We obtain the hyperbolic analogue of formula (1) for any time t
Hence {f (z s ), s ≤ σ} is almost surely a bounded set.
The half plane model.
Although the disk D and the upper half plane H = { m(z) > 0} are two models of the same geometric object, we will use a capital letter Π for the Brownian motion on H to distinguish it from the hyperbolic Brownian motion in D. We denote by d(·, ·) the hyperbolic distance in D and H.
Let I be the 1-1 conformal map between H and D given by I(z) = (z−i)/(z+i). A hyperbolic Brownian motion on H is a diffusion (Π u , u ≥ 0) with infinitesimal generator half of the hyperbolic Laplacian
If X and Y denote the real and the imaginary part of Π, there exists two independent linear Brownian motions B and β started at 0 such that
The modular function λ.
The modular function λ, also denoted k 2 (Ahlfors, Section 3.4 (1966) or Ford (1951) ) is a Γ 2 periodic analytic function on H. Γ 2 is the group of hyperbolic isometries = ∆ ∪ ∆ is a Γ 2 fundamental region because any point in H belongs to a unique translate gF 0 (g ∈ Γ 2 ).
λ is a 1-1 conformal mapping of the hyperbolic triangle ∆ on the upper half plane in C. λ is unique if we require λ(0) = 1, λ(1) = ∞ and λ(∞) = 0. We know from Ahlfors, p. 272, that
uniformly when m(z) goes to infinity .
From now on, we consider instead of λ the elliptic function µ = 1−1/λ such that µ(z) = λ(1 − 1/z) (Ahlfors formula (25)). This function enjoys the same properties except that the vertices of the triangle ∆ are exchanged. We provide two proofs of this basic result. The first one which relies on orbits counting is classical; but unlike Tsuji's (1959) approach via potential theory, orbits counting is directly applied. The second proof is a variant of Tsuji's method. Instead of the geodesic flow, we use a Brownian motion. We get an almost sure limit and therefore we can conclude like Tsuji's Theorem XI.28 that the modular function enjoys an almost radial behavior.
Notation.
First proof. The argument is based on a non euclidean Weyl's type estimate (Patterson, 1975) obtained with the help of a trace formula: for any z in D, when r goes to one, #{g
Consider the ordinary counting function associated to the value a in the target space 
Proof. By an easy computation the function
is an integrable additive functional of the recurrent hyperbolic Brownian motion (π s , s ≥ 0) on D/G 0 . But this Brownian motion is ergodic with respect to the Haar measure on I(F 0 ) and the above functional is integrable since
Hence C t /t almost surely goes to π/area(
This computation already appeared in Proposition 2.2, Gruet (1998), but we used a different definition of the spherical Brownian motion. Now
Fuchsian functions.
We consider automorphic functions on X = D or H associated to finitely generated Fuchsian groups G of first kind. We denote by F a fundamental finite sided polygon: the vertices belonging to ∂X are parabolic whereas the others are called elliptic. We suppose that f tends to a limit in C ∪ ∞ at each parabolic vertex p i . This implies meromorphy at p i (see Lehner (1964) for instance). According to the old terminology of L. R. Ford (1951) , these functions are simple.
By the very definition of meromorphy at a parabolic vertex, if ∞ is a parabolic vertex of a automorphic function g defined on H such that
when m(z) goes to infinity. a 0 is some positive constant, c denotes the circumference of the cusp (Ratcliffe p. 423) and n is the valence of g: this means that g assumes each value n times on F . For instance, when g = µ, c = 2 and n = 1. If f is defined on D, the circumference of a cusp at a parabolic vertex p is defined after passing to the upper half plane model and sending
We extend easily our first proof of Tsuji's theorem XI.29 to the general case with the help of Patterson's result
Hence if the fundamental polygon of f has finite area,
Normal meromorphic functions.
Recall that a meromorphic function f defined in D is normal if the family (f • T, T ∈ G 0 ) is normal, i.e. relatively compact with respect to the uniform convergence on compact sets on D. The target space C ∞ is endowed with the chordal distance.
According to Noshiro's theorem (e.g. Schiff's (1993) monograph), f is normal if and only if
Obviously simple automorphic functions of first kind are normal (some extensions are discussed in Pommerenke (1974) ).
Theorem. Let f be a normal meromorphic function in D and φ an increasing positive function such that
Proof. This is only a slight modification of Lyons' proof (1990) of Makarov's law of the iterated logarithm. Denote by
Recall the representation f (π t ) = Σ(C t ) with C t ≤ C(f ) 2 t for all t. Let us identify (Σ s , s ≥ 0) and its stereographic projection on the extended plane. The radial part is a diffusion with scale function S(r) = log (r) and speed measure m(r) dr = r
We first show the almost sure estimate 
since the integral test is convergent for any α φ where α is arbitrary small. Furthermore, the above ratio goes to zero since 1/f is also a normal function. Note also that
when t goes to infinity. To finish the proof we use the fact that if a function on the disk goes to zero along almost any Brownian path (fine limit), then the function has the same limit 0 along almost any ray. 
Since Π has almost surely a finite limit on the (Ox) axis when u increases to infinity, we obtain that J α has the same nature as
Hence if we denote by Π s the unique Γ 2 translate of Π s belonging to F 0 , we are led to study the integrals
where k is an arbitrary positive constant.
Our theorem 2.1 is deduced from the estimate ( * ) and from the following Proof. We decompose the trajectory of the Markovian process Π into the successive downward crossings between the two levels y = R and y = R − ε with 0 < ε < R.
Denote by L 2 the segment {y = R} ∩ F 0 and L 1 the segment {y = R − ε} ∩ F 0 and let us define inductively a sequence of stopping times
Since these segments are positive recurrent for the ergodic diffusion Π , the number of outward crossings before time t is roughly proportional to the time elapsed. More precisely, if the constant k 1 is great enough, S n ≤ k 1 n when n is greater than some random integer N 0 .
By Γ 2 invariance, we can lift the "excursion" (Π t , S n ≤ t ≤ T n ) with the help of some hyperbolic Brownian motion Π (n) started at Π (S n ) in F 0 and stopped on the infinite line y = 1 in H. Consider some hyperbolic Brownian motion Π started at R i and T its first hitting time of the line y = R − ε. Denote by (U n , n ≥ 1) the independent copies of 
We use the second Borel-Cantelli lemma to investigate this sum. Our Lemma 2.4 below implies that E(log (U 1 )) = +∞ and n P(U n > Le kk 1 n ) = ∞ for any positive constant L. Hence almost surely Proof. By translational (Oy) invariance, we may suppose u = −1 and v = 0 to simplify the notations. We show that there exists some positive constant K such that for any large x, P(log (I c ) > x) ≥ K/x for some positive constant K. Set a = log (x/c) and b = a + 1. Since
we deduce from the Markov property that P(log(I c ) > x) is underestimated by
.
is independent from x and
Remark. The line above gives some explanation about the key role of Cauchy tails.
We obtain now a refinement to the "Sullivan's estimate" for the recurrent Brownian motion π on D/G 0 : Note that Sullivan actually stated the much more difficult result for the geodesic flow. Hence, we will examine the flow in the next Section 3.
Theorem (Sullivan, 1982). Let d(·, ·) be the hyperbolic distance, then
lim sup t→∞ d(i, π t ) log (t) = 1 , almost surely .
Brownian windings on the sphere.
A better understanding of the preceding paragraph is gained if we recall that (H, µ) is the universal covering of the plane minus two points or equivalently of the sphere C ∞ minus three points, say p 1 , p 2 , p 3 . Since we only use a single cusp in F 0 , the McKean and Sullivan (1984) construction is simplified here. They defined the outward crossings between very small circles around p i and a larger one around p i . These pieces of trajectory encapture most of the windings around the points p i .
Equip the sphere S 2 with a spherical Brownian motion (Σ t , t ≥ 0). Let J be the classical inversion such that J defines a one to one mapping S 2 −→ C ∞ . Although the µ • J −1 lift on H of Σ is not a hyperbolic Brownian motion, these two processes are not very different. I have shown (Gruet, 1998) that they differ by an ergodic change of time.
We can consider our excursions from two points of view: they are the parts of the trajectory where π lies in the vicinity of the set g∈G 0 g(∞) but they are also the parts where Σ dramatically winds around J −1 (∞). Note that the variation of the winding number is connected to the horizontal component whereas our copies of T 0 exp (π α m(Π s )) ds are related only to the vertical part.
An example of order
Consider the functions
when the integer k is greater than 2. We know from Tsuji p. 205 that lim sup r→1 log (T (f k , r))
this property means that the order of f k is k − 1.
Proof. When u −→ +∞, (Π u ) almost surely goes to a limit Π ∞ distributed as a Cauchy law on the axis. Hence
Hence we observe that the integrals J α (f ) provide very few information information about T f , even if f is analytic. They do not take into account the almost invariance by homographic transformations: For recent improvements, see Melián and Pestana (1993) or Stratman and Velani (1995).
for instance). If f is meromorphic on D, for any complex coefficients such that ad − bc = 0,
T (af +b)/(cf +d) = T f + O(1) .
Moreover, we have even
T 1/f = T f .
The geodesic flow analogue.
We obtain now a improvement of the logarithmic law in the spirit of our theorem 2.5. As usual, the hyperbolic planar Brownian motion and the geodesic flow enjoy very similar behavior. Hence the contribution of any excursion with d = log (H) penetration is at least
when H is large enough. The Laplace method says that this last integral is equivalent to exp (cH) π/(cH). Thus the contribution of the nth excursion is underestimated by
Recall that the ergodic theorem implies that T n is bounded by some multiple of n when n goes to infinity. But the next lemma, deduced from Sullivan's work, does the job: if we apply it with f (t) = log (t) + log (log (t)), we obtain that for almost any initial direction, there is infinitely many excursions in D ∞ such that exp (d n ) ≥ const n log (n). Sullivan, 1982 
Lemma 3.2 (deduced from
Proof. Sullivan's integral test is written in terms of the euclidean radius x of the successive horoballs h(D ∞ ) (with h in G 0 ) containing the points where maximum penetration is obtained. If the horoball is not an euclidean ball (viz h is not a translation), x is not defined, but this does not happen when the time goes to infinity.
Let a be a function of x ≥ 1 which is up to a bounded radio only depends of log (x). Then Sullivan proved that we have infinitely often penetrations at least log (1/a(1/x)) if and only if ∞ (a(x)/x) dx is divergent.
We have now to link the radius x with the time s. There exists a constant K > 1 such that exp (−(1/K) s) ≤ x ≤ exp (−K s) when s goes to infinity.
Basically we have f (t) = log (1/(a exp (t))) and the integral test becomes +∞ exp (−f (t)) dt = ∞. Indeed by monotonicity, we can compare the integrals with discrete sums.
Remark. The Brownian analogue of this lemma is easily obtained with the help of the second Borel-Cantelli lemma and the estimate P( m(π ) reaches a level over b during a given excursion) ∼ exp (−b) .
We get the following statement: let f be an increasing positive function. m(π s ) ≥ f (s) infinitely often when s increases to infinity if and only if
The integral criteria.
Our task is to find some integral adapted to the behavior of Fuchsians functions near the parabolic points. Since we have met sums of i.i.d. random variables with "Cauchy-like" tails, it should be clear that in order to recover a constant in some limit result, we must use the well-known fact: we obtain that I(f, t)/(t log (t)) converges in probability towards
If f −1 (∞) ∩ P is empty, the limit above is zero. Remark. We could use the integral t 0 log (1 + |f (π s )| 2 ) ds reminiscent of the proximity function associated to the value ∞.
Corollary. Let f be a simple Fuchsian function on D such that
Although the 3-dimensional geometric picture considered by Franchi (1999) is somewhat different, our study on automorphic functions requires a similar method. Moreover Lemma 4.2 below shows that we sum i.i.d. random variables whose law is almost the same as the one obtained in Franchi's lemma 2. Hence, we have only to rewrite parts of his work into a new 2-dimensional setting. Remark. By using formula (5.7.11) in Lebedev we obtain the equivalent
In this particular case, the Karamata Tauberian Theorem (for instance result 8.1.7 in Bingham et al. monograph (1987) ) gives only a weaker substitute
However the equivalent above is enough to deduce that T belongs to the domain of attraction of a totally asymmetric Cauchy random variable.
Proof of Theorem 4.1. For the sake of notational simplicity, we first consider the case f = h = µ • I −1 . We set h := µ • I −1 . Fix R > 1/2, 0 < ε < R and set
where N t is the number of excursions performed before time t. With the same notations as in section 2.1, the outwards parts (
hence we have to study the sums
Obviously the remaining part n k=1
. By lemma 4.2 and Franchi's lemma 2,
Since the last incomplete excursion brings no trouble because we consider positive variables, 
Another example of a zero order function.
Consider the function µ of Section 1. Proof. Assume that µ(z) = exp (a). Here n log(µ) (r, a) counts the number of G 0 orbits g.z in D r such that the homology of g with respect to zero is null. The word in the free group belongs to the set {sum of the exponents associated to the letter S = 0}.
The problem of counting the number of Γ 2 orbits with a partial homological constraint was open in the noncompact case for a long time but Aaronson and Denker (1999) recently showed that We obtain with the help of a Ikehara's type tauberian theorem that n (log (µ), r) ∼ const 
