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We report experiments on superconducting flux qubits in a circuit quantum electrodynamics
(cQED) setup. Two qubits, independently biased and controlled, are coupled to a coplanar waveg-
uide resonator. Dispersive qubit state readout reaches a maximum contrast of 72%. We find
intrinsic energy relaxation times at the symmetry point of 7µs and 20µs and levels of flux noise
of 2.6µΦ0/
√
Hz and 2.7µΦ0/
√
Hz at 1 Hz for the two qubits. We discuss the origin of decoher-
ence in the measured devices. These results demonstrate the potential of cQED as a platform for
fundamental investigations of decoherence and quantum dynamics of flux qubits.
PACS numbers: 85.25.Cp, 42.50.Dv , 03.67.Lx, 74.78.Na
Superconducting qubits are one of the main candidates
for the implementation of quantum information process-
ing [1] and a rich testbed for research in quantum optics,
quantum measurement, and decoherence [2]. Among var-
ious types of superconducting qubits, flux-type supercon-
ducting qubits have unique features. Strong and tunable
coupling to microwave fields enables fundamental inves-
tigations in quantum optics [3–5] and relativistic quan-
tum mechanics [6]. The large magnetic dipole moment
is a key ingredient in flux noise measurements [5], sensi-
tive magnetic field measurements [8], microwave-optical
interfaces [9], and hybrid systems formed with nanome-
chanical resonators [10]. Finally, flux qubits have a large
degree of anharmonicity which is an advantage for fast
quantum control [11]. Progress on these diverse research
avenues has been hampered by relatively low and irre-
producible coherence times compared to other types of
superconducting qubits.
In the last decade, circuit quantum electrodynamics
(cQED) [12, 13] has become increasingly popular. In
cQED, resonators provide a controlled electromagnetic
environment protecting qubits from energy relaxation.
In addition, resonators are used for qubit state mea-
surement [2] and as quantum buses for qubit-qubit cou-
pling [15]. In this letter, we present an implementation
of cQED with flux qubits strongly coupled to a super-
conducting coplanar waveguide resonator. The qubits
and the resonator are made of aluminum. Local biasing
and control lines provide a mean to implement fast single
qubit gates as well as controlled two-qubit interactions.
We measure energy relaxation times around 10µs, an
improvement over previous experiments with flux qubits
coupled to coplanar waveguide resonators [16, 17], and
comparable with the longest measured to date on flux
qubits [5, 18]. We characterize in detail the decoherence
of the flux qubits coupled to the resonator. Based on de-
coherence measurements, we extract levels of flux noise
of 2.6µΦ0/
√
Hz and 2.7µΦ0/
√
Hz at 1 Hz for the two
qubits. We also present a spectroscopic measurement of
a resonator-mediated qubit-qubit coupling, which is rele-
vant for implementation of two-qubit gates. These results
demonstrate the versatility of cQED with flux qubits, and
its potential for further understanding and improvements
of decoherence of these qubits.
The device used in our work is shown in Fig. 1(a). It
contains a coplanar waveguide (CPW) resonator, with
two ports used for microwave transmission measure-
ments. Two qubits are coupled to the CPW resonator,
via the mutual inductance of a shared line (Fig. 1(b)).
The qubits are persistent current type flux qubits [19],
consisting of a superconducting loop interrupted by four
Josephson junctions (Fig. 1(c)). A CPW line terminated
by a low inductance shunt is coupled to each qubit and
used to send microwave pulses for coherent qubit control
(see Fig. 1(b)). The device is fabricated on an intrinsic
silicon substrate, in a two step process. In the first step,
optical lithography, evaporation of a 190 nm thick alu-
minum layer and liftoff are used to define the resonator
and the control lines. In the second step, a bilayer re-
sist is patterned using electron-beam lithography. Sub-
sequently, shadow evaporation of two aluminum layers,
40 and 65 nm thick respectively, followed by liftoff define
the qubit junctions. An argon milling step, done before
the shadow evaporation, is critical to ensure a high qual-
ity contact between the two aluminum layers and for the
reproducibility of the Josephson junctions.
Experiments are performed in a dilution refrigerator,
using a custom-designed probe for microwave transmis-
sion measurements [1]. The chip is enclosed in a copper
box, which is placed inside a three-layer high permeabil-
ity metal shield. An active magnetic field compensation
system placed outside the cryostat is used to further re-
2FIG. 1. (a) Optical image of the device where the overlaid dashed rectangles indicate the position of qubit 1 (bottom left)
and qubit 2 (top right). (b) Scanning electron microscope (SEM) image showing a qubit embedded in the CPW resonator
and its local CPW control line. (c) SEM image of a qubit device nominally identical to that used in this work. (d) Resonator
transmission (greyscale) versus frequency (vertical axis) and flux bias of qubit 1/2 (top/bottom axis). (e) Resonator transmis-
sion (greyscale) versus frequency and flux bias of qubit 1. (f) Qubit 1 spectroscopy measurements. The transition frequency
is plotted versus the applied magnetic flux bias. The continuous line is a fit of the persistent current qubit model, yielding
Ip1 = 383 nA and ∆1 = 5.1317GHz. (g) Readout histograms for qubit 1 resulting in a qubit state readout contrast of 72%.
duce low-frequency magnetic field noise. A set of super-
conducting coils, attached to the device copper box, is
used to provide independent magnetic flux biases to the
two qubits. Qubit state control is done using shaped mi-
crowave pulses. Qubit state measurement is done in the
dispersive regime [2], by measuring the transmission of
microwave pulses through the resonator. The transmis-
sion lines for qubit control and readout are filtered using
attenuators and filters placed at different temperature
stages. A detailed description of the experimental setup
is provided in the Supplemental Material.
We first discuss the model describing the qubits and
the resonator. When the magnetic flux Φi (i = 1, 2) ap-
plied to qubit i is close to Φn = (n + 1/2)Φ0, with n
an integer and Φ0 = h/2e the flux quantum, the qubit
is described by the Hamiltonian Hqb,i = −εi/2σz,i −
h∆i/2σx,i. Here εi = 2Ipi(Φi − Φni), where ni (i = 1, 2)
are integers, and Ipi and ∆i, called the persistent current
and gap [21], are determined by the qubit design param-
eters. The operators σz/x,i, i = 1, 2, are the Pauli Z and
X operators for qubit i. The resonator Hamiltonian is
Hres =
∑
j≥1 ~ωr,ja
†
jaj , with ωr,j the resonance frequen-
cies and a†j (aj) the creation (annihilation) operator for
mode j. The interaction between qubit i and mode j
of the resonator is given by Hint,ij = hgi,jσx,i(a
†
j + aj),
with gi,j coupling factors. Both qubits are very strongly
coupled to the resonator, making it important to account
for multiple resonator modes and keep counter-rotating
terms.
We first present experiments on the spectroscopic char-
acterization of the coupled qubit-resonator system. A
continuous wave transmission measurement of the res-
onator, taken versus the applied magnetic field, is shown
in Fig. 1(d). We observe the resonance corresponding to
the first mode of the resonator at ωr,1 = 2pi× 6.597GHz.
A significant change in the response occurs when the flux
through each qubit is close to −Φ0/2 and Φ0/2. A nar-
rower range scan of the transmission for qubit 1, done
with a power corresponding to an average of 0.6 photons
in the resonator, is shown in Fig. 1(e). An anticross-
ing is observed where the qubit and cavity are resonant.
Next, qubit spectroscopy is performed by applying mi-
crowave pulses to each qubit local CPW control line. In
Fig. 1(f) we show the spectroscopically measured transi-
tion frequency for qubit 1 versus magnetic flux. These
data and similar data obtained for qubit 2 (not shown),
are used to extract the qubit parameters Ip1 = 383 nA,
∆1 = 5.1317GHz, Ip2 = 352 nA, and ∆2 = 3.6634GHz.
For each qubit, we use measurements of photon number
splitting [22] for photons populating the first mode, to-
gether with a model which takes into account the first
ten modes of the CPW resonator, to extract the cou-
pling to the first resonator mode g1,1 = 155.6MHz and
g2,1 = 295.4MHz.
Qubit state readout is performed using homodyne de-
tection [2]. To optimize the readout contrast, the cavity
is driven strongly, in the nonlinear regime. A histogram
of the homodyne voltage for qubit 1, averaged over a
readout pulse duration of 4µs, is shown in Fig. 1(g). The
readout contrast for this qubit is 72%. Similar results
(not shown) are obtained for qubit 2, where the maxi-
mum readout contrast is 60%. For both qubits, readout
3FIG. 2. Energy relaxation rate versus transition frequency for
qubit 1 (open dots) and 2 (closed dots). The combined energy
relaxation rate due to the resonator and the CPW control line
is shown by the continuous (dashed) line for qubit 1 (2).
contrast is limited primarily by the initialization proce-
dure which is based on thermalization.
We next present energy relaxation measurements. The
energy relaxation times are T1 = 5.3µs and 9.6µs for
qubits 1 and 2 respectively at their symmetry points. A
measurement of energy relaxation rates versus magnetic
flux around the symmetry point is shown in Figs. 3(a)
and (b). Over the explored frequency range, of 35.6MHz
and 24.9MHz for qubits 1 and 2 respectively, we observe
only minor variations of the energy relaxation rate, of
less than 15% between extreme values. In Fig. 2 we
show the energy relaxation rate Γ1 for qubits 1 and 2
over a broad range, together with a plot of the calcu-
lated rate induced by the electromagnetic environment.
The latter takes into account relaxation through Purcell
effect [23] due to the first 10 modes of the resonator and
relaxation due to the control line. If the relaxation due
to these sources is excluded, we calculate intrinsic re-
laxation times of 7 (20)µs for qubit 1 (2). In a related
work we considered the role of quasiparticles in persis-
tent current qubits [24]. The measured intrinsic energy
relaxation times can be attributed to a non-equilibrium
quasiparticle density of 0.12µm−3 and 0.04µm−3 respec-
tively, in line with other measurements on similar devices
(see [24] and references therein). While quasiparticles are
the main candidate for energy relaxation, we do not ex-
clude other potential sources, in particular loss due to
amorphous interfaces and surfaces [25]. We note that
lower energy relaxation times, in the 0.5 − 1µs range,
were obtained in previous experiments with aluminum
flux qubits coupled to superconducting resonators made
of niobium [16, 17]. Possible reasons for the longer re-
laxation times in our experiment include a reduction of
quasiparticle induced relaxation, due to using an all alu-
minum circuit, and a reduction of surface/interface loss
arising due to the different processing prior to deposition
of the qubit layer.
We now turn to a discussion of dephasing. In Figs. 3(a)
and (b) we present detailed measurements of dephas-
ing performed using Ramsey and spin-echo pulse se-
quences [26]. Away from the symmetry point, the in-
creased sensitivity to magnetic flux renders flux noise
the dominant contribution to decoherence. We fit the
coherence decay over the time τ using the expression
e−Γ1τ/2e−(Γφτ)
2
[26], with Γ1 the energy relaxation rate
and Γφ the pure dephasing rate. The latter depends on
the type of experiment; for Ramsey (spin-echo) measure-
ments, we denote this rate by Γφ,R (Γφ,E). Gaussian
decay is predicted when decoherence is dominated by
noise with a power spectral density (PSD) proportional
to |ω|−1[26–28], with ω the angular frequency. Assum-
ing flux noise with a PSD given by A/|ω|, the slope of
Γφ,E(a), with a = ε/~ω01, where ω01 is the angular tran-
sition frequency can be used to determine A [28]. We find√
A = 2.6 (2.7)µΦ0 for qubit 1 (2). These levels of flux
noise are slightly larger than for the smaller aluminum
flux qubits in Refs. 5 and 28, in qualitative agreement
with size scaling [29].
Next we discuss the dephasing of the qubits close to
the symmetry point. At the symmetry point, decay is
exponential, with rates Γ
−1
φ,R = 0.77 (0.90)µs for Ramsey
and Γ
−1
φ,E = 1.03 (1.85)µs for spin-echo measurements for
qubit 1 (2). We observe that both Ramsey and spin-echo
curves change shape from exponential at the symmetry
point to Gaussian away from this point (see Figs. 3(c)-
(e) for spin-echo measurements of qubit 1). This sug-
gests that dephasing can be explained by the combina-
tion of an exponential decay process and a Gaussian de-
cay process. The latter is due to magnetic flux noise
and has a rate Γφ,R/E = γR/Ea, for Ramsey/spin-echo,
with γR/E dependent on qubit parameters and flux noise
amplitude [28]. Indeed, we find that all the coherence
decay curves for each qubit can be fit by the expression
C(τ) = e−Γ1τ/2e−ΓφR/Eτe−(γR/Eaτ)
2
, for Ramsey/spin-
echo, with γR/E as a single fit parameter (see Figs. 3(c)-
(e)).We also performed noise measurements based on dy-
namical decoupling [5], shown in Figs. 3(f) and (g) for
qubit 1 biased at a = 0 (the symmetry point) and at
a = 0.2 respectively. This additional experiment con-
firms that a nearly frequency independent white noise
source dominates dephasing at the symmetry point.
We discuss next the origin of the decoherence at the
symmetry point. We first consider quadratically coupled
flux noise. As discussed in Ref. 30, the decay is expected
to be significantly non-exponential at short time, with a
time scale estimated to be 33 (42)µs for qubit 1 (2). We
have also performed numerical simulations that confirm
this source is negligible. A second potential source is pho-
ton noise induced dephasing [18, 31]. We performed spec-
troscopy experiments (not shown) and numerical simula-
tions which allow us find an upper bound for the ther-
mal photon number nth < 0.02. In the strong dispersive
regime [32, 33] the dephasing rate, given by κnth, with
κ = 882 kHz the resonator decay rate for the first mode,
is smaller than 18 kHz, thus a negligible contribution to
4FIG. 3. (a, b) Energy relaxation (black dots) and dephasing
rates performed using Ramsey (blue squares) and spin-echo
pulse (red triangles) sequences for qubits 1 (a) and 2 (b). (c,
d, e) Spin-echo decay for qubit 1 for different coupling angles
to flux noise, where the solid lines represent a fit to a coher-
ence function defined in the text. (f, g) Qubit 1 frequency
noise PSD calculated from measurements based on dynamical
decoupling at the symmetry point (f) and at a coupling angle
a = 0.2 (g).
dephasing.
We next consider dephasing due to charge noise, aris-
ing either from offset charges or quasiparticles on the
qubit islands, as a potential source of dephasing at the
symmetry point. The modulation of the persistent qubit
transition frequency by charges, denoted by δ∆c, de-
creases exponentially with the ratio of the Josephson
(EJ ) to charging (Ec) energy [21]. We numerically cal-
culate EJ and Ec assuming proportional and inversely
proportional respectively scaling with Josephson junc-
tion areas, as measured for a nominally identical device,
and using the experimentally measured persistent cur-
rent and gap. The thus estimated values of EJ and Ec
yield δ∆c = 83 (52) kHz for qubit 1 (2). However we note
that this value is strongly dependent on the junction ar-
eas; assuming a size of the smallest junction different by
only 10%, a difference that could arise due to lithography
or edge effects, we find δ∆c = 4 (3)MHz for qubit 1 (2).
FIG. 4. Readout homodyne voltage (VH) versus frequency
(vertical axis) and the flux applied to qubit 2. The overlaid
dashed lines are a fit of the excited energies for the coupled
system, providing a coupling strength 37.8MHz.
With these larger values, dephasing could arise through
a combination of slow offset charge fluctuations and ran-
dom telegraph noise due to quasiparticles tunneling with
a rate larger than the charge modulation.
We finally discuss the use of the proposed setup to
implement qubit-qubit interactions. In Fig. 4 we show
spectroscopy measurements where qubit 1 is biased at
the symmetry point, whereas the flux bias of qubit 2
is changed. An anticrossing arises due to an effective
qubit-qubit interaction, mediated by virtual excitations
of the resonator [12]. The large qubit-qubit interaction
of 37.8MHz is made possible by the strong coupling of
the flux qubits to the resonator. A two-qubit gate can be
implemented using the method proposed in [34], which
only requires control of each qubit, a feature already in-
cluded in our setup. The large anharmonicity of the flux
qubits enables fast two-qubit gates, with a time limited
by the inverse of the interaction strength [11]. We will
present these results in a follow-up paper. The ability
to perform high-fidelity gates between distant qubits will
be important for experiments using flux qubits in hybrid
architectures [9, 10].
We presented experiments on flux qubits coupled to a
superconducting on-chip resonator. The measured qubits
have long energy relaxation times and low levels of flux
noise. Readout contrast is high, exceeding 70%. We also
demonstrated the strong, resonator mediated, interaction
between the two qubits. Further improvements of coher-
ence will have to address the role of quasiparticles and
loss due to surfaces and interfaces in energy relaxation
and the origin of pure dephasing at the flux-insensitive
point. The experiments presented here demonstrate the
potential that this platform has for systematic studies of
coherence and dynamics of flux qubits.
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1Supplementary information: Flux qubits in a planar circuit quantum electrodynamics
architecture: quantum control and decoherence
EXPERIMENTAL SETUP
Experiments are performed in a Leiden Cryogenics dilution refrigerator, model CF-650. We use a custom design top
loading probe for microwave transmission measurements [S1]. Supplementary Figure S1 shows a detailed schematic
of the experimental setup. The chip containing two flux qubits and a coplanar waveguide resonator is enclosed in
a copper box with low mode volume, which is placed inside a three-layer high permeability metal shield. An active
magnetic field compensation system placed outside the cryostat is used to further reduce slow drifts of the ambient
magnetic field. A set of superconducting coils is attached to the device copper box, and used to provide independent
magnetic flux biases to the two qubits. The coils are supplied by custom designed ultra-stable voltage to current
converters, each controlled by a Yokogawa 7651 voltage source. The temperature measured at the mixing chamber
level of the custom designed top loading probe, to which the device copper box is attached, was 40 mK.
Each qubit is individually controlled using shaped microwave pulses that are generated using a microwave synthesizer
Agilent PSG E8257D, an arbitrary waveform generator Tektronix AWG5014, and a Marki IQ-0318 (IQ-1545) mixer
for qubit 1 (2). To further reduce microwave leakage to the qubit during coherent state evolution or qubit ground state
initialization, each microwave synthesizer is isolated from the corresponding mixer by a Hittite HMC-C058 switch
which provides an isolation ≥ 65 dB up to 6 GHz. Agilent 8495H Programmable step attenuators are used to adjust
the pulse amplitude over a wide range. A band pass filter (BPF) in each control line is used to suppress low-frequency
noise and spurious harmonics, which are detrimental to qubit coherence, and to prevent cavity excitation.
Qubit state measurement is done using dispersive readout [S2], by measuring the transmission of microwave pulses
through the resonator, using a custom built setup. The readout pulses are generated in a similar fashion to the qubit
control pulses, using a Phase Matrix QuickSyn FSW-0010 microwave synthesizer, a LeCroy AWG-1104 arbitrary
waveform generator, a Marki IQ-0307 mixer, and a Miteq switch model SW1-020080AN1NF. The readout input line
is filtered by a 6 -10 GHz band pass filter from Micro-Tronics, model BPC50404. The readout output signal is
amplified using cryogenic and room temperature amplifiers. After demodulation, done with another Marki IQ-0307
mixer, the quadratures of the readout output pulse are sampled using a Spectrum M3i.2122 digitizer. A Stanford
Research Systems digital delay generator DG645 controls the synchronization of the arbitrary waveform generators
and digitizers.
All the transmission lines inside the cryostat are coaxial lines made of either beryllium copper or stainless steel.
Microwave attenuators, from XMA, are placed at different temperature stages. In addition, the output readout line
contains two Pamtech CWJ1019-K414 isolators thermally anchored at the mixing chamber plate, and a cryogenic
amplifier Caltech CITCRYO1-12 at the 4 K plate.
DYNAMICAL DECOUPLING PULSE SEQUENCE
In order to evaluate the qubit transition frequency noise power spectral density (PSD), we use a Carr-Purcel-
Meiboom-Gill (CPMG) pulse protocol and a post processing approach to compute the PSDs as presented in Refs.
S3–S5. Well calibrated pulses are used. Supplementary Figure S2 shows the pulse sequence, containing N pi pulses.
The decay of coherence for qubit 1 versus the evolution time is shown in Figure S3(a)-(c), for CPMG pulses with
N taking values 1, 10, and 20. Figure S3(d) shows the calculated qubit frequency noise PSD from those decay curves
(matching symbol and color between the decay points used to compute the PSD in (a)-(c) and (d)), where qubit 1
was far from its optimal bias point, at a = 0.2, where the transition frequency noise is due primarily to magnetic
flux fluctuations. We find a transition frequency noise PSD which is well approximated by a 1/ωα dependence, with
α = 0.71.
∗ orgiazzi@uwaterloo.ca
† Current address: Department of Applied Mathematics, University of Waterloo, Waterloo, ON, Canada N2L 3G1
‡ Current address: The Edward S. Rogers Department of Electrical and Computer Engineering, University of Toronto, 10
King’s College Road, Toronto, ON, Canada M5S 3G4
§ Current address: Materials Institute, TU¨BITAK Marmara Research Center, 41470 Gebze, Kocaeli, Turkey
2FIG. S1. Detailed schematic of the experimental setup. The description is given in the text.
FIG. S2. Carr-Purcel-Meiboom-Gill (CPMG) pulse sequence. CPMG pulse sequence used to measure the qubit
transition frequency power spectral density. The sequence contains N pi rotations around the x axis, denoted by Rxpi, included
between pi/2 rotations around the y axis, denoted by Rypi/2.
3FIG. S3. Qubit 1 coherence decay with a CPMG pulse sequence and calculated frequency noise PSD. (a-c)
Qubit 1 coherence function C(τ ), with τ the total time between the pi
2
pulses, shown for three different values of N - the number
of pi pulses.(d) Qubit 1 frequency noise power spectrum density, when biased away from symmetry point (a=0.2). The black
squares are calculated from the coherence function data points in (a), the blue dots from (b) and the red triangles from (c).
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