Abstract. We consider the problem of finding cryptographically suitable Jacobians. By applying a probabilistic generic algorithm to compute the zeta functions of low genus curves drawn from an arbitrary family, we can search for Jacobians containing a large subgroup of prime order. For a suitable distribution of curves, the complexity is subexponential in genus 2, and O(N 1/12 ) in genus 3. We give examples of genus 2 and genus 3 hyperelliptic curves over prime fields with group orders over 180 bits in size, improving previous results. Our approach is particularly effective over low-degree extension fields, where in genus 2 we find Jacobians over F p 2 and trace zero varieties over F p 3 with near-prime orders up to 372 bits in size. For p = 2 61 − 1, the average time to find a group with 244-bit near-prime order is under an hour on a PC.
Introduction
Algebraic curves over finite fields have proven to be a fertile source of groups for cryptographic applications based on the discrete logarithm problem. This has spurred the development of highly efficient algorithms for group computation that are now available for many types of curves, including hyperelliptic, superelliptic, Picard, and C ab curves [2, 3, 19, 20, 26, 33, 37, 66] . The group of interest consists of the F q -rational points on the Jacobian variety of a curve C, or, equivalently, the divisor class group of degree 0, Pic 0 (C). We denote this group J(C/F q ), or simply J(C), and call it the Jacobian of C.
For cryptographic use one typically seeks Jacobians with near-prime orders in the range 2 160 to 2 256 , and we also consider subgroups of Jacobians that offer comparable (perhaps superior) performance and security parameters, such as trace zero varieties [11, 21, 36] . The existence of various index calculus algorithms has centered attention on hyperelliptic curves of genus g ≤ 3 [15, 18, 24] . We similarly focus on the hyperelliptic case, although our results may be applied to any family of low genus curves.
To assess the cryptographic suitability of a group, it is necessary to know its order. For curves of genus 1 (elliptic curves), several effective point-counting algorithms are available. The most general are ℓ-adic methods, based on Schoof's algorithm [51, 52] , and for small characteristic fields there are more efficient p-adic methods [31, 32, 43, 49] . The p-adic methods, particularly Kedlaya's algorithm [31] , readily extend to higher genus curves, and have proven effective over small and medium characteristic fields [28, 62] . Generalization of the ℓ-adic methods has been more difficult. The best results for genus 2 curves over prime fields report roughly a week to compute the order of a group of size ≈ 2 164 [27] . In genus 3,
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c 1997 American Mathematical Society no effective ℓ-adic methods are available, however, recent work on extending p-adic methods to larger characteristic fields has enabled computation of group orders up to size ≈ 2 150 over prime fields [5, 30] . In both cases the algorithms are memory intensive, limiting their applicability to larger groups. There are other methods for curves with special properties [22, 64, 65] , but for general curves of genus g > 1 over large characteristic fields, efficiently finding cryptographically suitable Jacobians remains an open problem [11, 38] . 1 The solution we propose is probabilistic. As a point-counting algorithm, it usually fails. However, given a suitably diverse family of curves, it succeeds often enough to be effective as a search algorithm, with (heuristically) sub-exponential performance. One can then search for curves with a desired property, such as cryptographic suitability.
Overview
We apply neither ℓ-adic nor p-adic methods, relying instead on generic algorithms. These perform group computations in a representation-independent manner, needing only a "black box" to implement the group law. As a result of the work cited above, we have many highly efficient black boxes at our disposal.
The Θ( √ N ) complexity of birthday-paradox algorithms, such as Pollard's rho method [48] and Shanks' baby-steps giant-steps algorithm [53] , makes them too slow to effectively compute the order of a large group, even when fairly tight bounds on the order are known (as in [56] ). Alternatively, one may apply a generic version of Pollard's p − 1 technique [47] , exponentiating by many small primes. This can be quite effective if the group order happens to be smooth (no large prime factors), but the worst case complexity is Θ (N ) .
Surprisingly, a combination of these two generic approaches is faster than either alone. The author's thesis [57] presents a o( √ N ) algorithm to compute the order of an element in any finite group. For a family of abelian groups with orders uniformly distributed over a large interval, the average running time is O( √ N / log N ). This average is dominated by a o(1) fraction of worst cases (groups of prime order). The median complexity is O(N 0.344 ), and when the group order is highly composite, the algorithm is very fast. By applying a bounded amount of computation to each group in a family, we can hope to find one whose order is easily computed. This approach is similar to some algorithms for integer factorization [39, 50] , and has been successfully applied to compute ideal class groups of imaginary quadratic number fields with 100-digit discriminants. For a suitable distribution of group orders, the complexity is subexponential:
. The ability to quickly find a group with highly composite order would seem little use in the search for cryptographically suitable groups, as this is precisely the opposite of what is desired. However, the order of one Jacobian may be used to compute the orders of several others. For low genus curves, given #J(C), we can readily recover the zeta function of C (3.1) via the L-polynomial P (z) that appears in its numerator. This process is trivial in genus 1, almost trivial in genus 2, and in genus 3 we give a generic algorithm requiring O(N 1/12 ) group operations. There is a polynomial-time ℓ-adic algorithm due to Pila for arbitrary abelian varieties [46] , but it is not practical for groups of cryptographic size. 2 This is asymptotically exponential, but negligible for the size groups we consider.
With P (z) in hand, we can compute the order of J d (C) = J(C/F q d ) for any degree d extension field (Lemma 1). When b divides a, the abelian group J b (C) is a subgroup of J a (C), and we consider groups of the form
When C is hyperelliptic, J 2/1 (C) is isomorphic to J(C), whereC is the quadratic twist of the curve C over F q (Lemma 3). In general, J a/b need not correspond to the Jacobian of a curve, however, we can compute in J a/b (C) using the group operation of J a (C). The group J a/1 (C) corresponds to a trace zero variety (Lemma 2). As noted by Lange, computation in the trace zero variety is typically more efficient than computation in a Jacobian of comparable size and genus, due to optimizations enabled by the Frobenius endomorphism [36] . The shape of the integer #J a/b (C) is not particularly correlated with #J(C), and it is possible that the former may be near prime while the latter is quite smooth ( Table 2 ). We should remark that this situation is not believed to diminish the security of the group J a/b (C). Indeed, most of the elliptic curves in the NIST Digital Signature Standard [45] , and nearly all the Certicom challenge curves [12] , have relatively insecure quadratic twists.
HereC is the quadratic twist of C in F q andC 2 is the quadratic twist in F q 2 . The group J(C) has size ≈ q 2 , while the last three groups are each of size ≈ q 4 . To give a brief example, we used this approach on a family of 10 6 random curves over F p , with p = 2 61 −1 implying #J(C) ≈ 2 122 . For suitably chosen parameters, a single PC (2.5 GHz AMD Athlon-64) test about two curves per second, successfully computing #J(C) for some curve in the family every four or five minutes on average. We computed the zeta functions of some 2000 curves, finding 220 groups with 244-bit near-prime orders (cofactor < 5% of the bits), including many of prime order. For cryptographic use, most of these groups should be compared to genus 2 Jacobians over a prime field with a group size of 180 to 200 bits (Proposition 1). Depending on the implementation, they may offer superior performance.
More detailed examples are provided in Section 6, including results for much larger groups. We have successfully applied this approach over prime fields with #J(C) up to 186 bits in genus 2, and 183 bits in genus 3, improving previous bests of 164 bits (Gaudry and Schost [27] ) and 150 bits (Harvey [30] ). We note, however, that while our method computes zeta functions of curves drawn from an arbitrary family, it will likely fail on any particular curve and should be distinguished from point-counting algorithms. The new algorithm is faster, less memory intensive, and well suited to distributed implementation. 3 In particular, the order of the twist of the Certicom curve ECCp-163 contains no prime factors larger than 2 56 . Discrete logarithms in the twist can be computed in well under an hour on a typical PC, yet the US$30,000 cash prize remains unclaimed after nearly a decade.
Mathematical Background
For a projective curve C defined over F q , let N k count the points on C in P(F q k ). The zeta function of C is the formal power series
Our interest in the zeta function stems from the well-known theorem of Weil [63] , which we restrict here to projective curves defined over F q . Henceforth we assume all curves are non-singular and irreducible over the algebraic closure F q .
Theorem 1 (Weil) . Let C be a genus g curve defined over F q .
(
A proof can be found in chapters 8 and 10 of [40] . We call P (z) the L-polynomial of the curve C. From (2) we obtain the bounds
Let J(C/F q k ) denote the group of F q k -rational points on the Jacobian variety of C. We write J k (C) for J(C/F q k ), and J(C) for J(C/F q ), when F q is understood.
Lemma 1. Let C and P (z) be as in Theorem 1. Then
where ω = e 2πi/k is a principal kth root of unity.
See [40, 8.5 .12 and 8.6.2-3] for a proof. In particular, #J(C) = P (1), and applying (2) of Theorem 1 gives the Weil interval :
The Frobenius automorphism a → a q of the finite field F q gives rise to a group endomorphism on J k (C), which we denote φ q . The elements of J k (C) fixed by φ q are precisely the subgroup J(C). When d divides k, we define J k/d to be the image of φ 
. We define the trace zero variety of J k (C), denoted T k (C), to be the kernel of the group endomorphism
Proof. To show inclusion, we factor φ k q − 1 in the endomorphism ring of J k (C):
The image of φ q − 1 lies in the kernel of φ
If F q is a finite field of odd characteristic, we may define a hyperelliptic curve of genus g as a projective plane curve C with affine part given by
where f (x) ∈ F q [x] has non-zero discriminant and degree d = 2g + 1 or 2g + 2. 4 If α ∈ F q is a not a quadratic residue, the quadratic twist of C in F q , denotedC, has affine part αy 2 = f (x), more conveniently expressed as
Any choice of non-residue in F q yields a curve isomorphic toC.
Lemma 3. Let C be a hyperelliptic curve with L-polynomial P (z).
Proof. LetÑ k count the points onC in P(F q k ). For k even,Ñ k = N k , and for k odd, N k +Ñ k = 2(q k + 1). Applying (3) and (2) of Theorem 1 proves (1), and Lemma 1 implies that #J 2 (C) = P (1)P (−1) = #J(C)#J(C). The curves C and C are isomorphic over F q 2 , thus we may regard J(C) as a subgroup of J 2 (C) that intersects J(C) trivially. J 2 (C) is then the (internal) product of the subgroups J(C) and J(C), hence
Finally, we note results that impact the effective security of hyperelliptic curves [14, 16, 23, 24, 25, 54, 60, 61] . Taking a pessimistic view, we list the strongest potential attacks known at the time of writing. Proposition 1. Let C be a hyperelliptic curve of genus g over F q = F p n .
( Additionally, the explicit isogenies attack of [54] on genus 3 hyperelliptic curves can (and should) be avoided by ensuring f (x) has exactly one irreducible factor of degree 3, 5, or 7 over F q . In light of (1), we consider the security of a genus 3 curve C over F p comparable to that of a genus 2 curve C ′ over F p ′ when
(note p and p ′ are different primes), and if C is a genus 2 curve over F p 2 we require a ratio of 14/9. Considering (2) and (3), for the trace zero variety T (C/F p 3 ), the comparable ratio is 5/4 when 3 divides #J(C/F p 2 ) and 6/5 otherwise.
See [11] and [35] for further background on hyperelliptic curve cryptography. 4 The black boxes we use assume f is monic and d = 2g + 1 but our results do not require this. 5 We use "lg" to denote binary logarithms and "log" for the natural logarithm (the distinction is immaterial here and in big-O notation, but may be relevant elsewhere).
Algorithms
To compute #J(C), we apply a probabilistic generic algorithm that computes the order (and structure) of an arbitrary finite abelian group G. We give an overview of the general algorithm presented in [57] , focusing on the components most relevant to searching a family of Jacobians.
By convention, we use multiplicative notation for generic groups and let 1 G denote the group identity. For α ∈ G, we let |α| denote the order of α, the least positive integer n for which α n = 1 G , and call any multiple of |α| an exponent of α. The order of G is denoted |G|, and λ(G) is the exponent of G, the least positive integer which is an exponent of every element in G. Complexity metrics for generic algorithms count group operations (time) and group elements (space).
We assume the availability of a black box that uniquely identifies group elements, a requirement easily met by Jacobian arithmetic based on a Cantor-Mumford representation [9] . We also require access to randomly generated group elements, which may be obtained via the methods detailed in [11, 14.1-2] . We presuppose a uniform distribution, however this assumption can typically be relaxed in practice. Central to our method for obtaining subexponential performance is the notion of a conditional algorithm. Such an algorithm is given the option to explicitly reject inputs that fail to satisfy a specified condition, but must otherwise behave correctly.
The condition we use here is based on the fact that for any group element α,
.
This may be used to reduce the size of |α E | relative to |α|, making it easier to compute. This motivates the following definition. A B-easy integer is semismooth with respect to B 2 and B (prime factors bounded by B 2 and all but one by B). The converse holds if we apply the semismooth criteria to prime-power factors.
Proposition 2. For any B > 0 there is a probabilistic generic algorithm A such that the following hold for all finite abelian groups G:
(1) If A rejects, then |G| is B-hard; otherwise, with high probability, A outputs λ(G), the structure of G, and |G|.
We say A computes |G| on the condition that |G| is B-easy. The probability and expectation in Proposition 2 do not depend on G. By the structure of G, we mean an explicit factorization of G into cyclic subgroups of known order with a generator for each factor. The structure of G is computed using λ(G), to obtain |G|.
When tight bounds on |G| are known, as in the case of Jacobians, the fact that λ(G) divides |G| may suffice to determine |G|, and the structure of G is not needed. The time to compute |G| is typically dominated by the time to compute λ(G) in any event; computing the group structure at worst increases the constant factors.
If B ≥ |G| 1/2 then |G| is certainly B-easy. By starting with a small value of B and increasing it in stages, one obtains an O(N 1/2 ) algorithm for computing the structure of any finite abelian group. When |G| is a random integer, the median complexity is O(N 0.344 ). This approach can be much faster than other generic algorithms for computing abelian group structure [6, 7, 58, 59] .
To search for Jacobians, we estimate |G| ≈ 2 n based on the Weil interval (3.3), then pick a fixed B = 2 n/u that minimizes B/σ(u), where σ(u) estimates the probability that a random integer x is x 1/u -easy. Asymptotically, we may use σ(u) = G(1/u, 2/u), where G(s, t) is the semismooth probability function defined by Bach and Peralta in [1] (the impact of prime-power factors is negligible). This yields an L(1/2, √ 2/2) bound on both 1/σ(u) and B, leading to an L(1/2, √ 2) bound on the entire search, based on the heuristic assumption that |G| has the distribution of a random integer of comparable size.
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It remains to prove Proposition 2. We assume henceforth that B ≥ lg 2 |G|.
Algorithm 1 (Group Order). Given a finite abelian group G and a bound B, on the condition that |G| is B-easy:
2. For each prime p|λ(G), compute the structure of H p , the p-Sylow subgroup of G, on the condition that
Output λ(G), the structure of G, and |G|.
The algorithm for Step 2 is described in detail in [57, Algorithm 9.1]. Computation in H p is accomplished via the black box for G, exponentiating by λ(G)/p h to obtain random elements of H p (here p h is the largest power of p dividing λ(G)).
2 gives a complexity of O(B lg |G|) (entirely acceptable in practice), however to prove Proposition 2, we reject whenever |G| is B-hard, assuring an O(B) bound. As noted above, Step 2 need not be implemented to search for large Jacobians.
We now present the algorithm to compute λ(G), using two generic subroutines that compute the order of a group element.
Algorithm 2 (Group Exponent). Given a finite abelian group G, a bound B, and a constant c, let E = q, where q ≤ B ranges over prime powers, and set N ← 1. On the condition that λ(G) is B-easy:
4. For a random α ∈ G, attempt to compute N ′ = |α N | with exponent E. If a reject occurs, goto Step 1. Output λ(G) = N .
The order computation in
Step 2 is a bounded search for |β| ≤ B 2 , which may be performed by a standard birthday-paradox algorithm or by Algorithm 4 below. The order computations in Steps 3 and 4 use Algorithm 3. In Step 3, E is necessarily an exponent of α
Step 4, E might not be an exponent of α N , causing Algorithm 3 to reject. We now show this rarely happens. If Step 2 rejects, then |α| is B-hard and so is λ(G). Otherwise, we claim that the integer λ(G)/|α| is B-powersmooth, with probability greater than 1 − 1/B. For a uniformly random α ∈ G and a prime power p h dividing λ(G), we find that
by considering a factorization of G into cyclic subgroups of prime-power order. If λ(G)/|α| is not B-powersmooth, it must be divisible by a prime power greater than B, and our claim is proven by (4.2). It follows that the expected complexity is O(B) group operations, assuming an O(B) bound on each step. The output value N is the least common multiple of the orders of c random group elements-necessarily a divisor of λ(G). One can apply 4.2 to obtain
From the prime number theorem we find lg E ≈ (B/ log B) lg B = B/ log 2, hence Step 1 can be accomplished with standard exponentiation techniques using B/ log 2 + o(B) group operations.
Step 2 can be performed by either of the generic birthday-paradox algorithms using an expected O(B) group operations. We give a more efficient method (Algorithm 4), but it is not needed for Proposition 2.
To complete the demonstration of the proposition, we need only show how to compute |α| with an exponent E, using O(lg E) group operations.
Algorithm 3 (Linear Order). Given an integer E = q 1 q 2 · · · q w factored into prime powers and α ∈ G, let α 0 = α. On the condition that α E = 1 G : When searching for B-easy groups, it is typically not necessary to constrain space to this extent. The chosen bound B is L(1/2, √ 2/2) in terms of N = |G| (unconditionally), and the space will be O(B) (or better) even if a rho search is not used. The algorithm described below is significantly faster than a rho search, and in practice the space requirements are moderate (see Section 6).
A Parallel Primorial-Steps Algorithm. The primorial-steps algorithm [57] computes the order of an element in a generic group. It is asymptotically faster than the standard Θ( √ N ) birthday-paradox algorithms, with an improvement of Θ( √ log log N ). In practice the gain is a factor of two or three in both time and space over a standard baby-steps giant-steps implementation. We present a parallel version of the algorithm, designed for black boxes that can perform parallel group operations more quickly (typically by combining inversions in an underlying field).
A parallel algorithm is well suited to a multi-processor environment, but our primary motivation here is to speed up the group operation in a single thread of execution. The resulting algorithm remains generic. The performance improvement depends on the black box, but can be substantial (see Table 1 ).
As above, our approach is based on (4.1). Given α ∈ G, we use exponentiation by a suitable E to remove small primes from |α E |, enabling an optimized baby-steps giant-steps search. When B = 1000, we use E = 2 19 · 3 12 · 5 8 · 7 7 , and compute β = α E . Assuming that |α| ≤ B 2 , the integer N = |β| is then relatively prime to the primorial P 4 = 2 · 3 · 5 · 7 = 210. In general, we choose a primorial P = P w and a positive integer m, so that
where ϕ(P ) is Euler's function. We compute mϕ(P ) baby steps β b for each b ∈ [1, mP ] relatively prime to P w , and a similar number of giant steps β mP a for a from 1 to ϕ(P ). Since any integer N ≤ B 2 may be written in the form
one of our baby steps must match one of our giant steps. In our example, we let m = 10 and use 480 baby steps followed by 477 giant steps. We require some additional group operations to compute β = α E and the values β 2 , β 4 , . . . , β 10 needed to span the gaps between integers relatively prime to P 4 . The total is about half the 2000 group operations used in a standard baby-steps giant-steps search, and the space is similarly reduced. In general the improvement is a factor of P/ϕ(P ), and for a suitable P , one obtains an asymptotic complexity of O(B/ √ log log B).
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Applying optimized baby-step giant-step methods given constraints on |β| is not new; this technique is often used in conjunction with ℓ-adic methods, as in [41] . The novelty here is that the constraints are obtained generically.
In the example above we could have used P 5 rather than P 4 , and set m to 1. We intentionally use a slightly suboptimal value of P and a larger value of m to facilitate a parallel implementation. Rather than a single sequence of baby steps, we use m sequences, each spanning a range of P powers of β using ϕ(P ) group operations. We similarly use m suitably spaced sequences of ϕ(P ) giant steps.
To incorporate the usual optimization for fast inverses, we double the spacing between giant steps. We now choose m and P = P w satisfying 2m
2 P ϕ(P )
. We also precompute a wheel for the primorial P , a sequence r(n) with the property that 1 + n j=1 r(j) gives the (n + 1)st positive integer relatively prime to P , for n from 1 to ϕ(P ). The wheel for P 3 = 30 is the sequence (6,4,2,4,2,4,6,2) . The value r max denotes the largest element of the sequence r(n). To obtain greater flexibility in the choice of m, one can use P = tP w and "roll" the wheel t times in
Step 3 below. For simplicity we assume P = P w .
Algorithm 4 (Primorial-Steps). Given α ∈ G and a bound B, let m, P , E, and r(n) be as above, and let B and G be empty sets. On the condition |α| ≤ B 2 :
1. Compute β 0 ← α E and δ i = β For j from 1 to ϕ(P ) − 1: compute β ← βδ r(j) , set k ← k + r(j), and for i from 0 to m − 1, set B ← B ∪ (β i , i, k).
4. If (1 G , i, k) ∈ B, minimize N = P i + k over such tuples and goto Step 6.
5. Set k ← 0, then for i from 0 to m − 1 set G ← G ∪ (γ i , i, k). For k from 1 to ϕ(P ) − 1: compute γ ← γδ 0 , and for i from 0 to m − 1, set G ← G ∪ (γ i , i, k)
6. Find the least N = a ± b corresponding to γβ ±1 = 1 G , where a = 2mP (ϕ(P )i 1 + k 1 ) and b = P i 2 + k 2 , for some (γ, i 1 , k 1 ) ∈ G and (β, i 2 , k 2 ) ∈ B. If no such N exists, reject. Output N = |α|.
In a parallel search, the first match found doesn't necessarily give the order of β 0 (we could find a multiple of |β 0 |), hence the minimization of N . In a standard implementation we don't explicitly construct the set G, rather we check for a match in B as each giant step is computed. This allows early termination when successful, provided we handle the case that N is a multiple of |β 0 |. We can determine |β 0 | using the (factored) exponent N before proceeding to Step 7. In the present application there is good reason to explicitly compute G and perform the matching process in Step 6, as shown. We expect the search to fail in most cases, so this doesn't materially impact the time. It doubles the space required, but space is not a limiting factor and there are other ways to reduce it. The tuples in B and G needn't store entire group elements (a small hash value suffices) and B may be chosen judiciously (see Table 3 ).
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The advantage of computing both B and G explicitly is that it allows matching to be performed more efficiently (it also enables greater parallelism). When the group operation is extremely fast, the implementation of the lookup table used in a baby-steps giant-steps search can have a significant impact on the running time. On our test platform, the fastest black boxes achieve execution times close to the latency of general memory access. If we defer matching until the end it can be done more quickly, with better locality of reference, as described in Section 5.
4.1.
Recovering the zeta function. Having computed #J(C), we need to determine the zeta function of C. This problem (and many others) is discussed in [17] . We provide explicit details here for the genus 2 and 3 cases and analyze the cost of determining the zeta function once #J(C) is known.
Lemma 4. Let P (z) denote the L-polynomial of a non-singular, irreducible, projective curve C of genus g ≤ 3 defined over F q . For sufficiently large q, the values P (1) and P (−1) uniquely determine the coefficients of
Proof. Recall that a 0 = 1 and a 2g−i = q g−i a i for 0 ≤ i < g (Theorem 1). If g ≤ 2 then a 1 = [P (1) − P (−1)] /[2(q + 1)], and for 2 ≤ g ≤ 3, we find that a 2 = P (1) + P (−1) − 2(p 2 + 1) /2. This proves the lemma for g ≤ 2. For g = 3,
where A 1 is fixed and |δ 1 | < 6 3 q −1/2 , by the bounds in (3.2). If q ≥ 40 2 then |δ 1 | < 1/2 and the integer a 1 is determined, fixing a 3 as well.
To determine P (−1), we compute #J 2/1 (C) = P (1)P (−1)/P (1) (Lemma 1). For hyperelliptic curves, we may equivalently compute #J(C) (Lemma 3). In the non-hyperelliptic case we can compute in J 2/1 (C) via group operations in J 2 (C), using exponentiation by P (1) to obtain elements of J 2/1 (C).
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For simplicity, we assume C is hyperelliptic. In genus 2 we have
where the bounds in (3.2) imply |δ 1 | < 4 2 . There are at most eleven possible values for the integer a 1 . The corresponding values P (−1) = P (1) − 2(q + 1)a 1 form an arithmetic sequence with difference 2(q + 1). To distinguish the correct P (−1), we generate a random α ∈ J(C) and step through the sequence, computing powers of α. If only one exponent of α is found then we have determined P (−1) (usually the case). Otherwise we compute |α| using a suitable exponent (e.g., the gcd of all exponents found). By repeating this process we determine λ(J(C)) and, if necessary, apply Step 2 of Algorithm 1 to compute #J(C) = P (−1). 10 In fact, explicit computation of B and G enables searches that are effectively unlimited by RAM-they can be efficiently migrated to disk and matched via a merge or radix sort.
11 If d = gcd(P (1), P (−1)) > 1, we lose d-torsion elements of J 2/1 (C) when we do this, but the resulting subgroup will usually be large enough for our purposes.
We use a similar approach in genus 3, and assume q > 1640. We then have
with |δ 1 | < 6 2 + 1/2, giving 31 possibilities for a 1 . Given P (1) and a 1 , we find
with |δ 2 | < and we now have 31 arithmetic sequences for P (−1), each with a difference of 2(q + 1) and length less than 40q 1/2 . For a random α ∈ J(C) we can search for exponents of α among all these sequences simultaneously using a baby-steps giantsteps search (but not a primorial-steps search). We compute roughly 1240q 1/2 consecutive powers of β = α 2(q+1) (baby steps), followed by a similar number of giant steps suitably spaced among the 31 sequences. This can be implemented using parallel group operations, as in Algorithm 4.
The total number of group operations is O(q 1/4 ) in genus 3. In terms of the group size N ≈ q g , this is O(N 1/12 ), with a leading constant factor of about 70. Given the heuristically subexponential time required to find #J(C), the O(N 1/12 ) term is asymptotically dominant, but for practical values of N this is not the case. Even for N as large as 2 256 , given #J(C), the time to recover the zeta function is entirely tractable in genus 3 (perhaps a few minutes).
With modification, this approach can be applied in higher genera, but the running time becomes more significant. In genus 4 the complexity is O(N 3/16 ) group operations, and in general the complexity is Ω(N (g−1)(g−2)/(8g) ). Extensions to Kedlaya's algorithm [5, 30] compute the zeta function of a curve inÕ(p 1/2 ) time, giving anÕ(N 1/(2g) ) algorithm. This is slightly faster than our method in genus 4, and the advantage grows quickly in higher genera.
Implementation
We mention a few implementation details that may be relevant to those wishing to replicate our results. Our implementation platform was a 2.5GHz AMD Athlon 64 processor (dual core) with 2GB of memory, running a 64-bit Linux operating system. We ran eight of these systems in parallel in the larger tests. The algorithms were implemented using the GNU C compiler [55] and the GMP multi-precision arithmetic library [29] .
Black Boxes. The parallel group operation enabled by Algorithm 4 is most advantageous to a black box based on an affine representation of the Jacobian. We used modified versions of Algorithms 14.19-21 (genus 2) and Algorithms 14.52-53 (genus 3) in [11] . The black box executes several group operations up to the point where a field inversion is required, performs a single combined field inversion using Montgomery's trick [10] , then completes the group operations. With this approach the amortized cost of a field inversion is 3 field multiplications (3M), and the effective cost of a group operation is then 28M in genus 2 and 74M in genus 3.
The prime field arithmetic was implemented in C except for two in-line assembly directives, one to compute the 128-bit product of two 64-bit values and one to perform a 128-bit addition. The field multiplications for the Mersenne primes 2 61 −1 and 2 89 −1 were specifically optimized, but otherwise we used a Montgomery representation [44] , and Montgomery inversion was used in all cases (see [11] and [42] for algorithms). Performance metrics appear in Table 1 .
Parallel exponentiation. Both asymptotically and in practice, the exponentiation performed in Step 1 of Algorithm 2 dominates the total running time. To obtain the performance improvements offered by parallel group operations, we exponentiate in parallel for several curves defined over the same field. 12 The exponent E does not change once B is chosen, so it should be precomputed and put into a convenient form (a 2 k -ary sliding representation was used in our tests). The exponentiation takes more than twice as long as the search step, so it is convenient to have two threads performing exponentiations on a dual processor, feeding their results to a single search thread running in parallel.
Choosing the bound B = 2 n/u . Given the comments above, we might search to a bound greater than B 2 , balancing the time between exponentiation and searching. The behavior of the semismooth probability function G(1/u, 1/v) argues against this, as small changes in v have little impact. In fact, the optimal choice of v is slightly above 2/u, implying a bound less than B 2 , but the difference is negligible. The quantity 2 n/u /σ(u) is insensitive to small changes in u close to the optimal value. We can choose a slightly smaller u without materially impacting the running time, obtaining a substantially smaller B = 2 n/u , which saves space. As seen in Table 3 , one can reduce space by more than a factor of two while increasing the time by only 5%.
Eliminating 2-torsion. One can efficiently filter a family of hyperelliptic curves of the form y 2 = f (x) to remove curves whose Jacobian has even order by testing whether f (x) is an irreducible polynomial in F p [x] . This is well worth doing if one is interested in the group J 2/1 (C) = J(C), since #J(C) and J#(C) must have the same parity, but otherwise the situation is less clear. As shown in Table 2 , while the probability of finding groups with near-prime order generally increases when #J(C) is odd, the probability that #J(C) is B-easy goes down, more than offsetting the increase in many cases. Note that it is possible for any of the groups J 4/2 (C), J 3/1 (C) and J 3/1 (C) to have prime order even when #J(C) is even.
Efficient matching. In the description of Algorithm 4, the sets B and G contain tuples (α, i, k), where α ∈ G is a baby-step or a giant-step. It is not necessary to store α. It can be recovered using i and k by exponentiating β 0 or γ 0 , which are known to the algorithm. Asymptotically, a uniform hash value of lg B(lg lg B) 1+ǫ bits suffices to keep the cost of matching negligible. In practice, lg B is less than 30, the values i and k require a total of lg B bits, and we use a (64 − lg B)-bit hash value to make a 64-bit value for each tuple. This is about one third the size of a compressed group element.
When using a fast inverse optimization, it is helpful if an element and its inverse hash to the same value. This allows detection of both the cases γβ = 1 G and γβ −1 = 1 G , without requiring extra table entries. To localize memory access, a merge sort or (better) a radix sort may be used to find matches [34, 5.2.4-5] . We used a partial radix sort with a radix of 2 9 or 2 10 .
Examples
For ease of illustration, we use parameterized families of curves with small coefficients. This choice is arbitrary, as is the choice of finite field. In practice, one might choose a family of curves whose coefficients admit a particularly efficient implementation, as suggested by Bernstein [4] .
Genus 3 examples. We use the family of hyperelliptic curves defined by
over the prime field F p , with p = 2 50 − 27. As we are interested in groups J(C) with near-prime order, we don't try to compute #J(C) directly. Instead, we attempt to compute #J(C) for each curve in our family, using Algorithm 1 (with random coefficients, twisting is unnecessary). When successful, we apply the method described in Section 4.1 to recover the L-polynomial ofC usingP (1) = #J(C). We then compute #J(C) =P (−1) = P (1).
Given the bound B, Algorithm 1 succeeds if #J(C) is B-easy (Definition 1). To choose B, we make the heuristic assumption that #J(C) is a random n-bit integer, where n = lg #J(C) ≈ 150. We pick u to minimize 2 n/u /σ(u) and set B = 2 n/u . For n = 150, we choose u = 6.25 and find σ(u) ≈ 1/1765. (Table 3) .
Algorithm 1 uses B/ log 2 + o(B) group operations, about 36 million in this case ( Table 4 ). The genus 3 black box performs roughly 1.8 million group operations per second (Table 1) , and the CPU time per curve is about 20 seconds on a 2.5 GHz AMD Athlon-64. This chip has two processors, so on a single PC we test a curve every 10 seconds. We achieve our first success when t = 648 and find
Given #J(C), it takes only 300,000 group operations (0.2 seconds) to determine the zeta function of C, whose L-polynomial P (z) has coefficients a 1 = 39141148, a 2 = 1354965780525799, a 3 = 18939879984661962930696.
We then compute
This value isn't quite near prime, but it could have been; see Section 6 for a prime example. The average time required to successfully compute #J(C) for some curve in our family is about four hours on a single PC, somewhat better than σ(u) would suggest (we generally find our heuristic assumption pessimistic). The memory requirements are modest, about 200MB in this case, and in our largest tests, about 1GB. Memory usage can be substantially reduced with a small (< 5%) impact on performance (see Table 3 ). 13 We optimized for time. We tested similar families of curves with p = 3 · 10 16 + 29 (164-bit group size) and p = 2 61 − 1 (183-bit group size). Sample results are given in Table 6 . In the first case it took about a day per success on a single PC, and in the second, slightly over four days. We used eight PCs, succeeding roughly twice a day in the larger test. Distributed computation not only increases the throughput, it gives a linear speedup in the time to achieve the first success for up to O(1/σ(u)) processors. After an initial partitioning of the family of curves, no communication is required, making a distributed implementation straightforward. 13 By Proposition 3, the space can be made O(lg 2 #J(C)), but with a larger impact on time.
It is entirely feasible to find cryptographically suitable genus 3 Jacobians using this approach. However, the genus 2 case is more attractive, as we can find groups offering better security in much less time.
Genus 2 curves (1). We first consider the family of curves defined by
over the prime field F p with p = 2 61 − 1. We don't twist our initial family of curves, as we are not interested in the group J 2/1 (C) = J(C), but rather the other three groups listed in (2.2). In this case n = lg #J(C) ≈ 122 and we let u = 5.8, obtaining B = 2 n/u ≈ 2 21 and σ(u) ≈ 1/549. Algorithm 1 now uses about 4.6 million group operations per curve and the black box performs over 4 million group operations per second. The CPU time per curve is under 1.1 seconds, so we test about two curves per second and expect to successfully compute #J(C) roughly every five minutes on a single PC.
For each value of #J(C), we recover P (z) and, applying Lemma 1, compute
where ω = e 2πi/3 . If any of these are near prime, we may have found a cryptographically suitable group.
14 The first case where we succeed in computing #J(C) occurs when t = 816, and we find that the P (z) has coefficients a 1 = 618350030 and a 2 = 415833882783789026. The most interesting value is
where P 231 is a 231-bit prime. In this case J 3/1 (C) is equal to the trace zero variety T 3 (C). Even after taking Proposition 1 into account, which reduces the effective security of Jacobians over extension fields, this is well into cryptographic range. The next interesting case occurs on our fifth success, when t = 3909. We find
This is the order of J 2 (C 2 ) whereC 2 is the quadratic twist of C in F p 2 . This curve may be written as
where α is any non-residue in F p 2 . On our eleventh successful computation, when t = 6005, we find
giving a group with security comparable to a 194-bit genus 2 Jacobian of prime order over a prime field. The total time to reach this point is about 50 minutes, a typical scenario. If we are willing to wait a bit longer, we can find many groups with prime order, including cases where both #J 3/1 (C) and #J 3/1 (C) are prime (Table 5) . On a 64-bit platform, computation in either J 2 (C) or a trace zero variety T 3 (C) with p = 2 61 − 1 will likely be faster than in a Jacobian over a larger prime field with comparable security.
Genus 2 curves (2).
We tested genus 2 curves over three larger fields. In the first test we used the family of curves defined by
over the prime field F p , with p = 2 84 − 35. For u = 6.5 it takes about 34 hours per success on a single PC with #J(C) ≈ 2 168 . We computed the order of 43 Jacobians, finding 11 groups with near-prime order, including:
(1) The Jacobian of the curve y 2 = x 5 + x + 127861 over F p has near-prime order, with a 160-bit prime factor and a cofactor of 288. (2) The trace zero variety of the curve y 2 = x 5 + x + 89993 over F p 3 has 336-bit prime order.
Our second test used the same family of curves with p = 2 89 − 1. With u = 6.7 it takes about 4 days per success per PC with #J(C) ≈ 2 178 . We computed the order of 31 Jacobians, again finding 11 groups with near-prime order, including:
(1) The Jacobian of the curve y 2 = x 5 + x + 202214 over F p has near-prime order, with a 171-bit prime factor and a cofactor of 180.
(2) The Jacobian of the curve y 2 = x 5 +α 4 x+207686α 5 over F p 2 has near-prime order, with a 349-bit prime factor and a cofactor of 169. Our largest test used p = 2 93 − 25. We computed the order of a 186-bit Jacobian, finding a 372-bit trace zero variety of near-prime order for the curve
See Table 5 for the zeta functions of all the curves mentioned above.
Conclusion
For general families of genus 2 and genus 3 curves, efficiently finding cryptographically suitable Jacobians over prime fields remains a challenge. Our method substantially increases the size of Jacobians whose order can be effectively computed, and is feasible at the low end of the cryptographic range. In a distributed implementation, 200-bit group sizes are within reach. As our algorithm does not use ℓ-adic or p-adic methods, a combined approach may offer further improvement.
Given a family of genus 2 curves defined over a prime field, we can find cryptographically suitable groups over low degree extension fields efficiently on a single PC. Groups offering security comparable to 200-bit genus 2 Jacobians over prime fields are easily obtained (about an hour), and the time required to achieve 250-bit security levels is not unreasonable (a day or two). Trace zero varieties, in particular, appear to offer an attractive combination of performance and security.
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The column "×1" indicates operations performed singly and "×100" indicates operations performed in batches of 100. These figures are for random additions; doubling is ≈ 5% slower in genus 2 and ≈ 2% faster in Genus 3. All values are for single-threaded execution.
The columns E and S show the throughput of the exponentiation (E) and primorial-steps search (S) performed by Algorithm Table 2 . Jacobian Order Distributions in Genus 2 (percent)
The event A occurs when #J(C) ≈ 2 n is 2 n/u -easy (Definition 1). The event B a/b occurs when #J a/b (C) contains a prime factor at least 95% the size of #J a/b (C). For a random integer, the probability of this event is ∼ log(20/19) ≈ 5.1%.
Each row reflects a dataset of 10
6 Jacobians, with the bottom datasets containing only Jacobians with odd order (no 2-torsion). The datasets for n = 48 used curves with random coefficients over a field Table 3 . Search Parameter Estimates (millions)
The value n is an estimate of lg #J(C), w indicates the primorial Pw in Algorithm 4, and the parameter u minimizes (E + S)/σ(u), where σ(u) = G(1/u, 2/u) estimates the probability that a random integer N ≈ 2 n is B-easy. The value B = 2 n/u is listed in millions, as are the remaining five columns.
The values E = B/ log 2 and S = p 2Pw/ϕ(Pw)B estimate the group operations required for exponentiation (E) and a primorial-steps search (S) with parameter B. Their sum approximates the group operations used by Algorithm 1 in an unsuccessful attempt to compute #J(C), and (E + S)/σ(u) is a heuristic estimate of the average number of group operations required per successful computation of #J(C).
The last column estimates the memory used by Algorithm 4 assuming both sets B and G are explicitly computed, using 64 bits per tuple (see Section 5) . The last three rows show the impact of increasing u to reduce space. If only B is stored, the figures in the last column should be divided by 2. The value r is the actual success rate achieved. The first three tests used 10 6 curves, while the last three used 10 5 . Deviations from estimates are shown in parentheses.
C : y 2 = x 5 + x + 456579, p = 2 61 − 1 a 1 = 867588246, a 2 = 503655589160075568 #J 3/1 (C) and #J 3/1 (C) are 244-bit primes, #J 2 (C) not divisible by 3. 2 · P 349 where P 349 is a 349-bit prime.
C : y 2 = x 5 + 81x + 15466464, p = 2 89 − 1 a 1 = −29105979141185, a 2 = 216189507687913446441772723 #J 3/1 (C) = 7 · P 354 , where P 354 is a 354-bit prime, #J 2 (C) not divisible by 3.
C : y 2 = x 5 + 2x 3 + 3x 2 + 5x + 1050, p = 2 93 − 25 a 1 = 20868893099084, a 2 = 14008940235908131442826126566 #J 3/1 (C) = 7 · 313 · P 361 , where P 361 is a 361-bit prime, #J 2 (C) divisible by 3. 
