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Abstract 
 Self-organizing hierarchy systems refer to the class of multi level and multipurpose systems. Employment of measures of 
definiteness and ambiguity of information allows to analyze general mechanisms of entropic-information laws of technological 
repartition, which are fundamental basis of all inadvertently proceeding processes of information accumulation, leading to 
technological systems self-organization.  
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1. Introduction 
For information analysis of the quality of technological products and processes of their getting quantitative 
evaluation of information value can be produced only after preliminary agreement that each particular case has a 
value for being considered processes. Calculation algorithms of information capacity of the system, suggested by 
Shannon, allow to define correlation of amount of determinate information and amount of stochastic information, 
which cannot be conjectured beforehand and thereby to give an opportunity to define qualitative and quantitative 
evaluation of certain technological scheme.. 
 
2. Statement of the Problem 
 
  At general characteristics of entropic-information analysis of any objects statistic Shannon formula to express 
ambiguity of any system is widely used [1]: 
 
          H =                                                                                                                                       (1) 
 
where pi - detection probability of any homogeneous element of the system in their sets N; 
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       Let’s consider the employment of the given formula for quantitative evaluation of ambiguity of product quality 
or technological repartition through ambiguity of the main element of the system.  
As detection probability of the main element of technological system its content in the product, expressed in unit 
fractions can be accepted. Before publishing the theory, created by Shannon R. Hartley had suggested defining 
amount of information by the formula [2]:  
 
Hmax = log2 N,                                                                                                                                                   (2) 
                                           
where Hmax – amount of information; N- number of system elements.  
For entropic-information analysis of technological repartition it is necessary to choose uniform measure of statistic 
and determinate beginnings in any sum. This measure is more fully expressed in various ratios: free and combined, 
subjective and objective, real and potential and etc. [3]. Entropy employment is equally rightful as measures of 
random nature, also containing all ranges of system conditions. Information, as definiteness measure, reflects a 
function of structural beginning in technological system, and entropy, as ambiguity measure – its structureless 
addition [4]. 
Theorem 1. If    , — relative values of information I(d), entropy I(h) and under the law of sum maintenance 
of entropy and information the condition has been implemented:  
 
+ = 1,                                                                                                                                                 (3) 
 
 
then   is equation solution: 
+  – 1 = 0, 
where n Z, n ≥ 0. 
Proof. In equation (3) , =   =               is relative value of information and entropy. 
Their harmony is possible if and only if their relative changes are proportional [5]: 
     
=n                                                                                                                                              (4) 
 
              ln =nln +lnࣷ => ln =ln n  ࣷ => = ࣷ  )n                                                 (5) 
 
Let’s set initial conditions to define arbitrary constant: 
 
               n=1 => = .                                                                                                                             (6) 
 
As n Z, n ≥ 0., where Z – set of whole numbers, then c=1. Thus:  
 
              = n=> n+ 1=0.                                                                                                    (7) 
 
Which is what we set out to prove. 
     Mathematical description of the process of any system development is set by the formula [6]: 
>0, >0, 
 where M – mass, N – number of elements of technological system. 
     Positive second derivative testifies to accelerated development of the system. The main point of this acceleration 
in the fact that at transition to higher structural level of technological process a law or principle of progressive 
increase of diversity comes into effect [7]. In mathematical notion diversity increase principle lies in the fact that 
with transition to higher structural levels a number of elements, forming the given structural level, having various 
features, increases by the law:  
 
                 Nn= ,                                                                                                                                                 (8) 
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where n – ordinal number of the being considered level, n Z, n ≥ 0; Nn – number of elements of n-level; k – length 
of elements code on each level N0 – number of level elements, accepted for computing origin n=0. 
Theorem 2. Let Nn – number of elements of n-level of hierarchy system, n Z, n ≥ 0. I0 information capacity of zero 
level. Then information capacity of n-level in calculation for one element is expressed by the formula: 
                                                         
                 In=knI 0 ,                                                                                                                                                                                                                                         (9) 
where k – length of elements code on each level of hierarchy system. 
Proof.     
In = logNn = log  = knlogN0 = knI0. 
 
Which is what we set out to prove. 
Theorem 3. Information capacity of hierarchy system and of n-level is defined by equalities: 
 
=  
 
                                                                                                                                     (10) 
 
  where Hn(max) – maximally possible entropy of the system. 
Proof. According to the conservation law, amount of determinate information is calculated as difference between 
Hn(max) and Hn. Then:   
 
            In(d) = Hn(max) – Hn =>Hn(max) = Hn(max) – Hn + In(h)=> In(h) = Hn.                                                             (11) 
 
Maximum of information is found by Hartley formula, which is in connection with level one   
 
            Hn(max) = log                                                                                                                                            (12) 
 
where Nn is defined by the formula (9). 
      Information capacity of technological system depends on information peculiarities of the system and is defined 
by the formula [5]: 
 
             In=  ,                                                                                                                                                  (13) 
 
where - maximum change of information. 
As then: 
 
 
 
 
Which is what we set out to prove. 
     From the formula (11) it follows that, information capacity of any level of technological system, with the 
exception of zero one, always less than maximally possible one and cannot be in excess of some definite value for 
each level. 
Theorem 4. Information capacity of technological system is defined according to its stochastic part.  
Proof. We will prove ad absurdum. Let’s assume that information capacity of technological system is defined by its 
determinate part In=In(d). Then we will get from the equality (12): 
 
                         In(d) = Hn(max) – Hn = Hn(max) – In(h)=> In( h ) =  
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                     =Hn( m a x ) – In = Hn( m a x ) – =Hn(max)                                                               (14)  
 
If n=0, (h)=0. This means that this level is fully determinate and we arrive at contradiction. If information capacity 
of technological system is defined by its stochastic part, In = In(h)  then: 
 
In(h) = . 
If n=0, I0(d)=0 and determination is fully absent. 
Which is what we set out to prove. 
Theorem 5. Limiting degree of determination and unremovable stochastic technological system are defined by 
formulas: 
d∑n=     h∑n=   
 
where  , - system determinate and stochastic components,    - system maximum information. 
Proof. We will get on the basis of equality (12): 
 
 
 
(d)=  (15) 
   Maximum information of n-level and cumulative value of maximum information with regard for formulas (9) and 
(13) is defined as: 
 
 
=                                                                                                             (16) 
                                             
To set limiting degree, determination and unremovable stochasticity of technological repartition we will calculate 
the limits:  
   =   ,                                                                                                    (17) 
 
                .                                                                                                                                          (18) 
Which is what we set out to prove.  
3. Results 
       For limiting characteristics of technological system determination degree equals to the redundancy coefficient  
R = 1 – Hr / Hmax, used in information theory; ration equals h/d stochasticity coefficient G = Hr / Ir = (1 – R) / R,used 
in information theory; lr – realized information, Hr – system entropy at the moment under review, R - redundancy 
coefficient. 
    The context of information redundancy is connected with learning technological system. Stochasticity coefficient 
can change from zero to perpetuity and more particularly reflects stochastic and determinate peculiarities of 
technological system. The amount, equal 1/G = Q, gives more pictorial presentation about possibilities of 
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unpredictable development of technological system, therefore by analogy with stochasticity coefficient it can be 
called determinateness coefficient.  
On substituting equality (8) into (10), (15)-(16) we will get the formula to define all kinds of information of 
hierarchy system: 
In(h) =  ,I∑n(h)=logN   , 
 
        In   (d)=kn [1- ] logN ,                                                                                                                                 (19) 
 
       I ∑n (d) = logN  [1 – ] ,                                                                                                                    (20) 
 
      Hn(max) =knlogN, H∑n(max)= logN .                                                                                                            (21) 
 
  From formulas for determinate components and maximum information of technological system it follows that they 
do not have finite limits at n→∞ and are unbounded functions. As regard to stochastic part (19) we have convergent 
numerical series by D'Alembert criterion. 
Let’s compare estimated data of a new model, calculated by formulas (19)-(21), with estimated data of the theorem 
1 and offer comparative indexes according to determination degree of hierarchy system in the chart. Let’s illustrate 
difference of a new model, constructed by the theorem 1 graphically in coordinates n, d. We see that at transition to 
higher structural level law or principle of progressive increase of diversity comes into effect [5]. As probabilities 
distribution according to these levels doesn’t influence on product quality, while calculating it is sufficient to 
confine to only interlevel correlations.  
 
Table 1. Comparison of degrees of determination and stochasticity by calculating theorem1 and theorem5 for k=2 N0=2 
 
n Z     d  
0 0 1 0 1 0 
1 0,5000  0,5000  0,5000  0,5000  0,3333 
2 0,6180  0,3820  0,8333  0,1667  0,6190 
3 0,6823  0,3177  0,9583  0,0417  0,8000 
4 0,7245   0,2755  0,9917  0,0083  0,8989 
5 0,7549  0,2451  0,9986  0,0014  0,9496 
6 0,7781  0,2219  0,9998  0,0002  0,9749 
7  0,7965  0,2035  1,0  0  0,9875 
8 0,8111  0,1889  1,0  0  0,9937 
9 0,8245  0,1755  1,0  0  0,9969 
10 0,8354  0,1646  1,0   0  0,9984 
11 0,8446 0,1554  1,0  0  0,9992 
12 0,8528  0,1472  1,0  0  0,9996 
13 0,8599  0,1401  1,0  0  0,9998 
14 0,8662   0,1338 1,0  0   0,9999 
15 0,8722  0,1278  1,0   0   1,0 
16 0,8774  0,1226  1,0   0  1,0 
  
From chart Table1 data it is seen that level determination dn and harmonized determination )coincide only with 
first two levels. Thereafter level determination sharply increases, approximating to the unit on the seventh level. The 
system determination takes intermediate position. It is clear that is closer to system determination, for which 
determination value is less at the expense of score of low levels, distinguished by great stochasticity. System 
determination, as it is seen, essentially depends on length of the code of element k. On the second level of 
technological scheme, value, practically coinciding with ratio of golden section is got. 
This implies that at certain element base three-level systems with binary principle of organization must differ. 
However all three models require identification while comparing with practical data, demanding independent 
analysis.  
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Fig. 1. Dependence of determination degree on the level:N – level number; d – determination degree; l – dependence according to the theorem 1; 
2, 3 – level and system determination by new model 
 
4. Conclusions 
 
    The considered approach, in our opinion, fully corresponds to main requirements of system entropic-information 
analysis, as it provides completeness of its considering while modeling hierarchy system of technological processes 
at the expense of general theoretical and methodical conceptions, allowing to hold all the system totally within of 
eyeshot for solving a problem on all levels. Besides on the basis of account of main elements in the system and 
connections between them fullness and omnitude of consideration are provided. The suggested simplication 
algorithm while modeling allows to adequately reflect real technological repartition and take into account defining 
factors in hierarchy system.  
Proved theorems in the work show inextricable connection of determinate and stochastic components, the first of 
which is dominating and providing stability and the second one defines refined changes and optimum information 
capacity of technological systems. In this connection we conclude that entropic information approach to learning 
technological systems is objectively necessary.  
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