Driven by the need to reduce the installation cost and maintenance cost of structural health monitoring (SHM) systems, wireless sensor networks (WSNs) are becoming increasingly popular. Perfect time synchronization amongst the wireless sensors is a key factor enabling the use of low-cost, low-power WSNs for structural health monitoring applications based on output-only modal analysis of structures. In this paper we present a theoretical framework for analysis of the impact created by time delays in the measured system response on the reconstruction of mode shapes using the popular frequency domain decomposition (FDD) technique. This methodology directly estimates the change in mode shape values based on sensor synchronicity. We confirm the proposed theoretical model by experimental validation in modal identification experiments performed on an aluminum beam. The experimental validation was performed using a wireless intelligent sensor and actuator network (WISAN) which allows for close time synchronization between sensors (0.6-10 μs in the tested configuration) and guarantees lossless data delivery under normal conditions. The experimental results closely match theoretical predictions and show that even very small delays in output response impact the mode shapes.
Introduction
A wireless sensor network (WSN) consists of a group of sensors that use wireless links to perform distributed sensing tasks. These networks are built on low-cost, low-power devices that are easy and inexpensive to install and use. Due to the advantages of wireless sensor networks over traditional wired networks, they are becoming immensely popular in a wide variety of applications, including structural monitoring applications based on vibration analysis. Sensor networks can be used to monitor vibration of the structure and calculate parameters that indicate the presence of damagerelated changes in characteristics of the structure. A significant number of structural health monitoring methods are based 3 Author to whom any correspondence should be addressed.
on analysis of changes in mode shapes. Therefore, accurate extraction of mode shapes is crucial for sensitivity and accuracy of damage detection. In this work, the effect of time delays in wireless sensing networks on mode shape extraction from structures has been studied.
Output-only modal analysis
Damage detection in structures has been an important and interesting research topic for more than 30 years [1] . The first step, however, is to accurately determine the mode shape of the structure. Many algorithms and methods have been developed and used in this regard [2] . A special class of such algorithms based on only the output response of the system (output-only modal analysis) has become very popular over the last few years [3] . This method completely eliminates the need for an input excitation system for determining the mode shape. Ambient excitation generally has a multiple input nature with wide band frequency content which excites a significant number of vibration modes. Hence, in the output-only modal analysis method, the excitation input is considered to be a zero mean Gaussian white noise. The commonly used outputonly modal analysis techniques can be broadly classified into two groups based on their domain of operation, namely the (a) frequency domain (or non-parametric) and the (b) time domain (or parametric) approach.
The basic frequency domain approach is based on peakpicking from average normalized power spectral densities (ANPSDs) [4] that are obtained by converting the measured accelerations to the frequency domain by a discrete Fourier transform (DFT). This frequency domain approach was later improved by performing single value decomposition (SVD) of the matrix of responses, to obtain power spectral densities of a set of single degree of freedom systems [5] . The method of frequency domain decomposition (FDD) was systematized [5] and enhanced [6] in order to extract modal damping factors estimates. The second class of algorithms is based on parametric time domain methods or modal identification methods. These methods rely on choosing an appropriate mathematical model (stochastic or auto-regressive model) that fits the experimental data to the maximal extent. Some of these methods include the auto-regressive-moving average (ARMA) model based on discrete-time data [7] , the Ibrahim time domain (ITD) [8] , covariance-driven stochastic subspace identification (SSI-COV) [9] , and stochastic subspace identification (SSI-DATA) [10] . For large and complex systems, these methods involve highly complex computations and the accuracy of the analysis depends on prior knowledge of the order of the chosen mathematical model. Hence, in this paper, study is limited to output-only modal analysis using the FDD technique.
Time synchronization in wireless sensor networks
Time synchronization in wireless sensor networks has been an important concern that has restricted the application of these networks. Each wireless sensor in the network has its own hardware oscillator based clock providing timing signals to the sensor. Due to varying oscillator frequencies, the clocks on the sensors drift with respect to each other and have to be continuously synchronized with each other in order to maintain a constant operation time. A number of methods have been developed and tested in this direction.
Computer clocks on the internet are synchronized using the network time protocol (NTP) [11] . NTP is a protocol built for energy abundant networks where the networking devices listen to the network at all times and have continuous ability to transmit packets. Thus NTP is not an ideal solution for wireless sensor networks that have stringent resources. Another approach is to install a Global Positioning System (GPS) on every wireless sensor to keep track of the real time. This solution, however, creates a number of problems such as additional hardware costs, increased installation costs and substantial decrease in battery life. Most monitoring applications require placing sensors in remote locations (e.g., under a bridge) that may not have access to the GPS signal. Time synchronization algorithms developed in the past for wired sensor systems achieve very high accuracy of <1 μs [12] , but the same level of accuracy is a challenging task for wireless sensor networks. The next set of methods has been developed specifically for wireless sensor networks [13] . The reference broadcast scheme (RBS) is a receiver-receiver method where each sensor sends reference beacons to its neighbors [14] . This helps the sensor to calculate the relative drift of its clock with respect to the others. In order to achieve high precision, multiple reference pulses need to be transmitted, imposing an undesirable load to the bandwidth. The timing-sync protocol sensor network (TPSN) [15] is another complex method based on an 'always on' model. Here, all the sensors maintain their clock synchronized to a reference clock in the network. This algorithm first establishes a hierarchical structure in the network and then performs pairwise synchronization to a global timescale. An RBS on mica motes showed the best synchronization precision of up to 29 μs [15] while the TPSN gives an average precision of about 16 μs. Tiny-Sync and Mini-Sync [16] are lightweight synchronization algorithms developed using the conventional two-way messaging method. They estimate the relative drift and offset between the clocks of two sensors. They also rely on a hierarchical architecture like TPSN that increases the energy requirements of the network and has much lower precision than the TPSN itself. Other algorithms like the lightweight tree based synchronization (LTS) [17] algorithm offer very lowcost synchronization, but with very limited accuracy and thus limited applicability. Most of these algorithms have been tested only on simulation platforms or in laboratory experiments using a single-cluster, single-hop network. Global beacon synchronization methods have been used where each wireless sensor receives the same beacon ping and sets its clock to 0. This method has been used earlier to attain synchronization within 0.1 ms [18] . A practical implementation of a sensor network for monitoring of bridges in South Korea used a beacon based synchronization method. These networks were initially synchronized to a 20 μs precision, but accumulate up to a 5 ms delay in a 6 s period [19] .
Our network also uses a beacon based synchronization method (discussed in section 2.2), but achieves substantially higher accuracy even with a multi-cluster architecture.
Wireless intelligent sensor and actuator network (WISAN)
WISAN [20] is a wireless network previously developed by us. WISAN consists of a number of wireless sensors equipped with sensing elements that measure ambient vibrations, temperature and strain. These sensors form a reliable, lowpower distributed wireless sensor network in the 2.4 GHz ISM frequency band [21] . Currently, the physical implementation of this distributed wireless data acquisition system consists of an array of 50 wireless sensors ( figure 1(a) ) and 6 wireless receivers or PAN coordinators ( figure 1(b) ). The WISAN sensor is built using an ultra-low-power MSP430 microcontroller MSP430F1611 from Texas Instruments [22] and a radio transceiver from Chipcon [23] . WISAN is fully compatible with IEEE 802.15.4 and can be utilized worldwide in the 2.4 GHz ISM frequency band and coexists with Wi-Fi and other devices. Data collection is performed in real time by the sensors and sent to the PAN coordinators, which are connected to a TCP/IP server application via a wired serial interface. The server application can be accessed by a TCP based client application for collection of data and controlling other features of the network. Figure 2 shows a typical schematic of the WISAN sensor network. Data reliability is provided by a reservation based scheduler implemented in the upper layers of the network [24] . This transparent scheduling extension on top of IEEE802.15.4 protocol enables almost 100% efficient bandwidth utilization by eliminating network collisions and provides 3-5 times more bandwidth compared with traditional CSMA-CA. The same protocol also ensures low latency of data transmissions and lossless delivery under normal conditions. A low-power 3D MEMS accelerometer LIS3L02AQ from STMicroelectronics [25] is used as an internal on-board sensor (for all 50 wireless sensors) or as an external sensor (for 25 wireless sensors). The sensor noise floor is listed as 50 μg Hz −1/2 , which results in effective resolution of less than 0.56 mg in the frequency band up to 125 Hz used in the experiments. The accuracy of the sensors was validated in laboratory experiments against a scanning laser Doppler vibrometer. The noise floor of the sensor interfacing circuitry is established to be as low as −85 dB Hz −1/2 , making the system suitable to be used for applications with low level of vibration. All the sensor nodes also have provision to interface strain sensors. The internal 12-bit ADC on the microcontroller is oversampled to provide low noise 14-bit data. An optional micropower 24-bit ADC is also provided on 25 sensors. The gain and offset compensation stage is provided to improve resolution. A fifth order low-pass filter is wirelessly programmable with software configurable cut-off frequency. A 1 Mb flash memory is available for on-board storage and a 32 kHz oscillator for real time clock and low-power modes. A specialized method for time synchronization has been implemented that restricts the synchronization error between any two sensors in the network, including sensors in different networks, in the range of ±10 μs (in the WISAN configuration presented in this paper). This feature enables 'wired-like' behavior, where a data sample is taken at exactly the same moment by all sensors in the network. Figure 2 shows the typical network diagram of the WISAN sensor network.
The following sections present the theoretical framework for analysis of the effect of time synchronization in WSNs on structural mode shapes extracted using FDD and experimental validation of the proposed methodology. Development of the methodology for estimation of the impact of time delays on mode shapes is presented in section 2. The same section highlights timing characteristics of WISAN wireless sensor nodes used in experimental validation. Section 3 describes the experimental validation of the time synchronization model. The results are presented and discussed in section 4 and key conclusions are presented in section 5.
Methods
Frequency domain decomposition (FDD) is one of the most commonly used output-only modal analysis techniques. FDD calculates a power spectral density (PSD) matrix with the output response signals obtained for any unknown excitation.
. . , f m (t) be the output time response signals measured, for example, acceleration time histories acquired by the wireless sensors. Hence, the total measured output response is given by
The Fourier transform of the output response is given by
Thus, the measured output power spectral densityĜ yy (jω) is given bŷ
The estimate of this output PSDĜ yy (jω) at a discrete frequency ω = ω i is decomposed by taking the SVD of the matrixĜ
where the matrix U i = [u i1 , u i2 , . . . , u im ] is a unitary matrix holding the singular vectors u i j , and S i is a diagonal matrix holding the scalar singular values s i j . If the j th mode in the spectrum is dominating, the first singular vector u i1 is an estimate of the mode shapeφ
Time delay in measured data
An error in synchronization of the measured time data at a single sensor location would result in a relative time shift in data sampled from the point, say, f k (t) = f k (t − t 0 ). This error is translated to the frequency domain as
Let X = F k (ω); then the measured output PSD becomeŝ 
is a singular matrix of rank 1. In particular, G yy (jω i ) = X X has at most one non-zero eigenvalue λ = X X with the corresponding eigenvector equal to X [26] . Hence, for equation (7),F (ω i ) is the eigenvector corresponding to the perturbed matrixĜ yy (jω i ) which gives the mode shape at frequency ω i , whileF(ω i ) is the eigenvector for the unperturbed matrixĜ yy (jω i ). The resultant mode shape at frequency ω i with a relative time shift of t 0 at sensor location k will be given by the difference inF(ω i ) andF (ω i ) as
The result obtained in equation (8) shows clearly a time shift in measured data leads to an error in mode shape resolution at that particular sensor location. The original mode shape value is multiplied by a factor (ζ = e jω i t 0 ) that depends both on the mode frequency and the amount of relative time shift in the sensor location. 
Time synchronization in WISAN
WISAN uses a low-latency time synchronization method based on extending the beaconing mechanism in IEEE802.15.4 protocol. In a hierarchical network, each wireless sensor connects to a PAN coordinator through a single-hop connection. These coordinators are interfaced to a high capability computing system (e.g., a personal computer) via a high-bandwidth wired link. A TCP based server application runs on the computing system, thus enabling remote control of the entire network. At any particular location, one of the coordinators is designated as the master and all others as the slaves. This master coordinator generates a timer output when sending a beacon on one of its output ports. This output signal is wired to all the slave PAN coordinators and acts as an input to a capture-and-compare port. The time difference between the internal clock and the captured event is used to periodically adjust the clock of the slave coordinators. Therefore, all PAN coordinators in the network run on virtually identical time. Each coordinator periodically sends beacons to all wireless sensors associated with that coordinator. Each time the beacon packet arrives, the radio chip generates a pulse which in conjunction with a capture-and-compare module is used to adjust the clock on the wireless sensor. Thus, the WISAN time synchronization mechanism relies on a simple hierarchical organization where synchronicity of the global network is achieved by keeping the wireless sensors tightly synchronized to a PAN coordinator and by keeping all PAN coordinators tightly synchronized via a wired connection. For large-scale installations, spatially distributed coordinators can be synchronized by using a GPS time reference. The accuracy of time synchronization in WISAN was tested by sampling a sinusoid signal on three wireless sensors associated to three different coordinators. Time delay in the sensors corresponds directly to shift in the phase of the sampled sinusoidal signal. An FFT routine is thus applied to determine the amplitude and phase of the received data. Let f 1 (t), f 2 (t) and f 3 (t) be the three received signals such that f 1 (t) = sin(ω 0 t +φ 1 ), f 2 (t) = sin(ω 0 t +φ 2 ) and f 3 (t) = sin(ω 0 t +φ 3 ). The respective Fourier transforms given as F 1 (ω), F 2 (ω) and F 3 (ω) have peak values at frequency ω 0 , with corresponding phase differences as φ 1 , φ 2 and φ 3 . The time difference of the wireless sensors is then calculated from the phase difference. For instance, let the time difference between wireless sensor 1 and 2 be 12 , which is calculated as
From multiple experiments it has been established that the time delays among sensors have been measured for the specific network configuration to range from a minimum of 0.6 μs to a maximum of 9 μs. Thus, implementation of this method synchronizes all the wireless sensors to less than ±10 μs.
Experimental analysis
To validate the theoretical analysis of time delay impact on FDD reconstructed mode shapes, we constructed experiments on a free-free aluminum beam. The test setup consisted of a 100 in × 1 in × 1/2 in standard aluminum (6061) beam, suspended freely on both ends using elastic strings, as shown in figure 3 . The beam was excited by providing an input signal to a vibration exciter/shaker-power amplifier system. A metal stinger with a flat, rectangular top at the tip was connected to the shaker, as shown in figure 4 . The excitation signal was provided to the shaker from a personal computer via an amplifier. Wireless accelerometers were attached to the top surface along the length of the beam using a thin layer of hot glue. The acquired acceleration was sent in real time to the PAN coordinator. The server application was accessed using a TCP based client application.
The beam was freely suspended along the ends in a horizontal orientation with the smaller dimension (0.5 in) as the height and the larger dimension (1 in) selected as the width of the beam. Twenty-one sensors were placed along the length of the beam, as shown in figure 3 . The wireless sensors formed three network clusters on three independent frequency channels. The beam was excited using different excitation signals, that is, sinesweep and band-limited random excitation. Excitation response data of the beam were collected at a sampling rate of 284 Hz and sampling resolution of 14 bits. The cut-off frequency of the anti-aliasing filter was set to 125 Hz. Each recording was taken for 120 s. The peak excitation level was set to ±500 mg, resulting in about 10 bits of sensor resolution. The data were processed using the output-only modal analysis software ARTeMIS [27] to obtain the mode shapes.
In order to check the experimental results, natural frequencies of the beam were also calculated by solving the standard equations of motion using the Engineers Toolbox Software [28] . Also, a finite element analysis was performed using Visual Nastran. The beam model with the exact dimensions was generated using AutoCAD and imported into the finite element software package. A mesh of size 0.08 in (2.032 × 10 −3 m) was generated and applied to the beam. Standard material properties of 6061 aluminum [29] were selected, as shown in table 1. The beam was simulated to obtain the modal frequencies and mode shapes.
Next, for analyzing the dependence of the mode shape extraction accuracy on time synchronization, the time series data from the sensors were processed using a MATLAB function. The band-limited random excitation is the closest to the real ambient excitation, and hence was chosen for testing. Collected data from multiple locations of the beam were guaranteed by WISAN to be within ±10 μs and were used to compute the 'gold standard' mode shapes. Since we could not control the amount of experimental delay in WISAN, an additional artificially induced delay was introduced by shifting the 'gold standard' sensor data in time at one location. Thus, the effect of a known delay could be seen by comparing the mode shape computed from delayed data with the 'gold standard' mode shape. The resulting data were processed to obtain the mode shape using FDD decomposition. Ideally, this mode shape should correspond toF (ω i ) and provide an estimate of the multiplication factorζ . However, experimental analysis causes large round-off errors for sensors located near the modal node locations. If the delay happens to be at a modal node location, the effect ofζ is multiplied by a mode shape value of F (w i ) ≈ 0 and the difference between the actual and delayed mode shape will not be explicit. Hence, in order to validate the result obtained in equation (8) experimentally, it becomes necessary to make the analysis independent of location at which the delay is applied. To experimentally estimateζ based on all possible sensor locations, rather than just a single location, the mode shapes (δ 1 , δ 2 , . . . , δ k , . . . , δ m ) were obtained for artificial time shifts at each sensor location. The time-shifted mode shape value at every sensor location from the corresponding mode shape is plotted versus location to obtain the time-shifted mode shape. Practically, the multiplication factorζ = e jω i t 0 , which depends only on the mode frequency and amount of time delay, transforms the original mode shape into the time-shifted mode shape. The multiplication factor can be estimated from experimental data by computing a covariance index (ζ ≈ζ ) between the original mode shape and the time-shifted mode shape using the least square fitting that minimizes the norm between the two mode shapes [30] . For example, let a be the original mode shape and b be the time-shifted mode shape, then ζ 0, such that
The computed covariance index is a direct estimate of the theoretically obtained multiplication factorζ .
Results and discussion
Experimental modal analysis of a solid aluminum beam has been performed using WISAN and validated versus theoretical results and simulations. Table 2 Artificial time shifts in sensor data show a direct impact on the mode shapes. Figure 6 shows how a small artificially induced time shift (30 μs) at location 7 results in a noticeable error in the mode shape at that particular location, especially for higher order modes. It may be noted here that sensor 7 lies near a node for mode 4, hence lower changes are seen as compared to mode 2 or 3. When used for damage detection using highly sensitive differential techniques [31] , the error due to asynchronization could potentially indicate a damage in the time-shifted location, thus leading to wrong analysis. A large time shift (3 ms) induced at the same location as the 30 μs delay shows considerable changes in the mode shapes at that location (figure 7). The effect of an identical delay on various locations of a mode shape can be better visualized by constructing a time-shifted mode shape. To compute a timeshifted mode shape, the same delay is introduced at every sensor location (one at a time), and the mode shape value with delay-induced change is plotted against location. For example, figure 8 shows the time-shifted mode shapes for the 3 ms delay. The covariance index (ζ ) is calculated between the original mode shape and the time-shifted mode shape for a time shift ranging from 30 μs to 100 ms for the first four mode shapes of the beam (figure 9).
The trend from figure 9 clearly suggests a dependence between the modal frequencies, the duration of the time shift and the error in mode shape. It can be clearly seen from figures 9 and 10 that when the amount of delay is proportional to the modal frequency ( f i ), that is t i α1/ f i , the error is low and the ζ is closer to one. In between these regions, ζ shows an exponential pattern predicted by equation (8) . The comparison of the ζ obtained experimentally andζ obtained theoretically (figure 10) shows that the experimentally obtained result perfectly satisfies the theoretically obtained model, with some tolerable round-off errors.
Also, since most of the error due to time synchronization reported in literature [14, 15, 32, 4, 16] is generally in the range of 20 μs to 1 ms, a zoomed plot of the ζ in this region has been shown in figure 11 . It is known that higher modes are better indicators of structural damage but it also can be seen that even a very small (30 μs) time delay can cause a considerable reduction in reliability of the mode shape reconstruction of higher modes. Thus, higher modes are more sensitive to relative time shifts in sensor data. Also, figure 10 shows a linear dependence of time shift on ζ with the higher mode more sensitive to time delays in the region lying between 20 μs and 1 ms.
These results show that the impact of time synchronization on reconstruction of the mode shapes can be very significant and is comparable to or even exceeds the effects of sensor noise. For example, the experimental and theoretical estimates of ζ are usually in the range of 0.35-1.0. From a practical perspective, a mode shape value which is only 35% of expected (ζ = 0.35) most likely is not usable. Such a change in the mode shape is significantly higher than that typically originating from sensor noise (0.01-1%). It is also important to notice that a time synchronization error does not impact all mode shapes to the same extent. For example, as figure 10 shows, a ≈20 ms delay will have minimal consequences for the third mode (ζ ≈ 1.0) but may result in drastic changes in the same location of the fourth mode (ζ ≈ 0.35). Since the impact of sensor synchronization can be so pronounced, for practical purposes we recommend estimating the upper bound to which the mode shapes can be affected by computing ζ for the expected highest frequency mode while assuming the maximum time error in sensor data. As an example, the upper bound of the error due to time synchronization in 'gold standard' mode shapes collected by WISAN in beam experiments was 0.16% (±10 μs time sync error and 82.16 Hz highest modal frequency), which is comparable to measurement noise.
Conclusions
In this paper we present a novel methodology for estimating the effects of sensor time synchronization on mode shape reconstruction using the commonly accepted output-output method of FDD. The theoretical analysis shows that time asynchronicity in sensor data leads to the errors in reconstructed mode shape proportional to e ω i t 0 , and therefore dependent on both the time delay and modal frequency. This finding allows estimating the impact of the time delay on accuracy of the mode shapes. Such analysis is very relevant to the data acquired by WSNs where sensors are not perfectly synchronous with each other.
The proposed theoretical formulae have been experimentally validated by predicting changes in the mode shapes of an aluminum beam created by artificially induced delays in the data. The Wireless Intelligent Sensor and Actuator Network (WISAN), a wireless platform for structural health monitoring previously developed by us, was used for the beam experiments. The key feature of WISAN is a precise time synchronization method that behaves in a manner very similar to wired networks. WISAN tests show that the time delay between any two sensors in the network is restricted to less than ±10 μs in the presented configuration. The first four mode shapes were extracted from an aluminum beam equipped with 21 acceleration sensors and excited using sinesweep and Gaussian noise excitation. Experimental data show a very close match to the finite element model. Artificial time shifts introduced into the acceleration time histories closely match changes in mode shapes predicted in equation (8) . The amount of change in mode shapes was measured by a covariance index (ζ ) which was calculated for the first four modes and time shifts varying from 30 μs to 100 ms.
The results from figures 9 and 10 show that ζ is periodic in nature with the modal frequency, and is very close to the multiplication factorζ , established in section 2. Also, it can be seen from figure 11 that, for low time shifts (less than 1 ms), higher modes are more sensitive and have lower ζ .
Overall, the results show that impact of the time errors can be comparable to or higher than sensor noise, and accurate mode shape reconstruction from the data acquired by wireless sensors is possible under conditions of tight synchronization.
