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HOMOTOPY INVARIANT PRESHEAVES WITH FRAMED TRANSFERS
GRIGORY GARKUSHA AND IVAN PANIN
ABSTRACT. The category of framed correspondences Fr∗(k), framed presheaves and framed shea-
ves were invented by Voevodsky in his unpublished notes [12]. Based on the theory, framed motives
are introduced and studied in [7]. The main aim of this paper is to prove that for any A1-invariant
quasi-stable radditive framed presheaf of Abelian groups F , the associated Nisnevich sheaf Fnis is
A1-invariant whenever the base field k is infinite of characteristic different from 2. Moreover, if the
base field k is infinite perfect of characteristic different from 2, then every A1-invariant quasi-stable
Nisnevich framed sheaf of Abelian groups is strictly A1-invariant and quasi-stable. Furthermore,
the same statements are true in characteristic 2 if we also assume that the A1-invariant quasi-stable
radditive framed presheaf of Abelian groups F is a presheaf of Z[1/2]-modules.
This result and the paper are inspired by Voevodsky’s paper [13].
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1. INTRODUCTION
The main goal of the Voevodsky theory on framed correspondences (see [12, Introduction]) is
to suggest a new approach to the stable motivic homotopy theory SH(k) more amenable to explicit
calculations. Inspired by the Voevodsky theory [12], the authors introduce and develop the theory
of framed motives of algebraic varieties in [7]. One of the main purposes of the theory [7] is to give
explicit computations of the suspension spectra/bispectra of smooth algebraic varieties in terms of
explicit motivic spaces with framed correspondences. One of the key steps in the computations
of [7] is Theorem 1.1 proved in this paper. Theorem 1.1 is also inspired by Voevodsky’s paper [13].
The main result, Theorem 1.1, can be reformulated in terms of ZF∗-presheaves of abelian groups
on smooth algebraic varieties Sm/k. Recall that ZF∗(k) is defined in [7] as an additive category
whose objects are those of Sm/k and Hom-groups are defined as follows. We set for every n > 0
and X ,Y ∈ Sm/k,
ZFn(X ,Y ) = ZFrn(X ,Y )/〈Z1⊔Z2−Z1−Z2〉,
where Z1,Z2 are supports of correspondences. In other words, ZFn(X ,Y ) is a free abelian group
generated by the framed correspondences of level n with connected supports. We then set
HomZF∗(k)(X ,Y ) =
⊕
n>0
ZFn(X ,Y ).
The canonical morphisms Fr∗(X ,Y ) → HomZF∗(k)(X ,Y ) define a functor R : Fr∗(k) → ZF∗(k),
which is the identity on objects. For any A1-invariant quasi-stable ZF∗-presheaf of abelian groups
F the functor F ◦R : Fr∗(k)
op → Ab is A1-invariant quasi-stable radditive framed presheaf of
abelian groups.
By definition, a Fr∗-presheaf F of Abelian groups is stable if for any k-smooth variety the
pull-back map σ ∗X : F (X)→F (X) equals the identity map, where σX = (X ×0,X ×A
1, t; prX ) ∈
Fr1(X ,X). In turn, F is quasi-stable if for any k-smooth variety the pull-back map σ
∗
X : F (X)→
F (X) is an isomorphism. Also, recall that F is radditive if F ( /0) = {0} and F (X1 ⊔ X2) =
F (X1)×F (X2).
For any A1-invariant stable (respectively quasi-stable) radditive Fr∗-presheaf of Abelian groups
G there is a unique A1-invariant stable (respectively quasi-stable) ZF∗-presheaf of Abelian groups
F such that G= F ◦R. This follows easily from the Additivity Theorem of [7].
Therefore the category of A1-invariant stable (respectively quasi-stable) radditive framed pre-
sheaves of Abelian groups is equivalent to the category of A1-invariant stable (respectively quasi-
stable) ZF∗-presheaves of Abelian groups.
The latter means that the main result formulated in the abstract is equivalent to the following
Theorem 1.1 (Main). For any A1-invariant quasi-stable ZF∗-presheaf of abelian groups F , the
associated Nisnevich sheaf Fnis isA
1-invariant whenever the base field k is infinite of characteristic
different from 2. Moreover, if the base field k is infinite perfect of characteristic different from 2, then
every A1-invariant quasi-stable Nisnevich framed sheaf of Abelian groups is strictly A1-invariant
and quasi-stable. Furthermore, the same statements are true in characteristic 2 if we also assume
that the ZF∗-presheaf of abelian groups F is a presheaf of Z[1/2]-modules.
In the rest of the paper we suppose that the base field k is infinite.
Acknowledgements. The authors would like to thank Alexey Ananyevskiy, Andrey Druzhinin and
Alexander Neshitov for many helpful discussions.
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2. A FEW THEOREMS
The main aim of this section is to state a few major theorems on preshaves with framed transfers.
As an application, we deduce the following result (which is the first assertion of Theorem 1.1).
Theorem 2.1. For anyA1-invariant quasi-stable ZF∗-presheaf of abelian groups F , the associated
Nisnevich sheaf Fnis is A
1-invariant and quasi-stable if the characteristic of the base field k is
different from 2. If the characteristic of k equals 2 and F is an A1-invariant quasi-stable ZF∗-
presheaf of Z[1/2]-modules, then the associated Nisnevich sheaf Fnis is A
1-invariant and quasi-
stable presheaf of Z[1/2]-modules.
We need some definitions. We will write (V,ϕ ;g) for an element a in Frn(X ,Y ). We also write
Za to denote the support of (V,ϕ ;g). It is a closed subset in X×A
n which is finite over X and which
coincides with the common vanishing locus of the functions ϕ1, ...,ϕn in V . Next, by 〈V,ϕ ;g〉 we
denote the image of the element 1 · (V,ϕ ;g) in ZFn(X ,Y ).
Definition 2.2. Given any k-smooth variety X, there is a distinguished morphism σX = (X ×
A
1, t, prX ) ∈ Fr1(X ,X). Each morphism f : Y → X in Sm/k can be regarded tautologically as
a morphism in Fr0(Y,X).
In what follows by SmOp/k we mean a category whose objects are pairs (X ,V ), where X ∈ Sm/k
and V is an open subset of X , with obvious morphisms of pairs.
Definition 2.3. Define ZF
pr
∗ (k) as an additive category whose objects are those of SmOp/k and
Hom-groups are defined as follows. We set for every n> 0 and (X ,V ),(Y,W ) ∈ SmOp/k:
ZF pr∗ ((Y,W ),(X ,V )) = ker[ZFn(Y,X)⊕ZFn(W,V )
i∗Y−iX ,∗−−−−→ ZFn(W,X)],
where iY :W → Y is the embedding and iX : V → X is the embedding. In other words, the group
ZF
pr
∗ ((Y,W ),(X ,V )) consists of pairs (a,b) ∈ZFn(Y,X)⊕ZFn(Y
0,X0) such that iY ◦b= a◦ iX . By
definition, the composite (a,b)◦ (a′,b′) is the pair ((a◦b),(a′ ◦b′)).
We define ZF∗(k) as an additive category whose objects are those of Sm/k and Hom-groups are
defined as follows. We set for every n> 0 and X ,Y ∈ Sm/k:
ZF∗(Y,X) = Coker[ZF∗(A
1×Y,X)
i∗0−i
∗
1−−−→ ZF∗(Y,X)].
Next, one defines ZF
pr
∗ (k) as an additive category whose objects are those of SmOp/k and Hom-
groups are defined as follows. We set for every n> 0 and (X ,V ),(Y,W ) ∈ SmOp/k:
ZF
pr
∗ ((Y,W ),(X ,V )) = Coker[ZF
pr
∗ (A
1× (Y,W ),(X ,V ))
i∗0−i
∗
1−−−→ ZF pr∗ ((Y,W ),(X ,V )].
Notation 2.4. Given a ∈ ZF∗(Y,X), denote by [a] its class in ZF∗(Y,X). Similarly, if r = (a,b) ∈
ZF
pr
∗ ((Y,W ),(X ,V )), then we will write [[r]] to denote its class in ZF
pr
∗ ((Y,W ),(X ,V )).
If X0 is open in X and Y 0 is open in Y and g(Z0) ⊂ Y 0 with Z0 the support of (V,ϕ ;g), then
〈〈V,ϕ ;g〉〉 will stand for the element (〈V,ϕ ;g〉,〈V 0,ϕ0;g0〉) in ZFn((X ,X
0),(Y,Y 0)).
We will as well write [V,ϕ ;g] to denote the class of 〈V,ϕ ;g〉 in ZFn(X ,Y ). In turn, [[V,ϕ ;g]] will
stand for the class of 〈〈V,ϕ ;g〉〉 of ZFn((X ,X
0),(Y,Y 0)).
Remark 2.5. Clearly, the category ZF∗(k) is a full subcategory of ZF
pr
∗ (k) via the assignment
X 7→ (X , /0). Similarly, the category ZF∗(k) is a full subcategory of ZF
pr
∗ (k) via the assignment
X 7→ (X , /0).
In what follows we will also use the following category.
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Definition 2.6. Let ZF∗(k) be a category whose objects are those of SmOp/k and whose Hom-
groups are obtained from the Hom-groups of the category ZF
pr
∗ (k) by annihilating the identity
morphisms id(X ,X) of objects of the form (X ,X) for all X ∈ Sm/k.
Notation 2.7. If r=(a,b)∈ZF pr∗ ((Y,W ),(X ,V )), then we will write [[r]] for its class inZF∗((Y,W ),(X ,V )).
For (X ,V ) in SmOp/k we write 〈〈σX〉〉 for the morphism (1 ·σX ,1 ·σV ) in ZF1((X ,V ),(X ,V )).
We will denote by [[V,ϕ ;g]] the class of the element [[V,ϕ ;g]] in ZFn((X ,X
0),(Y,Y 0)).
Construction 2.8. Let F be an A1-invariant ZF∗-presheaf of abelian groups. Then the assign-
ments (X ,V ) 7→F (X ,V ) := F (V )/Im(F (X)) and
(a,b) 7→ [(a,b)∗ = b∗ : F (V )/Im(F (X))→F (W )/Im(F (Y ))],
for any (a,b) ∈ ZF∗((Y,W ),(X ,V )) define a presheaf F
pairs on the category ZF∗(k).
The nearest aim is to formulate a series of theorems (each of which is of independent interest),
which are crucial for the proof of Theorem 1.1.
Theorem 2.9 (Injectivity on affine line). Let U ⊂A1k be an open subset and let i :V →֒U be a non-
empty open subset. Then there is a morphism r ∈ ZF1(U,V ) such that [i]◦ [r] = [σU ] in ZF1(U,U).
Theorem 2.10 (Excision on affine line). Let U ⊂ A1k be an embedding. Let i : V →֒ U be an
open inclusion with V non-empty. Let S ⊂ V be a closed subset. Then there are morphisms r ∈
ZF1((U,U −S),(V,V −S)) and l ∈ ZF1((U,U −S),(V,V −S)) such that
[[i]]◦ [[r]] = [[σU ]] and [[i]] ◦ [[I]] = [[σV ]]
in ZF1((U,U −S),(U,U −S)) and ZF1((V,V −S),(V,V −S)) respectively.
Theorem 2.11 (Injectivity for local schemes). Let X ∈ Sm/k, x ∈ X be a point, U = Spec(OX ,x),
i : D →֒ X be a closed subset. Then there exists an integer N and a morphism r ∈ ZFN(U,X −D)
such that
[r]◦ [ j] = [can]◦ [σNU ]
in ZFN(U,X) with j : X −D →֒ X the open inclusion and can :U → X the canonical morphism.
Theorem 2.12 (Excision on relative affine line). Let X ∈ Sm/k, x ∈ X be a point, W = Spec(OX ,x).
Let i :V = (A1W ) f ⊂A
1
W be an affine open subset, where f ∈OX ,x[t] is monic such that f (0) ∈O
×
X ,x.
Then there are morphisms
r ∈ ZF1((A
1
W ,A
1
W −0×W),(V,V −0×W)) and l ∈ ZF1((A
1
W ,A
1
W −0×W),(V,V −0×W))
such that
[[i]] ◦ [[r]] = [[σ
A1W
]] and [[l]]◦ [[i]] = [[σV ]]
in ZF1((A
1
W ,A
1
W − 0×W ),(A
1
W ,A
1
W − 0×W )) and ZF1((V,V − 0×W ),(V,V − 0×W )) respec-
tively.
To formulate further two theorems relating e´tale excision property, we need some preparations.
Let S⊂ X and S′ ⊂ X ′ be closed subsets. Let
V ′ //

X ′
Π

V // X
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be an elementary distinguished square with X and X ′ affine k-smooth. Let S = X −V and S′ =
X ′−V ′ be closed subschemes equipped with reduced structures. Let x ∈ S and x′ ∈ S′ be two points
such that Π(x′) = x. LetU = Spec(OX ,x) andU
′ = Spec(OX ′,x′). Let pi :U
′→U be the morphism
induced by Π.
Theorem 2.13 (Injective e´tale excision). Under the notation above there is an integer N and a
morphism r ∈ ZFN((U,U −S),(X
′,X ′−S′)) such that
[[Π]]◦ [[r]] = [[can]] ◦ [[σNU ]]
in ZFN((U,U −S),(X ,X−S)), where can :U → X is the canonical morphism.
The statements of the next theorem depend on the characteristic of the base field k.
Theorem 2.14 (Surjective e´tale excision). Under the above notations suppose in addition that S is
k-smooth and k is of characteristic different from 2. Then there are an integer N and a morphism
l ∈ ZFN((U,U −S),(X
′,X ′−S′)) such that
[[l]] ◦ [[pi]] = [[can′]]◦ [[σN
U ′
]]
in ZFN((U
′,U ′−S′),(X ′,X ′−S′)) with can′ :U ′ → X ′ the canonical morphism.
If the charcteristic of k is 2, then there are an integer N and a morphism l ∈ ZFN((U,U −
S),(X ′,X ′−S′)) such that
2 · [[l]]◦ [[pi]] = 2 · [[can′]]◦ [[σNU ′ ]]
in ZFN((U
′,U ′−S′),(X ′,X ′−S′)).
We are now in a position to prove the following
Theorem 2.15. For any A1-invariant quasi-stable ZF∗-presheaf of abelian groups F the following
statements are true:
(1) under the assumptions of Theorem 2.9 the map i∗ : F (U)→F (V ) is injective;
(2) under the assumptions of Theorem 2.10 the map
[[i]]∗ : F (U −S)/F (U)→F (V −S)/F (V )
is an isomorphism;
(3) under the assumptions of Theorem 2.11 the map
η∗ : F (U)→F (Spec(k(X))
is injective, where η : Spec(k(X))→U is the canonical morphism;
(3’) under the assumptions of Theorem 2.11 let Uhx be the henselization of U at x and let k(U
h
x )
be the function field on Uhx . Then the map
η∗h : F (U
h
x )→F (Spec(k(U
h
x ))
is injective, where ηh : Spec(k(U
h
x ))→U
h
x is the canonical morphism;
(4) under the assumptions of Theorem 2.12 the map
[[i]]∗ : F (A1W −0×W)/F (A
1
W )→F (V −0×W)/F (V )
is an isomorphism;
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(5) under the assumptions of Theorems 2.13 and 2.14 the map
[[Π]]∗ : F (U −S)/F (U)→F (U ′−S′)/F (U ′)
is an isomorphism whenever the characteristic of k is different from 2.
If the characteristic of k is 2 and the presheaf F is a presheaf of Z[1/2]-modules, then
the map
[[Π]]∗ : F (U −S)/F (U)→F (U ′−S′)/F (U ′)
is an isomorphism.
Proof. Without loss of generality we may assume that F is stable and prove the theorem for this
case (by slight modifications, which are left to the reader, the theorem is similarly proved if F is
quasi-stable). Assertions (1), (3) and (3’) follow from Theorems 2.9 and 2.11. To prove assertions
(2), (4) and (5), use Construction 2.8 and apply Theorems 2.10, 2.12, 2.13, and 2.14 respectively
(recall that F is stable). 
Proof of Theorem 2.1. We prove the theorem for fields of characteristic not 2 and leave the reader
to prove it for fields of characteristic 2. Firstly, (1) and (2) imply F |A1 is a Zariski sheaf. Using
(5) applied to X = A1, one shows that for any open V in A1 one has FNis(V ) = F (V ).
Now consider the following Cartesian square of schemes
Spec(k(X))
η //
i0,k(X)

X
i0,X

A
1
k(X)
η×id // X×A1
Evaluating the Nisnevich sheaf FNis on this square, we get a square of abelian groups
FNis(Spec(k(X))) FNis(X)
η∗oo
FNis(A
1
k(X))
i∗
0,k(X)
OO
FNis(X ×A
1)
(η×id)∗
oo
i∗0,X
OO
The map i∗0,X is plainly surjective. It remains to check its injectivity. The map (η × id)
∗ is
injective (apply (3’)). As already mentioned in this proof, FNis(A
1
k(X)) = F (A
1
k(X))). Since
FNis(Spec(k(X)) = F (Spec(k(X)), we see that the map i
∗
0,k(X) is an isomorphism. Thus the map
i∗0,X is injective. 
We finish the section by proving the following useful statement, which is a consequence of
Theorem 2.15(4):
Corollary 2.16. Let X ∈ Sm/k, x ∈ X be a point, W = Spec(OX ,x). Let V := Spec(OW×A1,(x,0))
and can : V →֒W ×A1 be the canonical embedding. Let F be an A1-invariant quasi-stable ZF∗-
presheaf of abelian groups. Then the pull-back map
[[can]]∗ : F (W × (A1−{0}))/F (W ×A1)→F (V −W ×{0})/F (V )
is an isomorphism (both quotients make sense: the second quotient makes sense due to Theo-
rem 2.15(3), the first one makes sense due to homotopy invariance of F ).
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Proof. Consider the W -scheme W ×P1 and effective divisors of the form H ⊔D on W ×P1 such
that H is a section of the projection W ×P1 →W , D is a reduced divisor, H ∩ (W × 0) = /0 and
D∩ (W ×0) = /0. For such a divisor set VH,D :=W ×P
1− (H ⊔D). Note that (W ×0)⊂VH,D.
Consider the category, C , of Zarisky neighborhoods of (W ×0) inW ×P1 as well as the presheaf
V 7→ F (V −W × 0)/Im(F (V )) on C . Clearly, the category C is co-filtered. By definition, one
has
F (V ) = lim
→
F (V ) and F (V −W ×0) = lim
→
F (V −W ×0),
where V runs over all Zarisky neighborhoods of (W ×0) inW ×P1. Thus
F (V −W ×{0})/F (V ) = lim
→
F (V −W ×0)/Im(F (V )).
Let C ′ be the full subcategory of C consisting of objects of the form VH,D. Since the base field k is
infinite andW is regular local, then the subcategory C ′ is cofinal in C . Thus,
F (V −W ×{0})/F (V ) = lim
→
F (VH,D−W ×0)/Im(F (VH,D)).
We claim that for any inclusion ε :VH2,D2 →֒VH1,D1 the pull-back map
[[ε ]]∗ : F (VH1 ,D1 −W ×0)/Im(F (VH1 ,D1))→F (VH2,D2 −W ×0)/Im(F (VH2 ,D2))
is an isomorphism. To prove this claim, note that the inclusion above yields an inclusion H1⊔D1⊂
H2⊔D2. We have that either H1 =H2 or H1⊂D2. In the second case one has H1∩H2 = /0, H1⊂D2
andH2⊔H1⊂H2⊔D2. If H1 =H2, then one has inclusions VH2,D2
α
−→VH1,D1
β
−→VH1, /0. Set γ = β ◦α .
By Theorem 2.15(item (4)) the maps [[β ]]∗ and [[γ ]]∗ are isomorphisms. Thus the map [[α ]]∗ is an
isomorphism in this case, too. In the second case consider inclusions VH2,D2
γ
−→VH2,H1
β
−→VH2, /0 and
set α = β ◦ γ . By Theorem 2.15(item (4)) the maps [[β ]]∗ and [[α ]]∗ are isomorphisms. Thus the
map [[γ ]]∗ is an isomorphism. Now consider inclusions VH2,H1
δ
−→VH1, /0 andVH1,D1
ρ
−→VH1, /0. One has
δ ◦ γ = ρ ◦ε . We already know that [[γ ]]∗ is an isomorphism. By Theorem 2.15(item (4)) the maps
[[ρ ]]∗ and [[δ ]]∗ are isomorphisms. Thus [[ε ]]∗ is an isomorphism in the second case, too. The claim
is proved. Thus for any VH,D ∈ C
′ the map
F (VH,D−W ×0)/Im(F (VH,D))→F (V −W ×{0})/F (V )
is an isomorphism. In particular, the map
F (W×A1−W×0)/F (W×A1)=F (VW×∞ , /0−W×0)/F (VW×∞ , /0)→F (V −W×{0})/F (V )
is an isomorphism, whence the corollary. 
3. NOTATION AND AGREEMENTS
Notation 3.1. Given a morphism a∈ Frn(Y,X), we will write 〈a〉 for the image of 1 ·a in ZFn(Y,X)
and write [a] for the class of 〈a〉 in ZFn(Y,X).
Given a morphism a ∈ Frn(Y,X), we will write Za for the support of a (it is a closed subset in
Y ×An which finite over Y and determined by a uniquely). Also, we will often write
(Va,ϕa : Va → A
n;ga : Va → X) or shorter (Va,ϕa;ga)
for a representative of the morphism a (here (Va,ρ : Va → Y ×A
n,s : Za →֒ Va) is an e´tale neigh-
borhood of Za in Y ×A
n).
7
Lemma 3.2. If the support Za of an element a = (V ,ϕ ;g) ∈ Frn(X ,Y ) is a disjoint union of Z1
and Z2, then the element a determines two elements a1 and a2 in Frn(X ,Y ). Namely, a1 = (V −
Z2,ϕ |V −Z2 ;g|V −Z2) and a2 = (V −Z1,ϕ |V −Z1 ;g|V −Z1). Moreover, by the definition of ZFn(X ,Y )
one has the equality
〈a〉 = 〈a1〉+ 〈a2〉
in ZFn(X ,Y ).
Definition 3.3. Let iY : Y
′ →֒ Y and iX : X
′ →֒ X be open embeddings. Let a ∈ Frn(Y,X). We say
that the restriction a|Y ′ of a to Y
′ runs inside X ′, if there is a′ ∈ Frn(Y
′,X ′) such that
iX ◦a
′ = a◦ iY (1)
in Frn(Y
′,X).
It is easy to see that if there is a morphism a′ satisfying condition (1), then it is unique. In
this case the pair (a,a′) is an element of ZFn((Y,Y
′),(X ,X ′)). For brevity we will write 〈〈a〉〉 for
(a,a′) ∈ ZFn((Y,Y
′),(X ,X ′)) and write [[a]] to denote the class of 〈〈a〉〉 in ZFn((Y,Y
′),(X ,X ′)).
Lemma 3.4. Let iY : Y
′ →֒ Y and iX : X
′ →֒ X be open embeddings. Let a ∈ Frn(Y,X). Let Za ⊂
Y ×An be the support of a. Set Z′a = Za∩Y
′×An. Then the following are equivalent:
(1) ga(Z
′
a)⊂ X
′;
(2) the morphism a|Y ′ runs inside X
′.
Proof. (1) ⇒ (2). Set V ′ = p−1Y ∩ g
−1(X ′), where pY = prY ◦ ρa : V → Y ×A
n. Then a′ :=
(V ′,ϕ |V ′);g|V ′) ∈ Frn(Y
′,X ′) satisfies condition (1).
(2)⇒ (1). If a|Y ′ runs inside X
′, then for some a′ = (V ′,ϕ ′;g′)∈ Frn(Y
′,X ′)) equality (1) holds.
In this case the support Z′ of a′ must coincide with Z′a = Za∩Y
′×An and ga|Z′ = g
′|Z′ . Since g
′(Z′)
is a subset of X ′, then ga(Z
′
a) = ga(Z
′)⊂ X ′. 
Corollary 3.5. Let iY : Y
′ →֒ Y and iX : X
′ →֒ X be open embeddings. Let hθ = (Vθ ,ϕθ ;gθ ) ∈
Frn(A
1×Y,X). Suppose Zθ , the support of hθ , is such that for Z
′
θ := Zθ ∩A
1×Y ′×An one has
gθ (Z
′
θ )⊂X
′. Then there are morphisms 〈〈hθ 〉〉 ∈ZFn(A
1×(Y,Y ′),(X ,X ′)), 〈〈h0〉〉 ∈ZFn((Y,Y
′),(X ,X ′)),
〈〈h1〉〉 ∈ ZFn((Y,Y
′),(X ,X ′)) and one has an obvious equality
[[h0] = [[h1]]
in ZFn((Y,Y
′),(X ,X ′)).
Lemma 3.6 (A disconnected support case). Let iY : Y
′ →֒Y and iX : X
′ →֒ X be open embeddings.
Let a ∈ Frn(Y,X) and let Za ⊂ Y ×A
n be the support of a. Set Z′a = Za∩Y
′×An. Suppose that
Za = Za,1 ⊔Za,2. For i = 1,2 set Vi = Va−Za, j with j ∈ {1,2} and j 6= i. Also set ϕi = ϕa|Vi and
gi = ga|Vi . Suppose a|Y ′ runs inside X
′, then
(1) for each i= 1,2 the morphism ai := (Vi,ϕi;gi) is such that ai|Y ′ runs inside X
′;
(2) 〈〈a〉〉 = 〈〈a1〉〉+ 〈〈a2〉〉 in ZFn((Y,Y
′),(X ,X ′)).
4. SOME HOMOTOPIES
SupposeU,W ⊂ A1k are open and non-empty.
Lemma 4.1. Let a0 = (V ,ϕ ;g0) ∈ Fr1(U,W ), a1 = (V ,ϕ ;g1) ∈ Fr1(U,W ). Suppose that the
supports of a0 and a1 coincide. Denote their common support by Z. If g0|Z = g1|Z , then [a0] = [a1]
in ZF1(U,W ).
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Proof. Consider a function gθ = (1− θ)g0 + θg1 : A
1×V → A1 and set Vθ = g
−1
θ (W ), ϕθ =
ϕ ◦ prV : Vθ → A
1
k . Next, consider a homotopy
hθ = (Vθ ,ϕθ ;gθ ) ∈ Fr1(A
1×U,W ). (2)
The support of hθ equals A
1× Z ⊂ A1×U ×A1. Clearly, h0 = a0 and h1 = a1. Whence the
lemma. 
Corollary 4.2. Under the assumptions of Lemma 4.1 let U ′⊂U andW ′ ⊂W be open subsets. Sup-
pose that a0|U ′ runs inside W
′. Then a1|U ′ runs inside W
′, the restriction hθ |A1×U ′ of the homotopy
hθ runs inside W
′ and
[[a0]] = [[a1]]
in ZF1((U,U
′),(W,W ′)).
Lemma 4.3. Let a0 = (V ,ϕu0;g)∈Fr1(U,W ), a1 = (V ,ϕu1;g)∈Fr1(U,W ), where u0,u1 ∈ k[V ]
are units. In this case the supports of a0 and a1 coincide. Denote their common support by Z.
Suppose u0|Z = u1|Z , then [a0] = [a1] in ZF1(U,W ).
Proof. Set uθ = (1−θ)u0+θu1 ∈ k[A
1×V ]. Clearly, uθ |A1×Z = pr
∗
Z(u0) = pr
∗
Z(u1) ∈ k[A
1×Z].
Let Vθ = {uθ 6= 0} ⊂ A
1×V . Set,
hθ = (Vθ ,uθ ϕ ;g◦ prV ) ∈ Fr1(A
1×U,W ). (3)
The support of hθ equals A
1× Z ⊂ A1×U ×A1. Clearly, h0 = a0 and h1 = a1. Whence the
lemma. 
Corollary 4.4. Under the assumptions of Lemma 4.3, let U ′ ⊂U and W ′ ⊂W be open subsets.
Suppose a0|U ′ runs inside W
′. Then a1|U ′ runs inside W
′, the restriction hθ |A1×U ′ of the homotopy
hθ from the proof of Lemma 4.3 runs inside W
′ and
[[a0]] = [[a1]]
in ZF1((U,U
′),(W,W ′)).
Lemma 4.5. Let U ⊂ A1k be non-empty open as above. Suppose F0(Y ),F1(Y ) ∈ k[U ][Y ]. Let
degY (F0) = degY (F1) = d > 0 and let their leading coefficients coincide and are units in k[U ].
Then,
[U ×A1,F0(Y ), prU ] = [U ×A
1,F1(Y ), prU ] ∈ ZF1[U,U ].
Proof. Set Fθ (Y ) = (1−θ)F0(Y )+θF1(Y ) ∈ k[U ][θ ,Y ]. Consider a morphism
hθ = (A
1×U ×A1,Fθ ; prU ) ∈ Fr1(A
1×U,U). (4)
Clearly, h0 = (U ×A
1,F0(Y ), prU ) and h1 = (U ×A
1,F1(Y ), prU ). Whence the lemma. 
Corollary 4.6. Under the assumptions of Lemma 4.5 let U ′ ⊂U be an open subset. Then (U ×
A
1,F0(Y ), prU )|U ′ , (U ×A
1,F1(Y ), prU )|U ′ runs inside U
′ and the restriction hθ |A1×U ′ of the ho-
motopy hθ from the proof of Lemma 4.5 runs inside W
′ = A1×U ′ and
[[U ×A1,F0(Y ), prU ]] = [[U ×A
1,F0(Y ), prU ] ∈ ZF1[(U,U
′),(U,U ′)]]
in ZF1((U,U
′),(U,U ′)).
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Proposition 4.7. Let U ⊂A1k andU
′ ⊂U be open subsets. Let t ∈ k[A1] be the standard parameter
on A1k . Set X := (t⊗ 1)|U×U ∈ k[U ×U ] and Y := (1⊗ t)|U×U ∈ k[U ×U ]. Then for any integer
n> 1, one has an equality
[[U ×U,(Y −X)2n+1, p2]] = [[U ×U,(Y −X)
2n, p2]]+ [[σU ]]
in ZF1((U,U
′),(U,U ′)).
Proof. Let m> 1 be an integer. Then
[[U ×U,(Y −X)m, p2]] = [[U ×U,(Y −X)
m, p1]] = [[U ×A
1,(Y −X)m, p1]] = [[U ×A
1,Ym, p1]]
(5)
in ZF1((U,U
′),(U,U ′)). The first equality follows from Corollary 4.2, the third one follows from
Corollary 4.6, the middle one is obvious.
There is a chain of equalities in ZF1((U,U
′),(U,U ′)):
[[U ×A1,Y 2n+1; p1]] = [[U ×A
1,Y 2n(Y +1); p1]] =
= [[U × (A1−{−1}),Y 2n(Y +1); p1]]+ [[U × (A
1−{0}),Y 2n(Y +1); p1]] =
= [[V0,Y
2n; p1]]+ [[V1,(Y +1); p1]] =
= [[U ×A1,Y 2n; p1]]+ [[U ×A
1,(Y +1); p1]].
Here the first equality holds by Corollary 4.6, the second one holds by Lemma 3.6, the third one
holds by Corollary 4.4, the forth one is obvious (replacement of neighborhoods).
Continue the chain of equalities in ZF1((U,U
′),(U,U ′)) as follows:
[[U ×A1,Y 2n; p1]]+ [[U ×A
1,(Y +1); p1]] = [[U ×A
1,(Y −X)2n; p1]]+ [[U ×A
1,Y ; p1]] =
= [[U×A1,(Y−X)2n; p1]]+[[σU ]] = [[U×U,(Y−X)
2n; p1]]+[[σU ]] = [[U×U,(Y−X)
2n; p2]]+[[σU ]].
Here the first equality holds by Corollary 4.6, the second one holds by the definition of σU (see
Notation 2.7), the third one is obvious, the fouth one holds by Corollary 4.2. We proved the equality
[[U ×A1,Y 2n+1; p1]] = [[U ×U,(Y −X)
2n; p2]]+ [[σU ]]. (6)
Combining that with the equality (5) for m= 2n+1 we get the desired equality
[[U ×U,(Y −X)2n+1; p2]] = [[U ×U,(Y −X)
2n; p2]]+ [[σU ]]
in ZF1((U,U
′),(U,U ′)). Whence the proposition. 
5. INJECTIVITY AND EXCISION ON AFFINE LINE
The aim of this section is to prove Theorems 2.9 and 2.10.
Lemma 5.1. Let U ⊂ A1 be open and non-empty. Let A= A1k−U. Let G0(Y ),G1(Y ) ∈ k[U ][Y ] be
such that
(1) degY (G0) = degY (G1);
(2) both are unitary in Y and the leading coefficients equal one;
(3) G0|U×A = G1|U×A ∈ k[U ×A]
×.
Then
[U ×U,G0; p2] = [U ×U,G1; p2]
in ZF1(U,U).
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Proof. One has a homotopy hθ = (A
1×U ×U,Gθ , p2,U ) ∈ Fr1(A
1×U,U), where Gθ = (1−
θ)G0+θG1 and pr2,U :A
1×U×U→U is the projection onto the second copy ofU . Its restriction
to 0×U and to 1×U coincides with morphisms (U ×U,G0; p2) and (U ×U,G1; p2) respectively.
Whence the lemma. 
Proof of Theorem 2.9. Under the assumptions of this theorem set A= A1k−U and B=U −V . For
each big enough integer m > 0 find a polinomial Fm(Y ) ∈ k[U ][Y ] such that Fm(Y ) is of degree m
with the leading coefficient equal 1 and such that
(i) Fm(Y )|U×A = (Y −X)
m|U×A ∈ k[U ×A]
×;
(ii) Fm(Y )|U×B = 1 ∈ k[U ×B]
×.
Take n≫ 0 and set r = 〈U ×V,F2n+1; prV 〉− 〈U ×V,F2n; prV 〉 ∈ ZF1(U,V ). Then one has a chain
equalities in ZF1(U,U):
[i]◦ [r] = [U×U,F2n+1; p2]− [U×U,F2n; p2] = [U×U,(Y −X)
2n+1; p2]− [U×U,(Y −X)
2n; p2] =
= [σU ].
Here the first equality is obvious, the second one holds by Lemma 5.1, the third one holds by
Proposition 4.7. Whence the theorem. 
Corollary 5.2 (of Lemma 5.1). Under the conditions and notation of Lemma 5.1 let S ⊂U be a
closed subset. Additionally to the conditions (1)− (3) suppose that the following to conditions
hold:
(4) G0(Y )|U×S = G1(Y )|U×S,
(5) G0(Y )|(U−S)×S is invertible.
Then one has an equality
[[U ×U,G0; p2]] = [[U ×U,G1; p2]]
in ZF1((U,U −S),(U,U −S)).
Proof of the corollary. The support Zθ of the homotopy hθ from the proof of Lemma 5.1 coincides
with the vanishing locus of the polinomial Gθ . Since Gθ |A1×(U−S)×S is invertible, then Zθ ∩A
1×
(U −S)×S= /0. By Lemma 3.4 the homotopy hθ |A1×(U−S) runs insideU −S. Hence
[[U ×U,G0; p2]] = [[h0]] = [[h1]] = [[U ×U,G1; p2]]
in ZF1((U,U −S),(U,U −S)). In fact, the second equality here holds by Corollary 3.5. The first
and the third equalities hold since for i= 0,1 one has hi = (U ×U,Gi; p2) in Fr1(U,U). 
Proof of Theorem 2.10. Firstly construct a morphism r ∈ ZF1((U,U −S)),(V,V −S)) such that for
its class [[r]] in ZF1((U,U −S)),(V,V −S)) one has
[[i]]◦ [[r]] = [[σU ]] (7)
in ZF1((U,U −S)),(U,U −S)).
To this end set A=A1k−U , B=U−V . Recall that S⊂V is a closed subset. Take any big enough
integer m> 1 and find a unitary polinomial Fm(Y ) of degree m satisfying the following properties:
(i) Fm(Y )|U×A = (Y −X)
m|U×A ∈ k[U ×A]
×;
(ii) Fm(Y )|U×B = 1 ∈ k[U ×B]
×;
(iii) Fm(Y )|U×S = (Y −X)
m|U×S ∈ k[U ×S].
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Note that Fm(Y )|(U−S)×S ∈ k[(U−S)×S]
×. Hence by Lemma 3.4 the morphism (U×V,Fm; prV )∈
Fr1(U,V ) being restricted toU−S runs inside V −S. Thus using Definition 3.3 we get a morphism
〈〈U ×V,Fm; prV 〉〉 ∈ ZF1((U,U −S)),(V,V −S)).
For that morphism one has equalities
[[i]]◦ [[U ×V,Fm; prV ]] = [[U ×U,Fm; p2]] = [[U ×U,(Y −X)
m; p2]]
in ZF1((U,U − S)),(U,U − S)). Here the first equality is obvious, the second one follows from
Corollary 5.2. Take a big enough integer n. Set
r = 〈〈U ×V,F2n+1; prV 〉〉− 〈〈U ×V,F2n; prV 〉〉 ∈ ZF1((U,U −S)),(V,V −S)).
We claim that [[i]]◦ [[r]] = [[σU ]] in ZF1((U,U −S)),(U,U −S)). In fact,
[[i]]◦ [[r]] = [[U ×U,(Y −X)2n+1; p2]]− [[U ×U,(Y −X)
2n; p2]] = [[σU ]].
The first equality proven a few lines above and the second one follow from Proposition 4.7. Whence
equality (7) holds.
Now find morphisms l ∈ ZF1((U,U − S)),(V,V − S)) and g ∈ ZF1((V,V − S)),(V − S,V − S))
such that
[[l]]◦ [[i]]− [[ j]]◦ [[g]] = [[σV ]] (8)
inZF1(V,V −S)),(V,V −S)). Here j : (V−S,V−S)→ (V,V −S) is the inclusion. Clearly, equality
(8) yields [[l]]◦ [[i]] = [[σV ]] ∈ ZF1(V,V −S)),(V,V −S)).
Set A′ = A1k −U , B = U −V and recall that S ⊂ V is a closed subset. Take an integer m big
enough and find a monic in Y polinomial Fm(Y ) ∈ k[U ][Y ] such that
(i) Fm(Y )|U×A′ = (Y −X)|U×A′ ∈ k[U ×A
′]×;
(ii) Fm(Y )|U×B = 1 ∈ k[U ×B]
×;
(iii) Fm(Y )|U×S = (Y −X)|U×S ∈ k[U ×S].
Note that Fm(Y )|(U−S)×S ∈ k[(U−S)×S]
×. Hence by Lemma 3.4 the morphism (U×V,Fm; prV )∈
Fr1(U,V ) being restricted toU−S runs insideV−S. Thus, using Definition 3.3, we get a morphism
l = 〈〈U ×V,Fm; prV 〉〉 ∈ ZF1((U,U −S)),(V,V −S)).
To construct the desired morphism g, find a monic in Y polynomial Em−1 ∈ k[V ][Y ] of degree m−1
such that
(i’) Em−1(Y )|V×A′ = 1|U×A′ ∈ k[V ×A
′]×;
(ii’) Em−1(Y )|V×B = (Y −X)
−1 ∈ k[V ×B]×;
(iii’) Em−1(Y )|V×S = 1|V×S ∈ k[U ×S];
(iv’) Em−1(Y )|∆(V) = 1|∆(V ) ∈ k[∆(V )].
Let G ⊂ V ×A1k be a closed subset defined by Em−1(Y ) = 0. By conditions (i
′)− (iv′) one has
G ⊂ V × (V − S) and G∩∆(V ) = /0. Set g′ = 〈V × (V − S)−∆(V ),(Y −X)Em−1(Y )〉; prV−S) ∈
ZF1(V,V −S). Since g
′|V−S ∈ ZF1(V −S,V −S), we get a morphism
g= (g′,g′|V−S) ∈ ZF1((V,V −S)),(V −S,V −S)). (9)
Claim 5.3. Equality (8) holds for the morphisms l and g defined above.
Note firstly that l ◦ 〈〈i〉〉 = 〈〈V ×V,Fm(Y )|V×V ; pr2〉〉 ∈ ZF1((V,V − S),(V,V − S)). Applying
Corollary 5.2 to the case V ⊂ A1, S⊂V and A := A′∪B, we get an equality
[[V ×V,Fm(Y )|V×V ; pr2]] = [[V ×V,(Y −X)Em−1(Y ); pr2]]
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in ZF1((V,V −S),(V,V −S)). By Lemma 3.6 and the fact that G∩∆(V) = /0, one has
[[V ×V,(Y −X)Em−1(Y ); pr2]] =
[[V ×V −G,Em−1(Y −X); pr2]]+ [[V ×V −∆(V ),(Y −X)Em−1; pr2]] =
= [[V ×V −G,Em−1(Y −X); pr2]]+ [[ j]]◦ [[g]]
in ZF1((V,V −S)),(V,V −S)).
One has a chain of equalities
[[V ×V −G,Em−1(Y −X); pr2]] = [[V ×V −G,(Y −X); pr2]] = [[V ×V,(Y −X); pr2]] =
= [[V ×A1,Y ; pr1]] = [[σV ]].
The first equality holds by condition (iv′) and Corollary 4.4. The second one is obvious. The third
one is equality (5) for m = 1 from the proof of Proposition 4.7. The forth one is the definition of
〈〈σV 〉〉 (see Definition 2.2 and Notation 2.7). Combining altogether, we get a chain of equalities
[[l]]◦ [[i]] = [[V ×V,Fm(Y )|V×V ; pr2]] = [[V ×V,(Y −X)Em−1(Y ); pr2]] = [[σV ]]+ [[ j]]◦ [[g]],
which proves the claim. Whence the theorem. 
6. EXCISION ON RELATIVE AFFINE LINE
Proof of Theorem 2.12. LetU =A1W , let V ⊂U be the open V from Theorem 2.12. Let S= 0×W .
Note that S ⊂V . Set A = A1W −U = /0, B =U −V = { f = 0}. Then B is finite over U , since f is
monic. Note that B∩ (0×W) = /0.
Repeat literally the proof of Theorem 2.10 (see Section 5). 
7. ALMOST ELEMENTARY FIBRATIONS
In this section we recall a modification of a result of M. Artin from [2] concerning existence of
nice neighborhoods. The following notion (see [10, Defn.2.1]) is a modification of that introduced
by Artin in [2, Exp. XI, De´f. 3.1].
Definition 7.1. ([10]) An almost elementary fibration over a scheme B is a morphism of schemes
p : X → B which can be included in a commutative diagram
X
q
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
j // X
q

X∞
ioo
q∞
xxqqq
qq
qq
qq
qq
qq
B
(10)
of morphisms satisfying the following conditions:
(i) j is an open immersion dense at each fibre of q, and X = X −X∞;
(ii) q is smooth projective all of whose fibres are geometrically irreducible of dimension one;
(iii) q∞ is a finite flat morphism all of whose fibres are non-empty;
(iv) the morphism i is a closed embedding and the ideal sheaf IX∞ ⊂ OX defining the closed
subscheme X∞ in X is locally principal.
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Proposition 7.2 ([10]). Let k be an infinite field, X be a smooth geometrically irreducible affine
variety over k, x1,x2, . . . ,xn ∈ X be closed points. Then there exists a Zariski open neighborhood
X0 of the family {x1,x2, . . . ,xn} and an almost elementary fibration p : X
0 → S, where S is an open
sub-scheme of the projective space PdimX−1k .
If, moreover, Z is a closed co-dimension one subvariety in X, then one can choose X0 and p in
such a way that p|Z
⋂
X0 : Z
⋂
X0 → S is finite surjective.
Proposition 7.3 ([10]). Let p : X→ S be an almost elementary fibration. If S is a regular semi-local
irreducible scheme, then there exists a commutative diagram of S-schemes
X
j //
pi

X
pi

Y
ioo

A
1×S
in // P1×S {∞}×S
ioo
(11)
such that the left hand side square is Cartesian. Here j and i are the same as in Definition 7.1,
while prS ◦pi = p, where prS is the projection A
1×S→ S.
In particular, pi : X → A1×S is a finite surjective morphism of S-schemes, where X and A1×S
are regarded as S-schemes via the morphism p and the projection prS, respectively.
8. INJECTIVITY FOR LOCAL SCHEMES
The main aim of this section is to prove Theorem 2.11. Let X ∈ Sm/k, x ∈ X be a point, U =
Spec(OX ,x), i : D →֒ X be a closed subset. Let j : X −D →֒ X be the open inclusion. Under the
notation of Theorem 2.11 we will construct an integer N and a morphism r ∈ ZFN(U,X −D) such
that
[r]◦ [ j] = [can]◦ [σNU ]
in ZFN(U,X) (see Definition 8.8). For this we need some preparations.
Let X ′ ⊂ X be an open subset containing the point x and let D′ = X ′∩D. Clearly, if we solve a
similar problem for the tripleU , X ′ and X ′−D′, then we solve the problem for the given tripleU , X
and X −D. So, we may shrink X appropriately. In particular, we may assume that X is irreducible
and the canonical sheaf ωX/k is trivial, i.e. is isomorphic to the sheaf OX . Let d = dimX .
Shrinking X further (and replacing D with its trace) and using Propositions 7.2 and 7.3, we can
find a commutative diagram of the form
A
1×B
prB
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
X
p

pioo D
p|Dxxqqq
qq
qq
qq
qq
qq
ioo
B
(12)
where p : X → B is an almost elementary fibration in the sense of [10], B is an affine open subset
of the projective space Pd−1k , pi is a finite surjective morphism, p|D is a finite morphism.
The canonical sheaf ωX/k remains trivial. Since p is an almost elementary fibration, then it is
a smooth morphism such that for each point b ∈ B the fibre p−1(b) is a k(b)-smooth absolutely
irreducible affine curve. Since pi is finite, then the B-scheme X is affine.
SetU = Spec(OX ,x), X =U×BX , D =U ×BD. There is an obvious morphism ∆ = (id,can) :
U → X . It is a section of the projection pU : X →U . Let pX : X → X be the projection to X .
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The base change of diagram (12) gives a commutative diagram of the form
A
1×U
prU
((PP
PP
PP
PP
PP
PP
PP
X
pU

Πoo D
pU |Dxx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
ioo
U
(13)
where pU : X →U is an almost elementary fibration over U in the sense of Definition 7.1, i is
a closed embedding, Π is a finite surjective morphism, pU |D is a finite morphism. Since ωX/k is
trivial and U is local and essentially k-smooth, hence the relative canonical sheaf ωX /U is trivial,
t.e. isomorphic to the structure sheaf OX .
Lemma 8.1 ([8], Lemma 10.1). Given the commutative diagram (13), there is a finite surjective
morphism Hθ = (pU ,hθ ) : X → A
1×U of U-schemes such that for the closed subschemes D1 :=
H−1θ (1×U) and D0 := H
−1
θ (0×U) of X one has
(i) D1 ⊂X −D;
(ii) D0 = ∆(U)⊔D
′
0 (equality of schemes) and D
′
0 ⊂X −D .
Now regard X as an affine A1×U -scheme via the morphism Π. And also regard X as an
X -scheme via pX .
Lemma 8.2. There are an integer N > 0, a closed embedding X →֒ A1×U ×AN of A1×U-
schemes, an e´tale affine neighborhood (V ,ρ : V → A1×U ×AN ,s : X →֒ V ) of X in A1×U ×
A
N , functions ϕ1, ...,ϕN ∈ k[V ] and a morphism r : V →X such that:
(i) the functions ϕ1, ...,ϕN generate the ideal Is(X ) in k[V ] defining the closed subscheme
s(X ) of V ;
(ii) r ◦ s= idX ;
(iii) the morphism r is a U-scheme morphism if V is regarded as a U-scheme via the morphism
prU ◦ρ and X is regarded as a U-scheme via the morphism pU .
Proof. Since Π is a finite morphism, then for some integer N > 1 there is a closed embedding of
U -schemes in : X →֒ A1×U ×AN . Consider the short exact sequence of vector bundles on X
defining the normal bundle N = NA1×U×AN/X :
{0} → TX /U → A
1×X ×AN = T(A1×U×AN)/U |X
q
−→N → {0} (14)
Since Π is finite, the scheme X is affine. As mentioned above the bundle TX /U is trivial. Thus the
bundle N is stably trivial. Increasing the integer N we may assume that the bundle N is trivial.
Hence there is a linear section t : N → A1×X ×AN of the morphism q. Let qX : N →X be
the projection on X . There are two morphisms ofU -schemes:
in◦qX : N → A
1×U×AN and (id× pU × id)◦ t : N → A
1×U ×AN.
Regarding A1×U×AN as a vector bundle overU we have a morphism
+ : (A1×U×AN)×U (A
1×U ×AN)→ A1×U ×AN.
Set ρ ′ = in◦qX +(id× pU × id)◦ t : N → A
1×U ×AN. It is easy to check that ρ ′ is e´tale along
s0(X ), where s0 : X →N is the zero section of N . Hence ρ
′ is e´tale in an affine neighborhood
V ′ of s0(X ). Since ρ
′ ◦ s0 = in : X →֒ A
1×U ×AN , hence (ρ ′)−1(in(X )) = s0(X )⊔Y . Hence
there is an open affine subscheme V in V ′ containing s0(X ) such that (ρ
′|V )
−1(in(X )) = s0(X ).
Set ρ = ρ ′|V : V → A
1×U×AN . Set s= s0 : X → V .
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Clearly, (V ,ρ : V →A1×U×AN ,s :X →֒ V ) is an e´tale neighborhood of in(X ) in A1×U×
A
N . We will write in this proof X for in(X ).
Set r = (qX )|V : V → X . Since the bundle N is trivial we can choose its trivialization
N ∼= X ×AN. The trivialization gives functions ϕ1, ...,ϕN which generate the ideal Is(X ) in k[V ]
defining the closed subscheme s0(X ) of V .
Clearly, r ◦ s = idX . Also, the morphism r is a U -scheme morphism if V is regarded as a U -
scheme via the morphism prU ◦ρ and X is regarded as aU -scheme via the morphism pU . Whence
the lemma. 
By Lemma 8.1, D0 = ∆(U)⊔D
′
0. Set V0 = ρ
−1(0×U ×AN) and let W be the henselization of
V0 in s(∆(U)) (which is the same as the henselization of 0×U ×A
N in ∆(U)).
Remark 8.3. By Lemma 8.2 the functions ϕ1|W , ...,ϕN |W generate the ideal I defining the closed
subscheme s(∆(U)) of the scheme W . In particular, the family
(ϕ1|W ), ...,(ϕN |W ) ∈ I/I
2
is a free basis of the k[U ]-module I/I2. Another free basis of the k[U ]-module I/I2 is the family
(t1−∆∗(t1))|W , ...,(t1−∆∗(tN))|W ∈ I/I
2.
Let A ∈ GLN(k[W ]) be a unique matrix which converts the second free basis to the first one and
let J := det(A) be its determinant. Replacing ϕ1 by J
−1ϕ1, we may and will assume below in this
section that J = 1 ∈ k[W ]. This is useful to apply Theorem 13.3 below.
Set V1 = ρ
−1(1×U×AN)∩r−1(X −D). Then s(D1)⊂V1. In fact, (r◦s)(D1) =D1 ⊂X −D
and ρ(D1)⊂ 1×U ×A
N. Thus V1 6= /0.
Construction 8.4 (E´tale neighborhood of D1). The morphism ρ |1×U×AN : ρ
−1(1×U ×AN) →
1×U×AN is e´tale and the inclusion i1 : V1 →֒ ρ
−1(1×U×AN) is open. Set ρ1 = (ρ |1×U×AN)◦ i1.
Then the triple
(V1,ρ1 : V1 → 1×U ×A
N,s1 = s|D1 : D1 → V1)
is an e´tale neighborhood of D1 in 1×U ×A
N. Let r1 = r|V1 : V1 →X −D .
Definition 8.5. Set a1 = (D1,V1,ϕ1|V1 , ...,ϕN |V1 ;(pX )|X −D ◦ r1) ∈ FrN(U,X −D).
Set V ′0 = ρ
−1(0×U ×AN)∩ r−1(X −D). Then s(D ′0) ⊂ V
′
0 . In fact, (r ◦ s)(D
′
0)) = D
′
0 ⊂
X −D and ρ(D ′0)⊂ 0×U ×A
N. Thus V ′0 6= /0.
Construction 8.6. The morphism ρ |0×U×AN : ρ
−1(0×U ×AN) → 0×U ×AN is e´tale and the
inclusion i0 : V
′
0 →֒ ρ
−1(0×U ×AN) is open. Set ρ0 = (ρ |1×U×AN )◦ i0. Then the triple
(V ′0 ,ρ0 : V
′
0 → 0×U ×A
N,s0 = s|D ′0 : D
′
0 → V1)
is an e´tale neighborhood of D ′0 in 0×U ×A
N. Let r0 = r|V ′0 : V
′
0 →X −D .
Definition 8.7. Set a0 = (D
′
0,V
′
0 ,ϕ1|V0 , ...,ϕN |V0 ;(pX )|X −D ◦ r0) ∈ FrN(U,X −D).
Definition 8.8. Set r = 〈a1〉− 〈a0〉 ∈ ZFN(U,X −D).
Claim 8.9. One has an equality [ j]◦ [r] = [can]◦ [σNU ] ∈ ZFN(U,X).
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In fact, take an element hθ = (X ,V ,ϕ1, ...,ϕN ; pX ◦ r) ∈ FrN(A
1×U,X). By Lemma 8.1 the
support of h0 is the closed subset ∆⊔D
′
0. Thus by Lemma 3.2 〈h0〉 is the sum of two summands.
Namely,
〈h0〉= j ◦ 〈a0〉+ 〈∆(U),W ,ϕ1|W , ...,ϕN |W ; pX ◦ (r|s(∆(U))〉
in ZFN(U,X). By Remark 8.3 and Theorem 13.3 for the second summand one has
[∆(U),W ,ϕ1|W , ...,ϕN |W ; pX ◦ (r|s(∆(U))] = [pX ◦ r|s(∆(U) ◦ (s◦∆)]◦ [σ
N
U ] = [can]◦ [σ
N
U ]
in ZFN(U,X). Clearly, h1 = j ◦a1 in FrN(U,X). Thus one has a chain of equalities
[ j]◦ [a1] = [h1] = [h0] = [ j]◦ [a0]+ [can]◦ [σ
N
U ]
in ZFN(U,X). Whence the Claim. Whence Theorem 2.11.
9. PRELIMINARIES FOR THE INJECTIVE PART OF THE E´TALE EXCISION
Let
V ′ //

X ′
Π

V // X
be an elementary distinguished square with affine k-smooth X and X ′. Let S = X −V and S′ =
X ′−V ′ be closed subschemes equipped with reduced structures. Let x ∈ S and x′ ∈ S′ be two points
such that Π(x′) = x. LetU = Spec(OX ,x) andU
′ = Spec(OX ′,x′). Let pi :U
′→U be the morphism
induced by Π.
To prove Theorem 2.13, it suffices to find morphisms a ∈ ZFN((U,U − S)),(X
′,X ′− S′)) and
bG ∈ ZFN((U,U −S)),(X −S,X −S)) such that
[[Π]]◦ [[a]]− [[ j]]◦ [[bG]] = [[can]]◦ [[σ
N
U ]] (15)
in ZFN(U,U − S)),(X ,X − S)). Here j : (X − S,X − S) → (X ,X − S) and can : (U,U − S) →
(X ,X − S) are inclusions. In this section we do some preparations to construct the desired mor-
phisms a∈ZFN((U,U−S)),(X
′,X ′−S′)) and bG ∈ZFN((U,U−S)),(X−S,X−S)) in Section 10
satisfying (15).
Let in : X◦ →֒ X and in′ : (X ′)◦ →֒ X ′ be open such that
(1) x ∈ X◦,
(2) x′ ∈ (X ′)◦,
(3) Π((X ′)◦)⊂ X◦,
(4) the square
V ′∩ (X ′)◦ //

(X ′)◦
Π|(X ′)◦

V ∩X◦ // X◦
is an elementary distinguished square.
Suppose morphisms a◦ ∈ ZFN((U,U − S)),((X
′)◦,(X ′)◦− S′)), b◦G ∈ ZFN((U,U − S)),(X
◦−
S,X◦−S)) are such that for the inclusions j◦ : (X◦−S,X◦−S)→ (X◦,X◦−S) and canX◦ : (U,U−
S)→ (X◦,X◦−S) one has
[[Π|(X ′)◦ ]]◦ [[a
◦]]− [[ j◦]]◦ [[b◦G]] = [[canX◦ ]]◦ [[σ
N
U ]]. (16)
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Then the morphisms a= in′ ◦a◦ and bG = in◦b
◦
G satisfy (15). Thus if we shrink X and X
′ in such a
way that properties (1)− (4) are fulfilled and find appropriate morphisms aY and bYG, then we find
a and bG satisfying (15).
Remark 9.1. One way of shrinking X and X ′ such that properties (1)− (4) are fulfilled is as
follows. Replace X by an affine open X◦ containing x and then replace X ′ by (X ′)◦ = Π−1(X◦).
Let X ′n be the normalization of X in Spec(k(X
′)). Let Πn : X
′
n → X be the corresponding finite
morphism. Since X ′ is k-smooth it is an open subscheme of X ′n. Let Y
′′ = X ′n−X
′. It is a closed
subset in X ′n. Since Π|S′ : S
′ → S is an isomorphism of schemes, then S′ is closed in X ′n. Thus
S′∩Y ′′ = /0. Hence there is a function f ∈ k[X ′n] such that f |Y ′′ = 0 and f |S′ = 1.
Definition 9.2. Set X ′new = (X
′
n) f , Y
′ = { f = 0}, Y = Πn(Y
′
red) ⊂ X. Note that X
′
new is an affine
k-variety as a principal open subset of the affine k-variety X ′n. We regard Y
′ as an effective Cartier
divisor of X ′n. The subset Y is closed in X, because Πn is finite. Set Πnew = Π|X ′new .
Remark 9.3. We have that Π−1new(S) = S
′. Therefore the varieties X and X ′new are subject to proper-
ties (1)− (4) of the present section. Below we will work with this X ′new. However, we will write X
′
for X ′new.
Remark 9.4. Take X and X ′ as in Remark 9.3. Shrinking X and X ′ as described in Remark 9.1,
and using Proposition 7.3 one can find an almost elementary fibration q : X → B in the sense of
Definition 7.1 (here B is affine open in Pn−1) such that q|Y∪S : Y ∪ S → B is finite, ωB/k ∼= OB,
ωX/k ∼= OX .
The shrunk scheme X ′ will be regarded below as a B-scheme via the morphism q◦Π.
Remark 9.5. If q : X → B is the almost elementary fibration from Remark 9.4, then Ω1
X/B
∼= OX .
In fact, ωX/k ∼= q
∗(ωB/k)⊗ωX/B. Thus ωX/B ∼= OX . Since X/B is a smooth relative curve, then
Ω1
X/B = ωX/B
∼= OX .
If, furthermore, j : X →֒ B×AN is a closed embedding of B-schemes, then one has [N ( j)] =
(N−1)[OX ] in K0(X), where N ( j) is the normal bundle to X for the imbedding j.
Thus by increasing the integer N, we may assume that the normal bundle N ( j) is isomorphic to
the trivial bundle ON−1X .
Repeating arguments from the proof of Lemma 8.2 we get the following
Proposition 9.6. Let q : X → B be the almost elementary fibration from Remark 9.4. Then there
are an integer N > 0, a closed embedding X →֒ B×AN of B-schemes, an e´tale affine neighborhood
(V ,ρ : V → B×AN ,s : X →֒ V ) of X in B×AN , functions ϕ1, ...,ϕN−1 ∈ k[V ] and a morphism
r : V → X such that:
(i) the functions ϕ1, ...,ϕN−1 generate the ideal Is(X) in k[V ] defining the closed subscheme
s(X) of V ;
(ii) r ◦ s= idX ;
(iii) the morphism r is a B-scheme morphism if V is regarded as a B-scheme via the morphism
prU ◦ρ , and X is regarded as a B-scheme via the morphism q.
Definition 9.7. Let x ∈ S, x′ ∈ S′ be such that Π(x′) = x. Set U = Spec(OX ,x), There is an obvious
morphism ∆ = (id,can) : U → U ×B X. It is a section of the projection pU : U ×B X → U. Let
pX :U ×BX → X be the projection onto X. Let pi :U
′→U be the restriction of Π to U ′.
Notation 9.8. In what follows we will write U ×X to denote U ×B X, U ×X
′ to denote U ×B X
′,
U ′×X ′ to denote U ′×BX
′, etc. Here X ′ is regarded as a B-scheme via the morphism q◦Π.
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Proposition 9.9. Under the conditions of Remark 9.4 and Notation 9.8 there is a function hθ ∈
k[A1×U×X ] (θ is the parameter on the left factor A1) such that the following properties hold for
the functions hθ , h1 := hθ |1×U×X and h0 := hθ |0×U×X :
(a) the morphism (pr,hθ ) :A
1×U×X→A1×U×A1 is finite surjective, and hence the closed
subscheme Zθ := h
−1
θ (0)⊂ A
1×U×X is finite flat and surjective over A1×U;
(b) for the closed subscheme Z0 := h
−1
0 (0) one has Z0 = ∆(U)⊔G (an equality of closed sub-
schemes) and G⊂U × (X−S);
(c) the closed subscheme (idU ×Π)
∗(h1) = 0 is a disjoint union of the form Z
′
1⊔Z
′
2 and m :=
(idU ×Π)|Z′1 identifies Z
′
1 with the closed subscheme Z1 := {h1 = 0};
(d) Zθ ∩A
1×(U−S)×S= /0 or, equivalently, Zθ ∩A
1×(U−S)×X ⊂A1×(U−S)×(X−S).
Remark 9.10. Item (d) yields the following inclusions: Zθ ∩A
1× (U −S)×X ⊂ A1× (U −S)×
(X−S), Z0∩(U−S)×X ⊂ (U−S)×(X−S), and Z1∩(U−S)×X ⊂ (U−S)×(X−S). Applying
item (c), we get another inclusion: Z′1∩ (U−S)×X
′ ⊂ (U −S)× (X ′−S′).
10. REDUCING THEOREM 2.13 TO PROPOSITIONS 9.6 AND 9.9
In this section we construct the desired morphisms a ∈ ZFN((U,U − S)),(X
′,X ′ − S′)) and
bG ∈ ZFN((U,U − S)),(X − S,X − S)) satisfying the relation (15). To construct a morphism b ∈
FrN(U,X), we first construct its support in U ×A
N for some integer N, then we construct an
e´tale neighborhood of the support in U ×AN , then one constructs a framing of the support in the
neighborhood, and finally one constructs b itself. In the same manner we construct a morphism
a ∈ FrN(U,X
′) and a homotopy H ∈ FrN(A
1×U,X) between Π◦a and b. Using the fact that the
support Z0 of b is of the form ∆(U)⊔G with G⊂U × (X−S), we get an equality
〈b〉 = 〈b1〉+ 〈b2〉
in ZFN(U,X). Then we prove that [b1] = [can] ◦ [σ
N
U ] and [b2] factors through X − S. Moreover,
we are able to work with morphisms of pairs. These will end up with the equality (15) and will
complete the proof of Theorem 2.13 at the very end of the section. We will use systematically the
data from Proposition 9.6 in this section (the details are given below).
Under the assumptions and notation of Proposition 9.6, Lemma 9.6 and Remark 9.3, set V ′ =
X ′×B V . So we have a Cartesian square
V ′
Π′ //
r′

V
r

X ′
Π // X ,
where r′ and Π′ are the projections to the first and second factors respectively. The section s : X →
V defines a section s′ = (id,s) : X ′ → V ′ of r′. For brevity, we will write below U ×V to denote
U ×B V , U ×V
′ for U ×B V
′, and id×ρ for id×B ρ :U ×B V →U ×B (B×A
n) =U ×AN . Let
pV :U ×V → V be the projection.
Let X ⊂ B×AN be the closed inclusion from Proposition 9.6. Taking the base change of the
latter inclusion by means of the morphism U → B, we get a closed inclusion U ×X ⊂U ×AN.
Under the notation from Proposition 9.6 and Proposition 9.9, construct now a morphism b ∈
FrN(U,X). Let Z0 ⊂U ×X be the closed subset from Proposition 9.9. Then one has the closed
inclusions
∆(U)⊔G= Z0 ⊂U ×X ⊂U ×A
N.
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Let in0 : Z0 ⊂U ×X be the closed inclusion. Define an e´tale neighborhood of Z0 in U ×A
N as
follows:
(U ×V , id×ρ :U ×V →U ×AN,(id× s)◦ in0 : Z0 →U ×V ). (17)
We will write ∆(U)⊔G = Z0 ⊂ U ×V for ((id × s) ◦ in0)(Z0) ⊂ U ×V . Let f ∈ k[U ×V ] be
a function such that f |G = 1 and f |∆(U) = 0. Then ∆(U) is a closed subset of the affine scheme
(U ×V ) f .
Definition 10.1. Under the notation from Proposition 9.6 and Proposition 9.9, set
b′ = (Z0,U ×V , p
∗
V (ϕ1), ..., p
∗
V (ϕN−1),(id× r)
∗(h0); prX ◦ (id× r)) ∈ FrN(U,X).
We will sometimes write below (Z0,U ×V , p
∗
V
(ϕ),(id× r)∗(h0); prX ◦ (id× r)) to denote the mor-
phism b′.
To construct the desired morphism b ∈ FrN(U,X), we need to modify slightly the function
p∗
V
(ϕ1) in the framing of Z0. By Proposition 9.6 and item (b) of Proposition 9.9, the functions
p∗V (ϕ1), ..., p
∗
V (ϕN−1),(id× r)
∗(h0)
generate an ideal I(id×s)(∆(U)) in k[(U ×V ) f ] defining the closed subscheme ∆(U) of the scheme
(U ×V ) f . Let t1, t2, . . . , tN ∈ k[U ×A
N ] be the coordinate functions. For any i = 1,2, . . . ,N, set
t ′i = ti− (ti|∆(U)) ∈ k[U ×A
N ]. Then the family
(t ′′1 , t
′′
2 , . . . , t
′′
N) = (id×ρ)
∗(t ′1),(id×ρ)
∗(t ′2), . . . ,(id×ρ)
∗(t ′N)
also generates the ideal I = I(id×s)(∆(U)) in k[(U ×V ) f ]. This holds, because (17) is an e´tale neigh-
borhood of Z0 in U ×A
N . By Remark 9.5 the k[U ] = k[(id × s)(∆(U))]-module I/I2 is free of
rank N. Thus the families (t¯ ′′1 , t¯
′′
2 , . . . , t¯
′′
N) and (p
∗
V
(ϕ1), ..., p∗V (ϕN−1),(id× r)
∗(h0)) are two free
bases of the k[((id× s) ◦∆)(U))]-module I/I2. Let J ∈ k[U ]× be the Jacobian of a unique matrix
A ∈MN(k[U ]) which transforms the first free basis to the second one. Set,
ϕnew1 = q
∗
U(J
−1)ϕ1 ∈ k[V ],
where qU = prU ◦ (id×ρ) : V →U . Let A
new ∈MN(k[U ]) be a unique matrix changing the first
free basis to the basis
(p∗
V
(ϕnew1 ), p
∗
V
(ϕ2), ..., p∗V (ϕN−1),(id× r)
∗(h0)).
Then the Jacobian Jnew of Anew is equal to 1:
Jnew = 1 ∈ k[U ]×. (18)
We will write
(ψ1,ψ2, . . . ,ψN−1) for (p
∗
V (ϕ
new
1 ), p
∗
V (ϕ2), ..., p
∗
V (ϕN−1)).
Definition 10.2. Under the notation from Proposition 9.6 and Proposition 9.9 set
b= (Z0,U ×V ,ψ1, ...,ψN−1,(id× r)
∗(h0); prX ◦ (id× r)) ∈ FrN(U,X).
For brevity, we will sometimes write
b= (Z0,U ×V , p
∗
V (ψ),(id× r)
∗(h0); prX ◦ (id× r)).
Under the notation from Proposition 9.6 and Proposition 9.9 construct now a morphism a ∈
FrN(U,X). Let Z1 ⊂ U × X be the closed subset from Proposition 9.9. Then one has closed
inclusions
Z1 ⊂U ×X ⊂U ×A
N.
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Set (U ×X ′)◦ = (U ×X
′)−Z′′2 and (U ×V
′)◦ = (id× r
′)−1((U ×X ′)◦). Let in1 : Z1 ⊂U ×X and
in′1 : Z
′
1 ⊂ (U ×X
′)◦ be closed inclusions. Set,
r◦ = (id× r
′)|(U×V ′)◦ : (U ×V
′)◦→ (U ×X
′)◦.
Using the notation of Proposition 9.6 and Proposition 9.9 (item (c)), define an e´tale neighborhood
of Z1 inU ×A
N as follows:
((U×V ′)◦,(id×ρ)◦(id×Π
′) : (U×V ′)◦→U×A
N ,(id×s′)◦in′1◦m
−1 :Z1→ (U×V
′)◦). (19)
Definition 10.3. Under the notation of Proposition 9.6 and Proposition 9.9 set,
a= (Z1,(U ×V
′)◦,(id×Π
′)∗(ψ1), ...,(id×Π
′)∗(ψN−1),r
∗
◦(id×Π)
∗(h1); prX ′ ◦ r◦) ∈ FrN(U,X
′).
For brevity, we will sometimes write
a= (Z1,(U ×V
′)◦,(id×Π
′)∗(ψ),r∗◦(id×Π)
∗(h1); prX ′ ◦ r◦).
Under the notation of Proposition 9.6 and Proposition 9.9, let us construct now a morphism
Hθ ∈ FrN(A
1×U,X). Let Zθ ⊂ A
1×U ×X be the closed subset from Proposition 9.9. Then one
has closed inclusions
Zθ ⊂ A
1×U ×X ⊂ A1×U×AN .
Let inθ : Zθ ⊂A
1×U×X be the closed inclusion. Define an e´tale neighborhood of Zθ in A
1×U×
A
N as follows:
(A1×U ×V , id× id×ρ : A1×U ×V → A1×U ×AN,(id× id× s)◦ inθ : Zθ → A
1×U×V ).
(20)
Definition 10.4. Under the notation of Propositions 9.6 and 9.9 we set
Hθ = (Zθ ,A
1×U×V ,ψ1, ...,ψN−1,(id× id× r)
∗(hθ ); prX ◦ (id× id× r)) ∈ FrN(A
1×U,X).
We will sometimes write below (Zθ ,A
1×U×V ,ψ ,(id× id×r)∗(hθ ); prX ◦(id× id×r)) to denote
the morphism Hθ .
Lemma 10.5. One has equalities H0 = b, H1 = Π◦a in FrN(U,X).
Proof. The first equality is obvious. To check the second one, consider
H1 = (Z1,U ×V ,ψ ,(id× r)
∗(h1); prX ◦ (id× r)) ∈ FrN(U,X).
Here we use (U ×V , id×ρ :U ×V →U ×AN,(id× s)◦ in1 : Z1 →U ×V ) as an e´tale neighbor-
hood of Z1 inU ×A
N. Take another e´tale neighborhood of Z1 inU ×A
N
((U ×V ′)◦,(id×ρ)◦ (id×Π
′) : (U ×V ′)◦→U ×A
N,(id× s′)◦ in′1 ◦m
−1 : Z1 → (U ×V
′)◦)
and the morphism id×Π′ : (U ×V ′)◦ →U ×V regarded as a morphism of e´tale neighborhoods.
Refining the e´tale neighborhood of Z1 in the definition of H1 by means of that morphism, we get a
framed correspondence H ′1 = H1 of level N, which has the form
(Z1,(U ×V
′)◦,(id×Π
′)∗(ψ),(id×Π′)∗(id× r)∗(h1); prX ◦ (id× r)◦ (id×Π
′)).
Note that
(id×Π′)∗(id× r)∗(h1) = r
∗
◦(id×Π)
∗(h1) and prX ◦ (id× r)◦ (id×Π
′) = Π◦ prX ′ ◦ r◦.
Thus, H1 = H
′
1 = Π◦a in FrN(U,X). 
The following lemma follows from Lemma 3.4 and Remark 9.10.
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Lemma 10.6. The morphisms a|U−S, b|U−S, Hθ |A1×(U−S) and Π|X ′−S′ run inside X
′− S′, X − S,
X−S and X−S respectively.
By the preceding lemma and Definition 3.3 the morphisms a, b, Hθ and Π define morphisms
〈〈a〉〉 ∈ ZFN((U,U −S),(X
′,X ′−S′)),〈〈b〉〉 ∈ ZFN((U,U −S),(X ,X −S)),
〈〈Hθ 〉〉 ∈ ZFN(A
1× (U,U −S),(X ,X−S)),〈〈Π〉〉 ∈ ZFN((X
′,X ′−S′),(X ,X −S)).
Lemma 10.5 and Definition 3.3 yield equalities
〈〈Π〉〉 ◦ 〈〈a〉〉 = 〈〈H1〉〉 and 〈〈H0〉〉= 〈〈b〉〉
in ZFN((U,U −S),(X ,X−S)).
Corollary 10.7. One has an equality [[Π]]◦ [[a]] = [[b]] in ZFN((U,U −S),(X ,X−S)).
Proof of Corollary 10.7. In fact, by Corollary 3.5 one has a chain of equalities
[[Π]]◦ [[a]] = [[H1]] = [[H0]] = [[b]]
in ZFN((U,U −S),(X ,X−S)). 
Reducing Theorem 2.13 to Propositions 9.6 and 9.9. The support Z0 of b is the disjoint union ∆(U)⊔
G. Thus, by Lemma 3.6 one has an equality
〈〈b〉〉= 〈〈b1〉〉+ 〈〈b2〉〉
in ZFN((U,U −S),(X ,X−S)), where
b1 = (∆(U),(U ×V ) f ,ψ1, ...,ψN−1,(id× r)
∗(h0); prX ◦ (id× r)),
b2 = (G,(U ×V −∆(U),ψ1, ...,ψN−1,(id× r)
∗(h0); prX ◦ (id× r)).
By Proposition 9.9 one has G ⊂U × (X − S). Thus b2 = j ◦ bG for an obvious morphism bG ∈
FrN(U,X −S). Also,
〈〈b2〉〉= 〈〈 j〉〉 ◦ 〈〈bG〉〉 ∈ ZFN((U,U −S),(X ,X −S)),
where j : (X −S,X −S) →֒ (X ,X−S) is a natural inclusion. By the latter comments and Corollary
10.7 one gets an equality
[[Π]]◦ [[a]]− [[ j]]◦ [[bG]] = [[b1]]
in ZFN((U,U − S),(X ,X − S)). To prove equality (15), and hence to prove Theorem 2.13, it re-
mains to check that [[b1]] = [[can]] ◦ [[σ
N
U ]]. Recall that one has equality (18). Thus the equality
[[b1]] = [[can]]◦ [[σ
N
U ]] holds by Theorem 13.3. This finishes the proof of Theorem 2.13. 
11. PRELIMINARIES FOR THE SURJECTIVE PART OF THE E´TALE EXCISION
Let S ⊂ X and S′ ⊂ X ′ be closed subsets. Let
V ′ //

X ′
Π

V // X
be an elementary distinguished square with affine k-smooth X and X ′. Let S = X −V and S′ =
X ′−V ′ be closed subschemes equipped with reduced structures. Let x ∈ S and x′ ∈ S′ be two points
such that Π(x′) = x. LetU = Spec(OX ,x) andU
′ = Spec(OX ′,x′). Let pi :U
′→U be the morphism
induced by Π.
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To prove Theorem 2.14 it suffices to find morphisms a∈ZFN((U,U−S)),(X
′,X ′−S′)) and bG ∈
ZFN((U
′,U ′−S′)),(X ′−S′,X ′−S′)) such that in the characteristic different from 2 the following
equality holds:
[[a]]◦ [[pi]]− [[ j]]◦ [[bG]] = [[can
′]]◦ [[σNU ′ ]]. (21)
If the characteristic of k is 2 then the following equality holds in ZFN(U
′,U ′−S′)),(X ′,X ′−S′)):
2 · [[a]]◦ [[pi]]−2 · [[ j]]◦ [[bG]] = 2 · [[can
′]]◦ [[σNU ′ ]]. (22)
Here j : (X ′− S′,X ′− S′)→ (X ′,X ′− S′) and can′ : (U ′,U ′− S′)→ (X ′,X ′− S′) are inclusions.
In this section we do some preparations to construct the desired morphisms a ∈ ZFN((U,U −
S)),(X ′,X ′−S′)) and bG ∈ZFN((U
′,U ′−S′)),(X ′−S′,X ′−S′)) in Section 12 satisfying (21) in the
characteristic different from 2, and satisfying (22) if the characteristic of k is 2. The preparations
are done independently of the characteristic of the base field k.
Replace X by an affine open neighborhood in : X◦ →֒ X of the point x. Replace X ′ by (X ′)◦ :=
Π−1(X◦) and write in′ : (X ′)◦ →֒ X ′ for the inclusion. Replace V by V ∩X◦ and V ′ with V ′∩ (X ′)◦.
Let can′◦ :U
′→ (X ′)◦ be the canonical inclusion. Let j◦ : ((X ′◦)−S′,(X ′)◦−S′)→ ((X ′)◦,(X ′)◦−
S′) be an inclusion of pairs. If we find
a◦ ∈ ZFN((U,U −S)),((X
′)◦,(X ′)◦−S′)) and b◦G ∈ ZFN((U
′,U ′−S′)),((X ′)◦−S′,(X ′)◦−S′))
such that
[[a◦]]◦ [[pi]]− [[ j◦]]◦ [[b◦G]] = [[can
′
◦]]◦ [[σ
N
U ′ ]], (23)
then the morphisms a= in′ ◦a◦ and bG = in
′ ◦b◦G satisfy condition (21).
Let X ′n be the normalization of X in Spec(k(X
′)). Let Πn : X
′
n → X be the corresponding finite
morphism. Since X ′ is k-smooth it is an open subscheme of X ′n. Let Y
′′ = X ′n−X
′. It is a closed
subset in X ′n. Since Π|S′ : S
′→ S is a scheme isomorphism, then S′ is closed in X ′n. Thus S
′∩Y ′′ = /0.
Hence there is a function f ∈ k[X ′n] such that f |Y ′′ = 0 and f |S′ = 1.
Remark 11.1. In this section we use agreements and notation from Definition 9.2 and Remark 9.3.
In particular, X ′new := (X
′
n) f is an affine k-smooth variety and X
′
new ⊂ X
′, and S′ ⊂ X ′new. Below we
work with X ′new and write X
′ for X ′new.
Remark 11.2. If q : X → B is the almost elementary fibration from Remark 9.4, then Ω1
X ′/B
∼= OX .
In fact, by Remark 9.5 Ω1
X/B = ωX/B
∼= OX . The morphism Π : X
′→ X is e´tale. Thus Ω1
X ′/B
∼= OX ′ .
Since X ′ is an affine k-scheme, there is a closed embedding j : X ′ →֒ B×AN of B-schemes.
Choose and fix such an embedding j. Since X ′ is affine k-smooth, hence [N ( j)] = (N−1)[OX ] in
K0(X
′), where N ( j) is the normal bundle to X ′ associated with the imbedding j.
Thus by increasing the integer N, we may assume that the normal bundle N ( j) is isomorphic to
the trivial bundle ON−1X ′ .
Repeating arguments from the proof of Lemma 8.2 we get the following
Proposition 11.3. Let q : X → B is the almost elementary fibration from Remark 9.4 and let X ′ =
X ′new be as in the Remark 11.1. Then there are an integer N > 0, a closed embedding j :X
′ →֒B×AN
of B-schemes, an e´tale affine neighborhood (V ′′,ρ ′′ :V ′′→ B×AN,s′′ : X ′ →֒ V ′′) of X ′ in B×AN,
functions ϕ ′1, ...,ϕ
′
N−1 ∈ k[V
′′] and a morphism r′′ : V ′′ → X ′ such that
(i) the functions ϕ ′1, ...,ϕ
′
N−1 generate the ideal Is′′(X ′) in k[V
′′] defining the closed subscheme
s′′(X ′) of V ′′;
(ii) r′′ ◦ s′′ = idX ′ ;
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(iii) the morphism r′′ is a B-scheme morphism if V ′′ is regarded as a B-scheme via the morphism
prU ◦ρ
′′ and X ′ is regarded as a B-scheme via the morphism q◦Π from Lemma 9.4.
Definition 11.4. Let x ∈ S, x′ ∈ S′ be such that Π(x′) = x. We put U = Spec(OX ,x). There is an
obvious morphism ∆′ = (id,can) :U ′→U ′×BX
′. It is a section of the projection pU ′ :U
′×BX
′→
U ′. Let pX ′ :U
′×BX
′→ X ′ be the projection onto X ′. Let pi :U ′→U be the restriction of Π to U ′.
Notation 11.5. We regard X as a B-scheme via the morphism q and regard X ′ as a B-scheme via the
morphism q◦Π. In what follows we write U ×X ′ for U ×B X
′, U ′×X ′ for U ′×B X
′, A1×U ′×X ′
for A1×U ′×BX
′ etc.
Proposition 11.6. Under the conditions of Remark 9.4 and Notation 11.5 there are functions F ∈
k[U×X ′] and h′θ ∈ k[A
1×U ′×X ′] (θ is the parameter on the left factor A1) such that the following
properties hold for the functions h′θ , h
′
1 := h
′
θ |1×U ′×X ′ and h
′
0 := h
′
θ |0×U ′×X ′:
(a) the morphism (pr,h′θ ) : A
1×U ′×X ′ → A1×U ′×A1 is finite and surjective, hence the
closed subscheme Z′θ := (h
′
θ )
−1(0)⊂A1×U ′×X ′ is finite flat and surjective over A1×U ′;
(b) for the closed subscheme Z′0 := (h
′
0)
−1(0) one has Z′0 = ∆
′(U ′)⊔G′ (an equality of closed
subschemes) and G′ ⊂U ′× (X ′−S′);
(c) h′1 = (pi × idX ′)
∗(F) (we write Z′1 to denote the closed subscheme {h
′
1 = 0});
(d) Z′θ ∩A
1× (U ′−S′)×S′ = /0 or, equivalently, Z′θ ∩A
1× (U ′−S′)×X ′ ⊂ A1× (U ′−S′)×
(X ′−S′);
(e) the morphism (prU ,F) :U ×X
′ →U ×A1 is finite surjective, and hence the closed sub-
scheme Z1 := F
−1(0)⊂U ×X ′ is finite flat and surjective over U;
(f) Z1∩ (U−S)×S
′ = /0 or, equivalently, Z1∩ (U −S)×X
′ ⊂ (U −S)× (X ′−S′).
Remark 11.7. Item (d) yields the following inclusions:
⋄ Z′θ ∩A
1× (U ′−S′)×X ′ ⊂ A1× (U ′−S′)× (X ′−S′);
⋄ Z′0∩ (U
′−S′)×X ′ ⊂ (U ′−S′)× (X ′−S′);
⋄ Z′1∩ (U
′−S′)×X ′ ⊂ (U ′−S′)× (X ′−S′).
Applying ( f ), we get another inclusion: Z1∩ (U −S)×X
′ ⊂ (U −S)× (X ′−S′).
12. REDUCING THEOREM 2.14 TO PROPOSITIONS 11.3 AND 11.6
We suppose in this section that S ⊂ X is k-smooth. In the present section we construct the
desired morphisms a ∈ ZFN((U,U −S)),(X
′,X ′−S′)) and bG ∈ ZFN((U
′,U ′−S′)),(X ′−S′,X ′−
S′)) satisfying (21) in the characteristic different from 2, and satisfying (22) if the characteristic
equals 2. This construction does not depend on the characteristic of the base field k.
To construct a morphism a ∈ FrN(U,X
′), we first construct its support in U ×AN for some
integer N, then we construct an e´tale neighborhood of the support inU×AN , then one constructs a
framing of the support in the neighborhood and finally one constructs a itself. In the same fashion
we construct a morphism b ∈ FrN(U
′,X ′) and a homotopy H ∈ FrN(A
1×U ′,X ′) between a◦pi and
b. Using the fact that the support Z′0 of b is of the form ∆
′(U ′)⊔G′ with G′ ⊂U ′× (X ′− S′), we
get a relation
〈b〉 = 〈b1〉+ 〈b2〉
in ZFN(U
′,X ′). Then we prove that [b1] = [can
′]◦ [σNU ′ ] if chark 6= 2 and [b2] factors through X
′−S′.
If chark= 2 we prove that 2 · [b1] = 2 ·([can
′ ]◦ [σN
U ′
]) and [b2] factors through X
′−S′. Moreover, we
are able to work with morphisms of pairs. In this section we will use systematically Propositions
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11.3 and 11.6 and Notation 11.5. These will end up with the equalities (21), (22) and will complete
the proof of Theorem 2.14 at the very end of the section (details are given below).
Let X ′ ⊂ B×AN be the closed inclusion from Proposition 11.3. Taking the base change of the
latter inclusion by means of the morphism U → B, we get a closed inclusion U ×B X
′ ⊂ U ×B
(B×AN) =U ×AN . Recall (see Notation 11.5) that we regard X as a B-scheme via the morphism
q and regard X ′ as a B-scheme via the morphism q ◦Π. In what follows we write U × X ′ for
U ×B X
′, U ′× X ′ for U ′×B X
′, U × V ′′ for U ×B V
′′, U ′ × V ′′ for U ′ ×B V
′′, and id × ρ for
id×B ρ :U ×B V
′′→U ×B (B×A
n) =U ×AN. Let pV :U ×V → V be the projection.
Under the notation from Proposition 11.3 and Proposition 11.6, construct now a morphism b ∈
FrN(U
′,X ′). Let Z′0 ⊂U
′×X ′ be the closed subset from Proposition 11.6. Then one has closed
inclusions
∆′(U ′)⊔G′ = Z′0 ⊂U
′×X ′ ⊂U ′×AN .
Let in0 : Z
′
0 ⊂U
′×X ′ be a closed inclusion. Define an e´tale neighborhood of Z′0 in U
′×AN as
follows:
(U ′×V ′′, id×ρ ′′ :U ′×V ′′ →U ′×AN,(id× s′′)◦ in0 : Z
′
0 →U
′×V ′′). (24)
We will write ∆′(U ′)⊔G′ = Z′0 ⊂U
′×V ′′ for ((id× s′′)◦ in0)(Z
′
0)⊂U
′×V ′′. Let f ∈ k[U ′×V ′′]
be a function such that f |G′ = 0 and f |∆′(U ′) = 1. Then ∆
′(U ′) is a closed subset of the affine scheme
(U ′×V ′′) f .
Definition 12.1. Under the notation from Proposition 9.6 and Proposition 9.9, set
b′=(Z′0,U
′×V ′′,(pi× id)∗(p∗V ′′(ϕ
′
1), ..., p
∗
V ′′(ϕ
′
N−1)),(id×r
′′)∗(h′0); prX ′ ◦(id×r
′′))∈FrN(U
′,X ′).
Here pV ′′ : U ×V
′′ → V ′′ is the projection. Below we will sometimes write (Z′0,U
′×V ′′,(pi ×
id)∗(p∗
V ′′
(ϕ ′)),(id× r′′)∗(h′0); prX ′ ◦ (id× r
′′)) to denote the morphism b′.
To construct the desired morphism b ∈ FrN(U
′,X ′), we slightly modify the function p∗
V ′′
(ϕ ′1) in
the framing of Z′0. By Proposition 11.3 and item (b) of Proposition 11.6, the functions
(pi × id)∗(p∗V ′′(ϕ
′
1)), ...,(pi × id)
∗(p∗V ′′(ϕ
′
N−1)),(id× r
′′)∗(h′0)
generate an ideal I(id×s′′)(∆′(U ′)) in k[(U
′ × V ′′) f ] defining the closed subscheme ∆
′(U ′) of the
scheme (U ′ × V ′′) f . Let t1, t2, . . . , tN ∈ k[U
′ ×AN ] be the coordinate functions. For any i =
1,2, . . . ,N, set t ′i = ti− (ti|∆′(U ′)) ∈ k[U
′×AN ]. Then the family
(t ′′1 , t
′′
2 , . . . , t
′′
N) = (id×ρ
′′)∗(t ′1),(id×ρ
′′)∗(t ′2), . . . ,(id×ρ
′′)∗(t ′N)
also generates the ideal I = I(id×s′′)(∆′(U ′)) in k[(U
′×V ′′) f ]. This holds, because (24) is an e´tale
neighborhood of Z′0 in U ×A
N. By Remark 11.2 the k[U ′] = k[(id× s′′)(∆′(U ′))]-module I/I2 is
free of rank N. Thus the families
(t¯ ′′1 , t¯
′′
2 , . . . , t¯
′′
N) and (p
∗
V ′′
(ϕ ′1), ..., p
∗
V ′′
(ϕ ′N−1),(id× r
′′)∗(h′0))
are two free bases of the k[((id× s′′)◦∆′)(U ′))]-module I/I2. Let J ∈ k[U ′]× be the Jacobian of a
unique matrix A ∈MN(k[U
′]) converting the first free basis to the second one. There is an element
λ ∈ k[U ]× such that λ |S∩U = J|S′∩U ′ (we identify here S
′∩U ′ with S∩U via the morphism pi|S′∩U ′).
Clearly, λ ∈ k[U ]×.
Set,
(ϕ ′1)
new = q∗U (J
−1)(ϕ ′1) ∈ k[V
′′],
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where qU = prU ◦ (id× ρ
′′) : V ′′ →U . Let Anew ∈ MN(k[U ]) be a unique matrix which converts
the first free basis to the basis
(p∗
V ′′
((ϕ ′1)
new), ..., p∗
V ′′
(ϕ ′N−1),(id× r
′′)∗(h′0)).
Then the Jacobian Jnew of Anew has the property:
Jnew|S′∩U ′ = 1 ∈ k[S
′∩U ′]. (25)
We will write (ψ1,ψ2, . . . ,ψN−1) for (p
∗
V ′′
((ϕ ′1)
new), ..., p∗
V ′′
(ϕ ′N−1)).
Definition 12.2. Under the notation from Proposition 11.3 and Proposition 11.6 set
b= (Z′0,U
′×V ′′,(pi× id)∗(ψ1), ...,(pi× id)
∗(ψN−1),(id×r
′′)∗(h′0); prX ′ ◦(id×r
′′))∈FrN(U
′,X ′).
We will often write for brevity b= (Z′0,U
′×V ′′,(pi × id)∗(ψ),(id× r′′)∗(h′0); prX ′ ◦ (id× r
′′)).
Under the notation from Proposition 11.3 and Proposition 11.6 construct now a morphism a ∈
FrN(U,X
′). Let Z1 ⊂ U ×X
′ be the closed subset from Proposition 11.6. Then one has closed
inclusions
Z1 ⊂U ×X
′ ⊂U ×AN.
Let in1 : Z1 ⊂U ×X be the closed inclusion. Define an e´tale neighborhood of Z1 in U ×A
N as
follows:
(U ×V ′′, id×ρ ′′ :U ×V ′′ →U ×AN ,(id× s′′)◦ in1 : Z1 →֒U ×V
′′). (26)
Definition 12.3. Under the notation from Proposition 11.3 and Proposition 11.6 set
a= (Z1,U ×V
′′,ψ1, ...,ψN−1,(id× r
′′)∗(F); prX ′ ◦ (idU × r
′′)) ∈ FrN(U,X
′)
We will sometimes write (Z1,U ×V
′′,ψ ,(id× r′′)∗(F); prX ′ ◦ (idU × r
′′)) to denote a.
Under the notation from Proposition 11.3 and Proposition 11.6 construct now a morphism Hθ ∈
FrN(A
1×U ′,X ′). Recall that under that notation we write A1×U ′×X ′ for A1×U ′×B X
′. Let
Z′θ ⊂ A
1×U ′×X ′ be the closed subset from Proposition 11.6. Then one has closed inclusions
Z′θ ⊂ A
1×U ′×X ′ ⊂A1×U ′×AN.
Let inθ : Z
′
θ ⊂ A
1×U ′×X ′ be the closed inclusion. Define an e´tale neighborhood of Z′θ in A
1×
U ′×AN as follows:
(A1×U ′×V ′′,A1×U ′×V ′′
id×id×ρ ′′
−−−−−→ A1×U ′×AN ,(id×id× s′′)◦ inθ : Z
′
θ →֒ A
1×U ′×V ′′).
(27)
Definition 12.4. Under the notation from Proposition 11.3 and Proposition 11.6 set Hθ to be equal
to
(Z′θ ,A
1×U ′×V ′′, pr∗((pi× id)∗(ψ)),(id× id×r′′)∗(h′θ ); prX ′ ◦(id× id×r
′′))∈FrN(A
1×U ′,X ′),
where pr : A1×U ′×V ′′ →U ′×V ′′ is the projection.
Lemma 12.5. One has equalities H0 = b, H1 = a◦pi in FrN(U
′,X ′).
Proof. The first equality is obvious. Let us prove the second one. By Proposition 11.6 one has
h′1 = (pi × idX ′)
∗(F). Thus one has a chain of equalities in FrN(U
′,X ′):
a◦pi = (Z′1,U
′×V ′′,(pi× idV ′′)
∗(ψ),(pi× idV ′′)
∗((idU×r
′′)∗(F)); prX ′ ◦(idU×r
′′)◦(pi× idV ′′)) =
(Z′1,U
′×V ′′,(pi × idV ′′)
∗(ψ),(idU ′ × r
′′)∗((pi × idX ′)
∗(F)); prX ′ ◦ (pi × idX ′)◦ (idU ′ × r
′′)) =
(Z′1,U
′×V ′′,(pi × idV ′′)
∗(ψ),(idU ′ × r
′′)∗(h′1); prX ′ ◦ (idU ′ × r
′′)) = H1.

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The following lemma follows from Lemma 3.4 and Remark 11.7.
Lemma 12.6. The morphisms a|U−S, b|U ′−S′ , Hθ |A1×(U ′−S′) and pi|U ′−S′ run inside X
′−S′, X ′−S′,
X ′−S′ and U −S respectively.
By the preceding lemma and Definition 3.3 the morphisms a, b, Hθ and pi define morphisms
〈〈a〉〉 ∈ ZFN((U,U −S),(X
′,X ′−S′)),〈〈b〉〉 ∈ ZFN((U
′,U ′−S′),(X ′,X −S′)),
〈〈Hθ 〉〉 ∈ ZFN(A
1× (U ′,U ′−S′),(X ′,X ′−S′)),〈〈pi〉〉 ∈ ZFN((U
′,U ′−S′),(U,U −S)).
Lemma 12.5 and Definition 3.3 yield equalities
〈〈a〉〉 ◦ 〈〈pi〉〉 = 〈〈H1〉〉 and 〈〈H0〉〉= 〈〈b〉〉
in ZFN((U
′,U ′−S′),(X ′,X ′−S′)).
Corollary 12.7. There is a relation [[a]]◦ [[pi]] = [[b]] in ZFN((U
′,U ′−S′),(X ′,X ′−S′)).
Proof of Corollary 12.7. In fact, by Corollary 3.5 one has a chain of equalities
[[a]]◦ [[pi]] = [[H1]] = [[H0]] = [[b]]
in ZFN((U
′,U ′−S′),(X ′,X ′−S′)). 
Reducing Theorem 2.14 to Propositions 11.3 and 11.6. The support Z0 of b is the disjoint union
∆′(U ′)⊔G′. Thus, by Lemma 3.6 one has,
〈〈b〉〉= 〈〈b1〉〉+ 〈〈b2〉〉
in ZFN((U
′,U ′−S′),(X ′,X ′−S′)), where
b1 = (∆
′(U ′),(U ′×V ′′) f ,ψ1, ...,ψN−1,(id× r
′′)∗(h′0); prX ′ ◦ (id× r
′′)),
b2 = (G
′,(U ′×V ′′−∆′(U ′),ψ1, ...,ψN−1,(id× r
′′)∗(h′0); prX ′ ◦ (id× r
′′))
and the function f is defined just above Definition 12.1. By Proposition 11.6 one has G′ ⊂U ′×
(X ′−S′). Thus b2 = j ◦bG′ for the obvious morphism bG′ ∈ FrN(U
′,X ′−S′). Also,
〈〈b2〉〉= 〈〈 j〉〉 ◦ 〈〈bG′〉〉 ∈ ZFN((U
′,U ′−S′),(X ′,X ′−S′)),
where j : (X ′− S′,X ′− S′) →֒ (X ′,X ′− S′) is a natural inclusion. By the latter comments and
Corollary 12.7 one gets,
[[a]]◦ [[pi]]− [[ j]]◦ [[bG′ ]] = [[b1]] (28)
in ZFN((U
′,U ′−S′),(X ′,X ′−S′)). Suppose now chark = 2. Then by Theorem 13.5 one has
2 · [[b1]] = 2 · ([[can
′]]◦ [[σNU ′ ]])
in ZFN((U
′,U ′ − S′),(X ′,X ′− S′)). Hence the equality (28) yields the relation (22). Whence
Theorem 2.14 for chark = 2.
Suppose now chark 6= 2. To prove the equality (21), and hence to prove Theorem 2.14 in this
case, it remains to check that [[b1]] = [[can
′]]◦ [[σNU ′ ]].
Let U ′′ = (U ′)hS′∩U ′ be the henzelization of U
′ at S′ ∩U ′ and let pi ′ :U ′′ →U ′ be the structure
morphism. Recall that S′ ∩U ′ is essentially k-smooth. Thus the pair (U ′′,S′ ∩U ′) is a henselian
pair with an essentially k-smooth closed subscheme S′ ∩U ′. Recall that one has equality (25).
If chark 6= 2 then by Theorem 13.4 one has an equality [[b1]] ◦ [[pi
′]] = [[can′]] ◦ [[pi ′]] ◦ [[σN
U ′′
]] in
ZFN((U
′′,U ′′−S′′),(X ′,X ′−S′)). Since pi ′ ◦σNU ′′ = σ
N
U ′ ◦pi
′ one has,
[[b1]]◦ [[pi
′]] = [[can′]]◦ [[σNU ′ ]◦ [[pi
′]] ∈ ZFN((U
′′,U ′′−S′′),(X ′,X ′−S′)).
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Applying Theorem 2.13 to the morphism pi ′ :U ′′ →U ′, we see that for an integer M > 0 one has
an equality
[[b1]]◦ [[σ
M
U ′ ]] = [[can
′]]◦ [[σM+NU ′ ]] ∈ ZFM+N((U
′,U ′−S′),(X ′,X ′−S′)).
Thus,
[[a]]◦[[pi]]◦[[σMU ′ ]]− [[ j]]◦[[bG′ ]]◦[[σ
M
U ′ ]] = [[can
′]]◦[[σM+NU ′ ]]∈ ZFM+N((U
′,U ′−S′),(X ′,X ′−S′)).
Since pi ◦σMU ′ = σ
M
U ◦pi , then we have that
[[a]]◦[[σMU ]]◦[[pi]]− [[ j]]◦[[bG′ ]]◦[[σ
M
U ′ ]] = [[can
′]]◦[[σM+NU ′ ]]∈ZFM+N((U
′,U ′−S′),(X ′,X ′−S′)).
Set anew = a◦σ
M
U , b
new
G′ = bG′ ◦σ
M
U ′ , N(new) =M+N. Having these the following equality holds:
[[anew]]◦ [[pi]]− [[ j]]◦ [[b
new
G′ ]] = [[can
′]]◦ [[σ
N(new)
U ′
]] ∈ ZFM+N((U
′,U ′−S′),(X ′,X ′−S′)).
The latter equality is of the form (21). Whence Theorem 2.14 in the characteristic not 2. 
13. THREE USEFUL THEOREMS
We refer the reader to [5] or [4] for the definition and basic properties of henzelization of an
affine scheme along a closed subscheme.
Let X ,X1 be k-smooth affine varieties, Z ⊂ X , Z1 ⊂ X1 be closed subsets. Let f : X1 → X be a
k-morphism such that Z1 ⊂ f
−1(Z). For an e´tale neighborhood (W,pi :W → X ,s : Z→W ) of Z in
X set W1 = X1×XW . Let pi1 :W1 → X1 be the projection and let s1 = (i1, f |Z1) : Z1 →W1, where
i1 : Z1 →֒ X1 be the inclusion. Then (W1,pi1,s1) is an e´tale neighborhood of Z1 in X1. Denote by
fW :W1→W the projection. Then one has a morphism lim( fW ) : lim(W,pi,s)W1→ lim(W,pi,s)W = X
h
Z .
Set,
f h = lim( fW )◦ can f : (X1)
h
Z1
→ XhZ , (29)
where can f : (X1)
h
Z1
→ lim(W,pi,s)W1 is the canonical morphism. Clearly, ρ ◦ f
h = f ◦ ρ1, where
ρ : XhZ → X and ρ1 : (X1)
h
Z1
→ X1 are the canonical morphisms.
The following properties of the morphism f h are straightforward:
(1) For any affine k-smooth variety X one has idhX = idXhZ
. If p : X → pt is the structure map,
then for any closed Z in X the morphism ph : XhZ → (pt)
h
pt = pt is the structure morphism.
(2) Given a k-morphism f1 : X2 → X1 of affine k-smooth varieties and a closed subset Z2 ⊂ X2
with Z2 ⊂ f
−1
1 (Z1) one has ( f ◦ f1)
h = f h ◦ f h1 .
(3) If i : Z →֒ X is the closed inclusion, Z1 = Z, then Z
h
Z = Z and i
h : Z = ZhZ → X
h
Z coincides
with the canonical closed inclusion s : Z→ XhZ .
The last two properties imply the following property. LetW be an affine k-smooth variety. Let
p : X →W be an affine W -smooth scheme and i :W → X be a section of the morphism p. Let
(Xh
i(W),ρ : X
h
t(W) → X ,s :W → X
h
i(W)) be the henselization of X at i(W ), where s :W → X
h
i(W) be the
canonical section of ρ . Then one has equalities
(i◦ p)h = ih ◦ ph = s◦ ph : Xhi(W) → X
h
i(W).
These observations imply the following
Lemma 13.1. Let W be an affine k-smooth variety. Let p : X →W be an affine W-smooth scheme
and i :W → X be a section of the morphism p. Let fs : A
1×X → X be a morphism such that f1 :
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X → X is the identity, f0 : X → X coincides with the morphism X
p
−→W
i
−→ X and ( fs)|A1×W = prW .
Then the morphism f hs : (A
1×X)h
A1×i(W)
→ Xh
i(W) defined by (29) has the following properties:
(1) ( f hs )|(1×X)h
(1×i(W))
: Xh
i(W) → X
h
i(W) is the identity;
(2) ( f hs )|(0×X)h
(0×i(W)
: Xh
i(W) → X
h
i(W) coincides with the morphism X
h
i(W)
ph
−→W
s
−→ Xh
i(W), where
s :W →֒ Xh
i(W) is defined just above the lemma.
Proof. The first assertion follows from the equalities
idXh
i(W )
= idhX = ( f1)
h = ( fs ◦ i1)
h = f hs ◦ i
h
1 = ( f
h
s )|(1×X)h
1×i(W)
.
As mentioned above, one has the equality ih = s :W → Xh
i(W). The equalities
s◦ ph = ih ◦ ph = (i◦ p)h = ( f0)
h = ( fs ◦ i0)
h = f hs ◦ i
h
0 = ( f
h
s )|(0×X)h
0×i(W)
yield the second assertion. 
If we take X =AmW , aW -morphism i :W →A
m
W and the morphism fs :A
1×AmW →A
m
W mapping
(s,y) to s · (idAmW − i◦ prW )+ i◦ prW , where prW :A
m
W →W is the projection. Then fs :A
1×X → X
satisfies the hypotheses of Lemma 13.1. Thus Lemma 13.1 implies the following statement.
Corollary 13.2. The morphism Hs := f
h
s : (A
1×AmW )
h
A1×i(W)
→ (AmW )
h
i(W ) has the following prop-
erties:
(a) H1 := ( f
h
s )|(1×AmW )h1×i(W)
: (AmW )
h
i(W) → (A
m
W )
h
i(W) is the identity morphism;
(b) H0 := ( f
h
s )|(0×AmW )h0×i(W)
: (AmW )
h
i(W ) → (A
m
W )
h
i(W ) coincides with the composite morphism
(AmW )
h
i(W )
ph
−→W
s
−→ (AmW )
h
i(W ), where p
h : (AmW )
h
i(W) →W is the structure morphism and
s :W →֒ (AmW )
h
i(W ) is the canonical map defined just above Lemma 13.1.
Theorem 13.3. Let W be an essentially k-smooth local k-scheme and let N > 1 be an integer. Let
i :W →W ×AN be a section of the projection prW :W ×A
N →W. Let
((W ×AN)hi(W ),ρ : (W ×A
N)hi(W) →W ×A
N,s :W → (W ×AN)hi(W))
be the henselization of W ×AN at i(W ) (particularly, i = ρ ◦ s). Let X be a k-smooth scheme.
Suppose
α = (i(W ),(W ×AN)hi(W ),ϕ1, . . . ,ϕN ;g) ∈ FrN(W,X),
is a N-framed correspondence such that the functions (ϕ1, . . . ,ϕN) generate the ideal I = Is(W) of
those functions in k[(W ×AN)h
i(W )], which vanish on the closed subset s(W ). Let A ∈ MN(k[W ])
be a unique matrix transforming the free basis (t1− (t1|i(W )), . . . , tN − (tN |i(W))) of the free k[W ]-
module I/I2 to the free basis (ϕ¯1, . . . , ϕ¯N) of the same k[W ]-module. Suppose that the determinant
J := det(A) = 1 ∈ k[W ]. Then,
[α ] = [g◦ s]◦ [σNW ] ∈ ZFN(W,X). (30)
If W ◦ ⊂W is Zariski open and X◦ ⊂ X is Zariski open and g(s(W ◦))⊂ X◦, then
[[α ]] = [[g◦ s]]◦ [[σNW ]] ∈ ZFN((W,W
◦),(X ,X◦)). (31)
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Theorem 13.4. Suppose chark 6= 2. Let W be an essentially k-smooth local k-scheme and N > 1
be an integer. Let Z ⊂W be a closed subscheme (essentially k-smooth) such that the pair (W,Z)
is henselian. Let X be a k-smooth scheme. Let i :W →W ×AN , α ∈ FrN(W,X), A ∈MN(k[W ]),
J := det(A) ∈ k[W ], s :W → (W ×AN)h
i(W ) be the same as in Theorem 13.3. Suppose that J|Z =
1 ∈ k[Z]. Then,
[α ] = [g◦ s]◦ [σNW ] ∈ ZFN(W,X). (32)
If W ◦ ⊂W is Zariski open and X◦ ⊂ X is Zariski open and g(s(W ◦))⊂ X◦, then
[[α ]] = [[g◦ s]]◦ [[σNW ]] ∈ ZFN((W,W
◦),(X ,X◦)). (33)
Theorem 13.5. Suppose that chark= 2. LetW be an essentially k-smooth local k-scheme and N >
1 be an integer. Let X be a k-smooth scheme. Let i :W →W ×AN , α ∈ FrN(W,X), A ∈MN(k[W ]),
s :W → (W ×AN)h
i(W ) be the same as in Theorem 13.3. Suppose that J := det(A) ∈ k[W ]
×. Then,
2 · [α ] = 2 · ([g◦ s]◦ [σNW ]) ∈ ZFN(W,X). (34)
If W ◦ ⊂W is Zariski open and X◦ ⊂ X is Zariski open and g(s(W ◦))⊂ X◦, then
2 · [[α ]] = 2 · ([[g◦ s]]◦ [[σNW ]]) ∈ ZFN((W,W
◦),(X ,X◦)). (35)
To prove these two theorems, we need some technical lemmas.
Lemma 13.6. Let W be a k-smooth affine scheme and let W := (W ×AN)hW×0 be the henzelization
of W ×AN at W × 0. Let Wθ := (A
1×W ×AN)h
A1×W×0
be the henzelization of A1×W ×AN at
A
1×W ×0. Let fθ : A
1×W ×AN →W ×AN be a morphism given by (θ ,w,y) 7→ (w,θ ·y)). Then
the morphism Hθ = f
h
θ : Wθ →W has the following properties:
(a) H1 : W →W is the identity morphism;
(b) H0 :W →W coincides with the composite morphism W
ρ0
−→W ×AN
prW
−−→W
s0−→W , where
(W ,W
ρ0
−→W ×AN,W
s0−→W ) is the henselization of W ×AN at W ×{0}.
If W ◦ ⊂W is open, then set W ◦ := p−1
W×AN
(W ◦×AN) and W ◦θ := p
−1
A1×W×AN
(A1×W ◦×AN).
In that case Hθ(W
◦
θ )⊂W
◦.
Proof. This lemma is a partial case of Corollary 13.2. 
Corollary 13.7 (of Lemma 13.6). Let hθ = (A
1×W ×0,Wθ ,ψ ;Hθ )∈ FrN(A
1×W,W ). Then one
has:
(a) h1 = (W ×0,W ,ψ ; idW ) ∈ FrN(A
1×W,W );
(b) h0 = (W ×0,W ,ψ ;s0 ◦ pW ) = s0 ◦ (W ×0,W ,ψ ; pW ) ∈ FrN(A
1×W,W ), where pW is the
composite map W
ρ0
−→W ×AN
prW
−−→W with ρ0 and s0 :W →֒W from the previous lemma.
Moreover, if W ◦ ⊂W is open, then hθ |A1×W ◦ runs inside W
◦.
Lemma 13.8. Let (W × 0,W ,ψ ; pW ) ∈ FrN(W,W ), where pW : W →W is the morphism from
Corollary 13.7. Let Aθ ∈ GLN(k[W ][θ ]) be a matrix such that A0 = id. Set A := A1 ∈ GLN(k[W ]).
Take a row (ψ ′, . . . ,ψ ′N) := (ψ1, . . . ,ψN) · p
∗
W (A) in k[W ] and take a N-framed correspondence
hθ := (A
1×W ×0,A1×W ,Ψθ , pW ◦ prW ) ∈ FrN(A
1×W,W ),
where Ψθ = (pr
∗
W
(ψ1), . . . , pr
∗
W
(ψN)) · p
∗
W (Aθ ) is a row in k[A
1×W ]. Then one has:
(a) h0 = (W ×0,W ,ψ , pW );
(b) h1 = (W ×0,W ,ψ
′, pW ).
Moreover, for any open W ◦ ⊂W the N-framed correspondence hθ |A1×W ◦ runs inside W
◦.
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Lemma 13.9. Let (W × 0,W ,ψ ; pW ) ∈ FrN(W,W ) be as in Lemma 13.8. Suppose the functions
ψ1, . . . ,ψN generate the ideal I ⊂ k[W ] consisting of all the functions vanishing on the closed
subset W × 0. Furthermore, suppose that for any i = 1, . . . ,N one has that ψ¯i = t¯i in I/I
2. Set
ψθ , i = (1−θ)ψi+θ ti ∈ k[A
1×W ]. Set ψθ := (ψθ ,1, . . . ,ψθ ,N). Set
hθ := (A
1×W ×0,A1×W ,ψθ , pW ◦ prW ) ∈ FrN(A
1×W,W ).
Then one has:
(a) h0 = (W ×0,W ,ψ ; pW );
(b) h1 = (W ×0,W , t1, . . . , tN ; pW ) = (W ×0,W ×A
N, t1, . . . , tN ; prW ) = σ
N
W .
Moreover, for any open W ◦ ⊂W, the N-framed correspondence hθ |A1×W ◦ runs inside W
◦.
Lemma 13.10. Let α =(i(W ),(W×AN)h
i(W ),ϕ1, . . . ,ϕN ;g)∈FrN(W,X) be a N-framed correspon-
dence, where i :W →W ×AN , (W ×AN)h
i(W) and s :W → (W ×A
N)h
i(W) be as in Theorem 13.3.
Let Ti :W ×A
N →W ×AN be a morphism taking a point (w,v) to the point (w,v+ i(w)). Let
T hi : W = (W ×A
N)hW×0 → (W ×A
N)h
i(W ) be the morphism defined by (29). Then one has,
[α ] = [W ×0,W ,ϕ1 ◦T
h
i , . . . ,ϕN ◦T
h
i ;g◦T
h
i ] ∈ ZFN(W,X).
Moreover, if W ◦ ⊂W is open and if X◦ ⊂ X is any open such that g(sh(W ◦))⊂ X◦, then one has,
[[α ]] = [[W ×0,W ,ϕ1 ◦T
h
i , . . . ,ϕN ◦T
h
i ;g◦T
h
i ]] ∈ ZFN((W,W
◦),(X ,W ◦)).
Proof of Theorem 13.3. Let α ∈ FrN(W,X) be the N-framed correspondence from Theorem 13.3.
By Lemma 13.10 one has an equality in ZFN(W,X)
[α ] = [W ×0,W ,ψ1, . . . ,ψN ;g◦T
h
i ] = [g◦T
h
i ]◦ [W ×0,W ,ψ1, . . . ,ψN ; idW ],
where ψi = ϕ1 ◦T
h
i . By Corollary 13.7 one has an equality in ZFN(W,W ):
[W ×0,W ,ψ1, . . . ,ψN ; idW ] = [s0]◦ [W ×0,W ,ψ ; pW ].
Thus one has
[α ] = [g◦T hi ◦ s0]◦ [W ×0,W ,ψ ; pW ] = [g◦ s]◦ [W ×0,W ,ψ ; pW ] ∈ ZFN(W,X).
Clearly, the functions (ψ1, . . . ,ψN) generate the ideal I0 = IW×0 of those functions in k[W ], which
vanish on the closed subset W × 0. Let A′ ∈ MN(k[W ]) be a unique matrix, which transforms
the free basis (t¯1, . . . , ¯tN) of the free k[W ]-module I0/I
2
0 to the free basis (ψ¯1, . . . , ψ¯N) of the same
k[W ]-module. Clearly, det(A′) = det(A). Thus det(A′) = 1 ∈ k[W ]. The ring k[W ] is local. Thus
A′ belongs to the group of elementary N ×N matrices over k[W ]. Hence there is a matrix Aθ ∈
MN(k[W ][θ ]) such that A0 = id and A1 = (A
′)−1 ∈GLN(k[W ]). By Lemma 13.8 one has an equality
[W ×0,W ,ψ , pW ] = [W ×0,W ,ψ
′, pW ] ∈ ZFN(W,W )
with the row ψ ′1, . . . ,ψ
′
N as in Lemma 13.8. By construction, for any i = 1, . . . ,N the function ψ
′
i
has the property: ψ¯ ′i = t¯i in I0/I
2
0 . By Lemma 13.9 one has an equality
[W ×0,W ,ψ ′, pW ] = [σ
N
W ] ∈ ZFN(W,W ).
Thus,
[α ] = [g◦ s]◦ [σNW ] ∈ ZFN(W,X).
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If W ◦ ⊂W is Zariski open and X◦ ⊂ X is Zariski open and g(sh(W ◦)) ⊂ X◦, then the same
arguments prove the relation
[[α ]] = [[g◦ s]]◦ [[σNW ]] ∈ ZFN((W,W
◦),(X ,X◦)). (36)
Theorem 13.3 is proved. 
Theorems 13.4 and 13.5 are proved at the end of this section. Some preparations are necessary
for them. We begin with the following obvious
Lemma 13.11. Let Y be a k-smooth variety which is not necessarily affine. Let k[Y ] be the ring
of regular functions on Y . Let n > 0. Let a ∈ k[Y ]×. Let p(t),q(t) ∈ k[Y ][t] be two polynomials of
degree n with the leading coefficient a. Let
(Z(p),Y ×A1, p(t), prY ) and (Z(q),Y ×A
1,q(t), prY ) ∈ Fr1(Y,Y )
be two framed correspondences. Let Zs ⊂ A
1×Y ×A1 be the vanishing locus of the polynomial
p(t)+ s(q(t)− p(t)) ∈ k[Y ][s, t] (here s is the homotopy parameter). Let
Hs := (Zs,A
1×Y ×A1, p(t)+ s(q(t)− p(t)), prY ) ∈ Fr1(A
1×Y,Y ).
Then one have equalities in Fr1(Y,Y ):
H0 = (Z(p),A
1, p(t), prY ) and H1 = (Z(q),A
1,q(t), prY ) ∈ Fr1(Y,Y ).
Under the hypotheses of Lemma 13.11 let Y 0 ⊂ Y be an open subset. Then the framed corre-
spondences
(Z(p),Y ×A1, p(t), prY )|Y 0 and (Z(q),Y ×A
1,q(t), prY )|Y 0 ∈ Fr1(Y
0,Y )
run inside Y 0 in the sense of Definition 3.3. Thus following notation from that definition, they
define morphisms 〈〈Z(p),Y ×A1, p(t), prY 〉〉, 〈〈Z(q),Y ×A
1,q(t), prY 〉〉 ∈ ZF1((Y,Y
0),(Y,Y 0)).
The framed correspondence (Hs)|A1×Y 0 runs inside Y
0. Hence it defines a morphism
〈〈Hs〉〉 ∈ ZF1(A
1× (Y,Y 0),(Y,Y 0)).
Clearly, 〈〈H0〉〉= 〈〈Z(p),Y×A
1, p(t), prY 〉〉, 〈〈H1〉〉= 〈〈Z(q),Y×A
1,q(t), prY 〉〉 inZF1((Y,Y
0),(Y,Y 0)).
We have thus proved the following
Lemma 13.12. Under the notation and the hypotheses of Lemma 13.11 and the notation from
Definition 3.3 the following equality holds:
[[Z(p),Y ×A1, p(t), prY ]] = [[Z(q),Y ×A
1,q(t), prY ]] ∈ ZF1((Y,Y
0),(Y,Y 0)).
Let Y be again a k-smooth variety not necessary affine. Let k[Y ] be the ring of regular functions
on Y . Let n > 0 and p(t) = tnR(t), where R(t) = r0+ r1t+ ...+ rNt
N ∈ k[Y ][t] with ri ∈ k[Y ] be a
polinomial such that its leading coefficient is a unit in k[Y ] and r0 ∈ k[Y ]
×. LetU = (Y ×A1)R(t) ⊂
Y ×A1 be the principal open subset corresponding to R(t). One has R(t) = r0+ tR1(t). Consider a
polynomial
h(s, t) = sR(t)tn+(1− s)r0t
n ∈ k[s, t].
Then h(s, t) = tn ·(r0+t ·R1(t) ·s). If S is the vanishing locus of r0+t ·R1(t) ·s, then S∩A
1×Y×0=
/0. Hence for the zero locus Z(h) of h one has Z(h) = (A1×Y ×0)⊔S. Set,
HRs := (A
1×Y ×{0},(A1×U)\S,sR(t)tn+(1− s)r0t
n, prY ◦ prU ) ∈ Fr1(A
1×Y,Y ).
The following lemma is inspired by [1, Lemma 4.13].
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Lemma 13.13. Let Y be a k-smooth variety which is not necessarily affine. Let k[Y ] be the ring
of regular functions on Y . Let a ∈ k[Y ], n > 0 and q(t) = (t − a)nQ(t), where Q(t) ∈ k[Y ][t] be
a polinomial such that its leading coefficient is a unit in k[Y ] and Q(a) ∈ k[Y ]×. Let U = (Y ×
A
1)Q(t) ⊂ Y ×A
1 be the principal open subset corresponding to Q(t). Then there is a framed
correspondence H
Q
s ∈ Fr1(A
1×Y,Y ) such that in Fr1(Y,Y ) one have equalities
H
Q
1 = (Z(t−a),U,q(t); prY ) and H
Q
0 = (Z(t−a),Y ×A
1,Q(a)(t−a)n; prY ).
Proof. Wemay assume that a= 0. Then take HRs just as above with R(t) =Q(t+a). Clearly, H
R
1 =
(Y ×{0},U,R(t)tn, prY ) and H
R
0 = (Y ×{0},U,R(0)t
n, prY ) in Fr1(Y,Y ), whence the lemma. 
Under the hypotheses of Lemma 13.13 let Y 0 ⊂ Y be an open subset. Then the framed corre-
spondences (Z(t− a),U,q(t); prY )|Y 0 ∈ Fr1(Y
0,Y ) and (Z(t− a),Y ×A1,Q(a)(t − a)n; prY )|Y 0 ∈
Fr1(Y
0,Y ) run inside Y 0 in the sense of Definition 3.3. Thus following notation from that definition,
they define morphisms
〈〈Z(t−a),U,q(t); prY 〉〉, 〈〈Z(t−a),Y ×A
1,Q(a)(t−a)n; prY 〉〉 ∈ ZF1((Y,Y
0),(Y,Y 0)).
Lemma 13.14. Under the notation and hypotheses of Lemma 13.13 and the notation from Defini-
tion 3.3 one has
[[Z(t−a),U,q(t); prY ]] = [[Z(t−a),Y ×A
1,Q(a)(t−a)n; prY ]] ∈ ZF1((Y,Y
0),(Y,Y 0)).
Proof. Wemay assume that a= 0. Let R(t) =Q(t+a)∈ k[Y ][t] be as in the proof of Lemma 13.13.
Clearly, the morphism HRs |A1×Y0 :A
1×Y 0 →Y runs inside Y 0 in the sense of Definition 3.3. Hence
following that definition, it defines a morphism 〈〈HRs 〉〉 ∈ZF1(A
1×(Y,Y 0),(Y,Y 0)). One has equal-
ities in ZF1((Y,Y
0),(Y,Y 0)):
〈〈HR0 〉〉= 〈〈Y ×0,Y ×A
1,R(0)tn; prY 〉〉 and 〈〈H
R
1 〉〉= 〈〈Y ×0,U,R(t)t
n; prY 〉〉,
whence the lemma. 
Corollaries 13.15, 13.16, Proposition 13.17 and their proofs are inspired by [9, Lemma 7.3].
Corollary 13.15. Suppose chark 6= 2. Let λ ∈ k[Y ]×. Then under the notation from Definition 3.3
[[(Y ×0,Y ×A1,λ · t2; prY )]] = [[(Y ×0,Y ×A
1, t2; prY )]]
in ZF1((Y,Y
0),(Y,Y 0)).
Proof. For brevity we drop prW from the notation. By Lemma 13.12 one has an equality [[(Y ×
0,Y×A1, t2)]] = [[(Y×0,Y×A1,(t−1)(t+1))]] in ZF1((Y,Y
0),(Y,Y 0)). By the additivity relation
from Lemma 3.6 and Lemma 13.14 one has
[[(Y ×0,Y ×A1,(t−1)(t+1))]] = [[(Y ×0,Y ×A1,2t)]]+ [[(Y ×0,Y ×A1,−2t)]]
in ZF1((Y,Y
0),(Y,Y 0)). Similarly [[(Y × 0,Y ×A1,λ · t2)]] = [[(Y × 0,Y ×A1,λ · (t−λ−1) · (t+
λ−1))]] and
[[(Y ×0,Y ×A1,λ · (t−λ−1) · (t+λ−1))]] = [[(Y ×0,Y ×A1,2t)]+ [(Y ×0,Y ×A1,−2t)]]
in ZF1((Y,Y
0),(Y,Y 0)), whence the corollary. 
Corollary 13.16. Let λ ∈ k[Y ]×. Then under the notation from Definition 3.3 one has an equality
in ZF1((Y,Y
0),(Y,Y 0))
[[(Y ×0,Y ×A1,λ 2 · t; prY )]]+ [[(Y ×0,Y ×A
1,λ · t2; prY )]] = [[(Y ×0,Y ×A
1, t3; prY )]].
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Proof. For brevity we drop prW from the notation. By Lemma 13.12 one has an equality [[(Y ×
0,Y ×A1, t3)]] = [[(Y × 0,Y ×A1, t3+λ · t2)]] in ZF1((Y,Y
0),(Y,Y 0)). By the additivity relation
from Lemma 3.6 one has an equality in ZF1((Y,Y
0),(Y,Y 0)):
[[(Y×0,Y×A1, t3+λ ·t2)]] = [[(Y ×0,(Y×A1)t+λ ,(t+λ ) ·t
2)]]+[[{t+λ = 0},(Y ×A1)t2 , t
2(t+λ ))]].
By Lemma 13.14 one has equalities in ZF1((Y,Y
0),(Y,Y 0)):
[[(Y ×0,(Y ×A1)t+λ ,(t+λ ) · t
2)]] = [[(Y ×0,(Y ×A1),λ · t2)]]
and
[[{t+λ = 0},(Y ×A1)t2 , t
2(t+λ ))]] = [[Y ×0,(Y ×A1)t2 ,λ
2 · t)]],
whence the corollary. 
Proposition 13.17. Suppose chark 6= 2. Let λ ∈ k[Y ]×. Then under the notation from Definition 3.3
one has an equality in ZF1((Y,Y
0),(Y,Y 0))
[[(Y ×0,Y ×A1,λ 2 · t; prY )]] = [[(Y ×0,Y ×A
1, t; prY )]].
Proof. For brevity we drop prW from the notation. By Corollary 13.16 one has
[[(Y ×0,Y ×A1,λ 2 · t)]]+ [[(Y ×0,Y ×A1,λ · t2)]] = [[(Y ×0,Y ×A1, t)]]+ [[(Y ×0,Y ×A1, t2)]]
in ZF1((Y,Y
0),(Y,Y 0)). Corollary 13.15 now completes the proof of the proposition. 
Proof of Theorem 13.4. Repeating literally the proof of Theorem 13.3, one gets an equality
[[α ]] = [[g◦ s]]◦ [[σN−1W ]]◦ [[J · t]] ∈ ZFN((W,W
◦),(X ,X◦)), (37)
where [[J · t]] is the class in ZFN((W,W
◦),(W,W ◦) of the element 〈〈J · t〉〉 corresponding to the
1-framed correspondence
(W ×0,W ×A1,J · t; prW ) ∈ Fr1(W,W )
by means of Definition 3.3. Since the pair (W,Z) is henselian and J|Z = 1, and the characteristic
of the ground field k is not 2, then J = λ 2 for a unit λ ∈ k[W ]×. By Corollary 13.17 one has an
equality [[J · t]] = [[t]] ∈ ZFN((W,W
◦),(W,W ◦)) and our theorem follows. 
Proposition 13.18. Suppose chark= 2. Let µ ∈ k[Y ]×. Then under the notation from Definition 3.3
one has an equality in ZF1((Y,Y
0),(Y,Y 0))
2 · [[(Y ×0,Y ×A1,µ · t; prY )]] = 2 · [[(Y ×0,Y ×A
1, t; prY )]].
Proof. For brevity we drop prW from the notation. By Lemma 13.12 one has an equality [[(Y ×
0,Y ×A1, t2)]] = [[(Y × 0,Y ×A1, t(t + µ))]] in ZF1((Y,Y
0),(Y,Y 0)). By the additivity relation
from Lemma 3.6 and Lemma 13.14 one has
[[(Y×0,Y×A1, t(t+µ))]] = [[(Y×0,Y×A1,µt)]]+[[(Y×0,Y×A1,µt)]] = 2· [[(Y×0,Y×A1,µt)]]
in ZF1((Y,Y
0),(Y,Y 0)). Thus,
2 · [[(Y ×0,Y ×A1,µt)]] = [[(Y ×0,Y ×A1, t2)]] = 2 · [[(Y ×0,Y ×A1, t)]],
whence the proposition. 
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Proof of Theorem 13.5. Repeating literally the proof of Theorem 13.3, one gets an equality
[[α ]] = [[g◦ s]]◦ [[σN−1W ]]◦ [[J · t]] ∈ ZFN((W,W
◦),(X ,X◦)), (38)
where [[J · t]] is the class in ZFN((W,W
◦),(W,W ◦) of the element 〈〈J · t〉〉 corresponding to the
1-framed correspondence (W ×0,W ×A1,J · t; prW ) ∈ Fr1(W,W ) by means of Definition 3.3. By
Proposition 13.18 one has an equality 2· [[J ·t]] = 2· [[t]]∈ZFN((W,W
◦),(W,W ◦)), and our theorem
follows. 
14. CONSTRUCTION OF h′θ , F AND hθ FROM PROPOSITIONS 11.6 AND 9.9
In the first part of this section we construct the functions h′θ , F from Proposition 11.6 and prove
this proposition. In the second part of this section we construct the function hθ from Proposition 9.9
and prove this proposition.
Let X and X ′ be as in Remark 9.4 and let q : X → B be the almost elementary fibration from
Remark 9.4. Since q : X → B is an almost elementary fibration there is a commutative diagram of
the form (see Definition 7.1)
X
q
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
j // X
q

X∞
ioo
q∞
xxqqq
qq
qq
qq
qq
qq
B
(39)
with morphisms j, q, i, q∞ subjecting the conditions (i)–(iv) from Definition 7.1.
The composite morphism X ′
Π
−→ X
j
−→ X¯ is quasi-finite. Let X¯ ′ be the normalization of X¯ in
Spec(k(X ′)). Let Π¯ : X¯ ′→ X¯ be the canonical morphism (it is finite and surjective). Then (Π¯)−1(X)
coincides with the normalization of X in Spec(k(X ′)). Let f ′ := f |(Π¯)−1(X), where f is from
Definition 9.2. Let Y ′ = { f ′ = 0} be the closed subscheme of (Π¯)−1(X). The morphism (q ◦
(Π¯|Π¯−1(X)))|Y ′ : Y
′ → B is finite, since q|Y : Y → B is finite and Π¯ is finite. Thus Y
′ is closed in X¯ ′.
Since Y ′ is in (Π¯)−1(X) it has the empty intersection with X∞. Hence
X ′ = X¯ ′− ((Π¯)−1(X∞)⊔Y
′).
Both (Π¯)−1(X∞) and Y
′ are Cartier divisors in X¯ ′. The Cartier divisor (Π¯)−1(X∞) is ample. Thus
the Cartier divisor D′ := (Π¯)−1(X∞)⊔Y
′ is ample as well and (q◦ Π¯)|D′ : D
′ → B is finite.
Set Γ¯ = X¯ ′
(Π¯,id)
−−−→ X¯ ×B X¯
′ (the graph of the B-morphism Π¯). The projection X¯ ×B X¯
′ → X¯ ′ is a
smooth morphism, since q¯ is smooth. The morphism (Π¯, id) is a section of the projection. Hence
Γ¯ is a Cartier divisor in X¯ ×B X¯
′.
Set Γ = pr−1
X¯
(U) ⊂ U ×B X¯
′. Then Γ ⊂U ×B X¯
′ is a Cartier divisor. The scheme U ′ is con-
tained in Γ as an open subscheme via the inclusion (pi,can′), where can′ :U ′→ X ′ is the canonical
morphism. The composite morphism prU ◦ (pi,can
′) :U ′ →U coincides with pi :U ′ →U . Thus
prX¯ |Γ : Γ →U is e´tale at the points ofU
′.
Lemma 14.1. Set Γ′ = U ′×U Γ ⊂ U
′×U U × X¯
′ = U ′×B X¯
′. Then Γ′ ⊂ U ′×B X¯
′ is a Cartier
divisor. Moreover,
Γ′ = ∆(U ′)⊔G′
and G′∩ (U ′×B S
′) = /0, where S′ ⊂ X ′ is the closed subscheme from Section 9.
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Proof. Consider the diagonal morphism ∆ :U ′ → U ′×B X¯
′. It lands in U ′×U Γ = Γ
′ and it is a
section of the projection U ′×U Γ →U
′. The morphism Γ →U is e´tale at all points of U ′. Hence
the morphism Γ′ =U ′×U Γ→U
′ is e´tale at all points ofU ′×UU
′. Particularly, it is e´tale along the
diagonal ∆(U ′). Hence the morphism ∆ :U ′ →U ′×U Γ is e´tale. Thus ∆(U
′) is an open subset of
U ′×U Γ = Γ
′. Since ∆(U ′) is a closed subset of Γ′, hence Γ′ = ∆(U ′)⊔G′.
Prove now that G′∩ (U ′×B S
′) = /0. For that consider the closed subscheme S of the scheme X
from Section 9 and recall that S and S′ are reduced schemes and the morphism Π|S′ : S
′ → S is a
scheme isomorphism. There is a chain of inclusions of subsets
(pi × id)(G′∩U ′×B S
′)⊂ (pi × id)(G′)∩U ×B S
′ ⊂ Γ∩ (U×B S
′)⊂ Γ(pi|S′∩U ′),
where Γ(pi|S′∩U ′ ) is the graph of pi|S′∩U ′ : S
′∩U ′→U . One has an equality
((pi × id)|U ′×BS′)
−1(Γ(pi|S′∩U ′)) = ∆(S
′∩U ′).
Thus G′∩ (U ′×B S
′)⊂ ∆(S′∩U ′). Finally,
G′∩ (U ′×B S
′)⊂ G′∩∆(S′∩U ′)⊂G′∩∆(U ′) = /0.

Remark 14.2. It is easy to check that Γ∩U×B S
′ = δ (S′∩U ′), where δ (s′) = (pi(s′),s′).
Definition 14.3. Set D ′ =U ×BD
′ and D ′′ =U ′×U D
′ =U ′×BD
′. They are Cartier divisors on
U ×B X¯
′ and U ′×B X¯
′ respectively. Both D ′ and D ′′ are finite over B.
Let s0 ∈Γ(U×B X¯
′,L (D ′)) be the canonical section of the invertible sheaf L (D ′) (its vanishing
locus is D ′). Let sΓ ∈ Γ(U ×B X¯
′,L (Γ)) be the canonical section of the invertible sheaf L (Γ) (its
vanishing locus is Γ). Let s∆(U ′) ∈ Γ(U
′×B X¯
′,L (∆(U ′)) be the canonical section of the invertible
sheaf L (∆(U ′)) (its vanishing locus is ∆(U ′)). Let sG′ ∈ Γ(U
′×B X¯
′,L (G′)) be the canonical
section of the invertible sheaf L (G′) (its vanishing locus is G′).
Notation 14.4. Set I′ = L (−D′), I′′ = L (−D′′). They are the ideal sheaves defining the Cartier
divisors D′ and D′′ respectively. Denote by J′ the ideal sheaf defining the closed subschemeU×B X¯
′.
Denote by J′′ the ideal sheaf defining the closed subscheme U ′×B X¯
′.
By Serre’s vanishing theorem there is an integer n ≫ 0 such that the following cohomology
groups vanish: H1(U×B X¯
′,J′⊗L (−Γ)⊗L (nD ′)),H1(U×B X¯
′, I′⊗L (nD ′)),H1(U ′×B X¯
′, I′′⊗
L (−∆(U ′))⊗L (nD ′′)), H1(U ′×B X¯
′,J′′⊗L (−∆(U ′))⊗L (nD ′′)).
The fact that these cohomology groups vanish guaranties the existence of sections s1 and t
′
0 from
Constructions 14.5 and 14.7 below.
Construction 14.5. Find a section s1 ∈ Γ(U ×B X¯
′,L (nD ′)) such that:
(1) s1|U×BS′ = r1⊗ (sΓ|U×BS′), where r1 ∈ Γ(U ×B S
′,L (nD ′−Γ))|U×BS′) has no zeros;
(2) s1|D ′ has no zeros.
Construction 14.6. Set t1 := (pi × id)
∗(s1) ∈ Γ(U
′×B X¯
′,L (nD ′′)). The properties of t1 are as
follows:
(1′) t1|U ′×BS′ = r
′
1 ⊗ (s∆(U ′)|U ′×BS′)⊗ (sG′ |U ′×BS′) · λ , where λ ∈ k[U
′]× and r′1 equals ((pi ×
id)|U ′×BS′)
∗(r1) ∈ Γ(U
′×B S
′,L (nD ′′−Γ′)|U ′×BS′);
(2′) t1|D ′′ has no zeros.
The second property of t1 is obvious. To prove the first one recall that Γ
′ =∆(U ′)⊔G′ by Lemma
14.1. Hence there is λ ∈ k[U ′]× such that (pi × id)∗(sΓ) = λ · (s∆(U ′)⊗ sG′).
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Construction 14.7. Construct a section t0 ∈ Γ(U
′×B X¯
′,L (nD ′′)) of the form t0 = t
′
0⊗ s∆(U ′),
where t ′0 ∈ Γ(U
′×B X¯
′,L (nD ′′−∆(U ′))) satisfies the following conditions:
(1′′) t ′0|D ′′ = (t1|D ′′)⊗ (s∆(U ′)|D ′′)
−1;
(2′′) t ′0|U ′×BS′ = r
′
1⊗ (sG′ |U ′×BS′) ·λ , where r
′
1 and λ are from Construction 14.6.
Lemma 14.8. The following properties are true:
(1′′′) t0|D ′′ = t1|D ′′ and both sections have no zeros on D
′′;
(2′′′) t0|U ′×BS′ = t1|U ′×BS′ and both sections have no zeros on (U
′−S′)×B S
′.
Indeed, the first equality is obvious. The second one follows from the chain of equalities
t0|U ′×BS′ = (t
′
0|U ′×BS′)⊗ (s∆(U ′)|U ′×BS′) = r
′
1⊗ (sG′ |U ′×BS′)⊗ (s∆(U ′)|U ′×BS′) ·λ = t1|U ′×BS′ .
Definition 14.9. Let s′0 := (pi × id)
∗(s0) ∈ Γ(U
′×B X¯
′,L (D ′′)). Set,
h′θ =
((1−θ)t0+θ t1)|A1×U ′×BX ′
(s′0)
⊗n|A1×U ′×BX ′
∈ k[A1×U ′×BX
′] and F =
s1|U×BX ′
(s0)⊗n|U×BX ′
∈ k[U ×BX
′].
Proof of Proposition 11.6. Let pr j : A1×U ′×B X¯
′ → U ′×B X¯
′ be the projection. Consider two
sections (1− θ)t0 + θ t1 and (s
′
0)
⊗n of the line bundle pr j∗(L (n ·D ′′)) on A1×U ′×B X¯
′. By
Lemma 14.8 these two sections have no common zeros. Thus one has morphism
[pr,(1−θ)t0+θ t1 : (s
′
0)
⊗n] : A1×U ′×B X¯
′→ A1×U ′×P1,
where pr :A1×U ′×B X¯
′→A1×U ′ is the projection. This morphism is quasi-finite and projective.
Hence it is finite and surjective. It follows that any of its base changes is finite and surjective.
Particularly, the morphism (pr,h′θ ) : A
1×U ′×X ′→ A1×U ′×A1 is finite and surjective, because
the closed subset {(s′0)
⊗n = 0} in A1×U ′×B X¯
′ coincides with the one A1×D ′′. This proves
the assertion (a) of Proposition 11.6. The assertion (e) of Proposition 11.6 is proved in the same
fashion. Lemma 14.1 yields the assertion (b). Lemma 14.8(2”’) yields the assertion (d). The
assertion (c) follows from the construction of F and h′1. The property (1) of the section s1 yields
the assertion (f), whence the proposition. 
In the rest of the section under the hypotheses of Proposition 9.9 we will construct a function
hθ ∈ k[A
1×U ×BX ] and prove Proposition 9.9.
Let X and X ′ be as in Remark 9.4 and let q : X → B be the almost elementary fibration from
Remark 9.4. Let X¯ , j : X → X¯ and X∞ and i : X∞ → X¯ be as in the diagram (39). So, they satisfy the
conditions (i)–(iv) from Definition 7.1.
The composite morphism X ′
Π
−→ X
j
−→ X¯ is quasi-finite. Let X¯ ′ be the normalization of X¯ in
Spec(k(X ′)). Let Π¯ : X¯ ′→ X¯ be the canonical morphism (it is finite and surjective). Let X∞ ⊂ X¯ be
the Cartier divisor from diagram (39). Set X ′∞ := (Π¯)
−1(X∞) (scheme-theoretically). Then X
′
∞ is a
Cartier divisor on X¯ ′. Set
E :=U ×BX∞ and E
′ :=U ×BX
′
∞.
These are Cartier divisors onU ×B X¯ andU ×B X¯
′ respectively and (id× Π¯)∗(E) = E ′.
Choose an integer n ≫ 0. Find a section r1 ∈ Γ(U ×B S,L (nE − ∆(U)|U×BS) which has no
zeros. Let s∆(U) ∈ Γ(U ×B X¯ ,L (∆(U)) be the canonical section of the invertible sheaf L (∆(U))
(its vanishing locus is ∆(U)). Similar to Construction 14.5 we are able to do the following
Construction 14.10. Find a section s′1 ∈ Γ(U ×B X¯
′,L (nE ′)) with the following properties.
(1) The Cartier divisor Z′1 := {s
′
1 = 0} has the following properties:
(1a) Z′1 ⊂U ×BX
′;
(1a′) the Cartier divisor Z′1 is finite and e´tale over U;
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(1b) the morphism i= (id×Π)|Z′1 : Z
′
1 →֒U ×BX is a closed embedding. Denote by Z1 the closed
subscheme i(Z′1) of the scheme U ×BX.
(2) s′1|U×BS′ = (id× Π¯)
∗(s∆(U))|U×BS′ ⊗ ((id×Π)|U×BS′)
∗(r1).
Lemma 14.11. Properties (1a), (1a′) and (1b) yield the following property:
(1c) one has a scheme equality (id× Π¯)−1(Z1) = Z
′
1⊔Z
′
2.
Proof. The morphism id ×Π : U ×B X
′ → U ×B X is e´tale. It follows that the morphism (id ×
Π)|(id×Π)−1(Z1) : (id ×Π)
−1(Z1) → Z1 is e´tale. Since i : Z
′
1 → Z1 is an isomorphism, hence the
e´tale morphism (id ×Π)|(id×Π)−1(Z1) has a section, whose image is Z
′
1. Thus (id ×Π)
−1(Z1) =
Z′1 ⊔ Z
′
2. The property (1a
′) shows now that (id × Π¯)−1(Z1) = Z
′
1 ∪ Z¯
′
2, where Z¯
′
2 is the closure
of Z′2 in U × X¯
′. One has Z′1 ∩ Z¯
′
2 ⊂ (U ×B X
′)∩ Z¯′2 = Z
′
2. Hence Z
′
1 ∩ Z¯
′
2 ⊂ Z
′
1 ∩ Z
′
2 = /0. Thus
(id× Π¯)−1(Z1) = Z
′
1⊔ Z¯
′
2. 
Lemma 14.12. One has Z′2∩U×B S
′ = /0.
Proof. One has a chain of inclusions
(id× Π¯)((U ×B S
′)∩Z′2)⊂ (id× Π¯)((U ×B S
′)∩ (id× Π¯)−1(Z1)) = (U ×B S)∩Z1.
This inclusion and the fact that the morphism (id×Π)|U×BS′ :U×B S
′→U×B S is an isomorphism
yield the following inclusions (U×BS
′)∩Z′2⊂ (U×BS
′)∩Z′1⊂ Z
′
1. SinceU×BS
′∩Z′2⊂ Z
′
2, hence
U ×B S
′∩Z′2 ⊂ Z
′
1∩Z
′
2 = /0 by Lemma 14.11. 
Note that the Cartier divisor Z1 in U ×B X¯ is equivalent to the Cartier divisor dnE , where d =
[k(X ′) : k(X)]. Let s1 ∈ Γ(U ×B X¯ ,L (Z1)) be the canonical section (its vanishing locus is Z1). By
property (1c) from Construction 14.10 one has an equality
(id× Π¯)∗(s1) = (s
′
1⊗ s
′
2) ·µ , (40)
where µ ∈ k[U ]× and s′2 ∈ Γ(U ×B X¯
′,L (Z′2)) is the canonical section of the line bundle L (Z
′
2).
Definition 14.13. Set t1 = s1 ∈ Γ(U ×B X¯ ,L (Z1)) = Γ(U ×B X¯ ,L (dnE)).
Similar to Construction 14.7 we are able to do the following
Construction 14.14. Construct a section t0 ∈ Γ(U ×B X¯ ,L (dnE)) of the form t0 = s∆(U)⊗ t
′
0,
where t ′0 ∈ Γ(U×B X¯ ,L (dnE−∆(U))) and s∆(U) ∈ Γ(U ×B X¯ ,L (∆(U))) is the canonical section
(its vanishing locus is ∆(U) and t ′0 has the following properties:
(1′) t ′0|E = (t1|E)⊗ (s∆(U)|E)
−1;
(2′) ((id × Π¯)|U×BS′)
∗(t ′0|U×BS) = ((id×Π)|U×BS′)
∗(r1)⊗ (s
′
2|U×BS′) · (µ |U×BS′), where r1 is from
Construction 14.10 and s′2, µ ∈ k[U ]
× are defined just above (sinceU×BS
′∼=U×BS, then condition
(2′) on t ′0 is a condition on t
′
0|U×BS).
Lemma 14.15. The following statements are true:
(1′′) t0|E = t1|E and both sections have no zeros on E;
(2′′) t0|U×BS = t1|U×BS and both sections have no zeros on (U −S)×B S;
(3′′′) t ′0|U×BS has no zeros.
Proof. Indeed, the first equality is obvious. To prove the second one, it suffices to prove the equality
((id× Π¯)|U×BS′)
∗(t0|U×BS) = ((id× Π¯)|U×BS′)
∗(t1|U×BS).
This equality is a consequence of the following chain of equalities:
((id×Π¯)|U×BS′)
∗(t0|U×BS)= (id×Π¯)
∗(s∆(U))|U×BS′⊗((id×Π)|U×BS′)
∗(r1)⊗(s
′
2|U×BS′) ·(µ |U×BS′)=
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= s′1|U×BS′⊗ (s
′
2|U×BS′) · (µ |U×BS′) = ((id× Π¯)|U×BS′)
∗(t1|U×BS).
The first equality holds by property (2′) from Construction 14.14, the second equality holds by
property (2) from Construction 14.10. The assertion (3”) follows from Lemma 14.12 and Con-
struction 14.14(2’). 
Definition 14.16. Set,
hθ =
((1−θ)t0+θ t1)|A1×U×X
(s⊗dnE )|A1×U×X
∈ k[A1×U×BX ],
where sE ∈ Γ(U ×B X¯ ,L (E)) is the canonical section.
Proof of Proposition 9.9. Let pr j :A1×U×B X¯→U×B X¯ be the projection. Consider two sections
(1−θ)t0+θ t1 and s
⊗dn
E of the line bundle pr j
∗(L (dnE)) on A1×U×B X¯ . By Lemma 14.15 these
two sections have no common zeros. Thus one has a morphism
[pr,(1−θ)t0+θ t1 : s
⊗dn
E ] : A
1×U ×B X¯ → A
1×U×P1,
where pr :A1×U ′×B X¯
′→A1×U ′ is the projection. This morphism is quasi-finite and projective.
Hence it is finite and surjective. It follows that any of its base changes is finite and surjective.
Particularly, the morphism (pr,hθ ) : A
1×U ×X → A1×U ×A1 is finite and surjective, because
the closed subset {s⊗dnE = 0} in A
1×U ×B X¯ coincides with the one A
1×E . This proves the
assertion (a) of Proposition 9.9.
Lemma 14.15 yields the assertion (d) of Proposition 9.9. The property (1b) from Construc-
tion 14.10 and Lemma 14.11 yield the assertion (c) of Proposition 9.9. Lemma 14.12 and the
property (2’) from Construction 14.14 yield the assertion (b) of Proposition 9.9. Proposition 9.9
follows. 
15. NISNEVICH COHOMOLOGY WITH COEFFITIENTS IN A ZF∗-SHEAF
Lemma 15.1. The category of Nisnevich sheaves of Abelian groups with ZF∗-transfers is a Gro-
thendieck category.
Proof. The category of presheaves of Abelian groups with ZF∗-transfers is plainly a Grothendieck
category. Note that it can be identified with the category of framed raditive presheaves of Abelian
groups. Since for every radditive framed presheaf of Abelian groups F the associated sheaf in the
Nisnevich topology has a unique structure of a framed presheaf such that the map F → Fnis is a
map of framed presheaves by [12, 4.5], our lemma is now proved similar to [6, 6.4]. 
The main purpose of this section is to prove the following
Proposition 15.2. For any Nisnevich sheaf F with ZF∗-transfers, any integer n and any k-smooth
variety X, there is a natural isomorphism
HnNis(X ,F ) = Ext
n(ZF∗(X),F ),
where the Ext-groups are taken in the Grothendieck category of Nisnevich sheaves with ZF∗-
transfers.
Recall that for a morphism f : Y → X we denote by Cˇ( f ) or Cˇ(Y ) the Cech simplicial object
defined by f .
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Lemma 15.3 ([12], Thm. 4.4). Let f : Y → X be an etale (respectively Nisnevich) covering of a
scheme X. Then for any n the map of simplicial presheaves
Frn(−,Cˇ(Y ))→ Frn(−,X)
is a local equivalence in the etale (respectively Nisnevich) topology.
Definition 15.4. Define Fm(U,Y ) ⊂ Frm(U,Y ) as a subset consisting of (Z,W,ϕ ;g) ∈ Frm(U,Y )
such that Z is connected.
Clearly, the set Fm(U,Y )− /0m is a free basis of the abelian group ZFm(U,Y ). However, the
assignment U 7→ Fm(U,Y ) is not a presheaf even on the category Sm/k.
Applying the proof of [12, Thm. 4.4] one can conclude that the following lemma holds:
Lemma 15.5. Let f :Y → X be an etale (respectively Nisnevich) covering of a scheme X. Then for
any local essentially k-smooth henzelian scheme U and for any integer n > 0 the map of pointed
simplicial sets
Fn(U,Cˇ(Y ))→ Fn(U,X)
is a weak equivalence.
Corollary 15.6. Let f : Y → X be an etale (respectively Nisnevich) covering of a scheme X. Then
for any n the maps of simplicial presheaves
ZFn(−,Cˇ(Y ))→ ZFn(−,X), ZF∗(−,Cˇ(Y ))→ ZF∗(−,X)
are local equivalences in the Nisnevich topology.
Corollary 15.7. Let I be an injective Nisnevich sheaf with ZF∗-transfers. Then for any k-smooth
variety X one has H iNis(X , I) = 0 for all i> 0.
Proof. Using the preceding corollary, our proof is similar to that of [11, 1.7]. 
Proof of Proposition 15.2. Corollary 15.7 implies the proposition. 
Proposition 15.2 implies the following useful
Corollary 15.8. For any Nisnevich sheaf F with ZF∗-transfers and any integer n, the presheaf
X 7→ HnNis(X ,F ) has a canonical structure of a ZF∗-presheaf.
In fact, this holds for the presheaf X 7→ Extn(ZF∗(X),F ).
16. HOMOTOPY INVARIANCE OF COHOMOLOGY PRESHEAVES
In this section we prove Theorems 16.10 and 16.11. They complete the proof of Theorem 1.1,
which is the main result of the paper. Each statement in this section except Lemma 16.2 is split in
two parts when the characteristic of the base field does not equal 2 and does equal 2. We will prove
the case when the characteristic is not 2, because the case when chark = 2 is proved similarly and
is left to the reader. Recall that the base field k is supposed to be infinite and perfect in this section.
Definition 16.1. Let G be a homotopy invariant presheaf of abelian groups with ZF∗-transfers.
Then the presheaf X 7→ G−1(X) := G (X × (A
1− 0))/G (X) is also a homotopy invariant presheaf
of abelian groups with ZF∗-transfers. If the presheaf G is a Nisnevich sheaf, then the presheaf F−1
is also a Nisnevich sheaf. If the presheaf G is quasi-stable, then so is the presheaf G−1.
If the presheaf G is a Nisnevich sheaf on Sm/k and Y is a k-smooth variety, then denote by G |Y
the restriction of G to the small Nisnevich site of Y .
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Lemma 16.2. For any A1-invariant quasi-stable ZF∗-sheaf of abelian groups F , any k-smooth
variety Y and any k-smooth divisor D in Y the canonical morphism
H1D(Y,F )→ H
0
Nis(Y,H
1
D (Y,F ))
is an isomorphism.
Proof. The local-global spectral sequence yields an exact sequence of the form
H1Nis(Y,H
0
D (Y,F ))→ H
1
D(Y,F )→ H
0
Nis(Y,H
1
D (Y,F ))→ H
2
Nis(Y,H
0
D (Y,F )).
By Theorem 2.15(3’) the sheaf H 0D (Y,F )) vanishes. 
Lemma 16.3. Let X be an essentially k-smooth local henzelian scheme and let D⊂X be a k-smooth
divisor. Let i : D →֒ X be the closed embedding. Then for any A1-invariant quasi-stable ZF∗-sheaf
of abelian groups F the Nisnevich sheaves i∗(F−1|D) and H
1
D (X ,F )) on the small Nisnevich site
of X are isomorphic if chark 6= 2. If chark = 2 then the same statement holds under the additional
assumption that the ZF∗-sheaf F is a sheaf of Z[1/2]-modules.
Proof. The group H1D(X ,F )) is isomorphic to F (X −D)/Im(F (X)) = F (X −D)/F (X). The
latter equality makes sense by Theorem 2.15(item (3’)). Since X is essentially k-smooth and
henselian, and D is essentially k-smooth, then there is a morphism r : X → D such that the com-
posite map D
i
−→ X
r
−→ D is the identity. Let x ∈ X be the closed point. Clearly, x ∈ D. Set
V := Spec(OD×A1,(x,0)). Let f ∈ k[X ] be a function defining the smooth divisor D. Then the mor-
phism
(r, f ) : X → D×A1
takes values in V . We keep the same notation for the corresponding morphism (r, f ) : X →V . Note
that (r, f )−1(D×0) = D. Thus the morphism (r, f ) induces a homomorphism
[[(r, f )]]∗ : F (V −D×0)/F (V )→F (X −D)/F (X).
We claim that it is an isomorphism. To prove this claim note that the morphism (r, f ) induces a
scheme isomorphism XhD→V
h
D×0, where X
h
D is the henselization of X atD andV
h
D×0 is the henseliza-
tion of V at D×0. Now Theorem 2.15(item (5)) implies the claim.
By Corollary 2.16 the pull-back map
F−1(D) = F (D× (A
1−0))/F (D×A1)→F (V −D×0)/F (V )
is an isomorphism, too. Thus there is a natural isomorphism
F−1(D) = F (D× (A
1−0))/F (D×A1)
[[can]]∗
−−−−→F (V −D)/F (V )
[[(r, f )]]∗
−−−−→F (X −D)/F (X) =
F (X −D)/Im(F (X))
∂
−→ H1D(X ,F ))
leading to an isomorphism of Nisnevich sheaves i∗(F−1|D) ∼= H
1
D (X ,F ) on the small Nisnevich
site of X . 
Lemma 16.4. Let X be an essentially k-smooth local henzelian scheme and let D⊂X be a k-smooth
divisor. Let I : D×A1 →֒ X×A1 be the closed embedding. Then for any A1-invariant quasi-stable
ZF∗-sheaf of abelian groups F the two Nisnevich sheaves I∗(F−1|D×A1) and H
1
D×A1
(X×A1,F ))
on small Nisnevich site of X×A1 are isomorphic if chark 6= 2. If chark= 2 then the same statement
holds under the additional assumption that the ZF∗-sheaf F is a sheaf of Z[1/2]-modules.
Proof. The proof is similar to that of Lemma 16.3. 
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Corollary 16.5. Suppose chark 6= 2. Then the pull-back map p∗X :H
1
D(X ,F )→H
1
D×A1
(X×A1,F )
is an isomorphism, where pX : X×A
1→ X is the projection. If chark = 2, then the same statement
holds under the additional assumption that the ZF∗-sheaf F is a sheaf of Z[1/2]-modules.
Proof. One can check that the following diagram commutes
F−1(D×A
1)
β // H0Nis(X ×A
1,H 1
D×A1
(X ×A1,F )) H1
D×A1
(X ×A1,F )
ψoo
F−1(D)
α //
p∗D
OO
H0Nis(X ,H
1
D (X ,F ))
p∗X
OO
H1D(X ,F )
ϕoo
p∗X
OO
where the maps α and β are isomorphisms of Lemmas 16.3 and 16.4 respectively, the maps ϕ and
ψ are isomorphisms of Lemma 16.2, the vertical maps are the pull-back maps. The sheaf F−1
is homotopy invariant, because so is the sheaf F . It follows that the map p∗D is an isomorphism,
whence the corollary. 
Corollary 16.6. Suppose chark 6= 2. Under the the hypotheses of Lemma 16.4 the boundary map
∂ : F ((X −D)×A1)→ H1D×A1(X ×A
1,F )
is surjective. If chark = 2, then the same statement is true if we assume that the ZF∗-sheaf F is a
sheaf of Z[1/2]-modules.
Proof. By Corollary 16.5 the pull-back map p∗X : H
1
D(X ,F )→ H
1
D×A1
(X ×A1,F ) is an isomor-
phism. The boundary map ∂ : F (X −D)→ H1D(X ,F ) is surjective, because X is local Henselian,
whence the corollary. 
Proposition 16.7. Suppose chark 6= 2. Under the the hypotheses of Lemma 16.4 the map
H1Nis(X ×A
1,F ))→ H1Nis((X −D)×A
1,F ))
is injective. If chark = 2, then the same statement is true if we assume that the ZF∗-sheaf F is a
sheaf of Z[1/2]-modules.
Proof. This follows from Corollary 16.6. 
Proposition 16.8. Suppose chark 6= 2. LetF be an A1-invariant quasi-stable ZF∗-sheaf of abelian
groups. Then
H1Nis(A
1
K ,F ) = 0.
If chark = 2, then the same statement is true if we assume that the ZF∗-sheaf F is a sheaf of
Z[1/2]-modules.
Proof. Let a ∈ H1Nis(A
1
K ,F ). We want to prove that a= 0. The Nisnevich topology is trivial at the
generic point of the affine line A1K . Therefore there is a Zariski open subset U in A
1
K such that the
restriction of a toU vanishes. Let Z be the complement ofU in A1K regarded as a closed subscheme
with the reduced structure (it consists of finitely many closed points). Let V := ⊔z∈Z(A
1)hz , where
each summand is the henselization of the affine line at z ∈ Z. Then the cartesian square
V −Z //

V
Π

U // A1K
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gives rise to a long exact sequence
F (U)⊕F (V )→F (V −Z)
∂
−→ H1Nis(A
1
K ,F )→ H
1
Nis(U,F )⊕H
1
Nis(V,F ).
The left arrow is surjective by Theorem 2.15(items (2), (5)). The group H1Nis(V,F ) vanishes by the
choice of V . Thus the map H1Nis(A
1
K ,F )→ H
1
Nis(U,F ) is injective, and hence a= 0. 
Proposition 16.9. Suppose the base field k is infinite and perfect with chark 6= 2. Let F be an
A
1-invariant quasi-stable ZF∗-sheaf of Abelian groups. Let Y be a k-smooth variety and let a ∈
H1Nis(Y ×A
1,F ) be an element such that its restriction to X ×{0} vanishes. Then a = 0. If
chark = 2, then the same statement is true if we assume that the ZF∗-sheaf F is a sheaf of Z[1/2]-
modules.
Proof. The exact sequence
0→ H1Nis(Y, p∗(F ))
α
−→ H1Nis(Y ×A
1)
β
−→ H0Nis(Y,R
1p∗(F ))
and the fact that the sheaf F is homotopy invariant show that for
A := Ker[i∗0 : H
1
Nis(Y ×A
1,F )→ H1Nis(Y,F )]
the map β |A : A→H
0
Nis(Y,R
1p∗(F )) is injective. The stalk of the sheaf R
1p∗(F ) at a point y∈Y is
H1Nis(Y
h
y ×A
1,F ), where Y hy = Spec(O
h
Y,y) is the henzelization of the local scheme Spec(OY,y). By
Proposition 16.8 there is a closed subset Z in Y such that β (a)|Y−Z = 0. Since the field k is perfect,
there is a proper closed subset Z1 ⊂ Z such that Z− Z1 is k-smooth. Then Z− Z1 is a k-smooth
closed subvariety in Y −Z1.
We claim that a1 := a|(Y−Z1)×A1 = 0. In fact, a1|(Y−Z1)×0 = 0. Thus it suffices to check that
all stalks of the element β (a1) vanish. Let y ∈ Y − Z1 be a point. If y ∈ Y − Z then β (a1)y = 0,
because β (a1)|Y−Z = 0. If y ∈ Z−Z1 then shrinking Y −Z1 around y we may assume that there is
a k-smooth divisor D in Y −Z1 containing Z−Z1. In this case a1|Y−D = 0. Now Proposition 16.7
shows that β (a1)y = 0. We have proved that a1 = 0.
Now there is a proper closed subset Z2 ⊂ Z1 such that Z1−Z2 is k-smooth. Then Z1−Z2 is a k-
smooth closed subvariety in Y −Z2. Arguing just as above, we conclude that a2 := a|(Y−Z2)×A1 = 0.
Continuing this process finitely many times, we conclude that a= 0. 
Theorem 16.10. Suppose the base field k is infinite and perfect with chark 6= 2. If F is an A1-
invariant quasi-stable ZF∗-sheaf of abelian groups, then the ZF∗-presheaf of abelian groups X 7→
H1Nis(X ,F ) is A
1-invariant and quasi-stable. If chark = 2, then the same statement is true if we
assume that the ZF∗-sheaf F is a sheaf of Z[1/2]-modules.
Proof. By Corollary 15.8 the presheaf X 7→H1Nis(X ,F ) has a canonical structure of a ZF∗-presheaf.
Let X be a k-smooth variety. Let σX ∈ Fr1(X ,X) be the distinguished morphism of level one. The
assignement X 7→ (σ ∗X :F (X)→F (X)) is an endomorphism of the Nisnevich sheaf F |Sm/k. Thus
for each n it induces an endomorphism of the cohomology presheaf σ ∗ : Hn(−,F )→ Hn(−,F ).
Since σ ∗ acts on F as an isomorphism, it acts as an isomorphism on the presheaf Hn(−,F ). We
see that the ZF∗-presheaf H
n(−,F ) is quasi-stable.
To show that the presheaf X 7→ H1Nis(X ,F ) is A
1-invariant, note that the pull-back map i∗0 :
H1Nis(X ×A
1,F )→ H1Nis(X ,F ) is surjective. It is also injective by Proposition 16.9. Our theorem
now follows. 
Theorem 16.11. Suppose the base field k is infinite and perfect with chark 6= 2. Let F be an
A
1-invariant quasi-stable ZF∗-sheaf of abelian groups. Then for any integer n > 2, the presheaf
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X 7→HnNis(X ,F ) is an A
1-invariant and quasi-stable ZF∗-presheaf of abelian groups. If chark= 2,
then the same statement is true if we assume that the ZF∗-sheaf F is a sheaf of Z[1/2]-modules.
Proof. We can apply the same arguments as in the proof of Theorem 16.10 to show that the presheaf
X 7→ HnNis(X ,F ) is a ZF∗-presheaf of abelian groups, which is, moreover, quasi-stable.
It remains to check that the presheaf is homotopy invariant. We may assume till the end of the
proof that each presheaf X 7→ H jNis(X ,F ) with j < n is homotopy invariant.
In order to complete the proof of the theorem, we shall need the following lemma.
Lemma 16.12. Let X be an essentially k-smooth local henzelian scheme and let D ⊂ X be a k-
smooth divisor. Let I : D×A1 →֒ X ×A1 be the closed embedding. Suppose chark 6= 2. Then for
any A1-invariant quasi-stable ZF∗-sheaf of abelian groups F and any n> 2 one has
Hn
D×A1(X ×A
1,F ) = 0.
If chark = 2, then the same statement is true if we assume that the ZF∗-sheaf F is a sheaf of
Z[1/2]-modules.
Proof. Applying the local-global spectral sequence, it is sufficient to check that the groupsH iNis(X×
A
1,H j
D×A1
(X ×A1,F )) vanish for i+ j = n (here i, j > 0). Let j = 1. By Lemma 16.4 one has
H 1
D×A1
(X ×A1,F )) = I∗(F−1). Thus,
Hn−1Nis (X ×A
1,H 1
D×A1(X ×A
1,F ))) = Hn−1Nis (X ×A
1, I∗(F−1)) =
= Hn−1Nis (D×A
1,F−1) = H
n−1
Nis (D,F−1) = 0.
The latter equality holds since D is local henzelian. If j = 0, then the sheaf H j
D×A1
(X ×A1,F )
vanishes. Obviously, the stalk of this sheaf vanishes at every point z ∈ (X−D)×A1. If z ∈D×A1
then the stalk vanishes by Theorem 2.15 (item (3’)). Let 2 6 j 6 n. Then the sheaf H
j
D×A1
(X ×
A
1,F )) vanishes. Obviously, the stalk of this sheaf vanishes at every point z ∈ (X −D)×A1. If
z ∈ D×A1 then the stalk of the sheaf at the point z is equal to the group H j
D
(X ,F ), where X is
the henselzation of X ×A1 at z and D is the henselzation of D×A1 at z. Since H jNis(X ,F ) = 0
one has equalities
H
j
D
(X ,F ) = H j−1Nis (X −D ,F )/Im[H
j−1
Nis (X ,F )] = H
j−1
Nis (X −D ,F )/H
j−1
Nis (X ,F ).
The latter equality makes sense by Theorem 2.15(item (3’)).
Now, applying Theorem 2.15(item (5)) and Corollary 2.16 to the presheaf H
j−1
Nis (−,F ) and
arguing as in the proof of Lemma 16.3 we get an isomorphism
H
j−1
Nis (X −D ,F )/H
j−1
Nis (X ,F )
∼=H
j−1
Nis (D ×Gm,F )/H
j−1
Nis (D ×A
1,F ).
It suffices to check that H
j−1
Nis (D ×Gm,F ) = 0. The presheaf H
j−1
Nis (−×Gm,F ) is a homotopy
invariant ZF∗-presheaf, which is also quasi-stable. By Theorem 2.15(item (3’)) the map
H
j−1
Nis (D×Gm,F )→ H
j−1
Nis (Spec(k(D))×Gm,F ) = H
j−1
Nis (Gm,k(D),F )
is injective. By Theorem 2.9 the map H
j−1
Nis (Gm,k(D),F )→ H
j−1
Nis (Spec(k(D)(t)),F ) is injective.
The latter group vanishes, because the Nisnevich topology on Spec(K) is trivial, where K is a
finitely generated field over k. Thus H
j−1
Nis (D ×Gm,F ) = 0 and H
j
D
(X ,F ) = 0, too. 
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Let us return to the proof of Theorem 16.11. Under the hypotheses of Lemma 16.4, the preceding
lemma implies the map
HnNis(X ×A
1,F )→ HnNis((X −D)×A
1,F ) (41)
is injective.
Next, we claim that for a k-smooth variety Y and the projection p : Y ×A1 → Y the Nisnevich
sheaves R jp∗(F ) vanish for j = 1, ...,n− 1. In fact, such a sheaf is associated with the presheaf
U 7→H jNis(U ×A
1,F ). The presheaf H jNis(U,F ) is homotopy invariant. Thus H
j
Nis(U ×A
1,F ) =
H
j
Nis(U,F ). Since j > 1 the associated Nisnevich sheaf vanishes.
Since the Nisnevich sheaves R jp∗(F ) vanish for j = 1, ...,n−1, one has an exact sequence
0→ HnNis(Y, p∗(F ))
α
−→ HnNis(Y ×A
1)
β
−→ H0Nis(Y,R
np∗(F )).
Since the sheaf F is homotopy invariant, then for
A := Ker[i∗0 : H
n
Nis(Y ×A
1,F )→ H1Nis(Y,F )]
the map β |A : A→ H
0
Nis(Y,R
np∗(F )) is injective. Arguing as in the proof of Proposition 16.9 and
using the fact that map (41) is injective, we get the following
Lemma 16.13. Suppose the base field k is infinite and perfect with chark 6= 2. Let F be an
A
1-invariant quasi-stable ZF∗-sheaf of Abelian groups. Let Y be a k-smooth variety and let a ∈
HnNis(Y ×A
1,F ) be an element such that its restriction to Y ×{0} vanishes. Then a= 0. If chark=
2, then the same statement is true if we assume that the ZF∗-sheaf F is a sheaf of Z[1/2]-modules.
The pull-back map i∗0 : H
n
Nis(Y ×A
1,F )→ HnNis(Y,F ) is surjective by functoriality. By Lemma
16.13 it is also injective. This completes the proof of Theorem 16.11. 
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