This paper describes my research on fish population dynamics, which has aimed to improve the information available for management and conservation. Through numerous collaborations, my research program addressed three main objectives. (1) Increase the understanding of spatial and temporal variation in productivity of fish populations. (2) Quantify uncertainties and risks in fishery systems and their implications for management and conservation. (3) Develop methods to reduce those uncertainties and risks. To help young scientists, I present 11 general lessons, as well as some specific advice, that emerged from that research. The general lessons include pursuing a path of continuous learning, going beyond your comfort zone to broaden your skills and knowledge, and collaborating with others. More specific advice for fisheries scientists includes evaluating the bias and precision of parameter estimation methods via Monte Carlo simulations, and considering multiple models of whole fishery systems. This paper also illustrates, with examples, how the understanding of some aspects of fish population dynamics has evolved, at least from the limited perspective of my own group's research.
Introduction
Fisheries scientists face an exciting but challenging future. On the positive side, I have never seen a more promising time for making progress in understanding fisheries systems and improving fisheries management and conservation practices. Scientists can now apply a wide variety of advanced statistical methods to large data bases, and powerful computers can run complex simulation models. There is also a strong desire by most young fisheries scientists to address real-world problems, and many universities recognize the value of such applied research, as well as collaborations with fisheries management agencies.
However, despite these positive signs, young fisheries scientists face a wide array of serious challenges in the future. Even with decades of research and improved understanding, considerable uncertainty still remains about the complex structure and dynamics of fisheries systems, and climate change appears to be altering previously well-documented relationships. Scientists are expected to take these uncertainties into account in their analyses. It is also difficult to keep up with advances in knowledge and research methods published in the rapidly growing literature.
To help address some of these challenges (not all of them!), I will provide some general lessons that I have learned, and more specific advice for fisheries scientists (in italics in the main text). I will also describe how my career has been shaped by chance events, mentors, and colleagues, including my students, research assistants, and post-doctoral fellows.
Food for Thought articles are essays in which the author provides their perspective on a research area, topic, or issue. They are intended to provide contributors with a forum through which to air their own views and experiences, with few of the constraints that govern standard research articles. This Food for Thought article is one in a series solicited from leading figures in the fisheries and aquatic sciences community. The objective is to offer lessons and insights from their careers in an accessible and pedagogical form from which the community, and particularly early career scientists, will benefit. The International Council for the Exploration of the Sea (ICES) and Oxford University Press are pleased to make these Food for Thought articles immediately available as free access documents.
Formative years

Inspiration while an undergraduate
My career as an ecologist started in earnest when, as an undergraduate biology major at the University of California at Davis (UC Davis) from 1966 to 1970, I learned in an ecology course about the exciting papers written by C.S. (Buzz) Holling on the components of the "functional response" of predation rate to changes in prey density (Holling, 1959 (Holling, , 1965 (Holling, , 1966 . Holling broke the process of predation down into its components, did some critical experiments, and then derived equations for the predation process. As all ecologists now know, functional and numerical responses of consumers to changes in their prey density have subsequently been documented in a wide range of taxa. I was quite fascinated by Holling's new process-oriented "experimental components" approach, and I came back to it later.
One day I was browsing in the university bookstore and came across an intriguing, newly published book by Kenneth E. F. Watt called "Ecology and Resource Management" (Watt, 1968) . I immediately bought it because, unlike the well-known proverb, I could judge this book by its cover, which displayed a flow chart, computer code, plants, and animals. The book was filled with riveting examples of quantitative analyses of the dynamics of fishes, forests, and insect pests. The book even showed how to translate equations of ecological processes into FORTRAN computer code, a novelty at the time. I knew nothing about computer coding though, having stupidly turned down the chance to take a FORTRAN course in high school in favour of playing on the golf team! Not only did Watt's book pull together exciting advanced work on ecological systems, but his analyses were applied to resource management problems. He even explained how to find the best management options using optimization methods such as dynamic programming, a method that would not become widely used until many years later. Watt was well ahead of his time.
Lesson 1: Challenge yourself to go beyond your comfort zone to learn something new, especially if it is a quantitative method. Knowledge of such methods will always be in demand by employers.
My accidental discovery of Ken Watt's book is what set my career on a trajectory to be a quantitative ecologist. I could hardly believe my luck that Watt was a faculty member in Zoology at UC Davis, and that he taught a course in "Biomathematics". Even though it was a graduate course, he allowed me to take it as a fourth-year undergraduate. Although the course was quite challenging, I am forever grateful for that opportunity; I acquired a quantitative perspective on ecology, including simulation modelling. That was not something that I anticipated learning when I started my undergraduate work in biology, so the experience was exciting to say the least! Ken Watt was a former colleague of Buzz Holling at the Canadian Forest Service Laboratory in Ontario, Canada, so when I decided to pursue a graduate degree in quantitative ecology, Watt naturally recommended that I apply to Holling's 2-year-old Institute of Animal Resource Ecology (IARE) at the University of British Columbia (UBC) in Vancouver, Canada. I was accepted there, not by Holling, but instead by a relatively new, young faculty member, Carl J. Walters. Now there was good luck! I was his first Ph.D. student.
Branching out at the University of British Columbia
Carl Walters is now well-known as one of the world's top quantitative fisheries scientists, but at the time I started at UBC in 1970, he had interests in a broader range of topics. He had come to UBC after finishing his doctorate at Colorado State University in Fort Collins, where he was one of the first people to be trained in the new field of systems ecology, including simulation modelling, as part of the Grasslands Biome Project. Luckily, Carl Walters supported my overly grandiose (in retrospect) initial proposal for a research program, which was to apply Holling's experimental components approach to understanding animal dispersal. I eventually narrowed that goal down to asking about the causes and spread of outbreaks of an insect pest, the mountain pine beetle in British Columbia's lodgepole pine forests. I did field work and simulation modelling on the interaction between mountain pine beetle populations and lodgepole pine trees in eastern British Columbia while collaborating with both Ken Graham in the UBC Forestry School and scientists at the Canadian Forest Service. My four years of Ph.D. work on this topic laid a solid foundation in population dynamics that I would apply later to research on fishes.
Carl Walters was a stimulating person to be around. He constantly challenged ideas with his sharp critical thinking. He was also a truly gifted teacher. He taught us graduate students systems thinking and how to program simulation models in FORTRAN. He made it look easy. In February 1971, the first year of my graduate program, Carl offered a lucky few of us students the opportunity to help develop a simulation model of a lake ecosystem in a brief workshop funded by the International Biological Program. Our modelling team was to glean knowledge about state variables, parameters, and processes from visiting experts in limnology, phytoplankton, zooplankton, and fish, and then write the FORTRAN code for a simulation model to explore the system's dynamics. Despite the time pressure, we succeeded in developing a working model, although each 2-year simulation run took 45 min, during which we idly shot rubber bands at the ceiling lights! We later learned that this model helped to identify key areas for future research priorities on lake ecosystems.
Lesson 2: Get involved in projects outside of your main thesis topic or research focus. Such experiences will broaden your skills, knowledge, and network of contacts.
Although Carl Walters soon became a leading researcher in fisheries science and management, early on he was also well known for conducting week-long simulation modelling workshops, such as the lake biome one, in conjunction with people from various resource management agencies (Walters, 1974; Chapter 4 of Holling et al., 1978; Hilborn et al., 1984) . The aim of these workshops varied, depending on the agency. They ranged from merely testing hypotheses to codifying in one place experts' knowledge about a system, identifying top priorities for future research based on sensitivity analyses with a model, and evaluating a range of potential management actions. The 21 simulation modelling workshops in which I participated as a programmer covered topics such as mallard ducks, caribou, the proposed James Bay (Quebec) hydroelectric project, the Mackenzie River basin, the spruce budworm insect pest, Beaufort Sea Lagoon, Pacific salmon, and fishing fleets. Thus, as a Ph.D. student, I was very fortunate to be exposed to issues across such a wide range of Continuous learning, teamwork, and lessons ecosystems and taxonomic groups. I learned how to collaborate as we quickly built computer simulation models in late-night "trials by fire". I also got a first-hand look at the state of knowledge about dynamic components of a broad range of ecosystems (often disappointingly weak at the time). As well, I learned that problems facing resource managers were often compounded by vaguely defined management objectives, a situation that persists to this day.
These workshops were thus incredibly valuable windows on the world of resource and environmental management that I otherwise would not have encountered in a normal Ph.D. program. That exposure to resource management issues and a chance to develop my modelling skills built an unplanned foundation for my future career, which included providing input to management policies (see later section, "Influencing policy").
In essence, I lucked out by being at the right place (UBC IARE) at the right time in the early 1970s. That was also a time when, by chance, a large number of outstanding graduate students and post-doctoral fellows, as well as some new faculty members, joined IARE. They were great sources of ideas, skills, and stimulating debates. As a result, Holling's Institute of Animal Resource Ecology soon became one of the world's leading institutions in quantitative ecology.
During one of the modelling workshops described above, I learned that most scientists who worked on changes in abundance of Pacific salmon (Oncorhynchus spp.) focused their research on processes in fresh water, and that relatively little work had been done on the marine life stage. I thus decided to spend my postdoc year (1974) (1975) at UBC) looking into mechanisms operating on Pacific salmon in the ocean. I convened a meeting in 1975 at which people such as Bill Ricker and Percy Wickett presented data and hypotheses about marine survival of salmon. Bill Ricker's quantitative approach, his incredible knowledge, and his analytical thoroughness inspired me to continue in this field after my post-doc year was over.
The next fortuitous event in my career resulted from the actions taken in 1975 by Buzz Holling, who had just returned from a sabbatical year at the International Institute of Applied Systems Analysis (IIASA) in Austria. He managed to convince the Canadian Department of Environment to hire both Ray Hilborn and me as "Policy Analysts" to conduct publishable research at UBC and act as liaisons between UBC and the federal government in the area of applied ecology, including simulation modelling. I am forever grateful to Buzz for his initiative and leadership in setting up those positions.
During the next 4 years, I interacted with scientists and managers from several federal management agencies and took part in more modelling workshops. I also continued with research on Pacific salmon.
A new initiative at Simon Fraser University
In 1979, I was fortunate to be hired for a faculty position at Simon Fraser University (SFU) The MRM program (renamed in 1990 as the graduate School of Resource and Environmental Management or REM) was characterized by research and courses that were both interdisciplinary and applied to real-world problems. These two features proved to be attractive to my future graduate students, post-doctoral fellows, and research assistants who were seeking such an environment. Members of my research group came from backgrounds not only in ecology, but also engineering, economics, computer science, mathematics, oceanography, and statistics. I benefited greatly from working with this interdisciplinary team.
Lesson 3: If you want to make changes in your institution, create a long-term plan and a strategy to achieve it, and be persistent but patient.
I pursued two initiatives to increase the critical mass of fisheries researchers at Simon Fraser University. The first was a plan to bring government-agency researchers to the campus full time, an approach that had been successfully demonstrated by the US Fish and Wildlife Service's Cooperative Research Units on dozens of US university campuses. However, because of the inflexibility of senior Canadian government officials, it took 8 frustrating years to bring the Cooperative Resource Management Institute to fruition, when several researchers from Canada's Department of Fisheries and Oceans finally moved to SFU.
My second initiative, to increase the number of fisheries faculty members in my department, took even longer (12 years). I was fortunate to be awarded a senior Canada Research Chair in 2001, and as a result, we hired two more fisheries faculty members, William de la Mare and Sean Cox. The Chair's extra funding, as well as contributions from Canada's Department of Fisheries and Oceans, enabled us to bring in numerous excellent graduate students, research assistants, and post-doctoral fellows, as well as to build a high-end computer simulation lab.
These two successful initiatives resulted from having a longterm vision, a strategy to achieve it, and repeatedly presenting the case, including the potential benefits, to all parties. It helped to be patient, too; institutions are typically slow to change.
Research on fish population dynamics and management
My overarching research goal has been to advance the understanding of fish population dynamics (particularly of Pacific salmon) and thereby improve the information available for their management and conservation. To achieve this broad goal, three main research objectives emerged during my career.
(1) Expand the understanding of key processes that cause changes over time and space in reproduction, growth, and survival rates of fish populations.
(2) Quantify the main sources of uncertainties in data and fishery systems, the risks created by those uncertainties, and their implications for management and conservation.
(3) Develop methods to reduce some of those uncertainties and risks, which in turn should increase the social and economic benefits derived from fish populations.
I took two key long-term approaches to meet these three objectives. First I requested data from various management agencies from Alaska, British Columbia, Washington, and Oregon to create what eventually became a quality-controlled data set of 163 populations of four species of Pacific salmon: sockeye, Chinook, pink, and chum. Those data covered annual abundances of spawners, juveniles (where available), and adults produced by those spawners over periods as long as 50 years. We also gathered data on oceanographic variables. My second approach was to actively pursue projects that required learning about advanced statistical and simulation methods. To facilitate these two approaches, I collaborated with scientists outside of the university and also worked closely during my career with 70 graduate students, full-time research assistants, and post-doctoral fellows, plus two undergraduate research students. Although I officially was supervisor for the young scientists in my group, I was open to learning along with them, as well as from them, especially about methods such as hierarchical statistical models, Bayesian analysis, decision analysis, Dynamic Factor Analysis, Markov Chain Monte Carlo methods, and receiver operating curves. Our research was quite productive for these young scientists, and several of our publications were recognized with awards from various organizations. Below I summarize my research and the affiliated lessons under my three main research objectives, although there are inevitable overlaps.
Research objective 1: expand the understanding of key processes that cause changes over time and space in reproduction, growth, and survival rates of fish populations Density dependence during the ocean life of salmon Lesson 4: Novel findings that run counter to the prevailing wisdom are often initially ignored by other people, but if your data and methods are solid, persist with that research. High-quality science will eventually prevail, though probably more slowly than you would like.
As I mentioned above, most salmon researchers were working on freshwater mechanisms as potential drivers of salmon abundance when I began my research on processes in the marine environment. My first publication on the latter topic showed that density-dependent survival (lower survival rate at high abundance) occurred during the ocean life stage for a few salmon populations (Peterman, 1978) . After that paper appeared, one salmon scientist told me that the idea of density-dependent marine survival was preposterous because the ocean was "just one big frog pond". Fortunately I ignored him, and my research group subsequently documented widespread evidence of important densitydependent interactions in the ocean (1) among fish within a salmon population, (2) among fish between separate salmon populations, and (3) among salmon from different nations (Peterman, 1982a (Peterman, , 1984a Pyper and Peterman, 1999) . I also found that most between-year variation in density-dependent survival rate and growth rate of sockeye salmon occurs in the first year and a half of the marine life stage (Peterman, 1982a (Peterman, , b, 1984a , which helped focus further research on survival on that portion of marine life.
These results were only slowly acknowledged by other salmon scientists, but many other researchers subsequently found extensive evidence that substantial density-dependent growth and survival interactions occur within and among species, and that the density-dependence is more likely due to limited food supply than to processes such as predation (Kaeriyama, 1998; Ruggerone et al., 2003; Ruggerone and Connors, 2015; Batten et al., 2018) . Due to the spatial and temporal overlap of salmon from nations that border the North Pacific Ocean, these findings have stimulated discussions about the negative effects of salmon hatchery releases on wild salmon and the need for international coordination to regulate the large and growing number of hatcheries (Peterman, 1984b (Peterman, , 1991 Ruggerone et al., 2003; Holt et al., 2008; . However, ultimately I have been disappointed that discussions about such international coordination have gone nowhere, probably because of arguments made by business interests.
Lag times in innovations
Lesson 5: New methods also often take a long time to become widely accepted. Be persistent.
The paragraph above refers to an initial reluctance to accept unusual research results, but the same time-lag problem exists for novel research methods. Today's young scientists are often frustrated by how slowly their innovative research methods become widely accepted by other scientists, let alone government decision makers or other potential users. Unfortunately, slow adoption is very common ( Gerlotto, 2017) . My own informal review of the history of new quantitative methods in environmental science shows that it is quite normal to have at least a 10-to 20-year lag before seeing wide acceptance of new ideas and methods, even among scientists (Peterman, 2015) . Two examples demonstrate this point. First, because of extensive debates between field ecologists and modellers in the 1970s and 1980s, it took about 25 years from the inception of ecological simulation modelling in the late 1960s for it to become widely recognized as a legitimate and useful method of analysis outside the small circle of quantitative ecologists. The second example is the method of closed-loop simulations (Walters, 1986) or Management Strategy Evaluations (MSEs) (Punt, 1992; de la Mare, 1998; Butterworth and Punt, 1999) , which use stochastic simulation models of entire fishery systems to find the management procedures that give the best performance in the presence of several sources of uncertainty. It took about 15 years before numerous well-developed cases of this method were implemented by management agencies in South Africa, Australia, North America, and Europe. Young scientists should therefore not expect that new methods that they develop will be readily accepted and used. Instead, acceptance will require patience and repeated demonstration that those methods both work and provide new insights.
Multi-population analyses
One method that started to become known among ecologists in the late 1990s was hierarchical statistical modelling (Myers and Mertz, 1998; Royle and Dorazio, 2008) . My group used it on our large salmon database to conduct several multi-population analyses (so-called meta-analyses) to estimate the importance of physical and biological oceanographic processes in driving salmon Continuous learning, teamwork, and lessons population dynamics. Hierarchical statistical modelling provides a solid theoretical foundation for such analyses. It uses multiple populations as "statistical replicates", which helps to average out the effects of random observation errors. Another advantage of hierarchical models applied to multi-population data sets is that they reduce the chance of being misled by one-off spurious correlations between variables that are found in studies of single populations (Myers and Mertz, 1998) .
The scope of our salmon database and the emergence of hierarchical statistical modelling in the late 1990s enabled us to investigate a widely cited idea at the time, namely that large-scale oceanographic and/or atmospheric processes tended to drive similar time trends in salmon populations across thousands of kilometers of the Pacific Ocean. However, the evidence for that largescale effect came from studies of salmon catch data, which are only an indirect and inaccurate indicator of salmon abundance or productivity. We instead used our large salmon data set on biological productivity (adult recruits produced per spawner) to conduct spatial analyses and hierarchical modelling. We found that positive correlations among species-specific time series of productivities for pink, chum, and sockeye salmon were strongest between populations where juveniles entered the ocean at locations less than about 500-800 km apart. This result and others showed the importance of shared environmental conditions at that small, regional scale early in ocean life (Peterman, 1982b Peterman et al., 1998; Mueter et al., 2002; Pyper et al., 2005) , in contrast to the large scale reported by previous analyses that used only catch data. This result also enabled us to screen out numerous potentially spurious environmental factors as explanatory variables when their spatial scale was inconsistent with the small-scale positive correlations in productivity (Mueter et al., 2003) . We found that early-summer sea-surface temperature (SST) was a physical variable that had an appropriate regional spatial scale of positive covariation (as opposed to too large or too small). Inclusion of SST in salmon models substantially improved fits to data, whereas the widely used Pacific Decadal Oscillation (PDO) did not (Mueter et al., 2002) .
Lesson 6: How can progress be made on particularly difficult problems? Be an early adopter of innovative methods of analysis. Hire or collaborate with people who know more than you do and learn from them. Continually add to your toolbox of methods to gain new insights.
The key advance in our multi-population analyses described above came from applying hierarchical statistical models, which were brought to my group by Franz Mueter, a post-doctoral fellow. This innovative technique attributed some of the observed temporal variation in productivity of 120 pink, chum, and sockeye salmon populations to variation that is shared across numerous stocks. Compared to analyses of each stock separately, these multi-stock models produced more precise estimates of stockspecific productivity parameters despite the typical noisy data (Mueter et al., 2002; Su et al., 2004) . These productivity parameters are important for estimating maximum sustainable harvest rates as well as recovery rates for low-abundance populations.
My research group also estimated time trends in productivity of sockeye salmon populations by applying the Ricker stockrecruitment model cast in the form of a Kalman filter. That method was developed in control engineering to extract signals from noisy electronic data. As far as I know, it was first applied to fisheries problems by Walters (1986) , but it has been rarely used in fisheries after that. Brian Pyper and Jeff Grout, two researchers in my group, implemented the Kalman filter algorithm and determined via Monte Carlo simulations that it performed well. It successfully extracted underlying time trends in productivity (the "a" parameter in the Ricker spawner-recruit model) from simulated data that contained high-and low-frequency variation (Peterman et al., 2000) . We therefore applied the Kalman filter to productivity time series of 64 sockeye salmon populations and found that productivity has decreased over time in the majority of sockeye salmon populations along the coasts of Washington, British Columbia, and southeast Alaska (Peterman and Dorner, 2012) . This result fed directly into the highly publicized $25 million Cohen Commission, which was charged with looking into the causes of the decline in abundance of sockeye salmon populations from the Fraser River, British Columbia-Canada's largest producer of that commercially valuable species (Cohen Commission, 2012) . Our finding of widespread declines in sockeye productivity across many west-coast populations indicated that the decrease in abundance of Fraser River sockeye salmon was very unlikely to have resulted from mechanisms unique to that river. Instead, marine processes that were shared across sockeye populations, such as survival during the early ocean period, likely had a major influence on Fraser River sockeye salmon.
Another researcher in my group, Brigitte Dorner, introduced us to Dynamic Factor Analysis (DFA), a method developed in econometrics and first applied to fisheries by Zuur et al. (2003) , but infrequently used in this field since then. We applied DFA to 24 wild Chinook salmon populations in western North America and found a tendency for decreasing productivity over time (Dorner et al., 2018) . The spatial scale of positive correlation in productivity among Chinook populations was much larger than the scale for pink, chum, and sockeye salmon, for unknown reasons. The DFA also showed that productivity time trends were most closely associated with the North Pacific Gyre Oscillation (NPGO) (Dorner et al., 2018) , which is highly correlated with variables related to food supply for salmon (Di Lorenzo et al., 2008) .
Another key finding from our spatial analyses of processes affecting salmon productivity is that in the last 15-20 years, temporal patterns in productivity have become increasingly synchronous across populations of most Pacific salmon species (Peterman and Dorner, 2012; Kilduff et al., 2015; Malick and Cox, 2016; Dorner et al., 2018) . These results suggest that the relative importance of different drivers of salmon productivity may have changed recently, with some drivers having a stronger and more widespread influence in recent years. This increased synchronicity may have undesirable consequences: (1) reduced resilience benefits of the portfolio effect of diverse life histories and sub-populations (Griffiths et al., 2014) , and (2) increased frequency of fishery closures (and hence create greater year-to-year variability in catches) because there will tend to be fewer highabundance stocks in years when others are at low abundance.
Other multi-population studies helped to explain (1) the inverse correlation between time series of abundances of adult sockeye salmon in British Columbia and those in Alaska (Peterman and Wong, 1984) , and (2) the inverse relationship between catches of several salmon species in those two regions (Mantua et al., 1997) . Specifically, Mueter et al. (2002) found that higher SST during the early ocean life stage of salmon is associated with increased productivity of pink and sockeye salmon in most of Alaska but with reduced productivity of those species in British Columbia. In addition, Malick et al. (2015) found that early spring blooms of marine phytoplankton are significantly correlated with higher productivity of pink salmon in Alaska and lower productivity of pink salmon in British Columbia. Together, these results not only help to explain why an inverse relationship exists between abundances of some salmon species in British Columbia and Alaska, but they also suggest that changes in SST or springbloom timing resulting from climate change could cause latitudinal shifts in salmon productivity and abundance.
These examples of my research group's work were conducted relatively efficiently by using our large salmon database in conjunction with advanced statistical methods such as hierarchical statistical models, the Kalman filter, and Dynamic Factor Analysis. Thus, there was a great benefit to being open to testing and applying novel methods.
Research objective 2: quantify the main sources of uncertainties in data and fishery systems, the risks created by those uncertainties, and their implications for management and conservation "Uncertainty is an uncomfortable position. But certainty is an absurd one".-Voltaire (1694-1778) "The domain of our ignorance is greater than the domain of our knowledge". C. S. Holling (1978) Despite the obvious points made in these two quotes, up until at least the 1980s, most sources of uncertainty were not commonly considered in the theories and quantitative analyses of fish population dynamics and their management. Everyone recognized that uncertainties existed, but quantifying them was difficult, and there were challenges to incorporating such uncertainties into analyses, even if they could be quantified. Considerable progress has been made, but there is still room for improvement.
Four key sources of uncertainty pervade fisheries systems: (1) natural variability over time and space in both physical and biological processes, (2) observation error (imperfect knowledge resulting from measurement error and sampling error), (3) structural uncertainty owing to incomplete understanding of the ecosystem's complex structure, and (4) outcome uncertainty (differences between management targets and actual outcomes). These uncertainties are important because together, they create ecological risks to fish populations as well as economic and social risks to the fishing industry and people.
Natural variability and observation error
At a time when I still used only classical hypothesis testing, I became interested in the management implications of natural variability and observation error in the context of statistical power analysis. Specifically, monitoring programs, experiments, and impact assessments should have high statistical power (i.e. a high probability of correctly detecting the existence of some biologically or economically important effect or relationship). Without high power, studies may miss detrimental effects and appropriate management action may not be taken. Moreover, such mistakes could be common given high levels of natural variability or observation error, both of which reduce statistical power. We carried out several statistical power analyses. The first one used a Monte Carlo simulation to evaluate a proposed 3-year experiment of releasing large numbers of hatchery-reared juvenile coho salmon (smolts) in Oregon to estimate the degree of nonlinearity in the relationship between abundances of smolts and the resulting adults. Nonlinearity would mean that hatchery operators and harvesters would catch fewer adults than expected from a linear assumption. We found that the proposed experiment would have low power to detect any important degree of nonlinearity. To obtain statistical power greater than 0.8, a 10-to 20-year experiment would be needed instead, and with a much larger number of juveniles released than proposed (Peterman and Routledge, 1983) . In another analysis , we built a stochastic model of English sole and compared under various conditions the probabilities that two simulated stock assessment methods (a trawl survey and VPA or cohort analysis) would successfully estimate the true time trend in abundance. We found that under most realistic conditions, statistical power for those methods was low. In a third study, we compared various designs of a largescale experiment for testing whether the observed temporal decrease in body size in pink salmon was due to size-selective fishing (McAllister et al., 1992) . There we used a decision analysis framework to rank alternative designs based on their statistical power and the expected net economic benefits from improved catches (McAllister and Peterman, 1992a ).
Lesson 7: Scientists must not forget what they already know.
The culmination of my work on statistical power was a comment (Peterman, 1990b ) and a review paper (Peterman, 1990a) that surprisingly turned out to be my most widely cited journal paper. That recognition was unexpected because in those two papers, I took the not-so-novel step of merely reminding scientists of what they had once learned, but had since tended to overlook, namely that they must consider two types of error in statistical analyses (Table 1) . Type I errors arise when some null hypothesis is incorrectly rejected, as for example, by finding a statistically significant harmful effect of an industrial effluent, even though the null hypothesis is true that the effect does not exist. In contrast, a type II error would be made if the effluent actually is harmful, but the data analysis fails to find a statistically significant effect of the effluent. Unfortunately, scientists have traditionally focused on minimizing the well-known probability (a) of making a type I error without considering the probability (b) of making a type II error. Statistical power is the probability of avoiding a type II error (1-b) by correctly rejecting some null hypothesis (Table 1 ). The main problem has been that most authors who report a failure to reject some null hypothesis go on to assume that the null hypothesis must be true without asking how the natural variability, observation error, and sample size might have affected statistical power. Instead, I argued that the respective probabilities, as well as short-and long-term costs, of both type I and type II errors should be taken into account when making management decisions, not just the probability of making a type I error, as has been done traditionally.
In both of these 1990 papers on statistical power I also suggested that in some cases, the usual burden of proof should be reversed, given the prevalence of low statistical power that had previously been found across studies (Vaughan and van Winkle, 1982; de la Mare, 1984; Gerrodette, 1987) . That meant putting the burden of proof on the fishing industry to show with high Continuous learning, teamwork, and lessons statistical power that fishing activities do not have a detrimental effect. This would reverse the traditional onus on management agencies, which is to show that some detrimental effect is occurring, before regulations are changed or accepted by the fishing industry. Other scientists made similar arguments, and some features of this concept of reversing the burden of proof were incorporated into the United Nations FAO document on "The Precautionary Approach to Capture Fisheries and Species Introductions" (FAO, 1995) , which I discuss later.
Bayesian statistical analysis
Ironically, soon after writing my review paper on statistical power analysis (Peterman, 1990a) , I began to feel uncomfortable about standard statistical hypothesis testing and its inherent limitations, and instead leaned more toward Bayesian statistics because of its advantages (Berger and Berry, 1988; Ellison, 1996; Wade, 2000) . I concluded, as had many before me, that what is important is the probability distribution of estimated parameter values, such as the slope or degree of nonlinearity in relationships between variables, not just whether a statistically significant maximumlikelihood relationship exists with a arbitrarily set at 0.05. One advantage of the Bayesian approach is that a probability can be estimated for each of several alternative hypotheses about possible parameter values. Those probabilities are also more directly interpretable by fishery managers. Therefore, the first example of my specific advice to fisheries scientists is to learn Bayesian statistics, given its advantages compared to classical hypothesis testing.
We applied Bayesian statistical analysis to a wide range of problems. Among others, they included topics such as (1) quantifying the effect of lake fertilization on productivity of sockeye salmon (Maxwell et al., 2006) , (2) hierarchical Bayesian modelling to improve estimates of pink salmon productivity (Su et al., 2004) , (3) Bayesian state-space modelling for stock-recruitment data subject to measurement error (Su and Peterman, 2012) , and (4) quantifying uncertainties in target spawner abundances for sockeye salmon (Bodtker et al., 2007) . All of these cases improved understanding of how natural variability and observation error can affect scientific advice to managers.
Monte Carlo simulations
I also highly recommend that fisheries scientists add to their toolkits the ability to develop and run Monte Carlo simulations. This simulation method became a staple of my research team. Among other applications, we used it to evaluate the performance (bias and precision) of parameter estimation methods in the presence of natural variability and observation error. For instance, we compared the effectiveness of various methods for taking temporal autocorrelation into account when testing the statistical significance of correlations in time series data ). This paper is still frequently cited. In another case, we conducted Monte Carlo simulations of the dynamics of nine populations of marine species ranging from mackerel, herring, and menhaden to cod, halibut and sole. We documented a wide range of conditions in which estimates of stock biomass derived by Virtual Population Analysis (VPA) generated spurious time trends owing to time trends in fishing mortality, F, and errors in assumed values of natural mortality, M (Lapointe et al., 1989) . We also showed that spurious correlations between abundance of recruits and environmental factors can result from those conditions (Lapointe and Peterman, 1991) .
State-space models
Another type of natural variation that is common in marine fisheries research is non-stationarity, which is a change over time in the mean and/or variance of some state variables or parameters such as productivity. Such changes complicate effective management of fish populations in a dynamic ocean. To address this issue, we again applied the Kalman filter (an example of a statespace model) to our fisheries data. These data contain considerable natural variability in the underlying productivity (signal), as well as low-and high-frequency natural variation and observation error (noise). Our previous simulations showed that a Kalman filter with a random walk system equation can track temporally autocorrelated changes in productivity of Pacific salmon and even regime shifts (step-functions) more effectively than traditional methods for annually updating parameter estimates (Peterman et al., 2000) . Such better tracking can help fisheries managers to set appropriate regulations when productivity changes over time , as it is likely to do with climate change. Such state-space models are effective in these situations because they estimate how much of the observed variation is attributable to noise and how much to changes in the true underlying signal. State-space models are now being widely used in several environmental fields as a way to deal with nonstationarity (Clark and Bjornstad, 2004) . Therefore, every fisheries scientist should be able to apply state-space models.
Structural uncertainty
Any fisheries system's true underlying structure is not completely understood. It is now widely accepted in fisheries science that to deal with such structural uncertainty, analyses must include multiple plausible models. Therefore, fisheries scientists should routinely determine how their results are affected by different assumptions about structures of underlying models. Many scientists have appropriately changed their focus from finding the single best model to (1) using delta AIC c to identify a set of plausible models consistent with the data, or (2) finding management procedures that are most robust to uncertainties about the real-world model (e.g. harvest control rules that produce acceptably high values of performance indicators across a wide range of models and uncertainties). The latter approach uses Monte Carlo simulation models of entire fishery systems, including simulating the natural system dynamics for each of a plausible set of underlying models and simulating the steps of data collection with observation errors, stock assessment analyses, setting of regulations by fisheries managers, and responses to regulations by harvesters. Such "whole-system models", as I refer to them here, have been variously labelled as closed-loop simulations (Walters, 1986) , Management Strategy Evaluations (MSE) (Sainsbury et al., 2000) , or Management Procedure Evaluations (MPE) (Butterworth and Punt, 1999) . This approach of whole-system simulation is now considered the gold standard in marine fisheries for conducting stock assessments and providing advice for risk-management decisions.
We applied whole-system modelling to Pacific salmon in several cases, only three of which I mention here. One example was the paper described above in which we evaluated the relative performance of a Kalman filter at tracking changes in productivity (Peterman et al., 2000) . In another example, we simulated a riskassessment framework that quantified tradeoffs and found that management targets that changed with time-varying estimates of fish productivity resulted in higher catches of chum salmon and lower conservation risk than standard management practices (Collie et al., 2012) . The most comprehensive whole-system model that we developed (our CLIM2 model of 15 sockeye salmon populations) included not only seven spatial and temporal patterns of changes in productivity, but also seven alternative stock assessment models ranging from simple to highly complex (Dorner et al., 2009) . The complex stock assessment methods performed better in some cases, but with a caveat explained below under "Outcome uncertainty".
Another useful method for dealing with structural uncertainty is formal, quantitative decision analysis, which came from business and was again pioneered in fisheries by Walters (1977 Walters ( , 1986 . In several case studies, we used decision analysis to evaluate management options in the presence of uncertainties. For example, we applied Bayesian decision analysis to evaluate management options to (1) rebuild a depleted sockeye salmon population (Pestes et al., 2008) , (2) determine the timing of fishery openings (Robb and Peterman, 1998) , and (3) enhance chum salmon populations (MacGregor et al., 2002) . We also quantified safety margins that fisheries managers of Atlantic menhaden and ArctoNorwegian cod should use when setting harvest goals in the presence of large uncertainties in current stock abundance and stock-recruitment parameters (Frederick and Peterman, 1995) . Such decision analyses can not only provide information directly to managers, but they can also help rank future research priorities based on the uncertain factors that most affect the rank order of alternative management actions. The whole-system models described in a previous section are also essentially decision analyses in which management options are ranked based on their performance across a wide range of conditions and uncertainties.
Outcome uncertainty
This final type of uncertainty, "outcome uncertainty", refers to the inevitable differences that arise between management targets and actual outcomes in the realized annual spawning stock or harvest rate, for example. Although such differences are commonplace (Bocking and Peterman, 1988; Rosenberg and Brault, 1993) , surprisingly they have rarely been quantified. They arise from any combination of at least three factors, (1) unexpected changes in fish behaviour that make fish more or less available to fishing gear, (2) errors in estimates of fish abundance prior to setting regulations, or (3) noncompliance with regulations by fishing vessels (the latter two together often called implementation uncertainty). Up until roughly the late 1990s, most fish stock assessments ignored outcome uncertainty, even though it could sometimes be large. My research group analysed harvest rate data on sockeye salmon populations and found that actual realized harvest rates tended to be higher than targets when abundance was low (creating a conservation concern) and lower than targets when abundance was high (leading to foregone catch) (Holt and Peterman, 2006) . More importantly, the comprehensive whole-system modelling of sockeye salmon fisheries described above showed that the effects of outcome uncertainty masked or swamped the incremental benefits of the more complex stock assessment models (Dorner et al., 2009) . Reduction in outcome uncertainty should therefore be a priority for fisheries managers. My advice to fisheries scientists is that outcome uncertainty should be routinely included in fishery models, not only to obtain better estimates of effects of simulated management regulations, but also to determine whether the effects of outcome uncertainties may overwhelm the expected benefits of some "improvement" in a stock assessment model.
Research objective 3: develop methods to reduce some of the uncertainties and risks
My third research theme focused on ways to either reduce the magnitude of uncertainties or decrease the potential risks associated with whatever uncertainties existed. I already mentioned how good experimental design can reduce uncertainties about processes of population dynamics (McAllister and Peterman, 1992a, b) , and how Kalman filters and hierarchical statistical models can produce more precise parameter estimates than would otherwise be possible.
Lesson 8: Widely used methods can only push the frontier of knowledge so far. Methods from quite distant disciplines may have unexpected benefits.
One key challenge in reducing the risks that result from inappropriate management decisions is how to best present complex quantitative information to fisheries managers to help them make well-informed decisions in the presence of large uncertainties. I worked with three experts in ergonomics and computer visualization to develop a new software package called Vismon, which visually presents trade-offs, along with their uncertainties, in an interactive and dynamic manner (Booshehrian et al., 2012) . Vismon allows managers, scientists, and users of fish to visually compare complex outcomes from various management options, thereby reducing the chance of choosing inappropriate actions. Vismon has been used for evaluating management options in some salmon fisheries in western Alaska. This software and written paper received the "Second-best paper" award (a sachertorte!) in Vienna at the 2012 "Eurographics Conference on Visualization"-Europe's top-ranked conference in computer visualization, demonstrating the value of innovation and collaboration.
Continuous learning, teamwork, and lessons
More recently, we looked at the methods for classifying species into various levels of concern for extinction risk. Those methods have been standardized for many decades in the IUCN Red List categories and criteria (IUCN, 2013) . One common way of estimating extinction risk is based on the direction and rate of change in abundance over some period. The widely used IUCN criterion A, for example, only examines abundance estimates over the last 10 years or three generations. However, the typical uncertainties of natural variation over time in productivity, as well as observation error, can create errors in those estimates. Such errors could lead to either failing to correctly identify a conservation concern (false negative) or incorrectly classifying some situation as being a conservation concern (false positive or false alarm). The former would increase the chance of some detrimental outcome occurring, and the latter would divert the usually limited funds for conservation action to a situation that did not need it. Only a few studies have quantitatively evaluated the accuracy of IUCN decline criteria. We extended those previous analyses by conducting both empirical evaluations and Monte Carlo simulations to estimate the reliability of a wide variety of criteria for classifying population status. In two of those studies (Porszt et al., 2012; d'Eon-Eggertson et al., 2015) , we applied receiver operating characteristic (ROC) curves, which are used in medicine to estimate the reliability of diagnostic tests for diseases, as well as in quality-control engineering. We found that the often-used IUCN extinction-risk criterion of a given percentage decline in the last 10 years or three generations often does not perform as well as other criteria, and that the relative ranking of different types of indicators of extinction risk is influenced in quantifiable ways by factors such as the degree of autocorrelation in natural variability, as well as the relative magnitude of that variability and observation error (Connors et al., 2014) . Unfortunately, to my knowledge, these results have not yet influenced the long-standing IUCN methods for classifying extinction risks based on time trends in abundance, despite the presentation of our results to IUCN people. Perhaps changes in these riskassessment practices will require more evidence and new practitioners.
I have one final comment about uncertainties. Several years ago I was at a conference, and a fisheries economist pointed out how unclear fish ecologists were in their understanding of fisheries systems, as indicated by our frequent discussion of uncertainties. Yet that same person had the audacity to ignore all uncertainties in the economic system and present numbers for how many jobs and economic value would be lost under certain management regulations! Needless to say, I gave some negative feedback on that lack of logic!
Sabbaticals and professional committees
Lesson 9: Take advantage of sabbaticals or other forms of outside involvement to diversify your knowledge and keep up with developments in your field.
I was also fortunate to be able to learn about novel subjects and interact with new people through sabbaticals from SFU. I will elaborate on two examples. During my first sabbatical in 1985-86, I proposed to compare the dynamics of several populations of clupeids (herring, sardines, and anchovies) in different oceanographic domains while spending a year at the US National Marine Fisheries Service (NMFS) lab in La Jolla, California. The anadromous and semelparous life histories of Pacific salmon species, as well as their associated stock assessment methods, are quite different from those of non-anadromous fish species, so I wanted to expand my experience by conducting research on nonsalmonids for that year. I also wanted to learn more about oceanography. The NMFS lab was ideal for the latter purpose because it was located next to the Scripps Institute of Oceanography, where large numbers of physical and biological oceanographers worked.
Shortly after I arrived in La Jolla, the division head, Reuben Lasker, asked me whether I would like to change my plans and focus instead on understanding the link between ocean dynamics and recruitment variability in northern anchovy (Engraulis mordax). I would be able to use the long-term data set on eggs, larvae, and adults that had been collected by the unusually intensive sampling program of the California Cooperative Fisheries Investigation (CALCOFI). I jumped at this chance and tested Lasker's (1975 Lasker's ( , 1981 "stable ocean hypothesis", which stated that ". . . the upper mixed layer of the ocean must be in a stable (nonturbulent) state" to generate sufficient concentration of food to ensure good survival of first-feeding young larval anchovy. Our resulting paper in Science reported strong support for one-half of Lasker's hypothesis-a significant inverse relation between mortality rate of larval anchovy and the number of stable-ocean periods during the spawning season . However, abundance of the surviving northern anchovy larvae was not significantly correlated with abundance of subsequent 1-year-old recruits . Thus, we found that good survival to an early larval stage was a necessary but not sufficient condition for good recruitment to a later age. We therefore did not find support for the dominant hypotheses at the time of Hjort and Lasker that the abundance of recruits in marine fishes is largely determined at an early larval life stage.
During my next sabbatical, I set out to learn about Bayesian statistics at the University of Washington in Seattle. I spent considerable time in the Mathematics and Statistics library and also learned quite a bit from Andre Punt, Geof Givens, and Ray Hilborn. I focused on developing a simulation model for Pacific salmon that incorporated annual Bayesian updating of estimates of productivity parameters in response to different types and magnitudes of oceanographic regime shifts. The model assumed that management actions would respond to changing estimates of simulated productivity. That work eventually led to the Peterman et al. (2000) paper, which also documented the merits of a Kalman filter estimation scheme.
Another way to learn is to serve on professional committees. I was fortunate to participate in many independent expert panels that looked into fisheries problems and made recommendations to management agencies. Those experiences helped broaden my perspective and not only contributed indirectly to my research, but also enriched my teaching by providing examples of real-world problems for students. I won't discuss more about my teaching career here, but suffice it to say that it was very rewarding.
Influencing policy
Lesson 10: Accept opportunities to help develop management policies and guidelines.
I had an opportunity to incorporate into management policy some of my research experience with uncertainties when I was one of 34 scientists invited to Sweden in 1995 to help write the UN Food and Agriculture Organization's (FAO's) guidelines for the Precautionary Approach to Fisheries. That very interesting week of collaboration with some of the world's best fisheries scientists produced an influential document (FAO, 1995) . Not only were some elements of these guidelines incorporated into Annex II of the 1995 United Nations Agreement on Conservation and Management of Straddling Fish Stocks and Highly Migratory Fish Stocks, but they were rapidly adopted by numerous fisheries management agencies around the world (Garcia, 2000) . Precautionary approaches to human activities in fisheries, which are more biologically conservative because of uncertainties, are now commonplace. As a result, Andre Punt, a very well respected scientist, subsequently called this meeting ". . . one of the most important fisheries meetings of the 20th century" (Punt, 2008) . Despite the importance of this FAO document, I am frequently disappointed to find that most people are only familiar with a few oft-repeated quotes from its introductory pages, even though there are extensive substantive guidelines in the rest of the 52-page document. I recognize the difficulty of keeping up with the rapidly growing literature, but people who cite documents should read them thoroughly.
Conclusion
Summary Lesson 11: Pursue a path of continuous learning throughout your career.
My overarching theme of continuous learning should now be clear. Actively develop and apply new approaches to your research, and make a habit of being an early adopter of novel ideas and methods of analysis. To stimulate innovation, look outside of your own discipline, as we did when we drew upon methods from engineering, econometrics, medical diagnostics, and business. All of this should be done throughout every stage of your career, even if it requires substantial mental effort and takes you out of your comfort zone. Such an approach will not only help speed progress in understanding, but it will very likely enhance your personal career, regardless of whether you are a young or well-established scientist.
