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ABSTRACT 
This thesis examines computer monitoring systems in detail. It 
includes what monitoring systems can and cannot do, how their results 
may be applied, current monitoring systems, and additional features 
needed in an ideal monitoring system. The main items lacking in 
current monitoring systems are general programmability and generalized 
event orientation. We discuss and demonstrate some of the types of 
analysis which do not appear to be possible in the commercially 
available packages we have examined, but which are available in a 
prototype system built at Lehigh University. The analvses include 
J 
stripcharts, discrete cycle modelling, logical lot classification 
(rational subgrouping), sequence verification, and tunnel 
verification. Finally, we demonstrate the construction and use of a 
time model for predicting the effect of making particular changes to a 
process. These analyses are particularly valuable for machinery in 
which there are a large number of discrete on/off sensors, such as 
robotic workcells. 
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CHAPTER I. INTRODUCTION 
I often say that when you can measure what you are 
speaking about, and express it in numbers, you know something 
about it; but when you cannot measure it, when you cannot 
express it in numbers, your knowledge is of a meagre and 
unsatisfactory kind; it may be the beginning of knowledge, but 
you have scarcely, in your thoughts, advanced to the stage of 
Science, whatever the matter may be. 
-- Lord Kelvin1 
A monitoring svste1n 1s any system which measures a manufacturing 
process to guide control or modification of the process. This can be 
as simple as having production personnel keep a log and report 
statistics on the process, or as elaborate as a computer program which 
can take many statistics and report on the time when each individual 
step in the process was carried out for the past vcar. The essential 
infonn:1tion tu m~1ke. dc,cisions about the process, such c1s controlling 
or modifying il. The steps of monitoring can be automated to varying 
degrees. 
A digital computer can be used to automatically observe, control, 
and report on the process through electronic sensors and actuators. 
The computer can also store its observations for later calculations 
1 Quoted in Grant & Leavenworth, Statistical Quality Control, 5th 
Edition, p347. McGraw Hill, 1980. 
2 
and interpretations. The computer is important because it can make 
significantly more computations much more efficiently than people can, 
provided the calculations are well-specified. It also records data 
very efficiently. The electronic sensors can even be generalized to 
the point where human observers of the process can add information 
which is otherwise unavailable electronically. This is the essence of 
a computer monitoring system. 
riowever, the computE'r also has distinct limitations. It cannot 
substitute for intelligence, only extend it. It does not ensure a 
we 11-c.les igned or we 11- beh,1ved process. It is inflexible in its 
observations, us1ng a limited set of sensors and actuators. This 
mindlessness contrasts sha.rply with the process operators, who observe 
the process wit:h a number of st?nsors. and who c3n use a number of 
tools. 0 o e r a t o r s c a n a 1 s o s u i! r- e s t b t' n e f i c i a l 111 o d i f i c a t i o n s t o th e t , )0 
The cu111puter mor1i tor can only be used to analyze such ideas. 
Thus, a computL,r monitoring systt?m should be prepared to accept 
observations and suggestions from the people who surround any process. 
The primary purpose of any monitoring system is to increase the 
effectiveness of decisions in a manufacturing system by providing 
measurements of and concrete data about the factors of production. 
Thus, the information should not be an end in and of itself, but it 1s 
a means of achieving the goals of the production system, and analysis 
should be performed accordingly. 
3 
Manufacturing systems exist for the purpose of creating wealth. 2 
Wealth can be defined as desireable changes in the environment, such 
as the creation of goods by machinery, and timely movement of people 
from place to place. The desireability of these changes, of course, 
can be measured in terms of money, which is the normal language of 
manufacturing management. But wealth can be measured in other terms, 
too. Any marketer knows that being able to deliver tomorrow, as 
opposed to six weeks from today is a useful tool. Free time, and 
lighter workloads also have value, though I would not wish to put a 
specific dollar price on them. Customer goodwill is invaluable when 
there are problems. Thus wealth is actually multidimensional. 
Even the money which most manufacturing systems use has several 
dimensions. 3 Goldratt suggests that cash flows be divided into the 
basic classes of: throughput, or money received for product; 
inventory, or recoverable money paid for things which can be resold; 
and expenses, or unrecoverable money paid for things which are 
necessary, but cannot be resold, such as wages. Most systems attempt 
to accumulate wealth by taking in more money than is paid out, for the 
least amount of inventory possible. Of course, it is well-known that 
2 
3 
Viewpoint of Keith Gardiner, Lehigh University, 1988 
Goldratt, Eliyahu and Cox, Jeff. The Goal: A Process of Ongoing 
Improvement, Revised Ed. Croton-on-Hudson, N.Y.: North River Press, 
1986. pp59-61. 
4 
' ,' 
these things can be temporarily maximized at the expense of future 
performance. As a result, the exact form of local measurements which 
match the long term goals of the enterprise are a significant topic of 
current research. 
An individual machine affects these things at the enterprise level 
by transforming inventory towards throughput, consuming some expenses 
1n some time pattern. A series of dependencies then determines the 
relationship between the individual characteristics and the cash flow 
of the overall enterprise. when the relationship is close, such as 
encountered on a bottleneck machine, then monitoring is clearlv a 
worthwhile enterprise, since the rnarginal cost of not producing on 
that machine is very high. 
~1oni to ring sys terns are v.:e 11- suited to measur 1ng the time behc1v ior 
of resource consumption and output for an individual process. This 
information can be used to makt~ the machinerv most effective bv 
J ~ 
minimizing resource consumption and maximizing output. These 
measurements close the loop of action and reaction by indicating how a 
given decision affects the macl1inery which is the means of production. 
Good business strategy requ1r2s knowledge of the production capacity, 
and monitoring 1s a way to take some measureme11ts which can guide 
decisions on many levels. 
5 
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CHAPTER II. GENERAL FEATURES AND LIMITATIONS OF MONITORING SYSTEMS 
Monitoring can precisely measure certain well-defined types of 
performance. Specificallly, given a well-defined machine, it can 
track inputs, outputs, and, with assistance, causes of non-production. 
These measurements are carried out in the evaluation or measurement 
stage of the design cycle. They can provide feedback not only to the 
designers of the system, but also to the production personnel who 
operate it, and the managers who decide whether to continue operating 
it. 
idea <---
~ 
build, or model 
~ 
evaluate, or measure 
Figure 1: The Design Cycle 
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Monitoring of production is the dual of running a simulation: 
Monitoring supplies real data where simulation uses conjectural data. 
Many of the comments below, particularly about aspects of computer 
programming, are also applicable to simulation, and many of the uses 
of simulation are also valid for monitoring. However, monitoring may 
come after production has begun, whereas simulation usually comes 
before. 
Ideallv, the measurements taken by a monitoring system are the J 
same ones taken on simulations. However, simulations rarely delve 
within a single machine cycle, whereas monitoring can dissect these 
cycles. An important feature of monitoring 1s, that like simulation, 
it can reduce the designer's workload in evaluating choices. 
Monitoring allows the evolution of the design to extend into the 
period when the designed machinery is actually performing useful work 
for the manufacturing system. Monitoring in this production period 
makes it possible to continuously improve and optimize the machinery 
on the floor, not merely the model of the machinery on the drawing 
board. 
However, like simulation, monitoring systems CANNOT perform 
certain tasks. First, they cannot supply fundamental design ideas, 
and have no judgement. For example, no monitoring system can 
determine by itself that a robot cycle contains unnecessary motions 
which slow the production cycle, but it can be the stopwatch which is 
7 
used when someone observes the robot. Second, monitoring systems have 
no concept of relative importance. For instance, some machines are 
much more important than others because of the chain of dependent 
events which surrounds a given process. A monitoring system could 
concievably reason from the dependent events, but it may be much more 
effective to simply tell it to evaluate the critical machine and 
ignore all others. Third, like all statistics, monitoring provides 
correlation, but does not prove causation for production problems. 
This is not to say that a monitoring system cannot record inputs from 
people which c1ssert causation, merelv that it cannot in and of itself 
make the determination. 
These limitations of monitoring anct simulation mirror those of a 
"spreadsht".Pt", such as pr()duced by Lotus-123. They allow optimization 
within constraints, hut it falls upon the user to remember that 
s i g n i f i c an t fur the r o p t i m i_ z a t i on 1 s g a i n e d i n a non 1 i n e a r fas h i on by' __ 
the additior1 of creative idec1s which violate the constraints. 
The s e c re a t iv e i de a s a 1- e by far the mos t imp o r tan t one s i n a 
manufacturing system. Monitoring can help evaluate ideas by providing 
accurate information about the present state of the system, and by 
testing assertions about the results of some change once it is made. 
Creative ideas lead to greater profits, since uncreative ones are 
universally available, particularly to the competition. 
8 
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Apple Computer Inc. became a billion dollar company by offering 
something that was almost unheard of at the time: the personal 
computer. Henry Ford became rich from his assembly line because it 
was unheard of by automakers at the time. Both of their ideas are now 
universally available, and the wealth 1s now split between them and 
their competitors. 
Discontinuous growth in profits, which is the implicit goal of 
many manufacturing organizations, 1s only possible by doing something 
new. In fact, not doing anything differently eventually allows 
competitors, who do make changes, to make the e11tire business 
unprofitable. 
This is not to say that spreadsheet-type local or global 
optimiz.:1tion should not be carried out using data from a monitoring 
s v s t e m . b u t t h a t t h e u s r~ r s h o 11 1 cl b c aw c1 r e o f t h t". d i .s t i n c t 1 i m i t a t i o n s 
J 
of the tool and add a liberal dose of imaginc1tio11 and judgement 
accordingly. 
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CHAPTER III. APPLICATION OF MONITORING SYSTEMS 
In order for a monitoring system to add value to the manufacturing 
system, the data it generates must affect the process. The effects 
can be on any of several levels: Automatic control, process operator, 
process setup, engineering design, or process management. The data 
closes the loop between action and goals. 
Monitoring systems can make direct inputs to automatic control 
systems. In fact, the automatic control system is potentially a 
sibling of the monitor, since the monitoring system 1s normally 
implemented on a general-purpose computer with additional electronic 
inputs a.nd outputs. Integrating the controller with the monitor in 
the same computer can relievt: the monitor of inferring the controller 
state and potentially reduces the total amount of hardware. The 
monitor can also assist the controller with higher level tasks, such 
as automatically groping for a teach point. The controller, since it 
1s implemented on a general-purpose computer, can take any desirable 
viewpoint or combination thereof, such as ladder logic, proportional-
4 integral-derivative, adaptive, or model-goal based control. In 
4 
This is where the controller uses a detailed model of the system and 
infers how to achieve the goal (say, produce a part) without being 
explicitly instructed how to do it. See "Entering the logic Zone", 
10 
., ... 
general, this integration requires the monitoring computer to 
implement some form of multitasking, and to have good support for 
abstraction to allow the control and monitoring functions to be 
5 
separate and modular. 
Monitoring systems can also be used by the people directly 
operating the process. For instance, a monitoring system can be used 
to generate alarms when it detects that assumptions have gone awry, 
such as parts on a conveyor entering a tunnel not leaving it, or that 
a part escapement has jammed. Another monitoring output can be a 
control chart, which can be used in the normal ways to detect and 
correct assignable causes of variation. 
Another area 1n which monitoring systems cc.1n be helpful is 
restarting the process after a break 1n production. It 1 s our 
experience that computer-cor1trolled robotic systems are difficult to 
start up. Th i s p rob 1 t'. rn c1 r 1 s e s b e c au s e e a ch p i e c l~ o f e q u i pm e n t ha s i t s 
own particular, nonobvious requirements to start up, and often 
equipment must be started in the right order. Robot controllers must 
be turned on and a large number of switches must be in the right 
position. Bowl feeders have knobs for amplitude and frequency, and 
these must be properly set. The robot controllers are not guaranteed 
5 An IBM PC with interrupts, a data acquisition card, and a good C 
compiler (Turbo 1.5) is sufficient. 
11 
,( 
I. 
to be running the user program at startup. None of these things are 
documented anywhere. All of these things lead to a startup process 
which is often mythological in nature. A monitoring system can assist 
by being aware, for instance, which devices actually have power, and 
reporting these facts. It can also store the settings of manual 
adjustments. Ideal monitoring systems can also answer the question as 
to whether a given switch is in the right position. 
6 Grant and Leavenworth suggest that output can be separated into a 
number of groups which were produced under as nearly identical 
conditions as possible, which we refer to as logical lots. have 
found thzit there are often a number of dimensions along which output 
can be di ff erented, such as fef>d handedness, posit ion in assc11:b ly 
pallet, supplier, etc. I r 1 f o rr n a t i o n o n s v s t l' 11: a t i c '-' a r L 1 t i o n b e t ,..; e e 11 
J 
For instance, , · ~i 
hand e d c:n1 ci cl i f f e r e n t t e a ch p o i n t s a r c us e d f o r d i f f e re n t h J. r. c: C'. d n t'. s s e s , 
then the monitoring system can i11dicate exactly which teach points are 
causing the most variation. This information can be used by setup 
people to reteach the problematic points. It is also a good stzirting 
point for writing an AI routir1e to do so automatically. 
6 Op. Cit., Chapter 5. 
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Many production processes are maintained by experts who do not 
ordinarily run the process. The presence of more than one person 
working on a process, or even one forgetful person, requires 
communications. For example, maintenance is often performed upon 
request by operators, and it is not always clear whether maintenance 
was performed. It 1s also useful to know what maintenance was 
performed when for several reasons: First, excessive maintenance 
effort indicates that perhaps the process design needs further effort. 
Second, some forms of maintenance, such as lubrication, are best 
performed at intervals which may be longer than easily remembered, 
such as two months. Knowing when such operations were last performed 
gives an indication of the degree of necessity of repeating these 
periodic efforts. 
A monitoring svstem can c1lso be used as an engineering design 
tool. It can verify that design assumptions are being met. It can 
indicate reliability levels and track manual J.nci expert effort. These 
can indicate problem areas. Overall workcell reliability can be fed 
back into higher level simuL:itions used to make L1yout and scheduling 
decisions, increasing their accuracy. Monitored data can also be used 
to determine how the machinery spends its time, both in the gross 
sense of uptime, setup time, and down time, and in the fine sense of 
each part of each work cycle. Since the monitoring system is in 
effect a very fancy stopwatch, it can be used to conduct the time part 
of time and motion analysis of robotic workcells. For continuous 
13 
·I 
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processes, monitored data can be used to improve the process model, 
which can then be used to improve control over the process. Together 
with a model, such information can be used to evaluate the effects of 
various changes to the workcell which may be suggested. After changes 
are implemented, a monitoring system can verify the predicted effects. 
A monitoring system can assist managing machinery as well. It can 
track resources, such as parts consumed and destroyed, and, with 
assistance, the time spent by people on the monitored system. A 
model, derived from the monitored data, can be used to evaluate the 
effects of policy chanr,es, such c:1s scheduling and batch sizes. In 
many cases, outgoing quc1.l i ty level can be determined from the 
monitored data. 
14 
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CHAPTER IV. ANATOMY OF A COMPUTER MONITORING SYSTEM 
All monitoring systems are embedded in a system which consists of 
the process to be monitored, the monitoring system itself, and the 
people running the process. The monitoring system 1s connected to the 
process by sensors, and it has 5;ome way of communicating its results. 
1 f the mo n i t o r 1 5~ a c o 11: p u t t 0 r . t he n t he c om mun i c a t i o n us u a 11 y t a k e s 
p 1 :l C t' t 1i r Cl \ l f, h S O 111 f> k i I l rJ O f d j S p } Z1 \' , '"'1'' n (nr 
.. ) ( - 'y ' 1 , [\ ' and some kind of input 
Tl1l' cnrnpuler rnoni tori11f-~ system rnav also have 
0 I1 e O r !11 O n, e } t, C t r Cl 1l i \ ' ()l l t p U t ,c; , ~; UC h cl S zi} c1 Ull O U t p U t S , 
Figure 2 .:-J10' . .J:c; tl>~ f,t>Ilt'Lil layout of rnoni~ori11_~', computer systems. 
This L1yout lt·ad5; :o t):l' flil lo·.,.:ing general scheme of operation. 
•· i ' ' , T ) 1- 0 C C) L' C \._. J. • l. 1 t, 0 ,_J • The 
signals c1nd 
t rans 1 a t i n g L 1i l. 1 n i 11 i.. o c \-imp u t t' r memo r y . Thl: data storage subsystem 
then moves tlH~ 5~c1mple.'; f rc)111 memory into mass storage, such as a floppy 
or hc1rd disk. It i~_; als(J responsible for retrieving samples from mass 
storage to memory. The analysis subsystem is responsible for turning 
samples into useful information, such c1s interpreting an analog level 
to be too high. The output subsystem 1s responsible for whatever 
actions are indicated by the analysis subsystem, such as transferring 
output to the process or displaying values on a computer screen. 
15 
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Finally, the control subsystem is used to command the operation of 
each of the subsystems. Somehow, many parameters, such as sampling 
rates, analysis calculations, display variables, storage locations, 
etc. must enter the subsystems of the monitoring system. We examine 
each subsystem in turn. 
IV. A. Input Sub sys tern 
The input subsystem att<1ches the process to the memory of the 
monitoring computer. This connection normallv has an electronic 
component, unless the operators are expected to read all instruments 
and key in observations. llowever, operators are better at recording 
t y p e s o f d c:1 t a f o r w h i c h P 1 f'. c t r o n i c s e n s o r s do no t e :~ i s t . The 
electronic connection to sensors c1ncl actuators 1s often through 
o µ t i c a l i s o 1 a t o r s t o the p a i-.:1 l 1 e 1 i n p u t and o u t p u t 1 i n e s o f the 
computer. This protects the re1c1tively delicate computer from faults 
c1nd design errors in the high-energy actuator circuits. 
The input subsystem uses the connection to move the sensor values 
from the electronics into the computer's memory. This normally 
involves sampling digital values, such as the input on a parallel I/0 
chip, or the output from an analog to digital converter. This usually 
involves running a subroutine which reads the parallel lines at 
regular intervals. 
17 
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However, the input subsystem is properly described not by how it 
accomplishes its task, but by what it does. This means that the 
special purpose microcontroller computers used by electric utilities 
which gather samples and transmit representations of them are also 
functioning as part of an input subsystem. The rest of the subsystem 
is the communications lines and the program which interprets the 
representations on the larger central computer. By separating this 
subsystem as a functional block, decisions about the exact form of 
this subsystem can be made independently from decisions about other 
subsvstems . 
./ 
IV. B. Data Storage Subsystem 
The next functio11al t)lock of a monitoring sv.stem 1s the data 
s t o r a g e sub sys t t:~ rn . T t i s r t'. s po n s i b 1 e f o r rn o v i r 1 g cL:1 L1 f r om c o rn p u t e r 
me mo r y on t o s om e k i n d o C r e c o r d , and fo r r c tu r 11 i n g d a t a to memo r y . I n 
effect, this record is a database. It 1s usually kept on some kind of 
machine-readable medium. 
Such a database has several problems: First, processes can 
generate tremendous amounts of data, so it is desireable to compress 
the data. Second, the limited size of main computer memories means 
that the entire database will not fit into memory all at once. Third, 
18 
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even with data compression, the data in the database will soon grow to 
exceed the capacity of any available storage medium, necessitating 
that the database be able to be distributed over several media, such 
as floppy disks. This 1s true even with the advent of writeable 
optical disk hardware. Eventually, it becomes desireable to prune 
such databases, selectively removing data to reduce the size of the 
database. The data storage subsystem must provide all of these 
services. 
IV. C. Analysis Subsystem 
The analysis subsystem 1s fed data in computer memory from either 
the input subsystem or tht'-' data storage subsystem, and it turns this 
representation of the process into meaningful information. Exactly 
what constitutes meaningful information is in c1nd of itself an open 
q u es t ion for research . ~1 ea n in g f u 1 i n form a t ion a 1 s o depends on the 
perspective of the user. For example, it may be useful at the time 
the monitoring system 1s installed to verify that every sensor 1s 
actually connected to the computer monitor, thus proving that the 
w1r1ng is correct. For a manager deciding whether to scrap a 
workcell, w1r1ng 1s meaningless to the point where for some of the 
types of analysis we have performed, one wire could be removed without 
it being important. For a machine control module, only the current 
state 1s important. 
19 
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In fact, analysis is the most difficult part of the monitoring 
system. This is because every other subsystem is well-specified 
compared to analysis. Existing packages usually offer a few kinds of 
analysis based on their assumptions about the nature of the data and 
the user. For example, programmable logic control software, such as 
General Electric Inc's Logicmaster 6 software only allows the state of 
each bit of input and output to be determined. No time-history is 
kept. Laboratory Technologies, Inc. Labtech Notebook assumes that the 
bits read represent analog values, and graphs them as an on-screen 
s t r i pc ha r t o 1- d i s p 1 a y s the rn on a 11 pane l me t e r 11 a c c o rd i n g l y . It will 
also allow calculatior1 of output values for a linear controller. 
Several dozen packat:~es are on the m3rket which display control charts. 
A good monitorin 6 svslem mc1kes as few assumptions as possible 
ab o u t the n a tu r E:'. o f th E' cL1 t (i a n cl the us e r . This can only be 
3ccomplished by allowing the analysis subsystem to be generally 
pro gr a mm ab 1 e , 1 n w h i ch c as e a 1 1 o f the outputs d i s cu s s e d are 
available, as well as some others we discuss later. 
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IV. D. Output Subystem 
The output subsystem is responsible for carrying the conclusions 
of the analysis subsystem to the user. This includes displaying 
graphs and sending control signals to devices. It is separated for a 
number of reasons. First, it 1s certainly possible to use more forms 
of analysis than can be displayed at once. Second, output devices 
operate at different speeds. In particular, the devices in the 
process often need to be operated more rapidly than it is possible to 
operate video screens or printers, thus necessitating independent 
operation. Third, it may be desireahle carry the same analysis to 
several different devices, and this should he independent of the 
2nalysi.s .subsystem. 
IV. E. Control Subsv.:;t_em 
Finally, the control subsystem is responsible for carrying 
information from the user to all other subsystems. Consolidation of 
the control function into a single subsystem offers significant 
simplification for both users and programmers. Features such as 
menus, turnkey operation, and learning simplicity are important to the 
user. Learning simplicity can be enhanced by utilizing the intrinsic 
self-similarities in monitoring systems. For example, there are a 
number of numeric parameters which must enter the system at startup, 
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such as hardware addresses and sampling rates. These numeric 
parameters should be treated identically. Other examples arise in the 
plurality of choices contained in the operation of the analysis, 
input, output, and data storage subsystems. When faced with the same 
tasks 1n different places, people prefer to use the same commands. 
However, consolidating the control task simplifies the 
programmer's life as well. Indeed, the very process of consolidating 
control helps the progrc1mmer to focus more clearly. The task of 
add in g a ct ct i t i on a 1 f e a t u re s , w h i ch o f t e n de p t'- n d o n ad cl i t i on a 1 
par am e t e rs , i s gr t:' a t l ~.,, s imp 1 i f i e d by c on t r o 1 c on so 1 id a t i on . A 11 owing 
the user to see and modify the new parameter can be as economical as a 
s in g 1 e 1 in e of cod t) . ThL~ t_,ask of changing the appearance of the 
p r o gram t o th c us e r 1 s :-i. l s o t~ r e a t 1 y s i mp 1 i f i e d b e c au s e the re 1 e van t 
Si11C('. t11.::'. 'l.Ser 1·11ter-fc~1C 0 1S ofte11 r-:::.v1·s·ci ITI11" '- ~ '-· - _ . ' t. _ e , I J 
22 
I, 
., 
CHAPTER V. WEAKNESSES OF EXISTING COMMERCIAL SYSTEMS 
Given this general anatomy of monitoring systems, we can now 
explore existing systems. No existing system has all of the features 
needed to monitor well, although many have useful and necessary 
features. We discuss the capabilities of several of these systems 
below. 
For example, there are a number of simulation languages which 
could he adapteci. to the, monitoring function. This is possible because 
simulation languages, such a.s Sn·1AN, SL\~1 II, etc. are still written 
in and compile to FORTR.1\~;. It is thus possible to write FORTRP.N 
subroutines which function as the input and data storage subsystems. 
These· simulation langua1::;es c>ven have animation extensions (TES, 
CI~ E;G\) ,..., hi ch all ow the s vs t em state to be displayed. However, these 
packages are not geared towards asking questions in real-time, such as 
recalculating values over specified time intervals. Thev also do not 
.I 
do statistical analvsis, such as correlation. 
.I Finally, it is also 
very difficult to do a verification type analysis, st1ch as making sure 
that everything going into a tunnel comes out. The control system 
which comes packaged with these simulation packages is the only one 
available, and adding desirable features such as turnkey operation and 
menuing is extremely difficult. These difficulties are exacerbated by 
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the FORTRAN language, which lacks the pointers to functions necessary 
to centralize the the control system well. 
Another possible method of monitoring is to use a control chart 
plotter. These plotters perform only one of the several types of 
analysis needed in a monitoring system. They also lack a 
sophisticated data storage subsystem, if they have one at all. This 
means that while it may be possible to analyze old data, it is not 
possible to do this while data continues to be gathered. 
Lotus Measure offers significantly greater flexibility in the type 
of analysis compared to control chart plotters, but it still lacks the 
data compression function in its data storage subsystem. Further, 
certain kinds of functions, such as separating out bits or counting 
the number of identical samples are very difficult to implement. 
Implementation is made more difficult by the Lotus macro language, 
which is nearly write-only. Finally, printing graphical output 
involves stopping the monitor and running a separate program, 
Printgraph. 
We have used Lotus 123, which has some minor graphics capabilites, 
for its plotting and basic calculation abilities. This enabled us to 
concentrate on our own analysis subsystem. 
' .. ... ' ''' ·~' [ 
~ . '1 • 
Another product which might be adapted to monitoring is General 
Electric Inc.'s Logicmaster 6(LM6) software. This is used to connect 
a computer to a GE series six Programmable Logic Controller (PLC). 
The series six is programmed in ladder logic, and LM6 allows the 
ladder logic to be created, modified, and monitored in operation. 
When the logic is ,running, LM6 monitors by allowing the user to 
examine the status of inputs and outputs, and to change them if 
needed. However, no provision is included for storing the displayed 
data, or committing any sophisticated analysis, such as control chart 
plotting. 
We have also used Laboratory Technologies, Inc. LabTech Notebook 
for some monitoring. It is an excellent product for running limited 
du rat i on exp e r i men t s \.J i th e x p e r t s s t and in g by . It attempts to offer 
calculations, but we found it almost impossible to adequately compress 
our data. We could not even conceive of trying to model the robot 
cycle for compression purposes, nor was there any way to identify the 
circumstances of a data run after the fact. The concept of a data 
channel would have been much more useful had it been a little more 
flexible, instead of trying to do everything conceivably needed in one 
step. Labtech Notebook also insists that each byte has a meaning as a 
number, and should be graphed as such. The resultant multiplication 
of channels is unacceptable for modelling or verification. 
25 
. 
"? 
. 
·• 
•• 
•i 
i 
J 
t 
·, 
•• 
·' 
.. 
I 
''j 
i 
I 
I 
I 
t 
.! 
In the electric utility industry, the operative term for 
monitoring is SCADA -- Supervisory Control and Data Acquisition. 
These systems are usually VAX 11/750 class computers which use a large 
number of microcontroller-type computers and remote communication 
links to periodically report on the state of the utility grid every 
few seconds. The microcontrollers often incorporate millisecond-level 
automatic control functions as well, such as time delays before 
tripping relays on faults, etc. Finally, because the durations of 
faults (e.g. shorts to ground) and switching events are usually much 
less than the normal sampling period, the microcontrollers incorporate 
a feature called event capture. This feature takes advantage of the 
fact that faults happen infrequently enough that the sequence of 
events during a fault can be stored at high resolution and later sent 
to the central computer for analysis. In many ways this mirrors the 
orientation of our O'.vn input subsystem, which samples at a high rate 
but normally only reports on signal edges. 
These systems are usually supported by a team of programmers on 
large computers, making them uneconomic for small operations. They 
also incorporate only the types of analysis useful for electric 
utilities, which is command switching and linear controls. 
The most comprehensive type of monitoring software we have 
encountered 1s represented by the ONSPEC monitoring system from 
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Heuristic Technology. These provide many of the features needed in a 
monitoring system, such as multiple computer platforms, source code, 
animated process models, alarms, loggers, etc. In fact, they provide 
most of the features discussed above. ONSPEC works very well for 
chemical engineering processes, which typically have time constants no 
faster than 1 minute. 
However, the ONSPEC class of software does have some limitations. 
First, analysis to ONSPEC means either plotting the data or exporting 
it to other statistical tools. Thus, some of the calculations we 
discuss below, such as Logical Lot Analysis, are almost impossible 
within the program. Second, the sampling rates which are available 
for control are severely limited once per 5 seconds. All of the 
simultaneous things happening leads to the implementation of full 
multitasking on the IBM PC-AT hardware, and as a consequence, sluggish 
program response time. This delay occurs because task switching not 
only must replace registers 1n the PC's microprocessor, but it also 
must move around a sizeable block of memory. The program also uses a 
tremendous amount of memory: a m1n1mum of 640 kilobytes. Third, there 
are a number of minor problems: While process data can be input 
through a serial port, there 1s no error detection on that link. All 
7 
We evaluated the copy in the possession of Alok Rastogi, Lehigh U. 
Chemical Engineering Dept. Heuristics phone number is 916-369-6606 . 
A similar product, GENESIS CONTROL SERIES is marketed by 
Westinghouse Electric Corporation, Automation Division, 200 Beta 
Drive, Pittsburgh,PA 15238 
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classical controls are available, (PID and ladder logic), but state-
space and non-linear orientations are not. Process model screens have 
limited resolution, and cannot be panned or zoomed. It did not appear 
posssible to do the conveyor verification we describe later. Operator 
log entries could not be arbitrary, but were forced to conform to a 
predetermined set. Documentation appeared oriented more toward 
marketing the producer's training seminar than a ready user reference. 
Finally, these systems lack significant database flexibility or 
compression useful in ladder logic controllers. 
In attempting to design a fairly general monitoring system we 
built a prototype. In spitP of this list of minor faults, our 
prototype could have used ONSPEC or a similar package as a stc1rting 
point for our own work. This would have rPduced the effort spent 
solving problems which were previously solved by some of these 
packages, and so allowed us to concentratP on new featl1res. On the 
o th e r h a n ci , t h e s E'. s y s t e ms a r e no t c o rn p 1 e t e l y o p e 11 , a n d i t may b e rn o r e 
difficult to implement these features precisely bec3use they do not 
fit within the existing fr0.rnework. 
In addition, although e0.ch of these systems contains many elements 
of monitoring, none of them contain certain features we found 
desireable: First, we needed to compress the data to conserve disk 
storage space. Second, these packages contain no support for 
arbitrary user comments. Third, since we are monitoring, but not 
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always hooked up to the process, we needed a simple way to represent 
the wiring and sensor network attached to the PC. Fourth, since there 
were a few fast (50 ms) pulses present, we needed a high sampling rate 
(>40Hz over 24 bits) to catch all events. Fifth, we did some fairly 
arbitrary types of analysis which cannot be performed even in ONSPEC. 
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CHAPTER VI. FEATURES OF A MORE IDEAL PROTOTYPE SYSTEM 
In order to remedy these weaknesses 1n existing systems, I wrote a 
monitoring system 1n the "C" programming language on IBM compatible 
- 8 personal computers. A maJor advantage of this approach is 
flexibility. Because the monitoring system 1s written 1n a general 
purpose compiled programming language, and all subsystems are 
available for modification, the monitoring system can do anything the 
programming language can do quickly and efficiently. Good general 
purpose languages, of course, can do anything at all whicl1 is 
possible with the computer. Another significant advantage 1s that "C" 
c ci n imp 1 em en t mu 1 t i task i n ti , '.v h i ch a 11 ow s run - t i me 1 ab or to be 
lot1icall'.' sr)lit ct111onp· nroces~;lirs and subsvstems. \._) - t ..._) t ._/ Sucl1 a division also 
supports ah st r act i o 11 and vi rt.. u ~i 1 i z at ion h v forcinv interfact:..s between 
' ) 
s u b s y s t c rn s l o b t' s l a n d a rd i ~ c ( i . 
8 This software 1s on file with N. D. Perreira, MSE dept. 
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VI A. Input Subsystem: 
Our input subsystem has both hardware and software components. 
The hardware is quite typical, except that we inserted 9-pin D 
connectors between our optical isolators and the process hardware to 
facilitate removal and installation. We have a bank of optical 
isolators connected between a data acquisition card in the PC and the 
connections between the process isolators and the process sensors and 
actuators. The data acquisition card was simply an 8255 parallel 
input/output chip configured to input and connected to the IBM PC bus. 
The software was more complex: Synchronous processes on the IBM 
architecture must be implemented as derivatives of the time-of-day 
interrupt. Virtually all data acquisition programs on the PC 
architecture use this feature. One difficulty which we were not able 
to solve completely was that using this interrupt interferes with the 
system clock. We used the interrupt to sample at high rates, up to 
200 Hz. Once we had the samples, we compressed them by using the 
property of our data that most samples were identical to their 
neighbors, and sent only the sample and the number of times it had 
occurred. We then took one more step 1n storage, which was to number 
each bit and, instead of sending the new sample, we sent instead the 
number of the bit which had changed. In a system of 16 sensors where 
sampling takes place at 200 Hz, most sensors are on/off, and 
transitions take place at 10 times per second, these compression steps 
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reduce the amount of data by a factor of 40. This compression reduces 
the processing load and improves the accuracy of the analysis routines 
by allowing a higher sampling rate. 
The wiring table is an important feature of our input subsystem. 
This table is used by the analysis subsystem to refer to signals 
symbolically, instead of numerically. We created it because our 
initial setup was torn down and rewired slightly differently several 
times before it became obvious that the setup should be attached 
through connectors instead of screw terminals. Since the w1r1ng setup 
was not constant, it was necessary to hc1ve some form of signal 
identification stored as part of the datc:1bc:1se. This also made it 
possible for an analysis routine to check for the presence of a 
particular signal. 1.~· e a 1 s o f e e 1 th a t i t rn a y be de s i re ab 1 e t o have a 
monitoring system as an expert's tool, \vhich accompanies the expert 
from ma.chine to machine. Thus, the overall effect of the w1r1ng table 
1 s t o s i g n i f i c a n t 1 y (' n h a n c e s y s t e m f 1 e x i b i 1 i t y . 
Our input subsystem also offers an improved operator data log. 
This log is separate from the sensor data because of its less well-
defined nature. Our data system not only allows the operator to enter 
data which has been anticipa.ted, such as in the ONSPEC system, but 
also to enter arbitrary information about the process. It is also 
apparent that it 1s feasible to create a sort of "bulletin board" 
which can be used to communicate about the process between various 
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people in the workcell. Logging operator-observed events is 
apparently standard practice in the chemical process industry, but not 
in the assembly industry. In fact, we found that arbitrary inputs 
from the operator are absolutely essential to determining the causes 
of nonproduction. The nature of many problems is simply not evident 
from the sensors. Therefore, monitoring systems need not only to 
record sensor events, but also to log events which we can neither 
anticipate nor sense. We accomplished the entry of unanticipated 
information by including a space for arbitrary writing on our menu of 
anticipated events. The systems we examined, like ONSPEC, do not 
allow this freedom. Of course, this freedom comes at a price: the log 
of events must be examined manually. 
Our input subsystem thus offers some advantages over conventional 
monitoring systems. First, the wiring table documents part of the 
process c1nd increases user flexibilitv. Second, it hc.1s significant 
c om p re s s 1 on o f the d a t a a t i t s s o u r c e , w h i ch a 11 o \.J s an imp rove d 
sampling rate. Third, our data log offers a better chance for 
important unanticipated information to enter the monitoring system. 
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VI B. Data Storage Subsystem 
Our data storage subsystem also offers some useful features. 
First, it uses sets of files which are limited enough in size that 
they will fit on floppy disks, and so are easily transported. Second, 
each file was sequentially numbered, and contained pointers to its 
related files. A secure protocol was used to ensure that the sequence 
numbers were correct, even if the computer crashed during arbitrary 
parts of the update process. The sequence numbers, together with the 
update process keep the data from being overwritten. They also allow 
arbitrary time intervals to be examined withought reading through 
mounds of data. Because of the compression algorithm, true random 
access to the data based on time is impossible, since a given time 
interval uses varying amounts of storage, depending on the amount of 
sensor activity. 
By a secure protocol, we mean that provided that a directory 
sector was not wiped out whe11 the computer crashed (say by power 
failure), then no data file would be overwritten, and at most one 
sequence number would be skipped per crash, even though startup was 
fully automatic. This is accomplished by a pigeonhole principle 
protocol involving two copies of the sequence number, stored in 
separate files on disk. First, the initial file is read for 
integrity. If it 1s whole, then we presume the information in it is 
valid and proceed to use it for storage. We also copy the whole file 
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to a backup copy, and then erase and rewrite the initial file. Note 
that at no time is there not a whole copy of the sequence numbers on 
the disk. Should the initial copy be damaged or missing, then the 
backup copy is examined. If it is whole, then the computer was 
crashed before the backup was completely copied to the initial file, 
which operation we proceed to complete. If the backup is missing, 
then sequence numbers do not exist, and they start anew at 1. This 
means that after the protocol is started, there will always be a whole 
copy (either initial or backup) of the sequence numbering information. 
It is a logical impossibility to have a damaged backup file with a 
damaged or missing initial file. Sir1ce, after the protocol has begun, 
there will always be at least one valid copy of the sequence numbers, 
the worst case 1s to crash the computer right after the initial file 
update 1s completed, but before data files using its numbers are 
begun, thus skipping one valid sequence number. Thus, the protocol 
wil 1 alwavs provide valid sequPnce numbers, and it is sPcure against 
power failure. 
The data storage subsystem also added some redundancy to the data 
for purposes of consistE~ncy checking. Specifically, since sf'.nsors 
must transit either up or clown, it is not necessary to store the 
direction of its transit. The initial state and number of transitions 
determine the direction. \.Je also used the exact amount of time 
covered by our "Nothing happened for a long time" event record as a 
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sort of signature by changing it each time the monitoring system 
software gathering the data went through a major revision. 
Of course, the data storage subsystem is also responsible for 
retrieval. This means making all of the data stored by the input 
subsystem available to the analysis subsystem. We accomplished this 
by providing a way for the analysis subsystem to ask for a single file 
sequence number, and handles for the wiring table and initial data, 
such as start time, etc. In a future version we would provide for 
other, more natural ways to specify the desired data, based on 
pointing to files, or better, pointing to a calendar and the time of 
day for start and end. 
After the specification 1s given, the data itself must be provided 
to the analysis subsystem. Dttt samples themselves have serious 
cl i s a d van ta g e s . 1...J i t. h a s amp l i r 1 t~ r a t e o f 2 0 0 Hz , f o r e a c h s e c on d t o b e 
analyzed, the decompression routine must he called 200 times. Not 
only does this slow the analysis beyond tl1e point wehere it can be 
carried out faster than the samples themselves, but it also does not 
match the natural access pattern for most analysis routines. Instead, 
the analysis routines are normally only interested in signal edges. 
Of course, the samples themselves can be supplied by a routine which 
merely keeps track of the sensor states through their edges. 
Our analysis subsystem 1s distinguished by this flexibility of 
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orientation. For example, the stripchart recorder discussed below 
keeps track of whether the trace has had a transition, even if two 
samples are identical. Another use of this flexibility is to 
efficiently translate ladder logic into 'C' code. 
VIC. Output and Control Subsystem 
The output and control subsystems are also connected to the 
analysis subsystem. We discuss the output and control systems first, 
since they are not our central focus. 
Our output st1bsystem consisted of the usual peripherals connected 
to a personal computer, e.g. disk drives, a printer, and a video 
screen. Many of the analysis subsystem outputs were in the form of 
lists of numbers which wer~ directed to files. These numbers were 
then used by other programs for calculations and plots. In effect, 
the calculation and plotting prograrns were extensions of the analysis 
and output subsystems. One other output which we created was to have 
the analysis subsystem indicate its state by sending single characters 
to the screen at various internal points. For example, when the part 
counting model determined that a part had been produced, it sent the 
letter 11 P 11 to the screen. Every 3 minutes of model time, we also sent 
carriage returns and the model time, so that the outputs gave a good 
idea of what happened and when it happened in the analysis model. 
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This feature is particularly useful in troubleshooting the model. 
In principle, we could have integrated the calculations and the 
plotting of our lists of numbers into our own programs instead of 
depending on commercially available routines, such as LOTUS 1-2-3. In 
fact, we did write two different printer drivers for our stripchart 
recorder. 
Control systems are critical to monitoring operations on the 
factory floor. Operators must be willing to use the monitoring 
system, and they want to know as little c1s possible about the computer 
itself. In our monitoring system, we implemented rudimentary 
automatic control and menus. This mec1nt that when our computer was 
turned on, the monitoring system began to gather data, and that it 
displayed a menu of possible problems affecting the workcell. 
Automatic control of the computer program is useful because it 
allows the operator to consolidatt.: ·,.;hat may be a complex operation 
into one simple operation. For example, we 111c1de all startup 
operations merely a matter of turning on the power to the monitoring 
system. This automation 1s provided by "batch" files 1n computer 
ope r a t i n g sys t ems and i n many l a r g e a pp l i c a t i on s p r o grams . KE Rl-11 T 9 
9 Public domain file transfer program and terminal emulator program 
from Columbia University 
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provides an excellent example of such "batch" files. They consist of 
essentially the same commands used to control the program by the 
operator. We would include a similar language as a future enhancement 
to our monitoring system. 
However, menus have significant advantages over text-based 
commands. Text commands can be extremely powerful, but they also 
require learning, documentation, and typing. It is often very 
inconvenient to search for a command, even if the user knows exactly 
what is desired. Commands also do not lend themselves to browsing. 
As a result, commands are a sure road to "gadget intolerance" from the 
users. Menus, on the other hand, save typing and thinking, since most 
options are displayed. Of course, some way of combining menus and 
commands is best. In fact, Lotus 1-2-3 spreadsheet 1s successful 
preciselv because its menus are 111 good balance. 
\.,11 a t make s the LOTUS s t y l e o f me nu 1 n g w o r k s o we 11 i s th a t the 
menus themselves provide automatic help and feedback to the user. In 
addition, an expert can use them very quickly. This 1s accomplished 
by allocating the top line of the screen for the current menu and the 
next line for a description of the item under the cursor. The rest of 
the screen displays the database, which is a spreadsheet. The current 
menu conists of a row of keywords which can be selected either by the 
cursor keys or by the first letter of the keyword. If the current 
keyword points to a menu, then that menu is displayed. Otherwise, a 
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sentence describes the function of the current menu selection. This 
display is updated with each move of the cursor. In addition, since 
the menu is simply a row of keywords, it can be searched very quickly. 
Finally, many of the basic commands on the menus which needed 
arguments took them by pointing to the appropriate part of the 
database. These features add up to a significant amount of user 
friendliness which is very desireable 1n a real monitoring system. 
We are prepared to implement control menus as described above 1n 
the near future. However, the list of possible problems with the 
workcell 1n the basic operator interface was 40 items long, violating 
the principle that all commands should fit on one line. 
In order to implement each of these features, a significant amount 
of modularity is required. In our monitoring system, each rn3jor 
subsystem is separated out. This is benefici3l l.iec.Ju.se modules can be 
swapped in c1nd out for testi11t1 , and related functions arc close 
'-) 
together. Another bE..~nefi t i.s thzit certain types of a11alysis (i.e. 
filtering and simultaneity checking) can appear several times in the 
same workcell. By connectorizing them 1n software, the code for these 
functions need only appear once. This can be provided for in the 'C' 
programming language by calling the analysis routine with a handle 
which points to its state. Another form of modularity is found 1n the 
hardware: Because the monitoring computer was connected to the 
process by optical isolators which read data only, hardware and 
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software failures we encountered in the monitor did not disrupt the 
process. Thus, keeping separate modules made it easier to test and 
construct the monitoring system. 
VI D. Analysis Subsystem 
As we mentioned before, our analysis routines interface with the 
input and database subsystems not by individual samples, but by 
interesting events. This is accomplished by having a call to a 
routine, wait(), whicl1 waits for interesting events from the input or 
data storage routines, and by having wait() call sense() 1n the 
analysis routines. The sense() routine 1s called each time a sensor 
changes state, and keeps track of the sensor states. We defined 
interesting events to be any of the following: 1) a change 1n a 
sensor value which was e:-::plicitly listed as interesting, or 2) passage 
of a specified, variable amount of time, or 3) something was entered 
at the keyboard. This definition allows the analysis routines to do 
anything that can be programmed. For example, they can examine every 
sample if they wish. They can zilso wait for a given sensor to enter a 
state, and regain control if it does not do so in a chosen interval. 
Since an entry point 1n the analysis routine is called every time a 
sensor changes state, it 1s possible to count the number of sensor 
transitions. Thus, the wait() interface allows arbitrary 
programmability with reasonable efficiency. It forms the connection 
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between all of our analysis routines and the input or data storage 
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subsystems. ' 
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CHAPTER VII. SPECIFIC OUTPUTS FROM THE ANALYSIS SUBSYSTEM 
Meaningful presentation of data is the most serious problem in any 
kind of data acquisition or monitoring. Creating millions of bits of 
data describing the process is easy compared to reducing it to a 
comprehensible amount of data upon which to act. Except at the level 
of the machine controller, there are distinct limits to the number of 
actions which can be executed per unit time. This implies that the 
data at higher levels must be transformed and significantly reduced in 
volume before it becomes information. The goal of this reduction 1n 
volume is the discovery of the vital few causes which most affect 
production. 10 
\J e have de v i s e d a numb e r o f us e f u 1 r e du c t i o n s and t rans f o rm a t ions 
which we have not seen in the existing commercial monitoring systems. 
These include stripcharts, transition densities, parts counting, loose 
and strict verification, and time modelling. We describe these 
outputs and the methods of creating them below, including some 
examples in the 'C' programming language. 
10 See Juran and Gryna, Quality Planning and Analysis, McGraw-Hill, 
1980, pp 20-21. 
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VII A. Analysis of Minutiae 
Larger units of production are formed from groups of smaller units 
of activity. The minute details of a single process cycle must be 
determined before larger scales of analysis or control are undertaken. 
It should also be possible to use this information to further compress 
the data, since a typical cycle of good production should be very 
similar to any other cycle. 
determining details first . 
VII A 1. Stripcharts 
We therefore present methods of 
A s t r i p ch a r t i s c om p 1 e t e l y an a 1 o go us t o i t s pap e r name s i.1 k e o r t o 
an electronic logic analyzer. However, our electronic version 1s a 
little more flexible. lt will run the paper at varying speeds, and it 
will play back any desired interval. It runs on a variety of output 
devices. Finally, we print alignment marks with each transition so 
that it is possible to determine the time relationship between two 
transitions. Figures 3 and it present examples of our stripchart 
recorder output. 
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Figure 3. Low Density Stripchart 
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The stripchart is created by sampling the data at uniform 
intervals and plotting the state of every sensor during the interval. 
In our implementation every sensor was assumed to be either on or off, 
although there is no reason we could not have allowed them to assume a 
larger range. One problem with any stripchart 1s that the plotting 
interval may differ from the sampling interval, so we establish the 
convention that an interval which experiences a change in sensor state 
plots the change. Plotting the change means that a line covers the 
range of values taken by the sensor 1n the plotting interval 
regardless of the initial and final states. while this does not 
completely solve the problern of aliasing caused by many samples being 
compressed into one interval on the plotter, it provides obvious 
warning of its presence to the user. 
Low-density stripchc1rt:s, as shown 1n figure 3, with a small amount 
o f t i rn e r e p r e s c n t e d o n a g 1 '! e n a rn o u n t o f c l 1 a r t , c a n b c. u s e d f o r 
detailed signal analysis. This is the fastest way to £,Ct a hc1nclle on 
exactly what signals constitute c1 machine cycle and how different 
signals are related. It can also be used when analysis routines 
report anomalous behavior, tl1c1t 1s when the relationships determined 
by a typical stripchart and embodied 1n some model fail to hold. 
For example, when an anomaloL1s transition density plot occurred, 
the obvious thing to examine was the stripchart for the time involved. 
When we did, it became obvious that a particular sensor output was 
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oscillating. This kind of information is clearly helpful in 
maintaining the workcell. 
High-density stripcharts, such as the one in figure 4, are also 
useful. For a process based on discrete on/off sensors, we could 
analyze the MTBF/MTTR behavior quite handily by plotting a stripchart 
dense enough that when the workcell was working, every plotted sample 
had a transition somewhere. Verifying that is simple on our 
stripchart because the chart includes alignment marks intended to help 
determine precedence at low density. These marks coalesce into a 
continuous line when every plotted sc1rnple contc1ins a transition. 
Process failures le.1d to gaps 1n this continuous line, which can be 
counted and classified. 
In these ways, the stripchart represents a fundamental tool for 
understanding and analyzin~~ events in the process. It is the first 
step in analyzing the wo1-kcel l. 
VII A 2. Transition Counter and Transition Density 
Another basic tool we created was the transition counter. For 
binary sensors, a transition 1s merely a change in a sensor state. 
For analog sensors, however, this definition should probably be 
modified to some minimum change. The number of transitions per unit 
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time is called the transition density. In a binary sensor system, it 
is a useful measurement because it is approximately proportional to 
the production rate. Additionally, some kinds of maintenance activity 
produce a few transitions, which are recognizably different from 
normal production. When the transition density is augmented by a 
measure of whether the power is on or off and the number of parts 
produced, it is possible to clearly distinguish between maintenance 
activity, system resets, and normal production. Figure 5 presents a 
typical transition density plot. 
Our transition densities were created by calling wait() for equal 
intervals and using the sense() routine to count the number of sensor 
transitions 1n the interval. At these equal intervals, the number of 
transitions 1s reported or plotted. 
Havin 6 used the stripchart:. and transition density plots to gz11n a 
basic understandin2, there are two classes of further anal vs is: 
0 J 
e_; 1 ob a l and I, o c a l . Local analysis is the detailed examination of the 
production proceess at short timescales, such as Logical Lot analysis, 
process verification, and cycle counting. Global analysis is 
unconcerned with such details, and instead is interested in aggrgate 
behavior at larger timescales, including long-term changes in the 
detailed parameters. when changes to the workcell are contemplated, 
such as changing a cycle time, global analysis supplies a model which 
can be used to predict the effect of detailed changes. We include 
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some example code to illustrate the techniques needed to write these 
analyses. 
VII A 3. Detailed Machine Cycle Modelling 
A fundamental unit of analysis is the machine cycle. It is 
clearly desireable for the monitoring system to know what constitutes 
an individual mcJ.chine cycle, and, if possible, important parameters of 
that cycle, such as success or failure. The cycle is constituted by 
some sequence of sensor states. This sequence of sensor states is all 
that 1s available to the monitor, and larger units of analysis must be 
constructed from it. It is important to note, however, that sensor 
can be broadlv defined ar1d include input from operators, distillations 
of groups of transitions, and time delays. Operator input is 
essential for analyzing the out-of-production time and cycles of poor 
production. 
One can think of the detailed machine cycle as a directed graph 
from signal edge to signal edge, with specific signal transitions 
depicted by edges and the· times between by the nodes of the graph. 
Take as an example a process where there are two parts to be assembled 
by a manipulator. The part to be inserted is difficult to orient, and 
so has a left/right hand orientation sensor. Both parts have presence 
sensors. Stripchart recorder output for two typical cycles is shown 
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in figure 6. 
Time Base Part 
Present Absent 
0 
1.0 
2. 0 -
3.0 
Inserted Part 
Orientation 
Present Absent Blocked Clear 
Gripper 
Insertion Force 
Normal Overforce 
C le a r 1 y , or: t:~ 1- oh u : (_: :; c 1 t, ha _r~ r he ?, rap h shown in fig u n_'-'. 7 . If and 
onlv if rhis graph has btJl'Il tLl\'t'Lsed is a part produced. But '>·.ie have 
ignored Lhe part orienL1tiun arid gripper overforce signc1ls. These 
give two attributes of the part, ndmely its handedness and whether 
as.semblv was successfu1. 
J 
The s t' a t t r i but e s are imp o r tan t u n 1 e s s the 
process 1s almosl completely reliable. Second, as discussed below, 
under verification, should an inserted part not become present or 
already be present when the base part arrives, then a part feeding 
failure has occurred. 
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We need to reliably detect the handedness of the inserted part. 
We know, graphically, that all we need do is look at the handedness 
when the part is present, as shown in figure 8. There are two simple 
ways to do this. First, it 1s possible to keep enough history of the 
orientation and inserted part present sensors around to examine the 
value of the orientation routine halfway between when the inserted 
part became present and when it 1s picked up. Second, the parts 
feeder can be considered c1n independent process with a handoff to the 
assembly process. 
In the method in 1...;hich history is used, a list of transition times 
for tlH-' orient at ion sensor 1 s kc pt . The assembly routine keeps track 
o f w ht' n r he p a r t h e c o Il: t'. s µ r c s t> 11 t , and when i t re rn o v e s the p a r t , i t 
t1ses the list of transi~ion times to determine the orientation of the 
µart. S u c h a s ch e rn e 1.~· o r ks we l l on q u i P t: o r f i 1 t e re d s i g n a 1 s . 
However, the filters tend to be themselves processes, and to 
needlessly complicate the assembly routine. 
This leads to considering the parts feeder to be a separate 
process which passes the orientation to the assembly process. The 
parts feeding process has its own directed graph which separately 
determines orientation. The orientation is read as an attribute of 
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Bo.se Po.rt: Absent - > Present 
ST ATE = wDRKING 
0.6s - Inser-ted Purt: Present -> Absent 
STATE - HAVE PART 
0.5s - B0se P0rt: P,esent -> Absent 
STATE - \JAITING FOR wDRK 
Figure 7, Stu te TrQnsition 
Gruph 
(Inserted Po.rt: 
INSERTED PART SIGNALS Absent-> Present) 
STATE= 
Presence Orien-to. tlon HAVE PART AND \./ AITING 
Present Absent Blockeci Cleo.r-
lJl 
lJl L.H. 
Pnrts 
L 
I 
R.H. 
Po.rts 
.2s - Pure Delo_y 
(HANDEDNESS= 
Orientu -tlon Sensor ) 
STATE= PART READY 
Inserted Port: 
Present-> Absent 
ST ATE = 'w AITING_FOR_PART 
Inserted Po.rt: 
Absent-> Present 
Figure 8. Purt He1ndedness 
DeterMinu tion 
·• ~•' • I ' 
.. 
,'."·, -· ,1 
the parts feeding process when the part is picked up. Similarly, 
determining if the gripper overforce occurred is just another 
independent graph, which passes information to the assembly process 
when the part is picked up. These cooperating processes are 
represented graphically in figure 9. 
When this 1s embodied in computer code, it 1s now possible to 
determine that a cycle has occurred, and two of its attributes. For 
the moment, we will ignore what to do with that information, and 
concentrate on how thesr; R,raphs can be mapped into computer code. 
By considering the machine cycle to be a collection of directed 
graphs which can hl? encoded in a computer program, we determine when a 
machine cycle has occurn-,d a11d t1..;o of its attributes. The method of 
ct e t e rm i n a t i o n i s g e n e r a 1 i :: ah 1 (' t o many p r o c e s s e s w i th b i n a r y s e n s o r s , 
an cl the d a ta s o G l' 11 e r a Led i s an i mp o r tan t component o f o the r anal y s es , 
such as logical lot analvsis c1nd time modelling. 
.J 
One way of modelling a directed graph is by using the place in the 
code itself. However, we have three interlocking state variables, so 
we need multitasking. Unfortuneately tasking and communications are 
highly machine dependent, and often with strict limits on the number 
of tasks. A better way to handle the problem is to keep explicit 
state variables and use a polling loop, as shown below. 
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Bo.se Po.rt1 
Absent-> Present 
ST ATE = \./DR KING 
.6s - Inserted Po.rt: 
Present-> Absent 
(Reo.d HANDEDNESS) 
<·················· 
STATE = HAVE PART 
.Ss - Bo.se Po.rt.: 
Present-> Absent 
~--------· --
(Inserted Po.rt: 
Absent-> Present) 
STATE= 
HAVE_PART _AND_ 'w' AITlNG 
. 2 s -- Pure De l 0 y 
(HANDEDNESS = 
Orientu tlon Sensor ) 
STATE= PART_READY 
Inserted P0-rt: 
Present-> Absent 
ST ATE = \J AITlNG_FDR_PART 
Inserted PQrt, 
Absent-> Present 
-------------
Gripper 
Insertion 
Force: 
NorMo.l -> 
Overforce 
(FORCE = 
TRUE) 
STATE= 
FAILED_ 
INSERTION 
Bo.se Po.r-t: 
Present -> 
Absent 
............................................. 
STATE = \./AITING_FOR_ \./ORK ········<····················· 
Figure 9. Three Interlocking Processses 
... 
Inserted 
Po.rt1 
Present-> 
Absent 
CFORCE = 
FALSE) 
STATE= 
PART _IN_ 
GRIPPER 
Buse 
Po.rt: 
Present-> 
Absen-t 
STATE= 
\JAITING_ 
FDR_PART 
main() 
{ 
/*Initialization*/ 
do 
{ 
/* check for control functions here, i.e. keyboard input. */ 
wait( maxt , eventlist); /* Maximum time or interesting signal 
transition*/ 
partfeed_model(); 
overforce model(); 
assembly_model(); 
maxt = min(maxtl,1.0); 
) 
while (time continues); /* There's no reason to stop*/ 
overforce model() 11 
static int old force .sPnsor; 
- ---
static int old part sensor; 
if ((part_sensor()== absent) && (old_part_sensor == present) ) 
/* part present -> part absent*/ 
j): trc1nsition was inserted part being picked up */ 
overforce = FALSE; 
if ( (force_sensor =~ ON) && (old_force sensor== OFF) ) 
/* transition was leading edge of overforce signal*/ 
overforce = TRUE; 
old force_sensor = force_sensor(); 
old part_sensor = part_sensor(); 
/* Below, we elide the dt 0 tl~ction method for clc1rity */ 
partfeed _mode 1 () 
{ 
11 
if ( 
( state 
maxtl 
) /* transition was absent -> present) */ 
have_part_and_waiting; 
0.2; /* guarantee that this routine is called again 
after 0.2 units of model time*/ 
last time now; 
if ( state have part and_waiting) 
These two variables remain in existence between calls to this 
routine 
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( if ( (now - last_time >- 0.2) 
( state - part_ready; 
, . 
part_feed_handedness - orientation_sensor(); 
maxtl - 1000.0; 
} 
} 
else 
{ maxtl - 0.2 - (now - last time); 
} 
if ( ... ) /* transition is present-> absent*/ 
{ state - waiting_for_part; 
} 
assembly_model() 
{ 
if ( ... ) /* transition is base absent ->present*/ 
{ state - working; 
last transition= now; 
} 
if (( ... ) /* transition is insertion part present ->absent*/ 
} 
&& ( 0.8 < now - last transition< 1.2) ) 
handedness part feed handedness; 
state= have part; 
last transition= now; 
if ( ( ... ) /* tran.J. is base present -> base absent */ 
&& ( 1.8 < now - last_transition < 2.2 ) ) 
part(handedness, overforce); 
state= waiting_for_work; 
We present c1ll of our examples in the 'C' programming language. 
For those not familiar with it, && means logical AND, I I logical OR, 
and== logical EQUALITY. Comments are delimited by/* and*/, so/* 
This is a Comment. */ A complete definition of the 'C' language is 
given in Kernighan & Ritchie, The C Programming Language. We have 
taken a number of liberties with the code. We have ignored the 
obvious declarations of variables. We have left the forms of certain 
subroutine calls and IF clauses inexact. The routines which supply 
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the sensor values are not shown, nor is the one which does something 
with the knowledge that a part has been produced with attributes. 
Finally, now is a global variable which indicates the current model 
time. 
Although this program effectively encodes the information in the 
three directed graphs and their links, it is possible to analyze each 
module separately, simplifying program writing and debugging. 
In addition, we ignored initialization to keep the ex.1mple small. 
Our graphs re.1lly have no ~;tarting point. This ignores the existence 
of ci svstem state whPn monitoring begins. Merely adding a node for 
the p 1- o c e s s p owe r do e s no t s o l v e the p rob l em b e c au s e the mo n i t o r may 
become connected to the p1-ocess at any time at all during the process. 
For rrocesses 1v.:hich produce L1.rge numbers of parts, the first partial 
If this is not acceptable, then one can 
c on s t r u c t a n aux i l i a c,r g L 1 p h w h i ch de c i de s upon th e p r o c e s s s t a t e when 
the rnonitor is connE:ctcd. This may require some user input. 
Th l~ s t r i c t t i m i n g c o n s L r a i n t s us e d i n the exam p 1 e e 1 i m i n a t e 
abnormal cycles, such c1s mav be encountered when the robotic 
J 
manipulator is being "taught" points, and any possible interference 
from transients which may occur when power is applied to the process. 
Manual efforts, such as teaching points, are best indicated to the 
monitor through the keyboard. If they happen frequently or account 
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for a significant fraction of production, then either the process of 
teaching is cheap or there are serious problems with the process which 
are unlikely to be solved by including them in this phase of the 
analysis. They belong to the realm of time analysis. 
VII A 4. Verification 
However, simply determining when the process has produced a part 
ignores the issue of verification. Ver i f i c c1 ti on has two go a 1 s . The 
f i r s t i s de t e rm i n i 11 g '.,1 ha t pa r t o f the p r o c e s s , i f any , i s p rev en t in g 
normc1l operation. TlH' second is to determine whether the hard• . .;are is 
b e h a v i n g a s e x p t~ c t e d . The second gozil differs from the first because 
the r e a r l~ a Il urn h e r l J f s ~,; r n p t o 111 s '.·: h i ch show up " a round the e d _1:-; e s " b e f o re 
1. 11' n ' ~ • , t·' ,1 ~- l. nn i'roJuc~ion. :\ good ex:nnple '...Jould be if the 
There would be no 
indication of thi.c.; t,i tht 0 rnonitoring process described above. 
The simpler goal of determining what is not functioning to produce 
output can bt.'. c1chieved by minor modifications to our example process 
above. One would c1dd a statement to the part feeder model which would 
determine when a new part should appear, and if that did not happen, 
it would raise an alzi.rrn. In general, when hzi.rdware events which are 
expected to happen do not, then the process expecting the event can 
raise the appropriate alarm, and watch for cues that tell it to 
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restart. One must be careful, though, to raise the alarm only for the 
beginning of the chain of causation. For instance, if the part should 
fail to appear, then it is important to indicate it as a failure in 
part feeding, and not as an assembly failure. 
The second goal of making sure that things are really operating 
correctly 1s a little more difficult, however. This arises not from 
the rules about how the sensors should behave, which are apparent, but 
from encoding them. The rules themselves are easily formulated for a 
particular sensor: 1) It should bear the proper sequence and 
simltltaneity with events defined by other sensors in the process, and 
2) the digital signals should not be noisy. 
To understzi.nd the difficully wi_th Vf'rification, let us use the 
µ r e s e n c e and o r i e n t a t i o n s e n .c; o r i n o u r p a r t f e e d i n g p r o c e s s . The 
r e l a t i o r 1 sh i p to t 11 e o the 1- s i g n a 1 s i s f i r s t , th c1 t the o r i e n t:: a t:: i o n 
sensor should not have .1. transition unless it is simultaneous • ..;ith one 
of the same sign on the presence sensor, and second, that the presence 
sensor should go to absent about .6 units after the base part becomes 
present. It is certainly some kind of error if the part is removed by 
some other means than the robot. The noise requirement implies some 
minimum time which should elapse between two transitions on any signal 
line. Any violation of these rules indicates some kind of problem 1n 
the process. We illustrate some of these requirements on a sample of 
stripchart in figure 10. 
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VII A 5. Simultaneity 
The only rule above which is not straightforward to implement is 
the one which says that any transitions on the orientation sensor 
should be simultaneous with those on the presence sensor. The 
difficulty arises in expressing simultaneity in a regular fashion. We 
cannot define it to be "in the same sample" because we desire a 
sufficiently high sampling rate to nearly guarantee that two events do 
not fall in the same sample. Even if this were not so, there is a 
small finite probability that the two close transitions fall into 
adjacent samples, as illustrated in figure 11. A third difficulty 
with this definition is that zi small amount of jitter is introduced by 
reading the samples into multiple bytes sequentially. 
Thus, we mu.st define simultaneity as the two signzils being within 
some small tolerance of each other. There are n.;o appropriate 
solutions to the problem. In the specific case where the optional 
appearance of one signal requires another, such as transitions on the 
orientatio11 sensor requ1r1ng the presence sensor, one may delay the 
optional signal by twice the tolerance, and check for the required 
signal in the recent past within twice the tolerance. 
Code appears something like this: 
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verification_that_orientation_only_toggles_with_presence() 
{ 
if ( ... ) /* transition is optional orientation sensor*/ 
{ 
o direction - ... ; /* direction of orientation trans. */ 
state of verification - delay; 
o time - now; 
maxt - tolerance; /* make sure model is called after at 
most maxt model time*/ 
) 
if ( ... ) /* transition 1s required presence sensor*/ 
{ 
p direction= 
p time= now; 
) 
; /* dir of presence trans. */ 
if (state== delay) 
{ if (now - o_time >-tolerance)/* delay 1s over*/ 
state_of_verification = inactive; 
else 
if ((p_direction != o direction) 
maxt 
I I (now - p time>= 2*tolerance) ) 
alarm(); 
tolerance - (now - o time); 
Rt'. c i p r o c a 1 s i m 11 1 t an c i t y , w he re e i the r s i g n a 1 sh o u l d o c cur i f and 
on 1 y i f th t~ o the r o c c u i-_c; , i s a 1 i t t 1 e mo re c om p l ex . If mutual 
exclusion is implemented by lock() and unlock(), then it is possible 
to consider the first tre1nsition to be lhe optional process and the 
second transition to be the required process in the code above. This 
can be er1coclecl as fol lows: 
model a() 
{ if ( ... ) /* transition 1s on sensor a*/ 
lock(); 
if (state of_verification =~ inactive) 
/* Take role of optional transition above*/ 
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( state_of_verification - delay; 
o_time - now; 
o direction - · /* dir of transition on a*/ 
verification maxt - tolerance; 
} 
else/* state is delay: take role of required*/ 
{ p_time - now; 
p_direction ;/* dir. of transition on a*/ 
} 
unlock(); 
model b() .... /* identical to model a*/ 
verification_process() 
( lock(); 
if (state of verification== delay) 
{ state of verification= inactive; 
- -
verification maxt ~ 1000.0; 
if (now - o_time >~tolerance)/* delay is over*/ 
( if ((now - p_time >= 2*tolerance) 
else 
un1ock(); 
I I ( p_direction 1= o direction)) 
alarm(); 
V'erification maxt tolerance - (now - o time); 
T rH' gene r a 1 rec h n i ci u e o f t i me de l a y can a 1 so be use f u 1 l y a pp 1 i e d 
a s a f i l t e r \v h c n e d g e s a re no 1 s y , and the mo n i t o r w i she s t o t o 1 e r a t e 
i t mom e n ta r i 1 y . \.Jh c n a c tu a 11 y us in g th i s c ode , the p r o v 1 s 1 on f o r 
startup (and power-up) 1s either to provide both edges artificially, 
or to provide one and ignore the alarm if it 1s generated. 
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VII A 6. Process Startup 
We mentioned above that monitoring could be used to assist process 
startup. This is a slightly different aspect of verification. For 
example, assume there are ten devices in the process, and each one of 
them has been gratuitously supplied with a power switch by the 
designer. 12 Suppose further that power must be applied subject to a 
number of constraints. A process can be written which keeps track of 
each device, and reports when it is ready to be turned on (its 
constrai11ts have been satisfied), and when it is finally turned on. 
It ca11 also report if some device has failed to be turned on soon 
c~ no ugh a f t c r s om e c o n s t r a i n t de v i c e , thus n e c e s s i ta t i n g re s e t t i n g the 
co11straint: device. 
Vll A ~1 • Th c C o Ir: c v o r P r ob 1 e m 
process. But no process 1.s really discrete state. Our assembly 
manipulator is triggering ~;ensors which go on and off when it arrives 
at certain plact'S, and that 1s enough for our purposes. But suppose 
we have access to a measun:rnent: of the position of the manipulator, 
and we wish to determine if it is doing its job properly, which we 
12 Good design practice is to have only one power switch, and to 
guarantee that if the system is turned on, it will be ready to go. 
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will define to be within certain limits. One can then either 
calculate the desired variable at relatively widely spaced samples, 
or, for linear systems, use state estimation techniques. 
An example of a common continuous state situation is a conveyor or 
curing tunnel, which is illustrated in figure 12. The idea of 
monitoring 1s to verify that nothing gets stuck 1n the middle, using 
only the input and output sensors. It may also be desirable to make 
sure that the parts spend enough time there. A part which remains 
too long in a curing lunnel may catch fire, and one that does not 
spend enough time mav not be fit for use. 
The problem has at least two approaches. First, one may ignore 
the actual complexities, and construct a filter. A more complex 
approach i:; to attempt to keep a schedule and account for every part 
which enters the tunnel. ln both approaches, we assume th3t the 
monitor can cletcnnine exactly when the tunnel receives input cind 
produces output. 
13 Filtering 1s based on the premise that when the tunnel has 
input, it had better- have output. This isn't strictly true, since 
there is a time delay involved, but it can be used as the fundamental 
principle of a filter if input and output are re-interpreted slightly. 
13 Due to Mike Laub, AMP Inc.(personal communication) 
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First, we want input and output to be defined for continuous times, 
instead of only at the times when parts are being put on or removed 
from the conveyor. This can be accomplished by not having either 
input or output turn off for some time after the last actual activity, 
such that during ordinary production, they are on almost all of the 
time. Second, input cannot turn on until a delay of one tunnel 
length after the first output has begun. A filter with these 
characteristics can be simply programmed: 
simple_tunnel_verifier() 
( 
static enum in_state (OFF, WARMING, ON} input_state = off; 
static enum out state {OFF, ON} output_state - off; 
time_type 1ast input time, 
last_output_time, 
first_input_time; 
if ( ) /* trc1nsition output*/ 
last_output_time = now; 
output __ state = ON; 
if ( ... ) /* transition 
( 
input*/ 
,, ; •' I 
if (input_state =- OFF) 
( first_input time - now; 
input state= WARMING; 
last_input_time = now; 
else if (input state== WARMING) 
( last_input_tirne - now; 
if (now - first_input_tirne > TUNNEL LENGTH) 
( input state - ON; 
} 
else if (input state-~ ON) 
{ last input time= now; 
} 
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if (now - last_input_time > INPUT_TURN_OFF_TIME) 
{ 
input_state - OFF; 
} 
if (now - last output time> OUTPUT_TURN_OFF_TIME) 
{ 
output_state = OFF; 
/* When there's input, there had better be output! */ 
if ( (input_state == ON) && (output state-= OFF) ) 
{ 
alarm(); 
Such an appro2ch has weaknesses. With a long turn-off time on the 
output, it 1s likely that one part removed from the stream will be 
unnoticed. If the estimate of the tunnel length is shorter than the 
actual length, then as soon as regular production begins the alarm is 
likely to be set off. The input and output turn-off times govern the 
p e r f o n11<'.J. n c e o f the f i 1 t e r . The o u t p u t turn - o f f t i me mus t b e gr e a t e r 
than trll) input turn-off lime. The output turn-off time is the minimum 
t iIJH' de 1 av b e f o r e a r l' a 1 a l a rm , 
J and the input turn off-time governs 
the amount of :ictual production that 1s covered by any alarm 2t 211. 
A more: sophisticated approach 1s to keep track of the times when 
the par ts en t e re d t l1t~ tun n c 1 , and to match up the outputs to the 
inputs. This approacl1 recognizes that the state of the conveyor 1s 
in fact continous, and is represented by a partial differential 
equation. The only real difficulties with this approach deal with 
starting up the monitoring program, when some variation 1n production 
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must be available to uniquely identify an input within any reasonable 
conveyor length. Without this aperiodic behavior the length of the 
conveyor can only determined with an ambiguity of a whole number of 
periods of the input pattern. Since variations are the usual state of 
affairs, and one minor variation is usually easy enough to produce, 
this is not a serious problem. More seriously interesting, however, 
1s the problem of automatically identifying the length of the tunnel, 
and this can be handled easily enough if the tunnel 1s well-behaved 
(i.e. constant velocity) initially. 
VII R. Analvsis of Multiple Cycles 
I n t. h e rn cH 1 l, l l i r H, t' x a 11": n 1 e s c1 t )0 v e , \~· e d e rn o n s t r a t e d h ow t o d e t E? r rn i n e 
' ) t 
·,..:hen a par t i s p 1- o duce d , 1.~· i th 1.,: hat at tr i but es , and how to v er i f y that 
nut '...:e de1 iberatelv ignorE,d what 
t o d o o 11 c (_) we k 1 H " . .; 1..; h e 11 : 1 p dT t h a ci b e e n p r o du c t:i d w i th k no ',.JI1 
attributes. This knowled2e can be used for both the detection of LJ 
assignable and correctabl~ causes of variation, and as one component 
of global workcell analysis. 
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VII B 1. Statistical Process Control 
Shewhart control charts are a standard method of looking for 
14 
assignable causes of variation, and the entire process of 
generating the charts is easily automated. Many monitoring packages 
offer such charts as a 11 Statistical Process Control 11 module. All 
that is needed is an appropriate measurement of fitness for use which 
can be calculated when the model knows that a part has been produced. 
If we only know whether the part 1s good or bad, then a P 
(proportions) chart is appropriate. If numerical measurements, such 
as physical dimensions, can be made, then X-bar and R (Means and 
Ranges) charts are appropriate. These are excellent methods of 
determining the existence of assignable causes of variation. 
However, the monitoring system can also follow the next 
recommendation which Shewhart 15 offers with respect to control 
charts: Separation of the samples into logical lots. In the 
statistical control literature, a logical lot, or rational subgroup, 
is a group of output produced under as nearly identical conditions as 
possible. Almost any process has a number of dimensions along which 
differentiation into logical lots can be carried out. This 
14 See either Juran & Gryna, Op. Cit., or Grant & Leavenworth, Op. 
Cit. 
15 Grant & Leavenworth, Op. Cit., p 152 
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differentiation function is embodied in the Logical Lot Analyzer. 
VII B 2. Logical Lot Analysis 
The Logical Lot Analyzer, or LlA can be particularly useful 1n 
situations like robotic assembly from a rart feeder with an 
orientation sensor where the assembled parts have one orientation. In 
this case, different robot configurations, or poses, (often in the 
form of teach points) are used to pick up or put down either 
handedness of part. It is a logical question to ask whether there is 
a significant difference between the defect rate from right-handed or 
left-handed parts. 
t\ rn o de 1 , s u ch a s the one we i 1 1 us t r a t e d p rev i o us 1 y , de t e r rn in e s 
attributes which are passed to the LL-\ with the production of each 
part. The LLA, in turn, accumulates these attributes and displays 
statistics about them on request. Figure 13 shows a sample output 
from the LI~ covering a short time in a process 1n which there are 
three dimensions of differentiation: The side of the pallet, the 
handedness of the inserted parts, and the handedness of the base 
parts. For any one part, there are 8 possibilities. The significance 
of the differences between the subgroups can be estimated either by 
using the individual cells as subgroups on a control chart, or by 
calculating confidence limits on each cell and using them to plot a 
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multi-vari chart, as shown in figure 14. 
One difficult aspect of this problem is the rapid multiplication 
of dimensions. The example we showed above was simplified. In 
addition to the dimensions shown, the number of the pallet is 
significant, as well as whether the operation was retried from a 
previous failure. This adds two more dimensions to the data, which 
now has five dimensions. Determining which ones are significant 
becomes problematic. It might be desireable to present only the 
marginal sums on a grc1ph, or to calculate and present the covariance 
matrix. 
VII B 3. Production Rate Statistic 
0 n th e b o rd e r b e t '·" e e n the 1 o c a 1 an a 1 y s i s o f Lo g i c a 1 Lo t s , and t he 
global analysis of time is the production rate statistic. The 
production rate statistic 1s simply a count of the output produced 1n 
convenient recent intervals, such as the last 15 minutes, the last 
hour, etc. Its purpose 1s to inform supervisors and operators about 
how well the process is doing. When combined with loss information, 
it can be used to make rational decisions as to maintenance, as 
16 See Juran & Gryna, Op. Cit., p 62-66, pll7 and Appendix F. 
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rate is expressed as X/Y(Z%) ~..ere Xis the number of assembly 
failures, Y is the rrumber of times asserrbly \.\05 atterrpted, am Z is the 
failure rate e..'q)ressed as a percentage. Note Lh.at tb..e inside of the 
pallet is doing worse than the outside, indicatir.g that sanething which 
only affects the outside of the pallet is causing most of the trouble. 
Figure 13. Three Dimensions of Logical Lot Differentiation For Assem~ly 
Failures. 
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explained below. This kind of statistic is easily calculated, given 
that the time of production is recorded for each part. As a practical 
matter, though, recording this for every part requires prohibitive 
amounts of memory. A compromise is to store aggregates for 
subintervals, say, for each five minutes, and to use an adjustment 
factor based on the difference between the actual length the 
statistics cover and its nominal length. This saves storage at a 
small cost 1n accuracy, and preserves continuity of the numbers 
reported. 
VII B 4. Clobal analysis 
Bu t p r o c e s s e s c an have much mo re s l' r 1 o us p rob 1 ems than 1 o c a 1 
verification. So1ne workcel ls spend more time being repaired or 
' . .;airing for ropairs than runnln?,. This re(111ires analysis of what 1s 
happening to the process outside of normal production time. In order 
to do this, some kind of cause and effect model 1s needed. For most 
processes, there are several types of activity: normal production, 
defective production, problem solving, startup (or setup), routine 
maintenance, and idle time. Even relatively well-behaved processes 
spend some time out of production, and require some nonroutine effort. 
Determining the effects of permanently solving serious problems or 
increasing productivity requires some assumption about the usage of 
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the time which is made available. Suppose some problem is solved, so 
that the process can now produce 12,000 units per month instead of 
10,000. If the process is still used to produce 10,000 units per 
month, then all that has been saved is the continuing repair costs. 
On the other hand, if the process is used to produce 12,000 units per 
month, which are sold, then the savings includes the profit involved 
in selling an additional 2,000 units per month. If the increased 
reliability gives you the ability to ship more quickly, that has 
significant, if fuzzy, monetary value which should be included 1n 
whatever model 1s used to make decisions. 
In our experience, problematic workcells are caused as much by the 
culture of the company as by any specific technical problem. For 
sociological reasons, designers are unwilling to modify the process or 
product design so that it is possible to execute more reliably once it 
1s 1n µroduction. In fact, onct: a process or product design is turned 
over to production, makin~ it reliable becomes the absolute last 
priority, and those who must do it often are being punished. Thus, 
the value of global time analysis is probably questionable unless the 
process 1s wor·king well, and someone 1s available to make changes 1n 
the direction of reliability. 
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VII B 4 a. Maintenance Optimization 
It is possible to optimize routine maintenance. Suppose, for 
example, that the spatial relationship between fixtures and 
manipulator teach points 1n a robotic process drifts over time. 
Because the relationship 1s a nonstationary random variate, this drift 
will gradually increase the defect rate. This defective production, 
even if it 1s detected and corrected for by the process, has a cost 
associated with it. But it is also true that fixing the problem (say 
by adjusting the tec:ich points) has a cost. If the fix 1s recurring, 
then there is an optimal balance between the lost time and labor 
involved in the fix and the lost production due to the problem. 
Assume that the maintenance cost is M, which is performed periodically 
everv T units of time. Further, assume that the rate of maintenance-
_, IT\ 
pre v P n t c1 bl c 1 o s s 1 s L p e 1- uni t t i me , L ( t) . \,' e are try in g to mini rn i == c 
the total average cost per unit time, TC. Mathematicallv we have 
T 
TC J 
111 
0 
L(t) cit + M 
T 
m 
Differentiating by T and setting the derivative to 0, we get 
rn 
T ] T d [b m L(t) cit I m L(t) cit T ---- -dTC m dT 
-- 0 = m 0 dT --------
m T 2 
m 
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m 
J m L(Tm) - L(t)dt + M 
0 
L(t)dt - M 
In words, when the product of the current loss rate and the time 
since the last maintenance exceeds the sum of the total loss in the 
period and the cost of the maintenance, then it 1s time to do 
maintenance. Such an integral is trivial for a system which is 
calculating the production rate. However, we should warn that the 
derivative L(t) 1s always numerically unstable, and some smoothed 
estimate should be used instead. We also warn that the loss function 
is likely to be underestimated for precisely the same reasons that 
quality costs are underestimated, namely that customer goodwill and 
1 f f . d 17 handing costs or returns are o ten ignore . Similar mechanics can 
be used to optimize almost any cost function. 
VII B 4 b. Time Modelling 
To examine other types of activity, some general model of time and 
causation is needed. One way to begin the model, as we noted, was to 
classify all time as either productive, defectively productive, 
problem solving, normal startup, and idle time. We can, in turn, 
17 Juran & Gryna, Op. Cit., pp22-4. 
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ascribe idle time to causes. What we are seeking through the model is 
a way to evaluate the effects of various changes in the workcell, so 
that the one or two changes which most improve the profit situation 
can be discovered. 
In our model, we make the simplifying asswnption that no idle time 
exists, except as 1s caused by lack of some external factor, such as 
parts or experts. We will also assume that all causes of problems are 
related to the number of parts produced, though it is clear that 
certain problems are related to changeovers and others to the passage 
of time itself. The assumed relation is important since the essence 
of modelling the removal of some cause of nonproduction is 
extrapolating what happe11s to the process during the newly available 
ti me . 
The usuc1l method of creating the model is to observe the process 
for a time, noting all problems which occur. The most common problems 
with the process can be observed in a short time. A monitoring 
18 program can assist by playing automatic notetaker. In the 
monitoring program which we created, it 1s also possible to reduce the 
typing load by turning the notes which are taken into a menu at the 
time the notes are taken. We found that a week of production gives a 
18 A similar application in psychology was reported by the Lehigh 
University Brown & White, "LU Senior helps handicapped", November 
4, 1988, page 4. 
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good handle on the names of the problems. After a list has been 
compiled, the next step 1s to create a method for the observers of the 
process to enter notes, such as a menu. Do not forget to leave a 
place for unanticipated problems. If the information is extraneous, 
then it can always be ignored. Next, the process is monitored for a 
suitably long time. In order to extrapolate with any confidence, it 
1s necessary to encounter at least 10 instances of the most important 
problems. Estimates of lesser problems can be much rougher since they 
are less importzint. It is also useful to systematically gather 
i n f o r rn a t i on ah o u t the c o .c; t s o f the p r ob 1 ems , s u ch c1 s t i me s p e n t by 
e:-::perts on tht' rrocess, c1nd :;crap generated. 
Th e ci a t a ~: c1 t h e r e d i s t h t: · r 1 I il o t t e d t o a s .c; 1 g n ~i.1 1 t i rn e t o i t s p r o p e r 
" '1 +-- -, g O l- Y 
'- c L_ l. _, _, . l t _c; ho u 1 d i_ n c l u de one o r rn o r e fun c t i_ on s o f the s e n s o r v d a ta 
i.~'t~ ha v t~ found that the 
p r o c t, s ~; o p e r a t o r s r t 1 Tl ci t o h t 1 c o rr. e l a x a b o u t r e p o r t 1 n .f:; c o mm o n p r ob 1 e m s 
rt'.petiti.Yel\1 . Havin?, assigr1t-0 d all time to its proper categories, we 
can tl1er1 find tht-'. relatLollships between the categories. A. common one, 
a.s we mentioned, 1s proportionality to the number of parts produced. 
Other relationships include association with particular time periods, 
operc1tors, or part changeovers, although these may be difficult to 
infer without experimentation. Given these relationships, one can 
then assume some change in them caused by some action, such as 
permanently fixing a problem, and then calculate the consequences for 
all time periods. 
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To make this procedure concrete, suppose that we wish to decide 
whether to double the batch size on our one-part process from before. 
Suppose the process 1s afflicted by two major problems: parts jam in 
the feeder, and the overforce condition occurs too often. There are 
also a number of minor problems which happen infrequently. This is 
known from simple observations. A menu 1s then created, and the 
process 1s monitored for two weeks, using plant operators to observe. 
We then plot transition density, failure rate, part production rate, 
and all the notes from the operators on a graph. 19 This graph 1s 
then used to assign all time periods to one of the categories 
discussed above: Normal production, defective production, teaching 
points, unjamming the part feeder, other problems, startup, and idle 
time. l}e consider that t i_me spent waiting for someone to solve a 
prohlern 1s associc1ted with th;it problem, and do not count i:-- as idle. 
S up p o s e t h e t h e l i_ .'; t o f t i m ('. p e r i o d s h a s t h e fo 1 l o ,..,,. i n ~: s t: a ~ i s t i c s , 
which we illustratt~ as a sort of Venn diagram 1n figure 15: 
19 Only .f h h 1 t e grap 1s 1n color! 
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. i, 
Number of Occurrences 
Productive Time 
Setups 
Teach Points 
(Solve overforce) 
Parts Jams 
Operator Break 
Other problems 
16,000 parts 
16 
15 
100 
15 
5 
Total Time 
44 hr 
8 hr 
12 hr 
2 hr 
10 hr 
2 hr 
. ,,,, . 
We will evaluate the effect of doubling the batch size from 1,000 to 
2,000 in a two week period. The model below assumes that parts jams 
and other problems are proportional to the number of parts, that 
teaching points is proportional to the number of setups, and that 
operator break is proportional to the elapsed time. We can write the 
equation for the amount of time necessary to produce a given number of 
parts. 
P*{ 44 hr 8/16 hr 12 hr 
* 
lSx 1 s.u. T + + 
* 16,000 prt 2,000 prt 15 X 16 s.u. 2,000 prt 
2 hr+ 5 hr 
+ T * 10 hr/ 2 weeks + 16,000 prt 
This equation 1s easily solved for any desired value of T, g1v1ng 
the number of parts that would be produced in a two-week period with 
doubled batch size as approximately 18,360. whether or not this is 
really worthwhile can now be calculated from the value of the extra 
parts and the avoided costs of teaching points. 
By allowing input of arbitrary information by the process 
operators (and observers) our monitoring methodology allows derivation 
of a process model which can be used to evaluate the effects of 
. ·,., 
... 
' ... 
'·~ 
I .1 • 
• • • • • • • • ., ••• ,~·. h ·, ' •• • J,. '." ' •• 
. ..... ... .,. . 
-------------------------------~ 
44 Hr 
Product,ve 1,Me 
12 Hr 
Teo_ch Po,nts 
----- - -- ----------- - -------------
U = 80 Hr 
2 Hr 
lOOx 
-----~--- --~-~ 
8 Hr 
Setups 
2 Hr 
10 Hr 
Dper-
0tor 
Bre0ks 
lSx 
Figure 15, Ti Me Clussificu tion 
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.. 
' ' p 
• 
.... 
~ 
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proposed changes. However, as we warned earlier, the ideas for what 
and how to change are not found in any monitoring system. 
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CHAPTER VIII. SUMMARY AND CONCLUSION 
Our experience with monitoring a single workcell composed of 
several robots and with other robotic systems 1n general indicates 
that the robots spend much of their time being started up or repaired. 
This 1s 1n large measure due to primitive computational control 
equipment leading to invisible states in the system which are 
difficult to deduce. Our prototype monitoring system, given a handful 
of additional sensors, can significantly reduce the invisibility by 
indicating which parts of the system are not in a "ready to go" state, 
or which assumptions have failed. However, good design demands 
systems which can be turned on bv a single switch, and which 
automatically put themselves in a "ready to go" state. Our monitoring 
computer had significant amounts of internal state, but they were set 
automatic2lly, and thus were completely invisible to the user. 
Finished systems should be that automatic, or give meaningful messages 
about why they are not producing parts. 
Isolated computer monitors can also allow robotic systems to be 
built in a stepwise, modular fashion. The monitor may also automate 
the debugging expertise developed by the system builder. By 
separating the monitoring function from low-level control problems, 
the low-level control software becomes simpler, and high-level control 
,J. 
~\~ 
I 'f\' 
becomes more easily modified to suit the end users. Further, faults 
in the monitor itself do not interfere with the actual operation 
except to the extent monitoring data is unavailable. 
Finally, even less than ideal monitoring systems can be 
productively applied to manufacturing systems. Our own prototype 
continuously evolved, in stark contrast to the workcell we monitored, 
which remained static. Unfortuneately our evolution did not reach the 
point of supplying fef'dhack in real-time, c1lthough it is clearly ready 
to do .c;o. 
Thu s , c om p u t c' r rn o n i t o r i n f, 11 a s a d e f i n i t e p l a c e l n th e me cl s u r 1 n g 
ph,1.c;e of the manufc1cturing system. It can be provide feedbclck clt 
sevt,ral levels. first, it can cii rectly control the process, turning 
outputs on and off or to a level depending on sensed inputs. Second, 
it c:1n ,1ssist operations hv gi'v1ing alarm when asumptions cease to be 
Th i r d , i L c cl n d :; s i s t s c t up b y g 1 v 1 n g s t a t i s t i c a 1 i n f o rm a t i o n 
which c.1n lead to reductions 1n assignable causes of varicltion. 
Fourth, it can assist engineers by functioning as a stopwatch and 
indicating trouble areas for further design effort. Fifth, it can be 
used to measure the overall parameters of operation for management. 
The mor1itoring itself cannot substitute for the fundamental ideas 
needed to function at each of these levels, but it can measure the 
results of their application. Current systems are weak in generality 
-- they force the user to assume a particular control paradigm; in 
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modularity -- they are unable to do simple programming operations at 
several levels; in database handling and storage management -- suport 
1s particularly poor for long runs and external events; in sampling 
rates 1 Hz; in user interfaces -- which are cumbersome; and in 
analysis which is inflexible and not general. We have prototyped 
several features which attack these weaknesses, and we have produced a 
number of useful outputs, in particular the stripchart, the logical 
lots, reliability, and time analyses which were applicable to the 
workcell monitored by our prototype. 
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