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Abstract
We analyze the local convergence of proximal splitting algorithms to
solve optimization problems that are convex besides a rank constraint.
For this, we show conditions under which the proximal operator of a
function involving the rank constraint is locally identical to the proximal
operator of its convex envelope, hence implying local convergence. The
conditions imply that the non-convex algorithms locally converge to a
solution whenever a convex relaxation involving the convex envelope can
be expected to solve the non-convex problem.
1 INTRODUCTION
Proximal splitting methods such as Douglas-Rachford splitting, the alternating
direction method of multipliers, forward-backward splitting and many others
(see [2,3,6,7,8,9,10]) are often used for solving large-scale convex optimization
problems of the form
minimize
M
f1(M) + f2(M), (1)
where f1 and (or) f2 have cheaply computable proximal mappings. Since also
many non-convex functions possess cheap proximal computations, there is a
great interest in analyzing whether these iterates still converge to a solution.
This paper focuses on analyzing the performance of splitting methods applied
to problems, where f2 is convex and
f1(M) := k(‖M‖) + χrank(M)≤r(M), (2)
is non-convex with
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• k(·) being an increasing, convex function,
• ‖ · ‖ being a unitarily invariant norm,
• χrank(·)≤r(·) being the indicator function for matrices that have at most
rank r.
Analogously, one can consider vector-valued problems where the rank constraint
is replaced by the cardinality constraint. Both problem types are very common
within statistics, machine learning, automatic control and many more (see [4,5,
12, 14, 15, 25, 26, 30]).
Till this day, only special instances of solving this problem with proximal
splitting methods have been analyzed [16, 17, 21, 24, 29], mainly under the as-
sumption that f2 is the indicator function of an affine set and k = 0. In this
paper, we deal with general convex functions f2 and a large class of functions f1,
which allow us to provide an alternative analysis for showing local convergence.
Letting f∗∗1 denote the bi-conjugate (convex envelope) of f1, we show con-
ditions under which the proximal operator to the non-convex function f1 in
(2) and its convex envelope f∗∗1 (which was introduced in [12]) coincide. We
translate these conditions to the setting of applying the Douglas-Rachford and
forward-backward splitting algorithms to the non-convex problem (1) with f1
in (2), and its optimal convex relaxation
minimize
M
f∗∗1 (M) + f2(M).
We show that the conditions imply local convergence of the non-convex splitting
methods whenever all solutions to the convex relaxation are solutions to (1).
Thus in many practical examples, there is no loss in directly using the non-
convex algorithms. In fact, there are many examples where the non-convex
methods can find a low-rank solution where the optimal convex relaxation fails.
In other words, the non-convex algorithm can have low-rank limit points, whilst
the convex has none, but not vice versa. This fact is explicitly analysed for the
case where ‖ · ‖ is the Frobenius norm and k(·) = (·)2.
Interestingly, we will see that unlike in the convex case, proximal splitting
methods applied to (1) and
minimize
M
γ(f1(M) + f2(M)), (3)
where 1 6= γ > 0, do not necessarily converge to the same limit points. Fur-
thermore, the existence of a limit point as well as the the region of attraction in
our local convergence result highly depend on the size of γ. On the one hand, if
the optimal convex relaxation does not posses a low-rank solution, it is shown
that γ has to be chosen sufficiently small for a limit point to exists. On the
other hand, in case of our guaranteed local convergence, the region of attraction
grows with γ, i.e. for every initial point of the proximal algorithms there exists
a sufficiently large γ such that the algorithm converges.
Finally note that besides the ability of finding low-rank solutions when the
convex relaxation fails, the non-convex algorithms are computationally more
favourable, because the proximal computations of f1 are significantly cheaper
than those of the convex envelope f∗∗1 (see [11]).
2 Background
The following notation for real matrices and vectors X = (xij) ∈ Rn×m is used
in this paper. The non-increasingly ordered singular values of X , counted with
multiplicity, are denoted by
σ1(X) ≥ · · · ≥ σq(X),
where q := min{m,n}. Further, for r ∈ {1, . . . , q} and σr(X) 6= σr+1(X) we
define the unique optimal rank-r approximation with respect to unitary invariant
norms (see [19, Theorem 7.4.9.1]) as
svdr(X) :=
r∑
i=1
σi(X)uiv
T
i ,
where X =
∑q
i=1 σi(X)uiv
T
i is a singular value decomposition (SVD) of X . If
σr(X) = σr+1(X), then
svdr(X) :=
{
r∑
i=1
σi(X)uiv
T
i : X =
q∑
i=1
σi(X)uiv
T
i is an SVD of X
}
.
Further, the inner-product for X,Y ∈ Rn×m is defined by
〈X,Y 〉 :=
m∑
i=1
n∑
j=n
xijyij = trace(X
TY ).
2.1 Norms
A function g : Rq → R≥0 is called a symmetric gauge function if
i. g is a norm.
ii. ∀x ∈ Rq : g(|x|) = g(x), where |x| denotes the element-wise absolute value.
iii. g(Px) = g(x) for all permutation matrices P ∈ Rq×q and all x ∈ Rq.
A norm ‖ · ‖ on Rn×m is unitarily invariant if for all X ∈ Rn×m and all unitary
matrices U and V it holds that ‖UXV ‖ = ‖X‖. Since all unitarily invariant
norms on Rn×m define a symmetric gauge function and vice versa (see [19]), we
define
‖ · ‖g := g(σ1(·), . . . , σq(·)).
By [19] also the dual norm of ‖ · ‖g is unitarily invariant and therefore it is
associated with a symmetric gauge function gD, i.e.
‖ · ‖gD := max
‖X‖g≤1
〈·, X〉 = gD(σ1(·), . . . , σq(·)).
For r ∈ {1, . . . , q}, the truncated symmetric gauge functions are given by
g(σ1, . . . , σr) := g(σ1, . . . , σr, 0, . . . , 0).
Then, the so-called low-rank inducing norms ‖ · ‖g,r∗ are defined in [12] as the
dual norms of
‖ · ‖gD ,r := g
D(σ1(·), . . . , σr(·)).
The following properties have been shown in [12].
Lemma 1. For all symmetric gauge functions g : Rq → R≥0 and 1 ≤ r ≤ q it
holds that
‖M‖g = ‖M‖g,q∗ ≤ · · · ≤ ‖M‖g,1∗, (4)
rank(M) ≤ r ⇒ ‖M‖g = ‖M‖g,r∗. (5)
Finally, the Frobenius norm is given by
‖X‖ℓ2 =
√
〈X,X〉 =
√√√√ q∑
i=1
σ2i (X).
2.2 Functions
The effective domain of a function f : Rn×m → R ∪ {∞} is defined as
domf := {X ∈ Rn×m : f(X) <∞}.
Then f is said to be:
• proper if domf 6= ∅.
• closed if for each α ∈ R : {X ∈ domf : f(X) ≤ α} is a closed set.
A function k : R→ R ∪ {∞} is called increasing if
• x ≤ y ⇒ k(x) ≤ k(y) for all x, y ∈ R,
• ∃ x, y ∈ R : k(x) < k(y).
The conjugate and bi-conjugate function f∗ and f∗∗ of f are defined as
f∗(·) := sup
X∈Rn×m
[〈X, ·〉 − f(X)]
and f∗∗ := (f∗)∗. If f : R → R ∪ {∞}, then the monotone conjugate is given
by
f+(y) := sup
x≥0
[〈x, y〉 − f(x)] for all y ∈ R.
The subdifferential of f in X ∈ domf is defined as
∂f(X) := {G : f(Y ) ≥ f(X) + 〈G, Y −X〉 for all Y },
The proximal mapping of f at Z ∈ Rn×m is defined by
proxf (Z) := argmin
M∈Rn×m
[
f(M) +
1
2
‖M − Z‖2ℓ2
]
.
Finally, for S ⊂ Rn×m the indicator function is defined as
χS(M) :=
{
0 if M ∈ S,
∞ else.
2.3 Optimal Convex Relaxation
It is shown in [12] that the every low-rank inducing norm is the biconjugate
(convex envelope) of (2) for different ‖ · ‖g.
Proposition 1. Assume k : R≥0 → R ∪ {∞} is an increasing closed con-
vex function, and let f1 := k(‖ · ‖g) + χrank(·)≤r be defined on R
n×m with
r ∈ {1, . . . ,min{m,n}}. Then,
f∗1 = k
+(‖ · ‖gD,r), (6)
f∗∗1 = k(‖ · ‖g,r∗). (7)
These characterizations can be used to formulate Fenchel dual problems and
optimal convex relaxations to our rank constrained problems. This is shown in
the following proposition, which is from [12].
Proposition 2. Let k : R≥0 → R∪{∞} and f2 : Rn×m → R∪ {∞} be proper,
closed, convex functions with r ∈ {1, . . . , q}. Further let k be increasing. Then,
inf
M∈Rn×m
rank(M)≤r
[k(‖M‖g) + f2(M)] (8)
≥ − min
D∈Rn×m
[
k+(‖D‖gD ,r) + f
∗
2 (−D)
]
(9)
= min
M∈Rn×m
[k(‖M‖g,r∗) + f2(M)] . (10)
If M⋆ solves (10) such that rank(M⋆) ≤ r, then equality holds, and M⋆ is also
a solution to (8).
3 Theoretical Results
In this section we derive the theoretical results that are needed for our con-
vergence analysis in Section 4. The proofs to these results are given in the
appendix.
Theorem 1. Let Z ∈ Rn×m, f1 := k(‖ · ‖g) + χrank(·)≤r and γ > 0, where
k : R≥0 → R ∪ {∞} is a proper, closed and increasing convex function and
r ∈ {1, . . . , q}. Then for all P ∈ svdr(Z) it holds that
proxγk(‖·‖g)(P ) = proxγk(‖·‖g,r∗)(P ) ∈ proxγf1(Z).
Moreover, let
M c := proxγk(‖·‖g,r∗)(Z),
then the following are equivalent:
i. M c = proxγf1(Z),
ii. rank(M c) ≤ r,
iii. σr+j(Z −M c) = σr+j(Z) for all j ∈ {1, . . . , q − r}.
iv. σr(Z −M c) ≥ σr+1(Z).
Computing the prox of the non-convex function f1 at Z, reduces to evaluat-
ing the convex prox of either k(‖ · ‖)g or the convex envelope f∗∗1 = k(‖ · ‖g,r∗)
at P ∈ svdr(Z). Therefore, only the first r singular values and vectors are
needed to compute the non-convex prox. This can be compared to the prox of
the convex envelope f∗∗1 at Z, where all singular values and vectors might be
needed. To compute the prox of k(‖ · ‖)g is cheaper than computing the prox of
f∗∗1 = k(‖·‖g,r∗), except for rank-r matrices, see [12]. Therefore it is often much
cheaper to evaluate the prox of the non-convex function f1 than of its convex
envelope f∗∗1 = k(‖ · ‖g,r∗).
In order to relate Theorem 1 to the solutions of (8) and (10), the following
results, which are proven in Appendices A.2 and A.3 respectively, will be needed.
Lemma 2. Let D ∈ Rn×m and 1 ≤ r ≤ q. Assume that
σr(D) = · · · = σr+s(D),
where either s = q − r or σr+s(D) 6= σr+s+1(D) for some s ≥ 0. Then all
M ∈ ∂‖D‖gD,r fulfill that
rank(M) ≤ r + s.
Moreover, if σr(D) = 0, then rank(M) ≤ r.
Proposition 3. Let D⋆,M⋆ ∈ Rn×m be solutions to (9) and (10), respectively.
Assume
σr(D
⋆) = · · · = σr+s(D
⋆) 6= 0,
where either s = q − r or σr+s(D⋆) 6= σr+s+1(D⋆) for some s ≥ 0. Further, if
σr(D
⋆) = 0 let s = 0. Then,
rank(M⋆) ≤ r + s.
In particular, if there exists a solution D⋆ to (9) such that σr(D
⋆) 6= σr+1(D⋆)
or σr(D
⋆) = 0, then all solutions to (10) are solutions to (8).
4 Convergence Analysis
Next it is discussed how Theorem 1 and Proposition 3 can be used to show local
convergence of proximal splitting algorithms applied to problems of the form
minimize
M
k(‖M‖g) + χrank(M)≤r(M) + f2(M), (11)
where f2 is a convex function with cheaply computable proximal mapping and
k an convex, increasing function. To illustrate and support our analysis, let us
first recap the following two well-known proximal splitting algorithms applied
to (1).
Douglas-Rachford Splitting
The Douglas-Rachford splitting method is one of the most well-known splitting
algorithms for solving large-scale convex problems [6, 7, 8, 22]. In fact, the well-
known alternating direction methods of multipliers (ADMM) is a special case
of this algorithm (see [3, 9, 10]). The Douglas-Rachford iterations are given by
Xk = proxγf1(Zk−1), (12a)
Yk = proxγf2(2Xk − Zk−1), (12b)
Zk = Z
k−1 + ρ(Yk −Xk), (12c)
where γ > 0 and 0 < ρ < 2. For convex f1 and f2, X
k and Y k converge
towards an identical solution of (1) and {‖Zk − Z⋆‖ℓ2}k∈N is non-increasing,
where Z⋆ := limk→∞ Zk. (see [7, 8, 22]).
Forward-Backward Splitting
Another popular splitting methods is the so-called forward-backward splitting
algorithm (see [2,6,20,27]). In this case, f2 is assumed to be differentiable with
Lipschitz continuous gradient, i.e. for all X,Y ∈ Rn×m
‖∇f2(Y )−∇f2(X)‖ℓ2 ≤ L‖Y −X‖ℓ2.
Then the forward-backward iterations are given by
Zk = Xk − γ∇f2(Xk−1),
Xk = proxγf1(Zk),
where 0 < γ < 2
L
. Also here if f1 and f2 are convex, then it can be shown that
Xk converges towards a solution of (1) and {‖Zk−Z
⋆‖ℓ2}k∈N is non-increasing
with Z⋆ := limk→∞ Zk.
Local Convergence
One of the steps in the above two methods (and many other operator splitting
methods) when applied to solve (1) is
Xk = proxγf1(Zk−1).
If f1 and f2 are convex, then Xk converges to a solution of (1) in both methods
and {‖Zk − Z⋆‖ℓ2}k∈N is a non-increasing sequence, where Z
⋆ := limk→∞ Zk.
Next, we will show that the latter and Theorem 1 imply local convergence of
proximal splitting algorithms applied to the non-convex problem in (11).
In the following we will refer to a proximal splitting algorithm applied to the
optimal convex relaxation in (10), which is restated here,
minimize
M
k(‖M‖g,r∗) + f2(M), (13)
as the convex splitting algorithm with iterates
M ck = proxγk(‖·‖g,r∗)(Zk).
Correspondingly, if the algorithm is applied to (11), i.e. f1 = k(‖·‖g)+χrank(·)≤r
, we speak of the non-convex splitting algorithm with iterates
Mnk = proxk(‖·‖g)+χrank(·)≤r (Zk).
Let us assume that M⋆ is a solution to (13) with
i. Z⋆ = limk→∞ Zk,
ii. M⋆ = limk→∞M
c
k,
iii. σr(Z
⋆ −M⋆) > σr+1(Z⋆).
By (firm) nonexpansiveness of proxγk(‖·‖g,r∗)(Z) and the continuity of the sin-
gular values (see [28, Corollary 4.9]), Theorem 1 implies that
M c0 =M
n
0
for all Z0 ∈ Bε(Z⋆) := {Z : ‖X − Z⋆‖ℓ2 < ε}, where ε := σr(Z
⋆ − M⋆) −
σr+1(Z
⋆) > 0. Thus, since {‖Zck − Z
⋆‖ℓ2}k∈N is non-increasing, it follows that
∀k ≥ 0, Z0 ∈ Bε(Z
⋆) : M ck =M
n
k .
This proves the local convergence of the non-convex algorithm if σr(Z
⋆−M⋆) >
σr+1(Z
⋆).
We will conclude this section by linking this condition to the solution set
of (13), which is the same as (10). A necessary optimality condition for solving
(9) and (10) is that (see [23, Theorem 7.12.1] and [27, Theorem 23.5.])
D⋆ ∈ ∂M k(‖M‖g,r∗)|M=M⋆ .
Now, relating this to the optimality condition of the convex prox computation:
0 ∈ ∂M k(‖M‖g,r∗)|M=M⋆ + γ
−1(M⋆ − Z⋆),
implies that
D⋆ = γ−1(Z⋆ −M⋆)
is a solution to the dual problem (9), i.e.,
minimize
D
k+(‖D‖gD,r) + f
∗
2 (−D). (14)
By Theorem 1 we can conclude that σr+1(Z
⋆) = γσr+1(D
⋆) if σr(Z
⋆ −M⋆) ≥
σr+1(Z
⋆). Hence, Proposition 3 implies the local convergence of non-convex
proximal splitting algorithms, if there exists a solution D⋆ to (14) such that
σr(D
⋆) 6= σr+1(D
⋆) or σr(D) = 0. (15)
This condition insures, by Proposition 3, that (13) has only solutions of at most
rank r. Note that if (13) has solutions of rank larger than r, then a convex
algorithm cannot be expected to find solutions of rank r, despite their possible
existence. This is because the solution set of a convex problem is a convex set.
In other words, non-convex proximal splitting methods locally converge to
a solution of (11), whenever one can expect to find such a solution by solving
(13). Moreover, the region of attraction to Z⋆ contains the ball Bε(Z
⋆) with
ε = γ(σr(D
⋆)− σr+1(D
⋆)) = σr(Z
⋆ −M⋆)− σr+1(Z
⋆) > 0.
This means that for each initial point Z0 there exists a γ > 0 that guarantees
the convergence to Z⋆. Finally, numerical experiments indicate that the non-
convex algorithms can also find rank-r solutions to (13) despite the fact that
(13) may have higher rank solutions.
5 Douglas-Rachford Limit Points
In the following, let us compare the Douglas-Rachford limit points to the optimal
convex relaxation (convex Douglas-Rachford) with the limit points of the non-
convex Douglas-Rachford for problems (1) where
f1(M) :=
1
2
‖ · ‖2ℓ2 + χrank(M)≤r(M).
Using completion of squares and the well-known Schmidt-Mirsky Theorem (see [19,
Theorem 7.4.9.1]), we get that
proxγf1(Z) = argmin
M∈Rn×m
rank(M)≤r
(
γ
2
‖M‖2F +
1
2
‖M − Z‖2F
)
= argmin
M∈Rn×m
rank(M)≤r
(
γ + 1
2
‖M‖2F − 〈Z,M〉
)
= argmin
M∈Rn×m
rank(M)≤r
∥∥∥∥ Zγ + 1 −M
∥∥∥∥
2
F
=
1
1 + γ
svdr (Z) . (16)
This allows us to derive the following comparative result on the limit points of
the convex and non-convex Douglas-Rachford, which is proven in Appendix A.4.
Theorem 2. Let X⋆ ∈ Rn×m with rank(X⋆) ≤ r and γ > 0. Then X⋆ is a
limit point of the convex (non-convex) Douglas-Rachford splitting iterate (12a)
if and only if there exists R ∈ Rn×m such that
RTX⋆ = 0, X⋆RT = 0, −X⋆ −R ∈ ∂g(X⋆),
and in the
• convex case: σ1(R) ≤ σr(X⋆),
• non-convex case: σ1(R) ≤ (1 + γ−1)σr(X⋆).
Theorem 2 verifies what has been discussed in the end of previous section
that all limit points of the convex Douglas-Rachford are limit points to the non-
convex Douglas-Rachford, but not vice versa. More importantly, it shows the
importance of choosing a feasible γ. In the presence of a duality gap in (9),
Theorem 2 implies that if γ is chosen too large, then the non-convex Douglas-
Rachford may not posses a limit point, but choosing γ sufficiently small can
help to gain convergence. Analytical examples where this applies have been
studied in [11] and a numerical example is given in the next section. This is
very much in contrast to the convex case, where convergence is independent
of γ. Finally note that by choosing γ just small enough for a limit point to
exist, the problem of multiple limit points may be avoided and thus making the
algorithm independent of the initialization. Similar derivations can be carried
out for all f1 in the form of (2).
6 Example
Within many areas such as automatic control, the rank of a Hankel opera-
tor/matrix is crucial, because it determines the order of a linear dynamical
system. Whereas, the celebrated Adamyan-Arov-Krein theorem (see [1]) an-
swers the question of optimal low-rank approximation of infinite dimensional
Hankel operators, the following finite dimensional case is still unsolved:
minimize
M
‖H −M‖2ℓ2
subject to rank(M) ≤ r,
M ∈ H,
where H ∈ H := {X ∈ Rn×n : X is Hankel}. In the following, we show
how non-convex Douglas-Rachford splitting performs on this problem class in
comparison with the optimal convex relaxation. To this end, we rewrite the
problem in the view of (13) and (10) as
minimize
M
‖M‖2ℓ2 + χrank(M)≤r(M) + f2(M),
where f2(M) := 2〈M,H〉+ ‖H‖2ℓ2 +χH(M). For our numerical experiments we
use
H :=
1 1 1 1
1 0
1 0
1 0 0 0




∈ R10×10.
The non-convex Douglas-Rachford uses γ = 1 and is initialized with Z0 = 0
for all r ∈ {1, . . . , 9}. The ranks of the solutions to the optimal convex relax-
ation are shown in Figure 1. We observe that only for r = {1, 2, 3} the convex
relaxation manages to find guaranteed solutions to the non-convex problem.
In contrast, the non-convex Douglas Rachford converges for all r. Figure 2
shows the relative errors of these solutions and the (sub-optimal) solutions to
the convex relaxation as well as the lower bound that is provided by the convex
relaxation (see Proposition 2). Note that the convex relaxation is not able to
obtain a sub-optimal solution of rank 4. From Figure 2 it can be seen that
the non-convex solutions for r = {1, 2, 3} coincide with the convex solutions,
just as our local convergence guarantee suggests. However, for all other r, the
non-convex approximations outperform the sub-optimal solutions of the convex
relaxation. Finally, is has been observed that, if one chooses γ sufficiently large,
the non-convex Douglas-Rachford does not converge for r > 3. This can be
explained through Theorem 2.
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
10
r
ra
n
k
Figure 1: Hankel matrix approximation – Rank of the solutions to the optimal
convex relaxation.
1 2 3 4 5 6 7 8 9
10−1
10−0.5
rank
‖H
−
(·
)‖
ℓ
2
‖H
‖ ℓ
2
Figure 2: Hankel matrix approximation – Relative errors of the approximations
obtained by the optimal convex relaxation and non-convex Douglas-
Rachford. indicates the lower bound obtained by the optimal convex re-
laxation.
7 Conclusion
We have shown conditions under which the proximal mapping of the non-convex
function (2) coincides with the proximal mapping of its convex envelope. This
allowed us to state conditions under which the non-convex and convex Douglas-
Rachford methods and forward-backwardmethods coincide. This, in turn, guar-
antees local convergence of the non-convex methods in these situations. Fur-
thermore, we have provided a comparison between the convex and non-convex
Douglas-Rachford limit points for common instance of the squared Frobenius
norm. Unlike in the convex case, this has demonstrated that scaling the problem
may have significant impact. Finally, we discussed a numerical example in which
a non-convex method converges also when the stated assumptions do not hold.
In those situations, the quality of the solution from the non-convex algorithm
was better than the solution obtained by the optimal convex relaxation.
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A Appendix
A.1 Proof to Theorem 1
Proof. For M ∈ Rn×m and 1 ≤ j ≤ q, let us define
Σj(M) := diag(σ1(M), . . . , σj(M), 0, . . . , 0) ∈ R
q×q.
By [21, Corollary 2.5.] and the unitary invariance of k(‖ ·‖g), it can be seen that
X := proxγk(‖·‖g)(P ) and P have simultaneous SVDs, i.e. if P =
∑r
i=1 σi(P )uiv
T
i ,
then proxγk(‖·‖g)(P ) =
∑r
i=1 σi(X)uiv
T
i . Hence,
argmin
M∈Rn×m
[
γk(‖M‖g) +
1
2
‖M − P‖2ℓ2
]
= argmin
M∈Rn×m
[
γk(‖Σq(M)‖g) +
1
2
‖Σq(M)− Σr(P )‖
2
ℓ2
]
.
Further, [19, Theorem 7.4.8.4.] implies that
‖Σq(M)‖g ≥ ‖Σr(M)‖g,
‖Σq(M)− Σr(Z)‖ℓ2 ≥ ‖Σr(M)− Σr(Z)‖ℓ2 ,
for all M ∈ Rn×m, which yields that
argmin
M∈Rn×m
[
γk(‖Σq(M)‖g) +
1
2
‖Σq(M)− Σr(P )‖
2
ℓ2
]
= argmin
M∈Rn×m
[
γk(‖Σr(M)‖g) +
1
2
‖Σr(M)− Σr(P )‖
2
ℓ2
]
= argmin
M∈Rn×m
[
γk(‖Σr(M)‖g) +
1
2
‖Σr(M)− Σq(Z)‖
2
ℓ2
]
= argmin
M∈Rn×m
rank(M)≤r
[
γk(‖Σq(M)‖g) +
1
2
‖Σq(M)− Σq(Z)‖
2
ℓ2
]
∈ argmin
M∈Rn×m
rank(M)≤r
[
γk(‖M‖g) +
1
2
‖M − Z‖2ℓ2
]
,
where the last equality and the inclusion follow by [19, Corollary 7.4.1.3.], [21,
Corollary 2.5.] and the unitary invariance of f1. This proves that
proxγk(‖·‖g)(P ) ∈ proxγf1(Z).
Moreover, by (4) it follows that rank(proxγk(‖·‖g)(P )) ≤ r implies
proxγk(‖·‖g)(P ) = proxγk(‖·‖g,r∗)(P ).
By the extend Moreau decomposition (see e.g. [3]) and Proposition 1 it holds
that
M c = Z − Y c,
where Y c := γproxγ−1k+(‖·‖
gD,r
)(γ
−1Z). As before,M c, Z and Y c can be shown
to have simultaneous SVDs which is why
Σq(M
c) = Σq(Z)− Σq(Y
c). (17)
Thus rank(M c) ≤ r if and only if σj(Y c) = σj(Z) for r + 1 ≤ j ≤ q. Since,
‖ · ‖gD ,r only depends on σ1(Y
c), . . . , σr(Y
c), this is equivalent to
σr(Y
c) ≥ σr+1(Z).
This shows the equivalence between Items ii to iv. Finally note that this is also
equivalent to
Σq(M
c) = proxγk(‖·‖g,r∗)(Σr(Z)).
Since M c is unique, this can only be true if σr(Z) 6= σr+1(Z) and thus M
c =
proxγf1(Z), which concludes the proof.
A.2 Proof to Lemma 2
Proof. Let D =
∑q
i=1 σi(D)uiv
T
i be an SVD of D and σ(D) ∈ R
q the corre-
sponding vector of singular values. Further, let for all I ⊂ {1, . . . , q},
ΠI : R
q → Rq be defined as
ΠI(x)i :=
{
xi if i ∈ I
0 if i /∈ I.
By [31, Theorem 2] it holds that
∂‖D‖gD,r =
{
q∑
i=1
diuiv
T
i : d ∈ ∂‖σ(D)‖gD ,r
}
. (18)
Next we show that dr+s+1 = · · · = dq = 0. Letting card(·) denote the cardinal-
ity, it follows from [19, Theorem 7.4.8.4.] that
‖x‖gD ,r = max
card(I)=r
gD(ΠI(x)).
and therefore by [18, Corollary VI.4.3.2]
∂‖σ(D)‖gD ,r = conv({∂g
D(ΠI(σ(D))) : card(I) = r,
gD(ΠI(σ(D))) = ‖σ(D)‖gD,r}),
where conv(·) denotes the convex hull. However, [19, Theorem 7.4.8.4.] implies
that I ⊂ {1, . . . , r + s} if
gD(ΠI(σ(D))) = ‖σ(D)‖gD ,r.
In this case, gD(ΠI(x)) only depends on variables x1, . . . , xr+s, which is why
for all d ∈ ∂gD(ΠI(σ(D))) and hence all d ∈ ∂‖σ(D)‖gD,r it holds that
dr+s+1 = · · · = dq.
This proves the first claim. Then the second claim follows by the continuity of
the subdifferentials (see [27, Theorem 24.4.]).
A.3 Proof to Proposition 3
Proof. By Fenchel’s Duality Theorem (see [23, Theorem 7.12.1]) and [27, The-
orem 23.5.] it follows that
M⋆ ∈ ∂Dk
+(‖D‖gD ,r)
∣∣
D=D⋆
.
Since k+ is increasing (see [p. 111] [27]) it holds by [18, Theorem VI.4.3.2] that
there exist
p ∈ ∂k+(‖D⋆‖gD ,r) and N ∈ ∂‖D
⋆‖gD ,r
such that M⋆ = pN . Then invoking Lemma 2 proves the claims.
A.4 Proof to Theorem 2
Proof. In the convex case, X⋆ is a limit point of (12a) if and only if X⋆ solves
(10). Letting D⋆ be a solution to (9), this is equivalent to
X⋆ ∈ svdr(D
⋆), −D⋆ ∈ ∂g(X⋆),
by [13, Theorem 3] and [27, Theorems 23.5 and 31.1]. Thus, defining R :=
D⋆ −X⋆ proves the equivalence for the convex case.
Next let X⋆ be a limit point to the non-convex Douglas Rachford splitting
algorithm. By (12a), (12b), (16) and [27, Theorems 23.5 and 27.1], this holds if
and only if there exists a Z⋆ ∈ Rn×m such that
X⋆ ∈
1
1 + γ
svdr(Z
⋆) and
X⋆ − Z⋆
γ
∈ ∂g(X⋆).
Defining R := γ−1(Z⋆ − (1 + γ)X⋆) gives the equivalence for the non-convex
Douglas-Rachford.
