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In this paper, we establish a dispersive long-time decay for the solutions to 3D Klein–Gordon
equation
ψ¨(x, t) = ψ(x, t)−m2ψ(x, t)+ V (x)ψ(x, t), x ∈ R3, m> 0, (1.1)
in weighted energy norms. In vectorial form, Eq. (1.1) reads
iΨ˙ (t) =HΨ (t) (1.2)
where
Ψ (t) =
(
ψ(t)
ψ˙(t)
)
, H=
(
0 i
i(−m2 + V ) 0
)
. (1.3)
For s, σ ∈ R, let us denote by Hsσ = Hsσ (R3) the weighted Sobolev spaces introduced by Agmon [1],
with the ﬁnite norms
‖ψ‖Hsσ =
∥∥〈x〉σ 〈∇〉sψ∥∥L2 < ∞, 〈x〉 = (1+ |x|2)1/2.
We assume that V (x) is a real function, and∣∣V (x)∣∣+ ∣∣∇V (x)∣∣ C〈x〉−β, x ∈ R3, (1.4)
for some β > 3. Then the multiplication by V (x) is bounded operator H1s → H1s+β for any s ∈ R.
We restrict ourselves to the “regular case” in the terminology of [13] (or “nonsingular case” in [23])
which holds for generic potentials. Equivalently, the truncated resolvent of the Schrödinger operator
H = −+ V (x) is bounded at the end point λ = 0 of the continuous spectrum by [23, Theorem 7.2].
In other words, the point λ = 0 is neither eigenvalue nor resonance for the operator H .
Deﬁnition 1.1. Fσ is the complex Hilbert space H1σ ⊕ H0σ of vector-functions Ψ = (ψ,π) with the
norm
‖Ψ ‖Fσ = ‖ψ‖H1σ + ‖π‖H0σ < ∞. (1.5)
Our main result is the following long-time decay of the solutions to (1.2): in the “regular case”,∥∥PcΨ (t)∥∥F−σ =O(|t|−3/2), t → ±∞, (1.6)
for initial data Ψ0 = Ψ (0) ∈ Fσ with σ > 5/2 where Pc is a Riesz projector onto the continuous
spectrum of the operator H. The decay is desirable for the study of asymptotic stability and scattering
for the solutions to nonlinear hyperbolic equations. The study has been started in 90’ for nonlinear
Schrödinger equation [5,24,25,29,30], and continued last decade [6,7,16]. The study has been extended
to the Klein–Gordon equation in [10,31]. Further extension needs more information on the decay for
the corresponding linearized equations that stipulated our investigation.
Let us comment on previous results in this direction. Local energy decay has been established ﬁrst
in the scattering theory for linear Schrödinger equation developed since 50’ by Birman, Kato, Simon,
and others.
For free 3D Klein–Gordon equation, the decay ∼ t−3/2 in L∞-norm has been proved ﬁrst by
Morawetz and Strauss [22, Appendix B]. For wave and Klein–Gordon equations with magnetic po-
tential, the decay ∼ t−3/2 has been established primarily by Vainberg [32] in local energy norms for
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equations by Vainberg in [33]. The decay in the Lp-norms for wave and Klein–Gordon equations has
been obtained in [3,4,8,15,21,35,36].
However, applications to asymptotic stability of solutions to the nonlinear equations also require
an exact characterization of the decay for the corresponding linearized equations in weighted norms
(see, e.g., [5–7,31]).
The decay of type (1.6) in weighted norms has been established ﬁrst by Jensen and Kato [13] for
the Schrödinger equation in the dimension n = 3. The result has been extended to all other dimen-
sions by Jensen and Nenciu [11,12,14], and to more general PDEs of the Schrödinger type by Murata
[23]. The survey of the results can be found in [28].
For free wave equations corresponding to m = 0, some estimates in weighted Lp-norms have been
established in [2]. The Strichartz weighted estimates for the perturbed Klein–Gordon equations were
established in [19].
For the free 3D Klein–Gordon equation, the decay (1.6) in the weighted energy norms has been
proved ﬁrst in [10, Lemma 18.2]. However, for the perturbed relativistic equations the decay was not
proved until now. The problem was that the Jensen–Kato approach is not applicable directly to the
relativistic equations. The difference reﬂects distinct character of wave propagation in the relativistic
and nonrelativistic equations (see below).
Let us comment on the distinction and our techniques. The Jensen–Kato approach [13] relies on
the spectral Fourier–Laplace representation
PcΨ (t) = 1
2π i
∞∫
0
e−iωt
[
R(ω + i0)− R(ω − i0)]Ψ0 dω, t ∈ R, (1.7)
where R(ω) is the resolvent of the Schrödinger operator H = − + V , and Pc is the corresponding
projector onto the continuous spectrum of H . Integration by parts implies the time decay of type
(1.6) since the resolvent R(ω) is suﬃciently smooth and its derivatives ∂kωR(ω) have a good decay at|ω| → ∞ for large k in the weighted norms. On the other hand, in the case of the Klein–Gordon, the
derivatives do not decay though the smoothness of the resolvent also follows from the results [13].
Let us illustrate this difference in the case of the corresponding free 3D equations:
(i) the resolvent of the free Schrödinger equation is the integral operator with the kernel
RS(ω, x− y) = e
i
√
ω|x−y|
4π |x− y| ;
(ii) the resolvent of the free Klein–Gordon equation is the integral operator with the matrix kernel
RKG(ω, x− y) =
(
0 0
−iδ(x− y) 0
)
+ e
i
√
ω2−m2|x−y|
4π |x− y|
(
ω i
−iω2 ω
)
(1.8)
and the region of integration in the corresponding formula (1.7) is changed to |ω| >m. Leading
singularities of the both resolvents are almost identical:
√
ω at ω = 0 for RS, and √ω ∓m at
ω = ±m for RKG. Hence, the contribution of law frequencies into the integral (1.7) decays like
t−3/2 both for the Schrödinger and Klein–Gordon case.
Now let us discuss the contribution of high frequencies into the integral (1.7). For the Schrödinger
case, the contribution decays like ∼ t−N with any N > 0. This follows by partial integration since the
derivatives ∂kωRS(ω, x− y) decay like |ω|−k/2 as ω → ∞.
On the other hand, the kernel RKG(ω, x− y) does not decay for large |ω|, and differentiation in ω
does not improve the decay (cf. the bounds (2.25) and (3.8)). Hence, for the Klein–Gordon equation
the integration by parts does not provide the long-time decay.
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improves the smoothness of the solutions to the Schrödinger equation in contrast to the Klein–Gordon
equation. This corresponds to distinct character of the wave propagation in the relativistic and non-
relativistic equations:
(i) for a solution ψ(x, t) to the Schrödinger equation, main singularity is concentrated at t = 0 and
disappears at inﬁnity for t = 0 due to inﬁnite speed of propagation;
(ii) for a solution ψ(x, t) to the Klein–Gordon equation, the singularities move with bounded speed,
thus they are present forever in the space.
Thus, the proof of the decay for the high energy component of the solution requires novel robust
ideas. This problem is resolved at present paper with a modiﬁcation of the Jensen and Kato technique.
Our modiﬁcation relies on a version of the Huygens principle, the Born series and the convolution.
Namely, the resolvent R(ω) of the operator H admits the ﬁnite Born expansion
R(ω) =R0(ω)−R0(ω)VR0(ω)+R0(ω)VR0(ω)VR(ω) (1.9)
where R0(ω) stands for the free resolvent with the integral kernel (1.8) corresponding to V = 0, and
V = ( 0 0
V 0
)
. Taking the inverse Fourier–Laplace transform, we obtain the corresponding expansion for
the dynamical group U(t) of the Klein–Gordon equation (1.2),
U(t) = U0(t)+ i
t∫
0
U0(t − s)VU0(s)ds − i F−1ω→t
[R0(ω)VR0(ω)VR(ω)] (1.10)
where U0(t) stands for the free dynamical group corresponding to V = 0. The expansion corresponds
to iterative procedure in solving the perturbed Klein–Gordon equation (1.2). Further we consider sep-
arately each term in the right-hand side of (1.10):
I. As we noted above, for the ﬁrst term U0(t) we cannot deduce the time decay (1.6) from the
spectral representation of type (1.7). On the other hand, the decay has been established in [10,
Lemma 18.2] using an analog of the strong Huygens principle extending Vainberg’s trick [33]
from the wave to the Klein–Gordon equation.
II. For the second term we also cannot deduce the time decay from the spectral representation.
However, the decay follows by standard estimates for the convolution using the decay of the ﬁrst
term and the condition (1.4) on the potential.
III. Finally, the time decay for the last term follows from the spectral representation by the Jensen–
Kato technique since ‖VR0(ω)V‖ ∼ |ω|−2 as |ω| → ∞ that follows from the (expected) lucky
structure of the matrix VR0(ω)V (see (3.13)).
Our paper is organized as follows. In Section 2 we obtain the time decay for the solution to the
free Klein–Gordon equation and state the spectral properties of the free resolvent which follow from
the corresponding known properties of the free Schrödinger resolvent. In Section 3 we obtain spectral
properties of the perturbed resolvent and prove the decay (1.6). In Section 4 we apply the obtained
decay to the asymptotic completeness.
In Appendix A we prove a revised version of Agmon–Jensen–Kato high energy decay for the free
Schrödinger resolvent which we use in Section 2. Finally, in Appendix B we give a streamlined proof
of the Jensen–Kato lemma on the decay of the Fourier integrals which we need in Section 3.
The asymptotic decay (1.6) is proved in [17] for 1D Klein–Gordon equation. For the 3D wave equa-
tion corresponding to m = 0, the weighted energy decay of type (1.6) was established in [18].
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2.1. Time decay
First, we prove the time decay (1.6) for the free Klein–Gordon equation:
ψ¨(x, t) = ψ(x, t)−m2ψ(x, t), x ∈ R3, t ∈ R. (2.1)
In vectorial form Eq. (2.1) reads
iΨ˙ (t) =H0Ψ (t) (2.2)
where
Ψ (t) =
(
ψ(t)
ψ˙(t)
)
, H0 =
(
0 i
i(−m2) 0
)
. (2.3)
Denote by U0(t) the dynamical group of Eq. (2.2). It is strongly continuous group in the Hilbert
space F0. The group is unitary after a suitable modiﬁcation of the norm that follows from the energy
conservation.
Proposition 2.1. (Cf. [10, Lemma 18.2].) Let σ > 3/2. Then for Ψ0 ∈Fσ
∥∥U0(t)Ψ0∥∥F−σ  C‖Ψ0‖Fσ(1+ |t|)3/2 , t ∈ R. (2.4)
Proof. Step (i) It suﬃces to consider t > 0. In this case the matrix kernel of the dynamical group U0(t)
can be written as U0(x− y, t) where
U0(z, t) =
(
U˙ (z, t) U (z, t)
U¨ (z, t) U˙ (z, t)
)
, z ∈ R3, (2.5)
and
U (z, t) = δ(t − |z|)
4πt
− m
4π
θ(t − |z|) J1(m
√
t2 − |z|2)√
t2 − |z|2 , t > 0, (2.6)
where J1 is the Bessel function of order 1, and θ is the Heaviside function. Let us ﬁx an arbitrary
ε ∈ (0,1). The well-known asymptotics of the Bessel function imply that∣∣∂αz U0(z, t)∣∣ C(ε)(1+ t)−3/2, |z| εt, t  1, (2.7)
for |α| 1.
Step (ii) Now we consider an arbitrary t  1. Let us split the initial function Ψ0 in two terms,
Ψ0 = Ψ ′0,t +Ψ ′′0,t such that ∥∥Ψ ′0,t∥∥Fσ + ∥∥Ψ ′′0,t∥∥Fσ  C‖Ψ0‖Fσ , t  1, (2.8)
and
Ψ ′0,t(x) = 0 for |x| >
εt
, and Ψ ′′0,t(x) = 0 for |x| <
εt
. (2.9)
2 4
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and (2.8):
∥∥U0(t)Ψ ′′0,t∥∥F−σ  ∥∥U0(t)Ψ ′′0,t∥∥F0  C∥∥Ψ ′′0,t∥∥F0

C1(ε)‖Ψ ′′0,t‖Fσ
(1+ t)σ 
C2(ε)‖Ψ0‖Fσ
(1+ t)3/2 , t  1, (2.10)
since σ > 3/2.
Step (iii) Next we consider U0(t)Ψ ′0,t . Now we split the operator U0(t) in two terms:
U0(t) = (1− ζ )U0(t)+ ζU0(t), t  1,
where ζ is the operator of multiplication by the function ζ(|x|/t) such that ζ = ζ(s) ∈ C∞0 (R), ζ(s) = 1
for |s| < ε/4, ζ(s) = 0 for |s| > ε/2. Obviously, for any α we have
∣∣∂αx ζ (|x|/t)∣∣ C < ∞, t  1.
Furthermore, 1− ζ(|x|/t) = 0 for |x| < εt/4, hence
∥∥(1− ζ )U0(t)Ψ ′0,t∥∥F−σ  C3(ε)‖(1− ζ )U0(t)Ψ
′
0,t‖F0
(1+ t)σ 
C4(ε)‖U0(t)Ψ ′0,t‖F0
(1+ t)σ . (2.11)
Applying here the energy conservation for the group U0(t), we obtain by (2.8) that
∥∥(1− ζ )U0(t)Ψ ′0,t∥∥F−σ  C5(ε)‖Ψ
′
0,t‖F0
(1+ t)σ 
C6(ε)‖Ψ ′0,t‖Fσ
(1+ t)σ 
C7(ε)‖Ψ0‖Fσ
(1+ t)3/2 , t  1, (2.12)
since σ > 3/2.
Step (iv) It remains to estimate ζU0(t)Ψ ′0,t . Let χεt/2 be the characteristic function of the ball|x|  εt/2. We will use the same notation for the operator of multiplication by this characteristic
function. By (2.9), we have
ζU0(t)Ψ ′0,t = ζU0(t)χεt/2Ψ ′0,t . (2.13)
The matrix kernel of the operator ζU0(t)χεt/2 is equal to
U ′0(x− y, t) = ζ
(|x|/t)U0(x− y, t)χεt/2(y).
Since ζ(|x|/t) = 0 for |x| > εt/2 and χεt/2(y) = 0 for |y| > εt/2, the estimate (2.7) implies that
∣∣∂αx U ′0(x− y, t)∣∣ C(1+ t)−3/2, |α| 1, t  1. (2.14)
The norm of the operator ζU0(t)χεt/2 :Fσ →F−σ is equivalent to the norm of the operator
〈x〉−σ ζU0(t)χεt/2(y)〈y〉−σ :F0 →F0.
The norm of the latter operator does not exceed the sum in α, |α| 1, of the norms of operators
∂αx
[〈x〉−σ ζU0(t)χεt/2(y)〈y〉−σ ] : L2(R3)⊕ L2(R3)→ L2(R3)⊕ L2(R3). (2.15)
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their Hilbert–Schmidt norms do not exceed C(1+ t)−3/2. Hence, (2.13) and (2.8) imply that
∥∥ζU0(t)Ψ ′0,t∥∥F−σ  C(1+ t)−3/2∥∥Ψ ′0,t∥∥Fσ  C(1+ t)−3/2‖Ψ0‖Fσ , t  1. (2.16)
Finally, the estimates (2.16), (2.11) and (2.10) imply (2.4). 
2.2. Spectral properties
We state spectral properties of the free Klein–Gordon dynamical group U0(t) applying known re-
sults of [1,13] which concern the corresponding spectral properties of the free Schrödinger dynamical
group. For t > 0 and Ψ0 = Ψ (0) ∈ F0, the solution Ψ (t) to the free Klein–Gordon equation (2.2) ad-
mits the spectral Fourier–Laplace representation
θ(t)Ψ (t) = 1
2π i
∫
R
e−i(ω+iε)tR0(ω + iε)Ψ0 dω, t ∈ R, (2.17)
with any ε > 0 where θ(t) is the Heaviside function, R0(ω) = (H0 − ω)−1 for ω ∈ C+ :=
{ω ∈ C: Imω > 0} is the resolvent of the operator H0. The representation follows from the stationary
equation ωΨ˜+(ω) = H0Ψ˜+(ω) + iΨ0 for the Fourier–Laplace transform Ψ˜+(ω) :=
∫
R
θ(t)eiωtΨ (t)dt ,
ω ∈ C+ . The solution Ψ (t) is continuous bounded function of t ∈ R with the values in F0 by the
energy conservation for the free Klein–Gordon equation (2.2). Hence, Ψ˜+(ω) = −iR(ω)Ψ0 is analytic
function of ω ∈ C+ with the values in F0, and bounded for ω ∈ R + iε. Therefore, the integral (2.17)
converges in the sense of distributions of t ∈ R with the values in F0. Similarly to (2.17),
θ(−t)Ψ (t) = − 1
2π i
∫
R
e−i(ω−iε)tR0(ω − iε)Ψ0 dω, t ∈ R. (2.18)
The resolvent R0(ω) can be expressed in terms of the resolvent R0(ζ ) = (− − ζ )−1 of the free
Schrödinger operator
R0(ω) =
(
ωR0(ω2 −m2) iR0(ω2 −m2)
−i(1+ω2R0(ω2 −m2)) ωR0(ω2 −m2)
)
. (2.19)
The free Schrödinger resolvent R0(ζ ) is an integral operator with the integral kernel
R0(ζ, x− y) = exp
(
iζ 1/2|x− y|)/4π |x− y|, ζ ∈ C+, Im ζ 1/2 > 0. (2.20)
Deﬁnition 2.2. Denote by L(B1, B2) the Banach space of bounded linear operators from a Banach
space B1 to a Banach space B2.
The explicit formula (2.20) implies the properties of R0(ζ ) which are obtained in [13, Lemmas 2.1
and 2.2]:
(i) R0(ζ ) is analytic function of ζ ∈ C \ [0,∞) with the values in L(H−10 , H10).
(ii) For ζ > 0, the convergence holds R0(ζ ± iε) → R0(ζ ± i0) as ε → 0+ in L(H−1σ , H1−σ ) with
σ > 1/2.
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∥∥R0(ζ )∥∥L(H−1σ ,H1−σ ) =O(1), ζ → 0, σ > 1, (2.21)∥∥R(k)0 (ζ )∥∥L(H−1σ ,H1−σ ) =O(ζ 1/2−k), ζ → 0, σ > 1/2+ k, k = 1,2, . . . . (2.22)
Let us denote Γ := (−∞,−m)∪ (m,∞). Then the properties (i)–(iv) and (2.19) imply the following
lemma.
Lemma 2.3. (i) The resolventR0(ω) is analytic function of ω ∈ C \ Γ with the values in L(F0,F0).
(ii) For ω ∈ Γ , the convergence holds R0(ω ± iε) → R0(ω ± i0) as ε → 0+ in L(Fσ ,F−σ ) with
σ > 1/2.
(iii) The asymptotics of type (2.21), (2.22) hold for ω ∈ C \ Γ ,
∥∥R0(ω)∥∥L(Fσ ,F−σ ) =O(1), ω ±m → 0, σ > 1, (2.23)∥∥R(k)0 (ω)∥∥L(Fσ ,F−σ ) =O(|ω ±m|1/2−k), ω ±m → 0, σ > 1/2+ k, k = 1,2, . . . . (2.24)
Finally, we state the asymptotics of R0(ω) for large ω which follow from the corresponding
asymptotics of R0, given in Proposition A.1.
Lemma 2.4. The bounds hold
∥∥R(k)0 (ω)∥∥L(Fσ ,F−σ ) =O(1), |ω| → ∞, ω ∈ C \ Γ, (2.25)
with σ > 1/2+ k for k = 0,1,2, . . . .
Proof. The bounds follow from representation (2.19) for R0(ω) and asymptotics (A.1) for R0(ζ ) with
ζ =ω2 −m2. 
Corollary 2.5. For t ∈ R and Ψ0 ∈Fσ with σ > 1, the group U0(t) admits the integral representation
U0(t)Ψ0 = 1
2π i
∫
Γ
e−iωt
[R0(ω + i0)−R0(ω − i0)]Ψ0 dω (2.26)
where the integral converges in the sense of distributions of t ∈ R with the values in F−σ .
Proof. Summing up the representations (2.17) and (2.18), and sending ε → 0+, we obtain (2.26) by
the Cauchy theorem and Lemmas 2.3 and 2.4. 
Remark 2.6. The estimates (2.25) do not allow to obtain the decay (2.4) by partial integration in
(2.26). This is why we deduce the decay in Section 2.1 from explicit formulas (2.5) and (2.6).
3. Perturbed Klein–Gordon equation
To prove the long-time decay for the perturbed Klein–Gordon equation, we ﬁrst establish the spec-
tral properties of the generator.
A.I. Komech, E.A. Kopylova / J. Differential Equations 248 (2010) 501–520 5093.1. Spectral properties
According to [13, p. 589] and [23, formula (3.1)], let us introduce a generalized eigenspace M for
the perturbed Schrödinger operator H = −+ V :
M= {ψ ∈ H1−1/2−0: (1+ A0V )ψ = 0}
where A0 is the operator with the integral kernel 1/4π |x− y|. Below we assume that
M= 0. (3.1)
In [13, p. 591] the point λ = 0 is called then “regular point” for the Schrödinger operator H (it
corresponds to the “nonsingular case” in [23, Section 7]). The condition holds for generic potentials V
satisfying (1.4) (see [13, p. 589]).
Denote by R(ζ ) = (H − ζ )−1, ζ ∈ C \ R, the resolvent of the Schrödinger operator H .
Remark 3.1. (i) By [23, Theorem 7.2], the condition (3.1) is equivalent to the boundedness of the
resolvent R(ζ ) at ζ = 0 in the norm of L(H−1σ , H1−σ ) with a suitable σ > 0.
(ii) By Lemma 3.2 in [13], the condition (3.1) is equivalent to absence of nonzero solutions
ψ ∈ H1−σ , with σ  3/2, to the equation Hψ = 0.
(iii) N(H) ⊂ M where N(H) is the zero eigenspace of the operator H . The imbedding is obtained
in [13, Theorem 3.6]. The functions from M \ N(H) are called zero resonance functions. Hence, the
condition (3.1) means that λ = 0 is neither eigenvalue nor resonance for the operator H .
Let us collect the properties of R(ζ ) obtained in [1,13,23] under conditions (1.4) and (3.1):
R1. R(ζ ) is meromorphic function of ζ ∈ C \ [0,∞) with the values in L(H−10 , H10); the poles of
R(ζ ) are located at a ﬁnite set of eigenvalues ζ j < 0, j = 1, . . . ,N , of the operator H with the
corresponding eigenfunctions ψ1j (x), . . . ,ψ
κ j
j (x) ∈ H2s with any s ∈ R, where κ j is the multiplicity
of ζ j .
R2. For ζ > 0, the convergence holds R(ζ ± iε) → R(ζ ± i0) as ε → 0+ in L(H−1σ , H1−σ ) with σ > 1/2.
R3. The asymptotics hold for ζ ∈ C \ [0,∞),
∥∥R(ζ )∥∥L(H−1σ ,H1−σ ) =O(1), ζ → 0, σ > 1, (3.2)∥∥R(k)(ζ )∥∥L(H−1σ ,H1−σ ) =O(|ζ |1/2−k), ζ → 0, σ > 1/2+ k, k = 1,2. (3.3)
Remark 3.2. The asymptotics (3.3) is deduced in [13, Remark 6.7] from (2.21), (2.22), (3.2) and the
identities
R ′ = (1− RV )R ′0(1− V R), R ′′ =
[
(1− RV )R ′′0 − 2R ′V R ′0
]
(1− V R).
Further, the resolvent R(ω) = (H−ω)−1 can be expressed similarly to (2.19):
R(ω) =
(
ωR(ω2 −m2) iR(ω2 −m2)
−i(1+ω2R(ω2 −m2)) ωR(ω2 −m2)
)
. (3.4)
Hence, the properties R1–R3 imply the corresponding properties of R(ω):
Lemma 3.3. Let the potential V satisfy conditions (1.4) and (3.1). Then:
(i) R(ω) is meromorphic function of ω ∈ C \ Γ with the values in L(F0,F0).
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Σ = {ω±j = ±
√
m2 + ζ j, j = 1, . . . ,N
}
of eigenvalues of the operatorH with the corresponding eigenfunctions ( ψκj (x)
ω±j ψ
κ
j (x)
)
, κ = 1, . . . , κ j .
(iii) For ω ∈ Γ , the convergence holdsR(ω ± iε) →R(ω ± i0) as ε → 0+ in L(Fσ ,F−σ ) with σ > 1/2.
(iv) The asymptotics of type (2.23), (2.24) hold for ω ∈ C \ Γ ,
∥∥R(ω)∥∥L(Fσ ,F−σ ) =O(1), ω ±m → 0, σ > 1, (3.5)∥∥R(k)(ω)∥∥L(Fσ ,F−σ ) =O(|ω ±m|1/2−k), ω ±m → 0, σ > 1/2+ k, k = 1,2. (3.6)
Now we obtain the asymptotics of R(ζ ) and R(ω) for large ζ and ω.
Lemma 3.4. Let the potential V satisfy (1.4). Then for s = 0,1 and l = −1,0,1 with s + l ∈ {0;1}, we have
∥∥R(k)(ζ )∥∥L(Hsσ ,Hs+l−σ ) =O(|ζ |− 1−l+k2 ), ζ → ∞, ζ ∈ C \ [0,∞), (3.7)
with σ > 1/2+ k for k = 0,1,2.
Proof. The lemma follows from Proposition A.1 in Appendix A by the arguments from the proof of
Theorem 9.2 in [13], where the bounds are proved for s = 0 and l = 0,1. 
Hence (3.4) implies
Corollary 3.5. Let the potential V satisfy (1.4). Then the following bounds hold
∥∥R(k)(ω)∥∥L(Fσ ,F−σ ) =O(1), |ω| → ∞, ω ∈ C \ Γ, (3.8)
with σ > 1/2+ k for k = 0,1,2.
Finally, let us denote by V the matrix
V =
(
0 0
iV 0
)
. (3.9)
Then the vectorial equation (1.2) reads
iΨ˙ (t) = (H0 + V)Ψ (t) (3.10)
where H0 is deﬁned in (2.3). The resolvents R(ω), R0(ω) are related by the Born perturbation series
R(ω) =R0(ω)−R0(ω)VR0(ω)+R0(ω)VR0(ω)VR(ω), ω ∈ C \ [Γ ∪Σ], (3.11)
which follows by iteration of R(ω) = R0(ω) − R0(ω)VR(ω). An important role in (3.11) plays the
product W(ω) := VR0(ω)V . We obtain the asymptotics of W(ω) for large ω.
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following asymptotics hold
∥∥W(k)(ω)∥∥L(F−δ,Fδ) =O(|ω|−2), |ω| → ∞, ω ∈ C \ Γ. (3.12)
Proof. The asymptotics follow from the algebraic structure of the matrix
W(k)(ω) = VR(k)0 (ω)V =
(
0 0
−iV ∂kωR0(ω2 −m2)V 0
)
(3.13)
since (A.1) with s = 1 and l = −1 implies that
∥∥V R(k)0 (ζ )V f ∥∥H0δ  C∥∥R(k)0 (ζ )V f ∥∥H0δ−β =O(|ζ |−1− k2 )‖V f ‖H1β−δ =O(|ζ |−1− k2 )‖ f ‖H1−σ
since 1/2+ k < β − δ. 
3.2. Time decay
In this section we combine the spectral properties of the perturbed resolvent and time decay for
the unperturbed dynamics using the (ﬁnite) Born perturbation series. Our main result is the following.
Theorem 3.7. Let conditions (1.4) and (3.1) hold. Then
∥∥∥∥e−itH − ∑
ω J∈Σ
e−iω J t P J
∥∥∥∥L(Fσ ,F−σ ) =O
(|t|−3/2), t → ±∞, (3.14)
with σ > 5/2, where P J are the Riesz projectors onto the corresponding eigenspaces.
Proof. Step (i) Let us substitute the series (3.11) into the spectral representation of type (2.17) for the
solution to (1.1) with Ψ (0) = Ψ0 ∈ Fσ where σ > 3/2. Then Lemma 3.3 and asymptotics (3.5) and
(3.8) with k = 0 imply similarly to (2.26), that
Ψ (t)−
∑
ω J∈Σ
e−iω J t P JΨ0
= 1
2π i
∫
Γ
e−iωt
[R(ω + i0)−R(ω − i0)]Ψ0 dω
= 1
2π i
∫
Γ
e−iωt
[R0(ω + i0)−R0(ω − i0)]Ψ0 dω
+ 1
2π i
∫
Γ
e−iωt
[R0(ω + i0)VR0(ω + i0)−R0(ω − i0)VR0(ω − i0)]Ψ0 dω
+ 1
2π i
∫
Γ
e−iωt
[[R0VR0VR](ω + i0)− [R0VR0VR](ω − i0)]Ψ0 dω
= Ψ1(t)+Ψ2(t)+Ψ3(t), t ∈ R, (3.15)
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P JΨ0 := − 1
2π i
∫
|ω−ω J |=δ
R(ω)Ψ0 dω
with a small δ > 0. Further we analyze each term Ψk separately.
Step (ii) The ﬁrst term Ψ1(t) = U0(t)Ψ0 by (2.26). Hence, Proposition 2.1 implies that
∥∥Ψ1(t)∥∥F−σ  C‖Ψ0‖Fσ(1+ |t|)3/2 , t ∈ R, σ > 3/2. (3.16)
Step (iii) The second term Ψ2(t) can be rewritten as a convolution.
Lemma 3.8. The convolution representation holds
Ψ2(t) = i
t∫
0
U0(t − τ )VΨ1(τ )dτ , t ∈ R, (3.17)
where the integral converges in F−σ with σ > 3/2.
Proof. The term Ψ2(t) can be rewritten as
Ψ2(t) = 1
2π i
∫
R
[
e−iωtR0(ω + i0)VR0(ω + i0)− e−iωtR0(ω − i0)VR0(ω − i0)
]
Ψ0 dω. (3.18)
Let us denote
U±0 (t) := θ(±t)U0(t), Ψ±1 (t) := θ(±t)Ψ1(t), t ∈ R.
We know that R0(ω + i0)Ψ0 = iΨ˜+1 (ω), hence the ﬁrst term in the right-hand side of (3.18) reads
Ψ21(t) = 1
2π
∫
R
e−iωtR0(ω + i0)VΨ˜+1 (ω)dω
= 1
2π
∫
R
e−iωtR0(ω + i0)V
[ ∫
R
eiωτΨ+1 (τ )dτ
]
dω
= 1
2π
(i∂t + i)2
∫
R
e−iωt
(ω + i)2R0(ω + i0)V
[ ∫
R
eiωτΨ+1 (τ )dτ
]
dω. (3.19)
The last double integral converges in F−σ with σ > 3/2 by (3.16), Lemma 2.3(ii), and (2.25) with
k = 0. Hence, we can change the order of integration by the Fubini theorem. Then we obtain that
Ψ21(t) = i
∫
U+0 (t − τ )VΨ+1 (τ )dτ =
{
i
∫ t
0 U0(t − τ )VΨ1(τ )dτ , t > 0,
0, t < 0,
(3.20)R
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U+0 (t − τ ) =
1
2π i
(i∂t + i)2
∫
R
e−iω(t−τ )
(ω + i)2 R0(ω + i0)dω
by (2.17). Similarly, integrating the second term in the right-hand side of (3.18), we obtain
Ψ22(t) = i
∫
R
U−0 (t − τ )VΨ−1 (τ )dτ =
{
0, t > 0,
i
∫ t
0 U0(t − τ )VΨ1(τ )dτ , t < 0.
(3.21)
Now (3.17) follows since Ψ2(t) is the sum of two expressions (3.20) and (3.21). 
Further, let us consider σ ∈ (3/2, β/2]. Applying Proposition 2.1 to the integrand in (3.17), we
obtain that
∥∥U0(t − τ )VΨ1(τ )∥∥F−σ  C‖VΨ1(τ )‖Fσ(1+ |t − τ |)3/2  C1‖Ψ1(τ )‖F−σ(1+ |t − τ |)3/2  C2‖Ψ0‖Fσ(1+ |t − τ |)3/2(1+ |τ |)3/2 .
Therefore, integrating here in τ , we obtain by (3.17) that
∥∥Ψ2(t)∥∥F−σ  C‖Ψ0‖Fσ(1+ |t|)3/2 , t ∈ R, σ > 3/2. (3.22)
Step (iv) Finally, let us rewrite the last term in (3.15) as
Ψ3(t) = 1
2π i
∫
Γ
e−iωtN (ω)Ψ0 dω (3.23)
where N (ω) :=M(ω + i0)−M(ω − i0) for ω ∈ Γ , and
M(ω) :=R0(ω)VR0(ω)VR(ω) =R0(ω)W(ω)R(ω), ω ∈ C \ [Γ ∪Σ]. (3.24)
First, we obtain the asymptotics of N (ω) at the points ±m.
Lemma 3.9. (i) The following asymptotics hold∥∥N (ω)∥∥L(Fσ ,F−σ ) =O(|ω ∓m|1/2), ω → ±m, ω ∈ Γ, (3.25)
for σ > 3/2.
(ii) The asymptotics (3.25) can be differentiated twice:∥∥N ′(ω)∥∥L(Fσ ,F−σ ) =O(|ω ∓m|−1/2)∥∥N ′′(ω)∥∥L(Fσ ,F−σ ) =O(|ω ∓m|−3/2)
∣∣∣∣∣ ω → ±m, ω ∈ Γ, (3.26)
for σ > 5/2.
Proof. The lemma follows from the corresponding asymptotics (2.23), (2.24) and (3.5), (3.6) of the
resolvents R0 and R and their derivatives, and assumption (1.4) on the potential V (x). 
Second, we obtain the asymptotics of N (ω) and its derivatives for large ω.
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∥∥N (k)(ω)∥∥L(Fσ ,F−σ ) =O(|ω|−2), |ω| → ∞, ω ∈ Γ, (3.27)
with σ > 1/2+ k.
Proof. The asymptotics (3.27) follow from the asymptotics (2.25), (3.8) and (3.12) for R(k)0 (ω),
R(k)(ω) and W(k)(ω). For example, let us consider the case k = 2. Differentiating (3.24), we obtain
M′′ =R′′0WR+R0W ′′R+R0WR′′ + 2R′0W ′R+ 2R′0WR′ + 2R0W ′R′. (3.28)
For a ﬁxed σ > 5/2, let us choose δ ∈ (5/2, min{σ ,β − 1/2}). Then for the ﬁrst term in (3.28) we
obtain by (3.8) and (3.12)
∥∥R′′0(ω)W(ω)R(ω) f ∥∥F−σ  ∥∥R′′0(ω)W(ω)R(ω) f ∥∥F−δ  C∥∥W(ω)R(ω) f ∥∥Fδ
=O(|ω|−2)∥∥R(ω) f ∥∥F−δ =O(|ω|−2)‖ f ‖Fδ
=O(|ω|−2)‖ f ‖Fσ , |ω| → ∞, ω ∈ C \ Γ. (3.29)
Other terms can be estimated similarly choosing an appropriate value of δ. Namely, δ ∈ (1/2,
min{σ ,β − 5/2}) for the second term, δ ∈ (5/2,min{σ ,β − 1/2}) for the third, δ ∈ (3/2,min{σ ,β −
3/2}) for the forth and sixth terms, and σ ′ ∈ (3/2,min{σ ,β − 1/2}) for the ﬁfth term. 
Now we prove the desired decay of Ψ3(t) from (3.23) using methods [13]. Let us consider the
integral over (m,∞). The integral over (−∞,−m) can be dealt in the same way.
Let us split Ψ3(t) into the low and high energy components. We choose φ1(ω),φ2(ω) ∈ C∞0 (R)
where suppφ1 ⊂ [m/2,b] with suﬃciently large b > 0, and suppφ2 ⊂ [b − 1,∞), such that φ1(ω) +
φ2(ω) = 1 for ω ∈ [m,∞). Then (3.23) implies that Ψ3(t) = Ψ31(t)+Ψ32(t), where
Ψ31(t) = 1
2π i
b∫
m
e−iωtφ1(ω)N (ω)Ψ0 dω, Ψ32(t) = 1
2π i
∞∫
b−1
e−iωtφ2(ω)N (ω)Ψ0 dω.
By Lemma 3.9, we can apply to the Fourier integral Ψ31(t) the corresponding version of Lemma B.1
below with a = m, operator function F = φ1(ω)N (ω), and the Banach space B = L(Fσ ,F−σ ) with
σ > 5/2. Then we obtain that
∥∥Ψ31(t)∥∥F−σ  C‖Ψ0‖Fσ(1+ |t|)3/2 , t ∈ R. (3.30)
Further, suppφ2N ⊂ [b − 1,∞), and (φ2N )′′ ∈ L1(b − 1,∞;L(Fσ ,F−σ )) with σ > 5/2 by Lem-
ma 3.10. Hence, two times partial integration implies that
∥∥Ψ32(t)∥∥F−σ  C‖Ψ0‖Fσ(1+ |t|)2 , t ∈ R.
This completes the proof of Theorem 3.7. 
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Pc := 1−Pd, Pd =
∑
ω J∈Σ
P J . (3.31)
4. Application to the asymptotic completeness
We apply the obtained results to prove the asymptotic completeness by standard Cook’s argument.
Theorem 4.1. Let conditions (1.4) and (3.1) hold. Then:
(i) For solution to (1.2) with any initial function Ψ (0) ∈F0 , the following long-time asymptotics hold,
Ψ (t) =
∑
ω J∈Σ
e−iω J tΨ J + U0(t)Φ± + r±(t) (4.1)
where Ψ J are the corresponding eigenfunctions, Φ± ∈F0 are the scattering states, and
∥∥r±(t)∥∥F0 → 0, t → ±∞. (4.2)
(ii) Furthermore,
∥∥r±(t)∥∥F0 =O(|t|−1/2) (4.3)
if Ψ (0) ∈Fσ with σ ∈ (5/2, β].
Proof. Denote Xd := PdF0, Xc := PcF0. For Ψ (0) ∈ Xd the asymptotics (4.1) obviously hold with
Φ± = 0 and r±(t) = 0. Hence, it remains to prove for Ψ (0) ∈Xc the asymptotics
Ψ (t) = U0(t)Φ± + r±(t) (4.4)
with the remainder satisfying (4.2). Moreover, it suﬃces to prove the asymptotics (4.4), (4.3) for
Ψ0 ∈ Xc ∩Fσ with σ > 5/2 since the space Fσ is dense in F0, while the group U0(t) is unitary in
F0 after a suitable modiﬁcation of the norm. In this case Theorem 3.7 implies the decay
∥∥Ψ (t)∥∥F−σ  C(1+ |t|)−3/2∥∥Ψ (0)∥∥Fσ , t → ±∞. (4.5)
We also can assume β  σ .
The function Ψ (t) satisﬁes Eq. (3.10),
iΨ˙ (t) = (H0 + V)Ψ (t).
Hence, the corresponding Duhamel equation reads
Ψ (t) = U0(t)Ψ (0)+
t∫
0
U0(t − τ )VΨ (τ )dτ , t ∈ R. (4.6)
Let us rewrite (4.6) as
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[
Ψ (0)+
±∞∫
0
U0(−τ )VΨ (τ )dτ
]
−
±∞∫
t
U0(t − τ )VΨ (τ )dτ
= U0(t)Φ± + r±(t). (4.7)
It remains to prove that Φ± ∈F0 and (4.3) holds. Let us consider the sign “+” for the concreteness.
The “unitarity” of U0(t) in F0, the condition (1.4) and the decay (4.5) imply that
∞∫
0
∥∥U0(−τ )VΨ (τ )∥∥F0dτ  C
∞∫
0
∥∥VΨ (τ )∥∥F0 dτ  C2
∞∫
0
∥∥Ψ (τ )∥∥F−σ dτ
 C2
∞∫
0
(1+ τ )−3/2∥∥Ψ (0)∥∥Fσ dτ < ∞ (4.8)
since |V (x)| C ′〈x〉−β  C ′′〈x〉−σ . Hence, Φ+ ∈F0. The estimate (4.3) follows similarly. 
Remark 4.2. (i) The asymptotic completeness is proved by another methods in [20,27,34] for more
general Klein–Gordon equations with an external Maxwell ﬁeld.
(ii) A version of Theorem 4.1 using standard Lp spaces and Strichartz estimates, follows also
from [36]. Notice that the hypotheses in [36] can be relaxed to (1.4) by the methods of [9].
Appendix A. Decay of the free Schrödinger resolvent
We revise the Agmon–Jensen–Kato decay of the resolvent [1, (A.2′)], [13, (8.1)] for special case of
free Schrödinger equation in arbitrary dimension n 1.
Proposition A.1. For k = 0,1,2, . . . and σ > 1/2+ k the asymptotics hold
∥∥R(k)0 (ζ )∥∥L(Hsσ ,Hs+l−σ ) =O(|ζ |− 1−l+k2 ), |ζ | → ∞, ζ ∈ C \ [0,∞), s ∈ R, (A.1)
where l = −1,0,1,2 for k = 0, and l = −1,0,1 for k = 1,2, . . . .
We give a complete proof of the asymptotics (A.1) reﬁning the arguments in the proof of Theo-
rem A.1 from [1, Appendix A]. Namely, we deduce Proposition A.1 from the following two lemmas.
The ﬁrst lemma is well known (see [1, Lemma A.2], and [26, Lemma 4, p. 442]). Denote ∂ j = ∂∂x j .
Lemma A.2. For σ > 1/2, the following inequality holds for ψ ∈ C∞0 (Rn)
‖∂ jψ‖H0−σ  C(σ )
∥∥(+ ζ )ψ∥∥H0σ , ζ ∈ C. (A.2)
The second lemma is a reﬁnement, for special case of free Schrödinger equation, of Lemma A.3
from [1, Appendix A] which is proved for bounded |ζ |.
Lemma A.3. For any δ ∈ R and ψ ∈ C∞0 (Rn) the estimate holds
‖ψ‖Hlδ  C(s)|ζ |
− 1−l2
(∥∥(+ ζ )ψ∥∥H0δ +
n∑
j=1
∥∥∂ jψ(x)∥∥H0δ
)
, ζ ∈ C, |ζ | 1, l = 0,1. (A.3)
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[1, pp. 207–208]. For the proof we use the bound (cf. [1, formula (A.15′)])
(
1+ |ξ |l)2  C |ζ |−(1−l)(∣∣|ξ |2 − ζ ∣∣2 + |ξ |2), ξ ∈ Rn, |ζ | 1, l = 0,1. (A.4)
For l = 1 the bound is obvious. For l = 0 it reduces to a quadratic inequality for y = |ξ |2 − |ζ |−|ζ |
since then
∣∣|ξ |2 − ζ ∣∣2 + |ξ |2  ∣∣|ξ |2 − |ζ |∣∣2 + |ξ |2 = y2 + y + |ζ | min
y−|ζ |
(
y2 + y)+ |ζ | |ζ |
2
, |ζ | 1.
Finally, let us multiply both sides of (A.4) by |ψˆ(ξ)|2 and integrate over Rn . Then using Parseval’s
formula, we ﬁnd for |ζ | 1 that
∑
|α|l
∥∥Dαψ∥∥2  C ∫
Rn
(
1+ |ξ |l)2∣∣ψˆ(ξ)∣∣2dξ
 C1|ζ |−(1−l)
(∥∥(+ ζ )ψ∥∥2 + n∑
j=1
∥∥∂ jψ(x)∥∥2
)
.  (A.5)
Proof of Proposition A.1. It suﬃces to verify the case s = 0 since R0(ζ ) commutes with the operators
〈∇〉s with arbitrary s ∈ R.
Step (i) First, we prove (A.1) with k = 0 and l = 0,1 similarly to the proof of Theorem A.1 in
[1, p. 208]. Applying Lemma A.3 with δ = −σ , we obtain
‖ψ‖Hl−σ  C(σ )|ζ |
− 1−l2
(∥∥(+ ζ )ψ∥∥H0−σ +
n∑
j=1
‖∂ jψ‖H0−σ
)
, |ζ | 1, l = 0,1, (A.6)
for all ψ ∈ H2σ (Rn). On the other hand, Lemma A.2 implies that
n∑
j=1
‖∂ jψ‖H0−σ  C1(σ )
∥∥(+ ζ )ψ∥∥H0σ , j = 1, . . . ,n. (A.7)
Combining (A.6) and (A.7), we obtain
‖ψ‖Hl−σ  C(σ )|ζ |
− 1−l2 (∥∥(+ ζ )ψ∥∥H0−σ + C1(σ )∥∥(+ ζ )ψ∥∥H0σ ) C2(σ )|ζ |− 1−l2 ∥∥(+ ζ )ψ∥∥H0σ
and then (A.1) with k = 0 and l = 0,1 is proved.
Step (ii) Second, we prove (A.1) in the case k = 0 and l = −1. We use the identity R0(ζ ) = −(1 +
R0(ζ ))/ζ . The bound with l = 1 implies that ‖R0(ζ )‖L(H0σ ,H1−σ ) =O(1), hence ‖R0(ζ )‖L(H0σ ,H−1−σ ) =O(1). Therefore
∥∥R0(ζ )∥∥L(H0σ ,H−1−σ ) = ∥∥(1+R0(ζ ))/ζ∥∥L(H0σ ,H−1−σ ) =O(|ζ |−1).
Step (iii) Third, we prove (A.1) in the case k = 0 and l = 2. Using the identity (1 − )R0(ζ ) =
1+ (1+ ζ )R0(ζ ), we obtain
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= 1+O(|ζ |)∥∥R0(ζ )∥∥L(H0σ ,H0−σ ) =O(|ζ |1/2). (A.8)
Step (iv) Finally, we consider the case k  1. The asymptotics (A.1) with k = 1 follow from the
asymptotics (A.1) with k = 0 and the Lavine-type identity [13, (8.2)]
ζ R ′0(ζ ) = −R0(ζ )+
1
2
[
x · ∇, R0(ζ )
]
, ζ ∈ C \ [0,∞) (A.9)
(where [·,·] stands for the commutator) since
x ∈ L(Hsσ , Hsσ−1), ∇ ∈ L(Hsσ , Hs−1σ ).
For k 2 the asymptotics (A.1) follow by induction from the recurrent relation [13, (8.5)]
2ζ R(k)0 (ζ ) = −(2k − 3)R(k−1)0 (ζ )−
1
2
[
x,
[
x, R(k−2)0 (ζ )
]]
. 
Appendix B. The Jensen–Kato lemma
We prove a lemma concerning the decay of the Fourier integrals which we have used in (3.30).
The lemma is a special case of [13, Lemma 10.2], and our proof is a streamlined version of the proof
from [13]. Let B denote a Banach space with the norm ‖ · ‖, and b > a.
Lemma B.1. Let F ∈ C(a,b;B) satisfy
F (a) = F (b) = 0, F ′′ ∈ L1(δ,b;B), ∀δ > 0,∥∥F ′′(ω)∥∥=O(|ω − a|−3/2), ω → a. (B.1)
Then
b∫
a
e−itω F (ω)dω =O(t−3/2), t → ∞. (B.2)
Proof. Extending F by F (ω) = 0 for ω < a and for ω > b, we obtain a continuous function F on
(−∞,∞) with F ′ ∈ L1(−∞,∞;B). Using Zygmund’s trick [37, formula (4.2), p. 45], we obtain
∞∫
−∞
F ′(ω)e−itω dω = −1
2
∞∫
−∞
(
F ′
(
ω + π
t
)
− F ′(ω)
)
e−itω dω.
Furthermore, the conditions (B.1) imply that
∞∫
−∞
∥∥∥∥F ′
(
ω + π
t
)
− F ′(ω)
∥∥∥∥dω =
a+π/t∫
−∞
. . .+
∞∫
a+π/t
. . .
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a+2π/t∫
a
∥∥F ′(ω)∥∥dω +
∞∫
a+π/t
dω
ω+π/t∫
ω
∥∥F ′′(ν)∥∥dν
=O(t−1/2)+ π
t
∞∫
a+π/t
∥∥F ′′(ν)∥∥dν =O(t−1/2).
Hence, (B.2) follows. 
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