The interaction among multiple microbial strains affects the spread of infectious diseases and the efficacy of interventions. Genomic tools have made it increasingly easy to observe pathogenic strains diversity, but the best interpretation of such diversity has remained difficult because of relationships with host and environmental factors. Here, we focus on host-to-host contact behavior and study how it changes populations of pathogens in a minimal model of multi-strain interaction. We simulated a population of identical strains competing by mutual exclusion and spreading on a dynamical network of hosts according to a stochastic susceptible-infectious-susceptible model. We computed ecological indicators of diversity and dominance in strain populations for a collection of networks illustrating various properties found in real-world examples. Heterogeneities in the number of contacts among hosts were found to reduce diversity and increase dominance by making the repartition of strains among infected hosts more uneven, while strong community structure among hosts increased strain diversity. We found that the introduction of strains associated with hosts entering and leaving the system led to the highest pathogenic richness at intermediate turnover levels. These results were finally illustrated using the spread of Staphylococcus aureus in a long-term health-care facility where close proximity interactions and strain carriage were collected simultaneously. We found that network structural and temporal properties could account for a large part of the variability observed in strain diversity. These results show how stochasticity and network structure affect the population ecology of pathogens and warns against interpreting observations as unambiguous evidence of epidemiological differences between strains.
Introduction

1
Interactions between strains of the same pathogen play a central role in how they 2 spread in host populations. [1] [2] [3] [4] [5] [6] [7] . In Streptococcus pneumoniae and Staphylococcus 3 aureus, for instance, several dozen strains can be characterized for which differences in 4 transmissibility, virulence and duration of colonization have been reported in some 5 cases [8, 9] . Strain diversity may also affect the efficacy of prophylactic control measures 6 such as vaccination or treatment. Indeed, strains may be associated with different 7 antibiotic resistance profiles [3, 5, 10, 11] , and developed vaccines may only target a 8 subset of strains [2, 3, 12] . With the increasing availability of genotypic information, it 9 has become easy to describe the ecology of population of pathogens and to monitor 10 patterns of extinction and dominance of pathogen variants [13] [14] [15] [16] [17] . However, the 11 reasons for multi-strain coexistence patterns (e.g. coexistence between resistant and 12 sensitive strains) or dominance of certain strains (e.g. in response to the selection 13 pressure induced by treatment and preventive measures) remain elusive. One may 14 invoke selection due to different pathogen characteristics, but also environmental and 15 host population characteristics, leading to differences in host behavior, settings and 16 spatial structure may affect the ecology of strains [14] [15] [16] [17] [18] [19] . In particular, 17 human-to-human contacts play a central role in infectious disease transmission [20] . 18 This is increasingly well described thanks to extensive high-resolution data -including 19 mobility patterns [21] [22] [23] , sexual encounters [24] , close proximity interactions in 20 schools [25, 26] , workplaces [27] , hospitals [16, [28] [29] [30] [31] , etc.-, that enable basing 21 epidemiological assessment on contact data with real-life complexity [32, 33] . For 22 instance, the frequency of contacts can be highly heterogeneous leading more active 23 individuals to be at once more vulnerable to infections and acting as super-spreaders 24 after infection [24, [33] [34] [35] . Organizational structure of certain settings (school classes, 25 hospital wards, etc.) and other spatial proximity constraints lead to the formation of 26 communities that can delay epidemic spread [36, 37] . Individual turnover in the host 27 population is also described as a key factor in controlling an epidemic [20, 38] . It is likely 28 that, since they impact the spread of single pathogens, the same characteristics could 29 affect the dynamics in multi-strain populations. It was shown, indeed, that network 30 structure impacts transmission with two interacting strains [39] [40] [41] [42] [43] [44] [45] [46] , the evolution of 31 epidemiological traits [47] [48] [49] and the effect of cross-immunity [50, 51] . Yet in these 32 cases, complex biological mechanisms -such as mutation, variations in transmissibility 33 and infectious period, cross immunity -were used to differentiate between pathogens, 34 thereby making the role of network characteristics difficult to assess in its own right. 35 For this reason, we focused on the dynamical pattern of human contacts and 36 examined whether it contributes to shaping the population ecology of interacting strains 37 under minimal epidemiological assumptions regarding transmission. We described a 38 neutral situation where all strains have the same epidemiological traits and compete via 39 mutual exclusion (concurrent infection with multiple strains is assumed to be 40 impossible) in a Susceptible-Infected-Susceptible (SIS) framework. We studied the 41 
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2/20 spread of pathogens in a host population during a limited time window, disregarding 42 long-term evolution dynamics of pathogens. More precisely, new strains were introduced 43 through host turnover rather than de novo mutation or recombination in pathogens. We 44 quantified the effect of network properties on the ecological diversity in strain 45 populations with richness and dominance indicators. We assessed in turn heterogeneities 46 in contact frequency, community structure and host turnover by comparing simulation 47 results obtained with network models exhibiting a specific feature. We then interpreted 48 S. aureus carriage in patients of a long-term care facility in the light of these results.
49
Results
50
Effects of contact heterogeneity 51 We simulated the stochastic spread of multiple strains on a dynamical contact network 52 of individuals (nodes of the network). Individuals can be either susceptible or infected 53 with a single strain at a given time, and, for each strain, and µ indicate the 54 transmission and the recovery probability respectively. We assumed continuous turnover 55 of individuals, who enter the system with probability in , and associated injection of 56 previously unseen strains, carried by incoming individuals with probability p s . In order 57 to probe the effect of contact heterogeneity on strain ecology we compared a 58 homogeneous model (HOM) in which all nodes have the same activity potential, i.e.
59
they have equal rate of activation to establish contacts, with a heterogeneous model
60
(HET) where the average activity potential is the same, but the rate of activation is 61 heterogeneous across individuals [34] . Then, for each network model we characterized 62 the structure of pathogen population at the equilibrium through ecological diversity 63 measures, including species richness and evenness/dominance indices [52, 53] .
64
We show sample epidemic trajectories in Fig 1A and average quantities in panels heterogeneities lower the transmissibility threshold above which total prevalence is 68 significantly above zero, thus allowing the spread of pathogens with low-transmissibility. 69 At the same time, however, heterogeneities hamper the epidemic spread when is large, 70 reducing the equilibrium prevalence [35] . Fig 1 shows that richness (i.e. the number of 71 distinct strains co-circulating) is not linked to the prevalence in a straightforward way. 72 For sufficiently large , the reduction in richness of HET with respect to HOM is 73 important even for the case with mild contact heterogeneity, when prevalence is barely 74 affected (Fig 1C) . The scaling between prevalence and richness is not linear as varies 75 ( Fig 1D) , and the relation between the two quantities varies appreciably among contact 76 networks. In correspondence of a fixed value of prevalence, heterogeneous networks have 77 lower richness -e.g. a prevalence value of 250 corresponds to 21% lower richness in HET 78 with respect to HOM, as highlighted in Fig 1D . This fact can be explained by the 79 balance between injection of new strains and extinction of already circulating ones. The 80 extinction of a stochastic SIS process is certain, being the disease-free state the unique 81 absorbing state. When multiple SIS processes spread on the same network, the 82 persistence time of a single process is short, in the sense that it scales linearly with the 83 size of the system [54] (in contrast to the lifetime of a single SIS process which scales 84 exponentially with the size of the system when is above the threshold value [55] ).
85
Here we find that network heterogeneity shortens the persistence time of a strain (see number of contacts get infected more frequently [35] . Strains introduced by low-activity 88 nodes are likely to be surrounded by nodes already infected, thus limiting transmission. 89 As a consequence they encounter extinction more easily. In other words, contact heterogeneities strengthen the competition induced by mutual exclusion.
91
The presence of hubs not only reduces richness for sufficiently large , but affects 92 more profoundly the distribution of strains' abundances, i.e. the strain-specific 93 prevalence, leading to stronger fluctuations (Fig 2A) . If on one hand hubs accelerate the 94 extinction of certain strains, on the other hand they act as super-spreaders and amplify 95 originating from an external source, as it can happen in real cases. The plot of Fig S3 108 shows the same qualitative behavior described here.
109
Effect of community structure
110
We considered a community model (COM) with n C communities in which all nodes are 111 as active as in HOM, but direct a fraction p IN of their links within their community 112 and the rest to nodes in the remaining n C 1 communities. The closer p IN is to 1, the 113 stronger the repartition in communities.
114 Fig 3A ,B shows that a network with communities displays a higher richness for large 115 ; even when community structure barely affects prevalence (Fig 3B) . However, the larger values of , instead, increased competition levels induced higher dominance levels. 126 The increase in strain diversity is due to the reduced competition among strains strains may spend the majority of time within the community they were injected in,
129
thus avoiding strains injected in other communities. Fig 3D confirms optimal value of ⌧ decreases as increases. This behavior can be explained by looking 152 at the balance between injection and extinction that determines the equilibrium value of 153 richness,N S . This reads [58] : where in p s is the rate at which new strains are introduced and T pers is the average 155 persistence time of a strain. The trade-off between injection and extinction appears as 156 the ratio between the two time scales, T pers and ⌧ . In the limit ⌧ ! 0 the spread plays 157 no role, even for high . As ⌧ increases, newly introduced infectious seeds have a higher 158 probability to spread, thus the average extinction time initially increases super-linearly 159 with ⌧ (see Fig S4 in the Supplementary Information) resulting in an increase of 160 richness. However, past a certain value of ⌧ , T pers does not grow super-linearly anymore, 161 thus a further increase in ⌧ is detrimental for pathogen diversity because it is associated 162 to fewer introductions. This general behavior was not altered by the accounting for We derive an approximate formula for T pers considering an emerging strain 165 competing with a single effective strain formed by all other strains grouped together. We conclude by analyzing the real-case example of the S. aureus spread in a hospital 178 setting [10, 59] . We used close-proximity-interaction (CPI) data recorded in a long-term 179 health-care facility during 4 months by the i-Bird study [16, 28, 31] . These describe a 180 high-resolution dynamical network, whose complex structure reflects the hospital 181 organization, the subdivision in wards and the admission and discharge of patients [60] . 182 Together with the measurements of contacts, weekly nasal swabs were done to monitor 183 the S. aureus carriage status of the participants and identify the spa-type and the 184 antibiotic resistance profile of the colonizing strains.
185
The modeling framework considered here well applies to this case. The SIS model is 186 widely adopted for modeling the S. aureus colonization [62, 63] , and the assumption of 187 mutual exclusion is made by the majority of works to model the high level of 188 cross-protection recognized by both epidemiological and microbiological studies [64, 65] . 189 The dynamic CPI network was previously shown to be associated with paths of strain 190 propagation [16] . Consistently, we assumed that transmission is mediated by network The shaded areas indicate the average plus/minus the standard deviation obtained from 1000 stochastic runs. For each network, parameter values are the ones that reproduce empirical prevalence and richness. Duration of colonization is assumed here to be 35 days [61] . Alternative values of this parameter led to same qualitative results (Fig S6) .
we argue that contact heterogeneities, along with the other properties of the contact 219 network, contribute to the increased dominance of certain strains. 
237
The presence of communities causes the separation of strains and mitigates the effect 238 of competition thus enhancing co-existence. A similar behavior was already pointed out 239 for the spread of S. pneumoniae, as induced by age assortativity [66] , for the case of S. 240 aureus where distinct settings were considered [62] , and for a population of antigenic 241 distinct strains in presence of cross-immunity [51] . We found that the impact of 242 community structure is not so strong, and it is likely minor when individuals of different 243 communities have frequent contacts. No appreciable variation was observed, indeed, for 244 p IN = 0.78, chosen to match the inter-ward coupling of the hospital CPIs network.
245
Similar results can be expected for school classes or workplace departments presenting a 246 similar level of community mixing. The effect on richness becomes appreciable for low 247 community coupling (e.g. p IN = 0.99 in Fig 3) . This is consistent with a certain degree 248 of diversity observed among strain belonging to separated communities, as it is the case 249 of different hospitals [15] .
250
Eventually, the analysis of turnover of individuals revealed major effects on strain 251 diversity, when this mechanism is also the main responsible for the introduction of insights for the spread of bacterial infections in transmission settings, such as hospitals 258 or farms, that are of particular relevance for the spread of antimicrobial resistance and 259 that are characterized by a rapid host turnover [15, 31, 67] . For the case of hospitals, for 260 instance, they suggest that variations in patients' length of stay, as induced by a change 261 of policy, could have appreciable effects on the population structure of nosocomial 262 pathogens.
263
We adopted a neutral model to better disentangle the relative role of the different 264 network properties. A wide disease-ecology literature addressed the consequences of 265 neutral hypotheses on multi-strain balance in order to provide a benchmark for 266 interpreting the observed co-existence patterns and gauging the effect of selective forces 267 potentially at play [11, 18, 68, 69] . Many of these works addressed, for instance, the 268 co-existence between susceptible and resistant strains of S. pneumoniae [11, 68] .
269
However, this assumption was rarely adopted in network models, that consider for the 270 majority strains with different epidemiological traits with the aim of describing 271 pathogen selection and evolution [47] [48] [49] 70] . Strains were assumed to have the same 272 infection parameters in [50, 51] , where the role of community structure and clustering correlations.
286
As a case study, we analyzed the spread of S. aureus in a hospital taking advantage 287 of the simultaneous availability of contact and carriage information [16] . The temporal 288 and topological features of the network lead to a lower prevalence and richness with show that this element may be critical also for understanding the population ecology of 299 the bacterium. It is important to note however that, while the realistic network 300 provides results that are closer to the data, this ingredient explains only part of the 301 heterogeneity observed in the abundance. This shows that the contact network is a 302 relevant factor, but other factors should be considered as well. The approach used here 303 is intentionally simplified, as we focused on the main dynamical consequences of the 304 contact network. Clearly, more detailed models can be designed to reproduce more 305 closely the data. A certain degree of variation in the epidemiological traits could be at 306 play, as for example the fitness cost of resistance [8] . Role of hosts in the network (e.g. 307 patients vs. health-care workers), and heterogeneities in health conditions, antibiotic 308 treatment and hygiene practices are also known to affect duration of carriage and 309 chance of transmission [16, 28, 31, 61] . Eventually, we must consider that the comparison 310 of model output with carriage data is also affected by the limitation of the dataset itself, 311 already described in [16] . In particular, the weekly swabs may leave transient 312 colonization undetected. Moreover, while the relevance of CPIs as proxies for 313 epidemiological links has been demonstrated [16] , the transmission through the 314 environment (e.g. in the form of fomites) is also possible.
315
The understanding provided here can be relevant for other population settings, 316 temporal scales and geographical levels. In addition, the modeling framework could be 317 applied to pathogens other than S. aureus, such as human papillomavirus, S.
318
pneumoniae and Neisseria meningitidis, for which the strong interest in the study of the 319 strain ecology is justified by the public health need for understanding and anticipating 320 trends in antibiotic resistance, or the long-term effect of vaccination [1, 2, 4, 5] . With this 321 respect, if the simple framework introduced here increases our theoretical 322 comprehension of the multi-strain dynamics, more tailored models may become 323 necessary according to the specific case. In particular, we have considered complete 324 mutual exclusion as the only mechanism for competition. In reality, a secondary 325 inoculation in a host that is already a carrier may give raise to alternative outcomes, 326 such as co-infection or replacement [71] . In addition infection or carriage may confer a 327
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11/20 certain level of long-lasting strain-specific protection and/or a short-duration 328 transcendent immunity [11, 50] . Eventually mechanisms of mutation and/or 329 recombination are at play and their inclusion into the model can be important 330 according to the time scale of interest.
331
Materials and methods
332
Network models
333
For all the network models considered, the stochastic generative algorithms return a 334 sequence of time-stamped networks and share a similar general scheme: 
344
The generative models considered in this work are:
345
HOM: in this model each node has the same probability a H to be active during each 346 time step. Stubs are matched completely at random in order to form links. We discard 347 eventual self-links and multiple-links that may occur during the matching procedure.
348
HET: here each node has its own activation probability a i , drawn from a power-law q s > 0 was considered in the Supplementary Information. In the hospital case study p s 390 was set to 0.079 (directly estimated from the data), while q s was explored.
391
In the theoretical analysis parameters were set, in the majority of cases, to match 392 the hospital case study -e.g value of p s , average number of nodesV , average activation 393 rateā, number of communities (n C ), etc. profile. We considered carriage data obtained from nasal swabs dismissing other body 400 areas since the anterior nares represent the most important niche for S. aureus [74] .
401
Ecological measures and other indicators 402 We described strain population diversity through standard ecological indicators. The 403 abundance of a strain i, N i , is the strain-associated prevalence. From this quantity we 404 computed the abundance distribution, being the frequency of strains with abundance N . 405 The Berger-Parker index is the relative abundance of the dominant strain, i.e.
407
To analyze repartition of strains across communities we use the Inverse Participation 408 Ration (IP R) [57] . Given a vectorṽ with elements {v i } l i=1 , all within [0, 1], the IPR is 409 given by:
If all the components are of the order (l 1 ) then the IP R is small. In order to estimate the value of the length of stay maximizing the average richness for 419 a given value of when the contact structure is given by the HOM network we consider 420 a homogeneous mixing version of our system.
421
Due to Eq (1) the calculation of the average richness reduces to the calculation of the 422 average persistence time. In order to estimate such quantity we focus on a particular 423 strain, labelled as "strain A", which is injected at t = 0 and we group all other strains 424 under the label "strain B". We are allowed to do so because all strains have identical 425 parameters. We therefore reduce our initial, multi-strain problem, to a two-strain 426 problem. Since all new strains that will be injected after t = 0 will be labeled as strain 427 B, it is clear that A is doomed to extinction since there exists an infinite reservoir of B. 428 The average time to extinction is therefore the average time to extinction of strain A.
429
Since HOM network realizes quite well homogeneous mixing conditions we regard 
Where 0 = k . The various terms represent contributions due to infection, recovery, 435 admission and discharge of nodes. In order to obtain some approximate solution to this 436 equation we assume that the average number of individuals m + n + s and the total 437 prevalence m + n do not fluctuate in time and are therefore equal toV and i(1)V 438 respectively, where i(1) is given by:
After performing the Van-Kampen size expansion we are left with a Fokker-Planck 440 equation for the density of A f (x = m V ) = P (m):
where D 1 = 0 (1 i(1)) x µ and D 2 = 0 (1 i(1)) x + µ + are the so-called 442 drift and diffusion coefficients respectively.
443
According to the theory of stochastic processes [75] the average extinction time 
where Ei(x) is the exponential integral function and E is Euler-Mascheroni constant. 448 When a new strain is introduced its prevalence is just 1, therefore we estimate the 449 average extinction time using T pers (x 0 =V 1 ).
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