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Introduzione
All’avanzare della fisica le sue frontiere si espandono; una delle frontiere in
cui l’esplorazione e` ancora attiva e` lo studio della materia in condizioni di
densita` o temperatura estrema. Analisi sperimentali e studi teorici han-
no mostrato l’esistenza di diverse transizioni di fasi, lasciando intuire un
diagramma di fase, nella densita` e nella temperatura, tutt’altro che banale.
I dati riguardanti queste transizioni sono per ora molto difficili da ot-
tenere: i dati sperimentali possono essere ricavati dallo studio delle stelle
compatte o dagli esperimenti sugli acceleratori di ioni pesanti ad altissime
energie, ma non sono molti, e riguardano solo alcuni punti del diagramma;
altri dati possono essere ricavati tramite simulazioni numeriche su reticolo,
queste simulazioni funzionano bene a densita` nulle, ma quando quest’ultima
viene fissata a valori diversi da zero i metodi messi a punto finora diventano
computazionalmente proibitivi.
Questa difficolta` di ottenere i dati fa s`ı che la conoscenza che abbiamo di
questo diagramma sia ancora frammentata: sappiamo che in certe condizioni
di temperatura avviene il deconfinamento della simmetria di colore o che
avviene la restorazione della simmetria chirale, sappiamo che a certe densita`
di materia e` presente il fenomeno della superconduttivita` di colore, ma non
conosciamo esattemente ne´ le condizioni in cui avvengono questi fenomeni
ne` le modalita`.
Queste premesse fanno capire che al momento attuale non e` facile portare
avanti la ricerca in questo settore, e si propongono sostanzialmente due linee
di pensiero: confrontarsi in maniera diretta col problema e cercarlo di risol-
verlo per via analitica o numerica che sia (per quanto difficile sia) o prendere
il problema alla larga, studiando delle teorie che hanno alcune caratteristi-
che in comune con quella di interesse ma sono piu` facilmente investigabili
(toy model), e cercando successivamente di fare uso delle conoscenze messe
a punto per capire il problema originale.
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Questo lavoro segue la seconda teoria di pensiero. Il toy model che verra`
studiato e` la cromodinamica quantistica (QCD) con fermioni nella rappre-
sentazione aggiunta della simmetria di colore. Il motivo che principalmente
rende interessante lo studio di questa teoria e` che non si incontra il problema
che invalidava le analisi numeriche su reticolo a densita` non nulla, anche se
si pensa possa essere interessante anche per capire il rapporto tra la tran-
sizione di deconfinamento e quella di restorazione della simmetria chirale.
Il problema che siamo interessati a studiare e` quello di costruire una teoria
effettiva per descrivere la transizione chirale a temperatura finita e capire se
quest’ultima e` una transizione di prima o di seconda specie.
Il risultato che otterremo e` che la transizione chirale e` una transizione
di prima specie.
Lo schema del lavoro e` il seguente.
• Il primo capitolo conterra` la parte introduttiva sulle problematiche e
sugli strumenti: verra` introdotto il problema delle transizioni chirali,
e delle transizioni a temperatura finita in generale; poi si spieghera`
come mai si studia la QCD con fermioni nell’aggiunta e si scrivera` una
teoria effettiva per il condensato di diquark.
• Il secondo capitolo conterra` la parte originale del lavoro: verra` fatta
un’analisi del gruppo di rinormalizzazione della teoria, primo il calcolo
ad un loop, e poi un’estensione a 5 loop del calcolo precedente nel caso
di anomalia trascurabile.Lo schema usato e` quello della sottrazione
minimale (MS) senza varepsilon-expansion. I dati a 5 loop verranno
analizzati tramite resommazione di Pade´-Borel.
Le appendici contengono dei calcoli specifici usati nel secondo capitolo.
Capitolo 1
Teorie QCD like e teorie
effettive
1.1 Un po’ di QCD
La cromodinamica quantistica e` la teoria di gauge che descrive le interazioni
forti; le particelle fondamentali sono i quark (fermioni di dirac di spin 12),
che sono i campi di materia, e i gluoni (bosoni di spin 1), che sono il campo
di gauge della teoria. I campi spinoriali dei quark sono caratterizzati, oltre
che dagli indici di Dirac, anche da un indice di sapore (o flavour) e uno di
colore. Si indica con Nf il numero di sapori possibili e con Nc il numero di
colori. La simmetria di gauge della teoria e` SU(Nc).
La lagrangiana di una teoria s`ı fatta e`:
L = −1
4
F aµν(x)F
aµν(x) + ψ(x) (iγµDµ −M)ψ(x)
dove il primo termine e` il tensore di curvatura, ed e` funzione dei soli campi
di gauge (a e` l’indice di gauge)1:
F aµν ≡ ∂µAaν − ∂νAaµ + gfabcAµb(x)Acν(x)
dove il termine Dµ e` invece la covariata derivante definita da
Dµ ≡ ∂µ − igtaA
1Gli fabc sono le costanti di struttura del gruppo definite da [ta, tb] = ifabct
c, dove i
ta sono i generatori del gruppo di gauge. Queste ultime possono essere scelte in forma
hermitiana Nc × Nc a traccia nulla, e con normalizzazione Tr tatb = 12 δab.Con g viene
indicata la costante di accoppiamento.
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La matrice M e` la matrice di massa, essa e` invariante rispetto alle simmetrie
di gauge e di lorentz, e nel modello semplice di sola QCD (priva cioe´ di altre
interazioni) puo` essere scelta diagonale negli indici di flavour senza perdere di
generalita`2. Nel caso in cui la matrice di massa sia proporzionale all’identita`
la teoria acquista una simmetria globale U(Nf ).
In natura sono presenti quark di 6 differenti flavour (up, down, strange,
charm, bottom e top) e di 3 colori diversi. I quark sono descritti da una
rappresentazione fondamentale del gruppo di gauge, e i bosoni invece da una
rappresentazione aggiunta3:
ψ(x) → eigtaεa(x)ψ(x)
Aaµ →
(
eigt
A
α ε
α(x)
)α
β
Aβµ + ∂µε
α
In alcuni casi puo` essere utile considerare anche teorie realistiche con un
numero minore di quark, per esempio per descrivere solo interazione a bassa
energia posso trascurare il contributo dei quark piu` pesanti e considerare
solo up e down. Ha senso quindi considerare teorie con Nf generico. Per
altri motivi puo` essere interessante anche lo studio di teorie con Nc generico.
Come prima avevo accennato, nel caso in cui la matrice di massa sia
diagonale c’e` un’ulteriore simmetria globale
ψ(x) → eiθaV τaψ(x)
cioe´ i fermioni sono invarianti sotto una U(Nf ) globale e sono in una rap-
presentazione fondamentale di questo gruppo di simmetria. L’indice V sta
ad indicare che la corrente e` di tipo vettoriale, in contrapposizione alla cor-
rente assiale che verra` introdotta dopo. In questo caso si puo` scrivere la
lagrangiana come:
L = −1
4
F aµν(x)F
aµν(x) +
Nf∑
f=1
(
ψf iγνDνψf +mqψfψf
)
2Questa scelta puo` non essere conveniente, per esempio abitualmente non viene fatta
nel modello standard.
3I generatori dell’aggiunta sono “
t
A
α
”
βγ
≡ −ifαβγ
1.2. ROTTURA DI SIMMETRIA CHIRALE, UN’INTRODUZIONE STORICA3
Si puo` decomporre il gruppo U(Nf ) → UB(1) ⊗ SU(Nf ) dove UB(1) e` il
sottogruppo generato dall’identita`, la cui carica associata conservata e` per
l’appunto il numero barionico.
Nel caso di fermioni di Dirac a massa nulla, esiste, apparentemente,
un’altra simmetria:
ψ(x) → eiθαV τα+iγ5θαAταψ(x)
Apparentemente il gruppo di simmetria diventerebbe un UV (Nf )⊗UA(Nf ).
In realta` questa simmetria e` presente nella lagrangiana solo a livello classico;
essa non e` presente nella teoria quantistica in quanto rotta da effetti non
perturbativi. Quello che si ottiene e` (per una trattazione cfr. [Wei96])
UV (Nf )⊗ UA(Nf ) = UB(1)⊗UA(1)⊗ SUV (Nf )⊗ SUA(Nf ) →
→ ZA(Nf )⊗ UB(1)⊗SUV (Nf )⊗ SUA(Nf )
(1.1)
1.2 Rottura di simmetria chirale, un’introduzione
storica
Tra la fine degli anni ’50 e l’inizio degli anni ’60 prese piede l’idea della rottu-
ra spontanea di simmetria chirale per spiegare la fisica dei pioni. Il discorso
ebbe inizio nel 1957 quando Goldberger e Treiman ricavarono l’omonima
legge che metteva in relazione i decadimenti elettrodeboli del pione con lo
scattering pione-nucleone. Una spiegazione di questo fenomeno fu presenta-
ta solo nel ’62 in un lavoro di Nambu e Jona-Lasinio, in cui proposero che
la presenza di bosoni massless o quasi massless fosse sintomo di una rot-
tura spontanea di simmetria. Quasi contemporaneamente (’61) Goldstone
proponeva la congettura secondo cui la rottura spontanea di una simmetria
globale genera sempre dei bosoni massless, congettura che fu provata l’an-
no successivo da Goldstone, Salam e Weinberg. Qualche anno dopo questo
teorema fu anche dimostrato con un’impostazione puramente assiomatica4.
Sempre nei primi anni ’60, in seguito ai lavori di Gell-Mann e Ne’eman,
prese piede l’idea di estendere la simmetria di SU(2) di isospin ad una sim-
metria piu` grande, ma meno esatta, e di raggruppare quindi i barioni e i
mesoni noti secondo rappresentazioni irriducibili di questo SU(3). Dopo il
successo della rottura spontanea di simmetria SU(2) ⊗ SU(2) chirale, fu
naturale supporre che le interazioni forti fossero invarianti rispetto ad una
4Per una dimostrazione si veda [Swi70] e le referenze presenti.
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simmetria approssimata SU(3)⊗SU(3) rotta spontaneamente al sottogrup-
po SU(3) di Gell-Mann e Ne’eman. Il successo di questa teoria fu confermato
dalla predizione dell’esistenza e della massa del mesone pseudoscalare η. Fu-
rono trovate anche relazioni che mettevano in relazione le masse dei mesoni
(come la relazione di Gell-Mann Okubo 3m2η+2m
2
pi+−m2pi0 = 2m2K++2m2K0),
o le masse dei mesoni con quelle dei quark.
Questa e` un’introduzione storica al problema delle rotture spontanee
di simmetrie in QCD. Tuttavia, benche´ i rusultati positivi fossero parec-
chi, mancavano (e tuttora mancano!) ancora alcuni tasselli per avere una
conoscenza completa dell’argomento: nel discorso precedente e` stata fatta
l’assunzione che la simmetria chirale fosse rotta spontaneamente (nel caso
di massa nulla), ma non si e` spiegato perche´ questo fenomeno avvenga, ne´
quali siano le condizioni in cui avviene. Altre questioni restarono aperte;
per esempio se fosse possibile ricreare (o trovare in natura) delle situazioni
in cui questa simmetria fosse restaurata, o ancora quale fosse il legame tra
il confinamento e la simmetria chirale.
Alcune di queste domande sono ancora argomento di studio, altre hanno
avuto risposte, anche grazie a strumenti provenienti da discipline diverse
dalla fisica delle alte energie.
1.3 Teorie di campo a temperatura finita
In questo paragrafo introduco brevemente il discorso delle teorie di cam-
po a temperatura finita (per una review cfr. [Zin00]). Questa puo` essere
considerata come la naturale generalizzazione relativistica della meccanica
quantistica non relativistica a temperatura finita.
Il discorso puo` essere impostato in due modi, a seconda di cosa si e`
interessati a studiare: una teoria a tempo reale o a tempo immaginario. La
prima porta il nome di tecnica di Matsubara (o Euclidea) la seconda invece
di Keldysh (o a tempo reale). Le tecniche sono completamente equivalenti,
ma si preferisce usare la seconda quando si e` interessati alla dinamica dei
sistemi, e la prima invece quando si e` interessati solamente alle proprieta`
statiche del sistema. In questo contesto sono interessato solo a proprieta`
statiche e quindi non parlero` del formalismo di Keldysh (per una review cfr.
[Smi96])
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Descrivo ora brevemente il formalismo di Matsubara. Considero co-
me esempio la teoria di un campo scalare reale descritto dall’hamiltoniana
H [φ(x),Π(x)]. La funzione di partizione a temperatura T puo` essere scritta
come
Z = Tr
[
e−βH
]
=
∫
Dφ(x)K [φ(x), φ(x), β] (1.2)
dove K e` l’evolutore temporale al tempo immaginario β = 1T :
K [φ′(x), φ(x), β] =∑
n
Ψ∗n[φ(x)]Ψn[φ(x)]e
−βEn
dove Ψn sono gli autostati dell’hamiltoniana. Il lato destro della (1.2) puo`
essere scritto come un path-integral euclideo:
Z =
∫
Dφ(x, τ)exp
{
−
∫ β
0
dτ
∫
dxL [φ(x, τ)]
}
(1.3)
sui percorsi con la condizione al contorno periodica nel tempo immaginario
φ(x, τ + β) = φ(x, τ) (1.4)
Il valore di aspettazione di un operatore O a temperatura T = 1β si scrive
quindi come
〈O〉T = Z−1
∫
Dφ(x, τ)O [φ(x, τ)] exp
{
−
∫ β
0
dτ
∫
dxL [φ(x, τ)]
}
(1.5)
Le regole per sviluppare la teoria perturbativa sono le stesse del caso a
temperatura nulla, la differenza sostanziale sta nella (1.4), che quantizza la
componente temporale degli impulsi5:
p
(n)
0 = 2piinT (1.7)
5Le condizioni (1.4) e quindi 1.7 derivano dalle condizioni di Kubo Martin e Schwinger
(KMS), che a loro volta derivano sostanzialmente da richiedere che in teoria di campo
valga cio` che vale anche in meccanica quantistica, cioe´ che il generatore delle traslazioni
temporali sia lo stesso operatore che compare nell’operatore di densita` [Haa92]. In formule
si richiede che le osservabili siano scrivibili come
〈O〉T = 〈Oρ〉
con ρ operatore di densita`
ρ ≡ e(−φ−βH) ≡ e
−βH
Tr e−βH
(1.6)
Per una trattazione piu` dettagliata si veda [Qui99].
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con n intero, cioe´ bisogna sostituire all’integrale sugli impulsi una somma∫
d4p
(2pi)4
f(p) −→ T
∑
n
∫
d3p
(2pi)3
f (2piinT,p)
Questo ragionamento portato avanti sui campi scalari reali e` esportabile
su qualunque campo bosonico. Nelle teorie che coinvolgono fermioni biso-
gna invece imporre condizioni antiperiodiche sui loro campi, e per loro le
condizioni di quantizzazione sugli impulsi diventano:
p
(n)
0 = ipi(2n+ 1)T (1.8)
Dalla (1.7) si intuisce facilmente che nello scegliere una T 6= 0 si introduce
una nuova scala di energie nella teoria: i modi di Matsubara fermionici e
quelli bosonici ψ(n) con n 6= 0 avranno delle scale di energie separate per
energie dell’ordine di T dal modo zero bosonico. Questo in alcuni casi puo`
portare a trascurare tutti i modi tranne il modo zero, ottenendo cos`ı una
riduzione dimensionale (DR) d→ d− 1 a tutti gli effetti.
Un’altra maniera per vedere questo procedimento e` quello di considerare
l’accendersi della temperatura come un cambiamento dello spazio su cui e`
definita la teoria
R
d → Rd−1 × S1 (1.9)
dove la dimensione di S1 e` proporzionale a 1/T , e la riduzione dimensionale
consiste nel trascurare tutto quello che succede a dimensioni minori di 1/T .
Ci sono principalmente due situazioni in cui cio` si puo` fare:
• Quando la temperatura e` molto maggiore di qualunque massa, e questo
e` il caso della high temperature dimensional reduction
• Quando il sistema e` in prossimita` di una transizione continua: la lun-
ghezza di correlazione del sistema diverge, e la fisica e` dominata dei
modi a grande lunghezza d’onda. In queste condizioni sistemi che sono
molto differenti gli uni dagli altri, ma con la stessa simmetria, possono
essere descritti dallo stesso modello.
Il precedente discorso euristico puo` essere raffinato. Facendo un’espan-
sione di fourier nel tempo immaginario delle funzioni d’onda si ottiene
φ(x, t) = φ(x) + χ(x, t) ≡ φ(x) +
∑
n6=0
ei2pinT tφn(x)
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Cioe` vedo che una teoria ad un campo d + 1 dimensionale e` equivalente a
una teoria d dimensionale con infiniti campi scalari. Posso definire la mia
azione effettiva come l’azione reale integrata sui modi χ:
e−Sβ [φ0] ≡
∫ ∏
n
Dφ(x)exp
(
−
∫ 1
β
0
dx0
∫
dd−1xL
[
φ(0)(x) + χ(x, t)
])
(1.10)
L’integrazione puo` essere fatta in teoria perturbativa. Per una trattazione
completa per esempio si guardi [Qui99]. Ad ordine zero in T il risultato e`
semplicemente
S
(0)
β [φ0] =
1
T
∫
dd−1xL(φ0)
cioe´ la teoria d−1 dimensionale del modo zero. Ad ordini successivi invece in
generale avro` una lagrangiana i cui coefficienti dipenderanno dal parametro
β. Se per esempio considero il caso della teoria φ4 con un solo campo
scalare, integrando via la teoria non statica [Qui99] [Lan89] con un calcolo
ad un loop6
statici pesanti
loop di campi non
+
DR
Figura 1.1: Integrazione dei modi non statici ad un loop
al primo ordine in T 2 ho che la massa della lagrangiana effettiva va
cambiata
m2 −→ m2 + λ
24β2
(1.11)
mentre il termine quartico resta invariato7. Questo risultato e` estremamente
6Non viene effettuata l’integrazione dei campi statici perche´ puo` essere fatta anche
dopo la riduzione dimensionale.
7La riduzione dimensionale che qui ho voluto introdurre e` un risultato tutt’altro che
banale, non basta infatti dire che i campi non statici hanno massa molto maggiore per
dire che la dinamica si disaccoppia (teorema di Applequist-Carazzone), la condizione piu`
forte che bisogna verificare e` che effettivamente valga
lim
T→∞
GR0...0(T ;nonstatici)
GR0...0(statici)
= 0 (1.12)
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importante: il variare della temperatura puo` far addirittura cambiare il
segno del termine di massa, guidando quindi una transizione di fase.
1.4 Transizioni di fase
Il discorso fatto nella precedente sezione ci permette di introdurre l’argomen-
to delle transizioni di fase. In questo discorso faro` uso del concetto di po-
tenziale effettivo senza introdurlo, per una buona trattazione dell’argomento
cfr. [Qui99].
Il punto fondamentale del problema delle transizioni di fase termiche
e` che a temperatura finita il valore di equilibrio di un campo φ puo` non
corrispondere al minimo del potenziale effettivo V T=0, bens`ı al minimo del
potenziale effettivo a temperatura finita definito dalla azione (1.10). Cos`ı
quello che succede e` che anche se il minimo di V T=0 e` tale che 〈φ〉 = σ 6= 0,
per temperature sufficientemente alte il minimo di V T e` 〈φ〉T = 0. Questo
fenomeno e` chiamato restorazione di simmetria ad alte temperature8.
Le applicazioni di queste restorazioni di simmetria vanno dalla fisica del-
la materia condensata ai problemi di natura cosmologica. Ovviamente lo
studio delle transizioni chirali, della restorazione elettrodebole o eventual-
mente di una grande unificazione rientrano nella seconda area di interesse
(per una review si veda [Lin90]). Indipendentemente dall’area di interesse,
data una restorazione di simmetria e` fondamentale sapere se e` descritta da
una transizione di fase di primo o di second’ordine. Illustro qui brevemente
la differenza tra le due usando due classici esmpi.
• Inizio a considerare il caso di una teoria scalare con un potenziale
effettivo descritto da9:
V (φ, T ) = α
(
T 2 − T 20
)
φ2 +
λ
4
φ4
dove α e T 20 sono termini costanti e λ e` una teoria che dipende da T
debolmente quanto basta per trascurarne la dipendenza . A T = 0
cioe´ che il contributo proveniente da tutti i diagrammi che coinvolgono campi non statici
sia trascurabile. Questo problema e` stato trattato in [Lan89]. Per una review piu` recente
si veda p.es [And04]
8Una maniera euristica ma molto semplice per comprendere il fenomeno e`: ad alte
temperature il minimo di F=E-TS sara` fortemente favorito dagli stati ad S grande.
9Che per inciso e` equivalente al caso gia` accennato in 1.11
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il punto stazionario in φ = 0 e` instabile e il minimo si posizionera`
in una delle configurazioni φ(T = 0) = ±
√
2α
λ T0, rompendo cos`ı la
simmetria originale. Per 0 < T < T0 il minimo sara` invece in φ(T ) =√
2D(T 20−T 2)
λ lasciando rotta la simmetria. Quando T raggiunge la
temperatura critica T0 il punto stazionario φ(T ) collassa in φ = 0
come una funzione continua in T . Una rappresentazione schematica
del processo e` data in figura 1.2.
Se risulta valida la approssimazione di campo medio, cioe´ se il compor-
tamento del sistema e` ben descritto dal potenziale effettivo la lunghez-
za di correlazione del sistema diverge10 e la transizione viene detta del
II ordine [Zin99]. Inoltre dal momento che le lunghezze divergono, la
fisica a livello microscopico puo` essere integrata via e non considerata,
e limitarsi a studiare la fisica macroscopica, che e` dettata dalle sole
simmetrie, semplificando notevolmente lo studio dei problemi. Questo
e` il ragionamento alla base della universalita` a` la Wilson e delle teorie
efficaci.
V
φ
Tc
T < Tc
T > Tc
T = 0
Figura 1.2: Potenziale effettivo per transizioni del II ordine
10Questo puo` non succedere; per esempio nel caso ci siano coefficienti quartici rilevanti le
fluttuazioni del sistema diventano sempre piu` consistenti all’avvicinarsi alla temperatura
critica. Il punto critico non viene raggiunto e la lunghezza di correlazione resta finita, la
transizione diventa quindi del I ordine a causa delle fluttuazioni. Un esempio di questo
comportamento e` dato nel modello studiato approfonditamente nel capitolo 2.
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• Considero adesso come esempio un potenziale effettivo del tipo11.
V (φ, T ) = α
(
T 2 − T 20
)
φ2 −ETφ3 + λ
4
φ4
Nel caso precedente la transizione di fase era legata al passaggio da un
minimo non banale ad φ = 0 in questo caso la situazione e` un po’ piu`
complicata. Una descrizione completa non e` negli interessi di questo
lavoro e puo` essere trovata su [Qui99]. Per somme linee si puo` dire che
la differenza sostanziale sta nel fatto che la alla temperatura critica
Tc =
√
λαT 20
λα−E2
c’e` un passaggio da un minimo in
φ(−)m (Tc) =
2ET
2λ
+
1
2λ
√
9ET 2c − 8λα(T 2c − T 20 ) =
2E
λ
Tc
a quello in φ
(+)
m (Tc) = 0, e questo passaggio non e` continuo, anzi
per T = Tc c’e` una barriera di potenziale tra i due minimi. Una
rappresentazione schematica e` riportata in figura 1.3. In questo caso
T  Tc
T = 0
Tc
V
φ
Figura 1.3: Potenziale effettivo per transizioni del I ordine
le lunghezze di correlazione restano finite (sono legate alla derivata
seconda di V [Zin99]) e quindi puo` restare valida l’approssimazione
di campo medio. La transizione da un minimo all’altro viene fatta
tramite processi di tunnelling [Qui99]. La transizione in questo caso
viene detta di I ordine.
11Un potenziale di questo tipo puo` essere incontrato per esempio nei calcoli ad un loop
del modello standard [Qui99]
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1.5 La QCD a densita` barionica non nulla.
L’argomento studiato in QCD a densita` barionica non nulla e` il comporta-
mento della materia ad alte densita`. Le applicazioni di questa teoria sono da
ricercare nella cosmologia, o nell’astrofisica (stelle compatte, in particolare
stelle di neutroni [Raj00]) o ancora nella fisica delle particelle (nei collisori
di ioni pesanti, come l’RHIC di New York [Kha02]).
Fissare la densita` barionica equivale ad introdurre un termine tipo µψγ0ψ
nella lagrangiana, si ottiene quindi che questa teoria e` descritta da12 [Kog00]:
L = −1
4
F aµν(x)F
aµν(x) +
Nf∑
f=1
(
ψfγνDνψf + µψfγ0ψf +mqψfψf
)
(1.13)
Secondo la QCD si puo` facilmente prevedere che ad altissime densita`
la materia deve essere nella forma di materia di quark e non di materia
adronica, dal momento che i quark interagiscono sempre di meno al loro
avvicinarsi.
Il limite µ → ∞, o piu` precisamente basta sia µ  ΛQCD, puo` essere
studiato tramite la teoria effettiva di alta densita` (HDET [Hon04]). Ben-
che´ le interazioni attrattive quark-quark siano ad alto impulso trasferito e
quindi, secondo la liberta` asintotica, deboli, saranno pur sempre presenti:
ci si aspetta quindi la formazione di coppie di Cooper di tipo qq. Ovvia-
mente, essendo combinazioni di solo due quark, queste non possono essere
in singoletto di colore13 ci si aspetta che la simmetria di colore venga rotta,
dando quindi origine alla superconduttivita` di colore [Alf97]. Ovviamente
questa condensazione nel canale di diquark qq e` ben diversa dalla rottura
di simmetria chirale tramite formazione di un condensato quark-diquark qq
che avviene a µ = 0.
Secondo quanto appena detto risulta evidente che la QCD dovra` avere
delle transizioni di fase anche al variare di µ. In 1.5 e` rappresentato un
diagramma che riassume le conoscenze e le congetture attuali delle fasi della
QCD. Tuttavia la conoscenza di questo grafico e` solo approssimativa: infatti
ci sono delle notevoli difficolta` dovute sia nel reperire dati sperimentali fisici,
che nell’ottenere dati dalle simulazioni numeriche (come vedremo meglio
nella sezione 1.6).
12Da adesso in poi per comodita` lavorero` esclusivamente nell’euclideo.
13Per lo meno nei modelli SU(Nc) con Nc ≥ 3 e fermioni nella rappresentazione
fondamentale
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CFL2FL
stelle compatte
QGP-quark gluon plasma
collisioni di ioni
pesanti
fluido adronico
vuoto
crossover
crossover
materia
nucleare
µ
T
universo primordiale
Figura 1.4: Diagramma di fase schematico della qcd: la materia come la
conosciamo e` nell’angolo in basso a sinistra; sono segnate le zone relative
all’universo primordiale, alle collisioni di ioni pesanti e alle stelle di neutroni.
2FL indica la zona in cui la condensazione in coppie di Cooper interessa solo
i due quark piu` leggeri, CFL quella in cui condensano sia u, d che s; in queste
due zone si dovrebbe poter vedere la superconduttivita` di colore. Si e` anche
ipotizzata la presenza di due fasi distinte CFL e di una fase che separi le
2FL e CFL. Per una review sull’argomento si veda [Raj00] [Sch03] [Ste04].
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Quello della QCD a µ 6= 0 e` un problema della fisica ancora aperto.
1.6 Il problema del segno: SUc(2) e aQCD
Tramite i funzionali generatori data una lagrangiana posso ricavare tutte le
informazioni dalla funzione di partizione:
Z =
∫
DA
∏
i
DψiDψie−S[A,ψi,ψi] (1.14)
e in una lagrangiana come la (1.13), in cui gliNf fermioni di Dirac compaiono
solo in termini quadratici, l’integrazione dei gradi di liberta` fermionici e`
facile:
Z =
∫
DAe−S[A] (Det DA)Nf (1.15)
Dove ho introdotto l’operatore di Dirac
D = /∂ + i /A+ µγ0 +mq (1.16)
In assenza di potenziale barionico posso usare la simmetria chirale di
quest’ultimo per concludere [Leu92][Nus99]:
γ5D(0)γ5 = D†(0) ⇒ Det D(0) ∈ R (1.17)
Purtroppo la relazione (1.17) non e` piu` valida nel caso di µ 6= 0, vale inve-
ce la piu` generale γ5D(µ)γ5 = D†(−µ). Da questa relazione segue che la mi-
sura DA× (Det DA(µ))Nf non e` piu` una misura semi-definita positiva, e cio`
genera alcune complicazioni: non sono piu` valide le QCD-inequalities (cfr.
[Kog99])14 e soprattutto nasce il cosiddetto problema del segno, la compar-
sa di una fase davanti alla misura invalida l’importance sampling rendendo
computazionalmente impossibili le simulazioni su reticolo [Han01][Ste04]).
In alcune teorie QCD-like pero` questo problema si riesce a raggirare, tro-
vando delle relazioni sostituitive alla (1.17). A questo gruppo appartengono
la QCD con simmetria SUc(2) di colore e la aQCD, cioe´ la QCD con fermioni
in rappresentazione nell’aggiunta del gruppo di Gauge. Ovviamente questi
14Queste si ricavano a partire da alcune disuguaglianze su operatori fermionici, conside-
rando i campi di gauge come fissi. La disuguaglianza resta valida anche dopo l’integrazione
sui campi di gauge grazie alla positivita` della misura di integrazione. Per una review si
veda [Nus99]
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due sono toy-model e non modelli realistici. In questo lavoro sono interes-
sato principalmente alla aQCD, tuttavia le due teorie hanno caratteristiche
molto simili, e non crea problemi portare avanti i due discorsi in parallelo.
Caratteristica comune ad entrambe le teorie e` che sono due rappresen-
tazioni reali del gruppo di colore, la prima pseudoreale e la seconda stret-
tamente reale. Questo provoca un’allargamento della simmetria globale(cfr.
[Kog00]). Come precedentemente detto la QCD in assenza di masse ha una
simmetria globale15 U(Nf )L ⊗ U(Nf )R
ψ†γ0 (γνDν)ψ =
(
ψ∗L
ψ∗R
)T (
σ†νDν 0
0 σνDν
)(
ψL
ψR
)
(1.18)
Faccio una trasformazione e invece di considerare il campo ψR considero il
campo left-handed definito da
ψ˜ ≡
{
σ2τ2ψ
∗
R
σ2ψ
∗
R
in SUC(2)
in aQCD
(1.19)
Indico con Ta un generatore del gruppo di colore, e vale:
• in SU(2)C vale Ta = τa = −τ2τTa τ2 (dove τ = σ22 )
• in aQCD T(a)bc = fabc dove a e` l’indice del generatore e b, c sono
gli indici nella rappresentazione. Per l’antisimmetria delle costanti di
struttura Ta = −T Ta
e usando che vale pure (a meno di derivate totali) per due fermioni di Wiel
generici φTσν∂νϕ = ϕ
†σ2σν∂νσ2φ∗ ottengo
ψ†RσνDνψR = ψ˜
†σ†νDνψ˜ (1.20)
=⇒ ψ /Dψ =
(
ψ∗L
ψ˜∗
)
σ†νDν
(
ψL
ψ˜
)
≡ Ψ†σ†νDνΨ (1.21)
Dove abbiamo introdotto il campo left-handed Ψ ≡
(
ψR
ψ˜
)
. In questa
notazione l’allargamento U(Nf )⊗ U(Nf ) → U(2Nf ) e` evidente.
15Tralasciamo per ora la presenza dell’anomalia assiale
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1.6.1 Ancora sulla aQCD
Oltre alla realita` della rapresentazione di colore che permette lo studio delle
transizioni a densita` barionica non nulla, la QCD in rappresentazione del-
l’aggiunta presenta un’altra caratteristica interessante legata alla relazione
tra il confinamento e la transizione chirale.
Uno dei problemi tutt’ora irrisolti della QCD e` quale sia la relazione
tra la transizione di deconfinamento e quella di restorazione della simmetria
chirale. Entrambi i fenomeni sembrano essere legati a meccanismi non per-
turbativi a priori indipendenti. L’idea che esistano due temperature distinte
Tc, Td in cui avvengono le due transizioni non e` tuttavia confermata dalle
simulazioni su reticolo: i due processi sembrano essere fortemente connessi.
Comunque le due transizioni hanno con sicurezza delle caratteristiche indi-
pendenti, infatti sono ben descritte, anche analiticamente, in limiti opposti
della teoria [Hat03]: il deconfinamento nel limite di mq →∞, la transizione
chirale in mq → 0. Bisogna quindi comprendere come i due fenomeni siano
connessi (alcuni studi p.es. in [Hat03],[Fuk03] o [Moc03] e le referenze indica-
te). Uno strumento utile per capire questa relazione puo` essere trovato nella
QCD con fermioni nell’aggiunta: in questo toy model nelle simulazioni su re-
ticolo [Kog85][Kar98] si riconoscono due temperature di transizione diverse,
con Td < Tc. In [Kar98] dicono di aver riconoscuito nelle simulazioni una
transizione di prima specie in Td e una di seconda specie in Tc
16.
1.7 Il condensato e la teoria effettiva
Come preannunciato nella sezione 1.6 anche in queste teorie esistono delle
QCD-inequalities che mi danno un’indicazione su quali siano i mesoni piu`
leggeri della teoria. Cos`ı come in per µ = 0 vale la (1.17) esiste un analogo
valido per µ arbitrario[Kog00]:
• per SUC(2) di colore
τ2Cγ5D(µ)τ2Cγ5 = D∗(µ) (1.22)
• per aQCD
Cγ5D(µ)Cγ5 = D∗(µ) (1.23)
16Come si vedra` nel capitolo 2 questo lavoro prevede un sisultato diverso
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dove C = iγ0γ2 =
(
σ2
σ2
)
. Quindi si puo` concludere che i mesoni piu`
leggeri delle teorie dovranno essere rispettivamente ΨTCT2γ5Ψ e Ψ
TCγ5Ψ.
Essendo interessato a scrivere una teoria effettiva, i cui gradi di liberta`
sono quelli delle fluttuazioni a lungo range, dovro` scrivere una teoria di un
condensato di diquark
Σ ∼ ΨΨ
Tσ2τ2
ΨΨTσ2
(1.24)
che, come era logico e` aspettarsi, e` un singoletto di colore e di lorentz. Il
campo Σ e` quindi una matrice complessa antisimmetrica (rispettivamente
simmetrica) 2Nf × 2Nf . Sotto trasformazioni di flavour esteso ψ → Uψ con
U ∈ U(2Nf ) si trasforma come
Σ → UΣUT (1.25)
La piu` generale lagrangiana invariante sotto U(2Nf ) scrivibile in funzio-
ne dei campi Σ e`17
L = Tr ∂µΣ†∂µΣ + m˜2Tr Σ†Σ + v
4
(
Tr Σ†Σ
)2
+
u
4
Tr
(
Σ†Σ
)2
(1.26)
a cui posso aggiungere un termine che mimi l’anomalia assiale, cioe´ che
rompa esplicitamente18
U(2Nf ) −→ SU(2Nf )⊕ ZNf
L −→ L+ c
(
Det Σ +Det Σ†
) (1.28)
e ancora un campo esterno proporzionale alla massa dei quark mq che guidi
la transizione di fase chirale:
• In SUC(2):
mqψψ = −1
2
mqψ
Tσ2τ2Mψ + h.c. −→ −mqTr MΣ + h.c. (1.29)
con M =
(
0 1
−1 0
)
17La m˜ non va confusa con la mq massa dei quark.
18Nel caso di matrici antisimmetriche, cioe´ SUC(2), va aggiunto anche un termine
Pf(Σ) + Pf(Σ†), dove ([Smi94])
Pf(Σ) =
1
2Nf Nf !
X
P
(−1)P Σi1i2 · · ·Σi(2Nf−1)i2Nf =
√
Det Σ (1.27)
Nel caso di matrici simmetriche questo termine e` identicamente nullo.
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• in aQCD:
mqψψ = −1
2
mqψ
Tσ2Mψ + h.c. −→ −mqTr MΣ + h.c. (1.30)
con M =
(
0 1
1 0
)
e le restrizioni al gruppo di simmetria dettate da questi accoppiamenti sono
rispettivamente
U(2Nf )
↗ Sp(2Nf )
↘ O(2Nf )
Nel caso che la rottura permanga per mq → 0 avro` 2N 2f ∓ Nf bosoni19.
Tra questi si troveranno ovviamente i vettori e lo scalare di SU(Nf ), come
previsto dal teorema di Vafa-Witten [Vaf84][Nus99][Smi00].
Nel caso in cui la simmetria assiale venga rotta in maniera non sponta-
nea U(2Nf ) → SU(2Nf ) il gruppo residuo resta invariato.
Ovviamente posso introdurre anche un termine di potenziale barionico
µψγ0ψ = ψ
†
(
1 0
0 1
)
ψ  µ2Tr ΣBTΣ†B (1.31)
Con B =
(
1 0
0 −1
)
. In questo caso cambiano sostanzialmente sia il gruppo
rotto che quello residuo e il contenuto in particelle della teoria. In questo
lavoro non svilupperemo questo settore della teoria. Una review sull’argo-
mento e` dato in [Kog00].
Ricapitolo la situazione che si delinea riguardo lo studio delle lagrangiane
del tipo (1.26,1.28), tenendo conto dell’anomalia20:
19Questi saranno N2f (o N
2
f − 1 se si considera il modello con anomaila) stati mesonici,
e N2f ∓ Nf diquark. Particolare interesse hanno suscitato le teorie SUc(2) con un solo
flavour (p.es. [Sku00]), in quanto sono le sole a non avere stati di diquark; questo le rende
un po’ piu` simili alla QCD reale.
20Ricordo nella notazione usata in questo lavoro che Nf e` il numero di fermioni di Dirac
presenti nella teoria, in alcuni lavori invece usano una notazione diversa e indicano cno
Nf il numero di fermioni di Wiel
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• SUC(2), Nf > 4: La lagrangiana e` descritta dalla sola (1.26), i termini
che rompono esplicitamente la simmetria assiale sono irrilevanti in 4−ε
dimensioni. Il flusso di rinormalizzazione di questo modello ad un loop
e` stato studiato in [Wir00], e il risultato e` l’esistenza di un unico punto
critico non banale e instabile.
• SUC(2), 2 ≤ Nf ≤ 4: In queste lagrangiane bisogna inserire anche il
termine anomalo (1.28). Anche qui flusso di GR e` stato studiato in
[Wir00] e si prevede sempre un solo punto fisso (non banale) instabile.
Nel caso Nf = 2 il pattern di rottura di simmetria e` O(6) → O(5).
• SUC(2), Nf = 1: In questo caso non e` presente una transizione di fase,
dal momento che SU(2) ∼ Sp(2). Invece nel caso in cui non si tenga
conto dell’anomalia la transizione e` un U(2) → Sp(2), che si dimostra
essere del II ordine (cfr. [Wir00])
• aQCD, Nf > 2: Il termine di Det Σ non e` rilevante, e la lagrangiana
e` descritta dalla sola (1.26). Uno studio accurato di questo modello
sara` presentato nel capitolo 2.
• aQCD, Nf = 2: Alla (1.26) bisogna aggiungere il termine (1.28) che e`
quartico nei campi. Un’analisi e` presentata nella sezione 2.2.
• aQCD, Nf = 121: In assenza di anomalia e` descritta dalla (1.26) ed e`
valido lo studio generale fatto in 2.2. La rottura di fase e` U(2) → O(2).
Se si prende in considerazione anche l’anomalia ho una riduzione della
simmetria della teoria U(2) → SU(2) ⊕ Z2 ≡ O(3), che a sua volta
verra` rotto in O(2). L’analisi della sezione 2.2 non puo` andare bene
perche´ in questo caso il termine di determinante e` quadratico, e an-
drebbero inseriti altri due vertici quartici. Un’analisi del problema e`
presentata nell’appendice B.
Anche se esula un po’ da questo contesto vale la pena citare il caso ab-
bastanza simile della gluodinamica supersimmetrica, cioe` una teoria Super
Yang-Mills (SYM) pura con N = 1. Questa e` una teria di gauge con simme-
tria di colore SU(Nc) e un fermione di wiel in rappresentazione dell’aggiunta
21Nella QCD reale in questo caso non e` presente alcuna rottura di spontanea di sim-
metria chirale, infatti l’unica simmetria globale (non anomala) e` UV (1), che resta intatta
dopo la formazione del condensato chirale.
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del gruppo di colore. In questa classificazione potrebbe rientrare come un
caso Nf =
′′ 1
2
′′
. Questo modello e` stato ampliamente studiato in letteratura
(per un introduzione al problema [Tou00]); la simmetria classica iniziale e`
una U(1), che pero` viene ridotta a livello quantistico ad una Z2NC , si puo` di-
mostrare che la simmetria e` spontaneamente rotta, e il condensato di gluini
λ assume un VEV ([Pes97]):
〈λλ〉 = −32pi
2
Nc
cM3e
− 8pi2
Ncg2 (1.32)
dove g e` la costante di accoppiamento definita alla scala di massa M , c e`
una costante. La formazione del condensato rompe la simmetria Z2NC → Z2,
individuando uno degli NC vuoti inequivalenti.
1.8 L’argomento di Peskin
Una maniera meno contosa della precedente e abbastanza generale per rica-
vare il pattern di rottura e la forma della lagrangiana effettiva ce la fornisce
Peskin in [Pes80]. La presento qui in forma leggermente rivisitata.
Non terremo conto per ora dell’anomalia assiale.
La teoria che sono interessato a studiare(QCD o QCD-like) ha le simme-
trie del gruppo di lorentz del gruppo di colore e di quello di flavour. Detta
r la rappresentazione del flavour e c quella di colore, la rappresentazione dei
fermioni e` ((
0,
1
2
)
⊕
(
1
2
, 0
))
⊗ r ⊗ c (1.33)
scelgo poi di fare una trasformazione e rappresentare tutto in funzione
puramente left-handed
−→
(
0,
1
2
)
⊗ (r ⊗ c⊕ r ⊗ c) (1.34)
Usando la notazione ψαic dove l’indice α e` quello di lorentz dello spinore di
wiel, i e` l’indice della simmetria globale (i va da uno a due volte la dimensione
della rappresentazione di r) e c e` quello della simmetria di colore.
Ricordo che la mia lagrangiana effettiva dovra` descrivere una rottura
spontanea di simmetria globale, e quest’ultima in generale dovra` essere ca-
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ratterizzata da un valore di aspettazione sul vuoto non nullo di qualche
operatore scalare di lorentz e di gauge22.
Un operatore s`ı fatto dovra` avere una forma del tipo:
εαβψαicψβjdT
ijcd (1.35)
dove il termine εαβ deriva dalla pseudorealita` della rappresentazione di wiel,
e a causa della natura fermionica di ψ dovra` essere
T ijcd = T jidc (1.36)
Senza perdere di generalita` posso prendere T non singolare.
Considero separatamente i casi di rappresentazione di colore non reale,
strettamente reale e pseudo-reale.
• Inizio dal caso non reale (come e` la QCD con NC 6= 2 e fermioni nella
fondamentale). La simmetria e` il quadrato della simmetria di flavour,
cioe´ nei casi di interesse UR(Nf )⊗UL(Nf ). La forma di T dovra` essere
quindi23
T ijcd =
(
0 1
1 0
)ij
δcd (1.37)
La simmetria quindi si rompera` necessariamente col pattern
UR(Nf )⊗ UL(Nf ) −→ UV (Nf ) (1.38)
• Considero il caso di una rappresentazione strettamente reale (aQCD),
cioe´ la combinazione simmetrica di due rappresentazione contiene un
tensore simmetrico invariante bcd. Come precedentemente detto la
simmetria globale della teoria, nei casi di interesse, e` SU(2Nf ) La
forma di T dovra` essere in in questo caso:
T ijcd = Aijbcd (1.39)
22In questo contesto sono interessato a descrivere sistemi a densita` barionica nulla, o
comunque condizioni in cui le interazioni sono forti (cfr. 1.5).
23Sembrerebbe per quanto detto precedentemente che la forma di T debba essere della
forma meno restrittiva
 
A
At
!
. Per concludere Peskin utilizzava un’ipotesi quasi ad
hoc, cioe` che la simmetria residua fosse massima in consistenza con la generazione di
massa. Noi possiamo invece utilizzare il teorema di Vafa-Witten, successivo all’articolo
di Peskin (cfr. [Vaf84] [Smi00]), che ci assicura che la simmetria UV (Nf ) deve restare
conservata, per concludere che A = 1.
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La simmetria ic ↔ jd di T quindi mi assicura che A deve essere sim-
metrico. Dopo aver sommato sugli indici di colore e di Lorentz il
condensato sara` espresso come una matrice 2Nf × 2Nf simmetrica
complessa. La simmetria ψi → Uii′ψi′ che lascia invariato un conden-
sato di questo tipo e` ΣcdBcd = ΣcdBc′d′Ucc′Udd′, cioe` O(2Nf )24. La
simmetria quindi si rompera` necessariamente col pattern
U(2Nf ) −→ O(2Nf ) (1.40)
• Considero infine una rappresentazione pseudoreale (SUC(2)), cioe´ la
combinazione antisimmetrica di due rappresentazioni contiene un ten-
sore antisimmetrico invariante ecd
25. Anche in questo caso la simmetria
globale e` SU(2Nf ). La forma di T sara`:
T ijcd = Aijecd (1.41)
dove pero` questa volta A un tensore antisimmetrico. In maniera del
tutto analoga a prima si conclude che il condensato dovra` essere una
matrice 2Nf × 2Nf antisimmetrica, e che la simmetria residua sara`
quella che lascia invariato un tensore antisimmetrico, cioe`
U(2Nf ) −→ Sp(2Nf ) (1.42)
Riassumendo in uno schema:
U(2Nf ) ⊃ U(Nf )⊗ U(Nf )
↙ ↘ ↓
O(2Nf ) o Sp(2Nf ) ⊃ U(Nf )
(1.43)
24In questo punto si usa la non degenerazione di T , che si traduce con Det A 6= 0
25Nella fattispecie essendo la rappresentazione bidimensionale dovra` essere ecd ∝ εcd
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Capitolo 2
La aQCD
2.1 Impostazione del calcolo
In questo capitolo focalizzeremo l’attenzione sulla aQCD, e in particolar
modo su Nf = 2, che, come chiarito precedentemente, ha la peculiarita` di
avere il termine che rompe la simmetria assiale quartico nei campi. La teoria
sara` caratterizzata quindi da tre interazioni e da un termine di massa. Nei
casi Nf > 2 avremo invece solo due accoppiamenti quartici.
Ricordo che la simmetria continua della teoria e` SU(2Nf ) che si rompe
in O(2Nf ), nel caso Nf = 2 ricordo che vale SU(4) ≡ O(6). Nel seguito, per
brevita` si usera` N ≡ 2Nf .
La lagrangiana che siamo interessati a studiare e` la seguente
L =Tr ∂µΦ†B∂µΦB +m2BTr Φ†BΦB+
+
vB
4
(Tr Φ†BΦB)
2 +
uB
4
Tr (Φ†BΦB)
2 + cB(Det ΦB +Det Φ†B)
(2.1)
I campi Φ sono delle matrici complesse simmetriche N×N . Si svilupperanno
in parallelo i due casi, usando per il caso Nf = 2 la condizione N = 4 solo
dove realmente necessario, cioe´ nei calcoli che coinvolgono direttamente il
determinante.
Per quanto riguarda la massa la (2.1) e` consistente, infatti, come si vedra`
piu` avanti in (2.15) e (2.16), e` verificata la regola di traccia. Piu` delicata e`
la verifica della consistenza per quanto riguarda gli accoppiamenti quartici,
cioe´ vedere sotto quali condizioni siano limitati inferiormente e sotto quali
condizioni il pattern di rottura sia quello desiderato. Qui riporto solo i
risultati, i procedimenti sono descritti nell’appendice A Le condizioni di
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stabilita` sono:
u+ v ≥ 0
u+Nv ≥ 0
u+ v ≥ |c|
u+ 4v ≥ 2|c|
(2.2)
dove le prime due sono per c = 0 e N pari generico, le ultime due sono nel
caso con anomalia. Una condizione sufficiente1 che mi assicura che il pattern
di rottura sia quello desiderato e`:
u ≥ 0 (2.3)
Dopo aver fissato le condizioni di validita` della mia lagrangiana sviluppo
il formalismo necessario per eseguire i calcoli perturbativi.
Il determinante di una generica matrice 4× 4 puo` essere scritto come
Det Φ = 1
24
εa1b1c1d1εa2b2c2d2Φa1a2Φb1b2Φc1c2Φd1d2 (2.4)
Per la teoria descritta dalla (2.1) calcolata pero` su matrici A generiche (non
simmetriche) i vertici sono:
F v ≡ ∂
4 1
4(Tr A
†A)2
∂A†a1a2∂Ab1b2∂A
†
c1c2∂Ad1d2
=
δa1b1δa2b2δc1d1δc2d2 + δa1d1δa2d2δc1b1δc2b2
2
(2.5)
F u ≡ ∂
4 1
4Tr (A
†A)2
∂A†a1a2∂Ab1b2∂A
†
c1c2∂Ad1d2
=
δa1b1δb2c2δc1d1δd2a2 + δa1d1δd2c2δc1b1δb2a2
2
(2.6)
C ≡ ∂
4Det A
∂Aa1a2∂Ab1b2∂Ac1c2∂Ad1d2
= εa1b1c1d1εa2b2c2d2 (2.7)
Questi tuttavia non sono i vertici di interazione della mia teoria, devo trovare
una maniera per descrivere soltanto i gradi di liberta` relativi alle matrici
simmetriche.
Detta ψ(a1a2) la matrice con tutti zeri tranne che un uno in posizione
a ≡ (a1a2), una scelta conveniente per descrivere le matrici simmetriche
puo` essere:
φ(a˜) ≡ Ba˜(ψ(a˜) + ψ(a˜T )) (2.8)
1Il perche´ manchi una doppia implicazione e` spiegato nell’appendice A
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con Ba ≡ 1−δa1a2√2 +
δa1a2
2 . In seguito si usera` la convenzione che per le coppie
di numeri tildate varra` a˜1 ≤ a˜2. La scelta di normalizzazione e`
Tr φ†a˜φb˜ = δa˜b˜ (2.9)
Scrivo quindi
Φ =
∑
a˜
αa˜φ
a˜ (2.10)
e dato un generico operatore F vale
F (Φ) = Fab···ΦaΦb · · · = Fab···αa˜Ba˜(δaa˜ + δaT a˜)αb˜Bb˜(δbb˜ + δbT b˜) · · · (2.11)
Con questo formalismo la scrittura dei vertici e` evidente. I vertici relativi
all’operatore F li indichero` con F˜ . Per fare dei calcoli perturbativi noi siamo
interessati a calcolare ampiezze di grafici tipo quello rappresentato in fig. 2.1
a˜
b˜
· · ·
F (2)F (1)
Figura 2.1: Contrazione di due vertici generici
cioe`
∑
ab···a¯b¯···
F˜
(1)
ab···F˜
(2)
a¯b¯···B
2
a˜B
2
b˜
(δaa˜+δaT a˜)(δa¯a˜+δa¯T a˜)(δbb˜+δbT b˜)(δb¯b˜+δb¯T b˜) · · · (2.12)
L’espressione si semplifica notevolmente usando
∑
a˜
B2a˜(δaa˜ + δaT a˜)(δa¯a˜ + δa¯T a˜) =
δaa¯ + δaT a¯
2
(2.13)
∑
ab···a¯b¯···
F˜
(1)
ab···ij
δaa¯ + δata¯
2
δbb¯ + δbtb¯
2
· · · F˜ (2)
a¯b¯···kl (2.14)
o espresso graficamente in fig.2.2:
Adesso ho gli strumenti necessari per fare i calcoli perturbativi.
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F (2)F (1)
a1 = a¯2
a2 = a¯1
j˜
i˜
l˜
k˜
F (2)F (1)
a1 = a¯1
a2 = a¯2
j˜
i˜ k˜
l˜
a˜
+
F (2)F (1)
i˜
j˜
k˜
l˜
Figura 2.2: Somma solo sulle matrici simmetriche
Per prima cosa verifico che, come preannunciato, vale la condizione di traccia,
cioe` ∑
a˜
(F (u) + F (v))a˜a˜b˜c˜ ∝ δc˜d˜ (2.15)
ed in effetti, facendo esplicitamente il calcolo, risulta
∑
a˜
F
(u)
a˜a˜b˜c˜
=
N2 +N + 2
4
δc˜d˜
∑
a˜
F
(v)
a˜a˜b˜c˜
=
N + 1
2
δc˜d˜
(2.16)
Il vertice C non da` contributo alla massa ad un loop. Il risultato ottenuto,
cioe` che non esistono nuovi termini di massa, si puo` estendere ad ogni loop
in teoria perturbativa.
I diagrammi utili nei calcoli ad un loop che danno contributo non nullo
alle funzioni a 4 vertici sono rappresentati in figura 2.3.
A questi bisogna aggiungere quelli che correggono la massa, rappresentati
in 2.4
I risultati della contrazione dei vertici sono:
(a): F (u) × F (u) ≡ F (u)
a˜i˜c˜j˜
F
(u)
i˜b˜j˜d˜
= 12F
(u) + 12F
(v)
F (v) × F (u) = F (u)
F (v) × F (v) = F (v)
(b) + (c): F (u) × F (u) = N+22 F (u) + 12F (v)
F (v) × F (u) = F (u) + N+12 F (v)
F (v) × F (v) = N2+N+64 F (v)
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a˜
c˜
b˜
d˜
a˜
c˜
d˜
b˜
a˜
c˜b˜
d˜
(c)
(b)(a)
(d) (e)
(g)
Figura 2.3: Diagrammi ad un loop
(m)
Figura 2.4: Correzione alla massa
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(e) = (d)∗: F (u) ×C∗ = −12C∗
F (v) × C∗ = C∗
(f): C∗ × C = 8F (v) − 8F (u)
(m): F (u) × δ = N
2 +N + 2
4
δ
F (v) × δ = N + 1
2
δ
2.2 Rinormalizzazione a un loop
Essendo interessato a studiare i punti fissi e la loro stabilita` imposto un
calcolo nello schema della ε-expansion massivo [Zin02] [Wei96], come prima
cosa impongo le condizioni di regolarizzazione dimensionale, con ε = 4− d:


ΦB =
√
ZΦ
m2B =
Z2
Z
m2
uB =
Zu
Z2
uµε
vB =
Zv
Z2
vµε
cB =
Zc
Z2
cµε
(2.17)
A livello albero ho
• Γ(0)2 = (p2 +m2)δa˜b˜
• Γ(0)4 ≡
∂4
∂αa˜∂α∗b˜∂αc˜∂α
∗
d˜
Γ = uF
(u)
a˜b˜c˜d˜
+ vF
(v)
a˜b˜c˜d˜
• Γ˜(0)4 ≡
∂4
∂αa˜∂αb˜∂αc˜∂αd˜
Γ = cCa˜b˜c˜d˜
Ad un loop ho invece:
• Γ(1)2 = Γ(0)2 + ((Z2 − 1)m2 + (Z − 1)p2)δa˜b˜ − (m)
• Γ(1)4 = Γ(0)4 + (Zu − 1)uF (u) + (Zv − 1)vF (v) − 12 (a)− (b)− (c)− 12(f)
• Γ˜(1)4 = Γ˜(0)4 + (Zc − 1)cC −
4!
(2!)2
(d) + (d)T
2
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e i termini lasciati indicati sono
1
2
(a) + (b) + (c) = µε
[(
2N + 5
4
u2 + 3uv
)
F (u) +
+
(
3
4
u2 + (N + 1)uv +
N2 +N + 8
4
v2
)
F (v)
]
× fattore integrale
(2.18)
Il fattore integrale dipende dallo schema di rinormalizzazione. In questo la-
voro verra` usato lo schema di sottrazione minimale (MS), cioe´ il contro-
termine sara` una funzione divergente in ε→ 0 senza residuo in 0. In questo
caso particolare il fattore e` la parte divergente proveniente dallo scambio di
due campi scalari a impulso trasferito nullo, indicato da I (2), dove
I (n) ≡
∫
ddk
(2pi)d
1
(k2 +m2)n
=
Γ
(
2− d2
)
md−2n
(4pi)d/2
(2.19)
considero quindi il limite ε→ 0 e ne prendo la parte divergente:
I (2) −−−→
ε→0
1
(4pi)2
(
2
ε
− γ + ln 4pi
)
m−ε =⇒ IMS(2) = 1
8pi2
1
ε
m−ε (2.20)
Il termine che proviene dall’anomalia e` invece
1
2
(f) = µε4c2
(
F (v) − F (u)
)
IMS (2) (2.21)
Le correzioni al termine di anomalia invece sono date da:
4!
(2!)2
(d) + (d)T
2
= 3cµε
(
v − u
2
)
CIMS (2) (2.22)
Il termine di massa invece viene corretto da
(m) = µε
(
N2 +N + 2
4
u+
N + 1
2
v
)
IMS (1) (2.23)
Tirando le somme posso scrivere le funzioni di rinormalizzazione ad un
loop23
Gu ≡ uZu = u+ µε
(
2N + 5
4
u2 + 3uv − 4c2
)
IMS (2) +O
(
g3
)
(2.24)
Gv ≡ vZv = v+µε
(
3
4
u2 + (N + 1)uv +
N2 +N + 8
4
v2 + 4c2
)
IMS (2)+O
(
g3
)
(2.25)
2Per semlicita` indichero` con gn una qualunque funzione di ordine n negli accoppiamenti
u, v, c
3Nello schema MS scelto le correzioni ad ordini superiori saranno comunque divergenti
in ε senza residuo in 0.
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Gc ≡ cZc = c+ 3cµε
(
v − u
2
)
IMS (2) +O
(
g3
)
(2.26)
Essendo Gu,v,c × µε = (uB , vB , cB), ed essendo le costanti nude indipen-
denti dalla sliding scale µ scelta, derivando rispetto a quest’ultima ho un
sistema di equazioni:
∂µ (Giµ
ε) = 0 =⇒ ∂iGj · βi = −εGj (2.27)
dove le β−function sono definite da βu,v,c ≡ µ ∂
∂µ
(u, v, c).
Posso scrivere poi (∂G) = I + A + O(g2)4, con A = O(g), e ancora
G = G1 +G2 +O(g3) con G(1) = O(g) e G(2) = O(g2).
βi = −ε
(
δij −ATij
)
Gj = −ε
(
G
(1)
i −ATijG(1)j +G(2)i
)
(2.28)
Alla fine scrivendo esplicitamente le β−function di (2.28) si ha5
βu = −εu+ 1
8pi2
(
2N + 5
4
u2 + 3uv − 4c2
)
+O
(
g3
)
βv = −εv + 1
8pi2
(
3
4
u2 + (N + 1)uv +
N2 +N + 8
4
v2 + 4c2
)
+O
(
g3
)
βc = −εc+ 1
8pi2
(
3c
(
v − u
2
))
+O
(
g3
)
(2.29)
Si puo` calcolare anche la β−function dell’accoppiamento quadratico di
massa, e usando le (2.17) e (2.23) ho che
βm2 ≡ µ
∂
∂µ
m2
µ2
=
m2b
µ2
(
−2− 2
(4pi)2
(
N2 +N + 2
4
u+
N + 1
2
v
)
+O(g2) +O(gε)
)
(2.30)
2.2.1 I punti fissi
Studio adesso quali sono i punti fissi del sistema (2.29) nei vari casi:
4uso la definizione (∂G)ij = ∂iGj
5Potrebbe sembrare che ci sia anche un termine O
`
g2ε
´
, ma cos`ı non e`:
• le β devono essere finite per ε → 0, quindi saranno presenti solo termini in O (ε) e
O
`
ε0
´
, i termini in 1
ε
n
con n ≥ 1 si cancelleranno reciprocamente.
• avendo scelto lo schema MS tutti i controtermini saranno divergenti in ε, l’unico
termine proporzionale a ε sara` quello dato dall’accoppiamento ad albero, cioe´ −εg.
questo ci assicura che la β-function in questo schema e` effetivamente definita a meno di
O
`
g3
´
.
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Inizio a considerare l’unico caso in cui l’accoppiamento anomalo e` rile-
vante al punto critico.Ricordo che N = 2Nf = 4.
Imponendo che per gli accopiamenti quartici valga βi = 0 e risolvendo il
sistema si verifica l’esistenza di solo due zeri reali delle β−function6:
(0, 0, 0)(
0, ε
8pi24
8 + 20
, 0
) (2.31)
Per studiare la natura dei due punti critici studio lo jacobiano ∂iβj (qui
espresso nel caso v = c = 0)
∂iβj =


−ε+ 3v
8pi2
N + 1
8pi2
v 0
0 −ε+ N
2 +N + 8
2× 8pi2 v 0
0 0 −ε+ 3
8pi2
v

 (2.32)
gli autovalori calcolati nei due punti fissi sono rispettivamente (−ε,−ε,−ε)
e
(−47ε, ε,−47ε). Questi punti hanno rispettivamente 4 e 3 operatori rile-
vanti (almeno ad un loop), e quindi sono entrambi punti fissi instabili. Ci
aspettiamo quindi una transizione di fase del prim’ordine guidata dalle flut-
tuazioni.
Passo adesso a considerare i casi in cui si puo` considerare c = 0, cioe´
Nf =
N
2 = 2 in assenza di anomalia e Nf ≥ 3. Come prima impongo βi = 0
ma adesso solo per i = u, v e ottengo che gli unici punti fissi reali sono7:
(0, 0)(
0, ε
8pi24
8 +N(N + 1)
) (2.33)
E gli autovalori della matrice ∂iβj sono
(−ε,−ε)(
−N
2 +N − 4
N2 +N + 8
ε, ε
)
Quindi i due punti fissi sono entrambi instabili per N ≥
√
17−1
2 , quindi per
tutti i casi con Nf ≥ 1 presi in considerazione da questa teoria.
6Faccio uso del fatto che N = 4 per verificare che gli altri zeri delle β-function non
sono reali
7Ci sono altri due punti fissi reali nel caso N = 1, solo che come chiarito nella sezione
1.7 per quel caso la lagrangiana usata non e` valida.
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2.3 Analogia col caso O(N˜)
L’esistenza di quei due punti fissi si poteva prevedere anche senza sviluppare
interamente i calcoli; il fatto di averli trovati con quelle caratteristiche puo`
essere considerato una efficace verifica dell’esattezza dei passaggi. Quello
che non si poteva predire era che i due punti fissi instabili trovati sono i soli
zeri delle β-function.
Vado a considerare la lagrangiana effettiva di (2.1), nel caso particolare di
u = c = 0, e la vado a scrivere in funzione degli
N(N + 1)
2
campi complessi
definiti in (2.10):
L = ∂να∗i ∂ναi +m2α∗iαi +
v
4
(α∗iαi)
2 (2.34)
e passando a N˜ ≡ N(N +1) campi reali α˜, normalizzando i campi α→ α/2
e definendo g =
3
2
v mi riconduco perfettamente al caso ben studiato di una
lagrangiana scalare con simmetria O(N 2 +N).
L = 1
2
∂να˜i∂ν α˜i +
m2
2
α˜iα˜i +
g
4!
(α˜iα˜i)
2 (2.35)
E come volevasi dimostrare i punti fissi non banali nelle due teorie coinci-
dono:
g∗
4!
=
ε2pi2
N2 +N + 8
=
v∗
16
(2.36)
La stabilita` del punto fisso non banale di O(N˜ ) e` stata gia` abbondan-
temente studiata in letteratura (per es. [Cal02] [Cal03]). Se perturbo la
lagrangiana (2.34) con delle perturbazioni polinomiali nei campi (polino-
miali di grado m), non invarianti rispetto a O(N˜), si puo` dimostrare che
queste perturbazioni sono scrivibili come somme di rappresentazioni Pm,l
del gruppo O(N˜) di spin l ≤ m. Questa scrittura e` particolarmente comoda
perche´ rappresentazioni con spin diverso non si mischiano rinormalizzando,
e la Pm,l si mischia solo con Pm′,l con m
′ ≤ m. Gli auto-operatori del flusso
di rinormalizzazione saranno per tanto scrivibili come
∑
m Pm,l. Per ovvie
ragioni dimensionali per dimensioni 3 < D ≤ 4 sono certamente irrilevanti
tutti gli operatori con m ≥ 48
Il problema si e` quindi ridotto soltanto allo studio delle perturbazioni
P2,2, P4,2 e P4,4 (oltre ovviamente ai termini non perturbativi invarianti
per O(N˜), cioe´ P2,0 e P4,0). Per quanto detto sopra il primo e il terzo
8In ([Cal02]) lo si assume valido fino anche in D=3.
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saranno certamente auto-operatori di GR, per il secondo invece bisognera`
considerare una combinazione P4,2 + zP2,2. Ricordando che i termini P2,0
e P4,0 sono rispettivamente rilevante e non rilevante ci bastera` trovare un
altro operatore rilevante per concludere sulla instabilita` del punto fisso. E
per l’appunto questo e` il caso: la rilevanza dell’operatore P4,4 e` stata studiata
sia nell’ambito della ε-expansion (a 5 loop in [Cal02] e [Kle94]) che in quello
della fixed dimension-expansion (a 6 loop in [Car99]) e gli studi concordano
nel dire che l’operatore di spin 4 in tutti i casi con N˜ ≥ 3 e` rilevante.
Ritornando al nostro problema e ricordando che N˜ = N2 + N ≥ 6
possiamo concludere che il punto fisso (2.36) (e quindi quello non banale di
(2.31)) e` instabile in D = 3.
Quello che si puo` ancora chiarire estendendo il numero di loop del calcolo
fatto in sezione 2.2 e` l’esistenza o meno di altri zeri delle β-function che non
compaiono ad O(ε). Questo e` appunto l’argomento della sezione 2.4.
2.4 Rinormalizzazione a 5 loop
Le funzioni di correlazione Γ2 e Γ4 nel caso di assenza di anomalia (c = 0)
sono state calcolate fino all’ordine di 5 loop in teoria perturbativa. Gli inte-
grali che necessari per calcolare i contributi dei vari diagrammi di Feynmann
sono stati calcolati in [Kle89], i fattori di molteplicita` invece sono stati cal-
colati tramite una package scritta in Mathematica. A differenza di quanto
fatto nella sezione 2.2 i calcoli sono stati fatti nel caso di teoria mass-less;
si puo` vedere infatti che le divergenze ultraviolette di una teoria massiva
sono le stesse di una teoria mass-less [Kle89], quindi i controtermini. Le
definizioni delle costanti di rimonrmalizzazione sono le stesse di 2.179 e le
β-function si ricavano come vengono ricavate in (2.27).
Le β-function fino all’ordine 5 di teoria perturbativa sono
βu = −εu+
5∑
k=1
k+1∑
s=0
β
(u)
k+1−s,su
svk+1−s
βv = −εv +
5∑
k=1
k+1∑
s=0
β
(v)
k+1−s,su
svk+1−sus
(2.37)
dove i coefficienti β
(u,v)
i,j sono riportati nelle tabelle 2.1 e 2.2. Per sem-
plicita` di notazione in questa sezione i coefficienti u, v sono normalizzati in
9Ovviamente saranno assenti i termini in m e quelli nell’accoppiamento C.
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maniera diversa: vecchia normalizzazione → nuova,
(u, v)vecchia → (u, v)nuova = 1
8pi2
(u, v)vecchia (2.38)
Il procedimento sopradescritto era quello della ε-espansion nello schema
di sottrazione minimale. In realta` lo schema di sottrazione minimale e` stato
dimostrato essere consistente anche nel caso in cui ε resta finito10 [Sch89],
la regolarizzazione e` la stessa (cioe´ sottrazione dei poli in ε = 0) e il risulta-
to e` lo stesso di (2.37), l’unica differenza e` che non va considerato il limite
ε→ 0. Nel nostro caso le β-function verranno calcolate in ε = 1 [Str98].
Si puo` verificare la consistenza delle serie (2.37) con i risultati gia` noti.
Il confronto con i risultati ad un loop di (2.2) e` positivo. Per quanto detto
nella sezione 2.3, puo` essere una buona verifica anche controllare che le (2.37)
contengano le β-function del modello O(N˜) φ4. Quest’ultime calcolate nello
schema di MS in ε-expansion sono riportate in [Kle91]11, e valgono
βO(N˜) =−
1
2
εg + g2
(N˜ + 8)
6
− g3 (3N˜ + 14)
6
+ g4
1
432
“
33N˜2 + 922N˜ + 2960 + ζ(3)96(5N˜ + 22)
”
− g5 1
7776
“
−5N˜3 + 6320N˜2 + 80456N˜ + 196648 + ζ(3)96(63N˜2 + 764N˜ + 2332)
− ζ(4)288(5N˜ + 22)(N˜ + 8) + ζ(5)1920(2N˜2 + 55N˜ + 186)
”
+ g6
1
124416
“
13N˜4 + 12578N˜3 + 808496N˜2 + 6646336N˜ + 13177344
+ ζ(3)16(−9N˜4 + 1248N˜3 + 67640N˜2 + 552280N˜ + 1314336)
+ (ζ(3))2768(−6N˜3 − 59N˜2 + 446N˜ + 3264)
− ζ(4)288(63N˜3 + 1388N˜2 + 9532N˜ + 21120) + ζ(5)256(305N˜3 + 7466N˜2 + 66986N˜ + 165084)
− ζ(6)(N˜ + 8)9600(2N˜2 + 55N˜ + 186) + ζ(7)112896(14N˜2 + 189N˜ + 526)
”
ed effettivamente si vede che vale
βO(N˜)(g) =
3
8
βu
(
u = 0, v =
4
3
g
)
e quindi fissando v = 0 si ritrova la teoria O(N) φ4.
10Benche´ sia una espansione in dimensione fissa questo metodo viene chiamato MS senza
ε-expansion, e il nome di fixed-dimension-expansion viene riservato ad altro [Zin02]
11La normalizzazione e` quella di
L = 1
2
∂µφ
a
∂µφ
a +
m2
2
φ
a
φ
a +
16pi2
4!
g (φaφa)2 (2.39)
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i, j βvij
2,0 2.+ 0.25N + 0.25N 2
1,1 1.+N
0,2 0.75
3,0 −2.625 − 0.5625N − 0.5625N 2
2,1 −2.75 − 2.75N
1,2 −2.875 − 0.46875N − 0.15625N 2
0,3 −0.75 − 0.375N
4,0 10.7397 + 2.92770N + 2.99216N 2 + 0.128906N 3 + 0.0644531N 4
3,1 17.5092 + 18.1264N + 1.23437N 2 + 0.617187N 3
2,2 25.2599 + 9.50698N + 3.95252N 2 + 0.0117187N 3 + 0.00292968N 4
1,3 13.4014 + 8.45267N + 0.626953N 2 + 0.117187N 3
0,4 3.61949 + 1.54627N + 0.301169N 2
5,0 −63.5743 − 21.0606N − 22.3638N 2 − 2.60592N 3 − 1.30194N 4
+0.00122070N 5 + 0.000406901N 6
4,1 −140.774 − 153.387N − 25.2352N 2 − 12.6425N 3 − 0.0298321N 4
−0.00994404N 5
3,2 −260.744 − 143.388N − 66.5772N 2 − 2.01164N 3 − 0.526260N 4
2,3 −212.910 − 157.262N − 23.2253N 2 − 5.14407N 3 − 0.0223761N 4
−0.00344248N 5
1,4 −107.874 − 60.8991N − 15.9106N 2 − 0.709064N 3 − 0.0784548N 4
0,5 −20.6853 − 12.8827N − 2.21799N 2 − 0.215929N 3
6,0 475.552 + 183.011N + 200.1526N 2 + 34.5561N 3 + 17.9613N 4 + 0.818270N 5
+0.269906N 6 − 0.00244287N 7 − 0.000610718N 8
5,1 1339.84 + 1524.75N + 373.269N 2 + 195.251N 3 + 10.3200N 4 + 3.40600N 5
−0.0291545N 6 − 0.00728864N 7
4,2 3025.04 + 2080.71N + 1065.77N 2 + 97.1136N 3 + 29.0928N 4 + 0.178866N 5
+0.0283466N 6
3,3 3355.06 + 2824.44N + 654.568N 2 + 172.564N 3 + 4.47104N 4 + 0.769792N 5
2,4 2471.77 + 1715.81N + 548.534N 2 + 48.2367N 3 + 6.77586N 4 + 0.0200149N 5
+0.00195671N 6
1,5 944.177 + 692.287N + 168.563N 2 + 25.2091N 3 + 0.760372N 4 + 0.0526262N 5
0,6 157.642 + 109.278N + 29.0944N 2 + 2.78840N 3 + 0.163781N 4
Tabella 2.1: I coefficienti βvij nella equazione (2.37).
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i, j βuij
2,0 0
1,1 3
0,2 1.25 + 0.5N
3,0 0
2,1 −5.125 − 0.3125N − 0.3125N 2
1,2 −5− 2.75N
0,3 −1.875 − 0.65625N − 0.09375N 2
4,0 0
3,1 25.4497 + 2.33904N + 2.288N 2 − 0.101562N 3 − 0.0507812N 4
2,2 39.1784 + 23.3634N − 0.0214843N 2 − 0.136718N 3
1,3 29.5574 + 12.9326N + 2.32341N 2
0,4 7.12024 + 3.75368N + 0.486716N 2 + 0.0253906N 3
5,0 0
4,1 −177.097 − 22.3032N − 22.5027N 2 − 0.392090N 3 − 0.178529N 4
+0.0210195N 5 + 0.00700652N 6
3,2 −374.999 − 241.790N − 14.5218N 2 − 4.72881N 3 + 0.179072N 4
+0.0584779N 5
2,3 −422.833 − 232.645N − 55.3180N 2 + 0.1763229N 3 + 0.137500N 4
1,4 −209.997 − 132.747N − 23.9377N 2 − 2.37050N 3
0,5 −42.8890 − 25.8808N − 5.72264N 2 − 0.396930N 3 − 0.0136094N 4
6,0 0
5,1 1513.47 + 243.234N + 250.177N 2 + 13.8095N 3 + 6.71436N 4
−0.228540N 5 − 0.0762733N 6 − 0.0000799564N 7 − 0.0000199891N 8
4,2 4108.25 + 2830.72N + 327.369N 2 + 121.934N 3 − 0.955058N 4
−0.471074N 5 − 0.00569730N 6 − 0.00109038N 7
3,3 6155.99 + 3929.91N + 1110.53N 2 + 33.3855N 3 + 4.60723N 4
+0.0693464N 5 + 0.00888516N 6
2,4 4661.51 + 3367.08N + 766.260N 2 + 98.8345N 3 − 0.0328212N 4
−0.0247545N 5
1,5 1909.14 + 1333.31N + 360.926N 2 + 37.1082N 3 + 2.38066N 4
0,6 317.910 + 228.597N + 59.1341N 2 + 7.38414N 3 + 0.318597N 4 + 0.00727653N 5
Tabella 2.2: I coefficienti βuij nella equazione (2.37).
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2.4.1 Risommazione delle serie
Le espansioni perturbative in teoria dei campi [LeG90], e tra queste le fun-
zioni di (2.37), sono divergenti; si vede anche dai primi ordini dei risultati
numerici che l’andamento e` oscillatorio e non si stabilizza. Per ottenere
dei risultati numerici e` quindi necessario risommare le serie. Usero` qui la
resummazione di Pade´-Borel.
Per semplicita` considero per ora una funzione ad una sola variablile β(g).
Introduco la trasformata di Borel-Leroy di parametro b B(t) di β(g)
β(g) ≡
∫ +∞
0
e−ttbB(gt) ≡
∑
k
βkg
k (2.40)
dove si puo` scrivere un’espansione di B
B → Bexp(t) =
∑
k
βk
Γ (k + b+ 1)
tk (2.41)
Nei casi di interesse fisico si puo` dimostrare che l’andamento per k → +∞
delle espansioni perturbative in teorie di campo e` del tipo
βk ∼ ckb(−a)kk![1 +O(1/k)] (2.42)
per andamenti di questo tipo si vede subito che l’espansione della trasformata
di Borel converge in un raggio |g| < | 1a |, ed e` presente una singolarita` in − 1a .
Per fare l’integrale in (2.40) e` necessaria la conoscenza di B su tutto l’asse
reale positivo, conoscenza che non si ha a causa della convergenza solo in
un raggio finito. Bisogna quindi cercare una continuazione analitica, e in
questo lavoro usero` come continuazione un’approssimazione di Pade` [M/N ]
(cfr. [Bak77]):
BM,N ≡ a0 + a1g + . . .+ aMg
m
1 + b1g + . . .+ bNgN
= Bexp +O
(
gM+N+1
)
(2.43)
attuando la trasformata di Laplace (2.40) della BM,N ottengo cos`ı la βres
resommata.
Riassumendo in uno schema
β
trasf. di Borel−−−−−−−−→ Bexp appr. di Pade−−−−−−−−→ BM,N trasf. di Laplace−−−−−−−−−−→ βres (2.44)
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Nel nostro caso bisogna fare qualche modifica al ragionamento preceden-
te che tenga conto del fatto che le mie serie asintotiche sono serie in due
parametri. Per fare questo utilizzeremo l’idea proposta in [Car99], di fissare
il rapporto v/u e di fare la risommazione per una funzione definita su un
una linea nel piano (u, v). Introduco12
βu,v(l) ≡ 1
l
β(lu, lv) =
∑
k=0
lk
k+1∑
s=0
βk+1−s,suk+1−svs ≡
∑
k=0
gkl
kΓ (k + b+ 1)
(2.45)
dove si e` definito
gk ≡ 1
Γ (k + b+ 1)
k+1∑
s=0
βk+1−s,suk+1−svs (2.46)
e
∑
k gk(u, v)l
k e` l’espansione della trasformata di Borel-Leroy della βu,v(l).
Cos`ı facendo mi sono ricondotto precisamente al caso precedente di risom-
mazione di serie ad una sola variabile; come prima attuo la approssimazione
di Pade´ (2.43), e faccio la trasformata di quest’ultima calcolandola in l = 1
βres(u, v) =
∫ +∞
0
dte−t
a0 + a1t+ . . .+ aM t
M
1 + b1t+ . . . + bN tN
tb (2.47)
La dipendenza dalle variabili (u, v) e` nei parametri ai, bj
2.4.2 Risultati
Applico adesso gli strumenti messi a punto nel paragrafo precedente alle β-
function di (2.37). Determino i coefficienti gk per vari valori di b nella (2.46)
e successivamente faccio un’approssimazione di Pade´ [4, 1]; alla fine calcolo
numericamente l’integrale di (2.47).
Avendo gia` descritto per somme linee il procedimento mi limito a ripor-
tare i risultati: nelle figure sono stati riportati gli zeri delle β-function,
Per quanto chiarito nella 2.3 siamo sicuri che la teoria conterra` almeno i
punti fissi di O(N 2 +N). Tramite il conto a 5-loop vogliamo verificare che
resti valido il risultato della 2.2, cioe´ che i punti fissi sono solo quelli della
teoria O(N 2 +N), ed e` effettivamente cos`ı. Questo si puo` vedere dai grafici
in figura 2.5. I grafici sono stati fatti calcolando le β-function trasformate
12Per semplicita` di notazione non indico se si tratti della β(u) o della β(v), ma va inteso
come fatto per entrambe.
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su un reticolo 81× 81, e individuando uno zero all’interno di una placchetta
ogni volta che i valori della funzione ai 4 vertici non hanno lo stesso segno.
Ottengo cos`ı due cuve che individuano gli zeri delle funzioni, e queste due
curve si intersecano solo nei due punti fissi di O(N 2 +N).
Si puo` anche controllare che effettivamente i risultati sono robusti rispet-
to al cambiamento dei parametri della trasformazione di Borel-Leroy; in fi-
gura 2.6 vengono presentati come esempio i grafici relativi al caso N = 2 per
vari valori di b; si vede che il grafico non cambia sostanzialmente al variare
di b.
Tramite una routine scritta in Mathematica e` stato possibile trovare la
posizione dei punti fissi in forma piu` precisa, affinando di volta in volta il
reticolo; i risultati sono riportati in tabella:
b N = 2 N = 4 N = 6 N = 8 Passo del reticolo
0 4.17 × 10−1 1.76 × 10−1 8.95 × 10−2 5.35 × 10−2 < 2× 10−5
2 3.91 × 10−1 1.74 × 10−1 8.93 × 10−2 5.35 × 10−2 < 1× 10−5
4 3.81 × 10−1 1.74 × 10−1 8.93 × 10−2 5.35 × 10−2 < 1× 10−5
6 3.75 × 10−1 1.73 × 10−1 8.92 × 10−2 5.35 × 10−2 < 1× 10−5
8 3.72 × 10−1 1.73 × 10−1 8.92 × 10−2 5.34 × 10−2 < 1× 10−5
Posso mediare rispetto al valore di b e ottenere quindi il risultato di un
v∗ critico:
N v∗ ∆v∗ g∗ N2 +N
2 3.87 × 10−1 1.62 × 10−2 14.6 6
4 1.74 × 10−1 1.19 × 10−3 6.55 20
6 8.93 × 10−2 1.20 × 10−4 3.37 42
2 5.35 × 10−2 2.05 × 10−5 2.02 72
dove ho riportato anche il risultato del punto critico con la normalizza-
zione standard di g nella lagrangiana 2.35 invariante O(N 2 +N).
Purtroppo i calcoli del punti fissi O(4N 2f + 2Nf ) presenti in letteratura
sono fatti in schemi diversi da questo [But04], quindi non e` possibile fare un
controllo numerico.
2.5 Conclusioni e possibili sviluppi
Il risultato finale ottenuto e` che la transizione chirale della QCD con fermioni
nell’aggiunta che e` associata ad una rottura di simmetria del tipo U(2Nf ) →
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Figura 2.5: Zeri delle β-function, al variare di Nf ma tenendo fisso il
parametro b di Leroy.
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Figura 2.6: Fissato un N vario il parametro b di della 2.46.
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O(2Nf ) (o SU(2Nf ) → O(2Nf ) a seconda che si consideri una teoria in cui e`
presente o meno l’anomalia assiale) non e` una transizione della seconda specie.
Questo risultato invalida le descrizioni della transizione giustificate da argo-
menti di universalita`13. Il calcolo e` stato fatto a 5 loop14 nei casi in cui si
puo` trascurare il termine anomalo, cioe´ per Nf > 2.
A parte va considerato il caso di Nf = 2, in questo caso sono presenti
tre interazioni quartiche e il calcolo e` stato fatto ad un loop15. La rottura di
simmetria e` SU(4) ' O(6) → O(4), e il risultato prevede una transizione di
prima specie. Il nostro risultato e` in contrapposizione con quello presentato
in [Kar98], qui viene simulata su reticolo questa teoria16 e gli autori dicono
di aver riconosciuto una transizione continua con i coefficienti di O(6)17.
Pensiamo che il disaccordo sia dovuto al fatto che la simulazione presentata
in quel lavoro e` su un reticolo relativamente piccolo, 83× 4, non abbastanza
per individuare l’ordine della transizione.
Il lavoro fatto lascia aperte alcune questioni, alcune fortemente legate
al risultato ottenuto, altre dal respiro un po’ piu` ampio. Sarebbe utile
estendere il calcolo fatto nella sezione 2.2 a piu` loop anche nel caso Nf = 2
in cui si considera l’anomalia, e rifare la simulazione su un reticolo piu`
grosso per cercare una misura che confermi i risultati ottenuti. Un altro
lavoro interessante sarebbe estendere questi risultati anche al caso di densita`
barionica µ 6= 0.
13A posteriori non e` valida nemmeno la trattazione presente in questo lavoro, dal mo-
mento che e` un’analisi di una teoria effettiva giustificata da universalia`. Ma questo non e` un
problema: qui si e` dimostrato che vale universalita` ⇒ ¬vale universalita`, quindi abbiamo
dimostrato che non valgono gli argomenti di universalita` per consequentia mirabilis.
14Nello schema di rinormalizzazione massless di sottrazione minimale senza ε-expansion
15Schema massivo, sottrazione minimale senza ε-expansion
16All’interno di uno studio sul rapporto tra transizione chirale e deconfinamento.
17Si intende O(6) → O(5), transizione che e` comunque diversa dalla nostra.
Appendice A
Stabilita` e pattern in (2.1)
Siamo interessati solo alla parte statica di (2.1), cioe´
V = −m2Tr Φ†Φ + v
4
(Tr Φ†Φ)2 +
u
4
Tr (Φ†Φ)2 + c(Det Φ +Det Φ†) (A.1)
dove per semplicita` ho cambiato m2 → −m2, cos`ı da avere condensazio-
ne per valori positivi di m2. Per semplificare questa scrittura parto dalla
considerazione che la matrice Φ†Φ e` reale e semidefinita positiva, quindi
∃ U, t.c. UU † = 1, U †Φ†ΦU =


λ1
. . .
λN

 (A.2)
con λi ≥ 0. Posso riscrivere i primi tre termini come
−m2
N∑
i
λi +
v
4
(
N∑
i
λi
)2
+
u
4
N∑
i
λ2i (A.3)
per il termine anomalo invece uso che∏
i
λi = Det Φ†Φ = |Det Φ|2 ⇒ Det Φ =
∏
i
√
λi × eiθ (A.4)
quindi possiamo riscrivere la (A.1) in funzione di N+1 variabili, invece delle
N(N + 1) iniziali:
V = −m2
N∑
i
λi +
v
4
(
N∑
i
λi
)2
+
u
4
N∑
i
λ2i + 2c
∏
i
√
λi · cos θ (A.5)
questa scrittura e` assolutamente funzionale sia per studiare la stabilita` del
potenziale che per studiare il pattern. Infatti la condizione che mi serve
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assicurarmi di descrivere la giusta rottura di simmetria e` che, detto Φ0 il
minimo del potenziale, esista una matrice A invertibile tale che ATA = Φ0,
e l’unica limitazione che ho e` che quindi Det Φ0 6= 0.
Inizio a considerare il caso notevolmente piu` semplice di c = 0; in questo
caso infatti mi riconduco ad una forma bilineare da massimizzare all’interno
del dominio λi ≥ 0.
V = −m2η · λ+ 1
4
λT


u+ v v · · · v
v u+ v
. . .
...
...
. . .
. . . v
v · · · v u+ v

λ (A.6)
Dove si e` usato η = 1√
N
(1, . . . , 1) e λ = (λ1, . . . λN ). Per le condizioni di
stabilita` studio l’andamento a +∞ della parte quadratica e impongo che sia
sempre > 0; ottengo:
u+ v ≥ 0
u+Nv ≥ 0
(A.7)
Invece, per quanto riguarda il pattern, devo studiare il minimo di (A.6).
Si ottiene facilmente che le derivate prime si annullano in λ =
2m2
u+Nv
η, e
che gli autovalori dello jacobiano sono u (N − 1 volte degenere) e u+Nv. Il
secondo e` positivo per ipotesi di stabilita` quindi sara` un minimo locale solo
se u > 0. Posso cercare anche dei punti stazionari vincolati sulla chiusura
del dominio, ma si vede facilmente che questi saranno punti sella per u 0.
Si ha quindi che la rottura e` U(2Nf ) → O(2Nf ) ⇐⇒ u > 0.
Ben piu` complesso e` il caso di c 6= 0. Ricordo che in questo caso per
procedere bisogna fissare N = 4 Per trovare le condizioni di stabilia` devo
verificare la positivita` a +∞ di (A.5). Studiando l’andamento di (. . . , λixαi)
per x grande si ottengono facilmente le sequenti equazioni:
u+ v ≥ 0
u+ (N − 1)v ≥ 0
v
4
(∑
i
λi
)2
+
u
4
∑
i
λ2i − 2|c|
∏
i
√
λi ≥ 0
(A.8)
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dove senza perdere di generalita` possiamo fissare
∑
i λ
2
i = 1. Successiva-
mente posso considerare
∏
i
√
λi = G
(
λ1, λ2,
∑
i
λi ≡ A
)
(A.9)
massimizzare rispetto a λ1 e λ2 e ottenere una funzione della sola A. Ricordo
che avendo fissato i λi sull’ipercerchio ho che A ∈ [1, 2]. Il risultato e` dato
da:
G2(A) =


1
64
(
A2 − 2)2 per A 6 2√37
1
3456
(
−3A+√3√4−A2
)2 (−6 + 3A2 +√3A√4−A2) per A ≥ 2√37
(A.10)
Adesso per concludere non mi resta che trovare le condizioni su u, v, c
tali che
v
4
A2 +
u
4
− 2|c|G(A) > 0 ∀A ∈ [1, 2] (A.11)
La verifica per A2 ∈ [1, 127 ] mi fa concludere
v + u− |c| > 0
12
7
v + u− 2|c|
7
> 0
(A.12)
Per studiare invece la parte x ≡ A2 ∈ [127 , 4] invece utilizzo la convessita`
di G (
√
x) in questo intervallo, per cui per verificare la (A.11) basta che sia
verificata nei due punti estremali; ottengo quindi le condizioni:
4v + u− 2|c| > 0
12
7
v + u− 2|c|
7
> 0
(A.13)
Eliminando le condizioni ridondanti ho il sistema:{
4v + u ≥ 2|c|
v + u ≥ |c|
(A.14)
Come era logico aspettarsi queste condizioni contengono le (A.7).
Passo adesso alle condizioni sul pattern; come preannunciato per questo
scopo non sono tanto interessato a trovare i minimi di (A.5) quanto ad essere
sicuro che non esistano minimi assoluti sulla chiusura del dominio. Putroppo
questo non si riesce a fare, dal momento che analiticamente non si riescono
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a trovare tutti i punti stazionari all’interno del dominio. Tuttavia posso
fornire delle condizioni che mi assicurino che non ci siano minimi locali sulla
chiusura, o per lo meno che questi ultimi non abbiano energia minore di un
minimo locale che sappiamo facilmente trovare.
Per semplicita` nei calcoli cambio la notazione con λi → λ2i , cos`ı da
ricondurmi a funzioni analitiche, ottengo quindi:
V = −m2
N∑
i
λ2i +
v
4
(
N∑
i
λ2i
)2
+
u
4
N∑
i
λ4i + 2c
∏
i
λi · cos θ (A.15)
e minimizzando rispetto a θ ho cos θ→ −1.
Inizio ad escludere la possibilita` di minimi del tipo (0, λ2, λ3, λ4). Per
far questo basta studiare
∂λ1V |λ1=0 = −2cλ2λ3λ4 (A.16)
e quindi questo non potra` mai essere un punto di minimo.
Passo a considerare (0, 0, λ3, λ4). Minimizzo rispetto a λ3, λ4, e fissati
questi valori studio lo jacobiano. Quest’ultimo ha autovalori negativi (al-
l’interno del dominio) solo se u + 2|c| ≥ 01, quindi sara` un minimo locale
⇐⇒ u+ 2|c| ≤ 0.
Analogamente studio (0, 0, 0, λ4). Minimizzo rispetto a λ4 e studio lo
jacobiano in questo punto: questo avra` 3 autovalori proporzionali a − u
u+ v
,
e quindi sara` di minimo locale ⇐⇒ u ≤ 0.
Arrivo quindi alla conclusione che se mi limito a considerare u ≥ 0 sono
sicuro che di non poter avere punti di minimo sulla chiusura, e quindi che il
pattern sia quello desiderato2.
Ricordo che u ≥ 0 e` solo una condizione sufficiente, non so dare argo-
menti sulla sua necessarieta`; per darli sarebbe neccessario saper descrivere i
minimi all’interno del dominio.
1Qui si fa uso anche delle condizioni di stabilita`.
2Come accennato prima si riesce a risalire facilmente ad un minimo locale della forma√
2mp
u + 4v − |c| (1, 1, 1, 1). Si puo` vedere che per alcuni valori di c questo minimo a valori
piu` alti degli altri punti stazionari presi in considerazione. Questo ci convince del fatto
che ci potrebbero essere valori dei parametri per cui il pattern non e` quello desiderato.
Appendice B
La teoria Nf = 1 con
anomalia
Come accennato nella sezione 1.7, in questo caso non e` valida la trattazione
del capitolo 2. In questo caso il determinante ha dimensione in massa 2,
quindi la lagrangiana piu` generale possibile dovra` contenere anche termini
del tipo massa×determinante e (determinante)2.
L =Tr ∂µΦ†∂µΦ +m2Tr Φ†Φ + v
4
(Tr Φ†Φ)2 +
u
4
Tr (Φ†Φ)2+
+ c(Det Φ +Det Φ†) + c1(Det Φ +Det Φ†)2 + c2(Det ΦB +Det Φ†B)(Tr Φ†Φ)
(B.1)
Questo problema e` molto simile al problema di transizione chirale in
QCD con due fermioni nella fondamentale di colore (NC > 2), gia` trattato
in [But03]. Seguendo l’idea di quel lavoro cerco di ricondurmi ad un modello
O(3) di due vettori 3-dimensionali reali, che trasformano come φ1, φ2 →
Uφ1, Uφ2:
L = 1
2
(∂µφ1)
2+
1
2
(∂µφ2)
2+
r1
2
φ21+
r2
2
φ22+
t1
4!
(φ1)
2+
t2
4!
(φ2)
2+
t3
4!
φ21φ
2
2+
t4
4!
φ1φ2
(B.2)
Per farlo uso la base (e1, e2, e3) = (
1
2 ,
1
2 iσ1,
1
2 iσ3) e usando
Φ =
∑
j
(φ
(j)
1 + iφ
(j)
2 )ej (B.3)
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si vede che le due lagrangiane si equivalgono se:
t1 = −3
4
u− 3
2
v − 6c1 − 6c2
t2 = −3
4
u− 3
2
v − 6c1 + 6c2
t3 = −9
2
u− 3v + 12c1
t4 = 3u
r1 = c+m
2
r2 = c−m2
(B.4)
Ci siamo ricondotti quindi alla stessa forma studiata in [But03], e possiamo
riproporre i risultati trovati in quel lavoro. La (B.4) e` una lagrangiana
con due masse indipendenti, ci si aspetta quindi che descriva transizioni
di fase critiche e multicritiche. Le condizioni di stabilita` sono: t1,2 > 0,
t3 > −2
√
t1t2 e t3 + t4 > −2
√
t1t2.
Un primo studio si puo` fare impostando il calcolo in approssimazione di
campo medio. In figura (B) sono rappresentate le possibili fasi e le relative
r1
φ2 > 0
φ1 > 0
r2
r1
r2
(a) (b)
φ1 = 0
φ2 = 0
φ1 = 0
φ2 > 0
φ2 = 0
φ1 > 0 φ1 = 0
φ2 = 0
φ1 = 0
φ2 > 0
φ2 = 0
φ1 > 0
Figura B.1: Possibili fasi e transizioni: le linee continue indicano transizioni
del I ordine, quelle tratteggiate del II.
transizioni: sugli assi sono riportati i valori di r1, r2, e le linee (tratteggiate
e continue) dividono le possibili fasi. I due grafici si riferiscono rispettiva-
mente alle due possibilita` (che dipendono dai valori dei parametri quartici):
la condizione t3 > 2
√
t1t2, t4 + t3 > 2
√
t1t2 nella figura (a) e le altre pos-
sibilita` nella (b). Nella (a) sono rappresentate 3 fasi, una disordinata con
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φ1 = 0,φ2 = 0, e due odinate con un campo φi 6= 0 e l’altro nullo. La
transizione ordine-disordine corrisponde ad una transizione O(3) → O(2)
del second’ordine, quella ordine-ordine e` invece del prim’ordine; il punto
r1 = r2 = 0 e` un punto bicritico. Il grafico (b) invece rappresenta quattro
fasi, la quarta fase ha entrambi i valori non nulli; le transizioni sono tutte
del second’ordine, e il punto r1 = r2 = 0 e` quadricritico. Nella fase IV il
minimo puo` essere con φ1 ‖ φ2 o φ1 ⊥ φ2, rispettivamente se vale t4 < 0 e
−2√t1t2 < t3 + t4 < 2
√
t1t2 o se t4 > 0 e −2
√
t1t2 < t3 < 2
√
t1t2. A seconda
di quali dei due minimi venga scelto cambia anche il pattern di rottura nel
passaggio dalle fasi II o III alla IV, o una Ising o una O(2)1.
Ovviamente quanto detto fin’ora e` valido in approssimazione di campo
medio, e in generale le fluttuazioni potranno trasformare le transizioni da II
ordine in I ordine. Questo ci permette di supporre che detto g il parametro
che individua la rottura anomala, e sapendo che per g = 0 la transizione e`
del I ordine, la transizione restera` di I ordine anche per |g| piccoli, benche´
la teoria di campo medio preveda che sia di II ordine.
1La simmetria della teoria nello stato disordinato e` O(3)⊗ Z2, negli stati ordinati II o
III e` invece O(2)⊗Z2, nel IV invece puo` essere a seconda dei casi una O(2) o una Z2⊗Z2.
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