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The theory of open quantum systems lays the foundations of a substantial part of modern research
in quantum science and engineering. Rooted in the dimensionality of their extended Hilbert spaces,
the high computational complexity of simulating open quantum systems calls for the development
of strategies to approximate their dynamics. In this paper, we present an approach for tackling
open quantum system dynamics. We simulate the dynamics of the Liouvillian superoperator using
a forward-backward trapezoid method and find the steady-state via a variational formulation. We
make use of a probabilistic formulation of quantum physics based on a positive operator-valued mea-
sure (POVM) in combination with neural autoregressive models, which bring significant algorithmic
flexibility due to their efficient sampling and tractable density. We introduce improved ansatzs,
String States, which partially restore the symmetry of the neural auto-regressive model and im-
prove the description of local correlations. We benchmark our approaches on prototypical one and
two-dimensional systems, finding results which closely track the exact solution and achieve higher
accuracy in comparison to a recently proposed method based on restricted Boltzmann machines. We
anticipate this approach will be widely applicable to evolving density matrices in various contexts.
Introduction. While the universe itself is a closed
quantum system, all other systems within the universe
are open quantum systems coupled to the environment
around them. Open quantum systems (OQS) play a cru-
cial role in fundamental quantum science, quantum con-
trol and quantum engineering [1, 2]. In recent years,
there has been a significant interest both theoretically
and experimentally in better understanding open quan-
tum systems [3–38]. In the field of quantum engineer-
ing, coupling to the environment generates decoherence
driving the destruction of entanglement within quan-
tum devices. Quantum computers rely on the qubit-
environment coupling to apply quantum gates as well as
try to minimize unwanted coupling to mitigate errors on
the qubits [39].
Unlike closed quantum states which can be represented
by a wave-function, the density matrix ρ becomes the
core object of study in open quantum systems. A typ-
ical model of an OQS evolves the density matrix under
both the Hamiltonian H as well as a series of dissipative
operators which transfer energy and information out to
a featureless bath leading to the Lindblad equation,
ρ˙ = Lρ ≡ −i[H, ρ] +
∑
k
γk
2
(
2ΓkρΓ
†
k − {ρ,Γ†kΓk}
)
, (1)
where γk are the dissipation rates associated with jump
operators Γk. Although there is hope that quantum algo-
rithms [40–43] may eventually overcome the simulation
bottlenecks in OQS, a direct solution to the Lindblad
∗ Co-first authors.
equation is difficult because the Hilbert space grows ex-
ponentially with the number of particles making clas-
sical simulations largely intractable. To deal with this
curse of dimensionality, OQS have historically been stud-
ied with renormalization group approaches [11–13], mean
field methods [9, 10, 44]; or simulated with tensor net-
works [5–8, 18] which compress the density matrix. Un-
fortunately, while tensor networks have proved fruitful in
one dimension, their use for OQS in higher dimensions
has been severely limited. Recently, inspired by the ad-
vances in the description of many-body systems in terms
of neural network wavefunctions [45–54], ideas from ma-
chine learning have been applied to OQS studying real-
time dynamics in one dimension (1-D), steady states in
one and two dimensions (2-D) [55–57] and determining
the Liouvillian gap [58] by representing the density ma-
trix as a restricted Boltzmann machine (RBM) [59, 60].
Here, we outline an alternative approach to using
machine learning ideas to simulate the Lindblad equa-
tion. Many machine learning architectures and gener-
ative models (such as the RBM) have fundamentally
been designed to represent probability distributions (e.g.
probability distributions over images on the internet)
making them inadequate to store quantum states, which
are complex valued in general. To overcome this, novel
approaches have been devised such as using complex
weights within RBM; despite these innovative ideas, ef-
fectively representing states with signs have been a key
bottleneck in this field [61–63].
This motivation has inspired us to utilize the recent de-
velopments in the probabilistic formulation of quantum
mechanics [64–66] to simulate the Lindblad equation. In
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2this formulation the state is mapped to a probability dis-
tribution which we represent compactly using the Trans-
former [67] - a machine learning architecture from which
one can efficiently sample the probability distribution
exactly. Using this, we develop efficient algorithms to
both update the state of the Transformer under dynamic
evolution as well as find the Transformer which repre-
sents the steady state of the Lindblad equation. To per-
form the dynamic evolution, we combine the second-order
forward-backward trapezoid method [68] with stochastic
optimization on the Transformer. Since the Transformer
does not naively preserve the symmetry of the true dy-
namic (or fixed-point) state, we further improve upon our
results by developing an additional ansatz - string states
- which explicitly restores some of these symmetries. We
proceed to benchmark this work on a series of one- and
two-dimensional systems.
Lindblad Equation as a Probability Equation. The
general objective of this paper is to develop an approach
to solve for the dynamics and fixed point of the den-
sity matrix ρ in the Lindblad equation (Eq. 1). We test
this approach on two models—the transverse-field Ising
model (TFIM), where
H =
V
4
∑
〈i,j〉
σ
(z)
i σ
(z)
j +
g
2
∑
k
σ
(x)
k , (2)
and the Heisenberg model, where
H =
∑
〈i,j〉
∑
w=x,y,z
Jwσ
(w)
i σ
(w)
j +B
∑
k
σ
(z)
k . (3)
In both cases, Γk = σ
(−)
k =
1
2 (σ
(x)
k − iσ(y)k ). We are inter-
ested in the expectation values of local observables given
by the Pauli matrices averaged over all qubits, i.e. for a
system with n qubits, we consider 〈σw〉 = 1n
∑
i〈σ(w)i 〉 for
w = x, y, z. Typically, the density matrix ρ is represented
(explicitly or implicitly) in an orthogonal basis. In this
work, we instead represent ρ in the POVM formalism.
Given an informationally complete POVM (IC-POVM),
a density matrix ρ of a spin-1/2 system can be uniquely
mapped to a probability distribution p(a), where a spans
over all 4n measurement outcomes in the POVM ba-
sis. An IC-POVM is defined by a collection of positive
semi-definite operators {M(a)} called the frame, which
specifies the probability distribution p(a) = Tr
(
ρM(a)
)
.
The inverse transformation is given by ρ =
∑
b p(b)N
(b),
where the dual-frame {N (b)} can be computed from the
frame as N (b) =
∑
aM(a)T
−1
ab . Here, the elements of the
overlap matrix T are given by Tab = Tr
(
M(a)M(b)
)
, and
T−1ab represent the elements of the inverse overlap matrix
T−1. Thus, we can re-express the Lindblad equation as
p˙(a) =
∑
b
p(b)Lba =
∑
b
p(b)
(
Aba +B
b
a
)
, (4)
with
Aba = −iTr
(
H[N (b),M(a)]
)
;
Bba =
∑
k
γk
2
Tr
(
2ΓkN
(b)Γ†kM(a) − Γ†kΓk{N (b),M(a)}
)
.
(5)
We work with an IC-POVM where the frame and dual-
frame are constructed from local frames of acting on sin-
gle spins as {M(a)} = {M(a1) ⊗ M(a2) ⊗ M(a2) ⊗ · · · }
and {N (b)} = {N (b1) ⊗ N (b2) ⊗ N (b3) ⊗ · · · } with four
outcomes per spin ai. This allows us to write p(a) =
p(a1, a2, a3, · · · ). The expectation value of observables
are given by
〈O〉 =
∑
b
p(b) Tr
(
ONb
) ≈ 1
Ns
∑
b∼p
Tr
(
ONb
)
, (6)
where Ns is the number of samples b drawn from the dis-
tribution p(b) used to estimate 〈O〉. We emphasize that
a complete specification of the probability distribution
p(b) requires 4n probability values for an n-site system.
Autoregressive Models and String States. We have
chosen to model the probability distribution in a
compact way with an autoregressive neural network
where the probability of a given configuration a is ex-
pressed through its conditional probabilities pθ(a) =∏
k pθ(ak|a1, a2, · · · , ak−1).
This representation allows exact sampling of a configu-
ration from the space of probability distributions without
invoking Markov chain Monte Carlo techniques. Mod-
ern incarnations of autoregressive models include, among
others, recurrent neural networks (RNN) [69, 70], Pixel
Convolutional Neural Networks (PixelCNN) [71], Trans-
formers [67]. Recent work has effectively applied these
models to quantum systems [50, 51, 65, 66, 72]. Here,
we use an autoregressive Transformer, which follows the
same architecture as the model in [66]. The Transformer
consists of two hyper-parameters: the number of trans-
former layers stacked on each other nl and the hidden
dimension nd, which we adjusted for different tests.
Since our Transformer gives ‘ordered’ measurement
outcomes, when we simulate two-dimensional systems we
need to choose a linear ordering of our two-dimensional
sites (i.e. a string of sites). We consider two differ-
ent single-string orderings (string 0 and string 1 from
Fig. 1(a)).
These strings explicitly break a symmetry of our sys-
tem which then would need to be restored (to the de-
gree to which the model has the variational freedom to
do so) by the Transformer itself. We can partially (or
completely) restore this symmetry explicitly by choos-
ing our ansatz to be a mixture of distributions de-
fined over multiple different symmetry-related strings -
i.e. pθ(a) =
∑
S pθ(a|S)p(S), where p(S) = 1/Nstring
for a total number of Nstring strings; we call this re-
fined ansatz, a String state. This linear combination
3(a)String 0. (b)String 1. (c)String 2. (d)String 3. (e)String 4.
(f)String 5. (g)String 6. (h)String 7. (i)String 8.
Figure 1. Strings used for mapping 1-D Transformer to 2-D
quantum systems. String 0 is the default mapping (which we
refer to as no strings). We always refer to the first (in order)
n strings (excluding string 0) when we say we used n strings.
of the Transformer probabilities can be interpreted as
a mixture model [73] and bears some resemblance to
string bond states [74]. Restoring symmetries explicitly
has proved useful in variational calculations of quantum
states [50, 61, 75–77]. Given a set of strings and a config-
uration a we can compute p(a) explicitly. Sampling an
a from pθ(a) is also straightforward because of linearity
and the fact that each term in our average is positive. To
do so, we first sample an ordered {a1, a2, ...ak−1} from
the Transformer and then randomly choose a string to
map these ordered values to so as to get the final config-
uration. Here, we test a subset of strings 1-k for different
k (see Fig. 1(b)-1(i)).
Optimization and Results. Eq. 4 gives a prescrip-
tion for applying time-evolution to the density matrix
by time-evolving the POVM probability distribution.
To solve for the time-evolved distribution, we discretize
time and use a second-order forward-backward trapezoid
method [68]. We designed the following objective func-
tion
C = 1
Ns
N∑
a∼pθ(t+2τ)
1
pθ(t+2τ)(a)∣∣∣∣∑
b
[
pθ(t+2τ)(b)
(
δba − τLba
)− pθ(t)(b) (δba + τLba) ]∣∣∣∣,
(7)
where δba is the Kronecker delta function, the sum is over
a sampled stochastically from pθ(t+2τ), and the gradient
of the objective function C with respect to the parame-
ters in pθ(t+2τ)(b) is computed using PyTorch’s [78] au-
tomatic differentiation. To optimize the objective func-
tion we use Adam [79]. In the limit where C is zero,
we get exact time evolution up to the discretization er-
ror induced by the trapezoid rule. More typically, it will
be impossible for the Transformer to exactly represent
the time-evolved state; instead by minimizing C the opti-
mization continuously projects onto a nearby state in the
manifold of distributions represented by our Transformer.
This can be viewed as a higher order generalization of IT-
SWO [80] and similar to the wavefunction form utilized
in Ref. 81. The dominant source of error in performing
our dynamics comes from the limited set of states that
the Transformer can represent. Additionally, it is possi-
ble that even within this manifold of states, one may not
reach the optimal value if there are optimization issues
such as local minima. Over multiple time steps, errors
will naturally accumulate due to the unitary dynamics of
the system and be suppressed by the dissipative operators
which should drive all dynamics to a fixed point. We test
Figure 2. The expectation value 〈σz〉 as a function of time (a)
for the 1D Heisenberg model with B = γ, Jx = 2γ, Jy = 0,
and Jz = γ using a time step τ = 0.005γ
−1. The initial state
is the product state
∏N
i=1 |←〉 (〈σy〉 = −1). (b) for the 3× 3
Heisenberg model with B = 0, Jx = γ, Jy = 1.0γ, 1.8γ, and
Jz = 0.9γ using a time step time step τ = 0.008γ
−1. The
initial state is a product state
∏N
i=1 |↑〉 (〈σz〉 = 1). Both
models use periodic boundary conditions. Exact curves are
produced using QuTip [82, 83]. The Transformer has one
encoder layer and 32 hidden dimensions, and is trained using a
forward-backward trapezoid method with a sample size Ns =
12000.
this dynamic evolution on the 1-D and a 2-D Heisenberg
model (see Fig. 2) using the tetrahedral POVM basis (see
Supplementary Material [84] Sec. I) where we find that
the dynamics matches closely to the exact result. We
capture both the qualitative behavior (i.e. the peaks and
oscillation of the observables) as well as their quantita-
tive values. The values are especially accurate in both
the limit of small and large time. In our results, we have
simulated one-dimensional chains up to N = 40 and two-
dimensional chains for 3× 3 lattices.
One approach to finding the fixed point of the Li-
ouvillian superoperator L is through a sufficiently long
time-evolution (for an example see the large time limit
4of Fig. 2). Interestingly, our approximate time evolution
fluctuates around a fixed value of the observable, though
it may not reach a true fixed point (i.e. pθ(t+2τ) = pθ(t))
even in the limit of small τ .
Figure 3. Variational steady state solution for a 16-site TFIM
chain with periodic boundary conditions and V = 2γ (orange
dots). The initial state is a product state
∏N
i=1 |↑〉 (〈σz〉 =
1). The Transformer has one encoder layer and 32 hidden
dimensions, and is trained using Adam [79] in 500 iterations
with Ns = 12000. Green points are the fixed point solution
representing the density matrix as an RBM; both the exact
curve (black line) and density matrix results are digitized from
Ref. 60.
Alternatively, we can search for the fixed point by di-
rect minimization of the L1-norm of p˙θ giving
‖p˙θ‖1 =
∑
a
∣∣∣∣∣∑
b
pθ(b)L
b
a
∣∣∣∣∣ = 1N
N∑
a∼pθ
∣∣∑
b pθ(b)L
b
a
∣∣
pθ(a)
, (8)
where the second line offers a stochastic approach to eval-
uate the ‖p˙θ‖1 by sampling a from pθ(a). The gradient in
Eq. 8 is taken with respect to the parameters in pθ(b) us-
ing PyTorch’s [78] automatic differentiation. Notice that
because the gradients of Eq. 7 and Eq. 8 are different
(except in the limit where the manifold of states repre-
sentable by the Transformer span the full space), they
will converge to different answers.
In Fig. 3 we consider the one-dimensional TFIM, with
the 4-Pauli POVM basis (see Supplementary Material
[84] Sec. II), and compute the expectation value of all
Figure 4. Steady state solution for 3 × 3 Heisenberg model
with periodic boundary conditions with B = 0, Jx = γ,
and Jz = 0.9γ. The exact curve (black lines) is produced
using QuTiP [82, 83]. (a) 〈σz〉 for different values of Jy
for POVM variational results (var), POVM dynamics (dyn)
and POVM dynamics starting from the variational results
(var+dyn). The two integers in the legend label are the num-
ber of transformer layers and hidden dimension. (b) Steady
state solution Jy = 1.8 comparing different variational ansatz.
0s and 1s use one string (0 and 1); 2s, 4s, and 8s use strings
1-2, 1-4, and 1-8 respectively (see Fig. 1(i)) All initial states
are
∏N
i=1 |↑〉 (〈σz〉 = 1). The dynamics and variational plus
dynamics approaches use the time step τ = 0.008γ−1.
three Pauli matrices at various values of γ. We find
strong agreement with the exact method. In addition,
we find that this approach performs particularly well in
the regime of 1 < g/γ < 2.5 which have proven particu-
larly challenging for the RBM method [60]. We can fur-
ther improve the performance by averaging over multiple
simulations (see Supplementary Material [84] Sec. V). In
Fig. 4 we consider optimizing a 3 × 3 Heisenberg model
using Eq. 8 with various different variational ansatz (here
we use the tetrahedral POVM basis (see Supplementary
Material [84] Sec. II)). In looking at the quality of 〈σz〉 we
find that increasing the size of the Transformer both in
depth and hidden dimension improves the result although
this improvement is marginal until we reach two trans-
former layers and a hidden dimension of 64. Interestingly,
we find that the use of strings has a significant effect on
our results (see Fig. 1(i)). To begin with, the use of string
1 is marginally superior to string 0. We expect this is be-
cause string 1 better addresses local correlations. More
importantly, we find that there is a significant improve-
ment (for any Transformer) by including more symmetry
related strings out to the maximum of eight strings we
considered. In fact, eight strings with one hidden layer
5and a hidden dimension of 32 provides a similar accuracy
to 1 string with 2 hidden layers and a hidden dimension
of 64. Additionally, we compared the results obtained
through time evolution at long time to the fixed point
method and found that the steady state approached by
the time-evolved state provides significantly more accu-
rate results.
While the evaluation of the dynamics is computation-
ally slower, we find that supplementing the fixed-point
method with further dynamical evolution achieves the
same steady state solution as the dynamical approach at
an overall reduced computational time.
Conclusion. We have demonstrated a general approach
to approximate the real-time dynamics of open quantum
many-body problems. Our strategy makes use of a prob-
abilistic formulation of the quantum state in terms of the
outcome statistics of a factorized POVM. By parameter-
izing the quantum state using an autoregressive Trans-
former, we track the dynamics and steady state of proto-
typical models in condensed matter physics such as the
transverse field Ising and Heisenberg models in 1-D and
2-D. For 2-D systems, we introduce String States which
partially restore the symmetry of the Transformer.
We closely match the exact results on small systems
and scale comfortably to larger system sizes. Our work
extends the availability of numerical tools to study real-
time dynamics of open quantum systems and can be ap-
plied in other relevant physical situations such as the dy-
namics of finite temperature quantum states, as well as to
challenging fermionic transport problems [85, 86], which
require an accurate account of the system’s interaction
with an external environment [87].
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Supplementary Material for Probabilistic Formulation of Open Quantum Many-Body
Systems Dynamics with Autoregressive Models
I. Lindblad Equation in POVM Formalism
Start from the Lindblad equation for density matrices
ρ˙ = Lρ = −i[H, ρ] +
∑
k
γk
2
(
2ΓkρΓ
†
k − {ρ,Γ†kΓk}
)
, (S1)
the frame and dual-frame satisfies
p(a) = Tr
(
ρM(a)
)
, (S2)
and
ρ =
∑
b
p(b)N (b). (S3)
Plugging Eq. S3 into Eq. S1, we have∑
b
p˙(b)N (b) =
∑
b
p(b)
[
− i[H,N (b)] +
∑
k
γk
2
(
2ΓkN
(b)Γ†k − {N (b),Γ†kΓk}
)]
. (S4)
Plugging Eq. S3 into Eq. S2, we have
p(a) =
∑
b
p(b) Tr
(
N (b)M(a)
)
. (S5)
Therefore, let’s add M(a) and take trace on both sides of Eq. S4,∑
b
p˙(b) Tr
(
N (b)M(a)
)
=
∑
b
p(b)
[
−iTr
(
[H,N (b)]M(a)
)
+
∑
k
γk
2
Tr
(
2ΓkN
(b)Γ†kM(a) − {N (b),Γ†kΓk}M(a)
)]
.
(S6)
Replacing the left side with Eq. S5 and rearranging the right side, we arrive at
p˙(a) =
∑
b
p(b)
[
−iTr
(
H[N (b)M(a)]
)
+
∑
k
γk
2
Tr
(
2ΓkN
(b)Γ†kM(a) − Γ†kΓk{N (b),M(a)}
)]
≡
∑
b
p(b)Lba (S7)
II. Tetrahedral and 4-Pauli POVM
In the main paper, we used two POVMs, the tetrahedral POVM and the 4-Pauli POVM. The tetrahedral POVM
forms a tetrahedral in the Bloch sphere. In particular, it takes the form of
M(a) =
1
4
(
1 + v(a) · σ
)
, (S8)
where 1 is the identity matrix, σ are the Pauli matrices, and v(a) are four unit vectors which form a tetrahedral. In
the main paper, we choose the four vectors to be
v(1) = 〈0, 0, 1〉 , (S9)
v(2) =
〈
2
√
2
3
, 0,−1
3
〉
, (S10)
v(3) =
〈
−
√
2
3
,
√
6
3
,−1
3
〉
, (S11)
v(4) =
〈
−
√
2
3
,−
√
6
3
,−1
3
〉
. (S12)
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The 4-Pauli POVM, on the other hand, takes the form of
M(1) =
1
3
|0〉 〈0| , (S13)
M(2) =
1
3
|+〉 〈+| , (S14)
M(3) =
1
3
|r〉 〈r| , (S15)
M(4) = 1−M(1) −M(2) −M(3), (S16)
where |0〉, |+〉, and |r〉 are the positive eigenstates of σz, σx, and σy respectively.
Then, the multi-site POVM is constructed as the tensor product of single-site POVMs.
III. Convergence of Loss
Figure S1. 〈σz〉 for dynamics plus result for 3 × 3 Heisenberg model with B = 0, Jx = 1, Jy = 1.8, and Jz = 0.9 using
one transformer layer, 32 hidden dimensions and no strings. The Transformer is trained using a forward-backward trapezoid
method with 12000 samples and a time step τ = 0.008γ−1.
Figure S2. Examples of variational loss values. (a): loss values for 16 spins 1D TFIM with V = g = 2 using one transformer
layer and 32 hidden dimensions. (b): loss values for 3× 3 Heisenberg model with B = 0, Jx = 1, Jy = 1.8, and Jz = 0.9 using
two layers, 64 hidden dimensions and no strings. The Transformer is trained using Adam [79] with a sample size of 12000.
Here we show that the observable converges for dynamics process (Fig. S1) and the training loss converges for
variational method (Fig. S2).
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Figure S3. 〈σz〉 as a function of time computed with POVM dynamics. Various different system sizes for the 1D Heisenberg
model with periodic boundary condition where B = 10γ, Jx = 20γ, Jy = 0, and Jz = 10γ. Long time dynamics results for
Heisenberg model in 1-D configuration with periodic boundary condition where B = 10γ, Jx = 20γ, Jy = 0, and Jz = 10γ.
The initial state is a product state of
∏N
i=1 |←〉 (〈σy〉 = −1). The time step τ = 0.0005γ−1. The exact curve is produced using
QuTip [82, 83]. The Transformer is trained using a forward-backward trapezoid method with a sample size of 12000, and a
time step of 0.0075γ−1. The neural network has one encoder layer and 32 hidden dimensions. The exact curve is produced
using QuTip [82, 83].
IV. Results for Heisenberg Model with Larger Energy Scale
The dynamics algorithm is also tested on a different Heisenberg model where B = 10γ, Jx = 20γ, Jy = 0, and
Jz = 10γ. This model has a higher energy compared with the model in the main paper. Since the dissipation operator
is relatively small compared with the Hamiltonian, this model reveals closed system properties as well as open system
properties. In Fig. S3, we show the short time dynamics for different number of spins of this model. It can be seen
that for short time dynamics, the neural network predicts the observables to a great precision. In Fig. S4, we show
the long time dynamics behavior for different number of spins. Even though the performances of different number of
spins are different, it starts to converge to the right steady state as the system size goes larger.
V. Improve Performance by Combining Probabilities
Because of the stochastic nature of the initialization and training process, each training could yield a slightly
different result. In principle, we can average over multiple results to achieve better performance by defining the
overall POVM probability
p(a) =
1
N
∑
i
pi(a). (S17)
Then, the observable is computed as
〈O〉 = 1
N
∑
i,b
pi(b) Tr
(
ONb
)
=
1
N
∑
i
〈O〉i, (S18)
which turns out to be the average of observables. In Fig. S5, we show the results for 1-D transverse Ising model for
multiple training processes. It can be noted that for 〈σx〉 and 〈σy〉, the average result is indeed better.
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Figure S4. 〈σz〉 as a function of time computed with POVM dynamics. Various different system sizes for the 1D Heisenberg
model with periodic boundary condition where B = 10γ, Jx = 20γ, Jy = 0, and Jz = 10γ. Long time dynamics results for
Heisenberg model in 1-D configuration with periodic boundary condition where B = 10γ, Jx = 20γ, Jy = 0, and Jz = 10γ.
The initial state is a product state of
∏N
i=1 |←〉 (〈σy〉 = −1). The time step τ = 0.0075γ−1. The exact curve is produced using
QuTip [82, 83]. The neural network is trained using a forward-backward trapezoid method with a sample size of 12000, and a
time step of 0.0075γ−1. The exact curve is produced using QuTip [82, 83]. The neural network has one encoder layer and 32
hidden dimensions, and is trained using a forward-backward trapezoid method with a sample size of 12000.
VI. Neural Network Initialization
All the neural networks used in the main paper have the weights and biases (except in the last layer) initialized
using PyTorch [78] default linear layer normalization. All training process starts with a product state of either |↑〉
or |←〉 (〈σz〉 = 1 or 〈σy〉 = −1 respectively, see figure captions for the exact initial state). To initialize the neural
networks in such a product state, in the last fully connected layer, the weight is set to zero and the bias is set to
log
(〈ψ|M(a) |ψ〉) where M(a) is the single spin POVM basis. Thus, after softmax, the output of the neural network
would be the corresponding product state in POVM basis.
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Figure S5. Data of multiple runs for variational steady state solution for one dimensional 16-site spin chain for the TFIM
with periodic boundary conditions where V = g = 2γ. The initial state is a product state of
∏N
i=1 |↑〉 (〈σz〉 = 1). The neural
network has one encoder layer and 32 hidden dimensions, and is trained using Adam [79] in 500 iterations with a sample size
of 12000. The neural network is trained for 500 iterations for each data point with a sample size of 12000. The exact curve
(black line) is digitized from Ref. 60.
