In this article, we review some of the data that contribute to our understanding of the genetic architecture of psychiatric disorders. These include results from evolutionary modelling (hence no data), the observed recurrence risk to relatives and data from molecular markers. We briefly discuss the common-disease common-variant hypothesis, the success (or otherwise) of genome-wide association studies, the evidence for polygenic variance and the likely success of exome and whole-genome sequencing studies. We conclude that the perceived dichotomy between 'common' and 'rare' variants is not only false, but unhelpful in making progress towards increasing our understanding of the genetic basis of psychiatric disorders. Strong evidence has been accumulated that is consistent with the contribution of many genes to risk of disease, across a wide range of allele frequencies and with a substantial proportion of genetic variation in the population in linkage disequilibrium with singlenucleotide polymorphisms (SNPs) on commercial genotyping arrays. At the same time, most causal variants that segregate in the population are likely to be rare and in total these variants also explain a significant proportion of genetic variation. It is the combination of allele frequency, effect size and functional characteristics that will determine the success of new experimental paradigms such as whole exome/genome sequencing to detect such loci. Empirical results suggest that roughly half the genetic variance is tagged by SNPs on commercial genome-wide chips, but that individual causal variants have a small effect size, on average. We conclude that larger experimental sample sizes are essential to further our understanding of the biology underlying psychiatric disorders.
Introduction
A large number of review and commentary articles have been written recently about the likely (molecular) genetic basis of schizophrenia, bipolar disorder and other psychiatric disorders. In this review, we aim not to build more 'theoretical mountains out of empirical molehills', 1 but instead we focus on the empirical evidence that has been accumulated about the genetic basis of psychiatric disease and we will make inferences about what is consistent with observed data. We revisit the often misinterpreted common-disease common-variant hypothesis, the success (or otherwise) of genome-wide association studies (GWAS), the evidence for polygenic variance and the likely success of exome and whole-genome sequencing studies. We limit ourselves to a small number of psychiatric disorders, namely schizophrenia, bipolar disorder and major depression, and do not address or discuss important issues about definitions of diagnosis and phenotypes. Our main objective is to attempt to understand and explain genetic variation in risk to psychiatric disease in the population as represented by the phenotypically and demographically heterogeneous samples of cases and controls utilised in the current era of GWAS.
Simple and complex inheritance
Some diseases and other traits are controlled by a single gene and show classical Mendelian patterns of inheritance. In some cases, the mutant allele causing the disease is dominant, but more often it is recessive. Mental retardation as a result of phenylketonuria (PKU) is an example. There is usually more than one variant that can cause the disease because there is more than one mutation that interferes with the normal function of the gene product. In some cases, there is more than one gene at which mutations can cause the same disease but, because the disease-causing mutations are rare, within each family the disease is inherited in a simple Mendelian manner.
Common diseases such as psychiatric disorders, diabetes and cardiovascular disease do not segregate in a Mendelian manner within families and are influenced by both genetic and environmental factors. Often such diseases are called 'complex diseases'. Most continuously variable traits such as height are affected by many genes and environmental factors. The inheritance of disease susceptibility can also be explained by such a model if we assume that a combination of genes and environmental effects control a person's liability to the disease and that people whose liability is above a threshold show the disease and those below the threshold do not. Many of the features of psychiatric disorders are compatible with this model, [2] [3] [4] whereas these observations are not consistent with Mendelian models. The liability threshold model is consistent with the apparent dichotomy between sporadic cases and cases with family history in the population. For a disease with a population prevalence of 1% and a heritability of liability of 0.6-0.8, more than 60% of probands are predicted to be sporadic (no affected first-, secondand third-degree relatives) in typical families with on average two or three children per couple. 5 Finally, the liability threshold model predicts discordance between monozygotic (MZ) twins, again consistent with empirical data. 6 For example, for diseases such as bipolar disorder and schizophrenia (with heritability on the scale of liability of B0.6-0.8, and a prevalence of about 1%), the threshold model predicts an MZ discordance rate of 80-65% ( Figure 1 ). Hence, this simple model predicts that MZ twins are likely to be discordant for disease, without invoking single causal events such as post-zygotic de novo mutations or epimutations. Sometimes when the simple Mendelian model does not fit the data, the departure is explained as due to incomplete penetrance. That is, there are other genes and environmental factors that determine whether or not an individual exhibits the disease. Incomplete penetrance is consistent with the threshold model when there are many genes and environmental factors that together 'modify' the effect of a variant of large effect. In fact, the threshold model can reflect a multitude of genetic architectures of disease in terms of the number of genes that affect the trait, the distribution of their frequencies and effects sizes, and the interactions among alleles within a locus (dominance) and between loci (epistasis). Moreover, other genetic models that may seem quite different to the liability threshold model in fact have similar properties for the parameter combinations, which generate results consistent with observed data (relative risks to different classes of family member). Such models can be considered as 'exchangeable'. 7, 8 Recognizing this exchangeability makes the threshold model the model of choice because of its simplicity by describing genetic variation through only two parameters, disease prevalence and heritability, consistent with many genetic architectures.
Usually only additive variance is assumed on the liability scale because no empirical data have suggested important contributions of non-additive effects on this scale, but additivity on the liability scale implies considerable epistasis on the disease scale as only those individuals harbouring multiple risk loci will be affected. 9 We have discussed the effects due to scale in detail is an earlier review.
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Heritability: what can we learn from family/ pedigree studies?
Estimates of the heritabilities of psychiatric disorders have been reviewed elsewhere, with schizophrenia and bipolar disorder having lifetime probability of disease (0.5-1%) and high heritability B0.8.
11,12
In contrast, major depression is much more prevalent (10-15%) and has lower heritability of approximately 0.4, 13 although higher heritabilities are associated with early onset, 14 recurrence 15 and consideration of severity and reliability (including the use of multiple interviews to account for measurement error) in population-based samples. 16, 17 These heritabilities are expressed on the liability scale and are derived from estimates of risk of disease in relatives compared with risk of disease in the general population. Risk of disease in different types of relatives helps to disentangle genetic from common environmental risk factors and typically estimates of common environmental factors are small. 12, 13, 18 The relative consistency of estimates from twin studies for schizophrenia is notable; however, for each study the recruitment of family members is from within a restricted environmental setting, usually a single hospital, and this may lead to biased estimates due to confounding factors. 12, 19 In contrast, heritability perhaps reflecting environmental factors (such as urban vs rural effects, or clinical practice), which do not contribute to single hospital studies. The estimates of heritability from national records may be more representative of the samples contributing to the large international consortia in the current era of GWAS. Either way, the estimates of heritability are large, reflecting an important contribution of inherited genetic variants to the aetiology of these disorders. Importantly, de novo mutations are not shared by relatives and so cannot contribute to the estimates of heritability, except in the case of MZ twins. However, de novo mutations in one generation become rare variants if they are passed to the next generation, and indeed heritability estimates reflect sharing of all variants between relatives regardless of their frequencies. Mutation rates affecting complex traits tend to be low, and add about 0.1-1% of heritability per generation when estimated in experimental organisms, 20 and heritability estimates of psychiatric disorders from twins are similar to those estimated from other relatives (Wray and Gottesman, unpublished data).
3,10 Therefore, de novo mutations are unlikely to give biased estimates of narrow sense heritability when using MZ twins.
Evolution at genes affecting disease susceptibility
The frequencies and effect sizes of risk variants contributing to psychiatric diseases that are segregating in the population are a consequence of our evolutionary past. The evolutionary forces that are of particular relevance are natural selection, mutation and genetic drift. Natural selection acts upon 'fitness', which is easier to define than to measure in practice. New mutations that have an effect on psychiatric disease can also have an effect on other traits (pleiotropy). It is the combined effects of a mutation on all traits that determine their effect on fitness, 21, 22 and it is the effect on fitness that is important when predicting their allele frequency in the population. A mutation can have effects on many phenotypes and the direction of effect is not necessarily the same for all traits. For example, a mutation can increase the risk of one disease (for example, sickle cell anaemia), but be protective for another disease (for example, malaria). Moreover, the effect of a mutation on fitness may change over time or between environments. For example, a mutation increasing the ability to store fat reserves in the body efficiently may be advantageous in times of food shortages, but disadvantageous in times of food abundance. Whereas researchers tend to focus on the effect of a mutation on one particular complex trait (their disease of interest) in the present day, it is the net effect of the mutation on fitness in our evolutionary past that is important in making predictions about its frequency in the population today.
It is well recognised that schizophrenia is associated with increased mortality from natural and unnatural causes and with reduced reproductive rates 23 (reviewed by Uher 24 ). It seems likely that mutations with a large effect on incidence of schizophrenia will have a negative effect on fitness and so selection will eliminate them or keep them to a low frequency in the population. However, it is hard to predict the fitness of mutations with a small effect on susceptibility to schizophrenia, especially considering their possible effects on other traits that may have been important in our evolutionary past. If the effect on fitness is small enough, the mutation will behave like a neutral mutation. Therefore, we will first consider the neutral model and then the effect of natural selection.
From the evolutionary neutral model 25 flow some interesting and testable predictions. In particular, under a constant effective population size, the distribution of the frequencies of the segregating causal variants is known. 26 We have plotted the cumulative frequency of segregating variants as a function of minor allele frequency (MAF) in Figure 2 . Figure 2 The neutral model: most variants are rare yet most variation is due to common variants. The variance explained by a particular variant depends on its frequency (p) and effect size (a, on some arbitrary scale). If selection against any particular variant is weak and there is random mating, then the genetic variance contributed by the variant is approximately 2p(1Àp)a 2 . 21 For rare variants (small p), the amount of genetic variation contributed is B2pa 2 , whereas for a very common variant (p = 1/2) it is 1 2 a 2 . As an example, if the effect sizes (a) are the same, then 250 rare variants with a frequency of 0.1% explain the same amount of genetic variation in the population as one common variant with a frequency of 50%. If p and a are negatively correlated (mutations of large effects are more selected against), which seems plausible, then the question becomes what the value of pa 2 is as a function of allele frequency. Under a neutral model and a constant effective population size, the distribution of segregating causal variants is known (for example, ref.
26
). Here we have plotted the cumulative frequency of segregating variants as a function of minor allele frequency (MAF). Clearly most variants are rare: approximately 70% of all variants have MAF < 0.05. However, the distribution of the genetic variance explained as a function of MAF is uniform, because the distribution of allele frequency is proportional to 1/[p(1Àp)] and the variance explained is proportional to p(1Àp).
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Clearly most variants are rare: approximately 70% of all variants have MAF < 0.05. However, the distribution of the genetic variance explained as a function of MAF is uniform, hence the cumulative proportion of genetic variance explained is linear in MAF, so that variants with MAF < 0.05 together only explain 10% of genetic variation ( Figure 2 ). Hence, under this basic and simple model, most causal variants are rare, but most variation is due to common variants.
The effect of natural selection is to shift both lines in Figure 2 to the left. We used the model from EyreWalker 27 to quantify the proportion of genetic variation as a function of MAF. The model assumes that mutations that effect the susceptibility to disease inevitably decrease fitness and it uses a parameter (t) to describe the relationship. For instance, if t = 1, a mutation that has a twofold larger effect on fitness also has a twofold larger effect on disease. 27 However, if t = 0.5, then the effect on fitness goes up proportional to the square of the effect on disease incidence. In Figure 3 , we give the results for three values of t (0.25, 0.50, 1.00). The results show that under these fitness-disease correlations, a lot of genetic variation is contributed by variants with a frequency of < 5%. For t = 0.25, 0.50 and 1.00, a proportion of genetic variance of 45, 88 and 99.97%, respectively, is contributed by variants with MAF < 0.05. However, other models of selection would predict a higher contribution to variance from alleles with a frequency of 5% of more. For instance, under the Eyre-Walker model, it is not possible for mutations to have a small negative effect on fitness due to its effect on, say, schizophrenia, being counter-balanced by a small positive effect on some other trait.
Therefore we expect, based on evolutionary theory, that mutations affecting psychiatric disease susceptibility will tend to be at low allele frequency, but we cannot predict with any confidence whether genetic variation will be caused mainly by rare alleles or, more similar to the neutral model, spread more equally across MAF classes. These two extremes can also be described as one in which allelic effect on disease and allele frequency is highly negatively correlated and one in which they are not.
Common disease common variant hypothesis
Currently, the allele frequency at genes causing psychiatric disease is a subject of some debate. 28, 29 The common disease common variant hypothesis is sometimes said to be one side of this debate, with the other side being that disease-causing alleles are typically rare. However, what is the precise 'hypothesis' in the common disease common variant hypothesis? Lander 30 noted from the then available data that there is a limited diversity in coding regions at genes, in that most variants are very rare so that the effective number of alleles is small. In addition, he provided 'tantalising examples' of common alleles with large effects (for example, APOE, MTHFR, ACE). Later, Reich and Lander 31 presented a theoretical population genetics model that predicted a relatively simple spectrum of the frequency of disease risk alleles at a particular disease locus. They (re)phrased the common disease common variant hypothesis as the prediction that the expected allelic identity is high for those disease loci that are responsible for most of the population risk for disease. These papers did not appear to make any prediction about the number of disease loci and therefore about the effect size. What the authors stated was that if a disease was common, there was likely to be one disease-causing allele that was much more common than all the other diseasecausing alleles. 30, 31 Although not the subject of the original common disease common variant hypothesis, the modern debate is about the entire frequency spectrum of disease-causing alleles in the genome. Phrasing the debate as an either/or question is not very helpful as examples of both common and rare alleles are already known, but there is still an open question as to whether most genetic variation in the population is caused by rare variants or common variants or more generally what is the spectrum of allele frequencies of disease-causing alleles.
GWAS results: what are the data telling us?
GWAS for schizophrenia and bipolar disorder have identified a handful of common single-nucleotide polymorphisms (SNPs) and less common copy of causal variants. The y axis is the cumulative density of genetic variation, which sums to 1.0 for MAF = 0.5. We used the model from Eyre-Walker 27 to quantify the proportion of genetic variation as a function of MAF. The model assumes that effects of a mutation on fitness and disease are correlated (parameter t), such that the effect on disease (a in the notation used in Figure 1 ) is proportional to S t , with S the strength of selection of the mutation on fitness.
Other parameters in the model were chosen as in EyreWalker. 27 At an extreme, for t = 1, a mutation that has a twofold larger effect on fitness also has a twofold larger effect on disease. 27 Genetic architecture of psychiatric disorders PM Visscher et al number variants (CNVs), which have passed stringent thresholds of significance and/or have replicated across populations. These results have been discussed in reviews elsewhere in terms of their functional relevance (for example, refs. 32, 33 ). Here, as our focus is genetic architecture, we present a number of GWAS identified associations in Tables 1 and 2 in terms of the variance explained in liability. Any calculations on the liability scale require an estimate of the prevalence of disease in the population and we have used both 0.5 and 1% to show that the range of reported prevalences has little impact on the Abbreviations: CNV, copy number variant; GWAS, genome-wide association studies; SNP, single-nucleotide polymorphism. For SNPs, we used identified unique association with P < 10 À6 as collated in the GWAS Catalog; 82 for CNVs, we searched the primary literature and used the review. 32 a The variance in liability is calculated from the mean liability associated with each genotype class. b We have listed the nearest gene, or the most relevant gene, but this can be debatable, please see primary references for a more complete description. c The listed variance is the variance in liability divided by two as the association is in women only. estimates of variance explained. We note that in many cases the risk increasing SNP allele is very common (frequency > 0.3) and often is the major allele. Although the identified SNPs are not expected to be the causal variant, but only in linkage disequilibrium (LD) with them, it is likely that the causal variant is also very common. 34 The SNPs in total explain < 1% of 33 ). The associated CNVs are rarer, but have higher association odds ratio (OR). As discussed above, the contribution of an associated variant to the variation in the population reflects both its frequency and its effect size (OR), and so despite the high OR, these rare CNVs individually contribute < 0.2% of the variance. We note that the well-known 22q11 deletion is thought to be a de novo deletion in about 90% 35 of people who carry it, its prevalence reflecting a chromosomal structure (low-copy repeat sequences) that generates an increased probability of the occurrence of a deletion compared with the rest of the genome. 36 The variance contributed by de novo mutations, although genetic in the sense that the mutation is in the genome, would be partitioned into the environmental variance in estimation of heritability because the mutation is (mostly) not shared by affected relatives. MZ twins will share de novo mutations, but as we argued above, these mutations are unlikely to bias the estimates of narrow sense heritability in a non-trivial way.
Despite only a handful of associated variants identified as being genome-wide significant from the first generation of GWAS, the knowledge we have gained from GWAS should not be understated. We have learnt much about the genetic architecture. A GWAS of 3000 cases and 3000 controls has 99% power to detect common SNPs, which have true association of genotype relative risk 1.4 and should be able to detect 35% of true associations of genotype relative risk 1.25 (equivalent to 0.70 and 0.25% variance in liability, assuming frequency 0.2 and population disease prevalence 0.7% and significance threshold of 5 Â 10
À8
). 37 Similar statements can be made about many other complex genetic diseases. 38 So we know that there is substantial genetic variation in the population, but few common SNPs have been detected with stringent genome-wide significance. From these observations, we can conclude that either causal variants that are tagged by the current generation of genotyping arrays must have effect sizes at individual SNPs so small that they do not reach genome-wide significance in GWAS given current sample sizes, or causal variants are not in sufficient LD with SNPs on the current generation of genotyping arrays to be detected by association. [39] [40] [41] These two explanations are not mutually exclusive, but represent contributions to the genetic architecture of small effects tagged by the genotyped markers vs causal variants that are not in LD with the genotyped markers, mostly these will be rare ( < 1%) and uncommon ( < 5%) variants. One way to separate these hypotheses is to estimate the variation that is explained by all common SNPs together. 39, 42 When applied to data of the International Schizophrenia Consortium (ISC), it was estimated that about onethird of variation in liability was in LD with the SNPs of the commercial genotyping array, and that variation was spread over all SNPs, across the entire range of SNP allele frequencies (unpublished results). These results were replicated in the independent Molecular Genetics of Schizophrenia study data and are consistent with many causal variants, also across a range of allele frequencies, segregating in the population.
We know from evolutionary theory (above) that most causal variants are expected to be rare, but also that common variants may contribute most of the variation even if their effect sizes are small. What is the emerging evidence for a contribution from common variants of small effect size? This is explored in the next sections.
What if genetic architecture of psychiatric disease is like that of height?
To date, the largest number of loci identified for any complex trait in human beings is for height. Using discovery and validation samples of B130 000 and B50 000 subjects, Lango Allen et al. 43 reported 180 loci. The robust associations are with common SNP variants and effect sizes were of the order of 1-4 mm or 0.01-0.06 phenotypic standard deviations (assuming a standard deviation for height of 70 mm). These reported variants each explain approximately 0.02-0.2% of phenotypic variation. Many of the variants were in or near 'meaningful' candidate genes, for example, genes for which major mutants had been reported (in human beings or other species) and genes known to be involved in growth pathways. It appears from these results that height is highly polygenic, with many variants contributing and therefore small effect sizes for the individual variants. It is highly likely that much of the remaining genetic variation for height lies in a spectrum of allele frequencies, with many more common variants with even smaller effect size and many rare variants, some of which may have larger effect size. For example, alleles with a frequency of 1% in the population and an additive effect size of 1 cm would explain 0.04% of variance each, but would not have been in sufficient LD with common SNPs to have been detected by GWAS to date. Statistical power to detect an effect associated with an SNP depends on the variance explained by the SNP and this is proportional to the LD squared correlation (r 2 ) between the ungenotyped causal variant and the genotyped SNP. So a genotyped SNP that is in low LD with a causal variant (say, r 2 = 0.1), because, for example, the causal variant has a lower frequency than SNPs on a commercial SNP array, will explain only 10% of variation that would be accounted for if the causal variant had been genotyped and tested for association. 41 Many researchers may be uncomfortable drawing an analogy between the quantitative trait of height and the serious psychiatric condition of, for example, schizophrenia, yet an underlying liability to schizophrenia can be conceptualised as an unobserved quantitative trait. Height and liability to schizophrenia have similarly high heritabilities. Even accepting this parallel many researchers would argue that schizophrenia is likely to have a very different genetic architecture from height, on the grounds of past natural selection having operated quite differently on these two complex traits. Apart from the increased prevalence of CNVs in schizophrenia patients [44] [45] [46] [47] compared with healthy subjects (no such increase has been reported for height, but to our knowledge this has not been investigated in detail) and the known Mendelian forms of dwarfism or gigantism for height (no Mendelian forms of schizophrenia have been reported to our knowledge), we do not know of other empirical evidence to say that the underlying architecture of these traits are very different. Results from GWAS (Tables 1 and 2) suggest that for schizophrenia common associated SNPs exist.
We have performed a thought-experiment assuming that the underlying genetic architecture of schizophrenia is similar to that of height. If we take individuals about 2.5 s.d.'s above the mean for height (approximately 1.97 m for men), then B0.7% of the population is 'affected' with being tall. The GIANT discovery sample of 130 000 people would contain only 910 such cases. A case-control study of 910 cases and 910 controls for being tall would have no power to detect any of the reported findings in Lango Allen et al.
43
-the power to detect the largest effect (an SNP explaining 0.3% of variance) is about 0.02 (using results from ref. 48 and assuming a type-I error rate of 10
À8
). If we were to have ascertained 9400 tall people and 12 500 controls (similar to the number of cases and controls for schizophrenia in the Psychiatric GWAS Consortium schizophrenia study), then the power to detect an SNP explaining 0.03% of variance is 0.038, so approximately seven such loci would be detected out of a total of 180. Also, assuming that genome-wide genetic values for height are normally distributed, the polygenic model would predict a discordance of about 70% between MZ twins of being tall (Figure 1) , consistent with the observed discordance rate of MZ twins for schizophrenia that is B40-60%. 19 To our knowledge, nobody has a problem with accepting that for those ascertained 'probands' who are taller than 197 cm and who have an MZ twin, that the majority of their twins are smaller than 197 cm. The standard deviation of the difference between MZ pairs for height is about 6 cm, and is usually ascribed to random environmental effects. Therefore, even if epigenetic changes 49, 50 or other complex biological processes mediate environmental factors that result in MZ discordance, such processes are not needed to explain the stochasticity, which underlies affection status.
The comparison between height and schizophrenia does not prove anything as such. However, it shows that the results for height and schizophrenia in terms of the number of variants detected by GWAS are consistent with the power of the experiments to date if their genetic architecture were to be similar. To argue that GWAS has not worked for psychiatric disease is premature because the same could have been said for GWAS on height when the first variants were detected that explained a tiny fraction of the total variation, or if height had been dichotomised in tall vs non-tall individuals. Approximately 50 000 cases and 50 000 controls for an association study of schizophrenia are needed to achieve the same power as an association study of 180 000 individuals measured for height. 48 
Missing, hiding and explained heritability
The term 'missing heritability' was coined to emphasise the discrepancy between total heritability, as estimated from family data, and the proportion of phenotypic variation explained by all detected SNPs from GWAS that are associated with the trait with stringent (genome-wide) significance. 38 There are two possible not mutually exclusive explanations for this heritability gap: causal variants are not tagged by SNPs on the commercial arrays or they are tagged, but their effect size is so small that genome-wide significance is not achieved. Using height as an example, we recently tried to distinguish between these two explanations. 39 About 10% of phenotypic variation in height is explained by 180 genome-wide significant loci, 43 using a very large discovery sample of > 130 000. We found that all the genotyped SNPs together explain about 50% of the phenotypic variance, implying that there are many variants with effects so small ( < 1 mm) that they do not reach statistical significance, even with very large sample sizes. We also provided evidence that the allele frequencies of causal variants are, on average, lower than the SNPs on the genotyping arrays. 39 So the conclusion for height is that most genetic variation is 'hidden' and not 'missing', in that larger sample sizes will uncover more statistically significant variants.
The results for height are remarkably similar to those for schizophrenia: Purcell et al. 51 calibrated their GWAS results with accuracy of prediction in independent case-control samples, and concluded that about 1/3 of variation in liability of schizophrenia was captured by all SNPs together. 51 Subsequent analyses on the same data using the methodology used in the height paper has confirmed that B30-40% of liability to schizophrenia (unpublished results) and bipolar disorder 52 is explained by all SNPs together.
In a risk prediction framework, one can estimate genetic effects in a discovery sample, create a predictor from the estimated effects for each individual in an independent data set and correlate the predictor with observed outcome (for example, disease status). 51, 53 One measure to quantify how well the predictor performs is how much variation in outcome it explains, 51 which is typically carried out by performing a (logistic) regression analysis of casecontrol status on the predictor ('genomic profile'). When applied to schizophrenia or bipolar disorder, variation of case-control status explained from GWAS SNPs in a subsequent study has resulted in a small proportion of variation in outcome explained (about 1-3% in ref. 51 ). Yet, the proportion in case-control status that is captured by all SNPs is much larger (about 34% in ref. 51 ). This is not a paradox. The reason for this observation is that individual SNP effects are estimated with much error because effect sizes at individual SNPs are very small. Estimating the total amount of variation due to all genotyped SNPs does not suffer from these small effect sizes, but the precision of prediction does. 41 
What about major depressive disorder (MDD)?
For a review claiming to cover MDD, we have made little mention of it. There have been seven GWAS for MDD, [54] [55] [56] [57] [58] [59] [60] but no associations have reached genomewide significance or have been solidly replicated. Why might this be so? Firstly, case-control studies of the same size for different disorders do not have the same power; the difference in mean liability between cases and controls is much less for MDD (1.6 liability standard deviation units assuming prevalence of 15% and screened controls) compared with, for example, schizophrenia (2.8 standard deviation units for prevalence 0.7%). Therefore, larger sample sizes are needed for MDD to detect variants that explain the same proportion of variance in liability. Moreover, if we can assume that the number of genetic variants underlying MDD is the same as for schizophrenia, and if those variants have the same or more common frequency distribution (which seem like reasonable assumptions) than those affecting schizophrenia, then the effect sizes for MDD must be smaller if the heritability is lower. Sample sizes need to be B4-5 times greater for MDD compared with schizophrenia to explain the same proportion of genetic variance (see ref. 59 for detailed calculations). Therefore, if sample sizes of 50 000 schizophrenia cases and 50 000 controls are needed to explain the same proportion of variance as 180 000 individuals measured for height, then 200 000 cases and 200 000 controls are needed for MDD. Are such sample sizes unreasonable? Not if there is a willingness to achieve them. Large samples are being generated for other less prevalent diseases; already in 2007 a breast cancer study had brought together over 20 000 cases and 20 000 (prevalence B5% in women only). 61 The heterogeneous phenotype is, in part, responsible for the high prevalence and lower heritability for MDD, although many of the GWAS for MDD have already tried to focus on the less prevalent, but more heritable early onset 14 and/or recurrent 15 MDD. Any subtyping strategy has to contend with the unknown balance between power gained from increased genetic homogeneity vs the power lost from smaller sample sizes. Quantitative scores of reliability and severity may offer the best strategy to optimise this balance, but requires consistent recording across collaborating groups. Gains may also be made by selecting more homogeneous environmental exposures, and with this in mind a new international consortium for post-partum depression is being formed. Investments into the collection of cohorts that are both environmentally and genetically informative, and which are longitudinal over the critical period of childhood through adolescence to early adulthood, are essential if we are serious about dissecting the aetiology of MDD. Whatever strategy is taken, large sample sizes will be needed.
An unhelpful legacy of Mendelian disease genetics
In our view, it is rather unfortunate that many of the terms from epidemiology that pertain to Mendelian diseases have been carried over to complex common disease, including psychiatric disorders. For ultrarare Mendelian diseases, it makes sense to focus on the few families that are affected and to quantify the penetrance of a disease mutation (the (high) probability of becoming affected given one's genotype). For the same rare Mendelian disease, probands from different families can have different mutations, often in the same gene, and these mutations can cause differences in the phenotype. Therefore, it is logical to use terms such as 'allelic heterogeneity' (different mutations, same gene), 'locus heterogeneity' (same disease, different gene), 'phenotypic heterogeneity' (same gene or same mutation, different phenotype) and 'phenocopy' (same phenotype, different causation).
For most complex diseases, including psychiatric disease, these terms are unhelpful because their use implicitly assume that there is a single 'cause' (single mutation) of the disease, that is, they assume pseudoMendelian disease models. From the empirical evidence on segregation patterns within families, the recurrence risk to relatives and the evidence from GWAS and CNV analyses, it appears beyond doubt that most psychiatric disease is not Mendelian in the sense that they are not caused solely by a single mutation (others disagree with this conclusion 28, 62 ). That is not to say that Mendelian forms cannot exist, but if they do, they account for very little of the population variance. The focus on (nuclear) families, for example, by distinguishing between 'sporadic' and 'familial' cases, may be inefficient. When there are multiple loci involved in disease that are segregating in the population, the nuclear family is not a natural unit anymore. Different families are related to each other (we all are, and we do not have to go back far in time to find a common ancestor) and de novo variants of small effect get passed on to next generations and some become part of the standing variation. Yes, families with multiple early-onset cases can be enriched with variants of large effects, but these families are also likely to be enriched for variants of small effects. 63 Yes, psychiatric patients from families with no family history of psychiatric disorders may be, on average, more likely to have had their genetic risk enhanced by a de novo mutation of large effect compared to patients with family history, but 'sporadic' cases are expected to comprise 70% of cases even under a highly polygenic genetic architecture. 5 Instead of using the vague term 'heterogeneity', which is neither helpful nor biologically relevant, it is better to describe the genetic architecture as the number of segregating variants, their effect sizes (ideally on multiple diseases) and their interaction within and between loci. Similarly, 'effect size' (for example, an odds ratio or relative risk) can encompass and replace the term 'penetrance'. We note that a highly polygenic architecture of many variants of small effect implies that each individual may carry a unique portfolio of risk alleles, so there is 'genetic heterogeneity' in the sense that any two affected individuals are highly unlikely to carry the same combination of risk alleles. Figure 4 illustrates that both cases and controls carry alleles that increase susceptibility to disease, but that cases carry more such alleles. However, this model is consistent with a genetic architecture that is classically described as 'homogeneous', in that the distribution of genetic liability is normally distributed. Portfolios of risk alleles between related individuals will be correlated consistent with correlated symptom portfolios of relatives. 64 
Shared genetic aetiology
There is growing evidence for a shared genetic aetiology for psychiatric disorders both from family studies, 65, 66 national record linkage studies 18,67 as well as emerging evidence from GWAS. 51, 68, 69 These observations validate the persistent questioning of the representativeness of the dichotomous classification system between schizophrenia and bipolar disorder in favour of continuous dimensional scales that may have more biological validity. 70, 71 A genetic architecture of many causal variants underlying psychiatric disorders is consistent with a spectrum of symptom profiles, but where individuals with correlated symptom profiles may have correlated genetic profiles, making the boundaries between diagnostic categories rather blurred. Craddock et al. 72 provided a powerful paradigm on using symptom profiles. They found that that an associated SNP in the GABA A receptor gene GABRB1 identified in a GWAS of bipolar disorder was most highly associated with the subset of cases classified under the Research Diagnostic Criteria as schizoaffective disorder, bipolar type. They went on to test and find support for the hypothesis that this bipolar subtype would show associations in other GABA A receptor genes, but at a level of association that would never have survived multiple testing in a GWAS using the small number of cases that comprise the subtype class. This approach shows that relationships between symptom profiles both within and between diagnostic classes should be achievable, but only with very large sample sizes and with detailed recording of symptom profiles available for all cases.
The availability of high-density genetic data (GWAS or sequencing data) for many different diseases and traits facilitates the estimation of genetic co-morbidity between diseases, at the level of individual loci but also genome wide, 51 when such studies are difficult or impossible to do for low prevalence diseases in family designs. In the context of the liability threshold model, genetic correlations between the liabilities for different diseases can be estimated, just as can be carried out for quantitative traits with pedigree data, for example, by estimating the genetic correlation between height and weight. This is an exciting prospect and is likely to lead to a better understanding of both the evolution and standing genetic variation of psychiatric disease. Importantly, by utilising cases ascertained for different diseases who are 'unrelated' in the conventional sense, it can be assumed that a correlation in liability is not confounded with (shared) environmental factors, which simplifies the estimation and interpretation of any observed co-morbidity.
Future research and concluding remarks
This review was restricted to inference about the nature of genetic variation underlying psychiatric disease, in particular with respect to schizophrenia, bipolar disorder and major depression. There are, of course, a lot more research topics that are relevant to the genetics of psychiatric disease that we have not touched upon. These include, but are not restricted to, the importance of phenotype classification and measurement, genetic dissection of endophenotype for which the genetic architecture may be different than for disease itself, the interplay between environmental and genetic risk factors, the importance of understanding the biology of risk variants, irrespective of allele frequency in the population, the importance of biological pathways and gene networks, and the genetic basis of response to treatment.
Psychiatric diseases are usually not caused solely by a mutation in a single gene but, like other complex traits, are controlled by many genes and by environmental factors. GWAS have found SNPs and CNVs associated with some of the causal variants, but each one explains only a very small amount of the variance and together they only explain a fraction of the known genetic variance. Some of the associated SNPs are common and most likely track common causal variants, whereas the associated CNVs are rare. The 'missing heritability' is most likely due to a combination of common causal variants with effects too small to be detected in current GWAS and causal variants that are rare and hence not in high LD with SNPs on the commercial chips. However, it is unlikely that any of these causal variants explain a large part of the genetic variance. Therefore, large sample sizes will be required to detect them even if we can assay for the causal variants, for instance, by sequencing.
We appear to be in uncertain times with respect to experimental strategies to further our understanding in the genetic basis of psychiatric disease, because on the one hand the enthusiasm from funding bodies to support more GWAS is waning, yet on the other hand the exciting prospects of exome or whole genome sequencing studies have not yet delivered new genes or pathways (although it is early days). As we have tried to emphasise in this review, we do not have sufficient empirical data at present to quantify how much genetic variation is contained in rare variants or, in other words, how strong the relationship is between effect size and the frequency of risk alleles. What we do know is that a substantial fraction of genetic variation is in LD with SNPs on commercial genotyping arrays. Giving up on an experimental design (GWAS) that has resulted in new biological knowledge and has provided evidence for the polygenic nature of a number of psychiatric diseases seems premature, in particular because predictions about gene discovery and genetic variation explained as a function of experimental sample size have proven correct. The same (il)logic would have stopped researchers in human height and other quantitative traits from pursuing ever larger sample sizes, at the detriment of scientific discovery and progress. Although whole genome sequencing for all samples is our aspiration, with limited research funds, we would argue that SNP genotyping of large numbers of samples (and using imputation) will provide more insight into the biology of mental disorders than genome sequencing of a smaller number of individuals. In genome sequencing, it will be hard to separate the wheat from the chaff unless sample sizes are large.
The important conclusion is that, whether SNP genotyping or sequencing is used, large sample sizes (10 000 s of cases and controls) will be required because individual variants explain a very small proportion of the variance. The small effect sizes may mean that the path from discovery of variants to impact on patients may be less straightforward than pre-GWAS (optimistic) expectations, but we must be careful not to apologise for the true state of nature. There is no doubt that identification of more causal variants, whatever their effect size and allele frequency, will impact on the much-needed understanding of the underlying biology of mental disorders. Larger sample sizes that are phenotypically well documented will not just benefit genetic research, but will allow thorough investigation in environmental factors (which also have a frequency and effect size) and in particular into robust research into gene-environment interactions.
