A second-order dual problem is formulated for a class of continuous programming problem in which both objective and constrained functions contain support functions, hence it is nondifferentiable. Under secondorder invexity and second-order pseudoinvexity, weak, strong and converse duality theorems are established for this pair of dual problems. Special cases are deduced and a pair of dual continuous problems with natural boundary values is constructed. A close relationship between duality results of our problems and those of the corresponding (static) nonlinear programming problem with support functions is briefly outlined.
Introduction
Second-order duality in mathematical programming has been extensively investigated in the literature. A secondorder dual formulation for a non-linear programming problem was introduced by Mangasarian [1] . Later Mond [2] established various duality theorems under a condition which is called "Second order convexity". This condition is much simpler than that used by Mangasarian [1] . In [3] , Mond and Weir reconstructed the second-order and higher order dual models to derive usual duality results. It is remarked here that second-order dual to a mathematical programming problem presents a tighter bound and because of which it enjoys computational advantage over a first order dual.
Duality and optimality for continuous programming have been widely investigated by many authors in the recent past, notably, Mond and Hanson [4] , Bector, Chandra and Husain [5] , Mond and Husain [6] and Chen [7] and other cited references in these expositions.
Chen [7] was the first to identify second-order dual formulated for a constrained variational problem and established various duality results under an involved invexity-like assumptions. Husain et al. [8] have presented Mond-Weir type duality for the problem of [7] and by introducing continuous-time version of second-order invexity and generalized second-order invexity, validated various duality results. Recently, Husain and Masoodi [9] have studied Wolfe type duality for a class of nondifferentiable continuous programming problem and established relationship between these results and the duality results of Husain et al. [10] for nonlinear programming problems with support functions.
In this paper, we formulate a Wolfe type second-order dual to a class of nondifferentiability continuous programming containing support functions. The popularity of this type of problems seems to originate from the fact that, even though the objective function and or/constraint functions are non-smooth, a simple representation of the dual problem may be found. The theory of non-smooth mathematical programming deals with more general type of functions by means of generalized sub-differentials. However, square root of positive semi-definite quadratic form and support functions are amongst few cases of the nondifferentiable functions for which one can write down the sub-or quasi-differentials explicitly. Here, various duality theorems for this pair of Wolfe type dual problems are validated under second-order invexity and second-order pseudoinvexity conditions. The special cases as in [1] 
where f and g are continuously differentiable and each C j ,(j=1,2,…,m) is a compact convex set in R n . In [11] , Husain and Zamrooda derived the following optimality conditions for the problem (CP): 
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The minimum x of (CP) may be described as normal if 1 r  so that the Fritz John optimality conditions reduce to Karush-Kuhn-Tucker optimality conditions. It suffices for 1 r  that Slater's condition holds at x . Now we review some well known facts about a support function for easy reference.
Let  be a compact set in n R , then the support function of  is defined by
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A support function, being convex everywhere finite, has a subdifferential in the sense of convex analysis i.e.,
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From [12] , the subdifferential of
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Second Order Duality
The following problem is formulated as Wolfe type dual for the problem (CP):
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(ii) From (3.2), we have
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(by integrating by parts) Using boundary conditions (2.1) and (3.1), we have
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That is, inf (CP) ≥ sup (CD). 
m x t y t z t w t w t w t p t  is an optimal solution of (CD).
Proof: From Lemma 2.1, there exist piecewise smooth functions : 
