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Abstract
The marginal likelihood or evidence in Bayesian statistics contains an intrinsic penalty for
larger model sizes and is a fundamental quantity in Bayesian model comparison. Over the past
two decades, there has been steadily increasing activity to understand the nature of this penalty
in singular statistical models, building on pioneering work by Sumio Watanabe. Unlike regular
models where the Bayesian information criterion (BIC) encapsulates a first-order expansion of
the logarithm of the marginal likelihood, parameter counting gets trickier in singular models
where a quantity called the real log canonical threshold (RLCT) summarizes the effective model
dimensionality. In this article, we offer a probabilistic treatment to recover non-asymptotic ver-
sions of established evidence bounds as well as prove a new result based on the Gibbs variational
inequality. In particular, we show that mean-field variational inference correctly recovers the
RLCT for any singular model in its canonical or normal form. We additionally exhibit sharp-
ness of our bound by analyzing the dynamics of a general purpose coordinate ascent algorithm
(CAVI) popularly employed in variational inference.
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1 Introduction
Let X(n) = (X1, . . . , Xn)
T denote n independent and identically distributed observations from a
probability density function f(· | θ?). A Bayesian analysis in this setting proceeds by setting up
(i) a statistical model consisting of a family of probability distributions {p(· | ξ) : ξ ∈ Ω} for the
individual observations, indexed by a parameter ξ taking values in the parameter space Ω ⊆ Rd,
and (ii) a prior (probability) distribution ϕ(·) on Ω. The posterior distribution is given by
Π(ξ | X(n)) = e
`n(ξ)ϕ(ξ)
m(X(n))
, `n(ξ) : =
n∑
i=1
log p(Xi | ξ), (1.1)
with `n(ξ) the log-likelihood function. The marginal likelihood or evidence
m(X(n)) =
∫
Ω
e`n(ξ)ϕ(ξ)dξ (1.2)
is a fundamental object in Bayesian model comparison [Robert, 2007], which encapsulates an in-
trinsic penalty for model complexity, and can be readily used to compare models with different
parameter dimensions. However, barring conjugate settings this integral is rarely available in
closed-form, necessitating approximate methods.
A classical approach is to make analytic approximations, of which the Laplace approximation
[Kass et al., 1990, Schwarz, 1978, Tierney and Kadane, 1986] is the most prominent. In regular
parametric models, under mild assumptions, the Laplace approximation to the marginal likelihood
takes the form
logm(X(n)) = `n(ξ̂n)− d log n
2
+Rn, (1.3)
where ξ̂n is the maximum likelihood estimate for ξ based on X
(n), d is the parameter dimension,
and the remainder term Rn is bounded in magnitude by a constant free of n with high probability.
The quantity 2(log `n(ξ̂n)− d log n/2) is the celebrated Bayesian information criterion (BIC).
The usual notion of a regular statistical model entails ξ 7→ p(· | ξ) is one-one and the Fisher
information matrix E[(∂2/∂ξ2) log f(· | ξ)] is positive definite for all ξ ∈ Ω. In this article, our
focus will be on singular statistical models, where at least one of the conditions for regularity
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are not met. Some common examples of singular models include mixture models, factor models,
hidden Markov models, latent class analysis, neural networks etc. to name a few; see Drton
and Plummer [2017] for a more comprehensive list. As a simple concrete illustration, suppose
p(x | ξ) = αN (x; 0, 1) + (1 − α)N (x;µ, 1) with ξ = (α, µ) ∈ [0, 1] × R. The map ξ 7→ p(· | ξ) is
clearly not one-one as the entire region Ω0 : = {1}×R∪ [0, 1]×{0} inside the parameter space get
mapped to the N (0, 1) distribution. The Fisher information matrix is also not positive definite on
Ω0.
The derivation of the Laplace approximation proceeds by localizing the integral (1.3) to a neigh-
borhood of the maximum likelihood estimate (or the posterior mode) and subsequently applying a
second-order Taylor series expansion of the log-likelihood around ξ̂n to reduce the integral Eq. (1.3)
to a Gaussian integral. It should perhaps then be intuitive that this approximation will face diffi-
culties for singular models where the Hessian matrix can be singular. This is indeed the case and
can be verified via simulation in a straightforward manner; see, e.g., the instructive Example 1
of Drton and Plummer [2017]. However, finding the precise asymptotic behavior of the marginal
likelihood for general singular models is a highly non-trivial exercise. The foundational groundwork
for a general theory has been laid in a series of seminal contributions by Watanabe [Watanabe,
1999, 2001a,b], with much of the subsequent development condensed into book-level treatments
in Watanabe [2009, 2018]. We also refer the reader to Shaowei Lin’s thesis [Lin, 2011] and the
background section of Drton and Plummer [2017] for lucid summaries of this beautiful theory.
Watanabe shows that in singular settings, a more general version of the Laplace approximation
is given by
logm(X(n)) = `n(ξ
?)− λ log n+ (m− 1) log(log n) +Rn, (1.4)
assuming that the data is generated from p(· | ξ?). The stochastic error term Rn is OP ?(1) as before.
The quantity λ ∈ (0, d/2] is called the real log-canonical threshold (RLCT) and the integer m ≥ 1
its multiplicity. Only when λ = d/2 and m = 1, one recovers the usual Laplace approximation as a
special case of the expansion (1.4). However, in general, the usual Laplace approximation no longer
provides a correct approximation to the log evidence. For more on model selection in singular
settings, we refer the reader to Drton and Plummer [2017], Watanabe [2013]. Over the years, there
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has been a growing literature on determining (or bounding) λ for specific singular statistical models;
see Aoyagi [2010, 2019], Aoyagi and Watanabe [2005], Drton et al. [2017], Hayashi and Watanabe
[2017], Rusakov and Geiger [2005], Yamazaki and Watanabe [2003] for a flavor of this literature.
Watanabe’s derivation of Eq. (1.4) has two major ingredients. First, the parameter space is
partitioned and parameter transformations are performed to express the integrand in Eq. (1.2) over
each partition to a more manageable normal crossing (or simply, normal) form. The existence
of such partitions and parameter transformations is guaranteed by a famous result in algebraic
geometry due to Hironaka [Hironaka, 1964] on the resolution of singularities. Watanabe then
analyzes the asymptotic order of a generic integrand in normal form using complex analytic tools
and Schwartz distribution theory [Friedlander and Joshi, 1998]. The RLCT and its multiplicity
have simple analytically tractable expressions for an integral in normal form; see § 2 for the exact
details.
In this article, we revisit the general problem of estimating an integral in normal form. Our
primary motivation behind this work was to explore the possibility of deriving Eq. (1.2) exclusively
using probabilistic arguments readily accessible to the wider statistics and machine learning audi-
ence. We approach this from two distinct angles – one using more conventional arguments such as
stochastic ordering and conditioning, while the other hinging on the Gibbs variational inequality.
As a by-product of the probabilistic treatment, all our results are non-asymptotic in nature. We
carry out the first part of this program in § 2. We follow standard practice to first analyze a de-
terministic version of the problem, replacing the log-likelihood ratio with its expectation under the
data generating model, and then proceed to handle the stochastic component. Interestingly, the
RCLT and its multiplicity appear as the rate and shape parameters of a certain Gamma distribution
in our analysis.
Variational approaches [Bishop, 2006, MacKay, 2003, Wainwright and Jordan, 2008] have in-
creasingly grown in popularity in Bayesian statistics as a different set of probabilistic tools to
approximate the evidence. Variational Bayes (VB) aims to find the best approximation to the
posterior (or another target) distribution from a class of tractable probability distributions, with
the approximation error most commonly measured in terms of a Kullback–Leibler divergence. This
scheme equivalently produces a lower bound to the log-marginal likelihood, commonly known as
the evidence lower bound (ELBO). One of the most popular choices for the approximating class
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of distributions is the mean-field family constituting of product distributions, whose origins can be
traced back to statistical physics [Parisi, 1988]. The mean-field approximation has seen enormous
applications in Bayesian statistics due to its simplicity as well as availability of general purpose
coordinate ascent algorithms (CAVI; Bishop [2006]) to approximate the optimal ELBO.
In § 3, we show that mean-field variational inference correctly recovers the RLCT for normal
forms, even though the posterior distribution itself has strong dependence and is far from a product
structure (see Figure 1 for an example). To show this result, we first produce a candidate solution
from the mean-field class which provides the correct order of the ELBO up to log(log n) terms. Next,
by analyzing the dynamics of the aforesaid coordinate ascent algorithms in the 2d case, we establish
that the order of the ELBO at the candidate solution can not be globally improved, hence showing
our bound is sharp. Studying the dynamics of the algorithm was also instrumental in guiding us
towards an analytic form of the candidate solution. While asymptotics of the ELBO for mean-
field VB have been studied in specific models such as mixture models [Watanabe and Watanabe,
2004, Watanabe and Watanabe, 2005, 2006, 2007a,b], hidden Markov models [Hosino et al., 2005],
stochastic context-free grammars [Hosino et al., 2006], and Boltzmann machines [Watanabe et al.,
2009], the general result proven here is new to the best of our knowledge. Our analysis adds to the
emerging literature on algorithmic behavior of mean field VB [Ghorbani et al., 2018, Mukherjee
et al., 2018, Plummer et al., 2020, Zhang and Zhou, 2020]. Beyond the Bayesian statistics literature,
we were also inspired by the recent success of mean-field approximations to estimate the normalizing
constant for probabilistic graphical models [Austin, 2019, Basak and Mukherjee, 2017, Chatterjee
and Dembo, 2016, Yan, 2020].
2 Nonasymptotic probabilistic bounds for normal form
We begin with introducing some notation. We reserve the notations E? and P? to respectively
denote expectation and probability under (the n-fold product of) p(· | ξ?), where ξ? denotes the
true data generating parameter. Let Kn(ξ) = n
−1 [`n(ξ?) − `n(ξ)] be the negative log-likelihood
ratio scaled by a factor of n−1, so that its E?-expectation is the Kullback–Leibler divergence,
K(ξ) := E?
(
Kn(ξ)
)
= D
(
p(· | ξ?) ‖ p(· | ξ)).
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Unlike regular models, the set {ξ : K(ξ) = 0} contains more than one point for singular models.
Define
Z(n) =
∫
Ω
e−nKn(ξ)ϕ(ξ), ZK(n) =
∫
Ω
e−nK(ξ)ϕ(ξ). (2.1)
It is immediate that Z(n) = logm(X(n)) − `n(ξ?), and it is equivalent to study the asymptotic
behavior of Z(n) with n. The deterministic quantity ZK(n) is closely related to Z(n) as it is
obtained by replacing the stochastic quantity Kn(ξ) with its expectation K(ξ) under the true
distribution. Let us denote
Zi(ξ) = log
{
p(Xi | ξ?)
p(Xi | ξ)
}
− E? log
{
p(Xi | ξ?)
p(Xi | ξ)
}
, i = 1, . . . , n, (2.2)
so that n−1
∑n
i=1 Zi(ξ) = [Kn(ξ) − K(ξ)] characterizes the difference between Kn and K as an
average of i.i.d. random variables.
Normal-crossing form. Throughout the paper, we assume K(ξ) = ξ2k : = ξ2k11 . . . ξ
2kd
d is a
monomial with k = (k1, . . . , kd)
T ∈ Nd a multi-index having at least one positive entry; and that
the prior density ϕ(ξ) = b(ξ) ξh, where h = (h1, . . . , hd)
T ∈ Nd is another multi-index and b(·) > 0
is a real analytic function on Ω. This setting is referred to as a normal crossing form or simply
normal form. While these choices may seem very specific, they in fact completely encapsulate the
complexity of the general problem. This impactful observation was made by Watanabe based on a
deep result in algebraic geometry due to Hironaka on the resolution of singularities, and played a
major role in the development of singular learning theory. A simplified form of Hironaka’s theorem
from Chapter 6 of Watanabe [2018] is quoted below with minor notational changes.
Theorem 2.1 (Hironaka’s theorem). Assume that K(ξ) ≥ 0 is a nonzero analytic function on Ω
and that the set {ξ ∈ Ω : K(ξ) = 0} is not empty. Then there exist  > 0, sets {Ξj ; Ξj ⊂ Ω}
and {Uj ;Uj ⊂ Rd} such that {ξ ∈ Ω : K(ξ) < } =
⋃
j Ξj, and, for each pair (Ξj , Uj), there exist
analytic maps gj : Uj 7→ Ξj satisfying
K(gj(u)) = u
2kj , |gTj (u)| = bj(u)|uhj |,
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where |gTj (u)| denotes the absolute value of the determinant of the Jacobian matrix J = (∂ξi/∂ul)il
of the transformation ξ = gj(u). Moreover, bj(u) > 0 for all j and kj ,hj are multi-indices.
For a given K(·), the theorem guarantees the existence of the coordinate maps {gj} under
which K can be locally identified with a monomial on each Uj . Hence, the overall integral is first
expressed as the sum of integrals over each Ξj , and within each Ξj , a parameter transformation is
made using the map gj to the reduce the integral to a normal form.
The normal form offers a convenient reduction since the real log canonical threshold λ and its
multiplicity m for normal forms are determined by the multi-indices k and h in a particularly simple
fashion: λ is the minimum of the numbers {(hj + 1)/(2kj)}dj=1 and m is the number of indices j
which assume the minimum value. For example, in the d = 2 case, the general theory implies
∫
[0,1]2
e−nξ
2
1ξ
2
2dξ  C log n√
n
,
∫
[0,1]2
e−nξ
2
1ξ
4
2dξ  C
n1/4
,
since in the first case, k = (1, 1)T and h = (0, 0)T, implying λ = min{1/2, 1/2} = 1/2 with multiplic-
ity m = 2; while in the second one, k = (1, 2)T and h = (0, 0)T, implying λ = min{1/2, 1/4} = 1/4
and m = 1.
Figure 1: Contour plot of exp(−nx2y2) (left) and exp(−nx2y4) (right) on [0, 1]2 for n = 100
As a concrete statistical example that we shall repeatedly return to in this article, we consider
Example 27 in Watanabe [2018] pertaining to a single-layer neural network model, where response
and covariate pair (y, x) ∈ R× [0, 1] have a joint density modeled as p(y, x | θ) = p(y | x, θ) p(x) =
N (y; θ1 tanh(θ2x), 1)1[0,1](x), with θ = (θ1, θ2)T ∈ [0, 1]2. Suppose the true parameter is (0, 0)T,
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and assume a uniform prior on θ. Watanabe shows that
K(θ1, θ2) =
θ21θ
2
2
2
K0(θ2), K0(t) =
∫ 1
0
tanh2(tx)
t2
dx.
Moreover, under the transformation,
ξ1 = θ1, ξ2 = θ2(K0(θ2)/2)
1/2 : = g(θ2), (2.3)
the model reduces to the normal form with (k1, k2) = (1, 1) and (h1, h2) = (0, 0), implying λ = 1/2.
While a single resolution map suffices in this example, this, however, may not be the case in general.
Based on the above discussion, we work under the assumption that Ω = [0, 1]d, K(ξ) = ξ2k, and
ϕ(ξ) = b(ξ) ξh for the rest of the article. We now proceed to derive non-asymptotic bounds to the
integrals in Eq. (2.1) using probabilistic arguments. We first analyze the non-stochastic quantity
ZK(n) in § 2.1 and treat Z(n) in § 2.2.
2.1 The deterministic quantity ZK(n)
In this subsection, we take up the analysis of the non-stochastic quantity ZK(n). Watanabe used a
number of powerful complex analytic tools to study the asymptotic behavior of ZK(n) as n→∞.
The asymptotic behavior of ZK(n) is dictated by the Laurent expansion of the associated complex-
valued zeta function
ζK (z) =
∫
K(ξ)−z ϕ(ξ)dξ, z ∈ C.
In particular, if (λ,m) is the smallest pole and its multiplicity of the meromorphic function ζK ,
then
ZK(n) ≈ Cn−λ (log n)m.
Chapter 3 of Lin [2011] contains an exposition on the Laurent expansion of ζK . Alternatively, one
may recognize Zk(n) as the Laplace transform of a quantity called the state-density function, which
is a generalized function in the parlance of Schwartz distribution theory. The state-density function
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and the zeta function are inter-related, with the zeta function being the Mellin transform of the
state-density function. See Chapter 4 of Watanabe [2009] and Chapter 5 of Watanabe [2018] for a
derivation of the asymptotics of ZK(n) based on the state-density function.
Our goal here is to provide a non-asymptotic two-sided bound to ZK(n) for normal forms based
entirely on basic probabilistic arguments. Interestingly, the quantities λ and m turn out to be
related to the rate and shape parameters of a collection of gamma densities, as we shall see below.
In the first result, we assume b(ξ) = 1 and treat the general case as a corollary.
Theorem 2.2. Let K(ξ) = ξ2k for ξ ∈ Ω = [0, 1]d and k = (k1, . . . , kd)T ∈ Nd with at least one
positive entry, and let ϕ(·) be a probability density on Ω with ϕ(ξ) ∝ ξh, where h = (h1, . . . , hd)T ∈
(0,∞)d. Then, there exists positive constants C1 and C2 independent of n such that
C1
(log n)m−1
nλ
< ZK(n) < C2 (log n)
m−1
nλ
,
where
λ = min
j
hj + 1
2kj
, m =
d∑
j=1
1
(
hj + 1
2kj
= λ
)
.
Proof. The main idea behind our proof is to exploit the natural representation of ZK(n) as the
expectation of a random variable with respect to the prior measure. Specifically, let T = K(ξ),
where ξ ∼ ϕ is a random variable distributed according to the prior measure. Then, it immediately
follows that the real random variable T takes values in the unit interval [0, 1] and ZK(n) = Ee−nT .
Before proceeding to simplify this expectation, we note some conventions and notation. Let d¯ =∑d
j=1 1(kj 6= 0), and without loss of generality assume that kj > 0 for j = 1, . . . , d¯ and kj = 0 for
j > d¯. Define λj : = (hj + 1)/(2kj) for j = 1, . . . , d¯, and without loss of generality, further assume
that these are sorted in non-decreasing order λ1 ≤ λ2 . . . ≤ λd¯. By definition, d¯ ≥ m, and the first
m of the λjs all equal λ. Throughout, we use the convention that an Expo(β) distribution has
density βe−βx1(0,∞)(x), that is, β denotes the rate parameter of the distribution.
The random variable Z : = − log T can be expressed as Z = ∑d¯j=1 Zj with Zj = − log(ξ2kjj )
for j = 1, . . . , d¯. An application of the change of measure formula yields that Zj ∼ Expo(λj) with
λj = (hj + 1)/(2kj) as defined above; interestingly, observe the quantities (hj + 1)/(2kj)s appear
as the exponential rate parameters. Moreover, since the prior measure ϕ has a product form, the
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Zjs are independent across j. Letting ΦK(·) denote the cumulative distribution function of T , we
then have, for any t ∈ (0, 1),
ΦK(t) = P (T ≤ t) = P (− log T ≥ − log t) = P
( d¯∑
j=1
Zj ≥ log(1/t)
)
. (2.4)
It follows from the above display that limt↓0 ΦK(t) = 0, limt↑1 ΦK(t) = 1, and ΦK is an absolutely
continuous cdf that admits a density ϕK(·) with respect to the Lebesgue measure, given by,
ϕK(t) =
1
t
gZ
(
log(1/t)
)
1(0,1)(t), (2.5)
where gZ is the density of Z with respect to the Lebesgue measure. Our object of interest,
ZK(n) =
∫ 1
0
e−ntϕK(t) dt =
∫ n
0
e−t
1
t
gZ
(
log(n/t)
)
dt. (2.6)
Before proceeding to prove the theorem in its entire generality, we consider two special cases which
are instructive in themselves and also help build towards the general proof.
First, consider the special case where λj = λ for all j = 1, . . . , d¯. Then, m = d¯ and Z ∼
Gamma(m,λ), where a Gamma(α, β) distribution has density
(
βα/Γ(α)
)
e−βxxα−11(0,∞)(x). It
follows that for any t ∈ (0, n),
gZ
(
log(n/t)
)
=
λm
Γ(m)
n−λ tλ
(
log(n/t)
)m−1
.
Substituting in equation (2.6), we obtain that
ZK(n) = Cn−λ
∫ n
0
tλ−1 e−t
(
log(n/t)
)m−1
dt︸ ︷︷ ︸
Im(n)
 n−λ (log n)m−1. (2.7)
The proof of the assertion that Im(n)  (log n)m−1 for any m ≥ 1 is straightforward and hence
omitted. This completes the proof for this particular case.
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As a second special case, suppose λ1 < . . . < λd¯, which implies that λ = λ1 and m = 1.
The distribution of Z isn’t recognizable as a standard density any longer, although an analytic
expression for its density is available in the literature as quoted below.
Theorem 2.3 ([Bibinger, 2013, Mathai, 1982]). Let Zk
ind.∼ Expo(λk) for k = 1, . . . ,K, with
λ1 < . . . < λK . Then, the density gZ of Z =
∑K
k=1 Zk is
gZ(z) =
K∑
k=1
(∏
r 6=k
λr
λr − λk
)
︸ ︷︷ ︸
bk
gk(z),
where gk(z) = λke
−λkz is the density of Zk.
The coefficients {bk} can be both positive and negative, and thus the above is not a mixture of
exponential densities. However, the coefficient b1 corresponding to the smallest rate parameter λ1
is positive. We have, for any t ∈ (0, n),
gZ
(
log(n/t)
)
=
d¯∑
j=1
bj λj n
−λj tλj .
Substituting this expression in equation (2.6), we get
ZK(n) =
d¯∑
j=1
bj λj n
−λj
∫ n
0
e−ttλj−1dt 
d¯∑
j=1
bjn
−λj  n−λ1 . (2.8)
This proves the theorem for this special case. The fact that b1 > 0 has been crucially used to arrive
at the last conclusion in the above display, along with the fact that n−λ > n−λT for λT > λ > 0.
This example carries the takeaway message that the exact form of the density gZ is of secondary
importance, and the focus should be on extracting the most significant contribution in terms of n.
This is our strategy for the most general case.
In the general case, assume that there are d∗ ≤ d¯ unique λ-values λ∗1 < λ∗2 . . . < λ∗d∗ among
{λj}d¯j=1 with corresponding multiplicities m1, . . . ,md∗ . It is then immediate that
∑d∗
s=1ms = d¯.
Also, (λ∗1,m1) = (λ,m) from the theorem statement. Exploiting the independence of the Zjs, we
write Z =
∑d∗
s=1Ws, with Ws
ind.∼ Gamma(ms, λ∗s) for s = 1, . . . , d∗. While there exist expressions
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for the density of sum of independent Gamma random variables [Mathai, 1982], they are much
more cumbersome than the simpler case of exponentials in Theorem 2.3. Hence, we do not attempt
to work with the density gZ and instead aim to bound ZK(n) from both sides. To that end, we
crucially use the idea of stochastic ordering of random variables.
Recall that for real random variables X1, X2, X1 is said to be stochastically smaller than X2 if
for every x ∈ R, P (X2 > x) ≥ P (X1 > x). We use the notation X1 <st X2 to denote this stochastic
ordering. We now record a useful result.
Lemma 2.1. Consider the random variable Z =
∑d∗
s=1Ws, with Ws
ind.∼ Gamma(ms, λ∗s). Assume
λ∗1 < . . . < λ∗d∗ and let d¯ =
∑d∗
s=1ms. Define Z` = W1 and Zc =
∑d∗
s=2 W˜s, where W˜s
ind.∼
Gamma(ms, λ
∗
2) are also independent of W1. Then, Z` ∼ Gamma(m1, λ∗1), Zc ∼ Gamma(d¯ −
m2, λ
∗
2), Z` and Zc are independent, and with Zu : = Z` + Zc,
Z` <st Z <st Zu.
With this result in place, we now aim to bound ZK(n) = Ee−nT . Since e−nT is a non-negative
random variable taking values in (0, 1), we have
Ee−nT =
∫ 1
u=0
P
(
e−nT > u
)
du
=
∫ 1
u=0
P
(
T < log(1/u)/n
)
du =
∫ 1
u=0
P
(
Z > log n− log(log 1/u))du. (2.9)
For any z > 0, we have the following two-sided inequality from Lemma 2.1,
P (Z` > z) < P (Z > z) < P (Zu > z) < P (Z` > z) + P (Zc > z).
Here, the last inequality follows from an application of the union bound. Substituting this inequality
at the end of equation (2.9) for every u and working backwards, we obtain
Ee−nT` < Ee−nT < Ee−nT` + Ee−nTc ,
where T` = e
−Z` and Tc = e−Zc . Since Z` and Zc are both gamma random variables, it follows
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from equation (2.7) that Ee−nT` > Cn−λ(log n)m−1 and Ee−nT` + Ee−nTc < C1n−λ(log n)m−1 +
C2n
−λ2(log n)m2−1 < C3n−λ(log n)m−1. This delivers the desired bound.
We now state a corollary to Theorem 2.2 relaxing the assumption on the prior
Corollary 2.1. Assume the setup of Theorem 2.2. Let b : U → R be an analytic function with
b(0) 6= 0, where U is any open subset of Rd containing Ω. Then,
∫
Ω
b(ξ) e−nK(ξ) ϕ(ξ) dξ  n−λ(log n)m−1.
Corollary 2.1 shows that the assumption of a product prior in Theorem 2.2 can be relaxed to
more general priors of the form ϕ˜(ξ) ∝ b(ξ)ϕ(ξ), with the same asymptotic order of the normalizing
constant as before.
2.2 The stochastic quantity Z(n)
We now extend our probabilistic analysis from the previous subsection to analyze the stochastic
quantity Z(n). Write
Z(n) =
∫
Ω
e−nK(ξ)−
√
n ξkWn(ξ)ϕ(ξ)dξ,
where
Wn(ξ) =
1√
n
n∑
i=1
ξ−k Zi(ξ). (2.10)
We make some simplifying assumptions to keep the presentation from getting notationally too
heavy. We shall assume ϕ(ξ) ∝ ξh, and also that λj = λ for all j = 1, . . . , d¯ < d. Recall from § 2.1
that m = d¯ in this case. Denote by I the set {1, . . . ,m} and J = {m + 1, . . . , d}. Clearly, under
ϕ(·), the common distribution of the independent random variables ξj for j ∈ I is Beta(hj + 1, 1)
and hence ξ
2kj
j is Beta(λ, 1) distributed for j ∈ I.
We now state a stochastic approximation result for Z(n) in Theorem 2.4 that can be considered
as a non-asymptotic version of Theorem 11 in Watanabe [2018]. The main idea lies in decoupling
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the effect of the singular part ξI controlled by K(ξ) from the non-singular ξJ part of ξ. As we shall
see in Theorem 2.4, our proof relies heavily on the properties of the conditional density of ξI given
K(ξ).
Since the distribution of Z = − log T = −∑mj=1 2kj log ξj is Gamma(m,λ), the conditional
distribution (−2k1 log ξ1, . . . ,−2km log ξm) := (Z1, . . . , Zm) | Z is given by Z × Dirichlet(1m) and
is expressed as
fZ1,...,Zm|Z(z1, . . . , zm) =
Γ(m)
Zm−1
, 0 ≤
m−1∑
i=1
zi ≤ Z, zm = Z −
m−1∑
i=1
zi.
Hence, the conditional density of ξ | Z = (e−Z1/(2k1), . . . , e−Zm/(2km)) | Z is given by
ϕξ|Z(ξI) =
2m
∏m
j=1 kj∏m
j=1 ξj
Γ(m)
Zm−1
, e−Z ≤ (ξI−m)2k−m ≤ 1, ξ2kI = Z, (2.11)
where I−m = I\{m}, k−m = k\{km}. Also, ϕξ|Z=z(ξI) is the same as the density ϕξ|T=e−z(ξI).
Define a sequence of stochastic processes Dn(t, ξ) with index set R+ × [0, 1]d as
Dn(t, ξ) = t
λ−1e−t−
√
tWn(ξ)ϕξ|Z=− log(t/n)(ξI)ϕ(ξJ).
Further, define an integrated version of Dn(t, ξ) as Dn(t) =
∫
ΩDn(t, ξ)dξ for t ∈ R+.
Theorem 2.4. The following expression provides a non-asymptotic stochastic expansion of Z(n)
with n−λ(log n)m−1 as the leading term,
Z(n)
d∏
j=1
(hj + 1) =
n−λ(log n)m−1λm
Γ(m)
∫ n
0
Dn(t)dt+Rn
where
Rn =
∫ n
t=0
rn(t)Dn(t)dt, rn(t) =
λm
Γ(m)
n−λ
m−2∑
j=1
(
m− 1
j
)(
log n
)j
(− log t)m−1−j .
Moreover, the remainder term Rn is smaller order in comparison with the dominating term. If
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the sequence of stochastic processes Wn satisfied ‖Wn‖∞ = Op(1), then
|Rn|
n−λ(log n)m−1
→ 0,
almost surely.
Proof. First part: By abuse of notation we shall assume that ϕ corresponds to a product Beta
density
∏d
j=1 Beta(ξj | hj + 1, 1). Multiplying Z(n) by
∏d
j=1(hj + 1) we have
Z(n)
d∏
j=1
(hj + 1) =
∫
e−nK(ξ)−
√
nξkWn(ξ)ϕ(ξ)dξ
=
∫ 1
0
e−nt
[ ∫
e−
√
ntWn(ξ)ϕξ|T=t(ξI)ϕ(ξJ)dξ
]
ϕK(t)dt
where ϕK(t) is the density of T = K(ξ) as in §2.1. Substituting ϕK(t) = (1/t)gZ
{
log(1/t)
}
, where
gZ(·) is the pdf of a Gamma(λ,m) random variable, we have by another change of variable, nt 7→ t
that,
Z(n)
d∏
j=1
(hj + 1) =
∫ n
0
e−t
1
t
gZ
(
log
n
t
)[ ∫
e−
√
tWn(ξ)ϕξ|T=t/n(ξI)ϕ(ξJ)dξ
]
dt.
Noting,
gZ
(
log(n/t)
)
=
λm
Γ(m)
n−λ tλ
(
log(n/t)
)m−1
=
λm
Γ(m)
n−λ tλ
(
log n
)m−1
+ rn(t)t
λ
it follows
Z(n)
d∏
j=1
(hj + 1) =
λm
Γ(m)
n−λ
(
log n
)m−1 ∫ n
0
∫
Dn(t, ξ)dξdt+Rn.
Second part: Since the maximum exponent of all logarithmic terms inside the summation is
(m− 2) we have
|rn(t)|
n−λ(log n)m−1
≤ C(m)(log n)−1
m−2∑
j=1
| log t|m−1−j
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for some constant C(m) depending on m. Also Dn(t) ≤ tλ−1e−t+
√
t‖Wn‖∞ and hence
|Rn|
n−λ(log n)m−1
≤ C(m)
log n
m−2∑
j=1
∫ ∞
t=0
e−t+
√
t‖Wn‖∞tλ−1| log t|m−1−jdt
Since the function e−t+
√
t‖Wn‖∞tλ−1| log t|m−1−j is integrable and ‖Wn‖∞ = Op(1), the result fol-
lows immediately.
2.2.1 Connections with Watanabe’s result:
Watanabe [Watanabe, 2018] arrives at an asymptotic expansion of Z(n) using a different technique.
He refers to the inverse Laplace transform of the integrand exp(−nK(ξ))ϕ(ξ) as the state density
function given by δ(t− ξ2k)ϕ(ξ), where δ(·) is the Dirac delta function in the sense of a generalized
function in Schwartz distribution theory. Thereafter,
exp(−nKn(ξ))ϕ(ξ) =
∫ 1
t=0
e−nt+
√
ntWn(ξ)δ(t− ξ2k)ϕ(ξ)dt
whence the marginal likelihood Z(n) becomes
Z(n) =
∫ ∫ 1
t=0
e−nt+
√
ntWn(ξ)δ(t− ξ2k)dtϕ(ξ)dξ :=
∫ n
0
v(t)dt,
with v(t) =
∫
e−t+
√
tWn(ξ)δ(t/n − ξ2k)dξ. Watanabe then distills v(t) by passing it through a
Mellin’s transform
∫
v(t)tzdt, discards the smaller order terms before transforming back to v˜(t) 
n−λtλ−1{log(n/t)}m−1e−t+
√
tWn(ξ) using the inverse Mellin transform. Substituting back into Z(n),
Z(n) 
∫ n
0
v˜(t)dt  n−λ(log n)m−1
∫ n
0
tλ−1e−t+
√
tWn(ξ)dt.
Our proof technique avoids the Mellin’s transform and instead relies on simple probabilistic
tools. The main differences are as follows:
• The use of Dirac delta function as a generalized function is avoided by taking the conditional
distribution of ξ with respect to ξ2k and multiplying with the marginal density of ξ2k.
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• The conditioning neutralizes the effect of the singular part along with the stochastic compo-
nent, while the marginal density provides the overall order.
• No approximation is made during the process. In contrast, while taking the inverse Mellin’s
transform, smaller order terms are dropped. Hence our representation of Z(n) in Theorem
2.4 is exact as opposed to Theorem 11 in Watanabe [2018].
Now, we show that asymptotically as n→∞, Theorem 2.4 recovers Theorem 11 in Watanabe
[2018]. An important ingredient of making this connection is to show a weak convergence of
the sequence of stochastic processes Wn. The expected value and the covariance of Zi(ξ) are
EZi(ξ) = 0, cov[Zi(ξ), Zi(ζ)] := cz(ξ, ζ), respectively. For Wn(ξ), the same quantities are given by
EWn(ξ) =
ξ−k√
n
n∑
i=1
EZi(ξ) = 0, cov[Wn(ξ),Wn(ζ)] =
cz(ξ, ζ)
ξkζk
:= cw(ξ, ζ).
Let W ∗ denote a mean zero Gaussian process on Ω = [0, 1]d with covariance kernel cw. Under
appropriate conditions on the stochastic processes {Z˜i(ξ) = ξ−kZi(ξ) : ξ ∈ [0, 1]d}, we show in
Proposition 2.1 that Wn weakly converges to W
∗. The proof requires sub-Gaussianity [Vershynin,
2018] of Z˜i(ξ).
1
Assumption A1: Suppose that Z˜i(ξ) are iid sub-Gaussian. Furthermore suppose that there exists
a positive function L : R → R+ with EetL(X1) ≤ et2/(2cL) for every t > 0 and for some constant
cL > 0, such that
|Z˜i(ξ)− Z˜i(ξT)| ≤ L(Xi)‖ξ − ξT‖.
Proposition 2.1. Under Assumption A1, Wn
w→W ∗.
Sections 10.4 and 10.5 of Watanabe [2018] provide heuristic arguments to study weak conver-
gence of Wn; the assumptions require ξ
−kZi(ξ) to be at least d/2 + 1 times differentiable. On the
other hand, our Assumption A1 requires Z˜i(ξ) to be Lipschitz and sub-Gaussian. In many ex-
amples, such as the aforementioned one-layered neural network in Example 27 of Watanabe [2018],
1 A real valued random variable X is called sub-Gaussian if there exists a constant cX > 0 such that P(|X| > t) ≤
2e−t
2/(2cX ), t ≥ 0.
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this is straightforward to verify. In this example,
Zi(θ1, θ2) =
1
2
θ21θ
2
2F
2(Xi; θ2)− θ1θ2YiF (Xi; θ2) +K(θ1, θ2),
where F (x; θ2) := tanh(θ2x)/θ2. Then,
Z˜i(θ1, θ2) =
Zi(θ1, θ2)
θ1θ2
=
1
2
θ1θ2F
2(Xi; θ2)− YiF (Xi; θ2) + 1
2
θ1θ2K0(θ2).
Applying the change of variables ξ1 = θ1 and ξ2 = θ2(K0(θ2)/θ2)
1/2 = g(θ2) and noting that
Z˜i(ξ) := Z˜i(ξ1, g
−1(ξ2)), we have
Z˜i(ξ) =
1
2
ξ1g
−1(ξ2)F 2{Xi; g−1(ξ2)} − YiF{Xi; g−1(ξ2)}+ 1
2
ξ1g
−1(ξ2)K0{g−1(ξ2)}.
We show Z˜i(ξ) above satisfies Assumption A1 in Appendix D.
The next ingredient in establishing the connection is to establish a weak limit of Dn(t) =∫
Dn(t, ξ)dξ. In Proposition 2.2, we show that for each t > 0, Dn(t) converges weakly to the
following fixed stochastic process
D(t) =
∫
tλ−1e−t−
√
tW ∗(0,ξJ )ϕ(ξJ)dξJ .
In addition, we also show in Proposition 2.2 that
∫ n
0 Dn(t)dt converges in distribution to
∫∞
0 D(t)dt.
Proposition 2.2. If Wn
w→W ∗, ‖W ∗‖∞ = Op(1) and ξI 7→W ∗(ξI , ξJ) is almost surely continuous,
then for each t > 0, Dn(t)
w→ D(t) and ∫ n0 Dn(t)dt w→ ∫∞0 D(t)dt.
Using Theorem 2.4 and Proposition 2.2,
Z(n)
d∏
j=1
(hj + 1) ∼ n
−λ(log n)m−1λm
Γ(m)
∫ ∞
0
tλ−1e−t+
√
tW ∗(0,ξJ )ϕ(ξJ)ϕ(ξJ)dt
Z(n) ∼ n
−λ(log n)m−1
2m(m− 1)!∏mj=1 kj
∫ ∞
0
tλ−1e−t+
√
tW ∗(0,ξJ )ξhJJ dt, (2.12)
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where hJ = (hm+1, . . . , hd). Using the properties of the Dirac delta function, we can write
D(t) =
∫
tλ−1e−t−
√
tW ∗(ξ)δ0(ξI)ϕ(ξJ)dξ.
where δ0(ξI) is a Dirac delta measure at 0, which also appears in Theorem 11 in Watanabe [2009]
in the expansion of Z(n). Observing that that kj = 0 for j = m + 1, . . . d, (2.12) exactly matches
with the equation (5.32) of Theorem 10 or the expression under Theorem 11 in Watanabe [2009].
3 Mean-field VI for normal form
In this section, our goal is to show that mean-field variational approximation always correctly
recovers the RLCT for singular models in normal form, which therefore constitute an interesting
class of statistical examples where the mean-field approximation is provably better than the Laplace
approximation. An important ingredient of our analysis is to study the dynamics of the associated
CAVI algorithm, which might be of independent interest. While mean-field inference is known to
produce meaningful parameter estimates in many statistical models [Pati et al., 2018, Yang et al.,
2020], the algorithmic landscape contains both positive and negative results [Ghorbani et al., 2018,
Mukherjee et al., 2018, Wang et al., 2006, Zhang and Zhou, 2020].
To simplify our analysis, we shall work with the deterministic quantity ZK(n). Define a prob-
ability density
γ
(n)
K (ξ) =
e−nK(ξ) ϕ(ξ)
ZK(n) , ξ ∈ Ω, (3.1)
with K(ξ) = ξ2k in normal form as in Theorem 2.2 and ϕ(ξ) ∝ b(ξ)ξh is a probability density
on Ω with the analytic function b(·) as in Corollary 2.1. Clearly, ZK(n) is then recognized as the
normalizing constant of γ
(n)
K (·), which serves as a deterministic version of the posterior defined in
Eq. (1.1).
For any probability measure ρ on Ω with ρ  ϕ, the following well-known identity is easy to
establish,
D
(
ρ ‖ γ(n)K
)
= logZk(n) +
[ ∫
Ω
nK(ξ) ρ(dξ) +D(ρ ‖ϕ)
]
, (3.2)
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where recall D(µ ‖ ν) = Eµ(log dµ/dν) is the Kullback–Leibler divergence between µ and ν. An
immediate upshot of this is the Gibb’s variational inequality, which states that for any probability
density ρ ϕ on Ω,
logZK(n) ≥ Ψn(ρ) := −
[ ∫
nK(ξ) ρ(dξ) +D(ρ ‖ϕ)
]
, (3.3)
with equality attained if and only if ρ = γ
(n)
K . The Gibb’s variational inequality is central to a
variational approximation to the normalizing constant ZK(n). The quantity Ψn(ρ) in the right
hand side of (3.3) is a lower bound to logZK(n) for any ρ  ϕ. A variational lower bound to
logZK(n) is then obtained by optimizing the variational parameter ρ over a family of probability
densities F on Ω,
logZK(n) ≥ ELBO(F) : = sup
ρ∈F
Ψn(ρ). (3.4)
The notation ELBO here abbreviates evidence lower bound, which is commonly used to designate
the variational lower bound in Bayesian statistics. If the supremum in (3.4) is attained at some
ρ? ∈ F , the density ρ? is called the optimal variational approximation. It follows from equation
(3.2) that ρ? is a best approximation to γ
(n)
K in terms of KL divergence from the class F , i.e.,
D
(
ρ? ‖ γ(n)K
)
= inf
ρ∈F
D
(
ρ ‖ γ(n)K
)
.
The choice of the family F typically aims to balance computational tractability and expressiveness.
A popular example is the mean-field family,
FMF : =
{
ρ = ρ1 ⊗ . . .⊗ ρd : ρ ϕ a prob. measure on Ω
}
, (3.5)
where ρ is assumed to be a product-measure, with no further restriction on the constituent arms.
Mean-field variational approximation has its origins in statistical physics [Parisi, 1988], and has
subsequently found extensive usage in Bayesian statistics for parameter estimation and model
selection [Bishop, 2006].
Since γ
(n)
K does not lie in FMF for any n, it follows that the inequality in equation (3.4) is a
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strict one if we restrict F to the mean-field family. We, however, show below that the mean-field
approximation correctly recovers the leading order term in the asymptotic expansion of logZK(n).
Theorem 3.1. Consider a variational approximation (3.4) to ZK(n) in equation (3.1), where the
variational family F is taken to be the mean-field family FMF defined in equation (3.5). Then,
there exists a constant C independent of n such that ELBO(FMF) ≥ −λ log n − C, where λ =
minj [(hj + 1)/(2kj)] is the real log canonical threshold.
Since logZK(n)  −λ log n + (m − 1) log(log n), it follows that the mean-field approximation
correctly recovers the leading order term in the asymptotic expansion of logZK(n). This, in
particular, implies that the relative error Rn due to the mean-field approximation
Rn : =
| logZK(n)− ELBO(FMF)|
| logZK(n)| → 0 as n→∞.
This is rather interesting, as the density γ
(n)
K clearly does not lie in FMF for any finite n.
Proof. Our strategy is to produce a candidate ρ˜ = ⊗dj=1ρ˜j such that Ψn(ρ˜) ≥ −λ log n − C. We
introduce some notation before describing the ρ˜js. For k, h, β > 0, define a density fk,h,β on [0, 1]
given by
fk,h,β(u) =
uh exp(−βu2k)1[0,1](u)
B(k, h, β)
, (3.6)
where B(k, h, β) =
∫ 1
0 x
h exp(−βx2k)dx. We record two useful facts about fk,h,β in the Lemma be-
low. We collect some well-known facts first about the incomplete gamma function; see Abramowitz
and Stegun [1964].
Remark 3.1. For x, a > 0, denote the lower incomplete gamma function by
γ(a, x) =
1
Γ(a)
∫ x
0
ta−1e−t dt.
For any fixed a > 0, γ(a, ·) takes values in (0, 1), with limx→∞ γ(a, x) = 1. Also, limx→0 γ(a, x)/
xa = 1/Γ(a+ 1), and
γ(a+ 1, x) = γ(a, x)− x
ae−x
Γ(a+ 1)
.
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Lemma 3.1. Let the density fk,h,β be as in equation (3.6). Then,
(i) The normalizing constant B(k, h, β) is given by
B(k, h, β) =
β−λΓ(λ)γ(λ, β)
2k
.
(ii) The quantity
∫ 1
0 u
2kfk,h,β(du) depends on k and h only through λ : = (h + 1)/(2k). Call this
expectation G(λ, β), and we have
G(λ, β) : =
∫ 1
0
u2kfk,h,β(u)du =
λ
β
γ(λ+ 1, β)
γ(λ, β)
.
(iii) We have,
lim
β→∞
| logB(k, h, β)− (−λ log β)|
λ log β
= 0, lim
β→∞
G(λ, β)
λ/β
= 1.
Thus, for large β, logB(k, h, β)  −λ log β, and G(λ, β)  λ/β.
We now construct ρ˜ = ⊗dj=1ρ˜j . Let g ∈ {1, . . . , d} be such that (hg +1)/(2kg) = λ; in case there
are multiple such indices, we arbitrarily break tie. Set ρ˜j = fkj ,hj ,βj for j = 1, . . . , d with βg = n
and βj = 1 for j 6= g. With this choice, let us now bound Ψn(ρ˜). We divide this up into two parts.
First, we have
∫
Ω
nK(ξ)ρ˜(ξ)dξ = n
d∏
j=1
∫ 1
0
ξ
2kj
j ρ˜j(ξj)dξj = n
d∏
j=1
G(λj , βj) = nG(λ, n)
∏
j 6=g
G(λj , 1),
where recall that λj = (hj + 1)/(2kj). For the first equality, we use the product form of both
K(·) and ρ˜. The second inequality uses Lemma 3.1 and that (λg, βg) = (λ, n). The quantity∏
j 6=g G(λj , 1) is clearly a constant free of n, and from part (iii) of Lemma 3.1, nG(λ, n)  λ. This
implies
∫
nK(ξ)ρ˜(ξ)dξ is overall of a constant order.
Next, consider D(ρ˜ ‖ϕ). Let ϕ˜ be the probability density on Ω with ϕ¯(ξ) ∝ ξh. Write
D(ρ˜ ‖ϕ) = D(ρ˜ ‖ ϕ¯) +
∫
Ω
ρ˜ log
ϕ¯
ϕ
.
The second term in the above display, up to an additive constant, is − ∫Ω log b(ξ) ρ˜(dξ), which
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is bounded above by − log b1 since b(·) > b1 on Ω. Hence, we focus attention on the first term
D(ρ˜ ‖ ϕ¯), which is simpler to analyze than D(ρ˜ ‖ϕ) since both ρ˜ and ϕ¯ have a product form as in
equation (3.5). In particular, we have D(ρ˜ ‖ ϕ¯) = ∑dj=1D(ρ˜j ‖ ϕ¯j), where ϕ¯j is the jth marginal of
ϕ¯ with density ϕ¯j(u) ∝ uhj for u ∈ [0, 1]. Since ρ˜j = fkj ,hj ,βj , we have,
D(ρ˜j ‖ ϕ¯j) = −βj
∫ 1
0
u2kjfkj ,hj ,βj (u)du− logB(kj , hj , βj) + log(1 + hj)
= −βjG(λj , βj)− logB(kj , hj , βj) + log(1 + hj).
If j 6= g, the above quantity is some constant free of n. For j = g, from part (iii) of Lemma 3.1, we
get D(ρ˜g ‖ ϕ¯g) = C + λ log n.
Putting the pieces together, we have proved that Ψn(ρ˜) ≥ −λ log n − C for some constant C
free of n. This completes the proof.
3.1 Coordinate ascent algorithm and analysis of dynamics
In this section, we first provide some insight into our choice of the candidate solution ρ˜ in the
proof of Theorem 3.1. The choice of ρ˜ was motivated by empirically analyzing the behavior of
a coordinate ascent (CAVI) algorithm for the optimization problem supρ∈FMF Ψn(ρ) in the d = 2
case, which naturally constrains the coordinate updates to lie in the family of densities {fk,h,β}.
Secondly, we comment on the “optimality” of the candidate ρ˜, regarding which Theorem 3.1 is
inconclusive. In particular, the theorem only obtains a lower bound to ELBO(FMF), and it is natural
to question whether there is a scope for improvement – note that there is a log(log n) gap between
the asymptotic order of logZK(n) and the lower bound to the ELBO. Studying the dynamics of
the CAVI algorithm, we demonstrate a class of examples where ELBO(FMF) = −λ log n + C for
some constant C, implying no further improvement is possible uniformly.
The Coordinate Ascent Variational Inference (CAVI) algorithm is popular in statistics and
machine learning for maximizing an evidence lower bound over a mean-field family; see Chapter
10 of Bishop for a book-level treatment. The CAVI can be interpreted as a cyclical coordinate
ascent algorithm which at any iteration t ≥ 1 cycles through maximizing Ψn(ρ) as a function of ρj ,
keeping {ρ`} 6`=j fixed at their current value {ρ(t)` }`6=j . For example, in the d = 2 case, the iterates
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ρ(t) = ρ
(t)
1 ⊗ ρ(t)2 for t ≥ 1 are given by
ρ
(t)
1 = arg max
ρ1
Ψn
(
ρ1 ⊗ ρ(t−1)2
)
, ρ
(t)
2 = arg max
ρ2
Ψn
(
ρ
(t)
1 ⊗ ρ2
)
,
with an arbitrary initialization ρ(0) = ρ
(0)
1 ⊗ ρ(0)2  ϕ, and assuming the first component gets
updated first. The objective function Ψn(ρ1 ⊗ ρ2) is concave in each argument2 so that the max-
imization problems in the update step above have unique solutions. Moreover, these maximizers
admit a convenient integral representation, which facilitates tractability of the updates in condi-
tionally conjugate models. It is straightforward to see that the successive CAVI iterates increase
the objective function value, since for any t ≥ 1,
Ψn
(
ρ
(t)
1 ⊗ ρ(t)2
) ≥ Ψn(ρ(t)1 ⊗ ρ(t−1)2 ) ≥ Ψn(ρ(t−1)1 ⊗ ρ(t−1)2 ), (3.7)
although convergence to a global optimum is not guaranteed in general.
Returning to the present case, consider the normal form of a singular model with parameter
dimension d = 2,
γ
(n)
K (ξ1, ξ2) ∝ ξh11 ξh22 exp(−nξ2k11 ξ2k22 ), (ξ1, ξ2) ∈ [0, 1]2, (3.8)
resulting from setting b(ξ) ≡ 1 in equation (3.1). Let λi = (hi + 1)/2ki for i = 1, 2 as usual; we
assume without loss of generality that λ1 ≤ λ2, implying the real log canonical threshold for this
model is λ = λ1. The mean field family FMF in this case consists of product distributions ρ1 ⊗ ρ2,
where ρ1 and ρ2 are absolutely continuous densities on [0, 1]. We derive in Appendix B that the
tth iteration of the CAVI algorithm (3.7) in this case is ρ(t)(ξ) = ρ
(t)
1 (ξ1) · ρ(t)2 (ξ2), with
ρ
(t)
1 (ξ1) = fk1,h1,nµ(t)1
(ξ1), ρ
(t)
2 (ξ2) = fk2,h2,nµ(t)2
(ξ2), (3.9)
where recall the density fk,h,β is defined in equation (3.6) and for t ≥ 1,
µ
(t)
1 = G
(
λ2, nµ
(t−1)
2
)
, µ2(t) = G
(
λ1, nµ
(t)
1
)
. (3.10)
2although, it is rarely jointly concave
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We also record the value of the ELBO at iteration t,
Ψn(ρ
(t)) =− nG(λ1, nµ(t)1 )G(λ2, nµ(t)2 )
+ nµ
(t)
1 G
(
λ1, nµ
(t)
1
)
+ nµ
(t)
2 G
(
λ2, nµ
(t)
2
)
+ logB
(
h1, k1, nµ
(t)
1
)
+ logB
(
h2, k2, nµ
(t)
2
)
. (3.11)
Inspecting equation (3.9), it becomes apparent that the changes in ρ
(t)
i across t entirely takes place
through the univariate parameters µ
(t)
i , for i = 1, 2, with the joint evolution of (µ
(t)
1 , µ
(t)
2 ) described
through the 2d dynamical system in equation (3.10). Instead of analyzing the dynamics of the
two-dimensional sequential system in (3.10), we achieve a further simplification by decoupling it
into the following one-dimensional systems
µ
(t)
1 = G
(
λ2, nG
(
λ1, nµ
(t−1)
1
))
, t ≥ 2,
µ
(t)
2 = G
(
λ1, nG
(
λ2, nµ
(t−1)
2
))
, t ≥ 1.
(3.12)
These equations, when initialized using µ
(1)
1 = G
(
λ1, nµ
(0)
2
)
, will produce the same behavior as the
original system (3.10) and are far easier to analyze than the coupled two-dimensional system.
We now show that the system (3.12) has a unique globally attracting fixed point (µ?1, µ
?
2), i.e.,
the updates
(
µ
(t)
1 , µ
(t)
2
)
will always converge to (µ?1, µ
?
2) as t tends to infinity, irrespective of the
initialization – there is no possibility of cycles or divergence. The asymmetric (λ1 < λ2) and
symmetric (λ1 = λ2) cases require separate attention, and are treated in two parts. We comment
that the existence of unique fixed points is generally not guaranteed; see, for example, Plummer
et al. [2020].
Lemma 3.2. Let 0 < λ1 < λ2 <∞. Fix n ∈ N.
1. The function x 7→ G(λ1, nG(λ2, nx)) on [0,∞) has a unique fixed point which lies in the
interval Λ1 : = [0, λ1/(λ1 + 1)].
2. The function x 7→ G(λ2, nG(λ1, nx)) on [0,∞) has a unique fixed point which lies in the
interval Λ2 : = [0, λ2/(λ2 + 1)].
Each of these fixed points are globally attracting.
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Let λ1 = λ2 = λ with 0 < λ < ∞. The function x 7→ G
(
λ, nG(λ, nx)
)
on [0,∞) has a unique
globally attracting fixed point which lies in the interval [0,
√
λ/n].
Defining
ρ? = ρ?1 ⊗ ρ?2, ρ?i = fki,hi,nµ?i , i = 1, 2, (3.13)
it follows from the above result in conjunction with Scheffe’s theorem that the CAVI updates in
the density space (3.9) converge to ρ? in the total variation norm irrespective of the initialization,
i.e., limt→∞ ‖ρ(t) − ρ?‖TV = 0. Importantly, we can now argue that ρ? is a global maximizer of
Ψn, and hence ELBO(FMF) = Ψn(ρ?). To see why this is true, assume in the contrary that there
exists ρ¯ = ρ¯1 ⊗ ρ¯2 with Ψn(ρ¯) > Ψn(ρ?). Initialize the CAVI updates (3.9) with ρ¯1 and ρ¯2. Since
the updates converge to ρ?, invoke equation (3.7) to conclude that Ψn(ρ
?) ≥ Ψn(ρ¯), arriving at a
contradiction.
It is evident that (µ?1, µ
?
2) (and hence ρ
?) depend on n, although we have not attempted to
characterize their dependence on n as yet. Since we now know the identity of a global maximizer of
Ψn for any n ∈ N, we proceed to characterize the order of the fixed points µ?1 and µ?2 as a function
of n in Lemma 3.3 below.
Lemma 3.3. Let 0 < λ1 ≤ λ2 < ∞. The fixed points of the system (3.9) satisfy µ?1µ?2  1/n.
Moreover,
1. if λ1 < λ2, then µ
?
1 = O(1) and µ
?
2  1/n.
2. if λ1 = λ2, then µ
?
1 = µ
?
2 and both fixed points are of order 1/
√
n.
Lemma 3.3 shows that the product of µ?1 and µ
?
2 always decays in the order of 1/n. In the
symmetric case when λ1 = λ2, this is achieved by equally splitting the order between the two,
while in the asymmetric case, the other extreme is observed. In the asymmetric case, nµ?1  n and
nµ?2  1, and empirically observing this for various choices of λ1 and λ2 originally motivated our
choice of ρ˜ in the proof of Theorem 3.1. Moreover, as we shall see below, even though the choice
of ρ˜ was not optimal in the symmetric case, it did provide the best possible order of the ELBO.
With all ingredients in place, we are now in a position to establish sharpness of our lower bound
in Theorem 3.1.
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Figure 2: Optimized value of the ELBO for the example in Eq. (3.8) as a function of log n for
different combinations of (λ1, λ2).
Theorem 3.2. Consider the normal form of a two parameter singular model with h = (h1, h2) and
k = (k1, k2). The mean field approximation to the evidence lower bound of normal form is
ELBO(FMF) = −λ log n+ C
for some constant C, where λ is the RLCT.
Proof. Recall that ELBO(FMF) = Ψn(ρ?) = limt→∞Ψn(ρt) with the expression for Ψn(·) provided
in Eq. (3.11). From Lemma 3.3, we know that ρ? corresponds to µ?1 = O(1) & µ
?
2  1/n in the
asymmetric case, and µ?1 = µ
?
2  1/
√
n in the symmetric case. Substituting these values separately
in the expression for Ψn(·) and using the bounds from Lemma 3.1 delivers the desired result.
Figure 2 empirically confirms the conclusion of Theorem 3.2 by plotting Ψn(ρ
?) as a function
of log n for different combinations of (λ1, λ2). Specifically, for each of the four pairs of (λ1, λ2),
we vary n over a fixed grid of values in the logarithmic scale. For each value of n, we run the
dynamical system in Eq. (3.12) to convergence, and plot the corresponding converged value of the
ELBO from Eq. (3.11) against log n. In each case, the points almost exactly line up with a slope of
−min{λ1, λ2}.
In Appendix C, we revisit the one-layered neural network example and obtain the coordinate
ascent updates both in the original (θ1, θ2) coordinates and in the transformed (ξ1, ξ2) coordinates
that render the likelihood into a normal form. Refer to Eq. (C.1) and Eq. (C.2) and their derivations
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in Appendix C. The plot of the evidence lower bound in the transformed coordinates (Eq. C.3) as
a function of sample size n is shown in Figure 3. Recall that λ1 = λ2 = 1/2 in this example. The
slope of the fitted line is −1/2, thus delivering the correct order of the evidence lower bound and
once again confirming the conclusion of Theorem 3.2. We note here that the CAVI updates in the
original untransformed parameterization did not produce the correct order of the ELBO in this
example.
In this example, and in general, the transformation to normal form requires explicit knowledge
of the RLCT, which is only known in a handful of settings as indicated earlier. As many singular
models have unknown RLCT, it would be worthwhile to develop a general class of transformation-
based variational families where we can learn the necessary transformation of the parameters to
the normal form before assuming a mean-field structure in the transformed parameterization.
Figure 3: The ELBO as a function of log n in the one-layered neural network example.
A Remaining proofs from Section 2
A.1 Proof of Lemma 2.1
For G ∼ Gamma(α, λ) and any t > 0,
P (G ≤ t) = λ
α
Γ(α)
∫ t
0
e−λxxα−1dx =
1
Γ(α)
∫ λt
0
e−xxα−1dx.
is an increasing function of λ (for fixed α and t). Thus, if Zi ∼ Gamma(α, λi) for i = 1, 2 with
λ1 > λ2, then Z1 <st Z2.
The proof then follows from the fact that if Z1, Z2, Z3 are non-negative random variables with
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Z1 <st Z2, then Z1 + Z3 <st Z2 + Z3.
A.2 Proof of Corollary 2.1
Since b(·) is analytic on U containing Ω, we have, for any ξ ∈ Ω that
b(ξ) = b(0) +
∑
|α|≥1
∂αb(0)
α!
ξα,
where α = (α1, . . . , αd) is a multi-index with |α| =
∑d
j−1 αj , ∂
αb = ∂α1 . . . ∂αdb, and α! = α1! . . . αd!.
Now use the dominated convergence theorem to interchange the integral and sum, and observe that
the constant term provides the dominating order.
A.3 Proof of Proposition 2.1
We show that Wn(ξ) converges weakly to the Gaussian process W
∗. By Theorem 1.5.7 in van der
Vaart and Wellner [1996] it suffices to show the marginal weak convergence and asymptotic tightness
of Wn(ξ). We begin with the convergence of the marginals. For ξ1, . . . , ξL ∈ [0, 1]d with integer
L > 0. Applying the multivariate central limit theorem, as n→∞,
(Wn(ξ1), . . . ,Wn(ξL))→ N(0, C)
where C = (cw(ξi, ξj))1≤i,j≤L. Next we show the asymptotic tightness of Wn(ξ) by proving the
following three sufficient conditions. First [0, 1]d is totally bounded. The second condition is the
tightness of Wn(ξ0) for a fixed ξ0. Fix ξ0 ∈ [0, 1]d, for  > 0. We need to show that there exists a
compact set K, such that P{Wn(ξ0) ∈ K} > 1− . We construct K = {|Wn(ξ0)| ≤ t} with t chosen
as follows. By Assumption A1, Z˜i(ξ0) are independent centered sub-Gaussian and by Theorem
2.6.2 of Vershynin [2018]
P(|Wn(ξ0)| ≥ t) ≤ P
(∣∣∣ n∑
i=1
Z˜i(ξ0)
∣∣∣ ≥ √nt) ≤ 2 exp(−ct2)
for some constant c > 0. Choosing t =
√
2 log(1/) completes the proof of tightness.
The third condition is that Wn(ξ) is asymptotically uniformly d-equicontinuous, where d(ξ, ζ) =
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‖ξ−ζ‖ is the metric generated by the norm in Assumption A1. Wn(ξ) is said to be asymptotically
uniformly d-equicontinuous if for any η,  > 0, there exists a δ > 0 such that
P
{
sup
d(ξ,ζ)<δ
|Wn(ξ)−Wn(ζ)| > 
}
< η.
To that end,
sup
d(ξ,ζ)<δ
|Wn(ξ)−Wn(ζ)| ≤ 1√
n
n∑
i=1
|Z˜i(ξ)− Z˜i(ζ)| ≤ δ√
n
n∑
i=1
L(Xi)
and
P
{
sup
d(ξ,ζ)<δ
|Wn(ξ)−Wn(ζ)| > 
}
≤ P
{ n∑
i=1
L(Xi) >
√
n
δ
}
= P
[
exp
{
t
n∑
i=1
L(Xi)
}
> exp
(
t
√
n
δ
)]
≤ exp{− t√n/δ + ntc2L/2}
for any t > 0, where the final inequality follows from Markov’s and Assumption A1. Setting
t = /(δ
√
nc2L), we obtain
P
{
sup
d(ξ,ζ)<δ
|Wn(ξ)−Wn(ζ)| > 
}
≤ e−2/(2c2Lδ2).
Choosing δ = /(cL
√
2 log(1/η)) completes the proof of asymptotically uniformly d-equicontinuous.
Therefore the conditions of Theorem 1.5.7 in van der Vaart and Wellner [1996] are met and Wn(ξ)
converges weakly to a Gaussian process.
A.4 Proof of Proposition 2.2
We shall prove only the second part; the proof of the first part is very similar and is omitted. We
use the notation
G(t,W ) := tλ−1e−t−
√
tW .
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Observe that
∫ n
0 |Dn(t)−D(t)|dt is bounded above by
∫ n
0
∫
|G(t,W ∗(0, ξJ))−G(t,W ∗(ξI , ξJ))|ϕξ|Z=− log(t/n)(ξI)ϕ(ξJ)dξdt+∫ n
0
∫
|G(t,Wn(ξI , ξJ))−G(t,W ∗(ξI , ξJ))|ϕξ|Z=− log(t/n)(ξI)ϕ(ξJ)dξdt (A.1)
To control the first term, for given any  > 0, there exists δ > 0, such that sup{‖ξI‖<δ} |e−
√
tW ∗(0,ξJ )−
e−
√
tW ∗(ξI ,ξJ )| < . Then the first term is less than
+ 2
∫ n
0
tλ−1e−t+
√
t‖W ∗‖∞
[ ∫
{‖ξI‖≥δ}
ϕξ|Z=− log(t/n)(ξI)dξI
]
dt (A.2)
Observe that the second term in the r.h.s of (A.2) is bounded above by
(m− 1)P{ξ1 > δ/
√
m− 1 | Z = − log(t/n)}.
The one dimensional marginal ξ1 | Z of the conditional density (2.11) is given by
ϕξ1|Z(ξ1) =
2k1
ξ1Z
, e−Z ≤ ξ2k11 ≤ 1.
Note that the sequence of random variables fn(ξ1) = 1(ξ1 > δ/
√
m− 1)ϕξ1|Z=− log(t/n)(ξ1) con-
verges to zero and is bounded above by the integrable function ϕξ1|Z=− log(t/n)(ξ1), hence an appli-
cation of the dominated convergence theorem shows
∫
fn(ξ1)dξ1 converges to 0. Another application
of DCT shows that the second term in (A.2) converges to 0.
The second term of (A.2) can be bounded above by
∫ ∞
0
tλ−1e−t
∫
|e
√
tWn(ξI ,ξJ ) − e
√
tW ∗(ξI ,ξJ )|ϕξ|Z=− log(t/n)(ξI)ϕ(ξJ)dξ
Since Wn
w→W ∗, by continuous mapping, the above converges weakly to 0. Finally,
∫ ∞
n
D(t)dt =
∫ ∞
t=n
tλ−1e−t−
√
tW ∗(0,ξJ )ϕξ|Z=− log(t/n)(ξI)ϕ(ξJ)dξIdt
≤
∫ ∞
t=n
tλ−1e−t+
√
t‖W ∗‖∞dt
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which converges to 0, concluding the proof.
B Remaining proofs from Section 3
B.1 Proof of Lemma 3.1
Part (i) follows from a change of variable v = βu2k. For part (ii), we have, using the definition of
B(k, h, β),
G(λ, β) =
B(k, 2k + h, β)
B(k, h, β)
=
(2k)−1β−(λ+1)Γ(λ+ 1)γ(λ+ 1, β)
(2k)−1β−(λ)Γ(λ)γ(λ, β)
=
λ
β
γ(λ+ 1, β)
γ(λ, β)
.
For the first part of part (iii), we have logB(k, h, β) = −λ log β+ log γ(λ, β) + terms free of β. The
conclusion follows since limβ→∞ γ(λ, β) = 1.
For the second part of part (iii), use Remark 3.1 to write
G(λ, β) =
λ
β
(
1− β
λe−β
Γ(λ+ 1)γ(λ, β)
)
.
From the above, the conclusion follows since limβ→∞ βλe−β = 0 and limβ→∞ γ(λ, β) = 1.
B.2 Proof of Lemma 3.2
Asymmetric case (λ1 < λ2). We prove the first statement, the proof of the second is similar.
Consider the function F (x) = G(λ1, nG(λ2, nx)) − x. We have F (0) = G(λ1, nG(λ2, 0)) > 0
and F (λ1/(λ1 + 1)) < 0 since G(λ1, nG(λ2, nx)) < λ1/(λ1 + 1). Applying the intermediate value
theorem to the function F on the interval Λ1 gives the result. Notice for x > λ1/(λ1 + 1) the
function G(λ1, nG(λ2, nx))− x < 0 and cannot have a root in (0,∞) \ Λ1.
Symmetric case (λ1 = λ2). We first build state some preparatory results.
Lemma B.1. Suppose f : (0,∞)→ (0,∞) is strictly monotone on (0,∞), then f has no periodic
points of period p > 1.
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Lemma B.2. The discrete dynamical system defined by
µ1(k) = f
2k−1(µ0)
µ2(k) = f
2k(µ0)
(B.1)
can only converge to a fixed point of x0 of f or a two cycle C = {x1, x2} of f . Here fk(x) denotes
the k-fold composition of f evaluated at x.
Lemma B.3. For λ > 0, function G(λ, nx) has a single fixed point x∗ in the interval [0,
√
λ/n]
and no other fixed points in [0,∞).
Proof. Suppose λ > 0. The G(λ, nx) is monotone decreasing on [0,∞). Its maximum is λ/
(λ + 1) = G(λ, 0) > 0. There must be a root of G(λ, nx) − x on the interval [0, λ/(λ + 1)] by
intermediate value theorem. Similarly G(λ, nx)− x < 0 on the interval (λ/(λ+ 1),∞) so it has no
roots on this interval.
We now provide a more detailed bound on the fixed point. It follows from Lemma 3.1 that
G(λ, nx)− x < λ/(nx)− x. Letting x∗ denote the fixed point of G(λ, nx) in [0, λ/(λ+ 1)] we have
0 = G(λ, nx∗)− x∗ < λ/(nx∗)− x∗ (B.2)
from which it follows that (x∗)2 < λ/n so x∗ < |
√
λ/n|. Therefore 0 < x∗ <
√
λ/n.
We now complete the proof of the symmetric case. To simplify notation let λ = λ1 = λ2 and
F (x) = G(λ, nx). Let fk(x) denote the k-fold composition of f . The system in the symmetric case
is
µ2(0) = µ0
µ1(k) = F
2k−1(µ0)
µ2(k) = F
2k(µ0)
(B.3)
The structure of the symmetric system heavily limits the possible convergence behavior of the
system. Lemma B.2 shows that this type of system can only converge to a fixed point of F or to
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2-cycle of F . Furthermore, lemma B.3 shows that F (x) = G(λ, nx) only has a single fixed point x∗
which asymptotically approaches
√
λ/n and no periodic points of order p > 1. This completes the
proof.
B.3 Proof of Lemma 3.3
The proof for the symmetric case has already been established in the previous Lemma. We therefore
focus on the asymmetric case. We begin with recording a useful result. We will need to know if
there exist solutions to certain equations which arise when studying the order of the fixed points
for the system (3.12). More specifically these equations are zG(α, z) = β and 1 = xG(α, βx). They
are equivalent under the change of variables βx = z, The existence of solutions to these equations
is as follows.
Lemma B.4. Suppose α, β ∈ (0,∞). Recall G defined as in Lemma 3.1.
1. For α > β, zG(α, z) = β has a solution in (0,∞).
2. For α ≤ β, zG(α, z) = β has no solution in (0,∞).
Proof. 1. If α > β, apply intermediate value theorem to zG(α, z)−β which converges to α−β > 0
as z →∞ and starts at −β for z = 0. So the equation has a root.
2. If α ≤ β, apply intermediate value theorem to zG(α, z) − β which converges to α − β ≤ 0 as
z →∞ and starts at −β for z = 0. So the equation has no root in (0,∞).
Back to the main proof, write µ?1 = c1/f(n) and µ
?
2 = c2/f(n), where c1, c2 are constants that
do not depend on n and f : N → (0,∞). We will analyze the behavior of the order of the fixed
point µ?1. The analysis of µ
?
2 is similar. The fixed point equation becomes
µ?1 = G(λ2, nG(λ1, nµ
?
1))
c1
f(n)
= G
(
λ2, nG
(
λ1, c1
n
f(n)
))
(B.4)
Case 1 Assume that limn→∞ f(n)/n = ∞. Then limn→∞ n/f(n) = 0 and for sufficiently large n
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we have
c1
f(n)
= G
(
λ2, nG
(
λ1, c1
n
f(n)
))
≈ G
(
λ2, n
λ1
λ1 + 1
)
≈ λ2(λ1 + 1)
λ1n
(B.5)
This implies f(n) = O(n), a contradiction of our assumptions.
Case 2 Without loss of generality we can assume that limn→∞ f(n)/n = 1. Then limn→∞ n/
f(n) = 1 and for sufficiently large n we have
c1
f(n)
= G
(
λ2, nG
(
λ1, c1
n
f(n)
))
≈ G(λ2, nG(λ1, c1)) ≈ λ2
nG(λ1, c1)
(B.6)
The constant c1 is a solution to the additional constraining equation
zG(λ1, z) = λ2 (B.7)
Applying an analogous argument to µ?2, we get that c2 must solve the constraining equation
zG(λ2, z) = λ1 (B.8)
By Lemma B.4 there is a solution to the equation (B.8) for c2, but still no solution to the equation
(B.7) for c1.
Case 3 Assume that limn→∞ f(n)/n = 0 and limn→∞ f(n) = ∞. Then limn→∞ n/f(n) = ∞
and for sufficiently large n we have
c1
f(n)
= G
(
λ2, nG
(
λ1, c1
n
f(n)
))
≈ G (λ2, λ1f(n)) ≈ λ2
λ1
c1
f(n)
(B.9)
Under the assumption λ1 < λ2 we have reached a contradiction.
Case 4 Assume that limn→∞ f(n)/n = 0 and f(n) is bounded. This implies that µ?1 ≈ 1/c1,
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where c1 is a constant independent of n,
1
c1
= G
(
λ2, nG
(
λ1,
n
c1
))
≈ G(λ2, λ1c1) (B.10)
By Lemma B.4, the equation for 1 = zG(λ1, λ2z) which determines c1 has a solution but the
equation 1 = zG(λ1, λ2z) which determines c2 has no solution.
These four cases exhaust all the possible behaviors of a generic f : N → (0,∞). Therefore we
have exhausted all possible solutions bounded fixed points of the functions G(λ2, nG(λ1, nx)) and
G(λ1, nG(λ2, nx)). For λ1 < λ2 the only possible solutions to the additional constraining equations
yeild µ?1 = c1 where c1 is the solution to 1 = zG(λ2, λ1z) and µ
?
2 = c2/n where c2 is the solution to
λ1 = zG(λ2, z). This completes the proof of order in the asymmetric case.
C Derivation of CAVI and ELBO for Example 27 in Watanabe’s
book
The CAVI updates in the original (θ1, θ2) coordinate is given by
log q1(θ1) = −nK2
2
(
θ1 − K1
K2
)2
− n
2
Syy +
nK21
2K2
+ Const.
log q2(θ2) = −nm2
2
T2(θ2, X
n) + nm1T1(θ2, X
n, Y n)− n
2
Syy
(C.1)
where m1 =
∫ 1
0 θ1q1(θ1)dθ1, m2 =
∫ 1
0 θ
2
1q1(θ1)dθ1, Syy =
∑n
i=1 y
2
i and
T1(X
n, Y n, θ2) =
1
n
n∑
i=1
yi tanh(θ2xi)
T2(X
n, θ2) =
1
n
n∑
i=1
tanh2(θ2xi)
K1(X
n, Y n) =
∫ 1
0
T1(X
n, Y n, θ2)q2(θ2)dθ2
K2(X
n) =
∫ 1
0
T2(X
n, θ2)q2(θ2)dθ2.
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It follows that the ELBO is given by Ip + I1 + I2, where
Ip =
n
2
log(2pi)− n
2
(Syy − 2m1K1(Xn, Y n) +m2K2(Xn)) ,
I1 = − logZ1 + nK2
2
(
m2 − 2K1
K2
m1 +
K21
K22
)
,
I2 = logZ2 + nm2
2
K2(X
n)− nm1K1(Xn, Y n).
In the following, we shall transform coordinates to reduce the likelihood to a normal form. To aid
this, we rewrite the likelihood function as
p(Y n | Xn, θ1, θ2) = 1
log(2pi)n/2
exp
{
−n
2
Syy − n
2
θ21θ
2
2Kn,0(θ2, X
n)− nθ1θ2Kn,1(θ2, Xn, Y n)
}
where
Kn,0(θ2, X
n) =
1
n
n∑
i=1
{
tanh(θ2xi)
θ2
}2
, Kn,1(θ2, X
n, Y n) =
1
n
n∑
i=1
{
yi tanh(θ2xi)
θ2
}
.
We use the following asymptotic limits of Kn,0 and Kn,1 to approximate and thus simplify the
likelihood further.
Kn,1 → 1
θ2
E (E[Y tanh(θ2X) | X]) = 0, Kn,0 → K0(θ) =
∫ 1
0
tanh(θ2x)
θ2
dx.
Therefore the posterior p(θ1, θ2 | Xn, Y n) concentrates around
γ
(n)
K (θ1, θ2) ∝ exp {−nK(θ1, θ2)}φ(θ1, θ2), K(θ1, θ2) =
1
2
θ21θ
2
2K0(θ2).
Conversion to normal form is done by the change of variables
ξ1 = θ1, ξ2 = θ2(K0(θ2)/2)
1/2 := g(θ2).
The inverse transform is θ1 = ξ1 and θ2 = g
−1(ξ2) and its Jacobian is
J(ξ2) =
∣∣∣∣ 1gT(g−1(ξ2))
∣∣∣∣ .
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Under the ξ-coordinate system we have
K(θ1, θ2) = K(ξ1, g
−1(ξ2)) = θ21θ
2
2
K0(θ2, X
n)
2
= ξ21ξ
2
2 .
The concentrated normal form of the posterior is
γ
(n)
K (ξ1, ξ2) = exp(−nξ21ξ22 + log J(ξ2)− logCL),
where CL is the normalizing constant. Then
q1(ξ1) = exp
{−nF2ξ21 − logC1} , q2(ξ2) = exp{−nF1ξ22 + log J(ξ2)− logC2} , (C.2)
where
F1 =
∫ 1
0
ξ21q1(ξ1)dξ1, F2 =
∫ g(1)
g(0)
ξ22q2(ξ2)dξ2.
The negative KL divergence between the variational distribution q(ξ) = q1(ξ1) ⊗ q2(ξ2) and the
normal form of the posterior γ
(n)
K (ξ) is
−D(q(ξ) || γ(n)K (ξ)) = I1 + I2 + Iγ ,
where
Iγ = −nF1F2 − log(CL), I1 = nF1F2 + log(C1), I2 = nF1F2 + log(C2).
Hence the optimal evidence lower bound is
Ψn(q
∗) = −nF ∗1F ∗2 + log(C∗1 ) + log(C∗2 ). (C.3)
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D Verifying Assumption A1 for Example 27 in Watanabe’s book
We bound the difference |Z˜i(ξ)− Z˜i(ξT)| by repeated application of the triangle inequality,
|Z˜i(ξ)− Z˜i(ξT)| ≤ A+B + C,
where
A =
1
2
|ξ1g−1(ξ2)F 2(Xi; g−1(ξ2))− ξT1 g−1(ξT2 )F 2(Xi; g−1(ξT2 ))|,
B = |YiF (Xi; g−1(ξ2))− YiF (Xi; g−1(ξT2 ))|,
C =
1
2
|ξ1g−1(ξ2)K0(g−1(ξ2))− ξT1 g−1(ξT2 )K0(g−1(ξT2 ))|.
Denoting ‖x‖1 =
∑d
j=1 |xj | for x ∈ Rd, using Lemmata D.1 and D.2 yields
A ≤ 1
2
(L1,2∞ (Xi) + Cg−1L
0,2
∞ (Xi) + Cg−1‖g−1‖∞L2(Xi))‖ξ − ξT‖1 := La(Xi)‖ξ − ξT‖1
B ≤ Cg−1L1(Xi)|Yi|‖ξ − ξT‖1 := Lb(Xi, Yi)‖ξ − ξT‖1
C ≤ 1
2
(‖g−1‖∞‖K0‖∞ + Cg−1‖K0‖∞ + CK0Cg−1‖g−1‖∞)‖ξ − ξT‖1 := Lc(Xi)‖ξ − ξT‖1.
Combining the bounds we have |Z˜i(ξ) − Z˜i(ξT)| ≤ L(Xi)‖ξ − ξT‖1 with with L(Xi) = La(Xi) +
Lb(Yi, Xi) +Lc(Xi). It remains to show that L(X1) satisfy the tail bound EetL(X1) ≤ et2/(2cL). We
will show that La(X1), Lb(Y1, X1), Lc(X1) are all sub-Gaussian, which implies the above bound on
L(X1) holds. Lc(X1) is a constant random variable so it is sub-Gaussian. Lb(Y1, X1) is the product
of a bounded random variable L1(X) with a sub-Gaussian random variable |Y1|. La(X1) is the sum
of bounded random variables and hence sub-Gaussian.
Lemma D.1. Suppose X ∼ U [0, 1]. Let F (X;ω) := tanh(ωX)/ω, x, ω ∈ [0, 1], then for s = 1, 2
there exist bounded random variables L0,s∞ (X), L1,s∞ (X), Ls(X) such that
sup
ω
{F s(X;ω)} ≤ L0,s∞ (X)
sup
ω
{ωF s(X;ω)} ≤ L1,s∞ (X)
|F s(X;ω)− F s(X;ωT)| ≤ Ls(X)|ω − ωT|
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where Lk,s∞ (X) = Ls(X) = |X| for k = 0, 1 and s = 1, 2
Proof. For s = 1, we have F s(X;ω) = tanh(ωX)/ω and ωF s(X;ω) = tanh(ωX). Both of these
functions are globally | · |-Lipschitz functions in the ω-variable since they both have bounded,
continuous derivatives.
d
dω
F (X;ω) =
d
dω
[
tanh(ωX)
ω
]
=
Xωsech2(Xω)− tanh(Xω)
ω2
.
It follows
sup
ω∈[0,1]
|F (X;ω)| ≤ |X| := L0,1∞ (X),
sup
ω∈[0,1]
|ωF (X;ω)| = | tanh(X)| ≤ |X| := L1,1∞ (X),
sup
ω∈[0,1]
∣∣∣∣ ddω
[
tanh(ωX)
ω
]∣∣∣∣ = sup
ω∈[0,1]
∣∣∣∣∣Xω
(
sech2(Xω)− tanh(Xω)Xω
ω2
)∣∣∣∣∣ ≤ |X| := L1(X).
Similarly for s = 2, we have F s(X;ω) = tanh2(ωX)/ω2 and ωF s(X;ω) = tanh2(ωX)/ω. Both of
these functions are globally | · |-Lipschitz functions in the ω-variable since they both have bounded,
continuous derivatives.
d
dω
F (X;ω) =
d
dω
[
tanh2(ωX)
ω2
]
=
tanh(Xω)(ωsech2(Xω)− 2 tanh(Xω)
ω3
.
It follows
sup
ω∈[0,1]
|F 2(X;ω)| ≤ |X| := L0,2∞ (X),
sup
ω∈[0,1]
|ωF 2(X;ω)| ≤ |X| := L1,2∞ (X),
sup
ω∈[0,1]
∣∣∣∣ ddω
[
tanh2(ωX)
ω
]∣∣∣∣ = sup
ω∈[0,1]
∣∣∣∣∣2Xω
(
sech2(Xω)− tanh(Xω)Xω
ω3
)∣∣∣∣∣ ≤ |X| := L2(X).
Lemma D.2. The functions
K0(ω) =
∫ 1
0
tanh2(ωx)
ω2
dx, ω ∈ [0, 1]
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and the inverse of the function g(θ) = θ(K0(θ)/θ)
1/2, for θ ∈ [0, 1], are globally | · |-Lipschitz with
Lipschitz constants CK0 and Cg−1, respectively,
|K0(ω)−K0(ωT)| ≤ CK0 |ω − ωT|, |g−1(ω)− g−1(ωT)| ≤ CK0 |ω − ωT|.
Proof. The function K0 has a bounded derivative for ω ∈ [0, 1]. It follows that K0 is globally
Lipschitz on [0, 1] with Lipschitz constant CK0 = supω |KT0 (ω)|. Also, since gT is bounded in [0, 1]
and for ω = g(θ), (d/dω)g−1(ω) = 1/gT(g−1(ω)), the function g−1 has a bounded derivative in [0, 1].
It follows that g−1 is globally Lipschitz on [0, 1] with Lipschitz constant Cg−1 = supω | ddωg−1(ω)|.
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