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Abstract 
A model of a queueing network is proposed which leads to a stochastic equation generalizing 
a standard Lindley equation for a single FCFS server. We study the problem of the existence 
and uniqueness of a stationary solution to this equation and its connection with random 
processes on a Cayley tree. 
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1. Introduction 
The Lindley equation (see Lindley, 1952) arises in the theory of the single-server 
FCFS queue: 
w,+ 1 = max [w, + s, - TV, 01. (1.1) 
Here w, is the waiting time of the nth task, w,+ L is that of the (n + 1)st one, s, is the 
service time of the nth task and TV is the time between the arrivals of the nth and 
(n + 1)st task. In a stationary regime one deals with the stochastic equation 
wzmax[w+s-7,0]. (1.2) 
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The symbol z means, here and below, equality in distribution. In a simple situation 
where (s,,} and {rn} are independent sequences of independent, identically distributed 
(i.i.d.) random variables (r.v.‘s), one assumes that the r.v.‘s w, s and r at the right-hand 
side (r.h.s.) of (1.2) are independent, and s and T have prescribed probability distribu- 
tions (p.d.‘s). 
In this paper we deal with equations of the form 
w 2 max [w(l) + s(l) - 7(l), . . . , wCm’ + sCm’ - z@‘, 01, (1.3) 
where the r.v.‘s w, w(i), . . . , w(“‘) have the same (unknown) p.d., the r.v.‘s s(r), . . , s(“‘) are 
i.i.d. and so are the r.v.‘s r(l), . . . , T(~‘. All r.v.‘s that appear at the r.h.s. of (1.3) are 
assumed to be independent. The marginal p.d.‘s of the s(j”s and z(j”s may be 
considered as ‘coefficients’ in Eq. (1.3). This is what we call a higher-order Lindley 
equation; the number m 2 2 is its order. 
Eq. (1.3) exhibits a drastic difference from (1.2) as far as the existence and uniqueness 
of a solution is concerned. In the case of Eq. (1.2), the non-overload condition 
Es < Et (1.4) 
guarantees the existence and uniqueness of a solution. More precisely, one can 
introduce the concept of a minimal solution (see Loynes, 1962) and of a maximal 
solution (see Brandt (1985a, b)) and prove that, under condition (1.4), the minimal and 
maximal solutions to (1.2) exist (are finite a.e.) and coincide. Here we use the so-called 
stochastic ordering of the p.d.‘s or distribution functions (d.f.‘s). That is, for two d.f.‘s, 
G’ and G”, we have G’< G” iff G’(x) 2 G”(x), x E R. By the existence of a solution we 
mean the existence of a proper r.v. (or proper p.d.). Reversing the inequality in (1.4) 
leads to the non-existence of a solution. 
The situation in the case of (1.3) is more delicate. A necessary and sufficient 
condition for the existence of a solution to (1.3) in this case is 
inf Ee a(s-7’ 
1 < _ (1.5) 
a>0 m’ 
More precisely, (1.5) guarantees the existence of a minimal solution, but if one violates 
this bound the existence fails. Surprisingly, a solution of (1.3) is non-unique: there 
exists a linearly ordered continuum of solutions distinguished in terms of the asymp- 
totics of the ‘tail’ of the corresponding probability density function (p.d.f.). More 
precisely, we establish the above non-uniqueness picture under general assumptions 
about the p.d.‘s of T and s in the case of the strict inequality in (1.5): 
1 
inf Ee”(“-” < -. 
o>o m 
(1.6) 
In a particular case where r has an exponential distribution we give a complete 
analysis of the set of solutions to (1.3) under condition (1.5). 
‘Physically’ speaking, this is caused by the fact that, in the case of the higher-order 
Lindley equation (1.3) each task has m 2 2 predecessors. This naturally leads to 
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a Cayley tree in the recursive picture connected with (1.3) in contrast with the 
one-dimensional time in (1.1) and (1.2). We discuss this aspect in detail in subsequent 
sections of the paper. See also Aldous (1991a, b) and Lyons (1990) where various 
aspects of the theory of random processes (r.p.‘s) on a tree are discussed in a similar 
context. 
A higher-order Lindley equation has obvious abstract appeal. It arises naturally in 
a context of queuing network theory in a situation where various synchronization 
rules are introduced. Queueing systems and networks under synchronization con- 
straints are discussed in detail in Baccelli and Makowski (1989). 
As an example where Eq. (1.3) (with m = 2) appears, consider the following situ- 
ation (which is not as far from reality as it may seem at first glance). 
After receiving numerous complaints that local hospitals are overloaded and their 
transport resources stretched, the medical authorities in the major city of New Kork 
decide to reorganize the ambulance service. They allocate to each of N city districts (N 
is supposed to be large) an out-patient surgery that registers patients from the district, 
establishes a preliminary diagnosis indicating to which of N specialized hospitals 
a patient is to be directed, and communicates this information to the city’s Medical 
Dispatching Centre (MDC). Each surgery has its own ambulance to transport 
patients one by one to their assigned hospitals. 
Each hospital admits and treats patients one by one. The MDC phones the 
surgeries from time to time to tell them that a given patient may be transported to 
a particular hospital. The following ‘rule of equality’ is strictly observed: a patient 
cannot be transported until all patients in the following two categories have been 
treated: (i) those who were registered at the same surgery earlier, no matter what 
their hospitals are, and (ii) all patients who are to be transported to the same 
hospital and were registered earlier, no matter at what surgery. (This obviously 
creates idle periods for the transport and hospital units, but this is exactly their 
objective.) 
However, as soon as these conditions are fulfilled, the MDC phones the surgery, 
and the patient is to be transported to his or her hospital immediately. The treatment 
time comprises transportation time to the hospital and back and the time spent in the 
hospital. (The argument of the hospital staff is that until the patient returns to the 
surgery, he or she is formally under treatment.) 
Assume that the patients arrive at the surgeries in independent Poisson streams of 
fixed intensity. Assume further that the registration, preliminary diagnosis and com- 
munication with the MDC takes a negligible time. Next, assume that the hospitals 
assigned to different patients are i.i.d. and equiprobable. Finally, let the treatment 
times of different patients also be i.i.d. and independent of the hospitals assigned (as 
a result of traffic conditions and the variability of the cases). 
One can replace the surgeries by sources of computational tasks (or programs), the 
hospitals by computers processing these programs, according to their labels (which 
replace diagnoses), and the treatment times by processing (or running) times. The rule 
of equality then becomes a synchronization rule: a program cannot be processed until 
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(i) all programs created in the same source earlier are processed, no matter what their 
labels are, and (ii) all programs with the same label that were created earlier are 
processed (by the computer assigned to this label), no matter where they were created. 
(An argument is that the outcome of all these programs may contain information 
needed for processing the program under consideration.) 
Formally, one can say that there is a family of N2 i.i.d. Poisson processes 
[iI, i2 labelled by the pairs (i’, iz), 1 I il, i2 I N. Each process [i, ,iz has intensity 1./N 
and generates, at its points, tasks with the same label (i’, i2). Tasks are to be served by 
servers C\“, . . . , C$’ and Cy’, . . . , Ck2’. More precisely, a task with label (ii, i2) 
(briefly, an (ii, iz)-task) must be served in parallel by the servers C!:’ and Cl,“. The 
synchronization rule is: an (iI, i,)-task cannot be served until all (i,,j)-tasks and all 
(j, i,)-tasks generated earlier are served. Again, once these conditions are fulfilled, the 
task begins to be served by the corresponding pair of servers (C!:‘, Cl:‘) immediately, 
and the running times of different tasks are i.i.d. After being served the task leaves the 
network. 
A general case of m 2 2 is covered by a model where there are N” i.i.d. Poisson 
processes of intensity 3./N”-’ labelled by groups i = (iI, . , i,), 1 I ij I N, 
1 I j I m; each process generates tasks with the corresponding label. Tasks are 
served by mN servers Cjk’, 1 I i I N, 1 I k I m. More precisely, a task with label 
i = (iI, . . . . i,) (briefly, an i-task) is to be processed in parallel by servers C!:’ , . . . , Cl,“‘. 
The synchronization rule is: an i-task can be processed only after all tasks with labels 
i’ = (ii, . . . , ik) incident with 1 which were generated earlier are processed by the 
corresponding computers. ‘Incidence’ means two vectors coinciding at least in one 
place. Once this condition is satisfied, a task begins its service (by the corresponding 
collection of servers) immediately. The service times of different tasks are i.i.d. The p.d. 
of a single service time is denoted below by @. As before, the task leaves the network 
after completing its service. 
The network under consideration is pictured in Fig. 1. 
The network model described is perhaps the simplest where a higher-order Lindley 
equation arises in a natural way. Speaking of a network in this paper, we refer to this 
model with a given value of m. We treat a limiting situation where N + cc, proving 
that the mth-order Lindley equation emerges in the limit. More precisely, we prove 
that, under condition (1.6) and as N 4 CCI, the p.d. of the waiting time of a single task 
converges to a limit which is given by a (minimal) solution to Eq. (1.3) with 
r(l) ) . . . , 5 cm’ exponentially distributed with mean i- ‘. 
The limit N + cc is closely related to the so-called mean-field approximation used 
in various branches of statistical mechanics. We omit a discussion on the validity (and 
importance) of the mean-field approximation in queuing network theory: the reader 
interested in it is referred to Baccelli et al. (1992). 
In Section 2 we give necessary preliminaries and formulate the results. In Section 
3 we prove Theorems 1 and 2 concerned with the derivation of Eq. (1.3). Sections 
4 and 5 are devoted to the proofs of Theorems 335, about the existence of a solution to 
(1.3) and the structure of the set of solutions. 
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Fig. 1. The network (m = 2) 
2. Preliminaries and results 
In a part of this section we use the language of the theory of random marked flows 
(point processes). Basic concepts such as a random marked flow with (conditionally) 
i.i.d. marks, and Palm distribution (P.d.) are exploited without definitions. For details 
of the theory of random point processes and its relation to queueing theory we refer 
the reader to Brkmaud (1981), Franken et al. (1982) and Baccelli and Brlmaud (1987). 
The necessary queueing network theory background may be provided by a review 
paper of Kelbert and Suhov (1990). 
We treat {<i} as a family of i.i.d. marked point processes, each with i.i.d. marks 
si” 2 0 (task service times) generated at the corresponding points ,g”. We use here 
a standard numeration: tb” is the first non-negative time point in t, and t:‘l 1 succeeds 
,A’), k E Z. To formulate our results we need to pass from { ti} to a family (ylj) of 
‘extended’ processes. Processes ye! have marks (si’), WL”), where W(I) is the waiting 
time of i-task k. Formally, family {qL) must satisfy the following conditions: 
(I) The projection (sl”, WI”) H s:” transforms the joint p.d. of {vi) into the joint p.d. 
of {;“J 
(II) The values t:“, s:“, and Wk”, for different k and i, must satisfy, with probability 
one, a system of network equations. 
(III) Family {vi} is bounded in probability. That is, there exists a non-negative 
monotonically decreasing function C$ (depending on N) with lim,,, 4(u) = 0 such 
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that the following bound holds: 
sup P max 5 4(u). 
isR 1 
(2.1) 
Let us comment in detail on conditions (II) and (III). Suppose we are given, with 
a total of N” 
{(Q, W$‘)}). G’ 
realizations of processes v!: C? = {rti(i)). Here u(!) = ({ tk”}, 
iven a point ,$’ from realization c&), we can find, for each i’ incident 
with i, a point t,$) from realization m@‘) such that CL! ) < $’ and the time-interval 
(t,$“, t:“) is free from the points of ,(A’). By a system of network equations we mean 
the following relations: 
(2.2) 
The internal maximum is over all groups i’ incident with i. 
From the ‘physical’ point of view, the family {yl,} contains all the information we 
need about the network regime. This means that the joint p.d. of processes vi deter- 
mines a probability space with respect to which all quantities related to such a-regime 
are measurable. Of course, processes q, are by no means independent (although, due to 
the symmetry of the network, they have the same marginal p.d.). 
It is convenient to denote by (0, P) the probability space of the joint p.d. of the 
family { v~}. Set a is formed by collections cu = {u’!)} (see above). It is equipped with 
a standard topology and a ‘cylinder’ o-algebra of subsets. Furthermore, p( = PiV )) is 
the probability measure on a. Likewise, we denote by (Q, P) the probability space of 
the joint p.d. of the input family {t;}: here P = P;, ;. 
Formally speaking, in condition (III) we admit non-stationary families, but forbid 
values I%$’ growing in an ‘uncontrolable’ way. It is the presence of maxi under the 
probability sign that makes function 4 dependent on N. 
In this paper we deal with the following condition guaranteeing the existence and 
uniqueness of a stationary regime in the network under consideration: 
1 
inf EOeas (3. : a) < ;. 
a>0 
(2.3) 
This is nothing but the bound (1.6) for the case of the exponential r.v.‘s r(j) and r.v.‘s 
s(j) with p.d. @. We prove that bound (2.3) is sufficient for the existence of a stationary 
regime and for its uniqueness (in some sense). It seems likely that the non-strict 
inequality in (2.3) (i.e., just the bound (1 S)) is also sufficient, but this question is open. 
Notice that bound (2.3) is uniform in N. 
In the rest of this section we state our results about the higher-order Lindley 
equations. 
Theorem 1. Suppose that bound (2.3) isfulfilled. Then there exists a unique family {qI} 
of extended random flows which satisjies (It(II1). This family is stationary in time, 
and ‘symmetric’ in indexing (its p.d. is invariant under any one-to-one map 
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~t+,~,~‘E{l)...) N}” and has the following ‘reconstruction’ property: the projection 
(sf), W$‘) H s~i)$guring in condition (I) gives a one-to-one correspondence between the 
probability spaces (Q, P) and (Q, P). 
The uniqueness in Theorem 1 means that any family {VT } satisfying conditions 
(I)-(III) has the same p.d. t? We again stress that property (Iii) is not valid uniformly 
in N. Therefore, the uniqueness, as formulated here, disappears in the limit N + co, 
which is confirmed by the non-uniqueness phenomenon related to Eq. (1.3) (see 
Theorems 3-6). 
To formulate our results about the limit N + co, we take the P.d. P of the family 
{vi} by fixing a point in time to and a group i0 identifying a ‘tagged’ task (in view of 
time-stationarity and symmetry, we can set to = 0 and &, = (1, . . . , 1)). 
Physically speaking, p is a probability measure which describes a ‘conditional’ 
distribution generated by p, under the condition that, at time zero, a tagged task has 
been generated in the extended process ~1. The measure p is considered on the set n(O) 
which consists of those collections F = {w(l)} for which the realization 01 contains 
a tagged task with ,b” = 0 (for simplicity of notation, we omit index i whenever 
possible). One can then deal with the p.d. of the total waiting time W” of the tagged 
task. With this p.d. in mind, we have the following theorem. 
Theorem 2. Assume that (2.3) is fulfilled, and N increases to infinity. Then the p.d. of W” 
converges weakly to the minimal solution of Eq. (1.3) where 7(l), . . . , 7(“” are exponential 
with mean 2-l and s(l), . . . , stm) have p.d. Qi. 
We continue with the results about solutions to (1.3) in the case where z(j) (or rather 
the difference c(j) = s(j) - 7(j)) h as a general-type p.d. (the same for all j = 1, . . . , m). 
We deal with both condition (1.5) and its strict version (1.6). Under condition (1.5) we 
can define quantities CI and fi by 
m 1 
and 
m 1 
(2.4) 
(2.5) 
Condition (1.Q together with the additional assumption that the infimum is attained, 
implies bound 
1 
Ee”c 2 - 
m’ 
aE[~(,b] (aE[cc, 03)ifp= co), 
whereas condition (1.6) implies that 
(2.6) 
1 
Eeai < - 
m’ 
a E (4 B). (2.7) 
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Fig. 2. Random variables on a Cayley tree 
Solutions to Eq. (1.3) are closely connected with r.p.‘s on a Cayley tree. In 
particular, the minimal solution to (1.3) is given by the following procedure. Consider 
the Cayley tree r( = f,) of branching m, oriented outwardly from the origin O(see 
Fig. 2). On each edge e of r we place an independent copy of the r.v. i. Given a (finite) 
path L on r, we denote 
S(L) = c L 
PEL 
the sum being over the edges constituting path L. Next, denote by 9,. the collection of 
paths on I-, which have length r and start at 0. Set 
U(r) = max S(L). (2.8) 
LEY’, 
It is clear that if the quantity 
W=max[O,;;~U(r)] (2.9) 
is finite a.e., then the p.d. of the r.v. W gives a unique minimal solution to (1.3). 
This procedure admits a natural modification. Suppose that, on the bottom level of 
‘depth’ r in r, some ‘initial’ r.v.‘s K~ are placed which are labelled by the ‘end’ edges 
e(L) of the paths L E Yr. We suppose that the r.v.‘s K,(~, are i.i.d., with a p.d. (or (d.f.)) 
F. (In what follows, we use the same notation for a p.d. on a real line and its d.f.: it will 
be clear from the context what object we have in mind.) 
Next, consider ‘modified’ sums 
SjF1(L)=S(L), LE~j, jlr- 1, 
= s(L’) + K,(L), L E ppiv,, 
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where Lo stands for the ‘initial’ part of path L, which is obtained by removing edge 
e(L). Denote 
UcF1 = max I 
[ 
0, max PI(L) 
Lc u 9, * 
l_<)-<’ 1 (2.10) 
(cf. (2.9)). Denote by GF,r the p.d. of U, [F1 If there exists the weak limit 
GF = lim GF,? , (2.11) 
r-1) 
then the limiting p.d. GF is a solution to (1.3). We are able to prove it for some cases 
mentioned in Theorem 3(A). 
Denote by E(v) the exponential distribution of mean 1r-l and by E*(v, q) the p.d. 
which is a mixture of E(v) and the Dirac measure 6( = 6,) with coefficients q and 
1 - q, respectively (q E [0, 11): 
E*(v, q) = q-E(v) + (1 - q)6. 
As noted before, an important role in classifying different solutions to (1.3) is played 
by the asymptotics, as x + co, of the corresponding d.f.‘s and p.d.f.‘s. Denote by F(c), 
c 2 0, the class of p.d.‘s (or, equivalently, d.f.‘s) F of the form 
F(x) = (1 - cexp( - XX) + O(emax))m (x + co), (2.12) 
where a( = a(F)) > CL 
Theorem 3. The following assertions (A)-(C) hold true. 
(4 
(W 
(Cl 
Under condition (1.5),formula (2.9) gives a solution to (1.3) which is a unique minimal 
solution G to this equation. Moreover, if CL < a, then for any v E [a, p] (v E [a, cc) 
if p = 00) and any q E [l - l/m, 1) there exist limiting p.d.‘s GE(,,) and GE*(,,,qj, 
respectively (see (2. lo), (2.11)) giving solutions to (1.3). 
Under condition (1.6) the supremum on the r.h.s. of (2.9) is attained with probability 
one. For any c 2 0, class F(c) defined by (2.12) contains precisely one solution, G(“, 
and for any F E F(c) the limiting p.d.‘s GF in (2.11) exists and coincides with G@). 
Measures G”‘, c 2 0, form a linear, strictly ordered family of p.d.‘s. Furthermore, 
G(O) coincides with G, the minimal solution. 
If < takes positive values with non-zero probability and condition (1.5) is violated 
then (1.3) has no solution. 
In the case where C takes negative values only, the problem of analysis of the set of 
solutions to (1.3) can be completely solved (see Section 4). 
As noted in the Introduction, the case of exponential distributions also admits 
a complete analysis. The corresponding results are provided in Theorems 446. 
Suppose that r.v.‘s r(j), j = 1, . . . , m, and s(j), j = 1, . . . , m, in the r.h.s. of (1.3) are 
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independent, r(j) having the exponential distribution of mean 3.~’ and s(j) the 
exponential distribution of mean ~1~ ‘. Condition (1.5) then takes the form 
i < 2m - 1 - ((2m - 1)’ - 1)‘12 (2.13) 
and (1.6) the form 
r( < 2m - 1 - ((2m - 1)2 - l)li2, 
and formulas (2.4) and (2.5) giving c( and p become 
P-2 
ci = ~ - k ((p - 2)’ - 4(m - 1)1,~)“~ 
2 
and 
p=‘l-ll 
2 + k ((p - 2)2 - 4(m - l)i~)“~. 
(2.14) 
(2.15) 
(2.16) 
Denote by ,!?(,I) a p.d. obtained from E(A) by reflexion x E R H - x. 
Theorem 4. The following two assertions are equivalent: 
(A) A probability measure G gives a solution to (1.3). 
(B) The d.f: of the convolution G * E(p) * I?(/%) LSO cussC’onRandofclassC”on j’ 1 
R\ {0} and satisfies the relations: 
F”(X) + (p - A)F’(x) - &.L(F(x) - (F(x))“) = 0, x > 0, (2.17a) 
F’(0) = M(O), (2.17b) 
O<F(x)< landF’(x)>O, x>O, (2.17c) 
lim F(x) = 1, 
x-m 
(2.17d) 
and 
F(x) = F(0) exp (Ax), x < 0. (2.18) 
By using system (2.17a)(2.17d), we are able to perform a detailed analysis of the set 
of solutions to Eq. (1.3) in the exponential case. We start with the case of strict 
inequality in (2.13). By pF we denote the p.d.f. of a p.d. (or a d.f.) F and by F the 
complementary d.f.: 
s 
a? 
F(x) = 1 - F(x)( = F([x, co)) = dyp,(y)). 
X 
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Theorem 5. Under condition (2.14), the following assertions (A)-(C) hold true. 
Eq. (1.3) has a continuum set of solutions each of which is given by a d.f of class Cm 
on [0, co). 
All solutions to (1.3) are linearly strictly ordered in the sense of stochastic ordering, 
and there is no maximal solution. 
The minimal solution, G, uniquely possesses the following property: 
,im P,(X) ~ = p; 
x-m G(x) 
any other solution G’ satisfies the relation 
,im P,+4 
x-cc G’(x) = cL. 
(2.19) 
(2.20) 
Here b given by (2.16) and cr by (2.15). 
There exists a real c* such that for any non-minimal solution G’ one can find 
a constant co, > c* such that 
]im e(/l-a)x 1 PC, (4 
m (G’(x))‘-““Cl - (G’(x))““] 
- a - c+exp[(a - fi)x] = 0. 
x-co 
(2.21) 
Moreover, co > co” ifs G’< G”. 
Finally, the case where equality occurs in (2.13) is covered by Theorem 6. 
Theorem 6. Assume that the equality holds in (2.13). Then, for Eq. (1.3), assertions (A) 
and (B) qf Theorem 5 hold true us well as the following assertions (C’) and (D’): 
(C’) 
03 
For any solution G’ (including the minimal one), limit (2.20) equals CI. (In the case of 
equality in (1.5) c( = /I.) 
There exist real c* and c*, c* < c*, such that for any solution G’ one can find 
a constunt co, E (c,, c*] such that the limit 
lim x2 PC, (xl 
1 cc’ 
x-m m (G’(x))’ - r/m[l _ (G’@))r/m] - a + ; - x’ = ” 
(2.22) 
As before, co’ > cozS iff G’ < G” (in particular, c o = c* for the minimal solution). 
The proof of Theorems 446 is carried out in Section 5. 
3. Derivation of the higher-order Lindley equations: Proof of Theorems 1 and 2 
Proof of Theorem 1. The proof of the existence of a family (vi} consists of two steps. 
First we impose, on the whole network, the zero initial condition at time to. This 
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allows us to define a ‘cut-off family of extended processes ql. 2 (0, where the waiting 
times are assigned to the tasks generated after time to so that the network equations 
are satisfied. Then we send to to - CG and prove, by using a modification of 
a well-known innovation event method (see Borovkov, 1980), that family {vi, 2 (0) 
converges to a limiting family 1~~). For definiteness, when speaking of the conver- 
gence of families of random marked processes, we have in mind here a vague 
convergence (meaning the convergence of the expectation value of a bounded continu- 
ous local functional of w), although in some cases it is possible to prove the 
convergence in a stronger topology. 
The first step is straightforward: it is easy to check that, on each finite time interval 
starting at to, we are able to construct a consistent extension. 
We concentrate our attention on the second, more difficult, step. Fix another point, 
f” > to, and look at the situation in our network as it develops ‘backwards’ in time 
from f”. We shall subsequently observe (random) points of creation of tasks with 
various labels in the reversed flows 2, (we have omitted index to from notation for 
simplicity). Of course, the reversed flows 2; are independent Poisson marked pro- 
cesses, with intensity E,/N’“- ’ and i.i.d. marks s distributed according to F. 
Foranyfixedjandl= 1,2... we can consider a ‘predecessor picture’, i.e. an array 
of the pairs of r.v.‘s, (So, s,.), which gives the interarrival times T,( = T:!"') and service 
times s,( = s:j.” ) of the subsequent predecessors for the number I task generated in z,, 
counting from time To. These r.v.‘s are labelled by the edges r and vertices L’ df 
a (random) oriented half-infinite graph (the predecessor graph). We begin the descrip- 
tion of this graph with the ‘immediate’ (‘first generation’) predecessors, continuing 
with the second generation predecessors, etc. 
Fix a collection D of the realizations of the flows 2;. We start at the ‘origin’ 0 of the 
predecessor graph and assign to 0 the value so equal the service time of the number 
1 task from zL. 
The first generation of predecessors is formed as follows. We scan all predecessors 
of our task in N” - (N - 1)” incident flows 4, , and arrange them in a (partial) order: 
between two tasks with incident labels the one generated at an earlier time precedes 
the other. The immediate predecessors constituting the first generation are those 
which have no tasks between themselves and the original task. 
The immediate predecessors are divided into m types: type k predecessor is an 
i’ - task, where i’ = (i’, , . . . , ii) is incident with i = (iI, . . . , i,) and i; is the first digit in 
i’ coinciding with the corresponding digit in i (i.e., i; = ik and i;, # ik. for k’ < k). The 
above description implies in particular that for any k there is no more than one 
immediate predecessor of type k. Of course, the actual number of the immediate 
predecessors may be less than m. 
For each of the immediate predecessors we repeat the above construction and 
identify their immediate predecessors which form the second generation preceding the 
original number 1 task, etc. Correspondingly, we draw oriented edges that go out of 
0 and are labelled by types of immediate predecessors. The procedure is repeated for 
each task from the second generation, etc. 
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Fig. 3. A predecessor graph 
If two tasks have the same predecessor, the corresponding vertices are ‘glued’ 
together. As a result, we obtain a (random) oriented ‘marked’ graph IT = (I74 ‘) with the 
property that (a) for any vertex there are a number of edges between 1 and m, of different 
types (again between 1 and m), going out of it and (b) for any vertex different from the 
origin there are a number of edges of different types between 1 and m going in. We call 
this graph a predecessor graph (for the original number I task from [!). See Fig. 3. 
The predecessor graph is obtained from the Cayley tree r by ‘cutting’ off some 
branches and ‘glueing’ some vertices (both these procedures being random). 
We now assign to each edge of graph Il the value of the interarrival time between 
corresponding tasks and the value of the service time of the task associated with the 
final vertex of the edge. Next we repeat, for graph II, the procedure from Section 
2 used for constructing solutions to (1.3) via a r.p. on r. That is, we consider the 
(oriented) paths on graph Il which start at 0 and have length (i.e. the number of edges) 
r. As in the case of the tree, the set of those paths is denoted by _I.?~. For any path 
L E 2, we consider the sum 
s*(L)= c i,*. (3.1) 
CCL 
Here the sum is over the edges e from L and 
“*= * 
4e 
* 
& - f, > (3.2) 
where s,* and r,* are, respectively, the service and interarrival times associated with 
edge e. We take the maximum 
U@.‘)(r) = max S*(L) 
L E 9, 
and the supremum 
(3.3) 
W!,‘( = Wh’) max 0, sup U(!,‘)(r) [ . f-2 1 1 (3.4) 
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Note that, given a realization of the predecessor graph, r.v.‘s .s$ are i.i.d. and have 
p.d. @. R.v.‘s r,* are mutually independent, and independent of {se*}. However, they 
are not i.i.d.: a single r.v. r,* is the sum of a number of i.i.d. r.v.‘s each of which has an 
exponential distribution of mean i ‘. 
It is clear from the construction that if the quantity (3.4) is finite, it gives the value of 
the waiting time for the number 1 task from t!. We must therefore verify that, with 
probability one, we obtain finite values I+“.’ for any i and 1. The key point is the 
following lemma. 
Lemma 3.1. Let S,, n = 1, 2, . . . , and S,, n = 1, 2, . . . , be two independent sequences qf 
i.i.d. r.u.‘s, Z, being exponential, of mean X1, and .?,, having the p.d. @. Set 
_ 
in - s, - T,, (3.5) 
and let U(r) he the sum 
U(r) = i i,, (3.6) 
n=l 
where 
(, = s, - r,, (3.7) 
Then probability Pi:!) (U@.‘) (r) >O) d oes not exceed m’ Pr (I?*(r) > 0) (here Pr stands 
,for the,joint p.d. of the sequences (z”} and {f,,)). 
Proof. In the sequel we use the symbol 0 to mark the end of the proofs of technical 
assertions. A path of length r on graph II is uniquely determined by a sequence 
A(” = (6, = 1 112: n = 1 1 3 3 ... 3 r}. Clearly, to any sequence we can assign a path, but 
some paths may be assigned to several sequences, since a task can have less than 
m predecessors. If it happens for a given Q, we simply prescribe the minimal value to 
the corresponding 6,. 
Having fixed a sequence A(‘) and scanning our predecessor picture, we ‘see’ indepen- 
dent interarrival times T,* and i.i.d. service times s,* (see above). It is clear that the 
sequence of the interarrival times ‘dominates’ the collection of i.i.d., exponential r.v.‘s 
z,,, with mean 3.- ‘. That is, there exists a joint p.d. of sequence {T,* > and the sequence 
{Z,,} such that, with probability one, Tn does not exceed the value of the corresponding 
interarrival time T,*. 
Since the number of the sequences of length r is mr, we prove the lemma. 0 
Now, by using Chernoffs inequality (see, e.g. Feller, 1966 or Petrov, 1975) it is easy 
to conclude that, for any a > 0, 
Pr(U(r) > 0) I (EeUi)‘. (3.7) 
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Owing to condition (2.3) the left-hand side (1.h.s.) is 5 c’, where c E (0, l/m). 
Hence, 
P(U(I,‘)(r) > 0) I C’, (3.8) 
where C = mc E (0, 1). By using the Borel-Cantelli Lemma we conclude that the 
supremum in (3.4) is attained with probability one. This guarantees the existence of 
the limiting family of extended flows {vi}. 
By construction, the limiting family {vi} is symmetric, stationary in time and 
satisfies condition (I). Furthermore, the projection ($), K$,“) H s:‘) is one-to-one 
with PiVl)-probabilit y one. (Hence, referring to this p.d., we can use symbol Piti).) 
Moreover, Lemma 1 allows us to control the ‘memory’ in the cut-off families {sl, k ro} 
uniformly in to and hence to control the memory in family {vi}. This leads to the fact 
that family {nl} satisfies the system of network equations (2.2). 
To check condition (III), we write the elementary inequality 
I iv-’ Pg ] max 
1 
k: f:“E [O, l] 
which uses the symmetry and stationarity properties of {vi}. The r.h.s. of this 
inequality possesses the necessary property, again by virtue of Lemma 1. 
It remains to check uniqueness. We have to prove that any extended family {VT} 
satisfying (I)-(III) coincides with {Y]i} in distribution. Take E > 0 and find u such that 
the following bound holds: 
max 
k:t:“c[i,i +  l] 
For any to, we repeat the previous argument and obtain a modified version of bound 
(3.8): there exists r0 ( = ro(u)) such that, for r 2 ro, 
q[L}(U’qr) > - u) I c’. (3.9) 
By again using the innovation event method, we construct a joint p.d. of families 
{YI?) and (~1) m such a way that, with probability greater than 1 - E, both families 
coincide ‘sample-by-sample’ up to time f ‘. This construction is based on a ‘coupling’ 
principle which means that the flows {ti) for both extended families are the 
same. 
Since F and f” are arbitrary, this means equality of the p.d.‘s P(,*) and PiV 1. Thus, 
family {vi} is unique, as claimed. This completes the proof of Theorem 1. ‘0 
Proof of Theorem 2. We use the construction of a minimal solution to (1.3) described 
in Section 2 (see (2.9)). 
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Lemma 3.2. Under condition (2.3), the quantity W defined in (2.9) is jinite and the 
supremum in the r.h.s. is attained a.e. Moreover, the probability that U(r) < W does not 
exceed C’, where C E (0, 1). 
Proof. The key assertion is clearly the exponential bound for the probability; the rest 
follows by using the Borel-Cantelli Lemma. The exponential bound is, as before, 
deduced from Chernoffs inequality. 0 
Let us now proceed with the proof of Theorem 2. It is convenient to start with the 
P.d. P which corresponds to fixing a time point to (by convention, to = 0) and a label 
(according to a similar convention, I) of arrival of our tagged task in the family of 
input flows 5;. Following the arguments developed in the proof of Theorem 1, we can 
extend it to -the P.d. p of family {vi) (in fact, we can use, as before, the symbol 
P instead of P). (It is not hard to prove that the p.d. P obtained in the course of the 
same procedure as before, starting with P, coincides with the P.d. for family jql} 
constructed from (t/j.) In particular, the r.v. W,, the total waiting time of the tagged 
task, is determined by formulas analogous to (3.1)-(3.4) replacing index j, I by 0 (so 
that U!%‘(r) is replaced below by a r.v. U(‘)(r)). 
To avoid repetition, we do not go into detail of this construction. We only 
notice that the reversed flows 2, have essentially the same structure as before (the 
t- 
only proviso is the fact that 51 corresponds to the P.d. of the Poisson random 
marked process). We also formulate an analogue of Lemma 1 in the case under 
consideration. 
Lemma 3.3. Let ?,,, S,, i, = S, - fn and u(r) be as in Lemma 1. Then the probability 
P(U”‘(r) > 0) does not exceed m’Pr (l?(r) > 0). 
We omit the proof of Lemma 3.3: it is similar to that of Lemma 1. As before, Lemma 
3 allows us to estimate the ‘length’ of the memory, i.e. of the dependence of the r.v. 
WC” on the preceding parts of realizations ~(1) forming collection w E fi”). More 
precisely, proceeding in the same way as with inequalities (3.5) (3.6) we get the 
bound 
P(U’O’(r) < W(O)) 5 C’, (3.10) 
where constant C E (0, 1) (cf. 3.8)). An important remark is that this bound is uniform 
in N. 
By virtue of bound (3.10) we can reduce the convergence of the p.d. of W”’ to that 
of the p.d. of U”‘(r). Suppose now that r is fixed. In other words, consider a ‘cut-off 
predecessor graph of the tagged task. Analysing the predecessor picture, we note that 
(i) the probability that at least one task, among those that are met while scanning the 
cut-off predecessor graph, has predecessors with incident labels is O(mr N-‘) and 
hence vanishes as N -+ ry, 
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(ii) the probability that at least one task, among those that are met while scanning the 
cut-off predecessor graph, is a predecessor for more than one task has the same order 
of magnitude and hence vanishes as N + co. 
In fact, both phenomena occur when, among a total of N” equiprobable possibili- 
ties, we choose one out of N”-‘. We see that what ‘survives’ in the limit N + cc 
corresponds to a ‘regular’ situation: for any vertex there are exactly m edges going out 
of it, of types 1, . . . , m, and for any vertex (except 0) there are exactly m edges going 
into it, again of types 1, . . . , m. In other words, the cut-off predecessor graph becomes, 
in the limit N -+ co, a piece of the Cayley tree r. This means that the p.d. of U”‘(r) 
approaches that of U(r) (see (2.8)). As was noted before, using Lemmas 2 and 3 allows 
us to claim that the p.d. of IV(‘) approaches that of IV. This completes the proof of 
Theorem 2. 0 
4. Existence and non-uniqueness in a general case: Proof of Theorem 3 
We start with an auxiliary construction. By passing from the r.v. M: to 
Xzw+[, 
where [ = s - r is independent on ~3, we arrive at a stochastic equation 
X z 5 + max[X”‘, . . . , Xcm), 01. 
(4.1) 
(4.2) 
In the r.h.s. of (4.2) the r.v.‘s X”‘,... , X@‘) have the same p.d. as X (which is the 
convolution of the p.d.‘s of w and [) and all r.v.‘s are independent. In terms of the d.f.‘s 
Eq. (4.2) takes the form 
F(x) = (Y *(F+)“)(x), x E R. (4.3) 
Here Y is the p.d. of 4’. Symbol * is used in this section for the convolution of 
a measure and a function: 
(Y*(F+)“)(x) = s Y(dx’)(F+)“(x - x’). R 
Furthermore, F+ = FO, where 0 is the indicator function of the non-negative 
half-axis [0, m). 
Note that the passage from (1.3) to (4.2) preserves the order of the solutions. In 
particular, a minimal solution of (1.3) corresponds to a minimal solution of (4.2). On 
the other hand, dealing with (4.3) we in fact invert the ordering: a smaller solution of 
(1.3) (or (4.2)) gives a bigger d.f. (in the pointwise sense) satisfying (4.3). Nevertheless, in 
order to avoid confusion, we use the same terminology as before. 
Note also the following relation between a d.f. Fx satisfying (4.3) and the corres- 
ponding d.f. F, of a r.v. w giving a solution to Eq. (1.3): 
F, = ((Fx)+ )“. (4.4) 
82 F.I. Karpelevich et al./Stochastic Processes and their Applications 53 11994) 65-96 
Class F(c) determined by (2.12) corresponds to a class G(c) consisting of the d.f.‘s of 
the form: 
F(x) = 1 - c exp ( - ax) + 0(e-““) 
where, as before, a = a(F) > R. 
(.u+ a), (4.5) 
In the sequel we pass from (1.3) to (4.3) and back, without stressing this every time: it 
will be clear from the context what equation we mean. 
Proof of Theorem 3. (A) We start with the following trivial remark. If the difference 
i takes non-positive values only, we do not need condition (1.5): a solution to (1.3) 
given by (2.9) always exists. Therefore, in the course of proving the sufficiency of 
condition (1.5), we can restrict ourselves to the case where [ takes positive values with 
non-zero probability. In this case the infimum on the 1.h.s. of (2.9) is always attained. 
In terms of the Cayley tree picture, we associate the r.v.‘s i and X with the edges of 
the tree. The one-step passage on r towards the origin is described by the (non-linear) 
operator 
‘4:F H Y*(F+)“, (4.6) 
whose fixed points are of interest. Formula (2.9) corresponds to the limit n -+ cc in the 
iterative procedure 
F ,,+I =AF,, ~20, (4.7) 
with the initial d.f. of the Dirac measure 6,: F, = 0. First we investigate the problem 
of convergence of F, as n -+ m. 
A key property is a monotonicity of operator /i: 
OIFOIF’O =s- OIAFIAF’; (4.8) 
all inequalities here are in the pointwise sense. (The same is true about the inequalities 
below, where the argument is omitted.) Notice that with our choice of F,, 
OIF,O<F,O (4.9) 
and we immediately deduce the existence of the pointwise limit 
F = lim F,,. (4.10) 
n-*x 
This is of course a monotonic function between zero and one, supported on the 
non-negative half-axis. If we are able to verify the relation 
lim F(x) = 1, (4.11) 
X-T 
then F obviously gives a minimal solution to (4.2). 
Let us now investigate a similar problem with the initial d.f. 
F:‘(x) = 0(x)(1 - exp( - vx)) (4.12) 
(which corresponds to F = E(v) in (2.10)-(2.1 l)), for v E [z, /I]. We assume that 
/I < x; the opposite case needs no modification. We want to establish an inequality 
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opposite to (4.9): 
F(Y) > F(Y) 
1 0 3 VE c4 PI. 
With the current choice of Fr’, we can write 
(F!‘(x))” = 0(x)(1 - exp( - VX))~ 2 (@(x)(1 - mexp( - vx)), 
which is the particular case of the bound 
(4.13) 
(4.14) 
IY? - r2ml 5 mlrl - r21, rl, r2 E CO, 11. (4.15) 
Given a > 0, denote 
f(a, x) = jX Y(dy)e”Y, f(a, x) = jrn Y(dy)eaY, x E R. 
-0c x 
Let us also write 
x k(x) = s cc Y (dy), k(x) = I Y (dy). -cc x
Then we have 
?(a, x) 2 enx k(x). 
Substituting (4.14) into (4.7) and performing the integration, we obtain 
(4.16) 
F:“‘(x) 2 I Y(dx’)O(x - x’)(l - mexp[ - v(x - x’)]) R
s x = k(x) - m y(dx’)e-“‘“-“” m 
= 1 - k(x) - m[e~““(Eevi -f(v, x))]. 
Taking into account (4.14), we see that, in order to verify (4.13), it suffices to check 
that, for v E [a, p], 
n&(v) + [k(x)eYX - mf(v, x)] I 1. (4.17) 
The first summand on the 1.h.s. of (4.17) is I 1 due to (4.1), and the term in square 
brackets is non-positive due to (4.16). Hence, (4.13) holds. 
From (4.13) we immediately obtain that for any v E [a, fl] and n 2 1 
F’“’ > Ff! 1, n - v E [cc, fi]. 
Therefore, for any v E [a, p] there exists the limiting d.f. 
F(“)(x) = lim F’“‘(x) n 7 
n-m 
which gives a solution to (4.3). 
(4.18) 
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Now, due to the monotonicity property (4.8) the bound 
FO(x) = O(x) > 0(x)(1 - eeVX) = F:‘(x) (4.19) 
is preserved (as the non-strict inequality) in the course of iterating operator A. This 
leads to the bound F 2 F(“) which ensures that F is a minimal solution. 
Similar arguments are used for proving the existence of limiting p.d’s GE*(V,q,r 
v E [cc, 81, q E [l - l/m, 11. It is again preferable to deal with (4.2) and (4.3) rather than 
with the original equation (1.3). We can use notations Fr”’ which are analogous to 
Fr’ introduced above. By virtue of arguments similar to those used in proving (4.13) 
one can check the same estimate for Fy.” and Fr’“‘. As before, this leads to the 
existence of the limit F“‘.q’ giving a solution to (4.3). To avoid repetition, we omit the 
details. 
(B) The key assertion about (2.9) is that the supremum on the r.h.s. of this equality 
is attained with probability one. By virtue of the Borel-Cantelli lemma, it suffices to 
prove that 
where B, is the event that on our Cayley tree r there exists a path L which ends at the 
top vertex and contains n edges, such that the sum 
c ;, > 0. (4.20) 
e E L 
The total number of those paths is m”. Hence, it is sufficient to check that for the 
sequence of i.i.d. r.v.‘s ii the following bound holds true: 
(4.2 1) 
with c E (0, l/m). This bound follows from the well-known large deviation Cramer’s 
Theorem (see, e.g., Feller, 1966 or Petrov, 1975) using bound (2.3). Bound (4.20) may 
also be derived from Chernoffs inequality. 
Given that the supremum on the r.h.s. of (2.9) is attained with probability one, it is 
easy to establish that it gives the unique minimal solution to (1.3). 
Let us now analyse the action of operator /i on class G(c). It is convenient to 
state and prove some auxiliary lemmas. We extend the operator /i to the space 
W of non-decreasing, left-continuous functions R H [0, 11. (This means that we 
consider ‘d.f.‘s.’ of r.v.‘s that can take values + Lx, .) Operator /1 transforms W into 
itself. 
Lemma 4. Let F. F’ E W such thut 
IF(x) - F’(s)(exp(ur) I h, (4.22) 
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where a E (CC, /I) and h > 0 is a constant. Then 
IAF(x) - AF’(x)lexp(ax) I qh, 
where q = mE exp(a[) < 1. 
(4.23) 
Proof. By using bound (4.15) we have 
/(F(x))” - (F’(x))“’ I m]F(x) - F’(x)1 I mhexp( - ax). 
Thus, 
IAF(x) - /IF’(x)1 I mE(O(x - [)lF(x - i) - F’(x - i)I) 
I mh exp( - ax)f(a, x) < mh exp( - ax)Eeui. 0 
Lemma 4.2. Assume that for a function F E W the following relation holds true: 
AF(x) = F(x) + O(e-““), (4.24) 
where a E (cz, fi). Then the sequence F, = A”F converges pointwise, and if 
F = lim,,, F,,, then 
F(x) = F(x) + O(eeaX). (4.25) 
Proof. Lemma 4.2 follows immediately from Lemma 4.1. 
Lemma 4.3. Let a function FE W have an asymptotic 
F(x) = 1 - cexp( - c(x) + O(e-“X)(x + co), 
where c 2 0 and CI < a < min [2cc, /?I. Then 
AF(x) = F(x) + O(e-ax). 
Proof. We have 
(F(x))” = 1 - mcexp( - ax) + O(emaX) (x + a). 
That is, for x > 0, 
(F(x))” = 1 - mcexp( - ax) + U(x)e-““, 
where I U(x)1 I h, h > 0 is a constant. Then 
AF(x) = 
s 
x Y(dx’)(F(x - x’))” = k(x) - mcexp( - ax)f (c(, x) 
-1) 
s 
X 
+ emax Y (dx’) U(x - x’)e’x’ 
-CC 
= 1 - k(x) - mcexp( - ax)[Eear -f(q x)] 
+ O(emuX) = 1 - cexp( - c(x) + V, 
(4.26) 
(4.27) 
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{y,*, n 2 0} with 
Y,* = m C nky,*_,, n 2 1’. 
k=-1 
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below, there exists a positive bounded sequence 
(4.3 1) 
We are interested in the characteristic equation for the linear transform 
(Y,*_lS, . . . > Y,*,l-1) H(Y,*_l,+l,...,Y,*+d, (4.32) 
which corresponds to 
equation has the form 
(4.31). After a simple calculation one can check that this 
(4.33) 
The fact that the mapping (4.31) possesses a positive bounded trajectory implies that 
there exists at least one value I. E (0, l] giving a solution to (4.33). By diminishing, if 
necessary, the r.v. [ one can ensure that this value is in fact from (0, 1). Writing 
&, = exp( - ~6) leads to the following form of (4.33): 
1 
EeaO< = _ 
m’ 
which concludes the proof. 0 
Proposition 4.4. Let f : R’ + R be a Co-function, diflerentiable at the origin, with 
f(0, . . . ) 0) = 0 (4.34a) 
and 
(gradf)(O, . . . . 0) = 2 ajej, U, # 0, (4.34b) 
j= 1 
where {ej} is a standard orthonormal basis in R’. Suppose there exists a sequence 
{z,, n 2 0) of positive numbers such that z, -+ 0 monotonically as n + CE and 
Z n+r =f(Z,+,-I, . . . , ZJ, n 2 0. 
Then there exists a bounded positive sequence {zz, n 2 0) such that 
(4.35) 
n 2 0. 
Proof. Write u, = z,/z,_ 1 E (0, 1). Then the following relation is fulfilled: 
(4.36) 
iru 
j= 1 
n+j = k$l hi< un+j + tir(n), 
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where til(n) = o(z,)/z, (we set ny = 1). Take a subsequence {I,,} such that for any 
k = 0, 1, . . . , u~,+~ converges to a limit uk as n -+ m. Then set 
As mentioned before, for some particular cases the information about the set of 
solutions to (1.3) (or, equivalently, to (4.2) or (4.3)) may be completed. For simplicity 
we assume for the rest of this section that m = 2. We consider first the simplest 
situation where the r.v. 5 takes just one value, b, say. In the case b < 0, bound (2.7) is 
fulfilled, and in the case b 2 0, condition (2.6) is violated. 
Proposition 4.5. Assume that b < 0. Then the solutions to (4.3) are in one-to-one 
correspondence with functions D : (b, 0] + (0, 1) satisfying the conditions: (a) D is mono- 
tonic non-decreasing, (b) D is I&-continuous, (c) D(b + 0) = lim,,,, D(b + E) > 0, (d) 
D(0) I (D(b + 0))1’2. The correspondence is given by 
F(x)=O, u<b 
= D(x), b < x I 0 
= (D(x + (I + 1)b))’ ’ ‘, -lb<x< -(1+ l)b, I=O,l,.... (4.37) 
If b > 0, then (4.3) has no solution. 
Proof. By inspection, starting with the recurrent equation 
F(x) = (F(x + b))“‘2, x > 0. 
Eq. (4.38) follows from (4.3) under the condition that Y 
6, concentrated at point b. 0 
(4.38) 
is Dirac’s delta function 
A similar analysis can be done for a general case of the r.v. < which takes only 
negative values, bounded away from zero. A more delicate situation occurs when zero 
is included in the support of the p.d. of [. In this paper we consider one example where 
[ takes two values, b < 0 and zero, with probabilities 7~ and p respectively, where 
0 < X, p < 1. 7c + p = 1. Condition p < l/2 implies (2.7), and in the case 7~ = p = l/2 
condition (2.6) is fulfilled, with equality, but without attaining the infimum. 
Proposition 4.6. If’ p I l/2, then the solutions to (4.3) are in one-to-one correspondence 
with ,functions D:(h, 0] --+ (0, 1) sutisfyiny the conditions (a)-(c) of Proposition 4.5 und 
the condition (d’) D(0) I (z- ’ D(b + 0) - x- ’ p(D(b + 0))2)1:2. The correspondence is 
giGen bq 
F(x) = 0, s 2 b, 
= D(x), b < .Y I 0, 
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= (ClD(x + b))“Z, 0 < x 5 - b, 
= (n-l F(x + b))“‘(l - pF(x + b))“‘, x > - b. (4.39) 
Proof. The proof proceeds along the same line of argument as that of Proposition 4.5 
and we omit the detail. The only thing to notice is that, generally speaking, formula 
(4.39) is no longer valid for p > l/2. This follows easily from the remark that the 
function y E (0, 1) H (y - py’) for p > l/2 strictly exceeds the value 1 on (rrp ‘, 1). As 
was noted above, this does not mean that a solution to (1.3) fails to exist, but the 
description of the set of solutions proceeds in a different way. 0 
5. The exponential case: Proof of Theorems 4-6 
Proof of Theorem 4. (A) d(B). Under the assumptions of Theorem 2, the p.d.f. 
pi(x) = Y (dx)/dx is of the form 
P&) = z e ” ( IX(l - O(x)) + e-““@(x)). (5.1) 
For x # 0 we have 
P;‘(X) + (P - 4P&4 = GP&) (5.2a) 
and for x = 0 
p;(o + ) - p;(o - ) = - APL. (5.2b) 
Taking the second derivative of (4.3) for x # 0 and using (5.1) and (5.2a), one arrives 
at (2.17a). The first derivative at x = 0 gives (2.17b). The other relations (2.17~) (2.17d) 
and (2.18) follow by inspection. 
(B) d(A): Eqs (2.17a) and (2.18) may be written in the form 
F”(Y) + (P - 4F’(Y) - h@(Y) - (F(Y)+)") = 0, Y f 0. 
Taking the convolution of both sides of this equality with p<(x), integrating twice by 
parts and using (2.17~) and (2.17d) leads to (4.3). 
Proof of Theorem 5. We use the equivalence of the stochastic equation (1.3) to the 
problem (2.17a)-(2.17d) and (2.18) as stated in Theorem 4. In particular, we use 
relation (4.5) for passing from a solution of (4.3) to a solution of (1.3). It is convenient 
to pass from (2.17a) to the corresponding first-order two-dimensional system by 
setting 
u(x) = F(x), u(x) = F’(x). 
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The variable x > 0 is now interpreted as time. We use dots for denoting derivatives 
with respect to x. Thus, the problem (2.17a)-(2.17d) and (2.18) takes the form 
i 
Ii = v, 
zj = - (p - A)u + rlp(u - LP), 
V _ = 1, 
u x=0 
(5.3a) 
(5.3b) 
(44; v(x)) E (0, 1) x I3 a), x > 0, (5.3c) 
lim u = 1. 
x+‘X 
(5.3d) 
The rest of this section is based on standard concepts and facts from the theory of 
dynamical systems on a plane. For the linear theory we refer the reader to Pontryagin 
(1962) (see Pontryagin Ch 2, Sect. 16); a general non-linear case is treated in Andronov 
et al. (1971) [3] (see [3], Chapter IV, Section 7). For the sake of brevity, we 
subsequently omit straightforward calculations related to system (5.3a), pointing out 
only those arguments which require some refined techniques. System (5.3a) has the 
following equilibrium points: (a) u = v = 0, (b) u = 1, v = 0 and, for m odd, (c) 
u = - 1, u = 0. The third point is not of interest for us and we disregard it in the 
sequel. The first equilibrium point is a saddle, the status of the second one depends on 
the values of 2 and p. If inequality (2.13) 1s violated, the point u = 1, v = 0 is a stable 
(attracting) clockwise focus. See Fig. 4. Hence, in this case our problem (5.3a))(5.3d) 
has no solution. This proves the last statement of Theorem 5. 
Remark. Of course, this statement can be deduced from Theorem 3(C). However, in 
order to give a complete analysis of the ‘phase portrait’ of the system (5.3a), we provide 
here a separate proof. 
Assume now that inequality (2.13) is fulfilled. It turns out that the equilibrium point 
u = 1, v = 0 is then a stable ordinary (non-degenerate) node. There are two different 
directions from which a trajectory can enter the nodal point (1; 0) from the strip 
(0, 1) x [0, cc): along the vectors 
(1; -B) and (1; - a), 
respectively, with x and b given by (2.15) and (2.16). The first direction determines 
a repelling stable nodal separatrix, the unique solution to (5.3a) which enters node 
(0; 1) along this vector. The second direction is the attracting one, and there is 
a continuum of solutions of (5.3a) which enter node (0; 1) along this vector. 
It is clear that the repelling nodal separatrix is a unique candidate for a minimal 
solution. From the above argument it follows that the repelling separatrix in fact is 
this solution. We immediately get the relation 
,im p,(x) 
~ = p, 
x-z F,(x) 
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unstable saddle separatrix 
\_ 
-- -- u=1 
0.2-- 
-0.5 
-0.41- \ 
Fig. 4. Phase portrait of system (5.3a): m = 2, 1. = 0.6, p = 1.0: (1; 0) is a stable clockwise focus 
which is equivalent to (2.19) in view of (4.5). Denote by b the u-coordinate of 
the point of intersection of the repelling nodal separatrix with the segment 0 I u < 1, 
v = Au. 
Further, for the saddle equilibrium point (0; 0), vector (1; A) gives the direction of the 
unstable separatrix, and the vector (1; - 11) gives that of the stable one. Furthermore, 
the unstable saddle separatrix lies, in the intersection of our strip (0, 1) x [0, co) with 
a neighbourhood of the origin, below the line u = Au. Simple qualitative arguments 
lead to the conclusion that this separatrix cannot leave the strip (0, 1) x [0, co) and 
must enter the nodal point along the attracting direction. It could happen that the 
unstable saddle separatrix intersects the line v = Au for a larger value of U. However, 
this possibility is excluded by the following proposition. 
Proposition 5.1. If, at a ‘time’ x0 > 0, a solution to (5.3a) lies below the line v = Au, then 
it remains below this line for all x 2 x,,. 
Proof. Zeros of the derivative d are placed on the curve 
v = & (u - LP). (5.4) 
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Below this curve the derivative obeys ti > 0, and above it d < 0. It is convenient to call 
it the first curve. Consider also the function 
z = c - h. (5.5) 
We then have 
i= -pu++p(u-lP), 
and the zeros of the derivative i are placed on the curve 
(5.6) 
c = i(u - urn), (5.7) 
which we call the second curve. The line c’ = %u is tangent to the second curve at the 
origin and intersects the first curve initially at the origin and then in the point 
((A/p)l’(m- ‘1; 3.(%/l()“+ l) ). 
Let us assume that our solution reaches the line u = /lu at an ‘time point’ _yl > x0, 
the first time after x0. This means that 
L’(X) < 2u(x) for x,, I x < xi, and U(IY~) = k~(x,). 
Therefore, 
dtl ti(Xl) . 
du C(x1) 
A (5.8) 
U = U(.X,) 
I’ = 1,(x, 1
(the case ti/ri = /I is not possible, since then i = 0, and hence the point (u(xi); u(xi)) 
must lie on the second curve, i.e., must coincide with the origin). We conclude 
therefore that 
ti(Xi) > E.u(x,) > 0. (5.9) 
Hence, the point (u(xr); v(xi)) lies below the first curve and so, u(xi) < (A/P)“(“~~). 
Therefore, the solution must intersect the line 0 = Au at least once more. Let x2 > x1 
be the first time point of intersection of the solution with this line. In the ‘time-interval’ 
(Xl 3 x,), our solution lies above the line u = Au, i.e., 
r(x) > Au(x), X E (Xi) x2). (5.10) 
On the other hand, the quantity z vanishes for x = x1 and x = x2. Hence, at a point 
I E (x1, x2), the derivative i(2) = 0. Therefore, the point (u(2); v(Z)) lies on the second 
curve. But this contradicts inequality (5.10). 0 
Returning to the proof of TheoremS, we conclude that for any 17 E (0, h) (recall that 
h is the u-coordinate of the point of intersection of the repelling nodal separatrice with 
the line c = Au) there exists a unique solution of (5.3a) with 
u(0) = fi, o(0) = i”ii, (5.11) 
0.08 
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0.04 
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T 
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repelling nodal separatrix 
\ 
unstable saddle separatrix 
i , oc 
:r 
Fig. 5. Phase portrait of system (5.3a): m = 2, i. = 0.1, p = l.O:(l; 0) is a stable ordinary node. 
which obeys (5.3c), (5.3d). These solutions are obviously ordered in the appropriate 
sense. The fact that they are all attracted by the second nodal separatrix leads to the 
relation 
in view of (4.5) it is equivalent to (2.20). 
The unstable saddle separatrix enters the nodal point as an ‘ordinary’ trajectory, 
along the attracting direction (1; - a). However, from the above argument it follows 
that this separatrix provides a ‘lower bound’ for the solutions to (5.3a)-(5.3d): all 
solutions to (5.3a)-(5.3d) are confined between the unstable saddle separatrix and 
repelling nodal separatrix. Relation (2.21) follows from an immediate standard calcu- 
lation (it reflects the fact that the trajectories entering a stable ordinary node approach 
the attracting line u = (1 - u)a with an exponential speed). Value c* corresponds of 
course to the unstable saddle separatrix. The geometrical picture is given by Fig. 5. 
This completes the proof of Theorem 5. 0 
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nodal separatrix 
Fig. 6. Phase portrait of system (5.3a): m = 2, i = 3 - ,,/g, AL = 1.0: (1; 0) is a stable confluent node. 
Remark. It still remains to determine the position of the unstable saddle separatrix 
with respect to the line u = (1 - u)c(. In other words, we know neither the value of the 
lower bound c* nor even whether it is positive or negative. It seems probable that the 
picture may change with ,? and Jo. 
Proof of Theorem 6. As was observed, in the case of equality in (1.5) c( = fi. The 
equilibrium point u = 1, u = 0 becomes a stable confluent (degenerate) node. This 
means that there exists an integral curve of the system (5.3a) which passes through the 
nodal point along the line u = (1 - U)X, and this curve is composed of two trajectories 
entering the node from opposite directions. Both of these trajectories are separatrices 
which attract other solutions from one half-plane and repel them from the other. Of 
course, the separatrices attract (and repel) from the opposite half-planes. But all 
solutions enter the node along the same line. See Fig. 6. 
Repeating most of the arguments provided for an ordinary node, one can 
argue that in the case of the confluent node the minimal solution is given by 
one of the nodal separatrices, namely, by the one entering the node from the strip 
(0, 1) x [0, co). Since this separatrix is attracting, we immediately obtain assertion (C’) 
of Theorem 6. 
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Like (2.21) relation (2.22) is a result of an immediate calculation (it reflects the 
fact that the trajectories entering a stable confluent node are distinguished by the 
(l/x’)-terms). As before, the unstable saddle separatrix does not intersect the line 
u = Au apart from the origin, and it enters node (1; 0) from (0, 1) x [0, co) along 
the line v = (1 - u)c(. That is, this separatrix does not differ from any ‘ordinary’ 
trajectory, as far as its behaviour near the node is concerned. However, the unstable 
saddle separatrix again provides a kind of lower bound for solutions of (5.3a)-(5.3d): 
all solutions to (5.3a))(5.3d) are confined between the unstable saddle separatrix 
and stable nodal separatrix. As before, it is easy to deduce from this fact that 
constants cc, in (2.22) run over an interval (c,, c*] where value c, corresponds to the 
saddle separatrix and value c* to the nodal separatrix. This completes the proof of 
Theorem 6. 0 
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