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Making use of self-assembly techniques, we realize nanoscopic semiconductor quantum rings in which
the electronic states are in the true quantum limit. We employ two complementary spectroscopic tech-
niques to investigate both the ground states and the excitations of these rings. Applying a magnetic field
perpendicular to the plane of the rings, we find that, when approximately one flux quantum threads the
interior of each ring, a change in the ground state from angular momentum   0 to   21 takes place.
This ground state transition is revealed both by a drastic modification of the excitation spectrum and by
a change in the magnetic-field dispersion of the single-electron charging energy.
PACS numbers: 73.20.Dx, 03.65.Bz, 78.66.FdThe fascination of ringlike atomic and quantum
structures dates back to Kekulé’s famous proposal of
the structure of benzene [1]. Particularly interesting are
the magnetic properties of such nonsimply connected
quantum systems, which are related to the possibility of
trapping magnetic flux in their interior. Trapping of a
single flux quantum in a small molecule such as benzene
is impossible with the magnetic fields available in today’s
laboratories. In recent years, however, the availability of
submicron solid-state ring structures has triggered a strong
interest in the magnetic properties of rings, especially in
view of the fact that, even in the presence of scattering, the
many-particle ground state becomes chiral in a magnetic
field, which leads to so-called “persistent currents” [2].
The large body of theoretical work on the properties of
quantum rings [3] is accompanied by a number of ground
breaking experimental investigations of the magnetic and
transport properties of rings [4]. These studies have been
carried out in the mesoscopic range, where scattering
still influences the phase coherent transport, and a large
number of quantum states are filled. To the best of our
knowledge, no spectroscopic data is available on rings
in the scatter-free, few-electron quantum limit. Further-
more, despite a strong theoretical interest [5,6], the only
data available on the excitations of rings were taken on
macroscopic structures [7].
Here, we report on the spectroscopy of the ground states
and excitations of self-assembled, nanoscopic InGaAs
quantum rings, occupied with one or two electrons each,
and subjected to magnetic fields 0 # B # 12 T, corre-
sponding to 0–1.5 flux quanta threading the interior of the
ring. In both ground state and excitation spectroscopies
we observe characteristic changes at about B  8 T
which are attributed to the development of a magnetic-
field-induced chiral ground state.
The quantum rings are fabricated by solid-source
molecular-beam epitaxy, using the Stranski-Krastanov
growth mode, which has now become a well-established0031-90070084(10)2223(4)$15.00technique for the fabrication of high-quality, self-
assembled semiconductor nanostructures [8]. Recently,
we reported on a remarkable change in morphology when
InAs self-assembled dots, grown on GaAs, are covered
with a thin layer of GaAs and annealed at growth tem-
perature (1 min at 520 ±C for the present samples) [9,10].
Then, the shape of the dots drastically changes from that
of a lens (roughly 20 nm in diameter, 7 nm in height [11])
to one resembling a volcano, with an increased lateral size
(between 60 and 140 nm in outer diameter), a reduced
height (about 2 nm) and a well-defined center hole of
about 20 nm diameter—see also inset in Fig. 1. For
the present investigation, these “self-assembled quantum
rings” are embedded in a field-effect transistor (FET)
structure, which makes it possible to control the number
of electrons per ring by application of a suitable bias
voltage. The electron number can be monitored by
FIG. 1. Capacitance-voltage traces for samples with growth
interruption after different coverages of u  1, 3, and 5 nm,
respectively. The inset displays an atomic force micrograph
of self-assembled quantum rings on the surface of a reference
sample (scan area: 250 3 250 nm2).© 2000 The American Physical Society 2223
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us to derive the many-particle ground state energies of
the n-electron system [12,13]. Furthermore, far-infrared
(FIR) transmission spectroscopy can be performed si-
multaneously, to obtain the excitation energies of the
electronic system [12,14,15]. It should be pointed out that,
even though the fabrication of self-assembled rings has
been demonstrated before [9,10], no conclusive evidence
was available to show that the surface ring morphology
translates into an electronic ring structure inside the
completed FET.
The present FET layer sequence starts with a highly
Si-doped GaAs backcontact layer and a 25 nm GaAs
spacer, followed by the InAs Stranski-Krastanov layer,
a 30 nm GaAs cover layer, a 116-nm-thick AlAsGaAs
superlattice, and a 4 nm GaAs cap. Details of the layer
sequence and growth procedure, which are essentially
identical to those used for quantum dots, can be found
in Refs. [11,13]. The crucial step for the ring formation
is an interruption in the growth of the GaAs cover layer
after the deposition of a nominal thickness u [9]. On
reference samples, which at this stage were removed from
the growth chamber, we observe ring formation for u
between 1 and 4 nm. The inset in Fig. 1 shows an atomic
force micrograph of a reference sample with u  2 nm.
The electronic spectroscopy was performed at liquid He
temperatures on samples with an effective area of about
5 mm2, covering approximately 5 3 108 rings. The CV
traces were taken at low frequencies ,1 kHz using the
standard lock-in technique; the FIR response was recorded
by a rapid-scan Fourier transform spectrometer.
The main part of Fig. 1 displays CV spectra of samples
with different u but identical layer sequence. These spec-
tra demonstrate the strong influence that u has, not only on
the morphology of the bare rings [9] but also on the elec-
tronic properties inside the completed FET structure. For
u  5 nm, the spectra are indistinguishable from those of
common quantum dot samples without growth interrup-
tion [13,14]: We observe a double peak structure at a
gate voltage Vg  21.1 V, corresponding to the single-
electron charging of the two spin states of the so-called “s
shell” in the dots. Because of inhomogeneous broadening
in the present large-area samples, the four maxima of the
p shell [15] cannot be well distinguished and have merged
into a broad plateau at about Vg  20.4 V. For details on
quantum dot spectroscopy, see, e.g., Refs. [12–15].
For the sample with u  1 nm, two peaks can be clearly
distinguished at about Vg  0 V [16]. For u  3 nm, no
individual peaks can be identified and only one very broad
structure is observed at about Vg  20.5 V. We attribute
this to the fact that, at the threshold of ring formation, the
morphology of the Stranski-Krastanov layer is not well
defined. Nevertheless, this data is of significance, as it
is a further indication of the structural change that takes
place when the growth is interrupted. The shift of the
first maximum from 21.2 V u  5 nm to about 0 V
u  1 nm can be explained by an upward shift of the2224ground state energy caused by the reduced height of the
rings compared to the dots.
In the following, the discussion will focus on the
u  1 nm ring sample. Figure 2(a) shows the normalized
FIR transmission of this sample at Vg  0.143 V (upward
arrow in Fig. 1) for two different magnetic fields B,
applied perpendicular to the plane of the rings. Compar-
ing the carrier density obtained from either CV or FIR
spectroscopy with the ring density determined by atomic
force microscopy, we find that, at this gate voltage, each
ring is filled with approximately ne  2 electrons, which
shows that (as for the dots [13–15]) each CV maximum
corresponds to the filling of one electron per ring.
It should be pointed out here that the FIR measurements,
which require a signal-to-noise ratio of about 1 part in
104, are extremely challenging and at the limit of state-of-
the-art FIR spectroscopy. However, from a thorough evalu-
ation of a large number of spectra, including subtraction
of the superimposed signal from the cyclotron resonance
in the backcontact, we can obtain the FIR response as a
function of the magnetic field, which is shown in Fig. 2(b).
As indicated by the different symbols, the resonances in
Fig. 2(b) can be grouped into the following modes: two
resonances ± which are degenerate at B  0 and exhibit
orbital Zeeman splitting when a magnetic field is applied
and a low-lying mode ¶ which, due to an insufficient
FIG. 2. (a) Normalized transmission of self-assembled quan-
tum rings (filled with ne  2 electrons each) at magnetic fields
B  0 and B  10 T. Minima in the transmission (arrows) cor-
respond to electronic excitations. The solid lines are a smoothed
representation of the data points. Curves are offset for clarity.
(b) Resonance positions as a function of the magnetic field.
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detected above 10 meV, but extrapolates to 7 meV at
B  0. This mode dies out at about B  7 T, when
also the lower ±mode vanishes and a new mode  ap-
pears. The resonances summarized in Fig. 2(b) differ quite
strongly from those observed in quantum dots [14,17],
where in general, only two resonances are observed, one
of which increases with increasing field, whereas the other
decreases. On the other hand, Fig. 2(b) can be directly
compared to the excitation spectrum of quantum rings, as
calculated, e.g., by Halonen et al. [18]. Even though these
calculations were performed for a ring with much larger
dimensions, all of the above experimental features are in
good qualitative agreement with the calculated energy dis-
persion. Furthermore, using the effective mass of m 
0.07me found in other self-assembled In(Ga)As quantum
structures [12,14,15], we find that the slopes of the ±modes
(6 12 h¯vc, solid lines), the ¶mode ( 12 h¯vc, dotted line), and
the  mode (h¯vc, dashed line) are all in agreement with
the calculations. From this we conclude that indeed the
morphology seen in Fig. 1 is preserved when the growth
is continued, and that it translates into a ringlike elec-
tronic structure. As will be discussed in the following,
the change in the spectrum at about B  8 T can then be
understood as a direct consequence of a magnetic-field-
induced change in the ground state. The 3 mode is not
found in the calculated ring excitations of Ref. [18]. At
present, an explanation for these resonances is still miss-
ing, and it cannot be ruled out that these resonances origi-
nate from the presence of a few large quantum dots which
have not developed into rings and therefore do not change
their ground state at B  8 T.
The electronic states in rings can be discussed using a
simple model of a circular, one-dimensional wire, bent into
a circle of radius R. The energy levels then follow from the
periodic boundary conditions to E 
h¯2
2m k
2
 with k 

1
R . When a flux f  pR2B penetrates the interior of
the ring, an additional phase is picked up by the electron
on its way around the ring, which leads to [3]
E 
h¯2
2mR2
µ
 1
f
f0
∂2
,   0,61,62, . . . , (1)
with f0 being the flux quantum. Thus, with increasing
magnetic field, the ground state will change from angular
momentum   0 to one with higher and higher negative
 [see Fig. 3(a)], a fact intimately related to the persis-
tent currents in mesoscopic rings [2,3]. Furthermore, a
periodic, Aharonov-Bohm– type oscillation in the ground
state energy will take place [3], as shown in Fig. 3(a). Ob-
viously, each change in the ground state will in turn lead
to a pronounced change in the possible transitions, such as
the one seen in Fig. 2(b) at B  8 T.
For a more quantitative description of the energies and
transitions in the present rings, we have used a model by
Chakraborty et al. [3,18] and calculated the single-particle
states in a ring potential Ur  12 mv
2
0r 2 R02 [seeFIG. 3. (a) Energy levels of an ideal one-dimensional ring
as a function of the magnetic flux f threading the ring area.
(b) Calculated energy levels in a parabolic wire bent into a cir-
cular ring (see inset). The data points (right-hand scale) give the
gate-voltage shift of the lowest capacitance maximum.
inset in Fig. 3(b)], wherev0 is the characteristic frequency
of the radial confinement and R0 is the radius of the ring.
These two parameters determine the low energy resonance
at B  0, estimated at about 7 meV and corresponding
to an azimuthal excitation D  61,DN  0, as well as
the high energy resonance at 20 meV, corresponding to
an excitation D  61,DN  1, where N is the radial
quantum number. In this way, both parameters are readily
determined to be R0  14 nm and h¯v0  12 meV. The
electronic radius of 14 nm is in good agreement with the
effective radius of the uncovered rings (i.e., the radius
where the InGaAs has maximum thickness, see Fig. 1),
which is roughly 18 nm. Furthermore, we find satisfactory
agreement between the calculated and measured transitions
over the entire range of magnetic fields.
The lines in Fig. 3(b) represent the magnetic-field dis-
persion of the ring energy levels, calculated with the above
values for R0 and v0. The calculations predict a ground
state transition (arrow) from   0 to   21 at B  8 T,
in good agreement with the position of the change in
the FIR resonances. This agreement is somewhat sur-
prising, considering that the FIR data was obtained for
ne  2, whereas the model is single particle. From this
we conclude that (as in self-assembled InAs dots [14,19])
the single-particle states are a quite accurate basis for
the description of the many-particle states and excitations.
This is supported by the fact that the measured FIR reso-
nance positions for ne  1 are very similar to those for
ne  2, even though the signal-to-noise ratio for ne  1
does not allow us to clearly identify all resonances shown
in Fig. 2(b).
There is an additional way to confirm the ground state
transition associated with the trapping of flux inside the2225
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est capacitance maximum (downward arrow in Fig. 1), we
have a direct experimental access to the ne  1 ground
state energy. The data points in Fig. 3(b) summarize the
shift in gate voltage of the lowest capacitance peak as a
function of the magnetic field. As indicated by the arrow,
at B  8.2 T, corresponding to a flux of pR20B  f0,
a change in the slope can be identified in the data which is
attributed to the magnetic-field-induced ground state tran-
sition from   0 to   21.
Note that the shift of the ne  1 charging peak is given
in mV [right-hand scale in Fig. 3( b)]. From a comparison
with the calculations (left-hand scale) we find a voltage-
to-energy conversion factor of f  eDVgDE  1.8.
Using the lever arm model [20], which is quite accurate
in the case of quantum dots [13,14,19], the present layer
structure gives f  7. We attribute this discrepancy to the
fact that the slopes at which the   0 and   21 states
intersect strongly depend on the detailed choice of the
confining potential [as can readily be seen from a compari-
son between Figs. 3(a) and 3(b)]. This sensitivity could
in fact provide a useful handle to derive the confining
potential from more elaborate model calculations.
Converting the separation between the lowest charging
peaks in Fig. 1 into energy, we obtain a Coulomb inter-
action energy of roughly 20 meV for both rings and dots.
This similarity is somewhat surprising, given the larger lat-
eral size of the rings. The missing central part, which will
decrease the effective area, may partly be responsible for
the large Coulomb interaction in the rings.
In summary, we have used the striking morphological
change that takes place when self-assembled InAs quan-
tum dots are partially covered with GaAs to fabricate
nanoscopic quantum rings with dimensions that bridge
the size range between mesoscopic and molecular ring
structures [21]. The electron states in these rings are not
affected by the presence of random scatterers and are
dominated by quantum effects rather than Coulomb
interaction. We have identified a magnetic-field-induced
transition from a ground state with zero angular momen-
tum to a chiral ground state. This transition is a direct
consequence of the nonsimply connected ring geometry
[22] and takes place when approximately one flux quan-
tum penetrates the effective interior area of the rings.
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