We consider matrix-free solver environments where information about the underlying matrix is available only through matrix vector computations which do not have access to a fully assembled matrix. We introduce the notion of partial matrix estimation for constructing good algebraic preconditioners used in Krylov iterative methods in such matrix-free environments, and formulate three new graph coloring problems for partial matrix estimation. Numerical experiments utilizing one of these formulations demonstrate the viability of this approach.
Introduction.
We use the terminology matrix-free to denote Krylov solver environments where information about the matrix is available only through matrix-vector computations which do not have access to a fully assembled matrix.
This type of solver environment frequently occurs within the application of popular Newton-Krylov methods to the solution of nonlinear partial differential equations [33] . The inner loop computations consist of the application of Krylov methods to a sequence of associated linear problems. The matrix vector computations required for the Krylov method are accomplished by applying finite differencing techniques to the nonlinear functions. The use of finite differencing introduces error into the matrix vector computations, adding additional complexity to the computations.
The focus of this paper is on the solution of systems of linear algebraic equations
by Krylov subspace iterative methods within matrix-free environments where an assembled matrix is not available. We will not address any additional complications which are induced by the use of finite differencing.
Typically, a preconditioner is needed to achieve acceptable convergence of a Krylov method. Right preconditioners P transform system (1.1) into the equivalent system,
Recent work, see for example, [33, 19, 32] , has demonstrated the level of difficulty in constructing good preconditioners in a Newton-Krylov solver environment. Not having direct access to the fully assembled underlying matrices prevents the use of many algebraic preconditioners. In matrix-free environments the emphasis has been on the use of preconditioners derived from simplifications of the problem for which explicit matrices can be readily constructed. These types of preconditioners have been demonstrated to work well on a variety of test problems.
It is well-known, however, that the use of a good algebraic preconditioner, such as approximate inverse preconditioning [5] or incomplete and truncated factorizations, can often accelerate the convergence of a Krylov method. The construction of algebraic preconditioners requires direct access to entries in the matrix.
In this paper we explore the feasibility of constructing algebraic preconditioners when working in a matrix-free solver environment. Specifically, we address the following question. Is it possible, using a few matrix vector computations, to extract sufficient information about the matrix to construct good algebraic preconditioners for the original problem?
We note that if the answer to this questions is yes, then there are obvious extensions of these ideas to the use of such preconditioners within sequences of matrices constructed during either the solution of nonlinear equations or during the solution of linear time dependent equations. For example, it would be possible to extract detailed information of the first matrix in any such sequence, construct a good algebraic preconditioner based upon that detailed information and then to reuse some or even all of the information about that matrix or about the corresponding preconditioner to construct preconditioners for other matrices in the sequence.
Using the same preconditioner over two or more similar linear solves is accepted practice [36, 37, 43] . For example, a Jacobian may be reused over several steps in a modified Newton method [31] . The work in this paper extends that idea to
