We estimate output growth rate spectra for 58 countries. The spectra exhibit diverse shapes.
Introduction
Spectral methods are used increasingly to uncover time series characteristics that are useful for economic theory and model building. For example, the power spectrum of the growth rates for macroeconomic variables provides important information about the nature of business cycles.
King and Watson (1996) report that the spectra of growth rates for several U.S. macroeconomic series have similar shapes. These growth rate spectra are hump-shaped: attaining low values at low frequencies, rising to a peak at business cycle frequencies, and declining at high frequencies, with the spectral mass mostly concentrated in the business cycle frequency band.
We contribute to this literature by examining the spectra of output growth rate series for 58 countries consisting of 23 OECD, 17 high-income developing, and 18 low-income developing countries. We find that the spectral shape changes considerably across countries. To better understand this diversity and what it implies, we analyze the frequency domain properties of the output growth series. We decompose the variance of each series into short-run, business cycle, and long-run frequency components and determine their relative importance. Accordingly, we draw cross-country comparisons and note similarities and contrasts within and between groups of countries. We also estimate several regression equations to examine the relationship between a country's cyclical component of output growth and its income level. We pay attention to data quality issues and how they may affect an inference about such relationship. In particular, we use income measures that are less sensitive to data contamination and Summers and Heston's (1991) data quality rankings in our estimation of the income-cycle relationship.
Moreover, we use the estimated spectra to assess the extent of shock persistence in the international output series. There is a plethora of studies that use low power unit root tests to examine the shock persistence properties of international macroeconomic series, but similar studies using frequency domain methods are scant.
1 Meltzer (1990) argues that economic theory does not imply that shocks to growth rate are identical over time, and that these shocks are, indeed, heterogeneous. A likely reason for such heterogeneity, he argues, is that the distribution of shocks that an economy experiences is conditional on its technology, institutions, and policy, all of which are likely to vary over time. Much the same way, the distribution of shocks is likely to 1 The only exceptions, as far as we know, are Cogley (1990) , who studies the shock persistence properties of 9 countries, and Leung (1992) , who studies shock persistence properties of the U.K. output.
exhibit a cross-country variation, perhaps due to differences in technology, institutions, and policy among countries. It, therefore, merits to document similarities as well as contrasts between various countries in terms of the shock persistence properties of their output growth series.
We employ two measures of shock persistence in the frequency domain. The first is the spectral density evaluated at the zero frequency, which is equivalent to Cochrane's (1988) variance ratio statistic, and the other is the proportional variation in growth series that is due to long-run frequency components, as measured by the area under the spectrum in the long-run frequency band. The latter measure operationalizes the notion that the magnitude of the time series variance contained in this band can be interpreted as the degree of shock persistence (Granger, 1966 ). This measure includes frequency components corresponding to highly persistent, but temporary shocks. Since in many economic models such fluctuations are considered a long-run phenomenon, it is useful to have a sense of their magnitude. Campbell and Mankiw (1989) , Kormendi and Meguire (1990) , and Cogley (1990) report that the U.S. has a considerably smaller shock persistence than many other countries. Here, we extend these results to a large sample of countries with different income levels. Furthermore, using Cochrane's (1988) variance ratio statistic, we examine the variation in shock persistence to assess whether it originates in the statistic's numerator, which measures the variation in cumulative longterm growth, or denominator, which measures growth variation over a one-year horizon (volatility).
While we use annual data to conduct most of our analysis, in cases where quarterly data were available, we supplemented our analysis. Most of the results that we report for the annual data seem to hold for the quarterly data as well. These include the diversity of spectral shapes, the income-cycle relationship, and the observed cross-country variation in shock persistence and from where it originates.
The paper is organized as follows. Section 2 discusses the econometric method. Section 3 presents the empirical findings on the spectral shape of the annual growth rate series. Section 4
reports the results of spectral analysis of the annual growth rate series. This analysis includes frequency domain variance decomposition, cross-country comparison of variance ratio statistics and its components, and a regression analysis of the cyclical component of output, with special attention to data quality issues. Section 5 contains analysis similar to those in Sections 3 and 4 but using quarterly data for selected OECD countries. Section 6 summarizes and concludes the paper.
Econometric Method
It has long been recognized that spectral analysis can provide a powerful tool for studying time series and identifying their fluctuation dynamics. 2 The analysis involves decomposing a series into a sum of sine and cosine waves of different frequencies and amplitudes. Unlike the standard time domain analysis, which implicitly assigns all frequencies equal weight and restricts the analysis to a limited set of frequencies, the spectral analysis is conducted on a frequency-byfrequency basis, using the entire frequency range, 0 to π. In the univariate context, used here, the method identifies how much of the total variance of the series is determined by each periodic (frequency) component.
Each frequency component, ω, corresponds to a particular periodicity (cycle length)
according to the mapping p = 2π/ω, where "period" p measures the cycle length. For example, the frequency ω = 2.09 corresponds to a 3-year cycle when annual data are used. Following a common practice in macroeconomic applications of spectral analysis, we divide the frequency interval 0 ≤ ≤ ω π into three segments: the long-run frequency band, the business cycle frequency band, and the short-run frequency band. The cut-off points that we choose are similar to those used in modern business cycle literature. Accordingly, we define the long-run (LR) frequency band as 0 0 785 ≤ ≤ ω . which corresponds to cycles of 8 years or longer, the business cycle (BC) frequency band by the interval 0 785 2 09 . . ≤ ≤ ω which corresponds to cycles of 3-8 years, and the short-run (SR) band by 2 09 . ≤ ≤ ω π which corresponds to cycles of 2-3 years.
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To assess the long-run persistence characteristics of the output growth rate, we estimate two measures of persistence. The first measure is Cochrane's (1988) variance ratio statistic, 2 See, for example, Granger and Hatanaka (1964) , Priestly (1981) , and Koopmans (1995) . For more recent applications and surveys, see Granger and Watson (1984) , Baxter and King (1995) , and King and Watson (1996) . See the appendix for more details. The numerator of V is proportional to the variance of the cumulative growth over the horizon of k years while the denominator measures the variance of the growth rate over one year. Note that V = 0 and V = 1 correspond to trend stationary and random walk cases, respectively. A value larger than one suggests that the data generating process exhibits more shock persistence than a pure random walk. The advantage of the variance ratio statistic is that it offers a continuum of possible values between zero and one and beyond one.
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Cochrane (1988) demonstrates that the numerator of the variance ratio statistic can be consistently estimated by Bartlett's estimator of spectral density at the zero frequency. The denominator of the variance ratio statistic can be estimated by computing the unconditional variance of the differenced series. Therefore, Bartlett's estimator of spectral density at the zero frequency normalized by the estimated unconditional variance of the differenced series σ y 2 is a consistent estimator of Cochrane's variance ratio statistic V; i.e., plim{ $ ( )
The second measure of persistence is the estimate of the proportion of output growth variance due to the long-run frequency components. We obtain this measure by estimating the spectral density, normalizing it by the series variance, and then computing a discrete approximation of its integral over the long-run frequency band. This integral is
, where h f y y y ( ) ( ) / ω ω σ ≡ 2 is the normalized spectral density at frequency ω and f y (ω) is its non-normalized counterpart. Estimating this measure is equivalent to passing the output growth series through a low-pass filter (i.e., a filter which isolates the frequency components of the series falling below ω = 0.785), and then estimating the variance of the resulting series. The measure, therefore, captures the proportion of the variance due to cycles with periodicities of 8 years or more. In addition to the zero-frequency component, this measure includes frequency components corresponding to highly persistent, but temporary shocks. Since in many economic models such fluctuations are considered a long-run phenomenon, it is useful to have a sense of their magnitude. , respectively.
Evidence on Spectral Shape
Our annual data set covers 58 countries over the 1950-94 period. 4 Using annual data allows us to include more countries, as long span quarterly data are not available for many countries. 5 We later supplement our analysis using quarterly data for a subset of the sampled countries where such data are available for a reasonably long span. Of the 58 sampled countries 23 are OECD members that we refer to as the developed countries. We divide the remaining countries-which we refer to as the developing countries-into 17 high-income and 18-low income countries. The latter grouping follows a rank ordering of countries based on their average income, and using the substantial income gap between Guatemala and El Salvador as a "natural" break point. Note that in all tables and figures in this paper, we list the countries based on their 4 Our data source is TSM Global Economic Database, which is the expanded version of IMF's International
Financial Statistics tape, published by Data Services Incorporated. 5 Campbell and Mankiw (1989) also note that long span international quarterly series are too few. Using a small sample is not without cost: the small sample yields large standard errors for the estimated spectra. This, however, is quite common in the literature. For example, King and Watson's (1996) and Cochrane's (1988) estimates of spectra also have large standard errors. Campbell and Mankiw (1989) also emphasize the substantial imprecision of the persistence estimates they report.
average income (in descending order), so various reported statistics can be compared with income ranking regardless of our grouping which although natural, is arbitrary.
Figures 1, 2, and 3 present the estimated output growth rate spectra and the corresponding ninety-five percent confidence intervals for the developed (OECD), high-income developing, and low-income developing countries, respectively. 6 The figures show that the growth rate spectra do not conform to a particular shape. Only a few countries have growth rate spectra with the distinct shape that King and Watson (1996) report for several U.S. series -low values at low frequencies, rising to a peak at business cycle frequencies, and declining at high frequencies, with the spectral mass mostly concentrated in the business cycle frequency band. These countries include USA, Australia, Luxembourg, U.K., Iceland, and Ireland, among the developed countries;
Cyprus and Chile among the high-income developing countries; and Uganda, among the lowincome developing countries. 7 The spectra of the other countries in our sample exhibit diverse patterns.
{FIGURES 1, 2, and 3 SHOULD BE INSERTED AROUND HERE}
In identifying these countries we had to decide whether an estimated spectrum attains low values at low frequencies, rises to a peak at business cycle frequency band, and most of its mass is concentrated in the business cycle frequency band. Obviously, any statistical inference about similarity of two geometric shapes must be made with caution, particularly when the maintained (null) shape is verbally rather than mathematically defined. The fuzziness inherent in verbal 6 Levy and Dezhbakhsh (2002) estimate the spectra of output levels for the 58 countries in our sample and find that the level series have strikingly similar spectra that exhibit the shape that Granger (1966) calls "the typical spectral shape" for economic variables measured in level-the spectral mass is concentrated mostly at low frequencies, declining exponentially as the frequency increases. 7 Note that for Iceland and Chile, the spectral peak is at the 8-year cycle (border line between the long-run and business cycle frequency bands). We consider these two countries to meet Stock and Watson's criteria, which categorizes 8-year cycles within the business cycle frequency band.
descriptions makes any rigorous statistical inference impossible in such cases. One then has to confine to qualitative inference as the second best option.
To classify spectral shapes while taking into account the statistical imprecision associated with the spectral estimates, we have adopted the following criteria: a) Is the spectral peak located in the business cycle frequency band? b) Does the upper bound of the spectral density estimate at zero frequency fall at the same level or below the lower bound of the estimated density at peak frequency? 8 and c) Is most of the spectral mass concentrated in the business-cycle frequency band? If the answer to all three questions is yes, then we classify the country as having output growth rate with King and Watson's typical spectral shape. Note that condition (a) requires some degree of qualitative assessment. Condition (b) is more rigorous as it predicates the inference on confidence bands around the estimated spectrum at zero frequency and at peak frequency.
Condition (c) is checked using confidence intervals for the estimated mass in the three frequency bands; these confidence intervals are reported in Tables 1-3.   9 For several countries, including Germany, France, Japan, Spain, Greece (Figure 1 ), and Venezuela (Figure 2 ), the estimated growth rate spectrum starts with a peak value at or near the zero frequency and declines smoothly as the frequency increases. This is the shape that Granger (1966) calls "the typical shape" for economic series measured in level. For the Dominican
Republic and Myanmar (Figure 3) , the spectrum has an unusual shape: it is low in the vicinity of the zero frequency and then increases with frequency. For the remaining countries, the spectral shapes do not fall into any of these categories. In sum, the international data exhibit substantial variation in the shape of the output growth spectrum.
The presence of a peak in the spectrum is an indication of a predictable component in the corresponding series, because peaks imply strong periodicity in the data. A peak in the business cycle frequency band, for example, suggests that business cycle fluctuations have a predictable component. We find that for ten of the developed (OECD) countries, the peak appears to fall in the business cycle frequency band. Iceland and Switzerland have peaks, which are located between the long-run and business cycle frequency bands. For Germany, France, Norway, 8 That is, we try to determine whether the confidence intervals of the estimated spectrum at the zero and peak frequencies overlap, or whether the latter lies strictly above the former. 9 A more rigorous assessment of the spectral mass distribution across the three bands is presented in section 4.
Austria, Japan, Spain, and Greece the peak appears to fall in the long-run frequency band. For the remaining countries the location of the peak is not clear. Note that the above inference is qualitative, as explained earlier. There are few clear cases, however, including Australia, Luxembourg and the U.K.
For seven of the high-income developing countries, the peak falls in the business cycle frequency band; two of these countries (Chile and Uruguay) have peaks that fall between the business cycle and another frequency band. For Venezuela, Brazil, Panama, Ecuador, and Guatemala, the peak appears to be in the long-run frequency band. The location of the spectral peak is less clear for the remaining countries in this group. Finally, for the low-income developing countries, the peak falls in the business cycle frequency band for four of the eighteen countries, in the long-run frequency band for ten countries, and in the short-run frequency band for the remaining four countries.
Overall, it appears that the developed and high-income developing countries are more likely to have a spectrum that peaks in the business cycle frequency band than the low-income countries. This implies a relationship between the predictability of the cyclical component of output growth and the country's stage of development: the cyclical component of output growth is more likely to be predictable for the more developed countries.
Two issues related to the observed diversity of the spectral shapes are worth noting. First, spectral shapes become more diverse as we move from the developed to high-and low-income developing countries. The inverse relationship between the diversity of the spectral shapes and the income level may partially be an artifact of measurement errors in the income data reported by poorer countries. Errors may add noise to the data, therefore, inflating the short-term component of the spectrum leading to divergence of spectral shapes among countries with otherwise similar growth patterns. Institutional inadequacies as well as data overstating are among the major causes of measurement error; see, e.g., Summers and Heston (1991) and Romer (1989 Romer ( , 1994 . We examine this issue further in our regression analysis of the cyclical component in section 4.3.
Second, since a given spectral shape has certain implications about the stochastic properties of the underlying data generating process, 10 the observed diversity of the spectra must be taken into consideration in the empirical studies that examine business cycles. For example, consider the spectral shape that we report here for several countries' including the U.S. and the U.K. and that King and Watson (1996) report for several U.S. growth rate series. Here the spectra is humpshaped with most of its spectral mass and its peak falling in the business cycle frequency band.
As discussed by King and Watson (1996) , the implication of this shape can be seen by considering the frequency domain interpretation of Beveridge and Nelson (1981) 
Spectral Analysis of Output Growth

Variance Decomposition in the Frequency Domain
Tables 1-3 report the results of variance decomposition of the normalized spectra of output growth rates for the developed, high-income developing, and low-income developing countries, respectively. The first column of each table contains the proportion of the variance due to longrun components (our second measure of shock persistence). 11 In the next two columns, we report the proportion of the output growth variance due to business and short-run cycles, respectively.
Along with the estimates of these frequency components, we also report their asymptotic standard errors. The method for computing these standard errors is discussed in section (d) of the appendix.
{TABLES 1, 2, and 3 SHOULD BE INSERTED AROUND HERE} series, while an ARIMA model implies a spectra with a maximum at the zero frequency (see, e.g., Watson, 1986 ).
11 The first measure of shock persistence, which is the value of the growth rate spectrum at the zero-frequency, or the frequency domain equivalent of Cochrane's (1988) variance ratio statistic, is reported in Overall, these results suggest that the bulk of the spectral mass is concentrated in the business cycle frequency band for the majority of the developed countries. This pattern accords with King and Watson's (1996) report for the U.S. growth rate series. However, we do not observe a similar pattern for developing countries. We also note that the short-run frequency components seem to contribute the least to the output growth rate variation. 14 Following Cogly (1990), we set the parameter k equal to 20. His results show that the estimated variance ratio statistic is not sensitive to the choice of k. We also use Cogley's approach to compute asymptotic standard errors, which are reported in parentheses. 15 We ignore for now the numerator and the denominator values, focusing on the variance ratio statistic itself. The figures in Table 4 suggest that there is a substantial cross-country variation in the size of the random- 
{TABLE 4 SHOULD BE INSERTED AROUND HERE}
Among the developed (OECD) countries, twelve (almost half) have a statistic less than one; a value of one implies a random walk process. Only nine of these twelve (United States, Canada, Australia, Luxembourg, New Zealand, the United Kingdom, Iceland, Finland, and Ireland), however, have a statistic that is significantly smaller than one at the ten percent level.
Among these, the United States has the smallest estimate, 0.18. Among the European countries, 13 The robustness of our finding is further underscored by King and Watson's (1996) observation that the business cycle character of the growth rate spectra is insensitive to the choice of the spectral estimator used.
14 Results for the second measure of shock persistence are discussed in section (e) of the appendix. 15 See section (d) of the appendix for details. 16 Campbell and Mankiw (1989) also find that Japan's output has the highest measure of persistence.
the U.K. has the smallest point estimate of 0.20. 17 For the developed countries, the variance ratio statistic attains a median value of 0.97, with an interquartile range of 0.35-2.20.
Among the high-income developing countries, six have a statistic less than one. The statistic, however, is significantly smaller than one for only five countries (Uruguay, Cyprus, Chile, Turkey, and Columbia). Cyprus has the smallest and Venezuela the largest random walk component with 0.14 and 2.34, respectively. Here the median value for the variance ratio statistic is 1.13 and the interquartile range is 0.59-1.59.
Finally, among the low-income developing countries, eleven have a statistic smaller than one but only eight of these (the Dominican Republic, Morocco, Honduras, Pakistan, Kenya, India, Uganda, and Myanmar) are significantly so. In this group, Kenya has the smallest and Zaire has the largest random walk component (0.11 and 2.09, respectively). The median value of the variance ratio statistic in this group is 0.73 with the interquartile range of 0.43-1.15.
Comparing the median and the interquartile range of the variance ratio statistic for the three groups, we note that the median values are slightly different across groups. The statistic, moreover, shows more dispersion in the case of the developed countries, as this group has the largest interquartile range. For the low-income group, the variance ratio statistic has the most concentrated cross-country distribution -the smallest interquartile range, and relatively the largest number of cases with a statistic that is significantly less than one. Thus, overall, the most developed countries seem to be the least similar in terms of their output shock persistence, while the low-income countries are the most similar. Also note that an overall cross-country ranking cannot be statistically supported given the relatively large standard errors. Japan's variance ratio statistic, nonetheless, is statistically larger than that of the US.
Comparing our results with other studies, we note that Cogley (1990) on the postwar data are also similar to those reported here. In particular, they also find that the United States has the smallest random walk component in the output growth. In addition, for common countries the variance ratio statistics we report are of the same order of magnitude as 17 Campbell and Mankiw (1989) and Stockman (1987) also report that the U.K. output exhibits less shock persistence than the output of other European countries.
those found by Kormendi and Meguire. This similarity is in spite of the differences between our study and theirs in terms of output measure (they use growth rate of per capita output while we use growth rate of output), and econometric method (they use time-domain while we use frequency-domain methods).
As stated earlier, the numerator of the variance ratio statistic measures the variation in a country's cumulative long-term growth while the denominator measures growth variation over a one-year horizon. A country with a high variance ratio statistic either has a large numerator (a high cumulative long-term growth variance), a small denominator (a low one-year growth variance), or both. To explore the source of the cross-country variation in Cochrane's measure, we estimate the variation in the numerator and the denominator of the variance ratio statistic for each country, and compare these estimates with those reported for the country with the smallest variance ratio statistic in that group. 18 Table 4 also presents the estimate of the cumulative longterm growth variance $ σ k 2 and the corresponding one-year growth variance estimate $ σ y 2 for each country.
Consider first the developed countries. Out of the 22 countries with a larger variance ratio statistic than the US, all but one (the United Kingdom) have a larger estimated long-term growth variance (numerator) than the US. The proportional difference varies from about two-fold for Norway, to over 30-fold times for Japan. Comparing the estimated one-year growth variance (denominator), we find that of the 22 countries, only seven (Sweden, France, Norway, the United Kingdom, Belgium, Austria, and Italy) have an estimated variance smaller than the US. Note also that the proportional differences between the U.S. and other countries in the group are substantially smaller, ranging from about 0.4-fold for Sweden to about 0.97-fold for Austria.
Therefore, it seems that most developed countries with a higher variance ratio statistic than the U.S. have a more variable long-term growth component than the US, but a short-term variation of a magnitude similar to that of the US. Thus, overall, the long-term growth variation may explain a substantial portion of the cross-country variation in the variance ratio statistic for the developed countries. 18 Here we follow Cogley (1990) , who makes similar comparisons between each of the sampled countries and the one with the smallest variance ratio statistic, the US.
Among the seventeen high-income developing countries, Cyprus has the smallest variance ratio statistic (0.14). Of the sixteen countries with variance ratio statistic larger than Cyprus, all but two (Uruguay and Colombia) have a larger estimated long-term growth variance. The proportional difference between these countries and Cyprus varies from about one-and-a-halffold for Chile, to over seven-fold for Trinidad and Tobago. In terms of the estimated one-year growth variance, however, all sixteen countries have an estimated variance smaller than that of Cyprus. But the differences are close in magnitude, ranging from about 0.1-fold for Colombia to about 0.8-fold for Mauritius. Overall, it appears that most countries with a variance ratio statistic larger than Cyprus have a larger long-term variation and a smaller short-term variation than
Cyprus. Therefore, for the high-income developing countries, unlike the developed countries, both short-and long-term growth variations may contribute to the cross-country variation in the variance ratio statistic.
Finally, among the low-income developing countries, Kenya has the lowest variance ratio statistic (0.11). Of the seventeen countries with a higher variance ratio statistic than Kenya, all but one (Pakistan) have an estimated long-term growth variance that exceeds Kenya's. The proportional difference varies from about 1.35-fold for Honduras, to over fourteen-fold for Zaire.
Comparing the estimated one-year growth variance, we find that all but three out of the seventeen countries (Guyana, Nigeria, and Uganda) have an estimated variance smaller than Kenya's. The proportional difference ranges from about 0.2-fold for Egypt, to about 0.71-fold, for Zaire. Therefore, it appears that for the low-income developing countries, both short-term and long-term growth variations contribute to the cross-country differences in variance ratio statistics.
Our analysis, therefore, suggests an important difference between developed and developing countries in terms of the source of variation in variance ratio statistic: among the developed countries most of the variation can be explained by the variation in the countries' long-term growth component, while among the developing countries, both long-term and shortterm growth components contribute to the cross-country variation in the variance ratio statistic.
Also, note that the denominator of the variance ratio statistic for the developed countries appears to be much smaller than those for the developing countries in Table 4 . This suggests that output growth is less volatile in the former than in the latter group. Given that our country grouping is 
where i denotes a country, u's are heteroskedastic regression errors, and y is income.
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Income data, however, may be subject to measurement error, particularly for the developing countries where data quality, in general, is questionable. Summers and Heston (1991) provide data quality scores for various countries. These scores for the developed countries in our sample are A or A− except for Switzerland and Iceland that have a B+ score. For the highincome developing countries in our sample, the scores are C and C−, except for Mauritius that scores D+. For the low-income developing countries, the scores show more dispersion. In this group Guyana, Egypt, Nigeria, Uganda, Zaire, and Myanmar score D or D+, while the remaining countries score C or C−.
We use these scores to sort out countries into two groups for regression estimation and also to identify dummy variables in a pooled regression of all countries. We first estimate equation
(1) using two samples, one consisting of countries with A or A− scores and the other for countries with C or C− scores. The first group includes all of the developed countries in our 19 We are thankful to the Associate Editor, David Backus, and an anonymous referee for their suggestions that helped shape this section. 20 We also run similar regressions with non-normalized business cycle component, as the dependent variable.
The results are very similar to those for the normalized component in terms of the estimated coefficients' signs and significance.
sample except for Switzerland and Iceland, and the second group includes all of the developing countries in our sample except for the seven countries with a D or D+ scores. We do not estimate separate equations for the B+ or D+/D countries, because these two categories include very few countries, which would result in too few degrees of freedom for estimation.
We also estimate pooled regression equations of the form
where i denotes a country, v's are heteroskedastic regression errors, and C, and D are binary dummy variables where C equals 1 if a country has a data quality score of C or C−, and zero otherwise, and D equals 1 if a country has a data quality score of D+ or D, and zero otherwise.
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The intercept term in the pooled equation (2) is then serves as the reference point capturing the coefficient of a similar dummy for countries with a data quality score of A or A−. The B countries are not included since there are only two of them in our sample.
To deal with the potential measurement error problem, we take other steps besides using the data quality scores. 22 If present, measurement error may affect the dependent variables as well as the regressors. The effect on the dependent variable, however, is not statistically serious, because measurement error is more likely to corrupt the estimates of the short-term income fluctuations than the estimates of the business cycles or long-term trends (Carpenter and Levy, 1998 ). Moreover, any resulting contamination of the measures of the business cycle component, which we use as the dependent variable, will be absorbed into the regression errors, causing heteroskedasticity of an unknown form. Our estimation method corrects for the resulting heteroskedasticity by using White's (1980) heteroskedasticity-consistent covariance estimator.
Additionally, by estimating separate equations for different groups with different data quality 21 Note that we do not estimate a separate equation for countries with D+ or D scores, but we do include them in the pooled regression where they are identified by a dummy variable, because introducing a dummy variable requires estimating only one additional parameter, while introducing a new regression equation requires estimating several parameters (intercept, slopes, and error variance) and thus more data points. 22 The evidence reported in Dezhbakhsh (2002) suggests that very few studies that use data for developing countries take any steps to deal with the potential measurement error problem.
scores, we prevent the spread of error beyond the source group. The group-specific dummy variables in the pooled regressions, on the other hand, is intended to absorb unmodeled group characteristics which may be measurement-related. The coefficient estimates for equations (1) and (2) are reported in Tables 5 and 6, respectively. The results reported in the top panel of Table 5 suggest that, for the developed 23 The resilience of rank-based measures to data contamination render methods based on such measures quite useful in robust inference; see, for example, Huber (1981) and Hettmansperger (1984). 24 We also used ranks as instruments, in the context of the instrumental variable estimation method, but the results did not change appreciably.
countries with high quality data, there is a statistically significant positive relationship between income level and the size of the business-cycle component: countries with higher income tend to have a larger business-cycle component. All coefficient estimates are significant at least at the one percent level, except for one that is significant at the five percent level. The finding is robust to the choice of income measure, suggesting that measurement error is not an issue for this group of countries.
{TABLES 5 and 6 SHOULD BE INSERTED AROUND HERE}
For the developing countries, however, the statistical significance of the income-cycle relationship seems to be less pronounced as suggested by the estimates in the lower panel of however, the coefficient estimates are still positive but statistically insignificant. Since the data quality scores for this group range from C− to C, measurement error may be present and, therefore, the rank based measure of income may result in a more reliable inference.
The pooled regression results reported in Table 6 also support the income-cycle relationship. In all cases, the estimated coefficients of income are significant at either the five or ten percent levels, suggesting that higher income countries have a larger business-cycle component. The estimated coefficients for the dummy variables are positive but insignificant, suggesting that, ceteris paribus, other group-specific factors related to data quality do not seem to affect the income-cycle relationship. Note that inclusion of these dummy variables in the pooled regressions is similar to estimating a fixed effect model where the fixed effects (estimated by group specific dummy variables) are supposed to control for unobserved heterogeneity across groups. Here the grouping is based on data quality rankings, and the effects captured by the dummy variables relate to data quality.
Overall, the regression results suggest that, for many countries, the magnitude of the cyclical fluctuations of output growth depends positively on the level of income. The strength of this relationship, however, varies across countries. For the developed countries with high quality data, the relationship is quite strong. For the developing countries, the relationship is still positive but its statistical significance depends on the income measure used. Measures that are more robust to measurement error reveal a stronger relationship.
Analysis of Quarterly Data
We use quarterly data to supplement our analysis of the annual data and to ascertain which of the observed characteristics hold regardless of the data frequency. We were able to obtain quarterly output growth series for fourteen of the OECD countries. 25 For the remaining countries, the available series were too short to conduct the frequency domain analysis.
Campbell and Mankiw (1989) also note that quarterly national incomes series that are long enough to be useful for time series analysis are available for only few countries-seven in their study.
Using quarterly data has some notable implications. The available quarterly series have more observations but cover a shorter time span. We, therefore, loose some information about the long-run (i.e., the zero-frequency) behavior of the series. On the other hand, quarterly data provide additional information about the short-run (i.e., high-frequency) behavior of the series.
This trade off has two consequences. First, with quarterly data, the short-term variation will constitute a greater proportion of the total variance than with annual data. We, therefore, expect the variance decomposition in frequency domain to exhibit a greater proportional short-run variation than we report based on the annual series. The proportion of the series variance due to the business cycle and long-run frequency components will then necessarily decline. Second, the variance ratio statistic estimated with quarterly data utilizes less information on the zerofrequency behavior of the series, and may, therefore, exhibit different shock persistence properties than those documented using the annual data. Figure 4 displays the estimated income growth spectra and the corresponding ninety-five percent confidence intervals for the fourteen sampled countries. Note that the frequency bands 25 The data for all of the sampled countries, except for Germany, are from the International Financial Statistics tape of the IMF. We obtained the German data from the Bundesbank with the help of Robert Chirinko. We use all of the quarterly observations available for each country, except for Germany where we truncate the sample at the German unification date.
corresponding to the long-run, business cycle, and short-run components are different here, because data are observed at higher frequency. With quarterly data, the frequencies corresponding to the long-run, business cycle, and short-run components are 0 0196 ≤ ≤ ω . , 0196 0 520 . . ≤ ≤ ω , and 0 520 . ≤ ≤ ω π , respectively. Moreover, with quarterly data, the shortest identifiable cycle, which corresponds to ω π = , is a two-quarter long cycle. This means that a greater proportion of the variance of the quarterly series is due to the short run frequency components-a fact this is clearly displayed in Figure 4 . For the U.S. the spectral shape has the hump shape that King and Watson (1996) document. For most other countries the spectrum does not follow this particular shape.
{FIGURE 4 SHOULD BE INSERTED AROUND HERE}
We note that the spectral shape we obtain using the U.S. quarterly data is not identical to the shape reported by King and Watson (1996) . There are three reasons for the noted difference. Table 7 reports the results of variance decomposition in the frequency domain. As expected, these results reflect a greater importance of the short-term variation for all countries.
For example, comparing with the annual results in Table 1 , we notice that the median of the short-run frequency components is 76 percent of the total output growth variance of the quarterly 26 In general, it is hard to ascertain whether two geometric shapes are identical or not. Only when the maintained (null) shape is mathematically specified, a statistical inference can be made using a distance measure such as Kolmogorov-Smirnov, which is commonly used to examine statistically the similarity between an empirical distribution function and a maintained (null) theoretical distribution.
series in contrast to about 19 percent when annual data are used. Consequently, there is a decline in the median of business cycle and the long-run frequency components from 51 percent to 11 percent and from 28 percent to 12 percent, respectively. We note a similar pattern for individual countries. For example, in the case of the U.S. the proportion of output growth variance due to short-run components is more than doubled (from 29 percent for the annual data to 67 percent for the quarterly data), and consequently, the contribution of the cyclical and long-run components are halved from 54 percent to 25 percent and from 15 percent to 6 percent, respectively. 
{TABLE 8 SHOULD BE INSERTED AROUND HERE}
In Table 8 we report the estimates of the variance ratio statistic for the sampled OECD countries obtained using quarterly data. 27 As expected, these results are not identical to those reported for annual data (Table 4) . Nevertheless, there are several similarities. First, there seems 27 The size of the quarterly samples varies from country to country. Accordingly, and following Cogley (1990), we use various k values that range from 16 to 24 when computing the variance ratio statistics.
to be a substantial cross-country variation in the reported ratios, which measure the size of the random walk component of output growth. Second, with few exceptions, the variance ratio statistics estimated using annual and quarterly data are of the same order of magnitude. In fact, an inspection of the standard errors (reported in parentheses) shows that for most countries the ninety five percent confidence interval for the variance ratio statistic using the annual data overlaps with a similar confidence interval based on the quarterly data. 28 This suggests that the variance ratio statistics based on annual and quarterly data are statistically similar. Third, the U.S. still obtains the lowest variance ratio statistic, while Japan still obtains the highest statistic. One question of interest is whether output volatility falls with income-a result that we (and also Kraay and Ventura (2001)) report for annual data. The denominators of the variance ratio statistics reported in Table 8 are estimates of the one period variance of the output growth rate (output volatility). These estimates do not seem to vary with income in a clear way. In fact, a regression of these variance estimates against various measures of income produces negative but insignificant coefficient estimates. For example, for the mean measure of income we obtain a t-statistic of -1.12 (p-value of 0.28). Similar results are obtained using other measures of income. Thus, the negative relationship between income level and volatility that holds for annual data does not seem to be significant for quarterly data.
Conclusion
King and Watson (1996) report that the spectral shapes of many U.S. macroeconomic growth rate series are similar: the spectra attain low values at low frequencies, rise to a peak at business cycle frequencies, and decline at high frequencies, with the spectral mass mostly concentrated in the business cycle frequency band. We use annual data to examine the frequency domain properties of output growth series for 58 countries, separated into developed (OECD), 28 Exceptions are Canada, Australia, New Zealand, U.K., and Finland.
and high-and low-income developing groups. To supplement our analysis of annual data, we also use quarterly data for a sample of OECD countries where such data are available for a reasonably long time period. We find diverse spectral shapes using both annual and quarterly data. We also find that the growth rate spectrum for the developed (OECD) and high-income developing countries is more likely to peak in the business cycle frequency band, suggesting that the cyclical component of output growth rate is more predictable for these countries.
We further explore the implications of the observed diversity. Accordingly, we estimate the proportion of the variance due to the short-run, business cycle, and long-run frequency components of growth rate series to measure the relative importance of these components in the total variation of each series. The output growth variance decomposition reveals that, similar to what King and Watson (1996) report for the U.S., the bulk of the spectral mass of output growth rate for the developed countries is concentrated in the business cycle frequency band. We do not find, however, a similar result for the developing countries.
We also estimate several regression equations relating the size of the business cycle of the statistic appears more dispersed for the developed (OECD) countries and more condensed for low-income countries. This implies that the extent of shock persistence varies more across the high-income countries than it does across low-income countries.
To examine the source of cross-country variation in the variance ratio statistic, we examine the numerator and the denominator of the statistic. The results suggest that for the developed (OECD) countries, most of the variation in the variance ratio statistic can be explained by the variation in the long-term growth component. This finding is supported by both annual and quarterly data. For the developing countries, however, both the long-term and the one-year growth variation contribute to the cross-country variation in the variance ratio statistic.
Meltzer (1990, p. 2) remarks: "Is there reason to believe that the distributions of shocks between real and nominal, permanent and transitory, shocks to level and growth rate, remain fixed over time? Economic theory has no implication that leads us to expect stability and constancy of these distributions." Our findings suggest that the distribution of shocks is not stable across countries either. Indeed, the countries appear to be experiencing a variety of shocks with varying degrees of persistence. The frequency domain behavior of the output growth rate we document here is a reflection of these variations. These findings may be viewed as additional stylized facts that modern macroeconomic theory should confront and explain.
Appendix a) Spectral Density
The autocovariance function of a covariance stationary process y t , is γ(τ) = E[(y t+τ − µ)(y t − µ)], where µ is the mean of the process, and both γ(τ) and µ are time independent. The spectrum of the series y t is defined as the Fourier transform of its autocovariance function, and is given by 
b) Normalized Spectral Density
The normalized spectral density function, which is defined as h f
measures the proportion (percentage) of total variation that is due to frequency component ω.
c) Consistent Spectral Estimation
The spectral estimates are obtained from smoothed estimates of the periodograms of time series. The smoothing, intended to make the spectral estimates consistent, is accomplished by taking weighted integral of the periodogram ordinates. Several weight structures, also called lag windows, have been proposed in the literature. We smoothed the periodograms using three lag windows (Bartlett's, Tukey's, and Parzen's). All yielded very similar results; we, therefore, report the estimates using Bartlett's window, which assigns linearly decreasing weights to the autocovariances in the neighborhood of the frequencies considered and zero weight thereafter.
Thus, we estimate f(ω j ) and h(ω j ), where ω π j j m = , and j=0, 1, 2, . . . , m. The number of ordinates, m, is set using the rule m n = 2 , as suggested by Chatfield (1989, p. 115) , where n is the number of observations.
d) Variance of Normalized Spectra
To obtain the standard error for each of the three normalized frequency components, H y LR , H y BC , and H y SR , we apply Taylor expansion to variance of each normalized ratio. For example, the proportion of output growth variation that is due to long-run frequency components is given variate, where v = 3n/m (Fuller, 1976 , p. 296). The distributions of the three components are also chi-square given the asymptotic independence of the spectral estimates at adjacent frequencies, and the fact that each component is a sum of independent chi-square variates Among the G-7 countries, the U.K. and the U.S. attain the lowest estimates of the contribution of long-term fluctuations to output growth variance, while Japan, France, and Germany attain the highest estimates. The contrast between the extreme estimates within the G-7 countries is remarkable: the estimate for Japan is five times larger than for the U.K. and four times larger than for the US. This contrast is also reflected in the relative magnitude of the business cycle components of these countries' outputs. As discussed earlier, over 70 percent of the output growth fluctuation in the U.K. and over 54 percent in the U.S. is cyclical, in contrast to only 28 percent in Japan. This implies that most of the shocks the Japanese economy is experiencing are more permanent in the sense that they lead to long-lasting cycles. On the contrary, most of the shocks in the U.K. and the U.S. have a more temporary effect leading to primarily cyclical and short-term fluctuations. Using quarterly data (Table 7) , we find that the U.S., the U.K., and Australia still maintain the lowest estimates of shock persistence, while Japan maintains the largest estimate. The diverse range observed for the annual data is also noted here.
Next consider high-income developing countries (Table 2, Overall, these results suggest that there are substantial variations in shock persistence between groups of countries as well as between countries within the same group. White's (1980) heteroskedasticity consistent covariance matrix estimator. A *, **, and *** denotes significance at the 10%, 5%, and 1% levels, respectively. An "a" indicates that the actual estimate is multiplied by 10 4 . Developed countries include only those obtaining Summers and Heston's (1991) data quality score of A or A-. Developing countries include only those obtaining Summers and Heston's (1991) data quality score of C or C-. White's (1980) heteroskedasticity consistent covariance matrix estimator. A *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. An "a" indicates that the actual estimate is multiplied by 10 4 . C is a dummy variable with a value of one if a country has a Summers and Heston's (1991) data quality score of C or C-, and zero otherwise. Similarly, D is a dummy variable with a value of one if a country has a Summers and Heston's (1991) data quality score of D+ or D, and zero otherwise. 
