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Abstract 
To have access to force sensing is indispensable element 
for applications in which robots interact directly with 
objects in external settings. The very nature and the limited 
accuracy of the vision systems used for position control, 
implies that these types of systems are not adequate for 
controlling the interaction of the robot with its setting. The 
application that is carried out here is an insertion process 
in which the object in which the insertion is to be made is 
in motion. To do so, a system that fuses the information 
from different vision and force systems to improve the 




Different force control schemes for controlling the 
manipulators, amount which those that used only force 
control, impedance control, hybrid control and parallel 
control are defined. A review of these approaches can be 
seen in [8]. 
 
On the other hand, in the tasks in which the robot must 
be positioned with respect to specific object within the 
setting, the information afforded by a vision system is 
indeed interesting, and at present, a great amount of visual 
controllers can be found. The task that is described in this 
article is an insertion process into an object which is in 
motion, and, therefore, which implies a  joint force and 
position control. The vision system has the function of 
establishing the robot’s trajectory during the insertion and 
is made up of an eye-in-hand and a fixed eye-to-hand 
system (stereoscopic system). This sensorial system is 
completed with a force sensor which determines the 
interaction forces. 
 
The combination of different sensorial information has 
generally been studied through two basic approaches. The 
first one considers that different sensors measure different 
physical phenomenal. In this case the sensorial 
information to be used at each moment is selected. The 
second one considers that the information to be fused is all 
of the same nature. The first approach has been widely 
employed for fusing force and vision information, 
considering the different characteristics of the data from 
the sensors. To do so, the concept of “resolvability” [4], 
which affords a measurement of each sensors’ ability to 
resolve the movement, can be used. The theories of 
force-position hybrid systems have been studied for the 
combination of different information from vision and force 
sensors. 
 
At present, there are several studies that use a 
combination of both vision and force information, such as 
the works of Zhou,  Nelson and Vikramaditya [11] focused 
on micro-manipulation, Von Collani et al. [10] who 
employs a neuro-fuzzy solution for the integration. For the 
application that is to be resolved in this article, the 
information from the sensors must be combined so that the 
insertion is carried out minimising interaction forces. To 
do so, the concept of visual impedance [3], and the task 
function approach [7] is employed to combine the control 
action from each sensor. 
 
The architecture used and the problem to be solved are 
shown below. In Section 3, the general control scheme is 
described, indicating how multi-sensorial control and the 
combination of sensorial information are carried out. In the 
following two sections, the vision and force sub-systems 
are described. Finally, the results obtained and theirs 
conclusions are presented. 
2. General architecture of the system  
In Figure 1, the vision system employed is shown. It is 
composed of two sub-system, one, “eye-in-hand” and  















                      a)                                             b) 
Figure 1: a) Vision and force systems employed. b) Detail 
of the force and vision system at the robot end effector. 
 
The characteristics of each of the devices are: 
 
• Fixed “eye-to-hand” sub-system: The capturing of 
images from an external view point towards the robot 
is done employing stereoscopic pair made up of two 
EVI-D31 cameras.  MATROX GENESIS is used as an 
image acquisition and processing board. (Figure 1.a). 
• “Eye-in-hand” sub-system: The capturing of images 
from the robot end effector is carried out with a 
JAI-M536 mini-camera with a remote optical head. 
(Figure 1.b). 
• Manipulation system: It is made up of a Mitsubishi 
PA-10 robot of 7 degrees of freedom equipped with a 
force sensor (67M25A-I40 from JR3. Inc.).  
• The insertion is done through the orifice of the reel of  
thread situated on ESHED ROBOTEC revolving table 
in movement. As can be seen in Figure 1.b, the orifice 
for the insertion has two different diameters. 
3. General control scheme 
In this section, the general scheme used for controlling 
the robot based on sensorial data obtained from each of  the 
sensorial systems described in Section 2, is shown. 
The general scheme of the system is shown in Figure 2, 
where the desired force and image features (obtained from 
the eye-in-hand and the fixed camera systems) are the 
inputs. The system has a feedback of visual and force data 













Figure 2: General control scheme. 
 
The way in which each of the control actions is 
combined depends on the state of the insertion. With a 
view to improving the response to unexpected collisions, 
the use of visual impedance control at the moment that the 
insertion begins, is proposed. When the moment of 
insertion is not immediate, or when it has already been 
carried out, a weights vector p=[p1...pn], where n is the 
number of sensors, is employed. In our case the number of 
sensors is n=3, such that ∑ =
i
i 1p . The values of these 
weights change, depending on the state of the insertion, so 
that tables that directly relate this state to the value of p are 
previously calculated. As such, p determins which sensor 
has the most reliable data for developing the control at 
every moment, and establishes the weights accordingly. 
The values of these weights, however, can be adjusted 
during the realisation of the task, for any of various reasons, 
such as occlusions or the failure of a sensor, in which case 
the weight that corresponds to the sensor is considerably 
reduced. The way in which weights are assigned to each 
sub-system is described in the sections dedicated to the 
vision and force sub-systems (Section 4 and 5). 
 
Considering a set of n sensors, each one provides a 
vector signal si. Using the task function approach [7], an 
interaction matrix is obtained Li, which relates is&  to the 
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velocity of the sensor i with respect to a coordinate frame 
situated in the sensor: 
iii vLs =&  
Considering the fact that we are dealing with a 
multi-sensorial system, the relation shown in Ecuation 1 
can be generalized for all the sensors, using the relation 
Lvs =& . Considering sd to be a vector of  the desired values 
of the signals from each of the sensors, the following task 
function is used: 
( )dssCe −⋅=  
 
where C is a constant matrix that allows redundant 
information to be considered. Under such considerations, 
the time derivative of the task function is: 
 
vLCe ⋅⋅=&  
 
Defining a proportional control law by imposing an 
exponential decrease of the error, and considering λ the 
gain of the control law, the following equation is obtained: 
 
( ) eCL-v 1−= λ  
 
Considering a single sensor i, and that the value of Li 
can be accurately estimated, += ii LC  is considered [1], 
the pseudo-inverse of Li. An estimation of the 
pseudo-inverse +iLˆ  is generally employed. The weights 
vector p, previously stablished, is applied at this moment, 
such that ++= nn11 ˆp...ˆp LLC . As such, we can state that the 
resulting control law will be the wighted sum of the control 
laws of each sensor and the system will be stable if each 
sub-system that corresponds to each sensor also is [2]. 
 
In the following sections each of the vision and force 
sub-systems employed  will be analyzed. 
4. Vision system 
The main function of the vision system is to obtain a set 
of features from the images caught, either from the 
eye-in-hand or from the stereoscopic camera system. The 
image features used consist of a set of four points situated 
around the aperture of the object in which the insertion is 
to be made. (Figure 3). In the case of the stereoscopic 
system, the marks on the metal bar to be inserted are also 
used. The cameras are previously submitted to a 
calibration process to determine the focal and distorsion 
parameters that are used during the insertion process. 
These parameters are also used to determine the initial 

















Figure 3: Sequence of images (left and right cameras) 










Figure 4: Sequence of images obtained from the 
eye-in-hand sub-system during the insertion process. 
 
The components of the vector p are obtained through a 
voting process which allows the selection of either one or 
the other sensor, to furnish features to the visual servoing 
system, depending on the quality of the visual information 
obtained during the course of the task. 
 





estimates the position of the object in which the insertion is 
to be carried out. This estimation of the position is done by 
a matching process based on epipolar geometry and a 
triangulation process [9], to obtain the locations of the set 
of marks on the revolving table that holds the object in 
which the insertion is to be done, as well as those of the 
marks on the very object. The initial estimation allows the 
camera situated at the robot end effector focuses the object 
on the work table. As such,  in the first phase of the 
estimation of the object’s position within its setting, the set 
of weights, p, afford greater importance to the information 
from the stereoscopic sub-system, in detriment of the 
information from the eye-in-hand sub-system. In this first 
step, the eye-in-hand sub-system is not yet capable of 
obtaining information about four marks located on the 
object in which the insertion is to be done, since the object 
is not located adequately within the field of vision of the 
eye-in-hand sub-system. 
 
In the second phase, both the cameras of  the 
eye-to-hand sub-system and the camera of  the eye-in-hand 
sub-system detect and capture information about the marks 
used as features for the visual servoing (located in both the 
object and the metal bar located at the robot end-effector). 
It is in this phase of the process, that the information 
obtained from camera of the “eye-in-hand” sub-system is 
the most important, thanks to improved field of vision of 
the working area that it affords (Figure 4). As such, the 
components of pi are determined through the previous 
evaluation of the features taken from either one of the 
vision sub-systems, depending on the phase of the 
insertion. 
  
The visual control system used by each vision 
sub-system to determine the trajectory, uses the following 
control law [1]: 
 
  
Since the object in which the insertion is to be carried 
out is in movement (located on a revolving table), the term  
t∂∂eˆ  appears in the control law, which is the estimation 
of the object movement. The way to determine this 
movement can be seen in our former studies  [6]. 
5. Force system 
Using the task function approach, the data obtained will 
be the interaction wrench τ, and, considering r as the robot 
end effector location, the interaction matrix used will be 
rτ ∂∂ . The value of the task function used is 
( )dττCe −⋅= , with τd  being the desired wrench which 
is equal to 0. The value of the control action which 
correspons to the force within the multi-sensorial control 
system will depend on the vector p. The main aspects of 
the stability of the force system can be seen in [2]. 
 
With a view to increasing the versatility of the system 
and improving its response to the incertainties that arise 
when the first collision occurs during the insertion, a 
special visual impedance control system has been 
developed, which uses the combined visual information of 
each of the individual computer vision systems. This 
system has an external visual feedback, in contrast to 
others approaches [5] which have the vision and force 
systems at the same level of the control heirarchy. 
 
The objective of the impedance control is to carry out 
the combined control of the movements of the robot and its 
interaction force. It can be stated that there are basically 
two types of impedance control, i.e., a pasive control, in 
which mechanical elements are used to achieve the desired 
impedance, and an active control, in which force feedback 
is used to control the movements of the joints. 
 
This latter case is the one used in this article. By 
considering f as the interaction force, a desired impedance 
with the value in the Laplace domain, as shown in 
Ecuation 6, below, is specified. 
( ) ( )( )sx
sf
sZ ~=  
where xxx −= d~  represents the error in the trajectory of 
the robot with respect to the one desired.  
 
To implement this controller, an external visual 
feedback can be introduced in the impedance control 
scheme with an internal movement feedback, achieving 
( )
t∂
∂−⋅⋅−= + ev-vv ˆk dC L (5)
(6)














Figure 5: Impedance control scheme. 
 
As is shown in Figure 5, the impedance loop generates 
modifications in the reference, and obtains the vector x by 
filtering the data obtained through the force sensor, as is 
shown in the following equation: 
( ) ( )
KDsIs
tf
tx ++= 2  
where I∈ℜnxn is the inertial matrix, D∈ℜnxn is damping 
matrix and K∈ℜnxn is the stiffness matrix. They are 
diagonal matrixes and they caracterizes the desired 
impedance function. 
 
On the other hand, in the external control loop, which 
corresponds to the visual information, the fact that the 
information obtained from each visual system has to be 
integrated must be taken into consideration. In this loop, 
the presence of the visual feedback element, which 
captures a set of features from the eye-in-hand and fixed 
camera systems, is observed. After comparing these 
features to the desired ones, an error vector is obtained for 
each vision system. From this data just one control action 
is obtained by fusing the visual information, as mentioned 
above, in Section 3. 
  
After including this external vision loop to generate the 
references for the impedance controller, the global strategy 
to be used during the initial contact of the insertion is 
obtained.  
6. Results 
To illustrate the results obtained, an identical insertion 
experiment, with and without force control, is now shown. 
In either case, the desired image features vd , which are 
used by the visual servoing systems, must be obtained to 
carry out the insertion task. These features have been 
previously determined by positioning the robot at the end 















Figure 6: Forces obtained without force control. 
 
The initial position of the robot in the experiment 
considered here, is shown in Figure 1. If only the vision 
system is considered, the visual servoing system combines 
the control actions of the eye-in-hand and the fixed visual 
systems, to converge the features extracted at each moment 
towards the desired ones. Considering only visual 
information, a perfect insertion can not be guaranteed, as 
shown in Figure 6. The slightest contact with the edge of 
the aperture causes the forces to increase rapidly and the 
insertion is not carried out. 
 
Repeating the same experiment using force control, the 
rapid correction of the deffects in the trajectory, generated 
by pure visual servoing system, is observed. The forces are 
kept low throughout the trajectory. As can be seen in 
Figure 7, two peaks appear, corresponding to the two 
different appertures, and the way the forces are rapidly 
compensated, accurately correcting the trajectory and 










































Figure 7. Forces using the fusion of the visual servoing 
system and force control. 
 
7. Conclusions 
In insertion tasks as the one described here the force 
control is undoubtedly important, as it allows the 
correction of the trajectory so that the correction insertion 
is guaranteed. The insertion task is complicated even more 
by the movement of the object in which the insertion is to 
be made, so that a visual system that is capable of 
determining the trajectory to carry out the tracking, is 
selected. To guarantee the convergence of the visual 
servoing system, the movement of the tracked object has to 
be predicted in real time. To resolve this problem, a 
predictor that uses Kalman filters is employed. 
 
The results have shown the need to provide the system 
with force control as it allows the correction of the 
trajectory generated by a visual servoing system. The 
multi-sensorial control system allows us to determine 
which of the sensorial systems is the most adequate at 
every moment. To do so, it combines the data from each of 
these systems, depending on the state of the insertion, 
avoiding inacuracies and obtaining a control action that is 
more reliable. 
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