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Abstract
We onsider visible ompression for disrete memoryless soures of mixed quantum states when only
lassial information an be sent from Alie to Bob. We assume that Bob knows the soure statistis, and
that Alie and Bob have idential random number generators. We put in an information theoreti framework
some reent results on visible ompression for soures of states with ommuting density operators, and
remove the ommutativity requirement. We derive a general ahievable ompression rate, whih is for the
nonommutative ase still higher than the known lower bound. We also present several related problems of
lassial information theory, and show how they an be used to answer some questions of the mixed state
ompression problem.
Index Terms { quantum information theory, data ompression, mixed-state soures.
Otober 30, 2018
2I. Introdution
A disrete memoryless soure (DMS) of information produes a sequene of independent, identially dis-
tributed random variables taking values in a nite set alled the soure alphabet. In quantum systems,
soure letters are mapped into quantum states for quantum transmission or storage. In the simplest ase,
quantum states orrespond to unit length olumn vetors in a d-dimensional Hilbert spae Hd. Suh quan-
tum states are alled pure. When d = 2, quantum states are alled qubits. A olumn vetor is denoted by
|ϕ〉, its transpose by 〈ϕ|. A pure state is mathematially desribed by its density matrix equal to the outer
produt |ϕ〉〈ϕ|. In a more omplex ase, a quantum state an be any of a nite number of possible pure
states |ϕi〉 with probability pi. Suh quantum states are alled mixed. A mixed state is also desribed by its
density matrix whih is equal to
∑
ipi|ϕi〉〈ϕi|. Note that a density matrix is a d × d Hermitian trae-one
positive semidenite matrix. A lassial analog to a mixed state an be a multi-faed oin whih turns up
as any of its faes with the orresponding probability.
Compression algorithms deal with soure sequenes rather than individual letters. There are two possible
senarios for whih algorithms an be designed: visible when the enoder Alie knows the soure sequene
and blind when only the quantum state orresponding to the sequene is available to her. The quantum
state orresponding to a soure sequene of length n has a dn × dn density matrix, equal to the tensor
produt of density matries orresponding to the letters in the sequene. In the blind ase, lossless quantum
ompression algorithms map (enode) these produt states into states over Hilbert spaes of smaller dimension
with arbitrarily high expeted reonstrution (deoding) delity as n → ∞. Operations used for enoding
and deoding have to be allowed by quantum mehanis. In the visible ase, Alie an as well ompress the
available lassial information, whih the deoder Bob an use to prepare a quantum state that (as in the
blind ase) approximate Alie's with arbitrarily high expeted delity as n→∞.
The main question asks what the best ompression ompatible with the delity goal and enoding/deoding
onstraints for eah senario is. The answer to the question was given by Shumaher for disrete memoryless
soures of pure quantum states [1℄. Lossless ompression of soures of possibly mixed quantum states is not
yet fully understood, and is the subjet of urrent researh [2℄{[7℄. The optimal ompression rate for the
blind ase senario was found by Koashi and Imoto in [7℄. A lower bound to the ompression rate was
established by Horodeki in [3℄ and by Barnum, Caves, Fuhs, Jozsa, and Shumaher in [4℄. The optimal
ompression rates for some speial ases were found by Horodeki in [2℄ and by Barnum, Caves, Fuhs, Jozsa,
and Shumaher in [4℄. More reently, an algorithm ahieving the lower bound to the ompression rate for
the visible ase of states with ommuting density operators was presented by Dur, Vidal, and Cira in [5℄,
and a possibly related lassial information theory problem was disussed by Kramer and Savari in [6℄. Some
of these results will be addressed in more detail after the problem we are dealing with is preisely formulated.
We are onerned with visible ompression of disrete memoryless soures when only lassial information
an be sent from Alie to Bob. We assume that Bob knows the soure statistis, and that Alie and Bob
have idential random number generators. This senario is the one studied by Dur, Vidal, and Cira for the
ase of states with ommuting density operators [5℄. When put in an information theoreti framework, the
3ommutativity requirement an be easily removed, and an ahievable rate an be found in the same manner.
However, the derived ahievable rate is still higher than the lower bound.
In the seond part of the paper, we present several related problems of lassial information theory, and
show how they an be used to answer some questions of the mixed state ompression problem. This paper is
written for both information theorists and physiists, although papers written for two audienes often satisfy
neither. Here writing for these two groups of sientists merely means that we tried to keep the paper as
self ontained as possible, and presented proofs and other material in an elementary rather than the most
eÆient way.
A. Problem Formulation
Let X be a nite set (alphabet), and {ρa|a ∈ X } a set of (possibly mixed) quantum states in a d-dimensional
Hilbert spae Hd. Let P(X ) be the set of all probability distributions on X , and P ∈ P(X ) a partiular
distribution. The set E = {ρa, P(a)|a ∈ X } is usually referred to as an ensemble of mixed states indexed by
the elements of X . The density matrix of the ensemble E , whih we shall also refer to as the soure density
matrix, is given by
ρ =
∑
a∈X
P(a)ρa. (1)
We shall assume that states ρa are mixtures of known (possibly nonorthogonal) pure states as follows: Let
Y be a nite set, and {|ψb〉〈ψb|
∣∣b ∈ Y} be a set of pure quantum states in Hd indexed by the elements of
Y. Let W be an |X | × |Y | stohasti matrix with elements Wab = W(b|a), a ∈ X , b ∈ Y, where W(·|a) is
a probability distribution on Y for eah a ∈ X . We assume that no two states ρa are idential in the sense
that no two rows of W are idential. The density matries in E are given by
ρa =
∑
b∈Y
W(b|a)|ψb〉〈ψb|, a ∈ X . (2)
A soure produing mixed states ρa, a ∈ X , independently aording to the probability distribution P,
eetively produes pure states |ψb〉〈ψb|, b ∈ Y, independently aording to the probability distribution Q:
Q(b) =
∑
a∈X
P(a)W(b|a).
Thus the soure density matrix (1) an also be expressed in terms of |ψb〉〈ψb| and Q(b), b ∈ Y:
ρ =
∑
b∈Y
Q(b)|ψb〉〈ψb|.
Example 1: A possible mixed state ensemble is shown in Fig. 1. Here d = 2, |X | = 2, and |Y | = 3.
The memoryless soure produes sequenes of letters, where eah letter is drawn from the set X indepen-
dently aording to the probability distribution P. Thus a soure sequene x = (x1, . . . , xn) ∈ Xn ours with
probability P(x) = P(x1) · . . . · P(xn), and the orresponding state has a density matrix ρx = ρx1 ⊗ · · · ⊗ ρxn .
On the transmitting end, the enoder Alie knows E and x. On the reeiving end, the deoder Bob knows
E . In addition, Alie and Bob have idential random number generators.
4ρ1 =
2
3|ψ1〉〈ψ1|+ 13|ψ2〉〈ψ2|
ρ2 =
1
3
|ψ2〉〈ψ2|+ 23|ψ3〉〈ψ3|
ρ = 12ρ1+
1
2ρ2
= 13|ψ1〉〈ψ1|+ 13|ψ2〉〈ψ2| + 13|ψ3〉〈ψ3|
= 12I
|ψ1〉 =

 1
0


|ψ2〉 =

 −1/2√
3/2

|ψ1〉 =

 −1/2
−
√
3/2


Fig. 1
A mixed state ensemble.
For eah soure sequene x, Alie prepares and sends to Bob Rn bits of lassial information, whih he
uses (together with his prior knowledge of E) to prepare state ρ^x. To measure how faithfully mixed state σ
approximates mixed state ω and vie versa, we use the so alled mixed state delity F dened as
F(σ,ω) =
{
Tr
[
(
√
σω
√
σ)1/2
]}2
, (3)
whose maximum value is 1. We shall say that the mixed state ompression is lossless when the expeted
value of F(ρx, ρ^x) an be made arbitrarily lose to 1 by inreasing the length n of the soure sequene:
∑
x∈Xn
P(x)F(ρx, ρ^x)→ 1 as n→∞. (4)
B. Information Measures
In ompression of mixed-state soures by sending lassial information, the well known lassial information
measures will play a role. Entropy H(Q), onditional entropy H(W/P), and mutual information I(P,W) are
dened as
H(Q) = −
∑
b∈Y
Q(b)(a) logQ(b)
H(W/P) = −
∑
a∈X
P(a)
∑
b∈Y
W(b|a) logW(b|a) (5)
I(P,W) = H(Q) −H(W/P)
5The orresponding quantum information measures are the soure Von Neumann entropy S(ρ), the expeted
value of the Von Neumann entropies of the soure letters
S, and the Holevo quantity χ:
S(ρ) = − Tr ρ log ρ
S =
∑
a∈X
P(a)S(ρa) (6)
χ = S(ρ) − S
When |ψb〉〈ψb|, b ∈ Y, are orthogonal, the quantum quantities (6) and their lassial ounterparts (5) are
equal:
S(ρ) = H(Q)
S = H(W/P)
χ = I(P,W)
For the lassial information theory problems disussed in Se. VI, we also need stohasti matrix U with
elements Uba = U(a|b), a ∈ X , b ∈ Y, where U(·|b) is a probability distribution on X for eah b ∈ Y. The
elements of U are omputed as
U(a|b) = P(a)W(b|a)/Q(b).
Entropy H(P), onditional entropy H(U/Q), and mutual information I(Q,U) are dened as the orresponding
quantities in (5).
C. Known Results
For soures of pure quantum states, the optimal ompression rate is S(ρ) for both visible and blind
senarios; the information sent from Alie to Bob is quantum [1℄. For soures of mixed quantum states
and the delity riterion (4), the following has been shown: The Von Neumann entropy S(ρ) is the optimal
ompression rate in the blind ase senario [7℄; the ompression algorithm is the same as in the pure ase
state. A lower bound to the ompression rate of any ompression sheme is the Holevo quantity χ [3℄, [4℄.
This lower bound an be ahieved by a spei ompression algorithm in the ase of quantum states with
ommuting density operators [5℄; the information sent from Alie to Bob is lassial. Ahievable ompression
rates for both visible and blind senarios for soures of quantum states with ommuting density operators
and a delity riterion dierent than (4) are found in [6℄ (see Se. VI-B).
When the density matries ρa, a ∈ X , ommute, they an be made diagonal in the same basis. Thus, one
an assume that they are mixtures of orthogonal pure states |ψb〉〈ψb|, b ∈ Y. We address the general ase,
i.e., the one where the |ψb〉〈ψb|, b ∈ Y, are not neessarily orthogonal.
6D. The Idea for the Compression Algorithm
The main idea is simple to state for the reader already familiar with the notion of typiality as well as the
notion of joint and onditional typiality. A rigorous desription, given in the proeeding setions, uses the
preision provided by the method of types.
For eah x, Alie's state ρx is roughly a uniform mixture of pure states |Ψy〉〈Ψy| = |ψy1〉〈ψy1 | ⊗ · · · ⊗
|ψyn〉〈ψyn | where y is onditionally W-typial with respet to x, and some unlikely pure states. For eah
P-typial x, there are about exp[nH(W/P)] suh ys, and they are Q-typial. There are about exp[nH(Q)]
Q-typial ys, and a randomly hosen y will be onditionally W-typial with respet to any P-typial x
with probability of about exp[nH(W/P)]/ exp[nH(Q)] = exp[−nI(P,W)]. Therefore, if Bob forms a list of
exp[nI(P,W)] randomly hosen Q-typial ys, then with high probability there will be a onditionally W-
typial y with respet to any P-typial x Alie may have. If Alie and Bob use idential random number
generators to form a list, Alie (who knows x) an identify suh y to Bob by sending about nI(P,W) bits
of lassial information. Bob an then prepare the orresponding |Ψy〉〈Ψy|, or an error state if no W-typial
y was on the list. Therefore, for every P-typial x, Bob's state ρ^x is with high probability also a uniform
mixture of pure states |Ψy〉〈Ψy| where y is onditionally W-typial with respet to x and an unlikely error
state.
The idea relies on Shannon's famous observation that \it is possible for most purposes to treat long
sequenes as though there were just 2Hn of them, eah with probability 2−Hn" [8℄. The limitations of this
\typial sequene" approah beomes apparent when one realizes how stringent requirement the delity (3)
is. For probability distributions (diagonal density matries), the delity is essentially equivalent to the L1
distane (see for example [11, Ch. 9℄). In the sheme skethed above, every sequene on Bob's list of randomly
hosen Q-typial ys appears with exatly the same probability. Bob's state ρ^x is with high probability a
uniform mixture of pure states |Ψy〉〈Ψy|, where y is onditionally W-typial with respet to x. Alie's state
ρx, is also with high probability a mixture of the same pure states |Ψy〉〈Ψy|, but not exatly uniform.
Thus for formal proofs, we use a simple renement of the method of typial sequenes, known as the
method of types [9℄, [10℄. Two sequenes over some alphabet A have the same type if eah letter in A
appears in both of them the same number of times. All sequenes of the same type form a type lass.
We partition the set of typial sequenes into type lasses. Sequenes of the same type are equiprobable
for a DMS, and Bob an form a list of sequenes randomly hosen from the same type lass. Now he will
be dealing with a single type lass at the time rather than the entire set of typial sequenes. He has to
know whih type lass to hoose, but Alie an send that information to him at no ost to the ompression
rate asymptotially sine the number of type lasses is polynomial in n. An additional benet of using the
method of types will be the speed of onvergene to 1 of the delity when n→∞. When two or more sets
of sequenes are involved (as Xn and Yn above), joint and onditional types have to be onsidered.
7II. Fidelity of Mixed Quantum States
A. Fidelity and Trae Distane
Besides omputing the mixed state delity (3), one an measure how lose state σ is to state ω by
omputing the trae distane
D(σ,ω) =
1
2
Tr |σ −ω|.
Here |A| denotes the positive square root of A†A, i.e., |A| =
√
A†A. The trae distane and the delity are
losely related and the following holds:
1− F(σ,ω) ≤ D(σ,ω) ≤
√
1− F(σ,ω)2. (7)
The trae distane is a metri on the spae of density operators, and therefore the triangle inequality is true:
D(σ,ω) ≤ D(σ, τ) +D(τ,ω). (8)
It has some other useful properties, as well. When we need one of those properties, we shall swith from the
delity to the trae distane and bak by making use of the inequalities (7).
Sine we shall have to estimate the trae distane of a mixture of inputs, the following property, known
as strong onvexity, will be useful: Let {pi} and {qi} be probability distributions over some index set, and
ωi and σi density operators also indexed by the same index set. Then
D
(∑
i
piωi,
∑
i
qiσi
)
≤ D({pi}, {qi}) +
∑
i
piD(ωi, σi). (9)
From strong onvexity, it diretly follows that the trae distane is jointly onvex in its arguments:
D
(∑
i
piωi,
∑
i
piσi
)
≤
∑
i
piD(ωi, σi). (10)
All the above properties of the mixed state delity and trae distane and some additional are disussed in
the exellent survey [11, Ch. 9℄.
B. Approximating Density Matries
The objetive of the ompression algorithm desribed in Se. IV-A is to leave Bob with states that faithfully
approximate Alie's. Only two types of approximations will be used, whih we an already demonstrate by
just using the above properties of the delity and the trae distane.
Let σ and σe be two density matries, pe,n a sequene of numbers suh that pe,n→ 0 as n→∞, and ωn
dened as follows:
ωn = pe,nσe+ (1− pe,n)σ.
Lemma 1: Let σ and ωn be as dened above. Then F(σ,ωn)→ 1 as n→∞.
8Proof: By properties (7), and strong onvexity of the trae distane (9), we have
F(σ,ωn) ≥ 1−D(σ,ωn)
≥ 1− 1
2
∣∣0− pe,n∣∣− 1
2
∣∣1− (1− pe,n)∣∣ −D(σ, σ)
≥ 1− pe,n.
Let Y be a nite set and πn ∈ P(Yn) a probability distribution on Yn. Let {σy, πn(y)
∣∣y ∈ Yn} be an
ensemble of (possibly mixed) states over Hilbert spae H⊗nd . Consider the following density matrix σn:
σn =
∑
y∈Yn
πn(y)σy.
Let Bn ⊆ Yn be a probabilistially large set: πn(Bn) = 1 − ǫn, where ǫn → 0 as n → ∞. It is intuitively
lear that if we replae states σy, y ∈ Yn \ Bn, in the expression for σn by a xed state σe, we obtain a
density matrix whih faithfully represents σn in the sense of (3) when n→∞. To prove a slightly stronger
result (whih we shall use in Se. IV-C), we proeed as follows.
Consider
σn =
∑
y∈Yn
πn(y)σy
=
∑
y∈Bn
πn(y)σy+
∑
y∈Yn\Bn
πn(y)σy
Let pe,n be a sequene of numbers suh that pe,n→ 0 as n→∞, and σ^y, y ∈ Yn, a set of density matries
suh that D(σy, σ^y) ≤ pe,n for all y. We dene a density matrix ωn as
ωn =
∑
y∈Bn
πn(y)σ^y+
∑
y∈Yn\Bn
πn(y)σe
Lemma 2: Let σn and ωn be as dened above. Then F(σn,ωn)→ 1 as n→∞.
Proof: By properties (7), and joint onvexity of the trae distane (10), we have
F(σn,ωn) ≥ 1−D(σn,ωn)
≥ 1−
∑
y∈Bn
πn(y)D(σy, σ^y) +
∑
y∈Yn\Bn
πn(y)D(σy, σe)
≥ 1− (1− ǫn/2)pe,n− ǫn > 1− pe,n− ǫn.
III. The Method of Types
A. Types and Typial Sequenes
Let, as before, X be a nite set and P(X ) the set of all probability distributions on X . Given a sequene
x = {x1, . . . , xn} ∈ Xn and a letter a ∈ X , let N(a|x) denote the number ourrenes of a in x.
9Denition 1: The type of a sequene x ∈ Xn is the distribution Px ∈ P(X ) given by
Px(a) =
1
n
N(a|x) for every a ∈ X .
Conversely, the type lass of a distribution P ∈ P(X ) is the set TnP of all sequenes of type P in Xn:
T
n
P = {x : x ∈ Xn and Px = P}.
The subset of P(X ) onsisting of the possible types of sequenes x ∈ Xn is denoted by Pn(X ). It is easy to
show by elementary ombinatoris that
|Pn(X )| =
(
n + |X | − 1
|X | − 1
)
≤ (n + 1)|X |.
Therefore, there is only a polynomial (in n) number of types.
The size of T
n
P an be bounded as follows:
Lemma 3: [10, pp. 30℄ For any type Px of sequenes in Xn
(n + 1)−|X | exp{nH(Px)} ≤ |TPx| ≤ exp{nH(Px)}.
Denition 2: For any distribution P on X , a sequene x ∈ Xn is P-typial with onstant δ if∣∣∣ 1
n
N(a|x) − P(a)
∣∣∣ ≤ δ for every a ∈ X ,
and no a ∈ X with P(a) = 0 ours in x. The set of suh sequenes will be denoted by TnP,δ, and the set of
their types by PP,δn (X ).
Lemma 4: [10, p. 34℄ For any distribution P on X , we have
Pn(TnP,δ) ≥ 1−
|X |
4nδ2
. (11)
B. Joint and Conditional Types
If X and Y are two nite sets, the joint type of a pair of sequenes x ∈ Xn and y ∈ Yn is dened as a
type of the sequene {(x1, y1), . . . , (xn, yn)} ∈ X × Y. Namely, it is the distribution Px,y ∈ P(X × Y) given
by
Px,y(a, b) =
1
n
N(a, b|x,y) for every a ∈ X , b ∈ Y.
Joint types are often given in terms of the type of x and a stohasti matrix V : X → Y as
Px,y(a, b) = Px(a)V(b|a) for every a ∈ X , b ∈ Y.
10
Denition 3: We say that y ∈ Yn has onditional type V given x ∈ Xn if
N(a, b|x,y) = N(a|x)V(b|a) for every a ∈ X , b ∈ Y.
For any given x ∈ Xn and a stohasti matrix V : X → Y, the set of sequenes y ∈ Yn having onditional
type V given x is alled V-shell of x, and is denoted by TnV(x) or simply by TV(x). The set of all onditional
types of y ∈ Y for a given x will be denoted by Vn(Y,x).
The size of a V-shell an be bounded as follows:
Lemma 5: [10, pp. 31℄ For any type Px of sequenes in Xn and stohasti matrix V suh that TV(x) is
not empty:
(n + 1)−|X ||Y | exp{nH(V |Px)} ≤ |TV(x)| ≤ exp{nH(V |Px)}.
Clearly, every y in the V-shell of an x in the type lass TnPx has the same type Py:
Py(b) =
∑
a∈X
Px(a)V(b|a).
However, by Lemmas 3 and 5, we immediately see that TV(x) is \exponentially smaller" than TP, unless all
rows of V are equal to Py:
(n + 1)−|X ||Y | exp{−nI(Px, V)} ≤ |TV(x)|
|TPy|
≤ (n + 1)|Y | exp{−nI(Px, V)}. (12)
Denition 4: For any given x ∈ Xn and a stohasti matrix W : X → Y, sequene y ∈ Yn isW-generated
by x (or W-typial under the ondition x) with onstant δ′ if∣∣∣ 1
n
N(a, b|x,y) −
1
n
N(a|x)W(b|a)
∣∣∣ ≤ δ′ for every a ∈ X , b ∈ Y,
and N(a, b|x,y) = 0 whenever W(b|a) = 0. The set of suh sequenes will be denoted by TnW,δ′(x), and the
set of their onditional types by VW,δ′n (Y,x).
Lemma 6: [10, p. 34℄ For any stohasti matrix W : X → Y, we have
Wn(TnW,δ′(x)|x) = 1−
|X ||Y |
4nδ′2
.
C. Conditional Typial States
Let ρa be the density matrix of mixed state a given by (2). We onsider ρx = ρx1 ⊗ · · · ⊗ ρxn for x ∈ TnPx:
ρx =
(∑
b∈Y
W(b|x1)|ψb〉〈ψb|
)
⊗ · · · ⊗
(∑
b∈Y
W(b|xn)|ψb〉〈ψb|
)
=
∑
y∈Yn
W(y1|x1) · . . . ·W(yn|xn)|ψy1 〉〈ψy1 |⊗ · · · ⊗ |ψyn〉〈ψyn |
=
∑
y∈Yn
Wn(y|x)|Ψy〉〈Ψy|,
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where Wn(y|x) denotes W(y1|x1) · . . . ·W(yn|xn) and |Ψy〉〈Ψy| denotes |ψy1 〉〈ψy1 | ⊗ · · · ⊗ |ψyn〉〈ψyn |. We
dene partial density matries ρx(V) orresponding to eah V-shell in Vn(Y,x) as follows:
ρx(V) =
∑
y∈TV (x)
1
|TV(x)|
|Ψy〉〈Ψy|.
Now we an write ρx as
ρx =
∑
V∈VW,δ
′
n (Y,x)
Wn(TV(x)|x)ρx(V) +
∑
V∈Vn(Y,x)\VW,δ′n (Y,x)
Wn(TV(x)|x)ρx(V), (13)
where the rst term inludes only the onditionally typial V-shells (W-generated by x), and the seond
term takes are of the rest.
We are now ready to desribe a mixed state ompression algorithm. We shall see that for every typial
x, the algorithm leaves Bob with mixed state ρ^x whih diers from Alie's ρx of (13) only in the following:
In the rst term of (13), ρx(V) is approximated by ρ^x(V) in the sense of Lemma 1, in the seond term of
(13), ρx(V) is simply replaed by some xed error-state ρe,x. Consequently, ρx is approximated by ρ^x in the
sense of Lemma 2.
IV. Mixed State Compression
A. The Algorithm
Alie and Bob have idential random number generators.
1. Alie is given a visible soure sequene x ∈ Xn.
2. For every a ∈ X , Alie determines N(a|x), i.e. the type Px.
3. If Px is not in PP,δn (X ), i.e., x is not P-typial with onstant δ, Alie sends an error indiator, and Bob
prepares some xed error-state ρe. Otherwise, they proeed as follows:
4. Alie hooses a onditional type for sequene y, say V , at random with probability Wn(TV(x)). If V is
not in VW,δ′n (Y,x), i.e., y is not W-generated by x with onstant δ′, Alie sends and error indiator, and
Bob prepares some xed error-state ρe,x. (Here ρe,x and ρe,x(V) below do not depend on x and V sine
Bob does not have that information. The notation signies the stage in the algorithm). Otherwise, they
proeed as follows:
5. Alie determines type Py by omputing
Py(b) =
∑
a∈X
Px(a)V(b|a).
6. Alie tells the type Py to Bob by sending log |Pn(Y)| bits identifying the partiular Py.
7. Alie and Bob eah form a list of Nl sequenes y by drawing randomly from the type lass TPy. Let
R =
logNl
n
.
8. If there is one or more y's on the list belonging to the V-shell TV(x), Alie sends logNl bits to Bob
identifying the position of rst y ∈ TV(x) on the list, and Bob prepares |Ψy〉〈Ψy|. With some probability
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pe,x(V), no y ∈ TV(x) will be on the list that Alie and Bob form. If that is the ase, Alie sends an
error indiator and Bob prepares some xed error-state ρe,x(V).
B. Bob's Density Matrix
For non-typial x, Bob's state is ρe, while for typial x, his state is given by
ρ^x =
∑
V∈VW,δ
′
n (Y,x)
Wn((TV(x)|x)ρ^x(V) +
∑
V∈Vn(Y,x)\VW,δ′n (Y,x)
Wn((TV(x)|x)ρe,x, x ∈ TnP,δ.
Here ρ^x(V) denotes Bob's density matrix when onditional type V is hosen by Alie. Sine Bob prepares
either the error-state ρe,x(V) with probability pe,x(V), or one of the states |Ψy〉〈Ψy|, y ∈ TV(x), with
probability 1− pe,x(V), we have
ρ^x(V) =pe,x(V)ρe,x(V) + (1− pe,x(V))
∑
y∈TV (x)
1
|TV(x)|
|Ψy〉〈Ψy|.
Note that if pe,x(V)→ 0 as n→∞, then Bob's ρ^x(V) approximates Alie's ρx(V) in the sense of Lemma 1,
and thus Bob's ρ^x approximates Alie's ρx in the sense of Lemma 2.
To see under whih onditions pe,x(V)→ 0 as n→∞, we proeed as follows: Clearly, the probability that
a sequene y randomly drawn from TPy is in TV(x) equals to |TV(x)|/|TPy|. The probability pe,x(V) that no
suh sequene is on the list of length Nl is thus equal to
(
1− |TV(x)|/|TPy|
)Nl
. This quantity an be bound
by applying the inequality (1 − x)k ≤ e−kx, and then the ratio |TV(x)|/|TPy| an be bound by applying the
inequalities (12):
pe,x(V) =
(
1− |TV(x)|/|TPy|
)Nl
≤e−Nl |TV (x)|/|TPy|
≤e−exp(n(R−I−ǫ′′n)),
where I refers to I(Px, V) and ǫ
′′
n = |X ||Y | log(n + 1)/n. Therefore, if
R > I(Px, V) + ǫ
′′
n, (14)
we have pe,x(V)→ 0 as n→∞.
C. Mixed State Fidelity
We now have all we need to bound the value of
∑
x∈Xn P(x)F(ρx, ρ^x), and thus prove the main result of
the ompression algorithm:
Theorem 1: Let R > I(Px, V) + ǫ
′′
n, for all Px ∈ Pn(Y) and all V ∈ VW,δ
′
n (Y,x). Then
∑
x∈Xn
P(x)F(ρx, ρ^x)→ 1 as n→∞.
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Proof: By Lemma 4,
∑
x∈Xn
P(x)F(ρx, ρ^x) ≥ 1−
∑
x∈Xn
P(x)D(ρx, ρ^x)
= 1−
∑
x∈TnP,δ
P(x)D(ρx, ρ^x) −
∑
x∈Xn\Tn
P,δ
P(x)D(ρx, ρe)
≥ 1−
∑
x∈Tn
P,δ
P(x)D(ρx, ρ^x) − ǫn, (15)
where ǫn = |X |/(2nδ2). By Lemma 6,
D(ρx, ρ^x) =
∑
V∈VW,δ
′
n (Y,x)
Wn((TV(x)|x)D(ρx(V), ρ^x(V)) +
∑
V∈Vn(Y,x)\VW,δ′n (Y,x)
Wn((TV(x)|x)D(ρx(V), ρ^e,x)
≤
∑
V∈VW,δ
′
n (Y,x)
Wn((TV(x)|x)D(ρx(V), ρ^x(V)) + ǫ
′
n, (16)
where ǫ′n = |X ||Y |/(2nδ′2). By Lemma 1,
D(ρx(V), ρ^x(V)) ≤ pe,x(V). (17)
Let pe,n denote the maximum of all pe,x(V) over all x ∈ TnP,δ and V ∈ VW,δ
′
n (Y,x). Combining (15), (16),
and (17), we obtain
∑
x∈Xn
P(x)F(ρx, ρ^x) ≥ 1− (1− ǫn)(1− ǫ′n)pe,n− (1− ǫn)ǫ′n− ǫn
> 1− pe,n− ǫ
′
n− ǫn
As n → ∞, we know that ǫn→ 0 and ǫ′n → 0, whereas pe,n→ 0 when the ompression rate satises (14)
for all x ∈ TnP,δ and V ∈ VW,δ
′
n (Y,x). Therefore, under the onditions of the Theorem, we have
∑
x∈Xn
P(x)F(ρx, ρ^x)→ 1 as n→∞.
D. Ahievable Compression Rate
To show that a ompression rate of I(P,W) is ahievable, we use the ontinuity of entropy:
Lemma 7: If {pi}
N
i=1 and {qi}
N
i=1 are two probability distributions suh that
N∑
i=1
|pi− qi| ≤ θ ≤ 1
2
,
then
|H(p1, . . . , pN) −H(q1, . . . , qN)| ≤ −θ log θ
N
.
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We show that for all x ∈ TnP,δ and V ∈ VW,δ
′
n (Y,x),
|I(P,W) − I(Px, V)|→ 0 as δ, δ′ → 0.
Consider
|I(P,W) − I(Px, V)| ≤ |H(Q) −H(Py)| + |H(W|P) −H(V |Px)|
≤ |H(Q) −H(Py)| + |H(W|P) −H(W|Px)| + |H(W|Px) −H(V |Px)|
≤ −|X ||Y |(δ + δ′) log[(δ+ δ′)|X |] + δ log |Y | − |X ||Y |δ′ log δ′
(18)
To bound the rst and the third term in (18), we used the ontinuity of entropy (Lemma 7), and to bound
the seond term, we used the log |Y | bound on the entropy of any distribution over Y.
V. Appliations
A. The Example of Fig. 1
We onsider the system of Example 1 as shown in Fig. 1. Let h denote the binary entropy funtion:
h(x) = −x log(x) − (1− x) log(1− x).
For the lassial information measures, we have
H(Q) = log 3
H(P/W) =h(1/3) = −2/3+ log 3
I(P,W) =2/3
For the quantum information measures, we have
S(ρ) =1
S =h(1/2−
√
3/6)
χ =1− h(1/2−
√
3/6) = .255 . . .
Note the gap between I(P,W) and χ.
B. Soures of Mixed States with Commuting Density Operators
When the density matries ρa, a ∈ X , ommute, they an be made diagonal in the same basis. Thus, we
shall assume that they are mixtures of orthogonal pure states |ψb〉〈ψb|, b ∈ Y:
ρa =
∑
b∈Y
W(b|a)|ψb〉〈ψb|, a ∈ X .
Reall that
ρ =
∑
a∈X
P(a)ρa =
∑
b∈Y
Q(b)|ψb〉〈ψb|.
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Sine |ψb〉〈ψb| are orthogonal, we have S(ρ) = H(Q), and
∑
a∈X P(a)S(ρa) = H(W/P). Therefore, the
Holevo quantity χ is in this ase equal to the mutual information I(P,W):
χ = S(ρ) −
∑
a∈X
P(a)S(ρa) = H(Q) −H(W/P) = I(P,W).
A way to ensure that Bob's matries ρ^x ommute is to assign the uniform mixture of pure states |Ψy〉〈Ψy|,
y ∈ Yn, to eah error-state in the ompression algorithm:
ρe = ρe,x = ρe,n =
1
|Y |n
∑
y∈Yn
|Ψy〉〈Ψy|. (19)
Of ourse, no partiular hoie of the error-states is required if the only goal is an asymptotially good
delity. However, ommutativity of Bob's matries keeps the entire system lassial, makes it easier to
derive an expression for the delity, and onsequently puts us in a good position to reognize possible
related problems of lassial information theory.
For eah sequene x, Alie's density matrix is
ρx =
∑
y∈Yn
Wn(y|x)|Ψy〉〈Ψy|.
With assignment (19), the ompression algorithm leaves Bob with the density matrix
ρ^x =
∑
y∈Yn
Ŵn(y|x)|Ψy〉〈Ψy|.
Therefore, the mixed state delity between ρx and ρ^x is
F(ρx, ρ^x) =
{
Tr
[
(
√
ρxρ^x
√
ρx)
1/2
]}2
=
{
Tr
[
(ρxρ^x)
1/2
]}2
=
{
Tr
[( ∑
y∈Yn
Wn(y|x)Ŵn(y|x)|Ψy〉〈Ψy|
)1/2]}2
=
[ ∑
y∈Yn
√
Wn(y|x) · Ŵn(y|x)
]2
.
VI. Connetions with Classial Problems
We disuss three problems of lassial information theory, eah to a ertain degree related to the problem
of visible mixed state ompression.
A. Soures of Probability Distributions
We onsider a disrete memoryless soure whose alphabet is a set of |X | oins with |Y | faes. When oin
Ca is tossed, fae b appears with probability W(b|a), a ∈ X , b ∈ Y. The soure, Alie, produes sequenes
of oins, i.e., probability distributions, where eah oin is drawn independently aording to the probability
distribution P. A soure whose alphabet onsists of two probability distribution is desribed in the following
example:
Example 2: A soure of two biased oins is shown in Fig. 2. If oin C1 is tossed, the probability of getting
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1−w
1−w
w
w
oins faes
C2
C1
T
H
Fig. 2
Soure.
a tail is w, if oin C2 is tossed, the probability of getting a head is w.
When the n oins in Alie's sequene Cx = {Cx1 , . . . , Cxn } are tossed, the probability of getting sequene
y ∈ Yn of faes is Wn(y|x) = W(y1|x1) · . . . ·W(yn|xn). Eah time Alie is given sequene of oins Cx, the
reproduing soure Bob prepares sequene of faes y ∈ Yn with probability Ŵn(y|x) suh that
∑
x∈Xn
P(x)FYn
(
Wn(·|x), Ŵn(·|x))→ 1 as n→∞. (20)
Here FYn(·, ·) is the Bhattaharyya-Wooters overlap between two probability distributions over the set Yn:
FYn
(
Wn(·|x), Ŵn(·|x)) =[ ∑
y∈Yn
√
Wn(y|x) · Ŵn(y|x)
]2
.
Requirement (20), ensures that Alie and Bob appear to be idential soures of probability distributions to
an observer who an see only the sequenes of faes at both ends. More preisely, with probability approahing
1 as n inreases, suh observer an not tell the dierene between Alie and Bob. We immediately see that
goal (20) an be ahieved by running the ompression algorithm desribed in Se. IV.
B. Type Covering
We again onsider the soure of the previous setion, whose alphabet is a set of |X | oins with |Y | faes.
But now, for eah Alie's sequene Cx of oins, Bob prepares a predetermined sequene y(x) of faes suh
that
∑
x∈Xn
P(x)FX×Y
(
PxW(·|·), Px,y(x)
)→ 1 as n→∞.
Here FX×Y(·, ·) is the Bhattaharyya-Wooters overlap between two probability distributions over the set
X × Y:
FX×Y
(
PxW(·|·), Px,y(x)
)
=
[ ∑
(a,b)∈X×Y
√
Px(a)W(b|a) · Px,y(x)(a, b)
]2
(21)
=
[ ∑
(a,b)∈X×Y
1
n
√
N(a|x)W(b|a) ·N(a, b|x,y(x))
]2
.
This problem was translated into a rate distortion one, and solved for perfet and imperfet asymptoti
delity in [6℄. By using only simple ombinatorial tehniques, we will show that I(P,W) is the optimal rate
for perfet asymptoti delity.
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We rst show that the overlap (21) is lose to 1 if and only if y(x) is W-generated by x with some onstant
δ lose to 0. We prove this laim in the following two lemmas by using the inequalities (7), whih bound the
delity in terms of the trae distane and vie versa.
Lemma 8: Let y(x) be W-generated by x with onstant δ:∣∣∣ 1
n
N(a, b|x,y) −
1
n
N(a|x)W(b|a)
∣∣∣ ≤ δ for every a ∈ X , b ∈ Y. (22)
Then
FX×Y
(
PxW(·|·), Px,y(x)
)→ 1, as δ→ 0.
Proof: By (7), we an bound the Bhattaharyya-Wooters overlap (21) in terms of the orresponding
trae distane:
FX×Y
(
PxW(·|·), Px,y(x)
)
=
[ ∑
(a,b)∈X×Y
1
n
√
N(a|x)W(b|a) ·N(a, b|x,y(x))
]2
≥1− 1
2
∑
(a,b)∈X×Y
∣∣∣ 1
n
N(a, b|x,y) −
1
n
N(a|x)W(b|a)
∣∣∣.
Beause of (22), we have
FX×Y
(
PxW(·|·), Px,y(x)
) ≥ 1− δ · |X ||Y |/2.
Lemma 9: Let Bhattaharyya-Wooters overlap (21) be equal to 1 − α/2. Then sequene y(x) is W-
generated by x with onstant 2
√
α.
Proof: By (7), we an bound the trae distane between the distributions PxW(·|·) and Px,y(x) in terms
of their Bhattaharyya-Wooters overlap (21):
1
2
∑
(a,b)∈X×Y
∣∣∣ 1
n
N(a, b|x,y) −
1
n
N(a|x)W(b|a)
∣∣∣ ≤ [1− F2X×Y(PxW(·|·)Px,y(x))]1/2 ≤ √α.
It follows that ∣∣∣ 1
n
N(a, b|x,y) −
1
n
N(a|x)W(b|a)
∣∣∣ ≤ 2√α for every a ∈ X , b ∈ Y.
Therefore, for a given x, the delity (21) is lose to 1 if and only if y(x) is W-generated by x with some
onstant δ lose to 0. A ompression ode C ⊆ Yn will have to ontain at least one suh y(x) for eah
x ∈ TP,δx, as shown next.
Denition 5: We shall say that ode C ⊆ Yn of fae sequenes overs set B ⊆ Xn of oin sequenes
with onstant δ if it ontains at least one element of TnW,δ(x), for eah x ∈ B, i.e., for eah x ∈ B, we have
C ∩ TnW,δ(x) 6= ∅.
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Theorem 2: Let C be a ode whih overs the set TP,δx. For eah x ∈ Xn, let y(x) be an element of
C ∩ TnW,δ(x) if x ∈ TP,δx, and y(x) be an arbitrary ye ∈ Yn, otherwise. Then
∑
x∈Xn
P(x)FX×Y
(
PxW(·|·), Px,y(x)
)→ 1 as n→∞.
Proof: By Lemmas 4 and 8,
∑
x∈Xn
P(x)FX×Y
(
PxW(·|·), Px,y(x)
) ≥ (1− |X |
4nδx2
)(
1−
δ|X ||Y |
2
)
.
We assume that Alie and Bob both know the ompression ode C. To identify y(x), Alie has to send to
Bob log |C| bits of lassial information. The ompression rate is, therefore, given by
R =
log |C|
n
,
and is determined by the size of the smallest ode C that overs TP,δ. To bound the size of C, we shall use the
following simple general result about overings, known as Johnson-Stein-Lovasz Theorem (see for example
[12, p. 322℄):
Theorem 3: Let A be a 0 − 1 matrix with N rows and M olumns. Assume that eah row ontains at
least v ones and eah olumn at most a ones. Then there exists an N× K submatrix C of A with
K ≤ N
a
+
M
v
log a ≤ M
v
(1+ log a)
suh that C ontains no all-zero rows.
In order to use Theorem 3 in bounding ompression ode rate R, we onstrut matrix A as follows: The
rows of A are indexed by sequenes x that are P-typial with onstant δx, olumns by sequenes y that are
Q-typial with onstant δy. Thus A has |TP,δx| rows and |TQ,δy| olumns. An element of A in row x and
olumn y is set to 1 if x and y are jointly typial with onstant δxy, i.e., if
|P(a)W(b|a) −
1
n
N(a, b|x,y)| = |Q(a)U(b|a) −
1
n
N(a, b|x,y)| ≤ δxy,
otherwise to 0. We rst show that all ys orresponding to the 1s in a partiular row x are W-generated by
x with onstant δ = δx+ δxy: For eah row x having a 1 in olumn y, we have
|Px(b)W(b|a) −
1
n
N(a, b|x,y)| ≤ |Px(b)W(b|a) − P(a)W(b|a)| + |P(a)W(b|a) − 1
n
N(a, b|x,y)|
≤ δx+ δxy = δ.
Therefore y ∈ TnW,δ(x). Sine C is a submatrix of A with no all-zero rows, the set C of sequenes y
indexing the olumns of C overs the set TnP,δx. Therefore, by Theorem 2, C an serve as a ompression ode
asymptotially ahieving perfet delity.
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We nd v, a lower bound to the number of 1's in eah row as follows: For eah x, onsider all sequenes
y whih are W-generated by x with onstant δ′. If δ′ is set to be equal to δxy− δx, we have
|P(a)W(b|a) −
1
n
N(a, b|x,y)| ≤ |P(a)W(b|a) − Px(a)W(b|a)| + |Px(a)W(b|a) − 1
n
N(a, b|x,y)|
≤ δx+ δ′ = δxy.
Thus, if y ∈ TnW,δ′(x), the element of A in row x and olumn y is set to 1. Therefore, the number of 1's in
eah row is at least v:
v = exp[n(H(W/P) − ǫ′).
We nd a, an upper bound to the number of 1's in eah olumn as follows: For eah olumn y having a
1 in row x, we have
|Py(b)U(a|b) −
1
n
N(a, b|x,y)| ≤ |Py(b)U(a|b) −Q(b)U(a|b)| + |Q(b)U(a|b) − 1
n
N(a, b|x,y)|
≤ δy+ δxy.
Therefore x ∈ TnU,δ′′(y), δ′′ = δy+ δxy, and thus the number of 1's in eah olumn is at most a:
a = exp[n(H(U/Q) + ǫ′′].
Theorem 3 gives an upper bound on K, the number of olumns in C and thus the ode rate
R =
logK
n
.
Sine M = |TnQ,δy| ≤ exp[n(H(Q) + ǫy)], we have
K ≤ M
v
(1+ log a)
≤ exp[n(H(Q) −H(W/P) + ǫy+ ǫ′)] · [1+ n(H(U/Q) + ǫ′′)].
Now, for any N× K submatrix of A with no all-zero rows, we have K · a ≥ N · 1, and thus
K ≥ N
a
≥ exp[n(H(P) −H(U/Q) + ǫx − ǫ′′)].
Therefore, the ompression R is bounded by
I(P,W) + ǫx− ǫ
′′ ≤ R ≤ I(P,W) + ǫy+ ǫ′ + log[1+ n(H(U/Q) + ǫ
′′)]
n
,
where ǫx, ǫy, ǫ
′, ǫ′′ → 0, as n→∞, and the ompression rate I(P,W) is asymptotially optimal.
Let us now ompare the ompression problem in this setion with the earlier one in Se. VI-A. In the earlier
ase, for eah Alie's sequene of oins x, Bob most likely hooses one of the approximately exp{nH(W/P)}
sequenes of faes W-generated by x, eah one with roughly the same probability. In the ase we just
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onsidered, for eah Alie's x, Bob's sequene of faes will always be a xed sequene y(x), W-generated by
x. Note that in both ases, after a y ∈ TnW,δ(x) has been identied for Bob, his unertainty about x redues
from H(P) to H(U/Q); hene the same ompression rate.
To an observer who an see only the sequenes of faes at both ends, Alie and Bob now do not appear to
be idential soures for any rate of ompression R smaller than the entropy H(Q): Bob has about exp(nR)
dierent, equally likely fae-sequenes of length n whereas Alie has about exp(nH(Q)). For eah Alie's x,
for quantum transmission or storage, Bob an prepare the quantum state |Ψy〉〈Ψy| instead of the sequene
of faes y. In the senario of Se. VI-A, his state is roughly a uniform mixture of pure states |Ψy〉〈Ψy| where
eah y is W-generated by x, whereas in the senario of this setion, his state is the pure state |Ψy(x)〉〈Ψy(x)|.
C. Channel Coding and Lossy Mixed State Compression
The Bhattaharyya distane is in lassial information theory most ommonly known for its role in bound-
ing the error-probability of a disrete memoryless hannel (DMC): Consider a DMC with input alphabet X ,
output alphabet Y, and transition probabilities W(b|a), a ∈ X , b ∈ Y. When sequene x ∈ Xn has been
transmitted, the probability that the maximum likelihood detetor nds sequene x′ ∈ Xn more likely is
smaller than
∑
y∈Yn
√
Wn(y|x)Wn(y|x′).
This bound is known as the Bhattaharyya bound and its negative logarithm as the Bhattaharyya distane
between sequenes x and x′. The probability of error for the maximum likelihood deoder an then be
bounded in terms of the rate of the hannel ode used for transmission. One way to derive suh bound is
by solving a speial rate distortion problem. We state the problem below and desribe its onnetion with
partiular lossy mixed state ompression. For its appliation to hannel oding, we refer the reader to [13℄
or textbooks [10, pp. 185, 193℄ and [14, pp. 408{410℄.
Consider a lossy mixed state ompression problem where both the original soure Alie and the reprodu-
tion soure Bob have the same alphabet X . The delity between sequenes x and x′ is the Bhattaharyya-
Wooters overlap between Wn(·|x) and Wn(·|x′):
F(x,x′) =
[ ∑
y∈Yn
√
Wn(y|x)Wn(y|x′)
]2
. (23)
Let C ⊆ Xn be a reprodution ode. We enode soure sequene x ∈ Xn by hoosing the odeword x^ whih
maximizes the delity F(x, x^). Let F(x|C) denote this maximum delity:
F(x|C) = max
x^∈C
F(x, x^),
and F(C), the expeted delity ahieved with ode C:
F(C) =
∑
x∈Xn
P(x)F(x|C).
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We are interested in nding out how the delity F(C) depends on the rate of ode C.
We get the answer to the question through the following rate distortion problem. Let again soure and
reprodution alphabet be X . Dene a single-letter distortion measure between a soure letter a and a
reprodution letter a′ to be the Bhattaharyya distane between the letters:
dW(a, a
′) = − log
∑
b∈Y
√
W(b|a)W(b|a′), a, a′ ∈ X .
To make the distortion nite, we shall assume that any two oins have at least one ommon fae, i.e., far
all a, a′ ∈ X , there is a b ∈ Y suh that W(b|a) > 0 and W(b|a′) > 0. Thus, we have
0 ≤ dW(a, a′) ≤ d0, a, a′ ∈ X .
Beause of our assumption that W has no idential rows, dW(a, a
′) = 0 i a = a′.
The distortion between sequenes is the average of the per letter distortion between elements of the
sequenes:
dW(x,x
′) =
1
n
n∑
i=1
d(xi, x
′
i) = −
1
n
log
n∏
i=1
[∑
b∈Y
√
W(b|xi)W(b|x
′
i)
]
=−
1
n
log
∑
y∈Yn
√
Wn(y|x)Wn(y|x′), x,x′ ∈ Xn.
The delity (23) is therefore given by
F(x,x′) = exp(−2ndW(x,x
′)).
Note that if the distortion between two sequenes remains stritly positive as n inreases, the delity between
them approahes 0.
Let C ⊆ Xn be a reprodution ode. We enode soure sequene x ∈ Xn by hoosing the odeword x^ that
minimizes the distortion d(x, x^). Let d(x|C) denote this minimum distortion:
d(x|C) = min
x^∈C
d(x, x^),
and d(C), the expeted distortion ahieved with ode C:
d(C) =
∑
x∈Xn
P(x)d(x, C).
Let V be an |X |× |X | stohasti matrix with elements Vaa′ = V(a′|a), a, a′ ∈ X , and let
d(V) =
∑
a,a′∈X
P(a)V(a′ |a)d(a, a′).
be the average distortion assoiated with V . The rate distortion funtion of a DMS with generi distri-
bution P is given by
R(D) = max
V:d(V)≤D
I(P, V).
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Its signiane, found by Shannon in [15℄, is expressed by the soure oding theorem and its onverse (see
[14, pp. 397{400℄ for the form used here). Before stating the theorem and its appliation to our problem, we
ompute the distortion measure dW(·, ·) and the rate distortion funtion for the soure of Example 2.
Example 3: Consider again the soure shown in Fig. 2. We have
dW(C1, C2) = − log
√
4p(1− p) and dW(x,x
′) =
1
n
DH(x,x
′) · dW(C1, C2),
where DH(x,x
′) is the Hamming distane between sequenes x and x′. The rate distortion funtion is given
by
R(D) = H(P) − h(D/dW(C1, C2)).
Note that R(0) = H(P), whih is true in general under our assumptions.
Theorem 4: [14, pp. 397{400℄ Soure Coding Theorem and its Converse
For any blok length n and rate R, there exists a blok ode C ⊆ Xn with average distortion d(C) satisfying
d(C) ≤ D+ d0e−nE(R,D),
where E(R,D) > 0 for R > R(D). Conversely, no soure ode for whih d(C) ≤ D has rate smaller than R(D).
We use this result to show how the delity F(C) depends on the rate of ode C:
Theorem 5: For any blok length n and rate R > H(P), a rate R blok ode C ⊆ Xn exists suh that the
delity F(C)→ 1 as n→ 0. Conversely, for any ode C ⊆ Xn with rate R < H(P), F(C)→ 0 as n→ 0.
Proof: By the Soure Coding Theorem 4, we have
F(C) =
∑
x∈Xn
P(x)F(x|C)
=
∑
x∈Xn
P(x) exp(2ndW(x|C))
≥
∑
x∈Xn
P(x)(1− ndW(x|C))
≥1− nd0e−nE(R,0)
where E(R, 0) > 0 for R > R(0) = H(P). Therefore, the delity an be made arbitrarily lose to 1 by inreasing
the blok length n.
By the Converse to the Soure Coding Theorem 4, no ode for whih d(C) ≤ 0 has rate smaller then H(P).
Thus for R < H(P), we have d(C) = D > 0. Therefore, the distortion d(x|C) remains stritly positive as
n inreases for a probabilistially large set of sequenes x. Consequently for the same set the delity Fx|C)
approahes 0.
23
Referenes
[1℄ B. W. Shumaher, \Quantum oding," Physial Review A, vol. 64, 2001.
[2℄ M. Horodeki, \Optimal ompression for mixed signal states," Phys. Rev. A, vol. 57, pp. 3364{3369, 1998.
[3℄ M. Horodeki, \Limits for ompression of quantum information arried by ensembles of mixed states," Phys. Rev. A,
vol. 61, 052309, 2001.
[4℄ H. Barnum, C. M. Caves, C. A. Fuhs, R. Jozsa, and B. Shumaher, \On quantum oding ensembles of mixed states,"
arXiv:quant-ph/0008024.
[5℄ W. Dur, G. Vidal, and J. I. Cira, \Visible ompression of ommuting mixed states," Phys. Rev. A, vol. 51 pp. 2738{2747,
1995.
[6℄ G. Kramer and S. .A. Savari, \Quantum data ompression of ensembles of mixed states with ommuting density operators,"
arXiv:quant-ph/0101119.
[7℄ M. Koashi and N. Imoto, \Compressibility of Mixed-State Signals," arXiv:quant-ph/0103128.
[8℄ C. E. Shannon, \A mathematial theory of ommuniation," Bell Syst. Teh. J., vol. 27, no. 10, pp. 379{423, 623{656,
Ot. 1948.
[9℄ I. Csiszar, \The method of types," IEEE Trans. Inform. Theory, vol. 44, pp. 2505{2523, Ot. 1998.
[10℄ I. Csiszar and J. Korner, Information Theory: Coding Theorems for Disrete Memoryless Systems. Budapest,
Hungary: Aademiai Kiado, 1986.
[11℄ M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, New York: Cambridge
Univ. Press, 2000.
[12℄ G. Cohen, I. Honkala, S. Litsyn, and A. Lobstein, Covering Codes. The Netherlands: North Holland, 1997.
[13℄ J. K. Omura, \Expurgated bounds, Bhattaharyya distane, and rate distortion funtions," Information and Control,
Vol. 24, pp. 358{383, 1974.
[14℄ A. J. Viterbi and J. K. Omura, \Priniples of Digital Communiation and Coding," New York: MGraw-Hill, 1979.
[15℄ C. E. Shannon, \Coding theorems for a disrete soure with a delity riterion," IRE National Convention Reord,
Part 4, pp. 142{163, 1959.
[16℄ T. Berger, Rate Distortion Theory: A Mathematial Basis for Data Compression, Englewood Clis, NJ: Prentie
Hall, 1971.
