Viewing faces in motion or attached to a body instead of isolated static faces improves their subsequent recognition. Here we enhanced the ecological validity of face encoding by having observers physically moving in a virtual room populated by life-size avatars. We compared the recognition performance of this active group to two control groups. The first control group watched a passive reenactment of the visual experience of the active group. The second control group saw static screenshots of the avatars. All groups performed the same old/new recognition task after learning. Half of the learned faces were shown at test in an orientation close to that experienced during learning while the others were viewed from a new viewing angle. All observers found novel views more difficult to recognize than familiar ones. Overall, the active group performed better than both other groups. Furthermore, the group learning faces from static images was the only one to be at chance level in the novel-view condition. These findings suggest that active exploration combined with a dynamic experience of the faces to learn allow for more robust face recognition and point out the value of such techniques for integrating facial visual information and enhancing recognition from novel viewpoints.
Introduction
Identifying the people around us is a crucial social task in everyday life. Defining the circumstances under which we are best at this task will allow us to better understand face recognition mechanisms. In the current study we created a "virtual museum" -a virtual reality (VR) cave, populated with life-size, static avatars -to examine whether variations in perceptual experience during initial encounters with a new face influences subsequent identity encoding. Our VR environment allowed us to examined three specific learning components that might influence identity processing during day-to-day encounters with other people: 1) dynamic rather than static exposure to target identities as the participants moved around the avatars and thereby were exposed to rigid facial motion; 2) faces shown attached to a body rather than as isolated heads, and; 3) active rather than passive exploration of the stimuli by the participants. In the following sections we first review what is already known about these three aspects of face encoding. We then introduce the notion of viewpoint change as a useful measure of facial expertise, before finally giving a short overview of our study and its goals.
Dynamic advantage: facial motion facilitates recognition
There is now considerable evidence to suggest that exposure to moving faces can facilitate identity processing (for review see Lander & Butcher, 2015; O'Toole, Roark, & Abdi, 2002; Xiao et al., 2014) . Dynamic face advantages have been reported both for rigid movements of the head, for example when a person shakes her head (e.g., Hill & Johnston, 2001; Pike, Kemp, Towell, & Phillips, 1997; Xiao, Quinn, Ge, & Lee, 2012) , and the non-rigid deformations of the face that occur during speech or display of expression (e.g., Butcher, Lander, Fang, & Costen, 2011; Knappmeyer, Thornton, & Bülthoff, 2003; Knight & Johnston, 1997; Lander & Bruce, 2000) . Such effects appear to generalize across types of task, for example standard old/new recognition tests of memory (e.g., Butcher et al., 2011; Lander & Chuang, 2005; Lander, Chuang, & Wickham, 2006) , matching tasks (e.g., Girges, Spencer, & O'Brien, 2015; Knappmeyer et al., 2003; Thornton & Kourtzi, 2002 ), composite paradigms (Xiao et al., 2012 Xiao, Quinn, Ge, & Lee, 2013) and visual search (Pilz, Thornton, & Bülthoff, 2006) , as well as types of stimuli, including video clips (e.g., Bruce & Valentine, 1988; Knight & Johnston, 1997; Lander & Bruce, 2000) , point-light displays (Bruce & Valentine, 1988; Kozlowski & Cutting, https://doi.org/10.1016/j.visres.2017.12.001 Received 27 July 2017; Received in revised form 1 December 2017; Accepted 13 December 2017
