Process-variation-aware electromagnetic-semiconductor coupled simulation by Chen, Q et al.
Title Process-variation-aware electromagnetic-semiconductorcoupled simulation
Author(s) Xu, Y; Chen, Q; Jiang, L; Wong, N
Citation
The 2011 IEEE International Symposium on Circuits and
Systems (ISCAS), Rio de Janeiro, Brazil, 15-18 May 2011. In
Proceedings of ISCAS, 2011, p. 2853-2856
Issued Date 2011
URL http://hdl.handle.net/10722/143400
Rights Creative Commons: Attribution 3.0 Hong Kong License
Process-Variation-Aware Electromagnetic-Semiconductor
Coupled Simulation
Yuanzhe Xu, Quan Chen, Lijun Jiang, Ngai Wong
Department of Electrical and Electronic Engineering, The University of Hong Kong, Pokfulam Road, Hong Kong
Email: {yzxu,quanchen,ljiang,nwong}@eee.hku.hk
Abstract—We develop a new method based on the high-frequency
electromagnetic (EM)-semiconductor coupled simulation to analyze the
impact of multi-type process variations happen around semiconductor-
metal structure. It is competent to simultaneously handle geometrical
variations like surface roughness and material variations like semi-
conductor doping profile, which are difficult for traditional “stand
alone” simulation methods. A sparse grid based stochastic spectral
collocation method (SSCM) combined with principle factor analysis (PFA)
is implemented to accelerate the stochastic simulation. Numerical results
confirm the validity and significance of our variational coupled simulation
framework.
I. INTRODUCTION
While the operational frequency is marching into multi-gigahertz,
traditional separated characterization of metallic interconnects (full-
wave EM) and semiconductor devices (TCAD model) becomes insuf-
ficient due to the increasing interactions between EM and semicon-
ductor dynamics. A method breaking the barrier between full-wave
EM models and semiconductor models was first proposed in [1], [2],
which is named as the A-V solver with scalar potential 𝑉 and vector
potential A being the basic unknowns. By simultaneously solving
the Maxwell’s equations and the semiconductor equations (e.g., drift-
diffusion equations) in the frequency domain, the A-V solver sets up
a physically consistent and numerically convenient linkage between
the EM models and the semiconductor carrier transport models.
Process variation is another major concern in submicron technol-
ogy, which brings undesirable perturbations to the characteristics of
devices and interconnects [3]. Generally, process variations affecting
integrated circuits can be categorized as geometrical variations and
material variations. There have been a number of studies on both
types of variations, e.g. surface roughness of metal wire [4] and
random dopant fluctuations (RDF) in the semiconductor [5]. Never-
theless, these variations are usually studied within a pure interconnect
context or a pure semiconductor context, with the geometrical varia-
tions being the major concern in the former while material variations
in the latter. This decoupled characterization of process variations is
also becoming insufficient given the increasing tight coupling among
interconnects and semiconductor.
In this paper, we propose a variational A-V solver which allows
a convenient and simultaneous characterization of geometrical and
material variations in the coupled simulation framework. We believe it
is the first time that typical process variations in metallic interconnects
and semiconductor, including their mutual intercorrelations, can be
simulated in a unified manner, which is very difficult, if not impos-
sible, to be realized with existing decoupled simulation frameworks.
Stochastic spectral collocation method (SSCM), is employed to speed
up the stochastic analysis. Numerical results then confirm the validity
and effectiveness of the proposed method.
II. BACKGROUND
A. Standard A-V solver for Coupled EM-Semiconductor Simulation
The standard A-V solver was proposed in [1], [2] which is based
on the finite volume method (FVM). In the FVM discretization,
variables are assigned to the nodes and links of computational
grid and associated with geometrical meanings. Specifically, scalar
potentials 𝑉 are associated on the vertices of cells; vector potentials
A are assigned to the centers of links; flux variables are represented
as vectors on links orthogonally passing through certain surfaces;
density variables like 𝑛 and 𝑝 are assigned on nodes. This is the
very concept for the further incorporation of variations into the
construction of differential operators.
The equation system of the A-V solver consists of three parts.
Firstly, Gauss’s law equation (for semiconductors and insulators) and
current-continuity equation (for metals) are used to determine the
electric potential 𝑉 , which reads{ ∇ ⋅ [𝜀𝑟(∇𝑉 + 𝑗𝜔A)] + 𝜌 = 0,
∇ ⋅ [(𝜎𝑐 + 𝑗𝜔𝜀𝑟)(∇𝑉 + 𝑗𝜔A)] = 0, (1)
where 𝜀r, 𝜎𝑐, 𝜔 and 𝜌 denote the relative permittivity, conductivity,
frequency and free charge density, respectively. Secondly, current-
continuity equation is applied to solve for the charge carrier density
𝑛 and 𝑝 in the semiconductors
∇ ⋅ J𝑛,𝑝 + 𝑗𝜔𝜌 = ±𝑈(𝑛, 𝑝), (2)
where 𝑈 is the generation/recombination rate of charge carriers.
Thirdly, the modified Ampere’s equation is adopted to calculate
magnetic potential A
∇× ( 1
𝜇𝑟
∇×A)+𝐾(𝜎𝑐+ 𝑗𝜔𝜀r)(∇𝑉 + 𝑗𝜔A)−𝐾Jdiﬀ = 0, (3)
where 𝐾 and 𝜇𝑟 denote the scaling constant [2] and the relative
permeability, respectively.
Based on (1), (2) and (3), a nonlinear system is set up for the
unknowns {𝑉, 𝑛, 𝑝,A} and its solution is obtained by the Newton-
Raphson method. For more details we refer the readers to [1], [2].
III. VARIATIONAL COUPLED EM-SEMIC-
ONDUCTOR SIMULATION
Based on the standard A-V solver, the variational A-V solver re-
quires modifications in the following 4 steps: generation of node-wise
perturbations, calculation of perturbed geometrical and/or material
parameters, construction of differential operators and solution of the
resultant linear equation.
A. Generation of Node-Wise Perturbations
The geometrical variations are modeled as spatially correlated
random perturbations of nodes around their nominal positions. For a
Z direction fluctuation, it is denoted by
Z = Z0 +ΔZ, (4)
where Z0 is its original Z coordinate and Δ𝑍 is the fluctuation which
has a Gaussian distribution
𝜌(Δ𝑍) =
1√
2𝜋𝜎2𝑠
exp(−Δ𝑍
2
2𝜎2𝑠
), (5)
𝐶𝑜𝑣(Δ𝑍𝑖,Δ𝑍𝑗) = 𝜎
2
𝑠exp(−∣𝑥𝑖 − 𝑥𝑗 ∣
2
𝜂2
), (6)
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Fig. 1. Perturbed geometrical parameters.
where 𝜇, 𝜎𝑠 and 𝜂 denote the mean and standard deviation (std) of
the variable Δ𝑍 and correlation length, respectively. In principle, it
is the same case to describe the line space deviation and line edge
roughness, in which X or Y direction coordinates are perturbed.
Regarding material variations, they are mostly in the form of
fluctuations in doping profile of semiconductor. Based on the atom-
istic simulation [5] from CMOS technology, random variations are
added to the concentrations of charge carrier 𝑛 and 𝑝 on each node.
Other material variations like permittivity variations can be modeled
similarly.
B. Calculation of Geometrical Parameters
Introduction of process variations using the aforementioned models
does not affect the indices of nodes and links as well as their
connectivity in the computational grid, but changes some geometrical
parameters such as the link lengths, surface areas and node volumes.
In particular, two variables are subjected to major modifications,
namely, the area of dual surface associated to each link and the dual
volume associated to each node.
a. Dual surface area of a link
Normally, each dual surface of a link should be a rectangle formed
by the centers of the four volumes surrounding the link, denoted as
dS. For the perturbed case as shown in Fig. 1(a), the central 𝑛𝑜𝑑𝑒0
stands for a link perpendicular to the plane, and 𝑛𝑜𝑑𝑒1-𝑛𝑜𝑑𝑒4 are the
volume centers. The thick dashed line is variation-induced interface
and the thin dashed line forms the dS which is calculated separately,
namely, 𝑠𝑢𝑏𝑎𝑟𝑒𝑎1-𝑠𝑢𝑏𝑎𝑟𝑒𝑎4. This parameter is frequently used in
the construction of differential operators.
b. Dual volume of a node
In the computational grid, the dual volume associated to each node
is another important variable, denoted as dV. When the vertices of a
volume are disturbed, the cube is no longer regular and modification
in the calculation of volume is required. As illustrated in Fig. 1(b),
the dual volume of a node within one cell of its eight surrounding
cells should be formed by eight points, i.e., three surfaces centers
(𝑛𝑜𝑑𝑒1-𝑛𝑜𝑑𝑒3), three link centers (𝑛𝑜𝑑𝑒4-𝑛𝑜𝑑𝑒6), one cell center
(𝑛𝑜𝑑𝑒0) and the node itself (𝑛𝑜𝑑𝑒7). For an internal node, there are
eight such subvolumes surrounding it and the sum of them will be
its whole dual node volume.
c. Other parameters
Some other parameters should also be modified, such as perturbed
lengths of links, areas of cube facets and some other dual mesh pa-
rameters. Their modifications are straightforward and not elaborated
here.
C. Construction of Differential Operators
In each Newton step of the A-V solver, it is necessary to trans-
form all differential operators into matrix forms through variational
FVM discretization (e.g. gradient, divergence, Laplace (divergence-
gradient) and curl-curl operators). Here we focus on the construction
of Laplace and curl-curl operator which are the most important
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Fig. 2. Construction of differential operators.
and complex two. The constructions of other simple operators such
gradient and divergence with varied geometrical parameters are
similar and therefore omitted here.
a. Laplace operator
The Laplace operator is defined as the divergence of gradient (∇⋅
∇) which appears in the Gauss’s law equation. Firstly, a gradient
(∇) is performed on a nodal scalar variable 𝑉 and generates a vector
variable which points along the direction with the greatest increasing
rate of 𝑉 being its magnitude.
Then, the divergence theorem is used to deal with the divergence
operator acting on the resultant vector of gradient operator. By
performing the volume integral on both sides, the divergence operator
on the left hand side is eliminated and becomes a surface integral with
over the six surfaces enclosing the node 𝑖 in the center. As illustrated
in Fig. 2(a) ∫
ΔV𝑖
𝜀∇ ⋅ ∇𝑉 ⋅ dv =
∮
∂Δ𝑑𝑉
𝜀∇𝑉 ⋅ ds
∼
6∑
𝑘
dS𝑖𝑘𝜀𝑖𝑘
𝑉𝑘 − 𝑉𝑖
𝐿𝑖𝑘
. (7)
On the right hand side of the Gauss’s law equation, the charge
density 𝜌 will be transformed into charge Q by multiplying with the
dual volumes of nodes, with the assumption that 𝜌 is uniform in
the dual volume. It should be noticed that the charge density 𝜌 is
also a variable subjected to process variations because nodal charge
density includes the contribution of dopants. Finally, the Gauss’s law
equation is transformed into a linear matrix equation as
𝜀[∇ ⋅ ∇][𝑉 ] = [𝑄]. (8)
The 𝑖th row and 𝑖th column element and 𝑖th row and 𝑘𝑗 th column
element of [∇ ⋅ ∇] matrix are listed as follow
[∇⋅∇]𝑖𝑖 = −(dS𝑖𝑘1
𝐿𝑖𝑘1
+
dS𝑖𝑘2
𝐿𝑖𝑘2
+
dS𝑖𝑘3
𝐿𝑖𝑘3
+
dS𝑖𝑘4
𝐿𝑖𝑘4
+
dS𝑖𝑘5
𝐿𝑖𝑘5
+
dS𝑖𝑘6
𝐿𝑖𝑘6
),
[∇ ⋅ ∇]𝑖𝑘𝑗 =
dS𝑖𝑘𝑗
𝐿𝑖𝑘𝑗
,
where 𝑘𝑗 is the neighbor node of node 𝑖. During the construction,
geometrical variations are incorporated through the parameters dS𝑖𝑘,
𝐿𝑖𝑘 and dV𝑖. The perturbations on their values will lead to direct
impacts on the entries of the [∇ ⋅ ∇] matrix and the right hand side
vector [𝑄] in (8).
b. Curl-curl operator
The curl operator (∇×) is used to represent the circulation density
of the vector it acts on. In this system, curl is mostly performed on
vector A. Without loss of generality, we take the static solution of (3)
as an example with 𝜔=0. It should be noted that (9) itself is singular
(no unique solution); a unique solution requires the supplementation
of a gauge condition. Nevertheless we use (9) here as a simplified
example to demonstrate the discretization of curl-curl operator with
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geometrical variations and it reads:
[∇×∇×][A] = [J]. (9)
To handle the curl operator, the Stokes’ theorem is utilized. By
performing a surface integral on curl, it can be converted into a line
integral around that surface. The Stokes’ theorem is used for the first
time in B = ∇×A and it can be rewritten as
∇×A = B𝑖 = 1
Surf𝑖
4∑
𝑘=1
A𝑘 ⋅ 𝐿𝑘,
where Surf𝑖 and 𝐿𝑘 denote the area of cell facet area and the edge
lengths of surface 𝑖 in Fig. 2(b). B𝑖 is the magnetic field generated
from curl A within surface 𝑖 and is orthogonal to surface 𝑖. Generally,
for one B𝑖, there are four encircling As. Now one curl operator is
eliminated and there is only one left acting on B𝑖. Note that B𝑖
is in dual mesh, the Stokes’ theorem should be repeated here by
performing its line integral along the dual computational grid. Static
solution of (3) is finally transformed as
∮
∂S
∇×B ⋅ dl ∼
4∑
i=1
Bi ⋅ 𝑑𝐿𝑖 = J ⋅ Si, (10)
where Si denotes the area of link surface formed by four B𝑖s and
𝑑𝐿𝑖 is the dual link length between two volume centers. Finally, the
structure of matrix [∇×∇×] is listed as
[∇×∇×]𝑘𝑘 = 𝐿𝑘 ⋅ d𝐿𝑗1
Surf𝑗1
+
𝐿𝑘 ⋅ d𝐿𝑗2
Surf𝑗2
+
𝐿𝑘 ⋅ d𝐿𝑗3
Surf𝑗3
+
𝐿𝑘 ⋅ d𝐿𝑗4
Surf𝑗4
and
[∇×∇×]𝑘𝑖 = ±𝐿𝑖 ⋅ 𝑑𝐿𝑗1
Surf𝑗1
.
Regarding the surface integral on the right hand side of (10), the
current density J is manipulated as a flux variable by multiplying
with its dual surface area to obtain the current passing through the
surface.
D. Solution of Variational Matrix Equation
In the above three steps, variations are incorporated and the
resultant discretization of differential operators are modified. The
final linear system including variations is then
[Jac+ΔJac][x] = [b +Δb], (11)
where Jac is the Jacobian matrix in the Newton-Raphson method
and ΔJac is the perturbation added to the Jacobian matrix. In
this technique, the involvement of process variations is available for
every node and link, and its probability distribution can be any other
type instead of Gaussian distribution, such as uniform distribution or
exponential distribution.
IV. STOCHASTIC SPECTRAL COLLOCATION METHOD
With the core variational formulation shown in Section III, an
efficient statistical method is exploited into the variational A-V
system to notably reduce the computation cost of stochastic analysis.
Firstly, principle factor analysis (PFA) [6] is introduced to represent
and truncate the original correlated variable set to be smaller and
independent. Then, we expand the unknown vector [𝑥] = {𝑉, 𝑛, 𝑝,A}
into polynomial form as
x(𝜉) =
∞∑
∣𝑖∣=0
?⃗?𝑖1,...,𝑖𝐷𝐻
𝐷
𝑖1,...,𝑖𝐷 (𝜉), (12)
where 𝜉 is the truncated set of D-dimensional independent random
variables, 𝐻𝐷𝑖1,...,𝑖𝐷 (𝜉) = 𝐻
1
𝑖1×...×𝐻1𝑖𝐷 denotes the D-dimensional
Hermite polynomial of order ∣𝑖∣ = 𝑖1 + ...+ 𝑖𝐷 (up to second order
Fig. 3. Multi-layer interconnect structure (1600 nodes and 4380 links).
in this paper), and 𝐻1𝑖𝑗 is the one-dimensional orthogonal Hermite
polynomial of order 𝑖𝑗 . ?⃗?𝑖1,...,𝑖𝐷 is the unknown coefficient to be
calculated by Gauss-Hermite quadrature. Finally, multiple collocation
points are chosen through sparse grid technique to determine the un-
known coefficients ?⃗?𝑖1,...,𝑖𝐷 through multi-dimensional quadrature.
In the postprocessing, the resultant coefficient ?⃗?𝑖1,...,𝑖𝐷 enables the
calculation of common statistical quantities, e.g. mean and variance,
[x¯] = ?⃗?0,...,0,
Var([x]) =
𝑀∑
𝑖=1
?⃗?2𝑖1,...,𝑖𝐷 < (𝐻𝑖1,...,𝑖𝐷 )
2 >,
(13)
where < (𝐻𝑖1,...,𝑖𝐷 )
2 > is the inner product of 𝐻𝑖1,...,𝑖𝐷 with the
Gaussian PDF of 𝜉. In SSCM, PFA decreases the dimension of 𝜉,
while sparse grid technique allows much fewer sampling points, both
of them contribute dramatically in saving computation cost.
V. NUMERICAL RESULTS
The proposed methodology is implemented in MATLAB. A com-
mercial 3D coupled EM-semiconductor simulator, MAGWEL [7],
is used to generate the mesh of geometry and provide benchmarks
for comparisons. Two examples are tested in order to confirm the
validity and significance of our variational A-V solver as well as the
effectiveness of its combination with SSCM.
A. Multi-Layer Interconnect Structure
The first example is a three-layer orthogonal interconnects consist-
ing of mere metal and insulators, as shown in Fig.3. This example
is to demonstrate the capacity of our technique in evaluating the
impact of geometrical variations and verify the validity of SSCM in
our framework.
We take conductor 1 as an example, whose width, height and
pitch are respectively 270nm, 420nm and 550nm. We add different
geometrical variations to its four lateral surfaces, i.e. 3𝜎 = 37𝑛𝑚 in
width (X or Y direction) and 3𝜎 = 100𝑛𝑚 in height (Z direction).
Its self capacitance 𝐶11 and mutual capacitance 𝐶1𝑘 are calculated
in Table I.
We first compare our variational A-V formulation against MAG-
WEL in deterministic case by setting 𝜎 = 0. The excellent agreement
confirms the accuracy of our formulation in each deterministic
solution, which is the foundation of stochastic analysis with sampling-
based techniques. Secondly, we incorporate SSCM into the varia-
tional A-V solver and compare the results with that from 2000-run
MC method. It is seen that the SSCM can provide a satisfactory
second-order (std) accuracy while being able to dramatically save
computation cost.
B. Metal-Semiconductor Structure
The second example is two 3𝜇𝑚 × 3𝜇𝑚 × 5𝜇𝑚 metalplugs
sitting on a doped silicon which is 10𝜇𝑚 × 10𝜇𝑚 × 10𝜇𝑚 in
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Fig. 4. Metal-plug structure (1300 nodes and 3540 links).
TABLE I
MULTI-LAYER INTERCONNECT STRUCTURE CAPACITANCE
EXTRACTION [10−16F]
MAGWEL Variational Variational VariationalA-V solver A-V solver+MC A-V solver+SSCM
3𝜎 = 0𝑛𝑚 3𝜎 = 0𝑛𝑚 3𝜎 = 37/100𝑛𝑚 3𝜎 = 37/100𝑛𝑚
𝐶11 14.4889 14.4874
mean 14.5622 14.5400
std 0.2045 0.1815
𝐶12 -8.7694 -8.7699
mean -8.3916 -8.3916
std 0.1023 0.0901
𝐶13 -2.9312 -2.9309
mean -2.9624 -2.9620
std 0.0492 0.0473
𝐶14 -2.9312 -2.9309
mean -2.9630 -2.9592
std 0.0556 0.0499
𝐶15 -0.1686 -0.1695
mean -0.1709 -0.1707
std 0.0018 0.0016
𝐶16 -0.0735 -0.0726
mean -0.0741 -0.0735
std 0.0037 0.0037
Fig. 4, which is similar to the structure of through silicon via
(TSV) for 3-D IC integration. In this example, surface roughness and
RDF are both incorporated to analyze their impacts on the current
flowing through the metal-semiconductor interface at 109Hz. A 10%
perturbation 𝜎𝑀 is added to the original uniformly distributed doping
profile of semiconductor. Geometrical variations are added on the
interface between one of the metal and semiconductor which have
𝜎𝐺 = 0.25𝜇𝑚. The second-order SSCM is adopted and the results
are compared with the MC method in Table II.
This example shows the unique advantage of the proposed vari-
ational coupled simulator. Since the two variations happen in dif-
ferent contexts, i.e., interconnects and devices, traditional decoupled
methods can only evaluate them separately (i.e., geometrical varia-
tions only or material variations only) and extract their impacts as
parameters of a large statistical model that is obtained in the later
steps. This extraction procedure is complicated and the accuracy
is limited in that the overall effect of several types of process
variations can hardly be obtained from a simple superposition of
their individual effect. However, based on our variational coupled
simulation framework, such multi-type uncertainties can be handled
simultaneously by considering the interaction between semiconductor
and EM. The results show that the current passing through the metal-
semiconductor interface is influenced by the perturbations of doping
profile and interface roughness which cannot be obtained through
decoupled simulation framework. Moreover, the accuracy of second
order SSCM is acceptable compared with MC method.
C. Simulation Runtime Comparison
This section shows the efficiency of SSCM. In the example of
metal-semiconductor structure, we use 36 perturbed nodes to model
surface roughness and 48 for RDF around interface, and totally 84
nodes perturbed if those two types of variaitons are both taken into
account. As is shown in Table III, PFA truncates the dimension of
TABLE II
CURRENT DENSITY (J) PASSING THROUGH THE
METAL-SEMICONDUCTOR INTERFACE [𝜇A]
Nominal Variation Statistical Variational Variational
𝜎𝐺
result 𝜎𝑀 Indicator A-V solver+MC A-V solver+SSMC
0.0078
𝜎𝐺 ∕= 0 mean 0.0084 0.0084
𝜎𝑀 = 0 std(10−4) 5.1743 4.5021
𝜎𝐺 = 0 mean 0.0088 0.0088
𝜎𝑀 ∕= 0 std(10−4) 2.5110 2.2400
𝜎𝐺 ∕= 0 mean 0.0086 0.0085
𝜎𝑀 ∕= 0 std(10−4) 4.2479 4.8014
random variables from 36 and 48 to 4 for each type of variation
and sparse grid technique allows much fewer sampling points based
on the result from PFA, both of them contribute dramatically in
saving computation cost. Consequently, for single type of variation,
the runtime is accelerated by 35 times and 11 times for multi-type
variations case. Owing to SSCM, the efficiency and accuracy of
our coupled simulation framework are guaranteed for our coupled
simulation framework.
TABLE III
COMPARISON OF THE NUMBER OF SAMPLING POINTS OF SSCM AND MC
No. of No. of Sampling MC Speedup
variables variables sampling
before PFA after PFA points points ratio
36 4 57 2000 35X
48 4 57 2000 35X
84 8 177 2000 11X
VI. CONCLUSIONS
This paper has presented a novel and efficient technique to
analyze the influence of process variations within a coupled EM-
semiconductor simulation environment. Geometrical and material
variations are incorporated directly into the computational grid and
transformed into differential operators as well as the final linear
matrix equation. In addition, a sparse grid based SSCM combined
with PFA is exploited to accelerate the stochastic simulation. Ex-
amples have shown the validity and importance of our variational
A-V solver and also the efficiency of combining SSCM with the
variational A-V solver. It has been demonstrated that for the first time,
different sorts of variations within different domains can be taken into
account together, in addition to the roughness of semiconductor-metal
interface and RDF effects within a semiconductor-metal structure.
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