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0.1 Introduzione.
Nei liquidi ad alta viscosita` in prossimita` della temperatura di transizione
vetrosa Tg le molecole sono intrappolate in gabbie, formate dai loro primi
vicini, all’interno delle quali i moti sono di natura prettamente vibrazionale
con ampiezza quadratica media 〈u2〉. La natura di tale gabbia e` comunque
transitoria poiche´, a causa dell’agitazione termica, la molecola confinata al
suo interno puo` creare un varco, oppure la gabbia stessa svanire. Questi
processi di riorganizzazione strutturale sono in genere estremamente lenti.
L’idea che le proprieta` dinamiche appartenenti al dominio dei tempi
lunghi siano collegate alla dinamica vibrazionale microscopica di un liquido
risale a meno di vent’anni fa. La prima analisi teorica di questa interessante
possibilita` e` contenuta in un lavoro di Hall e Wolynes [1] del 1986. Nell’ar-
ticolo viene discusso, attraverso un’applicazione della teoria del funzionale
densita` (DFT) all’energia libera di un liquido, un possibile ricongiungimento
tra i due classici approcci alla transizione vetrosa: quello cinetico e quello di
equilibrio. Tale approccio conduce ad una semplice relazione tra la viscosita`
η e la dimensione della gabbia, caratterizzata da 〈u2〉. La legge e` del tipo:
log η ∝ 1〈u2〉 . (1)
Il modello di Hall e Wolynes si inserisce all’interno di un’animata dis-
cussione sulla natura cinetica o di equilibrio della transizione vetrosa che da
decenni ormai divide la comunita` scientifica.
Alcuni sostengono che i singolari effetti osservabili in un liquido sottoraf-
freddato 1 prossimo alla temperatura di transizione vetrosa Tg siano da im-
putarsi a motivi puramente cinetici. Su questa linea si dispongono ad esempio
i lavori di Grest, Cohen e Turnbull[2][3] nei quali si espone l’idea che la rior-
ganizzazione molecolare in uno stato disordinato dipende da quanto spazio
ogni molecola possiede per compiere i propri movimenti (teoria del volume
libero). Poiche´ lo spazio fisico per muoversi diminuisce colla temperatura, e`
possibile raggiungere un punto in cui le particelle rimangano bloccate in una
configurazione di non equilibrio. Si offre cos`ı una spiegazione molto intuitiva
del cosiddetto “arresto strutturale”, ovvero dell’aumento di numerosi ordini
di grandezza della viscosita` (η > 1013Poise) in prossimita` di Tg.
Un altro gruppo di studiosi invece considera la vetrificazione di un liquido
come effetto precursore di una transizione di fase localizzata a temperature
inferiori a Tg. Di questo approccio di equilibrio fanno parte ad esempio la teo-
ria ad entropia configurazionale sviluppata da Adam, Gibbs e DiMarzio[4][5].
1Si intende un sistema in fase liquida al di sotto della temperatura di congelamento e
quindi in condizioni di fuori-equilibrio termodinamico.
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Nei loro articoli si introduce l’idea secondo cui l’arresto della dinamica lenta,
pertinente alla modificazione strutturale dell’intero liquido, sia ostacolata
dal rilevante costo entropico della riorganizzazione molecolare. In questa vi-
sione l’arresto strutturale e` conseguenza della diminuzione del numero di
configurazioni accessibili al diminuire della temperatura.
Appare evidente che una soluzione del problema dovra` confrontarsi sia
con gli aspetti cinetici sia con quelli di equilibrio. A tale proposito grande
attenzione e` stata rivolta alla classificazione dei liquidi sottoraffreddati in
vetri fragili e vetri forti. I primi, a differenza dei secondi, si caratterizzano
per un andamento in temperatura della viscosita` per T > Tg non descritto da
semplici leggi di attivazione di Arrhenius. Esempi di vetri fragili sono forniti
dai materiali polimerici o da molti liquidi molecolari organici. Vetri forti sono
invece spesso ottenuti raffreddando sistemi molecolari o atomici inorganici,
quali silice o ossido di germanio. Una fondamentale differenza tra i sistemi
fragili e forti e` costituita dalla pendenza della curva di viscosita` in funzione
della temperatura in prossimita` di Tg. A tale parametro, maggiore nei vetri
fragili, e` stato assegnato da Angell[6] il nome di fragilita`. Recentemente e`
stato osservato sperimentalmente[8] che la fragilita` di un vetro si ricollega alle
sue proprieta` vibrazionali fornendo un primo sostegno al modello di Wolynes-
Hall.
Questi primi risultati pongono al centro dell’attenzione gli effetti dovuti al
disordine locale, alla geometria delle particelle e al tipo della loro interazione.
Grazie allo sviluppo tecnologico, gli attuali calcolatori consentono di sim-
ulare, con tecniche di Dinamica Molecolare (MD), piccoli sistemi di particelle
con notevole realismo. Il loro utilizzo percio` consente di indagare approfon-
ditamente la dinamica microscopica e di fornire un valido test per le teorie
dei liquidi sottoraffreddati.
Per la presente tesi si sono indagati gli effetti della variazione della dinam-
ica vibrazionale sul rilassamento strutturale in due sistemi polimerici lineari
di differente lunghezza: un trimero ed un decamero. La modifica dei moti
vibrazionali e` stata ottenuta ritoccando la parte repulsiva del potenziale di
interazione a coppie. In questa maniera si modificano le caratteristiche della
gabbia in cui vibra ogni singolo monomero. Questo approccio viene suggerito
dai lavori in cui si esplorano le caratteristiche del Potential Energy Land-
scape (PEL) di un liquido e le sue relazioni con la fragilita` che, in questi
ultimi anni, hanno suscitato grande interesse[9][10][11][12].
Una stima della difficolta` di movimento per la molecola puo` essere forni-
ta dalla dimensione effettiva della gabbia. Il grado di impenetrabilita` della
stessa dipende sia dal volume libero, disponibile in media per monomero, che
dalla sofficita` della parte repulsiva dell’interazione. Entrambi questi aspetti
sono stati indagati in dettaglio nel corso del lavoro di Tesi e collegati al-
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la riorganizzazione conformazionale delle catene polimeriche. Concretamente
questo ha condotto ad una verifica numerica della relazione proposta dalla
(1), finora assente in letteratura.
Il presente lavoro si organizza nei seguenti capitoli:
• Capitolo 1: descrizione dell’ambito scientifico nel quale tale lavoro si
inserisce.
• Capitolo 2: descrizione approfondita degli strumenti software utilizzati,
in particolare quelli originali sviluppati autonomamente.
• Capitolo 3: descrizione del sistema in esame.
• Capitolo 4: presentazione dei risultati delle simulazioni sui trimeri.
• Capitolo 5: presentazione dei risultati delle simulazioni sui decameri.
• Capitolo 6: comparazione tra i risultati dei trimeri e dei decameri.
• Capitolo 7: conclusioni.
Capitolo 1
Dinamica lenta e di gabbia
In questo capitolo saranno presentati gli aspetti fondamentali del rapporto
tra i moti che coinvolgono le proprieta` strutturali macroscopiche e quelli della
dinamica relativa alla gabbia. Per dinamica dell’arresto strutturale all’inter-
no di un liquido sottoraffreddato intendiamo l’andamento della viscosita` in
funzione della temperatura che appare nei grafici di Angell (vedi Fig.1.1). Si
Figura 1.1: Grafico di Angell per una serie di diversi liquidi molecolari. Si
noti come la diversa pendenza delle curve in T = Tg possa aiutare a discrim-
inare il comportamento Arrhenius dei liquidi che formano vetri forti come la
silice e l’ossido di germanio (seguono la diagonale) dal comportamento non
Arrhenius dei liquidi che formano vetri fragili (si incurvano). Angell definisce
fragilita` tale pendenza in prossimita` di Tg.
osserva in tali grafici che scendere sotto la temperatura di fusione Tm non
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porta necessariamente alla cristallizzazione del liquido. Si giunge tuttavia ad
uno stato che appare solido poiche´ la struttura globale del liquido rimane
bloccata. Microscopicamente ogni particella che compone il liquido sottoraf-
freddato non e` piu` libera di diffondersi liberamente ma risulta intrappolata
dai vicini che la circondano (vedi Fig.1.2). Indicheremo tali raggruppamenti
di ostruzione con il termine gabbia. La sua natura e` comunque di carattere
transitorio perche´, a causa dell’agitazione termica la particella al suo interno
puo` superare le barriere energetiche, oppure le stesse che la circondano pos-
sono creare un varco. L’aumento della viscosita`, man mano che diminuisce
Figura 1.2: Rappresentazione di una possibile traiettoria per una particella
all’interno di un vetro. Si individuano due tipi di movimento: quello intrap-
polato all’interno della gabbia e quello successivo alla liberazione che porta
la particella in nuovi siti in cui e` caratterizzato da traslazioni di ampiezza
maggiore.
la temperatura, e` legato alla sempre piu` prolungata permanenza delle parti-
celle all’interno della gabbia (vedi Fig.1.3). Fin tanto che le particelle sono
rinchiuse in questa non possono diffondere come in un liquido e quindi il liqui-
do stesso appare rallentato. Identifichiamo l’ampiezza quadratica media per
il moto una particella in una gabbia come 〈u2〉 cioe` il punto in cui osserviamo
il plateau nella Fig.1.3.
Nella presente Tesi vogliamo appunto osservare quali siano gli effetti
prodotti sulle dinamiche lente da una variazione delle proprieta` microscopiche
collegate all’intrappolamento. Per questa indagine si e` scelto di studiare i
polimeri lineari, la cui principale caratteristica e` proprio quella di possedere
una grande varieta` di scale temporali diverse. Per un polimero lineare pos-
siamo individuare assieme ai movimenti dei singoli monomeri che li com-
pongono, anche il movimento di intere sezioni della catena. Al crescere delle
dimensioni della sezione esaminata i tempi con cui questa si modifica possono
raggiungere scale temporali maggiori di diversi ordini di grandezza (spesso
oltre 13) rispetto ai moti della gabbia. I polimeri permettono quindi di es-
plorare sia i moti microscopici dei monomeri, processi notoriamente rapidi
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Figura 1.3: Logaritmo dello spostamento quadratico medio 〈x2〉 di una parti-
cella di un liquido a basso peso molecolare a diverse temperature (T1 > T2 >
T3) in funzione del logaritmo del tempo, entrambi un unita` arbitrarie. Per la
temperatura T2 si individuano tre possibili regimi di moto. 0 < t < τg: regime
balistico con pendenza 2; τg < t < τ2: regime di gabbia in cui la particella
compie movimenti di ampiezza 〈u2〉; t > τ2 regime diffusivo con pendenza
1. Le curve qualitative si suppone siano state traslate per far coincidere le
parti balistiche. La presenza della gabbia si individua solo per temperature
sufficientemente basse. Nel caso quindi di temperatura alta, come T1, τg ≡ τ1
e si passa direttamente al moto diffusivo. Via via che la temperatura scende
T2 → T3 la gabbia diviene piu` efficace confinando la particella per tempi piu`
lunghi (τ2 → τ3).
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Figura 1.4: Nella figura le rappresentazioni dell’etilene e del polimero che con
questo possiamo costruire: il polietilene.
dell’ordine dei picosecondi, sia i lunghi tempi di riconfigurazione e riorien-
tazione della catena. Lo studio ad ampio spettro della dinamica polimerica
ci permettera` di verificare, nei Cap.4,5 e 6, la relazione di Wolynes
log η ∝ 1〈u2〉 . (1.1)
in cui la viscosita` η del liquido e la dimensione della gabbia sono collegate
in maniera semplice. La conoscenza particolareggiata della dinamica veloce
di cui dobbiamo disporre ci spinge all’utilizzo di simulazioni numeriche del
tipo Molecular Dynamic (MD). Queste infatti permettono una dettagliata
rappresentazione di cio` che realmente accade all’interno del liquido. I vantaggi
e gli svantaggi che derivano dal loro utilizzo saranno introdotti in maniera
piu` sistematica nei successivi capitoli 2 e 3.
Sara` presentato ora l’ambito scientifico in cui si inserisce la presente Tesi
e la strategia adottata per porre sotto verifica la (1.1).
1.1 Due parole sui polimeri
Puo` risultare utile definire cosa sia un polimero, in particolare quali siano le
caratteristiche fondamentali dei polimeri lineari che compaiono in questa tesi.
I polimeri[29][30] sono delle macromolecole formate dalla ripetizione di unita`
fondamentali, dette monomeri, collegate da legami covalenti. In figura 1.4 e`
presentato il classico esempio del polietilene. Il numero di ripetizioni, all’in-
terno della struttura polimerica dell’unita` fondamentale che, nel caso della
figura 1.4 e` il gruppo CH2, e` detto grado di polimerizzazione e lo indichiamo
con N .
Il grande numero di conformazioni diverse che un polimero puo` assumere
sono completamente accessibili nella fase liquida. Quando sono fusi o in
soluzione, i polimeri cambiano in continuazione il loro stato conformazionale
popolandolo in accordo alla statistica di Boltzmann. La maggior parte di tali
conformazioni sono raggomitolate e vengono indicate come “random coil”1.
1Gomitolo casuale.
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Nonostante si possa immaginare che le disposizioni spaziali di un polimero
siano determinate completamente dalla struttura microscopica dei suoi lega-
mi, non e` sempre cos`ı. In maniera del tutto generale si possono omettere i
dettagli in molte discussioni se ci troviamo a scale maggiori del nanometro.
Da questo punto di vista “coarse-grained”2 i dettagli chimici svaniscono e
tutti i tipi di polimeri diventano equivalenti a lunghi fili raggomitolati su se´
stessi. Quando invece ci troviamo alle scale in cui i dettagli chimici dei legami
tra i vari monomeri sono apprezzabili, allora la struttura e` localmente rigi-
da. Si dice che siamo a scale dimensionali confrontabili con la lunghezza di
persistenza l, a scale cioe` in cui la conformazione microscopica persiste nella
sua rigidita`. Diversamente quando osserviamo il polimero a scale maggiori di
l questo ci appare totalmente flessibile.
Un’altra quantita` che risulta utile alla caratterizzazione di un polimero e`
la distanza quadratica media tra le sue estremita` (vedi Fig.1.5); la indichiamo
con 〈R2ee〉, o piu` semplicemente con Ree.
1
l
Ree
N
Figura 1.5: Nella figura un esempio di polimero diN disposto su di un reticolo
bidimensionale con lunghezza di persistenza l. Seguendo una freccia bianca
dopo l’altra percorriamo la lunghezza di contorno lcont = N · l del polimero
incontrando in successione i monomeri che lo compongono. Il vettore totale
che congiunge i due estremi e` il vettore end-to-end Ree la cui lunghezza
quadratica media risulta un importante parametro nella descrizione di un
polimero.
Il fatto che molte configurazioni di un polimero siano del tipo “random
coil” si traduce praticamente in una tendenza entropica verso tale confor-
mazione. Esiste quindi una forza di origine entropica che si oppone all’aver
allontanato di ∆r i due estremi e puo` essere scritta nella seguente maniera
2A grani sgrossati.
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(per un procedimento piu` rigoroso si rimanda all’appendice A oppure al libro
di Strobl[29]):
f =
3κBT
R2ee
·∆r = b ·∆r. (1.2)
Il che significa che la forza entropica si comporta alla stregua di una molla
con una costante elastica b direttamente proporzionale alla temperatura e
inversamente alla lunghezza della catena. Questo e` solo un punto di partenza
per la costruzione dei modelli descrittivi dei polimeri. Nella presente Tesi,
nella fattispecie, si e` utilizzato il modello di Rouse[29] che dipinge un polimero
come una serie sfere congiunte in fila, una dopo l’altra, tramite delle molle.
La costante elastica della molla si ricollega alla forza entropica (1.2) vista
poc’anzi mentre la sfera rimpiazza una porzione raggomitolata della catena
totale, ma che sia lunga abbastanza da apparire flessibile: piu` lunga quindi
di diverse lunghezze l.
1.2 Fenomenologia della transizione vetrosa
Il problema della transizione vetrosa rappresenta uno dei campi piu` controver-
si della fisica dello stato condensato. Per definire cosa sia un vetro e` sufficiente
pensare ad un liquido che abbia perso quasi del tutto la capacita` di modi-
ficare la propria forma a causa dell’elevatissima viscosita` (η > 1013Poise).
Microscopicamente pero` il vetro, a differenza di un solido cristallino, conser-
va la struttura amorfa e non regolare dei liquidi. Per definire invece come
si possa raggiungere lo stato vetroso e quali siano i fattori chiave che de-
terminano le sue singolari proprieta`, il discorso si complica enormemente. E´
opinione diffusa in letteratura (vedi [7][13][14] ) che la difficolta` teorica di
comprendere i fenomeni termodinamici e cinetici che caratterizzano lo stato
vetroso, sia da imputare alla mancanza di una teoria veramente completa dei
liquidi viscosi. Cos`ı lo studio teorico dei numerosissimi e singolari fenomeni,
che riguardano i vetri, si presenta come una particolare branca dell’indagine
intorno ai liquidi viscosi.
1.2.1 Formazione di un vetro
La perdita delle capacita` di scorrimento di un liquido avviene a seguito di un
raffreddamento improvviso che lo renda dapprima un liquido sottoraffredda-
to3 e successivamente, evitata la cristallizzazione, una struttura amorfa e rigi-
da. La possibilita` pero` di formare un cristallo si riscontra universalmente in
3Un liquido viene detto sottoraffreddato quando la sua temperatura T si trova sotto la
temperatura di fusione Tm.
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ogni tipo materiale. Possiamo formare vetri metallici[15][16], molecolari[18],
ionici[17], polimerici[19] e organici[20] attraversando rapidamente la zona di
sottoraffreddamento in cui il liquido, fuori dall’equilibrio meccanico, ha an-
cora la possibilita` di cristallizzare. Le modalita` con cui eseguire il raffredda-
mento possono essere comunque molto varie in natura. In alcuni casi, come
per i composti metallici, si e` costretti a effettuare quenching 4 ai limiti delle
possibilita` tecniche, circa 1014K/sec. In altri invece, come nel caso dell’acqua,
si puo` facilmente realizzare un vetro con semplici mezzi quotidiani. Nel caso
estremo dei polimeri poi la cristallizzazione e` un impossibilita` effettiva. In-
fatti la costruzione di un cristallo richiede la disposizione ordinata di oggetti
tra loro identici un condizione che certamente la complessita` dei polimeri non
puo` soddisfare5.
Spingendoci allora con la rapidita` necessaria verso le basse temperature,
il liquido sottoraffreddato risente di un’esponenziale aumento della viscosita`.
Quando questa ha raggiunto il valore di 1013Poise definiamo tale temperatu-
ra Tg: la temperatura in cui le proprieta` strutturali del liquido rallentano fino
a tempi dell’ordine delle centinaia di secondi, in cui cioe` diventa un vetro.
I tempi quindi con cui il vetro e` in grado di adattare globalmente la sua
forma risultano facilmente comparabili con quelli geologici. I moti microscop-
ici invece continuano ad avere piena liberta`, cioe` ogni particella continua a
muoversi intorno alla propria posizione di equilibrio all’interno di una gabbia,
solo dopo un certo tempo questa cambia (vedi Fig.1.2).
La relazione di Maxwell. Come accennato prima, un vetro risponde di-
versamente a seconda della durata temporale della perturbazione applica-
ta dall’esterno. Per brevi6 deformazioni si comporta alla stregua un solido
cristallino e possiede una risposta elastica. Intendiamo dire che rimossa la
perturbazione il nostro sistema torna al suo stato originale restituendo tut-
ta l’energia accumulata nella deformazione; proprio come avrebbe farebbe
una molla, o una rete di molle, o un cristallo appunto. Diversamente se la
perturbazione viene applicata per tempi piu` lunghi 7 il tipo di risposta e`
piu` simile a quello di un liquido: se ad esempio sottoponiamo un blocco ad
uno sforzo di taglio per lungo tempo lo troveremo indelebilmente deformato
perche´ in parte sara` fluito. Questa ambivalenza solido-liquida prende il nome
4Raffreddamento improvviso.
5Qui si fa riferimento alla polidispersione (il fatto che in un campione polimerico e`
impossibile ottenere catene tutte lunghe perfettamente N monomeri), alle atatticita` nella
disposizione dei monomeri costituenti oltre che la presenza di particolari gruppi funzionali
che mantengono delle piegature forzate.
6Si parla di tempi piu` brevi dei secondi.
7Qui invece si parla di intervalli temporali dell’ordine delle centinaia di secondi
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di viscoelasticita`, un termine che indica la presenza all’interno del sistema
di meccanismi in grado sia di immagazzinare che di dissipare energia. Ques-
ta classe di materiali risale a Maxwell e da questi infatti prende il nome la
seguente
τ =
η
G
. (1.3)
dove τ e` il tempo di rilassamento strutturale, η la viscosita` e G il modulo
elastico. Questa e` nota come “relazione di Maxwell” e definisce il tempo
caratteristico τ del sistema. Possiamo discernere allora se la risposta ad una
perturbazione, applicata per un tempo δt, sara` di tipo liquido (δt τ) da una
di tipo solido (δt τ). La relazione (1.3) viene spesso ricollegata all’aumento
di η, per T che giunge a Tg, per descrivere l’arresto strutturale meccanico che
subisce il liquido. In quest’ottica allora l’incremento del tempo caratteristico
fa s`ı che il sistema, che prima rispondeva ad una certa perturbazione come
un liquido, ora, alla stessa sollecitazione nello stato vetroso, risponda come
un solido.
1.3 I modelli teorici e le verifiche sperimen-
tali dell’equazione (1.1)
Nella sezione precedente si e` visto come, all’interno di un vetro, coesistano
diverse scale temporali che tipicamente vengono distinte in tempi brevi, ed
in tempi lunghi che pertengono alle proprieta` macroscopiche. Ancora pero`
non si giustifica come queste dinamiche possano essere collegate. Si potrebbe
pensare che proprio la grande separazione di scala sia sufficiente affinche`, ad
esempio, la viscosita` η sia indipendente dai dettagli microscopici degli atomi.
Tuttavia ci sono buone ragioni per credere che tale dipendenza esista. Molte
persone hanno portato il loro contributo su questo tema. Citiamo a questo
proposito i lavori di Wolynes[1] e di Ruocco[8], di Dyre[22] e di Starr[25]. Qui
di seguito quindi si dara` una panoramica su alcune delle idee teoriche e delle
verifiche sperimentali che si ricollegano all’equazione (1.1) che lega micro e
macrodinamica.
1.3.1 Il modello di Wolynes
Il modello che sviluppa Wolynes dipinge un vetro come un “cristallo aperi-
odico”. Ogni singolo atomo che compone tale cristallo vibra intorno ad una
ben definita posizione di equilibrio microscopico e ognuna di queste posizioni
definisce nello spazio delle fasi Γ ad N dimensioni, dove N e` il numero di
atomi che compone il sistema, un punto di equilibrio per l’energia libera
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Figura 1.6: Rappresentazione schematica dell’energia libera per il model-
lo di cristallo aperiodico. Le ascisse e le ordinate, in unita` arbitrarie, indi-
cano rispettivamente la configurazione r, nello spazio delle fasi Γ, e il valore
dell’energia libera corrispettiva. Sono inoltre evidenziate le approssimazioni
paraboliche della stessa intorno a due minimi relativi, rp e ra da cui si ricava
un’approssimazione per la barriera di energia libera. Le frecce indicano l’ap-
prossimazione dell’energia necessaria al superamento della barriera per i due
minimi. Questa approssimazione parabolica fa s`ı che la distanza tra i due
minimi determini il punto di intersezione tra le parabole. L’altezza di tale
punto P ha un andamento quadratico con rpa (si veda nel testo).
di tutto il sistema. Questa struttura non e` rigidamente fissata ed e` percio`
possibile che il sistema passi ad un nuovo minimo relativo della sua energia
libera, compiendo piccole modifiche nella configurazione dei siti di vibrazione.
Tali transizioni possono avvenire grazie al superamento, da parte di qualche
atomo, delle barriere che separano due minimi relativi nell’energia libera
N -dimensionale. A causa delle fluttuazioni della densita` atomica, dovute al-
l’agitazione termica, anche il punto di equilibrio nello spazio Γ fluttua. Per
descrivere la nostra incertezza sulla configurazione di equilibrio introduciamo
allora la distribuzione ρı delle configurazioni che sono esplorabili dal sistema
intorno al minimo ı-esimo. Il numero di atomi coinvolte nella transizione ri-
mane comunque limitato a poche unita`, generalmente una. Nella simulazione
al calcolatore che, Wolynes e i suoi collaboratori, operano, riscontrano tre
fatti rilevanti:
• le barriere (vedi Fig.1.6) sono esprimibili in termini delle sovrappo-
sizioni tra le distribuzioni di configurazioni ρp(r) e ρa(r) relative alle
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configurazioni di partenza rp e di arrivo ra
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• in prima approssimazione la distanza tra le due configurazioni puo` es-
sere messa in relazione, oltre che con l’ovvia distanza tra le posizioni
iniziali e finali degli atomi che compiono la transizione, anche con la
distanza tra i minimi degli stati di partenza e di arrivo e la costante
effettiva α di richiamo per il moto intorno all’equilibrio (vedi Fig.1.6);
• si delinea una relazione simile a quella di Doolittle per la fluidita` φ
nella sua teoria del volume libero9
E` possibile scrivere una dipendenza quadratica dell’approssimazione della
barriera di energia libera (vedi Fig.1.6) in funzione della distanza, indicata
con rpa, tra i due punti:
∆F = 1
2
αr2pa (1.4)
dove α e` la costante di richiamo per il moto atomico che dipendera` dalla ρ.
Tale α viene messa in relazione con il rapporto tra la disponibilita` di volume
per muoversi v rispetto il volume occupato dalla molecola stessa v0, secondo
la:
lim
ρ→ρ0
α(ρ) =
9pi
σ2/z2
1
(1− (v0/v)1/3)2
(1.5)
dove inoltre ρ0 e` la densita` di massimo impaccamento in cui non sono per-
messe transizioni, σ e` il diametro della molecola10, e z il numero dei primi
vicini siti di vibrazione.
Considerando allora in processo di transizione come il rilassamento vis-
coso, che ha come energia di attivazione proprio la (1.4), come nel caso di un
rilassamento di Debye, si scrive:
ln η = ln η0 + F = ln η0 + 9pi
2σ2/z2
r2pa
(1− (v/v0)1/3)2
(1.6)
ma in maniera piu` espressiva ritroviamo un’equazione che ricorda la (1.1):
ln η = ln η0 + F = ln η0 + 3
2
r2pa
〈r2〉 (1.7)
8In questa sottosezione si indichera` la configurazione degli N atomi {r1, . . . , rN}
semplicemente con r.
9Doolittle descrive la fuidita` φ = η−1 di un liquido sottoraffreddato come φ = η−1 =
φ0exp(−bv0/vf ) dove φ0 e b sono costanti, v0 e` il volume specifico occupato dalla molecola
di liquido e infine vf = v − v0 con v il volume specifico della molecola. Quindi si registra
un aumento della viscosita` quando vf , il volume libero della molecola, tende a zero.
10Tale trattazione considera le molecole delle sfere dure.
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facendo ricorso al fatto che lo spostamento quadratico medio di un atomo in-
torno alla posizione media dovra` essere proporzionale al volume di cui dispone
per muoversi.
1.3.2 Il modello di Dyre
Un altro modello che collega la descrizione dei meccanismi microscopici, che
avvengono all’interno del liquido, con la viscosita` e` quello a spinta (shoving
model) del Dyre[22]. In questo caso si focalizza sul tempo di rilassamento
strutturale τ e la sua dipendenza in particolare dalla geometria microscopica
che forma la gabbia, di volume V , intorno ad un gruppo di atomi che devono
riorganizzarsi. L’approccio iniziale al problema coinvolge una considerazione
di tipo energetico. A causa della grande repulsione tra le molecole, un riarran-
giamento a volume costante risulta certamente piu` costoso che non dilatare,
“spingere” esternamente, gli atomi della gabbia di un ∆V . L’energia di at-
tivazione dell’evento fluido, in cui il gruppo di atomi si riorganizza, dipende
dal modulo elastico G = G(T ), funzione dalla temperatura T . Le principali
Figura 1.7: In figura una schematizzazione di un evento fluido in cui un
paio di molecole (i cerchi scuri) riorganizzano la propria disposizione (frecce
nere) all’interno del liquido. Il costo energetico per compiere questo movi-
mento diminuisce notevolmente se viene accompagnato dall’espansione (frec-
ce bianche) del liquido circostante. E` bene notare che non tutte le molecole
partecipano all’espansione in maniera diretta ma solo quelle nelle immediate
vicinanze (zona grigia).
caratteristiche di tale modello sono:
• l’energia di attivazione e` dominata dal termine elastico;
• l’energia elastica si localizza negli immediati intorni della gabbia
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• tale energia e` elastica di taglio (shear).
Allora e` possibile utilizzare l’espressione del tempo di rilassamento dovuto a
questo processo attivato alla maniera di Debye, ponendo:
ln τ = ln τ0 +
∆E(T )
κBT
, (1.8)
dove ∆E(T ) = G(T ) · Vc. Ovvero tentiamo di descrivere il lavoro per com-
piere la deformazione tramite il volume Vc per il modulo elastico G(T ) del
liquido che circostante, immaginando che questo sia continuo11 Il volume
caratteristico Vc e` una stima del volume spostato complessivamente durante
la dilatazione ed ha espressione (per maggiori dettagli su come ricavare questa
espressione si faccia riferimento all’articolo [22]): Vc =
2
3
(∆V )2
V
. Poiche` infine
la cavita` in cui avviene l’evento fluido e` assimilabile alla gabbia stessa12, pos-
siamo assumere[23] che nella (1.8) la temperatura κBT = 〈u2〉 ·C cioe` che sia
proporzionale allo spostamento quadratico della molecola confinata per una
costante elastica C che dipende dal potenziale. Utilizzando anche la (1.3) per
τ otteniamo la seguente
log η = log η1 +
GVc
C
1
〈u2〉 (1.9)
Allora anche questo modello conduce ad un’equazione simile alla 1.1, ma non
solo: il Dyre pone in oltre l’accento su di un aspetto del modello ricco di con-
seguenze. Si tratta della dipendenza del modulo elastico G dalla temperatura
che risulta il parametro giusto per normalizzare la temperatura in un grafico
di Angell. Si osserva infatti nei grafici dell’articolo (vedi Fig.1.8) che il loga-
ritmo della vicosita` segue una linea retta anche per i vetri fragili se plottato
rispetto alla variabile x ∝ G(T )/T . Questo e` sorprendente perche` unifica il
comportamento dei vetri forti e dei vetri fragili ed evita di chiamare in causa
divergenze all’infinito per temperature finite (vedi Fig.1.8): il logaritmo del-
la viscosita` segue l’aumento dell’energia d’attivazione dell’evento fluido, che
possiamo direttamente misurare. Il modello ci permette di collegare il moto
fluido di riorganizzazione del sistema, anche di regioni piu` grandi di quella
molecolare, come ci si aspetta dalle teorie sull’entropia configurazionale, con
le interazioni che avvengono nella gabbia.
11Qui in effetti si nasconde un’ipotesi decisamente azzardata che non tiene conto che
alle scale atomiche in questione il liquido appare piuttosto granuloso.
12I movimenti per un atomo all’interno della gabbia o della cavita`, prima che superi
una barriera o che avvenga un evento fluido rispettivamente, hanno la medesima ampiezza
quadratica 〈u2〉.
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Figura 1.8: Si riporta in grafico il logaritmo della viscosita` in Poise in funzione
di Tg/T (i simboli in nero) e in funzione della variabile x ∝ G(T )/T normaliz-
zata a uno per T = Tg (i simboli in bianco). I dati sono estrapolati da misure
nel range dei GHz per i seguenti liquidi molecolari: (©) salicilato (salol) e
(5) dibutil ftalato. Generalmente la funzione log(η)(T ) viene fittata con la
nota formula VFT (Voghel-Fulcher-Tamman) η = η0exp(DT0/(T − T0) dove
η0 e D sono parametri di fit e T0 dovrebbe indicare la temperatura critica
di transizione vetrosa. Tuttavia e` difficile immaginare che esitano dei mo-
tivi fisici perche` alla temperatura finita T0 corrisponda una viscosita` infinita,
sembra piu` plausibile che si tratti di un semplice parametro di fit. I simboli
in bianco ne danno conferma.
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1.3.3 Alcune verifiche sperimentali
L’esistenza di un collegamento tra le proprieta` caratteristiche della dinamica
lenta e di quelle di gabbia possiede anche delle prove sperimentali. A questo
proposito non possiamo mancare di citare il lavoro di Buchenau e Zorn[26] nel
quale viene indagato lo spostamento quadratico medio delle molecole 〈u2〉 di
selenio con tecniche di scattering neutronico. Lo studio condotto per diverse
fasi del campione (liquida, vetrosa e cristallina) ha confermato la validita` di
un fit per la viscosita` η del tipo
η = η0exp[u
2
0/〈u2〉], (1.10)
dove u0 si collega alla distanza minima tra due catene di selenio ed η0 vicino
alla viscosita` del gas di selenio (∼ 10−4Pa·s). Ma questi sono solo i precursori,
ancora piu` recentemente infatti Ruocco et all[8], hanno mostrato una forte
correlazione tra la fragilita` ed il fattore di non ergodicita` f per diversi vetri.
La quantita` f si ricollega direttamente al disordine microscopico del liquido e
quindi possiamo immaginare f come una misura del disordine per il “cristallo
aperiodico” di Wolynes.
1.4 Grandezze di interesse
Tutti i modelli fino a qui presentati hanno come oggetto il collegamento tra
la viscosita` e la dinamica microscopica. Tuttavia un’analisi simulativa della
viscosita` richiede un impegno non irrilevante dal punto di vista di calcolo.
Infatti l’espressione di η e` la seguente[35]:
η =
V
κBT
∫ ∞
0
dt〈Pαβ(t)Pαβ(0)〉 (1.11)
dove
Pαβ = 1
V
(∑
ı
pıαpıβ/mı +
∑
ı
∑
>ı
rıαfıβ
)
. (1.12)
e´ il tensore della pressione in cui appare una doppia sommatoria. Tale doppia
sommatoria ci convince del fatto che la viscosita` e` una quantita` collettiva del
sistema e richiede quindi delle medie di ensamble estese a tutto il campi-
one. Come si vedra` nella Sez.2.3 per avere delle medie poco rumorose siamo
costretti ad avere simulazioni molto lunghe. Una strada in questo caso decisa-
mente impraticabile per i nostri mezzi. E´ possibile pero` osservare proprieta`
di singola catena che consentono comunque di avere informazioni circa quan-
to accade nei domini di tempo lenti, fino alle decine dei nanosecondi. Si e`
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dunque deciso di osservare la quantita` dinamica di singola catena piu` lunga
per un sistema polimerico, a noi accessibile: la funzione di correlazione della
distanza end-to-end Cee(t) (per la precisa definizione matematica si rimanda
alla sottoSez.2.3.2). Il tempo caratteristico τee con cui decade diventa per
questa Tesi la quantita` dominante nel dominio dei tempi lunghi che sara` stu-
diata assieme alla dimensione della gabbia. In breve si cerchera` di verificare
la seguente relazione
log τee ∝ 1〈u2〉 , (1.13)
piuttosto che la (1.1).
Capitolo 2
Algoritmi di simulazione e
analisi dati
Lo schema generale che e` stato seguito e` quello usuale delle simulazioni di
tipo Molecular Dynamic (MD). Viene generata una configurazione casuale di
polimeri a cui segue una o piu` equilibrature negli ensamble NTP o NTV, per
portare il sistema in condizioni termodinamiche definite. Solo dopo la fase
di equilibratura possiamo cominciare la fase cos`ı detta di produzione dati in
cui il sistema viene fatto evolvere nell’ensamble microcanonico (NEV). Le in-
formazioni sulla dinamica sono ricavate esclusivamente da quest’ultima fase
per evitare le perturbazioni indotte dai gradi di liberta` in piu` che simulano i
bagni termico e pressorio (avremo modo di essere piu` precisi a questo riguar-
do piu` avanti). Nel presente capitolo sono quindi presentati gli strumenti
che hanno permesso il calcolo numerico e la successiva analisi delle simu-
lazioni MD. L’hardware utilizzato e` composto da diversi personal computer
biprocessori con sistema operativo linux. Alcuni di questi sono clusterizzati
tramite MOSIX per lavorare contemporaneamente a piu` processi. La parte
prettamente software invece e` composta da:
• nmpoly.c: codice che simula la dinamica di un liquido molecolare e salva
le configurazioni del sistema nello spazio delle fasi microscopiche1
• traduci.c: programma che trasforma le informazioni nei file delle config-
urazioni in un formato che possa essere poi manipolato successivamente
• anlzRun.c: codice per l’analisi statistica dettagliata della dinamica.
• calcVolVoronoi.c: programma per il calcolo del volume libero dei monomeri.
1Vengono salvate cioe´ la posizione e la velocita` di ogni singola
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2.1 Il programma nmpoly.c
Descriveremo solo sommariamente il complesso funzionamento di nmpoly.c2,
lasciando i dettagli piu` tecnici all’Ap.B. Il codice di nmpoly.c e` scritto nel
linguaggio di programmazione C. Riceve come input un file di parametri (soli-
tamente indicato dall’estensione .par) ed un file, detto di “configurazione”,
in cui sono presenti tutte le informazioni, in binario o in ASCII, relative
allo stato di partenza del sistema che si vuole simulare. L’attributo “config-
urazione” deriva dal fatto che nel file, tra le varie informazioni sullo stato
della simulazione, sono elencate posizioni e velocita` di ogni monomero che
compone il sistema: si tratta quindi della configurazione nello spazio delle
fasi Γ.
L’output standard del programma e` costituito dall’ultima configurazione
raggiunta, e da un file di log. Il primo e` utilizzabile come file di inizio per una
nuova simulazione. Il secondo fornisce un rapporto relativo alla partenza, e
alla fine della simulazione, compresi eventuali riavvii. Durante l’esecuzione
e` possibile salvare in file separati il valore di quantita` macroscopiche, quali
l’energia E, la pressione P , la temperatura T od il volume V , per poter mon-
itorare il sistema e cos`ı intervenire qualora sia necessario. La frequenza con
cui vengono aggiornati puo` essere impostata nel file che raccoglie i parametri
della simulazione.
Nella stessa maniera e` possibile anche impostare la frequenza con cui
salvare, nella cartella apposita, alcune delle configurazioni attraversate dal
sistema. Il salvataggio deve essere calibrato in maniera da garantire sia la de-
scrizione sufficientemente realistica dei moti del sistema, sia il minor numero
di accessi alla memoria del disco fisso. Quest’ultimo rappresenta un problema
da non sottovalutare perche´, specie in questo tipo di simulazioni decisamente
lunghe, si rischia una drastica diminuzione della velocita` di calcolo.
Un altro importante parametro della simulazione e` il passo di integrazione
∆t. Anche questo deve essere impostato in modo da trovare il giusto com-
promesso tra precisione e velocita`. Un qualsiasi algoritmo di MD consiste
infatti nell’integrare l’equazione differenziale del moto di Newton f = ma
per ogni singolo monomero. Tuttavia, essendo finita la precisione del cal-
colatore, siamo costretti ad accontentarci di una risoluzione alle differenze
finite. Significa sostanzialmente che le traiettorie calcolate dalla macchina
non sono le linee curve reali, piuttosto delle linee spezzate (vedi Fig.2.1).
Piu` piccolo e` ∆t tanto piu` accurata sara` l’approssimazione della traiettoria
reale. Comunque sia, dopo un certo numero di iterazioni, la traiettoria ap-
2Il programma e` stato realizzato interamente da Cristiano De Michele. Il presente lavoro
rappresenta in parte un test per il programma.
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Figura 2.1: Due esempi di traiettorie approssimate. La curva continua rapp-
resenta la traiettoria reale, quella tratteggiata finemente e` una possibile ap-
prossimazione con un passo di integrazione ∆t1. La curva con il tratteggio piu`
grezzo rappresenta invece un’integrazione peggiore con un passo ∆t2 > ∆t1.
Gli inevitabili errori commessi durante l’integrazione portano alla divergenza
dalla traiettoria reale. In oltre tale divergenza sara` chiaramente meno violenta
per ∆t minori.
prossimata e quella reale sono destinate a divergere a causa dell’accumulo
continuo di piccoli errori di calcolo. L’unica cosa su cui possiamo contare e`
che per piccoli passi(∆t ∼ 10−4t∗) la divergenza rimarra` contenuta per tratti
piu` lunghi della traiettoria da approssimare. D’altro canto un passo d’inte-
grazione maggiore consente di aumentare la rapidita` di calcolo, al costo di
qualche errore in piu`.
C’e` da dire pero` che una conoscenza minuziosa della traiettoria non ci
interessa veramente. Siamo interessati piuttosto ad un ragionevole campi-
onamento dello spazio delle fasi da cui trarre poi le informazioni statistiche
sul sistema che ci interessa. Tutte le tecniche numeriche di campionamen-
to dello spazio delle fasi possono essere divise in due categorie: i metodi di
tipo Monte Carlo (MC) e quelli di tipo Molecular Dynamic (MC). I primi
si fondano sull’esplorazione dello spazio delle fasi per mezzo di punti scelti
in maniera casuale, i secondi invece si basano sulla collezione dei punti che
seguono una possibile traiettoria3. Per ragionevole campionamento in una
simulazione MD dobbiamo quindi intendere che la traiettoria approssimata
puo` non essere una traiettoria reale nel senso stretto del termine. Si richiede
soltanto che spazzi la regione di interesse prima di divergere completamente
e finire in altre zone. Nel nostro caso, ad esempio fare delle misure nell’en-
samble microcanonico richiede che le configurazioni collezionate possiedano
tutte lo stesso volume e la sessa energia, a meno di un errore percentuale
universalmente accettato[35] di circa 10−4.
3Le due categorie di metodi possiedono comunque pari dignita` e sono nate per
rispondere a domande di diversa natura.
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2.1.1 Condizioni al bordo periodiche
Il primo problema in cui ci si imbatte in una simulazione di MD e` dovuto
alle dimensioni estremamente ridotte del sistema studiato, o meglio al basso
numero di particelle simulate. Il numero N di particelle infatti puo` general-
mente spaziare da qualche centinaio a qualche migliaio, e rimanere comunque
non confrontabile con il numero di Avogadro NA = 6, 023 · 1023. Se dunque
si considerasse il liquido chiuso in una scatola dalle pareti rigide gli effetti al
bordo dominerebbero sensibilmente. La soluzione piu` semplice a cio` consiste
nell’imporre condizioni al bordo periodiche. Il sistema quindi e` da consider-
arsi un insieme infinito di repliche periodiche delle N particelle, con periodo
il bordo L della scatola. Durante la simulazione allora le interazioni di una
dato atomo possono avvenire anche con le immagini delle particelle (vedi
Fig.2.2). In oltre anche i movimenti delle particelle attraverso la parete sono
Figura 2.2: Nella figura una schematizzazione delle condizioni periodiche al
contorno per una simulazione di MD. Oltre alle particelle del sistema in esame
nel raggio di interazione (cerchio tratteggiato) rientrano anche le immagini
contenute nelle scatole immagine. Viene anche proposto un esempio per il
movimento “a divergenza nulla”(frecce bianche) di un atomo che esce dalla
scatola del sistema mentre la sua immagine vi entra.
da considerarsi “periodici a divergenza nulla” nel senso che per ogni atomo
che esce da una parte una sua immagine entra dalla parete opposta.
2.1.2 Implementazione degli ensamble
Puo` convenire in alcuni casi disporre di un sistema in grado di evolvere in un
ensamble che non sia necessariamente quello microcanonico. Un motivo, che
verra` meglio discusso nel Cap.3, riguarda la difficolta` di imporre al sistema
di rispettare le condizioni termodinamiche di T , P o V costanti. Non bisogna
poi dimenticare che nel mondo reale e` tecnicamente complicato ottenere un
sistema completamente chiuso e isolato. In quest’ottica sono state sviluppate
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tecniche per riprodurre la dinamica in ensamble diversi. Il programma nm-
poly.c fa uso dei metodi per il controllo della temperatura, sviluppato da
Nose`, e quello per la pressione dovuto ad Andersen.
Il metodo di Nose`. Il metodo di Nose`[38] e` il piu` diffuso nel campo della
MD e si basa su un’idea semplice e tuttavia di grande efficacia. Si introduce
una variabile addizionale s, la coordinata del pistone termico, che consente di
riscalare dinamicamente l’unita` di tempo t∗ della simulazione (vedi Fig.2.3).
In questa maniera le velocita` delle particelle vengono incrementate, o dimi-
Figura 2.3: Nel disegno la schematizzazione del metodo di Nose`. Nella scatola
le velocita` iniziali delle particelle (frecce nere) sono riscalate ai nuovi valori
(frecce bianche) tramite l’azione del pistone (a destra) che riscale il tempo.
Il riscalamento dipende dalla temperatura T (la parte chiara del pistone) del
sistema e dalla temperatura Text (parte scura) a cui vogliamo che sia posto
il sistema.
nuite, si modifica la loro velocita` quadratica media e quindi anche la tem-
peratura interna T del sistema. L’azione dinamica di tale pistone e` ottenuta
corredando questo ulteriore grado di liberta` di una massa Q e di un poten-
ziale φs che dipende dalla differenza tra le temperature interna T ed esterna
Text (per una trattazione piu` rigorosa si rimanda all’Ap.B.2.1). E´ doveroso
precisare che tale metodo non introduce un pistone reale, piuttosto si tratta
di un apparato matematico che ne simula gli effetti; o ancora meglio simula
gli effetti di un bagno termico ideale4.
La massa Q del pistone e` un parametro che gioca un ruolo decisivo nella
buona riuscita dell’equilibratura (vedi Cap.3). Infatti tale parametro sta-
bilisce il flusso di energia termica che il sistema puo` scambiare con il bagno
termico. Un Q ≤ 100m∗, nel nostro caso di circa 2000 atomi, equivale a
porre un pistone troppo leggero che, anziche´ contribuire allo smorzamento
delle fluttuazioni della temperatura del sistema non sortisce nessun effetto
4L’isotropia con cui avviene il riscalamento e` una caratteristica che difficilmente si puo`
riscontrare in un bagno termico reale.
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pratico. Viceversa un valore di Q ≥ 104m∗ rende difficile lo scambio di ener-
gia con il termostato. In questo caso per completo per raggiungere l’equilibrio
della temperatura si deve attendere una lunga evoluzione.
Il metodo di Andersen. Il metodo di Andersen per il controllo dinamico
della pressione si fonda su di un’idea simile a quella di Nose` della precedente
sottosezione: l’introduzione di un nuovo grado di liberta`. La facilita` con cui
si possono integrare i due metodi ha valso l’appellativo di Nose`-Andersen al
piu` diffuso metodo per la simulazione dei ensamble grancanonici NPT. In
questo specifico caso il nuovo grado di liberta` ha come coordinata associata
il volume V della scatola. L’aumento, o la diminuzione del volume avviene
in maniera isotropa riscalando le coordinate delle posizioni di ogni particel-
la (vedi Fig.2.4). Modificare il volume pero` ha delle conseguenze indirette
Figura 2.4: Nel disegno e` riportato in maniera schematica il funzionamento
del metodo di Andersen. La scatola e tutte le distanze tra le particelle al
suo interno vengono compresse, o dilatate, al nuovo volume tramite il pis-
tone volumetrico (a lato delle scatole) in base alla differenza tra la pressione
interna P (parte chiara del pistone) e la pressione esterna Pext (parte scura
del pistone).
sulla temperatura che richiedono particolare attenzione5. Effettivamente la
trasformazione non agisce sui range dei potenziali che rimangono invariati,
piuttosto sulla distanza a cui avviene l’interazione. Quindi le forze agenti
sugli atomi possono risultare molto diverse a seguito della riscalatura.
Esistono anche per il pistone di Andersen una massa W ed un potenziale
φh(P = Pext) associati che permettono di renderne dinamica l’azione. Anche
in questo caso la scelta del parametro W deve essere condotta con l’intento di
agevolare lo scambio di energia tra il barostato ed il sistema. C’e´ pero` qui il
rischio di incappare nell’instaurazione di modi collettivi del liquido. Poiche´ in-
fatti W controlla le fluttuazioni volumetriche e` possibile che si generino onde
5Questo e` il motivo principale per il quale il pistone di Andersen e` spesso unito al
pistone termico di Nose`
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di densita` il cui periodo d’oscillazione6 puo` protrarsi in maniera insospettata
anche per tempi molto lunghi. Dal punto di vista pratico la scelta ottimale
avviene comunque dopo qualche tentativo. Ad esempio i valori utilizzati per
W si collocano, come ordine di grandezza, intorno a 10−1m∗.
2.1.3 L’algoritmo di integrazione
Per le equazioni del moto di tutte le particelle nmpoly.c utilizza una serie di
metodi che agiscono a livelli crescenti di complessita`:
• il metodo Velocity Verlet (VVM) per l’integrazione di f = ma,
• il metodo RESPA per razionalizzare l’utilizzo del VVM,
• il metodo delle linked lists7 per organizzare le coppie di particelle di cui
dobbiamo valutare l’interazione.
Grande importanza risiede infatti, come in tutti gli algoritmi MD, nel calcolo
delle forze dovute all’interazione di coppia. Dal punto di vista della comp-
lessita` algoritmica un programma di simulazione MD spende la maggior parte
del tempo di esecuzione di un singolo passo nei cicli in cui si valutano le forze
interne. Il motivo di questa grande spesa in termini di tempo macchina e`
dovuto al fatto che il numero delle coppie in un insieme di N elementi e` del-
l’ordine di N2. Questo spiega anche perche´ si compiano continui sforzi nella
creazione di algoritmi in grado di diminuirne l’ordine della complessita` e di
ottimizzare cos`ı i tempi di esecuzione.
Metodo Velocity Verlet. Si tratta di un metodo molto diffuso nel cam-
po della MD (per maggiori delucidazioni si rimanda all’Ap.B.4). Il motivo
e` principalmente dettato dalla buona precisione anche con passi ∆t general-
mente considerati “lunghi”. Il che consente, senza grandi errori di calcolo, di
protrarre la simulazione per lungo tempo (fino a qualche milione di passi con
∆t ∼ 0.003t∗). La forma dell’equazione alle differenze finite per il VVM e` la
seguente:
r(t+ ∆t) = r(t) + v(t)∆t + 1
2
a(t)∆t2 (2.1)
v(t+ ∆t) = v(t) + 1
2
[a(t) + a(t + ∆t)]. (2.2)
Inizialmente le nuove posizioni al tempo t + ∆t sono calcolate utilizzando
l’equazione (2.1), e le velocita` al tempo t+∆t/2 sono calcolate tramite v(t+
6L’ordine di grandezza sara` nei vari casi V 1/3/vm, dove vm e` la velocita` del mezzo.
7liste collegate
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∆t/2) = v(t) + 1
2
∆ta(t). Fatto cio` vengono calcolate le forze utilizzando le
posizioni al tempo t+ ∆t e da ultimo vengono calcolate le velocita` al tempo
t + ∆t, utilizzando l’equazione v(t+ ∆t) = v(t+ 1
2
∆t) + 1
2
∆ta(t + ∆t).
Metodo RESPA. Il metodo RESPA risulta particolarmente indicato nel
caso di simulazioni di molecole che possiedano diverse scale temporali come
i polimeri. Questo metodo dovuto a Tuckerman[39][40] consente un maggior
risparmio in termini di tempo di calcolo e si basa su di una preliminare
considerazione a proposito dell’interazione di coppia.
Si decompone il potenziale φ(r) = φc(r) + φl(r) in una parte a corto e in
una a lungo range. La parte φl(r) e` solitamente dolce e la forza che determina
produce una dinamica che non richiede dei ∆t eccessivamente piccoli, cioe´
diminuire ∆t aumenta di poco l’accuratezza. A questa parte di potenziale si
puo` associare quindi la parte piu` lenta della dinamica atomica. Diversamente
la parte φc(r), che pertiene all’interazione colle immediate vicinanze, essendo
solitamente ripido (vedi Fig.3.1), determina forze intense e, cio` che piu` im-
porta, sensibili alle posizioni dei vicini. In questo caso allora si e` costretti a
richiedere un ∆t piccolo che assicuri una corretta valutazione della parte piu`
veloce della dinamica atomica. Il metodo RESPA consiste sostanzialmente
nel definire una costante intera nR con cui dividere ∆t. Le forze dovute alla
parte lenta sono valutate con l’usuale cadenza e portano dalla configurazione
dal tempo t a quella al tempo t+ ∆t. Mentre quelle dovute alla parte rapida
seguono una cadenza di ∆t/nR in cui ad ogni passo interno viene valutata
solo la forza
f
(
t+ (nR − 1)∆t
nR
)
= − 1
nR
∂φc
∂r
(
t + (nR − 1)∆t
nR
)
(2.3)
Conclusi tutti i passi interni il potenziale totale φ(r) sara` stato valutato
interamente, ma con il vantaggio di aver calcolato con maggior accuratezza
la dinamica veloce.
Linked lists. Anche questo metodo si basa sulla separazione naturale del
potenziale in due parti8 φl e φc. In questo caso l’idea e` che l’interazione con
l’insieme degli atomi lontani venga vista dal singolo come un interazione
isotropa, una banale traslazione φ0 del suo potenziale che non produce effet-
ti sulla forza che ne deriva. Si puo` ragionevolmente immaginare quindi che
solo per gli atomi all’interno di un certo raggio rcut, valga la pena calcolare
8Non e` necessario che la suddivisione sia la stessa utilizzata nel RESPA. Per ottenere
significativi guadagni di tempo anzi e` conveniente che il raggio di cut per il RESPA sia
contenuto in quello per le linked lists.
CAPITOLO 2. ALGORITMI DI SIMULAZIONE E ANALISI DATI 30
esplicitamente la forza dell’interazione. Durante l’esecuzione del programma
allora l’intera scatola di volume L3 e` suddivisa in M3 celle ognuna di volume
(L/M)3. Per ogni cella viene costruita una lista in cui sono catalogati tutti
gli atomi appartenenti a quella stessa cella. In oltre le liste sono costruite in
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Figura 2.5: Schematizzazione del metodo delle linked list. La scatola viene
suddivisa in M3 celle (una di queste e` scurita). Per ognuna viene costruita
una lista delle particelle (gli ovali) che essa contiene ad un dato istante.
Seguendo l’elenco dei puntatori in una cella (la serie di frecce che cominciano
da uno stesso header, il quadratino tratteggiato) giungiamo a toccare tutte le
particelle in una data lista una ed una sola volta. Le interazioni degli atomi
nella cella evidenziata vengono valutate esplicitamente solo con gli atomi
appartenenti alla stessa lista o a quelle relative alle celle con lati o spigoli in
comune.
maniera da rappresentare un percorso univoco (vedi Fig.2.5). Questo significa
che non abbiamo bisogno di ricercare ad ogni ciclo quali atomi interagiscono
fortemente. E` sufficiente scorrere le liste una dopo l’altra calcolando l’inter-
azione solo con gli atomi della stessa cella e di quelle immediatamente vicine
(vedi nuovamente Fig.2.5). Possiamo cos`ı ridurre il numero delle interazioni
di coppia da valutare, ad esempio nel nostro caso di N = 2000 atomi, si e`
scelto di dividere la scatola in celle di lato l ∼ 3σ∗, in maniera che risultasse
l > rcut = 2.5σ
∗. Per una scatola di volume V ∼ 2000 allora M ∼ 4. Quindi
si passa da circa N 2 ∼ 4 · 106 a (27/2) · (N/M)2 ∼ 3·, dove il 27 sta per il
numero di liste da percorrere, quella della cella al centro e quelle adiacenti,
ed il fattore 1/2 sta per la reciprocita` dell’interazione per la terza legge di
Newton9
9E` sufficiente valutare per ogni coppia una sola forza, l’altra sara` semplicemente uguale
ed opposta.
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Affinche´ questa procedura sia veramente efficace le liste vanno aggiornate
completamente dopo un certo numero di passi, tipicamente una decina. Per
sapere quando e` consigliabile riaggiornare completamente le liste possiamo
procedere cos`ı: stimiamo pessimisticamente ad ogni ciclo lo spostamento delle
particelle con la distanza d = vmax ·∆t (vmax la velocita` massima tra tutti gli
atomi della scatola), di volta in volta sommiamo i d ottenuti per ogni ciclo e
quando tale somma supera l/2 riaggiorniamo completamente le liste.
2.1.4 Lo stato di partenza
Prima di imporre qualsiasi condizione termodinamica (P ,T o V costanti)
sul sistema dobbiamo disporre le particelle nella scatola. Nel nostro caso
ogni catena viene posta con il centro di massa in una struttura α-fcc (ve-
di Fig.2.6). Capita pero` che in questa prima disposizione alcune particelle
Figura 2.6: Struttura α-fcc per lo stato originale delle particelle prima che
vengano applicate le condizioni termodinamiche volute. Il centro di massa
di ogni molecola viene posizionato sui vertici e al centro di ogni faccia del
reticolo cubico.
si trovino sovrapposte, in parte o totalmente. Questo costituisce un grave
problema sia per il calcolo dell’energia10 che per l’integrita` delle molecole,
poiche´ il contraccolpo esplosivo successivo ad una sovrapposizione e` in grado
di spezzare i legami.
Per evitare queste spiacevoli conseguenze si conduce una simulazione pre-
liminare che indichiamo come “fase di crescita” e in cui i potenziali di inter-
azione sono inizialmente disattivati. Ad ogni passo si compie un controllo su
tutte le particelle e si accende l’interazione solo per quelle poste a distanza
rgrowth > σ
∗ dalle altre. Si e` visto dopo alcuni tentativi che impostando un
volume grande circa il doppio, rispetto a quello utilizzato effettivamente per
10Si ha infatti che φLJ → +∞ per distanze ∆r → 0 tra le particelle.
CAPITOLO 2. ALGORITMI DI SIMULAZIONE E ANALISI DATI 32
i run di produzione, ed una rgrowth = 0.7σ
∗, si ha una rapida conclusione di
questa fase, altrimenti particolarmente lunga.
Va anche detto, per concludere, che questa procedura va eseguita solo nel
caso non si disponga di alcuna configurazione. Infatti risulta molto piu´ rapido
porre una configurazione dello stesso tipo di molecole, in un ensamble NTP
o NTV, reimpostando le condizioni esterne come voluto e lasciare equilibrare
il sistema nel nuovo stato.
2.2 Il programma traduci.c
Portata a termine la simulazione si pone il problema di manipolare la mole di
dati raccolti. Per compiere un analisi statistica approfondita si e` fatto ricorso
ad anlzRun.c codice gia` sviluppato nel corso di questi ultimi anni dal gruppo
del Prof.Leporini. Si tratta di un apparato di calcolo piuttosto complesso in
grado di fornire rapidamente una notevole quantita` di informazioni sia del-
la statica che della dinamica (per maggiori dettagli si rimanda alla Sez.2.3)
di un sistema di polimeri lineari. Tuttavia anlzRun.c ha origine come inter-
prete diretto del programma di simulazione LJpoly.c, il quale utilizza uno
stile di programmazione completamente differente da nmpoly.c. Lo sviluppo
del codice, che permette ai due programmi di dialogare, costituisce la parte
software del materiale originale presente in questa Tesi.
2.2.1 Due formati diversi
Quando un programma di simulazione immagazzina sul disco fisso le config-
urazioni calcolate durante l’esecuzione, puo` farlo in diverse maniere.
La piu` naturale prevede di scrivere in ASCII il valore delle coordinate dei
vettori posizione rn e velocita` vn per ognuna delle le N particelle. Questo e` il
caso nmpoly.c. Il fatto di memorizzare in codice ASCII comporta il vantaggio
di poter leggere direttamente, con un semplice editor testuale, il contenuto
dei file. Puo` essere utile infatti poter controllare rapidamente le preziose
informazioni sulla salute della simulazione, che si trovano nei file delle con-
figurazioni. Un altro vantaggio risiede nella completa portabilita`. Ossia su
qualsiasi macchina, munita di un qualsiasi processore e sistema operativo,
l’informazione nei file ASCII viene interpretata sempre nella stessa maniera.
Tali vantaggi purtroppo hanno un costo considerevole per la memoria; spe-
cialmente poi nelle simulazioni in cui si devono esplorare la dinamica dei
tempi lunghi, come quelle che si sono qui condotte.
La seconda maniera di archiviare i dati invece privilegia il risparmio di
memoria fisica. Si tratta di scrivere a file secondo il codice binario. In questa
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maniera si occupa il 90% circa di spazio in meno; cio` ovviamente si raggiunge
a scapito della portabilita`, poiche´ la codifica binaria dipende dall’architet-
tura della macchina utilizzata. Il programma anlzRun.c, per poter funzionare
correttamente, ha bisogno che le configurazioni siano registrate in binario.
Quindi lo scopo di traduci.c e`: la lettura di una serie di file in ASCII prodotti
da nmpoly.c; l’estrazione di alcune informazioni in questi contenute; la loro
riscrittura in codice binario per anlzRun.c. Cruciale di tutto il procedimento
e` l’ultimo passaggio per il quale e` stato inevitabile controllare minuziosa-
mente la realizzazione delle strutture dati implementate dal programma di
analisi.
Entrando nel dettaglio, anlzRun.c procede nella lettura delle configu-
razioni tramite la funzione “fread”11. Tale funzione lavora, per cos`ı dire,
a basso livello: legge direttamente dalla memoria fisica una sequenza di bit
in successione, senza pero` curarsi del loro effettivo significato. I bit cos`ı letti
vengono sistemanti, uno in coda all’altro, nella memoria RAM. Come si puo`
gia` intuire, a questo livello la sequenza di bit non possiede un significato in se´
stessa. Piuttosto possiamo affermare che una parte del significato risiede nella
struttura in cui viene incamerata. Per capire questo concetto e` utile ricordare
che all’interno di una memoria, sia questa fissa o di tipo RAM, ogni dato e`
fisicamente disposto uno di fila all’altro come se fosse un unico, lunghissimo
nastro. Questo significa, ad esempio, che l’implementazione di una matrice
bidimensionale consiste nella definizione di una regola per “saltare” avanti e
indietro lungo quest’unico nastro di bit . E` in virtu` di tale regola che pos-
siamo “pensare” e “trattare” la sequenza di bit come una struttura a due
dimensioni. Diventa cos`ı chiaro perche´ diverse regole interpretano gli stessi
dati in maniere completamente distinte (vedi Fig.2.7).
Numerosi test sono stati compiuti per valutare la correttezza dell’oper-
ato di traduci.c poiche´ la cripticita` del codice sorgente di anlzRun.c, ricco
di richiami a funzioni definite in diverse parti delle circa 6000 righe scarse
di commenti, lasciava comunque adito a qualche dubbio. I test sono stati
condotti confrontando, ad esempio, il coefficiente di diffusione per il cen-
tro di massa dell’intera molecola che nmpoly.c calcola durante l’esecuzione,
con la stessa quantita` elaborata da anlzRun.c utilizzando i dati tradotti.
Oppure semplicemente osservando che alcune funzioni tipiche di un liquido
possedessero alcune immancabili caratteristiche; ad esempio che le funzioni
di correlazione partissero da 1. In conclusione s’e´ scoperto che le implemen-
tazioni delle matrici di posizione e velocita` utilizzate da anlzRun.c ed il rel-
ativo programma LJpoly.c possiedono gli indici p (polimero p-esimo) e m
11“Fread” e` una funzione della libreria standard “stdio.h” del linguaggio C
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Figura 2.7: Nel disegno la stessa matrice Aı viene implementata attraver-
so due regole simili: (ı=indice di riga;=indice di colonna) e (ı=indice di
colonna;=indice di riga). Tuttavia la sequenza dell’informazione e` disposta
fisicamente in altra maniera. Il vice versa e` anche vero: cioe´ la stessa sequenza
fisica letta con due regole diverse produce differenti matrici.
(monomero m-esimo)che identificano la particella scambiati12.
2.2.2 L’ambiente di analisi
I problemi per rendere compatibili nmpoly.c e anlzRun.c non si esauriscono
con la semplice traduzione da ASCII a binario. Infatti anche il programma di
analisi richiede un file di parametri di input e suppone inoltre di lavorare coi
dati prodotti da LJpoly.c. Di conseguenza il programma di traduzione riceve
come ulteriore input, oltre ai file di configurazione, anche il file dei parametri
di nmpoly.c e restituisce un file di parametri per anlzRun.c. Assieme a questo
vengono create le directory e alcuni altri file di controllo richiesti dal pro-
gramma di analisi. Solo a questo punto anlzRun.c e` in grado di operare
correttamente sui dati prodotti dal programma di simulazione.
2.2.3 Potenzialita` mancate
Nonostante nmpoly.c sia in grado di salvare le configurazioni con cadenza log-
aritmica non e` stato possibile evitare un salvataggio lineare perche´ anlzRun.c
richiede, per sua costruzione, dati cadenzati linearmente. Lo stoccaggio log-
aritmico consente di risparmiare spazio sul disco fisso13 e si basa su di una
considerazione sul tipo di simulazione che sono state condotte.
Poiche´ vogliamo osservare la propagazione degli effetti che determinano i
moti alle scale temporali veloci tipiche della gabbia fino alle scale piu` lente,
12La conversione corretta anlzRun.c tra i due tipi non e` indicata chiaramente nel codice.
13Compensando cos`ı lo spreco di memoria dovuto all’utilizzo della scrittura ASCII
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non e` sufficiente avere solo le prime configurazioni campionate fittamente.
La motivazione e` legata alle medie di ensamble. Di fatto quando si compie
una qualche media temporale dobbiamo poter garantire che gli oggetti su cui
operiamo siano tra loro statisticamente indipendenti. Comportarsi diversa-
mente puo` condurre verso errori di valutazione piuttosto grossolani. Allora
qualsiasi proprieta` statica o dinamica che sia oggetto di media deve essere
colta in momenti temporali ben distanti tra loro (per una discussione piu`
esaustiva si rimanda alla Sec.2.3). Non c’e´ ragione quindi per conservare un
campionamento omogeneamente fitto per tutta la simulazione, quando gran
parte delle informazioni sulla scala breve non conviene usarle. Nel nostro caso
purtroppo non si e` riusciti a fare di meglio.
2.2.4 I programmi satelliti
Per limitare in parte gli sprechi di tempo e memoria, dovuti ad un salvataggio
lineare di file ASCII, si e` adottato un metodo che ricorre spesso nel campo
delle simulazioni numeriche: suddividere il tipo di simulazioni in run lunghi
e brevi. I primi sono compiuti con passi di salvataggio decisamente troppo
grandi per osservare i moti relativi ai tempi brevi e consentono di raggiungere
piu` agevolmente i tempi della dinamica lenta. I run brevi invece, memorizzano
le configurazioni frequentemente ma si spingono solo fino a raccordarsi con
i run lunghi. Per attuare questo metodo in maniera automatizzata e` stata
creata, in modo originale, una serie di scripts14 di cui si dara` solo un breve
elenco:
• partiziona: ordina tutti i file di configurazione, prodotti da una lunga
simulazione, suddividendoli a blocchi di t̂ (per il significato di t̂ si veda
la Sez.2.3);
• prepara short: predispone i file di partenza per le simulazioni brevi
formattando adeguatamente il primo file di ogni blocco del run lungo;
• Short: avvia sequenzialmente le simulazioni brevi e sistema in oppor-
tune cartelle le configurazioni prodotte analizzandole al momento.
2.3 Il programma anlzRun.c
Ultimata la fase di traduzione delle configurazioni abbiamo tutto l’occorrente
per avviare il processo di analisi. Anche anlzRun.c riceve come input un file
14Una script e` un programma nel linguaggio del sistema operativo. La caratteristica
saliente consiste nella semplicita` di invocare altri programmi. Si puo` quindi definire il
linguaggio con cui sono creati un meta-linguaggio di programmazione.
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di parametri: LJpoly.data in cui sono impostati i valori che controllano la
simulazione di LJpoly.c. Fra tutti i parametri che riguardano la simulazione
uno in particolare merita qualche parola in piu`: il tempo di correlazione t̂.
2.3.1 Il tempo di correlazione
Come in parte e` stato accennato nella sottoSez.2.2.3 e` importante per una
corretta analisi delle proprieta` dinamiche del sistema, definire un tempo t̂,
l’intervallo di tempo dopo il quale possiamo assumere che il sistema si sia
dimenticato completamente del proprio stato iniziale. Il t̂ consente di individ-
uare all’interno di un’unica simulazione i brani di evoluzione statisticamente
scorrelati.
Il programma di analisi percio` considera la totale simulazione composta di
blocchi lunghi t̂. Di conseguenza la media di ensamble di una certa quantita`
dinamica Q(t) viene calcolata da anlzRun.c tramite la seguente:
〈Q(t)〉 = 1
M
M∑
ı=1
Qı(t). (2.4)
dove M e` il numero delle misure all’interno di un run di produzione (M =
trun/t̂) e Qı e` la quantita` dinamica misurata nell’ı-esima misura.
Nel nostro caso specifico di liquido polimerico, per dare una stima ra-
gionevole del t̂, ci sono diverse possibili scelte15, basate su criteri piu` o meno
stringenti, che tuttavia possono considerarsi equivalenti. Si e` scelto di definire
t̂ come due volte e mezza l’istante t1 tale che Cee(t1) = 0.1, con Cee(t) la fun-
zione di correlazione end-to-end della catena (vedi Fig.2.8, per la definizione
di Cee si rimanda al Par.2.3.2). Non conoscendo a priori il suo valore e` bas-
tato compiere una rapida analisi con t̂ = trun, e ricavare poi dal grafico di
Cee il valore corretto.
2.3.2 Le funzioni calcolate
Il programma anlzRun.c e` stato scritto per valutare in maniera efficiente una
grande quantita` di oggetti statistici. Ecco un elenco delle funzioni che sono
state utili per la presente Tesi:
• funzione di correlazione del vettore Ree,
15I criteri altrettanto validi che non sono stati presi in considerazione nella presente Tesi
sono: l’istante in cui lo spostamento quadratico medio del centro di massa 〈δr2cm〉 supera la
distanza quadratica media degli estremi della catena 〈R2ee〉 e l’istante in cui 〈δr2cm〉 supera
il raggio di girazione della catena R2G.
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Figura 2.8: Nel grafico sono riportati, per una stessa lunga run su dei trimeri,
gli andamenti della funzione di correlazione end-to-end mediata rispetto a
diversi intervalli di tempo: t = 10000 linea nera, t = 5000 linea blu, t = 2500
linea rossa e t = 1800 linea verde. Viene inoltre graficato un tratto della retta
y = 0.1 (linea tratteggiata) la cui intersezione con le curve Cee determina i
t1. Questi ultimi servono a definire il tempo t̂ = 2.5t1 (vedi nel testo). Si
osserva che scegliere il t minore permette di ottenere ancora medie corrette,
coll’ulteriore vantaggio di avere un campione piu` numeroso. In questa maniera
anche il rumore statistico diminuisce.
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• spostamenti quadratici medi del monomero,
• funzione di distribuzione radiale della coppia g(r),
Qui di seguito riportiamo le definizione di questi oggetti statistici.
Correlazione end-to-end. Si tratta di una funzione di rilassamento ro-
tazionale e descrive quanto, al passare del tempo, la direzione del vettore Ree
(vedi Sez1.1) medio di un polimero si discosti dalla sua direzione iniziale. La
sua espressione e` la seguente:
Cee(t) =
1
P
P∑
p=1
〈Rp(t) ·Rp(0)〉
R2p(0)
. (2.5)
dove P e` il numero di polimeri nella scatola. Tale funzione descrive il piu` lungo
processo dinamico che siamo in grado di indagare con le nostre simulazioni:
la rotazione completa della catena intorno a se stessa. Come gia` anticipato
nella sottoSez.1.4 sara` τee, il tempo caratteristico della Cee, che metteremo
in relazione con l’ampiezza quadratica dei moti all’interno della gabbia.
Spostamenti quadratici medi. Poiche´ ci interessa l’efficacia della gabbia
in cui un generico monomero si trova intrappolato ci focalizzeremo proprio
sullo spostamento quadratico medio del singolo monomero, in cui si osservano
i piu` evidenti effetti dell’ingabbiamento (vedi Fig.1.3). Definiamo quindi lo
spostamento quadratico medio del monomero secondo la:
〈r2(t)〉mon = 1
P M
P M∑
p,m=1
〈rpm(t) · rpm(0)〉. (2.6)
Vedremo solo in seguito (4.2) come ricavare una stima per il valore 〈u2〉 a
partire dal grafico dello spostamento quadratico medio del singolo monomero.
Funzione di distribuzione radiale della coppia. E` utile definire in
oltre, la ricetta per determinare la correlazione tra le posizioni dei monomeri,
ovvero la distribuzione della coppia ı in funzione della distanza rı. La
definizione della g(rı) e` quindi la seguente[35]:
g(rı) =
N(N − 1)
ρ2Z
∫
exp
(
−φ(rı)
κBT
) N∏
k 6=ı,
drk. (2.7)
dove Z e` la funzione di partizione del sistema.
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2.4 Il programma calcVolVoronoi.c
L’uso del programma calcVolVoronoi.c ha permesso lo studio specifico delle
distribuzioni relative al volume di cui una particella e` dotata. Questo com-
prende: il volume proprio della particella costituito dal suo cuore impene-
trabile e una parte del volume libero totale per tutta la scatola. Per anal-
izzare come i monomeri si ripartiscano il volume della scatola, siamo ricorsi
al metodo della tassellazione di Voronoi. L’intero volume della scatola viene
suddiviso tra tutti monomeri in celle poliedriche. Per spiegare cosa sia una
cella di Voronoi (per il significato fisico si rimanda alla Sez.4.1) e` sufficiente
riapplicare la definizione di una cella di Wigner-Seitz ad una disposizione
non periodica di atomi, come quello di un vetro, invece che a quello usuale e
regolare di un solido cristallino (vedi Fig.2.9). La necessita` di avere un codice
Figura 2.9: Sono messi a confronto una cella di Wigner-Seitz di un reticolo
bidimensionale quadrato (a sinistra) e la cella di Voronoi per un singolo atomo
in un reticolo aperiodico (a destra). In entrambi i casi il procedimento e` il
medesimo: si congiungono i centri degli alti col dentro dell’atomo, vengono
poi costruiti i piani a cui tali segmenti sono perpendicolari in maniera da
suddividere il segmento stesso in due parti lunghe uguali. Le celle di Wigner-
Seitz e di Voronoi sono date allora dall’intersezione di tutti semispazi che
contengono l’atomo centrale centrale. La forma della cella riflette ovviamente
la regolarita` degli atomi su cui viene costruita: perfettamente regolare nel caso
di un cristallo, irregolare per una disposizione aperiodica. In oltre notiamo
che, mentre le celle di Wigner-Seitz sono uguali per tutti gli atomi, possiamo
individuare varie forme per la cella di Voronoi, che si possono differenziare
anche per numero di facce e spigoli.
per l’analisi dei volumi separato dal resto di anlzRun.c, e` motivata dal lungo
procedimento di calcolo richiesto dal metodo MonteCarlo (MC) utilizzato da
CalcVolVoronoi.c. Questo consiste nell’attribuire a ciascun monomero il nu-
mero nhit, di punti che, scelti casualmente all’interno della scatola, cadono
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nella cella -esima di Voronoi. Il volume della cella allora sara` proporzionale
al rapporto nhit,/nhit,tot, dove nhit,tot sono i punti scelti in totale. E´ chiaro
quindi che per avere una sufficiente precisione e` necessario un numero elevato
di nhit,tot, in genere dell’ordine di qualche centinaia di punti per numero di
monomero. Questo, unito alle routins di controllo per assegnazione, portano
ad elevati tempi di calcolo che si associano male all’intenso, se pur limitato
nel tempo, utilizzo delle risorse da parte di anlzRun.c.
Tre sono i tipi di distribuzioni calcolate, quella del volume medio per
monomero in funzione della posizione nella catena, quella del monomero e
quelle distinte a seconda della posizione nella catena.
Capitolo 3
Il modello utilizzato
Il sistema di cui vogliamo studiare la dinamica e` un bulk di liquido polimeri-
co in cui sia possibile variare la sofficita` delle particelle. Per quanto riguarda
l’eliminazione degli effetti della superficie si e` adottato l’usuale schema delle
condizioni periodiche al contorno (vedi sottoSez.2.1.1). Il numero di particelle
scelto1 garantisce che non ci siano effetti di sovrapposizione del potenziale in
grado di viziare i dati dell’analisi statistica. Tale effetto sarebbe presente a
parita` di densita` per dimensioni eccessivamente ridotte della scatola rispetto
al tipico range di interazione tra due atomi. Capita allora che scegliendo una
particella del liquido, anche le immagini periodiche si trovino all’interno del
raggio di interazione. Quindi, poiche` viene considerata solo un’immagine alla
volta e per definizione due immagini della stessa particella non interagiscono,
si creano delle anisotropie non fisiche nella distribuzione del liquido. Certa-
mente queste anisotropie non sono ammissibili all’interno di una descrizione
realistica di un liquido che dovra` presentare invece una distribuzione isotropa.
L’interazione tra le particelle adottata in questa Tesi e` quella di tipo
Lennard-Jones (LJ) parametrica[33] che scriviamo come:
φLJ(r; p, q) =
∗
q − p
(
p
(
σ∗
r
)q
− q
(
σ∗
r
)p)
. (3.1)
dove ∗ misura la profondita` del minimo e σ∗ e` tale che la distanza di questo
dal centro dell’atomo sia 6
√
2σ∗. I parametri p e q competono rispettivamente
alla parte attrattiva a lungo range e alla parte repulsiva a corto range. La par-
ticolarita` di questa forma per descrivere l’interazione LJ e` di mantenere fissa
la profondita` e la posizione del minimo della buca, (vedi Fig.3.1). Dunque
disponiamo di un’interazione che ben si adatta al tipo di ricerca che vogliamo
condurre: esplorare cioe´ le dipendenze dei moti che avvengono sul lungo pe-
riodo dalla dinamica microscopica che determina i moti di gabbia. Infatti
1N ' 2000
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Figura 3.1: Grafico del potenziale Lennard-Jones parametrico per diverse
coppie di valori (p, q). Gli assi sono in unita` di σ∗, per le ascisse, e di ∗,
per le ordinate. Il punto r0 =
6
√
2σ∗ indica la distanza in cui e` situato il
minimo con profondita` −∗. Si noti come posizione e profondita` del punto di
equilibrio siano le medesime per ogni caso.
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Figura 3.2: Plot della forza f = −(dφ/dr) per diversi LJ parametrici. Gli
assi sono in unita` di σ∗, per le ascisse, e di ∗, per le ordinate. Il punto
r0 =
6
√
2σ∗ indica la distanza in cui si annulla la forza. Si noti che r0 partiziona
il potenziale in parte attrattiva e parte repulsiva uguale per tutti i casi.
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la proprieta` di possedere come punto fisso la distanza del minimo r0 (vedi
Fig.3.1) mantiene inalterata la disposizione dei punti di equilibrio intorno a
cui rimbalzano, gli atomi imprigionati. Parimenti una profondita` della buca
costante assicura, per tutti i casi che studieremo, che l’agitazione termica
delle particelle sia la medesima. Possiamo allora affermare che la variazione
dei parametri p e q non puo` modificare in maniera diretta la struttura e le
fluttuazioni termiche del liquido, ma solamente il tipo di dinamica micro-
scopica (per maggiori spiegazioni si faccia riferimento alle Sezz. 4.1 e 5.1). In
altre parole, data una certa disposizione spaziale delle particelle l’effetto di
cambiare i parametri del potenziale LJ si osserva nel modulo della forza di
interazione ma non la sua direzione e verso (vedi Fig.3.2).
Il singolo potenziale LJ parametrico pero` non basta per descrivere le
strutture polimeriche che vogliamo studiare. Introduciamo allora un secondo
potenziale che, unito al LJ, simula il legame chimico tra due atomi consecutivi
in una catena (vedi Figg.3 e 3.4). Si tratta del potenziale esclusivamente
attrattivo FENE2 che ha la seguente forma:
φFENE(r;R, k) = −1
2
kR2ln
(
1−
( r
R
)2)
(3.2)
dove k e` la costante elastica della molla che FENE descrive al prim’ordine
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Figura 3.3: Nel grafico e` riportato il potenziale attrattivo φFENE(r), in unita`
di ∗ e di σ∗ rispettivamente per ascisse ed ordinate. Ad r2 il potenziale
possiede un asintoto verticale.
e R ne rappresenta la massima elongazione. Questa e` una scelta che occorre
spesso nel campo delle simulazioni di macromolecole[34] perche` costituisce
un decisivo miglioramento nell’efficienza di calcolo rispetto ai metodi di con-
straint come lo SHAKE[35]. Il valore dei parametri e` quello che normalmente
2Finite Extensivity Non Elastic
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si trova in letteratura: R = 1.5σ∗ e k = 30∗/σ∗2 e che accoppiato con il LJ
“classico” (p, q) = (6, 12) (vedi Fig.3.4) produce una buca asimmetrica molto
pronunciata. Tuttavia l’accoppiamento con LJ parametrico a diversi valori
della coppia (p, q) altera la distanza del legame in maniera intollerabile. Per
mantenere invariata la struttura della molecola e modificare solo l’interazione
che determina la dinamica ci sono almeno due strade possibili. La strada piu`
naturale di cambiare parametri FENE, in modo da mantenere fisso il punto di
minimo e almeno la curvatura in un suo breve intorno, richiede la soluzione
di un sistema di due equazioni non lineari in due incognite. Sebbene per
il caso (p, q) = (6, 10) la soluzione possa essere trovata semplicemente per
mezzo del calcolatore, il caso (p, q) = (6, 8) presenta considerevoli difficolta`
anche per il computer. Infine si e` osservato che il potenziale rappresentante
il legame chimico possiede gia`, nel caso “classico”, una forma completamente
diversa dall’interazione tra le particelle che non sono contigue nella catena
(cnf. Figg.3.1 e 3.4). Si e` scelto quindi di continuare ad utilizzare sempre il
0 0,5 1 1,5 2
Distanza di Interazione (σ∗)
0
10
20
30
40
En
er
gi
a 
Po
te
nz
ia
le
 (ε
∗
)
φLJ + φFENE
r2
Figura 3.4: Plot del potenziale che descrive il legame in funzione della dis-
tanza. Le unita` di misura degli assi delle ascisse e delle ordinate sono rispet-
tivamente σ∗ e ∗. Si noti la violenta curvatura nel punto che corrisponde al
minimo r1 che fittata con una parabola y = ax
2+bx+c fornisce a ' 500∗/σ∗2.
Possiamo allora considerare il legame come una molla estremamente rigida:
il periodo di oscillazione e` τspring ∼ 0.2t∗.
solito LJ “classico” sommato al FENE. Per concludere, in ogni caso studiato
il legame e` sempre dato da LJ con (p, q) = (6, 12) accoppiato al FENE con
(R, k) = (1.5, 30), di volta in volta variera` solo l’interazione tra atomi non
contigui e appartenenti alla stessa catena.
Il modello di polimeri che utilizzeremo per la presente Tesi e` quello detto
“ad atomi uniti”: ogni monomero e` approssimato ad una sfera ed il legame
con cui vengono costuriti i polimeri nel nostro caso sono molle.
Tutte le grandezze che descrivono il nostro sistema sono riespresse in
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DecameroTrimero
Figura 3.5: I polimeri che supponiamo di avere a disposizione sono trimeri e
decameri in approssimazione “ad atomi uniti”. Rispettivamente 3 e 10 sfere
collegate una in fila all’altra tramite molle.
Tabella 3.1: La prima colonna contiene il nome della grandezza a cui ci rife-
riamo. La seconda contiene il simbolo per indicare la grandezza. Nell’ultima
infine il simbolo ed il valore in unita` ridotte.
grandezza ridotta
massa m m∗ = m/m = 1
lunghezza σ σ∗ = σ/σ = 1
energia  ∗ = / = 1
densita` ρ ρ∗ = ρσ3
forza f f ∗ = fσ/
pressione P P ∗ = Pσ3/epsilon
temperatura T T ∗ = TκB/
tempo t t∗ = t(/mσ2)1/2
unita` ridotte; una convenzione che deriva sia da praticita` di calcolo che dalla
possibilita` di trasporre i risultati di una sola simulazione a diversi sistemi
reali con un riscalamento opportuno. Per la conversione da unita` ridotte
ad unita` SI si veda la tabella Tab.3.1 Usualmente si suppone di avere a
che fare con delle molecole di atomi di Argon. Tale scelta si giustifica per
il fatto che, come l’Argon del mondo reale, anche le nostre particelle sono
oggetti sferici che interagiscono tramite potenziali di accoppiamento debole.
In questo caso allora sono fissate la massa m, l’energia  e la posizione del
minimo σ dell’interazione. La tabella Tab.3.2 fornisce un’idea del sistema che
stiamo supponendo di simulare.
Grazie alla particolare implementazione del programma di simulazione
(per una discussione piu` approfondita della realizzazione di nmpoly.c vedi
Sec.2.1) possiamo porre il sistema in uno qualsiasi degli ensamble statistici
classici:
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Tabella 3.2: La prima colonna contiene il nome della grandezza a cui ci rife-
riamo. La seconda contiene il simbolo per indicare la grandezza. Nell’ultima
infine il simbolo ed il valore in unita` ridotte.
grandezza unita` SI unita` ∗
massa 6.64 · 10−25Kg 1m∗
lunghezza 3.87 · 10−10m 1σ∗
energia 1.5 · 10−21J 1∗
densita` 1.7 · 10−32m−3 1ρ∗
pressione 2.60 · 10−53Pa 1P ∗
temperatura 1.09 · 102K 1T ∗
tempo 8.14 · 10−12s 1t∗
• NEV il microcanonico in cui si conservano il numero delle particelle N ,
l’energia totale E ed il volume V della scatola e che utilizziamo per la
fase di produzione dei dati.
• NTV il canonico che conserva particelle, temperatura T interna, e
volume.
• NTP il grancanonico in cui invece sono conservate N , temperatura T
e pressione esterna P .
Questi ultimi due ensamble ci consentono di equilibrare alle condizioni ter-
modinamiche a cui vogliamo porre il sistema che stiamo simulando. Con
opportuni accorgimenti tecnici e` possibile passare da uno all’altro degli en-
samble classici.
Per ottenere dati che dipendano esclusivamente dalla dinamica del sistema
e non anche dai gradi di liberta` associati ai pistoni di Nose` e di Andersen3
(vedi sottoSez.2.1.2), la fase di produzione dei dati successivamente analizzati
e` stata sempre effettuata nell’ensamble microcanonico NEV. Purtroppo non e`
possibile la preparazione exnovo di un ensamble NEV. Perche` non conosciamo
il valore dell’energia totale e soprattutto, per un sistema disordinato di questo
tipo, non potremmo suddividerla semplicemente tra le particelle. In altre
parole dovremmo riuscire a trovare la posizione e la velocita` per ogni singola
particella in maniera che il sistema sia all’equilibrio termico e meccanico. Un
compito veramente complicato.
Una via alternativa che solitamente si segue nel campo delle simulazioni
MD consiste nello sfruttare la possibilita` di passare tra i diversi ensamble.
3Tanto piu` che non hanno corrispettivi diretti nel mondo reale.
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A partire dallo stato di partenza (vedi Sez.2.1.4) si procede con un’iniziale
equilibratura NTP. Il sistema scambiera` energia termica e variera` il volume
della scatola in cui e` contenuto. Questo fino a che il liquido non raggiunge
la temperatura e la pressione desiderate entro un errore che generalmente
rimane minore di 10−4. Il successivo passo per avvicinarci all’ensamble NEV
consiste nel disattivare il barostato che, come si e` visto nella sottoSez.2.1.2
induce indirettamente ulteriori fluttuazioni sulla temperatura. Quindi ora
proseguiamo evolvendo il sistema nell’ensamble canonico, mantenendo attivo
solo il pistone termico di Nose`. Conclusa anche la fase di completa equili-
bratura della T , prudenza vuole che, prima della produzione dei dati veri e
propri, si faccia compiere al sistema un’evoluzione microcanonica per dissi-
pare gli effetti dovuti all’ultimo passaggio tra gli ensamble NTV ed NEV.
Questa procedura per ottenere un sistema con determinate caratteristiche,
sebbene sia piuttosto rapida, nasconde diverse insidie, che spiegheremo in
breve.
Nel passaggio da NTV ad NEV, il sistema interrompe di colpo lo scambio
di energia con il termostato. Poiche` la temperatura T propria del sistema
nell’NTV fluttua intorno alla sua media e` inevitabile che al momento del
passaggio questa non sia esattamente quella di equilibrio. Possiamo dire che
il valore della temperatura T apparterra` ad una distribuzione gaussiana cen-
trata su Text. Quindi puo` sempre capitare che sia sufficientemente diversa da
quella di equilibrio perche` nel microcanonico il passaggio sia avvertito come
uno sbalzo di temperatura. Un’equilibratura lunga t̂, alla fine della quale le
fluttuazioni della temperatura sono ben smorzate, e` sufficiente a dissipare
possibili dubbi. Il discorso poi si fa ancor piu` critico quando consideriamo
il passaggio dall’NTP all’NTV poiche` e` la fluttuazione del volume a subire
un repentino arresto. In questo caso infatti esiste il rischio di generare os-
cillazioni collettive nella densita` che difficilmente rilassano e che possono
alterare violentemente i dati ottenuti.
Capitolo 4
Simulazioni dei trimeri
In questo capitolo verranno esposti i risultati delle simulazioni di un liqui-
do composto da polimeri a tre monomeri: dei trimeri. Una prima serie di
queste e` stata effettuata variando esclusivamente la densita` del campione
mantenendo il potenziale φLJ(6, 12) classico. Sono stati indagati i casi per
ρ = 1.033; 1.056; 1.086, delle variazioni quindi intorno al 3%. Una seconda
serie di simulazioni invece hanno esplorato il caso a ρ = 1.056 con diver-
si potenziali di interazione. Piu` precisamente la parte repulsiva e` stata ri-
toccata ai nuovi valori q = 10; 8, cioe` stata incrementata la “sofficita`” dei
monomeri. La scelta di mantenere invariata la parte di interazione a lungo
range e` stata infatti dettata dal voler osservare il propagarsi degli effetti della
dinamica microscopica su quella lenta. Condurremo l’analisi cominciando con
la tassellazione di Voronoi e osservando un’altra quantita` tipicamente stat-
ica: la funzione di distribuzione radiale della coppia g(r). Passeremo quindi
alle curve che descrivono alcuni meccanismi dinamici e che ci permetteranno
di porre sotto verifica la relazione di Wolynes (1.13). Si tratta dello sposta-
mento quadratico medio per il singolo monomero 〈∆r2(t)〉 e la funzione di
correlazione end-to-end Cee(t).
4.1 Volumi della cella e funzione g(r)
Abbiamo definito nella Sez.2.4 la costruzione geometrica dei poliedri di Voronoi
[41][42] ed il metodo che si e` utilizzato per calcolare la loro distribuzione al-
l’interno del liquido. Passiamo quindi a presentare le informazioni sulla fisica
del sistema che tali distribuzioni possono fornirci.
Cominciamo col dire che si tratta di informazioni di tipo statico, legate
alla topologia del liquido e piu` in particolare come il sistema distribuisce il
volume libero di cui dispone tra le particelle che lo compongono. Esiste pero`
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una precisazione da fare in merito al significato di volume libero e di cella di
Voronoi che ne fa apprezzare la sottile differenza. Per volume libero di un sis-
tema di sferette che occupa una scatola, si intende cio` che rimane dopo aver
sottratto il covolume delle particelle. Cioe` tutto lo spazio della scatola che
non sia occupato da una qualche sferetta. L’attributo libero si riferisce alla
possibilita` di ridistribuirlo senza spese energetiche, creando ad esempio cav-
ita` attraverso cui le particelle possano spostarsi con piu` agio (vedi Fig.4.1).
Diversamente, i poliedri di Voronoi forniscono informazioni geometriche sulla
Figura 4.1: Nella figura l’esempio di un’ampia porzione di volume libero (in
blu) per un liquido di sfere dure. All’interno di questo sistema possono es-
istere volumi liberi di grande estensione e tuttavia essere molto ramificati.
Tali conformazioni permettono movimenti collettivi caratterizzati dallo scor-
rimento di piani dell’intero liquido e che possono risultare importanti nella
descrizione delle sue proprieta` fluide.
disposizione degli atomi e sulla maniera in cui questi ultimi si spartiscono il
volume libero (vedi Fig.4.2). In questa accezione allora il volume libero viene
ricondotto ad una proprieta` di singola particella perdendo il suo carattere
collettivo. E´ stato notato infatti[2] che proprio le strutturazioni estese e ram-
ificate possono diventare rilevanti nelle proprieta` di trasporto in prossimita`
di Tg. Tuttavia, poiche´ l’analisi si orienta alla caratterizzazione microscop-
ica della gabbia per impaccamenti considerevoli delle particelle, possiamo
permetterci di utilizzare il metodo della tassellazione di Voronoi.
Poiche´ in oltre il metodo di Voronoi coinvolge la geometria locale del
liquido, le larghezze delle distribuzioni costituiscono un interessante indica-
tore del grado di disordine del sistema. Una disposizione delle particelle in
un reticolo regolare possiedera` una distribuzione ben piccata intorno al vol-
ume della cella di Wigner-Seitz, mentre un liquido certamente consente una
maggior varieta` di volumi.
Per quanto riguarda la funzione di distribuzione radiale della coppia g(r)
diremo solamente che fornisce informazioni sulla coordinazione delle parti-
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Figura 4.2: La stessa disposizione della Fig.4.1 viene qui analizzata attraverso
la tassellazione di Voronoi. Si vede bene che in questo caso l’ampia porzione
che permette i movimenti collettivi di scorrimento (la zona lievemente piu`
scura) viene suddivisa tra diversi poliedri e non e` piu` possibile apprezzarne
l’intera complessita`.
celle. Stima cioe` il numero delle particelle che mediamente si trovano intorno
ad un dato atomo in funzione della loro distanza. E´ possibile osservandone
i picchi (vedi Fig.4.3) individuare le sfere di coordinazione. Ovvero i gusci
sferici in cui sono disposte le particelle che un atomo vede intorno a se´.
4.1.1 Trimeri a differenti densita`
Cominciamo la nostra analisi osservando il comportamento dei trimeri dotati
di un potenziale φLJ (6, 12) a differenti densita`, focalizzando sul volume medio
della cella di Voronoi intorno al singolo monomero (vedi Fig.4.4). Come ci si
deve aspettare una minore densita` del campione permette un volume medio
maggiore, ma c’e´ dell’altro. Infatti si scorgono subito gli effetti dovuti alla
connettivita` polimerica, al fatto cioe` che gli atomi del liquido sono in parte
ordinati tramite il legame chimico in terzetti. Il volume libero allora si local-
izza principalmente intorno ai monomeri terminali. Tale effetto e` ben noto
da tempo. Fox e Flory[31] gia` negli anni ’50 proposero, sulla base di studi
dilatometrici sul polistirene, la seguente formula per la densita` numerica ρ
dei campioni polimerici in funzione del peso molecolare M :
1
ρ(M)
=
1
ρ∞
+
2Ve
M
, (4.1)
dove ρ∞ e` il limite per catene infinitamente lunghe, mentre Ve individua
appunto il volume libero maggiore associato ai terminali.
Per raffinare l’indagine passiamo ora alle distribuzioni dei volumi liberi
(vedi Fig.4.5) in cui la differenza tra le celle dei monomeri centrali e terminali
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Figura 4.3: Nel grafico l’esempio di un andamento tipico di una distribuzione
g(r) in funzione della distanza in σ∗. Oltre ai diversi picchi, che individuano
la collocazione delle sfere di coordinazione, notiamo ancora un paio di parti-
colari caratteristici: il fatto che si stacchi dallo zero solo poco prima di r = 1 e
che poi tenda al valore 1. Il primo e` dovuta all’impenetrabilita` del potenziale
repulsivo delle particelle che impedisce di avvicinarvisi. Il secondo deriva dal-
la definizione stessa della g(r) (vedi la (2.7) ): poiche´ la correlazione dovuta al
potenziale d’interazione decade per r → +∞, la g(r) vede una distribuzione
omogenea di particelle per ogni distanza, ovvero sia ritrova la densita` del
campione.
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Figura 4.4: Sono plottati i volumi medi della cella di Voronoi (in unita` σ∗3)
intorno ai monomeri in funzione della posizione m-esima (grafico a sinistra)
e della densita` (in unita` σ∗−3 nel grafico a destra). Si noti la maggior localiz-
zazione del volume intorno a questi ultimi e come la maggiore densita` riduce
il volume di tutti i tipi di cella in accordo con la legge di Fox e Flory (4.1).
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Figura 4.5: Sono riportate le distribuzioni dei volume della cella di Voronoi,
normalizzate ad 1, che racchiude i centrali (in nero) e terminali (in rosso).
Si nota che il maggior volume libero medio dei terminali di proviene proprio
da una distribuzione spostata verso destra e della stessa forma di quella dei
centrali. Si nota in oltre che l’aumento di densita` si traduce in una riduzione
violenta dei volumi maggiori ed in una piu` lieve estensione verso la parte
relativa alle celle minori.
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Figura 4.6: Nel disegno si propone una spiegazione per l’esistenza del termine
extra di volume libero Ve che compare nella (4.1) nel caso particolare di un
trimero. Prima di formare il trimero assegnamo ad ogni monomero una bolla
di volume libero medio tutte dello stesso raggio (rossa per i terminali, verde
per il centrale). Dopo di che ogni monomero perde una calotta di volume
libero (frecce bianche) per ogni legame che formera`. In tale maniera possiamo
spiegare qualitativamente che il termine extra Ve presente nella (4.1) e` dovuto
proprio al fatto che i terminali possiedono un legame in meno.
viene esplicitata. Poiche´ in tutti i casi visti la forma per i due tipi di curve
e` molto simile possiamo dire che qualitativamente il volume libero di un
terminale e` dotato effettivamente di un volume extra Ve (come nell’equazione
(4.1)) dovuto al fatto che possiede un legame in meno (vedi Fig.4.6). Per
quanto riguarda gli effetti dovuti alla densita` si riscontra, per in caso ρ =
1.033, la larghezza maggiore e per il caso ρ = 1.086 quella minore il che
e` ovviamente dovuta alle diverse quantita` di volume libero che i monomeri
possono spartirsi.
Concludiamo l’analisi delle proprieta` statiche del liquido con le g(r) (vedi
Fig.4.7) in cui possiamo notare il fatto che le sfere che simulano i monomeri
possono essere considerate delle sfere decisamente rigide di diametro ∼ 0.9σ∗.
Infatti, in ognuno dei tre casi qui studiati, la g(r) mostra una distanza di
minimo avvicinamento di 0.9σ∗.
4.1.2 Trimeri con diversa sofficita`
Le analisi sui volumi liberi vengono ora riapplicate per lo studio della sofficita`.
Osserviamo dapprima il volume libero medio dei monomeri in questo caso
(vedi Fig.4.8). e notiamo che un potenziale piu` rigido localizza maggiormente
il volume intorno ai terminali. Possiamo constatare che la quantita` totale
di volume libero per il sistema deve rimanere costante. Con cio` possiamo
spiegare il fatto che il punto P , intersezione delle tre rette del grafico in
Fig.4.8, divide quest’ultime in due parti in rapporto 1 : 2. Infatti le densita`
dei monomeri centrali e di quelli terminali sono nello stesso rapporto 1 : 2,
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Figura 4.7: Sono riportate le funzioni di distribuzione delle coppie in funzione
della distanza σ∗ per i tre casi Lennard-Jones classico e diverse densitaa`.
Viene anche mostrato l’ingrandimento della prima sfera di coordinazione, qui
si riscontrano le maggiori differenze tra le curve: al diminuire della densita`
la posizione del massimo cambia spostandosi verso distanze piu` grandi e
diminuendo il numero di particelle medio nella prima sfera di coordinazione.
In generale si nota che l’ampiezza delle oscillazioni della g(r) cresce colla
densita`.
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Figura 4.8: Sono plottati i volumi medi della cella di Voronoi (in unita` σ∗−3)
intorno al monomero collocato nella posizione m-esima. Oltre alla local-
izzazione del volume intorno ai terminali, gia` notata in precedenza (vedi
Fig.4.4), si registra un fatto nuovo: ammorbidendo il potenziale repulsivo si
ha che una parte del volume libero occupato dai monomeri terminali si ridis-
tribuisce ai monomeri centrali. Nel grafico viene segnato anche il punto P in
cui si intersecano le tre rette.
quindi il volume della cella perso dai due monomeri terminali di ogni catena
non puo` far altro che andare all’unico centrale.
Continuiamo l’analisi dei volumi di Voronoi con le distribuzioni di questi
nei tre casi di diverso potenziale repulsivo (vedi Fig.4.9). A prima vista non
sembra che le modificazioni della sofficita` imposte portino a grandi stravol-
gimenti nel volume disponibile. Questo avvalora l’ipotesi fatta in precedenza
(vedi Cap.3) secondo cui il potenziale Lennard-Jones scelto non e` in grado
di cambiare la struttura del liquido perche´ il punto di equilibrio in cui oscilla
ogni singolo monomero e` valido a prescindere dalla curvatura del potenziale
nel minimo. Conseguentemente la disposizione, la distanza dai primi vicini o
il volume per particella rimangono sostanzialmente gli stessi per tutti e tre i
casi.
Con cio` non intendiamo dire che le distribuzioni siano tutte uguali. Infatti
si nota che a differenti sofficita` corrispondono dispersioni poco piu` (caso
(6, 8)) o meno (caso (6, 12)) allargate.
Per meglio apprezzare il fatto che la struttura complessiva del liquido
non subisce grandi variazioni possiamo osservare la funzione di distribuzione
g(r) (vedi Fig.4.10). La rigidita` del potenziale Lennard-Jones con (6, 12)
mostra una struttura lievemente piu` marcata in cui le particelle sono mag-
giormente ordinate. Diversamente il caso (6, 8), permettendo movimenti piu`
ampi, possiede una minor efficacia nel mantenere l’ordine della struttura.
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Figura 4.9: Sono qui graficate le distribuzioni del volume libero medio (in
unita` di σ∗3 e normalizzate ad 1) per particella nei tre casi di interazione
studiati φLJ(p, q) (vedi la (3.1)): p = 6 e q che varia tra 12,10 e 8. Si registra
per tutti i casi una grande somiglianza oltre che nello spostamento fra centrali
(in nero) e terminali (in rosso) anche nella forma della distribuzione.
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Figura 4.10: Sono riportate le funzioni di distribuzione della coppia in fun-
zione della distanza σ∗ per i tre casi analizzati. Viene anche mostrato l’in-
grandimento della prima sfera di coordinazione (vedi nel testo) in cui si evi-
denzia uno spostamento del massimo diverso da quello del caso a potenziale
fisso e diversa densita` (vedi Fig.4.7): aumentando la sofficita` oltre che ad
abbassarsi si sposta verso distanze piu` piccole. A conferma di cio` la curva
per (6, 8) si discosta prima delle altre due.
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Nonostante questo pero` l’organizzazione in gusci sferici e` ancora ben visibile.
Una particolarita` degna di nota si individua alla distanza di minimo avvic-
inamento delle g(r), dalla retta delle ascisse (vedi ingrandimento Fig.4.7).
Tale distanza e` diversa per i tre casi qui studiati e si spiega appunto con il
fatto che la minore sofficita` determina una maggiore repulsione tra gli atomi.
4.2 Spostamenti quadratici medi
In questa sezione presenteremo innanzi tutto gli spostamenti quadratici medi
del singolo monomero nel caso in cui sia variata la densita` del campione e
successivamente nel caso in cui sia la sofficita` a cambiare. Dallo spostamento
quadratico medio possiamo ricavare alcune informazioni sull’efficacia della
gabbia. Sara` attraverso le curve di 〈∆r2(t)〉 per i differenti casi che definiremo
l’ampiezza quadratica dei movimenti 〈u2〉 all’interno della gabbia. Questo ci
permettera` di fissare la parte “rapida” dell’equazione (1.13) che intendiamo
verificare. Come si vede nella Fig.4.11 non e` per niente immediato assegnare
un valore a 〈u2〉 perche´ i tre regimi (balistico, di gabbia e diffusivo), che
si identificano tanto chiaramente nel grafico qualitativo in Fig.1.3, in realta`
sfumano uno nell’altro. Dobbiamo quindi dotarci di uno, o piu`, criteri per
identificare l’ampiezza quadratica del moto confinato. Noi adotteremo per
queste indagini lo stesso criterio assunto da Starr[25] che e` il seguente:
〈u2〉 ≡ 〈∆r2(t = 1.022t∗)〉 (4.2)
dove t = 1.022t∗ e` il tempo in cui diremo che comincia il plateau e in cui gran
parte delle particelle sono ancora prigioniere della loro personale gabbia.
4.2.1 Trimeri a diversa densita`
Presentiamo ora le curve che disegnano lo spostamento quadratico medio per
i monomeri di un sistema di trimeri con potenziale di interazione Lennard-
Jones classica (6, 12) al variare della densita` del campione (vedi Fig.4.12).
Guardando nella zona balistica nel range [0 < t ≤ 0.2t∗] osserviamo che le
curve procedono seguendo la legge log〈∆r2〉 = 2 log t + log〈v2〉 tipica delle
particelle libere, con 〈v2〉 la velocita` quadratica media delle particelle. Poiche´
quest’ultima dipende dalla T del sistema si ha la sovrapposizione delle tre
curve per i primissimi istanti.
Ancor prima di entrare nella regione [0.2t∗ ≤ t ≤ 10t∗] associata al moto
nella gabbia gia` si avvertono i primi effetti: qualche particella particolarmente
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Figura 4.11: Nel grafico e` mostrato il caso emblematico per i trimeri a
ρ = 1.056 e φLJ(6, 12) dell’andamento del logaritmo dello spostamento
quadratico medio 〈∆r2〉 per il monomero contro il logaritmo del tempo
trascorso t (in unita` di t∗) notiamo come, a differenza del grafico quali-
tativo in Fig.1.3, le diverse zone in cui si osservano i diversi regimi non
sono ben identificabili. Stabiliamo quindi (vedi la (4.2)) che il plateau inizi
a t = 1.022t∗. Riportiamo quindi anche la retta che t = 1.022 la cui inter-
sezione colla curva dello spostamento quadratico medio fornisce una stima
dell’ampiezza quadratica del moto confinato nella gabbia 〈u2〉.
veloce infatti puo` giungere, prima di altre le pareti della prigione in cui e`
rinchiusa. Vediamo dal grafico in Fig.4.12 che per densita` minori esistono
maggiori probabilita` di fuga.
Infatti l’ampiezza del percorso coperto dalle particelle del liquido con
ρ = 1.033 rimane sempre maggiore degli altri casi. Questo significa in breve
che se i “carcerieri” che intrappolano un atomo sono piu` dispersi (densita` mi-
nore) costituiscono una gabbia meno efficace. Vediamo anche che una minore
efficacia del confinamento consente di passare al regime subdiffusivo in un
lasso di tempo minore. Infatti possiamo notare che aumentando la densita` si
ritarda via via il momento in cui le curve coincidono con i propri fit a tempi
lunghi.
Nella seguente tabella (vedi Tab.4.1) sono riportati i valori estrapolati
dalle curve per il 〈u2〉
4.2.2 Trimeri con diversa sofficita`
Veniamo dunque all’analisi degli spostamenti quadratici medi per i trimeri
a differente sofficita` di interazione (vedi Fig.4.13). Rispetto al caso per dif-
ferenti densita` (cnf. Fig.4.12), in cui le tre curve si separano alla fine della
CAPITOLO 4. SIMULAZIONI DEI TRIMERI 61
0,1 1 10 100 1000 10000
tempo t (t*)
0,01
0,1
1
sp
os
ta
m
en
to
 q
ua
dr
at
ic
o 
m
ed
io
 <
∆r
2 >
  (σ
∗
)
ρ=1.033
ρ=1.056
ρ=1.086
0.8log(t)
0.81log(t)
0.83log(t)
Figura 4.12: In grafico il logaritmo dello spostamento quadratico medio per
monomero 〈u2〉, in unita` di σ∗, contro il logaritmo del tempo trascorso. In
maniera simile a quanto proposto nella figura 1.3 individuiamo i tre diversi
regimi di moto: il balistico, quello intrappolato all’interno della gabbia e il dif-
fusivo. Come si puo` notare l’efficacia dell’ingabbiamento diminuisce assieme
alla densita`. Questo si accorda con quanto uno si aspetterebbe: piu` fitte sono
le “sbarre” e minore e` la probabilita` di riuscire a scappare. Per quanto riguar-
da il moto successivo alla liberazione non si osserva un moto completamente
libero, infatti la pendenza delle rette che fittano le parti conclusive della curva
hanno pendenza minore di 1: si tratta di un moto subdiffusivo con pendenza
minore di 1.
Tabella 4.1: Nella tabella sono riportati i valori di 〈u2〉 per le diverse densita`
del liquido di trimeri φLJ (6, 12). La prima colonna contiene le densita` in
unita` di σ∗−3, le successive due contengono l’ampiezza quadratica media del
moto di gabbia con il relativo errore, in unita` di σ∗2.
densita` 〈u2〉 errore
1.033 0.0702 0.0006
1.056 0.0585 0.0004
1.086 0.0462 0.0003
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Figura 4.13: Nel grafico sono riportati i logaritmi degli spostamenti quadratici
medi < ∆r2 > (in unita` di σ∗) del singolo monomero per i tre casi studiati
in funzione del logaritmo del tempo (inunita` di t∗). Si noti come al variare
della sofficita` gli effetti prodotti dalla gabbia comincino a tempi differenti. La
curva per (6, 12) mostra un plateau decisamente piu` marcato degli altri casi,
segno che la gabbia e` piu` efficace nell’ostacolare il moto libero della particella
e ritardarne la diffusione. Sono anche presenti i fit per il regime successivo
alla liberazione della gabbia estrapolati dalle parti terminali delle tre curve.
Anche in questo caso (cnf. Fig.4.12) si denuncia un regime subdiffusivo con
esponente ∼ 0.8.
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Tabella 4.2: Nella tabella sono riportati i valori di 〈u2〉 per le diverse sofficita`
della parte repulsiva del liquido di trimeri a densita` ρ = 1.056σ∗−3. La prima
colonna identifica il tipo di potenziale usato con la coppia (p, q) , le successive
due contengono l’ampiezza quadratica media del moto di gabbia e il relativo
errore, in unita` di σ∗2.
(p, q) 〈u2〉 errore
(6, 12) 0.0583 0.0004
(6, 10) 0.0823 0.0004
(6, 8) 0.1160 0.0007
regione propriamente balistica in un punto comune, qui possiamo notare che
il discostamento avviene in momenti lievemente separati. Il parametro q de-
termina per valori piu` alti una maggiore reattivita` delle pareti che sono quindi
avvertite dalla particella imprigionata dopo un periodo di tempo minore. Per
quanto riguarda l’estensione della zona di gabbia invece si nota che per il ca-
so (6, 8) e` particolarmente breve, si raggiunge il comportamento diffusivo in
tempi veramente esigui (prima di t = 5t∗) confrontato con il caso alla stessa
densita` e φLJ (6, 10) (intorno a t ∼ 100t∗). Questo indica che la sofficita` del-
l’interazione che la determina e` una componente importante nella descrizione
dei suoi effetti, in grado di rallentare l’inizio del regime diffusivo di diversi
ordini di grandezza per piccole variazioni di q.
Presentiamo nella Tab.4.2 i dati ricavati dalle curve degli spostamenti
quadratici.
4.3 Tempo di rilassamento della catena
In questa sezione ci occupiamo invece della parte che riguarda il lato “lento”
dell’equazione (1.13), ovvero della parte che riguarda la dinamica dei tempi
lunghi. Come e` stato gia` in parte accennato nella Sez.1.4, non siamo in grado
di effettuare simulazioni per indagare in maniera soddisfacente le proprieta`
della viscosita` η o del tempo di rilassamento strutturale τ , che compaiono
nelle equazioni (1.7) e (1.8) nei modelli di Wolynes e Dyre. Tuttavia possiamo
ricavare comunque alcune informazioni sulle proprieta` collettive del liquido
osservando il comportamento della catena polimerica. Il tempo necessario
affinche´ una catena polimerica si riorienti ci fornisce un valido strumento per
capire come la struttura interna del liquido rilassa. Infatti il tempo caratteris-
tico τee della funzione di correlazione Cee(t) stima la scala temporale affinche´
il liquido perda memoria di se´ stesso a scale dello stesso ordine di 〈R2ee〉. Os-
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servando quindi la funzione Cee(t) siamo in grado di studiare il meccanismo
principale del rilassamento strutturale del liquido.
Per quanto riguarda allora una stima del tempo caratteristico τee si sono
applicati diversi criteri:
• τee = τ1/e tale che Cee(τ1/e) = exp(−1),
• τee = τs, dove τs e` il tempo medio ricavato dal fit con un esponenziale
stirato.
Quest’ultimo metodo merita una spiegazione a se´.
Per esponenziale stirato intendiamo questo genere di curva:
y = exp
(
− t
τ ′
)β
. (4.3)
in cui β (0 < β < 1) e` il parametro che conferisce la “stiratura” perche´
avvicinandosi a zero la curva (4.3) acquista una coda molto piu` lunga ed un
decadimento iniziale molto rapido. La (4.3) e` molto diffusa nel campo della
fisica della transizione vetrosa e descrive non il rilassamento di un unico pro-
cesso dinamico, ma un’intera distribuzione di rilassamenti per vari processi
interni del sistema. Una stima piu` corretta del tempo di rilassamento deve
tenere conto dei diversi pesi di ogni meccanismo. Si utilizza quindi non τ ′, ma
il momento primo della distribuzione di tempi che ha la seguente espressione:
τs =
τ ′
β
Γ
(
1
β
)
. (4.4)
4.3.1 Trimeri a diversa densita`
Presentiamo ora le curve dei decadimenti della funzione di correlazione end-
to-end per il sistema di trimeri con potenziale di interazione Lennard-Jones
classica (6, 12) al variare della densita` del campione (vedi Fig.4.14). Come ci
si puo` aspettare, qualitativamente i decadimenti sono piu` lenti mano a mano
che la densita` del campione aumenta. E` chiaro infatti che un maggiore spazio
a disposizione per ogni singolo atomo fornisce conseguentemente alla catena
maggiore liberta` di movimento. Si noti inoltre che una variazione minore del
3% nella densita` e` in grado di cambiare di un ordine di grandezza il tempo
di rilassamento della catena. Questo significa che lo spazio disponibile per il
movimento dei monomeri ha pesanti ricadute sul moto di tutta la catena.
I risultati sono riportati nella Tab.4.3.
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Figura 4.14: Nel Grafico riportiamo le funzioni di correlazione Cee per i casi
a potenziale Lennard-Jones classico e differenti densita` in funzione del logar-
itmo del tempo trascorso. Possiamo notare subito che una maggiore densita`
equivale, per la catena che si muove ad incontrare piu` ostacoli, di conseguenza
i decadimenti delle tre curve crescono colla densita`. Si nota anche, nella zona
(0.1t∗ ≤ t ≤ 1t∗) un iniziale rapido decadimento che si estingue in breve tem-
po. La forma risultante quindi non e` propriamente quella di un esponenziale
e per questo motivo un esponenziale stirato risulta piu` appropriato per fittare
la curva. Il fatto che il breve decadimento si sviluppi all’interno della zona di
gabbia fa pensare che sia legato ad essa. Nell’inserto un ingrandimento della
zona di gabbia.
Tabella 4.3: Nella tabella sono elencate le stime per il tempo caratteristico
della funzione Cee seguendo i due diversi criteri presentati nel testo. La prima
colonna sta per la densita`, le due successive riportano τ1/e col relativo errore,
mentre le ultime due elencano il τs ed il suo errore, sempre in unita` di t
∗.
densita` τ1/e ∆τ1/e τs ∆τs
1.033 173 3 182.5 0.1
1.056 378 3 411.1 0.1
1.086 1410 50 1432 1
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4.3.2 Trimeri a differenti sofficita`
Osserviamo adesso gli andamenti della funzione di correlazione Cee al variare
della sofficita` (vedi Fig.4.15) per ricavare una stima di τee e ricavare infor-
mazioni sulla dinamica lenta del sistema. Si osserva nella Fig.4.15 che la
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Figura 4.15: Nel grafico riportiamo le funzioni di correlazione Cee nel caso in
cui il parametro q sia variato in funzione del logaritmo del tempo trascorso
(in unita` di log t∗). La rigidita` maggiore dell’interazione crea piu` ostacoli alla
riorientazione di tutta la catena allungando cos`ı la “memoria” del sistema. Il
particolare comportamento nella zona (0.1t∗ ≤ t ≤ 1t∗) in cui si hanno moti
prevalentemente intrappolati che si individuava nel precedente caso (vedi
Fig.4.14) ora e` ancora piu` evidente. Per meglio apprezzare gli effetti sulla
dinamica lenta della sofficita` si veda la Fig.4.16.
differente sofficita` produce sensibili effetti sulla dinamica di riorientazione
della catena. Questo significa che le proprieta` microscopiche si propagano ef-
fettivamente anche a scale maggiori di quella monomerica; in questo caso ad
esempio si sono ottenute variazioni che coprono quasi 2 ordini di grandezza.
La parte iniziale che corrisponde al moto balistico nel grafico in Fig.4.13
delle curve e` la medesima per tutte le curve. L’ingrandimento della regione
temporale che corrisponde al periodo in cui la gabbia resta attiva viene pro-
posto nella Fig.4.16 E` quindi evidente come l’iniziale decadimento sia colle-
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Figura 4.16: Nel grafico si mostra con linea continua un ingrandimento della
regione 0.1t∗ ≤ t ≤ 2t∗ della funzione di correlazione end-to-end per i diver-
si casi di sofficita` in funzione del logaritmo del tempo. Sullo stesso grafico
sono state tratteggiati gli andamenti della 〈∆r2(t)〉 con la stessa scala tem-
porale, ma ascissa arbitraria. Si evidenzia cos`ı che la maggiore sofficita` che si
vede negli spostamenti quadratici medi corrisponde, nella dinamica di rior-
ientazione della catena ad una maggiore liberta`. Diversamente il potenziale
Lennard-Jones con (6, 12) impedisce la normale scorrelazione che avrebbe la
catena, chiudendola in una gabbia piu` resistente.
gato alla riorientazione libera all’interno della gabbia che imprigiona tutta la
catena (vedi Fig.4.17).
Sono ora proposti in forma di tabella (vedi Tab.4.4) le stime per il tempo
caratteristico τee ricavate dai dati presenti in Fig.4.15
4.4 La verifica della legge (1.13)
Con i dati ottenuti siamo ora in grado di verificare la relazione proposta da
Wolynes (vedi Fig.4.18). Non si puo` fare a meno di constatare la dipendenza
tra l’ampiezza del moto confinato nella gabbia 〈u2〉 e il tempo di rilassamento
della catena τee. L’ampio range che esplora il tempo caratteristico, quasi
due ordini di grandezza, e` prodotto da variazioni minime del potenziale o
della densita`. Significa quindi che l’ampiezza quadratica dei movimenti che
avvengono all’interno della gabbia si ripercuotono in maniera piu` che sensibile
sulle dinamiche che pertengono alle scale maggiori.
E´ interessante anche notare come l’aver sostituito nella relazione (1.1)
la viscosita` con il tempo τee (1.13) abbia retto comunque. Questo e` indice
del fatto che effettivamente il tempo di rilassamento strutturale del liquido
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Figura 4.17: Nel disegno viene mostrata la riorientazione “balistica” di un
trimero (i tre cerchi scuri) all’interno di una gabbia formata dai monomeri di
altre catene (i cerchi chiari). Per chiarezza espositiva lo spostamento del vet-
tore Ree (dalla freccia bianca a quella nera) e` stato volutamente ingigantito:
in realta` l’ampiezza di tale movimento e` decisamente piu` ridotto.
Tabella 4.4: Nella tabella sono elencate le stime per il tempo caratteristico
della funzione Cee seguendo i due diversi criteri. La prima colonna identifica
il tipo di sofficita`, le due successive riportano τ1/e col relativo errore, mentre
le ultime due elencano il τs ed il suo errore, sempre in unita` di t
∗.
(p, q) τ1/e ∆τ1/e τs ∆τs
(6, 12) 378 3 411.1 0.1
(6, 10) 114.2 0.5 120.9 0.1
(6, 8) 49.3 0.8 52.91 0.01
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Figura 4.18: Nel grafico sono riportati il logaritmo del di τee (in unita` di
log t∗) e l’inverso dell’ampiezza quadratica degli spostamenti all’interno del-
la gabbia per la particella imprigionata. Le linee continue individuano gli
andamenti in funzione della densita` (4) e della sofficita` (©) utilizzando i
τ1/e definito dall’intersezione della retta y = exp(−1) con le curve Cee. Nella
stessa maniera le linee tratteggiate individuano invece i punti prodotti incro-
ciando 〈u2〉 con i τs prodotti dalla (4.3) e dal fit con gli esponenziali stirati.
Tutte e quattro le rette presentano un buon allineamento dei tre punti che
le formano. Questo significa che la relazione (1.1) proposta dal Wolynes re-
siste anche quando sostituiamo alla viscosita` η il tempo di rilassamento della
catena τee. Notiamo anche che la maniera di stimare il tempo caratteristico
τee = τ1/e, nonostante non sembri un metodo particolarmente raffinato, e`
comunque valido.
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polimerico e` legato proprio alla “memoria” delle catene. Cioe´ che la struttura
del liquido dipende dai dettagli costruttivi delle catene che lo compongono.
Un’ulteriore osservazione nasce poi dal confronto tra le rette prodotte
con i due diversi metodi per stimare il τee. Nonostante il differente grado
di raffinatezza l’allineamento dei punti rimane in ogni caso soddisfacente.
Allora possiamo immaginare che il tempo caratteristico preso uguale a τee
non sia del tutto privo di significato. Anzi ancora descrive correttamente la
dinamica del rilassamento delle catene, le quali sono comunque oggetti dotati
in generale di molteplici meccanismi di rilassamento1 interni e giustamente
risultano meglio descritti da un esponenziale stirato.
Concludiamo dicendo che la relazione (1.13) e` ben verificata nel caso dei
trimeri, in particolare la pendenza delle rette nel grafico in Fig.4.18 hanno
pendenza 0.265(5) e 0.242(2) rispettivamente al variare della densita` e al
variare del potenziale.
1In un polimero infatti il rilassamento dell’intera catena dipende in parte anche dal
rilassamento delle sue sezioni brevi.
Capitolo 5
Simulazioni dei decameri
In questo capitolo saranno presentati i risultati delle simulazioni sui decameri.
Questo ci permettera` poi (nel Cap.6) di comprendere se esista o meno una
dipendenza dal peso molecolare per la relazione (1.13). Qui si descriveran-
no gli effetti di una variazione nella sofficita` della parte repulsiva dell’inter-
azione sulla dinamica a tempi lenti dei decameri. Le simulazioni sono state
effettuate a temperatura T = 0.7∗/κB e a densita` ρ = 1.055σ∗−3 per i
potenziali Lennard-Jones (definita dalla (3.1)) per la coppia di parametri
(p = 6, q = 10) e (p = 6, q = 8). Verra` riutilizzato lo schema espositivo del
capitolo precedente per presentare i risultati: una prima parte sara` dedicata
alla statica, comprendete le analisi dei volumi delle celle di Voronoi e della
g(r), una seconda ed una terza parte per esporre rispettivamente gli sposta-
menti quadratici medi e la correlazione end-to-end, infine la verifica della
relazione (1.13).
5.1 Volumi della cella e funzione g(r)
Cominciamo l’analisi della parte statica del liquido considerando il grafico del
volume medio della cella di Voronoi (vedi Fig.5.1). Si nota, come per i trimeri
(vedi Sez.4.1), la presenza di una forte localizzazione del volume disponibile
per i monomeri posizionati alla fine della catena. I monomeri centrali invece
mostrano una minima dipendenza dalla posizione all’interno della catena.
Questo e` causato dal fatto che i poliedri di Voronoi possono individuare pro-
prieta` prettamente locali. Ne deduciamo che un’analisi di questo tipo riesce a
distinguere solamente le parti microscopiche della struttura del liquido: cioe´
se il monomero in questione si trovi legato ad uno o a due compagni. Non si
nota una grande variazione per quanto riguarda la dipendenza dalla sofficita`.
Guardiamo piu` approfonditamente la maniera in cui il liquido di decameri
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Figura 5.1: Nel grafico sono riportati per i due casi studiati di differente
sofficita` di interazione il volume medio della cella di Voronoi (in unita` di σ∗3)
in funzione della posizione m all’interno della catena. Si nota nuovamente
il maggior volume per i monomeri terminali rispetto a quelli centrali per
entrambi i casi. Si evidenzia la quasi indipendenza del volume libero medio
all’interno della catena: tutti i monomeri centrali possiedono volumi liberi
sostanzialmente equivalenti. La variazione della parte repulsiva del potenziale
Lennard-Jones (q = 8; 10) non pare aver determinato grandi cambiamenti.
suddivide lo spazio disponibile tra tutte le sue particelle attraverso le dis-
tribuzioni dei volumi delle celle di Voronoi (vedi Fig.5.2). Innanzi tutto, con-
statiamo che le distribuzioni dei volumi delle celle di Voronoi non risentono
molto dei cambiamenti del potenziale. Come ci si aspetta, poiche´ viene mod-
ificata solamente la dinamica microscopica e non la struttura del liquido1,
la diminuzione della sofficita` aumenta leggermente le fluttuazioni di volume.
Il potenziale soffice permette quindi movimenti leggermente piu` ampi che si
traducono in un lieve allargamento delle distribuzioni.
Osserviamo invece la funzione di distribuzione radiale a coppie g(r) (vedi
Fig.5.3). Riconosciamo che la diversa sofficita` della parte repulsiva influen-
za la posizione dei massimi, tra i quali quello relativo alla prima sfera di
coordinazione e` certamente il piu` evidente. Anche il punto di massimo avvic-
inamento per una coppia di atomi si sposta verso le distanze minori mano
a mano che la repulsione diviene meno intensa (q = 10 → 8). Anche per
il decamero quindi la minore sofficita`, come ci aspettavamo, permette alle
particelle di avvicinarsi di piu`.
1Ricordiamo che il potenziale Lennard-Jones parametrico utilizzato mantiene fisso il
punto di equilibrio per l’interazione di coppia.
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Figura 5.2: Sono qui graficate le distribuzioni del volume libero medio (in
unita` di σ∗3) normalizzate ad 1 per particella nei casi di decameri con inter-
azione LJ(p, q) definito dalla (3.1) nei casi p = 6 e q = 8; 10. Nonostante le
distribuzioni non subiscono grandi modifiche ad opera del potenziale, si puo`
notare una debole, ma chiara dipendenza della larghezza delle distribuzioni,
sia per i monomeri terminali (in rosso) che per quelli centrali (in nero), ad
opera della sofficita`. Tale larghezza tende a diminuire via via che la parte
repulsiva aumenta di rigidita` (q = 8→ 10→ 12).
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Figura 5.3: Nei grafici riportiamo le funzioni di distribuzione radiale della
coppia g(r) in funzione della distanza (in unita` di σ∗) per i due casi studiati
di potenziale Lennard-Jones (p = 6 e q = 8; 10) e l’ingrandimento del picco
corrispondente alla prima sfera di coordinazione. Si osserva lo spostamento
delle minime distanze di avvicinamento in funzione della sofficita` presente
anche nel caso dei trimeri (vedi Fig.4.10). Anche per i decameri quindi il
potenziale meno rigido, con q = 8, permette una maggiore vicinanza tra le
particelle. L’ulteriore effetto della sofficita` che appare nei grafici delle g(r) e`
lo spostamento del massimo del primo picco verso valori minori e distanze
minori.
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5.2 Spostamenti quadratici medi
Passiamo ora alla parte dell’analisi sui decameri che riguarda la dinami-
ca cominciando con gli spostamenti quadratici medi. Osserviamo quindi il
grafico in Fig.5.4 Anche i decameri mostrano diversi comportamenti a secon-
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Figura 5.4: Nel grafico sono riportate le curve degli spostamenti quadratici
medi (in unita` di log σ∗2) per i casi di sofficita` q = 8; 10, in funzione del
tempo trascorso (in unita` di log(t∗)). E` possibile notare che la gabbia arriva
a scomparire quasi del tutto in presenza dell’interazione LJ(6, 8), la piu` soffice
di quelle studiate. Si individuano chiaramente per entrambi i casi, in una zona
che approssimativamente si sviluppa in 10t∗ ≤ t ≤ 103t∗, gli andamenti tipici
per i liquidi polimerici: il regime di diffusione anomala di Rouse. Tale regime
e` caratterizzata da una legge del tipo 〈∆r2〉 ∝ tδ, con δ ∼ 0.65. Solo dopo
che t ≥ 103t∗ ' τee (i rispettivi valori per i τee nei diversi casi sono riportati
nella Tab.5.2) si passa al regime propriamente diffusivo dei tempi lunghi.
da della sofficita` del potenziale di interazione. Come ci aspettavamo infatti
una gabbia piu` soffice consente maggiori possibilita` all’atomo che tenta di
scappare dal confinamento.
Si evidenzia una particolarita` che contribuisce a mascherare parzialmente
la presenza della gabbia, in particolare per il caso con q = 8: si tratta del-
l’andamento subdiffusivo a pendenza ∼ 0.65 che si colloca prima del regime
diffusivo dei tempi maggiori di τee. Tale nuova regione, detta di Rouse, si
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Tabella 5.1: Nella tabella sono riportate le stime per l’ampiezza quadratica
del moto confinato nella gabbia in unita` di σ∗2. Nella prima colonna la coppia
(p, q) che identifica il potenziale Lennard-Jones parametrico utilizzato, defini-
to dalla 3.1, nella seconda e terza colonna troviamo elencati rispettivamente
〈u2〉 ed il relativo errore.
(p, q) 〈u2〉 errore
(6, 10) 0.0831 0.0008
(6, 8) 0.1122 0.0006
osserva nei liquidi polimerici [29][30][27] ed e` causata dalla connettivita´ che
correla il movimento di gruppi di atomi. Ogni monomero quindi viene trasci-
nato dai compagni, con cui forma la catena, in maniera piu` o meno violenta
a seconda del grado di polimerizzazione N . Questo effetto di connettivita`
pero` comincia ad apparire solo dopo che il singolo monomero si accorge di
far parte di una catena. Ovvero sia bisogna attendere che tale monomero
interagisca con il potenziale che simula il legame chimico perche´ si inneschi il
trascinamento da parte dei compagni. Questo significa anche che, in generale,
il monomero si scontra con le pareti della gabbia con piu` energia e quindi ha
ancora piu` possibilita` di sfuggire all’intrappolamento.
Riportiamo nella Tab.5.1 le stime dell’ampiezza quadratica dei moti al-
l’interno della gabbia utilizzando lo stesso criterio adottato per i trimeri:
quello di definire 〈u2〉 = 〈∆r2(t = 1.022)〉.
5.3 Rilassamento della catena
Completiamo l’analisi della dinamica del liquido di decameri osservando le
curve della correlazione end-to-end per i casi simulati (vedi Fig.5.5). Si os-
serva ancora che le proprieta` microscopiche della gabbia sono in grado di
modificare la dinamica di rilassamento della catena anche per i decameri.
L’aumento della rigidita` del potenziale (q = 8→ 10) ostacola sempre di piu`
il rilassamento della catena.
Le stime per il tempo di correlazione della dinamica lunga, ricavate dai
dati presenti nel grafico in Fig.5.5 sono proposte nella Tab.5.2.
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Figura 5.5: Nel grafico sono plottate le funzioni Cee contro il logaritmo del
tempo (in unita` di log t∗) per i due casi studiati. E` ben visibile l’effetto
che produce la diversa sofficita`: una gabbia piu` rigida tende a rallentare il
decadimento della correlazione end-to-end.
Tabella 5.2: Nella tabella sono elencate le stime per il τee seguendo i due
diversi metodi del τ1/e e del τs descritte nella Sez.4.3. Nella prima colonna
la coppia (p, q) che descrive l’interazione parametrica Lennard-Jones (3.1);
nella seconda e terza sono riportate le stime per τ1/e con il relativo errore;
infine nella quarta e quinta colonna sono elencate rispettivamente le stime e
l’errore per τs.
(p, q) τ1/e ∆τ1/e τs ∆τs
(6, 10) 1200 80 1254.35 0.01
(6, 8) 553 11 578.558 0.001
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5.4 La verifica della legge (1.13)
Passiamo adesso alla verifica della relazione (1.13) per il liquido polimerico
di decameri (vedi Fig.5.6). In questo caso si ritrova una retta che ha pen-
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Figura 5.6: Nel grafico viene riportato il logaritmo del tempo di rilassamen-
to della catena τee (in unita` di log t
∗) contro 〈u2〉, l’inverso dell’ampiezza
quadratica media del moto di una particella all’interno della gabbia. Per la
linea continua si sono utilizzati, come stima del tempo di rilassamento della
catena i τ1/e definiti dall’intersezione colla retta y = exp(−1) con le curve Cee.
Similmente la linea tratteggiata e` stata costruita stimando il tempo τee = τs
definito dalla (4.3) e dal fit delle funzioni di correlazione end-to-end con un
esponenziale stirato. In entrambi i casi i punti si dispongono su di una retta
con pendenza ∼ 0.24.
denza 0.247(1) approssimativamente come quella dei trimeri (vedi 4.4) Per
i decameri, l’allineamento dei punti non soddisfa pienamente, come nel caso
dei trimeri (vedi Fig.4.18), in cui invece l’allineamento e` ben evidente.
Capitolo 6
Confronto tra decameri e
trimeri
Nei due capitoli precedenti sono stati presentati gli studi sulle simulazioni
dei trimeri e dei decameri. In questo capitolo questi stessi dati, relativi al-
la temperatura T = 0.7∗/κB e alla densita` ρ = σ∗−3, saranno confrontati
tra loro in maniera da poter evidenziare come la dinamica lenta e di gab-
bia siano connesse in funzione del peso molecolare. Anche in questo capitolo
adotteremo il medesimo schema utilizzato negli altri due: dopo l’analisi della
parte statica, che comprende lo studio della tassellazione di Voronoi e della
funzione di distribuzione radiale della coppia, passeremo alla parte dinami-
ca. Dalle informazioni sulla dinamica ricaveremo anche le stime di τee e di
〈u2〉 necessari per la verifica della relazione di Wolynes in funzione del peso
molecolare.
6.1 Volumi della cella e funzione g(r)
Osserviamo nella Fig.6.1 quali differenze si possono riscontrare nella maniera
di ripartire mediamente il volume intorno ai monomeri in funzione della po-
sizione. La prima particolarita` che si nota e` l’aumento del volume medio del
poliedro di Voronoi per i monomeri dei decameri rispetto ai trimeri. Infatti
mantenendo il volume della scatola e il numero di particelle N praticamente
costante1 il numero di catene Nc e` inversamente proporzionale al numero M
di monomeri per catena. Cioe` si ha che N = Nc ·M . Assieme a questo, il fatto
che ogni legame tenda ad impaccare alla distanza di 0.97σ∗ due monomeri
adiacenti nella catena, che altrimenti per il solo Lennard-Jones tenderebbero
1Per la precisione si sono usate N = 2000 atomi per formare 200 decameri e N = 2001
per 667 trimeri.
79
CAPITOLO 6. CONFRONTO TRA DECAMERI E TRIMERI 80
1 2 3 4 5
Posizione (m)
0,92
0,93
0,94
0,95
0,96
0,97
V
ol
um
e 
m
ed
io
 d
el
la
 c
el
la
 (σ
∗
3 ) decameri LJ(6,10)decameri LJ(6,8)
trimeri LJ(6,12)
trimeri LJ(6,10)
trimeri LJ(6,8)
terminali
centrali
monomeri
monomeri
Figura 6.1: Nel grafico sono riproposte le curve del volume medio della cella di
Voronoi in funzione della posizione nella catena per i decameri (©) e i trimeri
() a differenti sofficita`. Notiamo che, a parita` di densita`, i decameri sono
dotati di un maggior volume da ripartire tra i monomeri rispetto i trimeri.
Inoltre evidenziamo una forte analogia per il volume extra Ve (vedi 4.1) di
cui sono dotati i monomeri terminali rispetto a quelli centrali.
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invece a mantenersi a distanze 6
√
2σ∗ ∼ 1.14. In questa maniera e` possibile
spiegare perche` a parita` di densita` un liquido polimerico formato da catene
lunghe possiede piu` volume per monomero.
La seconda particolarita` e` ancora spiegabile col’ipotesi che il volume extra
Ve, introdotto nella relazione (4.1) per i monomeri centrali, sia attribuibile al
legame in meno, rispetto a quelli centrali. Si tratta in oltre di una proprieta`
locale del monomero che non dipende dalla dimensione della catena. Infatti
nel grafico in Fig.6.1 si vede che la differenza tra il volume medio della cella
di Voronoi dei terminali e i centrali rimane pressoche` costante al variare del
peso molecolare.
Veniamo dunque, traslando ogni distribuzione del volume della cella di
Voronoi in maniera da far coincidere il rispettivo valor medio con lo zero,
alle distribuzioni relative ai volumi di Voronoi confrontando i trimeri coi de-
cameri (vedi Fig.6.2). Si delinea un comportamento diverso tra i due pesi
molecolari solo per quanto riguarda i monomeri centrali. Diversamente dai
monomeri terminali che possiedono una distribuzione della cella di Voronoi
indipendente dal peso molecolare, quelli centrali mostrano che all’aumentare
della rigidita` (q = 8→ 10) la coincidenza viene a mancare sempre piu`. Quest
ultimo grafico ci dice quindi che le fluttuazioni del volume del poliedro di
Voronoi intorno ai monomeri terminali dende ad essere indipendente dal pe-
so molecolare e dalla sofficita` del potenziale. Per quanto riguarda i monomeri
all’interno della catena notiamo un fatto per nulla ovvio: nonostante le dis-
tribuzioni relative alla fluttuazioni intorno al valormedio non coincidano, si
osserva che all’aumentare della sofficita` (q = 10 → 8) le curve dei trimeri
e dei decameri tendono a sovrapporsi. Il motivo di tale stranezza pare deb-
ba legarsi con la natura diversa della cella in funzione della posizione nella
catena: intorno al posto piu` esterno c’e` talmente tanto spazio vuoto che una
variazione del potenziale non modifica la distribuzione di volume; mentre per
i centrali, che sono molto meglio impaccati, non solo con gli altri monomeri
contigui nella catena, subiscono gli effetti della sofficita`.
Osserviamo ora la funzione di distribuzione radiale della coppia g(r) (vedi
Fig.6.3). A parita` di volume vediamo che il trimero risulta piu` disordinato. Si
nota infatti che i massimi relativi sono maggiori, e i minimi relativi minori,
di quanto non capiti per il decamero con lo stesso potenziale Lennard-Jones.
Non ci sorprende invece l’indipendenza dal peso molecolare delle minime dis-
tanze raggiungibili da una coppia di atomi. Infatti questa dovra` s`ı dipendere
dalle proprieta` locali della parte repulsiva, ma certamente non puo` cambiare
a seconda della lunghezza del polimero in cui sono inseriti.
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Figura 6.2: Sono qui graficate le distribuzioni del volume medio della cella di
Voronoi (in unita` di σ∗3) meno il rispettivo valor medio ricavato dalla Fig.6.1
nei casi dei decameri (in nero) e dei trimeri (in rosso). con interazione LJ(p, q)
definita dalla (3.1) nei casi p = 6 e q = 8; 10. Le curve per i monomeri centrali
dei decameri e` stata ottenuta mediando sulle posizioni interne della catena.
Notiamo che per i monomeri terminali di entrambi i polimeri l’operazione
di traslare nello zero il valore medio porta ad una buona coincidenza delle
curve. Diversamente per i centrali non si registra nessuna sovrapposizione.
Da ultimo notiamo che al crescere della rigidita` del potenziale (q = 8→ 10)
le curve dei monomeri centrali per trimeri e decameri si separano sempre piu`.
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Figura 6.3: Nel grafico sono riportate le funzioni di distribuzione delle coppie
g(r) in funzione della distanza (in unita` di σ∗). Sono messe a confronto per
i diversi tipi di sofficita` studiate le curve per i decameri (linee nere) con
quelle per i trimeri (linee rosse). Viene graficato inoltre l’ingrandimento del
picco relativo alla prima sfera di coordinazione di tutti i casi. Si osserva
che la densita` di particelle intorno ad un monomero di un decamero tende
ad essere piu` ordinato, ovvero sia che i suoi picchi sono piu` bassi e le valli
meno profonde. Si nota inoltre che la sofficita` agisce nella stessa maniera
sulle minime distanze di avvicinamento. Quindi possiamo affermare che tale
distanza non dipende dal peso molecolare.
CAPITOLO 6. CONFRONTO TRA DECAMERI E TRIMERI 84
6.2 Spostamenti quadratici medi
Passiamo ora alla parte dell’analisi sui decameri che riguarda la dinamica
cominciando con gli spostamenti quadratici medi. Osserviamo quindi il grafi-
co in Fig.6.4 e osserviamo che la sovrapposizione delle curve con diverso peso
Figura 6.4: Nel grafico sono riportate le curve degli spostamenti quadratici
medi (in unita` di log σ∗2) in funzione del tempo trascorso (in unita` di log(t∗))
per i due casi di sofficita` q = 8; 10 per i trimeri (linee tratteggiate) e per i
decameri (linee continue). Si evidenzia una perfetta coincidenza delle parti
balistiche e dei regimi di gabbia al variare del peso molecolare. Esiste una
differenza sensibile solo per il regime successivo al dissolvimento della gabbia.
I trimeri in ogni caso appaiono piu` rapidi, nel senso che compiono spostamenti
quadratici piu` ampi. Nel caso del potenziale con parte repulsiva q = 8, la
gabbia che limita il moto della particella a tempi brevi (t ≤ 2t∗) sembra
scomparire quasi del tutto.
molecolare dipinge lo scenario in cui, a parita` di ogni altra condizione, il moto
di un monomero e` indipendente dal peso molecolare. Questo conferma che la
gabbia sia effettivamente una proprieta` locale del liquido e che comincia ad
agire molto prima degli altri effetti dovuti ad esempio alla connettivita`’
A tale proposito notiamo poi che il regime di diffusione anomala di Rouse,
nel caso del decamero a sofficita` minore, comincia dopo che il trimero, con
lo stesso potenziale, sperimenta l’ingabbiamento. Per questo motivo possi-
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amo anche ben sperare che il criterio di Starr[25], per la stima dell’ampiezza
quadratica dei movimenti dell’atomo ingabbiato, rimanga ancora valido.
6.3 Rilassamento della catena
Concludiamo il confronto tra i trimeri ed i decameri osservando le funzioni
di correlazione end-to-end, per rendere piu` immediato un confronto i tem-
pi sono stati riscalati ai tempi ridotti t/M 2, come suggerisce il modello di
Rouse[29][30] (vedi Fig.6.5) . In tale modello il tempo di rilassamento strut-
Figura 6.5: In figura sono graficate le funzioni Cee contro il logaritmo del
tempo ridotto (in unita` di log t∗) per i diversi potenziali LJ(p, q) (vedi la
(3.1)) nel caso dei trimeri (linee tratteggiate) e dei decameri (linee continue). I
tempi ridotti sono ottenuti riscalando le curve rispetto il quadrato del numero
di monomeri M della catena, come suggerisce il modello di Rouse (vedi nel
testo della Sez.6.3). Si fa notare che questo procedimento ha portato ad una
coincidenza ben marcata le curve dei decameri e dei trimeri.
turale di una catena composta di M monomeri viene stimato con τR ∝ M2.
Tale proporzionalita` e` sicuramente valida per fusi di polimeri lineari con ele-
vati pesi molecolari ma generalmente resiste anche oltre, fin anche ai trimeri.
L’operazione di riscalamento sui tempi fornisce in questo caso una notevole
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coincidenza delle curve per i casi studiati Questo sembra suggerire allora che
gli effetti della sofficita` si propaghino in maniera uniforme sui tempi lunghi.
Con cioo` si deve intendere che l’ostacolo al movimento della catena, creato
dalle gabbie che limitano il movimento dei singoli monomeri, aumenta con il
peso molecolare. Quindi al crescere del numero M di monomeri in una cate-
na polimerica, in cui non sono ancora presenti gli effetti di entanglement2,
aumenta anche il numero di gabbie, una per ogni monomero, che limitano il
moto delle particelle.
6.4 La verifica della legge (1.13)
Giungiamo finalmente alla verifica della relazione (1.13) utilizzando nel grafi-
co in Fig.6.6 i valori ridotti per τee riscalati cioe` con i rispettivi pesi molecolari
M . Cio` che risulta dal riscalamento e` decisamente sorprendente per almeno
due ragioni che tenteremo di esporre qui di seguito. La prima e` che tutti i
punti tendenzialmente sembrano disporsi su di un unica retta. Questo vor-
rebbe suggerire che la relazione (1.13) sia indipendente dal peso molecolare.
La seconda riguarda invece il fatto che, nonostante per i decameri con la
sofficita` di q = 8 la gabbia fosse difficilmente individuabile (vedi Fig.5.4), il
criterio suggerito da Starr[25] ha permesso di individuare comunque un valore
plausibile per 〈u2〉. Come se´ detto infatti per il decamero con q = 8 il regime
di gabbia risulta in parte mascherato per la sovrapposizione degli effetti della
connettivita` polimerica (vedi Sez.5.2) che si caratterizzano tramite il regime
di diffusione anomalo di Rouse. Quando si entra in tale regime, rispetto al
trimero, un monomero che appartenga ad un decamero compie spostamenti
maggiori perche´ subisce dopo un certo intervallo il trascinamento dei suoi
compagni; L’incentivo a Per il caso con q = 8 fortunatamente questo incenti-
vo, a compiere spostamenti di ampiezza quadratica maggiore, effettivamente
non si e` attivato prima di t = 1.022t∗. Cioe` non prima dell’istante in cui ab-
biamo stimato, nel grafico dello spostamento quadratico medio, l’ampiezza
quadratica del moto intrappolato nella gabbia.
Possiamo anche riflettere sul fatto che la sovrapposizione risulti tanto
migliore nel caso si siano stimati i τee dei vari casi con i τs (per i dettagli
delle stime si faccia riferimento alla Sez.4.3). E´ possibile che tale miglio-
ramento sia da ricercare nella molteplicita´ dei tempi di rilassamento di una
catena polimerica. Secondo il modello di Rouse [29][30] infatti, in un polimero
lineare esistono diversi processi dinamici che concorrono a riorientare la cate-
na nel suo complesso. Ognuno di questi processi coinvolge tratti di diverso
2Si intende tutti gli effetti dovuti all’intrecciamento e aggrovigliamento che possono
determinare particolarissimi comportamenti nei coefficienti di trasporto.
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Figura 6.6: Nel grafico sono riportati il logaritmo del τee/M
2, con M il numero
di atomi per catena, contro 〈u2〉 l’inverso del logaritmo dello spostamento
quadratico della particella confinata (in unita` di log σ2). Sia per i trimeri (in
rosso) che per i decameri (in nero) sono graficati gli andamenti in funzione
del potenziale LJ(p, q), con la coppia (p, q) definita dalla 3.1 e con p = 6 e
q che varia fra 8,10 e 12. Come spiegato nella Sez.4.3, i punti relativi alle
linee continue sono state costruite utilizzando le stime τ1/e, i punti relativi
alle linee tratteggiate utilizzando invece i τs. Dal confronto notiamo che es-
iste un accordo eccellente tra i decameri ed i trimeri. Si evidenzia inoltre
come l’utilizzo del τs fornisca una retta (pendenza 0.247(1))che si congiunge,
all’interno dell’errore, alla retta dei trimeri (pendenza 0.242(2)).
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numero di atomi e possiede anche uno specifico tempo di rilassamento nella
riorientazione dei suoi estremi. Rispetto ad un trimero allora, un decamero
possiede un numero maggiore di sottorilassamenti perche` possiamo dividerlo
in piu` sottoparti. Dunque scegliere di utilizzare come stima di τee il τs per-
mette, proprio per i liquidi ad alto peso molecolare di pesare in maniera piu`
accorta i vari processi di rilassamento interni.
Capitolo 7
Conclusioni
Nel corso della presente Tesi sono stati evidenziati diversi fattori che, in un
liquido polimerico ad interazione Lennard-Jones, permettono alla dinamica
di gabbia di influenzare il moto su scale temporali lunghe.
(1) Dalle simulazioni sui trimeri, a potenziale costante, abbiamo dedotto
che uno di questi fattori e` certamente la densita`. Aumentare la densita` del
campione significa ridurre il volume che consente ai monomeri di muoversi.
Abbiamo visto infatti (vedi Fig.4.12) che, al crescere della densita`, l’ampiez-
za quadratica media degli spostamenti dei monomeri all’interno della gabbia
〈u2〉 diminuisce. Le densita` esplorate a T = 0.7 hanno comportato vari-
azioni di piu` di un ordine di grandezza nei tempi di rilassamento del trimero,
nonostante tra i due casi estremi, ρ = 1.033 e ρ = 1.086, vi fosse una piccola
differenza del 5% (vedi Fig.4.14).
(2) Le analisi dei volumi medi delle celle di Voronoi hanno mostrato
che: il volume disponibile per i monomeri si localizza intorno a quelli ter-
minali, mentre il restante si redistribuisce uniformemente sui non terminali.
La diminuzione della densita` nei trimeri produce un aumento costante per
tutti i monomeri, mentre per la diminuzione della sofficita non si registrano
sensibili cambiamenti ne´ per i trimeri, ne´ per i decameri (vedi Figg.4.8, 5.1,
6.1).
(3) Le distribuzioni per i volumi della cella di Voronoi evidenziano invece
la diversa natura dei poliedri che inglobano i monomeri terminali rispetto ai
non terminali. Poiche´ per i primi le fluttuazioni delle celle non dipendono
dalla diversa sofficita` utilizzata, ne dal peso molecolare (vedi Fig.4.9, 6.2) ne
ricaviamo che lo spazio delle celle relative ai monomeri terminali e` composta
prevalentemente di volumi non occupati da altri monomeri. Invece il fatto
che, al diminuire della rigidita` del potenziale, le fluttuazioni della cella per
i monomeri non terminali, a diverso peso molecolare, tendono a sovrapporsi
sempre meno, ci dice invece che la cella di Voronoi dei monomeri non centrali
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e` sostanzialmente piu` ordinata e risente dell’ordine introdotto dal potenziale
Lennard-Jones.
(4) Tuttavia la caratterizzazione della gabbia e della ricaduta sulle di-
namiche a tempi lunghi non si ferma ad una semplice questione geometrica.
Come infatti si e` visto dallo studio dei trimeri a densita` costante e poten-
ziale Lennard-Lones variabile nella sua parte repulsiva a corto raggio, la sof-
ficita` delle pareti contribuisce essa stessa a modificare le dinamiche dei tempi
lunghi. Come suggerisce il modello di “cristallo aperiodico” di Wolynes, a
parita` di temperatura, la particella possiede maggiori possibilita` di sfugire
al confinamento nella gabbia se la sofficita` e` minore. Questo, come abbiamo
visto, permette anche una riorientazione piu` agevole della catena.
(5) L’efficacia della gabbia nell’impedire il moto libero dei monomeri
dipende sensibilmente, sia dalla rigidita` delle sbarre, sia da quanto quest’ul-
time sono fitte. La verifica della relazione (1.13) mostra che la sofficita` e la
densita` di particelle, nel caso dei trimeri, possono essere riassunte in maniera
del tutto generale dall’ampiezza quadratica media degli spostamenti 〈u2〉. La
conferma di cio` sta nel fatto che i punti, ricavati dalle simulazioni sui trimeri a
potenziale costante e a densita` costante, si dispongano sostanzialmente lungo
un unica direttrice (vedi Fig.4.18). La diminuzione della liberta` di moto del
singolo monomero si traduce in una maggiore efficacia nel confinamento di
gabbia. Tale efficacia e` determinata sia da una parte cinetica (la sofficita` di
interazione) e sia da una parte geometrica (la densita` del campione), conduce
in entrambi i casi, a modificare il moto di rilassamento della catena.
(6) In oltre si e` mostrato (vedi Fig.6.6) dal confronto fra decameri e trimeri
che un riscalamento elementare come quello di Rouse τee → τee/M2, con M
il numero di monomeri per catena, porta a far coinincidere le curve a densita`
ρ = 1.056 costuite per la sofficita` di repulsione variabile tra q = 8 e q = 10.
Questo significa che il tempo di rilassamento strutturale τ per un liqido di
polimeri lineari con M monomeri discende, come preprevisto dal modello
di Rouse, dalla lunghezza della catena in maniera ∝ M−2 e dal coefficente
d’attrito monomerico. I risultati ottenuti per questa Tesi portano conferme
all’idea fondamentale del modello di Rouse. Cioe´ che tutta l’informazione
della dinamica alle varie scale di tempo, deriva semplicemente dalle proprieta`
della dinamica che avviene nella gabbia. Quello che Rouse chiama attrito
monomerico e` quello che chiamiamo “arresto” del moto libero ad opera della
gabbia.
Si delinea quindi uno scenario in cui la sofficita` del potenziale e` in grado di
modificare la struttura di tutta la catena rendendola piu` o meno coincidente
con quella presente nel modello di Rouse. Per esplorare questa possibilita`
sono necessarie allora ulteriori simulazioni, sia per confermare cio` che si e`
trovato e sia per aggiungere nuovi tasselli al mosaico che si va formando.
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Le direzioni da intrapprendere sono diverse, ad esempio diminuendo ulterior-
mente il potenziale, per capire fino a dove si spinge l’analogia tra decameri e
trimeri a grandi sofficita` o rigidita` del potenziale. Anche simulazioni ad altri
pesi molecolari, compresi tra M = 3 ed M = 10, potranno risultare utili per
caratterizzare piu` precisamente la relazione (1.13).
Un altra interessante questione che esige una ricerca piu` approfondita
viene suggerita dalla differente imponenza degli effetti prodotti sulla dinam-
ica lenta rispetto il numero dei monomeri per catena. Cioe` capire quanto la
connettivita` sia in grado di limitare gli effetti della gabbia. Abbiamo infatti
mostrato che il monomero inserito in una catena lunga sfugge prima all’in-
trappolamento rispetto a quando si trova in una catena corta (vedi Fig.5.4).
Ma si e` visto pure che gli effetti della gabbia diminuiscono lievemente al
crescere del grado di polimerizzazione (vedi Fig.6.6), ovvero sia che i dettagli
microscopici diventano via via meno importanti al crescere di M Sarebbe
quindi interesante capire fino a quali scale di lunghezza per la catena la
sofficita` del potenziale riesce a propagarsi.
Appendice A
Distanza Ree di un polimero
lineare
A.1 Distanza quadratica media tra gli ester-
mi di una catena
La distanza quadratica media tra gli estremi R2ee e` una quantita` utile per
descrivere un polimero. Supponiamo che la catena polimerica sia costituita
da un numero N di monomeri e supponiamo anche che il legame tra questi sia
una sbarretta rigida che tuttavia sia libera nel disporsi in qualsiasi direzione.
Allora definiamo la R2ee come segue:
〈R2ee〉 = 〈
N∑
ı,=1
lıl〉 = N l2, (A.1)
dove lı e` il vettore che parte dal monomero (ı− 1)-esimo e finisce nel succes-
sivo, e dove si e` fatto uso della totale indipendenza tra le direzioni dei vettori
lı.
Per calcolare l’entropia di una simile oggetto facciamo ricorso alla formula
di Bolzmann sp = κBlnZN (Ree) dove Z e` la funzione di partizione di tutti
i possibili percorsi lunghi N l che portano ad una distanza Ree (si veda la
figura ).
In prima istanza se concediamo di approssimare il nostro polimero ad
una serie di masse collegate da sbarrette rigide possiamo dedurne la sua
conformazione media. Essendo i vincoli solo sulla distanza tra i monomeri
ma non sulla loro direzione relativa, possiamo dire che percorrere il contorno
del polimero equivale a compiere un percorso casuale (vedi Fig.A.1).
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1
l
Ree
N
Figura A.1: Nella figura un esempio di percorso casuale bidimensionale su
di un reticolo quandrangolare. Possiamo associare tale percorso alla confor-
mazione di un polimero in cui ogni freccia bianca,lunga l, ci porta al succes-
sivo monomero. Si noti come la distanza tra i due estremi Ree del percorso
casuale, indicata dalla freccia scura sia minore della lunghezza del percorso
N l
In questa maniera la conformazione, totalmente casuale, di un polimero
a´ssociabile alla distribuzione gaussiana in tre dimensioni:
pRee(r) ∼ exp(−
3r2
2R2ee
) (A.2)
che esprime la probabilita` di incontrare un monomero a distanza r da uno
degli estremi della catena, diciamo posto al centro degli assi delle coordi-
nate, data una distanza Ree tra gli estremi. Facendo riferimento alla (A.1),
possiamo anche scrivere che
pRee(r) ∼ pN (r) ∼ exp(−
3r2
N 2l2 ) (A.3)
in cui il grado di polimerizzazione e` stato esplicitato. Da questa espressione e`
ricavabile l’intensita` della forza di origine entropica che si oppone alle trazioni
a cui il polimero viene sottoposto:
f = −T ∂sp
∂r
(A.4)
dove sp e` l’entropia che per Boltzmann diviene sp = κB ln pN (r) ed in con-
clusione porta a scrivere la (1.2). Il che significa che possiamo considerarlo a
tutti gli effetti una molla con costante elastica b = 3κBT/N l2.
L’ultima particolarita` di cui ci vogliamo occupare riguarda da vicino il
modello di Rouse che descrivere la catena (si veda la Sez.3) e la forza entropica
di richiamo. Possiamo sostituire la catena totale di N monomeri con una di
N /C monomeri (C una costante intera) collegati in questo caso da molle
(vedere Fig.A.2). La costante della molla che collega due nuovi monomeri
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Figura A.2: nel disegno una schematizzazione del “coarse-grain” dovuto al
modello di Rouse: il lungo polimero simile ad un filo flessibile raggomitolato
(linea rossa) viene diviso in tratti di uguale lunghezza. Tali tratti sono poi
rimpiazzati da sfere (cerchi grigi) collegete tramite molle. Le molle servono
a descrivere la forza di richiamo entropica (vedi la (1.2)) che esiste tra i capi
di ogni tratto.
sara` data dalla (1.2) per i due estremi che in questo caso distano C · l lungo
la catenina e
√
C · l2 in linea d’aria. Di conseguenza avremo b = 3κBT/C · l2.
Tale approssimazione e` spesso usata per inferire similitudini tra polimeri che
differiscono per il numero N .
Appendice B
I tecnicismi di nmpoly.c
B.1 Condizioni periodiche al contorno.
Definiamo in questa sezione le regole per realizzare le condizioni periodiche
alcontorno che consentono di simulare le proprieta` di bulk di un liquido in-
finitamente esteso evitando gli effetti di superficie che altimenti si avrebbero
con scatole chiuse. Consideriamo percio` il liquido come un insieme infinito
di repliche periodiche delle N particelle, con periodo il bordo della scatola
lungo L. Questo significa che nel considerare le interazioni tra le particelle
bisogna anche tener conto delle loro stesse immagini periodiche. Date allora
le posizioni di due particelle rı e r la distanza fra di esse sara`:
rı =
√∑
k
(∆r˜k,ı)
2 (B.1)
dove k = x, y, z ed le ∆r˜k,ı sono definite dalla seguente
∆r˜k,ı = min (|rk,ı − rk,|, |rk,ı − rk, − L|) . (B.2)
con L il lato della scatola e “min” e` la funzione che restituisce il minimo tra gli
argomenti. Con questa ridefinizione, la distanza tra le particelle sara` corret-
tamente sempre quella minima tra tutte le immagini possibili. Infatti bisogna
tener presente che all’interno di ogni scatola esiste una ed una sola immagine
per atomo. Di conseguenza ad ogni particella che entra attraversamendo una
parete corrispondera`, sulla parete opposta, l’uscita della sua immagine. Le
coordinate che possediamo di ogni particella devono essere riferite tutte alla
stessa scatola. Per questo motivo ad ogni passo della simulazione dobbiamo
ridefinire le coordinate degli atomi secondo la:
rk,ı| → r′k,ı = rk,ı − L · (rk,ımodL) . (B.3)
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essendo primate le nuove coordinate e “modL” l’usuale funzione che restitu-
isce il resto intero della divisione per L.
B.2 Ensamble non-microcanonici
B.2.1 Metodo di Nose`
Il primo metodo inventato allo scopo di mantenere il sistema ad una cer-
ta temperatura consiste nel reimpostare ciclicamente il modulo della veloc-
ita` di una particella a scelta casualmente. Il modulo della nuova velocita`
viene selezionato in base alla distribuzione diMaxwell-Bolzmann che dovra´
avere il sistema una volta all’equilibrio. Un secondo metodo possibile consiste
nel riscalare invece il modulo delle velocita` di tutte le particelle contempo-
raneamente. Il riscalamento e tale che la velocita` media quadratica1 sia pro-
porzionale alla temperatura T . Tuttavia anche questo metodo non produce
un insieme rigorosamente canonico. Il metodo proposto da Nose´ consente un
maggior realismo introducendo un grado di liberta` per descrivere il bagno
termico. Tale grado di liberta` risulta in piu` rispetto ai 3N , relativi alle N
paricelle. Il nuovo grado di liberta` si indica con s e puo` essere interpretato
come una sorta di pistone termico che agisca in maniera isotropa sulle veloc-
ita` di tutte le particelle. Riscalando semplicemente l’unita` di tempo passando
da t a t′ otteniamo
t′ = st
r′ = r
v′ =
∂r′
∂t′
=
∂r′
∂t
∂t
∂t′
(B.4)
= sr˙′ = sv. (B.5)
(B.6)
La Lagrangiana del sistema L aquisisce un ulteriore termine
φs = (g + 1)κBT ln s. (B.7)
che rappresenta l’energia potenziale del pistone termico proporzionale a g, il
numero di gradi di liberta relativi delle sole particelle. Esiste anche il termine
cinetico associato al termostato che viene espresso tramite la
Ecins =
1
2
Qs˙2 =
p2s
2Q
. (B.8)
1Per un gas monoatomico vrmq =
√
3κBT/m.
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A questo punto e` possibile ricavare le equazioni del moto delle particelle piu`
il pistone isotropo dalla lagrangiana
Ls = L+ Ecins − φs = Ecin + Ecins − φ− φs (B.9)
dove
Ecin =
N∑
ı=1
1
2
mıv
′2
ı (B.10)
φ =
N∑
ı=1, <ı
φı(rı). (B.11)
in cui φı e` il potenziale tra le particelle ı-esima e -esima. Si ricavano quindi
le seguenti:
r¨n =
fn
ms2
− 2 s˙
s
r˙n, (B.12)
Qs¨ =
N∑
ı=1
−(g + 1)κBT
s
. (B.13)
dove Q e` interpretabile come massa inerziale del pistone e fn e` la forza totale
agente sulla particella n-esima. Attraverso tale formalismo si raggiunge in
maniera diretta lo scopo di riscaldare o rafferddare il sistema senza alterare
la “forma” della distribuzione naturale delle velocita´ delle particelle. Questo e`
un punto piuttosto delicato nei casi, quale il nostro, in cui si ha a che fare con
oggetti che sono microscopicamente disomogenei. Infatti, come si discute nelle
Sezz.4.1 e 5.1, esiste una sostanziale differenza nella dinamica tra i monomeri
interni alla catena e quelli che occupano le posizioni terminali. I contributi
alla distribuzione dell’energia cinetica possono a priori essere molto diversi.
I metodi stocastici possono invece forzare la distribuzione delle particelle ad
una maxwelliana, il che´ potrebbe non essere corretto.
B.3 Il metodo di Nose`-Andersen
Andersen[37] nel 1980 propose un metodo per ottenere un ensemble NPH
(ensemble isobarico-isoentalpico) introducendo una variabile addizionale per
il volume. Utilizzando un ragionamento simile a quello di Nose`, per il nuovo
pistone volumetrico, siamo cos`ı in grado di deformare la scatola che contiene
il liquido agendo direttamente sulla sua pressione. Tale metodo si integra
in maniera naturale con quello di Nose` per il controllo della temperatura
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, l’ensamble che ne risulta e` dunque un NPT(per ulteriori dettagli si veda
l’Ap.). Possiamo cos`ı scrivere2 che
t′ = t
r′ = V 1/3r (B.14)
v′ =
∂r′
∂t
=
∂V 1/3r
∂t
= V 1/3v. (B.15)
(B.16)
La Lagrangiana del sistema L, nelle nuove variabili riscalate, viene modificata
con l’aggiunta del termine potenziale relativo al pistone volumetrico
φh = −PextV. (B.17)
proporzionale alla pressione esterna Pext che impostiamo dal file dei parametri.
Il termine cinetico
Ecinh =
1
2
WV˙ 2. (B.18)
introduce la massa W del barostato. Le conseguenti equazioni del moto vanno
ricavate tenendo presente che la risclatura, o deformazione isotropa, della
scatola modifica anche il potenziale delle particelle con effetti soprattutto
sulla forza che ne deriva. Cioe´ si deve scrivere che
φ =
N∑
ı=1, <ı
φı(V
1/3rı). (B.19)
da cui, le equazioni del moto per la particella n-esima ed il pistone sono
mr¨n =
fn
V 1/3
− 2
3
m
V˙ 1/3r˙n
V
. (B.20)
QV¨ =
1
3V
(
N∑
ı=1
mV 2/3r˙2ı −
N∑
ı=1
rıfı
)
− Pext. (B.21)
Notiamo, per concludere, che i termini tra parentesi nella (B.21) sono l’e-
spressione della pressione interna del sistema con la correzione dovuta alla
deformazione della scatola che altrimenti sarebbe proprio
Pint =
N∑
ı=1
mr˙2ı −
N∑
ı=1
rıfı. (B.22)
2Quella che segue e` una versione molto semplificata a titolo puramente didascalico. Si
faccia riferimento al ben piu` irgoroso articolo di Nose`[38] per la deformazioni non isotrope
della scatola.
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B.4 L’algoritmo di Verlet
Uno dei metodi piu` semplici e piu` usati per integrare le equazioni del moto e`
l’algoritmo di Verlet, questo metodo si basa sulla conoscenza delle posizioni
r(t), accelerazioni a(t) e posizioni del passo precedente r(t−∆t). Si procede
quindi con:
r(t+ ∆t) = 2r(t)− r(t−∆t) + a(t)∆t2. (B.23)
Tale espressione proviene dalla sottrazione membro a membro dai seguenti
sviluppi di Taylor per r(t) in ∆t
r(t+ ∆t) = r(t) + v(t)∆t+ (1/2)a(t)∆t2 + . . .
r(t−∆t) = r(t)− v(t)∆t+ (1/2)a(t)∆t2 + . . .
(B.24)
Le velocita` al tempo t si posono ottenere nel seguente modo:
v(t) =
r(t+ ∆t)− r(t−∆t)
2∆t
. (B.25)
Dalle (B.23) si puo` notare che i termini trascurati sono del second’ordine in
∆t2, proprio per tale motivo e` classificato come algoritmo del secondo ordine.
La deviazione standard dell’energia (fluttuazione RMS) che produce nel sis-
tema, al variare di ∆t, ha un andamento quadratico. Una delle peculiarita`
di tale metodo di integrazione e` la possibilita` di ottenere passi molto lunghi
con una buona conservazione dell’energia, contrariamente ad esempio al Gear
predictor-corrector che garantisce un ottima conservazione dell’energia, ma
solo per tempi piuttosto brevi.
Un’illustrazione dei fatti suddetti puo` trovarsi in [35] a pag.83.
B.4.1 Leap-frog
L’algoritmo di Verlet presenta un limite di calcolo evidente nell’espressione
(B.23) in cui compare la differenza tra le posizioni, che generalmente risulta
numericamente molto maggiore del termine a(t)∆t2, questo fatto puo` com-
portare una notevole imprecisione di calcolo. Un modo per superare il prob-
lema e` l’implementeazione del LEAP-FROG a mezzo passo. Considerate le
velocita` v(t− 1
2
∆t) si puo` scrivere:
v(t+
1
2
∆t) = v(t− 1
2
∆t) + ∆ta(t) (B.26)
ottenendo cos`ı le velocita` al tempo t + 1/2∆t. A partire da queste, dalle
posizioni r(t) e dalle forze ricavate da tali posizioni, si ricavano poi le nuove
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posizioni al tempo t+ ∆t nel seguente modo:
r(t+ ∆t) = r(t) + ∆tv(t+
1
2
∆t). (B.27)
La velocita` al tempo t possono essere calcolate allora utilizzando la formula:
v(t) =
1
2
(v(t+
1
2
∆t) + v(t− 1
2
∆t)). (B.28)
B.4.2 Il Velocity Verlet
Veniamiamo infine alla variante che e` utilizzata precisamente da nmpoly.c:
l’algoritmo del velocity Verlet. Questo richiede la memorizzazione di po-
sizioni, velocita` e accelerazioni al tempo t e minimizza gli errori di arro-
tondamento del calcolatore. La sua forma e` la seguente:
r(t+ ∆t) = r(t) + v(t)∆t + 1
2
a(t)∆t2 (B.29)
v(t+ ∆t) = v(t) + 1
2
[a(t) + a(t + ∆t)]. (B.30)
Prima di tutto le nuove posizioni al tempo t+ ∆t sono calcolate utilizzando
l’equazione (B.29), e le velocita` al tempo t + ∆t/2 sono calcolate usando la
formula v(t + ∆t/2) = v(t) + 1
2
∆ta(t). Fatto cio` vengono calcolate le forze
utilizzando le posizioni al tempo t + δt e da ultimo vengono calcolate le
velocita` al tempo t + δt, utilizzando l’equazione v(t + ∆t) = v(t + 1
2
∆t) +
1
2
∆ta(t + ∆t).
B.5 Il metodo r-RESPA
Concludiamo la parte prettamente algoritmica con un descrizione del meto-
do r-RESPA che risulta paricolarmente indicato nel caso di simulazioni di
molecole che possiedano diverse scale temporali. Questo metodo dovuto a
Tuckerman[39][40] consente un maggior risparmio in termini di tempo di
calcolo e si basa su di una considerazione a proposito dell’interazione di
coppia.
Si procede decomponendo il potenziale φ(r) = φc(r) + φl(r) in una parte
a corto e in una a lungo range. La parte φl(r) e` solitamente dolce e la forza
che determina non richiede che il passo di integrazione ∆t sia molto piccolo,
cioe´ diminuire ∆t aumenta di poco la precisione. A questa parte di potenziale
si puo` associare quindi la parte piu` lenta della dinamica atomica. Diversa-
mente la parte φc(r), che pertiene alla dinamica delle immediate vicinanze,
essendo solitamente ripido (vedi Fig.3.1), determina forze intense e, cio` che
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piu` importa, molto sensibili alle posizioni dei vicini. In questo caso allora
si e` costretti a richiedere un ∆t sufficentemente piccolo per assicurarsi una
corretta valutazione della parte piu` veloce della dinamica. Il metodo RESPA
quindi consiste sostanzialmente nel definire una costante intera nR e di val-
utare al tempo t solo le forze dovute ad una parte dell’interazione, in formule
si scrive allora che la forza sulla particella all’istante t, sara`:
f(t) = −∂φl
∂r
(t)− 1
nR
∂φc
∂r
(t). (B.31)
Mentre per gli istanti “frazionari” si valutera` solo
f
(
t+
∆t
nR
)
= − 1
nR
∂φc
∂r
(
t+
∆t
nR
)
.
. . .
f
(
t + (nR − 1)∆t
nR
)
= − 1
nR
∂φc
∂r
(
t+ (nR − 1)∆t
nR
)
. (B.32)
L’intervallo di integrazione ∆t risulta cos`ı suddiviso in nR passi interni, in
ciascuno dei quali vengono calcolate solo le forze dovute a φc/nR. Conclusi
tutti passi interni il potenziale totale φ(r) sara` stato valutato interamente,
ma con il vantaggio di aver calcolato con maggior accurtezza la dinamica
veloce.
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