Abstract-With the electromagnetic theory as a basis, we present a sensor model for three-axis magnetometers suitable for localization and tracking as required in intelligent transportation systems and security applications. The model depends on a physical magnetic dipole model of the target and its relative position to the sensor. Both point target and extended target models are provided as well as a heading angle dependent model. The suitability of magnetometers for tracking is analyzed in terms of local observability and the Cramér-Rao lower bound as a function of the sensor positions in a two sensor scenario. The models are validated with real field test data taken from various road vehicles which indicate excellent localization as well as identification of the magnetic target model suitable for target classification. These sensor models can be combined with a standard motion model and a standard nonlinear filter to track metallic objects in a magnetometer network.
I. INTRODUCTION
T RACKING and classification of targets are primary concerns in automated surveillance and security systems. The tracking and classification information can be used for statistical purposes, i.e., counting number of targets of a specific type and registration of their velocities and directions of arrival. In this work we will focus on metallic targets.
One way of sensing metallic objects is by making use of their magnetic properties. We know that metallic objects induce a magnetic field partly due to its permanently magnetized ferromagnetic content and partly due to the deflection of the earth magnetic field [1] . This induced magnetic field can be measured with distributed passive magnetometers [2] , [3] .
For moving metallic vehicles, the magnetometer measurements will vary in time, which results in a time dependent signal. Like in other common tracking application based on radar, time difference of arrival and received signal strength, this signal depends on the position, speed, orientation and target specific parameters. The difference between the applications is summarized in the sensor model that relates the quantities to the ob- servations. The same motion models and filters can be used in all these application. However, we do not focus on suggesting particular motion models and filters since these choices are standard in literature. Instead, we focus on the application specific fundamental questions of observability and geometry for the sensor model. The simplest far-field model for the metallic vehicle is to approximate it as a moving magnetic dipole, which is parametrized with the magnetic dipole moment that can be interpreted as the magnetic signature of the vehicle. This dipole model has previously been used for classification and target tracking of ground targets in [4] - [16] . In a near-field scenario the signal structure is much more complex where nonparametric methods have been shown to be successful. In [17] , [18] an extensive investigation is presented, where the measured signal itself has been interpreted as the magnetic signature, which can be used for classification and re-identification of the vehicle at a different location. Furthermore, several studies have been done exploring the use of underwater magnetometers for tracking of vessels [19] - [21] , where [21] has used the dipole model not only for localizing the vessel, but also for estimating the positions of the sensors. In [20] a Bayesian match-field approach has been used, which takes the attenuation of the seawater into consideration.
As in [4] - [16] , [21] , this work will be based on the dipole model. Similar to [4] - [7] , [9] - [12] the theory will be applied on experimental data. However, we will generalize some important assumptions that previously have been made:
• Prior work [5] - [16] is constrained to a single dipole point target model, which does not included the geometrical extend of the target. We suggest a model with multiple dipoles. This model was suggested by Wynn [4] without being illustrated on simulated or real data, which will be provided in this work. • Work in [4] - [10] is based on a linear motion assumptions, which simplifies the modeling of the dipole moment . However, for other motions where the target orientation changes over time, the dependency on will be more complicated. One way of solving this is to marginalize the dipole moment as in [12] - [14] . However, this work will explicitly describe the as a function of the target orientation. We will derive a general sensor model for extended magnetic targets with target orientation dependent dipole moments observed in an arbitrary magnetometer network, where we validate the models using statistical tools for a variety of vehicles.
Furthermore, in [16] the problem with lack of observability for a one-sensor scenario has been addressed. Our work will more precisely describe this unobservable manifold. Also the optimal sensor deployment is analyzed in terms of local observ-ability and the Cramér Rao Lower Bound (CRLB) as a function of the sensor positions.
The paper outline is as follows: Section II describes the sensor model and its extensions. In Section III a constant velocity tracking model is presented and compared with other models from the literature based on the same assumption. In Section IV observability and sensor deployment is discussed and in Section V the estimation methods are summarized. A validation of the sensor model based on experimental data is provided in Section VI. The paper closes with conclusions and proposals for future work.
II. THEORETICAL SENSOR MODEL
In the statistical signal processing framework, a sensor model of a time-invariant system is given by (1) where is the measurement, is the state of the system and is measurement noise, all at time instant being the sample period. This section will present and discuss different sensor models suitable for target tracking of magnetic objects.
A. Single Sensor Point Target Model
Any magnetic target will induce a magnetic field, which can be measured by a magnetometer. By approximating the target as a magnetic dipole [1] , this field can be modeled as a magnetic dipole field. An expression of this field can be derived from Maxwell's equations [22] (for a derivation see for example [1] ) and gives the following nonlinear model
where is a bias, is the position of the target relative to the sensor, is the magnetic dipole moment of the target and white Gaussian noise. The total sensor model is then given by
The dipole model is an approximation of the induced magnetic field by considering the target to be a point source. This approximation is valid if the target is far from the sensor compared to its size, see Section II.C.
The bias will in theory be constant and equal to the earth magnetic field. However, in practice it also includes the magnetic distortion induced by other metallic objects in the environment, which we assume to be constant. Furthermore, the bias also includes a magnetic sensor bias, which slightly depends on temperature. This temperature may vary over time due to changing weather condition and amount of daylight exposed to the sensor [17] . However, this drift is slowly varying and is assumed to be constant during the time it takes for a vehicle to pass the sensor.
B. Multiple Sensor Model
The sensor model (2) can easily be extended to handle multiple sensors by introducing (3a)
where and are the position and the bias of the th sensor respectively. The total sensor model is then given by
where is the measurement noise of the th sensor.
C. Extended Target Model
The dipole model (2b) approximates the target with a single magnetic dipole and can as such be seen as a point target model. However, this is a fairly rough approximation since vehicles do have a geometrical extension. By parameterizing the extended target with multiple dipoles, a more accurate model can be obtained. By that we get an extended target model. Consider each dipole to be placed at , relative to the center of the target and having the dipole vector . Then the point target model (2b) can be extended as (4) where is the number of dipoles. The extended target model in (4) reduces to a single target model (2b) if the relative positions are much smaller than . The influence of the target extension can be analyzed by applying a Taylor series expansion of in (2c) around . By truncating the Taylor series after the second term, we reach the approximation (5) where we have defined (6) and is given by (30b). Further, it can be shown that
and with we arrive at the point target model where the dipole moment in point target model is related to the dipole moments in the extended target models as (9) Thus, the point target model is valid if the distance between the target and the sensor is much larger than the characteristic length of the target, which has also been stated in [1] . However, if this is not the case an extended target model might be considered.
D. Uniformly Linear Array of Dipoles
In this work, a row of dipoles will be analyzed. Since a vehicle normally has its largest geometrical extension in the same direction as its course, a row of equidistantly distributed dipoles along the velocity vector will be considered (see Fig. 1 ). The velocity vector will later be included in the dynamic description in Section III. Furthermore, the size of the object is unknown, thus the distance between the first and the last dipole has to be regarded as a parameter. By combining this with the multiple sensor model (3) we get Note that if either the length is or the number of dipoles is , the model (10) will be equivalent with the point target model presented in (2) .
E. Target Orientation Dependent Model
The magnetic dipole moment will also depend on the orientation of the vehicle. To describe this dependency, the source of the magnetization has to be decomposed into one hard iron contribution and one soft iron contribution as done in [5] , [13] .
We know that metallic objects induce a magnetic field partly due to the ferromagnetic content (hard iron) and partly due to the deflection of the earth magnetic field (soft iron). The mag- netization due to the hard iron can be represented with a magnetic dipole moment , which is independent of the external magnetic field and will thus always be constant in the reference frame of the vehicle. Since the sensors have the same reference frame as the world, which is not the same as the one of the vehicle, a transformation between these two reference frames has to be found. Generally, the heading , banking and inclination angles are used to define the relative orientation of a vehicle with respect to world coordinates. Here, the world coordinates are aligned with the magnetic north, see Fig. 2 . In this work, no banking and inclination are considered since we assume that the road is flat, i.e., it does neither bank nor incline. Furthermore, any slip is neglected. Consequently, the heading uniquely determines the orientation of the vehicle with respect to the sensors and is defined as (11) with being the four quadrant arc-tangent. Now, with the rotation matrix (12) the hard iron contribution of magnetic dipole moment can be described as (13) On the other hand, the magnetization due to the soft iron is more complicated. For an isotropic medium (a spherical shell for example), the induced magnetic dipole moment is parallel to the earth magnetic field (14) with being a target characteristic scalar constant.
However, in general the moment induction is a non-isotropic process and its description requires a symmetric 3 3-matrix , which is known as the polarizability tensor [1] . In world coordinates this tensor reads and we have Since a symmetric 3 3-matrix has 6 unknowns, this would heavily enlarge our state space dimension (and presumably lead to unobservability). Therefore, in this work we assume that magnetic dipole moment is parallel to the earth magnetic field. Thus we assume that the vehicles are isotropic, which might be a rough but workable assumption. Since magnetization is additive, the total magnetic dipole moment can be modeled as (15) In Fig. 2 a graphical representation of the model is presented.
We have now decomposed the magnetic dipole moment into two components, one representing the hard iron and one representing the soft iron. The corresponding model parameters and will represent the real magnetic signature of the target and will thus be constant even in a target maneuvering scenario.
F. General Sensor Model
The orientation dependent sensor model can now be combined with the extended target model (10) Here, the mean of all sensor biases has been taken as an estimate of the earth magnetic field, which is needed for describing the orientation of the soft iron contribution (14) . The total sensor model is then given by (16f) Note that if the heading is constant the magnetic dipole moment will also be constant. Consequently, the parameters for the hard and the soft iron are not identifiable. Therefore, in such a scenario a parametrization of the dipole moment directly is more attractive solution, which will be used in the next section.
III. CONSTANT VELOCITY TRACKING MODEL
The models presented in the previous section are not constrained to any type of motion. However, in this work special interest will be given to the scenario when vehicles pass the sensor with constant velocity, i.e., a straight line motion with constant speed. This prior knowledge enables us to formulate a static sensor model.
A. Sensor Model for Constant Velocity
By assuming constant velocity (17) the heading will also be constant as well as the magnetic dipole moment according to (15) . We could also consider another parametrization of the target motion. However, if that motion model implies a time-varying heading , the magnetic dipole moment will no longer be constant and the target orientation dependent dipole model (15) has to be considered.
We can now define a static sensor model (18) Here, the substitution (19) has been used in (2) . Thus, now we have the parameter vector (20) where is the initial position of the target, its constant velocity and its constant magnetic dipole moment. Thus, the model (18) has 12 parameters where 6 of them enter linearly in (18) ( and ) whereas the other 6 ( and ) enter non-linearly.
In a similar manner also the extended target model presented in (10) can be reformulated under the constant velocity assumption. Here, all magnetic dipole moments will be constant. We have 
B. Anderson Function Expansion for Constant Velocity
The presented sensor model (18) describes the observed magnetometer signal if the target is moving with constant velocity. An equivalent model [4] , [6] - [8] for the same problem setup can be formulated by modeling the signal itself. Direct calculations [4] starting from (18) reveals that each of the three dimensions in the sensor response can be expressed as a linear combination of three elementary functions. These functions are known as the Anderson functions [4] . By choosing the time origin at the closest point of approach (CPA) time and normalizing it with the CPA range and the speed , the resulting model is (22) where the time dependency enters in the orthogonal Anderson functions [4] (23a) (23b) and where is a 3 3-matrix of coefficients. Consequently, (22) Furthermore, also the coefficients in are related to (20) in that 
C. Comparison
By comparing the two different models (18) and (22) (22) is nonlinearly constrained and does not have all 9 degrees of freedom as given in (22) . This can be seen by inspecting (25) . Each of the unit vectors and contribute with 2 degrees of freedom to the matrix . By taking the coefficient and the constraint into account, has in total only 6 independent components, or equivalently, the 9 coefficients in have to obey 3 (non-linear) constraints. These constraints are not present in (22) . Thus, (22) is a relaxation of (18) .
• The dipole model (18) has 6 parameters entering non-linearly in the model, whereas (22) has only 3. Since the relaxation reduces the non-linearity, (22) can be seen as a convexification of the more non-linear model (18) .
• The parametrization of (18) is directly related to the target trajectory ( and ) and the magnetic signature of the target . This will make the multi sensor extension of (18) trivial, see Section II.B. In contrast, a multi sensor version of (22) has to rely on sub-optimal solutions where each sensor estimates its own matrix , which then are fused at a later stage, as done in [8] .
In addition, (18) can easily be extended to tracking by applying a motion model and a nonlinear filter, which has been done in [11] . This extension would for (22) be harder, since the shape of the Anderson functions relies on a linear motion of the target.
IV. MAGNETOMETER POTENTIAL FOR LOCALIZATION AND TRACKING
In this section limitations and possibilities of the magnetometer will be discussed in terms of observability and the Cramér Rao lower bound as a function of the placement of a second sensor.
Without loss of generality the bias is assumed to be known and the discussion will be based on the unbiased static sensor model in (18) with the state to make the analysis cleaner. We will therefore consider the model (27)
A. Single Sensor Observability
To analyze observability, a local analysis can be performed. Consider the Fisher information matrix (FIM), which under Gaussian assumptions of the sensor noise reads
where are the true parameters. Any zero eigenvalues of this matrix makes it singular, which indicates a lack of local observability at . The unobservable subspace is spanned by the eigenvectors corresponding to the zero eigenvalues, also known as the kernel of the matrix. Indeed, it can be shown that the kernel of is at least of dimension one. and from this we get which leads to Thus, the kernel is at least given by the following one-dimensional subspace:
In most cases the kernel dimension is exactly equal to one, meaning that (32) is fulfilled with equality. For example, for the following parameters and , the kernel of the information matrix indeed has dimension one. However, if is orthogonal to both and the kernel will be larger. For example, for the parameter and the kernel of the information matrix has dimension two.
Due to the non-linearity, the expression of the unobservable subspace (32) is only valid at the point and can therefore only be regarded as the tangent of the unobservable one-dimensional manifold at this point. Denote this manifold , where is a scalar parameter. For each there will be a such that (33)
By choosing the parametrization , we get the following unobservable manifold (34)
It is instructive to substitute into (18) and conclude that is independent of the parameter , which means that all points on this manifold will give the same output . For example, multiplying and with 2, and with will result in the same output .
The result is physically quite intuitive since the magnetometer does not measure any absolute distances and the system can be arbitrarily scaled without changing the measured output. Thus, a small vehicle driving slowly close to the sensor will give rise to the same signal as a large vehicle driving fast far from the sensor. Furthermore, the cubic scaling of the magnetic dipole moment is reasonable since it is related to the volume of the vehicle.
The conducted observability analysis also gives insight to the comparison between the dipole model (18) and the Anderson function model (22) :
• The sensor model (22) can easily be re-parametrized excluding the unobservable manifold (34) by introducing the scale parameter . This parametrization has also been used in [4] , [6] - [8] . An equivalent re-parametrization in (18) would inevitably increase the model complexity.
• By substituting (34) into (24a) it can be stated that is independent of and consequently observable. This means that can be uniquely determined from only one vector magnetometer and does not necessarily need be aided with other sensors as done in [6] - [8] to achieve observability for that parameter. Furthermore, notice that only one axis of the vector magnetometer is sufficient to achieve observability for . This can be seen by decomposing its signal into the three Anderson functions (23b), which each of them contains the information of .
B. Single Sensor Observability With Prior Information
The lack of observability can be solved by using prior knowledge about the target trajectory. This situation has been studied in [6] and [7] , which includes the possibility to use information about the range at CPA, for example by knowing the geometry of the road on which the vehicle is traveling. By using (24) Consequently, we do not achieve observability if is parallel to , which corresponds to . However, this situation can be considered as unphysical, since it would correspond to a scenario where the sensor is on the target trajectory.
C. Multi Sensor Observability
The lack of observability can also be solved with a second sensor. To handle multiple sensors, the sensor model has to be slightly expanded. Let the th sensor be positioned at . The target parameter relative to the th sensor will then be and the total sensor model is given by (39) Furthermore, under the assumption that the measurement noise of different sensors are independent, the information matrices for all sensors are additive, which gives (40)
By again using Proposition 1 we have (41) Assume that (41) is fulfilled with equality for two different sensors at and . Then the intersection of their kernels will be empty if
. Under these assumptions we will then reach observability for a system with two sensors.
D. Comparison
We can now compare two extensions from the single sensor setup
• Setup 1) One sensor with prior knowledge of CPA range • Setup 2) Two sensors Both scenarios resolve the observability issue reported for the single sensor setup except for some cases with special geometry. However, Setup 2 requires that both coordinate systems of the two sensors are aligned with each other and also that their relative position is known in order not to violate the sensor model (39). This issue is less critical in Setup 1 since any misalignment of the single sensor will not change the range to the target and will thus not violate the sensor model. Furthermore, in Setup 2 the two sensors need to be synchronized.
E. Cramér Rao Lower Bound
So far we have only compared the models concerning their observability properties. However, in order to find a good sensor deployment we want to quantify the best achievable estimation performance as a function of the sensor positions. This analysis is justified with the CRLB [23] , which states that any unbiased estimate must have a covariance matrix larger than or equal to the inverse of the FIM (42) The design goal in the sensor deployment is then to make the inverse of the information matrix as small as possible in order to minimize the covariance of the estimate. We do this analysis for the partitions of the state space corresponding to and separately. We notice that for a positive semidefinite matrix any diagonal sub matrix is also positive semidefinite. By following [23] and using that property on (42) we get (43) and consequently (44) where corresponds to a partition of the state vector. The design goal in the sensor deployment is then to minimize any of the three criteria (45) depending on if we are interested in a good estimation performance for the position , velocity or magnetic dipole moment . In order to examine where a second magnetometer should be placed, these three criteria can be computed for different positions of the second sensor. In [10] similar criteria has been analyzed. For most values the conclusion is that you should deploy a two sensor system symmetrically at both sides of the target trajectory if a good estimation performance for the position and magnetic dipole moment is of interest. On the other hand, for the velocity it is better to place both sensors at the same side of the target trajectory and as separate as possible, which is intuitive. In the experiment presented in this work, the first of these two deployments has been considered.
V. ESTIMATION
As already mentioned, in this work special interest will be given to scenarios where vehicles pass the sensors with constant velocity. Therefore, in this section the estimation methods to be used with the constant velocity models presented in Section III will be given. These methods will later be used in the sensor model validation presented in Section VI.
A. Sensor Noise Covariance
First, the distribution of the sensor noise will be estimated for each of the magnetometers. According to [24] , the noise of the magnetometer [25] is white Gaussian, i.e., its samples are i.i.d. and normally distributed with zero mean. Such a stochastic process is uniquely defined by its covariance matrix . This matrix can be estimated from a measurement sequence without any moving targets by using the sample covariance Here represents the covariance of the th sensor.
B. Parameter Estimation Using Constant Velocity Model
The parameter introduced in the models (3) and (16) can be estimated using weighted least square by minimizing the cost function
Note that under the Gaussian assumption of the measurement noise , (46) will be both a minimum variance and a maximum likelihood estimate.
In this framework, also the covariance of the estimate can be estimated. The covariance can be approximated as [26] (47) which can be derived from a second order approximation of the cost function (46b), where we use that at optimum.
C. Model Validation
The number of dipoles can for this model class be considered as a model order parameter, which will affect the statistical properties of the cost function. Under the assumption that both the measurement equation and the noise are correctly modeled, the cost function will be distributed, and being the dimension of each measurement and the state space respectively. For the extended target model in (16) this will be (48) (49) Since the mean of is equal to , the normalized cost function (50) is considered and would indicate a correct model. Therefore, the normalized cost function can be used for choosing an appropriate model order. However, in this work no explicit model order selection rule will be proposed.
D. State and Parameter Estimation
By using the maneuvering target model presented in Section II.E, the constant velocity assumption can be relaxed. By combining that sensor model with an appropriate motion model, a non-linear filter can be applied to estimate all states included in the model. Related results have been reported in [11] where a (nearly) constant velocity model has been applied and the estimation has been performed with an Extended Kalman Filter using data for vehicles passing a three-way intersection.
VI. SENSOR MODEL VALIDATION
In order to validate the proposed sensor models, real experimental data has been collected with magnetometers contained in commercial-grade measurement units [25] . In this section, the experimental setup will be described and the results of the validation will be given using the estimation methodology presented in Section V. In accordance with the results in Section IV.A and IV.C, all measurements have been done with two sensors in order to reach observability.
A. Experimental Setup
The two magnetometers have been placed close to a straight road (see Fig. 4 ). In accordance with the discussion in Section IV.E they have been deployed symmetrically at each side of the road. In the experimental setup a relative distance of 9.0 m between the sensors has been used. As reference data a video camera has been used recording all objects within the sensor range area. Data from six vehicles (Fig. 5) passing the sensors are used for the sensor model validation in Section VI.C and VI.D. 
B. Sensor Noise Covariance
Without any targets, each magnetometer measures a stationary magnetic field together with sensor noise. This stationary magnetic field mainly consists of the earth magnetic field but also of induced magnetic fields from other stationary ferromagnetic objects in the environment. We do not need to assume that the magnetic field in the environment is homogeneous, however we do assume it to be stationary.
By using data from a time window without any moving targets present, the sensor noise covariance can be estimated using the approach described in Section V.A. In this manner, the two symmetric 3 3-matrices and for the two sensors in use are estimated to be (51a) (51b) where the unit of the measurement is Tesla.
C. Point Target Model Validation
Since the road is straight, the constant velocity assumption for all vehicles applies. We start with modeling the vehicles as a single dipole. Since we have a scenario with multiple sensors, the sensor model presented in II.B will be considered.
In Table I the normalized cost function for the vehicles in Fig. 5 is presented. By this we can conclude that larger vehicles generally produce a worse fit with the measured data than smaller vehicles do. This is intuitively clear since the point target model assumes that the target has no geometrical extension, which is a more rough approximation for large vehicles than for small vehicles. However, for all vehicles, the normalized cost function is much larger than 1.
Finally, by simulating the model with the estimated parameter we get an estimate of the measured quantity , which can be compared with the measured magnetic field . Note that the residual is exactly what is being minimized in the nonlinear least squares framework. In Fig. 6(a) the estimated -component of the magnetic field for sensor 1, , is compared with its measured equivalence . We can see that the main character of the signal has been caught. However, there is potential to get a better fit. 
D. Extended Target Model Validation
In order to improve the model fit, the extended target model (16) with will considered.
1) Model Order Selection and Model Validation:
For an extended target model, an arbitrary model order can be chosen which here is the number of dipoles . In Fig. 7 , the normalized cost function (50) is displayed as a function of the model order .
For most vehicles, the normalized cost function rapidly decreases with higher model order . For the smaller vehicles it can be seen that the normalized cost function converges towards 1, which corresponds to a correct model.
With the model order , the equivalent plot to Fig. 6 (a) can be found in Fig. 6(b) . From this it can be concluded that an almost perfect fit has been achieved. This model order will be used for a more thorough analysis and all results are presented in Tables II, III , IV and V for each vehicle.
In Table II the normalized cost function for the vehicles is given. We have seen that this quantity should equal 1 for correct models. By comparing Table II with Table I , we see that the small vehicles 3-6 have taken huge steps in this direction, whereas the large vehicles 1-2 still have a long way to go. This faces the real difficulties finding feasible models for large vehicles using models with a reasonable state space dimension.
2) Length Estimation: Extended target models also produce new states, where length of the row of dipoles has a direct physical interpretation. The estimate of this length is also presented in Table II and do correspond to the size of the vehicles given Fig. 5 . Notice that this length does not exactly correspond to the actual length of the vehicle since it is based on an approximation of the target using a finite number of dipoles. However, a long dipole row should indicate a long vehicle and vise versa, which then might be used for classifying vehicles of different sizes.
3) Initial State and Velocity Estimation: Furthermore, the extended target model produces reasonable estimates of the initial position , Table III , and the velocity , Table IV. All target trajectories are almost parallel to the -axis in accordance with the experimental setup. Furthermore, Vehicle 1, 3 and 4 are estimated to head in positive -direction (right) (see Table IV ), which is correct according to Fig. 5 .
4) Height Estimation:
The -component of the initial position has the interpretation of being the height of the car's metallic center over the road plane. According to Table III this estimate is reasonable, being positive for all vehicles and significantly larger for Vehicle 1.
5) Dipole Estimation:
Finally, by making use of the superposition principle (9), the total magnetic dipole moment of the vehicles can be calculated by summarizing all dipoles. This estimate is given in Table V . However, for these values we do not have any reference data more than that large should correspond to large vehicles. 
E. Validation of Direction Dependent Target Model
The proposal of decomposing the magnetic dipole moment into two components as described in (15) cannot be validated from one scenario with constant heading since the two components cannot be resolved. As stated in [5] , different observations of the same target at multiple headings are needed to allow the induced and permanent dipole moments to be resolved. In this validation, Vehicle 5, Fig. 5(e) , has been used in controlled experiments heading at different speeds in four different directions, 2-4 times in each direction.
For each scenario the corresponding has been estimated with the row of dipoles extended target model with model order , which in Section VI.D has been proved to be a good model. Now we define . . . The estimated parameter are given in Table VI together with their standard deviations . In order to validate (15) , predictions of the magnetic dipole moment for new can be made by using and
The predictions can be compared with the previously estimated . In Fig. 8 the excellent fit for the -and -component of and is displayed. By this it can be verified that the magnetic dipole moment can be decomposed into two components: one being parallel to the earth magnetic field with the scalar multiplier , and one being oriented in the reference frame of the vehicle where the parameters and are vehicle specific. Note that and cannot be found only from a single measurement since given with a 90% confidence interval (the small ellipses) together with the simulated using the estimated parameter. The magnetic dipole moment can successfully be divided into two components, one being parallel to the earth magnetic field, and one being oriented in the reference frame of the vehicle. contains three components whereas and in total contains four. In other words, the target needs to make maneuvers in order to excite its complete magnetic signature.
VII. CONCLUSION
In this paper, we have addressed the problem of localizing metallic targets using magnetometers. We have presented a general sensor model based on the magnetic dipole model. This model has been extended by introducing a model consisting of a series of dipoles, which also contains the length of the vehicle in an extended state vector. Also a new model with heading angle dependent dipole moments has been proposed, which has been accomplished by decomposing the influence of soft and hard iron. The sensor model allows the target to be observed in an arbitrary magnetometer network.
We have also provided a detailed observability analysis of the model and compared it to other models based on the so called Anderson functions in the closest related papers. We have also provided measures for analyzing the optimal sensor deployment in a magnetometer sensor network using criteria based on the Cramér Rao lower bound. Further, our model has been validated with a selection of dedicated field experiments. It has been found that the natural single dipole model cannot be validated for vehicles close to the sensor when a commercial-grade sensor is used in its field of coverage. It has been found that this extended target model works excellently on small vehicles. However, for large vehicles close to the sensor challenging modeling work still remains. Finally, target orientation dependent dipole moments are identifiable only if the vehicle is observed in different orientations. Therefore, this model has been validated using the same vehicle in controlled experiments heading in different directions with good results. In addition, these experiments also verify that the dipole vectors are reproducible for a certain vehicle.
