This paper surveys parameterized complexity results for hard geometric algorithmic problems. It includes fixed-parameter tractable problems in graph drawing, geometric graphs, geometric covering and several other areas, together with an overview of the algorithmic techniques used. Fixed-parameter intractability results are surveyed as well. Finally, we give some directions for future research.
INTRODUCTION
This paper surveys parameterized complexity results for NP-hard geometric problems. Geometric problems arise frequently in application domains as diverse as computer graphics [1] , computer vision [2 -4] , VLSI design [5] , geographic information systems [6, 7] , graph drawing [8] and robotics [9, 10] , and typically involve (sets of) geometric objects, such as, points, line segments, balls or polytopes, which usually lie in some metric space. Designing efficient algorithms and data structures for such problems is the main focus in the field of computational geometry [11 -13] .
Many geometric problems can be formulated as combinatorial optimization problems where the objective is to maximize or minimize a function subject to constraints induced by a given collection of geometric objects; by exploiting the geometric nature of such problems, one can obtain faster and simpler algorithms. Geometric optimization has been a topic of extensive research, and many general techniques have been developed that yield efficient polynomial-time algorithms for a wide range of problems (see the excellent survey by Agarwal and Sharir [14] ).
Polynomial-time approximation schemes
In order to cope with NP-hard geometric optimization problems, researchers have, so far, mainly resorted to the traditional toolkit of approximation algorithms. A polynomialtime approximation scheme (PTAS) for a minimization problem is an algorithm, or rather a sequence of algorithms, which, given any e . 0 and any problem instance of size n, produces a solution for the problem with cost at most (1 þ e) times the cost of an optimum solution in O(n f(1/e ) ) time, where f is an arbitrary computable function (for maximization problems, the cost of the solution produced is at least (1 2 e) times that of an optimum solution). A PTAS is called efficient (EPTAS), if it is uniformly polynomial, i.e., it runs in O(f(1/e) . n c ) time for every e, where c is a constant independent of e. The ultimate approximation scheme is an EPTAS where f is polynomial; such a scheme is called fully PTAS (FPTAS).
PTASs have been found for many important geometric problems (see the surveys by Bern and Eppstein [15] and Arora [16] ). While some of these schemes are efficient [Euclidean traveling salesman problem (TSP) problem [17] , minimum k-median problem [18] ], others exhibit prohibitively highrunning times even for moderate error values [19] . Moreover, there are also quite a few problems for which no PTAS is known, e.g. minimum weight triangulation (MWT) [20] , or likely to exist (under standard complexity theoretic assumptions), e.g. minimum k-center problem (when k is part of the input) [21, 22] .
Parameterized complexity
Parameterized complexity theory offers an alternative framework for the study of hard algorithmic problems by measuring their complexity in terms of one or more parameters, explicitly or implicitly given by their underlying structure, in addition to
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For Permissions, please email: journals.permissions@oxfordjournals.org doi:10.1093/comjnl/bxm053 the problem input size. The main idea is to devise exponentialtime exact-as opposed to approximation algorithms for NP-hard problems, confining exponentiality to the parameters. In concrete applications, such parameters are hoped to take relatively small values, thus, resulting in affordable algorithms. For an introduction to the field of parameterized complexity theory, we refer the reader to the recent textbooks by Flum and Grohe [23] and Niedermeier [24] , in addition to the first, classic work of Downey and Fellows [25] . We review some basic definitions here.
A problem with input instance of size n and with a nonnegative integer parameter k is fixed-parameter tractable (FPT) if it can be solved by an algorithm that runs in O(f(k) . n c ) time, where f is a computable function depending only on k and c is a constant independent of k. The class of all FPT problems is the parameterized complexity analog of P. Parameterized complexity theory provides a set of general algorithmic techniques for proving fixed-parameter tractability, ranging from bounded search trees and kernelization methods to color coding and dynamic programming on tree decompositions. Such techniques have successfully been used for a variety of parameterized algorithmic problems in graph theory, logic and computational biology.
Parameterized complexity theory also provides a framework for establishing fixed-parameter intractability. For this purpose, a whole new (infinite) hierarchy of complexity classes has been introduced, the 'W-hierarchy', with FPT being its lowest class, and hardness is sought via suitable reductions, which preserve fixed-parameter tractability between parameterized problems. Hardness for some level of the hierarchy can be thought as the parameterized complexity analog of NP-hardness, and, as in classical complexity theory, intractability results are conditional and, thus, serve as relative lower bounds. The working assumption for parameterized complexity is that all levels of the W-hierarchy are pairwise distinct. For example, a problem that is W[1]-hard for some parameterization is not FPT for this parameterization unless FPT ¼ W [1] .
Every optimization problem has a standard parameterization, where the parameter is just an upper or lower bound on the value of the objective function, that is, it measures the size or the quality of the solution given by the objective function. If an optimization problem has an EPTAS, then its standard parameterization is in FPT [26] [27] [28] . Hence, by showing that the standard parameterization of an optimization problem is hard for some level of the W-hierarchy, we provide strong evidence that this optimization problem does not admit an EPTAS. The survey by Marx [29] discusses many more aspects of the interplay between the theories of parameterized complexity and approximation algorithms. While most tractability and intractability results involve standard parameterizations of optimization problems, one strength of parameterized complexity theory lies in its ability to accommodate a variety of other types of problems as well as different parameterizations. For example, finding an optimal vertex cover in a graph is in FPT when parameterized by the size of the cover (standard parameterization), and also when parameterized by the tree width of the graph.
Geometric problems often involve a variety of natural parameters that measure certain properties of the input objects. However, only a small number of NP-hard geometric problems have been studied within the framework of parameterized complexity theory so far. The field is still in its infancy and the results are rather scattered. We believe that this is mainly due to different current research foci of the communities involved, rather than the limited applicability of parameterized complexity to geometric problems. This is well illustrated with the example of the MWT problem (see also Section 2.5.1): given a set of n points in the plane, one asks for a triangulation with the minimum total length of edges. This is a well-known problem in computational geometry whose complexity status was unknown for more than three decades, until it was recently proved to be NP-hard and not to admit an FPTAS [30] . As already mentioned earlier, no PTAS is known for this problem. However, the problem is FPT when parameterized with the number k of points in the interior of the convex hull of the input points. The first known such algorithm runs in O(6 k n 5 log n) time [31] ; successive improvements brought the running time down to O(4 k kn
) [34] . This paper is organized as follows. Section 2 presents FPT geometric problems, while Section 3 presents intractability results. We conclude with a few general research directions in Section 4.
FPT GEOMETRIC PROBLEMS

A retrospective
Using parameters in order to achieve faster algorithms for geometric problems that are nevertheless in P has always been a common practice. Typical parameters for this purpose include the number of (non)convex corners, the diameter of a point set or the minimum inter-point distance in a point set, and measures of how 'slim' or 'fat' the objects are. In a few cases, special attention has been given to the actual dependence on parameters that can take small values in practice. One such famous example is Megiddo's algorithm [35] What about NP-hard geometric problems? After identifying a problem as such, much effort is often put into getting fast approximations, while many times little or nothing is said about solving the problem exactly even by the trivial brute force exponential algorithm. In the course of writing this survey, we were able to spot a couple of early algorithms which can now be seen as being in FPT.
One such interesting example is the following. Deineko and Woeginger [39] gave an O(k l n 2 )-time dynamic programmingbased algorithm for the convex-hull-and-l-line Euclidean TSP, where k points lie on l almost parallel line segments in the interior of the convex hull of a total of n points, such that the supporting lines of all these segments intersect the hull into two common edges. Thus, this problem is in FPT when parameterized with respect to the number of points k and the number of lines l. This result has been recalled much later by Deineko et al. [40] who again used dynamic programming to give an O(2 k k 2 n)-time algorithm for a more general TSP problem where k is the number of points in the interior of the convex hull, but with no restriction on their positions (see Section 2.5.3).
There are several NP-hard problems where important classes of input instances are directly characterized by a particular parameter. For some of these problems, researchers have been able to give algorithms whose running time is some polynomial the degree of which is independent of the parameter, which is considered a constant. However, sometimes such constants are not mentioned explicitly, and sometimes they can be of rather 'astronomical' value. This situation is well depicted in the following two problems drawn from computational topology; such problems arise frequently in applications where one needs to examine topological as well as geometric properties of the input objects. Mohar [41] presented a linear time algorithm for the following problem: given an arbitrary fixed surface S, i.e. of fixed genus, and a graph G, can G be embedded in S? The algorithm assumes the standard RAM with uniform cost measure (for a discussion on models of computation see the next paragraph), and thus, the problem is FPT with respect to the genus of the surface S. Unfortunately, the actual dependence on the genus is nowhere to be seen. On the other hand, Chambers et al. [42] recently showed that the problem of finding the shortest splitting cycle on a combinatorial surface is not only NP-hard, but also FPT with respect to the genus of the surface. The dependence on the genus is given and the algorithm runs in g O(g) n 2 log n time (see Section 2.6). This is probably the first time that 'fixedparameter tractability' appeared in an article in a major computational geometry conference.
It is reasonable to believe that many more FPT problems could be found scattered in the literature. Even if the algorithms seem to be trivial, one can gain valuable insight by asking the following questions: Which properties made the problem tractable? Which parameters were used? Were the results obtained using techniques that are now considered standard in parameterized complexity, or by some different approach? In the latter case, can the results be improved by using the standard techniques? At this point the reader should be cautious: many results in computational geometry assume real RAM, a much stronger model of computation than the standard RAM adopted in parameterized complexity theory. Extending parameterized complexity theory to accommodate other models of computation is a current research issue and one should be careful before claiming (in)tractability of geometric problems.
Independent set on geometric intersection graphs
We start with a few definitions that will be needed in other sections as well. A topological graph G(V, E) is a graph embedded in the plane such that any two edges intersect in at most a finite number of points. A geometric graph is a topological graph where the edges are straight-line segments. The intersection graph of a set of geometric objects S is a graph G(V, E), with a one-to-one mapping from S to V, and with two vertices being connected if and only if the corresponding two objects intersect. When embedded in the plane, such a graph need not necessarily be a geometric graph.
Independent set on disk graphs
Consider the following problem: given a collection of n disks in the plane with bounded radius ratio and l-precision, i.e. all disks have radius in the range [1, s] and all centers are pairwise at least l . 0 apart, is there a set of k non-intersecting disks? Basically, the bounded radius property says that no disk has arbitrarily small radius, while the l-precision property asserts that no two centers are arbitrarily close. For fixed s and l, Alber and Fiala [43] gave an 2
-time algorithm for this problem. Their algorithm is based on kernelization.
2.2.1.1. Kernelization. The main idea of kernelization is to pre-process the input instance in order to reduce its size by removing its 'easy' parts before actually trying to solve the problem. This can lead to considerable speedups. Of course this idea is nothing new, but kernelization systematizes pre-processing (see the survey by Niedermeier [44] ). Formally, let L be a parameterized problem, i.e. L consists of pairs (I, k), where I is the problem instance and k is the parameter. A polynomial time computable function K:
is called the problem kernel with g(k 0 ) being its size. It has been shown that a parameterized problem is in FPT if and only if it admits a reduction to a problem kernel.
THEOREM 2.1. Independent set on disk graphs with bounded radius ratio s and l-precision admits a reduction to a linear problem kernel. First, the problem is reduced to a 'geometric' problem kernel, where the size of the kernel is bounded by O(k), when measured by m( . ). This is done by a simple volume argument, which uses the property of bounded radius ratio. Next, using the l-precision property, the geometric problem kernel is converted to a proper problem kernel by bounding the size of its vertex set jV D j by m(G D ). This is done in the following way: when l 2 then we have that m(G D ) ! (p/4)l 2 jV D j since the disks with radius l/2 around all centers of disks in D are pairwise disjoint and contained in the area covered by the original disks; when l . 2 then of course m(G D ) ! pjV D j. In both cases, this leads to a problem kernel of size ck, where c is a constant depending on s and/or l.
Proof. For a collection of disks
A
Since the problem admits a problem kernel, it is in FPT: trivially checking all possible k subsets of the kernel for independence leads to an
)-time algorithm. A faster algorithm can be obtained using graph separators.
Graph separators.
þ and a graph class G, an f( . )-vertex separator theorem on G for the measure j . j and some constants a , 1, b . 0 is a theorem asserting that for any
Alber and Fiala [43] gave a ffi ffi Á p -separator theorem for the counting measure (with constants a ¼ 3/4 and b ¼ O(s/l)) on the class of disk graphs with bounded radius ratio and l-precision. Moreover, Alber et al. [45] proved that the parameterized independent set problem (as well as other 'glueable' graph problems) on a graph class G that admits a ffi ffi Á p -separator theorem for the counting measure can be
if it has a linear size problem kernel that can be constructed in T K (n, k) time. Combining these two ideas with the problem kernel described earlier leads to an O(2
)-time algorithm.
Independent set on segment graphs
Marx [46] showed that the independent set problem on segment graphs is in FPT when parameterized with the number of the different directions of the segments: given a set of n segments with at most d different directions, one can decide whether there are k pairwise disjoint segments in 2
2 log d) n log n time. For the same problem, Kára and Kratochvíl [47] gave a faster algorithm, which runs in
where m is the number of the edges of the segment graph, and which works also in the case where only the intersection graph is given (not the segments themselves). Both algorithms are based on kernelization.
Graph drawing problems
We begin with an illustrative example showing the application of kernelization and bounded search tree techniques to a problem in layered graph drawing, namely, 2-layer planarization.
A 2-layer drawing of a bipartite graph is one that positions the vertices on two parallel lines and draws edges as straight line segments between endpoints. The endpoints of an edge must lie on different layers. A graph is said to be biplanar if it has a 2-layer drawing without edge crossings, and a subset E 0 (G) of the edges of a graph G is said to be a biplanarizing set if its removal from G results in a biplanar graph.
The 2-layer planarization problem is as follows: given a graph G (not necessarily bipartite) and a positive integer k, does G have a biplanarizing set of size at most k? For the related 1-layer planarization problem, an ordered assignment of vertices to the top layer is given, and one asks if it is possible to remove at most k edges so that the vertices on the second layer can be ordered so that no edges cross.
Dujmović et al. [48] showed that both problems are in FPT and gave an O(3 k jGj)-time algorithm for the 1-layer planarization problem and an O(k6 k þ jGj)-time one for the 2-layer planarization problem. We describe the main ideas of their 2-layer planarization algorithm in the following four sections.
Forbidden subgraphs
Clearly, cycles cannot be drawn on two layers without edge crossings. Another graph with this property is the 2-claw. This consists of a vertex v of degree 3 (the center of the 2-claw), to which are attached three neighbors of degree 2; each of these in turn is joined to a leaf node. Thus, there are six nodes in addition to the center, v. It is easy to see that if a graph contains a 2-claw as a subgraph (not necessarily induced), then it cannot be drawn on two layers without edge crossings (see Fig. 2 ).
In fact, it can be shown that the absence of cycles and 2-claws characterizes biplanar graphs: G is biplanar if and only if it contains no cycles and no 2-claws.
A wreath of G is a connected component consisting of a cycle with some leaves attached. A pendant wreath of G is similar to a wreath, except that it contains a unique 'attachment' vertex w that is connected to one or more non-leaf vertices of G that do not lie on the cycle of the pendant wreath. Thus, w is a cut vertex for G.
First, as a prelude to kernelization, wreaths and pendant wreaths will be destroyed by choosing certain edges from them to go into a biplanarizing set. This will reduce the initial budget, k. Then, the remaining graph will be shrunk to a kernel, without affecting the presence of 2-claws and cycles.
Destroying wreaths and pendant wreaths
To destroy wreaths and pendant wreaths, one can choose a set of edges, one from each wreath and pendant wreath, for removal from G. It can be shown that it is possible to do this so that only one edge is removed from each wreath or pendant wreath, and so that the set of edges removed is contained in at least one biplanarizing set for G of minimum size. (A pendant wreath whose cycle has three nodes will contribute the cycle edge not incident to its attachment vertex; a pendant wreath whose cycle has length .3 will contribute a cycle edge adjacent to its attachment vertex.) With these edges removed from G, and the budget k reduced accordingly to k 0 , one proceeds to the kernelization step, knowing that the graph no longer contains wreaths or pendant wreaths.
Shrinking the graph to a kernel
A convenient fact for generating a kernel for this problem is the following: there is always a biplanarization set of minimum size that contains no leaf edges (we omit the proof). This means that we can first simplify the graph by replacing all the leaf edges at a vertex v of degree .1 by a single leaf edge. This single edge may belong to a 2-claw. If so, the original graph may have had many 2-claws, containing various of the leaf edges attached to v. However, according to the fact above, there is a biplanarization set of minimum size that destroys all such 2-claws by removal of some non-leaf edge. Thus, retaining a single leaf edge at v represents the possibility that v may belong to a 2-claw in which v is adjacent to the center.
Once the leaf edges are amalgamated in this way, one proceeds to shrinking long caterpillar paths. A caterpillar path is an induced subgraph consisting of a path with leaf edges possibly attached to some interior nodes of the path. One or both endpoints of the path, but no intermediate path nodes, may be joined to other nodes of the graph. Note that an internal node on a caterpillar path cannot serve as the center of a 2-claw, so 2-claws can only touch nodes within distance 2 from the end of a caterpillar path. For this reason, leaves attached to interior points at distance 2 or more from the path endpoints can be removed without affecting the presence of 2-claws. Finally, the path, stripped of these leaves, can be shortened without affecting the presence of 2-claws and cycles (see Fig. 3 ).
Finally, it can be shown that either this reduced graph does not have a biplanarizing set of size within the remaining budget, in which case an algorithm looking for a biplanarizing set can terminate, or it has at most 20k edges, in which case it may be worthwhile to continue the search. Any small biplanarizing set for the reduced graph (together with the edges chosen to destroy wreath components and pendant wreaths) points out a corresponding biplanarizing set for the original graph. At this point, one could simply test each of the (here, k 0 is k reduced by the number of edges chosen to destroy wreaths and pendant wreaths). With more care, one can obtain an algorithm based on these kernelization ideas having running time in O( ffiffi ffi k p . 17 k þjGj).
Bounded search tree approach
Further improvement is possible by applying a bounded search tree approach to the shrunken, kernel graph. Rather than testing the sets of k 0 edges in a brute force manner, one creates a search tree whose nodes correspond to subgraphs of the kernel graph, together with associated budgets reduced by the node's depth in the search tree. At each internal tree node, one looks for a vertex v of the subgraph of the kernel graph associated with this tree node such that v has at least three non-leaf neighbors. Then exploring the current subgraph of the kernel graph from this vertex, one easily finds either a 2-claw with center v or a cycle of length 3 or 4 containing v (see Fig. 4 ).
Let C denote the edges of the 2-claw or cycle found. Now, one creates jCj children for the search tree node, one for each of the edges in C, since this cycle or 2-claw must be destroyed in order to biplanarize the graph. The graph at a child node is the graph at the parent, with an edge of C removed, and the budget at the child node is one less than that for the parent. This search tree can have depth no greater than k 0 k, where k 0 is the budget for the kernel graph. Since each internal node has at most six children, this gives a search tree of size at most 6 k and a running time in O(k . 6 k þ jGj).
THEOREM 2.2. Given a graph G and an integer k . 0, the 2-layer planarization problem on G can be solved in O(k . 6 k þ jGj) time.
Experimental results
Experiments of Suderman and Whitesides [49] with an implementation based on the approach given above, after further refinements and additions, gave promising results. The implementation could find optimum solutions provided the biplanarizing set had size at most about k ¼ 18, comparable to results based on integer linear programming approaches. The running time was reduced to O(6 k þ jGj) by detecting a forbidden subgraph (if one exists) at each node in the search tree in constant time.
1-and 2-layer minimization
The 2-layer minimization problem is defined as follows: given a bipartite graph G, and an integer k, does G admit a 2-layer drawing with at most k edge crossings? Again, if a permutation of the vertices in one layer is fixed, then the problem becomes that of 1-layer minimization. The latter can be solved in O(1.4656 k þ kn 2 ) time [50] , an improvement over the earlier O(f k n 2 )-time algorithm by Dujmović and Whitesides [51] , where f is the golden ratio. For the 2-layer minimization problem, the fastest algorithm runs in O(2 32(2þ2k) 3 n) time [52] .
h-layer problems
The 1-and 2-layer problems can be viewed as special cases of h-layer problems. A well-known approach for drawing certain types of graphs, particularly directed acyclic graphs, is to assign each node to one of h layers, and then to seek permutations of the nodes within each layer that reduce the number of crossing points (giving a layered crossing minimization problem), or that attribute the crossings to a small number of edges whose removal leaves the drawing crossing free (giving a layered planarization problem). In particular, the 'Sugiyama method', due to Sugiyama et al. [53] , fixes a permutation of the nodes assigned to the top layer, then seeks a good permutation for layer 2 with respect to layer 1, etc. It sweeps up and down the h layers, adjusting the permutation of the current layer at each step. While node assignment to Page 6 of 13 P. GIANNOPOULOS layers is typically done in a separate, preceding step, it is of course possible to ask for the layer assignments and the permutations within each layer to be specified all at once. Dujmović et al. [52] showed that various h-layer problems are in FPT, where h is an additional parameter. The running times are in O(2 32(hþ2k) 3 n) and are rather impractical.
General crossing minimization
The crossing number of a graph is the minimum possible number of edge crossings when the graph is drawn nicely in the plane. Here the edges need not be drawn straight, but the drawing must satisfy the usual, expected properties. For example, for each pair of distinct edges of the graph, the corresponding curves must intersect in at most one interior point.
In answer to a question from the book by Downey and Fellows, Grohe [54] found an algorithm with running time in O(f(k) . n 2 ) to test whether the input graph has crossing number at most k.
Configurations with few crossings in geometric graphs
Knauer et al. [55] studied the following problem: given a graph G ¼ (V, E) together with an embedding E in the plane, compute a certain subgraph of G with the minimum number of crossings in the embedding E. A crossing is defined as a pair of edges that intersect at a common point. They considered subgraphs such as spanning trees, fixed source and target paths (s-t paths), cycles, matchings (with given cardinality), and k-factors, i.e. k-regular spanning subgraphs for k [ f1, 2g. They showed that all these problems are in FPT when parameterized with the number of crossings in the embedding E of the input graph G.
To illustrate the approach, we show that the problem of deciding if G has a spanning tree without crossings (in the embedding E) is in FPT when parameterized with the number of crossings k in the embedding E: since G has a crossing-free spanning tree if and only if it has a crossing-free planar spanning graph it is sufficient to examine all maximal crossing-free subgraphs of G and test if one of them is connected. This can be done as follows.
(i) Remove all edges X that participate in a crossing from G. The resulting graph G 0 is crossing-free. (ii) For all maximal crossing-free subsets, H of edges from X check if the graph G 0 < H is connected.
It can easily be shown that the number of maximal crossingfree subsets of edges from X is 2 k , so the algorithm runs in O((m þ n) þ 2 k n) time. Note that this problem admits a kernel of size O(k): if G 0 has more than k þ 1 connected components, we can immediately conclude that we cannot add k edges to make it connected, so in the second step we can actually shrink the connected components of G 0 to a single vertex and therefore only have to consider a graph G 00 with O(k) edges and vertices in the connectivity test.Again G 00 < X has at most 2 k crossing-free subgraphs and so the algorithm runs in O((m þ n) þ k2 k ) time.
Triangulations, convex partitions, TSP, and 'distance from triviality'
This section deals with optimization problems on planar point sets, parameterized with the the number of inner points, i.e. points in the interior of the convex hull. This is a quite novel parameterization, which follows the general idea of 'distance from triviality' [56] : some problems are solvable in polynomial time when the points are in convex position, and hence, the number of inner points as a parameter interpolates from triviality when there is no inner point to intractability in the general case.
Minimum weight triangulation
An MWT of a point set is a triangulation with the minimum total length of edges. The problem was only recently shown to be NP-hard by Mulzer and Rote [30] . For a set P of n points in the plane, with k inner points, Hoffmann and Okamoto [31] gave an O(6 k n 5 log n)-time algorithm to compute an MWT of P. This approach was later improved by Spillner [33] and Borgelt et al. [32] The underlying approach of all these algorithms is simple: they perform an exhaustive search among all triangulations of P and keep track of the one with minimum total length encountered so far. We will now illustrate the basic idea common to all these algorithms in some more detail.
A partition of P is a set of non-crossing line segments with endpoints in P (these segments are called edges); all partitions contain the edges from the boundary of the convex hull C(P) of P. Such a set of edges E induces a partition R(E) of C(P)\E into finitely many maximal connected regions. A triangulation of P is a partition where all the regions are empty triangles (see Fig. 5 for an example of a partition of a set of points into three regions).
The search starts with an arbitrary edge e of the convex hull of P. For every triangulation of P, there is a unique triangle t that has e in the boundary (see Fig. 6a for an example). The algorithm now branches on the set of empty triangles with vertices in P and e in the boundary. The edges of C(P) together with the edges of t form a partition E of P.
In general, we have a partition E of P and for one of the regions in E a particular triangulation is fixed. This region is called fixed and all other regions open. The goal is to compute MWTs for all open regions in E.
The algorithm maintains the following invariant: every open region R is a topological disk with possibly some PARAMETERIZED COMPLEXITY OF GEOMETRIC PROBLEMS Page 7 of 13 points of P in its interior, and the part of the boundary of R that is contained in the interior of the convex hull C(P) of P is connected. Figure 6b shows an example after several branching steps.
In order to find the MWT of an open region R (while maintaining the invariant), we select an edge e that is part of the boundary of R but not an edge of C(P). Then we branch on the set of empty triangles with vertices in P that are contained in R and that have edge e in the boundary.
So, the open regions that we encounter during our search for an MWT can be viewed as the subproblems we have to deal with. Note that an open region is defined by the part of its boundary that is contained in the interior of C(P). This part is connected and therefore forms a simple (possibly closed) polygonal path; all vertices of this polygonal path are inner points, except at most two that are outer points.
Since the exhaustive search repeatedly runs into the same subproblems, one can employ dynamic programming, i.e. store MWTs for subproblems, once computed, in a table where they can be looked up (in constant time). The total number of subproblems encountered by the algorithm is bounded by the number of polygonal paths that define the open regions encountered as subproblems. By a result of Sharir and Welzl [57] , the number of crossing-free polygonal paths on l k vertices is O(d l ) for some constant d , 87. Thus, the number of subproblems can be bounded by O(88 k n 2 ). A subproblem can easily be processed as outlined above: after selecting edge e we have to consider at most n triangles. For each of these triangles, we must check whether the triangle is empty. This can easily be done in O(k) time for each triangle. Hence, we can process a subproblem in O(kn) time and thus obtain a running time of O(88 k kn
3
). Hoffmann and Okamoto [31] obtained a much faster algorithm result based on the observation that it is sufficient to consider subproblems that are defined by polygonal paths that are monotone with respect to the x-axis: the number of these x-monotone paths is in O(2 k n 2 ). Employing some additional arguments of a geometric flavor Spillner [33] and Borgelt et al. [32] improved the running time to O(2 k kn 3 þ n
) and O(4 k kn 4 ), respectively. In order to give a better upper bound on the number of vertices of the polygonal paths that define subproblems, Knauer and Spillner [34] used techniques based on small graph separators. Since for MWT no reduction to a problem kernel is known, the general approach by Alber and Fiala [43] that reduces the input to a linear size problem kernel and then applies the separator result to this problem kernel, (cf., Section 2.2) does not work here. The main result of Knauer and Spillner is that in the dynamic programming algorithm for MWT outlined above, it is sufficient to consider only subproblems defined by crossing-free polygonal paths with
THEOREM 2.3. Given a set P of points in the plane, k of which in the interior of the convex hull of P, an MWT of P can be found in O(2
Minimum (weight) convex partition
A convex partition of a planar point set P is a set of noncrossing straight line segments (edges) with endpoints in P that partition its convex hull into a set of empty convex regions. A region is empty if it contains no points of P in its interior. In the minimum convex partition problem (MCP), the task is to compute a convex partition having a minimum number of regions, whereas in the minimum weight convex partition problem (MWCP), the task is to compute a convex partition of minimum total edge length.
For the MCP problem, Hoffmann and Okamoto [31] and Spillner [58] gave algorithms that run in O(k 6k25 2 16k n) and O(2 k k 3 n 3 þ n log n) time, respectively; k is again the number of points in the interior of the convex hull of P. For the MWCP problem, Spillner also gave an algorithm with the same time bound as above, which is actually better than the more recent one of O(2 13k k 4k28 n 3 ) by Borgelt et al. [32] for the same problem.
Euclidean TSP
For the planar Euclidean TSP on n points, with the number of inner points k as a parameter, Deineko et al. [40] Page 8 of 13 P. GIANNOPOULOS 2.6. Graphs on surfaces 2.6.1. Shortest splitting cycle on a surface Let M be a compact, connected and orientable surface without boundary. A combinatorial surface is an abstract surface M together with a weighted undirected graph G(M), embedded on M so that it cuts M into topological disks. A path on M is only allowed to be a walk in G, and its length is the sum of the weights of the edges traversed by the path, counted with multiplicity. A cycle on M is called a splitting cycle if it is simple, non-contractible and separates M. The complexity of a combinatorial surface G(M) is the total number of vertices, edges, and faces of G. For an introduction to topology of surfaces, see, for example, Kinsey [59] . For more details on combinatorial topology and topological graph theory, see Gross and Tucker [60] , Mohar and Thomassen [61] , and Hatcher [62] . Chambers et al. [42] proved that finding a shortest splitting cycle on a combinatorial surface is NP-hard and gave an algorithm that computes a shortest splitting cycle in g O(g) n 2 log n time, where g is the genus of the surface and n is the complexity of the surface.
Embedding a graph on a surface
Given an arbitrary fixed surface S, i.e. of fixed genus, and a graph G, can G be embedded in S? Mohar [41] showed that this problem is in FPT with respect to the genus of the surface by giving an algorithm that runs in time linear in the size of the graph. However, the actual dependence on the genus is not given. It would be interesting to determine the exact running time of the algorithm, with the genus considered as a parameter, and to see whether it can be improved.
Geometric covering
Langerman and Morin [63] studied an abstract NP-hard covering problem that models a number of concrete geometric (as well as purely combinatorial) covering problems. For the sake of simplicity we will not describe their result in its full generality. Instead, we illustrate the underlying ideas with the following simple geometric covering problem: decide if a set P of n points in the plane can be covered by k lines.
The problem is in FPT when parameterized with k. To see this, consider the following bounded search tree algorithm: every node of the tree contains k bins (each bin corresponds to a line), and each bin has room for two points. A bin is called open if it contains less than two points, and closed otherwise. Each closed bin defines a unique line (the one through the bin's points) and therefore covers some (at least two) of the points of P. In the root of the search tree, all bins are open. The search processes the points of P in some fixed order. To advance the search down the tree from a node v one proceeds as follows: the children of v correspond to all possible ways of assigning the next point of P to the open bins of v. If we take the next point of P and put it in an open bin b, we create a new child u of v. If b is now closed in u, all remaining points from P that are covered by b are removed. If all bins of a vertex are closed, then the search stops. In that case it can be checked in O(kn) time if the bins cover all the points. The depth of this search tree is 2k, and the degree of each vertex is at most k, so the total size of the tree is O(k 2k ), and therefore the algorithm runs in O(k 2kþ1 n) time. The problem admits a kernel of quadratic size: to this end, we consider the set L of O(n 2 ) lines defined by all pairs of points in P and the set F # L of these lines that contain more than k þ 1 points. Each line of F has to be part of each cover of P with at most k lines, so if jFj . k, then the points in P cannot be covered with k lines. If jFj k we delete the points of P covered by the lines of F. We call the resulting point set P 0 and we set k 0 ¼ k 2 jFj. Each line in L\F covers at most k points of P 0 , so if jP 0 j .kk 0 , the set P 0 cannot be covered with k 0 lines (and thus P cannot be covered with k lines). In case jP 0 j kk ). The problems considered in [63] are parameterized with the number of sets allowed in the covering, denoted by k, and the combinatorial dimension of the problem, denoted by d. For the geometric problems (as above), the latter parameter is directly related to the dimension of the underlying Euclidean space. Among others, the following two geometric covering problems fit into the general framework.
2.7.1. Covering points with hyperplanes and its dual problem Given a set of n points in R d , is there a set of k hyperplanes such that each point of S lies on at least one hyperplane? The dual problem is the following: given a set of n hyperplanes in R d , is there a set of k points such that each hyperplane in S contains at least one of the points? In both problems, the combinatorial dimension equals the geometric dimension d.
2.7.2.
Covering points with spheres. Given a set of n points in R d , is there a set of k hyperspheres such that each point in S lies on the surface of at least one of the hyperspheres? In this problem, the combinatorial dimension is equal to d þ 1. Note that this problem becomes W[1]-hard when the points can lie in the interior of the spheres (see Section 3.3.2).
Both problems can be solved with a deterministic algorithm that runs in O(k dk n) time and a randomized Monte -Carlo one that runs in
n log n) time and succeeds with probability at least 12n 2c , where c . 0 is some constant.
FIXED-PARAMETER INTRACTABLE GEOMETRIC PROBLEMS
This section reviews hardness results for parameterized geometric problems. Most of these results are based on reductions from the standard parameterization of the clique problem, or k-clique, which is W[1]-complete [64] : given a graph G and a parameter k . 0, is there a clique of size k in G? Of course, k-independent set on general graphs is also W[1]-complete [64] .
Visibility independence and domination problems
Consider the following visibility problem: given a set S of line segments in the plane and a set P of points, decide if there is a set U , P of k points that mutually cannot see each other when visibility is blocked by the segments in S. That is, if G vis ¼ (P, E vis ) denotes the visibility graph of P with respect to S, i.e. fp, q g [ E vis if and only if pq > S ¼ ;, we ask if G vis contains an independent set of size k. This problem is easily seen to be W[1]-hard since each graph G ¼ (V, E) can be realized as a visibility graph G vis . Assume that V ¼ f1, . . . , ng and let P ¼ fp 1 , . . . , p n g be the vertices of a regular n-gon.
We surround each p i by a small axis-aligned square B i (consisting of four segments) that initially blocks all visibility to the remaining points. For each edge fi, j g [ E, we remove a small segment b ij from the boundary of B i and a small segment b ji from the boundary of B j such that p i p j > (B i < B j ) ¼ ;, i.e. p i and p j can see each other now. The segments b ij and b ji are chosen in such a way that p r p s > (b ij < b ji ) ¼ ; for all r, s [ f1, . . . , ng\fi, jg, i.e. removing these segments does not allow any other new pair of points to see each other. The set S consists of the segments forming the boundaries of the B i s after all edges have been considered (see Fig. 7 for an illustration of the construction).
It can be shown that the reduction can be computed in polynomial time. This implies that the independence problem in visibility graphs is W[1]-hard.
Using the same approach and reducing from k-dominating set in general graphs, which is W[2]-complete [65] , one can show that the following problem is W[2]-hard: decide if there is a set D , P of k points that see all the points in P\D (again, visibility is blocked by the segments in S), i.e. we ask if G vis contains a dominating set of size k.
Note that if the coordinates of P and the endpoints of S are rational numbers, the problems are clearly in W [1] and W [2] , respectively.
Geometric intersection graphs
Independent set on intersection graphs
Finding an independent set of size k in the intersection graph of unit disks and axis-parallel unit squares in the plane is W[1]-hard [66] . The reduction is from k-clique. Note that the problem is in W [1] , and hence W[1]-complete, since the same problem is W[1]-complete for general graphs. Marx [46] has recently generalized his reductions and showed that the independent set problem on intersection graphs of unit line segments with an arbitrary number of directions is W[1]-complete as well; note that, as mentioned in Section 2.2.2, the problem is in FPT when parameterized with the maximum number of directions.
Dominating set on intersection graphs
Given an intersection graph G, the task is to find a set S of k vertices such that each vertex of the graph is either in S or is a neighbor of a member of S. Marx [46] proved the following: dominating set is W[1]-hard for intersection graphs of axisparallel unit squares, axis parallel line segments and unit disks in the plane. As mentioned above, dominating set is W[2]-complete for general graphs, but is in W [1] , and hence W[1]-complete, for axis-parallel unit square graphs and axisparallel line segment graphs [46] . It is an open problem whether the problem is in W [1] for unit disk graphs as well.
Other problems
3.3.1. Robot motion planning Let a (rational) polyhedron be specified by a finite union of convex polyhedra in three-dimensional Euclidean space, each defined by a finite set of linear inequalities with rational coefficients. The three-dimensional Euclidean generalized mover's problem can be defined as follows.
Input: A finite set O of obstacle rational polyhedra, an object to be moved given as a finite set P of rational polyhedra which are freely linked at distinguished linkage vertices such that P has k degrees of freedom of movement, and initial and final rational positions p I and p F of P in three-dimensional Euclidean Space.
Question: Is there a legal movement of P from p I to p F , i.e. is there a continuous sequence of simultaneous translations and rotations of the polyhedra of P such that at each point in time each polyhedron of P intersects no obstacle of O and furthermore it intersects no other polyhedron of P except at its specified linkage vertices? Reif [67] proved that the three-dimensional Euclidean generalized mover's problem is PSPACE-hard. Cesati and Wareham [68] adapted Reif's proof and showed that the problem is W[SAT]-hard when parameterized with the number of degrees of freedom k.
Geometric covering
Deciding whether a given set P of points in the plane can be covered by k unit squares is W[1]-hard [66] . The reduction is from k-clique; according to D. Marx (Personal Communication), the reduction carries over to covering with unit disks in the plane as well.
We observe here that this result holds also for the 'dual' problem of k-piercing [69] : for a given set S of squares in the plane, decide whether there exists a set of k-piercing points, such that every square of S is intersected by at least one of the k points. This can be easily seen via the following standard reduction from the k-covering to the k-piercing problem: place a unit square around each point of P, such that the square is centered at the point. This set of squares can be pierced by k points if and only if P can be covered by k unit disks. This is actually an FPT-reduction, and hence k-piercing is W[1]-hard as well. )-time, which in turn implies that SNP , DTIME (2 o(n) ) [71] . This example shows that the actual dependence of the parameters in a parameterized reduction is important for getting tight lower bounds.
The above hardness result generalizes to any pointset distance D for which D(A, B) ¼ 0 $A , B; this is a desired property for any distance that is used to find small patterns in larger ones, e.g. directed Hausdorff distance, Earth mover's distance. 
RESEARCH DIRECTIONS
We have reviewed parameterized complexity results for geometric problems. There are numerous issues open for further research, several of which are summarized in the following.
(i) Investigate the parameterized complexity of highdimensional geometric problems with respect to their dimension. This approach could prove to be useful for proving lower bounds even for problems with no direct formulation as decision problems, e.g. nearest neighbors search problems [72] . (ii) Investigate the parameterized complexity of computational topology problems with respect to the genus of the input surface; see, for example, Chambers et al. [42] for a few open problems of this type. (iii) Find alternative parameterizations based on the 'distance from triviality' approach, especially for geometric problems for which no PTAS is known, as it was done for the MWT problem. (iv) Are there parameterized geometric problems that have an implicit graph structure where the tree width can be used a parameter? (v) Investigate the efficiency of suitable FPT algorithms for geometric problems by performing extensive experiments.
