I. INTRODUCTION
Fixed beds of particles are widely employed in chemical industry for absorption, stripping, distillation, and other separation processes, and as reactors to provide efficient contact between liquid and gas ͑or vapor͒ phases. Typically, the gas flows upward and the liquid flows downward under the action of gravity through the bed. An important problem in these processes is to predict the gas pressure drop across the bed and the liquid phase volume fraction ͑holdup͒ as functions of the gas and liquid flow rates and the particle volume fraction. Another problem of interest is the prediction of critical gas flow rate above which the liquid starts accumulating at the top of the bed, a condition known as the flooding.
The case of single-phase flow through a fixed bed of particles has been examined extensively in the literature, both theoretically as well as experimentally. Probably the first systematic approach was due to Carman 1 who modeled the void space in the fixed bed by straight capillaries whose diameter is taken to be a function of the volume fraction of the particles and the size of particles. The pressure drop in the fluid as it moves through the bed as calculated with this model with one adjustable parameter is shown to compare very well with the experimentally measured pressure drop in packed beds of spherical particles when the Reynolds number based on the particle diameter and average velocity of the fluid is less than about 10. The pressure drop at larger Reynolds number can be evaluated with an empirical extension of the above analysis using the so-called Ergun equation. 2 In recent years analytical efforts have been directed at computing the pressure drop-velocity relationship for welldefined geometry of fixed beds. For example, Sorensen and Stewart, 3 Zick and Homsy, 4 and Sangani and Acrivos 5 considered the case of equal-sized spheres arranged in a periodic array while Ladd 6 and Mo and Sangani 7 considered the case of random arrays. These studies were limited to small Reynolds numbers for which the fluid inertia is negligible. The effect of inertia at moderately large Reynolds numbers ͑up to about 100͒ have been examined for the two-dimensional case of periodic as well as random arrays of infinitely long fixed cylinders by Ghaddar 8 and Koch and Ladd. 9 In contrast to the above, rigorous analytical studies solving the equations governing the gas and liquid motion at the particle-scale are lacking. Instead the focus has been on using volume-averaged macroscale equations to understand various flow regime transitions in fixed beds including the onset of flooding in the countercurrent gas-liquid flow 10 and the steady, uniform flow to pulsing in concurrent gas-liquid flows. 11, 12 Although the constitutive relations and the dependence of forces acting on the liquid and gas phases on the volume fractions of the individual phases are based on empirical correlations, these studies have been generally successful in explaining, at least qualitatively, many of the macroscopic features observed in these systems. Ng 13 on the other hand explained the origin of various flow regime transitions with the help of a semirigorous microscale model of fixed bed. Observations on various flow regimes for gasliquid flows through fixed bed of particles may be found in the review articles by de Santos, Melli, and Scriven. microscale-based approach may help develop, for example, better expressions for the forces on the individual phases and may provide better insight into instability phenomena that may originate at particle scale for which the applicability of the averaged-equations is questionable.
In general, the phenomenon of gas-liquid flows through a fixed bed of particles is influenced by a number of parameters even when the bed consists of equal-sized spheres and the Reynolds number based on the average gas velocity is small. At very low gas flow rates the liquid trickles down from one particle to the next down the bed with the liquid flow governed by the wetting characteristics of the particles, gravity, the geometry of the bed, and the nature of liquid distributor. We shall consider here the case of wetting liquids with low enough flow rates such that the liquid film around each particle can be regarded as small compared with the size of the particles. In principle, the liquid flow distribution at low gas flow rates can be computed given the position of the particles and the liquid distributor geometry but, to keep the number of parameters to a minimum, we shall limit the flow distribution to two special cases. In the first case, the liquid arrives at the top ͑the north pole͒ of each particle, flows down under the influence of gravity along the particle surface, and leaves the particle from its lowest point ͑the south pole͒. The liquid film in this case is nonuniform with the maximum thickness occurring at the north and south poles of the particle. The second case corresponds to a uniform film thickness. While one expects the liquid flow to be unaffected by the presence of the gas when the flow rate of the latter is small, the gas flow rate will be influenced by the presence of the liquid film around each particle and we account for this in our analysis using a domain perturbation technique. The presence of the liquid increases the pressure drop in the gas by three mechanisms: first, the liquid film appears to make particle bigger in size and this causes an increase in the drag exerted by the gas on the particle; second, at finite volume fractions of the fixed particles, the effect of film is to effectively decrease the pore space for the gas flow which in turn leads to a greater drag force; and third, the downward moving liquid film at the particle surface makes the gas appear to have a negative slip velocity at the particle surface causing thereby an effective increase in the speed of the gas relative to the particles. We use a method of multipole expansion to determine these effects separately for both random and periodic arrays of spheres.
The preceding discussion applies to the low gas flow rates where the liquid flow and film thickness are governed by the gravity force acting on it and the viscous stresses at the solid-liquid interface. The resulting gas pressure drop, although different from that for the dry bed, varies linearly with the superficial gas velocity owing to the small Reynolds number. At high gas flow rates the shear stress caused by the gas at the gas-liquid interface will also affect the liquid film thickness. The average film thickness increases with the increasing gas flow rate and the resulting pressure dropvelocity relation becomes nonlinear in this gas flow regime referred to in the chemical engineering literature as the loading regime. Fixed beds are usually operated in this regime since it yields higher residence time for the liquid in the bed.
We use a finite difference method to determine the liquid film thickness and a boundary perturbation technique together with the method of multipole expansion to determine the gas velocity distribution. The steady state solutions of the microscale equations are determined and compared with the predictions based approximate models and the averagedequations used in previous investigations. The agreement with the approximate models is seen to be quite good.
The rest of the paper is organized as follows: Sec. II gives the equations governing the liquid and gas velocities. Section III considers in detail the low gas flow regime while Sec. IV examines the loading regime. Finally, Sec. V summarizes some of the important findings of the work.
II. FORMULATION OF THE PROBLEM
As mentioned in the Introduction, we shall assume that the liquid wets the particles completely and thereby forms a film around each particle in a fixed bed consisting of N particles placed within a unit cell of a periodic array. The liquid may also form drops that may travel from one particle to the next in the bed. The effect of these drops on the gas flow will be neglected in the present analysis. This approximation is justified when the drop size is small compared to the size of the particles. We shall also neglect the effect of inertia in describing the gas flow. This may not be a reasonable approximation for commercial packed beds in which the particle size is often of order of 1 cm but the case of small Reynolds numbers is the easiest to treat analytically and may be expected to apply up to Reynolds number of about 10. The results obtained here may be adjusted, perhaps in an ad hoc manner by adding an Ergun correction typical of single phase flows, before they may be applied for predicting pressure drop or liquid holdup.
For small Reynolds number flows the gas velocity satisfies the well-known Stokes equations of motion. The boundary conditions for the gas and liquid flows are the usual kinematic and dynamic boundary conditions at the gasliquid interface, the no-slip condition at the particle surface, and the periodicity conditions for the gas flow. These equations are supplemented with additional conditions specifying the total gas and liquid flow rates through the bed.
III. LOW GAS FLOW RATES
Let us first consider the case of gas flow rates for which the traction exerted by gas at the gas-liquid interface is negligible. For the gas to affect negligibly the liquid flow due to gravitational acceleration g acting on a film of thickness ␦, we must have l g␦ӷ f s where l is the density of the liquid and f s is the magnitude of the shear stress produced by the gas at the gas-liquid interface. For Stokes flow conditions f s is O( g U g /a), a being the radius of the particle, g the gas viscosity, and U g the superficial gas velocity through the bed. Thus, the case of low gas flow rates corresponds to U g ӶU gl with
where ␦ 0 is the characteristic liquid film thickness ͓defined more precisely later, cf. ͑4͔͒. We shall refer to U gl as the loading velocity as it represents roughly the gas velocity above which the liquid flow and liquid phase holdup will be affected by the gas flow and the gas pressure drop-velocity relation will be nonlinear even in the Stokes flow regime. This regime will be considered in more detail in the next section.
For U g ӶU gl we can first determine the liquid velocity distribution and use it subsequently to provide the boundary conditions for the gas flow. As mentioned in the Introduction, the liquid flow distribution depends in general on a number of factors including wetting characteristics, the nature of the liquid distributor, and the spatial configuration of particles. We shall consider here the simplest case in which the liquid flow on each particle is the same and governed by gravity. When the liquid film thickness ␦ is small compared with a, the liquid flow caused by the action of gravity gives rise to a quadratic profile
where y is the distance from the surface of the particle, e is the unit vector along the polar angle measured from the x 1 -axis, the direction opposite to the mean liquid flow, and g ϭg sin . The film thickness ␦ depends on the total liquid flow rate. If the liquid enters at ϭ0 and leaves from ϭ at a steady volumetric flow rate Q l , then we have, by integrating the velocity over the azimuthal angle and y,
The film thickness is then given by
.
͑4͒
We note that the liquid film thickness diverges as →0 and →. This is a consequence of the assumption that all the liquid arrives at ϭ0 and leaves the surface from ϭ where the cross-sectional areas are essentially zero and the gravity force for flow along the surface is zero. If we assume that not all of the liquid arrives at ϭ0 but over a small portion of the sphere with Ͻ 0 and leaves the sphere from Ϫ 0 ϽϽ, then the film thickness will be finite everywhere on the sphere. Accordingly, we require that the volumetric flow rate for Ͻ 0 be given by
with a similar expression applicable to Ϫ 0 ϽϽ. With this flow distribution the film thickness and the velocity of the liquid at the gas-liquid interface yϭ␦ are given by
where
for Ͻ 0 and Ϫ 0 ϽϽ.
The characteristic liquid velocity A is given by
In the above calculations we have neglected the effect of surface tension and the gas density. While the latter could be accounted for by simply replacing l with the density difference l Ϫ g in the above expressions, the former, i.e., the neglect of surface tension, calls for some discussion. When the surface tension effects are important the pressure inside the liquid will vary as the curvature of the film changes along the surface of the particle. With the pressure in the gas phase set to zero, the liquid flow is now driven by the tangential component of l gϪٌ p l . Thus, l g in ͑2͒ must be replaced by
where p l is the pressure difference across the gas-liquid interface which for thin films may be evaluated using
where is the surface tension, n is the unit normal vector at the gas-liquid interface pointing into the gas phase, and ٌ s 2 is the surface Laplacian on a unit sphere, i.e.,
Now the liquid volumetric flow is given by, in lieu of ͑3͒,
͑12͒
Thus, when the surface tension effect is important it is necessary to integrate the nonlinear third-order differential equation ͑12͒ together with suitable boundary conditions for determining the liquid film thickness distribution instead of the simple, algebraic equation ͑3͒. Fortunately the nondimensional surface tension, ␦ 0 /a 3 l g, multiplying the derivative terms is very small unless the particle is smaller than 1 mm in radius. For example, for an air-water system with ␦ 0 /aϭ0.05, ϭ70 g cm/s, and aϭ3 mm, the above nondimensional number is less than 0.04. Neglecting the surface tension term altogether from ͑12͒ will not be uniformly valid approximation since the third-order differential equation will then be simply reduced to an algebraic equation but this approximation will break down only near the poles ϭ0 and where, how the liquid arrives or leaves the surface would need to be specified in more detail to determine ␦. We expect the simple expression ͑4͒ to hold for most values except near the poles.
With the liquid velocity and film thickness determined we now turn to the problem of determining the gas velocity field. The boundary condition for the gas motion is the continuity of velocity at the gas-liquid interface. We shall treat ␦ 0 /a as a small parameter and determine the gas velocity field using a domain perturbation technique correct to O(␦ 0 /a). The liquid velocity and film thickness determined above are valid only to O (1) . The analysis of the liquid flow is continued to O(␦ 0 /a) in Appendix A. Let us expand the gas velocity in powers of ␦ 0 /a as
Now, as shown in Appendix A, the continuity of the velocity at the gas-liquid interface yields the following boundary conditions for u (0) and u (1) :
where H 0 is the scaled liquid film thickness given by ͑7͒.
To model an infinitely extended fixed bed of particles we follow the standard practice and assume the bed to consist of a periodic array with each unit cell of the array containing N spherical particles whose positions are generated using a specified spatial distribution law. The above boundary conditions ͑14͒-͑15͒ must be satisfied on the surface of each particle. In addition, the velocity must be spatially periodic. Finally, an additional constraint to be satisfied is
where U g is the superficial gas velocity through the bed, is the volume of the unit cell, and V g is the volume occupied by the gas within the basic unit cell. We shall use the method outlined in Mo and Sangani 7 for determining u (0) and u (1) . Briefly, the method consists of writing a formal solution of Stokes equations of motion in terms of derivatives of a periodic fundamental singular solution of Stokes equations. This formal solution containing a number of undetermined coefficients satisfies the periodicity and the governing Stokes equations of motion. The coefficients are subsequently determined by expanding the formal solution around the surface of each particle and satisfying the boundary conditions on the particle surface. The expansion near a representative particle ␣ is expressed in terms of spherical harmonics according to the well-known Lamb's solution,
with rϭxϪx ␣ and
Here, p n , n , and n in ͑17͒ are the spherical harmonics of order n. The harmonics of negative order are singular at r ϭ0, and we express them as 
with similar expressions for n ␣ and n ␣ .
To satisfy the boundary conditions for the velocity at r ϭa it is convenient to use
where u r is the radial component of the velocity, u s ϭu e ϩu e is the tangential velocity at the surface of the sphere, and
The expressions given above apply equally well to u (0) and u (1) . The solutions for these two quantities differ mainly through the boundary conditions ͓cf. ͑14͒ and ͑15͔͒. Let us denote by v the velocity distribution at rϭa. Then v for the u (0) and u (1) problems are given by the right-hand sides of ͑14͒ and ͑15͒, respectively.
Let 
͑27͒
The surface of the sphere was discretized into a number of triangular elements to evaluate the integrals appearing in the expressions such as above numerically. Now using the orthogonality of surface harmonics and the expressions ͑22͒-͑24͒ the boundary conditions at rϭa yield ͓Ϫ͑ nϩ1 ͒c ϪnϪ1 ϩb ϪnϪ1 plus similar equations involving the coefficients of Ỹ nm . The singular coefficients in the above equations represent the effect of particle ␣, whereas the regular coefficients represent the effect of other particles and the imposed flow. As mentioned earlier, Mo and Sangani 7 wrote the expression for the velocity in terms of fundamental periodic singular solution of Stokes equations v i j as
where G j ␣ is a differential operator defined in terms of the singular coefficients P nm s,␣ , ⌽ nm s,␣ , etc., in such a way that G j ␣ v i j (xϪx ␣ ) corresponds exactly to the singular terms in ͑17͒ as x→x ␣ . The coefficients of the regular terms in the Lamb's solution, i.e., P nm r,␣ , T nm r,␣ , etc., are related to various derivatives of the regular part of u at xϭx ␣ . The reader is referred to Mo and Sangani 7 for more details. Finally, U* can be shown to be the same as the superficial gas velocity. Since the integrals of v i j and its derivatives over the unit cell vanish, integrating ͑31͒ over the volume occupied by the gas gives
where V ␣ is the volume occupied by the particle ␣ and the surrounding liquid film, rϭxϪx ␣ , S gl ␣ is the gas-liquid interface enclosing particle ␣. Note that use has been made of the identity uϭٌ•(ur) together with the divergence theorem to convert the volume integral into the surface integral. Now u•nϭ0 at the gas-liquid interface proving thereby that U* ϭU g . The coefficients P nm s,␣ , etc., were expanded in a series in ␦/a as P nm ϭ P nm
• and ͑28͒-͑30͒ were rearranged and truncated as in Mo and Sangani 7 to solve for these coefficients. The force on particle ␣ in the x 1 -direction ͑antigravity direction͒ is related to P 10 s,␣ by
The above represents the force exerted by gas at the gasliquid interface. To calculate the total force on the particle one must add the weight of the liquid film surrounding the particle. The pressure drop in the gas will be related to the force exerted by the gas, i.e., that given by ͑33͒ ͓cf. ͑35͔͒.
For the sake of brevity therefore we shall refer to the above force by gas on the gas-liquid interface as the force on the particle.
Results:
The results for the average force on a particle are expressed in terms of coefficients K and f 1 Ϫf 3 defined by
where K represents the nondimensional drag on the particle in a dry bed, f 1 represents the effect of the finite thickness of the liquid film on the force exerted on the particle by the gas moving with finite mean velocity, and f 2 and f 3 represent the effect of downward motion of liquid. Recall that A is the characteristic liquid velocity at the gas-liquid interface. Note also that the force on a particle is nonzero even when there is no net gas flow through the bed. The downward moving liquid drags along with it some gas and to compensate for this the gas away from the surface of the sphere must move upwards causing a net nonzero force. The pressure gradient in the gas is related to the force by
where n is the number of spheres per unit volume of the bed and s is the volume fraction occupied by the spheres. The results for K and f 1 Ϫf 3 for the case of face-centered cubic arrays, which permits the largest range of particle volume fraction, are given in Table I . The results for the dry bed pressure drop, or equivalently K, have been obtained previously for periodic arrays by Zick and Homsy 4 and Sangani and Acrivos 5 and for random arrays by Ladd 6 and Mo and Sangani. 7 Our results for periodic as well as random arrays for K shown in Fig. 1 were found to be in excellent agreement with the results obtained by these investigators. The results for random arrays were obtained by averaging over 20 configurations generated using a hardsphere molecular dynamics code which employed 16 particles per unit cell.
The results for f 1 will be compared with an approximate relation obtained by assuming that the main effect of the film is to increase the apparent size of the particle and the apparent particle volume fraction. Thus an approximate relation for the force on a particle is obtained by writing
where KЈϭdK/d s and l is the liquid phase volume fraction given by
͑37͒
The coefficient 3.88 in the above expression corresponds to the case when all the liquid arrives at the north pole of particle, i.e., when 0 ϭ0. The error in using the above expression is O( 0 4/3 ) for small but nonzero 0 . Combining ͑37͒ with ͑36͒, and using the definition of f 1 ͓cf. ͑34͔͒, an approximate expression for f 1 is obtained as given by
The first term on the right-hand side of the above expression represents the effect of liquid film increasing the apparent size of the particle while the second term represents the effect of decrease in the pore space volume fraction for the gas flow. The results of numerical computations for f 1 for the face-centered cubic array are compared against the above approximate estimate for f 1 in Fig. 2 . For small volume fractions, KЈ was evaluated analytically by differentiating the small s expansion for K given by Sangani and Acrivos 5 while numerical differentiation using a central difference formula was used for s Ͼ0.3. We see that the numerical results for f 1 are in excellent agreement with the simple expression ͑38͒.
The above approximate theory assumed that the film thickness is uniform and equal to ␦ 0 while the film thickness used in computing f 1 was given by ␦ϭ␦ 0 (sin )
. To check the accuracy of the numerical results, we have also determined f 1 for the case of a uniform film ␦ϭ␦ 0 for which l ϭ3 s (␦ 0 /a) and f 1 is given by
The above result is exact for periodic arrays. Table II shows f 1 as a function of s for the face-centered cubic arrays with . In fact, it appears that the numerical results for both cases are in a reasonable agreement with ͑39͒.
For random arrays the above result for the constant ␦ case is not exact because the spatial distribution of the particles with radius a and volume fraction s ϩ l is not the same as for the random arrays with volume fraction s but with the particle radius changed to aϩ␦ 0 . Nevertheless it is of some interest to compare the relation ͑39͒ with the results for f 1 for random arrays. We used 20 configurations of hardsphere random arrays with 16 particles per unit cell to determine f 1 for random arrays with uniform film thickness. Numerical differentiation of K for random arrays is difficult and hence we used the following fit of K for random arrays to obtain estimates of KЈ: 16 
Kϭ
1ϩ3͑ s /2͒ Figure 3 shows results for f 1 for both the uniform and the nonuniform thickness distributions as a function of s for random arrays. The solid line in that figure represents the approximate value of f 1 predicted by ͑39͒ with KЈ and K evaluated using ͑40͒ for the uniform thickness distribution case.
We now present the results for the effects of the motion within the liquid film, i.e., for f 2 and f 3 . The results for these two quantities for the face-centered cubic array are given in Table I for two values of 0 corresponding to 0 ϭ/40 and 0 ϭ/20. Note that the results for f 1 discussed earlier corresponded to 0 ϭ0, i.e., assuming that all the liquid arrives exactly at the north pole ϭ0. Small values of 0 would have affected the results for f 1 by an insignificant amount. The same is true for f 2 . In the limit of small s , f 2 is related to (ٌ s •v s ) 10 ). Thus, f 2 is essentially independent of 0 as long as the latter is not too large. The results for f 2 for all the three cubic arrays and periodic arrays with 0 ϭ/20 are shown in Fig. 4 . The solid line in that figure represents the approximate relation
Finally, we note that the effect of liquid film distribution near the north and south poles is the most significant for f 3 , the results for which for the face-centered cubic array were given in Table I . Similar strong dependence on 0 is expected for the other arrays. 
IV. THE LOADING REGIME
We now consider gas velocities for which the traction exerted by the gas at the gas-liquid interface is sufficiently large to affect the liquid flow and the liquid film thickness, i.e., we consider U g ϭO(U gl ) with U gl defined by ͑1͒. The ratio of the characteristic gas and liquid velocities in this regime is O (U gl /A), or O( l a/( g ␦ 0 ) ), which is typically very large. Thus the pressure drop contribution due to upward moving average gas velocity is much greater than the downward moving liquid motion. In other words, the main effect of liquid flow on the gas pressure drop is through the finite thickness of the film and not the nonzero velocity at the gas-liquid interface. Note also that f 2 was generally much smaller than f 1 . Thus we may set Aϭ0 in determining the effect of liquid film on the gas pressure drop and liquid holdup. In other word, we must solve for the liquid flow and film thickness allowing for the effect of gas flow but that in determining the gas flow we may use the no-slip boundary condition at the gas-liquid interface. We shall begin with the simple capillary model of packed beds. The results obtained using this model will be compared with those to be obtained later for fixed beds.
A. The capillary model
In the simplest model of a packed bed/porous medium, the medium is assumed to consist of equal-size, straight capillaries of radius a c oriented in the direction parallel to the mean flow. The radius a c , the number of capillaries per unit cross-section, and the average gas velocity U gc through the capillaries are chosen such that the porosity, the superficial velocity through the medium, and the pressure gradient in the gas for a dry bed are the same as in the actual medium. For example,
A note on the notation used in this section will be helpful to the reader. The subscript c is used to denote quantities concerning the capillary model; the subscript 0 is used to denote a low gas flow rate limit quantity; the gas and liquid flows will be characterized by subscripts g and l, respectively; the solid volume fraction will be denoted by s , and the critical gas flow rate conditions to be introduced later in this section will be denoted by the subscript crit. For random fixed beds of spherical particles with s in the range of 0.5-0.7, the dry bed force coefficient K( s ) can be estimated from the experimentally determined Carman correlation
whereas ͑40͒ may be used for estimating K, and hence a/a c for beds with р0.45. For periodic arrays, one may use the results for K reported by Zick and Homsy 4 and Sangani and Acrivos. 5 Let us now consider the gas-liquid flow through such capillaries. We assume that the liquid flows down along the inner walls of capillaries with a uniform film of thickness ␦ c while the gas moves upward through the central core, 0рr рa c Ϫ␦ c . Both the gas and liquid velocities are assumed to be unidirectional and functions only of radial position. We shall present here an approximate analysis valid for the case when ␦ c is small compared with a c and when the ratios of viscosities and densities g / l and g / l are much smaller than unity. Appendix B gives the results obtained by an exact analysis in which these approximations are not made. The predictions from the two analyses will be compared later in the section.
Since the liquid velocity is much smaller than the gas velocity, the gas velocity can be taken to be zero at rϭa c Ϫ␦ c . The pressure gradient in the gas is then related to U gc by
where ⑀ c ϭ␦ c /a c is the nondimensional film thickness. The downward flow of liquid due to gravity equals (2 l ga c 4 /3 l )⑀ c 3 when ⑀ c Ӷ1 while that due to upward moving gas is (4a c
, U gc being the superficial gas velocity through the capillary. The difference between the two gives the total volumetric liquid flow rate through a capillary. This gives the relation between the nondimensional gas velocity and the liquid film thickness as given by
where U c *ϭ
U l being the superficial velocity of the liquid through the medium. Note that ⑀ 0c ϭ␦ 0c /a c is the nondimensional film thickness in the absence of gas flow. The loading velocity U gl,c is based on ␦ 0c in lieu of ␦ 0 used in ͑1͒. The nondimensional pressure gradient can be expressed in terms of U c * by combining ͑46͒ and ͑48͒,
͑50͒
Figures 5 and 6 show the nondimensional film thickness and the pressure drop as functions of U c * for ⑀ 0c ϭ0.02 obtained by the approximate expressions given here and the exact expressions given in Appendix B. The latter requires ratios of gas to liquid viscosities and densities. We used g / l ϭ0.02 and g / l ϭ0. We see that the predictions of the two models are essentially the same as long as ⑀ c is less than about 0.1. For larger film thicknesses the exact solution given in Appendix B is necessary to provide accurate estimates of pressure drops. We also see the existence of two steady states for most values of U c * . These two solution branches meet at the turning point U c *ϭU crit,c * . No steady solutions exist for U c *ϾU crit,c * . The lack of steady solution at such high gas flow rates is interpreted in the literature to be related to the onset of flooding. For example, Dankworth and Sundaresan 10 analyzed averaged-equations for gas and liquid flows through packed beds. Although different from the capillary model, their analysis also showed qualitatively the same behavior. The turning point was interpreted by these investigators as corresponding to the flooding point. Figure 7 shows the pressure gradient as a function of U c * for several different values of ⑀ 0c using the exact solution given in Appendix B. The behavior is qualitatively the same at all the indicated values of ⑀ 0c . It is interesting to note that the nondimensional pressure at the turning point is approximately constant, at about 0.25 as ⑀ 0c is varied from 0.02 to 0.2. Figure 8 shows U crit,c * as a function of ⑀ 0c . The solid line in that figure corresponds to an approximate fit U crit,c * ⑀ 0c ϭ0.013.
͑51͒
The uniform thickness flow of liquid down a vertical wall is generally unstable unless it is stabilized by sufficiently large surface tension. The upper branch in Figs. 5-7 is very unstable so that in practice the pressure drop and liquid film thickness are expected to correspond to the lower branch. Dankworth and Sundaresan 10 have performed linear stability analysis of the steady solutions obtained from the averaged equations for gas and liquid flows and also found that the upper branch is very unstable. The lower branch stability depended strongly on the surface tension, and, in particular, for the case of zero interfacial tension, the lower branch was found to be unstable at all gas flow rates. It may be noted, however, that there is no experimental evidence to indicate that the lower branch is unstable for gas-liquid flows through packed beds.
B. Fixed bed of particles
We now consider the loading regime for a fixed bed of particles. In this regime the gas flow affects the liquid film thickness distribution on the surface of the particles and we must use a numerical method to determine this distribution. We shall use both steady and unsteady flow equations to determine the film distribution.
Let us denote by q s the surface flow at a point (,) on the surface of a particle,
where ␦ is the film thickness at (,) and u s is the velocity parallel to the surface of the particle. The mass balance for the liquid gives
where S is the source. S is zero everywhere except at ϭ0 and for the case when the fluid arrives at the north pole, flows down the surface, and leaves from the south pole of the particle. For the case of the uniform thickness model ␦ ϭ␦ 0 , we take
so that ␦ϭ␦ 0 is a steady state solution of ͑53͒ when the tangential stress at the gas-liquid interface is zero.
Since the Reynolds number for the liquid flow is much smaller than for the gas flow, and the gas Reynolds number is assumed to be small compared with unity, we shall neglect the inertial terms in the momentum equation for the liquid. The surface flow is then given by
where g s ϭg sin e , p l is the pressure in the liquid film, and f s is the tangential stress at the gas-liquid interface. Note that f s is a function of and . The gas and liquid flows are coupled through this stress. As in the case of low gas flow rates analysis we write the gas velocity as u g ϭu (0) ϩu (1) with the boundary conditions,
Note that u (0) corresponds to the gas flow in a dry bed while u (1) is the correction due to finite film thickness. The numerical scheme for solving the gas and liquid flows consists of following steps: ͑i͒ The surface of a sphere is discretized into a number of triangular elements and the initial value of ␦ at these points is taken to be the same as corresponding to the low gas flow analysis. ͑ii͒ With u (0) determined a priori, the right-hand side of the second equation in ͑56͒, i.e., v, is evaluated at the nodes of the triangular elements. The components of this velocity are expanded in spherical surface harmonics as in the low gas flow rate analysis ͓cf. ͑26͒-͑27͔͒ and these expansions are used for determining u (1) . ͑iii͒ The tangential stress f s and ٌ s p l at rϭa ϩ␦ are evaluated next at all the nodes using the combined velocity field u (0) ϩu (1) . Since the surface tension is taken to be zero, p l is the same as the gas pressure. The surface flow q s is evaluated at all the node points using ͑55͒. ͑iv͒ Next, ٌ s •q s is evaluated at the node points using a second-order difference formula. Since the liquid flow is primarily in the -direction we use a backward difference formula for the derivative with respect to and a central difference formula for the derivative with respect to , i.e., we evaluate ٌ s •q s using
where q and q are the components of q s , i.e., q s ϭe q ϩe q , and the subscripts i and j correspond to a node ( i , j ) on the surface of the sphere. The low gas flow rate behavior is assumed to hold near the north pole, i.e., we assume that at ϭ0 and ϭ᭝, the discretization interval for , ␦ϭ␦ 0 (sin ) Ϫ2/3 at all times. ‫‪t‬ץ/␦ץ‬ at the node points are evaluated next by substituting for ٌ s •q s into ͑55͒. A Runge-Kutta method is used to determine ␦(tϩ᭝t), ᭝t being the time increment. ͑v͒ Steps ͑ii͒-͑iv͒ are repeated until the steady state is reached. The gas flow rate is subsequently incremented by a small amount and the steps ͑ii͒-͑v͒ repeated to determine the film thickness distribution, liquid holdup, and pressure drop as function of the gas flow rate for selected values of s and ␦ 0 .
In an alternative method, the steady state liquid holdup and gas pressure drop are determined directly as described below. As in the transient method, the gas velocity, and hence f s and ٌ s p l are determined first for an assumed film thickness distribution. These quantities are used for determining (q sin ) iϪ1,j , (q sin ) iϪ2,j , (q ) i, jϪ1 , and (q ) i, jϩ1 using ͑55͒. Next, (sin q ) i,j is calculated using ͑57͒ points. This new distribution is used to solve again for the gas flow and to evaluate the tangential stress, etc., at the node points. The procedure is repeated until the sum of ␦ at all nodes converges. Most calculations to be presented here were obtained with ᭝ϭ/40 and ᭝ϭ/20 and the sum of ␦'s was required to converge to within 10 Ϫ4 . The calculations were started with low gas flow rates where the precise thickness distribution is known. Figures 9 and 10 show the results of computations for ␦ 0 ϭ0.02 and s ϭ0.4 for the case of a simple cubic array of spheres. We see that the results obtained by the two methods are in excellent agreement with each other. The pressure gradient for the dry bed is denoted by ٌ͉ p͉ 0 . The normalized pressure gradient, i.e., ٌ͉ p͉/ٌ͉ p͉ 0 , approaches 1ϩ f 1 as U*→0. As expected both the liquid holdup and the normalized pressure gradient increase with increasing U*. It should be noted that the gas velocity is scaled by the loading velocity, i.e., U*ϭU/U gl with U gl given by ͑1͒. The low gas flow rate holdup was determined using l0 ϭ3.88 s (␦ 0 /a) while l was obtained by integrating ␦ over the surface of the sphere ͓cf. the first equality in ͑37͔͒. Figure 11 shows the film thickness averaged over the azimuthal angle , ͗␦()͘ , for selected gas flow rates. The film thickness is symmetric around ϭ90°. At low gas flow rates the film thickness decreases monotonically as is varied from 0 to 90°. As the gas flow rate is increased, the film thickness near ϭ90°, where the traction exerted by the gas is a maximum, increases. Figure 12 shows the variation in ␦ with the azimuthal angle at ϭ90°. The maximum film thickness occurs at ϭ45°. At U*Ӎ0.45 the liquid films on the surface of the two adjacent spheres overlap at ϭ90°. Our numerical scheme for computing gas flow is not valid when the films overlap and hence we have not computed the pressure drop and holdup ͑Figs. 9 and 10͒ beyond this gas flow rate. Figures 13 and 14 show results for the case when the initial liquid film thickness is uniform over the surface of the spheres. Once again the pressure drop and holdup increase with the increasing gas flow. Figure 15 shows variations in the -averaged film thickness, ͗␦͘ , as a function of . We see that increasing the gas flow rate increases the thickness mostly near ϭ90°where the traction exerted by the gas is maximum. Unlike the previous case, however, we find that the liquid film thickness at some points on the sphere becomes zero at U*Ӎ0.35. This is illustrated in Fig. 16 which shows ␦ as a function of U* and at ϭ175.6°. We see that as U* is increased the film thickness begins to vary significantly with exhibiting minima at ϭ18°and at 72°. Very near the critical gas flow rate the symmetry around ϭ45°breaks and the film thickness at 72°vanishes indicating the formation of a dry region near that point. The contact angle and other surface tension related phenomena will become important once the surface of the particle is not com- pletely wetted and this would make the calculations for higher U* very difficult. Figure 17 shows the results for the body-centered cubic array with the low gas flow rate thickness driven by the gravity flow, i.e., ͑4͒. In this case the dry region occurs at much smaller gas flow rates and therefore we have been unable to compute the pressure drop and holdup at higher gas flow rates. The same applies to the face-centered cubic arrays.
C. Comparison with other models
We now compare the numerical simulation results for fixed beds with those predicted using the other models. To compare the capillary and fixed bed models we require that the liquid holdup at very low gas flow rates in the two models be the same. As mentioned earlier the radius of the capillary is chosen such that the gas pressure drop for the capillary and fixed bed models are the same in the absence of liquid flow. The results for these models will also be compared with the predictions of the averaged equations used by Dankworth and Sundaresan 10 and with an approximate theory that we shall presently describe.
Dankworth and Sundaresan used the following expressions from Saez and Carbonell 17 for pressure drop and holdup calculations:
͑60͒
In writing the above expressions we have taken the residual liquid holdup, i.e., the holdup in the absence of gas or liquid flow, to be zero and we have set the Ergun parameter, which accounts for the effect of gas inertia, in their expressions to zero. To compare the predictions from the above expressions with the ones obtained in the present study, we choose the superficial liquid velocity U l in such a way that the liquid holdups at zero gas flow rate calculated using the two models are the same. In the capillary model the traction exerted by the gas at the gas-liquid interface is directly related to the total pressure gradient while in the fixed bed model the two are not directly related. The traction depends on the magnitude of the shear stress at the interface while the pressure gradient, being related to the total drag force, also depends on the magnitude of the normal force at the surface of the particles. To account for this difference we have developed an approximate theory as follows. Let us assume that the liquid film thickness distribution is similar to the initial distribution, 
with ⑀ϭ␦ * /a and ⑀ 0 ϭ␦ 0 /a. Note that in writing the above equation we have accounted for the effect of finite liquid film thickness on f by requiring that ␣ and K be evaluated at the total volume fraction s ϩ l and that the nondimensional radius of the particle be corrected from unity to 1ϩ⑀. The above expression is similar to the one obtained using the capillary model but with the coefficient ␣ accounting now for the difference between the shear force and the total force. We have determined ␣ for the simple cubic array at several s values in the range 0 -0.5. The following expression gives a good fit to the numerical results:
can be used to determine U* given ⑀ and ⑀ 0 . The normalized pressure gradient can be determined using
with l ϭ3.88 s ⑀. Figures 18 and 19 show a comparison among the four different methods of estimating the pressure drop and liquid holdup. The exact calculations correspond to the simple cubic array. We note that up to the point where the liquid films begin to overlap in our numerical calculations, i.e., up to U* of about 0.45, the capillary model, the approximate model based on ͑63͒-͑65͒, and the exact method are in very good agreement with each other. The pressure drop is better predicted by the approximate model while the liquid holdup is better predicted by the capillary model. The pressure drop and holdup estimated using the Saez-Carbonell ͑or Dankworth-Sundaresan͒ equations are considerably lower. Also the critical U* for the capillary model and the approximate model are seen to be much smaller than that predicted by the Dankworth-Sundaresan equations. This last observation may be significant since Dankworth and Sundaresan found the critical gas flow rate to be significantly greater than the flooding velocity given by the experimentally determined Sherwood correlation. 18 For example, for 1.25 cm diam particles the flooding velocity predicted using the equations proposed by Saez and Carbonell 17 was about three to four times greater than the Sherwood correlation. Dankworth and Sundaresan also carried out calculations for the flooding velocity based on equations suggested by Hutton et al. 19 and found that those equations overpredicted the flooding velocity by an even greater factor. While in that comparison the gas inertia was significant, our calculations do suggest that the expressions used in the Dankworth-Sundaresan analysis tend to significantly overpredict the flooding velocity at least when the Reynolds number is small. Also, our calculations show that the simple capillary model gives reasonably accurate estimates for the pressure drop and liquid holdup. It may be noted that Specchia and Baldi 20 have compared their experimental data with the Hutton et al. correlation and found the correlation to significantly underpredict the gas pressure drop in wet packed beds. This observation is consistent with our calculations.
V. SUMMARY
We have solved the detailed equations governing the flows of gas and liquid through fixed beds of spheres. The effect of thin liquid film on the gas pressure drop is deter- mined for random as well as periodic arrays of spheres. A simple analytical relation is obtained for predicting the pressure drop in the low gas flow rate regime ͓cf. ͑34͒, ͑35͒, and ͑38͔͒. The presence of liquid film increases the gas pressure drop by three mechanisms: an increase in the apparent size of the particles, decrease in the pore space volume fraction for the gas flow, and increase in the apparent relative velocity between the gas and the particles. Of these three, the first two effects are more significant and the equations listed above could be used to estimate their effect. At higher gas flow rates the traction produced by the gas affects the liquid holdup and makes the pressure drop-gas velocity relation nonlinear. We have been unable to carry out calculations up to high enough gas velocities to compute the flooding velocity because either of the two things happened: either the liquid formed a bridge between adjacent particles or some regions on the particle surface became dry. Both the liquid bridging and the contact line formation and their effect on the gas flow rate are difficult to incorporate in our analysis. The numerical results in the nonlinear regime are seen to be in excellent agreement with the capillary model ͓cf. ͑47͒ and ͑50͔͒ and an approximate model ͓cf. ͑63͒-͑65͔͒ developed in the present study. The equations proposed by Saez and Carbonell 17 and Hutton et al. 19 appear to predict lower pressure drops and liquid holdups, at least in the small Reynolds number limit. The critical gas flow rates obtained from the equations proposed by these investigators are much greater than those predicted by the capillary model and approximate model developed in the present study.
