We propose a simplified version of self-interaction corrected local spin-density ͑SIC-LSD͒ approximation, based on multiple scattering theory, which implements self-interaction correction locally, within the KKR method. The multiple scattering aspect of this new SIC-LSD method allows for the description of crystal potentials which vary from site to site in a random fashion and the calculation of physical quantities averaged over ensembles of such potentials using the coherent potential approximation. This facilitates applications of the SIC to alloys and pseudoalloys which could describe disordered local moment systems, as well as intermediate valences. As a demonstration of the method, we study the well-known ␣-␥ phase transition in Ce, where we also explain how SIC operates in terms of multiple scattering theory.
I. INTRODUCTION
The self-interaction corrected local spin density ͑SIC-LSD͒ approximation 1,2 has proved to be a useful scheme to describe static correlations in strongly correlated electron systems. In particular, it can determine whether an electron is delocalized or localized, i.e., whether its orbital is part of the valence states or not. This leads to a determination of the number of valence states and a nominal valence, as demonstrated by numerous calculations on rare earths, actinides, transition metal oxides, including the parent compounds of the high T c materials and the CMR materials. [3] [4] [5] [6] [7] [8] [9] The full SIC-LSD scheme is unfortunately difficult to implement. 10 This is due to the repeated transformations from reciprocal space ͑k space͒ to real space to evaluate the self-interaction potential and the back transformations to k space to solve the band structure problem. So far most applications of the full SIC-LSD formalism have been implemented in the LMTO-ASA ͑linearized muffin-tin orbitals in the atomic sphere approximation͒ band structure method. 11 In this paper a simpler but more versatile scheme is developed and implemented within multiple scattering theory, in the Korringa, Kohn, Rostocker ͑KKR͒ formulation. Its main advantage, thanks to a straightforward determination of the Green's function, is a possible generalization to alloys via the coherent potential approximation ͑CPA͒. [12] [13] [14] [15] [16] Since a single-site approximation underpins this new formulation, in what follows it is referred to as a local self-interaction correction ͑LSIC͒ formalism. It is based on the experience with the full SIC-LSD implementation showing that to better than 98% the electron is localized on the site under consideration, which justifies the single-site approximation. While in the full LMTO-ASA implementation, the representation of the localized orbitals over a real-space cluster determines the extent of these orbitals, in the present scheme the degree of localization is determined by the energy dependence of the single-site phase shift, in particular the width of its resonance, corresponding to the localized electron. A broader resonance would imply reduced localization.
The SIC-LSD formalism for solids has been developed into a scheme that treats both localized and delocalized electrons on equal footing. The decision whether an electron should be considered as localized or delocalized is based on a delicate balance between the energy gain due to the inclusion of the self-interaction correction ͑localization͒ energy and the energy loss in band or hybridization energy. 3 While this methodology has been successful in differentiating localized from delocalized electrons, i.e., a dual character of the electron, it does not describe the interesting crossover between localized and delocalized states which occurs, for example, in heavy fermion systems. Our aim here is to develop a theory which describes local fluctuations of the electronic configurations between that where an electron can be said to be localized and another where an electron is delocalized. It will be shown that the present local formulation of SIC-LSD readily lends itself to be the basic idea of such a development. The origin of our approach goes back to the invention and use of the coherent potential approximation to describe the charge and spin fluctuations about the Hartree-Fock solution of the Hubbard model by Hubbard himself ͑Hubbard III approximation͒. [17] [18] [19] The present implementation of this idea rests on its generalization to account for the corresponding fluctuations about the local density approximation ͑LDA͒ to the first-principles density functional theory ͑DFT͒. [20] [21] [22] In the literature this generalization, when applied to spin fluctuations, is referred to as the KKR-CPA implementation of the disordered local moment ͑DLM͒ picture. 23, 24 Indeed, the present work can be considered as the further elaboration of this basic idea in which the LSIC replaces the LDA as the local description of the electronic structure and the attention is being focused on the valance fluctuations. Interestingly, it is now well established that Hubbard's so-called "alloy analogy" approximation, which prompted the use of the CPA, leaves out of consideration some very important fluctuations.
The most significant of these are those which give rise to a Kondo-like resonance at the Fermi energy in the case of the Hubbard model and correspond to such a qualitatively new physics as the Mott transition. The relevance of this in the present context is that such fluctuations are well described by the dynamical mean field theory ͑DMFT͒ 25 whose static limit, for the Hubbard model, is precisely the "alloy analogy" CPA of Hubbard. 19 This point was particularly clearly explained in the recent paper of Kakehashi. 26 Consequently, it is reasonable to regard our LSIC based KKR-CPA-DLM calculations as investigations of the static limit of a yet undeveloped first principles DMFT. In what follows when we refer to the need to include dynamical effects in the theory it is the above theoretical considerations we will have in mind.
The paper is organized as follows. In Sec. II we outline the physical picture underlying the present approach. In Sec. III a general formulation of SIC-LSD, following Perdew and Zunger, 1 is briefly summarized with reference to some aspects of the LMTO-ASA implementation based on the Wannier function representation of localized orbitals. 10 In Sec. IV, the formalism of the local self-interaction corrected local spin density ͑LSIC-LSD͒ within multiple scattering theory is described in detail. There we concentrate on the phase shifts and single-site Green's function from which the SIC charge and potential, corresponding to localized electron states, are calculated within the KKR method. Since the latter can be easily extended to include coherent potential approximation, Sec. V briefly summarizes its most important equations in terms of the multiple scattering quantities. In Sec. VI the formalism is extended to finite temperatures. The potential and versatility of the LSIC method is demonstrated on the application to the ␣-␥ phase transition in Ce. In Sec. VII we first discuss the f-phase shifts, total energies, lattice parameters, densities of states ͑DOS͒, and spectral functions at T = 0 K for the ␣ and ␥ phases, as obtained from the LSIC-KKR method. Wherever appropriate we compare with the results of the full SIC-LSD implementations within LMTO-ASA. 10 In this section we also present calculations for finite temperatures and the full phase diagram of the ␣-␥ phase transition. Both the CPA and DLM are utilized to accomplish the latter, and to illustrate how the present approach is capable to describe both spin and valence fluctuations at finite temperatures. Section VIII is devoted to various aspects of the present approach and among them a consideration of how intermediate valence could be realized within the present implementation, which motivates a possible generalization to include dynamics, as outlined in Sec. IX. The paper is summarized in Sec. X.
II. PHYSICAL PICTURE
In the present formulation of SIC, we adopt the physical picture of multiple-scattering theory, where a solid is represented by an array of nonoverlapping scattering centers. The electronic motion is then broken down into a sequence of scattering events and a free propagation in between. The most useful concept of this method is a phase shift, describing scattering of electrons from ions, the scattering centers in a solid. If a phase shift is resonant it is reminiscent of a bound state at positive energies, i.e., above the zero of the potential which in our case is the muffin-tin zero. The energy derivative of the phase shift is related to the Wigner delay time. If this is large the electron will spend a long time on the site. Such slow electrons will be much more affected by the spurious self-interaction and therefore should see a SIcorrected potential.
In most systems, where the electrons are truly delocalized, the self-interaction contribution to the potential is negligible and therefore the LDA is an excellent approximation. When the phase shift has a resonance one has to calculate the selfinteraction correction for this ͑l , m͒ angular momentum channel. This is accomplished by calculating the oneelectron charge density for this channel, defining the charge density for the self-interaction correction. From this one can readily calculate the self-interaction potential which has to be added to the LSD potential, and then the new phase shifts are calculated for the total ͑SIC-LSD͒ potential. This has to be carried out m channel by m channel for a given angular momentum l. The minimum of the total energy will determine the optimum configuration of ͑l , m͒ channels to be selfinteraction corrected. Therefore to each of the m channels one can assign two potential functions, V eff SIC-LSD ͑r͒ and V eff LSD ͑r͒. The formalism determining the energy functional associated with the potential V eff SIC-LSD ͑r͒ is briefly outlined in the next section. It should be mentioned here that if the total energies corresponding to these two different potentials are sufficiently close, one can envisage dynamical effects to play an important role as a consequence of possible tunneling between these states. We shall return to this point in the later sections.
III. SIC-LSD FORMALISM
It has been pointed out by Perdew and Zunger 1 that density functional theory ͑DFT͒ schemes, like the local spin density approximation, suffer from a spurious selfinteraction of the electrons with themselves. In principle, this self-interaction term should vanish exactly, as it does in the Hartree-Fock theory. In practice, however, this cancellation is incomplete. Perdew and Zunger suggested an approximate solution to this problem, which was constructed for finite systems but is here extended to solids in a different way as compared to previous implementations for solids. 2 The usual representation of the total energy within the LSD-DFT formalism in the Kohn-Sham approach 21 is
where ␣ 's are the Kohn-Sham orbitals ͓␣ is a combined index labeling the orbital and spin ͑↑ or ↓͒, respectively͔,
E ext is the external field energy functional, E H is the Hartree energy
and E xc LSD is the LSD approximation to the exchangecorrelation energy functional. On the basis of the above, Perdew and Zunger proposed a self-interaction corrected LSD on an orbital by orbital basis
͑3͒
by subtracting explicitly the self-Coulomb and self-exchange and self-correlation energy of all occupied orbitals. This correction restores the property that the true functional E͓n͔ should have, namely that the self-Coulomb energy exactly cancels the self-exchange and self-correlation energy for every single orbital, E H ͓n ␣ ͔ + E xc exact ͓n ␣ ,0͔ = 0. This leads to an orbital dependent SIC potential seen by an electron in orbital ␣ ,
͑4͒
with the external lattice potential V ext ͑r͒, and
͑6͒
This self-interaction correction vanishes exactly only for extended states. In order to apply the SIC scheme to solids, the approach by Perdew and Zunger has to be generalized. This involves simultaneously a Wannier representation of the orbitals, necessary to determine n ␣ of Eq. ͑4͒, and a Bloch representation to solve the band structure problem. Furthermore, the Wannier functions are required to fulfill the localization criterion which ensures that the energy functional is stationary with respect to unitarian mixing among the orbitals. This localization criterion is necessary, because the SIC is not invariant under unitary transformations of the occupied orbitals. This is in contrast with the LSD where a unitary transformation of the occupied orbitals leaves the LSD potential invariant, since the total charge density remains unaltered. For the orbital dependent SIC potential V SIC such a unitary transformation will change V SIC . The localization criterion ͗␣͉V ␣ SIC − V ␤ SIC ͉␤͘ = 0 determines the unitary transformation which ensures the global minimum of the total energy and the hermiticity of the Hamiltonian. Solutions of this equation usually take the form of the eigenvector ͉␣͘ having weight in one channel only ͓͑Im ␣ j ͒ 2 + ͑Re ␣ j ͒ 2 =1͔ which would be different from the channel where the weight of the eigenvector ͉␤͘ ͓͑Im ␤ i ͒ 2 + ͑Re ␤ i ͒ 2 =1͔ is concentrated, i.e., i is not equal to j. This generalization forms the basis of the SIC implementations 10, 27 which start from a band-picture scenario.
IV. SINGLE-SITE SIC-LSD FORMALISM
As already mentioned, the proposed generalization of the Perdew and Zunger idea is based on the notion of resonances in scattering theory, which are the reminiscence of atomic states in the solid. Core states are represented by bound states at negative energies, where the imaginary part of the generalized complex phase shift jumps abruptly by . Localized valence states still have very sharp resonances but bandlike states are characterized by slowly varying phase shifts.
The central quantity of ͑scalar-relativistic͒ multiple scattering theory is the single-particle Green's function
with r = R i + r i , where r i is a vector inside the cell at R i , L = ͑l , m͒ denotes the combined index for the decomposition into symmetrized lattice harmonics Y L and r Ͻ ͑r Ͼ ͒ is the vector smaller ͑larger͒ in magnitude from the pair ͑r , rЈ͒. The building blocks of the Green's function are the regular and irregular solutions of the radial Schrödinger equation at a given ͑complex͒ energy ⑀,
The scattering-path matrix ͑in iL, jLЈ and representation͒,
͑11͒
is related to the structural Green's function g͑⑀͒, describing the free propagation between the scattering centers, and the t matrix defines the single-site scattering. The total valence charge density per spin is given by
where E B and E F denote the bottom of the valence band and the Fermi energy, respectively. In standard LSD calculations, the new effective potential for the next iteration of the selfconsistency cycle is calculated from this density ͑now including the core contributions͒ as
In order to remove the spurious self-interaction, still present in this potential, we consider the problem of electrons moving in an array of scatterers. As already mentioned, an electron which shows localized behavior has a sharp resonance in its phase shift, associated with a large Wigner delay time on a particular site. To determine the SIC charge we will consider for a moment the atomic limit, i.e., the situation where the scatterers are far apart. In this case the single-site t matrix and the local multiple scattering matrix coincide, and all occupied states correspond to bound states. In this limit each bound state contributes exactly the charge of one electron, and this charge can be calculated by integrating the diagonal of the spectral function just around the energy of the bound state. In order to be able to decompose the charge density ͓Eq. ͑12͔͒ into different angular momentum channels, we choose symmetry adapted spherical harmonics. These are defined by applying a unitary transformation to the ordinary real ͑or complex͒ spherical harmonics, such that the on-site scattering matrix becomes diagonal,
It is easy to verify that the required transformation matrix U is, in fact, independent of the energy ⑀. This transformation to symmetry adapted spherical harmonics also ensures that the degeneracy of states, which are localized, is conserved. We will demonstrate this later by SI correcting the triplet states ͑one by one͒ of the Ce f manifold. In this symmetrized representation, the Green's function, which in the atomic limit equals the atomic Green's function, becomes diagonal with respect to this quantum number. Hence we can decompose the spin resolved charge density into its L components and define the charge of a state, characterized by its principle quantum number n, angular momentum L, and spin ,
where the energies E 1 and E 2 lie slightly below and above the energy of the state nL. Within the multiple scattering formulation, in the atomic limit, this charge density can be written as n iL
where i is the site index, since in this case the single-site t matrix and the matrix are obviously identical. This, of course, is not the case for a solid with finite lattice spacings. When considering resonances in a solid it is not a priori clear whether to use the t or matrix for calculating the charge density in question. The main difference between using the t matrix or matrix is that the latter does include a small hybridization of the localized state with the surrounding atoms, while the former does not. Also the choice of the lower and upper integration limits is not clearly defined. We will now give a short discussion of the possible modes for calculating the SIC charge of a resonant state. The lower integration limit is most reasonably chosen to be the bottom of the energy contour E B . However, care has to be taken that this contour always encloses the SI-corrected states. In the case of Ce, discussed in the following sections, the contour also includes the 5p semicore states. The upper integration limit could be either chosen such that the SIC charge density integrates to exactly one electron, or simply set to the Fermi energy E F . Using the t matrix, we find that we have to integrate up to an E top , which is slightly above the Fermi level in order to capture one electron. The matrix, on the other hand, due to hybridization, yields a charge of one for energies slightly below the Fermi energy. Unfortunately, when dealing with the matrix, it is computationally very expensive to assume E 2 different from the Fermi energy. However, the excess charge due to integrating up to the Fermi level is only of the order of a hundredth of an electron. ͑The missing charge in case of integrating the t matrix up to the Fermi level is of similar magnitude.͒ In the following we used the matrix integrated up to E F to determine the SIC charge. Some tests with the t matrix, and the requirement of a SIC charge of unity, resulted in an upward shift of the total energies by about 1 mRy.
The charge density, calculated in either of the proposed ways, is used to construct the effective self-interaction free potential, namely
͑17͒
In this paper we only consider the spherically symmetric part of the SIC density and SIC potential. Hence, the t matrix is diagonal in l and m. Here it should be noted that, if we transform the equations back to the unsymmetrized ͑real or complex͒ spherical harmonics, this effective potential assumes matrix character with respect to the angular momentum, and would not simply couple to the density, but rather to the nondiagonal lm , lЈmЈ density matrix. This is conceptually analogous to the rotationally invariant formulation of LDA+ U by Dudarev et al. 28 For each self-interaction corrected channel L = ͑l, m ͒ and , we replace the L th element of the original t matrix by the one obtained from the SI-corrected potential
͑18͒
where t L i is the t matrix calculated from the effective potential V eff, LSD ͑r͒, and t L i,SIC-LSD is calculated from the SI-corrected
͑r͒. This t matrix is then used in Eq. ͑11͒ to calculate the SI-corrected scattering path matrix . From the latter the new SIC-LSD charge density is calculated, and the process is iterated until self-consistency is reached. The correction term, which approximately compensates the selfrepulsion, is an attractive potential which will pull down in energy the state to which it is applied ͑see Sec. VII͒.
To finish this section we would like to mention that in contrast to the LSD, the SIC-LSD Hamiltonian is not invariant under unitary transformations of the occupied orbitals. As pointed out before, in the full implementation the localization criterion is applied to make the solution stationary under this unitary mixing of states. In the present implementation there is no such localization criterion, and one has to be solely guided by the energetics to find the global energy minimum. Note that the total energies are invariant under a rotation of the coordinate system owing to the symmetry adapted spherical harmonics that diagonalize the matrix at the ⌫ point. Hence, the energies of the configurations where, one by one, each state out of a degenerate manifold is localized are the same. This was tested on Ce by SI correcting all f states separately. As expected, the energies for localizing any of the T 1u ͑or, respectively, the T 2u ͒ states were identical.
V. CPA GENERALIZATION
One of the advantages of the multiple scattering implementation of the SIC-LSD formalism is that it can be easily generalized to include the coherent potential approximation, [12] [13] [14] [15] [16] extending the range of applications to random alloys. In addition, one can use it to treat static correlations beyond LSD by studying pseudoalloys whose constituents are composed, e.g., of two different states of a given system, one delocalized, described by the LSD potential, and another localized, corresponding to the SIC-LSD potential. Combined with the DLM formalism for spin fluctuations, 23, 24 this allows also for different orientations of the local moments of the constituents involved.
In the CPA extension of the SIC-LSD formalism, bearing in mind its single-site aspect, it is required to satisfy the following CPA self-consistency condition c A,00
͑⑀͒, ͑19͒
where the impurity matrices 
and the matrix of the coherent potential approximation C,00
Here ⍀ BZ is the volume of the Brillouin zone ͑BZ͒, t A ͑⑀͒ and t B ͑⑀͒ are the respective single site scattering matrices of the A and B species, occurring with the concentrations c and 1 − c, respectively, and t C ͑⑀͒ is the t matrix of the effective CPA medium. Note that in the CPA extension of the SIC-LSD formalism, the CPA condition ͓Eq. ͑19͔͒ is an additional self-consistency criterion to the usual charge or potential self-consistency. Finally, it should be mentioned that the formalism of this section can be easily generalized from a binary to a multicomponent case, as described in Ref. 29 . In addition, an extention of the LSIC-CPA formalism to finite temperatures can be implemented as described in Sec. VI.
VI. FINITE TEMPERATURES
In this section we summarize the relevant formulas underlying the finite temperature generalization of the present formalism in its CPA extention. In contrast to T = 0, at finite temperatures the physics is dominated by thermal ͑classical͒ fluctuations. Therefore, to properly take into account the finite temperature effects, one needs to evaluate the free energy of the system ͑alloy͒ under consideration, namely
where S el is the electronic ͑particle-hole͒ entropy, S mix the mixing entropy, S mag the magnetic entropy, and S vib the entropy originating from the lattice vibrations. The electron-hole entropy is defined as 37
where k B is the usual Boltzmann constant and f ␤ ͑⑀͒ denotes the Fermi-Dirac distribution function. The entropy of mixing in the case of a binary system can be expressed as
The magnetic and vibrational entropies are strongly dependent on the system under consideration, and they will be discussed in more detail in the section dedicated to the phase diagram of Ce. Finally, note that in the definition of the free energy, the finite temperature enters only via the Fermi-Dirac distribution and the entropy contributions, while for the exchangecorrelation energy, being part of the total energy E tot , the T = 0 K LDA ͑LSD͒ approximation is used for all temperatures, which is a common practice in all ab initio calculations.
This section completes the formal description and implementation of the LSIC-KKR-CPA band structure method. In the following sections we shall illustrate the potential and versatility of this approach for describing strongly correlated electron systems by an application to Ce. There we present both the T = 0 K and finite temperature results, including the phase diagram of the famous ␣-␥ phase transition.
VII. CE ␣-␥ PHASE TRANSITION
Ce is the first element in the periodic table that contains an f electron, and shows an interesting phase diagram. 30 In particular, its isostructural ͑fcc→ fcc͒ ␣-␥ phase transition is associated with a 15%-17% volume collapse and quenching of the magnetic moment. 30 The low-pressure ␥ phase shows a local magnetic moment, and is associated with a trivalent configuration of Ce. At the temperatures in which the ␥ phase is accessible, it is in a paramagnetic disordered local moment state. Increasing the pressure, the material first transforms into the ␣ phase, which is indicated to be in an intermediate valence state with quenched magnetic moment. At high pressures ͑50 kbar at room temperature͒ Ce eventually transforms into the tetravalent ␣Ј phase. With increasing temperature, the ␣-␥ phase transition shifts to higher pressures, ending in a critical point ͑600 K, 20 kbar͒, above which there is a continuous crossover between the two phases.
In the following paragraphs we first discuss the SIC and non-SIC f-phase shifts and densities of states. Then we compare the results of LSIC total energies, for the ferromagnetic arrangement of local moments, with the earlier calculations of the full SIC implementation, in order to benchmark the method. After discussing the density of states of the LDA and SIC-LSD calculations, we mix the two phases using the CPA and DLM for the spins. Finally, allowing for finite temperatures, we describe the full phase diagram of Ce.
A. f-phase shifts and corresponding densities of states
Before presenting our results for the phase diagram, we discuss briefly the scattering properties of a single Ce site. In particular, we concentrate on the phase shifts and corresponding densities of states for f electrons. In Fig. 1 we show the phase shifts for the SI corrected and uncorrected f channels of Ce. It can be seen that the uncorrected f states have a very sharp resonance just above the Fermi energy. The steep resonance corresponds to a long Wigner delay time and indicates that the state is already well localized. The self-interaction corrected f state is shifted down in energy by about 9 eV, and becomes a bound state ͑it lies below the muffin-tin zero͒.
In Fig. 2 we present the density of states and the integrated DOS for the self-interaction corrected f channel. It can be seen that by integrating Eq. ͑16͒ up to the Fermi energy, one collects slightly more than one electron. This is because there is a small density of states in the vicinity of the Fermi level ͑note the scale of the left-hand-side axis in Fig.  2͒ , which is due to slight hybridization of the SIC channel with the other f channels whose resonances occur in the vicinity of the Fermi level ͑see Fig. 1͒ . Some contribution to this density of states might also come from 5f states. This is implied by the behavior of the phase shifts in Fig. 1 . The sharp jump by indicates that the 4f state is a bound state of the SIC potential, and the slow rise of the phase shift above the Fermi energy can be associated with the progression towards the 5f state. Figure 2 also shows that the integrated DOS at the energy where the phase shift goes through , i.e., at about −2.5 eV, is slightly less than 1. This is most likely due to the integration method used to display the quantities in Fig. 2 which is less accurate than the contour integral used in the self-consistent calculations.
B. Total energies and equilibrium volumes of Ce ␣ and ␥ phases
In order to determine the ground state configuration of Ce at a given volume, we calculated the total energies for different volumes using the LDA to describe the ␣ phase and the SIC-LSD formalism for the ␥ phase, when SI-correcting one localized f electron, allowed to populate in sequence all possible f states. In both LDA and SIC-LSD calculations spin-orbit coupling has been neglected for valence electrons, but fully included for core electrons, for which the Dirac equation has been solved. The corresponding total energies as functions of volume are shown in Fig. 3 . We find that the LDA, used to represent the ␣ phase, yields the lowest energy minimum, as seen in Table I . There the ground state properties of the studied configurations are summarized. tions with previous calculations and with experimental values. Note small differences between the different calculations, which are due to different schemes, and indicate the sensitivity of the results to computational details. The observed degeneracy of the states within the triplets demonstrates the rotational invariance of the formalism. Note the large crystal field ͑CF͒ splitting, separating the T 1u triplet from the other SIC states. As already mentioned, the calculations presented in this section assume a ferromagnetic alignment of the local moments in the ␥ phase. However, when discussing the phase diagram of Ce, we will also consider the disorder of the local moments using the DLM framework. 23, 24 For the ␥ phase, treated ferromagnetically, out of the three possible localized states listed in Table I , the state with the A 2u symmetry gives the lowest energy solution. This localized state is also associated with the highest volume among the possible localized configurations. Only 0.8 mRy separate the minima of the ␣ and ␥ phases, giving rise to the transition pressure at the absolute zero of about −2.3 kbar. This is in good agreement with the experimental value of −7 kbar, when extrapolated to zero temperature, and with other theoretical values ͑see also Table IV͒ . The bulk moduli, given in Table I , are calculated at the theoretical equilibrium volumes. When evaluated at the experimental volumes ͑as it is common practice in DFT calculations͒, their values are substantially reduced to 239 kbar for the ␣ phase and 203 kbar for the ␥ phase, which is in considerably better agreement with the experimental numbers. The volume collapse ͑with respect to the volume of the ␥ phase͒ is obtained at 22%, which also compares well with the experimental values of 15%-17%. We note that the underestimation of the volumes of both the ␣ and ␥ phases is due to the KKR l-convergence problem, which was addressed by Moghadam et al. 34 They demonstrated that angular momenta as high as 16 were needed to obtain satisfactory convergence in the total energy. In the present calculations we choose l max = 3, which does not seem sufficient for a good description of the equilibrium volumes of the two phases. Although it seems that this l-convergence problem should affect the LSD and SIC-LSD calculations in a similar manner, we see a significantly larger error for the ␣ phase, in agreement with the results obtained by other well-known KKR packages when the LDA approximation is implemented to describe the electronic structure of the ␣ phase. 35 The larger error for the ␣ phase than for the ␥ phase ͑found also in the LMTO-ASA calculations͒ is most likely due to the fact that LDA is not adequate for describing the experimentally reported correlated nature of the ␣ phase. In fact, the LDA calculations correspond strictly to the highpressure ␣Ј phase, which is purely tetravalent and has a smaller lattice constant than the observed ␣ phase. However, as already mentioned, in our calculations we have treated Ce as a trivalent system ͑one localized f electron͒ in the ␥ phase, and a tetravalent system ͑all f electrons are treated as delocalized͒ in the ␣ phase. Experimental data seems to suggest, that ␣-Ce has a noninteger valence of 3.67. One could argue Comparison of the computed equilibrium volumes and bulk moduli with those of other calculations and experiment. The bulk moduli have been calculated at the theoretical equilibrium volumes. Note that unlike in the present, SIC-LSD ͑KKR͒ implementation, the results based on the LMTO refer to the full SIC-LSD scheme, involving repeated transformations between real and reciprocal spaces, and Bloch and Wannier representations. The two different sets of LMTO calculations refer to different basis sets and to different ways of solving the SIC-LSD eigenvalue problem. In the reported LDA and GGA calculations the ␥ phase was modelled by constraining the f electrons to the core. The densities of states of Ce from the LDA and ferromagnetic SIC-LSD calculations are shown in Fig. 4 . The LDA DOS shows all the f states hybridized into the s, p, and d states. However, in the SIC-LSD panel of the figure, one clearly sees the split-off localized f state at about −8 eV. Of course, this does not agree with the spectroscopic position of this state. To accomplish the latter, one would have to take into account the self-energy, which could be evaluated from the total energy difference corresponding to systems with constrained f occupations. 36 The localized f state apart, one can clearly see the exchange splitting of the remaining states in the SIC-LSD calculations. The unoccupied f states in the SIC-LSD density of states are pushed up by 1 eV or so. These unoccupied f states are furthermore exchange split by 1 eV.
From Table III 5 . ͑Color online͒ Spin-and symmetry-resolved DOS ͑in states/eV͒ for the states originating from s͑A 1g ͒, p͑T 1u ͒, and d͑T 2g and E g ͒ channels. As in Fig. 4 , the SIC-LSD calculation refers to the ferromagnetic arrangement of the local moments.
FIG. 6. ͑Color online͒ Spin-and symmetry-resolved DOS ͑in states/eV͒ for the states originating from f channels. Note the different scale of the plot with respect to Fig. 5 . As in Fig. 4 , the SIC-LSD calculation refers to the ferromagnetic arrangement of the local moments.
SIC-LSD d partial density of states. We also note that in Fig.  6 the unoccupied f states are well separated from the Fermi level, because the Fermi energy is lowered, and the hybridization with the occupied s, p, and d states has been substantially reduced. These changes in the s, p, and d densities of states are also reflected in Table III 
D. Ce ␣-␥ pseudoalloy
In order to improve on the LDA representation of correlations in the ␣ phase of Ce, in the present approach, in the spirit of the Hubbard III approximation, 19 one can model the experimentally implied noninteger valence of the Ce ions by a pseudoalloy consisting of the trivalent ͑SIC-LSD͒ Ce ions with concentration c, and the tetravalent ͑LDA͒ Ce ions with the concentration ͑1−c͒. In addition, taking into account the disordered local moments of the trivalent Ce ions in the ␥ phase, one can assume that their up and down orientations occur with equal probabilities. Supposing homogeneous randomness, such a ternary pseudoalloy can be described by the coherent potential approximation ͑CPA͒. The respective concentrations of the trivalent and tetravalent Ce ions in the pseudoalloy are then determined by minimizing the total energy for each volume with respect to the concentration c.
In Fig. 7 we show the total energies for the ␣-␥ pseudoalloy at T = 0 K, in which the ␥ phase occurs with the concentration c ͑c / 2 for each spin orientation͒, and the ␣ phase with the concentration ͑1−c͒, for several lattice constants. It can be seen that all shown total energy curves have their minima either at c =0 ͑pure ␣ phase͒ or c =1 ͑pure ␥ phase͒. Hence a fractional occupation of the 4f state appears to be energetically unfavorable for all lattice constants. From these calculations we can conclude that a static, single-site approximation is not sufficient to describe the intermediate valence state of ␣-Ce at T = 0 K. These calculations are consistent with the earlier results by Svane who performed supercell calculations to model 25%, 50%, and 75% of ␣-␥ admixtures, but treating the ␥ phase ferromagnetically and not as a DLM phase. 32 There too, no total energy minimum was found for intermediate concentrations between 0 and 1, and also a mainly convex ͑from above͒ curvature for the total energy, as a function of concentration, was obtained. This suggests that to describe the intermediate valence state of the ␣ phase one would need to consider a dynamical generalization of the CPA, 26 which would involve dynamical fluctuations between the trivalent and tetravalent states. Other possible mechanisms to favor intermediate valence will be commented about in Sec. VIII.
E. Ce ␣-␥ spectral functions
In this section we discuss the spectral functions along the ⌫-X line, calculated for the pseudoalloy consisting of 50% ␥-admixture into the ␣ phase, i.e., 50% ␣, 25% ␥ spin-up and 25% ␥ spin-down, in comparison with the spectral functions of the pure phases, all at the same volume, as shown in Fig. 8 . The pure ␥ phase has been represented by a 50% spin-up and 50% spin-down alloy. The pure ␣ phase ͓panel ͑a͔͒ shows a well-defined band structure. ͑The minor smearing of the bands is due to a small imaginary part added to the energy.͒ Of course, the LDA leads trivially to a non-spinpolarized band structure, but the absence of an exchange splitting in panels ͑b͒ and ͑c͒ is due to the use of DLM, which defines an effective medium in which the local moments are averaged out. In the panels ͑b͒ and ͑c͒ the broadening of the spectral functions is apparent. The actual linewidth of the spectral function can clearly be seen in Fig. 9 , showing the spectral functions at the ⌫ point. Here, similarly to the smearing effect seen in Fig. 8 , the residual linewidth seen in panel ͑a͒ is purely due to the small imaginary part of the energy, necessary to obtain well behaved matrices.
The spectral functions reveal some features of the current approach. First, it can be seen that the s-and d-derived states at the ⌫ point are hardly affected by the CPA. These states have no hybridization with the SI-corrected f state. Symmetry analysis of the spectral function, shown in panel ͑b͒ of Fig. 9 , reveals that the A 2u f state appears twice ͑the peak at −8 eV and the sharp shoulder just above the Fermi energy͒, since we are in the split-band regime. Due to the DLM treatment of the ␥ phase, this feature is also seen in panel ͑c͒, where the upper of the split-band peaks merges with the lower triplet f peak. The two triplets ͑T 1u and T 2u ͒ show common band behavior. The corresponding broadenings are very different between panels ͑b͒ and ͑c͒. Moreover, panel ͑c͒, as compared to panel ͑a͒, also shows that the unoccupied f states have been pushed up in energy, because the localized f electron is more effective in screening the nuclear charge. This results in an energy splitting of the ␣ and ␥ unoccupied triplets which leads to a broadening of the unoccupied triplets, as seen in panel ͑b͒. The shoulder at about 1 eV is an indication that the splitting is noticeable on the scale of the dispersion of the bands. The broadening of the triplets is reduced in panel ͑c͒ where no ␣ phase is admixed and where the broadening of the lower triplet state is a consequence of merging with the upper split-band peak of the singlet state. Note that the f states at the Fermi level have a finite lifetime which might indicate a shortcoming of the static CPA for the description of an intermediate valence, a coherent mixture of the localized and delocalized states in terms of wave functions might be a more appropriate description.
F. Phase diagram
In this section we concentrate on the finite temperature phase diagram of Ce. The idea of describing Ce at finite temperatures as a pseudoalloy of ␣-and ␥-Ce atoms was first put forward by Johansson et al. 33 and by Svane. 32 Since at finite temperatures the thermal ͑classical͒ fluctuations are of major importance, the static approximation should suffice. In the work by Johansson et al. the pseudoalloy was treated by the CPA implemented within the LMTO method, where the ␥ phase was modeled by including the 4f states into the core, while in the ␣ phase the f states were treated as band states. Due to the different treatment of both phases, their total energies could not be compared and the energies of the ␥ phase had to be adjusted by hand to yield the correct ␣-␥ transition pressure at zero temperature. Svane, on the other hand, described the ␥ phase as a ferromagnet using the LMTO-SIC, thus treating both phases on equal footing, and utilizing a supercell to mimic the pseudoalloy at only a few accessible concentrations. From these calculations he concluded that a linear interpolation of the ␣ and ␥ energies to arbitrary concentrations should be adequate enough.
Here we present calculations which combine both the CPA and the SIC-LSD to describe the ␥ phase as a DLM system, treated as a ternary alloy, consisting of spin-up and spin-down SIC sites with concentrations c / 2 each, and LDA sites with the concentration ͑1−c͒. In addition, we go beyond the scope of previous works by taking into account the effect of finite temperatures on the electronic total energies and the electronic contribution to the entropy, as defined in Sec. VI. However, the vibrational entropy, S vib , is neglected in the presented results. We shall briefly comment on its effect on the calculated phase diagram in the next section where we analyze in detail how different aspects of the present calculations influence the final results.
Ideally, one would like to treat a pseudoalloy, which consists of all possible states of a Ce ion, i.e., the LDA, and all possible SI-corrected f states. This would give rise to a pseudoalloy consisting of 15 components, the LDA plus the 14 possible f-SIC states ͑including the spin multiplicity͒. Since this would be quite a formidable task, we use a simplified approach. Figure 3 indicates that crystal-field splitting gives rise to nearly degenerate A 2u ͑singlet͒ and T 2u ͑triplet͒ states, while the T 1u triplet lies 20 mRy higher in energy. At the temperatures considered here, the T 1u states are thermally not accessible. Thus treating the remaining eight states as degenerate, leaves us with a nine component pseudoalloy, with the constraint that the concentrations of the considered eight SIC states are equal and can be set to c / 8. It is easy to show that in this case, in addition to the mixing entropy defined in Sec. VI one has to take into account a term
arising from this eightfold multiplicity. Note that in previous studies, where the CF splitting has not been taken into account, the magnetic entropy was assumed to be that of a spin-orbit ͑SO͒ coupled J =5/2 state, i.e., S mag ͑c͒ = k B c ln 6. In the next section we shall comment on how the two different magnetic entropy terms influence the critical characteristics of the calculated phase diagram. We performed calculations for several lattice constants, embracing the equilibrium lattice constants of both phases, and concentrations from 0 to 1, in steps of 0.1. The results for the free energies of the three selected temperatures are shown in Fig. 10 . In the T = 0 K panel one clearly sees the two minima, corresponding to the pure ␣-phase ͑LDA͒ and the pure ␥-phase ͑SIC-LSD͒ calculations. The equilibrium lattice constant for a given concentration c interpolates between the two extremes, and it is apparent that an intermediate valence state, even if not energetically favorable, would correct the underestimated lattice constant of the ␣ phase. As the temperature is increased, the free energy surface gets strongly tilted towards the SIC-LSD side and now shows only one broad minimum. This is mainly due to the magnetic entropy.
Although the concentration-dependent free energies are the quantities directly accessible from the calculations, they do not easily reveal the full information on the phase diagram. In order to determine the full p-T phase diagram, it is necessary to calculate the Gibbs free energy,
G͑T,c,p͒ = F͑T,c,V͑T,c,p͒͒ + pV͑T,c,p͒. ͑27͒
The Gibbs free energies are displayed in Fig. 11 . From them, at each given pressure and temperature, we can determine the concentration of the trivalent Ce, by minimizing the Gibbs free energy with respect to c. At zero temperature one finds ͑for low pressures͒ two local minima, associated with c =0 and c = 1. By increasing the pressure, the order of the minima changes and the minimizing concentration jumps from 1 to 0. At higher temperatures the minima start moving towards intermediate concentrations.
Only above the critical temperature, one finds the minimum smoothly changing from low to high concentrations.
We can obtain the free energy of the physical system at a given volume by evaluating the concentration dependent free energy at the minimizing concentration c min ,
These free energies are displayed in Fig. 12 , which clearly shows the double-well behavior for low temperatures, which is gradually smoothened out with increasing temperatures. Furthermore one finds that, at elevated temperatures, the free energy is mainly lowered at large lattice constants, corresponding to the ␥ phase, with its larger entropy. Inserting the minimizing concentration c min into the pressure-volume relation p͑T,V͒ = p͑T,c min ,V͒ = − ‫ץ‬ ‫ץ‬V F͑T,c min ,V͒ ͑29͒
allows to calculate the isotherms of Ce, which are displayed in Fig. 13 . It can be seen that the average valence, close to the coexistence line, gradually changes with increasing temperature. Above the critical temperature, the valence changes continuously with increasing pressure from trivalent to tetravalent. In Fig. 14 we present phase diagram, obtained from the free energies of the ␣-␥ pseudoalloy, with the ␥ phase described by the DLM approach. It can clearly be seen in the figure how the transition becomes continuous above the critical temperature. The experimentally observed critical point ͑600 K, 20 kbar͒ falls on top of the calculated phase separation line, which starts at the zero temperature transition pressure of −7.4 kbar. This means that the slope of the phase separation line is in very good agreement with experiments. The critical temperature overestimates the experimental one by roughly a factor of 2, which is still reasonable considering that the critical temperature is very sensitive to various small details of the calculations and in particular the theoretical lattice parameters of both the Ce phases. Note that the T c at zero pressure of 169 K ͑see Table IV͒ compares well with the experimental value of 141± 10 K.
Finally we examine in more detail the discontinuity across the phase separation line. Figure 15 shows the magnitude of the discontinuities for the various ingredients of the Gibbs free energy. As expected, all contributions vanish at the critical temperature, above which there is a continuous crossover between the ␣ and the ␥ phase. It also can be seen from this figure that the entropy discontinuity is by far the largest contribution. The phase transition is therefore driven by entropy, rather than by energetics. The entropy discontinuity itself is mainly determined by the magnetic entropy.
G. Analysis of results
In order to investigate the importance of the different aspects of the present calculations ͑i.e., the DLM description of the ␥ phase, the inclusion of finite temperature effects in the electronic free energy, and the CPA itself͒, as compared to earlier studies, we have also performed a set of calculations where, selectively, we neglect some of these effects and look at the consequences. In particular, we study the influence of these effects on the critical temperature and the slope of the phase separation line. The results of these calculations are summarized in Table IV , in comparison with the results of earlier theoretical, as well as, experimental studies.
First we focus on the importance of the disordered local moments representation of the ␥ phase. By comparing the DLM results in Table IV with those marked by Ferro ͑ferro-magnetic calculations for the ␥ phase͒, one finds that the DLM calculations lead to a moderate lowering of the critical temperature, and a more negative zero temperature transition pressure. This can easily be understood, since at zero temperature, the ferromagnetically ordered phase has a lower energy as compared to the disordered phase. Experimentally such a magnetic order is not observed, since at low temperatures ͑and positive pressures͒ Ce is in its nonmagnetic ␣ phase. The lowering of the critical temperature cannot be easily identified with a specific aspect of the DLM calculations, since many effects, such as the curvature of the free energies with respect to the concentration, but also the anharmonic terms in the total energy as a function of volume, conspire to determine the phase diagram.
The second point is the effect of finite temperature on the total energy and the electronic entropy. In earlier studies of the phase diagram, 32, 33, 40 the electronic structure calculations were performed at zero temperature, and the finite temperature effect entered only via the mixing entropy, the magnetic entropy and in Ref. 33 also the vibrational entropy. This means that E tot ͑T , c , V͒ was replaced by E tot ͑0,c , V͒ and the electronic entropy S el was neglected. In Fig. 16 , we analyze the difference between the electronic free energy F el ͑T , c , V͒ = E tot ͑T , c , V͒ − TS el ͑T , c , V͒ and the total energy at T = 0. The difference F el ͑T , c , V͒ − F el ͑0,c , V͒ exhibits a moderate dependence on the concentration. The larger effect for the ␣ phase is easily explained using a low temperature expansion. The main effect of the finite temperatures is the broadening of the Fermi function. To lowest order in temperature, the change of the free energy is proportional to the density of states at the Fermi level. The effect on the phase diagram can be seen in Table IV while the slope of the phase separation line remains unaltered.
Next is the effect of the CPA. In the study by Svane, 32 it was suggested that the weak departure from linearity of the total energy curves as a function of concentration ͑Fig. 7͒ did not play an important role. Thus, we recalculated the phase diagram, replacing the full concentration dependence of the total energy by the linear interpolation
The effect of this approximation can be seen in Table IV by comparing the columns II and III, respectively. Both sets of calculations use the T = 0 K total energies only. The transition temperature obtained from the linear interpolation is strikingly reduced, in comparison to the CPA calculation, and similar to the one reported by Svane. As pointed out by Johansson et al., 33 the critical temperature is to a large extent determined by the mixing entropy. Without the mixing entropy one would at all temperatures find a sudden transition ͑with a finite volume collapse͒ between the low-and highpressure phases. The mixing entropy will, if the temperature is high enough, lead to a minimum of the free energy for an intermediate concentration of the ␥ phase, eventually resulting in a continuous crossover between the low-pressure and the high-pressure phases. As seen in Fig. 7 , the CPA gives rise to a convex ͑from above͒ curvature of the total energies. It effectively reduces the mixing entropy and increases the critical temperature. It can also be seen that within this linear approximation, the difference between the DLM and the Ferro calculations is strongly reduced, which means that the main effect of DLM is not only the energy lowering of the ␥ phase, but more importantly a different shape of the energy versus concentration curves.
Last, we discuss the effect of the degeneracy of the ␥ phase ground state. As described above, in the CF calculations a degeneracy of 8 was used, corresponding to almost degenerate A 2u and T 2u states, arising from a crystal field TABLE IV. The critical temperature and pressure, as well as, the zero temperature and room temperature transition pressures and the zero pressure transition temperature for different calculations: DLM and Ferro refer to the disordered or ferromagnetic alignment of the local moments in the ␥ phase, CF and SO indicate the crystal field or spin-orbit scenario, as discussed in the text. The index I denotes calculations with finite temperature effects included in the band structure and the CPA, II refers to the neglect of these finite temperature effects, and III represents calculations, where in addition the concentration dependence was approximated by a linear interpolation. The main results, which are also shown in the figures, are the DLM-CF ͑I͒ calculations, printed as bold in the splitting. The results to be compared here are shown in the columns CF and SO of Table IV. In the SO scenario, the term proportional to ln 6, corresponding to a J =5/2 state, was used for the magnetic entropy, instead of ln 8, as in the CF scenario. One can see that the magnetic entropy, being linear in c, determines mostly the slope of the phase separation line and has only a minor effect on the magnitude of the critical temperature. The results obtained with the DLM and the magnetic entropy due to the CF splitting show better agreement of the calculated transition pressures with experiment. This, however, may be due to a cancellation of errors. The slope of the phase separation line is mainly given by the ratio ͑S ␥ − S ␣ ͒ / ͑V ␥ − V ␣ ͒, where S ␣͑␥͒ and V ␣͑␥͒ are the T =0 values of the entropy and the volume of the ␣͑␥͒ phase.
Due to the larger underestimation of the volume of the ␣ phase, the volume collapse is slightly overestimated in our approach. Therefore the higher value of the entropy difference in the CF scenario, as opposed to the SO scenario, leads to a better agreement with the experimental slope. It should be noted though that these calculations do not include the vibrational entropy. To estimate the effect of this vibrational entropy, we recalculate the phase diagram using a simple model for the vibrational entropy, namely
with the value of ⌬S vib ␥-␣ Ϸ 0.75, as suggested by Jeong et al. 41 In doing so, the critical temperature is only slightly reduced to 1292 K, while the critical pressure increases to 69 kbar. In view of the above discussion, it is not surprising that a contribution, which is purely linear in c, basically affects only the critical pressure. We conclude from this result that this simplified model for the vibrational entropy is too crude and a more sophisticated one should be put in place. One should add here that Johansson et al. 33 have employed a DebyeGrüneisen model, while Svane 32 has completely neglected the vibrational entropy.
Finally, we would like to comment on the finding of Niklasson et al. 42 that the disordered local moments can give rise to a localization of f-electrons. From our DLM only calculation, without applying SIC, we found that it is not possible to stabilize a local moment in Ce, except at very large volumes, where even the LSD yields a magnetic solution.
VIII. DISCUSSION
As already mentioned, experiments indicate that the ␣ phase is not composed of tetravalent Ce atoms, but is rather described by an intermediate valence of 3.67. 30 From Fig.  10 , we see that an intermediate valence, i.e., a fractional concentration ͑0 Ͻ c Ͻ 1͒, would lead to an increased equilibrium lattice constant. One can simulate the effect of the intermediate valence for the ␣ phase by simply rescaling the concentrations when evaluating the phase diagram. In Fig.  17 we present the critical points of the phase transition obtained when we represent the ␣ phase by a nonzero concentration, c 0 , of the trivalent Ce atoms, added into the host of tetravalent Ce atoms. As can be seen in the figure, the critical temperature quickly decreases with the increase of the admixture of trivalent Ce in the ␣ phase. In this calculation, the SIC-LSD energies have been uniformly calibrated to keep the zero temperature transition pressure at its original value of −7.4 kbar. It can be seen in the figure that the best value for critical temperature is obtained for c 0 Ϸ 0.4, which corresponds to an intermediate valence of 3.6.
The intermediate valence scenario for the ␣ phase, as discussed above, could result from dynamical fluctuations. These fluctuations could be realized by describing Ce as a two level system ͑TLS͒. We will elaborate on this idea in Sec. IX. A mechanism, based on the dynamical interaction of two states will, quite generally, be more effective if the two states are close in energy. Looking at the total energy as a function of the lattice spacing and the concentration ͑Fig. 10͒, one finds that the pure ␣ and ␥ solutions ͑LDA and SIC-LSD, respectively͒ are degenerate close to a = 8.9 atomic units. The interaction of these two states will lower the total energy at these lattice constants, and eventually might establish them as the global minimum. The increased lattice constant would be closer to experimental values. Clearly such a state would be neither described by full localization nor delocalization of the f electron, but would be better characterized as an intermediate valence state. In the following section we will outline how we envision this two-level system to work.
The next point we want to discuss is the effect of lattice relaxations. In the intermediate valence regime ͑as described by the static CPA͒ there is a rather large size mismatch between the ␣ and the ␥ atoms, which may give rise to strong internal strains. Allowing for lattice relaxations, which are not considered here, would give rise to an energy lowering for intermediate concentrations and could lead to intermediate valence, even in the static limit, and hence to the reduction of the critical temperature.
Another factor that might have a significant influence on the phase diagram and its characteristics is associated with the single-site aspect of the CPA. Being a single-site theory, the CPA cannot deal with order in disorder, namely with short range order ͑SRO͒ in the distribution of the alloy con- figurations. However, even in the disordered phase it must be important to distinguish situations where the nearest neighbors are preferentially like atoms from those where they are unlike atoms. Such short range order is expected to lower the free energy of the disordered state and hence lower T c of the ␣-␥ phase transition. In addition, it should influence the energetically favorable relative concentration of the two different components of the alloy. Thus by taking SRO into account one might be able to move beyond the primitive alloy analogy and improve on the present LSIC-KKR-CPA approach. The way it could be accomplished is by implementing the nonlocal extention of the KKR-CPA, [45] [46] [47] which would allow to treat possible correlated valence fluctuations near the ␣-␥ phase transition in Ce.
Finally, the phase diagram of Ce suggests that at negative pressure there could exist a quantum critical point ͑QCP͒, i.e., a localization-delocalization transition at zero temperature, driven by pressure. The vicinity of this QCP, although it is not accessible experimentally, could still influence the physics of the material in the accessible positive pressure range. The quantum fluctuations, which are responsible for the transition, should also be visible in its vicinity and could explain the correlated nature of the ␣ phase.
IX. OUTLOOK
Several times in this article we have referred to the possibility of going beyond the theory outlined above by allowing for dynamical valence and spin fluctuations. In short, the suggestion is that, as above, we regard the self-interaction corrected and the not so corrected version of the local potential at a site, as corresponding to two states of the atom and allow for such atom to tunnel between the two states ͉a͘ and ͉b͘, which would form a two-level system. Electrons interacting with such TLS were already thoroughly studied in the context of metallic glasses. 43 In the present scenario such a procedure would address the valence fluctuations. On the other hand, identifying the possible spin states of the SIcorrected system with the two levels 51 would constitute a possible dynamical generalization of the DLM formalism, taking into account dynamical spin fluctuations. This might describe the Kondo screening of the local moments at low temperatures.
Many of the consequences of such interactions are by now well known. 44 In such studies the TLS is an atom tunneling between two nearly degenerate positions in a metallic environment. 44 The physics is particularly interesting in the case of assisted tunneling where the TLS changes its state as an electron scatters from it. However, it should be stressed that in the cases where the atom changes its position in the tunneling process, the TLS is external to the electron system while in the proposed model it is designed to capture the physics of a slowly changing collective degree of freedom of the electrons themselves. In this sense our TLS is very much like the DLM in paramagnetic metals.
From the point of view of the present perspective the most directly relevant work on external TLS's is that of Vladar et al. 48 They show that, if the TLS couples two or more angular momentum states, as the temperature is lowered the high temperature pseudoalloy phase gives way, at a characteristic temperature T K to a ground state which is an orbital analogue of Kondo singlets of magnetic impurities in metals. In the case of the LDA/SIC-LSD TLS, this means, that at high temperatures, we would find the pseudoalloy, as described above, while at low temperatures, the system would be neither in the LDA, nor in the SIC-LSD state, but would be in an intermediate valence ground state. Clearly, such dynamical fluctuations may also help to reduce the critical temperature if the generalized Kondo temperature, associated with the TLS, is not too small.
As a final remark concerning the dynamical generalization of our disordered local valence calculations we note that the above model is an analogue of Yuval and Anderson's Kondo Hamiltonian approach to the magnetic impurity problem, as opposed to the full dynamical calculation based on the Anderson model, deployed for the same problem by Hamann. 49, 50 The relevant point to stress is that these two calculations yield, in the appropriately asymptotic, namely scaling, regime the same results. Thus, they lend credit to the above proposed short-cut to a first principles DMFT treatment of our fluctuating valence problem.
X. CONCLUSIONS
We have presented a multiple scattering, implementation of the SIC-LSD formalism for solids within KKR band structure method, combined with the CPA description of intermediate valences. The method has been illustrated on the application to the Ce ␣-␥ phase transition. The results have been discussed in detail, highlighting the functionality and potential of this approach owing to a better static description of spin and valence fluctuations. The importance of all the different aspects of the formalism has been analyzed in detail. This method is not to be looked at as an alternative to the earlier implementations within the LMTO-ASA band structure method. Its great potential, and in some way superiority, arises from the local and multiple scattering aspects through which the method lends itself easily to various generalizations and extensions on the account of the straightforward determination of the one-electron Green's function. Of particular interest here is an inclusion of dynamical fluctuations, for which a roadmap has been briefly outlined in the preceding section. The results of the present paper constitute the crucial steps on this road towards dynamics.
Finally, there is one more aspect of the present results which warrants further comment. As we have reported in Sec. VII G, in our DLM calculations local moment formed only when the local electronic structure was described by SIC-LSD, while it iterated to zero when LDA was used in recalculating the spin polarized crystal potential. This is precisely the behavior one would have expected on the basis of the numerous successes of SIC in predicting moment formation, and no moment formation in applications to extended systems. 31, 32 Clearly, the fact that our local implementation of SIC, namely LSIC, behaves in this way lends strong support to our contention that self-interaction correction formalism can be, and perhaps should be, applied at the local level.
