We present new kernelization results for two problems, s-cycle transversal and (≤ s)-cycle transversal, when s is 4 or 5. We show that 4-cycle transversal and ≤ 4-cycle transversal admit 6k 2 vertex kernels in general graphs. We then prove NP-completeness of s-cycle transversal and (≤ s)-cycle transversal in planar graphs for s > 3. We show the following linear vertex kernels in planar graphs -a 74k vertex kernel for 4-cycle transversal; a 32k vertex kernel for (≤ 4)-cycle transversal; a 266k vertex kernel for (≤ 5)-cycle transversal.
Introduction
Graphs that are free of cycles (not just induced cycles) of a given length s are extensively studied in extremal graph theory [2, 9, 10, 13, 17] . When s is small(s ≤ 5), such graphs are examined for their chromatic numbers [19, 20] , adapted list coloring [3] , and M-degrees [7] . For small s value, such graphs also have interesting applications. For example, the class of 4-cycle-free Taner graphs plays an important role in designing Low-Density Parity-Check (LDPC) codes [18] .
In this paper we study the problem of obtaining a maximum subgraph without cycles of a given length s through edge deletions. This problem is equivalent to the following edge transversal problem. We say an edge e covers a cycle C if e is one of the edges in C.
s-cycle transversal: Given an undirected graph G and an integer k, is there a set S of at most k edges in G such that every cycle in G of length s is covered by at least one edge in S? We shall call S a transversal set. s-cycle transversal is known to be NP-complete in general graphs [23] . Approximation algorithms for s-cycle transversal have been studied in Krivelevich [16] and Kortsarz et al. [15] . Krivelevich [16] presented a linear programming-based 2-approximation algorithm for 3-cycle-transversal. Kortsarz et al. [15] showed that the approximation ratio 2 is likely the best possible by showing that a (2 − ǫ)-approximation algorithm for 3-cycle-transversal implies a (2 − ǫ)-approximation algorithm for vertex cover, which is highly unlikely [14] . Kortsarz et al. [15] also gave a generalized (s − 1)-approximation algorithm for s-cycle transversal where s is any odd number. We also study a related problem (≤ s)-cycle transversal, where one asks for a minimum edge set to cover all cycles of length ≤ s for a given s. The approximation algorithms for (≤ s)-cycle transversal has been studied in [15] . and undirected graphs. All paths and cycles considered in this paper are simple. A path P in a graph G is a sequence of vertices P = (v 0 , v 1 , · · · , v l ) such that v i−1 and v i are adjacent for all 1 ≤ i ≤ l. The length of P is the number of edges in P . A path Q is called a sub-path of P if Q is a subsequence of P ; or equivalently, we say that P contains Q. A cycle is a closed path where the first vertex is the same as the last vertex in the sequence. For example C = (a, b, c, d, a) is a cycle of length 4 containing edges (a, b), (b, c), (c, d), and (d, a). For a set of edges T , if both cycles C 1 and C 2 contain T , we say T is shared by C 1 and C 2 . If C 1 and C 2 have no other common edges, we say C 1 and C 2 are edge-disjoint-sharing T . Let W be a set of cycles in G, we use E(W ) to represent the set of edges in cycles in W , and G[W ] to represent the subgraph induced by vertices in cycles in W .
For all the s-cycle transversal problems with various s values discussed in this paper, we assume the input graph has been preprocessed by removing all vertices and edges that are not contained in any s-cycle. It is clear that this preprocessing is correct and can be done in polynomial time.
Kernels in General Graphs
First we show that 4-cycle transversal in general graphs admits a 6k 2 kernel. Let G = (V, E) be the input graph after the above mentioned preprocessing. We construct a witness structure W in G, which is a subgraph of G whose size does not exceed our target kernel bound. Let W be a maximal set of 4-cycles in G that share pairwise at most one edge. We enumerate all 4-cycles in G and compute W using a simple greedy algorithm.
Reduction Rule 1: For any edge e in a 4-cycle in W , if e is shared by k other 4-cycles in W , then delete e from G, remove all 4-cycles containing e from W , and decrease k by 1.
It is clear that Reduction Rule 1 can be applied in polynomial time. Proof. Since W is a maximal set of 4-cycles that share pairwise at most one edge, the k + 1 4-cycles are pairwise edge-disjoint-sharing e. If G has a transversal set S of size k, then e must be in S, since otherwise at least k + 1 edges are needed to cover the k + 1 4-cycles. Thus we can safely delete e and decrease k by 1.
Let G ′ be the reduced graph that cannot be further reduced by Reduction Rule 1. Let
. We show that G ′ has at most 6k 2 vertices, by bounding the sizes of both W and Q. Proof. We show that if G ′ has more than 6k 2 vertices, then G does not have a transversal set of size k. First observe that if W contains more than k 2 4-cycles, then G ′ does not have a transversal set of size k, since by Reduction Rule 1 any edge in G ′ covers at most k 4-cycles in W . This implies that G[W ] has no more than 4k 2 vertices, because otherwise W contains more than k 2 4-cycles. In the rest of the proof, we show that Q has no more than 2k 2 vertices. The total number of vertices in G ′ is at most 4k 2 + 2k 2 = 6k 2 .
First observe that Q induces an independent set. Suppose that there is an edge e in Q. e must belong to a 4-cycle C. Since both end points of e are not in W , at most two vertices of C are in W , which implies that C shares at most one edge with any 4-cycle in W . Thus C should be included in W due to the maximality of W .
Let v be a vertex in Q and let C v be a 4-cycle containing v. There exists a 4-cycle C ∈ W that shares at least two edges with C v . We call v a Q-neighbor of C in this case. Note that if v is a Q-neighbor of a 4-cycle C = (a, b, c, d, a) ∈ W , then v must be connected to either both a and c, or to both b and d. If C has more than two Q-neighbors, then at least two of them, denoted by x and y, are connected to the same vertex pair {a, c} or {b, d}. Without loss of generality, assume that both x and y are connected to both a and c. Then (x, a, y, c, x) is a 4-cycle that does not share an edge with 4-cycles in W and thus should be included in W . This contradicts the that x and y are not in W . Since every 4-cycle C in W has at most two Q-neighbors, and each vertex in Q is a Q-neighbor of some 4-cycle in W , the number of vertices in Q is at most 2|W | ≤ 2k 2 .
This completes the proof.
For an input graph G of (≤ 4)-cycle transversal, we compute a witness structure W , which is a maximal set of 3-cycles and 4-cycles that share pairwise at most one edge. For any edge e in a 3-cycle or 4-cycle in W , if e is shared by k other 3 or 4-cycles in W , we delete e from G and decrease k by 1. The arguments in the proof of Theorem 2.2 still apply. Thus we have Our quadratic kernels improve the O(k 3 ) kernel implied by Abu-Khzam's kernelization algorithm for s-hitting set [1] . The concept of a witness structure and Reduction Rule 1 are similar to the concept of weakly related edges and the high occurrence rule used in [1] . The use of problem-specific structures (e.g., Q-neighbours) is crucial in getting the improved kernel upper bounds.
NP-Completeness in Planar Graphs
s-cycle transversal for any fixed s ≥ 3 is known to be NP-complete in general graphs [23] . Brügmann et al. [4] showed it is NP-complete in planar graphs when s = 3, through a reduction from Vertex Cover in cubic planar graphs, a known NP-complete problem. For an input planar cubic graph G of Vertex Cover, they constructed a graph G ′ by replacing vertices and edges in G with special vertex gadgets and edge gadgets such that finding a minimum edge set to cover all triangles in G ′ is equivalent to finding a minimum vertex cover for G. Their proof can be generalized to yield the NP-completeness for s-cycle transversal in planar graphs for any fixed s ≥ 3. In particular, we modify the vertex and edge gadget construction to obtain a graph G ′′ such that finding a minimum edge set to cover all cycles of length s in G ′′ is equivalent to finding a minimum vertex cover for G. Proof. (Sketch) Let (G, k) be the input of Vertex Cover, where G = (V, E) is a planar cubic graph. We build a graph G ′ as follows. For each u ∈ V , construct a vertex gadget B u as shown in Figure 1 (a). A solid edge in B u represents a single edge, a dashed edge represents a chain of length s − 2, and the dotted edge between b and e represents a chain of length s − 3. The three edges (a, c), (b, d), (c, d) are docking edges that are used to connect with the edge gadgets to be defined as below. For each edge {u, v} ∈ E, construct an edge gadget, which is a cycle C {u,v} = {x, y, z, . . .} of length s. The vertex gadgets are then connected through edge gadgets as 
Since there is no cycle of length < s in the construction, the above proof can be naturally extended to show NP-completeness of ≤ s-cycle transversal in planar graphs. 
Linear Kernels in Planar Graphs
We first present a 74k kernel for 4-cycle transversal in planar graphs. Given an input graph G, we say that a 4-cycle C in G is dangling if only one edge of C is shared with other 4-cycles in G.
Reduction Rule 2:
If there is a dangling 4-cycle C in G, then delete all four edges in C and decrease k by 1.
It is easy to verify the following lemma.
Lemma 4.1. Reduction Rule 2 is correct and can be applied in polynomial time.
Let the reduced graph be G ′ = (V, E). To bound the size of G ′ , we will use the regiondecomposition framework developed by Guo and Niedermeier [12] . Suppose that G ′ has a transversal set S of size k. Let V (S) be the set of endpoints of the edges in S. V (S) have at most 2k vertices. We call a cycle an uncover cycle if it is not covered by S.
In order to apply the region-decomposition framework, a graph problem has to admit the following distance property. For two vertices u and v, we say the distance d(u, v) is the length of a shortest path between u and v. Similarly, for an edge e = (u, v) and a vertex w, the distance d(e, w) is the minimum of d(u, w) and d(v, w).
Definition 4.2 ([12]).
A graph problem on input G = (V, E) is said to admit the distance property with constants C V and C E if, for every solution set S with vertex set V (S), it holds that, for every vertex u ∈ V , there exists a vertex v ∈ V (S) with d(u, v) ≤ C V , and, for every edge e ∈ E, there exists a vertex v ∈ V (S) with d(e, v) ≤ C E .
With respect to V (S), it is clear that 4-cycle transversal admits the distance property (C V = 1, C E = 1). Therefore we can decompose G ′ into a set of regions. 
All vertices inside R(u, v) have distance at most 1 to at least one of the vertices u and v.
Similarly, all edges whose both endpoints are inside R(u, v) have distance at most 1 to at least one of the vertices u and v.
With the exception of u and v, none of the vertices inside R(u, v) are from V (S).
A V (S)-region decomposition of G ′ is a set R of regions such that no vertex lie strictly inside more than one region from R. The following Lemma directly follows from Lemma 1 in [12] . Proof. Consider a region R(u, v). We distinguish two cases.
There may not be an edge between u and v. If there is an edge between u and v, then this edge is not in S, which means u and v are endpoints of two edges e, e ′ ∈ S, separately, where both e and e ′ are outside R(u, v). This implies that no edge from S is inside R(u, v).
First, there are no degree-one vertices in R(u, v) since they are not involved in any 4-cycle. Second, there are no edges with both end points strictly inside R(u, v). Suppose there is such an edge e with both end points strictly inside R(u, v), e must form a 4-cycle with two other vertices inside R(u, v), thus all the edges in this 4-cycle must be inside R(u, v). This contradicts the fact that no edge from S is inside R(u, v). Therefore all vertices strictly inside R(u, v) must have degree at least two and must connect to boundary vertices. As shown in Fig 2(a) , R(u, v) has at most 6 boundary vertices including u and v. For every pair of boundary vertices, there can be only one vertex strictly inside R(u, v) connecting to both of them, otherwise they will form an uncovered 4-cycle strictly inside R(u, v). Out of the 15 pair of boundary vertices, each of the pairs -{u, b}, {u, d}, {a, v}, {c, v} -cannot share a common neighbor vertex strictly inside R(u, v) since these will result in uncovered 4-cycles; each of the pairs -{a, b}, {c, d} -cannot share common neighbor vertices since the neighbor vertices will have distance larger than 1 from u and v; at most one of the pairs -{u, v}, {a, d}, {b, c} -can have a common neighbor due to planarity of the region. Therefore, there can be at most 5 vertices strictly inside R(u, v), as shown in Fig 2(a) .
The edge (u, v) is either inside R(u, v) or inside a different region between u and v. The analysis for case 1 still applies except that there can be edges with both end points strictly inside R(u, v), such as (e, f ) in Fig 2(b) which is contained in a 4-cycle (u, e, f, v, u). Since G ′ is reduced by Reduction Rule 2, this 4-cycle cannot be dangling, therefore at least one of the edges (e, u), (e, f ), and (f, v) has to be involved in another 4-cycle. First, it is not possible for (e, f ) to be involved in another 4-cycle. If (e, f ) forms another 4-cycle (u, f, e, v, u) with (u, v), then we have an uncovered 4-cycle (u, e, v, f, u) inside R(u, v). If (e, f ) forms another 4-cycle with an edge other than (u, v) in R(u, v), again this 4-cycle will be uncovered. Without loss of generality, assume that (e, u) is involved in another 4-cycle. It is not possible for (e, u) to be involved in another 4-cycle that contains (u, v). If there is a 4-cycle (u, e, w, v, u) where w is a vertex inside R(u, v), then (e, w, v, f, e) will be uncovered in R(u, v). So (e, u) has to be involved in a 4-cycle that is covered by an edge outside R(u, v). In order to form such a 4-cycle, e must be connected to a boundary vertex, either a, c, or v (connecting to b or d will result in uncovered 4-cycles). Based on this observation, there can be at most three such edges with both end points strictly inside R(u, v) forming 4-cycles with (u, v), see Fig 2(b) . It is easy to verify that one more such edge will either result in a dangling 4-cycle or an uncovered 4-cycle in R(u, v). In this case, there are at most 8 vertices strictly inside the region R(u, v).
Therefore, there are at most 8 vertices strictly inside R(u, v) and at most 4 vertices on the boundary of R(u, v). Overall, there are at most 12 vertices in R(u, v) that are not in V (S). Proof. Let w be a vertex outside any region in R. w has to be involved in some 4-cycle C. Let (u, v) ∈ S be the edge that covers C. Without loss of generality, assume that w is adjacent to u, i.e., there exists another vertex w ′ such that C = (u, w, w ′ , v, u). If w ′ is also outside any region, then the path (u, w, w ′ , v) either forms a new region between u and v or should be included in an existing region between u and v, contradicting the maximality of R. Therefore w ′ must be a boundary vertex for some region R(u, v) between u and v. Let (u, a, b, v) and (u, c, d, v) be the boundary paths of R(u, v). w ′ cannot be b or d since otherwise (u, w, w ′ , a, u) or (u, w, w ′ , c, u) are uncovered 4-cycles. Therefore w ′ has to be either a or c. This implies that either (a, v) ∈ E or (c, v) ∈ E. Note that in this case, w is the only vertex outside all regions that is adjacent to boundary vertices of R(u, v). If there is another such vertex w ′′ , then this will result in either uncovered 4-cycles or violation of the planarity of R(u, v). Overall, there can be one outside vertex for each region, this gives the 6k − 6 bound. Proof. To count the total number of vertices, we do not need to count the vertices outside all regions in R. From the analysis in Lemma 4.6, a vertex outside the region R(u, v) will always be adjacent to either u and one of the boundary vertices adjacent to u, or v and one of the boundary vertices adjacent to v. If such an outside vertex exists, we cannot have a vertex strictly inside R(u, v) that is adjacent to the same two vertices since this will result in an uncovered 4-cycle. When we count the total number of vertices, we only need to count them once.
There are at most 2k vertices in V (S). By Lemma 4.4 and Lemma 4.5, there are at most 6k − 6 regions and at most 12 vertices for each region. Therefore the total number of vertices in G ′ is at most (6k − 6) * 12 + 2k = 74k − 72.
The proof of Theorem 4.7 can be easily adapted to show the following kernelization result for (≤ 4)-cycle transversal in planar graphs. Proof. Using the same argument as in the proof of Theorem 4.7, we decompose the planar input graph G into 6k − 6 regions. The arguments in Lemma 4.5 still apply. Since there cannot be any uncovered 3-cycle in a region R(u, v), we can further reduce the number of vertices in each region. For case 1 (Figure 2(a) ), four of the five vertices strictly inside R(u, v) (except the vertex adjacent to both u and v) form uncovered 3-cycles with boundary edges of R(u, v). Therefore they cannot exist in R(u, v) and there is at most one vertex strictly inside R(u, v). Similarly, for case 2 (Figure 2(b) ), each vertex strictly inside R(u, v) either form uncovered 3-cycles, such as e, or cannot exist independently, such as f . The only possible vertex strictly inside R(u, v) will be a vertex that is adjacent to both u and v. So in this case there is also at most one vertex strictly inside R(u, v). Overall, the numbers of vertices inside each region R(u, v) is at most 5, one strictly inside R(u, v) and four on the boundary. We claim there are no vertices lying outside the regions in R. Suppose there exists such a vertex w. If w forms in a 3-cycle with u and v, then w should be included as a boundary vertex of R(u, v). If w forms a 4-cycle which is covered by the edge (u, v), then we follow the arguments in Lemma 4.6. With the additional requirement that w cannot be form an uncovered 3-cycle, we see that such w cannot exist. Therefore the total number of vertices in G ′ is at most (6k − 6) * 5 + 2k = 32k − 30.
Next we consider (≤ 5)-cycle transversal. We say a cycle C is a small cycle if C has length ≤ 5. A small cycle C is dangling if only one edge of C is shared with other small cycles. Given two vertices u and v, we call a simple path L from u to v a chain if all vertices in L except u and v are of degree two. We use |L| to denote the length of L. We assume the input graph G = (V, E) for (≤ 5)-cycle transversal has been preprocessed such that all edges and vertices which are not involved in any small cycle are deleted. We repeatedly apply each of the following reduction rules until the graph cannot be reduced further. Proof. We shall prove that if the graph G has a transversal set of size k, then there exists a transversal set of size k that contains an edge in L. Since L and L ′ form a small cycle, if no edge in L is included in a transversal set, then at least one edge in L ′ must be included. Suppose there is a transversal set S of size k that contains an edge e ′ in L ′ . Let e be an arbitrary edge in L. Form another set S ′ by substituting e ′ with e, i.e., S ′ = S − e ′ + e. We claim that S ′ is also a transveral set of size k for G. Obviously |S| = |S ′ | = k. If there exists a small cycle C in G − S ′ , then C must contain L ′ and a path P from u to v. This implies that P and L also form a small cycle in G − S which is not covered by S. This contradicts that S is a transversal set for G.
Reduction Rule
3.2: For any two vertices u and v with (u, v) / ∈ E, if there are two chains L and L ′ from u to v such that |L| + |L ′ | > 5 and |L| ≤ |L ′ |, delete L ′ .
Lemma 4.10. Reduction Rule 3.2 is correct.
Proof. Let G and G ′ be the graphs before and after L ′ is deleted. We show that G has a transversal set of size k if and only if G ′ has one. Since G ′ is a subgraph of G, the only-if part is obvious. Suppose that S ′ is a transversal set of size k for G ′ . Case 1: S ′ does not contain any edge in L.
This implies that S ′ is also a transversal set for G. Suppose this is not true, then there exists a small cycle C in G − S ′ . C must contain L ′ and a path P from u to v. Then P and L also form a small cycle in G ′ which is not covered by S ′ . This contradicts that S ′ is a transversal set for G ′ . Case 2: S ′ contains an edge e in L and S ′ is not a transversal set for G.
This implies that there exists a small cycle C that contains L ′ and a path P from u to v and is not covered by S ′ . Since |L| + |L ′ | > 5 (by Reduction Rule 4.1) and |P | + |L ′ | ≤ 5, we have |P | < |L|.
Moreover, we show C is the only small cycle that is not covered by S ′ in G, that is, the path P is unique. If there is another path P ′ from u to v such that P ′ and L ′ also form a small cycle in G not covered by S ′ , by the same argument we have |P ′ | < |L|. Since P and P ′ are two different paths from u to v and |P | + |P ′ | < |P | + |L| ≤ |P | + |L ′ | ≤ 5, P and P ′ must form a small cycle (not necessarily including u or v) that is not covered by S ′ . This contradicts that S ′ is a transversal set in G ′ .
Pick an edge e ′ in P and form a set S ′′ = S ′ − e + e ′ , we claim that S ′′ is also a transversal set of size k for G ′ . Suppose this is not true and there is a small cycle C that is not covered by S ′′ . Then C must contain L and another path P ′ from u to v, which is different from P . Since |P | < |L|, P and P ′ must form a small cycle not covered by S ′ . This again contradicts that S ′ is a transversal set in G ′ .
Now that
S ′′ is a transversal set of size k for G ′ and S ′′ does not contain any edge in L, by case 1, S ′′ is also a transversal set for G.
Reduction Rule 3.3:
For an edge (u, v) ∈ E, if there is a small cycle C containing (u, v) such that for any edge e = (u, v) in C, all small cycles containing e must go through both u and v, then delete (u, v) and decrease k by 1. Proof. Let G and G ′ be the graphs before and after the deletion of (u, v). We show that G has a transversal set of size k if and only if G ′ has a transversal set of size k − 1. If S ′ is a transversal set of size k − 1 for G ′ , then clearly S ′ ∪ (u, v) is a transversal set of size k for G. On the other hand, let S be a transversal set of size k for G, if S contains (u, v), then S − (u, v) is a transversal set of size k − 1 for G ′ .
If S does not contain (u, v), to cover the small cycle C, at least one of the edges other than (u, v) has to be in S. Call this edge e. Then let S ′ = S − e + (u, v). We claim S ′ is also a transversal set for G. Suppose there is a cycle C ′ that is not covered by S ′ , then C ′ must contain e and thus goes through both u and v, and C ′ does not contain (u, v). C ′ can be broken into two paths P 1 and P 2 both connecting u and v. Without loss of generality, suppose P 1 contains e, then P 2 and (u, v) form an even smaller cycle, and this small cycle is not covered by S. This contradicts that S is a transversal set for G.
Since S ′ is a transversal set for G and
Clearly all the reduction rules can be applied in polynomial time. Let G ′ = (V, E) be the graph in which all the reduction rules cannot be applied further. Suppose that G ′ has a transversal set S of size k. Let V (S) be the set of endpoints of the edges in S. V (S) has at most 2k vertices. With respect to V (S), (≤ 5)-cycle transversal admits the distance property (C V = 2, C E = 1). By the region-decomposition framework (Lemma 1 in [12] ), we can decompose G ′ into a set of regions. Proof. We distinguish two cases.
Any vertex w strictly inside R(u, v) must belong to a small cycle C. C cannot be totally inside R(u, v), since otherwise C will not be covered by S. Since w is strictly inside R(u, v), C must have either one or two vertices outside R(u, v), which means w belongs to a path of length 2 or 3 and this path connects two boundary vertices of R(u, v).
To bound the number of vertices strictly inside R(u, v), we consider all possible paths of length 2 or 3 which are strictly inside R(u, v) and connect two boundary vertices. First we consider paths of length 2. To avoid uncovered small cycle inside R(u, v), a path of length 2 can be only between vertex pairs {u, v}, {a, f }, {b, e}, {c, d}. Due to planarity, only paths between one such pair can exist. Also, only one such path can be between the vertex pair since two such paths will form a 
Figure 3: Two cases in the region decomposition -(a) case 1; (b) case 2, note that only the structure of the subregion R 2 is drawn here.
4-cycle. This implies that there can be only one vertex w strictly inside R(u, v) such that w only belongs to a path of length 2 connecting two boundary vertices. For paths of length 3, one of the boundary vertices has to be either u or v, due to the distance restriction C V = 2 in the decomposition. Therefore they can be between the following vertex pairs: {u, c}, {u, v}, {u, f }, {a, v}, {d, v}. We decompose R(u, v) further into subregions between any of these vertex pairs (see Figure 3 (a) ). Due to planarity, at most three subregions can exist inside R(u, v).
Let P 1 be the lowest path of length 3 connecting u and c. Let R 1 be the subregion enclosed by the path (u, a, b, c) and P 1 . We claim that there are only two vertices strictly inside R 1 . Any vertex w strictly inside R 1 also belongs to a path of length 3 connecting two boundary vertices of R(u, v). To avoid forming uncovered small cycles in R 1 , the only possibility is that w belongs to a path P ′ 1 of length 3 connecting u and c. Also, P ′ 1 has to be a chain between u and c. By Reduction Rule 3.1 and 3.2, P ′ 1 is the only such chain strictly inside R 1 . Let P 2 and P 3 be the highest and lowest paths of length 3 connecting u and v. Let R 2 be the subregion enclosed by P 2 and P 3 . P 1 and P 2 may share boundary vertices. Based on the definitions of R 1 and R 2 , there are no vertex between subregion R 1 and R 2 .
We define and analyze other subregions in a similar fashion. By the same argument, there are at most 2 vertices strictly inside each subregion. So, in total there are at most 20 vertices in R(u, v) except u and v. Case 2: (u, v) ∈ S.
For any vertex w strictly inside R(u, v), in addition to paths of length 2 or 3 connecting two boundary vertices (as in case 1), w can also belong to a path of length 4 connecting u and v (this path forms a 5-cycle with the edge (u, v)). As in case 1, we decompose R(u, v) into subregions. The definition and analysis of all subregions remain the same except the subregion R 2 between u and v (see Figure 3 (b) ). Note that in Figure 3 (b) only the structure of the subregion R 2 is drawn.
Let P 1 and P 2 be the highest and lowest paths (strictly inside R(u, v)) of length 3 or 4 connecting u and v. R 2 is the subregion enclosed by P 1 and P 2 . We claim that there are no paths of length 2 to 4 strictly inside R 2 connecting u and v, because such path will result in the application of Reduction Rule 3.3. In particular, if such path P exists, then P and (u, v) forms a small cycle. For each edge e on P , all the small cycles containing e must go through both u and v. If there is a small cycle C containing e and C does not go through u and v, i.e., C intersects with P 1 or P 2 at a vertex other than u and v, then this will always result in an uncovered small cycle in R 2 . Therefore such C cannot exist and Reduction Rule 3.3 applies.
In the worst case, both P 1 and P 2 are of length 4. It is still possible to have paths of length 3 inside R 2 connecting vertex pairs {u, c ′ }, {u, f ′ }, {a ′ , v}, {d ′ , v}. To avoid uncovered small cycles, paths connecting at most two such vertex pairs can exist in R 2 and such paths has to also be chains. By Reduction Rule 3.1 and 3.2, there can be only one such path between a certain vertex pair.
Therefore there are at most 10 vertices inside R 2 except u and v. For the other two subregions that can possibly exist in R(u, v), there are at most 7 vertices inside each subregion. Furthermore, for the paths P 1 and P 2 that enclose R 2 , at least one vertex on each path is shared with other subregions, since otherwise Reduction Rule 3.3 applies.
So there are in total at most 22 vertices inside R(u, v) except u and v.
Lemma 4.14. There are no vertices outside the regions in R.
Proof. Suppose w is a vertex outside any region in R. w has to be in a small cycle C. Let (u, v) be the edge in S that covers C and R(u, v) be the region that contains (u, v). Then w is on a path P of length at most four between u and v. Clearly P has to intercept with R(u, v). It is not hard to check that no matter how P intercepts with R(u, v), P should either be included in R(u, v) or from an uncovered small cycle with the boundary paths of R(u, v). Therefore such w cannot exist. Proof. There are at most 2k vertices in V (S). By Lemma 4.12, the reduced graph G ′ can be decomposed into at most 12k − 12 regions. By Lemma 4.13 and Lemma 4.14, there are at most 22 vertices inside each region and there are no vertex outside all the regions. Therefore the total number of vertices in G ′ is at most (12k − 12) * 22 + 2k = 266k − 264.
