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a b s t r a c t
Let G be a digraph that consists of a finite set of vertices V(G). G is called a circulant
digraph if its automorphism group contains a |V (G)|-cycle. A circulant digraph G has arcs
(i, i+a1), (i, i+a2), . . . , (i, i+aj)(mod|V (G)|) incident to each vertex i, where integers aks
satisfy 0 < a1 < a2 < aj ≤ |V (G)|−1 and are called jumps. It is well known that not every
G is Hamiltonian. In this paperwe give sufficient conditions for aG to have a Hamilton cycle
with prescribed distinct jumps, and prove that such conditions are also necessary for every
G with two distinct jumps. Finally, we derive several results for obtaining G′ with k, k ≥ 2
distinct jumps if the corresponding G contains a Hamilton cycle with two distinct jumps.
Published by Elsevier B.V.
1. Introduction
Let G be a digraph that consists of a finite set V (G) of vertices. A digraph G is called a circulant digraph if its automorphism
group contains a |V (G)|-cycle. So, a circulant digraph G has arcs (i, i+ a1), (i, i+ a2), . . . , (i, i+ aj)(mod|V (G)|) incident to
each vertex i, where integers aks satisfy 0 < a1 < a2... < aj ≤ |V (G)| − 1 and are called jumps [3–5].
Undirected circulant graphs (i.e. circulants [3]), which represent a subset of circulant digraphs (i.e., each jump ak in a
circulant implies the existence of its counterpart |V (G)| − ak) have been extensively studied in the literature [1–3,5–8]. In
particular, Lovász proved that all connected circulants areHamiltonian [8]. Chen et al. has shown that nonbipartite connected
circulants of a degree equal to at least three are Hamilton-connected, and bipartite connected circulants of a degree equal
to at least three are Hamilton-laceable [6]. It also has been shown in [5] that the connected circulants of a degree equal to
at least three are edge-bipancyclic while the ones with girth equal to three are pancyclic.
Much less is known about circulant digraphs.We know, however, that not all circulant digraphs contain a Hamilton cycle.
Only some special cases were solved in [4,9].
Let G be a circulant digraph with k jumps. In this paper we give sufficient conditions for G to be Hamiltonian, and
furthermore, to contain a Hamilton cycle induced by k distinct jumps (Section 2). In Section 3we show that these conditions
are also necessary in the case of k = 2. Finally, in Sections 4 and 5 we derive Hamilton cycles induced by k distinct jumps
in a circulant digraph G′. In particular, in Section 5 these Hamilton cycles in G′ are derived from G that contains a Hamilton
cycle with two distinct jumps.
2. Hamilton cycles with k distinct jumps
From this point on by circulant we mean a circulant digraph and by path/cycle we mean a directed path/cycle. In this
section we give sufficient conditions for a circulant G to contain a Hamilton path induced by k jumps. We first prove the
following lemma.
Lemma 2.1. Let a, k, s, q, s′, q′ be given positive integers such that s = ks′, q = kq′, and s ≥ q. If sequence a, 2a, . . . , qa (mod s)
contains q distinct integers then sequence a, 2a, . . . , q′a (mod s′) contains q′ distinct integers.
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Proof. Suppose sequence a, 2a, . . . , qa (mod s) contains q distinct integers but sequence a, 2a, . . . , q′a (mod s′) does not
contain q′ distinct integers. Then there is an integer t , t < q′, such that ta ≡ 0 (mod s′). But this implies contradiction
tka ≡ 0 (mod s). 
For given positive integers s1, s2, . . . , sk define P i in Gn(a1, a2, . . . , ak) as follows:
P i = i+ a1, i+ 2a1, . . . , i+ s1a1,
i+ s1a1 + a2, i+ s1a1 + 2a2, . . . , i+ s1a1 + s2a2,
. . .
i+ s1a1 + s2a2 + · · · + sk−1ak−1 + ak, i+ s1a1 + s2a2 + · · · + sk−1ak−1 + 2ak, . . . ,
i+ s1a1 + s2a2 + · · · + sk−1ak−1 + skak (mod n).
Let CG(s1, s2, . . . , sk) denote a Hamilton cycle in Gn(a1, a2, . . . , ak) of the form 0, P0, Pc, P2c, . . . , Pm (mod n), where
m+ s1a1 + s2a2 + · · · + sk−1ak−1 + skak ≡ 0 (mod n). Then we can present the following.
Theorem 2.2. Let Grs(a1, a2, . . . , ak) be a connected circulant digraph. Let si be integers such that rs/gcd(rs, ai) > si ≥ 1 and
s = s1 + s2 + · · · + sk. Let t be a positive integer and ts = rs/gcd(rs, aj) for some aj. If gcd(rs, s1a1 + s2a2 + · · · + skak) = s
and ai ≡ aj (mod s) then Grs(a1, a2, . . . , ak) has Hamilton cycle CG(s1, s2, . . . , sk).
Proof. Consider a cycle formed by a single jump aj. The size of such a cycle is ts = rsgcd(rs,aj) . So, vertices aj,
2aj, . . . , tsaj (mod rs) in G are all distinct. By Lemma 2.1 vertices aj, 2aj, . . . , saj (mod gcd(rs, aj)s) are also distinct. For
integers aj, 2aj, . . . , saj (mod ajs) all distinct, aj, 2aj, . . . , saj (mod s) in G represent sgcd(aj,s) distinct vertices. Relation
ai ≡ aj (mod s) assures gcd(aj, s) = 1. Otherwise, gcd(a1, s) = gcd(a2, s) = · · · = gcd(ak, s) > 1 and Grs(a1, a2, . . . , ak) is
disconnected. So, vertices aj, 2aj, . . . , saj (mod s) in G are all distinct. Since ai ≡ aj (mod s) and aj, 2aj, . . . , saj (mod s) are
all distinct, then vertices
a1, 2a1, . . . , s1a1,
s1a1 + a2, s1a1 + 2a2, . . . , s1a1 + s2a2,
. . .
s1a1 + s2a2 + · · · + sk−1ak−1 + ak, s1a1 + s2a2 + · · · + sk−1ak−1 + 2ak, . . . ,
s1a1 + s2a2 + · · · + sk−1ak−1 + skak (mod s)
of path P0 in G are also all distinct, because they are equal to vertices a1, 2a1, . . . , sa1 (mod s). In addition, the last vertex in
P0 is s1a1+s2a2+· · ·+sk−1ak−1+skak ≡ 0 (mod s). Consider now a circulant digraphHrs(c)with c = s1a1+s2a2+· · ·+skak.
Since gcd(rs, s1a1+s2a2+· · ·+skak) = s then the length of a circuit formed by c inH is r . Each arc (i, i+c) inH corresponds
then to a path P i in G, where P i is of the following form:
i+ a1, i+ 2a1, . . . , i+ s1a1,
i+ s1a1 + a2, i+ s1a1 + 2a2, . . . , i+ s1a1 + s2a2,
. . .
i+ s1a1 + s2a2 + · · · + sk−1ak−1 + ak, i+ s1a1 + s2a2 + · · · + sk−1ak−1 + 2ak, . . . ,
i+ s1a1 + s2a2 + · · · + sk−1ak−1 + skak (mod rs).
Consider now a circuit (0, c, 2c, . . . , rc) (mod rs) in Hrs(c) and traverse a corresponding Hamilton cycle 0, P0, Pc, P2c,
. . . , P (r−1)c (mod rs) in G. In P0 all vertices a1, 2a1, . . . , s1a1 + s2a2 + · · · + sk−1ak−1 + skak are distinct (mod s), and hence
they are distinct (mod rs). So, they are visited exactly once. In addition, the last visited vertex corresponds to c that satisfies
s1a1 + s2a2 + · · · + skak ≡ 0 (mod s), so it is visited once as well. Suppose that all vertices in P0Pc · · · P ic are visited exactly
once for i < r−1. Then the unvisited vertex (i+1)c+a1, where (i+1)c ≡ 0 (mod s), will be visited next. Furthermore, the
next s vertices will be distinct (mod s), uniquely implied by the last visited vertex (i+1)c , and hence distinct (mod rs). Thus,
they will be visited exactly once. So, all the vertices in P0Pc · · · P icP (i+1)c must be visited exactly once for i+1 ≤ r−1. Thus,
by induction there exists a circuit of rs distinct vertices in G corresponding to circuit (0, c, 2c, . . . , rc) (mod rs) of r arcs in
Hrs(c). 
3. Hamilton cycles with 2 distinct jumps
In the previous section we presented a result for Hamilton cycles with k distinct jumps, which are sufficient but not
necessary. The proof relied on representing some path P of length s with the sequence of k given distinct jumps, and then
repeating such a sequence multiple times to satisfy the length of a Hamilton cycle. In particular, it relied on the assumption
that the sequence of k jumps spans s distinct vertices in some path P , and terminates on vertex 0 (mod s). To illustrate that
this is not necessary, consider circulant G36(3, 6, 9, 10) that has Hamilton cycle CG(1, 1, 1, 1), which can be easily verified.
Clearly, ai ≡ aj(mod s) is not satisfied here as was required in the Theorems of Section 2.
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For two distinct jumps, however, we can also derive necessary conditions for a circulant to be Hamiltonian. First we need
the following lemma.
Lemma 3.1. Let a, b, s, s′ be given positive integers such that a 6= b, s > s′, and sequence a, 2a, . . . , sa (mod s) contains s
pairwise distinct integers. Sequence a, 2a, . . . , s′a, s′a + b, s′a + 2b, . . . , s′a + (s − s′)b (mod s) contains s pairwise distinct
integers and s′a+ (s− s′)b ≡ 0 (mod s) if and only if a ≡ b (mod s).
Proof. A sufficient condition is obvious since s′a + b, s′a + 2b, . . . , s′a + (s − s′)b ≡ (s′ + 1)a, (s′ + 2)a, . . . , sa (mod s).
Suppose that there exists b such that b 6= a (mod s), and sequence a, 2a, . . . , s′a, s′a+b, s′a+2b, . . . , s′a+(s−s′)b (mod s)
contains s pairwise distinct integers. This would mean that s′a + b ≡ s′′a (mod s), where s > s′′ > s′ + 1. So, there would
exist an integer b′ = ta, where s − s′ ≥ t ≥ 2, such that sequence a, 2a, . . . , s′a, s′a + b′, s′a + 2b′, . . . , s′a + (s − s′)b′
(mod s) contains s pairwise distinct integers. Since sequence a, 2a, . . . , sa (mod s) contains s pairwise distinct integers then
sequence a, 2a, . . . , s′a, s′a + b′ (mod s) does not include element s′a + (t − 1)a (mod s). But this would also mean that
element s′a + (t − 1)a (mod s) in sequence a, 2a, . . . , s′a, s′a + b′, s′a + 2b′, . . . , s′a + (s − s′)b′ (mod s) would have to
immediately follow either element (s′ − 1)a (mod s) or s′a+ (s− s′)b ≡ 0 (mod s), which is a contradiction. 
Based on Lemma 3.1 we obtain the following.
Theorem 3.2. Let Grs(a1, a2) be a connected circulant digraph. Let si be integers such that rs/gcd(rs, ai) > si ≥ 1 and s = s1+s2.
Let t be a positive integer and ts = rs/gcd(rs, aj) for either a1 or a2. Grs(a1, a2) has Hamilton cycle CG(s1, s2) if and only if
gcd(rs, s1a1 + s2a2) = s and a1 ≡ a2 (mod s). In addition, for a1 ≡ a2 (mod s) satisfied Grs(a1, a2) has Hamilton cycle that
comprises both jumps if and only if gcd(rs, s1a1 + s2a2) = s.
Proof. Sufficient conditions follow directly from Theorem 2.2, so we focus on the necessary conditions. Suppose C is a
Hamilton cycle in G that comprises both jumps.Without loss of generality, assume that C contains a path of length z1 formed
by jump a1, where z1 represents a longest sequence of consecutive jumps a1 in C . Then path
((i+ k)a1, (i+ k)a1 + a1, . . . , (i+ k)a1 + z1a1, (i+ k)a1 + z1a1 + a2) = (Px, (i+ k)a1 + z1a1 + a2)
implies path
((i+ k− 1)a1 + a2, (i+ k− 1)a1 + a2 + a1, . . . , (i+ k− 1)a1 + a2 + z1a1, (i+ k− 1)a1 + 2a2 + z1a1)
= (Py, (i+ k− 1)a1 + 2a2 + z1a1)
in C . Then, by induction every path P i in C must consist of exactly z1 arcs of the form (j, j+ a1), and by the same argument
as above each P imust be followed by path Q i of exactly z2 arcs of the form (j, j+a2) in C . So, we can assume that s = z1+ z2
(with appropriate r). Without loss of generality, let t be a positive integer such that ts = rs/gcd(rs, a1). This means that
vertices i + a1, i + 2a1, . . . , i + tsa1 (mod rs) are all pairwise distinct in G. Then by Lemma 2.1 vertices i + a1, i +
2a1, . . . , i+ sa1 (mod gcd(rs, a1)s) are also distinct. For integers i+ a1, i+ 2a1, . . . , i+ sa1 (mod a1s) all distinct, sequence
i+a1, i+2a1, . . . , i+ sa1 (mod s) in G represents sgcd(a1,s) distinct vertices. Relation a1 ≡ a2 (mod s) assures gcd(a1, s) = 1.
Otherwise, gcd(a1, s) = gcd(a2, s) > 1 and Grs(a1, a2) is disconnected. Consequently, vertices i + a1, i + 2a1, . . . , i + sa1
(mod s) in G are all pairwise distinct. This implies that vertices a1, 2a1, . . . , sa1 (mod s) in G are all pairwise distinct and
z1a1+ z2a2 ≡ 0 (mod s) is satisfied. So, by Lemma 3.1 vertices a1, . . . , z1a1, z1a1+ a2, . . . , z1a1+ z2a2 (mod s) are pairwise
distinct if and only if a1 ≡ a2 (mod s). So, a1 ≡ a2 (mod s)must be satisfied. Finally, suppose that gcd(rs, z1a1 + z2a2) 6= s.
Consider a circulant digraph Hrs(c)with c = z1a1 + z2a2. Since gcd(rs, z1a1 + z2a2) 6= s then the length of a circuit formed
by c in H is not equal to r . Each arc (i, i+ c) in H corresponds then to a path P iQ i of length s = z1 + z2 in G. But this would
mean that Gwould not be of order rs, which is a contradiction. 
Note that Theorem 3.2 corrects and generalizes the result presented in [4]. Here we allow a Hamilton cycle for s1 > 1
and s2 > 1. In [4] it was assumed that if a Hamilton cycle exists then either s1 = 1, s2 > 1, or s1 > 1, s2 = 1 assures its
existence. However, it can be easily verified that G13×3×16(3, 16) has a Hamilton cycle for s1 = 5, s2 = 8, which the above
conditions do not imply.
4. Derived Hamilton cycles based on Hamiltonian Gn(a1, a2, . . . , ak)
Based on Theorem 2.2, for a given G with Hamilton cycle induced by k distinct jumps, we can derive G′ with Hamilton
cycle induced by k + 1 or k + 2 distinct jumps. In particular, these results will be used in the next section to transform G
with a Hamilton cycle induced by 2 distinct jumps to G′ with a Hamilton cycle induced by k, k ≥ 3, distinct jumps.
Theorem 4.1. Let Gn(a1, a2, . . . , ak) be a given circulant digraph with Hamilton cycle CG(s1, s2, . . . , sk), ai ≡ aj (mod s1 +
s2 + · · · + sk), and aj+1 − aj = d = const. Let x, y be a pair of positive integers such that x = k − i + 1 > y > i > 0. Let
G′n(a′1, a
′
2, . . . , a
′
k+1) be a circulant such that a
′
j = aj for j ≤ k. If there exist sx ≥ 2, sy ≥ 2, and n − ak > d then there exists a
Hamilton cycle CG′(s′1, s
′
2, . . . , s
′
k+1) such that the following holds:
Z.R. Bogdanowicz / Discrete Mathematics 309 (2009) 2100–2107 2103
(1) s′x = sx − 1,
(2) s′y = sy − 1,
(3) s′x+i = 1,
(4) s′y−i = sy−i + 1,
(5) s′j = sj for j 6= x+ i, j 6= x, j 6= y, j 6= y− i, and
(6) a′k+1 = ax + id.
Proof. Since path P i inGn(a1, a2, . . . , ak) is a part of CG(s1, s2, . . . , sk) then all its vertices are pairwise distinct. Consider now
a circulant digraphHn(c)with c = s1a1+ s2a2+· · ·+ skak corresponding to P i. The length of a cycle induced by c inH would
have to be n/(s1+ s2+· · ·+ sk) because of CG(s1, s2, . . . , sk) that is of length n (i.e., c induced cycle is s1+ s2+· · ·+ sk times
smaller than size n of CG(s1, s2, . . . , sk)), whichmeans that theremust be gcd(n, s1a1+ s2a2+· · ·+ skak) = s1+ s2+· · ·+ sk
such cycles in H . By (6), a′k+1 = ak + d by letting i = 1 (which implies x = k). By assumption, d = ax − ax−1, so
a′k+1 = ak + ax − ax−1. Since ai ≡ aj (mod s1 + s2 + · · · + sk) and because a′k+1 = ak + ax − ax−1 then a′k+1 ≡ aj
(mod s1 + s2 + · · · + sk) is satisfied. In addition, s′1 + s′2 + · · · + s′k+1 = s1 + s2 + · · · + sk, and by Lemma 2.1 all vertices in
P ′i are pairwise distinct (mod s′1+ s′2+ · · ·+ s′k+1). Furthermore, if (1) through (4) are satisfied then we have the following:
s′xa
′
x + s′ya′y + s′x+ia′x+i + s′y−ia′y−i = (sx − 1)a′x + (sy − 1)a′y + a′x+i + (sy−i + 1)a′y−i
= (sx − 1)a′x + (sy − 1)a′y + (a′x + id)+ sy−ia′y−i + (ay − id)
= (sx − 1)ax + (sy − 1)ay + ax + sy−iay−i + ay
= sxax + syay + sy−iay−i.
Then by (5), s′1a
′
1 + s′2a′2 + · · · + s′k+1a′k+1 = s1a1 + s2a2 + · · · + skak = c. This in turn means that an arc in Hn(c) also
corresponds to P ′ i in G′n(a′1, a
′
2, · · · , a′k+1). So, gcd(n, s′1a′1+ s′2a′2+· · ·+ s′k+1a′k+1) = s′1+ s′2+· · ·+ s′k+1 and by Theorem 2.2
G′n(a′1, a
′
2, · · · , a′k+1) contains Hamilton cycle CG′(s′1, s′2, · · · , s′k+1). 
There are five more cases to consider based on the relative values of x and y. They are stated in the next five Corollaries
as follows.
Corollary 4.2. Let Gn(a1, a2, . . . , ak) be a given circulant digraphwith Hamilton cycle CG(s1, s2, . . . , sk), ai ≡ aj (mod s1+s2+
· · · + sk), and aj+1 − aj = d = const. Let x be a positive integer such that x = k− i+ 1 > i > 0. Let G′n(a′1, a′2, . . . , a′k+1) be a
circulant such that a′i = ai for i ≤ k. If there exist sx ≥ 3, and n− ak > d then there exists a Hamilton cycle CG′(s′1, s′2, . . . , s′k+1)
such that the following holds:
(1) s′x = sx − 2,
(2) s′x+i = 1,
(3) s′x−i = sx−i + 1,
(4) s′j = sj for j 6= x+ i, j 6= x, j 6= x− i, and
(5) a′k+1 = ax + id.
Proof. Follows the same steps as the proof of Theorem 4.1. 
Corollary 4.3. Let Gn(a1, a2, . . . , ak) be a given circulant digraph with Hamilton cycle CG(s1, s2, . . . , sk), ai ≡ aj (mod s1 +
s2 + · · · + sk), and aj+1 − aj = d = const. Let x, y be a pair of positive integers such that k − i + 1 > x > y = i > 0. Let
G′n(a′1, a
′
2, . . . , a
′
k+1) be a circulant such that a
′
j+1 = aj for j ≥ 1. If there exist sx ≥ 2, sy ≥ 2, and a1 > d then there exists a
Hamilton cycle CG′(s′1, s
′
2, . . . , s
′
k+1) such that the following holds:
(1) s′x+1 = sx − 1,
(2) s′y+1 = sy − 1,
(3) s′x+i+1 = sx+i + 1,
(4) s′1 = 1,
(5) s′j+1 = sj for j 6= x, j 6= y, j 6= x+ i, and
(6) a′1 = ay − id.
Proof. Follows the same steps as the proof of Theorem 4.1. 
Corollary 4.4. Let Gn(a1, a2, . . . , ak) be a given circulant digraph with Hamilton cycle CG(s1, s2, . . . , sk), ai ≡ aj (mod s1 +
s2+· · ·+ sk), and aj+1−aj = d = const. Let x be a positive integer such that k− i+1 > x = i > 0. Let G′n(a′1, a′2, . . . , a′k+1) be
a circulant such that a′j+1 = aj for j ≥ 1. If there exist sx ≥ 3, and a1 > d then there exists a Hamilton cycle CG′(s′1, s′2, . . . , s′k+1)
such that the following holds:
(1) s′x+1 = sx − 2,
(2) s′x+i+1 = sx+i + 1,
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(3) s′1 = 1,
(4) s′j+1 = sj for j 6= x, j 6= x+ i, and
(5) a′1 = ax − id.
Proof. Follows the same steps as the proof of Theorem 4.1. 
Corollary 4.5. Let Gn(a1, a2, . . . , ak) be a given circulant digraph with Hamilton cycle CG(s1, s2, . . . , sk), ai ≡ aj (mod s1 +
s2 + · · · + sk), and aj+1 − aj = d = const. Let x, y be a pair of positive integers such that k − i + 1 = x > y = i > 0. Let
G′n(a′1, a
′
2, . . . , a
′
k+2) be a circulant such that a
′
j+1 = aj for j ≥ 1. If there exist sx ≥ 2, sy ≥ 2, n− ak > d, and a1 > d then there
exists a Hamilton cycle CG′(s′1, s
′
2, . . . , s
′
k+2) such that the following holds:
(1) s′x+1 = sx − 1,
(2) s′y+1 = sy − 1,
(3) s′1 = 1 and s′k+2 = 1,
(4) s′j+1 = sj for j 6= x, j 6= y, and
(5) a′1 = ay − id and a′k+2 = ax + id.
Proof. Follows the same steps as the proof of Theorem 4.1. 
Corollary 4.6. Let Gn(a1, a2, . . . , ak) be a given circulant digraph with Hamilton cycle CG(s1, s2, . . . , sk), ai ≡ aj (mod s1 +
s2 + · · · + sk), and aj+1 − aj = d = const. Let x be a positive integer such that x = k− i+ 1 = i > 0. Let G′n(a′1, a′2, . . . , a′k+2)
be a circulant such that a′j+1 = aj for j ≥ 1. If there exist sx ≥ 3, n − ak > d, and a1 > d then there exists a Hamilton cycle
CG′(s′1, s
′
2, . . . , s
′
k+2) such that the following holds:
(1) s′x+1 = sx − 2,
(2) s′1 = 1 and s′k+2 = 1,
(3) s′j+1 = sj for j 6= x, and
(4) a′1 = ax − id and a′k+2 = ax + id.
Proof. Follows the same steps as the proof of Theorem 4.1. 
Note that the results presented in this section were based on the assumption that aj+1 − aj = const for j < k in G.
This does not diminish the generality of these results because aj ≡ ai(mod s1 + s2 + · · · + sk) allows Gn(a1, a2, . . . , ak)
with Hamilton cycle CG(s1, s2, . . . , sk) and coefficients sj ≥ 1 to be transformed to G′n(a′1, a′2, . . . , a′k′), where k′ ≥ k, every
coefficient s′j ≥ 0 instead, and a′j+1 − a′j = const . The above Theorems can then be applied to G′n(a′1, a′2, . . . , a′k′).
5. Hamilton cycles implied by CG(s1, s2)
Based on the results from previous sections we will show that Hamiltonian Gn(a1, a2) implies the existence of
Hamilton cycles CG′(s1, s2, . . . , sk), where V (G) = V (G′). For convenience, we introduce the following notation. If si+1 =
si+2 = · · · = si+j = 1 in CG′(s1, . . . , si, si+1, . . . , si+j, . . . , sk), then CG′(s1, . . . , si, si+1, . . . , si+j, . . . , sk) is equivalent to
CG′(s1, . . . , si, 11, . . . , 1j, . . . , sk), and toCG′(s1, . . . , si, 1j, . . . , 11, . . . , sk). Firstwe consider a special casewhen s1 = s2 = s.
Theorem 5.1. Let s, k be given positive integers such that s > 1, 2s ≥ k > 2, and k 6= 2s − 1. Let a1 > s(a2 − a1) and
n − a2 > s(a2 − a1). If Gn(a1, a2) has Hamilton cycle CG(s, s) then G′n(a′1, a′2, . . . , a′k) has Hamilton cycle CG′(s′1, s′2, . . . , s′k),
where either a′1 = (i + 1)a1 − ia2, a′j+1 = a′j + (a2 − a1) for k = 2i + 2, or a′1 = ia1 − (i − 1)a2, a′j+1 = a′j + (a2 − a1) for
k = 2i+ 1.
Proof. If Gn(a1, a2) is Hamiltonian then by Theorem 3.2 a1 ≡ a2 (mod 2s)must be satisfied. So, a2− a1 ≡ 0 (mod 2s)must
also be satisfied, andwe can apply Theorems from Section 4 to transform Gn(a1, a2). If s = 2, then by Corollary 4.5 Gn(a1, a2)
can be transformed as follows:
Gn(a1, a2) → G1n(a1 − (a2 − a1), a1, a2, a2 + (a2 − a1))
= G1n(2a1 − a2, a1, a2, 2a2 − a1)
with the corresponding Hamilton cycles
CG(2, 2)→ CG1(1, 1, 1, 1)
of 2 and 4 pairwise distinct jumps.
Otherwise (for s > 2), by Corollaries 4.2 and 4.4 Gn(a1, a2) can be transformed as follows:
Gn(a1, a2) → G1n(a1 − (a2 − a1), a1, a2) = G1n(2a1 − a2, a1, a2)
→ G2n(2a1 − a2, a1, a2, a2 + (a2 − a1)) = G2n(2a1 − a2, a1, a2, 2a2 − a1)
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with the corresponding Hamilton cycles
CG(s, s)→ CG1(1, s− 2, s+ 1)→ CG2(1, s− 1, s− 1, 1)
of 2, 3 and 4 pairwise distinct jumps.
If s − 1 = 2 (i.e., there is no integer i ≥ 1 that satisfies 2i < 2s − 4) then based on Corollary 4.5 CG2(1, s − 1, s − 1, 1)
can be transformed as follows:
G2n(2a1 − a2, a1, a2, 2a2 − a1)→ G3n(3a1 − 2a2, 2a1 − a2, a1, a2, 2a2 − a1, 3a2 − 2a1)
with the corresponding Hamilton cycles
CG2(1, 2, 2, 1)→ CG3(1, 1, 1, 1, 1, 1)
for k = 2s− 2 and k = 2s.
Otherwise, there exists an integer i ≥ 1 such that 2i < 2s− 4. So, s− i ≥ 3, which satisfies Corollary 4.4. Furthermore,
for every positive integer i that satisfies 2i < 2s− 4 we have the following recursive transformation:
G2in ((i+ 1)a1 − ia2, ia1 − (i− 1)a2, . . . , a1, a2, . . . , ia2 − (i− 1)a1, (i+ 1)a2 − ia1)
→ G2i+1n ((i+ 2)a1 − (i+ 1)a2, (i+ 1)a1 − ia2, . . . , a1, a2, . . . , ia2 − (i− 1)a1, (i+ 1)a2 − ia1)
→ G2i+2n ((i+ 2)a1 − (i+ 1)a2, (i+ 1)a1 − ia2, . . . , a1, a2, . . . , (i+ 1)a2 − ia1, (i+ 2)a2 − (i+ 1)a1)
with the corresponding Hamilton cycles
CG2i(1i, 1i−1, . . . , 11, s− i, s− i, 11, . . . , 1i−1, 1i)
→ CG2i+1(1i+1, 1i, . . . , 11, s− i− 2, s− i, 11, . . . , 1i−1, 2)
→ CG2i+2(1i+1, 1i, . . . , 11, s− i− 1, s− i− 1, 11, . . . , 1i, 1i+1)
for k = 2i+ 2, 2i+ 3, and 2i+ 4. So, this exhausts all Hamilton cycles for 2s− 2 ≥ k ≥ 3.
Finally, for 2i = 2s− 4 we have the following transformation based on Corollary 4.5.
G2in ((i+ 1)a1 − (i)a2, ia1 − (i− 1)a2, . . . , a1, a2, . . . , ia2 − (i− 1)a1, (i+ 1)a2 − ia1)
→ G2i+1n ((i+ 2)a1 − (i+ 1)a2, (i+ 1)a1 − ia2, . . . , a1, a2, . . . , (i+ 1)a2 − ia1, (i+ 2)a2 − (i+ 1)a1)
with the corresponding Hamilton cycles
CG2i(1i, 1i−1, . . . , 11, 2, 2, 11, . . . , 1i−1, 1i)→ CG2i+1(1i+1, 1i, . . . , 11, 1, 1, 11, . . . , 1i, 1i+1)
for k = 2s− 2 and k = 2s. 
For the remaining cases we obtain the following results.
Theorem 5.2. Let s1, s2, k be given positive integers such that s1 > s2 > 1 and s1 + s2 − 1 ≥ k > 2. Let a1 >
((s1 + s2 + 1)/2)(a2 − a1) and n − a2 > a1 > ((s1 + s2 + 1)/2)(a2 − a1). If Gn(a1, a2) has Hamilton cycle CG(s1, s2) then
G′n(a′1, a
′
2, . . . , a
′
k) has Hamilton cycle CG′(s
′
1, s
′
2, . . . , s
′
k), where a
′
1 = (i+1)a1−ia2, a′j+1 = a′j+(a2−a1) for 2i+2 ≥ k ≥ 2i+1
and k− 1 ≥ j ≥ 1.
Proof. IfGn(a1, a2) is Hamiltonian then by Theorem3.2 a1 ≡ a2 (mod s1+s2)must be satisfied. So, a2−a1 ≡ 0 (mod s1+s2)
must also be satisfied, and we can apply Theorems from Section 4 to transform Gn(a1, a2) as follows. Let s′ = s1 − s2.
First by Corollaries 4.4 and 4.2 Gn(a1, a2) can be transformed as follows:
Gn(a1, a2)→ G1n(2a1 − a2, a1, a2)→ G2n(2a1 − a2, a1, a2, 2a2 − a1)
with the corresponding Hamilton cycles
CG(s1, s2)→ CG1(1, s1 − 2, s2 + 1)→ CG2(1, s1 − 1, s2 − 1, 1)
of 2, 3 and 4 pairwise distinct jumps.
If s2−1 = 1 (i.e., there is no integer i ≥ 1 that satisfies 2i < 2s2−2) then CG2(1, s1−1, 1, 1) represents a special case of
CG2i+2(1i+1, 1i, . . . , 11, s1− (s2− 2)− 1, 1, 11, . . . , 1i, 1i+1) by letting i = 0, which we consider in a later part of this proof.
Otherwise, there exists an integer i ≥ 1 such that 2i < 2s2 − 2. So, s2 − i > 1. Furthermore, s1 > s2 implies that s1 − i ≥ 3,
which satisfies Corollary 4.4. Then for every positive integer i that satisfies 2i < 2s2 − 2 we have the following recursive
transformation:
G2in ((i+ 1)a1 − ia2, ia1 − (i− 1)a2, . . . , a1, a2, . . . , ia2 − (i− 1)a1, (i+ 1)a2 − ia1)
→ G2i+1n ((i+ 2)a1 − (i+ 1)a2, (i+ 1)a1 − ia2, . . . , a1, a2, . . . , ia2 − (i− 1)a1, (i+ 1)a2 − ia1)
→ G2i+2n ((i+ 2)a1 − (i+ 1)a2, (i+ 1)a1 − ia2, . . . , a1, a2, . . . , (i+ 1)a2 − ia1, (i+ 2)a2 − (i+ 1)a1)
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with the corresponding Hamilton cycles
CG2i(1i, 1i−1, . . . , 11, s1 − i, s2 − i, 11, . . . , 1i−1, 1i)
→ CG2i+1(1i+1, 1i, . . . , 11, s1 − i− 2, s2 − i, 11, . . . , 1i−1, 2)
→ CG2i+2(1i+1, 1i, . . . , 11, s1 − i− 1, s2 − i− 1, 11, . . . , 1i, 1i+1)
for k = 2i + 2, 2i + 3, and 2i + 4. So, this exhausts all Hamilton cycles for 2s2 ≥ k ≥ 3. The last generated Hamilton cycle
for i = s2 − 2 and k = 2s2 is of the following form:
CG2i+2(1i+1, 1i, . . . , 11, s1 − (s2 − 2)− 1, 1, 11, . . . , 1i, 1i+1) = CG2i+2(1i+1, 1i, . . . , 11, s, 1, 11, . . . , 1i, 1i+1),
where s = s1− (s2− 2)− 1 ≥ 2. If s = 2 then k = s1+ s2− 1 and we are done. Otherwise, assume s ≥ 3. So, for i = s2− 2
we transform it based on Corollary 4.4 as follows:
CG2i+2(1i+1, 1i, . . . , 11, s, 1, 11, . . . , 1i, 1i+1)→ CG2i+3(1i+2, 1i+1, . . . , 11, s− 2, 1, 11, . . . , 1i, 2),
which exhausts all Hamilton cycles with k ≤ 2s2+ 1. Now, every Hamilton cycle with k odd, and s1+ s2+ 2 > k ≥ 2s2+ 1
can be obtained based on Corollary 4.6 as follows:
CG2i+3(1i+2, 1i+1, . . . , 11, s− 2, 11, 12, . . . , 1i+1, 2)
→ CG2i+5(1i+3, 1i+2, . . . , 11, s− 4, 11, 12, . . . , 1i+1, 2, 11)
→ CG2i+7(1i+4, 1i+3, . . . , 11, s− 6, 11, 12, . . . , 1i+1, 2, 11, 12)
· · ·
→ CG2i+s′+1(1i+s′/2+1, 1i+s′/2, . . . , 11, s− s′, 11, 12, . . . , 1i+1, 2, 11, 12, . . . , 1s′/2−1)
where s − s′ = 1 if s1 + s2 is odd, or s − s′ = 2 if s1 + s2 is even. Furthermore, except for the case s − s′ = 1, each of the
above Hamilton cycle with k odd can be transformed based on Theorem 4.1 to a Hamilton cycle with k even as follows:
CG2i+2j+1(1i+j+1, 1i+j, . . . , 11, s− 2j, 11, 12, . . . , 1i+1, 2, 11, 12, . . . , 1j−1)
→ CG2i+2j+2(1i+j+1, . . . , 1j+1, 2, 1j−1, . . . , 11, s− 2j− 1, 11, . . . , 1i+1, 1, 11, . . . , 1j).
So, this exhausts all Hamilton cycles for s1 + s2 − 1 ≥ k ≥ 3. 
For the relation s2 > s1 > 1 we have the following:
Corollary 5.3. Let s1, s2, k be given positive integers such that s2 > s1 > 1 and s1 + s2 − 1 ≥ k > 2. Let a1 >
((s1 + s2 + 1)/2)(a2 − a1) and n − a2 > a1 > ((s1 + s2 + 1)/2)(a2 − a1). If Gn(a1, a2) has Hamilton cycle CG(s1, s2) then
G′n(a′1, a
′
2, . . . , a
′
k) has Hamilton cycle CG′(s
′
1, s
′
2, . . . , s
′
k), where a
′
k = (i+1)a2−ia1, a′j−1 = a′j−(a2−a1) for 2i+2 ≥ k ≥ 2i+1
and k ≥ j ≥ 2.
Proof. Follows the same steps as in Theorem 5.2. During the transformation of Gn(a1, a2), Corollary 4.2 is invoked instead
of Corollary 4.4, Corollary 4.4 instead of Corollary 4.2, and Corollary 4.3 instead of Theorem 4.1. 
Note that Theorems 5.1 and 5.2, and Corollary 5.3 represent the unrestricted cases, i.e., a1 > ((s1 + s2 + 1)/2)(a2 − a1)
and n−a2 > a1 > ((s1+ s2+1)/2)(a2−a1) are satisfied. In restricted cases, the derived jumps in G′n(a′1, a′2, . . . , a′k)would
still present the following sequence:
a′1, a
′
1 + (a2 − a1), a′1 + 2(a2 − a1), . . . , a′1 + (k− 1)(a2 − a1),
where two middle jumps satisfy a′i = a1 and a′i+1 = a2.
Finally, we present the derived CG′(s, s) for a special case of Gn(a1, a2).
Theorem 5.4. Let a1 > a2 − a1 and n − a2 > a2 − a1. If Gn(a1, a2) has Hamilton cycle CG(l, l) then G′n(2a1 − a2, 2a2 − a1)
has Hamilton cycle CG′(l, l).
Proof. If Gn(a1, a2) has CG(l, l) then by Theorem 3.2 a1 ≡ a2 (mod 2l) and gcd(n, la1 + la2) = 2l must be satisfied. So,
a2 − a1 ≡ 0 (mod 2l)must also be satisfied, and we can transform Gn(a1, a2) as follows:
Gn(a1, a2) → G′n(a1 − (a2 − a1), a2 + (a2 − a1))
= G′n(2a1 − a2, 2a2 − a1)
= G′n(a′1, a′2)
with the corresponding Hamilton cycles
CG(l, l)→ CG′(l, l).
So, a′1 ≡ a′2 (mod 2l) is satisfied, and la′1 + la′2 = l(a′1 + a′2) = l[(2a1 − a2) + (2a2 − a1)] = la1 + la2. Consequently,
gcd(n, la′1 + la′2) = 2l and by Theorem 3.2, G′n(2a1 − a2, 2a2 − a1) has a Hamilton cycle. 
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