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Abstract
The statistical rank tests play important roles in univariate non-parametric
data analysis. If one attempts to generalize the rank tests to a multivariate
case, the problem of defining a multivariate order will occur. It is not clear
how to define a multivariate order or statistical rank in a meaningful way.
One approach to overcome this problem is to use the notion of data depth
which measures the centrality of a point with respect to a given data set. In
other words, a data depth can be applied to indicate how deep a point is lo-
cated with respect to a given data set. Using data depth, a multivariate order
can be defined by ordering the data points according to their depth values.
Various notions of data depth have been introduced over the last decades. In
this thesis, we discuss three depth functions: two well-known depth functions
halfspace depth and simplicial depth, and one recently defined depth function
named as β-skeleton depth, β ≥ 1. The β-skeleton depth is equivalent to the
previously defined spherical depth and lens depth when β = 1 and β = 2,
respectively. Our main focus in this thesis is to explore the geometric and
algorithmic aspects of β-skeleton depth. For the geometric part, we study
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the arrangement of circles and lenses as the influence regions of β-skeleton
depth. The combinatorial complexity of such arrangement is computed in
this study. For the algorithmic part, we develop some algorithms to solve the
problem of computing the planar β-skeleton depth and halfspace depth. The
lower bound for the complexity of computation of planar β-skeleton depth is
also investigated. Finally, we determine some relationships among different
depth functions, and propose a method to approximate one depth function
using another one. The obtained theoretical results are supported by some
experimental results provided in the last chapter of this thesis.
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Chapter 1
Introduction
For a univariate data set of n points with unknown distribution, consider the
problem of computing a point (location estimator) which best summarizes
the data set. One may answer this problem by introducing the mean of data
set as the desired point. This answer is acceptable as the points are some
minimum relative distance apart. However, in general, it is not the best
choice because it is enough to move one of the data points very far away
from the rest. This causes the mean to follow such single point, but not the
majority of the data points. From this example, it can be deduced that the
high level of robustness is an important characteristic that a location esti-
mator should have [18]. This characteristic of an estimator can be measured
by a factor called the breakdown point, which is the portion of data points
that can move to infinity before the estimator does the same [64, 36]. By this
definition, the breakdown point of the mean is 1/n, whereas the breakdown
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point of the median is 1/2. It is proven that the maximum breakdown point
for any location estimator is 1/2 [65]. As such, median is an appropriate
location estimator for an ordered univariate data set [17].
If one attempts to generalize the concept of median to higher dimensions,
an additional problem will occur. In this case, it is not clear how to define
a multivariate order that can be applied to compute the median of data set.
One approach is to use the notion of data depth which we study in this thesis.
1.1 General Definition of Data Depth
Generally speaking, a data depth is a measure in non-parametric multivari-
ate data analysis that indicates how deep (central) a point is located with
respect to a given data set in Rd (d ∈ Z+). In other words, data depth intro-
duces a partial order relation on Rd because it assigns a corresponding rank
(the depth of point with respect to a given data set) to every point in Rd.
As a result, applying a data depth on a data set generates a partial ordered
set (poset)1 of the data points. Considering different depth values, each data
depth determines a family of regions. Each region contains all points in Rd
with the same depth values. Among all regions, the central region also known
as the median set is the one whose depth is maximum. Inside the central
region a point in Rd (not necessarily from the data set) with the largest depth
1A poset is a set together with a partial ordering relation which is reflexive, antisym-
metric and transitive.
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is called the median of the data set.
As discussed above, defining a multivariate order and generalizing the concept
of median are not straightforward. Over the last few decades, various no-
tions of data depth have been introduced as powerful tools in non-parametric
multivariate data analysis. Most of them have been defined to solve specific
problems. A short list of the most important and well-known depth func-
tions is as follows: halfspace depth [49, 93, 99], simplicial depth [59], Oja
depth [78], regression depth [82], majority depth [62], Mahalanobis depth [66],
projection depth [103], Zonoid depth [38], spherical depth [39]. These depth
functions are different in application, definition, and geometry of their cen-
tral regions. Each data depth has different properties and requires different
time complexity to compute. In 2000, Zuo and Serfling [103] provided a
general framework for statistical depth functions. In this framework, a data
depth is a real valued function that possesses the following properties: affine
invariance, maximality at the center, monotonicity on rays, and vanishing at
infinity. However depending on the particular application, not every depth
function needs to fit in this framework. For example, in a medical study that
includes patient data such as height and weight perhaps the affine invari-
ance is not an important requirement because the height and weight axes are
meaningful. In fact, we need the data depth used in this medical study to be
invariant under scaling of the axes. Given this property, the results would
be independent from the measuring systems.
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The concept of data depth is widely studied by statisticians and computa-
tional geometers. Some directions that have been considered by researchers
include defining new depth functions, developing new algorithms, improv-
ing the complexity of computations, computing both exact and approximate
depth values, and computing depth functions in lower and higher dimensions.
Two surveys by Aloupis [11] and Small [93] can be referred as overviews of
data depth from a computational geometer’s and a statistician’s point of
view, respectively. Some research on algorithmic aspects of planar depth
functions can be found in [10, 13, 21, 25, 26, 30, 61, 67, 82].
The main focus of this thesis is on the geometric and algorithmic concepts
of three depth functions: halfspace depth (HD), simplicial depth (SD), and
β-skeleton depth (SkDβ), briefly reviewed in Section 1.2. More detailed def-
initions and properties of these depth functions are explored in Chapter 3.
The β-skeleton depth is not as well-known as the other depth functions.
However, it is easy to compute even in higher dimensions.
1.2 Quick Review of HD, SD, and SkDβ
In 1975, Tukey generalized the definition of univariate median and defined
the halfspace median as a point in which the halfspace depth is maximized,
where the halfspace depth is a multivariate measure of centrality of data
4
points. Halfspace depth is also known as Tukey depth or location depth. In
general, the halfspace depth of a query point q with respect to a given data
set S is the smallest fraction of data points that are contained in a closed
halfspace through q [16, 21, 90, 99]. The halfspace depth function has vari-
ous properties such as vanishing at infinity, affine invariance, and decreasing
along rays. These properties are proved in [35]. Many different algorithms
for the computation of halfspace depth in lower dimensions have been devel-
oped [21, 22, 25, 86]. The bivariate and trivariate case of halfspace depth can
be computed exactly in O(n log n) and O(n2 log n) time [84, 96], respectively.
However, computing the halfspace depth of a query point with respect to a
data set of size n in dimension d is an NP-hard problem if both n and d are
part of the input [51]. Due to the hardness of the problem, designing effi-
cient algorithms to compute and approximate the halfspace depth of a point
remains an interesting task in the research area of data depth [2, 15, 27, 46].
In 1990, another generalization of univariate median was presented by Liu
[59]. This generalization is based on this fact that the median of a data set
S ⊆ R is a point in R which is contained in the maximum number of closed
intervals, formed by any pair of data points. Liu replaced the closed inter-
vals by closed simplices2 in higher dimensions and presented the definition
of simplicial median. In some references (e.g. [60]) open simplices are con-
sidered. In this thesis, we only consider closed simplices as originally used
2A simplex in R1 is a line segment, in R2 is a triangle, in R3 is a tetrahedron, etc.
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by Liu in the definition of simplicial median. For a data set S ∈ Rd, the
simplicial median set is a set of points in Rd which are contained in the max-
imum number of closed simplices formed by any (d+ 1) data points from S.
The definition of simplicial median provides another measure of centrality of
point q ∈ Rd with respect to the data set S ⊆ Rd. This measure is known as
simplicial depth which is the proportion of all closed simplices obtained from
S that contain q. The straightforward algorithm to compute the simplicial
depth takes O(nd+1) time. The simplicial depth is affine invariant [59]. It is
proved that the breakdown point of the simplicial median is worse than the
breakdown point of the halfspace median [28]. For a set of n points in gen-
eral position3 in R2, the depth of the simplicial median multiplied by
(
n
3
)
is
Θ(n3) [9]. The bivariate case of simplicial depth can be computed optimally
in Θ(n log n) time [84, 12].
In 2006, Elmore, Hettmansperger, and Xuan [39] defined another notion
of data depth named spherical depth. It is defined as the proportion of all
closed hyperballs with the diameter xixj, where xi and xj are any pair of
points in the given data set S. These closed hyperballs are known as influ-
ence regions of the spherical depth function. In 2011, Liu and Modarres [63],
modified the definition of influence region, and defined lens depth. Each
lens depth influence region is defined as the intersection of two closed hy-
perballs B(xi, ‖xi, xj‖) and B(xj, ‖xi, xj‖). These influence regions of spher-
3A data set in R2 is in general position if no three points are collinear.
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ical depth and lens depth are the multidimensional generalization of Gabriel
circles and lunes in the definition of the Gabriel Graph [42] and Relative
Neighbourhood Graph [97], respectively. In 2017, Yang [102], generalized the
definition of influence region, and introduced a familly of depth functions
called β-skeleton depth, indexed by a single parameter β ≥ 1. The influence
region of β-skeleton depth is defined to be the intersection of two closed hy-
perballs given by B(ci,
β
2
‖xi, xj‖) and B(cj, β2‖xi, xj‖), where ci and cj are
some combinations of xi and xj. Spherical depth and lens depth can be ob-
tained from β-skeleton depth by considering β = 1 and β = 2, respectively.
The β-skeleton depth has some nice properties including symmetry about
the center, maximality at the centre, vanishing at infinity, and monotonic-
ity. Depending on whether Euclidean distance or Mahalanobis distance is
used to construct the influence regions, the β-skeleton depth can be orthog-
onally invariant or affinely invariant. All of these properties are explored
in [39, 63, 101, 102]. A notable characteristic of the β-skeleton depth is that
its time complexity is O(dn2) which grows linearly in the dimension d.
1.3 Overview of this Thesis
In this chapter we have introduced the notion of data depth, and reviewed
the definitions of the halfspace depth, simplicial depth, and β-skeleton depth.
In Chapter 2 we recall some concepts in computational geometry and statis-
tics which are used in this thesis. Chapter 3 includes a general framework
7
for depth functions. The properties and the previous results related to the
halfspace depth, simplicial depth, and β-skeleton depth are also explored in
this chapter. The main contributions of this thesis are provided in the fol-
lowing chapters.
In Chapter 4, we study the β-skeleton depth from a geometric perspectives.
We obtain an exact bound O(n4) for the combinatorial complexity of the
arrangement4 of planar β-influence regions.
In chapter 5, we present an optimal algorithm to compute the planar spher-
ical depth (i.e. β-skeleton depth, β = 1) of a query point. This algorithm
takes Θ(n log n) time. In Theorem 5.2.1, we prove that computing the planar
β-skelton depth of a query point can be reduced to a combination of at most
3n range counting problems. This reduction and the results in [4, 14, 45, 92],
allow us to develop an algorithm for computing the planar β-skeleton depth.
This algorithm takes O(n(3/2)+) query time. In the last section of this chap-
ter, we present an Θ(n log n) algorithm for computing the planar halfspace
depth. Although there exist another algorithm with the same running time
for this problem [9], our algorithm is much simpler in terms of implemen-
tation. We use the specialized halfspace range query that is explored in
Algorithm 5.
Chapter 6 includes a proof of the lower bound for computing the planar β-
skeleton depth for cases β = 1, 1 < β < ∞, and β = ∞, separately. In each
4An arrangement of some geometric objects is a subdivision of space formed by a
collection of such objects.
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case, we reduce the problem of Element Uniqueness5 which takes Ω(n log n)
to the problem of computing the planar β-skeleton depth of a query point.
In Chapter 7, we study the relationships among different depth notions in
this thesis. These relationships are explored in two different ways. First, we
use the geometric properties of the influence regions, and prove that the sim-
plicial depth has an upper bound in terms of a constant factor of β-skeleton
depth (i.e. SD ≤ 3/2 SphD). Secondly, for every pair of depth functions,
we employ a fitting function to approximate one data depth using another
one. For example, considering a certain amount of error, we approximate the
planar halfspace depth by a polynomial function of planar β-skeleton depth,
β → ∞. In the last Section 7.4, some experimental results are provided to
support the the theoretical results in this chapter.
Finally, Chapter 8 is the conclusion of this thesis.
5Element Uniqueness problem: Given a set A = {a1, ..., an} of real numbers, is there
a pair of indices i, j with i 6= j such that ai = aj?
9
Chapter 2
Background
In this chapter, we present some background for the later chapters of this
thesis. The background is provided in two sections: computational geometry
review (Section 2.1) and non-computational geometry review (Section 2.2).
2.1 Computational Geometry Review
Some concepts in computational geometry which are frequently referred to
in this thesis are briefly reviewed in this section.
2.1.1 Model of Computation
One of the fundamental steps in any study of algorithms is to specify the
adopted model of computation. In particular, it is not possible to determine
10
the complexity of an algorithm without knowing the primitive operations1
employed in such algorithm. Choosing an appropriate model of computation
is closely related to the nature of given problem. The problems in compu-
tational geometry are of different types. However, they may be generally
categorized as: Subset Selection, Computation, and Decision. Naturally, for
each of subset selection and computation problems, there is a decision prob-
lem. As an example, a YES/NO answer is needed for the question: ”For
a given set S, does the the set S ′ ⊂ S satisfies a certain property P?”. It
can be discussed that we need to deal with the real numbers to answer some
problems in the above categories. Suppose, for example, that in a given set
of points with integer coordinates, the distance between a pair is requested.
As such, we need a random-access machine in which each storage location is
capable to hold a single real number. The related model of computation is
known as the real RAM [6, 79]. The primitive operations with unit cost in
this model are as follows:
• arithmetic operations (+,−,×,÷).
• comparison between two real numbers (<,≤,=,6=,≥,>).
• indirect addressing of memory
• k-th root, trigonometric functions, exponential functions, and logarith-
mic functions.
1The primitive operations are those whose costs are constant for the fixed-length
operands.
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The execution of a decision making algorithm in the real RAM can be de-
scribed as a sequence of operations of two types: arithmetic and comparisons.
Depending on the outcome of the arithmetic, the algorithm has a branching
option at each comparison. Hence, the computation which is executed by the
real RAM can be considered as a path in a rooted tree. In the literature,
this rooted tree is known as the algebraic decision tree model of computation
[32, 80, 81, 95]. An algebraic decision tree on a set of variables {x1, ..., xk}
is a program with a finite sequence of statements. Each of these statements
is obtained based on the result of f(x1, ..., xk)  0, where f(x1, ..., xk) is an
algebraic function and  denotes any comparison relation. For a set of n real
elements, Ben-Or proved that any algebraic computation tree that solves the
element uniqueness problem must have the complexity of at least Ω(n log n)
[19].
2.1.2 Arrangements
Suppose that Γ = {γ1, ..., γn} is a finite collection of geometric objects in
Rd. The arrangement A(Γ) is the subdivision of Rd into connected cells
of dimensions 0, 1, ..., d induced by Γ, where each k-dimensional cell is a
maximal connected subset of Rd determined by a fixed number of γi ∈ Γ.
The arrangement A(Γ) is planar if γi ⊂ R2. In the planar arrangement
A(Γ), a 0-dimensional cell is a vertex, a 1-dimensional cell is an edge, and
a 2-dimensional cell is a face. As an illustration, Figure 2.1 represents the
arrangement of 5 given lines in the plane. In studying arrangements, one
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Figure 2.1: The planar arrangement of 5 lines
of the fundamental questions that needs to be answered is how complex
each arrangement can be. Computing the combinatorial complexity (CC)
of each arrangement helps to answer this question, where the CC of an
arrangement A(Γ) is the total number of cells of A(Γ). For example, in
Figure 2.1, CC = 42 because there are 25 edges, 10 vertices, and 7 faces
in the arrangement. Every planar arrangement A(Γ) can be presented by
a planar graph G(V,E) such that vi ∈ V if and only if face fi ∈ A(Γ).
Furthermore, eij ∈ E if and only if fi and fj are two adjacent faces of
A(Γ). We recall Euler’s Formula [41, 50] which is one of the most useful
facts regarding a planar graph.
Theorem 2.1.1. Euler’s Formula If G is a planar graph with Cv vertices,
Ce edges, and Cf faces,
Cv − Ce + Cf = 2.
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Because we study depth functions in this thesis, we define a nonstandard
terminology that is frequently referred to in Chapter 4.
Definition 2.1.1. In a planar arrangement A(Γ), we define a depth region
to be the maximal connected union of faces with the same depth value.
Further and more detailed results on the arrangements of hyperplanes, spheres,
simplices, line segments can be found in [5, 20, 44].
2.1.3 Range Query
Range query is among the central problems in computational geometry. In
fact, many problems in computational geometry can be represented as a
range query problem. In this thesis, computing the depth value of a query
point in some cases is converted to a range query problem (see Chapter 5).
In a typical range query problem, we are given a data set S of n points,
and a family Λ of ranges (i.e. subsets of Rd). S should be preprocessed
into a data structure such that for a query range τ ∈ Λ, all points in S ∩ τ
can be efficiently reported or counted. In addition to range counting and
range reporting, another type of range query problems is range emptiness
(i.e. checking if S ∩ τ = ∅). Due to the nature of related problems in data
depth among the three types of range query problems, range reporting is not
used in this thesis. Typical example of ranges in range query problems in-
clude halfspaces, simplices, rectangle. However, in many applications we may
need to deal with ranges bounded by nonlinear functions. In other words,
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the ranges are some semialgebraic sets2. In this case, the problem is known
as semialgebraic range query [3, 4, 44, 92]. The recent results on some range
query problems are reviewed in Chapter 5.
In some problems such as halfspace and simplex range query, solving the
exact range counting is expensive which means that no exact algorithm
with both near linear storage complexity and preprocessing time, and low
query time exists [1]. This issue is a motivation for seeking some approx-
imation techniques that can be applied to approximate a range counting
problem. One way to achieve such technique is through the notion of (ε, τ)-
approximation, which is defined in the following.
Definition 2.1.2. Given a set S = {x1, ..., xn} ⊂ R2, a parameter ε > 0,
and a semialgebraic range τ with constant description complexity, we say that
algorithm A computes an (ε, τ)-approximation ητ if
(1− ε)|S ∩ τ | ≤ ητ ≤ (1 + ε)|S ∩ τ |.
2.2 Non Computational Geometry Review
In this section, we provide some background regarding the concepts of par-
tially ordered set (poset), fitting function, and the measures of goodness of
statistical models. These concepts are used in Sections 7.2 and 7.3, where
we approximate depth functions using the idea of a fitting function.
2A semialgebraic set is a subset of Rd obtained from a finite Boolean combination of
d-variate polynomial equations and inequalities.
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2.2.1 Poset
For a finite set S = {x1, ..., xn}, it is said that P = (S,) is a poset if  is
a partial order relation on S, that is, for all xi, xj, xt ∈ S:
i) xi  xi.
ii) xi  xj and xj  xt implies that xi  xt.
iii) xi  xj and xj  xi implies that xi ≡p xj, where ≡p is the correspond-
ing equivalence relation.
Poset P = (S,) is called a chain if any two elements of S are comparable,
i.e., given xi, xj ∈ S, either xi  xj or xj  xi. If there is no comparable pair
among the elements of S, the corresponding poset is an anti chain. Figure 2.2
illustrates different posets with the same elements.
Figure 2.2: Different posets and relations among their elements
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2.2.2 Fitting Function
One method to represent a set of data is to use the notion of fitting func-
tion. This representation technique involves choosing values for the param-
eters in a function to best describe the data set. Depending on whether
the number of parameters is known or unknown in advance, the method is
called parametric fitting or nonparametric fitting, respectively [43]. In depth
function approximation that we study in this thesis, the number of parame-
ters is known; therefore, we focus on the parametric fitting. Consider a set
ω = {(vi, ui); 1 ≤ i ≤ n}, where V = (v1, ..., vn) and U = (u1, ..., un) are
two given vectors. The goal is to obtain a function f that best describe ω
(i.e. f captures the trend among the elements of ω). For every element in ω,
ui = f(vi)± δi, where δi ≥ 0 is the error corresponding to the approximation
of ui.
Obviously, there may be more than one candidate for f . The question is how
to measure the goodness of fit in order to obtain the best fitting function.
2.2.3 Evaluation of Fitting Function
In this section we review some methods and criteria that can be employed to
measure how good a fitting function is. Based on the values of these methods,
we can select the best fitting function for our data points.
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2.2.3.1 Coefficient of Determination
For two vectors U = (u1, ..., un) and V = (v1, ..., vn), suppose that f is a
function such that ui = f(vi) ± δi. Let ξi = ui − U , where U is the average
of all ui; 1 ≤ i ≤ n. The coefficient of determination [88] of f is indicated by
R2 (or r2), and defined by:
r2 =
n∑
i=1
(ξ2i − δ2i )
n∑
i=1
ξ2i
. (2.1)
To avoid confusion between R2 and R2, hereafter in this thesis, the coefficient
of determination is represented by r2 alone. In statistics and data analysis, r2
is applied as a measure that assesses the ability of a model in predicting the
real value of a parameter. From Equation (2.1), it can be deduced that the
value of r2 is always within the interval [0, 1]. Generally, a high value of r2
related to a model fitted to a set of data indicates that the model is a good fit
for such data. Obviously, the interpretations of fit depend on the context of
analysis. For example, a model with r2 = 0.9 explains 90% of the variability
of the response data around its mean. This percentage may be considered
as a high value in a social study. However, it is not a high enough value in
some other research areas (e.g. biochemistry, chemistry, physics), where the
value of r2 could be much closer to 100 percent.
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2.2.3.2 AIC and BIC
In statistics, Akaike Information Criterion (AIC) [7] and the Bayesian infor-
mation criterion (BIC) [87] are two commonly used criteria to select the best
model among a collection of candidates that fit to a given data set. These
two criteria provide a standardized way to achieve a balance between the
goodness of fit and the simplicity of the model. The model with the lowest
value of AIC (and/or the lowest value of BIC) is preferred. Among a finite
number of candidate models Mk fitted to a data set S, both AIC and BIC
involve choosing the model with the best penalized log-likelihood. The like-
lihood function corresponding to each model Mk is a conditional probability
given by p(S|Pk), where Pk is the parameter vector of Mk. In the literature,
it is more common to use the log-likelihood L(Pk) = log p(S|Pk) [76]. Con-
sidering the above notations, the AIC and BIC values of every model can be
computed using the following equations.
AIC =− 2L(Pk) + 2|Pk| (2.2)
BIC =− 2L(Pk) + |Pk| log(n), (2.3)
where |Pk| represents the number of parameters of Mk and n is the size of
data set S. From Equations (2.2) and (2.3), it can be seen that BIC penalizes
the model complexity more heavily. In particular, BIC prefers the models
with less parameters as the size of S increases, whereas AIC does not penalize
the model based on the size of S.
19
Chapter 3
Properties of Data Depth
In this chapter we review general properties of a depth function. We also
discuss different notions of data depth such as halfspace depth, simplicial
depth, and β-skeleton depth that are studied in this thesis.
3.1 General Framework
A data depth D, (D : (Rd,Rn×d) → R+) is a real-valued function defined
at any arbitrary point q ∈ Rd with respect to a given data set S ⊂ Rd. A
typical depth function D satisfies the following conditions which are known
as the general framework for data depth, introduced in [103],.
• Affine invariance [35, 98]: For invertible matrix A and constant vec-
tor b, D is affinely invariant if
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D(Aq + b;AS + b) = D(q;S);A ∈ Rd×d, b ∈ Rd.
See Figure 3.1. If this equation holds for any orthogonal matrix A
(i.e.ATA = AAT = I), D is orthogonally invariant which is weaker
than affine invariant. Transforming data points is commonly used in
processing a data set; therefore, it is important for a data depth to be
invariant in some sense.
Figure 3.1: D is invariant to affine transformation A
• Vanishing at infinity [59, 103]: D vanishes at infinity if for every
sequence {qk}k∈N with limk→∞ ||qk|| =∞,
lim
k→∞
D(qk;S) = 0.
Figure 3.2 is a visualization of this property.
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Figure 3.2: D vanishes at infinity
• Monotone on rays [17, 65, 62]: For t ∈ Rd as a center point (with
maximal depth value), D is monotone on the rays if
D(q;S) ≤ D(p;S) = D(t+ r(q − t);S); r ∈ [0, 1],
where the point p is a convex combination of q and t. As an illustration,
see Figure 3.3.
• Upper semi-continuity [37, 72]: For α ∈ R+, D is upper semi-
continuous if Dα(S) is a closed set, where
Dα(S) = {q ∈ Rd|D(q;S) ≥ α}.
The outer boundary of Dα is called the contour of depth α [35]. See
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Figure 3.3: D is monotone on the rays
Figure 3.4.
Figure 3.4: D is upper semi-continuous
In addition to these four properties, some other conditions such as high
breakdown point and level-convex are discussed for depth functions [35, 36,
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65].
• High breakdown point [36, 65]: The breakdown point of a location
estimator c = c(S) (i.e. the center point of S = {x1, ..., xn} in Rd)
is a number between zero and one, introducing the proportion of data
points that must be moved to infinity before c moves to infinity. In
other words, the breakdown point b(c) can be defined by
b(c) = min
m
{
m
n
; sup
S′
‖c(S)− c(S ′)‖ =∞
}
,
where S ′ = (S \ Sm) ∪ Y , Sm ⊆ S, |Sm| = m, and Y = {y1, ..., ym} is
an arbitrary set in Rd.
• Level-convex [35]: Data depth D is level-convex if all of its corre-
sponding contours Dα are convex.
3.2 Halfspace Depth
The halfspace depth of a query point q ∈ Rd with respect to a given data
set S = {x1, ..., xn} ⊆ Rd is defined as the minimum portion of points of
S contained in any closed halfspace that has q on its boundary. Using the
notation of HD(q;S), the above definition can be presented by (3.1).
HD(q;S) =
2
n
min{|S ∩H| : H ∈ H}, (3.1)
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where 2/n is the normalization factor1, H is the class of all closed halfspaces
in Rd that pass through q, and |S ∩H| denotes the number of points within
the intersection of S and H. As illustrated in Figure 3.5, HD(q1;S) = 6/13
and HD(q2;S) = 0, where S is a given set of points in the plane and q1, q2
are two query points not in S.
Figure 3.5: Two examples of halfspace depth in the plane
For a given data set S and a query point q, it can be verified that HD(q;S) is
equal to zero if and only if q is outside the convex hull2 of S (see Figure 3.6).
The halfspace depth satisfies all desirable properties of depth functions pre-
sented in Section 3.1 [99, 35]. Furthermore, for a data set in general position3
1Instead of the normalization factor 1/n which is common in literature, we use 2/n in
order to let the halfspace depth of 1 to be achievable.
2The convex hull of a data set S ⊂ Rd is the smallest convex set in Rd that contains
S.
3It is said that a data set, in Rd, is in general position if no (d+ 1) points of the data
points lie on a common hyperplane.
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Figure 3.6: halfspace depth
in Rd, the breakdown point of the halfspace median is at least 1
d+1
, and at
most 1/3 for d ≥ 2 [35, 34]. Another nice property of the halfspace depth is
that the depth contours are all convex and nested, i.e. the contour of unnor-
malized depth (k+1) is convex, and geometrically surrounded by the contour
of unnormalized depth k which is also convex [35].
Among all data depths, halfspace depth, perhaps, is the most extensively
studied data depth. Many algorithms to compute, or approximate, the half-
space median have been developed in recent years [2, 22, 25, 31, 55, 67, 86,
100]. A summary of these results is as follows.
• A complicated O(n2 log n) algorithm to compute the halfspace depth
of a point in R2 is implemented by Rousseeuw and Ruts in [85].
• An optimal randomized algorithm for computing the halfspace median
is developed by Chan [25]. This algorithm requires O(n log n) expected
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time for n non-degenerate data points.
• An O(n log5 n) algorithm to compute the bivariate halfspace median
is presented by Matousek in [67]. The algorithm consists of two main
steps: an O(n log4 n) algorithm to compute any point with depth of at
least k, and a binary search on k to find the median.
• By improving the Matousek’s algorithm, Langerman provided an algo-
rithm which computes the bivariate halfspace median inO(n log3 n) [56].
• For a set on n non-degenerate points in Rd, the halfspace median can
be computed in O(n log n+nd−1) expected time (Theorem 3.2 in [25]).
• The halfspace depth of q ∈ Rd with respect to S ⊆ Rd can be computed
in O((d+ 1)kLP (n, d−1)) time, where k is the value of the output and
LP (n, d) denotes the running time for solving a linear program with n
constraints and d variables (Theorem 5 in [21]).
• In a worst case scenario in R2, when the data points all are on the
convex hull, it takes at least O(n2) to find all of the halfspace depth
contours [69].
• A center point of S ⊆ Rd, a point whose halfspace depth is at least
[ n
d+1
]/n, can be computed in O(n) [23].
• Computing the halfspace of a query point in R2 can be done in Θ(n log n)
time [9, 12].
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3.3 Simplicial Depth
The simplicial depth of a query point q ∈ Rd with respect to S = {x1, ..., xn} ⊂
Rd is defined as the total number of the closed simplices formed by data points
that contain q. This definition can be given by (3.2).
SD(q;S) =
1(
n
d+1
)∑
(x1,...,xd+1)∈( nd+1)
I(q ∈ Conv[x1, ..., xd+1]), (3.2)
where 1/
(
n
d+1
)
is the normalization factor, the convex hull Conv[x1, ..., xd+1]
is a closed simplex formed by d+1 points of S, and I is the indicator function.
For S = {a, b, c, d, e} in R2, Figure 3.7 illustrates that SD(q1;S) = 3/10 and
SD(q2;S) = 4/10.
Figure 3.7: Two examples of simplicial depth in the plane
Liu [60] proved that the simplicial depth satisfies the affine invariance con-
dition. Depending on the distribution of data points, the simplicial depth
has completely different characteristics. For a Lebesgue-continuous distri-
bution [47], the simplicial depth changes continuously (Theorem 2 in [59]),
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decreases monotonously on the rays, and has a unique central region [59, 73].
Furthermore, the contours defined by simplicial depth are nested (Theorem
3 in [59]). However, if the distribution is discrete, these characteristics are
not necessary applicable [103]. Unlike the contours of halfspace depth which
are convex, the contours of the simplicial depth are only starshaped (Section
2.3.3 in [73]). It has been proven that the breakdown point of the simplicial
median is always worse than the breakdown point of halfspace median [28].
The behaviour of simplicial depth contours is not as nice as the behaviour
of half-space depth contours [48, 69]. As an example, Figure 3.8 illustrates
that the simplicial depth contours may not be nested. It can be seen that
the contour enclosing all points of depth 10/20 and up is not surrounded by
the contour enclosing depth of 8/20 and up.
Simplicial depth is widely studied in the literature. Some of the results
regarding simplicial depth can be listed as follows.
• The simplicial depth of a query point in R2 can be computed using an
optimal algorithm which takes Θ(n log n) time [9, 12, 54].
• The simplicial depth of a point in R3 can be computed in O(n2), and
in R4 the fastest known algorithm needs O(n4) time [29]. In the higher
dimension d, no better algorithm is known than the brute force method
with O(nd+1) time.
• The maximum simplicial depth in R2 can be computed inO(n4 log(n)) [9].
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Figure 3.8: Simplicial depth contours
3.4 β-skeleton Depth
To introduce the β-skeleton depth, first, we need to define the β-influence
region.
Definition 3.4.1. For 1 ≤ β ≤ ∞, the β-influence region of vectors xi and
xj (Sβ(xi, xj)) is defined as follows:
Sβ(xi, xj) = B(ci, r) ∩B(cj, r), (3.3)
where r = β
2
‖xi − xj‖, ci = β2xi + (1 − β2 )xj, and cj = (1 − β2 )xi + β2xj.
In the case of β = ∞, the β-skeleton influence region is defined as a slab
determined by two halfspaces perpendicular to the line segment xixt at the
end points. Figure 3.9 shows the β-skeleton influence regions for different
values of β.
Note 3.4.1. For 1 ≤ β ≤ ∞ in literature, the ball based version of Sβ(xi, xj)
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is also defined. In this case, the Sβ(xi, xj) is given by the union of the balls,
instead of the intersection of them in equation 3.3. For example, the hatching
area in Figure 3.9 denotes the ball based version of the S2(x1, x2). Since the
definition of the β-skeleton depth is given based on the lune based Sβ(xi, xj)
alone [71], by Sβ(xi, xj) we only mean its lune based version hereafter in this
study.
Figure 3.9: The β-influence regions defined by xi and xj for β=1, 2, 3, and
∞.
Definition 3.4.2. For parameter 1 ≤ β ≤ ∞ and S = {x1, ..., xn} ⊂ Rd, the
β-skeleton depth of a query point q ∈ Rd with respect to S, is defined as the
proportion of the β-influence regions that contain q. Using notation SkDβ
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for beta-skeleton depth, this definition can be presented by Equation (3.4).
SkDβ(q;S) =
1(
n
2
) ∑
1≤i<j≤n
I(q ∈ Sβ(xi, xj)), (3.4)
where 1/
(
n
2
)
is the normalization factor.
It can be verified that q ∈ Sβ(xi, xj) is equivalent to the inequality of
β
2
‖xi − xj‖ ≥ max{‖q − ci‖, ‖q − cj‖}. The straightforward algorithm for
computing the β-skeleton depth of q ∈ Rd takes O(dn2) time because the
inequality should be checked for all 1 ≤ i, j ≤ n [101, 63]. The β-skeleton
depth is a family of statistical depth functions including the spherical depth
when β = 1 [39], and the lens depth when β = 2 [63].
It is proved that the β-skeleton depth functions satisfy the data depth frame-
work provided by Zuo and Serfling [103] because these depth functions are
monotonic (Theorem 3, [101]), maximized at the center, and vanishing at
infinity (Theorem 5, [101]). The β-skeleton depth functions are also orthog-
onally (affinely) invariant if the Euclidean (Mahalanobis) distance is used to
construct the influence regions of β-skeleton depth influence regions (Theo-
rem 1, [101]). The breakdown point of β-skeleton median is at least 1−(1/√2)
(Theorem 12, [101]). Regarding the geometric properties of β-skeleton depth,
some of the results are as follows. The depth regions with the same depth
value are not necessarily connected (see the regions with the depth of 5/6 in
Figures 4.4 and 4.5). However, the depth regions are nested (Lemma 3, [101])
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which means that the contour with depth of α is geometrically surrounded by
the contour with depth of γ, where α > γ. For example, in Figure 3.10, the
contour with the depth of 2/3 is surrounded by the contour with the depth
of 1/3. Another property is that the only depth regions which are convex are
the central regions (see Theorem 4.2.1). We explore some other geometric
properties related to the β-skeleton depth in Chapter 4.
Figure 3.10: Partitions of the plane by β-skeleton depth with respect to
{p1, p2, p3}.
3.4.1 Spherical Depth and Lens Depth
As discussed above, the β-skeleton depth includes the spherical depth when
β = 1, and the lens depth when β = 2. From Equations (3.3) and (3.4), the
definitions of spherical depth (SphD) and lens depth (LD) of a query point q
with respect to a given data set S in Rd are as follows:
SphD(q;S) = SkD1(q;S) =
1(
n
2
) ∑
1≤i<j≤n
I(q ∈ Sph(xi, xj)) (3.5)
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LD(q;S) = SkD2(q;S) =
1(
n
2
) ∑
1≤i<j≤n
I(q ∈ L(xi, xj)), (3.6)
where the influence regions Sph(xi, xj) and L(xi, xj) are equivalent to S1(xi, xj)
and S2(xi, xj), respectively. The influence region of the spherical depth is also
know as the Gabriel sphere.
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Chapter 4
Geometric Results in R2
In this chapter we discuss the β-skeleton depth in R2 from a geometric point
of view. The geometric results provide some guidance to the algorithms
for computing β-skeleton depth. As an example, in Section 4.1, we explore
that computing the entire arrangement of β-influence regions in R2 is not
an efficient approach to compute the planar β-skeleton depth. Given a set
of collinear points in R2, we compute the combinatorial complexity (CC) of
the arrangement of β-influence regions. Some geometric properties of the
β-skeleton depth are also explored in this chapter.
4.1 Combinatorial Complexity
For the β-influence regions obtained from a set of collinear points in R2,
we present exact bounds for the number of edges, faces, and vertices in the
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corresponding arrangement.
Definition 4.1.1. The CC of an arrangement in R2 is equal to the total
number of faces, edges, and vertices (intersection points and data points) in
the arrangement.
Example 4.1.1. For a set of four collinear points p1, p2, p3, and p4 in R2,
consider the arrangement of corresponding β-influence regions (1 ≤ β <∞).
The CC of this arrangement is equal to 34 because the arrangement includes
the total number of 12 faces, 16 edges, and 6 vertices. For the case of β = 1,
see Figure 4.1.
Figure 4.1: Arrangement of β-influence regions (β = 1) for collinear points
Theorem 4.1.1. For the arrangement of all Gabriel circles obtained from n
distinct collinear points in R2,
CC =
1
4
n4 −Θ(n3).
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Proof. We construct the arrangement of Gabriel circles incrementally, and
define some strategies to count the number of faces, edges, and vertices in
the arrangement. Starting with the two leftmost points in the data set,
we have one Gabriel circle to consider. In this step, there are only two
faces (inside the circle and outside the circle), two edges, and two vertices.
Henceforward we add the data points one by one from left to right. We count
the number of created faces, edges, and vertices after adding each Gabriel
circle obtained from the new point and any previously added data points. We
write the numbers of new faces, edges, and vertices in rows corresponding to
faces, edges, and vertices, respectively. The new cells are obtained from the
intersection of recently added circle and the cells in the previous arrangement.
Finally, it is enough to sum up all obtained corresponding numbers in order
to get the total number of all faces, edges, and vertices. These strategies
are represented in the triangular forms in Tables 4.1, 4.2, and 4.3. These
representations help to obtain a general formula for every element of the
tables. Figure 4.2 illustrates how to obtain the numbers for n = 3 from the
previous step (see the rows n = 2 and n = 3 in Tables 4.1, 4.2, and 4.3).
Note that we respectively define fk(n), ek(n), and vk(n) to be the number
of recently created faces, edges, and vertices after including the new Gabriel
circle S1(n
thpoint, (n− k)thpoint) in the previously updated arrangement.
We define a function δrij which helps us to formulate fk(n), ek(n), and vk(n)
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Figure 4.2: Visualization of rows n = 2 and n = 3 of Table 4.1, Table 4.2,
and Table 4.3
|S| Faces added per data point in previous arrangement
2 2
3 1 2
4 1 4 2
5 1 6 6 2
6 1 8 10 8 2
7 1 10 14 14 10 2
8 1 12 18 20 18 12 2
n f1(n) ... fk(n) ... fn−1(n)
Table 4.1: The number of faces in the incremental construction of the ar-
rangement of Gabriel circles obtained from collinear data points.
in Tables 4.1, 4.2, and 4.3, respectively.
δrij =

r if i = j
i if i < j
0 otherwise
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|S| Vertices added per data point in previous arrangement
2 2
3 2 2
4 2 4 2
5 2 6 6 2
6 2 8 10 8 2
7 2 10 14 14 10 2
8 2 12 18 20 18 12 2
n e1(n) ... ek(n) ... en−1(n)
Table 4.2: The number of edges in the incremental construction of the ar-
rangement of Gabriel circles obtained from collinear data points.
|S| Edges added per data point in previous arrangement
2 2
3 1 0
4 1 2 0
5 1 4 4 0
6 1 6 8 6 0
7 1 8 12 12 8 0
8 1 10 16 18 16 10 0
n v1(n) ... vk(n) ... vn−1(n)
Table 4.3: The number of vertices in the incremental construction of the
arrangement of Gabriel circles obtained from collinear data points.
The elements fk(n), ek(n), and vk(n) can be presented by following equations.
fk(n) =

fk(n− 1) + 2δ1(k−1)(n−2) if 2 ≤ k ≤ n− 1 and n ≥ 3
2 if k = 1 and n = 2
1 if k = 1 and n ≥ 3
0 otherwise
(4.1)
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ek(n) =

ek(n− 1) + 2δ1(k−1)(n−2) if 2 ≤ k ≤ n− 1 and n ≥ 3
2 if k = 1 and n = 2
2 if k = 1 and n ≥ 3
0 otherwise
(4.2)
vk(n) =

vk(n− 1) + 2δ0(k−1)(n−2) if 2 ≤ k ≤ n− 1 and n ≥ 3
2 if k = 1 and n = 2
1 if k = 1 and n ≥ 3
0 otherwise
(4.3)
We employ the Telescoping Substitution to solve the recurrences in Equations
(4.1), (4.2), and (4.3) as follows. For 2 ≤ k ≤ n− 1 and n ≥ 3,
fk(n) = fk(n− 1) + 2δ1(k−1)(n−2)
= fk(n− 2) + 2δ1(k−1)(n−3) + 2δ1(k−1)(n−2)
= fk(n− 3) + 2δ1(k−1)(n−4) + 2δ1(k−1)(n−3) + 2δ1(k−1)(n−2)
...
= fk(k) + 2
(
δ1(k−1)(k−1) + δ
1
(k−1)(k) + ...+ δ
1
(k−1)(n−3) + δ
1
(k−1)(n−2)
)
= 0 + 2
(
1 +
n−k−1∑
i=1
δ1(k−1)(k+i−1)
)
= 2 (1 + (k − 1)(n− k − 1)) .
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Therefore,
fk(n) =

2(1 + (k − 1)(n− k − 1)) if 2 ≤ k ≤ n− 1 and n ≥ 3
2 if k = 1 and n = 2
1 if k = 1 and n ≥ 3
0 otherwise.
(4.4)
Similarly, we can solve ek(n) and vk(n) and obtain the following relations.
ek(n) =

2(1 + (k − 1)(n− k − 1)) if 2 ≤ k ≤ n− 1 and n ≥ 3
2 if k = 1 and n = 2
2 if k = 1 and n ≥ 3
0 otherwise
(4.5)
vk(n) =

2(k − 1)(n− k − 1) if 2 ≤ k ≤ n− 1 and n ≥ 3
2 if k = 1 and n = 2
1 if k = 1 and n ≥ 3
0 otherwise
(4.6)
To compute the CC of the arrangement, we need to calculate Cf , Ce, and
Cv representing the total numbers of faces, edges, and vertices, respectively.
These values can be similarly computed using Equations (4.4), (4.5), and
(4.6), respectively. We provide the computation of Cf in the following. How-
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ever, to avoid repetitions, we omit the computations of Ce and Cv, and
present only their final values.
Cf =
∑
k,n
fk(n) = 2 +
n∑
m=3
(1 +
m−1∑
k=2
fk(m))
= 2 +
n∑
m=3
(1 +
m−1∑
k=2
2((k − 1)(m− k − 1) + 1)))
= 2 + (n− 2) + 2
n∑
m=3
m−1∑
k=2
(k − 1)(m− k − 1) + 2
n∑
m=3
m−1∑
k=2
1
= n+
2
6
n∑
m=3
(m3 − 6m2 + 11m− 6) + 2
n∑
m=3
(m− 2)
= n+ (
2
6
)(
1
4
)(n4 − 6n3 + 11n2 − 6n) + 2(n− 2)(n− 1)
2
=
1
12
(
n4 − 6n3 + 23n2 − 30n+ 24) .
Ce =
∑
k,n
ek(n) = 2 +
n∑
m=3
(2 +
m−1∑
k=2
ek(m)) =
1
12
(n4 − 6n3 + 23n2 − 18n).
Cv =
∑
k,n
vk(n) = 2 +
n∑
m=3
(1 +
m−1∑
k=2
vk(m)) =
1
12
(n4 − 6n3 + 11n2 + 6n).
The proof is complete because
CC = Cf + Ce + Cv =
1
4
(n4 − 6n3 + 19n2 − 14n+ 8) = 1
4
n4 −Θ(n3).
Note 4.1.1. Recalling that the Gabriel circles and β-influence regions are
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equivalent when β = 1, one can generalize Lemma 4.1.1 by considering β-
influence regions (1 ≤ β <∞) instead of Gabriel circles. This generalization
can be made because the corresponding combinatorics does not change for β-
influence regions if 1 ≤ β <∞. However, the case of β =∞ does not follow
this generalization. In this case, CC = Θ(n) because Cf = n (including one
face outside all edges and n− 1 faces among the edges), Ce = n (including n
distinct parallel lines passing through data points), and Cv = n+2 (including
n data points and 2 intersection points at infinity). We recall that for n
distinct collinear points in R2, the β-influence regions form some parallel
slabs if β =∞.
Lemma 4.1.1. Every distinct pair of β-influence regions cut each other in
at most 4 points.
Proof. Every β-influence region can be represented by a pair of circular arcs.
For β = 1, these circular arcs are some half circles, whereas for β > 1, they
are smaller than half circles. We prove the lemma by considering two cases:
β = 1 and β > 1. For the case β = 1, the proof is trivial because two distinct
1-influence regions (i.e. circles) cut each other in at most two points. For the
case β > 1, suppose that Sβ(a, b) and Sβ(c, d) are two arbitrary and distinct
β-influence regions. Figure 4.3 is an illustration of the β-influence regions
(β = 3/2) and their corresponding circular arcs. Suppose that Sβ(a, b), as
a pair of circular arcs EaF and FbE, arbitrarily cuts Sβ(c, d). Each one of
EaF and FbE is smaller than its corresponding half circle. This implies that,
after cutting the boundary of Sβ(c, d) in at most two points, none of EaF
43
ab
c
d
E
F
G
H
Figure 4.3: Two arbitrarily crossed β-influence regions, β = 3/2.
and FbE would turn back towards the boundary of Sβ(c, d). As such, two
β-influence regions Sβ(a, b) and Sβ(c, d) cut each other in at most 4 points.
Lemma 4.1.2. The trivial upper bound for the CC of the arrangement of
all β-influence regions obtained from n arbitrarily distributed data points in
R2 is O(n4).
Proof. From Lemma 4.1.1, the boundaries of every two β-influence regions
intersect each other in at most 4 points. It means that we have at most 4
((n2)
2
)
intersection points in the arrangement of the
(
n
2
)
β-influence regions. Since
every arrangement is a representation of a planar graph, we can use Euler’s
Formula Cv − Ce + Cf = 2 (Theorem 2.1.1) in planar graphs to compute
the number of faces, edges, and vertices in the arrangement. The number
of vertices and the number of edges in the planar graphs are related to each
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other by the inequality Ce ≤ 3Cv − 6 (see Theorem 9.7 in [8]). Considering
the intersection points from the above discussion and the number of data
points, Cv and consequently Ce, Cf , and CC can be computed as follows:
Cv ≤ 4
((n
2
)
2
)
+ n =
1
2
(n4 − 2n3 − n2 + 4n)
Ce ≤ 3Cv − 6 ≤ 3
2
(n4 − 2n3 − n2 + 4n)− 6 = 3
2
(n4 − 2n3 − n2 + 4n− 4)
Cf = 2 + Ce − Cv ≤ 2 + (2Cv − 6) = 2Cv − 4 ≤ n4 − 2n3 − n2 + 4n− 4
CC = Cf + Ce + Cv ≤ (3n4 − 6n3 − 3n2 − 12n− 10) ∈ O(n4).
Note 4.1.2. Lemma 4.1.1 indicates that the trivial upper bound O(n4) for
the CC related to the arrangement of β-influence regions is achievable.
Conjecture 4.1.1. The collinear configuration of n planar points minimizes
the number of intersections (and consequently, edges and faces) among the
corresponding β-influence regions.
Proving Conjecture 4.1.1 would imply a lower bound for the CC of the ar-
rangement of β-influence regions for every arbitrary set of points in R2. Fur-
thermore, it would also imply that the obtained upper bound in Lemma 4.1.2
is optimal. Without loss of generality, it can be assumed that β = 1.
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4.2 Geometric Properties of β-skeleton Depth
In this section, some geometric properties of the β-skeleton depth are investi-
gated. Among all of the β-influence regions, we only consider the case β = 1
(i.e. Gabriel circles) related to the spherical depth. One can easily generalize
the results to the other value of β.
Figure 4.4: Spherical depth of planar points with respect to {p1, p2, p3, p4}
As we discussed in Section 3.4, similar to the property of halfspace depth in
Section 3.2, the contours of β-skeleton depth are nested. However, we may
have more than one contour per depth value. For example, in Figures 4.4 and
4.5, it can be seen that there are two separate contours with the depth of 5/6.
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Figure 4.5: Lens depth of planar points with respect to {p1, p2, p3, p4}
If there exists more than one contour for a depth value, we have some locally
deepest regions in the arrangement. Consequently, the central regions may
not be connected (see Figures 4.4 and 4.5). Another geometric property of
β-skeleton depth is that the only convex depth regions are the locally deepest
regions. These last two properties can be deduced from Lemma 4.2.1 and
Theorem 4.2.1.
Lemma 4.2.1. For every arbitrary pair of neighboring faces1 A and B in
1Two faces are neighbors if they have a common edge in their boundaries.
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the arrangement of Gabriel circles obtained from a data set S ⊂ R2,
∀(a ∈ A, b ∈ B); | SkD1S(a)− SkD1S(b)| ≥ 1, (4.7)
where SkD1S(a) =
(
n
2
)
SkD1(a;S).
Proof. The proof is immediate from the fact that every edge of the arrange-
ment corresponds to some Gabriel circle G. One of the two faces bounded
by this edge is entirely contained in G, and the other face is entirely outside
of G.
Note 4.2.1. Lemma 4.2.1 implies that the faces with the same depth can be
connected only in discrete points.
Note 4.2.2. Considering two neighboring regions2 instead of two neighboring
faces, one can generalize Lemma 4.2.1. To obtain such generalization, it is
enough to apply Lemma 4.2.1 on any arbitrary pair of neighboring faces in
the neighboring regions.
Theorem 4.2.1. Consider the arrangement of Gabriel circles obtained from
data set S. A face (region) in this arrangement is locally deepest if and only
if it has no concave edge. In other words, a face is locally deepest if and only
if it is a convex face.
Proof. ⇒) Suppose that A is a locally deepest face in the arrangement of
Gabriel circles obtained from S. We prove that A has no concave edge. To
2Two regions are neighbors if they have a common border.
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obtain a contradiction, assume that e is a concave edge of A. Consequently,
there exists a neighboring face B, in the arrangement, whose boundary con-
tains e. Lemma 4.2.1 and the characteristics of concave edge in the arrange-
ment of Gabriel circles imply that SkD1(B;S) > SkD1(A;S). This result
contradicts the assumption that A is locally deepest.
⇐) Suppose that A is a face that has no concave edge in the arrangement
of Gabriel circles obtained from S. We prove that A is locally deepest. As-
sume that the boundary of A is composed of the convex edges e1, ...ek, and
thus A has neighboring faces B1, ..., Bm (m ≤ k). Hence A and every Bi
(i = 1, ...,m) have at least one common edge ej (j = 1, ..., k). From Lemma
4.2.1 and the characteristics of concave edge, it can be seen that
∀Bi; SkD1(A;S) > SkD1(Bi;S).
This means that A is a locally deepest because it is the deepest face among
all of its neighboring faces Bi.
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Chapter 5
Algorithmic Results in R2
The previous best algorithm for computing the β-skeleton depth of a point
q ∈ Rd with respect to a data set S = {x1..xn} ⊆ Rd is the brute force algo-
rithm [102]. This naive algorithm needs to check all of the
(
n
2
)
β-skeleton in-
fluence regions obtained from the data points to figure out how many of them
contain q. Checking all of such influence regions causes the naive algorithm
to take Θ(dn2) time. In this chapter, we present an optimal algorithm for
computing the planar spherical depth (β = 1) and a subquadratic algorithm
to compute the planar β-skeleton depth when β > 1. In these algorithms,
we need to solve some halfspace and some circular range counting problems,
where all of the halfspaces have one common point. The circles also have the
same characteristic. Furthermore, computing the planar β-skeleton depth is
reduced to a combination of some range counting problems. In the special
case β = 1, we investigate a specialized halfspace range query method that
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leads to a Θ(n log n) algorithm (Algorithm 5) for β-skeleton depth. Finally,
we present a simple and optimal algorithm (Algorithm 7) that computes the
planar halfspace depth in Θ(n log n) time. This algorithm is similar to the
Aloupis’s algorithm in [9]. After sorting the points by angle, Aloupis em-
ployed the counterclockwise sweeping of a specific halfline. However, in our
algorithm, we use the specialized halfspace range query that is explored in
Algorithm 5.
5.1 Optimal Algorithm to Compute Planar
Spherical Depth
Instead of checking all of the spherical influence regions, we focus on the
geometric aspects of such regions in R2. The geometric properties of these
regions lead us to develop an Θ(n log n) algorithm for the computation of
planar spherical depth of q ∈ R2.
Theorem 5.1.1. For arbitrary points a, b, and t in R2, t ∈ Sph(a, b) if and
only if ∠atb ≥ pi
2
.
Proof. If t is on the boundary of Sph(a, b), Thales’ Theorem1 suffices as the
proof in both directions. For the rest of the proof, by t ∈ Sph(a, b) we mean
t ∈ int Sph(a, b).
⇒) For t ∈ Sph(a, b), suppose that ∠atb < pi
2
(proof by contradiction). We
1Thales’ Theorem also known as the Inscribed Angle Theorem: If a, b, and c are points
on a circle where ac is a diameter of the circle, then ∠abc is a right angle.
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continue the line segment at to cross the boundary of the Sph(a, b). Let t′
be the crossing point (see the left figure in Figure 5.1). Since ∠atb < pi
2
,
then, ∠btt′ is greater than pi
2
. Let ∠btt′ = pi
2
+ 1; 1 > 0. From Thales’
Theorem, we know that ∠at′b is a right angle. The angle tbt′ = 2 > 0
because t ∈ Sph(a, b). Summing up the angles in4tt′b, as computed in (5.1),
leads to a contradiction. So, this direction of proof is complete.
∠tt′b+ ∠t′bt+ ∠btt′ ≥ pi
2
+ 2 +
pi
2
+ 1 > pi (5.1)
⇐) If ∠atb = pi
2
+ 1; 1 > 0, we prove that t ∈ Sph(a, b). Suppose that
t /∈ Sph(a, b) (proof by contradiction). Since t /∈ Sph(a, b), at least one
of the line segments at and bt crosses the boundary of Sph(a, b). Without
loss of generality, assume that at is the one that crosses the boundary of
Sph(a, b) at the point t′ (see the right figure in Figure 5.1). Considering
Thales’ Theorem, we know that ∠at′b = pi
2
and consequently, ∠bt′t = pi
2
. The
angle ∠t′bt = 2 > 0 because t /∈ Sph(a, b). If we sum up the angles in the
triangle 4tt′b, the same contradiction as in (5.1) will be implied.
Algorithm 5: Using Theorem 5.1.1, we present an algorithm to compute
the spherical depth of a query point q ∈ R2 with respect to S = {x1, ..., xn} ⊆
R2. This algorithm is summarized in the following steps. The pseudocode of
this algorithm is provided at the end of this chapter.
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Figure 5.1: Point t and spherical influence region Sph(a, b)
• Translating the points: Suppose that T is a translation by (−q). We
apply T to translate q and all data points into their new coordinates.
Obviously, T (q) = O.
• Sorting the translated data points: In this step we sort the trans-
lated data points based on their angles in their polar coordinates. After
doing this step, we have ST which is a sorted array of the translated
data points.
• Calculating the spherical depth: For the ith element in ST , we
define Oi and Ni as follows:
Oi =
{
j : xj ∈ ST , pi
2
≤ |θ(xi)− θ(xj)| ≤ 3pi
2
}
Ni = {1, 2, ..., n} \Oi.
(5.2)
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Thus the spherical depth of q with respect to S, can be computed by:
SphD(q;S) = SphD(O;ST ) =
1
2
(
n
2
) ∑
1≤i≤n
|Oi|. (5.3)
To present a formula for computing |Oi|, we define f(i) and l(i) as
follows:
f(i) =

minNi − 1 if pi2 < θ(xi) ≤ 3pi2
minOi otherwise
l(i) =

maxNi + 1 if
pi
2
< θ(xi) ≤ 3pi2
maxOi otherwise.
Figure 5.2 illustrates Oi, Ni, f(i), and l(i) in two different cases. Con-
sidering the definitions of f(i) and l(i),
|Oi| =

f(i) + (n− l(i) + 1) if pi
2
< θ(xi) ≤ 3pi2
l(i)− f(i) + 1 otherwise.
(5.4)
This allows us to compute |Oi| using a pair of binary searches.
Time complexity of Algorithm 5: The first procedure in the algorithm
takes Θ(n) time to translate q and all data points into the new coordinate
system. The second procedure takes Θ(n log n) time. Due to using binary
search for every Oi, the running time of the last procedure is also Θ(n log n).
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Figure 5.2: θ(xi) ∈ (pi2 , 3pi2 ] (left figure), and θ(xi) /∈ (pi2 , 3pi2 ] (right figure)
The rest of the algorithm contributes some constant time. In total, the
running time of the algorithm is Θ(n log n).
Note 5.1.1. Coordinate system: In practice it may be preferable to work
in the Cartesian coordinate system. Sorting by angle can be done using some
appropriate right-angle tests (determinants). Regarding the other angle com-
parisons, they can be done by checking the sign of dot products.
5.2 Algorithm to Compute Planar β-skeleton
Depth when β > 1
We recall from the definition of β-influence region that Sβ(xi, xj); β > 1
forms some lenses, and S∞(xi, xj) forms some slabs for each pair xi and xj in
S ⊆ R2. Using some geometric properties of such lenses and slabs, we prove
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Theorem 5.2.1. This theorem along with some results regarding the range
counting problems in [4] help us to compute SkDβ(q;S); β > 1 in O(n
3
2
+)
time, where q and S are in R2.
Definition 5.2.1. For an arbitrary non-zero point a ∈ R2 and parameter
β ≥ 1, `(p) is a line that is perpendicular to −→a at the point p = p(a, β) =
(β − 1)a/β. This line forms two halfspaces Ho(p) and Ha(p). The closed
halfspace that includes the origin is Ho(p) and the other halfspace which is
open is Ha(p).
Definition 5.2.2. For a disk B(c, r) with the center c = c(a, β) = βa/2(β − 1)
and radius r = ‖c‖, Bo(c, r) is the intersection of Ho(p) and B(c, r), and
Ba(c, r) is the intersection of Ha(p) and B(c, r), where β > 1 and a is an
arbitrary non-zero point in R2. For the case of β = 1, B(c, r) = ∅.
Figure 5.3 is an illustration of these definitions for different values of param-
eter β.
Figure 5.3: Ho(p) and B(c, r) defined by a ∈ R2 for β = 1, 1.5, 2, and β =
∞, where A = Ho(p) \ {intBo(c, r)}
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Theorem 5.2.1. For non-zero points a, b ∈ R2, and parameter β > 1, b ∈
Ho(p) \ {intBo(c, r)} if and only if the origin O = (0, 0) is contained in
Sβ(a, b), where c = βa/(2(β − 1)), r = ‖c‖, and p = (β − 1)a/β.
Proof. First, we show that Bo(c, r) is a well-defined set meaning that `(p)
intersects B(c, r). We compute d(c, `(p)), the distance of c from `(p), and
prove that this value is not greater than r. It can be verified that d(c, `(p)) =
d(c, p). Let k = β/(2(β − 1)); the following calculations complete this part
of the proof.
d(c, p) = d(
βa
2(β − 1) ,
(β − 1)a
β
) = d(ka,
1
2k
a)
= (k − 1
2k
)
√
(ax2 + ay2) = (
2k2 − 1
2k
)‖a‖
<
2k2
2k
‖a‖ = k‖a‖ = r.
We recall the definition of β-influence region given by Sβ(a, b) = B(ca,
β
2
‖a−
b‖)∩B(cb, β2‖a− b‖), where ca = β2a+(1− β2 )b and cb = β2 b+(1− β2 )a. Using
this definition, following equivalencies can be derived from O ∈ Sβ(a, b).
O ∈ Sβ(a, b)⇔ β‖a− b‖
2
≥ max{‖ca‖, ‖cb‖}
⇔ β‖a− b‖ ≥ max{‖β(a− b) + 2b‖, ‖β(b− a) + 2a‖}
⇔ β2‖a− b‖2 ≥ max{‖β(a− b) + 2b‖2, ‖β(b− a) + 2a‖2}
⇔ 0 ≥ max{b2(1− β) + β〈a, b〉, a2(1− β) + β〈a, b〉}.
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By solving these inequalities for (β − 1)/β which is equal to 1/2k, we obtain
Equation (5.5).
1
2k
≥ max
{〈a, b〉
‖a‖2 ,
〈a, b〉
‖b‖2
}
(5.5)
For a fixed point a, the inequalities in Equation (5.5) determine one halfspace
and one disk given by (5.6) and (5.7), respectively.
1
2k
≥ 〈a, b〉‖a‖2 ⇔ 〈a, b〉 ≤
1
2k
‖a‖2. (5.6)
1
2k
≥ 〈a, b〉‖b‖2 ⇔ b
2 − 2k〈a, b〉 ≥ 0
⇔ b2 − 2k〈a, b〉+ k2a2 ≥ k2a2
⇔ (b− ka)2 ≥ (k‖a‖)2 .
(5.7)
The proof is complete because for a point a, the set of all points b containing
in the feasible region defined by Equations (5.6) and (5.7) is equal to
Ho(p) \ {intBo(c, r)}.
Proposition 5.2.1. For β = 2 +
√
2, the boundary of the given halfspace in
(5.6) passes through the center of the given disk in (5.7).
Proof. It is enough to substitute b in the given halfspace with ka which is
the center of the given disk.
〈a, (ka)〉 ≤ 1
2k
‖a‖2 ⇒ k‖a‖2 ≤ 1
2k
‖a‖2 ⇒ 2k2 ≤ 1
⇒ 2( β
2(β − 1))
2 ≤ 1⇒ β = 2 +
√
2
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Algorithm 6: Using Theorem 5.2.1, we present an algorithm to compute
the β-skeleton depth of q ∈ R2 with respect to S = {x1, ..., xn} ⊆ R2. This
algorithm is summarized in two steps. The pseudocode of this algorithm can
be found at the end of this chapter.
• Translating the points: This step is exactly the same step as in
Algorithm 5.
• Calculating the β-skeleton depth: Suppose that a = (ax, ay) is an
element in S ′ (translated S). We consider a disk and a line as follows:
B(c, r) : (x− kax)2 + (y − kay)2 = (k‖a‖)2
`(p) : axx+ ayy =
1
2k
‖a‖,
where k, c, r, and p are defined in Theorem 5.2.1. From Theorem 1.2
in [4], we can compute |Ho(p)| with O(n) storage, O(n log n) expected
preprocessing time, and O(n
1
2
+) query time, where |Ho(p)| is the num-
ber of all elements of S ′ that are contained in Ho(p). For the elements
of S ′, |intBo(c, r)| which is defined as the number of elements con-
taining in the interior of Bo(c, r) can also be computed with the same
storage, expected preprocessing time, and query time. We recall that
Bo(c, r) is the intersection of halfspace Ho(p) and disk B(c, r), where
p, c, and r are some functions of a. Finally, SkDβ(q, S) which is equal
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to SkDβ(O;S
′) can be computed by Equation (5.8).
SkDβ(q, S) =
1
2
(
n
2
) (∑
p
|Ho(p)| −
∑
c
|intBo(c, r)|
)
(5.8)
Referring to Definitions 5.2.1 and 5.2.2, Ho(p) and Bo(c, r) can be com-
puted in constant time.
Theorem 5.2.1 and Algorithm 6 are valid for β > 1. However, the case β = 1
(Algorithm 5 for spherical depth) can also be included in this result. In
this case, ∀c;B(c, r) = ∅, and consequently, |intBo(c, r)| = 0. Therefore,
SkD1(q;S) which is equal to SkD1(O;S
′) can be computed by:
SkD1(q;S) =
1
2
(
n
2
)∑
p
|Ho(p)|. (5.9)
Time complexity of Algorithm 6: The translating procedure as is dis-
cussed in Algorithm 5, takes O(n) time. With the O(n log n) expected pre-
processing time, the second procedure takes O(n
3
2
+) time. In this procedure,
the loop iterates n times, and the range counting algorithms take O(n
1
2
+)
time. The expected preprocessing time O(n log n) is required to obtain a
data structure for the aforementioned range counting algorithms. The rest
of the algorithm takes some constant time per loop iteration, and therefore
the total expected running time of the algorithm is O(n
3
2
+).
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5.3 Algorithm to Compute Planar Halfspace
Depth
To compute the halfspace depth of query point q with respect to data set S,
we need to find the minimum portion of data points separated by a halfs-
pace through q. In this section, we develop an optimal algorithm to compute
the planar halfspace depth of a query point. Identical to Aloupis’ [9] algo-
rithms, our algorithm takes Θ(n log n) time. After sorting data points by
angle, Aloupis employed the counterclockwise sweeping of a specific halfline.
However, to obtain our algorithm, we reuse most of Algorithm 5, and employ
the specialized halfspace range counting that is explored in Section 5.1.
Algorithm 7: Suppose that S = {x1, ..., xn} ⊂ R2 and q ∈ R2 are given.
We summarize the algorithm in the following steps.
• Translating the points: This step is the same as the first step in
Algorithm 5.
• Computing the halfspaces In Equation (3.1), it is not practical to
compute |S∩H| for all halfspaces H that pass through the query point.
Instead of considering all of the halfspaces, we define H to be a finite
set of the desired halfspaces such that we can obtain all possible values
of |S ∩H| if H ∈ H. Computation of H can be done as follows:
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(i) Project all of the nontrivial2 elements of S ′ (translated S) on the
unit circle C(O, 1).
(ii) Construct P = {±x′ip}, where x′ip is generated in (i).
(iii) Using an O(n log n) sorting algorithm, sort the elements of P by
angle in counterclockwise order.
(iv) Remove the duplicates in the sorted P .
(v) Let mi be the middle point of each pair of successive elements in
the sorted array in (iii). Suppose that `i is the line that passes
through the points O = (0, 0) and mi. Each line `i forms two
halfspaces hi1 and hi2. As such, H can be defined by:
H = {hij; 1 ≤ i ≤ n, j ∈ {1, 2}}.
• Calculating the halfspace depth: Similar to the computation of |Oi|
in Equation (5.4), a pair of binary searches can be applied to compute
each of |hij ∩ S ′|, where 1 ≤ i ≤ n and j ∈ {1, 2}. Therefore, HD(q;S)
which is equal to HD(O;S ′) can be computed by:
HD(q;S) =
2
n
(
min
ij
{|hij ∩ S ′|;hij ∈ H}+ |trivials|
)
.
Time complexity of Algorithm 7: Referring to the analysis of Algo-
rithm 5, the Translating procedure takes Θ(n) time. Sorting the elements
2a ∈ R2 is nontrivial if ‖a‖ > 0.
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of P causes the second procedure to take Θ(n log n) time. The rest of work
in the second procedure takes some linear time. Finally, the depth calcula-
tion procedure takes O(n log n) because for every element in H, two binary
searches are called. Since H contains at most 2n elements, the outer loop
takes O(n). The binary searches take O(log n). The rest of the algorithm
run in some constant time per loop iteration. From the above analysis, the
overall running time of this algorithm is O(n log n).
5.4 Pseudocode
In this section we provide the pseudocode of the presented algorithms in
sections 5.1, 5.2, and 5.3. First, we define some procedures which are used
in the depth calculation algorithms.
Algorithm 1 Translation(S, q)
Input: Data set S and Query point q
Output: Translated data set S ′
1: for each xi ∈ S do
2: xi ← (xi − q)
3: return S ′
Note 5.4.1. Instead of using polar coordinates in Algorithm 2, sorting can
also be done by applying the suggested method in Note 5.1.1.
Note 5.4.2. To avoid unusual notations in Algorithm 5, we use the variables
a and b instead of f(i) and l(i), respectively in the text.
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Algorithm 2 Sorting-by-angle(S)
Input: Data set S
Output: Sorted array ST
1: for each xi = (ai, bi) ∈ S do
2: θ(xi)← arctan(bi/ai)
3: Using an O(n log n) sorting algorithm, sort xi based on θ(xi)
4: return ST
Algorithm 3 Trivial-and-Nontrivial(S)
Input: Data set S
Output: Partition S into two sets Trival and NonTrivial
1: Initialize Trivial = ∅, NonTrivial = ∅
2: for each xi ∈ S do
3: if (‖xi‖ = 0)
4: Trivial← Trivial ∪ {xi}
5: else
6: NonTrivial ← NonTrivial ∪ {xi}
7: return (Trivial, NonTrivial)
Algorithm 4 Projection(S)
Input: Data set S
Output: Projection of S on circle C(O, 1)
1: Initialize Sp = ∅
2: for each xi ∈ S do
3: xip ← xi/‖xi‖
4: Sp ← Sp ∪ {±xip}
5: return Sp
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Algorithm 5 Computing the planar β-skeleton depth, β = 1 (spherical
depth)
Input: Data set S and Query point q
Output: SphD(q;S)
1: Initialize SphD(q;S) = 0
2: S ′ ← Translation(S, q)
3: ST ← Sorting-by-angle(S ′)
4: for each xi ∈ ST do
5: Initialize a = 0 and b = n+ 1
6: Using two binary search calls, update the values of a and b
7: if (0 < θ(xi) ≤ pi2 )
8: a = min{j : θ(xj)− θ(xi) ≥ pi2}
9: b = max{j : pi
2
≤ θ(xj)− θ(xi) ≤ 3pi2 }
10: else-if (pi
2
< θ(xi) ≤ 3pi2 )
11: a = max{j : θ(xi)− θ(xj) ≥ pi2}
12: b = min{j : θ(xj)− θ(xi) ≥ pi2}
13: else
14: a = min{j : θ(xi)− θ(xj) ≤ 3pi2 }
15: b = max{j : pi
2
≤ θ(xi)− θ(xj) ≤ 3pi2 }
16: if (a = 0 and b = n+ 1)
17: |Oi| = 0
18: else
19: |Oi| =
{
a+ (n− b+ 1) ; pi
2
< θ(xi) ≤ 3pi2
b− a+ 1 ; otherwise.
20: SphD(q;S)← SphD(q;S) + 1
2(n2)
|Oi|
21: return SphD(q;S)
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Algorithm 6 Computing the planar β-skeleton depth, β > 1
Input: Data set S, Query point q, Parameter β > 1
Output: SkDβ(q;S)
1: Initialize SkDβ(q;S) = 0
2: S ′ ← Translation(S, q)
3: for each a ∈ S ′ do
4: Using two O(n
1
2
+) range counting algorithms, compute |Ho(p)|
and |intBo(c, r)|
(The computations of Ho(p) and intBo(c, r) take constant time)
5: SkDβ(q;S)← SkDβ(q;S) + 12(n2) (|Ho(p)| − |intB
o(c, r)|)
6: return SkDβ(q;S)
Algorithm 7 Computing the planar halfspace depth
Input: Data set S, Query point q
Output: HD(q;S)
1: Initialize HDq = 0
2: S ′ ← Translation(S, q)
3: (Triv,NTriv)← Trivial-and-Nontrivial(S ′)
4: P ← Projection(NTriv)
5: PT ← Sorting(P )
6: AP ← Removing-Duplicates(PT )
7: for each ai in AP do
8: `i ← line passing through (0, 0) and mi = (ai + ai+1)/2
9: H← the set of all halfspaces hij defined by `i, where 1 ≤ i ≤ n, j ∈ {1, 2}
10: for each hij in H do
11: Using a pair of binary searches, compute |hij ∩ S ′| (similar to the
computation of |Oi| in Algorithm 5)
12: HDq ← min{HDq, |hij ∩ S ′|}
13: HD(q;S)← 2
n
(HDq +|Triv|)
14: return HD(q;S)
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Algorithm 8 Removing-Duplicates(A)
Input: Sorted array A
Output: Sorted array Anc with unique elements
1: Define Anc with dynamic size
2: Initialize Anc[1] = A[1], j = 2
3: for i = 2 to |A| do
4: if (A[i] 6= A[i− 1])
5: Anc[j]← A[i]
6: j ← j + 1
7: return Anc
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Chapter 6
Lower Bounds
As discussed in Chapter 3, computing each of simplicial depth and halfspace
depth in R2 requires Ω(n log n) time. In this chapter we prove that computing
the planar β-skeleton depth also requires Ω(n log n), β ≥ 1. We reduce the
problem of Element Uniqueness to the problem of computing the β-skeleton
depth in three cases β = 1, 1 < β < ∞, and β = ∞. It is known that
the question of Element Uniqueness has a lower bound of Ω(n log n) in the
algebraic decision tree model of computation proposed in [19].
6.1 Lower Bound for the Planar β-skeleton
Depth, β = 1
Theorem 6.1.1. Computing the planar spherical depth (β-skeleton depth,
β = 1) of a query point in the plane takes Ω(n log n) time.
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Proof. We show that finding the spherical depth allows us to answer the
question of Element Uniqueness. Suppose that A = {a1, ..., an}, for n ≥ 2 is
a given set of real numbers. We suppose all of the numbers to be positive
(negative), otherwise we shift the points onto the positive x-axis. For every
ai ∈ A we construct four points xi, xn+i, x2n+i, and x3n+i in the polar
coordinate system as follows:
x(kn+i) =
(
ri, θi +
kpi
2
)
; 0 ≤ k ≤ 3,
where ri =
√
1 + a2i and θi = tan
−1(1/ai). Thus we have a set S of 4n points
xkn+i, for 1 ≤ i ≤ n. See Figure 6.1. The Cartesian coordinates of the points
can be computed by:
x(kn+i) =
 0 −1
1 0

k ai
1
 ; k = 0, 1, 2, 3.
We select the query point q = (0, 0), and present an equivalent form of
Equation (5.2) for Oj as follows:
Oj =
{
xk ∈ S | ∠xjqxk ≥ pi
2
}
, 1 ≤ j ≤ 4n, (6.1)
We compute SphD(q;S) in order to answer the Element Uniqueness problem.
Suppose that every xj ∈ S is a unique element. In this case, |Oj| = 2n + 1
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because, from (6.1), it can be figured out that the expanded Oj is as follows:
Oj =

{xn+1, ..., xn+j, x2n+1, ..., x3n, x3n+j, ..., x4n}; j ∈ {1, ..., n}
{x2n+1, ..., xn+j, x3n+1, ..., x4n, xj−n, ..., xn}; j ∈ {n+ 1, ..., 2n}
{x3n+1, ..., xn+j, x1, ..., xn, xj−n, ..., x2n}; j ∈ {2n+ 1, ..., 3n}
{x1, ..., xj−3n, xn+1, ..., x2n, xj−n, ..., x3n}; j ∈ {3n+ 1, ..., 4n}.
Let SphDS(q) be the unnormalized form of SphD(q;S). Referring to Theo-
rem 5.1.1 and Equation (5.3),
SphDS(q) =
(|S|
2
)
SphD(q;S) =
1
2
∑
1≤j≤4n
(2n+ 1) = 4n2 + 2n.
Now suppose that there exist some i 6= j such that xi = xj in S. In this case,
from Equation (6.1), it can be seen that:
|O(kn+i) mod 4n| = |O(kn+j) mod 4n| = 2n+ 2,
where k = 0, 1, 2, 3 (see Figure 6.1). As an example, for k = 0, |Oj| = |Oi| =
2n + 2 because the expanded form of these two sets is as follows: (without
loss of generality, assume i < j < n)
Oi = Oj = {xn+1..xn+j, x2n+1..x3n, x3n+i, x3n+j, x3n+j+1..x4n}.
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Theorem 5.1.1 and Equation (5.3) imply that:
SphDS(q) ≥
1
2
(8 +
∑
1≤j≤4n
(2n+ 1)) = 4n2 + 2n+ 4.
Therefore the elements of A are unique if and only if the spherical depth of
(0, 0) with respect to S is 4n2 + 2n. This implies that the computation of
spherical depth requires Ω(n log n) time. It is necessary to mention that the
only computation in the reduction is the construction of S which takes O(n)
time. Finally, we mention that the reduction does not depend on the sorted
order of the elements.
Figure 6.1: An illustration of A and S for β = 1
71
Note 6.1.1. Instead of four copies of the elements of A, we could consider
two copies of such elements to construct S as used in section 6.2. However,
the depth calculation becomes more complicated in this case.
6.2 Lower Bound for the Planar β-skeleton
Depth, 1 < β <∞
First, we prove the lower bound for the planar lens depth where β = 2 in β-
skeleton depth. Using the same reduction technique, we generalize the result
to all values of 1 < β <∞.
Lemma 6.2.1. For 1 ≤ i ≤ n and bi ∈ R+, suppose that S and Lj are two
sets of polar coordinates as follows:
S = {xi = (bi, 0), xn+i = (bi, pi/3)}
Lj = {xk ∈ S | O = (0, 0) ∈ L(xj, xk)} , 1 ≤ j ≤ 2n.
For a unique element xj ∈ S, Lj = {x(n+j) mod 2n}.
Proof. Suppose that xk ∈ Lj; k /∈ {j, (n + j) mod 2n}. We prove that such
xk does not exist. If ∠xjOxk = 0, it is obvious that O /∈ L(xj, xk) and xk
cannot be an element of Lj. For the case ∠xjOxk = pi/3, by definition of Lj,
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O ∈ L(xj, xk). From Definition 3.4.1 for β = 2,
O ∈ L(xj, xk)⇔ O ∈ B(xj, ‖xj − xk‖) ∩B(xk, ‖xj − xk‖) (6.2)
⇔ ‖xj −O‖ ≤ ‖xj − xk‖ & ‖xk −O‖ ≤ ‖xj − xk‖ (6.3)
⇔ ‖xj − xk‖ ≥ max{bj, bk}. (6.4)
From the cosine formula1 in triangle 4xiOxj, we have
‖xj − xk‖2 = b2j + b2k − 2bjbk cos(pi/3). (6.5)
Equations (6.4) and (6.5) imply that:
b2j + b
2
k − bjbk ≥ max{b2j , b2k} ⇔

b2j + b
2
k − bjbk ≥ b2j
b2j + b
2
k − bjbk ≥ b2k
⇔

b2k − bjbk ≥ 0
b2j − bjbk ≥ 0
⇔

bk ≥ bj
bj ≥ bk
⇔ bk = bj.
This result contradicts the assumption of xk ∈ Lj; k /∈ {j, (n+j) mod 2n}
Theorem 6.2.1. Computing the lens depth of a query point in the plane
takes Ω(n log n) time.
1Cosine formula: For a triangle 4abc,
‖ab‖2 = ‖ac‖2 + ‖bc‖2 − 2‖ac‖‖bc‖ cos(∠bca).
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Figure 6.2: An illustration of B and S for β = 2
Proof. Suppose that B = {b1, ..., bn}, for n ≥ 2 is a given set of real numbers.
Without loss of generality, we let these numbers to be positive (see the proof
of Theorem 6.1.1). For 1 ≤ i ≤ n, we construct set S = {xi, xn+i} of 2n points
in the polar coordinate system such that xi = (bi, 0) and xn+i = (bi, pi/3).
See Figure 6.2. We select the query point q = (0, 0), and define Lj as follows:
Lj = {xk ∈ S | q ∈ L(xj, xk)} , 1 ≤ j ≤ 2n. (6.6)
Using Equation (6.6), the unnormalized form of Equation (3.6) can be pre-
sented by:
LDS(q) =
(|S|
2
)
LD(q;S) =
1
2
∑
1≤j≤2n
|Lj|. (6.7)
We solve the problem of Element Uniqueness by computing LDS(q). Suppose
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that every xj ∈ S is a unique element. In this case, Lemma 6.2.1 implies
that Lj = {x(n+j) mod 2n}. From Equation (6.7), we have
LDS(q) =
1
2
∑
1≤j≤2n
1 = n.
Now assume that there exists some i 6= j such that xi = xj in S. In this
case,
Lj = Li = {x(n+i) mod 2n, x(n+j) mod 2n}
L(n+i) mod 2n = L(n+j) mod 2n = {xi, xj}.
As such, for 1 ≤ t ≤ 2n and t /∈ {i, j, (i+ n) mod 2n, (j + n) mod 2n},
LDS(q) =
1
2
∑
t
|Lt|+ 1
2
(|Li|+ |Lj|+ |L(i+n) mod 2n|+ |L(j+n) mod 2n|)
=
1
2
(2(n− 2)) + 1
2
(2 + 2 + 2 + 2) = n+ 2.
For the case of having more duplicated elements in S,
LDS(q) = n+ 2c, (6.8)
where c is the number of duplicates. Therefore the elements of S are unique
if and only if c = 0 in Equation (6.8). This implies that the computation of
lens depth requires Ω(n log n) time. Note that all of the other computations
in this reduction take O(n).
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Lemma 6.2.2. For a, b ∈ R2, suppose that uβ is a fixed intersection point
between the two disks constructing the Sβ(a, b). θ = ∠auβb = cos−1(1−1/β).
Proof. From Definition 3.4.1,
Sβ(a, b) = B(ca, (β/2)‖a− b‖) ∩B(cb, (β/2)‖a− b‖),
where ca = (β/2)a + (1 − β/2)b and cb = (β/2)b + (1 − β/2)a. It can be
verified that ‖ca− cb‖ = (β − 1)‖a− b‖. Suppose that m is the middle point
of ab and h = ‖uβ −m‖. See Figure 6.3. The value of θ can be computed as
follows.
Figure 6.3: The β-influence region for a, b ∈ R2.
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h2 = ‖uβ − a‖2 − ‖a−m‖2 = ‖uβ − cb‖2 − ‖cb −m‖2
= (
β
2
‖a− b‖)2 − (β − 1
2
‖a− b‖)2
=
2β − 1
4
‖a− b‖2
⇒ ‖uβ − a‖2 = 2β − 1
4
‖a− b‖2 + ‖a−m‖2 = β
2
‖a− b‖2
The cosine formula in triangle 4auβb implies that
‖a− b‖2 = ‖uβ − a‖2 + ‖uβ − b‖2 − 2‖uβ − a‖‖uβ − b‖ cos(θ)
= 2‖uβ − a‖2 − 2‖uβ − a‖2 cos(θ)
= β‖a− b‖2 − β‖a− b‖2 cos(θ)⇒ θ = cos−1(1− 1
β
).
Theorem 6.2.2. For 1 < β <∞, computing the β-skeleton depth of a query
point in the plane requires Ω(n log n) time.
Proof sketch. It is enough to generalize the reduction technique in Theorem
6.2.1. As Lemma 6.2.2 suggests, we need to choose θ = cos−1(1 − 1/β) to
construct S = {xi = (bi, 0), xn+i = (bi, θ)}, where 1 ≤ i ≤ n and bi ∈ B
defined in the proof of Theorem 6.2.1. Figure 6.4 illustrates that for every
unique element xi ∈ S, there exists only one element in S such that the
corresponding β-influence region contains O. As can be seen in this figure,
O is not contained in the β-influence region Sβ(xi, y). Similar to the proof
of Theorem 6.2.1, it can be deduced that SkDβ(O;S) = n if every element in
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S is unique. However, SkDβ(O;S) = n+ 2c if there exist c duplicates among
the elements of S. Note that we use the real RAM model of computation in
order to calculate θ, where we need the square root of a real number to be
computed in constant time.
Figure 6.4: The β-influence regions for some elements of S when 1 < β <∞.
6.3 Lower Bound for the Planar β-skeleton
Depth, β =∞
Suppose that B is a set of positive real numbers as introduced in the proof
of Theorem 6.2.1. From the proof of Theorem 6.2.2, the rotation angle θ =
cos−1(1 − 1/β) is equal to 0 if β = ∞. It means that there is not a proper
rotation angle to make the second copy of the data points. However, it is
78
enough to shift up the points by some constant (e.g. max{bi}), and construct
S = {xi = (bi, 0), xn+i = (bi,max{bi})} (see Figure 6.5).
Figure 6.5: An illustration of B and S when β =∞
We select q = (0, 0), and define
S∞j = {xk ∈ S | q ∈ S∞(xj, xk)} , 1 ≤ j ≤ 2n. (6.9)
From Definition 3.4.1, it can be verified that
q ∈ S∞(xj, xk)⇔ max{∠qxkxj,∠qxjxk} ≤ pi
2
.
Suppose that every xi ∈ S; 1 ≤ i ≤ n is a unique element. In this case,
S∞i = {xn+1, xn+2, ..., xn+i}, S∞(n+i) = {xi, xi+1, ..., xn}. (6.10)
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From Equation (6.9), the unnormalized form of Equation (3.4) for β = ∞
can be presented by:
SkD∞S(q) =
(|S|
2
)
SkD∞(q;S) =
1
2
∑
1≤j≤2n
|S∞j|. (6.11)
Equations (6.10) and (6.11) imply that
SkD∞S(q) =
1
2
∑
1≤i≤n
(|S∞i|+ |S∞(n+i)|)
=
1
2
∑
1≤i≤n
(i+ (n− i+ 1)) = n(n+ 1)
2
=
(
n+ 1
2
)
.
Now assume that for some i 6= k, xi = xk in S. Without loss of generality,
suppose that 1 ≤ i < k ≤ n. In this case,
S∞i = S∞k = {xn+1, xn+2, ..., xn+i, xn+k} (6.12)
S∞(n+i) = S∞(n+k) = {xk, xi, xi+1, ..., xn}. (6.13)
As such, for 1 ≤ t ≤ n and t /∈ {i, k}, Equations (6.10), (6.11), (6.12), and
(6.13) can be used to compute SkD∞S(q) as follows.
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SkD∞S(q) =
1
2
∑
1≤j≤2n
|S∞j|
=
1
2
(∑
t
(|S∞t|+ S∞(n+t)|) + |S∞i|+ |S∞(n+i)|+ |S∞k|+ |S∞(n+k)|
)
=
1
2
(∑
t
(t+ n− t+ 1) + (i+ 1) + (n− i+ 2) + (k + 1) + (n− k + 2)
)
=
1
2
(∑
t
(n+ 1) + 2(n+ 3)
)
=
1
2
((n− 2)(n+ 1) + 2(n+ 1) + 4)
=
1
2
(n(n+ 1) + 4) =
(
n+ 1
2
)
+ 2
For the general case of having c duplicates among the elements of S,
SkD∞S(q) =
(
n+ 1
2
)
+ 2c. (6.14)
Therefore the elements of S are unique if and only if c = 0 in Equation (6.14).
The above results imply that the computation of β-skeleton depth, where
β =∞, requires Ω(n log n) time.
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Chapter 7
Relationships and Experiments
In this chapter we study the relationships among different depth functions
such as β-skeleton depth, halfspace depth, and simplicial depth in two differ-
ent ways. First, we focus on the geometric properties of the influence regions.
Second, the idea of fitting function is applied to approximate one data depth
using another one. Our main motivation to study the relationships among
different depth functions is derived from the complexity of computations, es-
pecially in higher dimensions. For example, computing the β-skeleton depth
using brute force algorithm is much easier and relatively faster than comput-
ing most of the other depth functions such as halfspace depth and simplicial
depth. Unlike halfspace depth and simplicial depth, the time complexity
of β-skeleton depth grows linearly in the dimension. Recall that the time
complexity of β-skeleton depth using a brute force algorithm in dimension d
is O(dn2). Whereas, the best known algorithm for computing the simplicial
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depth in the higher dimension d is brute force which takes O(nd+1) time.
Computing the halfspace depth is an NP-hard problem when the dimension
d is a part of input. See Sections 3.2, 3.3, and 3.4.
7.1 Geometric Relationships
Some geometric properties related to the β-influence regions and simplices
are explored in this section. These properties help to bound each one of
β-skeleton depth and simplicial depth in terms of the other one.
7.1.1 Convergence of β-skeleton Depth
Lemma 7.1.1. For β′ > β ≥ 1 and a, b ∈ R2, Sβ(a, b) ⊆ Sβ′(a, b), where the
β-influence region Sβ(a, b) is the intersection of two disks B(Cabβ, Rabβ) and
B(Cbaβ, Rbaβ), Cabβ = (β/2)(a− b) + b, and Rabβ = (β/2)d(a, b).
Proof. To prove Sβ(a, b) ⊆ Sβ′(a, b) which is equivalent with Equation (7.1),
B(Cabβ, Rabβ) ∩B(Cbaβ, Rbaβ) ⊆ B(Cabβ′ , Rabβ′) ∩B(Cbaβ′ , Rbaβ′) (7.1)
it suffices to prove both inclusion relationshipsB(Cabβ, Rabβ) ⊆ B(Cabβ′ , Rabβ′)
and B(Cbaβ, Rbaβ) ⊆ B(Cbaβ′ , Rbaβ′). We only prove the first one, and the
second one can be proved similarly. Suppose that β < β′ = β + ε; ε > 0. It
is trivial to check that two disks B(Cabβ, Rabβ) and B(Cabβ′ , Rabβ′) meet at b.
See Figure 7.1. Let t 6= b be an extreme point of B(Cabβ, Rabβ). This implies
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that
d(t, Cabβ) = Rabβ ⇔ d(t, β(a− b)
2
+ b) =
β(d(a, b))
2
⇔
∥∥∥∥β(a− b)2 + (b− t)
∥∥∥∥2 = (β(a− b)2
)2
⇔ ‖b− t‖2 − β(b− a) · (b− t) = 0.
The last equality means that (b− a) · (b− t) ≥ 0. Hence,
‖b− t‖2 − β(b− a) · (b− t) = 0
⇔ ‖b− t‖2 − (β + ε)(b− a) · (b− t) < 0
⇔ ‖b− t‖2 − β′(b− a) · (b− t) < 0
⇔ d(t, Cabβ′)−Rabβ′ < 0
⇔ t ∈ intB(Cabβ′ , Rabβ′).
From the above calculations, every extreme point of B(Cabβ, Rabβ) is an inte-
rior point of B(Cabβ′ , Rabβ′); therefore, B(Cabβ, Rabβ) ⊆ B(Cabβ′ , Rabβ′).
Lemma 7.1.2. Suppose that β′ > β ≥ 1. For a query point q and given data
set S in R2, SkDβ′(q;S) ≥ SkDβ(q;S).
Proof. For any arbitrary pair of points xi and xj in S, Lemma 7.1.1 implies
that Sβ(xi, xj) ⊆ Sβ′(xi, xj). Hence, Equation (7.2) is sufficient to complete
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Figure 7.1: Sβ(a, b) and Sβ′(a, b) .
the proof.
SkDβ′(q;S) =
∑
xi,xj∈S
I(q ∈ Sβ′(xi, xj)) ≥
∑
xi,xj∈S
I(q ∈ Sβ(xi, xj)) = SkDβ(q;S)
(7.2)
Definition 7.1.1. A query point q is generic with respect to a data set
S = {x1, x2, . . . , xn} if for all xi, xj ∈ S, q does not lie on the boundary
of S∞(xi, xj) or, on the line segment xixj.
Lemma 7.1.3. Suppose that S ⊂ R2 is a given data set and Q ⊂ R2 is a
set of generic query points. Assuming that R ⊂ R2 is a large enough finite
range that contains S and Q, for two distinct elements xi and xj in S, and
q ∈ Q,
∃βij <∞; q ∈ S∞(xi, xj)⇒ q ∈ Sβij(xi, xj). (7.3)
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There also exists a β∗ <∞ that satisfies (7.3) for all {xi, xj} ⊂ S, xi 6= xj.
Figure 7.2: Slab and βij-influence region containing point q
Proof. Suppose that q is a generic query point, m is the middle point of xixj,
and `ij is a line parallel to the boundaries of Sβij(xi, xj), through m. We
consider two lines `i, through q and xi, and `j, through q and xj. Obviously,
each of `i and `j intersects `ij. Between these two intersections, let q
′ be the
farthest one. See Figure 7.2 (right). The desired value of βij in Equation
(7.3) can be computed using Lemma 6.2.2 as follows.
θ = cos−1(1− 1
βij
)⇒ cos(θ) = 1− 1
βij
⇒ βij = 1
1− cos(θ) (7.4)
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where θ is the smaller angle at q′. Since q is a generic query point, cos(θ) 6= 1.
Equation (7.4) provides the desired value for βij in Equation (7.3). The proof
is complete because
∀{xi, xj} ⊂ S; q ∈ S∞(xi, xj)⇒ q ∈ Sβ∗(xi, xj), β∗ = max
ij
{βij}. (7.5)
Another proof: Suppose that q is a generic query point, and q ∈ S∞(xi, xj).
Let i`jq be a line passing through q, and perpendicular to the boundaries of
slab S∞(xi, xj) in points qi and qj. See Figure 7.2 (left). Every value of βij
that meets the following requirements can be considered as the desired βij.
• βij is large enough such that Sβij(xi, xj) is cut by i`jq.
• min{‖q− qi‖, ‖q− qj‖} ≥ min{‖qi− ηq‖, ‖qj − ηq‖}, where ηq is a fixed
intersection point between i`jq and Sβij(xi, xj).
The value of β∗ can be chosen as in Equation (7.5).
Theorem 7.1.1. For data set S and a generic query point q given in a large
enough finite range R ⊂ R2, the β-skeleton depth functions converge. In
other words,
∃β∗ <∞;∀β ≥ β∗, SkDβ(q;S) = S∞(q;S). (7.6)
Proof. It is enough to prove that there exists a β∗ <∞ such that
∀{xi, xj} ⊂ S, xi 6= xj, q ∈ Sβ∗(xi, xj)⇔ q ∈ S∞(xi, xj). (7.7)
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⇒) Lemma 7.1.1 is obviously enough because
∀{xi, xj} ⊂ S,∀β∗ <∞, Sβ∗(xi, xj) ⊂ S∞(xi, xj).
⇐) To prove this direction, Lemma 7.1.3 suggests that it is enough to choose
β∗ = max
ij
{βij}.
7.1.2 β-skeleton Depth versus Simplicial Depth
First, we study the relationship between spherical (β-skeleton, β = 1) depth
and simplicial depth. From Lemma 7.1.2, we can generalize the obtained
results for every value of β.
Definition 7.1.2. For a point q ∈ R2 and a data set S = {x1, ..., xn} ⊂ R2,
we define Bin(q;S) to be the set of all closed spherical influence regions, out
of
(
n
2
)
possible of them, that contain q. We also define Sin(q;S) to be the set
of all closed triangles, out of
(
n
3
)
possible defined by S, that contain q.
Lemma 7.1.4. Suppose that q is a point inside Conv(S), where S ⊂ R2 is a
given data set. q is covered by the union of spherical influence regions defined
by S.
Proof. Let H = Conv(S). By Caratheodory’s theorem [24], there is at least
one triangle, defined by the vertices of H, that contains q. We prove that
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the union of the spherical influence regions defined by such triangle contains
q. See Figure 7.3. This statement can be proved by contradiction. Suppose
that q is covered by none of Sph(a, b), Sph(a, c), and Sph(b, c). Therefore,
Theorem 5.1.1 implies that none of the angles ∠aqb, ∠aqc, and ∠bqc is greater
than or equal to pi
2
which is a contradiction because at least one of these angles
should be at least 2pi
3
in order to get 2pi as their sum.
Lemma 7.1.5. Suppose that S = {a, b, c} is a set of points in R2. For every
q ∈ R2, if |Sin(q;S)| = 1, then |Bin(q;S)| ≥ 2.
Another form of Lemma 7.1.5 is that if q ∈ 4abc, then q falls inside at least
two spherical influence regions out of Sph(a, b), Sph(c, b), and Sph(a, c). The
equivalency between these two forms of the lemma is clear. We prove the first
one.
Proof. From Lemma 7.1.4, |Bin(q;S)| ≥ 1. Suppose that |Bin(q;S)| = 1. If q
is one of the vertices of 4abc, it is clear that |Bin(q;S)| ≥ 2. Without loss of
generality, we suppose that q falls in int Sph(a, b). For the rest of the proof,
we focus on the relationships among the angles ∠aqb, ∠cqa, and ∠cqb (see
Figure 7.3). Since q is inside 4abc, ∠aqb ≤ pi. Consequently, at least one of
∠cqa and ∠cqb is greater than or equal to pi/2. So, Theorem 5.1.1 implies that
q is in at least one of int Sph(a, c) and int Sph(b, c). Hence, |Bin(q;S)| = 1
contradicts |Sin(q;S)| = 1 which means that |Bin(q;S)| ≥ 2. As an illustra-
tion, in Figure 7.3, for the points in the hatched area |Bin(q;S)| = 3.
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Figure 7.3: Triangle abc and its corresponding spherical influence regions
containing q
Lemma 7.1.6. For a data set S = {x1, ..., xn} ⊂ R2,
|Bin(q;S)|
|Sin(q;S)| ≥
2
n− 2 .
Proof. Suppose that Sph(xi, xj) ∈ Bin(q;S). There exist at most (n− 2) tri-
angles in Sin(q;S) such that xixj is an edge of them. We consider 4xixjxk
to be one of such triangles (see Figure 7.4 as an illustration). Referring
to Lemma 7.1.5, q belongs to at least one of Sph(xi, xk) and Sph(xj, xk).
Similarly, there exist at most (n−2) triangles in Sin(q;S) such that xixk (re-
spectively xjxk) is an edge of them. In the process of computing |Sin(q;S)|,
triangle 4xixjxk is counted at least two times, once for Sph(xi, xj) and an-
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other time for Sph(xi, xk) (or Sph(xj, xk) ). Consequently, for every sphere
area in Bin(q;S), there exist at most
(n−2)
2
distinct triangles, triangles with
only one common side, in Sin(q;S). As a result, Equation (7.8) can be ob-
tained.
(n− 2)
2
|Bin(q;S)| ≥ |Sin(q;S)| ⇒ |Bin(q;S)||Sin(q;S)| ≥
2
(n− 2) (7.8)
Figure 7.4: Sph(xi, xj) and all triangles, with edge xjxj, containing q
Theorem 7.1.2. For a data set S = {x1, ..., xn} and a query point q in R2,
SphD(q;S) ≥ 2
3
SD(q;S).
Proof. From Definition 7.1.2 the definitions of spherical depth and simplicial
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depth, (7.9) and (7.10) can be easily verified.
SphD(q;S) =
1(
n
2
) |Bin(q;S)| (7.9)
SD(q;S) =
1(
n
3
) |Sin(q;S)| (7.10)
Using these two equations, the ratio of spherical depth and simplicial depth
can be calculated as follows:
SphD(q;S)
SD(q;S)
=
(
n
3
)(
n
2
) |Bin(q;S)||Sin(q;S)| = (n− 2)|Bin(q;S)|3|Sin(q;S)| . (7.11)
Equation (7.11) and Lemma 7.1.6 imply that
SphD(q;S)
SD(q;S)
≥ 2(n− 2)
3(n− 2) =
2
3
⇒ SphD(q;S) ≥ 2
3
SD(q;S).
Theorem 7.1.3. Suppose that S is a given data set consisting of n points
in general position in R2. For q ∈ R2 and β ≥ 1, SkDβ(q;S) ≥ 23 SD(q;S).
Proof. The proof can be derived from Lemma 7.1.2 and Theorem 7.1.2.
7.2 Relationships via Dissimilarity Measures
In this section we define two dissimilarity measures between every pair of
depth functions, and approximate these depth functions by one another with
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a certain amount of error. A notable application of this approximation tech-
nique is that we can approximate the halfspace depth, which is an NP-hard
problem in higher dimension d, by the β-skeleton depth which takes only
O(dn2) time (see Section 7.3). The dissimilarity measures in this technique
are defined based on the concepts of fitting function and Hamming distance.
We train the halfspace depth function by the β-skeleton depth values obtain-
ing from a given data set. The goodness of approximation can be determined
using the dissimilarity measures and the sum of squares of error values.
7.2.1 Fitting Function and Dissimilarity Measure
To determine the dissimilarity between two vectors U = (u1, ..., un) and
V = (v1, ..., vn), the idea of fitting functions can be applied. Considering
the goodness measures of fitting functions in Section 2.2.3, assume that f is
the best function fitted to U and V . In other words, ui = f(vi)± δi; δi ≥ 0
and 1 ≤ i ≤ n. Let ξi = ui−U , where U is the average of ui (1 ≤ i ≤ n). In
Equation (7.12), we define dE(U, V ), as a function of δi and ξi, to measure
the dissimilarity between U and V .
dE(U, V ) = 1− r2, (7.12)
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where r2 is the coefficient of determination. We recall from Equation (2.1)
that
r2 =
n∑
i=1
(ξ2i − δ2i )
n∑
i=1
ξ2i
.
Since r2 ∈ [0, 1], dE(U, V ) ∈ [0, 1]. A smaller value of dE(U, V ) represents
more similarity between U and V .
7.2.2 Dissimilarity Measure Between two Posets
The idea of defining the following distance comes from the proposed struc-
tural dissimilarity measure between posets in [40]. Let P = {Pt = (S,t)|t ∈
N} be a finite set of posets, where S = {x1, ..., xn} is a given data set. For
Pk ∈ P we define a matrix Mkn×n by:
Mkij =

1 xi k xj
0 otherwise.
We use the notation of dc(Pf , Pg) to define the dissimilarity between two
posets Pf , Pg ∈ P as follows:
dc(Pf , Pg) =
n∑
i=1
n∑
j=1
|M fij −M gij|
n2 − n (7.13)
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It can be verified that dc(Pf , Pg) ∈ [0, 1], where the closer value to 1 means
the less similarity between Pf and Pg. This measure of similarity is a metric
on P because for all Pf , Pg, Ph ∈ P,
• dc(Pf , Pg) ≥ 0
• dc(Pf , Pg) = 0⇔ Pf = Pg
• dc(Pf , Pg) = dc(Pg, Pf )
• dc(Pf , Ph) ≤ dc(Pf , Pg) + dc(Pg, Ph).
Proving these properties is straightforward. We prove the last property which
is less trivial.
dc(Pf , Ph) =
n∑
i=1
n∑
j=1
|M fij −Mhij|
n2 − n =
n∑
i=1
n∑
j=1
|(M fij −M gij) + (M gij −Mhij)|
n2 − n
≤
n∑
i=1
n∑
j=1
(|M fij −M gij|+ |M gij −Mhij|)
n2 − n
=
n∑
i=1
n∑
j=1
|M fij −M gij|
n2 − n +
n∑
i=1
n∑
j=1
|M gij −Mhij|
n2 − n
= dc(Pf , Pg) + dc(Pg, Ph).
7.3 Approximation of Halfspace Depth
We use the proposed method in Section 7.2 to approximate the halfspace
depth. Motivated by statistical applications and machine learning tech-
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niques, we train the halfspace depth function using the values of β-skeleton
depth. Among all depth functions, the β-skeleton depth is chosen because it
is easy to compute and its time complexity, i.e. O(dn2), grows linearly with
the dimension d.
7.3.1 Approximation of Halfspace Depth and Fitting
Function
Suppose that S = {x1, ..., xn} is a given data set. By choosing some subsets
of S as training samples, we consider the problem of learning the halfspace
depth function using the β-skeleton depth values. In particular, we use the
cross validation and information criterion to obtain the best function f such
that HD(xi;S) = f(SkDβ(xi;S)) ± δi. The function f can be considered as
an approximation function for halfspace depth. Finally, dE(HD, SkDβ) as the
error of approximation can be computed using Equation (7.12).
7.3.2 Approximation of Halfspace Depth and Poset
Dissimilarity
In some applications, the structural ranking among the elements of S is more
important than the depth value of single points. Let S = {x1, ..., xn} be a
given data set and D be a depth function. Applying D on xi with respect to
S generates a poset. In fact, PD = (D(xi;S),≤) is a chain because for every
xi, xj ∈ S, the values of D(xi;S) and D(xj;S) are comparable. For halfspace
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depth and β-skeleton depth, their dissimilarity measure of rankings can be
obtained by Equation (7.13) as follows:
dc(HD, SkDβ) =
n∑
i=1
n∑
j=1
|MHDij −MSkDβij |
n2 − n .
The smaller value of dc(HD, SkDβ), the more similarity between HD and SkDβ
in ordering the elements of S.
In sections 7.3.1 and 7.3.2, instead of β-skeleton, any other depth function can
be considered to approximate halfspace depth. Considering any other depth
function, we can compute the goodness of approximation using dissimilarity
measures dE and dc.
7.4 Experimental Results
In this section we provide some experimental results to support Sections
7.1, 7.2, and 7.3. The results are summarized in some tables and graphs
presented in Sections 7.3.1 and 7.3.2. To obtain these results, we computed
the depth functions and their relationships for three sets Q1, Q2, and Q3 of
planar query points with respect to data sets S1, S2, and S3 of planar points,
respectively. The cardinalities of Qi and Si are as follows: |Q1| = 100, |S1| =
750, |Q2| = 1000, |S2| = 2500, |Q3| = 2500, |S3| = 10000. The elements of
Qi and Si (i = 1, 2, 3) are some randomly generated points (double precision
97
floating point) within the square {(x, y)|x, y ∈ [−10, 10]}. The following lines
of code, in MATLAB, are used to generate the elements of Qi and Si.
% To Generate the Sets of Random Data Points and Query Points:
n = 3; % the number of decimal places
d = 2; % dimension of points
kS = 10000; % number of data points
kQ = 2500; % number of query points
% [l_range,u_range] is the interval where the
% random points are generated within
l_range = -10; u_range = 10;
S = randi([l_range,u_range]*10^n,[kS,d])/10^n;
Q = randi([l_range,u_range]*10^n,[kQ,d])/10^n;
The implementations are done in Java. The source codes and detailed
results are publicly available at https://github.com/RasoulShahsavari/
Data-Depth-Source-Codes.
7.4.1 Experiments for Geometric Relationships
To support the obtained relationships in Section 7.1, we compute the spheri-
cal depth, lens depth, and the simplicial depth of the points in three random
sets Q1, Q2, and Q3 with respect to data sets S1, S2, and S3, respectively.
The results of our experiments are summarized in Table 7.1. Every cell in
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the table represents the corresponding depth of query points in Qi with re-
spect to data set Si. As can be seen, there are some gaps between obtained
experimental bounds for random points and the theoretical bounds in The-
orem 7.1.3 and Lemma 7.1.2. For example, the experiments suggests 1.2 as
a lower bound for LD /SphD, whereas Theorem 7.1.3 introduces the lower
bound 1. More research on this topic is needed to figure out if the real bounds
are closer to the experimental bounds or to the current theoretical bounds.
(Q1;S1) (Q2;S2) (Q3;S3)
Min Max Min Max Min Max
SD 0.00 0.25 0.00 0.25 0.00 0.24
SphD 0.01 0.50 0.00 0.50 0.00 0.50
LD 0.05 0.61 0.05 0.61 0.04 0.61
SphD
SD
2.00 ∞ 2.00 ∞ 2.03 ∞
LD
SD
2.43 ∞ 2.44 ∞ 2.44 ∞
LD
SphD
1.21 8.11 1.22 23.16 1.22 157.16
Table 7.1: Summary of experiments for the geometric relationships among
simplicial depth (SD), spherical depth (SphD), and lens depth (LD)
7.4.2 Experiments for Approximations
In this section some experimental results are provided to support Theo-
rem 7.1.1, and our proposed method of approximation in Section 7.3. We
compute the planar halfspace depth and planar β-skeleton depth of q ∈ Q2
with respect to S2 for different values of β, where Q2 and S2 are introduced in
Section 7.4. The results of our experiments are summarized in Tables 7.2, 7.3,
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and 7.4. For each row of these three tables, a plot labelled by the correspond-
ing fitting function is provided (Figures 7.5 - 7.19). As can be seen in the last
two rows of Table 7.2, considering β∗ = 1000, Theorem 7.1.1 is supported by
these experiments. From Table 7.3, it can be seen that the halfspace depth
can be approximated by a quadratic function of the β-skeleton depth with
relatively small values of dE(SkD,HD) u 0.0186 and dC(SkD,HD) u 0.0373.
In particular, HD u 3.8883(SkDβ −0.3004)2 if β → ∞. The results in Ta-
ble 7.4 indicate that the halfspace depth function can also be approximated
via a power model. In particular, HD u (SkDβ +0.2255)5.8850 if β →∞. Re-
ferring to the results in Tables 7.3 and 7.4 and Figures 7.10 - 7.19, the power
model suggests a better fit both theoretically and visually. For example, the
values of dE in the Table 7.4 are smaller than the corresponding values in
Table 7.3. Furthermore, from Figures 7.14 and 7.19, it can be seen that the
power model captures the curvature of the data better than the quadratic
model does. We recall that dC represents the structural dissimilarity between
the exact values of two depth functions; hence, the values of dC are not af-
fected by the choice of fitting model. In short, our experimental results on
approximating the halfspace depth by β-skeleton depth show that the power
model behaves slightly better than the quadratic model. However, depend-
ing on the application, the quadratic model might be preferred because of its
simplicity.
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x SkD∞ = f(x) dE(x, SkD∞) dc(x, SkD∞) Figure
SkD1 0.9423x+ 0.2885 0.0086 0.012 7.5
SkD2 0.8580x+ 0.2304 0.0034 0.008 7.6
SkD3 0.8598x+ 0.1922 0.0016 0.005 7.7
SkD1000 0.9985x+ 0.0016 0.0000 0.000 7.8
SkD10000 1.0000x+ 0.0000 0.0000 0.000 7.9
Table 7.2: Summary of experiments for the convergence of β-skeleton depth
x HD = f(x) dE(x,HD) dc(x,HD) Figure
SkD1 2.9275(x+ 0.0152)
2 0.0127 0.0306 7.10
SkD2 2.5522(x− 0.0608)2 0.0141 0.0331 7.11
SkD3 2.6569(x− 0.1117)2 0.0156 0.0343 7.12
SkD1000 3.8765(x− 0.2992)2 0.0186 0.0373 7.13
SkD10000 3.8883(x− 0.3004)2 0.0186 0.0373 7.14
Table 7.3: Summary of experiments for the halfspace depth approximation
via a quadratic model
x HD = f(x) dE(x,HD) dc(x,HD) Figure
SkD1 (x+ 0.4622)
4.8174 0.0130 0.0306 7.15
SkD2 (x− 0.3465)4.4263 0.0120 0.0331 7.16
SkD3 (x+ 0.3089)
4.5734 0.0120 0.0343 7.17
SkD1000 (x+ 0.2259)
5.8737 0.0122 0.0373 7.18
SkD10000 (x+ 0.2255)
5.8850 0.0123 0.0373 7.19
Table 7.4: Summary of experiments for the halfspace depth approximation
via a power model
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S
k
D
∞
SkD1
SkD∞ = 0.9423 ∗ SkD1 + 0.2885
Figure 7.5: Fitting a linear model to SkD∞ and SkD1.
SkD∞ = 0.8580 ∗ SkD2 + 0.2304
SkD2
S
k
D
∞
Figure 7.6: Fitting a linear model to SkD∞ and SkD2 .
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SkD∞ = 0.8598 ∗ SkD3 + 0.1922
SkD3
S
k
D
∞
Figure 7.7: Fitting a linear model to SkD∞ and SkD3.
SkD∞ = 0.9985 ∗ SkD1000 + 0.0016
SkD1000
S
k
D
∞
Figure 7.8: Fitting a linear model to SkD∞ and SkD1000.
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SkD∞ = 1.0000 ∗ SkD10000 + 0.0001
SkD10000
S
k
D
∞
Figure 7.9: Fitting a linear model to SkD∞ and SkD10000.
H
D
HD = 2.9275(SkD1 + 0.0152)
2
SkD1
Figure 7.10: Fitting a quadratic model to HD and SkD1.
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HD = 2.5522(SkD2 − 0.0608)2
SkD2
H
D
Figure 7.11: Fitting a quadratic model to HD and SkD2.
HD = 2.6569(SkD3 − 0.1117)2
H
D
SkD3
Figure 7.12: Fitting a quadratic model to HD and SkD3.
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HD = 3.8765(SkD1000 − 0.2992)2
H
D
SkD1000
Figure 7.13: Fitting a quadratic model to HD and SkD1000.
HD = 3.8883(SkD10000 − 0.3004)2
H
D
SkD10000
Figure 7.14: Fitting a quadratic model to HD and SkD10000.
106
HD = (SkD1 + 0.4622)
4.8174
H
D
SkD1
Figure 7.15: Fitting a power model to HD versus SkD1.
HD = (SkD2 + 0.3465)
4.4263
H
D
SkD2
Figure 7.16: Fitting a power model to HD and SkD2.
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HD = (SkD3 + 0.3089)
4.5734
H
D
SkD3
Figure 7.17: Fitting a power model to HD and SkD3.
HD = (SkD1000 − 0.2259)5.8737
H
D
SkD1000
Figure 7.18: Fitting a power model to HD and SkD1000.
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HD = (SkD10000 + 0.2255)
5.8850
H
D
SkD10000
Figure 7.19: Fitting a power model to HD and SkD10000.
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Chapter 8
Conclusion
In this thesis we have presented a study of several depth functions such as
halfspace depth, simplicial depth, and β-skeleton depth. Emphasis was given
to the studying of β-skeleton depth from both geometric and algorithmic
viewpoints in R2. Furthermore, lower bounds for computing the planar β-
skeleton depth (1 ≤ β ≤ ∞), and approximation of different depth functions
are also studied in this thesis. Finally, we provide some experimental results
to support our approximation technique, and to illustrate the relationships
among the aforementioned depth functions.
8.1 Contributions
Regarding the geometric perspective, in Chapter 4, we proved that the exact
bound (1/4)n4 − θ(n3) for the combinatorial complexity of the arrangement
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of planar β-influence regions is achievable. The connectivity and convexity
of β-skeleton depth regions are also studied in Chapter 4.
For the algorithmic part, in Chapters 5 and 6, we presented an optimal
algorithm for computing the planar spherical depth (i.e. β-skeleton depth,
β = 1) of a query point. This algorithm takes O(n log n) time that matches
the corresponding lower bound Ω(n log n) proved in Chapter 6. For the other
values of 1 < β ≤ ∞, employing the results on semialgebraic range count-
ing problems in the literature, we developed an algorithm to compute the
planar β-skeleton depth of a query point. This algorithm takes O(n(3/2)+)
time. In developing this algorithm, we reduced the problem of computing
the planar β-skeleton depth of a query point to a combination of at most 3n
range counting problems, where n is the size of the data set (Theorem 5.2.1).
In Section 5.3, we presented a simple and optimal algorithm for computing
the planar halfspace depth. This algorithm takes Θ(n log n) time. There are
other optimal algorithms for this problem by Aloupis in [9], and by Chan in
[25]. We used our specialized halfspace range counting method to obtain the
number of data points in each halfspace whereas in Aloupis’s algorithm the
idea of sweeping halfline is employed to obtain such number.
The results in Chapter 6 include proving lower bounds for the complexity
of computing planar β-skeleton depth, 1 ≤ β ≤ ∞. In this chapter, using
different reductions, we proved that computing the planar β-skeleton depth of
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a query point allows us to answer the problem of Element Uniqueness, which
takes Ω(n log n) time. As such, computing the planar β-skeleton depth also
requires Ω(n log n) time.
Finally, in Chapter 7, we investigated some relationships among the influ-
ence regions of β-skeleton depth and simplicial depth. We employed these
relationships to prove that there exists β∗ <∞ such that for all β ≥ β∗, and
all q in any finite range R ⊂ R2 that contains S, the values of SkDβ(q;S)
and S∞(q;S) are equal. Also, we proved that the β-skeleton depth has a
lower bound in terms of a constant factor of simplicial depth (in particular,
SkDβ ≥ (2/3) SD). In the remainder of Chapter 7, we proposed a method
of approximation, using the idea of fitting functions, to approximate one
depth function by another one. To support the theoretical results in Chapter
7, we provided some experimental results. As an example, the experimen-
tal results suggest that with a reasonable amount of error, the halfspace
depth can be approximated by a quadratic function of the β-skeleton depth
(HD u 3.8883(SkDβ −0.3004)2 if β →∞).
8.2 Open Problems and Directions for Future
Work
Open problem 8.2.1. In Chapter 6, we proved that planar β-skeleton depth
requires Ω(n log n) time. However, our best algorithm for computing the pla-
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nar β-skeleton depth (1 < β ≤ ∞) takes O(n(3/2)+) time. Is it possible to
develop an O(n log n) algorithm for this problem. Note that for the case of
β = 1, we presented such an algorithm.
Open problem 8.2.2. In studying the relationships among different depth
functions, we proved that SkDβ ≥ (2/3) SD. Is there some constant c such
that for all query points within the convex hull SkDβ ≤ c SD.
Open problem 8.2.3. In Section 5.2, we used the existing results on semi-
algebraic range counting and developed Algorithm 6 with O(n(3/2)+ε) query
time, O(n) storage, and O(n log n) expected preprocessing time. Can the
query time be reduced to O(n(4/3)+ε) by spending O(n(4/3)+ε) time and space
on the preprocessing. Or, is it possible to answer a semialgebraic range query
in O(n(1/3)+ε) time by spending O(n(4/3)+ε) time and space on the preprocess-
ing.
8.2.1 Future Work
Some of the directions for future work include:
• developing efficient algorithms to compute the β-skeleton median (cen-
tral point).
• studying the β-skeleton depth in higher dimensions.
• using the β-skeleton depth to find outliers in a data set. This direction
can be pursued to develop an efficient intrusion detection system. Re-
113
garding this application of β-skeleton depth: Algorithm 5 is used in an
intrusion detection method proposed in [91].
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