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Purpose and Scope 
CODEDINFORMATION HAS BECOME commonplace in everyday life. A 
telephone number representing the physical location of a specific indi- 
vidual or organization, a U.S. Postal Service ZIP Code representing a 
particular postal delivery area, a Social Security Number identifying a 
person-these are among the most ubiquitous examples. The codes that 
surround us are intended to make life more convenient by facilitating 
communication. 
What are the purposes of representing data in coded form? They 
include, but are not limited to, saving space, reducing data transmission 
time and cost, concealing informational content, achievingefficiency in 
database searching, protecting the integrity of transmitted data, and 
increasing efficiency and accuracy of data entry. To these purposes for 
data representation must be added uniform understanding and consis- 
tency in data interpretation. For, without fixing norms to reduce unnec- 
essary variation, confusion prevails, resulting in avoidable wastage of 
time and labor, lack of uniformity, inefficiency, and poor communica- 
tion.1 “The full effect of technological advances in computers, com- 
munications, and allied fields will not be realized until the data 
processing and management communities reach uniform understand- 
ing about the common information units and their expression or repre-
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sentation in data Uniform understanding can only be 
achieved through standardization. 
This article deals with data representation conventions and stan- 
dards for bibliographic data elements. It does not attempt to treat 
representations based on the physical characteristics of specific electro- 
magnetic media, record structure format and content designations (e.g., 
MARC, IS0 2709, ANSI Z39.2),codes of practice (e.g., AACW), natural- 
language subject terms (e.g., MeSH), or data compression methods. 
Background and Philosophy 
The process of data representation encompasses two activities- 
establishing representational conventions and applying them. Compo- 
nents of establishment include development of standard representation 
rules specific to each application, creation of preassigned value tables or 
data files necessary for value assignment (encoding) and translation 
back to the primary message (decoding), preparation and maintenance 
of the standard procedures for applying the rules and preassigned 
representative values, establishment of any needed maintenance agen- 
cies, and promulgation of the data representation schemes and proce- 
dures. Application involves identifying and selecting the set of symbols 
to which representation values can be assigned, matching selected mes- 
sages to standard value tables, and replacing selected messages with the 
equivalent codes or other data value representations based on standard 
rules of application. 
Coding involves the replacement of one set of symbols (e.g., a word, 
a phrase, an entire sentence, a variable-length sequence of alphabetic 
characters) with another set of symbols, usually in an ordered, short- 
ened, fixed-length set form, with the purpose of providing unique 
identification of the data to be coded:3 for example, converting the serial 
title Journal of the American Chemical Society to the CODEN: JAC- 
SAT or the ISSN 0002-7863;converting a pair of geodetic coordinates 
into a code for input to a geographic reference file; or converting the 
name of a country, e.g., the Union of Soviet Socialist Republics, into the 
three-character IS0 alphabetic code SUN. A distinction is frequently 
made between codes and ciphers. T o  state the difference over-simply, a 
cipher replaces each individual symbol (or fixed-length unit of symbols) 
with a coded equivalent, while in a code the substitution is based on 
linguistic or semantic units. In this article the terms code and coding 
will frequently be used in a general sense without distinguishing 
between the use of encoding and enciphering techniques. 
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The use of codes and ciphers appears to be as old as recorded 
history. Exclusive of systems of stenography or shorthand, codes appear 
to have been used primarily to conceal the meaning of messages. For 
example, the ancient Jewish Talmudic scholars practiced cryptography 
as a part of their Cabala, and Lacedemonians of ancient Greece 
employed a cryptographic device, called the scytal, for secret communi- 
cations during their military operation^.^ 
Until the mid-1800s cryptology remained relatively stable in terms 
of technique and volume of use. At that time, the invention and growing 
use of electromagnetic telegraphy caused a significant expansion in the 
repertory of codes, one of which, of course, was the internationally 
accepted Morse code, the most generally used code from the 1840s until 
the mid-1920s. Radiotelephony, which permitted voice as well as coded 
transmission of data, eventually supplanted telegraphy as the commu- 
nication medium of choice. In 1874, J.G. Bloomer published a code 
directory of frequently used sentences and statements to reduce the cost 
of cabling and to provide some message ~ecuri ty .~ Here can be seen a 
combination of techniques, with coding (in the narrow sense) and 
encipherment being employed simultaneously. 
Two important points should be kept in mind. First, advances in 
technology have been a major factor in the increasing need for codes and 
other data value representations. Second, secrecy as the primary purpose 
of codes does not hold the preeminent position it occupied historically. 
As David Kahn has stated, “secrecy is the antithesis of communica- 
tion,”6 and in today’s “information society” rapid communication and 
accurate information transfer have reached the highest levels of impor-
tance. While secrecy is still required for its traditional purposes, require- 
ments such as speed and reliability are far more generally applicable. 
Although the electromagnetic telegraph ushered in a new era for 
data transmission, development of the computer has made the data 
transmission volume, speed and versatility of the telegraph seem paltry. 
Though it seems paradoxical, the power of computers has made the 
need for efficient data representation even more important, since the 
complexity of modern communication and information systems mag- 
nifies inefficiencies by repeating them in the systems’ many compo- 
nents. Ambiguity, which the use of codes does much to alleviate, is a 
great source of inefficiency. Reviewing the historical employment of 
codes and other forms of data representation in the bibliographic com- 
munity, there can be no doubt that automation has provided great 
impetus, if not the impetus, toward their proliferation and increased use 
because of the savings in storage they provide and the economy afforded 
by using compact, unambiguous keys for automated retrieval. 
FALL 1982 285 
R. TANNEHILL & C. HUSBANDS 
Until well into the twentieth century, the only codes broadly used 
within the bibliographic community were the Dewey Decimal Classifi- 
cation system, devised in 1873;’ Cutter’s Expansive Classification of 
1891;’ the Cutter tables of 1899-1901;’ the Library of Congress Classifica- 
tion system of 1899-1920;’’ and the National Union Catalog code, 
devised in 1932. Admittedly, consideration of classification systems as 
codes extends the concept to its limits. Even though abbreviations were 
used, none of these were standardized. It was not until the development 
of the computer and its application on a broad scale within the biblio- 
graphic community that the need for codes and other forms of data 
representation became critical. In fact, the first American National 
Standard for a data value representation was not approved until 1971, 
ANSI 239.9-1971, “Identification Number for Serial Publications.” 
(The international equivalent followed in 1975, IS0  3279-1975.) Since 
that time, numerous American and international standards for data 
representation have been developed. 
CODE CHARACTERISTICS 
Codes involve two fundamental concepts: symbol and position. 
Symbols include alphabetic characters from which words are formed, 
decimal digits from which numbers are formed, binary digits, and 
alphanumeric strings of characters.” One might also consider certain 
graphic symbols to be codes, for example, currency symbols, or the 
symbol 0,representing the concept of copyright. Position can be 
defined by direction (e.g., the convention of left to right for words or 
characters in a word); relationship to a fixed point (e.g., a decimal 
point); temporally (e.g., the sequence in time of transmitted data); or by 
coordinates (e.g., row and column on a punched card, or latitude and 
longitude on a map). 
In Federal Information Processing Standard (FIPS) 45, codes are 
categorized as “nonsignificant codes” and “significant codes.” Nonsig- 
nificant codes are those whose individual values are meaningless and 
which are assigned to provide unique identification to the entities 
coded.” Two basic types are sequential-number codes and random- 
number codes. One of the best examples of a nonsignificant code is the 
International Standard Serial Number (ISSN), composed of eight 
numeric digits with no  specific meaning except for an arbitrarily 
assigned correspondence to a particular serial title. Significant codes, on 
the other hand, are “designed to provide unique identification of the 
words or phrases being coded” and to provide “additional meaning.” 
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The basic types of significant codes are: logical (code values based on a 
consistent, well-defined algorithm); collating (used to place coded items 
in a predetermined sequence); and mnemonic (code values derived from 
and suggestive of the coded information itself). Examples of these are 
the Universal Standard Book Code (USBC) ( l~gical) , ’~ the numeric 
codes for states specified in ANSI X3.38 (collating), and the CODEN 
(mnemonic). 
Just as codes can be categorized, at the more generic level there are 
various types or classes of data representation. For example, in addition 
to the previously mentioned codes, there are abbreviations and script 
conversion schemes. Abbreviation, as a technique of representation, is 
generally applicable to alphabetic strings of characters only, and is 
achieved by two methods: truncation (i.e., dropping a continuous 
group of the final letters of an alphabetic string), and contraction (i.e., 
omitting internal letter^).'^ Script conversion is “the operation of 
replacing the script and writing system of a language by a different 
script and writing system.”15 Two techniques can be used toachieve the 
conversion: transcription, in which the conversion is based on the 
phonemes or morphemes of the source language; and transliteration, in 
which the conversion is based on the characters of the source script.16 Of 
particular interest in English-speaking countries are Romanization 
schemes for converting data in a non-Roman alphabet script into a 
Roman alphabet equivalent. 
Script conversion and abbreviation are types of data representation 
which usually lack a characteristic commonly known as reversibility. 
That is, the converted or abbreviated text frequently cannot be restored 
unambiguously to its original form. For example, the abbreviation for 
“Drive” is “Dr.,” but i t  is also the abbreviation for “Doctor.” In these 
and other such cases, the context in which the abbreviation is used 
determines the correct natural word. Even in cases where context is 
available, determining the correct natural word may be difficult. For 
example, the abbreviation phys. may represent “physich- ,” “physi-
cien,” “physicus,” “physic-,” etc. 
Resorting to context can usually resolve ambiguities of abbrevia- 
tion, just as resorting to knowledge of the source language can usually 
resolve ambiguities of script conversion. It is worth noting that these 
stratagems are much better suited to direct human effort than they are to 
automation. These are precisely the kinds of things which computers do 
not do well. 
Lack of reversibility is a characteristic which separates abbreviation 
and script conversion schemes from true codes, for which one-to-one 
correspondence between the code values and the entities represented is a 
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principal desideratum. Hayes and Becker state that a code system should 
involve “the assignment of codes, based on symbols from a specified set 
of symbols at positions in a defined set of positions, to the items being 
coded.” The assignment is given by a “code book” which allows “the 
transformation from item to code and uice versa” (emphasis added).” 
Implied in this statement are standard symbols, a standard set of posi- 
tions, the use of a standard directory or catalog of codes, a maintenance 
agency for the directory, and reversibility. Hayes and Becker further 
state that in evaluating a particular code system, one should look for 
reliability, efficiency, ease of use (convenience), special properties (e.g., 
simplifying an operation), and statistical manipulability.” 
Working together, the U.S. National Bureau of Standards (NBS) 
and ANSI’s Committee X3, Computers and Information Processing, 
have identified the ten characteristics of a sound coding system: 
1. uniqueness 6. versatility 
2. expandability 7.  sortability 
3. conciseness 8. stability 
4. uniform size and format 9. meaningfulness 
5. simplicity 10. ~perability’~ 
These characteristics may seem abstract, but they are important in 
achieving the purposes of encoding, and they affect design decisions 
which may seem to be only matters of detail. For example, i t  is desirable 
that the set of symbols used in code values not only be limited to 
characters widely available on keyboards, but also distinguish between 
commonly confused symbols (such as the digit I and the letters Z 
(uppercase) and 1 (lowercase), the digit 0 and the letter 0).For codes 
intended for international use, i t  is helpful to have values which are 
linguistically neutral. Numerical values meet this requirement excep- 
tionally well. 
Information redundancy can enhance code operability. Standard 
value length, punctuation and labeling can be used as cross checks on 
correct encoding. A code may incorporate a check digit computed from 
the values and/or position of the code symbols. Algorithms used for the 
generation of check digits are designed to yield different results for 
similar strings of symbols so that there is a high probability of being 
able to detect transcription errors. Codes frequently have a hierarchical 
substructure. In whatever manner the code values are constructed, i t  is 
important for many applications that the semantic elements be com-
pletely defined and predictably formatted, that is, that they be process- 
able by fairly simple algorithms. 
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American National Standards Committee 239 brought together 
some of the issues involved in the creation and implementation of 
identification codes in "Development of Identification Codes for Use by 
the Bibliographic Community," ANSI 239.33." This standard is unus- 
ual in that it is a standard for the creation of other standards. In addition 
to treating the format and content of the code itself, 239.33 addresses 
code administration, stressing the necessity for a maintenance agency to 
be responsible for the assignment of code values and the promulgation 
of the code through publication of the necessary code books and other 
explanatory and promotional material 
REPRESENTATIVE CODES FOR 

THE BIBLIOGRAPHIC COMMUNITY 

As the Amerian National Standards Institute (ANSI) and the Inter- 
national Organization for Standardization (ISO) are generally consid- 
ered to be the authoritative standards-setting bodies for the United 
States in the areas of library science, information systems and science, 
and publishing. This article focuses on the efforts of these two organiza- 
tions. However, considering that there are over 72,000 US.  government 
and industry standards and specifications issued by over 430 organiza- 
tions?l other standards-issuing bodies cannot be ignored, for, in many 
cases, their standards may be more current or the only standard extant in 
a particular area. The appendix to this paper lists extant ANSI and IS0 
standards that represent bibliographically related data values. Not only 
are ANSI Committee 239, Library and Information Sciences and 
Related Publishing Practices, standards shown, but also those of ANSI 
Committee X3, Information Processing Systems, and the IS0 counter- 
parts IS0  TC46, Documentation, and IS0 TC97, Computers and Infor- 
mation Processing, as well as Federal Information Processing Standards 
issued by the National Bureau of Standards. It should be noted that 
where practicable, FIPS are consistent with corresponding ANSI and 
IS0 standards." 
Also listed in the appendix are a number of de facto standards used 
within the bibliographic community to code or otherwise represent 
data. The appendix is not intended to be exhaustive. Rather, it is 
indicative of various types of data representation standards that are 
available. Excluded from the appendix are many codes or data value 
representations that are used locally or may, indeed, be de facto stan-
dards in their own right. Examples of these exclusions are language 
codes; frequency of publication codes: bibliographic record identifica- 
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tion codes (e.g., the OCLC Record Number); U.S. state, Canadian 
province, and other geographic area codes; the Universal Product Code 
(UPC); the Universal Standard Book Code (USBC); the European Arti- 
cle Number (EAN); the cataloging category of the Research Libraries 
Group (RLG); and many more. In fact, the very proliferation of such 
codes emphasizes more clearly than any amount of rhetoric the need for 
standardization. 
To attempt an exhaustive survey of this formidable array of stan-
dards and conventions would bewilder authors and readers alike. 
Instead, four areas of continuing interest have been chosen for discus- 
sion. These include identifiers of bibliographic entities; identifiers of 
geographic, political and corporate entities; binary codes and character 
sets; and script conversion schemes. Even here the goal is not compre- 
hensive description, but rather illustration of various aspects of the 
standards-making process and issues of code development and use. 
Identifiers of Bibliographic Entities 
The International Standard Book Number (ISBN) was developed 
from the Standard Book Number (SBN), a British effort begun in 1967. 
Components of the SBN were a publisher’s number, a book number, 
and a check digit, totaling nine digits. To extend the scope of the SBN 
internationally, a language/geographic group element was added to the 
beginning of the number, lengthening it  to ten digits.23 Since all extant 
nine-digit codes belonged to the same language group, the expansion 
raised no ambiguity. The code had met one test against the criterion of 
expandabili ty. 
The structure of the ISBN is orderly in that the length of each ISBN 
is fixed at ten digits, and, while the length of the components is not 
fixed, it is determined according to an algorithm based on the first digits 
of the code. It is possible, in theory, to insert hyphens correctly between 
the various ISBN components for display without having to store this 
punctuation, thus reducing required storage space by 23 percent. The 
punctuation definitely assists visual parsing of the numbers, but is 
redundant semantically. This structure is imposed on the code at some 
cost, for there are publishers who will eventually exhaust their assigned 
range of specific book numbers, while others never will. The structure 
causes the actual number of usable codes to be significantly but indeter- 
minably smaller than the theoretical maximum of 1 billion. It is diffi- 
cult to assess the effect this will have on the useful life of the code. The 
first cases of overflow will probably be met by the assignment of a second 
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publisher prefix to the prolific entities, but this tactic will have its 
practical limits. 
The ISBN is administered internationally by the International 
ISBN Agency under the auspices of the Staatsbibliothek Preussischer 
Kulturbesitz in Berlin, and in the United States by the R.R. Bowker 
Company, which assigns codes to U S .  publishers, delegating the 
assignment of book-specific ISBN elements to the publishers them- 
selves. This dispersion of control is a notable feature of ISBN 
implementation. 
In the book trade and for library acquisitions, use of the ISBN has 
been widely adopted. Codes have been assigned to over 55,000publish-
ers and number ranges assigned to seventeen countries and Une~co.'~ 
Difficulties with the use of the ISBN have resulted occasionally 
from inconsistent practices in assigning numbers to multivolume or 
multiedition works, and the assignment through carelessness or misun- 
derstanding of duplicate numbers or of numbers whose check digits are 
in error. More frequent problems have arisen from mistranscription of 
correctly assigned numbers in crucial places such as bibliographies and 
title pages. Another problem has been the zealous assignment of ISBN 
by publishers to all their products, whether or not they are books.% 
Unlike the ISBN, the International Standard Serial Number (ISSN) 
did not see American implementation until the international adminis- 
trative structure for ISSN assignment was in place. The ISSN comprises 
eight digits, of which the last is a check digit. A hyphen is displayed 
between the fourth and fifthdigits. The ISSN is not structured toencode 
information on geographical areas or publisher. It is, according to the 
FIPS criteria discussed previously, a nonsignificant code. An important 
success for the ISSN in the United States occurred in 1978 when the U.S. 
Postal Service required the inclusion of the ISSN on all U.S. serial 
publications.26 The International Serials Data System, which adminis- 
ters the ISSN, operates under the aegis of UNISIST. Assignment of 
ISSN is delegated to various national centers, of which forty-six are 
currently operational. ISSNs for U.S. publications are assigned by the 
National Serials Data Program at the Library of Congress. 
Some early proponents of standard identification numbers had 
unrealistic expectations about their universality of application. Now 
that the ISBN and ISSN have been in use for approximately a decade, it 
is easier to assess their place among the indicia employed for biblio- 
graphic information exchange. Their being codes determines their 
strengths and limitations as retrieval mechanisms. The numbers must 
be assigned. There is no way that the value appropriate to an item can be 
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inferred by looking at i t ,  since the code values are extrinsic to the items 
they represent. The process of assignment means that the entity must be 
identified in sufficient detail to permit the code value to have an unam- 
biguous reference. The assignment of values implies maintenance of a 
code book whose use will enable an encoder to assign the correct coded 
representation for a known entity and a decoder to discover the entity 
corresponding to a known code value. Once assignments have been 
made, very little judgment is required beyond that necessary for the 
encoder to identify the desired entity in a code book (for example, for 
acquisitions staff to match a patron request for a title with a publisher’s 
trade catalog entry). From that point, identification is unambiguous. 
Distinctions which may require many words have been made and can be 
communicated concisely and with precision. This is a splendid arrange- 
ment as long as there is exactly one entity that fills the need. But what 
has been gained in precision has been paid for in recall. The criteria 
used by a reader for selecting a book frequently differ from those used to 
determine code value assignment. The ISBN illustrates this. The infor- 
mation content of a book issued in hard cover is likely to be identical to 
that of the same title simultaneously issued in paperback, but these have 
separate ISBNs. The same item may appear in another part of the world 
under another imprint. There also may be translations. Someone want- 
ing to look at the book is fairly likely to know, more or less accurately, its 
author and title. It is less likely that the user will know an ISBN, at least 
without a special search, and far less likely that the entire set of applica-
ble ISBNs will be known if more than one applies. The distinctions 
made to facilitate operations of the book trade are not useful, and may 
actually impede retrieval of information. This difficulty has provoked a 
proposal to designate one ISBN, when multiples exist, as a “Biblio- 
graphic ISBN,” identifying the “title” instead of the 
Another response to this problem, but more especially to the error- 
susceptible process of ISBN assignment, is the invention of the Univer- 
sal Standard Book Code (USBC).% The USBC has been developed 
primarily at the University of Bradford, England. It is designed to be, in 
FIPS 45 terminology, a logical, significant code, derived by algorithm 
from a machine-readable cataloging record. In the process of refining 
the algorithm to be properly discriminating, it has become so complex 
that manual code assignment is admitted to be i m p o ~ s i b l e . ~ ~  Thus the 
chance of human error in code assignment is eliminated. However, the 
USBC is highly dependent on the content of the cataloging record for 
the work being represented. Since creation of cataloging records is 
susceptible not only to error but to differences of opinion, it is not 
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surprising that specification of the USBC algorithm is not yet complete. 
Inclusion of the word standard in the name of this code is highly 
presumptuous. 
Many of the problems of the ISBN and the USBC are not entirely 
their own, but exemplify the intractability of the reality they attempt to 
organize. Concepts such as title, edition and volume turn out to be less 
simple than they seem intuitively to be. Any bibliographic control 
system makes simplifying assumptions, often implicitly, which work 
quite well in natural-language discourse but suffer when subjected to 
codification. 
The Library of Congress card order number (LCCN) provides 
another example of this phenomenon. The staff of the Library of 
Congress has quite consistently maintained that this number represents 
not a bibliographic entity, but a specific surrogate for one-that is, a 
catalog card printed by LC. But the long-established practice of includ- 
ing LCCN on the verso of title pages, hence of assigning card numbers 
to works before publication, has led quite naturally to widespread 
association of the numbers with books instead of cards. The situation 
has been further complicated by the use of the LCCN as a record number 
for machine-readable cataloging during a period when the printed card 
and the machine-readable record were separate products of traditional 
processing operations. The meaning of the LCCN is undergoing redefi- 
nition, largely through implicit processes, and the Library of Congress 
appears to be moving to acknowledge and accommodate this transition. 
Throughout, the LCCN has served as an important link between a 
bibliographic entity and its cataloging. 
Call numbers themselves resemble codes for bibliographic entities. 
This is especially true, because of their wide availability, of the call 
numbers assigned by the Library of Congress to its own holdings. Since 
LC assigns unique call numbers to the entities cataloged, there appears 
to be an authoritative agency at work. But, in fact, because LC’s classifi- 
cation schedules are published and its Cuttering techniques widely 
known, this is not the case. Each library using the classification is the 
authority for numbers assigned to its own holdings, and conflicting 
assignments made by different institutions are common. Hence, the 
universe within which a call number serves as an unambiguous code for 
a bibliographic entity is bounded by institutional walls. Within an 
institution this coding assumes paramount importance. It should be 
remarked, however, that in the development of automated systems (such 
as circulation systems) that might be expected to make use of the call 
number, other identification numbers have frequently been invented. 
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There are two reasons for this. An LC call number contains a great deal 
more information than the minimum required simply to distinguish 
bibliographic records or physical volumes. In consequence, the 
numbers are long. Beyond that, however, the notation of LC call 
numbers is cumbersome for automated application. Short of the 
improbable measure of adopting a wholly new notation, the best way to 
improve this situation is for LC to develop, promulgate and use rules for 
its own call-number building which would specify for each portion of 
the classification the elements that must or may be present, and the 
number and kind of characters they must or may contain. 
Codes for Geographical, Political and Corporate Entities 
Because of the immense variety of its potential a plications, the 
most important code of this type is IS0  3166-198l.’This standard 
specifies codes for identifying “entities of special geopolitical interest,” 
a phrase normally construed to mean “countries,” although the formu- 
lation permits the assignment of codes to identifiable entities while 
avoiding the need to pass judgment on an entity’s political 
Three sets of codes are provided: two-character alphabetic (to be pre- 
ferred), three-character alphabetic, and threedigit numeric. The main- 
tenance agency for IS0  3166 is extraordinary, created especially for the 
purpose and composed of representatives from five international agen- 
cies (the International Atomic Energy Agency, International Telecom- 
munications Union, United Nations Statistical Office, Universal Postal 
Union, and United Nations Conference on Trade and Development/ 
Economic Commission for Europe) and from standards agencies in five 
countries (France, Sweden, United Kingdom, United States, and West 
Germany). 
The maintenance agency has been active in promoting the use of 
the standard both within the bibliographic community and beyond. 
One of its primary concerns is registration of code applications. Regis- 
tration has two immediate objectives affecting code design and mainte- 
nance. The first is to monitor methods being employed to identify 
subdivisions such as states and provinces. The second is to gather 
information on use of the various forms of the code. As of December 
1981, responses to requests for this information showed uses of the 
two-letter and three-letter versions of the code to be roughly the same in 
number.32 
Among known users of the code, the maintenance agency counts 
libraries, information and documentation centers, publishers, govern- 
ment institutions, international organizations, industries, and private 
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associations and enterprises. Many of the specific nonbibliographic 
applications are related to transportation. 
In the United States, the equivalent of IS0 3166 is American 
National Standard 239.27-1976, which refers explicitly to the interna- 
tional standard (in its first version of 1974, which lacked the three-digit 
numeric code).33 The National Bureau of Standards has principal main- 
tenance responsibility for ANSI 239.27. 
The country of publication code found in MARC formats is a 
precursor of the two-letter style IS0 3166.34 Values used are in general 
agreement with the international standard, except that provision has 
been made to represent individual U S .  states, Canadian provinces, and 
republics of the Soviet Union with their own three-letter symbols-an 
extension of exactly the kind in which the IS0 3166 maintenance agency 
is interested. The codes for the U.S. states (with the exception of 
Nebraska) are composed of ANSI X3.38 standard two-letter codes fol- 
lowed by the letter U.35 
The MARC format provides for other geographical codingas well. 
The geographic area code is hierarchically structured using the country 
of publication codes (hence, IS0 3166) at the country level, and X3.38 
codes (except Nebraska) at the state The geography classification 
code is derived from the Library of Congress Gclassification ~chedule.~’ 
The opportunities for application and interaction of geographic 
coding can be seen from these few examples to be numerous and varied. 
One derivative of IS0 3166 has already become another international 
standard, IS0 4127, which identifies currencies by using the two-letter 
version of IS0 3166 with a third symbol appended.% One more related 
endeavor with significant implications is the publication by the Inter- 
national Federation of Library Associations and Institutions (IFLA) of 
an authority list for catalog entries for the names of countries, which is 
keyed to the IS0 3166 two-letter code.39 “The main objective of the list is 
to aid the creation of authority files to facilitate exchange of data from 
one language to another in machine-readable form.”40 It seems proba- 
ble that additional corporate (and perhaps even personal) identification 
standards will be proposed as automated approaches to name authority 
control are pursued. 
Among coded identifiers for libraries, the National Union Catalog 
(NUC) symbol is venerable, having been first published in 1932.41 A 
design problem long observed in the NUC code is the semantic impor- 
tance of the case of the letters. COC, COc and Cocaredistinct and valid 
code values. As the application of the NUC code to automated systems 
was contemplated, this difficulty loomed large-very large in the early 
days, when six-bit computing was the norm and upper- and lowercase 
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output was rare. The varying length of the NUC code values, which 
ranges from two characters to at least nine, was also unattractive to data 
processors since the longer codes, though few in number, would require 
the reservation of sufficient space in every data format. 
OCLC, Inc. (Online Computer Library Center) developed for its 
internal use a three-character institution identifier. Since OCLC-using 
institutions have been allowed to propose their own symbols, many of 
the values have a mnemonic characteristic, but because the population 
is large and each code value short, mnemonic opportunity is limited. 
Approximately 3200 OCLC institution symbols have been assigned, 
making this code second in coverage only to the NUC.42 The OCLC 
institutional symbol was designed to meet the specific processing needs 
of that system, and it is not well suited to serve as a basis for a system of 
general library identifiers. For example, the capacity of the OCLC 
institution code is a crucial limitation. If letters alone are used, as they 
are today, only 17,576 code values are available. The number of libraries 
in the United States far exceeds this.43 
The newest standard institutional identifier, by contrast, is specifi- 
cally intended to meet the needs of intersystem communication. The 
Standard Account Number (SAN), described in ANSI 239.43-1980, 
“Identification Code for the Book Industry,” provides identification of 
all parties involved in book trade transactions-publishers, jobbers, 
retail stores, and libraries.44 The R.R. Bowker Company is the principal 
maintenance agent for the standard. The assignment of SAN is well 
underway, and applications are appearing, but i t  is too soon to evaluate 
the success of the code. The SAN is a seven-digit, nonsignificant code 
representing a specific name and address. Entities using more than one 
address will have multiple SANS. The specificity of the SAN is some- 
what analogous to that of the ISBN, both numbers clearly exhibiting 
their orientation to the needs of the book trade. 
The current repertory of coded library identifiers lacks a system or 
scheme that combines the human intelligibility of NUC symbols with 
suitable data-processing characteristics. The possible development of 
such a code is the principal focus of the newly-established 239 subcom- 
mittee V on standard identification numbers for libraries, library items 
and library patrons. 
Binary Codes and Character Sets for Information Interchange 
Binary codes and script conversion schemes differ from the codes 
discussed previously in that they function as ciphers by substituting 
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values at the level of single letters or, at most, of phonemes, rather than 
encoding more complex entities such as titles, books, libraries, or coun- 
tries. Two binary codes predominate in bibliographic data today. The 
first is the American Standard Code for Information Interchange 
(ASCII).45 The second is the Extended Binary Coded Decimal Inter- 
change Code (EBCDIC).46 
ASCII is an American standard corresponding very closely to the 
international standard IS0 646.47 EBCDIC is the code developed by IBM 
for its System 360 computer series in the 1960s. EBCDICcontinues to be 
used by IBM and by other manufacturers of hardware compatible with 
IBM equipment. The stability and widespread use of EBCDIC give it  
the semblance of a standard, though i t  has no official national or 
international standing as such. All standardization efforts have been 
based on ASCII. ASCII was adopted as a Federal Information Process- 
ing Standard in 1968, ensuring its use for data interchange between 
government computing systems even though these systems might use 
EBCDIC internally. The number of machine cycles used daily to per- 
form conversion between EBCDIC and ASCII is wonderful to contem-
plate. This inefficiency is regrettable, but i t  has become a way of life for 
IBM users, and is preferable to the cataclysmic impact that abandon- 
ment of EBCDIC would have. 
EBCDIC is an eight-bit code, giving it a repertory of 256 possible 
characters. ASCII is a seven-bit code, with a repertory of 128 characters. 
One-fourth of each set is reserved for control characters. The remaining 
code values can be used to define graphic characters. All ninety-six 
graphics available in ASCII have been defined. A similar number of 
graphics were originally defined for EBCDIC, leaving nearly 100 unde- 
fined code values. Many of these have since been appropriated by IBM or 
various users for application-specific character definitions. Such consis- 
tency as may exist among these applications is largely fortuitous-a 
factor inhibiting both data transmission in EBCDIC and software 
transfer between users of EBCDIC-based computing systems when 
extended character sets are involved.48 
The potential need for a larger character repertory was recognized 
by the designers of ASCII, and techniques for extending the code were 
developed and approved as IS0 2022-1973 and as ANSI X3.41-1974.49 
The technique involves the use of pairs of 128-character sets-a strategy 
particularly convenient in an eight-bit environment, since the eighth 
bit can be used to distinguish the various pairs. In every set there can be 
ninety-four graphics plus the constantly defined space and delete char-
acters. In each pair the basic set of graphics is known as GO, and the 
auxiliary set as GI. For varying purposes, different GI sets might be 
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associated with the same W set. Escape procedures enable the replace- 
ment of either the GO or the GI set as the situation may require. 
Registration of the coded escape sequences necessary to address various 
character sets is provided by IS0 2375, for which the European Comput- 
er Manufacturers Associa tion currently serves as maintenance agency. 50 
IS0 2022 and ANSI X3.41 also provide for a different sort of code 
extension by allowing definition of sets of characters comprising multi- 
ple bytes. This technique enables the definition of standard codes for 
even the logographic scripts of East Asia.” 
Two types of considerations, not wholly separable, govern inter- 
change character set design. First, the repertory of characters must be 
determined. Then, specific values must be assigned to the chosen 
characters. 
Whether a proposed character set is expected to function primarily 
as a W or GI set plays a significant part in character selection. The 
inclusion of numerals and basic punctuation, for example, is redundant 
in a set which will probably be used as a GI set with a GO which already 
defines them. 
A recurrent issue is whether characters are to be identified by their 
shapes or their meanings. Mathematical symbols are a very troublesome 
group in this respect, though abundant problems can be found else- 
where. Proposals for Hebrew character sets have generally included 
separate values for the final forms of the half-dozen letters which change 
shape, and in Greek the final-form sigma has regularly been separately 
represented. Current thinking about Arabic, however, appears not to 
favor assigning separate interchange codes to the positional variations 
of letters, but relying on display software to supply the correct form by 
algorithm. The inability of ASCII to distinguish between opening and 
closing quotation marks or between an apostrophe and a single quote is 
another manifestation of the same general issue of shape and meaning. 
Factors affecting the arrangment of characters are frequently 
related to filing considerations. Hence, grouping of functionally sim- 
ilar characters and retention of traditional collating sequences are desir- 
able. For example, digits should be arranged from O to 9, and letters 
should appear in alphabetic order without other characters being inter- 
polated. Using a single bit to distinguish between upper- and lowercase 
versions of letters is a stratagem which may enable “folding” of the 
character set to facilitate either sorting or display on a single-case device. 
In character set design, the difficulties of standards work are mani- 
festly present as divergent needs contend for satisfaction in the 94- 
character matrix. Despite the problems, progress can be made. The 
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following list shows existing IS0  standards, current proposals, and 
working papers on graphic character sets for bibliographic information 
interchange: 
IS0 646-1973 7-bit coded character set 
I S 0  4873-1979 8-bit coded character set 
IS0  5426-1980 Extension of the Latin alphabet 
IS0  5427-1981 
IS0 5428-1980 
Extension of the Cyrillic alphabet 
Greek alphabet character set 
ISO/DP 6862 
ISO/TC46/SC4/WGI 
ISO/TC46/SC4/WGI 
N98 
N99 
Mathematical character set 
Hebrew alphabet character set 
Arabic alphabet character set 
Even before code extension techniques had been standardized, a 
major extended character set had been defined and implemented in the 
United States. ALA and LC had, by March 1969,designeda character set 
for the MARC Distribution Service which incorporated in essence a GI 
set to be used with standard ASCII.52 Values for all the characters were 
defined not only in an eight-bit extended ASCII, but also in EBCDIC.53 
Unfortunately, a number of diacritical marks were assigned values in 
the EBCDIC control character range, making this set of assignments 
unsuitable for use by IBM when i t  marketed a print train for the 
character set in the following year. 
The MARC character set has provided a stable character repertory 
for bibliographic data interchange in the United States for the last 
thirteen years. Within the last year, changes have been proposed to add 
superscripts, subscripts, alpha, beta, and gamma to the set.54 These 
characters, added to the original repertory to meet needs of the National 
Library of Medicine, have long been included in MARC records, but 
only through use of escape sequences. Bringing them into the GI set 
simplifies the processing of this established repertory and will facilitate 
the use of standard escape sequences to reach other character sets, such as 
those required for non-Roman script data. 
Unhappily, the IS0 extended Latin standard and the MARC exten- 
sion differ both in character repertory and in the codes used for charac- 
ters they have in common. The discrepancy renders the prospect 
uncertain for approval of an American National Standard Roman 
alphabet extension. 
The prevailing attitude in the United States toward non-Roman 
character set development is to encourage and participate in the work of 
IS0  in hopes that the resultant international standards can be adopted 
as American National Standards, minimizing discrepancy between 
national and international practice. Interest in the processing of non- 
FALL 1982 299 
R. TANNEHILL & C. HUSBANDS 
Roman data is growing, and several new standard character sets can be 
expected in the next few years. 
Script Conversion 
Script conuersion is a general term encompassing the more familiar 
terms transliteration, which specifies one process by which a script is 
represented in the characters of another script, and Romanimtion, 
which specifies that the conversion be into characters of the Roman 
alphabet. There are many misconceptions about the process, arising 
partially from imprecise vocabulary, but more fundamentally from 
failure to recognize that script conversion is undertaken for a variety of 
purposes having requirements which may conflict. The problems are 
treated at length by Wellisch.” Familiarity with his work is essential to 
any discussion of script conversion. Wellisch identifies pronounceabil- 
ity, tradi tionality, reversibili ty, general applicability, and economy of 
space as requirements of varying importance to different applications.5s 
Conflicts between these requirements can occur even within a single 
application. When conflicts arise, certain requirements, notably pro- 
nounceability and traditionality, tend to dominate.57 The result is that 
script conversion schemes (it is significant that they are commonly 
referred to as “schemes” rather than “systems”) almost inevitably entail 
compromise among conflicting requirements. They nearly always 
employ both transliteration (favored by the requirement of reversibil- 
ity), and transcription (favored by pronounceability). It is in this milieu 
of inevitable compromise, with tradition and pronunciation dominat- 
ing, that existing Romanization schemes were developed. 
Current IS0 and ANSI standards for Romanization are shown in 
table 1. Examples of nonstandard but widely used Romanization 
schemes include the Wade-Giles% and Pin Yin5’ schemes for Chinese, 
the McCune-Reischauer scheme for Korean,w the Library of Congress 
system for modern Greek,G1 and the modified Hepburn system for 
Japanese.62 
Pronounceability has been a major obstacle to the development of 
international script conversion standards because of the variety of pho- 
netic values one letter may have in different languages. Yet the contin- 
ual need to convert information (especially names) from one script to 
another (usually the Roman alphabet) has sustained interest in the 
development of such standards. 
In recent years the burgeoning use of computers for processing and 
exchange of nonnumeric data has intensified interest in reversibility. 
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TABLE 1 

ANSI AND IS0 STANDARDS, 
RECOMMENDATIONS, 
AND WORKING ON ROMANIZATIONPAPERS 
Script ANSI  Document I S 0  Document 
Japanese ANSI 239.11-1972 (R1978) ISO/DIS 3602 
Arabic ANSI 239.12-1972 (R1978) ISO/R 233-1961 
Slavic Cyrillic ANSI 239.24-1976 ISO/R 9-1968 
ISO/TC46/SC2N125 
Hebrew ANSI 239.25-1975 ISO/R 259-1962 
Lao, Khmer, Pali ANSI 239.35-1979 
Armenian ANSI 239.37-1979 
Greek ISO/R 843-1968 
ISO/TC46/SC2Nl27 
Korean ISO/TC46/SC2N108 
The international standards-making community has seized upon re- 
versibility as a way to resolve the conundrum of pronounceability. A set 
of principles derived from Wellisch has been adopted and applied to 
new proposed standards for Slavic Cyrillic and Greek.63 Examination of 
these proposals is sufficient to demonstrate that stressing reversibility 
does not perfect the script conversion process, but only evaluates the 
tradeoffs among conflicting requirements in a new way. The IS0  pro-
posals also lack a property which one might expect to find in a scheme 
stressing reversibility, viz., the ability to use either script as the source 
script. It is impossible, for example, to use the proposed schemes to 
Cyrillize information originally published in the Roman alphabet, 
because no provision exists for the letters Q and W .  
Among the ANSI standards, the standard for Romanization of 
Hebrew shows the greatest awareness of conflicting requirements, pro- 
viding four Romanization styles to meet varying purposes. 64 This stan- 
dard has been criticized for allowing too much opportunity for varia- 
tion, and in fact, the various styles do conflict with eachotherincertain 
distressing particulars. Nevertheless, this standard is important because 
i t  refuses to oversimplify the problems to be faced. 
The fourth of the styles in the Hebrew standard is called 
“keypunch-compatible transliteration.” It provides a method for input, 
storage and/or display of Hebrew script data where a Hebrew character 
set is not available, functioning almost as a surrogate character set. As a 
transliteration scheme for Hebrew must do, i t  sacrifices pronounceabil- 
ity completely, at least so far as the nonspeaker of Hebrew is concerned. 
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This style is suggestive of the direction script conversion schemes may 
take to facilitate automated processing. Transliteration and reversibil- 
ity will likely be emphasized. 
The pressure in this direction arises from consideration of process-
ing economy, a script conversion requirement which becomes more 
noticeable in an automated environment. Without automation, script 
conversion proceeds directly from source script to target script, but 
computerized conversion requires three steps-conversion from source 
script to binary code for source script, thence to binary code for target 
script, and finally to target script. The work of conversion takes place 
between the two binary codes. Hence, the development of script conver- 
sion schemes and character set development become intimately 
involved. 
From the standpoint of processing economy, the ideal would be to 
do no work in conversion. This could be achieved by allowing the target 
script representation to be determined entirely by the binary code of the 
source script, thus eliminating the second of the three steps. It is doubt- 
ful that this extreme solution would ever be generally accepted, though 
i t  is certainly adequate for some purposes. 
The second-simplest solution would be to translate invariably one 
source code value to a target code value. If no two target code values were 
the same, the requirement of reversibility would still be met. Algorithms 
of greater complexity could approximate traditional script conversion, 
at the expense of processing economy and reversibility. 
Without an understanding of the way in which automated script 
conversion will be implemented, it is not clear how these tradeoffs 
ought to be evaluated. Recognition of the interaction between character 
set design and script conversion is a useful first steptoward the requisite 
understanding. This issue is currently under study by the appropriate 
subgroups of I S 0  TC46, as well as by their national counterpart^.^^ In 
the United States these include 239 subcommittees L for Romanization 
and N for coded character sets. 
THE STANDARDIZATION PROCESS: PROBLEMS 
The need for codes and other data representations is clear. The use 
of computers within the bibliographic community was a harbinger of 
the need for greater consistency in order toachieve common understand- 
ing and use, improved production and communication efficiencies, and 
accurate data transfer. The employment of computers is expanding 
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rapidly, causing even greater pressure for standardization. Unfortu- 
nately, a variety of factors associated with the standardization process 
have caused users to develop their own parochial codes and data 
representations. 
One of the major factors is time. The standardization process is 
often agonizingly slow, sometimes taking years to develop an approved 
standard. This can be frustrating to systems developers who have imme- 
diate needs for usable data element values. Necessity outweighing uni- 
versality and consistency, local codes are devised and employed. 
Another aspect of the time problem concerns maintenance agencies. 
Even when approved standards that fully meet local needs for data 
representation have been developed and implemented, if a central main- 
tenance agency must be contacted for each code assignment, acquisition 
of standardcodes can be delayed, thus causing slowdowns in production 
or operations dependent on those codes. Requests to the International 
Serials Data System International Center in Paris for ISSN assignments 
have taken several years in some cases. Few systems or operations can 
afford to wait such a period of time. Consequently, local codes and 
coding systems-perhaps temporary, perhaps permanent-are devised 
and implemented. 
The “voluntary use” aspect of ANSI and IS0 standards can also 
cause problems. On the one hand, given the factor of local autonomy, it 
can be difficult to convince the bibliographic community that a particu- 
lar standard must be employed. Yet, the increasing use of computer 
systems dictates that bibliographicdata must be consistent, accurate and 
employ commonly accepted values-points that argue in favor of stan-
dardization. What should be standardized and how standards are to be 
promulgated require a delicate balance between the broader needs of the 
bibliographic community and the individual interests and needs of its 
members. This balancing act is expected to continue in the foreseeable 
future. Amelioration of this situation has occurred as members of the 
bibliographic community have: (1) identified specific standards as 
meeting requirements for data storage, transfer, display; and (2)incor-
porated the use of such standards in data sets for processing by 
computer-based or manual systems. Thus, the promulgation of these 
standards becomes user-driven. The promulgation takes the form: “If 
you want to participate in this system, you must follow our rules.” Even 
at the user level, then, use does not necessarily involve a democratic 
process. 
T o  ensure adequate support for their adoption, standards some- 
times incorporate “options” designed to accommodate preexisting 
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applications. While in the short term this may be necessary, it tends tobe 
antithetical to the purpose of standardization, as i t  officially authorizes 
divergent practices. There are situations in which differing application 
purposes do require the specification of standard styles or alternatives. 
A good example is offered by ANSI X3.38-1972, which specifies 
both alphabetic and numeric codes for the states of the United States.66 
The numeric codes correspond to an alphabetic collating sequence for 
the names of the states. The alphabetic codes do not. The specification 
of the standard numeric codes forestalls the definition of local codes to 
serve the function of collation. In general, though, options and alterna- 
tives should be avoided in standards if at all possible. 
A fourth problem is communication and common understanding. 
While hardly a problem unique to the standardization process, com- 
munication is critical if compatible standards are to be developed by the 
various standards-setting bodies. Knoerdel mentions this in her survey 
of standardization efforts of coded character sets when she notes that 
while “considerable work has been and is currently being done, both 
nationally and internationally, in the area of standard coded character 
sets, the relationshi@ of such standards efforts a m o n g  the standards 
organizations is no t  immediately ap@arent” (emphasis added).6’ 
The standardization process must also contend with a market or 
field of implementation that is highly dynamic. For example, the ISBN 
was developed to identify “books” (printed books and pamphlets, 
microfilm publications, braille publications, and mixed-media publi- 
cations). By 1978 it was observed that ISBNs were being assigned to 
nonbook materials by publishers who ignored the ISBN instructions. 
Special and separate codes were either being employed or developed for 
specific categories of published material (e.g., technical reports, music, 
and sound recordings), and requests for ISBN prefixes were being 
received from producers who do not publish books. This example 
points to the need for the standardization process to consider carefully 
such factors as control and changes within a standardized area. If these 
aspects are not accommodated, confusion and improper use of a stan- 
dard will occur, negating the benefits of standardization. 
Even though the standardization process can bearduous, it must be 
pursued. There is no reason that the process cannot be improved and 
made more streamlined and responsive to the needs of the bibliographic 
community. Relative to pursuing the standardization process, work 
continues within ANSI and IS0 on data representation standards. For 
example, IS0 currently has under consideration the International 
Standard Music Number and the International Standard Record 
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Number, while ANSI is working on language codes, bibliographic data 
source file identification, coded character sets, and standard identifica- 
tion numbers for libraries, library items and library patrons. 
CONCLUSION 
This paper has reviewed the use of codes and other data value 
representations within the bibliographic community in terms of their 
history, characteristics and standardization. The primary impetus for 
development of data representations has been technological, with the 
computer being the primary causal factor. 
The expanding employment of computers within the bibliograph- 
ic community indicates that the use of codes, abbreviations and other 
forms of data representation will increase. This, in turn, raises the 
question of the role of standardization. A number of standards have had 
a significant effect on the bibliographic community, and most of these 
are of the data representation type. Broad use of such standards appears 
to be user-driven rather than standards-body-driven. Strengthening of 
the existing standardization process would appear to be in order if 
standards are to play the viable role that is needed in order to achieve 
consistency, accuracy and efficiencies in bibliographic data transmis- 
sion and use. 
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Appendix 
Standards for Representing Bibliographic Data Values 
(A Selected List of Official and De Facto Standards) 
Name Designation Sources of Standard 
Character Set and Print Quality 
for Optical Character Recogni- 
tion (OCR-A) ANSI X3.17-1977 ANSI 
Hollerith Punch Card Code ANSI X3.26-1980 ANSI 
Representation for Calendar Date 
and Ordinal Date for Information 
Interchange ANSI X3.30-1971 ANSI 
Structure for the Identification of 
the Counties of the United States 
for Information Interchange ANSI X3.31-1973 ANSI 
Identification of the States of the 
United States (Including the 
District of Columbia) for Infor- 
mation Interchange ANSI X3.38-1972 ANSI 
(R1977) 
Representation of Local Time of 
Day for Information Interchange ANSI X3.43-1977 ANSI 
Structure for the Identification 
of Named Populated Places and 
Related Entities of the States of the 
United States for Information 
Interchange ANSI X3.47-1977 ANSI 
Character Set for Optical Character 
Recognition (OCR-B) ANSI X3.49-1975 ANSI 
Representation for U.S. Customary, 
SI, and Other Units to be Used in 
Systems with Limited Character 
Sets ANSI X3.50-1976 ANSI 
Representation of Universal Time, 
Local Time Differentials, and 
United States Time Zone Refer- 
ences for Information Inter- 
change ANSI X3.51-1975 ANSI 
Representation of Geographic Points 
for Information Interchange ANSI X3.61-1978 ANSI 
International Standard Serial 
Numbering (ISSN) ANSI 239.9-1979 ANSI 
System for the Romanization 
of Japanese ANSI 239.11-1972 ANSI 
(R1978) 
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System for the Romanization 
of Arabic ANSI 239.12- 1972 
(R1978) 
Book Numbering (ISBN) ANSI 239.21-1980 
Technical Report Number 
(STRN) ANSI 239.23-1974 
System for the Romanization of 
Slavic Cyrillic Characters ANSI 239.24-1976 
Romanization of Hebrew ANSI 239.25-1975 
System for the Romanization of 
Lao, Khmer, Pali ANSI 239.35-1979 
System for the Romanization of 
Armenian ANSI 239.37-1979 
Identification Code for the Book 
Industry (SAN) ANSI 239.43-1980 
Recommended Practice for the 
Use of CODEN ASTM E250-76 
Calendar Date FIPS Pub. 4 
States and Outlying Areas of the 
United States FIPS Pub. 5-1 
Standard Metropolitan Statistical 
Areas FIPS Pub. 8-4 
Congressional Districts of the 
United States FIPS Pub. 9 
Countries, Dependencies, and Areas 
of Special Sovereignty FIPS Pub. 10-2 
Hollerith Punched Cards FIPS Pub. 14 
Optical Character Recognition 
Character Sets FIPS Pub. 32 
Codes for Named Populated Places, 
Primary Country Divisions, and 
Other Local Entities of the United 
States (Fourth Update) FIPS Pub. 55 
Representations of Local Time of 
the Day for Information 
Interchange FIPS Pub. 58 
Representations of Universal Time, 
Local Time Differentials, and 
United States Time Zone Refer- 
ences for Information Inter- 
change FIPS Pub. 59 
Standard Industrial Classification 
Code FIPS Pub. 66 
Representation of Geographic 
Point Locations for Information 
Interchange FIPS Pub. 70 
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ANSI 
ANSI 
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NTIS 
NTIS 
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NTIS 
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International System for the 
Transliteration of Slavic 
Cyrillic Characters IS01 R9- 1968 
Bibliographic Strip ISO/R30- 1956 
International System for the Trans- 
literation of Arabic ISOlR233- 196 1 
Transliteration of Hebrew ISOlR259- 1962 
7-bit Coded Character Set for 
Information Processing Inter- 
change I S 0  646-1973 
International System for the 
Transliteration of Greek 
Characters into Latin 
Characters I S 0 1R843-1968 
Alphanumeric Character Sets for 
Optical Recognition-Part I: 
Character Set OCR-A-Shapes 
and Dimensions of the Printed 
Image I S 0  107311-1976 
Alphanumeric Character Sets for 
Optical Recognition-Part I: 
Character Set OCR-B-Shapes and 
Dimensions for the Printed 
Image I S 0  107312-1976 
Documenta tion-In terna tional 
Standard Book Numbering 
(ISBN) I S 0  2108-1978 
Codes for the Representation of 
Names of Countries IS0 3166-1974 
Documentation- Interna tional 
Standard Serial Numbering 
(ISSN) IS0  3297-1975 
Information Processing-Reprc- 
sentation of SI and Other Units 
for Use in Systems with Limited 
Character Sets IS0 2955-1974 
Information Interchange-Repre-
sentations of Time of Day I S 0  3307-1975 
Information In terchange-Repre- 
sentation of Local Time 
Differentials IS0 4031-1978 
Information Processing-%bit 
Coded Character Set for Infor- 
mation Interchange I S 0  4873-1979 
Informa tion Interchange- Repre-
sentation of Human Sexes IS0 5218-1977 
ANSI 

ANSI 

ANSI 

ANSI 

ANSI 
ANSI 
ANSI 
ANSI 
ANSI 

ANSI 

ANSI 

ANSI 

ANSI 

ANSI 
ANSI 

ANSI 
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National ZIP Code and Post United States 
Office Directory Postal Service 
Publication 65 
Standard Manner for Designating 
Calendar Dates Using the 
Gregorian Calendar WIPO ST. 2 
Two-Letter Code for Countries, 
Organizations and the Like WIPO ST. 3 
Standard Code for Identification 
of Different Kinds of Patent 
Documents WIPO SI. 8 
Dewey Decimal Classification 
System 
Library of Congress Classifica- 
tion System 
Universal Decimal Classifica- 
tion System 
Sources of Standards 
ANSI 	 American National Standards Institute 
1340 Broadway 
New York, NY 10018 
ASTM 	 American Society for Testing and Materials 
1916 Race Street 
Philadelphia, PA 19103 
LC 	 Library of Congress 
Cataloging Distribution Service 
Washington, DC 20541 
NTIS (FIPS) 	 National Technical Information Service 
5285 Port Royal Road 
Springfield, VA 22161 
USPS 	 United States Postal Service 
Retail Operations Division 
Delivery Services Department 
Washington, DC 20260-7232 
WIPO 	 World Intellectual Property Organization 
34, Chemin des Colombettes 
1211 Geneva 20, SWITZERLAND 
USPS 
WIPO 
WIPO 
WIPO 
LC 
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