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Abstract
We compute the Gauss-Manin differential equation for some periods of a polynomial
in C[x0, . . . , xn] with (n + 2) monomials which is not quasi-homogeneous. We
show that the corresponding differential equations are defined over Q[λ] where
λ 6= 0 is the “natural” parameter of such a polynomial. We give also two general
factorization theorems in the algebra A := C < z, ( ∂
∂z
)−1 > for such a differential
equation.
AMS Classification. 32 S 25, 32 S 40.
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1 Introduction and statement of the theorem.
1.1 Introduction.
Since the works of J. Milnor [Mi.68] and E. Brieskorn [Br.70] it is a classical problem
to compute the Gauss-Manin connection of a holomorphic function. The first exam-
ples are the Brieskorn-Pham singularities and then the quasi-homogeneous isolated
singularities. We shall give here a simple calculation which shows that in the next
case, that is to say for a non quasi-homogeneous polynomial in n + 1 variables
with n + 2 monomials, it is possible to obtain for any given integral of the type∫
γs
µ.dx
/
df , where µ is a monomial and γs a horizontal family of n−cycles in
the fibers of f , an explicit differential (global) equation. This differential equation
is defined over Q[λ] where λ 6= 0 is the parameter of such a polynomial (defined
modulo a diagonal change of variables) and has a very special form described in our
theorem below. This motivate the study of the kind of differential equation which
appears in these examples. We prove two interesting factorization theorems which
apply to such an equation in section 3.
1.2 Statement of the theorem.
We consider a polynomial f ∈ C[x0, . . . , xn] which is the sum of n+2 monomials
f =
∑n+2
j=1 mj where mj := σj .x
αj , with σj ∈ C
∗ and αj ∈ N
n+1. Define the
matrix with (n + 1) lines and (n + 2) columns M = (αi,j) and let M˜ be the
square matrix obtained from M by adding a first line equal to (1, . . . , 1). We shall
assume the following condition:
(C) The rank of M˜ is n + 2.
Remark that this condition is equivalent to the fact that such a f is not quasi-
homogeneous.
Example. Let p0, . . . , pn be integers bigger or equal to 2 and β ∈ (N
∗)n+1
such that
n∑
0
βi
pi
6= 1,
then
f(x0, . . . , xn) :=
n∑
0
σi.x
pi
i + ρ.x
β
satisfies the condition (C), assuming that σ0 . . . σn.ρ 6= 0. 
Consider now σ1, . . . , σn+2 ∈ C
∗ and define as before
f(x) :=
n+2∑
j=1
σj .x
αj .
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A diagonal linear change of variables allows to reduce the study to the case where
f(x) =
n+1∑
j=1
xαj + λ.xαn+2 (@)
for some λ ∈ C∗. So in what follows, we shall assume that mj = x
αj for j ∈ [1, n+1]
and mn+2 = λ.x
n+2 where λ ∈ C∗ is a fixed parameter.
In our setting it will be convenient to construct differential equations using, instead
of the Weyl algebra C < s, ∂
∂s
>, the algebra A := C < a, b >≃ C < s, ∂
∂s
−1
>
defined by the commutation relation a.b− b.a = b2 which is the translation of the
Leibnitz rule, as we shall make a acts on holomorphic functions as multiplication
by s and b as ( ∂
∂s
)−1 :=
∫ s
0
. The traduction of our result in usual terms will be
immediate (see the remark following the theorem below).
For such a polynomial f we define the unitary sub-algebra Af ⊂ C[x0, . . . , xn]
generated by the monomials of f . It is the image of R := C[m1, . . . , mn+2] by the
algebra morphism defined by mj 7→ x
αj , j ∈ [1, n+1] and mn+2 7→ λ.x
αn+2 , where
λ 6= 0 is a fixed parameter. We define also
Ef := Ω
n+1
/
df ∧ dΩn−1
where Ωk := C[x0, . . . , xn]⊗C Λ
k((Cn+1)∗) where (Cn+1)∗ := ⊕ni=0 C .dxi.
Then Ef is a left A−module where a acts by multiplication by f and where b
acts as df ∧ d−1.We shall fix in the sequel a monomial µ := xβ in C[x0, . . . , xn]
and we shall denote ϕµ : R→ Ef the map given by mj 7→ [mj .µ.dx].
Theorem 1.2.1 In the situation above there exist positive integers d and h such
that for any choice of the monomial µ ∈ C[x0, . . . , xn] we may construct in a
natural way (explained below) homogeneous elements in (a, b) of degree d and
d + h in the algebra A, noted Pd(µ) and Pd+h(µ), which are monic in a, and
such that the element
P (µ) := Pd+h(µ)− c.λ
r.Pd(µ) ∈ A
with some r ∈ Z∗ and c ∈ Q∗, has the following properties :
1. Assume that on a connected open set S in C∗ with the origin on its boundary,
we have an open set U ⊂ f−1(S) such that f : U → S is a C∞−fibration
with fiber F ; then for any compact n−cycle γ ∈ Hn(F,C), the holomorphic
function on S defined by (see [M.74])
Fµ,γ(s) :=
∫
γs
µ.dx
/
df
where γs is the horizontal family of cycles in the fibers of f associated to
γ, satisfies the global algebraic differential equation
P (µ)[Fµ,γ] = 0.
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2. Each of the elements Pd and Pd+h are products in the algebra A of elements
of the form a− r.b where r is a rational number.
3. The elements Pd and Pd+h are computable by an easy linear algebra algo-
rithm.
Remark. To reach the algebraic differential equation in the usual way just look
at b−d−hP (µ) which is the sum of a monic polynomial of degree d + h (with
rational roots) in s. ∂
∂s
, (see the property 2.) minus c.λr.( ∂
∂s
)h composed with
a monic polynomial of degree d in s. ∂
∂s
(also with rational roots). The order
of this differential equation is d + h and the coefficient of ( ∂
∂s
)d+h is equal to
sd+h − c.λr.sd, showing that the singular points of this differential equation outside
the origine are solutions of sh − c.λr = 0. 
Example. Assume that p ∈ f−1(0) is a singular point of a polynomial f satis-
fying the condition (C). Then choose for U a Milnor ball for f at p and for S
the corresponding punctured disc with center 0. Then they fulfill the hypothesis
in the theorem, and so we obtain, for each given monomial µ, an algebraic global
differential equation satisfied by the function Fµ,γ for any choice of γ in the n−th
homology group of the Milnor fiber of f at the point p. 
2 Proof of the theorem.
2.1 Some A−modules.
We consider a polynomial f ∈ C[x0, . . . , xn] with n+2 monomials m1, . . . , mn+2.
So f =
∑n+2
j=1 mj . We write mj := σj .x
αj with σj ∈ C
∗, and αj ∈ N
n+1. Using a
linear diagonal change of variables and reordering the variables if necessary we shall
assume the following conditions :
i) We have σj = 1 for all j ∈ [1, n+ 1] and σn+2 = λ ∈ C
∗.
ii) We assume that α1, . . . , αn+1 are linearly independent in Q
n+1.
Then we shall write
αn+2 =
n+1∑
j=1
ρj .αj with ρj ∈ Q. (@)
We define
H := {j ∈ [1, n+ 1] / ρj = 0};
J+ := {j ∈ [1, n+ 1] / ρj > 0};
J− := {j ∈ [1, n+ 1] / ρj < 0}.
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Let |r| be the smallest positive integer such that |r|.ρj := pj is an integer for each
j ∈ [1, n+ 1]. Write now the relation above as
|r|.αn+2 +
∑
j∈J−
(−pj).αj =
∑
j∈J+
pj.αj .
Now define d + h and d as respectively the supremum and infimum of the two
positive integers |r| +
∑
j∈J−
(−pj) and
∑
j∈J+
pj. Here d and h are positive
because the positivity of d is consequence of the fact that |r| ≥ 1 and that at
least one pj is positive.
The positivity of h is consequence of the fact that the equality of these two integers
would imply that the first line in M˜ satisfies the same linear relation (@) than
all the other lines in M˜ , contradicting our hypothesis (C).
Now the relation above gives the relation between the monomials (mj)j∈[1,n+2] :
m
|r|
n+2.
∏
j∈J−
m
−pj
j = λ
|r|.
∏
j∈J+
m
pj
j
and we shall write it
m∆ = λr.mδ (@@)
where ∆ and δ are in Nn+2 of respective weight d + h and d, and with zero
component for each h ∈ H . Note that we have r = ±|r| and so that r is in Z∗.
We shall also use the following observation later on :
Observation. For j ∈ [1, n + 1] the j−th element of the first column of the
matrix M˜−1 is zero if and only if j is in H .
Consider the free polynomial algebra R := ⊕∞q=0 Rq = C[m1, . . . , mn+2] graded by
the total degree in the variables m1, . . . , mn+2 and consider the algebra morphism
ϕ : R → C[x0, . . . , xn] sending the variable mj in R to the monomial x
αj in
C[x0, . . . , xn] for j ∈ [1, n + 1] and mn+2 to λ.x
αn+2 where λ ∈ C∗ is a fixed
parameter.
We shall need an extra variable µ and we associated to it a multi-index β ∈ Nn+1.
Then we consider the free, rank 1 R−module R.µ and the R−linear map
ϕµ : R.µ→ C[x0, . . . , xn] by sending µ to x
β.
We construct now on the two vector spaces R.µ and C[x0, . . . , xn] the C−linear
operators bi, i ∈ [0, n] and a as follows :
i) For γ ∈ Nn+1 and i ∈ [0, n] let Γi(γ, µ) := βi +
∑n+k
j=1 αi,j.γj and define in
the vector space R.µ
(Γi(γ, µ) + 1).bi(m
γ .µ) =
n+2∑
j=1
αi,j.mj .m
γ .µ and a(mγ .µ) =
n+2∑
j=1
mj .m
γ .µ
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ii) For ζ ∈ Nn+1 and i ∈ [0, n] define on the vector space C[x0, . . . , xn] :
(ζi+1).bi(x
ζ) =
n+1∑
j=1
αi,j.x
αj+ζ + λ.xαn+2+ζ = xζ .(xi.
∂f
∂xi
) and a(xζ) := f.xζ
Note that the operator bi on C[x0, . . . , xn] may also be written as :
P 7→
∂f
∂xi
.
∫ xi
0
P.dt =
(
xi.
∂f
∂xi
)
.
1
xi
.
∫ xi
0
P.dt =
(
n+2∑
j=1
αi,j .mj
)
.
[ 1
xi
.
∫ xi
0
P.dt
]
.
Remark that C[x0, . . . , xn].x
β ⊂ C[x0, . . . , xn] is stable by the operators bi and a
for any choice of β.
The commutation relations a.bi − bi.a = b
2
i are easy to verify on R.µ and
C[x0, . . . , xn]. It is also easy to see that ϕµ commutes with these operators.
We shall denote Vp(µ) the vector subspace of Rp.µ defined inductively as follows:
1. V0(µ) = {0}.
2. Vp+1(µ) :=
∑
i 6=0 (bi − b0).Rp.µ+ b0.Vp(µ).
Remark that, by definition, we have
bi.Vp(µ) ⊂ (bi − b0).Vp(µ) + b0.Vp(µ) ⊂ Vp+1(µ)
for all i ∈ [0, n] and for all p ≥ 0. We have also a.Vp(µ) ⊂ Vp+1(µ) because of
the identity
a.(bi − b0) = (bi − b0).a+ (bi − b0).bi + b0.(bi − b0).
Then we define the graded vector space S(µ) := ⊕p≥0 Sp(µ) where we put
Sp(µ) := Rp.µ
/
Vp(µ).
The quotient map piµ : R.µ→ S(µ) is graded.
Note that the algebra A has a natural grading
A = ⊕∞q=0Aq
where Aq is the vector subspace of homogeneous elements in a, b of degree q.
Remark. An element P ∈ Aq which is monic in a can be written
P = (a− r1.b) . . . (a− rq.b)
for some suitable choice of complex numbers r1, . . . , rq ; see [B.09] or write b
−q.P
as a polynomial in b−1.a. 
On S(µ) we have a structure of left graded A−module deduced from the action
of the operators a and b := b0 = · · · = bn which are equal on S(µ). Note that if
we consider R.µ as a left A−module with the actions of a and b0, the quotient
map piµ : R.µ→ S(µ) becomes a surjective map of graded left A−modules.
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Proposition 2.1.1 Fix β ∈ Nn+1 and q ∈ N. For each γ ∈ Nn+2 such that
|γ| = q, there exists an element χq(µ)(m
γ) ∈ Aq, which is a product of homogeneous
elements in (a,b) of degree 1 of the form η.a + θ.b with η and θ in Q, such
that we have in S(µ) the equality :
piµ(m
γ .µ) = χq(µ)(m
γ).µ.
Moreover, for every γ such that γh = 0 for each h ∈ H, the corresponding element
χq(µ)(m
γ) ∈ Aq is monic in a up to a non zero rational number.
Proof. Consider the following equalities in S(µ) :
a[piµ(m
γ.µ)] = f.mγ .µ.dx =
n+2∑
j=1
piµ(mj .m
γ.µ)
(Γi(γ, µ) + 1).b[piµ(m
γ .µ)] =
n+2∑
j=1
αi,j.piµ(mj .m
γ .µ) ∀i ∈ [0, n]. (@@@)
as a linear system with matrix M˜ and unknown the column vector(
piµ(mj .m
γ .µ)
)
, j ∈ [1, n+ 2]
in S(µ)n+2. The invertibility of M˜ (on the field Q) gives that for each j ∈ [1, n+2]
we may write piµ(mj.m
γ .µ) = (ηj .a+ θj .b).piµ(m
γ .µ) for some rational numbers ηj
and θj . Assuming that, for each γ with |γ| = q the element χq(µ)(m
γ) is a
product of q homogeneous elements in (a,b) of degree 1 of the form η.a + θ.b
with η and θ in Q, we conclude that for each γ˜ with |γ˜| = q + 1 the element
χq+1(µ)(m
γ˜) also satisfies this condition.
Moreover, as the first column of M˜−1 has a non zero j−th component for j 6∈ H
(see the observation above), we have ηj 6= 0 for each j 6∈ H . So, assuming induc-
tively that, for any γ such that |γ| = q, with zero j−th component for j ∈ H ,
we have already constructed a suitable χq(µ)(m
γ) ∈ Aq this implies that for any
γ˜ ∈ Nn+2 such that |γ˜| = q + 1 and with no component in H , we may write
mγ˜ = mj .m
γ for some j 6∈ H and some γ ∈ Nn+2 such that |γ| = q has zero
components in H , and define χq+1(µ)(m
γ˜) := (ηj.a+ θj .b).χq(µ)(m
γ) where ηj is
in Q∗. So we conclude that for such a γ we may choose χq+1(µ)(m
γ˜) as a monic
element in a belonging to Aq+1, up to a non zero rational number. 
Now using only the actions of a and b0 gives a structure of left A−module on
R.µ and a graded A−linear map .µ : A → R.µ sending 1 to µ. Composed
with the quotient map piµ we obtain a graded A−linear map pi0 : A → Sµ. The
following corollary is an obvious consequence of the proposition above.
Corollary 2.1.2 The graded A−linear map pi0 : A → Sµ is surjective.
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2.2 End of the proof of the theorem 1.2.1
The following lemma is now easy.
Lemma 2.2.1 The map ϕµ induces a commutative diagram
A
pi0
  
❇
❇
❇
❇
❇
❇
❇
❇
❇
.µ
// R.µ
pi

ϕµ
// C[x0, . . . , xn]
pi′

Sµ
ψµ
// Ef
where the map ψµ is A−linear. The image of ψµ is equal to A.[x
β.dx] ⊂ Ef .
proof. The A−linearity is a direct consequence of the compatibility of the map
ϕµ with the operators a and bi, i ∈ [0, n] and the fact that these operators induce
a and b on S(µ) and on Ef . The identification of the image of ψµ is then
a consequence of the corollary of the proposition 2.1.1 and of the commutativity of
the diagram above. 
As the relation (@@) holds in C[x0, . . . , xn], we have also m
∆.xβ.dx = λr.mδ.xβ .dx
in Ef . As ∆ and δ have no components in H , there exists elements Pd+h and
Pd respectively in Ad+h and Ad which are equal, modulo some invertible rational
numbers, to χd+h(µ)[m
∆] and χd(µ)[m
δ]. Then we obtain in Ef the equality(
Pd+h − cλ
r.Pd
)
[xβ .dx] = 0
for some non zero rational number c, thanks to the A−linearity of the map ψµ.
Now assume the existence of S and U as in the property 1. of the statement of
the theorem. Note that we may assume S simply connected. Then define Ob(S)
as the vector space of holomorphic functions on S such that |s|1+ε.|f(s)| → 0
when s→ 0, for some ε > 0. We want to show that the C−linear map
I : Ef −→ Ob(S)⊗C Hn(F,C)
∗
given by µ 7→
(
γ 7→
∫
γs
µ.dx
df
)
is A−linear. Here the actions on Ob(S)⊗CHn(F,C)
∗
are given by the rules a(g ⊗ v) := s.g ⊗ v and b(g ⊗ v) := (
∫ s
0
g)⊗ v.
The commutation with a of the map I is clear.
The commutation of the map I with b is consequence of the derivation formula
for the integral of a holomorphic n−form :
∂
∂s
( ∫
γs
ξ
)
=
∫
γs
dξ
df
.
Note that for a holomorphic n−form the function
∫
γs
ξ has only bounded terms
in its asymptotic expansion when s → 0 (see [M.75]), so its derivative is in the
space Ob(S) defined above because such a function admits a “standard” convergent
asymptotic (multivalued) expansion when s→ 0. 
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2.3 Integral dependance of f .
Lemma 2.3.1 In the situation of the theorem 1.2.1 the element f is integrally
dependent on the subring C[x0.
∂f
∂x0
, . . . , xn.
∂f
∂xn
] ⊂ C[x0, . . . , xn].
proof. Let F be the vector with components
f, x0.
∂f
∂x0
, . . . , xn.
∂f
∂xn
and W the vector with components m1, . . . , mn+2; then we
have
F = M˜.W
and this allows to compute each mj as a linear combination of the components of
F as M˜ is invertible. Moreover, for j 6∈ H , the coefficient of f in this linear
combination does not vanishes. Replacing in the equation (@@) :
m∆ = c.λr.mδ
gives a monic degree d + h = |∆| polynomial in f with coefficients in the ring
C[x0.
∂f
∂x0
, . . . , xn.
∂f
∂xn
] which vanishes identically. 
For instance, let f := x2+y3+z4+λ.x.y.z. Then let X := f− 1
2
x.f ′x−
1
3
y.f ′y−
1
4
z.f ′z .
The computation gives
26.34.43.X12 = λ12.(X + 13x.f ′x)
6(X + 13y.f ′y)
4(X + 13z.f ′z)
3
which gives an integral dependance relation of degree 13 of f on the ring
Q[x.f ′x, y.f
′
y, z.f
′
z ], for λ fixed in Q
∗.
Remark. In fact we have shown that, in general, for λ given in Q∗, f is
integrally dependant on the ring Q[x0.
∂f
∂x0
, . . . , xn.
∂f
∂xn
]. 
2.4 Examples.
First let me give an example with 3 variables, small (total) degree = 6 such that
d = 61 and h = 15.
Let f = x3.y + y4.z + z5.x + λ.x2.y2.z2. Let αj, j ∈ [1, 4], the exponents of the
monomials of f . Note that the singularity of f at the origin is not isolated.
The equality
61.α4 = 34.α1 + 22.α2 + 20.α3
gives the relation
(λ.x2.y2.z2)61 = λ61.(x3.y)34.(y4.z)22.(z5.x)20. (R)
Of course to compute explicitely P : P76− c.λ
−61.P61 is a little tedious and without
real interest. But computing the monomials in the relation (R) modulo b.A gives
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easily the value of the rational number c. And so the non zero critical values of f
are solutions of the equation
s15 = c.λ−61 with c = −
(61)61.(15)15
(34)34.(22)22.(20)20
.
This is not simple to see by a direct computation.
We shall give now a family of examples with n = 3 (so 4 variables) with some
symetry. Let x0, x1, x2, x3 be the coordinates in C
4, and note σ the circular
permutation of the coordinates defined by σ(xi) = xi+1, i ∈ Z
/
4.Z. Now consider
a multi-index α ∈ N4 with the following conditions :
i) |α| ≥ 5.
ii) The matrix M0 given by M0(i, j) := αi+j with (i, j) ∈ Z
/
4.Z has rank 41.
Then we shall consider the polynomial
f(x) :=
3∑
j=0
σj(xα) + λ.x1
where λ is a non zero complex parameter and where we use the following conven-
tions : for a monomial µ in the variables x0, x1, x2, x3 we define σ(µ) to be
the monomial obtained from µ by applying the circular permutation σ to the
variables, and we note 1 the multi-index (1, 1, 1, 1).
The relation between the five monomials in f is simply
λ|α|.
3∏
j=0
σj(xα) = (λ.x1)|α|.
So we will compute the images of the monomials of both sides of this relation by
the map ψ1 in Ef as Pd+h[dx] and Pd[dx] where Pm are in Am and monic
in a up to a non zero constant. Here we have d = 4 and h = |α| − 4.
Computation of
∏3
j=0 σ
jxα. It will be convenient to use the notation B(xγ)
for the vector with components (γi + 1).bi(x
γ), i ∈ [0, 3] ≃ Z
/
4.Z, and Σ(xγ) for
the vector with components σj(xγ), j ∈ [0, 3] ≃ Z
/
4.Z, when xγ is a monomial.
Then we have, for each monomial m ∈ C[x0, . . . , xn] the equation
B(m) = m.
[
M0.Σ(x
α) + λ.x1.v0
]
1Note that this is true if and only if α0 + α2 6= α1 + α3.
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where v0 is the column vector v0 := (1, 1, 1, 1). We shall use successively the values
1, xα, xα.σ(xα), xα.σ(xα).σ2(xα)
for m in this formula. But remark that, because we have bi(m) = b(m) for each
i ∈ [0, 3], we may write in S(1) = C[m1, . . . , m5]
/
V (1):
B(1) = b(1).v0, B(x
α) = b(xα).(v0 +M0.v1)
B(xα.σ(xα)) = b(xα.σ(xα)).(v0 +M0.v2) + λ.x
1.xα.σ(xα).v0
B(xα.σ(xα).σ2(xα)) = b(xα.σ(xα).σ2(xα)).(v0 +M0.v3) + λ.x
1.xα.σ(xα).σ2(xα).v0
with the following values for the (column) vectors
v0 :=
t(1, 1, 1, 1), v1 :=
t(1, 0, 0, 0), v2 =
t(1, 1, 0, 0) and v3 =
t(1, 1, 1, 0).
Now remark that M0.v0 = |α|.v0 and recall that M0 is invertible. This allows to
deduce the following equalities in Ef :
|α|.Σ(xα)) = (b(1)− λ.x1).v0
|α|.xα.Σ(xα) = (b(xα)− λ.x1.xα).v0 + |α|.b(x
α).v1
|α|.xα.σ(xα).Σ(xα) =
(
b(xα.σ(xα))− λ.x1.xα.σ(xα)
)
.v0 + |α|.b(x
α.σ(xα)).v2
|α|.xα.σ(xα).σ2(xα).Σ(xα) =
(
b(xα.σ(xα.σ2(xα))− λ.x1.xα.σ(xα.σ2(xα)
)
.v0+
+ |α|.b(xα.σ(xα)).σ2(xα).v3
The first equality implies the equality of σj(xα) for all j ∈ [0, 3] and then we have
a(1) = 4.xα + λ.x1 and b(1) = |α|.xα + λ.x1
and then (a− b)(1) = (4− |α|).xα.
Using the other equalities gives after some easy computations
(a− 2b)(xα) = (4− |α|).xα.σ(xα)
(a− 3b)
(
xα.σ(xα)
)
= (4− |α|).xα.σ(xα).σ2(xα)
(a− 4b)
(
xα.σ(xα).σ2(xα))
)
= (4− |α|).xα.σ(xα).σ2(xα).σ3(xα).
So we have
(a− 4b)(a− 3b)(a− 2b)(a− b)[1] = (|α| − 4)4.xα.σ(xα).σ2(xα).σ3(xα). (@)
Now we compute the action of b on the monomial mp := (x0.x1.x2.x3)
p. We have
B(mp) = (p+ 1).b(mp).v0 =M0.mp.Σ(x
α) + λ.mp+1.v0
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and so mp.σ
j(xα) is independent on j ∈ [0, 3] and equal to
(|α|)−1.
(
(p+ 1).b(mp)− λ.mp+1
)
.
Now we obtain (
a−
4(p+ 1)
|α|
.b
)
(mp) = λ.(|α| − 4).mp+1.
So we conclude that the element2
(a− 4b).
[ |α|−2∏
p=0
(
a−
4(p+ 1)
|α|
.b
)
− λ|α|.(|α| − 4)|α|−4.(a− 3b)(a− 2b)(a− b)
]
annihilated the class of dx in Ef .
Note that this element depends on α only by the number |α|. So the differential
equation for the periods of [dx] for such an f depends only on the total degree of
the monomial xα and not of the precise choice of such a monomial xα.
Remark also that for |α| = 5 the element of A under the brackets is invariant by
the anti-automorphism θ4 of A defined by the relations
θ4(x.y) = θ4(y).θ4(x), θ4(1) = 1, θ4(a) = a− 4b, θ4(b) = −b.
So it is remarkable that we find the same differential equation with this symetry
property for the period of dx ∧ dy ∧ dz ∧ dt for the following polynomials :
x5 + y5 + z5 + t5 + λ.x.y.z.t
x4.y + y4.z + z4.t + t4.x+ λ.x.y.z.t
x4.z + y4.t+ z4.x+ t4.y + λ.x.y.z.t
x3.y.z + y3.z.t + z3.t.x+ t3.x.y + λ.x.y.z.t
x3.y.t+ y3.z.x + z3.t.y + t3.x.z + λ.x.y.z.t
x2.y2.z + y2.z2.t+ z2.t2.x+ t2.x2.y + λ.x.y.z.t
x2.y2.t+ y2.z2.x+ z2.t2.y + t2.x2.z + λ.x.y.z.t
x2.z2.t + y2.t2.x+ z2.x2.y + t2.y2.z + λ.x.y.z.t
etc . . .
2The product is taken left to right for decreasing p.
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3 The factorization theorems.
3.1 The decomposition theorem.
Here we shall work with the completion A˜ of the algebra A relative to its b−adic
filtration given by the two-sided ideals bν .A for ν ∈ N.
Recall that a (a,b)-module is a left A˜−module which is free and of finite rank on
the commutative sub-algebra C[[b]] of A˜. For more on (a,b)-modules (generalized
Brieskorn modules) see [B.06].
We shall say that a (a,b)-module is monogenic when it may be generated by one
element as a left A˜−module.
Recall also that a (a,b)-module E is local, respectively simple pole, if there exists
an integer N ≥ 1, respectively N = 1, such that aN .E ⊂ b.E.
The purpose of this section is to prove a decomposition theorem for any (a,b)-
module E. In the case where E := A˜
/
A˜.P where P ∈ A is monic in a, as in the
differential equations constructed in the previous section, it will give a factorisation
of P in A˜
P = P1. . . . Pk
where each Pi is monic in a and with a class modulo b.A˜ of the form (a− vi)
di
where vi is a complex number and di a positive integer. So, in the decomposition
theorem which corresponds to the “decomposition” of the differential equation in
its different singular points, we find in this case local factors of the same type (i.e
of the form A˜
/
A˜.Pi).
For a proof of the following proposition see [B.09].
Proposition 3.1.1 Let I be a left ideal in A˜ such that E := A˜
/
I is a rank d
(a,b)-module and such that xd is the minimal polynomial of the action of a on
E
/
b.E. Then there exists a monic degree d polynomial in a with coefficients in
C[[b]] such that I = A˜.P . Moreover, such a P is unique, and E is regular if
and only if the homogeneous initial part of P in (a,b) is of degree d.
When E is regular, the Bernstein element3 of E is the initial part of P .
Conversely, if E is a monogenic local (a,b)-module, for any generator e of E,
its annihilator in A˜ is of the type I = A˜.P where P is a monic polynomial in
a of degree d with coefficients in C[[b]].
Theorem 3.1.2 (Decomposition) Let E be an (a,b)-module. For each spectral
subspace Fv for the eigenvalue v of the action of a on F := E
/
b.E, there
exists a normal4 submodule Gv of E such that Gv
/
b.Gv ≃ Fv, and such that
3The Bernstein element Q of E is the homogeneous element in A˜ monic in a of degree d,
such that the Bernstein polynomial of E is given by (−b)d.B(−b−1.a) = Q.
4A sub-module G ⊂ E is normal when it satisfies G ∩ b.E = b.G.
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(a− v)d(v).Gv ⊂ b.Gv, where d(v) is the multiplicity of the root v in the minimal
polynomial of the action of a on F . Moreover, Gv is of rank dimC Fv and we
have the following decompositon as a direct sum of (a,b)-modules
E = ⊕v Gv.
Proof. First we shall construct Gv for a given eigenvalue v of a acting on F .
We may assume without loss of generality that v = 0, and we note d(0) = d for
short. Define
G := {x ∈ E / an.d.x ∈ bn.E ∀n ∈ N}.
This vector subspace is clearly stable by a. It is also stable by b using the following
identities which are easy to prove by induction on ν ∈ N
aν .b = b.(a + b)ν
(a+ b)ν = aν + ν.aν−1.b
aν .b = b.aν + ν.b.aν−1.b
If a(n+1).d.x ∈ bn+1.E and an.d.b.x ∈ bn+1.E then
a(n+1).d.b.x = b.a(n+1).d.x+ (n+ 1).d.b.ad−1.(an.d.b.x) ∈ bn+2.E.
So we obtain that b.G ⊂ H where H ⊂ G is defined by
H := {y ∈ E / an.d.y ∈ bn+1.E}.
We shall show now that for any x ∈ E such that x lies in F0 + b.E, there exists
an element ξ ∈ G such that ξ − x ∈ b.E.
Fix a vector space decomposition E := F˜ ⊕ b.E and denote F˜v the pull back of
Fv by the bijection F˜ → F . Define then
L := ⊕v 6=0F˜v.
Assume we have already found y1, . . . , yn−1 in L such that
an.d.(x−
n−1∑
j=1
bj .yj) = b
n.xn (@n)
for some xn ∈ E. For n = 1 this is clear from our assumption that x ∈ F0 + b.E
and ad.F0 ⊂ b.E. Assume that (@n) is true for n ≥ 1. We shall prove (@n+1).
Write
xn = tn + zn + b.wn
where tn is in F˜0, zn in L and wn ∈ E. As a is bijective on L = L+ b.E
/
b.E
it is also bijective on bn.L = bn.L+ bn+1.E
/
bn+1.E, because the identity
a.bn = bn.a+ nbn+1
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gives the commutativity of the diagram
E
/
b.E
a
//
bn

E
/
b.E
bn

bn.E
/
bn+1.E
a
// bn.E
/
bn+1.E
So we may find yn ∈ F˜v such that a
n.d.bn.yn = b
n.(zn + b.ζn) where ζn is in E.
Then we obtain
a(n+1).d.bn.yn = a
d.bn.(zn + b.ζn)
and so
a(n+1).d.(x−
n∑
j=1
bj .yj) = a
d.bn.xn − a
(n+1).d.bn.yn
= ad.bn.tn + a
d.bn.zn + a
d.bn+1.wn − a
d.bn.(zn + b.ζn).
But ad.bn.tn = b
n.ad.tn + b
n+1.E and it belongs to bn+1.E as tn ∈ F˜0 implies
that ad.tn is in b.E. So we conclude that a
(n+1).d.(x−
∑n
j=1 b
j .yj) is in b
n+1.E.
This proves the existence of y :=
∑+∞
j=1 b
j .yj ∈ b.C[[b]].L such that for any n ∈ N
we have
an.d.(x− y) = an.d.(x−
n−1∑
j=0
bj .yj) + a
n.d.bn.
∞∑
j=1
bj .yn+j ∈ b
n.E.
So we have found an element z := x − y ∈ G such that x − z ∈ b.E. Note that
this implies that the map G
/
b.G→ E
/
b.E induced by the inclusion G ⊂ E has
exactely F0 as image, because a
d.x ∈ b.E implies that x ∈ F0 + b.E.
Let us show now that H = b.G. As the inclusion b.G ⊂ H is already proved, take
x ∈ H . We have x = b.z for some z ∈ E (using n = 0 in the definition of H),
and now
an.d.b.z = b.an.d.z + n.d.b.an.d−1.b.z = b.an.d.z + n.d.b.ad−1.a(n−1).d.b.z
and as a(n−1).d.b.z ∈ bn.E and an.d.b.z ∈ bn+1.E ( x ∈ H) we get
b.an.d.z ∈ bn+1.E and so an.d.z ∈ bn.E.
So z is in G. This implies that ad.G ⊂ H = b.G.
We shall prove now that G is normal in E. We shall first show that if x lies in
bk.E ∩G for some k ≥ 1 there exists y ∈ G such that x− bk.y ∈ bk+1.E.
Assume that x ∈ G satisfies x = bk.z for some z ∈ E and k ≥ 1. Write
z = u+v+b.ξ with u ∈ F˜0, v ∈ L and ξ ∈ E. Then x = b
k.z = bk.u+bk.v+bk+1.ξ
is the spectral decomposition relative to the action of a on x in bk.E
/
bk+1.E.
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This implies that v = 0 and so x = bk.u + bk+1.ξ and the previous step of our
proof gives an element y ∈ G such that y−u ∈ b.E. So we have x− bk.y ∈ bk+1.E
proving our assertion.
So, for such an x ∈ bk.E ∩ G we can construct inductively yk, . . . , yn, . . . in G
such that x = bk.
∑+∞
j=0 b
j .yk+j. So x is in b
k.G, and G is normal.
As a consequence, the map G
/
b.G→ E
/
b.E is injective and is an isomorphism of
G
/
b.G on F0. So G has rank dimC(F0), and satisfies a
d.G ⊂ b.G.
To prove that the sum of the normal sub-modules Gv is direct is an easy exercice
left to the reader. Then to prove the direct sum decomposition of E it enough to
prove that E
/
b.E is the direct sum of the images of the Gv
/
b.Gv. But this is
the spectral decomposition of E
/
b.E for the action induced by a from what we
proved above. 
Remark. As each Gv is a direct factor (as (a,b)-module) of E, each of these
(a,b)-modules is monogenic when E is monogenic. 
The following corollary is now immediate.
Corollary 3.1.3 Let P ∈ A˜ be a monic polynomial in a with coefficients in
C[[b]], and define E := A˜
/
A˜.P . Let v1, . . . , vl be the distinct eigenvalues of
a acting on E
/
b.E, and let d1, . . . , dl be the dimension of the corresponding
spectral subspaces. Then there exists monic polynomials P1, . . . , Pl respectiveley in
a − v1, . . . , a − vl, of respective degrees d1, . . . , dl, with coefficients in C[[b]], such
that we have in A the equality
P = P1 . . . Pl.
Of course, if we decompose the generator e of E according to the direct decom-
position E = ⊕vi,i∈[1,l]Gvi :
e =
l∑
i=1
evi
then Pl generates the annihilator of evl in E (or in Gvl). So we have an
isomorphism A˜
/
A˜.Pl ≃ Gvl by sending 1 to evl .
Again the polynomial Pl−1 generates the annihilator of Pl.evl−1 . As Pl.evl−1 is
a generator of Gvl−1 because in a local (a,b)-module the topology defined by the
a−filtration is complete, so the action of an element in A˜ with a non zero constant
term is invertible, we have an isomorphism A˜
/
A˜.Pl−1 ≃ Gvl−1 obtained by sending
1 to Pl.evl−1 etc... 
Remark that changing the order of the vi changes the polynomials Pi in the de-
composition above but only change the order of the set of the isomorphism classes
of the A˜
/
A˜.Pi .
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The following consequence of the theorem 1.2.1 and the results above is obvious.
Corollary 3.1.4 In the situation of the theorem 1.2.1 the element Pd is a left
multiple of the Bernstein element of the left A˜−module generated by [µ.dx] in
Ef ⊗C[b] ⊗C[[b]]
/
b− torsion.
This is, of course, a non trivial information on the monodromies at the origin for
the periods integrals considered in the beginning of this paper.
3.2 Irregularity and the second factorization theorem.
In this paragraph we examine what happens in the previous factorization when the
initial part of P is not monic in a.
Definition 3.2.1 A (a,b)-module E will be called totally irregular (at 0) if
any A˜−linear map f : E → F in a simple pole (a,b)-module F is the zero map.
This terminology is compatible with the usual notion of irregularity of a differential
equation at the point 0. It concerns in fact only G0 the local part at 0 in the
previous decomposition theorem 3.1.2 for an (a,b)-module.
A quotient of a totally irregular (a,b)-module is again totally irregular.
Lemma 3.2.2 Let E be a local (a,b)-module. Then there exists a smallest normal
sub-module I ⊂ E such that the quotient E
/
I is regular. This sub-module I is
totally irregular.
Proof. First remark that if I and J are normal sub-modules such that E
/
I
and E
/
J are regular, then E
/
I ∩ J is again regular because E
/
I ∩ J is a
sub-module of the direct sum of the regular modules E
/
I and E
/
J . Then let I
be the intersection of all normal sub-modules J of E such that E
/
J is regular.
As any descending chain of normal sub-modules is finite, it is clear that I is the
smallest normal sub-module of E such that E
/
I is regular. Let f : I → F be a
A˜−linear map, where F has a simple pole, and let K be the kernel of f . Then
in the exact sequence of (a,b)-modules
0→ I
/
K → E
/
K → E
/
I → 0
the (a,b)-modules I
/
K5 and E
/
I are regular. So is E
/
K. Then E
/
K is a
sub-module of a simple pole (a,b)-module, and then I ⊂ K. This implies f = 0,
and so I is totally irregular. 
Lemma 3.2.3 Let P ∈ A˜ be a monic polynomial in a of degree d. Assume that
the initial form of P in (a,b) is equal to bq, for some integer q < d. Then the
(a,b)-module E := A˜
/
A˜.P is totally irregular.
5As f induces an injection of I
/
K in F which has a simple pole, it is regular.
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Proof. Let f : E → F be a A˜−linear map such that F is a simple pole
(a,b)-module. Let x := f(1) ∈ F . We have P.x = 0 in F , and so bq.x is in
bq+1.F , because of our assumption on the initial form of P and on the simple pole
for F . So x ∈ b.F . Then the image of f lies in b.F which is again a simple
pole (a,b)-module. Iteration of this gives that the image of f is in bn.F for any
integer n. But ∩n∈N b
n.F = 0, and so f = 0. 
Theorem 3.2.4 Let P be a element in A˜ with the following properties :
(i) P is a monic polynomial in a of degree d+ h with h ≥ 1.
(ii) The initial form in (a,b) of P has degree d ≥ q ≥ 0, and is of the form
ρ.bq.Pd−q with ρ ∈ C
∗ where Pd−q is monic in a.
(iii) Modulo b.A˜, we have P = ad+h.
Then there exists elements Z and Q in A˜ which are polynomials in a of
respective degrees q + h and at most d− q − 1, with respective valuations in (a,b)
at least q + 1 and d− q + 1, such that we have in A˜ the equality
(ρ.bq + Z).(Pd−q +Q) = P.
Defining the (a,b) modules
E := A˜
/
A˜.P, F := A˜
/
A˜.(Pd−q +Q) and F := A˜
/
A˜.(ρ.bq + Z),
we have the exact sequence of (a,b)-modules of respective ranks q + h, d+ h, d− q :
0→ I → E → F → 0
and I is the totally irregular part of E.
Remark. Assuming that the polynomial B associated to Pd−q by the relation
(−b)d−q.B(−b−1.a) = Pd−q in A, has negative rational roots, the (a,b)-module
F is a geometric (a,b)-module generated by one element as left A˜−module ( see
[B.09]) and B is the Bernstein polynomial of F . 
Proof. We shall construct by induction on n ≥ d+ 1 homogeneous elements in
(a,b) ξn−d+q and ηn−q of respective degrees n − d + q and n − q, which are
polynomial in a of respective degrees less or equal to q + h and d − q − 1, such
that for each N ≥ d+ 1 we have
(bq +
N∑
n=d+1
ξn−d+q).(Pd−q +
N∑
n=d+1
ηn−q) = P + YN+1 (@N)
where YN+1 has valuation in (a,b) ≥ N + 1 and is a polynomial in a of degree
≤ d+ h.
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For N = d+ 1 denote (P )d+1 the homogeneous part in (a,b) of degree d+ 1 of
P , and make the right division by Pd−q in A :
(P )d+1 = ξq+1.Pd−q +Rd+1
where Rd+1 has degree ≤ d− q − 1 in a and is homogeneous in (a,b) of degree
d + 1. So we may write Rd+1 = ρ.b
q.ηd−q+1. Let Y
0
d+2 := P − ρ.b
q.Pd−q − (P )d+1.
Then we have
(ρ.bq + ξq+1).(Pd−q + ηd−q+1) = ρ.b
q.Pd−q + ρ.b
q.ηd−q+1 + ξq+1.Pd−q + ξq+1.ηd−q+1
= ρ.bq.Pd−q + (P )d+1 + ξq+1.ηd−q+1 = P + Y
0
d+2 + ξq+1.ηd−q+1 = P + Yd+2
where Yd+2 has a valuation in (a,b) ≥ d+ 2 and degree ≤ d+ h in a.
Assume now that we have proved (@N) for some N ≥ d + 1. Let Y
0
N+1 the
homogeneous part of YN+1 of degree N+1 in (a,b), and write Y
0
N+2 := YN+1−Y
0
N+1.
The right division by Pd−q in A˜ gives
−Y 0N+1 = ξN+1−d+q.Pd−q +RN+1
where ξN+1−d+q is homogeneous in (a,b) of degree N + 1− d+ q, where RN+1 is
homogeneous in (a,b) of degree N +1, and they have respectively degrees less than
q+ h and d− q− 1 in a. Then we may write RN+1 = ρ.b
q.ηN−q+1. Now we have
(ρ.bq +
N+1∑
n=d+1
ξn−d+q).(Pd−q +
N+1∑
n=d+1
ηn−q)
= P + YN+1 + ξN+1−d+q.Pd−q + ρ.b
q.ηN−q+1 + ZN+2
= P + Y 0N+2 + ZN+2 = P + YN+2
where we defined
ZN+2 := ξn−d+q).
N+1∑
d+1
ηn−q + (
N∑
d+1
ξn−d+q).ηN+1−q
and YN+2 := Y
0
N+2 + ZN+2. This complete the proof of our induction step.
Now the series
∑∞
n=d+1 ξn−d+q and
∑∞
n=d+1 ηn−q converge in A˜ to Z and Q
which are polynomials in a of degree6 respectively equal to q+h and ≤ d−q−1.
So we obtain the desired decomposition of P by defining Z :=
∑∞
n=d+1 ξn−d+q
and Q :=
∑∞
n=d+1 ηn−q.
Now the lemma 3.2.3 implies that I is totally irregular and the lemma 3.2.2 implies
that E
/
I is regular. To complete the proof is then easy. 
6Remark that ξq+h has degree exactly q + h and that ξm has degree ≤ q + h − 1 for
m 6= q + h.
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Example. Let Pd+h and Pd−q be homogeneous elements in A with respec-
tive degree d + h and d. Assume that Pd+h and Pd−q are monic in a, then
P := Pd+h + ρ.b
q.Pd−q satisfies the hypothesis of the theorem. 
In the case of the previous example, let Pd+h = ξh+q.Pd−q + ρ.b
h+q+1.η˜d−q−1 be the
right division of Pd+h by Pd−q in A. Then we have Z = ρ.b
q + ξh+q + Y with
Y a degree ≤ h + q − 1 polynomial in a with valuation in (a,b) at least equal
to 2h + q, and Q = Pd−q + b
h+1.η˜d−q−1 + T where η˜d−q−1 and T are degree
≤ d−q−1 polynomials in a with valuation in (a,b) respectively equal to d−q−1
and at least equal to d+ 2h− q.
Consequence. If an element x of an (a,b)-module E is killed by an element in
A˜ which is monic in a of degree d + h, h ≥ 1, equal to ad+h modulo b.A˜, with
initial form equal to ρ.bq.Pd−q, where ρ is in C
∗, where q ≥ 1 and where Pd−q
is homogeneous of degree d− q in (a,b) and monic in a, then the left A˜−module
generated by x in E is a regular (a,b)-module with rank at most d− q and its
Bernstein element is a right divisor of Pd−q in A. 
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