Abstract: In this paper, we present the intermittency and the erraticity analyses of the distributions of charged particles produced in 28 Si-Ag/Br interaction at incident energy 14.5 A GeV. The experimental results are compared with a Monte Carlo simulation using ultra-relativistic quantum molecular dynamics (UrQMD) model. The experimental data show the presence of a nonstatistical component in the produced charged-particle density. Neither the UrQMD simulation nor the purely statistical simulation was found to match the experimental data. The present set of results are compared to those obtained in similar measurements from earlier high-energy nucleus-nucleus experiments.
Introduction
When two nuclei moving with a relative speed close to that of light collide with each other, a central fireball comprising very high energy and (or) baryon density can be produced. Depending purely on the initial conditions, this fireball may achieve the thermal and (or) chemical equilibrium that is necessary for a phase transition from normal nuclear matter to the ever-elusive state of quark-gluon plasma (QGP) to take place [1] . At a later stage, the fireball expands and cools down, fragmenting into the final-state particles (mostly pions). In many cases, rapidly fluctuating particle densities that are devoid of any apparent regular pattern are observed in the final state [2] . The correlations, if there are any, are often masked under statistical noise and (or) the effects of trivial kinematic constraints. Using appropriate statistical techniques, it is possible to disentangle the dynamical contribution to the particle density and to characterize the same in terms of a finite set of well-behaved parameters.
Comparing experimental results with model calculations, it is also possible to extract substantive information regarding the final freeze out stage of the space-time evolution of high-energy nucleus-nucleus (AB) collisions. Several speculative measures, conventional as well as exotic, have been proposed as probable candidates for the dynamics of correlated emission of final-state particles [3] . Each speculation has its own domain of successes as well as limitations. To fully understand a phenomenon as complicated as multiparticle production, it is first necessary to analyze a wide range of experimental data that involve different colliding objects and varying collision energies. It is further required that such experimental results are compared with model predictions so that the validity of any particular mechanism of particle production, or a combination of more than one such mechanism embedded within the framework of the model, can be subjected to verification. It may be noted that, with the compressed baryonic matter (CBM) experiment [4] proposed to be held within the next 10 years or so, studying high-energy AB interactions from a few to several tens of gigaelectronvolts have now become more relevant than ever before.
As mentioned earlier, we experimentally observed a combinatorial effect of the statistical noise and the contribution coming from one or the other dynamical process to the particle density. For varying multiplicities the scaled factorial moment (SFM) of order q, denoted F q , is capable of filtering out Poisson-type statistical noise. The SFM is the ordinary moment of the nonstatistical component of the underlying distribution, irrespective of its analytical form. A power law type of increase in F q with diminishing phase-space interval size (dX) like of statistical origin, the F q values would have remained independent of the scale at which they were measured. First introduced for a few very high multiplicity cosmic-ray events [5] , the intermittency phenomenon has since been investigated for many different types of high-energy interactions [6] . In onedimensional (1D) analyses, the positive valued exponent f q , known as the intermittency index, is a scale-invariant quantity down to experimental resolution, indicating thereby the self-similar nature of the dynamical component of the density function. This kind of self-similarity motivates one to understand the intermittency phenomenon in the framework of fractal theory, where the density function can be characterized by a set of (multi)fractal parameters. The first quantitative measure of fractality in the particle density in soft processes was introduced in ref. 7 , and it was later developed in ref. 8 .
The strength of the dynamical fluctuation may vary from one event to another. All events do not start with the same initial condition, and different fluctuation strengths are bound to result in different spatial patterns in their final states. Moreover, an experimental sample usually contains events with varying multiplicity, and, consequently, the SFMs will not have the same value in every event. In intermittency, F q is averaged over the event sample as well as over many phase space partitions. This averaged quantity, 〈F q 〉, is tested against a power law type of scaling behavior. One would therefore loose information regarding the event-space fluctuation of F q , and only a weak dX dependence of 〈F q 〉 is expected. To quantify the chaotic nature of the event structure, a new technique called the erraticity was introduced [9] . This method allows one to study the event-to-event fluctuation of spatial patterns, which the intermittency method cannot. In erraticity one needs to first define a single event SFM, F e q , then study its event-space fluctuation in terms of suitable erraticity moments, and finally verify the scaling properties that these moments may follow. Like intermittency, the erraticity phenomenon has also been tested for several high-energy AB interactions [10] [11] [12] (see [6] for more studies).
In this paper, we present 1D intermittency and erraticity analyses of the shower tracks (caused mostly by charged pions) coming out of 28 Si-Ag/Br events at an incident energy of 14.5 GeV per nucleon. Our principal objective is to characterize the dynamical part of the apparently random fluctuations in the shower track density distribution in terms of certain regularly behaving statistical variables; in particular, in terms of a certain set of parameters that are connected to some kind of scale-invariant self-similar process. It is also our objective to compare the experimental results of intermittency and erraticity with the ultra-relativistic quantum molecular dynamics (UrQMD) prediction [13] . We have also performed the erraticity analysis on a purely statistical sample generated by random numbers. On several occasions, results of the present analysis are also compared with the results of other similar experiments on AB interactions [12, [14] [15] [16] [17] .
The paper is organized in the following way. In Sect. 2 the experimental aspects of the present investigation are discussed. In Sect. 3 the Monte Carlo (MC) methods adopted for data analysis and for comparison purposes are summarily described. In Sect. 4 we have discussed the intermittency technique and our results on this issue. Similarly, in Sect. 5 both the erraticity method of data analysis and our results on erraticity are elaborated upon. In Sect. 6 we conclude with some critical observations about the results of the present investigation.
Experiment
Stacks of Ilford G5 nuclear photo-emulsion pellicles of size 16 cm × 10 cm × 600 mm, were horizontally irradiated with a 28 Si beam with an incident flux 3 × 10 3 ions/cm 2 and with an incident energy 14.5 A GeV from the alternating gradient synchrotron (AGS) at the Brookhaven National Laboratory (BNL) [18] . The nucleon-nucleon (NN) center of mass energy, ffiffiffiffiffiffiffi s NN p = 5.382 GeV in our case. If the AB collision is considered a superposition of many incoherent NN collisions, then for a central collision where all 28 nucleons of the 28 Si nucleus participate in the interaction, this amounts to a total center of mass energy ffiffi s p ≈ 151 GeV. On the other hand, if the AB interaction is considered a coherent collision between an incoming 28 Si nucleus and a stationary Ag/Br nucleus (for which the weighted average mass number in emulsion, A ≈ 94), then the center of mass energy comes out to be ffiffi s p ≈ 275 GeV. It would perhaps be prudent to assume that the actual situation lies somewhere in between these two extremes. To observe the primary 28 Si-emulsion events, Leitz microscopes with a total magnification of 300× were utilized, and the emulsion plates were scanned along individual projectile tracks. Angle measurement and counting of tracks were performed under a total magnification of 1500× with the help of Koristka microscopes. According to emulsion terminology, tracks emitted from an interaction (called an event or a star) are classified into four categories, namely, shower tracks, grey tracks, black tracks, and projectile fragments.
Shower tracks are caused by produced charged particles (mostly pions) moving at relativistic speeds (b > 0.7). The ionization of a shower track I ≤ 1.4I 0 , where I 0 ≈ 20 grains/ 100 mm, is the minimum ionization due to any track observed within a G5 plate. The total number of such tracks in an event is denoted n s .
The black and grey tracks predominantly originate from slowly moving protons and other heavier fragments belonging to the target. They fall within a velocity range from 0.7c to <0.3c for protons within a kinetic energy range from 400 to <30 MeV, and have ionization I > 1.4I 0 . The total number of such heavy fragments (i.e., black and grey tracks taken together) in an event is denoted n h and an event with n h > 8 indicates that the interaction is with an Ag/Br nucleus.
Projectile fragments are the spectator parts of the incident projectile nucleus that do not directly participate in an interaction. They are emitted within a very narrow, extremely forward cone whose semivertex angle (q f = 0.21/P inc ) is decided by the Fermi momenta of the nucleons present in the nucleus. Here, P inc is the incident projectile momentum per nucleon in GeV/c. Having almost the same energy and momentum per nucleon as the incident projectile, these fragments exhibit uniform ionization over a long range and suffer negligible scattering. Their number in an event is denoted n pf .
In an emulsion experiment, the pseudorapidity (h) together with the azimuthal angle (4) of a track constitutes a convenient pair of basic variables in terms of which of the particle emission data can be analyzed. The pseudorapidity, h, is an approximation of the dimensionless boost parameter rapidity of a particle, and it is related to the emission angle (q) of the corresponding shower track as, h = -ln tan (q/2) An accuracy of dh = 0.1 unit and d4 = 1 mrad could be achieved through the reference primary method of angle measurement. Following the criteria mentioned above, a sample of 331 28 Si-Ag/Br events was considered for further analysis. The average shower track multiplicity for this sample is 〈n s 〉 = 52.67 ± 1.33, and the present analysis is confined only to the shower tracks. To avoid contamination between the singly charged produced particles and the spectator projectile protons, shower tracks falling within the Fermi cone were excluded from our analysis. The experimental h-distribution of shower tracks can be approximated by a Gaussian function with a centroid h 0 = 1.90, a width s h = 2.17, and a peak density r 0 = 17.88. The experimental 4-distribution on the other hand is approximately uniform within its accessible range (0, 2p). In spite of their many limitations, nuclear emulsion experiments are superior to many other big budget online experiments in one respect -they offer very good spatial and angular resolutions between two tracks. When distributions of particles within narrow phase space regions are to be investigated, this is certainly an important advantage. There are some excellent texts where further details of any emulsion experiment can be found [19] .
The simulation
High-energy AB collisions have been phenomenologically investigated using the UrQMD approach [13] . Basically, the UrQMD model is a microscopic transport theory of covariant propagation of all hadrons along their classical trajectories, combined with stochastic binary scattering, resonance decay, and color string formation. In the mathematical framework of this scheme, a relativistic Boltzmann equation has to be solved for the hadrons in the final stage of the collision. The basic input to such hadronic transport models is that a hadron-hadron interaction would occur if the impact parameter b < ffiffiffiffiffiffiffiffiffiffiffi s tot =p p , where total cross section, s tot , depends on the isospin of interacting hadrons, their flavors, and the center of mass-energy involved. Partial cross sections are also used to compute the relative weights of different channels. The Fermi gas model is utilized to describe the projectile and the target nuclei, the initial momentum of each nucleon being randomly distributed between zero and the local Thomas-Fermi momentum. Each nucleon is described by a Gaussian density distribution, and the wave function for each nucleus is taken as a product of single-nucleon Gaussian functions without invoking the Slater determinant necessary for antisymmetrization. In configuration space, the centroids of the Gaussian are randomly distributed within a sphere, and finite widths of these Gaussians result in a diffused surface region. At low and intermediate energies ( ffiffi s p < 5 GeV), the phenomenology of hadronic interactions is described in terms of interactions between known hadrons and their resonances. At higher energies ( ffiffi s p > 5 GeV), the excitation of color strings and their subsequent fragmentation into hadrons dominate the multiple production of particles. For AB collisions, the soft binary and ternary interactions between nucleons are described by a nonrelativistic density-dependent Skyrme potential. In addition, Yukawa, Coulomb, and Pauli (optional) potentials are also implemented in the model. These potentials allow us to calculate the equation of state of the interacting many-body system, as long as it is dominated by nucleons. Note that the potential interactions are only used for baryons and (or) nucleons with relative momenta Dp < 2 GeV/c. The model allows for subsequent rescattering(s). The collision term in the UrQMD model includes more than 50 baryon species and five meson nonets (45 mesons). The framework bridges, with one concise model, the entire available range of energies from the Bevalac region ( ffiffiffiffiffiffiffi s NN p ∼ a few GeV) to the relativistic heavy ion collider (RHIC) ( ffiffiffiffiffiffiffi s NN p = 200 GeV). Using the UrQMD code, we have simulated a sample of 28 Si-Ag/Br interactions at 14.5 A GeV that is five times as large as the experimental sample. Events with Ag and Br nuclei are first generated separately, and they are thereafter mixed with each other according to their proportional abundance in nuclear emulsion. All newly produced charged mesons in the simulated events have been retained for subsequent analyses. The simulated event samples possess identical multiplicity distributions, and similar h-and 4-distributions to the experimental ones. The average charged meson multiplicity 〈n ch 〉 of the UrQMD-generated sample is the same as the experimental 〈n s 〉. The centroid of the best Gaussian fitted hdistribution (h 0 = 1.75), and the width of the h-distribution (s h = 2.15) are also close to the respective experimental values. For error calculation, we have generated event samples based on random numbers where a pair of random numbers has been associated with each track. There are 10 such generated event samples in the present case, each is of the same size as the experimental sample, and they all possess identical multiplicity distributions and the same h-distribution (actually the best Gaussian fitted distribution) and 4-distribution (uniform) as the experimental sample. A linear congruential iterative method and a derivative method have been used to generate the random numbers [20] . While generating the random numbers, no correlation has been assumed, and hence these data sets correspond to independent emission of particles. While the UrQMD-generated intermittency results are compared with the experiment to check the statistical contribution in erraticity, both UrQMD and random number generated results are used for comparison with the experiment.
The intermittency
The factorial moment of order q for multiplicity n within a particular phase space interval is defined as
where f q is actually equal to the qth order ordinary moment of the dynamical component of the underlying multiplicity distribution, irrespective of its exact analytic form. When the entire phase space of width DX is divided into M equal intervals of width dX = DX/M, and the number of particles falling within the mth interval of the eth event is denoted by n ðeÞ m , the SFM for an event normalized with respect to the average particle number in an interval n ðeÞ = 〈n s 〉/M, is defined as
F e q can now be averaged over an entire sample of events,
to result in the ultimately required statistical variable 〈F q 〉 for intermittency. One can now vary dX and verify the power law type of scaling as prescribed in (1) . It may be noted that there are other ways of averaging and normalizing f q [6, 15] . However, these differences are only quantitative in nature and marginal in amount. In terms of the cumulant variables [21] , different ways of averaging do not produce significantly different results. The intermittency phenomenon, and issues related to it, can be investigated by choosing any particular way of defining 〈F q 〉. We have replaced our phase space variables h (4) by the respective cumulant variable X h (X 4 ). As any cumulant variable is always uniformly distributed within [0,1], we can therefore ensure that the intermittency results are not dependent on the shape of the underlying distribution.
As DX = 1, the power law behavior now reduces to a simple linear relation
where f q is the intermittency index, characterizing the strength of the effect. In Fig. 1 we have plotted ln 〈F q 〉 against ln M in h-space for q = 2, ..., 6. The experimental results and the UrQMD simulated results have been plotted side by side. A similar set of plots in 4-space is shown in Fig. 2 . One can easily see that for each q there is a definite linear rise in the experimental ln 〈F q 〉 values with ln M, which confirms the power law behavior suggested in (1). On the other hand, the simulated ln 〈F q 〉 values remain practically uniform with varying ln M over its entire range, indicating almost no intermittency in the UrQMD-generated events. This is true in both h-and 4-spaces. At this point we may note that the string fragmentation model FRITIOF [22] also did not show any intermittency for AB interactions at 200 A GeV/c [16, 17] . The values of the intermittency index along with the Pearson's R 2 coefficients, which indicate the goodness of fit [23] , are shown in Table 1 . For each q, a linear fit of ln 〈F q 〉 against ln M data has been performed by excluding the very small M (or large dX) region. The errors associated with 〈F q 〉 (as shown in Figs. 1 and 2 ) and those associated with f q (as listed in Table 1 ) are only of statistical origin. Each F e q is assumed to be an error-free quantity, and the standard error of the mean 〈F q 〉 over event space is shown in the diagrams. On the other hand, as the data points in the ln 〈F q 〉 vs. ln M plot are highly correlated, the errors in f q are nontrivially estimated [24] by generating several event samples using random numbers [20] . Following (4), the f q values for each individual simulated event sample are determined, and then the statistical spread about the mean, 〈f q 〉, over ten different samples are quoted as errors in Table 1 .
One can also see that the f q values are consistently larger in the 4-space than in the h-space. To conserve transverse momentum, the particles probably experience extra correlation in the azimuthal plane. However, such differences in the f q values are more prominent in interactions induced by nuclei with higher mass numbers (e.g., 28 Si or 32 S [16] ) and are smaller when the interaction is induced by a comparatively lighter ( 16 O) nucleus [17] . Results of the present investigation differ significantly from those obtained from the analyses of another set of 28 Si-Ag/Br data at the same incident energy (14.5 A GeV) as in the present case [14, 15] . This discrepancy is probably due to the nonconversion of the phase space h (4) variables to their respective cumulant variables in refs. 14 and 15. Hence, the intermittency phenomenon depends more on the colliding system and less on the collision energy. It is also dependent on the choice of the phase space variable, which, to a certain extent is in contradiction to the observation of ref. 24 , but is consistent with our previous observations on AB interactions [16, 17] .
One can now put the f q values to further tests, and explore the underlying physical processes (e.g., phase transition or no phase transition) that have resulted in the observed pattern.
To check to what extent the particle correlation embedded within a higher-order SFM is influenced by the contribution from lower order (two or three particle) correlation(s), one can introduce normalized exponents and can then study their dependence on q. These exponents are defined as [24] 
and
In Fig. 3 , the normalized exponents for the experimental and the UrQMD simulated data have been plotted against q in h-and 4-spaces. As prescribed in (6), the result confirms a linear relationship between z ð3Þ q and q. Expectedly, the experimental and the simulated results behave in quite different ways, and within statistical error the simulated values are consistent with no intermittency. Thus, our results on normalized exponents suggest that higher-order (q ≥ 4) correlations can be understood in terms of two-and three-particle correlations. As the shower tracks are caused by all kinds of charged mesons, these correlations are, however, not entirely of the usual Bose-Einstein type arising from the symmetrization of the wave function of a system of identical bosons.
The power law behavior of 1D SFMs characterizes some kind of scale invariance of the dynamics of multiparticle production. This can be realized either in the self-similar random cascading models [25] , or in the statistical systems at critical temperature for a second-order phase transition [26] (see ref. 6 for a review). The dependence of f q on q would be different in these two cases, which can be examined by establishing a connection between intermittency and (multi)fractality [8] . The generalized Rényi dimensions, D q , are directly related to f q as,
where D is the topological dimension of the supporting space (e.g., D = 1 for h-or 4-space). On the other hand, the anomalous dimensions are defined as
For a system at critical temperature of a second-order phase transition, the multifractal behavior reduces to a monofractal behavior like d q /d 2 = 1. A plot of d q /d 2 against q, presented in Fig. 4a , shows that our results are certainly not indicating a monofractal structure of the density function, and hence do not indicate a second-order phase transition in 28 Si-Ag/Br interaction at 14.5 A GeV/c. For multiplicative cascade mechanisms like the a-model [5] , where the finalstate particle density is given as a product of random numbers, the density function can be approximated by a longtailed log-Lévy distribution. Under this approximation, the following relation holds:
where m (0 ≤ m ≤ 2) is called the Lévy stable index [25] . While m < 1 is indicative of a second-order (thermal) phase transition, m > 1 indicates a nonthermal phase transition. A fit of our experimental data in terms of (9), however, results in m = 3.15 ± 0.003 in h-space, and m = 3.70 ± 0.03 in 4-space. Both of these values far exceed the allowed limit of the stability index, thereby showing that the (dynamical) density function in the present case cannot exactly be represented by a log-Lévy distribution. A similar observation was also made in the 1D intermittency analysis in 12 C-(Cu, Ne) interactions at 4.5 A GeV/c [27] , where a second-order phase transition was ruled out as a possible mechanism of hadronization. Note that the present energy per nucleon, 14.5 GeV, is not very much different either. The reason may be due to the "projection" effect, as it is usually found in lower-dimensional intermittency analysis. The stability index can, however, be obtained through other approaches, for example, by using the multifractal spectrum [28] . Though the present m-values (>1) indicate a nonthermal phase transition during the particle emission process, the issue needs further scrutiny to reach a definite conclusion. Intermittency can also be studied in the framework of the Ginzburg-Landau (GL) model. According to GL theory, the ratio d q /d 2 should obey the relation
where n (= 1.304) is a dimension-independent universal parameter [29] . For our 28 Si-Ag/Br experimental data, we found n = 2.30 ± 0.02 in h-space and n = 2.65 ± 0.03 in 4-space. A graphical representation of the GL prediction has been shown in Fig. 4b . Thus, our intermittency results cannot be explained in terms of the GL theory either. The phase transition, if there is any, may not necessarily always be a thermal one, as the new phase is not essentially defined by a (set of) thermodynamic parameter(s). Simultaneous existence of two nonthermal phases (like those in a spinglass system) is a possibility that can be investigated by the intermittency parameter [30] 
In a self-similar cascade mechanism, l q should exhibit a minimum at some critical point q = q c , where the regions q < q c and q > q c are dominated by a large number of small fluctuations (liquid phase), and a small number of large fluctuations (dust phase), respectively. The variation of l q has been schematically presented in Fig. 5a for the experiment and simulation. In h-space there is a hint of a probable minimum beyond our region of investigation (q > 6), whereas, in 4-space a clear minimum at q c = 4 can be seen. The UrQMD-simulated values exhibit no intermittency. The present experimental results are similar to what was observed in C-Cu interaction at 4.5 A GeV/c [31] (see ref. 6 
for later experimental confirmation of this issue).
A more direct measure of the intermittency strength can be obtained from its connection with (multi)fractality; at first in the framework of a random cascading model like the amodel, and subsequently in a model-independent way, irrespective of any particular hypothesized mechanism of particle production [32] . According to the a-model the strength parameter, a q , is related to D q by a simple relation
The a q values in 1D have been calculated and their variation with q has been schematically presented in Fig. 5b . One can see that, for the experiment, the strength parameter linearly increases with increasing order, whereas for the simulation it hovers around a very small value (≈ 0.05). From the preceding discussion, it cannot be ascertained in clear terms as to which process (i.e., second-order phase transition or random cascading) is actually responsible for the observed intermittency. For arbitrary underlying dynamics it is possible to define an effective fluctuation strength
We found that a eff = 0.15 ± 0.003 in h-space and a eff = 0.18 ± 003 in 4-space for the present set of 28 Si-Ag/Br experimental data. These values are about 1/6 times the maximum fluctuation strength (a = 1.0) allowed in the a model. Comparing with our previous results, we find that the present values are smaller than those obtained in 16 O-Ag/Br interaction at 200 A GeV/c (about 1/4 of the maximum value), but within error are of the same magnitude as the 32 S-Ag/Br interaction at 200 A GeV/c [16, 17] . Thus, it appears that, for the same target, the fluctuation strength depends more on the mass number than on the energy of the incident projectile.
A thermodynamic interpretation of multifractality has also been given in terms of a constant specific heat, C, that is related to the Rényi dimensions as [33] 
While deriving (14), it has been assumed that only Bernoulli-type fluctuations are responsible for a transition from monofractality to multifractality. A monofractal to multifractal transition corresponds to a jump in the value of C from zero to a nonzero finite value. By examining the variation of D q with q one can obtain the value of C. A plot of D q can be found in Fig. 5c for the experimental as well as for the simulated data. The simulated D q values are always very close to the dimension of the supporting space (D = 1), whereas the experimental values are consistently different from unity. Over the full range (q = 2, ..., 6), the experimental D q varies nonlinearly with ln q/(q -1), and the nonlinearity is more prominent in 4-space than in h-space. The C value will obviously depend on the range of q over which the data are fitted. In Table 2 , the fit results in different q ranges are given, which show nonzero multifractal specific heat for the experimental data. One can also see that, contrary to what we found in the 32 S-Ag/Br interaction at 200 A GeV/c [34] , in the present case the C value in 4-space is always higher than that in h-space. The C values are, however, not consistent with any universal value, as claimed in ref. 33.
The erraticity
As mentioned in the Introduction, the erraticity technique measures an event-space fluctuation of F e q . In Fig. 6 we have graphically shown the experimental distributions of F e q in hspace corresponding to two different M (equal to 10, 20) values. Respective distributions generated by the UrQMD are also incorporated in these diagrams. Though most of the F e q values are concentrated within a small initial range, one can see that long tails corresponding to unusually large F e q values are also present in each distribution. It is our objective to quantify these large fluctuations of F e q in terms of the erraticity moments and the associated scaling parameters. The method of analysis [9] as well as the erraticity results on 28 Si-Ag/Br interaction at 14.5 A GeV are presented below. The technique starts with a normalized moment, F q , defined for an individual event as Fig. 4 . Plots of dq/d2 against q for the experimental data of 28 Si-Ag/ Br interaction at 14.5 A GeV: (a) the curves represent (9); (b) the curves are drawn following (10) .
and then by defining a pair of erraticity moments in terms of F q . On one hand, we have the C pq moments defined as the vertically averaged pth-order moment of F q C pq ¼ hF and on the other we have an entropy-like quantity, S q , defined as
Note that, unlike q, here p is not necessarily an integer, and we are particularly interested in studying the erraticity behavior in the region p ≈ 1. These erraticity moments are capable of characterizing the event-space fluctuation of F e q , whereas the phenomenon actually refers to the following scaling law:
where j(p, q) is called the erraticity index. If the spatial pattern of the particle density function does not change from one event to another, one would expect the distribution PðF e q Þ to behave like a delta function. Correspondingly, both F q and C pq would reduce to unity, and j(p, q) to zero. Hence, any deviation of j(p, q) from zero can be considered a measure of erraticity. In high-energy AB interactions, however, C pq may not exhibit as strict a scaling law as prescribed in (17) , but would rather follow a more generalized form as C pq / gðMÞ e jðp;qÞ ð18Þ
where g(M) is some well-behaved function of M. Similar to (18) , one would expect a generalized scaling law also for the S q moments as S q / e m q ln gðMÞ ð 19Þ
From the definitions of C pq and S q it follows that e m q ¼ d dp e jðp; qÞj p¼1 ð20Þ
Termed as the entropy index, e m q is actually the slope of the e jðp; qÞ vs. p curve at p = 1, and is an efficient parameter to characterize erraticity. It has been found [9] that the entropy index signifies chaotic behavior in the quantum chromodynamics (QCD) branching processes. Small e m q corresponds to large S q and hence to less chaotic systems. On the other hand, a large e m q corresponds to a small entropy and hence to a chaotic system. The entropy index, e m q , is larger if the QCD branching process is initiated by a quark than if it is initiated by a gluonic jet [35] .
In Fig. 7 , the experimentally obtained C pq moments for different q and p values have been plotted as functions of the phase space partition number, M. For an easy comparison, beside each experimental plot corresponding UrQMDgenerated results are also similarly presented. From these 28 Si-Ag/Br interaction at 14.5A GeV. Curves are drawn to guide the eye. Table 2 . The multifractal specific heat in 28 SiAg/Br interaction at 14.5 A GeV. graphs one can see that the experimental C pq values vary over a wider range than the corresponding UrQMDgenerated values. A smooth but nonlinear variation of ln C p2 with ln M can be seen over its entire range, which indicates the necessity of invoking a generalized scaling law like (18) . For q = 3, 4, and 5 the variation patterns are more or less similar to those for q = 2. However, several kinks (i.e., discontinuities) in the experimental distributions at large M are observed in these cases. As the 28 Si-Ag/Br event sample does not possess a very high 〈n s 〉 value, with increasing q more events become susceptible to the empty bin effect, and a kind of saturating trend beyond M = 10 can be seen with growing fluctuation in the data points. To establish the generalized scaling law, as suggested in ref. 9 , we have assumed ln g(M) = (ln M) b where b is a free parameter that has to be adjusted from the linear fit of ln C 22 values against ln g(M). Such plots can be found in Fig. 8 , both for the experiment and for the UrQMD with the respective best fitted values being b = 2.95 and 2.45. A similar fit for the purely statistical sample (not shown graphically) results in b = 2.70. Here, the Pearson's R 2 coefficients (>0.98 in our case) have been used to decide the goodness of the fit. Compare these values with b = 3.23 and 2.08, respectively, for the 16 O-Ag/Br and the 32 S-Ag/Br interactions at 200 A GeV/c [11] . The slopes of these straight lines give us another erraticity parameter, e j(2, 2), whose values are e j(2, 2) = 0.0138 ± 0.0006 (experiment), e j(2, 2) = 0.0068 ± 0.0003 (UrQMD), and e j(2, 2) = 0.0082 ± 0.0004 (random number). Corresponding entropy indices, e m 2 , can be obtained from similar linear relationships between S 2 and ln g(M). These graphs are also included in the same diagrams as the ln C 22 vs. ln g(M) diagrams, and e m 2 comes out as the slope of the respective best linear fit as e m 2 = 0.00493 ± 0.00009 (experiment), e m 2 = 0.00377 ± 0.00008 (UrQMD), and e m 2 = 0.00375 ± 0.0008 (random number).
Noting that all the C p,q moments depend similarly on ln M, one can use ln C 22 in place of ln g(M). The scaling relation can thus be converted to
We have found that, for q = 2, the expected linear dependence of ln C pq on ln C 22 is almost exact, and for different p the results are graphically presented in Fig. 9 . The experimental result and the UrQMD simulated result are plotted on the same set of axes. For q > 2, the dependence is approximately linear only in the low M region, and once again finite multiplicity saturation effects are seen at high M. For q > 2 we have, however, obtained c(p, q) through linear fit of the approximate linear dependence of ln C pq on ln C 22 within a limited region (M ≤ 12), where ln C pq is found to behave systematically. In Fig. 10, the c(p, q) values so obtained for the experiment and for the UrQMD are plotted against p for different q values, and for each q the nonlinear variation has been fitted with a quadratic function like
The first-order derivatives c q ′ = @c(p, q)/@p| p=1 can now be obtained by using this diagram and the corresponding quadratic fit results, and can further be utilized to determine the entropy index from the following relation:
The entropy-like moments, S q , for different q are also plotted against ln M in Fig. 11 . As expected, one can see that these moments are also not linearly varying with ln M over the entire range of the latter. However, for all q the variation pattern looks similar. Hence, in place of g(M) one can use S 2 and make a plot of S q against S 2 , which is given in Fig. 12 . In both of these diagrams, the UrQMD prediction has been incorporated along with the experimental plot. The slope parameters, u q = @S q /@S 2 , of these curves have been obtained by making a linear fit of the data points within a limited M (≤ 12) region. Subsequently, following a different relationship
one can obtain the entropy index in addition to (23) . All the scaling parameters pertaining to the erraticity analysis of our 28 Si-Ag/Br data, namely c q ′, u q , and the two sets of e m q , using both (23) and (24), have been presented in Table 3 for q = 2-5. The experimental results, the UrQMD-generated results, and the random number generated pure statistical results are presented together. Several observations can now be made regarding the erraticity behavior of the 28 Si-Ag/Br interaction at 14.5 A GeV. First of all, in general, the erraticity of a particle distribution is observed for all three data sets. However, with increasing q, while the experimental c q ′ parameter increases at a slower rate, the u q parameter increases at a faster rate than the corresponding UrQMD values. Both parameters for the purely statistical sample change at a slower rate than both the experiment and the UrQMD. For 28 Si-Ag/Br interaction at 14.5 A GeV both parameters increase at a much slower rate than what was previously observed in other AB interactions at 200 A GeV/c [11] . The entropy index obtained from two different methods (i.e., (23) and (24)) are very close to each other within statistical uncertainties. The variation of e m q with q is plotted in Fig. 13 , which for the experimental data shows a rapid increase with increasing q. The experimental values are always larger than the simulated values, and the difference increases with q. The experimental e m q values in 28 Si-Ag/Br interaction at 14.5 A GeV are slightly larger than the corresponding e m q values obtained in 16 O-Ag/Br interaction at 200 A GeV/c, but are almost of the same order of magnitude as the e m q values obtained in 32 S-Ag/Br interaction at 200 A GeV/c. Once again, dependence on the projectile mass number seems to dominate the erraticity behavior over the collision energy. We note that the e m q parameter characterizes the event-space entropy and hence the chaoticity of the interacting system. An increase in the entropy index signals a possible quark-hadron phase transition [36] . This feature has indeed been obtained for a possible nonthermal phase transition [37] , where it is shown that the m q index increases fast with q in the case of a "critical" M interval. We can find a similar increasing trend of our e m q parameter for the present set of 28 Si-Ag/Br data, which is consistent with the nonthermal phase transition indicated in Fig. 5a . However, the e m 2 values of the present analysis are significantly (by two orders of magnitude) smaller than what was obtained in a similar experiment on the 28 Si-Ag/Br interaction at 14.6 A GeV [12] . We note that in ref. 12 the average shower track multiplicities are always (i.e., for all event subsamples) lower than the present set of data, and with increasing 〈n s 〉 the entropy index, m 2 , is found to decrease consistently. We also note that in ref. 12 the erraticity moments were plotted against ln M, and not against ln g(M). The entropy index, m 2 , obtained thereby is altogether a different parameter than e m 2 measured in the present investigation. We have checked that a similar linear fit of the ln C pq vs. ln M data in the region 11 ≤ M ≤ 25 for the present event sample results in m 2 = 0.092 ± 0.009, which for the Ag/Br events is close to the m 2 values obtained in ref. 12 within a similar M-range.
We observe that the UrQMD fails to replicate any of the intermittency predictions of our 28 Si-Ag/Br data, but both the UrQMD-generated sample and the random number generated sample exhibit reasonable amounts of erraticity, though lower values than experiment. Similarly, we earlier found that FRI-TIOF also reproduced erraticity behavior to a lesser extent than experiment [11] . Neither FRITIOF nor UrQMD has anything to do with the dynamics of erraticity of particle production, as no particle correlation is included in these models. The erraticity behavior comes merely as a statistical effect, as is also confirmed from the purely statistical results. Similar observations regarding the statistical contribution to erraticity behavior were highlighted in other experiments [6] . As, for example, in ref. 38 it was demonstrated that the erraticity behavior of a set of low multiplicity data of the NA27 experiment, could be reproduced by purely statistical fluctuations. In ref. 39 it was found that the FRITIOF and Venus MC simulations on AB interactions fit very well with the expected from of the 3D pure statistical fluctuation model. The results were independent of the event generator, colliding nuclei, incident energy, particle type, and phase space region used in the calculation. Thus, in the framework of the FRITIOF and (or) Venus event generators, even in the central collision of heavy nuclei at energies up to 200 A GeV, the statistical fluctuations dominated the erraticity behavior. The erraticity analysis of hadronic interaction at 250 GeV/c in the NA22 experiment [40] confirms the dominance of statistical fluctuations in the experimental measurement. In emulsion experiments [12, 41] , the experimental data on AB interactions were found to be far apart from the MC-generated results and (or) results generated by purely statistical considerations, an observation that is similar to the present analysis.
Conclusion
In this paper, a 1D analysis of charged particles (pions) produced in 28 Si-Ag/Br interactions at an incident energy of 14.5 A GeV is presented. The features of short-range correlation, namely, the intermittency and the erraticity phenomena, are studied. The experimental results are compared to the prediction from a microscopic transport model, UrQMD. To summarize, we obtained a nonstatistical ingredient in the measured 1D density fluctuation of the charged particle distribution, and these fluctuations are shown to be of self-similar nature. The UrQMD predictions show almost no intermittency effect. The event-by-event fluctuations are found to be of a chaotic nature. The following critical observation can be made from the analysis:
The present analysis shows that intermittency is dependent more on the colliding system than on the collision energy involved in AB interactions. The 1D intermittency also depends on the choice of the underlying phase space variable. Intermittency in the 4-space is found to be slightly stronger than in the h-space. The intermittency exponents can be explained in terms of two-and (or) three-particle correlations. The shower tracks are caused by nonidentical mesons (both positive and negative charge). Hence, these correlations are not entirely of the usual Bose-Einstein type.
In the present study, the order dependence of the intermittency indexes is neither in conformity with a second-order thermal phase transition, nor with a multiplicative cascade mechanism. Instead, our intermittency results indicate that there may be a nonthermal phase transition and (or) simultaneous coexistence of two nonthermal states of hadronic matter. Using the generalized Rényi dimensions, the multifractal specific heat, C, has also been obtained for the 28 Si-Ag/Br interaction at 14.5 A GeV. However, no universality is found to be associated with this parameter.
The event-by-event fluctuation of small phase-space structure in a single event has been addressed in the erraticity analysis of our 28 Si-Ag/Br data. The erraticity moments are found to abide by a less stringent generalized scaling law than the factorial moments. Quantitatively this is true for the experimental as well as for the UrQMD simulated data. The present sample of 28 Si-Ag/Br events at 14.5 A GeV seems to be almost as chaotic as the 16 O-Ag/Br and 32 S-Ag/Br systems at 200 A GeV/c. Unlike the intermittency, the UrQMD-generated results on 28 Si-Ag/Br interaction also exhibit an erratic nature, and the simulated system appears to be almost as chaotic as the experimental one. It may be noted that, as was found earlier, the string fragmentation model, FRITIOF, does not fully reproduce either the intermittency results or the erraticity measurements at similar or higher energies in nucleus-nucleus interactions as well as in hadronic interactions. However, the erratic behavior is present in the MC models as well as in the pure statistical fluctuations, signaling the statistical fluctuations to be domi- Fig. 13 . Plot of e m q against q: (a) using (23); and (b) using (24) . Lines joining points are drawn to guide the eye. nant in the erraticity measurements and hence need to be taken into account.
