A new neural network model is introduced in this paper. The aim of the proposed Sierpinski neural networks is to provide a simple and biologically plausible neural network architecture that produces emergent complex spatio-temporal patterns through the activity of the output neurons of the network and is able to perform computational tasks. Such networks may play an important role in the analysis and understanding of complex dynamic activity observed at various levels of biological neural systems. The proposed Sierpinski neural networks are described in detail and their functioning is analyzed. We discuss about emerging neural activity patterns and their interpretations, neuro-computation with such emerging activity patterns, and also possible implications for computational neuroscience.
Introduction
Research results show that complex dynamics is present in the functioning of biological neural systems, ranging from chaotic firing of individual neurons [3, 13] to complex spatio-temporal patterns in the EEG [7] . Such complex dynamics is usually characterized by apparent irregularity and lack of order, while appropriate analysis of dynamic activity patterns can reveal emergent complex order. Although the role of complex neural dynamics is not fully understood, proposed hypotheses suggest that it might play a role in coding classes of input information [7, 16] , provide an effective way to search through large spaces of possible solutions of various problems [22] , and/or provide the necessary level of noise needed for the stochastic stabilization of the neural system [8] .
One particular problem with the analysis of emergent activity of neurons is that in all cases the experimental evidence is indirect due to technical limitations. So far it was practically impossible to measure the activity of more than a few interconnected neurons, but indirect evidence suggests that interactions between neurons leading to particular activity patterns may have an important role in neural computational processes (e.g., olfactory bulb EEG [7] , recordings from the stomatogastric ganglion of crabs [14] ). A possible route to gain a better understanding of such processes is to build model neural networks that give rise to meaningful emergent behavior (e.g., allows them to perform computational tasks) from apparently irregular behavior of their component neurons.
We address the above issue by presenting a new neural network model here. Our objective is to construct a simple neural network consisting of relatively few biologically plausible model neurons that give rise to functionally meaningful emergent network behavior. Building such neural networks with a particular structure is a constructive proof of the concept that apparently irregular individual neural activity may lead to meaningful emergent behavior. The proposed network is built by biologically plausible excitatory and inhibitory neurons, and produces emergent order within the space of spatio-temporal firing patterns of its output neurons. The network contains 11 neurons (eight excitatory neurons and three inhibitory neurons) organized in a well-defined way. The spatio-temporal firing patterns of the two output neurons describe a Sierpinski triangle, and such activity patterns can be used to perform computational tasks. The model presented here offers a new way of interpretation of spatio-temporal firing patterns of small ensembles of neurons that are built up by apparently erratic activities of individual neurons.
The rest of the paper is structured as follows. In the methods section we discuss briefly the functioning of biological neurons, then describe the neurons of the proposed model network, and present the structure and functioning of the Sierpinski neural network. In the results section we show how the apparently random behavior of the output neurons of the model network give rise to emergent order, we discuss the mathematical background of the Sierpinski neural network, and briefly show how neural computation may be performed by such neural networks. Finally, the paper is closed by a discussion and conclusions section.
Methods

Understanding biological neurons and neural networks
Biological neurons show a wide variety of activities. Sometimes the relation between these activities (e.g., a given spiking frequency) and the environmental conditions is relatively straightforward (e.g., tuning curves), but many times the neurons show large changes in their activity that are not obviously related to environmental conditions. In such cases the spiking frequency or the temporal pattern of spikes may change in a wide range under the same apparent stimulus conditions. Figure 1(a) shows the variation of spiking frequency of a neuron in the primary visual area of a macaque [10] under no visual stimulus condition. Figure 1(b) shows the distribution of spiking frequencies for the same neuron.
One approach to understand the functioning of individual neurons is by considering them as simple computational units and by trying to figure out how their behavior may represent some meaningful computation itself or in the context of some network of similar neurons (e.g., [18] ). This method may lead to answers in relatively simple cases (e.g., receptors), but it may also lead to computational theories about idealized neurons that may be hard to check and validate in biological terms. Another possibility to understand the meaning of individual neural activities is by considering neurons belonging to a functional network together, and by looking at their joint activities. The stomatogastric ganglion of crabs is an example of such simple biological neural network where the meaning of individual neural activities can be understood by considering the overall pattern of activities of neurons constituting the networks of the ganglion [11] .
In general it is hard to measure the simultaneous activities of several interconnected neurons forming functional networks mainly because of technical reasons (e.g., there is limited space for electrodes). This means that in general it is hard to check practically whether the simultaneous activity of many interconnected neurons leads to any emergent order that would explain the activity of the whole network. There are not many neural network models that would show examples of how ordered activity may emerge from apparently eratic activities of neurons constituting the network. In the following sub-section we propose a relatively simple artificial neural network that shows significant changes in the activity of the individual neurons, but at the same time the widely varying activities of individual output neurons give rise to emergent order if we consider them together.
The Sierpinski neural network
The neurons of the network
The neuron types of the proposed Sierpinski network are presented in this subsection. All neurons fall in one of three categories: periodic autonomous burster excitatory neurons, inhibitory neurons, or integrate-and-fire excitatory neurons.
Periodic bursters: The periodic bursters are neurons that spontaneously produce bursts of spikes (e.g., some neurons in invertebrate central pattern generators [3] ). The bursts have a fixed frequency f , and they last for t B time. Each bursting period is followed by a refractory period. The length of the refractory period varies randomly around the typical length r B . The random variation follows a normal distribution with mean 0 and variance σ B .
If the periodic burster receives an inhibitory signal this shunts down its activity and the neuron enters into a new refractory period (i.e., the neuron may be silent for several consecutive refractory periods). For the sake of simplicity, we suppose that the refractory periods after bursting and after shunting have the same length and random variation. The output of the periodic bursters is excitatory.
Inhibitory neurons:
The inhibitory neurons fire if they receive inputs above a given threshold. We consider the threshold is passed if the inhibitory neuron receives an excitatory input. They typically fire a few spikes with frequency f I for t BI time, after which they enter into a brief refractory period. The refractory period varies around the typical length r I . The variation follows a normal distribution with mean 0 and variance σ I . The refractory period of the inhibitory neurons are much shorter than the refractory period of the periodic bursters, i.e., r I r B . The inhibitory neurons may receive shunting inhibition from other inhibitory neurons. If the inhibitory neuron does not receive input from excitatory neurons it does not fire.
Integrate-and-fire excitatory neurons: The integrate-and-fire excitatory neurons integrate the incoming inputs for a longer time, T IF , and depending on the strength of the input they produce a burst of spikes with varying frequency. The length of the burst period is t B , the same as the length of the burst period of periodic bursters. After the production of the burst they enter into a brief refractory period with average length r IF , and normally distributed variation with variance σ IF . The length of their refractory period is similar to the length of the refractory period of the periodic burster neurons.
The incoming signals are processed by weighted temporal integration. Later inputs have less influence. The output frequency is calculated according to the formula:
where 1 > γ 1 > γ 2 > · · · > γ N > 0 are time discounting factors, and f i in is the frequency of the incoming spikes during the integration step i. Each integration step takes t int time, which has similar length to the length of t B , i.e., t int t B . The decay in the influence of later inputs is due to the decrease of the synaptic efficacy during the input integration process. In the present case we chose the discounting factors γ i = 2 −i .
The network
The proposed neural network is composed of eleven neurons, six periodic bursters (ax, bx, cx, ay, by, cy), three inhibitory neurons (ia, ib, ic) and two integrate-and-fire excitatory neurons (zx and zy). The network is shown in Fig. 2 . Fig. 2 . The Sierpinski neural network: neurons ax, bx, cx, ay, by, cy are periodic bursters, neurons ia, ib, ic are inhibitory neurons, and neurons zx and zy are integrate-and-fire excitatory neurons. The neurons form three groups (ax, ay, ia), (bx, by, ib), (cx, cy, ic), connected such that at any time only one of the triplets are firing (i.e., the neurons ax and ay excite the neuron ia, which inhibits the neurons bx, by, ib, cx, cy, ic, this connectivity pattern applies to the other two triplets as well).
The periodic bursters have different bursting frequencies. Each periodic burster sends excitatory connections to two inhibitory neurons, such that each inhibitory neuron receives excitatory input from two periodic bursters. Each inhibitory neuron sends connections to four periodic bursters, which are not the same as the ones which send the excitatory connections to the inhibitory neuron. Additionally the inhibitory neurons also send connections to the other inhibitory neurons. In particular, the periodic bursters ax and ay send connections to the inhibitory neuron ia, which sends connections to the periodic bursters bx, by, cx, cy, and to the inhibitory neurons ib and ic. Similarly, the ib neuron receives connections from bx and by, and sends connections to ax, ay, cx, cy, ia, and ic, and ic receives connections from cx and cy, and sends connections to ax, ay, bx, by, ia and ib.
The bursting-inhibitory complex functions in such a way that pairs of (ax, ay), (bx, by), and (cx, cy) neurons fire synchronized bursts, and at each time only one such pair is firing, and the others are inhibited. After one pair has finished their burst and enter into their refractory period, the corresponding inhibitory neuron does not receive any more excitatory input and stops inhibiting the other periodic bursters. One of the periodic bursters, which has the shortest refractory period, starts to fire, turning on the corresponding inhibitory neuron, which in turn inhibits the periodic busters of the other groups and their corresponding inhibitory neuron. The partner neuron of the active burster will start its bursting soon, because it does not receive inhibitory input. The selection of the winning periodic burster happens randomly, because the length of the refractory period of these neurons varies randomly. The equations describing this mechanism are the following:
3)
where the hat sign denotes the actual values of the variables (f andr), the B index refers to bursting neurons, the I index to inhibitory neurons,f inh ,f exc are the summed inhibitory and excitatory inputs, and the ξ B (t) and ξ I (t) are independent random values drawn from the corresponding refractory time variation distributions. a Each periodic burster sends a connection to one integrate-and-fire neuron. Each integrate-and-fire neuron receives connections from three periodic bursters. In our a We note that the key parameters that regulate the random variation of the firing pair of periodic bursters are the r B and the σ B . In order to get close to uniform random sequence of firing pairs the ratio ρ B = σ B /r B should be large enough (e.g., ρ B 0.25). If the variance is not large enough with respect to the typical value of the refractory period the uniformity of the randomness of the series decreases (i.e., by considering the distribution of longer sequences of pair indices, like triplets, we may find some low probability sequences).
case the neuron zx receives connections from ax, bx, cx, and the neuron zy receives connections from ay, by, and cy. This means that the integrate-and-fire excitatory neurons compute a weighted average of the incoming firing rates, and produce a burst with the computed frequency. The integration time of the integrate-and-fire neurons was set to be T IF = 6 · t B , i.e., γ i = 2 −i for i = 1, 2, . . . , 6, and γ i = 0 for i > 6.
Results
The output activity of the Sierpinski neural network
We measured the firing frequencies of the two output neurons, zx and zy of a Sierpinski neural network having periodic bursters with the firing frequencies: f ax = 15, f bx = 20, f cx = 17, f ay = 16, f by = 18, f cy = 22. The series of firing frequencies of the zx neuron are shown in Fig. 3(a) . As the figure shows, they seem to vary randomly. The distribution of the firing frequencies for neuron zy is shown in Fig. 3(b) . These figures do not suggest any particular order or regularity in the output of the network. Considering the firing frequencies of the neurons zx and zy together for a longer time (e.g., 500-1000 bursts) we get the spatial pattern presented in Fig. 4(a) . For comparison, in Fig. 4(b) we present the Sierpinski triangle [4] , which is obtained from a triangle by adding the midlines to it, and continuing this process with all resulted triangles, except the ones that have all newly added lines as edges (i.e., we ignore the resulted middle triangles).
We can notice the resemblance between the spatio-temporal pattern of the output firing rates of our neural network and the Sierpinski triangle. This relatively simple model neural network, gives an example of how the apparently irregular behavior of the output neurons of this network give rise to an emergent complex order in the space of spatio-temporal firing patterns of these neurons. We call the proposed neural network the Sierpinski neural network. We show in the next sub-section that the resemblance between the two patterns is not by chance, but it results from the functional mathematics of the Sierpinski neural network.
The mechanism behind the Sierpinski neural network
The structure of the spatio-temporal pattern of the network output stems from two sources. These are: the random selection of a synchronously firing pair of spontaneous bursters, and the weighted temporal integration of the output of the bursterinhibitory complex by the output neurons of the network.
Let us consider the calculation of the firing rates of neurons zx and zy. The formulas are the following:
where the pair (x i , y i ) takes randomly one of the symbolic values (ax, ay), (bx, by), (cx, cy), and n = 6 in our specific case. We expand the calculations of f zx and f zy in the following way:
This means that the calculation of both f zx and f zy is achieved by a random iterative application of three linear functions. In the case of zx these functions are
In the case of zy we have similar functions with parameters f ay , f by , and f cy . The derivative of all these linear functions is . This means that they are all contractions, and from the theory of iterative function systems [4] we know that in such cases the possible final values of the calculations lie in a well-defined attracting set. In many cases these attractor points form a complex ordered pattern, a fractal [4] .
In our particular case we notice that the selection of the u(t) functions for zx and zy are not independent, but for each u x i (t) selected for zx we select at the same time the corresponding function u y i (t) for zy. This is due to the selection of synchronously bursting pairs of spontaneous bursters by the burster-inhibitory complex. Consequently, we can view the simultaneous process of calculation of f zx and f zy as a series of random iterative applications of one of three planar contractions. These contractions are: 14) where P = (t x , t y ) a point in the plane, A = (f ax , f ay ), B = (f bx , f by ), and C = (f cx , f cy ). In all cases the initial value P 0 is the point (0, 0). The random iterative application of the above planar contractions exactly generates the computation of the points of the Sierpinski triangle. This computational method is called the probabilistic generation method of the Sierpinski triangles [4] . The proposed Sierpinski neural network performs exactly this kind of computation for the (f zx , f zy ) pairs. At each step the network selects only one of the three planar contractions and applies that to the already computed transient (f i zx , f i zy ) value pair. This iterative computation leads to the calculation of points situated on the Sierpinski triangle determined by the points A = (f ax , f ay ), B = (f bx , f by ), and C = (f cx , f cy ). The points are calculated as pairs of firing frequencies of the neurons zx and zy. This shows that indeed, the emerging order in the space of spatiotemporal firing patterns of the output neurons of the Sierpinski neural network can be described by a Sierpinski triangle.
Neurocomputation with Sierpinski neural networks
Performing computational tasks is fundamental for neural systems. Many models of neurons and neural networks claim their validity on the basis that they are able to perform tasks that seem to be performed by real neurons and biological neural networks (e.g., detecting features of visual scenes [9] ). Consequently, it is important to show that a neural network model is able to perform a reasonably wide range of computational tasks to claim any link between the model and biological counterparts.
To perform computations with the Sierpinski neural networks we construct the Sierpinski basis functions using two such neural networks. These functions are defined by counting the number of intersections between two such triangles, one being determined by the vertices (0, 0), (1, 0), (t, 1) and the other by the vertices (0, 1), (1, 1), (x, 0), and normalizing these values such that the function values range between 0 and 1, reaching 1 at the maximum. Such triangles determine the values for the functions s t (x). Such intersections between triangles can be computed by coincidence detector neurons that receive inputs from corresponding output neurons of two Sierpinski networks. Figure 5 shows two intersecting Sierpinski triangles and a Sierpinski basis function.
It was suggested [2] that the set of Sierpinski basis functions has the property of universal approximation, i.e., linear combinations of such functions are able to approximate any continuous function defined on real numbers. A large number of Sierpinski neural networks representing the triangles determining these basis functions together with a number of other Sierpinski neural networks representing input values can act as a realisation of a linear combination of Sierpinski basis functions. Figure 6 shows an approximation of a sinusoid function by a linear combination of Sierpinski basis functions.
These results indicate that indeed, the Sierpinski neural networks are able to perform a wide variety of computational tasks that can be formulated in terms of approximation of some functions. This means that neural computation is possible by neural networks that work by generating emergent complex, but well organized patterns of spatio-temporal activities, and the proposed Sierpinski neural network can be seen as a simple model of such networks. , (x, 0), followed by dividing this number by a normalization factor, which is set such that the maximum value of the function is one (in practice the calculations are done with the same finite level approximation of the two Sierpinski triangles, i.e., we add the midlines up to a given finite level). 
Discussion and Conclusions
In this section we address three issues. First, we discuss the importance of emerging order from apparently irregular neural activities. Next, we discuss the computational aspects of such emerging ordered neural activities. Finally, we look at the implications for computational neuronscience of small neural networks and neural assemblies.
Emerging order
The issue of emerging order in complex systems [23] is very important and received much attention more recently (e.g., [15, 21] ). The question is what kind of ordered behaviors may emerge from apparently irregular activities of components of a system and how such order emerges from less ordered components. The most understood topics in this context are how synchronized activity of many units emerges (e.g., [12] ) and how irregular or chaotic activities synchronize or constitute chains of driver and follower sub-systems (e.g., [1] ). The simplest emerging ordered activity is the synchronization of neural spiking in the context of neural systems. Synchronous spiking was detected experimentally (e.g., [5] ) and it was also described in terms of mathematical models of neural systems (e.g., [12] ). It has been shown that synchronous spiking of neurons can be used to perform simple computations (e.g., simple classification decisions can be computed [12] ). The biological correlates of synchronous neural activity are somewhat ambiguous. Some suggest [5] that synchrony is used to perform classification decisions (e.g., are two line segments part of the same longer line or not). Other data shows that synchronous neural activity can also be linked to abnormal behavior and may be harmful for the neural system [19] (e.g., synchronous activation of neurons in the hippocampus is believed to be related to epileptic seizures).
Complex emerging order in neural systems was detected so far only implicitly (e.g., olfactory bulb EEG [7] , stomatogastric ganglion output activity [11] ). Here we presented a relatively simple neural network model, built by physiologically realistic model neurons, which produces complex emergent order out of apparently irregular neural activities. This model neural systems provides an explicit example how such complex emerging order may arise in neural systems. The Sierpinski neural network produces its complex emergent ordered activity because of the particular arrangement of the connections between the composing neurons. Similarly, natural neural systems have particular connectivity patterns between their composing neurons (e.g., olfactory bulb [20] , stomatogastric ganglion [11] ), which may lead to the emergence of similar complex ordered activity patterns.
Computation with emergent activity patterns
The computation with spike synchronization is essentially a realisation of binary computing, i.e., synchronized firing in subsets of the neural population signal the existence of some feature of the input in a binary fashion (exists/does not exist) [12] . This kind of binary computation is effective if the computational task is simple, for more complex computational tasks complex rewriting systems of binary representations are needed (e.g., computers, Turing machines) [24] . Simple binary computations get in the trap of combinatorial explosion in the case of complex computations. While real neural systems perform many complex computations, the current models of neural computation with synchrony stay at the level of simple binary computations and do not really explain how more complex neural computations may be performed by using emergent ordered patterns of neural activities.
The proposed model neural network shows how complex emergent ordered neural activity can be used to perform neural computation. The presented example shows that such emergent activity patterns can be used for general purpose computation, without getting trapped by combinatorial explosion induced by the complexity of the task. This indicates that emergent complex order, similar to the one shown by the Sierpinski neural network, is more rich in computational sense than the simple emergent order of synchronous spiking.
The presented results indicate that biological neural networks that show complex ordered emerging activities are able to solve a wide range of computational tasks. Would they rely on computation with simple synchronous spiking patterns, these networks would need to be huge in order to cope with the combinatorial explosion associated with the complexity of the tasks solved by them. The fact that these biological neural networks have relatively small size also indicates that it is likely that biological neural computations are performed by emerging complex ordered neural activity patterns that may be similar to those produced by the above described Sierpinski neural networks.
Implications for computational neuroscience
So far, it was not possible to record the activities of many neurons connected between them, and consequently there is no detailed data accessible on complex emergent neural activity patterns. The available recording techniques (e.g., EEG [7] , multielectrode recordings from a few neurons [11] ) made possible only to infer the possible emerging activities by analyzing the recorded data. The presented work points to the need for detailed recording of individual activity of several or many neurons with well identified connections between them. Such recordings will allow to search for complex emergent activity patterns and will lead closer to the explanation of the functionality of these networks. More recent neural recording technologies seem promising (e.g., high spatio-temporal resolution optical imaging with voltage-sensitive dyes [6] ), and if successful they will open new perspectives for the analysis of neural systems in terms of analysis of emerging spatio-temporal activity patterns.
The above results indicate that such complex emerging activity patterns can be used efficiently to perform a wide range of computations. Recent work on pattern languages [24] shows that similar pattern languages can be seen as universal computational tools. These show the need for theoretical investigations of the foundations of computation with such emergent activity patterns. This may lead to a new branch of computational neuroscience focused on how spatio-temporal activity patterns may emerge, combine and organize into complex computational machinery, and on the underlying theoretical computational properties of such emergent activity patterns and of the pattern languages composed by them.
Further work on detailed recording of small biological neural networks and on computation with emerging activity patterns may lead to a new understanding of how biological neural systems function, how they build emerging spatio-temporal activity patterns, and how they use such patterns organized in pattern languages to perform biological neural computation.
