The space of graphs is often characterised by a non-trivial geometry, which complicates performing inference in practical applications. A common approach is to use embedding techniques to represent graphs as points in a conventional Euclidean space, but non-Euclidean spaces have often been shown to be better suited for embedding graphs. Among these, constantcurvature Riemannian manifolds (CCMs) offer embedding spaces suitable for studying the statistical properties of a graph distribution, as they provide ways to easily compute metric geodesic distances. In this paper, we focus on the problem of detecting changes in a stream of attributed graphs. To this end, we introduce a novel change detection framework based on neural networks and CCMs that takes into account the non-Euclidean nature of graphs. Our contributions in this work are twofold. First, via a novel approach based on adversarial learning, we compute graph embeddings by training an autoencoder to represent graphs on CCMs. Second, we introduce two novel change detection tests operating on CCMs. We perform experiments on synthetic graph streams, and on sequences of functional networks extracted from intracranial EEG data with the aim of predicting the onset of epileptic seizures. Results show that the proposed methods are able to detect even small changes in the graphgenerating process, consistently outperforming approaches based on Euclidean embeddings.
I. INTRODUCTION
Many relevant machine learning applications require to go beyond conventional Euclidean geometry, as in the case of data described by attributed graphs [1] , [2] . When studying problems on graphs, one of the key issues is to find representations that allow dealing with their underlying geometry, which is usually defined by application-specific distances that often do not satisfy the triangular inequality [3] , [4] . The use of metric distances, like graph alignment distances [5] , only mitigates the problem, as they are computationally intractable and hence not useful in practical applications. Therefore, a common approach is to embed graphs on a more conventional geometric space, such as the Euclidean one. However, Euclidean geometry is not always the optimal choice, even when using metric distances, as graphs may find a natural representation on non-Euclidean domains [6] .
Several works in the literature propose manifold learning techniques to approximate with a low-dimensional representation the space where high-dimensional data lies. However, the computational load required to learn a non-Euclidean manifold and to compute geodesic distances between points is non-negligible [7] . More importantly, at the current level of research, we lack a solid statistical framework to perform inferential analyses on a learned manifold. On the other hand, constant-curvature manifolds (CCMs), like hyperspherical and hyperbolic spaces, provide a versatile family of non-Euclidean geometries that preserve a metric structure (i.e., geodesics on CCMs are metric and can be efficiently computed in a closed form), and therefore are suitable to be used in inference procedures. Moreover, CCMs have the advantage of being parametrised by a scalar, the curvature, which completely determines their geometry [4] .
Representing graphs as points in metric spaces yields significant benefits when dealing with problems that require studying their statistical properties. For instance, in many application scenarios, graphs are assumed to be generated by a stationary process, implying that neither the edges nor the graph attributes are drawn from a time-variant distribution [8] . However, the stationarity assumption does not always hold true, with relevant examples including cyber-physical systems [9] , functional networks associated with brain imaging (where neural activity changes over time autonomously, or by reaction to stimuli) [10] , and many others, e.g., see [11] , [12] , [13] , [14] .
In this paper, we focus on the rather unexplored problem of detecting changes in stationarity of a process generating attributed graphs. We show that, by representing graphs on CCMs, we obtain a significant performance improvement w.r.t. to Euclidean representations. The contributions of this work are twofold. First, we propose to use a graph autoencoder [15] , [16] to embed graphs on a CCM. To this end, we introduce a novel approach based on the framework of adversarial autoencoders (AAEs) [17] to impose a geometric constraint on an AAE's latent space, by matching the aggregated posterior of the encoder network with a prior distribution defined on a CCM. By enforcing a prior with support on the CCM, we arXiv:1805.06299v2 [stat.ML] 18 Sep 2018 are able to implicitly impose the geometric constraint, as the AAE will learn to embed graphs on the CCM in order to fool the discriminator network. We also propose an AAE that operates without a prior distribution, enforcing the geometric constraint explicitly through a parameter-free discriminator, thus significantly reducing the overall model complexity. In addition to hyperspherical and hyperbolic latent spaces, we also propose to use an ensemble of different geometries learned by optimising the network to represent the data on several CCMs at the same time. The second contribution of this paper consists in two novel change detection tests (CDTs) operating on CCMs. The first proposed CDT monitors the geodesic distances of each embedded graph w.r.t. the sample Fréchet mean observed in the nominal regime of the process. The resulting stream of distance values is processed by a CDT based on the Central Limit Theorem (CLT). The second method considers embeddings lying on the CCMs, and builds on a novel CDT based on the CLT for Riemannian manifolds [18] . To the best of our knowledge, the presented work is the first to deal with graph embeddings on non-Euclidean manifolds via adversarial learning.
We report a comparative analysis of the developed embedding and change detection mechanisms, by testing our architecture on both synthetic data and a real-world application with iEEG data for the detection and prediction of epileptic seizures. We show that our methodology is able to effectively exploit the non-Euclidean geometry of CCMs to detect changes in graph streams, even in the case of extremely small changes, consistently outperforming baseline algorithms. The use of an ensemble of CCMs and the parameter-free discriminator are shown to almost always outperform other configurations, on all problems taken into account.
II. RELATED WORK
The problem of detecting changes in a graph-generating process is relatively unexplored in the literature, with most works focusing on networks with a fixed topology and without attributes [19] . Literature reviews of existing approaches to detect changes, anomalies, and events in temporal networks can be found in [20] , [21] , [22] . Some notable contributions in this regard include the matrix-decomposition-based algorithm of [23] , the change point methods of [24] , [25] for large-scale and correlation networks, and the block-model of [26] to monitor a co-voting network evolving over time. More recently, Zambon et al. [27] proposed a theoretical framework allowing to face change detection problems on graph streams by considering embedding techniques. To the best of our knowledge, the work of Zambon et al. [27] is the first one addressing the problem by considering each graph in the stream as a random variable, hence allowing to perform change detection by means of classical, statistically motivated methods.
We note that none of the mentioned works applies modern deep learning methods to compute graph embeddings (i.e., represent a graph as a point in some geometric space), resorting to either feature extraction or classical dissimilarity-based embeddings. To this end, and motivated by the contribution of our paper, in the following we introduce recent works on unsupervised learning of graph embeddings.
Focusing on recent literature regarding unsupervised deep learning on graphs and Riemannian manifolds [2] , we mention that graph autoencoders (GAE) are typically used to encode the topological structure and node content of a single graph [16] , [28] , [29] ; in this framework, an adversarially regularised GAE is proposed by [30] . Closer to our approach, Simonovsky and Komodakis [15] propose a graph variational autoencoder operating on batches of graphs rather than on a single network. Their architecture focuses on variational inference for generating molecules, and adds a graph matching step between the input and reconstructed samples in order to support unidentified nodes. Several works in the literature introduce different approaches to either model the latent space geometry of generative models, or make assumptions about the geometry of the data distribution in order to facilitate the autoencoder in learning a non-Euclidean representation. Davidson et al. [31] introduce a variational autoencoder based on the von Mises -Fisher distribution, aimed at modelling the spherical geometry underlying directional data. Korman [32] proposes to use the AAE framework to recover the manifold underlying a data distribution, without making assumptions on the geometry of the manifold. This is achieved by approximating the manifold as a set of charts, each represented by the latent space of a linear AAE trained to match a uniform prior. The Riemannian geometry of deep generative models is also studied in [33] , [34] , whereas [35] studies the metric-preserving properties of neural networks with random Gaussian weights. In order to capture the hierarchical structure of domains like natural language, Nickel and Kiela [36] develop a technique based on stochastic gradient descent on manifolds for embedding graph data on a Poincaré ball.
III. BACKGROUND

A. Constant-curvature manifolds
A CCM is a Riemannian manifold characterised by a sectional curvature κ ∈ R which is constant over the entire manifold. To each value of curvature κ, we associate a unique manifold M κ whose geometry is fully determined by κ; in particular, three geometries emerge: spherical (positive curvature, κ > 0), flat (null curvature, κ = 0) and hyperbolic (negative curvature, κ < 0).
The special case of null curvature corresponds to the usual Euclidean space, and is equipped with the ordinary Euclidean 2 -metric
For κ = 0, the d-dimensional manifold M κ is represented using a d + 1-dimensional real coordinate system, called the ambient space, and it is identified by the set
where ·, · κ is a scalar product that depends on the sign of κ: for a positive curvature, x, y κ = x T y is the usual Euclidean inner product, whereas for a negative curvature The associated geodesic metric, for κ > 0, is
and, for κ < 0,
We point out that there are other possible CCMs besides the ones considered here, e.g., cylinders. However, here we consider the three aforementioned geometries (hyperspherical, flat, and hyperbolic) and we leave the exploration of other CCMs as future research.
B. Probability distributions on CCMs
Given a Riemannian manifold M, and a tangent space T x M at point x, we denote with Exp x (·) the Riemannian exponential map (exp-map), mapping points from the tangent space to the manifold, and with Log x (·) the logarithmic map (log-map), going from M to T x M [37] , [38] . The exp-map associates a point y ∈ T x M with a point y ∈ M so that the geodesic distance between Exp x (y) and the tangent point x equals the distance from y to the origin of T x M ( Figure  1 ). Note that, in general, the exp-map is defined when there is a unique geodesic path from Exp x (y) to x. For any CCM M κ of positive curvature, the exp-map is hence defined when |y| 2 < π κ −1/2 . Conversely, when κ ≤ 0, the exp-map is defined on the entire tangent space. The log-map is defined as the inverse of the exp-map (on domain and co-domain of the exp-map) and has an analogous distance-preserving property. Following [38] , we use the exp-map operator to define a probability distribution with support on a CCM M κ for κ = 0 (the case κ = 0 is immediate, as both exp-and logmap correspond to the identity function). In particular, given a probability distribution P (θ) on T x M κ , parametrised by vector θ, we consider the push-forward distribution P Mκ (θ) of P (θ) through Exp x (·), obtained by first sampling a point on T x M κ from P (θ), and then mapping it to M κ using Exp x (·). In this work, we always choose as origin of the exp-map the point x ∈ R d+1 with x i = 0, i = 1, . . . , d, and x d+1 = |κ| −1/2 , and refer to the push-forward distribution as P Mκ (θ). Although this sampling procedure is suitable for CCMs with κ = 0, we keep the same subscript notation even for distributions with support on Euclidean spaces (denoted as P M0 (θ)).
C. Adversarial autoencoders
Adversarial autoencoders (AAEs) [17] are probabilistic models based on the framework of generative adversarial networks (GANs) [39] . In AAEs, the encoder network of an autoencoder acts as the generator of a GAN, and is trained to match the aggregated posterior of its representation to an arbitrary prior distribution defined on the latent space. The training of an AAE is constituted of two phases: in the reconstruction phase, both the encoder and the decoder networks are updated to minimise the reconstruction loss on the data space; then, a critic network is trained to discriminate between samples coming from the encoder and samples coming from the prior distribution, and finally the encoder network is updated to maximally confuse the discriminator. The iterative repetition of these training steps results in a min-max game between the encoder and the discriminator [39] , with both networks improving at their tasks (fooling and discriminating, respectively), until an equilibrium is reached and the aggregated posterior of the encoder is ideally indistinguishable from the true prior [17] . Some of the main advantages of AAEs are their modular architecture and flexibility in the choice of priors: they do not need an exact functional form of the prior in order to learn, unlike other probabilistic models like variational autoencoders. In particular, we show in later sections how the discriminator network can be replaced with non-parametric functions to impose a geometrical regularisation on the latent space of the AAE, leading to a significantly reduced overall model complexity.
IV. CHANGE DETECTION WITH GRAPH EMBEDDINGS ON CCMS
We consider the task of determining whether or not the probability distribution underlying a graph-generating process has changed, from the nominal distribution Q 0 to a non-nominal one, Q 1 . Our methodology consists of training an AAE to compute graph embeddings on a CCM, and then exploiting the geometrical properties of the non-Euclidean embedding space to run a change detection test.
The algorithm is split between a training and an operational phase. During the training phase, we observe a finite stream of graphs, G train , coming from the nominal distribution Q 0 . The training stream is then mapped to the CCM using the encoder network, and a statistical analysis is performed there, in order to configure the CDT (details provided in Sec. IV-C). In the operational phase, we monitor the graph-generating process, which is again mapped to the CCM using the encoder, with the aim of raising an alarm when a change in stationarity is detected. In the following sections, we give the details of both the embedding procedure on CCMs and the proposed CDTs.
A. Adversarial graph embeddings on CCMs
The proposed autoencoder (illustrated in Figure 2 ) has a similar structure to the GraphVAE network in [15] , where graphs are processed as points in the data space, and embeddings are computed at the graph level via global pooling. We consider graphs Figure 2 . Schematic view of the AAE with a spherical CCM, a neural discriminator, and a Gaussian prior. From left to right, top to bottom: the AAE takes as input graphs represented by their adjacency matrix A, node features X, and edge attributes E, and outputs reconstructions of the same three matricesÂ,X, andÊ. The encoder consists of graph convolutional layers, followed by a global pooling layer to obtain a graph-level representation, and a dense layer to output the representation on the ambient space (R d+1 ). The decoder is a dense network with three parallel outputs; the discriminator is a dense network with sigmoid output. The discriminator is trained to distinguish between samples produced by the encoder, and samples coming from the true prior N Mκ (0, 1). Note that the encoder's embeddings are orthogonally projected to the manifold before being fed to the decoder, so that the decoder learns a map from the CCM to the graph space.
with a fixed number N of identified nodes 1 , F -dimensional node attributes, and S-dimensional edge attributes. Graphs are represented as tuples (A, X, E), where A ∈ {0, 1} N ×N is the adjacency matrix, X ∈ R N ×F represents node attributes, and E ∈ R N ×N ×S represents edge attributes. The encoder network of the AAE is obtained by stacking graph convolutions [40] , [41] , [42] , which learn a representation of input graphs by transforming node features according to their neighbourhood. When edge attributes are present, we take them into account by using edge-conditioned graph convolutions (ECCs) [42] to learn the graph representation. An ECC layer (l) computes a transformed signal X (l) ∈ R N ×F l from an input signal X (l−1) ∈ R N ×F l−1 as:
where f : R S → R F l ×F l−1 is a filter generating network, parametrised by θ (l) , that outputs convolution filters as a function of edge attributes, and b (l) is a bias vector. Alternatively, when only node attributes are present, ECCs can be replaced with the graph convolution proposed by [41] , which has an equivalent formulation but replaces the dynamic weighting of ECCs (i.e., the filter generating network) with a fixed convolution filter W ∈ R F l ×F l−1 . A graph-level pooling layer, like the global gated attention pooling one proposed in [43] , is then used to aggregate the node-level embeddings in a single vector describing the graph globally. Finally, the decoder network is a fully connected network that maps the latent representation to the graph space, by reconstructing A, X, and E. The latent space of the AAE is produced by d + 1 neurons in the innermost layer (either by considering d + 1 channels for gated pooling, or with a dedicated linear layer), and represents the ambient space of the target CCM.
In the reconstruction phase, given an input graph (A, X, E) and a reconstruction (Â,X,Ê), the model is trained to minimise
which consists of a cross-entropy loss for the binary adjacency matrix and mean squared error terms for the real-valued node and edge attributes. The loss function can easily be adapted to consider categorical or binary attributes by choosing an appropriate loss term for the corresponding matrix. Note that the three terms can be multiplied by a scalar weight to control their importance in the resulting loss (2); here, we follow [15] and weight each term equally. We train the AAE on the sequence of nominal graphs G train , conditioning its aggregated posterior to match the true prior P Mκ (θ). Such a prior implicitly defines the geometric constraint that we wish to impose on the latent space, so that the representation on the CCM can be autonomously learned by the AAE in order to fool the discriminator.
The discriminator (D(z) in Figure 2 ) is a neural network computing the probability that a point z ∈ R d+1 is a sample from the prior P Mκ (θ), rather than an embedding produced by the encoder [39] . We train the discriminator using samples from P Mκ (θ) as positive examples, and embeddings from the encoder as negative examples. The encoder is then updated by backpropagating the loss's gradient through the discriminator, using graphs from the data distribution as positive examples.
Since the training procedure imposes only a soft constraint on the latent representation, there are no guarantees that all embeddings will exactly lie on the CCM, making it impossible to compute exact geodesic distances between embeddings. To compensate for this issue, when running the change detection tests we orthogonally project the embeddings onto the CCM. The projection is also included during the training reconstruction phase, immediately before the decoder (see Figure 2 ). This does not impact the regularisation of the encoder network, but pushes the decoder to learn a meaningful map from the CCM to the graph space. Note that it would be possible to directly project the embeddings onto the CCM without adversarial regularisation. However, empirical results (not shown) indicate how this would significantly compromise the performance in terms of representation and, most importantly, change detection.
B. Geometric discriminator
Enforcing a distribution on the latent representation is not our primary goal, as the key element of the proposed architecture is the geometric regularisation of the encoder's latent space. Moreover, imposing a prior on the latent representation could in principle interfere with the statistical analysis preformed by the CDT, and introduce unwanted effects in the behaviour of the algorithm. Therefore, we propose a variation of the AAE that replaces the implicit regularisation based on matching the prior distribution, with an explicit regularisation term imposed by a parameter-free discriminator, used to compute the membership degree of an embedding to the CCM. By maximally fooling this geometric discriminator, the encoder is explicitly optimising its representation to lie on the target CCM. Moreover, replacing the discriminator network with a parameter-free model gives an advantage on those problems characterised by a scarcity of data, like the seizure detection task detailed in Sec. V. Since the geometric discriminator does not need to be trained, we skip the first step of the regularisation phase and only update the encoder in the final step of the training loop.
For a CCM M κ with κ = 0, the non-parametric discriminator is defined as:
where ς is a hyperparameter that controls the width of the curve. Eq. 3 defines the membership degree of z to the CCM, where D Mκ (z) = 1 when the embedding lies exactly on M κ , and D Mκ (z) → 0 when it is far away. When κ = 0, the CCM corresponds to the entire latent space (c.f. Section III-A) and the geometric discriminator outputs 1 for all points. In this case, the formulation of the network is equivalent to the standard autoencoder, because during the regularisation phase the encoder is not updated (the loss is always 0).
C. Change detection on CCMs
The general test hypotheses considered for detecting a change in stationarity in the distribution of an i.i.d. graph stream g 1 , g 2 , . . . , g i , . . . , observed during the operational phase, are H 0 : g i ∼ Q 0 , i = 1, 2, . . .
where τ indicates the point in the sequence where the change occurred. Q 0 , Q 1 , and τ are unknown. During the operational phase, we use the encoder network to convert the incoming graph stream into a multivariate stream of embeddings z i ∈ M κ , which is then monitored by a sequential statistical test to detect a possible change in the nominal distribution. Accordingly, the graph stream G train , on which we trained the AAE, is converted to a stream of embeddings Z train . Our change detection methodology builds on the CDT proposed by [27] , by extending it to the case of CCMs. More in detail, the CDT considers a generic stream of points u 1 , u 2 , . . . , u i , . . . , which is processed in windows of n points at a time, so that for each w = 1, 2, 3, . . . , a window [u] w containing u (w−1)n+1 , . . . , u wn is generated, and a statistic S w is computed by means of the accumulation process typical of the cumulative sums (CUSUM) chart [44] . Statistic S w has a global role, as it recurrently accumulates information from local statistics s i = s([u] i ), for i = 1, . . . , w, as
with S 0 = 0 and q a parameter tuning the sensitivity of the test. The null hypothesis H 0 is rejected any time S w exceeds a threshold h w , and the algorithm raises an alarm indicating that a change has been detected; the accumulator S w is then reset to 0. After the first alarm is raised, the change point is estimated asτ = n · min{w|S w > h w }.
Threshold h w is set according to a user-defined significance level α, by requiring, under the null hypothesis H 0 , that
The threshold is set so that the probability of having a false alarm at generic step w is α, hence allowing us to control the false positive detection rate. Note that the scoring function s w = s([u] w ) entirely defines the behaviour of the CDT, and that by knowing the distribution of s w we can compute the threshold h w given α. Here, we consider s w to be the Mahalanobis distance
between the sample mean [u] w of [u] w and the expected value E[u] of u. In the stationary case, thanks to the CLT, it can be shown that n · s w ∼ χ 2 . We propose two different ways of computing the points u i , both exploiting the geometry of the CCMs. By monitoring the mean of the sequence, we are able to detect changes in the distribution driving the graph-generating process. Since we use graph convolutions in the encoder network, changes in the distribution of A, X, and E are all reflected on the embeddings (c.f. Eq. 1), and can therefore be detected by the CDTs. a) Distance-based CDT (D-CDT): the first proposed CDT considers the nominal distribution F 0 of the operational stream of embeddings, derived as the push-forward distribution of Q 0 through the encoder network (c.f. Section III-B). The Fréchet mean of F 0 , denoted as µ 0 , is estimated over the training sequence Z train as
where ρ(·, ·) is the geodesic distance as defined in Section III-A. For each embedding z i ∈ M κ in the operational stream, then, we consider u i = ρ(µ 0 , z i ). The resulting sequence u 1 , u 2 , . . . , u i , . . . is finally monitored with the CDT presented above.
b) Riemannian CLT-based CDT (R-CDT): our second implementation of the CDT builds on a Riemannian version of the CLT proposed in [18] , which adapts the Mahalanobis distance (5) to non-Euclidean manifolds. In this case, the operational stream of embeddings z i ∈ M κ is mapped to the tangent space T µ0 M κ with u i = Log µ0 (z i ), and the usual CDT is applied using the modified local statistic s w . In the case of κ = 0, the standard CLT applies directly to the embeddings without modifying s w .
D. Ensemble of CCMs
In most applications, we do not have prior information about the optimal CCM for embedding the data distribution, and choosing the optimal CCM for a specific task may not be trivial. Therefore, here we propose to use an ensemble of CCMs, each characterised by a different curvature. The ensemble of CCMs is denoted using the product space notation as M * = M κ1 × . . . × M κi × . . . × M κc . In practice, we consider each manifold separately, and the AAE is trained to optimise the latent representation in parallel on each CCM. Adapting the AAE to the ensemble case is as simple as considering c parallel fully connected layers after pooling, each producing a representation in a d + 1-dimensional ambient space; when κ = 0, we assume that M 0 has dimension d + 1, rather than d. The produced embeddings are then concatenated in a single c(d + 1)-dimensional vector before being fed to the discriminator. Similarly, the prior is defined as the concatenation of c samples z i ∼ P Mκ i (θ), one for each CCM. When using the geometric discriminator (3), given an embedding z = [z 1 , . . . , z c ], we apply the geometric classifier D Mκ i on each CCM, and compute the average membership as
The orthogonal projection of the embeddings is also performed separately on each CCM. Accordingly, we also adapt the CDTs described in Sec. IV-C to consider the ensemble of CCMs. For D-CDT, we compute across each CCM the same distance-based representation as in the single CCM case. This results in a multivariate stream of c-dimensional distance vectors 2 , which can be monitored by the base CDT. Similarly, the CDT operating on manifolds is adapted by considering a R-CDT for each CCM M κi . The ensemble of statistical tests raises an alarm any time at least one of the individual tests detects a change. Since the tests are in general not independent, we apply a Bonferroni correction [45] to each R-CDT, so that the overall significance level is at least the user-defined level α.
V. EXPERIMENTS
To test our methodology, we consider three different application scenarios. First, we evaluate the performance of our model on a synthetic stream of Delaunay triangulations where we are able to control the difficulty of the change detection problem. Successively, we consider two intracranial EEG (iEEG) datasets for epileptic seizure detection and prediction, characterised by changes of different magnitudes.
A. Data and application scenarios a) Delaunay triangulations: in this setting, a graph is generated by computing the Delaunay triangulation of a set of points in R 2 , and the coordinates of the points are used as node attributes (F = 2). A class of graphs is defined by a fixed set of N = 7 support points, and graph instances are generated starting from their class support, by adding a Gaussian noise vector drawn from N (0, 1).
By changing the support points, we are able to generate different classes of graphs. We distinguish between the nominal class 0, and the non-nominal classes i = 1, . . . , 20. For the nominal class, we sample the support points from a uniform distribution in [0, 10] 2 . The support of non-nominal classes is then generated from the support of class 0, by adding to each point a vector sampled on the circumference of radius r = 10 2 3
Intuitively, class indices are proportional to the difficulty of detecting a change, because the perturbations to the support get smaller as i increases, making it more difficult to distinguish class i from class 0.
To generate a stream, we sample graphs of class 0 representing the nominal regime, and simulate a change by transitioning to a different class i for the non-nominal regime. This allows us to have a ground truth with a known change point. We generate 5 · 10 3 graphs of class 0 for G train , and consider 20 different operational streams for evaluating the performance on increasingly difficult problems. Each operational stream consists of 2 · 10 4 graphs of classes 0 and i, with change point τ = 10 4 . b) iEEG data: we also test our methodology on a realworld scenario, using iEEG data from Kaggle's UPenn and Mayo Clinic's Seizure Detection Challenge 3 (SDC) and the American Epilepsy Society Seizure Prediction Challenge 4 (SPC). A summary of the SDC and SPC datasets is provided in Table I . In these datasets, iEEG signals are provided as one-second clips belonging to two different classes, namely the nominal interictal samples and the non-nominal ictal (or preictal, in the SPC case) samples. The datasets are collected from dogs and human patients, with a variable number of sensors applied to each patient, resulting in multivariate streams of different dimensions.
Here, for the SDC datasets we consider only subjects with more than 1000 labelled clips, while for SPC we consider those with more than 500 (due to the datasets of SPC being overall smaller, with some patients having as little as 42 labelled clips). Functional connectivity networks are widely used in neuroscience [46] to represent the coupling between activity recorded from macro-units in the brain. Functional networks find a natural representation as weighted graphs, giving rise to a stream of attributed graphs with varying topology and attributes (see Figure 4 for an example), hence making the problem a suitable case study to test the proposed CDT methodology.
The training and operational graph streams are generated for each patient, using the labelled training clips in the datasets. We generate arbitrarily long streams via bootstrapping, sampling interictal graphs for the nominal regime, and ictal (or preictal) graphs in the non-nominal regime.
Graphs are generated from each one-second multivariate stream. As initial preprocessing step, we remove the baseline 60 Hz introduced by the recording devices with a Butterworth filter. The number of nodes N in the graphs corresponds to the number of channels N in the stream (see Table I ). We generate edge attributes using a functional connectivity measure estimated in the high-gamma band (70-100 Hz), such that E ∈ R N ×N (i.e., S = 1). We report experimental results using two different measures: 1) Pearson correlation and 2) the Directed Phase Lag Index (DPLI) [46] . Finally, in order to encode information about each individual channel in the node attributes, we consider the first four wavelet coefficients (F = 4) computed by means of discrete wavelet transform of the related signals [46] . As a final preprocessing step, we remove all edges with absolute value ≤ 0.1, in order to have a non-trivial topology in the graphs (which otherwise would simply be fully connected, reducing the effectiveness of the graph convolutions). Once again, we consider a training stream of 5 · 10 3 graphs, and an operational stream of 2 · 10 4 graphs with τ = 10 4 .
B. Experimental setting
We consider three different CCMs, namely the Euclidean M 0 , hyper-spherical M 1 , and hyperbolic M −1 manifolds. For M 1 and M −1 , we take d = 2 and, accordingly, a threedimensional ambient space. For M 0 , we keep the structure of the autoencoder unchanged and consider a three-dimensional latent space. By choosing a low-dimensional manifold, we encourage the encoder to learn an abstract representation of the graphs, and in particular we are also able to visualise the representation learned by the network for a qualitative assessment of the algorithm (e.g., Figure 5 ). Since we are unable to identify a priori the best curvature for the problems taken into account, we also consider an ensemble composed of all three geometries, M * = M −1 × M 0 × M 1 . Note that the specific values of κ are only important for their sign, which determines the geometry of the CCMs. Since we are not interested in imposing any other constraint on the representation (e.g., minimising the distortion introduced by the embedding process [6] ), the magnitude of the curvature can safely be ignored, as it only has an effect on the scale of the representation. Thus, we choose κ = −1, 0, 1 to simplify the implementation of the experiments. We test each manifold with both the standard AAE formulation (i.e., with the commonly used Gaussian prior N Mκ i (0, 1)) and the one using the geometric discriminator (3), as well as apply both D-CDT and R-CDT.
The architecture of the AAE is chosen via hyperparameter search, using the validation loss of the network for model selection. For the encoder, we use two graph convolutional layers of 32 and 64 channels respectively, with batch normalisation, ReLU, and L2 regularisation (with a factor of 5 · 10 −4 ), followed by global attention pooling with 128 channels. When using ECC layers, the filter generating network consists of two fully connected ReLU layers of 128 units, with a linear output of F l · F l−1 neurons. The latent representation is produced by a ReLU layer with 128 units followed by a linear layer with d + 1 units (these last two layers are replicated in parallel when considering the ensemble of CCMs). The decoder is a fully connected three-layer network of 128, 256, and 512 neurons, with ReLU and batch normalisation, followed by three parallel output layers to reconstruct the graphs: a sigmoid layer for the adjacency matrix, and two linear layers for node and edge attributes.
We consider a discriminator network with three ReLU layers of 128 units each, and a single-neuron sigmoid output. For the prior, we consider a Gaussian N Mκ i (0, 1) with support on the CCM (c.f. Section III-B). When using the geometric critic we only need to choose the softness of the classification curve, set to ς = 5. We train all networks using Adam [47] with a learning rate of 0.001 and a batch size of 128, monitoring the validation loss of the AAE for early stopping with a patience of 20 epochs. We use 10% of the samples for testing, and 10% for validation and model selection. The node and edge attribute matrices of each graph are normalised node-wise, by removing the mean and scaling to unit variance. For the CDTs we set α = 0.01 and q = 0.75.
The reference baseline is that of [27] , for which we use the open-source implementation published by the authors 5 ; there, we use a d + 1-dimensional dissimilarity representation for the embedding.
C. Performance metric for CDTs
To evaluate the detection performance of a CDT, we consider the predictions of the algorithm (i.e., whether or not it is raising an alarm) for each point of the operational stream, and compare them with the ground truth (i.e., whether or not a change has actually occurred at a given time). In this setting, accuracy is not a fair performance indicator for the proposed CUSUM-based algorithms, because the detection delay of the CDT (due to the accumulation process) may result in low true positive rates even if the change is consistently detected by the algorithm. To avoid this issue, we consider the run lengths (RLs) of the CDT, defined as the number of time-steps between any two consecutive alarms. In the nominal regime, the CDT is configured to have a false positive rate of α, and accordingly the average RL is ∼ 1/α. Conversely, in the non-nominal regime the detection rate should be significantly higher (ideally 1), and the average RL should be lower than the one under the nominal distribution. Therefore, by comparing the distributions of RLs in the two regimes, we are able to quantify the performance of the CDT.
We test whether nominal RLs are statistically larger than non-nominal ones according to the Mann-Whitney U test [48] . The resulting U statistic is then normalised to obtain the Area Under the ROC (AUC) score, which in our case measures the separability of the two RL distributions,
where N 0 and N 1 are the sample sizes of the observed RLs in the two regimes, respectively. This metric allows us to compare different algorithms operating on the graph streams, and is easy to compute starting from the alarms raised by the CDTs over time.
D. Results
a) Delaunay triangulations: for each CCM, we report in Table II the best results obtained with the tested system configurations. Results show that the combination of geometric discriminator and R-CDT on M * consistently outperforms all other methods. This suggests that CCMs with different curvatures encode different yet useful information, which the algorithm is able to exploit. An illustration of the representations learned by the AAE in different configurations is shown in Fig. 5 . Moreover, we note a considerably high performance in those problems characterised by a less evident change, where the algorithm is able to detect data perturbations in the order of 10 −3 (class 20). We also note that, while performing comparably to the standard AAE formulation in different configurations, the geometric discriminator still provides noticeable benefits on model complexity, particularly for smaller N (as the complexity of the AAE is quadratic w.r.t. 5 https://github.com/dan-zam/cdg N ). Here, for instance, we notice a significant reduction of up to 13.35% in the total number of parameters (i.e., from ≈ 252k to ≈ 218k) w.r.t. using the standard discriminator. b) iEEG data: the proposed method denotes a similarly good performance on iEEG data, where the CCM ensemble, with R-CDT and the geometric discriminator, outperforms single-curvature manifolds and the baseline, on most patients. In Table III , we report the results obtained with Pearson's correlation as functional connectivity measure. Using DPLI as connectivity measure resulted in a slightly worse performance on average (results are shown in Table IV ). DPLI is a measure of "directed" connectivity, resulting in directed graphs for the functional connectivity networks. As correlation, instead, produces undirected graphs, our results indicate that for this application scenario symmetric connectivity measures might be more suitable in terms of CDT performance. Further connectivity measures will be taken into account in future research. We notice that the spherical CCM denotes a marginal advantage w.r.t. the other configurations on P1, indicating that single CCMs can be effective in some cases. We also notice the poor performance achieved by all configurations on subject P2. Here, when considering preictal graphs, the representation learned by the encoder collapses around the mean value of nominal regime, resulting in a poor detection performance. Adding dropout between the ECC layers in the encoder mitigates the issue, but is still not sufficient to achieve the same results obtained for the other patients. The benefits of using the geometric discriminator on SDC and SPC are less evident than on synthetic data (due to the graphs having more nodes), but still amount to a significant reduction (5% on average) in the number of model parameters.
VI. CONCLUSION
In this paper, we introduced a novel data-driven method for detecting changes in a stream of attributed graphs. The methodology is based on an autoencoder that embeds graphs on constant-curvature manifolds, onto which we apply statistical and geometrical tools for the analysis. Experimental results demonstrated the effectiveness of what proposed by considering streams of graph-structured data for both synthetic and realworld applications. Our results showed that the ensemble of CCMs (M * ), the geometric discriminator, and the Riemannian version of the CDT consistently yield the best detection performance, making this configuration a safe choice when no prior information is available about the problem at hand. We believe that the proposed framework can be easily extended beyond the scope considered in this paper, as many application domains are characterised by graphs that change over time, such as in sensor, wireless, and gene expression networks. [27] 
