Computer systems keep increasing in size. Systems scale in the number of processing units, memories and peripheral devices. This creates many and diverse architectural trade-offs that the existing operating systems are not able to address. We are designing and implementing, FenixOS, a new operating system that aims to improve the state of the art in scalability and reliability.
INTRODUCTION
Computer systems increase in complexity rapidly. Systems scale in the number of cores, caches, interconnect networks, IO devices, accelerators and peripheral devices. This leads to scalability and reliability challenges for the operating system designers.
The existing operating systems are designed to scale for traditional server-based, high-performance workloads. However, we find multi-core systems in diverse environments and with varied purposes. Current workloads on systems are less predictable and more operating system intensive than the high performance benchmarks that we traditionally use as a base to measure and improve system's scalability. Often, we cannot simply tune an existing, general purpose operating system to meet the requirements of a particular system. For the above reasons, existing operating systems are not designed to efficiently handle state-of-the-art and complex systems. 
APPROACH
We are designing and implementing FenixOS, an operating system that aims to improve the state-of-the art in scalability and reliability. To achieve scalability, we limit the data sharing between processing cores. When data sharing cannot be avoided, we seek to use lock-free data-structures.
To achieve reliability, we careful re-design the programming interface and structure of the operating system. We aim to minimize the amount of code that runs in kernel mode. We have designed a high performance, transactional based, server interface, that drivers use to run in user space. For the most common and performance critical devices, we support a limited number of in-kernel drivers.
We aim to improve system's performance, compared to state-of-the-art operating systems [1, 2, 3] . Barrelfish [1] forces cores to use explicit messages to communicate. We believe that use of lock-free data structures can reduce this communication overhead. Singularity [3] is a micro-kernel based system. That introduces overhead to the system. Our approach aims to decrease the overhead, without decreasing the operating system's reliability. Microdrivers [2] , split drivers in kernel and user segments. We want most of our drivers to not reside in the kernel.
OUTLOOK
We have implemented a minimal kernel layer that supports the AMD 64 architecture and we are currently implementing support for the ARM architecture. We work on memory management, data locality and process scheduling. This will enable us to run our operating system on many different platforms. It will also allow us to perform experiments so as to expose interesting trade-offs.
