This paper describes the reconstruction of the heat transfer coefficient (space, Problem I, or time dependent, Problem II) in onedimensional transient inverse heat conduction problems from surface temperature or average temperature measurements. Since the inverse problem posed does not involve internal temperature measurements, this means that non-destructive testing of materials can be performed. In the formulation, convective boundary conditions relate the boundary temperature to the heat flux. Numerical results obtained using the boundary element method are presented and discussed.
Introduction
Non-intrusive experimental techniques to determine the convective heat transfer coefficients currently in use both in industry and academia rely on analytical solutions for the surface temperature. For instance, techniques based on characteristic colour changes of liquid crystal films at a given temperature, [1] , or on laser induced fluorescence, [2] , both rely on the analytical temperature solution for a semi-infinite medium to determine the heat transfer coefficient at a point once the temperature history is obtained from the experiment.
However, in many practical situations the analytical model is not the most appropriate and rather a numerical model should be employed. The inverse heat conduction problem (IHCP) under investigation is given by ∂ T ∂t (x, t) = ∂ 2 T ∂ x 2 (x, t), for (x, t) ∈ (0, 1) × (0, t f ] =: Q (1.1)
T (x, 0) = g(x), for x ∈ [0, 1], (1.2) ∂ T ∂n (0, t) + σ (0, t)T (0, t) = b 0 (t) for t ∈ (0, t f ], (1.3)
∂ T ∂n (1, t) + σ (1, t)T (1, t) = b 1 (t) for t ∈ (0, t f ], (1.4) where t f > 0 is an arbitrary fixed time of interest, g is a specified function of space representing the initial temperature, T is the unknown temperature, σ is an unknown function defined on {0, 1} × (0, t f ] representing the heat transfer coefficient, b 0 and b 1 are specified functions of time and n is the outward normal to the boundary {0, 1} of the heat conductor (0, 1), i.e. n(0) = −1, n(1) = 1. For simplicity, we assume that heat generation is absent. The heat conductor is also considered as homogeneous, i.e. its thermal properties (thermal conductivity and heat capacity) are constant and are taken to be unity. We study the inverse problem of restoring the heat transfer coefficient (HTC) function σ in the Robin boundary conditions (1.3) and (1.4) of the third kind (at the boundary of the heat conductor there is a convective heat transfer (exchange) with the environment). The heat conductor is exposed to a hostile environment such that no direct measurement of the HTC is practically possible. Along with σ we seek the temperature T in the domain. A related inverse problem in which the temperatures of the environment b 0 and b 1 are unknown has been investigated elsewhere, [3] . In this paper we investigate two situations, namely:
(i) when the function σ (x, t), x ∈ {0, 1}, t ∈ (0, t f ] depends on x only, in which case we have to determine the constants σ 0 and σ 1 entering the boundary conditions (1.3) and (1.4), respectively, and (ii) when the function σ (x, t), x ∈ {0, 1}, t ∈ (0, t f ] depends on t only, in which case we determine the function σ (t), which enters the boundary conditions (1.3) and (1.4).
In both cases additional information, called "effect", is necessary to be measured in order to compensate for the unknown "causes" of the inverse problems. In what follows we shall distinguish between the two situations (i) and (ii) defined as Problems I and II, respectively.
Problem I
In Problem I, the function σ (x, t), x ∈ {0, 1}, t ∈ (0, t f ] depends on x only, i.e. σ (0, t) = σ 0 = constant and σ (1, t) = σ 1 = constant. Then the boundary conditions (1.3) and (1.4) become
Since in situation (i) there are two extra unknown constants, σ 0 and σ 1 , we assume that two measurements of the boundary temperature at the same fixed time t 0 ∈ (0, t f ] are available, namely
Alternatively, instead of (2.2) we may measure the average boundary temperatures as Remarks. (i) The inverse Problem I is nonlinear.
(ii) Theorem 2.1 requires the initial condition (1.2) to be uniform (and taken to be zero).
(iii) A function T satisfying (1.1) and (1.2) with g = 0, and (2.1) has the representation, [5] ,
where
and β m are the positive roots of the transcendental equation
The expression (2.4) involves a complicated series expansion and in higher dimensions there is little hope that it can be usable. Therefore, numerical methods, such as the boundary element method (BEM), are described next, since they are able to discretise any multi-dimensional problem analogous to the one above.
The Boundary Element Method (BEM)
Using the BEM, the heat Eq. (1.1) can be recast in the integral form, [6] ,
where η(0) = η(1) = 0.5, η(x) = 1 for x ∈ (0, 1) and G is the fundamental solution for the one-dimensional heat equation, namely
where H is the Heaviside function.
Numerical discretisation
We discretise the time interval (0, t f ] into a series of N boundary elements, namely
and assume that the boundary temperature and the heat flux are constant over each boundary element (t j−1 , t j ] and take their values at the mid-pointt j = t j−1 +t j 2 , i.e.
We also discretised the space interval [0,1] into a series of N 0 cells, namely,
and assume that the initial temperature is constant over each space cell (x k−1 , x k ] and takes its value at the mid-point
Then, using approximations (3.3)-(3.5), the integral Eq. (3.1) can be discretised as 6) where the coefficients
can be evaluated analytically, [3] . If (3.6) is applied at every nodet i , i = 1, N , on each of the boundaries x = 0, 1, then the following set of linear algebraic equations is obtained:
where the matrices C 0ξ ,C 1ξ , D 0ξ and D 1ξ are defined by
, and δ i j is the Kronecker delta symbol.
On applying the initial condition (1.2) at the cell nodes (x k , 0), for k = 1, N 0 , the values of T 0 k are determined, as
Also, on applying the boundary conditions (2.1) at the nodes (0,t i ) and (1,t i ) we obtain
Also, instead of (2.2) and (2.3) we write, by taking t 0 =t i 0 with i 0 ∈ {1, . . . , N } fixed,
and
respectively. To summarize, the IHCP given by Eqs. (1.1), (1.2), (2.1) and (2.2) or (2.3) has been reduced to its discretised version given by Eqs. (3.8), (3.9), (3.10) or (3.11). From (3.9) we can eliminate the heat flux resulting in a system of 2N + 2 nonlinear equations with 2N + 2 unknowns T 0i , T 1i for i = 1, N , σ 0 and σ 1 which is solved using the NAG routine C05NCF. The non-negativity constraints σ 0 , σ 1 ≥ 0 are dealt with by choosing a non-negative initial guess such as σ 0 = σ 1 = 0.5 and, if in the iterative process they turn out to be negative at some stage then, they are replaced by zero and the iteration is continued. Alternatively, one may use the sophisticated NAG routine E04UCF for solving the nonlinear system of equations using the nonlinear least squares method subject to the non-negativity constraints on the variables σ 0 and σ 1 . As it will be seen in the next section, the NAG routine C05NCF produces accurate and stable numerical results therefore, the use of NAG routine E04UCF was not needed.
Numerical results and discussion for Problem I
Example 4.1. In this example, we solve the IHCP given by the heat Eq. (1.1) in the domain Q = (0, 1) × (0, t f = 1], subject to the initial condition 2) and the additional temperature measurements (2.2).
We first show that this IHCP has a unique solution (T (x, t) ∈ C 2,1 (Q), σ 0 ≥ 0, σ 1 ≥ 0).
All the conditions of Theorem 2.1 are satisfied, but for the initial condition (4.1) which is not homogeneous. Giveñ σ 0 ,σ 1 arbitrary constants, consider a solution U (x, t;σ 0 ,σ 1 ) to the direct problem
, this solution is unique and it has the desired differential properties in C 2,1 (Q) ∩ C(Q), see e.g [7] . Now introduce the nonlinear equations
It is easy to check thatσ 0 =σ 1 = 1 is a positive solution to the system of the nonlinear Eq. (4.7), since from (4.4)-(4.6), whenσ 0 =σ 1 = 1, it immediately follows that U (x, t; 1, 1) = x 2 + 2t. Then based on Proposition 4 of [4] , it follows that Problem I given by Example 4.1 has a unique solution (T (x, t) ∈ C 2,1 (Q), σ 0 ≥ 0, σ 1 ≥ 0). It is easy to check that this solution is given by T (x, t) = x 2 + 2t,
Figs. 1 and 2 show the boundary temperatures T (0, t) and T (1, t), respectively, obtained for the nonlinear IHCP given by Example 4.1, with the extra measurements (4.3) taken at i 0 = 1 when (N 0 , N ) are increased from (20, 20) to (160, 160). The results indicate only a slight improvement with increasing (N 0 , N ) such that there is a close agreement with the exact solution, though the improvement is not clearly visible because it is overshadowed by the extent of the very good accuracy in the approximations of T (0, t) and T (1, t), which overlap the corresponding analytical solutions.
Figs. 3 and 4 show the heat fluxes q(0, t) = − ∂ T ∂ x (0, t) and q(1, t) = ∂ T ∂ x (1, t) for Problem I. As expected the errors in the heat fluxes become more visible in comparison to those in the temperature, although they decrease as N 0 and N increase. Fig. 5 illustrates the numerical approximation and the analytical temperature contours T (x, t) when (N 0 , N ) = (20, 20). We observe that the BEM provides a very good numerical approximation to the exact T (x, t) when the number of cells is only (N 0 , N ) = (20, 20) , and the results further improve with increasing N 0 , N . This leads to the conclusion that the BEM provides a very good and convergent approximation for the nonlinear IHCP when no noise is introduced in Eq. (3.10). Table 1 shows the values of the constants σ 0 and σ 1 for Problem I. We notice that when no noise is introduced into Eq. (4.3), as expected the numerical values of σ 0 and σ 1 are close to the analytical values of σ 0 = σ 1 = 1. It is also visible that the amount of accuracy in obtaining σ 0 and σ 1 is also very good as (N 0 , N ) increases. Next, noise is introduced in the measurements (4.3) by replacing χ i with χ i (1 + ρ), i = 0, 1 where ρ is the percentage of added noise. From Table 1 we observe that the numerical values of the constants σ 0 and σ 1 become more inaccurate with increasing the percentage of noise from ρ = 1% to ρ = 5%. Moreover the accuracy of σ 0 and σ 1 worsen with increasing (N 0 , N ) from (20, 20) to (160, 160). This is because increasing the number of boundary elements make the nonlinear system of equations more ill-conditioned. Therefore, we can conclude that the accuracy of the approximations of the constants σ 0 and σ 1 reduces with increasing (N 0 , N ) or the amount of noise ρ. This is also true for the boundary temperatures and the heat fluxes. Table 1 The constants σ 0 and σ 1 , when i 0 = 1 for various (N 0 , N ) and various percentages of noise ρ (Problem I) Table 2 and Fig. 6 compare the approximations of the constants σ 0 and σ 1 for (N 0 , N ) = (40, 40) and the measurement (3.10) is imposed at i 0 = 1, . . . , N = 40, perturbed by ρ = 0 or ρ = 1% noise. It can be observed that the accuracy of σ 0 and σ 1 degrades when the measurements (3.10) are taken near the initial time t = 0, however, it keeps improving as i 0 increases.
In Table 3 , we compare the approximations of the constants σ 0 and σ 1 , when (N 0 , N ) = (40, 40), and ρ ∈ {0, 1, 3, 5}%. We observe that each level of noise produces greater deviation in the approximate values of both σ 0 and σ 1 when i 0 = 1 compared to when i 0 = 40 and the deviation increases with increasing amount of noise. For i 0 = 40 the numerical results are in good agreement with the exact solution.
Finally, Table 4 gives a comparison between the constants σ 0 and σ 1 , when, instead of (2.2), the additional measurement (2.3) with e 0 = 1 and e 1 = 2 is imposed. This results in a relatively stable system of equations, generating Table 2 The constants σ 0 and σ 1 , when (N 0 , N ) = (40, 40) and ρ = 0.00 and ρ = 0.01, for various i 0 (Problem I) Table 3 The Table 4 The constants σ 0 and σ 1 when the additional measurement (2.3) instead of (2.2) is imposed, for various (N 0 , N ) (Problem I) accurate and stable approximations of the constants σ 0 and σ 1 . The noise introduced in (3.11) produces no unstable effect on the resulting output, as opposed to when the measurement (3.10) was used at small i 0 , near the initial zero time.
Problem II
In Problem II, the function σ (x, t), x ∈ {0, 1}, t ∈ (0, t f ] depends on t only, i.e. σ (0, t) = σ (1, t) =: σ (t). Then the boundary conditions (1.3) and (1.4) become
As additional measurement to determine the time-dependent HTC, σ (t), we have the specification of the boundary temperature
where x = 0 or x = 1. Alternatively, instead of (5.2) we can measure the boundary observation where γ 0 and γ 1 are given constants. Conditions (5.2) and (5.3) are called a point and an integral boundary observation, respectively. Then we have the following uniqueness theorem.
) of the inverse Problem II is unique.
The BEM
The numerical BEM discretisation of Problem II given by (1.1), (1.2), (5.1) and (5.2) or (5.3) consists of Eqs. (3.7) and (3.8), where σ i = σ (t i ), i = 1, N , and
where χ i = χ (t i ), i = 1, N . From (6.1) we can eliminate the normal derivative and this results in a system of 3N nonlinear equations with 3N unknowns T 0i , T 1i and σ i for i = 1, N , which is solved using the NAG routine C05NCF. We have also used the NAG routine E04FCF which minimizes the sum of squares of functions and obtained the same results. 
the boundary conditions (5.1)
and the additional temperature measurement (5.2) at x = 0
Since all the conditions of Theorem 5.1 are satisfied, it follows that the above inverse problem has at most one solution, which can be verified through simple substitution that is given by
In all the numerical computations we have kept the BEM mesh discretisation fixed at N = N 0 = 40 which was found sufficiently fine such that any further decrease in this discretisation does not significantly affect the accuracy of the direct problem solution given by Eqs. (1.1) and (7.1)-(7.3) when σ is unknown. Fig. 7 shows the boundary temperature (7.4) for Problem II and its noisy additive perturbation χ = χ (t) + , (7.6) where is a random variable generated using the NAG routine G05DDF from a Gaussian normal distribution with mean zero and standard deviation s = 3ρ%, which is inverted to obtain, the numerical approximations of the boundary temperature T (1, t), heat fluxes q(0, t) and q(1, t), and the heat transfer coefficient σ (t) which are shown in Figs. 8-11, respectively. From these figures it can be seen that the numerical approximations are accurate and agree very well with the analytical solution when there is no noise, or a small amount of noise up to about 1% is introduced in the measurement (7.4) . Whereas when the noise is larger than 3%, then the approximations deviate from the analytical values. Finally, it is worth mentioning that the use of the nonlinear Tikhonov regularization method, [9] , produced the same results. Better regularization methods are at present under investigation.
Conclusions
In this paper, inverse problems in heat conduction which require finding the spacewise or time-dependent heat transfer coefficient which appears in the boundary conditions from either additional terminal, integral or point observations have been investigated. The numerical boundary element method produced convergent and stable numerical results.
Future work will involve extensions of this problem to higher dimensions which is practically more realistic, [10] , and in which the spacewise variation of the unknown coefficients in the boundary conditions become more meaningful than in the one-dimensional case in which two constants only had to be retrieved.
