Introduction
Inspired by the Darwinian principles of evolution, genetic algorithms (GAs) (Holland, 1975 , Goldberg, 1989 are widely used in optimization. GAs encode all the variables corresponding to a candidate solution (the phenotype) in a data structure (the genotype) and maintain a population of genotypes which is evolved mimicking Nature's evolutionary process. Individuals are selected for reproduction in a way that better performing solutions have a higher probability of being selected. The genetic material contained in the chromosome of such "parent" individuals is then recombined and mutated, by means of crossover and mutation operators, giving rise to offspring which will form a new generation of individuals. The process is repeated for a given number of generations or until some stopping criteria are met. GAs are search algorithms which can be directly applied to unconstrained optimization problems, UOP ) , ( S f , where one seeks for an element x belonging to the search space S , which minimizes (or maximizes) the real-valued objective function f . In this case, the GA usually employs a fitness function closely related to f . However, practical optimization problems often involve several types of constraints and one is led to a constrained optimization problem, COP ) , , ( b S f , where an S x ∈ that minimizes (or maximizes) f in S is sought with the additional requirement that the boolean function ) (x b (which includes all constraints of the problem) is evaluated as true. Elements in S satisfying all constraints are called feasible. The straightforward application of GAs to COPs is not possible due to the additional requirement that a set of constraints must be satisfied. Difficulties may arise as the objective function may be undefined for some (or all) infeasible elements, and an informative measure of the degree of infeasibility of a given candidate solution may not be easily defined. Finally, for some real-world problems, the check for feasibility can be more expensive than the computation of the objective function itself. As a result, several techniques have been proposed and compared in the literature in order to enable a GA to tackle COPs. Those techniques can be classified either as direct (feasible or interior), when only feasible elements in S are considered, or as indirect (exterior), when both feasible and infeasible elements are used during the search process. Direct techniques include: a) the design of special closed genetic operators, b) the use of special decoders, c) repair techniques, and d) "death penalty". In special situations, closed genetic operators (in the sense that when applied to feasible parents they produce feasible offspring) can be designed if enough domain knowledge is available . Special decoders (Koziel & Michalewicz, 1999) that always generate feasible individuals from any given genotype have been devised, but no applications considering non-linear implicit constraints have been published. Repair methods (Liepins & Potter, 1996 , Orvosh & Davis, 1994 use domain knowledge in order to move an infeasible offspring into the feasible set. However, there are situations when it is very expensive, or even impossible, to construct such a repair operator, drastically reducing the range of applicability of repair methods. The design of efficient repair methods constitutes a formidable challenge, specially when non-linear implicit constraints are present. Discarding any infeasible element generated during the search process ("death penalty") is common practice in non-populational optimization methods. Although problem independent, no consideration is made for the potential information content of any infeasible individual. Summarizing, direct techniques are problem dependent (with the exception of the "death penalty") and actually of extremely reduced practical applicability. Indirect techniques include: a) the use of Lagrange multipliers (Adeli & Cheng, 1994) , which may also lead to the introduction of a population of multipliers and to the use of the concept of coevolution (Barbosa, 1999) , b) the use of fitness as well as constraint violation values in a multi-objective optimization setting (Surry & Radcliffe, 1997) , c) the use of special selection techniques (Runarsson & Yao, 2000) , and d) "lethalization": any infeasible offspring is just assigned a given, very low, fitness value (Kampen et al., 1996) . For other methods proposed in the evolutionary computation literature see , Hinterding & Michalewicz, 1998 , Koziel & Michalewicz, 1998 , Kim & Myung, 1997 , references therein, and the repository http://www.cs.cinvestav.mx/constraint/, maintained by C.A.C. Coello. Methods to tackle COPs which require the knowledge of constraints in explicit form have thus limited practical applicability. This fact, together with simplicity of implementation are perhaps the main reasons why penalty techniques, in spite of their shortcomings, are the most popular ones. Penalty techniques, originating in the mathematical programming community, range from simple schemes (like "lethalization") to penalty schemes involving from one to several parameters. Those parameters can remain constant (the most common case) or be dynamically varied along the evolutionary process according to an exogenous schedule or an adaptive procedure. Penalty methods, although quite general, require considerable domain knowledge and experimentation in each particular application in order to be effective. In previous work (Barbosa & Lemonge, 2002 , Lemonge & Barbosa, 2004 , the authors developed a general penalty method for GAs which (i) handles inequality as well as equality constraints, (ii) does not require the knowledge of the explicit form of the constraints as a function of the decision/design variables, (iii) is free of parameters to be set by the user, (iv) can be easily implemented within an existing GA code and (v) is robust.
In this adaptive penalty method (APM), in contrast with approaches where a single penalty parameter is used, an adaptive scheme automatically sizes the penalty parameter corresponding to each constraint along the evolutionary process. In the next section the penalty method and some of its traditional implementations within genetic algorithms are presented. In Section 3 the APM is revisited and some variants are proposed, Section 4 presents numerical experiments with several test-problems from the literature and the paper closes with some conclusions.
Penalty Methods
A standard constrained optimization problem in n R can be written as the minimization of a given objective function 
, but this type of constraint is trivially enforced in a GA.
Penalty techniques can be classified as multiplicative or additive. In the multiplicative case, a positive penalty factor
is introduced in order to amplify (in a minimization problem) the value of the fitness function of an infeasible individual. One would have
increases with the "temperature" T and with constraint violation. An initial value for the temperature is required as well as the definition of a schedule whereby T grows with the generation number. This type of penalty has received much less attention in the evolutionary computation community than the additive type. In the additive case, a penalty functional is added to the objective function in order to define the fitness value of an infeasible element. They can be further divided into: (a) interior techniques, when a barrier functional ) (x B -which grows rapidly as x approaches the boundary of the feasible domain-is added to the objective function
and (b) exterior techniques, where a penalty functional is introduced 
where k is the penalty parameter and 2 = β . Although it is easy to obtain the unconstrained problem, the definition of the penalty parameter k is usually a time- ), using both penalty parameters and repeat the process. Homaifar et al. (1994) proposed a penalty strategy with multiple coefficients for different levels of violation of each constraint. The fitness function is written as
where i denotes one of the l levels of violation defined for the − j th constraint. This is an attractive strategy because, at least in principle, it allows for a good control of the penalization process. The weakness of this method is the large number, 1) (2 + l m , of parameters that must be set by the user for each problem. Joines & Houck (1994) proposed that the penalty parameters should vary dynamically along the search according to an exogenous schedule. The fitness function ) (x F was written as in (1) and (2) 
where r is a constant. The main assumption is that any feasible solution is better than any infeasible solution. This assumption is enforced by a convenient definition of the function
. This scheme can be modified by the introduction of the tournament selection proposed in (Deb, 2000) , coupled with the fitness function:
where max f is the function value of the worst feasible solution. As observed in the expression above, if a solution is infeasible the value of its objective function is not considered in the computation of the fitness function, instead, max f is used. However, Deb's constraint handling scheme (Deb, 2000) -which also uses niching and a controlled mutationworks very well for his real-coded GA, but not so well for his binary-coded GA. Among the many suggestions in the literature (Powell & Skolnick, 1993 , Deb, 2000 some of them -more closely related to the work presented herewill be briefly discussed in the following.
Adaptive penalties
A procedure where the penalty parameters change according to information gathered during the evolution process was proposed by Bean & Hadj-Alouane (Bean & Alouane, 1992) . The fitness function is again given by (1) and (2) but with the penalty parameter ) ( = t k λ adapted at each generation by the following rules: 
Schoenauer & Xanthakis (1993), presented a strategy that handles constrained problems in stages: (i) initially, a randomly generated population is evolved considering only the first constraint until a certain percentage of the population is feasible with respect to that constraint; (ii) the final population of the first stage of the process is used in order to optimize with respect to the second constraint. During this stage, the elements that had violated the previous constraint are removed from the population, (iii) the process is repeated until all the constraints are processed. This strategy becomes less attractive as the number of constraints grows and is potentially dependent on the order in which the constraints are processed. The method proposed by Coit et al. (1996) , uses the fitness function:
corresponds to the best solution (without penalty), until the generation t , feas F corresponds to the best feasible solution, and α is a constant. The fitness function is also written as:
where NFT (Near Feasibility Threshold) defines the threshold distance, set by the user, between the feasible and infeasible regions of the search space. A variation of the method proposed by Coit et al. (1996) is presented in (Gen & Gheng, 1996a) , where the fitness function is defined as:
refers to the constraint violation. Based upon the same idea, Gen and Cheng (1996b) , proposed an adaptive penalty scheme where the fitness function is written as:
is the maximum violation of the constraint i and ε is a small positive value to avoid dividing by zero. Hamida & Schoenauer (2000) , proposed an adaptive scheme using: (i) a function of the proportion of feasible individuals in the population, (ii) a seduction/selection strategy to mate feasible and infeasible individuals, and (iii) a selection scheme to give advantage for a given number of feasible individuals.
The Adaptive Penalty Method
The adaptive penalty method (APM) was originally introduced in (Barbosa & Lemonge, 2002) . In (Barbosa & Lemonge, 2003) , the behavior of the penalty parameters was studied and further tests were performed. Finaly, in (Lemonge & Barbosa, 2004.) , a slight but important modification was introduced leading to its present form. The method does not require any type of user defined penalty parameter and uses information from the population, such as the average of the objective function and the level of violation of each constraint during the evolution. The fitness function proposed in APM is written as: 
The penalty parameter is defined at each generation by:
is the violation of the l -th constraint averaged over the current population. Denoting by pop the population size, one could also write
The idea is that the values of the penalty coefficients should be distributed in a way that those constraints which are more difficult to be satisfied should have a relatively higher penalty coefficient. Besides been tested by the authors, the APM has also been used by other researchers in different fields (Zavislak, 2004 , Gallet, 2005 , Obadage & Hampornchai, 2006 .
Variants of the APM
The adaptive penalty method, as originally proposed, (i) computes the constraint violations j v in the current population, and (ii) updates all penalty coefficients j k at every generation. As a result, those coefficients undergo (potentially large) variations at every generation as shown in (Barbosa & Lemonge, 2003) . Despite its success, questions naturally arise concerning, for instance, the desirability of reducing the amplitude of those oscilations, and the possibility of reducing the computer time without compromising the quality of the results. In the following, some possible variants of the APM will be considered. Two additional features are: (i) constraint violations can alternatively be accumulated for all the f generations, or can be computed only every f generations, and (ii) the penalty parameter is free to vary along the process, or monotonicity will be enforced. 
The sporadic APM

The APM with monotonic penalty coefficients
Numerical experiments
Our baseline binary-coded generational GA uses a Gray code, rank-based selection, and elitism (the best element is always copied into the next generation along with 1 copy where one bit has been changed). A uniform crossover operator was applied with probability equal to 0.9 and a mutation operator was applied bit-wise to the offspring with rate 0.004 = m p .
Test 1 -The G-Suite
The first set of experiments uses the well known G1-G11 suite of test-problems. A complete description of each problem can be found, for example, in (Lemonge, & Barbosa, 2004) . The G-Suite, repeatedly used as a test-bed in the evolutionary computation literature, is made up of different kinds of functions and involves constraints given by linear inequalities, nonlinear equalities and nonlinear inequalities. For the eleven problems, the population size is set to 100, 25 independent runs were performed, with the maximum number of generations equal to 1000 and 5000, and each variable was encoded with 25 bits. For the variant 5, the value of θ is set to 0.5. The Tables 1 and 2 Table 2 . Results of the G-Suite using 5000 generations
Observing the results presented in Tables 1 and 2 one can see that the original APM found more often the best solutions. Among the new variants, the variants 3 and 5 were the most successful. As the performance of variant 4 was not as good as that of variants 3 and 5, one may suspect that, at least for this set of problems, the inclusion of the damping procedure was detrimental. 
Test 2 -The pressure vessel design
This problem (Sandgren, 1998 , Kannan & Kramer, 1995 , Deb, 1997 , Coello, 2000 corresponds to the weight minimization of a cylindrical pressure vessel with two spherical heads. The objective function involves four variables: the thickness of the pressure vessel 
The first two constraints establish a lower bound to the ratios R T s / and R T h / , respectively. The third constraint corresponds to a lower bound for the volume of the vessel and the last one to an upper bound for the length of the cylindrical component. The Table 3 presents the results of the pressure vessel design using 1000 generations. Two identical results were found for the best value of the final weight (6059.7145293) with respect to the APM variants 2 and 3. Using 5000 generations, the same value of the final weight was found four times as shown in the Table 4 . Results of the pressure vessel design using 5000 generations
Test 3 -The cantilever beam design
This test problem (Erbatur et al., 2000) corresponds to the minimization of the volume of the cantilever beam subject to the load P, equal to 50000 N, at its tip. The Table 5 shows the results for the cantilever beam design when 1000 generations were used. The best final volume found (64842.0265521), was achieved by the third variant of the APM variant. Using 5000 generations, the variant 4 provided the best solution among the variants, with a final volume equal to 64578.1955255 as shown in the Table 6 . Results of the cantilever beam design using 5000 generations 
Test 4 -The Tension/Compression Spring design
From the Table 7 one can observe that the variants 2, 3 and 4 were able to find the better results for the Tension/Compression Spring design using 1000 generations. The final volume reached is equal to 0.0126973. Using 5000 generations, the previous result for the best volume remains the same (0.0126973) and is again found by the variants 2, 3 and 4 of the APM (Table 8) Table 8 . Results of the coil spring design using 5000 generations
Test 5 -The 10-bar truss design
This well known test problem (Goldberg & Samtani, 1986) , which corresponds to the weight minimization of a 10-bar truss, will be analyzed here subject to constraints involving the stress in each member and the displacements at the nodes. The design variables are the cross-sectional areas of the bars (
). The allowable stress is limited to ± 25ksi and the displacements are limited to 2 in, in the x and y directions. The density of the material is 0.1 lb/in 3 , Young's modulus is E = 10 4 ksi, and vertical downward loads of 100 kips are applied at nodes 2 and 4. 93, 3.09, 3.13, 3.38, 3.47, 3.55, 3.63, 3.84, 3.87, 3.88, 4.18, 4.22, 4.49, 4.59, 4.80, 4.97, 5.12, 5.74, 7.22, 7.97, 11.50, 13.50, 13.90, 14.20, 15.50, 16.00, 16.90, 18.80, 19.90, 22.00, 22.90, 26.50, 30.00, 33.50 . Using a six-bit string for each design variable, a total of 64 strings are available which are mapped into the 42 allowable cross sections. For the continuous case the minimum cross sectional area is equal to 0.1 in 2 .
For the discrete case all of the variants of the APM were able to find the best result for the final weight of the 10-bar truss structure (5490.738) as detailed in the Table 10 . Results of the 10-bar truss with respect to the continuous case
Test 6 -The 120-bar truss
This is a three-dimensional dome structure corresponding to a truss with 120 members (Saka & Ulker, 1991 , Ebenau et al., 2005 , Capriles et al, 2007 . The dome is subject to a downward vertical equipment loading of 600 kN at its crown (node 1). The displacements are limited to 2 cm, in the x , y and z directions. σ is the maximum allowable buckling stress for this member, and k is the buckling coefficient, adopted equal to 4. The total number of constraints is equal to 351. The cross-sectional areas are the sizing design variables and they are to be chosen from a Table containing 64 options (see Capriles et al, 2007 Table 11 .Results of the 120-bar truss
In this experiment the five variants of the APM were able to find the same best solution (59.5472). The fifth variant of the APM provided the best value of the median (59.9748) and the original APM presented the best result corresponding to the mean value.
Conclusion
From the experiments performed here one can see that the original APM found more often the best solutions. Among the new variants, the variants 3 and 5 were the most successful. As the performance of variant 4 was slightly inferior to that of variants 3 and 5, one may suspect that the inclusion of the damping procedure was not advantageous. A more important conclusion may be that there were not large discrepancies among the results obtained by the original APM and the four new variants, which provide computational savings, and that robust variants can be obtained from the overall family of adaptive penalty methods considered here. 
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