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SOME BI-MATRIX MODELS FOR BI-FREE LIMIT DISTRIBUTIONS
PAUL SKOUFRANIS
Abstract. In this paper, an analogue of matrix models from free probability is developed in the bi-free
setting. A bi-matrix model is not simply a pair of matrix models, but a pair of matrix models where one
element in the pair acts by left-multiplication on matrices and the other element acts via a ‘twisted’-right
action. The asymptotic distributions of bi-matrix models of Gaussian random variables tend to bi-free central
limit distributions with certain covariance matrices. Furthermore, many classical random matrix results
immediately generalize to the bi-free setting. For example, bi-matrix models of left and right creation
and annihilation operators on a Fock space have joint distributions equal to left and right creation and
annihilation operators on a Fock space and are bi-freely independent from the left and right action of scalar
matrices. Similar results hold for bi-matrix models of q-deformed left and right creation and annihilation
operators provided asymptotic limits are considered. Finally bi-matrix models with asymptotic limits equal
to Boolean independent central limit distributions and monotonically independent central limit distributions
are constructed.
1. Introduction
Since the notion of bi-free pairs of faces was introduced by Voiculescu in [19], the theory has quickly
developed by generalizing many ideas and results from free probability. For example, [19] determined the
bi-free central limit distributions. On the combinatorial side, Mastnak and Nica in [8] introduced a collection
of partitions for bi-free pairs of faces that was postulated to be analogous to the role non-crossing partitions
play in free probability. In [3], the postulate of Mastnak and Nica was confirmed to be correct. Subsequently
[2] generalized such notions to the operator-valued setting where things get ‘interesting’.
Following the development of free probability, Voiculescu in [20] constructed a bi-free partial R-transform
as an analogue of his R-transform from [16], which plays an important role in free probability. Furthermore,
Voiculescu in [21] developed a bi-free partial S-transform and combinatorial proofs were later found in
[13] and [14] respectively. In addition, the notion of bi-free infinitely (additive) divisible distributions was
developed in [5] thereby discovering the bi-free Poisson distributions.
One important result in free probability is the connection between free probability theory and random
matrix theory. Indeed Voiculescu in [18] connected these two theories by demonstrating that the distributions
of certain matrices tend to the free central limit distributions, namely semicircular distributions, as the size
of the matrices increase. Furthermore, results pertaining to asymptotic freeness were demonstrated in [18]
and similar results for other matrix models were developed in [4, 11, 12]. The matrix models of [4, 11, 12, 18]
have since been important tools in free probability.
The goal of this paper is to introduce a bi-free analogue of matrix models. Such bi-matrix models have
been elusive and the view taken in this paper is that a bi-matrix model is not simply a pair of matrices,
but a pair of matrices with specific actions on matrices. This approach of requiring actions on matrices may
be slightly unsatisfactory, but the notion of random matrices acting on matrices has precedence (e.g. [6])
and work in [13, Section 6] provides evidence (beyond that presented here) for why this view is possibly the
correct one. Including this introduction, this paper contains seven sections which are summarized as follows.
The necessary background on bi-free probability is recalled in Section 2. Said background includes bi-non-
crossing partitions, the bi-non-crossing Mo¨bius function, (ℓ, r)-cumulants, the universal moment polynomials
for bi-freeness, and the abstract structures required for bi-freeness with amalgamation. Complete expositions
of these results may found in [2, 3].
The structures and notion of a bi-matrix model are introduced in Section 3. One should think of a bi-
matrix model as a pair of matrices of operators that act on matrices of vectors (or operators) where the
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left matrix in the pair acts via left matrix multiplication whereas the right matrix in the pair acts via right
matrix multiplication with a ‘twist’. In addition to developing such notions, an essential lemma is presented
which enables one to compute the joint distributions of bi-matrix models.
Bi-matrix models with commutative entries are examined in Section 4. Due to the commutation of the
entries, bi-matrix models simplify slightly in this setting. Many results analogous to those in free probability
are obtained. In particular, bi-matrix models with asymptotic distributions equal to certain bi-free central
limit distributions from [19] are demonstrated. However, due to commutative, only bi-free central limit
distributions where the left and right operators commute in distribution may be obtained. These restriction
produced by commutativity have already been seen in the theory of bi-free pairs of faces in that the operator
model in [8] using left and right creation operators on a Fock space was insufficient to describe all bi-free
distributions and a more complicated model was required (see [3]).
However, commutativity is pleasant in bi-free probability as it enables the importation of results from
free probability. In fact, Theorem 4.13 demonstrates that asymptotic bi-freeness for commutative bi-matrix
models is not much more than asymptotic freeness of random matrices. Consequently most (if not all) results
relating random matrix theory to free probability should have an analogue in the bi-free setting. Therefore
we only exhibit specific results such as realizing bi-free Poisson distributions via random pairs of Wishart
matrices and demonstrating the asymptotic bi-freeness from constant matrices of random pairs of Gaussian
(or Haar) unitary matrices.
Some inadequacies from Section 4 are rectified in Section 5. In particular, generalizing [12, Theorem 5.2],
bi-matrix models where the left matrices consists of left creation and annihilation operators on a Fock space
and the right matrices consists of right creation and annihilation operators have joint distributions are equal
to the joint distribution of left and right creation and annihilation operators. Using these models, all bi-free
central limit distributions may be obtained. Furthermore, such bi-matrix models are bi-free from the left
and right actions of constant matrices.
Bi-matrix models involving q-deformed left and right creation and annihilation operators are examined
in Section 6. In particular, asymptotic bi-freeness from block matrices is obtain and the asymptotic limit
of these bi-matrix models is again left and right creation and annihilation operators on a Fock space. The
results of this section generalize those of [11] to the bi-free setting and provide an alternate approach to
Theorem 4.11 by the q = 1 case.
Finally, in Section 7, bi-matrix models with asymptotic limits equal to Boolean independent central
limit distributions and monotonically independent central limit distributions are constructed. These results
require the use of products of left and right matrices to represent a single random variable in order to obtain
the desired limit distributions.
2. Background on Bi-Free Pairs of Faces
In this section, we will summarize some essential combinatorial aspects of bi-free probability from [3] and
the structures for operator-valued bi-free probability from [2]. We will only present the results essential to
this paper and refer the reader to complete summarizes in [2] and [13] respectively.
Bi-Freeness for Pairs of Faces. For the remainder of this paper, a map χ : {1, . . . , n} → {ℓ, r} is used to
designate whether the kth operator in a sequence of n operators should be a left operator (when χ(k) = ℓ)
or a right operator (when χ(k) = r). Similarly, a map ǫ : {1, . . . , n} → K is used to determine which colour
from a collection K each operator is coloured.
The main difference between the combinatorial aspects of free and bi-free probability stem from handling
the following permutation.
Definition 2.1. Given χ : {1, . . . , n} → {ℓ, r}, if
χ−1({ℓ}) = {i1 < · · · < ip} and χ−1({r}) = {ip+1 > · · · > in},
the permutation sχ on {1, . . . , n} is defined by sχ(k) = ik.
Note the sequence (sχ(1), . . . , sχ(n)) corresponds to, instead of reading {1, . . . , n} in the traditional order,
reading χ−1({ℓ}) (that is, the left nodes) in increasing order followed by reading χ−1({r}) (that is, the right
nodes) in decreasing order.
Let P(n) denote the set of partitions on n elements. Given a partition π ∈ P(n) and x, y ∈ {1, . . . , n},
we write x ∼π y whenever x and y are in the same block of π (a set in π) and x ≁π y otherwise. Given two
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partitions π, σ ∈ P(n), π is said to be a refinement of σ, denoted π ≤ σ, if every block of π is contained in a
single block of σ. Refinement defines a partial ordering on P(n) turning P(n) into a lattice.
Definition 2.2. A partition π ∈ P(n) is said to be bi-non-crossing with respect to χ if the partition s−1χ · π
(the partition formed by applying s−1χ to the blocks of π) is non-crossing. Equivalently π is bi-non-crossing
if π is non-crossing on {1, . . . , n} when the set is ordered via sχ(1) ≺χ sχ(2) ≺χ · · · ≺χ sχ(n). The set of
bi-non-crossing partitions with respect to χ is denoted by BNC(χ).
Example 2.3. If χ : {1, . . . , 6} → {ℓ, r} is such that χ−1({ℓ}) = {2, 3, 6} and χ−1({r}) = {1, 4, 5}, then
(sχ(1), . . . , sχ(6)) = (2, 3, 6, 5, 4, 1). If π = {{1, 4}, {2, 5}, {3, 6}}, then π is crossing on {1, . . . , 6} yet is
bi-non-crossing with respect to χ. This may be seen via the following diagrams.
1
2
3
4
5
6 −→
2 3 6 5 4 1
One function on pairs of elements of BNC(χ) required in this paper is the following.
Definition 2.4. The bi-non-crossing Mo¨bius function is the function
µBNC :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×BNC(χ)→ C
defined such that µBNC(π, σ) = 0 unless π is a refinement of σ, and otherwise defined recursively via the
formulae ∑
τ∈BNC(χ)
π≤τ≤σ
µBNC(τ, σ) =
∑
τ∈BNC(χ)
π≤τ≤σ
µBNC(π, τ) =
{
1 if π = σ
0 otherwise
.
Due to the similarity in lattice structures, the bi-non-crossing Mo¨bius function is related to the non-
crossing Mo¨bius function µNC by the formula
µBNC(π, σ) = µNC(s
−1
χ · π, s−1χ · σ).
This implies that µBNC inherits many ‘multiplicative’ properties that µNC has. For more details, see
[3, Section 3].
Definition 2.5. Let (A, ϕ) be a non-commutative probability space: that is, let A be a unital algebra and
ϕ : A → C be unital and linear. A pair of faces in A is a pair (C,D) of unital subalgebras of A. We will
call C the left face and D the right face.
Given Z1, . . . , Zn ∈ A and π ∈ P(n) with blocks Vx = {k1,x < · · · < kmx,x} for x ∈ {1, . . . , p}, define
ϕπ(Z1, . . . , Zn) :=
p∏
x=1
ϕ(Zk1,x · · ·Zkmx,x).
Given a map χ : {1, . . . , n} → {ℓ, r} and π ∈ BNC(χ), define
κπ(Z1, . . . , Zn) :=
∑
σ∈BNC(χ)
σ≤π
ϕσ(Z1, . . . , Zn)µBNC(σ, π). (1)
The (ℓ, r)-cumulant of Z1, . . . , Zn corresponding to χ is κχ(Z1, . . . , Zn) := κ1χ(Z1, . . . , Zn) where 1χ is the
full partition {{1, . . . , n}}. Each (ℓ, r)-cumulant should always be viewed as a function where only elements
of left faces may be inserted into the kth entry when χ(k) = ℓ and only elements of right faces may be inserted
into the kth entry when χ(k) = r. Furthermore, if π ∈ BNC(χ) has blocks Vx = {k1,x < · · · < kmx,x} for
x ∈ {1, . . . , p}, then one can verify
κπ(Z1, . . . , Zn) =
p∏
x=1
κπ|Vx (Zk1,x , . . . , Zkmx,x).
4 PAUL SKOUFRANIS
Furthermore, the reversion formula
ϕ(Z1 · · ·Zn) =
∑
π∈BNC(χ)
κπ(Z1, . . . , Zn) (2)
holds thereby giving each moment as a sum of products of (ℓ, r)-cumulants.
The following is the main result from [3]. For ǫ : {1, . . . , n} → K, note ǫ defines an element of P(n) whose
blocks are {ǫ−1({k})}k∈K .
Theorem 2.6 ([3, Theorem 4.3.1]). Let (A, ϕ) be a non-commutative probability space and let {(Ck, Dk)}k∈K
be a family of pairs of faces from A. Then {(Ck, Dk)}k∈K are bi-free with respect to ϕ if and only if for all
χ : {1, . . . , n} → {ℓ, r}, ǫ : {1, . . . , n} → K, and
Zm ∈
{
Cǫ(m) if χ(m) = ℓ
Dǫ(m) if χ(m) = r
,
we have
ϕ(Z1 · · ·Zn) =
∑
π∈BNC(χ)

 ∑
σ∈BNC(χ)
π≤σ≤ǫ
µBNC(π, σ)

ϕπ(Z1, . . . , Zn). (3)
Furthermore, it suffices to verify equation (3) for Zk in generating subsets of Cǫ(k) and Dǫ(k) and bi-freeness
of {(Ck, Dk)}k∈K is equivalent to κχ(Z1, . . . , Zn) = 0 whenever χ, ǫ, and Zk are as above and ǫ is not
constant.
Important to this paper are the bi-free central limit distributions of [19, Section 7].
Definition 2.7. Let (A, ϕ) be a non-commutative probability space and let I and J be disjoint index
sets. A two-faced family ({Zi}i∈I , {Zj}j∈J ) is said to be a (centred) bi-free central limit distribution if all
(ℓ, r)-cumulants of order 1 and of order at least 3 are zero.
Note [19, Theorem 7.4] completely describes all possible (centred) bi-free central limit distribution via the
(complex) numbers ϕ(Zk1Zk2) = κχ(Zk1 , Zk2) for k1, k2 ∈ I ⊔ J , and concretely represents such two-faced
families as combinations of left and right creation and annihilation operators on Fock spaces. The matrix C
indexed by I ⊔ J obtained with the (k1, k2) entry equal to ϕ(Zk1Zk2) is called the covariance matrix of the
family ({Zi}i∈I , {Zj}j∈J ).
Structures for Operator-Valued Bi-Freeness. With [2] things just got stranger as there are two copies
of the amalgamation algebra and the natural structures for operator-valued bi-free probability appear, on
the surface, very different from from those for operator-valued free probability. We describe these structures
here. For the remainder of this section B will denote a unital algebra. One may replace B with the N ×N
matrix algebra MN (C) as this is all that is required in other sections of this paper.
Definition 2.8. A B-non-commutative probability space is a pair (A,Φ) where A is a unital algebra con-
taining B (with 1A = 1B) and Φ : A → B is a unital linear map such that
Φ(b1Zb2) = b1Φ(Z)b2
for all b1, b2 ∈ B and Z ∈ A.
Definition 2.9. A B-B-non-commutative probability space is a triple (A, EA, ε) where A is a unital algebra,
ε : B ⊗Bop → A is a unital homomorphism such that ε|B⊗1B and ε|1B⊗Bop are injective, and EA : A → B
is a linear map such that
EA(ε(b1 ⊗ b2)Z) = b1EA(Z)b2 and EA(Zε(b⊗ 1B)) = EA(Zε(1B ⊗ b))
for all b1, b2, b ∈ B and Z ∈ A. To simplify notation, Lb and Rb are used in place of ε(b⊗ 1B) and ε(1B ⊗ b)
respectively.
The unital subalgebras of A defined by
Aℓ := {Z ∈ A | ZRb = RbZ for all b ∈ B} and
Ar := {Z ∈ A | ZLb = LbZ for all b ∈ B}
are called the left and right algebras of A respectively.
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Given aB-B-non-commutative probability space (A, EA, ε), notice (Aℓ, EA) is always aB-non-commutative
probability space with ε(B⊗1B) as the copy of B and (Ar , EA) is a Bop-non-commutative probability space
with ε(1B⊗Bop) as the copy of Bop. Furthermore (A, EA, ε) is simply a non-commutative probability space
whenever B = C.
The reason B-B-non-commutative probability spaces are the correct setting of operator-valued bi-free
probability can be seen through the following.
Definition 2.10. A B-B-bimodule with a specified B-vector state is a triple (X , X˚ , pX ) where X is a direct
sum of B-B-bimodules
X = B ⊕ X˚ ,
and pX : X → B is the linear map
pX (b ⊕ η) = b.
Let L(X ) denote the set of linear operators on X . For each b ∈ B define the operators Lb, Rb ∈ L(X ) by
Lb(η) = b · η and Rb(η) = η · b for all η ∈ X .
The unital subalgebras of L(X ) defined by
Lℓ(X ) := {Z ∈ L(X ) | ZRb = RbZ for all b ∈ B} and
Lr(X ) := {Z ∈ L(X ) | ZLb = LbZ for all b ∈ B}
are called the left and right algebras of L(X ) respectively.
Given a B-B-bimodule with a specified B-vector state (X , X˚ , p), the expectation of L(X ) onto B is the
linear map EL(X ) : L(X )→ B defined by
EL(X )(Z) = pX (Z(1B))
for all Z ∈ L(X ).
Notice if ε : B ⊗ Bop → L(X ) is defined by ε(b1 ⊗ b2) = Lb1Rb2 , then (L(X ), EL(X ), ε) is a concrete
B-B-non-commutative probability space. Moreover [2, Theorem 3.2.4] demonstrated every abstract B-B-
non-commutative probability space can be represented inside a concrete B-B-non-commutative probability
space, at least for the purposes of computing distributions.
3. General Structure for Bi-Matrix Models
The general structures required for bi-matrix models are introduced in this section. These structures
are motivated by the main result of [13, Section 6] which is stated below. The symbols {Ei,j(N)}Ni,j=1 will
denote the standard matrix units for MN (C). Either [ai,j ] or
∑N
i,j=1 ai,j ⊗ Ei,j(N) is used to denote the
N × N matrix with (i, j)th entry ai,j depending on which better fits the current context. Furthermore Tr
will denote the trace on MN (C) defined by
Tr([ai,j ]) =
N∑
i=1
ai,i.
The following introduces the general structure for bi-matrix models for matrices with elements in L(X )
where X is a pointed vector space.
Construction 3.1. Let (X , X˚ , ξ, pX ) be a pointed vector space; that is, X is a vector space over C with
X = Cξ ⊕ X˚ and pX : X → C is the linear map defined by
pX (λξ ⊕ η) = λ.
For N ∈ N consider the MN (C)-MN (C)-bimodule XN :=MN(X ) where
[ai,j ] · [ηi,j ] =
[
N∑
k=1
ai,kηk,j
]
and [ηi,j ] · [ai,j ] =
[
N∑
k=1
ak,jηi,k
]
for all [ai,j ] ∈ MN (C) and [ηi,j ] ∈ XN . Then XN becomes an MN (C)-MN (C)-bimodule with specified
MN (C)-vector state via
XN =MN (Cξ)⊕MN (X˚ ),
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and the linear map pXN : XN →MN (C) defined by
pXN ([ηi,j ]) = [pX (ηi,j)].
We call XN theMN (C)-MN (C)-bimodule associated with (X , pX ) and (L(XN ), EL(XN )) theMN (C)-MN (C)-
non-commutative probability space associated with (X , pX ).
Since X is a pointed vector space, there is a canonical choice of linear functional ϕX : L(X )→ C defined
by
ϕX (Z) = pX (Z(ξ)).
Therefore, the expectation EL(XN ) : L(XN )→MN (C) is defined by
EL(XN )(Z) = pXN (ZIN,ξ)
where IN,ξ is the diagonal matrix diag(ξ, ξ, . . . , ξ).
To consider bi-matrix models, two homomorphisms from MN (L(X )) into L(XN ) are required. Define
L :MN(L(X ))→ L(XN ) by
L([Ti,j ])[ηi,j ] =
[
N∑
k=1
Ti,k(ηk,j)
]
for all [ηi,j ] ∈ XN and [Ti,j ] ∈ MN (L(X )). Is is elementary to verify that L is a homomorphism, that
L(MN(L(X ))) ⊆ Lℓ(XN ), and that L([ai,jIX ]) = L[ai,j]. On the other hand (or perhaps, on the other face),
define R :MN(L(X )op)op → L(XN ) by
R([Si,j ])[ηi,j ] =
[
N∑
k=1
Sk,j(ηi,k)
]
for all [ηi,j ] ∈ XN and [Si,j ] ∈ MN(L(X )). Is is elementary to verify that R is a homomorphism (hence the
ops), that R(MN (L(X )op)op) ⊆ Lr(XN ), and that R([ai,jIX ]) = R[ai,j ]. We use L and R instead of LN
and RN as the size of the input matrices determine N . The image of L (respectively R) is called the left
(respectively right) matrix algebras of L(X ) and elements of this algebra are called left (respectively right)
matrices of L(X ).
Remark 3.2. If [Ti,j ], [Si,j ] ∈ MN (L(X )) are such that Ti,jSk,m = Sk,mTi,j for all i, j, k,m, then it is
elementary to verify that L([Ti,j])R([Si,j ]) = R([Si,j ])L([Ti,j ]).
Remark 3.3. It is worth mentioning that for all [Zi,j ] ∈MN (L(X )),
L([Zi,j])IN,ξ = R([Zi,j ])IN,ξ.
This fact will be important later in the paper in order to ‘transition from right operators to left operators’;
a theme that has been essential in bi-free probability (see [2, 3, 5]).
Remark 3.4. Using the notation as in Construction 3.1, if [Zi,j ] ∈MN (L(X )) then
EL(XN )(L([Zi,j ])) = pXN (L([Zi,j ])IN,ξ) = pXN ([Zi,j(ξ)]) = [pX (Zi,j(ξ))] = [ϕX (Zi,j)] = EL(XN )(R([Zi,j ])).
As similar computations hold for any product of left and right matrices of L(X ), we see that EL(XN ) applied
to a product of left and right matrices of L(X ) depends only on the sequence of left and right matrices, the
entries in the left and right matrices, and the linear map ϕX : L(X ) → C. In particular, for such products,
EL(XN ) is the expected expectation obtained by applying ϕX to each entry of an element of MN (L(X )).
Remark 3.5. Given a non-commutative probability space (A, ϕ), there are many ways to view A ⊆ L(X )
in a state-preserving way. In particular, we adopt the convention that X = A with pX (A) = ϕ(A) (so
X = C ⊕ ker(ϕ)) and A ⊆ L(X ) via T (A) = TA for all A ∈ X and T ∈ A ⊆ L(X ). In particular, this
convention implies
ϕX (T ) = pX (T (IA)) = pX (T ) = ϕ(T ).
Under this convention and using the notation of Construction 3.1, we see for N ∈ N that XN =MN (A) and
L([Zi,j ])[Ai,j ] =
[
N∑
k=1
Zi,kAk,j
]
and R([Zi,j ])[Ai,j ] =
[
N∑
k=1
Zk,jAi,k
]
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for all [Zi,j ], [Ai,j ] ∈ MN (A). This computation shows why one might call R a ‘twisted’-right action as it
looks like multiplying the matrices [Ai,j ][Zi,j] in MN (A) except that the opposite multiplication on A is
used in each matrix entry.
Using the same idea as in Remark 3.4, one sees that the joint distribution of L(MN (A)) andR(MN (Aop)op)
depends only on the sequence of left and right matrices, the entries in the left and right matrices, and the
linear map ϕ : A → C.
It is important to emphasize one does not want the operators Zi,j in R([Zi,j ]) to be elements of A acting
‘on the right’ of A; that is, via the action S(A) = AS. One reason for this, other than Theorem 3.6, is that
L([Ti,j ]) and R([Si,j ]) would commute by Remark 3.2 and too much commutativity in bi-free probability is
not optimal.
Previous evidence towards why Construction 3.1 is the correct mathematical construction to use is the
following result which demonstrates how bi-freeness of pairs or faces extends to bi-freeness of matrices of the
pairs of faces.
Theorem 3.6 (specific case of [13, Theorem 6.3.1]). Let (A, ϕ) be a non-commutative probability space and
let {(Ck, Dk)}k∈K be bi-free pairs of faces with respect to ϕ. For each N ∈ N let (L(XN ), EL(XN )) be the
canonical MN (C)-MN (C)-non-commutative probability space associated with A as in Remark 3.5. Then
{(L(MN(Ck)), R(MN (Dopk )op))}k∈K are bi-free with amalgamation over MN(C) with respect to EL(XN ).
A piece of the proof of Theorem 3.6 essential to this paper is the following computation.
Lemma 3.7. Using the notation and conventions of Construction 3.1, let χ : {1, . . . , n} → {ℓ, r}, and let
Zk = L([Zi,j;k]) if χ(k) = ℓ and Zk = R([Zi,j;k]) if χ(k) = r. Then
(Z1 · · ·Zn)(IN,ξ) =
N∑
i1,...,in=1
j1,...,jn=1
((Zi1,j1;1 ◦ · · · ◦ Zin,jn;n)(ξ))⊗ Eχ((i1, . . . , in), (j1, . . . , jn);N)
where
Eχ((i1, . . . , in), (j1, . . . , jn);N) = Eisχ(1),jsχ(1)(N) · · ·Eisχ(n),jsχ(n)(N) ∈MN (C).
Proof. By the linearity of all maps involved, it suffices to consider Zk = L(Zik,jk ⊗Eik,jk(N)) when χ(k) = ℓ
and Zk = R(Zik,jk ⊗ Eik,jk(N)) when χ(k) = r. Note
Zn(IN,ξ) = Zin,jn(ξ)⊗ Ein,jn(N)
regardless of the value of χ(n).
If χ(n− 1) = ℓ, observe that
Zn−1Zn(IN,ξ) = (Zin−1,jn−1Zin,jn(ξ))⊗ Ein−1,jn−1(N)Ein,jn(N)
whereas, if χ(n− 1) = r, observe that
Zn−1Zn(IN,ξ) = (Zin−1,jn−1Zin,jn(ξ)) ⊗ Ein,jn(N)Ein−1,jn−1(N).
In particular, this pattern repeats where Eik,jk(N) is placed on the left-hand side of the product of matrix
units if χ(k) = ℓ whereas Eik,jk(N) is placed on the right-hand side of the product of matrix units if χ(k) = r.
Hence the result follows by the definition of sχ. 
Remark 3.8. For Eχ((i1, . . . , in), (j1, . . . , jn);N) to be non-zero and to be a diagonal entry (thereby con-
tributing to the trace), it is required that jsχ(k) = isχ(k+1) for all k (where n + 1 → 1). This implies
jk = jsχ(s−1χ (k)) = isχ(s−1χ (k)+1) for all k.
4. The Commutative Case
In this section, we will study bi-matrix models in the commutative case to obtain (commutative in distri-
bution) bi-free central limit distributions. In particular, for this section we take A = (L∞(Ω, µ), E) for our
non-commutative (well, commutative) probability space where
E(f) =
∫
Ω
f(x) dµ.
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Although some results in this section may be obtained via the bi-matrix models with bosonic creation and
annihilation in Section 6 (i.e. with q = 1), the ideas in this section are not only simpler but important for
demonstrating that many random matrix models have direct analogues in the bi-free setting. In particular,
this section can be summarized as, “there is a bi-free analogue of any random matrix model that can be
generalized from random matrices with independent entries to pairs of random matrices where each pair is
independent from each other pair and each pair has a certain covariance matrix associated to it.”
We begin by recalling some definitions.
Definition 4.1. A family X1, . . . , Xn of self-adjoint random variables in (L∞(Ω, µ), E) is a (centred) Gauss-
ian family if there exists a non-singular positive n × n matrix C with real entries (called the covariance
matrix ) such that for all k ∈ N and all 1 ≤ i1, . . . , ik ≤ n,
E(Xi1 · · ·Xik) =
1√
(2π)n det(C)
∫
Rn
xi1 · · ·xine−
1
2 〈C
−1~x,~x〉 dx1 · · · dxn
where ~x = (x1, . . . , xn) and 〈 ·, · 〉 denotes the standard inner product on Rn.
A family of complex random variables X1, . . . , Xn in a ∗-probability space (L∞(Ω, µ), E) is a complex
Gaussian family if Re(X1), . . . ,Re(Xn), Im(X1), . . . , Im(Xn) is a Gaussian family.
Of important use in this section is the following formula.
Theorem 4.2 (Wick’s Formula; see [10, Theorem 22.3] for example). Let X1, . . . , Xn be a Gaussian family
in (L∞(Ω, µ), E) with covariance matrix C = [ci,j ]. For all k ∈ N and 1 ≤ k1, . . . , kn ≤ n,
E(Xk1 · · ·Xkn) =
∑
π∈P2(n)
∏
{x,y}∈π
E(XkxXky )
where P2(n) denotes all pair partitions on {1, . . . , n}. Furthermore
E(XiXj) = ci,j .
Example 4.3. If
C =
[
cX,X cX,Y
cY,X cY,Y
]
is a non-singular positive matrix with real entries, then, by Definition 4.1 and Theorem 4.2, there exists a
Gaussian family X,Y such that
E(X2) = cX,X , E(XY ) = cX,Y , E(Y X) = cY,X , and E(Y
2) = cY,Y .
Example 4.4. If
C =
[
cX,X cX,Y
cY,X cY,Y
]
is a non-singular positive matrix with real entries, then we claim there exists a complex Gaussian family
X,Y such that
E(X2) = 0, E(XY ) = 0, E(Y X) = 0, and E(Y 2) = 0
yet
E
(
XX
)
= cX,X , E
(
XY
)
= cX,Y , E
(
Y X
)
= cY,X , and E
(
Y Y
)
= cY,Y .
Indeed consider the Gaussian family Z1, . . . , Z4 with the covariance matrix
1
2
(C ⊗ I2) = 1
2


cX,X 0 cX,Y 0
0 cX,X 0 cX,Y
cY,X 0 cY,Y 0
0 cY,X 0 cY,Y

 ,
which is clearly a non-singular positive matrix with real entries. Therefore, if X = Z1+iZ2 and Y = Z3+iZ4,
then X,Y is a complex Gaussian family that satisfies the above equations. Indeed
E
(
X2
)
= E
(
Z21
)
+ iE(Z1Z2) + iE(Z2Z1)− E
(
Z22
)
= 0,
E
(
XX
)
= E
(
Z21
)
+ iE(Z1Z2)− iE(Z2Z1) + E
(
Z22
)
= cX,X ,
E(XY ) = E(Z1Z3) + iE(Z2Z3) + iE(Z1Z4)− E(Z2Z4) = 0,
E
(
XY
)
= E(Z1Z3) + iE(Z2Z3)− iE(Z1Z4) + E(Z2Z4) = cX,Y ,
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and similar computations yield the other equalities.
We now introduce Construction 3.1 into this setting.
Definition 4.5. For N ∈ N an N ×N random pair of matrices on (L∞(Ω, µ), E) is a pair (Xℓ, Xr) where
Xℓ is a left matrix and Xr is a right matrix with entries from L∞(Ω, µ) ∈ L(L2(Ω, µ)).
Remark 4.6. Note that a random pair of matrices is not simply a pair of random matrices, but a pair of
random matrices with a certain action on elements of MN (L∞(Ω, µ)).
Definition 4.7. Let
C =
[
cℓ,ℓ cℓ,r
cr,ℓ cr,r
]
be a non-singular, positive matrix with real entries. A self-adjoint C-Gaussian random pair of matrices is an
N ×N random pair of matrices (Xℓ, Xr) on (L∞(Ω, µ), E) with Xℓ = L([Xℓi,j ]) and Xr = R([Xri,j ]) where
(1) Xki,j ∈ L∞(Ω, µ) for all k ∈ {ℓ, r} and i, j ∈ {1, . . . , N},
(2) Xki,j = X
k
j,i for all k ∈ {ℓ, r} and i, j ∈ {1, . . . , N}, and
(3)
{
Xki,i,Re(X
k
i,j), Im(X
k
i,j) | k ∈ {ℓ, r}, i, j ∈ {1, . . . , N}, i < j
}
is a Gaussian family such that
E(Xk1i,jX
k2
l,m) =
1
N
δi,mδj,lck1,k2 .
Remark 4.8. Given a non-singular, positive matrix with real entries
C =
[
cℓ,ℓ cℓ,r
cr,ℓ cr,r
]
one can always construct an N ×N self-adjoint C-Gaussian random pair of matrices by Definition 4.1 and
by taking direct sums of the covariance matrices from Examples 4.3 and 4.4.
Remark 4.9. Due to commutativity and positivity requirements, only certain bi-free central limit distri-
butions ({Zi}i∈I , {Zj}j∈J) on (A, ϕ) will be limits distributions of random pairs of matrices. Indeed we
will require that (A, ϕ) is a ∗-non-commutative probability space, ϕ is a positive linear functional, and the
covariance matrix of ({Zi}i∈I , {Zj}j∈J) is positive, non-singular, and has real entries. In particular, each
Zi and Zj must be a non-zero self-adjoint semicircular variable. Furthermore, as the covariance matrix
is self-adjoint with real entries, κχ(Zk1 , Zk2) = κχ′(Zk2 , Zk1) for all k1, k2 ∈ I ⊔ J . Since a joint moment
of ({Zi}i∈I , {Zj}j∈J) can be computed as sums of products of second-order (ℓ, r)-cumulants by the defini-
tions and results of Section 2, one can verify that ({Zi}i∈I , {Zj}j∈J ) commute in distribution. If C is the
covariance of ({Zi}i∈I , {Zj}j∈J ), we call ({Zi}i∈I , {Zj}j∈J) a C-bi-free central limit distribution.
Theorem 4.10. Let
C =
[
cℓ,ℓ cℓ,r
cr,ℓ cr,r
]
be a non-singular, positive matrix with real entries and let (Sℓ, Sr) be a C-bi-free central limit distribution
with respect to ψ. For each N ∈ N let (Xℓ(N), Xr(N)) be an N × N self-adjoint C-Gaussian random
pair of matrices. Then the joint distribution of (Xℓ(N), Xr(N)) with respect 1
N
Tr ◦ EL(XN ) tends to the
joint distribution of (Sℓ, Sr) with respect to ψ as N tends to infinity; that is, for every n ∈ N and every
χ : {1, . . . , n} → {ℓ, r},
lim
N→∞
1
N
Tr
(
EL(XN )
(
Xχ(1)(N) · · ·Xχ(n)(N)
))
= ψ
(
Sχ(1) · · ·Sχ(n)
)
.
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Proof. The proof presented here is motivated by the proofs in [10, Lecture 22]. Notice, by Lemma 3.7,
Remark 3.8, and Theorem 4.2, that
1
N
Tr
(
EL(X )
(
Xχ(1) · · ·Xχ(n)
))
=
1
N
n
2+1
N∑
i1,...,in=1
E
(
X
χ(1)
i1,i
sχ(s
−1
χ (1)+1)
X
χ(2)
i2,i
sχ(s
−1
χ (2)+1)
· · ·Xχ(n)in,i
sχ(s
−1
χ (n)+1)
)
=
1
N
n
2+1
N∑
i1,...,in=1
∑
π∈P2(n)
∏
{x,y}∈π
E
(
X
χ(x)
ix,i
sχ(s
−1
χ (x)+1)
X
χ(y)
iy,i
sχ(s
−1
χ (y)+1)
)
=
1
N
n
2+1
N∑
j1,...,jn=1
∑
π∈P2(n)
∏
{x,y}∈π
E
(
X
χ(x)
j
s
−1
χ (x)
,j
s
−1
χ (y)+1
X
χ(y)
j
s
−1
χ (y)
,j
s
−1
χ (x)+1
)
(4)
(where the last line follows by replacing ik with js−1χ (k)). Notice equation (4) is zero unless n = 2m, in which
case it equals
1
N1+m
∑
π∈P2(2m)
N∑
j1,...,j2m=1
∏
{x,y}∈π
δj
s
−1
χ (x)
,j
s
−1
χ (y)+1
δj
s
−1
χ (y)
,j
s
−1
χ (x)+1
cχ(x),χ(y)
=
1
N1+m
∑
π∈P2(2m)
N∑
j1,...,j2m=1
∏
{sχ(x),sχ(y)}∈π
δjx,jy+1δjy,jx+1cχ(sχ(x)),χ(sχ(y))
=
1
N1+m
∑
π∈P2(2m)
N∑
j1,...,j2m=1
∏
{x,y}∈s−1χ ·π
δjx,jy+1δjy,jx+1cχ(sχ(x)),χ(sχ(y)).
The computations on [10, page 365] demonstrate for a fixed π ∈ P2(2m) that
lim
N→∞
1
N1+m
N∑
j1,...,j2m=1
∏
{x,y}∈π
δjx,jy+1δjy,jx+1 = 0
unless π is non-crossing in which case the limit is 1. Consequently, for a fixed π ∈ P2(2m),
lim
N→∞
1
N1+m
N∑
i1,...,i2m=1
∏
{x,y}∈s−1χ ·π
δix,iy+1δiy,ix+1cχ(sχ(x)),χ(sχ(y)) = 0 (5)
unless s−1χ · π is non-crossing pair partition, which means π ∈ BNC(χ) is a pair partition. For a pair
partition π ∈ BNC(χ), the limit in equation (5) is ∏{x,y}∈π cχ(x),χ(y). Therefore, if BNC2(χ) denotes the
bi-non-crossing pair partitions corresponding to χ, then
lim
N→∞
1
N
Tr
(
EL(XN )
(
Xχ(1)(N) · · ·Xχ(n)(N)
))
=
∑
π∈BNC2(χ)
∏
{x,y}∈π
cχ(x),χ(y)
=
∑
π∈BNC2(χ)
κπ(Sχ(1), Sχ(2), . . . , Sχ(n))
= ϕ
(
Sχ(1) · · ·Sχ(n)
)
. 
Using the above ideas, asymptotic bi-freeness of random pairs of matrices is easily obtained via observing
the correct ‘colouring’.
Theorem 4.11. Fix an index set K. For each k ∈ K let Ck be a 2×2 non-singular, positive matrix with real
entries and let {(Sℓ,k, Sr,k)}k∈K be a collection of bi-free two-faced pairs with respect to ψ where (Sℓ,k, Sr,k)
is a Ck-bi-free central limit distribution. For each N ∈ N and k ∈ K let (Xℓ,k(N), Xr,k(N)) be an N ×N
self-adjoint Ck-Gaussian random pair of matrices such that entries are independent for different k ∈ K.
For every n ∈ N, every χ : {1, . . . , n} → {ℓ, r}, and every ǫ : {1, . . . , n} → K,
lim
N→∞
1
N
Tr
(
EL(XN )
(
Xχ(1),ǫ(1)(N) · · ·Xχ(n),ǫ(n)(N)
))
= ψ
(
Sχ(1),ǫ(1) · · ·Sχ(n),ǫ(n)
)
.
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In particular, {(Xℓ,k(N), Xr,k(N))}k∈K are asymptotically bi-free with respect 1NTr ◦ EL(XN ).
Proof. By repeating the ideas of Theorem 4.10, we obtain
1
N
Tr
(
EL(X )
(
Xχ(1),ǫ(1) · · ·Xχ(n),ǫ(n)
))
=
1
N
n
2+1
∑
π∈P2(n)
N∑
j1,...,jn=1
∏
{x,y}∈π
δj
s
−1
χ (x)
,j
s
−1
χ (y)+1
δj
s
−1
χ (y)
,j
s
−1
χ (x)+1
δǫ(x),ǫ(y)c
ǫ(x)
χ(x),χ(y).
The result now follows as in Theorem 4.10 as the only π that contribute asymptotically to the sum are
π ∈ BNC2(χ) that may be coloured correctly. 
Remark 4.12. A more general result than Theorem 4.11 is easy to obtain. Indeed let ({Zi}i∈I , {Zj}j∈J)
be a (centred) bi-free central limit distribution and let C = (ck,m)k,m∈I⊔J be the (I ⊔J)× (I ⊔J) covariance
matrix.
If C is non-singular, positive matrix with real entries, then similar arguments to those given in Remark
4.8 show that for each N ∈ N there exists {Xki,j(N) | i, j ∈ {1, . . . , N}, k ∈ I ⊔J} ⊆ (L∞(Ω, µ), E) such that
• Xki,j(N) = Xkj,i(N) for all k ∈ I ⊔ J and i, j ∈ {1, . . . , N}, and
• {Xki,i(N),Re(Xki,j(N)), Im(Xki,j(N)) | i, j ∈ {1, . . . , N}, i < j, k ∈ I ⊔ J} is a Gaussian family such
that
E
(
Xk1i,j(N)X
k2
l,m(N)
)
=
1
N
δi,mδj,lck1,k2 .
For each N ∈ N and k ∈ I ⊔ J , let Xk(N) = Z([Xki,j ]) where Z = L if k ∈ I and Z = R if k ∈ J . Similar
arguments to those above show that the asymptotic joint distribution of ({X i(N)}i∈I , {Xj(N)}j∈J ) with
respect to 1
N
Tr ◦ EL(XN ) as N → ∞ is equal to the joint distribution of ({Zi}i∈I , {Zj}j∈J ). Theorem 4.11
then follows by using the correct covariance matrix.
For those familiar with the development of bi-free probability, it should not be a surprise that results
from free probability can be generalized to bi-free probability provided all left operators commute with all
right operators. Indeed the following result can be interpreted as “in the commutative world, asymptotic
bi-freeness is pretty much asymptotic freeness.”
Theorem 4.13. Let K be a fixed set and consider (L(X ), ϕX ) for some pointed vector space X . For each
N ∈ N let {Xk(N)}k∈K be left N × N matrices and let {Yk(N)}k∈K be right N × N matrices of L(X ).
Suppose that the joint distributions of {Xk(N)}k∈K ∪ {Yk(N)}k∈K converge with respect to 1NTr ◦ EL(XN ).
Furthermore, suppose
(1) Xk(N)Ym(N) = Ym(N)Xk(N) for all k,m ∈ K and for all N , and
(2) Xk(N)IN = Yk(N)IN for all k ∈ K and N .
If K = K1⊔K2 then {Xk(N)}k∈K1 is asymptotically free from {Xk(N)}k∈K2 with respect to 1NTr◦EL(XN ) if
and only if ({Xk(N)}k∈K1 , {Yk(N)}k∈K1) is asymptotically bi-free from ({Xk(N)}k∈K2 , {Yk(N)}k∈K2) with
respect to 1
N
Tr ◦ EL(XN ).
Proof. The proof of this result is obtained by demonstrating that the universal bi-free moment polynomials
(i.e. equation (3)) hold asymptotically for ({Xk(N)}k∈K1 , {Yk(N)}k∈K1) with ({Xk(N)}k∈K2 , {Yk(N)}k∈K2)
if and only if the universal free polynomials (those in equation (3) restricted to χ with χ(m) = ℓ for all m)
hold asymptotically for {Xk(N)}k∈K1 with {Xk(N)}k∈K2 . A carbon copy of the proof of [2, Theorem 10.2.1]
with limN→∞ inserted in multiple places yields the result. We omit further details as similar arguments will
be used later in the paper (see Example 4.15 and the proof of Theorem 5.3). 
Remark 4.14. Note the condition “{Xk(N)}k∈K1 is asymptotically free from {Xk(N)}k∈K2 with respect
to 1
N
Tr ◦ EL(XN )” in Theorem 4.13 is precisely saying that {Xk(N)}k∈K1 is asymptotically free from
{Xk(N)}k∈K2 as usual matrices of operators. As such, since random matrices have commutative entries,
many results from random matrices immediate have random pairs of matrices analogues. Furthermore, if a
result can be proved for random matrices grouped into pairs of two, one immediately has a random pair of
matrices result by viewing the first element in each pair as a left matrix and the second element in the pair
as a right matrix.
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Example 4.15. As an example application of how Theorem 4.13 and its proof work, we will demonstrate for
every bi-free Poisson distribution µ from [5, Example 3.11b] a random pair of matrices with limit distribution
µ. Fix a number λ ∈ (0, 1) and for each N ∈ N choose MN ∈ N such that limN→∞ MNN = λ. For each
N ∈ N let Y (N) be an N ×MN random matrix whose entries are independent Gaussian random variables
with mean 0 and variance 1. If
X(N) =
1
MN
Y (N)∗Y (N)
(a Wishart matrix) then the Marchenko-Pastur law implies the limit distribution of X(N) with respect to
1
N
Tr ◦EL(XN) is equal to the free Poisson law µP with rate λ and jump size 1. Recall the nth free cumulants
of µP is λ for all n ∈ N so the nth free cumulant of X(N) with 1NTr ◦ EL(XN ) tends to λ as N tends to
infinity.
For each (α, β) ∈ R2, [5, Example 3.11b] defined the bi-free Poisson distribution with rate λ and jump
size (α, β), denoted µbP,α,β , to be the limit distribution of((
1− λ
N
)
δ(0,0) +
λ
N
δ(α,β)
)⊞⊞N
where ⊞⊞ denotes the bi-free additive convolution. Furthermore [5] demonstrates that if χ : {1, . . . , n} →
{ℓ, r} then the (ℓ, r)-cumulant of µbP,α,β with respect to χ is λα|χ−1({ℓ})|β|χ−1({r})|.
If, for each N ∈ N, Xℓ(N) = αL(X(N)) and Xr(N) = βR(X(N)), we claim the joint distribution of the
random pair of matrices (Xℓ(N), Xr(N)) with respect to ΨN :=
1
N
Tr ◦ EL(XN ) tends to µbP,α,β as N →∞.
Indeed, by the moment-cumulant equations (1) and (2) it suffices to show for all χ : {1, . . . , n} → {ℓ, r} that
lim
N→∞
κχ
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
= λα|χ
−1({ℓ})|β|χ
−1({r})|.
Notice that if χℓ, χr : {1, . . . , n} → {ℓ, r} are defined by χℓ(k) = ℓ and χr(k) = r for all k then
lim
N→∞
κχℓ
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
= lim
N→∞
κn(αX(N), . . . , αX(N)) = λα
n and
lim
N→∞
κχr
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
= lim
N→∞
κn(βX(N), . . . , βX(N)) = λβ
n
since ΨN(L(X(N))
n) = ΨN(R(X(N))
n) = ΨN(X(N)
n) (the later computed traditionally). Therefore, if
α = 0 or β = 0, the proof is complete. Thus we assume that α, β 6= 0 and χ 6= χℓ, χr.
Let s be the permutation such that
χ−1({ℓ}) = {s(1) < . . . < s(k)} and χ−1({r}) = {s(k + 1) < . . . < s(n)}.
Let χˆ = χ ◦ s. Note that replacing χ by χˆ corresponds to moving all the right nodes down to be beneath the
left ones, without changing their relative order. Furthermore s induces a natural isomorphism from BNC(χ)
to BNC(χˆ) via π 7→ s−1 · π such that µBNC(π, 1χ) = µBNC(s−1 · π, 1χˆ) as µBNC is completely determined
by the lattice structure (see Definition 2.4). Therefore, since Xℓ(N) and Xr(N) commute, we obtain that
κχ
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
=
∑
π∈BNC(χ)
ΨN,π
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
µBNC(π, 1χ)
=
∑
π∈BNC(χˆ)
ΨN,π(X
ℓ(N), . . . , Xℓ(N)︸ ︷︷ ︸
|χ−1({ℓ})| copies
, Xr(N), . . . , Xr(N)︸ ︷︷ ︸
|χ−1({r})| copies
)µBNC(π, 1χˆ).
Let χ′ : {1, . . . , n} → {ℓ, r} be defined by χ′(n) = ℓ and χ′(k) = χˆ(k). Note that replacing χˆ by χ′
corresponds to moving the bottom right node to the left side and thus induced a natural isomorphism from
BNC(χˆ) to BNC(χ′). Since Xr(N)IN =
β
α
Xℓ(N)IN , we obtain, as in [2, Theorem 10.2.1], that
κχ
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
=
β
α
∑
π∈BNC(χ′)
ΨN,π(X
ℓ(N), . . . , Xℓ(N)︸ ︷︷ ︸
|χ−1({ℓ})| copies
, Xr(N), . . . , Xr(N)︸ ︷︷ ︸
|χ−1({r})|−1 copies
, Xℓ(N))µBNC(π, 1χ′ ).
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By repeating the above arguments (i.e. commuting Xℓ(N) past all the Xr(N) in the above expression and
then changing the last Xr(N) to a Xℓ(N)), we obtain that
lim
N→∞
κχ
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
= lim
N→∞
(
β
α
)|χ−1({r})|
κχℓ
(
Xχ(1)(N), . . . , Xχ(n)(N)
)
=
(
β
α
)|χ−1({r})|
λαn = λα|χ
−1({ℓ})|β|χ
−1({r})|
as desired.
We will generalize a few more results from random matrix theory to the bi-free setting by using Theorem
4.13. Of course these results are not exhaustive and there are many more applications and generalizations
of random matrix results.
For the first result, we will use the ideas of [10, Lecture 22] to demonstrate the asymptotic bi-freeness
from Gaussian random pairs of matrices and “constant matrices”. By constant matrices, we mean elements
of MN (C) ⊆ MN(L∞(Ω, µ)), say {Dm(N)}m∈K′ , such that there exists a non-commutative probability
space (A, ϕ) and elements {dm}m∈K′ ⊆ A such that the joint distributions of {Dm(N)}m∈K′ with respect
to 1
N
Tr tend to the joint distribution of {dm}m∈K′. Often one takes Dm(N) to be diagonal matrices as such
matrices can approximate the distribution of any measure on C.
The following result is immediately obtain from the proof of [10, Theorem 22.35] by running said argument
with pairs of Gaussian random matrices independent from one another instead of just independent Gaussian
random matrices - something that had little value to write down in the past. As the proof is modified simply
by keeping track of cumulant terms from non-crossing pair partitions (e.g. see the proof of Theorem 4.10),
we omit the details. For those unhappy with this omission, the results of Sections 5 and 6 can be used to
prove asymptotic bi-freeness from ‘constant diagonal matrices’ (see Remark 6.4).
Theorem 4.16. For each N ∈ N let {(Zk(N), Z ′k(N))}k∈K be pairs of N ×N Gaussian random matrices
such that {Zk(N), Z ′k(N)} is independent from {Zm(N), Z ′m(N)} if k 6= m and the covariance matrix of
(Zk(N), Z
′
k(N)) is a positive, non-singular matrix Ck with real entries. For each N ∈ N let {Dm(N)}m∈K′ ⊆
MN (C) be as above.
The joint distribution of
{(Zk(N), Z ′k(N))}k∈K ∪ {Dm(N)}m∈K′
with respect to 1
N
Tr ◦ EL(XN ) tends to the joint distribution of
{(sk, s′k)}k∈K ∪ {dm}m∈K′
where {(sk, s′k)}k∈K is free from {dm}m∈K′ , (sk, s′k) is independent from (sm, s′m) if k 6= m, and (sk, s′k) is
a pair of self-adjoint semicircular variables with covariance matrix Ck. Consequently, Theorem 4.13 implies
{(L(Zk(N)), R(Z ′k(N)))}k∈K are asymptotically bi-free central limit distributions and are asymptotically bi-
free from ({L(Dm(N))}m∈K′ , {R(Dm(N))}m∈K′).
For our final application of Theorem 4.13, we will examine Haar bi-unitary random pairs of matrices.
Recall from [2, Section 10] that a pair (Uℓ, Ur) in a non-commutative probability space (A, ϕ) is said to be
a Haar bi-unitary if the joint distribution of (Uℓ, Ur) with respect to ϕ is equal to the joint distribution
of (U,U) where U is a Haar unitary in some non-commutative probability space. Consequently, if U(N) ∈
MN (L∞(Ω, µ)) is a Haar unitary random matrix, we will call (L(U(N)), R(U(N))) a Haar bi-unitary random
pair of matrices.
Based on definition and [10, Theorem 23.13], we immediately obtain the following.
Theorem 4.17. For each N ∈ N let {Uk(N)}k∈K be independent N × N Haar unitary random matrices
and let {Dm(N)}m∈K′ ⊆MN (C) be such that for some ∗-non-commutative probability space (A, ϕ) and for
some elements {dm}m∈K′ ⊆ A the joint ∗-distributions of {Dm(N)}m∈K′ with respect to 1NTr tend to the
joint ∗-distribution of {dm}m∈K′ . Then the joint ∗-distributions of
{(L(Uk(N)), R(Uk(N)))}k∈K ∪ ({L(Dm(N))}m∈K′ , {R(Dm(N))}m∈K′)
with respect to 1
N
Tr ◦ EL(XN ) tends to the joint ∗-distribution of the bi-free pairs of faces
{(Uℓ,k, Ur,k)}k∈K ∪ ({L(dm)}m∈K′ , {R(dm)}m∈K′)
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as N → ∞, where each (Uℓ,k, Ur,k) is a Haar bi-unitary. In particular, Haar bi-unitary random pair of
matrices are asymptotically bi-free from constant matrices.
Remark 4.18. Recall [2, Theorem 10.1.3] shows that if (C,D) is a pair of algebras that is bi-free from a Haar
bi-unitary (Uℓ, Ur) in a non-commutative probability space (A, ϕ), then (C,D) and (UℓCU∗ℓ , UrDU∗r ) are bi-
free pairs of faces. In particular, combining [2, Theorem 10.1.3] with Theorem 4.17, by conjugating constant
matrices by Haar bi-unitary random pairs of matrices, one can obtain many bi-free joint distributions.
5. Bi-Matrix Models with Fock Space Entries
In this section, a bi-matrix model involving left and right creation and annihilation operators on a Fock
space will be examined. The results of this section generalize those of [12, Section 5] to the bi-free setting
and provide bi-matrix models for all bi-free central limit distributions.
Throughout this section let X = F(H), namely the Fock space of a Hilbert space H of sufficiently large
size. If Ω is the vacuum vector of F(H) then pX : X → C is defined by pX (λΩ ⊕ η) = λ. Furthermore
ϕ0 := ϕX : L(X ) → C is defined by ϕ0(T ) = 〈TΩ,Ω〉 (all inner products linear in the first entry) thereby
making (L(X ), ϕ0) a non-commutative probability space.
Given an element h ∈ H, let l(h) and r(h) denote the left and right creation operators by h respectively
and let l∗(h) = (l(h))∗ and r∗(h) = (r(h))∗ be the corresponding annihilation operators. Then:
l∗(h1)l(h2) = 〈h2, h1〉IX , (6)
r∗(h1)r(h2) = 〈h2, h1〉IX , (7)
[l∗(h1), r(h2)] = l
∗(h1)r(h2)− r(h2)l∗(h1) = 〈h2, h1〉PΩ, (8)
[r∗(h1), l(h2)] = r
∗(h1)l(h2)− l(h2)r∗(h1) = 〈h2, h1〉PΩ, and (9)
[l(h1), r(h2)] = [l
∗(h1), r
∗(h2)] = 0, (10)
where PΩ ∈ L(X ) is the projection onto the vacuum vector. Furthermore, for all T, S ∈ L(X ),
ϕ(TPΩS) = 〈TPΩSΩ,Ω〉 = ϕ(S)〈TΩ,Ω〉 = ϕ(T )ϕ(S).
Using notation and conventions from Construction 3.1, we have the following which is the bi-free analogue
of part of [12, Theorem 5.2].
Theorem 5.1. Given an index set K, an N ∈ N, and an orthonormal set of vectors {hki,j | i, j ∈
{1, . . . , N}, k ∈ K} ⊆ H consider the N × N left and right matrices of L(XN ) defined for each k ∈ K
by
Lk :=
1√
N
L
([
l(hki,j)
])
, L∗k :=
1√
N
L
([
l∗(hkj,i)
])
Rk :=
1√
N
R
([
r(hki,j)
])
, R∗k :=
1√
N
R
([
r∗(hkj,i)
])
.
Let Φ = 1
N
Tr ◦ EL(XN ). Then
(1) L∗mLk = δk,mIXN , R
∗
mRk = δk,mIXN , [Lm, Rk] = [L
∗
m, R
∗
k] = 0, [L
∗
m, Rk] = δk,mP0, and [R
∗
m, Lk] =
δk,mP0 where P0 ∈ L(XN ) is the linear map
P0([ξi,j ]) =
1
N
diag(PΩ(Tr([ξi,j ])), . . . , PΩ(Tr([ξi,j ]))).
(2) P 20 = P0.
(3) Φ(TP0S) = Φ(T )Φ(S) for all T, S ∈ L(XN ).
(4) The joint distribution of {Lk, L∗k, Rk, R∗k}k∈K with respect to Φ is equal the joint distribution of
{l(hk), l∗(hk), r(hk), r∗(hk)}k∈K with respect to ϕ0 where {hk}k∈K ⊆ H is an orthonormal set.
Proof. For (1), notice
L∗mLk =
1
N
L
([
N∑
x=1
l∗(hmx,i)l(h
k
x,j)
])
=
1
N
δk,mL
([
N∑
x=1
δi,j
])
= δk,mL(IN,L(X )) = δk,mIXN ,
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as L is a homomorphism and
R∗mRk =
1
N
R
([
N∑
y=1
r∗(hmj,y)r(h
k
i,y)
])
=
1
N
δk,mR
([
N∑
y=1
δi,j
])
= δk,mR(IN,L(X )) = δk,mIXN
as R is a homomorphism on MN(L(X )op)op. Furthermore equation (10) together with Remark 3.2 implies
that [Lm, Rk] = [L
∗
m, R
∗
k] = 0.
Since
LmR
∗
k[ξi,j ] =
1√
N
Lm
([
N∑
y=1
r∗(hkj,y)ξi,y
])
=
1
N
[
N∑
x,y=1
l(hmi,x)r
∗(hkj,y)ξx,y
]
,
and since, by equation (9),
R∗kLm[ξi,j ] =
1√
N
R∗k
([
N∑
x=1
l(hmi,x)ξx,j
])
=
1
N
[
N∑
x,y=1
r∗(hkj,y)l(h
m
i,x)ξx,y
]
=
1
N
[
N∑
x,y=1
(
l(hmi,x)r
∗(hkj,y) + 〈hmi,x, hkj,y〉PΩ
)
ξx,y
]
= LmR
∗
k[ξi,j ] +
1
N
[
N∑
x,y=1
〈hmi,x, hkj,y〉PΩξx,y
]
= LmR
∗
k[ξi,j ] +
1
N
δk,m
[
N∑
x=1
δi,jPΩξx,x
]
= LmR
∗
k[ξi,j ] + δk,mP0[ξi,j ],
we obtain that [L∗m, Rk] = δk,mP0. Similar computations show [R
∗
m, Lk] = δk,mP0 thereby completing part
(1).
Part (2) is a trivial computation using the fact that P 2Ω = PΩ. To see part (3), write S(IN,Ω) = [ξi,j ].
Then
Φ(S) =
1
N
N∑
y=1
pX (ξy,y)
so
P0S(IN,Ω) =
1
N
diag
(
PΩ
(
N∑
y=1
ξy,y
)
, . . . , PΩ
(
N∑
y=1
ξy,y
))
= Φ(S)IN,Ω.
Hence
Φ(TP0S) = pXN (TP0S(IN,Ω)) = Φ(S)pXN (TIN,Ω) = Φ(S)Φ(T ).
For part (4), it must be shown that given any word W in {Lk, L∗k, Rk, R∗k}k∈K we have Φ(W ) = ϕ0(w)
where w is the corresponding word in
{
l(hk), l∗(hk), r(hk), r∗(hk)
}
k∈K
. Note [12, Theorem 5.2] completes
the claim if no Rk nor R
∗
k appear in W . Thus we proceed by an induction argument using parts (1) and (3).
Suppose it has been demonstrated that Φ(W ) = ϕ0(w) for all words W with at most n ≥ 0 occurrences
of {Rk, R∗k}k∈K and all words W with n+1 occurrences {Rk, R∗k}k∈K and length at most m ≥ 0. Let W be
a word with n+ 1 occurrences of {Rk, R∗k}k∈K and length m+ 1.
If W = V Rgk for some word V of length one less than the length of W and some g ∈ {·, ∗}, then, since
RgkIN,Ω = L
g
kIN,Ω (see Remark 3.3), we obtain that
Φ(W ) = Φ (V Rgk) = Φ (V L
g
k) .
If w = vrgk is the corresponding word in
{
l(hk), l∗(hk), r(hk), r∗(hk)
}
k∈K
, then since rgkΩ = l
g
kΩ, we obtain
that
ϕ0(w) = ϕ0 (vr
g
k) = ϕ0 (vl
g
k) .
Thus the inductive hypotheses then implies that Φ(W ) = ϕ0(w).
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Otherwise we may decompose W = V1R
g1
k L
g2
mV2 for some g1, g2 ∈ {1, ∗} and some words V1, V2 with V2 a
word in {Lk, L∗k}k∈K . We will now demonstrate a process to reduce the length of Lg2mV2. Write w = v1rg1k lg2m v2.
If g1 = g2 or g1 6= g2 and k 6= m, then, by part (1) along with equations (8), (9), and (10), we obtain
Φ(W ) = Φ (V1L
g2
mR
g1
k V2) and ϕ0(w) = ϕ0 (v1l
g2
mr
g1
k v2) .
Otherwise, if g1 = ∗, g2 = 1, and k = m, then
Φ(W ) = Φ (V1L
g2
mR
g1
k V2) + Φ(V1P0V2) = Φ (V1L
g2
mR
g1
k V2) + Φ(V1)Φ(V2)
by parts (1) and (3) whereas
ϕ0(w) = ϕ0 (v1l
g2
mr
g1
k v2) + ϕ0(v1PΩv2) = ϕ0 (v1l
g2
mr
g1
k v2) + ϕ0(v1)ϕ0(v2)
by equation (9). As similar expressions hold for g1 = ∗, g2 = 1, and k = m (changing + to −), by
the inductive hypotheses we obtain that Φ(W ) = ϕ0(w) provided Φ (V1L
g2
mR
g1
k V2) = ϕ0 (v1l
g2
mr
g1
k v2). By
repeating this process, we eventually reduce the word W into one ending with Rg1k thereby completing the
inductive step by previous arguments. 
Remark 5.2. As all bi-free central limit distributions may be obtained using left and right creation and
annihilation operators on a Fock space by [19, Theorem 7.4], Theorem 5.1 may be used to construct bi-matrix
analogues of all bi-free central limit distributions by taking suitable linear combinations.
With Theorem 5.1 complete, we now demonstrate the bi-free analogue of the second half of [12, Theorem
5.2].
Theorem 5.3. With the notation in Theorem 5.1,
({Lk, L∗k}k∈K , {Rk, R∗k}k∈K) and (L(MN (C)), R(MN (C)op))
are bi-free with respect to Φ.
Proof. To prove the claim, it suffices by Theorem 2.6 to show that the universal bi-free moment polynomials
from equation (3) are satisfied; that is, we must demonstrate that
Φ
(
Z
χ(1),ǫ(1)
k1
· · ·Zχ(n),ǫ(n)kn
)
=
∑
π∈BNC(χ)

 ∑
σ∈BNC(χ)
π≤σ≤ǫ
µBNC(π, σ)

Φπ (Zχ(1),ǫ(1)k1 , . . . , Zχ(n),ǫ(n)kn ) (11)
for all χ : {1, . . . , n} → {ℓ, r} and ǫ : {1, . . . , n} → {1, 2} where
Zℓ,1j ∈ {Lk, L∗k, IXN}k∈K , Zr,1j ∈ {Rk, R∗k, IXN }k∈K , Zℓ,2j ∈ L(MN(C)), Zr,2j ∈ R(MN(C)op).
Suppose equality has been demonstrated in equation (11) for all χ : {1, . . . , n′} → {ℓ, r} and ǫ :
{1, . . . , n′} → {1, 2} with |χ−1({r})| ≤ m and for all χ : {1, . . . , n′} → {ℓ, r} and ǫ : {1, . . . , n′} → {1, 2}
with |χ−1({r})| = m + 1 and n′ < n. Note that the base case m = 0 follows from [12, Theorem 5.2]. Fix
χ : {1, . . . , n} → {ℓ, r} and ǫ : {1, . . . , n} → {1, 2} with |χ−1({r})| = m+ 1.
If χ(n) = r, let χ′ : {1, . . . , n} → {ℓ, r} be defined by χ′(n) = ℓ and χ′(y) = χ(y) for all y 6= n. Since
RkIN,Ω = LkIN,Ω, R
∗
kIN,Ω = L
∗
kIN,Ω, and R([ai,j ])IN,Ω = L([ai,j ])IN,Ω,
by replacing Z
χ(n),ǫ(n)
kn
with Z
χ′(n),ǫ(n)
kn
, we obtain
Φ
(
Z
χ(1),ǫ(1)
k1
· · ·Zχ(n),ǫ(n)kn
)
= Φ
(
Z
χ′(1),ǫ(1)
k1
· · ·Zχ′(n),ǫ(n)kn
)
and
Φπ
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(n),ǫ(n)
kn
)
= Φπ
(
Z
χ′(1),ǫ(1)
k1
, . . . , Z
χ′(n),ǫ(n)
kn
)
,
where π ∈ BNC(χ) is automatically an element of BNC(χ′) as moving the bottom node from the right side
to the left side is a bijection from BNC(χ) to BNC(χ′). Since this bijection preserves the coefficient∑
σ∈BNC(χ)
π≤σ≤ǫ
µBNC(π, σ),
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due to the relation between µBNC and µNC (see comment after Definition 2.4), we obtain both sides of
equation (11) are preserved under this operation. Consequently, equation (11) holds in this case by the
inductive hypothesis.
Otherwise, we may select x ∈ {1, . . . , n} such that χ(x) = r yet χ(y) = ℓ for all y > x. Let χ′ :
{1, . . . , n} → {ℓ, r} be defined by χ′(x) = ℓ, χ′(x+1) = r, and χ′(y) = χ(y) for all y 6= x, x+1. Similarly, let
ǫ′ : {1, . . . , n} → {1, 2} be defined by ǫ′(x) = ǫ(x+ 1), ǫ′(x + 1) = ǫ(x), and ǫ′(y) = ǫ(y) for all y 6= x, x + 1,
and let
Z
χ′(x),ǫ′(x)
k′x
= Z
χ(x+1),ǫ(x+1)
kx+1
, Z
χ′(x+1),ǫ′(x+1)
k′
x+1
= Z
χ(x),ǫ(x)
kx
, and Z
χ′(y),ǫ′(y)
k′y
= Z
χ(y),ǫ(y)
ky
for all y 6= x, x + 1. Note there is a bijection from BNC(χ) to BNC(χ′) obtained by sending an element
π ∈ BNC(χ) to π′ ∈ BNC(χ′) where π′ is obtained from π by interchanging x and x+ 1.
If [
Z
χ(x),ǫ(x)
kx
, Z
χ(x+1),ǫ(x+1)
kx+1
]
= 0
then for all π ∈ BNC(χ)
Φ
(
Z
χ(1),ǫ(1)
k1
· · ·Zχ(n),ǫ(n)kn
)
= Φ
(
Z
χ′(1),ǫ′(1)
k′1
· · ·Zχ′(n),ǫ′(n)k′n
)
and
Φπ
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(n),ǫ(n)
kn
)
= Φπ′
(
Z
χ′(1),ǫ′(1)
k′1
, . . . , Z
χ′(n),ǫ′(n)
k′n
)
where the second equality holds for all π as either x and x+1 are in the same block of π and the corresponding
operators commute, or are in different blocks in which case the equality is trivial. Since∑
σ∈BNC(χ)
π≤σ≤ǫ
µBNC(π, σ) =
∑
σ′∈BNC(χ′)
π′≤σ′≤ǫ′
µBNC(π
′, σ′)
due to the connection between µBNC and µNC , both sides of equation (11) are preserved under this operation
in this case. Otherwise if [
Z
χ(x),ǫ(x)
kx
, Z
χ(x+1),ǫ(x+1)
kx+1
]
6= 0
then we must be in the case
Z
χ(x),ǫ(x)
kx
= Rk and Z
χ(x+1),ǫ(x+1)
kx+1
= L∗k
or the case
Z
χ(x),ǫ(x)
kx
= R∗k and Z
χ(x+1),ǫ(x+1)
kx+1
= Lk
for some k ∈ K. In the first case, we obtain that
Φ
(
Z
χ(1),ǫ(1)
k1
· · ·Zχ(n),ǫ(n)kn
)
= Φ
(
Z
χ′(1),ǫ′(1)
k′1
· · ·Zχ′(n),ǫ′(n)k′n
)
+Φ
(
Z
χ(1),ǫ(1)
k1
· · ·Zχ(x−1),ǫ(x−1)kx−1 IXN
)
Φ
(
IXNZ
χ(x+2),ǫ(x+2)
kx+2
· · ·Zχ(n),ǫ(n)kn
)
by parts (1) and (3) of Theorem 5.1. If x ≁π x+ 1, then we trivially obtain that
Φπ
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(n),ǫ(n)
kn
)
= Φπ′
(
Z
χ′(1),ǫ′(1)
k′1
, . . . , Z
χ′(n),ǫ′(n)
k′n
)
.
However, if x ∼π x+ 1, then
Φπ
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(n),ǫ(n)
kn
)
= Φπ′
(
Z
χ′(1),ǫ′(1)
k′1
, . . . , Z
χ′(n),ǫ′(n)
k′n
)
+Φπ1
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(x−1),ǫ(x−1)
kx−1
, IXN
)
Φπ2
(
IXN , Z
χ(x+2),ǫ(x+2)
kx+2
, . . . , Z
χ(n),ǫ(n)
kn
)
where π1 = π|{1,...,x} (remove all of x+1, . . . , n otherwise keeping the blocks the same) and π2 = π|{x+1,...,n}.
Note the map taking π ∈ BNC(χ) with x ∼π x+ 1 to (π1, π2) ∈ BNC(χ|{1,...,x})×BNC(χ|{x+1,...,n}) is a
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bijection such that
∑
σ∈BNC(χ)
π≤σ≤ǫ
µBNC(π, σ) =


∑
σ1∈BNC(χ|{1,...,x})
π1≤σ1≤ǫ|{1,...,x}
µBNC(π1, σ1)




∑
σ2∈BNC(χ|{x+1,...,n})
π2≤σ2≤ǫ|{x+1,...,n}
µBNC(π2, σ2)


where σ1 = σ|{1,...,x} and σ2 = σ|{x+1,...,n}. Indeed the above equality can immediately be obtained us-
ing Definition 2.4 (which shows µBNC is completely determined by the lattice structure) followed by the
multiplicative properties of the Mo¨bius function to obtain
µBNC(π, σ) = µBNC(π1 ∪ π2, σ1 ∪ σ2) = µBNC(π1, σ1)µBNC(π2, σ2).
Since, the inductive hypothesis implies
Φ
(
Z
χ(1),ǫ(1)
k1
· · ·Zχ(x−1),ǫ(x−1)kx−1 IXN
)
Φ
(
IXNZ
χ(x+2),ǫ(x+2)
kx+2
· · ·Zχ(n),ǫ(n)kn
)
=
∑
π1∈BNC(χ|{1,...,x})
π2∈BNC(χ|{x+1,...,n})

 ∑
σ1∈BNC(χ|{1,...,x})
π1≤σ1≤ǫ|{1,...,x}
µBNC(π1, σ1)



 ∑
σ2∈BNC(χ|{x+1,...,n})
π2≤σ2≤ǫ|{x+1,...,n}
µBNC(π2, σ2)

 ·
Φπ1
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(x−1),ǫ(x−1)
kx−1
, IXN
)
Φπ2
(
IXN , Z
χ(x+2),ǫ(x+2)
kx+2
, . . . , Z
χ(n),ǫ(n)
kn
)
,
we obtain that equation (11) holds for the sequence
(
Z
χ(1),ǫ(1)
k1
, . . . , Z
χ(n),ǫ(n)
kn
)
if and only if equation (11)
holds for the sequence
(
Z
χ′(1),ǫ′(1)
k′1
· · ·Zχ′(n),ǫ′(n)k′n
)
provided
Z
χ(x),ǫ(x)
kx
= Rk and Z
χ(x+1),ǫ(x+1)
kx+1
= L∗k.
The same holds by similar arguments when
Z
χ(x),ǫ(x)
kx
= R∗k and Z
χ(x+1),ǫ(x+1)
kx+1
= Lk.
By repeating these arguments of interchanging left and right operators (which preserve both sides of
equation (11)) we eventually reach the case that χ(n) = r. As a previous case implies equation (11) holds
when χ(n) = r, equation (11) holds. Thus the result follows by the Principle of Mathematical Induction. 
6. Bi-Matrix Models with q-Deformed Fock Space Entries
In this section, we will demonstrate the bi-free analogue of [11, Theorem 2.1] by determining the asymptotic
distributions of left and right matrices containing creation and annihilation operators on q-deformed Fock
spaces. Although this section is long and technical, it can be summarized via two points:
(1) If {hk}k∈K is an orthonormal set in a Hilbert space H, then the two-faced families
{({l(hk), l∗(hk)}, {r(hk), r∗(hk)})}k∈K
are bi-free and a bi-free central limit distribution by [19, Theorem 7.4]. Thus the joint distributions
are completely determined by bi-non-crossing pair partitions where the ∗-terms precede the non-∗-
terms and the pairs must be of the same k ∈ K colour.
(2) The proof of [11, Theorem 2.1] directly generalizes once the permutation sχ is applied in the appro-
priate manner.
As a consequence of Theorem 6.1, Theorem 4.11 is automatically obtained via the q = 1 case and many
implications from [11] immediately carry forward to the bi-free setting.
We begin with definitions. Let H be a (finite dimensional) Hilbert space. Recall, for q ∈ [−1, 1], the
q-deformed Fock space Fq(H) is the Hilbert space
Fq(H) = CΩq ⊕

⊕
n≥1
H⊗n


SOME BI-MATRIX MODELS FOR BI-FREE LIMIT DISTRIBUTIONS 19
equipped with the inner product
〈g1 ⊗ · · · ⊗ gn, h1 ⊗ · · · ⊗ hm〉q = δn,m
∑
σ∈Sn
qinv(σ)
N∏
k=1
〈gk, hσ(k)〉H
where Sn is the permutation group on {1, . . . , n} and
inv(σ) = |{(i, j) ∈ {1, . . . , n}2 | i < j, σ(i) > σ(j)}|
is the number of inversions in σ. We define the vacuum state ϕq : L(Fq(H))→ C by
ϕq(T ) = 〈TΩq,Ωq〉q.
For this section X will denote Fq(H).
For each h ∈ H, there are left (right) creation and annihilation operators, denoted a(h) and a∗(h) (b(h)
and b∗(h)) respectively, which are defined by
a(h)Ωq = h, a
∗(h)Ωq = 0,
b(h)Ωq = h, b
∗(h)Ωq = 0,
a(h)(h1 ⊗ · · · ⊗ hn) = h⊗ h1 ⊗ · · · ⊗ hn,
b(h)(h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ hn ⊗ h,
a∗(h)(h1 ⊗ · · · ⊗ hn) =
n∑
k=1
qk−1〈hk, h〉h1 ⊗ · · · ⊗ hˇk ⊗ · · · ⊗ hn, and
b∗(h)(h1 ⊗ · · · ⊗ hn) =
n∑
k=1
qn−k〈hk, h〉h1 ⊗ · · · ⊗ hˇk ⊗ · · · ⊗ hn,
where hˇk denotes hk is omitted in the tensor. Note (a(h))
∗ = a∗(h) and (b(h))∗ = b∗(h). Furthermore, it is
possible to verify the relations
[a(h1), b(h2)] = 0, (12)
[a∗(h1), b
∗(h2)] = 0, (13)
[a∗(h1), b(h2)] = 〈h2, h1〉

∑
n≥0
qnPn

 , (14)
[b∗(h1), a(h2)] = 〈h2, h1〉

∑
n≥0
qnPn

 , (15)
a∗(h1)a(h2)− qa(h2)a∗(h1) = 〈h2, h1〉IFq(H), and (16)
b∗(h1)b(h2)− qb(h2)b∗(h1) = 〈h2, h1〉IFq(H), (17)
where Pn ∈ L(X ) is the projection onto the tensors of length n.
Let N ∈ N and let K be a fixed set. Suppose {hki,j | i, j ∈ {1, . . . , N}, k ∈ K} is an orthonormal set in
H. For θ ∈ {ℓ, r}, define
Zθ,·k (N) =
1√
N
Zθ
([
zθ(hki,j)
])
Zθ,∗k (N) =
1√
N
Zθ
([(
zθ
)∗ (
hkj,k
)])
Zθ,tk (N) =
1√
N
Zθ
([
zθ(hkj,i)
])
Zθ,t∗k (N) =
1√
N
Zθ
([(
zθ
)∗
(hki,j)
])
where, symbolically, Zℓ = L, Zr = R, zℓ = a, and zr = b.
Theorem 6.1. The asymptotic distribution of{
Zθ,·k (N), Z
θ,∗
k (N), Z
θ,t
k (N), Z
θ,t∗
k (N) | k ∈ K, θ ∈ {ℓ, r}
}
with respect to ΨN :=
1
N
Tr ◦ EL(XN ) is equal to the distribution of{
zθ,·k , z
θ,∗
k , z
θ,t
k , z
θ,t∗
k | k ∈ K, θ ∈ {ℓ, r}
}
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with respect to ϕ0, where z
ℓ
0 = l, z
r
0 = r, z
θ,·
k = z
θ
0(hk), z
θ,∗
k = (z
θ
0)
∗(hk), z
θ,t
k = z
θ
0(h
t
k), z
θ,t∗
k = (z
θ
0)
∗(htk),
and {hk, htk | k ∈ K} is an orthonormal set. Furthermore, the difference in the distributions of a fixed word
is O( 1
N
) as N →∞.
Proof. This proof is obtained by modifying the proof of [11, Theorem 2.1]. As such, many details are omitted
by referring to [11].
It suffices to show that if χ : {1, . . . , n} → {ℓ, r}, g : {1, . . . , n} → {·, ∗, t, t∗}, and k1, . . . kn ∈ K, then
lim
N→∞
ΨN
(
Z
χ(1),g(1)
k1
(N) · · ·Zχ(n),g(n)kn (N)
)
= ϕ0
(
z
χ(1),g(1)
k1
· · · zχ(n),g(n)kn
)
. (18)
Recall ({
zℓ,·k , z
ℓ,∗
k , z
ℓ,t
k , z
ℓ,t∗
k | k ∈ K
}
,
{
zr,·k , z
r,∗
k , z
r,t
k , z
r,t∗
k | k ∈ K
})
is a bi-free central limit distribution by [19, Theorem 7.4] with
κ
(
zθ,wk , z
θ′,w′
k′
)
= 0
unless k = k′ and either w = ∗ and w′ = · or w = t∗ and w′ = t (in which case it is equal to 1). Consequently
ϕ0
(
z
χ(1),g(1)
k1
· · · zχ(n),g(n)kn
)
= 0 unless there exists a π ∈ BNC2(χ) such that
(a) if x ∼π y then kx = ky, and
(b) if x ∼π y with x < y, then either g(x) = ∗ and g(y) = ·, or g(x) = t∗ and g(y) = t.
If such a π exists, then ϕ0
(
z
χ(1),g(1)
k1
· · · zχ(n),g(n)kn
)
= 1 by the moment-cumulant formulae of Section 2.
By Lemma 3.7 and Remark 3.8, we obtain the left-hand-side of equation (18) is
1
N
n
2+1
N∑
j1,...,jn=1
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
z2
(
js−1χ (2), js−1χ (2)+1; k2
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
(19)
where
zm(i, j; k) =


a(hki,j) if g(m) = ·
a∗(hkj,i) if g(m) = ∗
a(hkj,i) if g(m) = t
a∗(hki,j) if g(m) = t∗
when χ(m) = ℓ
and
zm(i, j; k) =


b(hki,j) if g(m) = ·
b∗(hkj,i) if g(m) = ∗
b(hkj,i) if g(m) = t
b∗(hki,j) if g(m) = t∗
when χ(m) = r.
Notice that if hki,j is replaced by zh
k
i,j for some z ∈ C with |z| = 1, the distribution of any term in
expression (19) is not changed. Therefore, since h 7→ a(h) and h 7→ b(h) are linear in h, we obtain that
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
= 0
unless there is a π ∈ P2(n) such that
(1) x ∼π y implies kx = ky, and
(2) x ∼π y and x 6= y implies that the set {g(x), g(y)} is one {∗, ·}, {∗, t}, {t∗, ·}, {t∗, t}.
Moreover, for such a partition π, we have that if x ∼π y and x 6= y then
js−1χ (x) = js−1χ (y)+1 and js−1χ (x)+1 = js−1χ (y) if {g(x), g(y)} = {∗, ·} or {t∗, t} (20)
js−1χ (x) = js−1χ (y) and js−1χ (x)+1 = js−1χ (y)+1 otherwise. (21)
Denote by Θ the set of all partitions satisfying (1) and (2). Then expression (19) equals
1
N
n
2 +1
N∑
j1,...,js=1
jk satisfy (20),(21) for some π∈Θ
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
.
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The sum is zero if Θ is empty, which occurs when n is odd. Since ϕ0
(
z
χ(1),g(1)
k1
· · · zχ(n),g(n)kn
)
= 0 by above
discussions when n is odd, we may assume n is even for the remainder of the proof.
As in [11], let C be a polygon with n edges and let
D = {maps from the vertices on C to {1, . . . , N}}.
Enumerate the vertices of C clockwise. Then the tuples {(j1, . . . , jn) | jk ∈ {1, . . . , N}} can be identified
with elements of D in the trivial way where jk is the value of an element of D on the k
th vertex. Orient the
edges of C via 1→ 2→ · · · → n→ 1 and label the edge from k to k+1 (where n+1 = 1) with sχ(k). Thus
π can be viewed as a partition on the set of edges of C labelled in this way. Consider the quotient graph
C/π, where two edges x and y with x 6= y and x ∼π y are “glued” together with orientation reversion if
{g(x), g(y)} = {∗, ·} or {t∗, t} and with orientation preservation otherwise. Hence if sχ(x) ∼π sχ(y) then the
vertices jx and jy+1 pair up and the vertices jx+1 and jy pair up if orientation is reversed and the vertices
jx and jy pair up and the vertices jx+1 and jy+1 pair up if orientation is preserved. Note there is a clear
injection i from
Dπ := {maps from the vertices on C/π to {1, . . . , N}}
into D such that (j1, . . . , jn) satisfies (20) and (21) if and only if (j1, . . . , jn) lies in the image of i : Dπ → D.
Using this notation, expression (19) now becomes
1
N
n
2 +1
∑
(j1,...,jn)∈i(Dπ)
for some π∈Θ
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
.
As in [11], the number of elements of Dπ that are not injective is of order at most O(N
n
2 ). Therefore,
if D′π is the subset of Dπ consisting of injective functions then, modulo terms of O(
1
N
), the expression (19)
equals
1
N
n
2 +1
∑
(j1,...,jn)∈i(D
′
π)
for some π∈Θ
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
.
If π satisfies (1) and (2) and C/π has at most n2 vertices, then |Dπ| = O(N
n
2 ) so such π may be ignored
asymptotically in the sum. As C has n edges, C/π has at most n2 + 1 vertices. By [11, Lemmata 2.2, 2.3],
such a C/π has precisely n2 + 1 vertices if and only if π non-crossing on (sχ(1), . . . , sχ(n)) (with the nodes
in that order) and the edges of C were glued together only using orientation reversion. Hence π ∈ BNC(χ)
and we need only consider π satisfying (20) everywhere.
Let Θ′ denote the subset of Θ consisting of π ∈ BNC(χ) satisfying (20) everywhere. It is possible to verify
that |i(D′π) ∩ i(D′π′)| = O(N
n
2 ) whenever π, π′ ∈ Θ′ are such that π 6= π′. Thus, up to O( 1
N
), expression
(19) equals∑
π∈Θ′
1
N
n
2+1
∑
(j1,...,jn)∈i(D′π)
ϕq
(
z1
(
j
s
−1
χ (1)
, j
s
−1
χ (1)+1
; k1
)
· · · zn
(
j
s
−1
χ (n)
, j
s
−1
χ (n)+1
; kn
))
.
Again, an empty sum is zero by definition.
If π ∈ Θ′ is such that there exists x ∼π y with x < y and g(x) = · (so g(y) = ∗), then we claim that∑
(j1,...,jn)∈i(D′π)
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
= 0.
To see this, we recall that D′π consists of injective elements so the set
{
js−1χ (x), js−1χ (x)+1
}
is not equal to
any set
{
js−1χ (m), js−1χ (m)+1
}
for m 6= x, y. Since zy
(
js−1χ (y), js−1χ (y)+1; ky
)
is either a∗(h) or b∗(h) for some
h ∈ H, we obtain using equations (13), (14), (15), (16), and (17) that
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
= ±qmϕq
(
. . . zy
(
js−1χ (y), js−1χ (y)+1; ky
))
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for some m ∈ N ∪ {0}. Since zy
(
js−1χ (y), js−1χ (y)+1; ky
)
Ωq = 0, the claim follows. Similarly if π ∈ Θ′ is such
that there exists x ∼π y with x < y and g(x) = t (so g(y) = t∗), then∑
(j1,...,jn)∈i(D′π)
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
= 0.
Thus we need only consider π ∈ Θ′ satisfying (b).
Suppose π ∈ Θ′ satisfies (b). We claim that
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
= 1.
Indeed, using just equations (12), (13), (14), and (15) one can write
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
)
as a product of
i)
ag
′(1)(h′1) · · ·ag
′(m)(h′m)
where {h′1, . . . , h′m} are unit vectors, g′ : {1, . . . ,m} → {·, ∗}, and there is a pair non-crossing partition
π′ on {1, . . . ,m} such that if x ∼π y and x < y then g′(x) = ∗, g′(y) = ·, and h′x = h′y, and h′x⊥h′y if
x ≁π y,
ii)
bg
′(1)(h′1) · · · bg
′(m)(h′m)
where {h′1, . . . , h′m} are unit vectors, g′ : {1, . . . ,m} → {·, ∗}, and there is a pair non-crossing partition
π′ on {1, . . . ,m} such that if x ∼π y and x < y then g′(x) = ∗, g′(y) = ·, and h′x = h′y, and h′x⊥h′y if
x ≁π y, and
iii)
b∗(h)a(h) and a∗(h)b(h)
where h is a unit vector.
This is best seen via the following process on bi-non-crossing diagrams (thinking of equations (12), (13), (14),
and (15)) where hx⊥hy if x 6= y.
a∗(h6)
b∗(h8)
a∗(h7)
b(h8)
b∗(h5)
a(h7)
a(h6)
b∗(h2)
b∗(h3)
a(h5)
a∗(h4)
a(h4)
a∗(h1)
b(h3)
b(h2)
b(h1)
a∗(h6)
b∗(h8)
a∗(h7)
b(h8)
b∗(h5)
a(h7)
a(h6)
b∗(h2)
b∗(h3)
a(h5)
a∗(h4)
a(h4)
a∗(h1)
b(h3)
b(h2)
b(h1)
Since each of the four possible products when applied to Ωq produces Ωq, we obtain that
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
)
Ωq = Ωq
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thereby completing the claim. Therefore∑
(j1,...,jn)∈i(D′π)
ϕq
(
z1
(
js−1χ (1), js−1χ (1)+1; k1
)
· · · zn
(
js−1χ (n), js−1χ (n)+1; kn
))
= |D′π|
whenever π ∈ Θ′ satisfies (b).
Hence, we have demonstrated that expression (19) is equal to
1
N
n
2 +1
∑
π∈BNC2(χ)
π satisfies (a) and (b)
|D′π|.
The first part of this proof shows, either there are no such π (in which case we get both sides of equation
(18) equal to zero), or there is a unique π (in which case the right-hand-side of equation (18) was 1). In the
case of a unique π, since |D′π|N−
n
2−1 = 1 + O( 1
N
) as D′π is the set of injective maps on N
n
2+1 vertices, we
obtain the right-hand-side of equation (18) is also 1 thereby completing the proof. 
As Theorem 6.1 parallels [11, Theorem 2.1], we immediately obtain similar applications. Indeed asymp-
totic bi-freeness from “constant block matrix algebras” holds. That is, for n a positive integer divisor of N ,
let
Mn(N) =Mn(C)⊗ IN
n
⊆Mn(C)⊗MN
n
(C) ⊆MN (C).
Theorem 6.2. Let {
Zθ,·k (N), Z
θ,∗
k (N), Z
θ,t
k (N), Z
θ,t∗
k (N) | k ∈ K, θ ∈ {ℓ, r}
}
be as in Theorem 6.1, and let n be a fixed positive integer. For multiples N of n,({
Zℓ,·k (N), Z
ℓ,∗
k (N), Z
ℓ,t
k (N), Z
ℓ,t∗
k (N)
}
k∈K
,
{
Zr,·k (N), Z
r,∗
k (N), Z
r,t
k (N), Z
r,t∗
k (N)
}
k∈K
)
is asymptotically bi-free from (L(Mn(N)), R(Mn(N))) with respect to ΨN :=
1
N
Tr ◦ EL(XN ) as N →∞.
Proof. Each Zθ,wk (N) can be decomposed into an n × n block matrix with Nn × Nn matrix entries. By
Construction 3.1, Remark 3.5, and Theorem 6.1, each N
n
× N
n
tends to a left or right creation or annihilation
operator. As these left or right creation or annihilation operators appear in the correct entries to invoke
Theorem 5.3, the result follows. 
Similarly, if ∆(N) ⊆MN (C) denotes the subalgebra of diagonal matrices and {Dk(N)}k∈K ⊆ ∆(N) are
diagonal matrices such that {Dk(N)}k∈K has a limit distribution as N →∞ and supN∈N ‖Dk(N)‖ <∞ for
all k ∈ K, then the following result holds as each Dk(N) can be approximated by elements of ∆(N)∩Yn(N)
for sufficiently large n and N .
Theorem 6.3. Let {
Zθ,·k (N), Z
θ,∗
k (N), Z
θ,t
k (N), Z
θ,t∗
k (N) | k ∈ K, θ ∈ {ℓ, r}
}
be as in Theorem 6.1, and let n be a fixed positive integer. Then({
Zℓ,·k (N), Z
ℓ,∗
k (N), Z
ℓ,t
k (N), Z
ℓ,t∗
k (N)
}
k∈K
,
{
Zr,·k (N), Z
r,∗
k (N), Z
r,t
k (N), Z
r,t∗
k (N)
}
k∈K
)
is asymptotically bi-free from ({L(Dk(N))}k∈K , {R(Dk(N))}k∈K) with respect to ΨN := 1NTr ◦ EL(XN ) as
N →∞.
Remark 6.4. We note that Theorem 6.1 may be used to obtain many bi-free analogues of random matrix
results as [11, Section 3] does. However, we will not formal state all such results.
For one example, if q = 1 (the bosonic case) and {hk}k∈K ∪ {h′k}k∈K is an orthonormal set, then, as in
[11, Section 3], a(hk) + a
∗(hk) and b(hm) + b
∗(hm) are distributed with respect to ϕq as Gaussian random
variables of variance 1, commute with each other, and have a covariance matrix dependent on 〈hk, hm〉.
Similarly a(hk)+a
∗(h′k) and b(hm)+ b
∗(h′m) are distributed with respect to ϕq as centred complex Gaussian
random variables of variance 1, commute with each other, and have a covariance matrix dependent on
〈hk, h′m〉 and 〈h′k, hm〉. Consequently, by using Zθ,·k (N) + Zθ,∗k (N) for θ ∈ {ℓ, r} and Theorem 6.1 which
determines the limit distributions, several bi-free central limit distributions (contained in those where left
operator commute with right operators in distribution) may be obtained. Furthermore, Theorem 4.11 may
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be obtain using this method and Theorems 6.2 and 6.3 imply such pairs of faces are asymptotically bi-free
from “constant block matrix algebras” and “constant diagonal matrices”. These later results also hold in
the fermonic case (q = −1).
Similar results hold for “real Gaussian randommatrices” by using the real and imaginary parts of Zθ,·k (N)+
Zθ,t∗k (N) for θ ∈ {ℓ, r} since Zθ,·k (N) + Zθ,t∗k (N) converges in distribution to a free circular element acting
on either the left or right so that the real and imaginary parts are free semicircular elements.
7. Bi-Matrix Models producing Boolean and Monotone Central Limit Distributions
In this section, we demonstrate the existence of left and right matrices of creation and annihilation
operators on a Fock space that, when combined in certain patterns, have asymptotic distributions equal to
Boolean independent, Boolean central limit distributions and monotonically independent, monotone central
limit distributions. The main ideas behind these models arise from [13], which demonstrates ways Boolean
and monotone independence arise from bi-free pairs of faces. One motivation for these results is an alternate
model for such distributions than those provided in [7].
Boolean Bi-Matrix Models. Recall, by [15], an operator Z in a non-commutative probability space (A, ϕ)
is a Boolean central limit distribution (with variance 1) if
ϕ(Zm) =
∫
R
tm dµB
where µB =
1
2 (δ−1 + δ1) (the average of two point-masses; one at −1 and one at 1). Furthermore, operators
Z1, . . . , Zn ∈ A are said to be Boolean independent with respect to ϕ if
ϕ
(
Zw1k1 · · ·Zwmkm
)
=
m∏
j=1
ϕ
(
Z
wj
kj
)
whenever m ∈ N, w1, . . . , wm ∈ N, and k1, . . . , km ∈ {1, . . . , n} are such that kj 6= kj+1 for all j.
Let K be an arbitrary set and let {hj,k | j ≥ 1, k ∈ K} be an orthonormal basis for a Hilbert space H. If
X = F(H), for each N ∈ N and k ∈ K let
Tk(N) :=
⌊N2 ⌋∑
j=1
l∗(hj,k)⊗ E2j−1,2j(N) +
⌊N−12 ⌋∑
j=1
l(hj,k)⊗ E2j,2j+1(N).
That is, Tk is an upper triangular matrix with the sequence l
∗(h1,k), l(h1,k), l
∗(h2,k), l(h2,k), . . . on the sub-
diagonal and zero elsewhere. Furthermore, let
S(N) :=
N∑
j=1
Ej,j−1(N).
For each k ∈ K let Lk(N) := L(Tk(N)) and R(N) := R(S(N)).
Theorem 7.1. Using the above notation, for each k ∈ K
lim
N→∞
2
N
Tr
(
EL(XN ) ((Lk(N)R(N))
m)
)
=
∫
R
xm dµB
for all m ∈ N. Furthermore, the operators {Lk(N)R(N)}k∈K are asymptotic Boolean independent with
respect to 2
N
Tr ◦ EL(XN ).
Proof. The idea of the proof is simply to compute the diagonal entries of
Lǫ(1)(N)R(N)Lǫ(2)(N)R(N) · · ·Lǫ(n)(N)R(N)IN,Ω
for each n ∈ N and ǫ : {1, . . . , n} → K. Indeed we claim the xth entry along the diagonal is

l∗
y,ǫ(1)ly,ǫ(2)l
∗
y+1,ǫ(3)ly+1,ǫ(4) · · · if x = 2y − 1 ≤ N − n
ly,ǫ(1)l
∗
y+1,ǫ(2)ly+1,ǫ(3), l
∗
y+2,ǫ(4) · · · if x = 2y ≤ N − n
0 otherwise
.
This can be verified by appealing to Remark 3.2 and a direct computation of
Tǫ(1)(N)Tǫ(2)(N) · · ·Tǫ(n)(N)S(N)n.
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One then sees that
2
N
Tr
(
EN
(
Lǫ(1)(N)R(S(N))Lǫ(2)(N)R(S(N)) · · ·Lǫ(n)(N)R(S(N))
))
=
2
N
{
max{0, ⌊N−n2 ⌋} if n is even and ǫ(2m− 1) = ǫ(2m) for all m
0 otherwise
.
As limN→∞
2
N
max{0, ⌊N−n2 ⌋} = 1, the result follows. 
Remark 7.2. Note one may instead use
Tk(N) :=
⌊N2 ⌋∑
j=1
l∗(h1,k)⊗ E2j−1,2j(N) +
⌊N−12 ⌋∑
j=1
l(h1,k)⊗ E2j,2j+1(N)
and the above computations will still work (i.e. we only need |K| creation/annihilation operators).
Monotone Bi-Matrix Models. For the monotone setting, as the main idea is taken from [13] where
only monotonic independence of at most two algebras is obtained, we will only produce two asymptotically
monotonically independent semicircular distributions. Recall from [9] that the monotone central limit dis-
tributions are also semicircular operators and two operators Z1 and Z2 in a non-commutative probability
space (A, ϕ) are said to be monotonically independent with respect to ϕ if
ϕ
(
Zm12 Z
k1
1 Z
m2
2 · · ·Zmn1 Zkn2 Zmn+11
)
= ϕ
(
Zk1+···+kn1
) n+1∏
j=1
ϕ
(
Z
mj
2
)
.
for all n ∈ N ∪ {0}, m1,mn+1 ∈ N ∪ {0}, and kj ,mj ∈ N.
Three types of operators will need to be considered. Again let X = F(H). Fix N ∈ N and let {hn | n ∈
{0, 1, . . . , N}} be an orthonormal set in a Hilbert space H. Let s(hk) = l(hk) + l∗(hk), let
T1(N) = L

N−1∑
j=1
s(h0)⊗ Ej+1,j

 and S1(N) = R

N−1∑
j=1
Ej,j+1

 .
In addition, let
T2(N) = L (diag(s(h1), . . . , s(hn))) .
Let s1, s2 be two semicircular variables each of variance 1 that are monotonically independent with respect
to a state ψ.
Theorem 7.3. With the above notation the joint distribution of T1(N)S1(N) and T2(N) with respect to
1
N
Tr ◦ EL(XN ) asymptotically tend to the distribution of {s1, s2} with respect to ψ.
Proof. It suffices to show that
lim
N→∞
1
N
Tr
(
EL(XN )
(
T2(N)
m1(T1(N)S1(N))
k1T2(N)
m2 · · ·T2(N)mn(T1(N)S1(N))knT2(N)mn+1
))
= ψ
(
sm12 s
k1
1 s
m2
2 · · · smn1 skn2 smn+11
)
where n,m1,mn+1 ∈ N ∪ {0}, and kj ,mj ∈ N.
Recall the definition of monotonic independence implies
ψ
(
sm12 s
k1
1 s
m2
2 · · · smn1 skn2 smn+11
)
= ψ
(
sk1+···+kn1
) n+1∏
j=1
ψ
(
s
mj
2
)
.
We claim that
T2(N)
m1(T1(N)S1(N))
k1T2(N)
m2 · · ·T2(N)mn(T1(N)S1(N))knT2(N)mn+1IN,Ω
is a diagonal matrix diag(z1, . . . , zN) where
zx =
{
0 if x ≤∑nj=1 kj
s(hy+n)
m1s(h0)
k1s(hy+n−1)
m2 · · · s(hy+1)mns(h0)kns(hy)mn+1 if x = y +
∑n
j=1 kj
.
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Indeed the above can be verified since
T2(N)
mdiag(ξ1, . . . , ξN ) = diag(s(h1)
mξ1, . . . , s(hN )
mξN )
and
(T1(N)S1(N))diag(ξ1, . . . , ξN ) = diag(0, s(h0)ξ1, s(h0)ξ2, . . . , s(h0)ξN−1).
for all diag(ξ1, . . . , ξN ) ∈ XN . Since
ϕ
(
s(hy+n)
m1s(h0)
k1 · · · s(hy+1)mns(h0)kns(hy)mn+1
)
= ϕ
(
s(h0)
k1+···+kn
) n+1∏
j=1
ϕ (s(hy+n+1−j)
mj )
due to freeness, and since each s(hk) is a semicircular operator of variance 1, the result now follows as the
zero diagonal terms are irrelevant as N →∞. 
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