We provide a general method for constructing bosonic Bogoliubov transformations which diagonalize a general class of quadratic Hamiltonians, which we call the pair interaction models. The Bogoliubov transformation is constructed algebraically, and resulting Hamiltonian is the second quantization of an explicit one-particle Hamiltonian. This diagonalization process does not require a discussion of a scattering theory.
Introduction
The Bogoliubov transformation is a basic tool to analyze quantum field Hamiltonians. The creation and annihilation operators are most basic objects in quantum field and compose any physical quantity. A Bogoliubov transformation is a linear map from the creation and annihilation operators to itself. In this paper, we study the bosonic Bogoliubov transformation which preserves the canonical commutation relations (CCRs). It is believed that a Hamiltonian with a quadratic interaction of creation and annihilation operators can be diagonalized by a Bogoliubov transformation [5] . Here the diagonalization means that the Bogoliubov transformation is proper, in the sense that the Bogoliubov transformation is implemented by a unitary operator, and the interacting Hamiltonian is transformed into a second quantization of a one-particle Hamiltonian.
However, it is difficult to construct a transformation that diagonalize a realistic Hamiltonian. In many studies of quadratic Hamiltonians, Bogoliubov transformations were constructed through a scattering theory, and they required extra regularity on coupling functions. See [7] for physical discussion and [1, 2, 4, 6] for mathematical studies. In [9] , it has been shown that a wide class of quadratic Hamiltonians can be diagonalized, but the specific form of the one-particle Hamiltonians are not given.
In this paper, we provide a general method for constructing proper Bogoliubov transformations which diagonalize a general class of quadratic Hamiltonians. The Hamiltonian studied in this paper has the following form:
where dΓ b (T ) is a second quatization operator, λ n ∈ R and Φ S is Segal's field operator. We call the quantum field model described by H the pair interaction model. The construction of the Bogoliubov transformation developed in this paper doesn't use any scattering theory, and is algebraic and independent of a precise spectral property of the Hamiltonian. The Hamiltonian H will be explicitly diagonalized by a proper Bogoliubov transformation U in the sense that
where S is one-particle Hamiltonian explicitly written by T, λ n , g n , and E is the ground state energy. The method developed this paper means that a scattering theory can be separated from the diagonalization process. Thus, to study the spectrum of H, it is enough to analyze the one-particle Hamiltonian S. Interestingly, for Hamiltonians with a relativistic dispersion relation T = (−∆ + m 2 ) 1/2 , S 2 is Schrödinger operators with trace class perturbation.
The main result of diagonalization will be given in Section 5. This paper also provides useful results for constructing Bogoliubov transformations.
In Section 2, we construct a general class of proper Bogoliubov transformations. In Section 3, we study the relation between Bogoliubov transformation and diagonalization. In Section 4, we give a definition of the pair interaction Hamiltonian and prove the self-adjointness. In Section 5, we diagonalize the Hamiltonian under same conditions used for self-adjointness. In Section 6, we apply the main theorem to the single pair model and the Pauli-Fierz model with dipole approximation. These two models are explicitly diagonalized. In Appendix, we give some inequalities on the creation annihilation operators and second quantization.
Construction of Proper Bogoliubov Transformations
In this section, we construct proper Bogoliubov transformations in a general setting. Let H be a complex separable Hilbert space. The boson Fock space over H is defined by
n s H a vector Ψ ∈ F b (H ) is denoted by Ψ = (Ψ (n) ) ∞ n=0 with Ψ (n) ∈ ⊗ n s H . The creation and annihilation operators are fundamental objects on a Fock space. The standard creation operator A * (f ) for f ∈ H is defined by
The adjoint operator A(f ) := [A * (f )] * is called the annihilation operator. For a subspace D ⊂ H , we set
where Ω = (1, 0, 0, · · · ) ∈ F b (H ) which satisfy A(f )Ω = 0 (f ∈ H ).
Note that F b0 and F b,fin (D) are cores for A(f ) and A * (f ) if D is dense in H . The operators A(f ), A * (f ) satisfy the following canonical commutation relations(CCR) on F b0 :
Let J be a conjugate operator on H . Suppose that two bounded operators X, Y ∈ B(H ) satisfy
and
For each f ∈ H , we define an operator B(f ) by
It is known that there exists a unitary operator U such that (2.4) if and only if Y is Hilbert-Schmidt(see [10] ). In this case, U is called a proper Bogoliubov transformation. We set
In order to make proper Bogoliubov transformation U, it is necessary to construct a pair of operators (X, Y ) ∈ Sp 2 . In the following, we construct (X, Y ) ∈ Sp 2 from two self-adjoint operators S and T , which will be used to diagonalize the pair Hamiltonian in the subsequent section.
We introduce conditions for S and T as follows:
(A1) S, T are injective non-negative self-adjoint operators acting in H .
(A2) There are positive constants
(A4) SJ = JS and T J = JT .
We first recall the Heinz inequality. Let S, T be non-negative self-adjoint operators on H . We write S T if dom(T 1/2 ) ⊂ dom(S 1/2 ) and S 1/2 f ≤ T 1/2 f hold for all f ∈ dom(T 1/2 ). We also write S ≤ T if dom(T ) ⊂ dom(S) and f, Sf ≤ f, T f holds for all f ∈ dom(T ). By a simple limiting argument, S ≤ T implies S T . But the converse is not true. The Heinz inequality asserts that if S T then S p T p for any 0 < p ≤ 1. In addition, if S, T are injective, then S T implies T −1 S −1 . For proofs, see e.g., [11, Proposition 10.14] ] and [11, Corollary 10 .12]. Lemma 2.1. Assume (A1) and (A2). Then for any 0 < p ≤ 1, the following statements hold.
(1) dom(S p ) = dom(T p ) and dom(S −p ) = dom(T −p ),
Proof. By assumption, we have c 2 1 S 2 T 2 c 2 2 S 2 . The Heinz inequality implies that
h . This shows that (3) holds. To see (4) , take any f ∈ dom(T −p ). Then for any h ∈ dom(S p ), we obtain
which means that T −p f ∈ dom(S p ) and that S p T −p f = (T −p S p ) * f . Therefore (4) holds. The same argument shows (5) . This completes the proof. Lemma 2.2. Assume (A1) and (A2). Then the domains of T −1/2 S 1/2 , T 1/2 S −1/2 , S −1/2 T 1/2 , S 1/2 T −1/2 contain dom(S 1/2 ) ∩ dom(S −1/2 ), and they leave dom(S 1/2 ) ∩ dom(S −1/2 ) invariant. 
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Then
In particular, X, Y, X * , Y * leave dom(S 1/2 )∩dom(S −1/2 ) invariant. Moreover they obey the following equalities:
Proof. The first part of the lemma follows from Lemma 2.1 (4) and (5) . The invariance of dom(S 1/2 ) ∩ dom(S −1/2 ) under the actions of X, Y, X * , Y * follows from Lemma 2.2. We next show that
By a limiting argument, X * X − Y * Y = 1 holds. The other three equalities can be proved similarly. 
We shall estimate the first term and the second term separately. Take an orthonormal basis {e n } n of H and a sequence {λ n } n of real numbers so that
Step 1. It follows that
for all h ∈ H and t ∈ R >0 . To see this, note that
where the second equality follows from the fact that dom(S 2 ) = dom(T 2 ). Hence
On the other hand, since
it follows from Lemma 2.1 (4) and Lemma 2.2 that
and thus we obtain
This completes the proof of Step 1.
Step 2. It follows that m | f m ,
be the spectral resolution of T . Observe that for any h ∈ H ,
Similarly,
Therefore,
This completes the proof of Step 2.
Step 3. It follows that m | f m , S −1/2 (T − S)S −1/2 f m < ∞. To see this, note that for each h ∈ H , we have
By
Step 1, we get
and hence
Therefore, 
General Theory of Diagonalization
In this section, we give a general criterion for diagonalizing a Hamiltonian H by a Bogoliubov transformation. For f ∈ H , the Segal field operator is defined by
which is a field operator corresponding to B(f ). Then {φ(f ) | f ∈ H } satisfies the canonical commutation relations:
We set
Thus F is bijective.
In what follows, we assume that Y is Hilbert-Schmidt, i.e., (X, Y ) ∈ Sp 2 . Thus there exists a unitary operator U on F b (H ) such that
Since
whence
By taking the closure of both sides, we get the desired result. 
Then there exists a real number E so that UHU * = dΓ b (S) + E.
Proof. Let Ω := (1, 0, 0, · · · ) ∈ F b (H ) be the Fock vacuum. Fix t ∈ R. We first show that two vectors e −itH U * Ω and U * Ω are linearly dependent. Let A be the linear span
Thanks to the canonical commutation relations, A is a * -algebra containing the identity. Since {e iφ(f ) | f ∈ D} is irreducible by Lemma 3.2, the von Neumann's double commutant theorem implies that A is weakly dense in the set of everywhere defined bounded operators on F b (H ). Thus the above equality holds for any everywhere defined bounded operators x. Letting x = |U * Ω U * Ω|, we get | e −itH U * Ω, U * Ω | = 1.
Since the Cauchy-Schwarz inequality becomes an equality if and only if two vectors are linearly dependent, we conclude that e −itH U * Ω and U * Ω are linearly dependent. Take a unique complex number c(t) so that e −itH U * Ω = c(t)U * Ω. Then |c(t)| = 1. Since the map t → e −itH is a continuous group homomorphism, so is t → c(t), and hence there exists a unique real number E such that
We next show that UHU * = dΓ b (S) + E. For this, let t ∈ R and f ∈ D be arbitrary. Then
On the other hand,
Since the linear span of
For densely defined closed operators A, B, we define a quadratic form
Proposition 3.5. Let H be a self-adjoint operator on F b (H ), and let S > 0 be a self-adjoint operator on H . Assume the following:
In particular, UHU * = dΓ b (S) + E for some E ∈ R.
Hence (3.1) and (3.2) are well-defined for Ψ, Φ ∈ dom(H). Let f ∈ D and Ψ, Φ ∈ dom(H) and set f t := e −itS f and Ψ t := e −itH Ψ, Φ t := e −itH Φ. Then f t ∈ D and Ψ t ∈ dom(H). We will show that the function
(3.5)
We use the following standard estimate
By assumption and the closed graph theorem, there exist constants C 1 , C 2 > 0 such that
By using (3.6) and (3.7), we have
By assumption (iii), we have S −1/2 F (∆ ε f − iSf t ) → 0(ε → 0). By noting this fact, we can show that
Therefore, by combining (3.5), (3.8) and (3.9), we have that X(t) is differentiable in t and (3.4) holds. By (3.1) and (3.2), we get
Thus, X(t) = X(0) for all t and hence
.
. Therefore, by taking a self-adjoint extension of (3.10), we get ( 
Definition and Self-adjointness of Pair Interaction Models
In this section, we consider the pair interaction Hamiltonian of the form
where dΓ b (T ) is the second quantization operator of T . First, we prove the self-adjointness of H under several conditions.
(B1) T is a non-negative and injective self-adjoint operator on H .
(B2) λ n ∈ R and g n ∈ dom(T −1/2 ), n = 1, 2, · · · .
(B3) ∞ n=1 |λ n | T −1/2 g n 2 < ∞.
(B4) g n ∈ dom(T 1/2 ) and ∞ n=1 |λ n | T 1/2 g n 2 < ∞.
(B5) For some ε > 0, the operator inequality
holds.
(B6) There exists a conjugation J on H such that JT J = T, Jg n = g n , n ∈ N.
For j = 1, 2, 3, we set
where λ ± n = max{0, ±λ n } ≥ 0. Note that (B3) and (B4) imply D 2 < ∞. For N ∈ N, we set
for N > N ′ > 0. The above term converges to zero as N, N ′ → ∞ by assumption (B3) and (B4). Hence ∞ n=1 λ n Φ S (g n ) 2 (dΓ b (T ) + 1) −1 is a bounded operator, and the limit
exists on dom(dΓ b (T )). Thus, by assuming (B1)-(B4), the limit in (4.1) converges, and H is certainly defined on dom(dΓ b (T )). Proof. By Lemma A.3, we have the bound
Thus the self-adjointness follows by the Kato-Rellich theorem.
Lemma 4.2. Let T > 0 be an injective self-adjoint operator and f n ∈ dom(T 1/2 ) ∩ dom(T −1/2 ) for n = 1, 2, · · · . Then, for any c > 0 and N ∈ N, the bound
holds for all Ψ ∈ dom(dΓ b (T )). Moreover, dΓ b (T ) + N n=1 Φ S (f j ) 2 is self-adjoint on dom(dΓ b (T )) and essentially self-adjoint on any core of dΓ b (T ).
Proof. Set H
One can show that(see [8, Proposition 3.4] )
Thus, by taking a sum over n, we get (4.4), and so (4.3) holds. Next we show the self-adjointness. By the same estimate with the proof of Lemma 4.1, one can show that dΓ b (T ) + εH I is self-adjoint on dom(dΓ b (T )) for sufficiently small ε > 0. By the estimate (4.3) with c = ε and the Kato-Rellich theorem, we have that dΓ b (T ) + 1.99εH I is self-adjoint. Thus by induction on c, dΓ b (T ) + cH I is selfadjoint on dom(dΓ b (T )) for arbitrary c > 0. In particular dΓ b (T ) + H I is self-adjoint. The essential self-adjointness of also follows by the same estimate and the Kato-Rellich theorem. 
Proof. First we write H as
. By (B3) and (B4), for any η > 0, one can take sufficiently large N such that
for some constant C 1 (η) > 0. We choose N large so that η < ε/2. By (B6), Im g n , g m = 0 and {Φ S (g n )} n are strongly commuting self-adjoint operators. Let us define M := L.h.{T −1/2 g 1 , · · · , T −1/2 g N } and M := dim M. Let P M be the orthogonal projection on M. Then, by (B3) and (B5),
Let {e j } M j=1 be an orthonormal basis in M. Note that e j ∈ dom(T ). We set Φ j := Φ S (T 1/2 e j ), j = 1, · · · , M, which are strongly commuting. Thus we have
where (A) j,ℓ := e j , Ae ℓ . We define
Note that M depends on N. Since (G + N ) jℓ is a nonnegative real symmetric matrix, V + (N) can be written as
where α j ≥ 0 andΦ j is a real linear combination of {Φ j } M j=1 . By applying Lemma 4.2, for P si ∈ dom(dΓ b (T )), the inequality
holds for some constant C 2 ≥ 0, and dΓ b (T ) + V + (N) is self-adjoint on dom(dΓ b (T )) and essentially self-adjoint on any core of dom(dΓ b (T )). Next, we consider V − (N). By (4.6), one has
Since the both side in the above inequality is strongly commuting, we have that
On the other hand, since P M is a linear combination of |T −1/2 g n T −1/2 g m |, the operator T 1/2 P M T 1/2 is well defined on dom(T 1/2 ) and clearly bounded. We set
Since T M is bounded and symmetric, T M and T ⊥ M are self-adjoint on dom(T ), and
). By (4.10), we have
. By a short computation, one can show that
where t jℓ := T 1/2 e j , T 1/2 e ℓ . Thus, by using (4.11),
for some constant C 3 > 0. Next we show that
holds for any small κ > 0 with some constant C 4 (κ). By setting A j := A(T 1/2 e j ), we
holds with C 5 = 2 M j=1 T e j . Thus for any κ > 0, we have
Therefore (4.13) holds with C 4 (κ) = C 5 /(2κ). Finally, by combining (4.9), (4.12) and (4.13), we have
where C 6 = (1 − ε)(C 4 (κ) + C 3 ). By (4.5), (4.14) and (4.8), for all Ψ ∈ dom(dΓ b (T )),
Since ε/2 + (1 − ε)(1 + κ) < 1 for sufficiently small κ, one can apply the Kato-Rellich theorem, H = (dΓ b (T ) + V + (N)) + (V − (N) + V ′ N ) is self-adjoint on dom(dΓ b (T )) and essentially self-adjoint on any core of dΓ b (T ).
Diagonalization of Pair Interaction Models
In this section, we assume (B1)-(B6) in the previous section. Let W := ∞ n=1 λ n |T 1/2 g n T 1/2 g n | .
(5.1)
Then W is of trace class. To see this, we note that the trace norm of |T 1/2 g n T 1/2 g n | is equal to T 1/2 g n 2 for each n ∈ N. This together with (B4) implies that the right-hand side of (5.1) absolutely converges in the trace norm, and hence W is of trace class.
We consider the operator h p := T 2 + W.
Lemma 5.1. Assume (B1)-(B6) . Then,
holds with c 1 = (1 + D 1 ) −1/2 and c 2 = ε −1/2 .
λ n |T 1/2 g n T 1/2 g n | Proof. Lemma 5.1 and the assumption on T imply (A1) and (A2). (B6) imply (A4). Thus it is enough to check (A3). Set L := (ST −1 ) * ST −1 − 1. For u, v ∈ dom(T −1 ), we have
and this is of trace class by (B3). Hence (A3) follows. Therefore, by using Theorem 2.5 in this case, (X, Y ) ∈ Sp 2 follows. By Lemma 5.2, there exist a Bogoliubov transformation U on F b (H ) such that (2.4) holds. The main theorem in this paper is the following: for some E ∈ R. More explicitly,
In order to prove Theorem 5.3, we use Proposition 3.5. The proof will be completed at the end of this section.
The following is the key lemma for computing the Bogoliubov transformation. 
hold on dom(T ), where W 0 is a bounded operator defined by
Proof. From (B3) and (B4), the boundedness of W 0 follows. Note that dom(T 2 ) = dom(S 2 ) and dom(T p ) = dom(S p ) for all |p| ≤ 1. For v ∈ dom(S −1/2 ) ∩ dom(S 1/2 ), we have S −1/2 v ∈ dom(S) = dom(T ). We also note that Xv ∈ dom(T 1/2 ) ∩ dom(T −1/2 ). For all u ∈ dom(T 2 ) ∩ dom(T −1/2 ) and v ∈ dom(T ) ∩ dom(T −1/2 ), we have
Since dom(T 2 ) ∩ dom(T −1/2 ) is a core for T , we have Xv ∈ dom(T ) and
For any v ∈ dom(T ), there exist v n ∈ dom(T ) ∩ dom(T −1/2 ) such that v n → v and T v n → T v as n → ∞. Then Sv n → Sv and hence Xv n is Cauchy by (5.3). Thus Xv n → Xv ∈ dom(T ) and (5.3) holds for all v ∈ dom(T ). Similarly, we have that
Proof of Theorem 5.3. We will check the conditions (i)-(v) in Lemma 3.5. We set
Then D 1 is dense, and since F b,fin (D 1 ) is a core of dΓ b (T ), it is also a core of H by Theorem 4.3. Thus (i) holds. By noting that dom(H) = dom(dΓ b (T )) = dom(dΓ b (S)) ⊂ dom(dΓ b (S) 1/2 ), the condition (ii) holds.
Next we show that (iii) holds with D = dom(S 2 ) ∩ dom(S −1/2 ).
Clearly, D ⊂ dom(S) and e itS D = D for all t ∈ R. For all f ∈ D we have f, Sf ∈ dom(S 1/2 ) ∩ dom(S −1/2 ). Since F (f ) = Xf + JY f and X, Y leave dom(S 1/2 ) ∩ dom(S −1/2 ) invariant(Lemma 2.3), we have that F (f ), F (Sf ) ∈ dom(S −1/2 ). Thus (iii) follows.
Next we show (iv). For f ∈ D, we have
Since S −1/2 f ∈ dom(S), by the Stone's theorem, the right-hand side converges to zero as ε → 0. Similarly, we have
Hence (iv) holds. Finally, we will show (v). Since F b,fin (dom(T 2 )) is a common core for B(Sf ), B * (Sf ) and H, it is enough to show (3.1) and (3.2) for all Ψ, Φ ∈ F b,fin (dom(T 2 )). Thus, it is enough to show that
on F b,fin (dom(T 2 )). By using Lemma 5.4, we have
Hence
holds on F b,fin (dom(T 2 )). On the other hand 
Examples
In this section, we diagonalize the Hamiltonians of the single pair interaction model and the Pauli-Fierz model with x 2 -potentials in the dipole approximation.
The single pair interaction model
Let H be a separable complex Hilbert space, and let T be an injective non-negative self-adjoint operator acting in H . The Hamiltonian H of the single pair interaction model is an operator acting in F b (H ) defined as follows:
where λ ∈ R is a constant and g is a vector in dom(T 1/2 ) ∩ dom(T −1/2 ). This Hamiltonian was mathematically studied in [4] . The main result of this subsection is to diagonalize H. We first note that H is of the form (4.1). We next show that H satisfies the conditions (B1)-(B6). However, (B1)-(B4) are trivial, and (B6) is automatic by the following lemma. We denote by V , the multiplication operator by v. Note that V is a unitary operator on L 2 (M, µ). Let J 0 be a conjugation on L 2 (M, µ) defined by
Then J := U * V J 0 V * U satisfies JT J = T and Jh = h.
We now state the main result of this subsection. In this case, H is self-adjoint, and is unitarily equivalent to
for some E ∈ R.
Proof. We may assume that g = 0. If H satisfies (B5), then
which means that 1 + λ T −1/2 g 2 > 0.
Proof. Let {v j } d j=1 be the standard basis of C d . For each z ∈ C d , we write z = d j=1 (a j + ib j )v j with unique a j , b j ∈ R (j = 1, · · · , d). Define a self-adjoint operator φ(z) acting in L 2 (R d ) by
We identify L 2 (R d ) with F b (C d ) via the unique unitary operator u :
Set
Then we have
for all j = 1, · · · , d. Thus
,fin (dom(T )), where⊗ denotes the algebraic tensor product. We use the natural isomorphism H ) . For the details, see e.g., [3, Section 5.20 ]. Then
We define a self-adjoint operator H 1 acting in F b (C d ⊕ H ) by
Note that H 1 is of the form (4.1). Since
). Let us prove that H 1 satisfies the condition (B5). For this, it is sufficient to show that
is an injective non-negative self-adjoint operator because K − 1 is of finite rank. Since 1 = d j=1 |iv j iv j | ⊕ (1/d), we can write K as K = d j=1 K j , where
is a self-adjoint operator for each j = 1, · · · , d. Fix arbitrary j ∈ {1, · · · , d}, and let L j be the complex linear subspace of C d spanned by vectors v 1 , · · · , v j−1 , v j+1 , · · · , v d . We show that K j is non-negative selfadjoint operator whose kernel is equal to L j ⊕ {0}. The case f j = 0 is trivial, and so we may assume that f j = 0. Let K j := Cv j ⊕ CT −1/2 f j . Then K j reduces K j , and the restriction of K j to K j has the representation matrix
with respect to the orthonormal basis (iv j , 0), (0, T −1/2 f j / T −1/2 f j ) . A straightforward computation shows that its eigenvalues are all positive. On the other hand, the restriction of K j to K ⊥ j = L j ⊕ (CT −1/2 f j ) ⊥ is 0 ⊕ (1/d). Therefore the kernel of K j is L j ⊕ {0}.
Since K = d j=1 K j and K 1 , · · · , K d are all non-negative, we conclude that K is non-negative and injective, and thus H 1 satisfies (B5).
Therefore H 1 satisfies the conditions (B1)-(B6). By Theorem 4.3, H 1 is self-adjoint and essentially self-adjoint on F b,fin (C d ⊕ dom(T )), which implies thatH = H 1 . In particular, H is essentially self-adjoint. The rest of the theorem follows from Theorem 5.3. This completes the proof.
A Inequalities on Field Operator and Second Quantization
Let (M, µ) be a measurable space. Suppose that L 2 (M) := L 2 (M, dµ) is separable. The space ⊗ n s L 2 (M) can be identified with a set of square integrable symmetric functions.
L 2 sym (M n ) := Ψ ∈ L 2 (M n ) Ψ(k 1 , · · · , k n ) = Ψ(k σ(1) , · · · , k σ(n) ), σ ∈ S n .
Let us consider the product space
where C := L 2 sym (M 0 ). Then the Fock space F b (L 2 (M)) can be identified with a subset of F x . For Ψ = (Ψ (n) ) ∞ n=0 ∈ F x , we define an informal norm by By the definition of A(k), one has A(k 1 ) · · · A(k n )Ψ 2 = ∞ N =0
(N + 1) (A(k 2 ) · · · A(k n )Ψ) (N +1) (k 1 , ·) 2 = ∞ N =0
(N + 1)(N + 2) (A(k 3 ) · · · A(k n )Ψ) (N +2) (k 1 , k 2 , ·) 2 = ∞ N =0
(N + 1) · · · (N + n) Ψ (N +n) (k 1 , · · · , k n , ·) 2 = ∞ N =0
(N + 1) · · · (N + n) M N dµ(k n+1 ) · · · dµ(k n+N )|Ψ (N +n) (k 1 , · · · , k N +n )| 2 .
Therefore, we have M n Q 1 · · · Q n A(k 1 ) · · · A(k n )Ψ 2 dµ = ∞ N =0 M N+n dµ(k 1 ) · · · dµ(k n+N ) (N + n)! n! Q 1 · · · Q n |Ψ (N +n) (k 1 , · · · , k N +n )| 2 = ∞ N =n M N dµ(k 1 ) · · · dµ(k N ) N! n! Q 1 · · · Q n |Ψ (N ) (k 1 , · · · , k N )| 2 = ∞ N =n M N dµ(k 1 ) · · · dµ(k N ) N j 1 ,··· ,jn=1 ♯{j 1 ,··· ,jn}=n Q j 1 · · · Q jn |Ψ (N ) (k 1 , · · · , k N )| 2 , (A.4)
where, in the last step, we used the symmetry of Ψ (N ) . In the case n = 2, we have
and, for n ≥ 2, we have
Hence, for all Φ ∈ F b0 \ {0} and Ψ ∈ dom(dΓ b (Q) n/2 ), it holds that | A * (f 1 ) · · · A * (f j )Φ, Ψ | ≤ j ℓ=1 Q −1/2 f ℓ · Φ · dΓ b (Q) ℓ/2 Ψ , j = 1, 2, · · · , n.
Since F b0 is a core for A(f ), by setting j = 1 in the above inequality, we have Ψ ∈ dom(A(f 1 )). Next, by setting j = 2, one has A(f 1 )Ψ ∈ dom(A(f 2 )). Therefore Ψ ∈ dom(A(f 1 ) · · · A(f n )) follows by induction. We also have the bound
Thus we get (A.2). The bound (A.3) follows from (A.5).
Lemma A.3. Let T be an injective self-adjoint operator and g ∈ dom(T −1/2 ). Then dom(dΓ b (T )) ⊂ dom(Φ S (g) 2 ) and for all Ψ ∈ dom(dΓ b (T ))
Proof. In this proof, we write a = A(g), a * = A * (g), c = g 2 , d = T −1/2 g 2 , H 0 = dΓ b (T ), for short. By the triangle inequality, Φ S (g) 2 Ψ 2 = 1 4 (a 2 + a * a + aa * + a * 2 )Ψ 2 ≤ a 2 Ψ 2 + a * aΨ 2 + aa * Ψ 2 + a * 2 Ψ 2 .
By the CCR and Lemma A.2, we have a 2 Ψ 2 ≤ d 2 H 0 Ψ 2 , a * aΨ 2 = a 2 Ψ 2 + c aΨ 2 ≤ d 2 H 0 Ψ 2 + cd H 1/2 0 Ψ 2 , aa * Ψ 2 = (a * a + c)Ψ 2 = a * aΨ 2 + 2c aΨ 2 + c 2 Ψ 2 , ≤ d 2 H 0 Ψ 2 + 3cd H 1/2 0 Ψ 2 + c 2 Ψ 2 , (a * ) 2 Ψ 2 = aa * Ψ 2 + c a * Ψ 2 ,
Thus, we have Φ S (g) 2 Ψ 2 ≤ 4d 2 H 0 Ψ 2 + 8cd H 
