Abstract. We present a method for automatically segmenting skin lesions by initializing the random walker algorithm with seed points whose properties, such as colour and texture, have been learnt via a training set. We leverage the speed and robustness of the random walker algorithm and augment it into a fully automatic method by using supervised statistical pattern recognition techniques. We validate our results by comparing the resulting segmentations to the manual segmentations of an expert over 120 cases, including 100 cases which are categorized as difficult (i.e.: low contrast, heavily occluded, etc.). We achieve an Fmeasure of 0.95 when segmenting easy cases, and an F-measure of 0.85 when segmenting difficult cases.
Introduction
The segmentation of skin lesions is a crucial step in the process of automatically diagnosing melanoma. Inaccurate segmentations will affect all downstream processes such as feature extraction, feature selection and even the final diagnosis. Accurate segmentations are especially crucial for features that measure properties of the lesion border. Additionally, a recent study found that all commercially available automated systems evaluated had difficulty segmenting when the contrast between the lesion and skin was low [1] . We seek to improve skin lesion segmentations by employing supervised techniques to automatically initialize the random walker (RW) algorithm [2] , which has been shown useful for interactive segmentations where boundaries are not clearly defined.
Previous Work

Skin Lesion Segmentation
The closest related work in skin lesion segmentation is by Celebi et. al. [3] . They reduce a dermoscopic image to 20 distinct colour groups, and assign labels to pixels based on the group to which they belong. They then define a metric, the J-value, which measures the spatial separation or isolation of each group. The J-value is derived from the separability criterion used by Fisher in Linear Discriminant Analysis [4] . Next, they define a localized J-value for a specific pixel by computing the metric over a neighbourhood around the pixel. By varying the neighbourhood size, they create several of these J-images. Multiscale methods are used to combine the images into a final segmentation. By creating a class map via color reduction, and employing various neighbourhood sizes they are incorporating, on some levels, textural information into their segmentation. In a follow-up study [5] Celebi et. al. apply their segmentation method to a set of dermoscopic images. Images are excluded if 1) the entire lesion is not visible, 2) the image contains too much occluding hair or 3) there is insufficient contrast between the lesion and surrounding skin. In total, 596 images are segmented, 32 of which are deemed to be unsatisfactory.
As will be seen in section 3, our method employs two of these concepts from [3] : the use of textural information in segmentation and the use of Fisher's separability criterion. Our application of these concepts, however, is substantially different.
Random Walker
The RW algorithm [2] is a general purpose, interactive, multi-label segmentation technique where a user labels the image with 'seed points' which denote the ground truth label for that pixel. Then, for an arbitrary pixel, the probability of a random walker reaching a seed of a specific label (before reaching seeds of any other label) is computed. However, the RW algorithm is sensitive to the exact placement of seeds and to the number of seeds placed [6] . While the RW algorithm is fast, intuitive and robust, it has been determined that a large number of seed points (up to 50% of the image) is required to reproduce a segmentation with only minor differences [6] .
We have adopted the RW method described above into a novel framework, to automatically segment skin lesions from dermoscopic images.
Method
In this paper we present an approach to leverage the advantages of RW for automatic skin lesion segmentation. We initialize the RW algorithm automatically with seed points generated by 'learning' (by means of a training set) the difference between the properties of 'skin lesion pixels' and 'healthy skin pixels'.
Supervised Probabilistic Segmentation
We begin with a set of 120 expertly segmented dermoscopic images taken from atlases [7] [8] . Each pixel is assigned either the label 'inside' (l 1 ) or 'outside' (l 2 ) based on the ground truth segmentation. In this stage we aim to learn the difference between these two groups. Images are converted to L*a*b* space, and each channel is filtered with a set of Gaussian and Laplacian of Gaussian filters. Let m denote the number of filters employed. Pixels are then represented as a 1 × 3m vector since each filter is applied to each of the 3 image channels. Linear Discriminant Analysis (LDA) [4] is then used to determine the linear combination of filters that best discriminate 'inside' and 'outside' pixels. LDA is similar to Principal Component Analysis (PCA), but where PCA is an unsupervised technique that reduces dimensionality while maintaining variance, LDA is a supervised technique that reduces dimensionality while maintaining class separability. This is achieved through an eigenvalue decomposition of an 3m × 3m scatter matrix, which represents the separability of the classes with respect to each filter. Since this is a 2-class problem, we consider only the principle eigenvector. This eigenvector results in a linear combination of the filtersets for each image channel. Since the filterset employed is a series of low-pass (Gaussian) and high-pass (Laplacian of Gaussian) filters, the resulting 'eigenfilters' can be interpreted as either a high, low, or multiple-band-pass filters. We are therefore not only learning the colour difference between these two groups of pixels, but also the difference in the spatial variation of colours. This process is illustrated in Figure 1 . Next, the response of the pixel groups ('inside' and 'outside') along this eigenvector are modeled as Gaussian distributions
We create probability maps for unseen images by filtering the image with the resulting eigenfilters from LDA, and for each pixel p, assigning it a normalized probability that the pixel is inside the lesion
The creation of a probability map is illustrated in Figure 2 (a) (b) (c) Note the high response to the photodamaged skin to the right of the lesion. This is due to the fact that this pattern (known as a pigment network ) usually occurs within lesions.
Initializing the Random Walker Algorithm
The original RW algorithm is an interactive segmentation which requires the user to place seed points. In our proposed automatic RW approach, there is no user interaction and the object and the background seeds are automatically determined from the probability map generated in section 3.1. To generate seed points, two thresholds must be determined. Let T S represent the skin threshold and T L represent the lesion threshold. Once these thresholds are determined, an arbitrary number of seeds can be automatically generated as long as the thresholding constraints are satisfied. Let P (p) represent the probability a pixel p is a part of the lesion, as determined by equation 2. A pixel is a candidate for a background seed if P (p) < T S . Similarly, a pixel is a candidate for an object
To determine T S and T L , we analyze the histogram of the probability map (shown in Figure 3(b),(f) ). We fit a Gaussian Mixture Model to the histogram and extract the dominant Gaussians that represent the skin and lesion [9] . Let μ S and μ L represent the means of the 'skin' and 'lesion' Gaussians respectively. Similarly, let σ S and σ L represent the variances. Thresholds are then determined by:
Now, let F (x) represent the cumulative histogram of the probability map. We then define two metrics α H and β H , using the subscript H ('histogram') to differentiate from the β parameter of the RW algorithm:
Low values for both α H and β H imply an easy to segment, high contrast image, as shown in Figure 3(a)-(d) . The area shaded red in Figure 3(b) denotes the amount of pixels for which a label cannot be determined with certainty. If however, either α H , β H or both are above a certain threshold, then the contrast between the lesion and skin is poor, and the segmentation is more difficult. Empirically, this threshold has been defined as 2.0. If α is above 2.0 then we define a new skin threshold T S as the median of the uncertainty range (the range between T S and T L ). Similarly, if β is above 2.0 we define T L as the median of the uncertainty range. If both α and β are above 2.0, we take the larger value to determine which threshold to shift. This threshold adaptation is illustrated in Figure 3 (e)-(h). Initially α H and β H are computed in Figure  3 (e). The amount of uncertain pixels is large (grey and red shaded are) which is reflected in the high value β H = 7.88. Since β H > 2.00, we define T L = 0.42, which reduces the uncertain region (red) considerably. After determining the thresholds for the skin (T S or T S ) and the lesion (T L or T L ) pixels, seed points can now be chosen according to these thresholding constraints. We randomly choose 3% of pixels as seeds. Since spatial filtering methods are inaccurate near image borders (as can be seen in Figure 2(b) we impose an additional constraint and do not consider pixels in proximity to the image border as seed point candidates.
After placing seeds in the areas of high certainty, RW segments the image. RW gracefully handles the uncertain area in the probability map along the lesion border. We initialize the RW graph edge weights using a Gaussian function of the image intensity as Grady does [2] . The Gaussian width in this function, which we denote as β RW , is a free parameter that determines the degree to which two intensities are considered similar. Throughout this paper, this parameter has been fixed at 30. Finally, after applying the RW algorithm, the segmentations undergo morphological post-processing to fill holes and break isthmuses.
Results
We tested our method on a dataset of images taken from [7] and [8] . We begin by selecting 100 images that pose a challenge to segmentation methods, and call this imageset 'challenging'. These represent images that are often excluded from other studies [3] . An image is considered challenging if one or more of the following conditions is met: 1) the contrast between the skin and lesion is low, 2) there is significant occlusion by either oil or hair, 3) the entire lesion is not visible, 4) the lesion contains variegated colours or 5) the lesion border is not clearly defined. Next, we select 20 images that do not meet any of the above conditions, and call this imageset 'simple'. We merge these two imagesets, calling the resulting imageset 'whole'. Finally, we create an imageset to measure the intraobserver agreement of our expert. We randomly select 10 images from the 'challenging' imageset. These images undergo a random rotation of 90, 180 or 270 degrees, and some are randomly inverted along the X and/or Y axes. This is done to reduce the likelihood that the dermatologist would recognize the duplicate image while performing the segmentation task. We call this imageset 'intra'.
Probability maps for all images are generated as described in section 3.1 using ten-fold cross validation. Seeds are placed automatically as described in section 3.2. The results are summarized in Table 1 . We also compare our results to the Otsu thresholding method [10] and measure the intra-observer variability of the expert. Segmentations obtained from our modified random walker algorithm, the Otsu method and the dermatologist are denoted as 'MRW', 'Otsu' and 'Derm' respectively. For all comparisons we compute precision, recall, F-measure [11] , and border error [12] .
As can be seen in Table 1 , while the Otsu method consistently achieves a higher precision, its recall is much worse. This implies that the Otsu method consistently underestimates the lesion border, labeling many pixels as 'skin' that ought to be labeled as 'lesion'. When examining the more comprehensive metrics such as F-measure or border error, it is apparent that our modified random Table 1 . Comparing the results of our modified random walker segmentation algorithm (MRW) to that of Otsu's thresholding method [10] (Otsu) , and a dermatologist's manual segmentation which acts as ground truth (Derm). Comparisons are performed over simple and challenging imagesets taken from [7] and [8] . See Section 4 for a description of these imagesets. walker outperforms Otsu's method. The poorer F-measure and border error results for the Otsu method on the challenging imagest indicates its degree of difficulty. This is also born out by the results of the intra-observer agreement of the expert dermatologist on the 'intra' imageset. Figure 4 shows sample results of the segmentations obtained from our method (denoted in black) as well as the ground truth segmentation (denoted in green) for a variety of lesions, including several difficult lesions.
Comparison Imageset n Precision
Conclusion
We have developed a fully automatic method for segmenting unseen skin lesions by leveraging knowledge extracted from expert ground truth, and the random walker algorithm. Our method uses colour as well as texture to perform the segmentation and adapts itself to handle difficult, low-contrast images. Clinically, this is the first step towards an automated skin lesion diagnosis system. Future work will refine the method, and validate it on a larger dataset.
