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Abstract 
Paris, R.B. and A.D. Wood, Exponentially-improved asymptotics for the gamma function, Journal of Compu- 
tational and Applied Mathematics 41 (1992) 135-143. 
By expressing the error term in truncation of the asymptotic expansion in terms of a Mellin-Barnes integral, 
we obtain an exponentially-improved asymptotic expansion for r(z) as I z I--) 00 in I arg z I< T. We describe the 
need for such an expansion arising in applications. The result is compared with formal results of Dingle 
obtained via Bore1 summation and rigorous methods of Olver using Laplace integrals for a different class of 
functions. 
Keywords: Exponentially-improved asymptotics; gamma function; Mellin-Barnes integrals; Stokes multipliers. 
1. Introduction 
It is well hewn in textbooks of classical analysis (see, for example, [12, p.2521) that, as 
lzl+~ in largtI+- E, for any E > 0, the logarithm of the gamma function has the 
asymptotic expansion 
B2r I.gr(z)-(z-;)l~g~-z+~~~~~~+~~l 2r(2r_1)z2’-” 
where B,, are the Bernoulli numbers, or equivalently 
r(z) m &zZ-1/2e-Z 
1 1 
1+ 122 + 28822 + .=. 
I 
. 
(1 1) . 
(1 2) . 
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It is shown in [12, p.2771 that these can be extended to the wider sector 1 arg z 1 Q v - E. While 
these asymptotics are correct in the Poincare sense, a range of applications has arisen in recent 
years where more precise information concerning the subdominant terms, usually exponentially 
small, is needed. Such results are contained in the asymptotics beyond all orders of [lo], the 
exponential asymptotics of [6], the hyperasymptotics of [2] and the exponentially-improved 
a [8]. These methods are broadly equivalent, but take different approaches of 
v of rigour. 
It is the purpose of this paper to obtain exponentially-improved asymptotic expanGons for 
(1.11, or equivalently (1.2). Our work extends in a rigorous manner results contained in [5, 
Chapter 22, p-4351. We obtain an integral representation of the truncation error in the spirit of 
making use of the Mellin-Barnes rather than the Laplace type integral. We shall show 
e expansion (1.1) is valid in the complete sense of Watson 17, p.543] in the sector 
E with the addition of a term 
~(0) e f hi,-, 
(13) . 
where the Stokes multiplier is 
(14) . 
and we have written z = pe”. The upper or lower sign is taken in (1.3) and (1.4) according as z 
is in the upper or lower half-plane. The result (1.4) agrees with the generic form of Stokes 
multiplier given in [l]. 
We begin by outlining in Section 2 the problem which provided the motivation for studying 
these exponentially-improved asymptotic expansions of the gamma function. In Section 3 we 
give a derivation of the Stokes multipliers in the discontinuous sense described in [5], before 
smoothing these discontinuities in Section 4 to obtain the result (1.31, (1.4). 
2. Quotients of gamma functions 
Our interest in this result stems from a problem in exponential asymptotics for an eigenvalue 
of a singular boundary value problem involving parabolic cylinder functions- This arose in [4] 
which generahsed a model equation for tunnelling from a weakly-guiding bent optical fibre. In 
the course of this it was necessary to derive exponentiall;r-improved asymptotics for the 
quotient 
r(S cz) 
q+Z)’ as z-m9 (2 1) . 
close to the negative imaginary axis. The result [7, (5.0211 contains only algebraic terms and its 
use leads to an error by a factor of 2 in the imaginary part of the eigenvalue. For the restricted 
values of arg z given above we proceed by using the reflection formula to rearrange the 
quotient (2.1) as 
Ar($ +z)r(i -z)sin+ -z). 
Z 
R.B. Paris, A.D. Wood / Asymptotics for the gamma function 137 
If we write z = iy, for real y, and note r(Z) = F(z), this becomes 
1 
- Ir($ + iy )I2 sin T($ _ iy) h, _i 1 y (-II2 e-rl ~~l(eidl/4-iY) _ e-iMl/4-iY)), 
7T 
on using the leading term of Stirling’s approximation (1.2). We then find that for y = 1 y 1 
(z = i ly I), 
I-($ +z) 
r(i+z) “z 
-l/2(1 + ie2triz), 
while for y= -Iyl(z= -ilylj, 
r($ +z) 
I-($ +z) 
hr z-l/2( 1 - i e-2~iz). 
(2 2) . 
(2 3) . 
We may obtain higher-order real and imaginary terms by employing the full expansion (1.2). It 
is also possible (for details, see [4]) to extend the result by a Taylor expansion argument to a 
small sector z = i y + 6, where S = O(e -2rrl yl 1, containing the imaginary axis. 
While the results (2.2), (2.3) were adequate for the purpose of [4], the question of 
exponential improvement for all values of arg z remained open. It appeared that there was a 
Stokes phenomenon giving rise to a multiplier + 1 of ie2”” on arg z = $r, but one of - 1 on 
arg z = - $r. Our initial task was to find the multipliers in the sectors larg z I < $r, $r < arg z 
<err and --<argz< - +n. We do this in the next section before proceeding to consider the 
smoothing in Section 4. 
3. Discontinuous treatment of the Stokes multiplier 
The expansion of log I’(z) in I arg z I G $T - E is given by the classical result (1.1). To obtain 
the expansion in I arg z I > $a, we use the reflection formula 
1 
r(z) = -T - 
z sin TZ r( -2) . 
(3 1) . 
Consider first the case $T < arg z < r and take -z = ze-“’ so that - $r < a& -z) < 0. Then 
expansion (1.2) for r( -z) is valid and we have, taking logarithms of (3.1), 
log r(z) - lo&-& - log( z e+) - (-z - ;)log( 2 e-n’) -z - : log2T 
I 
+i 
B2r 
r=* 2r(2r - 1)z2’-’ 
N (z- i)logz -z+ilog2?r+ i 
B 2r 
r=l 2r(2r - 1)z2’-* 
- log( 1 - e2+‘), 
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equivalent form, 
I 
(I- ez=i ‘)T(*) - &Tz=-‘/h-= 1+ & + 2882’ + l . - ], 
i 
as +=in $r<argt<rr. 
In the conjugate sector --a C arg 2 < - $r a similar argument shows that we replace e2Pir 
by e -z~i’ in (3.2). In these sectors the terms e + 2rrir respectively are exponentially small and 
these expansions agree in the Poincare sense with the classical expansion (1.2). But a 
rearrangement of (3.2) and use of the binomial expansion yields the complete expansion 
( 
1 1 
r(z)m)/Z;;;zZ-I/ze-’ 1+12+28822+“. 
2 1 
(1+e-12xir+ef4niz+=~~), 
(3 31 
l I 
valid as +LQ in i~i < (arg z I< V, the upper or lower sign being taken according as z is in 
the upper or lower half-plane. 
The imaginary axis must be considered separatel>. On the positive imaginary axis we put 
e = iy, y > 0. Proceeding as in Section 2 we see that 
I r(iy) I = 
while from (1.21, 
WZWY) 
Rnce 
e-XY/* 
= lr- 2py-1’2 d_ ’ 
=ylny-y- &+O(y-I), as y+ +a~. 
i 
1 1 
T(iy) ‘c ~(iy)“-“‘e-iY 1 + 12iy - - + . . . 
288y2 1 
(1 
_ e-2TrP)-*/* 
-E TzA,/2e-Z 
i 
1 1 
1 + -+ -+ 
122 288z’ .*’ 1 
l++eZ+‘+ . ..)_ 
A similar result holds for r( -iy) with e2tiz replaced by e-2piz. 
We have finally, as I z 1 400 in largzI<rr,writing p=argz, 
i 
1 1 
r(z)” &Gz2-1/2e-’ 1+ -- + 288~2 + a*. +S(B)e**“” , 
12Z I 
(3 4 . 
(3 5) . 
where 
s(e) = 1, $<lel<v, 
S(8)= $, 8= ++‘iT, (3 6) . 
S(6)=0, lel+. 
The result (3.6) is in accordance with Dingle’s nonrigorous “final main rule” [5, p.4141 in his 
theory of terminants, namely that half the discontinuity occurs on reaching the Stokes ray 
(6 = + $r in our case), and half on leaving it on the other side. But the result of [4] in a very 
small sector corA‘aining the imaginary axis, quoted at the end of Section 2, suggests that the 
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multiplier changes smoothly across the Stokes ray, as was discussed in [l] for divergent series 
whose nth term is of form factorial over a power, which include many classes of special 
function. We shall describe this change exactly in Section 4, but we remark at this point that, 
although the smoothing will be found to be of the same generic form as obtained by Berry, 
Olver and others, this case reveals an essential difference from the functions previously 
considered. Because r(z) is not the solution of any differential equation with rational 
coefficients [12, p.2361, we cannot say that there is a finite number of distinct types of 
exponential behaviour given by the Liouville-Green (WKB) solutions at infinity. It is obvious 
from (3.3) and (3.4) that there are countably man:’ bebaviours e * 2Tiz, e * 4niz,. . . at infinity. 
Finally in this section, we can deduce that for the quotient of gamma functions (2.1) we have 
r(+ +z) 
r(i +z) 
-z-l/2(1 + 0(zs2) + iS(f))ekzrriz), (3 7) . 
where 
s(e) = 0, for ]@I< &r, 
s(+$)= f:l, 
S(e)= *2, for +C]~]<P, 
with our previous convention for signs. This confirms the findings in (2.2) and (2.3). 
4. Smoothing the Stokes discontinuity 
We now come to the main result of the paper, the smoothing of the multiplier S(6) across 
the Stokes rays arg z = + in. Our starting point is the representation for the logarithm of the 
gamma function in terms of the Riemann zeta function c(s), 
P(l) 1 
logz(z+ 1) =z- - - 
/ 
3/2+aJi TZs 
r(l) 27ci 3/2-ooi ssin Ts 
5(s) ds, 
valid in ]argzi<n - E. It is shown in [12, p.2771 that drsplacement of the contour of 
integration to the left over the double poles at s = 0 and s = 1 and the simple poles at 
S = -1, -3,..., -2n + 3 then leads to the expansion, valid when larg z I G T - E, 
n-l 
B2r 
logr(z)=(z-~)logz-z+3log2n+ rF, 2r(2r_1)z2’-l +&l(z)* (4 1) l 
The remainder function R,(Z) resulting from truncation of the above expansion after n - 1 
terms is given by 
1 
R,(z)=-- 
2A / 
-2n+l+c+mi TZs 
-2n+l+c--mi ssinrs 
5(s) ds, O<c<2, ]argzI<r-•. . (4 2) 
In (4.0, n is an arbitrary positive integer which will subsequently be chosen to have its optimal 
value given by n =O(]zl),when Izlislarge. 
We shall show how this integral for R,(Z) can be expressed in terms of the function T,(x), a 
multiple of the incomplete gamma function r(l - U, x), introduced in [8] to describe the 
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s thing of the Stokes phenomenon as 
T,(x) = 
e=“T( V ) 
27ii r(l- V, x) 
e xvi e-x s ,-xttV-l 
_- 
= 2rri / 
l+t dt, Re(V)>O, 
0 (4 3) 
. 
< !P, and by analytic continuation elsewhere. In [9] it is shown how an alternative 
of this exponentially-improved asymptotic theory for a certain class of functions 
can be achieved by means of the Mellin-Barnes representation 
-2ie-“‘“TP(x) = 
x eqX 
i i 
-r+oair(S C V) 
--x-’ ds, 
T 
/ 
-c-ai sin 1;~s 
argx1+, v+:o, -1, -2 )..., (4 4) . 
valid in the wider sector 1 arg x I< $r. Here c is a constant satisfying 0 < c < 1 and, provided v 
is not a nonpositke integer, the path of integration (suitably indented whenever Re(V) < c) lies 
to the right of all the poles of r(S + v) situated at S = - v - k, k = 0, 1, 2,. . . . 
Replacement of the variable of integration S in (4.2) by -S, followed by use of Riemann’s 
relation for J(s) in the form [12, p.2691 
‘pt[( -s) = - (2~)-‘sr( s)5( 1 + s) sin +, 
shows that R,(z) can be rearranged as 
1 
I 
2n-l-c+4 
4w 
w 
=- -(2~z)-s~(1 +s)sin$sds. 
2iii tn- I-c-?ci sin TS 
Let c now be restricted so that 0 < c < 1. Writing sin $rs in terms of exponentials, we then 
obtain 
R,(z)= 2i - ‘(J -J,), largzbr-•, (4 5) . 
where the integrais J f are defined by 
1 
/ 
h-l-c+4 
J,= - 
W 
-(+2rriz)-sc(1 +s)ds 
2iii zn-r-c-_ai sin3rs 
( f27iiz)-2ntl 
I 
--c+rir(t +2n - 1) 
=- 
27ii sin 7rt 
(&?Gz)-‘c(t +2n)dt, 
-c-3$ 
(arg(*iz)l+-q O<c<l, (4 6) . 
upon introduction of the new variable t = s - 2n + 1. Note that, although the integrals J, are 
defined in the wider sectors I arg( + iz) I G &r -- E respectively, the combination (4.5) has 
argzl<T- E as common sector of validity. 
We shall now suppose that the series in (4.1) is truncated at the optimal value of n; that is, 
when I z I is large, the value of rz corresponding to the term preceding the numerically smallest 
term in the series. Use of the well-known result for large n, 
(2 ) n ! B 2n-2(-l)n+1--Z;;, 
(2 ) 7t 
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shows that the optimal value of n is given by 
wn - 1) B2,1*2 
‘z’2z (2n+1)(2n-l-2) Bz,,= I 1 2n(2n - 1) (2 ) rr * -’ 
We therefore set 
2n-i=2rrp+cu, z=peie, (4 7) . 
where p and 0 are real and 1 a 1 is bounded. 
Since the real part of the argument of the zeta funct’on on the path of integration in (4.6) is 
greater than unity, we may use the series representation of l(s), uniformly and absolutely 
convergent for Re(s) > 1, to find 
J+= - 
( +2*iz)-21’+’ 
- 27ri / 
-c+mir(t + 2n - 1) 
sin cnt 
(f2viz)-’ 2 k-2n-f dt 
-c-coi k=l 
X 1 
= -( +2Tiz)-*“+I C k-2”-_ 
k=l 
/ 
-_c+mir(t + 2n - 1) 
27ri -c-ooi sin rt 
(f2Pikz)-’ dt, . (4 8) 
where the reversal of the order of integration and summation is justified when 1 a& f iz) I< 5~ 
- c by absolute convergence (cf. [l 1, p.3001). The integrals appearing in (4.8) can be evaluated 
in terms of the function T,(x) introduced in (4.4) to yield 
00 e&-2nikz 
J+= -2iC k T2,,-,( Gmikz). - 
k=l 
If we now define 
f,,(2Tkz) = e2”ikzTv(2aikz) - e-2rrikzTv( -2+kz), k = 1, 2,. . . , 
then wjs finally obtain from (4.5) and (4.9) the result 
(4 9) . 
(4.10) 
Oc 1, 
R,(z)= c ,T,,&pkz), largz]<n---. 
k=l 
(4.11) 
The absolute convergence of this series follows from the definition of fV in (4.10) and the large 
argument asymptotics of the incomplete gamma function. 
It is this result which will enable us to express the remainder term in the asymptotic series as 
an error function. We observe that (4.11) is equivalent, once written in terms of his “second 
basic terminant”, to that of Dingle [S, p.4351 obtained by formal methods. 
The behaviour of R,(z) as 1 z I + 00 in the vicinity of the Stokes lines arg z = + $r can now 
be ddzduced from knowledge of the asymptotic properties of the function T,( xl. With x = I x I ei’#’ 
and I v I - I x I, Olver [S] has shown using the Laplace integral (4.3), that T,(x) possesses the 
asymptotic behaviour for large 1 x 1: 
ie(T-&)Vi e-X-l Xl 
T,(x) - - - [1+0(x-‘)], 1 + e+ $2~ 1 x I 
(4.12) 
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with a conjugate behaviour valid iq the sector - 3~ + E < 4 < r - E. The quantity c( 4) is 
defined by 
$c’(+) = 1 + i(b, - T) - e’(+“‘, 
and corresponds to the branch of ~(4) which behaves in the neighbourhood of 4 = v like 
c(#)=+qr+$(+p)2-$($-*)3+ l ==. (4.13) 
If we restrict attention to the neigbourhood of the Stokes line arg z = $r, we see from (4.11), 
as in the remarks following (3.61, that there is a countable number of exponential behaviours 
e 2x1 ‘kr 
We. now observe that the dominant contribution to R,(z) arises from 
(4.111. FrFm (4.10) and (4.12) we can construct the leading asymptotic 
function K,_ ,(2=z): 
the term k = 1 in 
behaviour of this 
(4.14) 
+E. 
We then find from the second formula in (4.14) that as p + 00 in the neighbourhood of the 
Stokes line arg z = $rr, 
R,(Z) m f2,,J29z) (4.15) 
h e*“‘i(+ + $erf[c(0+ +)/%I}, (4.16) 
where, from (4.131, 
~(8 + ST) = 8 - $i + $(e - $Tj2 - $(e - $7~)~ + - - l . 
Comparison of (4.16) with (1.3) then leads to the Stokes multiplier given by 
s(e) = + + $ erf[ c( 8 + &7)/F]. (4.17) 
This completes the proof that the transition of the multiplier S(e) across the Stokes line 
argz= 4~ is smooth. Since c(0 + $w) = 0 - $T when 8 = $T, S(e) changes from approxi- 
mately zero when 0 < in to approximately 1 when 8 > $r within a zone centred on the 
imaginary axis of angular width O( p- ‘I*). On the Stokes line we have S(e) = $. A similar result 
is obtained for the Stokes line arg z = - $r, where the dominant term in (4.15) is now 
-e-2HiZ~2,_I(-2~iz), as may be seen from the conjugate version of (4.14). 
This completes our aim of giving a smooth version of formula (3.6). It is tempting to assume 
that the approximation (4.14) for T *,,_ ,(2~z) can be extended in the same form to f2,_ J2k~z) 
for k >, 2. This would give an approximation of the form (4.17) for the Stokes multiplier of each 
subdominant exponential term e2?rikz in (4.11). However, because the condition 1 u I- 1 x I is 
needed in establishing (4.121, the relation (4.7) is a prerequisite for the validity of (4.14). We 
cannot then use a formula of type (4.14) to approximate f2,_ J2k~z) for k >, 2 because this 
would require k~ I z I- n, contradicting the optimal truncation condition (4.7). Further treat- 
ment of the more recessive exponential terms enters the domain of hyperasymptotics [2,3]. 
R.B. Paris, A.D. Wood / Asymptotics for the gamma function 143 
References 
[II 
121 
[31 
[41 
bl 
163 
[71 
[81 
[91 
[lOI 
[ill 
[121 
M.V. Berry, Uniform asymptotic smoothing of Stokes’ discontinuities, Proc. Roy. Sot. London Ser. A 422 (1989) 
7-21. 
M.V. Berry and C.J. Howls, Hyperesymptotics, Proc. Roy. Sot. London Ser. A 430 (1990) 653-668. 
W.G.C. Boyd, Stieltjes transforms and the Stokes phenomenon, Proc. Roy. Sot. London Ser. A 429 (1990) 
227-246. 
N. Brazel, F. Lawless and A.D. Wood, Exponential asymptotics for an eigenvalue of a problem involving 
parabolic cylinder functions, Proc. Amer. Math. Sot., to appear. 
R.B. Dingle, Asymptotic Expansions: Their Derkation and Interpretation (Academic Press. London. 1973). 
R.E. Meyer, Exponential asymptotics, SUM Rec. 22 (1980) 213-244. 
F.W.J. Olver, Asymptotics and Special Functions (Academic Press, New York, 1974). 
F.W.J. Olver, On Stokes’ phenomenon and converging factors, in: R. Wong, Ed., Asymptotic and Computational 
Analysis, Lecture Notes in Pure and Appl. Math. 124 (Marcel Dekker, New York, 1990) 329-355. 
R.B. Paris, Smoothing of the Stokes phenomenon using Mellin-Barnes integrals, J. Comput. Appl. Math. 41 
(l-2) (1992) 117-133 (this issue). 
H. Segur and M.D. Kruskal, Asymptotics beyond all orders in a model of crystal growth, Stud. AppZ. Math. 85 
(1991) 129-181. 
E.C. Titchmarsh, Theory of Functions (Oxford Univ. Press, Oxford, 1960). 
E.T. Whittaker and G.N. Watson, Modern Analysis (Cambridge Univ. Press, Cambridge, 1965). 
