, the Cramer-Von
Mises test (Cramer,1928 and von Mises) , and the Anderson-Darling test (Anderson and Darling, 1952) . All these commonly used statistical tests can be used to test normality.
The Chi-squared test is the most important member of the nonparametric family of statistical tests because it has some attractive features including the fact that it can be applied to any univariate distribution and calculated much easier than other test statistics. It is used for quantitative and binned data. For non-binned data, a histogram or frequency table should be constructed to put the data into the categories before the Chi-squared test is used. However, the values of the Chi-squared test are affected by skewness and kurtosis. Plus, it is sensitive to the sample size. The Chi-squared test has reduced power especially for the small sample size under 50.
The Kolmogorov-Smirnov test (K-S test) is also a nonparametric test for the equality of continuous, one-dimensional probability distributions that can be used to compare a sample with a reference probability distribution, or to compare two samples.
The K-S test relies on the fact that the value of the sample cumulative density function is asymptotically normally distributed. The Kolmogorov-Smirnov statistic quantifies a distance between the empirical distribution function of the sample and the cumulative distribution function of the reference distribution, or between the empirical distribution functions of two samples. However, the K-S test tends to be more sensitive near the center of the distribution than it is at the tails of the distribution. Additionally, the most serious limitation is that the distribution must be fully specified. 
Here *  G is the upper critical value of the * G statistic. The value of *  G is calculated by the Monte Carlo simulation. For simplicity, ) ,..., , (
can also be expressed
(2) Expression (2) will be used in the Monte Carlo simulation. The test can be used for testing any hypothesized distribution. The normal distribution is merely a special case.
The range of the function ) ,..., , (
is from 0 to 1 and the mathematical expectation and variance of the test statistic have been given in Chen and Ye (2009) .
In Xiong's research, the parameters including the expected value and the standard deviation of the normal distribution are assumed to be known. When the parameters of the distribution are unknown, the test is no longer valid.
To solve this problem, Lilliefors' idea is adopted here to treat the case with unknown parameters. Estimation of the population mean and population variance derived from the sample data is conducted before calculating statistic.
The procedure in this research for simulating the critical values of the * G test statistic is summarized as follows: 
is the cumulative distribution function of the distribution;
5.
Calculate the value of ) ,..., , (
using Equation (2);
6.
Repeat steps 1 to 5 k times ( k=1,000,000 in this research); 7. Sort all the values of * G in ascending order;
8.
Find the critical values with  = 0.1, 0.05, 0.01, 0.005, 0.001, that is, to calculate the 90th, 95th, 99th, 99.5th and 99.9th percentiles.
The procedure shown above uses the standard normal distribution. It will not affect the simulation result. In fact, it can be shown that it remains invariant when the parameters of the normal distribution change.
Suppose X has a normal distribution with the mean  and standard deviation .
The value of ) ,..., (
This is the same as in the case that the standard normal distribution is picked. Monte Carlo simulation was used to conduct power study for these three tests. The computer programming languages used in this research are SAS/IML and SAS/Base.
CHAPTER II METHODOLOGY
The performance of a test statistic can be evaluated by a power study. To evaluate the performance of test statistic ) ,..., , ( 
can be calculated using equation (2) statistic is the ratio of the best estimator of the variance (derived from the square of a linear combination of the order statistics) to the usual corrected sum of squares estimator of the variance 1965) . When n is greater than three, the coefficients to compute the linear combination of the order statistics can be approximated by the method of Royston (1992) . The statistic W is always greater than zero and less than or equal to one , the procedure proposed in Shapiro &Wilk (1965) is as follows:
(1) Order the observations to obtain an ordered sample
, where x is the sample mean.
(3) (a) If n is even,
where the values of 1  i a a are given in Shapiro and Wilk (1965) .
the computation is the same as the one in (3)(a) since
the sample median, does not enter the computation of b . 
Here F is the cumulative distribution function specified by the null hypothesis. 
Let
) ( ) 2 ( ) 1 ( ... n x x x    be the order statistic of ) ( ) 2 ( ) 1 ( ... n x x x    . Then the empirical distribution function is ) ( * x F n = n i for ) 1 ( ) (    i i x x x ). ,..., 2 , 1 ( n i                                                     0 , ) ( max max ) ( max ) ( inf max ) ( sup max ) ( 1 ) ( 0 0 ) 1 ( ) ( ) 1 ( ) ( i n i i n i x x x i x x x n i n x F n i x F n i x F n i x F n i D i i i i Similarly,                   0 , ) 1 ( max max ) ( 1 n i x F D i n i
Power Study
The power of a statistical test is the probability that it correctly rejects the null hypothesis when the null hypothesis is false. That is, Power = P (reject null hypothesis/ null hypothesis is false) which can be denoted as 1 where β is the probability of committing type II error.
The power of the test statistic in this research can be presented as
The power estimate is high means that the performance of the test is good.
Statistical power may depend on a number of factors. Some of these factors may be particularly because of a specific testing situation, but at a minimum, power always depends on the following three factors: sample size, the significance level, and the sensitivity of the data. In the present research, the sample sizes n = 5 to 50 are selected to conduct the Monte Carlo simulation. In order to ensure the accuracy of the power study, the number of the repetitions is selected to be k= 1,000,000.
CHAPTER III POWER COMPARISON

Alternative Distributions
V-shaped Triangle Alternative Distributions
The probability density function of the V-shaped triangle distribution is Here is a constant between 0 and 1. The following V-shaped triangle distributions are used in this research:
Alternative Distribution 1 Consider = 0.25. This is a left-skewed V-shaped triangle distribution. The power comparison result under this V-shaped triangle distribution is shown in Table 2 .
It can be found that the * G test is performs better than Shapiro-Wilk test when sample size is 5. When sample size increases, the power of these three tests also increases. Since there is no function call of V-shape triangle distribution in SAS, the following proposition is needed.
Proposition:
Suppose U is a random variable with uniform distribution on interval (0, 1). Then
which is the probability density function of V-shape triangle distribution with parameter . h
Beta Alternative Distributions
The probability density function of the Beta distribution is
The following special cases of the beta distributions are used in the power study: ) 2 , 4 ( B distribution. This is a left-skewed Beta distribution. The power comparison result under this Beta alternative distribution is shown in 
Triangle Alternative Distribution
The probability density function of the triangle distribution is
Here is a constant between 0 and 1. The following triangle distributions are used in the power study.
Alternative Distribution 8
Consider =0.75. This is a left-skewed triangle distribution. The power comparison result of this alternative distribution is shown in Table 9 . It can be found form the figure that the * G test performs better than Shapiro-Wilk test when sample size =5 and 10. The Shapiro-Wilk size performs well when the sample size increases.
Kolmogorov-Smirnov test performs better than the * G test in this case.
Alternative Distribution 9
Consider =0.5. This is a symmetric triangle distribution. The power comparison result of this alternative distribution is shown in Table 10 . The * G test statistic performs the best in this case. * G test is more powerful than the Shapiro-Wilk test when sample size is n = 5,10,20,30.
Alternative Distribution 10
Consider =0.25. This is a right-skewed triangle distribution. The power comparison result of this alternative distribution is shown in Table 11 . It can be found form the figure that the * G test performs better than Shapiro-Wilk test when sample size n =5. The Kolmogorov-Smirnov test performs better than the * G test in this case.
Summary of Power Comparison
From the above analysis, we can conclude the following: 
CHAPTER IV CONCLUSION AND DISCUSSION
The goodness-of-fit test is a statistical procedure to measure the discrepancy between observed values and the values expected under a specific distribution. 
