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A simple and constructive proof is given for the existence of a real symmetric 
mawix with prescribed iagonal elements and eigcnvalues. Numerically implemcn 
table algorithms for constructing such a matrix are discussed. 
I. INTRODUCTION 
Let A be a real symmetric matrix of order m wjth eigenvalues 
2, </iI,< ‘.. G/i,. Horn [ 3 ] was the first toshow that, if d, < d, ,< ... < d, 
are real numbers uch that 
12; d; > :- Ai, k = l,..., m - 1, - 
i 1 i-l 
and 
<’ d.= <’ ;. _ I ;-Or? (1) 
i-l i:I 
then thcrc exists anorthogonal matrix P of order m such that he diagonal 
elements ofP’AP are d,) d?,..., d,.Mirsky [ 6 ] gave another proof of the 
theorem. See also 12, 5]. Their proofs, however, are nonconstructive. In this 
paper, a simple and direct proof of the result isgiven (in Section 2). The new 
proof is constructive and can easily be translated into an algorithm 
numerically implementable on a computer (illustrated in Section 3). This 
algorithm as an application n the numerical construction of an A-optimal 
design for a regression experiment asdiscussed in [ I]. 
2. A NEW PROOF 
The following isanew proof of the theorem in Section 1:
We may assume without loss of generality that he matrix A is diagonal 
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(with diagonal e ements /1, ,..., A, arranged inascending order of magmtutdej, 
and prove the theorem by induction. 
For m = 2, condition (1) becomes Ai < d, < d, < AZ and dz = ;1, + /1, - di. 
If d, = &,, the theorem is trivial. Otherwise, if Ai < &, write 
Obviously, P is orthogonal nd P’AP has d, and d, as diagonal e ements. 
Hence the theorem holds for m = 2. 
Now suppose the theorem holds for m > 2 and let A = diag(A, ,..,, X  +i) be 
a diagonal matrix of order m + 1 with diagonal elements “2, < d, < * .. < 
/I ,,,+ i.Since condition (I) implies Ai< d, < d,, 1 < A,,,+ I,we can find the 
least integer j > 1 such that kjj-, < d, < /zj. There is always a permutation 
matrix P, such that 
P#‘, = diag@, Lj, 1, ,..., A,iP,) Aj+ ii . . . . A,+ I). 
For the submatrix diag(A,, llj) of order 2, since 
there xists an orthogonal matrix Q of order 2 such that the matrix 
Q’ diag(A,, Aj) Q has diagonal e ements d,and /2, + A,j - d,, in view of the 
result for the case m = 2. Consider the orthogonal matrix (of order m -F 1) 
where I is the identity matrix of order m - 1 and 0 is an appropriate zero 
matrix. Then 
P;(P;AP,) P,= 
d, 6’ 1 
b A, 4’ 
where A, = diag(A, + Aj - d,, A, ,..., A,-i, dj+ i) .. . . IL,+ ,> and $ is an 
appropriate column vector. Interestingly, the m diagonal e ements ofA J and 
the m numbers d2,..‘, d, 1 satisfy condition (1). In fact, as /zi < d, for all 
i=2 ,...,j - 1, we have 
~di>(k-I)d,>~Ai, k = 2,..., j - 1; 
ik2 i=2 
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for k = j,..., m + 1, we have 
5 d,= \“- dj-d,> t Ri-d,=(l.,+I,-d,)+‘~~i+ 4 &; (3) 
iL2 i-1 i-l i-2 i-71 
and note that each of the right-hand si es of (2) and (3) is not less than the 
sum of the smallest k - 1 elements of/1,. Under the inductive assumption, 
there xists therefore an orthogonal matrix Q, of order m such that he 
diagonal e ements ofQ;nQ, are precisely d2,..., d, +, . On setting 
P, = 
1 0’ [ 1 0 e, ’ 
it is clear that P = P, P, P, is the required orthogonal matrix. 
3. ALGORITHMS AND EXAMPLES 
The direct proof in Section 2 can easily be adopted to yield a numerical 
algorithm i plementable on acomputer. A program in Fortran IV has been 
written to implement this algorithm on an IBM 3031 computer of The 
Chinese University of Hong Kong and a listing of the program is available 
on request. 
The following is another numerically implementable algorithm for 
transforming n into a matrix with given diagonal elements d, ,..., d, ,, as
suggested by Isaacson [4, p. 63 1 in dealing with a special case of the problem 
where d, = ... = d, = r?, Ai/ m. First, find an orthogonal matrix P, to 
transform LIinto /i”‘= [a:,!‘] so that a\‘,‘/~::‘= d,/d2. Then use another 
orthogonal P,to transform A(‘) into A(2) = [a:,?] sothat a:~‘/u~fi’ = d,/d,, 
and so on down the diagonal of each transformed matrix; finally proceed 
back up the diagonal. The product P, ... P, of the series constitutes one 
pass, and after several passes, the diagonal elements of the transformed 
matrix will be as close to the prescribed values as desired. This iterative 
proccdurc has been implemented onthe IBM 3031 computer, and applied to
the cxamplcs below. 
EXAMPLE 1. Consider the diagonal matrix n = diag( 1,4, 5, 7, 9), and Ict 
(d, ?..., dS)= (2.5, 6, 6. 7). Using the iterative procedure, w  reach after nine 
passes the desired symmetric matrix 
2.000 0.145 0.132 -2.112 
5.000 0.415 -1.304 -0.641 
6.00 1 0.816 -1.085 ) 
6.000 
-0.704 I
1.370 
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together with the corresponding orthogonal transformation 
r 0.893 0.117 -0.102 0.423 0.002 
-0.342 0.614 -0.457 0.443 -0.3 I7 
0.019 0.707 0.417 -0.138 0.554 
-0.143 -0.062 0.766 0.504 -0.367 
-0.256 -0.326 -0.140 0.593 0.676 
Applying the direct algorithm asgiven in Section 2,however, weobtain after 
only one quarter ofthe computing time of the above the transformed atrix 
2.000 0.000 -0.707 0.949 -0.7?5 
5.000 0.000 0.000 0.000 
6.000 1.342 -1.095 
6.000 2.449 
7.000 
and the accompanying orthogonal transformation 
0.817 0.000 0.289 -0.387 
0.577 0.000 -0.408 0.548 -0.447 
0.000 1 .ooo 0.000 0.000 
0.000 0.000 0.866 0.387 -0.3 16 
0.000 0.000 0.000 0.632 
EXAMPLE 2. Let n = diag(-2, -E,O, 4, 7) and (dry..., cfgj = (-1, --!, 
2, 3, 5). A direct application of the iterative procedure fails to yield the 
desired matrix. After certain modifications of the iterative algorithm, we 
managed to arrive at the symmetric matrix 
-0.98 1 0.634 -0.303 0.456 -0.929 
-1.007 0.533 1.842 -1.000 
2.008 0.721 2.516 
2.944 -1.372 
5.037 
together with the accompanying orthogonal transformation 
0.406 -0.865 0.150 10.242 -0.076 
0.899 0.340 -0.083 -0.182 0.188 
0.05 1 0.068 0.748 -0.455 -0.475 7 323 521 778 1281 
-0.143 -0.164 0.373 -0.3 11 0.847 J1 
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On the other hand, using the direct algorithm (of Section 2)we reach 
immediately the more precise d sired matrix 
-1.000 
; 
0.000 0.000 
-1.000 0.632 -0,632 
2.000 
and the corresponding orthogonal matrix 
0.000 -0.707 0.447 -0.447 
1 .ooo 0.000 0.000 0.000 0.000 0.707 0.447 -0.447 
0.000 0.000 0.775 0.5 16 -0.365 
0.000 0.000 0.000 0.577 
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