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A B S T R A C T
Spherical void models of Gpc-scale have widely been discussed in the literature as a possible al-
ternative to the spatially homogeneous Friedmann models with dark energy. In this framework, the
local universe is modeled by an exact solution of Einstein’s field equations, the so-called Lemaitre-
Tolman-Bondi (LTB) metric, which constitutes a spherically symmetric spacetime that is solely filled
by pressureless dust. In extension to recent multi-probe analyses of void models in a cosmological
context, we study the evolution of linear, gauge-invariant perturbations on top of LTB backgrounds
starting from a full spectrum of Gaussian initial conditions. The relativistic framework of perturba-
tion theory on radially inhomogeneous spacetimes is substantially more complicated than in standard
homogeneous models of FLRW type, because the spacetime is intrinsically dynamical already at first
order which causes gauge-invariant perturbations to couple. As shown by Clarkson et al. in 2009
([29]), their evolution is constrained by a system of linear partial differential equations which need
to be integrated numerically. We present a new numerical scheme based on finite element methods
to solve this equation system and generate appropriate scalar initial conditions in the homogeneous
asymptotic limit of the LTB patch. In this context, we involve realisations of Gaussian random fields
with an underlying power spectrum for the Bardeen potential. After spherical harmonic decompos-
ition, the initial fluctuations are mapped to the corresponding LTB gauge-invariant variables and
those evolved into the radially inhomogeneous LTB regime. Estimates of angular power spectra of
each gauge-invariant quantity are computed as functions of redshift on the past null cone. This en-
ables us to analyse the coupling strength in a statistical way. We find significant couplings up to
25% for large and deep voids of Gpc scale as required to fit the distance redshift relations of SNe.
As a major complication, LTB gauge-invariant perturbations are abstract mathematical objects that,
although in principle observable, cannot feasibly be transformed to physically meaningful quantities.
We therefore adapt a relativistic framework of light propagation to perturbed LTB models that allows
to map the combined contribution of gauge-invariant metric and matter perturbations to sources of
the optical tidal matrix. The corresponding Sachs equation is derived for generically perturbed LTB
spacetimes and numerically investigated in case of negligible perturbation coupling.
v
Z U S A M M E N FA S S U N G
Sphärische Void Modelle mit einer Ausdehnung von mehreren Gigaparsec sind ausgiebig in der
Literatur diskutiert worden, da sie eine mögliche Alternative zu den standardmäßig betrachteten,
räumlich homogenen Friedmann Modellen darstellen. In diesem Zusammenhang wird das lokale
Universum um unsere Galaxie durch die exakte Lemaître-Tolman-Bondi Lösung der Einstein’schen
Feldgleichungen beschrieben. Vorhersagen solcher Modelle sind in den letzten Jahren mit vielfältigen
Beobachtungen konfrontiert worden, die jedoch weitgehend die detaillierte Information aus linearer
Strukturbildung vernachlässigen oder teilweise geschickt umgehen. Als Erweiterung bisheriger Be-
trachtungen von Void Modellen soll in dieser Arbeit daher die vollständige Zeitentwicklung linearer,
eichinvarianter Störungen der LTB Raumzeit im kosmologischen Zusammenhang untersucht werden.
Relativistische Störungstheorie auf inhomogenen Raumzeiten ist erheblich komplizierter als in ho-
mogenen Modellen, da sich die gestörte Raumzeit bereits in linearer Ordnung dynamisch verhält
und eichinvariante Störungen untereinander koppelt. Die einschlägige Arbeit von Clarkson u. a. aus
dem Jahr 2009 zeigt, dass die Zeitentwicklung dieser Störungen durch ein System partieller Differ-
entialgleichungen beschrieben wird, das im Allgemeinen numerisch gelöst werden muss. Zu diesem
Zweck wird in der vorliegenden Arbeit ein entsprechendes Verfahren entwickelt, dass auf Methoden
der finiten Elemente zurückgreift. Kosmologische Anfangsbedingungen werden im homogenen Fried-
mann Limit des Rückwärtslichtkegels als Gaußsches Zufallsfeld modelliert, das aus dem gut bekan-
nten Powerspektrum des Bardeen Potentials hervorgeht. Diese Anfangsfluktuationen werden in Ku-
gelflächenfunktionen zerlegt und dann numerisch in der Zeit entwickelt. Das Ergebnis sind Winkel-
powerspektren der LTB eichinvarianten Störungen, die sich auf dem Rückwärtslichtkegel auswerten
lassen. Dies ermöglicht die Berechnung der Kopplungsstärke von Störungen als statistische Größe.
Im Falle tiefer und großer Voids, die zur Modellierung der Abstands-Rotverschiebungs-Beziehung
von Supernovae herangezogen werden, lassen sich Kopplungsstärken von bis zu 25% feststellen. Eine
besondere Schwierigkeit bei diesem Ansatz liegt in der physikalischen Interpretation der Ergebn-
isse. Eichinvariante Größen auf dem LTB Hintergrund sind rein physikalische Größen, allerdings
sehr abstrakt nicht auf intuitive Observablen zurückführbar. Um dieses Problem zu umgehen wird
eine relativistische Beschreibung für Lichtausbreitung in allgemeinen Raumzeiten herangezogen und
auf gestörte LTB Modelle angewandt. In der Tat lassen sich auf diese Weise eichinvariante Größen
über die Sachs-Gleichung auf Korrekturen zur Winkelentfernung abbilden. In diesem Zusammen-
hang werden die vollständigen Sachs-Gleichungen für ein gestörtes LTB Modell herleitet und im Fall
vernachlässigbarer Kopplungen numerisch gelöst.
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Part I
M A I N PA RT

1
I N T R O D U C T I O N
The main motivation of the work laid out in this thesis can be concisely summarised by the follow-
ing question: If we want to relax the assumptions of the standard cosmological model, but remain
within the framework of General Relativity, can alternative cosmological models be constructed with
properties that describe the observable universe more accurately?
Certainly, the standard cosmological model is remarkably successful. Based on General Relativity (GR)
and two symmetry assumptions stating that (1) the universe is, on average, spatially isotropic around
our position and (2) this position in the universe is not distinct, the generic class of Friedmann-
Lemaître-Robertson-Walker (FLRW) models can be constructed. These particularly simple cosmolo-
gical solutions do not only generally agree with observational data, but specific models can even be
singled out. Recent observations of type Ia supernovae, the cosmic microwave background, gravit-
ational lensing and large scale structure support the spatially flat ΛCDM model that describes the
observable universe extremely well on a wide range of times and spatial scales (see [8] for a review).
Despite this extraordinary success, cosmological solutions based on FLRW models come at the high
prize that the energy content of the universe is dominated by two hypothetical fluid species called
dark matter and dark energy which are hitherto not confirmed by any direct detection. Whereas, in the
framework of GR, there are strong hints for dark matter also on sub-cosmological scales, the physical
nature of dark energy remains mysterious. In fact, the unexpected faintness of type Ia supernovae and
resulting need to correct the luminosity distance-redshift relation seemingly requires an additional
fluid component with negative pressure which, in the framework of homogeneous and isotropic
models, accounts for a global accelerated expansion at late times. However, neither the question about
its fundamental origin nor about its late time dominance (coincidence problem) can be answered in a
satisfactory way. Although a cosmological constant represents a natural degree of freedom in General
Relativity, quantum field theory predicts its energy scale to be utterly wrong by approximately 120
orders of magnitude. On the other hand, dynamical scalar field models of dark energy assume a time
dependence in its equation of state for which we have actually no significant evidence in observational
data (see [31]).
This profound lack of understanding of the physical nature of dark energy stimulates attempts to
investigate alternative cosmological models that question the basic assumptions with the hope that
well-motivated additional degrees of freedom may help to circumvent any need for dark energy and
can nonetheless account for all observational data in an equally successful way.
Since we restrict ourselves to models described by General Relativity, the two symmetry assump-
tions are left to be relaxed. Statistical isotropy of the universe around our position is well confirmed
by measurements of the cosmic microwave background and large scale structure. Hence, question-
ing spatial homogeneity seems the most reasonable attempt. Indeed, this model assumption relies
on the so-called Copernican Principle which states that, when averaged over sufficiently large scales
(≥ 100Mpc), we are not placed at a special position in the universe. Being mainly philosophically
motivated, this principle is very difficult to test observationally since we only have direct access to
measurements on our past lightcone. A priori, there is consequently no way to distinguish temporal
3
4 introduction
evolution from spatial variations where the latter have simply been excluded by assumption in the
standard model.
One possible approach to test spatial homogeneity is studying Lemaître-Tolman-Bondi (LTB) models
(see [24, 57, 89] for original works and [23, 27, 40, 65] for detailed reviews) which constitute a class of
cosmological models based on a radially inhomogeneous solution of Einstein’s field equations. Their
spatial hypersurfaces are spherically symmetric about a distinct central worldline. In fact, these mod-
els and especially a subclass with a homogeneous Big Bang and a vanishing cosmological constant1
represent the simplest inhomogeneous generalization of the standard model based on an exact solu-
tion of General Relativity. If our galaxy is assumed to be located in a large underdense region of Gpc
scale (a so-called void), cosmological models built upon this class of solutions are able to fit distance-
redshift relations of type Ia supernovae without any need of dark energy (see [33, 42]). However, an
off-centre observer would see a significant dipole amplitude in the cosmic microwave background
(CMB) which has to be in agreement with the observed signal. Our position in the void region is
therefore constrained to be close to the centre within a few tens of Mpc (see [2, 44] for corresponding
CMB analyses), requiring a high degree of spatial fine tuning. LTB models were rigorously confronted
with observations (see [19, 22, 26, 33, 46, 68, 94, 100, 101]), and their applicability to describe the local
universe around our position was recently reanalysed in detail in [75]. All analyses agree that void
profiles are indeed able to successfully reproduce local distance-redshift relations of supernovae, but
the resulting local Hubble rate turns out to be too small to simultaneously account for global CMB
measurements. Even very flexible void profiles as applied in [75] were not able to alleviate this issue
as the resulting posterior distributions of Hubble constants have negligible overlap with the locally
measured value and its uncertainty distribution. Moreover, various additional cosmological probes,
such as the linear kinetic Sunyaev Zel’dovic effect ([99]), Baryon Acoustic Oscillations ([101]), and
galaxy age measurements ([35, 96]) were reported to be in considerable tension with the simplest
void models.
Current analyses, however, are limited to observables that do not depend on the details of linear struc-
ture formation since linear perturbation theory in LTB models is quite a challenge and therefore still
under development. Nevertheless, structure formation in voids has to be taken into account in full
generality in order to rule out these models on a solid basis. The reason for the utter complexity of
the problem is that the evolution of linear perturbations on inhomogeneous backgrounds is substan-
tially more complicated than in spatially homogeneous FLRW models because the decomposition into
gauge-invariant 3-scalar-, 3-vector- and 3-tensor modes (SVT variables) is no longer straightforwardly
possible. In addition, anisotropic and position-dependent structure growth causes gauge-invariant
perturbation variables to couple already at first order, which is described by a system of coupled
partial instead of ordinary differential equations. However, significant progress was made in the past
few years on several approaches. Alonso et al (2010) ([3]) managed to set-up a Newtonian N-body
simulation in the gravitational potential of a large Gpc void and studied Newtonian perturbations
by comparing the simulated results with the theoretically predicted void profile of [46]. Nishikawa
et al. (2012) (see [70] and also [71, 72]) studied the evolution of density perturbations in void models
by applying secondary linear perturbations on top of a primary, isotropically perturbed FLRW model
that accounts for the void. Zibin (2008) (see [98] and further application in [37]) used a covariant
1+1+2 formalism for scalar perturbations in LTB spacetimes and obtained evolution equations and
matter transfer functions in the so-called silent approximation by neglecting the magnetic part of the
Weyl tensor and effectively the coupling of scalar to tensor modes.
Clarkson et al. (2009) (see [29] for a remarkable paper in this context) obtained a full set of gauge-
invariant perturbation variables in spherically symmetric dust spacetimes. They present first order
evolution equations given by linear partial differential equations containing the full coupling of
the perturbations on inhomogeneous backgrounds. Their results build on earlier studies of gauge-
invariant perturbations in general spherically symmetric configurations, using a 2+2 split of the back-
ground spacetime (see [49, 50, 51, 84] and [90] for a cosmological application). The first order field
1 These issues will be clarified in Chapt. (3)
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equations were evaluated in a covariant perfect fluid frame by Gundlach & Martin-García ([54, 67]) in
the context of perturbed stellar collapse. Clarkson et al. specified these equations to dust solutions and
even performed the FLRW limit showing the complicated mixing of FLRW scalar, vector, and tensor
degrees of freedom in each LTB gauge-invariant quantity. However, numerics of the corresponding
system of partial differential equations is very challenging. In case of negligible coupling, February et
al. (2013) ([43]) managed to predict the two-point density correlation function in LTB void universes.
A first test run of a full numerical solution of the system was performed by February et al. (2014)
([41]). Their numerical scheme is based on combined second-order finite differencing in space and
fourth-order time integration. Starting with a void profile of Gaussian shape, they ran several test
cases by initialising each perturbation variable separately by five Gaussian peaks that are placed at
equidistant positions in the void.
However, estimating the relevance of perturbation coupling in a realistic cosmological environment is
still an unsolved issue and represents the current state of research where this thesis work is going to
set in. We extend the approach of February et al. (2014) by generating realistic initial conditions and
evolve the system from an initial FLRW state. By assuming the universe to be sufficiently homogen-
eous and isotropic at early times, we sample initial conditions from a power spectrum of the Bardeen
potential Ψ in the matter-dominated era. This enables us to study the spacetime evolution of perturb-
ations in LTB models in a statistical way by comparing angular power spectra of each gauge-invariant
quantity at different redshifts on the past null cone. We developed a new numerical scheme to solve
the underlying partial differential equation system based on a finite element technique for the spatial
discretisation in each timestep. This approach has proven to be more flexible than finite differences,
since the grid structure can easily be adapted to the problem itself. In addition, we use a numerical
implementation of the LTB background model (as also applied in [75]) such that we are not limited
to strictly hyperbolic background models and very flexible in the choice of the void density profile.
This overall setup allows us to perform detailed studies of the evolution of gauge-invariant perturb-
ations in LTB models and to investigate coupling effects, which are the main distinguishing feature
from the spatially homogeneous FLRW models. So far, numerical studies presented in this thesis are
still restricted to a general proof of concept and therefore have not yet been applied to observation-
ally constrained void models. This is, of course, the next important step to be performed. The reason
for this restriction lies in the mathematical structure of LTB gauge-invariant perturbations which rep-
resent complicated mixings of scalar, vector and tensor modes in the FLRW limit. Although these
quantities contain, by construction, only physical degrees of freedom that are principally accessible
by observations, their reduction to physically meaningful variables is a highly non-trivial task and is
not yet fully understood.
A general formalism for light propagation in perturbed LTB spacetimes constitutes a very promising
approach to circumvent the physical interpretation of single gauge-invariants since it actually ac-
counts for their combined effect. Certainly, metric and fluid variables appear as sources in the Sachs
equation that constrains the evolution of the Jacobi Map of a bundle of null geodesics. This formalism
can, in fact, be used to compute observable corrections to the angular diameter distance caused by
deviations of the central observer’s lightcone from isotropy. Quantifying these corrections is essential
to strengthen the results from previous analyses of void models since all cosmological measurements,
apart from very few exceptions, rely on observational data on the past null cone.
The thesis is organised as follows: An introductory chapter outlines very general concepts that are
widely applied throughout this work. Starting with a short introduction to General Relativity and
FLRW cosmology, gauge-invariant perturbations on homogeneous and isotropic backgrounds are dis-
cussed. A simple framework of light propagation in arbitrary spacetimes is outlined in some detail
and exemplarily applied to perturbed FLRW models. General properties of LTB spacetimes as well
as an efficient numerical implementation of these models are described in Chapt. (3). Following the
metric approach of Clarkson et al. (2009), a possible set of gauge-invariant perturbations and corres-
ponding evolution equations are subsequently introduced in Chapt. (4). The numerical treatment of
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the resulting linear partial differential equation system and corresponding boundary and initial con-
ditions are laid out at length in Chapts. (5) and (6). Chapt. (7) contains the final angular power spectra
and statistical estimation of the coupling strengths which are presented and discussed in some detail.
The general weak lensing formalism introduced in Chapt. (2) can now straightforwardly be applied
to perturbed LTB models. Based on considerations of light propagation in the background spacetime,
the full Sachs equation in perturbed LTB models is derived. For simplicity, only the case of negligible
coupling has been numerically addressed so far. We present first order corrections to the angular
diameter distances within this approximation and provide some overview on ongoing extensions and
improvements in this field. General conclusions are drawn in Chapt. (9).
2
G E N E R A L C O N C E P T S
2.1 summary
This introductory chapter is meant to summarize general concepts that are widely be applied through-
out the present work. Starting with a short overview of General Relativity and the standard cosmolo-
gical model, gauge-invariant linear perturbation theory on homogeneous and isotropic backgrounds
is introduced. The main focus is set on gauge transformations and the importance of gauge invariance
to construct purely geometrical linear perturbations without coordinate degrees of freedom. Analog-
ous techniques are going to be applied to construct gauge-invariant perturbations of LTB spacetimes.
The inflationary origin of cosmic structures is pointed out which leads to the final shape of the dark
matter power spectrum. This is a crucial ingredient to generate initial conditions for LTB gauge-
invariant quantities in the homogeneous limit. A framework of light propagation in arbitrary space-
times is discussed in detail as it provides a valuable tool to relate abstract gauge-invariant metric
perturbations to meaningful observable quantities, e. g. corrections to the angular diameter distance.
2.2 general relativity and flrw cosmology
The General Theory of Relativity (GR) is a metric theory of gravity and has been worked out by
A. Einstein at the beginning of the 20th century. Based on the Equivalence Principle, it has proven
to be remarkably successful in reproducing measurements from solar system scales to cosmological
solutions. The Newtonian force representation of gravity is replaced by a spacetime that behaves
dynamically and can be curved by energy and momentum distributions. This novel description of
the phenomenon of gravity includes a General Principle of Relativity and allows to formulate full
covariant laws of nature which makes this theory one of the most impressive achievements in physics
ever made. For a generally comprehensive and well-written introduction to GR, the interested reader
is referred to [39].
Since a covariant theory of gravity necessarily has to be tensorial (see [87]), its exact mathematical
formulation requires concepts developed in the field of differential geometry. In comparison to special
relativity, the rigid metric tensor ηµν or, equivalently, the line element
ds2 = ηµνdxµdxν (2.1)
are replaced by a dynamical field gµν(xα) that characterises spacetime as a four dimensional pseudo-
Riemannian manifold M. Mathematically, a spacetime is therefore described by the pair (M, g).
Based on the Levi-Civita connection ∇, parallel transport and corresponding covariant derivatives
can be introduced for adequate mathematical operations on this object. The metric field is constrained
by Einstein’s field equations assembling a system of ten second order, non-linear partial differential
equations which can compactly be written as
Gµν +Λgµν = 8piGTµν , (2.2)
with the Einstein tensor
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Gµν = Rµν − 12 Rgµν . (2.3)
The Ricci tensor Rµν and the Ricci scalar R are contractions of the Riemann tensor Rµνκλ that determ-
ines the curvature of spacetime in an intrinsic and coordinate invariant way1. The second contracted
Bianchi identity states that
∇µGµν = 0 , (2.4)
ensuring that local energy-momentum conservation ∇µTµν = 0 is generically contained in Eq. (2.2).
In words, the field equations state that spacetime curvature encoded in the Einstein tensor Gµν is
sourced by general energy and momentum distributions Tµν in the spacetime. On the other hand,
curvature "back-reacts" on the dynamics of the spacetime content which is shown in the nonlinearity
of Eq. (2.2). Due to a mathematical freedom, Einstein’s field equations can be augmented by a term
proportional to the metric tensor that contains the so-called cosmological constant Λ. According to
a remarkable theorem proven by Lovelock in 1972 (see [64]), the form of Eq. (2.2) is unique in four
dimensions for very general preconditions that are well fulfilled within the framework of GR.
Because of the obvious complexity of the theory, it is hard to find proper analytical solutions of
the field equations in general. However, there are two important approaches to approximate those
solutions that are relevant for the work considered here.
• If strong symmetry constraints are applied to the spacetime ab initio, a general parametric an-
satz for the metric and energy-momentum tensor can be constructed that, when inserted into
Eq. (2.2), yields analytically solvable differential equations in the parameters. Famous examples
are the Schwarzschild solution ([83]), the Friedmann-Lemaître-Robertson-Walker (FLRW) solu-
tion ([45, 58, 77, 95]), or the Lemaître-Tolman-Bondi (LTB) solution ([24, 58, 89]) which are all
subclasses of the Lemaître solution ([58]).
• More complicated spacetimes can be obtained by a perturbative ansatz. By constructing small
perturbations on a well-known (probably highly symmetric) background spacetime, first order
linear differential equations in terms of these perturbations can be deduced. Linear perturbation
theory in GR has become a valuable tool for the description of various relativistic effects like
frame dragging, light-deflection or gravitational waves. In cosmology, it has been established as
a standard technique for the description of structure formation in the universe at sufficiently
large scales and/or early times.
While perturbative treatments of spacetimes are discussed in detail in the following section, we con-
tinue with a short overview of the FLRW solution and its application to physical cosmology. Being
remarkably successful in describing the observable universe, it it is also called standard model of cos-
mology.
It has already been pointed out in the introduction that, apart from GR, the FLRW cosmological model
is based on two strong symmetry assumptions which are denoted as Cosmological Principle:
1. When averaged over sufficiently large scales, the universe is spatially isotropic. Mathematically,
a spacetime (M, g) will be called spatially isotropic about a point p ∈ M if there exists a
congruence of time-like geodesics through p with tangent vectors u (defining worldlines of local,
so-called fundamental observers) such that two vectors v1, v2 orthogonal to u can be transformed
into each other while u, g and p are left invariant. Thus, there is no dependence of spatial
directions in the description of the spacetime seen by fundamental observers.
1 The trace-free contribution Cµνκλ to the Riemann tensor is known as Weyl tensor and describes the non-local part of curvature.
For instance, this genuinely relativistic degree of freedom affects the propagation of light rays in the spacetime as will be
outlined in Sect. (2.5).
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2. The position of our galaxy in the universe is not unique (Copernican Principle). In combination
with local isotropy, the Copernican Principle implies spatial homogeneity, i. e. there exists a
family of spacelike hypersurfaces Σt that foliate M in a way that two points p, q ∈ Σt can be
transformed into each other while the metric is left invariant.
It can be shown that the Cosmological Principle restricts the spatial sections ofM to hypersurfaces of
constant curvature k. In local coordinates (t, r, θ, φ) of fundamental observers, the most general metric
ansatz can be formulated as
ds2 = −dt2 + a2(t) h , with h = dr
2
1− kr2 + r
2dΩ2 . (2.5)
In fact, Eq. (2.5) describes generically curved spatial sections that can isotropically expand or contract
mediated by a time-dependent scale factor a(t). By choosing a different radial coordinate defined by
dw =
dr√
1− kr2 , (2.6)
Eq. (2.5) can equivalently be written as
ds2 = −dt2 + a2(t)
(
dw2 + f 2k (w)dΩ
2
)
, (2.7)
with
fk(w) =

1√
k
sin
(√
k w
)
, k > 0
w , k = 0
1√−k sinh
(√−k w) , k < 0 ,
(2.8)
depending on the sign of the spatial curvature.
The most general energy-momentum tensor that is compatible with the Cosmological Principle de-
scribes a perfect fluid
Tµν = (ρ+ p) uµuν + pgµν , (2.9)
with contributions of energy density ρ and isotropic pressure p which depend on the coordinate time
only. Einstein’s field equations can then be reduced to the Friedmann equations given by
(
a˙
a
)2
=
8piG
3
ρ+
Λ
3
− k
a2
, (2.10)(
a¨
a
)
= −4piG
3
(ρ+ 3p) +
Λ
3
. (2.11)
According to Eq. (2.4), local energy-momentum conservation ∇µTµν = 0 is already contained in these
equations and reduces to the continuity equation of the matter distribution
ρ˙ = −3
(
a˙
a
)
(ρ+ p) . (2.12)
This equation can be closed by assuming an equation of state p = wρ where the equation-of-state
parameter w either represents a constant or a function of time. The resulting solution ρ(a) can then be
inserted into Eq. (2.10) which is then solved for a(t). Equivalently, Eqs. (2.10) and (2.11) can be closed
using the equation of state and right away be solved for a(t) and ρ(t). By convention, we assume a
scale factor of unity today. A general solution to Eq. (2.12) is then given by
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ρ(a) = ρ(0) exp
(
−3
∫ a
1
(
1+ w(a′)
) da′
a′
)
, (2.13)
where ρ(0) denotes the matter energy density at a = 1.
In case of a pressureless fluid, we obtain a simple mass conservation law
ρ(a) = ρ(0)a−3 (2.14)
in an isotropically expanding space.
The relative expansion rate a˙/a defined by Eq. (2.10) is denoted as Hubble function H(a). Its value
today defines the Hubble constant H0. Conveniently, Eq. (2.10) can be slightly rewritten as
H2(a) = H20 E
2(a) , with E2(a) =
8piG
3H20
ρ(0)a−3 + Λ
3H20
− k
a2H20
= Ω(0)m a−3 +Ω
(0)
Λ +Ω
(0)
k a
−2 ,
(2.15)
where today’s relative contributions of matter, cosmological constant and curvature are effectively
expressed in terms of the density parameters
Ω(0)m =
8piG
3H20
ρ(0) , Ω(0)Λ =
Λ
3H20
, and Ω(0)k = −
k
a2H20
= 1−Ω(0)m −Ω(0)Λ .
Eq. (2.10) can be integrated yielding
t =
∫ a
1
da
aH
=
1
H0
∫ a
1
da′√
Ω(0)m a
−1 +Ω(0)Λ a2 +Ω
(0)
k
, (2.16)
which is used to compute the global age of the universe in terms of the cosmological parameters.
One particular example of FLRW models is the so-called Einstein-deSitter (EdS) universe that will
account for the asymptotic limit of the LTB void model described in Chapt. (3). It is given by a
spatially flat spacetime and vanishing cosmological constant that solely constains pressureless matter
(so-called dust) described by Ω(0)m = 1.
2.3 essentials of gauge-invariant linear perturbation theory in flrw models
As already mentioned in the previous section, approximate descriptions of spacetimes can be obtained
by perturbative solutions of Einstein’s field equations. The basic idea is to impose small perturbations
on top of a well-known and in most cases highly symmetric background spacetime. Taking only
first order contributions to the field equations into account reduces the problem to solving a system
of linear differential equations that, in many cases, is still tractable in comparison to full GR. More
precisely, we assume that the full spacetime (M, g) is close to an averaged background spacetime
(M, g). This means that there exists a local coordinate system in M such that the metric g can be
written as
gµν = gµν + δgµν , (2.17)
where δgµν and corresponding first and second partial derivatives are assumed to be small. In fact,
this construction is non-trivial as the general averaging problem of GR is not fully solved yet. However,
we do not want to go into details here and assume that an admissible averaged background spacetime
exists. A short discussion of this issue can be found in [38].
Correspondingly, the Einstein and energy-momentum tensor onM can be constructed as
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Figure 2.1: Illustration of the formal construction of perturbations using the pointwise correspondence between
the perturbed and background spacetime mediated by a diffeomorphism.
Gµν = Gµν + δGµν , (2.18)
Tµν = Tµν + δTµν , (2.19)
with δGµν and δTµν being small as well. Einstein’s field equations in the two spacetimes
Gµν = 8piGTµν , and Gµν = 8piGTµν
can now be subtracted from each other yielding first order equations in the perturbations
δGµν = 8piGδTµν . (2.20)
Those generically represent a system of linear partial differential equations in the metric perturbation
δgµν.
2.3.1 Gauge transformations and gauge invariance
The subtraction of quantities that are defined on different manifolds requires a one-to-one correspond-
ence between them. This correspondence is mediated by a diffeomorphism, i. e. a bijective, smooth
map with a smooth inverse, between the perturbed and the background spacetime. Considering a
fiducial diffeomorphism φ that maps the point p ∈M uniquely to the point p ∈ M, any tensor field
Q defined on p can be compared to its averaged counterpart Q at p using the pull-back of Q with re-
spect to φ (see Fig. (2.1)). Hence, a generic linear perturbation of Q can be constructed by subtracting
both quantities correspondingly:
δQ(p) = φ∗Q(p)−Q(p) , (2.21)
where, in accordance with Eqs. (2.17) - (2.19), δQ (and eventually its first and second partial derivat-
ives) are assumed to be small with respect to Q.
By construction, perturbations are then evaluated at points in background spacetime, but several equi-
valent descriptions exist (see [38] or [69] for reviews). A coordinate invariant treatment is discussed in
[86]. Once coordinate charts are chosen in both spacetimes, the diffeomorphism also fixes the corres-
pondence between these local coordinate systems at p and p. In this manner, the φ can be interpreted
as a coordinate transformation between these two frames.
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According to the General Principle of Relativity, the choice of local coordinates in both spacetimes is
irrelevant and must not have any physical meaning. Certainly, local coordinates of the background
spacetime are somehow singled out by fundamental observers that respect the given symmetry prop-
erties. We therefore fix the coordinate frame in the background spacetime. However, there exist infin-
itely many diffeomorphisms φ (and therefore local coordinate systems in the perturbed spacetime),
so-called gauges, that lead to physically equivalent perturbations δQ = φ∗Q− Q fulfilling Eq. (2.21).
Hence, the quantity δQ is gauge-dependent and contains additional coordinate degrees of freedom.
It is therefore crucial to be able to distinguish physical perturbations from coordinate effects. Trans-
formations between perturbations in different gauges are defined by the correspondence between the
generating diffeomorphisms. To first order, this correspondence can be mapped to infinitesimal co-
ordinate changes xµ → xµ + ζµ in the perturbed spacetime that are mediated by a four vector field
ζµ (see [69] for a rigorous treatment). In fact, it can then be shown that perturbations δQ1 and δQ2 in
two different gauges are related by the Lie derivative of the background quantity along ζµ:
δQ2 = δQ1 + LζQ . (2.22)
Equation (2.22) allows to derive explicit expressions for gauge transformations that only depend on
the background quantity Q. Gauge degrees of freedom of generic perturbations can directly be charac-
terised and separated from physical degrees of freedom. This means that constructing perturbations
being invariant under Eq. (2.22) effectively eliminates all dependence on the coordinate choice. This
particular subclass of so-called gauge-invariant perturbations is essential for any physical statements
deduced from linear perturbation theory as solely true geometric deviations from the background
quantities are taken into account. To leading order, those gauge-invariants are given by linear combin-
ations of gauge-dependent perturbations and derivatives thereof. However, reducing gauge-invariant
perturbations to quantities that are accessible by observations becomes a non-trivial task in case of
more complicated background spacetimes which will be discussed in detail when considering linear
perturbation theory on top of LTB backgrounds (see Chapt. (4) and App. (B)). For spatially homogen-
eous and isotropic models, this construction is, in fact, simpler and will briefly be discussed in the
following.
2.3.2 Scalar-Vector-Tensor decomposition
This section can only provide a very short summary on gauge-invariant perturbation theory in FLRW
models. Detailed computations and rigorous mathematical treatment can be found in the lecture notes
of Kurki-Suonio (see [88]) which are itself based on the work of Mukhanov et al. (1992) (see [69]) and
the book of Liddle & Lyth (see [63]).
By introducing a conformal time τ defined by dτ = dt/a(t), the FLRW line element in Eq. (2.5) can
be written in a more convenient form given by
ds2 = a2(τ)
[
−dτ2 + γijdxidxj
]
, (2.23)
where γij denotes the comoving spatial part as obtained in Eqs. (2.5) or (2.7).
General perturbations of the metric and energy-momentum tensor can now be constructed in the
formal way outlined above. We therefore obtain linear perturbations
gµν = gµν + δgµν , (2.24)
Tµν = Tµν + δTµν , (2.25)
with gµν and Tµν describing the FLRW metric- and energy-momentum tensor. We restrict ourselves
to the metric perturbations here, but fluid perturbations can be set up in an analogous way.
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The local time coordinate of a fundamental observer singles out an underlying homogeneous and
isotropic 3-space such that generic scalar, vector and tensor (SVT) perturbations in FLRW spacetimes
are characterised by their transformation property regarding coordinate changes in that 3-space.
In a general gauge, the final metric tensor is then given by (see [29] and [88])
(gµν) = a2(τ) ·
(
−(1+ 2φ) ∇iB− Si
∇iB− Si (1− 2ψ) γij + 2∇i∇jE + 2∇iFj + hij
)
. (2.26)
In fact, general metric perturbations can be decomposed into
1. Four scalars: φ,ψ, B, E (four degrees of freedom)
2. Two divergence-free 3-vectors: (Fi), (Si) (four degrees of freedom)
3. One divergence-free and trace-free 3-tensor: (hij) (two degrees of freedom)
Since δgµν is a symmetric tensor in four dimensions, it contains ten intrinsic degrees of freedom
that have effectively been distributed over scalar, vector and tensor quantities defined on a spacelike
hypersurface perpendicular to the local time direction.
By constructing the gauge transformation for the metric perturbation δgµν according to Eq. (2.22), cor-
responding expressions for each perturbation quantity can be deduced. It turns out that the following
expressions
Φ = φ+H (B− ∂τE) + ∂τ (B− ∂τE) , (2.27)
Ψ = ψ−H (B− ∂τE) , (2.28)
Vi = Si + ∂τFi , (2.29)
with H = ∂τa/a are manifestly gauge-invariant (see for example Bardeen (1980) ([6]), Mukhanov et.
al. (1992) ([69]), and Durrer (2005) ([38]) for detailed calculations). The tensor perturbation (hij) is
automatically gauge-invariant since no gauge transformation of a symmetric traceless tensor can be
generated by a vector field ζµ. In this manner, six physical degrees of freedom have been singled out
and separated from the four coordinate degrees of freedom contained in ζµ. The two scalar functions
Φ and Ψ are commonly known as Bardeen potentials according to Bardeen (1980) (see [6]).
There exists a particular gauge known as longitudinal or conformal Newtonian gauge where ζµ is fixed
such that E = B = Fi = 0. According to Eqs. (2.27) - (2.29), perturbations in conformal Newtonian
gauge directly correspond to the gauge-invariants and the line element becomes
ds2 = a2(τ)
[
− (1+ 2Φ)dτ2 − 2Vi dτdxi + (1− 2Ψ) γij + hij dxidxj
]
. (2.30)
An important aspect to be mentioned here is that the gauge-invariant quantities have pure scalar,
vector and tensor transformation properties on the underlying 3-space. Thus, transforming to gauge-
invariant quantities does not mix different perturbation types. This is caused by the high degree
of spatial symmetry in FLRW models. Scalar perturbations can therefore physically be interpreted
as gravitational potentials, vector perturbations as velocity potentials and tensor perturbations as
gravitational wave modes. However, in less symmetric models, gauge-invariant quantities are very
complicated mathematical structures with non-trivial physical interpretation.
Analogously, perturbations in the energy-momentum tensor can be constructed in a gauge-invariant
way and evaluated in conformal Newtonian gauge. Inserting the perturbed metric ansatz and energy-
momentum tensor into Einstein’s field equations yields a full system of first order evolution equations
for the metric perturbations. In case of perturbed perfect fluids without anisotropic stress, this sys-
tem separates into homogeneous (dynamical) equations and inhomogeneous (constraint) equations
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where the latter contain source terms provided by the matter perturbations. The dynamical part de-
couples into separate evolution equations for scalars, vectors and tensors (see [38] and [69] for details)
such that each metric perturbation type evolves independently in time and can be treated as if other
perturbation types were absent. In case of a spatially flat background spacetime, perturbations are typ-
ically expanded into plane wave modes so that the evolution equations are transformed to ordinary
differential equations per Fourier-mode. In absence of anisotropic stress, one then finds Ψ = Φ to first
order (see [38]). Vector perturbations decay like a−2 in this environment whereas tensor perturbations
obey a wave equation that contains a damping term due to the background expansion.
In Chapt. (4), gauge-invariant perturbations of spherically symmetric dust spacetimes will be con-
sidered which are characterised according to their transformation behaviour on S2. As a consequence
of radial inhomogeneity, gauge-invariants are then non-trivial objects that inherently couple during
spacetime evolution and are complicated mixtures of Scalar-Vector-Tensor perturbations in the FLRW
limit. Since no separate treatment of perturbation variables is possible, the full linear evolution equa-
tions have to be evolved numerically. In comparison to the spatially flat FLRW case, perturbations can
be expanded into spherical harmonics yielding partial differential equations in the coordinate time
and radius for each angular scale ` and orientation m.
2.4 initial seeds and the shape of the gravitational potential power spectrum
The theory of cosmological inflation was proposed as a natural solution to disambiguities in the
current cosmological model at early times which are known as horizon and flatness problem. Within
this framework, the early universe undergoes a phase of exponential expansion which lasts sufficiently
long to obtain a physically required increase of the scale factor by approximately 60 e-folds. Among
more complicated configurations, this behaviour can be achieved by assuming the energy density of
the early universe at Planck times to be dominated by a single scalar field φ which is commonly
known as inflaton. Considering energy scales in this Planck era, quantum effects of φ are certainly
important and have to be taken into account. As a consequence, quantum fluctuations of the inflaton
field at the beginning of inflation are quickly driven out of causal contact and freeze in. As soon as
inflation stops (which is generally described by the violation of the slow-roll conditions) it is assumed
that the inflaton field can couple to ordinary matter which allows to transfer its energy density back
to different constituents of the post-inflationary universe. This process is known as reheating and
has not been completely understood so far. Nonetheless it states that initial seeds for the metric and
matter perturbations are inherited from primordial quantum fluctuations of the inflaton field. Those
perturbations then evolve in time on a homogeneous and isotropic background. Given an initial scalar
metric potential Ψ, it can be shown from the vacuum expectation value of the inflaton field that (see
[7])
k3PΨ(k) ∼
(
H2
φ˙
)
≈ const . (2.31)
Since density fluctuations are given by δ ∼ k2Ψ due to Poisson’s equation, the initial density power
spectrum obeys
Pini(k) k3
1
k4
≈ const ⇒ Pini(k) ∼ kn , (2.32)
with n ≈ 1 denoting the spectral index. As perturbations generated by the inflaton field are assumed
to be small, their evolution can be described by linear perturbation theory of a background FLRW
model with sufficient accuracy. The high degree of spatial symmetry causes different Fourier modes
to evolve independently (typically characterised by a scale-independent growth factor D+(a)) and
therefore density fluctuations in real space arise from superpositions of large numbers of statistically
independent plane waves. According to the central limit theorem, this leads to a Gaussian random
field with a vanishing mean and a variance proportional to the Fourier transform of the initial power
spectrum Pini(k).
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When inflation stops, the horizon starts shrinking and Fourier modes get into causal contact at dif-
ferent times depending on their wavelength. Modes that enter the horizon within the radiation dom-
inated era experience the radiation pressure that almost completely stops their growth. Hence, small
scale modes which correspond to large k-values are strongly suppressed. Large scale modes however,
that get into causal contact at matter domination, are not affected by the radiation pressure and con-
tinue growing in amplitude. These effects strongly influence the shape of the density power spectrum
which is mediated by a transfer function (see [4])
T(k, a) :=
D+(aini)
D+(a)
δ(k, a)
δ(k, aini)
. (2.33)
Effectively, T(k, a) relates the initial amplitude of δ(k) at aini to the final amplitude at a while excluding
the growth provided by the linear growth factors. In case of smaller redshifts (z ≤ 100), the transfer
function depends negligibly on the scale factor since no significant influence of radiation pressure is
present in this region.
The general form of the density power spectrum is given by
P(k, a) =
(
D+(a)
D+(aini)
)2
T2(k, a)Pini(k)
{
∼ k , a aeq
∼ k−3 , a aeq ,
(2.34)
where the asymptotic limits refer to modes that entered the horizon long before and after matter-
radiation equality aeq.
In general, the transfer function has to be determined numerically, but accurate analytic fitting for-
mulae exist for various scenarios. For a universe that is dominated by cold dark matter and adiabatic
initial conditions, the fitting formula developed in Bardeen et al. (1986) (see [5]) can be applied. It is
given by
T(k) =
ln (1+ 2.34q)
2.34q
[
1+ 3.89q + (16.1q)2 + (5.46q)3 + (6.71q)4
]
, (2.35)
with q = k/Ω(0)m Mpc/h.
In Fourier space, we obtain (using again Poisson’s equation)
− k2Ψ(k, a) = 4piGρba2δ(k, a) = 32
Ω(0)m H20
a
δ(k, a) , (2.36)
where the definition of the matter density parameter has been applied (see Sect. (2.2)).
Hence, the potential power spectrum and its asymptotic limits are given by
PΨ(k, a) =
9
4
Ω(0)m H40
a2k4
Pδ(k, a)
{
∼ k−3 , a aeq
∼ k−7 , a aeq .
(2.37)
We can define the effective potential growth factor G+(a) = D+(a)/a such that all dependence on the
scale factor is separated, yielding
PΨ(k, afin) =
G2+(afin)
G2+(aini)
PΨ(k, aini) , (2.38)
that completely describes the time evolution of the power spectrum between fiducial scale factors aini
and afin.
It is important to note that, in the particular case of EdS cosmology, G+(a) = 1 and Ψ does not evolve
in time.
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In absence of anisotropic stress, the two linear Bardeen potentials are equal and can be identified with
the Newtonian gravitational potential considered here. Hence, the statistics of linear scalar metric
perturbations in FLRW spacetimes is Gaussian and initial fluctuations in the matter-dominated era
can be constructed as a realisation of a Gaussian random field with vanishing mean and a variance
given by Eq. (2.37). This procedure will be applied and discussed in detail in Chapt. (6).
2.5 general concepts of gravitational lensing
This section provides a detailed introduction to light propagation in arbitrary spacetimes starting from
a bundle of null geodesics and the equation of geodesic deviation. General results are then exemplar-
ily applied to perturbed FLRW models and linear corrections to the angular diameter distance are
computed. The concepts presented in this section are essential tools for studying weak gravitational
lensing in perturbed LTB models which will be laid out in detail in Chapt. (8). Derivations closely
follow the approaches of Bartelmann (2010) ([9]) and Clarkson et al. (2012) ([30]) since both authors
develop a relativistic formalism that can readily be adapted to spherically symmetric dust solutions
of Einstein’s field equations. A slightly different and more mathematically oriented treatment can be
found in [73].
2.5.1 Relativistic approach
We consider an infinitesimal bundle of null geodesics (see [73] for an exact definition) that is propagat-
ing in an arbitrary spacetime and converges at a freely falling observer with four-velocity uobs. One
particular geodesic of the bundle can be singled out as a so-called fiducial ray and parametrised by an
affine parameter λ. Given the observer’s local coordinates xµ, we define the ray’s wave vector as
kµ =
dxµ
dλ
(2.39)
and choose λ such that a unit projection of k on uobs is obtained. Effectively, this corresponds to a
normalisation of the wave vector by the observed frequency of the light ray. Starting from
〈k, uobs〉 = −ωobs , (2.40)
we transform kµ −→ k˜µ = −kµ/ωobs ≡ kµ such that
〈k, uobs〉 = 1 . (2.41)
The reason for this parametrisation is two-fold:
1. In the rest frame of the observer, an affine parameter that fulfills Eq. (2.41) corresponds to
the Euclidian distance in her local neighborhood. This can be seen by direct evaluation of the
projection. Given uµobs = (1, 0, 0, 0)
T in the observer’s local rest frame, we have
kµu
µ
obs = −
dt
dλ
= 1 ⇒ −dt = dλ . (2.42)
In a freely falling frame of reference, spacetime is described by the Minkowski metric and
therefore the null condition of kµ is given by
kµkµ = −
(
dt
dλ
)2
+
(
dxi
dλ
)(
dxi
dλ
)
= 0 . (2.43)
Choosing spatial coordinates such that the light ray moves along one coordinate dr yields
dλ2 = dt2 = dxidxi = dr2 ⇒ |dλ| = |dt| = |dr| . (2.44)
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2. If Eq. (2.41) holds, the redshift of a fictitious source with respect to the observer can be defined
as
〈k, us〉 = 1+ z , (2.45)
where us denotes the source’s four-velocity. By direct computation, we see
kµu
µ
obs =
−ωobs
−ωobs = 1 ⇒ kµu
µ
s =
−ωs
−ωobs = 1+ z . (2.46)
In addition, the redshift of a comoving source at the observer’s position is normalised to zero
being physically plausible choice2.
We now consider the spacelike plane perpendicular to k and uobs which defines a screen in the rest
frame of the observer. An orthonormal basis of this screen is generally given by the two vectors nµa
(a = 1, 2) which are commonly referred to as Sachs basis. By construction, the Sachs basis vectors then
fulfill the following identities3:
kµnµa = 0 , (2.47)
uµnµa = 0 , (2.48)
nµ,anµb = δab . (2.49)
Having set-up the Sachs basis system at λ = 0, the basis vectors at arbitrary affine parameters can be
obtained by parallel transport (∇kna = 0) of the initial basis system along the fiducial ray. Given the
Riemannian connection, Eq. (2.47) - (2.49) are not affected by this procedure.
A general vector in the screen space can be constructed by defining a second affine parameter σ and
a corresponding spacelike curve γ(σ) that connects the fiducial ray with neighboring geodesics (see
Fig. (2.2)). By assumption, γ(σ) is entirely contained in the screen space such that the tangent vector
ηµ =
dγµ
dσ
∣∣∣∣
σ=0
(2.50)
can be expanded in the Sachs basis
ηµ = η1nµ1 + η2nµ2 . (2.51)
For a proper choice of the affine parameter σ, ηµ measures the physical size and shape of the bundle
when parallel-transported along the fiducial ray. The evolution of ηµ is given by the equation of
geodesic deviation
kαkβ∇α∇βηµ = Rµναβkαkβην , (2.52)
containing the generic Riemann tensor of the spacetime.
We insert Eq. (2.51) into Eq. (2.52) which yields an expression for the evolution of the vector compon-
ents ηa with respect to the Sachs basis. After some algebra, we obtain
2 Note that in case of FLRW models, the well-known relation of redshift to scale factor, i. e. 1+ z = a−1, can directly be inferred
from Eq. (2.46) using the correspondence
ωs
ωobs
=
a(tobs)
a(ts)
≡ 1
a(ts)
between a photon frequency emitted by a fundamental source (a source being at rest with respect to a fundamental observer
at its spacetime position) at coordinate time ts and the one received by a fundamental observer at tobs.
3 We will denote the observers four velocity as uµ in the following and drop the subscript.
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screen
ηµ = dγ
µ
dσ
deformed screen
fiducial ray k
µ = dx
µ
dλ
γµ(σ)
Figure 2.2: Construction of a screen space for a bundle of null geodesics: The evolution of the geodesic bundle
can be mapped to the corresponding deformation of the screen when parallel-transported along the
fiducial ray.
d2ηa
dλ2
= Rµναβnµakνkαnβbηb = Tabηb , (2.53)
where summation over b is implied4. The object Tab is the so-called optical tidal matrix as it connects the
evolution of the geodesic bundle with the curvature of spacetime. It can be decomposed by splitting
the Riemann tensor into its trace and trace-free parts given by (see for example [87])
Rµναβ = Cµναβ + gµ[αRβ]ν − gν[αRβ]µ −
R
3
gµ[αgβ]ν. (2.54)
The optical tidal matrix then separates into two distinct contributions
Tab = −12 Rαβk
αkβδab + Cµναβnµakνkαnβb , (2.55)
which define the so-called Ricci and Weyl focussing terms. The Ricci focussing originates from matter
inside the bundle that causes ηµ to increase or decrease isotropically. On the other hand, the Weyl
focussing is generated by matter located outside the bundle giving rise to shear effects on the screen.
The role of the two different contributions will be discussed below in more detail.
Since Eq. (2.53) describes a second order linear differential equation in the affine parameter λ, any
solution is constrained by two initial conditions given by the initial value and the initial first derivative
of ηµ. As assumed readily at the beginning, the bundle converges at the freely falling observer placed
at λ = 0 which fixes ηµ to vanish there. The final solution can therefore only depend on the initial
rate dηµ/dλ|λ=0. In case of a linear differential equation, the solution can only linearly depend on
the initial conditions which yields the mapping
ηa(λ) = Dab(λ)
dηb
dλ
∣∣∣∣
λ=0
, (2.56)
with the Jacobi Map Dab that contains all information on the evolution of the geodesic bundle with
respect to λ. Hence, the full initial value problem can be formulated in terms of the Jacobi Map
4 Since it turns out to be impractical to apply Einstein’s sum convention for the screen coordinates, we use the convention that
each screen index appearing twice implies a sum.
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d2Dab
dλ2
= TacDcb ,
Dab|λ=0 = 0 ,
dDab
dλ
∣∣∣∣
λ=0
= δab ,
(2.57)
which is independent of the initial rate of ηa. Eq. (2.57) is a very convenient representation of the
equation of geodesic deviation and is often referred to as Sachs equation in the literature. We have
chosen the affine parameter λ to coincide with the local Euclidean distance in the observer’s rest
frame. Thus, the initial rate can locally be interpreted as the opening angle
θa =
dηa
dλ
∣∣∣∣
λ=0
(2.58)
in this particular frame. Integrating Eq. (2.57) from the observer to a fiducial source located at a
position corresponding to the affine parameter λs leads to
ηa(λs) = Dab(λs)
dηb
dλ
∣∣∣∣
λ=0
= Dab(λs)θb . (2.59)
This means that the Jacobi Map relates cross-sectional diameters of the bundle at the source posi-
tion to angular diameters at the observer which defines an angular diameter distance. Precisely, this
definition only holds for infinitesimal bundles with circular cross section. In case of general elliptical
cross sections, Dab can be diagonalised yielding two extremal angular diameter distances D+(λs) and
D−(λs). In fact, a circular image of angular size θ seen by an observer has an elliptical cross-section
with main axes |D±(λs)| · θ at the source position (see [73] for details). Therefore, the angular dia-
meter distance shall be replaced by the so-called area distance that relates the cross-sectional area of
the lightbundle at the source position to the solid angle seen by the observer. Involving the geometric
interpretation of the determinant, the area distance can be defined as (see [30, 73])
DA(λs) =
√
(det Dab)(λs) =
√
D+(λs)D−(λs) . (2.60)
Due to its general applicability, this definition will be considered as angular diameter distance in the
following. DA is an important physical quantity as it can directly be inferred from observations. Once
a physical length scale of a particular source is known, the opening angle can be measured and DA
readily estimated. On the other hand, DA is related to the Jacobi Map which is itself a solution to the
Sachs equation. It is therefore sensitive to the spacetime geometry due to the Weyl and Ricci focussing
terms in the optical tidal matrix. Effects of gauge-invariant perturbations of the background spacetime
can therefore be mapped to a physically meaningful observable. This is a most welcome property in
case of more abstract gauge-invariants such as those appearing in LTB perturbation theory (see Chapt.
(4)).
The Jacobi Map can be related to the Jacobian matrix Aab of the lens mapping (see [9]) which is also
denoted as lensing amplification matrix. We recover again Eq. (2.58) since it defines the angle under
which a source is seen at the observer’s position. The angular position βa of the source without
focussing effects is given by
βa =
ηa(λs)
DA(λs)
, (2.61)
where DA(λs) is the area angular diameter distance of a background spacetime in which focussing
effects due to perturbations are studied. If all focussing effects are taken into account, DA will trivially
be given in Minkowski spacetime. For cosmological applications, DA expresses angular distances in
FLRW or, respectively, LTB spacetimes. When combining Eqs. (2.59) and (2.61), we obtain the lens
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map that relates the angular position of the source to the observed angular position due to focussing
effects:
βa =
ηa(λs)
DA(λs)
=
Dab(λs)
DA(λs)
θb = Aab(λs)θb. (2.62)
Hence, the lensing amplification matrix is generally expressed as
Aab(λ) =
Dab(λ)
DA(λ)
, (2.63)
which can be decomposed into a trace and trace-free part
(Aab) =
(
1− κ 0
0 1− κ
)
−
(
γ1 γ2
γ2 −γ1
)
. (2.64)
The convergence and shear coefficients are then given by
κ = 1− 1
2
D11 + D22
DA
, (2.65)
γ1 =
1
2
D22 − D11
DA
, (2.66)
γ2 = −12
D12 + D21
DA
, (2.67)
that also determine the lensing magnification to be the inverse determinant of A
µ =
1
|det A| =
1
(1− κ)2 − γ21 − γ22
. (2.68)
The general effect of Ricci and Weyl focussing on the geodesic bundle can be illustrated by a slightly
different, but equivalent description of the equation of geodesic deviation. We start with ansatz
dηa
dλ
=
(
θˆδab + σˆab
)
ηb , (2.69)
that introduces the so-called Sachs optical scalars θˆ and σˆ (see [79] for the original work and [25] for a
cosmological application). Physically, Eq. (2.69) means that any change of the Sachs basis components
of a vector in screen space can either be caused by isotropic focussing θˆ of the bundle or by anisotropic
distortion mediated by σˆ. The optical scalars are therefore referred to as convergence and shear which
should not be confused with the weak lensing expressions of convergence and shear introduced above.
However, both sets of variables can be directly related as shown in [30].
Inserting Eq. (2.69) into the equation of geodesic deviation and separating convergence and shear
contributions yields, after some computation,
dθˆ
dλ
+ θˆ2 + σˆabσˆ
ab = −1
2
Rαβkαkβ , (2.70)
dσˆab
dλ
+ 2θˆσˆab = Cαβγδnαakβkγnδb . (2.71)
These expressions are equivalent to Eq. (2.53) and show explicitly that changes in the convergence
θˆ along the fiducial ray are caused by the Ricci focussing whereas the shear σˆab is sourced by the
non-local Weyl focussing term.
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2.5.2 Application to perturbed FLRW models
The concepts laid out in the previous section can now readily be applied to perturbed FLRW mod-
els which sketches the standard approach for solving the Sachs equation in a cosmological context.
Derivations are again closely related to methods discussed in Bartelmann (2010) ([9]).
We start from a perturbed FLRW metric introduced in Sect. (2.3.2),
ds2 = a2(τ)
[
−(1+ 2Ψ)dτ2 + (1− 2Ψ)(dw2 + fk(w)2dΩ2)
]
, (2.72)
and a pure dust-filled spacetime with Tµν = ρ(τ)uµuν. For simplicity, we restrict ourselves to scalar
perturbations mediated by the Bardeen potential Ψ.
Since the spacetime can be split into a background contribution and a linear perturbation, the linear
optical tidal matrix and Jacobi Map can be split in a similar way:
Tab = T
(0)
ab + T
(1)
ab , (2.73)
Dab = D
(0)
ab + D
(1)
ab . (2.74)
Precisely, the full first order correction to the background Jacobi Map additionally involves a perturb-
ation in the affine parameter λ → λ0 + δλ. However, this contribution is neglected as conceptually
only perturbations in the spacetime, but not in the screen and wave vectors are taken into account.
This particular approximation will be discussed below.
Inserting Eqs. (2.73) and (2.74) into the full Sachs equation and separating the background and first
order contributions yield
d2D(0)ab
dλ
= T (0)ac D
(0)
cb , (2.75)
d2D(1)ab
dλ
= T (1)ac D
(0)
cb + T
(0)
ac D
(1)
cb . (2.76)
We start solving the Sachs equation for the background FLRW model and use the results to construct
a formal solution to the first order equation. An important simplification to realize is that a space
of constant curvature leads to a vanishing Weyl tensor and therefore only Ricci focussing has to be
considered at the background level. By taking Einstein’s field equations into account, we obtain
d2D(0)ab
dλ
= −1
2
RµνkµkνδacD
(0)
cb
= −4piG
(
Tµν − 12 gµνT
)
kµkνD(0)ab
= −4piG
(
ρ〈k, u〉+ 1
2
ρ〈k, k〉
)
= −4piGρ · (1+ z)2 = −4piGρ0 · (1+ z)5 .
(2.77)
The high degree of symmetry of the FLRW spacetime allows to derive a particularly simple relation
between the affine parameter and the lightcone coordinates of radial null geodesics. Combining the
null condition kµkµ = 0 and the definition of redshift kµuµ = 1+ z = a−1 yields
|dτ| = |dw|, |dλ| = a2|dτ| ⇒ |dλ| = a2|dw| = a2|dτ| , (2.78)
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which allows to transform between these quantities in a trivial way. We want to stress that this is
a particular simplification in FLRW models which does not hold for radially inhomogeneous LTB
backgrounds.
The LHS of Eq. (2.77) can now be expressed in terms of the comoving radius w:
d2D(0)ab
dλ2
=
1
a2
d
dw
(
1
a2
d
dw
D(0)ab
)
=
1
a4
(
d2D(0)ab
dw2
− 2
(
a′
a
)
d
dw
D(0)ab
)
, (2.79)
where a′ ≡ da/dw on the observer’s backward lightcone. Involving Friedmann’s equations (see Eqs.
(2.10) and (2.11)) on the lightcone, namely
a′2 = 8piG
3
ρ0a +
Λ
3
a4 − ka2 , and (2.80)
a′′ = 4piG
3
ρ0 − ka + 2Λ3 a
3 , (2.81)
yields
d2D(0)ab
dλ2
=
1
a3
(
d2
dw2
(
D(0)ab
a
)
− kD
(0)
ab
a
+ 4piGρ0
D(0)ab
a2
)
. (2.82)
Thus, the zeroth order Jacobi map simplifies to(
d2
dw2
+ k
)(
D(0)ab
a
)
= 0 , (2.83)
which is trivially solved by
D(0)ab (w) = a(w) fk(w)δab . (2.84)
This result is physically meaningful since light rays propagating in homogeneous and isotropic space-
times experience an isotropic Ricci focussing that depends on the sign of the spatial curvature and
the background expansion.
The first order equation can now be simplified using the results derived so far. One particular approx-
imation applied here is the fact that deflection angles along the line of sight are small and therefore
linear corrections to the Jacobi Map can be computed by integrating along the unperturbed light ray.
This so-called Born approximation is consistent with the assumption of small gravitational potentials Ψ
and is typically very accurate (see [16, 81]). One particular consequence is that perturbations in the
affine parameter can be neglected. In fact, this has already been applied in Eq. (2.76) as this equation
has been expressed in terms of the background affine parameter λ. Eqs. (2.76) and (2.83) can now be
combined to a simplified expression(
d2
dw2
+ k
)(
D(1)ab (w)
a
)
= a(w) fk(w)T (1)ab (w) . (2.85)
We can formally derive a solution to this equation by applying the Green’s function G(w− w′) of the
linear operator L = (d2/dw2 + k) given by (see [9]):
G(w− w′) = 1√
k
sin
(√
k(w− w′)
)
Θ(w− w′) = fk(w− w′)Θ(w− w′) . (2.86)
The first order solution to the Sachs equation can therefore be obtained by the integral
D(1)ab (w) =
∫ w
0
a(w′) fk(w′)T (1)ab (w′) fk(w− w′)dw′ . (2.87)
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Assuming that perturbations are well-localised, meaning that their spatial extent is much smaller
than the curvature scale of the background universe, the first order Ricci and Weyl focussing terms
assemble
T (1)ab = −2∂a∂bΨ , (2.88)
where ∂x indicates a partial derivative along the Sachs basis vector nx. Given the isotropy of the
background spacetime, the area distance is, in fact, trivial and obtained by DA(w) = a(w) fk(w). Thus,
within the approximations discussed here, the full solution to the Sachs equation in perturbed FLRW
spacetimes is given by
Dab(w) = DA(w)δab − 2
∫ w
0
fk(w− w′)DA(w′)∂a∂bΨdw′ . (2.89)
Physically, this expression describes the first order correction to the angular diameter distance sourced
by the Bardeen potential tidal field perpendicular to the fiducial ray. In case of perturbed LTB space-
times, the derivation is analogous, but technical complications occur as the transformation between
lightcone coordinates and the affine parameter is only given by linear differential equations and no
analytical Green’s function of the background Sachs equation can be found. This enforces a numerical
solution of Eq. (2.76). Detailed computations and numerical results on light propagation in perturbed
LTB spacetimes are presented in Chapt. (8) where the concepts introduced in this section are readily
applied.

3
LT B M O D E L S
3.1 summary
The present chapter contains an overview of the Lemaître-Tolman-Bondi (LTB) solution and its cos-
mological application. Basic properties of these models are reviewed that are essential for the un-
derstanding of the propagation of linear perturbations on radially inhomogeneous backgrounds. The
particular LTB realisation applied throughout this analysis requires additional, restrictive assump-
tions that can be motivated in a cosmological context. Accordingly, only a subclass of LTB solutions
with homogeneous Big Bang and asymptotic FLRW limit are considered. The final setup and practical
implementation of the background LTB model is laid out in the final section.
3.2 metric ansatz and field equations
The Lemaître-Tolman-Bondi solution is a radially inhomogeneous dust solution of Einstein’s field
equations with spatial hypersurfaces being spherically symmetric about a central worldline. Spherical
symmetry means that the full manifold (M, g) contains the isometry group SO(3) such that the
group orbits are two-dimensional spacelike hypersurfaces represented by two-spheres (see [87] for a
detailed and rigorous construction of general spherically symmetric spacetimes). For each point p ∈
M, we select the group orbit Ω(p) (the intersecting two-sphere) and consider all possible geodesics
emerging perpendicular to that group orbit. This yields a set N(p) which can be characterised by two
coordinates (t, r). On the group orbits themselves, we choose coordinates (θ, φ) that coincide with the
polar and azimuthal angles on the two-sphere (see Fig. (3.1)). In fact, this allows to construct a full set
of local coordinates (t, r, θ, φ) such that the metric g can be written as
g = g˜ + R2(t, r)
(
dθ2 + sin2 θdφ2
)
, (3.1)
with a conformal factor R(t, r). At fixed t and r, this factor is defines the area S = 4piR2 of the
corresponding spherical hypersurface. It is therefore referred to as areal radius.
N(p)
Ω(p) r
t
(θ, φ)
p
Figure 3.1: This sketch illustrates the choice of local coordinates for a point p in a spherically symmetric space-
time.
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The form of Eq. (3.1) indicates that the manifold M can be foliated into orbits of SO(3), e. g. M =
M2 × S2 where M2 denotes an arbitrary pseudo-Riemannian manifold. It can be shown (see [87])
that, without loss of generality, g˜ can be written as
g˜ = −e2a(t,r)dt2 + e2b(t,r)dr2 , (3.2)
with free functions a(t, r) and b(t, r). Hence, the general line element for the description of a spheric-
ally symmetric spacetime is given by
ds2 = −e2a(t,r)dt2 + e2b(t,r)dr2 + R2(t, r)
(
dθ2 + sin2 θ dφ2
)
. (3.3)
The fact that the spherically symmetric spacetime is filled with pure dust allows further simplifica-
tions. We consider an ideal fluid with vanishing pressure, that leads to a particularly simple energy-
momentum tensor (see also Eq. (2.9)), i. e.
Tµν = ρ(t, r)uµuν , (3.4)
with a density field ρ and a four-velocity field u which both obey spherical symmetry. We change the
time coordinate t for u being proportional to ∂t which is always possible as u is timelike. In order to
keep the normalisation (〈u, u〉 = −1), we have u = e−a∂t. In the next step, we absorb the exponential
in the definition of the time coordinate which is non-trivial as it may introduce off-diagonal metric
components in the (t, r)-part of the metric. Thus, we obtain
g˜ = −dt2 + gtr dtdr + grr dr2 . (3.5)
Local energy-momentum conservation ∇µTµν = 0 reduces to the expression ∇uu = 0 which, by
construction of u = ∂t, immediately implies
Γrtt = ∂tgtr = 0 . (3.6)
The off-diagonal metric component is therefore time-independent. Thus, we choose new coordinates
(t′, r′) defined by
t′ = t +
∫
gtr(r)dr, r′ = r , (3.7)
in which the metric ansatz reduces to the particularly simple form (dropping the primes)
ds2 = −dt2 + e2b(t,r)dr2 + R2(t, r)dΩ2 , (3.8)
with dΩ2 = dθ2 + sin2 θ dφ2. Physically, these coordinates single out specific observers that are comov-
ing with the dust fluid and have the same eigentime regardless of their spatial position. The latter
coordinate frame is called synchronous (see [74] for details).
The given metric ansatz can be inserted into Einstein’s field equations that give rise to four non-trivial
expressions:
1
R2
+
R˙2
R2
+
2R˙b˙
R
− e−2b R
′2
R2
+ 2e−2b R
′b′
R
− 2e−2b R
′′
R
= 8piGρ , (3.9)
− 1
R2
− R˙
2
R2
− 2 R¨
R
+ e−2b R
′2
R2
= 0 , (3.10)
− R¨
R
− b˙R˙
R
− b˙2 − b¨− e−2b b
′R′
R
+ e−2b R
′′
R
= 0 , (3.11)
e−b
(
− b˙R
′
R
+
R˙′
R
)
= 0 , (3.12)
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where (˙) and ()′ denote derivatives with respect to the LTB time and radial coordinates. Eq. (3.12) can
readily be cast into
∂t
(
e−bR′
)
= 0 . (3.13)
This expression can be integrated while, for reasons that will be clarified below, we choose the corres-
ponding free radial integration function to be
√
1+ 2E(r). In this manner, we obtain
e2b =
R′2
1+ 2E(r)
, (3.14)
which fixes the metric ansatz in Eq. (3.8) to be
ds2 = −dt2 + R
′2(t, r)
1+ 2E(r)
dr2 + R2(t, r)dΩ2 . (3.15)
The remaining three field equations now contain information on the space-time evolution of the areal
radius and can effectively be reduced to two independent equations. We identify the expression
m(t, r) := R + RR˙2 − e−2bRR′2 , (3.16)
such that the Eqs. (3.9) and (3.10) can be transformed to
m′(t, r) = 8piGρR2(t, r)R′(t, r) , (3.17)
m˙(t, r) = 0 . (3.18)
It can then be shown that Eq. (3.11) does not represent an independent degree of freedom as it is
trivially fulfilled for generic solutions to Eqs. (3.17) and (3.18).
From Eq. (3.18), we see that m = m(r) yielding
m(r) = 8piG
∫ r
r0
ρR2R′ dr =
∫ R
R0
8piGρR˜2 dR˜ . (3.19)
Due to the similarity of Eq. (3.19) to a mass profile of a spherical configuration, the function m(r) is
called active gravitational mass1. Inserting Eq. (3.14) into the original expression of the active mass in
Eq. (3.16) yields an expression for the time evolution of the areal radius:
m(r) = R˙2R− 2ER⇒ R˙
2
R2
=
m
R3
+
2E
R2
, (3.20)
which is similar to the first Friedmann equation in the case of a spatially homogeneous and isotropic
solution. In fact, dust FLRW solutions with scale factor a(t) and constant spatial curvature k are a
subclass of LTB solutions as they are described by the special choice of R(t, r) = r a(t) and 2E(r) =
−kr2.
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In the following, we apply an equivalent notation for the LTB ansatz that turns out to be more con-
venient in the context of linear perturbation theory and can be motivated by the FLRW limit just
mentioned. In fact, we introduce three functions
a⊥(t, r) = R(t, r)/r , κ(r) = −2E(r)/r2 , and M(r) = 2m(r)/r3 , (3.21)
1 It should be mentioned that m(r) is a priori an auxiliary function and its exact interpretation depends on the choice of gauge
for the areal radius R(t, r). However, as will be clarified below, R(t, r) can be gauged in a way that m(r) coincides with the
mass contained in a sphere of radius r.
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r1 r2
a||(t, r2)
a⊥(t, r2)
a||(t, r1)
a⊥(t, r1)
r = 0
Figure 3.2: This sketch shows two exemplary spherical shells at radial coordinates r1 and r2. Each spherical shell
has a different time evolutions as well as radial and tangential scale factor.
such that the LTB line element transforms into
ds2 = −dt2 +
a2‖(t, r)
1− κ(r)r2 dr
2 + r2a2⊥(t, r)dΩ
2 , (3.22)
with a‖(t, r) = (ra⊥(t, r))′.
In this particular notation proposed by Clarkson (2012) ([27]), differences with respect to the spatially
homogeneous FLRW models can directly be identified and interpreted in a physical context. Since
the LTB solution is constructed to be spherically symmetric about a central worldline, these models
are isotropic around this centre and anisotropic everywhere else. This off-centre anisotropy causes
the FLRW scale factor a(t) to be replaced by two scale factors a‖(t, r) and a⊥(t, r) expressing the
expansion parallel and perpendicular to the radial direction. The two scale factors induce two Hubble
rates
H⊥(t, r) =
a˙⊥(t, r)
a⊥(t, r)
, H‖(t, r) =
a˙‖(t, r)
a‖(t, r)
, (3.23)
that depend on the time and radial position. In addition, there exists a radially dependent curvature
profile κ(r). As a consequence, the spatial sections of the LTB spacetime consist of spherical shells
characterised by the radial coordinate r that each experience a different time evolution and a different
radial and tangential expansion rate (see Fig. (3.2)). Spacetime anisotropy can be quantified by the
normalised shear (see ([48])) which is given by the deviation of the radial from the tangential Hubble
rate weighted by the total expansion in tangential and radial directions:
e =
H‖(t, r)− H⊥(t, r)
H‖(t, r) + 2H⊥(t, r)
. (3.24)
Equation (3.17) for the active mass transforms into
(M(r)r3)′
r2a2⊥(t, r)a‖(t, r)
= 8piGρ(t, r) (3.25)
and the time evolution of the scale factor a⊥(t, r) in terms of mass and curvature profile is constrained
by
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H2⊥(t, r) =
M(r)
a3⊥(t, r)
− κ(r)
a2⊥(t, r)
. (3.26)
In fact, this equation can be integrated to
t− tB(r) =
∫ ra⊥
0
d(ra˜⊥)√
−2κ(r)r2 + 2M(r)ra˜⊥
, (3.27)
with an integration constant tB(r) that is known as bang time function in the literature. General LTB
models allow for inhomogeneous Big Bangs as shells of different radial coordinates r can reach zero
scale factor at different times. However, for consistency with the standard inflationary paradigm, we
decided to drop this additional degree of freedom and assume a synchronous Big Bang by setting
tB(r) = 0 for all radii. It can be shown (see [85, 100]) that fluctuations in the bang time function
lead to decaying modes in the density and curvature contrast of an asymptotic, linearly perturbed
FLRW regime. Physically, this results in large inhomogeneities at early times which would be highly
inconsistent with the observed remarkable uniformity of the CMB last scattering surface. Hence, we
require the LTB solution to be asymptotically embedded into a FLRW model at large radii and early
times. In fact, this assumption yields a homogeneous Big Bang automatically.
Equation (3.27) can be solved parametrically depending on the sign of the spatial curvature profile
κ(r):2
κ(r) > 0 (elliptic evolution):
a⊥(t, r) =
M(r)
2κ(r)
[1− cos(η)] , (3.28)
η − sin(η) = 2[κ(r)]
3/2
M(r)
t , (3.29)
κ(r) = 0 (parabolic evolution):
a⊥(t, r) =
[
9
4
M(r) t2
]1/3
, (3.30)
κ(r) < 0 (hyperbolic evolution):
a⊥(t, r) =
M(r)
−2κ(r) [cosh(η)− 1] , (3.31)
sinh(η)− η = 2[−κ(r)]
3/2
M(r)
t . (3.32)
The line element and all previous formulae are invariant under the coordinate transformation r =
f (r′) which is a gauge freedom in this context. For consistency with the standard FLRW models
discussed in Sect. (2.2), we fix this gauge such that a⊥(t0, r) = 1.
The mass profile is then simply given by
M(r) =
8pi
r3
∫ r
0
r′2ρ(t0, r′)dr′ . (3.33)
2 Note that a homogeneous Big Bang has already been assumed here.
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In general, a fiducial observer in the LTB spacetime can only access information from her past null
cone (PNC)3. In what follows we assume throughout that observers are moving on the central world-
line of the LTB spacetime which seems plausible regarding the small dipole signal of the CMB. Inward
radial null geodesics are then described by the following system of equations
dt(r)
dr
= − a‖(t(r), r)√
1− κ(r)r2 , (3.34)
1
1+ z(r)
dz(r)
dr
=
a˙‖(t(r), r)√
1− κ(r)r2 , (3.35)
which can be integrated numerically. By interpolation, we can effectively invert the result in order to
transform arbitrarily between redshift and LTB coordinates on the PNC. While Eq. (3.34) can easily
be inferred from the metric ansatz in Eq. (3.22), Eq. (3.35) involves the definition of redshifts in LTB
spacetimes. A heuristic derivation is given here and the reader is referred to Chapt. (8) for more
general arguments. Assuming two light rays being emitted at a fictitious source at times t1(r) = T(r)
and t2(r) = T(r) + τ(r), both rays have to obey Eq. (3.34). In the case of τ(r)  T(r), we can expand
a‖(t2, r) yielding
a‖(T(r) + τ(r), r) = a‖(T(r), r) + τ(r)a˙‖(T(r), r).
Thus, we obtain
dτ(r)
dr
= −τ(r) a˙‖(T(r), r)√
1− κ(r)r2 . (3.36)
We define the redshift of the signals with respect to the central observer as the ratio of the observed
and emitted time difference τ(robs)/τ(rem) = 1 + z(rem). When inserting this expression into Eq.
(3.36), we immediately find Eq. (3.35).
ρ(t0, r)
r
FLRW limit
Flexible nodes at fixed radial positions
r1 r2 r3 r4
ρFLRW
Figure 3.3: Illustration of the construction of the density profile of a given void model: Using nodes at flexible
radial positions and an appropriate interpolation between them, very general void profiles can be
constructed that are asymptotically embedded into a background FLRW model.
3.4 background model implementation
For a practical implementation of the background model, we adapted the algorithm outlined in Red-
lich et al. (2014) (see [75]) which shall be shortly summarised here. For a more detailed discussion of
this issue, we refer to the corresponding paper.
1. Since we neglect fluctuations in the bang time function and assume an initially homogeneous
universe, the background FLRW solution and the LTB patch have the same global age t0 given
by
3 In fact, this statement is true for any spacetime.
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t0 =
1
H0
∫ 1
0
√
a√
Ωm +Ωka
da . (3.37)
2. We fix a density profile ρ(t0, r) at the present time which determines the mass profile according
to Eq. (3.33). The curvature profile κ(r) is implicitly defined by Eq. (3.27) and has to be computed
numerically. Using Eq. (3.27) in combination with a proper root finder (see [75]), we solve for
κ(r) as function of t0, r and M(r).
3. With the mass and curvature profiles at hand, the time evolution of the background model is
completely determined by Eq. (3.26) which is integrated backwards to an initial hypersurface of
constant time tini. All necessary coefficients of the LTB perturbation equations are then fixed on
the full (t, r)-domain of interest and can be accessed by 2d linear interpolation.
4. Eqs. (3.34) and (3.35) can be integrated in a similar way.
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Figure 3.4: Color plots containing the spacetime evolution of the density ρ(t, r), tangential Hubble rate H⊥(t, r)
and the background shear: The density and tangential expansion rate are weighted by their asymptotic
values for appropriate visualisation. On the left panel, we directly observe the void formation which
leads to significant depth at late times that is connected to a local increase of the tangential expansion
rate shown in the mid panel. This effect makes these model applicable to the prediction of distance-
redshift relations of local SN measurements. The late-time intrinsic shear plotted in the right panel
reaches significant values at radial positions where the density profile obeys its maximum slope.
Results were obtained for a Gaussian-shaped void profile described by Eq. (3.38) with parameters
Ωin = 0.2 and L = 2000 Mpc. The LTB patch was asymptotically embedded into a background EdS
model.
3.4.1 The role of the void density profile
As can be seen from Eqs. (3.25) - (3.27), LTB models are generically characterised by three free radial
functions tB(r), M(r), and κ(r) that have to be specified individually. By demanding a spatially homo-
geneous universe at early times, we have already fixed the bang time function. In addition, we set a
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proper gauge for the tangential scale factor (a⊥(t0, r) = 1) which allows us to integrate Eq. (3.25) and
determines the mass profile as functional of the density profile ρ(t0, r) on the t0-hypersurface. Since
the gauge choice also specifies the upper integral boundary in Eq. (3.27), the curvature profile is fixed
as function of t0 and M(r). Consequently, the void density profile at t = t0 is sufficient to characterise
the LTB model at all times and radial distances from the centre.
The density profile at t = t0 is constructed in a flexible way using nodes placed at given radial
positions in the void. Appropriate interpolation between these points yields void profiles of arbitrary
shape (see Fig. (3.3) and [75] for details) which asymptotically tend to the background FLRW value at
large radii. However, in accordance with previous studies in [42, 43], we assume a Gaussian shaped
void of the form ρ(t0, r) = f (r)ρ(t0) with radial profile
f (r) = 1+
(
Ωin
Ωout
− 1
)
exp
(
− r
2
L2
)
, (3.38)
which allows to characterise basic void properties by a simple three-parameter model. The void ex-
tension L as well as the central- and asymptotic density parameters Ωin and Ωout can be varied
individually. As standard example for our study, we choose a 2 Gpc void with Ωin = 0.2 that is
asymptotically embedded into an Einstein-deSitter (EdS) model (Ωout = 1) with a Hubble parameter
of h = 0.7. Regarding this particular void profile, Fig. (3.4) shows numerical results on the spacetime
evolution for the density, tangential Hubble rate and normalised shear.
If the density and expansion rate are normalised by their radially asymptotic values, the void form-
ation and corresponding local increase in the Hubble rate can clearly be observed at late times. This
effect induces correct predictions of the distance-redshift relations of supernovae for Gpc scale voids.
The normalised shear (as introduced in Eq. (3.24)) is an important quantity in the context of LTB
perturbation theory as it is one of the main sources of coupling of different perturbation types. It can
be seen that significant shear values are obtained in regions where a large slope of the density profile
is present. However, shear is negligible close to the void centre and therefore the LTB solution may
there be approximated by an open FLRW model. We will test this approximation quantitatively in
Chapt. (7) by considering coupling strengths of perturbations at small redshifts on the LTB past null
cone.
4
L I N E A R P E RT U R B AT I O N T H E O RY I N LT B M O D E L S
4.1 summary
Properties of linear perturbations on spherically symmetric dust backgrounds are laid out in detail
in the present chapter. Current approaches in the literature are again wrapped up at the beginning
in order to give an overview of different attempts to investigate linear structure formation on LTB
backgrounds. In the following, the metric approach of Clarkson et al. (2010) is singled out as it rep-
resents the most complete description of the evolution of all possible perturbation types. Considering
the spherical symmetry of the background model, it is convenient to decompose perturbations into
spherical harmonics. The metric ansatz and evolution equations are presented in detail that contain
fundamental properties of LTB perturbations which are not present in the FLRW regime. As these
differences are important features to distinguish LTB from FLRW models in the first place, the final
section contains a comparison of both cosmological models in this context.
4.2 overview
As briefly mentioned in Chapt. (1), LTB models have been analysed in detail by taking various observ-
able probes into account. However, an important unsolved problem is the exact modeling of structure
formation on radially inhomogeneous backgrounds (see [27, 28] for a short discussion). Nonetheless, it
provides valuable additional information that can help to constrain and eventually rule out void mod-
els on a broad scientific basis. Due to its inherent complexity, the problem has not yet been solved in
full generality, but promising approaches that have already been referred to in the Introduction shall
be briefly summarized again:
• Making use of the similarity of Eq. (3.26) to the total energy of a spherical configuration (see also
[24]), trajectories of test particles can be traced in a Newtonian gravitational potential of a huge
Gpc void. Alonso et al. (2010) [3] successfully managed to set up a corresponding Newtonian
N-body simulation and studied structure formation therein.
• Nishikawa et al. (2010) (see [71] and [72]) succeeded in imposing second order perturbations
on top of a first order, isotropically perturbed FLRW model which accounts for the void. De-
tailed calculations were performed and promising results obtained, but it remains to be checked
whether this approximation is an accurate description of linear structure formation on an exact,
radially inhomogeneous cosmological solution.
• Perturbations in LTB models can be studied in an adapted form of the gauge-invariant fluid
approach (see [93] for a review). This leads to a covariant 1+1+2 split of the spacetime. Although
the full set of evolution equations has not been found yet, some effort has been put into the so-
called silent approximation where the magnetic part of the Weyl-tensor is neglected. In fact, this
reduces the evolution equations to a coupled system of ordinary differential equations which
have been successfully applied to predict transfer functions of the linear matter power spectrum
(see [68, 98]).
• A 2+2 covariant split of the background spacetime known from stellar and black hole physics
can effectively be restricted to spherically symmetric dust spacetimes. By constructing a possible
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set of gauge-invariant metric and matter perturbations, the full master and constraint equations
of these quantities can be derived that contain the complete dynamical information of the per-
turbed spacetime to first order. This system was first derived by Clarkson et. al. (2010) in [29]
and actually represents the most general description of the evolution of linear perturbations on
LTB backgrounds. First numerical attempts to solve these equations can be found in [41] and
[43].
Since it describes today’s most elaborate approach in the field, all studies presented in the present
work are based on the 2+2 covariant framework. Correspondingly, this approach is discussed in some
detail in the following.
4.3 metric approach of clarkson et al . (2010)
Perturbations on homogeneous backgrounds have extensively been studied and are well-understood
(see again [17], [38], and [69] for detailed discussions and Sect. (2.3.2) for a short summary). Perturb-
ation variables can be split into scalars, vectors and tensors due to their transformation properties on
the underlying homogeneous and isotropic 3-space. The main simplifying property of these models
is that the high degree of symmetry causes gauge-invariant metric perturbations to decouple at first
order such that their time evolution can be studied separately. This is no longer the case on general
spherically symmetric backgrounds. In fact, the radial dependence and off-centre anisotropy of struc-
ture growth causes all perturbation types to couple already at first order which makes their modeling
and physical interpretation highly difficult.
4.3.1 Spherical harmonic decomposition
As suggested by spherical symmetry of the background model, one possible approach is a covariant
2+2 split of the spacetime (M4 =M2 × S2) at the background level. Perturbations can then be char-
acterised according to their transformation properties on S2 which is analogous, but not equivalent,
to the homogeneous and isotropic case. In fact, they decouple into a polar (even parity) and an axial
(odd parity) branch which roughly corresponds to their covariant curl- and divergence-free parts on
the two-sphere. It is convenient to separate the angular parts by expanding perturbations into an ap-
propriate family of orthonormal basis functions that take all possible degrees of freedom into account.
The most suitable choice on a spherically symmetric background are spherical harmonics and covari-
ant derivatives thereof as they are eigenfunctions of the Laplace operator in spherical coordinates. In
the following, greek indices (µ, ν, . . .) denote spacetime coordinates whereas lower case Roman letters
(a, b, . . .) mark indices on the two-sphere. Coordinates of the remaining two-dimensional Lorentzian
submanifoldM2 are described by capital Roman letters (A, B, . . .).
General perturbations φ(xA, xa) of a spherically symmetric background model contain five different
degrees of freedom that are modeled by corresponding basis functions of the right transformation
property on S2. Considering the polar branch, we have
1. scalars: Y(`m)(θ, φ) ,
2. vectors: Y(`m)a = ∇aY(`m)(θ, φ) , (` ≥ 1) , and
3. tensors: Y(`m)ab = ∇a∇bY(`m)(θ, φ) +
`(`+ 1)
2
γabY(`m)(θ, φ) , (` ≥ 2) ,
whereas, for the axial branch, there are
1. pseudovectors: Ya = e ba ∇bY(`m)(θ, φ) , (` ≥ 1) , and
2. pseudotensors1: Yab = −2ed(a∇b)∇dY(`m)(θ, φ) , (` ≥ 2).
1 The round parentheses denote symmetrisation
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Spherical symmetry of the background model naturally causes the evolution of perturbations to sep-
arate into spherical harmonic modes (`, m). By suitable combinations of the expansion coefficients,
sets of gauge-invariant metric and fluid perturbations and corresponding evolution equations can be
derived. The formalism was first developed by Gerlach & Sengupta (1979) ([51]) for general spher-
ically symmetric spacetimes and reformulated in perfect fluid frames by Gundlach & Martín-García
(2000) (GMG) (see [54, 67]) to study anisotropic stellar collapse.
In a remarkable work following up this approach, Clarkson, Clifton and February (CCF) ([29]) spe-
cified GMG’s approach to dust solutions and obtained a full set of LTB gauge-invariant perturbation
variables and corresponding master and constraint equations. Their work and recent applications
in [41, 43] can be considered as the key theoretical background for our analysis. In analogy to the
conformal Newtonian gauge in FLRW models, there exists a special gauge, the Regge-Wheeler (RW)
gauge (see [76]), in which the perturbation variables correspond to the gauge-invariants. The final
metric ansatz and a possible set of gauge-invariant variables is presented in the following. For details
on their construction and on the metric ansatz, we refer to the corresponding papers ([29, 49, 54]). In
addition, a brief summary is provided in App. (B).
4.3.2 Metric ansatz and first order field equations for the polar branch
For the polar sector, we can define a set of four metric perturbations {η(`m),χ(`m), ϕ(`m), ς(`m)} and
three fluid perturbations {∆(`m), w(`m), v(`m)} that enter into the general form of the perturbed LTB
metric and energy momentum tensor. In RW gauge, we have (see [29])
ds2 = −
[
1+ (2η(`m) − χ(`m) − ϕ(`m))Y(`m)
]
dt2 − 2a‖ς
(`m)Y(`m)√
1− κr2 dtdr
+
a2‖
1− κr2
[
1+ (χ(`m) + ϕ(`m))Y(`m)
]
dr2 + r2a2⊥
[
1+ ϕ(`m)Y(`m)
]
dΩ2 ,
(4.1)
ρ = ρLTB
(
1+ ∆(`m)Y(`m)
)
, (4.2)
uµ =
[
uA +
(
w(`m)nA +
1
2
kABuB
)
Y(`m), v(`m)Y(`m)b
]
, (4.3)
with sums over (`, m) implied. Each perturbation variable is therefore a spherical harmonic coefficient
and a free function of t and r. The unit vectors in time and radial direction are given by uA = (−1, 0)
and nA = (0, a‖/
√
1− κr2). kAB corresponds to the metric perturbation in the (t, r)-submanifold.
Inserting the perturbed quantities in Eqs. (4.1) - (4.3) into Einstein’s field equations and dropping
terms of O(Y2) yields first order evolution equations for the gauge-invariants. In case of ` ≥ 2, the
resulting system of equations can be reduced to a closed system of master equations2:
χ¨ =
χ′′ − Cχ′
Z2
− 3H‖χ˙+
[
A− (`− 1)(`+ 2)
r2a2⊥
]
χ+
2σ
Z
ς′ + 2
Z
[
H′‖ − 2σ
a‖
ra⊥
]
ς− 4σϕ˙+ Aϕ , (4.4)
ϕ¨ = −4H⊥ ϕ˙+ 2κa2⊥
ϕ− H⊥χ˙+ Z−2
a‖
ra⊥
χ′ −
[
1− 2κr2
r2a2⊥
− `(`+ 1)
2r2a2⊥
]
χ+
2
Z
a‖
ra⊥
σς , (4.5)
ς˙ = −2H‖ς−
χ′
Z
, (4.6)
η = 0 (4.7)
2 (˙) denotes a derivative with respect to coordinate time t whereas ()′ corresponds to a derivative with respect to LTB radial
coordinate r. We dropped the (`, m) superscript here.
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and a constraining part of the field equations that describes the coupling to the fluid perturbations
αw =
1
Z
ϕ˙′ − 1
Z
(σ− H⊥)ϕ′ − 1Z
a‖
ra⊥
χ˙+
H⊥
Z
χ′ +
[
`(`+ 1)
2r2a2⊥
+ D +
κ
a2⊥
]
ς , (4.8)
α∆ = − 1
Z2
ϕ′′ + 1
Z2
(
C− 4 a‖
ra⊥
)
ϕ′ +
(
H‖ + 2H⊥
)
ϕ˙+
1
Z2
a‖
ra⊥
χ′ + H⊥χ˙ (4.9)
+
[
`(`+ 1)
r2a2⊥
+ 2D
]
(χ+ ϕ)− (`− 1)(`+ 2)
2r2a2⊥
χ+
2H⊥
Z
ς′ + 2
Z
(
H‖ + H⊥
) a‖
ra⊥
ς ,
αv = ϕ˙+
χ˙
2
+ H‖ (χ+ ϕ) +
1
2Z
ς′ . (4.10)
The coefficients are given by the following quantities of the background LTB model:
α = 8piGρ =
κ
a2⊥
(
1+ 2
a‖
a⊥
)
+ H⊥
(
H⊥ + 2H‖
)
+
κ′r
a⊥a‖
,
A = 2α− 6M
a3⊥
− 4H⊥σ ,
C =
a′‖
a‖
+
κr + 12κ
′r2
1− κr2 +
2a‖
ra⊥
,
D = −α
2
+ H⊥
(
H⊥ + 2H‖
)
,
σ = H‖ − H⊥ ,
Z =
a‖√
1− κr2 .
Local energy momentum conservation ∇µTµν = 0 leads to derivative constraints that the system
naturally obeys:
w˙ =
1
2Z
ϕ′ − H‖
(
w +
ς
2
)
, (4.11)
∆˙ = − χ˙+ 3ϕ˙
2
+
`(`+ 1)
r2a2⊥
v− 1
Z
[(
w +
ς
2
)′
+
(
α′
α
+
2a‖
ra⊥
)(
w +
ς
2
)]
, (4.12)
v˙ =
χ+ ϕ
2
. (4.13)
Einstein’s field equations to first order show that the metric perturbations η, χ, ϕ and ς are master
variables of the system, i. e., if the solution to the system (4.4) - (4.7) is known for each angular
scale `, Eqs. (4.8) - (4.10) will reduce to simple identities for the fluid perturbation variables. The
evolution in time and radius is constrained by linear partial differential equations that contain a non-
trivial coupling caused by radially-dependent and off-center anisotropic structure growth. Among
various expressions in the coupling terms, the background shear σ = H‖ − H⊥ as well as gradients
in the curvature profile, scale factors and Hubble rates can clearly be identified. As already pointed
out in Sect. (4.3.1), orthonormality of the spherical harmonic basis causes the evolution equations to
decouple into (`, m) modes. In addition, the spherically symmetric background allows to apply the
eigenvalue equation of the Laplace operator on S2 which can be written as
∇a∇aY(`m) = −`(`+ 1)Y(`m) . (4.14)
This way, all derivatives with respect to local coordinates (θ, φ) can be eliminated such that the four
dimensional problem of solving perturbation equations on the full spacetime
(M4, g) is mapped to
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a set of effectively two dimensional problems for the evolution of eigenvalues of the S2-Laplacian for
each angular scale `.
Regarding the special case of dipole perturbations (` = 1), there is a complication as Eqs. (4.4) - (4.8)
take different forms. This is caused by the fact that, mathematically, there exist no dipole tensorial
spherical harmonics which does not allow the trivial field equation η = 0 to hold anymore. Secondly,
due to the missing tensorial components, all perturbation variables are only partially gauge-invariant
and leave an additional degree of freedom to be fixed. This issue and possible solutions are discussed
in detail by GMG in [54], but we do not want to focus on it here as we restrict our analysis to polar
perturbations of ` ≥ 2.
4.3.3 Metric ansatz and first order field equations for the axial branch
Gauge-invariant perturbations of the axial branch are given by a vector metric perturbation {k(`m)A }
and an axial fluid velocity perturbation v(`m) (see again App. (B)). Since perturbations that transform
as scalars on the two-sphere naturally belong to the polar sector, axial perturbations are restricted to
S2-vector and -tensor modes that, by construction, have to obey ` ≥ 1. Hence, there can only exist axial
gauge-invariants which are at least of S2-vector type such as velocity- or metric vector perturbations.
The ansatz for the perturbed metric and four-velocity including these gauge-invariants is given by
ds2 = −dt2 +
a2‖
1− κr2 dr
2 + r2a2⊥dΩ
2 + 2k(`m)A Y
(`m)
b dx
Adxb , (4.15)
uµ =
(
uA, v(`m)Y
(`m)
b
)
. (4.16)
Inserting both quantities into Einstein’s equations, the first order evolution equations (for ` ≥ 2)
reduce to3:
gAB∇AkB = 0 , (4.17)
gCB∇C
(
r4a4⊥DAB
)
= (`− 1)(`+ 2)kA − 16piGρ v r2a2⊥uA , (4.18)
with DAB = ∂B
(
kA/(r2a2⊥)
)− ∂A (kB/(r2a2⊥)) being the covariant curl of kA.
As first proposed in [51], a scalar quantity
Π = eAB∇B
(
kA
r2a2⊥
)
(4.19)
can be defined which allows to obtain an equivalent system of equations given by
v˙ = 0 ⇒ v = v(r) , (4.20)
Π¨ =
1
Z2
Π′′ − C
Z2
Π′ −
(
6H⊥ + H‖
)
Π˙−
[
2α+
(`+ 2)(`− 3)
r2a2⊥
]
Π+
2α
r2a2⊥Z
(
v′ + α
′
α
v
)
, (4.21)
using again coefficients
α = 8piGρ =
κ
a2⊥
(
1+ 2
a‖
a⊥
)
+ H⊥
(
H⊥ + 2H‖
)
+
κ′r
a⊥a‖
,
3 The (`m) superscript will be dropped again
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C =
a′‖
a‖
+
κr + 12κ
′r2
1− κr2 −
2a‖
ra⊥
,
Z =
a‖√
1− κr2 .
The first equation has been obtained by taking the covariant divergence of Eq. (4.18) and inserting Eq.
(4.17). The second expression is essentially the covariant curl of Eq. (4.18).
A solution to Eqs. (4.20) and (4.21) can be transformed to the actual gauge-invariant metric perturba-
tions kA via Eq. (4.18)4
(`− 1)(`+ 2)k0 = −2αr2a2⊥v−
r4a4⊥
Z
(
Π′ + 4
a‖
ra⊥
Π
)
, (4.22)
(`− 1)(`+ 2)k1 = −r4a4⊥Z
(
Π˙+ 4H⊥Π
)
. (4.23)
In case of ` = 1, Eq. (4.17) is no longer fulfilled which does not allow a straightforward derivation of
Eqs. (4.20) and (4.21). Nonetheless, Eqs. (4.22) and (4.23) can be integrated directly yielding
Π = − 2
r4a4⊥
∫ v(Mr3)′√
1− κ(r)r2 dr . (4.24)
The metric perturbations kA then have to be obtained by inverting Eq. (4.19) which causes additional
degrees of freedom and does not permit a unique solution anymore.
4.3.4 Properties of perturbations in LTB models in comparison to FLRW
Although the polar master equations will look similar to their FLRW counterparts if the coupling
terms are neglected (in fact, χ obeys a wave equation, ϕ a scalar, Bardeen-like equation and ς an a−2-
decay law), the physical interpretation of these gauge-invariants is more subtle. Scalar-vector-tensor
decomposition does not naturally exist on spherically symmetric backgrounds and therefore LTB
gauge-invariants are a priori strongly differ from FLRW gauge-invariants. In extensive calculations,
CCF managed to perform the FLRW limit and showed that, intrinsically, these gauge-invariants are
complicated mixtures of all FLRW perturbation types. Their results are briefly summarised in App.
(C). Proper comparison of FLRW gauge-invariant quantities and LTB gauge-invariants in FLRW limit
is non-trivial, because the RW gauge is not adapted to the description of perturbations in FLRW
models. One therefore has to equate the perturbed FLRW metric with the perturbed LTB metric in
a general gauge and express each LTB gauge-invariant in terms of its FLRW counterparts. In fact,
it turns out that only χ is a genuine gravitational wave mode whereas ς contains vector and tensor
degrees of freedom and ϕ as well as η obey degrees of freedom of all FLRW-perturbation types. The
axial variable Π contains vector and tensor contributions. Similar results are obtained for the fluid
variables (see appendices of [29] for details). It is therefore hard to disentangle these gauge-invariants
aiming at a direct comparison with homogeneous and isotropic models. There is the possibility of
constructing SVT variables that, in the FLRW limit, reduce to pure scalar, vector and tensor modes,
but these ones are of complicated structure (see [28] for a brief review).
The following analysis is restricted to the polar branch, since it potentially obeys the more prominent
coupling effects and contains the generalized scalar gravitational potential ϕ and density contrast ∆.
These variables transform as scalars on the two-sphere and obey similar evolution equations compared
to the FLRW metric potential and density contrast which allows an intuitive treatment. However, they
obey a complicated FLRW limit containing scalar-, vector- and tensor contributions which makes their
understanding highly difficult and requires great care in this context.
4 Note that the local time coordinate of the LTB background model is chosen such that uA = (−1, 0).
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Notwithstanding any physical interpretation or comparison to spatially homogeneous models, the
intrinsic coupling of the perturbation variables itself as seen in Eqs. (4.4) - (4.7) can directly be studied
if the system is integrated numerically. By carrying out the FLRW limit, CCF showed that the scalar
Bardeen potential Ψ is only contained in ϕ (see also App. (C)). Hence, starting from an initial scalar
potential perturbation at early times, we can directly quantify the influence of coupling on the space-
time evolution by comparing the fully coupled case with solutions in which coupling has generally
been neglected. The latter was extensively studied in [43].
As already pointed out in the Introduction, the main intention of this work is to consider the full
evolution of perturbation equations from realistic initial scalar perturbations and to investigate the
strength of the coupling in a statistical way. A direct comparison of structure formation in LTB and
FLRW models would be the next appreciable step and is addressed in Chapt. (8).
We finally want to stress that the axial branch is dynamically decoupled from the polar one and 3-
scalar perturbations in FLRW spacetimes do not source any axial LTB quantities in the homogeneous
limit (see App. (C) for details). Hence, the axial branch is trivial in this setup at all times and spatial
scales and potential physical effects are solely described by polar perturbations. This justifies the
restriction to the polar branch in particular.

5
N U M E R I C A L A P P R O A C H
5.1 summary
As outlined in Chapt. (4), the evolution of linear perturbations in LTB models is constrained by a
coupled system of partial differential equations that is formulated in the LTB time and radial coordin-
ates for each spherical harmonic mode (`, m). Attempts to obtain accurate approximations of the
solution are therefore challenging as advanced computational methods, e. g. finite elements, have to
be applied. This chapter is meant to discuss the numerical setup for the given system of partial differ-
ential equations and to motivate the choice of the numerical scheme used here. All methods have been
preimplemented in the Distributed Unified Numerics Environment (DUNE) and can therefore readily
be applied to our problem. We start with a short overview of finite element methods and the DUNE
framework. Focussing on Eqs. (4.4) - (4.11), the grid setup and appropriate boundary conditions are
laid out and motivated in the following. The final section contains results of a test run previously
performed by February et al. (2014) in [41] that independently confirms the authors’ findings and
shows the correct performance of the numerical scheme.
5.2 general statements on finite elements
Originating from developments in structural mechanics in the 1950s, finite element methods became a
well-established technique to solve partial differential equations (PDEs) on very flexible and even un-
structured grids. The basic idea consists of writing the model problem (PDE and boundary conditions
on a given domain of interest) into so-called weak formulation and converting it to an equivalent vari-
ational problem. In this manner, the differential equation system is multiplied by a test function and
integrated over the full domain of interest yielding functional relations to be minimised by variation
(see App. (D) for details). The variational problem itself can then be solved by discretizing the domain
of interest into finite elements and approximating the solution by suitable basis functions (polynomi-
als in particular) on each element with coefficients to be determined (see Fig. (5.1)). This typically
leads to large, but sparsely populated, linear equation systems for the expansion coefficients. Finite
element methods are based on a solid mathematical background using techniques developed in func-
tional analysis like weak derivatives and corresponding Sobolev spaces. Giving a complete overview
on finite elements and their properties would be beyond the scope of this thesis. Some details that are
important for this particular application are described in App. (D). However, a detailed discussion of
the corresponding mathematical background can, for example, be found in [14] and [53].
In contrast to finite differencing methods applied in [41], finite elements are more flexible and also
well-suited for irregular or locally refined grids1. In addition, higher accuracies can easily be achieved
by increasing the basis polynomial degree (see App. (D) for details of the implementation). We de-
cided to prefer finite elements to finite differences since the initial profiles for the spherical harmonic
coefficients show considerable small scale fluctuation with increasing spherical harmonic `-mode and
we therefore need a robust scheme for numerical differentiation that also works on grids that can be
adapted to properties of the solution itself. February et al. (2014) ([41]) have shown that their approach
using second order finite differences works well for the series of test runs they performed on a regular
1 The term grid refers to the finite element discretization of domain of interest.
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f (x) ≈ 5∑
i=1
ci · φi(x)
φi(x) = (x− xi)/(xi+1− xi)
x1 x2 x3 x4 x5 x
y
a b
Figure 5.1: Approximation of an exemplary function f (x) (shown in red) on a global interval Ω = [a, b] in
one dimension: On subintervals Ωi = [xi, xi+1] ( so-called finite elements), linear Lagrangian basis
polynomials (hat functions) are defined that are shown in blue. Once a proper set of coefficients
{ci}i=1,...,5 and boundary conditions { f (a), f (b)} are provided, a linear approximation (shown in
black) of the functional shape can be obtained. The accuracy of this approximation can either be
increased by refining the finite elements or by raising the basis polynomial degree.
grid. As will be shown in Sect. (5.5), we have been able to reproduce their results with a finite element
setup.
5.3 the distributed unified numerics environment (dune)
The Distributed Unified Numerics Environment (DUNE) (see [10, 11, 12, 21]) is a template-based, multi-
purpose C++-library for the numerical solution of PDEs on arbitrary grids using finite element meth-
ods. The basic structure is divided into modules performing different tasks like grid setup (dune-grid),
iterative solvers for equation systems (dune-istl), or efficient PDE discretization (dune-pdelab) (see
[13] for details). It provides preimplemented basis polynomials, grid-based spatial solvers and time
integrators designed to be very flexible and applicable to a wide range of PDE problems in basically
arbitrary dimension (see Fig. (5.2) for an overview). For time-dependent problems, DUNE uses the
well-known method of lines where the spatial derivatives are discretized and the time coordinate is left
continuous. This results in a system of ordinary differential equations in time that assemble a large
scale initial value problem. However, such a system can effectively be treated by appropriate ODE
solvers (see Fig. (5.3)). We therefore perform a spatial discretization with finite elements in the radial
coordinate which is then integrated in time using an implicit Alexander S-stable method (see [1].
5.4 grid setup and boundary conditions
The solution of a system of partial differential equations with time dependence is constrained by
initial and boundary conditions. While the setup of initial conditions in a cosmological environment
is a more extensive procedure and will be discussed in detail in Chapt. (6), boundary conditions can
be chosen in a natural way by requiring regularity of the solution at the radial origin. We define
a space-time domain of interest with spatial extend of (at least) three times the void size in which
we want to study the forthcoming numerical solution. As proposed in [41], we impose an artificial
spatial boundary condition at r = r∗ that is causally disconnected from the domain of interest in
order to prevent any artificially reflected propagating modes to reenter (see Fig. (5.4)). By tracing null
geodesics in the background spacetime and thereby following the characteristics of the system, we
can integrate Eq. (3.34) given by
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dune−grid
ALUUG
dune−grid−howto
dune−fem
dune−istl
dune−commonAlberta
NeuronGrid
dune−pdelab−howto
dune−pdelab
dune−localfunctions
VTK Gmsh
SuperLU
Metis
Figure 5.2: Overview on different DUNE modules and their correspondences: DUNE core modules are shown in
red that perform different steps of the numerical scheme such as general assembling (dune-common),
grid setup (dune-grid), iterative solvers (dune-istl), local polynomial bases (dune-localfunctions)
as well as PDE discretization (dune-pdelab or dune-fem). The inclusion of secondary software like
special grid managers (ALU, UG, ...), visualisation (VTK, Gsmh) or special solvers (SuperLU, Metis)
is possible without problems. As we deal with a one dimensional problem in space, there is no need
for any advanced grid manager or visualisation tool. However, SuperLU (see [36, 62]) turned out
to be a powerful exact solver for the spatial discretization problem and was therefore successfully
applied to our numerical setup. Discretization and general setup of the PDE system was performed
using dune-pdelab. In fact, dune-pdelab and dune-fem are equivalent discretization modules, but
dune-pdelab is developed and maintained at the Institute of Scientific Computing (IWR) in Heidelberg
which allowed direct advise and support in an easy way (see also acknowledgments). This figure was
taken from [13]).
t
r
t = tini
t = t1
t = tn−1
t = tfinal
spatial discretization with finite elements
time propagation with ODE solvers
Figure 5.3: Illustration of the method of lines: The spatial discretization with finite elements is performed on each
time slice and the resulting initial value problem is then propagated forward in time.
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dt(r)
dr
= ± a‖(t, r)√
1− κ(r)r2 = Z(t, r) ,
with t(rmax) = tini and obtain2
r∗ = rmax +
1
2
∫ t0
tini
Z−1(t, rmax)dt . (5.1)
As shown by GMG in [54], the solution to Eqs. (4.4) - (4.7) has to obey certain conditions for regularity
at r = 0:
χ = χ r`+2 , ϕ = ϕ r` , ς = ς r`+1 , ∆ = ∆ r` , w = w r`−1 , v = v r` ,
where the barred quantities can be expanded in positive even powers of r. This enforces a zero Dirich-
let boundary condition at the origin for ` ≥ 2. We require the solution to vanish at r∗ as well such
that no propagating modes to be generated there that can affect the results in the domain of interest.
domain of interest
r
t
rmax r∗
extension
tini
t0
artificialboundary
void profile ρ(t, r)
initial conditions in FLRW limit
Figure 5.4: Schematic construction of the artificial boundary condition according to [41]: r∗ is chosen to be caus-
ally disconnected from the domain of interest by integrating radial null geodesics in the background
spacetime (see Eq. (5.2)). The void is fully contained in the domain of interest and deepens with
increasing cosmic time.
Fig. (5.5) illustrates the construction of the spatial grid which is basically divided into three parts: In
order to fulfill the regularity conditions with sufficient accuracy, we have a fine structured grid in the
vicinity the origin, followed by an equidistant grid containing the domain of interest and a coarse grid
covering the region between the outer boundary of the domain of interest and the artificial boundary.
Since we use an implicit time integration scheme, the Courant-Friedrichs-Levy (CFL) condition (see
[32]) is not necessary for numerical stability, but nonetheless we assign the timesteps dynamically
2 We assume in addition that the unperturbed LTB metric in the region [rmax, r∗] is well-described by its asymptotic EdS limit.
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Figure 5.5: Schematic structure of the irregular spatial grid: At small radii, we apply a finely resolved grid dis-
cretizing the interval [rmin, r1] with n1 bins to recover the regularity condition precisely. This part is
followed by a regular grid covering [r1, rmax] with n2 bins and a very coarse grid in the extension
[rmax, r∗] with n3 bins. The parameters r1, n1, n2, and n3 can be adjusted individually. For all test runs
presented in Sects. (7.2) and (7.3), we have chosen r1 = 100 Mpc, n1 = 50, n2 = 256 and n3 = 20. Final
results are interpolated on the LTB backward lightcone that is schematically shown for illustration.
according to this condition in order to adapt the time resolution to intrinsic timescales of the system.
Using the system’s characteristics again, we obtain
∆t(t)
∆r
= 0.99 · min
rmin≤r≤rmax
(Z(t, r)) ≤ min
rmin≤r≤rmax
(Z(t, r)) . (5.2)
As motivated in Sect. (4.3.2), we concentrate on perturbations with even parity (polar branch) through-
out this work. For each spherical harmonic mode (`, m), Einstein’s field equations then split into a
closed set of master equations for the metric perturbations and corresponding constraint equations
for the fluid perturbations. For fixed (`, m), we therefore evolve Eqs. (4.4) - (4.7) in time and use the
results in each timestep to constrain the fluid perturbations using the identities given by Eqs. (4.8)
- (4.10). Grid structure, basic finite element map and the equation systems have to be passed to the
DUNE interface that performs a residual calculation to solve the underlying linear equation system
in each time step. For details of the implementation, the reader is referred to App. (D).
The corresponding procedure then has to be performed for a representative set of spherical harmonic
modes such that final angular power spectra of each LTB gauge-invariant perturbation can be es-
timated (see Chapt. (7)). Computations were therefore parallelised using the well-established Open
Message Passing Interface (Open MPI) and ported to the bwGRiD computing cluster of the state uni-
versities of Baden-Württemberg (see http://www.bw-grid.de/en/the-bwgrid/ for details).
5.5 comparison to previous results in february et al . (2014)
February et al. (2014) ([41]) set up a numerical solution of the evolution equations for a simple test
case by initializing each variable separately with five Gaussian peaks probing the behavior of the
solution at different positions in the LTB patch. Starting from a Gaussian-shaped void outlined in
Sect. (3.4.1) with Ωin = 0.2 and L = 2 Gpc that is asymptotically embedded into an EdS model, initial
conditions for one variable are given by
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Figure 5.6: Initial Gaussian profile as applied by February et al. (2014) ([41])
a(`m)(tini, r) =
5
∑
i=1
exp
(
− (r− ri)
2
s2
)
, (5.3)
a˙(`m)(tini, r) = 0 , (5.4)
with ri ∈ 0.99 · {1, 2, 3, 4, 5} Gpc and s = 0.08 Gpc (see also Fig. (5.7)). All other variables and their time
derivatives are set to zero. This initial configuration is placed on a spatial hypersurface that intersects
the LTB backward lightcone at redshift z = 100. Hence, tini refers to the time coordinate on the PNC
for this redshift. The PDE system is then numerically evolved in time till t0 which corresponds to
the global age of the LTB patch. The spatial extension rmax of the domain of interest is chosen to be
6 Gpc. In accordance with [41], the forthcoming results show the spacetime evolution of this setup
for the two exemplary spherical harmonic modes ` = 2 and ` = 10. Since the regularity conditions
mentioned in the previous section are trivially fulfilled by the initial profiles considered in this test
case, the adapted grid structure shown in Fig. (5.4) is, for simplicity, replaced by an equidistant grid
with 512 nodes.
We see from Fig. (5.7) that non-zero modes, while evolving in time, excite the remaining initially
zero modes at a partly significant level. Although a rigorous interpretation of the results is physic-
ally subtle, we can qualitatively see the internal mode mixing of each gauge-invariant variable when
considering the FLRW limit discussed in Sect. (4) and App. (C). Time evolution suggests that χ, as
a purely tensorial mode in the FLRW limit, contains only propagating degrees of freedom, whereas
ς and ϕ are mixtures of SVT perturbation types. On a homogeneous and isotropic background, ς re-
duces to vectorial and tensorial degrees of freedom. Similar behaviour can be seen on inhomogeneous
backgrounds as we observe a decaying mode (Case 3 and 4) and propagating mode (Case 5 and 6) as
well as modes similar to infall velocities (Case 1 and 2). ϕ contains scalar, vector and tensor modes
in FLRW limit. Cases 1 and 2 suggest a time evolution of ϕ like a scalar Bardeen potential which
decays inside the void (as κ(r) < 0) and stays constant in the EdS region. Nonetheless, there are also
propagating modes as can clearly be seen in cases where it is excited from an initially zero state.
The corresponding fluid perturbations are presented in Fig. (5.8). The behaviour of the generalised
density contrast ∆ as well as the two gauge-invariant velocity perturbations w and v generally depends
on the initialised metric perturbations. The strong decay of ς also causes the fluid perturbations to
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ϕ[-0.0082, 0.9997]
[−0.0082, 0.9997]
ς
[−0.0176, 0.0089]
χ
[−0.0, 0.0182]
(a) Case 1: initialise ϕ for ` = 2
ϕ[-0.0002, 0.9997]
[−0.0002, 0.9997]
ς
[−0.0068, 0.0044]
χ
[−0.0001, 0.0022]
(b) Case 2: initialise ϕ for ` = 10
ϕ[-0.0006, 0.0001]
[−0.0006, 0.0001]
ς
[−0.0001, 0.9997]
χ
[−0.0005, 0.0006]
(c) Case 3: initialise ς for ` = 2
ϕ[-0.0036, 0.0023]
[−0.0036, 0.0023]
ς
[−0.0001, 0.9997]
χ
[−0.0005, 0.0006]
(d) Case 4: initialise ς for ` = 10
ϕ[-0.1129, 0.4553]
[−0.1129, 0.4553]
ς
[−0.4203, 0.431]
χ
[−0.0598, 0.9997]
(e) Case 5: initialise χ for ` = 2
ϕ[-0.0715, 0.5916]
[−0.0715, 0.5916]
ς
[−0.4098, 0.4145]
χ
[−0.381, 0.9997]
(f) Case 6: initialise χ for ` = 10
Figure 5.7: Space-time-evolution of the LTB gauge-invariants {ϕ, ς,χ} with initial conditions according to Eqs.
(5.3) and (5.3) for two exemplary modes ` = 2 and ` = 10: The minimum and maximum values of the
space-time diagrams are provided in the headlines which also indicate the boundaries of the colorscale
emerging from blue to red. Each panel covers the full domain of interest where the horizontal and
vertical axes correspond to the LTB radial and time coordinate, respectively. We applied a Gaussian-
shaped void density profile ρ(t0, r) with a density contrast of Ωin = 0.2 and L = 2 Gpc extension that
is asymptotically embedded into an EdS model with h = 0.7. In accordance with [41], these results
are obtained on an equidistant grid in radius with 512 nodes and time steps that are dynamically
computed using the CFL condition (Eq. (5.2)).
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∆/max(∆ini)
[−29.5593, 64.4709]
w/max(wini)
[−7.7062, 7.7545]
v/max(vini)
[−0.0048, 923.0754]
(a) Case 1: initialise ϕ for ` = 2
∆/max(∆ini)
[−20.4655, 55.9733]
w/max(wini)
[−7.7146, 7.7597]
v/max(vini)
[−0.0, 922.6894]
(b) Case 2: initialise ϕ for ` = 10
∆/max(∆ini)
[−0.7315, 1.0]
w/max(wini)
[−0.0018, 1.0]
v/max(vini)
[−0.9624, 1.0]
(c) Case 3: initialise ς for ` = 2
∆/max(∆ini)
[−3.17, 2.2278]
w/max(wini)
[−0.0028, 1.0]
v/max(vini)
[−0.9564, 1.0]
(d) Case 4: initialise ς for ` = 10
∆/max(∆ini)
[−152.9364, 338.8666]
w/max(wini)
[−3.1483, 3.0569]
v/max(vini)
[−0.0102, 385.7576]
(e) Case 5: initialise χ for ` = 2
∆/max(∆ini)
[−40.6516, 141.2705]
w/max(wini)
[−3.1884, 3.0974]
v/max(vini)
[−0.0792, 415.0695]
(f) Case 6: initialise χ for ` = 10
Figure 5.8: Space-time-evolution of the corresponding gauge-invariant fluid perturbations {∆, w, v}: We consider
again two exemplary modes ` = 2 and ` = 10 as presented in [41]. The minimum and maximum
values of the full spacetime diagram are given in the headlines where we have normalised each
variable with respect to its maximum initial value.
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decay whereas ϕ and χ source growing modes. Similar to the metric perturbations, these gauge-
invariants are mixtures of scalar, vector and tensor degrees of freedom in the FLRW limit (see [29]).
We refrain from giving a detailed analysis of the behaviour of the time evolution of each perturbation
variable here, since the results obtained are not new and have already been analysed in great detail
in [41]. It is rather the main intention of this section to give an independent confirmation and to show
that our numerical results are in agreement with previous works in the field.
Indeed, compared with results obtained by February et al. (2014), the spacetime diagrams agree well
in shape for each initial configuration and the amplitudes of the excited perturbations are very similar.
We have to point out here that the background model implementation of February et al. is slightly
different from the one applied in this work. As outlined in Sect. (3.4.1), we fix the void density profile
and the Hubble constant (respectively the global age) at the present time in the asymptotic FLRW
regime. February et al. instead apply a functional shape of the matter density parameter profile Ωm(r)
at the present time and fix the Hubble constant at the spatial origin. We believe that this causes the
minor differences in the amplitudes of the perturbation variables. Nonetheless, the basic features of
the spacetime evolution are clearly reproduced.

6
I N I T I A L C O N D I T I O N S
6.1 summary
As pointed out in Chapt. (3), the LTB patch is constructed to be asymptotically embedded into a
cosmological model of FLRW type. As a consequence, spatial hypersurfaces that are intersected by
the LTB lightcone at large redshifts are statistically homogeneous and isotropic to a very high degree.
In this asymptotic FLRW regime, we create cosmological initial conditions for the LTB master and
constraint equations. For the cases analysed so far, we restrict ourselves to initial scalar perturbations
described by the metric Bardeen potential Ψ(t,~x) since the transformation to LTB gauge-invariants in
the homogeneous limit is particularly simple for this setup (see App. (C)). The present chapter outlines
two possibilities to obtain initial spherical harmonic coefficient profiles for the scalar Bardeen potential.
Both procedures make use of realisations of an initial Gaussian random field with vanishing mean
and the underlying power spectrum PΨ(k). In the first approach, potential fluctuations are sampled
in configuration space, transformed to real space and decomposed into spherical harmonics using the
Healpix scheme. The second approach was developed to overcome difficulties at small redshifts and
angular scales. It uses direct multivariate Gaussian sampling of spherical harmonic coefficients with
covariance matrices that are given by the theoretical angular power spectra.
6.2 gaussian sampling technique in configuration space
6.2.1 Realisation of a Gaussian random field
As we are dealing with a system of second order differential equations in time, we have to specify
initial conditions for the variables themselves and their first time derivatives on an initial hypersurface
t = tini. Throughout, we assume vanishing initial rates for the perturbation variables1 and specify the
initial states as radial profiles. In accordance with the standard inflationary paradigm, we assume
the early universe to be spatially homogeneous and isotropic and therefore apply standard FLRW
perturbation theory. Hence, small initial density seeds for structure formation in the matter-dominated
era obey nearly Gaussian statistics and are fully characterised by the linear power spectrum (see Sect.
(2.4))
Pδ(k, a) =
D2+(a)
D2+(aini)
P(k)T2(k) , (6.1)
where T(k) denotes the transfer function of Bardeen et al. (1986) (see [5]) that has already been
introduced in Sect. (2.4). P(k) represents the primordial power spectrum right after inflation. By
Poisson’s equation, the power spectrum of the Bardeen potential Ψ yields
PΨ(k, a) =
9
4
(
Ω(0)m H20
a k2
)2
Pδ(k, a) . (6.2)
1 We can even assume this for the Bardeen potential since we constructed the LTB patch to be embedded into an EdS model in
which Ψ does not obey any time dependence (see Sect. (2.4)).
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Figure 6.1: Initial potential power spectrum according to Eq. (6.2): Due to the asymptotic behaviour of k−7 on
small scales, the resulting Gaussian random field is very smooth compared to the applied discretiza-
tion scale.
We fix an exemplary initial hypersurface of constant time tini that intersects the LTB past lightcone at
redshift zini = 100 and is therefore placed well-within the FLRW matter-dominated era. At t = tini,
we draw a 3d realisation of the Gaussian random field describing the scalar Bardeen potential in a
cubic box of scale Lcube with the following properties:
1. 〈Ψ〉 = 0 in configuration space,
2. the variance in Fourier space is given by the potential power spectrum,
3. the cube is filled in a Hermitian conjugate way: Ψ∗(kx, ky, kz) = Ψ(−kx,−ky,−kz).
Precisely, the variance in Fourier space is given by σˆ2(k) = PΨ(k)/L3cube as we have to take the dimen-
sionless power spectrum into account. In comparison to previous applications in [18], we assume a pre-
factor 1/(2pi)3 in the Fourier convention and define the power spectrum according to 〈Ψ(~k)Ψ(~k′)∗〉 =
(2pi)3 PΨ(k) δ
(3)
D (
~k−~k′). In fact, this yields the prefactor 1/L3cube instead of (2pi)3/L3cube as obtained in
[18].
Transforming back to real space2 yields a discretized, real-valued potential field at nodes (xi, yj, zk)
in the 3d cube. Since the potential power spectrum shown in Fig. (6.1) behaves like k−7 on small
scales, the resulting Gaussian random field is very smooth compared to the discretization scale. Four
exemplary 2d slices of the 3d initial realisation are presented in Fig. (6.2).
6.2.2 Healpix and spherical harmonic decomposition
Within this cubic box, we draw concentric spheres around an arbitrary centre3 and discretize each of
them according to the Healpix pixelisation scheme described in [52]. The Hierarchical Equal Area and
Iso-Latitude pixelisation scheme (Healpix) has originally been developed for data processing and analysis
of large cosmic microwave background surveys. The idea is to arrive at a fast, accurate and efficient
numerical integration on the sphere as well as optimal recursion of Legendre polynomials needed for
spherical harmonic decomposition and angular power spectrum estimation. This can be achieved by
an appropriate tesselation of the spherical surface that ensures equal pixel areas and an iso-latitudinal
2 A three-dimensional Fast Fourier Transform (FFT) was applied for this purpose.
3 For practical reasons we choose the central node of the cubic box.
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Figure 6.2: 2d slices of the 3d Gaussian realisation of the Bardeen potential fluctuations: In Cartesian coordinates,
the xy surface is plotted for z = 0, z = Lcube/4, z = Lcube/2, and z = Lcube in the corresponding
subfigures (a), (b), (c), (d). We use Nnodes = 10243 with full spatial extension of Lcube = 12 Gpc. The
obvious similarity of (a) and (d) is caused by periodic boundary conditions applied by the Fourier
transform.
location of pixel centres. The Healpix grid consists of twelve base pixels with these properties that
can be globally refined. By construction, the Healpix properties are conserved with respect to the
refinement process. The number Nside of refinement steps determines the angular resolution of the
spherical surface (so-called Healpix Map) which is then assembled by Npix = 12N2side pixels (see Fig.
(6.3)).
As already mentioned, the Healpix grid allows fast and efficient numerical integration on S2 that is
particularly useful for spherical harmonic decomposition
Ψ(tini, r, θ, φ) = ∑
(`,m)
Ψ(`m)(tini, r)Y(`m)(θ, φ) , (6.3)
with spherical harmonic coefficients being estimated by quadratures on the two sphere:
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Figure 6.3: Illustration of the Healpix discretization scheme: Twelve base pixels of equal area and isolatitude pixel
centers are globally refined with Nside = 1, 2, 4, 8 such that these pixel properties are conserved. This
figure has been taken from [52].
Ψ(`m)(tini, r) =
∫
Ω
dΩΨ(tini, r, θ, φ)Y(`m)(θ, φ)∗
≈ 4pi
Npix
Npix
∑
p=0
Ψ(tini, r, θp, φp)Y(`m)(θp, φp)∗ .
(6.4)
By placing concentric Healpix Maps at equidistant radial positions in the 3d cube, we finally obtain
initial radial profiles for spherical harmonic coefficients of the Bardeen potential Ψ(`m)(tini, r) for each
angular scale ` and orientation m.
It shall be mentioned here that we effectively measure proper distances dp(tini, r) between the centre
and the spherical surfaces that do not reduce to the LTB radial coordinate in general. However, as-
suming the void depth to be negligible at t = tini, we can write (see also [3, 43]):
dp(tini, r) = a(tini) · rFLRW =
∫ rLTB
0
a‖(tini, r)√
1− κ(r)r2 dr
≈ a⊥(tini, rLTB) · rLTB
≈ a(tini) · rLTB .
(6.5)
Hence, in this particular limit, we can safely identify the LTB and FLRW radial coordinates.
Fig. (6.4) shows examples of Healpix Maps at increasing radii using Mollweide projection. As the
spheres grow in radius, angular scales of fluctuations seem to decrease due to larger arc lengths with
increasing radii. We want to point out at this stage that, in principle, the method can be extended to
vector and tensor perturbations once a proper sampling technique is available. The Bardeen potential
power spectrum itself can also be replaced correspondingly, if, for example, the primordial curvature
perturbation (as applied in [43]) turns out to be a more realistic representation of potential fluctuations
in the matter-dominated FLRW era.
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(a) r = rmin = 1 Mpc (b) r = rmax/4
(c) r = rmax/2 (d) r = rmax
Figure 6.4: Healpix Maps in Mollweide projection at different radii given by fractions of rmax = Lcube/2 = 6 Gpc:
By construction of the Healpix scheme (see [52]), Healpix Maps contain 12N2side pixel with Nside = 512
in this case. We apparently see fluctuations on smaller scales for spheres at increasing radius, since
the spherical surface increases with the square of the radius.
6.3 multivariate sampling from angular covariance matrices
In the previous approach to obtain initial conditions for the LTB master and constraint equations, a
realisation of a Gaussian potential field Ψ(~k) is created in a cubic box in configuration space. This
procedure requires allocating a large 3d cube to store regularly placed nodes of the Bardeen potential
in readiness for the FFT to real space. Due to memory limitations, the number of these regular nodes is
bounded which determines a maximum resolution for the description of the potential field. This turns
out to be problematic as we see significant resolution effects at small radii and large `-modes (see Fig.
(6.5) ) which essentially rule out these regions for the forthcoming analysis of LTB perturbations. In
addition, we have to convert cubic pixels to Healpix pixels which necessarily produces shot noise on
small angular scales due to a finite cubic pixel size.
It is therefore worth investigating an alternative approach for the sampling technique that does not
involve large 3d realisations. The idea is to use multivariate Gaussian sampling of the spherical har-
monic coefficients with a covariance matrix given by the theoretical angular power spectra.
6.3.1 Multivariate Gaussian sampling
In general, a multivariate Gaussian distribution is given by
P(~y) = 1√
(2pi)n det C
exp
[
−1
2
~yT · C−1 ·~y
]
(6.6)
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for n-dimensional vectors ~y = {yi}0≤i≤n and the corresponding covariance matrix
Cij = 〈yiyj〉 . (6.7)
In order to obtain a finite realisation with the underlying distribution of Eq. (6.6), we first draw a
vector ~x of n uncorrelated random numbers xi with unit variance. Uncorrelated random numbers can
be transformed to correlated ones by rotation in data space:
yi =∑
j
αijxj . (6.8)
In addition, it has to be ensured that the correlation between the {yi} is described by the given
covariance matrix C. In fact, this constrains the shape of the coefficient matrix A. By direct calculation,
we see
Cij = 〈yiy∗j 〉 =∑
k,l
〈αikαjl xkxl〉
=∑
k,l
αikαjl 〈xkxl〉︸ ︷︷ ︸
δkl
=∑
k
αikαjk =∑
k
αikα
T
kj
=
(
A · AT
)
ij
.
(6.9)
Hence, the coefficient matrix A can be obtained by taking the "square root" of the covariance matrix.
Mathematically, this corresponds to the Cholesky decomposition as the covariance matrix is positive
definite and symmetric. Given these properties, A and the corresponding linear map ~x −→ ~y are
uniquely defined.
6.3.2 Covariance matrix
In the particular case of spherical harmonic coefficients, the covariance matrix is given by
Cij =
〈
Ψ(`m)(r)Ψ(`
′m′)(r′)∗
〉
ij
. (6.10)
Correspondingly, the vector components are a priori correlated random numbers in the radius and in
all spherical harmonic modes (`, m).
In case of spatial flatness, Eq. (6.10) can be expressed in terms of spherical Bessel functions j`(x).
Using the Rayleigh decomposition of plane waves
ei~k·~r = 4pi∑
`,m
i` j`(kr)Y(`m)(rˆ)Y(`m)(kˆ)∗ , (6.11)
with~k = k · kˆ and~r = r · rˆ, the spherical harmonic coefficients can be obtained as
Ψ(`m)(r) =
i`
2pi2
∫
d3kΨ(~k) j`(kr)Y(`m)(kˆ)∗ . (6.12)
We can use this result to compute the covariance matrix
〈
Ψ(`m)(r)Ψ(`
′m′)(r′)∗
〉
=
i`−`′
4pi4
〈∫
d3kΨ(~k) j`(kr)Y(`m)(kˆ)∗ ·
∫
d3k′ Ψ(~k′)∗ j`′(k′r′)Y(`
′m′)(kˆ′)
〉
=
2
pi
∫ ∞
0
dk k2PΨ(k) j`(kr) j`(kr′) · δ``′δmm′
= C`(r, r′) · δ``′δmm′ ,
(6.13)
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where the definition of the power spectrum〈
Ψ(k)Ψ(k′)∗
〉
= (2pi)3 PΨ(k) δ
(3)
D (
~k−~k′)
and the orthogonality relation of the spherical harmonics∫
dΩY(`m)(kˆ)Y(`
′m′)(kˆ)∗ = δ``′δmm′
have been applied. According to Eq. (6.12), the covariance matrix decouples into separate blocks for
each spherical harmonic mode (`, m) which only contain the radial correlations at given `-mode, i. e.
C`(ri, rj) =
2
pi
∫ ∞
0
dk k2 PΨ(k) j`(kri) j`(krj) . (6.14)
6.3.3 Numerical treatment
The numerical approximation of integral expressions like Eq. (6.14) is very challenging and expensive
with standard quadrature techniques. Spherical Bessel functions show a rapidly oscillatory behaviour
which requires a considerable amount of function evaluations to reach acceptable accuracies. An
alternative approach was proposed by Levin (1996) in [60, 61] and is now established as the so-called
Levin collocation method. In fact, the evaluation of oscillatory integrals is mapped to the problem of
solving an ordinary differential equation system with no boundary conditions. The latter can be
treated very efficiently by polynomial collocation. In the following, we briefly sketch this approach
here, as it is an essential tool for computing the generic covariance matrices C`ij for each angular scale.
The formalism addresses integrals of the form
I =
∫ b
a
~f (x)T~w(x)dx =
∫ b
a
〈~f , ~w〉dx , (6.15)
with ~f = ( f1(x), . . . , fm(x))
T ∈ Rm being a vector of m non-oscillating functions and ~w(x) =
(w1(x), . . . , wm(x))
T ∈ Rm a vector of linearly independent functions that show strong oscillations
or even irregular rapid variations. We shall furthermore assume that the functions {wi}i=1,...,m satisfy
the differential equation system
~w′(x) = A(x)~w(x) , (6.16)
with an m × m matrix A(x) containing entries that are varying non-rapidly. The principle of the
Levin collocation method relies on finding a function vector ~p(x) = (p1(x), . . . , pm(x))
T (or a least an
approximation for it) such that 〈~p, ~w〉′ ≈ 〈~f , ~w〉. The integral can then readily be solved:
I =
∫ b
a
〈~f , ~w〉dx ≈
∫ b
a
〈~p, ~w〉dx = ~pT(b)~w(b)− ~pT(a)~w(a) . (6.17)
The problem of evaluating Eq. (6.14) is therefore replaced by approximating the function vector ~p
appropriately. Explicit calculation yields
〈~f , ~w〉 = 〈~p, ~w〉′ = 〈~p′, ~w〉+ 〈~p, ~w′〉 =︸︷︷︸
Eq. (6.16)
〈~p′, ~w〉+ 〈~p, A~w〉
= 〈~p′, ~w〉+ 〈AT~p, ~w〉
= 〈~p′ + AT~p, ~w〉 .
(6.18)
Using the linear independence of the functions {wi}1<i<m, we infer that ~p is given by an approximate
solution to the ordinary differential equation system
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~p′ + AT~p = ~f . (6.19)
The numerical treatment of this system is feasible, since, by assumption, neither ~f nor A contain
rapidly oscillatory components. A solution to the system can, for example, be found by collocation.
The function vector ~p is then approximated by a linear combination of basis polynomials{
u(i)k
}k=1,...,n
i=1,...,m
of degree n. An n-point approximation p(n)i of the vector component pi can be expressed as
p(n)i (x) =
n
∑
k=1
c(i)k u
(i)
k (x) . (6.20)
The coefficients c(i)k have to be determined by a linear equation system set-up by the collocation
conditions (
∂x + AT
)
p(n)(xj) = f (xj) (6.21)
at properly chosen collocation points
{
xj
}
j=1,...,n. The corresponding approximation of the integral is
then
I ≈ I(n) =
m
∑
i=1
p(n)i (b)wi(b)− p(n)i (a)wi(a) . (6.22)
As proposed in [60], we apply the polynomial basis functions
u(i)k (x) =
(
x− a + b
2
)k−1
; k = 1, . . . , n ; i = 1, . . . , m (6.23)
that are evaluated at equidistant collocation points
xj = a +
(
j− 1
n− 1
)
(b− a) ; j = 1, . . . , n
in the integal domain [a, b].
In case of products of two spherical Bessel functions with different arguments (as they appear in
Eq. (6.14)), a closed equation system in the shape of Eq. (6.16) can be obtained by considering a
four-component function vector given by
~w =

j`(kri) j`(krj)
j`−1(kri) j`(krj)
j`(kri) j`−1(krj)
j`−1(kri) j`−1(krj)
 . (6.24)
In fact, regarding the recursive expressions of derivatives of spherical Bessel functions
j′`(x) = j`−1(x)−
`+ 1
x
j`(x) , (6.25)
j′`−1(x) = −j`(x) +
`− 1
x
j`−1(x) , (6.26)
this yields a 4× 4 matrix of the form
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A =

−2 `+ 1
k
ri rj 0
−ri −2k 0 rj
−rj 0 −2k ri
0 −rj −ri 2 `− 1k

, (6.27)
that fixes the differential equation system of Eq. (6.19).
The Levin collocation method is restricted to definite integrals with finite boundaries which is not the
case in Eq. (6.14). Nonetheless, we perform a change of variable k −→ kri ≡ k˜ and approximate the
integral by the expression
C`(ri, rj) =
2
pir3i
∫ k˜max
k˜min
dk˜ k˜2 PΨ(k˜) j`(k˜) j`
(
k˜
rj
ri
)
, (6.28)
with suitably chosen boundaries k˜min and k˜max. The lower boundary is taken at the `-dependent "point
of growth" of the spherical Bessel functions (see [92]) at which the first significant values larger than
10−10 are obtained. The cutoff k˜max is given by the maximum sampling value of 106. Considering the
asymptotic form of spherical Bessel functions for large k˜,
lim
k˜−→∞
j`(k˜) =
1
k˜
cos
(
k˜− pi
2
(`+ 1)
)
, (6.29)
and recovering that PΨ(k) ∼ k−7 for large k-modes, we see that the integrand decays like k˜−7 in
this regime. Hence, there is negligible dependence on the upper integral boundary once it is chosen
sufficiently large. Fast and accurate approximations of the spherical Bessel-, or equivalently, Hyper-
spherical functions are provided by the CLASS library that uses a recursion and WKB scheme in
combination with Hermite interpolation (see [59, 92]).
6.3.4 Sampling process
The sampling process for each spherical harmonic mode ` can be summarized as follows:
1. We compute the covariance matrix C`ij with j ≤ i (as the covariance matrix is symmetric) for
radial positions ri, rj.
2. The coefficient matrix Aij is obtained by Cholesky decomposition of the covariance matrix.
3. We draw 2` + 1 uncorrelated Gaussian random numbers with unit variance for m = 0 and
variance 0.5 for each positive orientation m.
4. These uncorrelated variables can be transformed to the corresponding, radially correlated, ran-
dom variables Ψ(`m)i by linear combination
Ψ(`m)(ri) =∑
j
Aijx
(m)
j .
Since spherical harmonic coefficients of a real-valued potential field Ψ(~r) are generally complex num-
bers for m > 0, we sample two random numbers with variance 0.5 for the real and imaginary parts.
This ensures that the sampled coefficients account for the correct angular power spectrum C`. We
restrict ourselves to orientations larger or equal zero, as these modes already contain the full informa-
tion of a real-valued function on that angular scale4. In total, this leads 2`+ 1 random numbers to be
drawn at given `-mode.
60 initial conditions
0 1000 2000 3000 4000 5000 6000
r[Mpc]
0
1000
2000
3000
4000
5000
6000
r[
M
pc
]
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
×10−11
(a) ` = 2
0 1000 2000 3000 4000 5000 6000
r[Mpc]
0
1000
2000
3000
4000
5000
6000
r[
M
pc
]
0.00
0.15
0.30
0.45
0.60
0.75
0.90
1.05
1.20
×10−12
(b) ` = 10
0 1000 2000 3000 4000 5000 6000
r[Mpc]
0
1000
2000
3000
4000
5000
6000
r[
M
pc
]
0
1
2
3
4
5
6
7
8
9
×10−15
(c) ` = 100
0 1000 2000 3000 4000 5000 6000
r[Mpc]
0
1000
2000
3000
4000
5000
6000
r[
M
pc
]
0.0
0.8
1.6
2.4
3.2
4.0
4.8
5.6
×10−18
(d) ` = 1000
Figure 6.5: These 2d plots show the covariance matrix entries that are assigned to the corresponding radii ri and
rj given in Mpc. All matrices are diagonally dominant and amplitudes decrease with ` by almost
seven orders of magnitude. The latter is caused by the strong decay of the initial power spectrum
at large k-modes (PΨ(k) ∼ k−7). Radial correlation increases with distance from the centre which is
expected as structures of given angular scale must have larger tangential extensions that itself lead
to larger radial scales in a statistically isotropic initial universe. Radial correlation also increases for
small `-modes, as those describe angular patches corresponding to larger fluctuations in spatial scale.
The main advantages of this approach can be summarized by the following points:
• Since spherical harmonic coefficients are sampled directly, we do not have to allocate large
3d realisations of the Bardeen potential in real space. In addition, there is no conversion from
cubic pixels to Healpix pixels with all complications at small radii and large `-modes. Thus,
small redshifts on the LTB lightcone are accessible which allows to study the coupling of LTB
perturbation variables close to the void centre. Furthermore, perturbations in small voids of a
few hundred Mpc extension can be studied without resolution problems.
• The memory-consuming part is now given by the Hermite interpolation of spherical Bessel
functions performed in the CLASS library. The reason is a considerable amount of nodes that
have to be stored in order to achieve sufficient accuracy. However, this can be controlled by
proper subgroups of `-modes for which the covariance matrices are computed simultaneously.
4 In fact, spherical harmonic coefficients of real-valued functions obey a(`,−m) = (−1)m(a(`m))∗ and therefore coefficients with
negative orientations m do not contain any additional degrees of freedom.
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(a) 3d sampling and Healpix decomposition
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(b) Direct multivariate sampling
Figure 6.6: These figures show estimates of the angular power spectra from the spherical harmonic coefficients
that have been sampled using the two different approaches. The theoretical spectra are plotted for
comparison. In case of the decomposition of Healpix Maps in a 3d box, there is significant deviation
from the theoretical spectra that seems to be caused by resolution problems on small angular scales.
• The generalization to asymptotically curved LTB models seems now straightforwardly possible
as CLASS provides accurate approximations of Hyperspherical functions. It has been shown
that LTB models of this kind partially remove the tension to observational data ([19, 101]). Thus,
we are able to model the evolution of perturbations in these environments as well.
• The initial power spectrum can easily be exchanged in Eq. (6.14) such that alternative spectra of
the primordial curvature perturbation or tensor modes can be considered. The only requirement
for convergence is that the integrand decays sufficiently fast at large k-modes.
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(a) 3d sampling: r = rmin (b) Multivariate sampling: r = rmin
(c) 3d sampling: r = rmax/4 (d) Multivariate sampling: r = rmax/4
(e) 3d sampling: r = rmax/2 (f) Multivariate sampling: r = rmax/2
(g) 3d sampling: r = rmax (h) Multivariate sampling: r = rmax
Figure 6.7: These Mollweide projections show Healpix Maps that are constructed from the spherical harmonic
coefficients obtained from either the 3d sampling technique or multivariate Gaussian sampling. Re-
garding subfigure (a), the angular resolution of structures on spherical shells of small radii is strongly
limited by the resolution of the 3d cube, because even the pixel structure can be seen. This problem
can be resolved with the new multivariate sampling technique as no 3d realisation is required any-
more. At sufficiently large radii one cannot see any significant differences in the properties of the
fluctuations although there are profound differences in the angular power spectra (see Fig. (6.6)).
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(a) r = rmax/2− ∆r
(b) r = rmax/2
(c) r = rmax/2+ ∆r
Figure 6.8: These figures show consecutive Healpix Maps around a fiducial radius r = rmax/2 = 3000Mpc with
∆r ∼ 24Mpc. The correlation of fluctuations of large angular scale can clearly be seen.
Although the last two points are worth being investigated, they are beyond the scope of this analysis
and will be postponed to future work.
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Using this technique, the Gaussian realisation reproduces the correct initial angular power spectrum
also for large `-modes and the resolution problem at small radii is resolved (see Figs. (6.6) and (6.7)).
The covariance matrices for different `-modes are shown in Fig. (6.5). The correlation is expected to
increase with radius as fluctuations at large distances from the centre have to be larger in spatial scale
in order to appear under the same angle. Fig. (6.7) shows Healpix Maps of spherical shells at appro-
priately chosen radii. Considering maps of increasing radius, one can see that potential fluctuations
are indeed correlated. This correlation is more prominent on large angular scales (see Fig. (6.8)) as
suggested by the shape of the covariance matrices.
6.4 spherical harmonic coefficient profiles
As shown by Clarkson et al. (2009) in [29], the only remaining gauge-invariant polar perturbation in
the FLRW limit with initial scalar perturbations is ϕ(`m) = −2Ψ(`m) (see also App. (C)). This turns
out to be a very simple initial configuration for our case study. Nonetheless, initial coefficient profiles
for LTB gauge-invariants have to obey certain regularity properties at the radial origin and need to
be slightly adapted to the grid structure applied. We therefore, artificially, have to modify and extend
the profiles in the following way (see also Fig. (6.9) for an illustration):
ϕ(`,m)(tini, r)
r
ϕ(`,m) ∼ r`
domain of interest
r1 rmax rext r∗
coefficient profile Gaussian
extension
extension
Figure 6.9: Schematic summary of all modifications performed on the initial profiles: At small radii, we require
the regularity condition to hold which is then smoothly matched to the spherical harmonic coefficient
profiles which were either extracted from Healpix Maps or sampled from the theoretical covariance
matrix. In order to enforce the profile dropping to zero in a smooth way, a Gaussian extension is
applied such that a vanishing initial profile is achieved in the extension region [rext, r∗].
1. As shown by GMG in [54], initial profiles have to obey ϕ(`m) ∼ r` close to the radial origin in
order to represent regular solutions. We therefore modify the profile at small radii (typically up
to the first radial bin) to enforce this functional shape. We then match this region smoothly to
the exterior profile. However, for practical reasons, it is sufficient to require the first and second
radial derivatives to vanish at the origin which can be achieved by setting the Bardeen potential
amplitude to zero at the first two radial bins.
2. The boundary of the domain of interest rmax and the numerical boundary r∗ are different, since
the latter is constructed to be causally disconnected from rmax (see Chapt. (5)). In the region
[rmax, r∗], all perturbation variables have to be initially zero such that no propagating mode can
be excited in this region that influences the results in the domain of interest.
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3. In order to achieve a smooth transition, we define a transition region [rmax, rext] where the initial
profile is extended by a Gaussian function centered at rmax and a FWHM of one fifth of the size
of the extension region.
The extension scale is obviously an arbitary parameter of the initial profiles. Its influence on the final
results will be probed and quantified below.
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Figure 6.10: Examples for initial radial profiles of ϕ(`m) for exemplary `- and m-modes: The amplitude of decreas-
ing angular scales (increasing `-modes) drops by almost three orders of magnitude. This is due to
the steepness of the initial potential power spectrum (PΨ(k) ∼ k−7) on small scales that causes high
`-modes to be suppressed.
Summing up, we have overall initial conditions,
ϕ(`m)(tini, r) = −2Ψ(`m)(tini, r) ,
χ(`m)(tini, r) = ς(`m)(tini, r) = 0 ,
χ˙(`m)(tini, r) = ϕ˙(`m)(tini, r) = ς˙(`m)(tini, r) = 0 ,
(6.30)
for the metric perturbations which respect the grid structure and boundary conditions posed by the
problem itself. The initial fluid perturbations (∆(`m), w(`m), v(`m)) are then constrained by Eqs. (4.8) -
(4.10).
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Examples of radial profiles of the spherical harmonic coefficients are shown in Fig. (6.10). Due to the
strong decay of the initial potential power spectrum at large k-modes (recover again Eq. (6.2)), small
angular scales are highly suppressed leading to a decrease of the coefficient amplitudes of nearly
three orders of magnitude in the range from ` = 2 to ` = 1000.
7
R E S U LT S A N D D I S C U S S I O N
7.1 summary
The numerical scheme outlined in Chapt. (5) has been applied to the initial profiles which have been
obtained using methods laid out in Chapt. (6). Corresponding results on the spacetime evolution of
the given set of LTB gauge-invariant perturbations are shown in the present chapter. Starting from
pure scalar perturbations in the asymptotic FLRW limit of the past null cone, spherical harmonic coef-
ficients of perturbation variables have been evolved forward in time for a representative set of angular
scales. Results are concisely presented in terms of angular power spectra that have been evaluated at
different redshifts on the observer’s backward lightcone. This allows to study statistical properties
of the dynamical behaviour perturbed LTB spacetimes which is inherently different from perturbed
FLRW spacetimes. In fact, power spectra at low redshifts show partially significant contributions of
initially zero perturbation variables which have been excited during spacetime evolution. This gen-
eric coupling between different perturbation types is quantified in the following. By comparison to
the case of uncoupled spacetime evolution for different void scenarios, the coupling strength for the
generalized gravitational potential and density contrast is estimated. For deep voids with steep dens-
ity slope, we find huge couplings of 28% to even 40% in extreme cases. We close this chapter with a
detailed discussion of the results that have been presented so far.
7.2 angular power spectra
Following the multivariate sampling approach outlined in Sect. (6.3), realisations of radially correlated
spherical harmonic coefficients for the Bardeen potential can be obtained on an initial hypersurface
being sufficiently homogeneous and isotropic. In comparison to the 3d Gaussian sampling described
in Sect. (6.2), the multivariate sampling approach does not suffer from resolution problems and the
corresponding initial profiles resemble the correct angular power spectra at all radii and angular
scales (recover again Fig. (6.6)). For each spherical harmonic mode (`, m), the radial coefficient profiles
are numerically propagated forward in time. Since we deal with statistical information and want to
explore general properties of the spacetime evolution of perturbations in void models, we compute
estimates of the angular power spectra,
C`(z) =
`
∑
m=−`
∣∣∣a(`m)(t(z), r(z))∣∣∣2 , (7.1)
for all perturbation variables and evaluate them on the unperturbed LTB-lightcone described by Eqs.
(3.34) and (3.35).
As we only consider a single Gaussian realisation of the spherical harmonic coefficients of the scalar
potential field, we can just compute estimates of the angular power spectra and quantify their statist-
ical error to be (similar to cosmic variance, see [78])
〈(C` − C`theor)2〉 =
2
2`+ 1
(C`)2 . (7.2)
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In this way, we can investigate the dynamical behavior of each perturbation variable at different
redshifts z and angular scales `.
It shall be mentioned that the derivation of Eq. (7.2) assumes Gaussianity of the corresponding 3d
potential field which is generally not preserved over spacetime evolution on LTB backgrounds. How-
ever, since the perturbation equations (4.4) - (4.10) decouple into the spherical harmonic modes (`, m),
different modes are not correlated at first order. Thus, the spherical harmonic coefficients remain in-
dependent random variables for each radius r and time t such that Gaussianity is preserved in each
spherical shell due to the central limit theorem. We can therefore safely compute the statistical error
of the angular power spectra using Eq. (7.2) on the backward lightcone.
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Figure 7.1: Angular power spectra of the metric perturbations {ϕ, ς,χ} evaluated on the LTB backward lightcone
for different redshifts: The gray-shaded areas indicate the uncertainty in the estimation of the power
spectra due to statistical fluctuations in the finite sample. We consider a Gaussian-shaped void ac-
cording to Eq. (3.38) with Ωin = 0.2 and L = 2 Gpc that is asymptotically embedded into an EdS
model.
Fig. (7.1) shows angular power spectra for each LTB gauge-invariant at exemplary redshifts z ∈
{0.1, 0.5, 2.0, 5.0}. Starting from the initially sampled Bardeen potential that leads to a nontrivial
contribution to ϕ, but to vanishing χ and ς variables, we clearly see excited modes of the latter at
smaller redshifts. Since initial amplitudes of large k-modes are suppressed due to the form of the
Bardeen potential power spectrum, we observe the same behavior in the angular power spectra on
small angular scales. The solution to the uncoupled evolution equation for ϕ, which is constrained
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by Eq. (7.3), is considered as well for completeness. It indicates the difference between the coupled
and uncoupled cases for the spacetime evolution of ϕ. This difference is increasing with decreasing
redshift as the void deepens significantly at small z. As a consequence, non-vanishing contributions
of the remaining two gauge-invariants are excited that slow down the decay of ϕ in the interior of the
void compared to the uncoupled solution1. The effects of coupling on the evolution of the generalised
gravitational potential will be analysed in detail in Sect. (7.3). Interestingly, coupling decreases again
significantly at z = 0.1, since the low shear limit is reached. Close to the void center, the background
anisotropy is small and the LTB solution can be approximated as an open FLRW solution. Thus, no
significant coupling can be expected in this region.
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Figure 7.2: Influence on artificial modifications on the initial profile (namely the extension factor ∆R) on the
angular power spectra for ϕ and ∆ at redshift z = 0.5: This particular redshift has been chosen because
Fig. (7.1) indicates that the strongest influence of the inhomogeneous background on the spacetime
evolution can be expected in this region of the backward lightcone.
As outlined in Sect. (6.4), the initial profiles were augmented by a Gaussian tail that drops to zero
within a small extension region. This way, the domain of interest and the outer region up to the
artificial boundary condition can effectively be matched. This Gaussian extension is an artificial modi-
fication of the initial profiles and we need to investigate its influence on the final angular power
spectra. For quantifying this influence, several runs for extensions ∆R = 5%, 10%, and 20% of the
size of the domain of interest have been performed. Whereas the results in Fig. (7.2) indicate that the
extension scale has no significant influence on the final results of C`ϕ, the amplitude of C`∆ shows a
small dependence on ∆R. This can be expected as the extension scale introduces an artificial spatial
gradient of ϕ at the boundary of the domain of interest. The master equations (4.4) - (4.7) do not
contain any spatial gradients of ϕ, but the fluid constraint equations (4.8) - (4.10) strongly depend on
ϕ′ and ϕ′′. However, deviations between different results for C`∆ are well enclosed by the estimated
statistical error. We can therefore safely apply an extension of 10% of the domain of interest.
7.3 coupling strength a function of void depth and size
We finally want to quantify the coupling effects on the evolution of perturbation variables in a statist-
ical way. Starting from an initial scalar perturbation as Gaussian random field with vanishing mean,
we want to compare its evolution on different angular scales for the coupled and uncoupled case. As
the gauge-invariant variables ϕ and ∆ represent the generalized gravitational potential and density
contrast (see [29] and Chapt. (4)), we restrict our analysis to these two variables in particular.
1 Since spatial hypersufaces of the LTB patch are negatively curved, we can expect gravitational potentials to decay.
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Their uncoupled evolution is described by
ϕ¨ = −4H⊥ ϕ˙+ 2κa2⊥
ϕ , (7.3)
α∆ = − 1
Z2
ϕ′′ + 1
Z2
(
C− 4 a‖
ra⊥
)
ϕ′ +
(
H‖ + 2H⊥
)
ϕ˙+
[
`(`+ 1)
r2a2⊥
+ 2D
]
ϕ . (7.4)
The fully coupled system of master and constraint equations given by Eqs. (4.4) - (4.10) is then evolved
simultaneously in time while using the same initial coefficient profiles. We compute the corresponding
angular power spectra C`ϕ and C`ϕ,uc for both cases on the past null cone. In order to quantify the
coupling strength, the relative deviation e` of the square roots of the spectra
e`(z) =
∣∣∣∣∣∣
√
C`x,(t(z), r(z))−
√
C`x,uc(t(z), r(z))√
C`x,uc(t(z), r(z))
∣∣∣∣∣∣ , with x = ϕ,∆ (7.5)
is computed with combined statistical errors given by
∆e` =
e`√
C`x,uc
√√√√(∆C`x,uc
2C`x,uc
)
+
(
∆C`x
2C`x
)
+
1
2
(
∆C`x,uc
C`x,uc
)2 ∣∣∣∣√C`x −√C`x,uc∣∣∣∣2 . (7.6)
The coupling strength can now be investigated as a function of the void size and void depth. For this
purpose, we consider Gaussian-shaped density profiles described by Eq. (3.38) with variable central
depth Ωin and extension L. Each void profile is asymptotically embedded into a background EdS
model with Hubble parameter h = 0.7. Considering exemplary redshifts of z = 0.5 and z = 5, we
perform two runs with different configurations:
1. Case 1: fixed void size L = 2000 Mpc and modified void depth Ωin = 0.2, 0.4, 0.6, 0.8, and 1.0
(FLRW limit)
2. Case 2: fixed void depth Ωin = 0.2 and modified void size L = 300, 500, 1000, 1200, 1500, 1800,
2000 Mpc
The coupling strength in case of varying void depth (Case 1) and fixed void size of 2 Gpc is shown
in Fig. (7.3). As expected, coupling increases with void depth as the background shear and curvature
gradients decrease as well and the FLRW limit of vanishing coupling is correctly reproduced. Coup-
ling decreases with increasing redshift as the void itself evolves in time and has significant depth
only in the non-linear FLRW regime (z ≤ 1.0). The huge deviations of the uncoupled and coupled
case are nonetheless surprising as it rises up to nearly ∼ 30% for a deep void with a density con-
trast of Ωout − Ωin = 0.8 with respect to the background EdS model. Deep voids cause large off-
center anisotropies quantified by the difference between the radial and tangential Hubble rate (shear
σ ∼ H‖ − H⊥). As laid out in Chapt. (4), this background shear can be identified as one of the
main contributions to the coupling. In case of big voids of Gpc scale, this coupling is also present at
large distances from the center. Coupling increases with angular scale as leading coupling terms scale
quadratically with ` which was also found in [41].
Results on Case 2 are shown in Fig. (7.4). We see prominent coupling up to 30% for a large 2 Gpc void
at redshift z = 0.5. In case of smaller voids, the coupling is not significant, since the radial coordinates
on the backward lightcone yield r(z = 0.5) ∼ 1500 Mpc (see Tab. (1)) and therefore the density
contrast and the corresponding spacetime anisotropy are already small there. However, this does not
mean that coupling is small in the interior of small voids. In fact, one observes the contrary for small
redshifts as shown below. Nonetheless, as z increases, coupling decreases until it is not significantly
measurable anymore at z = 5 when the lightcone approximates an FLRW shape.
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Figure 7.3: Coupling strength e` for the two gauge-invariants ϕ and ∆ (as defined in Eq. (7.1)) for different void
depths Ωin = 0.2, 0.4, 0.6, 0.8, 1.0 at a fixed void size of L = 2 Gpc. The results are evaluated on the
corresponding LTB past lightcones for two exemplary redshifts z = 0.5 and z = 5. The grey-shaded
area marks the statistical error due to fluctuations in the finite sample that was estimated by Eq.
(7.2) and presented here for the EdS limit. At redshift z = 0.5, we observe the coupling strength to
increase with increasing void depth up to nearly 30% for the strongest deviation of Ωin = 0.2 from
the EdS solution the void is embedded in. This is also significant regarding the statistical fluctuation
in the finite sample. At higher redshifts, the coupling strength quickly drops as soon as the lightcone
becomes FLRW-like. Coupling increases with void depth as expected, since the space-time induced
anisotropy (quantified by the shear) and radial dependence of the curvature profile which are the main
sources of perturbation coupling are also significantly increasing with void depth and density slope.
We also see an increase with multipole order ` which can also be predicted, since one of the coupling
terms in Eq. (4.5) as well as Eq. (4.9) scales quadratically with ` and quickly dominates the coupling
strength on small angular scales. The FLRW limit of vanishing coupling is clearly reproduced in both
cases.
Fig. (7.5) shows the coupling strength averaged over all angular scales as function of void depth and
void size according to the two cases considered here. The results are shown for several redshifts on the
LTB past null cone such that different stages of the void evolution can be probed. In case of varying
void depth, we see significant couplings of, on average, 25% for deep voids of Ωin = 0.2. This value is
decreasing with decreasing void depth as expected. Coupling also decreases with larger redshift for
z ≥ 0.5 which has already been observed in Fig. (7.3). However, at z = 0.1, there is considerably less
coupling of just a few percent. This value is expected to decrease for even smaller redshifts. The LTB
lightcone coordinates presented in Tab. (1) indicate that z = 0.1 is placed well within a void of 2 Gpc
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Figure 7.4: Coupling strength e` for the two gauge-invariants ϕ and ∆ for different void extensions L =
1000, 1200, 1500, 1800, and 2000 Mpc at fixed void depth. The results are evaluated on the LTB
past lightcones for the two exemplary redshifts z = 0.5 and z = 5. The grey shaded areas mark again
the statistical uncertainty of the coupling strength in case of EdS. As already observed in Fig. (7.3),
we see couplings up to 30% at redshift z = 0.5 which drops to insignificant values at z = 5 as the
lightcone is not strongly affected by the void in this region.
extension where no significant density slope and corresponding shear is present. Thus, in the vicinity
of the void center, the perturbed LTB solution is well described by a perturbed FLRW solution with
negative spatial curvature.
The averaged coupling strength as function of void size shows an increasing coupling with decreasing
void size for z = 0.1. In case of small voids of a few hundred Mpc, the observed coupling raises up
to 40% which is rapidly decreasing with redshift since the asymptotic FLRW limit is reached at
comparably small z. However, even in this limit coupling is not completely vanishing as gravitational
wave modes excited within the void propagate outwards and interact with perturbations ϕ in more
distant regions from the center. At larger redshifts, we observe the coupling strength to increase
with increasing void size since small scale voids do not obey a significant depth at radial positions
corresponding to z ≥ 0.5 on the PNC.
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Figure 7.5: Averaged coupling strength 〈e`〉 as function of void depth and size for decreasing redshifts: The
coupling strength according to the definition of Eq. (7.5) is averaged over all angular scales and then
plotted for the two different scenarios considered. (a) and (c) show the averaged coupling strengths
as functions of void depth Ωin at fixed void size. The behaviour with void size at fixed void depth is
shown in (b) and (d). As already observed in Figs. (7.3) and (7.4), coupling increases with void depth
and also with decreasing redshift reaching averaged values of 28% in case of ϕ and 20% in case of ∆.
For small redshifts (z = 0.1) in large voids, no significant couplings can be observed as perturbations
are located well within the low shear limit close to the void centre. In case of a fixed void depth and
varied void size, we see an increase in the coupling strength with void size for larger voids. This is
caused by the fact these models still have significant depth at z > 1 whereas at larger redshifts we
essentially probe the coupling in the asymptotic FLRW regime. Small and deep voids of sub-Gpc-scale
show partially extreme values of the coupling strength up to 40% at small redshifts as the slope of
the void density profile and hence the off-centre anisotropy are very strong there. However, coupling
decreases significantly in these cases as the asymptotic FLRW regime is reached at smaller redshifts.
7.4 discussion
Perturbation theory in inhomogeneous backgrounds is inherently more complicated than in standard
FLRW models. Not only the coupling of the gauge-invariant perturbations (necessarily described
by partial instead of ordinary differential equations), but also their physical interpretation are very
challenging. Nonetheless, it is necessary to perform this analysis in order to add further constraints on
LTB models and, eventually, to rule them out on a solid basis. The present work does not yet address
the physical interpretation of these results and therefore does not enable a direct comparison to FLRW
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z r(z)[Mpc] t(z)[Mpc/c]
0.1 355.00 2515.76
0.5 1563.01 1557.57
1.0 2501.64 1011.02
2.0 3613.97 550.23
3.0 4276.95 357.97
4.0 4729.37 255.71
5.0 5063.32 194.52
(a) Ωin = 0.2, L = 300 Mpc
z r(z)[Mpc] t(z)[Mpc/c]
0.1 306.50 2563.17
0.5 1386.31 1729.35
1.0 2440.38 1115.76
2.0 3686.05 591.11
3.0 4403.68 380.11
4.0 4887.78 270.8
5.0 5243.44 205.54
(b) Ωin = 0.2, L = 2000 Mpc
z r(z)[Mpc] t(z)[Mpc/c]
0.1 398.62 2474.81
0.5 1571.80 1554.16
1.0 2508.78 1009.45
2.0 3620.21 549.48
3.0 4282.75 356.90
4.0 4734.89 255.37
5.0 5068.65 194.27
(c) FLRW limit
Table 1: Tables of LTB lightcone coordinates for three exemplary void models with different depths and sizes.
models. Carrying out an intermediate step, we analysed the coupling strength of the gauge-invariants
in a cosmological environment starting from a dark matter power spectrum in the FLRW limit. As
we are able to distinguish scalar-, vector- and tensor perturbations on initially homogeneous and
isotropic hypersurfaces, we started from a scalar gravitational potential Ψ. By comparing perturbed
FLRW metrics and perturbed LTB metrics in the FLRW limit in a general gauge, the FLRW Bardeen
potential Ψ can be related to the LTB gauge-invariants (see [29] and App. (C)). It turns out that
ϕ = −2Ψ is the only remaining expression which yields a simple initial configuration for our setup.
We can then study the coupling effect on the evolution of this generalized gravitational potential and
the corresponding generalized density contrast ∆. For particularly deep and large voids (as needed to
recover the distance redshift relation of type Ia SNe and measurements of the local Hubble rate ([33, 42,
75])), we find an averaged coupling strength 28% for the generalized gravitational potential and 20%
for the generalised density contrast at redshifts z < 1. These results are in agreement with previous
considerations of February et al. (2014) ([41]) as they find maximum deviations of the amplitudes of
ϕ of around 30% well within deep voids at late times.
Analytical treatments in the framework of second order FLRW perturbations (see [72]) predict a
non-negligible coupling as well. In fact, considering second order perturbations of a background
EdS model in RW gauge yields very similar evolution equations for the corresponding second order
quantities. The void itself is modeled by isotropic first-order perturbations and general second order
perturbations are placed "on top" of these. However, a full analysis of this formalism with cosmolo-
gical initial conditions has not yet been performed in RW gauge and therefore only general arguments
about the growing and decaying modes of second order perturbations can be produced (see [72] for
details). Although one can argue that, at second order, the influence of non-scalar perturbations on
the scalar potential or density contrast are present and even growing in time, this does not allow any
direct quantitative comparison with the exact treatment of linear perturbations in voids so far. Non-
etheless, with the current numerical scheme at hand, such comparisons can, in principle, be made
and the accuracy of the second order FLRW approach can directly be studied.
So far, coupling effects of perturbation variables or even linear structure growth in LTB models have
been neglected in previous analyses as corrections due to the background shear were estimated to be
of percent level. In fact, we found percent level corrections for voids that are not significantly deep,
but those voids do not account for a sufficiently high local Hubble rate to describe the observed
local universe without an exotic fluid assumption. In void models with appropriate depth however,
coupling is indeed prominent and affects the evolution of the gauge-invariants in a significant way
which should be taken into account when studying observational effects of linear structure formation
in voids.
Although a careful analysis and comparison to FLRW models is still left to be done, coupling in the
generalized metric potential ϕ would yield corrections in weak gravitational lensing measurements
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and the integrated Sachs Wolfe effect that probe the metric perturbations on different angular scales.
Previous studies of light propagation in perturbed LTB spacetimes were performed by Dunsby et al.
(2010) ([37]) using the approach of [98]. In this framework, a model comparison is possible within
the assumption of a negligible magnetic part of the Weyl tensor. Our results suggest that weak grav-
itational lensing based on the fully coupled perturbation equations should be investigated to assess
possible corrections. One possible framework will be outlined in Chapt. (8). In case of the integrated
Sachs Wolfe effect, there exists, to our knowledge, no direct analysis in perturbed LTB spacetimes.
However, Tomita (2010) (see [91]) worked out a gauge-invariant treatment in generic spherically-
symmetric spacetimes based on the formalism of [50].
Corrections in the generalised density contrast ∆ are expected to be seen in the two-point correlation
function of the galaxy distribution and to affect the BAO scales. This could be relevant for analysing
typical galaxy surveys like BOSS-SDSS-III ([34]) or WhiggleZ ([20]) in the framework of large void
models. BAOs have been used as an additional probe to constrain properties of void models (see
[19, 48, 100, 101]) by taking the geometric distortion of the sound horizon due to the background
shear into account, but not the effects of linear structure formation on inhomogeneous backgrounds.
February et al. (2013) ([43]) modeled this effect using the uncoupled evolution described by Eqs. (7.3)
and (7.4) with the assumption that the background shear is small and therefore causes negligible
coupling. By direct comparison to the geometric approximation, the authors found that the influence
of the structure formation model is, in fact, subdominant but nonetheless at percent level (see Figs.
(7) and (8) in [43]) such that future large volume surveys like Euclid ([80]) and SKA ([82]) might be
sensitive to it. Corrections to BAO scales due to a full treatment of perturbations in LTB models are
expected to be of similar size and might therefore also be relevant for constraining void models with
future surveys. Regarding our findings that coupling has a significant effect on the generalized density
contrast ∆ for deep voids, the effect on BAO measurements is worth to be investigated. However, any
statements about observable predictions have to be considered with great caution in this context,
as the notion of a physical density contrast in the framework of perturbed LTB models is poorly
understood and a rigorous analysis is still left to be done.
Since we have taken the complete master- and constraint equations into account, we are not straight-
forwardly able to compute transfer functions for the theoretical angular power spectra (as done in
[43] for the uncoupled case). We therefore have to draw a Gaussian realisation of spherical harmonic
coefficients, evolve them forward in time, and compute estimates of the angular power spectra on the
past null cone. Certainly, this approach has its limitation as the initial sample has a Gaussian statistical
error which prevents us from making reliable statements about coupling strengths at small `-modes
which is similar to the cosmic variance limit in the CMB analysis. However, the statistical error can
be reduced by considering several realisations in a row which is computationally very costly and the
corresponding reduction of errors would only scale with the square root of the number of trials.
The master variables ϕ, ς, and χ are constructed to be gauge-invariant quantities and therefore contain
only physical (in principle observable) degrees of freedom. Nonetheless, reducing them to "usable"
observable constraints will be necessary for direct comparison to homogeneous models and for tests
of the Copernican Principle. There are several promising approaches:
• Clarkson et al. (2009) ([29]) constructed perturbation variables that reduce to pure Scalar-Vector-
Tensor variables in FLRW limit. Using these quantities, we might be able to directly compare
large void models with best fit ΛCDM models and study the effects of coupling strengths.
• There exist conserved gauge-invariant quantities in LTB spacetimes that can be compared in
initial FLRW states and in the LTB final state. Leithes & Malik (2015) (see [56]) identified the
spatial metric trace perturbation ξSMTP to be conserved during spacetime evolution in spherically
symmetric dust spacetimes.
• Weak gravitational lensing and the integrated Sachs Wolfe effect can extensively be studied. By
tracing null geodesics in perturbed LTB spacetimes, we account for combined effects of all gauge-
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invariant quantities summarized in first order Ricci and Weyl focusing terms in the optical tidal
matrix.
A weak gravitational lensing formalism in perturbed LTB spacetimes will be laid out in Chapt. (8) that
allows to predict observable corrections to the angular diameter distance in void models. Numerical
tests have already been performed for the uncoupled evolution of perturbations and the application
to the fully perturbed LTB spacetime is current work in progress.
Following on these possible approaches and in particular weak gravitational lensing, we would be able
to add additional constraints to the void density profile from structure formation which would be an
extension of recent work by Redlich et al. (2014) ([75]). However, it can also help to systematically rule
out void models for the description of the late-time local universe. Combined multi-probe analyses of
large void models with homogeneous Big Bang ([68, 75, 101]) showed strong tension with observations
as even very flexible void profiles are not able to fit local (SNe, local H0) and global measurements
(CMB) of the Hubble rate simultaneously (see [75] and references therein). In addition, deviations
from isotropy can directly be probed using the kinetic Sunyaev-Zel’dovich (kSZ) effect. The basic idea
is to use the rescattering of CMB photons by hot electrons in galaxy clusters to access information
from the interior of the observer’s backward lightcone. As the corresponding galaxy cluster is placed
at considerable radial distance from the void centre, it is exposed to a large spacetime anisotropy
and therefore should see an anisotropic CMB signal (see [26, 47] for details). A related approach
involves the so-called linear kSZ effect (or often referred to as Ostriker-Vishniac effect) that takes
scattering of CMB photons at all evolving structures (linear density fluctuations) in the LTB patch
into account. This effect allows to estimate corrections to the CMB angular power spectrum (see [97]
for the original- and [99] for a fully relativistic treatment). In fact, the predicted linear kSZ power
and corresponding corrections to the CMB power spectrum are much larger than actually observed.
Although considerable effort has been made to approximate or circumvent linear structure formation
in void models to describe this effect, a rigorous treatment requires proper modeling of the evolution
of linear perturbations on the LTB background. In fact, deriving the angular power spectrum of the
linear kSZ effect is then possible without scale dependent approximations for the growth factor of
perturbations (as done in [99]) since spherical harmonic coefficients can be propagated in time directly.
We would like to stress again that any statement about the influence of evolution effects on inhomo-
geneous backgrounds goes beyond the scope of this work, as no direct expression for the scalar density
contrast is available so far in gauge-invariant LTB perturbation theory. Nonetheless, it is worth being
investigated and should be addressed in the future.
Considering the recent trends in the literature, we cannot expect linear structure formation to alleviate
the problems, but rather to strengthen arguments against these models. One can therefore also think
of a second application in testing the Copernican Principle with LTB models in combination with a
cosmological constant Λ. As shown in [41], Eqs. (4.4) - (4.10) can be augmented by a cosmological
constant and are therefore also valid in so-called ΛLTB models. Marra & Pääkonen (2010) ([66]),
Valkenburg et al. (2012) ([94]), and Redlich et al. (2014) [75] performed detailed analyses of this kind
of models to constrain local fluctuations in the radial density profile using combinations of several
observational probes. In this context, a full treatment of linear structure growth in ΛLTB models
would be a valuable extension of current methods to test the Copernican Principle, although we
expect coupling effects to be less important due to smaller deviations of the density profile from the
homogeneous ΛCDM model.
8
A W E A K G R AV I TAT I O N A L L E N S I N G F O R M A L I S M I N P E RT U R B E D LT B
M O D E L S
8.1 summary
The present chapter outlines a relativistic formalism for light propagation in perturbed LTB mod-
els that is particularly useful to connect abstract LTB gauge-invariants to physically meaningful ob-
servables. We follow the approach laid out in Chapt. (2.5) and specialise it to perturbed spheric-
ally symmetric dust spacetimes. The Sachs equation, that constrains the evolution of thin bundles
of null geodesics, is first derived at the LTB background level. It can be shown that the areal radius
R(t, r) = ra⊥(t, r) generically solves this equation, although the shape of the lightcone can only be
obtained numerically. In the following, the Sachs equation in perturbed LTB models is presented that
take the full set of gauge-invariant perturbations into account. The final result yields first order correc-
tions to the area angular diameter distance that can directly be used to probe effects of linear structure
formation in void models. First numerical solutions are shown which, for simplicity, are restricted to
negligible couplings between different LTB perturbation variables. We close this section with a brief
outlook on further plans and improvements that are worth being investigated in future studies.
8.2 motivation
Although LTB gauge-invariant quantities are constructed to incorporate only physical, in principle ob-
servable degrees of freedom, they can, a priori, be very abstract mathematical objects that need to be
interpreted in a physically meaningful way. In case of FLRW models, perturbations decouple into sep-
arate scalars, vectors and tensors on the underlying homogeneous and isotropic 3-space. Furthermore,
these perturbation types do not couple over time because of the high degree of symmetry on each
spatial hypersurface. Their physical interpretation is therefore trivial since, for example, initial scalar
Bardeen potentials do not generate vector and tensor contributions, and can be regarded as physical
gravitational potentials at all times and spatial scales. However, radially inhomogeneous spatial hyper-
surfaces are less symmetric and therefore gauge-invariant perturbations are intrinsically coupled. As
shown by Clarkson et al. (2009) ([29]), assigning any physical interpretation to LTB gauge-invariants
is a highly non-trivial task but necessary for observable predictions of linear structure formation in
these spacetimes. One promising approach to circumvent this issue is weak gravitational lensing as
it is sensitive to all metric and matter perturbations that are effectively mapped to Ricci and Weyl
focussing effects in the Sachs equation. As outlined in Sect. (2.5), the solution to the Sachs equation
can be related to the area angular diameter distance which is directly inferred from observations by
comparing observation angles with physical length scales. For simplicity and consistency with the
previous chapters, we assume the observer to be located at the centre of the LTB patch such that her
worldline defines an isotropic local universe. Derivations in this chapter closely follow the steps in
Sect. (2.5) and are readily applied to perturbed spherically symmetric dust models.
8.3 light propagation in ltb spacetimes
We start from the LTB metric
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ds2 = −dt2 +
a2‖(t, r)
1− κ(r)r2 dr
2 + r2a2⊥(t, r)dΩ
2 , (8.1)
with the corresponding energy momentum tensor Tµν = ρ(t, r)uµuν. As derived in Sect. (2.5), the
general initial value problem for the Sachs equation is given by1
d2Dab
dλ2
= TacDcb ,
Dab|λ=0 = 0 ,
dDab
dλ
∣∣∣∣
λ=0
= δab .
(8.2)
The optical tidal matrix Tab splits into a Ricci and a Weyl focussing part
Tab = −
1
2
Rαβkαkβδab + Cαβγδn
α
ak
βkγnδb , (8.3)
which denote contractions of the Ricci and Weyl tensors with the photon wave vector kµ and the
Sachs basis vectors nµa (see again Sect. (2.5) for details). Assuming an observer following the central
worldline of the LTB spacetime, null geodesics are necessarily radial and the wave vector can be
expressed as
kµ =
(
dt
dλ
,
dr
dλ
, 0, 0
)T
, (8.4)
in the observer’s local rest frame. A trivial choice for the Sachs basis vectors is then
nµ1 = (0, 0, 1, 0)
T , nµ2 = (0, 0, 0, 1)
T , (8.5)
which yield the following Ricci and Weyl focussing contributions
−1
2
Rανkαkβ = −4piGρ(t, r) (1+ z)2 , (8.6)
Cαβγδnαak
βkγnδb = 0 . (8.7)
Due to spacetime isotropy seen by the central observer, no Weyl focussing contribution is present and
the Sachs equation simplifies to
d2Dab
dλ2
= −4piGρ(t(λ), r(λ)) (1+ z(λ))2 Dab(λ) . (8.8)
In order to obtain the redshift and lightcone coordinates as function of the affine parameter λ, the
null condition of kµ and the definition of redshift can be properly combined. We obtain
kµkµ = gµνkµkν = −
(
dt
dλ
)2
+
a2‖(t, r)
1− κ(r)r2
(
dr
dλ
)2
= 0 ⇒ dt
dr
= − a‖(t, r)√
1− κ(r)r2 , (8.9)
kµuµ = − dtdλ = 1+ z(λ) , (8.10)
where no intrinsic velocity of the source has been assumed. For a source that is comoving with the
dust fluid, we have uµ = δµ0.
Hence, we obtain the following differential relations for the lightcone coordinates with respect to λ:
1 In accordance with the convention made in Sect. (2.5), we sum over two equal indices.
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dt
dλ
= − [1+ z(λ)] , (8.11)
dr
dλ
=
dr
dt
dt
dλ
= [1+ z(λ)]
√
1− κ [r(λ)] r2(λ)
a‖ [t(λ), r(λ)]
. (8.12)
Relations containing the redshift involve the differentiation of Eq. (8.10). By direct computation, we
see
dz
dλ
=
d
dλ
(
kµuµ
)
= kνuµ∇νkµ + kνkµ∇νuµ
= kνkµ∇νuµ
= −Γκµνkµkνuκ
= Γ0µνk
µkν
= Γ000
(
dt
dλ
)2
+ 2Γ001
(
dt
dλ
)(
dr
dλ
)
+ Γ011
(
dr
dλ
)2
.
(8.13)
The Christoffel symbols result in
Γ000 = Γ
0
01 = 0 , Γ
0
11 =
a‖ a˙‖
1− κr2 ,
such that we finally obtain2
dz
dλ
= [1+ z(λ)]2 H‖ [t(λ), r(λ)] . (8.14)
Combining this result with Eq. (8.12) yields
dz
dr
=
dz
dλ
· dλ
dr
= (1+ z)2 · a˙‖
a‖
· a‖√
1− κ(r)r2 ·
1
1+ z
=
(1+ z)a˙‖√
1− κ(r)r2 , (8.15)
which is consistent with the results found in Chapt. (3) where a more heuristic derivation was applied.
Summing up, light propagation in LTB spacetimes can be described by the following system of
coupled linear differential equations:
d2Dab(λ)
dλ2
= −4piGρ [t(λ), r(λ)] [1+ z(λ)]2 Dab(λ) , (8.16)
dt(λ)
dλ
= − [1+ z(λ)] , (8.17)
dr(λ)
dλ
= [1+ z(λ)]
√
1− κ [r(λ)] r2(λ)
a‖ [t(λ), r(λ)]
, (8.18)
dz(λ)
dλ
= [1+ z(λ)]2 H‖ [t(λ), r(λ)] . (8.19)
Initial conditions have to be chosen in a physically sensible way. As the observer’s position is assumed
to coincide with λ = 0, we have
Dab|λ=0 = 0 ,
dDab
dλ
∣∣∣∣
λ=0
= δab ,
(8.20)
2 Different types of parentheses according to the convention {. . . [. . . (. . .) . . .] . . .} are used in the following where is turns out to
appropriate for improved readability.
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Figure 8.1: Numerical results on time (a), radius (b) and redshift (c) with respect to the affine parameter λ and
the t-r-shape of the lightcone (d): These results were obtained by evolving Eqs. (8.11), (8.17), and (8.19)
starting from λ = 0 with corresponding initial conditions.
t|λ=0 = tage , (8.21)
r|λ=0 = 0 , (8.22)
z|λ=0 = 0 , (8.23)
where tage denotes the age of the LTB patch. By construction, it corresponds to the age of the asymp-
totic FLRW background given by Eq. (3.37).
In comparison to the FLRW case, the main complication is the fact that radial inhomogeneity does
not allow a direct relation between the LTB lightcone coordinates and the affine parameter. These
relations are only given in a differential way which causes the Jacobi Map to be constrained by a
coupled system of linear ordinary differential equations. In general, a system of this kind has to be
numerically evolved in λ. However, it can be shown that the areal radius R(t, r) = ra⊥(t, r) that is
referred to as angular diameter distance in LTB models formally solves this equation (see App. (A)
for detailed calculations).
Physically, this is a direct consequence of the special position of the observer. Space is isotropic when
projected onto the observer’s worldline which causes emerging or incoming null geodesics to be
necessarily radial and to experience only isotropic Ricci focussing. Starting with an initial solid angle
Ω at the observer, any change in the cross-sectional area of the geodesic bundle at a fiducial source
position has to be mediated by the angular part of the LTB metric. In fact, this is described by the
areal radius R(t, r) = ra⊥(t, r) which then naturally corresponds to the area angular diameter distance
(see also [37]). As a confirmation of the analytical treatment in App. (A), Fig. (8.2) shows the areal
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Figure 8.2: Numerical solution of the Sachs equation at the background level in comparison to the areal radius
as function of redshift z: The results confirm that the areal radius DA(z) = r(z)a⊥(t(z), r(z)) indeed
solves the Sachs equation for a central observer in LTB void models.
radius in comparison to the numerical solution of Eqs. (8.16) - (8.19) for a Gaussian shaped void with
a depth of Ωin = 0.2 and 2 Gpc extension that is asymptotically embedded into an EdS universe. We
observe the well-known behaviour of the cosmological angular diameter distance. At small redshifts,
we see an increase as a freely falling observer measures a local Euclidean distance in her vicinity. At
larger redshifts however, cosmological expansion plays a role and the corresponding increase of the
matter energy density on the backward lightcone enters into the Ricci focussing. The cross-sectional
diameter of the geodesic bundle therefore shrinks with increasing redshift leading to a maximum in
DA(z) followed by a long decrease.
Numerical solutions to the shape of the lightcone are shown in Fig. (8.1). Results are plotted for a
homogeneous EdS solution and for the exemplary void model described above. In void models, we
see that, at fixed affine parameters, time coordinates are smaller and radial coordinates are larger
compared to the EdS solution. Although both effects compensate each other, the LTB lightcone is
slightly bending outwards with respect to its FLRW counterpart which can clearly be seen in its t-r-
shape. In fact, this behaviour can be expected in a negatively curved space. Redshift initially increases
very slowly with λ in both models, but the relation steepens considerably at large affine parameters.
This can be expected due to the shape of Eq. (8.19) since, at fixed spacing in λ, dz depends at least
quadratically on the redshift position. In case of the EdS universe, it can be shown that it even increases
like (1+ z)7/2. Redshift bins at large affine parameters are therefore highly stretched. In addition, the
redshift is a model-dependent quantity as it refers to the backward lightcone of the spacetime. This
should be kept in mind when analysing plots of angular diameter distances with respect to z. Due
to the larger expansion rate in a locally underdense region, void models account for higher redshift
values at fixed affine parameters when compared to the homogeneous EdS solution. The distance
redshift-relations in Fig. (8.2) are therefore slightly shifted with respect to each other where the void
model tends to larger redshifts.
8.4 complete linearised jacobi equation in perturbed ltb spacetimes
Generically perturbed LTB spacetimes do not obey any symmetries seen by observers moving on the
LTB central worldline. Strictly speaking, even this special position in spacetime cannot be precisely
singled out anymore. However, deviations from the spherically symmetric LTB solution are assumed
to be small and therefore the following approximations can be made:
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• The observer’s worldline is approximated by a geodesic in the background LTB spacetime.
Hence, the observer’s rest frame and the corresponding central worldline can be expressed
by the background metric only.
• In a similar manner as outlined in Sect. (2.5.2), Born’s approximation can be applied and influ-
ences of perturbations on the propagation of null geodesics are integrated along the unperturbed
lightpath. Since linear perturbation theory is applied and metric potentials are assumed to be
small, this approximation is typically very accurate (see [16, 81]).
• Due to spherical symmetry of the background metric, all results can (for simplicity, but without
loss of generality) be considered in the equatorial plane of the observer’s local rest frame.
Referring to these approximations, deviations in the affine parameter λ, redshift, and lightcone co-
ordinates from their background values can be neglected which allows us to adopt Eqs. (8.17) - (8.19)
right away from the background model and consider only perturbations in the Sachs equation itself.
This can also be done for the wave vector kµ and the Sachs basis nµa in the same manner.
In order to set up possible linear corrections to Eq. (8.16) in perturbed LTB spacetimes, we en-
visage the sets of polar gauge-invariant perturbations {η(`m),χ(`m), ϕ(`m), ς(`m)} for the metric and
{∆(`m), w(`m), v(`m)} for the dust fluid that have been derived in Clarkson et al. (2009) ([29]) and laid
out in Chapt. (4). For each spherical harmonic mode (`, m), these quantities assemble the perturbed
metric and energy momentum tensor
ds2 = −
[
1+ (2η(`m) − χ(`m) − ϕ(`m))Y(`m)
]
dt2 − 2a‖ς
(`m)Y(`m)√
1− κr2 dtdr (8.24)
+
a2‖
1− κr2
[
1+ (χ(`m) + ϕ(`m))Y(`m)
]
dr2 + r2a2⊥
[
1+ ϕ(`m)Y(`m)
]
dΩ2 , (8.25)
ρ = ρLTB
(
1+ ∆(`m)Y(`m)
)
, (8.26)
uµ =
[
uA +
(
w(`m)nA +
1
2
kABuB
)
Y(`m), v(`m)Y(`m)b
]
. (8.27)
Given the approximations made above, the Sachs equation can be separated into two second-order
linear differential equations constraining the background evolution and the corresponding first order
correction (see Sect. (2.5.2) for details)
d2D(0)ab (λ)
dλ2
= T (0)ac (λ)D
(0)
cb (λ) , (8.28)
d2D(1)ab (λ, θ, φ)
dλ2
= T (1)ac (λ, θ, φ)D
(0)
cb (λ) + T
(0)
ac (λ)D
(1)
cb (λ, θ, φ) . (8.29)
First order quantities do not obey spherical symmetry and therefore generally depend of the azi-
muthal and polar angles. As we restrict ourselves fiducial light rays propagating in the observer’s
local equatorial plane, θ corresponds to pi/2 throughout.
The system can effectively be reduced to Eq. (8.29) as the solution to the Sachs equation at the back-
ground level is analytically known as D(0)ab (λ) = r(λ)a⊥(t(λ), r(λ))δab. Thus, the remaining first order
correction to the Jacobi Map is constrained by
d2D(1)ab (λ, θ, φ)
dλ2
=− 4piGρ [t(λ), r(λ)] [1+ z(λ)]2 D(1)ab (λ, θ, φ)
+ r(λ)a⊥ [t(λ), r(λ)] T (1)ab (λ, θ, φ) .
(8.30)
8.4 complete linearised jacobi equation in perturbed ltb spacetimes 83
The geodesic bundle is assumed to converge at the observer’s spacetime position at λ = 0 which
conceptually implies the same boundary conditions for the Jacobi Map that have already been applied
at the background level. In accordance with the approximations made above, the initial conditions
of Dab are unchanged at the background level. Correspondingly, the initial rate of the first order
contribution D(1)ab has to vanish such that the first derivative of the full Jacobi Map remains the identity
matrix at the observer’s position:
D(1)ab
∣∣∣
λ=0
= 0 , (8.31)
D(1)ab
dλ
∣∣∣∣∣
λ=0
= 0 . (8.32)
The correction T (1)ab to the optical tidal matrix is now the only quantity left to be determined. Since its
projection on the background central worldline does not yield a locally isotropic space at perturbation
level, generic Ricci as well as Weyl focussing contributions in terms of the LTB gauge-invariants can
be expected. In fact, detailed explicit computations result in the following first order contributions for
each spherical harmonic mode (`, m):
R(1)αβ k
αkβ = 8piGρ (1+ z)2
(
2w(`m) + ∆(`m) + 2η(`m) − χ(`m) − ϕ(`m) − ς(`m)
)
Y(`m) , (8.33)
C(1)αβγδn
α
1k
βkγnδ1 = (1+ z)
2
(
η(`m) − χ(`m) − ϕ(`m) − ς(`m)
) [(8piGρ
3
− M
a3⊥
)
Y(`m)
− 1
2r2a2⊥
(
∂θ∂θY(`m) − ∂φ∂φY(`m)
)]
,
(8.34)
C(1)αβγδn
α
2k
βkγnδ2 = (1+ z)
2
(
η(`m) − χ(`m) − ϕ(`m) − ς(`m)
) [(8piGρ
3
− M
a3⊥
)
Y(`m)
+
1
2r2a2⊥
(
∂θ∂θY(`m) − ∂φ∂φY(`m)
)]
,
(8.35)
C(1)αβγδn
α
1k
βkγnδ2 = −
(1+ z)2
r2a2⊥
(
η(`m) − χ(`m) − ϕ(`m) − ς(`m)
)
∂θ∂φY(`m) (8.36)
= C(1)αβγδn
α
2k
βkγnδ1 .
Regarding the structure of these results, the first order correction to the optical tidal matrix can
concisely be written as
T (1)ab =
∞
∑
`=0
`
∑
m=−`
(1+ z)2
[
−4piGρ
3
(
6w(`m) + 3∆(`m) + 4η(`m) − ς(`m) − ϕ(`m) − χ(`m)
)
− M
a3⊥
(
η(`m) − ς(`m) − ϕ(`m) − χ(`m)
)]
Y(`m)δab
− (1+ z)
2
r2a2⊥
(
η(`m) − ς(`m) − ϕ(`m) − χ(`m)
) [1
2
(
∂θ∂θY(`m) − ∂φ∂φY(`m)
)
(σ3)ab
+ ∂θ∂φY(`m)(σ1)ab
]
,
(8.37)
where the Pauli matrices
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(σ1) =
(
0 1
1 0
)
, and (σ3) =
(
1 0
0 −1
)
have been applied.
The full system of equations constraining linear corrections to the Jacobi Map Dab is then given by
d2D(1)ab (λ, θ, φ)
dλ2
= −4piGρ [t(λ), r(λ)] [1+ z(λ)]2 D(1)ab (λ, θ, φ)
+ r(λ)a⊥ [t(λ), r(λ)] T (1)ab (λ, θ, φ) ,
(8.38)
dt(λ)
dλ
= − [1+ z(λ)] , (8.39)
dr(λ)
dλ
= − [1+ z(λ)]
√
1− κ [r(λ)] r2(λ)
a‖ [t(λ), r(λ)]
, (8.40)
dz(λ)
dλ
= − [1+ z(λ)]2 H‖ [t(λ), r(λ)] , (8.41)
with T (1)ab determined by Eq. (8.37).
In comparison to the light propagation in perturbed FLRW models (see Sect. (2.5.2)), there is no
analytical expression for the Green’s function of the differential operator
L = d
2
dλ2
+ 4piGρ [t(λ), r(λ)] [1+ z(λ)]2 (8.42)
known so far. Therefore, Eqs. (8.38) - (8.41) have to the integrated numerically. Any possible solution
yields
Dab(λ, θ, φ) = r(λ)a⊥ [t(λ), r(λ)] δab + D
(1)
ab (λ, θ, φ) , (8.43)
which can itself be transformed to the (area) angular diameter distance
DA(λ, θ, φ) =
√
det (Dab)(λ, θ, φ)
=
√
det (D(0)ab )(λ) + det (Dab)(λ, θ, φ)− det (D
(0)
ab )(λ)
≈ r(λ)a⊥(t(λ), r(λ)) (1+ δDA(λ, θ, φ)) .
(8.44)
The expression
δDA(λ, θ, φ) =
1
2
∆DA(λ, θ, φ)
r2(λ)a2⊥ [t(λ), r(λ)]
=
1
2
(
det(Dab)(λ, θ, φ)
r2(λ)a2⊥ [t(λ), r(λ)]
− 1
)
(8.45)
denotes the correction to the angular diameter distance due to first order contributions of the Ricci
and Weyl focussing in perturbed LTB spacetimes.
Eq. (8.45) can be considered as the main theoretical result of this analysis, i. e., given suitable observa-
tional probes, DA can be inferred observationally and compared to this theoretical prediction. In fact,
the solution to Eq. (8.38) can be seen as an observational consequence of the combined effects of linear
gauge-invariant perturbations in void models. Currently, a numerical solution to Eqs. (8.38) - (8.42)
is work in progress and has therefore not been performed in full generality yet. However, as seen
in Chapt. (7), the evolution equations of linear perturbations will simplify considerably if coupling
effects are neglected. For this particular case, numerical investigations can be performed in a feas-
ible way with less computational effort. First results of this test study are presented in the following
section.
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8.5 solution to the uncoupled case
In case of negligible coupling, the evolution of linear scalar perturbations on top of the LTB back-
ground are described by the system (see Chapt. (7))
ϕ¨(`m) = −4H⊥ ϕ˙(`m) + 2κa2⊥
ϕ(`m) , (8.46)
α∆(`m) = − 1
Z2
(ϕ(`m))′′ + 1
Z2
(
C− 4 a‖
ra⊥
)
(ϕ(`m))′ +
(
H‖ + 2H⊥
)
ϕ˙(`m)
+
[
`(`+ 1)
r2a2⊥
+ 2D
]
ϕ(`m) .
(8.47)
Within this approximation, initial 3-scalar perturbations do not excite any vector and tensor contri-
butions over time evolution and therefore the metric potential ϕ and the density contrast ∆ are the
only non-trivial quantities of this setup3. The structure of Eq. (8.46) allows to introduce a growth
factor Dϕ(t, r) that is independent of the angular scale and contains all information on the spacetime
evolution of the metric potential. In fact, the spacetime evolution of a fiducial initial profile ϕini(r) is
given by
ϕ(`m)(t, r) = Dϕ(t, r) · ϕ(`m)ini (r) , (8.48)
where Dϕ satisfies the differential equation
D¨ϕ = −4H⊥D˙ϕ + 2κa2⊥
Dϕ . (8.49)
As we deal with a thin bundle of null geodesics, the metric potential and the density contrast are
only needed in a small angular patch centered on the fiducial ray’s angular coordinates, but with
high precision in this region. Hence, spherical harmonic decomposition turns out to be impractical
for this application as a superposition of a considerable amount of `-modes would be required. We
therefore apply an alternative technique that does not require any decomposition into orthonormal
basis functions. Following the approach outlined in Sect. (6.2), we start from an initial 3d realisation of
the Bardeen potential on a spatial hypersurface that intersects the lightcone well within its asymptotic
FLRW limit and can therefore be considered as sufficiently homogeneous. We restrict this hypersur-
face to a cubic a box of sidelength Lcube = 10 Gpc that contains the intersection with the central
observer’s backward lightcone at z = 100.
Transforming to spherical coordinates with respect to the centre of this cube yields an initial scalar
metric potential ϕini(t, r, θ, φ) which can be propagated in spacetime using the numerical solution to
Eq. (8.49)4. The final result becomes
ϕ(t, r, θ, φ) = Dϕ(t, r) · ϕini(r, θ, φ) = −2Dϕ(t, r) ·Ψini(r, θ, φ) , (8.50)
which can easily be restricted to small angular patches with proper resolution. Inverting the eigen-
value equation of spherical harmonics presented in Chapt. (4), Eq. (8.47) can be transformed accord-
ingly:
3 It can be shown that ϕ and ∆ will indeed reduce to the scalar Bardeen potential and the gauge-invariant density contrast in the
FLRW limit (see Sect. 4.1.1 of [29]) if no coupling terms are present. Strictly speaking, this approximation leads to disambiguities
as the remaining perturbation quantities are too few degrees of freedom to obtain a closed set of perturbation equations on
a radially inhomogeneous background. For instance, Eq. (4.8) implies that scalar metric potentials generate non-trivial radial
velocity perturbations w which would again enter into the Sachs equation. For the sake of this example, we demand that
velocities generated this way are negligible.
4 In fact, there exists a parametric solution to this equation applied in [29] and [43], but it turns out to be cumbersome when the
curvature profile κ(r) tends to small values or even changes sign. We therefore favored a numerical solution.
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α∆ = − 1
Z2
ϕ′′ + 1
Z2
(
C− 4 a‖
ra⊥
)
ϕ′ +
(
H‖ + 2H⊥
)
ϕ˙
+ 2Dϕ− 1
r2a2⊥
(
∂θ∂θ + ∂φ∂φ
)
ϕ .
(8.51)
The first order contribution to the optical tidal matrix then reduces to
T (1)ab =(1+ z)2
[
−4piGρ
(
∆− ϕ
3
)
+
M
a3⊥
ϕ
]
δab +
(1+ z)2
r2a2⊥
[
1
2
(
∂θ∂θϕ− ∂φ∂φϕ
)
(σ3)ab
+∂θ∂φϕ(σ1)ab
]
.
(8.52)
Within this procedure, it has to be ensured that ϕ and ∆ remain regular functions at the radial origin.
While ϕ is well-defined at r = 0, ∆ diverges quadratically (see Eq. (8.51)) which has to be caught up
in order to avoid strong artifacts in the final solution. We neglect the influence of the monopole and
dipole contributions of both variables on the geodesic bundle which should be well-fulfilled regarding
its angular scale. Correspondingly, the regularity conditions derived in [54] and shown in Chapt. (5.4)
enforce ϕ and ∆ to grow at least with r2 in the vicinity of the observer’s central worldline. Practically,
these conditions can be imposed by setting both variables artificially to zero in the first two radial
bins which ensures their values and spatial gradients to vanish in this region.
In summary, all necessary information has been collected for the numerical treatment of Eqs. (8.38) -
(8.41) for this particular scenario. Numerical investigations of the Sachs equation for negligible coup-
ling have been performed by Simon Hirscher in the context of his Bachelor thesis.
The first order corrections δDA to the angular diameter distance are shown in Fig. (8.5) for a Gaussian-
shaped LTB patch of 2 Gpc extension and varying central density. The void profile is again asymptot-
ically matched to a background EdS solution. We have singled out an exemplary fiducial ray reaching
the central observer’s position at angular coordinates (θ, φ) = (pi/2, 0). Results are shown as func-
tions of the affine parameter and redshift. According to Fig. (8.1), the near and far regimes of the
backward lightcone are then visualized in an appropriate way. Depending on the void model, correc-
tions to the angular diameter distance are of sub-percent level which is observed to decrease with
increasing void depth. This is physically meaningful since higher expansion rates in local underdense
regions are expected to suppress linear structure growth. Numerical results for the metric potential
and density contrast are shown in Fig. (8.3) for the given angular coordinates of the fiducial ray. We
see typical potential fluctuation amplitudes of 10−5 whereas corresponding density fluctuations are
considerably larger and are therefore expected to dominate the solution to the Sachs equation at small
redshifts. In addition, gravitational potentials do not change significantly in the background EdS solu-
tion whereas density fluctuations encoded in ∆ grow linearly with the scale factor. Similar behaviour
can be expected in void models, although any firm analytical prediction seems impossible regarding
the complicated shape of Eq. (8.51). Hence, the most significant influence of inhomogeneities can be
expected at small redshifts where effects are almost completely determined by the density contrast.
As ∆ sources Ricci focussing of the geodesic bundle at first order, small expansions or contractions of
its cross-section are present which cause the tiny wiggles of δDA(z) in this region. Note that, accord-
ing to Fig. (8.1), small redshift intervals correspond to large intervals of the affine parameter in the
low z regime such that these wiggles are fully resolved when considering δDA(λ) (see Fig. (8.5)).
At larger redshifts, the density contrast decreases rapidly and the first order contribution to the optical
tidal matrix becomes less significant. The term ∼ T (0)ac D
(1)
cb in the first order Sachs equation gains
importance such that Eq. (8.38) is determined by a contribution being very similar to the right-hand-
side of the background Sachs equation. Apart from possible sign changes caused by inhomogeneities
at small redshifts and affine parameters, the components of the first order Jacobi Map adopt the
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behaviour of the background solution at large redshifts. Corresponding numerical results on each
component are shown in Fig. (8.4) for the EdS solution and the deepest void model. In fact, we overall
observe a rapid decrease followed by a minimum and a slow increase at large redshifts. Obviously,
a similar shape can be seen for δDA(z). This behaviour is independent of the central depth of each
void model since lightcones are very close to the background FLRW shape in the high redshift regime
(z ≥ 10).
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Figure 8.3: Linear perturbations ∆ and ϕ on the backward lightcone that were interpolated at angular coordinates
(θ, φ) = (pi/2, 0): Both results are shown as function of the affine parameter λ which enter into the
Ricci and Weyl focussing contributions to the Sachs equation. In addition, a representation as function
of redshift illustrates the strong decrease of ∆ with increasing z. Whereas the density contrast ∆(λ) is
of order 10−1, ϕ(λ) is considerably smaller by almost four orders of magnitude. The functional shape
of the solution to the Sachs equation is therefore dominated by contributions of the density contrast.
8.6 outlook
Light propagation in LTB models is a promising approach to study observational effects of gauge-
invariant perturbative quantities on radially inhomogeneous backgrounds. In fact, combined influ-
ences of metric and matter perturbations on null geodesics can be mapped to corrections to the area
angular diameter distance that itself can directly be inferred from observations using, for example,
cosmological standard rulers. As discussed in Chapts. (4) and (7), the notion of a generic scalar metric
potential or a density contrast is inherently difficult on LTB backgrounds and corresponding gauge-
invariant expressions have not been derived yet. Therefore, weak gravitational lensing seems the most
useful alternative to obtain observable predictions from perturbed LTB models.
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Figure 8.4: First order corrections to the Jacobi Map as function of redshift at angular coordinates (θ, φ) =
(pi/2, 0): Results are shown for a deep void with Ωin = 0.2 and L = 2 Gpc extension and for the
homogeneous EdS model. Off-diagonal components are smaller by a factor of ten in amplitude as
they are not sourced by the first-order Ricci focussing that is dominated by contributions of the dens-
ity contrast.
In case of negligible coupling of perturbation types, the relevant equations and the corresponding
numerical treatment simplify considerably since the spherical harmonic decomposition can be cir-
cumvented and the spacetime evolution of the scalar metric potential is solely described by a growth
factor that is independent of the angular scale. Regarding these main simplifications, first numerical
attempts to solve the Sachs equation were performed. However, the results presented in Chapt. (7)
suggest that coupling of polar perturbations cannot be neglected for realistic void scenarios and there-
fore the complete set of polar perturbations have to be taken into account. This is current work in
progress and we hope to obtain reliable results in the near future. The main complication lies in a
sufficiently accurate modeling of perturbations along the line of sight which requires the numerical
solution of the complete set of polar evolution equations for a considerable amount of `-modes. This
is computationally very costly as no universal transfer function to this equation system can be derived
that could generically be applied to initial conditions at early times.
In addition, only polar degrees of freedom have been included into the analysis so far. This can be
motivated by the fact that the polar and axial branches are dynamically decoupled and initial scalar
perturbations do therefore not influence any vector or tensor perturbations in the axial branch. For
the sake of initially vanishing vector and tensor fluctuations in FLRW limit, the restriction to the polar
branch can be considered as sufficient for a complete description of light propagation in perturbed
LTB models. However, once more general initial conditions are going to be applied, axial degrees
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Figure 8.5: Numerical results on the first order corrections to the area angular diameter distance in case of negli-
gible perturbation coupling: Corrections are shown for Gaussian-shaped voids with 2 Gpc extension
and varying depths. All void models are asymptotically embedded into an EdS universe. Figure (b) is
restricted to redshifts z ≤ 20 for better visualisation.
of freedom are relevant and have to be considered as a non-trivial contribution to the optical tidal
matrix.
As already mentioned, the main observational probe for the estimation of angular diameter distances
are Baryon Acoustic Oscillations (BAOs) or any comparable cosmological standard ruler. Since rigor-
ous treatments of BAOs are still left to be done in void models, the length of the standard ruler has
to be estimated in the asymptotic FLRW limit of the LTB lightcone. Once this physical length scale
and the corresponding cross section can be determined, the observed solid angle yields an estimate
of the area angular diameter distance. Regarding the smallness of the model-predicted amplitude of
corrections, deviations of the backward lightcone from isotropy can well be neglected when constrain-
ing LTB models observationally. Although this result is still left to be confirmed by considering the
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combined effects of all LTB gauge-invariants, we see that the difference in linear structure formation
between void models and FLRW models does not affect shape of the backward lightcone in a signi-
ficant way. Consequently there is no need to correct for these effects when analysing observational
probes in the framework of large void models. Of course, there are strong arguments to neglect these
effects right away as structure formation is expected to be suppressed in local underdense regions
which even diminishes any effects of inhomogeneities on light propagation in comparison to the well-
known FLRW case. However, regarding the complexity and subtleties of linear perturbation theory in
void models, it is necessary to confirm those previous assumptions in a rigorous setup.
In order to augment constraints on LTB models from linear structure formation, it is inevitable to
study the statistical information of these corrections which is contained in their angular correlations.
In fact, Eq. (8.44) shows that D(1)ab parametrically depends on the azimuthal and polar angles (θ, φ) on
the celestial sphere. This suggests an expansion of the full angular diameter distance into spherical
harmonics
DA(λ, θ, φ) =
∞
∑
`=0
`
∑
m=−`
D(`m)A (λ)Y
(`m)(θ, φ) , (8.53)
which allows to compute generic estimates of the angular power spectra 〈D(`m)A (λ)D(`
′m′)
A (λ
′)〉 which
can then directly be compared to observationally estimated spectra on different angular scales.
In a similar way, we can predict correlation functions of the convergence and shear coefficients (κ,γ)
that have been introduced in Chapt. (2.5). The statistical properties of solutions to the Sachs equation
can directly be compared to observed shear correlations. Relations of the Sachs optical scalars θˆ and σˆ
to the weak lensing amplification matrix Aab (see [30]) can be applied to obtain direct estimates of the
lensing angular power spectra in void models. Since we are confined to linear structure growth, those
comparisons certainly need to be restricted to sufficiently large angular scales of at least∼ 10′. Existing
datasets, notably from the Canada-France-Hawaii-Telescope-Legacy Survey (CFHTLS) (see [55]), can
be involved for this purpose. As no analytical Green’s function of the background Sachs equation
has been found so far, those results have to be obtained numerically. This admittedly challenging
procedure will be approached in the near future.
9
C O N C L U S I O N A N D O U T L O O K
The work condensed in this thesis aimed at investigating two main aspects of linear structure form-
ation on radially inhomogeneous LTB spacetimes. First of all, we intended to study the evolution of
polar, gauge-invariant perturbations starting from initial scalar fluctuations on a spatial hypersurface
intersecting the past null cone well within the asymptotic FLRW limit. Secondly, we investigated how
those perturbations quantitatively influence light propagation and thus the appearance and interpret-
ation of observables.
In this context, we developed a new numerical scheme to solve the underlying system of partial differ-
ential equations that constrains the spacetime evolution for a possible set of gauge-invariant quantities
on LTB backgrounds. The solution proved to be stable, physically meaningful and consistent with pre-
viously obtained results by February et al. (2014) ([41]). Initial scalar perturbations were sampled well
within the matter-dominated FLRW era based on the power spectrum of the metric Bardeen poten-
tial. According to the standard inflationary paradigm, a finite realisation of a Gaussian random field
for the metric potential Ψ was generated, related to the LTB gauge-invariants and those numerically
evolved into the LTB regime. This approach extends previous studies performed in [41] in the sense
that basic properties of the spacetime evolution, like dynamical coupling, can now be characterised
for the full spectrum of initially Gaussian perturbations. The averaged coupling strength (as defined
in Eq. (7.5)) were estimated to amount to 28% for large and deep voids needed to recover the observed
distance redshift relation of SNe (see [41, 75]). This significant influence of couplings on the spacetime
evolution represents a very important feature to constrain LTB models using structure formation and,
eventually, ruling them out on a solid basis.
However, strong conceptual difficulties in constructing LTB and FLRW gauge-invariant quantities
prevent a straightforward comparison of both models. As outlined in detail in Sect. (2.3.2) and App.
(B), generic scalar, vector and tensor quantities are characterised according to their transformation
properties on spatial hypersurfaces. In the case of Friedmann models, these spatial sections are ho-
mogeneous and isotropic 3-dimensional spaces whereas LTB models only admit 2-dimensional group
orbits (two-spheres). Gauge transformations and corresponding gauge-invariant perturbations in LTB
spacetimes are therefore inherently different from the FLRW case where gauge-invariants remain ob-
servable quantities. Instead, LTB perturbations are abstract mathematical objects that, although con-
taining only physical degrees of freedom, are reduced to complicated mixings of scalar-vector-tensor
variables in the FLRW limit (see App. (C)). The physical interpretation of those perturbations on fully
inhomogeneous backgrounds is not clear at all.
In order to circumvent this problem, we successfully adapted a relativistic framework of light propaga-
tion to perturbed LTB models. Combined gauge-invariant metric and matter perturbations can effect-
ively be mapped to the Ricci and Weyl focussing contributions in the optical Sachs equation. As laid
out in Chapt. (8), the Sachs equation constrains the evolution of the cross section of a thin geodesic
bundle that is parallel-transported along a fiducial light ray. By relating cross-sectional diameters at
given affine parameter λ to solid angles at the observer’s position, angular diameter distances can be
deduced that incorporate small corrections due to metric and matter perturbations. Within the Born
approximation, the full linear corrections to the Sachs equation were derived and numerically invest-
igated in the case of negligible dynamical coupling. For instance, regarding an exemplary angular
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direction, we found sub-percent level corrections to the angular diameter distance that are even de-
creasing with void depth. Hence, we found that linear perturbations along the line-of-sight produce
negligible scatter in the distance-redshift relation of LTB models. This strengthens the arguments of
previous analyses of void models that rely on observational data gathered from the backward light-
cone. Although the full analysis with coupled LTB perturbations in a realistic void model still needs
to be done, we are confident that influences of linear structures on the backward lightcone are by far
not able to alleviate the tension between observational data and model predictions.
We want to stress that the main goal of this thesis work was to figure out whether it is possible to
set up and maintain a numerical framework for linear perturbation theory in void models in the first
place. Correspondingly, the results gathered so far are restricted to simple test cases and no direct
comparison to observational data has been performed yet. More precisely, only scalar initial perturb-
ations that evolve on a simple Gaussian-shaped void of variable depth and extension were taken
into account. In addition, all LTB models considered in this thesis were asymptotically embedded
into an EdS model serving as approximation of the matter-dominated era. Definitely, the results on
the spacetime evolution need to be confirmed in an extended numerical setup that is fully adapted
to cosmological observations. For instance, considering observationally constrained void models ob-
tained from supernova data (see, for example [75]), Gaussian-shaped voids are certainly able to mimic
sufficiently deep and large underdensities, but do not represent the profile sufficiently well at inter-
mediate radii. Extending the analysis to these void profiles will therefore be most important and will
be addressed in the near future.
As is well known, tensor perturbations in the matter-dominated era are small yet measurable and a
firm prediction of many inflationary models (see [15] for a review). In fact, the latest measurements
of upper bounds to the tensor-to-scalar ratio can help to predict initial tensor angular power spectra
and corresponding initial tensor perturbations in the FLRW regime. This enables us to study their
influence on the late-time evolution of perturbations on the LTB background. However, in order to
arrive at a complete and consistent description of linear perturbations at all times and over all spatial
scales, the numerical framework has to be extended to include axial perturbations, as initial tensor
modes generate non-trivial contributions in this branch as well (see App. (B) for details).
The framework of light propagation in LTB models can certainly be improved by considering statistical
properties of the solution to the Sachs equation. As a direct extension, angular correlations between
two light rays and their analysis in spherical harmonic space might be adequate for comparison to
observations providing additional constraints on LTB models. Of course, the solution to the full first-
order Sachs equation has to be included in order to confirm previously obtained results on a solid
foundation. Nonetheless, we do not expect severe changes of corrections as we only have access to the
combined effect of LTB gauge-invariants. At a fixed angular scale, power is then simply exchanged
between different gauge-invariants, which is not expected to alter the collective power significantly.
However, it will be particularly interesting to study to what degree gravitational lensing effects in
LTB models can convert E-mode to B-mode polarisation patterns. Since tensorial perturbation modes
are naturally excited in LTB models and may even be fed by the decay of scalar perturbation modes,
changes compared to the standard model could be substantial and should be carefully quantified.
Regarding the obvious complexity of the numerical modeling that has to be performed for a seemingly
simple exclusion of void models, one can seriously ask whether it is really worth the effort. Careful
comparison with observation data has shown that void models are in considerable tension with mul-
tiple observations. Hence, the understanding of linear structure growth in these models cannot be
expected to alleviate this tension, but rather to strengthen it in a considerable way. In this manner,
we think that observable predictions from linear perturbation theory are a very valuable extension to
previous attempts of modeling and constraining the averaged structure of the local universe around
our galaxy. If void models shall be ruled out in a scientifically substantial way, we are convinced that
this information must be included, and we are going to address this issue in the near future.
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We finally want to stress that, precisely, what has been ruled out by previous analyses is the assump-
tion that the accelerated expansion might simply be an erroneous interpretation of observational data
as the backward lightcone might be affected by a large underdense region around our spacetime
position. Therefore, it seems that there is now even stronger evidence for a cosmological constant.
But we know that, even within ΛCDM, there are voids, and we are able to calculate the evolution of
linear perturbations in these voids as well. In this context, it is worth mentioning again that previous
considerations can be extended to ΛLTB models which include a non-vanishing cosmological con-
stant as an additional free parameter. These models are well motivated in the context of the Lovelock
theorem (see [64]) and have been established to test the Copernican Principle due to deviations from
the homogeneous ΛCDM model (see Sect. (7.4) for a brief discussion and [75] for a detailed analysis).
As shown by [41], the polar master equations can easily be adapted to the ΛLTB regime. Detailed
investigations have already been performed on the global properties of these models, and efficient
numerical implementations are available. Porting our numerical scheme to ΛLTB models therefore
seems to be a straightforward procedure. Coupling effects are, of course, expected to be substantially
smaller but, nonetheless, linear perturbation theory may help to confirm the Copernican Principle
and the remarkable success of the ΛCDM model using multiple observational probes.

Part II
A P P E N D I X

A
S O L U T I O N T O T H E S A C H S E Q U AT I O N I N LT B S PA C E T I M E S
This section contains a short proof that the areal radius indeed solves the Sachs equation at the
background level. Interestingly, this result can be obtained without exact knowledge of the shape of
the backward lightcone since only differential relations between lightcone coordinates, redshift and
affine parameter are going to enter.
We start again from the background LTB metric in the notation of Clarkson et. al. (2009) ([29]),
ds2 = −dt2 +
a2‖(t, r)
1− κ(r)r2 dr
2 + r2a2⊥(t, r)dΩ
2 , (A.1)
and the energy-momentum tensor Tµν = ρ(t, r)uµuν. Following [29], we define an auxiliary function
W(t, r) and a so-called radial frame derivative given by
W(t, r) :=
√
1− κ(r)r2
ra⊥(t, r)
, (A.2)
(. . .)′ :=
√
1− κ(r)r2
a‖(t, r)
∂r(. . .) . (A.3)
Within this notation, the constraining equation for the mass profile (see Eq. (3.25))
∂r
[
M(r)r3
]
r2a2⊥(t, r)a‖(t, r)
= 8piGρ(t, r) , (A.4)
that has directly been inferred from Einstein’s field equations, can be transformed into an equivalent
expression
W ′ = −W2 − 4piGρ+ H⊥H‖ +
M
2a3⊥
(A.5)
involving the tangential and radial Hubble rates H⊥ and H‖.
We now consider the Sachs equation for central observers in LTB spacetimes
d2Dab(λ)
dλ2
= −4piGρ [t(λ), r(λ)] [1+ z(λ)]2 Dab(λ) . (A.6)
Inserting Dab = R(t, r)δab = ra⊥(t, r)δab into Eq. (A.6), we find, after some computation,
d2
dλ2
{r(λ)a⊥ [t(λ), r(λ)]} = (1+ z)2H‖(
√
1− κr2 − ra˙⊥)
+ (1+ z)2ra⊥
[√
1− κr2
a‖
∂r
(√
1− κr2
ra⊥
)
+
1− κr2
r2a2⊥
]
− (1+ z)2
√
1− κr2H‖ + (1+ z)2ra¨⊥
!
= 4piGρ(1+ z)2ra⊥ ,
(A.7)
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where the differential relations for redshift and lightcone coordinates with respect to λ have been
applied (see Eqs. (8.17) - (8.19)).
Using Eqs. (A.2) and (A.3) as well as the definitions of the radial and tangential Hubble rates, the
Jacobi equation can be transformed into
W ′ +W2 − H‖H⊥ +
a¨⊥
a⊥
= −4piGρ , (A.8)
which is very close to Eq. (A.5). In fact, considering the evolution of the tangential Hubble rate, namely
H2⊥(t, r) =
M(r)
a3⊥(t, r)
− κ(r)
a2⊥(t, r)
, (A.9)
and differentiating it with respect to time yields
∂t
(
H2⊥
)
= 2H⊥H˙⊥ = 2
(
a¨⊥
a⊥
− a˙
2
⊥
a2⊥
)
!
= H⊥
(
−3 M(r)
a3⊥
+ 2
κ(r)
a2⊥
)
,
⇒ a¨⊥
a⊥
− H2⊥ = −
3M
2a3⊥
+ 2
κ(r)
a2⊥
⇒ a¨⊥
a⊥
= − M
2a3⊥
.
(A.10)
The second time derivative in Eq. (A.8) can now be replaced and we finally obtain Eq. (A.5). Thus,
we have managed to transform the Sachs equation to a well-known relation Einstein’s field equations,
once the areal radius is inserted. In order to uniquely identify Dab(λ) with r(λ)a⊥ [t(λ), r(λ)] δab, the
initial conditions need to coincide as well. Since r(λ = 0) = 0 and a⊥(t, r) only weakly depends on r
close to the void centre1, we have
ra⊥(t, r)|λ=0 = 0 , (A.11)
d
dλ
ra⊥(t, r)
∣∣∣∣
λ=0
= ∂r [ra⊥(t, r)]
dr
dλ
∣∣∣∣
λ=0
+ ∂t [ra⊥(t, r)]
dt
dλ
∣∣∣∣
λ=0
=
√
1− κ(0)r2(0) [1+ z(0)]− r(0)a⊥(tage, 0) [1+ z(0)]
= 1 .
(A.12)
Hence, Dab(λ) = r(λ)a⊥ [t(λ), r(λ)] δab uniquely solves the Sachs equation for central, freely-falling
observers in generic LTB spacetimes.
1 As alternative, physical explanation it can be mentioned that a central, freely-falling observer locally experiences a Minkowski
spacetime which automatically implies ra⊥(t, r)|λ=0 = r(λ = 0) = 0.
B
A P O S S I B L E S E T O F G A U G E - I N VA R I A N T P E RT U R B AT I O N S I N LT B
S PA C E T I M E S
The construction of gauge-invariant perturbations on generic spherically symmetric backgrounds was
first performed by Gerlach & Sengupta in 1979 (see [51]). Their approach shall briefly be discussed
here and then be specified to spacetimes sourced by pure dust matter. Derivations laid out in this
appendix closely follow the steps outlined in Clarkson et al. (2009) (see Appendix of [29]).
As already pointed out in Chapt. (3), any 4-dimensional manifold M4 obeying spherical symmetry
can naturally be splitted intoM4 =M2 × S2. The corresponding line element is then given by
ds2 = gAB(t, r)dxAdxB + R2(t, r)γab dxadxb . (B.1)
In accordance with Chapt. (4), we again use Greek indices to denote coordinates on M4 whereas
capital and lower case Roman indices refer to coordinates onM2 and S2, respectively. γab is given by
the metric on S2.
Linear perturbations away from Eq. (B.1) can be characterised regarding their transformation prop-
erties on underlying 2-spheres. Considering their behaviour with respect to parity transformations
(θ, φ) −→ (pi − θ,pi + φ) on S2, quantities additionally split into a separate polar (even) or an axial
(odd) branch that are independent of each other. The metric and energy-momentum tensor of the full
spacetime can therefore be written as
gµν = gµν + δg
polar
µν + δg
axial
µν , (B.2)
Tµν = Tµν + δT
polar
µν + δT
axial
µν . (B.3)
As introduced in Chapt. (4), spherical harmonics Y(`m) and corresponding covariant derivatives
thereof assemble an orthonormal basis system on the unit sphere. Conveniently, spherical harmon-
ics transform as scalars on S2 whereas the first and second covariant derivative obey vector and
tensor properties, respectively. Hence, projecting generic linear perturbations onto these sets of basis
functions allows to decompose them into S2-scalars, -vectors and -tensors in a natural way. Splitting
vectors and tensors into their divergence-free and curl-free parts yields polar and axial contributions.
For the axial branch, we obtain (see [51])
δgaxialµν =
(
0 haxialA Y
(`m)
a
haxialA Y
(`m)
a h Y
(`m)
ab
)
, (B.4)
δtaxialµν =
(
0 ∆taxialA Y
(`m)
a
∆taxialA Y
(`m)
a ∆t
(1) Y(`m)ab
)
, (B.5)
whereas polar perturbations can be decomposed into
δgpolarµν =
 hAB Y(`m) hpolarA Y(`m)a
hpolarA Y
(`m)
a R
2
[
K Y(`m) γab + G∇a∇bY(`m)
]  , (B.6)
99
100 a possible set of gauge-invariant perturbations in ltb spacetimes
δTpolarµν =
(
∆tAB Y(`m) ∆t
polar
A Y
(`m)
a
∆tpolarA Y
(`m)
a ∆t
(3) Y(`m) γab + ∆t
(2) Y(`m)ab
)
. (B.7)
Results are presented for each spherical harmonic mode (`, m).
In fact, Eqs. (B.4) - (B.7) define 12 gauge-dependent perturbations of the metric and energy-momentum
tensor that contain 20 degrees of freedom in total. Each perturbation variable is given by a spherical
harmonic coefficient being a function of the two remaining coordinates xA = (t, r). Following the
exact same procedure as outlined in Chapt. (2), general gauge transformations of each quantity can
be derived which allow to deduce expressions that are invariant under those transformations. Hence,
a possible set of gauge-invariants is given by the following relations (see [51]):
• axial gauge-invariants:
kA = haxialA −∇Ah + 2hvA , (B.8)
LA = ∆taxialA −
haxialA
2
Tdd , (B.9)
L = ∆t(1) − h
2
Tdd , (B.10)
• polar gauge-invariants:
kAB = hAB −∇B pA −∇A pB , (B.11)
ϕ = K− 2vA pA , (B.12)
tAB = ∆tAB − pC∇CTAB − TAC∇B pC − TBC∇A pC , (B.13)
tA = ∆t
polar
A − TAC pC − R2
(
1
4
Tdd
)
∇AG , (B.14)
t(2) = ∆t(2) − p
C
R2
∇C
(
1
2
R2Tdd
)
, (B.15)
t(3) = ∆t(3) −
(
1
2
R2Tdd
)
G , (B.16)
where the definitions vA ≡ (∇AR)/R and pA ≡ h
polar
A − R2∇AG/2 have been applied. ∇A denotes a
covariant derivative on the (t, r)-submanifold.
In the following, two main simplifications will be performed. First of all, we assume the background
spacetime to be entirely sourced by pressureless dust which implies Tdd = 0. Secondly, we evaluate
Eqs. (B.4) - (B.7) in Regge-Wheeler (RW) gauge (see [76]), i. e. the gauge-generating 4-vector field ζµ
is chosen such that h = hpolarA = G = 0. Considering Eqs. (B.8) - (B.16), we see that perturbations in
RW gauge are identical to the gauge-invariants on spherically-symmetric backgrounds. In fact, this
particular gauge is equivalent to the conformal Newtonian gauge which is conveniently applied to
describe perturbed FLRW models. Perturbations of spherically symmetric dust solutions can therefore
be identified as
δgRWµν =
(
0 kA Y
(`m)
a
kA Y
(`m)
a 0
)
, (B.17)
δTRWµν =
(
0 LA Y
(`m)
a
LA Y
(`m)
a L Y
(`m)
ab
)
(B.18)
for the axial branch and
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δgRWµν =
(
kAB Y(`m) 0
0 r2a2⊥ ϕY
(`m) γab
)
, (B.19)
δTRWµν =
(
tAB Y(`m) tA Y
(`m)
a
tA Y
(`m)
a r2a2⊥ t
(3)Y(`m) γab + t
(2) Y(`m)ab
)
(B.20)
for the polar branch. These quantities assemble a general metric ansatz that can be inserted into
Einstein’s field equations to obtain linear partial differential equations constraining their spacetime
evolution. However, the general form of these equations turns out to be very abstract and therefore
impractical for numerical treatment. For this reason, Gundlach & Martin-Garcìa (2000) (see [54]) addi-
tionally projected all perturbation variables on a covariant perfect fluid frame spanned by orthonormal
basis vectors (uA, nA) in the (t, r)-submanifold. In fact, on a spherically symmetric background, the
comoving four velocity uµ can be written as
uµ = (uA, 0) , (B.21)
which defines the natural unit vectors uA and nA = −eABuB that are perpendicular to each other. eAB
denotes the usual Levi-Civita tensor on M2. Physically, perturbations are then specified to observ-
ers comoving with the background fluid. In case of pressureless dust, this decomposition allows to
separate density- from four-velocity perturbations which yields the general ansatz
ρ = ρ
(
1+ ∆˜Y(`m)
)
, (B.22)
∆upolarµ =
[(
w˜ nA +
1
2
hAB uB
)
Y(`m), v Y(`m)a
]
, (B.23)
∆uaxialµ =
(
0, v Y(`m)a
)
. (B.24)
The density perturbation ∆ is scalar function and also transforms as scalar on S2. Hence, it naturally
belongs to the polar branch. Four-velocity perturbations split into one nA-component w˜ and two
tangential components v˜ and v. It can be shown that the general ansatz proposed in Eqs. (B.23)
and (B.24) contains all three possible spatial velocity perturbations and additionally preserves the
normalisation gµνuµuν = −1 to first order. Evaluating general gauge transformations of these objects,
one finds the following set of new quantities which are manifestly gauge-invariant
∆ = ∆˜− p
A∇Aρ
ρ
, (B.25)
w = w˜− nA pB∇BuA + 12 n
AuB (∇B pA −∇A pB) , (B.26)
v = v˜− pBuB , (B.27)
with the same definitions applied above. v turns out to be automatically gauge-invariant. Interestingly,
the RW gauge reduces again all perturbation variables to the gauge-invariant ones which directly
relates the density and velocity perturbations to the components of the energy momentum tensor
defined in Eqs. (B.17) - (B.20), i. e.
LA = v ρuA , (B.28)
tA = v ρuA , (B.29)
tAB = ρ
[
∆ uAuB + w (uAnB + nAuB) +
1
2
(
kACuCuB − kBCuCuA
)]
. (B.30)
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In absence of background pressure, no pressure perturbation in the form of anisotropic stress Σµν is
generated1 which additionally leads to t(2) = t(3) = L = 0.
For convenience, the metric tensor kAB in RW gauge can further be decomposed into components
with respect to the fluid frame
kAB = η (−uAuB + nAnB) + φ (nAnB + uAuB) + ς (uAnB + uBnA) , (B.31)
which is equivalent to an expansion into Pauli matrices with scalar coefficient functions η(t, r), φ(t, r),
and ς(t, r). Introducing the new variable χ = φ− ϕ− η finally yields
kAB = η (−uAuB + nAnB) + (χ+ ϕ+ η) (nAnB + uAuB) + ς (uAnB + uBnA) . (B.32)
For a dust-comoving observer, we obtain
uA = (−1, 0) , (B.33)
nA = −eABuB =
(
0,
a‖√
1− κ(r)r2
)
, (B.34)
where Eq. (3.22) has been applied.
Inserting kAB into the general polar metric perturbation in Eq. (B.19) finally yields the metric ansatz
specified in Eq. (4.1) for the polar branch. The full axial metric ansatz is already determined by Eq.
(B.17).
1 Within this framework, any anisotropic stress would correspond to terms being quadratically in the velocity perturbation that
are neglected in the first-order approach.
C
F L RW L I M I T O F G A U G E - I N VA R I A N T P E RT U R B AT I O N S I N LT B M O D E L S
This short appendix outlines the basic procedure to obtain the homogeneous limit of the polar and
axial LTB gauge-invariant perturbations. We will just report on the main aspects here and refer to
Clarkson et al. (2009) (see [29]) for detailed calculations.
For expressing the homogeneous limit of LTB gauge-invariants in terms of FLRW gauge-invariants,
the two different metrics somehow need to be matched. A main complication arises as the Regge-
Wheeler gauge is not well adapted to the conformal Newtonian gauge and therefore components
of the metric tensors cannot straightforwardly be identified. It is rather necessary to identify metric
components in a general gauge and compute the gauge-invariant perturbations afterwards. Starting
from the general perturbed metric presented in Eq. (2.26), the corresponding gauge-dependent 3-
scalar, 3-vector and 3-tensor contributions need to be decomposed into spherical harmonics and can
then componentwisely be identified with the expressions in Eqs. (B.4) - (B.7). For instance, we obtain
Ψ = ΨY(`m) , (C.1)
(Si) =
(
Sr Y(`m), S Y
(`m)
a + S Y
(`m)
a
)
, (C.2)
(hij) =
(
hrr Y(`m) hr Y
(`m)
a + hr Y
(`m)
a
hr Y
(`m)
a + hr Y
(`m)
a h Y(`m) γab + h
(TF) Y(`m)ab + h Y
(`m)
ab
)
, (C.3)
where summation over (`, m) is implied. By construction, (Si) represents a divergence-free vector and
(hij) a divergence- and trace-free tensor which both contain two remaining the degrees of freedom.
Hence, the spherical harmonic coefficient functions in Eqs. (C.2) and (C.3) reduce to two independent
degrees of freedom either (see [29] and Sect. (2.3.2) for details).
Identifying the expressions in Eqs. (B.4) - (B.7) with the spherical harmonic decomposition of Eq.
(2.26) yields general, gauge-dependent polar and axial perturbations of spherically symmetric dust
spacetimes in the homogeneous limit. Given these identifications, the gauge-invariant perturbations
can directly be computed using the corresponding expressions outlined in App. (B). In accordance
with this procedure, Clarkson et al. showed that the LTB gauge-invariants {χ, ϕ, ς, η, Π, v} can be
written in terms of the FLRW gauge-invariants
{
Φ, Ψ, (Vi), (hij)
}
in the following way:
χ =
(
1− κr2
)
hrr + 2
[
−(1− κr2)∂r + 1r
]
hr − 1r2 h
(T)
+
[
(1− κr2)∂2r −
(3− 2κr2)
r
∂r − `(`+ 1)− 8+ 4κr
2
2r2
]
h(TF) ,
(C.4)
ϕ =− 2Ψ− 2HV − 2 (1− κr
2)
r
hr +
1
r2
h(T)
+
[
−H∂τ + (1− κr
2)
r
∂r +
`(`+ 1)− 4(1− κr2)
2r2
]
h(TF) ,
(C.5)
ς =
√
1− κr2
[
Vr − ∂rV + ∂τhr −
(
∂r − 1r
)
∂τh(TF)
]
, (C.6)
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η =Φ−Ψ− (∂τ + 2H)V + 12 (1− κr
2)hrr +
[
−(1− κr2)∂r + κr
]
hr
+
1
2
[
−∂2τ − 2H∂τ +
2
r2
− (2− κr
2)
r
∂r + (1− κr2)∂2r
]
h(TF) ,
(C.7)
Π =
√
1− κr2
r2a2(τ)
[(
∂r − 2r
)
V + ∂τhr
]
, (C.8)
16piGa(τ)ρv =
[
−(1− κr2)∂2r + κr∂r +
`(`+ 1)− 4κr2
r2
]
V , (C.9)
where the constant spatial curvature κ, the conformal time τ, and the corresponding Hubble rate H
have been involved.
Although being complicated differential relations, Eqs. (C.4) - (C.9) contain very profound information
about the nature of LTB gauge-invariants in the FLRW limit. As outlined in Sect. (2.3.2), the physical
interpretation of FLRW gauge-invariants is possible because of the high degree of spatial symmetry. Φ
and Ψ denote generic scalar gravitational potentials whereas the 3-vector (Vi) gives rise to velocities
and the 3-tensor (hij) to propagating modes, i. e. gravitational waves. In comparison, LTB gauge-
invariants show complicated mixings between different perturbation types even on homogeneous
backgrounds.
χ represents a genuine tensor quantity which explains its behaviour as propagating mode. ς does
not contain any scalar part whereas ϕ incorporates the scalar metric perturbation known from per-
turbed FLRW models, but is also augmented by additional vector and tensor contributions. η actually
corresponds to the difference of the Bardeen potentials plus corrections from vectors and tensors. In-
terestingly, the scalar limit of the evolution equation η = 0 exactly reflects the result Φ = Ψ in absence
of anisotropic stress. By construction, axial perturbations do not contain any scalar parts. Π is con-
strained by a wave equation and so necessarily incorporates propagating modes. These are encoded
in tensor contributions in the FLRW limit. Eq. (C.9) shows a generalised Poisson relation between the
velocity potential V and the axial velocity perturbation v.
We want to stress that all these statements rely on the FLRW limit of the LTB gauge-invariants. Any
physical interpretation of these quantities on inhomogeneous backgrounds is far more complicated
since, mathematically, no natural splitting into 3-scalars, 3-vectors and 3-tensors exists. In this case,
only combined effects of all perturbation quantities have been studied so far (see Chapt. (8)).
To conclude this section, we want to draw attention a very important simplification of this setup.
Assuming that the averaged initial universe is sufficiently homogeneous and isotropic and that devi-
ations from this symmetries are mainly caused by scalar perturbations, the only non-trivial part of
Eqs. (C.4) - (C.9) is given by ϕ = −2Ψ. Practically, this remarkably simple initial configuration allows
to set up initial conditions for the LTB evolution equations which is laid out in detail in Chapt. (6).
In addition, we see that the initial Bardeen potential does not source any axial modes. Since the axial
branch is dynamically decoupled from the polar branch, these contributions can also not be generated
during spacetime evolution. As already mentioned in Chapt (4), restricting the analysis to the polar
branch does then already imply a complete description in this setup.
D
L O C A L O P E R AT O R S
It was shortly discussed in Chapt. (5) that the basic idea behind finite element discretizations consists
of writing the model problem (PDE and boundary conditions) into so-called weak formulation and
converting it to a variational problem. The variational problem can then be solved by discretizing
the domain of interest into finite elements and approximating the solution by suitable basis functions
(polynomials in particular) on each element with coefficients to be determined. Regarding the evol-
ution equations of polar perturbations on the LTB background, this procedure is explicitly outlined
in this section. Regarding the broad applicability of the DUNE framework to various classes of PDE
problems, the following derivations are admittedly quite abstract. However, all steps closely follow
computations outlined in the documentation of the dune-pdelab-howto module edited by the DUNE
project team (see http://www.dune-project.org/pdelab/pdelab-howto-2.0.0.pdf). Hence, we refer
to this document for more details.
We consider the Eqs. (4.4) - (4.6) in the interior of full spatial domain Ω = (0, r∗) constructed in Chapt.
(5). We first introduce auxiliary variables ϕ˜ and χ˜ to convert the system into five first-order equations
in time. For the spatial finite element problem, we then rewrite the system into weak formulation
by multiplying with an ansatz function v and integrating over the domain Ω. The ansatz function
is chosen to vanish at the boundary ∂Ω such that terms with second-order spatial derivatives are
replaced by first-order spatial derivatives using partial integration.
For a test function v ∈ (H1(Ω))5 (5-dimensional first-order Sobolev space, called test space), we
obtain:
∫
Ω
χ˙ v1 dr =
∫
Ω
χ˜ v1 dr , (D.1)∫
Ω
˙˜χ v2 dr = −
∫
Ω
χ′
(
v2
Z2
)′
dr +
∫
Ω
[
− C
Z2
χ′ − 3H‖χ˜+
[
A− (`− 1)(`+ 2)
r2a2⊥
]
χ
+
2σ
Z
ς′ + 2
Z
[
H‖ − 2H⊥
]′
ς− 4σϕ˜+ Aϕ
]
v2 dr ,
(D.2)
∫
Ω
ϕ˙ v3 dr =
∫
Ω
ϕ˜ v3 dr , (D.3)∫
Ω
˙˜ϕ v4 dr =
∫
Ω
[
−4H⊥ ϕ˜+ 2κa2⊥
ϕ− H⊥χ˜+ Z−2
a‖
ra⊥
χ′ −
[
1− 2κr2
r2a2⊥
− `(`+ 1)
2r2a2⊥
]
χ
+
2
Z
a‖
ra⊥
σς
]
v4 dr ,
(D.4)
∫
Ω
ς˙ v5 dr =
∫
Ω
−2H‖ς v5 dr−
∫
Ω
χ′
Z
v5 dr. (D.5)
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The index i ∈ {1, 2, 3, 4, 5} of the test function v expresses the components of the tuple
(v1, v2, v3, v4, v5)
T ∈
(
H1(Ω)
)5
.
We abbreviate the notation by combining all terms in the LHS to temporal residuals mi and RHS
terms to spatial residuals ri:
d
dt
m1(χ, v1, t) = r1(χ˜, v1, t) , (D.6)
d
dt
m2(χ˜, v2, t) = r2(χ, χ˜, ϕ, ϕ˜, ς, v2, t) , (D.7)
d
dt
m3(ϕ, v3, t) = r3(ϕ˜, v3, t) , (D.8)
d
dt
m4(ϕ˜, v4, t) = r4(χ, χ˜, ϕ, ϕ˜, ς, v4, t) , (D.9)
d
dt
m5(ς˜, v5, t) = r5(χ, ς, v5, t) . (D.10)
We can then define the full temporal and spatial residuals by taking the sum of each
m =
5
∑
i=1
mi , r =
5
∑
i=1
ri . (D.11)
The problem of solving the polar master equations can then be reformulated in terms of a residual
(variational) problem
Find a solution u = (χ, χ˜, ϕ, ϕ˜, ς)T ∈ (H1(Ω))5 (called trial space) such that
d
dt
m(u, v, t)− r(u, v, t) = 0
holds for each test function v ∈ (H1(Ω))5 and for each time t ∈ [tmin, tmax].
In order to approach this problem numerically, we discretize the spatial domain of interest Ω and
approximate the solution u and the test function v by polynomials of given degree on each spatial
element. Therefore, we define general conforming finite elements Ωe of the full domain Ω with e ∈
E0h = {e0, . . . , eN0h−1} (finite element index set). The corresponding conforming finite-element-space is
given by
Ukh =
{
u ∈ C0(Ω) | u|Ωe ∈ Pk(Ωe) ∀e ∈ E0h
}
.
By construction, it is the function space of continuous, element-wise polynomial functions of de-
gree k on the closed set Ω = Ω + ∂Ω. Since this function space is the same for each variable
χh, χ˜h, ϕh, ϕ˜h and ςh, we have an overall 5-dimensional trial- and test space (Ukh)
5. We assume the
test and trial space to be equal (Galerkin approach).
Since dune-pdelab requires the so-called local residuals of each element as input, the local contribu-
tions of Eqs. (D.1) - (D.5) on each finite element need to be determined. These contributions are called
local operators and will be computed for the present model problem in the following. For practical
reasons, we define a reference finite element Ωˆe for all computations and an element transformation
µe that maps the result to the actual element considered. We then fix a local polynomial basis{
φˆe,l =
(
φˆ
(1)
e,l , φˆ
(2)
e,l , φˆ
(3)
e,l , φˆ
(4)
e,l , φˆ
(5)
e,l
)}
on the reference element. Thus, each function of the conforming finite-element-subspace Ukh can be
expanded into this local basis
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u(i)h = ∑
e∈E0h
n(e)−1
∑
l=0
u(i)g(e,l)φˆ
(i)
e,l (µ
−1
e (x))χe(x) ∈ Ukh ,
where the following expressions have been applied:
• n(e): number of polynomial basis functions on reference element Ωˆe
• Ωˆe: reference element of finite element e
• µe : Ωˆe −→ Ωe : element transformation
• IUkh
= {0, . . . , NUkh−1}: global coefficient index set
• g : E0h ×N0 −→ IUkh : local to global index map
• u ∈ RIUkh : global coefficient vector
• χe: characteristic function of the finite element e (χe ≡ 1 for our purposes)
Thus, the components of the full trial and test space read
χh = ∑
e∈E0h
n(e)−1
∑
l=0
χg(e,l)φˆ
(1)
e,l (µ
−1
e (x))χe(x) ,
χ˜h = ∑
e∈E0h
n(e)−1
∑
l=0
χ˜g(e,l)φˆ
(2)
e,l (µ
−1
e (x))χe(x) ,
ϕh = ∑
e∈E0h
n(e)−1
∑
l=0
ϕg(e,l)φˆ
(3)
e,l (µ
−1
e (x))χe(x) ,
ϕ˜h = ∑
e∈E0h
n(e)−1
∑
l=0
ϕ˜g(e,l)φˆ
(4)
e,l (µ
−1
e (x))χe(x) ,
ςh = ∑
e∈E0h
n(e)−1
∑
l=0
ςg(e,l)φˆ
(5)
e,l (µ
−1
e (x))χe(x) ,
and
v(i)h = ∑
e∈E0h
n(e)−1
∑
l=0
v(i)g(e,l)φˆ
(i)
e,l (µ
−1
e (x))χe(x) , where i = 1, . . . , 5 .
We construct a global basis {φj} from the local reference basis {φˆe,i} by defining
ΦUkh
=
φj(x) = ∑
(e,l):g(e,l)=j
φˆe,l(µ
−1
e (x))χe(x) : j ∈ IUkh

such that uh ∈ Ukh can be expanded into this global basis
uh = ∑
j∈I
Ukh
ujφj = FEΦUkh
(u) ,
with FEΦ
Ukh
: U ⊂ RIUkh −→ Ukh being the Finite-Element-Isomorphism.
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Let us consider again the residual formulation of the problem
d
dt
m(u, v, t)− r(u, v, t) = 0 (D.12)
⇒
5
∑
i=1
[
d
dt
mi(ui, vi, t)− ri(ui, vi, t)
]
= 0 . (D.13)
We set vi = φ
(i)
j with j ∈ IUkh which allows to write the residual as component of residual vectors
M(i) and R(i):
mi(u
(i)
h , φ
(i)
j ) = mi(FE(u
(i)), φ(i)j ) =M(i)(u(i))j ,
ri(u
(i)
h , φ
(i)
j ) = ri(FE(u
(i)), φ(i)j ) = R(i)(u(i))j .
We want to restrict ourselves to the local degrees of freedom. Therefore, the residual contributions of
each element need to be separated and formulated in terms of local operators. Therefore, we define
the subset Ue ⊂ U of local degrees of freedom (coefficients of the local expansion) and the (linear)
reduction map
Re : U −→ Ue with Re(u)l =∑
j
(Re)l j(u)j = ug(e,l) .
The local operators can then be defined as maps
αh,e : Ue −→ Ue
such that they contain the local weak formulation of the problem.
In this way, the full residuals can be expressed in terms of a sum over the local residual contributions
of each finite element:
R(i)(u(i))j = ∑
e∈E0h
R−1e
[[
αh,e(Re(u(i)))
]spat,i]
= ∑
(e,l):g(e,l)=j
(Re)l j
[[
αh,e(Re(u(i))
]spat,i]
l
= ∑
e∈E0h
RTe
[[
αh,e(Re(u(i)))
]spat,i]
,
M(i)(u(i))j = ∑
e∈E0h
R−1e
[[
αh,e(Re(u(i)))
]temp,i]
= ∑
(e,l):g(e,l)=j
(Re)l j
[[
αh,e(Re(u(i)))
]temp,i]
l
= ∑
e∈E0h
RTe
[[
αh,e(Re(u(i)))
]temp,i]
.
By direct comparison to Eqs. (D.1) - (D.5), we obtain the following local operator expressions as
integrals over reference elements in terms of the local reference basis φˆ(i):
temporal part:
local operators 109
[αh,e(Re(χ))]
temp,1
m =
∫
Ωˆe
n(e)−1
∑
l=0
[Re(χ)]l φˆ
(1)
e,l (xˆ) φˆ
(1)
e,m(xˆ) det [∇µe] dxˆ , (D.14)
[αh,e(Re(χ˜))]
temp,2
m =
∫
Ωˆe
n(e)−1
∑
l=0
[Re(χ˜)]l φˆ
(2)
e,l (xˆ) φˆ
(2)
e,m(xˆ) det [∇µe] dxˆ , (D.15)
[αh,e(Re(ϕ))]
temp,3
m =
∫
Ωˆe
n(e)−1
∑
l=0
[Re(ϕ)]l φˆ
(3)
e,l (xˆ) φˆ
(3)
e,m(xˆ) det [∇µe] dxˆ , (D.16)
[αh,e(Re(ϕ˜))]
temp,4
m =
∫
Ωˆe
n(e)−1
∑
l=0
[Re(ϕ˜)]l φˆ
(4)
e,l (xˆ) φˆ
(4)
e,m(xˆ) det [∇µe] dxˆ , (D.17)
[αh,e(Re(ς))]
temp,5
m =
∫
Ωˆe
n(e)−1
∑
l=0
[Re(ς)]l φˆ
(5)
e,l (xˆ) φˆ
(5)
e,m(xˆ) det [∇µe] dxˆ , (D.18)
spatial part:
[αh,e(Re(χ˜))]
spat,1
m
=
∫
Ωˆe
n(e)−1
∑
l=0
[Re(χ˜)]l φˆ
(2)
e,l (xˆ) φˆ
(1)
e,m(xˆ) det [∇µe] dxˆ ,
(D.19)
[αh,e(Re(χ), Re(χ˜), Re(ϕ), Re(ϕ˜), Re(ς))]
spat,2
m
= −
∫
Ωˆe
n(e)−1
∑
l=0
Re(χ)l ∂xˆφˆ
(1)
e,l (xˆ) ∂xˆ
(
φˆ
(2)
e,m(xˆ)
Z2
)
(∂xˆµe)
−2 det [∇µe] dxˆ
+
∫
Ωˆe
n(e)−1
∑
l=0
[(
− C
Z2
Re(χ)l ∂xˆφˆ
(1)
e,l (xˆ) +
2σ
Z
Re(ς)l ∂xˆφˆ
(5)
e,l (xˆ)
)
(∂xˆµe)
−1
− 3H‖Re(χ˜)l φˆ(2)e,l (xˆ) +
(
A− (`− 1)(`+ 2)
µe(xˆ)2a2⊥
)
Re(χ)l φˆ
(1)
e,l (xˆ)
+
2
Z
[
H‖ − 2H⊥
]′
Re(ς)l φˆ
(5)
e,l (xˆ)− 4σRe(ϕ˜) φˆ
(4)
e,l (xˆ) + ARe(ϕ)l φˆ
(3)
e,l (xˆ)
]
φˆ
(2)
e,m(xˆ)
det [∇µe] dxˆ ,
(D.20)
[αh,e(Re(ϕ˜))]
spat,3
m
=
∫
Ωˆe
n(e)−1
∑
l=0
[Re(ϕ˜)]l φˆ
(4)
e,l (xˆ) φˆ
(3)
e,m(xˆ) det [∇µe] dxˆ ,
(D.21)
[αh,e(Re(χ), Re(χ˜), Re(ϕ), Re(ϕ˜), Re(ς))]
spat,4
m
=
∫
Ωˆe
n(e)−1
∑
l=0
[
−4H⊥Re(ϕ˜)l φˆ(4)e,l (xˆ) +
2κ
a2⊥
Re(ϕ)l φˆ
(3)
e,l (xˆ)− H⊥Re(χ˜)l φˆ
(2)
e,l (xˆ)
−
(
1− 2κµe(xˆ)2
µe(xˆ)2a2⊥
− `(`+ 1)
2µe(xˆ)2a2⊥
)
Re(χ)l φˆ
(1)
e,l (xˆ) +
1
Z2
a‖
µe(xˆ)a⊥
Re(χ)l∂xˆφˆ
(1)
e,l (xˆ) (∂xˆµe)
−1
+
2
Z
σ
a‖
µe(xˆ)a⊥
Re(ς)φˆ
(5)
e,l (xˆ)
]
φˆ
(4)
e,m(xˆ) det [∇µe]dxˆ ,
(D.22)
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[αh,e(Re(χ), Re(χ˜), Re(ϕ), Re(ϕ˜), Re(ς))]
spat,5
m
=
∫
Ωˆe
n(e)−1
∑
l=0
[
−2H‖Re(ς)l φˆ(5)e,l (xˆ)−
1
Z
Re(χ)l ∂xˆφˆ
(1)
e,l (xˆ) (∂xˆµe)
−1
]
φˆ
(5)
e,m(xˆ)
det [∇µe]dxˆ .
(D.23)
These operators can directly be passed to the dune-pdelab-framework. The local operator formulation
of the fluid system (given by Eqs. (4.8) - (4.10)) can be done analogously. If the spatial discretization is
completed and residual contributions of all finite elements are known, Eq. (D.12) can be integrated as
large scale ODE problem in time. All results in this work are obtained by using basis polynomials of
degree 2 in space combined with a third-order time integrator1. Initial and boundary conditions are
fixed according to the methods outlined in Chapts. (5) and (6).
In the one dimensional case we consider here, the general formulation is simplified considerably:
• The domain of interest is a 1d open interval Ω = (0, r∗).
• The finite elements are subintervals Ωe =
(
rj, rj+1
)
with e = j, r0 = 0, and rN
Ukh
= r∗.
• The reference element is the unit interval (0, 1) and the transformation map µe is given by
µe : Ωˆe −→ Ωe
xˆ 7−→ (rj+1 − rj) xˆ + rj .
Therefore, the Jacobian is just a constant ∂xˆµe = rj+1 − rj = det [∇µe].
1 Since the solution can be expected to be sufficiently smooth, the approximation using polynomials of degree 2 yields second-
order convergence with respect to the H1-Norm and even third-order convergence with respect to the L2-Norm (see [14]).
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