A predictive joint shared parameter model is proposed for discrete time-to-event and longitudinal data. A discrete survival model with frailty and a generalized linear mixed model for the longitudinal data are joined to predict the probability of events. This joint model focuses on predicting discrete time-to-event outcome, taking advantage of repeated measurements. We show that the probability of an event in a time window can be more precisely predicted by incorporating the longitudinal measurements. The model was investigated by comparison with a two-step model and a discrete-time survival model. Results from both a study on the occurrence of tuberculosis and simulated data show that the joint model is superior to the other models in discrimination ability, especially as the latent variables related to both survival times and the longitudinal measurements depart from 0.
Introduction
Time-to-event data are collected and analyzed for various scientific purposes. Event times can be continuous or discrete. If the exact occurrence time of the event can be recorded and the event can happen at any time, the event time is assumed to be continuous. It is inappropriate to assume event times are continuous when events can only take place at discrete time points. 1 When the event is only known to have occurred in a time window, the exact event time is continuous but unavailable. Such data are referred to as interval censored data. 2 Events either taking place at discrete times or interval censored are generally referred as discrete time events. The results from discrete-time survival analyses (DTSA) 3 have better comprehensibility than the results of analyses using continuous methods when event times are discrete. With interval-censored data, a special case of discrete time-to-event data, the likelihood constructed taking interval censoring into account should be used for analysis. A generalized survival model was specified by Cox for both continuous and discrete times. 4 In the discrete-time case, the general model becomes a logistic model. After Cox, others 1, 3, [5] [6] [7] [8] reparameterized the discrete-time survival model using a logistic regression format. i.e., the likelihood of the discrete-time survival model is equivalent to the likelihood of the Bernoulli distribution. 1, 5, 7 When both longitudinal measurement data and time-to-event data are observed, joint modeling efficiently uses both types of data. There are two perspectives when carrying out joint modeling. One takes the longitudinal data as the analysis of major interest but incorporates event data, such as historical events or non-ignorable dropout, to avoid bias. The other perspective of joint modeling focuses on estimating the probability of the event at a specific time or in a time window given certain conditions (covariate status), and the effects of the longitudinal observations on the event are modeled in an attempt to better predict the time-to-event outcome.
Longitudinal measures can be directly introduced into the Cox model as time-varying covariates. 9 Bias will be the primary problem for this approach when the observations are measured with error or there is within-subject variability over time. A two-step model was proposed by Tsiatis et al. 10 Wulfsohn and Tsiatis 11 developed a joint Cox proportional hazard model, which can be utilized to assess the impact of a longitudinal covariate on a failure time process. A linear mixed effects model is assumed for the longitudinal process.
Another joint modeling strategy employs a ''shared parameter.'' 12 The shared parameter model was proposed by Vonesh et al. 13 to model longitudinal data and time to dropout. 13 They model random effects in both the longitudinal outcome and the survival model to allow for the dropout mechanism and call the random effects shared parameters. The primary longitudinal outcome is modeled conditional on both shared parameters and other covariates. The survival outcome (dropout) is also modeled conditional on the shared parameters. They assume independence between the primary outcome and missingness conditional on the shared latent effects.
In this paper, we propose a joint shared parameter model to model both discrete-time survival data and continuous longitudinal data. A discrete survival model with frailty and a generalized linear mixed model for the longitudinal data are joined to predict the probability of events. This joint model focuses on the discrete time-to-event outcome, taking advantage of repeated measurements, i.e. the probability of an event in a time window is more precisely predicted by incorporating the longitudinal measurements.
The paper is organized as follows. In section 2, we outline the joint shared parameter model. In section 3, estimation is discussed. Data on a study of tuberculosis (TB) are introduced in section 4. The joint model is then applied to the TB data and compared with two other models in Section 5. Finally, we present some simulation studies and conclusions in Section 6.
Model specification
The Cox generalized regression model 4 has a general form for both continuous and discrete time. In the case of discrete time points, the likelihood function can be written as: 14
where i is the index of a subject and j is the index of a discrete event time. The number of follow-up periods can vary from subject to subject. For the i subject, the index j can be 1, 2, 3, . . . , p i , where p i is the time period in which subject i experiences the event, drops out of the study or reaches the subject's maximum follow-up period. Let d ij represent the event status of subject i in time period j, i.e. if subject i experiences the event in time period j, then d ij ¼ 1; otherwise d ij ¼ 0. We assume that the probability (h ij ) of an event at time j for subject i can be expressed as a function of covariates and latent random effects as follows:
where i is a parameter for period j, X ij is the vector of possible covariates, is a parameter vector for X ij , and is a parameter vector for the random-effect vector u i , which is shared by the longitudinal model.
will then be:
Assuming the subjects are independent, the joint conditional distribution of all events for all subjects becomes
The event status d ij conditional on u i at discrete time points can then be modeled through a logistic regression model.
Let y ik denote the measurement of a response variable at time t ik for subject i, i ¼ 1, 2, . . . , n and k ¼ 1, 2, . . . , n i , where the t ik are continuous. Theoretically, the repeated measures can be measured before or after the event or right censoring. The follow-up schedule for longitudinal measurements can be different from the follow-up schedule for checking event, i.e. n i can be less or greater than p i . We use the same notation for time-to-event data as before. Both repeated measures and survival data are modeled conditional on an unobserved latent variable u i . Longitudinal data y ik conditional on u i are modeled as a linear mixed model. 15 For example, when a response variable has a linear trajectory over time, the linear mixed model can be written as:
where 0 and 1 are the fixed effects parameters and u i is a vector of random effects, i.e. u i ¼ u i0 , u i1 ð Þ 0 , which contains the unknown random intercept u i0 and slope u i1 for subject i. Here, Z 0 ik is a known 1 Â 2 design vector. We assume both " ik and u i have normal distributions centered at 0. Independence is also assumed between " ik and u i . The repeated measurements of (y ik ) conditional on the random effects (u i ) are then also independent. Let g y ð y ik ju i Þ represent the density function of y ik conditional on u i . Assuming subjects are independent, the conditional joint distribution of repeated measurements for all subjects will be
where U is a matrix of random effects, i.e. U ¼ u 1 , u 2 , . . . , u n ð Þ 0 . Under the assumption of conditional independence between g D D i ju i ð Þ and g Y ðY i ju i Þ given u i , the joint distribution for D i and Y i conditional on u i can be written as:
Let y Ã ij be the joint response variable. When ij ¼ 0, this variable indicates event status. When ij ¼ 1, this variable represents the longitudinal measurement. Here, index j ¼ 1, . . . , J i , where J i ¼ p i þ n i . Equation (7) can be written as:
where Y Ã i is the joint response vector. The conditional joint distribution for all subjects becomes:
We can also obtain the unconditional joint density for all subjects, i.e.
Although the joint model and the two-step method have the same model forms for both longitudinal data and survival data, the random effects u i are specified and estimated differently in the two methods. In the two-step approach, the u i are estimated using only the longitudinal data, in a first step. The estimation in this step does not take account of possible bias due to non-ignorable dropout. Another drawback of the two-step method is that theû i are only estimates of the u i and have measurement error, which can lead to bias. Parameters related to the survival time, including the parameter , are estimated using the conditional distribution of survival data given u i , withû i substituted for u i . However, in the shared parameter joint model approach, all parameters are simultaneously estimated from the joint likelihood. The joint model takes advantage of more data in the estimation process than the two-step method and the two-step method uses more data than the pure survival model. Therefore, we intuitively expect that the joint model will provide better prediction compared to the two-step method, and the two-step method will be better than a pure survival model.
Estimation
Since the joint shared parameter model is nonlinear in some parameters and includes random effects u i , it is a nonlinear mixed effects model (NLMM). In general, the integral in (10) does not have a closed form. Maximum likelihood estimation for the NLMM becomes a challenge because there is no closed form for the log likelihood. 16 We choose the Newton-Raphson (NR) algorithm along with the Laplace approximation to estimate the parameters of our joint model. We use empirical Bayes (EB) estimation for the random effects. The observed data has conditional density function (8) and we assume that the random effect u i ¼ ðu i0 , u i1 Þ 0 has a bivariate normal distribution, i.e. u i $ Nð0, GÞ. Let ðu i jGÞ denote this distribution. The posterior distribution of u i becomes
In (11), G and M denote the variance of the random and residual vectors, respectively. Since there are unknown parameters ðG, M, , Þ in the posterior density function of u i , estimators for these unknown parameters can be obtained through the marginal distribution mðY Ã i jG, M, , Þ of all the observed data using MLE or some other estimation methods. Once unknown parameters are estimated, the estimated posteriorpðu i jY Ã i Þ can be obtained by plugging these parameter estimates into (11) .
The estimated posterior mean of u i ,pðu i jY Ã i Þ, is defined as the EB estimator of u i for our shared parameter joint model. The expected value of u i conditional on the observed data will be
However, there are no known closed forms for (11) or (12) . Therefore, we cannot directly estimate u i using EB methods. A Monte Carlo Markov chain (MCMC) method can be used to integrate (12) . The MCMC can generate a dependent sequence from a target distribution and then these samples can be used to estimate the quantities of interest using the Monte Carlo method. The computational cost of estimation is sensitive to the starting values of parameters. In order to speed estimation, the estimates for the two-step model can be used as starting values for joint model estimation. Random effects are estimated using MCMC. Since the number of follow-up assessments for a subject is usually limited, the time of estimating random effect for one subject is relatively small. However, the aggregate time for all subjects will be considerable for large data, i.e. large number of subjects. Since our TB data has a small sample size, computation time is acceptable.
After obtaining the estimates of the fixed effect parameters, variance components and random effects, any quantity of interest, say f ð, AE, u i Þ, can be naturally predicted by substituting these estimates into the function, i.e. as f,AE,û i . In our shared parameter model, the hazard of the event, i.e. the conditional probability of event h ij given by equation (2), is of interest. The predicted hazard (h ij ) of an event can be estimated by substituting estimates of the fixed effect parameters, the variance parameters and the EB estimates of random effects into (2), i.e.
The Delta method 17 is applied to compute the variance of the predicted hazard, i.e.
where is the vector of parameters, including the fixed effects parameters , , ð Þand random effects
Þ . In practice, the variance of prediction is usually obtained through the unconditional mean squared error of prediction (UMSEP), 18 which is a naı¨ve prediction variance. In this method, the parameters , and are assumed independent of u i . The covariance matrix then becomes
An estimate of the covariance matrix (H) for , , ð Þ can be obtained from the inverse Hessian matrix, which is obtained during the estimation process, and Covðu i Þ can be obtained using the MCMC process. However, in most situations, the estimates of , and are not independent of u i . The naı¨ve method fails to account for the variability in estimating the parameters , and . 19, 20 Therefore, the naı¨ve method leads to a biased estimate of the prediction variance. A correction term that takes the variability in the estimation of the hyperparameters into account must be added into the naı¨ve estimate. [19] [20] [21] [22] [23] Booth and Hobert 18 proposed conditional the mean squared error of prediction (CMSEP) as a general measure of prediction variance. The CMSEP method is implemented in PROC NLMIXED for estimating the prediction variance. Using CMSEP, the variance matrix of can be constructed as, 18 CovðÞ ¼
where H is the estimated covariance matrix of , , ð Þ and is the EB estimator of the u i , i.e.
, and Ã is the covariance matrix of the u i . Thus, the prediction variance varðĥ ij Þ is obtained by substituting the estimated and covariance matrix CovðÞ into (14), i.e. the covariance matrix Cov ð Þ and the derivatives of @ĥ ij ðÞ @ 0 and @ĥ ij ðÞ @ in (14) are all evaluated at the estimated.
TB immunology data
Data were taken from an ongoing longitudinal study of TB transmission within households, the Kawempe Community Health study (KCHS). 24, 25 The KCHS systematically studies the processes of TB for both stages, i.e. latent TB infection (LTBI) and active TB disease, using a household contact design. People who live together in one residence were defined as a household. The first TB case identified in a household was defined as the index case. Household contacts were individuals who resided in a household with an index case at least 7 consecutive days during the 3-month period prior to the index case receiving a diagnosis of TB. As part of this study, household contacts were clinically evaluated, including tuberculin skin tests (TSTs) at baseline, and at 3, 6, 12 and 24 months after baseline. 26, 27 Blood draws for contacts who were TST negative at baseline were scheduled at baseline, 1, 3, 6, 12, 24 months, as well as at sick visits. Details of the enzyme-linked immunosorbent assay (ELISA) are given in reference. 28 A total of 348 index cases and 1185 household contacts were enrolled into the KCHS between 2002 and 2006. Among 1185 household contacts, 85 were classified as coprevalent, 362 as TST negative, and 729 as TST positive with 9 of unknown status at baseline. A total of 139 of 362 TST-negative contacts were found to have conversion to positive at follow-up visits. The exact time of TST conversion was unavailable, i.e. the event is interval censored. We define four discrete time periods for conversion, i.e. baseline to month 3 as period 1 (T 1 ), 3-6 months as period 2 (T 2 ), 6-12 months as period 3 (T 3 ) and 12-24 months as period 4 (T 4 ). None of the 362 contacts with negative TST at baseline were lost to follow-up prior to 24 months. Thus, censoring can only take place at 24 months because all TST-negative contacts were followed at 3, 6, 12 and 24 months or until TST conversion was observed, and there were no dropouts.
The discrete time of conversion and longitudinal measurements are critical for answering the scientific question of whether these data, along with baseline information, can be used to predict the time of TST conversion. Therefore, subjects with missing or invalid times of conversions or missing longitudinal measurements are excluded, and we only include the TST-negative contacts who have at least one ELISA record with a valid time in this study. Among the cohort of 362 TST-negative contacts, there are 264 contacts who have at least one ELISA record with a valid measurement time. Of these, 98 (37.1%) have conversion event at T1, T2, T3 or T4.
Predictive modeling using the TB data
To compare with our joint model, the TB data were also fitted using a two-step model and a pure survival model. The survival model should incorporate the longitudinal measurements as a regular covariate or a time-varying covariate. However, this strategy is not suited to highly unbalanced longitudinal data like the TB data. In the TB data, TST and biomarker measuring have different schedules and a high percentage of subjects did not follow the schedule of blood drawing. There are both discrete times for TST conversion and continuous times for repeated measure. A Cox regression model can be applied to discrete-time survival data by treating the discrete time as continuous. Repeated measures can then be incorporated into survival model as time-dependent covariates. However, the method of assuming the discrete-time period as continuous time would lead to biased parameter estimation 2 and this approach will generally give inconsistent estimators of the relative risk function. 29 Furthermore, the asymptotic bias increases as the discrete times become coarser. The TB data only have four unequal time periods which are very coarse. A pure survival model was fitted only using TST conversion data. Our intent to model this pure survival model is to show that the longitudinal measurements are useful in predicting TST conversion, by comparing the two-step model and the joint model to the pure survival model. The results of all the three models with the covariate (age) in the survival model are shown in Table 1 . All parameters, including the coefficient () for age, were significant at ¼ 0.05. In particular, p values for the coefficient () of the random effects and for the intercept ( 0 ) and slope ( 1 ) in the longitudinal model are very small (<0.05), for both the two-step and joint models, whether including baseline age or not. The biomarker MTB6D7 was a statistically 0.0017 -----significant predictor of TST conversion in both the two-step and joint model, in contrast to the pure survival model. The estimated odds ratios for the effect of baseline age on survival are 1.042 (se ¼ 0.013), 1.036 (se ¼ 0.010) and 1.027 (se ¼ 0.009) for the joint, the two-step and the survival model, respectively. These odds ratios indicate increased odds of conversion when the baseline age increases and other covariates are fixed. Increasing age is associated with an increased risk of TST conversion. All p values (0.0023, 0.0006 and 0.0005 for the survival model, the two-step model and joint model, respectively) from nested likelihood ratio tests indicate that the covariate age should be included in all three models. Other covariates might also be investigated using the same process. HIV status and gender were also separately modeled as covariates along with age in the survival model portion of each of the three models. The p values of approximate t tests are 0.6730 (joint), 0.5811 (two-step) and 0.0282 (survival) for HIV status, and 0.0872 (joint), 0.0802 (two-step) and 0.0962 (survival) for gender. Large p values (>0.05), except 0.0282 for HIV status in the discrete survival model, suggest that HIV status and gender need not be included in the model.
Owing to the small sample size (264 subjects), split-sample validation is inappropriate. The .632 bootstrap validation method 30 was used for validation and evaluating the performances of the three models. With the .632 bootstrap method, the apparent performance was first obtained by fitting and validating the three models using the original sample. The estimates of fixed effects parameters and variance components were obtained by fitting the three models using the bootstrap sample. These estimates were used to evaluate the prediction performance for subjects not in the bootstrap sample, which is called the test sample. The bootstrap procedure was repeated 150 times. After the average test performance was subtracted from the apparent performance, the remainder was weighted by 0.632. This weighted remainder is the estimated optimism. The overall performance was then obtained by subtracting the optimism from the apparent performance, i.e. estimated performance ¼ apparent performance À .632 Â [apparent performance À average (performance on the test samples)] ¼ 0.368 Â apparent performance þ 0.632 Â average (performance on the test sample).
The performance of prediction for the three models for the TB data were evaluated and compared using the Brier score, area under the receiver operating characteristic (ROC) curve (AUC), Hosmer-Lemeshow (H-L) statistic and Kolmogorov-Smirnov (K-S) statistic, which were estimated using bootstrapping. The Brier score can be partitioned into a calibration part and a refinement part. 31 The model with the smaller Brier score is preferred. The AUC and K-S are statistics for measuring the discrimination ability of a model. Larger values for AUC and K-S are desirable for a model. The K-S test was also conducted to test the discrimination significance of the model. The calibration for all models was assessed using the H-L statistic and H-L test. The results of these measures for each period using the bootstrap validation method are tabulated in Table 2 .
For periods 1 and 2, the joint model has the smallest Brier Score and the two-step model has a smaller Brier Score than the pure survival model. However, the two-step model has a smaller Brier score than the other two models for periods 3 and 4. The pure survival model has the largest Brier score across all periods. When ranked from highest to lowest according to the AUCs and K-S statistics, the rankings are the joint model (highest), the two-step model and the survival model (lowest), across all periods. The average p values for the K-S tests are all small with the exception of the survival model for period 1. All three models have a high percentage of p values for the K-S test that are less than 0.05 in all periods, the highest being the survival model for period 1 (60.7%).
Paired t-tests show that the AUCs differed significantly between all three models at all periods (p value < 0.0001). Therefore, the shared parameter joint model is significantly better than the other two models in terms of discrimination ability as measured by the AUC, and the two-step model had significantly better discrimination ability than the discrete survival model. We conclude that the shared parameter joint model has the best discrimination performance among the three models, and that the two-step model has better discrimination performance than the discrete-time survival model.
The calibration of the three models was investigated using H-L statistics and H-L tests. Bootstrap samples with prediction for all bootstrapping steps were pooled together. For the H-L method, the subjects were partitioned into 5 groups according to their ranked predicted probabilities for each model at each period, for both the bootstrap sample and test sample. The expected number of events and the observed number of events for these 5 groups at each time period were used to calculate the H-L statistic for the bootstrap samples. The H-L statistic test samples (original TB data) were also obtained using the same procedure. The overall H-L statistic was also obtained using the .632 method and the p value for the H-L test was calculated by assuming a chi-square distribution with 3 degrees of freedom for the H-L statistic. The results of H-L statistics and H-L tests are listed in Table 2 . The shared parameter joint model had the highest H-L statistic across all periods. The H-L statistic for the two-step model is higher than the survival model for all periods except period 3. The p values of the H-L tests for the joint model are low (<0.05) for periods 1 and 4. The two-step and survival models have large p values of H-L tests across all periods. Therefore, the twostep and the survival models for all periods are at an acceptable level for calibration. The joint model's calibration for periods 2 and 3 is acceptable. However, based on calibration results, we should be cautious in applying the joint model to periods 1 and 4 due to low p values for the H-L test. A trade-off exists between discrimination and calibration since a model usually cannot be perfect in both. 32 If the ability to discriminate subjects with versus without TST conversion is of more interest than the calibration of the prediction, the joint model is suitable for the prediction of periods 1 and 4. In summary, for these data the shared parameter joint model had better overall performance and discrimination ability than the two-step model and the discrete survival model when bootstrap validation was performed. 
Simulation
We conducted various simulation studies to investigate our model's estimation accuracy and prediction performance compared to the two-step model and the pure survival model. Factors of prediction performance were also studied in simulations. All simulation studies were based on the TB data, i.e. the true values for all parameters were from the joint model of the TB data or one parameter was varied and others remained unchanged. The sample size of the simulated data was 300, which was similar to the TB data (n ¼ 264). The missing rate of longitudinal measurements was set to be 0.8, which was the rate of missingness in the TB data. We simulated four measurement periods which were the same as for the TB data, but we did not consider non-scheduled measurements, such as sick visits. We also did not consider the situation of dropout in the simulations. A total of 1000 replicates were generated using estimates from the joint model under our TB data as the true values of parameters and were used to fit the discrete-time survival model, the two-step model and the shared parameter joint model. From the results of fitting the three models on simulated data sets, estimates and the 95% confidence intervals of parameters were obtained. For each we also calculated the percentage of CIs that covered the true value.
The estimated bias was found by subtracting the true value from the average of the estimates and the mean square error (MSE) was defined by
The percentage of bias for an estimator was also estimated as
In Table 3 , the estimates from the joint model had larger variance and MSE than the other two models for all parameters except the variance components. The joint model also had smaller absolute bias and % bias. We also noticed that the joint model had the best coverage of 95% confidence intervals for almost every parameter as compared to the two-step model and the pure survival model. The average estimates from the survival model had larger %bias and lower coverage probability due to the misspecification of the discrete survival model for the simulated data. That is, the survival model did not account for the random effect that was included when simulating the discrete survival data. Also, the occurrence of a conversion event for a subject led to an informative dropout (i.e. missing values for the biomarker after the time of conversion) for this subject when the coefficient was not zero. While the joint model correctly accounted for this informative (nonignorable) dropout, the two-step model did not. This was one of the reasons that explain the large %bias and the low coverage probability for and 1 when estimated by the two-step model. Another explanation for the larger negative bias in for the two-step model is that it uses an estimate of the random effect u i for the true value, and the presence of measurement error causes attenuation in the estimate of . All properties indicated that the joint model and the two-step model have better estimation as compared to the survival model, and the joint model has either better or similar properties as compared to the two-step model. Another similar simulation was conducted setting the true value of to zero. In this simulation, the joint model, the two-step model and the survival model had low absolute bias, low absolute %bias, low MSE and high coverage of 95% confidence intervals. Since the magnitude of the coefficient () was zero, the occurrence of the conversion event for a subject leads to a non-informative (ignorable) dropout. The two-step model did not have an informative dropout problem in this case. There was also no misspecification for the survival model when the coefficient () was zero since the event is independent of the longitudinal measurements.
Data from the simulations carried out under the TB data scenario were also used to evaluate the prediction performance for the discrete time survival model, the two-step model and the shared parameter joint model. Apparent validation was applied to every simulated data set. The averages of AUC, Brier score, K-S and H-L for the three models across all simulated data sets are tabulated in Table 4 . The shared parameter model has the smallest average Brier scores for all periods. The twostep model has smaller average Brier scores than the survival model. The averages of the AUCs and K-S statistics ranked from high to low for the joint model, the two-step model and the survival model across all periods. The average p values for the K-S tests were all small (<0.05) with the exception of the survival model for period 1. We also noticed that the joint model and the two-step model had the highest percentage (100%) of K-S test p values that were less than 0.05 in all periods. With the exception of the shared parameter model and the two-step model in period 1, all average p values of H-L tests were large (>0.05). Therefore, simulation studies led to the conclusion that the joint model had the best discrimination ability, and the two-step model had better discrimination 32 In practice, discrimination is of more interest than calibration. Therefore, simulation studies show that joint model is preferable according to discrimination ability. We also studied the models under different scenarios in order to investigate potential factors, in particular the coefficient of longitudinal measurement () and the intrasubject correlation coefficient (ICC) that might have an effect on the prediction performance.
A base scenario was defined slightly differently from the TB data. In this base scenario, was set to 1, the missing rate of longitudinal measurements was 0.4, sample size increased to 600 and ICC ¼ 0.5. We simulated 500 data sets for each scenario, varying and . The average AUCs are listed in Table 5 . The results of these simulation studies under the 5 scenarios provided evidence that the ICC () and the coefficient of random intercepts () have a large effect on the prediction performance. The effect of the coefficient of longitudinal measurement () on prediction performance in the two-step model and the shared parameter joint model were then investigated through a more intensive simulation study. The coefficient () was varied from -3.2 to 3.2 by steps of 0.015, i.e. a total of 426 data sets were simulated. Apparent validation was then conducted for each of the four periods of each data set. Then the AUCs of the three models for all periods for each data set were calculated. The AUCs of period 4 are plotted against the coefficient () in Figure 1 as a demonstration. In Figure 1 , the solid line and the dashed line are two smoothed lines using LOESS for the joint shared parameter model and the two-step model, respectively. These show that, except when is near zero, the joint model has higher AUCs than the two-step model. The plot in Figure 1 confirms that the shared parameter joint model has better prediction performance (calibration) than the twostep model when 6 ¼ 0, with the difference increasing the farther is from zero. The TB scenario was simulated based on the TB data, i.e. the true values for all parameters are from the joint model of the TB data, the sample size is 300 and the missing rate of longitudinal measurements is set to be 0.8, which is the rate of missingness in the TB data.
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