As deep neural network (NN) methods have matured, there has been increasing interest in deploying NN solutions to "edge computing" platforms such as mobile phones or embedded controllers. These platforms are often resource-constrained, especially in energy storage and power, but state-of-the-art NN architectures are designed with little regard for resource use. Existing techniques for reducing the resource footprint of NN models produce static models that occupy a single point in the trade-space between performance and resource use. This paper presents an approach to creating runtime-throttleable NNs that can adaptively balance performance and resource use in response to a control signal. Throttleable networks allow intelligent resource management, for example by allocating fewer resources in "easy" conditions or when battery power is low. We describe a generic formulation of throttling via block-level gating, apply it to create throttleable versions of several standard CNN architectures, and demonstrate that our approach allows smooth performance throttling over a wide range of operating points in image classification and object detection tasks, with only a small loss in peak accuracy.
This paper considers performance throttling via selective gating. This figure shows different ways of organizing gated components -widthwise vs. depthwise gating, and independent vs. nested ordering.
performance for a given level of "computational effort." Our method is largely model-agnostic, as we demonstrate by applying it to several different convolutional NN (CNN) architectures. Importantly, due to our focus on computational "blocks", our method is also amenable to acceleration in hardware because it preserves most opportunities for vectorized computation that are present in the original architectures. Our two-stage training approach allows the "data path" of the network to be trained once, while the gating module -which is computationally much simpler -can be trained and retrained separately. This makes the overall throttleable NN highly adaptable, and the gating module could even potentially be trained on the edge device to accommodate a changing environment.
In the remainder of this paper, we describe our approach to throttleable NNs, show how to create throttleable versions of different CNN architectures, and discuss several schemes for gating. We then evaluate different TNN architectures on image classification and object detection tasks.
Throttleable Neural Networks
A neural network is a parameterized function h θ (x) mapping an input x ∈ X to an output y ∈ Y . We define a throttleable neural network (TNN) as a function of two variables, h θ (x, u), where u ∈ [0, 1] is a control parameter that indicates how much "computational effort" the network should exert. We emphasize that u is an additional input to the network; after training is complete, the parameters θ are fixed but u can change. In our framework, the loss function of a TNN has two components, J(x, u, y,ŷ) = L(y,ŷ) + λC(x, u).
The "task loss" component, L, is a task-specific performance measure, e.g., cross-entropy loss for classification. The "complexity loss," C, measures the resources used -energy, CPU time, etc. -when the network processes example x at "effort level" u, and λ controls the balance of the two losses. A simple example of a TNN would be an architecture that employs Dropout (Srivastava et al., 2014) at test-time. In this case, the dropout probability u would be the control parameter. We develop more sophisticated schemes in Section 3.
Related Work
The only work we are aware of that addresses runtime-controllable throttling of NNs is that of Odena et al. (2017) . That work proposes a model in which each layer has multiple data paths, and a "Composer" module chooses which path to take in each layer. The Composer takes a control parameter as input and its loss function penalizes complexity weighted by the control signal. We describe a broader TNN framework that subsumes the model of Odena et al. (2017) . There is a much larger body of work on static approaches to reducing NN resource requirements.
Model Compression Works such as MobileNets (Howard et al., 2017) have demonstrated how small tweaks to an architecture can greatly reduce resource requirements with minimal loss of accuracy. One family of approaches that performs such a transformation automatically is quantization, which uses reduced-precision for weights and/or activations to reduce memory usage and, in some cases, enable cheaper computation in hardware. Examples include Binarized NNs (Courbariaux et al., 2015; Hubara et al., 2016) , XNOR-Nets (Rastegari et al., 2016) , and (Generalized) Ternary Connect (Lin et al., 2016; Parajuli et al., 2018) . Another approach is to remove computations without affecting the result, such as by pruning near-0 weights (e.g. Han et al., 2015) or using low-rank weight tensor approximations (Lebedev et al., 2015) . Other schemes are based on structuring the computations in the network to use available hardware elements most effectively (e.g. Lane et al., 2016) .
Conditional Computation Conditional computation or "gating" is based on turning off parts of the network. This can be viewed as "block-wise" dropout (Srivastava et al., 2014) applied at runtime. Bengio et al. (2013) and Bengio et al. (2015) consider stochastic gating with Bernoulli random variables. The sparsely-gated mixture-of-experts model (Shazeer et al., 2017) learns to "rank" NN modules and selects only the top k modules for computation. Many conditional computation schemes use ResNet modules (He et al., 2016) as building blocks, leveraging the observation that ResNets behave as an ensemble of shallower networks (Veit et al., 2016) . Skipnet and Blockdrop (Wu et al., 2018) are very similar approaches that learn to bypass ResNet blocks based on the input. Similar ideas also appear in recent work on neural architecture search (e.g. Pham et al., 2018) . A notable subclass of conditional computation approaches is based early stopping once some threshold of "confidence" is achieved. Examples of this approach include Adaptive Computation Time (ACT/SACT) (Figurnov et al., 2017) , BranchyNet (Teerapittayanon et al., 2016) , amd Dynamic Time Recurrent Visual Attention (DT-RAM) (Li et al., 2017) .
Throttling via Gating
The design space of TNNs is very large. In this paper, we develop throttleable versions of common CNN building blocks. If throttling is to reduce resource use, the function that determines how to throttle the network should be much cheaper to compute than the network that it controls. It is not practical, for example, to control throttling at the level of individual neurons. Our approach is based on structuring the network into "blocks" of neurons and applying gating at the block level.
Modular Gated Networks
We consider a family of TNN architectures that we call modular gated networks. A gated module has the functional form
n is the gating function with parameters ψ, denotes element-wise multiplication, and a is the aggregation function that maps g ψ (x, u) f θ (x) to the appropriate output space. The elements of f can be arbitrary NN modules, but we assume they have the same input space and that their outputs can be aggregated appropriately, such as by concatenating or summing them. We will omit the parameter subscripts when they are not relevant. Our exposition focuses on a single gated module for simplicity, but note that in practice we compose multiple gated modules to create a typical multi-layer NN.
As usual when applying dropout, we found it necessary to normalize the activations so that the output magnitude is similar for all dropout rates. Thus in practice, we implement gated modules of the form
whereḡ is the normalized gating function,
When g i = 0, the component f i is effectively disabled. When training on a GPU, we implement the mathematical form (2) directly to take advantage of vectorized computations. In a deployed system, we would skip computing f i when g i = 0 to realize power savings. 
Defining the Components
The components of f could be anything from individual neurons to entire networks. We focus on an intermediate level of granularity. The size of neural networks can be measured along two dimensions: the "width" or number of features per layer, and the "depth" or number of layers from input to output. Decompositions into components can be defined along both of these dimensions ( Figure 1b ).
Width-wise gating entails disabling some of the neurons in a single layer. To reduce the complexity of the gating function, we consider block gating schemes in which neurons are partitioned into disjoint sets and gated as a group. In convolution layers, the blocks are sets of convolutional filters; in fully-connected layers, the blocks are sets of neurons. Examples of width-wise gating include the mixture-of-experts layer (Shazeer et al., 2017 ) and the Composer model (Odena et al., 2017) .
Depth-wise gating entails bypassing entire layers. It is applicable only to networks that have skip-connections, since otherwise disabling a layer would cause all subsequent layers to receive no information about the input. This is the more common form of gating in recent literature (e.g. Huang et al., 2016; Figurnov et al., 2017; Wang et al., 2017; Wu et al., 2018) , where it is usually applied in a ResNet-style architecture (He et al., 2016) .
Throttleable CNN Architectures
To examine the generality of our TNN concept, we created throttleable versions of several popular CNN architectures, summarized in Table 1 .
VGG The VGG architecture (Simonyan & Zisserman, 2014 ) is a typical example of a "single-path" CNN. We apply width-wise gating to groups of convolutional filters in each layer and combine the group outputs by concatenating them. Because VGG lacks skip-connections, we enforce that at least one group must be active in each layer, to avoid making the output zero.
ResNeXt-W ResNeXt (Xie et al., 2017 ) is a modification of ResNet (He et al., 2016 ) that structures each ResNet layer into groups of convolutional filters that are combined by summing. We created a widthwise-gated version of ResNeXt ("ResNeXt-W") by treating each filter group as a gated component. We suspected that this architecture is particularly well-suited for width-wise gating, since the summing operation is "smoother" than concatenation.
ResNet-D We also experimented with a depthwise-gated version of standard ResNet ("ResNet-D"), similar to Blockdrop/Skipnet Wu et al., 2018) . In this architecture, the gated components are entire ResNet blocks that are skipped when gated off.
DenseNet In the DenseNet architecture , each dense block contains multiple narrow layers that are combined via concatenation. These narrow layers make natural units for gating. We view this architecture as primarily widthwise-gated since the components are concatenated "horizontally," but it also has qualities of depthwise gating due to the skip connections.
Order of Gating
In all other work on gated networks that we are aware of, the components of each gated module are viewed as independent of one another, with few constraints on their pattern of activation. This independent gating scheme makes sense when the goal is for each component to model different features of the data, such as in a mixture-of-experts architecture (Shazeer et al., 2017) , and there is some evidence that independent contextual gating induces this type of specialization (Wu et al., 2018) . For our goal of throttling over a range of set points, however, this specialization is not necessary and may be counterproductive, since it can be expected to produce some redundancy in the representation. We propose a different method that we call nested gating. In the nested scheme, the gating function g is constrained such that g i > 0 ⇒ g j > 0 ∀j < i (Figure 1b) . Empirically, we observe that the nested scheme gives superior throttling performance given the same architecture (Section 5).
Training Throttleable Networks
The goal of training a throttleable network is to create a model that varies its complexity in response to the control parameter u. The natural measure of complexity is the number of active components, possibly weighted by some measure of resource consumption for each component,
The gate control strategy embodied in g ψ (x, u) modulates the resource utilization of the TNN. Our experiments examine both static and learned gating functions. In the static approaches, the control parameter u determines the number of gated blocks that should be used, and the choice of which blocks to turn on is made according to a fixed rule. Empirically, we find that a straightforward application of the nested gating order works very well.
We also consider learning the gating function. We enforce the constraint that the actual complexity c(g) should not exceed the target complexity u by optimizing the combined loss function
We experimented with variants of C of the two functional forms
for p ∈ {1, 2}. In a sense, the "hinge" penalty (5) is the "correct" objective, since there is no reason to force the model to use more resources unless it improves the accuracy. In practice, we found that the "distance" penalty resulted in somewhat higher accuracy for the same resource use.
Learning the gate controller is complicated by the "rich get richer" interaction between g and f , in which only the subset of f selected by g receives training, which improves its performance and reinforces the tendency of g to select it. To address this, we adopt a two-phase training strategy similar to Figurnov et al. (2017) . In the first phase, we train the "data path" with random gating to optimize only L while being "compatible" with gating. In the second phase, we train the gating controller to optimize the full objective J while keeping the data path fixed.
Training the Data Path
During Phase 1 of training, we train the feature representations of the TNN to be robust to varying amounts of gating. The choice of how u is sampled during training is important for obtaining the desired performance profile. From an empirical risk minimization perspective, we can interpret the training-time distribution of u as a prior distribution on the values of u that we expect at test-time.
Ordinary training without gating can be viewed as one extreme, where we always set u = 1. In Figure 2 , we compare these three schemes on the CIFAR10 dataset (Krizhevsky & Hinton, 2009 ) using a simple ResNeXt model. We can see that there is a trade-off between peak performance and "average-case" performance as quantified by the area under the curve. Thus, we should choose the training-time distribution of u to match the anticipated test-time usage profile.
In our experiments, we employ a training scheme designed to maximize the useful range of u. For each training example, we draw u ∼ Uniform[0, 1]. Then, for each gated module, we select k blocks to be gated on, where k = min(n, u · (n + 1) ) and n is the number of blocks in the module. For NESTED gating strategies (Figure 1b) , we set g 1 , . . . , g k to 1 and g k+1 , . . . , g n to 0, while for INDEPENDENT gating strategies we choose k indices at random without replacement.
Algorithm 1 Two-Phase TNN Training {Train the data path} for # epochs in Phase 1 do for all (x, y) in training data do 
Training the Gating Module
When learning g, we proceed to Phase 2 of training, where we hold the data path parameters θ fixed and optimize the gate controller parameters ψ. As in Phase 1, we draw the target utilization u from a uniform distribution. We model the components of the gating function as Bernoulli random variables,
and our task is to learn the function p ψ giving the activation probabilities of each component. Since C is discontinuous, we need to employ a gradient estimator for training. We evaluated two existing methods of training networks with stochastic discrete neurons for this purpose.
Score function estimator The most common approach (Bengio et al., 2013; Wang et al., 2017; Wu et al., 2018) is to treat g as the output of a stochastic policy and train it with a policy gradient method such as the score function (REINFORCE) estimator,
where Pr(g ψ (x, u)) is the density of the random variable g. Since each g i is an independent Bernoulli random variable (7), the log probability is given by log Pr(g)
Continuous relaxations Relaxation approaches soften the discrete gate vector into a continuous vector of "activation strengths." In particular, we use Concrete random variables (Maddison et al., 2017) to stand in for discrete gating during training. Concrete distributions have a temperature parameter t where the limit t → 0 recovers a corresponding discrete distribution. The Bernoulli distribution is replaced by the binary Concrete distribution,
where L ∼ Logistic(0, 1) and α i = p i /(1 − p i ). We set t > 0 during training to make the network differentiable, and use t = 0 during testing to recover the desired hard-gated network.
Experiments
Our experiments compare different approaches to creating TNNs using gating in image classification and object detection tasks. Our goal is not to achieve state-of-the-art performance in any task, but rather to make a fair comparison between gating strategies using representative NN models and tasks. Additional details of our methods are available in the supplementary material.
Image Classification: CIFAR10
The CIFAR10 dataset (Krizhevsky & Hinton, 2009 ) is a standard image classification benchmark consisting of 32x32 pixel color images of 10 categories of object. We used the standard 50k image training set and 10k image test set, with no data augmentation. The CNN architectures were as follows. DenseNet: DenseNet-BC with 3 dense blocks having 16 components each with a growth rate of 12. ResNeXt: The ResNeXt architecture for CIFAR as described by Xie et al. (2017) with 16 gated components in each of the 3 stages. VGG: The VGG-D architecture truncated to the first 3 convolution stages followed by a 4096 unit fully-connected layer; all three convolution stages and the fully-connected layer were partitioned into 16 gated components. The "Independent+Learner" methods use a "blind" control network (FC → ReLU → FC) that maps the control input u to gate vectors g for each gated module. We show results for the C 2 dist complexity penalty (6) and λ = 10.
Results
The most noticeable result is that nested gating substantially outperformed all variations on the independent method for all 3 architectures (Figure 3) . The difference is especially pronounced for VGG; we attribute this to VGG learning more "entangled" representations than architectures with skip connections, which could make it more sensitive to exactly which components are gated off. For independent gating, the learned gating controllers were consistently better than random gating for both REINFORCE and Concrete training methods. The learned controllers achieve better performance by allocating computation non-uniformly across the different stages of the network ( Figure 5 ). Note that the learned gating functions do not cover the entire range of possible utilization [0, 1] . The useful range of u was larger for larger λ and for complexity penalties with p = 1, but these also resulted in lower accuracy overall.
Image Classification: ImageNet
Our second set of experiments examines image classification on the larger-scale ImageNet dataset (Russakovsky et al., 2015) using the DenseNet-169, ResNeXt-50, and ResNet-50 architectures. For ImageNet, we used pre-trained weights to initialize the data path, then fine-tuned the weights with gating. We used the DenseNet-169 and ResNet-50 models from the torchvision package of PyTorch, and for ResNeXt-50 we converted the original Torch model (Xie et al., 2017) to PyTorch using a conversion utility (clcarwin, 2017) .
In these experiments, we consider widthwise nested gating ("WN" in Figure 4a ) and depthwise nested gating ("DN"). In the DN scheme, we repeatedly iterate through the stages of the ResNet network from output to input and turn on one additional layer in each stage, unless the proportion of active layers in that stage exceeds u, and stop when the total utilization exceeds u. The "-T" suffix in the figures indicates that fine-tuning with gating was applied.
Results The throttleable models reached a peak accuracy within about 2 − 3% of the corresponding pre-trained model, and all were smoothly throttleable through the full range of utilization whereas the pre-trained models degrade rapidly with increased throttling. The ResNeXt model was best in terms of both peak accuracy and area-under-curve. Unlike in CIFAR10, the DenseNet model was substantially worse than ResNeXt in ImageNet. 
Object Detection
We next studied throttleable NNs for the PASCAL VOC 2007 object detection task (Everingham et al., 2007) . To create a throttleable object detector, we began with the Faster RCNN framework (Ren et al., 2015) and replaced the "backbone" CNN with a throttleable network. Our implementation of Faster RCNN is based on the open-source code of Chen (2017) . We used the DenseNet-169 and ResNeXt-50 models in this experiment. Following the approach of He et al. (2016, Appendix A) for combining ResNet with Faster RCNN, we split our models after the layer with a 16 × 16 pixel receptive field, using the first half of the network as the feature representation, and the second half as the classifier. The naïve models are trained on Imagenet and then fine-tuned on VOC2007, with no gating during training. The throttleable models take the throttleable networks from the ImageNet experiments and fine-tune them on VOC2007 with gating.
Results Similar to results on image classification, we observe that the baseline method achieves higher peak MAP, but its performance quickly drops when any gating is applied. The throttleable models have lower peak MAP, but degrade more gracefully. Interestingly, performance of the throttleable models peaks around u = 0.5-0.75 and then degrades as u → 1. We also observed this to a lesser extent in some of the classification experiments, most notably with VGG in CIFAR10. It may be that the modules that are only active when u > 0.75 receive inadequate training because they are active less often. The result might be improved by altering the distribution of u during training to sample values closer to 1 more frequently.
Summary and Future Work
We introduced the idea of a runtime-throttleable neural network, which is a single model whose performance can be varied dynamically to produce a range of trade-offs between task performance and resource consumption. We instantiated throttleable NNs using gated networks composed of many smaller components that can be turned on and off. In experiments on image classification and object detection, we applied our generic approach to NN throttling to multiple CNN architectures, and found that the resulting models could be effectively throttled across a range of set points, while having peak accuracy comparable to their standard un-throttleable versions. Our proposed nested gating scheme was especially effective.
We have three primary objectives for future work. First, we intend to explore more-sophisticated contextual gating controllers that take the input into account when making gating decisions (e.g. Wu et al., 2018) . Second, we are investigating using reinforcement learning to train "meta-controllers" that manipulate the control signal u directly. This decouples the decision of how much to throttle from the decision of which components to turn off. Since the meta-controller's learning problem is greatly simplified, it may be possible to train the controller after deployment on an edge device. Our goal is to demonstrate adaptive throttling in response to environmental conditions (such as battery charge, illumination level, etc.) in a deployed application. Finally, we are investigating how best to implement the gating mechanism to realize energy savings on real hardware. Results The most noticeable result is that nested gating substantially outperformed all variations on the independent method for all 3 architectures (Figure 3) . The difference is especially pronounced for VGG; we attribute this to VGG learning more "entangled" representations than architectures with skip connections, which could make it more sensitive to exactly which components are gated off. For independent gating, the learned gating controllers were consistently better than random gating for both REINFORCE and Concrete training methods. The learned controllers achieve better performance by allocating computation non-uniformly across the different stages of the network ( Figure 5 ). Note that the learned gating functions do not cover the entire range of possible utilization [0, 1]. The useful range of u was larger for larger λ and for complexity penalties with p = 1, but these also resulted in lower accuracy overall.
A.2 ImageNet
Our second set of experiments examines image classification on the larger-scale ImageNet dataset (Russakovsky et al., 2015) using the DenseNet-169-BC, ResNeXt-50, and ResNet-50 architectures. For ImageNet, we used pretrained weights to initialize the data path, and fine-tuned the weights with gating for 30 epochs using the Adam optimizer (Kingma & Ba, 2015) with a fixed learning rate of 1e−5 with a batch size of 256. We used the DenseNet-169 and ResNet-50 models from the torchvision package of PyTorch, and for ResNeXt-50 we converted the original Torch model (Xie et al., 2017) to PyTorch using a conversion utility (clcarwin, 2017) . During fine-tuning, the control parameter u is sampled from u ∼ Uniform[t, 1], where t begins at 1 and is reduced by 0.05 every epoch until reaching 0. We compared this fine-tuning approach to training the gated network from scratch. For both architectures, training from scratch produced substantially worse results than fine-tuning a pretrained model, and we report results only for the fine-tuned models.
We used the standard train / val split from the ILSVRC CLS-LOC dataset. We use the standard proprocessing employed for the PyTorch models, namely normalizing the three image channels to µ = (0.485, 0.456, 0.406) and σ = (0.229, 0.224, 0.225). For training, we augment the data by cropping to a random 224 × 224 image and flipping it horizontally with probability 0.5. For testing, we resize the image to 256 × 256 and then center-crop to 224 × 224.
The performance measure is mean Top-1 classification accuracy on the val set.
Results The throttleable models reached a peak accuracy within about 2 − 3% of the corresponding pre-trained model, and both were smoothly throttleable through the full range of utilization whereas the pre-trained models degrade rapidly with increased throttling. Unlike in CIFAR10, here the ResNeXt model loses less performance for moderate amounts of throttling compared to DenseNet. Training DenseNet from scratch with gating was less successful, reaching a peak accuracy of only about 50%, compared to around 74% for the fine-tuned approach. Because Imagenet is much larger than CIFAR10, we used substantially fewer training epochs and did not use the Cosine Annealing learning rate schedule. It is possible that these two factors were important for achieving good performance when training from scratch on CIFAR10. We did not attempt to train the other models from scratch due to the poor performance of DenseNet.
A.3 Object Detection
We next studied throttleable NNs for the PASCAL VOC 2007 object detection task (Everingham et al., 2007) . To create a throttleable object detector, we began with the Faster RCNN framework (Ren et al., 2015) and replaced the "backbone" CNN with a throttleable network. Our implementation of Faster RCNN is based on the open-source code of Chen (2017) . We used the DenseNet-169 and ResNeXt-50 models in this experiment. Following the approach of He et al. (2016, Appendix A) for combining ResNet with Faster RCNN, we split our models after the layer with a 16 × 16 pixel receptive field, using the first half of the network as the feature representation, and the second half as the classifier.
We froze the weights from the input layer through the second "stage" in the feature networks as well as all batch norm layers (He et al., 2016) , and fine-tuned the remaining weights on the VOC 2007 trainval images. The naïve models are trained on Imagenet and then fine-tuned on VOC2007, with no gating during training. The throttleable methods start with the corresponding throttleable architectures trained in the ImageNnet experiment and fine-tunes it on VOC2007. Similar to the Imagenet experiments, during fine-tuning the control parameter u is sampled from u ∼ Uniform[t, 1], where t begins at 1 and is reduced by 0.1 every epoch until reaching 0. Fine-tuning lasts for 16 epochs for all models.
The implementation of Faster RCNN we used as a base Chen (2017) uses the parameters described in the original Faster RCNN paper (Ren et al., 2015) , and we did not attempt to optimize them. The performance measure is Mean Average Precision on the VOC2007 test set. We use the mAP implementation from Chen (2017) , which is derived from the VOC 2012 version of the mAP criterion (which differs from the version used for VOC 2007).
Results Similar to results on image classification, we observe that the baseline method achieves higher peak MAP, but its performance quickly drops when any gating is applied. The NESTED method has lower peak MAP, but degrades more gracefully. Interestingly, performance of the gated variant peaks at u = 0.75 and then degrades as u → 1. We also observed this to a lesser extent in some of the classification experiments, most notably with the VGG architecture in CIFAR10. It is possible that this is due to the modules that are only active when u > 0.75 receiving inadequate training, despite the annealing schedule we employed for u. The result might be improved by altering the distribution of u during training to sample values closer to 1 more frequently, and we intend to investigate this.
