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Abstract
The trust region method is an algorithm traditionally used in the field of derivative free
optimization. The method works by iteratively constructing surrogate models (often linear or
quadratic functions) to approximate the true objective function inside some neighborhood of a
current iterate. The neighborhood is called “trust region” in the sense that the model is trusted to
be good enough inside the neighborhood. Updated points are found by solving the corresponding
trust region subproblems. In this paper, we describe an application of random projections to
solving trust region subproblems approximately.
1 Introduction
Derivative free optimization (DFO) (see [6, 11]) is a field of optimization including techniques for
solving optimization problems in the absence of derivatives. This often occurs in the presence of black-
box functions, i.e. functions for which no compact or computable representation is available. It may
also occur for computable functions having unwieldy representations (e.g. a worst-case exponential-
time or simply inefficient evaluation algorithm). A DFO problem in general form is defined as follows:
min {f(x) | x ∈ D},
where D is a subset of Rn and f(·) is a continuous function such that no derivative information about
it is available [5].
As an example, consider a simulator f(p, y) where p are parameters and y are state variables
indexed by timesteps t (so y = (yt | t ≤ h)), including some given boundary conditions y0. The
output of the simulator is a vector at each timestep t ≤ h. We denote this output in function of
parameters and state variables as f t(p, y). We also suppose that we collect some actual measurements
from the process being simulated, say fˆ t for some t ∈ H, where H is a proper index subset of
{1, . . . , h}. We would like to choose p such that the behaviour of the simulator is as close as possible
to the observed points fˆ t for t ∈ H. The resulting optimization problem is:
min
{⊕
t∈H
‖fˆ t − f t(p, y)‖
∣∣∣∣ p ∈ P ∧ y ∈ Y
}
,
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where P and Y are appropriate domains for p, y respectively, ‖ · ‖ is a given norm, and ⊕ is either∑
or max.
This is known to be a black-box optimization problem whenever f(·) is given as an oracle, i.e. the
value of f can be obtained given inputs p, y, but no other estimate can be obtained directly. In
particular, the derivatives of f(·) w.r.t. p and y are assumed to be impossible to obtain. Note that
the lack of derivatives essentially implies that it is hard to define and therefore compute local optima.
This obviously makes it even harder to compute global optima. This is why most methods in DFO
focuses on finding local optima.
Trust Region (TR) methods are considered among the most suitable methods for solving DFO
problems [4, 6, 14]. TR methods involve the construction of surrogate models to approximate the
true function (locally) in “small” subsets D ⊂ D, and rely on those models to search for optimal
solutions within D. Such subsets are called trust regions because the surrogate models are “trusted”
to be “good enough” limited to D. TRs are often chosen to be closed balls B(c, r) (with c center
and r radius) with respect to some norms. There are several ways to obtain new data points, but
the most common way is to find them as minima of the current model over the current trust region.
Formally, one solves a sequence of so-called TR subproblems:
min {m(x) | x ∈ B(c, r) ∩ D},
where m(·) is a surrogate model of the true objective function f(·), which will then be evaluated at
the solution of the TR subproblems. Depending on the discrepancy between the model and the true
objective, the balls B(c, r) and the models m(·) are updated: the TRs can change radius and/or
center. The iterative application of this idea yields a TR method (we leave the explanation of TR
methods somewhat vague since it is not our main focus; see [6] for more information).
In this paper we assume that the TR subproblem is defined by a linear or quadratic model m(·)
and that D is a full-dimensional polyhedron defined by a set of linear inequality constraints. After
appropriate scaling, the TR subproblem can be written as:
min{x>Qx+ c>x | Ax ≤ b, ‖x‖ ≤ 1}, (1)
where Q ∈ Rn×n (Q is not assumed to be positive semidefinite), A ∈ Rm×n, b ∈ Rm. Here, ‖ · ‖ refers
to Euclidean norm and such notation will be used consistently throughout the paper. This problem
has been studied extensively [1, 8, 17, 2]. Specifically, its complexity status varies between P and
NP-hard, meaning it is NP-hard in general [15], but many polynomially solvable sub-cases have
been discovered. For example, without linear constraints Ax ≤ b the TR subproblem can be solved
in polynomial time [21]; in particular, it can be rewritten as a Semidefinite Programming (SDP)
problem. When adding one linear constraint or two parallel constraints, it still remains polynomial-
time solvable [22, 18]; see the introduction to [1] for a more comprehensive picture.
1.1 The issue. . .
In practice, the theoretical complexity of the TR subproblem Eq. (1) is a moot point, since the
time taken by each function evaluation f(p, x) is normally expected to exceed the time taken to
solve Eq. (1). Since the solution sought is not necessarily global, any local Nonlinear Programming
(NLP) solver [7, 3] can be deployed on Eq. (1) to identify a locally optimal solution. The issue we
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address in this paper arises in cases when the sheer number of variables in Eq. (1) prevents even local
NLP solvers from converging to some local optima in acceptable solution times. The usefulness of
TR methods is severely hampered if the TR subproblem solution phase represents a non-negligible
fraction of the total solution time. As a method for addressing the issue we propose to solve the TR
subproblem approximately in exchange for speed. We justify our choice because the general lack of
optimality guarantees in DFO and black-box function optimization makes it impossible to evaluate
the loss one would incur in trading off local optimality guarantees in the TR subproblem for an
approximate solution. As an approximation method, we consider random projections.
Random projections are simple but powerful tools for dimension reduction [20, 12, 16, 13]. They
are often constructed as random matrices sampled from some given distribution classes. The simplest
examples are matrices sampled componentwise from independently identically distributed (i.i.d.) ran-
dom variables with Gaussian N (0, 1), uniform [−1, 1] or Rademacher ±1 distributions. Despite their
simplicity, random projections are competitive with more popular dimensional reduction methods
such as Principal Component Analysis (PCA) / Multi-Dimensional Scaling (MDS) [10], Isomap [19]
and more. One of the most important features of a random projection is that it approximately pre-
serves the norm of any given vector with high probability. In particular, let P ∈ Rd×n be a random
projection (such as those introduced above), then for any x ∈ Rn and ε ∈ (0, 1), we have
Prob
[
(1− ε)‖x‖2 ≤ ‖Px‖2 ≤ (1 + ε)‖x‖2
]
≥ 1− 2e−Cε2d, (2)
where C is a universal constant (in fact a more precise statement should be existentially quantified
by “there exists a constant C such that. . . ”).
Perhaps the most famous application of random projections is the so-called Johnson-Lindenstrauss
lemma [9]. It states that for any ε ∈ (0, 1) and for any finite set X ⊆ Rn, there is a mapping
F : Rn → Rd, in which d = O( log |X|
ε2
), such that
∀x, y ∈ X (1− ε)‖x− y‖2 ≤ ‖F (x)− F (y)‖2 ≤ (1 + ε)‖x− y‖2.
Such a mapping F can be found as a realization of the random projection P above; and the existence
of the correct mapping is shown (by the probabilistic method) using the union bound. Moreover, the
probability of sampling a correct mapping is also very high, i.e. in practice there is often no need to
re-sample P .
1.2 . . . and how we address it
The object of this paper is the applicability of random projections to TR subproblems Eq. (1). Let
P ∈ Rd×n be a random projection with i.i.d. N (0, 1) entries. We want to “project” each vector
x ∈ Rn to a lower-dimension vector Px ∈ Rd and study the following projected problem
min {x>(P>PQP>P )x+ c>P>Px | AP>Px ≤ b, ‖Px‖ ≤ 1}.
By setting u = Px, c¯ = Pc, A¯ = AP>, we can rewrite it as
min
u∈ Im(P )
{u>(PQP>)u+ c¯>u | A¯u ≤ b, ‖u‖ ≤ 1}, (3)
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where Im(P ) is the image space generated by P . Intuitively, since P is a projection from a (supposedly
very high dimensional) space to a lower dimensional space, it is very likely to be a surjective mapping.
Therefore, we assume it is safe to remove the constraint u ∈ Im(P ) and study the smaller dimensional
problem:
min
u∈Rd
{u>(PQP>)u+ c¯>u | A¯u ≤ b, ‖u‖ ≤ 1}, (4)
where u ranges in Rd. As we will show later, Eq. (4) yields a good approximate solution of the TR
subproblem with very high probability.
2 Random projections for linear and quadratic models
In this section, we will explain the motivations for the study of the projected problem (4).
We start with the following simple lemma, which says that linear and quadratic models can be
approximated well using random projections.
2.1 Approximation results
2.1 Lemma
Let P : Rn → Rd be a random projection satisfying Eq. (2) and let 0 < ε < 1. Then there is a
universal constant C0 such that
(i) For any x, y ∈ Rn:
〈x, y〉 − ε‖x‖ ‖y‖ ≤ 〈Px, Py〉 ≤ 〈x, y〉+ ε‖x‖ ‖y‖
with probability at least 1− 4e−C0ε2d.
(ii) For any x ∈ Rn and A ∈ Rm×n whose rows are unit vectors:
Ax− ε‖x‖
 1. . .
1
 ≤ AP>Px ≤ Ax+ ε‖x‖
 1. . .
1

with probability at least 1− 4me−C0ε2d.
(iii) For any two vectors x, y ∈ Rn and a square matrix Q ∈ Rn×n, then with probability at least
1− 8ke−C0ε2d, we have:
x>Qy − 3ε‖x‖ ‖y‖ ‖Q‖∗ ≤ x>P>PQP>Py ≤ x>Qy + 3ε‖x‖ ‖y‖ ‖Q‖∗,
in which ‖Q‖∗ is the nuclear norm of Q and k is the rank of Q.
Proof.
(i) Let C0 be the same universal constant (denoted by C) in Eq. (2). By the property in Eq. (2), for
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any two vectors u+ v, u− v and using the union bound, we have
|〈Pu, Pv〉 − 〈u, v〉| = 1
4
∣∣‖P (u+ v)‖2 − ‖P (u− v)‖2 − ‖u+ v‖2 + ‖u− v‖2∣∣
≤ 1
4
∣∣‖P (u+ v)‖2 − ‖u+ v‖2∣∣+ 1
4
∣∣‖P (u− v)‖2 − ‖u− v‖2∣∣
≤ ε
4
(‖u+ v‖2 + ‖u− v‖2) = ε
2
(‖u‖2 + ‖v‖2),
with probability at least 1 − 4e−C0ε2d. Apply this result for u = x‖x‖ and v = y‖y‖ , we obtain the
desired inequality.
(ii) Let A1, . . . , Am be (unit) row vectors of A. Then
AP>Px−Ax =
A>1 P>Px−A>1 x. . .
A>mP>Px−A>mx
 =
 〈PA1, Px〉 − 〈A1, x〉. . .
〈PAm, Px〉 − 〈Am, x〉
 .
The claim follows by applying Part (i) and the union bound.
(iii) Let Q = UΣV > be the Singular Value Decomposition (SVD) of Q. Here U, V are (n × k)-
real matrices with orthogonal unit column vectors u1, . . . , uk and v1, . . . , vk, respectively and Σ =
diag(σ1, . . . , σk) is a diagonal real matrix with positive entries. Denote by 1k = (1, . . . , 1)
> the
k-dimensional column vector of all 1 entries. Since
x>P>PQP>Py = (U>P>Px)>Σ(V >P>Py)
=
[
U>x+ U>(P>P − In)x
]>
Σ
[
V >y + V >(P>P − In)y
]
then the two inequalities that
(U>x− ε‖x‖1k)> Σ (V >y − ε‖y‖1k) ≤ x>P>PQP>Py ≤ (U>x+ ε‖x‖1k)> Σ (V >y + ε‖y‖1k)
occurs with probability at least 1− 8ke−Cε2d (by applying part (ii) and the union bound). Moreover
(U>x− ε‖x‖1k)> Σ (V >y − ε‖y‖1k) = x>Qy − ε‖x‖(1>k ΣV >y)− ε‖y‖(x>UΣ1k) + ε2‖x‖ ‖y‖
k∑
i=1
σi
= x>Qy − ε(σ1, . . . , σk)
(‖x‖V >y + ‖y‖U>x)+ ε2‖x‖ ‖y‖ k∑
i=1
σi,
and
(U>x+ ε‖x‖1k)> Σ (V >y + ε‖y‖1k) = x>Qy + ε(σ1, . . . , σk)
(‖x‖V >y + ‖y‖U>x)+ ε2‖x‖ ‖y‖ k∑
i=1
σi.
Therefore,
|x>P>PQP>Py − x>Qy| ≤ ‖x‖ ‖y‖
2ε
√√√√ k∑
i=1
σ2i + ε
2
k∑
i=1
σi

≤ 3ε‖x‖ ‖y‖
k∑
i=1
σi = 3ε‖x‖ ‖y‖ ‖Q‖∗
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with probability at least 1− 8ke−Cε2d. 2
It is known that singular values of random matrices often concentrate around their expectations.
In the case when the random matrix is sampled from Gaussian ensembles, this phenomenon is well-
understood due to many current research efforts. The following lemma, which is proved in [23], uses
this phenomenon to show that when P ∈ Rd×n is a Gaussian random matrix (with the number of
row significantly smaller than the number of columns), then PP> is very close to the identity matrix.
2.2 Lemma ([23])
Let P ∈ Rd×n be a random matrix in which each entry is an i.i.d N (0, 1√
n
) random variable. Then
for any δ > 0 and 0 < ε < 12 , with probability at least 1− δ, we have:
‖PP> − I‖2 ≤ ε
provided that
n ≥ (d+ 1) log(
2d
δ )
C1ε2 , (5)
where ‖ . ‖2 is the spectral norm of the matrix and C1 > 14 is some universal constant.
This lemma also tells us that when we go from low to high dimensions, with high probability we can
ensure that the norms of all the points endure small distortions. Indeed, for any vector u ∈ Rd, then
‖P>u‖2 − ‖u‖2 = 〈P>u, P>u〉 − 〈u, u〉 = 〈(PP> − I)u, u〉 ∈ range(−ε‖u‖2, ε‖u‖2),
due to the Cauchy-Schwarz inequality. Moreover, it implies that ‖P‖2 ≤ (1 + ε) with probability at
least 1− δ.
Condition (5) is not difficult to satisfy, since d is often very small compared to n. It suffices that
n should be large enough to dominate the effect of 1
ε2
.
2.2 Trust region subproblems with linear models
We will first work with a simple case, i.e. when the surrogate models used in TR methods are linear:
min {c>x | Ax ≤ b, ‖x‖ ≤ 1, x ∈ Rn}. (6)
We will establish a relationship between problem (6) and its corresponding projected problem:
min {(Pc)>u | AP>u ≤ b, ‖u‖ ≤ 1− ε, u ∈ Rd}. (P−ε )
Note that, in the above problem, we shrink the unit ball by ε. We first obtain the following
feasibility result:
2.3 Theorem
Let P ∈ Rd×n be a random matrix in which each entry is an i.i.d N (0, 1√
n
) random variable. Let
δ ∈ (0, 1). Assume further that
n ≥ (d+ 1) log(
2d
δ )
C1ε2 ,
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for some universal constant C1 > 14 . Then with probability at least 1− δ, for any feasible solution u
of the projected problem (P−ε ), P>u is also feasible for the original problem (6).
We remark the following universal property of Theorem 2.3: with a fixed probability, feasibility holds
for all (instead of a specific) vectors u.
Proof. Let C1 be as in Lemma 2.2. Let u be any feasible solution for the projected problem (P−ε )
and take xˆ = P>u. Then we have Axˆ = AP>u ≤ b and
‖xˆ‖2 = ‖P>u‖2 = u>P>Pu = u>u+ u>(P>P − I)u ≤ (1 + ε)‖u‖2,
with probability at least 1 − δ (by Lemma 2.2). This implies that ‖xˆ‖ ≤ (1 + ε/2)‖u‖; and since
‖u‖ ≤ 1− ε, we have
‖xˆ‖ ≤ (1 + ε
2
)(1− ε) < 1,
with probability at least 1− δ, which proves the theorem. 2
In order to estimate the quality of the objective function value, we define another projected
problem, which can be considered as a relaxation of (P−ε ) (we enlarge the feasible set by ε):
min {(Pc)>u | AP>u ≤ b+ ε, ‖u‖ ≤ 1 + ε, u ∈ Rd}. (P+ε )
Intuitively, these two projected problems (P−ε ) and (P+ε ) are very close to each other when ε is
small enough (under some additional assumptions, such as the “fullness” of the original polyhedron).
Moreover, to make our discussions meaningful, we need to assume that they are feasible (in fact, it
is enough to assume the feasibility of (P−ε ) only).
Let u−ε and u+ε be optimal solutions for these two problems, respectively. Denote by x−ε = P>u−ε
and x+ε = P
>u+ε . Let x∗ be an optimal solution for the original problem (1). We will bound c>x∗
between c>x−ε and c>x+ε , the two values that are expected to be approximately close to each other.
2.4 Theorem
Let P ∈ Rd×n be a random matrix in which each entry is an i.i.d N (0, 1√
n
) random variable. Let
δ ∈ (0, 1). Then there are universal constants C0 > 1 and C1 > 14 such that if the two following
conditions
d ≥ log(m/δ)C0ε2 , and n ≥
(d+ 1) log(2dδ )
C1ε2 ,
are satisfied, we will have:
(i) With probability at least 1− δ, the solution x−ε is feasible for the original problem (1).
(ii) With probability at least 1− δ, we have:
c>x−ε ≥ c>x∗ ≥ c>x+ε − ε‖c‖.
Proof. Select C0 and C1 as in Lemma 2.1 and Lemma 2.2. Note that the second condition is
the requirement for the Lemma 2.2 to hold, and the first condition is equivalent to me−C0ε2d ≤ δ.
Therefore, we can choose the universal constant C0 such that 1− (4m+ 6) e−C0ε2d ≥ 1− δ.
(i) From the previous theorem, with probability at least 1−δ, for any feasible point u of the projected
problem (P−ε ), P>u is also feasible for the original problem (6). Therefore, it must hold also for x−ε .
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(ii) From part (i), with probability at least 1 − δ, x−ε is feasible for the original problem (1).
Therefore, we have
c>x−ε ≥ c>x∗,
with probability at least 1− δ.
Moreover, due to Lemma 2.1, with probability at least 1− 4e−C0ε2d, we have
c>x∗ ≥ c>P>Px∗ − ε‖c‖ ‖x∗‖ ≥ c>P>Px∗ − ε‖c‖,
(the last inequality follows from ‖x∗‖ ≤ 1). On the other hand, let uˆ = Px∗, due to Lemma 2.1, we
have
AP>uˆ = AP>Px∗ ≤ Ax∗ + ε‖x∗‖
 1· · ·
1
 ≤ Ax∗ + ε
 1· · ·
1
 ≤ b+ ε,
with probability at least 1− 4me−C0ε2d, and
‖uˆ‖ = ‖Px∗‖ ≤ (1 + ε)‖x∗‖ ≤ (1 + ε),
with probability at least 1 − 2e−C0ε2d, by Property (2). Therefore, uˆ is a feasible solution for the
problem (P+ε ) with probability at least 1− (4m+ 2)e−C0ε
2d.
Since u+ε is the optimal solution for the problem (P
+
ε ), it follows that
c>x∗ ≥ c>P>Px∗ − ε‖c‖ = c>P>uˆ− ε‖c‖ ≥ c>P>u+ε − ε‖c‖ = c>x+ε − ε‖c‖,
with probability at least 1− (4m+ 6)e−C0ε2d, which is at least 1− δ for our chosen universal constant
C0. 2
We have showed that c>x∗ is bounded between c>x−ε and c>x+ε . Now we will estimate the gap
between these two bounds. First of all, as stated at the outset, we assume that the feasible set
S∗ = {x ∈ Rn | Ax ≤ b, ‖x‖ ≤ 1}
is full-dimensional. This is a natural assumption since otherwise the polyhedron {x ∈ Rn | Ax ≤ b}
is almost surely not full-dimensional either.
We associate with each set S a positive number full(S) > 0, which is considered as a fullness
measure of S and is defined as the maximum radius of any closed ball contained in S. Now, from
the our assumption, we have full(S∗) = r∗ > 0, where r∗ is the radius of the greatest ball inscribed
in S∗ (see Fig. 1).
The following lemma characterizes the fullness of S+ε with respect to r
∗, where
S+ε = {u ∈ Rd | AP>u ≤ b+ ε, ‖u‖ ≤ 1 + ε},
that is, the feasible set of the problem (P+ε ).
2.5 Lemma
Let S∗ be full-dimensional with full(S∗) = r∗. Then with probability at least 1 − 3δ, S+ε is also
full-dimensional with the fullness measure:
full(S+ε ) ≥ (1− ε)r∗.
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Figure 1: Fullness of a set.
In the proof of this lemma, we will extensively use the fact that, for any row vector a ∈ Rn
sup
‖u‖≤r
a>u = r‖a‖,
which is actually the equality condition in the Cauchy-Schwartz inequality.
Proof. For any i ∈ {1, . . . , n}, let Ai denotes the ith row of A. Let B(x0, r∗) be a closed ball
contained in S∗. Then for any x ∈ Rn with ‖x‖ ≤ r∗, we have A(x0 + x) = Ax0 + Ax ≤ b, which
implies that for any i ∈ {1, . . . , n},
bi ≥ (Ax0)i + sup
‖x‖≤r∗
Aix = (Ax0)i + r
∗‖Ai‖ = (Ax0)i + r∗, (7)
hence
b ≥ Ax0 + r∗ or equivalently, Ax0 ≤ b− r∗.
By Lemma 2.1, with probability at least 1− δ, we have
AP>Px0 ≤ Ax0 + ε ≤ b− r∗ + ε.
Let u ∈ Rn with ‖u‖ ≤ (1− ε)r∗, then for any i ∈ {1, . . . , n}, by the above inequality we have:
(AP>(Px0 + u))i = (AP>Px0)i + (AP>u)i
≤ bi + ε− r∗ + (AP>)iu
= bi + ε− r∗ +AiP>u
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where (AP>)i denotes the ith row of AP>. Since it holds for all such vector u, hence, by Cauchy-
Schwartz inequality,
(AP>(Px0 + u))i ≤ bi + ε− r∗ + (1− ε)r∗‖AiP>‖.
Using Eq. (2) and the union bound, we can see that with probability at least 1− 2me−Cε2d ≥ 1− δ,
we have: for all i ∈ {1, . . . ,m}, ‖AiP>‖ ≤ (1 + ε)‖Ai‖ = (1 + ε). Hence
AP>(Px0 + u) ≤ bi + ε− r∗ + (1− ε)r∗(1 + ε) ≤ b+ ε
with probability at least 1− 2δ.
In other words, with probability at least 1 − 2δ, the closed ball B∗ centered at Px0 with radius
(1− ε)r∗ is contained in {u | AP>u ≤ b+ ε}.
Moreover, since B(x0, r
∗) is contained in S∗, which is the subset of the unit ball, then ‖x0‖ ≤ 1−r∗.
With probability at least 1− δ, for all vectors u in B(Px0, (1− ε)r∗), we have
‖u‖ ≤ ‖Px0‖+ (1− ε)r∗ ≤ (1 + ε)‖x0‖+ (1− ε)r∗ ≤ (1 + ε)(1− r∗) + (1− ε)r∗ ≤ 1 + ε.
Therefore, by the definition of S+ε we have
B
(
Px0, (1− ε)r∗
) ⊆ S+ε ,
which implies that the fullness of S+ε is at least (1− ε)r∗, with probability at least 1− 3δ. 2
Now we will estimate the gap between the two objective functions of the problems (P+ε ) and (P
−
ε )
using the fullness measure. The theorem states that as long as the fullness of the original polyhedron
is large enough, the gap between them is small.
2.6 Theorem
With probability at least 1− 2δ, we have
c>x+ε ≤ c>x−ε ≤ c>x+ε +
18ε
full(S∗)
‖c‖.
Proof.
Let B(u0, r0) a closed ball with maximum radius that is contained in S
+
ε .
In order to establish the relation between u+ε and u
−
ε , our idea is to move u
+
ε closer to u0 (defined
in the above lemma), so that the new point is contained in S−ε . Therefore, its objective value will be
at least that of u−ε , but quite close to the objective value of u+ε .
We define uˆ := (1− λ)u+ε + λu0 for some λ ∈ (0, 1) specified later. We want to find λ such that uˆ
is feasible for P−ε while its corresponding objective value is not so different from c>x+ε .
Since for all ‖u‖ ≤ r0:
AP>(u0 + u) = AP>u0 +AP>u ≤ b+ ε,
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Figure 2: Idea of the proof
then, similarly to Eq. (7),
AP>u0 ≤ b+ ε− r0
‖A1P
>‖
...
‖AmP>‖
 .
Therefore, we have, with probability at least 1− δ,
AP>u0 ≤ b+ ε− r0(1− ε)
‖A1‖...
‖Am‖
 = b+ ε− r0(1− ε).
Hence
AP>uˆ = (1− λ)AP>u+ε + λAP>u0 ≤ b+ ε− λr0(1− ε) ≤ b+ ε−
1
2
λr0,
as we can assume w.l.o.g. that ε ≤ 12 . Hence, AP>uˆ ≤ b if we choose ε ≤ λ r02 . Moreover, let
u ∈ B(u0, r0) such that u is collinear with 0 and u0, and such that with ‖u‖ = r0; we then have
‖u0‖ ≤ ‖u0 + u‖ − r0 ≤ 1 + ε− r0,
so that
‖uˆ‖ ≤ (1− λ)‖u+ε ‖+ λ‖u0‖ ≤ (1− λ)(1 + ε) + λ(1 + ε− r0) = 1 + ε− λr0,
which is less than or equal to 1− ε for
ε ≤ 1
2
λr0.
We now can choose λ = 2 εr0 . With this choice, uˆ is a feasible point for the problem P
−
ε . Therefore,
we have
c>P>u−ε ≤ c>P>uˆ = c>P>u+ε + λc>P>(u0 − u+ε ) ≤ c>P>u+ε +
4(1 + ε)ε
r0
‖Pc‖.
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By the above Lemma, we know that r0 ≥ (1− ε)r∗, therefore, we have:
c>P>u−ε ≤ c>P>uˆ ≤ c>P>u+ε +
4(1 + ε)ε
r0
‖Pc‖ ≤ c>P>u+ε +
4(1 + ε)2ε
(1− ε)r∗ ‖c‖,
with probability at least 1− δ.
The claim of the theorem now follows, by noticing that, when 0 ≤ ε ≤ 12 , we can simplify:
2(1 + ε)2
(1− ε) ≤
2(1 + 12)
2
(1− 12)
= 9.
2
2.3 Trust region subproblems with quadratic models
In this subsection, we consider the case when the surrogate models using in TR methods are quadratic
and defined as follows:
min {x>Qx+ c>x | Ax ≤ b, ‖x‖ ≤ 1, x ∈ Rn}. (8)
Similar to the previous section, we also study the relations between this and two other problems:
min {u>PQP>u+ (Pc)>u | AP>u ≤ b, ‖u‖ ≤ 1− ε, u ∈ Rd} (Q−ε )
and
min {u>PQP>u+ (Pc)>u | AP>u ≤ b+ ε, ‖u‖ ≤ 1 + ε, u ∈ Rd}. (Q+ε )
We will just state the following feasibility result, as the proof is very similar to that of Thm. 2.3.
2.7 Theorem
Let P ∈ Rd×n be a random matrix in which each entry is an i.i.d N (0, 1√
n
) random variable. Let
δ ∈ (0, 1). Assume further that
n ≥ (d+ 1) log(
2d
δ )
C1ε2 ,
for some universal constant C1 > 14 . Then with probability at least 1− δ, for any feasible solution u
of the projected problem (Q−ε ), P>u is also feasible for the original problem (8).
Let u−ε and u+ε be optimal solutions for these two problems, respectively. Denote by x−ε = P>u−ε
and x+ε = P
>u+ε . Let x∗ be an optimal solution for the original problem (8). We will bound
x∗>Qx∗ + c>x∗ between x−>ε Qx−ε + c>x−>ε and x+>ε Qx+ε + c>x+>ε , the two values that are expected
to be approximately close to each other.
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2.8 Theorem
Let P ∈ Rd×n be a random matrix in which each entry is an i.i.d N (0, 1√
n
) random variable. Let
δ ∈ (0, 1). Let x∗ be an optimal solution for the original problems (8). Then there are universal
constants C0 > 1 and C1 > 14 such that if the two following conditions
d ≥ log(m/δ)C0ε2 , and n ≥
(d+ 1) log(2dδ )
C1ε2 ,
are satisfied, we will have:
(i) With probability at least 1− δ, the solution x−ε is feasible for the original problem (8).
(ii) With probability at least 1− δ, we have:
x−>ε Qx
−
ε + c
>x−ε ≥ x∗>Qx∗> + c>x∗> ≥ x+>ε Qx+ε + c>x+ε − 3ε‖Q‖∗ − ε‖c‖.
Proof. The constants C0 and C1 are chosen in the same way as before.
(i) From the previous theorem, with probability at least 1−δ, for any feasible point u of the projected
problem (P−ε ), P>u is also feasible for the original problem (8). Therefore, it must hold also for x−ε .
(ii) From part (i), with probability at least 1 − δ, x−ε is feasible for the original problem (8).
Therefore, we have
x−>ε Qx
−
ε + c
>x−ε ≥ x∗>Qx∗ + c>x∗,
with probability at least 1− δ.
Moreover, due to Lemma 2.1, with probability at least 1− 8(k+ 1)e−C0ε2d, where k is the rank of
Q, we have
x∗>Qx∗ ≥ x∗>P>PQP>Px∗ − 3ε‖x∗‖2 ‖Q‖∗ ≥ x∗>P>PQP>Px∗ − 3ε‖Q‖∗,
and
c>x∗ ≥ c>P>Px∗ − ε‖c‖ ‖x∗‖ ≥ c>P>Px∗ − ε‖c‖,
since ‖x∗‖ ≤ 1. Hence
x∗>Qx∗ + c>x∗ ≥ x∗>P>PQP>Px∗ + c>P>Px∗ − ε‖c‖ − 3ε‖Q‖∗,
On the other hand, let uˆ = Px∗, due to Lemma 2.1, we have
AP>uˆ = AP>Px∗ ≤ Ax∗ + ε‖x∗‖
 1. . .
1
 ≤ Ax∗ + ε
 1. . .
1
 ≤ b+ ε,
with probability at least 1− 4me−C0ε2d, and
‖uˆ‖ = ‖Px∗‖ ≤ (1 + ε)‖x∗‖ ≤ (1 + ε),
with probability at leats 1 − 2e−C0ε2d (by Lemma 2.1). Therefore, uˆ is a feasible solution for the
problem (P+ε ) with probability at least 1 − (4m + 2)e−C0ε
2d. Due to the optimality of u+ε for the
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problem (P+ε ), it follows that
x∗>Qx∗ + c>x∗ ≥ x∗>P>PQP>Px∗ + c>P>Px∗ − ε‖c‖ − 3ε‖Q‖∗,
= uˆ>PQP>uˆ+ c>P>uˆ− ε‖c‖ − 3ε‖Q‖∗
≥ u+>ε PQP>u+ε + (Pc)>u+>ε − ε‖c‖ − 3ε‖Q‖∗
= x+>ε Qx
+
ε + c
>x+>ε − ε‖c‖ − 3ε‖Q‖∗,
with probability at least 1− (4m+ 6)e−C0ε2d, which is at least 1− δ for the chosen universal constant
C0. Moreover,
c>x∗ ≥ c>P>Px∗ − ε‖c‖ = c>P>uˆ− ε‖c‖ ≥ c>P>u+ε − ε‖c‖ = c>x+ε − ε‖c‖,
Hence
x∗>Qx∗> + c>x∗> ≥ x+>ε Qx+ε + c>x+ε − 3ε‖Q‖∗ − ε‖c‖
which concludes the proof. 2
The above result implies that the value of x∗>Qx∗ + c>x∗ lies between x−>ε Qx−ε + c>x−ε and
x+>ε Qx+ε + c>x+ε . It remains to prove that these two values are not so far from each other. For that,
we also use the definition of fullness measure. We have the following result:
2.9 Theorem
Let 0 < ε < 0.1. Then with probability at least 1− 4δ, we have
x+>ε Qx
+
ε + c
>x+ε ≤ x−ε Qx−ε + c>x−ε < x+>ε Qx+ε + c>x+ε +
ε
full(S∗)
(36 + 18‖c‖).
Proof. Let B(u0, r0) be a closed ball with maximum radius that is contained in S
+
ε .
We define uˆ := (1−λ)u+ε +λu0 for some λ ∈ (0, 1) specified later. We want to find “small” λ such
that uˆ is feasible for Q−ε while its corresponding objective value is still close to x+>ε Qx+ε + c>x+ε .
Similar to the proof of Th. 2.6, when we choose λ = 2 εr0 , then uˆ is feasible for the problem Q
−
ε
with probability at least 1− δ.
Therefore, u−>ε PQP>u−ε + (Pc)>u−ε is smaller than or equal to
uˆ>PQP>uˆ+ (Pc)>uˆ
=
(
u+ε + λ(u0 − u+ε )
)>
PQP>
(
u+ε + λ(u0 − u+ε )
)
+ (Pc)>uˆ
= u+>ε PQP
>u+ε + λu
+>
ε PQP
>(u0 − u+ε )+ λ(u0 − u+ε )>PQP>u+ε
+ λ2(u0 − u+ε )>PQP>(u0 − u+ε ) + (Pc)>uˆ.
However, from Lemma 2.1 and the Cauchy-Schwartz inequality, we have
u+>ε PQP
>(u0 − u+ε ) ≤ ‖P>u+ε ‖ · ‖Q‖2 · ‖P>(u0 − u+ε )‖
≤ (1 + ε)2‖u+ε ‖ · ‖Q‖2 · ‖(u0 − u+ε
)‖
≤ 2(1 + ε)4 ‖Q‖2
(Since ‖u+ε ‖ and ‖u−ε ‖ ≤ 1 + ε)
REFERENCES 15
Similar for other terms, then we have
uˆ>PQP>uˆ ≤ u+>ε PQP>u+ε + (4λ+ 4λ2)(1 + ε)4 ‖Q‖2.
Since ε < 0.1, we have (1 + ε)4 < 2 and we can assume that λ < 1. Then we have
uˆ>PQP>uˆ < u+>ε PQP
>u+ε + 16λ‖Q‖2
= u+>ε PQP
>u+ε +
32ε
r0
(since ‖Q‖2 = 1)
≤ u+>ε PQP>u+ε +
32ε
(1− ε)full(S∗) (due to Lemma 2.5)
< u+>ε PQP
>u+ε +
36ε
full(S∗)
(since ε ≤ 0.1),
with probability at least 1− 2δ. Furthermore, similarly to the proof of Th. 2.6, we have
c>P>uˆ = (1− λ)(Pc)>u+ε + λ(Pc)>u0 ≤ c>P>u+ε +
4(1 + ε)2ε
(1− ε)r∗ ‖c‖ ≤ c
>P>u+ε +
18ε
full(S∗)
‖c‖,
with probability at least 1− 2δ. 2
Conclusion
In this paper, we have shown theoretically that random projection can be used in combination with
trust region method to study high-dimensional derivative free optimization. We have proved that
the solutions provided by solving low-dimensional projected version of trust region subproblems are
good approximations of the true ones. We hope this provides a useful insight in the solution of very
high dimensional derivative free problems.
As a last remark, we note in passing that the results of this paper extend to the case of arbitrary
(non-unit and non-zero) trust region radii, through scaling. This observation also suggests that the LP
and QP trust region problem formulations analyzed in this paper can inner- and outer-approximate
arbitrary bounded LPs and QPs.
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