Abstract-The symbol error rate (SER) of the minimum distance detector under additive white Gaussian noise is studied in terms of generic bounds and higher order derivatives for arbitrary constellations. A general approach is adopted so that the recent results on the convexity/concavity and complete monotonicity properties of the SER can be obtained as special cases. Novel universal bounds on the SER, which depend only on the constellation dimensionality, minimum and maximum constellation distances are obtained. It is shown that the sphere hardening argument in the channel coding theorem can be derived using the proposed bounds. Sufficient conditions based on the positive real roots (with odd multiplicity) of an explicitly-specified polynomial are presented to determine the signs of the SER derivatives of all orders in signal-to-noise ratio. Furthermore, universal bounds are given for the SER derivatives of all orders. As an example, it is shown that the proposed bounds yield a better characterization of the SER for arbitrary two-dimensional constellations over the complete monotonicity property derived recently.
I. INTRODUCTION

I
N digital communications, an important performance measure is the symbol error rate (SER). The SER of the minimum distance detector operating over the additive white Gaussian noise (AWGN) channel has long been a focus of research. In this endeavor, a number of exact and approximate analytical results that characterize the SER of various modulation formats over nonfading and fading AWGN channels are obtained [1] - [3] . Recently, some generic properties of the SER that hold for arbitrary signal constellations impaired by AWGN have been identified [4] - [7] . In [4] , the SER is shown to be convex in signal-to-noise ratio (SNR) for all one-and two-dimensional (1-D and 2-D, respectively) constellations. Concavity in higher dimensions at low to intermediate SNR is possible, while convexity is always guaranteed at high SNR with an explicitly-determined threshold, which depends only on the constellation minimum distance and dimensionality. Lower and upper bounds on the first and second derivatives of the SER in SNR are also derived. In the follow-up paper [5] , the authors have provided tighter SNR thresholds to identify the concavity/convexity regions, and extended the earlier results to a more general class of decoders under unimodal and spherically invariant noise. In [6] , the SER of the minimum distance detector impaired by AWGN is found to be a completely monotone (c.m.) function of the SNR if the constellation matrix has a rank of one or two. 1 This result is stronger than convexity because it also implies that all the successive derivatives of the SER alternate in sign. As an application of this property, it is shown that the average SERs of an arbitrary 1-D or 2-D constellation over two different fading AWGN channels can be compared using the stochastic Laplace transform order. In higher dimensions (3-D and up) , it is proved in [7] that the SER can be characterized as the product of a c.m. function with a nonnegative power of SNR. However, whether the complete monotonicity property holds or not for higher dimensional constellations is left as an open problem. In this paper, further results on the SER of the minimum distance detector are derived for arbitrary constellations under AWGN. In particular, the SER is characterized in terms of generic bounds and its higher order derivatives by exploiting the spherical symmetry of the Gaussian noise distribution. This information can provide valuable insights in the design and analysis of communications systems such as a better understanding of the constellation-independent system properties and an efficient implementation of the numerical optimization algorithms. A general approach is developed in this paper, so that the corresponding results presented in [4] - [6] appear as special cases. The main contributions are summarized as follows:
• Universal lower and upper bounds on the SER are obtained. The bounds depend only on the constellation dimensionality, minimum and maximum constellation distances. They cannot be improved without additional assumptions on the constellation geometry. It is also shown that the sphere hardening argument in the channel coding theorem can be derived using the proposed bounds.
• A general expression for the th derivative of the SER conditioned on the th symbol of the constellation being transmitted is presented . Based on this representation, sufficient conditions are provided to determine the signs of the SER derivatives of all orders over various SNR ranges for arbitrary constellations. More explicitly, sufficient conditions are governed by the positive real roots (with odd multiplicity) of an explicitly-specified polynomial. It is shown that the convexity/concavity and complete monotonicity properties of the SER established in [5, Th. 2] and [6, Th. 1] for arbitrary constellations can be obtained as special cases. As another example, the SNR regions over which the third SER derivative is positive (or negative) are identified for all values of the constellation dimensionality. Simpler bounds are also proposed to determine the high SNR region, where the sign of the th derivative is given by that of .
• Universal lower and upper bounds are obtained for the SER derivatives of all orders. These bounds depend only on SNR, constellation dimensionality and order of the derivative. It is shown that the lower and upper bounds for the th derivative decrease in magnitude at least as the th power of the SNR up to a multiplicative constant. The proportionality constants for the lower and upper bounds can be computed via an explicitly-specified procedure. As an example, the bounds are stated explicitly in the case of arbitrary 2-D constellations. This is a significant improvement over the complete monotonicity property of the SER derived in [6, Th. 1] . Furthermore, the bounds given in [4, Th. 7] for the second derivative of the SER are corrected. Notation: Throughout this paper, vectors and matrices are denoted by boldface lower and upper case letters, respectively. The superscript denotes the transpose operator. The identity matrix is denoted by .
denotes the -norm of the vector , i.e., . For scalar , denotes the absolute value, and denotes the largest integer not greater than . The set of real numbers is denoted by , and the set of positive integers (i.e., natural numbers) is denoted by . The multivariate real Gaussian distribution with mean vector and covariance matrix is denoted by . The probability distribution function (PDF) of the random variable (RV) is denoted by . The expectation of the function over the PDF of the RV is denoted by . The probability of correct decision, given that the th symbol of the constellation is transmitted, is denoted by as a function of the SNR . Likewise, the SER conditioned on the th symbol of the constellation being transmitted is denoted by . denotes the SER averaged over the constellation points. The th derivative of the SER (the conditional SER) is denoted by for all . denotes the probability of the event inside the square brackets.
II. SYSTEM MODEL We consider the standard baseband discrete-time system model for -ary communications through AWGN, which is described as [4] , [5] , [7] (1)
where the transmitted symbol is drawn from a constellation and is the constellation dimensionality. The noise is assumed to be , where is the noise variance per dimension. More explicitly, the PDF of the noise is (2) Assuming that the average symbol energy is normalized as , the average SNR is defined as . At the receiver, the maximum likelihood (ML) detector is considered. Since ML detector under AWGN is the minimum distance one [2] , the detected symbol is given by (3) Assuming that the origin is shifted to the constellation point , the decision region (Voronoi region) of , denoted by , is given by (4) where , and . Since an intersection of half-spaces is defined in (4) , is a convex set [8] . It is noted that the decision region does not depend on . Furthermore, the minimum (maximum) distance from the origin to the boundary of the decision region is defined as . We also define . It is noted that and .
The probability of correct decision , conditioned on being transmitted, is given by [2] (5) Likewise, the conditional SER, given that is transmitted, is obtained by (6) where . Clearly, . The probability of error averaged over all constellation points is (7) where denotes the a priori probability of transmitting . Next, an additional remark about the dimension of the constellation is noted. Let the -by-constellation matrix corresponding to be defined as , and the rank of be denoted by . It is shown in [7] that for any -ary signal constellation in , an equivalent -ary signal constellation , with the same SER as that of , can be constructed in via the orthonormal transformation and discarding the last rows of zeros. Here, is a singular value decomposition of , where is an -by-real orthonormal matrix, is an -by-real orthonormal matrix, and is an -by-rectangular diagonal matrix containing the singular values of in descending order along its diagonal. Therefore, in the following, without loss of generality, it is assumed that the signal constellation is irreducible, i.e., .
III. MAIN RESULTS
In what follows, a number of properties of the SER of the minimum distance detector is derived for arbitrary constellations under AWGN.
A. Representation of the SER
The subsequent analysis relies on a slightly modified version of the representation for the SER that was originally established in the proof of Theorem 2 in [5] (and also employed in the proof of Theorem 1 in [7] ). For any constellation of dimensionality , the conditional SER , given that is transmitted, can be expressed equivalently to (6) as (8) where represents the vector of angles, is the distance between the origin and the boundary of the decision region at the direction , denotes the range of the angles (9) and is a PDF defined over the range as (10) where is the Gamma function [9] . This representation is obtained by first expressing (6) in hyperspherical coordinates , where and is the vector of angles, and then substituting in the resulting integral [5] , [10] .
Likewise, the probability of correct decision, given that is transmitted, can be represented as (11) It should be noted that the representations given in (8) and (11) can be extended to one-dimensional constellations (i.e., ) by defining , where is the Dirac delta function, and .
B. Universal Bounds on the SER
Based on this representation, the following upper and lower bounds are obtained.
Proposition 1: For any constellation of dimensionality , the SER of the minimum distance detector under AWGN is bounded as: (12) where is the upper incomplete Gamma function [9] .
Proof: Using the definition of the upper incomplete Gamma function and substituting , (8) can be expressed as (13) where denotes the expectation over the distribution of , i.e.,
. Noting that for all and in conjunction with the fact that is a monotonically decreasing function of , the result for the SER follows. It should be noted that if , the lower bound in Proposition 1 is equal to zero. Furthermore, the bounds given in (12) cannot be improved without additional assumptions on the constellation geometry. To see this, suppose that all the decision regions are spheres of the same radius so that . In this case, the lower and upper bounds are equal in (12) , which implies that . 2 Next, we establish the relation between the sphere hardening argument of the channel coding theorem and the bounds given in (12) . 3 To that aim, we consider the codewords as symbols of an extended multidimensional constellation. According to the sphere hardening argument [11] , the received signal lies on the surface of a hypersphere of radius centered at the transmitted symbol with high probability (approaching 1 as ). This argument follows in a straightforward manner from Proposition 1 as explained next. (5) in conjunction with the above result implies that the received signals are concentrated within a shell of radius centered at the th symbol with high probability.
In what follows, various properties of the SER derivatives in SNR are explored based on the representation given in (8) .
C. Derivatives of the SER in SNR
In this part, sufficient conditions are provided to determine the signs of the SER derivatives of all orders for arbitrary constellations under AWGN. For that purpose, the following identity is utilized. Let for and . The th derivative of , denoted as , can be expressed using Leibniz's formula as follows [9] : (14) where is the th degree polynomial given by (15) where for and for all . Using (8) and (14), we present a generic representation for the th derivative of the conditional SER given that is transmitted. As suggested at the end of Section III-A, the definition of is extended to include one-dimensional constellations (i.e., ).
Lemma 1: Consider the minimum distance detector operating in the AWGN channel. For any constellation of dimensionality , the th derivative of the conditional SER can be represented as (16) where (17) and is as defined in (15) . Proof: The result follows by taking the th derivative of in (8) , employing the identity in (14) and rearranging the terms in the integrand.
It should be pointed out that different definitions of result in different representations. However, the particular choice given in (17) will prove advantageous while determining the signs of the SER derivatives and obtaining bounds for them. It should be noted that if since is a PDF. Similarly, if
. From (17), it is seen that the sign of is determined by the sign of the polynomial . The following proposition provides a general procedure to determine the signs of the SER derivatives of all orders for arbitrary constellations under AWGN. A similar result for the conditional SER , given that is transmitted, can be obtained by substituting . Proposition 2: Consider an arbitrary constellation of dimensionality impaired by AWGN. Let the polynomial be defined as in (15) Although the convexity properties of the SER were studied in [4] , [5] for arbitrary constellations (i.e., ), and the complete monotonicity of the SER was established in [6] for oneand two-dimensional constellations (i.e., ), the results presented in this paper cover those in [4] - [6] as special cases, and extend them to higher order derivatives of the SER. It should be noted that such an analysis was avoided in the referenced papers as it was considered to be rather involved. In what 4 The polynomial changes sign at the real roots of odd multiplicity. . The sufficient conditions described in Proposition 2 help determine the sign of the SER derivatives of all orders. We remark that for higher order derivatives, the roots of the polynomial needs to be computed numerically, for which more and more efficient algorithms are being developed [12] . Alternatively, the following corollary can be applied to determine the high SNR region where the condition given in item (2c) of Proposition 2 is satisfied. A similar corollary can be obtained for the derivatives of the conditional SER by substituting in the following. Corollary 2.1: For arbitrary constellations impaired by AWGN, the th derivative of the SER of the minimum distance detector satisfies when , where is given by (19) and for , and is as defined on the line following (15) . A simpler but larger choice for is . Proof: See Appendix C.
D. Universal Bounds on the Derivatives of the SER
In this section, generic lower and upper bounds are obtained for the SER derivatives of all orders based on the representation given in (16) . These bounds depend only on SNR, constellation dimensionality, and order of the derivative. Our analysis generalizes the results obtained in [4, Sec. IV] to higher order derivatives.
Proposition 3: For arbitrary constellations impaired by AWGN, the th derivative of the SER in SNR (and also ) is bounded, under minimum distance detection, as follows: (20) where and are defined as
and denotes the set of the positive real roots of the polynomial with odd multiplicity, where is as defined in (15 (22), we get and . In the case of , both roots are positive, and we get and remains the same. It can be seen from (16) that the nonzero lower and upper bounds are achieved if and for all , respectively. The following corollary provides bounds on the th derivative of the SER for arbitrary two-dimensional constellations, which are stronger that the complete monotonicity stated in [6, Th. 1] .
Corollary 3.1: For arbitrary two-dimensional constellations impaired by AWGN, the th derivative of the SER in SNR (and also ) is bounded, under minimum distance detection, as follows:
The nonzero bound is achieved for the spherical decision region, for all . Proof: For , it is recalled from (15) that . Consequently, with a single positive root at . Substituting into (21) and (22), we get and for odd , while and for even . Furthermore, since the maximum (minimum) of is attained at for odd (even) , if is satisfied for all , the lower (upper) bound is achieved.
As expected, the results of Corollary 3.1 for and agree with those of Example 3.1 and Example 3.2 when is substituted into (23) and (24), respectively.
Corollary 3.2:
The asymptotic behavior of the SER derivatives, which is also valid for the conditional SER derivatives, is characterized as (26) and the convergence to the limit is uniform.
Proof: Immediate from Proposition 3. This result can also be justified by the fact that at high SNR. Since the th derivative has the opposite sign of the th derivative, the th derivative has to approach zero to avoid a sign change for the th derivative.
The bounds proposed in this section can be used in the design and analysis of optimization algorithms: e.g., to analyze the convergence conditions and rates, and to develop stopping criteria based on the suboptimality of the solutions [4] , [8, . Evidently, the bounds on the first and second derivatives are the ones that could be employed most commonly in an optimization problem, e.g., while determining the required step size of gradient methods. The assignment of a small value would cause the algorithm to converge slowly, whereas assigning too high a value could result in missing an optimal point. On the other hand, the bounds on the higher order derivatives can be equally important. For example, the Lipschitz coefficient of a function can be interpreted as a bound on the third derivative of , and measures how well can be approximated by a quadratic model [8, Sec. 9.5.3] . As a result, it plays a prominent role in the performance of Newton's method, which is expected to yield good performance for a function whose quadratic model varies slowly. Being a bound on the third derivative, the Lipschitz coefficient for the error probability function can be determined using the framework developed in this section. By a similar reasoning, the bounds on higher order derivatives of the SER can prove useful when higher order models are employed to approximate the error probability. Moreover, the constellation-independent nature of the proposed bounds makes them a valuable tool in the design of optimization algorithms that are required to work in a variety of communication settings.
IV. CONCLUDING REMARKS
In this paper, the spherical symmetry of the Gaussian noise distribution was exploited to obtain universal bounds on the SER and its higher order derivatives for arbitrary constellations impaired by AWGN, when the minimum distance detector is used. Using the derived bounds on the SER, we provided an alternative proof of the sphere hardening argument. We also presented a general procedure that tests for sufficient conditions to determine the sign of the SER derivative of any order. This method is based on the positive real roots (with odd multiplicity) of an explicitly-specified polynomial, which can be computed efficiently using standard numerical algorithms [12] . Nevertheless, simpler bounds were provided to determine the high SNR region, where the sign of the th derivative is given by that of , in order to alleviate the need for the computation of the roots. Universal bounds were proposed for SER derivatives of all orders. These bounds revealed a stronger characterization of the SER for arbitrary two-dimensional constellations, which had been shown to be completely monotone in a relevant work.
It can be seen that the results presented in this paper are also valid in the correlated noise scenario, since a whitening filter can be applied to the received signal and an equivalent constellation with identical performance can be obtained. Likewise, the extension to interference channel (as in multiuser communications) is straightforward when the interference can be modeled as Gaussian noise [13] . The bounds and the properties of the SER derivatives derived in this paper also apply to the bit error rate (BER) when the latter can be expressed as a nonnegative sum of conditional SERs or approximated as [2] , [14] . As pointed out in [4] , [5] , the reported results can be applied to coded systems by considering codewords as symbols of an extended multidimensional constellation. Finally, we note that a generic detector with centerconvex decision regions, as defined in [5, Sec. III-A], can be employed at the receiver instead of the minimum distance detector, without altering the results.
APPENDIX A PROOF OF COROLLARY 1.1
For any code whose decision regions enclose the spheres of radius , i.e., , the following holds due to monotonicity of the upper incomplete Gamma function given in (12) : (27) where . On the other hand, for any code whose decision regions are enclosed by the spheres of radius , i.e., , we get from (12):
For the above two cases, the aim is to determine the behavior of the SER as . To that aim, it is recalled that (29)
Notice that the integrand in (29) is the Gamma PDF with shape parameter and scale parameter 1, which is denoted by [15] . Let be independent and identically distributed (i.i.d.)
RVs. It is well known that sum of i.i.d. Gamma RVs is also Gamma distributed, i.e., [15] . Then, the integral given in (29) can be expressed in terms of the complementary cumulative distribution function (CCDF) of , that is,
By letting ,
where the last line follows from the weak law of large numbers [15] . Similarly,
Inequalities (31) and (32) in conjunction with the bounds given in (27) and (28) establish the result.
APPENDIX B PROOF OF PROPOSITION 2
Recalling that is a polynomial of degree , it has roots [16] . These roots can be obtained in closed form for polynomials of degree less than five, while efficient numerical algorithms exist for roots of higher-degree polynomials [12] . In order to derive sufficient conditions to determine the signs of the SER derivatives, we will concentrate only on the positive real roots, where changes sign. First, we consider the case when there is no positive real root for a given . Then, the sign of is the opposite of the sign of over the interval , which can be obtained from the sign of the term with the highest exponent in , i.e., . Taking into account the leading negative sign in (16) , it is seen that the sign of is the same as that of for all . Next, we consider the case when there exists at least one positive real root. Let denote the number of such roots , which are arranged in increasing order, i.e.,
. We first consider the low SNR regime. If for all (or equivalently if ), then it is evident from (16) that the sign of is the opposite of the sign of over the interval , which is determined by the sign of the term with the lowest exponent in defined in (15) . For , this is the constant term of the polynomial, i.e., , which is positive. For with odd , the sign of is the same as that of . For with even , the lowest degree term of is where . This is because for all if is an even positive integer. Hence, the sign of over the interval is the sign of . Next, we consider the high SNR regime. If for all (or equivalently if ), then the sign of is the opposite of the sign of over the interval , which is governed by the sign of the term with the highest exponent in . Since this term is , the sign of is seen to be the same as that of for all after accounting for the leading negative sign in (16) . Furthermore, if is satisfied for some , then the sign of for all is the opposite of the sign of over the interval . This is because the sign of remains the same over the interval . Since the SER is given as a nonnegative sum of the conditional SERs, the results in the proposition follow by substituting .
APPENDIX C PROOF OF COROLLARY 2.1
In Proposition 2, it is stated that for , where is the largest positive real root of the polynomial . The idea is to find an upper bound on and substitute this bound for in the above condition. Let . From (15) , it is seen that the coefficient multiplying the term is given by for . A powerful bound on the magnitude of the roots of a polynomial is given by the Fujiwara's bound [17] , which is shown in (19) . The second choice is derived from the Kojima's bound [18] . Although the Fujiwara's bound always compares favorably with the Kojima's bound [19] , the latter leads to a simpler expression for . For a polynomial of degree , Kojima's bound is given by [18] (33)
Based on the representation of given above, for , we get (34)
Hence, an upper bound on the Kojima's bound, and therefore on , is .
