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a b s t r a c t
Oscillation criteria are established for second order nonlinear neutral differential equations
with deviating arguments of the form(
r(t)|z ′(t)|α−1z ′(t))′ + f (t, x[σ(t)]) = 0, t ≥ t0
where α > 0 and z(t) = x(t) + p(t)x[τ(t)]. Our results improve and extend some
known results in the literature. Some illustrating examples are also provided to show the
importance of our results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
This paper is concerned with the oscillation problem of the second order nonlinear delay differential equations with
deviating arguments(
r(t)
∣∣z ′(t)∣∣α−1 z ′(t))′ + f (t, x[σ(t)]) = 0, t ≥ t0 (1.1)
where α > 0, z(t) = x(t)+ p(t)x[τ(t)] and p(t) ∈ C([t0,∞),R).
Throughout this paper, we assume that
(A1) −µ ≤ p(t) ≤ 1 for µ ∈ (0, 1);
(A2) r(t) ∈ C([t0,∞), (0,∞)),
∫∞
t0
r−
1
α (t)dt = ∞;
(A3) τ (t) ∈ C([t0,∞),R), τ(t) ≤ t and limt→∞ τ(t) = ∞;
(A4) σ (t) ∈ C1([t0,∞),R), σ(t) ≤ t , σ ′(t) > 0 and limt→∞ σ(t) = ∞;
(A5) f (t, x) ∈ C([t0,∞)× R,R), and there exists a function q(t) ∈ C([t0,∞), [0,∞)) such that
f (t, x)sgn x ≥ q(t)|x|α for x 6= 0 and t ≥ t0.
By a solution of Eq. (1.1), we mean a function x(t) ∈ C1([Tx,∞),R) for some Tx ≥ t0 which has the property that
r(t)
∣∣z ′(t)∣∣α−1 z ′(t) ∈ C1([Tx,∞),R) and satisfies Eq. (1.1) on [Tx,∞). As is customary, a solution of Eq. (1.1) is called
oscillatory if it has arbitrarily large zeros on [t0,∞). Otherwise, it is called nonoscillatory. Eq. (1.1) is called oscillatory if all
of its solutions are oscillatory.
Neutral delay differential equations find numerous applications in electric networks. For example, they are frequently
used for the study of distributed networks containing lossless transmission lines which rise in high speed computers where
the lossless transmission lines are used to interconnect switching circuits; see [1].
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The problem of obtaining sufficient conditions to ensure the second order differential equations which are special cases
of Eq. (1.1) are oscillatory has received great attention. We refer the reader to the papers [2–20] and the references therein.
For some related works, Agarwal et al. [2], Elbert [4,5], Kusano et al. [9–11], Mirzov [15] observed some similar properties
between(
r(t)|x′(t)|α−1x′(t))′ + q(t)|x[σ(t)]|α−1x[σ(t)] = 0 (1.2)
and the corresponding linear equation
(r(t)x′(t))′ + q(t)x(t) = 0.
Recently, Džurina et al. [3], Sun et al. [18] obtained some oscillation criteria for Eq. (1.2). Liu et al. [13] and Xu et al. [19,
20] extended the results of [3,18] to Eq. (1.2) with neutral term.
In this paper, some new oscillation criteria are established for Eq. (1.1). For the case when 0 ≤ p(t) ≤ 1, our results im-
prove and extend some results obtained in [3,13,18]. On the other hand, to the best of our knowledge, there has beenno result
on Eq. (1.1) under the case when p(t) ≤ 0. To fill the gap, we will establish some oscillation criteria for Eq. (1.1) in the case
−µ ≤ p(t) ≤ 0 for the first time. Some examples will be given to show the sharpness of our results at the end of this paper.
2. Oscillation criteria for 0 ≤ p(t) ≤ 1
In this section, we will establish some oscillation criteria for Eq. (1.1) in the case when 0 ≤ p(t) ≤ 1. For the simplicity,
we define the following notations.
Qˆ (t) =
∫ ∞
t
q(s) (1− p[σ(s)])α ds and R(t) = ασ
′(t)
r
1
α [σ(t)]
.
Theorem 2.1. Suppose that Eq. (1.1) is nonoscillatory. Then there exists a positive functionw(t) on [T ,∞) such that
Qˆ (t) <∞,
∫ ∞
t
R(s)w
α+1
α (s)ds <∞
w(t) ≥ Qˆ (t)+
∫ ∞
t
R(s)w
α+1
α (s)ds (2.1)
for t ≥ T ≥ t0, and
lim sup
t→∞
w(t)
(∫ σ(t)
t0
r−
1
α (s)ds
)α
≤ 1. (2.2)
Proof. Let x(t) be a nonoscillatory solution of Eq. (1.1). Without loss of generality, we assume that x(t) > 0, x[τ(t)] > 0
and x[σ(t)] > 0 for t ≥ t1 ≥ t0. Since the case x(t) < 0 can be treated similarly. From Eq. (1.1), we have for t ≥ t1,
z(t) = x(t)+ p(t)x[τ(t)] > 0 and(
r(t)
∣∣z ′(t)∣∣α−1 z ′(t))′ = −f (t, x[σ(t)]) ≤ −q(t)xα[σ(t)] ≤ 0. (2.3)
Thus, r(t)
∣∣z ′(t)∣∣α−1 z ′(t) is decreasing function. Now we have two possible cases for z ′(t): (i) z ′(t) < 0 eventually,
(ii) z ′(t) > 0 eventually.
(i) Suppose that z ′(t) < 0 for t ≥ t2 ≥ t1. Then, from Eq. (2.3), we have
r(t)
∣∣z ′(t)∣∣α−1 z ′(t) ≤ r(t2) ∣∣z ′(t2)∣∣α−1 z ′(t2) for t ≥ t2
which implies that
z(t) ≤ z(t2)− r 1α (t2)|z ′(t2)|
∫ t
t2
r−
1
α (s)ds.
Letting t →∞, we get z(t)→−∞which is a contradiction.
(ii) Suppose that z ′(t) > 0 for t ≥ t2 ≥ t1. Hence we have
r(t)(z ′(t))α ≤ r[σ(t)](z ′[σ(t)])α.
That is
z ′[σ(t)]
z ′(t)
≥
(
r(t)
r[σ(t)]
) 1
α
. (2.4)
By Eq. (2.3), we have(
r(t)
(
z ′(t)
)α)′ + q(t)xα[σ(t)] ≤ 0. (2.5)
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By (A3), we obtain
x[σ(t)] = z[σ(t)] − p[σ(t)]x(τ [σ(t)])
≥ z[σ(t)] − p[σ(t)]z(τ [σ(t)])
≥ (1− p[σ(t)])z[σ(t)]
which together with Eq. (2.5) leads to(
r(t)
(
z ′(t)
)α)′ + q(t) (1− p[σ(t)])α zα[σ(t)] ≤ 0. (2.6)
Therefore(
r(t)
(
z ′(t)
)α)′
zα[σ(t)] ≤ −q(t) (1− p[σ(t)])
α . (2.7)
Now define
w(t) = r(t)
(
z ′(t)
z[σ(t)]
)α
for t ≥ t2.
Thereforew(t) > 0. By Eqs. (2.4) and (2.7), we conclude that
w′(t) =
(
r(t)
(
z ′(t)
)α)′
zα[σ(t)] − α
r(t)
(
z ′(t)
)α
zα+1[σ(t)] z
′[σ(t)]σ ′(t)
≤ −q(t) (1− p[σ(t)])α − αw α+1α (t) z
′[σ(t)]σ ′(t)
r
1
α (t)z ′(t)
≤ −q(t) (1− p[σ(t)])α − αw α+1α (t) σ
′(t)
r
1
α [σ(t)]
= −q(t) (1− p[σ(t)])α − R(t)w α+1α (t) < 0. (2.8)
Thus,
w′(t)+ q(t) (1− p[σ(t)])α + R(t)w α+1α (t) ≤ 0 for t ≥ t2.
Integrating the above inequality from t to t ′, we obtain
w(t ′)− w(t)+
∫ t ′
t
q(s) (1− p[σ(s)])α ds+
∫ t ′
t
R(s)w
α+1
α (s)ds ≤ 0. (2.9)
We claim that Qˆ (t) <∞ for t ≥ t2. Otherwise, from the above inequality, it follows that
w(t ′) ≤ w(t)−
∫ t ′
t
q(s) (1− p[σ(s)])α ds
→ −∞ as t ′ →∞
which is a contradiction. Hence we have proven the claim. Similarly, we can show∫ ∞
t
R(s)w
α+1
α (s)ds <∞ for t ≥ t2. (2.10)
By Eq. (2.8), we find limt→∞w(t) = w∗. In view of Eq. (2.10), we havew∗ = 0. Letting t ′ →∞ in Eq. (2.9), we get Eq. (2.1).
To prove Eq. (2.2), note that
1
w(t)
= 1
r(t)
(
z[σ(t)]
z ′(t)
)α
= 1
r(t)
 z(t2)+ ∫ σ(t)t2 r− 1α (s)r 1α (s)z ′(s)ds
z ′(t)
α
≥ 1
r(t)
 r 1α (t)z ′(t) ∫ σ(t)t2 r− 1α (s)ds
z ′(t)
α
=
(∫ σ(t)
t2
r−
1
α (s)ds
)α
.
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Thus, we have
w(t)
(∫ σ(t)
t0
r−
1
α (s)ds
)α
≤
∫ σ(t)t0 r− 1α (s)ds∫ σ(t)
t2
r−
1
α (s)ds
α
which implies Eq. (2.2). This completes the proof of Theorem 2.1. 
Based on Theorem 2.1, we obtain some oscillation criteria for Eq. (1.1).
Corollary 2.2. Assume that Qˆ (t0) = ∞. Then Eq. (1.1) is oscillatory.
Corollary 2.3. Assume that
lim inf
t→∞
1
Qˆ (t)
∫ ∞
t
Qˆ
α+1
α (s)R(s)ds >
α
(α + 1) α+1α
. (2.11)
Then Eq. (1.1) is oscillatory.
Proof. Suppose to the contrary that Eq. (1.1) is nonoscillatory. According to Theorem 2.1, we have Eq. (2.1) holds. By
Eq. (2.11), there exists a constant β > α
(α+1) α+1α
such that
lim inf
t→∞
1
Qˆ (t)
∫ ∞
t
Qˆ
α+1
α (s)R(s)ds > β. (2.12)
On the other hand, using Eq. (2.1), we get
w(t)
Qˆ (t)
≥ 1+ 1
Qˆ (t)
∫ ∞
t
R(s)w
α+1
α (s)ds
= 1+ 1
Qˆ (t)
∫ ∞
t
R(s)Qˆ
α+1
α (s)
(
w(s)
Qˆ (s)
) α+1
α
ds t ≥ T . (2.13)
Let λ = inft≥T w(t)Qˆ (t) . Then λ ≥ 1. Eq. (2.13) implies that λ ≥ 1+ λ
α+1
α β . By some computations, we find this contradicts the
admissible values of β and λ. 
Let {yˆn(t)}∞n=0 be a sequence of continuous functions defined as follows (if they exist):
yˆ0(t) = Qˆ (t) for t ≥ t0
and
yˆn(t) =
∫ ∞
t
R(s)yˆ
α+1
α
n−1 (s)ds+ Qˆ (t) for n = 1, 2, . . . and t ≥ t0. (2.14)
Then we have the following consequence.
Lemma 2.4. If Eq. (1.1) is nonoscillatory, then yˆn(t) ≤ w(t) where w(t) is defined as in Theorem 2.1 and there exists a positive
function yˆ(t) on [T ,∞) such that limn→∞ yn(t) = yˆ(t) for t ≥ T ≥ t0. In addition,
yˆ(t) =
∫ ∞
t
R(s)yˆ
α+1
α (s)ds+ Qˆ (t) for t ≥ T . (2.15)
Proof. Suppose that Eq. (1.1) is nonoscillatory. Since yˆ0(t) ≤ yˆ1(t), by induction, it is easy to see that yˆn(t) ≤ yˆn+1(t) for
n = 0, 1, 2, . . . . On the other hand, by Eq. (2.1), we have w(t) ≥ Q (t) = yˆ0(t), inductively, we can get w(t) ≥ yˆn(t) for
n = 0, 1, 2, . . . and t ≥ T . Thus, the sequence {yˆn(t)}∞n=0 converges to yˆ(t) on [T ,∞). By Lebesgue monotone convergence
theorem and letting n→∞ in Eq. (2.14), we get Eq. (2.15). We complete the proof of Lemma 2.4. 
Combining Theorem 2.1 with Lemma 2.4, we give the following oscillation criteria.
Corollary 2.5. Let yˆn(t) be defined as in Eq. (2.14). If there exists some yˆn(t) such that
lim sup
t→∞
yˆn(t)
(∫ σ(t)
t0
r−
1
α (s)ds
)α
> 1.
Then Eq. (1.1) is oscillatory.
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Letting n = 1 in Corollary 2.5, we have
Corollary 2.6. Assume that
lim sup
t→∞
(∫ σ(t)
t0
r−
1
α (s)ds
)α (∫ ∞
t
R(s)Qˆ
α+1
α (s)ds+ Qˆ (t)
)
> 1.
Then Eq. (1.1) is oscillatory.
Corollary 2.7. Let yˆn(t) be defined as in Eq. (2.14). If there is some yˆn(t) such that either of the following conditions holds:∫ ∞
t0
q(t) (1− p[σ(t)])α exp
(∫ t
t0
R(s)yˆ
1
α
n (s)ds
)
dt = ∞ (2.16)
or ∫ ∞
t0
R(t)yˆ
1
α
n (t)Qˆ (t) exp
(∫ t
t0
R(s)yˆ
1
α
n (s)ds
)
dt = ∞. (2.17)
Then Eq. (1.1) is oscillatory.
Proof. Assume to the contrary that Eq. (1.1) is nonoscillatory. Then by Eq. (2.15) of Lemma 2.4, we have
yˆ′(t) = −R(t)yˆ α+1α (t)− q(t) (1− p[σ(t)])α for t ≥ T .
Note that yˆn(t) ≤ yˆ(t). Therefore,
yˆ′(t) ≤ −R(t)y 1αn (t)yˆ(t)− q(t) (1− p[σ(t)])α for t ≥ T .
From the above inequality, we can conclude that
yˆ(t) ≤ exp
(
−
∫ t
T
R(s)yˆ
1
α
n (s)ds
)(
yˆ(T )−
∫ t
T
q(s) (1− p[σ(s)])α exp
(∫ s
T
R(u)yˆ
1
α
n (u)du
)
ds
)
which implies that
∞ > yˆ(T ) ≥
∫ t
T
q(s) (1− p[σ(s)])α exp
(∫ s
T
R(u)yˆ
1
α
n (u)du
)
ds.
This contradicts Eq. (2.16).
Define
vˆ(t) =
∫ ∞
t
R(s)yˆ
α+1
α (s)ds for t ≥ T .
From Eq. (2.15), we find
vˆ′(t) = −R(t)yˆ α+1α (t)
≤ −R(t)yˆ 1αn (t)yˆ(t)
= −R(t)yˆ 1αn (t)(vˆ(t)+ Qˆ (t)).
Similarly, we can get∫ ∞
t0
R(t)yˆ
1
α
n (t)Qˆ (t) exp
(∫ t
t0
R(s)yˆ
1
α
n (s)ds
)
dt <∞.
This contradiction completes the proof of Corollary 2.7. 
Specially, taking n = 0 in Eqs. (2.16) and (2.17), we obtain the following oscillation result.
Corollary 2.8. Suppose that either of the following conditions holds:∫ ∞
t0
q(t) (1− p[σ(t)])α exp
(∫ t
t0
R(s)Qˆ
1
α (s)ds
)
dt = ∞ (2.18)
or ∫ ∞
t0
R(t)Qˆ
α+1
α (t) exp
(∫ t
t0
R(s)Qˆ
1
α (s)ds
)
dt = ∞. (2.19)
Then Eq. (1.1) is oscillatory.
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3. Oscillation criteria for−µ ≤ p(t) ≤ 0
Similar to Section 2, we will present some oscillation criteria for Eq. (1.1) under the case when −µ ≤ p(t) ≤ 0 for
µ ∈ (0, 1) in this section. It will be convenient to make the following notation.
Q (t) =
∫ ∞
t
q(s)ds.
Theorem 3.1. Assume that every solution of Eq. (1.1) is neither oscillatory nor tends to zero. Then there exists a positive function
w(t) on [T ,∞) such that
Q (t) <∞,
∫ ∞
t
R(s)w
α+1
α (s)ds <∞
w(t) ≥ Q (t)+
∫ ∞
t
R(s)w
α+1
α (s)ds (3.1)
for t ≥ T ≥ t0, and
lim sup
t→∞
w(t)
(∫ σ(t)
t0
r−
1
α (s)ds
)α
≤ 1. (3.2)
Proof. Let x(t) be a solution of Eq. (1.1) which is neither oscillatory nor tends to zero. Without loss of generality, we assume
that x(t) > 0, x[τ(t)] > 0 and x[σ(t)] > 0 for t ≥ t1 ≥ t0. From Eq. (1.1), we have(
r(t)
∣∣z ′(t)∣∣α−1 z ′(t))′ = −f (t, x[σ(t)]) ≤ −q(t)xα[σ(t)] ≤ 0 for t ≥ t1.
Thus, r(t)
∣∣z ′(t)∣∣α−1 z ′(t) is decreasing function. As a result, z ′(t) and z(t) are eventually of constant sign. Nowwe have two
possible cases for z(t): (i) z(t) > 0 eventually, (ii) z(t) < 0 eventually.
(i) Suppose that z(t) > 0 eventually. Proceeding as in the proof of Theorem 2.1 until we reach Eq. (2.6) replaced by(
r(t)
(
z ′(t)
)α)′ + q(t)zα[σ(t)] ≤ 0. (3.3)
Replacing Qˆ (t) by Q (t) and following the similar steps as in the proof of Theorem 2.1, we can get all desired results.
(ii) Suppose that z(t) < 0 eventually, say, z(t) < 0 for t > t2. It must now hold that τ(t) < t for t > t2. Consider two
cases for x(t): (a) x(t) is unbounded, (b) x(t) is bounded.
(a) Assume that x(t) is unbounded. For t > t2, we have
x(t) = z(t)− p(t)x[τ(t)] < −p(t)x[τ(t)] < x[τ(t)]. (3.4)
On the other hand, since x(t) is unbounded we can choose a sequence {Tn}∞n=1 satisfying that limn→∞ Tn = ∞,
limn→∞ x(Tn) = ∞ and maxT1≤t≤Tn x(t) = x(Tn). By picking N so large that TN > t2 and τ(TN) > T1. Therefore,
maxτ(TN )≤t≤TN x(t) = x(TN)which contradicts Eq. (3.4).
(b) If x(t) is bounded. We claim that x(t)→ 0 as t →∞. To see this, note that
0 ≥ lim sup
t→∞
z(t)
= lim sup
t→∞
(x(t)+ p(t)x[τ(t)])
≥ lim sup
t→∞
x(t)+ lim inf
t→∞ p(t)x[τ(t)]
≥ lim sup
t→∞
x(t)− µ lim sup
t→∞
x[τ(t)]
≥ (1− µ) lim sup
t→∞
x(t)
which has proved the claim. This contradiction completes the proof of Theorem 3.1. 
The following oscillation criteria are similar to those in Section 2. Hence we omit the proofs.
Corollary 3.2. Assume that Q (t0) = ∞. Then every solution of Eq. (1.1) is either oscillatory or tends to zero.
Corollary 3.3. Assume that
lim inf
t→∞
1
Q (t)
∫ ∞
t
Q
α+1
α (s)R(s)ds >
α
(α + 1) α+1α
. (3.5)
Then every solution of Eq. (1.1) is either oscillatory or tends to zero.
3716 J.-G. Dong / Computers and Mathematics with Applications 59 (2010) 3710–3717
Let {yn(t)}∞n=0 be a sequence of continuous functions defined as follows (if they exist):
y0(t) = Q (t) for t ≥ t0
and
yn(t) =
∫ ∞
t
R(s)y
α+1
α
n−1 (s)ds+ Q (t) for n = 1, 2, . . . and t ≥ t0. (3.6)
Corollary 3.4. Let yn(t) be defined as in Eq. (3.6). If there exists some yn(t) such that
lim sup
t→∞
yn(t)
(∫ σ(t)
t0
r−
1
α (s)ds
)α
> 1.
Then every solution of Eq. (1.1) is either oscillatory or tends to zero.
Letting n = 1 in Corollary 3.4, we have
Corollary 3.5. Assume that
lim sup
t→∞
(∫ σ(t)
t0
r−
1
α (s)ds
)α (∫ ∞
t
R(s)Q
α+1
α (s)ds+ Q (t)
)
> 1.
Then every solution of Eq. (1.1) is either oscillatory or tends to zero.
Corollary 3.6. Let yn(t) be defined as in Eq. (3.6). If there is some yn(t) such that either of the following conditions holds:∫ ∞
t0
q(t) exp
(∫ t
t0
R(s)y
1
α
n (s)ds
)
dt = ∞
or ∫ ∞
t0
R(t)y
1
α
n (t)Q (t) exp
(∫ t
t0
R(s)y
1
α
n (s)ds
)
dt = ∞.
Then every solution of Eq. (1.1) is either oscillatory or tends to zero.
Taking n = 0 in Corollary 3.6, we obtain the following oscillation result.
Corollary 3.7. Suppose that either of the following conditions holds:∫ ∞
t0
q(t) exp
(∫ t
t0
R(s)Q
1
α (s)ds
)
dt = ∞
or ∫ ∞
t0
R(t)Q
α+1
α (t) exp
(∫ t
t0
R(s)Q
1
α (s)ds
)
dt = ∞.
Then every solution of Eq. (1.1) is either oscillatory or tends to zero.
Remark 3.8. We note that the oscillation criteria obtained in this section are independent of p(t).
4. Examples
In this section, some examples are given to show the sharpness of our results.
Example 4.1. Consider the neutral delay differential equation of the form(√
t
(
x(t)+
(
1− 1
tγ
)
x(t − τ)
)′)′
+ ϑ
4t3/2−γ
x(λt) = 0 (4.1)
where ϑ > 0, τ > 0, 1/2 ≤ γ < 1, 0 < λ < 1. Hence α = 1, r(t) = √t , p(t) = 1 − 1tγ , q(t) = ϑ4t3/2−γ and τ(t) = t − τ ,
σ(t) = λt .
Note that
Qˆ (t) =
∫ ∞
t
q(s) (1− p[σ(s)])α ds = ϑ
2λγ
√
t
and R(t) = ασ
′(t)
r
1
α [σ(t)]
=
√
λ
t
.
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In addition,
lim inf
t→∞
1
Qˆ (t)
∫ ∞
t
Qˆ
α+1
α (s)R(s)ds = lim inf
t→∞
2λγ
√
t
ϑ
∫ ∞
t
ϑ2
4λ2γ s
√
λ
s
ds = ϑ
λγ−
1
2
.
If ϑ > λγ−
1
2 /4, then, by Corollary 2.3, we have that Eq. (4.1) is oscillatory. It is easy to see that our condition essentially
improves the condition ϑ > 1/4 obtained in [13].
Example 4.2. Consider the neutral delay differential equation(|z(′t)|α−1z ′(t))′ + b
tα+1
x(λt) = 0 (4.2)
where α > 0, z(t) = x(t) + p(t)x[τ(t)], b > 0, λ ∈ (0, 1). Here, r(t) ≡ 1, q(t) = b
tα+1 and σ(t) = λt . Then we have the
following:
(i) For 0 ≤ p(t) ≡ p ≤ 1, if bλα(1− p)α > ( α
α+1
)α+1 then, by Corollary 2.3, Eq. (4.2) is oscillatory.
(ii) For−µ ≤ p(t) ≤ 0, if bλα > ( α
α+1
)α+1 then, by Corollary 3.3, every solution of Eq. (4.2) is either oscillatory or tends to
zero.
Note that Example 4.2 extends Example 2.1 of [18].
Example 4.3. Consider the following differential equation(|z ′(t)|z ′(t))′ + a
t2
∣∣∣x (√t)∣∣∣ x (√t) = 0 (4.3)
where z(t) = x(t)+ p(t)x[τ(t)],−µ ≤ p(t) ≤ 0, a > 0. Here, r(t) ≡ 1, α = 2, q(t) = a/t2, and σ(t) = √t . Note that
Q (t) =
∫ ∞
t
q(s)ds = a
t
, R(t) = ασ
′(t)
r
1
α [σ(t)]
= 1√
t
and
lim inf
t→∞
1
Q (t)
∫ ∞
t
Q
α+1
α (s)R(s)ds = lim inf
t→∞
t
a
∫ ∞
t
(a
s
) 3
2 1√
s
ds = √a.
Thus, if a > 4/27, by Corollary 3.3, we have that every solution of Eq. (4.3) is either oscillatory or tends to zero.
Note that Example 4.3 essentially improves and extends Example 2 of [3].
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