Abstract. Inductive Logic Programming is a subfield of Machine Learning concerned with the induction of logic programs. In Shapiro's Model Inference System -a system that infers theories from examples-the use of downward refinement operators was introduced to walk through an ordered search space of clauses. Downward and upward refinement operators compute specializations and generalizations of clauses respectively. In this article we present the results of our study of completeness and properness of refinement operators for an unrestricted search space of clauses ordered by O-subsumption. We prove that locally finite downward and upward refinement operators that are both complete and proper for unrestricted search spaces ordered by 0-subsumption do not exist. We also present a complete but improper upward refinement operator. This operator forms a counterpart to Laird's downward refinement operator with the same properties.
Introduction
Inductive Logic Programming (ILP) is a subfield of machine learning concerned with the induction of logic programs that are consistent with examples of an unknown concept, i.e. programs that can derive all positive examples and none of the negative ones. Within ILP, generalization and specialization of theories and clauses play important roles.
Whereas logical implication between theories or clauses are conceptually most desirable, 0-subsumption, a weaker version of it, is widely used since it is more manageable and we use it as our notion of generality w.r.t, which we study Shapiro [15] has introduced the use of downward refinement operators in model inference. A downward refinement operator p can be used to derive a set of specializations of a clause C, denoted by p(C). We also consider upward refinement operators, denoted by 5, that return sets of generalizations. In our opinion, ideal refinement operators are locally finite, complete and, less important, proper for search spaces of clauses that are not restricted beforehand. Local finiteness means that p(C) or 5(C) is finite and computable. Properness means that C is not equivalent with any element of p(C) or 5(C), and completeness that every proper specialization or generalization of a clause can be found.
Although O-subsumption is simpler and easier to understand than logical implication, there are still some simple looking but unanswered questions related to refinement w.r.t. O-subsumption. They will be answered in this article.
I. Can we define locally finite, complete and proper downward or upward refinement operators for unrestricted search spaces ordered by 0-subsumption? 2. If not, can we define locally finite and complete downward or upward refinement operators for such search spaces if we drop the condition of properness?
The following example illustrates the problems of completeness and properness of refinement operators for unrestricted search spaces.
Example i. Consider the following clauses that represent that node X is in a cycle of length 3 and 1 respectively:
c = cycle(X) con(X, Y), con(Y, Z), eo, (Z,X) D = cycle(X) t---con(X,X)
Then clause C 0-subsumes clause D as can be verified by the substitution {Y/X, Z/X}. A downward refinement operator like Laird's P0 [7] can derive D from C in two refinement steps: applying the variable unifications {Y/Z} and {Z/X}. We say that there is a po-chain from C to D via E.
E = cycle(X) +--co,~(X, X), con(X, Z), con(Z, X) 9 po(C) D' = eyde(X) +-con(X,X), con(X,X), con(X,X) 9 po(E) c_ p~,(C)
In ILP, clauses are usually interpreted as sets of literals, hence the duplicate literals in D' can be removed to get D. When we want to derive C from D using an upward refinement operator, anti-unification of variables in D can only result in C if we first duplicate the literal con(X, X) in D twice. Note that the clauses D and E are subsume equivalent. Still it seems useful to derive E from D first, since it can be used to derive C later on. We will prove that this kind of equivalent refinement steps are necessary for completeness. In this example, two literal duplications were sufficient to derive C. But how many duplications are necessary to derive other clauses in an unrestricted search space, for example cycles of arbitrary length n? Even if we drop the condition of properness, problems with local finiteness of a complete upward refinement operator arise if the required number of literal duplications cannot be determined.
The results in this article provide a negative answer to Question 1. We prove that complete and proper refinement operators for unrestricted search spaces ordered by O-subsumption do not exist.
Question 2 is already partly answered by Laird's [7] improper, complete downward refinement operator for unrestricted sets of clauses. In this article we complete the affirmative answer by defining an upward counterpart.to Laird's downward refinement operator. We will show that the number of required literal duplications in upward refinement is finite and computable. Using this observation we will come to our positive result, In practice these results imply that under the restriction of local finiteness and completeness, any attempt to modify an improper refinement operator into a proper one or to construct a new proper refinement operator is doomed to fail.
Related work. Refinement operators for clauses ordered by ~-subsumption are also described by Shapiro [15] , Laird [7] , and Ling and Dawes [9] . Shapiro intended to define a downward refinement operator for finite search spaces such that every reduced clause was derivable from the empty clause. We have shown that his operator did not satisfy this weak completeness property 3 and proposed another proper and complete downward refinement operator for finite search spaces of reduced clauses [6] . Laird's modified version of Shapiro's downward refinement operator is complete but improper for unrestricted search spaces as will be discussed in Section 4. Ling and Dawes have proposed an upward refinement operator for clauses that is, using our definitions, neither complete nor proper and operates on finite search spaces. It lacks the, in our opinion vital (cf. Example 1), ability of increasing the number of literals in generalization. In [12] , the authors and Leon van der Torre presented a deeonstruction of logical implication that resulted in six downward and upward refinement operators for finite search spaces ordered by six increasingly strong orderings. In this last article the use of the substitution and set ordering to define refinement operators for the 0-subsumption ordering was introduced. This approach will also be taken in Section 5, in which we develop our complete upward refinement operator for unrestricted search spaces. This last refinement operator is presented before as a working paper in [5] .
The difference between 0-subsumption and logical implication between clauses can be characterized by self-resolution. When a clause is resolved n-1 times with itself then the resulting clause is called an n-th power of the original clause. The original clause is also called an n-th root of the resulting clause [I0]. Operators that compute n-th powers and roots of a clause can be used to extend downward and upward refinement operators for 0-subsumption to logical implication. For example, the complete upward refinement operator for ~-subsumption that will be presented in this article becomes complete for logical implication when we incorporate Idestam-Almquist's [i] expansions of clauses. Incomplete but more efficient operators that compute n-th roots of clauses are described in [2] and [8] .
Outline of the article. In Section 2 we give some basic definitions Concerning orderings and refinement operators. In Section 3 we prove the nonexistence of complete and proper refinement operators for unrestricted search spaces ordered by 0-subsumption. In Section 4 we briefly discuss Laird's complete downward refinement operator for such search spaces. A complete upward refinement operator will be defined in three steps in Section 5. Finally, in Section 6, we will present our conclusions and suggest some future research directions.
Notation and Definitions

Notation
Given a language of first order logic s with finitely many function and predicate symbols we use the following notation. Clauses are denoted by C, D,..., function symbols by f, g, constants by a, b, predicate symbols by p, q, r and literals by L, M. All these symbols can occur with subscripts.
In this article we make an explicit distinction between the representation of a clause as a set and as a sequence of literals. This is necessary since we need to describe the operation of duplicating a literal in Section 5. In the four preceding sections the difference is not important. Whenever we say 'clause C' we mean a sequence of literals: C = L1,..., L,~ 6-M1,..., M~.
The set representation is common in ILP and will, in this article, sometimes be used to facilitate definitions. By writing C we mean that clause C is considered as a set of literals and thus the internal ordering and repetition of literals play no role. For example, the clauses
C = even(X) +--odd(Y), odd(Y),plus(Y,Y,X), and D = even(X) +--plus(Y, }I, X), odd(Y)
have the same set representation
= D = {even(X),-~plus(Y, Y, X),-~odd(Y)}.
All definitions and properties of refinement operators in this article will be described in terms of general first order clauses but they can easily be adapted for (definite) Horn-clauses.
Definitions
In the following definitions S can be any set of clauses and ~ can be any ordering.
Given two literals L and M, we use the following notions:
-L and M are called compatible iff they have the samepredicate name and sign [13] .
-A literal is called most general w.r.t, a clause C iff it contains only distinct variables as arguments that do not occur in C [15] . 
Given a set of clauses S ordered by _, -p is a downward refinement operator iff VC E S: p(C) C_ {D E SIC ~-D} -5 is an upward refinement operator iff 7C C S: 5(C) C {D E S[D ~_ C}
All definitions regarding refinement operators will be presented in terms of downward refinement but are defined similarly for upward refinement.
-p is called locally finite iff VC C S: p(C) is finite and computable.
-p is called proper iff VC E S: p(C) c_ {D C SIC >--D} -The sets of one-step refinements, n-step refinements and refinements of a clause C E S are defined respectively as
Complete and Proper Refinement
Before we present our nonexistence results we motivate our interest in complete and proper refinement operators for an unrestricted search space. First of all, it should be clear that any refinement operator that is not locally finite is of no practical use. All refinement operators in this article will be locally finite. Completeness of refinement operators is an important property since without it it is hard to make any statement concerning the performance of the systems in which they are used. Properness is a nice property for reasons of efficiency. If a clause is refuted because it is too general or too specific then we are not interested in clauses that are equivalent with this refuted clause. These clauses will also be too general or too specific. Still some refinement operators do return equivalent clauses. It will appear that improper refinement steps are sometimes necessary as a bridge to reach proper specializations or generalizations.
Since the clauses in the theory to learn are not known in advance, any restriction to the search space might exclude these clauses. Shapiro [15] solves this problem by incrementally expanding the search space. This, however, brings a lot of extra work. Furthermore, even if a clause and a proper specialization of it are both in a restricted search space, problems with finding a refinement chain between them can still occur if intermediate clauses are not in this search space. 
Nonexistence Conditions
Example 2. Consider the clauses
D2 = q(X1) +--p(X1, X2),p(X2, X1) Vn = q(Xl) +---p(Xl, X2),p(X2, Xl)... ,p(Xn-1, Xn),P(Xn, Xn--1 ) C = q(X1) +-p(X1,
/\
D~.~ ~ E~
c (a) the downward case (b) the upward case The following lemma states sufficient condition to conclude that locally finite, complete and proper downward refinement operator does not exist. 
Then a locally finite, complete and proper upward refinement operator for S ordered by ~-does not exist.
We will apply these lemma's that are valid for arbitrary ordered search spaces to unrestricted search spaces ordered by 0-subsumption. Example clauses that fit the lemma's can already be found in a logical language with one binary predicate p and no function symbols. The nonexistence results of the succeeding subsections are valid for any logical language that contains infinitely many variables, one or more predicate symbols of arity> 1 and any number of function symbols.
For simplicity we use only positive literals in the construction of our example clauses. By changing these examples a little they can be transformed to program Throug.hout this section C will be used whenever set properties are used, such as in C _C /). Otherwise we write C, where C is a clause that contains one occurrence of every literal in C. Until Section 5 the difference between the two notations is not important and can be ignored.
We adopt from Plotkin's definition of reducedness [13] . A clause C is called reduced iff/) _C C and D ~ C imply C = /). In words, C is reduced iff it equivalent to no proper subset of itself. []
Lemma 5. Let C and K,~ be defined as above. Then there is no E such that for all n >_ 2, K~ >-_ E ~-C.
Proof. Assume that E satisfies~K,~ K E ~-C for all n > 2. Let X1,..., X,~ be all variables in E. By/~0 C C, E can contain only literals p(Xi,Xj). In these literals Xi # Xj must hold, otherwise E is equivalent with C. But then/~ c_/(,~ which implies E ~ K,~ >-Km+l. This contradicts K~ _ E for n = m + 
Proof. C ~-D,~ follows directly from C C /)
, and the reducedness of Dn (Lemma 7). Let 8 be the substitution that maps every Yj, 1 < j < 3 '~+1, in D~+I to Yk in D~, where k = 3 n iff j mod 3 n = 0 and k = j mod 3 '~ otherwise. Then /)~+10 = /)n, and hence D~+I ~-D~. Assume D~ _ D~+I. Then for some a, Dn~ C_ D~+I and since IDol < 1D~+ll, D~a c D~+I. But then /)~+10a = /P,a C D,+I, which contradicts that D,~+I is reduced (Lemma 7). We conclude D~ ~ D~+~, and hence Dn+l ~-D~.
[]
Lemma 9. Let C and D~ be defined as above. Then there is no E such that for alln>_l, C ~ E~_D~.
Proof. Assume that E is a clause that satisfies C >-E _ Dn for all n > 1.
Choose an m such that 3 m > I/~1. Then, for some 0,/~ C_ D,~. Since I/~01 < 3 "~ and I/9,~1 = 3 "~ + 2, we know that at least one of the literals of the C3m-part of Dm does not occur in E0. Without loss of generality we may assume that p(Yn, Y1) c b.~ -Ee.
Consider the clause ~/" =/),~ -{p(Y~, Y1)}. Then/~8 c_ /~ implies E ~ F. Let a map every Y~ in F to X1 if i is odd, and to X2 if i is even. Then l/'a C and hence F ~_ C. So E ~_ F __ C, which contradicts C ~ E. [] Theorem 10. A locally finite, complete and proper downward refinement operator for unrestricted search spaces ordered by 8-subsumption does not exist.
Proof. Follows directly from Lemma 1, Lemma 8 and Lemma 9.
Complete Downward Refinement
Laird has presented a generalized version of Shapiro's [15] refinement operator for reduced clauses in [7] , where he referred to Shapiro's (incorrect) proof of (weak) completeness. We repeat the definition of Laird's downward refinement operator in our notation: Our intention is to define an upward refinement operator 50 with the same properties as P0. The different problems involved in the definition of such an upward refinement operator arise in different weaker orderings. We therefore consider three increasingly weak orderings: the 0-subsumption, set, and substitution ordering, denoted by >-, >-1, and ~2 respectively. The corresponding complete upward refinement operators will be denoted by 50, 61,52. Since refinement operators for weaker and simpler orderings can be used to define refinement operators for stronger, more complex orderings, 50, 52 and 52 will be defined in reverse order.
The weak to strong approach was also used in [12] , where we investigated proper refinement in restricted, finite search spaces. 51 and 52 that will be defined later on could already be found in that article.
The Substitution Ordering
In 
{X/Z, II/3} (in fact, C ~2 D).
In the substitution ordering, substitutions that axe not renamings determine proper refinements [12] . In all clauses comparable with a clause C, predicate symbols appear in the same place as in C and no literals can be removed or added. We can speak of clauses being treated as atoms, L1,..., L,~ +-M1,..., M,~ can be viewed as V(L1,... ,Lm,-~M1,..., ~M,~) where the ordering of the arguments of v is fixed. Reynolds [14] has described a (downward) cover relation for atoms which corresponds with items 1 and 2 in the definition of Po. This relation can be used as a downward refinement operator for clauses w.r.t, the substitution ordering directly.
Our first upward refinement operator is obtained by inverting these substitutions. The dual of item 2 in P0 has to be described seperately for constants and function symbols of arity > 0. Replacing some or all occurences of a constant c by a new variable X always inverts a p0-substitution {X/c}. Replacing 
The Set Ordering
In the set ordering ~-1, permutation of literals and addition or removal of duplicate literals in a clause no longer influence generality relations. The set ordering is strictly stronger than the substitution ordering [12] . It is defined by C _~1 D iff 30 : CO = D. Set reduction of a clause is the removal of all duplicate literals in it. A clause is set reduced iff it contains no duplicate literals. If set reduction of C results in C', then clearly C ~1 C'. We might therefore call C' the set reduced equivalent of C.
In the set ordering, the necessity of adding literals in generalization steps arises:
Example~. We repeat the clauses of Example 1:
In the set ordering, C >-1 E >-1 D t "~1 D. These clauses illustrate a p0-chain of downward refinement steps, E E po(C), D E po(E). At every step two variables are unified and duplicate literals are removed. In the case of upward refinement, C E 52(E) holds. However, 52 can not be used to derive E from D, since the number of literals must increase. If we duplicate con(X, X) twice in D before applying (~2, then we would obtain D t and E E 52(DI). This motivates our definition of 51 later on.
In the case of downward refinement operators, equal literals are of no use since they remain equal after substitution. Hence there is no need to duplicate literals at any time and clauses can be set reduced as soon as duplicate literals appear.
As the last example showed for the case of upward refinement, literals sometimes should be repeated before inverse substitutions are applied by 52. We can easily define an operator that duplicates a literal: In his description of the inversion of 0-subsumption Jung [3] also incorporated the addition of arbitrary many copies of body literals to a clause. Later on in this section we will show that only a finite part of eq~ is needed for computing one-step upward refinements. 
Then D1 is one of the clauses in 52(C ~) and D2 and D3 are two of the many possible clauses in 52 (C"). D2 contains the literals p(a, X) and p(X, a) twice and is not set reduced. Dz is therefore not a member of 51 (C).
Proper generalizations of C with more than five literals do exist. But they all have at least two variables that are not in C. Consider for example the clause
then E is not derivable from C in one step. It is however derivable in two steps. 
C = even(X) +--odd(3), plus(3, 3, X) E' = even(X) +-odd(Z),plus(Z, Z, X) e 51(C) E"= even(X) +--odd(Z), odd(Z),plus(Z, Z,X) e eq~(E') D" = even(X) +--odd(Z), odd(W),plus(Z, W,X) e 52(E") (D" E 51(E'))
Note that every literal modification in the 52-chain DO, E, D ~ returns in the 51-chain C, E ~, D'. The literal odd(Z) is duplicated once in E ~ in order to derive V l! .
The O-Subsumption Ordering
The 0-subsumption ordering is strictly stronger than the set ordering. [12] . To transform our upward refinement operator for the set ordering (CO = D) to one for the O-subsumption ordering (C0 C_ /)) is relatively easy. We only have to incorporate an operation for removing literals. We therefore invert the operation of adding a most general literal:
Refinement operator 50. Let C be a set reduced clause, then Let Ci = 1)8 U.{M~,...,MI}, then Cn = C. We will show that we can successively derive C,~-1,..., Co =/50.
For i = n -1 downto 1: We start with C~+i = C~ U {Mi+l}. Let Li+i denote a literal that is compatible with M~+i and most general w.r.t. C~. Then C~+l = (C~ U {L~+i})0 for some 8. -By the completeness of 51, we can derive Ci U {L~+i} from 6~+i. -Since L~+i is most general w.r.t. C~, we can remove L~+i from Ci U {L~+i}, which results in C~.
Since there are finitely many literals M~, all these operations can be performed in a finite number of refinement steps. We now have a finite (~0-chain from C to DO. By the completeness of 51, there exists a finite 51-chain from DO to D' ,,~ D. Since all operations of 51 are operations of 5o too, this 51-chain can be used to complete the 5o-chain from C to D' ~,, D.
Improperness. Consider the clauses
C -= p(f(X)) +-p(X),p(Y) D = p(f(X)) +--p(X)
As can be verified, C ~ D, but D E 5o(C). []
6
Conclusions and Future Research
In this article we have presented some new results regarding refinement in unrestricted search spaces ordered by 0-subsumption. A localy finite, complete but improper upward refinement operator has been defined, a downward refinement operator with these properties already existed. We have proven that locally finite downward and upward refinement operators that are both complete and proper for these search spaces do not exist. Our current and future research involves a logical framework in which all refinement operators that we know of find their place. Operators are classified according to being upward or downward and properties such as local finiteness, properness, weak and strong completeness w.r.t, an (un)restricted search space and its generality ordering. Using this framework we try to fill the categories in which no refinement operators are known.
