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vRésumé
Cette thèse se compose de trois parties indépendantes, toutes en rapport avec les
lois et processus stables.
Dans un premier temps, nous établissons des théorèmes de convergence (principe
d’invariance) vers des processus stables. Les objets considérés sont des fonctionnelles
additives de carrés non intégrables d’une chaîne de Markov à temps discret. L’approche
envisagée repose sur l’utilisation des coefficients de mélange pour les chaînes de Markov.
Dans un second temps, nous obtenons des vitesses de convergence vers des lois stables
dans le théorème central limite généralisé à l’aide des propriétés de la distance idéale
de Zolotarev.
La dernière partie est consacrée à l’étude des ordres stochastiques convexes ou inégalités
de comparaison convexe entre des intégrales stochastiques dirigées par des processus
stables. L’idée principale sur laquelle reposent les résultats consiste à adapter au con-
texte stable le calcul stochastique forward-backward.
Mots-clés: Processus stable, loi stable, chaîne de Markov, théorème limite, vitesse de
convergence, distance idéale, intégrale stochastique, ordre stochastique.
Abstract
This PhD Thesis is composed of three independent parts about stable laws and
processes.
In the first part, we establish convergence theorems (invariance principle) to stable
processes, for additive functionals of a discrete time Markov chain that are not as-
sumed to be square-integrable. The method is based on the use of mixing coefficients
for Markov chains.
In the second part, we obtain some rates of convergence to stable laws in the general-
ized central limit theorem by means of the Zolotarev ideal probability metric.
The last part of the thesis is devoted to the study of convex ordering or convex com-
parison inequalities between stochastic integrals driven by stable processes. The main
idea of our results is based on the forward-backward stochastic calculus for the stable
case.
Key words: Stable process, stable law, Markov chain, limit theorem, rate of conver-
gence, ideal probability metric, stochastic integral, stochastic order.
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Chapitre 1
Présentation générale
Cette thèse a été réalisée à l’Université Paul Sabatier, Toulouse 3 (France) grâce à
une cotutelle avec l’Université Cheikh Anta Diop (Sénégal). Les thèmes développés
tournent autour des lois et processus α-stables, à savoir les théorèmes de convergence
(principe d’invariance) vers des processus α-stables de fonctionnelles markoviennes de
carrés non intégrables, l’étude des vitesses de convergence pour la distance idéale de
Zolotarev dans le Théorème Central Limite (TCL) généralisé c’est-à-dire dans le cadre
de la convergence vers des lois α-stables de sommes partielles de variables aléatoires
(v.a.) indépendantes et identiquement distribuées (iid) de carrés non intégrables, et
l’étude des ordres stochastiques convexes ou inégalités de comparaison convexe pour
des intégrales stochastiques dirigées par des processus α-stables. Nous présentons dans
ce chapitre introductif un état de la littérature puis les contributions de cette thèse.
1.1 Les théorèmes limites
L’étude des théorèmes limites est plus que jamais d’actualité, tant du point de vue
des nombreuses applications issues de la modélisation statistique que pour des fins
théoriques. Le TCL établit les conditions sous lesquelles la somme d’un grand nombre
de v.a. iid est proche de la loi normale et le principe d’invariance en est la version
fonctionnelle. Des généralisations de ces théorèmes limites vers des lois et processus
α-stables ont été établies par certains chercheurs dont les précurseurs Kolmogorov et
Lévy. Les lois et processus α-stables se sont révélés importants pour modéliser cer-
tains phénomènes de diffusion anormaux dans des disciplines liées aux mathématiques
comme la physique, la finance et l’économie. La plus connue des lois α-stables est la loi
normale correspondant au cas α = 2. Une des difficultés des lois stables limitant leur
utilisation dans la pratique est l’absence de formules explicites des densités de proba-
bilité, sauf dans quelques cas bien précis comme par exemple la loi normale ou la loi
de Cauchy correspondant à α = 1. L’autre problème avec les lois stables est que pour
α < 2, il n’y a pas de variance et aussi de moment d’ordre 1 lorsque α ∈ (0, 1]. Dans
cette section qui constitue la première thématique de ma thèse, nous allons décrire des
théorèmes de convergence de fonctionnelles additives markoviennes :
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Sn(Ψ) =
n∑
k=0
Ψ(Xk), (1.1.1)
où (Xn)n≥0 est une chaîne de Markov supposée irréductible, apériodique et positive
récurrente de mesure invariante µ et d’espace d’état (E, E) où E désigne la tribu en-
gendrée par les sous ensembles de E, la fonction Ψ étant définie sur l’espace d’état
de la chaîne de Markov. Plus généralement, nous allons décrire la convergence de(
S[nt](Ψ), t ∈ [0, T ]
)
dans D[0, T ] (l’espace de Skorokhod des fonctions définies sur
[0, T ] continues à droite et admettant des limites à gauche (càdlàg1)), T désignant
un horizon fixé.
Dans tout ce manuscrit les éléments aléatoires que nous considérons sont définis sur
un espace de probabilité (Ω,F ,P).
1.1.1 Comportement en temps long des chaînes de Markov
Un processus aléatoire est dit de Markov si son évolution future est fondée uniquement
sur son état présent i.e., conditionnellement à l’état présent, le futur et le passé sont
indépendants. Les chaînes de Markov ont été introduites au début du 20ème siècle
par le mathématicien russe Andrei Markov. Pour des détails sur les notions et pro-
priétés sur les chaînes de Markov on pourra consulter les références : [H0¨2], [Num04],
[LPW08] et [Woe09] . Cependant, pour les besoins de cette thèse il nous est apparu
nécessaire de faire quelques rappels sur le comportement en temps long d’une chaîne
de Markov. Soit (Xn)n≥0 une chaîne de Markov supposée irréductible, apériodique et
positive récurrente, de mesure invariante µ, d’espace d’état E et de noyau de transition
P .
Notons que si la loi initiale de la chaîne de Markov est la mesure invariante alors la loi
de la chaîne est la même à tout instant : on dit que la chaîne est stationnaire. Cela
correspond d’un point de vue physique à un état d’équilibre de la chaîne. Étant donné
qu’une chaîne de Markov irréductible, apériodique et positive récurrente converge vers
sa mesure invariante, quelle que soit la mesure initiale, il convient de trouver des bornes
quantitatives pour lesquelles ce phénomène a lieu. Pour cela nous allons décrire des
critères dits de Lyapunov. Nous supposons que l’espace d’état E est discret afin de
simplifier la présentation.
Soit L le générateur de la chaîne défini par L = P − I.
Définition 1.1.2 On appelle fonction de Lyapunov une fonction V ≥ 1 vérifiant la
1abrégé de continu à droite avec limite à gauche
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relation
LV ≤ −f + b1{a},
où a et b sont des réels et f est une fonction minorée.
Donnons un exemple de fonction de Lyapunov.
Posons V κa (x) = Ex[eκτa ], κ > 0, x ∈ E,
avec τa = inf{n ≥ 0;Xn = a} et définissons le temps d’atteinte de a par
Ta = inf{n ≥ 1;Xn = a}.
Observons que V κa ≥ 1. Si l’on suppose que V κa est finie alors on a,
LV κa ≤ −(1− e−κ)V κa + bκ1{a}, avec bκ = Ea[eκTa ]. (1.1.3)
En effet remarquons que par la propriété de Markov, on a
PV κa (x) = Ex[V κa (X1)] = Ex [EX1 [eκτa ]]
=
{
e−κVa(x) si x 6= a
Ea[eκTa ] si x = a.
L’existence des fonctions de Lyapunov permet de déterminer la nature des vitesses de
convergence et d’assurer l’intégrabilité des temps d’atteinte de la chaîne. On peut s’en
convaincre à travers le théorème suivant.
Notation. La distance en variation totale entre deux mesures de probabilité ν1 et ν2
notée dV T (ν1, ν2) est définie par
dV T (ν1, ν2) = sup
A∈E
|ν1(A)− ν2(A)|.
On notera aussi que µ(f) et Varµ(f) correspondent à :
µ(f) :=
∫
E
fdµ, Varµ(f) = µ(f 2)− (µ(f))2.
Théorème 1.1.4 Soit (Xn)n≥0 une chaîne de Markov d’espace d’état E et de noyau
de transition P supposé irréductible, apériodique et positive récurrent. Soit µ sa mesure
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invariante. Les assertions suivantes sont équivalentes :
(1) Il existe une constante τ˜ > 1 telle que : Ex[τ˜Ta ] <∞ pour tout x ∈ E.
(2) Il existe une fonction de Lyapunov V , une constante positive θ∗ et une constante
réelle b∗ telles que :
LV ≤ −θ∗V + b∗1{a}. (1.1.5)
(3) Il existe une constante δ ∈ (0, 1) telle que pour tout x ∈ E il existe C(x) une
constante dépendant de x et on a
dV T (P n(x, .), µ(.)) ≤ C(x)δn.
De plus si µ est réversible alors les assertions précédentes sont équivalentes à :
(4) il existe une constante positive CP < ∞ telle qu’on ait l’inégalité de Poincaré
pour P 2 :
Varµ(f) ≤ CP E2(f, f), ∀f ∈ L2(µ), (1.1.6)
où E2(f, f) est la forme de Dirichlet associée à P 2 et définie par
E2(f, f) = 〈(I − P 2)f, f〉.
(5) Condition de trou spectral : il existe une constante λ∗ > 0 telle que :
Varµ(P nf) ≤ e−2λ∗nVarµ(f), ∀n ≥ 0, ∀f ∈ L2(µ). (1.1.7)
L’inégalité de Poincaré est associée à P 2 afin de contrôler la convergence de la chaîne
vers la mesure invariante car sinon l’inégalité de Poincaré pour P est insuffisante.
L’inégalité (1.1.7) est appelée condition de trou spectral en raison des liens étroits
qu’elle possède avec la théorie spectrale. Notons que, même dans le cas où µ n’est pas
réversible l’équivalence entre (1.1.6) et (1.1.7) est vérifiée. Les parties (1), (2) et (3) du
théorème sont des résultats dans [MT93a]. Le lien entre l’inégalité de Poincaré et la
condition de trou spectral est bien connu dans la littérature. Dans les lignes suivantes,
nous proposons une démonstration simple de la relation (3) impliquant (5) lorsque X0
suit la loi ν définie par ν(dx) = h(x)µ(dx) avec h ∈ L2(µ).
Preuve. Supposons que µ est réversible et soit f une fonction bornée telle que
µ(f) = 0. Si f n’est pas identiquement nulle, h = f+/(
∫
f+dµ) représente une densité
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de probabilité bornée. Notons que Xn suit la loi P nh(x)µ(dx) et dans ce cas si (3) a
lieu alors on a,
Varµ(P nf+) =
∫
E
(P nf+ − µ(f+))2 dµ ≤ 2 ‖ f ‖∞
∫
E
(|P nf+ − µ(f+)|) dµ
≤ 2 ‖ f ‖∞ µ(f+)
∫
E
(|P nh− 1|) dµ
= 2 ‖ f ‖∞ µ(f+) dV T (L(Xn), µ)
≤ 2 ‖ f ‖2∞ µ(C) δn .
Dans la dernière égalité on a utilisé le fait que la distance en variation totale est
équivalente à la norme L1 des densités de probabilité. Il s’en suit en considérant les
mêmes estimations pour f− que
Varµ(P nf) ≤ 2 (Varµ(P nf+) + Varµ(P nf−)) ≤ 8µ(C) δn ‖ f ‖2∞ . (1.1.8)
Soit maintenant le lemme suivant.
Lemme 1.1.9 Soit C un sous-ensemble dense de L2(µ) et supposons qu’il existe une
constante % > 0 telle que
Varµ(P nf) ≤ cfe−%n ∀n ≥ 0,
où f ∈ C et cf est une constante positive dépendant de f . Alors pour toute fonction
f ∈ L2(µ) on a
Varµ(P nf) ≤ e−%nVarµ(f), ∀n ≥ 0.
Il est suggéré de se référer au Chapitre 2 de ce manuscrit à la Section 2.2.2 pour les
détails de la preuve. Maintenant comme P est un opérateur symétrique dans L2(µ)
alors grâce à ce lemme, ceci implique la relation (5).
Intéressons-nous à un modèle de chaîne de Markov.
Exemple 1.1.10 La chaîne de naissance et de mort.
La chaîne de naissance et de mort est une chaîne de Markov (Xn)n≥0 sur l’ensemble
d’état N de noyau de transition P défini par :
P (x, x− 1) := qx, P (x, x) := rx, P (x, x+ 1) := px,
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avec 
px + qx + rx = 1
q0 = 0
qx > 0 si x > 0
px > 0.
(1.1.11)
Les conditions px, qx > 0 impliquent que tous les états communiquent, c’est-à-dire que
la chaîne est irréductible. Si r0 > 0 alors la chaîne est apériodique.
Posons γx =
p0...px−1
q1...qx
, γ0 = 1.
La chaîne est récurrente positive si et seulement si
∞∑
x=1
p0p1...px−1
q1...qx
<∞.
Une mesure invariante et réversible est donnée par µ(x) = µ(0)γx où µ(0) := (
∑
x≥0 γx)−1
est la constante de normalisation faisant de µ une mesure de probabilité.
On peut faire une illustration des conditions de Lyapunov dans le théorème précédent
pour la chaîne de naissance et de mort. L’existence des fonctions de Lyapunov V telles
que
LV ≤ −θ∗V + b∗1{a}, θ∗ > 0,
est équivalente à la condition
qx ≥ (1− θ
∗)a
a− 1 + a px, ∀x ≥ 1.
1.1.2 Convergence de fonctionnelles additives markoviennes
de carrés intégrables
Nous considérons dans cette section les fonctionnelles additives markoviennes de carrés
intégrables c’est-à-dire
Sn(Ψ) =
n∑
k=0
Ψ(Xk), (1.1.12)
1.1. Les théorèmes limites 7
où Ψ ∈ L2(µ) et µ désignant la mesure invariante de la chaîne de Markov (Xn)n≥0 sup-
posée irréductible, apériodique et positive récurrente. L’étude des théorèmes de con-
vergence dans ce contexte a fait l’objet d’une littérature abondante au milieu du 20ème
siècle et il est bien connu que les v.a. gaussiennes et le processus de Wiener (mouvement
brownien) apparaissent comme les objets limites de Sn(Ψ) et de (S[nt](Ψ), t ∈ [0, T ]).
Nous utiliserons dans cette thèse deux techniques d’obtention de théorèmes limites :
la technique de réduction en convergence de martingale et la technique du mélange.
L’approche par réduction en convergence de martingale
Le but est de montrer comment l’étude de la convergence d’une fonctionnelle additive
associée à une chaîne de Markov se ramène à l’étude de la convergence de martingale.
Pour cela, il faut résoudre l’équation de Poisson associée. Cette technique a été initiée
par Gordin, dans l’article [Gor69]. Soit (Xn)n≥0 une chaîne de Markov possédant une
mesure invariante µ. Supposons qu’il existe une solution g de l’équation de Poisson
(P − I)g = −Ψ, (1.1.13)
pour une certaine fonction donnée Ψ.
Soit Zk = g(Xk)− Pg(Xk−1), ∀k ≥ 1.
Posons M0 = 0 et pour tout n ≥ 1,
Mn =
n∑
k=1
Zk.
Il est facile de vérifier que (Mn)n≥1 est une martingale par rapport à la filtration
canonique Fn = σ(X0, . . . , Xn) de la chaîne de Markov et que
Sn−1(Ψ) :=
n−1∑
k=0
Ψ(Xk) = Mn − g(Xn) + Pg(X0). (1.1.14)
Ainsi l’équation (1.1.14) traduit l’approche par réduction en convergence de martingale
car le comportement asymptotique lorsque n→∞ de Sn−1(Ψ) ou de Sn(Ψ) se déduit
de celui de la martingale Mn tant que le reste Rn := −g(Xn) +Pg(X0) tend vers zéro
dans un sens convenablement choisi.
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Notation. On note Pµ, la loi de la chaîne sachant que X0 a pour loi µ.
Dans le cadre de la méthode de réduction en convergence de martingale, on déduit le
résultat suivant à partir des théorèmes limites connus sur les martingales, par exemple
dans les travaux : [Bil61], [Ibr63], [Bro71], [Hey74] et [Hel82].
Théorème 1.1.15 Soit Ψ une fonction dans L2(µ) telle que µ(Ψ) = 0 et supposons
qu’il existe une solution g ∈ L2(µ) de l’équation de Poisson (1.1.13). Alors pour
n→∞, sous la loi Pµ, n−1/2 (Sn(Ψ)− nµ(Ψ)) converge en loi vers une v.a. gaussienne
centrée de variance σ2g := µ(g2)− µ((Pg)2).
Un théorème central limite fonctionnel dans l’espace de Skorokhod (principe d’invariance)
est aussi avéré sous les mêmes hypothèses, en particulier pour des processus de Markov
à temps continu. On pourra consulter à cet effet les travaux : [Bha82], [Sep06] et
[OLK12]. La solution de l’équation de Poisson n’existe pas toujours mais pour une
chaîne irréductible, apériodique et positive récurrente, la solution, si elle existe, est
donnée par le noyau potentiel
g =
∞∑
k=0
P kΨ,
tant que la série converge dans L2(µ). Il est facile de voir que la condition de trou spec-
tral suffit pour garantir l’existence de g. Il existe aussi d’autres conditions basées sur
des critères de sommabilité du semi-groupe associé dans [CCG12] assurant l’existence
de la solution de l’équation de Poisson. Toutefois l’usage de la théorie spectrale dans
L2(µ) lorsque µ est réversible permet d’aboutir à d’autres types de considération, en
guise d’exemple mentionnons le résultat suivant tiré des travaux dans [KV86].
Théorème 1.1.16 Soit (Xn)n≥0 une chaîne de Markov irréductible, apériodique et
positive récurrente de mesure invariante µ supposée réversible. Soit Ψ ∈ L2(µ) une
fonction telle que µ(Ψ) = 0. Si
σ2Ψ := limn−→∞
E[Sn(Ψ)2]
n
= E[Ψ2(X0)] + 2
∞∑
i=1
E [Ψ(X0)Ψ(Xi)] <∞,
alors sous la loi Pµ, pour n→∞, n−1/2(Sn(Ψ)− nµ(Ψ)) converge en loi vers une v.a.
gaussienne centrée de variance σ2Ψ.
D’autres résultats analogues existent dans la littérature, voir par exemple [MW00],
[DL03] et [Jon04].
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Approche du mélange
Nous présentons dans cette approche basée sur l’utilisation des mesures de dépendance,
la convergence des fonctionnelles markoviennes sous des conditions dites de mélange.
Nous donnons ici quelques rappels sur trois types de coefficients de mélange. Pour toute
tribu A ⊂ F , notons par L2(A) l’espace des variables aléatoires de carrés intégrables,
A-mesurable et soit A et B deux éléments de A. Étant donné une suite de variables
aléatoires (Un)n∈N, on définit les tribus Fj = σ(U0, U1, . . . , Uj) et Gj = σ(Uj, Uj+1, . . .).
1. Le coefficient de mélange fort α(n) est défini par
α(n) = sup
j
sup
A,B
{|P(A ∩B)− P(A)P(B)| A ∈ Fj, B ∈ Gj+n}.
Nous dirons que la suite (Un)n∈N est fortement mélangeante si α(n) → 0 quand
n→∞.
2. Le coefficient de ρ-mélange ρ(n) est défini par
ρ(n) = sup
j
sup
F,G
{ |Corr(F,G)| , F ∈ L2(Fj) , G ∈ L2(Gn+j)} ,
où Corr(F,G) désigne le coefficient de corrélation entre les v.a. F et G défini par
Corr(F,G) = E[FG]− E[F ]E[G]√
Var(F )
√
Var(G)
,
où Var désigne la variance. On dit que la suite (Un)n∈N est ρ-mélangeante si
ρ(n)→ 0 quand n→∞.
3. Le coefficient de φ-mélange ou d’uniforme mélange φ(n) est défini par
φ(n) = sup
j
{sup
A,B
|P(B|A)− P(B)| , A ∈ Fj , B ∈ Gj+n}.
On dit que la suite (Un)n∈N est φ-mélangeante si φ(n)→ 0 quand n→∞.
Le lien entre ces coefficients de mélange est fourni par les relations :
2α(n) ≤ φ(n), 4α(n) ≤ ρ(n), et ρ(n) ≤ 2
√
φ(n).
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Remarque 1.1.17 Notons que si (Un)n∈N est une chaîne de Markov stationnaire alors
α(n) = sup
A∈σ(U0), B∈σ(Un)
|P(A ∩B)− P(A)P(B)| ,
ρ(n) = sup
F∈σ(U0), G∈σ(Un)
|Corr(F,G)|,
et
φ(n) = sup
A∈σ(U0), B∈σ(Un)
|P(B|A)− P(B)| .
Notons aussi que les coefficients de mélange de la suite (f(Un))n∈N pour une certaine
fonction mesurable f sont contrôlés par ceux de la suite sous-jacente (Un)n∈N.
On peut décrire l’implication de ces conditions de mélange dans l’obtention des théorèmes
de convergence pour des fonctionnelles additives markoviennes de carrés intégrables.
Le résultat suivant est obtenu à partir des travaux sur les suites de v.a. mélangeantes
dans [Ibr62], [Pel82], [Her84], [Her85], [Dou03] [Bra05] et [M06].
Théorème 1.1.18 Soit (Xn)n≥0 une chaîne de Markov irréductible, apériodique et
positive récurrente de mesure invariante µ. Soit Ψ ∈ L2(µ) une fonction telle que
µ(Ψ) = 0. Posons
σ2Ψ = E[Ψ2(X0)] + 2
∞∑
i=1
E [Ψ(X0)Ψ(Xi)] <∞.
(A) Supposons qu’il existe une constante δ > 0 telle que Ψ ∈ L2+δ(µ). Si la chaîne
est fortement mélangeante et ∑n α(n) δ2+δ < ∞ alors σ2Ψ < ∞ et sous la loi Pµ,
pour n→ +∞, n−1/2 (Sn(Ψ)− nµ(Ψ)) converge en loi vers une v.a. gaussienne
de variance σ2Ψ.
(B) On suppose que la chaîne est ρ-mélangeante et que ∑∞n=1 ρ(n)n < ∞. Si σ2Ψ > 0
alors sous la loi Pµ, pour n→ +∞, n−1/2 (Sn(Ψ)− nµ(Ψ)) converge en loi vers
une v.a. gaussienne de variance σ2Ψ.
(C) Supposons qu’il existe une constante δ > 0 telle que Ψ ∈ L2+δ(µ). Supposons
aussi que la chaîne est fortement mélangeante et ∑n α(n) δ2+δ < ∞. Si σ2Ψ > 0
alors pour n→ +∞, n−1/2
(
S[nt](Ψ)− ntµ(Ψ)
)
converge (sous Pµ) dans D[0, T ]
vers (σΨWt, t ∈ [0, T ]) où W est un mouvement brownien standard.
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Les parties (A) et (B) sont obtenues à partir des résultats dans [Ibr62], [Pel82], [Bra05]
et [M06]. La partie (C) est établie à partir des travaux dans [Her84] ou [Her85]. Notons
qu’il y a bien entendu d’autres types de résultats similaires que l’on pourra par exemple
obtenir via les travaux ou références des travaux que nous avions cités.
1.1.3 Convergence de fonctionnelles additives markoviennes
de carrés non intégrables
La situation est différente lorsque la fonction Ψ n’est plus dans L2(µ) ou Lp(µ), p ≥ 2.
Dans le cas d’une somme partielle de v.a. iid (Vn)n≥1, on obtient une convergence vers
une v.a. α-stable, α ∈ (0, 2[, tant que la v.a. V1 est à variation régulière d’indice α
(voir [GK68]).
Définition 1.1.19 Une variable aléatoire V1 est dite à variation régulière d’indice α
s’il existe c ∈ [0, 1] telle que pour tout x > 0,
lim
u→+∞
P[V1 > ux]
P[|V1| > u] = c x
−α et lim
u→+∞
P[V1 < −ux]
P[|V1| > u] = (1− c)x
−α .
Si V1 est à variation régulière d’indice α, il existe une fonction à variation lente L (i.e.
limu→+∞ L(ut)L(u) = 1 pour tout t > 0) telle que pour tout x > 0,
P[|V1| ≥ x] = x−α L(x) .
Soit maintenant Sn(Ψ) =
∑n
k=0 Ψ(Xk) où (Xn)n≥0 est une chaîne de Markov irré-
ductible, apériodique et positive récurrente de mesure invariante µ. Posons Uk = Ψ(Xk)
et notons que sous Pµ, la suite de v.a. (Uk)k≥0 est identiquement distribuée et de loi
µΨ. Supposons que la v.a. U0 = Ψ(X0) est à variation régulière d’indice α ∈ (0, 2)
c’est-à-dire pour tout x > 0,
P[|Ψ(X0)| ≥ x] = µ[|Ψ| ≥ x] = x−α L(x), x > 0.
On observe en particulier que Ψ ∈ Lp(µ) pour p < α, ceci permet donc de considérer le
cas des fonctions Ψ de carrés non intégrables en considérant une condition de variation
régulière.
Comme exemple de fonctions à variation lente on peut citer :
L(x) = constante, L(x) = log x, L(x) = e−
√
log x, x > 0.
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Naturellement on s’attend à une convergence de la fonctionnelle additive markovienne
Sn(Ψ) vers une v.a. α-stable, (tout comme le cas indépendant) et il existe des résultats
de convergence dans cette direction que nous allons présenter dans cette section. Avant
tout, introduisons les notions de v.a. et processus stables.
Les variables aléatoires et processus stables
Soit ϑ une v.a. réelle et ϑ1, . . . , ϑn des copies de ϑ supposées indépendantes.
Définition 1.1.20 La loi de ϑ est dite stable s’il existe deux réels, Cn et Dn avec
Cn > 0 tels que
ϑ1 + . . .+ ϑn L= Cnϑ+Dn, n ≥ 2.
On montre que le coefficient Cn est nécessairement de la forme Cn = n1/α, α ∈ (0, 2]
(cf [Fel]). La constante α est appelée l’indice de stabilité. La v.a. ϑ est alors dite α-
stable. Si Dn = 0 elle est dite strictement α-stable. Par exemple une v.a. gaussienne
est donnée par α = 2 et Dn = 0. Les v.a. α-stables appartiennent à la classe des
v.a. infiniment divisibles, on introduit la représentation équivalente suivante dite de
Lévy-Khintchine.
Définition 1.1.21 Représentation de Lévy-Khintchine
Une v.a. ϑ est dite α-stable, α ∈ (0, 2), si sa fonction caractéristique est de la forme
E[eiuϑ] = eψϑ(u) où ψϑ est l’exposant caractéristique donné par
ψϑ(u) = ibu+
∫ +∞
−∞
(eiux − 1− iux1|x|≤1) 1|x|1+α (c11x>0 + c21x<0)dx,
avec c1, c2 ≥ 0 et c1 + c2 > 0.
Nous écrirons dans ce cas que ϑ est une v.a. α-stable de caractéristiques (b, c1, c2).
Le cas strictement stable correspond à b = 0 tandis que le cas symétrique admet la
paramétrisation b = 0 et c1 = c2. Plusieurs définitions des v.a. α-stables existent dans
la littérature (voir par exemple [ST94]) mais elles sont essentiellement les mêmes, la
différence résidant dans leur paramétrisation.
Une v.a. gaussienne G se distingue des autres v.a. stables par le comportement de sa
queue de distribution. En effet pour G centrée réduite (pour simplifier),
P[G > x] = P[G ≤ −x] ∼
x→+∞
1
x
√
2pi
e−
x2
2 ,
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alors que lorsque α ∈ (0, 2), les v.a. α-stables ont une queue asymptotiquement de
type parétienne (en référence à la loi de Pareto) c’est-à-dire :
P[ϑ > x] ∼
x→+∞ x
−αC(b, c1, c2), P[ϑ < −x] ∼
x→+∞ x
−αC ′(b, c1, c2),
où C(b, c1, c2) et C ′(b, c1, c2) désignent des constantes dépendant des caractéristiques
b, c1 et c2. On observe ainsi que les v.a. α-stables sont de carrés non intégrables quel
que soit α ∈ (0, 2) et plus encore, non intégrables pour α ∈ (0, 1], contrairement à la
v.a. gaussienne qui admet des moments de tout ordre.
Posons
ν(dx) = 1|x|1+α (c11x>0 + c21x<0)dx.
Nous dirons dans la suite qu’un exposant caractéristique ψ
(a) est de type I si
ψ(u) =
∫ +∞
−∞
(eiux − 1− iux)ν(dx),
(b) est de type II si
ψ(u) =
∫ +∞
−∞
(eiux − 1)ν(dx),
(c) est de type III si
ψ(u) =
∫ +∞
−∞
(eiux − 1− iux1{|x|≤1})ν(dx).
La notion de v.a. stable s’étend naturellement au cas d’espace de dimension supérieure.
Nous clôturons ce paragraphe en introduisant les processus α-stables, α ∈ (0, 2).
Définition 1.1.22 Un processus α-stable, (Zt)t≥0 est un processus càdlàg à accroisse-
ments indépendants et stationnaires partant de zéro tel que Z1 soit une variable aléa-
toire α-stable.
Nous allons maintenant présenter des résultats existants de convergence de fonction-
nelles additives markoviennes vers des v.a. α-stables, α ∈ (0, 2), obtenus dans [JKO09]
par l’approche de réduction en convergence de martingale et les vitesses de convergence
associées obtenues dans [KS12]. Ces résultats sont à notre connaissance les premiers
obtenus dans la littérature.
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L’approche par réduction en convergence de martingale
Nous décrivons pour commencer des résultats de convergence vers des processus α-
stable dans l’espace de Skorokhod D = D([0, T ],Rd), d ≥ 1. Cet espace décrit les tra-
jectoires de processus stochastiques avec sauts et Skorokhod a proposé quatres topolo-
gies intéressantes (J1, J2, M1 et M2) dans son article fondateur [Sko56]. Parmi ces
topologies la plus fine et proche de la topologie uniforme est la topologie J1. On dit
qu’une suite Xn ∈ D converge vers X ∈ D dans la topologie J1 si dT (Xn, X) → 0
quand n→∞ où la distance dT sur l’espace D est définie par
dT (f, g) = inf
λ∈ΛT
(
sup
s∈[0,T ]
|f(λ(s))− g(s)| ∨ sup
s∈[0,T ]
|λ(s)− s|
)
,
où f et g sont des fonctions définies sur D, l’ensemble ΛT désignant l’ensemble des
fonctions v strictement croissantes de [0, T ] vers [0, T ] telles que v(0) = 0 et v(T ) = T .
Si T = +∞, on définit aussi la distance d∞(f, g) sur l’espace D par
d∞(f, g) =
∫ ∞
0
e−t(dt(f, g) ∨ 1)dt.
Le lecteur intéressé par les détails et aussi par les autres topologies de Skorokhod pour-
ra par exemple consulter le livre [Whi02].
Traditionnellement, pour obtenir des théorèmes de convergence dans D, la topologie J1
est la plus utilisée dans un schéma classique introduit dans [Pro56], [Ald78] et [Bil09]
via le principe : critère de tension + identification de la limite. Une nouvelle direction
pour l’étude des théorèmes limites a été initiée par Durett et Resnick dans [DR78]
basée sur la convergence en loi de processus ponctuels vers des processus de Poisson.
Grâce à ces considérations, les auteurs parviennent par des arguments de type "Contin-
uous Mapping Theorem" à décrire des convergences vers des processus à accroissements
indépendants et stationnaires comme les processus de Lévy. Cette méthode a produit
de nouvelles preuves surprenantes dans l’espace de Skorokhod. La puissance de cette
méthode est que cela s’applique non seulement à une classe générale de suites de v.a.
dépendantes mais fournit aussi la convergence d’une vaste gamme de fonctionnelles (et
pas seulement additives). Cette méthode a été détaillée dans [JKO09] pour la conver-
gence des sommes partielles d’une suite de v.a. donnée. Donnons un aperçu général des
conditions requises dans le cadre d’une suite de v.a. identiquement distribuée (Zn)n≥1
et adaptée à une filtration (Gn)n≥0 telle que pour toute fonction mesurable bornée f ,
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la suite de v.a. (E[f(Zn)|Gn−1])n≥1 soit aussi identiquement distribuée. On introduit
la condition suivante de variation régulière sur les queues de distribution :
P[Z1 ≥ x] = x−α(c1 +O(1)), P[Z1 ≤ −x] = x−α(c2 +O(1)), x→ +∞, (1.1.23)
avec α ∈ (0, 2), la notation O étant celle de Landau communément utilisée.
On suppose que les conditions suivantes sont vérifiées :
(C-1)
lim
n→∞E
∣∣∣∣∣∣
[nt]∑
k=1
E
[
Φ( Zk
n1/α
)|Gn−1
]
− αt
∫
R
Φ(x)|x|−α−1c(x)dx
∣∣∣∣∣∣ = 0,
pour toute fonction Φ ∈ C∞0 (R∗)2 avec t ≥ 0 et c(x) = c11x>0 + c21x<0.
(C-2)
lim
n→∞nE
{
E
[
Φ( Z1
n1/α
)|G0
]}2
= 0.
Les détails des conditions (C-1) et (C-2) qui peuvent être vues comme l’analogue
des conditions de convergence des variations quadratiques des martingales de carrés
intégrables, se trouvent dans ([DR78], section 4).
Posons lorsque α 6= 1, M0 = 0 et
Mn =
n∑
k=1
Zk, n ≥ 1.
Le cas α = 1 est un cas qui exige d’autres considérations particulières. Á cet effet on
remplace (Zn)n≥1 par un tableau triangulaire (Zk,n)k≤n, n≥1 de variables identiquement
distribuées et adaptées à la filtration (Gk)k≥0 puis on suppose que uniformément en n
les conditions (1.1.23), (C-1) et (C-2) sont vérifiées pour Zk,n, k ≤ n, n ≥ 1, puis on
pose
M˜n :=
n∑
k=1
{
Zk,n − E
[
Zk,n1{|Z(n)
k
|≤x}|Gk−1
]}
, M˜0 := 0.
Á l’aide de ces critères on établit le résultat suivant (cf [JKO09], Théorème 5.1).
2Φ ∈ C∞0 (R∗) signifie que Φ est une fonction de classe C∞ sur R∗ telle que Φ(0) = 0.
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Théorème 1.1.24 On considère la suite de v.a. (Zn)n≥1 comme ci-dessus.
• Pour α ∈ (1, 2), supposons que (Zn)n≥1 est une suite de différence de martingale,
c’est-à-dire que E [Zn|Gn−1] = 0 p.s. Supposons aussi que les conditions (1.1.23),
(C-1) et (C-2) sont vérifiées. Alors la suite de processus (n−1/αM[nt], t ≥ 0)
converge dans D([0,∞[,R) quand n → +∞ vers un processus de Lévy-α-stable
(Zt)t≥0 de fonction caractéristique de la forme E[eiuZt ] = eαtψ(u) avec ψ un ex-
posant caractéristique de type I.
• Pour α ∈ (0, 1), supposons que les conditions (1.1.23), (C-1) et (C-2) sont véri-
fiées. Alors la suite de processus (n−1/αM[nt], t ≥ 0) converge dans D([0,∞[,R)
quand n→ +∞ vers un processus α-stable (Zt)t≥0 de fonction caractéristique de
la forme E[eiuZt ] = eαtψ(u) avec ψ un exposant caractéristique de type II.
• Pour α = 1, remplaçons (Zn)n≥1 par (Zk,n)k≤n,n≥1, et supposons que les condi-
tions (1.1.23), (C-1) et (C-2) sont vérifiées uniformément en n. Alors la suite de
processus (n−1M˜[nt], t ≥ 0) converge dans D([0,∞[,R) quand n → +∞ vers un
processus 1-stable (Zt)t≥0 de fonction caractéristique de la forme E[eiuZt ] = eαtψ(u)
avec ψ un exposant caractéristique de type III.
Il s’en suit le résultat de convergence suivant (cf [JKO09], Théorème 2.4) pour des
fonctionnelles additives d’une chaîne de Markov par la méthode de réduction en con-
vergence de martingale.
Théorème 1.1.25 Soit (Xn)n≥0 une chaîne de Markov irréductible, apériodique et
positive récurrente de mesure invariante µ. Supposons que la chaîne vérifie la condition
de trou spectral et que le noyau de transition P soit de la forme :
P (x, dy) = p(x, y)µ(dy) +Q(x, dy), ∀x ∈ E, (1.1.26)
où p est une fonction mesurable vérifiant :
sup
y∈E
∫
E
p2(x, y)µ(dx) <∞,
et Q un noyau de transition tel que :
Q(x, |Ψ| ≥ v) ≤ C
∫
{|Ψ(y)|≥v}
p(x, y)µ(dy), ∀x ∈ E, v ≥ 0,
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où C est une constante positive.
Supposons aussi que la fonction Ψ vérifie pour x > 0 assez grand la condition :
µ[Ψ ≥ x] = x−α(c1 +O(1)) et µ[Ψ ≤ −x] = x−α(c2 +O(1)). (1.1.27)
(1) Soit α ∈ (1, 2) et Ψ telle que µ(Ψ) = 0. Si PΨ ∈ Lα′(µ) pour un certain α′ > α
alors sous Pµ, pour n → +∞, n−1/αSn(Ψ) converge en loi vers une v.a α-stable
ϑ de fonction caractéristique E[eiuϑ] = eαψ(u) où ψ un exposant caractéristique de
type I.
(2) Pour α ∈ (0, 1), sous Pµ, pour n → +∞, n−1/αSn(Ψ) converge en loi vers
une v.a α-stable ϑ de fonction caractéristique E[eiuϑ] = eαψ(u) où ψ un exposant
caractéristique de type II.
(3) Soit α = 1 et posons Ψn = Ψ1{|Ψ|≤n}, cn = (c + o(1)) log(n). S’il existe un
réel α′ > 1 tel que (PΨn)n∈N soit bornée dans Lα
′(µ) alors sous Pµ, pour n →
+∞, n−1[Sn(Ψ) − ncn] converge en loi vers une v.a. 1-stable ϑ de fonction
caractéristique E[eiuϑ] = eαψ(u) où ψ un exposant caractéristique de type III.
Les auteurs imposent la condition de trou spectral pour assurer l’existence de la solution
de l’équation de Poisson. Les conditions (1.1.26) et (1.1.27) du théorème permettent
de vérifier les conditions (C-1) et (C-2). Notons qu’une autre approche de preuve basée
sur le couplage a été également fournie par les auteurs.
Á présent disons quelques mots sur l’hypothèse de contraction stricte imposée dans
le théorème, qui est du type : si Ψ ∈ Lp(µ) alors PΨ ∈ Lq(µ) pour un certain
q > p. C’est une propriété de bornitude de certains opérateurs markoviens nommée
l’hypercontractivité que l’on décrit en termes d’inégalité de log-Sobolev dans le cas
continu. Dans le cas des chaînes de Markov à temps discret et à valeurs dans un
ensemble fini, des liens entre l’inégalité de log-Sobolev et l’hypercontractivité ont été
établis dans [Mic97] et aussi dans le cas de l’ultracontractivité (q =∞) via les inégalités
de Nash dans [DSC96].
Exemple 1.1.28 1. Un exemple de chaîne de Markov à temps discret issu d’un
système d’oscillateur harmonique de diffusion d’énergie dans un réseau a été
étudié dans [JKO09]. Il est prouvé que la chaîne vérifie la condition de trou
spectral et que l’opérateur de transition P est hypercontractif. Pour une telle
chaîne, il est également fourni des exemples de fonction Ψ vérifiant la condition
(1.1.27).
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2. Pour d’autres applications, on peut reprendre ici la chaîne de naissance et de
mort, mais à valeurs dans un ensemble fini {0, 1, . . . , N} où N ∈ N∗, et une
condition suffisante nous assurant de l’ultracontractivité est :
sup
1≤x≤N
x∑
k=1
(µ(k)pk)−1 (
N∑
k=x
µ(k))1−
2
p < +∞,
pour 0 < p ≤ 2 (cf. [Wan12]).
(i) Par exemple si on choisit
qx = px =
[
ln
(
1 + 1
x2α
)
− ln
(
1 + 1(x+ 1)2α
)]−1
, q0 = pN = 0, α ∈ (0, 2)
la mesure invariante et réversible µ est donnée par
µ(x) = µ(0)
(
ln
(
1 + 1
x2α
)
− ln
(
1 + 1(x+ 1)2α
))
où µ(0) est la constante de normalisation.
(ii) On vérifie que pour une fonction Ψ de la forme Ψ(x) = x2, x > 0, on a
µ[Ψ ≥ z] = z−α(1 +O(z−α)) z →∞,
et la condition (1.1.27) est vérifiée.
Ces résultats de convergence ayant permis d’obtenir un TCL par la méthode de réduc-
tion en convergence de martingale, n’ont pas abouti à un principe d’invariance. Ainsi
nous proposons au Chapitre 2 de cette thèse des résultats de convergence vers des pro-
cessus α-stables (principe d’invariance) en utilisant l’approche du mélange qui comme
mentionnée plus haut, est une autre technique permettant d’obtenir des théorèmes
limites.
1.1.4 Vitesses de convergence associées
Un problème associé dans l’étude des théorèmes limites concerne les vitesses de conver-
gence. Dans cette section, nous présentons des vitesses de convergence de Sn(Ψ) vers
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des v.a α-stables entre leurs fonctions caractéristiques, connues dans l’article [KS12]
précédemment cité. La méthode utilisée est la réduction en martingale avec des tech-
niques d’analyse de Fourier. Les fonctions Ψ de la fonctionnelle additive Sn(Ψ) vérifient
la condition suivante :∣∣∣∣µ[Ψ ≥ x]− c1xα
∣∣∣∣ ≤ O ( 1xα+α1
)
et
∣∣∣∣µ[Ψ ≤ −x]− c2xα
∣∣∣∣ ≤ O ( 1xα+α1
)
, (1.1.29)
où α1 ∈ (0, 2− α), α ∈ (1, 2), c1, c2 ≥ 0, c1 + c2 > 0. Nous verrons par la suite qu’une
telle condition signifie que Ψ(X0) est dans un "domaine d’attraction fort" d’une loi
α-stable si X0 ∼ µ. Supposons que la chaîne de Markov vérifie une condition de trou
spectral et que l’opérateur P est de la forme :
P (x, dy) = p(x, y)µ(dy), p ∈ Lq(µ⊗ µ), q > 0, q assez grand. (1.1.30)
Le résultat suivant a été établi dans [KS12], Théorème 4.4.
Théorème 1.1.31 Sous les conditions précédentes, il existe une constante C > 0 telle
que pour tout γ ∈ (0, α
α+1),
∣∣∣∣∣E
[
e
iy
(
S[nt](Ψ)
n1/α
)]
− etαψ(y)
∣∣∣∣∣ ≤ C(1 + |y|)5(t+ 1)
( 1
nα1/α
+ 1
nγ
)
, y ∈ R, t ≥ 0, n ≥ 1,
où ψ est un exposant caractéristique de type I.
En d’autres termes sous Pµ, en prenant t = 1, la fonctionnelle additive Sn(Ψ) renor-
malisée, converge en loi vers une v.a. α-stable de fonction caractéristique de la forme
eαψ(u) avec ψ un exposant caractéristique de type I et une vitesse de convergence de
l’ordre de n−γ pour tout γ ∈
(
0, α
α+1
)
et pour tout α1 ∈ (0, 2 − α). Les auteurs ont
également décrit des vitesses de convergence vers des v.a. gaussiennes et aussi des
vitesses de convergence de certaines fonctionnelles de processus markoviens de sauts.
En guise d’application, on peut s’intéresser encore à la chaîne de Markov issue des
systèmes d’oscillateurs harmoniques dans l’exemple précédent. Ce modèle de chaîne
de Markov a été aussi étudié dans [KS12] avec des exemples d’illustration de fonctions
vérifiant la condition (1.1.27). L’exemple sur les chaînes de naissance et de mort peut
servir d’illustration.
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1.2 Ordres stochastiques convexes ou inégalités de
comparaison convexe
Dans cette thématique de recherche, nous étudions les ordres stochastiques convexes
ou inégalités de comparaison convexe. Soit X et Y deux v.a., l’ordre convexe ≤cx entre
les variables aléatoires X et Y est défini par X ≤cx Y si et seulement si
E [ϕ(X)] ≤ E [ϕ(Y )] , (1.2.1)
pour toute fonction convexe ϕ pour laquelle l’espérance existe. L’ordre ≤cx définit
une relation d’ordre stochastique et est une inégalité de comparaison convexe entre les
v.a. X et Y . On peut considérer d’autres types d’ordres stochastiques ou inégalités
de comparaison en considérant d’autres familles de fonctions ϕ. On pourra consulter
le livre [SS07] pour la théorie sur les ordres stochastiques.
Motivation
Les inégalités de comparaison convexe ont été introduites pour la première fois dans
[Hoe56] et [Hoe63]. On y montre qu’une inégalité de comparaison convexe a lieu entre
une somme de v.a. indépendantes de lois de Bernoulli (Bek) de paramètres pk avec
k = 1, . . . , n et une v.a. Binomiale Bn,p¯, où p¯ désigne la moyenne arithmétique des pk,
plus précisément on a
E[ϕ(
n∑
i=1
Bei )] ≤ E[ϕ(Bn,p¯)],
pour toute fonction convexe ϕ. Ce résultat a été appliqué pour obtenir des bornes de
déviation de sommes de v.a. admettant des moments exponentiels. En effet, remar-
quons par exemple qu’en prenant dans (1.2.1) ϕ(x) = exp (θx), θ > 0,
P[X ≥ x] ≤ inf
θ>0
e−θxE[eθX ]
≤ inf
θ>0
e−θxE[eθY ]
≤ inf
θ>0
e[LY (θ)−θx],
où LY désigne la transformée de log-Laplace de Y . On voit donc l’intérêt d’une telle
estimation lorsque LY peut être contrôlée. Les inégalités de comparaison convexe
permettent aussi d’obtenir des inégalités classiques telles que l’inégalité maximale de
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Rosenthal et de Kolmogorov ou l’inégalité de Talagrand. Une autre application, dans
le domaine des mathématiques financières concerne les prix d’option où les fonctions
convexes ϕ(x) = (x − K)+ ou ϕ(x) = (K − x)+ où x,K ∈ R, appelées fonctions de
payoff interviennent dans le calcul du prix d’une option européenne. Soient XT et YT
deux actifs à une date fixée T . Lorsque XT ≤icx YT (notation qui correspond au cas
où la fonction convexe ϕ dans (1.2.1) est en plus croissante) alors on a
E[(XT −K)+] ≤ E[(YT −K)+].
Ainsi si on dispose des informations sur le calcul de E[(YT−K)+] alors on peut apporter
une meilleure estimation sur E[(XT −K)+] et vice versa. Notons aussi qu’en théorie
des risques financiers, les risques sont généralement modélisés par des v.a. et les iné-
galités de comparaison convexe permettent de formuler des décisions, nous renvoyons
à [RS70] pour des détails à ce sujet. Il est aussi important de noter que les inégalités
de comparaison convexe permettent d’obtenir des estimations entre v.a. sous certaines
distances de probabilité telles que les distances de Wasserstein, de Zolotarev et bien
d’autres distances. On pourra se référer aux travaux dans [BV02] pour des détails sur
ce genre d’application.
Dans la littérature, les inégalités de comparaison font l’objet de nombreuses publica-
tions et travaux de recherche. Dans le cadre des processus stochastiques, on peut citer
les travaux [Kle02] et [KR05] de Thierry Klein qui a obtenu des résultats dans le cadre
des processus de saut pur à temps discret ou continu par des techniques de calcul
stochastique. Des résultats de comparaison convexe ont été établis pour des valeurs
terminales de processus à trajectoires continues ou discontinues (martingales, semi-
martingales et processus de diffusion mixte) entre autres dans les papiers : [BGW96],
[Hob98], [KJPS98], [Mar99], [BJ00], [BR06], [KMP06], [BR07], [BP07], [ABP08] et
[BLP13]. Les méthodes reposent sur deux techniques différentes : l’une basée sur
une approche dite de "propagation de la convexité" et une autre basée sur un calcul
stochastique faisant intervenir des processus rétrogrades.
Techniques d’obtention des inégalités de comparaison convexe
Dans un premier temps, nous décrivons brièvement la méthode de la propagation de la
convexité et dans un second temps nous décrivons la méthode du calcul stochastique
faisant intervenir les processus rétrogrades, cette dernière faisant l’intérêt de notre é-
tude.
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Approche dite de propagation de la convexité
Permettons-nous ici de retracer les grandes lignes des idées développées dans les papiers
[BGW96], [Hob98], [KJPS98], [Mar99], [BJ00], [GM02] et [BR06]. La méthode est
basée sur une hypothèse de propagation de la convexité. L’hypothèse de propagation
de la convexité concerne l’opérateur G(t, .) défini par
G(t, x) = E[ϕ(YT )/Yt = x], x ∈ R,
où (Xt)t∈[0,T ] et (Yt)t∈[0,T ] sont deux semimartingales telles que X0 = Y0.
Observons que si ϕ est une fonction convexe alors G(T, .) = ϕ(.) est aussi convexe et on
parle de la propagation de la convexité si l’opérateur G(t, .) reste convexe pour tous les
temps rétrogrades (backward) t ∈ [0, T ]. Grâce à cette hypothèse de propagation de
la convexité, Nicole El Karoui et ses co-auteurs montrent par exemple dans [KJPS98]
que si les semimartingales X et Y sont données sous la forme :
XT = x+
∫ T
0
h(Xs)dWs et YT = x+
∫ T
0
HsdWs x ∈ R,
alors pour toute fonction convexe ϕ on a E[ϕ(XT )] ≤ E[ϕ(YT )], x ∈ R, tant que
|Hs| ≤ |h(Xs)|, s ∈ [0, T ]. Le processus (Wt)t∈[0,T ] désigne un mouvement brownien,
(Ht)t∈[0,T ] un processus de carré intégrable et h une fonction de carré intégrable. En
mathématiques financières, le phénomène de propagation de la convexité est bien con-
nu dans les modèles de diffusion unidimensionnels par la théorie des flots stochastiques
dans [BGW96], [Hob98], [KJPS98] et [GM02]. Une généralisation de leur technique a
été établie dans [GM02] fournissant des inégalités de comparaison convexe des valeurs
terminales de semimartingales unidimensionnelles. Dans un cadre multidimension-
nel, en supposant la propagation de la convexité, des résultats ont été obtenus dans
[BR06] et [BR07] y compris dans le cadre des processus de diffusion avec sauts et
des modèles de diffusion exponentielles. Leur approche repose sur une équation back-
ward de Kolmogorov qui est une équation intégro-différentielle vérifiée par l’opérateur
de propagation G(t, x). La principale idée consiste à exprimer G(t,Xt) en fonction
des caractéristiques différentielles de (Xt)t∈[0,T ] et (Yt)t∈[0,T ] à partir d’une équation
d’évolution qu’on obtient par la formule d’Itô lorsque G(t, .) est de classe C2. En-
suite par l’équation backward de Kolmogorov et en ordonnant convenablement les
caractéristiques différentielles de (Xt)t∈[0,T ] et (Yt)t∈[0,T ], on montre par exemple que
G(t,Xt) est une surmartingale (essentiellement parce que ∂2G(t,x)∂x2 ≥ 0 si la propagation
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de la convexité a lieu). Et la propriété de surmartingale entrainerait
E[ϕ(XT )] = E[G(T,XT )] ≤ E[G(0, X0)] = E[ϕ(YT )].
Ainsi on obtient une inégalité de comparaison convexe entre les variables terminales
XT et YT . Il existe également des comparaisons générales sous d’autres hypothèses de
propagation suivant la nature de la fonction ϕ, et en général le prix à payer reste le
même, à savoir nature de la propagation + comparaison des caractéristiques différen-
tielles des processus ou encore de celles de leurs logarithmes stochastiques. L’hypothèse
de propagation de la convexité est prouvée dans les modèles de diffusion en considérant
des approximations discrètes comme par exemple les schémas d’Euler. La propagation
de la convexité a été aussi étudiée dans [Mar99] pour des modèles markoviens. Toute-
fois il est à noter que dans le cadre de modèles non markoviens, la propagation de la
convexité est souvent mise en défaut (cf [ET07], section 4).
Approche par le calcul stochastique forward-backward
Nous présentons dans cette partie la méthode du calcul stochastique forward-backward.
Soit (Ft)t∈[0,T ] une filtration croissante et (Mt)t∈[0,T ] une (Ft)t∈[0,T ]-martingale. Soit
également (F˜t)t∈[0,T ] une filtration décroissante et M˜ une (F˜t)t∈[0,T ]-martingale, i.e.
E[M˜s|F˜t] = M˜t, s ≤ t ≤ T.
On dira dans la suite que (Mt)t∈[0,T ] est une (Ft)t∈[0,T ]-martingale forward et (M˜t)t∈[0,T ]
une (F˜t)t∈[0,T ]-martingale backward. On suppose que M a des trajectoires càdlàg et
M˜t des trajectoires càglàd3 et on désigne par M c et M˜ c les parties continues de M
et M˜ . Les variations quadratiques des parties continues 〈M c,M c〉 et 〈M˜ c, M˜ c〉 sont
définies par,
〈M c,M c〉t = [M,M ]t −
∑
0<s≤t
|∆Ms|2,
〈M˜ c, M˜ c〉t = [M˜, M˜ ]t −
∑
0≤s<t
|∆˜M˜s|2.
On rappelle que les crochets droits [., .] sont définis comme des limites en probabilité,
[M,M ]t = lim
n→∞
kn∑
i=1
|Mtni −Mtni−1|2,
3abrégé de continu à gauche avec limite à droite
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[M˜, M˜ ]t = lim
n→∞
kn−1∑
i=1
|M˜tni − M˜tni+1|2,
sur toute suite de subdivisions emboitées {0 = tn0 ≤ tn1 ≤ . . . ≤ tnkn} de l’intervalle [0, t].
On introduit les sauts dits forward et backward :
∆Mt = Mt −Mt−,
∆˜M˜t = M˜t − M˜t+.
On désigne par µM et µM˜ les mesures aléatoires associées respectivement aux sauts de
M et M˜ , définies par
µM(dt, dx) =
∑
s>0
1{∆Ms 6=0}δ(s,∆Ms)(dt, dx),
µM˜(dt, dx) =
∑
s>0
1{∆˜M˜s 6=0}δ(s,∆˜M˜s)(dt, dx),
où δ(s,x) désigne la mesure de Dirac au point (s, x) ∈ R+ × R. On désigne par νM
et νM˜ les mesures duales prévisibles associées aux mesures µM et µM˜ respectivement.
Rappelons que νM désigne l’unique (à indistinguabilité près) mesure prévisible telle
que pour tout processus prévisible J le processus
∫ T
0
∫
R
J(t, x)µM(dt, dx)−
∫ T
0
∫
R
J(t, x)νM(dt, dx)
soit une martingale (locale).
Les paires (
νM(dt, dx), 〈M c,M c〉t
)
et
(
νM˜(dt, dx), 〈M˜ c, M˜ c〉t
)
,
sont appelées respectivement les caractéristiques locales des martingales M et M˜ . On
pourra se référer par exemple au livre [JM76] du moins pour le cas forward.
Formule d’Itô forward-backward
Nous allons maintenant introduire une formule d’Itô entre martingales forward et back-
ward, qui sera appliquée pour établir des inégalités de comparaison convexe.
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Théorème 1.2.2 Soient (Mt)t∈[0,T ] une (Ft)t∈[0,T ]-martingale forward càdlàg et (M˜t)t∈[0,T ]
une (F˜t)t∈[0,T ]-martingale backward caglad. On suppose que la martingale (Mt)t∈[0,T ]
est (F˜t)t∈[0,T ]-adaptée et que (M˜t)t∈[0,T ] est (Ft)t∈[0,T ] adaptée. Pour toute fonction
f ∈ C2(R2,R), on a :
f(Mt, M˜t) = f(Ms, M˜s) +
∫ t
s+
∂f
∂x1
(Mu−, M˜u) dMu +
1
2
∫ t
0
∂2f
∂x21
(Mu, M˜u)d〈M c,M c〉u
−
∫ t−
s
∂f
∂x2
(Mu, M˜u+) d˜M˜u − 12
∫ t
0
∂2f
∂x22
(Mu, M˜u)d〈M˜ c, M˜ c〉u
+
∑
s<u≤t
(
f(Mu− + ∆Mu, M˜u)− f(Mu−, M˜u)−∆Mu ∂f
∂x1
(Mu−, M˜u)
)
− ∑
s≤u<t
(
f(Mu, M˜u+ + ∆˜M˜u)− f(Mu, M˜u+)− ∆˜M˜u ∂f
∂x2
(Mu, M˜u+)
)
,
où ∂f
∂xk
désigne la dérivée partielle de f par rapport à ses kiemes-coordonnées, k = 1, 2.
Nous appelons cette formule, la formule d’Itô forward-backward et elle s’étend égale-
ment aux semimartingales de la forme :
Mt +
∫ t
0
Dsds, et M˜t +
∫ T
t
D˜sds,
où les processus (Dt)t∈[0,T ] et (D˜t)t∈[0,T ] sont respectivement (Ft)t∈[0,T ] et (F˜t)t∈[0,T ]-
adaptés. Les symboles d et d˜ sont des différentielles d’Itô forward et backward, par
exemple
∫ T
0 Htd˜M˜t signifie une limite en probabilité des sommes du type :
pn∑
i=1
Htni (M˜tni−1 − M˜tni )
où (tni ), i = 1, . . . , pn ∈ N est une subdivision de l’intervalle [0, T ]. Pour les détails
de la preuve de ce théorème, nous renvoyons à l’article fondateur [KMP06]. Notons
que l’hypothèse d’adaptation croisée dans le théorème n’est pas anodine. En effet, cela
permet de donner un sens aux intégrales
∫ t
s+
∂f
∂x1
(Mu−, M˜u) dMu,
∫ t−
s
∂f
∂x2
(Mu, M˜u+) d˜M˜u.
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Toutefois, cette hypothèse peut être réalisée en grossissant les filtrations (Ft)t∈[0,T ] et
(F˜t)t∈[0,T ]. Par exemple
Ft = FMt ∨ FM˜0 , F˜t = FMT ∨ FM˜t , t ∈ [0, T ],
où (FMt )t∈[0,T ] et (FM˜t )t∈[0,T ] désignent respectivement les filtrations canoniques de
M et M˜ . Supposons maintenant que les caractéristiques locales de M et M˜ sont
différentiables ou absolument continues, c’est-à-dire
νM(dt, dx) := νt(dx)dt, d〈M c,M c〉t := H2t dt,
νM˜(dt, dx) := ν˜t(dx)dt, d〈M˜ c, M˜ c〉t := H˜2t dt.
On a
1
2
∫ t
0
∂2f
∂x21
(Mu, M˜u)d〈M c,M c〉u = 12
∫ t
0
∂2f
∂x21
(Mu, M˜u)H2udu,
de même pour le cas backward en remplaçant H par H˜. Observons que,
∑
s<u≤t
(
f(Mu− + ∆Mu, M˜u)− f(Mu−, M˜u)−∆Mu ∂f
∂x1
(Mu−, M˜u)
)
=
∫ t
s
∫ ∞
−∞
(
f(Mu− + x, M˜u)− f(Mu−, M˜u)− x ∂f
∂x1
(Mu−, M˜u)
)
µM(dt, dx),
de même pour la partie backward en remplaçant µM par µM˜ .
En prenant l’espérance dans la formule d’Itô forward-backward, on obtient :
E[f(Mt, M˜t)] = E[f(Ms, M˜s)] + E
[∫ t
s+
∂f
∂x1
(Mu−, M˜u)
]
dMu − E
[∫ t−
s
∂f
∂x2
(Mu, M˜u+) d˜M˜u
]
+ 12E
[∫ t
0
∂2f
∂x21
(Mu, M˜u)H2udu
]
− 12E
[∫ t
0
∂2f
∂x22
(Mu, M˜u)H˜2udu
]
+ E
[∫ t
s
∫ ∞
−∞
(
f(Mu− + x, M˜u)− f(Mu−, M˜u)− x ∂f
∂x1
(Mu−, M˜u)
)
µM(du, dx)
]
− E
[∫ t
s
∫ ∞
−∞
(
f(Mu, M˜u+ + y)− f(Mu, M˜u+)− y ∂f
∂x2
(Mu, M˜u+)
)
µM˜(du, dy)
]
.
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En introduisant les mesures duales prévisibles, on obtient :
E[f(Mt, M˜t)] = E[f(Ms, M˜s)] + E
[∫ t
s+
∂f
∂x1
(Mu−, M˜u) dMu
]
− E
[∫ t−
s
∂f
∂x2
(Mu, M˜u+) d˜M˜u
]
+ 12E
[∫ t
0
∂2f
∂x21
(Mu, M˜u)H2udu
]
− 12E
[∫ t
0
∂2f
∂x22
(Mu, M˜u)H˜2udu
]
+ E
[∫ t
s
∫ ∞
−∞
(
f(Mu− + x, M˜u)− f(Mu−, M˜u)− x ∂f
∂x1
(Mu−, M˜u)
)
νu(du)dx
]
− E
[∫ t
s
∫ ∞
−∞
(
f(Mu, M˜u+ + y)− f(Mu, M˜u+)− y ∂f
∂x2
(Mu, M˜u+)
)
ν˜u(du)dy
]
.
Notons que, sous certaines conditions sur f et les martingales M et M˜ , on a
E
[∫ t
s+
∂f
∂x1
(Mu−, M˜u) dMu
]
= 0,
E
[∫ t−
s
∂f
∂x2
(Mu, M˜u+) d˜M˜u
]
= 0.
Posons f(x, y) = ϕ(x + y) où ϕ est une fonction convexe donnée de classe C2. On
montre sous certaines conditions sur les caractéristiques locales que :
E[ϕ(Mt + M˜t)] ≤ E[ϕ(Ms + M˜s)], s ≤ t ≤ T. (1.2.3)
D’une part si la martingale M˜ est telle que E[M˜t/FMt ] = 0 p.s., alors par application
de l’inégalité de Jensen on a
E[ϕ(Mt)] = E
[
ϕ(Mt + E[M˜t/FMt ])
]
≤ E
[
E
[
ϕ(Mt + M˜t)/FMt
]]
= E[ϕ(Mt + M˜t)].
Ainsi l’inégalité (1.2.3) devient,
E[ϕ(Mt)] ≤ E[ϕ(Ms + M˜s)], 0 ≤ s ≤ t ≤ T,
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en particulier pour s = 0 en supposant que p.s. M0 = 0 on obtient
E[ϕ(Mt)] ≤ E[ϕ(M˜0)], 0 ≤ t ≤ T,
en d’autres termes pour tout t ∈ [0, T ], Mt ≤cx M˜0.
D’autre part en prenant s = 0 et t = T et en supposant que les martingales (Mt)t∈[0,T ]
et (M˜t)t∈[0,T ] sont issues de 0, on a
E[ϕ(MT )] ≤ E[ϕ(M˜0)].
On obtient ainsi, une inégalité de comparaison convexe entre les v.a. MT et M˜0. Pour
fixer les idées, considérons en guise d’exemple des processus M et M˜ de la forme :
Mt = M0 +
∫ T
0
HtdWt +
∫ T
0
Jt−(dNt − λt)dt,
M˜t = M˜0 +
∫ T
t
H˜ud˜W˜u +
∫ T
t
J˜u+(d˜N˜u − λ˜t)dt,
où (Nt)t∈[0,T ], (N˜t)t∈[0,T ] sont des processus ponctuels de compensateurs respectifs
(λt)t∈[0,T ] et (λ˜t)t∈[0,T ], (Wt)t∈[0,T ] et (W˜t)t∈[0,T ] sont des mouvements browniens stan-
dard ; (Ht)t∈[0,T ] et (Jt−)t∈[0,T ] sont des processus de carrés intégrables et adaptés pour
la filtration engendrée par W et N ; (H˜t)t∈[0,T ] et (J˜t+)t∈[0,T ] des processus de carrés
intégrables et adaptés pour la filtration engendrée par W˜ et N˜ .
On sait dans ce cas que :
ν(dt, dx) = λtδJt(dx)dt := νt(dx)dt
ν˜(dt, dx) = λ˜tδJ˜t(dx)dt := ν˜t(dx)dt.
On montre sous l’hypothèse d’adaptation croisée dans le théorème précédent que si
l’une des conditions suivantes est réalisée
(1)
0 ≤ Jt ≤ J˜t, Ht| ≤ |H˜t|, λtJt ≤ λ˜tJ˜t, t ∈ [0, T ],
(2)
Jt ≤ J˜t, |Ht| ≤ |H˜t|, λtJ2t ≤ λ˜tJ˜2t , t ∈ [0, T ],
avec ϕ et ϕ′ convexes.
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(3)
Jt ≤ 0 ≤ J˜t, K2t + λtJ2t ≤ H˜2t + λtJ˜2t
avec ϕ convexe et ϕ′ aussi,
alors l’inégalité (1.2.3) a lieu.
Cette méthode du calcul stochastique forward-backward a produit une littérature abon-
dante notamment dans le cadre des processus résultant de représentations en termes
d’intégrales stochastiques par rapport aux mesures aléatoires de Poisson, des intégrales
de Lévy-Itô, des martingales normales, voir aussi des représentations via la formule de
Clark-Ocone. On peut citer en particulier le résultat suivant fournissant des critères
de comparaison convexe d’une variable aléatoire ayant une représentation faisant inter-
venir des processus ponctuels et le mouvement brownien, avec des variables aléatoires
gaussiennes et de Poisson.
Théorème 1.2.4 Soit F une v.a. centrée de la forme:
F =
∫ ∞
0
HtdWt +
∫ ∞
0
Jt−(dNt − λt)dt
où (Nt)t≥0 est un processus ponctuel de compensateur (λt)t≥0, (Wt)t≥0 un mouvement
brownien standard, (Jt)t≥0 et (Ht)t≥0 des processus de carrés intégrables adaptés pour
la filtration engendrée par W et N .
On désignera par N(z0) une v.a. de Poisson compensée d’intensité z0 > 0 indépendante
de W (v0) une v.a. gaussienne centrée de variance v0.
Posons a := ||
∫ ∞
0
|Ht|2dt||∞, et b := ||
∫ ∞
0
Jtλtdt||∞,
c := ||
∫ ∞
0
J2t λtdt||∞, et d := ||
∫ ∞
0
|Ht|2dt+
∫ ∞
0
J2t λtdt||∞.
(i) Supposons que 0 ≤ Jt ≤ k pour un certain k > 0. On a
E[ϕ(F )] ≤ E[ϕ(W (a) + kN(b/k2))],
pour toute fonction convexe ϕ.
(ii) Supposons que Jt ≤ k pour un certain k > 0. On a
E[ϕ(F )] ≤ E[ϕ(W (a) + kN(c/k2))],
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pour toute fonction convexe ϕ telle que ϕ′ soit aussi convexe.
(iii) Supposons que Jt ≤ 0. On a
E[ϕ(F )] ≤ E[ϕ(W (d))]
pour toute fonction convexe ϕ telle que ϕ′ soit aussi convexe.
Pour les détails de la preuve nous renvoyons à [KMP06], Théorème 4.1.
Dans le cadre des représentations faisant intervenir des processus avec sauts, la plupart
des résultats connus exigent des sauts bornés comme par exemple dans le théorème
précédent. Ceci exclut les processus à sauts non bornés comme les processus α-stables.
Ainsi, nous proposons d’établir des inégalités de comparaison convexe dans le cadre
des représentations de variables aléatoires faisant intervenir des intégrales stochastiques
dirigées par des processus α-stables, α ∈ (1, 2), en utilisant le calcul forward-backward.
1.3 Contributions de cette thèse
L’étude des théorèmes de convergence vers des processus α-stables donne lieu au
Chapitre 2 et présente des théorèmes de convergence de (S[nt](Ψ), t ∈ [0, T ]) vers des
processus α-stables, α ∈ (0, 2), dans l’espace de Skorokhod D[0, T ]. Ce chapitre a été
écrit en collaboration avec Patrick Cattiaux et a donné lieu à un article publié dans le
journal ESAIM : Probability and Statistics, voir [CMA14].
Motivé par les propriétés d’idéalité de la distance de Zolotarev, nous établissons au
chapitre 3 des vitesses de convergence vers des variables aléatoires α-stables, dans le
TCL généralisé, c’est-à-dire dans le cadre des sommes partielles de variables aléatoires
iid de carrés non intégrables. Ce chapitre fait l’objet d’un travail en cours.
Au Chapitre 4, nous établissons des ordres convexes ou inégalités de comparaison con-
vexe pour des intégrales stochastiques dirigées par des processus α-stables, α ∈ (1, 2).
Ce chapitre a été écrit en collaboration avec Aldéric Joulin et a donné lieu à un article
publié dans le journal Stochastics, voir [JMA15].
Á présent, nous allons faire un résumé des résultats obtenus aux Chapitres 2, 3 et 4.
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Chapitre 2 : Théorèmes limites pour certaines fonctionnelles à
queue lourde d’une chaîne de Markov à temps discret
L’approche du mélange
Une nouvelle technique dans le contexte de la théorie des valeurs extrêmes pour établir
des théorèmes de convergence dans D[0, T ] a été initiée par Leadbetter et Rootzen
dans [Lea88]. Suite à ces travaux cette méthode a été utilisée par de nombreux au-
teurs dans une variété de situations notamment dans le cadre des suites de variables
aléatoires mélangeantes. Dans le cas α ∈ (0, 2) nous avions eu recours à ces tech-
niques développées dans [Dav83], [DJ89a], [DH95], [Kri10], [Ba11] et [BK12], pour des
suites de variables aléatoires mélangeantes. Ces techniques nous révèlent essentielle-
ment qu’un théorème limite a lieu dans l’espace de Skorokhod sous des conditions dites
"anti-clustering" qui sont familières en théorie des valeurs extrêmes appelées aussi con-
ditions D′ de Leadbetter.
Dans le cadre d’une chaîne de Markov (Xn)n≥0 supposée irréductible, apériodique et
positive récurrente de mesure invariante µ, nous nous sommes inspirés de ces outils
pour la description des processus limites de type α-stable dans D[0, T ] munie de la
topologie J1 pour des fonctionnelles de la forme :
Tn(t) =
1
bn
 [nt]∑
k=0
Ψ(Xk)− ntcn
 = 1
bn
S[nt](Ψ)− tncn
bn
, t ∈ [0, T ],
où Ψ est une fonction à variation régulière sous la mesure invariante µ, c’est-à-dire
qu’il existe une fonction à variation lente L telle que
µ[|Ψ| ≥ x] = x−αL(x), x > 0. (1.3.1)
Les coefficients bn et cn sont définis par les relations :
lim
n→∞nµ[|Ψ| > bn] = 1 et cn = µ
[
Ψ1I|Ψ|≤bn
]
.
Dans le cas où Ψ est symétrique sous µ, alors on prendra cn = 0 pour tout n ≥ 0.
Nous pouvons contrôler le terme n cn
bn
précédent, grâce à la proposition suivante.
Proposition 1.3.2 Soit α ∈ (0, 1) ou α ∈ (1, 2) et supposons de plus que µ(Ψ) = 0 si
α ∈ (1, 2). Alors
lim
n→+∞
n cn
bn
= α1− α (2c− 1) .
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De cette proposition remarquons que si (Zt)t∈[0,T ] est un processus α-stable de carac-
téristiques locales (b, c, 1− c) obtenu comme processus limite de
(
S[n.](Ψ)− n.cn
)
/bn,
alors le processus limite de S[nt](Ψ)
bn
est un processus α-stable de caractéristiques locales(
b+ α
α−1 (2c− 1), c, 1− c
)
. Rappelons que dans le cas symétrique, c = 1/2.
Soit Uj = Ψ(Xj) et notons que sous Pµ la suite de v.a. (Uj)j≥0 est identiquement
distribuée et elle vérifie la condition dite anti-clustering si :
lim
k→+∞
lim sup
n→+∞
[n/k]∑
j=1
nPµ [|U0| > ε bn , |Uj| > ε bn] = 0 , ∀ ε > 0 . (1.3.3)
Nous énonçons le résultat suivant en se basant sur la littérature des travaux précédem-
ment cités.
Théorème 1.3.4 Soit Ψ une fonction vérifiant la condition de variation régulière
(1.3.1) et telle que µ(Ψ) = 0 dans le cas où Ψ est µ-intégrable. Supposons que la
condition d’anti-clustering (1.3.3) est vérifiée. Supposons de plus que,
(1) si α ∈ (0, 1), la chaîne de Markov est fortement mélangeante,
(2) si α ∈ (1, 2) la chaîne est ρ-mélangeante et ∑n≥1 ρ(n)n < +∞,
(3) si α = 1, la fonction Ψ est symétrique, c’est-à-dire que sous Pµ, Ψ(X0) et
Ψ(−X0) ont la même loi.
Alors
(
1
bn
S[nt]
)
t∈[0,T ] converge (sous Pµ), dans l’espace de Skorokhod D[0, T ] vers un
processus α-stable (Zt)t∈[0,T ].
Dans le cas α = 1, si Ψ n’est pas symétrique on remplacera S[nt](Ψ) par Tn(t).
Notons qu’on peut remplacer la condition d’anti-clustering (1.3.3) par la condition plus
faible suivante qui s’avère aussi nécessaire : ∀ε > 0, il existe des suites r(n) et l(n)
tendant vers l’infini telles que l(n) = o(r(n)), r(n) = o(n), nα(l(n)) = o(r(n)) où α(.)
est le coefficient de mélange fort, et
lim
n→+∞ Pµ
[
max
1≤j≤r(n)
|Uj| > ε bn | |U0| > ε bn
]
= 0 . (1.3.5)
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Maintenant pour une chaîne de Markov irréductible, apériodique et positive récurrente
de mesure invariante µ, on sait que P nf tend vers zéro lorsque n tend vers l’infini
pour une fonction f telle que µ(f) = 0. On peut donc étudier la vitesse et l’espace
dans lequel ces convergences ont lieu. La définition suivante introduit une manière de
contrôler ces vitesses de convergence à l’équilibre.
Définition 1.3.6 Pour tous r et p ≥ 1, on définit
αr,p(n) = Sup
{
‖ P nf ‖Lp(µ) , f : ‖ f ‖Lr(µ)= 1 et µ(f) = 0
}
.
Il en est de même pour α∗p,r(n) correspondant au semi-groupe adjoint P ∗n.
On peut discuter de l’implication de ces vitesses d’ergodicité sur les conditions de
mélange de la chaîne de Markov. Á cet effet nous établissons le résultat suivant.
Proposition 1.3.7 Notons [n] la partie entière de n. On a,
(I-1) α2∞,2(n) ∨ (α∗)2∞,2(n) ≤ 4α(n) ≤ α∞,2([n/2])α∗∞,2([n/2]).
(I-2) α22,2(n) = (α∗)22,2(n) ≤ ρ(n) ≤ c α2,2(n) avec c > 0.
(I-3) φ(n) ≤ α21,∞([n/2]) .
L’idée essentielle de la preuve consiste à utiliser des représentations en termes de co-
variance des coefficients de mélange, par exemple on a
4α(n) = sup
F,G
{Cov(F,G), F estF0(resp.G est Gn) mesurable et bornée par 1} ,
φ(n) = sup
F,G
{Cov(h(F ), h(G)), F est F0(resp.G est Gn) mesurable et ||h||∞ ≤ 1, E|G| ≤ 1} ,
et d’utiliser ensuite la propriété de Markov et les inégalités de Cauchy-Schwarz ou de
Hölder.
De cette proposition on conclut que l’ergodicité et le mélange sont essentiellement des
notions similaires. On peut trouver des critères pour s’assurer des diverses conditions
d’ergodicité.
• Observons que la condition de trou spectral est suffisante pour que la chaîne
soit ρ-mélangeante. De plus la condition de trou spectral permet de vérifier la
condition de sommabilité : ∑n≥1 ρ(n)n < +∞.
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• On a obtenu que φ(n) ≤ α21,∞([n/2]), i.e. que la chaîne est φ-mélangeante si
P n envoie l’espace L1 dans L∞ pour n assez grand. Cette propriété est con-
nue sous l’appellation d’ultracontractivité que l’on décrit par certaines inégalités
fonctionnelles (voir [DSC96] et [Mic97]).
• Le taux ergodique α∞,2 ou α∗∞,2 est décrit dans le cas continu dans [RW01] via
les inégalités de Poincaré faible4 mais en faisant usage des dérivées. Dans le
cas discret, cela équivaut encore à l’inégalité de Poincaré faible mais en général
on ne sait pas si α∞,2 et α∗∞,2 ont le même comportement ou s’ils sont égaux.
Notons que dans certains modèles de chaînes de Markov on peut connaître le
comportement asymptotique des coefficients α∞,2 ou α∗∞,2.
Les conditions d’ergodicité étant liées aux conditions de mélange, il suffit de chercher
les conditions sous lesquelles la condition d’anti-clustering est vérifiée.
Observons que
[n/k]∑
j=1
nPµ [|U0| > ε bn] Pµ [|Uj| > ε bn] =
(
P2µ (|U0| > ε bn)
P2µ (|U0| > bn)
)
[n/k]
n
n2 P2µ [|U0| > bn]
≤ 1
k
(
P2µ [|U0| > ε bn]
P2µ [|U0| > bn]
)
de sorte que
lim sup
n→+∞
[n/k]∑
j=1
nPµ [|U0| > ε bn] Pµ [|Uj| > ε bn] ≤ ε−α 1
k
,
et finalement
lim
k→+∞
lim sup
n→+∞
[n/k]∑
j=1
nPµ [|U0| > ε bn] Pµ [|Uj| > ε bn] = 0 .
4L’inégalité de Poincaré faible est un contrôle de la variance par la forme de Dirichlet à un facteur
additif près.
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Par conséquent une condition suffisante pour établir la condition d’anti-clustering est
la suivante :
lim
k→+∞
lim sup
n→+∞
[n/k]∑
j=1
nCovµ
(
1I|U0|>ε bn , 1I|Uj |>ε bn
)
= 0 , ∀ ε > 0 . (1.3.8)
Nous avons ensuite montré que la condition de trou spectral et une contraction stricte
de l’opérateur de transition P (hypercontractivité) permet de vérifier la condition
d’anti-culstering. Ainsi, nous énonçons notre résultat principal qui est un nouveau
théorème de convergence correspondant au cas α ∈ (1, 2) dans l’espace de Skorokhod
muni de la topologie J1.
Théorème 1.3.9 Soit Ψ telle que
∫
Ψdµ = 0, et vérifiant la condition de variation
régulière (1.3.1). Supposons que la chaîne vérifie la condition de trou spectral et que
P |Ψ| ou P ∗|Ψ| est dans Lα+β pour un certain β > 0. Alors
(
S[nt](Ψ)/bn
)
t∈[0,T ] converge
(sous Pµ) dans l’espace de Skorokhod D[0, T ] vers un processus α-stable (Zt)t∈[0,T ].
Plus généralement pour α ∈ (0, 2) on a :
Théorème 1.3.10 Soit Ψ vérifiant la condition de variation régulière (1.3.1) telle que
µ(Ψ) = 0 pour α ∈ (1, 2) et dans le cas où α = 1 supposons que Ψ est une fonction
symétrique sous Pµ. On suppose que la chaîne de Markov vérifie la condition de trou
spectral. Si pour un certain p ≤ α avec Ψ ∈ Lp(µ) et que P (|Ψ|p) ou P ∗(|Ψ|p) est
dans L1+β(µ) pour un certain β > 0, alors
(
S[nt](Ψ)/bn
)
t∈[0,T ] converge (sous Pµ) dans
l’espace de Skorokhod D[0, T ] vers un processus α-stable (Zt)t∈[0,T ].
La nouveauté de ces résultats réside d’une part dans leur caractère fonctionnel et
d’autre part dans l’approche par la technique du mélange, généralisant ainsi les résul-
tats énoncés dans le Théorème 1.1.25.
Remarque 1.3.11 Dans le cas α ∈ (0, 1), on peut remplacer la condition de trou
spectral par la condition de mélange fort ou encore par la condition ∑n α 1+β
β
,q(n) < +∞
pour q > 1 + β et en choisissant p > α(1− q−1).
On peut en guise d’applications s’intéresser aux chaînes de Markov décrites plus haut.
Notons toutefois que dans le cadre de la marche aléatoire réfléchie la condition néces-
saire d’anti-clustering (1.3.5) ne se réalise pas.
36 Chapitre 1. Présentation générale
En conclusion, la méthode de mélange s’est révélée importante pour obtenir un principe
d’invariance et en perspective cette technique permettra sans doute d’aboutir à des ré-
sultats de convergence des fonctionnelles additives associées à des processus de Markov
à temps continu.
Chapitre 3 : Sur l’utilisation des distances idéales dans l’obtention
des vitesses de convergence dans le TCL généralisé
Soit Σ l’espace des v.a. réelles.
Définition 1.3.12 On appelle distance en probabilité dans Σ, une application d(., .)
définie sur l’espace Σ × Σ → [0,∞] telle que pour toutes v.a. réelles X, Y et Z, les
propriétés suivantes soient vérifiées :
(1)
P(X = Y ) = 1⇒ d(X, Y ) = 0,
(2)
d(X, Y ) = d(Y,X),
(3)
d(X, Y ) ≤ d(X,Z) + d(Z, Y ).
Si les lois marginales PX et PY suffisent pour déterminer les valeurs de d(X, Y ) alors
la distance d est dite simple.
Définition 1.3.13 Une distance simple d est dite idéale si les propriétés suivantes
sont vérifiées :
(4)
d(X + Z, Y + Z) ≤ d(X, Y ),
pour Z indépendante de X et Y . (Régularité)
(5)
d(cX, cY ) = |c|rd(X, Y ), c ∈ R∗.
(Homogénéité de degré r)
On dira que d est une distance idéale de degré r.
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Comme exemple de distance idéale de degré r on peut citer la distance suivante.
Exemple 1.3.14 Soit r > 0 de la forme r = m + β avec β ∈]0, 1] et m un entier
naturel. On définit une distance simple en posant
ζr(X, Y ) = sup
f∈Λr
|E[f(X)]− E[f(Y )]|,
où Λr est l’ensemble des fonctions bornées f : R→ R dérivables à l’ordre m, de dérivées
f (m) continues et vérifiant l’inégalité
|f (m)(x)− f (m)(y)| ≤ |x− y|β, β = r −m. (1.3.15)
On appellera ζr la distance idéale de Zolotarev de degré r. Nous allons décrire des con-
ditions dites de domaine d’attraction d’une v.a. α-stable, qui nous permettra d’obtenir
des vitesses de convergence vers des v.a. α-stables dans le TCL généralisé pour la dis-
tance idéale de Zolotarev.
Définition 1.3.16 Une v.a. X est dans le domaine d’attraction d’une v.a. α-stable
de caractéristiques locales c1 et c2 si
P[X > x] = c1 + h(x)
xα
, P[X ≤ −x] = c2 + h(−x)
xα
, x > 0, (1.3.17)
où h est une fonction tendant vers zéro lorsque x→ +∞.
Si de plus la fonction h est telle que h(x) = O(|x|−γα) avec γα > 0 alors on dira que
la v.a. X est dans le domaine d’attraction fort de la v.a. α-stable de caractéristiques
locales c1 et c2 avec un indice d’attraction γα :
P[X > x]− c1
xα
= O( 1
xα+γα
), P[X ≤ −x]− c2|x|α = O(
1
xα+γα
), x > 0. (1.3.18)
Notons que toute v.a. α-stable Θ de caractéristiques locales c1 et c2 est dans son propre
domaine d’attraction fort. En effet il est bien connu que lorsque x→ +∞ (cf. [Mij86])
:
P[Θ > x] = c1|x|α +
c2
|x|2α +O(
1
|x|3α ), P[Θ < −x] =
c2
|x|α +
c1
|x|2α +O(
1
|x|3α ), (1.3.19)
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Soit (Vn)n≥1 une suite de v.a. iid et ϑ une v.a. α-stable symétrique. Rappelons que
l’on a l’identité en loi suivante :
ϑ
L= ϑ1 + . . .+ ϑn
n1/α
, ∀n ≥ 1, (1.3.20)
où ϑ1, . . . , ϑn sont des v.a. indépendantes de même loi que ϑ, que l’on peut supposer
indépendantes de la suite (Vn)n≥1. Soit d une distance idéale de degré r. La distance
d étant simple, nous avons
d(n−1/α
n∑
k=1
Vk, ϑ) = d
(
n−1/α
n∑
k=1
Vk, n
−1/α
n∑
k=1
ϑk
)
.
Pour n = 2 en utilisant l’inégalité triangulaire, les propriétés de régularité et d’homogénéité
de la distance idéale d de degré r, on a
d
(
2−1/α(V1 + V2), 2−1/α(ϑ1 + ϑ2)
)
≤ d
(
2−1/α(V1 + V2), 2−1/α(ϑ2 + V1)
)
+ d
(
2−1/α(ϑ2 + V1), 2−1/α(ϑ1 + ϑ2)
)
≤ 2− rα (d(V1, ϑ1) + d(V2, ϑ2))
≤ 21− rαd(V1, ϑ1)
= 21− rαd(V1, ϑ).
On montre par récurrence sur n, à l’aide des propriétés d’idéalité de la distance d que
d
(
n−1/α
n∑
k=1
Vk, n
−1/α
n∑
k=1
ϑk
)
≤ n− rα
n∑
k=1
d (Vk, ϑk)
= n1− rα d(V1, ϑ1)
= n1− rα d(V1, ϑ)
= C n1− rα ,
tant que la constante C := d(V1, ϑ) est finie.
Par exemple pour α = 2 (ϑ est donc une v.a. gaussienne) on peut choisir la distance
idéale de Zolotarev de degré r = 3. Cela fournit une vitesse de convergence de l’ordre
de n−1/2, semblable au théorème de Berry-Esseen (cela requiert l’existence de moments
d’ordre 3 de la v.a V1).
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On peut également choisir α ∈ (0, 2) et d = ζr avec r ∈]α, 2] pour obtenir des vitesses
de convergence vers des v.a α-stables. Il suffirait pour un tel cas d’exiger des conditions
de domaine d’attraction fort pour contrôler la finitude de la constante C = ζr(V1, ϑ).
Nous obtenons le théorème suivant.
Théorème 1.3.21 Soit (Vn)n≥1 une suite de v.a. iid intégrables et posons
S˜n = n−1/α
n∑
k=1
(Vk − E[Vk]).
Supposons que V1 est dans le domaine d’attraction fort d’une v.a. α-stable symétrique
ϑ avec α ∈ (1, 2), d’indice d’attraction γα > r − α avec r ∈ (α, 2]. Alors il existe une
constante C > 0 telle que :
ζr(S˜n, ϑ) ≤ C nα−rα .
En conséquence de ce Théorème on obtient des vitesses de convergence entre les fonc-
tions caractéristiques de S˜n et ϑ. En effet, posons
χt(S˜n, ϑ) =
∣∣∣E[eitS˜n ]− E[eitϑ]∣∣∣ , t ∈ R,
et notons qu’en utilisant la définition de la distance idéale ζ2, on a
χt(S˜n, ϑ) ≤ t2ζ2(S˜n, ϑ),
car la fonction ft(x) = eitx, t ∈ R, x ∈ R, est bornée et la dérivée f ′t lipschitzienne de
constante t2. On obtient ainsi le Corollaire suivant.
Corollaire 1.3.22 Soit (Vn)n≥1 une suite de v.a. iid intégrables et posons
S˜n = n−1/α
n∑
k=1
(Vk − E[Vk]).
Supposons que V1 est dans le domaine d’attraction fort d’une v.a. α-stable symétrique
ϑ avec α ∈ (1, 2), d’indice d’attraction γα > 2 − α. Alors il existe une constante
C(t) > 0 telle que
χt(S˜n, ϑ) ≤ C(t)nα−2α .
En conclusion, l’utilisation des distances idéales permet d’obtenir des vitesses de con-
vergence dans le TCL généralisé. En guise de perspectives nous souhaiterions étendre
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ces techniques pour d’autres distances idéales comme la distance de Wasserstein et la
distance en variation totale dans le cadre des v.a. indépendantes non identiquement
distribuées, des v.a. dépendantes comme les martingales et les chaînes de Markov.
Chapitre 4 : Ordre convexe ou inégalités de comparaison con-
vexe pour des intégrales stochastiques stables
L’objectif du Chapitre 4 est d’établir des inégalités de comparaison convexe pour des
intégrales stochastiques dirigées par des processus α-stables, α ∈ (1, 2). L’approche
utilisée repose sur le calcul stochastique forward-backward dans le cas stable.
L’approche par le calcul stochastique forward-backward
Soit un processus strictement α-stable (Zt)t∈[0,T ] où α ∈ (1, 2). La mesure de Lévy de
(Zt)t∈[0,T ] est donnée par
ν(dx) := dx|x|α+1
(
c+ 1{x>0} + c− 1{x<0}
)
.
Exemple 1.3.23 Un exemple de comparaison convexe.
Considérons des v.a. XT et YT données par
XT := e−θTX0 +
∫ T
0
e−θ(T−t)dZt,
YT := e−κTX0 +
∫ T
0
e−κ(T−t)dZt
où Z est un processus α-stable symétrique et X0 une variable aléatoire centrée et θ, κ
deux réels donnés. On montre sans faire usage du calcul forward-backward que si θ ≥ κ
alors
E[ϕ(XT )] ≤ E[ϕ(YT )],
pour toute fonction convexe ϕ pour laquelle l’espérance existe.
Ainsi on aimerait se tourner vers d’autres exemples d’application qu’on souhaiterait
généraliser. Le processus (Zt)t∈[0,T ] est une FZt = σ(Zs, s ∈ [0, t])- martingale. Soit K
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un processus FZ-prévisible appartenant à l’espace L2(Ω× [0, T ]), i.e.,
∫ T
0
E[K2t ] dt < +∞.
Par la décomposition de Lévy-Itô, l’intégrale stochastique XT :=
∫ T
0 Ks dZs est bien
définie et intégrable. De plus,
∀t ∈ [0, T ] Xt := E[XT |FZt ] =
∫ t
0
Ks dZs, t ∈ [0, T ],
est une FZ-martingale. Rappelons qu’un processus rétrograde ou backward (stricte-
ment) α-stable (Z˜t)t∈[0,T ] est un processus (strictement) α-stable évoluant en temps
rétrograde ou backward sur [0, T ]. Naturellement il a les mêmes propriétés que le
processus forward Z, en particulier c’est une F Z˜t := σ(Z˜s : t ≤ s ≤ T ) martingale
rétrograde ou backward, i.e. E[Z˜s|F Z˜t ] = Z˜t, s ≤ t ≤ T. Nous considérons sa mesure
de Lévy de la forme :
ν˜(dx) := dx|x|α+1
(
c˜+ 1{x>0} + c˜− 1{x<0}
)
.
Notons que l’indice α ∈ (1, 2) est le même que précédemment. Soit K˜ un processus
F Z˜-prévisible appartenant aussi à l’espace L2(Ω×[0, T ]). On définit l’intégrale stochas-
tique stable backward X˜0 :=
∫ T
0 K˜s d˜Z˜s de la même manière que précédemment. La
différentielle d’Itô correspondante d˜ signifiant que la limite en probabilité est prise sur
les sommes de type
pn∑
i=1
K˜tni (Z˜tni−1 − Z˜tni ),
pour toutes subdivisions (tni ) de [0, T ]. La v.a. X˜0 est intégrable et
X˜t := E[X˜0|F Z˜t ] =
∫ T
t
K˜s d˜Z˜s, t ∈ [0, T ],
est une F Z˜-martingale backward. Nous supposons dans la suite que Z et Z˜ sont in-
dépendants.
Nous allons maintenant introduire des décompositions d’intégrales stochastiques sta-
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bles. La méthode de décomposition s’inspire des travaux dans [Kal92]. Nous allons
faire une présentation dans le cas forward, le cas backward étant similaire. Observons
pour commencer que la mesure de Lévy ν du processus strictement α-stable Z est de
la forme
ν = c+ ν+ + c− ν−,
où ν+ et ν− sont des mesures sur R+ et R−, de densité |x|−α−1. Ainsi la propriété
d’auto-similarité de Z entraîne la représentation suivante
Z = c1/α+ Z ′ − c1/α− Z ′′,
où Z ′, Z ′′ sont des processus strictement α-stables indépendants et de mesure de Lévy
ν+. En d’autres termes cette décomposition est obtenue en séparant les sauts positifs
et négatifs de Z. Par conséquent,
Xt =
∫ t
0
c
1/α
+ Ks dZ
′
s −
∫ t
0
c
1/α
− Ks dZ
′′
s
=
∫ t
0
c
1/α
+ K
+
s dZ
′
s +
∫ t
0
c
1/α
− K
−
s dZ
′′
s −
∫ t
0
c
1/α
+ K
−
s dZ
′
s −
∫ t
0
c
1/α
− K
+
s dZ
′′
s .
Nous rappelons que K+t = max(Kt, 0) et K−t = −min(Kt, 0). La décomposition de
Kallenberg de l’intégrale stochastique Xt =
∫ t
0 KtdZt s’écrit comme suit :
Xt =
∫ t
0
γs dZˆ
′
s −
∫ t
0
λs dZˆ
′′
s ,
où
γt := c1/α+ K+t + c
1/α
− K
−
t et λt := c
1/α
+ K
−
t + c
1/α
− K
+
t
et les processus Zˆ ′, Zˆ ′′ donnés par,
Zˆ ′t =
∫ t
0
1{Ks≥0} dZ ′s +
∫ t
0
1{Ks<0} dZ ′′s et Zˆ ′′t =
∫ t
0
1{Ks<0} dZ ′s +
∫ t
0
1{Ks≥0} dZ ′′s ,
sont indépendants et de même loi que Z ′, Z ′′. Comme dit ci-dessus une décomposition
similaire a lieu pour l’intégrale stochastique backward X˜t et posons pour tout t ∈ [0, T ],
γ˜t := c˜1/α+ K˜+t + c˜
1/α
− K˜
−
t et λ˜t := c˜
1/α
+ K˜
−
t + c˜
1/α
− K˜
+
t .
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Ces considérations permettent d’aboutir au résultat suivant.
Théorème 1.3.24
Si p.s. γt ≤ γ˜t et λt ≤ λ˜t, t ∈ [0, T ] (1.3.25)
alors on a
E[ϕ
(
Xt + X˜t
)
] ≤ E[
(
ϕ(Xs + X˜s
)
], 0 ≤ s ≤ t ≤ T. (1.3.26)
En particulier l’inégalité de comparaison convexe suivante a lieu :
E
[
ϕ
(∫ T
0
KtdZt
)]
≤ E
[
ϕ
(∫ T
0
K˜td˜Z˜t
)]
,
pour toute fonction convexe ϕ pour laquelle l’espérance existe.
La preuve de ce théorème repose sur la formule d’Itô forward-backward pour la somme
Xt+X˜t puis en prenant l’espérance on fait intervenir des caractéristiques associées aux
intégrales stochastiques Xt et X˜t.
Le théorème précédent décrit les conditions sous lesquelles l’intégrale stochastique sta-
ble forward est dominée suivant l’ordre convexe par l’intégrale stochastique stable
backward. On peut considérer des processus backward Z˜ de la forme
Z˜t := Z ′T−t, t ∈ [0, T ]
avec Z ′ une copie indépendante de Z, et choisir par exemple
K˜t := k(t), t ∈ [0, T ],
avec k une fonction déterministe de carré intégrable. Notons maintenant que, par
stationnarité et indépendance des accroissements de Z ′ (ou Z) on obtient
∫ T
0
K˜td˜Z˜t
L=
∫ T
0
k(t)dZ ′t
L=
∫ T
0
k(t)dZt,
pour arriver à la version suivante :
Théorème 1.3.27 Soit Z un processus strictement stable d’indice α ∈ (1, 2). Soient
K ∈ L2(Ω× [0, T ]) un processus FZ prévisible et k ∈ L2([0, T ]) une fonction détermin-
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iste. Posons pour tout t ∈ [0, T ]
γt := c1/α+ K+t + c
1/α
− K
−
t et γ˜t := c
1/α
+ k
+(t) + c1/α− k−(t),
λt := c1/α+ K−t + c
1/α
− K
+
t et λ˜t := c
1/α
+ k
−(t) + c1/α− k+(t),
Si p.s.
γt ≤ γ˜t et λt ≤ λ˜t, t ∈ [0, T ], (1.3.28)
alors l’inégalité de comparaison convexe suivante a lieu:
Eϕ
(∫ T
0
KtdZt
)
≤ Eϕ
(∫ T
0
k(t)dZt
)
,
pour toute fonction convexe ϕ pour laquelle l’intégrale existe.
Notons que si les inégalités dans (1.3.28) sont renversées alors l’inégalité de comparaison
précédente est aussi renversée. Remarquons aussi que sous les conditions précédentes,
si de plus A est un processus FZ-adapté et h une fonction déterministe telle que
At ≤ h(t), t ∈ [0, T ] p.s. alors
Eϕ
(∫ T
0
KtdZt +
∫ T
0
Atdt
)
≤ Eϕ
(∫ T
0
k(t)dZt +
∫ T
0
h(t)dt
)
,
pour toute fonction convexe croissante ϕ. Cette extension permet par exemple de se
passer de la propriété de stricte stabilité sur Z. En effet, en considérant simplement
un processus α-stable (Zt)t∈[0,T ], on sait qu’il existe une constante κ ∈ R telle que
(Zt−κt)t∈[0,T ] soit un processus strictement α-stable et on choisit par exemple At = κKt
et h(t) = κk(t). Pour clôturer ce paragraphe disons quelques mots sur les conditions
du théorème précédent.
(1) La condition (1.3.28) est simple à considérer dans les situations suivantes :
◦ Le processus stable Z est symétrique et on suppose que, p.s. |Kt| ≤ |k(t)|
pour tout t ∈ [0, T ].
◦ Les processus K et k sont de même signe et de signe constant, et Kt ≤ k(t)
p.s. pour tout t ∈ [0, T ].
(2) La classe de fonctions convexes ϕ pour laquelle les inégalités de comparaison
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convexe précédentes ont lieu inclut la classe de fonctions convexes ϕ telles que
lim
x→∞ |x|
−pϕ(x) <∞, 1 ≤ p < α.
Par exemple pour ϕ(x) = |x|p on montre que
E[ϕ(XT )] =
∫ +∞
0
p xp−1 P (|XT | > x) dx ≤ 1 +M
∫ +∞
1
dx
xα−p+1
<∞.
Notons enfin qu’il serait intéressant en guise de perspective d’étudier les inégalités de
comparaison convexe dans le cadre des équations différentielles stochastiques dirigées
par des processus α-stables ou encore d’autres types d’inégalités de comparaison.
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Abstract
Consider an irreducible, aperiodic and positive recurrent discrete time Markov chain
(Xn, n ≥ 0) with invariant distribution µ. We shall investigate the long time be-
haviour of some functionals of the chain, in particular the additive functional Sn(Ψ) =∑n
i=1 Ψ(Xi) for a possibly non square integrable function Ψ. To this end we shall link
ergodic properties of the chain to mixing properties, extending known results in the
continuous time case. We will then use existing tools and results of convergence to
stable distributions, obtained in [DJ89b, TK10, Kri10, BK12] for stationary mixing
sequences. Contrary to the usual L2 framework studied in [CCG12], where weak forms
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of ergodicity are sufficient to ensure the validity of the Central Limit Theorem, we will
need here strong ergodic properties: the existence of a spectral gap, hyperboundedness
(or hypercontractivity). These properties are also discussed. Finally we give explicit
examples.
2.1 Introduction
On some probability space (Ω,F ,P), consider a discrete time Markov chain {Xn, n ≥ 0}
which is irreducible, aperiodic and positive recurrent with invariant probability measure
µ, assumed to be ergodic. As usual we denote by Px the conditional distribution of
P knowing that X0 = x. Let Ψ be a µ integrable function such that
∫
Ψdµ = 0.
According to the ergodic theorem the normalized additive functional
Sn(Ψ)
n
= 1
n
n∑
i=1
Ψ(Xi)
goes to 0 as n goes to infinity, both in L1(µ) and Pµ almost surely.
When Ψ ∈ L2(µ), it is expected that Sn(Ψ)/√n (or Sn(Ψ)/
√
Varµ(Sn(Ψ))) converges
in distribution to some Gaussian limit (Central Limit Theorem). We refer to [CCG12]
for an account of the impressive literature on the subject, as well as results including
an anomalous behaviour of the variance (i.e. Varµ(Sn(Ψ)) is not of order n), or an
anomalous rate of convergence (i.e. different of the two aforementioned normalization
rates). The functional version (convergence of the full law of the process to some
Brownian motion) is also discussed therein. We shall recall some of the relevant results
in our situation in section 2.3.
As noticed in [CCG12], the key tool is the rate of convergence of ||P nΨ||L2(µ) to 0.
This rate of convergence is connected to the mixing properties of the sequence Ψ(Xn)
so that one can use the massive literature relying mixing and central limit properties.
In the context of [CCG12], the chain comes from a time continuous Markov process,
so that this rate of convergence is studied by using recent results on various functional
inequalities. At some point, the derivation of these inequalities strongly uses the time
continuous setting, allowing us to consider time derivatives.
In particular, if Ψ ∈ Lp(µ) for some p > 2, one can use weak Poincaré inequalities
furnishing a quick enough but non exponential decay of the variance of P nΨ, controlled
by the initial Lp(µ) norm of Ψ. When Ψ does not belong to any Lp(µ) for p > 2, one
has to assume the existence of a spectral gap.
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The goal of the next section 2 is, after recalling standard mixing properties, to extend
the relevant inequalities to the discrete time setting. In particular we extend the notion
of weak Poincaré inequality yielding non exponential decays for the L2 norm of P nΨ.
This can be used to mimic what is done in [CCG12] in the situation of a discrete time
Makov chain.
If Ψ is not square integrable, the situation for the additive functional, is much more
delicate, even in the i.i.d. case. CLT analogues have been proved by Gnedenko, the
limiting distribution being a stable one, but require rigid assumptions on the tails of
Ψ(Xi). A few extensions to weakly dependent cases, essentially mixing cases, have been
obtained in [DJ89b, JK89, TK10, BK12, Kri10], for both the usual and the functional
versions. Let us also mention the recent [JKO09] dealing with Markov chains and the
very recent [Ba11] which contains some new results on the general stationary case but
merely difficult to explicitly explain in our situation.
It is thus natural to show how to apply these mixing results to the case of a Markov
chain. Other methods (martingale method, coupling...) are available (see [JKO09]).
Our results for this problem, contained in section 3, substantially improve upon the
ones in [JKO09] on many points, but not on all ( see the detailed discussion in remark
3.10 and the final section). But, presumably, the main interest here is the method.
Actually, once the correspondance between ergodicity and mixing is understood, the
only thing to do in order to apply stable convergence results for mixing sequences, is to
check the so called "anti-clustering" condition. It is at this point that the contraction
property introduced in [JKO09] (i.e. PΨ belongs to a strictly smaller Lebesgue space
than Ψ itself) appears as a natural assumption in order to control covariances.
The price to pay at least if Ψ ∈ Lp(µ) for 1 ≤ p < 2, as in [JKO09] or for the
L2 case is that we have to assume the existence of a spectral gap. This is due to the
fact that, contrary to the case p > 2, we have to precisely control the tails, not only
from above but also from below since what is required is an equivalent for these tails;
i.e. controlling the Lp norm of P nΨ by the stronger Lp′ norm of Ψ for some p′ > p is
not enough to get the correct rate of convergence to a stable distribution. Notice that
deviation bounds are studied in [CG08].
The aforementioned contraction property for Ψ is not easy to prove for one chosen
function. A stronger form of this contraction property, is that P maps continuously
Lp(µ) into Lp′(µ) for some (or for all) p′ > p. This is a well known property called
"hyperboundedness" (or hypercontractivity). For continuous time semi-groups this
property is equivalent to a logarithmic Sobolev inequality. Again in the discrete time
setting, these connections are not so clear. The final section is devoted to describe
typical situations where we can show hyperboundedness. The standard situation of
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the usual birth and death chain on the half line is finally described. In this case,
generically, the stable invariance principle does not hold.
Acknowledgements. The authors are indebted to two anonymous referees for their
valuable comments and criticism on a first version of this paper.
2.2 Mixing and quantitative ergodicity for Markov
chains
As said in the introduction we shall recall in this section the relationship between
mixing and quantitative ergodic properties of the chain. We then will give some explicit
conditions ensuring the control of the decay to equilibrium, in terms of functional
inequalities.
2.2.1 Mixing and quantitative ergodicity
Recall some usual mixing coefficients :
Definition 2.2.1 Let Fj ( resp. Gj)) be respectively the backward (or the past) and
the forward (or the future) σ-fields generated by Xn for 0 ≤ n ≤ j (resp. j ≤ n).
• The strong mixing coefficient α(n) is defined as :
α(n) = sup
j
{
sup
A,B
|P(A ∩B)− P(A)P(B)| , A ∈ Fj , B ∈ Gj+n
}
= 14 supj
{
sup
F,G
|Cov(F,G)| , F Fj(resp.G Gn+j) measurable and bounded by 1
}
.
If limn→∞ α(n) = 0, the process is strongly mixing.
• The ϕ-mixing coefficient ϕ(n) is defined as:
ϕ(n) = sup
j
{
sup
A,B
|P(B|A)− P(B)| , A ∈ Fj , B ∈ Gj+n
}
.
If limn→∞ ϕ(n) = 0, the process is ϕ-mixing or uniformly mixing.
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• The ρ-mixing coefficient ρ(n) is defined as the maximal correlation coefficient,
i.e.
ρ(n) = sup
j
{
sup
F,G
Corr(F,G) , F ∈ L2(Fj) , G ∈ L2(Gn+j)
}
.
If limn→∞ ρ(n) = 0 the process is ρ-mixing.
Of course for strictly stationary sequences (i.e. such that, for all n ≥ 0, the law of
(Xn+j)j≥0 is the same as the one of (Xj)j≥0) the supremum on j is irrelevant.
It is worth noticing that the mixing coefficients of Zn = Ψ(Xn) are smaller than the
corresponding ones for Xn. Also recall that
2α(n) ≤ ϕ(n) , 4α(n) ≤ ρ(n) , ρ(n) ≤ 2
√
ϕ(n) . (2.2.2)
Let (Xn)n≥0 be an irreducible, aperiodic and positive recurrent Markov chain with
unique invariant probability measure µ. We denote by P the transition kernel of the
chain. Recall that P is a bounded operator in all Lp(µ)’s (p ≥ 1), with operator norm
equal to 1 (i.e. a contraction). We also introduce the adjoint operator P ∗, defined by
∫
f Pg dµ =
∫
g P ∗f dµ
for f and g square integrable w.r.t. µ, which is again a contraction.
The following definition introduces some way to control the ergodic decay to equilib-
rium.
Definition 2.2.3 For r, p ≥ 1 we define
αr,p(n) = Sup
{
‖ P ng ‖Lp(µ) , ∀g : ‖ g ‖Lr(µ)= 1 and
∫
g dµ = 0
}
.
We define similarly α∗p,r(n).
There are of course some relationships between these decay rates. Indeed, if we look
at the operator
Qf = Pf −
∫
fdµ
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it is easily seen that Qnf = P nf − ∫ fdµ. Of course the operator norm of Q acting
on Lp spaces satisfies |||Q|||r,p ≤ 2αr,p and |||Q|||p,p ≤ 2 for all 1 ≤ p ≤ +∞. Hence,
according to Riesz-Thorin interpolation theorem
αr,p ≤ 2αtr1,p1 α1−tr2,p2
if 1
r
= t
r1
+ 1− t
r2
and 1
p
= t
p1
+ 1− t
p2
for some 0 ≤ t ≤ 1 .
Of course
α∗r,p = α pp−1 , rr−1 .
Remark 2.2.4 Though it is not really important in most applications, one cannot
directly use the Riesz-Thorin interpolation theorem with P in restriction to the subspace
of zero mean functions, contrary to what is done in some papers. That is why an extra
factor 2 (the operator norm of Q) has to appear. For a more accurate discussion see
[CGR10].
In order to compare mixing properties and rate of convergence for the stationary chain
(i.e. assuming thatX0 is distributed according to µ), consider F and G, respectively Fj
and Gj+n measurable and centered (for instance F = 1IA − µ(A) and G = 1IB − µ(B)).
Define f (resp. g) by Eµ(F |Xj) = f(Xj) (resp. Eµ(G|Xj+n) = g(Xj+n)). Then
Covµ(F,G) =
∫
P nf g dµ =
∫
P n/2f (P ∗)n/2g dµ , (2.2.5)
the latter being true provided n is even. Since f and g are still centered we immediately
deduce (as in [CCG12])
Proposition 2.2.6 For all n, if [n/2] denotes the integer part of n,
(1) α2∞,2(n) ∨ (α∗)2∞,2(n) ≤ 4α(n) ≤ α∞,2([n/2])α∗∞,2([n/2]).
(2) Either α2,2(n) = 1 for all n or α2,2(n) ≤ c e−λn for some λ > 0. In the second
case
α22,2(n) = (α∗)22,2(n) ≤ ρ(n) ≤ c α2,2(n) .
(3) ϕ(n) ≤ α21,∞([n/2]) .
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Proof. For the left hand side of (1) we may choose F = P nf(X0) and G = f(Xn) for
a centered f bounded by 1. It follows
∫
(P nf)2 dµ = Cov(F,G) ≤ 4α(n). The right
hand side is immediate, thanks to (2.2.5) and the fact that α is non increasing.
For (2) first note the equality α2,2(n) = α∗2,2(n). Hence α2,2(k)α∗2,2(k) = α2,2(2k).
Now, using the Markov property it is immediate that if α2,2(n0) = e−λ < 1 for some
n0, α2,2(n) ≤ c e−nλ for all n. Hence, α2,2(k + 1)α∗2,2(k) ≤ c α2,2(2k + 1). The right
hand side of (2) follows, using (2.2.5). The left hand side is similar to (1).
For (3) just use the first equality in (2.2.5).
One can improve the results in the symmetric case (the proof is left to the reader)
Proposition 2.2.7 Assume that in addition µ is symmetric, i.e.
∫
f Pg dµ =
∫
g Pf dµ
for nice f and g. Then
(1) α2∞,2(n+ 1) ≤ 4α(2n+ 1) ≤ 4α(2n) = α2∞,2(n).
(2) α22,2(n+ 1) ≤ ρ(2n+ 1) ≤ ρ(2n) = α22,2(n).
2.2.2 Functional inequalities in the discrete time setting
To conclude this section we shall give explicit criteria for the estimation of the con-
vergence rate. These criteria (and much more) are well known in the continuous time
case. In the latter situation proofs are often based on differentiation in time.
We begin with the renowned spectral gap estimate which is trivial in this situation
Proposition 2.2.8 Under the previous assumptions for the chain, the following are
equivalent
(1) ∀f ∈ L2(µ), Varµ(Pf) ≤ e−2λVarµ(f),
(2) ∀f ∈ L2(µ) and all n, Varµ(P nf) ≤ e−2λnVarµ(f),
(3) there exists C such that ∀f ∈ L2(µ),
Varµ(f) ≤ C 〈(I − P ∗P )f, f〉 :=
∫
(f − P ∗Pf) f dµ .
The inequality in (3) is called a Poincaré inequality, and if it holds, e−λ = C−1
C
.
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We shall now prove the analogue of lemma 2.12 in [CGZ13]
Lemma 2.2.9 Assume that µ is symmetric. Let C be a dense subset of L2(µ). Suppose
that there exists β > 0, and, for any f ∈ C, a constant cf such that:
∀n, Varµ(P nf) ≤ cfe−βn.
Then
∀f ∈ L2(µ),∀n, Varµ(P nf) ≤ e−βnVarµ(f).
In particular, in the symmetric situation, if α∞,2(n) ≤ c e−β n, then α2,2(n) ≤ e−β n.
Proof. Thanks to symmetry,
〈P nf, P nf〉 = 〈P n+1f, P n−1f〉
≤ 〈P n+1f, P n+1f〉1/2 〈P n−1f, P n−1f〉1/2.
If h(n) = ln(〈P nf, P nf〉) + β n, it follows that
h(n) ≤ 12 h(n+ 1) +
1
2 h(n− 1) ,
which is some convexity property similar to lemma 2.11 in [CGZ13]. In particular,
if for some n and some ε > 0 it holds h(n) ≥ h(n − 1) + ε, this convexity property
implies h(n + 1) ≥ h(n) + ε, hence h growths linearly at infinity. Replacing f ∈ C
by f − ∫ f dµ, we deduce from the hypothesis that h is bounded. Hence, h is non
increasing, h(n) ≤ h(0), and the lemma is proved.
It can be shown that this result is not true in the non-symmetric case.
It can be interesting to obtain some non exponentially decreasing controls of α∞,2.
This can be done in terms of weak Poincaré inequalities similar to the continuous time
case where they were introduced in [RW01].
To understand what happens remark that for a centered f ,
Varµ(f) = 〈(I − P ∗P )f, f〉+ Varµ(Pf) . (2.2.10)
In the symmetric case, according to the convexity property in Lemma 2.2.9,
〈Pf, Pf〉 ≤ 〈f, f〉1/2 〈P 2f, P 2f〉1/2 ≤ 12 〈f, f〉+
1
2 〈P
2f, P 2f〉
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so that
〈(I − P ∗P )f, f〉 ≥ 〈(I − P ∗P )Pf, Pf〉 .
We may thus iterate in (2.2.10) and obtain
Varµ(f) ≤ n 〈(I − P ∗P )f, f〉+ Varµ(P nf) (2.2.11)
≤ n 〈(I − P ∗P )f, f〉+ α2∞,2(n) ‖ f −
∫
f dµ ‖2∞ .
Since α2∞,2 is non increasing, we may take the linear interpolation of this function
between n and n+ 1, i.e.
α2∞,2(s) = (n+ 1− s)α2∞,2(n) + (s− n)α2∞,2(n+ 1)
which is still non increasing, and then consider the left inverse of this function, denoted
by β. It thus holds for all 0 < s ≤ 1,
Varµ(f) ≤ β(s) 〈(I − P ∗P )f, f〉+ s ‖ f −
∫
f dµ ‖2∞ . (2.2.12)
This kind of inequality is called a weak Poincaré inequality.
Conversely, assume that (2.2.12) is true for some non increasing function β. We do no
more need any symmetry assumption. Then, thanks to the contraction property of P ,
for any centered and bounded f it holds
〈P nf, P nf〉 ≤ (1− (1/β(s))) 〈P n−1f, P n−1f〉+ (s/β(s)) ‖ f −
∫
f dµ ‖2∞
≤ (1− (1/β(s)))n 〈f, f〉+ (s/β(s)) ‖ f −
∫
f dµ ‖2∞
n−1∑
j=0
(1− (1/β(s)))j
≤ (1− (1/β(s)))n 〈f, f〉+ s (1− (1− (1/β(s)))n) ‖ f −
∫
f dµ ‖2∞
≤ (1− (1/β(s)))n 〈f, f〉+ s ‖ f −
∫
f dµ ‖2∞ .
We thus have for any bounded f ,
Varµ(P nf) ≤ (s+ (1− (1/β(s)))n) ‖ f −
∫
f dµ ‖2∞ ,
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for all 0 < s ≤ 1; so that optimizing on s we obtain
α2∞,2(n) ≤ 2 sn where sn is defined by (1− (1/β(sn)))n = sn . (2.2.13)
Let us summarize what we have obtained.
Proposition 2.2.14 If (2.2.12) holds for some non increasing function β, then α∞,2(n)
goes to 0 as n→∞ as explained in (2.2.13).
Conversely, in the symmetric situation, any decay to 0 of α∞,2(n) will imply some weak
Poincaré inequality (2.2.12).
Note that a similar result holds for the adjoint operator P ∗ which satisfies the same
weak Poincaré inequality (since 〈(I − P ∗P )f, f〉 = 〈(I − PP ∗)f, f〉).
In general however, we do not know whether α∞,2 and α∗∞,2 are equal or have the
same behaviour. This is discussed in Remark 4.6 in [CCG12]. In particular it is shown
therein that if they are slowly decreasing, α∞,2 and α∗∞,2 are of the same order.
Remark 2.2.15 Instead of looking at P ∗P one can use another "symmetrization" i.e.
Q = 12(P + P
∗) which is often used to introduce the continuous time semi-group Qt =
et(Q−I) whose generator is L = Q − I. In this case, the associated weak Poincaré
inequality is
Varµ(f) ≤ β(s)〈−Lf, f〉+ s||f −
∫
fdµ||2∞.
Note that this weak Poincaré inequality is weaker than (2.2.12).
Indeed if (2.2.12) is satisfied, it holds for all centered f ’s,
〈Pf, Pf〉 ≤ β(s)− 1
β(s) 〈f, f〉+
s
β(s) ||f ||
2
∞.
Hence
〈Pf, f〉 ≤ 〈Pf, Pf〉 12 〈f, f〉 12
≤
(
β(s)− 1
β(s)
) 1
2
〈f, f〉+
(
s
β(s)
) 1
2
||f ||∞〈f, f〉 12
≤
(
β(s)− 1
β(s)
) 1
2
〈f, f〉+
(
s
β(s)
) 1
2
||f ||2∞,
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so that 1− (β(s)− 1
β(s)
) 1
2
Varµ(f) ≤ 〈−Lf, f〉+
(
s
β(s)
) 1
2
||f ||2∞.
We thus obtain that µ satisfies a weak Poincaré inequality, with 〈−Lf, f〉 as energy
form with constant C ′ =
√
C
(
√
C−√C−1) .
Nevertheless, in the symmetric situation, both Poincaré inequalities coincide. Indeed
Varµ(f) ≤ C〈−Lf, f〉 = C〈(I − P )f, f〉
means that, for all f ∈ L2(µ) with µ zero mean,
〈Pf, f〉 ≤ C − 1
C
〈f〉,
so that the operator norm of P restricted to the closed hyperplane
∫
fdµ = 0 is less
than (C − 1)/C. It follows that in restriction to this hyperplane,
〈Pf, Pf〉 ≤
(
C − 1
C
)2
〈f, f〉,
hence the Poincaré inequality
Varµ(f) ≤ C∗〈(I − P 2)f, f〉
holds with C∗ = C2/(2C − 1). So up to the constants, both Poincaré inequalities are
the same. 
2.3 Convergence to stable distributions
In this section we shall study the asymptotic behaviour of Sn(Ψ) =
∑n
i=1 Ψ(Xi), where
Ψ ∈ Lp(µ) for some 0 ≤ p < 2. For simplicity we shall sometimes write Ψ(Xi) = Zi.
In particular, under Pµ, the sequence (Zi)i∈N is strictly stationary. Recall that if
Ψ ∈ L1(µ) we assume in addition that ∫ Ψ dµ = 0.
When Ψ ∈ L2(µ), it is expected that n− 12 Sn(Ψ) converges in distribution to some
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Gaussian law. Actually the stronger functional CLT, telling that the process
t 7→ n− 12 S[nt](Ψ)
converges in distribution (for the usual topology of continuous paths) to a Brownian
motion (with a positive variance) holds as soon as
∑
n
n−
1
2 ‖ P nΨ ‖L2(µ) < +∞ , (2.3.1)
provided the chain is strongly mixing. For this result and much more sophisticated ones
we refer to the survey paper [MPU06] and to [CCG12]. Notice that if Ψ ∈ Lp(µ), p ≥ 2,
the previous condition is satisfied as soon as ∑n n− 12 αp,2(n) < +∞; in particular,
according to the discussion after Definition 2.2.3 as soon as ∑n n− 12 α p−2p∞,2(n) < +∞. If
Ψ does not belong to any Lp space for p > 2, the (2.3.1) is useful under the ρ-mixing
assumption, hence if the chain has a spectral gap (in L2).
For p < 2 the situation is much more delicate. We first have to recall some definitions
Definition 2.3.2 Z1 is regularly varying of index α > 0 if there exists some c ∈ [0, 1]
such that for all x > 0,
lim
u→+∞
P(Z1 > ux)
P(||Z1| > u) = c x
−α and lim
u→+∞
P(Z1 < −ux)
P(||Z1| > u) = (1− c)x
−α .
If Z is regularly varying, there exists a slowly varying function L (i.e. limu→+∞ L(ut)L(u) =
1 for all t > 0) such that for all x > 0, P(|Z1| > x) = x−α L(x) . In particular Z1 ∈ Lα
if and only if ∫ +∞
1
x−1 L(x) dx < +∞.
Otherwise Z1 ∈ Lη′ for all η′ < α.
If we write P(Z1 > x) = x−α L+(x), we see that if Z1 is regularly varying of index α,
lim
u→+∞
L+(u)
L(u) = c .
It follows that L+ is also slowly varying, the same for the analogous L−. From now on
we assume that Z1 = Ψ(X1) is regularly varying of index α.
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Now choose bn such that
lim
n→∞ nP(|Z1| > bn) = 1 . (2.3.3)
As we shall recall below, convergence to stable laws (or processes) for mixing sequences
require some kind of centering, namely we shall consider
Tn = Sn(Ψ) − nEµ
[
Z1 1I|Z1|≤bn
]
(2.3.4)
= Sn(Ψ) − n cn, (2.3.5)
or
Tn(t) = S[nt](Ψ) − nt cn ,
and look at the convergence of Tn/bn or Tn(.)/bn. It is thus interesting to look at the
asymptotic behaviour of
n cn
bn
= n
bn
Eµ
[
Z1 1I|Z1|≤bn
]
.
When 0 < α < 1 this is done in [Kri10] remark 2.17, where it is shown that
lim
n→+∞
n cn
bn
= α1− α (2c− 1) .
(recall that c is defined in definition 2.3.2.)
The proof is a simple application of Karamata’s theorem.
Now assume that 1 ≤ α < 2 and that ∫ Ψdµ = 0. We thus have
n
bn
Eµ
[
Z1 1I|Z1|≤bn
]
= − n
bn
Eµ
[
Z1 1I|Z1|>bn
]
.
But
n
bn
Eµ
[
Z+1 1I|Z1|>bn
]
= nP(Z+1 > bn) +
n
bn
Eµ
[
(Z+1 − bn)+
]
,
and
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n
bn
Eµ
[
(Z+1 − bn)+
]
=
∫ +∞
bn
n
bn
Pµ(Z+1 > u) du
=
∫ +∞
1
nPµ(Z+1 > u bn) du
=
∫ +∞
1
n b−αn L(bn)u−α
L+(u bn)
L(bn)
du
= (n b−αn L(bn))
∫ +∞
1
u−α
L+(u bn)
L(bn)
du .
Since L+(u bn)
L(bn) → c as n → +∞,we may use the bounded convergence theorem and
obtain that the previous goes to c/(α − 1) provided α > 1. Hence, using Definition
2.3.2, we obtain
lim
n→∞
n
bn
Eµ
[
Z+1 1I|Z1|>bn
]
= c+ c
α− 1 =
cα
α− 1 .
Summing up with the similar estimate for Z−1 , we thus have shown
Proposition 2.3.6 Assume that Z1 is regularly varying of index α ∈ (0, 2) but α 6= 1.
Assume in addition that Eµ(Z1) = 0 if α > 1. Then
lim
n→+∞
n cn
bn
= α1− α (2c− 1) .
If Z1 is symmetric, cn = 0 for all n.
Remark 2.3.7 The calculation above, for α > 1, allows us to replace the symmetry
assumption in [DJ89b] by the weaker Eµ(Z1) = 0 (see condition (v) p.478 of [DJ89b]).
Now we recall definitions for stable distributions and processes. We follow the presen-
tation in [Kri10]. We shall say that X has a α-stable distribution with characteristics
(b, c−, c+), if its characteristic function satisfies E
(
eitX
)
= eψ(t) with
ψ(t) = ibt +
∫ (
eitu − 1− itu 1I|u|≤1
)
|u|−1−α (c− 1Iu<0 + c+ 1Iu>0) du . (2.3.8)
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A α-stable process Yt is a cadlag stochastic process starting from 0, with independent
and stationary increments, and such that the distribution of Y1 is α-stable. We refer
to [Kri10, JKO09, TK10] (among others) for more details.
The results in [DJ89b, Kri10, BK12, TK10] deal with the convergence of 1
bn
Tn or
1
bn
Tn(.) (recall (2.3.4)) to a stable distribution or a stable process (for the Skorokhod
topology), with characteristics (b, c, 1− c).
According to Proposition 2.3.6, except for α = 1, we may replace Tn by Sn(Ψ) up to a
change in the characteristics, where b is replaced by b + α|α−1| (2c− 1). Recall that in
the symmetric case, c = 1/2.
The following anti-clustering type condition introduced in [Dav83], appears in both
[DJ89b] (condition (x) p.483) and [Kri10] (condition D′):
lim
k→+∞
lim sup
n→+∞
[n/k]∑
j=2
nPµ (|Z1| > ε bn , |Zj| > ε bn) = 0 , ∀ ε > 0 . (2.3.9)
Remark that
[n/k]∑
j=2
nPµ (|Z1| > ε bn) Pµ (|Zj| > ε bn) =
(
P2µ (|Z1| > ε bn)
P2µ (|Z1| > bn)
)
[n/k]
n
n2 P2µ (|Z1| > bn)
≤ 1
k
(
P2µ (|Z1| > ε bn)
P2µ (|Z1| > bn)
)
so that
lim sup
n→+∞
[n/k]∑
j=2
nPµ (|Z1| > ε bn) Pµ (|Zj| > ε bn) ≤ ε−α 1
k
,
and finally
lim
k→+∞
lim sup
n→+∞
[n/k]∑
j=2
nPµ (|Z1| > ε bn) Pµ (|Zj| > ε bn) = 0 .
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Hence we may replace (2.3.9) by
lim
k→+∞
lim sup
n→+∞
[n/k]∑
j=2
nCovµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
= 0 , ∀ ε > 0 . (2.3.10)
We finally state the convergence result which is contained in Proposition 3 of [DJ89b]
in the case of variables, and Theorem 3.7 (p.97) of [Kri10] for processes. We formulate
the result in our Markov chain framework
Theorem 2.3.11 Let (Xn)n≥0 be an irreducible, aperiodic and positive recurrent Markov
chain with unique invariant probability measure µ. Let Ψ be such that Z1 = Ψ(X1)
is regularly varying of index α ∈ (0, 2). If Ψ is µ integrable we also assume that∫
Ψdµ = 0. For bn defined by (2.3.3), we first assume that (2.3.10) holds. In addition
we assume
(1) If α ∈ (0, 1), the chain is strongly mixing,
(2) if α ∈ (1, 2) the chain has a spectral gap,
(3) if α = 1, Ψ is symmetric, i.e. under Pµ, Ψ(X1) and Ψ(−X1) have the same
distribution.
Then 1
bn
S[nt](Ψ) = 1bn
∑[nt]
j=1 f(Xj) converges (under Pµ), for the Skorokhod topology
on any time interval [0, T ] to some α-stable process.
We already discussed the form of the characteristics of the stable limit.
For α = 1, if Ψ is not symmetric, we have to replace Sn(Ψ) by Tn.
Remark 2.3.12 In general the difference between the assumptions in [DJ89b] and
[Kri10] concerns the case α ∈ (1, 2), where all authors assume that Z is ρ-mixing,
but with ρ satisfying ∑j ρ(2j) < +∞ in [DJ89b], and ∑j ρ([2j/3]) < +∞ in [Kri10]
(see p.76, proposition 2.19) . Actually both conditions are the same and equivalent to∑
n
ρ(n)
n
< +∞ as it is easy to see.
In our situation of course, ρ-mixing implies that ρ(n) = e−nλ as we have seen in
Proposition 2.2.6 so that this condition is satisfied.
Actually one can reinforce Theorem 2.3.11 as follows
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Theorem 2.3.13 In Theorem 2.3.11, one can replace (2.3.10) by the following weaker
condition: there exists rn = o(n) growing to infinity such that
lim
n→+∞
r(n)∑
j=2
nCovµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
= 0 , ∀ ε > 0 . (2.3.14)
This condition is condition (3.18) in [Kri10]. One can also replace (2.3.14) by the
following weaker condition: ∀ε > 0, there exists r(n) and l(n) going to infinity, such
that l(n) = o(r(n)), r(n) = o(n), nα(l(n)) = o(r(n)) where α is the mixing coefficient,
and
lim
n→+∞ Pµ
(
max
2≤j≤r(n)
|Zj| > ε bn | |Z1| > ε bn
)
= 0 . (2.3.15)
Furthermore as soon as all other assumptions in Theorem 2.3.11 are satisfied, (2.3.15)
is also necessary for the convergence to a stable process. This is the main theorem in
[TK10] (also see theorem 3.4 in [BK12]).
We conclude this section by giving explicit sufficient conditions for (2.3.10) (hence
Theorem 2.3.11) to hold.
Theorem 2.3.16 In the situation of Theorem 2.3.11 we assume that α ∈ (1, 2) and
that the chain has a spectral gap. If P |Ψ| or P ∗|Ψ| belongs to Lα+β(µ) for some β > 0,
then condition (2.3.10) is satisfied and the conclusion of Theorem 2.3.11 holds true.
Proof. Write g(u) = 1Iu>ε bn − P(|Z1| > ε bn). We have
Covµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
= Eµ
(
g(Z1) 1I|Zj |>ε bn
)
=
∫
(P ∗)j−2g P (1I|Ψ|>ε bn) dµ
≤
∫
|(P ∗)j−2g|P (|Ψ|/ε bn) dµ
≤ 1
ε bn
‖ (P ∗)j−2g ‖
L
α+β
α+β−1 (µ)
‖ P |Ψ| ‖Lα+β(µ) ,
after using Hölder’s inequality. Now since the chain has a spectral gap, we know
that α∗2,2(j) ≤ c e−λj for some λ > 0. It follows that α∗p,p(j) ≤ 2c e−λj
2(p−1)
p for all
1 < p < +∞, in particular for p = α+β
α+β−1 . We denote by ρ
∗
p(j) this quantity for p as
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before. We have thus
Covµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
≤ 1
ε bn
ρ∗p(j − 2) ‖ g ‖
L
α+β
α+β−1 (µ)
‖ P |Ψ| ‖Lα+β(µ)
≤ C(Ψ)
ε bn
ρ∗p(j − 2) (Pµ(|Z1| > ε bn))1−
1
α+β
≤ C(Ψ)
ε bn
ρ∗p(j − 2)
(
ε−α b−αn L(ε bn)
)1− 1
α+β
≤ C(Ψ)
ε bn
ρ∗p(j − 2)
(
ε−α
1
n
L(ε bn)
L(bn)
)1− 1
α+β
.
Finally, since L(ε bn)
L(bn) is bounded (w.r.t. n for a fixed ε) we have obtained that
Covµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
≤ C(Ψ, α, β, ε)
bn
ρ∗p(j − 2)n−1+
1
α+β . (2.3.17)
Finally
[n/k]∑
j=2
nCovµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
≤ C(Ψ, α, β, ε) n
1
α+β
bn
+∞∑
j=1
ρ∗p(j − 2) .
But bn satisfies n−
1
α bn L
− 1
α (bn) = 1, so that, since L is slowly varying, b−1n nθ → 0 as
n→ +∞ as soon as θ < 1
α
. It follows that
lim sup
n→+∞
[n/k]∑
j=2
nCovµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
= 0 ,
so that (2.3.10) is satisfied.
Exchanging P and P ∗ the same holds if P ∗|Ψ| ∈ Lα+β.
The next result deals with the α < 1 case.
Theorem 2.3.18 In the situation of Theorem 2.3.11 we assume that α ∈ (0, 1] and
that the chain has a spectral gap. If for some η′ ≤ α Ψ ∈ Lη′(µ) and P (|Ψ|η′) or
P ∗(|Ψ|η′) belongs to L1+β(µ) for some β > 0 such that η′ > α/(1 + β), then condition
(2.3.10) is satisfied and the conclusion of Theorem 2.3.11 holds true.
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Proof. The proof follows the same lines as the previous one. The first inequality
becomes
Covµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
≤ 1(ε bn)η′ ‖ (P
∗)j−2g ‖
L
1+β
β (µ)
‖ (P |Ψ|η′) ‖L1+β(µ) ,
yielding
Covµ
(
1I|Z1|>ε bn , 1I|Zj |>ε bn
)
≤ C(Ψ, α, β, ε)(bn)η′ ρ
∗
p(j − 2)n
−β
1+β , (2.3.19)
this time with p = 1 + β. The conclusion follows, thanks to the assumption η′ >
α/(1 + β).
Remark 2.3.20 In the previous Theorem we do not need the ρ-mixing condition. We
can replace it by ∑j α(1+β)/β,q(j) < +∞ for some q > 1 +β but this time the condition
becomes η′ > α (1− 1
q
).
Remark 2.3.21 We can compare our results with Theorems 2.4 and 2.8 in [JKO09].
On one hand, first, these authors assume that L = 1 and that the spectral gap exists,
while for α < 1 we can relax this assumption as described in the preceding Remark.
Second we do not assume their Condition 2.3. In the sequel we are using the notations
in [JKO09]. Notice that if the invariant measure pi is symmetric, this condition with
Q = 0 implies (because of (2.9) therein) that P 2 has a bounded kernel with respect to
pi. Indeed P 2(x, dy) = p2(x, y)pi(dy) with
p2(x, y) =
∫
p(x, z)p(z, y)pi(dz) ≤
(∫
p2(x, z)pi(dz)
)1/2 (∫
p2(z, y)pi(dz)
)1/2
≤ C(2).
Hence the chain generated by P 2 is ultra bounded, i.e. continuously maps L1 functions
into bounded ones. Hence, all P kΨ for k ≥ 2 will be bounded.
On the other hand our assumption relies on P |Ψ| instead of PΨ (this is certainly
mainly irrelevant), and for α < 1 we add a similar assumption on Ψ which is not
present in Theorem 2.4 of [JKO09]. The calculation of the characteristics of the limit
seem also to slightly differ, but they are not expressed in the same way.
Finally our results cover the functional limit case (invariance principle).
66 Examples
Remark 2.3.22 One can be disappointed to have to assume the existence of a spectral
gap (though the situation in the L2 case is similar). Actually the contraction property
is a much stronger assumption, as recently shown by Miclo [Mic13],
Theorem 2.3.23 If P is symmetric, ergodic and maps continuously L2(µ) into Lp(µ)
for some p > 2, then there exists a spectral gap.
The continuous time version of this result is contained in [Cat04]. We shall see in the
next section that interpolation will then show that, for all q > 1, P maps continuously
Lq′(µ) into Lp(µ) for some q′ > p.
2.4 Examples
In this section we shall study some examples and counter-examples.
2.4.1 Hyperboundedness
Let us discuss the contraction property, i.e. the fact that P maps continuously Lp
into Lp′ for some p′ > p. In a continuous time setting this property is known as
the hyperboundedness of the associated semi-group and is equivalent to a log-Sobolev
inequality (see [Aa00]).
In the discrete time setting this property was not really studied for itself, presumably
because except for finite state space, there is no chance for the log-Sobolev inequality
∫
f 2 ln
(
f 2∫
f 2dµ
)
dµ ≤ CL〈(I − 12(P + P
∗))f, f〉+DL
∫
f 2dµ
to be satisfied.
Hence there are mainly two generic situations in which we can obtain this property
(1) P = PT for some T > 0, where (Pt)t≥0 is a µ-reversible continuous time hy-
perbounded Markov process. In this case µ will satisfy a log-Sobolev inequality
where I − 12(P +P ∗) is replaced by the infinitesimal generator of Pt. One can of
course replace P by Q = 12(P + P
∗).
If Pt is a diffusion process, µ has to be invariant, not necessarily reversible. In
a similar way, we can look at numerical schemes (like Euler scheme) for ap-
proximating hypercontractive diffusion processes, since in many situations the
hyper-contractivity property is preserved.
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(2) Assume that
P (x, dy) = p(x, y)µ(dy), with p ∈ Lq(µ⊗ µ),
for some large enough q.
Let us give some more precise examples.
For situation (1) consider for simplicity the diffusion process in Rd with infinitesimal
generator4−5V.5 and reversible measure e−V dx. If V is uniformly convex at infinity
(i.e. ξ.HessV (x)ξ ≥ Cξ2 for some C and all |x| ≥ R) it is known that the associated
semi-group is hypercontractive, i.e. hyperbounded with operator norm equal to 1. It
follows that P = PT maps continuously L2 into L2+β(T ) for some β(T ) > 0 and all
T > 0. Using Riesz-Thorin interpolation theorem, we see that for all p ≥ 2, PT maps
continuously Lp into Lp+β(p,T ) for some β(p, T ) > 0. By duality we thus have that, for
all η ∈ (1, 2), PT is bounded from Lη into Lγ for some γ > η, hence we may apply the
results of the previous section. The final arguments using interpolations is of course
available in all hyperbounded situations.
For situation (2), we have for a non-negative f ∈ L2 and γ > 2,
||Pf ||γLγ =
∫ (∫
p(x, y)f(y)µ(dy)
)γ
µ(dx)
≤
(∫
f 2dµ
) γ
2
(∫ (∫
p2(x, y)µ(dy)
) γ
2
µ(dx)
)
≤
(∫
f 2dµ
) γ
2
(∫
pγ(x, y)dµ⊗ dµ
)
Hence provided x → ∫ p2(x, y)µ(dy) belongs to Lγ, in particular if p ∈ Lγ(µ ⊗ µ), we
may apply the same argument as in the previous paragraph.
Notice that this assumption is much weaker than assumption (2.9) in [JKO09] where
it is assumed that x → ∫ p2(x, y)µ(dy) is bounded. In the example of Superdiffusion
of energy in a lattice dynamic studied in [JKO09] the kernel p is in fact bounded.
In this latter situation P maps continuously L1 into L∞ (i.e. is ultrabounded). In
particular, since we remarked in Proposition 2.4(3), that ϕ(n) ≤ α21,∞([n/2]), the
chain is ϕ-mixing.
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2.4.2 Birth and death chains
We shall illustrate on the classical birth and death, discrete time, Markov chain. Here
the state space is N, and the transition matrix is given by
P (x, x+ 1) = px , P (x, x− 1) = qx , P (x, x) = 1− px − qx = rx ,
for all x ∈ N, of course q0 = 0. This chain is positively recurrent if and only if∑
x∈N∗
p0 p1...px−1
q1...qx
:=
∑
x∈N∗
λx < +∞ ,
in which case the unique invariant (and actually reversible) distribution is given by
µ(x) = µ(0)λx for all x ∈ N∗.
It is well known (see e.g. [Che06]) that the Poincaré inequality
Varµ(f) ≤ C 〈(Id− P )f, f〉 ,
holds if and only if
sup
x≥1
µ([x,+∞[) ∑
y≤x−1
1
µ(y) py
< +∞ .
Others characterizations of geometric ergodicity in the discrete time setting are con-
tained in [DS95] and are based on zeros of the associated birth and death polynomials,
or in [MT93b, CG09, BCG08, CGZ13] and are based on Lyapunov functions or expo-
nential moments of hitting times.
It is not difficult to show that the log-Sobolev inequality is not satisfied (consider
functions 1{x} with x going to infinity), and that P (x, dy) = p(x, y)µ(dy) but with p
that do not satisfy any nice integrability condition.
But let us come back to Theorem 3.6, in particular to the necessary condition (2.3.15).
if Zn = Ψ(Xn) we have,
Pµ(|Z2| > εbn||Z1| > εbn) ≥ Pµ(X2 = X1||Z1| > εbn)
≥ inf{rx : Ψ(x) > εbn}
In particular if rx ≥ r > 0 for all x large enough, (2.3.15) cannot be satisfied.
But even in the case of the reflected random walk (px = p = 1− q = qx for all x > 0,
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p0 = 1) for which provided q > p, ergodicity holds with a spectral gap, (2.3.15) is
generically not satisfied. Indeed in this case, if for simplicity Ψ is increasing ,
Pµ(|Z2| > a/|Z1| > a) ≥ Pµ
(
X2 = X1 − 1, |X1| > Ψ−1(a+ 1)/|X1| > Ψ−1(a)
)
≥ qPµ
(
|X1| > Ψ−1(a+ 1)/|X1| > Ψ−1(a)
)
≥ q
(
p
q
)[Ψ−1(a+1)−Ψ−1(a+1)+1]
.
Choose e.g. Ψ(x) = (q/p)τx so that Ψ ∈ Lα(µ) for α < 1/τ . The previous lower bound
does not converge to 0 as a→ +∞.
This situation is presumably typical of the difficulties to satisfy the stable invariance
principle, in particular for discrete valued chains.

Chapitre 3
Rates of convergence to stable laws
in the generalized CLT
Ce chapitre fait l’objet d’un travail en cours.
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Abstract We provide in this chapter, some rates of convergence to α-stable random
variables, α ∈ (1, 2), for the Zolotarev ideal probability metric in the generalized CLT,
that is, for the partial sums of iid real-valued r.v. which are not assumed to be square
integrable.
3.1 Introduction
When studying limit theorems in probability theory it is important to try to assess the
rates at which these convergence theorems occur. It is known that taking into account
probability metrics in the space of random variables, allow to approximate partial sums
for sequences of random variables. It is also known that stable laws are the only limits
in the study of the limit law for such partial sums properly normalized. However, the
lack of explicit formulas for their density functions except some stable distributions
(Gaussian, Cauchy, Lévy) significantly limits their use in practice. A random variable
ϑ has a stable distribution if there exists some coefficients Cn > 0 and Dn ∈ R such
that:
ϑ1 + . . .+ ϑn d= Cnϑ+Dn ∀n ≥ 1,
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where ϑ1, . . . , ϑn are i.i.d copies of ϑ. In particular such random variables are infinitely
divisible. It is shown that Cn = n1/α with α ∈ (0, 2] (see for instance [Fel71], Section
VI.1). The coefficient α is the index of stability. We shall say that ϑ is an α-stable
(real-valued) random variable. The case α = 2 and Dn = 0 corresponds to a Gaussian
random variable. The Lévy-Khintchine representation in the case α ∈ (0, 2) reads as
follows: E[eiuϑ] = eψ(u) where ψ is the characteristic exponent given by
ψ(u) = ibu+
∫ +∞
−∞
(eiux − 1− iux1|x|≤1) 1|x|1+α (c11x<0 + c21x>0)dx,
with b ∈ R, c1, c2 ≥ 0 and c1 + c2 > 0. We say in this case that ϑ is an α-stable
random variable with characteristics (b, c1, c2). For strictly α-stable random variable
we have b = 0 and the case b = 0, c1 = c2 corresponds to a symmetric α-stable random
variable.
In the context of the Central Limit Theorem (CLT) it is well known that, for some
given sequence of iid random variables (Vn)n≥1, the partial sum properly normalized
convergence to an α-stable random variable, α ∈ (0, 2], if the random variable V1 is
in a domain of attraction of the α-stable random variable. We say that the random
variable V1 is in the domain of attraction of an α-stable with tails parameters c1 and
c2 if
P[V1 > x] =
c1 + h(x)
xα
, and P[V1 ≤ −x] = c2 + h(x)
xα
, x > 0, (3.1.1)
where h is a function such that limx→∞ h(x) = 0. The case of domain of attraction of
a symmetric α-stable random variable corresponds to c1 = c2. The reader can refer
to [GK68] for the domain of attraction conditions. We shall also say that the random
variable X is in a strong domain of attraction of the α-stable if in (3.1.1), there exists
γα > 0 such that h(x) = O( 1|x|γα ) at∞ meaning that ∃K, x0 ∈ R and |h(x)| ≤ K|x|−γα
for all x ≥ x0, so that:
P[V1 > x]− c1
xα
= O( 1
xα+γα
), P[V1 ≤ −x]− c2|x|α = O(
1
|x|α+γα ), x > 0 .
In the sequel we call γα the attraction index.
In this chapter, we obtain a rate of convergence to an α-stable random variable, α ∈
(1, 2), for partial sums of iid random variables (Vn)n≥1 (the generalized CLT). We show
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in Theorem 3.3.1 that the rate of convergence is of order nα−rα in the Zolotarev ideal
probability metric ζr for r ∈]α, 2], provided the random variable V1 is in a strong domain
of attraction of the α-stable random variable with an attraction index γα greater than
r − α.
The layout of this chapter is as follows. We start in Sect.3.2, by the notion of ide-
al probability metrics and introduce a particula example of the celebrated Zolotarev
ideal probability metric of order r > 0. We give in Sect.3.3 a rate of convergence
to an α-stable random variable, α ∈ (1, 2), for iid random variables in the Zolotarev
ideal probability metric of order r ∈]α, 2] as stated above. We also deduce a rate of
convergence between characteristic functions.
3.2 Probability metrics in the space of random vari-
ables
Denote by Σ the space of real random variables. In this section we introduce the
notion of ideal probability metric and as an example we introduce the Zolotarev ideal
probability metric.
On a probability space (Ω,F ,P) consider two real random variables X and Y , denote
by PX and PY their probability laws respectively.
Definition 3.2.1 A map d(., .) defined in the space Σ × Σ → [0,∞] is said to be a
probability metric in Σ if for all random variables X, Y and Z the following statements
hold:
(1)
P(X = Y ) = 1⇒ d(X, Y ) = 0,
(2)
d(X, Y ) = d(Y,X),
(3)
d(X, Y ) ≤ d(X,Z) + d(Z, Y ).
If the values of d(X, Y ) are determined by the marginal distributions PX and PY then
one says that the metric d is simple. Note that the terminology "metric" is abusive
because the condition in (1) refers rather to a semi-metric; the reader can refer to
[Rac91] or [Zol97].
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An example of a simple distance is:
• the total variation distance defined by:
dV T (X, Y ) = sup
||f ||∞≤1
|E[f(X)]− E[f(Y )]|,
where ||f ||∞ = supx∈R |f(x)|.
Now let us define an ideal probability metric.
Definition 3.2.2 A simple metric d in Σ is called an ideal probability metric of order
r ≥ 0, if the following statements hold:
(4)
d(X + Z, Y + Z) ≤ d(X, Y ), (3.2.3)
for Z independent of X and Y . (Regularity)
(5)
d(cX, cY ) = |c|rd(X, Y ) (3.2.4)
for any c ∈ R∗. (Homogeneity of order r)
We now give a useful example of ideal probability metric.
Example 3.2.5 Let r > 0 with the representation r = m + β where β ∈]0, 1] and
m ∈ N. We define the following simple metric :
ζr(X, Y ) = sup
f∈Λr
|E[f(X)]− E[f(Y )]|, (3.2.6)
where Λr is the set of bounded functions f : R → R which are m-times continuously
differentiable and such that
|f (m)(x)− f (m)(y)| ≤ |x− y|β, β +m = r, (3.2.7)
where f (m) is the derivate function of order m.
The metric ζr is called the Zolotarev probability metric.
Claim 3.2.8 The Zolotarev probability metric ζr is an ideal probability metric of order
r.
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We refer the reader to Theorem 1.4.2 in [Zol97] for the proof.
Note that by a simple application of the Taylor formula with integral remainder, one
can show that ζr(X, Y ) <∞ provided
E[|X|r], E[|Y |r] <∞ (3.2.9)
and
E[Xk] = E[Y k] 0 ≤ k ≤ m. (3.2.10)
Note also that the condition in (3.2.10) is necessarily but the moment condition in
(3.2.9) can be relaxed using domain of attraction conditions as we shall see in the next
lines.
Remark 3.2.11 An important property of the Zolotarev metric of order r ≥ 0 is that,
it implies convergence in law (under additional moment condition).
Some interesting cases are r = 1 and r = 2.
(a) The Zolotarev metric of order 1 is defined by:
ζ1(X, Y ) = sup
f∈Λ1
|E[f(X)]− E[f(Y )]| ,
where Λ1 is the set of bounded continuous functions f : R → R such that
|f(x)−f(y)| ≤ |x−y|. By the famous Kantorovich-Rubinstein duality, it rewrites
as the Wasserstein distance W originally defined by:
W(X, Y ) = inf
(PX ,PY )
E[|X − Y |],
where the infimum runs over all coupling of the marginal distributions PX and
PY .
(b) The Zolotarev metric of order 2 is defined by
ζ2(X, Y ) = sup
f∈Λ2
|E[f(X)]− E[f(Y )]|,
where Λ2 is the set of bounded functions f : R → R which are 1-times continu-
ously differentiable and such that |f ′(x)− f ′(y)| ≤ |x− y|.
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3.3 Rates of convergence
We present in this section some rates of convergence to α-stable random variables, α ∈
(1, 2), in the generalized CLT for the Zolotarev ideal probability metric ζr, r ∈ (α, 2].
Theorem 3.3.1 Given a sequence of integrable iid random variables (Vn)n≥1, set
S˜n := n−1/α
n∑
k=1
(Vk − E[Vk]).
Assume that V1 is in the strong domain of attraction of a symmetric α-stable random
variable ϑ with α ∈ (1, 2) and an attraction index γα > r − α where r ∈ (α, 2]. Then
there exists a constant C > 0 such that :
ζr(S˜n, ϑ) ≤ C nα−rα .
One can deduce the rate of convergence between characteristic functions. Set
χt(S˜n, ϑ) =
∣∣∣E[eitS˜n ]− E[eitϑ]∣∣∣ , t ∈ R,
and observe that, using the definition of the ideal probability metric ζ2, we have
χt(S˜n, ϑ) ≤ t2ζ2(S˜n, ϑ),
since the function ft(x) = eitx, t ∈ R, x ∈ R is bounded and the derivative f ′t is a
t2-Lipschitz function. We thus obtain the following result.
Corollary 3.3.2 Given a sequence of integrable iid random variables (Vn)n≥1, set
S˜n := n−1/α
n∑
k=1
(Vk − E[Vk]).
Assume that V1 is in the strong domain of attraction of a symmetric α-stable random
variable ϑ with α ∈ (1, 2) and an attraction index γα > 2 − α. Then there exists a
constant C(t) > 0 such that :
χt(S˜n, ϑ) ≤ C(t)nα−2α .
Now let us start the proof of the above main Theorem.
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Proof of Theorem 3.3.1. Without loss of generality, we assume that the sequence
(Vn)n≥1 is centered. Consider a sequence (ϑn)n≥1 of i.i.d copies of ϑ. We have the
following identity:
ϑ
L= ϑ1 + . . .+ ϑn
n1/α
, ∀n ≥ 1.
We choose the sequence (ϑn)n≥1 to be independent of the sequence (Vn)n≥1. Since ζr
is a simple distance, we have
ζr(n−1/α
n∑
k=1
Vk, ϑ) = ζr
(
n−1/α
n∑
k=1
Vk, n
−1/α
n∑
k=1
ϑk
)
.
For n = 2, since ζr is an ideal probability metric of order r we have:
ζr
(
2−1/α(V1 + V2), 2−1/α(ϑ1 + ϑ2)
)
≤ ζr
(
2−1/α(V1 + V2), 2−1/α(ϑ2 + V1)
)
+ζr
(
2−1/α(ϑ2 + V1), 2−1/α(ϑ1 + ϑ2)
)
≤ 2− rα (ζr(V1, ϑ1) + ζr(V2, ϑ2))
= 21− rα ζr(V1, ϑ1) = 21−
r
α ζr(V1, ϑ),
where we use in the first inequality the regularity property and in the second inequality
the homogeneity of order r of the probability metric ζr; the last equality holds since
ζr is a simple distance.
Thus, by induction on n, we have
ζr
(
n−1/α
n∑
k=1
Vk, n
−1/α
n∑
k=1
ϑk
)
≤ n− rα
n∑
k=1
ζr(Vk, ϑk),
so that
ζr
(
n−1/α
n∑
k=1
Vk, n
−1/α
n∑
k=1
ϑk
)
≤ n1− rα ζr(V1, ϑ1)
= n1− rα ζr(V1, ϑ)
= C n1− rα ,
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provided C := ζr(V1, ϑ) is finite.
Now the remainder of the proof is devoted to show that C is finite.
Consider two real random variables X, Y and define
κr(X, Y ) = sup
f∈Γ
|E[f(X)]− E[f(Y )]|,
where Γ is the set of bounded functions f : R→ R such that
|f(x)− f(y)| ≤
∣∣∣x|x|r−1 − y|y|r−1∣∣∣ .
By [RR90], κr rewrites as
κr(X, Y ) = inf
(PX ,PY )
(
E
[∣∣∣X|X|r−1 − Y |Y |r−1∣∣∣]) ,
where the infimum runs over all coupling of the marginal distributions PX and PY .
Let V1 and ϑ be the optimal coupling for κr(V1, ϑ) and f : R→ R, bounded and 1-time
continuously differentiable such that:
|f ′(x)− f ′(y)| ≤ |x− y|r−1.
Letting Z = V1 − ϑ, we have
f(V1)− f(ϑ) = f(ϑ+ Z)− f(ϑ).
By the mean value theorem there exists λ ∈]0, 1] such that:
f(ϑ+ Z)− f(ϑ) = f ′(ϑ+ λZ)Z.
Since E[V1] = E[ϑ] = 0 we have,
E[f(ϑ+ Z)− f(ϑ)] = E[f ′(ϑ+ λZ)Z]− E[f ′(0)Z]
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and
|E[f(ϑ+ Z)]− E[f(ϑ)]| ≤ E [|f ′(ϑ+ λZ)Z − f ′(0)Z|]
≤ E
[
|ϑ+ λZ|r−1|Z|
]
= E
[
|(1− λ)ϑ+ λV1|r−1|V1 − ϑ|
]
.
Since
(1− λ)|x|+ λ|y| ≤ max(|x|, |y|), λ ∈]0, 1],
we have,
|E[f(ϑ+ Z)]− E[f(ϑ)]| ≤ E
[
|V1 − ϑ|max(|V1|r−1, |ϑ|r−1)
]
.
Now taking into account the following inequality:
|x− y|max(|x|r−1, |y|r−1) ≤ 2
∣∣∣x|x|r−1 − y|y|r−1∣∣∣ , ∀x, y ∈ R, r ≥ 1, (3.3.3)
which will be proved later, we obtain
|E[f(ϑ+ Z)]− E[f(ϑ)]| ≤ 2E
[∣∣∣V1|V1|r−1 − ϑ|ϑ|r−1∣∣∣] ,
and thus
ζr(V1, ϑ) ≤ 2E
[∣∣∣V1|V1|r−1 − ϑ|ϑ|r−1∣∣∣]
= 2κr(V1, ϑ).
By [Zol83], the following representation hold:
κr(V1, ϑ) = r
∫
R
|u|r−1|FV1(u)− Fϑ(u)|du,
and thus
κr(V1, ϑ) = r
∫ +∞
0
|u|r−1 |P[V1 > u]− P[ϑ > u]| du
+ r
∫ +∞
0
|u|r−1 |P[V1 < −u]− P[ϑ < −u]| du.
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Now recall that for any α-stable random variable Θ with local characteristic (c1, c2),
we have the following expansion, cf. [Mij86], when u→ +∞:
P[Θ > u] = c1
uα
+ c2
u2α
+O( 1
u3α
), P[Θ < −u] = c2
uα
+ c1
u2α
+O( 1
u3α
).
Since every stable random variable is in its own strong domain of attraction, we have
|P[V1 > u]− P[ϑ > u]| ≤
∣∣∣P[V1 > u]− c u−α∣∣∣+O(u−2α),
and
|P[V1 < −u]− P[ϑ < −u]| ≤
∣∣∣P[V1 < −u]− c u−α∣∣∣+O(u−2α),
where c is the local characteristic of the symmetric α-stable random variable ϑ with
α ∈ (1, 2). Therefore we get
κr(V1, ϑ) <∞ ⇐⇒
∫ ∞
1
|u|r−1−α−γα du <∞ ⇐⇒ γα > r − α,
which corresponds to our assumptions. Since
ζr(V1, ϑ) ≤ 2κr(V1, ϑ),
the proof is now achieved.
Now let us finish by proving the inequality (3.3.3) used above.
Proof of Inequality (3.3.3). If we apply the following triangle inequality
||a| − |b|| ≤ |a− b|,
for a = x|x|r−1 and b = x|x|r−1, then we have:
||x|r − |y|r| ≤
∣∣∣x|x|r−1 − y|y|r−1∣∣∣ ,
so that ∣∣∣x|x|r−1 − y|y|r−1∣∣∣+ ||x|r − |y|r| ≤ 2 ∣∣∣x|x|r−1 − y|y|r−1∣∣∣ . (3.3.4)
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Now assume that |x| ≥ |y|. We have
|x− y||x|r−1 = |x|x|r−1 − y|x|r−1|
= |x|x|r−1 − y|y|r−1 + y|y|r−1 − y|x|r−1|
≤
∣∣∣x|x|r−1 − y|y|r−1∣∣∣+ |y|(|x|r−1 − |y|r−1)
=
∣∣∣x|x|r−1 − y|y|r−1∣∣∣+ |y||x|r−1 − |y|r
≤
∣∣∣x|x|r−1 − y|y|r−1∣∣∣+ |x|r − |y|r.
This leads to the following fact:
|x− y|max(|x|r−1, |y|r−1) ≤
∣∣∣x|x|r−1 − y|y|r−1∣∣∣+ ||x|r − |y|r| . (3.3.5)
Bringing together the inequalities (3.3.4) and (3.3.5), we thus obtain the desired in-
equality.
We would like to obtain some rates of convergence to α-stable distributions for ideal
probability metrics such as the Wasserstein and total variation distances. We cannot
expect some rates of convergence with the previous techniques since we need the ho-
mogeneity property of order r > α, whereas the total variation and the Wasserstein
distances are ideal probability metric of order 0 and 1 respectively. A potential strategy
is to introduce the following smooth versions of the Wasserstein and total variation dis-
tances by using convolution, see [RR94]. Let ϑ be a symmetric stable random variable
and h > 0, for any random variables X and Y independent from ϑ, consider
Lr,ϑ(X, Y ) = sup
h>0
hr−1W(X + hϑ, Y + hϑ), r > 1,
σr,ϑ(X, Y ) = sup
h>0
hrdV T (X + hϑ, Y + hϑ), r > 0.
Note that Lr,ϑ(X, Y ) and σr,ϑ(X, Y ) are probability metrics and homogeneous of order
r. Our idea then is to control the Wasserstein and total variation distances by their
above smooth versions. Such a question is the matter of a current research.
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stochastic integrals
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Abstract
We establish a convex ordering between stochastic integrals driven by strictly α-stable
processes with index α ∈ (1, 2). Our approach is based on the forward-backward
stochastic calculus for martingales together with a suitable decomposition of stable
stochastic integrals.
4.1 Introduction
It is by now well-known that theoretical development of stochastic orders provides
elegant and practical tools for comparison of random phenomena, motivated by vari-
ous applications in financial mathematics, risk management and stochastic networks.
One of the most relevant stochastic orders is the convex order. Given X and Y two
integrable random variables, we say that X is less than Y in the convex order, and we
write X ≤cx Y , if we have the inequality
E [ϕ(X)] ≤ E [ϕ(Y )] ,
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for all convex functions ϕ such that the expectations exist. Such a stochastic order has
some nice properties, among others the stability under mixtures and under convolution.
In particular, if X and Y are two integrable random variables such that X ≤cx Y ,
then they have the same mean and moreover,
E[(X −K)+] ≤ E[(Y −K)+], K ∈ R,
where F+ denotes the positive part of a given random variable F . The latter inequal-
ity reveals to be convenient for financial applications (option pricing, hedging) and is
actually equivalent to another stochastic order commonly denoted ≤icx, the so-called
increasing convex order, for which ϕ is additionally assumed to be non-decreasing.
Another interesting consequence of the convex ordering is to facilitate the computa-
tion of distances between distributions such as the stop-loss distances (including the
famous L1-Wasserstein distance) and the Zolotarev distances, see for instance [BV02].
Historically, the notion of convex comparison was first introduced by Hoeffding in
[Hoe56, Hoe63] to obtain quantitative tail estimates. We refer to the monographs
[MS02, SS07] for an extensive analysis of many stochastic orders and their potential
applications, with precise credit and references for this large body of work. From a
dynamical point of view, the convex ordering has been investigated in the context
of Markov processes and semimartingales. See for instance the paper [KJPS98] deal-
ing with diffusions, with a special emphasis on the Black-Scholes model, and also
[BR06, BR07] for option pricing involving general semimartingales and Lévy process-
es. In all these papers, the key point is the so-called propagation of convexity property.
Other reference such as [RW11] use techniques based on the comparability of the in-
finitesimal generators of Markov processes together with the stochastic monotonicity
property. Recently, another fruitful method was considered in [KMP06], namely the
so-called forward-backward stochastic calculus for martingales, which was followed by
a series of papers based on this technology, cf. [ABP08, BP07, BP08, BLP13, LP10].
This approach reveals to be convenient in the non-Markovian framework, when deal-
ing with Brownian stochastic integrals or stochastic integrals driven by a compensated
Poisson random measure, and might be extended without any additional effort to the
case of stochastic integrals driven by a Lévy process. However, the underlying as-
sumptions required to obtain these convex comparison results enforce the driving Lévy
process to have bounded jumps, excluding for instance the important class of stable
processes.
Following these observations, the aim of this note is to establish a convex ordering for
the stochastic integral
∫ T
0 KtdZt driven by a real strictly α-stable process (Zt)t∈[0,T ],
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where T > 0 is a finite time horizon. We restrict our attention to the case α ∈ (1, 2)
since the convex ordering only makes sense for random variables with finite mean. Al-
though this stable process has sample paths of infinite variation and unbounded jumps,
the forward-backward stochastic calculus combined with a suitable representation of
stable stochastic integrals allow us to show the convex comparison
∫ T
0
KtdZt ≤cx
∫ T
0
k(t)dZt,
where k is some deterministic function bounding, in a particular sense, the predictable
process (Kt)t∈[0,T ].
The paper is organized as follows. In Section 4.2, we recall some basic material on
stable processes and stable stochastic integrals. Then we state our main contribution
of the present work, Theorem 4.2.1, in which we derive the convex ordering mentioned
above. Our result is a special instance of Theorem 4.2.2, which is more general but
less tractable for practical issues since it compares in the convex order forward and
backward stable stochastic integrals. Our last part, Section 4.3, is devoted to the
proofs of these two results, on the basis of the forward-backward stochastic calculus
introduced in [KMP06] together with the representation of stable stochastic integrals
developed by Kallenberg in [Kal92].
4.2 Preliminaries and main results
Consider on a probability space (Ω,A,P) a strictly α-stable process Z := (Zt)t∈[0,T ]
where T is a finite time horizon and α ∈ (1, 2). Here, strict-stability means the
following self-similarity property
(Zkt)t∈[0,T ] d= (k1/α Zt)t∈[0,T ],
where k > 0 and the equality d= is understood in the sense of finite dimensional
distributions. The characteristic function is of the form
ϕZt(u) = exp
(
t
∫ +∞
−∞
(eiuy − 1− iuy)ν(dy)
)
, t ∈ [0, T ],
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where ν stands for the Lévy measure defined on R \ {0} by
ν(dx) := dx|x|α+1
(
c+ 1{x>0} + c− 1{x<0}
)
.
The parameters c+, c− above are non-negative with furthermore c+ + c− > 0. In the
case c+ = c− > 0, the process is said to be symmetric. The centered process Z
has sample paths of infinite variation and unbounded jumps, and it is a pure-jump
martingale with respect to its natural filtration FZt := σ(Zs : s ∈ [0, t]), t ∈ [0, T ].
Denoting FZ this filtration, we assume that it satisfies the usual hypothesis, that is,
completeness and right-continuity. The Lévy-Itô decomposition is given by
Zt = bR t+
∫ t
0
∫
|x|≤R
x (µ− σ)(ds, dx) +
∫ t
0
∫
|x|>R
xµ(ds, dx), t ∈ [0, T ],
where R is some arbitrary positive truncation level (classically chosen to be 1) and µ
is a Poisson random measure on R+×R with intensity measure σ(dt, dx) = dt⊗ν(dx).
Here bR is the drift parameter given by
bR := −
∫
|x|>R
x ν(dx) = −(c+ − c−)R
1−α
α− 1 .
Denote respectively by ZR− and ZR+ the two independent Lévy processes defined
by the integrals above. The first one has a compactly supported Lévy measure and
is a square-integrable martingale with infinitely many jumps bounded by R on each
compact time interval, whereas the second one is an integrable compound Poisson
process with jumps larger than R. Let K be a FZ-predictable process belonging to
L2(Ω× [0, T ]), i.e., ∫ T
0
E[K2t ] dt < +∞.
Then the stable integral XT :=
∫ T
0 Ks dZs is well-defined as a stochastic integral with
respect to the Lévy-Itô decomposition of Z, that is XT = ART +XR−T +XR+T with
ART := bR
∫ T
0
Kt dt, X
R−
T :=
∫ T
0
Kt dZ
R−
t and XR+T :=
∫ T
0
Kt dZ
R+
t ,
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the second aforementioned process being a square-integrable martingale whereas the
two other integrals are constructed in the Lebesgue-Stieltjes sense. In particular XT
is integrable and therefore the process X given by
Xt := E[XT |FZt ] =
∫ t
0
Ks dZs, t ∈ [0, T ],
is a FZ-martingale.
Let us turn to the question we are interested in, namely to establish a convex ordering
between stable stochastic integrals. When dealing with a symmetric stable process Z
and deterministic integrands, we can proceed directly as follows. Let k, k˜ ∈ L2([0, T ])
be two functions such that |k(t)| ≤ |k˜(t)| for any t ∈ [0, T ]. Then the stable integrals
XT :=
∫ T
0
k(t)dZt and X˜T :=
∫ T
0
k˜(t)dZt,
have the same distribution as the random variables Z ′σT and Z
′
σ˜T
respectively, where
Z ′ is a copy of the process Z and the quantities σT and σ˜T are defined by
σT :=
∫ T
0
|k(t)|αdt and σ˜T :=
∫ T
0
|k˜(t)|αdt.
Denoting FZ′ the natural filtration of Z ′, Jensen’s inequality entails
E [ϕ (XT )] = E[ϕ(Z ′σT )]
= E[ϕ(E[Z ′σ˜T | FZ
′
σT
])]
≤ E[E[ϕ(Z ′σ˜T ) | FZ
′
σT
]]
= E[ϕ(Z ′σ˜T )]
= E[ϕ(X˜T )],
where ϕ is a convex function such that the expectations exist. In other words we obtain
the convex ordering XT ≤cx X˜T . For instance, such a result might be used to obtain a
convex ordering between stable driven Ornstein-Uhlenbeck processes. Indeed consider
the following random variables
XT := e−θTX0 +
∫ T
0
e−θ(T−t)dZt and YT := e−κTX0 +
∫ T
0
e−κ(T−t)dZt,
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where Z is a symmetric α-stable process independent of the centered initial value X0,
and θ, κ ∈ R are two parameters such that θ ≥ κ. If we denote
k(t) := e−θ(T−t) and k˜(t) := e−κ(T−t), t ∈ [0, T ],
then we have k(t) ≤ k˜(t) for any t ∈ [0, T ] so that the previous convex ordering yields
∫ T
0
e−θ(T−t)dZt ≤cx
∫ T
0
e−κ(T−t)dZt.
Applying now the following classical property on the increasing convex order ≤icx, cf.
[MS02]:
if 0 ≤ a ≤ b and E[X0] = 0 then aX0 ≤icx bX0,
then with the choices of a := e−θT and b := e−κT , we obtain the increasing convex
ordering XT ≤icx YT (after a slight modification of the argument emphasized to derive
the stability by convolution of the order ≤icx). Finally, since E[XT ] = E[YT ], the order
XT ≤icx YT thus implies the convex order XT ≤cx YT .
In the case of non-deterministic integrands, the story is more delicate, as it is already
the case for Brownian stochastic integrals, cf. [KJPS98] and also the recent papers
[BLP13, LP10] in which the authors overcome this difficulty by using the forward-
backward stochastic calculus combined with the Malliavin calculus. In the stable
setting we focus on in this note, we adapt the forward-backward stochastic calculus
initially developed in [KMP06] and use a convenient representation of stable stochastic
integrals emphasized by Kallenberg in [Kal92] to obtain the main result of this note.
Since it is a particular case of the more abstract Theorem 4.2.2 which will be stated
in a moment, we postpone the proof to Section 4.3. Recall that the notation F+ and
F− stand respectively for the positive and negative parts of a given random variable
or deterministic function F .
Theorem 4.2.1 Let Z be a strictly stable process with index α ∈ (1, 2). Let K ∈
L2(Ω× [0, T ]) be a predictable process with respect to the natural filtration of Z and let
k ∈ L2([0, T ]). Denote for any t ∈ [0, T ] the rates
γt := c1/α+ K+t + c
1/α
− K
−
t and γ˜t := c
1/α
+ k
+(t) + c1/α− k−(t),
λt := c1/α+ K−t + c
1/α
− K
+
t and λ˜t := c
1/α
+ k
−(t) + c1/α− k+(t),
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and assume that they satisfy the a.s. conditions:
γt ≤ γ˜t and λt ≤ λ˜t, t ∈ [0, T ].
Then the following convex ordering between stable stochastic integrals holds:
∫ T
0
KtdZt ≤cx
∫ T
0
k(t)dZt.
Certainly, if the two inequalities in the assumptions are reversed, then the convex
ordering is also reversed, as expected. Moreover, note that our result might be applied,
among others, in the following two classical situations:
(•) the process Z is symmetric and a.s. |Kt| ≤ |k(t)| for any t ∈ [0, T ];
(•) both K and k are of the same constant sign and satisfy a.s. Kt ≤ k(t) for any
t ∈ [0, T ].
For practical issues, we mention that the convex comparison result above is available
for all convex functions ϕ whose growth at infinity is at most polynomial of degree
p, with 1 ≤ p < α. For instance, letting the convex function ϕ(x) := |x|p where
1 ≤ p < α, we need to verify that
E
[∣∣∣∣∣
∫ T
0
KtdZt
∣∣∣∣∣
p]
< +∞,
so that we will obtain, under the assumptions of Theorem 4.2.1, the following inequal-
ity:
E
[∣∣∣∣∣
∫ T
0
KtdZt
∣∣∣∣∣
p]
≤ E
[∣∣∣∣∣
∫ T
0
k(t)dZt
∣∣∣∣∣
p]
.
Let us proceed as in [Jou07] by using a convenient truncation level R in the Lévy-Itô
decomposition. Using the notation introduced previously with XT :=
∫ T
0 KtdZt, we
have for any fixed x > 0,
P (|XT | > x) ≤ P
(
|ART | > x/2
)
+ P
(
|XR−T | > x/2
)
+ P
(
XR+T 6= 0
)
.
Denote TR1 the first jump time of the Poisson process (µ ({y ∈ R : |y| > R} × [0, t]))t∈[0,T ]
on the set {y ∈ R : |y| > R}. Since TR1 is exponentially distributed with parameter
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ν ({y ∈ R : |y| > R}), we have
P(XR+T 6= 0) ≤ P(TR1 ≤ T )
≤ T ν ({y ∈ R : |y| > R})
= (c+ + c−)T
αRα
.
Now Chebyshev’s inequality and the isometry formula for Poisson stochastic integrals
entail
P
(
|XR−T | > x/2
)
≤ 4
x2
E
∣∣∣∣∣
∫ T
0
∫
|y|≤R
Kt y (µ− σ)(dt, dy)
∣∣∣∣∣
2

= 4
x2
∫
|y|≤R
y2 ν(dy)
∫ T
0
E[K2t ] dt
= 4 (c+ + c−)R
2−α
(2− α)x2
∫ T
0
E[K2t ] dt,
whereas by Markov’s inequality,
P
(
|ART | > x/2
)
≤ 2 |bR|
x
∫ T
0
E[|Kt|] dt
= 2 |c+ − c−|R
1−α
(α− 1)x
∫ T
0
E[|Kt|] dt.
Therefore choosing the truncation level R = x and rearranging the terms above entail
the existence of some positive constant, sayM , depending on all the parameters except
x, such that P (|XT | > x) ≤Mx−α. Finally, we obtain by integrating
E [|XT |p] =
∫ +∞
0
p xp−1 P (|XT | > x) dx
≤ 1 +M
∫ +∞
1
dx
xα−p+1
,
which is finite since p < α.
In order to state our second main contribution of the present note, let us recall the
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notion of backward processes. A backward strictly α-stable process Z˜ is a strictly
α-stable process running backwards in time. It shares the same properties as the
(forward) process Z and in particular it is a backward martingale with respect to
its own filtration. Indeed if F Z˜ denotes the complete and left-continuous filtration
F Z˜t := σ(Z˜s : t ≤ s ≤ T ), then the backward martingale property is satisfied, that is
E[Z˜s|F Z˜t ] = Z˜t, 0 ≤ s ≤ t ≤ T.
For instance the process Z˜ defined by
Z˜t := ZT−t, with F Z˜t := FZT−t, t ∈ [0, T ],
is a backward strictly α-stable process. For the sake of briefness, the (forward) process-
es considered in the sequel are assumed to be right-continuous with left limits, whereas
the backward processes are naturally supposed to be left-continuous with right limits.
Now let K˜ be a F Z˜-predictable process belonging to L2(Ω×[0, T ]). Then the backward
stable integral X˜0 :=
∫ T
0 K˜s d˜Z˜s is defined similarly to the forward case, the backward
Itô differential d˜ meaning that the limit in probability is taken over sums of the type
pn∑
i=1
H˜tni (Z˜tni−1 − Z˜tni ),
for refining subdivisions (tni ) of [0, T ]. The random variable X˜0 is integrable and thus
the backward process X˜ given by
X˜t := E[X˜0|F Z˜t ] =
∫ T
t
K˜s d˜Z˜s, t ∈ [0, T ],
is a F Z˜-martingale.
Now we are in position to state our second result on which Theorem 4.2.1 is based. In
order to relieve the presentation, the proof is also postponed to Section 4.3.
Theorem 4.2.2 Let Z, Z˜ be two independent forward and backward strictly stable pro-
cesses, respectively, both with the same index α ∈ (1, 2). Denote c+, c− and c˜+, c˜− the
rates of the respective Lévy measures ν and ν˜. Let K, K˜ ∈ L2(Ω × [0, T ]) be two
predictable processes with respect to the natural filtrations of Z and Z˜, respectively.
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Denote for any t ∈ [0, T ] the rates
γt := c1/α+ K+t + c
1/α
− K
−
t and γ˜t := c˜
1/α
+ K˜
+
t + c˜
1/α
− K˜
−
t ,
λt := c1/α+ K−t + c
1/α
− K
+
t and λ˜t := c˜
1/α
+ K˜
−
t + c˜
1/α
− K˜
+
t ,
and assume that they satisfy the a.s. conditions:
γt ≤ γ˜t and λt ≤ λ˜t, t ∈ [0, T ].
Then we have the following convex ordering between forward and backward stable s-
tochastic integrals: ∫ T
0
KtdZt ≤cx
∫ T
0
K˜td˜Z˜t.
Our result remains in the spirit of the following well-known fact: if Z ′ is an independent
copy of Z and Z˜ is the backward process Z˜t = Z ′T−t, t ∈ [0, T ], then the distribution
of the random variable Zt + Z˜t does not depend on time t ∈ [0, T ] and thus has the
same distribution as ZT and Z˜0.
Before turning to the proofs, let us mention that Theorem 4.2.2 might be potentially
extended. Indeed, up to some slight changes in the proof below, we are able to consider
stable stochastic integrals for which a drift term is added, at the price of weakening
the convex order ≤cx by the increasing convex order ≤icx. Under the assumptions
and notation of Theorem 4.2.2, consider the drifted integrals
∫ T
0
KtdZt +
∫ T
0
Ltdt and
∫ T
0
K˜td˜Z˜t +
∫ T
0
L˜tdt,
where the processes L, L˜ are respectively FZ- and F Z˜-adapted and satisfy the a.s.
inequality Lt ≤ L˜t for any t ∈ [0, T ]. Then one needs in the forthcoming proof of
Theorem 4.2.2 to assume that the convex functions of interest are also non-decreasing
to preserve the order of the drift parts, so that we obtain the increasing convex ordering
∫ T
0
KtdZt +
∫ T
0
Ltdt ≤icx
∫ T
0
K˜td˜Z˜t +
∫ T
0
L˜tdt.
In particular under appropriate assumptions, the strict stability of the processes Z, Z˜
might be relaxed since any integrable stable process can be transformed into a strictly
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stable process by removing its expectation (thus corresponding to a drift term).
4.3 Proofs
The core of the present part is devoted to the proof of Theorem 4.2.2 (the proof
of Theorem 4.2.1 will follow immediately). Before entering into the details, let us
concentrate first our attention on two important tools that will be used in the remainder
of the paper, namely the forward-backward stochastic calculus developed in [KMP06]
and the decomposition of stable stochastic integrals due to Kallenberg [Kal92]. In the
sequel we work under the assumptions and notation of Theorem 4.2.2.
Define the enlarged forward and backward filtrations F := (Ft)t∈[0,T ] and F˜ := (F˜t)t∈[0,T ]
as
Ft := FZt ∨ F Z˜0 and F˜t := FZT ∨ F Z˜t , t ∈ [0, T ],
where we recall that FZ and F Z˜ are the natural filtrations generated by the processes
Z and Z˜, respectively. Then Z is still a F -martingale which is F˜ -adapted whereas Z˜
is a F˜ -martingale which is F -adapted. In particular the processes X and X˜ defined
by
Xt :=
∫ t
0
KsdZs and X˜t :=
∫ T
t
K˜sd˜Z˜s, t ∈ [0, T ],
inherit the properties of Z and Z˜, respectively. Let ∆Xu := Xu −Xu− be the jump of
X at time u ∈ (0, T ] and define similarly the backward jump of X˜ at time u ∈ [0, T ) by
∆˜X˜u := X˜u − X˜u+. Following [KMP06], we recall Itô’s formula for forward-backward
martingales, applied in our context to the pure-jump stable stochastic integrals X, X˜:
for any real-valued function and any 0 ≤ s ≤ t ≤ T ,
f(Xt, X˜t) = f(Xs, X˜s) +
∫ t
s+
∂f
∂x1
(Xu−, X˜u) dXu −
∫ t−
s
∂f
∂x2
(Xu, X˜u+) d˜X˜u
+
∑
s<u≤t
(
f(Xu− + ∆Xu, X˜u)− f(Xu−, X˜u)−∆Xu ∂f
∂x1
(Xu−, X˜u)
)
− ∑
s≤u<t
(
f(Xu, X˜u+ + ∆˜X˜u)− f(Xu, X˜u+)− ∆˜X˜u ∂f
∂x2
(Xu, X˜u+)
)
,
where ∂f
∂xi
is the partial derivative of the function f with respect to the ith coordinate,
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i ∈ {1, 2}.
Now let us introduce the decomposition of stable stochastic integrals emphasized by
Kallenberg in [Kal92]. Since the following argument can be easily generalized to the
backward case, we will only focus our attention on the forward situation. First, note
that the Lévy measure ν of the strictly α-stable process Z is of the form
ν = c+ ν+ + c− ν−,
where ν+ and ν− are the measures on R+ and R−, respectively, with Lebesgue density
|x|−α−1. Hence the self-similarity entails trivially the following representation
Z = c1/α+ Z ′ − c1/α− Z ′′,
where Z ′, Z ′′ are two independent strictly α-stable processes with Lévy measure ν+.
In other words, this decomposition is obtained by separating the positive and negative
jumps of Z. Therefore the process X can be rewritten as
Xt =
∫ t
0
c
1/α
+ Ks dZ
′
s −
∫ t
0
c
1/α
− Ks dZ
′′
s
=
∫ t
0
c
1/α
+ K
+
s dZ
′
s +
∫ t
0
c
1/α
− K
−
s dZ
′′
s −
∫ t
0
c
1/α
+ K
−
s dZ
′
s −
∫ t
0
c
1/α
− K
+
s dZ
′′
s .
Then Kallenberg’s decomposition for the stable stochastic integral X stands as follows:
Xt =
∫ t
0
γs dZˆ
′
s −
∫ t
0
λs dZˆ
′′
s ,
where the processes Zˆ ′, Zˆ ′′ given by the stable stochastic integrals
Zˆ ′t =
∫ t
0
1{Ks≥0} dZ ′s +
∫ t
0
1{Ks<0} dZ ′′s and Zˆ ′′t =
∫ t
0
1{Ks<0} dZ ′s +
∫ t
0
1{Ks≥0} dZ ′′s ,
are independent and have the same distribution as Z ′, Z ′′. As announced above, we
are now in position to prove Theorem 4.2.2.
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Proof of Theorem 4.2.2. Our aim is to establish the inequality
E
[
ϕ
(∫ T
0
KtdZt
)]
≤ E
[
ϕ
(∫ T
0
K˜td˜Z˜t
)]
,
for any convex function ϕ such that the expectations exist. Since this inequality
rewrites as
E
[
ϕ(XT + X˜T )
]
≤ E
[
ϕ(X0 + X˜0)
]
,
the proof will be achieved once we have established that the function t ∈ [0, T ] 7→
E[ϕ(Xt + X˜t)] is non-increasing. At the price of an unessential regularizing procedure,
we can assume without loss of generality that the convex function ϕ is also C1 and
Lipschitz. Using then the Itô formula above with f(x, y) = ϕ(x+ y), we have
ϕ(Xt + X˜t) = ϕ(Xs + X˜s) +
∫ t
s+
ϕ′(Xu− + X˜u) dXu −
∫ t−
s
ϕ′(Xu + X˜u+) d˜X˜u
+JXs,t − J X˜s,t,
where JXs,t and J X˜s,t are defined by
JXs,t :=
∑
s<u≤t
(
ϕ(Xu− + ∆Xu + X˜u)− ϕ(Xu− + X˜u)−∆Xu ϕ′(Xu− + X˜u)
)
,
J X˜s,t :=
∑
s≤u<t
(
ϕ(Xu + X˜u+ + ∆˜X˜u)− ϕ(Xu + X˜u+)− ∆˜X˜u ϕ′(Xu + X˜u+)
)
.
By Kallenberg’s decomposition of the stable stochastic integral X, we can rewrite JXs,t
in the following way:
JXs,t =
∑
s<u≤t
(
ϕ(Xu− + γu∆Zˆ ′u − λu∆Zˆ ′′u + X˜u)− ϕ(Xu− + X˜u))
−(γu∆Zˆ ′u − λu∆Zˆ ′′u)ϕ′(Xu− + X˜u)
)
.
Taking then expectation, we obtain
E
[
JXs,t
]
= E
[∫ t
s
∫ +∞
−∞
∫ +∞
−∞
(
ϕ(Xu + X˜u + γu x− λu y)− ϕ(Xu + X˜u)
−(γu x− λu y)ϕ′(Xu + X˜u)
)
σZˆ′,Zˆ′′(du, dx, dy)
]
,
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where σZˆ′,Zˆ′′ is the F -dual predictable projection of the bivariate process (Zˆ ′, Zˆ ′′). Since
its coordinates are independent and have the same distribution as Z ′, Z ′′, the measure
σZˆ′,Zˆ′′ is the tensor product of the Lebesgue measure on R+ and the two-dimensional
Lévy measure concentrated on the axis and with two marginals ν+. Therefore we get
from the above computations,
E
[
JXs,t
]
= E
[∫ t
s
∫ +∞
0
(
ϕ(Xu + X˜u + γu x)− ϕ(Xu + X˜u)− γu xϕ′(Xu + X˜u)
)
du ν+(dx)
]
+E
[∫ t
s
∫ +∞
0
(
ϕ(Xu + X˜u − λu y)− ϕ(Xu + X˜u) + λu y ϕ′(Xu + X˜u)
)
du ν+(dy)
]
= E
[∫ t
s
∫ +∞
0
(
ϕ(Xu + X˜u + a)− ϕ(Xu + X˜u)− aϕ′(Xu + X˜u)
)
γαu du
da
|a|α+1
]
+E
[∫ t
s
∫ 0
−∞
(
ϕ(Xu + X˜u + b)− ϕ(Xu + X˜u)− b ϕ′(Xu + X˜u)
)
λαu du
db
|b|α+1
]
,
where in the last line we used two obvious changes of variables. Hence we obtain
E
[
JXs,t
]
= E
[∫ t
s
∫ +∞
−∞
(
ϕ(Xu + X˜u + x)− ϕ(Xu + X˜u)− xϕ′(Xu + X˜u)
)
×(γαu 1{x>0} + λαu 1{x<0}) du
dx
|x|α+1
]
.
Certainly, a similar method applied in the backward case allows us to get
E
[
J X˜s,t
]
= E
[∫ t
s
∫ +∞
−∞
(
ϕ(X˜u +Xu + x)− ϕ(X˜u +Xu)− xϕ′(X˜u +Xu)
)
×(γ˜αu1{x>0} + λ˜αu1{x<0}) du
dx
|x|α+1
]
.
Finally taking expectation in the Itô formula above and plugging the previous calcu-
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lations, we have
E
[
ϕ(Xt + X˜t)
]
− E
[
ϕ(Xs + X˜s)
]
= E
[∫ t
s
∫ +∞
0
(
ϕ(Xu + X˜u + x)− ϕ(Xu + X˜u)− xϕ′(Xu + X˜u)
)
(γαu − γ˜αu ) du
dx
|x|α+1
]
+E
[∫ t
s
∫ 0
−∞
(
ϕ(Xu + X˜u + x)− ϕ(Xu + X˜u)− xϕ′(Xu + X˜u)
)
(λαu − λ˜αu) du
dx
|x|α+1
]
,
which is non-positive by the convexity of ϕ and our assumptions. The proof of Theo-
rem 4.2.2 is now complete.
To achieve this short note, it remains to prove our main result Theorem 4.2.1 on the
basis of Theorem 4.2.2.
Proof of Theorem 4.2.1. The proof is a straightforward consequence of Theorem 4.2.2
since under the conditions c˜+ = c+ and c˜− = c− and when the process K˜ is actually
deterministic (equal to the given function k), the backward stable stochastic integral∫ T
0 K˜td˜Z˜t has the same distribution as the forward integral
∫ T
0 K˜tdZt.
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                                                                      Résumé
Cette thèse se compose de trois parties indépendantes, toutes en rapport avec les lois et processus   
stables. Dans un premier temps, nous établissons des théorèmes de convergence (principe 
d’invariance) vers des processus stables. Les objets considérés sont des fonctionnelles additives de 
carrés non intégrables d’une chaîne de Markov à temps discret. L’approche envisagée repose sur 
l’utilisation des coefficients de mélange pour les chaînes de Markov. Dans un second temps, nous 
obtenons des vitesses de convergence vers des lois stables dans le théorème central limite généralisé
à l’aide des propriétés de la distance idéale de Zolotarev. La dernière partie est consacrée à
l’étude des ordres stochastiques convexes ou inégalités de comparaison convexe entre des intégrales
stochastiques dirigées par des processus stables. L’idée principale sur laquelle reposent les résultats 
consiste à adapter au contexte stable le calcul stochastique forward-backward.
Mots-clés: Processus stable, loi stable, chaîne de Markov, théorème limite, vitesse de convergence, 
distance idéale, intégrale stochastique, ordre stochastique.
                               
                                                                    Abstract
This PhD Thesis is composed of three independent parts about stable laws and processes. In the first
part, we establish convergence theorems (invariance principle) to stable processes, for additive 
functionals of a discrete time Markov chain that are not assumed to be square-integrable. The 
method is based on the use of mixing coefficients for Markov chains. In the second part, we obtain 
some rates of convergence to stable laws in the generalized central limit theorem by means of the 
Zolotarev ideal probability metric. The last part of the thesis is devoted to the study of convex 
ordering or convex comparison inequalities between stochastic integrals driven by stable processes.
The main idea of our results is based on the forward-backward stochastic calculus for the stable 
case.
Key words: Stable process, stable law, markov chain, limit theorem, rate of conver-
gence, ideal probability metric, stochastic integral, stochastic order.
