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THREE-DIMENSIONAL NAVIER-STOKES EQUATIONS.
EXISTENCE AND SMOOTHNESS OF SOLUTIONS ON
MAXIMAL TIME INTERVALS.
VU THANH NGUYEN
Abstract. The existence and smoothness of solution to the three-dimensional
Navier-Stokes equations on maximal time intervals is proved in this paper. The
proof in this paper is the version 1 of this topic. Further, this is a part of the
official Clay Millennium Prize Problem.
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2 VU THANH NGUYEN
1. Introduction
− Let u(x, t) = (u1(x, t), u2(x, t), u3(x, t)) be the velocity of the fluid at (x, t) and let
p(x, t) denote the pressure at (x, t). Here, the space variable x = (x1, x2, x3) ∈ R3,
the time variable t ∈ [0,+∞).
In our physical model we assume that the motion of the fluid is described by the
Navier-Stokes system
∂tu = −u·∇u+ ν∆u −∇p+ f ,
u(x, 0) = uo(x),
div u = 0,
(1.0.1)
The constant ν > 0 is called the viscosity of the fluid, which is a fixed value in this
paper.
− The existence and smoothness of global-in-time solutions to the Navire-Stokes
system in the official Clay Millennium Prize Problem [1] can be split into two parts:
• The first part: The existence and smoothness of solutions to the three-
dimensional Navier-Stokes system on a maximal-time interval [0, Tmax),
where Tmax is the maximal existence time. This property will be proved
in this paper. Further, two cases of space domains are studied in this
paper. The space domain in the first case is a bounded domain Ω of R3,
the properties of solution (u, p) are stated in Theorem 3.5.5, where two
main properties are as follows:
. (u, p) ∈ (C∞(Ω× [0, Tmax)))3 × C∞(Ω× [0, Tmax)).
. ‖∇u(., t)‖L2(Ω) blows up at Tmax if Tmax < +∞.
In the second case, the space domain is the whole R3, the properties of
solution (u, p) are stated in Theorem 4.4.2, where some main properties
are as follows:
. (u, p) ∈ (C∞(R3 × [0, Tmax)))3 × C∞(R3 × [0, Tmax)).
. ‖∇u(., t)‖L2(R3) blows up at Tmax if Tmax < +∞.
These two theorem (Theorem 3.5.5 and Theorem 4.4.2) are main results in
this paper. Beside the existence of a smooth solution to the Navier-Stokes
system, the data in Theorem 4.4.2 is more general than the data in the
official Clay Millennium Prize Problem (see Example 4.5.1).
• The second part: considering Tmax = +∞ or Tmax < +∞. In other word,
the second part is the existence/nonexistence of a solution which blows up
in finite time. This part has not been studied in this paper.
− In 1934, Leray [13] used the Picard algorithm to solve the equations on a small
interval of time, and extended this interval to [0,+∞). Leray local solutions or
Leray global solutions are only weak. In 1957, Ladyzhenskaya ([6]) used a Galerkin
method to deal this system to get weak solutions. Since then, the existence of
non-smooth solutions has been studied in many papers and books, such as, [8], [3],
[16], [14], [20], [7],... The existence of smooth solutions has not been studied in past
papers. In Theorem 3.5.5 and Theorem 4.4.2 in this paper, the solutions are not
only smooth on local-time intervals but also smooth on maximal-time intervals.
− In this paper, u is often replaced by v−β (see the subsection 3.2), and then the
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Navier-Stokes (1.0.1) is replaced by the following system
∂tv − ν∆v = −v ·∇v − β ·∇v − v ·∇β −∇p+ θ,
v(x, 0) = 0,
div v = 0.
(1.0.2)
This system is often used in proofs of lemmas because initial values of any derivative
∂
j
tv of v in time are zero, and ∂
j
t v vanishes on the boundary ∂Ω.
− All kinds of systems are concerned in this paper as follows:
(1) The system (NSΩ): The Navier-Stokes system (1.0.1) on a bounded domain
Ω of the space R3 (see the definition of this system at (3.1.2)).
(2) The system (NSΩo ): The alternative Navier-Stokes system (1.0.2) on a
bounded domain Ω of the space R3 (see the definition of this system at
(3.2.2)).
(3) The system (Sn): This is not a Navier-Stokes system, see equations of this
system at (3.3.1). For each n ∈ N, the equation in the system (Sn) is similar
to Navier-Stokes equation, and it is not a variational formulation as in the
Galerkin method.
(4) The system (NSR
3
): The Navier-Stokes system (1.0.1) in the whole space
R
3 (see the definition of this system at (4.1.2)).
(5) The system (NSR
3
0 ): The alternative Navier-Stokes system (1.0.2) in the
whole space R3 (see the definition of this system at (4.2.1)).
The paper is divided into four sections. A brief presentations of Section 3 and
Section 4 are as follows.
− Section 3: This section concerns Navier-Stoke systems (NSΩ) or (NSΩo ) on
a bounded domain Ω ⊂ R3. Solutions to the Navier-Stokes system belong
to the space L2σ(Ω) (the free-divergence vector field), which is introduced
in Lemma 2.2.5. This space has a special basis (wk)k, and Hn(Ω) is the
finite-dimensional vector space generated by functions (wn)k≤n.
For each n ∈ N, one establishes a system (Sn) with unknown vn ∈
Hn(Ω), and vn is considered to be an approximation of v, where v is a
component of solution to the Navier-Stokes system (NSΩ0 ). Noticing that
the equation for vn in the system (Sn) in Section 3 is similar to a Navier-
Stokes equation, and it is not a variational formulation as in the Galerkin
method.
The boundedness and smoothness of the sequence (vn)n imply the exis-
tence and smoothness of a solution (v, p) to the system (NSΩ0 ).
The main result of this section is Theorem 3.5.5.
− Section 4: This section concerns the solution (u, p) to the Navier-Stoke
system (NSR
3
) in whole space R3. The sequence (un)n of approximate
solutions of u on bounded domains Ωn of R
3 is established in this section.
The bounded and smoothness of the sequence (un)n imply the existence
and smoothness of u.
The main result of this section is Theorem 4.4.2 above.
2. Notations and preliminary results
2.1. Notations.
Through this paper, Ω ⊂ R3 means a general domain, that is any open simply-
connected subset of R3.
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• All function spaces in this paper are real-valued functions.
• Let R denote the set of real numbers.
• Dj := ∂
∂xj
, with j = 1, 2, 3,
and ∂αx := D
α1
1 D
α2
2 D
αd
3 with α = (α1, α2, α3),
• |Dkv| :=
∑
|α|=k
|Dαv|2

1
2
for k is a nonnegative integer.
• ∇p := (D1p, · · · , Ddp) for p : Ω→ R.
• ∇v :=
D1v1 D2v1 D3v1. . . . . . . . . . . . . . . . . . .
D1v3 D2v3 D3v3
 , ∆v = 〈∆v1,∆v2,∆v3〉,
and div v := D1v1 +D2v2 +D3v3 for v = (v1, v2, v3) : Ω→ R3.
• For v = (v1, v2, v3),u = (u1, u2, u3) : Ω→ R3,
u·v :=
3∑
i=1
uivi , 〈u,v〉 :=
∫
Ω
u·v dx, and ∇u·∇v :=
3∑
j,i=1
∂ui
∂xj
∂vi
∂xj
.
|v|2 = v ·v and |∇v|2 = ∇v ·∇v.
• Ck(Ω) means the space of all functions u : Ω → R such that Dαu exists
and is continuous on Ω for every |α| ≤ k.
• CkB(Ω) means the space of all functions φ ∈ Ck(Ω) such that Dαφ is
bounded on Ω for every α ∈ Ndo with |α| ≤ k.
• The Sobolev space
Hk(Ω) =
{
u ∈ L2(Ω) : Dαu ∈ L2(Ω) for every α ∈ Ndo with |α| ≤ k
}
.
• Hk(Ω) : (Hk(Ω))3, Ls(Ω) = (Ls(Ω))3.
• C∞o (Ω) is the set of infinitely differentiable functions with compact supports
in Ω.
• Ck(Ω) := (Ck(Ω))3, C∞o (Ω) = (C∞o (Ω))3.
• ‖v‖Hi(Ω) :=
∑
|α|≤k
∫
Ω
|Dαv|2dx

1
2
is the norm of v in the space Hk(Ω),
• ‖v‖Lq(Ω) =
( ∫
Ω
|v|qdx
) 1
q
is the norm of v in the space Lq(Ω).
In this paper, ‖v‖Lq(Ω) often is briefly written by ‖v‖q.
• C∞o,σ, L2σ(Ω), L2σ(Ω)⊥, V(Ω) : see Lemma 2.2.5.
2.2. Preliminary results.
The Gagliardo-Nirenberg interpolation inequalities are as in the following lemma.
Lemma 2.2.1. (Gagliardo-Nirenberg inequality)
Let Ω be a bounded Lipschitz domain of Rd. Let q ∈ [2, 2dd−2] and r > 1. Then,
there exists constants C1(Ω) and C2(Ω), which do not depend on r, such that – ni
‖u‖Lq(rΩ) ≤ C1‖u‖1+d/q−d/2L2(rΩ) ‖∇u‖
d/2−d/q
L2(rΩ) + C2‖u‖L2(rΩ), ∀u ∈W 1,2(rΩ). (2.2.1)
Furthermore, C2 = 0 for the case u ∈ W 1,2o (rΩ) or for the case Ω = Rd.
Proof. In the view of Gagliardo-Nirenberg interpolation inequalities in ([5]),
there exist constants C1(Ω), · · · , C2(Ω) satisfying
‖u‖Lq(Ω) ≤ C1‖u‖1+d/q−d/2L2(Ω) ‖∇u‖
d/2−d/q
L2(Ω) + C2‖u‖L2(Ω), ∀u ∈W 1,2(Ω),
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and C2 = 0 for the case u ∈W 1,2o (Ω) or for the case Ω = Rd.
Let u ∈ W 1,2(rΩ). Consider the function u˘(x) := u(rv) with x ∈ Ω. Applying
above inequalities for u˘, it implies that
r−
d
q ‖u‖Lq(rΩ) ≤ C1r−
d
q ‖u‖1+d/q−d/2L2(rΩ) ‖∇u‖
d/2−d/q
L2(rΩ) + C2r
− d2 ‖u‖L2(rΩ).
It deduces (2.2.1). The proof is complete. 
Lemma 2.2.2.
(1) (Ho¨lder’s inequality).
Let 1 ≤ p1, · · · , pm ≤ ∞, with 1
p1
+ · · · + 1
pm
= 1, and assume uk ∈
Lpk(Ω) for k = 1, · · · ,m. Then∫
Ω
|u1 · · ·um|dx ≤Πmk=1‖ui‖Lpk(Ω). (2.2.2)
(2) (Young’s inequality)
Let 1 < p, q <∞, 1
p
+
1
q
= 1, and ǫ > 0. Then
ab ≤ ǫap + C(ǫ)bq (a, b > 0). (2.2.3)
(3) (Gronwall’s inequality) Let η : [0, T ]→ [0,+∞) be a nonnegative, absolutely
continuous function on [0, T ] that satisfies the differential inequality
η′(t) ≤ φ(t)η(t) + ψ(t),
where φ and ψ are nonnegative, integrable functions on [0, T ]. Then
∀t ∈ [0, T ], η(t) ≤ e
∫
T
0
φ(t)dt
[
η(0) +
∫ T
0
ψ(t)dt
]
. (2.2.4)
Lemma 2.2.3. Let Ω be a connected bounded Lipschitz domain of R3, k1 ∈ N,
k2 ∈ N, 0 ≤ k1 < k2 and k2 ≥ 2. Suppose that f1 ∈ Hk1(Ω), f2 ∈ Hk2(Ω). Then,
f1f2 ∈ Hk1(Ω) and ‖f1f2‖Hk1 (Ω) ≤ c‖f1‖Hk1 (Ω)‖f2‖Hk2 (Ω),
where the constant c does not depend on f1, f2.
Proof.
In this proof, ‖.‖s means the norm in Ls(Ω).
Let 0 ≤ k1 < k2 and k2 ≥ 2. For 0 ≤ k ≤ k1, by the Ho¨lder’s inequality, one gets∑
|α|=k
∫
Ω
|Dα(f1f2)|2dx ≤
∑
|α|=k
∫
Ω
|Dαf1|2|f2|2dx+ c1
k∑
s=1
‖Dk−sf1‖24‖Dsf2‖24
≤ c2‖f2‖2L∞‖Dkf1‖22 + c2
k∑
s=1
‖Dk−sf1‖24‖Dsf2‖24,
where
• c1 = 0 for the case k = 0,
• ‖f2‖2L∞ ≤ c3‖f2‖2H2 ≤ c3‖f2‖2Hk2
(by the Rellich-Kondrachov theorem, see [9]-VI- Theorem 6.2),
• ‖Dk−1−sf1‖4 ≤ c4‖Dk−1−sf1‖1−
3
4
2 ‖Dk−sf1‖
3
4
2 + c4‖Dk−1−sf1‖2 (by (2.2.1)
≤ c5‖f1‖
1
4
Hk
‖f1‖
3
4
Hk
+ c5‖f1‖Hk ≤ c6‖f1‖Hk ( for 0 ≤ s ≤ k − 1),
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• ‖Dsf2‖4 ≤ c7‖Dsf2‖1−
3
4
2 ‖Ds+1f2‖
3
4
2 + c7‖Dsf2‖2
≤ c7‖f2‖
1
4
Hk2
‖f2‖
3
4
Hk2
+ c7‖f2‖Hk2
≤ c8‖f2‖Hk2 ( for 0 ≤ s ≤ k − 1).
Hence
f1f2 ∈ Hk1(Ω) and ‖f1f2‖Hk1 (Ω) ≤ c9‖f1‖Hk1 (Ω)‖f2‖Hk2 (Ω),

The following theorem is a particular case of Aubin-Lions-Simon Theorem.
Theorem 2.2.4. Let B0 ⊂ B1 ⊂ B2 be three Banach spaces. Assume that the
embedding of B1 in B2 is continuous and that the embedding of B0 in B1 is compact.
For T > 0, we define
E :=
{
v ∈ L∞(0, T ;B0), dv
dt
∈ L∞(0, T ;B2)
}
Then, the embedding of E in C0([0, T ];B1)is compact.
Proof. See the Aubin-Lions-Simon theorem (Theorem II.5.16) in [3]. 
Lemma 2.2.5. Let Ω ⊆ R3 and C∞o,σ := {u ∈ (C∞o (Ω))3 : divu = 0}. Let L2σ(Ω)
be the closure of C∞o,σ(Ω) in L
2(Ω), and V(Ω) be the closure of C∞o,σ(Ω) in H
1(Ω).
Denote L2σ(Ω)
⊥ as the orthogonal subspace of L2σ(Ω) in L
2(Ω). Then,
(i) For any bounded Lipschitz domain Ω,
L2σ(Ω) = {v ∈ L2(Ω) : div v = 0, γν(v) = 0},
L2σ(Ω)
⊥ = {∇g : g ∈ H1(Ω)},
V(Ω) = {v ∈ H10(Ω) : div v = 0},
where γν(v) is the trace of the normal component of v at the boundary ∂Ω.
(ii) For Ω = R3,
L2σ(R
3) = {v ∈ L2(R3) : div v = 0},
L2σ(R
3)⊥ = {∇g ∈ L2(R3) : g ∈ L2loc(R3)}
and V(R3) = {v ∈ H1(R3) : div v = 0}.
(iii) ( Helmholtz-Weyl Decomposition) The space L2(Ω) can be decomposed as
L
2(Ω) = L2σ(Ω)⊕L2σ(Ω)⊥.
In other words, for any f ∈ L2(Ω), f can be decomposed as
f = P(f)⊕∇g,
where P is called the Leray projection of f onto the space L2σ(Ω), and P(f)
often is written as f in this paper.
(iv) Moreover, let the connected ‘bounded domain Ω be of class Ck+2 with k ∈ N,
and r ≥ 1. There exists a constant C(Ω), which does not depend on r, such
that for any f ∈ Hk(rΩ), we have P(f ) ∈ Hk(rΩ), g ∈ Hk+1(rΩ) and
‖P(f)‖Hk(rΩ) + ‖∇g‖Hk(rΩ) ≤ C(k + 1) ‖f‖Hk(rΩ) (2.2.5)
Proof.
(i)-(iii) See [3] (Lemma IV.3.4, Theorem IV.3.5 and Definition IV.3.6 in), [14](Chapter
II- Lemma 2.5.1- Lemma 2.5.5), and [20](Theorem 2.7).
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(iv)
− The case that f ∈ Hk(Ω).
Let f ∈ Hk(Ω). By the assertion (iii), one gets
f = P(f) +∇g (2.2.6)
Since divP(f) = 0 on Ω and div(∇g) = ∆g, it deduces g is the solution to
a following Laplace-Neumann problem.{
∆g = div f
γν(g) = γν(f )
The regularity property for a Laplace-Neumann problem ( see [3]-Theorem
III.4.3) implies that g ∈ Hk+1(Ω) and
‖∇g‖Hk(Ω) ≤ c1‖div f‖Hk−1(Ω) ≤ c1‖f‖Hk(Ω), (2.2.7)
where the constant c1 depends on only Ω.
From the relation (2.2.6), the property (2.2.7) of g and the property of
f at the assumption, it follows the properties for P(f) as follows
‖P(f)‖Hk(Ω) ≤ ‖∇g‖Hk(Ω) + ‖f‖Hk(Ω)
≤ c2‖f‖Hk(Ω)
where c2 is a constant depending only on Ω.
From this property and (2.2.7), there exists a constant c3, which depends
on only Ω, such that
‖P(f)‖Hk(Ω) + ‖∇g‖Hk(Ω) ≤ c3‖f‖Hk(Ω) (2.2.8)
− The case that f ∈ Hk(rΩ).
Let f ∈ Hk(rΩ). Consider f˘ (x) := f(rx) with x ∈ Ω. Applying (2.2.8)
for f˘ and 0 ≤ i ≤ k, it deduces
r−3‖P(f)‖22,rΩ + · · ·+ r−3+2i‖DiP(f )‖22,rΩ ≤
c23
(
r−3‖f‖22,rΩ + · · ·+ r−3+2i)‖Dif‖22,rΩ
)
,
where ‖.‖2,rΩ is the norm in the space L2(rΩ). So that
‖DiP(f)‖22,rΩ ≤ r3−2ic23
(
r−3‖f‖22,rΩ + · · ·+ r−3+2i)‖Dif‖22,rΩ
)
≤ c23
(‖f‖22,rΩ + · · ·+ ‖Dif‖22,rΩ)
≤ c23‖f‖2Hk(rΩ).
Therefore,
‖P(f)‖Hk(rΩ) ≤
√
k + 1 c3‖f‖Hk(rΩ). (2.2.9)
By the same argument for g, one gets
‖∇g‖Hk(rΩ) ≤
√
k + 1 c3‖f‖Hk(rΩ).
Combining this and (2.2.9) yields (2.2.5).

Lemma 2.2.6. Let Ω be a C1-domain in R3. Let v ∈ H1(Ω), and u ∈ V(Ω).
Then, ∫
Ω
(u·∇v)·vdx = 0 (2.2.10)
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Proof. Let v ∈ H1(Ω), and u ∈ V(Ω)) = {v ∈ H10(Ω) : div v = 0}. Then∫
Ω
(u·∇v)·vdx = 1
2
∫
Ω
u · ∇|v|2dx = 1
2
∫
Ω
divu|v|2dx = 0.

Homogeneous Stokes problems, with Dirichlet boundary conditions, have regu-
larity solutions as in the following lemma.
Lemma 2.2.7.
Let Ω be a bounded Ck+2- domain in R3, with k ≥ 0. Let r ≥ 1.
Consider the Stokes system —s1
−∆v +∇p = f , in rΩ,
div v = 0, in rΩ,
v = 0, on ∂(rΩ).
(2.2.11)
(1) For any data f ∈ Hk(rΩ), the Stokes system has a solution (v, p) in V(rΩ)×
L2(rΩ). The existence of v is unique, the existence of p is unique apart from
a constant.
(2) There exists a constant c(Ω), which does not depend on r, such that for any
data f ∈ Hk(rΩ), the solution (v, p) to the Stokes system has the following
properties: v ∈ Hk+2(rΩ), p ∈ Hk+1(rΩ) and
‖v‖Hk+2(rΩ) + ‖∇p‖Hk(rΩ) ≤ c‖f‖Hk(rΩ), (2.2.12)
Proof.
− The proof of the assertion (1).
This assertion is proved in ([3]-Theorem IV.5.8).
− The proof of the assertion (2).
Let k be an arbitrary nonnegative integer.
In the view of ([3]-Theorem IV.5.8), for the domain Ω, there exists a constant
c1(Ω) satisfying:
∀i ∈ {0, · · · , k}, ‖v‖Hi+2(Ω)) + ‖∇p‖Hi(Ω) ≤ c‖f‖Hi(Ω). (2.2.13)
Let v have the domain rΩ, with r ≥ 1. Consider v˘(x) := v(rx) for x ∈ Ω. Applying
(2.2.13) for v˘, it deduces
r−3‖v‖2
L2(rΩ) + · · · .+ r−3+2i+4‖Di+2v‖2L2(rΩ) ≤
c21
(
r−3‖f‖2
L2(rΩ) + · · · .+ r−3+2i‖Dif‖2L2(rΩ)
)
.
So that
‖Di+2v‖2
L2(rΩ) ≤ r3−2i−4c21
(
r−3‖f‖2
L2(rΩ) + · · ·+ r−3+2i‖Dif‖2L2(rΩ)
)
≤ c21
(‖f‖2
L2(rΩ) + · · ·+ ‖Dif‖2L2(rΩ)
)
≤ c21‖f‖2Hk(rΩ) for 0 ≤ i ≤ k.
Besides, from (2.2.13), it deduces
r−3‖v‖2
L2(rΩ) ≤ r−3c21‖f‖2L2(rΩ) and r−3+2‖Dv‖2L2(rΩ) ≤ r−3c21‖f‖2L2(rΩ),
and so that ‖v‖2
L2(rΩ) ≤ c21‖f‖2L2(rΩ) and ‖Dv‖2L2(rΩ) ≤ c21‖f‖2L2(rΩ).
Hence,
‖v‖2
Hk+2(rΩ) ≤ (k + 3)c21‖f‖2Hk(rΩ).
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‖v‖Hk+2(rΩ) ≤
√
k + 3 c1‖f‖Hk(rΩ). (2.2.14)
Similarly,
‖∇p‖Hk(rΩ) ≤ c2(k)‖f‖Hk(rΩ). (2.2.15)
From (2.2.14) and (2.2.15), it deduces (2.2.12). 
Definition 2.2.8.
(1) Let Ω be a connected bounded domain in R3and m ∈ N. A sequence (wk)k≥1
is called having the property B(m) if it satisfies the following:
(i) There exist a sequence of function (pk)k in H
1(Ω) and a sequence of
positive numbers (λk)k satisfying
∆wk = −λkwk +∇pk, in Ω,
∇·wk = 0, in Ω,
wk = 0 on ∂Ω.
(2.2.16)
(ii) ∀k ∈ N, wk ∈ V(Ω) and
∫
Ω
wk ·wj dx = δk,j =
{
0 if k 6= j
1 if k = j
.
(iii) (wk)k≥1 is a complete family in V(Ω), in L
2
σ(Ω).
(iv) ∀k, j ∈ N,
∫
Ω
∇wk ·∇wj dx =
{
0 if k 6= j
λk if k = j
(v) ∀k ∈ N, wk ∈ V(Ω) ∩CmB (Ω) ∩Hm+2o (Ω).
(2) Assume that there exists a sequence of eigenvectors (wk)k≥1 having the
property B(m). Then,
(i) Hn(Ω) is the finite dimensional vector space generated by functions
(wk)k≤n.
Hn(Ω) := Span {w1, · · · ,wn} = {c1w1 + · · ·+ cnwn | c1, · · · , cn ∈ R}.
(ii) For every v ∈ L2(Ω), the orthogonal projection of v onto Hn(Ω) is
defined as follows
Pn(v) :=
n∑
k=1
gkwk, where gk = 〈v,wk〉 =
∫
Ω
v ·wk dx.
In this paper, the notation Pn(v) is often written by vn.
Lemma 2.2.9. Let Ω be a connected bounded Cm+2-domain in R3, where m ∈ N
and m > 2. Let B(m) be the property as in Definition 2.2.8.
Then, there exists a sequence (wk)k having the property B(m).
Proof. In the view of ( [3], Theorem IV.5.5), there exist a sequence (λk)k≥1
and a sequence (wk)k≥1 satisfying properties (i) − (iv) in the first assertion in
Definition 2.2.8.
Let k be an arbitrary positive integer.
Applying Lemma 2.2.7 for (2.2.16) , where the term f = λkwk ∈ V(Ω) ⊂ H1(Ω),
one gets the solution wk belongs to H
3(Ω). Then, f = λkwk ∈ H3(Ω), applying
Lemma 2.2.7 again for (2.2.16), one obtains the solution wk belongs to H
5(Ω).
Repeat the similar argument until wk ∈ Hm+2(Ω)
By the Sobolev embedding theorem ( [9], Theorem 5.4), Hm+2(Ω) →֒ CmB (Ω)
is an embedding. So that after a redefinition on a set of zero measure in Ω, wk
belongs to CmB (Ω).
The proof is complete. 
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Lemma 2.2.10. Let Ω be a connected bounded C2-domain in R3, and r > 0. Then,
(1) There exists a constant c1(Ω) such that
∀v ∈ V(Ω) ∩H2(Ω), ‖v‖H2(Ω) ≤ c1‖∆v‖L2(Ω). (2.2.17)
(2) There exists a constant c2(Ω), which does not depend on r, such that
∀v ∈ V(rΩ) ∩ (H2(rΩ))3,
∫
rΩ
|D2v|2dx ≤ c2
∫
rΩ
|∆v|2dx. (2.2.18)
(3) There exists a constant c3(Ω), which does not depend on r, such that
∀v ∈ V(rΩ) ∩ (H2(rΩ))3,
∫
rΩ
|∆v|2dx ≤ c3
∫
rΩ
|∆v|2dx. (2.2.19)
Proof.
− From Lemma 2.2.5, ∆v = ∆v +∇g for v ∈ V(Ω), and so that
−∆v +∇g = −∆v
div v = 0
v = 0 on ∂Ω.
This is a Stokes system. In the view of Lemma 2.2.7 (the regularity of the Stokes
problem), there exist constants c4(Ω) such that
∀v ∈ V(Ω), ‖v‖H2(Ω) ≤ c4‖∆v‖L2(Ω) (2.2.20)
It implies the assertion (1).
− From (2.2.20), it implies that
∀v ∈ V(Ω),
∫
Ω
|D2v|2dx ≤ c5
∫
Ω
|∆v|2dx. (2.2.21)
Let v ∈ V(rΩ) with r ≥ 1. Consider the function v˘(x) := v(rx) with x ∈ Ω.
Applying (2.2.21) for v˘, it implies that
r−3+4
∫
rΩ
|D2v|2dx ≤ c5r−3+4
∫
rΩ
|∆v|2dx∫
rΩ
|D2v|2dx ≤ c5
∫
rΩ
|∆v|2dx.
Besides,
∫
rΩ
|∆v|2dx ≤
∫
rΩ
|D2v|2dx ( by the definition of ∆ and D2), so that∫
rΩ
|∆v|2dx ≤ c5
∫
rΩ
|∆v|2dx.
It implies the assertions (2), (3). 
Lemma 2.2.11. Let r > 1. There exists a function ηr from R
3 to [0, 1] having the
following properties
· ηr ∈ C∞o (R3),
· ηr(x) = 0 for |x| ≥ 3
4
r,
· 0 ≤ ηr(x) ≤ 1 for r
2
< |x| < 3
4
r,
· ηr(x) = 1 for |x| ≤ r
2
.

(2.2.22)
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Proof. Let g be a continuous function from R3 to [0, 1] having the properties:
· g(x) = 0 for |x| ≥ 23 ,
· 0 ≤ g(x) ≤ 1 for 712 < |x| < 23 ,
· g(x) = 1 for |x| ≤ 712 .
(2.2.23)
Let η := Jǫ ∗g is the mollification of g, where ǫ = 124 ( see [9]- section 2.17, 2.18).
Let r > 1. Setting ηr(x) := η
(x
r
)
with x ∈ R3.
Obviously, ηr has properties as in the assertion. 
3. Navier-Stokes systems (NSΩ) on a bounded domain Ω of R3
3.1. Introduction of Navier-Stokes systems (NSΩ) on a bounded domain
Ω of R3.
Introduction 3.1.1. Let T ∈ (0,+∞). Assume i∗ ∈ N and i∗ > 5. Some proper-
ties of Ω, f , uo are as follows
• Ω is a connected bounded C3i
∗+7- domain in R3.
• Dα∂
j
tf ∈ C0B(Ω×[0, T ])∩ L2(Ω×[0, T ])
for 0 ≤ j ≤ i∗ + 1, |α| ≤ 3i∗ + 5− j.
• Dα∂
j
tf ∈ C0
(
[0, T ];H3i
∗+5−j−|α|(Ω)
)
for 0 ≤ j ≤ i∗ + 1, |α| ≤ 3i∗ + 5− j.
• uo ∈ C3i
∗+5
B (Ω).
• uo ∈ L2σ(Ω).
(3.1.1)
The Navier-Stokes system with data f , uo will be investigated in this section
(NSΩ)

∂tu− ν∆u = −u·∇u−∇p+ f ,
u(x, 0) = uo(x),
u(., t) ∈ L2σ(Ω).
(3.1.2)
where x ∈ Ω and t ∈ [0, T )
From (3.1.2) and the initial data uo of the velocity u, it deduces the definition
of initial data of ∂jtu as follows.
Definition 3.1.2. Let (u, p) be the solution to the system (NSΩ) at (3.1.2). For
0 ≤ j ≤ i∗ + 1, the initial data ∂jtuo of ∂jtu is defined by a recurrence
∂
j
tuo = P
(
ν∆∂j−1t uo −
j−1∑
r=0
(
j − 1
r
)
∂rtuo · ∇∂j−1−rt uo + ∂j−1t fo︸ ︷︷ ︸
This function is denoted by u[#j]o
)
,
where P is the Leray projection onto L2σ(Ω), and ∂j−1t fo := ∂j−1t f(., 0).
Further, ∂jtuo is redefinited on a set of measure zero in Ω to belong to C
3i∗+3−2j
B (Ω),
for 1 ≤ j ≤ i∗ + 1 (see Lemma 3.1.3 below).
The regularity property of ∂jtuo is as in the following lemma.
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Lemma 3.1.3. Let (3.1.1) holds. Let ∂jtuo, and u
[#j]
o be as in the preceding defi-
nition. Then,
− u[#j]o belong to H3i∗+5−2j(Ω) for 1 ≤ j ≤ i∗ + 1,
− ∂jtuo belong to L2σ(Ω) ∩H3i
∗+5−2j(Ω) ∩C3i∗+3−2jB (Ω)
for 1 ≤ j ≤ i∗ + 1.
(3.1.3)
Proof.
In this proof, ∂jtuo, ∂
j
t fo will be written simply by u
(j)
o , f
(j)
o respectively.
In the view of the assumptions (3.1.1), (3.1.3) holds for j = 1.
Let 1 < j˘ ≤ i∗+1. Assume by induction that (3.1.3) holds for 1 ≤ j ≤ j˘− 1, i.e.
for 1 ≤ j ≤ j˘ − 1,u(j)o ∈ L2σ(Ω) ∩H3i
∗+5−2j(Ω). (3.1.4)
Definition 3.1.2 gives
u[#j˘]o = ν∆u
(j˘−1)
o −
j˘−1∑
r=0
(
j˘ − 1
r
)
u(r)o · ∇u(j˘−1−r)o + f (j˘−1)o and u(j˘)o = P(u[#j˘]o ).
(3.1.5)
Here, ∆u
(j˘−1)
o ∈ H3i∗+5−2(j˘−1)−2(Ω) by (3.1.4), u(r)o ·∇u(j˘−1−r)o ∈ H3i∗+6−2j˘(Ω)
by (3.1.4) and Lemma 2.2.3, and f (j˘−1)o ∈ H3i
∗+5−j˘+1(Ω) by (3.1.1). So that u[#j˘]o
belongs to H3i
∗+5−2j˘(Ω). Therefore, u
(j˘)
o belongs to L
2
σ(Ω) ∩ H3i
∗+5−2j˘(Ω) by
Lemma 2.2.5. By the Sobolev embedding ( see [9]- Theorem 5.4), after a redefinition
on a set of measure zero in Ω, u
(j˘)
o belongs to C
3i∗+3−2j˘
B (Ω). So that (3.1.3) holds
for j = j˘. The proof of induction is complete.
The proof of Lemma is complete. 
3.2. Introduction of an alternative system (NSR
3
0 ) of the Navier-Stokes
system (NSΩ).
In order to set up an alternative system for the system (NSΩ) (at (3.1.2)), the
unknown u in the system (NSΩ) will be replaced by a new unknown v, whose initial
data vanish on whole Ω. The function v will be chosen in the form v = u−β, then
the first equation at (3.1.2) becomes
∂t(v + β)− ν∆(v + β) = −((v + β) · ∇)(v + β)−∇p+ f ,
∂tv − ν∆v = −v · ∇v − β ·∇v − v · ∇β −∇p−∂tβ + ν∆β − β · ∇β + f︸ ︷︷ ︸
θ
.
It follows the below definition.
Definition 3.2.1. (An alternative form of the Navier-Stokes system (NSΩ))
Let (3.1.1) is valid. The functions β, θ are defined by the following β(x, t) =
i∗+1∑
k=0
∂kt uo(x)
tk
k!
∀(x, t) ∈ Ω× [0, T ],
θ := −∂tβ + ν∆β − β ·∇β + f ,
(3.2.1)
with ∂kt uo as in the definition 3.1.2.
Set v := u− β. Then, the initial value is
vo(x) = uo(x) − β(x, 0) = uo(x) − uo(x) = 0 on Ω,
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and the system (NSΩ0 ) corresponding to the system (NS
Ω) is as follows
(NSΩ0 )

∂tv − ν∆v = −v ·∇v − β ·∇v − v ·∇β −∇p+ θ,
v(x, 0) = 0,
v(., t) ∈ L2σ(Ω),
(3.2.2)
where x ∈ Ω, t ∈ [0, T ].
Further, the higher order derivatives with respect to t of the first equation at
(3.2.2) satisfy
∂
j+1
t v=ν∆∂
j
t v−
j∑
r=0
(
j
r
)[
∂rt v ·∇∂(j−r)t v+∂rtβ ·∇∂j−rt v+∂rt v ·∇∂j−rt β
]
︸ ︷︷ ︸
Denote this by v[⋆j]
−∇∂jt p+∂jtθ.
(3.2.3)
for 0 ≤ j ≤ i∗ + 1.
Lemma 3.2.2. Let (3.1.1) holds. Assume that β, θ are as in (3.2.1), we have
(1) β satisfies the following properties:
− ∂jtβ(x, t) =
i∗+1∑
k=j
∂kt uo(x)
tk−j
(k − j)! ,
for x ∈ Ω, t ∈ [0, T ], 0 ≤ j ≤ i∗ + 1.
− ∂i∗+2t β(x, t) = 0 for x ∈ Ω, t ∈ [0, T ].
− ∂jtβ ∈ C0([0, T ];Hi
∗+3(Ω)), for 0 ≤ j ≤ i∗ + 2.
− β ∈ Ci∗+1B (Ω× (0, T )).
− ∂jtβ(., t) ∈ L2σ(Ω), for 0 ≤ j ≤ i∗ + 2, 0 ≤ t ≤ T.
− ∂jtβ(x, 0) = ∂jtuo(x) for x ∈ Ω, 0 ≤ j ≤ i∗ + 1.
(3.2.4)
(2) θ satisfies the following properties:
− Dα∂jt θ ∈ C0B(Ω× (0, T )) for 0 ≤ j ≤ i∗ + 1, |α| ≤ i∗ + 1.
− ∂jtθ ∈ C0
(
[0, T ];Hi
∗+1(Ω)) for 0 ≤ j ≤ i∗ + 1.
− ∂jtθ(., 0) ∈ L2σ(Ω)⊥ for 0 ≤ j ≤ i∗.
(3.2.5)
(3) Let v satisfies the Navier-Stokes system (NSΩ0 ), then initial value ∂
j
tvo of
∂
j
t vo vanishes on Ω:
∂
j
tvo(x) = 0 for every x ∈ Ω, 0 ≤ j ≤ i∗ + 1. (3.2.6)
Proof.
In this proof, ∂jt θ, ∂
j
tβ, ∂
j
tuo will be written simply by θ
(j), β(j), u
(j)
o respec-
tively.
(1) Let 0 ≤ j ≤ i∗ + 1. Differentiating β at (3.2.1) j times with respect to t, one
gets
β(j)(x, t) = ∂jt
i∗+1∑
k=0
u(k)o (x)
tk
k!
=
i∗+1∑
k=j
u(k)o (x)
tk−j
(k − j)! for x ∈ Ω, t ∈ [0, T ].
From this relation and the properties (3.1.3) of u
(k)
o , it implies the property
(3.2.4) of β.
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(2) Let 0 ≤ j ≤ i∗. Differentiating θ at (3.2.1) j times with respect to t, one obtains
θ(j) = −β(j+1) + ν∆β(j) − (β ·∇β)(j) + f (j). (3.2.7)
From this relation, the properties (3.2.4) of β, and the properties (3.1.1) of f , it
follows the first two properties of θ at (3.2.5).
The third property of θ at (3.2.5) is proved as follows.
By (3.2.4), one gets
β(j)(., 0) = u(j)o for 0 ≤ j ≤ i∗ + 1. (3.2.8)
Substitute (3.2.8) into (3.2.7) as t = 0, one obtains
θ(j)(., 0) = −u(j+1)o + ν∆u(j)o −
j∑
r=0
(
j
r
)
u(r)o · ∇u(j−r)o + f (j)o︸ ︷︷ ︸
u
[#(j+1)]
o
= −u(j+1)o + u[#(j+1)]o
= −P(u[#(j+1)]o ) + u[#(j+1)]o ,
Hence, θ(j)(., 0) ∈ L2σ(Ω)⊥ by Lemma 2.2.5.
The proof of the assertion (2) is complete.
(3) Let (v, p) be a solution to the system (NSΩ0 ). Then v satisfies the first equation
of this system, so that
∂tv − ν∆v = −v ·∇v − β ·∇v − v ·∇β −∇p+ θ,
Putting u := v + β. Then, u satisfies
∂t(u − β)− ν∆(u − β) =
− (u− β)·∇(u− β)− β ·∇(u− β)− (u− β)·∇β −∇p+ θ
∂tu− ν∆u = u·∇u−∇p+ ∂tβ − ν∆β + β ·∇β + θ,
∂tu− ν∆u = u·∇u−∇p+ f (using (3.2.1)).
Observing that ∂jtu(., 0) has value of ∂
j
tuo as in Definition 3.1.2 for j ≤ i∗ + 1.
Hence, for 0 ≤ j ≤ i∗ + 1,
∂
j
t v(x, 0) = ∂
j
tu(., 0)− β(., 0)
= ∂jtuo − ∂jtuo (using (3.2.4))
= 0.

3.3. Systems (Sn)n of finite-dimensional approximate solutions.
Solutions to the Navier-Stokes system (NSΩ0 ) belong to the space L
2
σ(Ω) which
is introduced in Lemma 2.2.5. This space has a special basis (wk)k belonging to
Ci
∗+3
B (Ω), which is introduced in Lemma 2.2.9. For each n ∈ N, Hn(Ω) is the
finite-dimensional vector space generated by function (wn)k≤n and has properties
as in Definition 2.2.8. For each n ∈ N, one establishes a system (Sn) with unknown
vn ∈ Hn, and vn is considered to be an approximation of v, where v is a component
of solution to the Navier-Stokes system (NSΩ0 ). Noticing that the first equation in
the below system (Sn) is not a variational formulation as in the Galerkin method.
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For every n ∈ N, the system (Sn) for unknown (vn, qn) on the domain Ω×(0, T )
is as follows
(Sn)

∂tvn − ν∆vn = −vn ·∇vn−β ·∇vn−vn ·∇β+qn+θ,
vn(x, 0) = 0 ∀x ∈ Ω,
vn(., t) ∈ Hn(Ω) ∀t ∈ (0, T ),
qn(., t) ∈ H⊥n (Ω) ∀t ∈ (0, T ).
(3.3.1)
Here vno := vn(., 0) = 0 on Ω since vn(., 0) = Pn(v(., 0)), where v(., 0) = 0 on Ω
(see (3.2.2)).
Considering higher order derivatives with respect to t of the first equation in the
system(Sn), for 0 ≤ j ≤ i∗ one gets
∂
j+1
t vn−ν∆∂jt vn =
=−
j∑
r=0
(
j
r
)[
∂rt vn ·∇∂j−rt vn+∂rtβ ·∇∂j−rt vn+∂rt vn ·∇∂j−rt β
]
︸ ︷︷ ︸
Denote this by v[⋆j]n
+∂jt qn+∂
j
tθ. (3.3.2)
Initial data of the system (Sn) are defined in the following definition.
Definition 3.3.1. Let (3.1.1) holds. Assume that (vn, qn) is the solution to the
system (Sn) (at 3.3.1). Suppose that ∂
j
t vn is as at (3.3.2), ∂
j
tθ and ∂
j
tβ are as in
Lemma 3.2.2 for 0 ≤ j ≤ i∗.
Then, the initial value ∂j+1t vno of ∂
j+1
t vn is defined by the recurrence relation
∂
j+1
t vno= Pn
(
ν∆∂jt vno + v
[⋆j]
no + ∂
j
tθo
)
for 0 ≤ j ≤ i∗, where
v[⋆j]no =−
j∑
r=0
(
j
r
)[
∂rt vno ·∇∂j−rt vno+∂rtβo·∇∂j−rt vno+∂rt vno·∇∂j−rt βo
]
.
(3.3.3)
Here, ∂jtθo, ∂
r
t βo are the initial data of ∂
j
t θ, ∂
r
t β respectively, and Pn is the orthog-
onal projection onto Hn(Ω).
Before considering the existence of solutions to the system (Sn), let us find a
prior estimate for the energy
∫
Ω
|vn|2dx.
Lemma 3.3.2. Let n ∈ N and Hn(Ω) be as in Definition 2.2.8. Let (3.1.1) be
valid. Assume that the system (Sn) has a solution (vn, qn) satisfying the following:
− vn ∈ C2B(Ω×(0, T )) ∩ C0([0, T ];H2(Ω)).
− qn ∈ C0(Ω×(0, T )) ∩ C0([0, T ];L2(Ω)), and qn ∈ Hn(Ω)⊥
Then, there exist constants c1, c2, such that
∀n ∈ N, t ∈ [0, T ],
∫
Ω
|vn(x, t)|2dx ≤ c1,
∀n ∈ N,
∫ T
0
∫
Ω
|∇vn(x, t)|2dxdt ≤ c2.
(3.3.4)
Proof:
In this proof, ‖.‖2 is the norm in the space L2(Ω).
1. Taking the inner product the first equation in (3.3.1) with vn, one gets∫
Ω
∂
∂t
vn ·vndx− ν
∫
Ω
∆vn ·vndx = −
∫
Ω
(vn ·∇vn)·vndx −
∫
Ω
(β ·∇vn)·vndx−
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−
∫
Ω
(vn ·∇β)·vndx+
∫
Ω
qn · vndx+
∫
Ω
θ · vndx,
where
.
∫
Ω
qn · vndx = 0 since qn ∈ H⊥n ,
.
∫
Ω
(vn ·∇vn)·vndx = 0 ( applying (2.2.10))
.
∫
Ω
(β ·∇vn)·vndx = 0 ( applying (2.2.10)).
Using the Cauchy’s inequality, one gets
d
dt
∫
Ω
|vn|2dx+ 2ν
∫
Ω
|∇vn|2dx ≤ 2
∫
Ω
|∇β||vn|2dx+ 2
∫
Ω
|θ||vn|dx,
d
dt
∫
Ω
|vn|2dx+ 2ν
∫
Ω
|∇vn|2dx ≤ 2c1
∫
Ω
|vn|2dx+ ‖θ‖22 + ‖vn‖22,
where c1 := max
(x,t)∈Ω×[0,T ]
|∇β(x, t)| (see (3.2.4)). Hence,
d
dt
‖vn‖22 + 2ν‖∇vn‖22 ≤ (2c1 + 1)‖vn‖22 + c2 (3.3.5)
where c2 := max
t∈[0,T ]
‖θ‖22 (see (3.2.5)).
Omitting the second term, we have a Gronwall inequality, so that
∀n ∈ N, ∀t ∈ [0, T ], ‖vn‖22 ≤ e(2c1+1)T
(‖vn(., 0)‖22 + c2T )
≤ e(2c1+1)T c2T =: c3.
2. Integrating (3.3.5) in t between 0 and T , it follows that
‖vn(x, T )‖22 − 0+2ν
∫ T
0
‖∇vn‖22dt≤ (2c1 + 1)c3T + c2T =: c4.∫ T
0
‖∇vn‖22dt≤
c4
2ν
=: c5.
The proof is complete. 
The existence of solution to the system (Sn) at (3.3.1) is as follows.
Lemma 3.3.3. Let (3.1.1) holds. Then, for every n ∈ N, the system (Sn) has a
solution (vn, qn) satisfying the following properties:
(1)
vn ∈ Ci
∗+2
B (Ω×[0, T ]). (3.3.6)
(2) ∂jt vn(., t) ∈ Hn(Ω) ⊂ V(Ω) for every 0 ≤ j ≤ i∗ + 2, t ∈ [0, T ].
(3) ∂jt vn ∈ C0([0, T ];Hi
∗−2−j
o (Ω)) for every 0 ≤ j ≤ i∗ + 2.
(4) ∂jt qn ∈ C0(Ω×[0, T ]) for every 0 ≤ j ≤ i∗ + 1.
(5) ∂jt qn(., t) is orthogonal to Hn(Ω) in L
2(Ω) for every 0 ≤ j ≤ i∗ + 1, t ∈
[0.T ].
(6)
Pn(∆vn) = P(∆vn), i.e. , ∆vnn = ∆vn. (3.3.7)
SMOOTH SOLUTIONS TO NAVIER-STOKES EQUATIONS 17
Proof.
Step 1. Proving the properties of vn.
Fix n ∈ N. We shall find a solution vn of the form vn(x, t) =
n∑
k=1
gn,k(t)wk(x).
Let n ∈ N. Taking the inner product of the first equation at (3.3.1) with wk for
1 ≤ k ≤ n, one obtains a system of n equations for unknowns gn,k ( 1 ≤ k ≤ n).∫
Ω
∂
∂t
vn ·wkdx− ν
∫
Ω
∆vn ·wkdx = −
∫
Ω
(vn ·∇vn)·wkdx−
−
∫
Ω
(β ·∇vn)·wkdx−
∫
Ω
(vn ·∇β)·wkdx+
∫
Ω
θ ·wkdx.
(3.3.8)
Here,
•
∫
Ω
∆vn ·wkdx =
∫
Ω
vn ·∆wkdx =
∫
Ω
vn ·∆wkdx = −λk
∫
Ω
vn ·wkdx =
= −λkgn,k (using (i) in Definition 2.2.8);
•
∫
Ω
(vn ·∇vn)·wkdx =
∫
Ω
(( n∑
i=1
gn,iwi
)·( n∑
m=1
gn,m∇wm
))·wkdx
=
n∑
i,m=1
gn,ign,m
∫
Ω
(wi ·∇wm)·wkdx =
n∑
i,m=1
gn,ign,mai,m,k,
where ai,m,k :=
∫
Ω
(wi ·∇wm)·wkdx;
•
∫
Ω
(β ·∇vn)·wkdx =
∫
Ω
( n∑
m=1
gn,mβ · ∇wm
)·wkdx = n∑
m=1
bm,kgn,m,
where bm,k :=
∫
Ω
(β · ∇wm)·wkdx;
•
∫
Ω
(vn ·∇β)·wkdx =
∫
Ω
(( n∑
m=1
gn,mwm
)·∇β)·wkdx = n∑
m=1
cm,kgn,m,
where cm,k :=
∫
Ω
(wm ·∇β)·wkdx;
•
∫
Ω
θ ·wkdx =: θk.
So that, we obtain a first order system of ordinary differential equations for un-
knowns gn,1, · · · , gn,n: for 1 ≤ k ≤ n,
d
dt
gn,k(t) =−
m∑
i,m=1
ai,m,kgn,i(t)gn,m(t)−
n∑
m=1
(bm,k+cm,k)gn,m(t)−νλkgn,k(t)+θk(t),
(3.3.9)
and initial values of this system are gn,i(0) = 0 ( i = 1, · · · , n).
We can write the system (3.3.9) in vector form
d
dt
g(t) = F(g, t), (3.3.10)
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where g(t) :=
gn,1(t)...
gn,n(t)
 and F(g, t) :=
:=

−
m∑
i,m=1
ai,m,1gn,i(t)gn,m(t)−
n∑
m=1
(bm,1 + cm,1)gn,m(t)− νλ1gn,1(t) + θ1
...
−
m∑
i,m=1
ai,m,ngn,i(t)gn,m(t)−
n∑
m=1
(bm,n + cm,n)gn,m(t)− νλngn,n(t) + θn.

Obviously F ∈ (C1(Rn×[0, T ]))n. This first order system of ordinary differential
equations has an unique C1-solution g which is defined on a maximum interval [0, tb)
with tb ∈ (0, T ]. Furthermore, there are only two possible ways, either the solution
is defined on [0, T ], or the solution will blow up at tb ∈ (0, T ]. Besides, (vn, qn) will
be proved to be a solution of the system (Sn), and then
n∑
k=1
|gn,k(t)|2 =
∫
Ω
|vn|2dx
is bounded on [0, T ] by Lemma 3.3.2. So that g does not blows up on [0, T ]. Hence,
the solution g ∈ (C1[0, T ])n.
Now, let us demonstrate that this solution g belonging to (Ci
∗+2([0, T ]))n by an
induction.
Assume by induction that g ∈ (Ck[0, T ])n for some positive integer k < i∗ + 2.
From this property and the fact that Pnθ ∈ (Ci∗+1([0, T ]))n (by (3.2.5 ), it follows
that F(g, .) at the right side of (3.3.10) belongs to (Ck[0, T ])n, and so that dg
dt
at
the left side of (3.3.10) does too. Hence g ∈ (Ck+1[0, T ])n.
This induction gives g ∈ (Ci∗+2[0, T ])n. Besides (wk)k belongs to (Ci∗+2[0, T ])n
and vn =
∑n
k=1 gn,kwk. So that vn has properties as in assertions (1)-(3) and
assertions (7)-(8).
Step 2. Proving (vn, qn) is a solution of (Sn).
Let vn be the solution of (3.3.10) as in Step 1. Put
qn := ∂tvn − ν∆vn + vn ·∇vn+β·∇vn+vn ·∇β−θ
From this relation and (3.3.8), for 1 ≤ k ≤ n, one gets∫
Ω
qn ·wk dx =
∫
Ω
[
∂tvn − ν∆vn + vn ·∇vn+β ·∇vn+vn ·∇β−θ
]
·wk = 0.
So that
qn ⊥ Hn(Ω) in L2(Ω). (3.3.11)
Combining this property of qn and properties of vn at Step 1, it implies (vn, qn)
is a solution to the system (Sn).
Step 3. Proving the assertions (4)-(5).
− From the relation in Step 2, the properties of vn in the assertions (1)-(3), and
the properties of β and θ in Lemma 3.2.2, it follows the assertion (4).
− Let 1 ≤ k ≤ n and 1 ≤ j ≤ i∗ + 1. Differentiating j times the equation (3.3.9),
one gets
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d
dt
g
(j)
n,k = −
( m∑
i,m=1
ai,m,kgn,ign,m
)(j) − ( n∑
m=1
bm,kgn,m
)(j) −
− ( n∑
m=1
cm,kgn,m
)(j) − νλkg(j)n,k + θk(j),
where the upper index (j) means the jth derivative.
So that∫
Ω
∂
∂t
v(j)n ·wkdx = −
∫
Ω
(vn ·∇vn)(j) ·wkdx−
∫
Ω
(β ·∇vn)(j) ·wkdx
−
∫
Ω
(vn ·∇β)(j) ·wkdx+ ν
∫
Ω
∆v(j)n ·wkdx+
∫
Ω
θ(j) ·wkdx.
Hence, ∫
Ω
( ∂
∂t
vn − ν∆vn + vn ·∇vn + β ·∇vn + vn ·∇β − θ
)(j)
·wkdx = 0∫
Ω
q(j)n ·wk dx = 0.
Therefore, q
(j)
n (., t) is orthogonal to Hn(Ω) in the space L
2(Ω) for 1 ≤ j ≤ i∗ + 1,
t ∈ [0, T ]. Combining this fact and (3.3.11) yields the assertion (5).
Step 4. Proving the assertion (6).
Since ∆wk = ∆wkn for every k ≤ n, it implies the assertion (6).
The proof is complete. 
3.4. The boundedness of the sequence of solutions to (Sn)n.
Let ((vn, qn))n be the sequence of solutions to the systems (Sn)n at (3.3.1) as
in Lemma 3.3.3. If (
∫
Ω |∇vn(., t)|2dx
)
n
is uniformly bounded on [0, T˘ ], then this
time domain could be extended. This property is proved in the following lemma.
Lemma 3.4.1.
Let (3.1.1) holds. Let ((vn, qn))n be the sequence of solutions to the systems
(Sn)n as in Lemma 3.3.3. Then, we have
(1) There exists To ∈ (0, T ] such that the sequence
(
max
0≤t≤To
∫
Ω
|∇vn(x, t)|2dx
)
n
is bounded.
(2) Furthermore, there exists r > 0 such that:
for any T˘ ∈ (0, T ) and any subsequence of (vn)n, still denoted by (vn)n, if(
max
0≤t≤T˘
∫
Ω
|∇vn(x, t)|2dx
)
n
is bounded, then
(
max
0≤t≤T˘+
∫
Ω
|∇vn(x, t)|2dx
)
n
will be bounded,
where T˘+ := min{T˘ + r(M˘ + 1)−2, T }
and M˘ is an upper bound of
(∫
Ω
|∇vn(x, T˘ )|2dx
)
n
.
Proof In this proof, ‖.‖s means the norm in the space Ls(Ω).
(1) Proof of the assertion (1).
Let ∆vn be the Leray projection P(∆vn) of ∆vn onto L2σ(Ω). Then, ∆vn also
is the orthogonal projection of ∆vn onto Hn(Ω) (due to Lemma 3.3.3-(6)). Besides,
qn ∈ Hn(Ω)⊥ by the last condition in (3.3.1). So that
∫
Ω
∆vn · qndx = 0.
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Taking the inner product the first equation in (3.3.1) with ∆vn, and applying
Holder’s inequality, one gets∫
Ω
∂tvn ·∆vn dx− ν
∫
Ω
∆vn ·∆vn dx = −
∫
Ω
(vn·∇vn) ·∆vn dx−
−
∫
Ω
(β ·∇vn) ·∆vn dx−
∫
Ω
(vn·∇β) ·∆vn dx+
∫
Ω
θ ·∆vn dx∫
Ω
∂t∇vn · ∇vn dx+ ν
∫
Ω
∆vn ·∆vn dx ≤
∫
Ω
|vn||∇vn||∆vn| dx+
+
∫
Ω
|β||∇vn||∆vn| dx+
∫
Ω
|vn||∇β||∆vn| dx+
∫
Ω
|θ||∆vn| dx
1
2
d
dt
∫
Ω
|∇vn|2dx+ ν
∫
Ω
|∆vn|2dx ≤‖vn‖6‖∇vn‖3‖∆vn‖2 + ‖β‖6‖∇vn‖3‖∆vn‖2+
+ ‖∇β‖6‖vn‖3‖∆vn‖2 + ‖θ‖2‖∆vn‖2,
where, by Gagliardo-Nirenberg inequality (2.2.1), the property (3.2.4) of β and the
property (3.2.5)) of θ, one gets
· ‖β‖6 ≤ k1(‖∇β‖2 + ‖β‖2) ≤ k2, and ‖∇β‖6 ≤ k3(‖D2β‖2 + ‖∇β‖2) ≤ k4.
· ‖θ‖2 ≤ k5.
So that
d
dt
∫
Ω
|∇vn|2dx+ 2ν
∫
Ω
|∆vn|2dx ≤2‖vn‖6‖∇vn‖3‖∆vn‖2 + c1‖∇vn‖3‖∆vn‖2
+c1‖vn‖3‖∆vn‖2 + c1‖∆vn‖2.
(3.4.1)
Using the Gagliardo-Nirenberg inequality (2.2.1), the inequality (2.2.18), it deduces
d
dt
‖∇vn‖22 +2ν‖∆vn‖2≤c2‖∇vn‖2
(‖∇vn‖ 122 ‖D2vn‖ 122 + ‖∇vn‖2)‖∆vn‖2+
+ c2
(‖∇vn‖ 122 ‖D2vn‖ 122+‖∇vn‖2)‖∆vn‖2+c2(‖vn‖ 122‖∇vn‖ 122 )‖∆vn‖2+c1‖∆vn‖2,
d
dt
‖∇vn‖22 +2ν‖∆vn‖2≤c3‖∇vn‖
3
2
2 ‖∆vn‖
3
2
2 + c2‖∇vn‖22‖∆vn‖2+
+ c3‖∇vn‖
1
2
2 ‖∆vn‖
3
2
2 + c2‖∇vn‖2‖∆vn‖2+c3‖∇vn‖
1
2
2 ‖∆vn‖2+c1‖∆vn‖2.
Applying the Young’s inequality (2.2.3) yields
d
dt
‖∇vn‖22+2ν‖∆vn‖2≤c4‖∇vn‖62 +
ν
6
‖∆vn‖22 + c4‖∇vn‖42 +
ν
6
‖∆vn‖22
+ 2c4‖∇vn‖22+2
ν
6
‖∆vn‖22 + c4‖∇vn‖2 +
ν
6
‖∆vn‖22 + c4 +
ν
6
‖∆vn‖22
d
dt
‖∇vn‖22 + ν‖∆vn‖22 ≤c4‖∇vn‖62 + c4‖∇vn‖42 + 3c4‖∇vn‖22 + c4‖∇vn‖2 + c4
d
dt
‖∇vn‖22 + ν‖∆vn‖22 ≤c4‖∇vn‖62 + c4(‖∇vn‖62 + 1) + 3c4(‖∇vn‖62 + 1)+
+ c4(‖∇vn‖62 + 1) + c4.
Hence,
d
dt
‖∇vn‖22 + ν‖∆vn‖22 ≤c5(‖∇vn‖62 + 1). (3.4.2)
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d
dt
(‖∇vn‖22 + 1) ≤ c5(‖∇vn‖22 + 1)3.
Solving this ordinary differential inequality for
(‖∇vn‖22 + 1), one obtains
∀t ≥ t1,
(‖∇vn(., t1)‖22 + 1)−2− (‖∇vn(., t)‖22 + 1)−2 ≤ 2c5(t− t1).
So that, if ‖∇vn(., t1)‖2 is defined and
(‖∇vn(., t1)‖22 + 1)−2−2c5(t2− t1) > 0, then
‖∇vn(., t)‖2 is defined for t ∈ [t1, t2], and
‖∇vn(., t)‖22 ≤
[(‖∇vn(., t1)‖22 + 1)−2 − 2c5(t− t1)]− 12 (3.4.3)
Put To := min{(4c5)−1, T }. Since ‖∇vn(., 0)‖2 = 0 and(‖∇vn(., 0)‖22 + 1)−2 − 2c5(To − 0) = 2−1 > 0.
Then, by (3.4.3) one gets
∀n ∈ N, 0 ≤ t ≤ To,
∫
Ω
|∇vn(., t)|2dx ≤ (2−1)− 12 =
√
2. (3.4.4)
Hence, the proof for the assertion (1) is complete.
(2) Proof of the assertion (2)
Put r := (4c5)
−1.
Let T˘ be an arbitrary number in (0, T ).
Suppose that there exits a sub-sequence of (vn)n, also is denoted by (vn)n, such
that
(‖∇vn(., t)‖2)n is uniformly bounded above on [0, T˘ ] by √M˘ .
Using the inequality (3.4.3) with t1 = T˘ , t2 = min{T˘ + r(M˘ +1)−2, T }, one gets
∀t ∈ [T˘ , t2],
∫
Ω
|∇vn(., t)|2dx ≤
[(∫
Ω
|∇vn(., t1)|2dx+ 1
)−2
−2c5r(M˘ + 1)−2
]− 12
≤
[
(M˘ + 1)−2 − 1
2
(M˘ + 1)−2
]− 12
≤
√
2(M˘ + 1).
(3.4.5)
Hence,
(‖∇vn(., t)‖2)n is uniformly bounded on [0, T˘+], where T˘+ := t2.
The proof is complete. 
The system (Sn) at (3.3.1) has a solution (vn, qn) as in Lemma 3.3.3. The
boundedness of the sequence (vn)n is as in the following lemma.
Lemma 3.4.2. Let (3.1.1) holds. Let the sequence of solutions (vn, qn)n to the
system (Sn) have a subsequence, still denoted by (vn, qn)n, satisfying the following
property: there exist T˘ ∈ (0, T ] such that
the sequence
(
max
t∈[0,T˘ ]
∫
Ω
|∇vn(x, t)|2dx
)
n
is bounded . (3.4.6)
Then,
(a) (∂jt vn)n is bounded in the space C
0([0, T˘ ];H2(Ω)),
for 0 ≤ j ≤ i∗.
(b) (∂jt vn)n is bounded in H
2(Ω× (0, T˘ )) for 0 ≤ j ≤ i∗.
(c) (∂i
∗+1
t vn)n is bounded in the space C
0([0, T˘ ];H1(Ω)).
(d) (∂i
∗+1
t vn)n is bounded in H
1(Ω× (0, T˘ )).

(3.4.7)
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Proof .
In this proof, ‖.‖2 is the norm in the space L2(Ω), and v(j)n means ∂jtvn. This
proof will be split into some steps.
Step 1.(Step 1 of the proof of Lemma 3.4.2)
In this step, the claim below will be proved.
Clam 1:
(1a) For 0 ≤ j ≤ i∗ + 1, there exists a constants c0,j such that
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖∂jtvn(., t)‖22 ≤ c0,j . (3.4.8)
(1b) For 1 ≤ j ≤ i∗ + 1, there exists a constants c1,j such that
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖∇∂jt vn(., t)‖22 ≤ c1,j . (3.4.9)
(1c) For 0 ≤ j ≤ i∗ + 1, there exists a constant c∗2,j such that
∀n ∈ N,
∫ T˘
0
‖D2∂jtvn(, , t)‖22dt ≤ c∗2,j and
∫ T˘
0
‖∆∂jt vn(, , t)‖22dt ≤ c∗2,j . (3.4.10)
Proving Claim 1 by an induction
− Proving (3.4.8)-(3.4.10) hold for j = 0.
Firstly, let us prove (3.4.8)-(3.4.10) are valid for j = 0. Indeed, by Lemma 3.3.2
and the assumption, (3.4.8) and (3.4.9) are valid for j = 0.
Similarly as in the proof of Lemma 3.4.1 to get the equation (3.4.2), one can find
the following equation:
d
dt
‖∇vn‖2 + ν‖∆vn‖22 ≤ c¯5(‖∇vn‖62 + 1) for every n ∈ N. (3.4.11)
Integrating both sides in t between 0 and T˘ yields
‖∇vn(., T˘ )‖2 − ‖∇vn(., 0)‖2︸ ︷︷ ︸
=0
+ν
∫ T˘
0
‖∆vn(., t)‖22dt ≤ c¯5
∫ T˘
0
‖∇vn(., t)‖62dt+ c¯5T˘ .
So that
ν
∫ T˘
0
‖∆vn(., t)‖22dt ≤ c¯5
∫ T˘
0
‖∇vn(., t)‖62dt+ c¯5T˘ ,
where (‖∇vn(., t)‖2)n is bounded uniformly on [0, T˘ ] by assumption (3.4.6). Hence,
the sequence
(∫ T˘
0
‖∆vn(., t)‖22dt
)
n
is bounded above. Besides, ‖D2vn(., t)‖2 ≤
c‖∆vn(., t)‖2 by (2.2.18). It follows that the sequence
(∫ T˘
0
‖D2vn(., t)‖22dt
)
n
is
bounded above. So that (3.4.10) is valid for j = 0.
− Assuming (3.4.8)-(3.4.10) hold for 0 ≤ j ≤ j1 − 1.
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Assume by induction that (3.4.8)-(3.4.10) hold for 0 ≤ j ≤ j1 − 1 with some
j1 ≤ i∗ + 1, that is, there exist constants c0,0, · · · , c∗2,j1−1 such that
∀j ∈ {0, · · · , j1 − 1}.

∀n ∈ N, ∀t ∈ [0, T˘ ], ‖∂jtvn(., t)‖22 ≤ c0,j ,
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖∇∂jtvn(., t)‖22 ≤ c1,j,
∀n ∈ N, ∫ T˘0 ‖D2∂jt vn(, , t)‖22dt ≤ c∗2,j ,
∀n ∈ N, ∫ T˘
0
‖∆∂jt vn(, , t)‖22dt ≤ c∗2,j .
(3.4.12)
− Proving (3.4.8) holds for j = j1 .
Consider the equality (3.3.2) with j = j1. Taking the inner product this equality
with v
(j1)
n , noticing that
∫
Ω q
(j1)
n · v(j1)n dx = 0 ( by Lemma 3.3.3-Assertion (5)) and
using Cauchy’s inequality for the term
∫
Ω
θ(j1) · v(j1)n dx, it deduces
d
dt
∫
Ω
|v(j1)n |2dx≤2ν
∫
Ω
|∇v(j1)n |2dx+
∫
Ω
|θ(j1)|2dx+
∫
Ω
|v(j1)n |2dx+
+2
j1∑
r=0
(
j1
r
)∣∣∣∫
Ω
(v(r)n ·∇v(j1−r)n )·v(j1)n dx
∣∣∣︸ ︷︷ ︸
γ1(r)
+2
j1∑
r=0
(
j1
r
)∣∣∣∫
Ω
(β(r)·∇v(j1−r)n )·v(j1)n dx
∣∣∣︸ ︷︷ ︸
γ2(r)
+
+2
j1∑
r=0
(
j1
r
)∣∣∣ ∫
Ω
(v(r)n · ∇β(j1−r)) · v(j1)n dx
∣∣∣︸ ︷︷ ︸
γ3(r)
.
Here, using (2.2.10), the Gagliardo-Nirenberg inequality (2.2.1), the Youngs in-
equality (2.2.3), the Ho¨lders inequality (2.2.2), the property (3.2.4) of β, the prop-
erty (3.2.5) of θ and the assumption (3.4.12), one gets
· 2γ1
∣∣
r=0
= 0,
· 2γ1
∣∣
r=j1
=2
∫
Ω
|v(j1)n |2|∇vn|dx ≤ 2‖v(j1)n ‖24‖∇vn‖2
≤ c1‖v(j1)n ‖
1
2
2 ‖∇v(j1)n ‖
3
2
2 ‖∇vn‖2 ≤ c2‖v(j1)n ‖22 +
ν
5
‖∇v(j1)n ‖22,
· 2
j1−1∑
r=1
(
j1
r
)
γ1(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v(r)n ‖6‖∇v(j1−r)n ‖2‖v(j1)n ‖3
≤ c3
j1−1∑
r=1
(
j1
r
)
‖∇v(r)n ‖2‖∇v(j1−r)n ‖2(‖v(j1)n ‖
1
2
2 ‖∇v(j1)n ‖
1
2
2 )
≤ c4‖v(j1)n ‖
2
3
2 +
ν
5
‖∇v(j1)n ‖22 ≤ c4(‖v(j1)n ‖22 + 1) +
ν
5
‖∇v(j1)n ‖22,
· 2γ2
∣∣
r=0
= 0,
· 2
j1∑
r=1
(
j1
r
)
γ2(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖β(r)‖6‖∇v(j1−r)n ‖2‖v(j1)n ‖3
≤ c5
j1−1∑
r=1
(
j1
r
)
(‖∇β(r)‖2 + ‖β(r)‖2)‖∇v(j1−r)n ‖2(‖v(j1)n ‖
1
2
2 ‖∇v(j1)n ‖
1
2
2 )
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≤ c6‖v(j1)n ‖
2
3
2 +
ν
5
‖∇v(j1)n ‖22 ≤ c6(‖v(j1)n ‖22 + 1) +
ν
5
‖∇v(j1)n ‖22,
· 2γ3
∣∣
r=j1
= 2
∫
Ω
|v(j1)n |2|∇β|dx ≤ 2‖v(j1)n ‖24‖∇β‖2
≤ c7‖v(j1)n ‖
1
2
2 ‖∇v(j1)n ‖
3
2
2 ‖∇β‖2 ≤ c8‖v(j1)n ‖22 +
ν
5
‖∇v(j1)n ‖22
· 2
j1−1∑
r=0
(
j1
r
)
γ3(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v(r)n ‖6‖∇β(j1−r)‖2‖v(j1)n ‖3
≤ c9
j1−1∑
r=1
(
j1
r
)
‖∇v(r)n ‖2‖∇β(j1−r)‖2(‖v(j1)n ‖
1
2
2 ‖∇v(j1)n ‖
1
2
2 )
≤ c10‖v(j1)n ‖
2
3
2 +
ν
5
‖∇v(j1)n ‖22 ≤ c10(‖v(j1)n ‖22 + 1) +
ν
5
‖∇v(j1)n ‖22.
Therefore,
d
dt
‖v(j1)n ‖2dt+ ν
∫
Ω
|∇v(j1)n |2dx ≤ c11‖v(j1)n ‖22 + c11. (3.4.13)
Absorbing the second term and using (2.2.4) (Gronwall inequality ), it yields
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖v(j1)n (., t)‖2dt ≤ ec11T˘
‖v(j1)n (., 0)‖2︸ ︷︷ ︸
=0
+c11T˘
 = ec11T˘ c11T˘ .
Therefore, (3.4.8) holds for j = j1.
− Proving (3.4.9) holds for j = j1
Consider the equality (3.3.2) with j = j1. Taking the inner product this equality
with ∆v
(j1)
n , noticing that
∫
Ω q
(j1)
n · ∆v(j1)n dx = 0 ( by Lemma 3.3.3-Assertion 5)
and using Cauchy’s inequality for the term
∫
Ω
θ(j1) ·∆v(j1)n dx, it follows that
d
dt
∫
Ω
|∇v(j1)n |2dx≤−2ν
∫
Ω
|∆v(j1)n |2dx+ c12
∫
Ω
|θ(j1)|2dx+ ν
8
∫
Ω
|∆v(j1)n |2dx+
+2
j1∑
r=0
(
j1
r
)∫
Ω
|v(r)n ||∇v(j1−r)n ||∆v(j1)n |dx︸ ︷︷ ︸
γ4(r)
+2
j1∑
r=0
(
j1
r
)∫
Ω
|β(r)||∇v(j1−r)n ||∆v(j1)n |dx︸ ︷︷ ︸
γ5(r)
+
+2
j1∑
r=0
(
j1
r
)∫
Ω
|v(r)n ||∇β(j1−r)||∆v(j1)n |dx︸ ︷︷ ︸
γ6(r)
,
Here, using (2.2.10), the Gagliardo-Nirenberg inequality (2.2.1), the Youngs in-
equality (2.2.3), the Ho¨lders inequality (2.2.2), the inequality (2.2.18), the property
(3.2.4) of β, the property (3.2.5) of θ and the assumption (3.4.12), one gets
· γ4
∣∣
r=0
≤ c13‖vn‖6‖∇v(j1)n ‖3‖∆v(j1)n ‖2
≤ c14‖∇vn‖2(‖∇v(j1)n ‖
1
2
2 ‖D2v(j1)n ‖
1
2
2 + ‖∇v(j1)n ‖2)‖∆v(j1)n ‖2
≤ c15‖∇vn‖2‖∇v(j1)n ‖
1
2
2 ‖∆v(j1)n ‖
3
2
2 + c14‖∇vn‖2‖∇v(j1)n ‖2‖∆v(j1)n ‖2
≤ c16‖∇v(j1)n ‖22 +
ν
8
‖∆v(j1)n ‖22
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· γ4|r=j1 ≤ c13‖v(j1)n ‖6‖∇vn‖3‖∆v(j1)n ‖2
≤ c17‖∇v(j1)n ‖2(‖∇vn‖
1
2
2 ‖D2vn‖
1
2
2 + ‖∇vn‖2)‖∆v(j1)n ‖2
≤ c17‖∇v(j1)n ‖2‖∇vn‖
1
2
2 ‖D2vn‖
1
2
2 ‖∆v(j1)n ‖2 + c17‖∇vn‖2‖∇v(j1)n ‖2‖∆v(j1)n ‖2
≤ c18‖D2vn‖‖∇v(j1)n ‖22 +
ν
16
‖∆v(j1)n ‖22 + c18‖∇v(j1)n ‖22 +
ν
16
‖∆v(j1)n ‖22
≤ c18(‖D2vn‖2 + 1)‖∇v(j1)n ‖22 +
ν
8
‖∆v(j1)n ‖22,
· 2
j1−1∑
r=1
(
j1
r
)
γ4(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v(r)n ‖6‖∇v(j1−r)n ‖3‖∆v(j1)n ‖2
≤ c19
j1−1∑
r=1
(
j1
r
)(
‖∇v(r)n ‖2(‖∇v(j1−r)n ‖
1
2
2 ‖D2v(j1−r)n ‖
1
2
2 + ‖∇v(j1−r)n ‖2)‖∆v(j1)n ‖2
)
≤ c19
j1−1∑
r=1
(
j1
r
)
‖∇v(r)n ‖2‖∇v(j1−r)n ‖
1
2
2 ‖D2v(j1−r)n ‖
1
2
2 ‖∆v(j1)n ‖2+
+ c19
j1−1∑
r=1
(
j1
r
)
‖∇v(r)n ‖2‖∇v(j1−r)n ‖2‖∆v(j1)n ‖2
≤ c22
j1−1∑
r=1
(
j1
r
)
‖D2v(j1−r)n ‖22 + c22 +
ν
8
‖∆v(j1)n ‖22
· γ5|r=0 ≤ c23‖β‖6‖∇v(j1)n ‖3‖∆v(j1)n ‖2
≤ c24(‖∇β‖2 + ‖β‖2)(‖∇v(j1)n ‖
1
2
2 ‖D2v(j1)n ‖
1
2
2 + ‖∇v(j1)n ‖2)‖∆v(j1)n ‖2
≤ c25‖∇v(j1)n ‖
1
2
2 ‖∆v(j1)n ‖
3
2
2 + c25‖∇v(j1)n ‖2‖∆v(j1)n ‖2
≤ c26‖∇v(j1)n ‖22 +
ν
8
‖∆v(j1)n ‖22
· 2
j1−1∑
r=1
(
j1
r
)
γ5(r) ≤ 2
j1∑
r=1
(
j1
r
)
‖β(r)‖6‖∇v(j1−r)n ‖3‖∆v(j1)n ‖2
≤ c27
j1∑
r=1
(
j1
r
)
‖β(r)‖6(‖∇v(j1−r)n ‖
1
2
2 ‖D2v(j1−r)n ‖
1
2
2 + ‖∇v(j1−r)n ‖2)‖∆v(j1)n ‖2
≤ c27
j1∑
r=1
(
j1
r
)
‖∇v(j1−r)n ‖
1
2
2 ‖D2v(j1−r)n ‖
1
2
2 ‖∆v(j1)n ‖2+
+ c27
j1∑
r=1
(
j1
r
)
‖∇v(j1−r)n ‖2‖∆v(j1)n ‖2
≤ c28
j1∑
r=1
(
j1
r
)
‖D2v(j1−r)n ‖
1
2
2 ‖∆v(j1)n ‖2 + c28‖∆v(j1)n ‖2
≤ c29
j1∑
r=1
(
j1
r
)
‖D2v(j1−r)n ‖22 + c29 +
ν
8
‖∆v(j1)n ‖22.
· γ6|r=j1 ≤ c30‖v(j1)n ‖6‖∇β‖3‖∆v(j1)n ‖2
26 VU THANH NGUYEN
≤ c31‖∇v(j1)n ‖2(‖∇β‖
1
2
2 ‖D2β‖
1
2
2 + ‖∇β‖2)‖∆v(j1)n ‖2
≤ c32‖∇v(j1)n ‖2‖∆v(j1)n ‖2
≤ c33‖∇v(j1)n ‖22 +
ν
8
‖∆v(j1)n ‖22
· 2
j1−1∑
r=0
(
j1
r
)
γ6(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v(r)n ‖6‖∇β(j1−r)‖3‖∆v(j1)n ‖2
≤ c34
j1−1∑
r=0
(
j1
r
)
‖∇v(r)n ‖2‖∆v(j1)n ‖2 ≤ c36 +
ν
8
‖∆v(j1)n ‖22.
So that
d
dt
‖∇v(j1)n ‖22 + ν‖∆v(j1)n ‖22 ≤
≤ c37
(‖D2vn‖22 + 1)‖∇v(j1)n ‖22 + c37 j1∑
r=1
(
j1
r
)
‖D2v(j1−r)n ‖22 + c37.
(3.4.14)
Absorbing the second term, using the properties Gronwall inequality and (3.4.12),
it follows that for every n ∈ N, t ∈ [0, T˘ ], one gets
‖∇v(j1)n (., t)‖22 ≤
≤ ec37
( ∫
T˘
0
‖D2vn‖
2
2dt+T˘
)(
‖∇v(j1)n (., 0)‖2︸ ︷︷ ︸
=0
+c37
j1∑
r=1
(
j1
r
)∫ T˘
0
‖D2v(j1−r)n ‖22dt+ c37T˘
)
≤ c38.
Therefore, (3.4.9) holds for j = j1.
− Proving (3.4.10) holds for j = j1
Integrating (3.4.14) in t between 0 and T˘ , and using ‖∇v(j1)n (., t)‖22 ≤ c38, one
gets
‖∇v(j1)n (., T˘ )‖22 − 0 + ν
∫ T˘
0
‖∆v(j1)n ‖22dt ≤ c37
(∫ T˘
0
‖D2vn‖22dt+ T˘
)
c38+
+ c37
j1∑
r=1
(
j1
r
)∫ T˘
0
‖D2v(j1−r)n (., t)‖22dt+ c37T˘ .
Using (3.4.12), there exists a constant c39 such that
∀n ∈ N, ∀t ∈ [0, T˘ ],
∫ T˘
0
‖∆v(j1)n (., t)‖22dt ≤ c39
From this fact and (2.2.18), it deduces that (3.4.10) holds for j = j1.
− Results of induction.
So that (3.4.8)- (3.4.10) hold for 0 ≤ j ≤ i∗ + 1.
The proof of Step 1 is complete.
Step 2.(Step 2 of the proof of Lemma 3.4.2)
In this step, the claim below will be proved.
Claim 2.
For 0 ≤ j ≤ i∗, there exists a constants c2,j such that
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖D2v(j)n (., t)‖22 ≤ c2,j. (3.4.15)
SMOOTH SOLUTIONS TO NAVIER-STOKES EQUATIONS 27
Proving Claim 2 by an induction.
− Proving (3.4.15) holds for j = 0.
Let us firstly demonstrate that (3.4.15) holds for j = 0.
From (3.4.11), it yields that
2
∫
Ω
∂t∇vn · ∇vndx+ ν‖∆vn‖22 ≤ c¯5(‖∇vn‖62 + 1)
‖∆vn‖22 ≤
2
ν
∫
Ω
|∂t∇vn||∇vn|dx+ c¯5
ν
(‖∇vn‖62 + 1).
Using the Cauchy’s inequality, the assumption and (3.4.9), it follows that
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖∆vn‖22 ≤
1
ν
‖∂t∇vn‖22 +
1
ν
‖∇vn‖22 +
c¯5
ν
(‖∇vn‖62 + 1)
≤ 1
ν
c1,1 +
1
ν
c1,0 +
c¯5
ν
(c31,0 + 1).
From this and (2.2.18), there exists a constant c2,0 such that
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖D2vn(., t)‖22 ≤ c2,0 and ‖∆vn(., t)‖22 ≤ c2,0.
Hence, (3.4.15) holds for j = 0.
− Assuming (3.4.15) holds for 0 ≤ j ≤ j1 − 1.
Assume by induction that (3.4.15) holds for 0 ≤ j ≤ j1 − 1, where j1 ≤ i∗, that
means, there are c2,0, · · · , c2,j1−1 such that
∀j ∈ {0, · · · , j1 − 1}, ∀n ∈ N, ∀t ∈ [0, T˘ ], ‖D2v(j)n (., t)‖22 ≤ c2,j . (3.4.16)
− Proving (3.4.15) holds for j = j1.
From the equation (3.4.14), (3.4.9) and (3.4.16), for every n ∈ N and t ∈ [0, T˘ ],
one gets
d
dt
‖∇v(j1)n ‖22 + ν‖∆v(j1)n ‖22 ≤
≤ c37
(‖D2vn‖22 + 1)‖∇v(j1)n ‖22 + c37 j1∑
r=1
(
j1
r
)
‖D2v(j1−r)n ‖22 + c37
≤ c37
(
c2,0 + 1
)
c1,j1 + c37
j1∑
r=1
(
j1
r
)
c2,j1−r + c37 =: c40.
So that
ν‖∆v(j1)n ‖22 ≤ −2
∫
Ω
∂t∇v(j1)n · ∇v(j1)n dx+ c40.
Using the Cauchy’s inequality and (3.4.9), for every n ∈ N and t ∈ [0, T˘ ], one
obtains
∀t ∈ [0, T˘ ], ‖∆v(j1)n ‖22 ≤
2
ν
∫
Ω
|∇v(j1+1)n ||∇v(j1)n |dx+
c40
ν
≤ 1
ν
‖∇v(j1+1)n ‖22 +
1
ν
‖∇v(j1)n ‖22 +
c40
ν
≤ 1
ν
c1,j1+1 +
1
ν
c1,j1 +
c40
ν
(using the result of Step 1).
Hence, (3.4.15) holds for j = j1.
− Results of induction.
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So that (3.4.15) is valid for 0 ≤ j ≤ i∗.
The proof of Step 2 is complete.
Step 3.(Step 3 of the proof of Lemma 3.4.2) Proving the assertions.
− From (3.4.8), (3.4.9), (3.4.15) and Lemma 3.3.3, it follows the assertion (3.4.7)-
(a).
− Recall that ‖∂jtvn‖L2(Ω×(0,T˘ )) =
∫ T˘
0
‖∂jtvn‖2L2(Ω)dt. So that, from the result of
assertion (3.4.7)-(a) , one gets the assertion (3.4.7)-(b).
− From (3.4.8), (3.4.9) and Lemma 3.3.3, it deduces the assertions (3.4.7)-(c)
and (3.4.7)-(d).
The proof of Lemma is complete. 
3.5. The existence and smoothness of solutions to Navier-Stokes systems
(NSΩ0 ) and (NS
Ω).
In this subsection, the convergence of a subsequence of (vn, qn)n will be proved,
where (vn, qn) is the solution to the systems (Sn)( the system at (3.3.1)). The limit
of this subsequence will be the solution (v, p) to the system (NSΩ0 )( the system at
(3.2.2)). Then, the existence of solutions to the system (NSΩ0 ) implies the existence
of solutions to the system (NSΩ) ( the system at (3.1.2)).
The result in the below statement will be very useful to prove the existence of a
classical solution to the system (NSΩ0 ) on the domain Ω×[0, T ].
Proposition 3.5.1. Let T˘ ∈ (0, T ], and (3.1.1) hold. Let (vn, pn) is the solution
to the system (Sn). Assume that there exists a sub-sequence of (vn)n, also denoted
by (vn)n, such that
− (∂jt vn)n is bounded in H2(Ω× (0, T˘ )) for 0 ≤ j ≤ i∗.
− (∂jt vn)n is bounded in the space C0([0, T˘ ];H2(Ω)), for 0 ≤ j ≤ i∗.
− (∂i∗+1t vn)n is bounded in H1(Ω× (0, T˘ )).
− (∂i∗+1t vn)n is bounded in the space C0([0, T˘ ];H1(Ω)).
Then, the system (NSΩ0 ) has a solution (v, p) having the following properties:
(i) ∂jt v ∈ L∞(0, T˘ ;Hi
∗−j(Ω)) for 0 ≤ j ≤ i∗.
(ii) v ∈ Hi∗(Ω×(0, T˘)) ∩Ci∗−3B (Ω×[0, T˘ ]).
(iii) ∂jt v ∈ V(Ω) for 0 ≤ j ≤ i∗, 0 ≤ t ≤ T˘ .
(iv) v ∈ C0([0, T˘ ];H1(Ω)) and there exists a subsequence
of (vn)n converging to v in C
0([0, T˘ ];H1(Ω)).
(v) v(j)(x, 0) = 0 for every x ∈ Ω, 0 ≤ j ≤ i∗ − 3,
and ‖v(j)(., 0)‖H1(Ω) = 0 for i∗ − 2 ≤ j ≤ i∗.
(vi) ∂jt p ∈ L∞(0, T˘ ;Hi
∗−1−j(Ω)) for 0 ≤ j ≤ i∗ − 1.
(vii) p ∈ Hi∗−1(Ω×(0, T˘ )) ∩ Ci∗−4(Ω×[0, T˘ ]).

(3.5.1)
Proof.
In this proof, ∂jt v, ∂
r
tβ are often written briefly by v
(j), β(r).
Step 1 Proving the existence of v.
• The existence of ∂jt v in H1(Ω×(0, T˘ )) for 0 ≤ j ≤ i∗.
Let QT := Ω×(0, T˘ ) ⊂ R4. By the Rellich- Kondrachov theorem ( see
[9]-VI-Theorem 6.2 ),
∀i ∈ N, Hi+1(QT ) →֒ Hi(QT ) is compact. (3.5.2)
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Observing that (vn)n is a sequence bounded in H
2(QT ) ( by the assump-
tion) for 0 ≤ j ≤ i∗, by (3.5.2) there exists a subsequence of (vn)n, also
denoted by (vn)n, such that this subsequence converges to a function v in
H
1(QT ) . Consider the sequence (∂
1
t vn)n corresponding to the subsequence
(vn)n. Since the sequence (∂
1
t vn)n is bounded in H
2(QT ) (by the assump-
tion), by (3.5.2) there exists a subsequence of the subsequence (vn)n, also
denoted by (vn)n, such that (∂
1
t vn)n converges in H
1(QT ) to a function,
which coincides with ∂1t v up to a set of measure zero. So that (∂
1
t vn)n
converges to ∂1t v in H
1(QT ).
In a similar way, using the assumption and (3.5.2 ) many times, we get
a subsequence (vn)n, still denoted by (vn)n, such that
(∂jtvn)n converges to ∂
j
t v in H
1(QT ) for 0 ≤ j ≤ i∗. (3.5.3)
Furthermore, since (∂jt vn(., t))n ∈ V(Ω), so that
∂
j
tv(., t) belongs to V(Ω) for every t ∈ [0, T˘ ], 0 ≤ j ≤ i∗. (3.5.4)
It implies the property (3.5.1)-(iii).
• The convergence of sequences (∂jt vn)n in C0([0, T˘ ];H1(Ω)) for 0 ≤ j ≤ i∗.
Let (vn)n be the subsequence at (3.5.3). From the assumption, the
subsequence (vn)n is bounded in the space L
∞(0, T˘ ;H2(Ω)), and the sub-
sequence (∂1t vn)n is bounded in the space L
∞(0, T˘ ;H1(Ω)). In the view of
Theorem 2.2.4, there exists a subsequence of (vn)n, still denoted by (vn)n,
such that this subsequence converges in C0([0, T˘ ];H1(Ω)) to a function,
which coincides with v up to a set of measure zero. So that
− (vn)n converges to v in the space L∞(0, T˘ ;H1(Ω)).
− (vn)n converges in the space C0([0, T˘ ];H1(Ω)) to a function,
in which coincides with v up to a set of measure zero.
(3.5.5)
Consider the subsequence (∂1t vn)n and (∂
2
t vn)n corresponding to the
subsequence (vn)n at (3.5.5). By the assumption, (∂
1
t vn)n is bounded in
the space L∞(0, T˘ ;H2(Ω)) and
(
∂2t vn
)
n
is bounded in L∞(0, T˘ ;H1(Ω)).
Applying Theorem 2.2.4, there exists a subsequence of (vn)n, still de-
noted by (vn)n such that the corresponding sequence (∂
1
t vn)n converges in
C0([0, T˘ ];H1(Ω)) to a function in C0([0, T˘ ];H1(Ω)), which coincides with
∂1t v up to a set of measure zero. So that
− (∂1t vn)n converges to ∂1t v in the space L∞(0, T˘ ;H1(Ω)).
− (∂1t vn)n converges in the space in the space C0([0, T˘ ];H1(Ω)) to ,
a function which coincides with ∂1t v up to a set of measure zero.
In a similar way, applying Theorem 2.2.4 many times, one obtains a subse-
quence (vn)n, still denoted by (vn)n, such that (3.5.3) holds and
− (∂jt vn)n converges to ∂jt v in the space L∞(0, T˘ ;H1(Ω))
for 0 ≤ j ≤ i∗.
− (∂jt vn)n converges in the space C0([0, T˘ ];H1(Ω))
to a function, which coincides with ∂jt v
up to a set of measure zero, for 0 ≤ j ≤ i∗.

(3.5.6)
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• The convergence of sequences (v[⋆j]n )n, (v[⋆j]n )n, (v[⋆j]n n)n.
− Consider the subsequence (vn)n in (3.5.6). Let 0 ≤ j1 ≤ i∗, 0 ≤ j2 ≤ i∗.
By the assumption, the sequence (∂j1t vn)n is bounded in L
∞(0, T˘ ;H2(Ω))
and (∇∂j2t vn)n is bounded in L∞(0, T˘ ;H1(Ω)), and so that the sequence
(∂j1t vn · ∇∂j2t vn)n is bounded in L∞(0, T˘ ;H1(Ω)) by Lemma 2.2.3. In the
view of Theorem 2.2.4, for 0 ≤ j1 ≤ i∗ − 1, 0 ≤ j2 ≤ i∗ − 1, there exists a
subsequence of (vn)n, still denoted by (vn)n, such that (∂
j1
t vn · ∇∂j2t vn)n
converges in C0([0, T˘ ];L2(Ω)) to a function, which coincides with ∂j1t v ·
∇∂j2t v up to a set of measure zero. Hence,
(∂j1t vn · ∇∂j2t vn)n converges to ∂j1t v · ∇∂j2t v
in L∞(0, T˘ ;L2(Ω)) for j1 ≤ i∗ − 1, j2 ≤ i∗ − 1. (3.5.7)
So that
(v[⋆j]n )n converges to v
[⋆j] in L∞(0, T˘ ;L2(Ω)) for 0 ≤ j ≤ i∗ − 1, (3.5.8)
where,
v[⋆j] :=
j∑
r=0
(
j
r
)[
∂rt v ·∇∂(j−r)t v+∂rtβ ·∇∂j−rt v+∂rt v ·∇∂j−rt β
]
, (3.5.9)
and
v[⋆j]n :=
j∑
r=0
(
j
r
)[
∂rt vn ·∇∂j−rt vn+∂rtβ ·∇∂j−rt vn+∂rt vn ·∇∂j−rt β
]
. (3.5.10)
− Let v[⋆j]n , v[⋆j], v[⋆j]n − v[⋆j] be the Leray projections of v[⋆j]n , v[⋆j],
v
[⋆j]
n − v[⋆j] on L2σ(Ω) respectively. By Lemma 2.2.5, one gets
‖v[⋆j]n − v[⋆j]‖22 = ‖v[⋆j]n − v[⋆j]‖22 ≤ ‖v[⋆j]n − v[⋆j]‖22 for 0 ≤ j ≤ i∗ − 1.
From this inequality and (3.5.8), it follows that
( v[⋆j]n )n converges to v
[⋆j] in L∞(0, T˘ ;L2(Ω)) for 0 ≤ j ≤ i∗ − 1. (3.5.11)
− Let v[⋆j]n n, v[⋆j]n be the orthogonal projections of v
[⋆j]
n , v[⋆j] onto
Hn(Ω) respectively. In view Lemma 2.2.5 and Definition 2.2.8, one gets
‖v[⋆j]n n − v
[⋆j]‖2 ≤ ‖v[⋆j]n n − v
[⋆j]
n‖2 + ‖v[⋆j]n − v[⋆j]‖2
≤ ‖v[⋆j]n − v[⋆j]n‖2 + ‖v
[⋆j]
n
− v[⋆j]‖2
≤ ‖v[⋆j]n − v[⋆j]‖2 + ‖v[⋆j] n − v
[⋆j]‖2.
Combining this inequality, (3.5.8), with the properties of Hn(Ω) at Defini-
tion 2.2.8, it deduces that
(v[⋆j]n n )n converges to v
[⋆j] in L∞(0, T ;L2(Ω)) for 0 ≤ j ≤ i∗ − 1.
(3.5.12)
• The convergence of sequences ( ∂jt qn )n
The relation at (3.3.2) yields
∂
j+1
t vn=ν∆∂
j
t vn − v[⋆j]n + ∂jt qn +∂jtθ for 0 ≤ j ≤ i∗ − 1. (3.5.13)
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Projecting this equation onto L2σ(Ω)\Hn, one has.
∂
j+1
t vn− ∂j+1t vnn= ν∆∂
j
t vn − ν∆∂jt vnn − v
[⋆j]
n + v
[⋆j]
n n
+
+ ∂jt qn − ∂jt qn n + ∂
j
tθ − ∂jt θ n,
where
·∂j+1t vn− ∂j+1t vnn= ∂
j+1
t vn − ∂j+1t vn = 0 ( by Lemma 3.3.3-(2)) ,
·∆∂jt vn −∆∂jt vnn = 0 ( by Lemma 3.3.3-(6)),
· ∂jt qn n = 0 ( by Lemma 3.3.3-(5)),
·(− v[⋆j]n + v[⋆j]n n) converges to (− v
[⋆j] + v[⋆j] ) = 0
in L∞(0, T˘ ;L2(Ω)) (by (3.5.11), (3.5.12)),
·( ∂jtθ − ∂jtθ n) = ( ∂
j
t θ − ∂jt θ
n
) converges to 0 in L∞(0, T˘ ;L2(Ω))
( see Definition 2.2.8).
So that
∂
j
t qn converges to 0 in L
∞(0, T˘ ;L2(Ω)) for 0 ≤ j ≤ i∗ − 1. (3.5.14)
• Proving v satisfies the first equation of (NSΩ0 )).
Projecting the equation (3.5.13) onto L2σ(Ω),
∂
j+1
t vn=ν ∆∂
j
t vn − v[⋆j]n + ∂jt qn + ∂jt θ . (3.5.15)
So that for every n,m ∈ N, for 0 ≤ j ≤ i∗, 0 ≤ t ≤ T ,
∆∂jtvn = ν
−1
[
∂
j+1
t vn+ v
[⋆j]
n − ∂jt qn − ∂jt θ
]
, (3.5.16)
and ∆∂jtvm = ν
−1
[
∂
j+1
t vm+ v
[⋆j]
m − ∂jt qm − ∂jt θ
]
. (3.5.17)
Subtracting the equation (3.5.17) from the equation (3.5.16), it deduces
∆(∂jtvn − ∂jtvm)=
=
1
ν
[
(∂j+1t vn− ∂j+1t vm) + (v[⋆j]n − v[⋆j]m )− (∂jt qn − ∂jt qm)
]
,
where ∂jtvn−∂jtvm ∈ V(Ω) by Lemma 3.3.3-(2). From (2.2.17), there exists
a constant c2 such that ‖∂jtvn − ∂jtvm‖H2(Ω) ≤ c2‖∆(∂jtvn − ∂jtvm)‖L2(Ω).
Hence,
‖∂jtvn − ∂jtvm‖H2(Ω) ≤
≤ c3‖(∂j+1t vn− ∂j+1t vm) + (v[⋆j]n − v[⋆j]m )− (∂jt qn − ∂jt qm)‖L2(Ω)
≤c3
[
‖∂j+1t vn− ∂j+1t vm‖L2(Ω)+‖v[⋆j]n − v[⋆j]m ‖L2(Ω)+‖∂jtqn − ∂jt qm‖L2(Ω)
]
.
For 0 ≤ j ≤ i∗ − 1, (∂j+1t vn)n, (v[⋆j]n )n, (∂jt qn)n are convergent sequences
in L∞(0, T˘ ;L2(Ω)) by (3.5.6), (3.5.8) and (3.5.14). Therefore, (∂jtvn)n is a
Cauchy sequence in L∞(0, T ;H2(Ω)), and so that
(∂jtvn)n converges to ∂
j
tv in L
∞(0, T˘ ;H2(Ω)) for 0 ≤ j ≤ i∗ − 1. (3.5.18)
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Then, for 0 ≤ j ≤ i∗ − 1,
(∆∂jtvn)n converges to ∆∂
j
tv in L
∞(0, T˘ ;L2(Ω)), (3.5.19)
since ‖∆∂jtvn −∆∂jtv‖2 ≤ ‖∆∂jtvn −∆∂jtv‖2 ≤ ‖∂jtvn − ∂jtv‖H2(Ω).
For 0 ≤ j ≤ i∗ − 1, from the convergences at (3.5.6), (3.5.19), (3.5.11),
(3.5.14), and the equation (3.5.15), passing to limit as n→∞, one has
‖∂j+1t v−ν ∆∂jt v + v[⋆j] − ∂jt θ ‖L2(Ω) = 0,
where
[
∂
j+1
t v−ν ∆∂jt v+ v[⋆j] − ∂jt θ
]
is the Lerray projection on L2σ(Ω)
of
[
∂
j+1
t v−ν∆∂jtv + v[⋆j] − ∂jtθ
]
.
For j = 0, there exists pj ∈ L∞(0, T˘ ;H1(Ω)) such that
∂tv − ν∆v + v ·∇v+β · ∇v+v ·∇β −θ +∇p = 0. (3.5.20)
Obviously, for 1 ≤ j ≤ i∗ − 1, there exists pj ∈ L∞(0, T˘ ;H1(Ω)) such that
pj = p
(j) and
∂
j+1
t v− ν∆∂jt v + v[⋆j] − ∂jtθ = −∇p(j). (3.5.21)
Step 2. Proving ∂jt v ∈ L∞(0, T˘ ;Hi
∗−j(Ω)) ( the property (3.5.1)-(i)) in Proposi-
tion 3.5.1)
In this step, the following property will be proved by an induction on s:
∂
j
t v ∈ L∞(0, T˘ ;Hs(Ω)) for 0 ≤ s ≤ i∗, 0 ≤ j ≤ i∗ − s, (3.5.22)
− At first, observing that (3.5.22) holds for s = 0, 1 by (3.5.6)), and (3.5.22) also
holds for s = 2 by (3.5.18)
− Assume by an induction on s that (3.5.22) holds for 0 ≤ s ≤ s¯ for some s¯
satisfying 2 < s¯ < i∗. Then we have
∂
j
t v ∈ L∞(0, T˘ ;Hs¯(Ω)) for 0 ≤ j ≤ i∗ − s¯. (3.5.23)
− Now let us show that
∂
j
t v ∈ L∞(0, T˘ ;Hs¯+1(Ω)) for 0 ≤ j ≤ i∗ − (s¯+ 1).
Let j be an integer number satisfying 0 ≤ j ≤ i∗ − s¯− 1.
From (3.5.21) and (3.5.9), it deduces
∆∂jt v −∇
pj
ν
=
= 1ν ∂
j+1
t v+
1
ν
j∑
r=0
(
j
r
)[
v(r) ·∇v(j−r)+β(r)·∇v(j−r)+v(r)·∇β(j−r)
]
︸ ︷︷ ︸
v[⋆j]
− 1ν ∂jtθ,
(3.5.24)
where ∂jtv(., t) ∈ V(Ω)( by (3.5.4).
This is a Stokes problem, with Dirichlet boundary conditions ( see Lemma 2.2.7).
Observing that the data
[ 1
ν
∂
j+1
t v + v
[⋆j] − 1
ν
∂
j
tθ
]
on the right-hand side belongs
to L∞(0, T˘ ;Hs¯−1(Ω)) by the following fact:
(a) ∂j+1t v ∈ L∞(0, T˘ ;Hs¯(Ω)) (using (3.5.23) and the fact that 0 ≤ j + 1 ≤
i∗ − s¯).
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(b) For 0 ≤ r ≤ j, v(r),v(j−r) ∈ L∞(0, T˘ ;Hs¯(Ω)) (due to (3.5.23) and the fact
that 0 ≤ r ≤ j < i∗ − s¯, 0 ≤ j − r ≤ j < i∗ − s¯).
(c) For 0 ≤ r ≤ j, v(r) ·∇v(j−r) ∈ L∞(0, T˘ ;Hs¯−1(Ω)) because of Lemma 2.2.3
and the fact that v(r) ∈ L∞(0, T˘ ;Hs¯(Ω)), ∇v(j−r) ∈ L∞(0, T˘ ;Hs¯−1(Ω))
(by the result (b) above).
(d) β(r) · ∇v(j−r) ∈ L∞(0, T˘ ;Hs¯−1(Ω)) because of Lemma 2.2.3 and the fact
that β(r) ∈ L∞(0, T˘ ;Hi∗(Ω)) (by (3.2.4)), ∇v(j−r) ∈ L∞(0, T˘ ;Hs¯−1(Ω))
(by the result (b) above).
(e) v(r) ·∇β(j−r) ∈ L∞(0, T˘ ;Hs¯(Ω)) because of Lemma 2.2.3 and the fact that
∇β(j−r) ∈ L∞(0, T˘ ;Hi∗(Ω))(using (3.2.4)), v(r) ∈ L∞(0, T˘ ;Hs¯(Ω))(using
the result (b) above) .
(f) ∂jtθ ∈ L∞(0, T˘ ;Hs¯(Ω)) because of (3.2.5) and the fact that s¯ < i∗.
Applying Lemma 2.2.7 (the regularity for Stoke operator) for the equation (3.5.24),
it follows that ∂jt v ∈ L∞(0, T˘ ;Hs¯+1(Ω)).
So that (3.5.22) holds for s = s¯+ 1.
The proof by induction for (3.5.22) is complete. It implies the property (i) at
(3.5.1)
Step 3. Proving the properties (3.5.1)-(ii) in Proposition 3.5.1.
From the result (3.5.22) of Step 2, obviously one has
v ∈ Hi∗(Ω×(0, T˘)) (3.5.25)
Because there is an embedding Hi
∗
(Ω×(0, T˘ )) →֒ Ci∗−3B (Ω×(0, T˘ )) ( [9]-Theorem
5.4-Case C), after possibly being redefined on a set of measure zero, one obtains
v ∈ Ci∗−3B (Ω× (0, T˘ )). (3.5.26)
Step 4. Proving the properties (3.5.1)-(iv), (v) in Proposition 3.5.1.
− Using the property (3.5.26), (3.5.22) and the embedding in Theorem 2.2.4,
v(., 0) and v(., T˘ ) are defined and
v(j) ∈ C0([0, T˘ ];Hi∗−1−j(Ω)) for j ≤ i∗ − 1. (3.5.27)
By (3.5.6) and (3.5.27), (vn)n converges to v in the space C
0([0, T˘ ];H1(Ω)). The
properties (3.5.1)-(iv) is proved.
− By (3.5.27) and the embedding Hi∗−1−j(Ω) →֒ Ci∗−3−jB (Ω), after possibly
being redefined on sets of measure zero, one obtains
v(j)(., 0),vj)(., T˘ ) ∈ Ci∗−3−jB (Ω)) for j ≤ i∗ − 3. (3.5.28)
Besides, by (3.5.6) and (3.5.27), (v
(j)
n (., 0))n converges to v
(j)(., 0) in H1(Ω),
where v
(j)
n (., 0) = 0 (the initial data of the system (Sn)) for every n. It implies the
property the properties (3.5.1)-(v) of v.
Step 5. Proving the properties (3.5.1)-(vi),(vii) in Proposition 3.5.1.
Rewrite the equation (3.5.20)
∂tv +∇p = ν∆v − v ·∇v−β · ∇v−v ·∇β +θ. (3.5.29)
This equation also has the form of the Stokes equation as in Lemma 2.2.7.
From the properties (3.5.1)-(i)- (3.5.1)-(v) of v, it implies the properties (3.5.1)-
(vi)- (3.5.1-(vii) of p.
Step 6. Proving that (v, p) in above steps is a classical solution.
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From this equation, (3.5.20), properties (3.5.1)-(i)- (3.5.1)-(vii) , it deduce that
(v, p) is a classical solution to the Navier-Stokes system (NSΩ0 ).
The proof of Proposition 3.5.1 is complete. 
The existence of classical solutions to the system (NSΩ0 ) (at (3.2.2)) is as in the
following statement.
Theorem 3.5.2. (Solutions to the system (NSΩ0 ) )
Let (3.1.1) holds.
Consider the Navier-Stokes system (NSΩ0 ) in the domain Ω× [0, T ]. Then, we
have
(1) There are only two possible ways for the solution to the Navier-Stokes sys-
tem (NSΩ0 ) as follows.
(a) The system (NSΩ0 ) has a classical solution (v, p) on Ω× [0, T ].
(b) There exists Tmax ∈ (0, T ] such that the system (NSΩ0 ) has a classical
solution (v, p) on Ω× [0, Tmax), and ‖∇v(., t)‖L2(Ω) blows up at Tmax.
(2) Let T˘ = T for the case (a), and T˘ ∈ (0, Tmax) for the case (b). Then,
− ∂jt v ∈ L∞(0, T˘ ;Hi
∗−j(Ω)) for 0 ≤ j ≤ i∗.
− v ∈ Hi∗(Ω×(0, T˘ )) ∩Ci∗−3B (Ω×(0, T˘ )).
− ∂jt v ∈ V(Ω) for 0 ≤ j ≤ i∗, 0 ≤ t ≤ T˘ .
− v ∈ C0([0, T˘ ];H1(Ω)) and there exists a subsequence
of (vn)n converging to v in C
0([0, T˘ ];H1(Ω)).
− v(j)(x, 0) = 0 for every x ∈ Ω, 0 ≤ j ≤ i∗ − 3,
and ‖v(j)(., 0)‖H1(Ω) = 0 for i∗ − 2 ≤ j ≤ i∗,
− ∂jt p ∈ L∞(0, T˘ ;Hi
∗−1−j(Ω)) for 0 ≤ j ≤ i∗ − 1.
− p ∈ Hi∗−1(Ω×(0, T˘)) ∩ Ci∗−4(Ω×(0, T˘ )).
(3.5.30)
(3) Further, the existence of v is unique and the existence of p is unique apart
from a constant.
Proof.
−Step 1. Proving the existence of a solution to the system (NSΩ0 ) on a time
domain (0, To).
From Lemma 3.4.1 and Lemma 3.4.2, it follows that there exists To ∈ (0, T )
such that the sequence ((vn, pn))n of solutions to systems (Sn)n has the following
properties on the time domain [0, To]:
. (∂jt vn)n is bounded in H
2(Ω× (0, To)) for 0 ≤ j ≤ i∗.
. (∂jt vn)n is bounded in the space C
0([0, To];H
2(Ω)), for 0 ≤ j ≤ i∗.
. (∂i
∗+1
t vn)n is bounded in H
1(Ω× (0, To)).
. (∂i
∗+1
t vn)n is bounded in the space C
0([0, To];H
1(Ω)).
In the view of Proposition 3.5.1, the system (NSΩ0 ) has a solution (v, p) satisfying
the following properties
. ∂
j
t v ∈ L∞(0, To;Hi
∗−j(Ω)) for 0 ≤ j ≤ i∗.
. v ∈ C0([0, T ];H1(Ω)) and there exists a subsequence
of (vn)n converging to v in C
0([0, To];H
1(Ω)).
 (3.5.31)
−Step 2. Extension of the time domain.
In a view of (3.5.31), there exists a subsequence of (vn)n, still denoted by
(vn)n, converging to v in C
0([0, To];H
1(Ω)). Then, (∇vn)n converges to ∇v in
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C0([0, To];L
2(Ω)). There exists a subsequence of (vn)n, still denoted by (vn)n,
such that
∀n ∈ N, ∀t ∈ [0, To], ‖∇vn(., t)‖22 ≤ ‖∇v(., t)‖22 + 1
≤ max
0≤t≤To
‖∇v(., t)‖22 + 1.
where ‖.‖2 means the norm in L2(Ω).
By Lemma 3.4.1, the sequence ( max
t∈[0,T1]
‖∇vn(., t)‖2)n will be bounded, where
T1 := min{To + r(‖∇v(., To)‖22 + 2)−2, T }
Applying again Lemma 3.4.2 and Proposition 3.5.1, the system (NSΩ0 ) has a solution
(v, p) satisfying the properties (3.5.31) on the time domain (0, T1) instead of (0, To).
Hence, the time domain for the solution is extended from (0, To) into (0, T1).
Repeating this procedure, one obtains an increasing sequence (Tm)m. There are
only two possible cases for (Tm)m as follows:
. The first case: There exists m1 ∈ N such that Tm1 = T . Then ‖∇v‖L2(Ω)
is defined on [0, T].
. The second case: The limit of Tm as m → +∞ is Tmax < T . Then,
‖∇v‖L2(Ω) blows up at Tmax.
It implies the assertion(1).
Then, applying Lemma 3.4.2 and Proposition 3.5.1, one gets the assertion (2).
− Step 3. Proving the uniqueness of solution.
Let (v1, p1), (v2, p2) be solutions of the system (NS
Ω
0 ) on Ω×[0, T˘ ]. Then, these
solutions has the properties as in two first assertions.
These solutions satisfy the equation at (3.2.2), so that{
∂tv1 − ν∆v1 = −v1 ·∇v1 − β ·∇v1 − v1 ·∇β −∇p1 + θ,
∂tv2 − ν∆v2 = −v2 ·∇v2 − β ·∇v2 − v2 ·∇β −∇p2 + θ. (3.5.32)
Let w := v2 − v1. Then w ∈ L2σ(Ω).
Subtracting the second equation from the first equation, then taking the inner
product this result with w and using∫
Ω
∇(p2− p1)·wdx = 0 by Lemma 2.2.5),
one gets∫
Ω
∂tw ·wdx− ν
∫
Ω
∆w ·wdx =
∫
Ω
(w ·∇v1) ·w dx+
∫
Ω
(v2 · ∇w) ·w dx︸ ︷︷ ︸
(γ1)
+
+
∫
Ω
(β ·∇w) ·w dx︸ ︷︷ ︸
(γ2)
+
∫
Ω
(w ·∇β) ·wdx,
where γ1 = 0 and γ2 = 0 by (2.2.10). Using the Ho¨lder inequality,the Gagliardo-
Nirenberg inequality and the Young inequality, for t ∈ [0, T˘ ], one gets
d
dt
‖w‖22 + 2ν‖∇w‖22 ≤ 2‖∇v1‖2‖w‖24 + 2‖∇β‖2‖w‖24
d
dt
‖w‖22 + 2ν‖∇w‖22 ≤ 2(‖∇v1‖2 + ‖∇β‖2)‖w‖
1
2
2 ‖∇w‖
3
2
2 .
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d
dt
‖w‖22 + 2ν‖∇w‖22 ≤ c1(‖∇v1‖2 + ‖∇β‖2)4‖w‖22 + 2ν‖∇w‖22
d
dt
‖w‖22 ≤ c2‖w‖22.
This is a Gronwall’s inequality, so that
∀t ∈ [0, T ],
∫
Ω
|w(x, t)|2dx ≤ e(2c1+2c2)t
∫
Ω
|w(x, 0)|2dx = 0,
where w(., 0) = v1(., 0)− v2(., 0) = 0 on Ω.
From this property and the fact that w is continuous on Ω × [0, T ], it deduces
w vanishes on Ω× [0, T ]. So that v1 = v2 on Ω× [0, T ). Hence, the existence of v
is unique.
From (3.5.32) and the uniqueness of v, one gets ∇p1 = ∇p2, and then ∇(p1 −
p2) = 0. Combining this property with the fact (p1 − p2) ∈ C1(Ω × [0, T˘ ]) yields
that p1 − p2 is a constant on Ω× [0, T˘ ]. It implies the assertion (3).
The proof is complete. 
The relation between the solution (v, p) to the system (NSΩ0 ) (at (3.2.2)) and
the solution (u, p) to the system (NSΩ) (at (3.1.2)) is u = v + β, where β is a
given data. So that the existence of (u, p) in the following statement is similar to
the property of v in Theorem 3.5.2
Theorem 3.5.3. (Solutions to the system (NSΩ) on Ω×[0, T ])
Let (3.1.1) holds.
Consider the Navier-Stokes system (NSΩ) in the domain Ω× [0, T ]. Then, we
have
(1) There are only two possible ways for the solution to the Navier-Stokes sys-
tem (NSΩ) as follows.
(a) The system (NSΩ) has a classical solution (u, p) on Ω× [0, T ].
(b) There exists Tmax ∈ (0, T ] such that the system (NSΩ) has a classical
solution (u, p) on Ω× [0, Tmax), and ‖∇u(., t)‖L2(Ω) blows up at Tmax.
(2) Let T˘ = T for the case (a), and T˘ ∈ (0, Tmax) for the case (b). Then,
− ∂jtu ∈ L∞(0, T˘ ;Hi
∗−j(Ω)) for 0 ≤ j ≤ i∗.
− u ∈ Hi∗(Ω×(0, T˘ )) ∩Ci∗−3B (Ω×(0, T˘ )).
− u ∈ C0([0, T˘ ];H1(Ω)).
− ∂jt p ∈ L∞(0, T˘ ;Hi
∗−1−j(Ω)) for 0 ≤ j ≤ i∗ − 1,
− p ∈ Hi∗−1(Ω×(0, T˘ )) ∩ Ci∗−4(Ω×(0, T˘ )).
(3.5.33)
(3) The existence of u is unique and the existence of p is unique apart from a
constant.
Proof.
Consider the system (NSΩ) (at (3.1.2)). Let (NSΩ0 ) be the system corresponding
to the system (NSΩ).
Observing that the system (NSΩ0 ) has a solution (v, p) having properties as in
Theorem 3.5.2. Set
u := v + β, where θ is as at (3.2.1). (3.5.34)
Substituting u− β for v in the problem (NSΩ0 ), one gets
∂t(u− β)− ν∆(u− β) = −(u− β)·∇(u− β)− β ·∇(u− β)−
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− (u− β)·∇β −∇p− ∂tβ + ν∆β − β ·∇β + f
∂
∂t
u− ν∆u = −u·∇u−∇p+ f
So that u satisfies the first equation of the system (NSΩ). By (3.2.4) and Theorem
3.5.2, u(x, 0) = v(x, 0)+β(x, 0) = 0+uo(x) = uo(x), so that u satisfies the initial
condition. Further, u ∈ L2σ(Ω) since v ∈ V ⊂ L2σ(Ω) and β ∈ L2σ(Ω).
Hence, (u, p) is a solution to the system (NSΩ).
Combining (3.5.34) with the properties of (v, p) in Theorem 3.5.2 yields the
properties of (u, p) as in the assertions.
The proof is complete. 
The existence anf regularity of solutions to the Navier-Stokes system (NSΩ) (at
(3.1.2)) on the time domain [0,+∞) is as the statement below.
Theorem 3.5.4. (Solutions to the system (NSΩ) on Ω×[0, Tmax))
Let i∗ ∈ N and i∗ > 5. Let Ω be is a bounded C3i∗+7- domain in R3. Assume
that
• Dα∂
j
t f ∈ C0B(Ω×[0,+∞)) ∩ L2(Ω×[0,+∞))
for 0 ≤ j ≤ i∗ + 1, |α| ≤ 3i∗ + 5− j.
• Dα∂
j
t f ∈ C0
(
[0, T ];H3i
∗+5−j−|α|(Ω)
)
for every 0 ≤ j ≤ i∗ + 1, |α| ≤ 3i∗ + 5− j, T > 0.
• sup
t≥0
‖Dα∂jtu‖L2(Ω) < +∞, for j ≤ i∗ + 1, |α| ≤ 3i∗ + 5− j.
• uo ∈ C3i
∗+5
B (Ω).
• uo ∈ L2σ(Ω).
(3.5.35)
Consider the Navier-Stokes system (NSΩ) (at (3.1.2)). Then, we have
(1) The Navier-Stokes system (NSΩ) has a classical mooth solution (u, p) on
the maximal-time interval [0, Tmax) and
(u, p) ∈ Ci∗−3(Ω× [0, Tmax))× Ci
∗−4(Ω× [0, Tmax)).
(2) For the case Tmax < +∞, ‖∇u(., t)‖L2(Ω) blows up at Tmax.
(3) The existence of u is unique and the existence of p is unique apart from a
constant.
(4) For every T˘ ∈ (0, Tmax),
− u ∈ Hi∗(Ω×(0, T˘ )) ∩Ci∗−3B (Ω×(0, T˘ )).
− ∂jtu ∈ L∞(0, T˘ ;Hi
∗−j(Ω)) for 0 ≤ j ≤ i∗.
− u ∈ C0([0, T˘ ];H1(Ω)).
− p ∈ Hi∗−1(Ω×(0, T˘)) ∩ Ci∗−4(Ω×(0, T˘ )).
− ∂jt p ∈ L∞(0, T˘ ;Hi
∗−1−j(Ω)
)
for 0 ≤ j ≤ i∗ − 1.
Proof.
Let f , uo satisfy (3.5.35). Consider the Navier-Stokes system (NS
Ω) (at (3.1.2))
on the domain Ω×[0,+∞).
From Theorem 3.5.3, there are only two possible cases for the time interval as
follows:
(1) There exist Tmax ∈ (0,+∞) such that ‖∇u(., t)‖L2(Ω) blows up at Tmax.
From the uniqueness of the solution in Theorem 3.5.3, it deduces the
uniqueness of Tmax. The properties of the solution on Ω× [0, Tmax) are as
in the Theorem 3.5.3.
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(2) ‖∇u(., t)‖L2(Ω) does not blow up at every t ∈ [0,+∞).
Then, the maximal-time interval is [0,+∞), and Tmax is considered to
be +∞. An additional condition for the system is
p(xo, 0) = co,
where co be an arbitrary constant, and xo be a point in Ω.
By Theorem 3.5.3, the Navier-Stokes system (NSΩ) will have an unique
solution (uT , pT ) on Ω×[0, T ) for any T > 0.
Put u(x, t) := limT→+∞uT (x, t), for (x, t) ∈ Ω×[0,+∞),p(x, t) := lim
T→+∞
pT (x, t), for (x, t) ∈ Ω×[0,+∞).
The uniqueness of the solution ( see Theorem 3.5.3) yields that (u(x, t), p(x, t))
is well defined. Then, for (x, t) ∈ Ω× (0,+∞), u(x, t) = uT (x, t) and
p(x, t) = pT (x, t) as T > t. Obviously, (u, p) is the solution to the system
(NSΩ) on Ω×(0,+∞) and this solution is unique. Since the value of co
is arbitrary, the existence of p is unique apart from a constant. Further,
for every T < +∞, the properties of the solution on Ω × [0, T ] are as in
Theorem 3.5.3.
It follows the assertions.

The existence and smoothness of solutions to the Navier-Stokes system (NSΩ)
(at (3.1.2)) on the time domain [0,+∞) is as the below statement.
Theorem 3.5.5. ( Solutions in C∞(Ω×[0, Tmax))
Let Ω be is a bounded C∞- domain in R3. Assume that
• Dα∂
j
t f ∈ C0B(Ω×[0,+∞)) ∩ L2(Ω×[0,+∞))
for every j ≥ 0, α.
• Dα∂
j
t f ∈ C0
(
[0, T ];H∞(Ω)
)
for every j ≥ 0, α, T > 0.
• sup
t≥0
‖Dα∂jtu‖L2(Ω) < +∞, for every j ≥ 0, α.
• uo ∈ C∞B (Ω).
• uo ∈ L2σ(Ω).
(3.5.36)
Consider the Navier-Stokes system (NSΩ) (at (3.1.2)). Then, we have
(1) The Navier-Stokes system (NSΩ) has a smooth solution (u, p) on the maximal-
time interval [0, Tmax), that is,
(u, p) ∈ C∞(Ω× [0, Tmax))× C∞(Ω× [0, Tmax)).
(2) For the case Tmax < +∞, ‖∇u(., t)‖L2(Ω) blows up at Tmax.
(3) The existence of u is unique and the existence of p is unique apart from a
constant.
(4) For every T˘ ∈ (0, Tmax),
− u ∈ H∞(Ω×(0, T˘)) ∩C∞B (Ω×(0, T˘ )).
− ∂jtu ∈ C0([0, T˘ ];H∞(Ω)) for every j ≥ 0.
− p ∈ H∞(Ω×(0, T˘ )) ∩ C∞(Ω×(0, T˘ )).
− ∂jt p ∈ L∞(0, T˘ ;H∞(Ω)
)
for every j ≥ 0.
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Proof. From the previous theorem (Theorem 3.5.4), it implies assertions of this
theorem. 
4. Navier-Stokes systems (NSR
3
) in whole space R3
4.1. Data for Navier-Stokes systems (NSR
3
).
In this section, the Navier-Stokes system on whole space R3 will be investigated.
Let T ∈ (0,+∞), i∗ ∈ N and i∗ > 11. The properties of data f , uo below are
corresponding to the properties at (3.1.1).
• f ∈ C3i∗+8B (R3×[0, T ]) ∩H3i
∗+8(R3×[0, T ]).
• ∂
j
t f ∈ C0
(
[0, T ];H3i
∗+8−j(R3)
)
for 0 ≤ j ≤ i∗ + 2.
• uo ∈ C3i
∗+5
B (R
3) ∩H3i∗+7(R3).
• divuo = 0.
(4.1.1)
The Navier-Stokes system for unknown (u, p) is as follows
(NSR
3
)

∂
∂t
u− ν∆u = −u·∇u−∇p+ f ,
u(x, 0) = uo(x),
divu(x, t) = 0,
(4.1.2)
where x ∈ R3, t ∈ [0, T ].
The Navier-Stokes system on whole R3 will be approximated to systems on
bounded domains. Firstly, f and uo are approximated to sequences (fn)n, (uon)n
as in the following statement.
Lemma 4.1.1.
Let f , uo satisfy (4.1.1). Then, there exist sequences (rn)n, (uon)n, (fn)n
having the following properties
(1) r1 > 1, rn+1 > rn + 1 for every n ∈ N.
(2) (uon)n belongs to C
3i∗+5
B (Ωn) ∩ H3i
∗+7(Ωn) ∩ L2σ(Ωn) and the sequence
(‖uon‖H3i∗+7(Ωn))n is bounded, where Ωn := {x ∈ R3 : |x| < rn}.
(3) lim
n→∞
uon(x) = uo(x), ∀x ∈ R3.
(4) supp(fn) ⊂ Ωn for every n ∈ N.
(5) (fn)n belongs to C
3i∗+8
B (R
3× [0, T ]) and H3i∗+8(R3×(0, T )), and this se-
quence is bounded in these two spaces.
(6) (∂jt fn)n belongs to C
0
(
[0, T ];H3i
∗+6−j(R3)
)
for 0 ≤ j ≤ i∗ + 2, and this
sequence is bounded in this space.
(7) (fn)n converges to f in the space C
3i∗+5
B (R
3× [0, T ]), and in the space
H
3i∗+7(R3×(0, T )).
(8) (∂jt fn)n converges to ∂
j
t f in the space C
0
(
[0, T ];H3i
∗+7−j(R3)
)
for 0 ≤ j ≤
i∗ + 1.
Proof.
• Constructing rn and uno.
In the view of the properties of the Sobolev space ( see [9]-Chapter 3 ),
there exists a sequence (u∗on)n such that
(u∗on)n belongs to C
∞
o (R
3) and converges to uo in H
3i∗+7(R3). (4.1.3)
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So that (u∗on)n is bounded in the space H
3i∗+7(R3). Since H3i
∗+7(R3) →֒
C3i
∗+5
B (R
3) is compact (see[9]-Rellich-Kondrachov VI-Theorem 6.2), there
exists a subsequence of (u∗on)n, still denoted by (u
∗
on)n, such that
(u∗on)n converges to uo in the space C
3i∗+5
B (R
3) (4.1.4)
Choose an integer r1 > 1 such that Ω1 := {x ∈ R3 : |x| < r1} ⊃
supp(u∗o1). Choose an integer r2 enough large such that r2 > r1 + 1 and
Ω2 := {x ∈ R3 : |x| < r2} ⊃ supp(u∗o2). Repeating this argument, one gets
a sequence of positive integer (rn)n having the following properties:
− r1 > 1, rn+1 > rn + 1, for every n ∈ N.
− Ωn ⊃ supp(u∗on) for every n ∈ N,
where Ωn := {x ∈ R3 : |x| < rn}.
(4.1.5)
In the view of Lemma 2.2.5, for each n ∈ N, u∗on can be decomposed as
u∗on = uon +∇g∗on, on Ωn. (4.1.6)
where uon is the Leray projection of u
∗
on on L
2
σ(Ωn).
From the function uon, which is defined only on the bounded domain
Ωn, a function R
3 → R is build as follows
u˜on :=
{
ηrnuon for x ∈ Ωn, with ηrn as in Lemma 2.2.11.
0 for x 6∈ Ωn, (4.1.7)
From (4.1.3) an Lemma 2.2.5, it follows that the sequence (uon)n is
bounded in H3i
∗+7(Ωn). By H
3i∗+7(Ωn) →֒ C3i
∗+5
B (Ωn), after a redefinition
on a set of measure zero in Ωn, uon belongs to C
3i∗+5
B (Ωn), for each n ∈ N.
Besides, the sequence (ηrn)n is in C
∞
B (R
3) ∩H∞(R3)( see Lemma 2.2.11).
So that
(u˜on)n is in C
3i∗+5
B (R
3) and bounded in H3i
∗+7(R3). (4.1.8)
Since the embeddings H3i
∗+7(R3) →֒ C3i∗+5B (R3) is compact, there exists
w∈ C3i∗+5B (R3) and a subsequence of (u˜on)n, still denoted by (u˜on)n, such
that
(u˜on)n converges to w in C
3i∗+5
B (R
3). (4.1.9)
From this convergence and the fact that (u˜on)n belongs to C
3i∗+5
B (R
3), it
implies the pointwise convergence as follows:
. ∀x ∈ R3,w(x) = lim
n→∞
u˜on,
. ∀x ∈ R3, divw(x) = lim
n→∞
div u˜on(x).
}
(4.1.10)
Considering the subsequence (u˜on)n at (4.1.9), and using the compact em-
bedding H3i
∗+7(R3) →֒ H3i∗+6(R3), there exists a subsequence of (u˜on)n,
which still is denoted by (u˜on)n, such that
(u˜on)n converges to w in H
3i∗+6(R3)). (4.1.11)
− Consider the subsequence of (g∗on)n corresponding to the subsequence
(u˜on)n at (4.1.11). This subsequence is still denoted by (g
∗
on)n, and the
corresponding subsequence of (rn)n still is denoted by (rn)n. From each
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function g∗on, which is defined only on a bounded domain Ωn, a function
R
3 → R is build as follows
g˜∗on :=
{
ηrng
∗
on for x ∈ Ωn,
0 for x 6∈ Ωn, (4.1.12)
From (4.1.3) an Lemma 2.2.5, the sequence (g∗on)n is bounded inH
3i∗+7(Ωn).
After a redefinition on a set of measure zero in Ωn, gon belongs to C
3i∗+5
B (Ωn),
for each n ∈ N. So that —4s36
(g˜∗on)n is in C
3i∗+5
B (R
3) and bounded in H3i
∗+7(R3). (4.1.13)
Using the compact embedding H3i
∗+7(R3) →֒ C3i∗+5B (R3), there exist g∗o ∈
C3i
∗+5
B (R
n) and a subsequence of (g˜∗on)n, still denoted by (g˜
∗
on)n, such that
(g˜∗on)n converges to g
∗
o in C
3i∗+5
B (R
3).
Combining this convergence with (4.1.13) yields the pointwise convergence
lim
n→∞
∇g˜∗on(x) = ∇g∗o(x), ∀x ∈ R3. (4.1.14)
− Now, let us prove that g∗o(x) = 0 for all x ∈ R3.
Let x be arbitrary in R3. There exists no such that rno > 2|x|. Then,
by (4.1.7) and Lemma 2.2.11, u˜on(x) = uon(x) and g˜
∗
on(x) = g
∗
on(x) for
every n > no. Substituting uon(x) for u˜on(x) into (4.1.10), substituting
g∗on(x) for g˜
∗
on(x) into (4.1.14), and using the fact that divuon = 0 ( since
uon ∈ L2σ(Ωn)), one gets
. w(x) = lim
n→∞
uon(x),
. divw(x) = lim
n→∞
divuon(x) = 0,
. ∇g∗o(x) = limn→∞∇g
∗
on(x),
 (4.1.15)
Letting n→ +∞ in the equality (4.1.6), and using (4.1.15), one gets
uo(x) = w(x) +∇g∗o(x) and divw(x) = 0.
Hence,
uo = w +∇g∗o , and divw = 0 on R3
From this relation with the fact that uo ∈ L2σ(R3) ( by the assumption
(4.1.1)), it follows that w = uo and ∇g∗o = 0 on R3, due to Lemma 2.2.5.
Combining this fact, (4.1.11), (4.1.10), and (4.1.9) yields
. (u˜on)n converges to uo in (C
3i∗+5
B (R
3))3,
. (u˜on)n converges to uo in (H
3i∗+6(R3))3,
. lim
n→∞
uon = uo(x), ∀x ∈ R3.
 (4.1.16)
• Constructing fn.
Consider the subsequence (rn)n corresponding to the subsequence (u˜on)n
at (4.1.16).
Let fn be defined as follows
fn := ηrnf for x ∈ R3. (4.1.17)
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By the properties of ηrn at Lemma 2.2.11 and properties of f ( at as-
sumptions (4.1.1)), it deduces some properties of fn as follows:
. supp(fn) ⊂ Ωn
. (fn)n is bounded in the space H
3i∗+8(R3×(0, T ))
and belongs to C3i
∗+8
B (R
3×(0, T )).
. (∂jt fn)n is bounded in C
0([0, T ];H3i
∗+8−j(Ω)),
for 0 ≤ j ≤ i∗ + 2.
(4.1.18)
Since the embeddings H3i
∗+8(R3×(0, T )) →֒ C3i∗+5B (R3×(0, T )) is compact
(see[9]- Rellich-Kondrachov VI-Theorem 6.2), there exists a subsequence of
(fn)n, still denoted by (fn)n, and f
∗ ∈ C3i∗+5B (R3×(0, T )) such that
fn converges to f
∗ in the space C3i
∗+5
B (R
3×(0, T )) (4.1.19)
Let x be arbitrary in R3. There exists no such that rno > 2|x|. Then,
by (4.1.17) and Lemma 2.2.11, fn(x, t) = f(x, t) for every n > no. So that
f
∗(x, t) = lim
n→∞
fn(x, t) = f (x, t) for t ∈ (0, T ).
Therefore, f∗ coincides f on R3×(0, T ), and
fn converges to f in the space C
3i∗+5
B (R
3×(0, T )) (4.1.20)
Consider the subsequence (fn)n at (4.1.20). By (4.1.18) and the com-
pact embedding H3i
∗+8(R3×(0, T )) →֒ H3i∗+7(R3×(0, T )), there exists a
subsequence of (fn)n, still denoted by (fn)n, such that
fn converges to f in the space H
3i∗+7(R3×(0, T )). (4.1.21)
Consider the subsequence of (fn)n in the convergence in (4.1.21). Using
(4.1.18), (4.1.19), (4.1.21) and Theorem 2.2.4, there exits a subsequence of
(fn)n, still denoted by (fn)n, such that
fn converges to f in the space C
0
(
[0, T ];H3i
∗+7(R3)
)
(4.1.22)
Consider the subsequence of (fn)n in the convergence in (4.1.22). Using
(4.1.18), (4.1.19), (4.1.21) and Theorem 2.2.4 again to get the convergence
of (∂
(1)
t fn)n in the space C
0
(
[0, T ];H3i
∗+6(R3)
)
. Repeat this procedure
until getting the convergence of (∂
(i∗+1)
t fn)n. So that there exits a subse-
quence of (fn)n, still denoted by (fn)n, such that
∂
j
t fn converges to ∂
j
t f in the space C
0
(
[0, T ];H3i
∗+7−j(R3)
)
for 0 ≤ j ≤ i∗ + 1. (4.1.23)
Consider the subsequence of (rn)n corresponding to the subsequence
(fn)n in (4.1.23)). This subsequence is still denoted by (rn)n. From the
property of this (rn)n, and the results above, it follows assertions (1)-(8).
The proof is complete. 
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4.2. Navier-Stokes systems (NSR
3
n ) of approximate solutions.
For each n ∈ N, let us consider the Navier-Stokes system on a bounded domain
Ωn × (0, T ) as follows
(NSR
3
n )

∂
∂t
un − ν∆un = −un ·∇un −∇pn + fn,
un(., 0) = uon,
un(., t) ∈ L2σ(Ωn).
(4.2.1)
where the data uon, fo are as in Lemma 4.1.1.
In the view of Theorem 3.5.3, this system has a solution (un, pn), and generally
u does not vanish on the boundary of Ωn. Therefore, the Navier-Stokes system
(NSR
3
n ) will be transformed into the system (NS
R
3
n,0) (at (4.2.7)) below, in the similar
arguments in the procedure from (3.1.2) to (3.2.2)) for a bounded domain Ω.
Similarly to Definitions 3.1.2 and Definition 3.2.1, sequences (∂jtuon)n, (βn)n
and (θn)n are defined as follows.
Definition 4.2.1. Let (4.1.1) be satisfied, and (un, pn) be the solution to the
Navier-Stokes system (NSR
3
n ) at (4.2.1).
(1) For j ≥ 1, the initial data ∂jtuno of ∂jtun, and the function u[#j]no are defined
by a recurrence
∂
j
tuno = P
(
ν∆∂j−1t uno −
j−1∑
r=0
(
j − 1
r
)
∂rtuno · ∇∂j−1−rt uno + ∂j−1t fno︸ ︷︷ ︸
This function is denoted by u[#j]no
)
,
where P is the Leray projection onto L2σ(Ωn), and ∂j−1t fno := ∂j−1t fn(., 0).
(2) The functions βn, θn are defined as follows
• βn(x, t) =
i∗+1∑
k=0
∂kt uno(x)
tk
k!
, ∀(x, t) ∈ Ωn × [0, T ],
• θn := −∂tβn + ν∆βn − βn ·∇βn + fn.
 (4.2.2)
The properties of the sequences (βn)n and (θn)n as in the following lemma.
Lemma 4.2.2.
Let (4.1.1) be satisfied . Let ∂jtuno,u
[#j]
on be as in Definition 4.2.1. Then
(1) For 1 ≤ j ≤ i∗ + 1,
− u[#j]no belong to H3i∗+7−2j(Ωn),
− ∂jtuno belong to L2σ(Ωn) ∩H3i
∗+7−2j(Ωn) ∩C3i
∗+5−2j(Ωn),
− (‖∂jtuon‖H3i∗+7−2j(Ωn))n and (‖u[#j]on ‖H3i∗+7−2j(Ωn))n
are bounded above.
(4.2.3)
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(2) β satisfies the following properties:
− ∂jtβn(x, t) =
i∗+1∑
k=j
∂kt uo(x)
tk−j
(k − j)! ,
for x ∈ Ωn, t ∈ [0, T ], 0 ≤ j ≤ i∗ + 1.
− ∂i∗+2t βn(x, t) = 0 for x ∈ Ωn, t ∈ [0, T ].
− ∂jtβn ∈ C0([0, T ];Hi
∗+5(Ωn)), for 0 ≤ j ≤ i∗ + 2.
− βn ∈ Ci
∗+1
B (Ωn × (0, T )).
− ∂jtβn(., t) ∈ L2σ(Ωn), for 0 ≤ j ≤ i∗ + 2, 0 ≤ t ≤ T.
− ∂jtβn(x, 0) = ∂jtuo(x) for x ∈ Ωn, 0 ≤ j ≤ i∗ + 1.
− The sequence (‖∂jtβn‖C0([0,T ];Hi∗+5(Ωn)))n
is bounded, for 0 ≤ j ≤ i∗ + 2.
(4.2.4)
(3) θ satisfies the following properties:
− Dα∂jt θn ∈ C0B(Ωn × (0, T )) for 0 ≤ j ≤ i∗ + 1, |α| ≤ i∗.
− ∂jtθn ∈ C0
(
[0, T ];Hi
∗+1(Ωn)) for 0 ≤ j ≤ i∗ + 1.
− ∂jtθn(., 0) ∈ L2σ(Ωn)⊥ for 0 ≤ j ≤ i∗.
− The sequence (‖∂jtθn)‖C0([0,T ];Hi∗+1(Ωn)))n is bounded,
for 0 ≤ j ≤ i∗.
(4.2.5)
Proof.
(1) Similarly as in the proof Lemma 3.1.3, from Lemma 4.1.1, it implies (4.2.3).
(2) From (4.2.3), by the same argument as in the proof of Lemma 3.2.2, it deduces
(4.2.4).
(3) From (4.2.4) and Lemma 4.1.1, by the same argument as in the proof of Lemma
3.2.2, it implies (4.2.5).
The proof is complete. 
In the same way to set up the system (NSΩ0 ) (at (3.2.2)) from the system (NS
Ω),
the system (NSR
3
n,0) will be defined from the system (NS
R
3
n ) as follows.
Definition 4.2.3.
(1) Let
v˘n := un − βn. (4.2.6)
Then, v˘no := v˘(x, 0) = un(., 0)− βn(., 0) = 0 ( by (4.2.4)).
(2) Replacing un in the Navier-Stokes system (NS
R
3
n ) (at (4.2.1) with v˘n+βn,
it yields a Navier-Stokes system (NSR
3
n,0) as follows
(NSR
3
n,0)

∂tv˘n− ν∆v˘n = −v˘n ·∇v˘n− βn ·∇v˘n− v˘n ·∇βn −∇pn + θn,
v˘no := v˘n(x, 0) = 0,
v˘n(., t) ∈ L2σ(Ωn),
(4.2.7)
where x ∈ Ωn, t ∈ [0, T ].
(3) Furthermore, higher order derivatives with respect to t satisfy
∂
j+1
t v˘n − ν∆∂jt v˘n +∇∂jt pn =
= −
j∑
r=0
(
j
r
)[
∂rt v˘n ·∇∂j−rt v˘n+∂rtβn ·∇∂j−rt v˘n+∂rt v˘n ·∇∂j−rt βn
]
+ ∂jtθn.
(4.2.8)
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The properties of solutions to the system (NSR
3
n,0) above are as in the following
lemma.
Lemma 4.2.4. Let (4.1.1) holds. Let (v˘n, pn) be a solution to the Navier-Stokes
system (NSR
3
n,0) in the domain Ωn×(0, T ). For each n ∈ N, (v˘n, pn) has the following
properties
(1) Initial value ∂jt v˘no of ∂
j
t v˘n satisfies
∂
j
t v˘no = 0 on Ω, for 0 ≤ j ≤ i∗ + 1. (4.2.9)
(2) There are only two possible ways for the solution to the system (NSR
3
n,0) as
follows.
(a) The system (NSR
3
n,0) has a classical solution (v˘n, pn) on Ωn × [0, T ].
(b) There exists Tn,max ∈ (0, T ) such that the system (NSR3n,0) has a classi-
cal solution (v˘n, pn) on Ωn×[0, Tn,max), and ‖∇v˘n(., t)‖L2(Ωn)) blows
up at Tn,max.
(3) Let T˘ = T for the case (a), and T˘ ∈ (0, Tn,max) for the case (b). Then,
− ∂jt v˘n ∈ L∞(0, T˘ ;Hi
∗−j(Ωn)) for 0 ≤ j ≤ i∗,
− v˘n ∈ Hi
∗
(Ωn×(0, T˘ )) ∩Ci
∗−3
B (Ωn×(0, T˘ )),
− v˘n ∈ C0([0, T˘ ];H1(Ωn)),
− ∂jt v˘n(., t) ∈ V(Ωn) for 0 ≤ t ≤ T˘ , 0 ≤ j ≤ i∗.
− ∂jt pn ∈ L∞(0, T˘ ;Hi
∗−1−j(Ωn)
)
for 0 ≤ j ≤ i∗ − 1,
− pn ∈ Hi
∗−1(Ωn×(0, T˘ )) ∩ Ci
∗−4
B (Ωn × [0, T˘ )).
(4.2.10)
Proof. Since the system (NSR
3
n,0) has the form of system (NS
Ω
0 )(at (3.2.2)), so
that the solution (v˘n, pn) to the system (NS
R
3
n,0) has the properties as in Lemma
3.2.2 and Theorem 3.5.2. The assertion (1) follows by Lemma 3.2.2, and the asser-
tions (2), (3) follows by Theorem 3.5.2. 
4.3. Boundedness of the sequence of approximate solutions.
Consider sequence of solutions (v˘n, pn)n to the Navier-Stokes system (NS
R
3
n,0) (at
(4.2.7)). There will be time intervals such that the sequence of solutions (v˘n, pn)n
is bounded. The extension of these time intervals is as in the following lemma.
Lemma 4.3.1.
Let (4.1.1) holds. Let (v˘n, pn)n be the sequence of solutions to the Navier-Stokes
system (NSR
3
n,0) as in Lemma 4.2.4 . Then,
(1) If the sequence (‖v˘n(., t)‖L2(Ωn))n is defined on [0, T˘ ] ⊂ [0, T ], then
( max
0≤t<T˘
‖v˘n(., t)‖L2(Ωn))n will be bounded above by a constant not depending
on T˘ .
(2) There exists To ∈ (0, T ] such that
( ∫
Ωn
|∇v˘n(x, t)|2dx
)
n
is defined on [0, T0]
and
(
max
0≤t≤To
∫
Ωn
|∇v˘n(x, t)|2dx
)
n
is bounded.
(3) There exists ko > 0 such that:
for any T˘ ∈ (0, T ) and any subsequence of (v˘n)n, also denoted by (v˘n)n,
if
(
max
t∈[0,T˘ ]
∫
Ωn
|∇v˘n(x, t)|2dx
)
n
is bounded, then
(
max
t∈[0,T˘+]
∫
Ωn
|∇v˘n(x, t)|2dx
)
n
will be bounded,
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where T˘+ := min{T˘ + ko(M˘ + 1)−2, T }
and M˘ is an upper bound of
(∫
Ωn
|∇v˘n(., T˘ )|2dx
)
n
.
Proof.
In this proof, the norm ‖.‖Ls(Ωn) will be written simply by ‖.‖s. Noticing that
the space domain Ωn of the function vn depends on rn, but the constant coefficients
in inequalities, which will be used in this proof, do not depend on rn.
(1) Let the sequence (‖v˘n(., t)‖L2(Ωn))n is defined on [0, T˘ ] ⊂ [0, T ]. Then, v˘n
has properties as in Lemma 4.2.4, such as ∂jt v˘(., t)n ∈ V(Ωn) ⊂ H1o(Ωn) for
0 ≤ j ≤ i∗.
Taking the inner product the equation at (4.2.7) with v˘n, noticing that∫
Ωn
(v˘n · ∇v˘n) · v˘ndx = 0 (by (2.2.10)),
∫
Ωn
(βn · ∇v˘n) · v˘ndx = 0 (by
(2.2.10)), and
∫
Ωn
∇pn · v˘ndx = 0 ( by Lemma 2.2.5), it follows that
1
2
d
dt
‖v˘n‖22 + ν‖∇v˘n‖22 ≤
∫
Ωn
|∇βn||v˘n|2dx+
∫
Ωn
|θn||v˘n|dx,
d
dt
‖v˘n‖22 + 2ν‖∇v˘n‖22 ≤ 2‖∇βn‖2‖v˘n‖24+ ‖θn‖22 + ‖v˘n‖22 (by (2.2.2), (2.2.3)),
where (‖∇βn(., t)‖2)n and (‖θn(., t)‖2)n are uniformly bounded, due to
(4.2.4), (4.2.5). Using the Gagliardo-Nirenberg inequality (2.2.1) and the
Young inequality, one gets
d
dt
‖v˘n‖22 + 2ν‖∇v˘n‖22 ≤ c1‖v˘n‖
1
2
2 ‖∇v˘n‖
3
2
2 + c1 + ‖v˘n‖22
d
dt
‖v˘n‖22 + 2ν‖∇v˘n‖22 ≤ c2‖v˘n‖22 + ν‖∇v˘n‖22 + c1 + ‖v˘n‖22.
Therefore
d
dt
‖v˘n‖22 ≤ c3‖v˘n‖22 + c3.
This is a Gronwall’s inequality, so that
∀t ∈ [0, T˘ ], ‖v˘n‖22 ≤ ec3T˘
(
‖v˘n(., 0)‖22 + c3T˘
)
≤ ec3T
(
0 + c3T
)
.
It implies the first assertion.
(2) Let ∆v˘n be the Leray projection P(∆v˘n) of ∆v˘n onto L2σ(Ωn). So that∫
Ωn
∇pn ·∆v˘ndx = 0 by Lemma 2.2.5.
Taking the inner product the first equation at (4.2.7) with ∆v˘n, one gets∫
Ωn
∂tv˘n ·∆v˘n dx− ν
∫
Ωn
∆v˘n ·∆v˘n dx = −
∫
Ωn
(v˘n·∇v˘n) ·∆v˘n dx−
−
∫
Ωn
(βn ·∇v˘n) ·∆v˘n dx −
∫
Ωn
(v˘n·∇βn) ·∆v˘n dx+
∫
Ωn
θn ·∆v˘n dx,
where
∫
Ωn
∂tv˘n ·∆v˘n dx =
∫
Ωn
∂tv˘n ·∆v˘n dx
and
∫
Ωn
∆v˘n ·∆v˘n dx =
∫
Ωn
∆v˘n ·∆v˘n dx.
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Using the fact ∂jt v˘(., t)n ∈ V(Ωn) ⊂ H1o(Ωn) (with 0 ≤ j ≤ i∗) and the
Ho¨lder’s inequality, it deduces
1
2
d
dt
∫
Ωn
|∇v˘n|2dx+ ν
∫
Ωn
|∆v˘n|2dx ≤‖v˘n‖6‖∇v˘n‖3‖∆v˘n‖2+
+‖βn‖6‖∇v˘n‖3‖∆v˘n‖2 + ‖∇βn‖6‖v˘n‖3‖∆v˘n‖2 + ‖θn‖2‖∆v˘n‖2.
(4.3.1)
Here, sequences (‖βn‖6)n, (‖∇βn‖6)n and (‖θn‖2)n are uniformly bounded
due to the Gagliardo-Nirenberg inequality (2.2.1), the property (4.2.4) of
βn and the property (4.2.5) of θn.
So that there exists a constant c4 such that
d
dt
∫
Ωn
|∇v˘n|2dx+ 2ν
∫
Ωn
|∆v˘n|2dx ≤2‖v˘n‖6‖∇v˘n‖3‖∆v˘n‖2+
+c4‖∇v˘n‖3‖∆v˘n‖2 + c4‖v˘n‖3‖∆v˘n‖2 + c4‖∆v˘n‖2.
Similarly to the procedure from (3.4.1) to (3.4.2) in the proof of Lemma
3.4.1, applying the Gagliardo-Nirenberg inequality and the Young’s inequal-
ity, one gets
d
dt
‖∇v˘n‖22 + ν‖∆v˘n‖22 ≤c5(‖∇v˘n‖62 + 1). (4.3.2)
So that
d
dt
φ ≤ c5φ3, where φ := ‖∇v˘n‖22 + 1.
Similarly to the procedure from (3.4.2) to (3.4.3) in the proof of Lemma
3.4.1, solving the ordinary differential inequality, one implies
∀t ∈ [t1, t2], ‖∇v˘n(., t)‖22 ≤
[(‖∇v˘n(., t1)‖22 + 1)−2− 2c5(t− t1)]− 12 (4.3.3)
if
(‖∇v˘n(., t1)‖22 + 1)−2− 2c5(t2 − t1) > 0.
Putting To := min{(4c5)−1, T }. Since ‖∇v˘n(., 0)‖2 = 0 and(‖∇v˘n(., 0)‖22 + 1)−2− 2c5(To − 0) = 2−1 > 0, one gets
∀n ∈ N, t ∈ [0, To], ‖∇v˘n(., t)‖22 ≤
√
2.
The proof for the assertion (1) is complete.
(3) Put ko := (4c5)
−1.
Let T˘ be an arbitrary number in (0, T ).
Suppose that there exits a subsequence of (v˘n)n, also is denoted by
(v˘n)n, such that
(
max
0≤t≤T˘
‖∇v˘n(., t)‖22
)
n
is bounded above by M˘ .
Using the inequality (4.3.3) with t1 = T˘ , t2 = min{T˘ +ko(M˘ +1)−2, T },
for t ∈ [T˘ , t2] one gets
‖∇v˘n(., t)‖22 ≤
[(
‖∇v˘n(., T˘ )‖22 + 1
)−2
− 2c5ko(M˘ + 1)−2
]− 12
≤
[
(M˘ + 1)−2 − 1
2
(M˘ + 1)−2
]− 12
≤
√
2(M˘ + 1).
Hence,
(
max
0≤t≤T˘+
‖∇v˘n(., t)‖2
)
n
is bounded, where T˘+ := t2.
The proof of assertion (2) is complete.
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
The boundedness of the sequence (v˘n)n in the space H
i(Ω× [0, T˘ ]) depends on
the boundedness of the sequence ( max
t∈[0,T˘ ]
‖∇v˘n‖L2(Ωn))n. This property is as in the
following lemma.
Lemma 4.3.2. ( (NSR
3
n,0))
Let (4.1.1) holds. Let (v˘n, pn) be the solution to the Navier-Stokes system
(NSR
3
n,0) on the domain Ωn×(0, T ) as in Lemma 4.2.4.
Assume that there exist T˘ ∈ (0, T ] and a subsequence of (v˘n)n, also denoted by
(v˘n)n, such that the sequence
(
max
t∈(0,T˘ )
∫
Ωn
|∇v˘n|2dx
)
n
is bounded. Then,
(a) The sequence
(‖v˘n‖Hi∗−5(Ωn×(0,T˘ )))n is bounded.
(b) The sequence
(‖∂jt v˘n‖L∞(0,T˘ ;Hi∗−5−j(Ωn)))n is bounded for 0 ≤ j ≤ i∗ − 5.
Proof of Lemma 4.3.2.
In this proof, the norm ‖.‖Ls(Ωn) will be written simply by ‖.‖s. Noticing that
the space domain Ωn of the function vn depends on rn, but the constant coefficients
in inequalities, which will be used in this proof, do not depend on rn.
Step 1. In this step the following claims will be proved by induction:
Claim:
(a) For 0 ≤ j ≤ i∗ − 5, there exists a constant c0,j such that
∀n ∈ N, max
t∈[0,T˘ ]
‖∂jt v˘n(., t)‖22 ≤ c0,j . (4.3.4)
(b) For 0 ≤ j ≤ i∗ − 5, there exists a constant c1,j such that
∀n ∈ N, max
t∈[0,T˘ ]
‖∇∂jt v˘n(., t)‖22 ≤ c1,j. (4.3.5)
(c) For 0 ≤ j ≤ i∗ − 5, there exists a constant c∗2,j such that
∀n ∈ N,
∫ T˘
0
‖D2∂jt v˘n(, , t)‖22dt ≤ c∗2,j and
∫ T˘
0
‖∆∂jt v˘n(, , t)‖22dt ≤ c∗2,j . (4.3.6)
Proof of Claim.
The arguments in this proof are similar to arguments in the proof of Lemma
3.4.2. So that many details will be omitted in the following proof.
• Proving (4.3.4) holds for the case j = 0.
By Lemma 4.3.1, (4.3.4) holds for j = 0.
• Proving (4.3.5) holds for the case j = 0.
By the assumption, (4.3.5) holds for j = 0.
• Proving (4.3.6) holds for the case j = 0.
Let ∆v˘n be the Leray projection P(∆v˘n) of ∆v˘n onto L2σ(Ωn).
Taking the inner product the first equation at (4.2.7) with ∆v˘n, one gets∫
Ωn
∂tv˘n ·∆v˘n dx− ν
∫
Ωn
∆v˘n ·∆v˘n dx = −
∫
Ωn
(v˘n·∇v˘n) ·∆v˘n dx−
−
∫
Ωn
(βn ·∇v˘n) ·∆v˘n dx −
∫
Ωn
(v˘n·∇βn) ·∆v˘n dx+
∫
Ωn
θn ·∆v˘n dx,
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Similarly to the procedure from (4.3.1) to (4.3.2) in the proof of Lemma
4.3.1, applying the Holde¨r inequality, the Gagliardo-Nirenberg inequality
and the Young’s inequality, one gets
d
dt
‖∇v˘n‖22 + ν‖∆v˘n‖22 ≤c5(‖∇v˘n‖62 + 1).
Integrating in time between 0 and T˘
‖∇v˘n(., T˘ )‖22 − ‖∇v˘n(., 0)‖22 + ν
∫ T˘
0
‖∆v˘n‖22dt ≤c5
∫ T˘
0
‖∇v˘n‖62dt+ c5T˘ ,
where the sequence max
t∈[0,T˘ ]
‖∇v˘n‖22 is bounded by the assumption. So that
the sequence
∫ T˘
0
‖∆v˘n‖22dt is bounded. From this property and (2.2.18), it
deduces that the sequence
∫ T˘
0
‖D2vn‖22dt also is bounded. Hence, (4.3.6)
hold for the case j = 0.
• Assuming by induction for ( 4.3.4)-(4.3.6)
Let j1 ∈ {1, · · · , i∗ − 5}. Assume by induction that (4.3.4)-(4.3.6) hold
for 0 ≤ j ≤ j1 − 1. Then, there exist constants c0,0, · · · , c∗2,j1−1 such that
. max
t∈[0,T˘ ]
‖∂jt v˘n(., t)‖22 ≤ c0,j, for n ∈ N, 0 ≤ j ≤ j1 − 1,
. max
t∈[0,T˘ ]
‖∇∂jt v˘n(., t)‖22 ≤ c1,j, for n ∈ N, 0 ≤ j ≤ j1 − 1,
.
∫ T˘
0
‖D2∂jt v˘n(, , t)‖22dt ≤ c∗2,j , for n ∈ N, 0 ≤ j ≤ j1 − 1,
.
∫ T˘
0
‖∆∂jt v˘n(, , t)‖22dt ≤ c∗2,j for n ∈ N, 0 ≤ j ≤ j1 − 1.

(4.3.7)
• Proving that (4.3.4) holds for j = j1.
Considering the equation (4.2.8) with j = j1, taking the inner product
this equation with v˘(j1)n , it deduces
d
dt
∫
Ωn
|v˘(j1)n |2dx≤2ν
∫
Ωn
|∇v˘(j1)n |2dx+
∫
Ωn
|θ(j1)n |2dx+
∫
Ωn
|v˘(j1)n |2dx+
+ 2
j1∑
r=0
(
j1
r
)∣∣∣∫
Ωn
(v˘(r)n ·∇v˘(j1−r)n )·v˘(j1)n dx
∣∣∣︸ ︷︷ ︸
γ1(r)
+2
j1∑
r=0
(
j1
r
)∣∣∣∫
Ωn
(β(r)n ·∇v˘(j1−r)n )·v˘(j1)n dx
∣∣∣︸ ︷︷ ︸
γ2(r)
+
+2
j1∑
r=0
(
j1
r
)∣∣∣ ∫
Ωn
(v˘(r)n · ∇β(j1−r)n ) · v˘(j1)n dx
∣∣∣︸ ︷︷ ︸
γ3(r)
,
Here, applying the Holde¨r inequality, the Gagliardo-Nirenberg inequality
and the Young’s inequality, the assumption (4.3.7) of this induction, the
property (4.2.4) of β, one obtains
· 2γ1
∣∣
r=0
= 0,
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· 2γ1
∣∣
r=j1
= 2
∫
Ωn
|v˘(j1)n |2|∇v˘n|dx ≤ c2‖v˘(j1)n ‖22 +
ν
5
‖∇v˘(j1)n ‖22,
· 2
j1−1∑
r=1
(
j1
r
)
γ1(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v˘(r)n ‖6‖∇v˘(j1−r)n ‖2‖v˘(j1)n ‖3
≤ c4(‖v˘(j1)n ‖22 + 1) +
ν
5
‖∇v˘(j1)n ‖22,
· 2γ2
∣∣
r=0
= 0,
· 2
j1∑
r=1
(
j1
r
)
γ2(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖β(r)n ‖6‖∇v˘(j1−r)n ‖2‖v˘(j1)n ‖3
≤ c6(‖v˘(j1)n ‖22 + 1) +
ν
5
‖∇v˘(j1)n ‖22,
· 2γ3
∣∣
r=j1
= 2
∫
Ωn
|v˘(j1)n |2|∇βn|dx ≤ 2‖v˘(j1)n ‖24‖∇βn‖2
≤ c8‖v(j1)n ‖22 +
ν
5
‖∇v(j1)n ‖22
· 2
j1−1∑
r=0
(
j1
r
)
γ3(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v(r)n ‖6‖∇β(j1−r)n ‖2‖v˘(j1)n ‖3
≤ c10(‖v˘(j1)n ‖22 + 1) +
ν
5
‖∇v˘(j1)n ‖22.
Therefore
d
dt
‖v˘(j1)n ‖2dt+ ν
∫
Ωn
|∇v˘(j1)n |2dx ≤ c11‖v˘(j1)n ‖22 + c11. (4.3.8)
Absorbing the second term and using the Gronwall inequality, for every
n ∈ N and t ∈ [0, T˘ ], one has
‖v˘(j1)n (., t)‖2dt ≤ ec11T˘
‖v˘(j1)n (., 0)‖2︸ ︷︷ ︸
=0
+c11T˘
 = ec11T˘ c11T˘ .
Therefore, (4.3.4) holds for j = j1.
• Proving (4.3.5) holds for j = j1 .
Considering the equation (4.2.8) with j = j1, taking the inner product
this equation with ∆v˘(j1)n , it deduces
d
dt
∫
Ωn
|∇v˘(j1)n |2dx≤2ν
∫
Ωn
|∆v˘(j1)n |2dx+ c12
∫
Ωn
|θ(j1)n |2dx+
ν
8
∫
Ωn
|∆v˘(j1)n |2dx+
+2
j1∑
r=0
(
j1
r
)∫
Ωn
|v˘(r)n ||∇v˘(j1−r)n ||∆v˘(j1)n |dx︸ ︷︷ ︸
γ4(r)
+
+ 2
j1∑
r=0
(
j1
r
)∫
Ωn
|β(r)n ||∇v˘(j1−r)n ||∆v˘(j1)n |dx︸ ︷︷ ︸
γ5(r)
+
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+2
j1∑
r=0
(
j1
r
)∫
Ωn
|v˘(r)n ||∇β(j1−r)n ||∆v˘(j1)n |dx︸ ︷︷ ︸
γ6(r)
.
Here, applying the Holde¨r inequality, the Gagliardo-Nirenberg inequality
and the Young’s inequality, the inequality (2.2.18), the assumption (4.3.7)
of this induction, the property (4.2.4) of β, one obtains
· γ4(0) ≤ c13‖v˘n‖6‖∇v˘(j1)n ‖3‖∆v˘(j1)n ‖2 ≤ c16‖∇v˘(j1)n ‖22 +
ν
8
‖∆v˘(j1)n ‖22,
· γ4(j1) ≤ c13‖v˘(j1)n ‖6‖∇v˘n‖3‖∆v˘(j1)n ‖2
≤ c18(‖D2v˘n‖2+1)‖∇v˘(j1)n ‖22+
ν
8
‖∆v˘(j1)n ‖22,
· 2
j1−1∑
r=1
(
j1
r
)
γ4(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v˘(r)n ‖6‖∇v˘(j1−r)n ‖3‖∆v˘(j1)n ‖2
≤ ν
8
‖∆v˘(j1)n ‖22+c22+c22
j1−1∑
r=1
(
j1
r
)
‖D2v˘(j1−r)n ‖22,
· γ5(0) ≤ c23‖βn‖6‖∇v˘(j1)n ‖3‖∆v˘(j1)n ‖2 ≤ c26‖∇v˘(j1)n ‖22 +
ν
8
‖∆v˘(j1)n ‖22,
· 2
j1−1∑
r=1
(
j1
r
)
γ5(r) ≤ 2
j1∑
r=1
(
j1
r
)
‖β(r)n ‖6‖∇v˘(j1−r)n ‖3‖∆v˘(j1)n ‖2
≤ c28
j1∑
r=1
(
j1
r
)
‖D2v˘(j1−r)n ‖
1
2
2 ‖∆v˘(j1)n ‖2 + c28‖∆v˘(j1)n ‖2
≤ ν
8
‖∆v˘(j1)n ‖22 + c29 + c29
j1∑
r=1
(
j1
r
)
‖D2v˘(j1−r)n ‖22,
· γ6(j1) ≤ c30‖v˘(j1)n ‖6‖∇βn‖3‖∆v˘(j1)n ‖2 ≤ c33‖∇v˘(j1)n ‖22 +
ν
8
‖∆v˘(j1)n ‖22,
· 2
j1−1∑
r=0
(
j1
r
)
γ6(r) ≤ 2
j1−1∑
r=1
(
j1
r
)
‖v˘(r)n ‖6‖∇β(j1−r)n ‖3‖∆v˘(j1)n ‖2
≤ c35
j1−1∑
r=1
(
j1
r
)
‖∇v˘(r)n ‖2‖∆v˘(j1)n ‖2 ≤ c36 +
ν
8
‖∆v˘(j1)n ‖22.
So that
d
dt
‖∇v˘(j1)n ‖22 + ν‖∆v˘(j1)n ‖22 ≤
≤ c37
(‖D2v˘n‖22 + 1)‖∇v˘(j1)n ‖22 + c37 j1∑
r=1
(
j1
r
)
‖D2v˘(j1−r)n ‖22 + c37.
(4.3.9)
Absorbing the second term and using the Gronwall’s inequality, noticing
that ‖∇v˘(j1)n (., 0)‖2 = 0, it follows that for every n ∈ N, t ∈ [0, T˘ ], one gets
‖∇v˘(j1)n (., t)‖22 ≤
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≤ ec37
∫
T˘
0
‖D2v˘n‖
2
2dt+c37T˘
(
0 + c37
j1∑
r=1
(
j1
r
)∫ T˘
0
‖D2v˘(j1−r)n ‖22dt+ c37T˘
)
.
Applying the assumption (4.3.7) of this induction, there exists a constant
c38 such that
∀n ∈ N, max
t∈[0,T˘ ]
‖∇v˘(j1)n (., t)‖22 ≤ c38. (4.3.10)
Therefore, (4.3.5) holds for j = j1.
• Proving (4.3.6) holds for j = j1.
Integrating (4.3.9) in t between 0 and T˘ , and using the result (4.3.10),
one gets
‖∇v˘(j1)n (., t)‖22 − 0 + ν
∫ T˘
0
‖∆v˘(j1)n (., t)‖22dt ≤
≤ c37c38
[∫ T˘
0
‖D2v˘n‖22dt+T˘
]
+ c37
j1∑
r=1
(
j1
r
)∫ T˘
0
‖D2v˘(j1−r)n (., t)‖22dt+ c37T˘ .
Using the assumption (4.3.7) of this induction, there exists a constant c39
such that
∀n ∈ N, max
t∈[0,T˘ ]
∫ T˘
0
‖∆v˘(j1)n (., t)‖22dt ≤ c39
From this property and the inequality (2.2.18), (4.3.6) holds for j = j1.
• The results of the induction
(4.3.4)-(4.3.6) are valid for every n ∈ N, 0 ≤ j ≤ i∗ − 5. Thus, the proof
of Claim in Step 1 is complete.
Step 2 Proving
(
max
t∈[0,T˘ ]
‖Ds∂jt v˘n‖
)
n
is bounded above.
In this step, the following claim will be proved by an induction.
Claim:
For s+ j ≤ i∗ − 5,
(
max
t∈[0,T˘ ]
‖Ds∂jt v˘n‖
)
n
is bounded. (4.3.11)
Proof of the Claim (4.3.11)
• Proving that (4.3.11) holds for s = 0, 1.
From (4.3.4),(4.3.5), it follows that (4.3.11) holds for s = 0, 1.
• Assuming by an induction.
Let 2 ≤ s¯ < i∗ − 5. Assume by an induction on s that (4.3.11) holds for
every s ≤ s¯− 1, that is,
for s ≤ s¯− 1 and s+ j ≤ i∗ − 5,
(
max
t∈[0,T˘ ]
‖Ds∂jt v˘n‖
)
n
is bounded. (4.3.12)
• Proving that (4.3.11) holds for s = s¯.
Observing that (4.3.11) holds for s = s¯ if the following property is valid:
for every j with j + s¯ ≤ i∗ − 5,
(
max
0≤t≤T˘
‖Ds¯∂jt v˘n‖2
)
n
is bounded. (4.3.13)
Claim (4.3.13) will be proved by an induction on j as follows.
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− Proving (4.3.13) holds for j = 0.
Rewriting the equation 4.2.7 in the following form
−∆v˘n+∇pn
ν
=− 1
ν
[∂tv˘n − θn+v˘n ·∇v˘n+βn ·∇v˘n+v˘n ·∇βn] , (4.3.14)
where v˘n, βn, θn have regularity properties as in Lemma 4.2.4, Lemma
4.2.2.
In the view of Lemma 2.2.7 (the regularity for Stoke operator), for the
equation (4.3.14), there exists a constant c¯1(s¯) such that
‖Ds¯v˘n‖22 ≤ c¯1
∥∥∥ 1
ν
[∂tv˘n+ v˘n ·∇v˘n+βn ·∇v˘n+v˘n ·∇βn − θn]
∥∥∥2
Hs¯−2(Ωn)
.
(4.3.15)
Besides, the boundedness of norms of terms on the right-hand side are
as follows.
(a) Combinning (4.3.12) and (4.2.5) yields
∀t ∈ [0, T˘ ], n ∈ N,
s¯−2∑
|α|=0
‖Dα(− ∂tv˘n + θn)‖22 ≤ c˘1, (4.3.16)
(b) For any t ∈ [0, T˘ ], applying the Holde¨r inequality, the Gagliardo-
Nirenberg inequality and the Young’s inequality, the assumption
(4.3.12) of the induction, one gets
c¯1
ν
∑
|α|=s¯−2
‖v˘n ·Dα∇v˘n‖22 ≤
∑
|α|=s¯−2
(‖v˘n‖4‖Dα∇v˘n‖4)2
≤ c¯2
∑
|α|=s¯−2
‖v˘n‖
1
2
2 ‖∇v˘n‖
3
2
2
(‖Dα∇v˘n‖ 142 ‖∇Dα∇v˘n‖ 342 +‖Dα∇v˘n‖2)2
≤ 2c¯2
∑
|α|=s¯−2
‖v˘n‖
1
2
2 ‖∇v˘n‖
3
2
2 ‖Dα∇v˘n‖
1
2
2 ‖∇Dα∇v˘n‖
3
2
2+
+ 2c¯2
∑
|α|=s¯−2
‖v˘n‖
1
2
2 ‖∇v˘n‖
3
2
2 ‖Dα∇v˘n‖22
≤ c¯3‖Ds¯v˘n‖
3
2
2 + c¯3 ≤
1
4
‖Ds¯v˘n‖22 + c¯4.
From this property and the assumption (4.3.12) of the induction,
it implies that for every n ∈ N, t ∈ [0, T˘ ],
c¯1
ν
s¯−2∑
|α|=0
‖Dα(v˘n ·∇v˘n)‖22 ≤ 14‖Ds¯v˘n‖22 + c¯6 (4.3.17)
(c) In the similar arguments, for any t ∈ [0, T˘ ], applying the Holde¨r
inequality, the Gagliardo-Nirenberg inequality, the Young’s in-
equality, the assumption (4.3.12) of the induction, the property
(4.2.4) of β, for every t ∈ [0, T˘ ], n ∈ N, one gets
c¯1
ν
s¯−2∑
|α|=0
‖Dα(βn ·∇v˘n)‖22 ≤ 14‖Ds¯v˘n‖22 + c¯7, (4.3.18)
54 VU THANH NGUYEN
and
c¯1
ν
s¯−2∑
|α|=0
‖Dα(v˘n ·∇βn)‖22 ≤ c¯8, (4.3.19)
Hence, from (4.3.15) - (4.3.19), it follows that there exists a constant
c¯9 such that
∀t ∈ [0, T˘ ], n ∈ N, ‖Ds¯v˘n‖22 ≤ c¯9 +
1
2
‖Ds¯v˘n‖22
‖Ds¯v˘n‖22 −
1
2
‖Ds¯v˘n‖22 ≤ c¯9
‖Ds¯v˘n‖22 ≤ 2c¯9
Hence, (4.3.13) holds for j = 0.
− Assuming by a induction that (4.3.13) holds for j ≤ j¯ − 1.
Let 0 < j¯ ≤ i∗− 5− s¯. Assume by an induction that (4.3.13) holds for
j < j¯, that is,
for j < j¯, j + s¯ ≤ i∗ − 5,
(
max
0≤t≤T˘
‖Ds¯∂jt v˘n‖2
)
n
is bounded. (4.3.20)
− Proving (4.3.13) holds for j = j¯.
Observing that (4.3.13) holds for j = j¯ if the following claim is valid:(
max
0≤t≤T˘
‖Ds¯∂ j¯t v˘n‖2
)
n
is bounded. (4.3.21)
The property (4.3.21) will be proved as follows.
Rewriting (4.2.8) in the following form.
−∆∂ j¯t v˘n+∇
pj¯n
ν
= − 1
ν
∂
j¯+1
t v˘n+
1
ν
∂
j¯
tθn−
− 1
ν
j¯∑
r=0
(¯
j
r
)[
v˘
(r)
n ·∇v˘(j¯−r)n +β(r)n ·∇v˘(j¯−r)n +v˘(r)n ·∇β(j¯−r)n
]
,
(4.3.22)
where v˘n, βn, θn have regularity properties as in Lemma 4.2.4, Lemma
4.2.2.
Applying Lemma 2.2.7 (the regularity for Stoke operator) for the equa-
tion (4.3.22), it follows that
‖Ds¯∂ j¯t v˘n‖22 ≤
c¯1
ν
‖∂ j¯+1t v˘n‖2Hs¯−2(Ωn) +
c¯1
ν
‖∂ j¯tθn‖2Hs¯−2(Ωn)
+
c¯1
ν
∥∥∥ j¯∑
r=0
(¯
j
r
)[
v˘
(r)
n ·∇v˘(j¯−r)n +β(r)n ·∇v˘(j¯−r)n +v˘(r)n ·∇β(j¯−r)n
]∥∥∥2
Hs¯−2(Ωn)
(4.3.23)
Besides, the boundedness of norms of terms on the right-hand side are
as follows.
(a) The sequences
(
‖∂ j¯+1t v˘n‖2Hs¯−2(Ωn)
)
n
,
(
‖∂ j¯tθn‖2Hs¯−2(Ωn)
)
n
are
bounded uniformly on [0, T˘ ] because of the assumption (4.3.12)
of the induction, the property (4.2.5) of θn, and the fact
(j¯ + 1) + (s¯− 2) = j¯ + s¯− 1 < i∗ − 5.
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(b) Applying the Holde¨r inequality, the Gagliardo-Nirenberg inequal-
ity, the Young’s inequality, the assumptions (4.3.12) and (4.3.20)
of the inductions, one gets
µ :=
c¯1
ν
j¯∑
r=0
(¯
j
r
) ∑
|α|=s¯−2
‖v˘(r)n ·Dα∇v˘(j¯−r)n ‖22 ≤
≤ c¯1
ν
j¯∑
r=0
(¯
j
r
) ∑
|α|=s¯−2
‖v˘(r)n ‖24 ‖Dα∇v˘(j¯−r)n ‖24︸ ︷︷ ︸
γa
≤ c¯11
j¯∑
r=0
(¯
j
r
) ∑
|α|=s¯−2
‖v˘(r)n ‖
1
2
2 ‖∇v˘(r)n ‖
3
2
2 γa,
where
γa ≤ k1
(‖Dα∇v˘(j¯−r)n ‖ 142 ‖∇Dα∇v˘(j¯−r)n ‖ 342 + ‖Dα∇v˘(j¯−r)n ‖2 )2
≤ 2k1‖Dα∇v˘(j¯−r)n ‖
1
2
2 ‖∇Dα∇v˘(j¯−r)n ‖
3
2
2 + 2k1‖Dα∇v˘(j¯−r)n ‖22
So that
µ ≤ c¯12‖Ds¯v˘(j¯)n ‖
3
2
2 + c¯12
≤ 1
4
‖Ds¯v˘(j¯)n ‖22 + c¯13.
Hence, for every t ∈ [0, T˘ ], n ∈ N,
c¯1
ν
j¯∑
r=0
(¯
j
r
)s¯−2∑
|α|=0
‖Dα(v˘(r)n ·∇v˘(j¯−r)n ) ‖22 ≤
1
4
‖Ds¯v˘(j¯)n ‖22 + c¯14 (4.3.24)
(c) In the same manner to prove (4.3.24), one gets
c¯1
ν
j¯∑
r=0
(¯
j
r
)s¯−2∑
|α|=0
‖Dα(β(r)n ·∇v˘(j¯−r)n ) ‖22 ≤
≤ 1
4
‖Ds¯v˘(j¯)n ‖22 + c¯15, ∀t ∈ [0, T˘ ], n ∈ N.
(4.3.25)
(d) In the same manner to prove (4.3.24), one gets
c¯1
ν
j¯∑
r=0
(¯
j
r
)s¯−2∑
|α|=0
‖Dα(v˘(r)n ·∇β(j¯−r)n ) ‖22 ≤ c¯16, ∀t ∈ [0, T˘ ], n ∈ N. (4.3.26)
Hence, from (4.3.23) and (4.3.24)-(4.3.26), it follows that there exists
a constant c¯17 such that
∀n ∈ N, ∀t ∈ [0, T˘ ], ‖Ds¯v˘(j¯)n ‖22 ≤
1
2
‖Ds¯v˘(j¯)n ‖22 + c¯17
‖Ds¯v˘(j¯)n ‖22 −
1
2
‖Ds¯v˘(j¯)n ‖22 ≤ c¯17
‖Ds¯v˘(j¯)n ‖22 ≤ 2c¯17
So that, (4.3.13) holds for j = j¯.
Therefore, (4.3.13) holds for j+ s¯ ≤ i∗− 5, due to the induction on j .
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Hence, (4.3.11) holds for s = s¯.
• The proof of induction on s for (4.3.11) is complete.
Thus, the proof of Step 2 is complete.
Step 3. (Proving the assertions in Lemma 4.3.2) .
From the result at Step 2, it follows that the sequence (v˘n)n is bounded in
the space Hi
∗−5(Ωn× (0, T˘ )), and the sequence (∂jt v˘n)n is bounded in the space
 L∞(0, T˘ ;Hi
∗−5−j(Ωn) for 0 ≤ j ≤ i∗ − 5. Hence, it deduces the assertion (a), (b).
The proof of Lemma 4.3.2 is complete. 
4.4. The existence and smoothness of solutions to the Navire-Stokes
(NSR
3
).
The existence and regularity of the solution to the Navier-Stokes system (NSR
3
)
(at (4.1.2)) in R3×[0, T ] are as in the following theorem.
Theorem 4.4.1. ( (NSR
3
) on R3×[0, T ])
Let f and uo satisfy (4.1.1). Consider the Navier-Stokes system (NS
R
3
) on
R
3×[0, T ]). Then, we have
(1) There are only two possible ways for the solution to the system (NSR
3
) as
follows.
(a) The system (NSR
3
) has a classical solution (u, p) on (R3 × [0, T ].
(b) There exists Tmax ∈ (0, T ) such that the system (NSR3) has a classical
solution (u, p) on R3 × [0, Tmax), and ‖∇u(., t)‖L2(R3)) blows up at Tmax.
(2) Let T˘ = T for the case (a) and T˘ ∈ (0, Tmax) for the case (b). Then,
− u ∈ Hi∗−6(R3×(0, T˘ )) ∩Ci∗−8B (R3 × [0, T ]),
− ∂jtu ∈ C0
(
[0, T˘ ];Hi
∗−6−j(R3)
)
for 0 ≤ j ≤ i∗ − 6,
− p ∈ Hi∗−8(R3×[0, T˘ ]) ∩Ci∗−10B (R3 × [0, T ])
− ∇∂jt p ∈ C0
(
[0, T˘ ];Hi
∗−8−j(R3)
)
for 0 ≤ j ≤ i∗ − 8.
(4.4.1)
Further,
The existence of u is unique and the existence of,
p is unique apart from a constant.
(4.4.2)
Proof of Theorem 4.4.1.
Step 1. In this step, Claim 1 below will be proved.
• Claim : Let (un, pn) be a solution to the system (NSR3n )(at (4.2.1)). Assume
that there are T˘ ∈ (0, T ] and a subsequence of (un)n, still denoted by (u)n,
such that (maxt∈[0,T˘ ] ‖∇un‖L2(Ωn))n is bounded. Then, we have
(a) The system (NSR
3
) has the solution (u, p) satisfying the following prop-
erties:
- u ∈ Hi∗−6(R3×(0, T˘ )) ∩Ci∗−8B (R3×(0, T˘))),
- ∂jtu ∈ C0
(
[0, T˘ ];Hi
∗−6−j(R3)
)
for 0 ≤ j ≤ i∗ − 6,
- p ∈ Hi∗−8(R3×[0, T˘ ]) ∩Ci∗−10B (R3×(0, T˘ )),
- ∇∂jt p ∈ C0
(
[0, T˘ ];Hi
∗−8−j(R3)
)
for 0 ≤ j ≤ i∗ − 8.
(4.4.3)
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(b) There exists a subsequence of (un)n, still denoted by (un)n, such that
the sequence
(
max
t∈[0,T˘+]
∫
R3
|∇un|2dx
)
n
is bounded, where
T˘+ := min
{
M˘ + ko
(∫
R3
|∇u(x, T˘ )|2dx+ co
)−2
, T
}
. (4.4.4)
Here, ko and co are constants not depending on n.
• Proof of Claim (a) at (4.4.3).
Let ( max
t∈[0,T˘ ]
‖∇un‖L2)n is bounded. So that ( max
t∈[0,T˘ ]
‖∇v˘n‖L2)n is bounded,
since v˘n = un −βn and ( max
t∈[0,T˘ ]
‖∇β˘n‖L2)n is bounded (by (4.2.4)). In the
view of Lemma 4.3.2 and Lemma 4.2.4, the sequence ((v˘n, pn))n has the
following properties.
- For every n ∈ N, v˘n belongs to Ci
∗−3
B (Ωn×(0, T˘ )).
- The sequence
(‖v˘n‖Hi∗−5(Ωn×(0,T˘ ))d)n is bounded.
- The sequence
(‖∂jt v˘n‖L∞([0,T˘ ],Hi∗−5−j(Ωn)d))n is bounded
for 0 ≤ j ≤ i∗ − 5.
- For every n ∈ N, t ∈ [0, T˘ ], vn(., t) ∈ V(Ωn).
(4.4.5)
Since un = v˘n+βn and βn has properties as at (4.2.4), the sequence (un)n
has the following properties:
- For every n ∈ N, un belongs to Ci
∗−3
B (Ωn×(0, T˘ )).
- The sequence
(‖un‖Hi∗−5(Ωn×(0,T˘ ))d)n is bounded.
- The sequence
(‖∂jtun‖L∞([0,T˘ ],Hi∗−5−j(Ωn)d))n is bounded
for 0 ≤ j ≤ i∗ − 5.
- ∀n ∈ N, x ∈ Ωn, t ∈ [0, T˘ ], divun(x, t) = 0.

(4.4.6)
Let ηr : R→ R be a function as in Lemma 2.2.11.
Set u˜n, p˜n as follows
∀n ∈ N, u˜n(x, .) :=
{
ηrn(x)un(x, .) for x ∈ Ωn
0 for x ∈ R3\Ωn (4.4.7)
From (4.4.5), (4.4.6) and the properties of ηrn at (2.2.22), it follows that
(a) The sequence (u˜n)n is bounded in H
i∗−5(R3 × (0, T˘ ))
and belongs to Ci
∗−3
B (R
3×(0, T˘ )).
(b) The sequence
(
∂
j
t u˜n
)
n
is bounded in the space
L∞(0, T˘ ;Hi
∗−5−j(R3)) for 0 ≤ j ≤ i∗ − 5.
 (4.4.8)
Because of the compact embedding
Hi
∗−5(R3 × (0, T˘ )) →֒ Ci∗−8B (R3 × (0, T˘ ))
(see[9]- Rellich-Kondrachov Theorem) and the boundedness of (u˜n)n, there
exists a subsequence of (u˜n)n, still denoted by (u˜n)n, and u ∈ Ci
∗−8
B (R
3×
(0, T˘ )) such that
(u˜n)n converges to u in the space C
i∗−8
B (R
3 × (0, T˘ )). (4.4.9)
Consider the subsequence (un)n at (4.4.9). Because of the compact embed-
dings Hi
∗−5(R3×(0, T˘ )) →֒ Hi∗−6(R3×(0, T˘ )) (see[9]- Rellich-Kondrachov
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Theorem) and the boundedness of (u˜n)n, there exists a subsequence of
(u˜n)n, still denoted by (u˜n)n, such that
(u˜n)n converges to u in the space H
i∗−6(R3 × (0, T˘ )). (4.4.10)
Consider the subsequence (u˜n)n at (4.4.10). Using (4.4.8-b), (4.4.9) and
the compact embedding as in Theorem 2.2.4, u(., 0) and u(., T˘ ) are defined
and there exists a subsequence of (u˜n)n, still denoted by (u˜n)n, such that
(u˜n)n converges to u in C
0([0, T˘ ];Hi
∗−6(R3)) (4.4.11)
Repeat this procedure until there is a t subsequence of (u˜n)n, still denoted
by (u˜n)n, such that for 0 ≤ j ≤ i∗ − 6,
(∂jt u˜n)n converges to ∂
j
tu in C
0([0, T˘ ];Hi
∗−6−j(R3)) (4.4.12)
− By the embedding Hi∗−6(R3) →֒ Ci∗−8(R3), after a redefinition on sets
of measure zero, u(., 0), u(., T˘ ) belong to Ci
∗−8(R3). Further, there exists
a subsequence of (u˜n)n, still denoted by (u˜n)n, such that{
(un(., 0))n converges u(., 0) in C
i∗−8(R3),
(un(., T˘ ))n converges u(., T˘ ) in C
i∗−8(R3).
(4.4.13)
− Let x ∈ R3 and no satisfy rno > 2|x|. By the properties of ηr, there exists
a neighborhood of x such that, for n ≥ no, u˜n(., 0) = un(., 0) and u˜n(., T˘ ) =
un(., T˘ ) on this neighborhood, and then ∇u˜n(x, T˘ ) = ∇un(x, T˘ ) . From
this fact (4.4.13), it follows that
u(x, 0) = lim
n→+∞
un(x, 0) = lim
n→+∞
uon(x) = uo(x), (4.4.14)
and ∇u(x, T˘ ) = lim
n→+∞
∇un(x, T˘ ). (4.4.15)
Therefore, for every x ∈ R3,
u(x, 0) = uo(x) (4.4.16)
and ∇u(x, T˘ ) = lim
n→+∞
∇un(x, T˘ ). (4.4.17)
− Let (x, t) be arbitrary in R3 × (0, T˘ ) and no satisfy rno > 2|x|. By the
properties of the function ηr, there exists a neighborhood of (x, t) such
that, for n ≥ no, u˜n = un and f˜n = fn on this neighborhood, and so that
Dα∂
(j)
t u˜n(x, t) = D
α∂
(j)
t un(x, t) and D
αf˜n(x, t) = D
αfn(x, t) for
|α| ≤ 3, j ≤ 1. Therefore,
. divu(x, t) = lim
n→∞
div u˜n(x, t) = lim
n→∞
divun(x, t) = 0.
. ∂tu(x, t) = lim
n→∞
∂tu˜n(x, t).
. ∆u(x, t) = lim
n→∞
∆u˜n(x, t).
. u(x, t) · ∇u(x, t) = lim
n→∞
u˜n(x, t) · ∇u˜n(x, t).
. f(x, t) = lim
n→∞
fn(x, t).
.
From convergences above, one can find a function p such that
∂
∂t
u− ν∆u = −u·∇u−∇p+ f on R3 × (0, T˘ ). (4.4.18)
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By (4.4.18), (4.4.14 and the fact divu = 0, (u, p) is a solution to the system
(NSR
3
). Further, u has properties as in the Claim (a) by (4.4.9)-(4.4.12).
From the equation (4.4.18) and properties of u, it implies the properties
of p as in the Claim (a).
The Claim (a) in Step 1 is proved.
• Proof of Claim (b) at (4.4.4).
Let (un)n be the subsequence converging to u at (4.4.18).
Let E be a strong (i∗ − 7)-extension operator as in ([9]-Theorem 4.26),
and B := {x ∈ R3 : |x| < 1}. There exist constants co, ..., ci∗−7, such that
− ∀g ∈ Hi∗−7(B), Eg(x) = g(x) for a.e. x ∈ B,
− ‖Eg‖2
Hi(R3) ≤ ci‖g‖2Hi(B) for i ≤ i∗ − 7.
(4.4.19)
Applying the extension operator E for the function x 7→ g(rnx, T˘ ) from
B → R3, it implies that for every i with 0 ≤ i ≤ i∗ − 7,
r−3+2in ‖Di
∗
Eg‖2
L2(R3) ≤ ci
(
r−3n ‖g‖2L2(Ωn) + ...+ r−3+2in ‖Dig‖2L2(Ωn)
)
,
‖DiEg‖2
L2(R3) ≤ ci
(‖g‖2
L2(Ωn)
+ ...+ ‖Dig‖2
L2(Ωn)
)
‖DiEg‖2
L2(R3) ≤ ci‖g‖Hi∗−7(Ωn).
So that
∀g ∈ Hi∗−7(Ωn), ‖Eg(., T˘ )‖Hi∗−7(R3) ≤ c∗‖g(., T˘ )‖Hi∗−7(Ωn),
where c∗ := co + ...+ ci∗−7. Therefore, for k ∈ {1.2.3},
∀n ∈ N, ‖E∂xkun(., T˘ )‖Hi∗−7(R3) ≤ c∗‖∂xkun(., T˘ )‖Hi∗−7(Ωn), (4.4.20)
Moreover, due to the Sobolev embedding theorem, after a redefinition
on a set of measure zero, E∂xkun(., T˘ ) belongs to (C
i∗−9
B (R
3))3 for ev-
ery n ∈ N, k ∈ {1.2.3}. Besides, by (4.4.6) and (4.4.20), the sequence
(Eun(., T˘ ))n is bounded in the space H
i∗−7(R3). Applying the compact
embeddings Hi
∗−7(R3) →֒ Ci∗−9B (R3) and Hi
∗−7(R3) →֒ Hi∗−8(R3), there
exist a subsequence of (un(., T˘ ))n, still denoted by (un(., T˘ ))n, and func-
tions wE1,wE1,wE3 such that for k ∈ {1, 2, 3}
- (E∂xkun(., T˘ ))n converges to wEk in C
i∗−9
B (R
3)
and in the space Hi
∗−8(R3).
(4.4.21)
This convergences implie the pointwise convergence
∀x ∈ R3, lim
n→∞
E∂xkun(x, T˘ ) = wEk(x). (4.4.22)
Let x be arbitrary in R3. There exits mo such that rmo > |x|. By
the property of E, E∂xkun(x) = ∂xkun(x) for any n > mo, k ∈ {1, 2, 3}.
Combining this fact with (4.4.22), (4.4.17) gives us
(wE1(x), ...,wE3(x)) = ∇u(x, T˘ ).
Therfore (wE1, ...,wE3) = ∇u(., T˘ ) on R3 and∫
R3
|(E∂x1un(x, T˘ ), ..., E∂x3un(x, T˘ )|2dx→
∫
R3
|∇u(x, T˘ )|2dx as n→ +∞.
Hence, there exists a subsequence of (un), still denoted by (un), such that
∀n ∈ N,
∫
R3
|(E∂x1un(x, T˘ ), ..., E∂x3un(x, T˘ )|2dx ≤
∫
R3
|∇u(x, T˘ )|2dx+ 1.
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From this property and the fact that E∂xkun(., T˘ ) = ∂xkun(., T˘ ) on Ωn
(by the property of E), it follows that
∀n ∈ N,
∫
Ωn
|∇un(x, T˘ )|2dx ≤
∫
R3
|∇u(x, T˘ )|2dx + 1.
So that for every n ∈ N,∫
Ωn
|∇v˘n(x, T˘ )|2dx ≤
∫
Ωn
|∇un(x, T˘ )|2dx+
∫
Ωn
|∇βn(x, T˘ )|2dx
≤
∫
R3
|∇u(x, T˘ )|2dx+ 1 + c1,
where c1 is an above bound of the sequence
(
max
0<t<T
∫
Ωn
|∇βn(x, t)|2dx
)
n
.
Therefore, due to Lemma 4.3.1, the sequence
(
max
0≤t≤T˘+
∫
Ωn
|∇v˘n|2dx
)
n
is bounded, where
T˘+ = min{T˘ + ko
( ∫
R3
|∇u(x, T˘ )|2dx+ 1 + c1 + 1
)−2
, T }.
Then, the sequence
(
max
0≤t≤T˘+
∫
Ωn
|∇u˘n|2dx
)
n
is bounded too.
Setting c0 := c1 + 2. Claim (b) (at (4.4.4)) is proved.
Step 2 Proving the assertion (1) in Theorem 4.4.1).
- By Lemma 4.3.1, there exists To such that
(
max
0≤t≤To
∫
Ωn
|∇v˘n(x, t)|2dx
)
n
is
bounded. From this property and the fact that ∇un := ∇vn + ∇βn, where
(maxt∈[0,T ] ‖∇βn‖L2(Ωn))n is bounded (by (4.2.4)), it follows that the sequence(
max
0≤t≤To
∫
Ωn
|∇un(x, t)|2dx
)
n
is bounded.
- Applying Step 1-Claim (a), the system (NSR
3
) has the classical solution (u, p),
which is defined on the time interval [0, To].
By Step 1-Claim (b), the sequence
(
max
0≤t≤T1
∫
Ωn
|∇un(x, t)|2dx
)
n
is bounded,
where
T1 := T
+
o = min
{
To + ko
(∫
R3
|∇u(x, To)|2dx+ co
)−2
, T
}
.
Applying Step 1-Claim (a), the solution (u, p) is defined on the time interval [0, T1].
- Applying Step 1-Claim (b) again, the sequence
(
max
0≤t≤T2
∫
Ωn
|∇un(x, t)|2dx
)
n
is bounded, where
T2 := T
+
1 = min
{
T1 + ko
(∫
R3
|∇u(x, T1)|2dx + co
)−2
, T
}
.
Applying Step 1-Claim (a), the solution (u, p) is defined on the time interval [0, T2].
- Repeating this procedure, one obtains an increasing sequence (Tm)m. There
are only two possible cases for (Tm)m as follows:
. The first case: There exists m1 ∈ N such that Tm1 = T . Then∫
R3
|∇u(x, t)|2dx is defined on [0, T ].
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. The second case: The limit of Tm as m → +∞ is Tmax < T . Then,∫
R3
|∇u(x, t)|2dx blows up at Tmax.
It implies the assertion (1).
Step 3 Proving the property (4.4.1) in the assertion (2) in Theorem 4.4.1.
By the result of Claim (a) in Step 1 (see (4.4.3)), it implies the property (4.4.1).
Step 4 Proving the assertion (4.4.2) in Theorem 4.4.1.
− Let (u1, p1), (u2, p2) be solutions to the Navier-Stokes system (NSR3) (at (4.1.2))
on R3×[0, T˘ ]. Then, these solutions have property (4.4.1).
Setting w := u2 − u1.
− Since w belongs to the closure of C∞0,σ(R3) in H1(R3), it deduces∫
R3
∇(p1− p2)·w dx = 0. (4.4.23)
− Let wi := ηiw, where ηi is defined at (2.2.22). Then, the sequence (w)i in
C∞o (R
3) converges to w in the space H2(R3). Besides,
∫
R3
∂tw ·wi dx = d
dt
∫
R3
w ·wi dx and
∫
R3
∆w ·widx = −
∫
R3
∇w · ∇widx,∫
R3
(u2 ·∇wi) ·widx = 1
2
∫
R3
u2 ·∇|wi|2dx = 1
2
∫
R3
divu2|wi|2dx = 0.
Passing to the limit, one obtains
∫
R3
∂tw ·w dx = 1
2
d
dt
‖w‖22 and
∫
R3
∆w ·wdx = −
∫
R3
|∇w|2dx,∫
R3
(u2 ·∇w) ·wdx = 0.
(4.4.24)
− The first equation at (4.1.2) gives{
∂tu1 − ν∆u1 = −u1 ·∇u1 −∇p1 + f
∂tu2 − ν∆u2 = −u2 ·∇u2 −∇p2 + f (4.4.25)
Subtracting the second equation from the first equation, taking the inner product
with w, and using (4.4.23) (4.4.24), one gets∫
R3
∂tw ·w dx− ν
∫
R3
∆w ·wdx =
∫
R3
(w ·∇u1) ·wdx+
∫
R3
(u2 ·∇w) ·wdx,
d
dt
∫
R3
|w|2dx+ 2ν
∫
R3
|∇w|2dx ≤ 2
∫
R3
|∇u1||w|2dx
d
dt
‖w‖22 + 2ν‖∇w‖22 ≤ 2c1‖∇u1‖2‖w‖24
d
dt
‖w‖22 + 2ν‖∇w‖22 ≤ c2‖∇u1‖2‖w‖
1
2
2 ‖∇w‖
3
2
2
d
dt
‖w‖22 + 2ν‖∇w‖22 ≤ c3‖w‖22 + 2ν‖∇w‖22
d
dt
‖w‖22 ≤ c3‖w‖22.
This is a Gronwall’s inequality, so that
∀t ∈ [0, T˘ ], ‖w(., t)‖22 ≤ e2c1t‖w(., 0)‖22 = 0,
where w(., 0) = u2(., 0)− u1(., 0) = uo − uo = 0 on Ω.
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From this property and the fact that w is continuous on Ω × [0, T˘ ], it deduces
w vanishes on Ω× [0, T˘ ]. So that u2 = u1 on Ω× [0, T˘ ]. Hence, the existence of u
is unique.
From (4.4.25) and the uniqueness of u, one gets ∇p1 = ∇p2, and then ∇(p1 −
p2) = 0. Combining this property with the fact (p1 − p2) ∈ C1B(Ω × [0, T˘ ]) yields
that p1 − p2 is a constant on Ω× [0, T˘ ].
The proof of Theorem 4.4.1 is complete. 
The existence and smoothness of the solution to the Navier-Stokes system (NSR
3
)
(at 4.1.2) on the maximal-time interval are as in the theorem below. This is a main
result of this paper.
Theorem 4.4.2. Let the properties of data f , uo are as follows:
• f ∈ C∞B (R3×[0,+∞)) ∩H∞(R3×0,+∞)).
• ∂
j
t f ∈ C0
(
[0, T ];Hi(R3)
)
,
and sup
t≥0
‖Dα∂jtu‖L2(R3) < +∞, for every j ∈ N, T > 0, α.
• uo ∈ C∞B (R3) ∩H∞(R3).
• divuo = 0 in R
3.
(4.4.26)
Then, we have
(1) The Navier-Stokes system (NSR
3
) has a smooth solution (u, p) on the maximal-
time interval [0, Tmax), that is,
(u, p) ∈ C∞(R3 × [0, Tmax))× C∞(R3 × [0, Tmax).
(2) For the case Tmax < +∞, ‖∇u(., t)‖(L2(R3))3 blows up at Tmax.
(3) The existence of u is unique and the existence of p is unique apart from a
constant.
(4) For every T ∈ (0, Tmax),
− u ∈ H∞(R3×(0, T )) ∩C∞B (R3×(0, T )).
− ∂jtu ∈ C0
(
[0, T ];Hi(R3)
)
for every i ∈ N, j ∈ N.
− p ∈ H∞(R3×(0, T )) ∩ C∞B (R3×(0, T )).
− ∇∂jt p ∈ C0
(
[0, T ];Hi(R3)
)
for every i ∈ N, j ∈ N.
(4.4.27)
(5) ∀t ∈ [0, Tmax), ‖u(., t)‖L2(R3) ≤ ‖uo‖L2(R3) +
∫ ∞
0
‖f‖L2(R3)dt
(provided
∫ ∞
0
‖f‖L2(R3)dt < +∞)
Proof.
From the results in Theorem 4.4.1, in arguments similar to the proof of Theorem
3.5.4, it deduces assertions. 
4.5. Examples.
Assumptions in the Clay Millennium Prize Problem [1] are as follows
−|∂αxuo(x)| ≤ CαK(1 + |x|)−K on R3 , for any x ∈ R3, α and K.
− |∂αx ∂mt f(x, t)| ≤ CαmK(1 + |x|+ t)−K on R3×[0,∞) ,
for any (x, t) ∈ R3×[0,+∞), α,m,K.
− divuo = 0 on R3.
 (4.5.1)
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A special case of (4.5.1) is as follows
− |∂αxuo(x)| ≤ Cα(1 + |x|)−2 on R3 , for any x ∈ R3, α.
− |∂αx ∂mt f(x, t)| ≤ Cαm(1 + |x|+ t)−4 on R3×[0,∞) ,
for any (x, t) ∈ R3×[0,+∞), α,m.
− divuo = 0 on R3.
 (4.5.2)
Furthermore, the assumption (4.5.2) is enough to satisfy requirement (4.4.26) for
uo, f in Theorem 4.4.2. Indeed, this will be proved in the following example.
Example 4.5.1. Let the initial velocity uo and the force f satisfy the properties
(4.5.2).
Then f , uo satisfy the property (4.4.26) in Theorem 4.4.2. Further, f also
satisfies the condition ∫ ∞
0
‖f‖L2(R3)dt < +∞
Proof
Let α, m be arbitrary.
Changing to spherical coordinates, one can find easily that∫
R3
|∂αxuo(x)|2dx ≤
∫
R3
C2α(1 + |x|)−4dx < +∞,∫
R3
|∂αx ∂mt f(x, t)|2 dx ≤ C2αm
∫
R3
(1 + |x|+ t)−8 dx
≤ C2αm(1 + t)−4
∫
R3
(1 + |x|)−4dx < +∞,∫ ∞
0
∫
R3
|∂αx ∂mt f(x, t)|2 dx dt ≤ C2αm
∫
R3
(1 + |x|)−4dx
∫ ∞
0
(1 + t)−4dt < +∞.
Further, ∫ ∞
0
‖f‖L2(R3)dt ≤ C00(
∫
R3
(1 + |x|)−4dx
) 1
2
∫ ∞
0
(1 + t)−2dt < +∞.
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