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RESUMO
Este estudo apresenta a criac¸a˜o de uma plataforma para o desenvolvimento e a ava-
liac¸a˜o de algoritmos que visam resolver o problema de definir a satisfatibilidade de uma
fo´rmula em lo´gica proposicional. Muitos estudos ja´ foram realizados sobre o problema
da satisfatibilidade, principalmente sobre fo´rmulas na Forma Normal Conjuntiva. Com
isso, muitas te´cnicas foram desenvolvidas baseadas nas caracter´ısticas exclusivas desse
formato. O algoritmo conhecido como DPLL e´ utilizado como base te´cnica para os prin-
cipais resolvedores atuais. Heur´ısticas de aprendizado sobre erros e melhores estruturas
de representac¸a˜o sa˜o os pontos fortes dos algoritmos mais modernos. Pore´m, a utilizac¸a˜o
de um formato de representac¸a˜o menos restritivo, na˜o clausal, permite aos resolvedores
atuarem sobre um nu´mero maior de domı´nios. Testes automatizados de circuitos sa˜o
um bom exemplo de aplicac¸a˜o para um resolvedor na˜o clausal. Dada a diversidade de
aplicac¸o˜es, o processo de desenvolvimento de tais algoritmos exige a decisa˜o de qual con-
junto de te´cnicas e heur´ısticas deve ser utilizado para um melhor desempenho. Nesse
cena´rio, uma plataforma de desenvolvimento robusta, que permita a implementac¸a˜o de
estruturas e heur´ısticas espec´ıficas, facilita esse processo de decisa˜o, possibilitando, assim,
ana´lises comparativas mais precisas entre diversas soluc¸o˜es.
vABSTRACT
This study presents a platform for the development and evaluation of algorithms de-
signed to solve the problem of defining the satisfiability of a propositional logic formula.
Many studies have been conducted on the problem of satisfiability, acting mainly on for-
mulas in Conjunctive Normal Form. With this, many techniques were developed based on
the unique characteristics of this format. The algorithm known as DPLL is mainly used
as the technical basis for current solvers. Heuristics forlearning from errors and better
representation structures are one of the most important characteristics of modern solvers.
However, the use of a representation format less restrictive, non-clausal, allows solvers
act upon a larger number of domains. Automated circuit testing is a good example of
application for a non-clausal solver. Given the diversity of applications, the process of
developing such algorithms requires decisions on which a set of techniques and heuristics
must be used for better performance. In this scenario, a robust development platform,
which allows the implementation of structures and heuristics for specific domains, eases
the process of those decisions. This can make analysis between different solutions more
accurate.
1CAPI´TULO 1
INTRODUC¸A˜O
O problema de Satisfatibilidade consiste em encontrar uma valorac¸a˜o para as varia´veis
proposicionais de uma fo´rmula lo´gica proposicional, que torne a mesma verdadeira, ou
seja, um modelo va´lido para a fo´rmula. Este foi o primeiro problema que se provou ser
NP-Completo[9]. Apesar de amplamente investigado, o problema se mante´m como foco
de interesse de muitos grupos de pesquisa, dado o grande nu´mero de contextos onde a
satisfatibilidade aparece como subproblema[9]. A verificac¸a˜o de equivaleˆncia entre cir-
cuitos combinato´rios, a gerac¸a˜o de testes automa´ticos para circuitos e testes de deduc¸a˜o
lo´gica sobre bases de conhecimento sa˜o algumas das a´reas de aplicac¸a˜o[4]. Desta ma-
neira, te´cnicas eficientes para a soluc¸a˜o deste problema possuem forte impacto pra´tico em
diversas a´reas.
O algoritmo Davis-Putnam[5] escrito nos anos 60, foi motivado em grande parte pela
busca de um provador, eficaz, de teoremas para lo´gica proposicional. Este foi o primeiro
procedimento efetivo para a resoluc¸a˜o do problema de satisfatibilidade que na˜o enumerava
todas as combinac¸o˜es da tabela verdade da fo´rmula. Dois anos mais tarde, o procedimento
sofreu melhorias sobre as te´cnicas adotadas para encontrar uma soluc¸a˜o para o problema.
Esta nova versa˜o passou a ser conhecida como Davis-Putnam-Logemann-Loveland, ou
DPLL[4]. Apesar do grande avanc¸o, o conjunto de instaˆncias de problemas que esse
algoritmo tratava ainda era muito limitado. Nos anos seguintes, muitos resolvedores
foram propostos para solucionar o problema, sendo a grande maioria baseada nos conceitos
introduzidos a partir do DPLL[15, 12, 8, 6].
Uma vertente abordada por va´rios autores durante a de´cada de 90, para a resoluc¸a˜o
do problema de satisfatibilidade, foi a dos algoritmos baseados em busca local. Esses
algoritmos utilizam como func¸a˜o objetivo minimizar o nu´mero de cla´usulas da fo´rmula
que na˜o foram resolvidas com a valorac¸a˜o avaliada. Um dos primeiros procedimentos que
2utiliza esse princ´ıpio e´ o GSAT[11]. Ele se mostrou capaz de resolver uma grande variedade
de problemas, considerados dif´ıceis na e´poca de sua apresentac¸a˜o, com grande eficieˆncia.
Atualmente, um dos mais eficientes procedimentos conhecidos, baseado em busca local, e´
o WalkSAT[10]. Apesar de eficientes, esses procedimentos na˜o sa˜o completos, ou seja eles
na˜o podem garantir que sera˜o capazes de encontrar uma soluc¸a˜o caso ela exista.
Entre os algoritmos que tem como base o DPLL, as verso˜es mais difundidas utilizam
procedimentos de busca heur´ıstica, juntamente com eficientes te´cnicas de retrocesso sobre
a a´rvore de deciso˜es tomadas[12, 8, 6]. As principais distinc¸o˜es entre os va´rios me´todos de
resoluc¸a˜o se referem a`s heur´ısticas empregadas na escolha de qual varia´vel sera´ valorada
a cada interac¸a˜o e a` cronologia do retrocesso, utilizado quando um conflito e´ encontrado
dentro de uma valorac¸a˜o. A cada interac¸a˜o dos procedimentos, uma nova varia´vel propo-
sicional, presente na fo´rmula, tem seu valor verdade decidido e propagado. Esse processo
de propagac¸a˜o e´ conhecido como Propagac¸a˜o de Restric¸o˜es Boolenas e e´ uma das tarefas
mais importantes de um resolvedor[8]. No que se refere a cronologia utilizada para desfa-
zer uma escolha pre´via, temos algoritmos como o pro´prio DPLL e o SATO[15], que sempre
reconsideram a u´ltima decisa˜o tomada. Existem tambe´m algoritmos como o GRASP[12],
Chaff[8] e MiniSAT[6], que empregam elaboradas te´cnicas de aprendizado para escolher
qual decisa˜o necessita ser revista, independente do momento em que ela foi tomada. A
capacidade de realizar o retrocesso em qualquer ordem adiciona um ganho de desempenho
nos algoritmos que a` utilizam.
Apesar das facilidades que as fo´rmulas na forma normal conjuntiva (FNC), ou forma
clausal, apresentam para os principais resolvedores SAT, esse formato se mostra muito
restritivo para a descric¸a˜o de problemas, que seriam mais facilmente representados por
fo´rmulas proposicionais arbitra´rias. A conversa˜o de fo´rmulas arbitra´rias para a FNC pode
gerar fo´rmulas com tamanho muito maior que o original, devido a` necessidade de inclusa˜o
de novas varia´veis proposicionais. Outro problema e´ a perda de informac¸o˜es estrutu-
rais das sentenc¸as originais durante a conversa˜o. Tais informac¸o˜es poderiam ser u´teis na
conduc¸a˜o de estrate´gias de busca mais eficientes. Nesse cena´rio, a criac¸a˜o de procedimen-
tos capazes de solucionar a questa˜o da satisfatibilidade em fo´rmulas que na˜o se encon-
3tram na FNC, permitiria sua aplicac¸a˜o em um nu´mero mais abrangente de aplicac¸o˜es.
Atualmente entre os algoritmos que focam a soluc¸a˜o desse problema, podemos citar o
NoClause[14], o PolSAT[13] e um algoritmo DPLL na˜o clausal baseado em grafos[7].
O processo de desenvolvimento de um algoritmo resolvedor do problema de satisfati-
bilidade emprega um grande conjunto de deciso˜es poss´ıveis. Quando se trata de algorit-
mos que operem sobre fo´rmulas na˜o clausais, muitas te´cnicas adotadas pelos resolvedores
clausais podem ser mapeadas. A escolha desse conjunto de te´cnicas deve passar por um
processo de ana´lise comparativa, pois, algumas te´cnicas podem apresentar resultados di-
versos dependendo da classe de problemas tratados. Visando facilitar o desenvolvimento
e a ana´lise de algoritmos que operem com fo´rmulas na˜o clausais, esse trabalho apresenta
uma plataforma sobre a qual tais resolvedores podem ser implementados. Resolvedores
na˜o clausais veeˆm sendo o foco de muitos grupos de pesquisas[14, 13, 7] nos u´ltimos anos,
especialmente pela possibilidade de tratar um grupo menos restritivo, que as fo´rmulas
na FNC, de problemas. A plataforma apresentada implementa as te´cnicas ba´sicas do
algoritmo DPLL de forma simples, permitindo, assim, que va´rias te´cnicas possam ser
analisadas de forma consistente, sobre um mesmo algoritmo base. O mesmo conceito
ja´ foi apresentado para algoritmos operando sobre fo´rmulas clausais pelos pesquisadores
responsa´veis pelo MiniSAT[6], sendo este amplamanete utilizado no estudo e desenvolvi-
mento de novas soluc¸o˜es.
Nos pro´ximos cap´ıtulos do texto sera´ explanado o estado atual dos principais algorit-
mos existentes para soluc¸a˜o do problema de satisfatibilidade. No cap´ıtulo dois sera´ reali-
zada uma breve revisa˜o sobre a representac¸a˜o lo´gica relevante ao problema. No cap´ıtulo
seguinte descreveremos os principais algoritmos, utilizados como base para as duas princi-
pais famı´lias de resolvedores, os que usam a busca com retrocesso e os baseados em busca
local. Tambe´m sera˜o descritos os principais avanc¸os das te´cnicas de aprendizado e suas
utilizac¸o˜es na melhoria do processo de retrocesso para os resolvedores que atuam sobre
fo´rmulas na FNC. No cap´ıtulo quatro veremos outras formas normais para representac¸a˜o
de fo´rmulas utilizadas nos problemas de satisfatibilidade e as soluc¸o˜es atualmente conhe-
cidas para sua resoluc¸a˜o. Em seguida, a plataforma proposta sera´ apresentada e avaliada.
4Por fim, sa˜o apresentadas as concluso˜es e trabalho futuros.
5CAPI´TULO 2
LO´GICA PROPOSICIONAL
A Lo´gica Simbo´lica, tambe´m conhecida como lo´gica formal, preocupa-se com a es-
trutura do racionc´ınio, na˜o apenas em matema´tica mas em diversas situac¸o˜es cotidianas.
Nesse cap´ıtulo sera´ estudada a mais simples das lo´gicas simbo´licas, a lo´gica proposicional,
tambe´m conhecida como lo´gica booleana, uma homenagem ao lo´gico George Boole. Os
principais conceitos, necessa´rios para as definic¸o˜es dos problemas e soluc¸o˜es apresentados
neste trabalho, sera˜o introduzidos.
Uma lo´gica proposicional e´ um sistema formal no qual fo´rmulas representam sentenc¸as
declarativas, ou proposic¸o˜es, que podem ser verdadeiras ou falsas, mas nunca ambas. “O
ce´u e´ azul.” e “A resposta e´ 42.” sa˜o exemplos de proposic¸o˜es. Por convenieˆncia, letras
maiu´sculas podem ser utilizadas para representar as sentenc¸as, definindo um a´tomo ou
fo´rmula atoˆmica. Os a´tomos tambe´m sa˜o chamados de varia´veis proposicionais ou simples-
mente varia´veis. O valor “verdadeiro” ou “falso”, atribu´ıdo a uma proposic¸a˜o qualquer, e´
definido como valor-verdade. Comumente, o valor verdadeiro pode ser representado pelo
s´ımbolo “V”, assim como o valor falso, pelo s´ımbolo “F”.
Partindo das proposic¸o˜es, e´ poss´ıvel criar sentenc¸as compostas utilizando os conectivos
lo´gicos. Cinco sa˜o os conectivos lo´gicos: ¬ (negac¸a˜o), ∧ (e), ∨ (ou),⇒ (se ... enta˜o) e ⇔
(se e somente se). A junc¸a˜o de duas proposic¸o˜es por um conectivo forma uma sentenc¸a
composta. De maneira geral, utilizando os conectivos de maneira repetida, e´ poss´ıvel a
ligac¸a˜o de va´rias sentenc¸as compostas. Dessa maneira se torna poss´ıvel a representac¸a˜o de
ide´ias mais complexas. Para a lo´gica proposicional, proposic¸o˜es, simples ou compostas,
sa˜o definidas como fo´rmulas bem formadas ou, simplesmente, fo´rmulas. As regras que
definem recursivamente uma fo´rmula sa˜o as seguintes:
• Um a´tomo e´ um fo´rmula.
• Se α e´ uma fo´rmula, enta˜o (¬α) tambe´m e´ uma fo´rmula.
6• Sendo α e β fo´rmulas, enta˜o (α ∧ β), (α ∨ β), (α⇒ β) e (α⇔ β) tambe´m sera˜o.
• Todas as fo´rmulas sa˜o geradas pela aplicac¸a˜o das regras anteriores.
A utilizac¸a˜o dos parenteses serve para remover qualquer poss´ıvel ambiguidade de uma
fo´rmula lo´gica. Pore´m, P ∧ Q e (P ∧ Q) representam a mesma fo´rmula. A definic¸a˜o de
uma ordem de precedeˆncia serve tambe´m na soluc¸a˜o de fo´rmula ambiguas. A ordem de
precedeˆncia adotada e´: ⇔, ⇒, ∧, ∨ e, por fim, ¬. Assim, as fo´rmulas P ⇒ Q ∧ S e
(P ⇒ (Q ∧ S)) possuem o mesmo significado.
O valor-verdade de uma fo´rmula lo´gica proposicional esta´ relacionado ao valor-verdade
de cada uma das proposic¸o˜es, atoˆmicas ou compostas, que a compo˜em, da seguinte ma-
neira:
• ¬P sera´ verdadeiro quando P for falso, e sera´ falso quando P for verdadeiro. ¬P e´
denominado negac¸a˜o de P .
• (P ∧Q), conjunc¸a˜o de P e Q, so´ sera´ verdadeiro quando ambos forem verdadeiros
e sera´ falso em qualquer outra situac¸a˜o.
• (P ∨ Q), disjunc¸a˜o de P e Q, sera´ verdadeiro quando ao menos um dos dois for
verdadeiro e sera´ falso quando ambos assim o forem.
• (P ⇒ Q) sera´ falso quando P for verdadeiro e Q for falso, caso contra´rio, sera´
sempre verdadeiro. Essa fo´rmula e´ denominada “P implica Q”.
• Por fim, (P ⇔ Q) so´ sera´ verdadeiro quando, ambos, (P ⇒ Q) e (Q ⇒ P ) forem
verdadeiros.
As relac¸o˜es entre os valores-verdade dos elementos que compo˜em uma fo´rmula e o
valor-verdade da mesma, podem ser melhor representados por uma tabela-verdade, como
a apresentada a seguir:
7Tabela 2.1: Tabelas-Verdade Referentes aos Cinco Conectivos Lo´gicos
P Q ¬P P ∧Q P ∨Q P ⇒ Q P ⇔ Q
falso falso verdadeiro falso falso verdadeiro verdadeiro
falso verdadeiro verdadeiro falso verdadeiro verdadeiro falso
verdadeiro falso falso falso verdadeiro falso falso
verdadeiro verdadeiro falso verdadeiro verdadeiro verdadeiro verdadeiro
2.1 Interpretac¸o˜es de uma Fo´rmula em Lo´gica Proposicional
Como dito anteriormente, o valor-verdade de qualquer fo´rmula lo´gica pode ser avaliado
nos termos dos valores-verdade de cada uma das proposic¸o˜es que a compo˜em. Tendo a
fo´rmula α, representada por (P ∨ (Q ∧ ¬S)), e supondo P e S falsos e Q verdadeiro, e´
poss´ıvel dizer que α possui o valor verdadeiro. Essa afirmac¸a˜o vem do fato de a sentenc¸a
(Q ∧ ¬S), para um Q verdadeiro e um S falso, possuir o valor verdadeiro. Assim, a
disjunc¸a˜o que representa a fo´rmula α tambe´m sera´ verdadeira. A atribuic¸a˜o dos valores-
verdade {F, V, F} para o conjunto de a´tomos {P , Q, S}, respectivamente, e´ denominada
uma interpretac¸a˜o da fo´mula α. Por questo˜es de convenieˆncia, a interpretac¸a˜o anterior
poderia ser representada como {¬P , Q, ¬S}. Como cada um dos a´tomos que compo˜em α
podem receber os valores-verdade V e F, mas nunca ambos, pode-se afirmar que existira˜o
23 = 8 interpretac¸o˜es poss´ıveis para a fo´rmula em questa˜o.
Em linhas gerais, dada uma fo´rmula qualquer F composta por n ato´mos, que podem
aparecer mais de uma vez na mesma fo´rmula, uma interpretac¸a˜o sera´ dada pela atribuic¸a˜o
dos valores verdadeiro e falso para cada um dos a´tomos da fo´rmula. Uma fo´rmula sera´ dita
verdadeira, ou va´lida, em uma dada interpretac¸a˜o, se tal atribuic¸a˜o lhe tornar verdadeira,
ou seja, satisfaz a fo´rmula. Caso contra´ria a mesma sera´ dita falsa para tal interpretac¸a˜o.
Uma interpretac¸a˜o que satisfac¸a uma determinada fo´rmula e´ denominada um modelo
para a mesma. Existira˜o sempre 2n interpretac¸o˜es poss´ıveis para uma fo´rmula lo´gica
proposicional.
82.2 Validade e Inconsisteˆncia
Validade e inconsisteˆncia sa˜o as propriedades das fo´rmulas que sa˜o verdadeiras para
qualquer uma de suas interpretac¸o˜es ou falsas para qualquer interpretac¸a˜o, respectiva-
mente. Considerando a fo´rmula (P ∨ ¬P ) e suas duas interpretac¸o˜es poss´ıveis, {P} e
{¬P}, o valor-verdade dela sera´ sempre verdadeiro para qualquer uma de suas inter-
pretac¸o˜es. De maneira ana´loga, a fo´rmula (P ∧¬P ) sera´ sempre falsa para qualquer uma
de suas interpretac¸o˜es poss´ıveis.
Uma fo´rmula e´ dita va´lida se, e apenas se, for verdadeira para todas as suas inter-
pretac¸o˜es. Inva´lida e´ toda fo´rmula que na˜o seja va´lida. Por outro lado, uma fo´rmula e´ dita
inconsistente se, e somente se, for falsa para todas as suas interpretac¸o˜es. Ja´ a fo´rmula
verdadeira para pelo menos uma de suas interpretac¸o˜es e´ dita satisfat´ıvel ou consistente.
A negac¸a˜o de uma fo´rmula va´lida e´ inconsistente, assim como a negac¸a˜o de uma fo´rmula
inconsistente e´ va´lida. Apesar de numeroso, o conjunto de interpretac¸o˜es poss´ıveis para
uma fo´rmula e´ sempre finito, assim sendo, examinando todas as suas interpretac¸o˜es e´
poss´ıvel definir a validade ou a inconsisteˆncia de uma fo´rmula.
2.3 Formas Normais
A transformac¸a˜o de uma fo´rmula em outra e´ conseguida pela substituic¸a˜o da fo´rmula
original por uma nova fo´rmula equivalente. Este processo se repete ate´ que a fo´rmula
desejada seja encontrada. Duas fo´rmula sa˜o ditas equivalentes quando os valores-verdade
de ambas sa˜o iguais para todas as interpretac¸o˜es poss´ıveis. Abaixo, algumas regras que
podem ser utilizadas para transformar uma fo´rmula em uma nova que esteja na forma
normal, por exemplo.
• (α ∧ β) ≡ (β ∧ α) comutatividade de ∧
• (α ∨ β) ≡ (β ∨ α) comutatividade de ∨
• ((α ∧ β) ∧ γ) ≡ (α ∧ (β ∧ γ)) associatividade de ∧
• ((α ∨ β) ∨ γ) ≡ (α ∨ (β ∨ γ)) associatividade de ∨
9• (α ∧ (β ∨ γ) ≡ ((α ∧ β) ∨ (α ∧ γ)) distributividade de ∧ sobre ∨
• (α ∨ (β ∧ γ) ≡ ((α ∨ β) ∧ (α ∨ γ)) distributividade de ∨ sobre ∧
Um literal e´ um ato´mo ou a negac¸a˜o de um ato´mo, nesse caso um literal negativo.
Sendo P , ¬Q e S literais, a fo´rmula (P ∧¬Q∧ S) e´ dita como uma conjunc¸a˜o de literais.
Por sua vez, (P ∨¬Q∨S) e´ uma disjunc¸a˜o dos mesmos literais, ou cla´usula. Uma fo´rmula
esta´ na Forma Normal Conjuntiva (FNC), quando e´ formada pela conjunc¸a˜o de disjunc¸o˜es
de literais. Ja´ a Forma Normal Disjuntiva (FND) e´ dada por uma disjunc¸a˜o de conjunc¸o˜es
de literais. A fo´rmula representada por ((P ∨ Q) ∧ (Q ∨ S) ∧ T ) e´ um exemplo de uma
fo´rmula na Forma Normal Conjuntiva, visto que um u´nico literal pode ser considerado
uma disjunc¸a˜o. Um exemplo de uma fo´rmula na Forma Normal Disjuntiva pode ser
representada por ((¬Q ∧ S) ∨ (P ∧ ¬T )). Qualquer fo´rmula pode ser transformada em
uma fo´rmula na forma normal pela aplicac¸a˜o das regras mencionadas anteriormente.
2.4 Consequeˆncia Lo´gica
O conceito de consequeˆncia lo´gica vem da necessidade de decidir se uma sentenc¸a segue
logicamente de uma ou de um conjunto de sentenc¸as. Uma fo´rmula α e´ consequeˆncia lo´gica
de um conjunto de fo´rmulas se para cada interpretac¸a˜o onde todas as fo´rmulas do conjunto
forem verdadeiras, a fo´rmula α tambe´m sera´. Em outras palavras dado o conjunto de
fo´rmulas {F1, F2, F3}, α so´ sera´ consequeˆncia lo´gica se a fo´rmula ((F1∧F2∧F3)⇒ α)
for va´lida, ou seja, verdadeira para todas as interpretac¸o˜es poss´ıveis.
Como apresentado anteriormente, se uma fo´rmula e´ va´lida, a negac¸a˜o dela deve ser
inconsistente. A seguir e´ apresentado as regras de transformac¸a˜o que mostram que a
fo´rmula (¬((F1 ∧ F2 ∧ F3)⇒ α)) e´ equivalente a fo´rmula (F1 ∧ F2 ∧ F3 ∧ ¬α).
• Eliminando ⇒, substituic¸a˜o de (α⇒ β) por (¬α ∨ β):
(¬(¬(F1 ∧ F2 ∧ F3) ∨ α))
• Com a aplicac¸a˜o da regra de equivaleˆnica De MorganNa que define ¬(α ∨ β) ≡
(¬α ∧ ¬β):
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((¬(¬(F1 ∧ F2 ∧ F3)) ∧ ¬α))
• Com a remoc¸a˜o da dupla implicac¸a˜o:
((F1 ∧ F2 ∧ F3) ∧ ¬α)
• Com a remoc¸a˜o dos parenteses desnecessa´rios:
(F1 ∧ F2 ∧ F3 ∧ ¬α)
Se for encontrado um modelo para tal fo´rmula gerada, fica provado que a mesma
na˜o e´ inconsistente e, pela definic¸a˜o, que α na˜o e´ uma consequeˆncia lo´gica do conjunto de
fo´rmulas {F1, F2, F3}. Se for fixado que cada fo´rmula do conjunto, assim como a fo´rmula
α, sejam disjunc¸o˜es de literais, a fo´rmula gerada estara´ na Forma Normal Conjuntiva. Esse
fato leva a primeira grande aplicac¸a˜o do problema de definir a satisfatibilidade de uma
fo´rmula na Forma Normal Conjuntiva: definir a consequeˆncia lo´gica, ou na˜o, de uma
sentenc¸a apartir de um conjunto de fo´rmulas.
Esse processo de infereˆncia e´ muito utilizado por agentes lo´gicos. Esses agentes arma-
zenam o conhecimento, asserc¸o˜es sobre o mundo atual, adquirido durante sua execuc¸a˜o
em bases de conhecimento. Essas bases podem ser compostas por fo´rmulas lo´gicas pro-
posicionais e o processo de infereˆncia lo´gica pode ser utilizado, recaindo, assim, em um
problema de definir a satisfatibilidade de uma fo´rmula. E´ sobre as principais te´cnicas
conhecidas para a soluc¸a˜o desse problema que os pro´ximos cap´ıtulos deste trabalho ira˜o
tratar.
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CAPI´TULO 3
SATISFATIBILIDADE EM FNC
Os principais algoritmos conhecidos para a resoluc¸a˜o do problema de satisfatibilidade
em fo´rmulas lo´gicas proposicionais se dividem em duas principais famı´lias: uma baseada
em busca com retrocesso e outra baseada em busca local. A expressa˜o busca com retro-
cesso e´ utilizada para indicar os algoritmos, que durante a busca de um modelo para a
fo´rmula lo´gica proposicional, definem o valor-verdade para uma proposic¸a˜o de cada vez
e efetuam o retrocesso caso alcanc¸em uma interpretac¸a˜o que na˜o satisfac¸a a fo´rmula. O
espac¸o de busca do problema de encontrar um modelo para uma fo´rmula lo´gica proposi-
cional, compreende todas as interpretac¸o˜es poss´ıveis para tal fo´rmula. Como apresentado
anteriormente, existem 2n interpretac¸o˜es poss´ıveis para uma fo´rmula com n va´riaveis pro-
posicionais. Os algoritmos baseados em busca com retrocesso realizam uma explorac¸a˜o
sistema´tica deste espac¸o de busca. Esse cara´ter sistema´tico e´ alcanc¸ado mantendo-se todas
as deciso˜es de qual valor-verdade foi atribu´ıdo a uma va´riavel proposicional e quais ainda
na˜o foram decididas. Durante este processo, o conjunto de valores-verdade atribu´ıdos a
apenas uma parte das varia´veis proposicionais da fo´rmula e´ denominado valorac¸a˜o parcial.
Ja´ para a famı´lia de algoritmos baseados em busca local, as valorac¸o˜es parciais do
processo para encontrar um modelo na˜o sa˜o importantes. Esses algoritmos operam sobre
uma u´nica interpretac¸a˜o a cada momento, com todas as va´riaveis proposicionais possuindo
um valor-verdade atribu´ıdo. Caso essa interpretac¸a˜o na˜o satisfac¸a a fo´rmula em questa˜o,
o algoritmo abandonara´ a atual e passara´ a operar sobre uma interpretac¸a˜o vizinha dentro
do espac¸o de busca. Uma interpretac¸a˜o e´ definida como vizinha de outra dentro de um
espac¸o de busca quando o conjunto de valores atribu´ıdos difere em apenas uma u´nica
va´riavel proposicional.
Apesar dos bons resultados alcanc¸ados com ambas as abordagens, os procedimentos
baseados em buscas com retrocesso costumam receber maior atenc¸a˜o por parte dos pes-
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quisadores, inicialmente pelo seu melhor desempenho, mas principalmente pelo fato de
serem algoritmos de busca completos, ao contra´rio dos algoritmos baseados em busca
local. O fato de na˜o realizarem uma busca sistema´tica dentro do espac¸o de busca, na˜o
garante que todo o espac¸o sera´ percorrido. Dessa maneira, o fato de um algoritmo de
busca local na˜o ser capaz de encontrar um modelo para uma fo´rmula, na˜o garante que tal
modelo na˜o exista.
Nas sec¸o˜es que seguem apresentaremos os principais algoritmos resolvedores do pro-
blema de satisfatibilidade para fo´rmulas lo´gicas e aprofundaremos um pouco mais a dis-
cussa˜o sobre as principais caracter´ısticas de cada uma das duas famı´lias de busca. Ini-
ciamos com o algoritmo DPLL, utilizado como base da grande maioria de algoritmos
baseados em busca com retrocesso[15, 12, 8, 6].
3.1 O Algoritmo DPLL
O algoritmo conhecido como DPLL se refere ao procedimento denominado Davis-
Putnam-Logemann-Loveland, introduzido em 1962 pelos pesquisadores Martin Davis, Ge-
orge Logemann e Donald W. Loveland[4]. Essa pesquisa introduziu melhorias ao trabalho
apresentado dois anos antes por Martin Davis e Hilary Putnam[5]. No ı´nicio da de´cada
de 20 havia um grande esforc¸o em pesquisas visando a prova de teoremas matema´ticos
atrave´s da aplicac¸a˜o de me´todos matema´ticos sobre fo´rmulas lo´gicas. Nesse contexto, o
problema de determinar a satisfatibilidade de uma fo´rmula lo´gica tambe´m se mostrava
relevante. Va´rios provadores foram sugeridos, sempre baseados em buscas dentro do con-
junto de todas as interpretac¸o˜es da fo´rmula. Apesar de encontrarem soluc¸o˜es para alguns
casos, normalmente terminavam executando seus procedimentos indefinidamente. O pro-
cedimento Davis-Putnamm foi introduzido nesse cena´rio, sendo capaz de tratar fo´rmulas
mais complexas que os demais resolvedores da e´poca.
O procedimento DPLL opera sobre fo´rmulas lo´gicas proposicionais na forma normal
conjuntiva, ou FNC. Dessa maneira, caso a fo´rmula inicial na˜o se encontre na FNC, uma
conversa˜o e´ necessa´ria. Como demonstrado no cap´ıtulo anterior, qualquer fo´rmula lo´gica
proposicional pode gerar uma fo´rmula equivalente na FNC, apenas com a aplicac¸a˜o de
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regras de equivaleˆncia. A adoc¸a˜o de fo´rmulas nessa forma normal, permite ao algoritmo
definir se uma valorac¸a˜o parcial do conjunto de varia´veis que compo˜em o problema e´ um
modelo da fo´rmula.
Se algum literal de uma cla´usula da fo´rmula for verdadeiro para uma dada valorac¸a˜o,
parcial ou na˜o, toda a cla´usula pode ser considerada verdadeira para esta valorac¸a˜o. Isto
ocorre pelo fato de cada cla´usula ser uma disjunc¸a˜o de literais e, dentro da semaˆntica
definida, para uma disjunc¸a˜o ser verdadeira apenas um dos seus disjuntos necessita ser.
Encerrado o processo de transformac¸a˜o da fo´rmula, o algoritmo utilizara´ duas regras
que buscam encontrar uma valorac¸a˜o que a deixe verdadeira. Essas regras sa˜o conhecidas
como regra do literal puro e a regra da cla´usula unita´ria.
Um literal puro e´ definido como um literal que so´ aparece em uma forma, positivo ou
negativo, em toda a fo´rmula. A cada decisa˜o tomada pelo procedimento, sobre o valor-
verdade de uma va´riavel proposicional, deve ser escolhida aquela capaz de maximizar
o nu´mero de cla´usulas decididas como verdadeiras e minimizar o nu´mero das decididas
como falsas. Isso decorre do fato do procedimento buscar um modelo para a fo´rmula.
Logo, a varia´vel proposicional do literal puro deve ser valorada de tal forma que todas
as ocorreˆncias do literal sejam verdadeiras. Desta maneira, todas as cla´usulas em que ele
esta´ presente sera˜o consideradas verdadeiras. Tal regra nunca definira´ uma cla´usula como
falsa, o que assegura que a valorac¸a˜o atribu´ıda a varia´vel na˜o necessitara´ ser revista em
momento algum.
No contexto do algoritmo DPLL, um literal pode ser considerado puro mesmo que
se apresentem as duas formas, positivo e negativo, na mesma fo´rmula. Toda cla´usula
considerada verdadeira para a valorac¸a˜o atual, pode ser desconsiderada do restante da
fo´rmula. Pore´m, essa remoc¸a˜o so´ e´ relevante para a valorac¸a˜o atual, caso essa seja revista
e a cla´usula deixe de ser verdadeira, ela deve voltar a ser considerada. Assim, se um literal
e´ puro no subconjunto de cla´usulas que ainda na˜o foram decididas como verdadeira, a
regra do literal puro pode ser aplicada. Mas nesse caso, a decisa˜o pode necessitar ser
revista no futuro.
Uma cla´usula e´ considerada unita´ria quando na˜o possui nenhum literal verdadeiro e
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apenas um literal que ainda na˜o possui um valor-verdade atribu´ıdo. Sempre que uma
varia´vel proposicional e´ atribu´ıda, seus literais decididos como falsos se tornam irrelevan-
tes para as cla´usulas em que esta˜o presentes, visto que eles na˜o auxiliam na busca de
um modelo. Isso ocorre de maneira ana´loga a decisa˜o de uma cla´usula como verdadeira.
Assim, esse literal passa a na˜o figurar para o algoritmo, na contagem dos literais relevan-
tes da cla´usula. Caso essa contagem chegue a zero, a cla´usula pode ser considerada falsa
para a valorac¸a˜o atual que, por sua vez, na˜o e´ um modelo da fo´rmula. Caso a contagem
aponte um u´nico literal, uma nova cla´usula unita´ria foi encontrada. A varia´vel propo-
sicional representada por esse literal u´nico devera´ receber um valor-verdade que torne o
literal verdadeiro, evitando que a cla´usula seja considerada falsa. A aplicac¸a˜o da regra da
cla´usula unita´ria pode levar ao surgimento de novas cla´usulas unita´rias, pois a proposic¸a˜o
decidida pode possuir literais complementares em outras cla´usulas da fo´rmula. Esse efeito
de atribuic¸a˜o cascateado e´ uma das principais caracter´ısticas do algoritmo DPLL e e´ co-
nhecido como Propagac¸a˜o de Restric¸o˜es Unita´rias, ou, simplesmente, propagac¸a˜o unita´ria.
Apo´s todas as aplicac¸a˜o poss´ıveis das regras de literal puro e cla´usula unita´ria serem
executadas, caso um modelo na˜o tenha sido encontrado, o procedimento necessita tratar
as cla´usulas da fo´rmula que ainda na˜o foram decididas. Pore´m, nenhuma varia´vel propo-
sicional, com literais positivos e negativos presentes em cla´usulas ainda na˜o deicididas da
fo´rmula, pode ser decidida de forma trivial. O algoritmo deve aplicar uma regra conhecida
como ramificac¸a˜o. Na regra de ramificac¸a˜o, uma varia´vel qualquer, da lista das que ainda
na˜o possuem valor-verdade definido, deve ser escolhida e definida arbitrariamente. A
aplicac¸a˜o da regra de ramificac¸a˜o pode permitir o surgimento de novas cla´usulas unita´rias
ou literais puros, permitindo assim que as regras respectivas sejam aplicadas novamente.
A decisa˜o do valor por essa regra pode, em passos futuros do algoritmo DPLL, se mos-
trar equivocada para a busca de um modelo. O valor-verdade atribu´ıdo pode na˜o fazer
parte de nenhum modelo da fo´rmula, pore´m sua decisa˜o na˜o define nenhuma cla´usula da
fo´rmula como falsa. Caso isso ocorra, o algoritmo devera´ retroceder ate´ o ponto onde a de-
cisa˜o foi tomada e altera´-la, atribuindo o valor oposto a` varia´vel em questa˜o. O controle
das varia´veis que tiveram seus valores atribu´ıdos desta maneira pode ser representado
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como uma a´rvore de decisa˜o. Quando todas as alternativas de valorac¸a˜o se esgotarem, o
algoritmo DPLL podera´ afirmar que a fo´rmula em questa˜o na˜o e´ satisfat´ıvel.
O algoritmo DPLL pode ser representado pelo pseudo co´digo apresentado no algoritmo
3.1, sendo F uma fo´rmula na FNC e V P uma valorac¸a˜o parcial para esta fo´rmula.
Algoritmo 3.1: Algoritmo DPLL
1 DPLL(F, VP)
2 se todas as cla´usulas de F forem verdadeiras
3 ent~ao retorne verdadeiro;
4 se alguma cla´usula de F for falsa
5 ent~ao retorne falso;
6
7 se ocorrer um literal puro L em F
8 ent~ao retorne DPLL(DECIDE(L, F), ATRIBUI(L, VP));
9 se ocorrer uma cla´usula unita´ria C em F
10 ent~ao retorne DPLL(DECIDE(C, F), ATRIBUI(C, VP));
11
12 L := ESCOLHA_LITERAL();
13 retorne DPLL(DECIDE(L, F), ATRIBUI(L, VP))
14 ou DPLL(DECIDE(N~AO(L), F), ATRIBUI(N~AO(L), VP));
Para exemplificar as etapas do processo, a seguir demonstramos todos os passos exe-
cutados pelo algoritmo DPLL para decidir se a sentenc¸a:
(P∨Q)∧(S∨¬T )∧(R)∧(¬S∨¬T )∧(¬Q∨¬S)∧(R∨¬U)∧(¬S∨T )∧(¬R∨U)
e´ ou na˜o satisfat´ıvel.
• Inicialmente o algoritmo executa, se poss´ıvel, a regra do literal puro. Na fo´rmula
em questa˜o o literal P e´ puro, pois a fo´rmula na˜o possui nenhuma ocorreˆncia de
¬P . Visando tornar o literal P verdadeiro, o algoritmo atribui o valor-verdade
Verdadeiro para a proposic¸a˜o. Resultando na fo´rmula:
Interpretac¸a˜o {P = {V}}
({V }∨Q)∧(S∨¬T )∧(R)∧(¬S∨¬T )∧(¬Q∨¬S)∧(R∨¬U)∧(¬S∨T )∧(¬R∨U)
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• Toda disjunc¸a˜o que possui um disjunto Verdadeiro e´, ela pro´pria, verdadeira. E
desse modo, pode ser removida da fo´rmula. A remoc¸a˜o da cla´usula ({V } ∨ Q)
torna o literal ¬Q puro. Pela aplicac¸a˜o da regra, a proposic¸a˜o Q deve receber o
valor-verdade Falso:
Interpretac¸a˜o {P = {V}, Q = {F}}
(S ∨ ¬T ) ∧ (R) ∧ (¬S ∨ ¬T ) ∧ ({V } ∨ ¬S) ∧ (R ∨ ¬U) ∧ (¬S ∨ T ) ∧ (¬R ∨ U)
• As cla´usulas verdadeiras sa˜o novamente removidas. Na˜o ha´ mais nenhum literal
puro presente na fo´rmula. O algoritmo busca agora as cla´usulas unita´rias, como (R).
Para tornar a cla´usula verdadeira, o valor-verdade Verdadeiro deve ser atribu´ıdo a
proposic¸a˜o R:
Interpretac¸a˜o {P = {V}, Q = {F}, R = {V}}
(S ∨ ¬T ) ∧ ({V }) ∧ (¬S ∨ ¬T ) ∧ ({V } ∨ ¬U) ∧ (¬S ∨ T ) ∧ ({F} ∨ U)
• Um disjunto Falso e´ irrelevante para uma disjunc¸a˜o. Assim sendo, a cla´usula ({F}∨
U) pode ser considerada uma cla´usula unita´ria. Como tal, a proposic¸a˜o U deve ter
o valor verdadeiro na interpretac¸a˜o testada:
Interpretac¸a˜o {P = {V}, Q = {F}, R = {V}, U = {V}}
(S ∨ ¬T ) ∧ (¬S ∨ ¬T ) ∧ (¬S ∨ T ) ∧ ({F} ∨ {V })
• Nesse ponto o algoritmo e´ incapaz de aplicar as regras do literal puro ou da cla´usula
unita´ria. O algoritmo enta˜o, utilizando a regra da ramificac¸a˜o, escolhe atribuir o
valor verdadeiro a` proposic¸a˜o S. Essa escolha e´ arbitra´ria, e como tal, deve ser
assinalada para um poss´ıvel retrocesso:
Interpretac¸a˜o {P = {V}, Q = {F}, R = {V}, U = {V}, S* = {V}}
({V } ∨ ¬T ) ∧ ({F} ∨ ¬T ) ∧ ({F} ∨ T )
• Novamente o algoritmo precisa da regra de ramificac¸a˜o para tomar a pro´xima de-
cisa˜o. O algoritmo atribui o valor verdadeiro para a proposic¸a˜o T :
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Interpretac¸a˜o {P = {V}, Q = {F}, R = {V}, U = {V}, S* = {V}, T* = {V}}
({F}) ∧ ({V })
• A u´ltima atribuic¸a˜o gerou uma cla´usula vazia, consequentemente, falsa. Como a in-
terpretac¸a˜o atual na˜o e´ um modelo para a fo´rmula, o processo de retrocesso deve ser
realizado. Inicialmente, a u´ltima decisa˜o sera´ desfeita e o valor Falso sera´ atribu´ıdo
a` proposic¸a˜o T . Pore´m, essa decisa˜o tambe´m ira´ gerar uma cla´usula vazia. Assim
sendo, o algoritmo deve retroceder ate´ o instante anterior a atribuic¸a˜o de S como
Verdadeiro e tentar, agora, atribuir o valor-verdade Falso a S:
Interpretac¸a˜o {P = {V}, Q = {F}, R = {V}, U = {V}, S* = {F}}
({F} ∨ ¬T ) ∧ ({V } ∨ ¬T ) ∧ ({V } ∨ T )
• Dessa vez a valorac¸a˜o parcial testada gerou uma u´nica cla´usula. Essa cla´usula e´
unita´ria no literal ¬T que, por consequeˆncia, tambe´m e´ um literal puro. Atribuindo
o valor-verdade Falso para a proposic¸a˜o T , o algoritmo e´ capaz de definir que a
fo´rmula em questa˜o e´ satisfat´ıvel. O algoritmo pode fazer tal afirmac¸a˜o, visto que
o seguinte modelo para a fo´rmula foi encontrado:
Interpretac¸a˜o {P = {V}, Q = {F}, R = {V}, U = {V}, S* = {F}, T* = {F}}
3.2 Melhorias introduzidas pelo Algoritmo SATO
Durante a de´cada de 90, o interesse sobre os problemas de satisfatibilidade foi renovado
com a propagac¸a˜o de novos resolvedores que utilizavam e melhoravam as regras introduzi-
das com o procedimento DPLL. Dentre esses resolvedores, os pesquisadores Hantao Zhang
e Mark E. Stickel apresentaram o algoritmo SATO[15], um acroˆnimo das iniciais em ingleˆs
de “Teste Otimizado de Satisfatibilidade”. Os pesquisadores introduziram melhorias que
visavam aperfeic¸oar tanto a regra de ramificac¸a˜o, quanto introduzir ana´lise de conflito
ao DPLL. Um conflito ocorre sempre que uma decisa˜o acaba gerando uma cla´usula va-
zia e, por definic¸a˜o, na˜o faz parte de um modelo da fo´rmula. Com a aplicac¸a˜o dessas
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alterac¸o˜es, o resolvedor SATO se mostrou capaz de tratar de maneira mais eficiente que
seus antecessores alguns conjuntos de fo´rmulas lo´gicas proposicionais.
Os pesquisadores Crawford e Auton[3] introduziram um procedimento capaz de reali-
zar o processo de encontrar uma cla´usula unita´ria e propagar a decisa˜o da nova proposic¸a˜o
decidida em tempo linear. Como demonstrado no exemplo de execuc¸a˜o do algoritmo
DPLL na sec¸a˜o anterior, a cada passo o algoritmo necessita percorrer a fo´rmula seja para
verificar o surgimento de cla´usulas especiais, seja para buscar poss´ıveis literais unita´rios
ou ainda, para atribuir os novos valores-verdade decididos a cada literal. Se tal processo e´
simples para uma fo´rmula do tamanho da que foi apresentada no exemplo, para fo´rmulas
com centenas de cla´usulas e cada cla´usula com dezenas de literais, realizar essa busca com
frequeˆncia pode ter um forte impacto no desempenho do algoritmo.
Segundo a implementac¸a˜o de Crawford e Auton[3], para cada varia´vel proposicional
presente na fo´rmula lo´gica, duas listas devem ser criadas e atualizadas a cada interac¸a˜o do
processo: uma com todas as cla´usulas onde o literal representante da proposic¸a˜o aparece
na forma negada, e outra com as cla´usulas onde ele aparece na forma positiva. Ja´ para as
cla´usulas, um contador e´ atribu´ıdo mostrando o nu´mero de literais, presentes na cla´usula,
que ainda na˜o foram valorados. Caso a cla´usula ja´ tenha sido solucionada, um valor
inva´lido pode ser armazenado nesse contador. A cada alterac¸a˜o na valorac¸a˜o de uma
varia´vel da fo´rmula, os contadores das cla´usulas onde tal varia´vel possui literais devem
ser atualizados. Caso a varia´vel seja valorada como verdadeira, todas as cla´usulas onde
seu literal negado aparece devem decrementar os seus contadores. Caso ela seja valorada
como falso, as cla´usulas que possuem seu literal na forma positiva devem decrementar
seus contadores. Quando o contador de uma cla´usula tem seu valor igual a um, essa
cla´usula e´ considerada uma cla´usula unita´ria. Caso o contador seja zerado, essa cla´usula
e´ dita vazia e a valorac¸a˜o atual na˜o representara´ um modelo para a fo´rmula. Assim, a
cla´usula na˜o necessita ser percorrida, apenas seus contadores sa˜o manipulados. Baseado
nessa proposta, os pesquisadores do algoritmo SATO aplicaram alterac¸o˜es que reduzem,
ainda mais, o tempo para a propagac¸a˜o unita´ria.
No procedimento adotado pelo SATO para a propagac¸a˜o unita´ria, cada cla´usula e´
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representada como uma lista de literais e dois ponteiros devem ser armazenados. Um
para o primeiro literal presente na cla´usula, denominado cabec¸a e outro para o u´ltimo,
denominado cauda. Para cada proposic¸a˜o da fo´rmula, quatro listas devem ser mantidas:
• Uma com todas as cla´usulas onde o literal que a representa aparece na forma posi-
tiva, como cabec¸a de uma cla´usula.
• Outra com as cla´usulas que tambe´m possuem literais positivos, mas com esses apa-
recendo na cauda.
• A terceira com as cla´usulas onde os literais aparecem na forma negativa como cabec¸a.
• A u´ltima com as cla´usulas onde os literais negativos aparecem na cauda.
Quando o algoritmo define uma varia´vel como verdadeira, todas as cla´usulas das duas
listas onde seus literais aparecem na forma positiva passam a ser ignoradas, tanto na
cabec¸a quanto na cauda. Essas cla´usulas sa˜o consideradas resolvidas, pois um de seus
disjuntos foi valorado como verdadeiro. Elas devem, por isso, ser removidas das respectivas
listas das proposic¸o˜es.
Ja´ para as cla´usulas onde os literais aparecem na forma negativa, na cabec¸a ou na
cauda, desloca-se o ponteiro de cabec¸a ou de cauda da pro´pria cla´usula, para um literal
vizinho. No caso do literal negado da va´riavel estar presente na cabec¸a da cla´usula, o
ponteiro de cabec¸a e´ deslocado para o pro´ximo literal. Mas no caso do literal negado estar
presente na cauda, o ponteiro de cauda e´ movido para o literal anterior. Como os literais
da proposic¸a˜o valorada na˜o fazem mais parte da cabec¸a e nem da cauda dessas cla´usulas,
as mesmas devem ser removidas das listas de cla´usulas das varia´veis.
O processo de deslocamento do ponteiro de cabec¸a ou cauda da cla´usula ocorre, pois o
literal para o qual ele apontava e´ considerado falso na interpretac¸a˜o atual, por isso, irre-
levante para a cla´usula. O papel desses ponteiros e´ monitorar alguns literais da cla´usula,
para evitar que a cla´usula inteira necessite ser pecorrida a cada decisa˜o que envolva um
de seus literais. Se dois literais da cla´usula, no caso a cabec¸a e a cauda, ainda na˜o foram
decididos, nenhuma regra especial pode ser aplicada sobre ela. Pore´m, se na˜o for poss´ıvel
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encontrar dois literais na˜o valorados, ou uma cla´usula unita´ria ou uma cla´usula vazia
estara´ presente na fo´rmula. No caso de ser uma cla´usula unita´ria, os ponteiros de cabec¸a
e cauda estara˜o apontando para o mesmo literal, e esse literal representa a proposic¸a˜o
que deve ser valorada na regra da cla´usula unita´ria. Se os ponteiros de cabec¸a e cauda
na˜o apontam para nenhum literal, a cla´usula e´ vazia e a valorac¸a˜o atual na˜o representa
um modelo da fo´rmula.
Dessa maneira, o processo de troca dos ponteiros de cabec¸a e cauda deve sempre
buscar um literal que na˜o tenha sido valorado como falso. Caso um literal na˜o decidido
seja encontrado, ele se torna o novo destino do ponteiro de cabec¸a ou cauda, e as listas
da proposic¸a˜o que representa devem ser atualizadas com a nova cla´usula. Se por outro
lado, um literal decidido como verdadeiro for encontrado, a cla´usula passa a ser ignorada
e por isso, deve ser removida das respectivas listas das proposic¸o˜es.
Todo o procedimento funciona de maneira ana´loga quando atribu´ımos o valor falso
a uma proposic¸a˜o, bastando que apenas as cla´usulas presentes nas respectivas listas da
proposic¸a˜o sejam visitadas e alteradas conforme a necessidade. Esta e´ a principal van-
tagem da utilizac¸a˜o dessas listas: facilitar o acesso as cla´usulas relevantes a cada nova
atribuic¸a˜o. Pore´m, a manutenc¸a˜o dessas listas, com as respectivas remoc¸o˜es e inserc¸o˜es
de cla´usulas, aumenta o tempo de processamento necessa´rio para o algoritmo encontrar
uma soluc¸a˜o. Outro ponto a ser considerado, e´ o fato de que como apenas a cabec¸a e a
cauda de cada cla´usula sa˜o levados em considerac¸a˜o, e´ poss´ıvel que uma valorac¸a˜o parcial
ja´ seja um modelo e o algorimo, ainda assim, na˜o encerre o seu processamento. Para isso,
basta que uma proposic¸a˜o decidida torne verdadeira todas as cla´usulas de uma fo´rmula,
pore´m os literais dessa proposic¸a˜o na˜o fac¸am parte nem da cabec¸a nem da cauda de cada
cla´usula.
Durante a execuc¸a˜o do procedimento descrito pelo algoritmo DPLL, apo´s a execuc¸a˜o
repetida da remoc¸a˜o de literais puros e da propagac¸a˜o unita´ria, o processo chega em
um ponto onde e´ necessa´rio decidir qual varia´vel sera´ utilizada na regra da ramificac¸a˜o
e qual valor-verdade deve ser atr´ıbuido. Usualmente essa decisa˜o e´ arbitra´ria, pore´m
diferentes heur´ısticas podem ser utilizadas para melhorar o desempenho do resolvedor.
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A heur´ıstica utilizada depende do tipo de problema tratado. Os criadores do algoritmo
SATO utilizaram va´rias heur´ısticas diferentes para realizar essa escolha. Uma delas define
que deve ser escolhido um literal presente na menor cla´usula positiva, ou seja, uma cla´usula
que na˜o apresente nenhum literal na forma negativa, e realizar a ramificac¸a˜o sobre ele. Ja´
outra, diz que o literal escolhido deve fazer parte de uma cla´usula bina´ria, com apenas dois
literais facilitando dessa forma, o surgimento de novas cla´usulas unita´rias nessa decisa˜o
ou em um poss´ıvel retrocesso. Uma terceira heur´ıstica define que, sendo n o nu´mero de
cla´usulas onde o literal escolhido aparece na forma negativa e p o nu´mero de cla´usulas
onde ele aparece na forma positiva, o literal escolhido deve maximizar a fo´rmula (n+1) ∗
(p+ 1)[3].
Visando chegar em uma soluc¸a˜o que combinasse va´rias heur´ısticas, o algoritmo SATO
apresentou um novo procedimento. Dentro do conjunto de todas as cla´usulas ainda na˜o
definidas, forma-se um conjunto composto pelas cla´usulas com o menor nu´mero de li-
terais, para dele escolhermos algumas cla´usulas. A quantidade de cla´usulas escolhidas
sera´ proporcional a` quantidade total de cla´usulas da fo´rmula. Entre todos os literais
das cla´usulas escolhidas, escolheremos aquele que possui o maior valor da func¸a˜o descrita
anteriormente. Dessa maneira a ramificac¸a˜o se adapta a` fo´rmula a ser resolvida.
Sempre que uma cla´usula vazia e´ encontrada, onde todos os seus literais foram valo-
rados para falso, o algoritmo necessita realizar um retrocesso na valorac¸a˜o atual, visto
que a mesma na˜o representa uma interpretac¸a˜o capaz de tornar a fo´rmula verdadeira.
Realizar esse retrocesso de maneira inteligente permitira´ ao resolvedor na˜o aplicar a re-
gra de ramificac¸a˜o sobre varia´veis desnecessa´rias, reduzindo assim o espac¸o de busca do
problema. A heur´ıstica ba´sica de retrocesso apresentada no algoritmo SATO define que,
quando uma cla´usula vazia e´ encontrada, deve-se definir o conjunto de todos os literais
cuja valorac¸a˜o foi decisiva para que a cla´usula em questa˜o se tornasse vazia. Se o u´ltimo
literal valorado pela regra de ramificac¸a˜o na˜o estiver presente nesse conjunto, na˜o ha´ a
necessidade de testarmos o seu segundo valor-verdade, sendo assim, devemos retroceder
ate´ uma decisa˜o anterior. Essa ideia, associada a manutenc¸a˜o das valorac¸o˜es parciais que
geraram cla´usulas vazias, a fim de evitar a repetic¸a˜o de erros, sa˜o as ideias ba´sicas por
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tra´s de uma heur´ıstica de retrocesso muito mais robusta apresentada na pro´xima sec¸a˜o.
A seguir e´ apresentado um exemplo de monitoramento e substituic¸a˜o dos literais cabec¸a
e cauda de cada cla´usula:
• Fo´rmula inicial, composta de duas cla´usulas: (¬B ∨ ¬C) ∧ (¬A ∨ ¬B ∨ ¬C).
• A lista de literais posicionados na cabec¸a de cada cla´usula e´ composta de: ¬B na
primeira cla´usula e ¬A na segunda.
• A lista de literais posicionados na cauda de cada cla´usula e´ composta apenas por:
¬C na primeira cla´usula e ¬C na segunda.
• Atribuindo B como verdadeiro: (F ∨ ¬C) ∧ (¬A ∨ F ∨ ¬C).
• Como a atribuic¸a˜o torna um literal cabec¸a como falso, ele deve ser substitu´ıdo. Dessa
maneira a lista de literais posicionados na cebec¸a sera´: ¬C na primeira cla´usula e
¬A na segunda.
• Atribuindo A como verdadeiro: (F ∨ ¬C) ∧ (F ∨ F ∨ ¬C).
• Novamente um literal cabec¸a torna-se falso. Com a substituic¸a˜o a lista de literais
cabec¸a sera´: ¬C na primeira cla´usula e ¬C na segunda.
• Como o mesmo literal e´ apontado como cabec¸a e cauda de cada uma das cla´usulas,
as duas sa˜o consideradas cla´usulas unita´rias: (¬C) ∧ (¬C)
3.3 O Algoritmo Grasp: Te´cnicas de Aprendizado de Novas
Cla´usulas
Algoritmo de Busca Gene´rica para o Problema de Satisfatibilidade, ou na sigla em
ingleˆs, Grasp[12], e´ um resolvedor baseado no algoritmo DPLL que tem por objetivo
unificar va´rias te´cnicas de busca utilizadas anteriormente. Proposto por Joa˜o P. Marques
Silva e Karem A. Sakallah, se baseia no fato de que a aplicac¸a˜o repetida da regra de
ramificac¸a˜o acabara´, cedo ou tarde, gerando uma cla´usula vazia. Quando isso ocorre,
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um conflito foi gerado. Atrave´s de uma ana´lise criteriosa dos conflitos encontrados, o
algoritmo e´ capaz de definir as suas causas, ou seja, as atribuic¸o˜es de valores-verdade
equivocadas que acabaram por levar ao problema. Com essa informac¸a˜o, e´ poss´ıvel a
realizac¸a˜o do retrocesso na primeira decisa˜o equivocada responsa´vel pelo conflito atual,
e na˜o mais a revisa˜o da u´ltima decisa˜o tomada. Esse sistema e´ definido como retrocesso
na˜o cronolo´gico.
O Grasp e´ capaz de desfazer e, em seguida, testar o valor complementar, de qual-
quer decisa˜o pre´via, na˜o sendo necessa´rio, assim, testar sempre o valor complementar das
u´ltimas deciso˜es tomadas, sequencialmente. Realizando esses retrocessos na˜o sequenciais
o algoritmo e´ capaz de uma reduc¸a˜o significativa do espac¸o de busca visitado pelo algo-
ritmo, reduzindo o tempo necessa´rio para a resoluc¸a˜o do mesmo. Dentre outras melhorias
introduzidas, a manutenc¸a˜o de valorac¸o˜es parciais que geraram conflitos anteriormente e´
uma das principais. Com elas o algoritmo e´ capaz de evitar que os mesmos equ´ıvocos se
repitam nas deciso˜es futuras.
O processo de busca realizado pelo Grasp segue os mesmos passos introduzidos pelo
algoritmo DPLL, no que se refere ao processo de valorac¸a˜o dos literais e a expansa˜o de
suas implicac¸o˜es. Inicialmente ocorrem as aplicac¸o˜es repetidas da regra do literal puro
e da cla´usula unita´ria. Apo´s isso, uma varia´vel deve ser escolhida e seu valor-verdade
decidido. Esse processo se repete enquanto houverem cla´usulas com valor-verdade na˜o
definido e nenhuma cla´usula vazia for encontrada, sempre repetindo as aplicac¸o˜es das
regras anteriores quando poss´ıvel.
Caso a execuc¸a˜o desses passos gere uma cla´usula vazia na fo´rmula, o procedimento de
ana´lise de conflito precisa ser executado para definir quais deciso˜es foram as responsa´veis.
A partir dessa informac¸a˜o, e´ necessa´rio garantir que o conjunto de atribuic¸o˜es que geraram
o conflito na˜o ocorra novamente. Para isso, uma nova cla´usula e´ criada e adicionada a`
fo´rmula lo´gica proposicional atual, para que a informac¸a˜o seja considerada a cada nova
decisa˜o tomada. Essa cla´usula e´ formada por literais que representam as proposic¸o˜es
reponsa´veis pelo conflito, de maneira que caso as mesmas deciso˜es sejam tomadas, essa
cla´usula se torne vazia. Para possibilitar a ana´lise e o aprendizado atrave´s de conflitos o
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algoritmo utiliza algumas estruturas diferenciadas, sendo a principal o grafo de implicac¸a˜o.
No grafo de implicac¸a˜o, um grafo direcionado, cada ve´rtice representa uma varia´vel
que possui um valor-verdade atribu´ıdo na valorac¸a˜o atual. As arestas presentes no grafo
demonstram as relac¸o˜es de dependeˆncia entre as atribuic¸o˜es. Cada aresta direcionada
define que o ve´rtice de origem esta´ presente na cla´usula unita´ria que resultou na implicac¸a˜o
do valor descrito no ve´rtice de destino. Ou seja, se uma decisa˜o e´ tomada a partir de uma
cla´usula unita´ria que na˜o estava presente na fo´rmula inicial, uma ou mais atribuic¸o˜es foram
necessa´rias para a gerac¸a˜o dessa cla´usula. Essas atribuic¸o˜es, necessa´rias para a gerac¸a˜o
de uma cla´usula unita´ria, sa˜o todas aquelas que tornaram todos os literais da cla´usula,
menos um, falsos na valorac¸a˜o atual. A mesma informac¸a˜o pode ser armazenada para
atribuic¸o˜es provenientes de aplicac¸o˜es da regra do literal puro. Sempre que um novo literal
puro surge na fo´rmula, algum conjunto de atribuic¸o˜es foi necessa´rio para a remoc¸a˜o de
todos os seus literais complementares.
Desta forma, a qualquer momento, e´ poss´ıvel especificar o conjunto de atribuic¸o˜es
responsa´vel por uma decisa˜o, apenas obtendo o conjunto de todos os ve´rtices que pos-
suem arestas chegando ao ve´rtice que representa a decisa˜o. Ve´rtices que na˜o possuem
arestas incidentes obtiveram seus valores na˜o pela implicac¸a˜o, mas atrave´s da regra de
ramificac¸a˜o. Para cada ve´rtice do grafo sera´ definido um valor referente ao seu n´ıvel de
decisa˜o. Esse n´ıvel descreve quando, entre todas as deciso˜es tomadas, aquela ocorreu.
A primeira valorac¸a˜o de uma fo´rmula, representada por um ve´rtice no grafo de im-
plicac¸a˜o, possui n´ıvel de decisa˜o igual a zero. Cada uma das deciso˜es subsequentes, que
na˜o ocorrerem atrave´s de implicac¸o˜es, tera˜o n´ıvel de decisa˜o incrementado sequencial-
mente. Ja´ para as valorac¸o˜es decorrentes de uma implicac¸a˜o, a aplicac¸a˜o das regras de
literal puro e de cla´usula unita´ria, tera˜o n´ıvel de decisa˜o igual ao maior dentre os n´ıveis
de decisa˜o das atribuic¸o˜es de varia´veis que compo˜em o conjunto responsa´vel pela gerac¸a˜o
da implicac¸a˜o.
Na figura 3.3 sera´ apresentado um grafo de implicac¸a˜o com treˆs deciso˜es iniciais, A,
B e C, que implicaram em uma quarta decisa˜o D. Os n´ıveis de decisa˜o sa˜o apresentados
dentro de conchetes.
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A[1]
B[2]
C[3]
D[3]
Figura 3.1: Grafo de Implicac¸a˜o com treˆs deciso˜es iniciais
A[1]
C[2]
B[2]
K ¬C[4]
D[3]
E[4]
Figura 3.2: Grafo de Implicac¸a˜o contendo um conflito
Quando uma cla´usula vazia e´ encontrada, um novo ve´rtice sera´ adicionado e as arestas
que incidira˜o sobre ele sera˜o provenientes dos ve´rtices que representam as deciso˜es das
varia´veis que resultaram na cla´usula vazia. Esse ve´rtice sera´ responsa´vel por representar
o conflito encontrado.
Na figura 3.3, um grafo de implicac¸a˜o contendo um conflito, representado pelo nodo
K. As deciso˜es iniciais, A e B, implicaram na decisa˜o C, em contrapartida, as deciso˜es D e
E implicaram na decisa˜o na˜o-C, ou seja, o complemento da decisa˜o C. Como uma va´riavel
lo´gica na˜o pode ser verdadeira e falsa ao mesmo tempo, duas deciso˜es complementares
na˜o podem existir em uma soluc¸a˜o va´lida para o problema de satisfatibilidade. O nodo
representante do conflito sera´ ligado, por arestas, aos nodos que reprensentam as deciso˜es
complementares.
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Partindo do ve´rtice que representa o conflito e buscando o conjunto de varia´veis que
e´ suficiente para gera´-lo, o procedimento de ana´lise deve formar um grupo com todos os
ve´rtices antecessores. Ou seja, todos aqueles que possuem arestas incidindo no conflito.
Esse conjunto nunca deve ser vazio, pois caso isso ocorra a u´ltima decisa˜o tomada gerou
automaticamente um conflito. O retrocesso deve ser realizado diretamente sobre ela, e o
processo de decisa˜o sobre qual valor-verdade deve ser atribu´ıdo a uma proposic¸a˜o deve
ser revisto.
Caso alguma atribuic¸a˜o presente no conjunto responsa´vel pelo conflito seja proveniente
de uma implicac¸a˜o, ela sera´ substitu´ıda pelas atribuic¸o˜es que geraram tal implicac¸a˜o.
Sendo assim, seu ve´rtice deve ser removido do conjunto e aqueles responsa´veis por tal
implicac¸a˜o devem ser colocados no lugar. Esse procedimento de substituic¸a˜o deve ser
repetido ate´ que no conjunto restem apenas ve´rtices que na˜o foram gerados a partir de
implicac¸o˜es. Cada varia´vel representada por um ve´rtice do conjunto deve ser adicionada
a uma nova cla´usula, que representara´ todo o conhecimento adquirido com este conflito.
Se na valorac¸a˜o atual a varia´vel possuir o valor verdadeiro, seu literal negado deve ser
inserido na cla´usula aprendida. Caso contra´rio, se o valor atribu´ıdo a varia´vel for falso,
incluiremos na cla´usula o literal positivo. A cla´usula aprendida passa a ser considerada
como uma cla´usula qualquer da fo´rmula, devendo ser considerada a cada modificac¸a˜o na
valorac¸a˜o corrente. Se uma cla´usula aprendida se torna vazia, a valorac¸a˜o atual possui os
mesmos erros que levaram ao conflito origina´rio da cla´usula.
Com a valorac¸a˜o atual da fo´rmula lo´gica, a nova cla´usula inserida sera´ uma cla´usula
vazia, o que na˜o e´ interessante para a resoluc¸a˜o do problema de satisfatibilidade. Logo,
o resolvedor deve desfazer alguma das deciso˜es anteriores. Para tanto, o Grasp usa como
heur´ıstica desfazer a decisa˜o sobre a varia´vel presente na cla´usula aprendida, que possui o
maior n´ıvel de decisa˜o no grafo atual. Em um primeiro momento essa varia´vel sera´ a u´ltima
valorada atrave´s da regra de ramificac¸a˜o. Assim que a valorac¸a˜o for desfeita, seu ve´rtice
deve ser removido do grafo, assim como todos os ve´rtices sucessores. O procedimento
e´ ana´logo, caso o maior n´ıvel de decisa˜o encontrado na cla´usula aprendida a partir do
conflito seja menor que o n´ıvel de decisa˜o atual. Pore´m, nesse caso, ale´m de remover o
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ve´rtice da varia´vel escolhida e seus sucessores, o algoritmo deve remover todo ve´rtice que
possua n´ıvel de decisa˜o maior que o da varia´vel em questa˜o.
A cla´usula introduzida pelo conflito passa a ser uma cla´usula unita´ria e a decisa˜o
impl´ıcita sera´ a do u´ltimo literal decidido pela regra de ramificac¸a˜o, com seu valor com-
plementar. A inserc¸a˜o dessa decisa˜o no grafo segue o mesmo procedimento descrito, pore´m
dessa vez, a decisa˜o na˜o e´ mais uma escolha da regra de ramificac¸a˜o, mas o resultado de
uma implicac¸a˜o gerada por uma cla´usula unita´ria, a cla´usula aprendida. Sendo assim, o
ve´rtice possuira´ arestas incidentes e no caso de um novo conflito, na˜o sera´ adicionado na
cla´usula aprendida.
A seguir sera´ apresentada uma sequeˆncia de deciso˜es e implicac¸o˜es tomadas sobre a
fo´rmula lo´gica proposicional composta de uma u´nica cla´usula e o grafo de implicac¸a˜o
resultante:
(P ∨ ¬Q ∨ R ∨ S)
• Inicialmente atribuimos a proposic¸a˜o P com o valor-verdade falso. Por ser a primeira
atribuic¸a˜o resultante da regra de ramificac¸a˜o, seu n´ıvel de decisa˜o sera´ igual a 1.
• Em seguida, atribuimos a proposic¸a˜o Q com o valor-verdade verdadeiro. Seu n´ıvel
de decisa˜o sera´ igual a 2.
• Por fim, atribuimos a proposic¸a˜o R com o valor-verdade Falso. Seu n´ıvel de decisa˜o
e´ 3.
• Dado o estado atual da fo´rmula, a implicac¸a˜o da proposic¸a˜o R como verdadeira e´
poss´ıvel. Seu n´ıvel de decisa˜o sera´ igual ao maior n´ıvel das deciso˜es responsa´veis
por sua implicac¸a˜o. Logo, seu n´ıvel de decisa˜o sera´ igual a 3. A figura 3.3 mostra o
grafo de implicac¸a˜o correspondente.
O processo de gerac¸a˜o de uma cla´usula aprendida apartir do conflito representado pelo
nodo K no grafo de implicac¸a˜o da figura 3.3. Esse conflito foi gerado pelas deciso˜es da
va´riavel P como falso e da va´riavel Q como verdadeiro. Essas deciso˜es implicaram em S
verdadeiro e em R verdadeiro, que por sua vez implicou o valor falso na va´riavel S. Como
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¬P [1]
Q[2]
¬S[3]
T [3]
Figura 3.3: Grafo de Implicac¸a˜o com n´ıveis de decisa˜o
¬P [1] R[2] ¬S[2]
K
S[2]Q[2]
Figura 3.4: Processo de Gerac¸a˜o de Cla´usula Aprendida
a va´riavel proposicional S na˜o pode ser verdadeira e falsa ao mesmo tempo, um conflito
foi encontrado.
• O conjunto inicial de deciso˜es responsa´veis pelo conflito K sera´ formado pelos
ve´rtices que representam as deciso˜es S e ¬S.
• Ambos os nodos foram produtos de uma infereˆncia, logo devemos substitu´ı-los pelos
ve´rtices responsa´veis pela infereˆncia, ficando assim com um conjunto contento os
ve´rtices que representam as deciso˜es R e Q.
• Como a decisa˜o da proposic¸a˜o R tambe´m e´ decorrente de uma infereˆncia, ele sera´
substitu´ıdo pelo seu responsa´vel. O conjunto final de deciso˜es responsa´veis pelo
conflito K sera´ ¬P e Q.
• Esse conjunto gera a cla´usula (P ∨¬Q) que deve ser adicionada a fo´rmula original.
Como na interpretac¸a˜o atual essa cla´usula e´ vazia, devemos revisar a decisa˜o de
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alguns de seus disjuntos, aqueles com os maiores valores para o n´ıvel de decisa˜o.
Nesse caso, devemos revisar a decisa˜o que atribuiu o valor-verdade verdadeiro para
a proposic¸a˜o Q.
Apesar das melhorias significativas introduzidas por este procedimento de ana´lise de
conflitos, o Grasp possui dois problemas relatados pelos pesquisadores. O primeiro e´
o custo computacional com a manutenc¸a˜o de toda a estrutura do grafo de implicac¸o˜es.
Caso as estruturas na˜o sejam constru´ıdas de forma eficiente, o tempo necessa´rio para a
atualizac¸a˜o do grafo pode atrapalhar o desempenho do resolvedor.
O segundo problema se refere ao tamanho e ao nu´mero de cla´usulas inseridas na
fo´rmula a cada retrocesso. Sem um controle, elas podem crescer exponencialmente com
relac¸a˜o ao nu´mero de varia´veis da fo´rmula. Uma maneira de solucionar esse problema e´
ser mais seletivo com as cla´usulas introduzidas na fo´rmula. Para isto, o Grasp define um
valor arbitra´rio como paraˆmetro do resolvedor, cla´usulas com nu´mero de literais menor
que esse valor, sa˜o tratadas como descrito anteriormente. As cla´usulas com nu´mero de
literais superior ao valor definido so´ devem ser mantidas na fo´rmula enquanto forem
cla´usulas unita´rias, e descartadas quando deixarem de ser. Apesar desta heur´ıstica de
gerenciamento de cla´usulas ser eficaz para o problema, muita informac¸a˜o relevante pode
ser descartada com as cla´usulas removidas. Desta forma alguns resolvedores posteriores ao
Grasp apresentam novas formas de gerenciar as cla´usulas aprendidas atrave´s de conflitos.
O mais representativo desses resolvedores e´ o Chaff, apresentado a seguir.
3.4 Melhorias introduzidas pelo Algoritmo Chaff
Baseado no algoritmo Grasp, com a mesma estrutura herdada do DPLL e utilizando
te´cnicas semelhantes de aprendizado sobre conflitos, o resolvedor Chaff[8] introduziu mo-
dificac¸o˜es capazes de melhorar o desempenho dos resolvedores da e´poca.
As principais modificac¸o˜es introduzidas sa˜o as novas heur´ısticas para a escolha da
varia´vel sobre a qual sera´ executada a regra de ramificac¸a˜o, e um novo procedimento para
a construc¸a˜o das cla´usulas aprendidas. Pol´ıticas diferenciadas sobre a manutenc¸a˜o de
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novas cla´usulas na fo´rmula e sobre o rein´ıcio do procedimento de resoluc¸a˜o tambe´m foram
apresentadas, assim como otimizac¸o˜es no procedimento de localizac¸a˜o e manipulac¸a˜o de
cla´usulas unita´rias.
A cada nova decisa˜o realizada pelo resolvedor, e´ necessa´rio verificar se alguma cla´usula
unita´ria foi gerada e localizar seu literal ainda na˜o valorado para expandir a implicac¸a˜o
gerada. Como o nu´mero de deciso˜es realizadas por um resolvedor e´ alto, esse processo de
localizac¸a˜o acaba tomando grande parte do tempo total de processamento. Visando redu-
zir isso, o Chaff utiliza um procedimento que visita apenas as cla´usulas que se tornaram
unita´rias recentemente. Cada cla´usula possui um contador, atualizado a cada decisa˜o,
que mostra o nu´mero de literais valorados como falsos na cla´usula. Assim a cla´usula e´
visitada apenas quando esse contador for igual ao nu´mero total de literais da cla´usula
menos um.
Abstraindo essa ide´ia, e se valendo do que ja´ foi apresentado pelo algoritmo SATO,
o resolvedor utiliza apontadores para monitorar dois literais quaisquer da cla´usula que
ainda na˜o tenham sido decididos. Enquanto esses literais monitorados na˜o tiverem um
valor-verdade atribu´ıdo, a cla´usula na˜o sera´ unita´ria e o algoritmo na˜o podera´ realizar
nenhuma ac¸a˜o com ela no momento. Se qualquer literal for decidido como verdadeiro a
cla´usula foi resolvida e o monitoramento perde o sentido. Caso um desses literais seja
valorado negativamente ele deixara´ de ser monitorado e um outro literal na˜o valorado
devera´ ser escolhido para o seu lugar. Quando na˜o existir outro literal na˜o valorado, essa
sera´ uma cla´usula unita´ria e o literal que deve ser implicado esta´ sendo monitorado pelo
outro apontador.
Entre os principais resolvedores, va´rias heur´ısticas sa˜o utilizadas para a escolha de qual
proposic¸a˜o deve ser valorada pela regra de ramificac¸a˜o. A mais simples dessas estrate´gias
e´ aquela que escolhe de forma aleato´ria uma varia´vel do conjunto de todas as que ainda
na˜o foram valoradas. Outra te´cnica utilizada escolhe a varia´vel que maximiza alguma
func¸a˜o com relac¸a˜o a valorac¸a˜o atual e o conjunto de cla´usulas da fo´rmula. Ainda existe
uma terceira estrate´gia utilizada que escolhe o literal que aparece com mais frequeˆncia no
conjunto de cla´usulas na˜o resolvidas.
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Apesar de cada uma ter seus pro´s e contras, na˜o existe atualmente uma me´trica eficaz
para definir qual a melhor estrate´gia a ser utilizada. Desta maneira, os pesquisado-
res do Chaff apresentaram uma nova heur´ıstica, com bons resultados obtidos nos testes
realizados[8]. Para cada literal, positivo ou negativo, um contador e´ atribu´ıdo. A cada
nova cla´usula inserida na fo´rmula, o algoritmo incrementa o contador de todos os lite-
rais presentes na nova cla´usula. O literal com o maior valor neste contador deve ser o
escolhido para a nova decisa˜o. Em caso de empate a escolha e´ feita de forma aleato´ria.
Periodicamente, todos os contadores sa˜o divididos por uma constante. Esta estrate´gia
e´ direcionada para a resoluc¸a˜o de problemas considerados dif´ıceis, aqueles onde ocorre
um grande nu´mero de conflitos, visto que os contadores apenas armazenara˜o informac¸o˜es
referentes as varia´veis envolvidas em conflitos.
Apesar de muito parecida com a estrate´gia do algoritmo GRASP, de ana´lise do grafo
de implicac¸a˜o para o aprendizado de novas cla´usulas, o algoritmo Chaff apresenta uma
heur´ıstica diferenciada, denominada Primeiro UIP. Esta mesma estrate´gia ja´ foi adotada
por verso˜es mais recentes do Grasp. UIP e´ a sigla em ingleˆs para Ponto de Implicac¸a˜o
U´nico.
Um ve´rtice e´ dito dominante sobre um outro ve´rtice qualquer do grafo de implicac¸a˜o
quando todos os caminhos, a partir da primeira decisa˜o do mesmo n´ıvel do ve´rtice domi-
nante, precisam passar por ele para alcanc¸ar o ve´rtice dominado. Um UIP e´ um ve´rtice
que, dentro do seu n´ıvel de decisa˜o, domina o ve´rtice que descreve o conflito encontrado.
Enumerando os UIPs a partir do ve´rtice de conflito, o primeiro UIP e´ aquele que esta´
mais pro´ximo do conflito.
No grafo de implicac¸a˜o da figura 3.4, as implicac¸o˜es das deciso˜es das va´riaveis A e
B acabaram gerando um conflito sobre a va´riavel E. O n´ıvel de decisa˜o do conflito e´
igual a 2 e a primeira decisa˜o desse n´ıvel e´ aquela sobre a va´riavel B. Partindo do nodo
que representa a decisa˜o de B, todos os caminhos que levam ate´ o nodo que representao
conflito, K, passam pelos nodos C e D. Dessa maneira, C e D sa˜o UIPs, e D e´ dito
primeiro UIP por estar mais perto do conflito.
A estrate´gia utilizada no Chaff difere daquela apresentada no Grasp no momento em
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Figura 3.5: Grafo de Implicac¸a˜o com Conflito e N´ıveis de decisa˜o
que e´ montado o conjunto de deciso˜es antecessoras ao conflito. Ao inve´s de substitu´ırmos
cada ve´rtice pelos seus antecessores ate´ que sobrem apenas ve´rtices que representem de-
ciso˜es na˜o provenientes de uma implicac¸a˜o, o primeiro UIP de cada n´ıvel de decisa˜o, e´
mantido no conjunto. Nenhum ve´rtice antecessor de um UIP devera´ ser adicionado. Desse
ponto em diante os procedimentos para a gerac¸a˜o e utilizac¸a˜o da cla´usula aprendida sa˜o
semelhantes. Outras heur´ısticas baseadas em UIP sa˜o poss´ıveis. Algumas definem que o
segundo, e na˜o o primeiro UIP devem ser mantidos no conjunto de ve´rtices responsa´veis
por um conflito. Outras heur´ısticas defendem que o u´ltimo UIP deve ser armazenado.
Pore´m, em geral, a te´cnica do primeiro UIP e´ a mais difundida.
Outra modificac¸a˜o introduzida diz respeito a` manutenc¸a˜o de cla´usulas aprendidas na
fo´rmula. Ao inve´s de manteˆ-las enquanto forem cla´usulas unita´rias, como faz o Grasp,
o Chaff atribui a cada cla´usula um mesmo valor arbitra´rio. A cla´usula so´ sera´ removida
quando o nu´mero de literais na˜o valorados atingir esse valor. Dessa maneira o algo-
ritmo visa manter dentro do conjunto total de cla´usulas aquelas que foram aprendidas
e que esta˜o, dependendo do valor arbitra´rio adotado, pro´ximas de se tornarem cla´usulas
unita´rias ou vazias.
A u´ltima diferenc¸a introduzida pelo Chaff e´ a possibilidade de reiniciar o processo de
busca, apagando todas as deciso˜es tomadas mas mantendo as cla´usulas aprendidas. Essa
te´cnica, aliada a uma escolha aleato´ria sobre qual literal valorar inicialmente, da´ ao Chaff
algumas vantagens encontradas nos algoritmos baseados em busca local, como o GSAT.
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3.5 O Algoritmo GSAT: Satisfatibilidade utilizando Busca Local
Atrave´s da apresentac¸a˜o, em 1992, do resolvedor conhecido como GSAT, por Bart
Selman, Hector Levesque e David Mitchell[11], uma nova linha de desenvolvimento foi
adicionada a`s pesquisas relacionadas a` satisfatibilidade: os resolvedores baseados em busca
local. Estes resolvedores se caracterizam por, a partir de uma valorac¸a˜o inicial completa,
realizar alterac¸o˜es sobre os valores decididos para cada varia´vel de forma que a pro´xima
valorac¸a˜o testada se mantenha pro´xima a` atual.
Comparados aos resultados obtidos com o algoritmo DPLL, especialmente quando exe-
cutado sobre fo´rmulas geradas aleatoriamente, estes resolvedores apresentam resultados
competitivos[11], apesar de na˜o serem algoritmos completos. Mesmo que a fo´rmula seja
satisfat´ıvel este procedimento pode ser incapaz de encontrar uma valorac¸a˜o que torne a
mesma verdadeira.
O resolvedor GSAT inicia com uma interpretac¸a˜o arbitra´rio da fo´rmula. Caso esta
valorac¸a˜o na˜o seja um modelo, alguma decisa˜o precisa ser revista e alguma varia´vel devera´
ter seu valor-verdade alterado. Para realizar a escolha de qual varia´vel deve ser alterada,
o algoritmo atribui a cada uma um peso. Esse peso corresponde ao nu´mero de cla´usulas
que esta˜o atualmente valoradas como falsas e que, a partir da troca do valor-verdade da
varia´vel, passara˜o a ser consideradas verdadeiras. A varia´vel escolhida sera´ aquela com
maior peso. Em caso de empate entre as varia´veis, a escolha pode ser realizada ao acaso.
Ou seja, a func¸a˜o objetivo desse algoritmo de busca local pode ser considerada aquela
que minimiza o nu´mero de cla´usulas falsas de uma fo´rmula lo´gica proposicional. Este
procedimento de troca se repete ate´ que a valorac¸a˜o testada torne a fo´rmula verdadeira.
Sendo um algoritmo baseado em busca local, pois cada valorac¸a˜o testada dentro do
espac¸o de busca difere da anterior em apenas uma varia´vel, a execuc¸a˜o do procedimento
descrito pode levar a um problema conhecido como mı´nimo local. Guiando suas alterac¸o˜es
pela busca do menor nu´mero de cla´usulas falsas e partindo de uma valorac¸a˜o inicial
aleato´ria, o resolvedor pode chegar a uma valorac¸a˜o onde todas as adjacentes possuem o
nu´mero de cla´usulas falsas maior que o atual, sendo imposs´ıvel para o algoritmo decidir
qual alterac¸a˜o realizar.
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E´ poss´ıvel tambe´m que o algoritmo acabe realizando trocas c´ıclicas em um conjunto
restrito de varia´veis. Para solucionar esse problema um nu´mero ma´ximo de trocas deve
ser definido como paraˆmetro do algoritmo. Quando o nu´mero de trocas realizadas atinge o
ma´ximo definido, o procedimento reinicia a busca a partir de uma nova valorac¸a˜o aleato´ria.
Usualmente, esse nu´mero ma´ximo deve ser algumas poucas vezes maior que o nu´mero de
varia´veis da fo´rmula. Apesar da eficieˆnica do rein´ıcio para soluc¸a˜o do problema de mı´nimo
local, testes demonstram que dificilmente um modelo sera´ encontrado com a adoc¸a˜o desta
te´cnica.
A soluc¸a˜o adotada pelo GSAT para escolher sobre qual varia´vel realizar a troca quando
nenhuma delas reduz o nu´mero de cla´usulas atualmente falsas, e´ escolher ao acaso uma,
dentre aquelas que na˜o incrementam o nu´mero de cla´usulas falsas. Esta heur´ıstica, apesar
de ser contra´ria a ide´ia da busca local, se mostra eficiente para a resoluc¸a˜o do problema.
Para fo´rmulas na˜o satisfat´ıveis, um nu´mero ma´ximo de rein´ıcios precisa ser definido
no conjunto de paraˆmetros do algoritmo, caso contra´rio, o algoritmo continuara´ a sua
execuc¸a˜o indefinidamente. Pore´m, para uma fo´rmula lo´gica proposicional satisfat´ıvel, se
o nu´mero ma´ximo de rein´ıcios for alcanc¸ado, e nenhum modelo for obtido, o resolvedor
ira´ considerar erroneamente a fo´rmula como na˜o satisfa´tivel. Esse nu´mero ma´ximo pode
ser ta˜o grande quanto o tempo de execuc¸a˜o dispon´ıvel, pore´m, pela aleatoriedade dos
rein´ıcios na˜o e´ poss´ıvel garantir que todo o espac¸o de busca sera´ pesquisado, confirmando
a na˜o completude do procedimento.
O procedimento pode ser representado pelo Algoritmo GSAT apresentado no algoritmo
3.2, sendo F uma fo´rmula na FNC, MR o nu´mero ma´ximo de rein´ıcios e MT o nu´mero
ma´ximo de trocas.
Algoritmo 3.2: Algoritmo GSAT
1 GSAT(F, MR, MT)
2 para I := 1 ate´ MR fac¸a
3 INTERPRETACAO:= ATRIBUIC¸~AO_ALEATO´RIA(F);
4
5 para J := 1 ate´ MT fac¸a
6 se INTERPRETACAO satisfaz F
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7 ent~ao retorne INTERPRETACAO;
8
9 INTERPRETACAO := TROCA_VALORAC¸A^O (INTERPRETACAO);
3.6 Melhorias introduzidas pelo Algoritmo WalkSAT
Durante uma execuc¸a˜o normal do algoritmo GSAT, o nu´mero de cla´usulas valoradas
como falsas na fo´rmula tende a decair. Pore´m, entre essas reduc¸o˜es, este nu´mero pode se
manter constante durante um per´ıodo da execuc¸a˜o. A capacidade de sair destas plan´ıcies
do espac¸o de busca, e´ o principal fator para determinar a eficieˆncia de um resolvedor
baseado em busca local. Pore´m, a te´cnica de escolher varia´veis que na˜o aumentem o
conjunto de cla´usulas na˜o satisfeitas, usado pelo GSAT, na˜o garante que o resolvedor sera´
capaz de sair de uma dessas situac¸o˜es, contornando desta forma o problema de mı´nimo
local. O resolvedor pode cair em um conjunto de valorac¸o˜es pro´ximas a atual, onde
o nu´mero de cla´usulas na˜o satisfeitas e´ constante, e nenhuma e´ um modelo da fo´rmula.
Uma soluc¸a˜o para contornar este problema e´ permitir a realizac¸a˜o de trocas sobre varia´veis
que incrementem o nu´mero de cla´usulas na˜o resolvidas. Para a escolha dessa varia´vel duas
heur´ısticas sa˜o apresentadas a seguir.
A primeira e´ formulada utilizando um modelo de ru´ıdo baseado em mecanismos es-
tat´ısticos. Apo´s calculado o peso de cada uma das varia´veis da fo´rmula, sera´ escolhida
aquela que diminui o nu´mero de cla´usulas falsas, assim como no procedimento GSAT.
Caso na˜o exista uma varia´vel capaz de reduzir, com a alterac¸a˜o do seu valor-verdade, o
nu´mero de cla´usulas falsas da fo´rmula, sera´ escolhida uma aleatoriamente, com proba-
bilidade igual a e−p
T
. Onde p e´ o peso da varia´vel e T e´ um paraˆmetro do resolvedor,
denominado temperatura. Esta temperatura pode ser constante ou ser decrescente du-
rante o processo. Usualmente uma reduc¸a˜o geome´trica e´ realizada sobre esse paraˆmetro,
repetidamente reduzindo-o com a multiplicac¸a˜o de uma constante menor que um. Quanto
menor a temperatura, mais chances que uma varia´vel com peso elevado, possa ser esco-
lhida.
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A segunda heur´ıstica propo˜e, a partir de uma valorac¸a˜o, tambe´m, gerada aleatoria-
mente, que seja escolhida uma cla´usula da fo´rmula. Esta cla´usula deve ser escolhida dentro
do conjunto de todas aquelas que na˜o sa˜o satisfat´ıveis com a valorac¸a˜o atual. Entre os li-
terais presentes na mesma, algum deve ser escolhido ao acaso e seu valor-verdade alterado,
satisfazendo a cla´usula. Com esta cla´usula satisfeita o procedimento se repete para as
demais ainda na˜o satisfeitas. Essa simples heur´ıstica, apesar de efetiva para alguns grupos
de fo´rmulas, se mostra ineficiente para a resoluc¸a˜o do problema de satisfatibilidade, de
forma geral. Desta forma Bart Selman, Henry Kautz e Bram Cohen apresentaram, em
1995, uma terceira heur´ıstica, introduzida no algoritmo WalkSAT[10].
Fortemente atrelado a` estrutura do GSAT, o WalkSAT difere apenas no processo de
escolha da va´riavel que devera´ ter seu valor trocado. Com uma probabilidade p, a varia´vel
sera´ escolhida dentre aquelas presentes em uma das cla´usulas na˜o satisfeitas da fo´rmula,
tambe´m escolhida ao acaso. Esse procedimento e´ o mesmo da segunda heur´ıstica descrita
anteriormente. Nos passos seguintes, que ocorrera˜o com probabilidade igual a (1 − p),
a varia´vel sera´ escolhida aplicando-se as mesmas heur´ısticas utilizadas pelo algoritmo
GSAT. Apesar de simples, essa mudanc¸a aumenta consideravelmente a taxa de acerto
sobre a satisfatibilidade de uma fo´rmula do resolvedor WalkSAT, com relac¸a˜o ao GSAT.
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CAPI´TULO 4
SATISFATIBILIDADE EM FNN
Como descrito anteriormente, os esforc¸os empregados na pesquisa de procedimentos
capazes de solucionar a questa˜o da satisfatibilidade de uma formula lo´gica tem se concen-
trado principalmente sobre fo´rmulas que se encontram na FNC. Isso se explica, em grande
parte, pelas facilidades que esse formato apresenta para muitas das te´cnicas estudadas,
como a Propagac¸a˜o de Restric¸o˜es Unita´rias. Pore´m, modelar problemas reais, como a
verificac¸a˜o de circuitos lo´gicos, utilizando fo´rmulas lo´gicas em FNC se mostra uma ta-
refa complexa. Em geral esses problemas sa˜o mais facilmente representados em fo´rmulas
na˜o clausais que, quando restritas aos mesmos operadores lo´gicos utilizados na FNC, se
encontram na Forma Normal Negada, ou FNN. Uma fo´rmula esta´ na FNN quando e´ com-
posta, exclusivamente, por conjunc¸o˜es e disjunc¸o˜es, sem uma hierarquia definida entre
os operadores, e as negac¸o˜es enta˜o presentes apenas nos literais. Fo´rmulas na FNN sa˜o,
geralmente, mais sucintas que fo´rmulas equivalentes na FNC.
Converter uma fo´rmula na FNN para a FNC pode aumentar sua complexidade, seja
adicionando novas varia´veis ou com a perda de informac¸o˜es referentes a estrutura ini-
cial da fo´rmula. O aumento dessa complexidade pode ser crucial para a eficieˆncia dos
procedimentos que visam definir a satisfatibilidade da fo´rmula.
O me´todo mais pra´tico de conversa˜o e´ o que introduz novas proposic¸o˜es na fo´rmula.
Esse procedimento resulta em uma fo´rmula equivalente e com aumento linear de tamanho[9].
Uma outra maneira, e´ a aplicac¸a˜o das propriedades distributivas dos conectivos de con-
junc¸a˜o e disjunc¸a˜o, como ja´ foi anteriormente demonstrado. Apesar da fo´rmula resultante
possuir o mesmo conjunto de varia´veis, o seu tamanho pode ser exponencialmente maior
em relac¸a˜o ao problema inicial.
Levando em conta as dificuldades de ambos os me´todos, algumas pesquisas buscam
novos me´todos, ou a adaptac¸a˜o de me´todos ja´ existentes utilizados em fo´rmulas na FNC,
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para a soluc¸a˜o de problemas representados na FNN, retirando assim a necessidade de
transformac¸a˜o da fo´rmula. Alguns dos procedimentos mais conhecidos sera˜o detalhados
a seguir.
4.1 Algoritmo baseado em DPLL para FNN utilizando Grafos
Como apresentado nos cap´ıtulos anteriores, os principais processos para a resoluc¸a˜o
do problema de satisfatibilidade em fo´rmulas lo´gicas sa˜o baseados nos conceitos apre-
sentados pelo algoritmo DPLL. Os treˆs principais passos do DPLL, remoc¸a˜o de literais
puros, propagac¸a˜o unita´ria e aplicac¸a˜o da regra de ramificac¸a˜o, sa˜o as atividades ba´sicas
dos algoritmos que derivam desta te´cnica. Entre os treˆs passos, o u´nico cuja aplicac¸a˜o
e´ dependente do formato em que a fo´rmula esta´ representada e´ tambe´m o que demanda
o maior tempo computacional durante a resoluc¸a˜o do problema, aquele responsa´vel pela
propagac¸a˜o unita´ria. O pro´prio conceito da atividade, assim como as diversas melhorias
te´cnicas introduzidas nas va´rias pesquisas realizadas nos u´ltimos anos, esta˜o fortemente
atreladas a` Forma Normal Conjuntiva. Sendo assim, a criac¸a˜o de um procedimento para
a resoluc¸a˜o do problema de satisfatibilidade para formas na˜o clausais, baseado em DPLL,
depende do desenvolvimento de uma te´cnica eficiente para a aplicac¸a˜o da propagac¸a˜o
unita´ria, visto que essa etapa do processo se repete va´rias vezes e onde as te´cnicas conhe-
cidas sa˜o mais dependentes do formato de representac¸a˜o utilizado para a fo´rmula lo´gica.
Essa e´ a proposta do me´todo apresentado na pesquisa de Himanshu Jain e Edmund M.
Clarke[7], um resolvedor SAT eficiente para fo´rmulas na FNN. Esse procedimento utiliza
uma representac¸a˜o da fo´rmula com grafos, visando facilitar a propagac¸a˜o unita´ria durante
o processo.
O algoritmo apresentado opera sobre problemas descritos em fo´rmulas lo´gicas na FNN,
ao contra´rio de outros me´todos na˜o clausais que utilizam a representac¸a˜o em circuitos
lo´gicos. Em uma representac¸a˜o baseada em circuitos, trechos da fo´rmula podem ser
compartilhados, ou seja, uma sub fo´rmula pode ser utilizada como operando de dois ou
mais conectivos lo´gicos. Para remover esse compartilhamento, o algoritmo utiliza uma
te´cnica de inserc¸a˜o de varia´veis. Cada conectivo raiz de uma sub fo´rmula, utilizada por
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Figura 4.1: Grafo hpgraph para Literais, Conjunc¸o˜es e Disjunc¸o˜es
mais de um conectivo, e´ substitu´ıdo por uma nova varia´vel lo´gica ainda na˜o presente
na fo´rmula. Assim que todos os trechos compartilhados forem removidos da fo´rmula, as
poss´ıveis negac¸o˜es sa˜o propagadas a` sub fo´rmula com a aplicac¸a˜o das equivaleˆncias lo´gicas
apresentadas no cap´ıtulo 2. Apesar desse me´todo aumentar o nu´mero de varia´veis lo´gicas
a serem valoradas no problema inicial, estudos mostram que esse nu´mero ainda e´ menor
do que aquele presente na fo´rmula equivalente na FNC[7].
O grafo denominado hpgraph, utilizado para representar a fo´rmula, pode ser descrito
por quatro conjuntos: o primeiro e´ o conjunto de todos os ve´rtices, seguido pelo conjunto
dos ve´rtices raiz, o dos ve´rtices que sa˜o folha e o das arestas. Cada literal presente na
fo´rmula sera´ representado por um u´nico ve´rtice no grafo final. Se um ve´rtice na˜o possui
nenhuma aresta incidindo sobre ele, sera´ denominado como um ve´rtice raiz. No caso de
na˜o possuir nenhuma aresta com origem nele, sera´ denominado folha.
A criac¸a˜o do grafo hpgraph, a partir de uma fo´rmula lo´gica, segue um conjunto definido
de regras. O grafo, para um literal qualquer, sera´ um novo ve´rtice, que representara´ aquele
literal. Ja´ o grafo para uma conjunc¸a˜o sera´ a unia˜o dos grafos de todos os operandos da
sub fo´rmula. Por fim, o grafo representante de uma disjunc¸a˜o e´ obtido ligando, por
arestas, cada ve´rtice folha do grafo do primeiro operando com cada ve´rtice raiz do grafo
do segundo.
Na figura 4.1 e´ apresentado, respectivamente, os grafos hpgraph para as fo´rmulas (A),
(A ∧ B) e (C ∨D).
Com base no grafo hpgraph resultante, e´ poss´ıvel obter uma fo´rmula equivalente a` ori-
ginal, pore´m, na FNC. Partindo de cada ve´rtice raiz do grafo, cada caminho completo que
termine em um ve´rtice folha, representa uma cla´usula na FNC. Essa cla´usula e´ formada
por todos os literais representados por ve´rtices presentes nesse caminho. Com o conjunto
de todos os caminhos do grafo, todas as cla´usulas da fo´rmula lo´gica proposicional na FNC
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podem ser obtidas.
A partir de uma valorac¸a˜o, parcial ou completa, das varia´veis da fo´rmula, se todos os
ve´rtices que formam um caminho forem literais valorados como falso, a cla´usula represen-
tada pelo caminho sera´ falsa. Isto e´ suficiente para definir que a valorac¸a˜o na˜o representa
um modelo da fo´rmula. Essa caracter´ıstica do grafo hpgraph e´ a base das te´cnicas do
algoritmo DPLL para formas na˜o clausais.
Uma das principais te´cnicas para a propagac¸a˜o unita´ria em fo´rmulas na FNC e´ a uti-
lizac¸a˜o de varia´veis monitoradas, como descritos nos cap´ıtulos anteriores nas sec¸o˜es que
tratam dos algoritmos SATO e Chaff. A maneira apresentada de utilizar o conceito de
literais monitorados em uma fo´rmula representada por um grafo hpgraph e´ a partir de
cortes no pro´prio grafo, ou um sub conjunto dos ve´rtices do grafo. Mantendo dois cortes,
onde cada um contenha ao menos um ve´rtice pertencente a cada caminho presente no
grafo, ou a cada cla´usula da fo´rmula na FNC, e´ poss´ıvel obter o equivalente aos dois
literais monitorados em uma cla´usula na FNC. E´ importante que os cortes na˜o compar-
tilhem ve´rtices entre si. O procedimento segue a mesma estrutura daquele realizado nos
algoritmos para FNC. Cada vez que um ve´rtice de um corte for valorado como falso,
devemos substitu´ı-lo. Caso a substituic¸a˜o na˜o seja poss´ıvel, obtemos ou um conflito ou
uma implicac¸a˜o a ser utilizada com a propagac¸a˜o unita´ria.
A principal contribuic¸a˜o da pesquisa realizada e´ a utilizac¸a˜o de um grafo vpgraph para
a gerac¸a˜o dos cortes no grafo hpgraph. Esse grafo vpgraph e´ gerado a partir da fo´rmula
do problema inicial com regras similares a do hpgraph. A regra para a gerac¸a˜o do grafo
a partir de um literal e´ a mesma, pore´m, inversamente ao que ocorre com o hpgraph, no
caso da disjunc¸a˜o o grafo resultante sera´ representado pela a unia˜o dos grafos de todos
os operandos. Ja´ a conjunc¸a˜o sera´ a ligac¸a˜o, por arestas, dos ve´rtices folha do primeiro
operando com os ve´rtices raiz do segundo.
Na figura 4.1, os grafos vpgraph para as fo´rmulas (A), (A∧B) e (C ∨D) sa˜o apresen-
tados.
No grafo vpgraph, o caminho entre um ve´rtice raiz e um ve´rtice folha representa
uma conjunc¸a˜o de uma fo´rmula na FND, Forma Normal Disjuntiva, representada pela
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Figura 4.2: Grafo vpgraph para Literais, Conjunc¸o˜es e Disjunc¸o˜es
disjunc¸a˜o de conjunc¸o˜es. Cada uma dessas conjunc¸o˜es representa um corte mı´nimo ne-
cessa´rio para o monitoramento descrito anteriormente. Dessa forma, o problema de en-
contrar novos cortes para substituir os anteriores durante o processo de busca do DPLL,
pode ser resolvido com uma busca em profundidade nos caminhos do grafo vpgraph ge-
rado. Implementando dessa forma a propagac¸a˜o unita´ria sobre uma fo´rmula na˜o clausal,
todos os outros passos do algoritmo DPLL podem ser utilizados em uma fo´rmula que se
encontra na FNN.
4.2 O Algoritmo NoClause
Apesar da simplicidade e da eficieˆncia do procedimento DPLL para uma fo´rmula na˜o
clausal, com a utilizac¸a˜o de grafos, ele apenas reduz os principais problemas dos resol-
vedores que transformam as fo´rmulas iniciais para a FNC. A informac¸a˜o estrutural do
problema original, perdida durante esta transformac¸a˜o, pode servir como fonte de in-
formac¸a˜o para as heur´ısticas utilizadas pelo resolvedor. Mas a principal restric¸a˜o fica por
conta da impossibilidade do resolvedor de tratar fo´rmulas apresentadas como circuitos,
com a reutilizac¸a˜o de subfo´rmulas, principal formato utilizado pelos problemas da a´rea
de testes de hardware. Apesar desse fato, de forma isolada, na˜o garantir um aumento no
tempo de resoluc¸a˜o do problema, os recursos utilizados na conversa˜o poderiam ser apli-
cados em outros pontos do resolvedor. Visando mostrar que a conversa˜o de uma fo´rmula
de um formato na˜o clausal para a FNC e´, ao mesmo tempo, desnecessa´ria e indesejada,
Christian Thiffault, Fahiem Bacchus e Toby Walsh, apresentaram o NoClause[14], um
algoritmo que aplica DPLL sobre uma fo´rmula na FNN e visa tirar vantagem de suas
informac¸o˜es estruturais.
Ao contra´rio do formato tradicional, utilizado para a representac¸a˜o computacional
de uma fo´rmula lo´gica, o NoClause utiliza um grafo direcionado ac´ıclico, em oposic¸a˜o a
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Figura 4.3: Grafo de Representac¸a˜o Utilizado pelo Algoritmo NoClause
estrutura de a´rvore, para guardar as informac¸o˜es do problema. Cada ve´rtice do grafo
representa ou um literal ou um operador lo´gico da fo´rmula. As relac¸o˜es entre esses ele-
mentos sa˜o representadas na forma de arestas direcionadas, partindo dos operadores e
incidindo sobre os operandos. Para enderec¸ar de maneira fa´cil essa questa˜o, cada ve´rtice
guarda duas listas, uma com todos os ve´rtices pais, aqueles que esta˜o acima do mesmo
na hierarquia da fo´rmula, e outra com os ve´rtices filhos, aqueles sobre os quais ele opera.
Cada literal da fo´rmula aparece uma u´nica vez no grafo descrito, ainda que seja utilizado
mu´ltiplas vezes na fo´rmula. Dessa maneira a representac¸a˜o de um problema na forma
de um circuito se torna mais fa´cil. O ve´rtice tambe´m deve guardar informac¸o˜es sobre o
valor-verdade atribu´ıdo a ele e qual a causa de tal atribuic¸a˜o, se por infereˆncia ou decisa˜o
do resolvedor, visando assim facilitar poss´ıveis retrocessos.
A figura 4.2 e´ apresenta o grafo utilizado pelo algoritmo NoClause para a representac¸a˜o
interna da fo´rmula lo´gica ((P ∧Q) ∨ ¬R ∨ ¬S) ∧ (P ∧Q).
Com esse grafo gerado, o objetivo do algoritmo e´ atribuir uma valorac¸a˜o consistente
para o conjunto de ve´rtices, visando encontrar um modelo para a fo´rmula, de forma
que o ve´rtice raiz, aquele sobre o qual nenhum outro ve´rtice opera, seja definido como
verdadeiro. Uma valorac¸a˜o consistente e´ aquela onde os valores atribu´ıdos aos ve´rtices
respeitam a semaˆntica dos operadores da fo´rmula.
O algoritmo inicia o procedimento atribuindo a algum ve´rtice na˜o valorado, um valor-
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verdade. A seguir, esse valor e´ propagado para seus pais e filhos, conforme a necessidade.
Por exemplo, se o ve´rtice for valorado como verdadeiro, cada um de seus ve´rtices pais que
for uma disjunc¸a˜o podera´ ter seu valor implicado como verdadeiro. O processo ocorre de
forma ana´loga com os pais formados por conjunc¸o˜es, quando o ve´rtice e´ valorado como
falso.
Para mantermos uma ordem cronolo´gica sobre as deciso˜es tomadas pelo resolvedor,
cada ve´rtice deve armazenar o n´ıvel de decisa˜o em que lhe foi atribu´ıdo o valor-verdade.
Esse n´ıvel de decisa˜o e´ incrementado a cada novo ciclo, tal qual o n´ıvel de decisa˜o presente
no grafo de implicac¸o˜es do algoritmo GRASP. Um conflito ocorre quando, ao mesmo
tempo, um ve´rtice recebe valores complementares. Nesse caso e´ necessa´rio retroceder
alguma decisa˜o anterior e continuar o processo.
Baseado na estrutura adotada no grafo, o algoritmo pode utilizar te´cnicas como a do
primeiro UIP, apresentada no algoritmo Chaff. No caso de um conflito, e´ poss´ıvel retro-
ceder entre os ve´rtices responsa´veis pela infereˆncia da decisa˜o equivocada ate´ que seja
encontrada a decisa˜o que devera´ ser revista. Durante esse processo, cla´usulas, que descre-
vem o conjunto de deciso˜es capazes de gerar um conflito, sa˜o aprendidas e armazenadas
em uma fo´rmula FNC. Monitorando essa fo´rmula o algoritmo evita a repetic¸a˜o de erros.
Essa fo´rmula na FNC, criada para armazenar as cla´usulas aprendidas atrave´s de conflitos,
sofre dos mesmos problemas de gerenciamento, no que se refere ao tamanho das cla´usulas
aprendidas, que ja´ foi discutido nos algoritmos GRASP e Chaff.
Para reduzir a necessidade de verificar uma grande quantidade de ve´rtices a cada
decisa˜o tomada, na busca por novas infereˆncias, o NoClause utiliza a te´cnica de monitorar
alguns ve´rtices. Um ve´rtice que represente um conectivo de conjunc¸a˜o so´ pode ser inferido
como verdadeiro quando todos os seus ve´rtices filhos forem decididos como verdadeiros.
Se, a todo momento, forem monitorados dois ve´rtices filhos dessa conjunc¸a˜o, que na˜o
tenham sido valorados, na˜o se torna necessa´rio visitar os demais filhos. No instante que
algum dos ve´rtices monitorados for valorado como verdadeiro, e´ preciso substitu´ı-lo por
um outro filho ainda na˜o decidido. Caso a substituic¸a˜o na˜o seja poss´ıvel o ve´rtice pai
deve ser inferido como verdadeiro. Caso ele ainda na˜o tenha um valor definido, e o ve´rtice
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pai ja´ tenha sido decidido como verdadeiro, o ve´rtice monitorado e na˜o valorado pode ser
inferido como verdadeiro tambe´m. O mesmo princ´ıpio se aplica a ve´rtices que representem
disjunc¸o˜es, onde o algoritmo ira´ buscar filhos na˜o valorados ou decididos como falso.
Com essa implementac¸a˜o, o NoClause mostra que e´ poss´ıvel resolver problemas de sa-
tisfatibilidade utilizando te´cnicas bem conhecidas e difundidas, sem se prender a fo´rmulas
em um formato restritivo, como a FNC.
4.3 O Algoritmo PolSAT
Os algoritmos para satisfatibilidade baseados em busca local sa˜o, possivelmente, os
mais simples de serem adaptados a` representac¸o˜es na˜o clausais. Em geral, esses algoritmos
apresentam duas func¸o˜es ba´sicas. A primeira define, dentro do conjunto total de varia´veis
da fo´rmula, quais sera˜o aquelas que podem ter o seu valor-verdade alterado. A outra
func¸a˜o escolhe, neste conjunto, qual varia´vel deve ter o seu valor alterado. Essa alterac¸a˜o
modifica a valorac¸a˜o atual de tal forma que a nova valorac¸a˜o esteja mais pro´xima de um
modelo da fo´rmula. Em outras palavras, escolhe-se a alterac¸a˜o que obtenha um melhor
resultado junto a func¸a˜o objetivo da busca local[9].
Partindo de uma valorac¸a˜o inicial, normalmente arbitra´ria, esse ciclo de escolha de
varia´veis proposicionais e troca de seus valores-verdade se repete um nu´mero finito de
vezes, ou ate´ que uma interpretac¸a˜o que satisfac¸a a fo´rmula seja encontrada. Em mo-
mentos predeterminados, o algoritmo pode abandonar a valorac¸a˜o atual e recomec¸ar o
processo com uma nova valorac¸a˜o aleato´ria, mantendo assim, os conceitos de paraˆmetros
que definam nu´meros ma´ximos de trocas e de reinicios, como apresentado no algoritmo
GRASP.
Todos esses passos independem do formato adotado para a representac¸a˜o da fo´rmula,
com excec¸a˜o ao me´todo capaz de avaliar qua˜o distante de uma soluc¸a˜o uma valorac¸a˜o
esta´, a func¸a˜o objetivo. Definir procedimentos capazes de realizar, de forma eficiente, o
processo de escolha da varia´vel a ser alterada e´ o principal desafio de um algoritmo baseado
em busca local, para o problema de satisfatibilidade em fo´rmulas na˜o clausais. Sobre essa
questa˜o, os desenvolvedores do algoritmo PolSat[13] apresentam algumas soluc¸o˜es.
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O PolSat utiliza a mesma estrutura de passos descrita no algoritmo WalkSAT. Para
gerar a lista de poss´ıveis varia´veis candidatas a terem o seu valor-verdade alterado, o
algoritmo utiliza um peso atribu´ıdo a cada elemento da fo´rmula. Esse peso e´ calculado de
forma recursiva, dos literais da fo´rmula para os conectivos que operam sobre eles. O peso
atribu´ıdo a um literal sera´ igual a um, se na valorac¸a˜o atual ele for falso, caso contra´rio,
seu peso sera´ zero. Para uma disjunc¸a˜o, o seu peso sera´ igual ao menor peso entre todos
os seus operandos. No caso da conjunc¸a˜o, a soma do peso de todos os operandos sera´ o
seu peso final. Basicamente, esse peso tenta descrever quantos elementos valorados como
falso se encontram abaixo daquele conectivo, ou qua˜o falso ele e´ na valorac¸a˜o atual.
O procedimento de ca´lculo da lista de varia´veis candidatas inicia inserindo em uma lista
o conectivo raiz da fo´rmula. Cada conectivo dessa lista e´ substitu´ıdo pelo seu operando
que possuir o menor peso. Em caso de empate ambos sa˜o inseridos. O processo se
repete ate´ que sobrem apenas literais. A lista final sera´ formada por todas as varia´veis
representadas pelos literais encontrados. Com uma probabilidade p a varia´vel alterada
sera´ escolhida a partir da lista de candidatas de forma aleato´ria. Com uma probabilidade
1−p sera´ escolhida aquela cuja alterac¸a˜o reduz mais significativamente o peso acumulado
da fo´rmula, representado pelo peso do conectivo raiz.
Um dos principais problemas enfrentados por algoritmos baseados em busca local, ale´m
do fato de sua na˜o completude, e´ comec¸ar a realizar trocas c´ıclicas entre as varia´veis da
fo´rmula, sendo incapaz de achar um modelo para a mesma. O aprendizado de cla´usulas,
utilizado por va´rios outros resolvedores, pode garantir que uma interpretac¸a˜o na˜o seja
testado repetidamente. Gerar essa cla´usula sobre as va´riaveis presentes na lista de candi-
datas a terem seu valor alterado foi o caminho adotado nas primeiras verso˜es do PolSat.
Para cada varia´vel da lista, se for considerada verdadeira na valorac¸a˜o atual, a inserimos
na cla´usula aprendida como um literal negativo. Caso ela aparec¸a falsa na valorac¸a˜o tes-
tada, sera´ inserida na cla´usula resultante como um literal positivo. Essa lista de cla´usulas
aprendidas pode ser inserida no problema original atrave´s de uma conjunc¸a˜o entre a
fo´rmula inicial e as cla´usulas.
Outro ponto onde este aprendizado pode auxiliar o desempenho do resolvedor e´ na
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heur´ıstica de decisa˜o sobre qual va´riavel, da lista das candidatas, realizar a alterac¸a˜o.
Como visto anteriormente, ou essa escolha sera´ aleato´ria ou sera´ por aquela que mais
reduzir o peso acumulado. Em caso de duas vara´veis empatarem na taxa de reduc¸a˜o do
peso acumulado, o algoritmo pode decidir por aquela que tornar falsas o menor nu´mero
de cla´usulas aprendidas.
47
CAPI´TULO 5
PLATAFORMA PARA COMPARAC¸A˜O DE HEURI´STICAS
PARA SAT NA˜O CLAUSAL
Nos cap´ıtulos anteriores, foi analisada a evoluc¸a˜o dos principais algoritmos que visam
resolver o problema de decidir sobre a satisfatibilidade de uma fo´rmula lo´gica proposicio-
nal. A maioria dos resolvedores existentes esta´ dividida entre duas grandes classes, busca
com retrocesso e busca local, e sa˜o baseados em um resolvedor principal, DPLL[4] ou
GSAT[11], respectivamente. Cada nova soluc¸a˜o apresentada se destaca por alterac¸o˜es das
te´cnicas utilizadas por esses algoritmos principais[15, 12, 8, 10]. Pequenas alterac¸o˜es nos
procedimentos conhecidos geraram procedimentos com desempenho superior ao de seus
antecessores. Exemplos dessas alterac¸o˜es podem ser demonstrados com o monitoramento
de apenas dois literais de uma cla´usula, apresentado pelo SATO[15], ou com a adic¸a˜o
de uma escolha arbitra´ria para o problema de decidir qual proposic¸a˜o deve ter seu valor
trocado, do WalkSAT[10].
Em um problema onde os passos de um algoritmo resolvedor sa˜o repetidos inu´meras
vezes, deciso˜es sobre qual a pro´xima proposic¸a˜o a ser decidida ou que tipo de estruturas de
dados permitem um acesso mais ra´pido a um literal da fo´rmula, possuem um forte impacto
sobre o desempenho do processo. Para os algoritmos que visam tratar o problema de
satisfatibilidade, mesmo aqueles que utilizem como base um resolvedor ja´ existente, va´rias
escolhas sa˜o poss´ıveis, seja essa decisa˜o sobre as diferentes heur´ısticas aplicadas nas estapas
do resolvedor ou sobre as estruturas de representac¸a˜o interna. Dependendo da classe de
problemas tratados, fo´rmulas lo´gicas geradas de maneira aleato´ria ou fo´rmulas utilizadas
na verificac¸a˜o de circuitos lo´gicos, por exemplo, mais de uma combinac¸a˜o eficiente destes
elementos e´ poss´ıvel.
Para os algoritmos que operam sobre fo´rmulas na FNC, a evoluc¸a˜o dos diversos re-
solvedores apresenta uma vasta base de estudo sobre as principais vantagens das va´rias
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escolhas para essa classe de problemas. Visando facilitar o desenvolvimento de resolve-
dores baseados em fo´rmulas na FNC, em 2003, o pesquisador Niklas Een introduziu o
MiniSAT[6]. MiniSAT e´ um resolvedor minimalista, de co´digo aberto, desenvolvido para
auxiliar pesquisadores e desenvolvedores no ı´nicio dos trablahos nessa a´rea. Devido ao
grande nu´mero de resolvedores existentes e a grande diversidade de implementac¸o˜es, o
processo de estudo e comparac¸a˜o dessas soluc¸o˜es se torna complicado. Tendo um resol-
vedor base, com foco na facilidade de alterac¸a˜o, como o MiniSAT, facilita esse processo.
Uma base u´nica retira do processo de avaliac¸a˜o de um conjunto de soluc¸o˜es outros fatores,
como linguagens e estruturas de implementac¸a˜o, fatores que influenciam no desempenho
de um sistema e na˜o sa˜o sempre considerados.
Para os algoritmos baseados em fo´rmulas na˜o clausais, muito esforc¸o tem sido realizado
na adaptac¸a˜o das te´cnicas utilizadas em resolvedores FNC para esse formato. Pore´m, com
a possibilidade de representac¸a˜o de novas classes de problemas em um formato menos
restritivo, possivelmente, novas combinac¸o˜es eficientes de heur´ısticas e estruturas podem
apresentar resultados satisfato´rios.
A seguir, sa˜o listadas algumas das deciso˜es dos algoritmos baseados no resolvedor
DPLL onde, quando operando sobre fo´rmulas na˜o clausais, o mapeamento de te´cnicas
difundidas entre os resolvedores baseados em fo´rmulas clausais na˜o e´ trivial.
• Armazenamento e acesso a informac¸o˜es referentes a cada elemento da fo´rmula;
• Monitoramento de ve´rtices em busca de novas implicac¸o˜es poss´ıveis;
• Escolha de qual proposic¸a˜o da fo´rmula deve ser decidida durante a regra de rami-
ficac¸a˜o;
• Forma de armazenamento das cla´usulas aprendidas em cada conflito;
• Heur´ısticas adotadas para a gerac¸a˜o de cla´usulas aprendidas.
Decidir qual a combinac¸a˜o de te´cnicas que devem ser aplicadas para o problema tra-
tado e´ uma tarefa complexa e uma se´rie de testes sa˜o necessa´rios para comprovar a efica´cia
das deciso˜es tomadas. Ale´m do fato de mais de uma soluc¸a˜o satisfato´ria ser poss´ıvel, os
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mesmo problemas presentes nos algoritmos baseados em fo´rmulas clausais esta˜o presen-
tes nas fo´rmulas na˜o clausais: a grande diversidade de linguagens e de estruturas de
implementac¸o˜es.
Visando facilitar o processo de desenvolvimento e ana´lise de novos algoritmos resolve-
dores, e´ proposta, a seguir, uma plataforma para resolvedores em fo´rmulas na˜o clausais.
Uma plataforma pode ser definida como uma abstrac¸a˜o que une trechos de co´digo comuns,
que colaboram para prover funcionalidades gene´ricas. O principal objetivo e´ permitir,
de forma simples e robusta, que as mais diversas te´cnicas possam ser implementadas e
comparadas sobre conjuntos de fo´rmulas lo´gicas na˜o clausais. Para tanto, estruturas de
dados capazes de suportar as principais te´cnicas conhecidas sa˜o apresentadas. Na˜o ha´ a
pretensa˜o de apresentar estruturas otimizadas para te´cnicas espec´ıficas, mas sim de traba-
lhar com aquelas capazes de tratar de maneira satisfato´ria o maior nu´mero de problemas
poss´ıvel.
5.1 A Plataforma
Como mencionado anteriormente, uma plataforma que visa facilitar a implementac¸a˜o
e os testes do maior nu´mero poss´ıvel de te´cnicas que auxiliem na resoluc¸a˜o do problema de
satisfatibilidade para fo´rmulas na FNN, deve fornecer um conjunto ba´sico de estruturas e
funcionalidades. Essas estruturas e funcionalidades devem, idealmente, implementar um
resolvedor ba´sico. Dessa maneira, qualquer etapa do processo pode ser alterada sem que
para isso seja necessa´ria a implementac¸a˜o completa de um novo resolvedor. Como resol-
vedor ba´sico, a plataforma apresentada utiliza uma implementac¸a˜o do algoritmo DPLL
para fo´rmulas na˜o clausais.
Antes de iniciar uma discussa˜o individual sobre as va´rias etapas de um resolvedor
baseado no algoritmo DPLL para fo´rmulas na˜o clausais, e´ necessa´rio uma visa˜o geral do
processo ba´sico que deve ser realizado pela plataforma proposta.
Em sec¸o˜es anteriores, uma se´rie de problemas que apresentam como sub-problema
ou que podem ser reduzidos a` questa˜o da satisfatibilidade de uma fo´rmula lo´gica foram
apresentados. Dada a grande variedade de problemas abordados, especialmente quando
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se trata daqueles que recaem sobre fo´rmulas na FNN, um formato de representac¸a˜o u´nico
deve ser adotado. Por se tratar de uma forma de representac¸a˜o capaz de modelar um
conjunto mais complexo de problemas, os formatos utilizados para fo´rmulas baseadas
em cla´usulas na˜o sa˜o suficientes para uma representac¸a˜o satisfato´ria. Assim sendo, a
plataforma deve ser capaz de ler e armazenar problemas que utilizem o formato adotado.
Esse formato deve ser de fa´cil utilizac¸a˜o, para que, ao mesmo tempo, a modelagem na˜o se
torne um impecilho e a leitura possa ser feita de forma ra´pida e inequ´ıvoca. Afim de na˜o
restringir a utilizac¸a˜o de nenhuma te´cnica, o ma´ximo de informac¸a˜o do problema original
deve ser mantido na representac¸a˜o interna da plataforma.
Executado o passo inicial, a leitura da fo´rmula lo´gica proposicional, o resolvedor deve
preencher suas estruturas internas com as informac¸o˜es obtidas. As estruturas utilizadas
devem ser capazes de manter todos os dados do problema de forma consistente e possibi-
litar o acesso aos mesmos de maneira pra´tica e ra´pida. Por se tratar de uma plataforma
que visa a implementac¸a˜o e ana´lise das mais diversas te´cnicas, se faz necessa´rio que tal
estrutura seja capaz de atender as va´rias necessidades de cada nova implementac¸a˜o, sendo
transparente ao desenvolvedor quando atender as necessidades e permitindo sua substi-
tuic¸a˜o quando necessa´rio. E´ poss´ıvel que estruturas auxiliares sejam necessa´rias para
armazenar informac¸o˜es adicionais da execuc¸a˜o do processo. A plataforma proposta deve
possibilitar a utilizac¸a˜o de estruturas ba´sicas comuns, como listas e filas, agilizando o
desenvolvimento e permitindo ana´lises comparativas mais consistentes.
Apo´s o preenchimento de todas as estruturas internas, um resolvedor baseado no algor-
timo DPLL deve focar na execuc¸a˜o dos treˆs passos ba´sicos que caracterizam essa soluc¸a˜o:
a aplicac¸a˜o da regra do literal puro, da regra da cla´usula unita´ria e da regra da rami-
ficac¸a˜o. Com excec¸a˜o da u´ltima regra mencionada, que depende exclusivamente de uma
estrutura interna que permita o acesso e a ramificac¸a˜o de cada elemento da fo´rmula, as
demais regras sa˜o fortemente ligadas ao conceito de cla´usula. Abstraindo os conceitos por
tra´s da execuc¸a˜o das duas primeiras regras, basicamente, suas func¸o˜es sa˜o a simplificac¸a˜o
e gerac¸a˜o de novas implicac¸o˜es. As treˆs funcionalidades ba´sicas, ramificac¸a˜o, simplificac¸a˜o
e gerac¸a˜o de novas implicac¸o˜es devem estar presente na plataforma em implementac¸o˜es
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ba´sicas. Sera´ sobre a execuc¸a˜o dessas treˆs funcionalidades que muitas te´cnicas sera˜o im-
plementadas, e para tal a plataforma deve permitir que alterac¸o˜es sejam realizadas de
maneira simples nessas func¸o˜es.
5.2 Formato de Representac¸a˜o das Fo´rmulas Na˜o Clausais
A representac¸a˜o de fo´rmulas lo´gicas na˜o clausais na˜o e´ ta˜o simples quanto aquelas
adotadas pelas fo´rmulas na forma normal conjuntiva. O formato DIMACS CNF[1] se
apresenta como o padra˜o adotado pelos resolvedores baseados em fo´rmulas clausais. Esse
formato consiste de uma simples listagem de todas as cla´usulas da fo´rmula, relacionando,
para cada uma delas, todos os literais que a compo˜em. Essa informac¸a˜o na˜o e´ suficiente
para representar uma fo´rmula na˜o clausal.
O formato ISCAS[2] apresentado em 1985 no International Symposium on Circuits
And System, inicialmente para descrever uma se´rie de problemas definidos para exerc´ıcios
comparativos na a´rea de verificac¸a˜o automa´tica de circuitos, pode ser utilizado para des-
crever problemas de satisfatibilidade de fo´rmulas na˜o clausais.
O formato descreve uma fo´rmula lo´gica proposicional, na˜o clausal, listando todos os
elementos que a compo˜em, suas proposic¸o˜es e operadores lo´gicos. Para cada um deles,
e´ atribu´ıdo um identificador u´nico. Para cada operador da fo´rmula, uma lista de todos
os literais, ou outros operadores, sobre os quais ele opera e´ apresentada. O operador
definido como raiz da fo´rmula e´ aquele sobre o qual nenhum outro opera e´ descrito de
forma diferenciada. Por ser um formato definido para a descric¸a˜o de circuitos lo´gicos,
algumas mudanc¸as na nomenclatura utilizada sa˜o necessa´rias. As va´riaveis proposicionais
da fo´rmula sa˜o definidas como entradas do circuito descrito. Ja´ o operador raiz e´ definido
como sa´ıda do mesmo circuito. Na figura 5.2 apresentamos uma fo´rmula lo´gica na FNN
representada no formato ISCAS.
Por se tratar de um formato ja´ bem difundido, algumas te´cnicas para a leitura dos
circuitos representados, sa˜o utilizadas em outras a´reas de aplicac¸a˜o. Pore´m, a obtenc¸a˜o
da fo´rmula lo´gica, no contexto do problema de satisfatibilidade, pode ser feita de forma
simples a partir do operador raiz da fo´rmula, realizando uma busca pelos operadores
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((P ∧Q) ∨ ¬R ∨ ¬S) ∧ (P ∧Q)
1 INPUT(P)
2 INPUT(Q)
3 INPUT(R)
4 INPUT(S)
5 OUTPUT(RAIZ)
6
7 NOT_R = NOT(R)
8 NOT_S = NOT(S)
9 AND_1 = AND(P, Q)
10 OR_1 = OR(AND_1 , NOT_R , NOT_S)
11 RAIZ = AND(OR_1 , AND_1)
Figura 5.1: Fo´rmula Lo´gica na FNN no formato ISCAS
listados. Com base no operador raiz, sempre que um novo operador, ou seja, aquele
que ainda na˜o esteve presente anteriormente na fo´rmula, for encontrado na lista dos
sub elementos do operador atual, deve-se percorrer a lista de elementos da fo´rmula para
descobrir sobre quais elementos ele opera. Esse processo e´ repetido ate´ que todos os
elementos encontrados a partir do operador raiz, sejam definidos. Todos os elementos da
fo´rmula que podem ser encontrados apartir de uma busca iniciada no operador raiz sa˜o
definidos como alcanc¸a´veis.
Dependendo de como a lista de operadores a serem definidos e´ tratada, a varredura da
fo´rmula pode ser feita em largura ou em profundidade. Se cada novo operador encontrado
e´ imediatamente tratado, o processo e´ definido como uma varredura em profundidade.
Pore´m, se cada novo operador e´ enfileirado, e o primeiro da fila, mais antigo a ser encon-
trado, tem a prefereˆncia no processo de busca, o processo e´ definido como uma varredura
em largura. Dependendo da fo´rmula representada e do conjunto de informac¸o˜es armaze-
nadas no processo de leitura da fo´rmula, esses me´todos podem apresentar desempenho
diferenciado. Pore´m, ambos sempre devem gerar a mesma fo´rmula.
Ale´m de permitir que muitas informac¸o˜es sobre a fo´rmula sejam obtidas ja´ nessa pri-
meira etapa do processo, como definir onde e com qual frequeˆncia cada elemento aparece
na fo´rmula, esse formato de representac¸a˜o apresenta outras vantagens. Todos os elemen-
tos, va´riaveis proposicionais e operadores, que sa˜o descritos na fo´rmula mas que na˜o sa˜o
alcanc¸a´veis a partir do operador raiz ja´ sa˜o automaticamente descartados. Isso evita que,
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em etapas futuras, esses elementos sejam, desnecessariamente, considerados durante o
processo.
Outra vantagem, herdada da representac¸a˜o da fo´rmula como um circuito lo´gico, e´ a
possibilidade de que trechos que aparecem repetidamente na fo´rmula inicial, possam ser
representados uma u´nica vez na estrutura final. Grandes circuitos lo´gicos, normalmente,
podem ser compostos de pequenos conjuntos de portas lo´gicas, reponsa´veis por alguma
tarefa espec´ıfica, que sa˜o utilizados repetidas vezes. Caso estruturas semelhantes ja´ sejam
previamente conhecidas em uma fo´rmula na˜o clausal, a utilizac¸a˜o de identificadores u´nicos
para cada operador da fo´rmula, permite que elas sejam facilmente encontradas e que na˜o
exista duplicac¸a˜o de elementos na representac¸a˜o final. A na˜o duplicac¸a˜o desses elementos
depende, tambe´m, da estrutura interna de armazenamento da fo´rmula.
No exemplo apresentado anteriormente, a conjunc¸a˜o identificada como “AND 1” apa-
rece mais de uma vez no decorrer da fo´rmula. Caso essa fo´rmula fosse convertida para um
formato clausal, essa estrutura seria convertida e repetida mais de uma vez, consumindo
espac¸o de armazenamento interno. Utilizando o processo de leitura descrito anterior-
mente, na segunda vez que uma refereˆncia a “AND 1” fosse encontrada, ela na˜o seria
considerada como um novo elemento e, consequentemente, na˜o seria duplicada.
5.3 Estrutura Interna de Armazenamento
A escolha mais natural para a estrutura de representac¸a˜o de uma fo´rmula na˜o clausal
e´ a estrutura de a´rvore. Essa estrutura e´ caracterizada por dois tipos de elementos: os
no´s e as arestas. Cada aresta representa a ligac¸a˜o entre dois no´s da a´rvore. As arestas
podem ser direcionadas, ou seja, partindo de um no´, aqui denominado pai, e incidindo
sobre um segundo no´, denominado filho. Essa estutura de parentesco entre os no´s de uma
a´rvore define semanticamente a relac¸a˜o dos elementos representados por ela. Um no´ e´
denominado no´ folha quando ele na˜o e´ considerado pai de nenhum outro no´ da a´rvore, ou
seja, nenhuma aresta parte dele e incide sobre qualquer outro no´ da fo´rmula. Ja´ um no´
que na˜o possui nenhuma aresta partindo de qualquer no´ da a´rvore e incidindo sobre ele,
e´ denominado um no´ raiz. Um no´ raiz e´ aquele que na˜o e´ filho de nenhum outro no´ da
54
((P ∧Q) ∨ ¬R ∨ ¬S) ∧ (P ∧Q)
∧
∨∧
¬
R
¬
S
∧QP
QP
Figura 5.2: Fo´rmula Lo´gica Na˜o-Clausal representada em uma estrutura de A´rvore
a´rvore.
No contexto das fo´rmulas na˜o clausais, cada elemento da fo´rmula, operador lo´gico
ou va´riavel proposicional, e´ representado por um no´ da a´rvore. Cada no´ que representa
um operador esta´ ligado atrave´s de arestas que partem dele e incidem sobre os no´s que
representam seus operandos. Dessa maneira, cada proposic¸a˜o da fo´rmula e´ representada
por um no´ folha da a´rvore. O no´ raiz da a´rvore representa o operador raiz da fo´rmula.
Dessa forma, partindo do no´ raiz e percorrendo todas as arestas da a´rvore ate´ os seus no´s
folhas, e´ poss´ıvel percorrer a fo´rmula lo´gica em sua totalidade.
Na figura 5.3 demonstraremos a representac¸a˜o da fo´rmula lo´gica na˜o clausal, apresen-
tada no exemplo anterior, em uma estrutura de a´rvore.
Como descrito na sec¸a˜o anterior, a ocorreˆncia de trechos repetidos na fo´rmula lo´gica
e´ permitida e ate´ mesmo prova´vel quando o problema estudado for um dos obtidos pela
modelagem de um circuito. No exemplo anterior, a estrutura que representa a sub-fo´rmula
P ∧ Q teve que ser duplicada. Apesar de ser representada no formato ISCAS como um
u´nico operador, identificado como “AND 1”. Essa repetic¸a˜o na˜o representa um consumo
desnecessa´rio de memo´ria, quando ocorre sobre trechos pequenos, como no exemplo an-
terior. Pore´m, quando o algoritmo precisa resolver fo´rmulas com milhares de proposic¸o˜es
e milhares de operadores lo´gicos, trechos repetidos podem tornar o sistema incapaz de
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armazenar a fo´rmula tratada. Assim sendo, a reduc¸a˜o do espac¸o necessa´rio para o arma-
zenamento interno de uma fo´rmula lo´gica e´ uma qualidade que deve ser buscada pelos
algoritmos resolvedores. Uma outra vantagem de evitar a repetic¸a˜o desnecessa´ria de tre-
chos internos da fo´rmula, e´ que deciso˜es capazes de solucionar a sub fo´rmula na˜o duplicada
sera˜o automaticamente propagadas por todas as ocorreˆncias da sub fo´rmula.
Evitar repetic¸a˜o previamente conhecida e´ simples, basta que todos os operadores que
operem sobre a sub fo´rmula tenham uma aresta partindo deles e incidindo sobre um u´nico
no´, que representa o operador raiz da sub fo´rmula em questa˜o. Pore´m, dessa maneira,
e´ poss´ıvel que um no´ pai tenha uma profundidade menor que um no´ filho. A estrutura
de dados que permite esse comportamento, e´ definida como um grafo e na˜o mais uma
a´rvore. Ou seja, a fo´rmula na˜o clausal deve agora ser representada por um grafo com
arestas direcionadas, ou, um grafo direcionado.
Entretanto, a utilizac¸a˜o de um grafo direcionado, aceita a presenc¸a de ciclos. Um ciclo
e´ representado por um caminho que, percorrendo as arestas da estrutura, consegue retor-
nar a um no´ ja´ visitado no caminho. Se, sintaticamente, isso e´ poss´ıvel, semanticamente,
tais estruturas tornam imposs´ıvel definir a fo´rmula lo´gica representada. Assim sendo, tais
ciclos devem ser evitados. Para isso, e´ necessa´rio utilizar uma variante da estrutura do
grafo direcionado, conhecida como grafo direcionado ac´ıclico, ou DAG, na sigla em ingleˆs.
Baseado no mesmo princ´ıpio, as va´riaveis proposicionais da fo´rmula tambe´m devem
ser representadas uma u´nica vez na estrutura final. Ale´m da reduc¸a˜o do tamanho total
da estrutura, com essa medida todas as incideˆncias de tal va´riavel ficam centralizadas em
um u´nico ponto. Pore´m, treˆs deciso˜es sa˜o poss´ıveis no que se refere a` representac¸a˜o dos
literais negados referentes a va´riavel em questa˜o:
• Um no´, representando o operador de negac¸a˜o, pode ser inserido na estrutura como
pai do no´ que representa a proposic¸a˜o. A incideˆncia das arestas sobre essa pro-
posic¸a˜o, nesse caso, sera´ dividida entre ambos, respectivamente.
• Outra opc¸a˜o e´ a criac¸a˜o de dois no´s, um representando o literal positivo e outro
representando o literal negativo dentro da estrutura.
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Figura 5.3: Formas de Representac¸a˜o para Sub-Fo´rmulas
• Uma terceira opc¸a˜o e´ a inserc¸a˜o de mais um tipo de aresta. Nesse caso, um con-
junto de arestas representando as ligac¸o˜es com o nodo positivo e outro conjunto
representando as ligac¸o˜es com os literais complementares.
Na figura 5.3, exemplos das treˆs representac¸o˜es apresentadas para a sub-fo´rmula (P ∨
¬P ).
A segunda opc¸a˜o, referente a inserc¸a˜o de um segundo no´ representando o literal negado,
dificulta o processo de decisa˜o da proposic¸a˜o P . Dois no´s precisam ser visitados a cada
decisa˜o tomada. Ja´ a terceira opc¸a˜o, apesar de ser a mais econoˆmica em relac¸a˜o ao
consumo de memo´ria, aumenta a complexidade do processo de navegac¸a˜o pela estrutura
da fo´rmula. No caso da primeira opc¸a˜o, seu formato permite que a negac¸a˜o esteja presente
em qualquer ponto da fo´rmula, e na˜o apenas nos literais. Isso permite que um nu´mero
maior de fo´rmulas lo´gicas proposicionais seja tratado pelo algoritmo. Por essa raza˜o, a
primeira opc¸a˜o foi a escolhida, neste trabalho, como a forma de representar o operador
de negac¸a˜o na fo´rmula.
A fo´rmula lo´gica proposicional apresentada anteriormente, pode ser representada pelo
grafo direcionado ac´ıclico, da figura 5.3:
Visando facilitar a utilizac¸a˜o de um grafo direcionado como forma de representac¸a˜o
de uma fo´rmula lo´gica proposicional por um algoritmo resolvedor do problema de satis-
fatibilidade, as seguintes caracter´ısticas devem ser adotadas:
• Cada no´ da estrutura deve armazenar informac¸o˜es sobre o elemento que representa.
• Os dois dados ba´sicos que devem ser armazenados sa˜o o tipo do elemento e o iden-
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((P ∧Q) ∨ ¬R ∨ ¬S) ∧ (P ∧Q)
∧
∨
¬
R
¬
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∧
QP
Figura 5.4: Representac¸a˜o de uma Fo´rmula Lo´gica Proposicional em um Grafo Direcio-
nado Ac´ıclico
tificador do mesmo.
• O tipo deve representar se o no´ representa uma va´riavel ou um operador, e no caso
de ser um operador, qual.
• Ja´ o identificador, que deve ser u´nico em toda a fo´rmula, pode guardar o valor
definido pelo formato ISCAS.
• Costuma se utilizar nu´meros inteiros para o identificador de um elemento. Para uma
va´riavel proposicional, esse valor pode ser positivo para literal positivo e negativo
para o literal complementar.
Para facilitar a navegac¸a˜o, a partir de qualquer no´ da estrutura, cada um deve ar-
mazenar duas listas: a lista do seus no´s filhos e a lista do seus no´s pais. Essas listas,
tecnicamente, podem ser representadas por listas encadeadas ou por vetores de ponteiros
para outros elementos da estrutura. A escolha deve ser tomada com base na necessidade,
ou na˜o, de inserc¸a˜o de novos elementos nessas listas durante o processo. Dessa forma
toda e qualquer aresta da fo´rmula se torna bi-direcional e, assim sendo, se torna poss´ıvel
percorrer a fo´rmula partindo do seu no´ raiz, e um no´ folha ou de qualquer outro no´ da
estrutura.
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5.4 Estruturas Internas Complementares
Nas sec¸o˜es anteriores, foram descritos os padro˜es e as estruturas necessa´rios para a
representac¸a˜o e o armazenamento de fo´rmulas na˜o clausais no contexto de um algoritmo
resolvedor para o problema de satisfatibilidade. Apesar de toda informac¸a˜o armazenada
ate´ o momento, estruturas adicionais devem ser utilizadas para facilitar as tarefas do
algoritmo. Essas estruturas va˜o desde as mais gene´ricas, utilizadas va´rias vezes no decorrer
da soluc¸a˜o, ate´ estruturas espec´ıficas que visam facilitar o armazenamento e o acesso
de informac¸o˜es complementares, geralmente manipuladas nos passos intermediarios do
resolvedor.
Entre as estruturas gene´ricas, treˆs se destacam por serem mais utilizadas em algoritmos
para esse fim espec´ıfico: a lista encadeada, a pilha e a fila. A implementac¸a˜o de verso˜es
gene´ricas dessas estruturas,permite uma padronizac¸a˜o no co´digo do algoritmo, facilitam
a manutenc¸a˜o e a resoluc¸a˜o de problemas e permitem, dependendo da implementac¸a˜o e
da situac¸a˜o, substituic¸o˜es de uma por outra. Essa possibilidade da simples substiuic¸a˜o
de uma estrutura de pilha para uma de fila, por exemplo, permite que va´rias te´cnicas
diferentes sejam testadas na mesma soluc¸a˜o. Um exemplo disso foi descrito anteriormente,
quando tratamos da forma de varredura, se em profundidade ou largura, da fo´rmula inicial
representada no formato ISCAS.
Entre as va´rias informac¸o˜es necessa´rias para o correto funcionamento de um algoritmo
resolvedor, a principal delas e´ aquela que permite um acesso direto a qualquer elemento
que compo˜em a fo´rmula. A remoc¸a˜o do tempo necessa´rio para percorrer a estrutura do
grafo, em busca de um elemento espec´ıfico, permite um melhor desempenho ao algoritmo
resolvedor. Tal estrutura pode ser constru´ıda a partir de uma lista. Cada posic¸a˜o da lista
apontara´ para um u´nico elemento, operador ou va´riavel, no grafo fo´rmula.
A implementac¸a˜o desta lista, e de outras presentes no algoritmo, pode utilizar duas
formas de implementac¸a˜o, vetores ou listas encadeadas. A utilizac¸a˜o de vetores permite
um acesso indexado direto, enquanto o acesso atrave´s de uma lista encadeada, mesmo que
ordenada por algum indexador, exige algum processo de busca dentro da mesma. Pore´m,
a inserc¸a˜o e remoc¸a˜o de elementos da lista, ale´m dos limites estabelecidos na sua criac¸a˜o,
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e´ facilitada. Ja´ a expansa˜o do tamanho de um vetor se mostra mais complexa, exigindo
a realocac¸a˜o do espac¸o de memo´ria incialmente definido. Dessa maneira, a velocidade
necessa´ria para o acesso aos dados da lista e a poss´ıvel necessidade de expansa˜o do seu
tamanho inicial, devem ser levados em conta no instante de decidir sobre qual te´cnica
utilizar.
Visando permitir o acesso direto, o identificador u´nico de cada no´ do grafo pode
ser utilizado como indexador da lista de todos os elementos. Dessa maneira, e´ poss´ıvel
acessar qualquer no´ do grafo que representa a fo´rmula internamente, apenas com o seu
identificador u´nico.
Outras listas podem ser criadas, dependendo de que tipo de informac¸a˜o e´ necessa´ria
para a heur´ıstica analisada no resolvedor. Uma lista com todos os elementos que ainda
na˜o foram decididos, uma lista com as proposic¸o˜es que mais causaram conflitos, uma lista,
ordenada com os operadores que possuem mais filhos, sa˜o exemplos de dados que podem
ser armazenados, dependendo da te´cnica aplicada na soluc¸a˜o. Pilhas e filas podem ser
usadas de forma semelhante durante um processo de busca, por exemplo.
A plataforma deve fornecer abstrac¸o˜es das treˆs estruturas principais, para facilitar
o processo de ana´lise de uma nova heur´ıstica proposta. Ale´m disso, outras estruturas
necessa´rias para o processo do resolvedor esta˜o presentes. O grafo de implicac¸a˜o e a
fo´rmula FNC, responsa´vel por armazenar as cla´usulas aprendidas, sa˜o exemplos dessas
estruturas.
5.5 Processo Ba´sico do Resolvedor
Apo´s o processo de leitura e armazenamento da fo´rmula lo´gica proposicional, o algo-
ritmo resolvedor ja´ e´ capaz de iniciar o processo que busca decidir se uma fo´rmula e´ ou
na˜o satisfat´ıvel. Baseado nos principais algoritmos conhecidos, a pra´tica mais comum, e
que tem apresentado os melhores resultados, e´ a aplicac¸a˜o dos passos definidos pelo resol-
vedor DPLL[4]. Esses passos consistem na aplicac¸a˜o de treˆs regras ba´sicas. As regras do
literal puro e da cla´usula unita´ria, consideradas regras de implicac¸a˜o, devem ser utilizadas
sempre que poss´ıvel. Sempre que nenhuma das duas regras puderem ser aplicadas, uma
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proposic¸a˜o deve ser escolhida e a regra da ramificac¸a˜o ocorre. O processo de aprendizado
e retrocesso deve ocorrer sempre que um conflito for detectado.
A primeira etapa do processo, aplicac¸a˜o da regra do literal puro e´ de simples execuc¸a˜o
pelo resolvedor apresentado. A localizac¸a˜o de um literal puro consiste em executar uma
busca por todos os no´s folhas do grafo. Um literal puro sera´ aquele que na˜o possuir ne-
nhum operador de negac¸a˜o como pai. Isso ocorre pois, para cada proposic¸a˜o da fo´rmula,
um u´nico nodo e´ armazenado. Com a lista de todos os literais puros da fo´rmula, o resol-
vedor deve atribuir um valor-verdade para a proposic¸a˜o que ele represente, de tal maneira
que o literal se torne verdadeiro. O valor verdade atribu´ıdo, pode ser armazenado em
uma estrutura semelhante a` lista de elementos, mencionada anteriormente. Para simpli-
ficar o acesso, toda a informac¸a˜o referente a um elemento da fo´rmula e´ armazenada em
uma tabela de s´ımbolos. Essa tabela, tambe´m indexada pelo identificador, deve guardar
informac¸o˜es como valor-verdade atual e no´ do grafo que representa o elemento.
Outra maneira de localizar os literais puros de uma fo´rmula que so´ possua operadores
de negac¸a˜o junto aos literais, e´ percorrendo todos os no´s que representam um operador de
negac¸a˜o. A cada no´, deve se verificar sobre quais literais ele opera. Esses literais devem
ser removidos da lista de poss´ıveis literais puros, que possui todos os literais da fo´rmula
inicialmente. Tanto nessa te´cnica quanto na apresentada anteriormente, uma estrutura
auxiliar de lista, contendo todos os no´s que representam uma negac¸a˜o ou todos os no´s
folhas, pode facilitar o acesso, melhorando o desempenho do algoritmo.
A atribuic¸a˜o de um valor-verdade a um literal puro, no esta´gio inicial do processo,
permite que esse literal seja removido da fo´rmula. Essa remoc¸a˜o so´ e´ poss´ıvel pois essa
decisa˜o na˜o necessita de revisa˜o em nenhuma etapa futura do algoritmo. O processo de
remoc¸a˜o e´ realizado com a substiuic¸a˜o do no´ que representa o literal, por um no´ que
represente a proposic¸a˜o Verdadeira ou Falsa, dependendo do valor-verdade atribu´ıdo.
A presenc¸a de um no´ representando a proposic¸a˜o Verdadeira, ou Falsa, permite que
simplificac¸o˜es ocorram na fo´rmula. Se um no´, representando uma disjunc¸a˜o, possui a
proposic¸a˜o Verdadeira como filho, ele pode ser considerado verdadeiro. O no´ da disjunc¸a˜o
verdadeira deve ser substitu´ıdo pelo no´ que representa a proposic¸a˜o Verdadeira, e as
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arestas que ligavam ele aos seus filhos devem ser removidas. Todo no´, com excec¸a˜o do
no´ raiz da fo´rmula, que na˜o possuam arestas incedindo sobre, na˜o sa˜o mais alcanc¸a´veis
a partir da raiz da fo´rmula. E, por isso, devem ser removidos do grafo. A simplificac¸a˜o
tambe´m ocorre quando um no´ de conjunc¸a˜o tem a proposic¸a˜o Falsa como filho. O processo
de simplificac¸a˜o deve ser exceutado sempre que poss´ıvel.
O processo de simplificac¸a˜o tambe´m funciona no sentido dos pais para os filhos. Caso
uma conjunc¸a˜o seja verdadeira, todos os seus filhos devem ser verdadeiros tambe´mr, e a
propagac¸a˜o do nodo representante da proposia˜o verdadeira tambe´m chega a eles. Analo-
gamente, uma disjunc¸a˜o falsa implica que todos os disjuntos devem ser falsos tambe´m, e
o processo de simplificac¸a˜o deve prosseguir com esses no´s filhos.
As atribuic¸o˜es realizadas pela regra de ramificac¸a˜o na˜o podem executar as mesmas
simplificac¸o˜es da regra do literal puro. O processo de remoc¸a˜o dos no´s de um grafo e´ d´ıficil
de ser desfeito, e atribuic¸o˜es realizadas pela regra de ramificac¸a˜o precisam ser revistas
com frequeˆncia. Pore´m, implicac¸o˜es como a decisa˜o de uma disjunc¸a˜o ser verdadeira,
pela presenc¸a de um filho verdadeiro, ainda sa˜o poss´ıveis. Ao inve´s da remoc¸a˜o de no´s
do grafo, esses no´s devem ter um valor atribu´ıdo. Esse valor e´ normalmente armazenado
na tabela de s´ımbolos. Dessa forma, no algoritmo proposto, operadores lo´gicos tambe´m
podem ter um valor verdade atribu´ıdo.
Sempre que um valor e´ atribu´ıdo a qualquer elemento da fo´rmula, um valor referente
ao n´ıvel de decisa˜o deve ser armazenado. Esse valor, inicialmente igual a 0, deve ser
incrementado toda vez que uma execuc¸a˜o da regra de ramificac¸a˜o ocorrer e propagado
para todas as implicac¸o˜es poss´ıveis. Dessa maneira, quando uma decisa˜o precisar ser
revista, o algoritmo podera´ percorrer todos os elementos com o mesmo n´ıvel de decisa˜o da
valorac¸a˜o revista, e desfazer a atribuic¸a˜o. Esse conceito permite o retrocesso de qualquer
atribuic¸a˜o que na˜o elimine nodos do grafo.
A regra da cla´usula unita´ria, fortemente atrelada ao conceito de cla´usula das fo´rmulas
na FNC, possui um equivalente nas fo´rmulas na˜o clausais. Sempre que uma disjunc¸a˜o,
decidida como verdadeira por alguma atribuic¸a˜o anterior, possuir todos os seus filhos
valorados como falsos, ha´ excec¸a˜o de um u´nico elemento ainda na˜o decidido, esse filho deve
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ser valorado como verdadeiro. Isso ocorre, pois, caso o elemento seja valorado como falso,
um conflito foi criado, com uma disjunc¸a˜o verdadeira sendo que todos os seus disjuntos
sa˜o falsos. O mesmo processo ocorre para uma conjunc¸a˜o verdadeira onde todos os filhos,
menos um, sa˜o verdadeiros. O filho na˜o valorado deve ser atribu´ıdo como verdadeiro
tambe´m.
Para que o algoritmo possa encontrar com facilidade operadores capazes de realizar as
implicac¸a˜oes descritas, o mesmo conceito de monitoria de literais, apresentado pelo algo-
ritmo SATO, pode ser utilizado. Basta que cada no´ guarde dois ponteiros, responsa´veis
por monitorar dois de seus filhos. Cada vez que um filho monitorado, de uma disjunc¸a˜o
verdadeira, se torna falso, outro filho, na˜o decidido, deve ser monitorado em seu lugar. Se,
em algum momento, apenas um filho pode ser monitorado, uma implicac¸a˜o e´ poss´ıvel. No
caso de nenhum filho atender aos requisitos, um conflito foi detectado. O monitoramento
segue padro˜es semelhantes para os diversos casos de implicac¸o˜es.
Visando facilitar o processo de verificac¸a˜o do valor-verdade de um filho, e´ importante
que cada no´ do grafo tenha um apontador para a sua posic¸a˜o espec´ıfica na tabela de
s´ımbolos. Essa conexa˜o de volta e´ u´til quando o nodo e´ alcanc¸ado atrave´s de uma na-
vegac¸a˜o pelo grafo. O acesso direto evita que uma busca na tabela pelo indexador seja
necessa´ria.
O procedimento repete os passos de atribuic¸a˜o e propagac¸a˜o de implicac¸o˜es enquanto
um conflito, ou um modelo va´lido, na˜o for encontrado. Um conflito ocorre quando existe
a tentativa de valorar um nodo, ja´ valorado, com seu valor-verdade complementar. Nesse
caso o processo de retrocesso deve ser executado. E´ poss´ıvel que o processo de valorac¸a˜o
e retrocesso se repita inu´meras vezes, especialmente se nenhuma te´cnica de aprendizado
for utilizada. Um modelo e´ encontrado quando o no´ raiz e´ atribu´ıdo como verdadeiro.
Essa e´ uma condic¸a˜o necessa´ria, pore´m, na˜o suficiente. Mesmo que ela ocorra, se apo´s
todas as implicac¸o˜es existirem na fo´rmula conjunc¸o˜es verdadeiras onde algum filho ainda
na˜o foi decidido, conjunc¸o˜es falsas onde nenhum filho foi decidido como falso, disjunc¸o˜es
verdadeiras onde nenhum filho verdadeiro foi encontrado ou, ainda, disjunc¸o˜es falsas com
filhos ainda na˜o valorados, o procedimento deve continuar. Uma estrutura auxiliar, ar-
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mazenando todos os operadores que estejam nessa situac¸a˜o, e´ u´til nesse momento. Tal
situac¸a˜o pode ocorrer pois, dependendo da te´cnica empregada, qualquer elemento da
fo´rmula pode ter seu valor-verdade decidido em um dado momento e a propagac¸a˜o desse
valor deve ocorrer sempre que poss´ıvel. Um simples exemplo pode ser demonstrado com a
seguinte fo´rmula lo´gica proposicional, (P ∨(Q∧¬Q)). Se um resolvedor, baseado em uma
heur´ıstica qualquer, atribuir ao elemento ∧ dessa fo´rmula, verdadeiro, esse valor pode ser
propagado ao elemento pai, ∨, visto que se ele possui um filho verdadeiro, tambe´m sera´
verdadeiro. Pore´m, nada pode se dizer com certeza dos filhos de ∧, seus valores-verdade
so´ sera˜o decididos em etapas futuras do resolvedor. Nesse momento, a raiz da fo´rmula
sera´ verdadeira, pore´m, a fo´rmula so´ sera´ satisfat´ıvel, se Q e ¬Q forem verdadeiros, e eles
devem ser armazenados em uma estrutura auxiliar. Como tal situac¸a˜o na˜o e´ poss´ıvel, a
decisa˜o de atribuir verdadeiro ao elemento ∧ se mostrou equivocada, ja´ que na˜o existe
uma interpretac¸a˜o onde os seus filhos sera˜o ambos verdadeiros.
O processo de execuc¸a˜o do resolvedor base apresentado aqui pode utilizar as vantagens
da computac¸a˜o paralela. Pore´m, as informac¸o˜es referentes aos no´s na˜o podera˜o mais ficar
armazenadas no pro´prio grafo. Dados como valores atribu´ıdos e fihos monitorados, devem
ser armazenados exclusivamente na tabela de s´ımbolos. O grafo deve ficar centralizado
para as va´rias instaˆncias do resolvedor. E´ poss´ıvel adicionarmos a` estrutura auxiliar,
com todos os operandos que devem ser decididos antes que um modelo seja encontrado,
mencionada anteriormente, a` tabela de s´ımbolos. Com isso, basta que cada instaˆncia
possua sua pro´pria tabela de s´ımbolos. Uma instaˆncia central deve ser reservada para
gerenciar conflitos encontrados ou uma soluc¸a˜o encontrada. As estruturas de aprendizado
presentes tambe´m devem ser centralizadas.
5.6 Adicionando Te´cnicas de Aprendizado a` Plataforma
A principal caracter´ıstica dos algoritmos resolvedores que apresentam as melhores
performances e´ possuir uma boa te´cnica de aprendizado. Ate´ esse momento, foi descrito
um poss´ıvel resolvedor que, apesar de funcional, executara´ o processo de busca com base
em um me´todo semelhante ao da forc¸a bruta. Nesse caso o resolvedor testara´ um nu´mero
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muito grande de valorac¸o˜es antes de poder chegar a alguma conclusa˜o, no pior caso,
todas as valorac¸o˜es, presentes na tabela verdade da fo´rmula, sera˜o testadas. Entre tantas
valorac¸o˜es testadas sem sucesso, muita informac¸a˜o pode ser armazenada e utilizada para
guiar o processo de busca.
Em cap´ıtulos anteriores, foi apresentado o processo de busca introduzido pelo algo-
ritmo resolvedor Chaff. Esse processo consiste em, com o aux´ılio de um grafo de im-
plicac¸o˜es, resumir as poss´ıveis deciso˜es, responsa´veis pelo insucesso de uma valorac¸a˜o, a
uma cla´usula aprendida. Esse cla´usula pode ser armazenada em uma fo´rmula na FNC e
verificada, a cada nova valorac¸a˜o, para evitar que os mesmos erros tornem a acontecer.
O grafo utilizado para obter essas informac¸o˜es e´ semelhante ao DAG utilizado para re-
presentar a fo´rmula, logo, ja´ esta´ presente na plataforma. Outra informac¸a˜o relevante e´
o n´ıvel de decisa˜o de cada atribuic¸a˜o, tambe´m ja´ presente na estrutura da fo´rmula, sendo
utilizado no retrocesso apo´s comflitos.
As clau´sulas aprendidas devem ser armazenadas em uma lista de cla´usulas, que por sua
vez sa˜o uma lista de literais. A plataforma deve fornecer um me´todo de, a cada alterac¸a˜o
na valorac¸a˜o atual, verificar se a mesma na˜o gera alguma clau´sula vazia, entre todas as
aprendidas. Caso isso ocorra, essa atribuic¸a˜o ira´ gerar um conflito na fo´rmula. Uma
ma´quina, reponsa´vel por verificar a existeˆncia de cla´usulas unita´rias entre as cla´usulas
aprendidas, tambe´m pode ser utilizada para a gerac¸a˜o de novas implicac¸o˜es. O tempo de
armazenamento de uma cla´usula aprendida e a frequeˆncia na verificac¸a˜o dessas cla´usulas
deve ficar a crite´rio do resolvedor analisado.
A plataforma deve fornecer me´todos que facilitem a localizac¸a˜o dos diversos UIPs no
grafo de implicac¸a˜o. Dessa forma o resolvedor analisado pode verificar qual a melhor
te´cnica de criac¸a˜o de cla´usulas advindas de conflitos.
No pro´ximo cap´ıtulo sera´ apresentado e analisado um resolvedor simples, baseado
na plataforma apresentada. As implementac¸o˜es, referentes as va´rias questo˜es levantadas
nesse cap´ıtulo, sera˜o apresentada.
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CAPI´TULO 6
IMPLEMENTAC¸A˜O DA PLATAFORMA
No cap´ıtulo anterior, foram discutidos detalhes sobre a plataforma para comparac¸a˜o
de heur´ısticas para SAT na˜o clausal apresentada nesse trabalho. Pore´m, com um enfo-
que mais conceitual sobre as principais etapas do algoritmo resolvedor. Nesse cap´ıtulo,
os principais pontos sera˜o revisitados com uma ana´lise te´cnica sobre a implementac¸a˜o
adotada em cada um deles. Sera˜o analisadas as principais deciso˜es de implementac¸a˜o
adotadas, apresentando, sempre que relevante, o co´digo-fonte correspondente.
Como apresentado anteriormente, as fo´rmulas lo´gicas na˜o clausais sa˜o representadas
utilizando o formato ISCAS. Atrave´s dessa estrutura e´ poss´ıvel encontrar todas as varia´veis
lo´gicas da fo´rmula, assim como o operador raiz da mesma. Esses elementos podem ser
localizados de forma direta atrave´s das entradas definidas como “INPUT” e “OUTPUT”.
Para a leitura dos demais operadores, o resolvedor deve percorrer toda a fo´rmula e arma-
zena´-los durante o processo. Como cada operador define seus operandos atrave´s do nome
do mesmo, so´ apo´s o resolvedor conhecer todos e´ que sera´ capaz de montar a estrutura
da fo´rmula.
Na implementac¸a˜o proposta para a plataforma estudada, uma func¸a˜o definida como
“iscasparser” recebera´ o nome de um arquivo contendo uma fo´rmula lo´gica, va´lida, no
formato ISCAS e sera´ responsa´vel pela leitura e criac¸a˜o das estruturas necessa´rias. Para
tal, a func¸a˜o devera´ percorrer, sequencialmente, cada um dos tokens da fo´rmula. Um
tolkien e´ definido como qualquer operador ou varia´vel lo´gica da fo´rmula. Para cada um
desses tokens, um no´ deve ser adicionado dentro de uma estrutura de dados pro´pria. O
trecho de co´digo apresentado no algoritmo 6.1 mostra de forma simplificada a func¸a˜o
“iscasparser”.
Algoritmo 6.1: Func¸a˜o iscasparser
1 iscas iscasparser(char *filename)
66
2 {
3 while( (token=gettoken(file)))
4 {
5 if(!strncmp(token ,"INPUT",sizeof ("INPUT")))
6 last=INPUT;
7
8 else if(! strncmp(token ,"OUTPUT",sizeof ("OUTPUT ")))
9 last=OUTPUT;
10
11 else if(! strncmp(token ,"AND",sizeof ("AND")))
12 {
13 last=CLAUSE;
14 iscasmap[lastclause]->type=AND;
15
16 map <const char*, iscas_ds*,ltstr >::iterator cur;
17 cur=iscasmap.find(lastclause);
18 vector_pushback(&clauselist ,&clausecount ,&clauselistmax ,
19 (cur ->second));
20 }
21 else if(! strncmp(token ,"OR",sizeof ("OR")))
22 {
23 last=CLAUSE;
24 iscasmap[lastclause]->type=OR;
25
26 map <const char*, iscas_ds*,ltstr >::iterator cur;
27 cur=iscasmap.find(lastclause);
28 vector_pushback(&clauselist ,&clausecount ,&clauselistmax ,
29 (cur ->second));
30 }
31 else if(! strncmp(token ,"NOT",sizeof ("OR")))
32 {
33 last=CLAUSE;
34 iscasmap[lastclause]->type=NOT;
35 }
36 else if(! strncmp(token ,")",sizeof (")")))
67
37 {
38 last=NONE;
39 }
40 else if(last==INPUT)
41 {
42 map <const char*, iscas_ds*,ltstr >::iterator cur;
43 iscasmap[token]=initialize(TERMINAL ,token);
44 cur=iscasmap.find(token);
45 cur ->second->code = inputcount;
46 vector_pushback(&inputlist ,&inputcount ,&inputlistmax ,
47 (cur ->second));
48 last=NONE;
49 }
50 else if(last==OUTPUT)
51 {
52 last=NONE;
53 output=initialize(CLAUSE,token);
54 iscasmap[token]=output;
55 }
56 else if(last==CLAUSE)
57 {
58 last=CLAUSE;
59 map <const char*, iscas_ds*,ltstr >::iterator cur;
60 map <const char*, iscas_ds*,ltstr >::iterator tmp;
61 tmp=iscasmap.find(lastclause);
62 cur=iscasmap.find(token);
63 assert(cur != iscasmap.end());
64
65 if(iscasmap[token]->type==NOT)
66 {
67 cur=iscasmap.find(iscasmap[token]->son[0]->id);
68 assert(cur != iscasmap.end());
69 vector_pushback(&(iscasmap[lastclause]->negson),
70 &( iscasmap[lastclause]->nonegson),
71 &( iscasmap[lastclause]->__negsonmax),
68
72 (cur ->second));
73 /*Create reverse*/
74 if(iscasmap[lastclause]->type != NOT)
75 {
76 vector_pushback(&(cur ->second->negparent),
77 &(cur ->second ->nonegparent),
78 &(cur ->second ->__negparentmax),
79 (tmp ->second));
80 }
81 }
82 else
83 {
84 vector_pushback(&(iscasmap[lastclause]->son),
85 &( iscasmap[lastclause]->noson),
86 &( iscasmap[lastclause]->__sonmax),
87 (cur ->second));
88 /*Create reverse*/
89 if(iscasmap[lastclause]->type != NOT)
90 {
91 vector_pushback(&(cur ->second->parent),
92 &(cur ->second ->noparent),
93 &(cur ->second ->__parentmax),
94 (tmp ->second));
95 }
96 }
97 if(iscasmap[token]->type == TERMINAL)
98 iscasmap[lastclause]->noinput++;
99 }
100 }
101 }
Uma outra maneira de recriar a fo´rmula lo´gica representada pelo arquivo ISCAS seria,
partindo do operador definido como raiz, buscar os operadores sobre os quais ele opera e
adiciona´-los na estrutura. Esse processo continuaria de maneira recursiva ate´ que todos
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os operandos fossem encontrados. Apesar dessa estrate´gia gerar uma implementac¸a˜o mais
simples, o tempo de processamento necessa´rio seria muito elevado para tratar problemas
reais, visto que para cada operando uma nova busca pela fo´rmula seria necessa´ria.
Cada no´ inserido na estrutura possui treˆs listas que sa˜o preenchidas durante o processo.
A primeira conte´m todos os no´s que esta˜o acima deste na hierarquia da fo´rmula, mas que
operam sobre o mesmo. Esses operadores sa˜o denominados pais do no´ em questa˜o. As
outras duas listas conteˆm os no´s filhos do operador em questa˜o. Ou seja, aqueles no´s
sobre os quais o novo operando agira´. Os filhos sa˜o divididos em duas listas dependendo
se sa˜o no´s negados ou na˜o. Um filho negado e´ aquele que na fo´rmula final aparece com
um operador de negac¸a˜o logo abaixo do operando. Essa distinc¸a˜o entre os filhos facilita
o tratamento do resolvedor que, dependendo da situac¸a˜o, precisa aplicar procedimentos
distintos quando uma negac¸a˜o e´ encontrada. Ale´m das tabelas, cada no´ deve armazenar
o seu tipo, se operador ou varia´vel lo´gica, e o valor verdade a ele atribu´ıdo. No algoritmo
6.2, o co´digo que define a estrutura de cada no´ e´ apresentado.
Algoritmo 6.2: Estrutura de Dados de um No´ da fo´rmula
1 typedef struct __iscas_ds__ iscas_ds;
2
3 struct __iscas_ds__
4 {
5 int code;
6 char *id;
7 types type;
8 iscas_ds **son;
9 int noson;
10 int __sonmax;
11 iscas_ds **negson;
12 int nonegson;
13 int __negsonmax;
14
15 iscas_ds **parent;
16 int noparent;
17 int __parentmax;
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18 iscas_ds ** negparent;
19 int nonegparent;
20 int __negparentmax;
21
22 values value;
23 };
Como e´ poss´ıvel verificar, cada uma das tabelas descritas anteriormente e´, na ver-
dade, uma lista de ponteiros para outros no´s da fo´rmula. Durante o processo de criac¸a˜o
dessa estrutura, toda vez que um elemento e´ adicionado como filho ou pai de um deter-
minado operando, um ponteiro para o no´ desse elemento deve ser adicionado a tabela
correspondente. Pore´m, normalmente, um operando pode ainda na˜o ter sido encontrado
no momento em que um no´ pai dele esta´ sendo processado. Nesses casos, uma lista de
elementos ainda na˜o encontrados foi criada. Assim, sempre que um novo elemento da
fo´rmula e´ adicionado a estrtura, a lista de operandos pendentes e´ verificada. Caso o novo
elemento fac¸a parte dessa lista, um apontador para o no´ rece´m criado deve ser adicionado
as tabelas necessa´rias.
Com todos os elementos devidamente representados pelos no´s na estrutura e com cada
uma das respectivas tabelas preenchidas, se torna poss´ıvel a livre navegac¸a˜o pela fo´rmula.
Partindo do no´ representante do operador raiz, basta percorrer a tabela de filhos desse no´
para descer um n´ıvel na fo´rmula lo´gica. O mesmo acontece partindo das varia´veis lo´gicas,
e´ poss´ıvel subir um n´ıvel na estrutura da fo´rmula, apenas percorrendo a tabela de no´s pais
dessa varia´vel. Executando de maneira repetitiva essas subidas e descidas, o resolvedor e´
capaz de percorrer todos os elementos da fo´rmula lo´gica.
Visando facilitar a navegac¸a˜o pela fo´rmula lo´gica, a plataforma tambe´m preenche uma
nova estrutura. Essa estrutura conte´m um apontador para o no´ que representa o operador
raiz da fo´rmula, assim como uma tabela com apontadores para todos os operadores da
fo´rmula. Uma outra tabela, com apontadores para todas as varia´veis lo´gicas, tambe´m
esta´ presente. Por fim, dois contadores, um com o total de varia´veis lo´gicas e outro com
o total de operadores, tambe´m fazem parte da estrutura. Com essas informac¸o˜es, um
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resolvedor possui acesso direto a qualquer elemento da fo´rmula e, pela pro´pria estrutura
do formato ISCAS, cada elemento sera´ representado por um u´nico no´. Com esse fato, o
resolvedor pode decidir o valor verdade de qualquer elemento da fo´rmula e, atrave´s de
um u´nico ponto, expandir suas implicac¸o˜es lo´gicas. No algoritmo 6.3 a definic¸a˜o dessa
estrutura mencionada.
Algoritmo 6.3: Estrutura Descritiva da Fo´rmula
1 typedef struct iscas
2 {
3 iscas_ds *output;
4 iscas_ds **input;
5 iscas_ds **clause;
6 int noinput;
7 int noclauses;
8 }iscas;
Apo´s analisado o arquivo ISCAS e geradas todas as estruturas mencionadas, um resol-
vedor simples poderia ser criado com base no que foi visto. Uma fo´rmula lo´gica sera´ consi-
derada satisfat´ıvel se for poss´ıvel encontrar um conjunto de valores verdades atr´ıbuidos as
varia´veis lo´gicas que, apo´s todas as implicac¸o˜es lo´gicas, tornem o operador raiz da fo´rmula
vedadeiro. Partindo desse princ´ıpio, um resolvedor simples poderia definir como verda-
deiro o operador raiz da fo´rmula expandindo suas implicac¸o˜es lo´gicas sucessivamente. Se
o operador raiz for uma conjunc¸a˜o, todos os seus filhos, listados na estrutura, devem ser
verdadeiros. Por outro lado, caso o operador raiz seja um disjunc¸a˜o, se ao menos um de
seus filhos for verdadeiro sera´ suficiente para que a decisa˜o do no´ raiz da fo´rmula como
verdadeiro seja plaus´ıvel. Dessa forma, e´ poss´ıvel definir uma lista de no´s que necessitam
ser valorados como verdadeiro para que a valorac¸a˜o do no´ raiz seja va´lida. Nesse caso,
todos os filhos da conjunc¸a˜o devem ser adicionados a esta lista ou, no caso espec´ıfico,
ao menos um dos filhos da disjunc¸a˜o. Sequencialmente, cada um dos elementos deve ser
removido dessa lista e ter o valor verdadeiro atribu´ıdo a ele. O processo de inserc¸a˜o dos
seus filhos na lista ocorre da mesma maneira que aquele descrito para o operador raiz.
O processo continua ate´ que na˜o exista mais elementos na lista, caso em que a fo´rmula
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lo´gica se mostrou satisfat´ıvel e o valor verdade atribu´ıdo as varia´veis lo´gicas e´ um modelo
da fo´rmula. Na implementac¸a˜o da plataforma, o conceito de tal lista foi representado pela
pilha apresentada no algoritmo 6.4.
Algoritmo 6.4: Pilha para armazenar os no´s que devem ser decididos
1 struct stackPlace{
2 iscas_ds *node;
3 iscas_ds *reason;
4 struct stackPlace *prev;
5 struct stackPlace *next;
6 };
7
8 typedef struct stackPlace *STACKPLACEPTR;
9
10 struct stack{
11 STACKPLACEPTR top;
12 };
13
14 typedef struct stack *STACKPTR;
15
16 void push(STACKPTR stack , iscas_ds *node , iscas_ds *reason){
17 STACKPLACEPTR top , new;
18
19 new = newStackPoint();
20 new ->node = node;
21 new ->reason = reason;
22
23 top = stack ->top;
24
25 new ->prev = top;
26
27 if(top != NULL){
28 top ->next = new;
29 }
30
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31 stack ->top = new;
32 }
33
34 iscas_ds* pop(STACKPTR stack){
35 iscas_ds *node;
36 STACKPLACEPTR top , newTop;
37
38 top = stack ->top;
39 node = top ->node;
40 newTop = top ->prev;
41
42 if(newTop != NULL){
43 newTop ->next = NULL;
44 }
45
46 stack ->top = newTop;
47 free(top);
48 return(node);
49 }
Pore´m, caso um elemento que foi adicionado a lista na˜o puder ter o valor verdadeiro
atribu´ıdo, seja porque ele ja´ possui o valor lo´gico falso ou porque algum de seus filhos
na˜o pode receber a atribuic¸a˜o lo´gica necessa´ria, o resolvedor devera´ tratar o problema.
Nesse momento o processo principal deve ser parado e o processo de retrocesso deve
ocorrer. Como a atribuic¸a˜o a esse elemento na˜o foi poss´ıvel, as atribuic¸o˜es feitas aos
pais desse elemento tambe´m devem ser reprocessadas. Caso o pai em questa˜o seja uma
disjunc¸a˜o, algum outro no´ filho, ainda na˜o valorado, deve ser adicionado a lista de no´s
que devem ser decididos. Pore´m, caso todos os filhos ja´ tenham sido decididos, ou o
pai seja uma conjunc¸a˜o, a decisa˜o atribu´ıda ao no´ pai deve ser desfeita e o processo de
retrocesso continua com o pro´ximo no´ pai. Como um mesmo no´ pode ter mais de um
no´ pai associado, um campo adicional foi inserido na estrutura da pilha. Esse campo
define o no´ pai, cuja atribuic¸a˜o resultou na inserc¸a˜o do no´ na lista. No final, caso o
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processo de alterac¸a˜o da distribuic¸a˜o lo´gica chegue ao no´ raiz da fo´rmula, a mesma sera´
dita insatisfat´ıvel. Uma implementac¸a˜o ba´sica dessa estrutura e´ apresentada no algoritmo
6.5.
Algoritmo 6.5: Estrutura ba´sica do resolvedor
1 push(stack , formula ->output, NULL);
2
3 while (! isEmpty(stack)) {
4 node = pop(stack);
5
6 if (node ->value != FALSE) {
7 if (node ->type = AND) {
8 add_all_sons(stack , node);
9
10 } else if (node ->type = OR) {
11 add_any_son(stack , node);
12 }
13 } else {
14 unsat = backtracking(stack , node);
15
16 if (unsat) {
17 break;
18 }
19 }
20 }
21
22 if (unsat) {
23 # Formula n~ao e´ satisfatı´vel
24
25 } else {
26 print_result(formula);
27
28 }
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CAPI´TULO 7
CONCLUSA˜O
Nos cap´ıtulos iniciais desse trabalho, apresentamos o problema de decidir sobre a sa-
tisfatibilidade de uma fo´rmula lo´gica proposicional. Apo´s uma breve revisa˜o dos conceitos
por tra´s do problema, alguns dos seus va´rios casos de uso foram apresentados. O problema
de satisfatibilida se apresenta como sub-problema de va´rios campos da computac¸a˜o. Dessa
maneira, avanc¸os tecnolo´gicos nessa a´rea refletem sobre muitas outras pesquisas. Essa e´
uma das principais caracter´ısticas que manteˆm o problema de satisfatibilidade como o
foco central de grupos de pesquisas ao redor do mundo.
Como apresentado, muitos trabalhos se concentram sobre fo´rmulas em um formato
bem espec´ıfico, a Forma Normal Conjuntiva. As caracter´ısticas te´cnicas desse formato
possibilitaram o surgimento de te´cnicas que permitem aos resolvedores atuais tratarem
problemas considerados extremamente complexos pelos sesus antecessores, em tempos
muito reduzidos. O algoritmo DPLL aparece como pec¸a central de um grande nu´mero de
resolvedores.
Apesar de suas qualidades, o formato FNC se mostra excessivamente restritivo para a
representac¸a˜o de alguns problemas, especialmente aqueles ligados a testes automatizados
de circuitos. Visando aproveitar o grande conhecimento adquirido com o maquina´rio
para FNC, muitas pesquisas tentam mapear entre os dois formatos as te´cnicas utilizadas.
Pore´m, por se tratarem de classes diferenciadas de problemas, nem sempre as te´cnicas
apresentam a mesma qualidade de desempenho. A escolha de quais dessas te´cnicas devem
ser adotadas, na˜o e´ uma tarefa trivial sem a realizac¸a˜o de va´rias baterias de testes. E,
ainda assim, mais de uma solulc¸ao e´ poss´ıvel.
Nesse contexto que o trabalho apresentado se insere. A proposta de criac¸a˜o de uma
ma´quina resolvedora ba´sica, utilizando-se das principais te´cnicas conhecidas, tenta faci-
litar o processo de desenvolvimento de um resolvedor para fo´rmulas na˜o clausais. Um
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conjunto de estruturas, otimizadas para o armazenamento de informac¸o˜es referentes ao
problema tambe´m e´ apresentado. Este trabalho fornece uma base comum, u´til para
ana´lises comparativas, entre as mais diversas heur´ısticas.
Por sua caracter´ıstica ba´sica, muitos trabalhos podem utilizar as bases aqui apresen-
tadas. Por se tratar de um resolvedor, otimizac¸o˜es sobre suas estruturas podem facilitar o
desenvolvimento de novas te´cnicas. A utilizalc¸ao de estruturas mais compactas de repre-
sentac¸a˜o da fo´rmula adotada, a unificac¸a˜o do grafo que representa a fo´rmula, juntamente
com o grafo de implicac¸o˜es, utilizado na a´nalise de conflitos, sa˜o algumas das a´reas que
podem ser estudadas futuramente. Questo˜es referentes a computac¸a˜o paralela, podem
permitir ao algoritmo solucionar problemas intrata´veis atualmente. Por fim, a imple-
mentac¸a˜o de te´cnicas espec´ıficas ao problema estudado, evitando o simples mapeamento,
e´ uma das mais importantes pesquisas a serem realizadas.
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