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1. Introduccio´n
Aunque en los u´ltimos an˜os se han realizado
importantes avances, los fundamentos teo´ri-
cos del Procesamiento del Lenguaje Natu-
ral (pln) se encuentran todav´ıa en constante
evolucio´n. Resulta por tanto de especial in-
tere´s el desarrollo de tecnolog´ıa de base, im-
prescindible para abordar tareas de mayor
nivel como la traduccio´n automa´tica, elab-
oracio´n automa´tica de resu´menes, bu´squeda
de respuestas y, en particular la recuperacio´n
de informacio´n (ri). En este sentido, y co-
mo primer paso en esta escala de proble-
mas, adquiere especial relevancia el desarrol-
lo y mejora de te´cnicas que permitan mane-
jar el le´xico. Ma´s concretamente, nos hemos
centrado aqu´ı en el desarrollo de un marco
comu´n que nos permita representar y resolver
las ambigu¨edades presentes en este nivel de
ana´lisis.
2. Objetivos
El objetivo principal de esta tesis ha sido el
desarrollo y evaluacio´n de la tecnolog´ıa de
base necesaria para el pln, ma´s concreta-
mente en el a´mbito del ana´lisis le´xico, la cor-
reccio´n ortogra´fica y la etiquetacio´n.
Nuestros mayores esfuerzos se han cen-
trado en el desarrollo de un nuevo me´to-
do de correccio´n ortogra´fica regional sobre
auto´matas finitos (af) como alternativa a los
me´todos de correccio´n global cla´sicos, inte-
grando las te´cnicas desarrolladas en la her-
ramienta de etiquetacio´n MrTagoo con el fin
de aprovechar la informacio´n morfosinta´ctica
contextual embebida en el modelo estoca´stico
que subyace en dicha herramienta, y determi-
nar el grado de idoneidad de las alternativas
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de correccio´n obtenidas.
Por otra parte, la minimizacio´n del coste
computacional, tanto desde el punto de vista
espacial como temporal, ha sido prioritaria a
lo largo de todo el proyecto mediante el uso
de tecnolog´ıa de estado finito y la integracio´n
de los me´todos implementados sobre una es-
tructura de datos comu´n, aplicando te´cnicas
de programacio´n dina´mica que redundan en
un importante ahorro al evitar la repeticio´n
innecesaria de ca´lculos.
De este modo, hemos desarrollado una
herramienta de ana´lisis le´xico robusto capaz
de manejar los tres tipos de ambigu¨edades
que pueden surgir en esta fase: La am-
bigu¨edad morfosinta´ctica, que surge cuando
a una unidad le´xica le pueden ser asignadas
diferentes etiquetas morfosinta´cticas; la am-
bigu¨edad segmental, que aparece cuando es
posible dividir el texto en unidades le´xicas
de ma´s de un modo; y la ambigu¨edad le´xi-
ca, que es la que introducen los me´todos de
correccio´n ortogra´fica cuando ofrecen varias
alternativas de correccio´n.
3. Resultados
En primer lugar, hemos desarrollado un nue-
vo me´todo de correccio´n ortogra´fica regional
sobre afs cuya caracter´ıstica diferencial rad-
ica en el concepto de regio´n que nos permite
delimitar el a´rea de reparacio´n de una pal-
abra erro´nea, en contraposicio´n con los me´to-
dos de correccio´n globales que aplican las op-
eraciones ba´sicas de reparacio´n en todas las
posiciones de la palabra sin tener en cuenta
el punto en que el error es detectado. Para es-
timar la viabilidad del me´todo desarrollado,
hemos implementado tambie´n un me´todo de
correccio´n global que nos ha servido como ref-
erencia a la hora de evaluar el rendimiento, la
cobertura y la precisio´n de nuestra propuesta.
Los resultados preliminares corroboraban no
so´lo que el rendimiento ofrecido por nuestra
te´cnica de correccio´n regional era superior al
que arrojaba el me´todo global, sino tambie´n
que la diferencia entre ambos crec´ıa al mejo-
rar la localizacio´n del primer punto de error.
Adema´s, el me´todo regional ofrec´ıa un menor
nu´mero de alternativas de correccio´n debido
a que acotaba la zona del af a explorar a la
regio´n en la que se detecta el error. Otro as-
pecto a tener en cuenta era el ratio de acierto
del me´todo. En el caso de nuestro me´todo re-
gional es del 77 % frente al 81 % del global,
aunque cab´ıa esperar que la integracio´n de
informacio´n lingu¨´ıstica, tanto desde el punto
de vista sema´ntico como sinta´ctico, deber´ıa
reducir de forma significativa esta diferencia
de precisio´n, que es menor del 4 %, o podr´ıa
incluso eliminarla.
Nuestro siguiente paso, consistio´ en com-
probar si la pe´rdida de precisio´n del me´todo
regional pod´ıa ser compensada en un entorno
de correccio´n contextual, ya que el hecho de
que e´ste devolviese un menor nu´mero de al-
ternativas podr´ıa repercutir de forma positi-
va en la precisio´n del sistema global. Para ello
hemos integrado los algoritmos implementa-
dos en una herramienta de etiquetacio´n mor-
fosinta´ctica capaz de manejar ambigu¨edades
de segmentacio´n o de tokenizacio´n. Nuestros
experimentos no han corroborado la hipo´tesis
inicial, pero han servido para evidenciar que
el incremento del rendimiento del me´todo
regional en te´rminos de espacio y tiempo
respecto al global era au´n mayor cuando
aplica´bamos estas te´cnicas en un entorno de
correccio´n contextual. Esto era debido a que,
adema´s de resultar ma´s eficiente desde el
punto de vista computacional, el algoritmo
regional ofrece un menor nu´mero de alterna-
tivas de correccio´n. Esto nos anima a contin-
uar en la bu´squeda de te´cnicas y heur´ısticas
que nos permitan determinar cuando es posi-
ble optar por una correccio´n regional.
Finalmente, hemos realizado pruebas con
el fin de verificar la utilidad pra´ctica de nues-
tra propuesta en un entorno de Recuperacio´n
de Informacio´n en el que las consultas pre-
sentan errores. Para ello, hemos compara-
do tres me´todos. El primero, consiste en ex-
pandir las consultas con todas las alternati-
vas de correccio´n. El segundo, aplica nuestro
corrector contextual para determinar cua´l de
las alternativas obtenidas encaja mejor en el
contexto de la palabra erro´nea. El tercero,
evita la aplicacio´n de me´todos de correccio´n
ortogra´fica al utilizar n-gramas para la in-
dexacio´n y la recuperacio´n. Los resultados
de estos experimentos revelan que el uso de
te´cnicas de correccio´n ortogra´fica mejora el
rendimiento de los sistemas de ri basados en
extraccio´n de ra´ıces. Sin embargo, cuando no
este´n disponibles los recursos necesarios para
aplicar estas te´cnicas, o resulte de intere´s un
sistema independiente del idioma, el uso de
n-gramas permite obtener mejoras significa-
tivas. Un factor a tener presente es la longitud
de las consultas y los documentos, as´ı como
el ratio de error presente en las primeras.
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