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Abstract
In this paper we study some combinatorial properties of a class of languages that represent sets of words occurring in a text S
up to some errors. More precisely, we consider sets of words that occur in a text S with k mismatches in any window of size r . The
study of this class of languages mainly focuses both on a parameter, called repetition index, and on the set of the minimal forbidden
words of the language of factors of S with errors. The repetition index of a string S is defined as the smallest integer such that all
strings of this length occur at most in a unique position of the text S up to errors. We prove that there is a strong relation between the
repetition index of S and the maximal length of the minimal forbidden words of the language of factors of S with errors. Moreover,
the repetition index plays an important role in the construction of an indexing data structure. More precisely, given a text S over a
fixed alphabet, we build a data structure for approximate string matching having average size O(|S| · logk+1 |S|) and answering
queries in time O(|x | + |occ(x)|) for any word x , where occ is the list of all occurrences of x in S up to errors.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider a class of languages that represent sets of words occurring in a text S up to some errors.
The study of combinatorial properties of the set L(S) of the words occurring in a finite or infinite word S represents
an important part of the theory of combinatorics on words (cf. for instance [1,21–23]). Moreover, many results of
symbolic dynamics can be also described in terms of properties of the set L(S) when the word S is infinite (for
instance [4,5]). Several results concerning the language L(S) were used in the design and analysis of algorithms and
data structures (cf. [1,11–13,23]).
The main motivation for the study of combinatorial properties of languages with mismatches comes from
approximate string matching, but there is also an independent theoretical interest, such as, for instance, the modelling
of some evolutionary events in molecular biology.
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In order to handle languages with errors, we need a notion of distance between words. The idea of distance between
strings is to make it small when one of the strings is likely to be an erroneous variant of the other, under the error model
in use. The best studied cases of these error models are the Levenshtein or edit distance [20] that allows us to insert,
delete and substitute single characters in both strings, and the Hamming distance [30] that allows only substitutions.
Further well studied error models are the Scoring Functions that are usually represented by scoring matrices such as
PAM or BLOSUM (cf. [18]). These functions, that are not distances in mathematical terms, measure the similarity
degree between two words as well.
The distance we take into consideration in this paper is the Hamming distance. It is defined between two words x
and y having the same length as the minimal number of character substitutions to transform x into y.
In the field of approximate string matching, it is usual to allow a percentage of errors, or to fix the maximum
number k of them. In this paper, we use a hybrid approach, that includes previous ones, i.e. we allow k errors in each
substring of length r of the text.
More formally, given a text S and two non-negative integers k and r such that k ≤ r , we say that a string x kr -
occurs in S at position l, if it occurs in S at position l with at most k errors for each window of size r . According to
this notion, we can define the class of languages representing all substrings of S that kr -occur in S.
The window size r characterizes the definition of approximate substrings of a text. This parameter can be fixed or
made to vary as a function of the text. If r is fixed, the percentage of errors coincides with kr . If the window size is
greater than or equal to the length of the string x , the problem comes to considering substrings of S with at most k
mismatches. Classically, the problem of finding all occurrences of x in S with at most k mismatches is known as the
k-mismatch problem. Therefore, in our approach the k-mismatch problem is equivalent to choosing the size r of the
window equal to the length of the text S, i.e. r = |S|. From these remarks it comes out that the presence of a window
in which allowing a fixed number of errors generalizes the classical k-mismatch problem and, at the same time, it
allows more errors in all.
Besides being a formal and real generalization of classical cases, our approach has a specific interpretation in
molecular biology too. A string x over an alphabet Σ that kr -occurs in a string S can be thought of as the ancestor of
some copies of the same gene before evolutionary mutations. The request that there are no more than k mismatches
for any window of size r formalizes the concept of distributed mismatches. Recently it has been observed that,
after a genome duplication, evolutionary mechanisms can modify regions randomly in the different copies, usually
in different parts of them. More precisely, for coding regions the mutations are usually single nucleotides, i.e.
mismatches. Therefore, it is quite realistic in this context to formalize the notion of mismatches using the Hamming
distance between strings as well.
A parameter that plays an important role in the study of languages with errors is the repetition index. In the exact
case this parameter, denoted by R(S), is defined as the smallest integer value such that all factors of S of length this
integer appear in a unique position.
In [26–28] it is proved that the repetition index R(S) of a text S is closely related to the maximal length of minimal
forbidden factors of S. In particular, it is equal to the maximal length of the minimal forbidden factors of S decreased
by one. In these papers this result is used to solve the sequence assembly problem in linear time, under an hypothesis
of non-repetitiveness, that guarantees that the text can be uniquely reconstructed. In [15] the authors improve previous
results by introducing a weaker condition. A different way to uniquely reconstruct a word, based on the notions of
extension and repetition of a factor is proposed in [7,8]. In these papers, authors propose algorithms for reconstruction
of a word and an application to the sequence assembly problem with particular regard to the DNA molecules.
In our paper we prove that there exists a deep connection between the extension to the approximate case of the
repetition index, denoted by R(S, k, r), and the maximal length of minimal forbidden words even when we deal with
languages with mismatches.
Notions similar to the repetition index have been deeply studied. It belongs to folklore the fact that the size of the
longest repeated factor in a string S is equal to the maximal string-depth (or height) of internal nodes in the suffix-
tree of S. It represents a special case of the repetition index when the number k of mismatches is zero. In [3,31] the
generalized height H(S, D) is defined as the largest h for which there exists 1 ≤ i < j ≤ |S| − k + 1 such that
d(S(i, i + h − 1), S( j, j + h − 1)) ≤ hD. The real number D is the proportion of mismatches. In the same papers an
average evaluation of this notion is given.
In this paper we also prove several combinatorial properties of R(S, k, r). It is a non-increasing function of the
window size r , a non-decreasing function of the number k of errors and, under the hypothesis that k is fixed and
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r ≥ R(S, k, r), it gets constant. Furthermore, there exists a unique solution of the equation r = R(S, k, r). Moreover,
we prove that if S is an infinite sequence generated by a memoryless source and Sn the sequences of prefixes of S,
where n is the length of Sn , the repetition index R(Sn, k, r) is logarithmically upper bounded by the size of Sn almost
surely.
The repetition index plays an important role in the construction of an approximate indexing data structure.
Literature on approximate indexing involves many results, among the most recent ones [2,6,9,10,17,19,24]. The
indexing data structure we present is based on a trie representing all factors of L(S, k, r) of length equal to R(S, k, r)
and uses the Colored Range Query (CRQ) [29]. For each word x this data structure allows us to find the list of all
kr -occurrences of x in S in time proportional to |x |+ |occ(x)|. The data structure we obtain has the same average size
of the one obtained in [17] and has the same optimal query time, but without any additional hypothesis.
Our data structure is useful for some classical applications of approximate indexing, such as recovering the
original signals after their transmission over noisy channels, finding DNA subsequences after possible mutations, text
searching where there are typing or spelling errors, retrieving musical passages, A.I. techniques in feature vector, and
so on. It is important even in other applications, like in the field of web search tools when we deal with agglutinative
languages, i.e. languages that mainly resort to suffixes and declinations such as many Uralic languages (as Hungarian,
Finnish and Estonian), or in the case of real-time proposal of alternative internet URL in Domain Name Servers, or for
deeper analysis of biological sequences (such as for finding a long repeated factor with errors and their applications
in prediction, in the detection of horizontal gene transfer, in alignments, etc).
The remainder of this paper is organized as follows. In the second section we give some basic definitions we will
use in the following sections. In the third section we define the language L(S, k, r) of the kr -occurrences of a text
S. In the fourth one we introduce the repetition index R(S, k, r), we prove some of its combinatorial properties and
we give an evaluation of it almost surely. The fifth section is devoted to minimal forbidden factors of the language
L(S, k, r). In particular we prove that there is a deep relation between the repetition index and the maximal length of
above minimal forbidden factors. The sixth section contains the construction of the trie based indexing data structure
and the algorithm for searching the kr -occurrences of a word in a text represented by this data structure. Finally, the
seventh section is devoted to conclusions and some challenging open problems.
2. Basic definitions
Let Σ be a finite set of symbols, usually called alphabet. We denote by Σ ∗ the set of words over Σ and by  the
empty word. For a word w, we denote by |w| the length of w.
A word u ∈ Σ ∗ is a factor (or substring)(prefix, suffix resp.) of a word w if there exist words x, y ∈ Σ ∗ such that
w = xuy (w = uy, w = xu resp.). The factor (prefix, suffix, resp.) is proper if xy 6=  (y 6= , x 6= , resp.). We
denote the set of factors (prefixes, suffixes, resp.) of a language L by Fact(L) (resp. Pref(L), resp. Suff(L)).
We denote an occurrence of a factor in a string w = a1a2 . . . an at position i , 1 ≤ i ≤ n, by w(i, j) = ai . . . a j ,
for some j such that i ≤ j ≤ n. The length of a substring w(i, j) is the number of the letters that compose it, i.e.
j − i + 1.
Given a set I of words, we also denote by ‖I‖ the sum of the lengths of all words in the set I .
A factorial language (cf. [21]) L ⊆ Σ ∗ is a language that contains all factors of its words, i.e. ∀u, v ∈ Σ ∗, uv ∈
L ⇒ u, v ∈ L . The complement language Lc = Σ ∗ \ L is a (two-sided) ideal of Σ ∗. Let us denote by MF(L) the
base of this ideal. We have that Lc = Σ ∗MF(L)Σ ∗. The set MF(L) is called the set of minimal forbidden words for
L . By definition, a word v ∈ Σ ∗ is forbidden for the factorial language L if v /∈ L , i.e. v occurs in no word of L . In
addition, v is minimal if it has no proper factor that is forbidden.
Let w be a finite word on the alphabet Σ . It is possible to define the set of minimal forbidden factors of a single
word w as the set of minimal forbidden factors of the language Fact(w) and we denote it simply by MF(w). For
example, if we consider the word w = atgcta over the alphabet Σ = {a, c, g, t}, one has that
MF(w) = {aa, ac, ag, ata, ca, cc, cg, ctg, ga, gg, gt, tat, tc, t t}.
In order to introduce the problem of approximate string matching, we need a notion of distance between words.
Let us consider the function d : Σ ∗ × Σ ∗ → R defined between two strings x and y on the alphabet Σ as the
minimal cost of a sequence of operations that transform x into y (and∞ if no such sequence exists). The cost of a
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sequence of operations is the sum of the costs of the individual operations. The operations are a finite set of rules of
the form (x, y), where x and y are different strings. Their cost is δ(x, y) = t , t being a real number.
In most applications the possible operations are:
Insertion i.e. inserting the letter a, with cost δ(, a);
Deletion i.e. deleting the letter a, with cost δ(a, );
Substitution or Replacement i.e. substituting a with b for a 6= b, with cost δ(a, b);
Transposition i.e. swap the adjacent letters a and b for a 6= b, with cost δ(ab, ba).
There are different distances between words that are defined starting from the above operations and that allow us
to transform a word x into another word y. The most commonly used distance functions are the following:
- Levenshtein or edit distance [20]: it allows insertions, deletions and substitutions. In the simplified definition all the
operations cost 1. This can be rephrased as “the minimal number of insertions, deletions and substitutions to make
two strings equal”. In the literature the search problem in many cases is called “string matching with k differences”.
It also holds 0 ≤ d(x, y) ≤ max {|x |, |y|};
- Hamming distance [30]: it allows only substitutions, which cost 1 in the simplified definition. In the literature the
search problem in many cases is called “string matching with k mismatches”. It is finite whenever |x | = |y|. In this
case the inequalities 0 ≤ d(x, y) ≤ |x | hold.
In this paper we take into consideration the Hamming distance in the simplified definition. Given two strings x and
y having the same length, the distance d(x, y) between them is the minimal number of character substitutions that
transform x into y. For example, if we consider the strings x, y ∈ Σ ∗, x = acgactccga and y = ccgacttcgt , one has
that the Hamming distance between the stings x and y is d(x, y) = 3.
3. The language L(S, k, r)
In this section, we describe the language that represents the set of words occurring in a text S up to some errors and
we show some combinatorial properties of it. This language plays an important role when dealing with approximate
string matching. In this field, typical approaches for finding a string in a text consist in considering a percentage D
of errors, or fixing the number k of them. In the classical notion of approximate string matching we introduce a new
parameter r and allow at most k errors for any factor of length r of the text.
We start the description of this language by introducing the definition of kr -occurrence of a string in a text S that
formalizes the notion of approximate occurrence.
Definition 1. Let S be a string over the alphabet Σ , and let k, r be non-negative integers such that k ≤ r . A string
u occurs in S at position l up to k errors in a window of size r or, simply, kr -occurs in S at position l, if one of the
following two conditions holds:
- if |u| < r then d(u, S(l, l + |u| − 1)) ≤ k;
- if |u| ≥ r then ∀i, 1 ≤ i ≤ |u| − r + 1, d(u(i, i + r − 1), S(l + i − 1, l + i + r − 2)) ≤ k.
A string u satisfying the above property is a kr -occurrence of S.
From now on we will suppose that the text is non-empty, r ≥ 2 and 0 ≤ k ≤ r , otherwise the above definition
would have no meaning.
Remark 2. If we wish to have no window at all, we can set the size of the window r to be equal to |S|. Indeed, when
the size r of the window is equal to the size of the text S, then the problem of finding all kr -occurrences of a string u
in the text is equivalent to the k-mismatch problem, that consists in finding all occurrences of the string u in S with at
most k errors (cf. [18]).
We denote by L(S, k, r) the set of words u that kr -occur in S at position l, for some l, 1 ≤ l ≤ |S| − |u| + 1. Notice
that L(S, k, r) is a factorial language, i.e. if u ∈ L(S, k, r) then each factor (or substring) of u belongs to L(S, k, r).
Clearly if u is a factor of S then L(u, k, r) ⊆ L(S, k, r).
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Example 3. Let S = abaa be a string on the alphabet Σ = {a, b}. The set of words that kr -occur in S, when k = 1
and r = 2, is
L(S, 1, 2) = {a, b, aa, ab, ba, bb, aaa, aab, aba, abb, baa, bab,
bba, bbb, aaaa, aaab, abaa, abab, abba, bbaa, bbab, bbba}.
Notice that words aab, aaab, bbab, bbba occur with one error every r = 2 symbols, but with two errors in the
whole word. Hence, they belong to L(S, 1, 2), but not to L(S, 1, 4).
Definition 4. Let u be a string over the alphabet Σ . The neighborhood of u (with respect to k, r ) is the set
V (u, k, r) = L(u, k, r) ∩ Σ |u|.
Remark 5. Let u be a word of length m and v ∈ V (u, k, r). It is easy to see that d(u, v) ≤ kdmr e. More precisely, if u
has length m = rq + p, with q = bmr c and p < r , then d(u, v) ≤ kq +min{k, p}. Therefore, a simple combinatorial
argument shows that the number of elements in the set V (u, k, r) is at most
∑kq+min{k,p}
i=0
(
m
i
)
(|Σ | − 1)i .
The elements of V (S, k, r) are the strings u such that |u| = |S| and the kr -occurrences of the factors of length r
starting at the same position i (1 ≤ i ≤ |S| − r + 1) in S and u respectively have distance less than or equal to k, that
is ∀i, 1 ≤ i ≤ |S| − r + 1, d(S(i, i + r − 1), u(i, i + r − 1)) ≤ k.
The following equality holds between the language L(S, k, r) and the set of all factors of V (S, k, r).
Proposition 6. L(S, k, r) = Fact(V (S, k, r)).
Proof. The inclusion Fact(V (S, k, r)) ⊆ L(S, k, r) follows from the definition of V (S, k, r) and the factoriality of
L(S, k, r).
Conversely, if u belongs to L(S, k, r) then u kr -occurs in S at some position l, 1 ≤ l ≤ |S| − |u| + 1, and then, by
definition, u is such that one of the following two conditions holds. If |u| < r , d(u, S(l, l + |u| − 1)) ≤ k; if |u| ≥ r ,
∀i, 1 ≤ i ≤ |u| − r + 1, d(u(i, i + r − 1), S(l + i − 1, l + i + r − 2)) ≤ k. In both cases let us factorize S in the
following way: S = h1S(l, l + |u| − 1)h2 and hence h1uh2 ∈ V (S, k, r). 
Let I be a set of factors of the string S, i.e. I ⊆ Fact(S). We denote by Ik,r the union of the neighborhoods of the
elements of I , i.e.: Ik,r =⋃u∈I V (u, k, r).
In next proposition we estimate the size ‖Ik,r‖ of Ik,r when I is the set of factors of S of length r .
Proposition 7. Let S be an infinite sequence over a fixed alphabet Σ , Sn the prefix of S of length n, k the number of
errors allowed in a window of size r and I the set of all factors of Sn having length r . If k is fixed, and r →∞ when
n→∞, the size of the set Ik,r is ‖Ik,r‖ = O(n · rk+1).
Proof. By Remark 5 the number of elements in the set V (u, k, r) when |u| = r is at most ∑ki=0 (ri
)
(|Σ | − 1)i .
Hence, the total length of all words in V (u, k, r) is O(r ·∑ki=0 (ri
)
(Σ − 1)i ) = O(rk+1). Since the number of
factors of Sn having size r is obviously bounded by n, the thesis follows. 
4. The repetition index R(S, k, r) and its combinatorial properties
In this section we introduce a parameter, called repetition index denoted by R(S, k, r), that plays an important role
in the construction of an indexing data structure based on a trie that represents the set of all factors having length
R(S, k, r) of a string S.
Definition 8. The repetition index of S, denoted by R(S, k, r), is the smallest integer h such that all strings of this
length kr -occur at most in a unique position of the text S, i.e.
R(S, k, r) = min{h ≥ 1 | ∀i, j, 1 ≤ i, j ≤ |S| − h + 1,
V (S(i, i + h − 1), k, r) ∩ V (S( j, j + h − 1), k, r) 6= ∅ ⇒ i = j}.
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Remark 9. R(S, k, r) is well defined because the integer h = |S| is an element of the set above described.
Lemma 10. If kr ≥ 12 then R(S, k, r) = |S|.
Proof. For any length R < |S| pick two factors of S, S(l1, l1 + R − 1) and S(l2, l2 + R − 1) with l1 6= l2. Define
v = a1 . . . aR , ai letters, such that in every window of v of size r , half of the letters are letters of S(l1, l1 + R − 1)
and the remaining are of S(l2, l2 + R − 1). More formally, we let ai = Sl1+i−1 if (i (mod r)) < r2 and ai = Sl2+i−1
otherwise.
Under the hypothesis that kr ≥ 12 , it follows that the Hamming distances between v and S(l1, l1 + R − 1) and
between v and S(l2, l2 + R − 1) are smaller than or equal to k in every window of size r . Therefore for any R < |S|,
v = a1 . . . aR kr -occurs at least twice in S. Hence R(S, k, r) = |S|. 
Example 11. Let us consider S = abcde f ghi jklmnoabzdezghz jkzmnz.
We want to determine the repetition index R(S, k, r), with k = 1, by considering different sizes of the window in
which errors are allowed.
- If r = 2, then kr = 12 and by Lemma 10 the repetition index R(S, 1, 2) = |S| = 30. A word w of length
R(S, 1, 2)− 1 = 29 that appears in position 1 and in position 2 up to 1 error every 2 symbols is
w = acceeggiikkmmoobbddzzhh j j zznn.
- If 3 ≤ r ≤ 6 then R(S, 1, r) = |S|2 + 1 = 16 and a word w of length R(S, 1, r)− 1 = |S|2 = 15 that appears twice
up to 1 error every r symbols is
w = abcdezghi jkzmno.
- If r ≥ 7 then R(S, 1, r) = 9 and a word w of length R(S, 1, r) − 1 = 8 that appears twice up to 1 error every r
symbols is
w = abzde f gh.
Now we are able to present some combinatorial properties of the repetition index. First of all, we prove that
R(S, k, r) is a non-increasing function of parameter r and a non-decreasing function of k.
Lemma 12. If k and S are fixed and r1 ≤ r2 then R(S, k, r1) ≥ R(S, k, r2).
Proof. If a word v of length |v| appears in two different positions in S up to k errors every r2 symbols then it also
appears in the same positions up to k errors every r1 symbols. Since R(S, k, r2) − 1 is the maximal length of such
words then R(S, k, r1)− 1 ≥ R(S, k, r2)− 1. 
Lemma 13. If r and S are fixed and k1 ≤ k2 then R(S, k1, r) ≤ R(S, k2, r).
We omit the proof of the previous statement because it is similar to the proof of Lemma 12 and it can be handled
symmetrically.
The following lemma shows that under the hypothesis that k is fixed and r ≥ R(S, k, r), the repetition index
becomes a constant.
Lemma 14. If k and S are fixed, r1 ≤ r2 and r1 ≥ R(S, k, r1) then R(S, k, r1) = R(S, k, r2).
Proof. Since by Lemma 12 R(S, k, r1) ≥ R(S, k, r2), one has that r2 ≥ r1 ≥ R(S, k, r1) ≥ R(S, k, r2).
By definition, any word v of length equal to R(S, k, r2) appears in S at most in a unique position up to k errors in a
window of size r2. Since r2 ≥ R(S, k, r2) every word v of length equal to R(S, k, r2) appears in S at most in a unique
position up to k errors. As r1 ≥ R(S, k, r2) we can say that v appears at most in a unique position in S up to k errors
every r1 symbols. This fact implies that R(S, k, r2) ≥ R(S, k, r1) and the lemma is proved. 
Lemma 15. If k and S are fixed and r > R(S, k, r) then r − 1 ≥ R(S, k, r − 1).
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Proof. We claim that R(S, k, r) = R(S, k, r − 1). By Lemma 12, we have that R(S, k, r) ≤ R(S, k, r − 1), as
r > r − 1. By definition, any word v of length equal to R(S, k, r) appears in S at most in a unique position up to k
errors in a window of size r . Since r > R(S, k, r) every word v of length equal to R(S, k, r) appears in S at most in
a unique position up to k errors. As r − 1 ≥ R(S, k, r) we can say that v appears at most in a unique position in S
up to k errors every r − 1 symbols. This fact implies that R(S, k, r − 1) ≤ R(S, k, r), and the claim is proved. Since
r > R(S, k, r) then r − 1 ≥ R(S, k, r) = R(S, k, r − 1) and the thesis follows. 
By using Lemmas 12 and 15 we can prove the following theorem.
Theorem 16. If k and S are fixed then there exists only one solution to the equation r = R(S, k, r).
Proof. Let us first prove that there exists at least one solution to the equation r = R(S, k, r). The idea of the proof is
to start with a large value of r , so that r ≥ R(S, k, r) and then to decrease r by one unit until the equality is reached.
Let us start with r = |S|. Since no repeated factor of S can have length greater than |S| − 1, we have that
r ≥ R(S, k, r). If r = R(S, k, r) the statement is trivial. So we only have to consider the case when r > R(S, k, r).
If r > R(S, k, r), by Lemma 15 we have that r − 1 ≥ R(S, k, r − 1). By iterating this argument, there will exist a
value h < r such that rh = R(S, k, rh), and the existence is proved.
The uniqueness follows by Lemma 12, since the repetition index R(S, k, r) is a non-increasing monotonic function
of the window size r . 
Proposition 17. Let S be an infinite sequence over a fixed alphabet, Sn the prefix of S of length n, k the number of
errors allowed in a window of size r and I the set of all factors of Sn having length r . If k is fixed, and rn is a function
of n that satisfies the equations rn = R(Sn, k, rn) for any n ≥ 1, we have that rn →∞ when n→∞.
Proof. If n1 > n2, since Sn2 is a prefix of Sn1 , then rn1 = R(Sn1 , k, rn1) ≥ rn2 = R(Sn2 , k, rn2). Therefore the
sequence rn is monotone non-decreasing. Suppose, by contradiction, that it does not converge to ∞, i.e., that there
exists a constant rˆ such that, for any n, rn ≤ rˆ . Since the alphabet is fixed, the number of words of length rˆ is also
finite. Let Nˆ be this number. If n > Nˆ + rˆ then the number of positions of Sn that represent an occurrence of a factor
of Sn of length rˆ is greater than Nˆ . By the pigeon-hole principle at least two must be equal, contradicting the fact that
rn = R(Sn, k, rn) ≤ rˆ . 
4.1. Evaluation of the repetition index
In this subsection we give an evaluation of the repetition index. More precisely, we prove that R(S, k, r) has a
logarithmic upper bound in the size of the text S, almost surely.
First we introduce a quantity that is related to our notion of repetition index, that is well studied (cf. [3,31]), and
that we call here, partially following the notation in [31], the generalized height H(S, D). It is defined to be the largest
h for which there exists 1 ≤ i < j ≤ |S|− h+ 1 such that d(S(i, i + h− 1), S( j, j + h− 1)) ≤ hD. The real number
D is the proportion of mismatches (cf. [3]) or density of errors in the Hamming distance.
Proposition 18. The following inequalities hold.
(1) R(S, k, r)− 1 ≤ H(S, D), where D = 2k · d
R(S,k,r)−1
r e
R(S,k,r)−1 .
(2) R(S, k, r)− 1 ≥ H(S, D), where D = k · d
R(S,k,r)−1
r e
R(S,k,r)−1 .
Proof. Let us consider the first statement. By definition and by Remark 5, there exist a word v ∈ Σ ∗, |v| =
R(S, k, r)− 1, and two integers i, j , 1 ≤ i < j ≤ |S| − R(S, k, r)+ 1 such that
d(v, S(i, i + R(S, k, r)− 2) ≤ k ·
⌈
R(S, k, r)− 1
r
⌉
and
d(v, S( j, j + R(S, k, r)− 2)) ≤ k ·
⌈
R(S, k, r)− 1
r
⌉
.
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By triangular inequality it follows that
d(S(i, i + R(S, k, r)− 2), S( j, j + R(S, k, r)− 2)) ≤ 2k ·
⌈
R(S, k, r)− 1
r
⌉
.
The proportion of mismatches among these two strings is the Hamming distance divided by their length, i.e.
D = 2k · d
R(S,k,r)−1
r e
R(S,k,r)−1 . The statement of the proposition follows by definition of H(S, D).
The proof of the second statement is an immediate consequence of the definitions. 
From now on in this section, let us consider an infinite sequence S generated by a memoryless source and let us
consider the sequences of prefixes Sn of S of length n and the corresponding heights Hn = H(Sn, D).
The following theorem is due to Arratia and Waterman (cf. [3] and [31, pg. 194]). Let p = P(Sn(i, i) = Sn( j, j))
be the probability that the letters in two distinct positions are equals, 1 ≤ i 6= j ≤ |Sn| (note that by the notation
Sn(i, i) we denote an occurrence of a factor in the string Sn that starts at position i and ends in the same position, i. e.
one letter of Sn). Obviously one has that p 6= 0. In a memoryless source with identical symbols probabilities one has
that p = 1|Σ | .
In what follows we consider a memoryless source with non-zero entropy. This condition is equivalent to requiring
that at least two symbols have non-zero probability, that, in turn, is equivalent to requiring that p 6= 1.
Theorem 19. For a fixed D, 0 ≤ D < 1− p, almost surely
lim
n→∞
Hn
log(n)
= 2H(D, p) ,
whereH(D, p) = (1− D) log 1−Dp + D log D1−p is the classical entropy function.
In the previous proposition and in all the following propositions, we can assume that the base of the logarithm is
equal to 2, since the results do not depend on the value that this base can assume. For D = 0, H(D, p) is set to be
equal to log 1p and it turns out to be continuous at this point too. Since we are considering a memoryless source with
non-zero entropy, p 6= 1 andH(D, p) 6= 0.
By Proposition 18 and Theorem 19, always under the assumption that Sn is the prefix of length n of an infinite
sequence S generated by a memoryless source, we can derive the next proposition, whose proof is straightforward.
Proposition 20. For fixed k and r, almost surely
(1)
lim sup
n∈N
R(Sn, k, r)
log(n)
≤ 2H(D, p) ,
where D = 2kr < 1− p,
(2)
lim inf
n∈N
R(Sn, k, r)
log(n)
≥ 2H(D, p) ,
where D = kr < 1− p.
Remark 21. Under the assumption that Sn is the prefix of finite length of an infinite sequence S generated by a
memoryless source, by Proposition 20, R(Sn, k, r) ≤ 2 log(n)H(D,p) with D = 2kr < 1− p, almost surely.
In Proposition 20 we suppose that the number k of errors and the size r of the window in which errors are allowed
are fixed. Now let us suppose that k is fixed and r varies as a function of n = |Sn|. One can prove the following results.
Proposition 22. Suppose that k is fixed and r is a function r(n) of n such that limn→∞ r(n) = +∞, then almost
surely
lim
n→∞
R(Sn, k, r(n))
log n
= 2H(0, p) .
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Proof. It is sufficient to prove that ∀ > 0
lim sup
n→∞
R(Sn, k, r(n))
log n
≤ 2H(0, p) +  (1)
and
lim inf
n→∞
R(Sn, k, r(n))
log n
≥ 2H(0, p) − . (2)
Let us prove Eq. (1). Since H(D, p) is a continuous function in D = 0 and H(0, p) 6= 0 then ∀ > 0 ∃δ > 0 such
that ∀D′, 0 ≤ D′ ≤ δ, we have that
2
H(D′, p) ≤
2
H(0, p) + .
If we set r ′ = d 2k
δ
e then D′ = 2kr ′ ≤ δ, and, by Proposition 20, we have that
lim sup
n∈N
R(Sn, k, r ′)
log(n)
≤ 2H(D′, p) ≤
2
H(0, p) + .
Since limn→∞ r(n) = +∞, except for a finite number of values of n, we have that r(n) ≥ r ′ and by Lemma 12,
R(Sn, k, r(n)) ≤ R(Sn, k, r ′). Therefore,
lim sup
n→∞
R(Sn, k, r(n))
log n
≤ lim sup
n→∞
R(Sn, k, r ′)
log n
and the thesis follows.
We omit the proof of Eq. (2) because the technique is analogous. 
Corollary 23. Suppose that k is fixed and that r(n) is a function that satisfies the equation r(n) = R(Sn, k, r(n)),
then almost surely
lim
n→∞
R(Sn, k, r(n))
log n
= 2H(0, p) .
Proof. We have only to prove that limn→∞ R(Sn, k, r(n)) = +∞. By Lemma 13, R(Sn, k, r(n)) ≥
R(Sn, 0, r(n))R(Sn, 0, 1). By Proposition 20 we have that
lim inf
n∈N
R(Sn, 0, 1)
log(n)
≥ 2H(0, p) .
Therefore
lim inf
n∈N
R(Sn, k, r(n))
log(n)
≥ 2H(0, p) ,
and, therefore, limn→∞ R(Sn, k, r(n)) = +∞. 
From Propositions 20 and 22 follows the following theorem that bounds the size of the repetition index.
Theorem 24. Let S be an infinite sequence generated by a memoryless source, Sn the sequences of prefixes of S of
length n and p the probability that the letters in two distinct positions are equals.
(1) If k and r are fixed, almost surely
- lim supn∈N
R(Sn ,k,r)
log(n) ≤ 2H(D,p) , when D = 2kr < 1− p,
- lim infn∈N R(Sn ,k,r)log(n) ≥ 2H(D,p) , when D = kr < 1− p,
whereH(D, p) = (1− D) log 1−Dp + D log D1−p is the classical entropy function.
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(2) If k is fixed and r is a function r(n) of n such that limn→∞ r(n) = +∞, almost surely
lim
n→∞
R(Sn, k, r(n))
log n
= 2H(0, p) .
Remark 25. In this paper we give an evaluation of the repetition index in the special case of infinite sequences
generated by a memoryless source with non-zero entropy and identical symbols probabilities. To obtain this result,
we use some classical results by R. Arratia and M. Waterman on this kind of sources. We note that the result stated in
Theorem 24 holds for all kinds of sources for which there exist results analogous to Theorem 19.
5. Minimal forbidden words of the language L(S, k, r)
In this section we prove that there is a strong relation between the repetition index R(S, k, r) and the maximal
length of the minimal forbidden words of the language L(S, k, r).
Given the language L(S, k, r) of all words that kr -occur in the string S, it is possible to define the set of minimal
forbidden factors of the language L(S, k, r) as the set of minimal forbidden factors of the language Fact(V (S, k, r))
and we denote it by MF(L(S, k, r)).
Let m(S, k, r) be the maximal length of minimal forbidden factors of the language L(S, k, r).
The following theorem states that the repetition index R(S, k, r) is closely related to the maximal length m(S, k, r)
of the minimal forbidden words of the string S up to k errors in every window of size r . It generalizes the analogous
result in [27] to the approximate case.
Theorem 26. Let S be a sequence of symbols of Σ and R(S, k, r) its repetition index.
(1) If k = 0 or r ≤ R(S, k, r) then m(S, k, r) = R(S, k, r)+ 1.
(2) If k ≥ 1 and R(S, k, r) < r ≤ |S| + 1 then m(S, k, r) = r .
Proof. Let m = avb be a minimal forbidden factor of Fact(V (S, k, r)), where a, b ∈ Σ . By definition, both av and
vb must be factors of some words in V (S, k, r). Then, by Proposition 6, av and vb belong to L(S, k, r). Hence the
two words av and vb kr -occur in S at positions l1 and l2 respectively. We can consider two cases.
(i) l2 6= l1 + 1 (i.e. the factor v, suffix of av and prefix of vb, kr -occur in two distinct positions).
In this case, since the two occurrences of v are in two distinct positions then v kr -appears at least two times
in S in two distinct positions. Therefore, by definition of R(S, k, r), we have that |v| ≤ R(S, k, r)− 1 and then
|m| = |avb| ≤ R(S, k, r)+ 1.
(ii) l2 = l1+1 (i.e. the factor v, suffix of av and prefix of vb, kr -occur in same position). Notice that this case cannot
happen when k = 0.
Let us suppose ab absurdo that |m| = |avb| ≥ r + 1, i.e. |av| = |vb| ≥ r . So m = avb must belong to
L(S, k, r), since all its factors of length r are factors of av or vb or of both av and vb. Therefore, by Proposition 6,
m = avb ∈ Fact (V (S, k, r)), a contradiction. Then |m| = |avb| ≤ r .
If k = 0 or r ≤ R(S, k, r) then by (i) and (ii) m(S, k, r) ≤ R(S, k, r) + 1. Moreover there exists a minimal
forbidden factor m having length exactly equal to R(S, k, r) + 1. This claim follows from the fact that there exists,
by definition, a substring v of length R(S, k, r) − 1 having at least two distinct kr -occurrences in S. Pick two such
kr -occurrences of v in S in positions l1 and l2, where l1 < l2. Thus, by definition, there exist u1, u2 ∈ Fact(V (S, k, r))
such that u1 = a1va2 and u2 = a3va4, where a1 ∈ Σ ∪ {}, a2 = Sl1+|v|, a3 = Sl2−1, a4 ∈ Σ ∪ {}. Since
R(S, k, r)− 1 ≤ |S| − 1, we can suppose that a2 6=  and a3 6= .
We have that a3 6= a1 and a2 6= a4, otherwise there would exist a word of length R(S, k, r) that kr -occurs twice in
S. Then a3va2 is a minimal forbidden factor of V (S, k, r) and |a3va2| = R(S, k, r)− 1+ 2 = R(S, k, r)+ 1. Indeed
a3va2 /∈ Fact(V (S, k, r)), otherwise it must kr -appear in a different position from l1 and l2 and a3v would kr -appear
twice in S, contradicting the definition of R(S, k, r) = |a3v|.
Now let us consider the case k ≥ 1. If r > R(S, k, r), by (i) and (ii) one has that m(S, k, r) ≤ r . Moreover
there exists a minimal forbidden factor m having length exactly equal to r . Pick a word v of length r − 2 having an
occurrence in S in the position l up to k − 1 errors. Then m = a1va2, where a1 6= Sl−1 and a2 6= Sl+|v|, is a minimal
forbidden factor of V (S, k, r) (i.e. a1va2 /∈ Fact(V (S, k, r)) and |m| = |a1va2| = r . 
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In the following we give a characterization of the set MF(L(S, k, r)) of minimal forbidden factors of the language
L(S, k, r). It helps in the construction of the automaton A(S, k, r) recognizing L(S, k, r), described in [16,17]. Let
us introduce some other definitions.
Let I be a set of factors of the string S, i.e. I ⊆ Fact(S).
Definition 27. I is a h-cover for S if every factor of length h of S is a factor of at least one string in I . The covering
index of I , denoted by C(I ), is the largest value of h such that I is a h-cover of S.
Clearly, I is a h-cover for S for all h ≤ C(I ).
Example 28. Let I be the set of all factors of length m of S. The number of words in the set I is smaller than or equal
to |S| − m + 1 and C(I ) = m.
Let I be a set of factors of the string S, i.e. I ⊆ Fact(S). We denote by Ik,r the union of the neighborhoods of the
elements of I , i.e.:
Ik,r =
⋃
u∈I
V (u, k, r).
We also denote by SI,k,r the sequence over the alphabet Σ ∪ {$} obtained as a concatenation of all words in Ik,r
interspersed with the symbol $ that is not in the alphabet Σ of all words in I (i.e. between two consecutive words
there is one dollar).
Let MF(I, k, r) be the set of all the minimal forbidden factors of SI,k,r that does not contain the symbol $ and that
has length smaller than or equal to m(S, k, r), i.e.
MF(I, k, r) = MF(SI,k,r ) ∩ Σ≤m(S,k,r).
The next theorem gives a characterization of the set of the minimal forbidden words of the language L(S, k, r)
in terms of minimal forbidden factors of the string SI,k,r . More precisely, under the hypothesis C(I ) ≥ m(S, k, r),
we prove that the set of minimal forbidden factors of the language L(S, k, r) is exactly the set of all the minimal
forbidden factors of the string SI,k,r that does not contain the symbol $ and that has length smaller than or equal to
m(S, k, r).
Theorem 29. Let S be a finite sequence of symbols taken from a fixed alphabet Σ and let I be a collection of factors
of S such that C(I ) ≥ m(S, k, r). Then
MF(I, k, r) = MF(L(S, k, r)).
Proof. We prove that any minimal forbidden factor m = avb of SI,k,r of length at most m(S, k, r) that does not
contain the symbol $ is also a minimal forbidden factor of L(S, k, r).
We first prove that av is a factor of some word in V (S, k, r). By definition, av ∈ SI,k,r and does not contain
the symbol $, thus it is the factor of a word of V (u, k, r), for some u ∈ I . Therefore, from Proposition 6,
av ∈ L(u, k, r) ⊆ L(S, k, r). Analogously, we can prove that vb ∈ L(S, k, r).
Let us suppose, ab absurdo, that avb ∈ L(S, k, r). Then it kr -occurs at some position i in S. By the properties of
the collection Ik,r , since |avb| ≤ C(I ), there exists u ∈ I such that avb kr -appears in u. By definition there exists a
word in V (u, k, r) that contains it as a factor. Hence m = avb ∈ Fact(SI,k,r ), a contradiction.
Now we prove that any minimal forbidden factor of L(S, k, r) is also a minimal forbidden factor of SI,k,r of length
at most m(S, k, r) that does not contain the symbol $.
Let us suppose that m = avb is a minimal forbidden factor of L(S, k, r), where a and b are letters of the alphabet
Σ of S. Then the factors av and vb have length smaller than m(S, k, r). From the properties of the collection Ik,r ,
there exist u1, u2 ∈ I such that av and vb kr -appear in u1 and u2 respectively. By definition there exist a word in
V (u1, k, r) and a word in V (u2, k, r) that contain u1 and u2 as factors respectively, and hence, av and vb are factors
of the string SI,k,r .
It remains to prove that avb is not a factor of SI,k,r . Indeed, m = avb has length at most m(S, k, r) ≤ C(I ). If
avb is a factor of SI,k,r then there exists u such that avb is a factor of some word of the set V (u, k, r). Hence it would
belong to L(S, k, r) =Fact(V (S, k, r)), a contradiction. 
Since L(M(Y )) =Fact(Y ) for any language, we have the following result.
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Corollary 30. If C(I ) ≥ m(S, k, r) then L(MF(I, k, r)) = L(S, k, r).
In other words, any string of L(MF(I, k, r)) has length at most |S| and the set of the strings of L(MF(I, k, r)) of
length |S| coincides with V (S, k, r).
6. A trie based approach for approximate indexing data structures
In this section, we give a non-formal but rigorous description of an algorithm for building an indexing data structure
using a trie that represents the set of all possible strings having length R(S, k, r) that kr -occurs in S. We recall that,
given a set X ⊂ Σ ∗, X 6= ∅, a trie is an ordered tree data structure which represents the set of the words u ∈ X . It is
a deterministic automaton that accepts the words of the set X and in which two different paths having the same origin
always have distinct ends. Considering a tree implies that the terminal states of the tree are in bijection with the words
of the accepted language. The tree is thus finite only if its language is too. The trie of the set X is an automaton that
has the following properties:
- states are the prefixes of the words of the language X ;
-  represents the initial state, i.e. the root of the trie;
- terminal states are the words of the set X ;
- given u ∈ Fact(X) and a ∈ Σ , the transition function δ is defined by δ(u, a) = ua if ua is a word of the set
Fact(X).
Now we can describe the algorithm for building the indexing data structure. First of all we find the repetition index
R(S, k, r) of the string S by using an algorithm described in [17] called FIND-REPETITION-INDEX, and then we keep
the set I of all factors of S having length R(S, k, r).
In the second step, given the set I of factors u of S of length R(S, k, r), we build the set Ik,r that is the union
of neighborhoods of the elements of I , i.e. Ik,r = ⋃u∈I V (u, k, r). To do this we use a variation of the routine for
generating the frequentable neighbours of factors of the text having a fixed length [11, Section 7.6] and running time
proportional to ‖Ik,r‖, where by the notation ‖Ik,r‖ we denote the sum of the lengths of all strings in the set Ik,r .
The third step is to build the trie T (I, k, r) of the set Ik,r . Each leaf of this trie represents a kr -occurrence of the
string S having length R(S, k, r). We add to any leaf of the trie T (I, k, r) an integer such that for any leaf i , the
concatenation of the edge-labels on the path from the root to leaf i is the kr -occurrence of S starting at position i . We
note that, given a factor u of S, this number is the same for every word v of the neighborhood V (u, k, r) of u.
For any leaf i we also add a position j of an array, denoted by Pos, such that Pos[ j] = i is the starting position of
the kr -occurrence of S represented by the j th leaf in the lexicographic order, supposed to be a fixed order among the
letters. To build array Pos and to add these positions on to the leaves it is sufficient to make a linear time visit of the
trie in the lexicographic order.
During this visit we can also associate with any internal node x of the trie T (S, k, r) two integers jr and jl such
that Pos[ jr ] = r and Pos[ jl ] = l, where r and l are the first and the last leaf in the lexicographic order of the subtrie
of T (I, k, r) having root x .
The next proposition gives an evaluation of the size of the trie T (I, k, r).
Proposition 31. Let S be an infinite sequence generated by a memoryless source, Sn the sequences of prefixes of S of
length n and I the set of all factors of Sn having length R(Sn, k, r).
If k is fixed and r = R(Sn, k, r), there exists a fixed constant C, that does not depend on the string S, and an
integer n0 (that can depend on the string S) such that for every n > n0 the size of the trie T (I, k, r) is upper bounded
by C · n · logk+1(n) almost surely.
Proof. The size of the trie T (I, k, r) is bounded by ‖Ik,r‖, where by the notation ‖Ik,r‖ we denote the sum of the
lengths of all strings in the set Ik,r . Under the hypothesis that k is fixed and r = R(Sn, k, r), by Propositions 17
and 7 the size of Ik,r is O(n · R(Sn, k, r)k+1). Under the same hypothesis, from Theorem 24 we can deduce that
almost surely limn→∞ R(Sn ,k,r)log n = 2H(0,p) , where p is the probability that the letters in two distinct positions are
equal. Hence, almost surely ∀ > 0, ∃ n0 such that ∀n > n0
∣∣∣ R(Sn ,k,r)log(n) − 2H(0,p) ∣∣∣ < . Then there exists a fixed
constant C ′, that does not depend on S but only on the entropy H(0, p) of the source, such that almost surely
R(Sn, k, r(n)) ≤ C ′ log(n), and the thesis follows. 
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In [17] it has also been proved that there exists a constant C˜ such that the overall time for building this data structure
is upper bounded by C˜ · n · logk+1(n) almost surely.
6.1. Searching in the indexing data structure
Once T (I, k, r) is equipped in this way, it can be used as indexing data structure for solving the problem of finding
all kr -occurrences of a string x in the text S.
By using a READ-TRIE Function, that is a slight variation of DESC-LENTE [11, Section 5.1], we “read”, as long
as possible, the string x in the trie T (I, k, r) and we output the last visited node q.
Now we can distinguish the following three cases.
(i) |x | = R(S, k, r). In this case the list of all kr -occurrences of x has at most one element. If the end of x is reached,
the output is exactly the number associated with the leaf i that represents the unique kr -occurrence of x in S.
(ii) |x | > R(S, k, r). In this case the list of all kr -occurrences of x has at most one element, that could be a false
positive for the original problem (i.e. the pattern x has more than k errors in every window of size r ). So, when
we reach the leaf that represents the prefix of x of length R(S, k, r) in the trie T (I, k, r), we obtain a unique
position i . By using a CHECK-ERRORS Function we have only to check if x kr -occurs in S in position i . In
case of positive answer, that is if the output of the CHECK-ERRORS Function is true, the algorithm returns i .
CHECK-ERRORS Function runs in time O(|x |).
(iii) |x | < R(S, k, r). In this case the list of all kr -occurrences of the string x can have more than one element.
Hence, if the end of x is reached, we consider the indexes jr and js in the array Pos of the first and last leaf in
the lexicographic order of the subtrie of T (I, k, r) having root x . Let us consider the array Pos from index jr
to index jl . This sub-array contains all the starting positions of the kr -occurrences of x in S represented by the
leaves of the subtrie having root x . We note that these positions can be repeated. Indeed, suppose that x occurs
without mismatches in position l. Then all words that have x as a prefix, have length R(S, k, r) and kr -occur in
position l, belong to the subtrie of T (I, k, r) having root x . The number h of these words cannot be bounded as
R(S, k, r)− |x | is unbounded too. Therefore, position l appears at least h times in the array Pos between jr and
js . But we want to add the number l to the list occ(x) just once, and, moreover we want to do this in constant
time in order to achieve the optimal output time.
To solve the problem of finding the different positions occ(x) of all kr -occurrences of x in S in time
O(|output|), where |output| is the size of the list occ(x) of all different positions of all kr -occurrences of x in S,
we use the solution of the Colored range query problem presented in [29]. The statement of this problem is the
following. Given an array A[1..n] of colors to be preprocessed, online query consists of an interval [r, l], and the
goal is to return the set of distinct colors that appears in A[r..l]. This function, called COLORED-RANGE-QUERY,
has as input the sub-array Pos[ jr , jl ] and returns the list of different positions occ(x) of all kr -occurrences of x
in S, in time proportional to |occ(x)|. The description of this function is given in [29].
Before giving the formal description of this algorithm, we state the following proposition on its searching time the
proof of which is straightforward.
Proposition 32. The overall running time of SEARCH-IN-INDEXING-STRUCTURE Algorithm is proportional to
|x | + |occ(x)|.
SEARCH-IN-INDEXING-STRUCTURE(T (I, k, r),x ,S)
1. q ← READ-TRIE(x);
2. if q is a leaf and |x | = R(S, k, r)
3. then return i
4. else if q is a leaf and |x | > R(S, k, r)
5. then if CHECK-ERRORS(x ,i ,S,k,r )
6. then return i
7. else return (“x is a false positive”)
8. else occ(x)← COLORED-RANGE-QUERY(Pos[ jr , jl ]);
9. return occ(x).
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Analogously as proved in [17], we can use the data structure built for r = R(S, k, r) to look for all occurrences of
any word x up to k mismatches without window (or equivalently for r = |S|), i.e., to settle the k-mismatch problem, as
noticed in Remark 2. Indeed, it is sufficient to modify the previous algorithm by using CHECK-ERRORS(x ,i ,S,k,|S|)
instead of CHECK-ERRORS(x ,i ,S,k,r ).
This fact, together with Propositions 31 and 32, give the following result.
Theorem 33. The k-mismatch problem on text S over a fixed alphabet can be settled by a data structure having
average size O(|S| · logk+1 |S|) that answers queries in time O(|x | + |occ(x)|) for any query word x.
Literature involves many papers published in the recent years (cf. for instance [10,14,16,17,19,24,25] and
bibliography therein). Analogous results to ours, firstly proved in [16], for the k-mismatch problem that answers
queries in time O(|x | + |occ(x)|) for any query word x , have been independently proved in [24,25]. In these
last two papers the authors use similar data structures to ours and the Colored Range Query solution, but without
using a window which allows errors. More precisely, their data structures use compact tries and hence are smaller.
These structures have size O(|S| logk |S|) and can be built in O(|S| logk+1 |S|) time, both on average and with high
probability. The parameter h that they use is set to be equal to our repetition index R(S,k,S) minus one in this case.
Moreover, in the same papers the technique is extended to edit distance and authors improve the structure’s size, by
obtaining the same bounds in the worst case. In order to obtain this last reduction, as a trade-off, they lose in the
searching time, that remains the same O(|x | + |occ(x)|), but on average and not anymore as worst case.
7. Conclusions and open problems
In this paper we introduce a new class of formal languages and we study some of their combinatorial properties
and an application to approximate indexing. The definition of repetition index can be extended to the edit distance by
using the definitions in [24,25] (cf. the discussion at the end of previous section). It is an open problem to extend our
combinatorial results from the Hamming to the edit distance.
The characterization of the language L(S, k, r) leads to an indexing data structure for approximate string matching.
Concerning constants involved in the asymptotic bounds of this indexing structure, they are large, especially for
practical applications. In fact, our interest in the paper is mainly to stress on and study some combinatorial properties
of the languages with mismatches from a theoretical point of view. The indexing data structure presented in the paper
is an application on which we are still investigating in order to make it more suitable in practice.
It is an open problem to describe and implement in optimal time data structures for approximate text indexing
that have worst case sizes of the order of O(|S| · logk(|S|)) and a query time that is independent from the size of the
text, even in the case of Hamming distance. This data structure should also allow extensions of many applications of
corresponding data structures used in the exact case.
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