In this paper, we consider a default strategy for fully Bayesian model determination for GLMMs.
Introduction
Generalised linear mixed models (GLMMs) extend generalised linear models (GLMs) to responses which are correlated due to the existence of groups or clusters, by the inclusion of group-specific parameters (known as random effects in classical statistics). For example, in a longitudinal study we record several observations from the same individual. GLMs, linear mixed models (LMMs), and linear models (LMs) are all special cases of GLMMs.
Specification of a GLMM
Let y i j be the jth response from the ith group where j = 1, ..., n i and i = 1, ..., G. Let x i j and z i j denote the p × 1 and q × 1 vectors of covariates which correspond to the regression and group-specific parameters, respectively. Assume that the components of z i j form a subset of the components of x i j . Let the total sample size be n = 
where g() is the link function, β is a p × 1 vector of regression parameters, and u i is a q × 1 vector of group-specific parameters.
Suppose y i = (y i1 , ..., y in i ) T , X i = (x i1 , ...,
.., µ in i )
T , and that the link function is applied elementwise, then
Suppose further that y = (y Our approach will be Bayesian, so we require a joint prior, with density f (β, D, φ), for the regression parameters, β, the variance components matrix, D, and the dispersion parameter, φ.
We decompose this prior density as 
Bayesian Model Determination for GLMMs
where M is a set of models. The posterior model probability, f (m|y), of model m is given by
where f m (y) is the marginal likelihood of model m given by
and f (m) is the prior model probability of model m. It is common to adopt a uniform prior for m, i.e. f (m) = 1 |M| , and this is what is used for the remainder of this paper. Suppose we are comparing two models, labelled 1 and 2, say, with posterior model probabilities f (1|y) and f (1|y), respectively. Consider the posterior odds in favour of model 1
.
The ratio f 1 (y)/ f 2 (y) is known as the Bayes factor in favour of model 1. Kass & Raftery (1995) provide a comprehensive review of Bayes factors, including how to interpret them.
Posterior model probabilities and Bayes factors represent the gold standard in fully Bayesian model determination. In Section 1.3 we discuss how these quantities are sensitive to the choice of prior distribution in the case of specifying a default prior under weak prior information. There exist methods of model determination which rely on the Bayesian approach but do not give posterior model probabilities. However, as such, the issue of default prior specification is avoided. In Section 5, we assess the efficacy and robustness of the model determination strategy using simulations where the responses are generated from the Poisson and Bernoulli distributions.
In Section 6, we demonstrate the model determination strategy on two examples.
Prior for the Regression Parameters, β
The regression parameters, β, are typically the most important parameters with respect to inference. Chen et al (2003) proposed an informative prior for β in a GLMM which uses historical data. However, this is inappropriate for the situation we consider here where there is weak prior information.
In this section, we generalise a class of priors for β known as unit-information priors to GLMMs. Previously, these priors have been applied to linear models (Smith & Spiegelhalter (1980) and Kass & Wasserman (1995) ), linear mixed models (Pauler (1998) ) and generalised linear models (Ntzoufras et al (2003) ). We show, using the approaches of Pauler (1998) and Ntzoufras et al (2003) , that these priors can be, approximately, extended to GLMMs.
We define a unit information prior for β as the multivariate normal distribution with mean m and Σ, i.e.
for particular choices of m and Σ. We follow Raftery (1996) Fisher information is given by
A unit of data in this case is one observation, so the average amount of information provided by one observation is 1 nσ 2 X T X, and therefore
Consider a GLM, the Fisher information is given by
In this case, the Fisher information depends upon the unknown regression parameters, β. Ntzoufras et al (2003) proposed replacing β by its prior mean m.
Therefore,
In both the LM and the GLM cases, we divide the Fisher information by the sample size, n. However, for mixed models, as Pauler (1998) states, the sample size "is ambiguous because of the correlations between observations". In the same paper, Pauler (1998) defines a general sample size to be the order of the Fisher information.
In general, let
where I β is the Fisher information for β,
The value N k is called the effective sample size for β k , which has the property that I β,kk ∝ N k and is defined as
G, if β j has an associated group-specific parameter n, otherwise.
Pauler (1998) shows that (7) is appropriate for LMMs and we provide a justification for it holding for GLMMs, below.
In the cases of an LM and a GLM, none of the β k 's have associated group-specific parameters and so N k = n for all k. Therefore, (6) reduces to the appropriate variance matrix, since Λ = √ nI p and Σ = nI −1
β . Consider the more general case of mixed models and suppose β k has an associated group-specific parameter and β j does not. Then (7) implies, intuitively, that the amount of information we have for β k only increases as we observe data from more groups, whereas the amount of information for β j increases as the total sample size increases.
We now provide a justification that (7) is also appropriate for GLMMs. Breslow & Clayton (1993) give the following approximation to the Fisher information for a GLMM:
where
.., G, and
for j = 1, ..., n i . The matrix V can be rewritten (see Henderson & Searle (1981) ) as
Of course, this expression depends on the unknown parameters β and u, so we follow Ntzoufras et al (2003) and replace any unknown parameters by their prior means. In this case, we replace β and u by m and 0, respectively. Therefore, we obtain
where W m,0 = diag{W i,m,0 } and
Assume that W i,m,0 can be written τ 2 i I n i , as would be the case for normal, gamma and Bernoulli responses and Poisson responses where the exposures are the same in each group. In this case
We can use the results of Pauler (1998) 
is independent of n i if β k has an associated group-specific parameter, and X
∝ n i , otherwise. Therefore, (7) is appropriate for GLMMs.
Note that, if this unit information prior for β is used then the expressions (10) and (11) are of direct use since
Prior for the Variance Components Matrix, D
There is a large literature on default prior distributions for the variance components matrix,
D.
Natarajan & Kass (2000) defined an approximate generalisation of the uniform shrinkage prior of Daniels (1999) for GLMMs. A similar prior was suggested by Gustafson et al (2006) where the variance components matrix can be written as D = σ 2 Ω, where Ω is a known positivedefinite matrix and σ 2 is unknown. This is different to the setup we consider since in our case, D 
The DB prior for τ 2 is
where g * is the minimum value such that the DB prior is proper if g > g * , and
the Kullback-Liebler divergence between models 1 and 2. Note that the divergence is divided by the sample size n * G thus linking to the idea of unit information which is central to the priors developed in this and the previous section. 
Following the approach in Section 2 we replace all unknown parameters by their prior means giving
We sum over the G groups to obtain
If the prior for D provides, approximately, the same information as one unit of data then
Note that, in the case of equal group sizes, n i = n * , this prior is default conjugate prior of Kass & Natarajan (2006) with c = n * .
Computation

General Strategy
In this section, we describe the computational strategy and methods to approximate the posterior model probabilities. Sinharay & Stern (2005) found that bridge sampling provided very accurate approximations to the Bayes' factors for comparing GLMMs with respect to minimising the standard errors, when compared to importance sampling, Chib's method (from the marginal 8 likelihood identity, see Chib (1995) ) and reversible jump (Green (1995) ). Bridge sampling, given a sample from the posterior distribution, is an easily implemented method for approximating the marginal likelihood of a given model. However, if the number of models, |M|, is large, approximating the marginal likelihood of each model m ∈ M becomes impractical. A more suitable approach, therefore, is a "one-shot" implementation of an MCMC method such as reversible jump (Green (1995) ). The disadvantage of such a method is making effective proposals which is made more acute by the large differences in dimensionality between models we consider.
As a compromise we propose the following general strategy. We use a simple deterministic 
An MCMC Method
We ease the computational burden by taking advantage of the conditional independence of the y i , and write the integrated likelihood (removing the subscript m) as
Using the Laplace approximation for each f (y i |β, u i , φ) f (u i |D)du i , we obtain the following approximation to the integrated likelihood:
. The maximum value,û i , of u i can be found using the Newton-Raphson method since the 1st and 2nd derivatives of log f (y i |β, u i , φ) f (u i |D) with respect to u i are readily available.
Therefore, the approximate posterior density of β, D, and φ is given by:
Before we consider the MCMC method, we briefly describe the transformations that we use on the variance components and the dispersion parameter.
For the variance components matrix, we use as the transformation the Cholesky decomposition D = ΓΓ T , where Γ is the lower-triangular matrix, which depends upon υ, the 1 2 q(q + 1) × 1 vector of transformed parameters, given by
Note that if υ ∈ R 1 2 q(q+1) then D is guaranteed to be positive-definite. For the dispersion parameter, we use the transformation ω = log φ.
The approximate posterior density of the transformed parameters, (β, υ, ω) T , is given bŷ
Note that the vector of transformed parameters, (β, υ, ω) T , lies in R 2. Calculate the acceptance probability, α = min (1, a) , where
3. Accept the proposed move with probability α and set the new state to be (m
The independence sampler providesf m (m|y) for m ∈ M. We identify the smaller set, M ⊂ M, of candidate models fromf m (m|y) by using a definition of Madigan & Raftery (1994) , in relation to model averaging, of
for some constant c > 1. This definition aims to collect most of the posterior model probability without having to consider too large a set of models for M . Madigan & Raftery (1994) recommend using c = 20 as an analogy with a 5% cut-off.
Cai & Dunson (2006) proposed a computational strategy for model determination amongst
GLMMs using a SSVS algorithm based on a deterministic approximation of the integrated likelihood. Their approximation was based on a second-order Taylor series expansion of the likelihood, f (y|β, u, φ), whereas the Laplace approximation we use is based on a second-order Taylor series expansion of the log likelihood, log f (y|β, u, φ). The bridge sampling estimator is given bŷ
Bridge Sampling
,
i=1 is a sample of size N 2 from the posterior distribution with density f m (θ m |y), {θ
is a sample of size N 1 from a distribution with density g m (θ m ), and γ() is a function that satisfies
Meng & Wong (1996) showed that, with respect to minimising the mean squared error, the optimal γ() is given by
Of course, γ * () depends on the unknown marginal likelihood, f m (y), which suggests the following iterative schemef
and
. The scheme (14) is iterated until convergence. We propose to use a proportion, ψ, of the posterior sample to estimate the posterior moments. The remainder of the posterior sample can then be used in the bridge sampler, (14) . From practice, it appears that ψ = (2008)) to obtain the posterior sample.
Let
When q > 1, OpenBUGS has difficulties with the matrix operations required for the unit information priors. Instead, we use a variable-at-a-time Gibbs sampler implemented in R. For the regression parameters, β, the group-specific parameters, u, and the dispersion parameter, φ, we use the adaptive rejection Metropolis-Hastings sampling (ARMS) algorithm (see Gilks et al (1995) ). ARMS can be implemented in R using the arms function in the HI package.
For the variance components matrix, we take advantage of the conditional conjugacy of the full conditional distribution of D, i.e.
There exist efficient algorithms for simulating from the inverse-Wishart distribution.
Simulations
In this section, we assess the efficacy and robustness of our strategy outlined in Sections 2, been generated, the marginal likelihood is found, using bridge sampling, of the following five models:
where the priors described in Sections 2 and 3 are applied to the appropriate parameters. We repeat this process for a total of 1000 datasets.
We present the results of the simulation study graphically. For each of the four scenarios we consider two plots. The first is a plot of the total posterior model probability of models 2, 4 and 5 (i.e. the models that include a x i j effect) against the value of the β 1 parameter. The second is a plot of the total posterior model probability of models 3, 4 and 5 (i.e. the models that include group-specific effects) against the value of the σ 2 parameter. Figures 1 and 2 show these plots for the Poisson and Bernoulli responses, respectively. We add smoothing splines to the plots.
We see from Figures 1 and 2 that for small values of the true parameter, we are unlikely to choose the more complicated models. As the magnitude of the parameter increases the total posterior model probability of the appropriate models increases toward one.
However, consider the bottom right plot of Figure 2 which shows the total posterior model probability of models 3, 4 and 5 plotted against the true value of the σ 2 parameter. The smoothing spline appears to not approach one for large values of σ 2 . We see that even for large values of σ 2 there exist total posterior model probabilities of models 3, 4 and 5 which are not close to one.
Under further investigation this was due to the small number of groups, i.e. G = 4, and how the observed σ 2 , i.e. the observed variance of u i for i = 1, ..., G being significantly smaller than the 14 
Examples
We demonstrate our strategy on two real datasets: Natural Selection Study Data and Six Cities Data. , where p i j = Φ(η i j ). We consider 5 models:
In this example, the set of models is small enough to avoid the use of the independence sampler and we can approximate the posterior model probabilities via bridge sampling of all 5 models. However, as a demonstration we have computed the posterior model probabilities via the independence sampler as well. Table 1 The results in Table 1 show that, in this example, the Laplace approximation to the integrated likelihood performs very well since the posterior model probabilities as approximated by the independence sampler correspond closely to those approximated by bridge sampling. The posterior model probabilities seem to support the results of the BIC model selection method. It is known that AIC and DIC, typically, tend to favour more complicated models and this appears to be confirmed by this example.
Six Cities Data
The Six Cities Data is frequently used to assess mixed models methodology. The data consists of the wheezing status, y i j (0=not wheezing, 1=wheezing), of child i at time-point j, for i = 1, ..., 537 and j = 1, .., 4. Also included, is the age of the ith child, x 1i j , at time-point j and the smoking status, x 2i j , of the ith child's mother at time-point j. Note that x 2i j = x 2ik for all j, k ∈ {1, .., 4}. We can also define the interaction covariate x 3i j = x 1i j x 2i j . By considering all possible models with the canonical logit link, and adhering to the modelling convention of not including an interaction covariate unless all marginal covariates are included, there are 19 possible models. It is impractical apply bridge sampling to all models so in this example it is necessary to use the independence sampler described in Section 4.2 to identify a smaller subset of models on which to use bridge sampling.
We run the independence sampler for a total of B = 10000 iterations after a burn-in phase of 1000 iterations. After running the independence sampler we identify M with the four models shown below:
These four models account for 94.61% of the total posterior model probability in M. The model with the next highest approximated posterior model probability is model 11 with linear predictor
We then used bridge sampling with N = 100000, to obtain approximations to the marginal likelihoods,f BS (y|m, M ), and posterior model probabilities,f BS (m|y, M ), conditional on M .
These are shown in Table 2 . 19 
Discussion
In this paper, we considered a default strategy for model determination amongst GLMMs under weak prior information and where the dispersion parameter of the exponential family is unknown. Our strategy takes into account default prior specification for the regression parameters and the variance components, and describes a general computational strategy.
The default priors are based on a unit information concept that has proved successful for other authors.
The general computational strategy is based on two phases. Phase one combines a Laplace approximation of the integrated likelihood with an MCMC method to findf L (m|y); an approximation to the posterior model probabilities. Thesef L (m|y) are then used to define M a candidate set of promising models on which to focus. Phase two involves performing the more computationally expensive but more accurate bridge sampling on the models in M to findf BS (m|y).
20
The strategy considered allows a fully Bayesian analysis of GLMMs under model uncertainty and weak prior information, without the need of choosing arbitrary hyperparameters. From the examples in Section 6, it appears that we obtain similar model determination conclusions as when using BIC.
Bridge sampling is a computationally expensive method since it requires a sample from the posterior distribution. However, the models from which we require a posterior sample will be the models of greatest interest and therefore we will need a posterior sample on which to base posterior inferences.
We do not consider a default prior for the dispersion parameter since, typically, this is either known (as is the case for Bernoulli or Poisson response) or is present in all models. However, it may be the case that we are uncertain of the response distribution (e.g. normal vs. gamma) and therefore defining a default prior for the dispersion parameter becomes relevant. Future work will address this issue.
The independence sampler considered in Section 4.2 is feasible for a small to moderate number of models, or equivalently a small to moderate number of covariates. However, as this number increases it will become impractical to maximiseĥ m (β m , υ m , ω m |y) for all m ∈ M. A more suitable approach would be to use a more general reversible jump approach where proposals are based on the current set of parameters, thus negating the need to maximiseĥ m (β m , υ m , ω m |y) for each m ∈ M. Future work will focus on developing this methodology.
Appendix -Bridge Sampling
Sinharay & Stern (2005) found that matching the moments (or mode and curvature at the mode) of the distribution with density g(θ) to those of the posterior distribution, θ|y, increased the accuracy of bridge sampling by reducing the standard deviation of the approximations.
For some models, the dimension of the model parameters, θ, may be large which prohibits finding the mean and variance (or mode and curvature) deterministically. Since we have a sample from the posterior distribution, a naive approach may be to approximate the mean and variance of θ|y using the sample statistics of the same posterior sample as we use in the bridge sampler.
However, as we show using simulations, this leads to underestimation of the marginal likelihood.
We choose the posterior distribution to be the k-variate normal distribution with mean 0 and We have a sample {θ i }
2N
i=1 of size 2N from N(0, I k ) which represents our posterior sample. All that remains is to choose appropriate values for µ and Σ, and we assess two different methods for doing so: The sample sizes, 2N, that we consider come from the set {100p : 1 ≤ p ≤ 20, p ∈ Z}, and we repeat each computation at each unique sample size 10000 times. We consider three different dimensions, k, from the set {1, 10, 20}. Figure 4 shows plots of the approximated log-marginal likelihood for the two different approaches against the sample size, 2N. Also included on the plot is a line at the true log-marginal likelihood, k 2 log(2π). The plots show that the naive approach leads to an underestimation of the marginal likelihood which appears to decrease as the sample size increases. Our approach leads to no such underestimation with a small overestimation for small sample sizes which is expected since the bridge sampling estimator is based on a ratio and it is well known that E 
