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Abstract
This thesis aims at the investigation of novel semiconductor materials by using 
non-destructive optical and electrical spectroscopic measurement techniques and a 
comparison of the results with theoretical models.
Chapter one will give a brief introduction into the topic of optical communi­
cation and explain the motivation behind this thesis. The second chapter will then 
summarise the theory necessary to understand the photo-voltage (PV), photo- and 
electro-luminescence (PL and EL), reflectance (R), modulation spectroscopy (MS), 
and modulation bandwidth experiments, which is illustrated with some examples. The 
third chapter will then describe the utilised experimental set-ups.
The fourth chapter will discuss GaAsSb quantum wells (QWs), which are 
thought to be suitable as emitters in VCSELs emitting at 1.3pm for future fibre-to-the- 
home applications. Here especially the GaAsSb/GaAs band alignment will be studied 
using PL and MS experiments in comparison to a simple QW model, thus inferring a 
weak type-II alignment. It will also show how the uncertainty is reduced, by a direct 
comparison of measured electroabsorption (EA) spectra with calculated EA spectra, 
which are obtained by collaborators using a detailed microscopic model. Thus, it will 
describe how the comparison leads to a value of 40meV ±20meV type-II for the 
GaAsSb/GaAs conduction band offset.
The fifth chapter will then present results of MS and EL of a full fledged 
VCSEL structure with GaAsSb QWs. Here the main focus will be on the investigation 
of the alignment of energy positions of the QW and the cavity mode, and a compa­
rison of the results to parallel device measurements by collaborators.
The sixth chapter deals with the new GaNPAs material grown on GaP, which 
has potential to lead to integrated optics in Si. It will give preliminary PL and MS 
results of edge-emitter structures and compare them to a simple QW model.
The seventh chapter will then look at GaN-based AlGalnN RCLEDs aimed at 
plastic-optical fibre based bus systems for automobile and avionic applications. It 
comprises a study of the built-in electric field of the QW, using a comparison between 
electroreflectance measurements and a simple QW model; as well as studies of the EL 
and the carrier lifetimes in comparison to existing AlGalnP RCLEDs.
The eighth and last chapter contains a summary of the conclusions and some 
future perspectives.
Quote
“Why is your shield white?”
“Because all the colours are in white!”
From: “A letter to the king“
Freely translated from the German version of the children’s book 
“Der Brief an den Konig” by Tonke Dragt
“Warum ist Euer Schild weiss?” 
“Weil im Weiss alle Farben sind!”
Glossary
A Non-radiative recombination parameter
a  Absorption coefficient
a s & ps Seraphin coefficients
av & pv Varshni parameters
B Radiative recombination parameter
c velocity of light in vacuum
C Auger-recombination parameter
CBO Conduction-band offset
CER Contactless electroreflectance
CM Cavity mode
D Higher order non-radiative recombination coefficient
DH Double-hetero (structure)
e Electron charge
en Confined electron state in a QW
8  Dielectric constant
E Energy
EA Electroabsorption
Ec Energy position of the conduction band edge
Eg Energy gap
Ev Energy position of the valence band edge
Evc Energy of a photon to lift electron from valence to conduction band
EL Electroluminescence
ER Electroreflectance
F Electric field
FTTH Fibre to the home
h Planck’s constant
hhn Confined heavy hole state in a QW
I Current
ITO Indium tin oxide
J Current density
k reciprocal lattice vector
kB Boltzmann’s constant
K Imaginary part of the refractive index
Laser Light amplification (by) stimulated emission (of) radiation
lhn Confined light hole state in a QW
MR Modulated reflectivity
n Refractive index
N Carrier concentration
NSM New semiconductor materials (electronic archive)
PL Photoluminescence
PMMA Poly-methyl-meth-acrylat
POF Plastic optical fibre
PR Photo-modulated reflectivity
PT Photo-modulated transmission
QW Quantum well
R Reflectivity
RCLED Resonant-cavity light-emitting diode
SMSR Side-mode suppression ratio
SNR Signal to noise ratio
VBO Valence-band offset
VECSEL Vertical-extemal-cavity surface-emitting laser
VCSEL Vertical-cavity surface-emitting laser
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1. Introduction
It has been nearly a hundred years since H.J. Round first discovered a faint 
glow from solid state luminescence in carborundum (SiC) crystals1. It has been a long 
way since then, but steady progress has been made: from the prediction of stimulated 
emission by Einstein in 1916 , to the discoveiy of the transistor by Bardeen, Brattain 
and Shockley in 19563, culminating in the development of semiconductor lasers and 
detectors in the 1960s and 1970s4, which are part of the physical layer of what we call 
the Internet today5.
1.1 Introduction to optical communication
Since the dramatic improvement of semiconductor lasers in the early years of 
research the devices proved reliable enough in the mid-1980s to be installed in 
undersea optical cables6, which presently span the entire world. From the early 
considerations to improve telecommunication connections the first commercial 
transatlantic optical cable had a data-rate of about 500Mbit/s, which even then 
surpassed all existing electrical connections. The current technology allows data rates 
of more than 160GBit/s to be transferred over a single core fibre thus allowing not 
only voice communication, but also video-conferencing or the general data transfer of 
the Internet. Similar data transfer rates (up to 8 GBit/s7) exist nowadays in computers, 
but the inter-connectivity between computers is still slowed by the poor connections 
of the “last mile”. Even though improvements are made, e.g. using digital subscriber 
line (DSL) technology on existing copper wires, data transfer rates are typically 
limited to about 2MBit/s, which is insufficient for applications such as video-on- 
demand or video-conferencing. To close this gap in bandwidth is the aim of fibre-to- 
the-home (FTTH) projects around the world8. However, this still needs lower costs for 
emitters. This is the fundamental motivation of this thesis in which materials for 
optical communication devices of the future are investigated. This chapter serves as 
an introduction to optical communication and will explain terminology of opto­
electronic semiconductors that is needed for the subsequent chapters.
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1.2 Optical fibres
The general arrangement of an optical interconnect system consists of an 
emitter, typically a semiconductor laser diode (LD) or light emitting diode (LED), and 
a receiver, being a photo-diode or a photo-transistor. The light between the emitter 
and receiver can either travel in free space or is guided using an optical fibre. Such a 
fibre consists of a core with a high refractive index and a cladding with a lower 
refractive index (see Fig. 1.1). The light is then guided by total internal reflection 
from one end to the other. The only losses that occur are due to scattering and 
absorption (e.g. at impurities). Nowadays silica fibres have been demonstrated with 
losses as low as ~0.1dB/km, thus making them ideal for long distance communication 
at wavelengths of 1.3pm and 1.55pm9.
Acceptance 
cone ^ Core
Cladding
Fig. 1.1 Schematic of an optical fibre. It consists of a core with a higher refractive index than the 
surrounding cladding layer, thus allowing the guidance of light incoming from the acceptance 
cone due to total internal reflection.
The maximum transmission length of a fibre is not only dependent on the 
absorption, but also on the dispersion. So-called modal dispersion occurs in step-index 
fibres as displayed in Fig. 1.1; when the light travels in a zigzag along the fibre it goes 
a longer way than if it just travels along the centre of the core. Thus the light pulses, 
which carry the information, are smeared out in time. This effect is very pronounced 
in plastic-optical fibres (POF) systems (see later section 1.5 and chapter 7) as core 
diameters up to one millimetre are used. It can be reduced by using graded index 
fibres, where the light travels faster along the rim than in the centre of the core, or by 
using single-mode fibres, which have typical core-diameters of less than 10pm. In 
single mode fibres, usually made of standard silica, there exists only the intrinsic
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chromatic or material dispersion, which is due to slight differences of the refractive 
index for different the wavelengths of light pulses. For fused silica fibres the material 
dispersion is zero at 1.3 pm, and hence it is desirable to design emitters at this 
wavelength. The dispersion minimum can be shifted by varying the index profile, thus 
zero dispersion fibres have also been demonstrated at the absorption minimum of 
1.55pm10.
1.3 Semiconductors as detectors and emitters
In general one can describe the simplified bandstructure of single-crystalline 
solid-state bodies to arise from the overlap of the electron levels of the single atoms, 
split due to the quantum mechanical coupling of their respective states (see Fig. 1.2).
A
E?<5ca>
single atom 2 atoms metal insulator semi-conductor 
solid state body
Fig. 1.2 Simplified model of the energy levels of an atom, the splitting due to the coupling of the 
states in the presence of another atom and the formation of bands for multiple atoms of a solid 
crystal; either a metal, or an insulator / semi-conductor, depending on whether the Fermi level 
(Ef) lies in an allowed band or in a bandgap, respectively.
The quantum-mechanical coupling of many atoms forms quasi-continuous 
energy bands separated by gaps, which are energetically forbidden for the electrons. 
Neglecting temperature effects, the allowed states of the bands are filled with 
electrons up to the Fermi energy (E f) . If this energy happens to lie within a band one 
obtains a metal, whereas if it lies in a gap, the result is an insulator or a 
semiconductor, depending on the size of the bandgap (Eg). Typically Eg ~ 3eV is
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taken to be the threshold below which an insulator is considered to be a 
semiconductor, corresponding to the probability of having thermally excited, 
conducting electrons at room temperature.
As mentioned in the last section, the emitters and the detectors on either side 
of an optical interconnect system consist of semi-conducting material, that converts 
the electrical into an optical signal and vice versa. The physical process of the 
detection is due to absorption (see Fig. 1.3 a)). In this case an incident photon with 
energy Ephoton =frm  excites an electron (filled circle) from the valence band (band
edge at Ev) into the conduction band (band edge at Ec), leaving a vacated place, a hole 
(open circle). Such process requires Ephoton to be larger or equal to the bandgap (Eg) 
between Ev and Ec. If the semiconductor is biased, the electron and the hole are 
separated and one can register an electrical current.
u
Fig. 1.3 Schematic drawings of “induced” absorption a), and spontaneous b) and induced 
emission c). The drawing shows the simplified bandstructure of a semiconductor, with the edges 
of valence (Ev) and the conduction band (Ec). The sinusoidal arrows indicate photons.
If they are not separated by an electric field within a finite time (typically 
nanoseconds) after excitation the electron recombines with the hole; and the energy 
can be released as a photon having an energy Eph0ton ~ Eg (Fig. 1.3 b)). This is more 
probable in a direct bandgap semiconductor, such as GaAs or GaN, than in indirect 
semiconductors, such as Si or GaP, since it does not require an additional phonon for 
momentum conservation. The process is known as spontaneous emission and is the 
desired process in normal LEDs and resonant cavity LEDs (RCLEDs, see section 1.5).
Alternatively an existing electron-hole-pair (also known as exciton) can 
interact with another photon. In this case it is possible that the energy stored in the 
exciton is released in a second photon, which is coherent with the incident one, thus 
resulting in an amplification of the light. This third process is known as induced or
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stimulated emission (Fig. 1.3 c)) and is the basis for operating semiconductor lasers. 
However, this process has to compete with absorption for the incident photons and 
therefore it is only able to prevail when there is a higher density of electrons in the 
conduction than in the valence band, a situation known as population-inversion. This 
is very unlikely to happen spontaneously at room temperature and requires an external 
excitation (see later section 2.2), which is also known as pumping. If this excitation is 
strong enough, the incident light becomes amplified and the amplifying material is 
said to provide gain. While gain is the first necessity for a semiconductor laser, the 
second one is optical feedback. In the simplest case this feedback is provided by 
cleaved facets of an edge-emitting laser, as the change in refractive index between the 
semiconductor and the air provides sufficient back-reflection of the order of about 
30% (see later Fig. 1.4 and Fig. 1.9).
METAL
CONTACT
CURRENT
P - T Y P E
GaAs / 
homo-junction
CURRENT
~ 0.2 pm GaAs 
Active Layer p-type
AIGaAs
n-type
AIGaAs
Fig. 1.4 Schematic drawings of a homo-junction (a) and a double-hetero-junction semiconductor 
laser (b) based on GaAs (adapted from Agrawal and Dutta4).
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Thus a semiconductor laser is, in the simplest version, just a slab of material 
whose cleaved edges form a laser cavity. As the light that leaves the cavity is lost for 
the lasing process the pumping needs to compensate for this and other loss 
mechanisms, such as spontaneous emission, scattering or non-radiative processes. As 
the stimulated emission is the fastest process, it dominates once a critical carrier 
density is reached, a point known as threshold. All additional excited carriers are then 
taking part in the stimulated emission process, resulting (theoretically) in a differential 
efficiency of 100%. In real devices this value is lowered e.g. by increased ohmic 
heating. Therefore, a major design criterion is to have a low threshold carrier density.
In order to investigate this further one needs to look at the pumping process. 
The two ways of providing excitation are either optical or electrical pumping. The 
optical excitation for instance is used when electrical pumping is not feasible, e.g. for 
photoluminescence (PL) measurements or for vertical external cavity surface emitting 
lasers (VECSELs) and is generally provided by another electrically pumped laser. The 
electrical pumping makes semiconductor lasers very attractive due to the high 
efficiencies and the possibility of direct modulation. It can be done in a simple way by 
forward-biasing a p-n junction. As a matter of fact the first semiconductor lasers were 
such simple homo-junctions of n- and p-type GaAs (see Fig. 1.4 a))11,12,13.
1.4 Semiconductor laser engineering
Even though the GaAs homo-junction lasers showed that lasing from semi­
conductors was possible, the liquid-He temperatures required in the laboratory were 
unsuitable for communication applications. Therefore one needed significant 
improvements in operation temperature and efficiency, some of which will be 
discussed next.
1.4.1 Double-hetero-structures
The first semiconductor lasers were very inefficient, since there was nothing to 
stop the injected carriers from diffusing past the active region (leakage) and
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recombining somewhere where they did not participate in the lasing process. This 
improved when progress in the crystal growth (development of liquid-phase-epitaxy) 
allowed the growth of double-hetero-structures. In this case the active material was 
surrounded with material having a greater bandgap, e.g. GaAs surrounded with 
AIGaAs (see Fig. 1.4 b))14. The higher bandgap of the surrounding material acts as 
potential barrier for electrons and holes and thus the carriers are confined stronger to 
the active layer. This accumulation of carriers allows very efficient recombination. 
Another advantage of a double-hetero-structure is that, due to the higher bandgap, the 
barrier material is not only transparent for the radiation from the active region, but 
also has a lower refractive index and confines the optical field by total internal 
reflection. Both the electrical and the optical confinement allowed threshold current 
densities which are several orders of magnitude lower than for homo-junction devices, 
enough for room temperature continuous wave operation.
1.4.2 Reduced dimensions
In the 1980’s further advances in growth techniques, leading to molecular 
beam epitaxy (MBE) and metal-organic vapour-phase epitaxy (MOVPE), allowed the 
deposition of only a few mono-layers of different materials. This results in the 
formation of a quantum well (QW) and the quantisation of the confined states in one 
dimension. The quantisation changes the shape of the joint density of states (JDOS, 
see section 2 .1 ) from the square-root dependence in bulk material to a step like 
function. Hence it increases the number of states close to lowest energy, from which 
the lasing occurs (see Fig. 1.5).
The increased JDOS leads to another reduction in the threshold current density 
in devices utilising QWs in the active region. Further improvement was found when 
increasing the number of confined dimensions; however, external patterning proves 
very difficult, due to the small length-scales involved. Therefore quantum wires are 
still scarcely reported in the literature15. Quantum dots (QDs), on the other hand, were 
found to grow on their own when the lattice constant of the dot medium was suitably 
mismatched against the host crystal’s; one then speaks of self-assembled quantum 
dots16. Theoretically, lasers with QDs as active medium should be “thresholdless” and 
indeed the lowest threshold edge-emitting lasers were achieved using QDs17.
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Fig. 1.5 Idealised joint density of states (JDOS) as a function of energy, for bulk material (3D), 
quantum wells (2D), quantum wires (ID) and quantum dots (OD).
However, QD lasers have the drawback that, due to the 8 -function-like peak of 
its JDOS and the large energy gaps between the confined states in the dots, carriers 
cannot relax fast enough to the ground state. This so called “phonon-bottleneck” 
becomes apparent for high intensities, and the lasing process then switches to higher
1 o
order transitions . While this does not matter for multimode high power 
applications19, such “mode-hops” are very undesirable for communication lasers. 
Therefore single-mode QD lasers are limited to a few mW output power20. For this 
reason high power QW lasers are still preferred over QD lasers in telecommunication 
applications.
1.4.3 Bandgap engineering
As was mentioned in section 1.2 standard silica fibres have their dispersion 
minimum near 1.3pm and their absorption minimum near 1.55pm. Therefore lasers 
for optical communication should be designed to emit at these wavelengths. As the 
emission wavelength of a laser is determined by the bandgap of the semiconductor, 
which is used as the active medium, the growth of layers with the right bandgap on 
lattice matched substrates is called bandgap engineering.
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Fig. 1.6 Diagram of the lattice constants and bandgaps (and corresponding emission wavelengths) 
of group IV and III-V semiconductors (squares), their ternary alloys (lines) and dilute nitrides 
(arrows). Solid black lines denote direct and dashed lines indirect bandgap material. Highlighted 
are also the dispersion and absorption minima of silica fibres at 1.3pm and 1.55pm respectively 
(grey dashed lines). Figure adapted from Vurgaftman et al.27.
As none of the elemental (group IV) and binary III-V semiconductors have the 
right bandgap, one needs ternary, such as InGaAs or GaAsSb, or quaternary (e.g. 
InGaAsP, AlGalnP) materials. Quaternaries allow matching the required bandgap to 
the communication wavelengths (1.3 and 1.55pm) as well as the lattice constant of a 
binary host crystal (e.g. GaAs or InP), by adjusting the composition. In particular, 
InGaAsP, grown lattice matched to InP21, has been the most successful material for 
optical communication lasers and is nowadays widely used (see Fig. 1.6).
Recently dilute nitride materials such as GaNAs and GalnNAs have drawn 
attention, as small amounts of nitrogen in these crystals dramatically reduce the 
bandgap22. This happens due to an interaction of the nitrogen levels with the host 
conduction band. The two bands repel each other, which is known as the band anti­
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crossing effect23, causing the conduction band edge to be pushed down in energy (see 
later section 6.1). The advantage of GalnNAs is that it can be grown lattice matched 
on GaAs, which offers lower costs in comparison to InP substrates. Growing on GaAs 
substrates also allows easier fabrication of vertical cavity surface emitting lasers24  
(VCSELs, see next section).
Very recently GaNPAs has been proposed as a material to grow lattice 
matched QWs on silicon, thus allowing fully integrated opto-electronic devices, 
compatible with current chip technology25. Alternatively it might lead to improved Si 
based multi-junction solar cells26.
Another parameter that influences the bandgap is strain. QWs of ternary 
materials (e.g. AIGaAs, GaAsSb or InGaN) are automatically strained, when they are 
grown pseudomorphically on binary substrate such as GaAs or GaN, since the 
individual binaries have different lattice constants (see Fig. 1.6). Growing strained 
layers had previously been avoided, since such a layer only grows perfect until it 
reaches a finite critical thickness. When this critical thickness is exceeded, the new 
layer relaxes via the formation of dislocations. As such dislocations are efficient non- 
radiative recombination centres (see section 7.3), they have to be avoided.
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Fig. 1.7 Schematic deformation of a quantum well (QW), when the QW material has a larger 
lattice constant than the host crystal. In this case GaAsSb QW material becomes compressively 
strained in the plane of growth when it is grown on a GaAs substrate. Open circles represent 
GaAs sub lattice and the grey circles symbolize the GaSb.
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Fig. 1.7 shows the case for a GaAsSb QW on GaAs, which will be discussed 
in greater detail in chapter 4. In this example the bond length of GaSb is larger than 
that of GaAs . Therefore the material becomes compressively strained in the plane of 
growth. This strain is partly released perpendicularly, thus it has tensile strain in the 
direction of the growth. One can resolve the strain into a hydrostatic component and a 
purely axial component4.
While the hydrostatic strain directly changes the bandgap energy (see Fig. 1.8. 
a) and b)), the axial strain lifts the degeneracy of light and heavy holes in the valence 
band at the centre of the Brillouin zone (T-point). When the material is compressively 
strained in the plane of the growth (corresponding to the ky direction), this lifts the 
light-hole band (LH) above the heavy hole band (HH) along k||. Due to the partial 
compensation of the strain in the direction of the growth (corresponding to the kj_ 
direction), i.e. tensile strain, the situation is vice versa. If the HH/LH band notation is 
kept in the kj_ direction, this means that the holes in the HH band have actually lighter 
effective mass in the k|| direction than the in the LH band.
CB
u
HH
LH
SO
r
CB
HH
LH
SO
r
Fig. 1.8 Band diagrams of a direct gap semiconductor near the centre of the Brillouin-zone (F). In 
the unstrained case (a) the light (LH) and heavy hole (HH) bands are degenerate and separated 
from the conduction band (CB) by the bandgap Eg and from the spin-orbit split-off band (SO) by 
the energy As0. When the material is compressively strained (b) in the plane of growth 
(corresponding to ty) Eg increases and the HH and LH bands split, where the notation shall be 
kept in the direction of the growth (corresponding to ki). Figure adapted from O’Reilly and 
Adams28.
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This has a dramatic effect for lowering the threshold current of a laser. Firstly, 
the band splitting and the lighter effective mass in the plane of the growth reduce the 
number of valence band states at the band edge, thus significantly reducing the 
amount of states that require population inversion29.
As threshold can now be reached at a lower carrier density, it affects the 
higher order non-radiative recombination, namely the Auger effect (see also sections
2.2 and 2.6). In the Auger effect the energy from an electron-hole recombination is 
transferred to a third carrier, thus it has a cubic dependence on the carrier density. 
However, not only the energy needs to be transferred, but also the momentum. 
Therefore the process is more likely to happen when the dispersion of conduction and 
valence bands are similar, which means that an energy transfer to a light hole is more 
probable than to a heavy hole. When strain lifts the HH band in energy for kj_, the HH 
band becomes energetically favourable for holes. As less holes are now in a position 
(in the LH band) to be excited by the Auger process, the latter is partly suppressed, 
resulting in a further reduction of the threshold current. However, as different Auger 
processes exist, one generally needs to find an optimum value of the strain30. Strain 
also plays a role in the design of QWs for vertical cavity surface emitting lasers 
(VCSELs), which will be introduced in the next section.
1.5 Micro-cavity structures, VCSELs and RCLEDs
Even though semiconductor lasers have a much greater longitudinal mode 
spacing than, e.g. colour centre solid state, dye, or gas lasers, it is still possible that the 
lasing mode “hops” to another frequency when the gain varies e.g. as a function of 
temperature. Therefore edge-emitting lasers need active temperature stabilisation, 
which makes them expensive. Hence, in order to find a single frequency device 
without temperature stabilisation one needs additional optical feedback. This can be 
done by using micro-structuring, either of the laser-slab itself as distributed feedback 
(DFB) laser or adjacent to it by using a distributed Bragg reflector (DBR). Such an 
additional photonic structure creates an optically forbidden region (stop band), 
singling out one energy of the cavity mode (CM). The energy position of the CM 
itself (E cm)  is much more stable with temperature than the transition energy of the
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QW (Eqw), because the changes of the physical length of the laser and its refractive 
index are less temperature sensitive than the electron-phonon interaction, which 
governs the temperature dependence of the material’s bandgap (see section 2.5.2).
The manufacturing of micro-structures is very costly and in order to 
circumvent this, one has to abandon the edge-emission design and change over to a 
vertical one, where DBRs can be grown in a single step epitaxy together with the rest 
of the structure (see Fig. 1.9). A vertical micro-cavity structure results in narrow line- 
widths (of the CM) and very wide cavity mode-spacing (spectral purity), wider than 
the gain of the QWs. Therefore mode-hops cannot occur, thus reducing the need for 
active temperature stabilisation. It also offers the advantages of: having circular 
apertures, making them ideal for fibre coupling; low threshold currents, due to the 
small size of the active region and the emission enhancement of the narrow cavity 
mode; the possibility of array formation for multi-fibre applications; and the 
possibility of testing individual VCSEL devices on the frill wafer, thus reducing the 
overall costs of manufacturing.
circular a 
emission
elliptic emission
DBR
mirrorconfinement
confinement bottom
DBR
mirrorfacet
mirror
(ARC)
facet 
mirror 
(high R)
vertical micro-cavity emitteredge emitter
Fig. 1.9 Schematic design of an edge emitting and a vertical laser structure. While for the edge 
emitter the mirrors are just the cleaved facets (occasional with some coating), the mirrors for a 
surface emitter consist of distributed Bragg reflector (DBR) stacks.
However, changing from edge to surface emission greatly reduces the overlap 
of the light field with the active medium, as the cavity lengths are now very short,
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only up to app. five times the emission wavelength (~ 1-3 pm, hence the name micro­
cavity structures). Even when the QWs are placed in the anti-nodes of the standing 
wave, a VCSEL requires mirrors that have a high reflectivity of >99.9%, in order to 
have sufficient gain via multiple passes of the light through the QWs.
Originally metallic mirrors were used31, but soon it was realised that only 
DBRs could provide enough reflectivity32. The DBRs for a VCSEL consist typically 
of 20-40 alternating pairs of layers with high and low refractive index, each having an 
optical thickness of an app. quarter of the wavelength of the intended maximum in 
reflectivity. The resulting spectral reflectivity consists of a stop-band with adjacent 
interference features next to it (see Fig. 1.10). The dip close to the middle of the stop 
band results from the CM and its shape reflects the absorption within the cavity.
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Fig. 1.10 Typical normalised reflectivity spectrum of a vertical cavity surface emitting laser 
(VCSEL) structure. The cavity mode dip filters out the quantum well emission at its respective 
energy, while the Bragg mirrors suppress emission at all other energies.
Optimal operation of a VCSEL requires that E cm , the peak of the QW gain 
(E qw) ,  and the maximum reflectivity of the DBR (E dbr)  match very closely 
(E c m  ~  E q w  ~  E dbr)- This strains epitaxial growth techniques to their limits, as it 
requires each of typically >100 layers to be grown within -1% accuracy. If a VCSEL 
is tuned to that condition at operation temperature, which is usually slightly above
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room temperature to allow for internal heating, it results in very low threshold 
currents. This is partly by reducing the active volume in comparison to an edge- 
emitting laser, since the material gain is fixed and partly due to the CM-emission 
enhancement. Thus, VCSEL devices were demonstrated which had threshold currents 
as low as a few microamperes33. Another advantage of VCSELs is the small carrier 
relaxation time-constant, due to the recombination enhancement of the cavity, which 
enables VCSELs to be operated at frequencies of >10GHz.
A close relative to the VCSEL, the RCLED, is also a vertical micro-cavity 
device, but as lasing is not desired, the number of mirrors is reduced. This relaxes 
somewhat the tight growth conditions for VCSELs34. Typical reflectivities of the 
order of 90% are sufficient, so that metallic mirrors are used occasionally. RCLEDs 
aim for an application in the mid and lower bandwidth range of ~100Mbit/s, as the 
modulation speed is limited by the spontaneous recombination time, which is of the 
order of -Ins. This only offers a weak advantage in comparison with a standard LED, 
but results in a slightly improved radiative efficiency35. The lower temperature 
dependence of the emission wavelength and the directed emission makes RCLEDs 
ideal for coupling to POF communication systems. The bigger diameter of POFs in 
comparison with silica fibres offers easy handling and improved resistance against 
vibrations. Therefore RCLED-based POF communication systems are very suitable 
for avionic and automotive applications36 (see chapter 7).
1. 6  Aim and content of the thesis
As mentioned in the first section, the main, challenge for optical 
communication is to reach the consumers via FTTH and the resulting requirement of 
cost-performance optimised emitters, which are best obtained using micro-cavity 
technology. For the development of new, and optimisation of existing, micro-cavity 
devices one needs to accurately determine Eqw and Ecm- While the latter can be found 
in simple photoluminescence or reflectivity measurements, the measurement of Eqw 
used to require destructive methods, such as etching off the top DBRs, or cleaving the 
wafer and studying the luminescence from the edge. So far, as the only non­
destructive method, modulation spectroscopy has proved to be an effective tool to
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measure E c m  and E q w  simultaneously37 and it is therefore widely employed in this 
thesis to study VCSELs and RCLEDs as well as conventional QW material.
While this chapter gave a brief introduction to the terminology and 
development of optical communication, the next chapter will describe in more detail 
the theory, which is necessary to understand the photo-voltage (PV), photo- and 
electroluminescence (PL and EL), modulation spectroscopy (MS), and frequency 
response experiments. It will describe the different line-shapes observed in the 
experiments, giving some quantitative and some qualitative models. It will especially 
discuss the MS lineshapes originating from micro-cavity structures and introduce the 
different observed phenomena (“amplitude resonance” and “anti-symmetry” effects) 
when E q w  and E c m  are brought into resonance37. This leads on to the third chapter, 
where the utilised experimental set-ups will be described.
The fourth chapter gives an introduction o f the strained pseudomorphic 
GaAso.65Sbo.35 grown on GaAs, which is thought to be a suitable material for QWs in 
GaAs VCSELs for FTTH applications. Here especially the GaAsSb/GaAs conduction 
band alignment is still a matter of discussion38,39 and is studied using PL, PV, and MS 
techniques. At first the low temperature PL is investigated and it will be shown how a 
small type-II conduction band offset (CBO) can be inferred40. This value is quantified 
using a comparison of measured PL peak positions with calculated transition energies 
from a simple one-dimensional QW model. It will also be shown that strong low- 
energy interference oscillations (LEIOs) are encountered during photo-modulated 
reflectivity and transmission (PR and PT) measurements at room temperature and 
how, in a detailed investigation of the LEIOs41, the responsible layer can be identified. 
This leads to the development of strategies to prevent the LEIOs, such as using 
different excitation lasers or direct electric field modulation.
Subsequently it is shown how the electroabsorption (EA) measurements in 
comparison with a simple one-dimensional QW model corroborate the value for the 
CBO. It is then explained how the EA results are improved, when the built-in electric 
field, estimated via electro-modulated reflection (ER), is compensated by external 
bias voltage and compared to calculated EA spectra, obtained by external collabo­
rators with a microscopic model. Thus, it will be shown how that comparison yields a 
more accurate value of 40meV ± 10meV type-II for the GaAso.65Sbo.35/GaAs CBO 
than previously available in literature.
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The fifth chapter then presents results of surface reflectivity, ER, PV, and 
edge-EL measurements of a full fledged GaAs based VCSEL structure, which 
contains GaAso.6 5Sbo.35 in the QWs42. Here the main focus will be on the investigation 
of the alignment of E q w  and E c m  using angle-dependent ER and on a comparison the 
ER results to a simple model of the QWs. It will be shown how an indication is found 
that E q w  and E c m  are incorrectly aligned for room temperature operation, how 
temperature-dependent ER and edge-EL measurements corroborate this finding, and 
how this is confirmed by a temperature-dependent study of the threshold current of 
VCSEL devices by collaborators.
In the sixth chapter the new GaNPAs material grown on GaP is introduced43, 
which has potential for future chip-to-chip communication and integrated opto­
electronics in Si. It describes preliminary PL and MS results of edge-emitter laser 
structures, showing the encounter of confusing localisation and interference effects, 
especially the occurrence of obscuring LEIOs in PR. Thus it will compare the findings 
of PL, PR, ER, and EA, and how this comparison leads to a temperature-dependent 
EA measurement. It will also demonstrate how the latter allows the determination of 
low temperature QW transition energies, despite the LEIOs and compares these 
energies to simple QW calculations, which include the usage of a simple two-level 
band-anti-crossing model. This comparison allows a more accurate inference of the 
nitrogen-content and gives a first tentative hint that carrier leakage might not the 
limiting factor for reaching room temperature continuous wave lasing operation44.
The seventh chapter will then discuss GaN-based AlGalnN RCLEDs aimed at 
plastic-optical fibre based bus systems for automobile and avionic applications45. The 
first part will show the findings of a study of the piezo-electric field of the QW, using 
a comparison between bias voltage dependent electroreflectance measurements of 
actual devices and a simple QW model, and how this compares with values found in 
the literature. The second part will discuss the performance of the new AlGalnN 
RCLEDs in comparison to existing AlGalnP RCLEDs. Here it will study the room 
and high temperature current-dependent EL and the current-dependent carrier 
lifetimes and infer some qualitative information about the different recombination 
paths, such as strong non-radiative recombination in the AlGalnN RCLEDs.
The eighth and last chapter contains the summary of the results and discusses 
some future perspectives. Some more information is given in the appendix, e.g. about
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structural information on samples only described briefly and some further details of 
the GaAsSb spacer series studied in chapter 4.
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2. T heoretical background
This chapter gives an overview of the background theory necessary for the 
spectroscopic methods utilised in this thesis. It will introduce the theoretical concepts, 
in conjunction with some examples, about: photo-voltage, photo- and electro­
luminescence, reflectance and transmittance, and modulation spectroscopy (MS). It 
will briefly reflect the history of MS and explain its usefulness for obtaining 
bandstructure information, especially the advantages for quantum well (QW) and for 
micro-cavity structures. It will conclude with a description of the frequency response 
technique, used to estimate the carrier lifetimes in actual devices. Thus it will lead to 
the experimental set-ups in the next chapter, and the application to new materials in 
the subsequent chapters.
2.1 The joint density of states and photo-voltage spectroscopy
For a semiconductor to be conducting it requires a finite energy (Evc > Eg), 
which can also be provided by absorbing a photon (of energy fico = Evc), to excite an 
electron from the highest occupied energy band, known as valence band, to the lowest 
unoccupied band, which is called the conduction band. An excited electron leaves 
behind a hole in the valence band, which can also migrate and hence conduct (see 
section 1.3). Thus one generally treats the states for electrons and holes together in the 
so called joint density of states (JDOS).
In the simplest model, if one neglects electron-hole interactions (excitons), 
dislocations, impurities, and phonons, the JDOS for a 3-dimensional (3D) bulk 
semiconductor at transition energies Evc > Eg can be expressed as follows1:
where n is the reduced effective mass // 1 = mel +mhl , and me and are the in-plane
effective masses for electrons and holes, respectively. The JDOS is zero below Eg and 
displays a simple characteristic square-root energy dependence above the bandgap.
j d o s 3D(e vc) (2.1)
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If one applies the same simplifications to a 2-dimensional structure (2D), a 
quantum well, the JDOS takes the shape of a step-like (Heavyside) function H  at 
every possible transition energy Em where m is an integer index1:
JDOS2D(E„) = ~£T^ H { E rc- E m) (2-2)
Tin „
For the spectral shape of the JDOS for different dimensionalities see Fig. 1.5.
At this point it should be noted that the JDOS is related to the imaginary part 
of the dielectric function (^) via1:
8 n
= K I - ® O S ( £ re) (2-2)CQ \IIUJ)
where £o is the dielectric constant in the low frequency limit, e the electron charge and 
\MVC\2 the matrix element for an optically-excited transition between electronic states 
in the valence and the conduction band, separated by Evc(=hco). Now the imaginary 
part of the dielectric function can be expressed as: £2 = 2 nrc, where n and /rare the real 
and imaginary parts of the refractive index, respectively. The imaginary part K, also 
known as extinction coefficient, is related to the absorption coefficient a b y1:
K=-£—a= -^ —a  (2.4)2co An v '
where c is the speed of light, 00 the angular frequency and X the wavelength of the 
light. Thus one can see that a  is effectively directly proportional to the JDOS, which 
implies one can characterise the JDOS via optical measurements. At its simplest, this 
means that semiconductors are generally transparent to photons with an energy below 
Eg (where the JDOS = 0) and become strongly absorbing above (where the JDOS and 
a  ~ \[e  ). Therefore one can use, for instance, a measurement of a  to estimate Eg 
using photo-voltage (PV) measurements, which will be described next.
PV measurements of a semiconductor rely on the presence of an electric field, 
which causes the electrons and holes that are generated in an absorption process to 
drift apart. The electric field can either be intrinsic, as in a p-n junction of a light- 
emitting diode (LED) or a laser diode, or it can be applied externally, using a bias, or
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a combination of both. The resulting voltage is then directly proportional to the 
number of incident photons, multiplied with the absorption A (= ad)  of the probed 
material, providing that the sample’s thickness d  is small (e.g. in QWs), so that A «  1 
is fulfilled.
The measurement itself is straightforward, as one uses the dispersed light from 
a suitable white light source, focussed onto the sample, and probes the generated PV 
(for experimental details see section 3.1). PV is a simple method of probing QW 
transition energies via the absorption, since it theoretically results in spectra with the 
aforementioned step-like JDOS function for every QW transition (see equation 2.2).
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Fig. 2.1 Example plot of a photo-voltage (PV) spectrum of a GaAsSb/GaAs/AlGaAs quantum well 
(QW) structure at room temperature (RT). One can see three roughly step-like functions as 
approximated by equation 2.2 from the ground state (GST) and two higher order transitions 
(HOT). The inset shows a numerical differentiation of the PV with respect to energy; the peak 
positions roughly indicate the QW transition energies.
An example PV spectrum for a GaAsSb/GaAs/AlGaAs single QW can be seen 
in Fig. 2.1, where three major transitions are observed. However, due to the finite 
broadening it is difficult to pinpoint exact transition energies. This can be improved 
by smoothing the spectrum e.g. using “gliding average” and numerically 
differentiating it with respect to energy. The result, presented in the inset in Fig. 2.1, 
shows a series of peaks, whose maximum positions give a good approximation of the
RT PV spectrum of GaAsSb/GaAs/AlGaAs QW
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transition energies. However, just taking the peak positions slightly underestimates 
the transition energy due to excitonic effects3 (see R.J. Elliott4). But, in general this 
demonstrates the advantage of “real time” differentiation techniques such as MS (see 
later), which removes the unwanted background automatically during the experiment. 
In the framework of this thesis PV will be used as a complementary technique to MS 
(see section 4.4.2).
2.2 Theory of excitation spectroscopy
As briefly mentioned in the introduction, not only the absorption, but also the 
emission of a semiconductor can be used to characterise its bandgap energy, due to 
the equality of the absorption and emission rates, as was derived first derived by van 
Roosbroeck and Shockley5. For efficient emission to occur, as is necessary for a laser, 
it is essential to have a direct bandgap, since the photons carry negligible momentum.
p h o n o n \ £
V\A>
A/V
-  photon
A /V
photon
direct band gap 
semiconductor
indirect band gap 
semiconductor
Fig. 2.2 Schematic energy bands for a direct (a) and indirect bandgap semiconductor (b). In a 
direct bandgap semiconductor electrons and holes can recombine radiatively directly, whereas in 
an indirect semiconductor a lattice vibration (phonon) needs to be present to conserve 
momentum.
Indirect semiconductors e.g. GaP require the simultaneous participation of a 
phonon to conserve momentum in the electron-hole recombination process (see 
Fig. 2.2). Therefore the radiative emission process is less likely here. It is still possible 
though to obtain spontaneous emission, e.g. for indirect bandgap LEDs, especially if  
they contain additional barrier layers (DH-structures) or radiative centres (e.g. N in
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GaP). In the following the two most common methods for obtaining luminescence 
spectra will be discussed: photo- (section 2.2.1) and electro-excitation (section 2.2.2).
2.2.1 Photoluminescence
A simple non-destructive method to obtain a luminescence spectrum is optical 
excitation via an intense laser beam consisting of photons with an energy hco larger 
than Eg of the investigated semiconductor. The photo-excited carriers relax under the 
emission of phonons to the band edge and are able to recombine from there 
radiatively by spontaneous emission, hence the name photoluminescence (PL).
The resulting emission spectrum shows a peak at about Eg in bulk material or 
at the fundamental transition in a QW. The PL lineshape under low intensity 
continuous wave (cw) excitation of a band-to-band transition in a quasi-equilibrium 
can be described in the simplest case as being the product of the JDOS and a Fermi- 
distribution function2:
IPL(E) = JDOS(E)xf(E) (2.5)
where f(E) describes the combined energetic distribution of the electron and hole 
gases6:
f{E ) = f e{E).fh{E)
exp (■Ec -E qFe)lkBT +1 exp (EqFh-E vy k BT +1
(2.6)
Here ks it the Boltzmann constant, T the carrier temperature, and Eqpe and Eqph are the 
quasi-Fermi levels for electrons and holes, respectively. If one assumes a low carrier 
injection, so that (Ec -  Eqpe) and (EqFh ~ Ev) are much bigger than keT, which occurs 
for the semiconductors with Eg > 0.8eV at no forward bias and the low excitation 
densities < 100W/cm2 studied in this thesis, one can use the approximation of 
Boltzmann’s distribution functions. If one further assumes that Eqpe ~ Eqph ~ Ep (low 
excitation) and Ec - Ev = Eg equation 2.6 simplifies to6:
f [E )~  exp k„T
(2.7)
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The product in equation 2.5 thus gives an approximation of the available electrons and 
holes that can contribute to luminescence (see Fig. 2.3).
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Fig. 2.3 Simplified sketch of the joint density of states (JDOS, black solid curve) for a 3D 
semiconductor with a bandgap of 0.9eV (left picture) and for the quantum well (QW ~  2D) 
example in section 2.1 (right picture). The JDOS is multiplied with the Boltzmann approximation 
of the Fermi distribution functions (broken curve). The product of the two functions gives an 
approximate idea of the shape of a photoluminescence spectrum (grey solid curve).
Here, one observes that the PL of a 3D crystal results in a peak position which 
is slightly above the bandgap (Ipl,max ~ Eg + 0.5-^7); whereas in a 2D structure the 
peaks coincide with the discretisation levels of the QW, if one neglects excitonic 
features as well as broadening and strain effects. Since Eg is typically much larger 
than kpT at room temperature, this is the reason that inter-band luminescence purely 
activated by temperature (thermo-luminescence) is rarely reported in the literature7. 
On the other hand if one excites the carriers optically, e.g. with a laser, it is easily 
possible to observe luminescence.
For real structures, one needs to consider that, at sufficiently high levels of 
excitation (hot carriers), or when samples are heavily doped (Moss-Burstein-shift), the 
states near the band edges are already filled; then recombination also takes place at 
energies higher than the fundamental transition, leading to a blue-shift of the peak- 
position. One also needs to consider finite amounts of JDOS below Eg, e.g. due to 
defects, impurities or excitonic effects. This leads to a so-called Urbach tail of the 
luminescence into the actual bandgap, causing a counteracting red-shift of the
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emission peak. Another issue is the Stark-shift of the bandgap by a possible electrical 
field, which can arise e.g. from a Coulombic interactions of spatially separated 
electrons and holes (see section 4.5) or built-in piezo-electric fields (see section 7.2).
Yet another major factor is broadening T, which occurs in two ways: the 
homogeneous broadening, caused by Heisenberg’s uncertainty principle (natural 
broadening) and phonon-induced scattering (Doppler broadening); and inhomoge- 
neous broadening, caused by effects such as alloy disorder, segregation, and strain. 
While the latter is usually due to the material itself and cannot be removed, the 
homogeneous broadening can be reduced by cooling the sample, as it reduces the 
number of phonons and hence scattering events. Thus the full width at half maximum 
(FWHM) of the PL peak is reduced, resulting in an improved estimate of Eg. All these 
factors make the PL lineshape potentially arbitrarily complex. Throughout the thesis it 
will therefore be approximated that EpL-peak ~ Eg, unless stated otherwise. For a more 
detailed approach see e.g. the PhD thesis of M. Merrick8.
Since a semiconductor sample is usually cooled for PL experiments (see 
section 3.2), it is normal to study its temperature-dependent behaviour, where it is 
often found that the bandgap variation can be approximated with an empirical formula 
suggested by Y.P. Varshni9:
c s >
Here Eo denotes the bandgap at absolute zero and ay and J3y are material parameters, 
which are tabulated for various III-V semiconductors, e.g. in Vurgaftman et al.10.
An example of a room temperature PL spectrum is given in Fig. 2.4, which 
shows the emission of the same GaAsSb/GaAs/AlGaAs QW sample as the PV in 
Fig. 2.1. One observes a single PL peak, which is slightly blue-shifted with respect to 
the first peak position of the differentiated signal of the PV (DPV), i.e. the ground 
state transition (GST). This disagreement can be explained partly due to excitonic 
effects, which create absorption below the bandgap; hence the DPV peak is slightly 
red-shifted. Another part of the disagreement between DPV and PL results from a 
different internal electric field, and hence the quantum-confined Stark-effect (QCSE), 
caused by the metallisation of the sample for the PV experiment and will be explained 
in more detail in section 4.4.1 One also notices a shoulder on the higher energy side in 
the PL spectrum, which is close to the second peak in the DPV. Here luminescence
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occurs from the first higher order transition (HOT), but only weakly due to the low 
occupation, which is much lower than in the idealised theoretical example shown in 
Fig. 2.3. For this reason no signal can be obtained from the second HOT using PL. 
One more thing to notice is the larger FWHM of the PL in comparison to the DPV, 
which results from the homogeneous broadening effects.
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Fig. 2.4 Photo-luminescence (PL) spectrum (black curve) of the GaAsSb/GaAs/AlGaAs single 
quantum well used as example in section 2.2, measured at room temperature. Notice the slight 
blue shift (~10meV) of the PL peak with respect to the first peak of the differentiated photo­
voltage (DPV, grey curve) near 0.95eV and a similar shift between the shoulder in the PL and the 
second DPV peak.
As one can see just from this example, low intensity cw PL at RT is a tool for 
quickly analysing as-grown opto-electronic structures. However, it does not have the 
resolution of PV and MS techniques at room temperature and it is not well suited to 
detect energies of higher order transitions in QWs or to determine the bandgap of 
indirect materials, as is occasionally used for barrier layers.
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2.2.2 Electroluminescence
Another simple method for obtaining luminescence is to inject carriers into an 
active region electrically, hence the name electroluminescence (EL). This method 
employs operational conditions close to those of the actual devices. However, it is 
applicable only at the final stages of a device manufacturing process, because it 
requires a p-n junction and contacts. As contacted laser structures and fully processed 
devices were investigated in the course of this thesis, EL shall be described here.
EL has the advantage over PL that it mainly occurs close to flat-band electric 
field conditions, meaning the built-in field due to the doping, and hence the possible 
QCSE, are strongly reduced. Another advantage of the EL is the sole excitation of the 
active region, in contrast to PL which usually excites the whole structure. Thus, EL 
can avoid additional recombination from surface and interface states, which 
occasionally confuse the QW signals in PL (see later Fig. 2.6 or section 7.2.4).
electric field
n-barrier
electrons
i-Q W s f le? ron- p-barrier
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Fig. 2.5 Schematic drawing of quantum wells in a p-i-n junction of an opto-electronic device 
under forward bias, indicating different recombination paths for electrons and holes: non- 
radiative recombination (dashed grey) and radiative recombination (solid grey) as explained in 
the main text.
The efficiency of the EL itself mainly depends on the bandstructure design, as 
explained in the introduction (section 1.3). Therefore, only a fraction of the injected 
carriers actually contribute to the emitted light of the right wavelength (see Fig. 2.5 
process (b)). In other cases a carrier may be trapped and can recombine either purely 
non-radiatively (Shockley-Hall-Read recombination) or radiatively at an unwanted 
wavelength (a). Alternatively the energy from the recombination is transferred to a
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third carrier (Auger process, (c)) or carriers leave the active region by thermionic 
leakage and recombine somewhere else in the structure (d) or at the contacts.
When a p-i-n device is biased in forward direction, the Fermi-level splits into 
separate quasi-Fermi-levels for electrons (EqFe) and holes (EqFh) in the intrinsic region 
by AEp = EqFe -  Eqph due to the injected carriers. Thus the terms (Ec -  EqFe) and 
(EqFh -  Ev) in equation 2.6 become small enough (~ ksT) and sufficiently large 
amounts of carriers to populate the bands, resulting in radiative recombination of 
energy fio) from the band edges (tico ~ Eg) or in case of QWs from the lowest 
confined states {fico ~Eeihi). The necessary external forward bias is given by11:
(2.9)
Therefore, the magnitude of the forward bias voltage required for EL to occur is an 
indicator for the quality of the doped layers and interfaces of the device: a Vjw 
significantly higher than the built-in potential (~ Eg-e1) indicates additional series 
resistances (Rs) due to poorly doped layers or interfaces12.
Photo- and Electroluminescence 
T of a GaAsSb/GaAs laser structure10000
PL
EL
-T 1000
I GaAsSb A 
QW emission)
defect 
■ luminescence GaAs barrier emission
100
energy, eV
Fig. 2.6 Example of room temperature photo- (PL) and electro-luminescence (EL) of an edge- 
emitting laser structure. Notice the wider full width of half maximum of the quantum well 
emission in the PL. The latter is also confused by additional defect luminescence, possibly from a 
different layer far above the QWs, since it does not occur in the EL.
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Some more details of the recombination mechanisms will be discussed in 
section 2.6; at this point it shall be stated only that the radiative recombination is of 
interest for the emission spectrum, which has a comparable shape to a PL spectrum, 
due to similar arguments given in section 2.2.1. However, as mentioned above, the EL 
results mainly from emission in the QW active region, while in PL all other excited 
layers can contribute to the emission. This is demonstrated in Fig. 2.6, where in a PL 
experiment of a GaAsSb/GaAs/GaAsP/AlGaAs laser structure one obtains mainly 
emission from overlying the GaAs layers, while the luminescence from the QW is 
very weak and broad. An EL experiment on the same sample resulted in a much 
narrower FWHM of the QW emission, indicating that the PL of the QW is broadened 
on the low energy side by deep defects. From this comparison it can also be inferred 
that the defect containing layer is somewhere outside the QW region (possibly above), 
where it can be stimulated by the excitation laser.
Even though luminescence experiments are very simple, their ability to 
accurately obtain transition energies in QWs is limited by the broadening effects 
(discussed earlier) or by possible photonic effects, e.g. of micro-cavities (see later 
section 2.5.1). Therefore, more detailed measurements, probing the absorption or 
reflection, are introduced next.
2.3 Reflectance, Transmittance and Absorption
If a sample has an indirect bandgap (e.g. GaP) or a complex photonic structure 
(e.g. a micro-cavity), luminescence measurements can be of limited use. In this case it 
may be more useful to probe the absorption (A), transmittance (T) or reflectance (R) of 
a sample, which, if one neglects scattering, are related by the simple formula:
R + A + T =  1 (2.10)
As mentioned in section 2.2., one can utilise built-in electric fields to probe the 
absorption using PV spectroscopy. If the sample does not possess a built-in field or is 
not contacted (e.g. due to an insulating substrate), it is easier to measure A directly 
instead of PV. Another occasionally arising situation is that the sample is strongly 
absorbing in the region of interest, i.e. due to an opaque substrate. In this case one
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may need to rely on R rather than A measurements. The reflectance itself can be 
formulated e.g. for a single air-matter interface by Fresnel’s equations as2:
I i2 _ cos d -y jh 1 -s in 1 6
cos9 + y/n2 -s in 2 6
h2 cos 6  -  4 n2 -  sin2 6
n2 cos^ + V ^ -s in 2^
(2.11)
Here Rp and Rs are the real intensity reflectivity coefficients (reflectance) while rp and 
rs are the associated complex electric field amplitude reflectivities of the reflected 
light, polarised parallel and perpendicular to the plane of incidence, respectively. The 
complex refractive index of the bulk layer is denoted with n = n + i/c, and the angle of 
incidence with 0. The complex refractive index h is related with the complex 
dielectric function e  via e  = h2 , resulting in ex =n 2 - K 2 for the real part of the 
dielectric function and e2 = 2nK for the imaginary part.
Analysing the polarisation state as a function of wavelength of the reflected 
beam is the field of spectroscopic ellipsometry, which is a very useful technique for 
investigating bulk material properties or single thin films13. However, the analysis of 
multiple layer stacks using ellipsometry is very challenging; therefore in the 
framework of this thesis structures are mostly investigated using ordinary, or 
modulated, reflectance.
In order to avoid polarisation issues, reflectivity measurement are often done 
at normal incidence, where equations 2.11 for the single air-matter interface simplify 
to:
( n - 1) + k  R=±  L -
( w  +  l )  +AT
(2 .12)
However, every layer of a semiconductor structure contributes to the final 
reflectivity spectrum and all need to be considered. This is done most conveniently 
using transfer matrix calculations14, or the Jones matrix formalism15. To summarise 
the latter briefly, one describes the influence on the transmitted and reflected electric 
field amplitudes of the left- and right-travelling waves at each interface using an 
“interface transmission matrix”, and the transmission through each layer with a “layer
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propagation matrix”. Using the boundary condition that no light re-enters the structure 
once it is transmitted to the far side of the structure (i.e. the substrate), the individual 
matrices for each layer and interface are multiplied together, resulting in a final 2x2 
stack matrix S  for the whole structure1:
e c°11 12
V 21 ° 2 2  y
(2.13)
2
1R = Sl2 and T = ^ -
S22 *22
One obtains the field strengths for the reflected and transmitted light and hence the 
intensity of the reflectance and transmittance at normal incidence according to1:
(2.14)
Here ni and tin are the refractive indices of the first and last layer of the structure.
For the calculation of an R or T spectrum, the stack matrix needs to be 
calculated at each desired wavelength of the spectrum, which requires not only 
knowledge of the thickness but also complex refractive index of each layer at each 
respective wavelength. For the standard materials, e.g. AlGaAs, the complex 
refractive indices are tabulated, e.g. in the Woolam database16. Thus it is possible to 
calculate theoretical R and T spectra even for complex multilayer structures such as 
VCSEL or RCLED devices17. In the course of this thesis, an optical transfer-matrix 
program written by S.A. Cripps18 is used to calculate R, T and AT/T spectra (see later 
section 4.3.5), which are subsequently compared to measured spectra.
For simple samples, such as bulk semiconductors, it is possible to obtain 
normal incidence R spectra (see section 3.3 for an experimental set-up) which show 
some features associated with the bandstructure critical points. An example (bulk 
GaAs) is displayed in Fig. 2.7, which shows a bandstructure calculation from first 
principles (left) and a corresponding reflectance spectrum (right). The dots are 
measured R values and the solid curve is a calculation using equation 2.12 and 
tabulated values of n and ft-for GaAs. From this figure one can see that sharp features 
in the R spectrum can really only be obtained from higher order critical points, 
whereas the fundamental transition (Eo) results only in a very subtle feature.
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Fig. 2.7 Band diagram from first principle calculations (left) and normal incidence reflectance 
(right) of bulk GaAs. The solid curves are calculated and the dots experimental values (figures 
adapted from S. Adachi19).
As was shown in Fig. 2.1 the differentiation of a spectrum can remove 
unwanted backgrounds and highlight critical point features. Therefore experimental 
differentiation using modulation spectroscopy (MS) is introduced next.
2.4 Modulation spectroscopy of bulk material and quantum wells
As was shown in the previous section, ordinary reflectance gives useful results 
only for higher order critical points (e.g. Ej and E2 m GaAs). Therefore, another 
method needs to be found to measure Eo. As early as the 1960’s it was recognised that 
a modulation of the reflectance (MR) by external means resulted in a sharp derivative­
like lineshape at the critical points, which allowed an accurate determination of Eo 
together with other critical point energies20.
2.4.1 Introduction
When the R, and hence the JDOS, of a sample are modulated by external 
means (e.g. via altering the electric field using external bias, see later), this modulates 
the energy-positions of the critical points, which are also known as van Hove 
singularities. So even if R is only weakly changing at the fundamental bandgap (Eo or 
Eg)21, the derivative AR changes rapidly, resulting in a detectable normalised AR/R or
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MR signal. Coincidentally, the first bandstructure calculations (development of 
computers) appeared at about the same time as the first MR experiments (lock-in 
amplifier). Thus experimental data from MR experiments allowed the improvement of 
the bandstructure models, as more accurate data for the critical points became 
available, whereas previously the bandstructure could only be calculated around 
points of high symmetry in the Brillouin zone2.
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Fig. 2.8 Normal incidence reflectance (a) and its numerical derivative (b) of GaAs in the spectral 
range of the first three critical points (from Yu and Cardona2). One can see that the 
differentiation removes the background and reveals van Hove singularities corresponding to the 
transitions indicated in the bandstructure in Fig. 2.7.
Fig. 2.8 shows, for instance, the reflectivity spectrum of GaAs as measured by 
Philipp and Ehrenreich22, which was numerically differentiated by Sell and 
Stokowski23. The differentiation shows strong features even at the lowest transition, 
which have been verified experimentally e.g. by Zucca and Shen24 and many others10. 
The latter paper used the method of modulating the wavelength of the light, which 
results in a spectrum of
that closely resembles the first derivative lineshape of the theoretical curve in Fig. 2.8. 
However, the wavelength modulation technique25,26, where the dispersed beam path in 
the spectrometer is periodically altered near the exit slit (e.g. using the beam 
deflection of an oscillating quartz plate), is experimentally challenging and it was 
found that it is easier to modulate the reflectivity of the sample itself. Thus other 1st 
derivative techniques such as piezo-reflectance27,28 (applying varying pressure) or 
thermo-reflectance29,30 (modulating temperature) were very common in the early days 
of MR.
Nowadays, the most successful and widest applied methods for modulating a 
sample’s reflectivity are electroreflectance (ER)31,32, and electroabsorption (EA)33,34 
or, if the sample has an intrinsic electric field, photoreflectance (PR)35,36,37 or photo­
transmittance (PT)38,39. The resulting spectra from these modulation techniques are 
generally not described by a 1st, but a 3rd derivative lineshape, and that only if the 
field is in the perturbation regime, i.e. low field modulation. This can make their 
analysis more difficult, but modem computers easily handle e.g. lineshape fitting 
routines (see next sections).
2.4.2 High field modulation and Franz-Keldysh oscillations
In a bulk piece of semiconductor, the electrons and holes see the periodic 
perturbation due to the lattice. Thus, the wavefunction envelopes of the carriers can be 
described using Bloch functions (symbolised by the sinusoidal curves in Fig. 2.9 (a)), 
which are solutions of the Schrodinger equation for 3-dimensional parabolic bands. 
As discussed in section 2.1., the states result in the square-root shape of the JDOS 
above the bandgap such that only transitions with energies Evc = Tico >Eg are allowed.
If now an electric field is applied to the semiconductor, the positional 
dependence of the bands is “skewed” as shown schematically in Fig. 2.9 (b). In this 
case the potential changes the Bloch functions in the way that the carriers can partly 
tunnel into the forbidden bandgap (exponential decaying). The oscillatory shape 
above the bandgap is maintained, but the envelope of the oscillation also decays 
exponentially, as the carriers would have energetically more favourable states closer 
to the band edge.
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Fig. 2.9 Schematic drawing of a semiconductor bands at zero bias (a) and with an electric field in 
the z-direction (b). The field results in a change of the periodic lattice seen by the electric 
carriers. Thus the wavefunction envelopes cannot be described anymore by Bloch functions, but 
require Airy functions. The field results in a change of the joint density of states and hence the 
dielectric function e2 (c), where its change Ae2 (d) also shows a similar characteristic shape, which 
has an exponential decaying tail below the bandgap Eg and an oscillatory part above. The shape 
of Ae2 is closely related to Ae2 and the AR/R signal (see main text). The oscillations observed in the 
latter are known as Franz-Keldysh-oscillations (FKOs).
Such a wavefunction shape can be described by an Airy function (Ai), as is 
also sketched schematically in the figure1,2:
One should note the cosine function, which gives rise to the oscillations above the 
bandgap. Here F  is the electric field in the direction z, E the energy and HQ is the 
electro-optical energy, which is the energy, gained by the electrons and holes due to 
the acceleration caused by the field:
Here /n is the reduced effective mass. Using the Aiiy function, it was shown that the
(2.16)
(2.17)
imaginary part of the dielectric function can be described as2:
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, _v y / h Q  f  dAi2 (77) 2/ - 1. E -fic o  , _ 1tr.
£2 { co, F ) -------- 5   - —tjA i ( r j )  with 77 = 0 (2.18)
co drj n e
This formula resembles the dashed curve in Fig. 2.9 (c) and has for the zero field limit
again the simple square root dependency (solid curve in Fig. 2.9 (c)). The electric
field induced change in the dielectric function A£2 can then be expressed as2:
A £ 2 ( co, F )  =  £ 2 ( co, F ) - £ 2 ( co, 0 )  (2.19)
Ag; (eo,F)~ ~VA?(jf) (2.20)
CO
The shape of this function, known as a first order electro-optical function40, is 
schematically depicted in Fig. 2.9 (d). If one now uses the Kramers-Kronig (KK) 
relation between £j and £2?
£x (&>)-! = - P  j - ->22 ^^ rdco' , £2 ( co) = —  P j  \  ^  \2dcd (2.21) 
v ’ n  jf co —co v 1 n  J0 co2-c o 2
it can be demonstrated that one can express the changes in the real part of the 
dielectric function A£j in a similar way to equation 2.20 and one observes that A£j and 
A£2 are also a KK pair.
The normalised changes in the reflectivity AR/R due to a modulation can now 
be approximated by a partial differentiation of R with respect to £1 and £2 using the 
following equation21:
AR dR . dR A A
R Rd£, 1 + Rd£ 2 2 " a M  + Ps 2 ( }
where = a  and ^  = /? (2.23)
Rd£, s Rd£ 2 - y J
Here ccs and ps are called the Seraphin coefficients, which can be calculated 
analytically using equation 2.12 and measured values of n and a: for a single material 
using1,41:
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+ l + /r2)2 -An 2 (/r2+«2)
3«2 -  /r2 -1A = 2 /r
(2.24)
( w2 + 1  +  a: 2 ) 2 - 4 w 2 ( at2 +  w 2 )
In Fig. 2.10 the calculated Seraphin coefficients for bulk GaAs are shown and one can 
see that the fis coefficient is significantly smaller than the as coefficient near the 
fundamental bandgap. Therefore for bulk semiconductor it is possible to approximate 
AR/R in the vicinity of Eg by:
AR—  i (2.25)
GaAs
300 K
0.06
0.04
0.02
0.00
- 0.02
- 0.04
4 energy, eV
Fig. 2.10 Room temperature Seraphin coefficients of GaAs, (from Seraphin and Bottka20). Note 
the slow variation of the coefficients and the ratio J3S«C£ near the fundamental bandgap Eg at 
1.42eV.
It is also visible that the Seraphin coefficients are slowly varying near Eg, thus 
one can approximate as with a constant. Therefore, and because of the KK- 
relationship between A£\ and A€2, one can infer that the lineshape of AR/R is closely 
related to changes imaginary part of the complex dielectric function (A^) as was 
sketched in Fig. 2.9 (d).
All of the above theory is only true as long as excitonic effects are small, i.e. 
broadened by impurities, lattice vibrations or an electric field. Materials of high
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quality with strong excitonic features, e.g. Q 1O2 , ZnO or even GaAs at very low 
temperatures (<10K), cannot be treated in this way3, as the excitons result in a strong 
deviation from the original square-root dependence of the absorption and hence £2 . At 
room temperature, however, excitons are generally dissociated, either thermally or by 
a small electric field. Thus the broadening T of the transition energy is usually of the 
same order or smaller than the electro-optical energy /*0 > T . In this case one speaks 
of high field modulation, which results in characteristic oscillations of the AR/R signal 
above Eg, which are known as Franz-Keldysh oscillations42,43, and an exponential 
decaying tail below Eg (see Fig. 2.9 (d) or later section 4.4.4).
An accurate analysis of the field dependent AR/R lineshape of the FKOs is 
rather tedious, since it involves fitting using Airy functions and their derivatives (see 
equation 2.20)2,44. However, as hinted by equation (2.16) the Airy function contains a 
cosine function, whose frequency and thus the spacing of the extrema depends on the 
electric field. It can be shown that, above Eg, one can approximate AR/R using1:
This allows one to infer the mean electric field strength from a straight line fit of 
experimental data, if one knows the bandgap Eg and the reduced effective mass ju. The
equation 2.27 can be used to calculate ju, if F  is known. In QW structures one can use 
this technique to infer the mean electric field in the structure (including the QW) from
homogeneous. Knowing the electric field is important for the precise calculation of 
the confined states in the QW48 (see later section 2.4.4).
—  ~ cosAR
R
(2.26)
Here Em is the energetic position of the FKO extremum (peak or trough) and 6
3/2
(and ff) an arbitrary phase term. One can graph {Em-E g  ^ versus the integer m 
according to D.E. Aspnes45:
latter can be obtained for instance from transport measurements46. Alternatively
any FKO signals from the bulk-like barrier layers47, providing the field is
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2.4.3 Low field modulation and Aspnes third derivative functional form
In the case that /z0 (i.e. the low field limit), D.E. Aspnes31 showed that 
the FKOs decay so rapidly that one can approximate the AR/R signal by a third 
derivative lineshape using the approximation of a Taylor series1:
3 d3 (E2e\
a (228)
In this case one obtains a correlation between the amplitude of the MR signal and the 
square of the electric field via (/)0)3 (see equation 2.17). This can be used in an
experiment to determine whether the low field limit is appropriate by graphing the 
amplitude of the AR/R signal versus the square of the modulation voltage1.
In the low-field case the AR/R signal shows only a two-lobed (anti-symmetric), 
a three-lobed (symmetric) lineshape, or variations between, which are centred on the 
transition energy. As an example for low field modulation Fig. 2.11 shows the ER and 
PR signals of the Ej critical point of Si.
PHOTOREFLECTANCE ELECTROREFLECTANCE
[110] Si E II (100)
 E II (HO)
T * 3 0 0  *K
eV eV
Fig. 2.11 Examples of 3rd derivative lineshapes in photoreflectance and electroreflectance on the 
[110] surface of p-doped Si (adapted from Cerdeira and Cardona49). The lineshape and even the 
magnitude are very similar.
PR can be used if the sample has a built-in field. In this case the modulation of 
the sample’s dielectric function is done by creating electron-hole pairs optically. It
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was found early on that the results almost equal those of low field ER49. A more 
detailed description of the experimental set-ups is given later in section 3.4.
D.E. Aspnes31 also showed that one can approximate the third derivative 
lineshape of the AR/R signal with a complex Lorenzian-like function, assuming that 
the Seraphin coefficients can be treated as constants near the transition energy. Thus 
equation 2.22 can be approximated as follows:
^  -  Re{(a, + i f l ) (A* + iAs2)} = Re j — y — y \  (2.29)
This is generally known as Aspnes’s third-derivative functional-form (TDFF). Here C 
describes the amplitude, (9 the phase, T the broadening andiso the energetic position of 
the transition. The exponent n describes the kind of the critical point; it is 2.5 for a 
3-dimensional critical point (i.e. bulk material), 3.0 for a 2-dimensional critical point, 
which is formally not correct for QWs but gives a reasonable agreement with the 
measurements50. Also n -  2.0 was adopted for excitonic transitions and used for 
QWs35. If one uses a fractional dimensional approach (Christol et al.51) to 
parameterise the investigated sample, n can be used as a fitting parameter.
In general one can use these five parameters for lineshape fitting for AR/R 
spectra in the low field limit. It was shown that this is a powerful method to obtain 
accurate room temperature energy gaps of various materials, e.g. by Adachi et al. for 
AlxGai_xInP52. The fitting is usually done via a least-squares technique, based on the 
Levenberg-Marquardt algorithm53,54. In the course of this thesis a fitting program 
written by T.J.C. Hosea55 is used to fit TDFFs to experimental MS spectra to extract 
transition energies of bulk and QW material.
2.4.4 Quantum well modulation
Similar to the effects in bulk material the electric field influences the transition 
energy in QWs. When the coherence length, i.e. the mean free path of the accelerated 
electrons and holes, is shorter than the width of the QW, one also observes FKOs. 
Hence this is called the quantum-confined Franz-Keldysh effect56 (QCKFE). This 
however requires large fields or very wide QWs (e.g. 50kV/cm for 30nm QW)57,
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because the QCFKE only appears when the QW is so strongly skewed that the 
wavefimctions of several confined states see a triangular QW shape and hardly sense 
the opposite barrier. In contrast to this, when the electric field is small and the states 
are confined by both barriers, the electric field results in a shift of the transition 
energies and of a redistribution of oscillator strength, which is generally referred to as 
quantum-confined Stark-effect58 (QCSE).
In previous work, such as the investigation of the QCSE and the QCKFE by 
Kolbe et al.59, it was shown that, even for structures as wide as lOOnm, confined states 
were resolved at very low fields, when the potential of the QW band offset (Ebo) 
remains higher than the energy of the particle gained by the electric field during 
acceleration in the QW:
Ebo >e - F- L  (2.30)
Here L is the thickness of the QW. For typical QWs found in this thesis with 
much smaller well widths (3 - 26nm) the modulation of the QCSE is the dominant 
effect. The AR/R signal is created due to first derivations (FDFF) of £ 2  with respect to 
energy, broadening and amplitude. However, it was found by Shanabrook et al.50 that 
a fit with a TDFF, as mentioned earlier, yields a better approximation.
To demonstrate this, the wavefimctions for electrons and holes in a lOnm wide 
GaAs/AlAs QW are simulated. This was done using a tunnel resonance program 
written by H.J. Kolbe60, which uses a transfer matrix approach in combination with 
Airy functions to find the confined states of the electron and hole wavefimctions in an 
arbitrarily shaped QW, which can be perturbed by an electrical field, as was 
introduced by D.C. Hutchings61. The program requires the bandgap and the effective 
masses for each layer, the band offset between the layers and the electric field strength 
as input parameters. This allows the calculation of the confinement energies and 
wavefimctions for electrons, heavy holes and light holes individually, using band 
parameters suggested by Vurgaftman et al.62. However, other effects such as carrier- 
carrier or carrier-phonon interactions, as well as broadening are neglected.
Fig. 2.12 shows the squares of the simulated wavefimctions (probability 
density) of the confined states of the electrons, as well as heavy and light holes within 
the example QW at zero electric field (left hand side) and 200kV/cm (right hand side). 
One can see that, in spite of the high electric field, the lowest wavefimctions are still 
localised. The ground state transition (elhhl) is red-shifted in energy, while the
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respective wavefimctions are shifted spatially to opposite sides of the QW, which 
reduces the overlap and hence the oscillator strength.
o.o
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Fig. 2.12 Simulated electron and hole confined states for a lOnm GaAs/AlAs single quantum well 
at a zero electric field (flat band) and at a high electric field of 200kV/cm (right). The figures 
show the conduction E c and valence band edges E v and squares of wavefimctions of electrons (e), 
heavy (hh) and light holes (Ih) as indicated in the graph. The confined states were calculated 
using a program by H.J. Kolbe60.
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Fig. 2.13 Energy positions and respective oscillator strengths for the light polarisation in the 
direction perpendicular to the QW of the transition energies in a lOnm GaAs/AlAs quantum well 
simulated at zero electric field (full symbols) and at 200kV/cm (open symbols).
The effects of the QCSE on the transition energies are shown in Fig. 2.13. 
While for a QW without a field only the transitions with an allowed parity (enhhn and 
enlhn) have significant oscillator strength (full symbols), the field of 200kV/cm (open
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symbols) results in energetic shifts and a redistribution of oscillator strength to the 
formerly “forbidden” transitions. In this case, for instance, the e2hhl transition 
becomes the strongest transition.
In principle, one could calculate now the spectral absorption and, if 
modulated, the differential absorption spectrum of such a QW and compare with any 
measured spectra. However, the additional effects neglected in this simple example 
(carrier interactions, broadening etc.) complicate first principle calculations. 
Therefore, to distinguish between these additional effects one should strive to nullify 
the internal field, and hence the QCSE, in modulation experiments by the application 
of external bias (see e.g. section 4.4.4.). If one then modulates the field only with a 
small alternating voltage, this allows an easier assignment of individual transitions 
from MR spectra fitted with the Aspnes’s TDFF model. The TDFF model needs to be 
expanded to allow for multiple transitions (m) thus equation 2.28 becomes:
well separated (e.g. Eo,m-i + Em.j < Eo,m - Tm). As all transitions have a finite 
broadening, a reduction of the electric field close to zero suppresses the “forbidden” 
transitions and hence reduces the number of transitions which need to be considered 
(see Fig. 2.13).
2.4.5 The modulus of AR/R spectra
Sometimes it is useful to make initial estimates of the fitting parameter for 
equation 2.31 for an MR spectrum with multiple oscillatory features from many 
transitions. As was briefly introduced in section 2.4.2, the real and imaginary part of 
the modulated dielectric function are connected by the Kramer-Kronig (KK) 
relationship (see equations 2.21), which arises from causality. This can be used in MS 
to calculate the imaginary part of real AR/R measured spectra. As was shown by 
T.J.C. Hosea63,64 the real and imaginary part can then used to yield a modulus 
spectrum with positive peaks only.
(2.31)
For this TDFF model to be easily applicable, it requires that the fitted transitions are
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This effectively removes the phase information in an MS measurement, but allows 
one to infer the transition energies from the peak positions, as in PL spectra. The only 
requirement is that the adjacent transitions are further apart than the sum of their 
respective broadenings. The lineshape of a modulus spectrum can be expressed using 
real pseudo-Lorenzian-peaks:
MOD j-^-J ~ ^  MOD
(
C / -
I -
CL (2.33)
Thus, a modulus spectrum can be used to obtain the number of transitions, as well as 
first estimates of C, Eo and T of each individual transition. These parameters can serve 
as starting values for a fit of the AR/R spectrum with TDFFs. As this argument is also 
applicable to modulated absorption spectra (see equation 2.10), a program written by 
T.J.C. Hosea is used65 in this thesis to calculate the modulus of electroabsorption 
spectra (see later section 4.4.2).
2.5 Modulation spectroscopy of micro-cavities
As discussed in the previous sections, a variety of spectroscopic methods give 
results at room temperature for bulk and QW samples. However, MR outperforms 
other techniques, such as PV or PL, e.g. in achieving higher accuracy of measured 
transition energies. The question whether MR can also be useful for micro-cavity 
structures shall be discussed next.
2.5.1 Limits of emission spectroscopy for analysing micro-cavities
As the active region in a micro-cavity is enclosed by Bragg mirrors (see 
Fig. 1.9), the top surface emission is filtered by the highly structured reflectivity
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spectrum (see Fig 1.10). This allows the measurement of the cavity mode energy 
( E cm) but usually not the actual QW transition energy (E qw)  by PL, EL or ordinary 
reflectance measurements. As was shown by Gramlich et al.66 one can destructively 
etch away the upper mirror to access the unperturbed PL spectrum of the QW. 
Alternatively, one can look at the emission from a cleaved edge, where special care 
needs to be taken that no light from the top surface is collected. Edge emission also 
suffers from re-absorption effects, which can be significant, even if the sample is 
directly excited at the edge, as was shown by Ghosh et al.67 in an EL experiment. 
Another disadvantage of both methods, etching and edge emission, is that they are 
destructive.
The only truly non-contact and non-destructive method for characterising QW 
transition energies in micro-cavity structures is photo-reflectance (PR)36. This was 
first demonstrated in 1996 by Berger et al.68 on an AlGaAs/GaAs VCSEL structure, 
which showed AR/R features not only at Ecm but also at the fundamental transition 
energy of the QW, Eqw (see also later Fig. 2.15, PR spectrum at 75°). Usually, the 
AR/R feature at Eqw, (AR/R)qW, can be described with a TDFF as in section 2.5.2. 
However, it is very weak (< 10*4) due to presence of the stop-band of the distributed 
Bragg reflector (DBR) mirror.
Occasionally (AR /R ) q w  is not directly visible in a AR/R experiment, but only 
the feature of the cavity mode, (AR/R)cm , especially if the top DBR has a very high 
reflectivity or the QW transition is strongly broadened (large T qw) . In this case it is 
not possible to measure Eqw from a AR/R experiment directly, but one may be able to 
infer it if one studies the interaction of the quantum well transition with the cavity 
mode. Thus, methods to tune E q w  and E c m  shall be discussed next.
2.5.2 Methods to tune Eqw and Ecm into resonance
In order to study the behaviour of the AR/R lineshape at the resonance 
condition (E c m  - E qw) ,  one needs suitable methods to shift E c m  and E q w  with respect 
to each other. This can be done e.g. by applying hydrostatic pressure as demonstrated 
by Klar et al.69 or varying ambient temperature T as first shown by Vicente et al.70. 
This tunes both E q w  and E cm , but at different rates, and thus can be used to bring them
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into alignment and to cross over. Heating a VCSEL results in a red-shift of Ecm due to 
the change of the refractive index and the physical expansion of the micro-cavity. 
However, these effects are very small and thus E c m  shifts only of the order of 
-0.05meV/K, depending on the material in the cavity. Eqw on the other hand depends 
on the change of the bandgap of the material, which relates also to the thermal 
expansion of the lattice as well as to electron-phonon interactions. This can be 
described e.g. with the empirical Varshni equation as introduced earlier (see equation 
2.8). Near and above room temperature Eqw shifts nearly linearly with T at a rate of 
approximately -0.3 to -0.5meV/K. This is about 5 to 10 times stronger than the shift of 
E c m  and thus may allow E q w  and E c m  to be brought into resonance, either by 
cooling69 or heating71 the sample, depending on their initial alignment.
However, if E c m  and E q w  are close to resonance one cannot distinguish their 
individual signals. Therefore it can be advantageous to have a method which only 
shifts one, either E c m  or E q w . One such method can be to change the electric field and 
hence the QCSE of the QW (see section 2.4.4), to tune E q w  across a static E c m • 
Kroner et al. 72 demonstrated this in a similar experiment, where the transition energy 
of a single quantum dot was tuned across the single frequency line of a laser while 
monitoring the transmission.
Another method was demonstrated by Sale et al,73, who used the growth 
variation of the thickness of the micro-cavity across a strip of wafer, to shift the 
positionally dependent E c m  across a static E qw . A s  one cannot expect that all samples 
have such an inhomogeneity, the most elegant way of simulating this effect is to tune 
the optical thickness of the micro-cavity by changing the angle of incidence. This was 
first demonstrated by Klar et al.74, who showed that increasing the angle of incidence 
fallows shifting Ecm to higher energies (blue-shift) according to a formula for Fabry- 
Perot etalons:
Here n is the average refractive index of the material in the micro-cavity, which 
comprises the barrier material as well as the QW itself. Depending on the material and 
the energy range, it is possible to blue-shift the E c m  by approximately 50meV. A 
properly designed VCSEL is detuned at room temperature, so that the Eqw is at a
(2.34)
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slightly higher energy than E cm , but comes into resonance with E c m  at higher 
temperatures during operation. Hence this angle tuning is a simple method to blue- 
shift E c m  into alignment with a static Eqw at room temperature. The angle tuning and 
the temperature variation methods are used in chapter 5 of this thesis to study the 
AR/R lineshape of a GaAs based VCSEL with novel GaAsSb/GaAs/GaAsP/AlGaAs 
QWs. In order to have a qualitative understanding of the lineshape of the AR/R signal 
in the vicinity of E c m  and E qw , the next section discusses the amplitude and the 
symmetry of the observed AR/R features.
2.5.3 Amplitude and symmetry of the AR/R signal in microcavity structures
While the signal at Eqw mainly arises from the changes in the A61,2 functions 
(treating Os and j3s as constants as in non-micro-cavity structures), the signal at Ecm 
mainly results from rapid variations of as and j3s (see later). When Ecm and Eqw are 
tuned into resonance (i.e. overlap within their broadenings) one can not distinguish 
separate (AR/R)cm and (AR/R)qw signals and thus the AR/R signal becomes very 
complex. To understand this, one needs to understand first the generation of the 
(AR/R)cm signal. During simulations by Ghosh et al.75, it was found that the structure 
of the (AR/R)cm signal arises mainly from the Seraphin coefficients (see equations 
2.23), which are the numerical derivatives of R with respect to the real (dispersive) 
part of the dielectric function £j and the imaginary (absorptive) part £2. At this point 
the reader shall be reminded that the Seraphin coefficients can only be obtained 
analytically for a single layer (see equations 2.24). For a complex multilayered 
structure (such as a VCSEL) one can approximate as and fis in the vicinity of Ecm 
numerically with76:
and o _ ^ , g 2+& 2)-j?(q ,g2)
R[^£v £2)S£x s R(e]k,e^Se2
As the reflectance shows a dip like feature at E c m  (see Fig. 2.14 top row), a 
derivation of R with respect to £1 (~ n, see equations 2.24) results in a small shift of 
the energetic position of the CM dip, which results in an anti-symmetric lineshape for
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as\ whereas a derivation of R with respect to £2 (~ a ) ,  changes the broadening of the 
CM dip, resulting in a symmetric lineshape for the fis coefficient (see second row of 
figures in Fig. 2.14). The final shape of (AR /R )cm  depends then on the relative 
magnitudes of the two products (as'A£i and /?/A£2).
(a) Refractive index 
modulation
(b) Absorption coefficient 
modulation
*-R(e2+5E2)-R(£2) 
A  SymmetricAnti­
symmetric
'CM
CM
QW QW
'QW 'QW
Fig. 2.14 Schematic drawings (adapted from T.J.C. Hosea36 and Ghosh et al.75) of the 
unperturbed (solid line) and perturbed (dashed line) reflectivity R  (top plots), the Seraphin 
coefficients (<% & f y  in the vicinity of the cavity mode (CM, middle plot) and the real and the 
imaginary part of the modulated dielectric function (ASj & Ae2) of the quantum well (QW). The 
modulation of the CM results in an anti-symmetric (a*) and a symmetric (J%) lineshape when the 
refractive index (left) or the absorption (right) of the CM is modulated. At resonance (EQW = E Cm) 
the multiplication of <% and $  with ASj and Ae2, respectively, results in a drastic increase of the 
amplitude of the AR/R signal (“amplitude resonance”). This is all providing that the broadening 
of the QW (T q w )  and the CM ( T Cm )  are comparable ( T q w  ~ F C m ) -
If now E c m  ~ E q w  (see 3rd row in Fig. 2.14) the AR/R signal is a combination 
of as and j3s arising from the modulation of the CM and A£7 ,2 arising from the 
modulation of the QW. If one now creates the AR/R signal by the sum of as-A£j and 
y3s-A£2, one observes that the amplitude of the AR/R signal will strongly increase, if 
E q w  and E c m  are tuned (E q w  -  E cm)- Indeed, such an “amplitude resonance” with
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magnitudes of the A R /R  signal up to 10' 2 was widely reported in the early days of 
VCSELs and RCLEDs36,69’77,78. This, however, is only true, if the respective 
broadenings Fqw and Fcm  are of comparable size.
To give an example of such an amplitude resonance, Fig. 2.15 shows the angle 
dependent PR spectra of a vertical external cavity surface emitting laser (VECSEL)79, 
fabricated purely of AlGaAs (see appendix X-I for structural details). As these devices 
are made for high power intra-cavity frequency-doubling applications (i.e. green 
semiconductor lasers) they do not possess a top DBR mirror80. Thus the CM is only 
defined by the reflection from the semiconductor-air interface and is hence very 
broad, in comparison to a VCSEL81. As the VECSEL was designed to operate at 
elevated temperatures, a room temperature angle dependent PR measurement is 
suitable to tune Ecm into alignment with EqW (as previously discussed).
Angle dependent GST hot 
'  PR of AlGaAs ----- -
' vecsel  v
CM
70.0°
60.0°
50.0°
. 40.0° °  2.0 , AR/R
■ am plitude a t  E■R 1.5
- 30.0°
1.0
GST. 20 .0°  
-1 5 .0 °
OC 0 .5 HOT
energy , eVPL
1.42 1.461.44 1.48 
energy, eV
1.50 1.52 1.54
Fig. 2.15 Upper plots: angle dependent photoreflectance (PR) of an AlGaAs/GaAs vertical 
external cavity surface emitting laser (VECSEL) in steps of 2.5° as indicated next to selected 
spectra. Lower plot: top surface photoluminescence (PL). Inset: magnitude of PR signal at E Cm- 
The angle tuning of E Cm results in an amplitude resonance at ~ 27.5° (~ 1.468eV) with the 
quantum well ground state (GST) and at 40.0° (1.482eV) with a higher order transition (HOT). 
This corresponds well with the peak position of the PL and explains its long shoulder to the 
higher energy side.
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Indeed, when the angle of incidence is increased away from normal incidence 
and E cm  shifts to higher energies, the amplitude of the A R /R  signal increases as the 
CM comes into resonance with a QW transition (see inset in Fig. 2.15). In this case 
the amplitude increases by a factor of four (from —5*1 O' 5 to -2*1 O'4) when E cm crosses 
the QW ground state transition (GST) at 27.5° (1.468eV ± 3meV) and by factor of 
two (to -10"4) when it coincides with a higher order transition (HOT) at 40.0° (1.482 
± 5meV). This amplitude increase is less than the aforementioned 10'2 reported for 
VCSELs, which is due to the less well defined CM in this case.
As no top DBR is present in this structure a surface PL spectrum is readily 
available (lower plot in Fig. 2.15), which shows a maximum at 1.464eV ± 5meV, thus 
corroborating the PR result. One should note that the QW signals in the PR (e.g. at 
75°) have a smaller FWHM in comparison to the PL. The PR also explains the 
broader shoulder of the higher energy side of the main PL peak by the HOT, thus 
giving additional information that would not be readily available from the PL. It 
should be noted again that in this example the broadening of the QW and the CM are 
of similar size (~ lOmeV), thus one can apply the amplitude resonance model. What 
happens, if Tqw and Tcm are significantly different, shall be discussed next.
In more modem VCSEL structures, where the growth uncertainties are 
reduced even further, the number of DBR pairs could be increased and the CMs are 
much better defined, resulting in a significant reduction of Tcm- On the other hand the 
broadening of the QW can not be reduced much further, e.g. the epitaxy still has an 
uncertainty of at least one monolayer. Thus nowadays VCSELs may be in a regime 
where T cm « T qW. This has dramatic consequences for the A R /R  lineshape in an 
angle-tuning experiment, as now a narrow CM is scanned across a broad QW 
transition, which is not directly visible in the PR spectrum71. Nevertheless it was 
found by Ghosh et al. 75 that one can find the exact resonance and thus infer Eqw in a 
A R /R  experiment by studying the symmetry of the CM feature.
As schematically displayed in Fig. 2.16 the Seraphin coefficients as and 
now have a much smaller broadening than the respective changes in the dielectric 
function of the QWs Aei and Ae2. If now QW and CM are brought into resonance 
{Eqw -  E cm) one observes that the product of /£• A s 2 becomes anti-symmetric and 
very small due to the fact that A s2 crosses zero very slowly. On the other hand, A Si is
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broad and symmetric and has its maximum at Eqw. Thus the product of as- AS] has a 
maximal amplitude and a perfectly anti-symmetric lineshape. As the final AR/R signal 
is the sum of the two products (see equation 2 .2 2 ), it displays an anti-symmetry at the 
resonance condition E q w  =  E cm -
The amplitude of the lineshape cannot be used as an indicator in this case 
( T c m  «  T qw) , as it depends on the relative magnitudes of ex  and /3S. Thus it is 
occasionally observed that the amplitude even decreases when Ecm and Eqw are tuned 
(“amplitude anti-resonance”), which happens when ps »  as.
symmetric
'CM
CM
anti­
symmetric
CM
CM
A cAc
Q W
'symmetric*
anti­
symmetric
Q W
anti­
symmetric signal ~  0
Fig. 2.16 It shows, similar to Fig. 2.14, a schematic sketch of the Seraphin coefficients (X, and fis 
(a) and the change in the dielectric functions Ae2 and Ae2 of the quantum well (QW) (b), as well as 
their respective products (c), but now the broadening of the QW is significantly larger than that 
of the CM (Tqw »  T cm)• Then, the product in the right hand plot /3S • Ae2 is almost zero when 
E qw -  E Cm• Thus the lineshape of the AR/R signal is mainly determined by (X 'A£j that is perfectly 
anti-symmetric at resonance.
To give an example of such a case, Fig. 2.17 shows the angle dependent PR of 
a red AlGalnP/AlGaAs VCSEL (see appendix X-II for structural details), which 
exhibits a very narrow CM (< ImeV), while the QW emission is very broad (FWHM 
of the edge EL ~ 60meV, see Fig. 2.17) so that T cm  «  T qw  is indeed the case. Also 
no (A R /R )qw  is directly observable in the PR. When the angle of incidence is
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increased away from the normal, one observes a decrease of the amplitude of the 
AR/R signal (while E c m  <  E qw) ,  which is misleading as mentioned earlier. On the 
other hand, if one looks at the lineshape of the PR spectra one observes an anti­
symmetry at 47.5° angle of incidence, which indicates Eqw to be at ~1.882eV. This 
coincides with the maximum of an EL spectrum obtained from a cleaved edge, which 
thus confirms the ER result.
6.5
steps of 2.5°6.0
5.5
5.0 " 50.0°
Anti-Symmetric
4.5
40.0°
3.5
3.0
2.0 20 .0°
15.0°
CM edge EL
0.5
0.0
1.84 1.86 1.88 1.90 
energy, eV
1.92 1.94
Fig. 2.17 Upper plots: Angle dependent photoreflectance spectra of a GalnP/AlGalnP/AlGaAs 
VCSEL. Lower plot: Transverse-electric polarised spontaneous emission from the quantum well 
(QW) measured at a cleaved edge of the VCSEL under current excitation. When the cavity mode 
(CM) comes into resonance with the QW transition, the CM signal becomes anti-symmetric, but 
does not display an amplitude-resonance.
This qualitative lineshape picture, presented here, is used later in chapter 5 
when analysing a GaAs based VCSEL with novel GaAsSb based quantum wells. For 
a more quantitative picture of the AR/R lineshapes in the weak coupling regime the 
reader shall be referred to Klar et al. 82 and T.J.C. Hosea36.
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2.6 Theory of carrier lifetime measurements
Another characterisation technique that is utilised in the course of this thesis is 
the estimate of differential carrier lifetimes via bandwidth measurements on devices 
(see later section 7.3). Whenever an electron-hole-pair is created in a semiconductor 
via an external excitation, the carriers will recombine within a finite amount of time 
(nanoseconds) either radiatively via stimulated or spontaneous emission, or non- 
radiatively via the emission of lattice vibrations (phonons). Alternatively, they can 
also escape out of the active region via thermionic leakage over the barriers, as 
previously shown in Fig. 2.5. If one looks at opto-electronic devices which only show 
spontaneous emission (LEDs or RCLEDs) or lasers below threshold, these current 
paths can be described in a simple formula for the overall current density (J to ta if3,84:
Jt0tai = ed [AN+ BN2 + CN3)+ DNX (2.36)
Here d  symbolises the thickness of the active region, N  the carrier density, A the 
monomolecular non-radiative (Shockley-Hall-Read) recombination coefficient, B the 
bimolecular radiative coefficient, C the Auger coefficient (involving three carriers) 
and D a coefficient describing phenomenologically higher or fractional order effects, 
such as electron or hole leakage. The radiative part of the current is given only by:
Jrod ~ edBN1 (2.37)
Since the respective measurements (see section 7.3) were taken at room 
temperature on nitride and phosphide materials with a bandgap greater than 1.5eV and 
comparably low carrier densities, contributions from the Auger effect can be 
neglected (C ~ 0)85. If the current density through the device is modulated, one can 
describe this as the derivative of equation (2.36) with respect to A 86:
—  = ed(A + 2BN) + xDNx'1 (2.38)
dN
It should also be noted that B depends on N  in nitride materials84, due to strong 
piezoelectric fields arising from the wurtzite crystal structure as will be discussed later 
in section 7.2. For simplicity, however, B is assumed to be approximately constant in 
the scope of this thesis.
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A straightforward way to obtain information about the coefficients is to 
measure the frequency response of the sample. Here one defines a cut-off frequency, 
where the response of the device sample to the small signal of the modulation 
frequency falls below 50% of its low frequency value (see Fig. 2.18). Speaking in 
terms of attenuation this corresponds to a drop of 3dB below the response at low 
frequencies and so this frequency is used to define the modulation bandwidth. As has 
been shown in literature, the -3dB frequency and the differential lifetime of carriers r  
are related by11:
-r 1 1 1 1 ^ 1
f^-hdB ~ ~ , (2.39)
^  nr 7 rad ^leak e d
Here Tnr (= 11 A) corresponds to the non-radiative, w  (=1/2NB) to the bimolecular 
radiative and Tieak (=l/(Nx'1Dx)) to the lifetime due to leakage. When the carrier 
density in the device is changed, by altering the drive currents or the ambient 
temperature, it is possible to give qualitative statements about the contribution of each 
of these different current paths (see section 7.3).
AIGalnP/GaAs LED
100%
0
50%Q. -3
-3dB Value = 15MHzO)
25%
CD -6
■ ■
12.5%
■9
0.1 1 100
frequency, MHz
Fig. 2.18 Frequency response trace of a standard red AIGalnP/GaAs light emitting diode. The 
LED shows rather low -3dB cut-off frequency at about 15MHz.
An example spectrum of a frequency response measurement of a commer­
cially-sourced red AIGalnP/GaAs LED at room temperature is shown in Fig. 2.18,
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which was biased with a DC current of 20mA. At this current it has a -3dB frequency 
of 15MHz, which corresponds to a net differential carrier lifetime ro f about ~1 Ins.
In the following chapter the experimental methods will be described using the 
theoretical considerations given here. In the subsequent chapters novel optoelectronic 
materials for micro-cavities will be investigated and the obtained results are analysed 
and discussed using the theoretical models also introduced here.
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3. E xperim ental set-ups
This short chapter gives an overview of the employed experimental methods 
for investigating the novel semi-conducting materials in the following chapters. It will 
describe in detail the measurement techniques of photo-voltage, photo- and electro­
luminescence, normal incidence reflectance, photo- and electro-modulated reflectivity 
and transmission, and modulation bandwidth of actual devices.
3.1 Photo-voltage measurement
As mentioned in section 2.1, the photo-voltage (PV) measurement can be used 
to probe the absorption of a semiconductor sample1, by using it like a solar cell (in 
case of a built-in electric field), or like a photo-detector (if biased)2.
DC
signal
processor
lock-in
amplifier
AC
contacted =  
sample RS232
m ech an ica l____
chopper <fp>
filter A l l
PC
W -lam p
Triax320 as monochromator
Fig. 3.1 Set-up used to obtain photo-voltage (PV) spectra. The monochromated light is 
mechanically chopped and focused onto the sample. The resulting PV is then measured via the 
lock-in amplifier, which utilises the chopping frequency as reference.
The experimental PV set-up used in this thesis is sketched above in Fig. 3.1. 
The white light is typically provided by a tungsten-halide lamp, but occasionally a 
Xe-lamp is used, especially for wide bandgap materials such as GaN (see chapter 7).
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For the dispersion, a single-grating spectrometer, e.g. a Triax320 (2.6nm/mm) or a 
BM100 (1.7nm/mm), is used that generates monochromatic light with small spectral 
widths (AE/E) of less than 0.1%. The light is chopped to obtain a reference frequency 
for a lock-in amplifier and focussed onto the sample using lenses or mirrors. A long 
pass edge filter may be inserted into the beam path to block light dispersed into the 
second order (2-E). The generated PV is then amplified and detected phase-sensitively 
with a lock-in amplifier3. A PC is used for reading the PV values and controlling the 
spectrometer. In principle one could normalise the signal, once the system response is 
known, e.g. from a measurement using a bolometer. However, in the course of this 
thesis PV is only used differentiated with respect to energy (DPV) to highlight its 
spectral features, for which the uncorrected PV spectrum is assumed to be sufficient.
3.2 Photo- and Electroluminescence
The set-up of the photoluminescence (PL) experiment is also very simple. The 
sample is generally mounted on a cold-finger in a cryostat to study its emission at 
cryogenic temperatures. The excitation source is typically a chopped table-top laser 
(e.g. gas, semiconductor or solid-state), which is focussed onto the sample. The 
luminescence of the sample is then collected by another set of optics, dispersed with a 
spectrometer (also Triax320) and the spectrally resolved radiation is detected, using a 
photo-diode (PD) or a photo-multiplier tube (PMT). The signal from the detector is 
then recorded with a PC via a lock-in amplifier (see Fig. 3.2). Typical chopping 
frequencies are in the range between 5Hz and a few kHz depending on the carrier 
lifetimes and detection electronics. Also a filter is interposed between the collection 
optics to avoid scattered laser light to enter the spectrometer. The true emission 
spectrum of the sample is unavoidably convoluted with the spectral response of the 
spectrometer and the detector. Therefore, one utilises a calibrated light source to 
measure the response of the system, by which the measured PL spectrum is divided to 
reveal the true, normalised PL emission spectrum. As the absolute values of the PL 
signal depend on the magnitude of the calibration spectrum and the collection 
efficiency one generally states PL signals in arbitrary units.
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Fig. 3.2 Typical photoluminescence set-up, consisting of a chopped laser source, a cryostat with 
the sample stage, a monochromator, a detector and amplifier electronics. The PL results in one 
or multiple positive peaks in the spectrum as explained in section 2.2.1.
As the PL usually results in broad peaks at room temperature, the samples are 
often cooled. To prevent condensation on the sample PL experiments below 10°C are 
conducted in vacuum. In the course of this thesis, a closed-cycle He-cryostat is used 
to study samples in a temperature range between 10K and 325K. If the sample is 
contacted, one can bias it with a DC voltage and hence change the built-in electric 
field in order to study electric field dependency of the PL emission4,5.
If the sample contains a contacted p-n-junction, one can use electrical current 
to generate electroluminescence (EL). This is usually done by applying an alternating 
current (AC) provided by a frequency generator, or by using short current pulses from 
a pulse generator if one wants to avoid the heating of the sample. The emitted EL 
from the sample is then treated as in a PL experiment though one uses the reference 
frequency from the frequency or pulse generator for the detection with the lock-in 
amplifier.
3.3 Normal incidence reflectivity
The experimental set-up for the reflectivity R is very similar to the PV, but 
with the difference that the reflected beam is detected. Fig. 3.3 shows the set-up for a
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normal-incidence reflectivity (NIR) measurement. Here a beam splitter is interposed 
into the beam path so that the reflected light from the sample can be focused on a 
detector. To obtain a reference for R one can use an Al-mirror which has a very high 
reflectivity in the spectral range investigated in this thesis.
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PC
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W-lamp
Triax320 as monochromator
Fig. 3.3 Experimental set-up for a normal-incidence reflectivity (NIR) measurement. The 
experiment uses a beam splitter for the reflected light and for the reference measurement the 
sample is replaced by a suitable mirror.
High resolution NIR measurements are used for microcavity structures to 
estimate the energetic position of the cavity mode in favour of PV and EL, as one 
does not need to touch the surface of the sample. It also offers the advantage in 
comparison to PL that the light intensity of the lamp is higher than the emission PL 
from the sample and thus one can use smaller slit widths of the spectrometer, which in 
turn results in an improved resolution.
3.4 Modulation spectroscopy set-ups
As was described in section 2.4 modulation spectroscopy (MS) can be used to 
highlight critical points of semiconductor material, which are not easily found in 
ordinary reflectivity or absorption.
3-4
3.4.1 Electrical modulation
The set-up of a MS experiment is of similar simplicity to the initially 
discussed PV and luminescence measurements. It follows the standard method for 
obtaining the reflectivity or the absorption spectrum, while simultaneously 
modulating the sample. The set-up of an electroreflectance (ER) experiment is 
presented in Fig. 3.4 for a non-normal incidence measurement at 45°.
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& m ultim eter
 ^ D C
Filter for signal processor
2nd order (am plifier and
A C  /  D C  splitter)
RS232
PC
Triax320 spectrom eter
Fig. 3.4 A typical set-up for electroreflectance (ER). The light from the lamp is dispersed by the 
spectrometer and the monochromatic light is reflected off the sample and detected via a 
multimeter (R or DC part of the signal). Additionally the sample’s reflectance is modulated by an 
electric field, and is phase-sensitively detected by a lock-in amplifier (AR or AC part). The 
division of AR/R on a PC, which also controls the monochromator, results in the normalised ER 
signal.
The reflectance signal R is usually obtained from the DC signal of the 
detector, while the lock-in, using the modulation frequency of the sample as reference, 
is utilised to record the AC (AR) signal. The normalisation AR/R can be done in real 
time on a PC, which also controls the spectrometer. As one uses DC monochromated 
light, the resolution is usually lower (wider slits) than in a chopped R measurement, as 
more light has to be collected. Typical voltages applied during this thesis on directly 
contacted samples and devices were of the order of ±0.1-5.0Vac for the modulation 
and between +5Vdc and -30Vdc for constant bias. However, this direct contact
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method has the disadvantage that it touches the sample’s surface. This may have some 
influence on the internal fields (see later section 4.4.4) and might result in scratches, 
which makes the technique not entirely non-destructive.
A method which circumvents this is contactless electro-reflectance (CER), 
where an air gap is between the sample and a transparent upper electrode. Such an 
electrode can be either a wire mesh or a thin layer of indium-tin-oxide (ITO) on quartz 
glass. Due to the high resistance of the air gap one requires a high electric field 
(typically of the order of ~lkV) to change the electric field in the sample. During 
CER usually only the surface layer is modulated, as the sample has a significantly 
higher conductivity than the air gap. This can be of advantage, e.g. for avoiding 
interference oscillations, as it prevents signal generation from deeper lying layers6. On 
the other hand this is also a disadvantage if the interesting layer is deeply buried, as 
e.g. the QW in a micro-cavity structure. There is also the constant threat of discharges 
via sparking or ion bombardment of charged particles, which potentially damage the 
sample.
3.4.2 Photomodulation
A more elegant solution is photo-modulation (PR/PT). In this case the 
sample’s built-in field is screened by additional photo-induced carriers, when light is 
shining on the sample. As early as 1969 it was found by Cerdeira and Cardona7 that 
PR can give results similar to ER (see earlier Fig. 2.11). Consequently, it has become 
the most applied MS technique today, as it allows completely non-destructive room 
temperature investigations on wafer-scale8, which is especially useful for VCSEL 
structures. The PR experiment is very similar to the ER, but the modulation is 
achieved by a mechanically chopped laser which is shone onto the sample (see 
Fig. 3.5). The sample holder can be simpler than in ER, as no electric contact is 
required.
Special care needs to be taken that no laser light is scattered into the detector, 
as it results in a background and hence a source of noise in the AR signal. This is 
mostly done in PR using a long pass filter or in PT by the sample itself, if the photons 
of the modulation laser have a higher photon energy than the bandgap of the substrate 
of the sample, which is the conventional way9.
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Fig. 3.5 The PR set-up is analogous to the ER set-up (see Fig. 3.4). The modulation of the sample 
is done in this case with a laser that is generally mechanically chopped. The chopping frequency 
is used as a reference for the phase sensitive detection of the AR signal. A variety of lasers can be 
used depending on the desired absorption depth in the sample.
However, in direct bandgap semiconductors PL is also generated from the 
sample, which has the same chopped frequency as the AR signal. This can produce a 
constant background offset and creates additional noise in a AR/R spectrum. Note, the 
laser is usually not focussed and sometimes even attenuated by filters. Alternative 
approaches use front-end compensation10 or double chopping11 to remove this PL 
background. Also, it was found that, occasionally, the out-of phase or quadrature 
signal, which has no PL offset and hence no additional noise, can still contain useful 
components of the AR/R signal and thus result in a clearer spectrum12. As there is also 
a variety of lasers available one can adjust the penetration depth into the sample by a
13careful selection (see later section 4.3.6). This has also led very recently to the idea 
of using two alternating lasers with different wavelengths, with the power adjusted to 
give the same amount of PL background signal. In this case a small constant PL offset 
is added to the R signal, but none to the AR signal14, thus improving the lock-in 
measurement. Typical parameters which are varied during MS experiments in the 
course of this thesis are the temperature, the angle of incidence and the bias voltage, 
as explained in the sections 2.4 and 2.5.
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3.5 Modulation bandwidth set-up
In order to obtain the differential carrier lifetimes in a semiconductor device, 
as was described in the section 2.6, a network analyser can be used. It applies a small 
signal modulation {-\0dBm = O.lmW) on top of a possible DC bias current and 
measures the EL response of the device under test as a function of the modulation 
frequency.
Fig. 3.6 displays the set-up used for measuring the small signal response of 
various LEDs and RCLED (see section 7.3.3). It consists of a HP 8702D lightwave 
network component analyser, which is able to measure the small signal transmissions 
through a network up to modulation frequencies of 6 GHz. However, due to the use of 
a large area Si-detector, necessary for detecting weak luminescence, the 
measurements are limited to frequencies below 1GHz. As the spontaneous emission 
from LEDs and RCLEDs shows only response frequencies below 200MHz, this 
leaves sufficient reserve.
Network Component Analyser
DC Voltage Supply
PC
Temperature Cont.
Optics
Detector
Sample Holder
GPIB 488
Fig. 3.6 Set-up for measuring the modulation bandwidth, consisting of a network analyser for the 
frequency modulation, a DC voltage supply for the bias of the device, a temperature controller 
and a PC for automatisation. The set-up allows studying the frequency dependence of a device 
while the forward current and the ambient temperature are varied.
A Keithley 2400 source meter is used to vary the DC bias over a typical range 
between 0 and 50mA. Simultaneously, an ILX-LDT 591 OB temperature controller in
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conjunction with a Peltier element are used to alter the ambient temperature between 
10°C and 85°C. The lower temperature limit is defined by the possible condensation 
of water and the upper limit by the physical properties of the Peltier element.
In the next chapters these experimental set-ups will be used to obtain 
information from novel semiconductor structures and devices. Any significant 
changes to the set-ups are mentioned with the measurements.
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4. GaAsSb/GaAs/AlGaAs single quantum well series
The first material that is investigated here for future micro-cavity applications 
is gallium-arsenide-antimonide (GaAsSb). It has long been avoided for (1.3 to 1.5pm) 
telecommunication lasers, since gallium-indium-phosphide-arsenide (GalnPAs) 
showed better results, when deposited almost lattice matched on InP substrates1. This 
was due to the nearly symmetrical splitting of the band offset between conduction and 
valence band at the GalnPAs/InP interface, resulting in a good confinement of both 
electrons and holes. However, these edge emitting lasers (EELs) require active 
cooling, due to the strong temperature dependence of the bandgap and the different 
recombination processes, and hence of the gain. Since the active cooling increases the 
prices to a level where they are not suitable for mass usage in fibre-to-the-home 
(FTTH) applications, a less temperature sensitive laser source is needed.
Vertical cavity surface emitting lasers (VCSELs) in contrast show much 
weaker temperature dependence (see sections 1.5 and 2.5.2), which is believed to be 
sufficient for FTTH. They have been grown successfully over the last two decades on 
GaAs substrates, due to the low lattice mismatch and large difference in the refractive 
index between AlAs and GaAs. The longest wavelength achievable with a GaIn(P)As 
quantum well (QW) on GaAs substrates so far is only around 1.2pm2’3, since the 
strain becomes too big and the critical thickness falls below the width of a QW. 
Therefore current research strives to find a composition that is best suited for an 
active material in a GaAs-based VCSEL device, which operates at telecommunication 
wavelengths. Among the candidates are InAs quantum dots4’5, GalnNAs6 ’7 and the
O A
above-mentioned GaAsSb ’ . In the framework of this chapter the latter material is 
investigated and leads on to a study of a VCSEL structure in the following chapter.
4.1 Epitaxy of GaAsSb on GaAs substrates
All the GaAsSb containing samples investigated in this thesis were grown on 
GaAs substrates using molecular beam epitaxy (MBE). MBE is a technique where the 
sample is held at an elevated temperature (typically 400-700°C) in an ultra-high 
vacuum (p < 1 0 '7mbar) and is exposed to effusion cells, which contain the reactants.
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Due to the ultra-high vacuum, the mean free path of the atoms is so long that they 
reach the surface of the sample without collisions. By switching the shutters of the 
effusion cells in timescales of seconds, one can grow monocrystalline samples with 
vertical resolutions of about one atomic layer. This is especially important for 
microcavity devices, since they usually consist of > 1 0 0  layers, of which each 
thickness has to be grown within an uncertainty of less than 1% (see section 1.5). For 
more detailed information on the growth conditions of the present samples see Dowd 
et al. 9 or Johnson et al.10.
Even though continuous wave emission has been observed from a 1.3 pm 
VCSEL containing GaAsSb QWs9, there are still uncertainties in the fundamental 
parameters, such as the bandgap and the conduction band offset at about 35% Sb 
content (see Fig. 4.1). Generally it is debated whether the GaAsSb/GaAs interface 
forms a conduction band offset (CBO) of type-I (electrons and holes confined in the 
same layer) 11 or of type-II (electron and holes confined in adjacent layers)12. This 
information on the CBO is vital to improve the performance of future VCSEL 
devices, and for this reason a series of samples was grown to investigate the nature of 
the GaAsSb/GaAs interface (see below).
CB /
AlGaAs
..conduction 
band offset
GaAs
GaAsSb
VB
type I QW type II QW with additional confinement
Fig. 4.1 Schematic picture of the possible alignments of the valence (VB) and conduction band 
(CB) of a GaAsSb/GaAs/AlGaAs quantum well. By studying samples with different GaAs spacer 
thickness it is possible to probe whether the GaAsSb/GaAs interface is of type-I (a) or of type-II 
(b), since a change in the spacer thickness should not result in a change of the transition energy in 
the first case, but should in the second. In the type-II case the electron confinement is only 
provided by the AlGaAs barriers and so the electron wavefunction is mostly situated in the 
spacers, rather than the GaAsSb QW (c) (from Blume et a l .14).
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The series of samples investigated and discussed in this chapter consists of 
nominally undoped epitaxial layers grown on n-type [100] GaAs substrates. Each 
sample contains a single quantum well (SQW) of GaAso.6 5Sbo.35 of a nominal width of 
7nm, which is surrounded by GaAs spacers of variable thickness (0, 1, 2, 3, 6  and 
9nm), thus forming a series of six samples. The QW region is in turn enclosed by 
75nm Alo.2 5Gao.75As barrier layers on either side, to provide sufficient electron 
confinement in case of a type-II alignment. There are additional GaAs layers between 
the substrate and the lower AlGaAs barrier as a buffer to smooth dislocations from the 
substrate and on top surface to prevent oxidisation (see Fig. 4.2). For further details 
on the growth and initial photoluminescence (PL) investigations see Wang et al. 13 and 
Blume et al.14. Also note appendix X-V.
A\
7nm GaAs065Sb035
 >
Energy gap
30nm GaAs capping layer
75 nm A l025Ga075A s confinement
0-9nm GaAs spacer
0-9nm GaAs spacer
75 nm A l0 25Ga0 75As confinement
400nm GaAs buffer layer
n-GaAs substrate
Fig. 4.2 Nominal structure of the investigated series of GaAsSb quantum wells with variable 
GaAs spacers. The structures consist of undoped layers grown on an n-doped GaAs substrate. 
The left side shows a simplified picture of the bandgap of the alloys (from Blume at al.15)*.
* During the investigation of the barrier layers using electroreeflectance (ER) it was discovered that two 
additional Alo.5Gao.5As layers were incorporated between the buffer and the lower Alo.25Gao.75As 
confinement, and the upper Alo.25Gao.75As confinement and the GaAs cap, respectively (see appendix 
X-V). Those are believed to have an insignificant influence to the investigation presented here.
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4.2 Temperature dependent photo-luminescence
Since these samples were initially characterised only by room temperature 
(RT) PL11, the obvious choice is to cool them down to cryogenic temperatures to 
obtain more information from the sharpening of the features, using the setup described 
in section 3.2. In this case a 2mW excitation HeNe laser was focussed on area of 
about 1mm , resulting in a power density of about 200mW/cm . The emitted light 
from the PL was dispersed by a Triax320 0.3m spectrometer with a typical slit size of 
1mm (resolution of ~3meV at 1.25eV) and detected with an InGaAs photodiode. The 
laser was chopped at a frequency of 330Hz and the detector signal was recorded 
phase-sensitively with a Stanford 830DSP lock-in amplifier, locked on the chopping 
frequency. A PC was used to control the spectrometer and to read the values from the 
lock-in amplifier. The resulting spectra were normalised using a Bentham 605 
calibrated light source as reference emitter.
Typical temperature dependent PL spectra are displayed in Fig. 4.3 and show 
predominately the QW signal at about l.OeV. When the sample is cooled from RT 
(300K) to 10K it not only increases significantly in intensity (by a factor of 120) but 
also blue shifts by approximately 70meV. Also the full width at half maximum 
(FWHM) reduces to 14meV, which is significantly smaller than the value of 54meV 
reported for a GaAso.7 1Sbo.39/GaAs QW at 1 IK by Zheng et al.16, who studied similar 
structures without AlGaAs confinement layers. A feature belonging to bulk GaAs can 
also be seen at about 1.50eV at the lowest temperature. Between this and the QW 
peak a rather flat feature appears around 1.15eV at temperatures lower than 150K, 
which is believed to be due to impurities in the AlGaAs confinement layers17,18 , 
rather than a higher order transition of the QW (see also section 4.3).
The inset of Fig. 4.3 shows the resulting peak positions of the QW-PL as a 
function of temperature (dots) and a least-squares fits (lines) using the Varshni 
equation (see equation 2.8). The grey line uses ay and (3y parameters of 0.495meV/K 
and 182K for GaAso.6 5Sbo.3 5 , respectively, which were linearly interpolated between 
the accepted values for the temperature shift of the direct bandgap of the binaries 
GaAs (0.54meV/K and 204K) and GaSb (0.42meV/K and 140K) published in a 
review by Vurgaftman et al.19. The fitting resulted in an Eo of 1.054eV. However, as 
one can see the fit does not describe the PL peak energies very well.
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Fig. 4 3  Photoluminescence (PL) spectra of GaAsSb/GaAs/AlGaAs single quantum well sample 
with 3nm GaAs spacer layers (notice the log scale of the intensity). The inset shows the peak 
position of the QW PL as a function of temperature (open circles); the curves are least-square fits 
using Varshni equation as explained in the main text.
In order to obtain a better fit, also a y  and f3y  needed to be variables. This was 
done for all samples of the spacer series and one obtained Varshni parameters 
scattered between 0.65 and 0.82meV/K for a y ,  and 460K and 700K for f$y. Averaging 
over all samples (see e.g. 2nm and 6 nm GaAs spacer samples in appendix X-V) 
resulted in parameters of 0.7 ±0.1meV/K and 520 ±70K. These were used in a second 
fit (black line in the inset in Fig. 4.3), which resulted in an Eo of 1.044eV and one 
observes a much better agreement with the experiment. To justify the disagreement 
with the interpolated literature values, one needs to understand that the Varshni 
parameters are very sensitive. Thus small changes of the experimental peak positions, 
which are fitted with the Varshni expression, result in drastic changes in the ay and f3y  
parameters. For instance Grilli et al.20  found Varshni parameters for GaAs 1.06meV/K 
and 67IK also by PL. If one takes these values for the interpolation of GaAso.6 5Sbo.3 5 , 
it results in 0.83meV/K and 485K for a y  and j 5 y , respectively, which are within the 
uncertainties of the present measurement. For an improved description these samples 
it is necessary to get these parameters as accurately as possible.
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If one takes a closer look at the shape of the PL peaks (Fig. 4.3), one notices 
that at cryogenic temperatures these spectra can be fitted reasonably well with a single 
Gaussian function. The inset in Fig. 4.4 shows the PL spectrum at 10K of the sample 
with 9nm GaAs spacers, and it was found that a single Gaussian function, with a peak 
energy at 1.022eV and a full width at half maximum (FWHM) of 12meV, was 
sufficient to get a reasonable agreement with the measured curve.
At elevated temperatures, however, it is necessary to allow for multiple peaks, 
even though they are not clearly resolved in all samples, due to the low occupation 
probability and broadening effects. As an example where they are resolved, the main 
plot in Fig. 4.4 shows the PL spectrum of the 9nm sample at 300K. It requires at least 
three Gaussians to match the measurement, and a least squares fitting results in peak 
energies of (a) 0.953eV, (b) 0.992eV and (c) 1.035eV, respectively; and in FWHMs 
of the individual peaks of (a) 23.3meV, (b) 51.7meV, and (c) a rather large 117meV. 
Since only the first FWHM is of the order of kT (25meV at 300K), this indicates that 
the secondary peaks might originate from multiple transitions (see later section 4.4).
Fig. 4.4 Photoluminescence (PL) of the GaAsSb/GaAs sample with 9nm GaAs spacers at 300K 
(open circles) fitted with Gaussian functions (black curve). The inset shows the PL spectrum at 
10K. One can clearly see that at low temperature a single Gaussian gives a reasonable fit, while at 
room temperature at least three Gaussians (grey curves) are necessary.
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These additional peaks disappear during the cooling of the sample, due the fact 
that the higher states are not populated anymore (see section 2.2.1). Therefore, one 
cannot tell from the temperature dependent PL experiment how the energy positions 
of the higher order transitions behave, which leaves only the QW ground state 
emission for further evaluation, as will be described next.
4.2.1 Intensity dependent photo-luminescence
Since the emission from the QW ground state transition is very strong at low 
temperatures, it is a suitable candidate for looking at its intensity dependent 
behaviour. However, due to the fact that a simple low power HeNe laser was used for 
this experiment, the power density could not be changed directly. So the only 
possibility of varying the intensity of the laser excitation was to lower it by 
interposing neutral density filters into the beam path. Thus the resulting power 
densities were between 2 and 200mW/cm2.
Fig. 4.5a) shows the intensity-dependent QW emission peaks of the 6 nm GaAs 
spacer sample at 10K. Compared to the PL peak position at the lowest available laser 
intensity, a blue shift of ~12meV could be observed, as the excitation was increased 
by two orders of magnitude to the full power of the unattenuated HeNe laser. As one 
can see from the plot, such a shift is comparable to the behaviour observed by Chiu et 
al. in multi-QW GaAsSb/GaAs samples21, who attributed it to the existence of a type- 
II band alignment. As discussed by Dinu et al.12, this is qualitatively consistent with 
the effect of band bending due to Coulomb attraction between the optically-excited 
electrons and holes on either side of the GaAsSb/GaAs interface. This band bending 
effectively creates triangular wells, which are filled with additional excited carriers 
when the excitation is increased. The increase in the Coulomb attraction between 
these additional carriers effectively narrows the QWs, thus raising the electron 
confinement energy. This results in a blue shift of the across-interface type-II 
electron-hole transition, as explained schematically in the insets in Fig. 4.7. As the 
laser power is increased the carrier density in these triangular wells builds up, 
increasing the Coulomb interaction (thus narrowing the wells further) and hence the 
amount of the blue shift.
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Fig. 4.6 shows that there is a decreasing dependence of the PL peak position 
with laser power. This is also consistent with the increased band bending picture: 
since the conduction-band offset becomes very small and the potential barrier thin, the 
electrons can now tunnel from the GaAs into the GaAsSb region and recombine with 
holes there more directly. Thus the recombination becomes similar to the one from a 
type-I interface (see right inset in Fig. 4.7) and hence the rate of change of the shift 
strongly decreases with higher excitation intensity.
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Fig. 4.5a) and b) Photoluminescence at 10K obtained for the AlGaAs/GaAs/GaAsSb SQW 
samples with 6nm and lnm  GaAs spacers respectively, as a function of the power density of the 
HeNe laser excitation source (indicated next to each spectrum).
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In complete contrast to this, the PL spectra of the sample having narrow lnm 
GaAs spacers does not show any measurable shift with laser power (Fig. 4.5b). This 
indicates a more direct type-I-like transition even at low excitation powers, as 
depicted in the left inset in Fig. 4.7. The complete absence of any shift here shows 
that the blue-shift effect in the 6 nm GaAs spacer sample can be explained to be due to 
the Coulomb-attraction-induced band bending, and not, as one might also expect, due 
to state filling effects, caused by possible inhomogeneities, which are also present in 
these samples (see appendix X-V-II).
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Fig. 4.6 10K PL peak positions of the sample with 6 nm GaAs spacers (open circles) in Fig. 4.5a) 
as a function of low laser excitation power (< 20mW/cm2). The curve is an empirical fit using 
equation (4.1) The inset shows the energy shift AE, relative to the un-shifted PL peak position E 0, 
over the whole range of excitation power from 2 to 200mW/cm2 for the two samples, 6 nm spacers 
(open circles) and lnm spacers (filled circles), shown in Fig. 4.5.
The main plot in Fig. 4.6 shows the PL peak positions of Fig. 4.5a) (i.e. 6 nm 
spacer), E, for the lower range of laser excitation powers. This behaviour may be 
fitted with an empirical description given by:
(4.1)
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where Eo is the unperturbed PL peak position at zero laser power, 7 = 0 ,  and a and b 
are fitting parameters, which describe the shift of the peak position, AE, depending on 
the laser intensity, I. In this case (6 nm spacer) Eo was estimated to be 1.007eV, and a 
and b to be 9.3meV and 19.1cm2/W, respectively.
If one treats the intensity dependent shift purely qualitatively one can write 
equation 4.1 as:
E(I) = E0+AE(I) (4.2)
This allows one to depict the absolute energy shift AE as a function of excitation 
power independent of Eo. This is done in the inset of Fig. 4.6, which illustrates the 
different behaviour of the samples shown in Fig. 4.5. From this plot one can infer the 
total observed PL blue shift, AEmax for laser powers between zero and 200m W/cm2.
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Fig. 4.7 Maximum relative blue shift of the photoluminescence peaks observed, AEmax (e.g. as in 
Fig. 4.5), for the full range of investigated GaAs spacer thickness variation (open circles). The 
curve is a guide to the eye. The samples with the wider spacer thicknesses exhibit a clear blue 
shift, while those with smaller spacers show no measurable shift. The left and middle insets show 
schematics of the band alignments of the QW region with the ground-state electron and hole 
wavefunctions (grey), for narrow and wide GaAs spacers, respectively. The far-right inset depicts 
the wide spacer case, but with band bending due to increased laser excitation and resulting blue 
shift in transition energy.
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Fig. 4.7 summarises the results for AEmax for the range of GaAs spacer 
thicknesses investigated. One can see that for the narrow spacers (l-2nm) there is no 
measurable shift, while for wider spacers (3, 6  and 9nm) a blue shift clearly occurs. 
This is consistent with the picture of a transition from a situation where the electrons 
and holes are confined in the same QW layer (type-I-like), to being confined in 
neighbouring GaAs spacer layers (type-II-like), as spacer thickness increases from 
2nm to 3nm, as depicted schematically in the insets of Fig. 4.7.
However, the observed energy shift of the order of 10 to 12meV is lower than 
the 50meV reported by Dinu et al. 12 for GaAsSb/GaAs MQW samples without 
AlGaAs confinement, or the ~70meV published by Chow et al. 22 for a type-II 
GaAsSb/InGaAs/GaAs QW. Thus the experiment indicates that the CBO between 
GaAs and GaAsSb is neither strongly type-I (no shift expected) nor strongly type-II 
(stronger blue shift expected). For a more detailed analysis one needs to compare the 
experimental data with theoretical calculations, as will be presented in the next 
section.
4.2.2 PL peaks versus one-electron model
In order to get a first idea of the CBO at low temperatures (10K) between the 
GaAsSb and the GaAs, tunnel-resonance calculations were performed as a function of 
GaAs spacer thickness and band offset between GaAsSb and GaAs. The program 
developed by H.J. Kolbe23 solves the Schrodinger equation of an arbitrarily shaped 
QW in one dimension (see section 2.4.4). It also allows the application of electric 
fields (linear potential) and finds the quasi-eigenstates from the resonances in the 
transmission, hence the name tunnel-resonance. It uses an approach developed by 
D.C. Hutchings24, where exact Airy functions within a transfer matrix (similar to the 
to optical Jones matrix method described in section 2.3) are used to find the resonant 
quasi-bound states of the electrons and holes in the QW. In order to differentiate 
between light and heavy holes, different effective bandgaps due to the strain in the 
GaAso.6 5Sbo.35 QW (app. 2.6%) are calculated using the values published in 
Vurgaftman et al.19. One exception was the bowing parameter, which was arbitrarily 
set to 1.52eV, to allow the ground state transition (Eei-hhi) to match the PL peak of the
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sample with no GaAs spacers. This resulted in Eg.hh = 0.999eV and Eg_ih = 1.20eV. 
The effective masses for electrons (0.062me), as well as heavy- (0.295me) and light 
holes (0.075me) were linearly interpolated from the binaries, neglecting a possible 
influence of the strain. As the lowest confined transition energy involving the light 
holes (Eei-ihi) was determined to be at 1.196eV (for 9nm GaAs spacers and a 40meV 
type-II offset), only the ground state transition (Eei-hhi) is investigated here.
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20meV type-I
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20meV type-II1.00
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Fig. 4.8 E0 of photoluminescence peaks (open circles) in comparison with the calculated ground 
state transition energies (Eei-hhi) obtained with tunnel resonance calculations (curves) for 
different types of GaAsSb/GaAs CBOs, as indicated to the right of each spectrum. The insets 
show the calculated bandstructure of the 6 nm GaAs spacer sample at 40meV type-I (a) and 
type-II (b), including the first confined electron and heavy hole wavefunction envelopes (grey).
This simple model does not include many particle effects, such as Coulomb 
interactions, but gives a reasonable measure of the order of magnitude of the CBO one 
can expect. Fig. 4.8 shows the measured peak positions of the PL as open circles and 
the calculated values as curves. Bandgaps of 1.85eV and 1.52eV were used for 
Alo.2 5Gao.75As and GaAs, respectively. The effective masses for electrons (heavy 
holes) were the tabulated values of 0.094nie (0.3 8 me) and 0.075me (0.35nie), 
respectively19. The CBO was set fixed at 212meV between GaAs and Alo.2 5Gao.7 5As 
and it was varied ±40meV at the GaAsZGaAso.6 5Sbo.35 interface, as indicated to the 
right of the calculated curves in Fig. 4.8. The insets show the bandstructure of the
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extreme cases of 40meV type-I (a) and type-II (b), together with the ground state 
electron and heavy hole wavefimctions (grey curves). One observes that the shift of 
the transition energy, as a function of band offset, mainly results from the shift of the 
lowest confined hole state with the GaAsSb valence band edge, while the lowest 
confined electron state remains close to the GaAs conduction band edge. This results 
in a redistribution of the electron wavefunction from being mainly confined in the 
GaAsSb layer (a) to the GaAs spacers (b). The light grey line in the GaAsSb valence 
band indicates the valence band edge for the light holes.
As one can observe in the main plot in Fig. 4.8, the measured values for the 
PL peak positions do not lie on any particular theoretical curve, but are scattered 
across the calculated range of CBOs. One also notices that the CBO influences the 
transition energy much more strongly for wider spacers and here the uncertainties in 
the measured PL peak position result in a smaller uncertainty for the CBO. 
Concentrating on the PL peak positions for the 6 nm and 9nm spacer samples, the 
CBO at 10K between GaAs and fully strained GaAso.6 5Sbo.35 can be estimated as 
20meV type-II ± 30meV.
This still does not answer the question on whether the CBO is truly type-I or 
type-II, as both solutions are possible within the given uncertainty. In order to find a 
more accurate value for the CBO, one needs additional information about higher order 
states. As those were observed close to room temperature for the widest spacer sample 
(9nm) in PL (see Fig. 4.4), the next logical step is to perform modulation spectro­
scopy (MS) and photo-voltage (PV) measurements.
4.3 Photo-modulated reflectance/transmission
As mentioned in the sections 2.4 and 2.5 MS is a useful tool for analysing 
semiconductor quantum-well structures, since it can give accurate energy positions, 
oscillator strengths and broadenings of the individual QW transitions at RT, with a 
comparable resolution to PL at low temperature.
For the initial photoreflectance (PR) measurements the same 2mW HeNe laser 
was used as for the PL experiments in the previous section, as well as the Triax320 
spectrometer, the InGaAs photodiode and a digital multimeter and a lock-in amplifier 
to detect the R and the AR signal, respectively. Resulting PR spectra for the same two
4-13
samples compared in section 4.2.1, are displayed in Fig. 4.9. As one can see from this 
figure the spectra are at first sight rich with features. However, only the sharp features 
of the bulk-like GaAs cap layer at 1.42eV (and associated FKOs) and the AlGaAs 
barrier layers at 1.75eV can be easily identified. In the QW region there are no sharp 
features, but strong broad oscillations, which seem to be nearly equally spaced in 
energy. Such oscillations are generally an indication of interference effects and, as 
these have different periods for the two samples, they must be sample specific.
14
1 2
strong oscillations 
below GaAs bandgap 
but no QW signals
1 0
8
6
4
6nm GaAs spacer
2
0
-2 1nm GaAs spacer
-4
AlGaAs
barrierGaAscap
■6
■8
0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.81.6 1.7
energy, eV
Fig. 4.9 Room temperature photoreflectance (PR) spectra of two samples (lnm  and 6 nm GaAs 
spacer) from the GaAsSb/GaAs/AlGaAs series. The PR shows two sharp features at 1.42eV and 
at 1.75eV which can be associated with the GaAs cap and the AlGaAs barrier, respectively. The 
spectra also show strong low energy oscillations of slightly different periodicity in the region 
where one would expect signals originating from the quantum well.
This is a disappointing initial PR result, because these oscillations are so 
strong that they obscure any signal from the QW. However, it seems worthwhile to 
investigate these oscillations in more detail. In order to distinguish between any 
excitonic (QW) and interference related features, one can change the latter by altering 
the optical path length. This can be done e.g. via destructive etching25,26, or non- 
destructively by simply altering the angle of incidence, according to equation 2.34 for 
interference in a Fabry-Perot etalon.
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4.3.1 Angle dependent photoreflectance
If one increases the reflectance angle away from normal incidence, a general 
shift to higher energies (i.e. a blue shift) is seen in all interference related features in a 
spectrum (see equation 2.34). As can be seen in Fig. 4.10 from the sloping lines, 
which mark the positions of the maxima and minima of the oscillations, such a blue 
shift indeed happens, when the angle of incidence is increased from 25° to 65°. This 
indicates that these features might be so-called low energy interference oscillations 
(LEIOs), occasionally reported in literature27,28. An indication for LEIOs is that they 
are hardly observed in ordinary reflectance, as is the case here. Thus the oscillations 
will be tentatively associated with LEIOs.
angle dependent RT PR 
on 6nm GaAs spacer sample J
low energy interference oscillations
-  65°
55°
-  35°
25°
GaAsweak indication of QW feature
-10
0.7 0.8 0.9 1.0 1.1 1.2 
energy, eV
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Fig. 4.10 Angular dependent room temperature photoreflectance (PR) spectra of the sample with 
6 nm spacer (angle of incidence is indicated to the left of each spectrum). The spectra are 
vertically offset for clarity. Below the bandgap of GaAs one can see the interference fringes blue- 
shift with increasing angle of incidence, while there is only a very subtle static feature near l.OeV, 
which can be attributed to the QW (figure adapted from Blume et al.15).
As the QW itself is an excitonic feature, it should stay fixed while changing 
the angle of incidence, as the signals of the GaAs and the AlGaAs do. However, one 
can only see a very subtle static feature near l.OeV that alters the shape of the nearby
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trough of the LEIOs, which might be attributed to the QW. In order to find a way to 
increase the QW signal relative to the interference background and to confirm that the 
interferences are indeed LEIOs, by testing the validity of equation 2.34 in this case, 
one needs to understand more about their origin. Thus, they will be analysed in detail 
in the next sections.
4.3.2 Refractive index from shift of interference oscillations
Interference oscillations, which are hardly detectable during normal reflec­
tance measurements, but become apparent during the modulated reflectance (MR), 
generally result from small differences in the complex refractive index between 
adjacent layers. As was first observed by Huang et al.25, a small change of the 
bandgap due to the introduction of dopants is sufficient to cause such an effect. 
Kallergi et al.26  showed that this effect is related to the Burstein-Moss shift of the 
bandgap, thus to the dielectric function, and hence the refractive index. The small 
changes in the latter, of the order of lO-4 to 1 0 '3, are therefore not resolved in normal 
reflectance (R), but MR easily detects them, due to the differentiation of R and hence 
the removal of the broad background. It was shown in both above publications that 
the period of the oscillations is directly proportional to the thickness of the layer they 
originate from, using destructive etching of this epitaxial layer and thus changing the 
period of the LEIOs.
By performing an angular dependent measurement it is possible to infer the 
refractive index just from the shift of the oscillations. Then one can calculate the 
thickness of the layer responsible for the LEIOs using equation 2.34 and the 
knowledge of the refractive index. One transforms equation 2.34 into:
E~2 (6) = - E fn  2 • sin2 6 + E~2 (4.3)
and obtains the refractive index n from the slope from a linear fit of the reciprocal 
square of the energy positions of the angular features of the LEIOs versus the square 
of the sine of the angle of incidence 6. It also gives the normal incidence energy Eo 
from square-root of the y-axis intercept. Such a plot is shown exemplary in the inset 
of Fig. 4.11 and the resulting refractive indices are then displayed in the main plot at 
their respective normal incidence energies.
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Fig. 4.11 The inset shows a plot of the reciprocal square of the energetic positions of the 
maximum near l.leV  of the low energy interference oscillations for the 6 nm spacer sample in 
Fig. 4.10 as a function of the square of the sine of the angle of incidence (open circles). According 
to equation 4.3 this allows the inference of the refractive index from the slope of a linear fit (black 
line). The resulting refractive indices for the different maxima and minima in Fig. 4.10 are 
displayed in the main plot (open circles) and compared with the refractive index of intrinsic 
GaAs and Alo.25Gao.75As (black curves)29.
If one compares the measured with the tabulated values of the refractive index 
of intrinsic GaAs and Alo.2 5Gao.75As one observes a close correlation. Therefore, the 
responsible layer probably consists mainly of GaAs. One also observes that in the 
lower energy region the measured values are slightly below the GaAs literature 
values, which is an indication that either an AlGaAs layer or the n-doped GaAs 
substrate contributes to the oscillations here. One should also note that the values for 
n at energies above 1.2eV are higher than for GaAs, which can be explained due to 
increased absorption of impurities (1.2eV to 1.3eV), which were observed in the PL at 
cryogenic temperatures (Fig. 4.3). This behaviour is reflected here only qualitatively 
with higher uncertainties. The uncertainty is also higher for the value near l.OeV as it 
is slightly influenced by the weak QW signal.
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Having determined the refractive index and thus tentatively identified a layer 
mostly consisting of GaAs to be responsible for the LEIOs, the next step is to model 
the latter in order to pinpoint the exact layer responsible in the structure. Before that, 
however, it shall be attempted to increase the QW signals with respect to the LEIOs.
4.3.3 Photo-modulated transmission
As a first attempt to increase the signal of the QW against the LEIO 
background, the experiment was changed to the photo-modulated transmission (PT) 
setup, rather than PR. As the LEIOs occur in the modulated reflectivity, they also 
prevail in transmission. From:
T = l - R - A  follows -A T = AR+AA (4.4)
and as one can expect a negligible contribution of AA, since GaAs is approximately 
transparent at the interesting region of l.OeV, it follows that in the case of the LEIOs 
that \&TLE10\~\ARLE10\. Consequently, one observes similar amplitudes of the inter­
ference oscillations in PR (Fig. 4.10) and in PT (see later Fig. 4.12) of about 2-1 O'4.
In PT the QW signal on the other hand arises mainly from the change in 
absorption rather than the refractive index. Depending on the thickness and 
composition of the sample’s QW, AAqw can be much larger than the change in 
reflection ARqw- Therefore it follows from equation 4.6 that ATqw can be larger than 
ARqw, and hence Is.TqW/Tqw can be larger than ARqw/Rqw- Thus QW signals might 
become more easily detectable when going from PR to PT.
However, PT limits the possibility of angle dependent measurements to about 
30° angle of incidence, due to the experimental geometry. This makes it difficult to 
identify moving interference features, due to the square-dependence of the sine of the 
angle of incidence. But since LEIO features are comparable to the PR experiment, any 
QW features could easily be identified. Even though PT prevents measurements at 
high angles of incidence, it enables direct normal incidence measurements, without 
having to use (occasionally troublesome) beam-splitters as one needs for normal 
incidence PR.
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For these reasons normal incidence PT measurements were undertaken for all 
the samples in the spacer series (see thick curves in Fig. 4.12).
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Fig. 4.12 Photo-modulated transmission (PT) spectra of the GaAsSb/GaAs/AlGaAs single 
quantum well series at room temperature (thick curves, vertically offset for clarity). The GaAs 
spacer thickness is indicated to the left of each sample’s spectrum. The thickness of the GaAs 
buffer layer obtained from the fitting of the low energy oscillations (thin curves) is stated to the 
right of each spectrum (see later section 4.3.5).
This figure shows that it is possible to resolve a QW ground state transition 
(leftmost “dips”) and up to two higher order transitions using PT. It is noteworthy that 
the positions of the dips correspond quite well to the peak positions obtained in the PL 
(e.g. compare Fig. 4.4 for the 9nm sample), but are much better resolved in the PT. 
There is also a strange doubling of the ground state signal of the lnm sample (see 
later section 4.4.4). However, it is not possible to fit the transition energies accurately 
with the TDFF model as described in section 2.5.3, since the troublesome LEIOs still 
dominate the spectra. One can see though, that they actually all have different periods, 
which indicates that the layer responsible varies slightly in thickness between the 
samples. The next step is to develop a model for the LEIOs and subsequently fit the 
measured PT spectra.
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4.3.4 Theoretical description of low energy interference oscillations
To obtain the thickness of the responsible (Al)GaAs layer one can compare the 
measured LEIOs with calculated ones. As the LEIOs must be consistently described 
with equation 2 . 2 2  one needs to allow for multiple layers, using the following 
equation15:
a r> all layers
— = £  a jte ij+ P jA ev  (4.5)
From considerations of the Franz-Keldysh-Oscillations (FKOs) in section 2.4.2 one 
can expect that the contribution of the Ae functions shows oscillatory behaviour only 
above the bandgap energy, but shows a decaying exponential-like behaviour below. 
Therefore, in the spectral region below about 1.42eV (see Fig. 4.10) the (Al)GaAs A£j 
and A£2 must be decaying exponentials and so the contribution to the oscillatory part 
of the signal can here only arise from the Seraphin coefficients themselves. As as and 
ps describe the normalised change in reflectivity with respect to the modulation of the 
real and imaginary part of the dielectric function, respectively, it is possible to 
calculate them analytically for any single bulk material (see equations 2.24). For 
structures consisting of multiple layers or even QWs, one needs to resort to numerical 
methods. As a simplification only the normal angle of incidence and isotropic 
materials will be discussed here, as one then does not need to consider s- and p- 
polarisation separately. One can calculate the reflectivity and transmission by a Jones- 
matrix formalism30’31, as described in section 2.3. Thus the Seraphin coefficients can 
then be calculated numerically using15:
Aj R(^e2J)Ss2J (4-6)
Thus the as and ps can be calculated for each individual layer j ,  from the difference in 
reflectivity (or in the transmission), caused by a small perturbation of the dielectric 
function 8s (typically of the order of 10' 5 to 10"3) of the material. This allows then the 
direct comparison of calculated Seraphin coefficients with the LEIOs obtained in PR 
and PT.
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4.3.5 Fitting of LEIOs of PT spectra
In order to fit the measured LEIOs in the PT spectra in Fig. 4.12 with 
calculated LEIOs from Seraphin coefficient calculations, one needs to calculate the 
transmission T, e.g. using a computer program based on the Jones matrix formalism 
(see section 2.3). Here T is calculated with a program developed by S.A. Cripps32. 
The program also allows perturbing the dielectric functions in a selected layer by a 
small amount (here 1 0 "4) and thus directly calculating as and J% of the respective 
layer. As the tabulated £2 function of GaAs is zero in the investigated energy range 
(0.85-1.25eV), the calculation resulted in zero values for fis, thus leaving only as for 
further analysis.
Assuming that the LEIOs originate from a bulk-like layer (GaAs or AlGaAs), 
it was shown in Fig. 2.10 that the fis coefficient should be significantly smaller than 
the as coefficient below the bandgap of GaAs. Therefore it is valid to approximate the 
shape of the LEIOs using:
- « M  (4-7)
V 1 J LEIOs
In this case A£1 is further approximated by a decaying exponential below the GaAs 
bandgap (as explained earlier) that is used to fit the amplitude of the PT signal. On the 
other hand, the period of as and thus the LEIOs is only determined by the thickness of 
the responsible layer.
However, when the calculations were done at first, no responsible layer could 
be identified, as the oscillations were spaced too widely (AlGaAs layers) or far too 
closely (GaAs substrate). It was found, that the layer thickness would have to be in 
the region of approximately half a micron (for GaAs) and the only layer that matches 
this is the nominally 400nm GaAs buffer layer (see Fig. 4.2). That it was not 
identified at first was due to the fact that the same dielectric functions were used as 
for the substrate, so the program did not differ between the substrate and the buffer 
layer. When the dielectric function of the GaAs substrate was altered to allow for 
Burstein-Moss shift due to the heavy n-doping, one could observe oscillations in the 
Seraphin coefficients of the buffer layer of nearly the correct period. With the 
thickness of the buffer layer being the only fitting parameter for the period of the 
LEIOs, it was possible to obtain an accurate estimate for each individual sample, as is
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indicated to the right of each spectrum in Fig. 4.12. The values quoted there are the 
best fits and have an uncertainty of about ±20nm. Multiplying as with an exponential 
function, simulating a decaying FKO tail of the GaAs to describe Aej, resulted in the 
calculated AT/T spectra (thin curves in Fig. 4.12).
In principle it would now be possible to subtract the calculated LEIO spectra 
in Fig. 4.12 from the measured PT and fit the QW transitions with TDFFs. However, 
as more detailed QW signals were subsequently found in electro-absorption spectra 
that were not confused by LEIOs (see later section 4.4), a method shall be shown next 
that allows the avoidance of LEIOs even in PR.
4.3.6 Dependence of the LEIOs on the excitation wavelength
As the main goal of the investigation of QW samples is to obtain signals from 
the individual transition energies, there needs to be a way of effectively circumventing 
interference related signals (i.e. the LEIOs) that confuse the spectra as shown in the 
previous sections.
In this section LEIOs of an undoped PL sample with two strain-compensated 
GaAsSb QWs are studied, which is closely related to the spacer series. It was grown 
to simulate the structure of an edge-emitter (see appendix X-III for full details). Here, 
strong LEIOs were also encountered, when the sample was modulated with a HeNe 
laser (see Fig. 4.13), such that only a GaAs signal at 1.42eV could readily be 
identified. Since the GaAs buffer next to the substrate was again identified as the 
source of the interference, as in the previous samples, it shall now be investigated how 
to reduce its modulation.
The first method that perhaps springs into mind is the usage of an excitation 
source with photon energies well below the bandgap of GaAs to which all the layers, 
apart from the QWs, are transparent. Thus only the electric field in the immediate 
vicinity of the QW is modulated and one should expect QW signals in the PR/PT. 
When using a 980nm InGaAs laser (50mW), whose photons have an energy of 
1.27eV, it was found that PR signals from the QW could indeed be measured (see 
Fig. 4.13). However, the weak signal (a factor 50 less than obtained with the HeNe 
laser) and the poor signal to noise ratio (SNR), due to the veiy small length of
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absorption width of the QWs, required long integration times. Also the effect of 
modulating other layers could not be completely ignored, since the barrier materials 
(GaAs, AlGaAs) contain impurities and deep traps below the band edges (see 
Fig. 4.3), which can also be modulated. Thus the electric field is also changed in other 
layers, which results in a measurable signal (and hence also possibly LEIOs) in such a 
“below-bandgap” modulation, as was shown in the literature33,34.
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Fig. 4.13 Room temperature (RT) photo-reflectance (PR) spectra (at incidence angle of 45°) for 
the strain-compensated double quantum well (DQW) sample, using different modulating lasers 
whose corresponding photon-energies are indicated to the left of each spectrum. Although PR 
signals from the GaAsSb QW could be obtained with an InGaAs laser (uppermost PR spectrum), 
the most obvious QW signals were obtained (between ~0.90 and ~1.15eV) with the HeCd lasers 
(two lowermost spectra). In these spectra, the low-energy interference oscillations (LEIO) 
apparent for the HeNe and Ar+ lasers (centre plots) are suppressed. The RT PL spectrum is also 
shown for comparison and baselines of the spectra are offset vertically, for clarity (Figure 
adapted from Blume et al.15).
On the other hand, if  one increases the photon energy of the modulation source 
above the energy of the photons from the HeNe laser, so that the radiation is absorbed 
closer to the surface, it might be possible to influence the ratio between the signal 
strengths from the QW and the LEIOs. Such an effect was indeed measured, when 
changing the modulation source to a lOmW, 514nm (2.412eV) Ar+ laser. Here one
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can observe that the magnitude of the LEIOs decreases significantly and a QW feature 
becomes visible as a flattening of the LEIO maximum near LOeV (see Fig. 4.13).
The effect was improved even further, when using a HeCd laser at 442nm 
(2.805eV) or 325nm (3.815eV) with intensities of 4mW and lmW, respectively. In 
this case the LEIOs disappear almost completely and a signal from the QW becomes 
visible (see lowermost plots in Fig. 4.13). However, the SNR deteriorates when going 
to the highest energetic excitation. This results from the fact that the electric field is 
modulated only at the very surface, due to the strong absorption of the radiation. Thus 
the field at the depth near the QW only becomes weakly modulated and hence the 
amplitude of the QW-PR signal is again reduced.
Even though QW signals were resolved with the first HeCd line (2.805eV), the 
spectrum still contained residual weak LEIOs. These could be subtracted with a 
suitably scaled the spectrum of the pure LEIOs obtained with the HeNe laser14. The 
resulting LEIO-free difference spectrum was then fitted with the TDFF model, and it 
was found that at least three oscillators were needed to obtain a reasonable agreement. 
The fit also resulted in unusual large broadenings for PR (T ~ 25-50meV). This is still 
significantly smaller than the FWHM of the corresponding PL peak of about 200meV 
(see uppermost plot in Fig. 4.13), but indicates that possibly multiple QW transitions 
contribute to each estimated oscillator. As discussed in Blume et al.15, comparisons 
with simple Schrodinger-equation calculations of the confined states in the QW 
allowed multiple overlapping electron and hole wavefunctions (up to the third and 
fourth confined state). Therefore a direct comparison with HeCd PR spectrum is 
extremely difficult and not appropriate.
One needs to resort to a full microscopic model including strain, excitonic and 
Coulombic effects etc. (see later section 4.5 for the spacer series). As this goes beyond 
the scope of this thesis, the main result here is that it is possible to modulate layers in 
an epitaxial structure selectively, such that the wanted information, here the signals 
from the QWs, can be gleaned from the PR experiment. However, this method does 
not always work, as was observed when studying the GaAsSb/GaAs SQW series (not 
shown). In this case additional charges at internal interfaces and surface states create 
additional fields which effectively shield the field in the vicinity of the QW and 
therefore stronger alterations to the field were necessary than a photo-modulation 
experiment could provide. Therefore the samples were investigated further by electro­
modulated absorption (EA), which allows the direct modulation of the electric field.
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4.4 Electro-modulated absorption of the spacer series
Building on the knowledge that a transmission experiment is more fruitful to 
obtain QW signals than a reflection experiment (see section 4.3.4) for the spacer 
series samples, yet another step was needed to increase the signal from the QWs 
against the background of the interference effects and noise. Therefore, it was decided 
to leave the path of non-contacting, non-destructive measurements and to modulate 
the electric field in the samples directly by an application of a small alternating 
external voltage. The EA experiments described in the following sections were carried 
out in the laboratory of Prof. G. Weiser at the Phillips Universitat Marburg.
4.4.1 Experimental set-up and initial results
For this experiment a semi-transparent platinum contact (thickness app. 5nm) 
was evaporated on the top surface of the samples. The contact geometry was defined 
by a mask during the evaporation, leaving rectangular contacts of a typical size of 4.0 
x 1.5mm2, which is slightly bigger than the size of the probe spot (2.0 x 0.5mm2) on 
the sample during the EA experiment (set-up similar to Fig. 3.4).
For the EA experiment a BM100 lm monochromator was used that has a 
dispersion of 1.7nm per millimetre slit size. Using typical slit sizes of 0.6mm, this 
resulted in a resolution of 0.8meV at 0.992eV (1.25pm). The normal incident 
transmitted light was detected with a liquid nitrogen cooled germanium detector 
(North-Coast Inc.) with the DC-signal (7) recorded using a digital multimeter 
(Keithley 195A) and the AC-signal (AT) with a lock-in amplifier (Stanford 830DSP). 
For the modulation a custom-built frequency generator (FG-3, 0-200kHz) was used 
that allowed a modulation voltage up to ±5.0V and an additional DC offset of between 
-40V and +40V. For the EA a typical square-wave modulation with a frequency of 
~990Hz and an amplitude of +1.0V was used, which was monitored with an 
oscilloscope (Hameg HM203-6). Additional DC offsets in the region between -7.0V 
and +5.0V were also applied (see later section 4.4.4). The magnitude of the DC bias 
voltage was limited by occurring luminescence from the sample in forward and 
reverse direction, due to the injection of carriers into the QW at higher DC biases.
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The EA spectra at zero DC bias voltage of the GaAsSb/GaAs/AlGaAs SQW 
spacer series are displayed as black curves in Fig. 4.14, and the first thing one notices 
it that the LEIOs have completely disappeared.
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Fig. 4.14 Electro-modulated absorption (EA) spectra at room temperature (black curves) of the 
GaAsSb/GaAs/AlGaAs SQW series with different GaAs spacer layers, as indicated to the left of 
each spectrum. The spectra show a multitude of QW transitions, which were fitted using 
Aspnes’s third derivative functional forms (grey curves, almost coincident with experimental 
data). The fitted transition energies are marked with arrows.
The absence of the LEIOs indicates that modulation of the buffer-substrate 
interface must be significantly reduced. One can understand this quantitatively as 
follows: before the evaporation of the Pt contact onto the sample, the depletion region 
might not have extended much further than the GaAs buffer layer. Assuming a 
residual carrier concentration in the intrinsic layer of N =  5xl0 15cm' 3 and a drop of the 
built-in potential Vu = 0.5-Eg e 1 = 0.7V (assuming Fermi level at mid-bandgap at the 
surface), the resulting width of the depletion region Xd in the GaAs buffer (er = 12.6) 
can be approximated as follows35:
This results in a depletion region of xj * 440nm, which is still only slightly thicker 
than the nominal buffer layer thickness of 400nm and does not extend as far as the 
QW. Therefore, the electric field near the QW must be very small and thus its change 
due to the photo-generated electron-hole pairs must also be small, which in return 
results in the observed very small QW signals in PR/PT. The only region with a 
significant built-in electric field is near the interface between the n-GaAs substrate 
and the i-GaAs buffer layer (see Fig. 4.15 (a)). Here, the screening of the field during 
photo-excitation is quite strong and hence are the LEIOs.
i-GaAs i-GaAs
n-GaAs n-GaAs
QWQWbuffer
Region mainly modulated with ER/EARegion mainly modulated with PR/PT
Fig. 4.15 Schematic drawing of bandstructure of intrinsic GaAsSb/GaAs/AlGaAs QW before (a) 
and after evaporation of Pt surface contact (b). In case (a) one can assume that the majority of 
the field drops near the substrate (n-GaAs) -  buffer (i-GaAs) -  interface. In case (b) the field 
drops more homogeneously due to a formation of a Schottky-barrier near the surface.
When the platinum is deposited on the surface, it forms a Schottky contact due 
to the difference between the work function of the Pt (-6.1 eV) 36 and the electron 
affinity of the GaAs (-4.1 eV)35. This increases the field near the surface, resulting in a 
more homogeneous field across the intrinsic layers (see Fig. 4.15 (b)), forming a 
quasi-p-i-n junction. However, due to a similar finite length, the field of the Schottky 
barrier does not penetrate as far as the substrate-buffer-interface. When now a small 
external AC voltage is applied in an EA experiment, this mainly results in a 
modulation of the surface field, and hence QW signals are observed, but not LEIOs.
As these EA measurements resulted in such clear strong QW signals, the next 
step is to fit the lineshapes with the Aspnes TDFF model. The fitting requires the 
knowledge of the number of oscillators, their approximate energy position and their 
magnitudes.
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4.4.2 Modulus and fitting of EA spectra and differentiated PV
To find initial values for the semi-empirical fitting of the transition energies, 
one can remove the phase information from an EA spectrum as follows: first one 
calculates the corresponding imaginary part of the EA spectrum using the Kramers- 
Kronig relation, and then one adds the squares of the real and imaginary part. The 
square root of this is an EA modulus spectrum, as introduced by T.J.C. Hosea37 and 
briefly explained in section 2.4.5. Such a modulus spectrum shows positive peaks 
only, from which it is possible to read off the number and the energetic positions of 
the oscillators from the position of the peaks (indicated by the arrows in Fig. 4.16).
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Fig. 4.16 Modulus of the electro-absorption (EA) spectra shown in Fig. 4.14. The arrows indicate 
the peaks and hence the energy positions of the oscillators, which were used as initial parameter 
estimates for the fitting of the actual EA spectra.
This method also gives initial values for the TDFF amplitude and broadening 
of the transitions from the height and width of the peaks (see T.J.C. Hosea37). Thus 
one only needs an initial educated estimate for the phase of the TDFF (see equation 
2.29). For the fitting presented here, the phases for the oscillators were initially set to 
zero, and all the other parameters were held constant at their initial estimates from the 
modulus spectra. In this case the fitting program developed by T.J.C. Hosea38 is
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constrained to obtain a best fit only for the phases, thus providing the required initial 
estimates for the phase. When now all the parameters were allowed to vary, the phase 
as well as the other parameters then usually remained close to the initial values. The 
achieved fits very closely resemble the measured curve (see grey lines in Fig. 4.14), 
showing the appropriateness of the TDFF model. Occasionally, it was observed that 
the fitting results became unrealistic, especially when trying to mimic a small 
oscillator next to a strong one, see e.g. the 2nd lowest-energy oscillator for the 0, 2, 3, 
and 6 nm GaAs spacer samples. In this case some parameters e.g. broadening or 
amplitude needed to be fixed, such that the fitting results were physically realistic.
In order to correlate and verify the EA fitting results, photo-voltage (PV) 
spectra were also recorded for the individual samples. As this resulted in step like 
functions, the spectra were smoothed and numerically differentiated with respect to 
photon energy to remove the background, as described in section 2.1. The resulting 
differentiated PV (DPV) spectra are shown in Fig. 4.17.
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Fig. 4.17 Differentiated photo-voltage (DPV) spectra of the GaAsSb/GaAs/AlGaAs quantum well 
(QW) spacer series at room temperature. The spectra are offset for clarity and the respective 
zeros are indicated with the grey horizontal lines. Notice the similarities with the modulus EA 
spectra in Fig. 4.16, especially the energy positions (indicated by black arrows) of the first and 
second transitions of the QW.
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One observes a similarity between these DPV and the modulus EA spectra, as 
the peaks are nearly at the same energetic positions. However, the DPV does not just 
have positive, but also negative values (grey lines in Fig. 4.17 are zero baselines), 
especially evident for the sample without GaAs spacers (Onm). Here the peak at 
0.990eV is followed by a trough at l.OlOeV, which is a result of an excitonic effect39. 
Excitons generally create additional peaks on top of the absorption spectrum of the 
continuum. This means if the derivative is taken of such a spectrum, the zero crossing 
after the peak denotes the energy position of the exciton. However, as not all samples 
showed excitonic peaks and hence a negative DPV (see 6 nm and 9nm GaAs spacer 
samples), the peak position of the DPV (maximum slope in PV) shall be associated 
with the transition energy, to be consistent within the series of samples (even though 
knowing that this slightly underestimates the transition energy).
Other negative values are visible above 1.17eV, which can be explained due to 
light absorption by trapping states of impurities, which were observed during low 
temperature PL at these energies (see Fig. 4.3). These states do not produce photo­
current as photo-excited carriers are bound to the impurities and recombine again 
mostly non-radiatively under phonon-generation (sample heating). They also screen 
locally the built-in field, thus less photo-excited carriers can escape from the QW and 
hence a reduction of the PV (negative DPV values) is observed. Nevertheless, in the 
spectral region below 1.2eV multiple transitions are visible, that allow a correlation 
with the EA measurement.
The resulting transition energies of the fitting of the EA (full circles) and the 
peak positions of the DPV spectra (open circles) are displayed in Fig. 4.19 (see later) 
and one observes a very good agreement, especially for the ground state transition 
(el-hhl, where qh denote the number of the confined electron states).
4.4.3 Transition energies from EA versus single electron theory
To identify the other higher order transitions, it is necessary to compare the 
experimental results with a theoretical model. As a first approximation a simple 
square-shaped QW in one dimension is assumed, as was introduced in section 2.4.4, 
by using the program of H.J. Kolbe23. The room temperature material parameters 
necessary for this model were taken again from Vurgaftman et al.19. This resulted in
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bandgaps of 1.78eV and 1.42eV for the Alo.2 5Gao.7 5As and GaAs, respectively. For the 
strained GaAsSb again effective bandgaps for heavy holes (Eg.hh = 0.93eV) and light 
holes (Eg.ih = 1.1 OeV) are treated separately. The other parameters such as effective 
masses were used as in section 4.2.2.
Fig. 4.18 shows the bandstructure of the two samples with lnm and 6 nm GaAs 
spacers, also as discussed in section 4.2 for a small type-II CBO of 20meV, which 
was the centre value found at low temperatures.
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Fig. 4.18 Calculated 1-dimensional potential wells for electrons and holes for the GaAsSb 
quantum wells with lnm  GaAs spacers (upper plot) and 6nm GaAs spacers (lower plot), 
respectively, corresponding to 20meV type-II conduction band offset. The figure shows the wave- 
function envelopes and the arrows indicate the transitions with the highest probability.
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Looking at the 6 nm sample (lower plot) first, the calculation predicts five 
strong transitions in the spectral region between 0.9 and 1.2eV. They were calculated 
to be at 0.948eV, 1.028eV, 1.032eV, 1.132eV and 1.153eV, arising from the el-hhl, 
e3-hhl, e2-hh2, el-lhl and e4-hh2 transition, respectively. One should note the off- 
diagonal transitions (e3-hhl and e4-hh2) showed a strong theoretical oscillator 
strength, which arises from the significantly broader QW for the electrons (defined 
mainly by the AlGaAs), when compared to the holes, where the GaAs acts as barrier 
and hence results in strong overlap of the wavefunctions.
On the other hand these off-diagonal transitions are strongly suppressed in the 
lnm sample (upper plot). Due to a much narrower effective QW for the electrons, 
only two states are confined, resulting in three main transitions: Eei-hhi (0.978eV), 
Ee2-hh2  (1.134eV), andEei-ihi (1.163eV), respectively.
Now it is possible to compare the measured values from the fitting of the EA 
(full circles in Fig. 4.19) and from the DPV (open circles) with tunnel-resonant 
calculations for all the samples (curves) for different CBOs. Shown in the figure are 
only the calculations for centre value at low temperature 20meV type-II (black 
curves), and the maximum values to either side: 20meV type-I and 60meV type-II 
(grey curves) for the el-hhl and el-lhl (solid), e2-hh2 (dashed), e3-hhl (dotted), and 
el-hh3 (dash-dotted) transitions. The e3-hhl disappears for spacers smaller than 2nm, 
as only two electron states are confined.
As one can see in Fig. 4.19, the ground state transition energy, lowest set of 
circles, follows closely the calculated transition energies (Eei-hhi) for 2 0 meV type-II 
CBO, similar to the low temperature value inferred in section 4.2.2. For the higher 
order states it becomes very difficult to assign individual electron-hole transitions, as 
the regions of the calculated e2-hh2, el-hh3, e3-hhl, and el-lhl transitions are 
overlapping within the calculated range of CBOs and also have comparable oscillator 
strengths. Thus one can conclude that it is not possible to assign the measured higher 
order transitions to the calculations just from their energetic positions for these 
samples. This leaves again only the ground state transition energy for evaluation, 
where one arrives at the same value as for the low temperature PL: 20meV ± 30meV 
for the conduction band offset between GaAsSb and GaAs at room temperature.
In order to improve this value, it requires a better theoretical modelling (see 
later section 4.5). But before turning to an improved model, one more parameter of 
the experiment has to be dealt with: the built-in electric field.
I
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Comparision of PVand fitted EA transition energies with 
QW eigen states from tunnel resonance calculations
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Fig. 4.19 Transition energies measured with electro-absorption (EA, black full circles) and 
differentiated photo-voltage (DPV, open circles) compared with energies of the states, obtained 
from tunnel-resonance calculations (lines) for different GaAs/GaAsSb conduction band-offsets 
20meV type-II (black) surrounded by 20meV type-I and 60meV type-II (both grey). The solid 
lines represent the calculated values for the el-hh l and el-lh l transitions, the dashed lines the 
e2-hh2, the dotted lines the e3-hhl, and the dash-dotted the el-hh3 transitions, respectively. 
While direct comparison is possible for the ground state, the higher order states are most likely 
mixed in the EA, making it impossible to assign individual transitions to the measured ones.
Any built-in electric field in a QW results in a shift of the confined energies 
and a redistribution of oscillator strength among the confined transitions via the 
quantum-confined Stark-effect (QCSE), as discussed in section 2.4.4. Thus it is 
possible that parity-“forbidden” transitions (e.g. el-hh2  and e2 -hhl) can gain 
oscillator strength. In Fig. 4.19 one observes for smaller spacers (< 3nm) measured 
transition energies between 1.0 and l.leV , which are not consistent with any 
calculated “allowed” transition energies. Here the lnm sample is of special interest, as 
the ground state feature seems to be shifted to lower energy and the first observed 
“forbidden” transition at 1.0 leV has significant measured oscillator strength in the EA 
(see Fig. 4.14), and also earlier in PT (Fig. 4.12). This strong “forbidden” transition is 
an indication of the presence of a considerable built-in electric field as shown for the
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example QW in section 2.5.4. Therefore it is imperative to investigate electric field 
dependence in these samples, before improving the modelling.
4.4.4 Electric field dependence of the quantum well transitions
The electric field inside the samples can be influenced significantly when an 
additional external voltage is applied to them. In order to find the built-in electric field 
two ways are possible: One is to calculate the transition energies for the sample as a 
function of the electric field until one reaches a satisfactory agreement with the 
experimental results for the non-biased measurement. Alternatively, one can infer the 
electric field from any FKOs in EA or electroreflectance (ER) signals of bulk layers in 
the sample as a function of applied bias voltage until one obtains a flat band situation 
for the QW-signal, i.e. zero QCSE. Here both methods will be demonstrated.
Pursuing first the theoretical method, the electronic states were calculated for 
the lnm spacer sample using the program by H.J. Kolbe23 for different fields and it 
was found that the measured transition energies at 0.97eV, l.OleV, 1.08eV and 
1.14eV could be approximately obtained, for an internal field of 120kV/cm 
± 30kV/cm across the QW (see Fig. 4.20).
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Fig. 4.20 Bandstructure of lnm  GaAs spacer sample shown in Fig. 4.18 at a field of 120kV/cm.
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At the field of 120kV/cm these four observed transitions correspond to the 
predicted energies of five major transitions: Eei-hhi (0.965eV), Eei-hh2 (1.029eV), 
Ee2-hhi (1.068eV), Ee2-hh2 (1.132eV), and Eci-ihi (1.14eV), respectively. This is a 
significant increase over just three predicted transitions in the unbiased case. If one 
assumes that the e2 -hh2  and el-lhl transitions are not resolved in the measurement 
due to their close proximity, one observes that the calculations match each of the 
measured transition energies within an uncertainty of less than 20meV. A closer 
agreement cannot be achieved, due to the inherent uncertainty of the structural and 
material parameters used for the calculation.
As one can also see in the calculated bandstructure of Fig. 4.20, the second 
electron state is only weakly confined here (i.e. has a high tunnelling probability). 
However, strong features were observed during the EA (see Fig. 4.14) that are 
attributed to the second electron state (e.g. 1.08eV := Ee2-hhi). This indicates that the 
field in the AlGaAs barriers might be smaller than 120kV/cm and hence a stronger 
confinement of the e2 state occurs. If one uses the simple formula of:
Fbuilt-in d  — Vbias ( 4 - 9 )
it is possible to estimate the bias voltage necessary to achieve the flat band situation. 
Assuming 600nm for the width of the intrinsic region (combined thickness of all 
epitaxial layers) one will need an external bias of app. 7.2V. However, due to the 
symmetry of the calculation no prediction of the polarity of this built-in field can be 
made. To clarify this, an EA experiment as a function of applied bias voltage is 
conducted next.
When this EA experiment on the lnm GaAs spacer sample was conducted at 
room temperature (not shown), one observed a blue shift of the ground state transition 
(i.e. reduction of the QCSE) when a negative bias voltage was applied. However, the 
actual flat band situation could not be achieved, due to electroluminescence of the 
sample occurring at bias voltages greater than -4V. This luminescence decreased 
when the sample was cooled to cryogenic temperatures, allowing a larger negative 
bias to be applied.
Fig. 4.21 shows the EA spectra of the QW region of the lnm GaAs spacer 
sample at various bias voltages (indicated to the left of each spectrum) at 3 OK. One 
observes a red-shift of the ground state transition (increase of QCSE) when a positive
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voltage is applied to the Pt contact. On the other hand, a blue-shift was observed 
(decrease of QCSE) when a negative voltage up to -5.5V was applied. At this point 
the magnitude decreased significantly, and beyond (at larger negative bias) the sign of 
the EA signal was reversed and showed again a red-shift. Thus, it can be concluded 
that the QW is at flat band position at -5.5V, which corresponds to an average field of 
~90kV/cm in the intrinsic layers. This is slightly less than the estimate of 120kV/cm 
± 30kV/cm by the tunnel-resonance calculations, but is still within its uncertainty.
1nm GaAs spacerEA at 30K 
bias
+5V -----
0.5
+3V
+1V
±0V0.0 GaAs -
o
-1V
-3V
-4V
-5V
-5.5V
-7V
- 1.0
-9V
-1.5
QW signals
energy, eV
Fig. 4.21 Electroabsorption (EA) of GaAsSb/GaAs/AlGaAs quantum well (QW) sample with lnm  
GaAs spacers as a function of bias at ~30K. While the bulk GaAs signal (1.5eV) behaves normal, 
the QW signal changes sign a -5.5V, corroborating the expected strong electric field in the QW.
It is remarkable though that the GaAs signal at 1.52eV showed a sign change 
between ±0V and +1V as one would expect from the picture of the electric field 
developed in section 4.4.1. This indicates that the remaining epitaxial layers might 
have a different electric field dependence. To investigate the electric field in bulk 
layers, one can analyse the Franz-Keldysh oscillations (FKOs) above the band edge, 
as introduced in section 2.4.2. However, as the substrate (also GaAs, see Fig. 4.2) is 
opaque at these energies (>1.42eV), EA is of little use. Therefore, electroreflectance 
(ER) measurements were carried out to investigate the dependence of the electric field 
in barrier layers from the bias voltage.
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Fig. 4.22 shows ER spectra of the GaAs and AlGaAs spectral region of the 
sample with lnm spacers as a function of external bias voltage (indicated on the right) 
at room temperature. FKOs were obtained from the Alo.2 5Gao.75As starting from 
~1.74eV, confirming of the nominal A1 content of 25% ±1%, and from the GaAs 
starting near 1.42eV. Unfortunately, the signal from the spin-orbit split-off band of 
the GaAs (Aso = 0.34 leV) at about 1.76eV confuses the FKOs of the AlGaAs. Thus 
only the FKOs from the GaAs can be analysed reliably.
1 1
±0.5V modulation
1 * 1
1nm GaAs spacer
+4.0V14kv/cm
+3.0V12kV/cm
10kV/cm 
9kV/cm
+2.0V
+1.0V
±0.0V~0kV/cm
LU -0.5
~30kV/cm 
~50kV/cm 
~65kV/cm 
~80kV/cm
AlGaAs + GaAs (s.o.)
1.6 1.7
energy, eV
Fig. 4.22 Electroreflectance spectra of the barrier region (GaAs and AlGaAs) of the sample with 
the lnm spacer as a function of bias voltage, as indicated to the right of each spectrum. The 
Franz-Keldysh oscillations (FKOs) of the GaAs (1.4-1.7eV) were analysed and the deduced fields 
are shown next to the oscillations. The FKOs of the AlGaAs (1.7-1.9eV) are confused by a signal 
of the spin-orbit split-off band of GaAs at 1.76eV and could not be analysed properly (figure 
from Bueckers et al.40)
To obtain the electric field from the FKOs in the GaAs signal, one plots
/ \Y(Em - E g) versus m, as shown in the main plot in Fig. 4.23. Here, m denotes the
number of the individual FKO extremum and Em the energy position, as explained in 
section 2.4.2. Using:
(E" ~ EJ n = m ' m + d ' (4 J 0 )
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one can infer the electric field F from the slope of a linear fit of the data points using a 
bandgap of Eg = 1.42eV and an effective mass of ju = 0.05meo-
Example FKO plots for three selected bias voltages are shown in Fig. 4.23 and 
one observes a linear dependency up to about the 6 th extremum. Beyond that the plots 
become non-linear due to the finite coherence length of the acceleration (see Kolbe et 
al.41), set in this case by inhomogenieties of the electric field. If the analysis is 
restricted to the linear region one can infer the electric field to be between 9kV/cm 
and ~80kV/cm, for the range of investigated bias voltages.
0.14
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0.10
- 0.08
bias, V
W 0.06 ~50kV/cm 
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0.00
0 42 6 8 10
extremum number
Fig. 4.23 Selected plots of the extrema of the FKOs of the GaAs in Fig. 4.22, as explained in 
section 2.5.2 The inset shows a correlation of the inferred electric fields as a function of bias 
voltage (figure from Bueckers et al.40).
The inset in Fig. 4.23 depicts the dependence of the electric field on the bias 
voltage and one observes that the electric field of the barrier signal increases for both 
positive and negative bias. For negative bias one observes a slope of -16.5kV/cm per 
-IV applied bias, which corresponds well to the expected Fbuiit-m = 16.6kV/cm using 
Vbias = IV and d — 600nm (i.e. the nominal thickness of the intrinsic structure layer) in 
equation 4.9.
On the other hand, for positive bias voltages the slope is only +1.7kV/cm per 
+1V bias. This is an indication of severe screening (~90%!) of the applied field in
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comparison with the expected value, possibly by interface charges. This should be 
kept in mind for the microscopic calculations of EA spectra (see later section 4.5.2).
As one observes from the inset in Fig. 4.23, in the flat band condition (zero 
electric field) in the GaAs is at about zero or slightly negative (-0.5V) bias. This 
means that the electric field in the QW (showing flat band position at -5.5V, see 
Fig. 4.21) must have a different origin. In this case one might suspect piezo-electric 
fields as in InGaN QWs (see later section 7.2). However, the zincblende structure of 
the crystal allows such fields only in the [111] direction. As the sample was grown in 
[100] direction this cannot be the origin here. This leaves only interface charges on 
either side of the QW as possibly responsible for such a field, which might indicate a 
contamination during the growth of the QW of this particular sample.
The other samples in the spacer-series behaved a lot more as might be 
expected: only weak built-in fields (0-10kV/cm) at zero bias were observed during 
bias dependent EA measurements, usually just due to the field of the quasi-p-i-n 
junction, which could be compensated with a small positive bias. This now allows 
presenting electro-absorption data for a nearly flat band situation for all samples (see 
later in Fig. 4.27 in comparison to microscopic calculations). The EA measurements 
were conducted at low temperatures to minimise effects of homogeneous broadening.
In order to reduce the uncertainty of the value found for the CBO between 
GaAsSb and GaAs (see previous section), one needs to consider not only the built-in 
electric field across the QW, but also the field that arises due to the spatial separation 
of electron and holes, i.e. Coulomb attraction. The spatial separation can for instance 
be seen from the maxima of envelope-wavefimctions of the lowest confined electron 
(el) and hole (hhl) states for the 6nm spacer sample in Fig. 4.18. Here the hole 
wavefunction has a strong maximum in the centre of the GaAsSb layer, whereas the 
electron wavefunction is spread far into the adjacent GaAs layers. Thus strong carrier- 
carrier effects can be expected, that might lead to band-bending effects and hence 
further shifts of the transition energies and oscillator strengths.
Another issue is the strong broadening of the transitions, which prevents the 
full resolution of the overlapping transitions in the EA and hence no direct assignment 
to transition energies calculated with the simple singe-electron-model can be made. 
These effects are expected to have a tremendous influence on the uncertainty of the 
CBO between GaAs and GaSb. Thus one has to account for these carrier-carrier and 
broadening effects using a full microscopic approach in order to infer a more accurate 
value of the CBO, which will be conducted next.
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4.5 Comparison of EA spectra with a full microscopic model
As was seen in Fig. 4.19, it is not possible to directly assign the higher order 
QW transitions measured in the EA to calculated energies from a singe-electron 
model, which is necessary to decrease the uncertainty of the GaAsSb/GaAs CBO. To 
achieve this, one also needs to look at the oscillator strength (and hence absorption), 
or better the differential changes to the oscillator strength. Therefore, this section 
presents differential absorption spectra calculated with a microscopic model 
(“calculated EA”), which can directly be compared to measured EA spectra.
4.5.1 Declaration
The calculated EA spectra shown in this section are not my work, but of 
Christina Btickers, who used a microscopic model for semiconductors developed by 
A. Thranhardt, C. Schlichenmaier, J. Hader, J.V. Moloney and S.W. Koch of the 
“Interdisziplinares Forschungszentrum Optodynamik”, a theory group based at 
Marburg, Germany. Thus, it was possible to have a direct theory-experiment 
comparison for these spacer-series samples and to significantly improve accuracy of 
the inferred GaAsSb/GaAs CBO. The work resulted in a joint publication (see 
Buckers et al.40).
4.5.2 Microscopic model and simulated EA spectra
The microscopic model42 used in the following sections, in contrast to theI
TDFF model used in sections 4.4.1-4.4.3, does not have free fitting parameters for 
individual transitions, but describes the energy spectrum as a whole. The only 
arbitrary parameters, which were varied were the inhomogeneous broadening (set to 
12meV), the bowing parameter of GaAsSb (set to 1.58eV, also used by Wang et al.13 
instead of 1.42eV suggested by Vurgaftman et al.19), the electric field and the 
conduction band offset between GaAsSb and GaAs.
The microscopic model starts with the calculation of the bandstructure using 
k*p theory. This requires the knowledge of the layer thicknesses and compositions,
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the electric fields and the temperature. Material parameters that enter the calculation 
are: the bandgap energies, effective masses, Luttinger parameters, dielectric constants, 
strength of the spin-orbit coupling, lattice constants, elastic moduli, and strain 
potentials. Thus, one obtains a manifold of two-dimensional bands, as a linear 
combination of conduction-, heavy-hole-, light-hole- and spin-orbit split-off bands in 
x and y direction and the eigenstates in the confinement in the z direction. This is still 
in the one-electron picture43.
Now the dipole matrix elements jUk are calculated from these eigenstates, as 
well as the matrix elements of electron-electron (Coulomb-interaction) Vjt, electron- 
phonon, and optical dipole interaction.
To calculate optical spectra, the semiconductor Bloch equation used to 
compute the microscopic time- and k-dependent polarisation Pkif) reads as follows44:
i» ! - A  ( < H « : ( 0 + (! -A e - s i ) a > + j t P> ( 0
Here £k are the renormalised energies of the eigenstates,
(4.11)
ek =ek- ' Z v t_9 -f<l (4.12)
q*k
fk the Fermi-distribution functions for electrons and holes, Qk the renormalised field,
o t = a " • £ « ) + (4. i3)
q*k
where the field E(t) is treated still classically for calculation of the absorption (semi­
classic approach). The last term in equation 4.11 is a dephasing term, accounting for 
many particle scattering (electron-electron and electron-phonon) in 2nd Bom-Markov 
approximation. This leads to a renormalisation of the eigen-energies as well as the 
wavefunctions and thus the transition energies are computed self-consistently in the 
many particle picture.
Equation 4.11 is then solved for a weak excitation (hence Fermi functions are 
applicable) and one sums Pk(t) over all the ^-states to obtain the macroscopic time- 
dependent polarisation P(t), which can be transferred via Fourier transformation into 
the frequency-dependent polarisation P(co). If P(co) is then divided by the field of a 
small perturbation E(co) this results in the absorption spectrum a(co):
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(4.14)
In order to mimic an EA spectrum, a(co) is calculated for two electric fields. This can 
be seen in Fig. 4.24, which shows as an example the initially calculated absorption for 
the 2nm GaAs spacer sample at a temperature of 3 OK at zero electric field (black) and 
60kV/cm (grey). Notice the energetic shift and the decrease in oscillator strength of 
the “allowed” transitions (el-hhl and e2-hh2) and the appearance of signals from the 
“forbidden” transitions (el-hh2 and e2-hhl) when an electric field is included.
Fig. 4.24 The main plot shows the calculated linear absorption for a sample with 2nm GaAs 
spacers for zero electric field (black curve) and 60kV/cm (grey curve) for a temperature of 30K. 
The inset shows the measured EA spectrum and a calculated difference spectrum between the 
absorption spectrum at zero field and 15kV/cm, “calculated EA” (vertically offset).
The two different cx(co) are subsequently subtracted from each other, resulting 
in A a, which is proportional to the EA via:
where d  is the approximate thickness of the absorbing layer, i.e. the QW. If one 
multiplies A a  with d, one obtains a calculated EA spectrum. This is done in the inset
OkV/cm
■15kV/cmcalculated
measured
0.90 0.95 1.00 1.05 1.10 1.15 1.20 1.25
energy, eV
60kV/cm
0.0
0.85 0.90 0.95 1.00 1.05 1.10 1.15 1.20
energy, eV
(4.15)
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in Fig. 4.24, where an EA spectrum is calculated from two absorption spectra at zero 
bias and 15kV/cm and compared to the measured EA. One observes some similarities 
in the lineshape of the ground state feature, but also some deviations, e.g. in the 
amplitude and the transition energy, which required further refinement.
The limitations of this model are the accuracy of structural parameters, such as 
well widths and material compositions, as well as the material parameters, such as 
intrinsic bandgaps of the materials. Also to keep the calculation-time sensible (< 2h 
for a single spectrum), only the first five confined electron and three hole states were 
taken into account. In order to minimise effect of temperature (on the bandgap and on 
the homogeneous broadening) it was decided to carry out the simulations for low 
temperature EA measurements (e.g. as shown in Fig. 4.21).
The first parameter that was optimised was the strength of the electric field 
modulation. As was shown in the inset in Fig. 4.23, a positive bias voltage resulted in 
a significantly lower electric field than one would expect from equation 4.9. By 
comparing the amplitude and lineshape of measured and calculated EA spectra for 
different bias voltages, it is possible to infer the modulation strength. The left-hand 
side of Fig. 4.25 shows the measured EA of the sample with 6nm GaAs spacers at a 
temperature of 3OK for different bias voltages (as indicated next to the spectra).
~30K ■ 6nm GaAs spacer 
calculated EA 
0.0V  __________  /A \
~30K6nm GaAs spacer 
measured EA
 A _
0kV/cm-4kV/cm
_1 ov "  8kV/cm 
O - A  -4kV/cm
' 12kV/cm 
. -8kV/cm' 
;■ 16kV/cm 
-3.0V /  -12kV/crn
LU _2
E -4
11.0V,AC
0.95 1.00 1.05 1.10 
energy, eV
1.15 1.00 1.05 1.10 
energy, eV
1.15 1.20
Fig. 4.25 Measured (left) and calculated (right) EA spectra for the sample with 6 nm spacer 
layers, as a function of applied bias (left) and electric field difference (right). The curves are 
vertically offset for clarity. Notice the similar amplitudes (calculated EA from C. Biickers).
The right-hand side of Fig. 4.25 shows the corresponding calculated EA 
spectra and it was observed that a modulation of ±1.0V corresponds to an electric
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field difference of about 4kV/cm. Notice especially the similarity of the magnitudes of 
measured and calculated EA spectra. The calculated field change equals to 2kV/cm 
per IV, which is very close to the +1.7kV/cm per +1V found by analysing the FKOs 
in ER spectra earlier (see Fig. 4.23). Thus, knowing the magnitude of the electric 
modulation field, the next step is to vary the CBO between GaAsSb and GaAs.
4.5.2 The GaAsSb/GaAs conduction band offset
~30K •• 6nm G aA s sp a c e r
' 20meV type-1
o ' zero CBO
' 20meV type-11
' 40meV type-1
60meV type-11
" measured
-10
0.95 1.00 1.05 1.10 1.15 1.20
energy, eV
Fig. 4.26 Measured and calculated electroabsorption spectra for the sample with 6 nm GaAs 
spacers next to the GaAsSb quantum well close to the flat band situation. During the calculation 
the conduction band offset (CBO) was varied in steps of 20meV as indicated to the left of the 
spectra. The best agreement between measurement and calculation is achieved for 40meV type-II 
CBO (calculated EA from C. Biickers).
To infer the CBO between the GaAsSb and GaAs the following procedure was 
employed. First, the bowing parameter was taken from Wang et al.13 (1.58eV), as 
mentioned earlier. This gave a close agreement for the ground state transition energy 
(el-hhl) of the sample without GaAs spacers, which is most insensitive to the CBO 
(see Fig. 4.19). Then the CBO was used as the only free parameter to be varied for a 
wide spacer sample, e.g. for the one with 6nm GaAs spacers, where the CBO
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significantly influences not only the ground state, but also the higher order transitions 
(e2-hh2, e3-hhl, etc.). The resulting calculated EA spectra are presented in Fig. 4.26, 
where the CBO between GaAsSb and GaAs was varied between 20meV type-I and 
60meV type-II as indicated next to the spectra.
One observes that the closest agreement between the measured and the 
calculated EA lineshapes can be found for 40meV type-II. A smaller CBO, or even a 
type-I CBO, predicts an additional shoulder on the higher energy side of the ground 
state transition signal (~1.05-1.07eV), which is not observed in the measurement. The 
calculated 60meV type-II CBO spectrum also has a ground state transition energy 
lineshape similar to the measured one, but the predicted signal of the higher order 
transition (~1.10eV) splits, which is also not observed in the measured EA. Thus one 
can conclude that the GaAsSb/GaAs CBO must be: 40meV ± 20meV type-II.
To confirm this value, EA spectra were calculated for the whole spacer series 
for this CBO near flat band condition (see Fig. 4.27). As mentioned in section 4.4.4, 
an external bias voltage was applied to some samples, as indicated next to the spectra.
~30K. GaAs spacer series
Onm +1.0V
1nm, -7.0V
o
• 2nm, ±0.0V
LLI -4
. 3nm,+1.0V
6nm, ±0.0V
9nm, ±0.0V
-10 I—  
0.95 1.00 1.05 1.10 1.15 1.20
energy, eV
Fig. 4.27 Measured (black curves) and calculated (grey) electroabsorption (EA) spectra using 
40meV type-II CBO for the whole spacer series at low temperature. Also a small internal electric 
field is assumed, which was close to the external bias indicated next to each spectrum (calculated 
EA from C. Buckers).
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If one plots the 40meV type-II CBO for the whole spacer series, as is done in 
Fig. 4.27, a good agreement for the majority of samples can be achieved (Onm, 2nm, 
3nm, and 6nm), while the other two (lnm and 9nm) are not well simulated. For the 
lnm this results mainly from the fact that the built-in field in the QW might still be 
strong (~10kV/cm), even though it is partly balanced with an external bias voltage. 
Also the bands of the barriers are now skewed, due to a significant electric field 
(~100kV/cm). Thus, a non-symmetrical QW is formed, which cannot be simulated 
well. The argument for the 9nm sample is slightly different. Here, a very strong bias 
dependence of the energy positions and oscillator strength was observed in the EA 
experiment. This results mainly from the very wide QW for the electrons (~25nm). 
Thus, small changes in the electric field (i.e. of the order of the modulation voltage 
±1.0V) result in drastic changes of the EA lineshape.
The other four samples show a good agreement between measurement and the 
calculation. However, slight deviations can still occur due to the fact that the 
inhomogeneous broadening is treated as a constant for each transition, whereas in 
reality it increases for higher transitions. Another issue is the uncertainty of the 
structural details, e.g. the layer thickness variation is at least one monolayer. Thus the 
absolute transition energies and oscillator strengths can vary accordingly and some 
uncertainty remains in the quoted CBO.
4.6 Conclusions
The main conclusion of this chapter is to quote the conduction band offset 
(CBO) between fully strained GaAso.6 5Sbo.35 (grown on GaAs) and GaAs most likely 
to be 40meV ±20meV type-II, which was obtained from a detailed comparison 
between measured and calculated EA spectra. This value is consistent within the 
uncertainty of a value of 20meV ±30meV type-II of a comparison of the ground state 
energy of tunnel-resonance calculations with PL spectra at 10K and with EA spectra 
at 300K. The result is slightly larger than another recently published value of 23meV 
type-II by Jiang et al.45.
Another major result is the fact that the understanding of the occasionally 
observed low energy interference oscillations (LEIOs) was improved. It was shown 
that LEIOs can be approximated by using Transfer-matrix calculations and how one
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can identify the layer causing the LEIOs. This then allows strategies to avoid such 
LEIOs, for instance by using different lasers in PR/PT or by direct electric field 
modulation methods such as ER or EA.
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5. GaAsSb/GaAs VCSEL for 1.3 pm silica-fibre application
In this chapter a vertical-cavity surface-emitting laser (VCSEL) structure with 
GaAsSb/GaAs/GaAsP/AlGaAs quantum wells (QWs) grown on a GaAs substrate is 
investigated. The findings of surface reflectivity (R), photo-voltage (PV) and electro­
reflectance (ER), as well as edge photo- and electro-luminescence (edge-PL and edge- 
EL, respectively) are discussed in the context of parallel studies of devices fabricated 
from the same wafer.
5.1 Introduction and initial device investigations
The goal behind the development of this VCSEL is to find a temperature 
insensitive emitter for the 1.3 pm dispersion minimum of standard silica fibres with 
good beam qualities on the basis of a GaAs substrate. As shown in the previous 
chapter, GaAsSb has a great potential for these wavelengths, since it is possible to 
achieve QW emission near 1.3 pm, despite the considerable compressive strain due to 
the GaAs substrate1. It was found that the high strain of >2% (see section 4.2.2) 
caused material quality problems when growing a second QW. Therefore, additional 
GaAsP layers were introduced, which have a smaller lattice constant than GaAs and 
partly compensate the strain2. This enables one to grow multiple GaAsSb quantum 
wells, as e.g. for the double QW sample described in section 4.3.6.
Thus a VCSEL with conventional AlGaAs/GaAs distributed Bragg reflector 
(DBR) mirrors and multiple GaAsSb-based QWs is feasible, and indeed, room 
temperature, continuous wave (cw) lasing operation was achieved by Dowd et al.3 as 
early as 2003. In order to optimise these structures, one needs to eliminate the 
uncertainties (e.g. the GaAsSb/GaAs band offset, see section 4.5.2) and thus further 
investigations are to be carried out on this topic. As modulation spectroscopy (MS) is 
one of the most powerful techniques to study conventional VCSELs4 in the weak 
coupling regime, one goal is to test MS on this structure to establish whether the same 
good results are possible on this new QW material.
In a parallel study by I. Marko the light-current (L-I) characteristic of devices 
from the same wafer was investigated, similar to Dowd et al.3. Fig. 5.1 shows the L-I
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characteristics of two devices with aperture diameters of 9pm and 27pm under pulsed 
current injection. The current pulses had a width of 500ns and a repetition rate of 
10kHz.
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Fig. 5.1The main plot shows the light-current (L-I) characteristics under pulsed excitation of two 
GaAsSb/GaAs/GaAsP/AlGaAs/GaAs VCSEL devices, with apertures of 9pm and 27pm, 
respectively (solid lines). The inset shows the spectrally resolved intensity at 2 times the threshold 
current of the 9pm device (data from I. Marko).
The resulting threshold current densities (Jth) of 1.15kA/cm2 and 1.19kA/cm2, 
respectively, are quite comparable to each other, which indicates a good scalability of 
the device size. For the 9pm device also a cw measurement was performed (dotted 
curve in Fig. 5.1) showing a slightly higher threshold current density of about 
1.49kA/cm2, due to internal heating. Also the spectrum of the laser was investigated 
(see inset in Fig. 5.1); here it was found that the peak position was at 1.261pm 
(0.9835eV), close to the intended 1.3pm. One could also observe that the side mode 
suppression ratio (SMSR) was of the order of 26dB, which is also a very good result, 
although to quite as good as the reported 42dB found earlier by Dowd et al.3.
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5.2 Sample design and reflectivity
The VCSEL structure investigated in this chapter was grown lattice matched 
on an n-doped GaAs substrate using MBE. It has two stacks of Al0 .91Ga0 .0 9As/GaAs 
DBR mirrors, an n-doped bottom DBR with 30 pairs and a p-doped top DBR with 25 
pairs. These stacks enclose an Alo.2 5Gao.7 5As cavity region with an optical length of
1.5 times the free space emission wavelength of 1.26pm (0.98eV). In the central anti­
node of the standing wave are three QWs, consisting each of 7nm GaAso.6 5Sbo.35 QW 
material and 3nm GaAs spacer layers on either side of the GaAsSb. GaAsP strain- 
compensation layers (8 nm) are placed on either side of QW stack and in between the 
QWs. For further details see Dowd et al.3. The structure was capped with a 25nm 
layer of Ino.5Gao.5P to prevent oxidisation. For the ER and PV experiments (see later) 
a 5nm semi-transparent Pt film was evaporated on top, to serve as an electrical 
contact.
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Fig. 5.2 Top surface normalised, normal incidence reflectivity (NIR) and photo-voltage (PV) 
spectra at room tem perature. In both cases one observes a wide stop band (width ~100meV) 
centred on ~0.976eV. The cavity mode (CM) dip (peak) is also clearly visible in the NIR and the 
PV spectra near ~0.982eV. The onset of the PV is slightly below the lower edge of the stop band 
near 0.91eV. The inset shows a magnification of the CM in the NIR spectrum at an increased 
resolution.
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Using the set-up described in section 3.3 the normal incidence reflectivity 
(NIR) spectrum was recorded. The result is displayed in Fig. 5.2 and it shows a broad 
stop band centred on 0.976eV (E DBr )  with a width of about lOOmeV. One can see that 
the cavity-mode dip is very narrow (< 0.7meV) and slightly off centre of the stop 
band at 0.982eV. When the spectrometer resolution was increased (-O.lmeV) and a 
longer focal lens was used to reduce the solid angle of incidence, the energy of the 
CM (E cm )  shifted slightly to about 0.9805eV (see inset in Fig. 5.2), according to 
equation 2.34. The sharpness of the CM dip increased due to the better resolution, 
giving a resolved full width at half maximum depth (FWHM) of ~0.4meV, which 
corresponds to a finesse of more than 2400. The interference fringes also visible in the 
inset originate from the beam-splitter.
Due to the commercial sensitivity of the full structural details, a direct 
comparison with calculated R spectra, as was previously done e.g. by Sale et al. 5 for 
visible VCSELs, is difficult. However, using a Jones-matrix program by S.A. Cripps6 
(see section 4.3.5) to simulate the reflectance of the DBR, theoretical thicknesses of 
107nm Al0 .9 1Ga0 .09As and 93nm GaAs gave the closest agreement with the position 
and width of the measured stop band. However, as no accurate data about the buffer, 
capping layer, or the QW region are available, the accuracy and hence usefulness of 
the simulation is very limited.
As the sample was contacted with a semi-transparent Pt-layer, simple top- 
surface PV measurements are possible. As one can see in the lower plot in Fig. 5.2 the 
PV peak at 0.983eV is close to the CM dip in the NIR spectrum and therefore 
confirms E cm - It is also visible that the PV starts at a significantly lower energy 
(0.9 leV) than Ecm, which is an indication of a strong absorption within the intrinsic 
region of the cavity, either from the QWs directly, via surface or interface states, or by 
defects deep in the bandgap. As the first possibility is rather unlikely, since no 
significant step in the PV signal is observed (see section 2.2 for steps in PV due to 
QWs), this suggests below bandgap absorption due to defects, surface- and interface- 
states.
Thus knowing the accurate positions of E d b r  and E c m  the next step is to find 
E qw - As modulation spectroscopy is the only reliable non-destructive method it is the 
first choice for the investigation, as discussed next.
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5.3 Modulated reflectivity investigation
The aforementioned device results of Fig. 5.1 indicates quite low thresholds, 
suggesting that E q w  and E c m  are properly detuned; meaning E q W is slightly larger than 
E cm , s o  they would come into resonance due to the internal heating during operation.
5.3.1 Initial electroreflectance
As an initial experiment, the ER was recorded at a small angle of incidence 
(-18°) to look for signals from the CM and the QW.
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Fig. 5.3 Initial electroreflectance (ER) of the VCSEL with GaAsSb/GaAs/GaAsP/AlGaAs 
quantum wells (QW) at a small angle of ~18° at room temperature. One observes a strong signal 
(5T0-4) from GaAs only, whereas the stop band region and the cavity mode (CM) signals are very 
small (cKT4). The CM shows a doubling of the signal between 0.98 and 0.99eV (see insets).
As one can see in Fig. 5.3 the GaAs signal near 1.42eV is the most dominant 
(5*1 O'4), whereas the signals from the DBR interference next to the stop band or even 
the presumed CM signal in the centre of the stop band are rather small (dCT4). At first
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sight the signal in the centre of the stop band looks as if it might arise from two 
oscillators, so it might be possible that both E q w  and E cm  are resolved (however, see 
later). To distinguish between these two, an angle dependent measurement was 
conducted next, which, if this conclusion were correct, would show Ecm as a moving 
feature (see equation 2.39), whereas E q w  would remain static.
5.3.2 Angle dependent electroreflectance
The room temperature angle dependence measurement from 0° to 85° in steps 
of 2.5° of the CM signal is presented in Fig. 5.4. The measurement set-up7 (see 
section 3.4.1) had a spectral resolution of ~0.5meV. It can be seen that the line-shape 
of the initial ER measurement is close to the measurement at 17.5° angle of incidence. 
The overall picture is that one observes the lineshape of a single oscillator signal only 
near normal incidence (<5.0°) and at very high angles >82.5° (width ~4meV), but a 
strange widening of the feature in between (width ~8meV), which looks more like 
two features, both shifting in accordance with equation (2.39). Therefore, the initial 
investigation of the CM at a fixed angle (Fig. 5.3) was misleading, as the line shape 
shows no separate QW signal, but only a signal moving with the CM, which might be 
interacting with the QW at certain energies. It is remarkable though that the signal 
amplitude shows maxima where only one oscillator signal is observed (at very low 
and very high angles) up to 10'3, but is dramatically reduced in between, to less than 
lCT4. The line shape itself is nearly symmetric at low angles ~5° and becomes more 
anti-symmetric at higher angles, while showing a strange splitting behaviour. It is then 
(almost) perfectly anti-symmetric for a range of angles from about 25.0° to 52.5° 
(0.992 to 1.014eV), where the two lobes appear well separated by up to 4meV (peak 
to trough). At higher angles the trough on the higher energy side develops a separate 
peak. Thus a signal with peak on the lower and an anti-symmetric feature on the 
higher energy side is formed (67.5° to 80.0°), both increasing in amplitude. At an 
angle of 82.5° the lower energy peak merges with the anti-symmetric feature 
(1.030eV) while the amplitude remains constant.
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Fig. 5.4 Cavity-mode electro-reflectance (ER) signal as a function of angle of incidence in steps of 
2.5° as indicated next to the spectra (vertically offset). For further details see the main text.
The first question is, whether one needs the “amplitude-resonance” or the 
“anti-symmetry” theory (see section 2.5.3). As no separate, static QW features are 
observed, as sometimes happens in amplitude-resonance cases8,9,10, it will be 
tentatively suggested that the anti-symmetry model is appropriate (for a confirmation 
see section 5.4.1). In order to understand these lineshapes in more detail one should 
also consider the ordinary R spectra. These are plotted in Fig. 5.5 and one observes a 
similar picture. The CM dip is deepest at normal incidence and at a very high angle of 
82.5°, whereas at intermediate angles it decreases in depth, while simultaneously 
broadening significantly. This is a rather unusual behaviour, which is not yet fully 
understood and might lead to further investigations (see chapter 8). One should also 
note the symmetry of the CM dip. At normal incidence, intermediate and very high 
angles it looks symmetrical. However, it is asymmetrical from ~5°-25° to ~55°-80°. 
These symmetry considerations led to the idea that the ER might be a simple first 
derivative of the R signal11. Thus, the R signal is numerical differentiated with respect 
to energy, suitably scaled and compared to the ER signal. Such a differentiation can 
be seen in the inset in Fig. 5.5 for an example angle of incidence of 42.5°.
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Fig. 5.5 Normalised reflectance (R) spectra recorded simultaneously with the AR in the AR/R 
(ER) measurement as a function of angle of incidence (vertically offset for clarity). One observes 
a similar behaviour of the depth of the dip compared to the amplitude of the ER signal (see 
Fig. 5.4), indicating a relation. The inset shows both ER and R signal of the measurement at 42.5° 
(dots) as well as the scaled first numerical derivative of R (curve).
The inset shows the R and ER spectra (black dots), as well as the first nume­
rical derivative of the R signal with respect to E (dR/dE, black curve), which was 
scaled to a similar amplitude than that of the ER signal. To achieve a good signal to 
noise ratio the R spectrum was smoothed over 7 points prior to the differentiation. 
Thus a nearly perfect agreement with the ER signal could be achieved, not only for 
42.5°, but for all the angles between 30° and 80°. In order to understand and interpret 
these behaviour of the ER lineshapes one needs to know E q w .
5.3.3 Quantum well transition calculations and ER lineshape interpretation
As E q w  is not immediately available from the experiment, a tunnel resonance 
calculation of the QW region was performed using the program of H.J. Kolbe12 and
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the same material parameters as in section 4.4.3. Additionally the GaAsi-xPx layer was 
assumed to contain 20% P, and thus the bandgap and offset was interpolated between 
the values from the binaries according to Vurgaftman et al.13. This resulted in a tensile 
strain of app. 0.6% for the GaAsP layer. Bandgaps and effective masses are treated 
therefore opposite to the compressively strained GaAsSb. This resulted in bandgaps of 
1.78eV, 1.62eV (1.66eV), 1.42eV, 0.93eV (1.13eV) for AlGaAs, GaAsP, GaAs, and 
GaAsSb, respectively, as well as effective masses for electrons (heavy / light holes) of 
0.095me (0.38me / O.llnie), 0.086me (0.112me / 0.344me), 0.075me (0.35me / 0.09me), 
and 0.062me (0.295me / 0.075nie) for the QW calculation. The conduction band 
offsets were chosen to be 42meV for AlGaAs/GaAsP and 187meV for GaAsP/GaAs 
according to Ref. 13. A CBO of 20meV type-II was assumed for GaAs/GaAsSb, as it 
gave the best fit during room temperature tunnel resonance calculations in section 
4.4.3. The GaAsP layers resulted in additional barriers of ~120meV for the electrons 
and ~70meV for the holes, above the respective band edges of GaAs (see Fig. 5.6). 
While this is of less significance for the holes, it plays an important role in the 
confinement of the electrons. A full list of parameters can be found in appendix X-VI.
When the wavefunction envelopes of the confined states were calculated, one 
observed that the lowest five hole levels (hhi_4 and lhi) in each of the three QWs were 
well confined, due to the large GaAsSb/GaAs valence band offset (~580meV) alone. 
Thus their eigen-states are quasi-degenerate. The lowest electron confined states of 
the individual QWs are also separated, this time by the GaAsP. However, they have a 
finite tunnelling probability (weakly coupled quantum wells), which results in a 
splitting of the eigen-states into three respective sub-states. The first electron level 
showed a splitting of -ImeV, and the second confined electron state a splitting of 
~4meV. It is expected that this splitting might create a small contribution to 
broadening of the QW transition energies. As the lineshapes of the envelope- 
wavefunctions of the sub-levels vary drastically, Fig. 5.6 shows the average of the 
squares of the wavefunctions of the sub-states, thus depicting averaged probability 
density functions.
If one then compares the possible estimated transition energies of 0.96 leV, 
1.064eV and 1.195eV of the el-hhl, e2-hh2 and el-lhl, respectively, with the region 
scanned with the angle tuning of E c m  from 0.98eV to 1.03eV (see Fig. 5.4), one 
realises that there is a high probability that no QW transitions lie in the scanned 
energy range. It shall be remarked again, that the model of the QW region is rather
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crude, as it does not account for excitonic or Coulomb effects. Also no internal fields 
are treated here. Thus one can expect further shifts of the significant transitions or 
even the appearance of additional transitions, which are normally “parity-forbidden”. 
However, the general picture of the calculation indicates that the ground state 
transition energy E q W is below E c m , which is rather surprising giving the good 
performance of the laser devices presented in Fig. 5.1.
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Fig. 5.6 Approximate band diagram of the QW region of the VCSEL at zero internal electric field 
consisting of AlGaAs (1), GaAsP (2), GaAs (3), and GaAsSb (4) layers, obtained with the tunnel- 
resonance calculations. The thick lines symbolise the conduction (Ec) and valence band (Ev) 
(black for heavy and grey for light holes) and the thin lines are the squares of the first two 
electron (ei_2) and five hole (hhw  and lhx) wavefunction envelopes as indicated. The arrows 
indicate the allowed diagonal transitions.
Before investigating this in more detail, the first derivative nature of the ER 
(as displayed in the inset of Fig. 5.5) shall be discussed further. If one recalls equation 
2.22 where the AR/R signal can be described via:
&R dR A dR . . q
( 5 ' 1 }
one can expand the equation by introducing a derivative with respect to energy77:
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AR dR dE . dR dE . dR (  As, As \■As + — — - — As, =
R RdE dsx 1 RdE ds2 ' RdE{dsJdE dsJdE
(5.2)
As explained in section 2.5.3 the dielectric functions S j  vary strongly in the vicinity 
of E qw -  But if one assumes that E c m  is between two well separated QW transitions 
E q w i  and E q w 2, such that: E q w i + T q w i  + r cm  <  E c m  <  E q w 2 -E q w 2 -E cm , one can 
assume that Sj and £2 vary only slowly with energy (see e.g. Hosea and Cripps14). In 
this case the partial derivatives of s  with respect to E, as well as Asj and A£2 can be 
treated approximately as constants:
A s A£0 _
■+-— p-— ~ const. (5.3)
dsJdE d£2/dE
and one obtains the direct proportionality of:
AR dR
(5-4) 
R RdE
This is similar to equation 2.15 and describes a first derivative ER lineshape as one 
observed for the angles between 30° and 80° in Fig. 5.4.
At lower angles (<30°) it was observed that the ER lineshape deviated from 
the first derivative form (see example for 20° in Fig. 5.7). This might indicate that the 
limit Eqwi +Eqw&Ecm ^ Ecm is no longer valid, and that Ecm might approach Eqw at 
lower angles. It was also observed that for a variety of angles (10°-25°) the ER signal 
could be approximated with a second order derivative lineshape (see Fig. 5.7):
— ~ - ^ r r  (5-5)R RdE2
However, a detailed physical interpretation of this behaviour is not possible, as 
any of the terms on the left-hand side of equation 5.3, or combinations thereof, might 
cause the additional E dependence.
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Fig. 5.7 Reflectance (R) and electroreflectance (ER) of the cavity mode feature at 20° angle of 
incidence (black dots). One observes that the ER lineshape does not follow a 1st but a 2nd 
derivative of R with respect to energy (dashed and solid curve, respectively). The amplitudes of 
the calculated derivatives are suitably scaled to match the measured ER.
Generally, second order derivative lineshapes occur when two overlapping, 
nearly degenerate, states are modulated (see e.g. Kulakov and Parschuck15), whereas a 
first order lineshape is observed when the states are well separated. As stated by 
Weiser and Horvath16, the different orders of derivation arise from the shift of the 
energy positions of states (linear dependence of energy separation) and the transfer of 
oscillator strength between the states (quadratic dependence of energy separation), 
respectively, caused by the modulation of the Stark effect. Thus, depending on the 
energy separation, one of the two contributions can dominate over the other.
If one compares this general picture to the situation of the VCSEL discussed 
here, it would indicate that when a first order derivative ER lineshape is observed, 
Ecm and Eqw are well separated. But when they start overlapping, the ER lineshape 
changes its shape and becomes partly like a second order derivative. This is another 
indication that E q w  seems to be below E c m  at room temperature. If this is indeed so, 
the next step is to cool the sample, to attempt to bring them into alignment.
ER and R at 20.0° ’2 dR/dE scaled to 
amplitude of ER scaled d R/dE'1
0
ER
1
■2
■3
-4
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5.3.4 Temperature dependent electroreflectance
As there is a strong indication that E q w  might be below E c m  at 300K, the 
results of the investigation of the CM feature at normal incidence while lowering the 
temperature in an ER experiment are presented in Fig. 5.8.
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Fig. 5.8 Temperature dependent electroreflectance spectra of the cavity mode signal at normal 
incidence. The spectra were taken in steps of 10K and are offset for clarity. The inset shows the 
phase from fitting the spectra with an empirical complex Lorenzian lineshape according to 
equation 236  in order to quantify the lineshape symmetry. A phase of 90° corresponds to a 
perfectly anti-symmetric lineshape, which is observed near 260K.
When the sample was cooled during the normal incidence ER, one observed 
that the amplitude of the CM signal stayed nearly constant at temperatures between 
320K and 220K. Then it went through a maximum near 120K and decays below, until 
it nearly vanishes near 10K. If one applies the “amplitude resonance” model, this 
would indicate a QW-CM crossing near 120K. If, on the other hand, one looks at the 
lineshape, a virtually perfectly anti-symmetry is observed at about 260K (see the 
phase, displayed in the inset of Fig. 5.8). This would indicate a QW-CM crossing at
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260K. Both models would suggest that E q w  <  E cm , but suggest different crossing 
temperatures for E q w  and Ecm - So which model is correct?
To answer this question reliably, one needs to know the relative magnitudes of 
T q w  and T c m  (see section 2.5.3.), because the amplitude resonance model is only 
appropriate when T q w -  Tcm, whereas the symmetry model is appropriate if T q w  »  
Tcm. As Tqw is not available from the ER measurements, one needs additional, 
unfortunately more destructive, techniques.
5.4 Luminescence spectroscopy on GaAsSb/GaAs VCSEL
In order to avoid the influence of the top DBR in emission spectroscopy, one 
can either etch off the top mirror17 or study the side emission from a cleaved edge18. 
As the latter is the less elaborate approach, it was pursued here.
5.4.1 Room temperature edge photo- and electroluminescence
The first edge photoluminescence (PL) experiment showed an emission 
spectrum which had a large FWHM of more than 250meV, with the centre of the peak 
being in the range between 0.90 and 0.95eV (see dotted curve in Fig. 5.9). Since the 
PV showed no absorption below 0.9leV (see Fig. 5.2), this indicates that a large part 
of the edge PL must originate from layers outside of the p-i-n-junction. As no other 
layer has a bandgap that small, this essentially means that the emission must be due to 
deep defects, or due to surface or interface recombination.
To constrain the emission to the active region (intrinsic region of the p-i-n 
junction), the next step was to conduct an edge-EL experiment, which circumvents 
such parasitic emission (see also section 2.3.2). Hence, the sample was contacted on 
the semitransparent Pt pad and the top surface was completely (apart from the cleaved 
edge facing the spectrometer) covered with absorbing black vacuum seal, in order to 
prevent any emission from top surface being collected. The sample was then biased in 
the forward direction using a Keithley 2400 source meter to provide constant current 
pulses between 1 and 100mA, usually with a frequency of 15Hz and a duty cycle of
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1:10, to minimise heating effects. The room temperature edge-EL spectrum, shown in 
Fig. 5.9, was taken at a current of 20mA, necessitating a forward voltage of only 
about 2.8V, which indicates comparatively good contacts.
1.0 ECm 0.981 eV - 
FWHM = 0.4meV .
0.8
edge PL
0.6
EQW = 0-976eV.
FHWM = 90meV0.4
0.2
' edge EL
0.0 «— 
0.85 0.90 0.95 1.00 1.05 1.10
energy, eV
Fig. 5.9 Edge photoluminescence (PL, dotted line), edge electroluminescence (EL, thick solid line) 
and top surface reflectance (R) spectra of the stop band region of the GaAsSb/GaAs VCSEL. The 
PL is artificially broadened to the low energy side due to defect recombination. The EL shows a 
broad peak slightly below the cavity mode energy.
As one can see, the FWHM of the EL (~90meV) is significantly less than that 
of the PL (~250meV). This allows a better estimate of the peak position of 0.976eV 
with an uncertainty of ± 5meV. This confirms that E q w  < E c m  at room temperature. 
One also observes that the FWHM of the EL (90meV) is significantly larger than the 
FWHM of the CM (0.4meV, see R spectrum in Fig. 5.9). Thus one can safely assume 
that Fqw is much larger than Tcm and one indeed needs to use the symmetry model 
when analysing ER spectra (see Fig. 5.8) of this VCSEL structure. This is also 
confirmed when one looks at the close proximity of the energy position of E c m  and 
Eqw (AE ~ 5meV), because the anti-symmetry in the ER happened not far below room 
temperature at 260K, whereas the ER amplitude maximum at 120K would have 
indicated a much lower QW transition energy (see Fig. 5.8).
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5.4.2 Temperature dependent electroluminescence
To provide a better comparison with the ER of Fig. 5.8, the edge-EL spectra 
were also recorded as a function of temperature. This allows one to plot the peak 
position of the edge-EL as a function of temperature (~ E q w ( T )) together with the 
E cdJ) in order to find the cross-over temperature (see Fig. 5.10).
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Fig. 5.10 Peak positions of the edge electroluminescence (EL) as a function of temperature (full 
circles) in comparison with the position of the cavity mode (open circles). The curves are fits 
using the Varshni equation as a guide to the eye. The EL peak position crosses the cavity mode at 
280K ±20K. Also indicated are the positions of the anti-symmetry feature and the misleading 
amplitude peak observed in the electroreflectance (see Fig. 5.8).
One observes such a crossing near 280K; but due to the large broadening of 
the EL one cannot pinpoint the peak position very accurately. Therefore the 
uncertainty near room temperature is very high (±5meV), as indicated by the vertical 
error bars. It becomes slightly smaller at lower temperatures (±2meV), due to the 
reduction of the homogeneous broadening. This uncertainty of the EL peak position 
translates into an uncertainty of the crossing temperature of about ±20K, which almost 
embraces the temperature of 260K, where an anti-symmetric lineshape was observed 
in the ER signal (see Fig. 5.8). One possible reason for the discrepancy might be the
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different electric field in the two experiments (see section 4.4.4): while the ER was 
unbiased, thus having a small built-in field, the EL experiment was performed at a 
forward bias, which, due to the injection of carriers, screens any such fields. Thus the 
EL reduces the quantum confined stark effect (QCSE) and hence results in a slightly 
higher EQW.
Another comment should be made about the ER amplitude peak observed near 
120K and the decay of the ER amplitude below this temperature (see Fig. 5.8). As no 
EL signal corresponding to the ER peak is observed (see Fig. 5.10), one can conclude 
that no QW transitions are nearby. Thus, the peak occurs in the regime where 
E cm  +rCM < Eqw - T q w - In this case the CM signal (A R /R )c m  depends on the 
modulation of Aej and A£2 of the whole cavity material, where one can usually neglect 
the contributions of the QW14. As the bandgap of the cavity material is far away, A€1 
and A £2 can be treated approximately as constants. Thus, the shape of the (A R /R )c m  
signal depends only on the Seraphin coefficients according to equation 2.22. In the 
case of a single peak or dip this indicates a dominance of the /3S (absorptive) 
coefficient (see Fig. 2.14). Such dominance of /%-A£2 can, for instance, be explained 
due to the modulation of the absorption of deep defects below the bandgap of the 
material in the cavity, as was observed in the edge-PL in Fig. 5.9. As the magnitude of 
the AR/R signal exactly at resonance (260K) is mainly determined by Os'Asi, one 
observes an increase of the signal amplitude when the sample is cooled further until it 
reaches a maximum at 120K.
While the increase of the amplitude of the (AR/R)cm signal up to 120K 
originates from properties of the CM material, the decrease below this temperature 
can be attributed to the modulation process as follows: During the EL(T) experiment 
it was observed that the forward voltage (-2.8V at 300K) had to be increased 
significantly to maintain a constant current level of 20mA. This indicates that at low 
temperatures series resistances in other layers play a major role. An explanation of the 
occurrence of such resistances lies in the freezing of the carriers of the doped layers, 
especially the DBRs. Thus the free carrier concentration is reduced and to maintain a 
constant current, the voltage had to be increased to ~17V at 3 OK.
On the other hand, the modulation voltage was held constant throughout the 
ER experiment. A.s the free carrier concentration was reduced during the cooling, the 
width of the intrinsic region increased, according to equation 4.8. Thus the modulation
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of the internal field in the CM region decreased during the cooling and hence the 
dramatic decay of the ER amplitude below 120K was observed (see Fig. 5.8). This 
means that the appearance of the ER amplitude peak at 120K is an artefact. Therefore, 
it should be stated again that in the situation where Tqw »  Tcm and the symmetry 
theory is applicable, the amplitude of the ER signal can be very misleading.
Thus, one can conclude that both, the ER in conjunction with the symmetry 
theory and the edge-EL, suggest that Eqw is below Ecm at room temperature, and that 
they can be brought into alignment when the sample is cooled. This should have an 
influence on the threshold current (Ith) of associated laser devices and one should 
therefore observe a reduction of Ith when the laser is cooled.
5.5 Temperature dependence of the threshold current
The slight misalignment of E q w  and E c m  indicated by the above spectroscopy 
results suggested a temperature dependent measurement of the threshold current using 
L-I characterisation (again conducted by I. Marko). If one plots the measured 
threshold current as a function of temperature one obtains the following graph (see 
Fig. 5.11).
Threshold current a s  a  function of 
tem perature of a  G aSbA s VCSEL
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Fig. 5.11 Temperature dependent threshold current of a GaAsSb/GaAs VCSEL with approx. 
45pm aperture, under pulsed (full circles) and continuous wave (CW, open circles) operation. 
The curves are a guide to the eye (data from I. Marko).
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This graph shows Ith as a function for temperature for pulsed (0.5% duty cycle) 
and for cw excitation. A minimum of Ith (app. half of /,/, at 300K) can be observed 
near 23OK during pulsed, and near 21 OK in cw, operation. This difference results 
from the internal heating of the device during cw operation, and thus the actual 
junction temperature is higher than the ambient temperature. Nevertheless, there is a 
discrepancy between the minimum of Ith during the pulsed measurement near 23OK 
and the aforementioned observed anti-symmetry in the ER near 260K. This arises 
mainly due to the fact that the current, and therefore the carrier densities, are 
significantly higher in the device experiment, which gives rise e.g. to increased Auger 
recombination, which itself is strongly temperature dependent and starts to dominate 
at higher temperatures. A better agreement with the ER(T) experiment was found in a 
comparison between the temperature dependent emission wavelength of edge- 
emitting devices with a similar active region and the temperature dependent CM 
position of the VCSEL. Here a crossing temperature of 270K was obtained19.
One also observes that the temperature range where Ith is small, is very wide 
(7^<20mA: -100K). This can mainly be attributed to a wide gain spectrum, allowing 
effective lasing operation at a large range of temperatures. This makes devices with 
GaAsSb based QWs very interesting for operation without temperature stabilisation.
However, in general, the I th(T) experiment shows again that E q w  in this 
structure is slightly too small compared to E cm  for an ideal room or above-room 
temperature operation, i.e. it indicates a detuning in the wrong direction. This result 
therefore confirms the resonance temperature obtained in the spectroscopy experiment 
and demonstrates that the predictive nature of the non-destructive ER technique is 
also applicable for microcavity devices in new this material system.
5.6 Conclusions
The main result in the investigation of the studied GaAs based VCSEL with 
three GaAsSb QWs is that the Eqw and Ecm are wrongly aligned for ideal room 
temperature operation. This was successfully inferred from top-surface ER and edge 
EL experiments, as well as a study of the device threshold current, all as function of 
temperature. The investigation also showed a promising potential for these devices, as 
they have a wide temperature range where a low threshold current was observed,
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making them suitable for future 1.3|im fibre-to-the-home applications. However, the
20processing stability needs to be improved, as some devices failed during the testing 
and the growth target of Eqw ^ Ecm was not reached. Also at this early stage of the 
investigation no information about the long term stability is available, which is 
required for application in the consumer market. Thus one can expect more interesting 
research on this material in the future.
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6. GaP based laser structures with GaN(P)As quantum wells
The second new material system investigated in the course of this thesis is 
pseudomorphic GaN(P)As, grown on GaP substrates1. This is of particular interest 
because GaP and Si have very similar lattice constants (see Fig. 1.6) and thus the new 
material might lead to monolithically integrated opto-electronics on Si, e.g. for chip to 
chip communication. Pulsed stimulated emission through optical pumping2 and 
electrical injection3 has already been demonstrated up to about 25OK4. The next step 
is the development of a laser structure, operating continuous wave (cw) at room 
temperature. To achieve this, the knowledge about this new material needs to be 
improved, especially the understanding of band parameters, such as the bandgap and 
the ratio of the offset between conduction and valence band, and also which non- 
radiative processes dominate.
Optical spectroscopy provides methods to find such information (see e.g. 
Chapter 4). Therefore, initial findings of photoluminescence (PL) and modulation 
spectroscopy (MS) experiments on wafer material will be presented in this chapter 
and compared to a simple quantum well (QW) model. Before that, a brief introduction 
of the two-level band-anti-crossing (B AC) model and the growth of this new material 
system will be given and the chapter will close with a brief outlook for GaNPAs.
6.1 Introduction
The incorporation of small amounts of nitrogen into GaP5 and GaAs6 has been 
studied extensively. While GaP is an indirect semiconductor (Eg = 2.35eV), the intro­
duction of N on a P site forms an isoelectronic radiative trap, leading to the weak 
yellow-green emission (~2.18eV; see left side in Fig. 6.1), as we can observe from the 
small power indicator of most computers7. While easy to produce, the efficiency of 
the radiation is limited by the scattering rate into these traps and their density. This 
also works only for a limited amount of N (< 1%), beyond which the luminescence 
starts to degrade again8. If the N-concentration is increased further, it is found that 
additional states appear which can be attributed to N-pairs and clusters. Thus the
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material does not form a continuous direct bandgap9, which is necessary for an 
efficient lasing process.
When nitrogen is introduced into the direct bandgap semiconductor GaAs 
(Eg = 1.52eV) something different happens. In this case the nitrogen level is slightly 
above the GaAs conduction band edge in energy at the T-point (see right side in 
Fig. 6.1). Due to level repulsion one observes a splitting of the conduction band into 
E+ and E. bands, which can be described by the two level band-anti-crossing model 
(BAC)10. The shift of the E. band to lower energies is quite significant: app. 180meV 
per percent nitrogen. Also transitions between the E. and the valence band preserve 
the direct bandgap characteristic, which led to demonstration of lasers in this material 
system11.
GaNP CB
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cluster'
states
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Fig. 6.1 The left side shows the band structure of dilute-N GaNP, where the luminescence occurs 
from localised N and N-cluster states below the indirect bandgap (figure adapted from the NSM 
archive12). The right side shows a schematic of the conduction band splitting of dilute-N GaNAs 
(right) according to the band anti-crossing model (figure adapted from Vurgaftman et al.28).
In a more detailed approach the formation of the two bands can also be 
described via the cluster states using super-cell calculations13. Such calculations, in 
comparison with pressure dependent measurements, also showed that a simple two 
level BAC model is not applicable to GaNP for yielding a good description of the 
lowest (N-like) states of the conduction band14, as the cluster states need to be taken 
into account. The question is what will happen when the bandgap of the host material 
is increased, when going from the binary GaAs to ternary GaAsP and dilute amounts 
of N are added. Will the simple two-level BAC model still be applicable? Intuitively,
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one would expect yes, as direct bandgaps in GaAsP alloys have been reported up to 
45% of P15 and the N-states are expected to lie above the conduction band edge up to 
20% of P (interpolated from Ref. 15). Therefore, the simple BAC model will be used 
later in a first approximation for the confined states in the QWs (see section 6.5).
Most challenging is that GaNxPyAsi.x-y has a similar large miscibility gap to 
GaNxPi_x. This means that single-crystal growth in thermal equilibrium results only in 
very small amounts of N incorporation (x < 1%). Therefore, the pseudomorphic 
growth of this new GaNP As on GaP required the development of a non-equilibrium 
growth method, which was undertaken by B. Kunert and co-workers at the Philipps 
Universitat Marburg using metal-organic vapour-phase epitaxy (MOVPE)16.
The samples investigated in this chapter were grown by MOVPE on (001)- 
orientated GaP substrates. Due to the fact that the GaN(P)As QWs needed to be 
grown at low temperatures (<600°C), this resulted in a metastable phase of the new 
material. The pseudo-morphic growth was achieved using tertiarybutylarsine17 
(TBAs), and tertiarybutylphosphine (TBP) instead of the commonly used phosphine, 
arsine18, as group V precursors, as well as triethylgallium (TEGa) instead of 
trimethylgallium19 (TMGa) as group III precursor. Ammonia was used as nitrogen 
source. It should be possible to nearly reach the lattice match of GaNxPyAsi_x.y on GaP 
for x and y of nominally 4% and 8 %, respectively3.
The fitting of high resolution x-ray diffraction (HRXRD) spectra reveal a 
compressive strain in the QW and that the achieved N content is actually only about 
l-2%20. The P content is close to its target value of 8 %, but has a larger uncertainty of 
±3%2. Four samples with single and double QWs (SQW and DQW) were grown, two 
with GaNAs and two with GaNP As. The QW thicknesses are 5nm and 8 nm for the 
GaNAs and GaNP As, respectively, to obtain comparable emission energies. The QWs 
are formed using GaP as barrier material, which itself is surrounded by Alo.3Gao.7P 
cladding layers. For full structural details see appendix X-IV.
As the goal for the GaNP As material is a working laser at room temperature, 
one needs to know more about the electronic band structure. As optical spectroscopy 
has been shown to give good results for inferring bandstructure information (see 
Chapter 4), the initial findings of PL and MS on the GaN(P)As/GaP laser structures 
will be reported here in comparison with a simple QW model, based on tunnei- 
resonance calculations.
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6.2 Photoluminescence investigation
First, the four GaN(P)As samples were investigated using PL. This was done 
on a set-up which was kindly provided by Prof. Weiser of the Philipps Universitat 
Marburg, similar to the one described in section 3.2. The spectrometer in this PL set­
up (Spex 1404, 0.85m double monochromator) has a dispersion of 0.3nm/mm; using 
1mm slits resulted in a resolution of ~0.5meV at 1.4eV. For the excitation a 514nm 
Ar-ion laser was used at an intensity of 40mW and a chopping frequency of 28Hz. 
The sample was held on a cold-finger of a continuous-flow He-cryostat, where the 
temperature could be varied between 10K and 325K. The PL of the sample, filtered 
by a 645nm long pass filter to attenuate scattered laser light, was detected via a very 
sensitive liquid N2 cooled Ge-detector, which required electronic filters for cosmic 
high energy particles.
When PL measurements were conducted on all four samples at room tempera­
ture (see later Fig. 6.4 for the GaNPAs/GaP SQW) a broad luminescence signal 
between 1.2eV and 1.8eV was observed, not from the QW, but from defects in the 
(Al)GaP, e.g. the p-dopant zinc and spurious oxygen. Only a small a peak near 1.32eV 
on the shoulder of the impurity emission was observed for the phosphorus containing 
samples, which could be attributed to QW emission.
When the samples were cooled down to 12K, the emission from the QW 
increased significantly (see Fig. 6.2). The spectra were taken under identical condi­
tions, so the PL signal strength of the samples can be compared to each other (-10% 
uncertainty). One observes an approximately three times stronger emission from the 
P-containing samples. One also notices the fact that the peak positions of the emission 
of the GaNP As (1.365eV) and the GaNAs (1.34eV) QWs are very similar, as one 
could expect for the different well widths of 7nm and 5nm, respectively. The pure 
GaNAs QW samples, unfortunately, show interference fringes (visible on the low 
energy side), thus strongly confusing the true position of the emission peak as well as 
the full width at half maximum (FWHM). Assuming an average refractive index of
3.1 for GaP and AlGaP21, the interference fringes correspond to a layer thickness of 
2 .8 pm and 3.4pm for the SQW and DQW, respectively. In a first approximation this 
corresponds to the thickness of the AlGaP cladding layers and the QW region (3.4pm, 
both samples), whereas the whole epitaxial structure is slightly thicker (~4pm).
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However, as such a strong interference significantly hinders all kinds of optical 
investigations, only the GaNP As structures will be investigated in further detail here.
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Fig. 6.2 Photoluminescence (PL) at 12K of four GaN(P)As quantum well (QW) structures grown 
on GaP substrates, as indicated next to the peak positions. One observes for all samples emission 
from the QW near 1.35eV and a broad defect luminescence above 1.4eV, which is especially 
strong for the samples without phosphorus in the QW. The latter GaNAs QWs also have a 
somewhat lower emission and show multiple interference-related peaks on the lower energy side 
of the main QW peak.
Both the GaNP As SQW and the DQW have a comparable FWHM of about 
50meV. This indicates a strong inhomogeneous broadening, probably due to 
segregation effects resulting from the metastable growth and subsequent annealing. 
The DQW does not have a larger FWHM than the SQW, which shows that the crystal 
must have grown pseudomorphically, because the segregation effects did not increase.
To investigate this in more detail the PL was recorded as a function of 
temperature. The inset in Fig. 6.3 shows the temperature dependent PL of the 
GaNP As SQW and one observes two different QW related peak positions on the 
shoulder of the defect luminescence. When the sample was cooled down from room 
temperature to about 80K one observes at first only one peak which follows a 
Varshni-type behaviour22 (see main plot in Fig. 6.3). Below 120K a second peak at 
lower energy becomes visible, which follows a different behaviour (also Varshni-like)
6-5
and increases significantly in intensity. At about 90K it becomes more intense than 
the higher energy peak, resulting in a shift of about 60meV to lower energies of the 
overall emission maximum, which cannot be described with the Varshni equation. 
However, such an “s-shape” behaviour of the peak position is known to be typical for 
localised states below the actual bandgap, which is an especially widespread 
phenomenon among nitrogen-containing materials23. This makes the tracking of the 
actual bandgap difficult at very low temperatures experimentally and one has to rely 
on the fitting of values at higher temperatures.
The peak positions of the band edge were fitted with the Varshni equation, 
where ay and fiy were held constant at the values of GaP suggested by Vurgaftman et 
a l24 of 0.58meV/K and 370K, respectively. The best fit resulted in an Eo (T = OK) of 
1.394eV ±10meV (see Fig. 6.3).
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Fig. 6.3 The inset shows the temperature dependent PL (300 to 150K in steps of 50K, 120K to 
80K in steps of 10K, 50K, and 12K) of a GaNPAs/GaP single quantum well (SQW). While the 
emission from the impurities in the (Al)GaP (centred on 1.7eV) dominates the spectrum, the 
emission from the SQW band-edge increases on cooling down to 90K, then the main emission 
switches to localised states within the SQW, which emit strongly at very low temperatures (peak 
positions indicated by dashed lines). The main plot shows the peak positions as a function for 
temperature for the SQW emission from the band edge (filled squares) and the localised states 
(open squares). The curves are fits using Varshni’s equation.
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For the localised states such an agreement could not be achieved; here ay and 
pv  were also varied, which resulted in values of 0.8meV/K and 98K, respectively. The 
Eo value could thus be estimated to be 1.368eV ±5meV. This indicates that, at 
absolute zero, the level of the localised states is about 26meV below the actual 
bandgap of the QW material. This is of similar order of magnitude as in a 7nm 
GalnNAs/GaAs SQW (2.8% N) studied by Grenouillet et al.25. The latter paper also 
showed that photoreflectance (PR) spectroscopy did not show such an s-shape of the 
lowest energy transition, as it is sensitive to the band edge only. Thus in the next step 
MS techniques will be used to study the bandgap.
6.3 Comparison of optical methods
As PR is one of the simplest MS techniques26, it is the first choice. The PR 
experiment was carried out on a setup of P. J. Klar at Marburg, which is similar to the 
one described in section 3.4.2. In this case a 25cm Jarrell-Ash monochromator 
(~2meV resolution at 1.4eV) was used to disperse the light from a tungsten-halide 
lamp to measure the R, and an unfocussed 5mW HeNe laser to modulate the sample 
(A/?). The light was detected with a liquid-^ cooled Ge-detector (North Coast Inc.) 
and measured with an EG&G 5210 lock-in amplifier. It was noticed that the samples 
exhibited a strong PL background, which was partly removed when the laser beam 
was attenuated with an ND 1.0 filter. The PL signal was still a lot stronger than the PR 
signal, resulting in additional noise and a slightly sloping background, which had to 
be subtracted from the AR signal. The resulting AR/R spectrum is displayed in Fig. 6.4 
(second from the top). However, in comparison with the PL spectrum (topmost in 
Fig. 6.4), no QW ground state transition (GST) signal (vertical dashed line) can be 
observed, due to very strong low-energy interference oscillations (LEIOs).
As was shown in section 4.4 direct electrical modulation resulted in an 
improvement of the QW-signals in comparison to the LEIOs. Therefore, the next step 
was to carry out an electro-reflectance (ER) investigation. The ER was measured on 
the same set-up of Prof. Weiser, as described in section 4.4.1 (~0.8meV resolution at 
1.4eV) at a small angle of incidence (~18°) and the resulting spectrum is displayed in 
Fig. 6.4 (third spectrum from the top). In this case one also observed strong LEIOs,
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but also a hint of the QW ground state transition of similar magnitude (near 1.32eV). 
It should be noted that a rather large modulation voltage (± 2.0V) had to be applied to 
observe AR/R signals. This indicates similar screening effects as were observed earlier 
(section 4.4.4) most probably due to interface charges. However, as LEIOs as well as 
the QW are proportional to the electric field modulation, a further increase of the 
modulation voltage did not clarify the QW signal.
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Fig. 6.4 Comparison of room temperature PL, PR, ER, and EA spectra of the GaN0.o2Po.o8As0.9 
SQW sample also shown in Fig. 6.3. The PR and ER showed strong LEIOs, so that the QW 
ground state transition (GST) could only be inferred from the PL and the EA measurement. The 
EA also shows LEIOs, but the QW signal is stronger and one also observes an indication of a 
higher order transition. The spectra are vertically offset for clarity (PR, ER and EA data 
acquired in collaboration with C. Karcher).
Thus, as a last step the set-up was changed to electroabsorption (EA) spectros­
copy, which earlier gave an improvement in detecting the signal of GaAsSb-based 
SQWs (see section 4.4.1). For this measurement the Ge-detector was replaced with a 
Si-based detector, which has a better response above 1.4eV. A resulting EA spectrum 
is shown in Fig. 6.4 (lowest plot) and one observes a QW feature near 1.32eV, which 
was app. 5 times stronger in amplitude than the LEIOs. One also observes another
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feature near 1.5eV, which might be a higher order transition (HOT). In order to verily 
this one needs to shift the QW transitions with respect to the LEIOs. The simple 
method of changing the energetic positions of the LEIOs via the angle of incidence 
could not be pursued due to geometrical reasons of the set-up. However, as the set-up 
utilises a cold-finger of a cryostat as the sample holder, temperature variation was 
readily available and carried out, as described next.
6.4 Temperature dependent electroabsorption
As the EA investigation showed the most detail (two transition energies) of the 
optical techniques employed here, it was the method of choice for a study of the 
temperature dependent behaviour. This should allow distinguishing the LEIOs from 
the QW transitions, as the latter should have a stronger temperature dependence.
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Fig. 6.5 Temperature dependent electroabsorption spectra of the GaNPAs/GaP single quantum 
well (SQW) laser structure (vertically offset for clarity, temperature indicated next to the 
respective spectrum). The spectra show two major transitions (Ex and E2, dashed curves), which 
are partly confused by LEIOs (solid curves). Bata acquired in collaboration with C. Karcher.
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When the EA was performed as a function of temperature (see Fig. 6.5) on the 
set-up described in section 3.4, the most apparent features are again due to LEIOs 
(examples indicated by thin solid curves). The LEIOs have a similar periodicity as the 
PL of the GaNAs/GaP samples (see Fig. 6.2), thus indicating the same source, most 
probably the AlGaP cladding. This means that they cannot be avoided, if a modulation 
of the QW is to be achieved. However, the thick layer here (~3pm) causes a shorter 
period of the LEIOs than those encountered earlier in the buffer layer in the GaAsSb 
samples (~0.4pm) of Chapter 4; thus two transitions (Ei and E2) could be identified 
(see thick dashed vertical curves Fig. 6.5), as they shift more strongly with tempera­
ture than the LEIOs. The solution of calculating the LEIOs and subsequently 
subtracting them, as suggested for a GaAs buffer layer in section 4.3.5, is not viable 
here as multiple layers are contributing in this case. Thus, the confusing influence of 
the LEIOs remains, which in turn prevents an accurate fit to the EA spectra using e.g. 
the TDFF model. Thus one can only give approximate values of Ej = 1.33eV ±0.02eV 
and E2 = 1.50eV ±0.03eV at 295K, as well as Ei = 1.41eV ±0.01eV and E2 = 1.58eV 
±0.02eV) at 15K.
The ground state transition at low temperatures (1.4 leV ±10meV) is in 
reasonable agreement with the projected peak position of the band edge of 1.394eV 
±10meV from the Varshni fit of the PL peaks (see Fig. 6.3). This indicates that the PL 
peak observed at 1.368eV ±5meV is indeed below the actual band edge of the QW, 
thus corroborating the theory that this luminescence originates from localised states. 
The physical interpretation of the actual ground state and higher order transition 
energies requires a comparison with a model. Since the QW is strained it might be 
that E2 corresponds to a non-degenerate light hole rather than a transition involving 
the second electron and heavy hole states. In order to research this, a tunnel resonance 
calculation for a strained QW in the one electron picture is performed next.
6.5 Calculation of confined states in a GaNPAs/GaP single quantum well
In this section a simple model for the GaNP As SQW is developed from 
literature values, using only the nitrogen content (x) as a fitting parameter. To model 
the SQW with the tunnel resonance program by H.J. Kolbe27 (see section 2.4.4) one
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needs the bandgaps, band offsets, and effective masses of the constituent materials. 
The required values for the GaP barriers are tabulated, e.g. in the review by 
Vurgaftman et al.24: 2.886eV (2.35eV) for the direct (indirect) bandgap at low 
temperature and effective masses of 0.13me, 0.32me, and 0.2nie for the electrons, 
heavy- and light-holes, respectively. The values for GaNxPyAsi.x.y material can be 
calculated as follows: First the unstrained bandgap of 1.615eV of GaP0 .0 8As0 .92 is 
calculated using the values for the binaries and the bowing parameter using the direct 
bandgap of GaP, as suggested by Vurgaftman et al.24. The latter paper also suggests a 
nearly symmetric band offset between unstrained GaAsP and GaP (here the indirect 
bandgap), resulting in conduction- and valence-band offsets of 367meV.
Now the simple two level BAC model is applied, where one can obtain a 
bandgap the GaNx(Po.o8Aso.92)i-x from28:
E± =0.5((Ec+En)± J (E c- E n ) 2 +4K2x) (6.1)
Here E± denotes the split conduction bands, where only the E. band is of interest (see 
Fig. 6.1). Ec is the unperturbed conduction band edge, and EN is the energy of the 
nitrogen level with respect to the valence band edge; V is the interaction potential and 
x the nitrogen content. Using the linear interpolated values (Ec = Eg = 1.615eV, 
En = 1.692eV and V = 2.728eV) for GaPo.osAso.92 from the binaries suggested in 
Vurgaftman and Meyer28 and x as a free fitting parameter (best fit for 1.95%, see later 
Fig. 6.6), the calculation of E. resulted a new conduction band offset (CBO) of 
712meV with respect to the indirect bandgap of GaP (X-minimum).
Next the strain was calculated for GaNxPo.o8Aso.9 2-x material in a GaP matrix: 
resulting in a large compression of 2.9% in the plane of growth for x = 1.95% (best 
fit, see later). The strain shifts the conduction and valence band edges, resulting in a 
new CBO of 487meV and valence band offsets (VBOs) of 514meV and 295meV for 
heavy and light holes, respectively. Thus, the effective bandgaps for the heavy and 
light hole calculations are 1.35eV and 1.57eV, respectively. The effective masses for 
the holes were then linearly interpolated from the binaries, resulting in 0.36me and 
O.lOirte for heavy and light holes respectively. For the electron effective mass a value 
of 0.12me was used29, which is slightly increased over the interpolated value (0.08me) 
to account for the increase in effective mass reported for strained dilute nitride 
materials30.
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Using these material parameters, the tunnel-resonance calculations were then 
performed as a function of nitrogen content (see left hand side of Fig. 6.6). Here one 
observes that the calculated transition energies of the Eej.hhi and the Ee2-hh2 both cross 
the measured transition energies Ei (1.41eV) and E2 (1.58eV) for about the same 
nitrogen content of 1.95% (black solid lines in Fig. 6.6). One also observes that in this 
case the Eei.m transition is at 1.64eV, about 60meV to high in energy (dashed black 
curve). The Eei-m coincides with the measured E2 transition for 2.5% nitrogen. 
However, in this case the Eei-m  transition does not match the observed E\ and 2.5% 
nitrogen is also outside the range of 1-2% estimated earlier by HRXRD20. Thus one 
can conclude that E2 can be assigned to the Ee2-hh2 transition and that the nitrogen 
content in this sample is 1.95% ±0.3% (see right side in Fig. 6.6 for band diagram). 
This is an improvement over the initial HRXRD estimate, but large uncertainty 
remains, which is mostly due to the high uncertainty of the P content of ±3% 
(symbolised by the grey curves in the left side of Fig. 6.6).
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Fig. 6 . 6  The left side shows the measured Et and E2 transition energies at 15K from Fig. 6.5 
(horizontal lines) and the calculated Eel.hhi, Ee2_hh2, and Eeu hi (sloping curves) as a function of 
nitrogen content (black centre value, grey edges of uncertainty interval). The right side displays 
the calculated band structure of a GaNo.0 1 9 5 Po.osAso.9 0 0 5 /GaP single quantum  well. It shows the 
conduction (Ec) and valence bands (Ev), with the X-minimum as conduction-band edge for GaP, 
as well as the wavefunction envelopes of the two confined electron (el and e2 ) and four hole states 
(hh l, hh 2 , hh3, and Ihl). The vertical arrows indicate the Eel.hhi, Ec2.hh2, and Eei_lhl transitions.
Another important result is that it seems that one can still use the simple two 
level BAC model to describe the GaNP As material, at least for small phosphorus
contents. It shall be remarked though that this simple model did not account for multi­
particle interactions (Coulomb, electron-phonon). Thus, further improvement (e.g. 
improved estimates of the band offset) might be expected when a full microscopic 
theory is employed. However, this would also require additional higher order 
transitions (e.g. Eei-ihi) to be resolved, which in turn would require other samples that 
do not show obscuring interference effects due to the LEIOs. This, however, goes 
beyond the scope of this thesis.
6.6 Outlook
In order to investigate the new GaNP As material in more detail, additional 
measurements will be necessary, which are not be conducted on laser, but on test 
structures that will not contain of AlGaP cladding layers. Thus, it should be possible 
to avoid the confusing influence of the interference effects observed in this first set of 
samples. Already, such test structures have been grown and it is expected that these 
will yield more information in optical spectroscopy measurements.
Another step will be the usage of a microscopic model to describe the 
structures, which is more accurate than the one electron model used here and has been 
employed successfully during a previous investigation of the GaAsSb/GaAs interface 
(see Chapter 4).
The general picture of this new GaNP As material is very promising, as it 
might lead to efficient emitters and detectors on silicon and thus enabling the dream 
of fully integrated, silicon based optoelectronics.
An alternative field of application of this material would be in affordable 
silicon-based multi-junction solar cells. Due to a better usage of the sun spectrum, it
could lead to a significant improvement of the efficiency up to 36%, as calculated by
*2 1
Geisz and Friedman .
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7. AlGalnN Resonant-Cavity LEDs
This chapter presents another new material for micro-cavity devices: 
AlGalnN. It introduces the possible field of application of resonant-cavity LEDs 
(RCLEDs) made of this alloy and reports on an investigation of these, recently 
developed, devices; especially on the use of MR techniques to estimate piezo-electric 
fields in the QWs and on modulation bandwidth measurements to obtain the carrier 
lifetimes. The latter, as well as studies of electro-luminescence and degradation, are 
expounded in comparison to existing AlGalnP based RCLEDs.
7.1 Introduction
Modem automobiles and aeroplanes rely strongly on a complex network of 
sensors in order to optimise their performance (e.g. of the engines) and therefore 
require bus systems for data-handling. The general need for saving weight in these 
avionic and automotive applications already led to the replacement of copper based 
electrical wiring with plastic optical fibres (POF) for “infotainment” networks1.
multimedia/telematic
[system ■video processing 
systems
* SiZel) V
A ^ en g in e
B V m a n c g e m e n i
HF'systems
sensor systems 
for safety 
applications drive-by-wire
[systems
Fig. 7.1 Future autom otive com m unications applications for RCLED  based plastic-optical fibre 
based netw ork (from  Ref. 1).
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One of the first agreed standards was the Media Orientated Systems Transport 
(MOST) for non-critical information and entertainment data. It has moderated data- 
rates of between 5.6 and 24.8MBit/sec and is implemented using standard 650nm 
LEDs1. Parallel to this, the BMW company developed a secure protocol named 
ByteFlight2 (with 10MBit/s) firstly for the airbag sensor-system, but might ultimately 
be applied to drive-by-wire and brake-by-wire systems (see Fig. 7.1).
Using RCLEDs instead of standard LEDs as fast-switching light sources for 
POF applications would allow communications speeds of at least lOOMbit/s in 
compliance with the IEEE1394 standard3. However, under the harsh avionic and 
automotive environments, not only the high modulation speeds of > 100Mbit/s4 are of 
importance, but also a greater temperature stability of the output power is required 
than is currently provided by the phosphide based 650nm RCLED emitters.
To expand the communication applications of these POFs, which are generally 
made of poly-methyl methacrylate (PMMA), to more hazardous environments (i.e. to 
get closer to the engines, brakes etc.), there is a need for even more temperature-stable 
devices. This property can be provided by nitride-based light emitters5, which have 
very temperature insensitive efficiencies.
Possible new  w indow s accessible 
with AlGalnN RCLEDs
Existing w indow  used 
by AlGalnP RCLEDs600-
500-
400-
>0.10dB/m300-
CH-
absorption200-
100-
Rayleigh scattering
500 600
wavelength, nm
650 700550
Fig. 7.2 Attenuation spectrum of a PMMA plastic optical fibre from Ref. 7; Spectral regions of 
low loss are highlighted for the deployment of existing (AlGalnP) and of possible new (AlGalnN) 
RCLEDs.
Furthermore, the spectral range covered by devices made from this alloy lies 
between 350 and 600nm. The PMMA-POF exhibits an attenuation minimum not only
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near 650nm, which is currently exploited by AlGalnP RCLEDs6 (see Fig. 7.2), but 
also wider and even more pronounced minima around 570nm and 520nm7. This 
enables not only far longer transmission lines, due to the reduced absorption, but 
would also allow wavelength division multiplexing in existing systems and hence 
doubling or tripling current data-rates, without the need to install new cables.
Since LEDs are, in contrast to lasers, nearly isotropic emitters8, their fibre- 
coupling efficiency is very poor. In order to improve this coupling efficiency one uses 
distributed Bragg-reflectors (DBRs) between the substrate and the QWs to increase 
the top side emission, using single-step epitaxy. This can be further enhanced by 
disallowing certain spectral and spatial emission by the use of an additional DBR on 
the top side to create a micro-cavity9. If the emission is then restricted to spontaneous 
emission, by choosing a not too high front side reflectivity of less than 95%, an 
RCLED is formed10. Thus the optical feedback is too low to reach lasing condition 
and hence allows a thresholdless operation with a much higher fibre-coupling 
efficiency than with standard LEDs. Combining this micro-cavity effect together with 
the superior temperature stability of the nitride LEDs, it was suggested to develop 
RCLEDs in the AlGalnN material system11.
One of the challenges in going to the nitride material is that one has to leave 
the world of the AlGaAs/GaAs-based DBRs, which are used for almost all other 
semiconductor micro-cavities, and pioneer the fabrication of AlGaN/GaN DBRs. This 
is very challenging as AIN and GaN have a lattice mismatch of about 2.4%12 
(AlAs/GaAs mismatch is only 0.14%13). Therefore the maximum Al-concentration in 
AlxGai-xN/GaN DBRs achieved so far is about x = 0.5 before strain relaxation creates 
cracks14. This in turn has constrained the achievable difference in the refractive 
indices and hence the reflectivity of the DBR to below 70%.
Another challenge is the higher temperature of about 600°C-1200°C required 
during the growth process of the nitride composites15, compared to 200-600°C for the 
existing AlGaAs/GaAs technology16. This leads to an increased density of defects, 
less well defined interfaces and greater uncertainties in the layer thicknesses. All these 
factors limit the efficiency of AlGaN/GaN based micro-cavities and lead so far to less 
well defined cavity modes (CM), when compared to AlGalnP-based RCLEDs17’18, 
which utilise the traditional AlGaAs/GaAs DBRs.
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7.2 Piezo-electric fields in GalnN/GaN QWs
Due to the wurtzite lattice structure, when nitride composites are grown on 
(0001) sapphire, and the large difference in electro-negativity between the group III 
elements and nitrogen, the material exhibits strong piezo-electric properties. Therefore 
slight deformations can lead to enormous electric fields19. In the following sections 
the electric field within an Ino.2Gao.8N quantum well (QW) in a GaN matrix will be 
discussed. The different contributions to that field will be explained along with why 
modulated reflectivity (MR) was chosen to measure these fields. The sample design 
will be presented and the piezo-electric field, obtained from the experiment, will be 
discussed and compared to the ongoing debate in literature20.
7.2.1 The net field in a QW and its implication for devices
Electric fields in a QW are an inherent property of all modem light-emitting 
semiconductor device structures, since the QWs in such double-heterostructures are 
generally situated in the intrinsic region of a p-i-n junction. This allows efficient 
electron (hole) injection from the n- (p-) sides into the intrinsic region, where the lack 
of dopants reduces the defect related non-radiative processes and hence enables the 
radiative recombination to dominate, as long as other non-defect related processes, 
such as Auger-recombination or electron-leakage, can be avoided. The electric field in 
“normal” semiconductors with nearly isotropic cubic lattices is generally governed by 
the potential, which occurs due to the energy separation between the pinned quasi- 
Fermi-levels of the n- and p-doped regions. This potential is, as a first approximation 
(neglecting interface charges and varying material parameters of the containing 
alloys), equal to the bandgap of the barrier-material Eg = Ec - Ev divided by the 
electron charge e and the width of the intrinsic region , so the build-in electric field 
can be formulated as:
e • a .
This built-in field “tilts” the band profile of normally fiat-band QWs; so that 
they become asymmetric and the wavefimctions of the confined electrons and holes 
are shifted to opposite sides of the QW (see Fig. 7.3 a) and b)). However, parts of the
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wavefunctions can tunnel into the formerly forbidden region of the bandgap and thus 
enables a non-zero overlap between the electron- and hole-wavefunctions at a reduced 
energy. Macroscopically, this can be observed as a Stark-like red-shift of the QW 
transition and hence it is known as the quantum-confined Stark-effect (QCSE, see 
earlier section 2.4.4)21. If an external field, Fext , is now applied to such a device, the 
magnitude of the QCSE can be influenced and one notices a blue-shift (red-shift) 
under forward (reverse) bias22 (see Fig. 7.3 c) for the reverse case). Because of the 
impact of this effect on the emission wavelength of the luminescence of a 
semiconductor, it is imperative to know its magnitude for successful device 
manufacturing. This is especially true for devices used in optical communications, 
since the achievable data-rates in wavelength division multiplexing depend critically 
on the accuracy of the lasing wavelength. Therefore it is necessary to accurately know 
the maximum of the gain in order to match it with the desired longitudinal mode and 
so avoid mode-hopping.
Nitride mat. with built-in 
piezo-electric fieldwithout field 'normal" III-V mat.
Application 
o f additional 
negative bias
Red-shift due to 
increase o f  QCSE
Blue-shift due to 
decrease o f  QCSE
Fig. 7.3 Simplified schematic drawings of a quantum well and the occurring quantum-confined 
Stark-effect (QCSE) originating from the fields due to the doping, piezo-electricity and an 
applied bias as explained in the main text (schematics adopted from Ref. 25).
The QWs in nitride materials contain a field additional to Fbmit-m due to the 
intrinsic spontaneous polarisation and, if strained, due to their piezoelectricity. The 
latter is the dominating part in the InGaN/GaN QWs, while the former effect is of
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more significance for AlGaN/GaN QWs23. Since this chapter deals with InGaN/GaN 
QWs only (see Fig. 7.3d), the spontaneous polarisation is assumed small enough to be 
neglected24. If one also neglects charges at interfaces and assumes a homogeneous net 
field in the QW (F net.Q w ), it can be written as:
Fnet-Q W  Fbuilt-in Fpiezo + Fext  (7.2)
Therefore the magnitude of each individual component has an influence on the 
final transition energy of the QW. This is of special significance here; since the QWs 
are to be used in an RCLED. For this reason the QW ground-state transition 
wavelength has to match the centre-wavelength of the stop-band of the DBRs and the 
optical thickness of the micro-cavity.
To determine the amount of FPiezo one can use the following procedure: At first 
one has to know Fbuiit-in which can be obtained from the structural details using 
equation (7.1) or, if a more sophisticated approach is required, a Poisson-solver (see 
later). Then F ^  may be tuned to the point where Fnet.Qw is zero. This point can be 
found by measuring the QW transition energy as a function of external bias (Vext)- 
When it is maximised, which happens when the QCSE is nullified (see Fig. 7.3e), 
-FPieZo equals the sum of Fbuiit-in and Fext. During experiments it was found that a 
reverse bias voltage (negative Fext increases Fex^ ) actually had to be applied to increase 
the transition energy25,26. From this it can be deduced that Fpiezo is not only of the 
opposite sign of Fbuiit-in but also much stronger. Therefore the QCSE in an unbiased 
InGaN/GaN QWs is dominated by FPiezo and one needs to apply a negative Vext to 
reach the flat-band condition (see Fig. 7.3 d) and e)). If F^t is then increased further, 
beyond the flat-band position, the QW transition behaves “normally” again, as in 
standard III-V materials (Fig. 7.3 c)).
7.2.2 Measurement of the piezo-electric field using electro-modulated reflectivity
In the following sections it is shown how the internal fields can be deduced 
from measurements of the blue-shift of electro-modulated reflectance (ER) signals of 
QWs of actual devices. The blue-shift is due to a weakening of the QCSE, which is 
created by the voltage pulses of the ER itself, using increasingly negative amplitudes, 
thus effectively reverse-biasing the device under test. This measurement method was
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chosen over photoluminescence (PL) since previous investigations, e.g. as reported by 
Takeuchi et al.27 and Jho et al.28, were limited in the amount reverse bias that could be 
applied, since most carriers were swept out of the active region before they could 
recombine. Therefore the PL signals decreased significantly; in case of Ref. 28, who 
achieved flat-band condition in a InGaN/GaN QW with a low indium content after the 
signal deteriorated by three orders of magnitude. Also the samples investigated in the 
framework of this chapter are RCLEDs; therefore the emission is convolved with the 
reflectivity spectrum of the DBRs and it had been shown that the QW transition of 
such micro-cavity structures are best obtained using MR measurements29.
7.2.3 Sample design of AlGalnN RCLED
The nitride-based RCLED structures investigated in this chapter were actual 
fabricated devices and provided by the “Amber and Green Emitters Targeting High- 
temperature Applications” (AGETHA) project30. This project directly followed the 
suggestion to achieve temperature stable emitters for PMMA-POF communications 
with nitride RCLEDs11. The samples were grown on (0001) sapphire substrates using 
metal-organic vapour-phase epitaxy. The nominal structures consist of a GaN buffer 
layer, 17 pairs of AlGaN/GaN DBR, a n-GaN cladding layer, an intentionally 
undoped active region of three, 3nm thick InxGai.xN QWs (with an average x of -0.2) 
separated by lOnm GaN barriers, and a final p-GaN cladding layer. The cladding layer 
and QWs were designed to form a cavity of an optical thickness of 3A., with the 
emission of the QW in the blue at A=480nm (see Fig. 7.4). Further growth details can 
be found in de Mierry et al.31.
The top contact to the p-GaN was formed by consecutive deposition of Pd, 
Ag, Ni and Au and then patterned by wet etch. Due to the insulating substrate, mesa 
structures had to be created, which was done by reactive-ion etching down to the n- 
Ga. Then Ti, Al, Pt and Au were deposited and patterned by a lift-off step to form the 
lower metal contact. This process left circular emission apertures between 150 and 
300pm in diameter18. The separated devices were packaged into bottom-emitting 
“thin shrink small outline packages” (TSSOPs)30, which were then mounted upside 
down on TO 18 holders. This allowed easy handling, but unfortunately restricted the 
reflectance and emission measurements to angles of less than 30° away from normal.
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Fig. 7.4 Schematic of structural details of an investigated AGETHA30 AlGalnN RCLED
7.2.4 Electro-modulated reflectance with reverse bias
Since the samples are bottom emitters, it was impossible to penetrate to the 
QWs with a short wavelength laser, due to the absorption of the GaN in the buffer 
layer and the DBR, so effectively ruling out PL and PR experiments. However, since 
they were fully contacted electrical devices, EL and ER could easily be measured, 
with the latter being presented in this section. For the reasons mentioned in section 7.1 
the stop-band was spectrally narrow and the CM dip in comparison was rather broad, 
due to growth variations32. Therefore only the QW ground state feature could be 
readily identified in the ER spectra.
The set-up described in section 3.4 was altered so that a 175W Xe-lamp was 
used as the light source and a UV beam-splitter was placed in the monochromatic 
probe beam to enable measurements at normal incidence. Even though the spot size of 
about 2mm diameter was bigger than the circular apertures of the devices (with 
diameters of 150 to 300pm) ER signals could easily be obtained. This is because the 
surrounding material was not modulated and only the material within the aperture 
could produce an ER signal; however absolute reflectivity measurements are not 
possible with this arrangement, but can be found in literature from experiments on
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bare wafers by Roycroft et al.32. The reflected light was measured, via the beam 
splitter, with a UV-enhanced Si photo-diode. The simultaneous electrical modulation 
of the device’s reflectance was achieved with square-shaped pulses at a frequency of 
320Hz, pulse-duty of 5% and no additional DC bias offset using an Avtec pulse 
generator. A Stanford SR830 DSP lock-in amplifier was used to detect changes in 
reflectivity due to the modulation (AC-signal) and could also measure the DC-signal 
of the reflectivity itself using its multimeter port.
Using short pulses with variable heights, instead of a square-shaped AC 
frequency with a 1:1 duty cycle and an additional DC bias offset, might seem odd at 
first instance, but it proved to be necessary since a DC bias offset created a large 
leakage current (see also sections 7.3.2 & 7.3.4). This current was strong enough, 
even in reverse bias, to cause significant device heating, which screened the effect of 
reducing the QCSE; therefore this pulse-method was favoured25 over a constant bias 
experiment . Another effect, which limits the experiment for positive voltages, was 
the occurrence of the EL, where electrons and holes are swept into the QW and 
recombine there radiatively. Since strong EL is the main aim of these devices, forward 
voltages of about 4V were enough to cause a visible luminescence. This, however, 
creates a large offset in the AC signal detected by the lock-in amplifier, and even 
small noise on such luminescence, of the order of 1%, is enough to render the 
measurement method for detecting the changes in the reflectivity completely useless. 
For these two reasons (the leakage current with increasing negative bias and the 
luminescence at positive bias) the ER experiments were limited to pulsed voltages 
with amplitudes between +3V and -30V.
Example ER measurements within this range are shown in Fig. 7.5. These 
typical results for a 150pm diameter device are vertically offset for clarity. For 
normalisation reasons each spectrum was divided by its respective pulse-amplitude as 
indicated on the right. One can now clearly distinguish between two spectrally 
resolved signals, at around 3.35eV and at about 2.8eV, being from the GaN barriers 
and the InGaN QW region, respectively. The signal from the GaN barriers is cut off 
very sharply at 3.4eV and it is believed that this truncation originates from the 
absorption of the probe-light in the GaN of the buffer layer and the DBR region (see 
Fig. 7.4). Since the sample was illuminated through the substrate, the probe light does 
not penetrate the sample as far as the intrinsic QW region, so no signal can be 
obtained above the absorption edge of bulk GaN. This leaves only the signal around
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2.8eV itself for a detailed evaluation. This signal is believed to originate from the 
InGaN QW, since EL and PL measurements, also shown in Fig. 7.5 for comparison 
(PL from a bare unprocessed wafer), exhibit a strong luminescence at this energy.
15.0
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+2V10.0
-5V
fi -10V 
-15V 
"*** -20V
-25V
5.0
0.0
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+6.5V-5.0
PL
- 10.0
energy, eV
Fig. 7.5 Room temperature normal incidence electro-reflectance spectra of the AlGalnN RCLED 
device. The spectra were obtained using pulses with amplitudes ranging from +2V to -25V. The 
light-grey plot shows an electroluminescence spectrum obtained at +6.5V for comparison. The 
dark-grey plot shows the front-surface emission photoluminescence spectrum of the bare wafer 
with distortions apparent due to the effect of the dielectric mirrors and Mg doping (ER and PL 
spectra adapted from Ref 25).
It can also be noticed that there are small fringes superimposed on the ER and 
the EL signal, which originate from the interference between the p-contact and the 
GaN/sapphire interface. This interference is an inherent feature of nearly all published 
spectra on nitride samples3 4 and can be used to estimate the overall thickness d  of the 
epitaxial layers using a simple formula at normal incidence (neglecting absorption and 
dispersion*):
d  = — L — 2----  ( 7  3 )
* This leads to a slight overestimation o f  d ,  so Equ. 7.3 gives a maximum value for the thickness.
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where Aj and A2 are neighbouring peaks (or troughs) and n is the effective refractive 
index. Assuming an effective refractive index of 2.435, equation 7.3 results in a 
thickness of about 7.2pm for this device (using two peaks near 2.7eV), which is 
slightly bigger than the nominal thickness of the epitaxial structure of about 7 pm. 
This shows that this method can be used as a simple non-destructive tool to obtain a 
first approximation for monitoring film thicknesses during (in situ) or after (ex situ) 
the growth.
One would also expect that these interference oscillations should not appear in 
the ER, because of the normalisation of AR/R. However, due to the modulation of the 
dispersion the interference pattern is shifted and therefore a complete cancellation is 
prevented. The reason the interference fringes are not visible in the PL spectrum 
results from the fact that the PL was performed on a piece of bare wafer, from which 
the devices originated, which had no metallisation. Therefore the second interface was 
not GaN/metal but GaN/air, reducing the reflectivity from app. 70%36 to app. 18%. 
The PL spectrum itself was obtained using a 325nm HeCd laser at a low intensity of 
approximately 2W/cm2, in order to prevent band filling effects which are common in 
this material37. Compared to the EL spectrum the PL is rather broad, with the higher- 
energy region being increased due to the luminescence of the Mg-doped p-GaN38, 
while the lower-energy region is increased by the “yellow luminescence” from Ga- 
vacancies39. Even though this PL spectrum is less influenced by the effects of the 
micro-cavity, the distortions due to the additional luminescence centres prevent a 
clear interpretation.
Compared to the PL the EL-peak at 2.6eV is shifted to lower energies by about 
90meV. This can not be explained as being solely due to the QCSE, because this 
would only account for ~50meV at the forward voltage of 6.5V (see later Fig. 7.8). 
Contributing to this shift is also the segregation of indium-rich regions, which form 
clusters during the growth of the QW. This in turn causes a fluctuation of the lowest 
confinement energy of the QW, since these clusters have a significantly reduced 
bandgap. At low excitation intensities the carriers relax to these lowest energy states 
before recombining from there radiatively. This also results in rather high FWHMs 
(see section 7.3.1) and the well-known blue-shifting of the peak positions with 
increased forward currents due to carrier-screening and state-filling effects40. This 
again underlines that the modulated reflectivity is the better choice for such an 
investigation.
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At this point one might consider that the ER signal at 2.8eV might arise from 
the CM and not the QW. However, the signal shifts to higher energies with increasing 
negative amplitudes of the modulation pulses. This can only be explained as being 
due to the reduction of the QCSE in the QW, as explained in section 7.2.1, but not due 
to any effect of the electric field on the CM. It can also be noted in Fig. 7.5 that the 
barrier signal at 3.35eV widens to lower energies with increasing field strength, which 
shows the Stark-effect induced red-shift in the bulk material (see Fig. 2.9). However, 
a detailed analysis is omitted, since the signal is incomplete. On the other hand the 
full QW signal is available and its interesting blue-shift will be discussed next.
7.2.5 Piezo-electric field derived from the blue-shift of the ER signal of the QW
Since it is possible to influence the electric field in the QW of the sample by 
applying an external bias (see equation 7.2), the magnitude of F net.Qw  can be reduced 
and hence the QCSE. This reduction can be seen in the blue-shift of the QW signal 
during the ER experiment when increasing the negative amplitudes of the modulation 
pulses (see Fig. 7.5).
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Fig. 7.6 Magnification of the QW region of the ER spectra from Fig. 7.5 (dots) fitted with TDFF 
(solid lines) to obtain the transition energy (adapted from Ref. 25).
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In order to obtain now the magnitude of this blue-shift, the QW signals are 
fitted with third-derivative functional forms (TDFF), as introduced by Aspnes41 (see 
equation 2.29). This procedure not only bypasses the distortions caused by the 
unwanted interference fringes but also allows one to pinpoint the transition energy 
with an uncertainty of only a few meV (see Fig. 7.6).
The resulting QW transition energies are then plotted as a function of the 
amplitude of the applied pulses, Vext (see open circles in Fig. 7.7). From this graph it is 
possible to estimate the transition energy at zero bias of 2.773 ±0.005eV, which is 
consistent with the centre of the PL emission peak (see Fig. 7.5). However, the 
expected maximum of the transition energy, at the point where Fnet-Qw equals zero, 
could not be observed experimentally, since the applied field was limited by the 
leakage current, which threatened to destroy the device. What can be observed 
though, is a decreasing gradient of Eg versus pulse voltage at higher fields.
2.83
2.82
quadratic fit>  2.81
£  2.80
S 2.79
S 2.78
2.77
2.76
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ER pulse amplitude, V
Fig. 7.7 Quantum well (QW) transition energies (TE) from fits in Fig. 7.6 as a function of pulse 
amplitude. A quadratic regression fit is used to obtain the flat-band QW-TE at the maximum of 
the fit at about 2.82eV and a voltage of -32V (1st set of arrows). The 2nd set of arrows on the right 
show that an unbiased QW corresponds to a TE of about 2.773eV.
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Such behaviour can be mimicked in the simplest way by an empirical 
quadratic fit:
E(V) = aV2 +bV + E0 (7.4)
where Eq is the transition energy at zero external field, and a and b are fitting 
parameters. As a first approximation this can be understood by the fact that the QCSE 
depends roughly quadratic on the electric field for low fields (eFnet_QWdQW «  CBO)
and gradually becomes more linear for higher fields (eFnet_QwdQW < CBO). Here dqw
denotes the width of the QW and CBO the conduction band offset. For a full 
quantum-mechanical treatment of this topic the reader is referred to Miller et al.21 or 
G. Bastard42.
The fitting resulted in a = -4.36x10'5V'2, b = -2.81x1 O'3 V"1 and E0 = 2.773eV, 
with an R2 of 0.996. To find the voltage necessary for the flat-band position of the 
QW, i.e. the maximum of the parabola, one can differentiate equation 7.4 with respect 
to V to obtain:
V - w = ^  = -32.4±7F (7.5)
The rather high uncertainty of the value allows for the fact that the maximum 
could not be verified experimentally and needs to be extrapolated from the curvature 
of the fit to the measured values. Another factor is that for applied voltages of 
> |-20|V, the flow of leakage current ceases to be negligible and therefore series 
resistances start to reduce the effective bias across the QW (see below). Using this 
value of -32.4 ±7V it is now possible to quote a flat-band transition energy of 2.82 
±0.0 leV, which is comparable to other values in literature with InGaN/GaN QWs of 
similar In content (see e.g. Christmas et al.24).
Following the simplicity of this approach, one can now estimate the piezo­
electric field in the QW, by assuming that Fnet.Qw equals zero at Vext = -32.4 ±7V. 
Then equation (7.2) simplifies to:
~Fpiezo Ebuilt-in ±  F ext ( 7 . 6 )
Now, one assumes that the potentials of Fbuiit-in and Fext drop homogeneously 
along the intrinsic region, which has a nominal optical thickness of 3X of the free- 
space emission wavelength. Using the measured emission wavelength of 480nm and
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an effective refractive index n of 2.4 this results in a physical thickness di of 600nm 
±30nm. Therefore Fext = Vext /  di = 540 ±120kV/cm. Using then the literature value of 
the band-gap of GaN at room temperature12, Eg = 3.44eV, one obtains from equation 
(7.1) an Fbuiit-in of 57kV/cm ±3 kV/cm. Inserting these values in equation (7.6) results 
in \FPjezo\ = 600 ±120kV/cm.
In a more sophisticated approach, a tunnel-resonance program by H. J. Kolbe43 
for solving Schrodinger’s equation in a QW at a non-zero field is used44 (see also 
section 2.4.4) and compared with the measured transition energies. The effect of the 
Coulomb interaction between the electrons and holes is neglected, which is a valid 
approximation due to the low injection currents during the modulation experiment. 
For the calculation a single Ino.2Gao.8N/GaN QW of a width of 3nm is used, since the 
barriers, having a thickness of lOnm, result in a negligible coupling between the QWs. 
The material parameters used for the simulation are adopted from the recommended 
values in Ref. 12 for the binaries (GaN & InN) and interpolated for Gai.xInxN using
Eg {GaUxInxN) = ( l -x)Eg(GaN) + xEg(lnN)-x(l-x)C (7.7)
with a bowing parameter C of 1.4eV and the nominal x of 0.2 and are summarised in 
Table 1:
GaN InN lno.2 G3 0 .8 N
>o>
LU 3.44 0.76 2.677
CBO (eV) 2.18 0.563
VBO (eV) 0.50 0.200
m* (me) 0.20 0.07 0.174
Table 1 Material parameters used for simulation of In0.2GaN0.8/GaN QW at different electric 
fields; Eg is the bandgap, CBO (VBO) the conduction (valence) band offset w.r.t to GaN and m* 
the reduced mass, directly or via interpolation of values given in Vurgaftman and Meyer12.
Using this model, the field applied to the QW is then varied between 0 and 
lOOOkV/cm. The obtained ground-state transition energies are then compared with the 
measured ones (see Fig. 7.8). From the graph it is visible that the previous empirical 
quadratic fitting estimated a lower value for the transition energy of the zero-field 
case, compared to the calculation which gives 2.827 ±0.005eV. This is mainly 
resulting from the aforementioned fact that at high fields leakage-currents occurred 
and a part of the potential drops across series resistances. If one now overlays the 
calculated transition energies with the experimental ones at the section with the
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highest gradient, it is possible to directly read off the value of F net.Q w  when no 
external bias is applied (F ext = 0 ) to be 780 ±50kV/cm (see arrows in Fig. 7.8).
Comparison of ER transitions with tunnel-resonance calculations
calculated net-field in QW, kV/cm
-150 0 150 300 450 600 750 900
2.84
2.83 O measured 
—■—calculation 
 quadratic fit
2.82
>  2.81
E? 2.8 o
S 2.79
co
-  2.78'.M
c
2 2.77
2.76
2.75
2.74
-40 -30 -20 -10 0 10
pulse amplitude, V
Fig. 7.8 Comparison of measured transition energies with tunnel-resonance calculations at 
different fields. The insets show the calculated QWs with the confined ground-state electron and 
heavy hole wavefunctions.
Electric field in an InGaN RCLED using a Poisson solver
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Fig. 7.9 Calculated band diagram and electric field distribution of the InGaN RCLED at 0V 
external bias, neglecting the piezo-electric contribution.
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According to equation 7.6 the built-in electric field Fbuin-in — BOkV/cm is 
added, which was calculated using a Poisson-solver (see Fig. 7.9)45. This results in a 
piezo-electric field Fpiez0 of 860kV/cm ±50kV/cm, which is slightly higher than the 
empirical fitting.
The obtained piezo-electric field of app. 860kV/cm lies in the range of 
reported literature values: e.g. 600kV/cm found by Wetzel et al.46 for strained 
Ino.19Gao.8 iN epitaxial layers, or values of 1700-1900kV/cm published by Lai et al. 16 
who measured a single QW with an indium content of 23%. However, these value is 
significantly lower than the values one obtains in a calculation of an Ino.2 Gao.8N/GaN 
QW, using linear interpolated constants of GaN and InN published in Vurgaftman et 
al.12, which will be presented next. By using the relations47:
n = a G a N ~ a inGaN ^  —  (7 .8)
a inGaN C33
where a  are the lattice constants, yo the strain in the plane of growth, c/j and C 33  the 
elastic constants resulting in Y3 , the strain in the growth direction. Then, the piezo­
electric field can be calculated as:
Ys± M l  (7.9)
where en and 633 are the piezo-electric constants, £0 the vacuum dielectric permittivity 
and £r\\ the relative dielectric permittivity along the growth direction. From this 
calculation one obtains a piezo-electric field of about 2500 ±500kV/cm for strained 
Ino.2Gao.8N on a GaN lattice. However, this does not account for carrier screening due 
to Coulomb-attraction of the electrons and holes as well as unavoidable surface 
charges at the hetero-interfaces. It also does not include the spontaneous polarisation 
effects also occurring in the present material, which are expected to lower this value, 
but by less than the above quoted uncertainty48. For a more detailed analysis of the 
effects of spontaneous polarisation the reader is referred to Christmas et al.24.
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7.3 Performance of AlGalnN RCLED devices
In order to assess the usability of nitride RCLEDs for POF applications, their 
emission spectra, temperature dependent light-current characteristics and modulation- 
behaviour are investigated in the following sections and compared to existing 
technologies, such as conventional LEDs and AlGalnP RCLEDs.
7.3.1 Electroluminescence studies
In spite of the enormous gain in transmission, when going to lower 
wavelengths in the PMMA-POF based communication (see section 7.1), there is a 
disadvantage: the dispersion of the material increases by a factor of three8. Therefore 
a small spectral width of the emission spectrum is an important parameter to reduce 
the deterioration of the pulse shapes of the data-stream due to this effect. Hence, a 
straightforward approach is to reduce the spectral width by utilising the wavelength 
selectivity of a micro-cavity.
comparison of EL of nitride LEDs
RCLED
green LED
blue LED
_T
FWHM: 205m eV 380m eV
oc iOmeV
2 2.2 2 .4 2.6 2.8 3 3 .2 3 .4
energy, eV
Fig. 7.10 Normalised electro-luminescence spectra of AlGalnN RCLED and commercially 
sourced GalnN LEDs. The RCLED shows a significantly reduced FWHM, due to the influence of 
the micro-cavity.
7-18
The EL spectra shown in Fig. 7.10 were obtained using a signal-generator with 
340Hz square-wave to excite the samples, a Triax320 spectrometer to disperse the 
emitted light and an R636 photo-multiplier as detector. The spectra were corrected to 
account for the system response using a Bentham CL2 calibrated light source. The 
spectra were also divided by their respective maxima to normalise them to unity for 
better visibility. It can be seen that the emission spectrum of an AlGalnN RCLED has 
a significantly reduced full width of half maximum (FWHM) of ~150meV when 
compared to standard, commercially-sourced blue (FWHM of ~380meV) and green 
(FWHM of ~205meV) GalnN LEDs. This is, however, still significantly broader than 
the FWHM of RCLEDs made of AlGalnP, which is typical less than ISmeV49. This is 
due to the less efficient DBRs for the reasons mentioned in section 7.1, so there is still 
plenty of room for improvement in the epitaxial manufacturing process.
7.3.2 Temperature dependent light-current behaviour
Since the proposed field for these AlGaIN RCLEDs is at higher temperatures 
than currently used with “state-of-the-art” AlGalnP RCLEDs, it is sensible to 
compare and contrast the temperature dependence of the light output of both types of 
RCLEDs. The structural details, as well as in-depth spectroscopic studies of the red 
AlGalnP-based RCLEDs, used for this comparison, can be found in the PhD thesis of 
K. Hild50. The emission wavelengths of the devices studied here are 480nm and 
660nm for the blue AlGalnN RCLEDs and the red AlGalnP RCLEDs, respectively.
To keep the current densities J  at a comparable level, RCLEDs of both 
materials with a circular aperture of diameter d  = 150pm were chosen. Using
the applied currents I  can be converted into current densities. For the experiment a 
Keithley 2400DC was used as a current source and a calibrated ILX integrating sphere 
with a Si detector connected to an optical multimeter was used to detect the absolute 
total light output. The temperature could be varied from 20°C to 85°C using a Peltier 
element together with an ILX-LDT 591 OB temperature controller.
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Fig. 7.11 Light output as a function of current density of phosphide (nitride) RCLEDs displayed 
as circles (squares) at two different operation temperatures, as explained in the main text 
(adapted from Ref. 25).
Looking firstly at the room temperature data in Fig. 7.11 (full symbols), the 
light output of the red AlGalnP RCLED exceeds the emission of the blue AlGalnN 
device at low current densities, but the latter catches up and reaches the level of the 
former at about 115A/cm2. The shapes of the individual Z-J-behaviours give a first 
indication of the dominating recombination processes. It is noteworthy that the 
AlGalnN RCLED does not emit any light until a “threshold” current density of about 
20A/cm2 is reached. This indicates a very large path for a parallel leakage current,
comparable to a draining shunt resistance. However after the saturation of this leakage
2 • •process (J > 30A/cm ) the Z-Z-characteristic is nearly perfectly linear, up to the upper
measurement limit of 120A/cm2. This seems to indicate a very efficient radiative 
recombination and no higher order leakages, e.g. due to thermionic escape of the 
electrons over the barriers. On the other hand, the differential efficiency rj is only 
about 0.47%, which is rather poor, in comparison with the theoretical maximum of the 
extraction efficiency of approximately 4% (using a planar surface with a refractive
• oindex of GaN of 2.5) . This comparison, however, is only applicable if the integrated 
spontaneous emission would not be influenced negatively by the DBR, which it 
generally is, if the FWHM of the CM is spectrally narrower than the excitonic 
transition and not perfectly tuned. Since these conditions apply here (see Fig. 7.11), it
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is expected that the maximal extraction efficiency is actually much lower than 4% and 
this generalised comparison should be considered with caution. Therefore it is 
difficult to give a quantitative statement about whether the radiative or the non- 
radiative current dominates at these current densities. What can be neglected though, 
are higher order non-radiative processes such as Auger recombination and carrier 
leakage.
When looking at the red AlGalnP device, one notices its sub-linear L-J- 
behaviour (see Fig. 7.11). Therefore it can be concluded that higher order non- 
radiative processes do indeed play a major role here. The absence of a “threshold”, as 
was observed for the blue RCLED, indicates a very good crystal quality without any 
significant shunt-like recombination channels. This also becomes clear when looking 
at the differential efficiency. At low current densities (<20A/cm2) 77 is close to 1.00%, 
while at high current densities (>100A/cm2) it falls to 0.12%. Again the absolute 
values compare not very well with the theoretical value of 2.5% for a planar surface 
(assuming a refractive index of 3.5 due to the GaAs). But the same argument as for 
the AlGalnN RCLED holds true and therefore it is only possible to comment on the 
relative change. This change and hence the sub-linear Z-J-behaviour must result come 
from higher order non-radiative processes and, if  one neglects Auger processes, it can 
be mainly attributed to carrier leakage. This can be easily explained as being due to 
the inherent low barriers for the electrons of approximately 150meV51 between the 
GalnP QW well and the X-point minima of the Alo.7 Gao.3InP barriers (compared to 
app. 350meV52 conduction band offset in the nitrides). This allows a part of the 
carriers to escape by the aforementioned thermionic leakage and, since this process is 
exponentially dependent on the temperature, it is enhanced by the Ohmic self-heating 
of the device when increasing the current density53. Hence, this results in the observed 
considerable drop of the efficiency. At this point it shall be remarked that the carrier 
density can become very high in RCLEDs, since the carrier density does not pin, as 
happens in lasers at the threshold current8,50 and therefore this decay in efficiency is 
not unexpected.
This over-barrier leakage process becomes even more dramatic, when looking 
at the emission at an elevated temperature (open symbols in Fig. 7.11). Here light 
emission of the phosphide RCLED decreases by over 80% with respect to the 
measurement at 20°C, worsening further at higher current density. Similar the 
differential efficiency decreases to 0.19% and to only 0 .0 2 % for low and high current
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densities, respectively. Therefore, one would have to allow a safety margin of ~ 8 dB 
(= l(Mog(77s5 ‘c/?7 2 0cc), ij2 0°c = 0 .1 2 % and r]8 5°c = 0 .0 2 %) in order to use this device for 
a POF communication at operation temperatures up to 85°C.
In comparison to this the luminescence of the AlGaIN RCLEDs only 
decreases only by about ~ldB {rj2 0°c = 0.47% and r]8 5°c = 0.37%). If one assumes an 
additional reduction of 2dB to account for the reduced quantum efficiency of standard 
Si detectors when going from 650nm to 520nm, it is still possible to gain about 5dB 
for a POF-based communication system when utilising AlGalnN based RCLEDs 
instead of AlGalnP based RCLEDs. Using the reduced optical absorption of 
~0.1dB/m of PMMA POFs at the wavelength of the nitride RCLED (520nm, see 
Fig. 7.2) the additional 5dB would allow further 50m in length. This would basically 
double the existing maximum length for POF links5 4 to ~100m, improving the 
suitability for automotives and avionic applications3.
7.3.3 Modulation bandwidth and carrier lifetimes
As a final test, the frequency modulation characteristics of the same devices as 
in the previous section are studied in order to assess their suitability for optical 
communication interconnects. For this reason the current-dependent modulation- 
bandwidth measurements were performed on nitride and phosphide RCLEDs, using 
the set-up described in section 3.5. This measurement makes the deduction of the 
differential carrier lifetimes possible and allows, in conjunction with the L-J- 
measurements of the previous section, some qualitative statements about the occurring 
recombination paths.
As is visible in the small-signal modulation frequency-spectra in Fig. 7.12, the 
frequency response of the RCLEDs allows much higher bandwidths of about 140MHz 
in comparison to conventional, commercially-sourced LEDs. All of these standard 
LEDs, made of different semiconductor alloys (see figure caption), lose 3dB of their 
low frequency (DC) power output well below a modulation frequency of 50MHz. 
They are therefore not suitable for communication speeds of 100MHz and beyond, as 
required for the IEEE1394-b SI00 standard3.
The RCLEDs on the other hand meet this minimum specification at an applied 
current of 30mA, which corresponds to a current density of about 170A/cm2. Since
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the -3dB frequency is approximately proportional to square-root of the current density 
(assuming high radiative efficiencies)6, one should also note that the standard LEDs, 
having usual dimensions of 250x250pm, were driven at a lower current density of 
about 48A/cm2 at the applied 30mA. This was already higher than the typical 
specification of 20mA for standard LEDs55, thus a current density comparable to the 
RCLEDs could not be achieved and hence only the RCLEDs are investigated further.
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Fig. 7.12 Small-signal modulation frequency-spectra of two RCLEDs (480nm AlGalnN and 
660nm AlGalnP) and three conventional LEDs (650nm AlGalnP, 850nm AlGaAs and 450nm 
GalnN) taken at a common forward bias of 30mA (spectra adapted from Ref. 25).
If one measures the -3dB modulation bandwidth for several DC currents it is 
possible to obtain the differential carrier lifetime T  using equation 2.39. Then it is 
possible to plot the resulting t s l s  a function of current density as shown in Fig. 7.13. 
From this plot one can see that the differential carrier lifetime is generally shorter for 
the AlGalnP RCLED, especially at lower current densities. Here the superior, low 
defect crystal quality comes into play, which results in a carrier lifetime that is nearly 
constant at about 1.5ns. It only decreases slightly with current density to about 1.0ns 
at 170A/cm2, which is consistent with the aforementioned over-barrier leakage due to 
Ohmic self-heating.
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Fig. 7.13 Differential carrier lifetime T for nitride (open squares) and phosphide (open circles) 
RCLEDs as a function of current density. The lines are a guide to the eye (adapted from Ref. 25).
The nitride RCLED on the contrary exhibits a much more pronounced decline 
in the differential carrier lifetime until it saturates at about 1.5ns (for J  > 110A/cm2). 
This is similar to the value of about 2ns found by Eliseev et al. 56 for a green GalnN 
LED at a forward current of about 30mA. The long lifetimes of about 5 to 6 ns at low 
current densities were also observed in this comparative study. They derive from the 
fact that, in this current region, the lifetime is strongly dominated by the non-radiative 
recombination, as discussed in the previous section (7.3.2). Therefore, these long 
lifetimes at the low current densities can be regarded as an artefact due to noise from 
the ambient light seen by the detector. This absence of emission at low current 
densities (see also Fig. 7.11) in these devices was also observed by Roycroft et al.57, 
who explained it as a degradation effect, caused by metal diffusing along threading 
dislocations, thereby creating ‘nano-wires’ that effectively short-circuit parts of the 
active region.
However, at higher current densities (around 170A/cm2) the influence of the 
shunt-resistance decreases due to Ohmic self-heating of the ‘nano-wires’ and so 
leakage along this recombination path plays only a minor role. From this result, the 
radiative lifetime can be estimated to be around 2 ns at a current density of 170A/cm2. 
However, since ^ad=l/BN, this decrease may partly be due to the larger carrier density 
N  and partly due to the increase of B, which itself depends on the carrier density. This
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N  dependence of B is because the Coulombic attraction of electrons and holes partly 
compensates the internal piezo-electric field and hence increases the recombination 
probability (e.g. see Takeushi et al.47).
The general picture from this measurement is that at current densities similar 
to operating-conditions the AlGalnN RCLEDs show comparable behaviour to their 
AlGalnP counterparts and are expected to exceed their performance once the issue of 
the high defect density and the resulting degradation have been dealt with.
7.3.4 Defect density and degradation
As mentioned in the previous two sections, the nitride devices suffer in their 
performance from non-radiative recombination through defects. The main source of 
such defects are threading dislocations through the active region, which arise from the 
big lattice mismatch of about 16% between the sapphire substrates and the epitaxial 
GaN, and the subsequent strain-relaxation of the latter. The number of defects can be 
as high as 1 0 10 per square centimetre and this creates a high probability for metal to 
electro-migrate along the threading dislocations and to form Ohmic nano-wires 
through the active layer. Such nano-wires then offer lower resistance than the 
surrounding semiconductor, so an intense current flows through it, causing it to fuse 
instantaneously. This results in a “sparkling” of the light output in these devises 
during EL. This sparkling was further investigated by Roycroft et al.57, who observed 
simultaneous flashes in the infrared spectrum, which are emitted during this fusing 
process. This process is stable for some time until more and more permanent parallel 
current paths are formed and the device stops emitting light at low current densities 
(as observed in section 7.3.2).
The general strategy to circumvent this problem is to reduce the initial defect 
density. So far this can only be overcome by recently developed techniques such as 
epitaxial-lateral over-growth (ELOG)58’59, where the dislocations are “bundled”, and 
leave areas with low defect densities in the order of 106cm'2. This could potentially 
lead to a great improvement for AlGalnN RCLEDs since the defined emission 
apertures could be placed in areas with a low defect density. However, it is very costly 
since it involves multiple pattern and growth steps during the manufacturing.
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Another newly developed way forward are free-standing GaN substrates60, 
which are currently still in short supply and are therefore very expensive. However, 
this recently allowed efficient LEDs grown by homo-epitaxy with far less dislocations 
than the growth on sapphire substrates61. This technique also greatly improves the 
device performance due to the lower thermal resistance62. But since the demand from 
the edge-emitting blue laser market is currently driving the prices for these substrates, 
it will take a while until mass production will make it available for conventional LED 
production.
Yet another very recent development is the fabrication of AlGalnN RCLEDs 
using AlInN/GaN DBRs, instead of AlGaN/GaN, which are fully lattice matched to 
GaN . This allows a much higher reflectivity of the DBRs leading to a significantly 
improved performance.
Combining all these new technologies will surely help to enhance the 
performance of nitride RCLEDs further and maybe even allow the development of 
nitride VCSELs. However, this goes beyond the scope of this thesis, but will surely be 
a very dynamic field of research for the next couple of years.
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8  Conclusions and Future prospects
As the main aim of this thesis was the investigation of future materials for 
micro-cavity applications, these investigations were performed using preferably non­
destructive or even non-contact spectroscopic methods. It was found that, due to the 
nature of the new materials, non-contact methods such as photoluminescence (PL), 
photoreflectance (PR), or phototransmittance (PT) did not always yield the wanted 
information due to the occurrence of interference effects. Therefore, contacted 
measurements such as photovoltage (PV), electroluminescence (EL), electro- 
reflectance (ER), electroabsorption (EA) and modulation bandwidth were widely 
employed throughout this thesis. In many cases, the experimental measurements were 
compared with theoretical models.
Chapter 2 gave an introduction to the necessary theory to understand the 
measurement methods employed here, explaining in detail the use of PV, normal 
incidence reflectivity (NIR) and modulation spectroscopy (MS) to extract information 
from bulk materials, quantum wells (QWs) and micro-cavity structures in conjunction 
with several experimental and theoretical examples. In particular the usage of MS on 
microcavity structures was explained qualitatively, describing the effects of the cavity 
mode (CM) and the QW on the AR/R signal and discussing the consequences for the 
amplitude and the symmetry of the observed features1. Chapter 3 briefly described the 
utilised experimental set-ups (PV, NIR, PL, ER, PR and modulation bandwidth) used 
for obtaining the measurement results in the subsequent chapters.
Chapter 4 aimed at clarifying the issue of the conduction band offset (CBO) 
between GaAsi_xSbx and GaAs (for the Sb-fraction x = 0.35), which was discussed in 
literature2,3. Therefore, a series of GaAsSb/GaAs/AlGaAs single quantum well (SQW) 
samples4 was investigated, using PL, PR, PT, PV, ER and EA while varying 
parameters, such as ambient temperature, angle of incidence, or bias voltages. At first 
it explained the results of intensity dependent low temperature PL measurements and 
that one could infer a small type-II CBO5. This was quantified in a comparison of the 
PL peak positions with one-dimensional QW model using tunnel-resonance 
calculations to be 20meV type-II, however, with a large uncertainty (±30meV). When 
this result should be improved by using PR measurements, strong low-energy 
interference oscillations (LEIOs) were unfortunately encountered. The LEIOs were 
studied in detail and with a combination of angle dependent PT measurements and
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Jones-matrix calculations it was possible to determine the responsible layer. This 
allowed developing strategies to avoid LEIOs: such as the usage of different 
excitation lasers, or to employ a direct modulation technique (ER and EA).
The results of the room-temperature EA in conjunction with tunnel-resonance 
calculations confirmed the earlier indication of the 20meV ±30meV type-II CBO 
between GaAsSb and GaAs. However, the uncertainty could not be reduced, as the 
comparison of measured higher order transition energies with tunnel-resonance 
calculations did not result in a clear unique picture.
To improve this, the bias voltage dependence of the EA QW signals was 
analysed and correlated with the estimated electric field from an analysis o f the Franz- 
Keldysh oscillations (FKOs) o f the bulk-like GaAs barrier layers using bias dependent 
ER. Here it was found that in some cases an external bias voltage had to be applied to 
nullify the electric field in the QW. It was also discovered that the modulation voltage 
was partly shielded by interface charges. These improved EA results were then 
compared with full microscopic calculation of the bandstructure computed by external 
collaborators. This comparison yielded a slightly higher value o f 40meV type-II for 
the GaAso.65Sbo.35/GaAs CBO with only a small uncertainty of ±20meV, which is a 
significant improvement in comparison with the earlier estimates.
Chapter 5 discussed an investigation o f a vertical-cavity surface emitting laser 
(VCSEL)6, which has QWs consisting of the new GaAso.65Sbo.35 material. Despite the 
good lasing performance at room temperature (i.e. low threshold currents), a 
comparison of angle dependent ER measurements with tunnel-resonance calculations 
indicated that the lowest QW transition energy (E qw)  was unexpectedly below the CM 
energy (E cm)  at room temperature. This was confirmed in a subsequent analysis of 
temperature dependent ER measurements where both {E q w  and E cm )  could be brought 
into alignment at 260K. Additional temperature dependent edge-EL measurements 
and temperature dependent threshold current measurements corroborated this result.
Thus, it was demonstrated that the predictions of the non-destructive ER 
technique are also applicable for microcavity devices in this new material system. The 
main result was that a small misalignment of E q w  and E c m  was found, which needs to 
be corrected for future room temperature or above room temperature applications. The 
VCSEL itself showed great potential as the temperature range of low threshold
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operation was broad, which is a requirement for a possible usage in 1.3pm fibre-to- 
the-home systems, where temperature stabilisation is not available.
However, one mystery of this VCSEL structure was not solved. During the 
angle-dependent ER investigation a strange broadening of the CM was discovered. 
Additionally this broadening also seemed to depend on irradiation of light with rather 
larger time-constants (days or weeks). As the phenomenon is not yet understood, it 
was not discussed in this thesis, but one can expected that it might lead to some 
interesting insights in the future.
Chapter 6  contained a preliminary study of GaP based laser structures with 
dilute nitride GaN(P)As QWs, which are thought to lead to Si-based integrated opto­
electronics. The laser structures showed lasing operation at low temperatures (pulsed 
up to 250K)7, but not at room temperature. In order to improve the structures, the loss 
mechanism needs to be identified. As a first step, to obtain an improved understanding 
of the bandstructure, it was decided to perform optical spectroscopy. Thus, the 
samples were investigated using low temperature PL, which, however, showed 
confusing interference effects for the GaNAs samples. Hence, only the GaNPAs QWs 
were investigated further, where an “s-shape” of the PL peak position was observed as 
a function of temperature. It was found that the low temperature PL (T<90K) 
originated from localised states and that the ground state transition energy could only 
be estimated from a fit with the Varshni equation at higher temperatures (T>90K).
In order to confirm the position of the ground state transition with MS, it was 
found that EA was the most suitable method, as it was least influenced by the 
occurring LEIOs. The temperature dependent EA confirmed the low temperature 
energy position of the ground state transition and also showed a higher order 
transition. In comparison with tunnel-resonance calculations, which included a simple 
two level band-anticrossing (BAC) model and strain, it was possible to show that the 
second transition was between the second confined electron and heavy hole states, 
rather than from a transition involving the light hole. This comparison also resulted in 
an improvement of the estimated N-content of 1.95% ±0.3%, and indicated that the 
CBO and the VBO are both of the order of 500meV. The latter result indicates that the 
increase in threshold current density with increasing temperature is unlikely to 
originate from leakage effects, but might be attributable to other non-radiative 
recombination paths.
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However, to improve the modelling, measurements are necessary which are 
not influenced by LEIOs and show also further higher order transitions. This might be 
possible with new sample structures and might lead to a better understanding on why 
room temperature continuous wave lasing could not be achieved so far.
In Chapter 7 AlGalnN based resonant-cavity light emitting diodes (RCLEDs) 
for future plastic optical fibre communication networks were investigated. The 
devices were studied using ER as a function of bias voltage. This allowed, in 
comparison with tunnel-resonance calculations, the inference of the piezo-electric 
field magnitude. The latter was estimated to be 860kV/cm ±50kV/cm, which was 
somewhat lower than one could calculate from the tabulated piezo-electric constant 
(2500kV/cm), is within the range of other experimental literature values (e.g. 
600kV/cm by Wetzel et al. 8 or 1800kV/cm by Lai et al.9).
In a second investigation the AlGalnN based RCLEDs were investigated in a 
comparison with established AlGalnP RCLEDs and it was found that the new devices 
suffer from non-radiative recombination via defects and are thus inferior at room 
temperature. However, at elevated temperatures (85°C) the situation is reversed, as 
the AlGalnP RCLEDs suffer from strong electron leakage over the barriers, while the 
AlGalnN RCLEDs do not and hence show a stronger emission above ~40kA/cm2. In a 
final investigation the differential carrier lifetimes were analysed, where both 
(AlGalnN and AlGalnP) showed a comparable lifetime at higher current densities 
(>120A/cm2), which indicated that the radiative recombination dominates. At lower 
current densities the lifetimes of the AlGalnN RCLEDs were increased artificially due 
to strong non-radiative recombination.
Thus it was concluded that the performance of AlGalnN RCLEDs can be 
significantly improved, if a way could be found to reduce the defect density. Possible 
future methods include epitaxial lateral over-growth (ELOG), the usage of GaN 
substrates10 or to use AlInN/GaN dielectric mirrors11. All these techniques might lead 
to improved devices and thus one can expect further beneficial research in this 
material system.
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X Appendix
X-I Structural details of AlGaAs/GaAs VECSEL
The VECSEL results presented as an example (Fig. 2.14) in section 2.5.3 were 
obtained from a sample of the wafer No. EPIQ9700340 #1, on loan from Jennifer 
Hastie from the Institute of Photonics of the University of Strathclyde, Scotland, UK.
The all out AlGaAs VCSEL was grown, using molecular beam epitaxy (MBE), to be 
resonant at 85011m1.
Layer Thickness Composition doping repetition
C a p 50 n m I n o .5 G a o .5 P u n d o p e d l x
W i n d o w 339 n m A lo .5 G o .5 A s u n d o p e d l x
\X l a y e r 241 n m Alo.2 Go.8As u n d o p e d l x
Q u a n t u m  w e l l 8  n m G a A s u n d o p e d 1 2 x
Vik l a y e r 118 n m Alo.2 Go.8As u n d o p e d 1 2 x
DBR ( l o w  i n d e x ) 72 n m A l A s u n d o p e d 3 Ox
DBR ( h i g h  i n d e x ) 61 n m Alo.2 Go.8As u n d o p e d 3 Ox
S u b s t r a t e 0.5 m m G a A s u n d o p e d l x
X -l
X-II Structural details o f AlGalnP/AlGaAs VCSEL
The VCSEL results presented as an example in Fig. 2.16 in section 2.5.3, were from a 
sample of the wafer m3449, originally grown in the “Kristallabor” of the University 
of Stuttgart using metal-organic vapour-phase epitaxy (MOVPE). The sample was 
obtained from Robert RoBbach from the “4. Physikalisches Institut” of the University 
of Stuttgart2.
Layer Thickness Composition doping repetiti
Cap 1 0  nm GaAs undoped lx
Window 38 nm Alo.5Go.5As p-doped lx
DBR (grading) 2 0  nm Al0 .5-0 .9 5G0 .5-0 .0 5As p-doped 33x
DBR (low index) 31 nm Alo.9 5Go.05As p-doped 33x
DBR (grading) 2 0  nm Al0 .9 5-0 .5G0 .0 5-0 .5As p-doped 33x
DBR (high index) 29 nm Alo.5Go.5As p-doped 33x
DBR (grading) 2 0  nm Al0 .5-0 .9 5G0 .5-0 .0 5As p-doped lx
Oxide aperture 2 0  nm AlAs p-doped lx
DBR (low index) 1 0  nm Al0 .9 5G0 .0 5As p-doped lx
DBR (grading) 2 0  nm Al0 .95-0 .5 G0 .05-0 .5As p-doped lx
DBR (high index) 29 nm Alo.5Go.5As p-doped lx
DBR (grading) 2 0  nm Al0 .5-0 .9 5G0 .5-0 .05As p-doped lx
Spacer 42 nm Al0 .9 5G0 .0 5As p-doped lx
Cavity 169 nm (Al0 .5Gao.5)o.5lno.5P p-doped lx
Barrier 1 1  nm (Alo.3Gao.7)o.5lno.5P undoped lx
Quantum well 6  nm Gao.5Ino.5P undoped 4x
Barrier (in QWs) 4 nm (Alo.3Gao.7)o.5lno.5P undoped 3x
Barrier 1 1  nm (Alo.3Gao.7)o.5lno.5P undoped lx
Cavity 169 nm (Alo.5Gao.5)o.5lno.5P n-doped lx
DBR (low index) 53 nm AlAs n-doped 46x
DBR (high index) 47 nm Alo.5Go.5As n-doped 45x
Substrate 0.5 mm GaAs n-doped lx
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X-III Structural details o f GaAsSb/GaAs/GaAsP/AlGaAs edge emitter
Given here are the structural details of the undoped GaAsSb PL sample with QWs for 
an edge emitting laser as presented in Fig. 4.13 in section 4.3.6. The sample was from 
the wafer L604, which was grown with molecular beam epitaxy (MBE), by the 
optoelectronic group of the Arizona State University3, for their spin-off company 
Lytek.
Layer Thickness Composition doping
Cap 1 25 nm Ino.5Gao.5P undoped
Cap 2 30 nm GaAs undoped
Upper barrier 50 nm Alo.33Go.67As undoped
Strain compensation 8 nm GaAso.gPo.2 undoped
Spacer 6 nm GaAs undoped
QW-1 7 nm GaAso.65Sbo.35 undoped
Spacer 6 nm GaAs undoped
Strain compensation 8 nm GaAso.8Po.2 undoped
Spacer 6 nm GaAs undoped
QW-2 7 nm GaAso.65Sbo.35 undoped
Spacer 6 nm GaAs undoped
Strain compensation 8 nm GaAso.8Po.2 undoped
Lower barrier 50 nm Alo.33Go.67As undoped
Buffer 400 nm GaAs undoped
Substrate 1.5 mm GaAs n-doped
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X-IV Structural details of GaNAs/GaP and GaNPAs/GaP edge emitter
The samples whose results were presented in Chapter 5 were grown using 
MOVPE in the “Wissenschaftliches Zentrum fur Materialwissenschaften” (WZMW), 
of the Philipps University Marburg4. They were grown on n-type GaP substrates5 and 
consist of a batch of four samples (#23030 - #23033). The QW region was grown in 
different growth chamber at lower temperatures, using TBAs, TBP, hydrazine and 
TEGa, than the other layers (using TBP, TMGa and TMA1), for more details see 
Kunert et al.6.
The structural details of #23030 are:
Layer Thickness Composition doping repetiti
Cap 300 nm GaP p-doped lx
Cladding 1500 nm AI0 .3G0 .7P p-doped lx
Barrier 200 nm GaP undoped lx
Quantum well-1 7 nm GaNAsP undoped lx
Barrier 20 nm GaP undoped lx
Quantum well-2 7 nm GaNAsP undoped lx
Barrier 200 nm GaP undoped lx
Cladding 1500 nm AI0 .3G0 .7P n-doped lx
Buffer 300 nm GaP n-doped lx
Substrate 0.5 mm GaP n-doped lx
- Sample #23031 has only a single quantum well.
- Sample #23032 has a double quantum well without P (i.e. GaNAs only).
- Sample #23033 has a single quantum well without P (i.e. GaNAs only).
The nominal N and P contents of the above GaNP As QWs in #23030 are 4% and 8%, 
but HRXRD measurements showed only 1-2% N7.
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X-V Further details of the GaAsSb spacer series of Chapter 4
Due to the already great length of chapter 4 some minor details on the 
samples, which are not directly connected with the inference of the GaAsSb/GaAs 
conduction band offset, are presented here.
X-V-I Additional Alo.5Gao.5As layers
To improve the signal to noise ratio in the AlGaAs signal during the electro- 
reflectance (ER) measurements of the GaAsSb/GaAs/AlGaAs spacer series (section 
4.4.4), a photo-multiplier tube was used as the detector. This increased the accessible 
energy range to about 3.0eV, leading to a discovery of another ER signal above 
2.05eV (see Fig. X.l), which corresponds to the indirect bandgap of Alo.5Gao.5As.
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Fig. X .l High energy electroreflectance (ER) spectra as a function of bias voltage as indicated to 
the right of the spectra.
W hen advising our sam ple suppliers o f  this inform ation, they confirm ed that 
indeed the structures contain tw o additional Alo.5Gao.5As layers o f  50nm: b etw een  the 
G aA s buffer and the low er Alo.25Gao.75As layer; and the upper Alo.25Gao.75As layer and  
the G aA s cap, respectively. T hese extra layers w ere not included in the publica-
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tions8,9’10, due to their sm all sign ificance on the G aAsSb/G aAs/Alo.2 5 Gao.7 5 A s 
quantum w ell (QW ): the tunnel resonance calculations only show ed a change o f  less  
than Im eV  in the energy positions o f  the confined electron states. A s this is w e ll 
w ithin  the uncertainties o f  tabulated material parameters and growth tolerances, it is 
acceptable to neglect these layers.
X -V -II E ffects o f  segregation in Q W
During the temperature dependent study o f  the photolum inescence (PL) o f  the 
spacer series (see section 4 .2 ) it w as found that the PL peak position  deviated from  the 
V arshni-like behaviour at lo w  temperatures (see black dots in Fig. X .2 ).
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Fig. X.2 Temperature dependent peak positions of the photoluminescence (PL) of the samples 
with 2nm and 6 nm GaAs spacers (black dots). The curves are Varshni fits of the high 
temperature range down to the maximum peak energy at about 70K.
Such a deviation, occasionally  called  an “s-shape”, has b een  observed  for  
m aterials w ith  strong segregation effects, m ostly  dilute nitride m aterials11,12. H ere it is 
assum ed that the segregation leads to loca l m inim a in the bandgap, and that carriers 
recom bine predom inantly from  those m inim a at very low  temperatures. This leads to  
an em ission  that is energetically b e low  the expected Varshni behaviour for a
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continuous bandgap. When the temperature is increased, the carriers scatter with the 
phonons, leading to decrease from emission in the potential minima and increase from 
the continuous bandgap, thus resulting in a blue shift of the emission peak up to app. 
70K. Above this temperature the normal effect of the bandgap shrinkage (due to the 
physical expansion of the lattice and electron-phonon coupling) dominates and the 
peak position can be described with the Varshni equation, which was used to fit the 
data in this higher temperature range (black curves). To quantify the deviation one can 
use the difference between the measured peak position and the fitted Varshni 
behaviour close to absolute zero, which gives an upper limit of about 12meV. This is 
significantly less than for nitrogen containing alloys (26meV in Fig. 6.3; or 30meV 
found by Li et al.13), but still a strong indication of segregation effects. An indication 
for an s-shape behaviour was also found in the edge-EL peak positions of the GaAs- 
based VCSEL with GaAsSb QWs (see Fig. 5.10), indicating inhomogeneities in the 
QW, which might be responsible for the large observed FWHM of the edge-EL.
X-V-III Time-integrated PL from ultra-fast excitation
To explore the nature of such segregation effects additional time-resolved PL 
(TRPL) measurements were conducted by S. Horst14. As this is a complete topic on its 
own, only a selected result shall be shown here. The TRPL was carried out with a 
mode-locked Ti: Sapphire laser and a streak camera such with a temporal resolution of 
less than 15ps. It was found that the emission from the ground states lived very long 
(2-3ns) and that it is “fed” with relaxing carriers from the higher order states. The 
broad luminescence observed near 1.2eV earlier in Fig. 3.3 lived significantly longer 
than the QW emission (>10ns) and is thus attributed to deep defects from impurities.
The time integrated emission from the QW also showed some extra features 
(see Fig. X.3), when the spatial dependence of the luminescence was investigated. In 
this experiment the PL spot size was only about 10pm in diameter and the spots were 
measured every 100pm across a 1mm strip of the GaAsSb QW sample with 6 nm 
GaAs spacers. It was observed that in some areas of the sample, many additional 
narrow peaks appeared (shown in Fig. X.3 “spot 1” and “2”), whereas in other areas 
they were absent (e.g. “spot 3”).
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The average (thick black line) of ten spots also did not show these extra peaks, 
but just three broad peaks. The first peak position at 1.03eV correlates well with the 
ground state transition energy at 1.032eV (leftmost arrow) estimated from 
electroabsorption (EA) measurements (dashed line) of the same sample. The second 
PL peak near 1.08eV, however, is slightly red-shifted with respect to the second 
transition observed in the EA at 1.105eV. This can be explained by the comparably 
large carrier concentration, due to the high excitation intensity of the order of about 
lGW/cm2 peak power density, (25mW average intensity, 80MHz repetition rate, 
~90fs pulse duration, lOjxm diameter spot size). This gives rise to strong carrier- 
carrier interaction and hence electric fields (due to the spatial separation of electrons 
and holes), which in turn might lead to luminescence from ‘‘forbidden” transitions that 
are lower in energy. The third peak centred on 1.2eV results mainly from the broad 
luminescence of the defects.
High intensity PL of sam ple with 6nm GaAs spacers4
PL spot 1
3
■ sp o t 1 
•  sp o t 2
p ea k  num ber2 PL spot 2
PL spot 3
1
PL average
EA, 10'
0
0.95 1.00 1.05 1.10 1.15 1.20 1.25 1.30 1.35
energy, eV
Fig. X.3 High intensity photoluminescence measured by S. Horst14 at low temperature (~30K) for 
ten spots (only three shown) on the sample (black curves), as well as their average (thick black 
curve), which shows peaks only at the transition energies obtained by electroabsorption (dashed 
curve). The inset shows a linear dependence of the PL peak positions obtained from the spots 1 
and 2 as a function of peak number.
The additional closely spaced PL peaks observed at e.g. “spot 1” and “2”, 
could not be observed in an EA measurement due to the larger lateral spot sizes
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(typically 1mm spot diameter), even when using a microscope arrangement (50pm 
spot). However, as their energies are not consistent with confined states in the 
electronic QW structure, they must be of different origin. One can also see that they 
are roughly equally spaced in energy (see inset in Fig. X.3). The first argument which 
springs to mind is that the peaks occur due to an interference effect, such as observed 
earlier (see section 4.3). However, the close spacing would correspond to a layer 
thickness of about 5jam (assuming an average refractive index of 3.5, see equation 
7.3), but no layer in the structure has that thickness.
An alternative interpretation is that these peaks arise from sub-levels due to 
the segregation within the QW. Thus, an additional lateral confinement within the 
QW could be present, leading to a quantum-dot-like behaviour. From the spacing of 
the peaks one can estimate the size of these “dots” to be of the order of about 20- 
50nm15. This was confirmed by transmission electron microscopy (TEM), where a 
strong modulation of the Sb-content on length scales of 50-100nm were found (see 
Fig. X.4)16. Similar sized “dots” were observed previously using TEM by e.g. Braun 
et al.17 and Mock et al.18 in strained QWs.
Fig. X .4 TEM  im age o f G aA sSb/G aA s/A lG aA s SQ W  with 6nm  GaAs spacer. The figure shows 
different the GaAs content. The brighter areas in the G aA sSb layer indicate higher Sb fraction. 
These “dots” o f could be responsible for the deviation from  the V arshni behaviour at low  
tem perature observed in Fig. X .2 and for the observed extra peaks in the high pow er PL in 
Fig. X.3 (Figure from  Horst et a l.19).
In a study of the whole spacer series it was noticed that the spacing of the PL 
peaks and hence the energy distance between the sub-levels scaled inversely with the 
GaAs spacer thickness, which supports the assumption that it is an intrinsic effect. 
However, it is not yet understood why the sub-levels are visible on length scales of 
10pm, but not resolvable on length scales of 50pm. Thus, it leaves space for further 
investigations and may result in new findings in the future.
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X-VI Parameters used in the calculation in section 5.3.3
The parameters used for the calculations of the band gaps (including strain) in 
section 5.3.3 are taken from Vurgaftman et al.20 and are listed below in Table X.l
GaSb GaAsSb GaAs AIGaAs AlAs GaAsP GaP
C (eV) 1.42 0.3148 0.19
a (A) 6.0959 5.80834 5.6535 5.6554 5.6611 5.61898 5.4505
Eg (eV) 0.726 0.85405 1.42 1.763475 3.03 1.6816 2.88
me 0.039 0.0624 0.075 0.09375 0.15 0.086 0.13
mhh 0.192 0.2947 0.35 0.38 0.47 0.344 0.32
mlh 0.046 0.0746 0.09 0.1125 0.18 0.112 0.2
ac (eV) -7.5 -7.2855 -7.17 -6.7875 -5.64 -7.376 -8.2
av (eV) -0.8 -1.034 -1.16 -1.4875 -2.47 -1.268 -1.7
b (eV) -2 -2 -2 -2.075 -2.3 -1.92 -1.6
c11 (GPa) 88.4 110.3 122.1 122.8 125 125.8 140.5
c12 (GPa) 40.3 50.9 56.6 55.8 53.4 57.7 62
Table X.1 band parameters used for the calculation of the band gaps: the bowing parameter (C), 
the lattice constant (a), the unstrained bandgap (Eg), the effective masses for electrons (me), heavy 
and light holes (mhh and /»/*), the hydrostatic deformation potentials for conduction (ac) and 
valence band (av), the shear deformation potential (b), and the elastic moduli constants (cn and 
Ci2). The latter two were corrected by a factor of 10. The values for the ternary alloys are linearly 
interpolated from the binaries, with the exception of Eg, where the bowing parameter was used.
The ternary alloys are here GaAso.65Sbo.35, Alo.25Gao.75As and GaAso.sPcu. The strain s  
in the non-GaAs layers was calculated via:
  ®GaAs ®non-GaAs
'non-GaAs a
(X.1)
non-GaAs
The strain was then used to calculate the shift of the conduction band edge AEc, as 
well as the shift of the heavy and light hole band edges AEhh and AEnc.
AE,hh
A £ ,*  =
AEc = 2 a„
(
2a
\ c l
(
1
\
C12 £
V CU )
cl2 j U C\ 1 ^  Cn
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11 /  
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