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Bootstrap is to emulate through a certain quantity to get the statistic of
interest (for example mean and standard deviation) under particular zero as-
sumptionses of emulational distribution,then construct the confidence interval
of the statistic and judge the statistic from the process.Bootstrap become more
and more important in the modern statistical inference.
Along with the increase of uncertainty,the fluctuate of data become greater,
and the data will usually include singular data. For the data with outliers,
Bootstrap samples may contain more ”pollution” than original samples and
reduce the validity of our statistical deduction. In this paper, we discuss how
to use the influence function to find the probability of resampling in the non-
parametric regression of the N-W estimate. We use tilting Bootstrap method
(the sample probability is unequal) to obtain curve fitting, which is resistant
to the presence of outliers on the regression function.
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sWjR Y  r | (r ≥
1) E|Y |r <∞ '
lim
n→∞
E|mn(X) −m(X)|r = 0. (2.1)
Stone  CiGdChp () !#,!#Gf;;W" r ≥ 1, Zf E|Y |r <∞,  (2.1) jK>LY;	ioN. r ≥ 1 jK
StoneOwW%i"+tfWj/yZ*itUGGejC-^ 1 uejC {Wni} q
qWj





Wni(X;X1, · · · , Xn)f(Xi)
)
≤ CEf(X); (2.2)
(b) ;Ws ε ≥ 0  n→ ∞ 
n∑
i=1
Wni(X;X1, · · · , Xn)I||Xi−X||≥ε
p−→ 0; (2.3)
(c)  n→ ∞ 
max
1≤i≤n
Wni(X;X1, · · · , Xn) p−→ 0. (2.4)6 {Wni} !#C+.D 1 hWj  [14] Wj b 2H X C
i.6 (ε) 3 Xi, )A<C%/2/|T m(x) qfj,{ x 31(CM#DWj c xt oE1(LlE x C<s/A.






















Wni) = Ef(x).> (2.2) p; C = 1 jKmm)3KGi"MLjK~/q (2.2) D p Wni  f(Xi) !G
LH3CZikC(DXmWj a tMP ,Stone /lz [15] hw*iW Wni L8pejC8CC/qdw/ Wni ejCpW Wni !#Wj a-cLtU>48f




fX,Y (x, y) dy 6= 0,6L/9+ m(x) !|TML/ m |T mn ; R x  D m fX,Y N+{{ Emn(x) = m(x)..DCWi"SV+Biou|TQ#~yJf|T:oV+~~y*iEp(l	!G [13].t1~;|T).|T+QPG/|T+l	GdE~ lf
u~J2yJf`^u
(H.1) / x {+ m  f 2QP4 f(x) 6= 0.













(H.3) + K S`4Lg
(H.4) lim
n→∞
h = 0  lim
n→∞
nh = ∞.,Wj (H.2)  (H.3) GLi.JfZpWC)f3
(H.2)/qgep/| β > 0#;/q (Mack  Silverman[17])> (H.3) /q. (Collomb[16]  P.22).-^ 3 uWj (H.1)-(H.4) 2q
6|T m̂NW /( x {l	!M
lim
n→∞
Em̂NW (x) −m(x) = 0.~swffJ5gLi"G^u+ K FUSp 1.y
lim
n→∞










m(u)K((x− u)/h)f(u) du.- z = (x− u)/h 
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