We consider a two-unicast-Z network over a directed acyclic graph of unit capacitated edges; the two-unicast-Z network is a special case of two-unicast networks where one of the destinations has apriori side information of the unwanted (interfering) message. In this paper, we settle open questions on the limits of network coding for two-unicast-Z networks by showing that the generalized network sharing bound is not tight, vector linear codes outperform scalar linear codes, and nonlinear codes outperform linear codes in general. We also develop a commutative algebraic approach to deriving linear network coding achievability results, and demonstrate our approach by providing an alternate proof to the previous result of Wang et. al. regarding feasibility of rate (1, 1) in the network.
I. INTRODUCTION
There is a significant interest in multiple unicast network coding and index coding in recent times. In addition to capturing the essence of network communication, there are interesting connections between special instances of the multiple unicast network communication problem and several emerging applications including topological interference management in wireless networks, codes for caching and content distribution, and regenerating codes for distributed storage. In this paper, we study the most simple multiple unicast communication scenario, in terms of message structure, whose capacity is unknown: the twounicast-Z network.
The two-unicast-Z network, like the two-unicast network, has two independent message sources and two destinations, each destination respectively requiring to decode one of the two message sources. One of the two destinations, say the second destination, has apriori side information of the unintended (first) message source (See Fig. 1 ). Like the Z-interference channel in wireless communications, the two sources of the network interfere at only one destination. The study of two-unicast-Z networks is important, because, like index coding and other simplified variants, insights obtained through code development for two-unicast-Z networks can potentially influence code design for more general multiple unicast networks and its related applications.
Unlike the two-unicast network [5] where (a) linear network coding is insufficient for capacity, (b) vector linear codes outperform scalar linear codes, and (c) the generalized network sharing (GNS) cut set bound is not tight in general, it is not known whether non-linear network This work is supported by NSF grant No. CCF 1464336.
Y2, W1 →Ŵ2 Fig. 1 . A Two-Unicast-Z network coding, vector linear codes, or bounds stronger than the GNS bound are required to characterize capacity for the two-unicast-Z network. In particular, because two-unicast-Z networks are a special case of two-unicast networks, the results of two-unicast networks do not naturally extend to two-unicast-Z networks. In this paper, we resolve these open questions for two-unicast-Z networks. In particular, we show that for two-unicast-Z networks, vector linear codes outperform scalar linear codes, non-linear codes outperform linear codes, and that the GNS bound is not tight.
A second contribution of this paper is the development of a commutative algebraic perspective of linear network coding. We describe our perspective through an alternate proof, for two-unicast-Z networks, of the result of [7] , which establishes the feasibility rate (1, 1) for two-unicast networks. In particular, the references show that rate tuple (1, 1) is achievable if and only if the generalized network sharing cut set bound [5] is at least 2, and the individual source destination pairs have a cut of at least 1.
Our alternate proof, however, encompasses new ideas and methods. Our starting point is the algebraic framework of network coding [6] , where scalar linear solvability over a network was cast as a polynomial solvability problem. We develop a network decomposition framework (Sec. III) and combine this framework with tools from commutative algebra (Sec. II) to derive the achievability proof. We present our achievability proofs in Sections IV and V. Proof sketches of our impossibility results describing the limits of linear network coding are provided in Sections VI and VII. We provide brief proof sketches here; details can be found in the extended version of the paper [4] .
II. SYSTEM MODEL
Consider a directed acyclic graph (DAG) G = (V, E), where V denotes the set of vertices and E ⊂ V × V denotes the set of edges. For an edge e = (u, v) ∈ E, we denote Head(e) = v and Tail(e) = u. For vertex v ∈ V, we denote In(v) = {e ∈ E : Head(e) = v} and Out(v) = {e ∈ E : Tail(e) = v}. A path p is a sequence of edges (e m1 , e m2 , . . . , e m l ) where Head(e mi ) = Tail(e mi+1 ) for i = 1, 2, . . . , l−1. Let E 1 , E 2 , E 3 ⊆ E. We denote E 1 → E 2 if, for some e i ∈ E i , i = 1, 2, there is a path from e 1 to e 2 . We also denote E 1 → E 2 \E 3 if for some e i ∈ E i , i = 1, 2, there is a path from e 1 to e 2 that does not contain any of the edges in E 3 . If 3 } are singletons, then we simply write e 1 → e 2 or e 1 → e 2 \e 3 as the case may be. Because G is a DAG, there is a topological ordering Ord : E → Z + on the edges of the graph with the property that e 1 → e 2 ⇒ Ord(e 1 ) < Ord(e 2 ).
the sets S i , T i are referred to the edges of the i-th source and destination, respectively.
Algebraic Framework for Linear Network Coding: We set up scalar linear network coding schemes based on the algebraic framework of [6] . Let K denote the algebraic closure 1 of the field F 2 . Let e 1 , e 2 , . . . , e |E| denote the edges of E in topological order, i.e., i < j ⇔ Ord(e i ) < Ord(e j ). The local coding matrix is an upper triangular matrix F G whose element in the i-th row and j-th column F G i,j is:
where β ei,ej is a free variable. Wherever the graph G being considered is clear, we simply omit the superscript and simply express the local coding matrix as F. We denote the polynomial ring with field K and variables being the (non-zero) entries of F as K[F]. A linear network code is specified by a |E| × |E| matrix F * with entries in K.
The network transfer matrix, for this specific network code, is simply obtained by evaluating the corresponding polynomials, H(F * ). For a path p = (e m1 , e m2 , . . . , e m l ), the weight of the path is a function that maps the path to an element of
For two edges e i , e j , let P(e i , e j ) denote the set of all paths from e i to e j . Let H i,j (F) = p∈P(ei,ej ) w(p). The network transfer matrix H(F) is a |E|×|E| matrix whose element in the i-th row and the j-th column is H i,j . Note that every element of H(F) lies in the polynomial ring K[F]. It can be shown that
We now define the notion of achievability of rate (1, 1) with scalar linear network coding. Note that for a scalar linear achievable coding scheme, there is no loss in generality in assuming that
The source-destination transfer matrices are defined as:
We refer to the linear coding scheme F * as an achievable scheme if a scalar message from the first source can be recovered at the first destination and a scalar message at the second source can be recovered from the second destination. Because we have |S 1 | = |T 1 | = |S 2 | = |T 2 | = 1, for achievability of rate (1, 1) we require that there exists a linear coding scheme F * ∈ K |E|×|E| such that G 1,1 (F * ) = 0, G 2,2 (F * ) = 0, and G 2,1 (F * ) = 0.
(2)
In the remainder of this paper, we consider a two-unicast-Z network with
We will assume that the min cut between S 1 and T 1 is at least 1 and the min-cut between S 2 and T 2 is at least 1. Because of the max-flow min-cut theorem, this is equivalent to stating that G 1,1 (F)G 2,2 (F) = 0. We drop the dependence on F with the understanding that, unless otherwise specified, all network transfer polynomials lie in the ring K(F). In instances where we refer to a specific network code, F * ∈ K |E|×|E| , we specify this explicitly; in this latter case, the network coding co-efficients lie in the field K.
Commutative Algebra Background
In this section we describe some elementary concepts of commutative algebra [1] , and describe conditions equivalent to (2) for achievability of rate (1, 1) as a corollary to Hilbert's Nullstellensatz. We begin with some definitions. Consider a field K and its associated polynomial
For polynomials f 1 , f 2 , · · · , f m ∈ K[x 1 , x 2 , · · · , x n ], their affine variety denoted by V(f 1 , f 2 , · · · , f m ) ⊆ K n is defined to be its set of "roots", that is, the set {(a 1 , a 2 , · · · , a n ) ∈ K n : f i (a 1 , a 2 , · · · , a n ) = 0 ∀i ∈ [m]}.
Theorem 2.1: (Hilbert's Nullstellensatz). Let K be an algebraically closed field and f, f 1 
Corollary 2.2: The rate (1, 1) is not achievable in a twounicast-Z network if, and only if, for some positive integer L, there exist a polynomial P such that
III. NETWORK TRANSFER MATRIX DECOMPOSITION
In this section, we develop a network transfer matrix decomposition method that is central to our achievability proof. While our method is more generally applicable, we present our decomposition for the case of a two-unicast-Z network with two GNS edges C GN S = {e 1 , e 2 } where Ord(e 1 ) < Ord(e 2 ). {e 1 , e 2 }. Let P 1 a set of paths defined as p ∈ P 1 if p is a s → e path for some s ∈ S 1 ∪ S 2 and e ∈ C GN S . Let V 1 be the set of vertices such that v ∈ V 1 if and only if v belongs to some path in P 1 . E 1 be the set of edges such that e ∈ E 1 if and only if e belongs to some path in P 1 . The left-side side of a two-unicast-Z network is defined to be the subgraph
The right side of the network is defined similarly as follows.
Definition 3.2 (Right-side of the network): For a twounicast-Z network over graph G with GNS cut set C GN S = {e 1 , e 2 }, let P 2 be the set of paths defined as p ∈ P 2 if and only if p is a e → t path for some t ∈ T 1 ∪ T 2 and e ∈ C GN S . The right-side side of a two-unicast-Z network is defined to be the subgraph G 2 obtained by the vertices and edge contained in the paths of P 2 .
We define 2 × 2 matrices M, M 1 , M 2 , Λ as shown at the top of the next page. 
Proof: By expanding the determinant of M on the last row, we note that det(M) = G 1, Let u i denote a In(e i ) × 1 vector of indeterminate variables representing the local coding co-efficients from the edges incoming into e i to e i . Specifically, denoting In(e i ) = {e i,1 , e i,2 , . . . , e i,|In(ei)| }, the vector u i is equal to (β ei,1,ei , β ei,2,ei , . . . , β e i,|In(e i | ,ei ). We now aim to express the polynomials in M, M 1 , Λ as polynomials in u 1 , u 2 . We write
where a i is the row vector of transfer polynomials from s 1 to In(e i ) containing paths that do not go through C GN S \e i , that is, a i is a row vector whose j th element is p:s1→ei,j \C GN S −{ei} w(p). The row vectors b i , i = 1, 2 are defined similarly with respect to s 2 respectively. λ 12 is a row vector whose k th element represents the sum of the weights of all possible e 1 → e 2,k paths. Finally, we also represent M 2 = (μ ij ), where both i and j ∈ {1, 2}, and μ ij represents the sum of the weights of all possible paths from GNS edge e i to t j that do not go through edges in C GN S \{e i }. Because of the network decomposition lemma, there exist disjoint subsets F 1 ,
The main utility of Lemma 3.2 is that it "homogenizes" the right hand side of Corollary 2.2 with respect to variables u i , i = 1, 2. To see this more clearly, we state some basic definitions related to the degree of multi-variate polynomials. For any monomial m = n i=1
x ti i , the sumdegree of the monomial is sumdeg
(p) which equals the highest sum-degree of its terms when the polynomial is expressed in its canonical form consisting of a linear combination of monomials. For any field K and any set of indeterminates x 1 , x 2 , . . . , x n , we denote the rational field containing K[x 1 , x 2 , . . . , x n ] as K(x 1 , x 2 , . . . , x n ). Let us denote by K, the rational field K(F − {u i , i = 1, 2}). For i ∈ {1, 2}, we will also denote by K (i) , the polynomial
Note that for a network coding co-efficient polynomial p, the quantity sumdeg K (i) (p) represents the sum-degree of polynomial p with respect to the indeterminates in u i alone. Based on this notation, we can make the following important observation: For every monomial m in det(M) L , we have sumdeg K (i) (m) = L, i = 1, 2. In effect, the above equation means that every monomial on the left hand side of (4) of Lemma 3.2 should also have a sum-degree of L with respect to the variables in u i alone, for each i = 1, 2. Note that in contrast, the right hand side of (3) of Corollary 2.2 does not necessarily satisfy this property. Lemma 3.2 will be used to show Theorem 4.1. In particular, we will show that if the graph in a two-unicast-Z network satisfies certain properties, then it is not possible to find polynomial P satisfying (4) because of the degree of the left hand side and the degree of the right hand side will be inconsistent.
IV. AN INTERMEDIATE STEP
In this section, we prove an intermediate step in Theorem 4.1, which will be a stepping stone towards deriving the feasibility of rate (1, 1) in Theorem 5.1.
Theorem 4.1: Consider a (G, {s 1 }, {t 1 }, {s 2 }, {t 2 }) twounicast-Z network such that there is a path from s 1 to t 1 , there is a path from s 2 to t 2 , and G has a minimum GNS-cut set {e 1 , e 2 } of size two. If there is a s 2 → t 1 via e i path and a s 2 → t 1 \e i path for some i ∈ {1, 2}, then the rate (1, 1) is achievable in the network using linear coding. A. Proof Sketch of Theorem 4.1
We begin with a basic property of polynomials. (ii) for any monomial m in αP (ui) , we have sumdeg
Then, the following properties hold: a) For every monomial m in P (ui) , sumdeg
If there is at least one s 2 → t 1 path via e i , then, for every monomial m in P (ui) , sumdeg
c) If there is at least one s 2 → t 1 path that does not go through the edge e i , then, for every monomial m in P (ui) , sumdeg
Proof Sketch of Theorem 4.1: To keep the notation simple and clear, we show the theorem for i = 1. Consider a two-unicast-Z network which satisfies the hypothesis of the theorem with i = 1, i.e., there are s 2 → t 1 via e 1 and s 2 → t 1 \e 1 paths in the graph. Suppose that the rate (1, 1) is not achievable in the two-unicast-Z network. Then, the hypothesis of Lemma 3.2 is satisfied. Therefore (4) holds. Because (4) holds, the hypothesis of Lemma 4.2 holds. As a consequence of the lemma, there exist polynomials P (ui) , i = 1, 2 satisfying statements (i), (ii) of Lemma 4.2. Therefore the hypothesis of Lemma 4.3 holds. Now, because there is a s 2 → t 1 via e 1 path, statement b) of Lemma 4.3 implies that sumdeg K (1) (m) ≤ L − 1 for any monomial m in P (u1) . However, because there is an s 2 → t 1 \e 1 path, statement (c) of Lemma 4.3 implies that sumdeg K (1) (m) = L, for any monomial m in P (u1) , which contradicts our previous conclusion based on statement (b) of the lemma. Therefore, P (u1) does not contain any nonzero monomials, i.e. P (u1) = 0. Thus, from Lemma 4.3, we have det(M) = 0, which implies either G 1 or G 2 has a cut set of size less than 2; any cut of G 1 or G 2 is also a GNS cut set in G. Therefore, G has a GNS cut set of size smaller than 2, which violates the theorem hypothesis. (1, 1) : THE ALTERNATE PROOF Theorem 5.1: Consider a (G, {s 1 }, {t 1 }, {s 2 }, {t 2 }) twounicast-Z network such that there is a path from s 1 to t 1 and there is a path from s 2 to t 2 . If G has a minimum GNS-cut set of size at least two, then the rate (1, 1) is achievable in the network using linear coding.
V. FEASIBILITY OF RATE
Proof Sketch: In our proof we assume, WLOG, that G has a minimum GNS-cut C GN S = {e 1 , e 2 } of size two. If the original graph G has a minimum GNS-cut of size larger than two, we can keep removing edges till we get a graph G with minimum GNS-cut set of size 2. In the proof we may use induction on the number of edges in the graph G that have a number of edges equals N (G). Note that, in our proof, we always assume that the graph G has some s 2 − t 1 path, i.e. interference at t 1 . Otherwise, the graph G has two edge disjoint s 1 − t 1 and s 2 − t 2 paths, and the rate (1,1) achievability directly follows using routing. From Theorem 4.1, it remains to prove the theorem only for three cases: Case A, every s 2 → t 1 path goes through e 1 and not e 2 , Case B, every s 2 → t 1 path goes through e 2 and not e 1 , and Case C, every s 2 → t 1 path goes through both e 1 , e 2 . We sketch the argument for Case A here.
Case A: In this case, (4) can be written as follows
Case A can occur only due to one of the following scenarios: A1) e 2 → t 1 path does not exist (μ 21 = 0). A2) s 2 → e 2 and e 1 → e 2 paths do not exist, (b 2 u 2 = 0, λ 12 u 2 = 0).
Since M 1 and M 2 do not share variables, the last equation implies V(b 1 u 1 ) ⊆ V(a 1 u 1 b 2 u 2 ) which means that the rate pair (1,1) is not achievable in G 1 . Note that G 1 has fewer edges than G. There is an s 1 → e 1 path in G 1 ; if there was no s 1 → e 1 path in G 1 , there would be no s 1 → t 1 path in G which would contradict our previous hypothesis. There is a s 2 → e 2 in G; otherwise G would have e 1 as a single edge GNS-cut, which would contradict our previous hypothesis. Since G 1 is a graph that is smaller than G with a s 1 → e 1 path and a s 2 → e 2 path, by inductive assumption on G 1 , we conclude that there is a single edge GNS-cut {e } in G 1 . Since, there is no e 2 → t 1 path in G, e is single edge GNS-cut in G as well, which contradicts our previous hypothesis. Hence no polynomial P satisfying (5) exists. Case A2) This case is similar to Case A1 [4] .
VI. INSUFFICIENCY OF SCALAR LINEAR NETWORK CODES
AND EDGE CUT BOUNDS Fig. 2 . A two-unicast-Z network where GNS bound is 3 and the maximum achievable sum-rate is 2.5; the network requires vector linear codes.
In this section, we give a two-unicast-Z network construction where the GNS bound is not tight. The same network also shows that vector linear codes outperform scalar linear codes. The network, which has GNS bound of 3, is depicted in Fig. 2 ; we show that its sum-rate can be no larger than 2.5. Consider a scheme with n uses of the network and probability of error bounded by , let X 1j denote the symbol sent along edge s 1j , j = 1, 2, and X 2 denote the symbol sent by s 2 . Let Y 1j denote the symbol received along t 1j , j = 1, 2, and Y 2 denote the symbol received along t 2 , and let U i denote the symbol sent along e i , i = 1, 2, 3. Notice that there is no loss of generality in assuming that U 1 = X 11 , U 2 = Y 12 , U 3 = Y 2 . We have:
We now use the following inequalities:
≤ n, I(X 11 ; Y 11 ) + I(X 12 ; Y 11 , U 2 |X 11 ) = I(X 11 ; Y 11 ) + I(X 12 ; Y 11 |X 11 , U 2 ) ≤ I(X 11 ; Y 11 ) + I(X 12 , X 2 ; Y 11 |X 11 ) − I(U 2 ; Y 11 |X 11 ) (4) ≤ I(X 11 , X 12 , X 2 ; Y 11 ) ≤ n, I(X 11 ; U 2 |Y 11 ) + I(X 12 ; Y 11 , U 2 |X 11 ) = I(X 11 , X 12 ; U 2 |Y 11 ) + I(X 12 ; Y 11 |X 11 ) ≤ I(X 11 , X 12 ; U 2 |Y 11 ) + I(X 12 ; U 3 |X 11 ) (5) ≤ 2n − I(X 2 ; U 3 |X 11 , X 12 ).
Performing 2×(1)+(2)+(3)+(4)+(5) and letting n → ∞ gives 2R 1 +R 2 ≤ 4. In conjunction with, the cutset bounds for R 1 , R 2 , we infer that R 1 + R 2 ≤ 2.5. The rate (1.5, 1) can be achieved via vector linear network coding [4] .
VII. INSUFFICIENCY OF LINEAR CODES
In this section, we show that non-linear codes outperform linear codes in two-unicast-Z networks. Our approach is inspired by the method of [5] . We consider an arbitrary m-unicast network B and construct a two-unicast-Z network, where achievability of rate (m, m) in the two-unicast-Z network necessarily requires achieving rate (1, 1, . . . , 1) in the m-unicast network B. Because linear codes are, in general, insufficient to achieve (1, 1, . . . , 1) in m-unicast networks for m ≥ 10 [3], [5] , our construction implies that linear codes are insufficient to achieve rate (m, m) in two-unicast-Z networks for m ≥ 10. Our construction is shown in Fig. 3 ; for simplicity, we describe our method for the special case of m = 2. If (1, 1) is achievable in the two-unicast network B, then simply setting Y i = X 1i + X 2i and V i = Z i − X 2i suffices to achieve (2, 2) in the two-unicast-Z network. In the extended version of the paper, we show that it is necessary for any zero-error achievable scheme with rate (2, 2) in the original network, there must exist one-to-one mappings from Y i to Z i , which implies that (1, 1) must be achievable in B. The intuition for this result is that, to ensure that X 11 , X 12 can be decoded from (V 1 , V 2 ), it is necessary to completely cancel the effects of X 21 , X 22 from Z 1 , Z 2 . Since node g 1 only has X 21 as side information, it must be the case that Z 1 does not depend on X 22 and, similarly, Z 2 does not depend on X 21 . Since Y 2 depends on X 22 and Y 1 depends on X 21 , we require that Z i is simply a function of Y i for i = 1, 2. The rate of the messages dictates that these functions must be one-to-one.
