Three dimensional mobile wireless sensor networks redeployment based on virtual forces by Boufares, Nadia et al.
HAL Id: hal-01250613
https://hal.inria.fr/hal-01250613
Submitted on 5 Jan 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Three dimensional mobile wireless sensor networks
redeployment based on virtual forces
Nadia Boufares, Ines Khoufi, Pascale Minet, Leila Saidane, Yosra Ben Saied
To cite this version:
Nadia Boufares, Ines Khoufi, Pascale Minet, Leila Saidane, Yosra Ben Saied. Three dimen-
sional mobile wireless sensor networks redeployment based on virtual forces. Wireless Communi-
cations and Mobile Computing Conference (IWCMC), Aug 2015, Dubrovnik Croatia. pp.563-568
￿10.1109/IWCMC.2015.7289145￿. ￿hal-01250613￿
Three Dimensional Mobile Wireless Sensor
Networks Redeployment Based On Virtual Forces
Nadia BOUFARES∗, Ines KHOUFI†, Pascale MINET†, Leila SAIDANE∗ and Yosra BEN SAIED‡
∗National School for Computer Science, Manouba, Tunisia
†Inria, Rocquencourt, 78153 Le Chesnay Cedex, France
‡University of Carthage, Tunisia
nediya.boufares@gmail.com, ines.khoufi@inria.fr, pascale.minet@inria.fr,
leila.saidane@ensi.rnu.tn, yosra bensaied@yahoo.fr
Abstract—In many applications such as precision agriculture
(fruit tree plantation, olive groves) or environmental monitoring,
wireless sensors are, very often, randomly scattered in the 3D
area of interest. Such applications require full three-dimensional
coverage. Undoubtedly, an initial random deployment does not
achieve neither full coverage of the 3D area of interest, nor
network connectivity. Thus, a redeployment algorithm has to be
introduced in order to ensure these two goals. Our contribution
is the design of 3D-DVFA, a distributed deployment algorithm
based on virtual forces in three dimensional wireless sensor
networks where sensor nodes are assumed to be mobile and
autonomous.
Index Terms—WSN; 3D space; autonomous deployment; cov-
erage; connectivity; virtual forces.
I. CONTEXT AND MOTIVATION
Wireless Sensor Networks (WSNs) are a set of sensor
nodes, small devices which have the task of monitoring their
environment by detecting the event occurring in the area
considered and then reporting the data gathered to the sink. A
sensor node may be either mobile and autonomous, or static.
Thus, a self deployment is needed to organize autonomous
sensor nodes, whereas an assisted deployment (by humans
or mobile robots) is needed to place static nodes in their
appropriate positions.
In the literature, most studies use a two-dimensional space to
model the area considered. However, in the real environment
the area to be monitored is not always flat. Also, in some
applications where the third dimension, the height, should
not be neglected, 2D monitoring is not sufficient. Among the
applications which require 3D monitoring we can cite: home
automation, precision agriculture (fruit tree plantation, olive
groves), environmental monitoring. The 3D area monitoring
differs from 2D one, then recent studies try to cope with 3D.
However, the goal of both 2D and 3D monitoring is still to
ensure the required coverage (i.e. full or partial coverage of
an area, a barrier or a point of interest) and maintain network
connectivity such that there is at least one path from each
sensor node deployed to the sink.
Our goal is to ensure full 3D area coverage while maintaining
network connectivity. Hence, each detected event in the 3D
area considered can be reported to the sink. We are interested
in the 3D deployment of wireless sensor nodes meeting these
properties.
Over the last years, researchers focused mainly on theoretical
studies, especially on static 3D networks in which the best
node placement is predetermined to ensure the desired
results. But few studies are based on autonomous and mobile
sensor nodes to design a deployment algorithm. In this
paper, we assume that sensor nodes are mobile and able
to move progressively toward their final positions. Sensor
nodes are initially scattered in an arbitrary manner within
the area to be controlled which may not fit coverage and
connectivity requirements. Then, a redeployment algorithm
must be designed to satisfy both area coverage and network
connectivity. That is why we propose to design a three-
dimensional distributed redeployment algorithm whose aim
is to redeploy sensor nodes in the 3D space of interest in
order to ensure area coverage and network connectivity. This
algorithm is based on the virtual forces approach [1].
This paper is organized as follows: In section II, we give an
overview of the state of the art. Section III describes in details
our three-dimensional distributed virtual forces algorithm,
referred as 3D-DVFA. Section IV deals with the performance
evaluation of our algorithm. Finally, we conclude in Section
VI mentioning future work.
II. RELATED WORK
The position of each node in WSN is very critical in the
monitoring task. It may have an impact on the data collected.
Thus, the deployment task is a fundamental issue in WSNs.
Recently, autonomous sensor nodes have emerged in many
studies since sensor nodes are able to move thanks to the last
technological advances.
Many studies are interested in 2D sensor nodes deployment.
To be more realistic, some of them take into account the
presence of obstacles and area borders when modeling the
deployment algorithms. However, the computation of node
positions is based only on the two dimensional area. In the
literature, many deployment strategies are proposed. We can
cite: virtual forces-based strategy, grid-based strategy and
computational based strategy [2]. Generally, the computation978-1-4799-5344-8/15/$31.00 c© 2015 IEEE
of the appropriate sensor node positions ensures the required
area coverage and maintains network connectivity. However,
when the deployment is based on the triangular tesselation
and the condition Rc ≤
√
3Rs is satisfied, where Rc is
the communication range and Rs is the sensing range, full
area coverage ensures network connectivity too [3]. Under
this constraint, the deployment algorithm will focus only on
the coverage purpose since network connectivity will be a
consequence.
The 2D deployment is well studied in the literature. However,
few studies focused on the 3D deployment. In [4], the authors
highlight the feasibility of extending some existing 2D
solutions to 3D approaches. For a better sensor deployment,
a study of different various critical transmitting/sensing
ranges to ensure 3D area coverage and guarantee network
connectivity is proposed in [5]. In [6], the authors propose
a polynomial time solution to satisfy that point of interest
is covered by at least n sensors. The value of n should be
defined based on the coverage degree required.
Since the number of sensor nodes is very important in the
deployment task, authors in [7] and [8] focused on how to
minimize the number of sensor nodes needed to cover the 3D
area considered. The authors in [8] propose a node activity
scheduling solution to minimize the number of sensor nodes
active in the network. Initially, sensor nodes are randomly
deployed and only nodes which are placed in the points of
interest needed to be covered are switched to active state. The
others are switched to sleep state to save energy and prolong
network lifetime.
In 2D area coverage, the triangular tesselation was proved
to be the optimal strategy in terms of sensor nodes number
needed. This property cannot be generalized in 3D area
coverage due to the big difference between the two 2D and
3D deployment problems. However, an interesting study is
realized in [9]. The authors demonstrated that the use of
Voronoi tessellation to create truncated octahedron cells is
the best strategy to achieve full coverage of 3D area using
the minimum number of nodes. This deployment requires
that the communication range must be at least 1.7889 times
the sensing range in order to ensure network connectivity.
The study was derived from Kevin conjecture. Other patterns
including rhombic dodecahedron, hexagonal prism and
cube, are presented too, with their corresponding placement
approaches. However, as Kevin and Kepler conjecture, the
optimality proof for truncated octahedron tessellation is still
not proven.
A further set of studies was achieved in [10] and [11]. Bai
and Zhang designed the best patterns to be fit into 3D space
and proved their optimality for both area coverage and network
connectivity for the first time in [11].
The strategies presented in the previous references are limited
to three-dimensional static wireless sensor networks, based
on either random or deterministic strategies. Unfortunately,
related work focused on deployments of mobile nodes, to
our knowledge, were rarely referred. In [12], authors used for
the first time the virtual forces strategy to deploy 3D mobile
wireless sensor network where each sensor node is able to
move in 3D space according to the virtual forces.
III. THREE DIMENSIONAL DISTRIBUTED VIRTUAL FORCE
ALGORITHM
In this section, we start by presenting the different as-
sumptions adopted to model a three-dimensional distributed
virtual forces algorithm. Then, we detail the main changes
brought to the 2D virtual forces algorithm to deal with 3D
environment and we present the main principles of our 3D-
DVFA algorithm.
A. Assumptions
In this paper we adopt the following assumptions in order
to ensure full 3D area coverage and network connectivity.
• Each node in the sensor network can determine its own
position from global positioning system (GPS).
• The binary sensing model will be adopted as the sensing
model, which means the probability of detecting the target
is 1 if this one is within the sensor’s sensing range, and
0 otherwise.
• The sensing and transmission ranges are deterministic
and spherical, generally a common precondition in all
3D contributions, thus generating sensing sphere and
transmission sphere respectively.
B. Applying Distributed Virtual Forces strategies to 3D space
The improvement made in WSNs enabled the emergence of
new networks referred to Mobile WSNs. These mobile WSNs
are meeting the requirement of more realistic application
requirements such that 3D applications which present our
focus in this paper.
Some 2D deployment approaches could be extended to
perform in 3D space. Our contribution consists in extending
the 2D virtual forces strategy presented in [1] and [13] to
carry out in 3D space. The idea is to take advantage of the
virtual forces principles that encourage the spreading of nodes
in the whole area while maintaining network connectivity.
Traditional virtual forces solutions are inspired from the
potential field [1] and disk packing approaches [14].
Generally, sensor nodes are randomly deployed in the 3D area
considered. This deployment, may not ensure the required
3D area coverage and some nodes may be disconnected from
the sink. Thus, in such a deployment, network connectivity
cannot be maintained. By applying the virtual forces strategy,
nodes will move according to the virtual forces exerted on
them. Progressively, the whole area is covered and network
connectivity is still maintained.
To define the virtual forces paradigm, each sensor node
is considered as a source of forces on its neighbors. there
are two kinds of forces called the attractive and repulsive
forces, respectively. These forces are exerted according to
the distance between two neighboring sensor nodes. If this
distance is higher than the distance threshold Dth, then an
attractive force is exerted. If it is smaller than Dth, then a
repulsive force is exerted. Otherwise, the exerted force is null.
Each node moves according to the resultant force. Figure
1 illustrates an example of virtual forces exerted on sensor S1.
Fig. 1: Example of 3D virtual forces exerted on node S1
Since the role of Dth is very important in the principle of
the virtual forces, it should be well tuned. In 2D deployment,
Dth is computed according to the optimal deployment based
on the triangular tessellation where each node, located at a
triangle vertex, has 6 neighbors. However, in 3D space, the
optimized deployment is provided by the truncated octahedron
tessellation [9]. The truncated octahedron (see Figure 2b) has
14 faces, among them 8 are regular hexagons, whereas 6 are
squares. Then, a node has 14 neighbors. If the neighbors
are adjacent on a square face, the target distance is equal
to 4Rs/
√
5. In contrast, if they are adjacent on an hexag-





the truncated octahedron is used, two target distances are
maintained between neighboring nodes depending on their
respective positions.
However, since in the virtual forces strategy, only one target
distance is maintained between neighboring nodes, we do not
adopt the truncated octahedron tessellation as a deployment
pattern. We prefer a regular tesselation requiring a unique Dth.
The regular dodecahedron(see Figure 2a) is a regular polyhe-
dron composed of 12 equally sized regular pentagons. Since
it is regular, a node in the center of the dodecahedron has 12
neighbors at the same distance. In this work, we adopt the
regular dodecahedron to determine the target distance in order
to apply the virtual forces strategy. See for instance, Figure 3
that shows the regular dodecahedron tesselation where the
node in the center of the dodecahedron has 12 neighbors.
Let a be the edge length of a regular dodecahedron. The
radius of the circumscribing sphere that intersects the dodec-



















For instance, in our performance evaluation (see Section IV),
the edge length a is equal to 10m.
a Regular Dodecahedron. b Truncated octahedron.
Fig. 2: 3D geometric shapes.
Fig. 3: Regular Dodecahedron tesselation
Based on the principle of the virtual forces meeting the
requirements of 3D environment, we design a deployment
algorithm called 3D-DVFA for Three Dimensional Distributed
Virtual Forces Algorithm. The 3D-DVFA is a distributed algo-
rithm that ensures uniform 3D area coverage and guarantees
network connectivity. Moreover, it is adapted to almost all 3D
environments since the 3D assumptions and principles defined
fit with almost all 3D applications, mentioned previously.
C. The 3D-DVFA principles
We now detail how 3D-DVFA works. Each sensor node
within the network runs the following algorithm that proceeds
by iterations but does not require node synchronization. Let si
denote any sensor node and (xi, yi, zi) be its coordinates. At
each iteration, each node broadcasts a Hello message. In the
Hello message, each node sends its position and the node it
hears in order to perform the neighborhood discovery. Then,
each sensor node is able to determine its 1-hop neighbors and
2-hop neighbors, and compute its new position according to
the forces exerted on itself by its 1-hop and 2-hop neighbors.
Let dij denote the euclidean distance between
the sensor nodes si and sj . dij is given by√
(xj − xi)2 + (yj − yi)2 + (zj − zi)2.
The force exerted by sensor sj on sensor si is
• an attractive force if dij > Dth and is given by:
~Fij = Ka · (dij −Dth) ·
(xj − xi, yj − yi, zj − zi)
dij
• a replusive force, if dij < Dth and is equal to
~Fij = Kr · (Dth − dij) ·
(xi − xj , yi − yj , zi − zj)
dij
• null otherwise, (dij = Dth)
Hence, the resultant force ~Fi on si is computed as the sum





Then, node si moves according to the resultant force to





i ) with x
′
i = xi + Fix, y
′
i = yi + Fiy and z
′
i = zi + Fiz .
Notice that the intensity of the resultant force can be
large: the node will move a large distance, which can lead
to large oscillations that are energy consuming. To overcome
this drawback, a sensor node is restricted to move at most
a pre-defined distance Distmax at each iteration. To avoid
nodes crossing the borders of the 3D area considered, we
apply a border force which is a repulsive force. The 3D-DVFA
algorithm runs until achieving full area coverage.
IV. PERFORMANCE EVALUATION
In this section, we start by computing the number of
nodes needed to cover a 100mx100mx100m space. Then,
we present the simulation parameters adopted to evaluate the
performances of 3D-DVFA using two different configurations.
Finally, we give the performances evaluation results of 3D-
DVFA in terms of 3D area coverage and total distance traveled
by nodes.
A. Computation of the number of nodes
The exact number of nodes needed to full cover a 3D space
is not known. We propose a lower bound and an upper bound









Due to borders effect, the lower bound may not be sufficient
to fully cover the cube. Then, sensor nodes should not only











According to Equation 3, our lower bound is equal to 87
nodes and to Equation 4 our upper bound is 271 nodes. In our
work, we use 250 nodes to ensure full 3D area coverage and
connectivity using the virtual forces strategy.
The regular dedocahedron is on the one hand a regular
shape that fits the virtual forces strategy and on the other
hand it minimizes the total number of nodes needed to ensure
full 3D area. The number of nodes required by different
polyhedrons such that the cube, the hexagonal prism, the
rhombic dodecahedron and the truncated octahedron is studied
in [9]. The authors define the volumetric quotient to determine
the best polyhedron. Let V be the volume of the polyhedron
and R is the maximum distance from its center to any vertex,






The authors proved that the truncated ocatahedron gives the
best volumetric quotient with the value of 0.68329 and pro-
vides the optimized number of nodes. According to equation 5,
the volumetric quotient of the regular dodecahedron is equal to
0.666 which is very close to the value provided by the dodec-
ahedron. Table I, extracted from [9] and completed with the
dodecahedron, presents a comparaison between the different
polyhedron in terms of volumetric quotient and the number
of nodes compared to the truncated octahedron. The regular
dodecahedron used in our work requires a number of nodes
that exceeds the number required by the truncated octahedron
by only 2.59% which is a neglected value compared with the
other polyhedrons.
TABLE I: Volumetric quotient and number of nodes
Polyhedron Volumetric quotient Number of nodes needed
compared to truncated octahedron
Cube 0.36755 85.9% more
Hexagonal Prism 0.477 43.25% more
Rhombic Dodecahedron 0.477 43.25% more
Regular Dodecahedron 0.666 2.59% more
Truncated Octahedron 0.68329 —
B. Simulation parameters
To evaluate performances of our 3D-DVFA algorithm, we
implemented it in the Network Simulator NS3 version 3.20.
We decided to use NS3 simulator due to its adaptability to
different network technologies and to diverse features it offers.
Table II illustrates the simulation parameters used to eval-
uate the 3D-DVFA algorithm.
C. 3D-DVFA Evaluation
The goal of 3D-DVFA is to provide a self-deployment
that ensures full 3D area coverage and maintains network
connectivity. Based on the virtual forces principle and the
values of Rs and Rc, if full 3D area coverage is ensured,
network connectivity will be ensured too. Consequently, in
this work we evaluate only the coverage ratio with regards to
initial configuration and number of nodes deployed.
To determine the coverage ratio, we divide the whole space
into 100m ∗ 100m ∗ 100m unit cubes. Hence, the coverage
ratio is calculated as the ratio of unit cubes whose center is
covered by at least one sensor.
As 3D-DVFA algorithm is run by mobile and autonomous







Transmission range Rc 26m
Sensing range Rs 14m
Simulation








sensor nodes, the energy consumption due to sensor moves
may be high. That is why, we evaluate the total distance
traveled by nodes.
We evaluate the coverage rate and the distance traveled
using two initial configurations:
• Random configuration: Sensor nodes are scattered ran-
domly in the whole space. See Figure 4a.
• Centered configuration: Sensor nodes are grouped
initially around the center of the space, i.e
x ∈ [25, 75], y ∈ [25, 75], z ∈ [25, 75]. See Figure
4b.
a Initial random configuration. b Initial centered configuration.
Fig. 4: Initial Configurations.
Figure 5 illustrates the final deployment using 250 nodes,
obtained with both initial configurations.
Fig. 5: Final deployment.
1) Evaluation of the coverage rate: Figure 6 illustrates
the coverage rate obtained with 3D-DVFA as a function of
time using 250 nodes in random configuration and centered
configuration. In both configurations, sensor deployment based
on 3D-DVFA provides full coverage of the 3D area considered
(see Figure 5). Figure 6 shows that the coverage rate reaches
99, 99% at time t = 150s in both configurations and this rate
is still maintained during the remaining simulation time. This
can be explained by the spreading of nodes caused by virtual
forces. Due to virtual forces, sensor nodes are able to spread
in the whole 3D area, reach very quickly full coverage, while
maintaining network connectivity.
Fig. 6: Coverage rate as function of time
2) Evaluation of the total distance traveled by nodes:
Figure 7 illustrates the total distance traveled by nodes as
a function of time. The value presented in Figure 7 is the
cumulative distance. We can observe that the distance traveled
by nodes increases rapidly until t = 100s with random
configuration and t = 150s with centered configuration,
after this time the curve of the distance traveled for both
configurations increases very slowly. Then, when full coverage
has not been reached yet, nodes move in order to reach their
final positions. However, when full coverage is ensured, nodes
oscillate due to, for instance, border effects and the number
of nodes deployed that may be higher than the optimal one.
As expected, the distance traveled by nodes in random con-
figuration is less than the one obtained in the centered config-
uration. This can be explained by the fact that in the centered
configuration sensors are grouped in the center of the 3D area,
and in the random configuration they are already spread in the
whole 3D area. Thus, sensor nodes move much more with the
centered configuration to reach full coverage than with random
configuration.
Fig. 7: Total distance traveled by nodes
V. CONCLUSION AND PERSPECTIVES
We are interested in mobile wireless sensor networks de-
ployed randomly in a three dimensional space, such as preci-
sion agriculture, environmental monitoring, pollutant tracking.
The goal consists in redeploying nodes in order to fully cover
the whole space while ensuring a connected network. The
traditional virtual forces strategy is selected as a reference due
to nodes mobility features and its distributed computation. We
designed and implemented a 3D algorithm based on virtual
forces to ensure full coverage of the space considered and
maintain network connectivity. We tuned the value of its
parameters to fit 3D environments.
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