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PATTERN FORMATION AND DYNAMIC TRANSITION FOR
MAGNETOHYDRODYNAMIC CONVECTION
TAYLAN SENGUL AND SHOUHONG WANG
Abstract. The main objective of this paper is to describe the dynamic transition of the
incompressible MHD equations in a three dimensional (3D) rectangular domain from a per-
spective of pattern formation. First it is shown that the system always undergoes a dynamical
transition as the Rayleigh number crosses the first critical threshold which corresponds to the
first eigenvalues of the linearized problem around the basic state. The type of transitions is
determined by the nonlinear interactions.
When the magnetic Prandtl number p2 ≥ 1 or the Chandrasekhar number Q < Q0 where
Q0 depends on the system parameters, the first eigenvalues are always real. Generically, the
first eigenvalue is simple and a Type-I or a Type-II transition is possible depending on a non-
dimensional number exactly given in terms of the system parameters. In particular, the rolls
are stable patterns after the transition if the Chandrasekhar number Q > Q∗ or the magnetic
Prandtl number p2 > p∗ where Q∗ and p∗ depends on the length scales of the domain. When
the horizontal length scales L1 and L2 satisfy
√
3kL1 = jL2 for some positive integers j
and k, two modes, characterizing a hexagonal pattern, become unstable simultaneously. In
this case, we show that all three types of transition are possible. Depending on two non-
dimensional parameters, we show that there are eight different transition scenarios. In this
case we also show that for p2 ≥ 8, the transition is always Type-I with rolls and rectangles
as stable patterns and hexagons as unstable patterns after the transition. However p2 ≥ 8 is
a crude estimate and our numerical investigation suggests that this type of Type-I transition
will be preferred for p2 ≥ p∗2 where p∗2 < 2.24.
In the case where p2 < 1 and Q > Q0, the first eigenvalues are complex, and the system
undergoes a dynamical transition to spatiotemporal oscillatory states. In particular, when
the first critical modes have time periodic roll structure, we show that the system undergoes a
Type-I or Type-II transition. In the large Chandrasekhar number limit or the small oscillation
frequency limit, the transition is always Type-I and the time periodic rolls are stable after
the transition.
1. Introduction
The Rayleigh–Be´nard convection is a fundamental problem of natural convective heat transfer
which is characterized by a vertical temperature gradient aligned with the acceleration of gravity
being maintained over a horizontal layer of fluid. Due to the thermal expansion, the fluid is
heavier at the top and lighter at the bottom. As the temperature difference between the lower
and upper fluid boundary exceeds a critical level, a convective motion sets in. There have been
numerous studies concerning the stability and instability of the convective flows. A detailed
discussion can be found in [2, 3, 5, 6].
External magnetic fields change the characteristics of this convection significantly for electri-
cally well conducting fluids. First it is well known that the critical Rayleigh number and the
wave number increase with an increasing Chandrasekhar number Q for the onset of convection.
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2 SENGUL AND WANG
Physically this is due to the fact that the energy released by the buoyancy force acting on the
fluid must balance the energy dissipated by not only the viscosity but also the Joule heating.
Thus the magnetic field imposes stability to the fluid. Second, the existence of a magnetic field
allows both the steady and oscillatory convections; see [2, 9].
We aim to describe the dynamic stability and transition of the magnetic convection for an
incompressible fluid in a rectangular domain in R3 from a pattern formation perspective. As
is well known, for the magnetohydrodynamics (MHD) equations, due to non-selfadjoint linear
operator, the transition can be caused by a finite set of real or complex eigenvalues crossing
the imaginary axis. This makes transitions to both spatially periodic time independent states
and to spatiotemporally periodic states possible. We focus on the formation of patterns having
roll, rectangular and hexagonal structures. Our main goal is to precisely determine the type of
transitions associated with these patterns and hence characterize the stability of these patterns
in terms of the parameters of the system.
When the first eigenvalue is real and simple, the transition can only be Type-I or Type-II
depending on a number exactly given in terms of the system parameters. In particular, when the
first critical eigenmode has a roll structure, the type of transition is independent of the Prandtl
number p1. The transition, in this case, is always Type-I if the Chandrasekhar number Q > Q∗
or the magnetic Prandtl number p2 > p∗ where Q∗ and p∗ depends on the length scales of the
domain. We find that Q∗ < 307 and p∗ < 2.24 regardless of the length scales of the domain and
Q∗ → 4pi2 and p∗ → 2/
√
3 as max{L1, L2} → ∞ where L1 and L2 are the horizontal length
scales.
Next we study the case where there are two critical real eigenvalues. In this case we only
consider the special geometry
L1
L2
=
j
k
√
3
.
with positive integers j, k and L1, L2 denoting the horizontal length scales of the box. With
this assumption, it is possible that two modes which can characterize a hexagon pattern become
unstable at the same critical parameter. In this case we find that all types of transitions are
possible in a total of eight different transition scenarios. However, in our numerical investigation,
we encountered only two of these scenarios. Fixing Q < Q∗, we found that the system moves
from a Type-III transition regime to a Type-I regime as p2 crosses p∗. In the Type-I transition
regime, the transition state is an attractor homeomorphic to a circle containing eight steady
states and the connecting heteroclinic orbits. Of these eight steady states, those having roll
and rectangular patterns are stable whereas the ones with hexagonal pattern are saddles. In
the Type-III transition regime, a neighborhood of the basic solution is split into two sectorial
regions U1 and U2. In U1, the initial conditions move out of this neighborhood whereas in
U2, the initial conditions will move to an attractor which contains a rectangular pattern as a
minimal attractor. In this case, we can single out the transition scenario if p2 ≥ 8. We prove
that when p2 ≥ 8, the transition is always Type-I with rolls and rectangles as stable states while
hexagons as unstable states after the transition. However p2 ≥ 8 is a crude estimate and our
numerical investigation suggests that this type of Type-I transition will be preferred for p2 ≥ p∗2
where p∗2 < 2.24. It is worth mentioning that when the length scales are in close vicinity of the
above relation, generically only one of the eigenvalues that characterize a hexagonal structure
will be unstable. However a second negative eigenvalue will be very close to zero at the critical
parameter and the structure of transition described above case will still persist.
Finally, we consider the case where a pair of complex eigenvalues become unstable simulta-
neously. In this case, we only consider a roll type critical eigenmode. We show that the first
transition can be Type-I or Type-II. In particular for Q sufficiently large or for the oscillation
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frequency ρ sufficiently small the transition is Type-I and the transition structure is a time
periodic roll pattern.
There have been extensive studies on the MHD convection problem, see among others [2, 9]
and the references therein. There are several features of this work that distinguishes it from the
other studies.
First, to our knowledge none of the previous studies deals with nonlinear 3D equations in
a finite box. As we will discuss, the presence of side walls brings in additional difficulties and
interesting dynamical features. From a physical point of view the addition of side walls is crucial
especially when the horizontal scales are comparable to the depth of the layer.
Second, the problem is studied from a transition point of view instead of bifurcation point of
view. The key philosophy of the dynamic transition theory which is recently developed by Ma
& Wang [8, 7] is to search for the full set of transition states, giving a complete characterization
on stability and transition. The set of transition states is represented by a local attractor
rather than some steady states or periodic solutions or other types of orbits as part of this local
attractor.
Third, a crucial step in describing the transition of the system is the reduction of the problem
on the center manifold. In this paper we use a slightly different method for the reduction of
the problem which is worth mentioning here. Usually, one expands the center manifold in terms
of the eigenfunctions of the linear operator of the system. This allows the utilization of the
approximations for the center manifold in a natural way. However, as in the case of the mag-
netohydrodynamics convection, this approximation can be difficult to explicitly calculate when
the eigenfunctions of the linear operator of the original system is complicated for computational
purposes. We overcome this difficulty by defining a new set of basis for the functional space of
the problem which behaves nicely under the original linear operator.
The paper is organized as follows, in Section 2, the mathematical setting of the problem is
introduced. In Section 3, linear theory is summarized. In Section 4 we state the main theorems.
We give the proofs of the main theorems in Section 5. In Section 6, physical remarks and
conclusions are discussed.
2. Mathematical Setting
We consider thermally driven convection of an electrically conducting fluid in the presence of
a magnetic field in a rectangular domain Ω = (0, l1)×(0, l2)×(0, h) in R3. Subject to Boussinesq
approximation (see [2] among others), the evolution equations read:
(2.1)
∂u
∂t
+ (u · ∇)u = − 1
ρ0
(∇p+ ρg~k) + µ0 (∇×H)×H + ν∆u,
∂H
∂t
+ (u · ∇)H = (H · ∇)u+ η∆H,
∂T
∂t
+ (u · ∇)T = κ∆T,
divu = divH = 0.
Here u = (u1, u2, u3) is the velocity field, H is the magnetic field, T is the temperature, ~k =
(0, 0, 1), g is the gravitational acceleration, ν is the kinematic viscosity, µ0 is the magnetic
permeability, η is the magnetic diffusivity (also called resistivity), κ is the thermal diffusivity,
T0 is the reference temperature at x3 = 0, ρ0 is the density at T0, and a > 0 is the coefficient of
thermal expansion. The fluid density ρ is given by the equation of state:
(2.2) ρ = ρ0[1− a(T − T0)].
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Although the case where the imposed magnetic field and the gravitational field act in different
directions is also interesting, for simplicity, we will assume that they are parallel. Denoting the
temperature at x3 = h by T1, the basic state of (2.1) is a motionless state given by:
u = 0,
T = T0 + (T1 − T0) x3
h
,
H = H0
−→
k ,
p = p0 − ρ0g
(
x3 + a (T0 − T1) x
2
3
2h
)
.
To put the equations into non-dimensional form, we consider the deviation of the solution
from the basic state:
u′′ = u− u, T ′′ = T − T , H ′′ = H −H, p′′ = p− p,
and we set
u′′ =
κ
h
u′, H ′′ =
κ
η
H0H
′, T ′′ = (T0 − T1)T ′,
x = hx′, p′′ =
ρ0νκ
h2
p′, t =
h2
κ
t′.
Also we define the following nondimensional numbers:
(2.3)
p1 = ν/κ the Prandtl number,
p2 = η/κ the magnetic Prandtl number,
R =
ga (T0 − T1)
κν
h3 the Rayleigh number,
Q = µ0
H20h
2
νη
the Chandrasekhar number.
Using the identity
(∇×H)×H = −1
2
∇ |H|2 + (H · ∇)H,
omitting the primes and denoting all the terms that can be written as gradients by p, the
equations (2.1)-(2.2) take the form:
(2.4)
∂u
∂t
+ (u · ∇)u = p1
(
−∇p+RT−→k + ∆u+Q∂H
∂x3
+
Q
p2
(H · ∇)H
)
,
∂H
∂t
+ (u · ∇)H = (H · ∇)u+ p2
(
∂u
∂x3
+ ∆H
)
,
∂T
∂t
+ (u · ∇)T = ∆T + u3,
divu = divH = 0.
The non-dimensional domain is Ω = (0, L1) × (0, L2) × (0, 1) where L1 = l1/h, L2 = l2/h.
We use the following idealized boundary conditions which are the free-slip boundary conditions
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for the velocity together with the condition that H remains vertical at x3 = 0, 1.
(2.5)
u1 =
∂u2
∂x1
=
∂u3
∂x1
=
∂T
∂x1
= H1 =
∂H2
∂x1
=
∂H3
∂x1
= 0 at x1 = 0, L1,
∂u1
∂x2
= u2 =
∂u3
∂x2
=
∂T
∂x2
=
∂H1
∂x2
= H2 =
∂H3
∂x2
= 0 at x2 = 0, L2,
∂u1
∂x3
=
∂u2
∂x3
= u3 = T = H1 = H2 =
∂H3
∂x3
= 0 at x3 = 0, 1.
We recall here the functional setting of (2.4)-(2.5) and refer the interested readers to [10].
H =
{
ψ = (u,H, T ) ∈ L2 (Ω)7 | divu = divH = u · n |∂Ω= H · n |∂Ω= 0
}
,
H1 =
{
ψ = (u,H, T ) ∈ H2 (Ω)7 ∩H | ψ satisfies (2.5)
}
.
Let LR = A+BR : H1 → H and G : H1 → H be defined by
(2.6)
Aψ = P
(
p1∆u+ p1Q
∂H
∂x3
, p2
∂u
∂x3
+ p2∆H,∆T
)
,
BRψ = P
(
p1RT
−→
k , 0, u3
)
,
G (ψ) = P
(
Qp1
p2
(H · ∇)H − (u · ∇)u, (H · ∇)u− (u · ∇)H,− (u · ∇)T
)
.
Here P : L7 (Ω) → H is the Leray projector. For simplicity, we also use G to represent the
following trilinear form for ψi = (ui, Ti, Hi) ∈ H,
(2.7)
G (ψ1, ψ2, ψ3) =
∫
Ω
[
Qp1
p2
(H1 · ∇)H2 − (u1 · ∇)u2
]
· u3
+
∫
Ω
[
(H1 · ∇)u2 − (u1 · ∇)H2
]
·H3 − (u1 · ∇)T2 T3.
We also define:
(2.8) Gs(ψ1, ψ2, ψ3) = G(ψ1, ψ2, ψ3) +G(ψ2, ψ1, ψ3).
Now (2.4)-(2.5) can be written in the following functional form:
(2.9)
dψ
dt
= LRψ +G (ψ) ,
ψ (0) = ψ0.
3. Principle of Exchange of Stabilities
The linear stability is determined by the critical crossing of the first eigenvalues from the
imaginary axis which is called the principle of exchange of stabilities (PES). The linear theory
associated with (2.4)-(2.5) is well known and can be found for example in [2]. Here we will
briefly recall the necessary results.
First we consider the following eigenvalue problem:
(3.1) LRψ = β(R)ψ,
where LR is as defined in (2.6). Let us denote the set of admissible indices by
Z =
{
(j1, j2, j3) ∈ Z3 : j, k ≥ 0, j21 + j22 6= 0, j3 ≥ 1
}
.
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It is well-known that the eigenvalues of (3.1) having indices J = (j1, j2, j3) ∈ Z satisfy the
following polynomial equation:
β3 + bJ2β
2 + bJ1 (R)β + b
J
0 (R) = 0,(3.2)
where
bJ2 = (p1 + p2 + 1) γ
2
J ,
bJ1 = p1[(p2 + 1 +
p2
p1
)γ4J + p2Q (j3pi)
2 −Rα
2
J
γ2J
],
bJ0 = p1p2(γ
6
J +Q
(
j3pi)
2γ2J − α2JR
)
.
Here
(3.3)
α2J = (j
2
1L
−2
1 + j
2
2L
−2
2 )pi
2,
γ2J = α
2
J + j
2
3pi
2.
As the linear operator (3.1) is not self-adjoint, the onset of the instability may correspond to
either real or complex eigenvalues β, leading to transitions to states with either time independent
structures or time periodic structures. We will denote the critical Rayleigh number by Rr when
the first eigenvalues are real, and by Rc when the first eigenvalues are complex. Solving (3.2)
for R when β = 0 and Reβ = 0 and minimizing over all admissible indices, we can find the
expressions for Rr and Rc as follows:
Rr = min
J∈Z
γ2J
α2J
(
γ4J +Q (j3pi)
2
)
,(3.4)
Rc = min
J∈Z
(p2 + 1) (p1 + p2)
p1
γ2J
α2J
[γ4J +
p2p1
(p2 + 1) (p1 + 1)
Q (j3pi)
2
].(3.5)
The difference between an unbounded domain and a bounded one is that in the unbounded
case the minimums in (3.4) and (3.5) are taken over all αJ > 0 whereas in the bounded case αJ
has the specific form given above. Figure 1 shows the minimizing indices of Rr as a function of
the length scales L1 and L2.
We note that for each J ∈ Z there are three eigenvalues of (3.2) which we can order as
β1J ≥ β2J ≥ β3J . The next proposition states that the principle of exchange of stabilities (PES)
condition is valid.
Proposition 1. [2] For p2 < 1, there exists 0 < Q0 <∞ depending on p1 and p2 such that
(3.6) Q0 < pi
2 p2(p1 + 1)
p1(1− p2) .
The following assertions hold true:
a) If p2 ≥ 1 or Q < Q0 then Rr < Rc and Rr is the first critical Rayleigh number. That is,
there is a finite set of critical indices C minimizing (3.4) such that
(3.7)
β1J (R)
 > 0 if R < Rr,= 0 if R = Rr,
< 0 if R > Rr
∀J ∈ C,
ReβJ (Rr) < 0 ∀J /∈ C.
PATTERN FORMATION AND DYNAMIC TRANSITION FOR MHD 7
(a) Q = 0 (b) Q = 10
Figure 1. Axes show the length scales L1 and L2. The numbers indicate the
indices (jr, kr) which minimize (3.4).
b) If p2 < 1 and Q > Q0 then Rc < Rr and Rc is the first critical Rayleigh number. That is,
there is a finite set of critical indices C minimizing (3.5) such that
(3.8)
Reβ1J(R) = Reβ
2
J(R)
 > 0 if R < Rc,= 0 if R = Rc,
< 0 if R > Rc
∀J ∈ C,
ReβJ (Rc) < 0 ∀J /∈ C.
There is no simple formula for the critical Chandrasekhar number Q0 which separates the
stationary and oscillatory convection regimes. Q0 is determined by either the vanishing of the
oscillation frequency ρ (the imaginary part of the first critical complex eigenvalues at R = Rc)
given by
(3.9) ρ2 = p1p2[−
p2γ
4
Jc
p1
+
(1− p2)Qpi2
p1 + 1
], Jc ∈ C.
Utilizing ρ2 > 0, one establishes the estimate (3.6). Also it is worth mentioning that in [1], the
authors prove that Q0p2 > pi
2.
4. Dynamic Transitions
With the PES condition at our disposal, the dynamic transition theorem in [7] ensures that
the system always undergoes a dynamic transition to one of the three types (Type-I, Type-II or
Type-III) as the Rayleigh number crosses the first critical value Rr or Rc. The type of transition
and associated pattern formation are then determined by studying the nonlinear interactions of
the problem.
We address in this section the dynamic transition and the pattern formation of (2.4)-(2.5).
Our main results will depend on two nondimensional numbers a and b which are defined as
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follows:
(4.1)
a = pi4Q(pi2 − 5α2J)− p22α4JRr + κ2j1,0 + κ0,2j2 ,
b = 2pi4Q(pi2 − α2J)− p22α4JRr,
where J = (j1, j2, 1) denotes the critical index and κ is given by:
(4.2)
κs1,s2 := νs1,s2
[
(p1pi
2Q(1 +
4γ2J
γ2s1,s2,2
)− p2γ4J)(Rr + ηs1,s2)−
p1p2Rrα
2
J
γ2s1,s2,2
(Rs1,s2,2 + ηs1,s2)
]
,
ηs1,s2 :=
γ2s1,s2,2
α2J
(
pi2Q
p2
+
γ4J
p1
)
, νs1,s2 =
2p2pi
2(α2J − 14α2s1,s2)2
p1(Rs1,s2,2 −Rr)α2J
,
Rs1,s2,s3 =
γ2s1,s2,s3
α2s1,s2
(γ4s1,s2,s3 +Q(s3pi)
2), Rr = minRs1,s2,s3 =
γ2J
α2J
(γ4J +Qpi
2).
4.1. Transitions from simple real eigenvalues. In the case where the magnetic Prandtl
number p2 ≥ 1 or the Chandrasekhar number Q < Q0 where Q0 depends on the system
parameters, the first eigenvalues are real. Generically speaking the first eigenvalue is simple
and the dynamical transition is characterized by the following theorem.
Theorem 1. If p2 ≥ 1 or Q < Q0 then the problem (2.4) with (2.5) undergoes a dynamic
transition at R = Rr. Consider the case where the first critical eigenvalue is simple.
a) When the first critical wave index is of the form J = (0, j, 1) or J = (j, 0, 1) with
non-zero j, the first transition is,
Type-I, if b < 0,
Type-II, if b > 0.
b) When the first critical wave index is of the form J = (j, k, 1) with j 6= 0, k 6= 0. Then
the first transition is,
Type-I, if a < 0,
Type-II, if a > 0.
c) Moreover, when the transition is Type-I, then as R crosses Rr, the system bifurcates to
two steady state solutions ψ± which can be expressed as
ψ±(R) = ±c(R−Rr)1/2ψJ + o((R−Rr)1/2),
where c > 0 is a constant, and ψJ is the critical eigenvector. Furthermore, there is an
open set U ∈ H with ψ = 0 ∈ U such that U = U+∪U−, U+∩U− = ∅, ψ = 0 ∈ ∂U+∩∂U−
and ψ±(R) attracts U±.
The following corollary of Theorem 1 gives sufficient conditions for the existence of Type-I
transition when the critical mode is a roll pattern.
Corollary 1. Under the assumptions of Theorem 1, when the first critical index is of the form
J = (0, j, 1) or J = (j, 0, 1) with non-zero j, the transition at R = Rr is always Type-I if Q > Q∗
or p2 > p∗ where Q∗ and p∗ depends on the length scales of the domain.
a) Regardless of the length scales L1, L2 of the domain, Q∗ < 307 and p∗ < 2.24.
b) As max{L1, L2} → ∞, we have Q∗ → 4pi2 and p∗ → 2/
√
3.
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4.2. Transitions from real eigenvalues with multiplicity two. In this section we consider
the transitions when two modes characterizing a hexagon becomes unstable at the same critical
parameter. For this to happen, a certain relation has to hold for the length scales of the box:
(4.3)
L1
L2
=
j
k
√
3
.
where j and k are two positive integers; see also [4] for a discussion. With this relation in
hand, the modes with indices I = (j, k, 1) and J = (0, 2k, 1) have the same wave number,
αI = αJ . Moreover, the vector field xIψI + xJψJ has a hexagonal pattern parallel to y-axis
when xI = ±2xJ ; see Figure 2. Thus a pair of modes will be critical at the critical Rayleigh
number Rr whenever one of the modes minimizes the relation (3.4). In Figure 12, the red lines
show when this is the case at Q = 10. We remark here that when the length scales are in
close vicinity of the relation (4.3), although the first critical eigenvalue may be simple, the two
eigenvalues will be very close to each other at the critical parameter Rr and the structure of
transition will still persist.
Theorem 2. Consider the case where I = (j, k, 1) and J = (0, 2k, 1) are the first critical indices
which satisfy the relation (4.3). Consider the eight regions in the a–b plane as shown in given by
Figure 3 with a and b as given in (4.1). If p2 ≥ 1 or Q < Q0 then the first dynamic transition
occurs at R = Rr. Moreover the following statements hold true.
i) When (a, b) is in one of the regions I1, I2, the transition is Type-I. The topological
structure of the transition is given in Figure 4 and Figure 5 respectively. In both regions,
there is an attractor bifurcating on R > Rr which is homeomorphic to S
1 containing eight
bifurcated points and the heteroclinic orbits containing them. Four of these points are
attractors and four of them are saddles. In region I1, hexagons 2φI+φJ are the minimal
attractors, and in region I2, rolls φJ and rectangles φI are the minimal attractors.
ii) When (a, b) is in one of the regions II1, II2, II3, II4 and II5, the transition is Type-
II. The topological structure of the transition is given in Figure 6–Figure 10 respectively.
In regions II2 and II3, there is a repeller bifurcating on R < Rr which is homeomorphic
to S1 and no bifurcated states on R > Rr. In the regions II1, II4, II5 there are
bifurcated points on both R > Rr and R < Rr.
iii) When (a, b) is in region III1 the transition is Type-III; see Figure 11. There is a
neighborhood U of ψ = 0 in H such that for any Rr < R < Rr +  with some  > 0, U
can be decomposed into two open sets UR1 , UR2 ,
U = UR1 ∪ UR2 , UR1 ∩ UR2 = ∅
such that
lim
R→Rr
lim sup
t→∞
||SR(t, ψ)||H = 0 ∀ψ ∈ UR1 ,
lim sup
t→∞
||SR(t, ψ)||H ≥ δ > 0 ∀ψ ∈ UR2 ,
for some δ > 0. Here SR is the evolution of the solution with initial data ψ. Moreover
P(UR1 ) is a small perturbation of the union of two sectorial regions which are given by:
(4.4)
P(UR1,+) ≈ U ∩ {x ∈ R2 | − tan−1 1/2 < arg(x) < tan−1 1/2},
P(UR1,−) ≈ U ∩ {x ∈ R2 | pi − tan−1 1/2 < arg(x) < pi + tan−1 1/2},
where P is the projection onto φI , φJ plane.
Moreover, the system bifurcates to two attractors with basin of attraction UR1,+, UR1,−.
Each attractor consists of three steady states and the connecting heteroclinic orbits. The
steady states φI having rectangular patterns are the minimal attractors of the bifurcated
attractor.
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0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
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3.5
Figure 2. The flow structure of 2φ2,1 + φ0,2 at z = 1 for the box dimensions
L1 = L2 = 3.5
b=0
a=0
8a=b
Ty
pe-
I
Ty
pe-
III
Ty
pe-
II
(a)
b=0
a=0
8a
=
b
2a=
b
II2
II3
II4II5I1
I2
III1
II1
(b)
Figure 3. a) Regions of different type of transitions in the coefficient a-b plane
and b) The topological structure of the solutions in different regions are shown
in Figure 6 through Figure 11.
Corollary 2. Under the assumptions of Theorem 2, when p2 ≥ 8, the transition at R = Rr is
always Type-I. Moreover, there is an attractor bifurcating on R > Rr, which is homeomorphic
to S1. This attractor contains eight steady states and the orbits connecting them; see Figure
4. Two of the steady states have roll patterns, two of them have rectangular patterns and four
of them have hexagonal patterns. The rolls and rectangles are the minimal attractors of this
attractor while the hexagons are unstable states after the transition.
Remark 1. To illustrate the conclusions of Theorem 2 we will consider two cases. Solving b
for p2, we find that b < 0 (resp. b > 0) if p
2
2 > σroll (resp. p
2
2 < σroll) where
(4.5) σroll =
2pi4(pi2 − α2J)Q
α2Jγ
2
J(pi
2Q+ γ4J)
.
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(a) R ≤ Rr
Hex
Hex
Hex
Hex
Roll
Roll
Rec
Rec
(b) R > Rr
Figure 4. Region I1.
(a) R ≤ Rr
Hex
Hex
Hex
Hex
Roll
Roll
Rec
Rec
(b) R > Rr
Figure 5. Region I2.
Roll
Roll
Rec
Rec
(a) R < Rr (b) R = Rr
Hex
Hex
Hex
Hex
(c) R > Rr
Figure 6. Region II1.
Roll
Roll
Rec
Rec
Hex
Hex
Hex
Hex
(a) R < Rr (b) R ≥ Rr
Figure 7. Region II2.
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Roll
Roll
Rec
Rec
Hex
Hex
Hex
Hex
(a) R < Rr (b) R ≥ Rr
Figure 8. Region II3.
Rec
Rec
Hex
Hex
Hex
Hex
(a) R < Rr (b) R = Rr
Roll
Roll
(c) R > Rr
Figure 9. Region II4.
Hex
Hex
Hex
Hex
(a) R < Rr (b) R = Rr
Roll
Roll
Rec
Rec
(c) R > Rr
Figure 10. Region II5.
Roll
Roll
(a) R < Rr (b) R = Rr
Hex
Hex
Hex
Hex
Rec
Rec
(c) R > Rr
Figure 11. Region III1.
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Figure 12. The bold lines indicate where two modes satisfying (4.3) are critical
at Q = 10.
First we will consider the case of small length scales L1, L2 such that the conditions (4.3) is
satisfied. Figure 12 shows some of the length scales for which this happens at Q = 10.
As an example we choose
(4.6) Q = 10, L1 = 3/2, L2 =
√
3L1,
Under these conditions, two modes satisfying (4.3) will be critical with indices I = (1, 1, 1) and
J = (0, 2, 1). The critical wave number is αJ = 2pi/L2 ≈ 2.42. In this case √σroll ≈ 0.5.
Calculating a/b, we find that under the conditions (4.6), the system is in region III1 for p2 <√
σroll and will move into I2 as p2 crosses √σroll.
Next we consider the limit of large length scales L1 >> 1, L2 =
√
3L1. In this case, the
critical wave number is given by (5.28). If we take Q = 10 again, then we find αJ = 2.59. Once
again, the system moves from region III1 to region I2, this time at p2 = √σroll ≈ 0.39.
4.3. Transitions from complex simple eigenvalues. Under the conditions p2 < 1 and
Q > Q0, the first critical eigenvalues will be a pair of complex numbers. To demonstrate the
main ideas and for simplicity, we only consider the transition from a simple complex eigenvalue
with index Jc = (jc, 0, 1) or Jc = (0, kc, 1) for jc, kc ≥ 1.
Theorem 3. Consider b which is defined by (5.53). Assume p2 < 1 and Q > Q0 and assume
that the critical index Jc = (jc, 0, 1) or Jc = (0, kc, 1) then we have the following assertions:
(1) If b < 0 then the problem undergoes a Type-I transition at R = Rc and bifurcates to a
periodic solution on R > Rc which is an attractor, the periodic solution can be expressed
as
ψ = x (t)ReψJc + y (t) ImψJc + o
(
|α (λ)|1/2
)
,
x (t) =
(
α (λ)
|b|
)1/2
cos ρt,
y (t) =
(
α (λ)
|b|
)1/2
sin ρt.
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In particular, if Q is sufficiently large or ρ is sufficiently small then the transition is
Type-I.
(2) If b > 0 then the transition is a jump transition and the system bifurcates on R < Rc to
a unique unstable periodic orbit.
5. Proof of the Main Theorems
5.1. Reduction strategy. In dynamic transition problems, the method of proof relies heavily
on the reduction of the problem to the center manifold in the first unstable eigendirections. The
center manifold is usually expanded by the eigenmodes of the linear operator of the problem
and the coefficients of the the expansion are found by the approximation formulas derived in [7].
However, for our problem, such an analysis is not suitable because some eigenfunctions of the
linear operator that are needed to compute the nonlinear interactions have complicated forms.
In particular the eigenvalues of (3.1) corresponding to indices (j, k, l) with l ≥ 2, j2 + k2 6= 0
can only be found by first computing the roots of (3.2). It is easy to see that these roots will
have complicated forms involving the parameters of the system. This makes it very difficult to
compute their contributions in the nonlinear interactions. We will overcome this difficulty by
expanding the center manifold in terms of the eigenfunctions of the Laplacian operator with the
same boundary conditions.
In the case where the first critical eigenvalues are real, the critical eigenfunctions can be
found by setting β = 0 in (3.1). Thanks to the boundary conditions, the eigenvectors can be
expressed using the separation of variables. For example the vertical component of the velocity
field becomes:
(5.1) w = WJ cos
j1pix1
L1
cos
j2pix2
L2
sin j3pix3,
and analogous expressions hold for the other components of the solutions of the linear equations.
Here J = (j1, j2, j3) with nonnegative integers j1, j2, j3. It is clear that critical indices must
have j3 = 1 as the minimum in (3.4) is achieved for j3 = 1 and moreover we must have αJ > 0.
When αJ 6= 0, the amplitudes UJ , VJ of the horizontal velocity field and H1,J , H2,J of the
horizontal magnetic field depend on the vertical components WJ and H3,J as follows:
(5.2)
UJ = − j1pi
L1α2J
j3piWJ , VJ = − j2pi
L2α2J
j3piWJ ,
H1,J =
j1pi
L1α2J
j3piH3,J , H2,J =
j2pi
L2α2J
j3piH3,J .
Thus the critical eigenfunctions are determined by three quantities: the amplitude WJ of the
vertical velocity field, the amplitude H3,J of the vertical magnetic field and the amplitude ΘJ
of the temperature field. These can be found as:
WJ = γ
2
J , ΘJ = 1, H3,J = pi.
Next we need to analyze the conjugate critical eigenfunctions which are the solutions of the
conjugate eigenvalue problem at β = 0:
(5.3)
p1 (∆u
∗ −∇p∗)− p2 ∂H
∗
∂x3
+ T ∗
−→
k = 0,
∆T ∗ +Rp1u∗3 = 0,
p2∆H
∗ −Qp1 ∂u
∗
∂x3
= 0,
divu∗ = divH∗ = 0.
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The conjugate eigenfunctions can be found as:
W ∗J = p2γ
2
J , Θ
∗
J = p2p1Rr H
∗
3,J = −p1Qpi.
Now we turn to eigenvalue problem of the Laplacian operator:
∆eJ = −γ2JeJ .
The Laplacian operator with boundary conditions (2.5) has a complete set of orthogonal eigen-
vectors eJ = (~uJ , TJ , ~HJ) which can be expressed by the same separation of variables (5.1):
Again there are only three independent unknowns, namely the amplitudes of the vertical
velocity w, the temperature T and the vertical magnetic field H3 which are denoted by W , Θ
and H3 respectively.
• If j21 + j22 = 0 and j3 6= 0, then
(5.4) eJ = (0, TJ , 0), ΘJ = 1.
• If j21 + j22 6= 0 and j3 = 0, then
(5.5) eJ = (0, 0, ~HJ), H3,J = 1.
In this case, although there are eigenmodes which have the form e = (~u, 0, 0) with
~u = (u, v, 0), it can be checked that these modes do not affect the calculations of the
nonlinear interactions as they will be not be present in the lowest order approximation
of the center manifold function.
• If j21 + j22 6= 0 and j3 6= 0, then the multiplicity of an eigenvalue is three and the
eigenvectors are:
(5.6)
e1J = (~uJ , 0, 0), WJ = 1,
e2J = (0, TJ , 0), ΘJ = 1,
e3J = (0, 0, ~HJ), H3,J = 1.
Proposition 1 gives a critical set of indices C = {J1, J2, . . . , Jk} such that the eigenvalues
having these indices are the first critical eigenvalues. The dynamics on the center manifold can
be captured as follows. We first write:
ψ = ψc + Φ(x), ψc =
∑
J∈C
xJψJ ,
where Φ is the center manifold function and xJ = xJ(t) ∈ R are the amplitudes of the critical
modes. Multiplying the governing evolution equations by the conjugate eigenvectors ψ∗J , J ∈ C
we get:
(5.7)
dxJ
dt
= βJ(R)xJ +
(G(ψ,ψ), ψ∗J)
(ψJ , ψ∗J)
.
When the linear part of (5.7) is diagonal, we have the following approximation of the center
manifold; (see [7]):
(5.8) − LRΦ (x,R) = P2G (ψc) + o(2),
where LR = LR |E2 , P2 is the projection onto the span of the critical eigenvectors and
o(n) = o (|x|n) +O (|x|n |β (R)|) .
As we have said, we will utilize an expansion of the center manifold using eigenfunctions eJ of
the Laplacian operator:
Φ =
∑
S
ΦSeS .
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The crucial point here is that P2eJ = 0 if J ∈ C . This is because the eigenvectors φJ of the
original linear operator and eJ ’s have the same form with different coefficients due to separation
of variables. So
〈φJ , eK〉 = 0, for J 6= K.
Now, to calculate this approximation we need to compute terms of the form 〈eS ,LR∗eS〉. If
we denote S = (s1, s2, s3), then for S /∈ C, there are three cases to consider:
• If s21 + s22 = 0 and s3 6= 0, then
〈eS ,L∗ReS〉 = −s23pi2〈eS , eS〉.
Using (5.8), the eS coefficient of the center manifold is:
(5.9) ΦS =
〈G(ψc), eS〉
s23pi
2〈eS , eS〉 + o(2).
• If s21 + s22 6= 0 and s3 = 0, then
〈eS ,L∗ReS〉 = −p2α2S〈eS , eS〉.
Using (5.8), the eS coefficient of the center manifold is:
(5.10) ΦS =
〈G(ψc), eS〉
p2α2S〈e2S , e2S〉
+ o(2).
• If s21 + s22 6= 0 and s3 6= 0, then we define:
(5.11) 〈emS ,L∗RenS〉 = vS Am,nS , m, n = 1, 2, 3,
AS can be found by plugging the eigenvectors (5.37) into (5.3):
AS =

−p1 γ4S α−2S Rp1 −Qp1 γ2Ss3piα−2S
1 −γ2S 0
p2 γ
2
S s3piα
−2
S 0 −p2 γ4S α−2S
 .
Here
vS =
∫ L1
0
∫ L2
0
∫ 1
0
cos2
s1pix1
L1
cos2
s2pix2
L2
cos2 s3pix3.
Clearly vS =
L1L2
2n where n is the number of sub-indices of S = (s1, s2, s3) which are
nonzero. In this case, denoting
ΦS =
[
Φ1S Φ
2
S Φ
3
S
]T
,
where ΦiS denotes the coefficient of e
i
S , we have:
(5.12) vSASΦS =
[
〈G(ψc), e1S〉 〈G(ψc), e2S〉 〈G(ψc), e3S〉
]T
.
By (3.4), we see that for S /∈ C,
detAS |R=Rr= −
p1p2γ
4
S
α4S
(−Rrα2S + s23pi2Qγ2S + γ6S) < 0.
This ensures that (5.12) can always be solved when S /∈ C.
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5.2. Proof of Theorem 1. Now let there be a single critical index J = (j, 0, 1) in C. A simple
calculation yields that
G(ψJ , ψJ , e2j,0,2) = 0.
Thus
(5.13) Φ(x) = x2
∑
S∈Sroll
ΦSeS + o(2),
where
Sroll = {(0, 0, 2), (2j, 0, 0)}.
To compute the coefficients ΦS , we multiply (5.8) by eS to get
(5.14) ΦS =
−G(ψJ , ψJ , eS)
〈eS ,L∗eS〉 , S ∈ Sroll.
Thus we can write (5.7) as:
(5.15)
dx
dt
= β(R)x+ bx3 + o(3),
where
(5.16) b =
∑
S∈Sroll
ΦSGs(eS , ψJ , ψ
∗
J)
〈ψJ , ψ∗J〉
.
Using (5.9) and (5.10), we find that
(5.17) Φ0,0,2 = − γ
2
8pi
, Φ2j,0,0 =
pi2γ2
4p2α2
.
Also directly computing, we have,
(5.18)
Gs(ψJ , e0,0,2, ψ
∗
J) =
L1L2
4
p1p2piγ
2R,
Gs(ψJ , e2j,0,0, ψ
∗
J) =
L1L2
4α2
p1pi
2γ2(pi2 − α2)Q.
(5.19) 〈ψJ , ψ∗J〉 =
L1L2γ
2
4α2
(p2γ
4(1 + p1) + p1(p2 − 1)pi2Q).
When p2 ≥ 1, or if p2 < 1 and Q < Q0, (see (3.6)) we see that 〈ψJ , ψ∗J〉 > 0. Thus 〈ψJ , ψ∗J〉
has no effect on the transition. Next plugging (5.17)-(5.18) into (5.16), we find that at the
critical Rayleigh number,
(5.20) b =
L1L2γ
4
32p2α4〈ψJ , ψ∗J〉
(2pi4Q(pi2 − α2J)− p22α4JRr).
The transition in this case depends on b. If b < 0 then the transition is Type-I and the
roll pattern with index J is stable after the transition. On the other hand if b > 0 then the
transition is Type-II and the roll pattern with index J is unstable after the transition. Note
that b in (5.20) and b in (4.1) have the same sign. That finishes the proof of the first assertion.
Now we will prove the second assertion. For this let J = (j, k, 1) with j 6= 0, k 6= 0 and
consider
Srec = {(0, 0, 2), (2j, 2k, 0), (2j, 0, 0), (0, 2k, 0), (0, 2k, 2), (2j, 0, 2)}.
It is easy to check that the center manifold function is:
(5.21) Φ = x
2
∑
S∈Srec
ΦSeS +O(3).
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As in the proof of the first assertion, the crucial parameter to find is the coefficient of the cubic
term of the reduced equation which is given in a similar fashion as b in (5.16):
(5.22) a =
∑
S∈Srec
ΦSGs(eS , ψJ , ψ
∗
J)
〈ψJ , ψ∗J〉
.
By (5.9) and (5.10), we can compute:
(5.23)
ΦS =
pi2γ2
8p2α2
, S = (2j, 2k, 0), (2j, 0, 0), (0, 2k, 0),
Φ0,0,2 = − γ
2
16pi
.
By (5.12) we can compute for S = (2j, 0, 2), (0, 2k, 2),
(5.24)
 Φ1SΦ2S
Φ3S
 = −piγ2(4α2 − α2S)(R+ ηS)
16α2γ2S(R−RS)
 γ2Sp1p2α2(RS + ηS)(R+ ηS)−1
2pi
 ,
where η and RS are defined in (4.2). To compute a, we also need the following:
(5.25)
Gs(ψJ , e2j,2k,0, ψ
∗
J) =
L1L2
16α2
p1pi
2Qγ2(pi2 − α2),
Gs(ψJ , eS , ψ
∗
J) =
L1L2
8α4
p1pi
2Qγ2((−α2 + 1
2
α2S)pi
2 − α4) S = (2j, 0, 0), (0, 2k, 0),
Gs(ψJ , e0,0,2, ψ
∗
J) =
L1L2
8
p1p2piRγ
2,
For S = (2j, 0, 2), (0, 2k, 2), we have:
(5.26)
 Gs(ψJ , e1S , ψ∗J)Gs(ψJ , e2S , ψ∗J)
Gs(ψJ , e
3
S , ψ
∗
J)
 = L1L2piγ2(4α2 − α2S)
64α4
 p2γ4 − p1pi2Qp1p2Rα2
−2p1piQγ2
 .
Now using (5.23), (5.24) and after some simplification, we find that a in (5.22) has the same
sign as a in (4.1). The rest of the proof is same as in the first assertion. That proves the second
assertion.
Finally, notice that by using (3.2), the first critical eigenvalue can be written as β(R) =
c(R−Rc) + o(R−Rc) where c 6= 0 is a constant. That proves the third assertion and the proof
of the Theorem 1 is finished.
5.3. Proof of Corollary 1. For the proof we will need the following lemma.
Lemma 1. Let αJr be the critical wave number minimizing (3.4). Then
αJr ≥
pi
21/3(22/3 + 1)1/2
,
for all L1, L2, Q.
Proof. Fix L1, L2 > 0. Let
R1(x,Q) =
(pi2 + x2)
x2
((pi2 + x2)2 +Qpi2).
Due to convexity of R1 with respect to x, for fixed Q, R1 has a unique global minimizer xr on
x > 0. Now, there are two numbers α1, α2 of the form√
j2pi2/L21 + k
2pi2/L22, j, k ∈ Z
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such that αJr = α1 or αJr = α2 where α1 ≤ xr ≤ α2 and there are no other numbers of this
form between α1, α2.
Since xr is an increasing function of Q, αJr is also an increasing function of Q. So it suffices
to assume that Q = 0. In this case xr ≈ 2.22. We write:
α2Jr =
j2rpi
2
L21
+
k2rpi
2
L22
.
Now fix L1. First, we will consider that L2/L1 is sufficiently small so that kr = 0. Define
L(m) = ((m+ 1)m)1/3((m+ 1)2/3 +m2/3)1/2, m ∈ Z,m ≥ 0.
We claim that if L(m− 1) < L ≤ L(m) for m ≥ 1 then jr = m, i.e. αJr = pimL . In fact, jr ∈ Z
is an increasing function of L (when k = 0) and it can be easily checked that
R1
(
mpi
L(m+ 1)
)
= R1
(
(m+ 1)pi
L(m+ 1)
)
.
Thus, if L(m− 1) < L < L(m) then
αJr =
mpi
L
≥ mpi
L(m)
≥ pi
L(1)
≥ pi
21/3(22/3 + 1)1/2
≥ 1.55.
Now if L2/L1 is not small, then kr is not necessarily zero and αJr will be closer to xr. Thus
the proof of the lemma is finished. 
Now, to prove the Corollary 1, consider b defined by (4.1). We notice that the condition b > 0
dissects into three conditions:
(5.27) αJ < pi, p2 <
pi
(
2(pi2 − α2J)
)1/2
αJγJ
, Qpi2 >
p22α
2
Jγ
6
J
2pi2(pi2 − α2J)− p22α2Jγ2J
.
To make use of (5.27), it is important to get bounds on the wave number αJ . One can see that
there is no upper bound on the wave number by letting L1, L2 → 0. However, Lemma 1 shows
that the minimum wave number can not go below ≈ 1.55. Moreover by definition of Rr, see
(3.4), αJ will increase as Q increases. And using a similar argument as in the proof of Lemma
1 we find that αJ > pi for Q > 306. Thus the transition is Type-I regardless of the container
size when Q > 306. Next, using the fact that αJ > 1.55 and the second condition in (5.27), one
sees that the transition is always Type-I if p2 > 2.24 regardless of the wave number.
When at least one of the length scales L1, L2 is much larger than 1, then the wave number
will be close to the absolute minimizer of (3.4). The relation between Q and the critical wave
number is then found to be:
(5.28) Qpi4 = −pi6 + 3pi2α4J + 2α6J .
The minimum αJ can be found to be αJ = pi/
√
2 by setting Q = 0 above. Then the second
condition in (5.27) implies that the transition is Type-I if p2 > 2/
√
3 > 1.15. Finally by (5.28)
one finds that for Q > 4pi2, αJ > pi.
5.4. Proof of Theorem 2. Let I = (j, k, 1) and J = (0, 2k, 1) be the critical indices with
j, k ≥ 1.
Consider S1 = (0, 0, 2), S2 = (2j, 2k, 0), S3 = (2j, 0, 0), S4 = (0, 2k, 0), S5 = (0, 4k, 0),
S6 = (j, k, 2), S7 = (j, 3k, 2), S8 = (j, 3k, 0), S9 = (j, k, 0), S10 = (0, 2k, 2), S11 = (2j, 0, 2). In
this case the center manifold function is:
(5.29)
Φ = x2I(Φ
I
S1eS1 +
∑
i=2,3,
4,10,11
ΦSieSi) + xIxJ(
∑
i=6,
7,8,9
ΦSieSi) + x
2
J(Φ
J
S1eS1 + ΦS5eS5).
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After letting x = xI , y = xJ , the reduced equations (5.7) become:
(5.30)
dx
dt
= βx+ x(a1x
2 + a2y
2) + o(3),
dy
dt
= βy + y(b1x
2 + b2y
2) + o(3).
The coefficients in (5.30) can be found as:
(5.31)
a1 =
1
〈ψI , ψ∗I 〉
ΦIS1Gs(ψI , eS1 , ψ∗I ) + ∑
i=2,3,4,10,11
ΦSiGs(ψI , eSi , ψ
∗
I )
 ,
a2 =
1
〈ψI , ψ∗I 〉
ΦJS1Gs(ψI , eS1 , ψ∗I ) + ∑
i=6,7,8,9
ΦSiGs(ψJ , eSi , ψ
∗
I )
 ,
b1 =
1
〈ψJ , ψ∗J〉
ΦIS1Gs(ψJ , eS1 , ψ∗J) + ∑
i=6,7,8,9
ΦSiGs(ψI , eSi , ψ
∗
J)
 ,
b2 =
1
〈ψJ , ψ∗J〉
(
ΦJS1Gs(ψJ , eS1 , ψ
∗
J) + ΦS5Gs(ψJ , eS5 , ψ
∗
J)
)
.
We can find the following relations:
(5.32)
Gs(ψJ , eS1 , ψ
∗
J) = 2Gs(ψI , eS1 , ψ
∗
I ), Gs(ψJ , eS5 , ψ
∗
J) = 4Gs(ψI , eS2 , ψ
∗
I ),
Gs(ψI , ψJ , eS6) = 2G(ψI , ψI , eS10), Gs(ψI , ψJ , eS7) = 2G(ψI , ψI , ψS11),
Gs(ψI , eS6 , ψ
∗
J) = Gs(ψI , eS10 , ψ
∗
I ), Gs(ψI , eS7 , ψ
∗
J) = Gs(ψI , eS11 , ψ
∗
I ),
Gs(ψJ , eSi , ψ
∗
I ) = Gs(ψI , eSi , ψ
∗
J), i = 6, 7, 8, 9.
(5.33)
ΦJS1 = 2Φ
I
S1 ,ΦS5 = 2ΦS2 ,
4
∑
i=3,4
ΦSiGs(ψI , eSi , ψ
∗
I ) =
∑
i=8,9
ΦSiGs(ψJ , eSi , ψ
∗
I ),
4
∑
i=6,7
ΦSiGs(ψI , eSi , ψ
∗
I ) =
∑
i=10,11
ΦSiGs(ψJ , eSi , ψ
∗
I ).
Using these relations, we can write (5.29) as:
(5.34)
dx
dt
= βx+ x
(
ax2 + 2(2a− b)y2)+ o(3),
dy
dt
= βy + y((2a− b)x2 + 2by2) + o(3).
Here a = a1 and 2b = b2 in (5.31). After simplification of same positive terms appearing, we
find that a and b are given by (4.1).
The equations (5.34) have eight straight line orbits in total which are on the lines: x-axis,
y-axis and x = ±2y. The eight bifurcated solutions of (5.34) are given by:
(5.35)
Rec± = ±
√
−β/2b (0, 1), Roll± = ±
√
−β/a (1, 0),
Hexi± = (−1)i
√
−β/2(4a− b) (2,±1), i = 1, 2.
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Moreover the Jacobian matrix of the vector field (5.34) has the following eigenvalues at these
bifurcated points:
(5.36)
λ1Roll± = −
4β(a−b)
b , λ
2
Roll± = −2β,
λ1Rec± = − 4β(a−b)2a , λ2Rect± = −2β,
λ1
Hex1,2±
= 2β(a−b)4a−b , λ
2
Hex1,2±
= −2β.
Using (5.34)-(5.36), we see that the transition depends on the sign of a, b, 4a − b and a − b.
These 4 lines separate the a, b plane into eight regions. In each region, it is possible to find
which solution is bifurcated on β > 0, β < 0 and the stability of these solutions. The analysis
is given from Figure 3 to Figure 11. These eight cases exhaust all possible transition scenarios.
The proof is finished.
5.5. Proof of Corollary 2. First notice that
γ22j,0,2 = 4α
2
j,0 + 4pi
2 < 4α2j,k + 4pi
2 = 4γ2j,k,1
γ20,2k,2 = 4α
2
0,k + 4pi
2 < 4α2j,k + 4pi
2 = 4γ2j,k,1
Thus
p2 ≥ 8 ≥
γ22j,0,2
γ2J
+ 4 ≥ γ
2
2j,0,2
γ2J
(1 + 4
γ22j,0,2
γ2J
) ≥ γ
2
2j,0,2
γ2J
(1 + 4
γ22j,0,2
γ2J
)
pi2Q
γ4J + pi
2Q
p1pi
2Q(1 + 4
γ2J
γ22j,0,2
) ≤ p1p2 γ
2
J
γ22j,0,2
(γ4J + pi
2Q)
p1pi
2Q(1 + 4
γ2J
γ22j,0,2
)− p2γ4J ≤ p1p2
γ2J
γ22j,0,2
(γ4J + pi
2Q)
Noticing that RR < R2j,0,2 we see that κ2j,0 < 0 with κ defined in (4.2). The same argument
shows also that κ0,2k < 0. By Lemma 1, pi
2 − 5α2J < 0. That shows that a < 0 where a is
defined in (4.1). Now by Corollary 1, b < 0 when p2 > 2.24. We can write a/b as:
a
b
= 1 +
pi4Q(pi2 − 5α2J)− 2pi4Q(pi2 − α2J)− p2α2JRR + κ2j,0 + κ0,2k
b
> 1.
Now, by Theorem 2, the transition depends on a/b and we see that the system is in Region I2
when a/b > 1, a < 0, b < 0. That proves the corollary.
5.6. Proof of Theorem 3. Define β (R) = β1Jc (R) = λ (R) + iρ (R) with λ (Rc) = 0, ρ (Rc) =
ρ > 0. The corresponding eigenvectors and conjugate eigenvectors are
ψJc = ψ
1
Jc + iψ
2
Jc , ψ
1
Jc = ReψJc , ψ
2
Jc = ImψJc ,
ψ∗Jc = ψ
∗1
Jc + iψ
∗2
Jc , ψ
∗1
Jc = Reψ
∗
Jc , ψ
∗2
Jc = Imψ
∗
Jc .
The horizontal components of the critical eigenvectors can be captured as in (5.2). The ampli-
tudes of the vertical velocity, the vertical magnetic field and the temperature of ψJc , ψ
∗
Jc
are
given by:
WJ = (p
−1
2 β + γ
2
J)α
2
JR,
ΘJ = ωJ(β)γ
2
J ,
H3,J = α
2
J lpiR,
(5.37)
W ∗J =
(
β + p2γ
2
J
)
p−11 α
2
J ,
Θ∗J = p2ωJ(β)γ
2
J ,
H∗3,J = −lpiQα2J .
(5.38)
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Here ωJ(β) =
(
β
p2
+ γ2J
)(
β
p1
+ γ2J
)
+Q (lpi)
2
. Then
Lψ1Jc = λψ
1
Jc − ρψ2Jc , Lψ2Jc = ρψ1Jc + λψ2Jc ,
Lψ∗1Jc = λψ
∗1
Jc − ρψ∗2Jc , Lψ∗2Jc = ρψ∗1Jc + λψ∗2Jc ,
and
(5.39)
(
ψ1Jc , ψ
∗1
Jc
)
=
(
ψ2Jc , ψ
∗2
Jc
)
,
(
ψ1Jc , ψ
∗2
Jc
)
=
(
ψ2Jc , ψ
∗1
Jc
)
.
We define the eigenvectors
Φ∗1Jc = ψ
∗1
Jc − Cψ∗2Jc , Φ∗2Jc = Cψ∗1Jc + ψ∗2Jc , C =
(
ψ2Jc , ψ
∗1
Jc
)(
ψ2Jc , ψ
∗2
Jc
) .(5.40)
Then by (5.39),(
ψ1Jc ,Φ
∗2
Jc
)
=
(
ψ2Jc ,Φ
∗1
Jc
)
= 0,
B :=
(
ψ1Jc ,Φ
∗1
Jc
)−1
=
(
ψ2Jc ,Φ
∗2
Jc
)−1 6= 0.
Now we write ψ = xψ1Jc + yψ
2
Jc
+ Φ where Φ is the center manifold function, x, y ∈ R. We can
write the reduced equations of (2.4), (2.5) as
(5.41)
dx
dt
= λx+ ρy +B
(
G (ψ,ψ) ,Φ∗1Jc
)
,
dy
dt
= −ρx+ λy +B (G (ψ,ψ) ,Φ∗2Jc)
We have the following approximation formula of the center manifold function, see [7]. For
z = xψ1Jc + yψ
2
Jc
∈ E1,(
(−LR)2 + 4ρ2
)
(−LR) Φ (z,R) =
(
(−LR)2 + 4ρ2
)
P2G (z,R)
− 2ρ2P2G (z,R) + 2ρ2P2G
(
xψ2Jc − yψ1Jc , R
)
+ ρ (−LR)
(
G
(
xψ1Jc + yψ
2
Jc , yψ
1
Jc − xψ2Jc , R
))
+G
(
yψ1Jc − xψ2Jc , xψ1Jc + yψ2Jc , R
)
+ o (2) ,
where
o (2) = o
(
‖z‖2
)
+O
(
|λ (R)| ‖z‖2
)
.
Here LR = LR |E2 for H = E1 ⊕ E2, E1 = span{ψ1Jc , ψ2Jc}, E2 = E⊥1 . As in the real case:
(5.42)
(
G
(
ψiJc , ψ
j
Jc
)
, ψ∗J
)
= 0 if J 6= (0, 0, 2) or J 6= (2jc, 2kc, 0).
By (5.42) and the above formula, we have the following approximation for the center manifold
(5.43) Φ (z,R) = Φ1ψ002 + Φ2ψ2jc2kc0 + o (2) ,
Here Φ1 and Φ2 are given by:
Φ1 = A1x
2 +A2xy +A3y
2,
Φ2 = A4x
2 +A5xy +A6y
2.
To compute Ai, we list the necessary results
g1ij :=
(
G
(
ψiJc , ψ
j
Jc
)
, ψ∗002
)
,(5.44)
g111 = −ReLβReωβ , g112 = −ReLβImωβ ,
g121 = −ImLβReωβ , g122 = −ImLβImωβ ;
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g2ij :=
(
G
(
ψiJc , ψ
j
Jc
)
, ψ2∗2jc2kc0
)
,(5.45)
g211 = −4Q−1α2JcRReKβ , g212 = −2Q−1α2JcRImKβ ,
g221 = g
2
12, g
2
22 = 0;
c1ij :=
(
G
(
ψiJc , ψ002
)
, ψ∗jJc
)
,(5.46)
c111 = p2ReLβReωβ , c
1
12 = p2ReLβImωβ ,
c121 = p2ImLβReωβ , c
1
22 = p2ImLβImωβ ;
c2ij :=
(
G
(
δβJc
i, ψ2jc2kc0
)
, ψ∗jJc
)
,(5.47)
c211 = 4α
2
JcReKβ , c
2
12 = 2α
2
JcImKβ ,
c221 = 2α
2
JcImKβ , c
2
22 = 0;
dij :=
(
G
(
ψ2jr2kr0, ψ
i
Jc
)
, ψ∗jJc
)
,(5.48)
d11 = 2(α
2
Jc − pi2)ReKβ , d12 = (α2Jc − pi2)ImKβ ,
d21 = (α
2
Jc − pi2)ImKβ , d22 = 0.
Here
ωβ =
(
β
p2
+ γ2Jc
)(
β
p1
+ γ2Jc
)
+Qpi2,
δβ = β + p2γ
2
Jc ,
Kβ = −L1L2
8
QRα2Jcpi
2p−12 δβ ,
Lβ =
L1L2
2
γ2Jcα
2
JcRpip
−1
2 δβ .
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Using these results, the coefficients of the center manifold function can be computed as follows:
A1 =
(
g111
(
16pi4 + 2ρ2
)
+ g1222ρ
2 − g112ρ4pi2 − g121
)
4pi2 (16pi4 + 4ρ2)
,
A2 =
((
g112 + g
1
21
)
16pi4 +
(
g111 − g122
) (
ρ4pi2 + 1
))
4pi2 (16pi4 + 4ρ2)
,
A3 =
(
g122
(
16pi4 + 2ρ2
)
+ g1112ρ
2 + g121ρ4pi
2 + g112
)
4pi2 (16pi4 + 4ρ2)
,
A4 =
(
16p22α
4
Jc
+ 2ρ2
)
g211 −
(
4ρp2α
2
Jc
+ 1
)
g212
4p2α2Jc
(
16p22α
4
Jc
+ 4ρ2
) ,
A5 =
(
4ρp2α
2
Jc
+ 1
)
g211 + 32p
2
2α
4
Jc
g212
4p2α2Jc
(
16p22α
4
Jc
+ 4ρ2
) ,
A6 =
2ρ2g211 +
(
4ρp2α
2
Jc
+ 1
)
g212
4p2α2Jc
(
16p22α
4
Jc
+ 4ρ2
) .
Plugging(5.43) into (5.41), we obtain the following ODE:
(5.49)
dx
dt
= λx+ ρy + a130x
3 + a121x
2y + a112xy
2 + a103y
3 + o(3),
dy
dt
= −ρx+ λy + a230x3 + a221x2y + a212xy2 + a203y3 + o(3).
Using the approximation (5.43), we get
(5.50)
(
G (ψ,ψ) ,Φ∗1Jc
)
=xΦ1
(
c111 − Cc112
)
+ xΦ2
(
c211 − Cc212
)
+
yΦ1
(
c121 − Cc122
)
+ yΦ2
(
c221 − Cc222
)
+
xΦ2 (d11 − Cd12) + yΦ2 (d21 − Cd22) + o(3),
(5.51)
(
G (ψ,ψ) ,Φ∗2Jc
)
=xΦ1
(
Cc111 + c
1
12
)
+ xΦ2
(
Cc211 + c
2
12
)
+
yΦ1
(
Cc121 + c
1
22
)
+ yΦ2
(
Cc221 + c
2
22
)
+
xΦ2 (Cd11 + d12) + yΦ2 (Cd21 + d22) + o(3).
Now we give the coefficients of the reduced equation (5.49). Using (5.43), (5.50) and (5.51),
the coefficients are computed by plugging (5.50), (5.51) into (5.41) and are given by:
a130 = B(A1(c
1
11 − Cc112) +A4X),
a121 = B(A1(c
1
21 − Cc122) +A2(c111 − Cc112) +A4(c221 + d21) +A5X),
a112 = B(A2(c
1
21 − Cc122) +A3(c111 − Cc112) +A5(c221 + d21) +A6X),
a103 = B(A3(c
1
21 − Cc122) +A6(c221 + d21)),
a230 = B(A1(Cc
1
11 + c
1
12) +A4Y,
a221 = B(A1(Cc
1
21 + c
1
22) +A2(Cc
1
11 + c
1
12) +A4C(c
2
21 + d21) +A5Y,
a212 = B(A2(Cc
1
21 + c
1
22) +A3(Cc
1
11 + c
1
12) +A5C(c
2
21 + d21) +A6Y,
a203 = B(A3(Cc
1
21 + c
1
22) +A6C(c
2
21 + d21)),
X = c211 + d11 − C(c212 + d12),
Y = c212 + d12 + C(c
2
11 + d11).
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The transition of (2.4)-(2.5) is determined by the sign of the following number at R = Rc;
see [7],
(5.52)
3pi
4
(
a130 + a
2
03
)
+
pi
4
(
a112 + a
2
21
)
.
which has the same sign as b defined by:
(5.53) b =
D1 +D2
pi2 (16pi4 + 4ρ2)
+
Qpi
(−3α2Jc + pi2)piRc
2p2γ2Jc
(
16p22α
4
Jc
+ 4ρ2
)D3.
Here
D1 = 2p2
(
3γ2JcA1 + ρA2 + γ
2
JcA3
)
(E1ψ11 + E2ψ21) ,
D2 = 2p2
(
ρA1 + γ
2
JcA2 + 3ρA3
)
(E1ψ21 − E2ψ11) ,
D3 = A4(3ψ11 + 2ψ21ρp
−1
2 γ
−2
Jc
) +A5ψ21 +A6(ψ11 + 2ψ21ρp
−1
1 γ
−2
Jc
),
E1 = (p2 + p1)(γ
4
Jcp
−1
1 +Qpi
2(p1 + 1)
−1),
E2 = (p2p1)
−1(p2 + p1)ργ2Jc ,
A1 = −
((
16pi4 + 2ρ2
)
γ2JcE1 + 2p
−1
2 ρE2ρ
2 − 4γ2JcE2ρpi2 − E1p−12 ρ
)
,
A2 = −
(
16pi4
(
E2γ
2
Jc + p
−1
2 ρE1
)
+
(
γ2JcE1 − p−12 ρE2
) (
4ρpi2 + 1
))
,
A3 = −
(
p−12 ρE2
(
16pi4 + 2ρ2
)
+ 2ρ2γ2JcE1 + 4pi
2p−12 ρ
2E1 + γ
2
JcE2
)
,
A4 = 2γ
2
Jc
(
16p22α
4
Jc + 2ρ
2
)− (4ρp2α2Jc + 1) ρ,
A5 = 2γ
2
Jc
(
4ρp2α
2
Jc + 1
)
+ 32p22ρ,
A6 = 4ρ
2γ2Jc +
(
4ρp2α
2
Jc + 1
)
ρ,
ψ11 = −((p2p1)−1ρ2α2JcRc + p2E22γ2c ),
ψ21 = (p
−1
1 ρα
2
JcRc + p2E1E2)γ
2
Jc .
Finally from (3.5), we notice that
(5.54) γ2Jc = O
(
Q1/3
)
as Q→∞.
Using this, we see that, as Q→∞,
(5.55) γ2Jc → cQ1/3, ρ2 →
p1p2 (1− p2)pi2
p1 + 1
Q.
for c > 0. Plugging (5.55) into the expression b defined in (5.53),we see that b < 0 as Q → ∞.
Also, it can be shown that the same result holds in the limit of small ρ. Theorem 3 is proved.
6. Physical Remarks and Conclusions
In this work, we investigate several transition scenarios of the magnetohydrodynamics (MHD)
equations. As is well known, for (MHD) due to non-selfadjoint linear opeartor, the transition
can be caused by a finite set of real or nonreal eigenvalues crossing zero.
When the first eigenvalue is real and simple, the transition depends on the character of the
first critical index. In this case, the transition can only be Type-I or Type-II depending on
a number exactly given by (4.1). In particular, when the first critical eigenmode has a roll
structure, the type of transition is independent of the Prandtl number p1. In this case, the
transition is Type-I if Q > Q∗ or p2 > p∗ where Q∗ and p∗ depends on the length scales of the
domain. We find that Q∗ < 307 and p∗ < 2.24 regardless of the length scales of the domain. As
max{L1, L2} ↑ ∞, Q∗ ↓ 4pi2 and p∗ ↓ 2/
√
3.
26 SENGUL AND WANG
Next we study the case where there are two critical real eigenvalues. In this case we only
consider the special geometry
L1
L2
=
j
k
√
3
.
with positive integers j, k and L1, L2 denoting the horizontal length scales of the box. With
this assumption, it is possible that two modes which can characterize a hexagon pattern become
unstable at the same critical parameter. In this case we find that all types of transitions are
possible in a total of eight different transition scenarios. However, in our numerical investigation,
we encountered only two of these scenarios. We find that when Q < Q∗ and p2 < p∗ the system
moves from a Type-III transition regime to a Type-I regime as p2 crosses p∗. The minimal
attractors in the stable domain of the Type-III transition regime have a steady rectangular
pattern. In the Type-I transition regime, the rectangles and rolls are minimal attractors, and
hexagons are unstable patterns after the transition. In this case we prove that for p2 ≥ 8, the
transition is always Type-I with rolls and rectangles as stable patterns and hexagons as unstable
patterns after the transition. However p2 ≥ 8 is a crude estimate and our numerical investigation
suggests that this type of Type-I transition will be preferred for p2 ≥ p∗2 where p∗2 < 2.24.
Finally, we consider the case where the first eigenvalue is simple and nonreal. This is always
the case when p2 < 1 and Q > Q0. We only consider a roll type critical eigenmode. In this
case the transition can be Type-I or Type-II. In particular for Q sufficiently large or when the
oscillation frequency ρ is sufficiently small, the transition is Type-I and the transition structure
is a time periodic roll pattern.
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