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Introduzione 
 
In un moderno sistema software per l’E-commerce, l’intenso uso di sistemi per la gestione 
dei database (DBMS), di tecnologie server-oriented e di architetture di distribuzione degli 
oggetti rende sempre più interessante (e necessario) poter definire i tempi e le 
caratteristiche di performance del sistema stesso. Legato a questo vi può essere anche 
l’esigenza di stabilire a priori la struttura topologica da assegnare ad un ambiente di E-
commerce in costruzione. A questo scopo con appositi benchmark e’ possibile misurare le 
prestazioni di svariati sistemi al fine di creare una apposita metodologia per la 
realizzazione di siti web. E’ in casi come questi che si sente il crescente bisogno di ottenere 
misurazioni di performance il più possibile standardizzate. A questo proposito, nel 
Febbraio del 2002 i membri del TPC (Transaction Processing Performance Council)[1] 
hanno rilasciato l’ultima versione delle specifiche (ver. 1.8)[3] del TPC Benchmark-W, un 
benchmark per ambienti di e-commerce. La Fig. 1 mostra la tipica struttura di un sito di 
commercio elettronico, sottolineando quali siano le aree di interesse per il benchmark 
TPC-W. 
 
 
Figura 1 
Il benchmark TPC-W si basa su di un modello commerciale di un negozio per la vendita di 
libri on-line che impiega scenari tipici di browsing e/o shopping. In questo modo consente 
di effettuare misurazioni di prestazione contemporaneamente sia sull’hardware che sul 
software incluso nel SUT (System Under Test) preso in considerazione. In particolare, il 
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TPC-W modificato da questo lavoro di tesi, e’ in grado di testare anche ambienti di E-
commerce che utilizzano in maniera preponderante uno o più middleware per la 
distribuzione degli oggetti. 
I middleware per la distribuzione degli oggetti creano facilmente sistemi software 
estremamente performanti per quanto riguarda le operazioni da compiere lato server. Un 
middleware è uno strato software che consente la creazione di applicazioni distribuite 
mascherando all’utilizzatore l’ubicazione dell’oggetto remoto facendoglielo apparire come 
locale e provvedendo in sua vece alla gestione del flusso informativo da e verso 
quest’ultimo. In Fig. 2 e’ mostrato come si modifica un comune sistema di E-commerce 
con l’introduzione di una architettura di distribuzione degli oggetti. 
 
Figura 2 
Come si evince dalla figura, il Web Server accede ad un Database Server attraverso un 
servizio remoto che non appartiene fisicamente alla propria rete ma che permette di vedere 
il DB come fosse una risorsa locale al Web Server. Diverse tipologie di middleware sono 
presenti in commercio: Microsoft propone DCOM[20], l’OMG (Object Management 
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Group) ha realizzato la soluzione platform-independent CORBA[19] (Common Object 
Request Broker Architecture), Java offre RMI[18] (Remote Method Invocation). . In 
ambito commerciale, i middleware per la distribuzione degli oggetti possono portare 
notevoli vantaggi nello snellimento del carico di lavoro da parte del Web Server. 
Ovviamente, i servizi sviluppati per un middleware risultano incompatibili con middleware 
differenti. Nell’ottica di estensione dei servizi offerti, può capitare di voler introdurre un 
nuovo servizio e di avere a disposizione un’implementazione per un middleware diverso da 
quello usato. Una soluzione al problema potrebbe essere quella di realizzare un porting del 
servizio per il middleware in uso (soluzione non certo soddisfacente al crescere del numero 
dei servizi, scenario questo abbastanza consueto per un Web Server). Una soluzione più 
interessante può essere quella di introdurre un nuovo componente architetturale (un 
gateway)[4] la cui funzione e’ quella di garantire l’interoperabilità fra middleware diversi 
(Fig. 3). La presenza del gateway fa sì che i servizi del middleware B possano essere 
utilizzati nel middleware A e viceversa. 
Il lavoro esposto nella presente tesi ha riguardato lo sviluppo di sistemi distribuiti per il 
commercio elettronico attraverso l’utilizzo di un gateway appositamente implementato per 
la comunicazione fra middleware diversi come RMI e CORBA e l’analisi delle loro 
performance. Sono stati scelti CORBA e RMI come middleware per la loro diffusione in 
ambito professionale. Il prototipo del gateway sviluppato e’ in grado di  rendere accessibile 
un servizio CORBA da RMI e viceversa. 
Il gateway opera proponendo al middleware verso il quale si vuole esportare il servizio una 
copia fittizia del servizio esterno (quello cioè sviluppato per un altro middleware). La 
funzione del “servizio fittizio” è quella di fare da tramite fra i due middleware, presentando 
la stessa interfaccia del servizio remoto sui diversi middleware. In questa situazione,  sono 
invocabili sul “servizio fittizio” gli stessi metodi implementati nel servizio remoto. All’atto 
dell’invocazione di un metodo sul “servizio fittizio”, questo provvede all’invocazione 
dell’omonimo metodo sul servizio esterno e restituisce l’eventuale parametro di ritorno 
della chiamata al richiedente. La metodologia utilizzata dal gateway per l’interfacciamento 
dei due middleware da noi proposta risulta non dipendente dalle particolari caratteristiche 
dei framework presi in considerazione, ragion per cui il suo utilizzo può essere esteso 
all’interfacciamento di framework diversi da quelli analizzati.  
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Figura 3 
Grazie ad un gateway di questo tipo e’ stato possibile realizzare nove sistemi 
completamente indipendenti che rappresentano gli scenari più comuni che si possono 
trovare all’interno di un sistema di commercio elettronico che voglia ottimizzare le proprie 
prestazioni attraverso la distribuzione del codice. Qui di seguito ne diamo una veloce 
descrizione, rimandando ai capitoli seguenti per una più attenta analisi: 
 
• Tpc-w: benchmark originale formato (nella parte Server) dal Web Server e dal 
Database Server. I client sono realizzati attraverso emulatori appositi. Nessun 
middleware impiegato. 
• Corba_db: TPC-W con middleware Corba per la distribuzione degli oggetti 
riguardanti il Database Server. Ciascuna servlet, per effettuare una query in 
database, invoca un metodo su un oggetto remoto utilizzando la tecnologia Corba.  
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• Corba_html: TPC-W con middleware Corba per la gestione remota del codice 
Html. Ciascuna servlet, per ottenere il codice Html necessario alla visualizzazione 
dei dati, invoca un metodo su un oggetto remoto utilizzando la tecnologia Corba. 
• Rmi_db: TPC-W con middleware Rmi. Ha un comportamento simile a quello 
tenuto dal progetto Corba_db, ma utilizzando questa volta la tecnologia Rmi.   
• Rmi_html: TPC-W con middleware Rmi. Assimilabile (come succede per 
Corba_db e Rmi_db) al progetto Corba_html con la differenza che questa volta la 
tecnologia utilizzata e’ Rmi. 
• Corba_to_Rmi_db: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
effettuare una query in database, invoca un metodo su un oggetto remoto con 
Corba. Il gateway si preoccupa di convertire la richiesta e gli oggetti passati nel 
loro equivalente Rmi. 
• Corba_to_Rmi_html: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
ottenere il codice Html necessario alla visualizzazione dei dati, invoca un metodo 
su un oggetto remoto con Rmi. Il gateway si preoccupa di convertire la richiesta e 
gli oggetti passati nel loro equivalente Rmi. 
• Rmi_to_Corba_db: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
effettuare una query in database, invoca un metodo su un oggetto remoto con Rmi. 
Il gateway si preoccupa di convertire la richiesta e gli oggetti passati nel loro 
equivalente Corba. Praticamente e’ la parte duale del progetto Corba_to_Rmi_db. 
• Rmi_to_Corba_html: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
ottenere il codice Html necessario alla visualizzazione dei dati, invoca un metodo 
su un oggetto remoto con Rmi. Il gateway si preoccupa di convertire la richiesta e 
gli oggetti passati nel loro equivalente Corba. Rappresenta il duale del progetto 
Corba_to_Rmi_html. 
 
L’analisi delle prestazioni delle soluzioni implementate è stato il passo successivo alla 
realizzazione dei sistemi distribuiti; per fare questo ci siamo basati anche su alcune 
interessanti metriche suggerite dal benchmark TPC-W, dato che al momento in letteratura 
non esiste una metodologia standardizzata per la valutazione delle performance di 
middleware all’interno di sistemi di commercio elettronico. 
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Avendo sviluppato per intero i sopraccitati sistemi distribuiti per E-commerce, l’approccio 
da noi seguito nella caratterizzazione delle performance dell’architettura proposta rientra 
nelle tecniche sperimentali di misura in quanto è stato possibile effettuare delle misure 
temporali su ciascun sistema implementato. Per ogni sistema, sono state scelte le seguenti 
tipologie di misurazione: 
• RTT (Round Trip Time) delle chiamate a metodo remoto, cioè il tempo che 
intercorre fra l’invocazione del metodo e l’ottenimento del risultato da parte della 
servlet installata sul Web Server. 
• WIPS (Web Interaction Per Second), cioè il numero medio di Web Interactions per 
secondo calcolato su ciascun sistema. 
 
I risultati ottenuti permettono di valutare le prestazioni della soluzione sviluppata fornendo 
indicazioni progettuali a chi intende reinstallare e configurare architetture basate su di essa. 
Inoltre, le misure effettuate possono essere usate per dare una caratterizzazione quantitativa 
di modelli di tali sistemi. In ultima analisi si suggerisce anche una metodologia di analisi 
da potersi applicare apriori per valutare le prestazioni di un sistema distribuito, basata sul 
trade-off ottenibile fra tipi di oggetti gestiti nell’applicazione e mix di web interactions 
sviluppate dal Web Server.   
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Capitolo 1 
TPC Web Commerce Benchmark (TPC-W) 
 
 
 
Nel presente capitolo viene analizzata l’applicazione di benchmark TPC-W. Dopo una 
breve introduzione sul benchmarking, vengono illustrate le caratteristiche principali del 
TPC-W ed in particolare le servlet che costituiscono il fulcro del sistema di E-commerce. 
  
1.1 Il benchmarking 
“What we cannot speak about we must pass over in silence.” 
  Ludwig Wittgenstein (1889-1951), filosofo austriaco 
 
Benchmarking significa misurare le prestazioni (siano esse velocità, costi od altro) con cui 
un componente, un computer od un intero sistema può eseguire un processo od una 
applicazione. In questa maniera e’ possibile ottenere un confronto anche tra differenti 
combinazioni implementative utilizzando eventualmente apposite metriche che aiutino 
l’osservatore nelle valutazioni di performance. Il Benchmarking di per sé non ha molto 
senso se non diventa parte di un processo di decisione in cui devono essere prese in 
considerazione le esigenze della società richiedente, espresse spesso sotto forma di indici 
aziendali come il ROI (Return On Investment). E’ dalla necessità di misurare la 
raggiungibilità degli obiettivi e dal bisogno (tutto business-oriented) di confrontarsi con la 
concorrenza che nascono benchmark sempre più di alto livello che permettono analisi 
comparative di interi sistemi (nel nostro caso per il commercio elettronico) formati dalle 
più diverse combinazioni hardware/software. I benchmark più noti (SPECWeb e TPC-C) 
sono sempre stati i punti di partenza per le aziende che intendono promuovere le 
caratteristiche dei propri servers di E-commerce. Comunque questi benchmark non 
riescono a rappresentare appieno il complesso lavoro che viene effettuato in un sito di 
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commercio elettronico. In questo scenario, nel Febbraio del 2000 il TPC (Transaction 
Processing Performance Council) cominciò a rilasciare le prime versioni (draft) delle 
specifiche del benchmark TPC-W per ambienti di E-commerce. Svariate sono le versioni 
di codice che sono state rilasciate, molte delle quali di tipo proprietario ad esclusivo uso 
delle case produttrici di sistemi web, allo scopo di testare e rendere pubblici i risultati dei 
propri sistemi. Per questo lavoro di tesi ci siamo affidati all’ implementazione rilasciata dal 
Prof. Mikko Lipasti[5][6], dell’università del Wisconsin – Madison, basata sulle specifiche 
1.0.1 del TPC-W. Vedremo nei prossimi paragrafi cosa e’ realmente il benchmark TPC-W. 
1.2 Il benchmark TPC-W 
Il TPC-W (Transaction Processing Performance Council –Web) e’ un documento di 
specifiche per un web benchmark per il commercio elettronico. Questo tipo di benchmark 
simula le attività di un web server per il commercio elettronico (business-oriented). Il 
carico di lavoro generato da questo benchmark testa un’ampia gamma di componenti di 
sistema associati a tale ambiente, caratterizzati da : 
 
• Sessioni multiple on-line di browser remoti 
• Generazione dinamica delle pagine con accesso e aggiornamento dei database 
• Consistenza degli oggetti Web 
• Esecuzione simultanea  di transazioni multiple 
• Modalità di esecuzione delle transazioni on-line 
• Consistenza del database per una vasta gamma di tabelle di vario tipo, misura , 
dimensione e relazione 
• Integrità delle transazioni (proprietà ACID) 
• Sincronizzazione degli accessi e degli aggiornamenti dei database 
 
Il modello preso in considerazione e’ quello di un negozio di vendita di libri on-line.  
Osservazione: Alcuni studi[14] hanno dimostrato che i prodotti più acquistati sul Web 
risultano essere libri (34%), CD musicali (27%) , hardware (25%). Questo e’ un valido 
motivo per ritenere ottima la scelta del benchmark TPC-W. 
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Per semplificare l’ ambiente di per sé già estremamente complesso, sono state tralasciate 
(anche perché non strettamente legate allo scopo di questo lavoro di tesi) le successive 3 
funzionalità: 
• Secure Socket Layer (SSL) 
• Credit Card Verification 
• Autorizzazioni al Secure On-Line Payment 
 
Inoltre il TPC-W richiede, come chiaramente indicato nelle sue specifiche, che siano 
completamente trasparenti al benchmark durante la sua esecuzione le seguenti 
funzionalità:(clausola 2.2.22 delle specifiche TPC-W[3]): 
 
• Multiplexing 
• Routing 
• Load Balancing 
• Caching 
Osservazione: In altre parole se un produttore ha implementato queste funzionalità, non 
deve essere presente nessun loro riferimento all’ interno del codice durante l’esecuzione 
del benchmark 
 
Gli Emulated Browser (EB, ovvero i clienti simulati attraverso una apposita applicazione 
Java) possono navigare liberamente e/o ordinare libri all’interno del sito. Un utente, o 
meglio un EB,  e’ lanciato da un Remote Browser Emulator (RBE) che simula lo stesso 
traffico ( di tipo HTTP) che potrebbe generare un cliente reale utilizzando un comune 
browser. In effetti e’ poi anche possibile collegarsi al sito con un qualunque browser per 
esaminarne i contenuti. Il sistema rappresentato dal benchmark consiste in un negozio di 
vendita on-line in cui i possibili clienti possono navigare ed effettuare ordinazioni del 
materiale. I clienti, in particolare, visitano il sito web della compagnia, scelgono gli oggetti 
di loro interesse, ne raccolgono le informazioni desiderate (potendone anche avere una 
piccola preview della copertina), creano un possibile ordine o analizzano propri ordini 
precedenti. Una parte di questi clienti finalizza anche l’ordine. Oltre questo, per rendere 
più realistica questa simulazione, sono implementate anche alcune funzioni dedicate 
all’amministratore del sito (aggiornamento oggetti e loro caratteristiche come prezzo, 
immagini e diapositive).  
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In Fig. 1.1 e’ riportato un tipico schema[2] per un sistema TPC-W 
 
Figura 1. 1 
 
Come si può ben capire dalla figura, il sistema TPC-W è composto da: 
 
• Un Web Server (nel caso di questo lavoro di tesi, Tomcat 5.0.12[11])  
• Un Database Server (nel nostro caso, MySQL[12] unito ai relativi programmi di 
gestione) 
• Web Caches e Images Server (non direttamente impiegati per questa tesi) 
 
Nel complesso quindi il cliente può navigare attraverso 14 diverse pagine web (o per 
meglio dire, il cliente può invocare 14 web interaction) che dal punto di vista 
implementativo corrispondono a 14 servlet completamente realizzate in Java. 
In particolare abbiamo 2 gruppi di web interaction possibili: quelle di tipo Browse e quelle 
di tipo Order. A seconda di quale gruppo di web interaction venga maggiormente invocato, 
il TPC-W simula 3 differenti scenari che corrispondono a ciò che si può presentare durante 
il normale svolgimento dell’attività di commercio elettronico; variando il rapporto di web 
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interaction invocate durante la navigazione all’interno del sito si hanno i seguenti tipi di 
scenario: shopping (WIPSs), browsing (WIPSb) e ordering (WIPSo).  
 Nella Fig. 1.2 sono evidenziate le percentuali di utilizzo di questi gruppi di web 
interaction per i 3 scenari pocanzi anticipati. 
 
Web Interaction Browsing Mix 
(WIPSb) 
Shopping Mix 
(WIPS) 
Ordering Mix 
(WIPSo) 
Browse 95 % 80 % 50 % 
Home 29.00 % 16.00 % 9.12 % 
New Products 11.00 % 5.00 % 0.46 % 
Best Sellers 11.00 % 5.00 % 0.46 % 
Product Detail 21.00 % 17.00 % 12.35 % 
Search Request 12.00 % 20.00 % 14.53 % 
Search Results 11.00 % 17.00 % 13.08 % 
Order 5 % 20 % 50 % 
Shopping Cart 2.00 % 11.60 % 13.53 % 
Customer Registration 0.82 % 3.00 % 12.86 % 
Buy Request 0.75 % 2.60 % 12.73 % 
Buy Confirm 0.69 % 1.20 % 10.18 % 
Order Inquiry 0.30 % 0.75 % 0.25 % 
Order Display 0.25 % 0.66 % 0.22 % 
Admin Request 0.10 % 0.10 % 0.12 % 
Admin Confirm 0.09 % 0.09 % 0.11 % 
Figura 1. 2 
In particolare, all’interno di questo lavoro di tesi ci siamo soffermati sullo scenario 2 
(Shopping Mix) poiché viene considerato uno scenario molto simile a ciò che accade poi 
nella realtà. Nei paragrafi successivi illustreremo i vari componenti del TPC-W 
sopraccennati con una particolare attenzione alle 14 servlet che saranno oggetto delle 
modifiche apportate al fine di ottenere la distribuzione degli oggetti in remoto. 
1.3 Caratteristiche del database 
Sebbene le specifiche del TPC-W[3] indichino espressamente modelli di database 
relazionali con schemi convenzionali di locking, i database possono essere implementati 
usando qualunque prodotto commerciale di database management system (DBMS), 
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database server, file system o altro sistema di immagazzinamento dati che fornisca 
funzioni equivalenti. Il database facente parte del sistema TPC-W consiste almeno di un 
minimo di 8 tabelle separate (vedi specifiche[3]). Le relazioni esistenti tra queste tabelle 
sono definite nel diagramma entità–relazioni in Fig. 1.3 dove le linee tratteggiate indicano 
una relazione di tipo 1-a-1 fra campi che non sono chiavi, le frecce indicano la direzione di 
una relazione 1-a-molti ed i caratteri in grassetto indicano le chiavi primarie e secondarie. 
 
Figura 1. 3 
Rimandiamo all’appendice A una descrizione più dettagliata dei vari campi delle tabelle 
del database (utile per capire il costo computazionale di ogni query in database). 
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1.4 Descrizione delle servlet 
Come precedentemente accennato, il Web Server del benchmark TPC-W e’ 
sostanzialmente composto da un certo numero(14) di servlet che si preoccupano di 
rispondere alle sessioni Http di ogni cliente. Nei successivi paragrafi sarà data una visione 
più dettagliata delle servlet che compongono il Web Server del Tpc-W. Esse sono: 
• TPCW_home_interaction 
• TPCW_Shopping_Cart 
• TPCW_Customer_Registration 
• TPCW_Buy_Request 
• TPCW_Buy_Confirm 
• TPCW_Order_Inquiry 
• TPCW_Order_Display 
• TPCW_Search_Request 
• TPCW_Execute_Search 
• TPCW_New_Product 
• TPCW_Best_Sellers 
• TPCW_Product_Detail 
• TPCW_Admin_Request 
• TPCW_Admin_Confirm 
1.4.1 TPCW_home_interaction 
Visione generale 
Questa servlet ritorna all’EB (Emulated Browser) una pagina web che contiene i link alla 
lista delle “new entries” ed alla lista dei “best sellers”. Questa pagina e’ il punto di 
partenza da cui ogni utente inizia la propria sessione di navigazione (Session). E’ inoltre 
una opzione di navigazione per la maggior parte delle altre pagine web del sito. In Fig. 1.4 
e’ riportato il diagramma a classi della servlet in questione. Come si può facilmente notare, 
la servlet e’ composta da un unico metodo (doGet) che (attraverso i parametri req e res, 
rispettivamente di tipo HttpServletRequest e HttpServletResponse) interagisce con l’EB 
restituendogli il codice html richiesto ed invocando 2 metodi esterni (appartenenti a classi 
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di utilità) necessari per la visualizzazione di alcuni dati del cliente (per la 
TPCW_say_hello) e per la promozione dei prodotti (la TPCW_promotional_processing).  
 
 
Figura 1. 4 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL della Home Page (contenuto nella richiesta HTTP) 
• se e’ la pagina iniziale di un cliente che e’ già registrato nel database come 
CUSTOMER, allora l’ EB presenta in ingresso un C_ID 
Elaborazioni  
• Se l’ utente e’ un utente registrato (CUSTOMER), e quindi e’ conosciuto il suo 
C_ID, allora il SUT (System Under Test) ottiene le seguenti informazioni dal 
database: 
o C_FNAME 
o C_LNAME 
• Il SUT esegue il Promotional Processing, che mostra i 5 libri in promozione per 
quel giorno. 
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• Il SUT produce il codice HTML per la Home Page e ritorna la pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
Il codice HTML per la Home Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 7172 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Shopping Cart>,<Search>e <Order Status> 
o L’ immagine del logo della compagnia 
o Le immagini(opportunamente rimpiccolite) dei 5 oggetti in promozione 
o Le immagini per le “Novità” e per i “Best Sellers” 
• Sia la lista delle “Novità” che la lista dei “Best Sellers” deve contenere 24 link ad 
argomenti diversi per ciascuna lista 
• I seguenti dati devono essere visualizzati (se già salvati dal SUT): 
o C_FNAME 
o C_LNAME 
 
In Fig. 1.5 e’ mostrata la Home Page prodotta dalla servlet come appare in un comune 
browser. 
Opzioni di navigazione per l’EB 
• Pulsante <Shopping Cart>: Crea una richiesta HTTP per ottenere lo stato del 
“carrello” attuale (Shopping cart), passando i seguenti parametri: 
o Una lista vuota di coppie (I_ID,QTY) 
o Un flag di tipo ADD_FLAG settato a “N” 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_search_request_servlet 
• Pulsante <Order Status>: Crea una richiesta HTTP per attivare la servlet 
TPCW_order_inquiry_servlet 
• Links <New Product>: Creano una richiesta HTTP per attivare la servlet 
TPCW_new_product_servlet, passando i seguenti parametri: 
o SUBJECT_STRING, scelta in maniera opportuna dall’ EB (ovvero 
selezionata da una distribuzione casuale uniforme di link a novita’) 
 
 TPC Web Commerce Benchmark (TPC-W)                                                                                                   15 
  Avallone Alessandro                        Benchmark per E-Commerce TPC-W: implementazione e  valutazione  
                                          delle prestazioni di soluzioni distribuite basate su gateway 
 
• Links <Best Sellers>: Creano una richiesta HTTP per attivare la servlet 
TPCW_Best_Sellers_servlet, passando i seguenti parametri: 
o SUBJECT_STRING, scelta in maniera opportuna dall’ EB (ovvero 
selezionata da una distribuzione casuale uniforme di link a best sellers) 
 
 
Figura 1. 5 
 
 TPC Web Commerce Benchmark (TPC-W)                                                                                                   16 
  Avallone Alessandro                        Benchmark per E-Commerce TPC-W: implementazione e  valutazione  
                                          delle prestazioni di soluzioni distribuite basate su gateway 
 
1.4.2 TPCW_Shopping_Cart 
Visione generale 
Questa servlet aggiorna il Carrello (Cart) alla data e orario attuali ed eventualmente 
consente di aggiungere o cancellare ulteriori oggetti. Ritorna all’ EB(Emulated Browser) la 
pagina web visualizzando gli aggiornamenti compiuti al carrello dell’ utente. Se non viene 
identificato uno Shopping Session ID subito, la servlet provvede a crearlo istantaneamente. 
In Fig. 1.6 ne diamo la visuale a classi da cui si capisce come anche questa servlet sia 
composta da un unico metodo (doGet) ma a differenza della precedente invochi alcune 
classi (Cart,CartLine) che costituiscono gli oggetti utilizzati dall’applicazione. 
 
Figura 1. 6 
Da notare che nei sistemi distribuiti implementati per questa tesi, queste classi dovranno 
essere modificate al fine di rendere compatibili tali oggetti con le architetture di 
distribuzione utilizzate. La classe TPCW_Database, inoltre, è la classe che si occupa di 
fornire l’implementazione dei metodi che effettuano le query in  database (anche questa 
classe sarà oggetto delle modifiche apportate per ottenere la distribuzione del codice). 
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Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Shopping Cart Web Interaction (contenuto nella richiesta 
HTTP) 
• Una lista di coppie di valori del tipo (I_ID,QTY) necessari per l’ eventuale 
aggiornamento del carrello. La lista può essere vuota. 
• Un flag (ADD_FLAG) per capire da quale altra servlet è invocata la 
TPCW_Shopping_Cart 
Elaborazioni  
• Se lo SHOPPING_ID non è noto, viene istantaneamente creato. Analoga cosa per il 
carrello (Cart) 
• Se viene creato un carrello durante questa interazione ed è noto anche il C_ID del 
cliente, allora il SUT recupera nome e cognome del cliente per associarli a quel 
carrello. 
• Il SUT aggiorna il carrello in base ai valori del flag(ADD_FLAG), al contenuto del 
carrello(CART) ed al contenuto delle coppie di valori passati(I_ID,QTY) 
• Viene calcolato il subtotale del carrello attuale 
• Il SUT esegue il Promotional Processing, che mostra i 5 libri in promozione per 
quel giorno. 
• Il SUT produce il codice HTML per la pagina Web Shopping Cart e ritorna la 
pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.7 e’ mostrata la Shopping Cart Page prodotta dalla servlet come appare in un 
comune browser: 
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Figura 1. 7 
Il codice HTML per la Shopping Cart Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 2056 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Checkout>,<Home>e <Refresh> 
o L’ immagine del logo della compagnia 
o Le immagini(opportunamente rimpiccolite) dei 5 oggetti in promozione 
• I seguenti dati devono essere visualizzati (se già salvati dal SUT): 
o SC_SUBTOTAL 
o SC_DATE 
o Per ogni prodotto del carrello devono essere visualizzati Titolo,Quantità, 
Costo al pubblico, Tipologia dell’ oggetto e Prezzo per il cliente 
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Opzioni di navigazione per l’EB 
• Pulsante <Refresh>: Crea una richiesta HTTP per aggiornare lo stato del “carrello” 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
• Pulsante <Checkout>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Customer_Registration 
1.4.3 TPCW_Customer_Registration 
Visione generale 
Questa servlet ritorna all’EB una pagina web che permette all’ utente di fornire le 
informazioni necessarie per registrarsi come nuovo cliente o per accedere alle ordinazioni 
come utente già registrato.  
 
Figura 1. 8 
In Fig. 1.8 possiamo vedere una descrizione con i diagrammi di classe della servlet. Come 
le servlet precedenti (e come del resto anche le successive, per cui si ometterà quando 
possibile di specificare le stesse cose) anche qui abbiamo un unico metodo (doGet) che 
(attraverso i parametri req e res, rispettivamente di tipo HttpServletRequest e 
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HttpServletResponse) interagisce con l’EB restituendogli il codice Html richiesto ed 
invocando il metodo TPCW_Database per l’eventuale query in database. 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Customer Registration Page(contenuto nella richiesta HTTP) 
Elaborazioni  
• Il SUT produce il codice HTML per la pagina Customer Registration e ritorna la 
pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.9 e’ mostrata la Customer Registration Cart Page prodotta dalla servlet come 
appare in un comune browser. 
Il codice HTML per la Customer Registration Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 2769 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Submit>,<Home>e <Search> 
o L’ immagine del logo della compagnia 
Opzioni di navigazione per l’EB 
• Pulsante <Submit>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Buy_Request 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
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Figura 1. 9 
1.4.4 TPCW_Buy_Request 
Visione generale 
Questa servlet registra un nuovo cliente o riconosce il cliente già registrato e ritorna all’EB 
una pagina web che visualizza le informazioni del cliente confermandone l’ identificazione 
oppure l’avvenuta registrazione. Visualizza inoltre un prospetto che riassume gli oggetti 
inseriti nel carrello attuale. La pagina fornisce anche numerosi campi editabili per 
immettere le informazioni riguardanti il pagamento e l’ indirizzo di consegna della merce. 
Nella figura successiva (Fig. 1.10) ne diamo un breve schema con un diagramma di classe. 
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Figura 1. 10 
Dalla figura sono evidenti gli oggetti complessi, utilizzati per l’esecuzione della servlet 
(Cart,CartLine,Customer,TPCW_Database), che verranno modificati per poter essere 
impiegati con le soluzioni distribuite suggerite dai prossimi capitoli. 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Buy Request Page(contenuto nella richiesta HTTP) 
• il valore del flag RETURNING_FLAG (a seconda del quale viene riconosciuto il 
nuovo cliente dal cliente già registrato), anch’esso contenuto nella richiesta HTTP 
• se RETURNING_FLAG = Y, il cliente (già registrato) deve fornire unicamente 
USERNAME e PASSWORD 
• se RETURNING_FLAG = N, il cliente (nuovo) deve fornire tutti i propri dati per 
attivarne la registrazione 
Elaborazioni  
• se RETURNING_FLAG = Y, il SUT recupera le informazioni relative al cliente 
dal database (utilizzando le USERNAME e PASSWORD) 
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• Il SUT aggiorna con un'unica transazione nel database i campi C_LOGIN e 
C_EXPIRATION  
• se RETURNING_FLAG = N, il SUT aggiunge il nuovo cliente al database (con 
un’unica transazione) 
• Il SUT produce il codice HTML per la pagina Buy Request contenente tutte le 
informazioni precedenti e ritorna la pagina web all’EB. Se RETURNING_FLAG = 
N, il SUT ritorna all’EB i valori C_ID e C_UNAME del nuovo cliente registrato 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.11 e’ mostrata la Buy Request Page prodotta dalla servlet come appare in un 
comune browser. 
Il codice HTML per la Buy Request Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 3690 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Process Order>,<Home>e <Shopping Cart> 
o Tutte le informazioni inerenti la richiesta da effettuare 
Opzioni di navigazione per l’EB 
• Pulsante <Process Order>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Buy_Confirm, passando i valori dei campi riempiti 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
• Pulsante <Shopping Cart>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Shopping_Cart, passando una coppia vuota di (I_ID,QTY) e un flag 
ADD_FLAG = N 
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Figura 1. 11 
1.4.5 TPCW_Buy_Confirm 
Visione generale 
Questa servlet (che in un contesto meno sperimentale è di tipo “secure”) trasferisce il 
contenuto del carrello attuale in un ordine per il cliente (ormai registrato) e richiede 
l’autorizzazione al pagamento. Successivamente ritorna al EB un riepilogo dell’ordine 
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acquisito. In analogia a quanto visto precedentemente, in Fig 1.12 è riportato il diagramma 
di classe per la Buy_Confirm. 
 
Figura 1. 12 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Buy Confirm Page(contenuto nella richiesta HTTP) 
• le informazioni necessarie al completamento dell’ordine,  concernenti il carrello 
utilizzato e le eventuali aggiunte ai dati anagrafici 
Elaborazioni  
• Basandosi sui parametri SHOPPING_ID e C_ID, il SUT ottiene le informazioni 
necessarie sul carrello(CART) e sul cliente(CUSTOMER) 
• Il SUT crea un ordine (ORDER) a cui aggiunge un elemento(ORDER_LINE) per 
ogni elemento presente nel carrello(CART) 
• Cerca di ottenere l’ autorizzazione al pagamento attraverso il PGE (Payment 
Gateway Emulator) 
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• Il SUT produce il codice HTML per la pagina Buy Confirm includendo al suo 
interno il riepilogo dell’ ordine e dei dati del cliente; il tutto viene  restituito come 
pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.13 e’ mostrata la Buy Confirm Page prodotta dalla servlet come appare in un 
comune browser. 
 
Figura 1. 13 
Il codice HTML per la Buy Confirm Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 1530 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 2 pulsanti <Home>e <Search> 
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• Devono essere visualizzate tutte le informazioni inerenti l’ ordine accettato 
Opzioni di navigazione per l’EB 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
1.4.6 TPCW_Order_Inquiry 
Visione generale 
Questa servlet (che in un contesto prettamente commerciale è di tipo “secure”) ritorna 
all’EB una pagina web che permette all’utente di fornire le informazioni necessarie alla 
propria identificazione. Da questa pagina si accede alle informazioni riservate del cliente. 
In Fig. 1.14 si può vedere il diagramma di classe della servlet in questione. 
 
Figura 1. 14 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Order Inquiry Page(contenuto nella richiesta HTTP) 
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Elaborazioni  
• Se l’utente è un cliente registrato con un proprio C_ID, il SUT recupera dal 
database il C_UNAME 
• Il SUT produce il codice HTML per la pagina Order Inquiry includendo al suo 
interno il C_UNAME se disponibile e ritorna la pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.15 e’ mostrata la Order Inquiry Page prodotta dalla servlet come appare in un 
comune browser. 
 
 
 
Figura 1. 15 
Il codice HTML per la Order Inquiry Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 953 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Display Last Order>,<Home>e <Search> 
• Deve essere visualizzata il C_UNAME se disponibile 
Opzioni di navigazione per l’EB 
• Pulsante <Display Last Order>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Order_Display, passando un C_ID (se disponibile) o generandone uno 
momentaneo 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
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• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
1.4.7 TPCW_Order_Display 
Visione generale 
Questa servlet (che in un contesto prettamente commerciale è di tipo “secure”) ritorna 
all’EB una pagina web in cui si visualizza lo stato dell’ultimo ordine creato dall’utente. In 
Fig. 1.16 si può vedere il diagramma di classe della servlet in questione. 
 
Figura 1. 16 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Order Display Page(contenuto nella richiesta HTTP) 
• le informazioni di riconoscimento del client (UNAME e PASSWD) 
Elaborazioni  
• Il SUT testa l’esattezza della password (PASSWD) 
• Il SUT, basandosi sul valore di UNAME, recupera tutte le informazioni riguardanti 
il cliente ed il suo ordine più recente. 
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• Il SUT produce il codice HTML per la pagina Order Display includendo le 
precedenti informazioni(se ci sono) e ritorna la pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.17 e’ mostrata la Order Inquiry Page prodotta dalla servlet come appare in un 
comune browser. 
 
Figura 1. 17 
Il codice HTML per la Order Display Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 1715 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
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o Le immagini per i 2 pulsanti <Home>e <Search> 
• Devono essere visualizzati tutti i campi facenti parte l’elaborazione(vedi sopra) 
della servlet 
Opzioni di navigazione per l’EB 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
1.4.8 TPCW_Search_Request 
Visione generale 
Questa servlet ritorna all’EB una pagina web che permette all’utente di specificare i criteri 
di ricerca per trovare gruppi di oggetti di un certo tipo. Nella successiva Fig. 1.18 si può 
vedere il diagramma di classe della servlet in questione. 
 
Figura 1. 18 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Order Display Page(contenuto nella richiesta HTTP) 
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Elaborazioni  
• Il SUT esegue il Promotional Processing, che mostra i 5 libri in promozione per 
quel giorno. 
• Il SUT produce il codice HTML per la pagina Search Request e ritorna la pagina 
web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.19 e’ mostrata la Search Request Page prodotta dalla servlet come appare in un 
comune browser. 
 
Figura 1. 19 
Il codice HTML per la Search Request Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 2004 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Shopping Cart>,<Submit> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini(opportunamente rimpiccolite) dei 5 oggetti in promozione 
Opzioni di navigazione per l’EB 
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• Pulsante <Submit>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Result, ottenendo dall’EB una coppia di 
stringhe(SEARCH_STRING e SEARCH_TYPE) contenente il criterio di ricerca ed 
il suo valore 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
• Pulsante <Shopping Cart>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Shopping_Cart, passando i seguenti parametri: 
o Una lista vuota di coppie (I_ID,QTY) 
o Un flag di tipo ADD_FLAG settato a “N” 
1.4.9 TPCW_Execute_Search 
Visione generale 
Questa servlet ritorna all’EB una pagina web che contiene la lista degli oggetti che 
“matchano” con il criterio specificato nella servlet precedente. In Fig. 1.20 è evidenziato il 
diagramma di classe della servlet in questione. 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Order Display Page(contenuto nella richiesta HTTP) 
• i campi necessari per la ricerca (SEARCH_TYPE e SEARCH_REQUEST) 
Elaborazioni  
• Dell’ insieme delle coppie (I_ID,I_TITLE) di oggetti che “matchano” con i criteri 
scelti, il SUT visualizza i primi 50 risultati (in ordine ascendente) 
• Il SUT esegue il Promotional Processing, che mostra i 5 libri in promozione per 
quel giorno. 
• Il SUT produce il codice HTML per la pagina Execute_Search includendovi, per 
ogni oggetto della lista, i campi I_TITLE, A_FNAME, A_LNAME ed il relativo 
link alla pagina dei dettagli sul prodotto (Product Detail Page) e ritorna la pagina 
web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
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Figura 1. 20 
Definizione dell’ output di ritorno 
In Fig. 1.21 e’ mostrata la Execute_Search Page(od anche Search Result Page) prodotta 
dalla servlet come appare in un comune browser. 
Il codice HTML per la Search Result Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 1891 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Shopping Cart>,<Search> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini(opportunamente rimpiccolite) dei 5 oggetti in promozione 
• Per ogni oggetto appartenente al risultato della ricerca, devono essere visualizzati i 
campi A_FNAME,A_LNAME,I_TITLE 
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Figura 1. 21 
Opzioni di navigazione per l’EB 
• Pulsante <Shopping Cart>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Shopping_Cart, passando i seguenti parametri: 
o Una lista vuota di coppie (I_ID,QTY) 
o Un flag di tipo ADD_FLAG settato a “N” 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
• Links <Titolo dell’oggetto>: Creano una richiesta HTTP per attivare la servlet 
TPCW_product_detail_servlet, passando il parametro I_ID, scelto in maniera 
opportuna dall’ EB (ovvero selezionato da una distribuzione casuale uniforme di 
link di URL a oggetti ottenibili) 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
1.4.10 TPCW_New_Product 
Visione generale 
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Questa servlet ritorna all’EB una pagina web contenente la lista delle “Novità” (ovvero gli 
oggetti di più recente pubblicazione). In analogia a quanto fatto precedentemente, in Fig. 
1.22 vi è il diagramma a classi della servlet in questione. 
 
Figura 1. 22 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la New Product Page(contenuto nella richiesta HTTP) 
• il campo SUBJECT_STRING necessario per la ricerca  
Elaborazioni  
• Dell’ insieme delle coppie (I_ID,I_TITLE) di oggetti che “matchano” con il valore 
del campo di ricerca, il SUT visualizza i primi 50 risultati (in ordine discendente 
per I_PUB_DATE e ascendente per I_TITLE) 
• Il SUT esegue il Promotional Processing, che mostra i 5 libri in promozione per 
quel giorno. 
• Il SUT produce il codice HTML per la pagina New Product includendovi, per ogni 
oggetto della lista, i campi I_TITLE, A_FNAME, A_LNAME ed il relativo link 
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alla pagina dei dettagli sul prodotto (Product Detail Page) e ritorna la pagina web 
all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.23 e’ mostrata la New Product Page prodotta dalla servlet come appare in un 
comune browser. 
Il codice HTML per la New Product Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 8095 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Shopping Cart>,<Search> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini(opportunamente rimpiccolite) dei 5 oggetti in promozione 
• Devono essere visualizzati i campi A_FNAME,A_LNAME e I_TITLE per ogni 
oggetto recuperato dal SUT 
Opzioni di navigazione per l’EB 
• Pulsante <Shopping Cart>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Shopping_Cart, passando i seguenti parametri: 
o Una lista vuota di coppie (I_ID,QTY) 
o Un flag di tipo ADD_FLAG settato a “N” 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
• Links <Titolo dell’oggetto>: Creano una richiesta HTTP per attivare la servlet 
TPCW_product_detail_servlet, passando il parametro I_ID, scelto in maniera 
opportuna dall’ EB (ovvero selezionato da una distribuzione casuale uniforme di 
link di URL a oggetti ottenibili) 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
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Figura 1. 23 
 
 
 
1.4.11 TPCW_Best_Sellers 
Visione generale 
Questa servlet ritorna all’EB una pagina web contenente la lista dei “Best Seller (ovvero 
gli oggetti più richiesti e/o acquistati). In Fig. 1.24 vi è il diagramma a classi della servlet 
in questione. 
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Figura 1. 24 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Best Sellers Page(contenuto nella richiesta HTTP) 
• il campo SUBJECT_STRING necessario per la ricerca  
Elaborazioni  
• Dell’ insieme delle coppie (I_ID,I_TITLE) di oggetti che “matchano” con il valore 
del campo di ricerca, il SUT visualizza i primi 50 risultati (presi ricercando fra gli 
oggetti appartenenti ai 3333 ordini più recenti) 
• Il SUT esegue il Promotional Processing, che mostra i 5 libri in promozione per 
quel giorno. 
• Il SUT produce il codice HTML per la pagina Best Sellers includendovi, per ogni 
oggetto della lista, i campi I_TITLE, A_FNAME, A_LNAME ed il relativo link 
alla pagina dei dettagli sul prodotto (Product Detail Page) e ritorna la pagina web 
all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
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Definizione dell’ output di ritorno 
In Fig. 1.25 e’ mostrata la Best Sellers Page prodotta dalla servlet come appare in un 
comune browser. 
 
Figura 1. 25 
Il codice HTML per la Best Sellers Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 6640 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Shopping Cart>,<Search> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini(opportunamente rimpiccolite) dei 5 oggetti in promozione 
• Devono essere visualizzati i campi A_FNAME,A_LNAME e I_TITLE per ogni 
oggetto recuperato dal SUT 
Opzioni di navigazione per l’EB 
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• Pulsante <Shopping Cart>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Shopping_Cart, passando i seguenti parametri: 
o Una lista vuota di coppie (I_ID,QTY) 
o Un flag di tipo ADD_FLAG settato a “N” 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
• Links <Titolo dell’oggetto>: Creano una richiesta HTTP per attivare la servlet 
TPCW_product_detail_servlet, passando il parametro I_ID, scelto in maniera 
opportuna dall’ EB (ovvero selezionato da una distribuzione casuale uniforme di 
link di URL a oggetti ottenibili) 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
1.4.12 TPCW_Product_Detail 
Visione generale 
Questa servlet ritorna all’EB una pagina web contenente informazioni dettagliate su un 
oggetto selezionato. In Fig. 1.26 vi è il diagramma a classi della servlet in questione. 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Product Detail Page(contenuto nella richiesta HTTP) 
• I_ID per identificare l’ oggetto  
Elaborazioni  
• Il SUT recupera, attraverso l’I_ID(chiave primaria all’ interno della tabella relativa) 
tutte le informazioni relative all’ oggetto (immagini comprese) 
•  Il SUT calcola il prezzo reale scontato per il cliente 
• Il SUT produce il codice HTML per la pagina Product Detail includendovi le 
informazioni ottenute e ritorna la pagina web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
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Figura 1. 26 
 
 
Definizione dell’ output di ritorno 
In Fig. 1.27 e’ mostrata la Product Detail Page prodotta dalla servlet come appare in un 
comune browser. 
Il codice HTML per la Product Detail Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 1726 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Add to Cart>,<Search>,<Update> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini relative all’oggetto 
• Devono essere visualizzati i campi relativi a tutte le informazioni riguardanti 
l’oggetto 
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Figura 1. 27 
Opzioni di navigazione per l’EB 
• Pulsante <Add to Cart>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Shopping_Cart, passando i seguenti parametri: 
o Una coppia (I_ID,QTY) con i valori opportuni 
o Un flag di tipo ADD_FLAG settato a “Y” 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
• Pulsante <Update>: Creano una richiesta HTTP per attivare la servlet 
TPCW_Admin_Request passando il parametro I_ID 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
1.4.13 TPCW_Admin_Request 
Visione generale 
Questa servlet ritorna all’EB una pagina web che consente all’utente (Amministratore) di 
apportare degli aggiornamenti ad un oggetto. In Fig. 1.28 possiamo vedere il diagramma a 
classi della servlet in questione. 
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Figura 1. 28 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Admin Request Page(contenuto nella richiesta HTTP) 
• I_ID per identificare l’ oggetto  
Elaborazioni  
• Il SUT recupera, attraverso l’I_ID(chiave primaria all’ interno della tabella relativa) 
tutte le informazioni relative all’oggetto (immagini comprese) 
•  Il SUT produce il codice HTML per la pagina Admin Request e ritorna la pagina 
web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.29 e’ mostrata la Admin Request Page prodotta dalla servlet come appare in un 
comune browser. 
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Figura 1. 29 
Il codice HTML per la Admin Request Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 1551 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 3 pulsanti <Submit Changes>,<Search> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini relative all’oggetto 
• Devono essere visualizzati i campi relativi a tutte le informazioni riguardanti 
l’oggetto 
Opzioni di navigazione per l’EB 
• Pulsante <Submit Changes>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Admin_Confirm, passando I_NEW_IMAGE,I_NEW_THUMBNAIL e 
I_NEW_COST (l’EB li genererà in maniera opportuna) 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
 
 TPC Web Commerce Benchmark (TPC-W)                                                                                                   46 
  Avallone Alessandro                        Benchmark per E-Commerce TPC-W: implementazione e  valutazione  
                                          delle prestazioni di soluzioni distribuite basate su gateway 
 
1.4.14 TPCW_Admin_Confirm 
Visione generale 
Questa servlet aggiorna un oggetto ( o meglio i suoi campi modificati dalla precedente 
servlet) e ritorna all’EB una pagina web contenente i dettagli dell’. In Fig. 1.30 possiamo 
vedere il diagramma a classi della servlet in questione. 
 
Figura 1. 30 
Parametri in ingresso 
Questa servlet e’ invocata da una richiesta HTTP ed accetta in ingresso: 
• l’indirizzo URL per la Admin Request Page(contenuto nella richiesta HTTP) 
• I_ID per identificare l’ oggetto ed i 3 parametri necessari per le modifiche 
(I_NEW_IMAGE, I_NEW_THUMBNAIL e I_NEW_COST) 
Elaborazioni  
• Il SUT recupera tutte le informazioni relative all’oggetto (immagini comprese) 
• Il SUT, con un’unica transazione in database, aggiorna i 3 campi specificati 
precedentemente 
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•  Il SUT produce il codice HTML per la pagina Admin Confirm e ritorna la pagina 
web all’EB 
• L’EB seleziona una possibile opzione di navigazione. 
Definizione dell’ output di ritorno 
In Fig. 1.31 e’ mostrata la Admin Confirm Page prodotta dalla servlet come appare in un 
comune browser. 
 
Figura 1. 31 
 
 
Il codice HTML per la Admin Confirm Page deve avere i seguenti requisiti: 
• La lunghezza del codice deve essere almeno di 1349 caratteri 
• Devono essere visibili almeno i seguenti oggetti: 
o Le immagini per i 2 pulsanti <Search> e <Home> 
o L’ immagine del logo della compagnia 
o Le immagini aggiornate relative all’oggetto 
• Devono essere visualizzati i campi relativi a tutte le informazioni riguardanti 
l’oggetto 
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Opzioni di navigazione per l’EB 
• Pulsante <Search>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Search_Request 
• Pulsante <Home>: Crea una richiesta HTTP per attivare la servlet 
TPCW_Home_Interaction 
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Capitolo 2 
Implementazione delle Soluzioni Distribuite 
 
 
 
Dopo aver descritto in generale cosa sia il TPC-W, in questo capitolo viene affrontata la 
descrizione progettuale dei nove sistemi derivati da questo benchmark. Dapprima viene 
illustrato il principio di località degli oggetti in base al quale si capisce quale tipo di 
oggetti viene distribuito e quale no . Successivamente viene data una descrizione delle 
caratteristiche salienti di ciascun sistema implementato. 
 
La parte di implementazione della tesi e’ consistita nella modifica del codice sorgente del 
benchmark TPC-W al fine di ottenere (oltre alla versione originaria) un insieme di 8 
sistemi che utilizzano in maniera preponderante le architetture di distribuzione degli 
oggetti analizzate: RMI[18] e CORBA[19]. 
Sono stati realizzati 9 SUT (System under test), ciascuno dei quali e’ composto da: 
 
• Un insieme di 14 servlet che girano su un Web Server (Tomcat 5.0.12)  
• Un Gateway (dove necessario) 
• Un Server remoto che risponde alle eventuali richieste delle servlet  
 
L’idea di fondo che ci ha mosso nell’approccio a questo lavoro di tesi e’ quella di poter 
analizzare quali siano i vantaggi di un tipo di distribuzione degli oggetti rispetto ad un 
altro, quali vantaggi se ne possano trarre dal distribuire elaborazioni pure e semplici 
(quindi tempi di calcolo dell’ ordine dei tempi di comunicazione) o distribuire metodi che 
poi dovranno accedere a database remoti (quindi con tempi di esecuzione di gran lunga 
maggiori). 
Nella presentazioni successive delle architetture implementate,infatti, si evidenzierà 
sempre quale sia il compito del Server Remoto, cioè quell’oggetto remoto su cui poter 
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invocare metodi da parte del Web Server. In questo modo si opera un sensibile 
alleggerimento del lavoro computazionale a carico del Web Server ed  un riutilizzo di 
codice implementato per tecnologie di distribuzione differenti (senza dover ricorrere a 
costosi porting) pagando in termini di tempo per l’ introduzione del gateway (software). 
Compito di un capitolo successivo (Capitolo 4) sarà quello di quantificare quanto costi (in 
termini di prestazioni) questo inserimento.  Si considerano quindi coperti i vari scenari che 
si possono presentare in un tipico ambiente internet in cui i Web Server che ricevono 
richieste dai Client (per mezzo di Web Browser) devono compiere elaborazioni più o meno 
complesse per cui può risultare utile demandare ad altre macchine (remote) alcune parti 
delle elaborazioni richieste. 
Al fine di avere uno strumento utile per effettuare test di performance, si e’ scelto di basare 
questo studio su metodi remoti ispirati direttamente a quelli utilizzati nel benchmark TPC-
W in quanto riconosciuto e apprezzato benchmark per il commercio elettronico. In questa 
maniera si e’ voluto affrontare un ampliamento sistematico di quanto già affrontato nella 
tesi precedente: adesso i  metodi remoti non invocano e/o restituiscono più solo tipi 
predefiniti ma utilizzano oggetti complessi tipicamente impiegati in un sistema di 
commercio elettronico. Inoltre nell’ottica delle misurazioni che andremo a prendere in 
considerazione, le richieste al Web Server impongono adesso anche una attività di calcolo 
ulteriore che deve essere sommata al tempo impiegato per espletare le richieste dei metodi 
remoti. 
Si e’ quindi provveduto ad estendere il Gateway realizzato in una tesi precedente[4] in 
maniera da riuscire ad interfacciare ogni tipo di richiesta complessa effettuata in una delle 
due tecnologie prese in considerazione. 
Le modifiche da noi apportate hanno quindi creato 8 sistemi di tipo “3-tier” in cui i Clients 
(Client-Tier) interagiscono con il Web Server (Server-Tier) il quale invoca, a seconda 
delle operazioni da effettuare, sul Database Remote Object o sul HTML Remote Object 
(Gestore delle Richieste Remote-Tier) diverse funzioni (distribuite) che restituiranno 
oggetti di vario tipo con cui creare le risposte ai clienti. 
In Fig. 2.1 vi e’ uno schema che sottolinea la presenza dei 2 (HTML e Database) Remote 
Objects definiti attraverso i paradigmi proprietari di CORBA e RMI. Questi oggetti 
formano il 3 livello (Gestore delle Richieste Remote-Tier) dei nostri TPC-W 
modificati/distribuiti. Da notare come la parte relativa ai clienti non e’ stata modificata; le 
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connessioni al Web Server vengono sempre effettuate via TCP/IP (con una LAN 
10/100Mbit nel nostro caso di testing). 
 
 
Figura 2. 1 
Riassumendo, l’intero lavoro di implementazione e’ consistito nella  generazione dei 
seguenti sistemi: 
 
• Tpc-w: benchmark originale formato (nella parte Server) dal Web Server e dal 
Database Server. I client sono realizzati attraverso emulatori appositi (EB). Nessun 
middleware e’ stato impiegato. 
• Corba_db: TPC-W con middleware Corba per la distribuzione dei metodi che si 
occupano di interrogare il database. Ciascuna servlet, per effettuare una query in 
database, invoca un metodo su un oggetto remoto utilizzando la tecnologia Corba. 
Il resto delle elaborazioni viene effettuato in locale. 
• Corba_html: TPC-W con middleware Corba per la distribuzione dei metodi che si 
occupano di restituire il codice Html necessario alla visualizzazione della pagina 
sul Web Browser del cliente. Ciascuna servlet, per ottenere il codice Html, invoca 
un metodo su un oggetto remoto utilizzando la tecnologia Corba. Le query in 
database vengono invece invocate sul database locale. 
• Rmi_db: TPC-W con middleware Rmi (con le stesse funzionalità del progetto 
Corba_html). Ciascuna servlet, per effettuare una query in database, invoca un 
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metodo su un oggetto remoto utilizzando la tecnologia Rmi. Il resto delle 
elaborazioni viene effettuato in locale. 
• Rmi_html: TPC-W con middleware Rmi (simile per funzionalità al progetto 
Corba_html). Ciascuna servlet, per ottenere il codice Html necessario alla 
visualizzazione dei dati, invoca un metodo su un oggetto remoto utilizzando la 
tecnologia Rmi. . Le query in database vengono invece invocate nel database 
locale.  
• Corba_to_Rmi_db: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
effettuare una query in database, invoca un metodo su un oggetto remoto con 
Corba. Il gateway si preoccupa di convertire la richiesta e gli oggetti passati nel 
loro equivalente Rmi. Il resto delle elaborazioni viene effettuato in locale. 
• Corba_to_Rmi_html: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
ottenere il codice Html necessario alla visualizzazione dei dati, invoca un metodo 
su un oggetto remoto con Rmi. Il gateway si preoccupa di convertire la richiesta e 
gli oggetti passati nel loro equivalente Rmi. . Le query in database vengono invece 
invocate nel database locale. 
• Rmi_to_Corba_db: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
effettuare una query in database, invoca un metodo su un oggetto remoto con Rmi. 
Il gateway si preoccupa di convertire la richiesta e gli oggetti passati nel loro 
equivalente Corba. Il resto delle elaborazioni viene effettuato in locale. 
• Rmi_to_Corba_html: TPC-W con middleware Rmi e Corba. Ciascuna servlet, per 
ottenere il codice Html necessario alla visualizzazione dei dati, invoca un metodo 
su un oggetto remoto con Rmi. Il gateway si preoccupa di convertire la richiesta e 
gli oggetti passati nel loro equivalente Corba. . Le query in database vengono 
invece invocate nel database locale. 
 
Nei paragrafi successivi daremo una descrizione più particolareggiata dei vari sistemi presi 
in considerazione, analizzandone brevemente il progetto e le tecnologie impiegate. 
Adesso però vediamo di analizzare un po’ più in dettaglio come certi oggetti vengano 
riferiti (indipendentemente dalla architettura di distribuzione impiegata) all’interno dei vari 
progetti, dato che avremo a che fare con oggetti locali (ovvero oggetti facenti parte della 
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stessa zona di visibilità del chiamante la funzione) e oggetti remoti (il chiamante e 
l’oggetto su cui invocare il metodo sono su macchine separate fisicamente e logicamente). 
In altre parole utilizzeremo metodi invocati su oggetti locali e metodi invocati su oggetti 
remoti (per il chiamante i 2 oggetti risulteranno come fossero locali) al fine di poter 
valutare, attraverso misurazioni opportune, le prestazioni dei 2 tipi di chiamata. 
2.1 Localizzazione degli oggetti 
Lo scopo di questo paragrafo e’ chiarire come avviene il passaggio e/o la localizzazione 
degli oggetti nei sistemi distribuiti che utilizzano architetture di distribuzione degli oggetti 
come CORBA e RMI. Gli oggetti creati si dividono in “remoti” e “locali”. Una funzione 
distribuita (o meglio un metodo) viene invocata su un oggetto “remoto” (su cui è definita) 
passando e/o restituendo come parametri oggetti che possono essere a loro volta “remoti” o 
“locali”. Nel caso in cui venga passato un oggetto “remoto”, si vedrà come quello che 
viene passato è un riferimento all’oggetto “remoto”. Nel caso in cui invece venga passato 
un oggetto “locale” si creerà una copia campo per campo dell’oggetto stesso. 
 
Un oggetto “remoto”  e’ un’entità creata e definita da una 
opportuna interfaccia e  per cui e’ disponibile un riferimento 
(object reference).Il Client invocherà le opportune funzioni 
distribuite su questo oggetto remoto. 
Un oggetto “locale” e’ un’ entità visibile e accessibile dal 
sistema che l’ ha creata e definita. Non fornisce riferimenti 
esterni per cui le funzioni definite su di esso possono essere 
invocate esclusivamente dal sistema che lo contiene. 
 
Come si vede, gli scenari che si presentano possono essere estremamente complessi. 
2.1.1 Oggetti locali ed oggetti remoti 
In Fig. 2.2 vi e’ un esempio chiarificatore di come vengano gestiti contemporaneamente 
oggetti remoti e oggetti locali. 
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Figura 2. 2 
Infatti la funzione distribuita Get invocata dal Web Server sull’oggetto remoto Database 
Remote Object può restituire: 
• Un oggetto fisico (coloro rosso), cioè si crea sul Web Server una copia identica 
dell’oggetto passato ed e’ sulla copia locale che verranno invocati i metodi 
dell’oggetto 
• Un riferimento ad un oggetto remoto (colore verde), cioè le funzioni invocate dal 
Web Server su questo riferimento verranno invocate attraverso il network 
direttamente sull’ oggetto remoto Generic Remote Object 
Osservazione: L’oggetto obj_1 e’ creato e allocato sulla machina dove e’ 
creato e allocato l’oggetto remoto Database Remote Object 
 
Quindi, un oggetto remoto e’ accessibile solo se e’ disponibile un riferimento all’oggetto 
stesso (questo riferimento viene creato nelle architetture ad oggetti distribuiti, come 
CORBA e RMI, con procedure semi-automatiche). 
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Un oggetto locale, ed in particolare i suoi metodi, sono invece invocabili direttamente dal 
sistema che ha creato l’ oggetto. 
2.1.2 Il passaggio di oggetti 
Entrambe le architetture ad oggetti distribuiti permettono di passare (e/o tornare) oggetti 
nelle funzioni  distribuite. In altre parole, una funzione che viene invocata su un oggetto 
remoto (cioè una funzione distribuita), può passare (e/o tornare)  oggetti che possono 
essere a loro volta oggetti remoti (nel qual caso si tratta di un riferimento all’ oggetto) o 
locali ( ovvero lungo il canale di trasmissione vengono passati tutti i campi dell’ oggetto).  
2.1.3 Scelte effettuate riguardo gli oggetti nella Tesi 
Nella realizzazione della nostra Tesi, si sono operate particolari scelte implementative. 
Vediamole: 
• Le funzioni distribuite (metodi) vengono invocate dal Web Server su 2 
tipi di oggetti esclusivamente remoti (chiaramente collocati su macchine 
separate dal Server) diversi: Database Remote Object e HTML Remote 
Object .In questi oggetti sono definite le implementazioni dei metodi 
invocati, e ciascuno dei metodi restituisce oggetti più o meno complessi. 
• Sia gli oggetti passati che gli oggetti restituiti nelle funzioni distribuite 
(definite sugli oggetti remoti Database Remote Object e HTML Remote 
Object) sono creati localmente nella macchina richiedente e nella 
macchina ricevente. All’atto della restituzione dell’oggetto, viene fatta 
una copia fisica (campo per campo) del risultato (vedi percorso rosso 
nella figura precedente). Si capisce quindi che non sono mai stati 
restituiti riferimenti ad oggetti (come il percorso verde del disegno 
precedente) . 
2.1.4 Considerazioni sulle scelte effettuate 
Spieghiamo qui le motivazioni delle precedenti scelte implementative che sfruttano gli 
oggetti remoti come “gestori dei metodi” mentre utilizzano oggetti locali quando devono 
passare parametri. 
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Poiché la Tesi simula un ambiente reale sviluppato per il commercio elettronico, e’ 
auspicabile fra Web Server e Gestore delle Richieste Remote un utilizzo massiccio delle 
caratteristiche delle architetture ad oggetti distribuiti: infatti potrebbe risultare un vantaggio 
il fatto che il Web Server deleghi ad un oggetto remoto l’espletamento di parte delle sue 
funzioni (ne guadagna il Web Server in velocità e prestazioni), poiché si riduce 
sensibilmente il carico di lavoro del Web Server. 
E’ invece dannoso che il Gestore delle Richieste Remote restituisca (per esempio) 
riferimenti ad oggetti al Web Server: infatti, il Web Server per ogni successiva 
elaborazione sul parametro restituito, dovrebbe invocare continuamente metodi 
sull’oggetto remoto avendo quindi bisogno di una “banda di comunicazione” eccessiva 
verso l’eventuale oggetto remoto richiesto. 
 
 
2.2 Descrizione dei progetti distribuiti 
Nei paragrafi successivi si provvede a fornire una descrizione progettuale di ogni sistema, 
dando anche un accenno allo schema del Tpc-W originario da cui i restanti sistemi sono 
stati tratti. 
 
2.2.1 Tpc-w 
 
Come ampiamente analizzato nel capitolo precedente, questo e’ il progetto originario da 
cui poi derivano le soluzioni (distribuite) implementate per gli scopi di questa tesi. In Fig. 
2.3 e’ illustrato uno schema del progetto TPC-W. 
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Figura 2. 3 
Ogni servlet (univocamente legata ad una precisa web interaction) compie le necessarie 
elaborazioni al proprio interno (configurazione dei dati di in/out, formattazione della 
pagina web da restituire al cliente, produzione codice html necessario,ecc….) mentre 
demanda ad una ulteriore classe (TPCW_Database.java) l’implementazione dei metodi che 
effettuano query nel database. Questo tipo di soluzione architetturale richiede 
necessariamente macchine molto potenti dal punto di vista delle prestazioni dato che ogni 
operazione effettuata lato-server avviene localmente al server stesso (al limite, come 
spesso utilizzato nella realtà, si hanno più server in parallelo per aumentare la potenza di 
calcolo).   
2.2.2 Corba_tpcw_db 
Nel progetto vengono utilizzate le funzionalità del middleware CORBA per realizzare un 
server remoto che si occupi delle query in database. In Fig. 2.4 e’ riportata una 
schematizzazione del sistema Corba_tpcw_db. 
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Figura 2. 4 
Il server remoto db_reqServer provvede a dichiarare e registrare nell’ORB l’oggetto 
distributed_functions; i metodi remoti (oltre  all’oggetto remoto stesso) sono dichiarati nel 
file distributed_functions.idl. Le varie servlet, attraverso la classe TPCW_Database.java, 
ricercano ed invocano su questo oggetto i metodi remoti che interrogano il database.  
 Per quanto riguarda il resto delle elaborazioni, esse continuano ad essere svolte in locale 
sul Web Server da ciascuna servlet. 
In Fig. 2.5 viene data una panoramica delle classi riguardanti l’oggetto remoto CORBA, 
illustrandone le principali dipendenze (in seguito questi diagrammi verranno omessi 
quando simili); viene inoltre specificato se si tratta di classi di sistema, generate dal 
compilatore o prodotte dal programmatore. 
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Figura 2. 5 
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I files caratterizzanti il sistema distribuito sono: 
• distributed_funcions.idl: e’ il file nel quale viene dichiarato l’oggetto remoto 
distributed_funcitons. Mediante il compilatore IDL, sulla base delle definizioni 
delle interfacce degli oggetti, verranno generate le classi java che costituiscono lo 
stub ed il POA. L’oggetto remoto distributed_functions si preoccupa di dichiarare i 
metodi remoti che effettueranno query in database; all’interno sono dichiarati, oltre 
ai tipi predefiniti, anche i tipi complessi CORBA_Book, CORBA_ShortBook, 
CORBA_CartLine, CORBA_Cart, CORBA_BuyConfirmResult, CORBA_Customer, 
CORBA_Order, CORBA_OrderLine, array_OrderLine, array_Book, 
array_ShortBook. 
• db_reqImpl.java: la classe estende la distributed_functionsPOA e fornisce 
l’implementazione dell’oggetto distributed_functions. All’ interno di questa classe 
abbiamo la definizione dei metodi dichiarati nell'interface distributed_functions.idl 
e la definizione di ulteriori metodi che permettono di gestire le politiche di Pooling 
per l’accesso al database. 
• db_reqServer.java: e’ la classe java che implementa il server remoto. Provvede a 
dichiarare l’oggetto remoto distributed_functions e a creare il POA che lo gestisce. 
Inizializza l’ambiente CORBA.  
• TPCW_Database.java: la classe rappresenta, per il SUT in questione, la parte-client 
dell’applicazione distribuita. Questa classe si occupa di raccogliere al suo interno 
tutti i metodi che effettuano query in database. In questa maniera ciascuna servlet, 
nel momento in cui deve effettuare interrogazioni nel database, invoca un metodo 
di questa classe che a sua volta consente l invocazione di un metodo sull’oggetto 
remoto distributed_functions esportato dal db_reqServer (in questo caso parte-
server dell’applicazione distribuita). 
 
2.2.3 Corba_tpcw_html 
 
In questo progetto vengono utilizzate caratteristiche simili al progetto precedente per 
realizzare un sistema distribuito. La differenza sostanziale in questa implementazione e’ 
che il server remoto non effettua più query in database ma si occupa più semplicemente di 
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restituire codice Html a ciascuna servlet richiedente (quindi tempi di calcolo con latenze 
nettamente inferiori). 
Analogamente al progetto precedente il server remoto html_reqServer provvede a 
dichiarare e registrare nell’ ORB l’ oggetto distributed_functions mentre questa volta 
direttamente le servlet (quindi il server locale) ricercano e invocano su questo oggetto i 
metodi remoti che restituiscono stringhe di codice Html. 
In Fig. 2.6 viene riportata una schematizzazione del sistema Corba_tpcw_html. 
 
Figura 2. 6 
In Fig. 2.7 viene data una panoramica delle classi relative all’oggetto remoto CORBA, 
illustrandone le principali dipendenze specificandone inoltre se si tratta di classi di sistema, 
generate dal compilatore o prodotte dal programmatore.  
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Questa immagine e quella del paragrafo precedente rappresentano i 2 modelli classici di 
diagramma a classi; per i successivi progetti, si ometterà di specificare questi diagrammi 
data la forte somiglianza con essi. 
I files principali che descrivono l’ applicazione distribuita sono :  
• distributed_funcions.idl: ogni metodo qui dichiarato prende in ingresso una serie di 
parametri per poter comporre il codice Html necessario alla servlet 
• html_reqImpl.java: La classe estende la distributed_functionsPOA e fornisce 
l’implementazione dell’oggetto distributed_functions. All’interno di questa classe 
abbiamo la definizione dei metodi dichiarati nell’interface distributed_functions.idl. 
Ogni metodo si preoccupa di formare una stringa composta da codice Html e 
stringhe derivate dai vari parametri in ingresso. La stringa restituita sarà di tipo 
string (N.B. l’ iniziale minuscola, tipica di Corba).  
• html_reqServer.java: e’ la classe java che implementa il server remoto. Provvede a 
dichiarare l’oggetto remoto distributed_functions e a creare il POA che lo gestisce. 
• Servlet: ciascuna servlet invoca direttamente uno o più metodi dichiarati 
sull’oggetto remoto distributed_functions esportato dal html_reqServer. 
Osservazione: : Nei progetti di tipo _html i metodi devono ritornare unicamente una 
stringa di caratteri più o meno complessa formata dal codice Html necessario alla servlet 
relativa per visualizzare la pagina Web richiesta dal cliente.  
 
2.2.4 Rmi_tpcw_db 
Nel progetto e’ implementato il SUT distribuito (Server locale e Server Remoto) 
utilizzando Rmi quale framework per la comunicazione. In Fig. 2.8 e’ riportato lo schema 
del sistema Rmi_tpcw_db. 
Il server remoto esporta l’oggetto db_reqImpl. La struttura degli oggetti, l’insieme dei 
metodi richiamabili nonché l’ interfaccia delle applicazioni e’ la medesima di quella vista 
nel progetto Corba_tpcw_db. Le differenze risiedono nell’attività da compiere per 
l’utilizzo degli oggetti e nell’insieme delle classi costituenti il progetto, differenze 
necessarie per poter sfruttare le peculiarità di Rmi. 
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Figura 2. 8 
 
L’ insieme delle classi relative all’ oggetto db_reqImpl e’ riportato in Fig. 2.9. Risulta 
evidente la maggiore semplicità del framework Rmi se rapportato a quello Corba. Si nota 
poi come in Rmi sia concesso effettuare overloading delle funzioni (quindi non si ha 
bisogno di rinominare funzioni simili che si differenziano solo per il numero ed i tipi dei 
parametri passati) ed inoltre non ci sia bisogno di costruire ulteriori oggetti per poter 
passare dati complessi (come invece accade in Corba dove all’interno del file .idl tutte le 
strutture di dati complessi devono essere ridefiniti con il linguaggio IDL). 
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Figura 2. 9 
La descrizione del progetto sarà data analizzandone le classi java componenti riportate di 
seguito: 
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• db_reqInterface.java: definisce l’interfaccia di un oggetto db_reqImpl. Secondo le 
specifiche del Java Remote Method Invocation (java RMI) l’ interfaccia remota 
deve essere dichiarata public ed estendere l’ interfaccia java.rmi.Remote; inoltre 
poiché le invocazioni a metodo remoto possono fallire in maniera assai diversa 
dalle chiamate a metodi locali (per esempio problemi con il server o problemi 
dovuti alle connessioni sulla rete in questione),  i metodi remoti ne riporteranno 
comunicazione lanciando una eccezione di tipo java.rmi.RemoteException.   
• db_reqImpl.java: provvede ad implementare un oggetto db_reqImpl. La classe 
estende la UnicastRemoteObject ed implementa la db_reqInterface. All’ interno di 
questa classe abbiamo la definizione dei metodi dichiarati nell’ interface 
db_reqInterface.java e la definizione di ulteriori metodi che permettono di gestire le 
politiche di Pooling per l’ accesso al database. 
• db_req.policy: e’ il file di configurazione per l’implementazione di un oggetto di 
tipo Policy. Si ricorda che i permessi dati al codice di un’applicazione Java sono 
rappresentati da un oggetto di tipo Policy che può essere configurato mediante uno 
o più files. Per comodità si è settato il valore di permission con Allpermission 
consentendo all’applicazione di godere di pieni permessi sulla macchina. Pur se 
poco elegante, (e certamente poco sicura), questa scelta, data la natura prototipale 
del sistema, ha consentito di poter godere della massima libertà nel momento della 
progettazione. 
• db_reqServer.java: e’ la classe che implementa il server remoto Rmi 
• TPCW_Database: la classe TPCW_Database.java rappresenta per il sistema in 
questione la parte client dell’applicazione distribuita. Infatti questa classe non e’ 
altro che la raccolta dei metodi invocati da ciascuna servlet appartenente al Web 
Server; ciascun metodo a sua volta procederà all’invocazione del relativo metodo 
sull’ oggetto remoto. 
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2.2.5 Rmi_tpcw_html 
Il server remoto non effettua più query in database ma ha il compito di restituire codice 
html al Web Server che ne fa richiesta. Le richieste in DB vengono effettuate sul database 
locale (ciò permetterà di apprezzare le differenze in termini di tempi di calcolo fra richieste 
locali e remote). 
In Fig. 2.10 e’ riportato uno schema del sistema Rmi_tpcw_html. 
 
Figura 2. 10 
Questo progetto si differenzia dai precedenti per i seguenti files: 
• html_reqInterface.java: definisce l’ interfaccia dell’oggetto db_reqImpl. 
L’interfaccia e’ dichiarata public ed estende l’interfaccia java.rmi.Remote; poiché i 
metodi remoti possono originare maggiori fallimenti imprevisti rispetto a chiamate 
a metodi locali, ciascun metodo remoto può lanciare una eccezione di tipo 
java.rmi.RemoteException. 
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• html_reqImpl.java: Provvede ad implementare un oggetto db_reqImpl. La classe 
estende la UnicastRemoteObject ed implementa la db_reqInterface. All’interno di 
questa classe abbiamo la definizione dei metodi dichiarati nell’ interface 
db_reqInterface.java. 
• html_req.policy: identico al file del db_req.policy del progetto 
Rmi_tpcw_db(paragrafo 2.2.4) 
• html_reqServer.java: e’ la classe che implementa il server remoto Rmi. All’ interno 
di essa vengono effettuate le stesse identiche operazioni che si realizzano anche nel 
progetto Rmi_tpcw_db(paragrafo 2.2.4) 
• Servlet: a differenza del sistema Rmi_tpcw_db, qui ciascuna servlet invoca 
direttamente uno o più metodi dichiarati sull’ oggetto remoto distributed_functions 
esportato dal html_reqServer. 
2.2.6 Corba_to_Rmi_db 
Con questo paragrafo cominciamo ad analizzare sistemi che riutilizzano middleware 
differenti grazie ad un gateway che permette loro di comunicare indipendentemente dalle 
tecnologie utilizzate.  
In Fig. 2.11 e’ riportato uno schema del sistema Corba_to_Rmi_db. 
In questo caso il server remoto (Rmi) fornisce un’interfaccia che è db_reqInterface (qui 
usata nella sua versione già compilata per il progetto Rmi_db). Il gateway invece fornisce 
una interfaccia distributed_functions. In altre parole il gateway implementato agisce da 
client per gli oggetti Rmi e da server per le richieste Corba provenienti dal Web Server, 
ovvero ogni qualvolta il gateway riceve un’invocazione di un metodo, inoltra all’oggetto 
Rmi la chiamata corrispondente e restituisce gli eventuali parametri di ritorno al chiamante 
Corba. Per poter effettuare le precedenti operazioni, sono necessari (oltre ai files già 
analizzati in precedenza): 
• gateRMIObjImpl: effettua il “wrapping” per gli oggetti Rmi di tipo 
db_reqImpl.L’interfaccia dell’ oggetto si trova nel file distributed_functions.idl e 
da un confronto con l’ interfaccia dell’oggetto db_reqImpl si capisce come si debba 
effettuare, oltre ad un mappaggio dei tipi predefiniti, anche una implementazione 
ex-novo di oggetti complessi(non predefiniti)   
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• gateServer: questa e’ l’applicazione che provvede ad instaurare il collegamento con 
gli oggetti Rmi ed a generare l’infrastruttura Corba per la gestione degli oggetti 
wrapper da esportare.  
 
Figura 2. 11 
2.2.7 Corba_to_Rmi_html 
 
Il server remoto Rmi fornisce un’ interfaccia che è html_reqInterface (qui usata nella sua 
versione già compilata per il progetto Rmi_html). Il gateway invece fornisce una 
interfaccia distributed_functions alle connessioni provenienti dal Web Server. Le 
funzionalità di questo progetto sono molto simili al progetto precedente 
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(Corba_to_Rmi_db paragrafo 2.2.6), distinguendosi ovviamente sul tipo di metodi 
richiamati (in questo caso le funzioni che sono state distribuite sono stringhe più o meno 
complesse atte a restituire codice Html necessario per la visualizzazione della pagina 
Web). In Fig. 2.12 e’ riportato uno schema del sistema Corba_toRmi_html. 
 
 
Figura 2. 12 
Le classi caratterizzanti questo progetto sono: 
• gateRMIObjImpl 
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• gateServer 
Osservazione: Data la forte somiglianza, per una breve descrizione si rimanda al 
progetto precedente(paragrafo 2.2.6) 
 
2.2.8 Rmi_to_Corba_db 
 
Questo progetto sfrutta un gateway per consentire ad un client Rmi(nel nostro caso il Web 
Server) di utilizzare un oggetto Corba. 
In Fig. 2.13 vi e’ lo schema del progetto Rmi_to_Corba_db. 
 
Figura 2. 13 
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Il server remoto Corba fornisce come interfaccia la distributed_functions.idl mentre il 
gateway fornisce come interfaccia gateCORBAObjI. Il meccanismo con cui opera il 
gateway e’ quello già accennato nei paragrafi precedenti, secondo il quale vengono 
istanziati degli oggetti “wrapper” che provvedono a far da ponte fra i due middleware 
inizializzandoli con riferimenti agli oggetti che si vogliono rendere accessibili. 
Le classi caratterizzanti questo progetto sono: 
• gateCORBAObj.java: e’ l’oggetto che rende accessibili in Rmi oggetti Corba di 
tipo distributed_funcitons.    
• gateServer: e’ l’applicazione che provvede ad instaurare il collegamento con gli 
oggetti CORBA ed a generare l’infrastruttura Rmi per la gestione degli oggetti 
wrapper da esportare. Il gateServer si comporta come un client Corba per gli 
oggetti distributed_functions   
 
2.2.9 Rmi_to_Corba_html 
Il server remoto Corba fornisce un’interfaccia che è distributed_functions.idl. Il gateway 
invece fornisce una interfaccia html_reqInterface alle connessioni provenienti dal Web 
Server. Le funzionalità di questo progetto sono molto simili al progetto precedente 
(Rmi_to_Corba_html paragrafo 2.2.8), distinguendosi ovviamente sul tipo di metodi 
richiamati (in questo caso le funzioni che sono state distribuite sono stringhe più o meno 
complesse atte a restituire codice Html necessario per la visualizzazione della pagina 
Web). 
In Fig. 2.14 vi e’ una rappresentazione del progetto Rmi_to_Corba_html. 
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Figura 2. 14 
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Capitolo 3 
Metodologie implementative 
 
 
 
In questo capitolo affronteremo la descrizione delle tecnologie impiegate per implementare 
i nove sistemi di benchmark che fanno parte di questo nostro lavoro di tesi. Si partirà da 
un’analisi dell’hardware impiegato e man mano si scenderà nel dettaglio dei framework 
utilizzati, specificando i principi utilizzati nella modifica del codice sorgente. Si rimanda al 
codice della tesi per un’ analisi più dettagliata. 
 
3.1 Hardware utilizzato 
Le macchine utilizzate differiscono per prestazioni in base all’uso che se ne e’ fatto. I nove 
sistemi, come illustrato nel capitolo precedente, differiscono per topologia del sistema e 
numero di PC impiegati. In dettaglio abbiamo usato: 
• Lancio clienti: Athlon XP 1500+ 1.3 GHz, 256 MB di Ram 
• Web Server:  Pentium 4 2.4 GHz, 1 GB di Ram 
• Gateway:  Pentium 4 1.8 GHz, 256 MB di Ram 
• Server Remoto: Athlon XP 2500+ 1.9 GHz, 448 MB di Ram 
L’interconnessione fra i computer e’ garantita da una rete a 100MBps (si e’ utilizzato uno 
Switch Ethernet a 8 porte) totalmente libera da traffico durante gli esperimenti.   
3.2 Software utilizzato 
Ogni macchina e’ equipaggiata con sistema operativo Microsoft Windows XP Professional 
con service pack 1. Poiché tutti i sistemi sono stati realizzati esclusivamente in Java, i 
sorgenti sono stati compilati ed eseguiti utilizzando il Java Development Kit 1.4.1 
(j2sdk1.4.1_02)[9]. Le applicazioni client sono state mandate in esecuzione utilizzando il 
relativo ambiente runtime j2re1.4.1_02. 
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Per quanto riguarda le tecnologie di distribuzione, si sono adoperate Rmi e Corba 
direttamente fornite con la sopraccitata piattaforma Java 2, Standard Edition, v1.4.1. 
 3.2.1 Web Server 
Come Web Server si e’ scelto di utilizzare Tomcat 5 (Jakarta-Tomcat-5.0.12)[11]. Tomcat 
è il contenitore di servlet che viene utilizzato nell'Implementazione ufficiale di Riferimento 
per il Java Servlet (Servlet 2.4 Specifications) e le tecnologie JavaServer Page (JSP 2.0 
Specifications). Le specifiche Java Servlet e JavaServer Page sono sviluppate da Sun sotto 
il Java Community Process[13]. 
3.2.2 Database Server 
Si e’ scelto di utilizzare MySQL 4.0.15[12], probabilmente il più famoso database SQL 
(Structured Query Language) open source, per le sue caratteristiche di velocità e praticità 
d’uso. 
3.2.3 JDBC Driver 
Abbiamo utilizzato il driver mysql-connector-java-3.0.7-stable-bin. 
MySQL Connector/J e’ una implementazione delle JDBC API per il database server 
MySQL . E’ conforme il più possibile con le API specificate da JavaSoft ed e’ capace di 
lavorare con molti prodotti come Borland JBuilder, IBM Visual Age for Java, SQL/J, 
JBoss, Weblogic, IBM WebSphere, Cocobase, ObjectRelationalBridge, etc. 
3.2.4 Utility 
ant 
Serve ad automatizzare le operazioni di building in java, una sorta di make 
per java. Con un solo script in XML, si può compilare, assemblare nei file 
jar, ear, war, lanciare script sql ecc...E’ lo strumento con cui e’ compilato il sorgente di 
Tomcat e con cui abbiamo ri-compilato a nostra volta(facendone il deploying nel Web 
Server) le servlet componenti i vari sistemi. 
perl  
Perl è l'acronimo di Practical Extraction and Report Language ed è distribuito 
gratuitamente per piattaforme Unix, MVS, VMS, DOS/Windows, Mac, OS/2, Amiga e 
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molte altre ancora. Uno dei punti di forza di questo linguaggio è senza dubbio 
rappresentato dalle funzioni di manipolazione di testo e stringhe. E’ il linguaggio con cui 
sono state create le immagini dei libri in database (100 cartelle contenenti ciascuna 100 gif 
357x357 e 100 diapositive 47x47), per un totale di 2,47 GByte corrispondenti a 10000 
oggetti(ITEM) nel database. 
Matlab 
Matlab 6.5 e’ una suite completa per il calcolo matematico, la visualizzazione e l’analisi 
tecnica di molti tipi di dati tecnici. E’ stata utilizzata all’interno di questa tesi per il calcolo 
delle WIPS(web interaction per second), sfruttando alcune applicazioni matlab (.m) 
direttamente implementate dal Prof. Lipasti[5] da cui abbiamo acquisito il codice. 
3.3 Tecniche di misure 
Descriviamo adesso le metriche utilizzate per questo nostro lavoro. Per le misure del tempo 
si e’ utilizzata la System.currentTimeMillis(), metodo delle API Java che ritorna il tempo 
in millisecondi. Quando necessario, al fine di evitare che la granularità di misura potesse 
incidere sulle misure prese si e’ esteso il tempo di interesse considerando un’insieme di 
invocazioni del metodo e mediando il valore ottenuto (tutto ciò  per poter ottenere 
misurazioni stabili ed efficaci). Qui di seguito diamo una breve descrizione per ogni tipo di 
misurazione utilizzata:  
1. RTT delle chiamate a metodo remoto: Misurazione di tipo puntuale, ci consente di 
misurare l’ intervallo che intercorre fra l’ istante in cui il Web Server invoca il 
singolo metodo e l’ istante in cui il Web Server stesso riceve l’ ultimo dei parametri 
di ritorno del metodo invocato. Dopo il lancio di ogni sistema, per ogni chiamata a 
metodo remoto si effettuano 6 ripetizioni scartando i risultati della prima 
ripetizione e mediando il valore ottenuto dalle restanti cinque. Il tempo così 
ottenuto viene considerato il risultato di quella chiamata a metodo remoto. Per il già 
citato problema della currentTimeMillis(), come insieme di invocazioni del metodo 
si sono considerate 10000 invocazioni mediandone il valore ottenuto. Questo tipo 
di misurazione e’ stata effettuata per 8 sistemi (il 9 e' il tpc-w originale che non 
presenta chiamate a metodo remoto ). 
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2. max_WIPS: Misurazione aggregata, ci permette di valutare le reali prestazioni di 
ogni sistema rapportando il numero di web interactions (completate totalmente) 
all’intervallo di misura preso in considerazione. Prima del lancio di ogni sistema, 
viene fissato l' intervallo di tempo su cui effettuare la simulazione (1200 sec) e si 
misura per ogni sistema il WIPS relativo. Sono state effettuate 5 ripetizioni per ogni 
sistema (9 sistemi). 
3.3.1 Lancio del simulatore 
Dopo aver inizializzato il sistema, il benchmark ha bisogno che siano attivati i clienti 
attraverso il lancio di una apposita applicazione Java. 
Il lancio di questa applicazione avviene nella seguente maniera: 
java rbe.RBE -EB rbe.EBTPCW2Factory 10 -OUT nome_file_matlab.m -RU 
100 -MI 1000 -RD 100 -WWW http://169.182.1.0:8080/tpcw/ -CUST 
144000 -ITEM 10000 -TT 1.0 
L’esecuzione del comando precedente attiva 10 clienti (10 Emulated Browser) per uno 
scenario di tipo Shopping (EBTPCW2Factory). 
Le opzioni ulteriori indicano 
-EB   Generatore EB 
Tipo di classe per realizzare un particolare scenario. 
-OUT   File di uscita  
Nome del file matlab .m di uscita per i risultati. 
-RU   Tempo di Ramp-up   
Secondi utilizzati per portare a regime il sistema. 
-MI   Intervallo di misura 
Secondi utilizzati per misurare le performance del SUT. 
-RD   Tempo di Ramp-down 
Secondi utilizzati per le operazioni di consolidamento che 
seguono l’intervallo di misura. 
-TT   Moltiplicatore Think time  
Usato per incrementare (>1.0) o decrementare (<1.0) le pause 
simulate durante le quali il cliente legge la pagina html e/o 
pensa.  
-CUST   Numero di clienti 
Numero di clienti nel database.  Usato anche per generare 
casualmente i C_ID. 
-ITEM   Numero di oggetti 
Numero di oggetti nel database. Usato anche per generare le 
ricerche casuali. 
-WWW  Indirizzo URL  
Indirizzo URL di partenza per le pagine del TPC-W. 
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Capitolo 4 
Misure 
 
 
 
Dopo che nel capitolo precedente si e’ data una visione globale dei sistemi che hanno 
costituito il banco di prova per i nostri esperimenti, nel seguente capitolo si offre una 
panoramica delle misurazioni effettuate su di essi. Partendo da misurazioni puntuali (RTT 
di ciascun singolo metodo) si passerà ad analizzare ciascun sistema nella sua interezza 
sfruttando le metriche introdotte con il TPC-W. Ciò ci porterà ad una serie di 
considerazioni importanti, alcune delle quali non sempre ricavabili semplicemente da una 
pur attenta analisi a priori del sistema preso in considerazione. 
 
4.1 Tipologia degli esperimenti 
Sono state effettuate una serie di misurazioni per caratterizzare il comportamento dei 
sistemi di E-commerce nei casi in cui parte del carico di lavoro venga distribuito su altre 
macchine. Si e’ voluto indagare sugli effetti (non sempre benevoli) che la parallelizzazione 
dell’applicazione induce su particolari soluzioni implementative. A tal fine sono state 
comparate svariate soluzioni(i nove sistemi illustrati nei capitoli precedenti) che 
contemplassero al proprio interno diverse architetture di distribuzione e/o gateway che 
permettessero l’utilizzo di due o più sistemi di distribuzione. Se per le misurazioni puntuali 
(RTT di ogni singolo metodo appartenente ad ogni sistema implementato) e’ bastato 
simulare il normale utilizzo che un utente fa del sito di commercio elettronico, per le 
misurazioni di tipo aggregato (WIPS in primis) si e’ dovuto analizzare il traffico scaturito 
da un insieme di clienti che fossero capaci di “stressare” il sistema il più realisticamente 
possibile. A tal scopo abbiamo sfruttato le applicazioni fornite dalla distribuzione del TPC-
W del Prof. Mikko Lipasti[5] che ci hanno consentito di simulare il traffico che possono 
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generare simultaneamente 10 clienti partendo dai loro rispettivi Web-Browser verso il sito 
di E-commerce.     
4.2 RTT come metrica 
Sulla scia di quanto fatto in una tesi precedente[4], come metrica si e’ presa in 
considerazione il Round Trip Time, ovvero il tempo di servizio visto dal Web Server: in 
altre parole il cliente, attraverso un comune browser, invoca una Web Interaction sul Web 
Server; a partire da questo istante ci siamo interessati a quanto tempo occorra al sistema 
per effettuare le elaborazioni (tempi di comunicazione + tempi di elaborazione) e riuscire a 
restituire la pagina html completa di tutti i dati richiesti da parte del cliente. Nel fare 
questo, per semplicità, abbiamo tralasciato le misurazioni sui tempi di servizio visti dal 
cliente( i cosiddetti WIRT, cioè i Web Interactions Response Time), considerando che tali 
tempi possono essere assimilati alla somma fra il precedente RTT e le latenze di rete 
dovute esclusivamente al tipo di connessione effettuata. La Fig. 4.1 meglio evidenzia lo 
scenario di misura in questione per un’architettura priva di gateway: il RTT e’ il tempo 
intercorrente fra l’invio della richiesta di servizio e l’istante in cui il Web Server ottiene la 
risposta (quindi per questo tipo di analisi trascuriamo le successive elaborazioni che il Web 
Server deve compiere per formattare i risultati al fine di poterli visualizzare sul browser del 
cliente). 
 
Figura 4. 1 
Lo scenario si modifica con l’introduzione del gateway come evidenziato in Fig. 4.2 
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Figura 4. 2 
 
4.2.1 RTT dei metodi remoti 
In questo paragrafo sono illustrate una serie di misure per valutare l’incidenza della 
presenza del gateway in ogni metodo. 
RTT dei metodi con codice Html distribuito
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Figura 4. 3 
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La Fig. 4.3 evidenzia i tempi di trasmissione delle varie architetture di distribuzione per i 
metodi “ad elaborazione pura”, cioè quei metodi dai tempi di elaborazione molto ridotti. 
Dall’analisi dei risultati ottenuti emerge come la presenza del gateway comporti un 
incremento considerevole dei tempi di risposta. In effetti si e’ visto come per metodi dai 
tempi di elaborazione dell’ordine di pochi millisecondi, l’utilizzo del Gateway faccia 
ottenere un decadimento delle prestazioni medie che si aggira sul 84%[4]. 
Si può notare invece come lo stesso effetto (overhead maggiore in presenza di gateway) 
diminuisca sempre più sensibilmente al crescere del tempo di elaborazione del metodo 
stesso (cosa questa abbastanza intuibile se si pensa che la funzione del gateway e’ 
semplicemente quella di effettuare una conversione di tipo per ogni invocazione a metodo). 
A partire dalla Fig. 4.4 abbiamo cominciato ad analizzare i metodi in cui si sono distribuite 
query in database. 
RTT per metodi con query in DB medio-veloci
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Figura 4. 4 
Si può facilmente notare come al crescere dei tempi di elaborazione (vedi per questo Fig. 
4.4, 4.5 e 4.6 in successione) la presenza del gateway incida sempre meno sul RTT(Round 
Trip Time). 
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RTT per metodi con query in DB medie
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Figura 4. 5 
RTT per metodi con query in DB lente
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Figura 4. 6 
4.2.2 RdD (Rapporti di Degradazione) 
Un modo per analizzare meglio il fenomeno del decadimento delle prestazioni dovuto alla 
presenza del gateway e’ prendere in considerazione i rapporti di degradazione definiti 
come il rapporto fra i RTT delle configurazioni (espressi in %). 
Si nota come mediamente nel sistema Rmi_to_Corba rispetto al sistema Rmi, le prestazioni 
dei metodi peggiorino di un 100-150% (il valore medio e’ 127,44%) per sistemi in cui il 
codice distribuito comprende tempi di elaborazione molto piccoli (Fig. 4.7). Invece 
  Misure                      83 
  Avallone Alessandro                         Benchmark per E-Commerce TPC-W: implementazione e  valutazione  
                                          delle prestazioni di soluzioni distribuite basate su gateway 
 
passando ai metodi che effettuano query in database si può apprezzare come all’aumentare 
del RTT del metodo, l’inserimento del gateway tende a limitare sempre più i propri effetti 
negativi, come si evince dalle figure 4.7, 4.8 e 4.9. 
RdD rispetto a Rmi
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Figura 4. 7 
Infatti mentre in Fig. 4.7 (metodi con query in database molto veloci) si ottengono 
degradazioni molto forti (il valore medio e’ 212,85%), si può notare come passando a 
query con tempi di elaborazione maggiori(Fig. 4.8), la presenza del gateway  faccia 
ottenere degradazioni medie dell’ordine del 51.85%.  
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Addirittura con query il cui tempo di elaborazione e’ nettamente maggiore della somma di 
tutti i tempi di comunicazione, l’inserimento del gateway(Fig. 4.9) fa ottenere una 
degradazione media appena del 14,53%. 
 
RdD rispetto a Rmi
0%
50%
100%
150%
200%
 db_doSubjectSearch  db_doTitleSearch  db_doAuthorSearch  db_getNew Products 
Metodi con query in DB medie
Rmi_db Corba_db/Rmi Rmi_to_Corba_db/Rmi Corba_to_rmi_db/Rmi
 
Figura 4. 9 
RdD rispetto a Rmi
0%
20%
40%
60%
80%
100%
120%
140%
 db_getBestSellers  db_adminUpdate  db_GetMostRecentOrder 
Metodi con query in DB lente
Rmi_db Corba_db/Rmi Rmi_to_Corba_db/Rmi Corba_to_rmi_db/Rmi
 
Figura 4. 10 
Analoghe considerazioni possono essere fatte se studiamo i rapporti di degradazione del 
sistema Corba_to_Rmi rispetto a Corba: infatti, come si evince in Fig. 4.11, si ottengono 
peggioramenti medi dell’ordine del 121% nel caso in cui si abbia elaborazione pura 
distribuita (codice html). 
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RdD rispetto a Corba
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RdD rispetto a Corba
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Figura 4. 12 
Passando all’analisi di metodi che effettuano query in database si nota come per metodi 
con query molto veloci(Fig. 4.12) il gateway deteriori il RTT di ogni metodo dell’ordine 
del 70,53%. Passando a query dai tempi di calcolo maggiori(Fig. 4.13), la presenza del 
gateway fa ottenere una degradazione media del 19,08% per ottenere ancora un più 
accettabile 15,1% per query in cui il tempo di elaborazione e’ nettamente maggiore della 
somma di tutti i tempi di comunicazione(Fig. 4.14). 
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RdD rispetto a Corba
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Figura 4. 14 
4.3 Wips 
L’utilizzo di questa metrica serve a restituirci una misura assoluta della bontà del sistema 
implementato. Essa rappresenta il rapporto fra le Web Interactions completate 
nell’intervallo di tempo scelto e l’intervallo stesso. Abbiamo effettuato la misurazione 
delle Wips(Web Interactions Per Second) lungo un intervallo di tempo di 1200 secondi 
ripetendo tale misurazione per 5 volte e mediando i risultati ottenuti. Si e’ avviata una 
simulazione con 10 clienti simultaneamente in maniera da presentare al Web Server un 
traffico di tipo abbastanza realistico. I clienti navigano, acquistano ed ordinano durante 
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sessioni di lunghezza variabili (l’importante e’ che sul sito, per ogni istante dell’intervallo 
di misura, siano presenti sempre 10 clienti) Ciò che emerge, come si può notare da 
un’analisi critica della Fig. 4.15, e’ che i valori ottenuti variano da un minimo di 1.33 wips 
(per il sistema Corba_html) ad un massimo di 1,43 wips (per il sistema Corba_to_rmi_db).  
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Figura 4. 15 
 
 
Come si può ben vedere, tutti i risultati di performance rientrano in un intervallo con un 
margine di errore del 10%. Questo può avere notevoli conseguenze dato che se un tale 
margine di errore e’ accettabile da parte di chi deve realizzare il sistema distribuito, 
allora può risultare conveniente applicare la distribuzione delle applicazioni rispetto al 
sistema completamente concentrato (come già ampiamente dimostrato[4], più che in 
prestazioni ne deriverebbe un vantaggio in termini di riuso del codice). 
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Figura 4. 16 
 
Come si evidenzia dal grafico di Fig. 4.16,  le misurazioni ottenute ci restituiscono un 
risultato importante: 
 
Wips Rmi >> Wips Corba 
 
In altre parole, sia distribuendo il codice Html (elaborazione pura) sia distribuendo le query 
in database (tempi di elaborazione maggiori), con Rmi si riescono ad ottenere prestazioni 
migliori non solo del sistema originario Tpc-W (in cui tutti i componenti sono concentrati 
su un’unica macchina) ma anche del sistema Corba. Una possibile interpretazione a questo 
fenomeno viene dal fatto che, per quanto riguarda la dimensione degli oggetti 
restituiti[4][15], Rmi offre prestazioni migliori per oggetti di tipo predefinito o comunque 
di piccola dimensione, mentre Corba prevale per oggetti restituiti di grandi dimensioni. In 
Fig. 4.17 e’ riportato un semplice esempio[4] sulla dimensione delle stringhe restituite 
dalle 2 architetture distribuite: si può vedere come il punto di equivalenza si ha intorno a 
stringhe di 3000 caratteri, e per valori inferiori Rmi risulta migliore con un vantaggio 
massimo che si ha per stringhe di 10-100 caratteri(corrispondenti al 40% delle prestazioni). 
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Al contrario per stringhe di dimensioni superiori ai 3000 caratteri (corrispondenti a 6000 
KByte) e’ Corba a risultare migliore con un vantaggio percentuale che cresce 
all’aumentare della dimensione della stringa e che raggiunge il 55% per stringhe di 75000 
caratteri. 
 
Comparazione RMI - CORBA
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Figura 4. 17 
 
Date queste premesse si capisce come certe prestazioni si possono avere unicamente nel 
caso in cui mediamente si abbia un numero maggiore di metodi invocati che restituiscono 
“oggetti piccoli”. Questo fatto e’ stato confermato dai rilevamenti effettuati, in cui si e’ 
evidenziato come i metodi più invocati siano effettivamente quelli che ritornano un 
parametro di dimensione minore(in Byte). 
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Numero di invocazioni dei metodi con query in DB
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Figura 4. 18 
Dalle Fig. 4.18 (per i metodi con query in database) e 4.19 (per i metodi con codice Html) 
si evince immediatamente quali siano i metodi più invocati. 
Numero di invocazioni di metodi con codice Html
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Infine dalla tabella di Fig. 4.20, si evidenzia subito la dimensione dei parametri restituiti da 
ogni funzione. 
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home_html 684
home_elab 1426,6
adm_req 3300
adm_res 3100
prom_proc 488,8
best_sel_html 732
best_sel_elab 361,88
b_conf 2872
b_req1 450
b_req2 7436
cust_reg 4934
exe_sea_html 734
exe_sea_elab 368,84
n_prod_html 712
n_prod_elab 392,32
ord_inq 2102
ord_dis1 1268
ord_dis2 5714
prod_det 3516
sea_req_html 684
sea_req_elab 1742
shop_cart_html 716
shop_cart_elab 2282
 db_getName  46
 db_getBook 3462
 db_getCustomer 4263
 db_getRelated 220
 db_GetUserName 16
 db_GetPassw ord 16
 db_createEmptyCart 4
 db_doCart 1640
 db_getCart 1640
 db_refreshSession 0
 db_createNew Customer 4263
 db_doBuyConfirm1 557
 db_doBuyConfirm2 557
 db_doSubjectSearch 173100
 db_doTitleSearch 173100
 db_doAuthorSearch 17310
HTML Dimensione (in Byte)DB Dimensione (in Byte)
0
 db_getNew Products 54700
 db_getBestSellers 54700
 db_adminUpdate 0
 db_GetMostRecentOrder 6542
Figura 4. 20 
 
Si e’ così dimostrato come sia con i metodi con query in DB (vedi db_getRelated, il 
metodo maggiormente invocato ma con un parametro in uscita di appena 220 Byte) che 
con i metodi con codice Html (vedi exe_sea_elab, best_sel_elab e prom_proc, i metodi più 
invocati con parametri di uscita rispettivamente di 369, 362, 489 Byte) Rmi riesca a 
raggiungere prestazioni migliori rispetto a Corba (in termini di Wips). 
Osservazione: Se dalle misurazioni effettuate si fosse ottenuto che i metodi 
maggiormente invocati erano quelli che restituivano parametri di dimensione 
maggiore, si sarebbe visto come le prestazioni di Corba sarebbero state nettamente 
migliori di quelle di Rmi. 
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4.3.2 Modifica delle prestazioni con l’inserimento del gateway 
Dalle misurazioni effettuate abbiamo verificato come la presenza del gateway influenzi in 
maniera diversa le prestazioni del sistema in considerazione. In particolare, come si può 
vedere dalla Fig. 4.22, con una architettura di distribuzione come Rmi si ha che: 
 
Rmi  ?  Rmi_to_Corba                  Il sistema rallenta (le wips diminuiscono) 
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Figura 4. 21 
 
In particolare si nota come Rmi_db passi da 1,3950 wips a 1,3696 wips per 
Rmi_to_Corba_db e Rmi_html da 1,3954 wips a 1,3460 wips per Rmi_to_Corba_html. 
Invece passando ad utilizzare Corba come tecnologia di distribuzione (e per questo vedi 
Fig. 4.22) si ha un comportamento opposto; infatti si nota come Corba_db passi da 1,3810 
wips a 1,4313 wips per Corba_to_Rmi_db e Corba_html da 1,3382 wips a 1,3566 wips per 
Corba_to_Rmi_html. In altre parole si nota come: 
 
Corba  ?  Corba_to_Rmi              Il sistema accelera (le wips aumentano) 
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Figura 4. 22 
Da notare che questi 2 diversi comportamenti si verificano sia nel caso in cui sia stato 
distribuito il codice per le query in database sia nel caso in cui sia stato distribuito 
l’elaborazione pura (codice html). Astraendo quanto verificato da queste nostre 
misurazioni, si possono trarre alcune conclusioni, non immediatamente intuibili, sulla 
progettazione di un sistema distribuito: infatti si e’ visto come “parallelizzare” 
l’applicazione non abbia portato sempre vantaggi (vedi caso Rmi?Rmi_to_Corba) per cui, 
per lo meno in fase progettuale, non e’ vero che clusterizzare l’applicazione conviene 
sempre e comunque. 
Inoltre introdurre un gateway non sempre ha degradato le prestazioni del sistema (vedi 
caso Corba?Corba_to_Rmi)  per cui a priori si può concludere che non e’ vero (almeno a 
priori) che l’introduzione di un gateway comporti peggioramenti nelle performance di un 
sistema.   
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Capitolo 5 
Conclusioni 
Il lavoro svolto in questa tesi ha evidenziato come nella strutturazione e progettazione di 
un ambiente web per il commercio elettronico non si possa aprioristicamente imporre una 
particolare soluzione implementativa od utilizzare esclusivamente una ben determinata 
architettura di distribuzione degli oggetti al fine di ottenere un aumento generale delle 
prestazioni. Si e’ dimostrato (attraverso attente misurazioni delle Wips di ogni sistema) 
come l’utilizzo di tecnologie distribuite in aggiunta ad eventuali gateway fornisca 
prestazioni che devono essere attentamente valutate.  Infatti si e’ notato come ciascun 
sistema offra sì prestazioni differenti ma tutte riconducibili ad un intervallo all’interno del 
quale le prestazioni non variano più di un 10%; perciò nel caso in cui questo intervallo 
(“range di tolleranza) venga ritenuto accettabile dalle specifiche di progetto, l’utilizzo di 
architetture distribuite ed eventuali gateway  e’ più che giustificato, permettendo di 
ottenere tutti quei vantaggi tipici dei sistemi distribuiti (anche con gateway), come una 
buona scalabilità del sistema, il riuso di codice implementato per framework differenti e/o 
l’ottimizzazione della ripartizione dei tempi di calcolo fra le varie macchine costituenti il 
sistema in questione. 
L’analisi delle prestazioni dei vari sistemi distribuiti ha inoltre permesso di evidenziare 
come non sia vero, almeno a priori, che “clusterizzare” i sistemi convenga sempre e 
comunque; infatti si e’ dimostrato come un intero sistema in cui si e’ operata la 
parallelizzazione dell’applicazione offra prestazioni discordanti a seconda della tecnologia 
di distribuzione impiegata. Si e’ altresì ricavato, sempre dall’analisi delle prestazioni, che 
l’introduzione di un gateway non peggiora, almeno a priori, le performance del sistema 
ma tra l’altro riesce in particolari casi ad ottimizzarne la resa. 
Sull’onda di queste considerazioni (non immediatamente intuibili) si e’ riusciti ad offrire 
una metodologia di analisi delle prestazioni del sistema che prescinde dalle particolari 
tecnologie implementate e dalla necessaria implementazione di un benchmark complesso 
come può essere il Tpc-W: difatti si e’ visto come attraverso una attenta analisi dei tipi di 
dati trattati (passati e restituiti come parametri) dai vari metodi distribuiti e del mix di 
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interazioni sviluppato dal Web Server, si possa dedurre l’efficacia di una o l’altra tecnica 
di distribuzione. 
A conclusione di questo lavoro di tesi si vuole sottolineare come la scelta di una soluzione 
architetturale sia il compromesso(“trade-off”) fra diversi fattori tra cui assume importanza 
rilevante il tipo di traffico sviluppato all’interno dell’applicazione di E-commerce.  
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Appendice A 
 
In questa appendice si mostra una descrizione dettagliata dei campi delle varie tabelle, al 
fine di poter capire il carico di lavoro svolto da ogni query in database. 
 
A.1 Tabella Item 
Nome Campo Definizione Campo Note 
I_ID Numerico, 10 cifre ID unico per l’oggetto Item (libro) 
I_TITLE Testo variabile, 60 caratteri Titolo dell’oggetto Item (libro) 
I_A_ID Numerico, 10 cifre ID dell’Autore 
I_PUB_DATE Data Data di rilascio 
I_PUBLISHER Testo variabile, 60 caratteri Editore 
I_SUBJECT Testo variabile, 60 caratteri Argomento 
I_DESC Testo variabile, 500 caratteri Breve descrizione del libro 
I_RELATED1 Numerico, 10 cifre ID unico di un libro correlato  
I_RELATED2 Numerico, 10 cifre ID unico di un libro correlato  
I_RELATED3 Numerico, 10 cifre ID unico di un libro correlato  
I_RELATED4 Numerico, 10 cifre ID unico di un libro correlato  
I_RELATED5 Numerico, 10 cifre ID unico di un libro correlato  
I_THUMBNAIL Immagine Piccolo dettaglio dell’immagine del 
libro 
I_IMAGE Immagine Immagine del libro 
I_SRP Numerico, (15,2) cifre Prezzo di vendita suggerito 
I_COST Numerico, (15,2) cifre Costo del libro 
I_AVAIL Data Data di disponibilità 
I_STOCK Numerico, 4 cifre Quantità in magazzino 
I_ISBN Testo non variabile, 13 caratteri Codice ISBN 
I_PAGE Numerico, 4 cifre Numero di pagine 
I_BACKING Testo variabile, 15 caratteri Tipologia del prodotto 
I_DIMENSIONS Testo variabile, 25 caratteri Dimensioni dell’oggetto 
Chiave primaria: (I_ID) 
(I_A_ID) Chiave esterna, riferimento a (A_ID) 
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A.2 Tabella Country 
Nome Campo Definizione Campo Note 
CO_ID Numerico, 4 cifre ID unico del paese 
CO_NAME Testo variabile, 50caratteri Nome del paese 
CO_EXCHANGE Numerico, (15,6) cifre Cambio in dollari 
CO_CURRENCY Testo variabile, 18 caratteri Nome della Valuta 
Chiave principale: (CO_ID) 
 
A.3 Tabella Customer 
Nome Campo Definizione Campo Note 
C_ID Numerico, 10 cifre ID unico per il cliente(CUSTOMER) 
C_UNAME Testo variabile, 20 caratteri Username(unico) per il cliente 
C_PASSWD Testo variabile, 20 caratteri Password per il cliente 
C_FNAME Testo variabile, 15 caratteri Nome del cliente 
C_LNAME Testo variabile, 15 caratteri Cognome del cliente 
C_ADDR_ID Numerico, 10 cifre Indirizzo ID del cliente 
C_PHONE Testo variabile, 16 caratteri Numero di telefono del cliente 
C_EMAIL Testo variabile, 50 caratteri Indirizzo e-mail per le conferme 
C_SINCE Data Data di registrazione del cliente 
C_LAST_VISIT Data Data dell’ ultima visita 
C_LOGIN Data e orario Istante di partenza della sessione 
corrente 
C_EXPIRATION Data e orario Istante di stop dell’ ultima sessione 
C_DISCOUNT Numerico, (3,2) cifre Percentuale di sconto per il cliente 
C_BALANCE Numerico con segno, (15,2) cifre Conto del cliente 
C_YTD_PMT Numerico, (15,2) cifre Pagamento YTD del cliente 
C_BIRTHDATE Data Data di nascita del cliente 
C_DATA Testo variabile, 500 caratteri Note varie 
Chiave principale: (C_ ID) 
(C_ADDR_ID) Chiave esterna, riferimento a (ADDR_ID) 
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A.4 Tabella Order_Lines 
Nome Campo Definizione Campo Note 
OL_ID Numerico, 3 cifre ID unico per l’order_line 
OL_O_ID Numerico, 10 cifre ID dell’ordine relative all’order Line 
OL_I_ID Numerico, 10 cifre ID unico dell’oggetto 
OL_QTY Numerico, 3 cifre Quantità 
OL_DISCOUNT Numerico, (3,2) cifre Percentuale di sconto 
OL_COMMENTS Testo variabile, 10 
caratteri0 
Note particolari 
Chiave principale: (OL_ID, OL_O_ID) 
(OL_I_ID) Chiave esterna, riferimento a ( I_ID); (OL_O_ID) Chiave esterna, riferimento a (O_ID) 
 
A.5 Tabella Orders 
Nome Campo Definizione Campo Note 
O_ID Numerico, 10 cifre ID unico per gli ordini 
O_C_ID Numerico, 10 cifre ID del cliente che ha questo ordine 
O_DATE Data e orario Data e orario dell’ordine 
O_SUB_TOTAL Numerico, (15,2) cifre Subtotale per ogni ordine 
O_TAX Numerico, (15,2) cifre Tasse calcolate sul subtotale 
O_TOTAL Numerico, (15,2) cifre Totale 
O_SHIP_TYPE Testo variabile, 10 caratteri Metodo di spedizione 
O_SHIP_DATE Data e orario Data di spedizione 
O_BILL_ADDR_ID Numerico, 10 cifre Recapito per la fatturazione 
O_SHIP_ADDR_ID Numerico, 10 cifre Recapito per la spedizione 
O_STATUS Testo variabile, 15 caratteri Stato dell’ordine 
Chiave principale: (O_ID) 
(O_C_ID) Chiave esterna, riferimento a (C_ID); (O_BILL_ADDR, O_SHIP_ADDR) Chiave 
esterna, riferimento a (ADDR_ID) 
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A.6 Tabella CC_XACT (per le transizioni con carta di credito) 
Nome Campo Definizione Campo Note 
CX_O_ID Numerico, 10 cifre ID unico dell’ordine 
CX_TYPE Testo variabile, 10 
caratteri 
Tipo di carta di credito 
CX_NUM Numerico, 16 cifre Numero della carta di credito 
CX_NAME Testo variabile, 31 
caratteri 
Nome della carta di credito 
CX_EXPIRY Data Scadenza della carta di credito 
CX_AUTH_ID Testo non variabile,15 
caratteri 
Autorizzazione alla transazione 
CX_XACT_AMT Numerico, (15,2) cifre Ammontare per la transazione 
CX_XACT_DATE Data e orario Data e orario dell’ autorizzazione 
CX_CO_ID Numerico, 4 cifre Paese dove è stata originate la transazione 
Chiave principale: (CX_O_ID) 
(CX_O_ID) Chiave esterna, riferimento a (O_ID); (CX_CO_ID) Chiave esterna, riferimento a 
(CO_ID) 
 
A.7 Tabella Address 
Nome Campo Definizione Campo Note 
ADDR_ID Numerico, 10 cifre ID unico per l’indirizzo 
ADDR_STREET1 Testo variabile, 40 
caratteri 
Via, linea1 
ADDR_STREET2 Testo variabile, 40 
caratteri 
Via, linea2 
ADDR_CITY Testo variabile, 30 
caratteri 
Nome della città 
ADDR_STATE Testo variabile, 20 
caratteri 
Nome dello stato 
ADDR_ZIP Testo variabile, 10 
caratteri 
CAP 
ADDR_CO_ID Numerico, 4 cifre ID unico del paese 
Chiave principale: (ADDR_ID) 
(ADDR_CO_ID) Chiave esterna, riferimento a (CO_ID) 
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A.8 Tabella Author 
Nome Campo Definizione Campo Note 
A_ID Numerico, 10 cifre ID unico dell’Autore 
A_FNAME Testo variabile, 20 caratteri Nome dell’Autore 
A_LNAME Testo variabile, 20 caratteri Cognome dell’Autore 
A_MNAME Testo variabile, 20 caratteri Secondo nome dell’Autore 
A_DOB Data Data di nascita dell’Autore 
A_BIO Testo variabile, 500 caratteri Note sull’Autore 
Chiave principale: (A_ID) 
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Appendice B 
Glossario 
ambiente distribuito  
Una rete di uno o più computers che utilizzano una o più architetture di 
distribuzione degli oggetti. Gli oggetti sono installati su varie macchine e possono 
comunicare l’un con l’altro.  
applicazione distribuita  
Un programma creato per “girare” su piu’ di un computer. Tipicamente 
l’applicazione distribuita e’ composta da funzionalità separate in strati (“tier”) quali 
ad esempio il Client-tier, il Service-tier o il DataStore-tier 
client (per oggetti distribuiti) 
Qualunque programma che invoca un metodo su un oggetto remoto. Per le 
proprietà delle architetture di distribuzione, il client vede l’oggetto come locale.   
client stub  
Una classe del linguaggio di programmazione Java generata dallo strumento idlj ed 
usata in maniera trasparente dal client ORB durante l’invocazione del metodo. Lo 
Stub contiene le informazioni necessarie al cliente per invocare un metodo su un 
oggetto CORBA definito dall’interfaccia.  
client tier  
La porzione di una applicazione distribuita che richiede servizi al server-tier. 
Tipicamente il client-tier e’ caratterizzato da una applicazione leggera, 
caratterizzata da una interfaccia grafica ed una gestione semplificata per la sua 
manutenzione.  
Common Object Request Broker Architecture (CORBA)  
L’architettura di distribuzione di OMG(Object Management Group). Le specifiche 
CORBA includono un linguaggio di definizione delle interfacce(IDL), 
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indipendente dalle varie implementazioni di linguaggi utilizzate, necessario alla 
creazione dei legami fra oggetti distribuiti.  
cookie  
Insieme di dati creati da un Web Server ed immagazzinati nel computer dell’utente, 
forniscono un modo per il sito Web di tenere traccia delle preferenze dell’utente. 
compilatore idlj   
Uno strumento che prende una interaccia scritta in OMG IDL e produce 
automaticamente interfacce e classi in Java che rappresentano il “mapping” tra 
l’interfaccia IDL ed il linguaggio di programmazione Java.  
database tier  
La porzione di una applicazione distribuita che gestisce l’accesso ai dati persistenti 
e ad i loro meccanismi di immagazzinamento, come i database relazionali.  
EB  
Emulated Browser. Simulazione di cio’ che un cliente puo’ fare durante una 
sessione di navigazione all’interno di un sito di commercio elettronico. Le 
caratteristiche per l’implementazione di queste simulazioni e’ direttamente fornito 
dalle specifiche del TPC-W[3].  
HTTP  
Sigla che indica HyperText Transfer Protocol. E’ un protocollo di richiesta-risposta 
usato per connettersi ai servers sul World Wide Web e trasmetter le pagine HTML 
ai browser dei clienti.  
Interface Definition Language (IDL)  
Il linguaggio OMG-standard per definire le interfacce per tutti gli oggetti CORBA.   
I componenti principali per il Java IDL sono un ORB, un naming service ed il 
compilatore idlj. Tutti questi fanno parte del J2SE, v.1.41_02. 
invocazione  
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Il processo per cui viene eseguita una chiamata  a metodo su un oggetto distribuito, 
che può essere eseguita senza avere conoscenza di dove sia realmente allocato 
l’oggetto sulla rete.  
object  
Un raggruppamento di operazioni e dati in una unità modulare. Un oggetto e’ 
definito dalla sua interfaccia che presenta verso l’esterno, dal suo comportamento 
quando le operazioni vengono invocate sulla sua interfaccia e dal suo stato.  
Object Management Group (OMG)  
Una organizzazione internazionale creata per stabilire le linee guida per le 
specifiche di gestione degli oggetti distribuiti in un framework per lo sviluppo di 
applicazioni object-oriented.  
Object Request Broker (ORB)  
I processi, le librerie ed altre infrastrutture in un ambiente distribuito che permette 
agli oggetti CORBA di comunicare l’un con l’altro, permettendo la connessione dei 
servizi di richiesta di un oggetto con i suoi servizi di risposta.  
Oggetto persistente  
Un oggetto che può sopravvivere al processo od al thread che l’ha creato. Un 
oggetto persistente esiste almeno fino a che non viene esplicitamente cancellato.  
POA (Portable Object Adapter)  
Un oggetto “adattatore” e’ il meccanismo che connette una richiesta usando un 
riferimento all’oggetto con il relativo codice che soddisfa quella richiesta. Il POA 
e’ un particolare tipo di oggetto “adattatore” specificato dall’OMG che può essere 
usato con implementazioni multiple di ORB. Inoltre il POA consente l’utilizzo 
degli oggetti persistenti.  
POA Manager  
Un POA manager e’ un oggetto che incapsula lo stato di processo di uno o più 
POA.  
policy  
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Una policy (politica) e’ un oggetto associato con un POA da una associazione al 
fine di specificare una caratteristica condivisa dagli oggetti implementati con quel 
POA.  
RBE  
Remote Browser Emulator. Emulatore sviluppato in Java, serve a coordinare e 
lanciare i vari EB che testano il sistema su cui deve girare il TPC-W.  
RTT  
Sigla che sta per Round Trip Time. Rappresenta il tempo che intercorre fra 
l’invocazione del metodo e l’ottenimento del risultato, calcolabile sia sul lato server 
che sul lato client (nel qual caso risulta essere la somma della misurazione calcolata 
sul lato server  e le varie latenze di rete legate al tipo di connessione creata dal 
client). 
server tier  
La porzione di una applicazione distribuita che contiene il gestore delle risorse 
siano esse statiche che dinamiche. Tipicamente il server-tier e’ collocato su una o 
più macchine dalle prestazioni piuttosto potenti.  
servlet  
Una piccola applicazione Java, platform-independent (senza una interfaccia utente 
grafica) che puo’ estendere le funzionalita’ di un Web Server in svariati modi.  
servlet runner  
E’ il processo sun.servlet.http.HttpServer appartenente al Java Servlet Developer's 
Kit (JSDK) e dalla versione 1.4.1 anche appartenente al Java Standard 
Development Kit (JSDK- le sigle sono identiche ma non si deve far confusione!) 
che permette alle servlet di poter girare sul Web Server.  
SSL  
Secure Sockets Layer. Un protocollo di sicurezza usato per Internet che specifica 
come il browser del cliente ed il server devono scambiarsi chiavi e dati criptati. 
stub  
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Una procedura locale corrispondente ad una singola operazione che invoca quella 
operazione quando e’ chiamata.  
SUT  
Sigla che sta ad indicare la parte del sistema che viene considerata sotto test 
(System Under Test).  
TPC-W  
Sigla che sta ad indicare il benchmark per siti di commercio elettronico le cui 
specifiche sono state prodotte dal Transaction Processing Performance Council 
(TPC).  
URL  
Uniform Resource Locator. L’indirizzo che specifica il percorso di un file sul 
World Wide Web, tipicamente composto da un prefisso per il protocollo, un nome 
per il dominio, una o più sottodirectory ed il nome del file. 
WIPS  
Sigla (Web Interactions Per Second) che indica la metrica primaria utilizzata dal 
benchmark TPC-W. Rappresenta il rapporto fra il numero di Web Interactions 
completate e l’intervallo di misurazione del test. 
WIRT  
Sigla (Web Interaction Response Time) che indica la metrica secondaria utilizzata 
dal benchmark TPC-W. Rappresenta il tempo che intercorre fra l’invocazione della 
servlet da parte del cliente e l’ottenimento del risultato richiesto (cioè la 
visualizzazione del Web Browser). 
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Appendice C 
Metodi remoti 
In questa appendice si vuole visualizzare l’elenco dei metodi che vengono invocati 
sull’oggetto remoto, sia esso un HTML Remote Object od un Database Remote Object. La 
lista fornita risulta indipendente dall’architettura di distribuzione utilizzata. Per una analisi 
più dettagliata del metodo si rimanda al codice sviluppato all’interno di questa tesi. 
C.1 Metodi remoti con query in Database 
Per le 14 servlet che costituiscono l’applicazione di E-commerce, abbiamo sviluppato 21 
metodi remoti che effettuano query in database con tempi di calcolo che variano da pochi 
millisecondi fino a centinaia di millisecondi (in un caso, la db_adminUpdate, si arriva 
anche ai 1200 millisecondi). Di seguito diamo un elenco di questi 21 metodi: 
•  String[] db_getName(int c_id)  
•  Book db_getBook(int i_id)  
•  Customer db_getCustomer(String UNAME)  
•  Vector db_doSubjectSearch(String search_key)  
•  Vector db_doTitleSearch(String search_key)  
•  Vector db_doAuthorSearch(String search_key)  
•  Vector db_getNewProducts(String subject)  
•  Vector db_getBestSellers(String subject)  
•  Hashtable db_getRelated(int i_id, Vector i_id_vec, Vector i_thumbnail_vec)  
•  void db_adminUpdate(int i_id, double cost, String image, String thumbnail)  
•  String db_GetUserName(int C_ID)  
•  String db_GetPassword(String C_UNAME)  
•  Hashtable db_GetMostRecentOrder(String c_uname, Vector order_lines)  
•  int db_createEmptyCart()  
•  Cart db_doCart(int SHOPPING_ID, Integer I_ID, Vector ids, Vector quantities)  
•  Cart db_getCart(int SHOPPING_ID, double c_discount)  
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•  void db_refreshSession(int C_ID)  
•  Customer db_createNewCustomer(Customer cust)  
•  BuyConfirmResult db_doBuyConfirm(int shopping_id,int customer_id,String 
cc_type,long cc_number,String cc_name,Date cc_expire,String shipping)  
•  BuyConfirmResult db_doBuyConfirm(int shopping_id,int customer_id,String 
cc_type,long cc_number,String cc_name,Date cc_expire,String shipping,String 
street_1,String street_2,String city,String state,String zip,String country)  
•  void db_verifyDBConsistency()  
 
C.2 Metodi remoti per restituire codice Html 
In questo caso si sono distribuiti metodi che consentissero di effettuare in maniera remota 
una elaborazione pura, simulando un oggetto remoto che restituisca al Web Server il 
codice Html di cui ha bisogno. La presenza di questo tipo di metodi e’ stata resa necessaria 
dal fatto che si e’ voluto sottolineare come la presenza del gateway possa deteriorare 
nettamente le prestazioni se i RTT sono dell’ordine dei tempi di comunicazione (cioè 
metodi con tempi di elaborazione molto piccoli). Nel caso precedente (C.1), invece, si e’ 
riusciti a dimostrare come con RTT maggiori , la presenza del gateway smorza 
notevolmente i propri effetti degradanti. 
Qui di seguito diamo un elenco (scevro di ogni riferimento alle architetture di 
distribuzione) dei 23 metodi implementati per le nostre 14 servlet: 
•  String home_html(String stringa_db_servlet)  
•  String home_elab(int i,int tot,String c11,String c12,String c21,String c22,String 
url1,String url2,String url3,String url4,String url5,String url6,String url7)  
•  String adm_req(String C_ID,String SHOPPING_ID,int I_ID,Book book,String 
RequestedSessionId,String url1,String url2)  
•  String adm_res(String I_NEW_COSTstr,String I_NEW_IMAGE,String 
I_NEW_THUMBNAIL,Book book,String saving,String url1,String url2)  
•  String prom_proc(Vector related_item_ids,Vector thumbnails,String url,int i)  
•  String best_sel_html(String subjects)  
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•  String best_sel_elab(String a_fname,String a_lname,String i_title,int i,int 
tot,String url1,String url2,String url3,String url4)  
•  String b_conf(CartLine line,int i,int tot,BuyConfirmResult result,String url1,String 
url2)  
•  String b_req(String RETURNING_FLAG,String UNAME,String 
PASSWD,String SHOPPING_ID,Customer cust)  
•  String b_req(String RETURNING_FLAG,String SHOPPING_ID,String 
RequestedSessionId,Customer cust,int i,int tot,CartLine thisline,Cart mycart,String 
url1,String url2)  
•  String cust_reg(String C_ID,String SHOPPING_ID,String 
getRequestedSessionId,String url1,String url2)  
•  String exe_sea_html(String search_type ,String search_string)  
•  String exe_sea_elab(Book myBook,int i,int tot,String url1,String url2,String 
url3,String url4)  
•  String n_prod_html(String subject)  
•  String n_prod_elab(ShortBook myBook,int i,int tot,String url1,String url2,String 
url3,String url4)  
•  String ord_inq(String C_ID,String SHOPPING_ID,String 
getRequestedSessionId,String username,String url1,String url2)  
•  String ord_dis(int err,String url1,String url2)  
•  String ord_dis(String url1,String url2,Order order,Vector lines)  
•  String prod_det(Book mybook,String url1,String url2,String url3,String url4)  
•  String sea_req_html()  
•  String sea_req_elab(String getRequestedSessionId,String SHOPPING_ID,String 
C_ID,String url1,String url2)  
•  String shop_cart_html()  
•  String shop_cart_elab(String getRequestedSessionId,CartLine line,Cart cart,int 
i,int tot,String SHOPPING_ID,String C_IDstr,String url1,String url2)  
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