In this paper we consider the Marshall-Olkin bivariate Weibull distribution. The Marshall-Olkin bivariate Weibull distribution is a singular distribution, whose both the marginals are univariate Weibull distributions. This is a generalization of the Marshall-Olkin bivariate exponential distribution. The cumulative joint distribution of the Marshall-Olkin bivariate Weibull distribution is a mixture of an absolute continuous distribution function and a singular distribution function. This distribution has four unknown parameters and it is observed that the maximum likelihood estimators of the unknown parameters can not be obtained in explicit forms. In this paper we discuss about the computation of the maximum likelihood estimators of the unknown parameters using EM algorithm. We perform some simulations to see the performances of the EM algorithm and re-analyze one data set for illustrative purpose.
Introduction
The Marshall-Olkin bivariate exponential distribution, see [14] , is a singular distribution. In this case, both the marginals have exponential distributions, but they can be equal with a positive probability. Because of that reason, if in a bivariate data set, for some cases two components take equal values, the Marshal-Olkin bivariate exponential (MOBE) distribution can be used quite effectively to analyze such data set. Since, the MOBE distribution has exponential marginals, if the bivariate data indicate unimodal marginal probability density function or non-constant hazard function, then MOBE distribution may not be appropriate. Because of this restriction, Marshall and Olkin [14] suggested a more flexible bivariate Weibull (MOBW) distribution, where the marginals are Weibull distributions and it can be obtained along the same line as the MOBE model. This model can be observed as a shock model when the shocks are arriving as a non-homogeneous Poisson process. In fact most of the other interpretations which are valid for MOBE distribution can be easily generalized for MOBW distribution also. Clearly, MOBW model is more flexible than the MOBE model, because of the presence of the shape parameter. Moreover, this model can be used quite effectively if the bivariate data indicate unimodal marginal probability density function or non-constant hazard function.
Lu [13] considered the MOBW model and proposed the Bayes estimates of the unknown parameters. For some of the related work in this connection the readers are referred to Patra and Dey [16] , Lu [12] , Hanagal [6, 7] and the references cited there. It may be mentioned that although extensive work has been done on MOBE model but not that much of work has been done for the MOBW model. One of the reason might be due to the computational complexity involved in finding the estimates of the MOBW model parameters.
The main aim of this paper is to consider the efficient computation of the maximum likelihood estimators (MLEs) of the MOBW parameters. This model has four unknown parameters, and the MLEs of the unknown parameters do not always exist, see for example Bemis et al. [2] , and even if they exist they can not be obtained in explicit forms as expected.
It is observed that the problems can be treated as a missing value problem and the EM algorithm can be used quite effectively to compute the MLEs by solving a one dimensional optimization problem at each iteration. We have provided a simple iterative procedure to solve the one dimensional optimization procedure also. Moreover, using the idea of Louis [11] , from the EM algorithm the observed Fisher information matrix can be easily obtained and they can be used for constructing asymptotic confidence intervals of the unknown parameters and for testing purposes also. Since MOBE is a special case of the MOBW distribution, our method can be applied for the MOBE model also. It may be mentioned at this point that Karlis [8] also developed an EM algorithm for the computation of the MLEs of the MOBE distribution, but the two ideas are quite different. Moreover, it is not immediate how Karlis's method can be extended for the MOBW model.
We have performed some simulations to see the performances of the EM algorithm and the performances are quite satisfactory. Recently, Meintanis [15] analyzed one data set using MOBE distribution. We have re-analyzed the same data set using MOBW distribution. It is observed that the proposed EM algorithm is working very well in this case and MOBW provides a better fit than the MOBE distribution. We have a provided a justification for that also. Finally we have provided the multivariate generalization of our proposed method.
The rest of the paper is organized as follows. In section 2, we describe the models and provide some basic properties. The EM algorithm for MOBW is discussed in section 3.
Simulation results and data analysis are presented in section 4 and section 5 respectively.
We discuss the multivariate generalization in section 6 and finally conclude the paper in section 7.
Marshall-Olkin Bivariate Weibull Distribution
It is assumed that the univariate Weibull distribution with the shape parameter α > 0 and the scale parameter θ > 0 has the following probability density function (PDF), cumulative distribution function (CDF) and survival function (SE) for x > 0;
respectively. From now on a Weibull distribution with the PDF (1) will be denoted by
2 ) and they are independent. Define X 1 = min{U 0 , U 1 }, and X 2 = min{U 0 , U 2 }, then the bivariate vector (X 1 , X 2 ) has the MOBW distribution with the parameters α, λ 0 , λ 1 , λ 2 and it will be denoted from now on as MOBW(α, λ 0 , λ 1 , λ 2 ). When α = 1, it coincides with the MOBE model with parameters λ 0 , λ 1 , λ 2 , which will be denoted by MOBE(λ 0 , λ 1 , λ 2 ).
then their joint survival function takes the following form for z = max{x 1 , x 2 };
Therefore, the joint PDF of X 1 and X 2 can be written as
where
Note that the function f X 1 ,X 2 (·, ·) may be considered to be a density function for MOBW distribution if it is understood that the first two terms are the densities with respect to the two dimensional Lebesgue measure and the third term is a density function with respect to one dimensional Lebesgue measure, see for example Bemis et al. [2] . It is clear that the joint cumulative distribution function (CDF) of X 1 and X 2 can be written as a mixture of an absolute continuous part and a singular part as follows;
Here for z = max{x 1 , x 2 },
F 0 (·, ·) is the singular part and F 1 (·, ·) is the absolute continuous part and it can be obtained by subtraction.
EM Algorithm for MOBW Distribution
In this section we address the problem of computing the MLEs of the unknown parameters of MOBW(α, λ 0 , λ 1 , λ 2 ), based on a random bivariate sample {(x 11 , x 21 ), . . . , (x 1n , x 2n )}. We use the following notation;
here |I j | for j = 0, 1, 2 denotes the number of elements in the set I j .
The log-likelihood function can be written as
It is known, see Bemis et al. [2] , that even when α = 1, the MLEs do not exist if one of the [1] . In case of MOBW distribution, the MLEs exist when n 0 > 0, n 1 > 0, n 2 > 0 and they can be obtained by maximizing (6) We suggest to use EM algorithm to compute the MLEs of the unknown parameters of the MOBW model. It is easy to show that estimation of MOBW can be seen as a missing data problem. It is assumed that for the bivariate random vector (X 1 , X 2 ), there is an associated random vector (∆ 1 , ∆ 2 ), where (∆ 1 , ∆ 2 ) is defined as follows.
Here U i 's are same as defined at the beginning of section 2. It is clear that in this case even if we know (X 1 , X 2 ), but the corresponding (∆ 1 , ∆ 2 ) may not be known always. For
is not known. If (x 1 , x 2 ) ∈ I 1 , then the possible values of (∆ 1 , ∆ 2 ) are (1,0) or (1,2) and similarly, if (x 1 , x 2 ) ∈ I 2 , then the possible values of (∆ 1 , ∆ 2 ) are (0,2) or (1,2), with non-zero probabilities.
Note that if (X 1 , X 2 ) and the associated (∆ 1 , ∆ 2 ) are known for all the observations, then the MLEs of the unknown parameters can be obtained very easily, by solving a one dimensional optimization problem. But unfortunately (∆ 1 , ∆ 2 ) are not known for all the observations. To implement the EM algorithm, first we obtain the 'E' step similarly as in Dinse [5] . In this case the 'pseudo log-likelihood' function ('E' step) is formed from the log-likelihood function (6) by replacing the log-likelihood contribution of (X 1 , X 2 ) by its expected value, if the corresponding (∆ 1 , ∆ 2 ) is missing. The 'M' step is obtained by maximizing the 'pseudo log-likelihood' function with respect to the unknown parameters. It has been implemented as follows.
In the 'E' step we keep the log-likelihood contribution of all the observations belonging to I 0 intact, as in this case the corresponding (∆ 1 , ∆ 2 )'s are known completely. If the observations belong to either I 1 or I 2 , we treat them as missing observations. If (x 1 , x 2 ) ∈ I 1 , we form 'pseudo observation', similarly as in Dinse [5] or Kundu [9] , by fractioning (x 1 , x 2 ) to two partially complete 'pseudo observations' of the form (x 1 , x 2 , u 1 (γ)) and (x 1 , x 2 , u 2 (γ)).
Here γ = (α, λ 0 , λ 1 , λ 2 ) and the fractional mass u 1 (γ) and u 2 (γ) assigned to the 'pseudo observation' are the conditional probabilities that (∆ 1 , ∆ 2 ) takes values (1,0) or (1,2) re-spectively, given that X 1 < X 2 . Similarly, if (x 1 , x 2 ) ∈ I 2 , then the 'pseudo observation's are formed as (x 1 , x 2 , v 1 (γ)) and (x 1 , x 2 , v 2 (γ)), where v 1 (γ) and v 2 (γ) are the conditional probabilities that (∆ 1 , ∆ 2 ) takes values (0,2) or (1,2) respectively, given that X 1 > X 2 . Since
and
Similarly,
From now on for brevity, we write
log-likelihood function of the 'pseudo data' can be written as
It can be simplified as
Therefore, 'M' step involves maximizing (8) with respect to (w.r.t.) α, λ 0 , λ 1 and λ 2 . Note that for fixed α, the maximization of (8) w.r.t λ 0 , λ 1 and λ 2 can be obtained at
Substituting λ i (α)'s for λ i 's in (8) , it can be easily observed by taking the second derivative that the profile pseudo log-likelihood function
) is a unimodal function of α. Therefore, it has a unique maximum. The maximization of the profile pseudo log-likelihood function w.r.t. α, can be performed by the standard Newton-Raphson algorithm, bisection method or similar to Kundu and Gupta [10] by solving a fixed point type equation
where if
Note that solving (11) is very simple. We can start the initial guess as α (0) , then α (1) can be obtained as g(α (0) ) and the process continues until it converges, see Kundu and
Gupta [10] . Now we describe how to obtain the (i + 1)-th step from the i-th step of the EM algorithm. Suppose at the i-th step the estimates of α, λ 0 , λ 1 , λ 2 are α (i) , λ
respectively.
•
Step 1:
2 .
• Step 2: Find α (i+1) by solving (11) similarly as in Kundu and Gupta [10] .
• Step 3: Once α (i+1) is obtained compute λ
from (9) and (10).
The process should be continued until the convergence criterion is met. It should be mentioned that this version of EM algorithm is popularly known as ECM (expectationconditional maximization) algorithm.
Comment 1:
As one referee has correctly mentioned that if α is very close to zero, then it may happen at a particular stage that the updated α obtained by using (11) may be negative, which will stop the process. In our extensive simulations, we have not faced that problem. This problem may occur even for Newton-Raphson algorithm also. In this case we suggest to use the bisection method, although in general it takes more number of iterations to converge than the proposed algorithm or the Newton-Raphson method.
Comment 2:
Since MOBE model can be obtained from the MOBW model by putting α = 1, in MOBW model, therefore the proposed EM algorithm can be used for the MOBE model also. In this case we do not need to solve the fixed point equation (11) and in each EM step the estimates of λ 0 , λ 1 and λ 2 can be obtained as λ 0 (1), λ 1 (1) and λ 2 (1) from (9) and (10). 
Data Analysis
For illustrative purpose, in this section we have analyzed one data set from Meintanis [15] and it is presented in 
Meintanis [15] analyzed this data by using MOBE distribution. We would like to analyze the data using MOBW model also. All the data points have been divided by 100 so that the shape and scale parameters are of the same order. This is not going to make any difference in any statistical inference.
Before going to analyze the data using MOBW model, we fit Weibull distributions to 
, where l(k) denotes the value of the log-likelihood function at the k − th iterate. In each iteration we need to solve g(α) = α, and we use the stopping criterion as |α see that at each step the log-likelihood function is gradually increasing and it is presented in Figure 1 . From the Figure 1 it is clear that the log-likelihood value almost stabilizes after 4-th iteration. We have tried some other initial guesses also, for example with the initial guess of 1.0, 1.0, 1.0, 1.0 for α, λ 0 , λ 1 , λ 2 respectively, the EM algorithm converges to the same point after 20 steps when we use the same stopping criterion.
We have also computed 95% confidence intervals of α, λ 0 , λ 1 , λ 2 using the observed Fisher information matrix obtained from the EM algorithm (presented in the appendix) as suggested by Louis [11] and they are as follows; (1. Now from the confidence interval of α, from the log-likelihood values and also from the Kolmogorov-Smirnov distances, it is clear that although Meintanis [15] suggested to use MOBE, MOBW is preferable in this case.
Simulation Results
In this section we present some simulation results to verify how the proposed EM algorithm Table 2 and the results of λ 0 , λ 1 and λ 2 for all the cases in Table 3 .
For comparison purposes we have also performed the experiment for the MOBE model using our method and the method proposed by Karlis [8] for the same λ 0 , λ 1 and λ 2 , the same stopping criterion and the same initial guesses. Since both of them compute the MLEs, their average estimates and the mean squared errors are same. The only difference is the number of iterations required in each case. We report the average estimates, the corresponding mean squared errors and the average number of iterations required for the two cases in Table 4 . Now comparing the results between the two methods in Table 4 for MOBE model, it is clear that when we use the same stopping criterion, the average number of iterations required by the method of Karlis [8] is significantly more than the proposed method, although both the methods provide the same solutions. An interesting point is that as the sample size increases the difference becomes smaller and smaller, but it is observed (not reported here) that even with sample size n = 5000, the difference in the average number of iterations does not vanish.
Multivariate Marshall-Olkin Weibull Distribution
In this section we mainly indicate how the EM algorithm described in section 3 can be extended for the multivariate Marshall-Olkin Weibull model. For notational simplicity we restrict ourselves to the trivariate model only but the idea can be easily used for any dimensions.
Marshall-Olkin trivariate Weibull (MOTW) model can be described as follows. Suppose U i ∼ WE(α, λ i ); for i = 0, 1, 2, 3 and they are independently distributed. If X i = min{U i , U 0 } for i = 1, 2, 3, then (X 1 , X 2 , X 3 ) ∼ MOTW model with parameters (α, λ 0 , λ 1 , λ 2 , λ 3 ) and it will be denoted as MOTW(α, λ 0 , λ 1 , λ 2 , λ 3 ).
We are interested in estimating the unknown parameters α, λ 0 , λ 1 , λ 2 , λ 3 from a sample {(x 1i , x 2i , x 3i ), i = 1, . . . , n}. Note that here for each random vector (X 1 , X 2 , X 3 ), there is an associated random vector (∆ 1 , ∆ 2 , ∆ 3 ), such that ∆ i takes the value 0 or i, as follows;
We use the following notation: • If (X 1 , X 2 , X 3 ) ∈ I 1 , ∆ 2 = 2, ∆ 3 = 3, but ∆ 1 can be 0 or 1 and
• If (X 1 , X 2 , X 3 ) ∈ I 2 , ∆ 1 = 1, ∆ 3 = 3, but ∆ 2 can be 0 or 2 and
• If (X 1 , X 2 , X 3 ) ∈ I 3 , ∆ 1 = 1, ∆ 2 = 2, but ∆ 3 can be 0 or 3 and
Then proceeding exactly as before, for a given u 1 , u 2 , v 1 , v 2 , w 1 , w 2 , where
we have
We define g(·) and h(·) as in section 3.
here g i (α) is the derivative of g i (α) with respect to α and g i (α) is the denominator of λ i (α)
for i = 0, 1, 2, 3.
Now we can define the EM algorithm similar to section 3 how to obtain the (i + 1)-th step from the i-th step. Suppose at the i-th step the estimates of α, λ 0 , λ 1 , λ 2 , λ 3 are
3 respectively.
3 .
• Step 2: Find α (i+1) by solving g(α) = α similarly as in Kundu and Gupta [10] .
from (13).
Conclusions
In this paper we have considered the MOBW distribution and discuss the EM algorithm for computing the maximum likelihood estimators of the four unknown parameters. It is observed that the implementation of the EM algorithm is not very difficult and it involves only a one dimensional optimization problem. We have provided a simple iteration technique to perform the one dimensional optimization procedure. The simulation results indicate that the performance of the EM algorithm is quite satisfactory. We have also constructed the asymptotic confidence intervals using the idea of Louis [11] and it is observed that even for moderate sample sizes the asymptotic results can be used for constructing confidence intervals and hence for testing purposes also. We have re-analyzed one data set, which was originally analyzed by Meintanis [15] using MOBE distribution, and we observed that for that data set MOBW model provides a better fit than the bivariate exponential model.
Although we have provided the EM algorithm for MOBW distribution, but it can be extended for the Marshall-Olkin multivariate Weibull model also. We have indicated briefly how it can be done for the trivariate model. It should be mentioned that the above procedure can be extended for other models also. For example in case of mixtures of MOBW or MOMW, the EM algorithm can be used. Moreover, in case of Block and Basu [4] type bivariate Weibull distribution the proposed EM algorithm can be easily extended. The work is in progress and it will reported later.
In the Appendix we provide the observed Fisher information matrix for the MOBW model.
It has been used to compute the asymptotic confidence intervals of the unknown parameters.
Observed Fisher Information Matrix
To compute the observed information matrix, we use the same notation as of Louis [11] . If the matrix S = ((S ij )) denotes the Hessian matrix and the vector U = (U i ) denotes the gradient vector of the pseudo log-likelihood function, then the observed Fisher information matrix can be obtained as S − UU T . Below we provide the elements of the matrix S and the vector U. 
