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Povzetek
Naslov: Posplošitev problema vozička s palico na zahtevneǰse domene
Avtor: Anej Svete
Problem vozička s palico pogosto uporabljamo za preizkušanje uspešnosti kr-
milnikov. Obstaja več različic, ki vsebujejo vrsto izzivov, vendar pa z enostav-
nostjo ne ujamejo nekaterih realnih situacij. V diplomski nalogi zato predlagamo
dve razširitvi, ki vključujeta združitev s problemom vozila v dolini in nalogo, v
kateri se mora voziček premakniti pod oviro. Izpeljemo enačbe dinamike sistema
in predstavimo implementacijo. Opǐsemo izzive, ki jih razširitve porajajo, in pre-
gledamo sorodno delo, s katerim si pomagamo pri definiciji in reševanju. Ker to
ne vsebuje standardnega pristopa, obstoječe ideje združimo v sistem, ki ponuja
primerna izhodǐsča tudi za nadaljnje delo. Na dveh znanih različicah problema in
na naših razširitvah naučimo agenta z globokim spodbujevanim učenjem in rezul-
tate opǐsemo ter interpretiramo. Ti kažejo, da sta razširitvi občutno zahtevneǰsi od
standardnih problemov in vsebujeta izzive, s katerimi se spodbujevano učenje težko
spopada. Medtem ko je učenje na znanih različicah hitro in stabilno, na razširitvah
traja znatno dlje in je manj zanesljivo. Ker naloga zahteva tvegano vedenje agenta,
se ta pogosto nauči strategij, ki naloge ne opravijo, ponujajo pa varneǰsi način urav-
novešanja palice. Vseeno v naučenem vedenju najdemo pričakovane in inteligentne
vzorce, zaradi katerih je agent učinkovit. Naloga poleg definicije domen in opisa
reševanja ponuja tudi nove izzive ter možnosti za nadaljevanje.
Ključne besede: umetna inteligenca, strojno učenje, spodbujevano učenje, glo-
boko učenje, teorija krmiljenja, testni problem, voziček s palico.

Abstract
Title: Generalization of the cart pole problem to more difficult domains
Author: Anej Svete
The cart-pole problem is often used to test the performance of controllers. Mul-
tiple variants exist and they present a series of challenges, however, their simplicity
fails to capture some realistic settings. Therefore, in the thesis, we suggest two
extensions of the problem, namely merging the original one with the mountain car
problem and an environment where the cart must move under an obstacle. We
derive the equations of the cart-pole dynamics on an uneven surface and present
our implementation. We also describe the challenges the extensions introduce and
survey similar work. Since the literature does not offer a standard approach, we
combine the existing ideas into a system which offers well-defined starting points
for further work. We teach an agent on two known variants of the problem and
our two extensions using deep reinforcement learning and present the experimen-
tal results. These show the severely more demanding nature of the extensions and
expose their challenges, which pose difficulties to reinforcement learning. While
learning on the standard tasks is relatively fast and stable, it is much slower and
less reliable on the extensions. The risky behaviour demanded by the task often
leads to strategies which do not accomplish the task but offer a safer way of ba-
lancing the pole. Nevertheless, we find anticipated and intelligent patterns in the
agent’s behaviour. The work also exposes many possibilities for further work.
Keywords: artificial intelligence, machine learning, reinforcement learning, deep




Reinforcement learning might be considered to to encompass all of
AI: an agent is placed in an environment and must learn to behave
successfully therein.
S. Russell and P. Norvig, Artificial Intelligence: A Modern Approach,
third edition 2010
1.1 Motivacija
Strojno učenje že vrsto let dosega še pred kratkim nepredstavljive uspehe. Daje
nam vpogled v področja, ki so nam bila pred tem povsem nepoznana, in nov
pogled na tista, ki smo jih že poznali. Uspehi na področju analize slik, govora in
inteligentnega odločanja so se vpletli v naš vsakdan in bržkone si ne predstavljamo
več življenja brez njih. Poraja se torej vprašanje, ali lahko s principi umetne
inteligence rešimo ali pa vsaj olaǰsamo prav vsa področja človeškega bivanja.
Preden lahko začnemo zares sanjati o tem, moramo rešiti eno do sedaj največjih
ovir pri gradnji takega sistema. V eri umetnih nevronskih mrež imajo mnoge
aplikacije strojnega učenja omejeno uporabnost, osredotočeno na le eno področje,
hkrati pa za osvojitev spretnosti pri njenem reševanju potrebujejo velike količine
vnaprej pripravljenih podatkov, mnogo več kot jih na primer potrebuje človek. To
še vedno onemogoča splošneǰso uporabo principov strojnega učenja v vsakdanjosti.
1
2 Anej Svete
Težko bi torej rekli, da dosegajo nivoje inteligentnosti, potrebne za avtonomno
delovanje v resničnem svetu.
Od tod izvira želja po agentih, ki bi se v okolju znašli sami, brez človeškega
posredovanja, in ki bi se učili sami iz informacij, ki jih pridobivajo med delova-
njem, brez vnaprej pripravljenih primerov, ki jih je pogosto težko priskrbeti. Tako
dojemanje agenta odpira mnoge možnosti in izzive in je porodilo vejo strojnega
učenja, imenovano spodbujevano učenje. Ta gradi na intuitivni ideji agenta, ki
sam, med interakcijo z okoljem, sprejema primerne odločitve in se na podlagi po-
vratnih informacij uči. To sledi mnogim principom tega, kako se učimo ljudje in
živali, in nam s tem daje upe za doseganje t.i. splošne umetne inteligence [20, 22].
S številnimi teoretičnimi dosežki in uspehi v določenih domenah, do katerih
je prǐslo še posebej z uveljavitvijo pristopov globokega učenja v spodbujevanem,
je to področje pritegnilo pozornost širše raziskovalne javnosti in je zadnja leta
eno najbolj živahnih področij umetne inteligence nasploh. Kljub temu je njegova
razširjenost še vedno precej manǰsa od nadzorovanega in nenadzorovanega učenja,
predvsem kar se tiče uporabe v komercialne namene. Pogosto se kot glavna težava
izpostavlja zahteva po veliki količini podatkov oz. poskusov, ki jih agent potrebuje
za osvojitev želenega vedenja, kar onemogoča uporabo na resničnih domenah.
Medtem ko pri nadzorovanem in nenadzorovanem učenju potrebujemo le
začetno množico podatkov, na podlagi katere nato gradimo model, ki ga upo-
rabimo na novih, pri spodbujevanem učenju vzpostavitev delujočega sistema ni
tako enostavna. Podatkov za učenje vnaprej nimamo, saj jih mora agent sproti
pridobiti sam. To pa hitro pripelje do nestabilnega in neenakomernega pritoka
podatkov, saj agent s spreminjanjem strategije vpliva tudi na doživete interak-
cije, že majhna sprememba vedenja pa lahko prinese povsem drugačne izkušnje
v okolju. Učinkovito učenje je zaradi tega težko. Teh izkušenj oz. neomejene
količine interakcij agent ne more dobiti vedno v svetu, saj bi to bilo preveč po-
tratno ali celo nevarno. Da bi z modeli spodbujevanega učenja dosegali tudi več
praktično uporabnih uspehov, zato pri njihovem razvoju potrebujemo kar se da
obsežne in realistične testne probleme. Za to se pogosto uporabljajo nadzorovana
in enostavno simulirana okolja kot so računalnǐske in namizne igre ter krmilni
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problemi. Prve zaradi enostavnosti opisa s preprostimi pravili, slednji pa zaradi
splošne uporabnosti v resničnem svetu in povezav z obširneǰsimi problemi.
Take nadzorovane naloge lahko nato služijo več namenom. Prva očitna moti-
vacija je ocenjevanje uporabnosti in uspešnosti novih algoritmov ter pristopov k
učenju. Te najprej preizkušamo na obvladljivih in razumljivih domenah, pri kate-
rih si dobljene rezultate lahko razlagamo, preden jih uporabimo na zapleteneǰsih.
Pomagajo torej tudi pri interpretaciji in razumevanju, s tem pa tudi izbolǰsavi
razvitih modelov. Poleg tega pa se z razvojem t.i. prenosljivega učenja poraja še
ena prednost, in sicer možnost vnapreǰsnjega učenja na manǰsih problemih, kjer
bi pridobljeno znanje nato uporabili na večjih, ki bi bili, če bi se jih lotili brez
predznanja, neobvladljivi. Znanje, dobljeno na manj zahtevni domeni torej prene-
semo na zahtevneǰso, kjer ga uporabimo za učinkoviteǰse in varneǰse učenje. Nova
domena je tu lahko obširneǰsa različica prvotne, domena, kjer je znanje, prido-
bljeno v osnovni, potrebno za reševanje ene od podnalog, ali pa, kot je to pogosto
v spodbujevanem učenju, različica naloge, ki smo jo simulirali, v resničnem svetu
(agenta torej naučimo v simulaciji, doučimo in uporabimo pa v resničnem svetu).
Uspehi na raznovrstnih področjih, kot so na primer zmage nad velemojstri šaha,
igre backgammon in go, vlivajo veliko upanja o razvoju avtonomnih agentov, ki
delujejo v resničnem svetu. Spodbujevano učenje dosega tudi nadčloveške sposob-
nosti igranja računalnǐskih iger, celo v igrah z več igralci. Nekaj, kar je bilo pred
razvojem spodbujevanega učenja za računalnike težko doseči, so na primer nove,
prej nepoznane in drzne poteze, od katerih se lahko učimo tudi ljudje. Računalniki
so se namreč učili z opazovanjem človeških iger, skupaj z njihovimi omejitvami in
primanjkljaji. Novi uspehi nam torej ne ponujajo le uspešnih modelov za reševanje
problemov, temveč tudi vpogled v nove strategije odločanja in sklepanja, ki jih prej
nismo poznali.
Sistemi, ki te probleme rešujejo, pa postajajo vse bolj zapleteni, neintuitivni
in težko razložljivi. Ker jih večina temelji na uporabi globokih nevronskih mrež,
trpijo za vsemi pomanjkljivostmi, ki so zanje značilne. Kot na primer poudarja
[5], imajo kompleksni modeli kot je zelo znani AlphaZero, ki se je v le nekaj urah
naučil mojstrskega igranja šaha, veliko pomanjkljivost, in sicer nezmožnost razlage
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in utemeljevanja odločitev. Vse, kar lahko od takih modelov izvemo o njihovem
razmǐsljanju, se moramo naučiti iz njihovega vedenja, ravno razlaga optimalnega
vedenja pa je lahko v mnogih primerih ključna. To upoštevamo tudi v našem
delu in dobljeno znanje poskušamo razložiti na človeško intuitiven način, kar pa
ni vedno mogoče storiti samodejno oz. algoritmično.
Za večjo splošno uporabnost spodbujevanega učenja in razvoj resnično avto-
nomnih agentov torej potrebujemo realistične in raznovrstne testne domene, ki
ujamejo kompleksnost domen, kjer bi lahko od strojnega učenja imeli korist. Za
testiranje in vrednotenje algoritmov spodbujevanega učenja in algoritmov krmi-
ljenja sistemov je kot merilo že dalj časa uveljavljen problem vozička s palico oz.
invertiranega nihala. Je eden prvih opisanih in najbolj poznanih krmilnih pro-
blemov. Ponuja dober vpogled v zmogljivost modelov zaradi svoje nelinearne
narave in povezave s številnimi ostalimi domenami. Zaradi splošnosti je pristo-
pov k reševanju mnogo. Najpogosteje zasledimo uporabo spodbujevanega učenja,
linearno-kvadratičnih regulatorjev, pojavijo pa tudi študije problema z vidika kva-
litativnega modeliranja in krmiljenja v [26] in v [25], kjer avtorja z kvalitativnim
sklepanjem uspešno zasnujeta načrt za krmiljenje sistema. Ta pristop si kot cilj
zada prej omenjeno bolǰso razložljivost dobljene strategije in učenje iz manǰsega
števila podatkov.
1.2 Cilj in vsebina naloge
Na podlagi dosedanjih spoznanj o problemu invertiranega nihala in vozila v dolini
v diplomski nalogi zasnujemo dve novi razširitvi osnovne oblike, ki služita kot
kompleksneǰse, a iz računskega pogleda še vedno nezahtevno, merilo za vrednotenje
krmiljenja. Izhajamo iz ideje o splošni uporabnosti začetnega testnega problema,
ki pa ga lahko nadgradimo, da ujame več kompleksnosti v resničnem svetu in s
tem ponuja bolǰsi vpogled v uspešnost učenja računalnǐskih sistemov.
Obe različici sta naravni razširitvi problema in vanj vneseta več realnih ome-
jitev ter izzivov. Prva v sistem doda oviro, ki se ji mora agent izogniti, da se
premakne od začetne točke do končne. Zahteva torej načrtovanje z upoštevanjem
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ovir na poti in pomemben kompromis med stabilizacijo sistema in (čim hitreǰsim)
premikom do cilja. Druga razširitev združuje prvotni problem s še enim klasičnim
testnim problemom na področju spodbujevanega učenja, t.i. vozilom v dolini. Na-
loga agenta se torej oteži tako, da mora palico uravnovešati na neravnem terenu
in se mora po njem premakniti iz začetne točke v dolini na vrh vzpetine. Pri tem
pa vozilo nima dovolj potisne sile, da bi vrh lahko doseglo le s pospeševanjem,
zato mora po zalet še na drugo stran klančine. To mora agent vključiti v svojo
strategijo, ki spet vključuje kompromise med stabilnostjo, hitrostjo in raziskova-
njem. Obe razširitvi natančneje definiramo, izpeljemo potrebne enačbe dinamike
in sestavimo simulacijsko okolje.
Praktičnost in zahtevnost obstoječih in razvitih problemov nato testiramo z
uveljavljenimi algoritmi spodbujevanega učenja ter dobljene rezultate interpreti-
ramo. Pri tem se posvetimo tudi dobri izbiri učnih algoritmov in obrazložimo
izbiro. Reševanje problema zahteva učinkovito predstavitev stanja in znanja o
sistemu, kar je lahko težavno, saj je sistem po naravi zvezen. Naš cilj je med
drugim tudi kar se da učinkovito učenje, kar pomeni, da se agent strategije nauči
s kar se da majhnim številom poskusov. Na ta način ocenimo uspešnost učenja in
učinkovitost različnih pristopov. Ocenimo tudi zahtevnost, ki jo dodatne omejitve
prinesejo v problem in iz tega sklepamo o uporabnosti novih modelov.
S pristopom k definiciji in analizi novih domen ter k učenju želimo ponuditi
tudi vodila za prihodnje reševanje podobnih problemov, saj se posvetimo kar nekaj
podrobnostim in izzivom, jih obrazložimo in premǐsljeno obravnavamo.
Poskusi na različnih konfiguracija učne metode in okolja so nam omogočili, da
smo izbrali primerno implementacijo okolja, obliko nagrad in način učenja. Edini
dovolj konsistenten pristop k učenju je bil z globokim spodbujevanim učenjem,
ta pa zaradi podatkovne neučinkovitosti za učenje potrebuje relativno veliko in-
terakcij z okoljem tudi v enostavneǰsih nalogah. Vseeno na vseh predstavljenih
različicah okolja z njim uspešno naučimo relativno učinkovitega agenta, učenje pa
izpostavi številne izzive zahtevneǰsih različic. Sploh naše razširitve se izkažejo za
občutno zahtevneǰse, saj učenje agenta v njih zahteva veliko več realnega časa in
premǐsljenega postopanja. Za naučene agente je značilno tudi relativno robustno
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obnašanje in v nekaterih situacijah inteligentno obnašanje.
1.3 Vsebina poglavij
Nadaljevanje dela je strukturirano na sledeči način. Najprej podrobneje opǐsemo
obravnavano domeno. Formuliramo torej prvotni problem, kot ga je zasnoval Barto
v [2], in eno v literaturi uveljavljeno razširitev, pomembneǰsi del pa je posvečen
predstavitvi naših razširitev. Ker zahteva razširitev problema s strmino nove
enačbe dinamike, te tudi izpeljemo. V tretjem poglavju povzamemo najpomemb-
neǰso literaturo, ki opisuje reševanje problema vozička s palico, tako s področja
spodbujevanega učenja kot tudi s področja kvalitativnega sklepanja. Opǐsemo naj-
uspešneǰse pristope in utemeljimo, kako so lahko uporabni v naši nalogi. Reševanje
problema vključuje tudi kar nekaj implementacijskih odločitev, tako iz vidika simu-
lacije domene kot učenja. V četrtem poglavju se torej podrobneje posvetimo temu.
Peto poglavje se posveti izbiri sistema učenja in njegovega vrednotenja. Opǐsemo
pristope, ki jih uporabimo, hkrati pa razmislimo, zakaj nekateri drugi niso delo-
vali. Predstavimo tudi merila, po katerih ocenjujemo uspešnost tako učenja kot
končne strategije. Na podlagi teh nato v šestem poglavju predstavimo rezultate
učenja in ocenimo uspešnost. V sedmem poglavju naše rezultate in ugotovitve
sorodne literature ovrednotimo ter komentiramo, razmislimo pa tudi o možnostih
za nadaljnje delo. Delo zaključimo v osmem poglavju s sklepnimi mislimi.
Poglavje 2
Model vozička s palico
Od petdesetih let preǰsnjega stoletja je problem invertiranega nihala (ang. inverted
pendulum) ena najpomembneǰsih poskusnih domen na področju robotike in teorije
krmiljenja [3]. Uporablja se za realizacijo eksperimentalnih modelov, preizkušanje
učinkovitosti novih krmilnih metod in potrjevanje pravilnosti njihove implementa-
cije. Obstaja mnogo različic, ki segajo od takih, kjer je nihalo pritrjeno na fiksno
točko, do takih, kjer na premikajoči se podlagi ne stabiliziramo le enega nihala,
temveč več vzporednih ali pa celo več pritrjenih drug na drugega. Pojavljajo se
tudi tridimenzionalne različice.
V nalogi se posvečamo eni najbolj znanih različic, sploh na področju spod-
bujevanega učenja. Gre za obliko, kjer je nihalo (palica) pritrjeno na voziček,
ki se lahko premika po vodoravni progi. Tudi iz te izhaja več izpeljav. Za cilj
si na primer lahko zadamo stabilizacijo palice na nestabilni navpični točki ali pa
težjo nalogo dviga palice iz stabilne viseče točke v nestabilno navpično. V delu
obravnavano in nadgradimo nalogo stabilizacije v navpičnem položaju.
Problem je postal priljubljen predvsem zaradi enostavnosti implementacije, ob-
vladljive dinamike in uporabnosti naučenih principov na zahtevneǰsih domenah.
Je tipičen primer podkrmiljenega problema, saj z nadziranjem le ene spremen-
ljivke (lokacije) nadziramo dve prostostni stopnji (lokacijo in kot palice). Take
sisteme pogosto najdemo tudi v robotiki, zato so rezultati, dobljeni pri reševanju
tega problema, uporabni tudi na tem področju. Principe najdemo tako v povsem
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raziskovalnih in teoretičnih delih kot tudi v razvoju komercialnih produktov, kot
je na primer znani Segway, ki za premikanje uporablja prav principe mobilnega
invertiranega nihala. Izsledke pa lahko uporabimo tudi pri načrtovanju komple-
ksneǰsih gibov, na primer hoji humanoidnih robotov, kjer se da najti povezave med
bipedalno hojo in gibanjem invertiranega nihala[3].
Analiza domene invertiranega nihala torej prinaša tako teoretično kot praktično
uporabne rezultate. Da pa bi domena obsegala še več situacij resničnega sveta, v
delu vanjo dodamo več omejitev in izzivov. V nadaljevanju poglavja se posvetimo
štirim različicam danega problema, ki so aktualne za naše delo. Najprej opǐsemo
osnovno različico, katere cilj je stabilizacija palice v navpični pozi, nato pa pred-
stavimo še posplošitev, kjer mora agent poleg stabilizacije palice s premikanjem po
progi doseči ciljno točko. Ti dve nalogi sta v literaturi poznani in služita za osnovo
našim nadgradnjam, ki ju opǐsemo v nadaljevanju poglavja. Vsaka od razširitev
osnovne oblike (ki je za potrebe naše naloge torej prva opisana različica) v nalogo
vnese nove izzive in kompromise. Ker jih je za reševanje potrebno razumeti, pri
vsaki različici opǐsemo tudi te.
2.1 Prvotni problem ravnoteženja palice
Osnovna oblika problema opisuje sistem, sestavljen iz vozička, na katerega je pri-
trjena toga palica. Voziček se lahko v mejah pomika po enodimenzionalni progi,
palica pa po navpični ravnini, ki je vzporedna stezi. Agent - voziček - v diskre-
tnih časovnih korakih zaznava trenutno lokacijo, kot palice in vodoravno ter kotno
hitrost in na podlagi teh nanaša silo F vzporedno z stezo in se s tem po njej
pomakne levo ali desno. Krmilnik je torej dvopoložajni - tak način nadzora se v
angleški literaturi pogosto pojavlja pod imenom
”
bang-bang control“.
Pri krmilnih problemih na splošno velja, da večje število možnih akcij (tj.
večji prostor akcij) pomeni večjo kompleksnost in zahtevnost učenja, zato pogosto
želimo število akcij zmanǰsati na najmanǰse možno. To sicer olaǰsa učenje, vendar
pa omeji zmožnosti sistema, ki morda za opravljanje naloge potrebuje večjo fleksi-
bilnost. V osnovni obliki dve možni akciji sistem že po definiciji delata nestabilen
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Slika 2.1: Osnovni sistem vozička in palice.
- celo optimalna strategija bo na vsakem koraku palico potiskala stran od sredǐsča,
zato je potrebno nenehno popravljanje in prilagajanje.
Kljub številnim možnostim nastavitve omejitev in parametrov se je v litera-
turi uveljavila predvsem oblika, predstavljena v [2], zato povzamemo to z nekaj
prilagoditvami, ki kasneje omogočajo lažjo obravnavo domene z neravnim terenom.
Z mv označujemo maso vozička, z mp pa maso palice, za katero v nalogi predpo-
stavljamo, da je točkasto telo z vso maso v vrhu, kar ni povsem standardno. Njena
dolžina je l, kot med navpičnico in palico v negativnem smislu pa Θ. Predposta-
vljamo tudi, da je sistem brez trenja - tako med stezo in vozičkom kot med palico
in vozičkom v točki, kjer je palica pritrjena. Sistem opisujemo s posplošenima
koordinatama x in Θ, ki sta neposredno odvisni od časa t. Shema je skupaj z
oznakami prikazana na sliki 2.1.
Za simulacijo sistema smo v nalogi zaradi konsistence uporabljali enačbe, ki jih
v splošnem izpeljemo v podrazdelku 2.4.3, v literaturi pa se najpogosteje upora-
bljata enačbi 2.1.1 in 2.1.2, katerih izpeljavo najdemo v npr. v [8]. Označbe imajo
enak pomen kot prej, le da tu z lh označimo polovično doľzine palice. Enostavno je
enačbe izpeljati tudi s pomočjo Lagrangevih enačb, ki smo jih uporabili tudi mi.
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Kot smo omenili, se naša formulacija sistema na mestih razlikuje od tiste, ki jo
opisuje zgoraj omenjeni članek. Razlika je v načinu obravnave palice. Kot opǐsemo
v izpeljavi, je v naši formulaciji palica točkasto telo z maso, skoncentrirano na vrhu.
Pogosteje najdemo sistem, kjer je palica telo z maso, osredotočeno na sredini te-
lesa, torej na polovici dolžine. Ta točka je tudi njeno težǐsče, če predpostavimo
enakomerno gostoto palice. Prav zaradi tega se velikokrat pri specifikaciji sistema
navaja kar polovično dolžino palice. Naša specifikacija je torej ekvivalentna stan-
dardni, če za pomen količine, ki jo v enačbah označujemo z l, vzamemo polovično
doľzino palice. S tem bi računali dinamiko za sistem, pri katerem je masa pa-
lice skoncentrirana na polovici njene dolžine, torej, v primeru enakomerne gostote,
ravno njenem težǐsču. Omenimo, da analiza prvotne domene v delu [24] ugotavlja,
da se zahtevnost povečuje z večanjem dolžine palice. Ker v drugem pomenu kon-
stante l pri isti dejanski dolžini palice to količino prepolovimo, bi to torej moralo
pomeniti lažje reševanje sistema.
Cilj osnovne oblike sistema je zadržati palico v zraku kar se da dolgo, pri čemer
se za neuspeh smatra situacijo, ko je palica nagnjena pod kotom, večjim od neke
vnaprej določene vrednosti, pogosto 12.5◦. Epizoda se konča, če je palica urav-
novešena dovolj dolgo, tj. dovolj časovnih korakov. Ker je razlika med koraki
konstantna (označimo jo z ∆t), lahko iz tega neposredno tudi razberemo realen
čas.
Nalogo lahko povzamemo takole:





, kjer ẋ in Θ̇ označujeta odvoda po času t.
Akcije: Potisk v levo, potisk v desno z vnaprej določeno močjo.
Začetno stanje se ponavadi določa naključno v okviru omejitev, tako da je
palica nastavljena približno navpično in se premika z majhno hitrostjo, voziček pa
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Slika 2.2: Sistem, kjer je agentov cilj premik vozička iz začetne točke, označene z
xz, v končno, označeno z xk.
se nahaja približno na sredini proge in se premika počasi v naključno smer.
2.2 Regulatorska naloga vozička s palico
Osnovno nalogo enostavno posplošimo na t.i. regulatorsko različico, ki v enakem
okolju in v enaki postavitvi določa dodatno omejitev glede cilja. Za uspešno opra-
vljeno epizodo se mora voziček premakniti z začetnega položaja xz na položaj xk
in to opraviti čim hitreje, torej s čim manj potiski. Pri tem mora vzdrževati palico
v ravnovesni leg, agent pa ima tudi časovno omejitev in naloga ne uspe, če cilj v
tem času ni dosežen. Shema te naloge je predstavljena na 2.2.
Povzemimo:
Cilj: Premakniti voziček z začetnega položaja v končnega v čim kraǰsem času,
pri čemer mora biti palica ves čas znotraj dovoljenih kotov, voziček pa mora prav






Akcije: Potisk v levo, potisk v desno.
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2.2.1 Dodatna težavnost, ki jo vnese razširitev
Čeprav sprememba sprva ne zgleda znatna, spremenjeni cilj nalogo občutno oteži
in vnese več izzivov, s katerimi se mora agent spopasti.
Eden glavnih izhaja iz nasprotujočih ciljev stabilizacije nihala in (čim hi-
treǰsega) premika v ciljno stanje. Vsak premik v določeno smer namreč desta-
bilizira palico (in s tem zahteva potiske v nasprotno smer, ki preprečujejo napre-
dovanje proti ciljni lokaciji), vsaka težnja po stabilizaciji, ki je najzanesljiveǰsa na
mestu, pa onemogoča premik. Tako očitno nastane potreba po kompromisu med
ciljema in izvajanju korakov, ki zadovoljujejo oba.
Še večji izziv nastane, ko upoštevamo, da se mora agent pri spodbujevanem
učenju učiti iz uspehov, do katerih sprva pride naključno. Če so ti redki, agent
prejme (pre)malo pozitivnih povratnih informacij in jih ne more uporabiti za vo-
denje kasneǰsega vedenja. Gre za t.i. problem redkih nagrad (ang. sparse reward
problem) in je eden največjih izzivov spodbujevanega učenja nasploh.
Do njega pride tudi pri problemu vozila v dolini, vendar ga tam zaradi le
enega cilja (premik k cilju), ki mu ne nasprotuje noben nestabilen cilj (stabilizacija
palice) lahko rešujemo z dovolj raziskovanja, da agent cilj najde. V primeru vozička
s palico pa bi raziskovanje (naključni premiki) palico prevrnili in naloga bi se
zaključila, ne da bi agent lahko dejansko raziskoval.
V osnovni obliki problema to ni težava, saj je vsak korak, ko agent uspe
zadrževati palico stabilno (torej vsak, razen končnega), nagrajen in agent lahko na
podlagi tega sklepa, da mora palico zadrževati navpično čim dlje. Težava nastane
v regulatorski različici, saj zanjo podobne nagrade ne moremo zasnovati. Ta na-
mreč spodbuja dolgo zadrževanje in ne signalizira želje po premiku k cilju. Agent
mora stremeti k temu, da za nalogo porabi čim manj časa, zato za zadrževanje
samo ne more biti nagrajen. To otežuje sporočanje, da je palico med premikom
potrebno zadrževati v zraku, končen cilj pa lahko doseže le tako. Cilj je namreč
dosežen le, če (1) je agent v ciljnem območju in hkrati (2) uspešno stabilizira pa-
lico. Očitno je, da do tega stanja agent le stežka pride naključno, pozitivne (oz.
nenegativne) nagrade pa v osnovi dobi samo v teh težko dosegljivih stanjih, saj so
v definiciji naloge le ta zaželena. Kot opǐsemo v razdelku 3.2, se omilitve te težave
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lahko lotimo na več načinov, ki na primer vključujejo namigovanje o ciljni lokaciji
in večanje verjetnosti, da agent pride v ciljno stanje, tako da začne bližje njega ali
celo v njem. Uvedemo lahko tudi postopke kot so oblikovanje nagrad (ang. reward
shaping) in varno raziskovanje, vendar noben pristop ne ponuja zaključene rešitve
problema redkih nagrad v splošnem. Kot torej lahko vidimo, nasprotujoča cilja
nalogo znatno otežita.
Omembe vredno je tudi, da definicija ciljne lokacije oteži diskretizacijo prostora.
Znani preprosteǰsi algoritmi, kot sta navadno Q-učenje in algoritem ASE/ACE, se
zanašajo na to, da je prostor stanj diskreten, že osnova domena pa ima vse 4 dimen-
zije stanja inherentno zvezne. To zahteva, da za uporabo enostavnih algoritmov
prostor diskteriziramo. Ta pristop se je izkazal za učinkovitega pri prvotni nalogi,
na primer v [2, 12], kjer je diskretizacija dovolj natančna, da ujame razlike med
zaželenimi in nezaželenimi stanj, hkrati pa ustvari dovolj majhen prostor stanj, da
ga lahko algoritem obvladuje. To v praksi pomeni, da je lokacija diskretizirana v
majhno število škatel (v zgornjih primerih v 3), saj zgolj pri stabilizaciji lokacija
ni pomembna toliko kot na primer kot nihala. Tako razmǐsljanje ne deluje, če
je le en del prostora zaželen, saj mora diskretizacija prostora to ujeti - zabeležiti
mora, da je ta in samo da del prostora ciljen. Pregroba diskretizacija bi pome-
nila, da agent dojemal prevelik del prostora kot zaželen ali pa ciljnega območja ne
bi zaznal. Ta cilj torej potrebuje natančneǰse deljenje dimenzije lokacije vozička,
kar pa hitro privede do prevelikega števila stanj, da bi lahko brez posploševanja
preizkusili in opisali vse. Kot to opǐsemo v poglavju 6.2, je to enostavno pokazati
tudi empirično. V literaturi zato nismo zasledili nobenega poskusa reševanja pro-
blema spodbujevanim učenjem in diskretizacijo, temveč le z neposredno uporabo
zveznega prostora.
Zahtevnost problema seveda raste tudi z oddaljenostjo ovire, saj je na dalǰsi
poti verjetnost, da palica pade, večja. Večja težava z dalǰsimi progami pa je velikost
prostora, ki ga mora agent obvladovati, hkrati pa še vedno upoštevati, da imajo
lahko le majhne razlike med koti in hitrostmi velike posledice na uspešnost naloge.
Večja dolžina pomeni tudi še manǰso verjetnost, da agent na cilj pride po naključju
in še povečuje vpliv redkih nagrad. Če premik zahteva večje število akcij (ki
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Slika 2.3: Sistem vozička s palico z oviro. ∆h označuje razliko v vǐsini med vrhom
navpične palice in dnom ovire ter je večji od 0.
morajo seveda biti usklajene s stabilizacijo), ne moremo pričakovati, da bo agent
cilj našel sam, zato so nujne prej omenjene hevristike ali kakšni drugi načini vnosa
predznanja o problemu robotu.
2.3 Voziček s palico z izogibanjem oviri
Ta razširitev v regulatorski sistem dodaja oviro, ki je postavljena nad progo med
začetnim in ciljnim položajem vozička. Ovira je spuščena dovolj nizko, da voziček
pod njo ne more peljati z navpično dvignjeno palico, torej jo mora nagniti, da se
lahko premakne do cilja. Shema je prikazana na 2.3.
V naši implementaciji je dotik ovire s palico prepovedan, torej se epizoda neu-
spešno zaključi, takoj ko se palica dotakne ovire. To med drugim preprečuje, da
bi si agent pomagal z naslanjanjem palice na oviro. Vse ostale omejitve, cilj in za-
znave so enake tistim iz prvotne formulacije problema premika vozička z začetnega
do končnega položaja.
Zanima nas, ali se agent lahko nauči strategije, kjer palico pred oviro namerno
zniža, vendar le dovolj, da mu pri tem ne uide iz ravnovesja in se lahko na drugi
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strani ovire še ustavi. Če je pri tem uspešen, nas zanima tudi meja, do katere
lahko oviro spustimo, da mu naloga še vedno uspe.
2.3.1 Dodatna težavnost, ki jo vnese razširitev
Ta domena seveda prevzame vse izzive regulatorske različice, hkrati pa še zmanǰsa
verjetnost, da agent do ciljnega stanja pride naključno. Ne le, da se mora agent
znajti na cilju, pri tem se mora izogniti še oviri, kar, če agent palico stabilizira, ni
enostavno.
Agent mora brez znanja o lokaciji ovire ugotoviti, kdaj mora palico znižati in jo
nato na drugi strani hitro stabilizirati, da ne izgubi ravnotežja ali zapelje čez rob
proge. Težava je, da, tudi če se agentu uspe premakniti pod oviro, to ni dovolj, saj
se mora na ciljnem mestu ustaviti in stabilizirati. Če mu vse to ne uspe, naloga
ni opravljena in ne dobi dovolj pozitivnih povratnih informacij. Na voljo pa ima
samo akcije, ki so na voljo že v prvotni obliki.
Še lažje kot pri navadnem regulatorskem problemu lahko agent na tej domeni
pade v neželen lokalni minimum (poskusi kažejo, da ga najde res pogosto), in
sicer to, da ne tvega in, ko ugotovi, da padec palice oz. dotik ovire pomenita ta-
koǰsnjo negativno nagrado, to poskuša preprečiti tako, da se ne premika z začetnega
položaja. Ostane torej na mestu in se nikoli ne premakne pod oviro do cilja, pri
čemer učinkovito stabilizira palico, vendar cilja ne doseže. To zanj sicer na koncu
pomeni še slabši rezultat kot če bi palica padla na začetku (ker se zadržuje toliko
korakov, ki so kaznovani, in ker je iztek časa ravno tako kaznovan neuspeh kot pa-
dec palice), vendar agent vseeno negativen izkupiček padca prelaga vse do konca
epizode. Še bolj kot pri regulatorski različici mora torej najti kompromis med
tveganjem in stabilizacijo, saj drugače obtiči s to neoptimalno rešitvijo. Podobno
vedenje najdemo tudi pri navadnem regulatorskem agentu, vendar še zdaleč ne
tako pogosto, saj tam tveganje ni tako negotovo.
Zahtevnost je seveda odvisna od vǐsine in dolžine ovire in večanje zahtevnosti
še povečuje verjetnost, da agent obtiči v varnem lokalnem minimumu.
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2.4 Voziček s palico v dolini
2.4.1 Opis
Ta razširitev združuje dva klasična problema teorije krmiljenja: problem vozička s
palico in vozila v dolini. Da dodobra razumemo našo razširitev, najprej predsta-
vimo še slednjega.
2.4.1.1 Vozilo v dolini
Cilj te naloge je premakniti vozilo z dna doline na vrh vzpetine. Prvotno formula-
cijo je opisal Moore v svoji doktorski disertaciji [13]. Vozilo začne na dnu doline,
ki je z obeh strani obdana s strmino, končna točka pa je na vrhu ene izmed teh
strmin. Tako kot voziček se lahko premika levo in desno po terenu, silo pa lahko
nanaša diskretno kot voziček (v tem primeru tristopenjsko, saj poleg potiska levo
in desno lahko vozilo tudi ne stori ničesar), obstaja pa tudi zvezna različica, kjer
agent sam izbere silo potiska.
Največji izziv te naloge je, da je vozilo prešibko za samostojen vzpon po strmini
navzgor. Ker pa ima na voljo strmini v obe smeri, lahko to izkoristi in z vzpenja-
njem na nasproti breg in sledečim spustom pridobi dovolj kinetične energije, da se
lahko premakne na izbrani vrh.
V osnovni implementaciji vozička s palico to sicer ne pride do izraza, pri premi-
kanju čez strmino pa moramo biti pozorni na to, da vozilo smatramo kot pritrjeno
na progo, torej pri pospeševanju čez hrib ne more poleteti.
Shema je predstavljena na sliki 2.4.
Problem lahko povzamemo na sledeči način:
Cilj: Premakniti vozilo z začetnega položaja na dnu doline v končnega na vrhu
klančine. Cilj je dosežen, ko vozilo doseže ciljni položaj.
Stanje: Položaj x.
Akcije: Potisk v levo, potisk v desno, nobena akcija.
Diplomska naloga 17
Slika 2.4: Sistem vozila v dolini.
2.4.1.2 Voziček-palica v dolini
Dinamika vodenja vozička in palice se občutno spremeni, če se agent giblje po
neravnem terenu. Ker pa je to zelo naraven in v naravi prisoten problem, v prvoten
model vpeljemo še ta element. Voziček se torej mora premikati po neravnem
terenu, ki vpliva tako na njegovo zmožnost nadziranja sistema kot tudi na dinamiko
palice.
Omejitve sistema so vzete iz obeh originalnih problemov. Voziček mora
vzdrževati palico znotraj dovoljenih kotov in se mora premakniti z začetnega
položaja xz v končnega xk. To mora storiti v kar se da malo potezah, po zgledu
prvotnega problema vozička s palico pa ima na voljo dvostopenjsko krmiljenje.
Pri premikanju navkreber spet ne more računati zgolj na svoje potiskanje, saj je
prešibek, zato si mora pomagati s predhodnim vzponom na nasprotno strmino.
Tu je vredno izpostaviti, da naloga predstavlja še večji izziv, če mora pri tem
balansirati še palico. Samo krmiljenje namreč zahteva občasno zaviranje, zato
agent ne more računati, da bi pri vzpenjanju lahko uporabil vso svojo potisno silo.
To pomeni, da je že klančina, ki bi jo sicer voziček sam zmogel prepeljati, lahko
prestrma, če mora pri tem stabilizirati palico in mora, da mu to uspe, nujno prido-
biti zalet na nasprotni strani - počasen vzpon, navadno potreben za stabilizacijo
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Slika 2.5: Sistem vozička s palico na strmini.
palice, bi namreč pomenil preveč zaviranja in premalo potisne sile navzgor.
Zanima nas torej, ali se agent lahko nauči uspešne strategije in jo tudi optimi-
zira v smislu porabe najmanǰsega števila korakov, hkrati pa pazi tudi na ravnanje
s palico. V naši implementaciji lahko krivuljo tal poljubno manipuliramo in kot
oblika ovire v preǰsnji razširitvi bo del analize tudi odziv učenja na različne oblike
tal.
Celoten sistem je predstavljen na sliki 2.5.
Strnjeno torej:
Cilj: Premakniti vozilo z začetnega položaja na dnu doline v končnega na vrhu
klančine in se tam stabilizirati, pri čemer mora biti palica ves čas uravnovešena.
Stanje: Sedmerica
(
x, ẋ,Θ, Θ̇, y, ẏ, ÿ
)
. Dodamo torej informacije o naklonu
in vǐsini terena, kjer se voziček nahaja.
Akcije: Potisk v levo, potisk v desno z vnaprej določeno silo.
2.4.2 Dodatna težavnost, ki jo vnese razširitev
Tudi ta domena prenese vse izzive regulatorske različice, hkrati pa doda težave, s
katerimi se agent sooča pri problemu vozila v dolini.
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Slika 2.6: Primer krivulje proge (levo), njenega naklona (sredina) in ukrivljenosti
(desno). Ker je krivulja zlepek konstantne in trigonometrične funkcije, ni dvakrat
zvezno odvedljiva, kar se jasno vidi na sliki. Ker pa je drugi odvod vǐsine potre-
ben pri simulaciji sistema, ta nezveznost vpliva na njegovo obnašanje oz. hitro
spreminjanje tega.
Podobno kot agent, ki se sooča z oviro, mora agent tu ugotoviti, kdaj je
najučinkoviteǰsi in najvarneǰsi trenutek, da palico zniža in se premakne proti cilju.
Ob tem seveda ni dovolj, da se premakne le naprej, saj tako ne more prevoziti
klančine na poti, torej mora najprej ugotoviti, da mora za to najprej pridobiti
zalet, nato pa še najti način, kako lahko to (konsistentno) izvede. To je zaradi
redkosti nagrade in nestabilnosti sistema zelo zahtevno.
Za razliko od navadne regulatorske različice in različice z oviro mora tu voziček
tudi nujno krmiliti nihalo pri vǐsji hitrosti (da se sploh lahko povzpne) in to za
dalj časa kot pod oviro, zaradi česar je sistem še toliko bolj nestabilen in uspeh
negotov.
Še ena spremenljivka, ki jo mora agent upoštevati in ki ni prisotna oz. nima
vpliva v preǰsnjih domenah, je to, da je vpliv akcij odvisen tudi od lokacije vozička
na strmini, ne glede na hitrost in položaj palice. Medtem ko potisk levo oz. desno
na ravni progi vedno vplivata enako (glede na hitrost in kot palice), mora agent
tu upoštevati tudi, da je njegov pospešek na klančini manǰsi. Hkrati na nekaterih
mestih hitro pride do velike razlike med učinkovitostjo akcij, na primer na začetku
in na koncu klančine, saj so količine, ki vplivajo na dinamiko, nezvezne, kot lahko
vidimo na sliki 2.6. Če agent tega ne upošteva, lahko hitro destabilizira sistem in
ne uspe pri nalogi.
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Ponovno je zahtevnost odvisna od parametrov okolja - strmine in dolžine
klančine, ki ju spet lahko prilagajamo in opazujemo, do pri kakšnih vrednostih
je agent še lahko uspešen.
2.4.3 Izpeljave
V tem razdelku izpeljemo enačbe za razširjen sistem vozička s palico na strmini. Za
razširitev z oviro nove izpeljave sicer niso potrebne, saj je dinamika povsem enaka
tisti v prvotni formulaciji problema, ampak, kot smo omenili, zaradi konsistence
dinamiko v vseh okoljih simuliramo na podlagi spodaj izpeljanih enačb.
Pri formulaciji sistema enačb si pomagamo z Lagrangeevo formulacijo gibalnih
enačb, za izpeljavo dejanskih diferencialnih enačb pa smo zaradi njihove zaplete-
nosti uporabili programsko orodje Wolfram Mathematica.
Za splošnost implementacije to domeno zastavimo nekoliko drugače kot prvo-
tno. Posplošeno koordinato x zamenjamo s s, ki je (od časa t odvisen) parameter,
ki implicitno izraža položaj telesa in omogoča, da je ta enolično določen kjer koli
na (s tlemi pravokotni) ravnini in da krivulja, po kateri potuje voziček, ni nujno
funkcija lokacije x. To omogoča izris poljubne poti, s čimer lahko problem poljubno
otežimo.
Za lažjo izpeljavo vpeljemo podobne predpostavke kot pri prvotnem sistemu,
le da tokrat obravnavamo voziček še kot točkasto telo. Tako lahko zanemarimo
vrtilno količino togega telesa pri premikanju po neravni površini.
Na podlagi sheme, predstavljene na sliki 2.5, lahko zapǐsemo sledeče enačbe,
ki povezujejo spremenljivke sistema. x (s) in y (s) sta funkciji parametra s, ki
določata obliko krivulje. Odvisnosti količin s in Θ od časa t ne pǐsemo eksplicitno.
x1 (s,Θ) = x (s)
y1 (s,Θ) = y (s)
x2 (s,Θ) = x (s) + l sin (Θ)
y2 (s,Θ) = y (s) + l cos (Θ)
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Odvodi teh funkcij po času so torej:










ẋ2 (s,Θ) = ẋ+ lΘ̇cos (Θ)
ẏ2 (s,Θ) = ẏ − lΘ̇sin (Θ)
Kinetična energija sistema je

















ẏ − lΘ̇ sin (Θ)
)2)
Potencialna pa
V = Vvoziček + Vpalica
= −gmvy1 − gmpy2
















Dobljeni enačbi rešimo z Mathematico in izrazimo s̈ ter Θ̈ na sledeči način



























+ ẏ − (g (mp + 2mv +mp cos (2Θ)))
− 2lẏmp cos(Θ)Θ̇2
+ ẏṡ2 (mp sin (2Θ) ẍ+ (mp + 2mv +mp cos (2Θ)) ÿ)
− ẋ (gmp sin (2Θ))
− 2lẋmp sin (Θ) Θ̇2
+ ẋṡ2 ((mp + 2mv −mp cos (2Θ)) ẍt+mp sin(2Θ)ÿ)
g1
(
Θ, Θ̇, s, ṡ, x, ẋ, ẍ, y, ẏ, ÿ
)
=
(−mp − 2mv +mp cos (2Θ)) ẋ2
− 2mp sin (2Θ) ẋẏ
− (mp + 2mv +mp cos (2Θ)) ẏ2
f2
(
Θ, Θ̇, s, ṡ, x, ẋ, ẍ, y, ẏ, ÿ
)
=
F (cos (Θ) ẋ− sin (Θ) ẏ)
+ ẏ (sin (Θ) ẋ+ cos (Θ) ẏ)
(
−lmp sin (Θ) Θ̇2 + (mp +mv) ṡ2ẍ
)
+ ẋ (sin (Θ) ẋ+ cos (Θ) ẏ)
(
lmp cos (Θ) Θ̇












−mp −mv +mp cos (Θ)2
)
− lmp sin (2Θ) ẋẏ
− 1
2
(mp + 2mv +mp cos (2Θ)) ẏ
2
Celotni formuli najdemo na naslednji strani, v izrazih 2.4.3 in 2.4.4.
s̈ =
1

























−mp −mv +mpcos (Θ)2
)





V tem poglavju pregledamo najbolj znano in za naše delo najbolj relevantno lite-
raturo, ki obravnava reševanja problema vozička s palico. Navedemo nekaj pristo-
pov in rezultatov reševanja prvotne različice, večji del pa je namenjen sicer manj
obsežni literaturi, ki opisuje pristope k reševanju regulatorske različice, saj je ta
za našo nalogo pomembneǰsa in ponuja uporabne vpoglede v problem.
3.1 Prvotni problem ravnoteženja palice
Prvi poskusi na tej domeni segajo že v 50. leta preǰsnjega stoletja, skozi čas pa so
se pojavili številni pristopi spopadanja z njo.
Ker reševanje osnovnega problema ni naš cilj, tu omenimo le, da so uspešno ob-
vladovanje dovolj že enostavneǰsi algoritmi spodbujevanega učenja, kot je Q-učenje,
zato se ta model pogosto pojavlja kot predstavitveni problem tega področja.
Na spodbujevanem učenju sicer temelji večina pristopov reševanja, obstajajo
pa tudi drugačni, na primer z genetskimi algoritmi, in nekateri uspešno strategijo
zgradijo v le nekaj epizodah interakcije, npr. [10].
Eden prvih vplivnih poskusov se pojavi v [12], kjer avtorji dobro vodenje
dosežejo v okoli 400 epizodah. Ta pristop se problema loti z diskretizacijo pro-
stora in je na ta način zgled vsem kasneǰsim poskusom na tej domeni do pojavitve
funkcijske aproksimacije. Algoritem iz [2], na primer, tudi temelji na diskretizaciji
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in osvoji nalogo v 70 epizodah.
Algoritem NFQ [17], eden izmed enostavneǰsih algoritmov funkcijske aproksi-
macije, (podrobneje se mu posvetimo v naslednjem razdelku), 100 % uspešnost
stabiliziranja doseže v 200 epizodah interakcije oz. okoli 2 minutah realnega časa.
Zelo podatkovno varčne so različne oblike globokega Q-učenja, ki se obvladova-
nja naučijo v manj kot 30 epizodah. Zglede uspešnih agentov lahko najdemo
na primer na povezavi https://github.com/openai/gym/wiki/Leaderboard#
cartpole-v0.
Omenimo še, da lahko problem optimalnega krmiljenja rešimo tudi analitično,
torej povsem brez interakcij z okoljem, kar pa je seveda z vidika ocenjevanja algo-
ritmov, ki se učijo avtonomno neuporabno oz. lahko služi le primerjavi naučene
strategije z eksplicitno izpeljano.
3.2 Regulatorski problem vozička s palico
Za razliko od osnovne različice domene je regulatorska precej manjkrat omenjena v
literaturi. Tu povzamemo 4 članke, ki problem predstavijo in izpostavijo nekatere
izzive. Poleg rezultatov opǐsemo tudi metodologijo, saj ta predstavlja osnovo za
naš pristop reševanja.
Iz definicije lahko vidimo, da je problem težji od osnovnega, saj naloga tu vse-
buje tudi zahteve preǰsnje, hkrati pa doda nove, ki bolje opisujejo in predstavljajo
realne izzive krmilnih sistemov. Pričakujemo lahko torej potrebo po bolj napre-
dnih pristopih k reševanju in, da bo učenje strategije obvladovanja naloge težje ter
bo trajalo dalj časa.
3.2.1 Nevronsko prilagodljivo Q-učenje
Prvih članek, ki podrobneje omenja regulatorsko različico problema, je [17], kjer
avtor na njem preizkusi v delu predstavljeni algoritem, imenovan Neural Fitted Q
oz. NFQ. Ta predstavlja razširitev standardnega Q-učenja na domene z zveznimi
stanji.
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Posplošitev na zvezna okolja je smiselna in potrebna, saj se spodbujevano
učenje pogosto preizkuša in uporablja na domenah, kjer so stanja naravno opi-
sana z zveznimi spremenljivkami. Ena takih je prav voziček s palico. Čeprav se,
kot omenjeno, včasih dobro obnese diskretizacija prostora, pa je prostor pogosto
za kaj takega preobsežen ali prezapleten in je edina možnost funkcijska aproksi-
macija, kjer funkcijo Q namesto s tabelo predstavimo neposredno s funkcijo stanj.
Ker tako ne hranimo več vrednosti posameznih stanj, smo pogosto z vrednotenjem
približni, hkrati pa so vrednosti med seboj odvisne - sprememba vrednosti nekega
stanja vpliva tudi na ocenjeno vrednost bližnjih stanj. Ta lastnost je pogosto tudi
zaželena, saj omogoča posplošitev naučenih vrednosti na še neobiskana stanja, kar
lahko precej pospeši učenje.
Posploševanje pa ne deluje vedno nam v prid, kar še posebej pride do izraza pri
spodbujevanem učenju. Nove posodobitve vrednosti stanj namreč lahko izničijo
naučene informacije o drugih stanjih, kar se pogosto zgodi, ko agent doživlja nove
izkušnje oz. raziskuje nova stanja, v katerih prej še ni bil - sploh, če so ta drastično
drugačna od znanih. Ta problem se spodbujevanem učenju pojavlja pogosto in
njegovo reševanje zahteva prilagoditve učenja, kot na primer opǐsemo kasneje v
razdelku 5.2.2.1, kjer vidimo, kako se z njim spopadajo najmoderneǰsi algoritmi.
Problem torej vodi v zelo počasno učenje, ki potrebuje veliko število ponovitev za
konvergenco, če do te sploh pride.
Opisano je glavni problem, ki ga avtor članka želi popraviti in njegova rešitev
je preprosta. Namesto da se, kot je to značilno za navadno Q-učenje, na vsa-
kem koraku prilagodi vrednost doseženega stanja (in s tem tudi bližnjih stanj), se
vrednosti stanj posodabljajo po koncu epizod, in sicer tako, da se pri učenju upo-
rabijo vse do takrat izkušene interakcije, ki vključujejo stanja, opravljene akcije in
po potrebi tudi prejete nagrade. Algoritem torej na podlagi interakcij z okoljem
hrani seznam vseh prehodov oblike (s, a, s′), ki označujejo, da je rezultat izvajanja
akcije a v stanju s prehod v stanje s’. Po potrebi hranimo tudi prejete nagrade -
to ni nujno potrebno, saj nagrade pogosto ne pridejo neposredno iz okolja, temveč
so določene naknadno. Na podlagi teh prehodov in pripadajočih nagrad se nato
sistem nauči ustrezne funkcije Q, ki (približno) ustreza Bellmanovim enačbam.
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Glede na to funkcijo (oz. vrednosti stanj, ki iz nje izhajajo) se nato izbira akcije.
Za razliko od navadnega Q-učenja, ki posodablja vrednosti na vsakem koraku in
same izkušnje (tj. stanje okolja, opravljeno akcijo in prejeto nagrado) nato zavrže,
NFQ torej hrani informacije o vseh izkušnjah, ki se za oceno funkcije Q uporabijo
šele po koncu epizode in pri vsaki sledeči posodobitvi. Tak pristop ima poleg
upoštevanja vseh dosedanjih izkušenj tudi prednost tega, da lahko na tem mestu
za učenje funkcije uporabimo katerega koli izmed naprednih
”
off-line“ algoritmov
za funkcijsko aproksimacijo vrednosti stanj, ki so pogosto zanesljiveǰsi od
”
on-line“
verzij. Avtor za to uporabi umetno nevronsko mrežo s preprosto arhitekturo dveh
skritih nivojev 5 celic. Od tod izvira tudi ime algoritma. Ta struktura se skupaj z
algoritmom za posodabljanje uteži RPROP ([16]) izkaže v vseh testnih domenah -
v prvotnem problemu ravnoteženja palice, v domeni vozila v dolini in regulatorski
obliki vozička s palico.
Za potrebe algoritma avtor prostor stanj S razdeli na tri disjunktne pod-
množice: množico S+ ciljnih stanj (ki so lahko tudi končna, kar pomeni, da za-
ključijo epizodo, lahko pa tudi niso - ciljna in končna stanja torej ne označujejo
nujno iste množice), množico S− prepovedanih stanj in ostala stanja, ki niso ne
ciljna ne prepovedana. Natančneǰsa definicija ciljnih in prepovedanih stanj je od-
visna od problema, za našo domeno pa je važna sledeča interpretacija. Agent je v
ciljnem stanju, če se nahaja znotraj ciljnega območja na progi in je palica v dovo-
ljenem stanju - dovolj navpično. Ker narava naloge zahteva, da voziček v takem
stanju tudi ostane, tako stanje ni končno, tj., ne konča epizode. To velja za vse
regulatorske probleme. Po zgledu [18] pa je končni pogoj izpolnjen, če agent dovolj
časa (dovolj časovnih korakov) preživi v množici ciljnih stanj, saj to označuje, da
se je tam stabiliziral.
Avtor problem sicer definira ravno obratno od značilnega pristopa v spodbu-
jevanem učenju - namesto da agent poskuša maksimirati prejeto nagrado, namreč
poskuša minimizirati ceno poti do cilja. Agent torej prav tako dobiva povratne
informacije iz okolja, le da te ne predstavljajo koristnosti oz. zaželenosti prehodov,
temveč njihovo ceno (ceno prehoda (s, a, s′) označimo s c (s, a, s′)).
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Vrednosti parov stanj in akcij1, ki se kot učni primeri uporabijo pri k-ti po-
sodobitvi vrednostne funkcije parov stanj in akcij Q, so v članku na podlagi cen
prehodov c in ocenjenih optimalnih vrednosti naslednjih stanj v preǰsnji iteraciji
Q∗k−1 definirane na standardiziran način za vsa okolja, na katerih avtor preizkusi
algoritem, in sicer (a) za okolja, v katerih so ciljna stanja tudi končna:
T (s, a, s′) =

c (s, a, s′) s′ ∈ S+
C− s′ ∈ S−
c (s, a, s′) + γQ∗k−1 (s
′) sicer
(3.2.1)
in (b) za okolja, v katerih ciljna stanja niso končna:
T (s, a, s′) =
C− s′ ∈ S−c (s, a, s′) + γQ∗k−1 (s′) sicer .
V primeru (b) mora biti c (s, a, s′) = 0, če s′ ∈ S+. Q∗k−1 (s) je ocena optimalne
vrednosti stanja s v preǰsnji iteraciji učenja, tj. Q∗k−1 (s) = maxa∈AQk−1 (s, a)
(najbolǰsi ocenjen izkupiček iz tega stanja), kjer je A množica dovoljenih akcij,
C− pa (dovolj velika) konstanta, ki signalizira prepovedane prehode. Agent se
torej po vsaki epizodi nauči nove vrednostne funkcije na podlagi preǰsnjih ocen
stanj in dobljenih izkušenj prehodov in cen - na k-tem koraku Qk. Ta ocenjuje
vrednost vsakega para stanja in akcije (s, a). Algoritem se uči na množici učnih
podatkov, ki jo sestavljajo pridobljene izkušnje in pripadajoče izračunanje tarče
T - učni primeri za vrednost vsakega od parov stanja in akcije (s, a) predstavljajo
vse tarče, ki vsebujejo s kot začetno stanje in a kot akcijo, ne glede na končno
stanje oz. rezultat akcije, tj. želimo, da je Qk (s, a) ≈ T (s, a, s′) ∀s′ ∈ S.
S tako formirano vrednostjo stanj rešuje tudi problem vozička s palico, kjer je
c (s, a, s′) = 0.01 za vse trojice, kjer s′ ni ciljno stanje, in C− = 1.0. To pomeni, da
mora agent najti pot, kraǰso od 100 korakov, če želimo, da je shema cene smiselna.
Dinamika in parametri okolja so nastavljeni enako kot v [2], spremenjeni pa so
cilj in agentove možne akcije. Ciljni položaj vozička je območje na sredini proge
1Avtor zanje uporabi izraz tarče (ang. tagret, T ), saj predstavljajo vrednosti funkcije, ki se
jo uči umetna nevronska mreža.
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- interval [−0.05, 0.05], pri čemer mora seveda biti palica uravnovešena navpično
navzgor, akcije pa so potiski s silo poljubne moči z intervala [−10N, 10N ]. Kr-
miljenje torej ni dvostopenjsko, kot smo ga opisovali prej, ampak zvezno. Zaradi
tega je reševanje nekoliko drugačno in tudi sama definicija problema se spremeni,
vendar cilj naloge ostaja povsem enak.
Med učenjem v simulaciji je sistem začetna stanja žrebal tako, da so bile začetne
lokacije enakomerno porazdeljene na intervalu [−2.3, 2.3] (medtem ko so dovoljene
lokacije iz intervala [−2.4, 2.4]), začetni koti palice pa enakomerno porazdeljeni na
intervalu [−0.3, 0.3], merjeno v radianih. Začetni hitrosti sta bili nastavljeni na 0.
Za testiranje kakovosti naučenih sistemov je avtor uporabil enostavneǰso nalogo,
saj so bile začetne lokacije znotraj razdalje 1 metra od sredine (torej je potreben
kraǰsi premik do cilja), koti pa v istem intervalu kot med testiranjem.
Raznolikost začetnih stanj pri učenju tudi pomeni, da ni tako nujne potrebe
po eksplicitnem raziskovanju v strategiji, saj že različna začetna stanja prinašajo
nove izkušnje. Avtor zato pri določanju akcij uporabi požrešno metodo, ki med
gradnjo oz. širitvijo množice shranjenih izkušenj za učenje vedno izbere trenutno
najbolje ocenjene akcije in ne raziskuje z izvajanjem slabše ocenjenih akcij. Tako
pridobiva vedno kakovostneǰse primere interakcij, do katerih ne bi prǐsli z naključno
strategijo ali če novih izkušenj ne bi dodajali.
Zaradi zahtevnosti problema in prej opisanega izziva redkih nagrad pa avtor
uporabi tudi hevristiko, ki agentu pomaga, da se osredotoča na pomembne predele
prostora stanj. Izkoristi dejstvo, da v problemih, kot je na primer voziček s palico,
množico ciljnih stanj poznamo (ker je npr. podana s specifikacijo problema). V tem
primeru lahko funkcijo, s katero ocenjujemo vrednosti stanj, poskušamo prisiliti, da
ciljnim stanjem (njihovo vrednost poznamo) pravilno oceni vrednost že od začetka,
ne da bi jih agent dejansko obiskal. To v tem primeru storimo zelo enostavno, saj je
potrebno le ustvariti umetne prehode med ciljnimi stanji (z naključnimi akcijami),
katerih cena je 0, kar k tej vrednosti povleče tudi vrednost funkcije Q, ki se jo
učimo. Avtor ta pristop poimenuje hevristika namigov do cilja.
Razlika med zaporednima akcijama ∆t je znašala 0.02 s. Agent se je učil na
podlagi interakcij z okoljem, ki jih je pridobil v epizodah, dolgih največ 100 korakov
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Povprečno 197.3 14439.8 4 min 49 s 319.1
Najbolǰsi primer 75 4016
Najslabši primer 309 24132
(a) Podatki o prvi uspešni strategiji.





Povprečno 354.0 28821.1 9 min 36 s 132.9
Najbolǰsi primer 119 8044
Najslabši primer 489 43234
(b) Podatki o najbolǰsi najdeni strategiji (znotraj 500 epizod učenja).
Tabela 3.1: Rezultati algoritma NFQ s hevristiko namigov do cilja na domeni
regulatorskega vozička s palico. Strategija je uspešna, če doseže ciljno stanje iz
vseh 1000 naključnih začetnih stanj, najbolǰsa pa je tista, ki to opravi v najmanj
korakih.
oz. 2 sekundi (zaradi tega je prej definirana nagrada tudi smiselna), za testiranje
pa je bila dolžina epizode podalǰsana na 3000 korakov oz. 60 sekund in agent jo je
uspešno zaključil, če je bil na koncu epizode v ciljnem stanju. Agent je za učenje
imel na voljo 500 epizod.
V poizkusih, predstavljenih v članku, se je algoritem NFQ z uporabo opisane
hevristike izkazal z učinkovitostjo oziroma podatkovno varčnostjo, saj je za gradnjo
uspešnih in kvalitetnih strategij potreboval relativno malo interakcij z okoljem. Na
splošno je varčnost porabe pridobljenih prehodov značilnost algoritma NFQ, ki se
pokaže tudi v poizkusih na drugih domenah.
Rezultati, dobljeni na regulatorski domeni vozička s palico so povprečje 50
poskusov in so povzeti v tabeli 3.1.
V povprečju se je krmilnik torej naučil uspešne strategije v manj kot 5 minutah
realnega časa, v najbolǰsem primeru še precej hitreje. Če povprečimo čez vse po-
32 Anej Svete
skuse, je najbolǰsa najdena strategija na epizodo zunaj ciljnega območja preživela
132.9 koraka. Avtor je za primerjavo tudi analitično izpeljal linearen krmilnik, ki je
v povprečju iz 1000 začetnih lokacij zunaj ciljnega območja preživel 402.1 korakov,
kar je skoraj trikrat slabše od rezultatov algoritma NFQ. To dokazuje, da je algo-
ritem, kljub temu da nima nobenega predznanja o domeni, povsem konkurenčen
analitičnim rešitvam.
Algoritem NFQ sta Lampe in Riedmiller nato nadgradila v algoritem AMA-
NFQ [11], kjer je za še večjo učinkovitost in aplikativnost v realnih okoljih dodan še
priblǐzen model okolja. S tem želijo avtorji premostiti eno vplivnih pomanjkljivosti
Q-učenja v splošnem. To je število iteracij učenja, potrebnih za prenos informacije
o vrednosti (končnih) stanj po celotnem prostoru stanj (oz. do vseh tistih, ki vodijo
vanje), kar vpliva na to, kdaj lahko agent dobljene informacije upošteva pri izbiri
akcij, torej, kdaj so uporabne. Potreben čas lahko na primer v grobem ocenimo
z dolžino najkraǰse poti (najmanǰsega števila potrebnih akcij) od začetnega do
končnega stanja, saj se na vsakem koraku za oceno predhodnega stanja uporabi
ocena naslednjega, pridobljena v preǰsnji iteraciji.
Problem lahko v principu rešimo z večkratno ponovitvijo učenja vrednosti Q,
vendar to lahko zaradi nepopolnega in približnega znanja, sploh na začetku učenja,
vodi v prekomerno prilagajanje netočnim podatkom in zato slabše rezultate. Tudi
regularizacija ne reši vseh izzivov oz. ustvarja nove ([11]).
Avtorji zato predlagajo sprotno učenje približnega modela dinamike sistema,
kar omogoča tvorjenje virtualnih epizod in s tem dodatnih učnih primerov. Metoda
kljub temu ne uporablja pristopov, značilnih za algoritme, ki so povsem vezani na
model okolja (ang. model-based). Združuje tako podatke, dobljene iz interak-
cije z resničnim okoljem kot tiste, pridobljene iz modela okolja, omogoča pa tudi
prehod na učenje izključno iz resničnih interakcij, ko je zgrajena strategija dovolj
zanesljiva, da so ti podatki uporabni.
Model okolja zgolj ustvarja virtualne epizode, ki jih ovrednotimo in uporabimo
za učenje. Te se tvorijo med posameznimi resničnimi epizodami, tako da nismo
časovno omejeni z dinamiko okolja, kar je omejitev algoritmov, ki virtualne epizode
tvorijo med izvajanjem resničnih epizod, npr. za načrtovanje.
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Da pa spomin prehodov ni
”
preplavljen“ le z virtualnimi epizodami, ki so, sploh
na začetku, netočne, se virtualni prehodi za učenje uporabijo le enkrat, medtem
kot se resnični ohranijo za učenje pri vsakem posodabljanju funkcije. Metoda na
ta način zmanǰsa potrebno število interakcij s pravim okoljem, hkrati pa ustvari
povsem primerljive in prav tako splošne strategije brez pristranskosti nepopolnega
modela.
Avtorji po zgledu [17] za zvezen približek funkcije Q uporabijo preprosto ne-
vronsko mrežo, in sicer z dvema skritima nivojema 20 celic in sigmoidno aktiva-
cijsko funkcijo, začetne uteži pa so prav tako kot v preǰsnjem članku naključno
določene iz intervala [−0.5, 0.5]. Z enako mrežo so uči tudi model okolja. Ta se ne
uči neposredno izidov akcij (tj. stanj, v katera vodi akcija iz predhodnega stanja),
saj so razlike pogosto majhne, temveč se zaradi bolǰse resolucije uči razliko med
stanji. Uteži se spet prilagajajo z optimizacijskim algoritmom RPROP, kjer pa so
pretirano prilagajanje funkcije Q preprečili z manǰsim številom posodobitev uteži
v vsaki iteraciji učenja.
Predstavljeni algoritem avtorji preizkusijo na regulatorski domeni vozička s
palico. Cilj naloge je enak kot prej - končati epizodo v ciljnem območju z urav-
novešeno palico, podobna je tudi postavitev učenja, z nekaj spremembami: dovo-
ljeno območje parametra Θ je razširjeno na [−0.7, 0.7] radianov, dovoljeno območje
x pa je enako. Začetne lokacije se izbirajo enakomerno iz intervala [−0.5, 0.5]
(torej precej blizu cilja; lahko bi celo rekli, da je cilj naloge zadrževanje na cilj-
nem območju in ne premik vanj), začetni koti palice pa enakomerno na intervalu
[−0.5, 0.5], merjeno v radianih. Spet so začetne hitrosti vedno 0. Učna epizoda je
trajala 200, testna pa 500 časovnih korakov. Na vsako epizodo, dobljeno iz inte-
rakcije z okoljem so izvedli 10 virtualnih, ki jih tvori model, vsaki od teh pa sledi
posodobitev funkcije Q - te omogočajo, da se informacije o ciljnih in prepovedanih
stanjih razširijo po prostoru stanj.
Izvedli so 10 poskusov, kjer je imel agent 100 epizod, da se nauči optimalne
strategije. Dobljene strategije so nato ocenili na podlagi učinkovitosti in robustno-
sti. Prvo je izražalo število korakov, ki jih agent preživi izven ciljnega območja









NFQ AMA-NFQ NFQ AMA-NFQ
20 580 400 5 20
40 560 180 10 80
60 550 150 15 90
80 400 150 20 90
100 350 150 40 90
200 - - 80 -
300 - - 80 -
Tabela 3.2: Povzetek rezultatov testiranja algoritma AMA-NFQ in primerjava z
enostavneǰsim algoritmom NFQ.
začetnih lokacij, od koder je agent uspel stabilizirati palico in se premakniti v
ciljno območje. Učenje so ocenili tudi na podlagi časa, potrebnega za najdbo prve
sprejemljive strategije - take, ki ciljno stanje doseže z vseh 100 začetnih testnih
lokacij. To dobro odraža zahtevnost učenja na tej domeni, saj za krmiljenje sis-
tema ne potrebujemo nujno optimalne oz. najhitreǰse strategije, zadošča lahko že
poljubna, ki je dovolj robustna.
Rezultati kažejo na veliko večjo učinkovitost algoritma AMA-NFQ. Glavni ra-
zlog za to je uspešno in hitro učenje modela, ki je nato brez dodatnih interakcij
z okoljem ustvarjal uporabne prehode in s tem pomagal pri učenju strategije. Že
po približno 10 epizodah realnih interakcij je bil model okolja uporaben, po 20
pa že praktično enakovreden realnemu svetu, kar je neposredno vplivalo na učenje
strategije. Ravno po 20 epizodah se namreč uspešnost strategij vidno izbolǰsa.
Napaka modela je seveda še toliko manǰsa v največkrat obiskanih stanjih, med-
tem ko naraste v manjkrat izkušenih stanjih. Podrobneje so rezultati učinkovitosti
naučenih strategij skozi čas povzeti v tabeli 3.2.
Za najdbo uspešne strategije (ki ciljno stanje doseže iz vseh 100 začetnih lokacij)
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je algoritem AMA-NFQ potreboval med 19 in 50 epizod, medtem ko algoritmu
NFQ to v prvih 100 epizodah ni uspelo, zato so rezultati za NFQ navedeni tudi za
večje število epizod. Izkaže se, da se v dalǰsem času uspešnih strategij lahko nauči
tudi NFQ.
Avtorja žal nista objavila podatkov o dejanskem številu interakcij z okoljem,
le število epizod. Ker pa je število korakov na epizodo odvisno od uspešnosti
strategije in ni konstantno, ne moremo natančno določiti realnega časa interakcije,
porabljenega v poskusih. Če upoštevamo najslabši primer, kjer je bila vsaka učna
epizoda izpeljana do konca (vseh 200 korakov) in kjer je razmak med korakoma
0.02 sekunde, to pomeni 200 · 100 · 0.02 sekund = 400 sekund oz. slabih 7 minut
realnega časa za izpeljavo vseh 100 učnih epizod (in primerno manj za najdbo prve
uspešne strategije). Algoritem AMA-NFQ pri tem seveda uporabi še veliko več
virtualnega (simuliranega) časa. To pa je pesimistična ocena in je (zaradi kratkih
epizod na začetku, ko je strategija naključna) dejanski porabljeni čas verjetno
precej kraǰsi.
Ključno za uspeh algoritma je bilo dejstvo, da se je modela okolja naučil ve-
liko pred formacijo uporabne oz. optimalne strategije, zato so virtualne epizode
dejansko pomagale in vplivale na hitreǰse učenje. Če bi bilo učenje modela namreč
počasneǰse od učenja strategije, ali če bi bilo to celo neuspešno, od modela ne bi
imeli koristi, saj bi formiral le nerealne in s tem za učenje neuporabne prehode.
Kljub izbolǰsani predstavi pa avtorja izpostavita veliko pomanjkljivost predla-
ganega algoritma, ki morda preprečuje njegovo večjo uporabnost. To je časovna
zahtevnost, saj, kljub kratkemu času realne interakcije, zahteva veliko procesor-
skega časa - za zgoraj omenjene preizkuse več kot en dan, medtem ko je algoritem
NFQ porabil manj kot dve uri. Gre torej za kompromis med procesorskim in inte-
rakcijskim časom, ker pa je prvi ceneǰsi, varneǰsi in se z napredovanjem tehnoloških
rešitev zmanǰsuje, se zdi kompromis vreden.
3.2.2 Metode gradienta strategije
Avtor zgoraj povzetih člankov je sodeloval še pri enem, ki obravnava regulator-
sko različico domene, in sicer [19]. Za razliko od preǰsnjih dveh, ki obravnavata
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aproksimacijsko Q-učenje, se avtorji tu posvetijo t.i. gradientnim metodam. Te
namesto parametriziranja vrednosti parov (akcija, stanje) parametrizirajo celotno
strategijo in so s tem pogosto primerneǰsi način za natančno reševanje domen z zve-
znimi akcijami. Akcija je torej funkcija stanja, parametrizirana s parametrom Θ, ki
ga med učenjem prilagajamo. Strategija lahko za vsako stanje določa tudi verjetno-
stno porazdelitev čez akcije, kar omogoča enostavno implementacijo stohastičnih
strategij. Kot je to pogosto pri nadzorovanem učenju, parametre spreminjamo z
metodo gradientnega spusta glede na definirano relevantno mero uspešnosti, kar
skupaj s parametrizacijo celotne strategije da metodam skupno ime.
Avtorji v članku preizkusijo 3 znane algoritme - Finite Difference (FD), Vanilla
Policy Gradient (VPG) in Natural Policy Gradient (NPG). Opǐsejo premǐsljeno
metodologijo in načine vrednotenja ter s tem poskušajo vzpostaviti vodila za na-
daljnje testiranje in primerjanje algoritmov spodbujevanega učenja. S temi na-
potki v mislih smo tudi mi sestavili naše kriterije za uspešnost, ki so predstavljeni
v razdelku 5.3. Poleg tega na zgledu regulatorskega vozička z palico izpostavijo še
nekatere pomisleke in posebne pozornosti potrebne pri učenju metod gradientov.
V članku obravnavani algoritmi se vsi učijo linearno parametrizirane strategije
u = Θs+ ε, kjer je u izbrana akcija, Θ parameter strategije, s vektor stanja okolja
(torej četverka lokacije, kota in hitrosti), ε pa normalno porazdeljena slučajna
spremenljivka. Tako definirana strategija pomeni, da so akcije tudi v tem pristopu
potiski poljubne sile, omejene na interval [−10N, 10N ].
Oblike strategije je torej pri vse algoritmih enaka, razlikujejo pa se po načinu
izračuna gradienta. Na podlagi izračunanega gradienta se nato posodobijo uteži.
Tudi to se lahko stori na več načinov - v članku se primerja pristop z navadnim
gradientnim vzponom s prej omenjenim algoritmom RPROP, ki običajno potrebuje
manj uravnavanja hiperparametrov. Avtorji implementirajo optimizirane različice
algoritmov, zato rezultati dobro predstavljajo njihovo zmogljivost.
Podobno kot preǰsnji članki, avtorji uporabijo dinamiko in nastavitve okolja,
opisane v [2]. Dovoljena, prepovedana in ciljna stanja so definirana enako kot v
[11], nagrada pa nekoliko drugače, in sicer:
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r (s, a, s′) =

0 s′ ∈ S+
−2 · (N − t) s′ ∈ S−
−1 sicer
, (3.2.2)
kjer je t trenutni časovni korak, N pa najdalǰsa možna dolžina epizode.
Tako formulirana nagrada izraža, da so kasneǰsi padci palice bolǰsi od zgodnjih,
hkrati pa slabši od kakršne koli oblike popolnega obvladovanja palice. Ker pa si
želimo krmilnikov, ki se premikajo kar se da hitreje, krmilnik dobi kazen na vsakem
ne-ciljnem koraku. Za bolǰso interpretacijo končnih nagrad v nadaljevanju je dobro
imeti v mislih, da taka formulacija pomeni, da končna nagrada uspešnega poskusa
−m pomeni, da je pred stabilizacijo na cilju agent preživel m korakov izven ciljnega
območja.
Za učenje je imel agent na voljo skupaj 50000 epizod (dolžine največ 200 kora-
kov, tj. N = 200). Med učenjem se strategija posodobi vsakih 10 epizod, vsakih
50 pa se preveri uspešnost s 50 epizodami dolžine največ 500 korakov, pri čemer
so začetne lokacije žrebane enakomerno iz intervala [−0.5, 0.5] (kar je spet precej
blizu cilja), začetni koti palice pa enakomerno na intervalu [−0.2, 0.2], merjeno v
radianih.
Za vsak algoritem avtorji preverjajo, koliko časa potrebuje za gradnjo
konsistentne strategije (uspešne v vseh testnih epizodah), navajajo pa tudi
najučinkoviteǰso strategijo, naučeno v vsem razpoložljivem času.
Eksperimente ponovijo 20-krat, vsak pa se začne z že stabilnim krmilnikom, ki
zna uravnovešati palico in se zna počasi premakniti do cilja, in to v povprečju v
245.7 koraka oz. 5 sekundah. Tega je potrebno izbolǰsati. V tem duhu avtorji
definirajo dva mejnika učenja - učenje zadovoljivega in dobrega krmilnika, kjer
zadovoljiv cilj doseže v manj kot 120, dober pa v manj kot 80 korakih.
Za vsak algoritem avtorji poǐsčejo optimalne hiperparametre (pri metodi na-
vadnega gradientnega spusta) in rezultate primerjajo še s tistimi, ki jih doseže
metoda RPROP, kjer zaradi robustnosti hiperparametrov niso prilagajali.
Avtorji spet žal poročajo le o številu izvedenih epizod in ne natančnem številu
korakov, zato, tako kot prej, o realnem času ne moremo sklepati natančno.
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Rezultati pokažejo na največjo uspešnost najnapredneǰsega algoritma - NPG.
Doseže najbolǰso stabilnost, hkrati pa za učenje potrebuje relativno malo vzorcev.
V kombinaciji z gradientnim spustom je v najbolǰsem primeru do zadovoljivega
krmilnika prǐsel v 3750, do dobrega pa v 5050 epizodah, kar predstavlja do 250
oz. 340 minut realnega časa. Najbolǰsi krmilnik je izven ciljnega območja preživel
62.1 korakov oz. približno 1.25 sekunde, kar je preceǰsnje izbolǰsanje začetnega.
Za razliko od drugih dveh algoritmov pa RPROP tu uspešnosti ni izbolǰsal, oz. v
dovoljenem času sploh ni našel zadovoljivega krmilnika. Pri drugih dveh algoritmih
je namreč ta način prilagajanja uteži rezultate izbolǰsal, vendar ta dva vseeno
nista bila tako uspešna. Čeprav je algoritem VPG do zadovoljivega in dobrega
krmilnika prǐsel hitreje (v 450 oz. 3000 epizodah, torej 30 in in 200 minutah),
končna uspešnost ni bila tako visoka, saj je najbolǰsi krmilnik v povprečju preživel
zunaj cilja 64.3 korakov oz. 1.29 sekunde
Ponovitev poskusov na šumnih podatkih, kjer je vsem spremenljivkam stanja
dodan Gaussov šum, vodi do precej slabših krmilnikov. Pri tem najuspešneǰsi
algoritem, NPG, potrebuje 9450 epizod za formacijo uspešne strategije, ki nalogo
opravi v 12 sekundah, najbolǰsa pa za to še vedno potrebuje več kot 10 sekund.
Preizkusi izpostavijo nekaj pomanjkljivosti teh metod. Domena mora biti pre-
cej dobro poznana, saj metode za uspešno delovanje potrebujejo dober začetni
približek strategije. Kot to med drugim pokažejo v članku, naključna inicializa-
cije strategije skoraj vedno vodi v povsem neuspešno učenje. Hkrati mora biti
domena tudi enostavno dostopna (npr. v simulaciji), saj so metode podatkovno
precej neučinkovite in potrebujejo precej posodobitev in interakcij z okoljem, torej
so v taki obliki neprimerne za uporabo na realnih domenah. So pa s tem dober
pokazatelj zahtevnosti regulatorske domene in napovedujejo, da podobno lahko
pričakujemo od naših razširitev.
3.2.3 Kvalitativno učenje z reaktivnim vodenjem
Spodbujevano učenje pa seveda ni edini princip iskanja optimalne strategije za
vodenje vozička. Kot alternativo povzamemo še članek, ki se domene loti na
povsem drugačen način.
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Šoberl in Bratko v [26] obravnavata problem s stalǐsča kvalitativnega učenja in
pri tem prikažeta učinkovitost takega pristopa, hkrati pa tudi razumljivost stra-
tegij, dobljenih na ta način. Mnoge moderne strojnega učenja namreč zanemarijo
razložljivost rešitev človeku, ki pa je v nekaterih kritičnih področjih, npr. medicini,
ključnega pomena. Ne le, da razlage odločitev želimo za večje zaupanje vanje, od
modelov strojnega učenja si pogosto želimo dobiti tudi nove poglede na obravna-
vane domene, kar pa je mogoče le z razložljivimi algoritmi. To je spodbudilo težnjo
k t.i. razložljivi umetni inteligenci (ang, explainable artificial intelligence - XAI ),
ki stremi k uporabi metod, ki ne le tvorijo delujoče strategije, temveč jih znajo
tudi razložiti.
V tem duhu sta Ramamoorthy in Kuipers v [15] zasnovala uspešen krmilnik za
obvladovanje obravnavanega problema, katerega strategijo pa sta ustvarila ročno
na podlagi kvalitativnega modela. Implementacija Šoberla in Bratka za razliko od
tega s pomočjo reaktivnega vodenja strategijo tvori avtonomno.
V članku uporabita enake parametre kot pri vseh preǰsnjih člankih, le da je









Učenje je sestavljeno iz več delov, ki vključujejo (1) formacijo kvalitativnega
modela iz interakcije z okoljem, (2) kvalitativne simulacije na podlagi naučenega
modela in (3) reaktivnega vodenja, ki določa končno strategijo.
Gradnja kvalitativnega modela na podlagi numeričnih podatkov se izvede s
pomočjo kvalitativne indukcije, dobljeni model pa abstrahira večino numeričnih
podatkov v množico kvalitativnih prehodov in relacij (npr. količina x monotono
narašča skupaj s količino y), ki so veliko primerneǰsi za človeško interpretacijo in
razumevanje. Prednost takega pristopa je tudi, da za vzpostavitev takih kvalita-
tivnih omejitev potrebujemo le malo podatkov iz okolja, ki so potrebni le v prvi
fazi, tj. fazi gradnje modela. Avtorjem je dovolj dober model uspelo sestaviti na
podlagi le 150 naključnih interakcij z okoljem, kar pomeni le 3 sekunde realnega
časa. Kasneǰse interakcije z resničnim okoljem pri iskanju strategije niso potrebne,
saj se večina procesiranja izvede le na teh zbranih podatkih.
Po zbiranju podatkov in gradnji kvalitativnega modela avtorja s pomočjo kvali-
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tativne simulacije sestavita kvalitativne krmilne strategije. Simulacija ne proizvede
končne (numerične) strategije, temveč kritične prehode med stanji v sistemu, ki
jim rečemo kvalitativno vedenje. Glede na to vedenje in razumevanje rezultatov
akcij, ki jih ima sistem na voljo, lahko sestavimo kvalitativno strategijo.
Spremenljivke v sistemu so kvalitativno abstrahirane na tri intervale:
{(−∞, 0) , 0, (0,∞)}. Edina izjema je spremenljivka x, ki mora zaradi ciljne lo-
kacije ločevati še mejo x1, kjer je cilj, zato je interval (0,∞) za x razdeljen še
na {(0, x1) , x1, (x1,∞)}, če predpostavimo x1 > 0. S takimi abstrakcijami lahko
definiramo cilj naloge na sledeči način: iz začetne lokacije x = 0 premakni voziček
na lokacijo x = x1, pri čemer mora biti Θ = 0. Nalogo lahko torej razumemo tudi
samo kot premik vozička desno, pri čemer mora ta balansirati nihalo.
Upoštevajoč kvalitativno vedenje sistema se kvalitativni prostor stanj preǐsče
z algoritmom QSIM [4]. Ta kljub relativno visoki časovni zahtevnosti uspe v
tem dovolj majhnem prostoru najti več kandidatov za strategije, ki pa zaradi
abstrahirane narave predstavitve problema niso nujno tudi izvedljive. Izmed več
primernih kandidatov, izberemo pa tiste, ki ponujajo kraǰso in bolj determinirano
rešitev, tj. tiste, pri katerih imajo vse akcije dejanski vpliv na vedenje.
Vsako izmed najdenih strategij se lahko testira z reaktivnim vodenjem [25], ki
je način uporabe kvalitativnih strategij v realnih problemih. Reševanje teh se-
veda zahteva obravnavanje natančnih numeričnih vrednosti in reaktivno vodenje
je možen pristop k njihovemu določanju. Ta upošteva (trenutno najpomembneǰse)
cilje in jih na podlagi strategije in vedenja sistema izpolnjuje, dokler ni doseženo
končno stanje. Dokončno določanje delujoče strategije torej zahteva dodatno in-
terakcijo z okoljem, vendar, kot poročata avtorja, je ta zanemarljivo majhna v
primerjavi s tisto, potrebno za spodbujevano učenje brez predznanja.
Tako avtorja predstavita in uspešno izvedeta eno izmed najdenih strategij.
Strategija je povsem preprosta in razumljiva. Sestavljena je iz (1) potiska vozička
stran od cilja, z namenom premika palice v padajoč položaj v nasprotni smeri, (2)
potiskom vozička proti cilju, pri čemer se tudi palica dviga nazaj proti navpičnemu
položaju, (3) zaviranja pred ciljem in (4) ustavitve. Kljub enostavnosti je dovolj
informativna, da je izvedba s pomočjo reaktivnega vodenja uspešna in tvori upo-
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rabno strategijo.
Tu lahko poudarimo ogromno razliko med časom interakcije, ki ga za uspešno
vodenje potrebuje predstavljeni pristop v primerjavi s preǰsnjimi, ki vsi zahtevajo
vsaj 10 minut interakcij. Z omenjeno količino porabljenih podatkov je ta metoda
daleč najvarčneǰsa od vseh opisanih, hkrati pa je našla povsem enakovredno in
uporabno strategijo.
Pomembno vlogo pri varčnosti igra dejstvo, da se avtorja s planiranjem in
preiskovanjem prostora kvalitativnih strategij izogneta problemu zahtevnega in
nestabilnega raziskovanja v dejanskem okolju, ki je, kot smo omenili, eden glavnih
izzivov te naloge. Težave, ki jih prinašajo redke nagrade, zahtevnost raziskova-
nja, nestabilnost in lokalni minimumi brez tveganja, torej na ta pristop nimajo





Definirana okolja smo za simulacijo implementirali, kar omogoča tudi enostavno
analizo domen in učenje strategij na njih. V sledečem poglavju se posvetimo tej
tehnični plati naloge. Opǐsemo implementacijo, uporabo simulacije in predstavimo
nekatere pomembneǰse podrobnosti ter utemeljimo relevantne odločitve.
4.1 Paket OpenAI Gym
Ker se naša implementacija v veliki meri zanaša na to orodje, to podpoglavje opi-
suje OpenAI Gym [6], paket, ki omogoča enostavno simulacijo številnih okolij, na
katerih pogosto preizkušamo spodbujevano učenje, enostavno pa je tudi dodajanje
novih. Med drugim knjižnica vsebuje že implementirana klasična okolja, kot so
voziček s palico in vozilo v dolini, in tudi kompleksneǰsa, kot so raznovrstne Atari
igre in fizikalne simulacije.
Paket je delo raziskovalcev skupine OpenAI. Njihov glavni cilj je bil razširitev
prisotnosti različnih simuliranih okolij za preizkušanje algoritmov spodbujevanega
učenja in njihova standardizacija. Vsebuje končane implementacije okolij s struk-
turiranim in konsistentnim modelom interakcije, saj si vsa okolja delijo enoten
vmesnik, ki tesno sledi osnovi ideji interakcije agenta z okoljem. Naloga uporabni-
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kov je torej le implementacija povsem splošnih učnih algoritmov, tega pa se lahko
lotimo na poljuben način, saj je knjižnica združljiva z marsikaterim ogrodjem za
strojno učenje.
Okolje je povsem odprtokodno in podpira vse večje platforme, čeprav je pod-
pora platformi Windows še preizkusna. Napisano je v programskem jeziku Python
(za delo potrebuje verzijo 3.5 ali noveǰso), v prihodnosti pa naj bi delovalo tudi z
drugimi programskimi jeziki. Prenesemo ga lahko z repozitorija na platformi Git-
hub, na voljo pa je tudi kot paket orodja pip, kar dela namestitev zelo preprosto.
Ena glavnih prednosti uporabe knjižnice je omenjeni standardizirani vmesnik
interakcije z okoljem, ki mu je enostavno slediti pri implementacij novih okolij,
hkrati pa je zelo splošen in podprt v večini knjižnic za spodbujevano učenje, zato
je učenje na teh okoljih precej poenostavljeno. Vmesnik sledi značilni shemi spod-
bujevanega učenja, povzeti v 4.1. Omogoča interakcijo agenta, kot da deluje v
resničnem okolju, saj je vmesnik zelo visokonivojski in skrije dejstvo, da se okolje
izvaja v simulaciji. Delovanje predstavimo tudi v kosu psevdokode 4.1, natančneje
pa je splošna interakcija prikazana z uporabo implementiranega okolja vozička s
palico v algoritmu 4.2.
V algoritmu 4.2 vidimo vse gradnike, ki jih potrebujemo za simulacijo. Z
ukazom gym.make(’CartPole-v0’) ustvarimo in vzpostavimo okolje. Ne glede na
to, ali je problem naravno epizoden ali neskončen, se simulacija po določenem
številu korakov mora končati, zato lahko govorimo o epizodah. Na začetku vsake
epizode okolje ponastavimo na začetno stanje za ukazom env.reset(). Ta nam
vrne začetno stanje okolja (observation), ki ga uporabimo za izbiro akcije. Nato
do konca epizode izvajamo zanko, v kateri okolje po potrebi izrǐsemo s stavkom
env.render() in izvedemo akcijo, ki jo določi naš agent, z ukazom env.step(action).
Ta tudi vrne povratne informacije okolja - te so zaznava (observation), nagrada
(reward), signal o koncu epizode (done) in dodatne informacije o stanju okolja, ki
so na voljo le za razhroščevanje. Ko izvedemo želeno število epizod, okolje zapremo
z ukazom env.close().
Poleg prikazovanja na zaslon omogoča tudi sprotno shranjevanje videov za ka-
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Slika 4.1: Shema agentovega delovanja in njegove interakcije z okoljem. V okviru
paketa Gym je ponujeno vse razen agenta, ki ga implementiramo po svoje.
sneǰso analizo oz. objavo na spletnih lestvicah, saj je del projekta tudi tekmovalna
platforma, kjer lahko razvijalci uspešnost svojih algoritmov primerjajo z drugimi.
Algoritem 4.1 Shema delovanja agenta v okolju Gym
1: for želeno število epizod do
2: while epizoda traja do
3: po potrebi prikaži stanje okolja
4: določi akcijo glede na metodo učenja
5: prejmi zaznavo, nagrado, signal o končanosti epizode in dodatne infor-
macije o okolju
6: glede na prejete infromacije posodobi učni model
7: end while
8: end for
Agent se torej z okoljem sporazumeva z izvajanjem akcij in prejemanjem za-
znav. Oboje so lahko diskretne ali zvezne, kar je v okolju Gym implementirano z
razredoma Discrete in Box, pri čemer prvi predstavlja diskretne vrednosti (v obliki
nenegativnih celih števil), drugi pa zvezne na izbranem intervalu. Za uspešno de-
lovanje mora torej agent poznati prostor možnih potez in stanj okolja, do tega pa
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Algoritem 4.2 Natančneǰsi opis delovanja agenta na konkretnem primeru. Agent
je povsem splošen in v tem abstrahiran v objekt, ki izbere akcijo na podlagi stanja
okolja (observation).
1: env = gym.make(’CartPole-v0’)
2: for each episode do
3: observation = env.reset()
4: for each time frame do
5: env.render()
6: action = agent.choose-action(observation)
7: observation, reward, done, info = env.step(action)
8: agent.remember(observation, reward, done, info)







dostopa preko polj env.action space in env.observation space. V primeru zveznega
prostora lahko poizvemo še o mejah z opazovanjem polj env.observation space.high
in env.observation space.low.
Knjižnica vsebuje tudi ostale module, ki so potrebni za učinkovito implemen-
tacijo okolij, npr. način za grafično prikazovanje okolja (med učenjem ali pa za
opazovanje naučenega agenta), orodja za razhroščevanje in beleženje napredka. Za
vizualizacijo, na primer, je potrebno le določiti želeno število sličic na sekundo (ki
je odvisno od lastnosti simulacije) in definirati elemente v okolju ter jim glede na
stanje okolja dodajati primerne rotacije in translacije, izrisuje pa jih implementi-
rano ogrodje.
4.2 Podrobnosti razširitve
Za simulacijo naših razširitev smo vsa predstavljena okolja implementirali v okviru
zgoraj opisane knjižnice, kar je zaradi odprtokodnosti in standardizirane narave
zelo enostavno. Dodana okolja torej lahko uporabljamo kot katero koli drugo že
implementirano okolje.
V tem podrazdelku opǐsemo nekatere podrobnosti razširitve in predstavimo
odločitve glede lastnosti okolja, ki jih je bilo treba določiti.
4.2.1 Izbira konstant in dinamike
Del definicije okolja je tudi določanje fizikalnih in ostalih simulacijskih konstant.
Pri tem smo se v veliki meri zgledovali po obstoječih implementacijah v knjižnici,
hkrati pa je bila v pomoč natančna analiza originalnega problema v [24], kjer
avtor predstavi optimalne vrednosti nekaterih parametrov okolja. Kjer je bilo to
potrebno, smo dodali tudi nove parametre, ki definirajo obnašanje.
Pregled najpomembneǰsih parametrov, pomembnih za vsa okolja je predsta-
vljen v tabeli 4.1. Lokacije in razdalje so vedno merjene v metrih (lokacija 0 je na
sredini proge), linearna hitrost v metrih na sekundo, koti v radianih, kotna hitrost
pa v radianih na sekundo.
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Parameter Privzeta vrednost
Masa vozička 1 kg
Masa palice (skoncentrirana v njenem vrhu) 0.1 kg
Dolžina palice 1 m
Debeline palice 4 cm
Moč potisne sile 10 N
Dolžina vozička 40 cm
Vǐsina vozička 25 cm
Premer koles 12 cm
Največji dovoljen odmik palice od navpičnice π
4
Najdalǰsa dolžina epizode 10 sekund
Tabela 4.1: Lastnosti okolja.
Vsako pa ima tudi še nekaj svojih specifik, ki so predstavljene v tabeli 4.2. V
prvotnem okolju smo uporabili standardno obliko, opisano v [2], zato specifik ne
opisujemo posebej.
Večina količin je neposredna izpeljava lastnosti prvotnega okolja, vredno pa
je omeniti novo obliko zaznave v okolju z dolino, ki smo jo omenili že pri pred-
stavitvi domene. Ker so pri krmiljenju zelo pomembne tudi lastnosti strmine -
njena vǐsina, naklon in ukrivljenost - so standardnim 4 zaznavam dodane še te tri
količine. Na podlagi teh lahko agent hitreje oblikuje uporabno strategijo. Ker so
vse tri količine sicer neposredno odvisne le od lokacije x, bi se agent lahko funkcij
oz. njihovega vpliva naučil tudi sam, sploh z uporabo funkcijske aproksimacije
z nevronsko mrežo. Vseeno jih dodamo v zaznavo, saj predstavljajo količine, ki
bi bile znane oz. izračunljive tudi v resničnem svetu in s tem ne izgubimo na
splošnosti.
Velikost prostora je v naši dveh razširitvah večkratnik števila π zaradi enostav-
neǰse in razumljiveǰse določitve krivulje, ki je trigonometrična funkcija. Prostor je
tudi obsežneǰsi od tistega, ki ga obravnavajo predstavljeni članki (dolžina približno
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Tabela 4.2: Dodatni parametri, katerih vrednosti se med okolji razlikujejo.
velikost objektov in agentove akcije ter potisne sile enake), zato je naloga s tega
vidika zahtevneǰsa. Večji razpon prostora pa vozičku daje tudi bolǰse možnosti za
stabilizacijo, sploh pri zaviranju po nagibu palice.
4.2.1.1 Izbira konstante ∆t
Izbira te konstante se je izkazala za zelo pomembno, zato ji namenimo nekaj besed.
Predstavlja časovno razliko med zaporednimi agentovimi akcijami in zaznavami ter
tudi korak numeričnega integriranja. Na nalogo torej vpliva dvojno. V slednjem
primeru z natančnostjo simulacije (saj kraǰse razlike pomenijo manǰso napako me-
tode), v prvem primeru pa vplivajo na nivo nadzora, ki ga ima agent nad sistemom.
S kraǰsimi razlikami ima agent seveda več nadzora nad dogajanjem in lahko na-
tančneje nadzira potek dogodkov, vendar, kot izpostavlja [18], pogosteǰse akcije
hitro pomenijo precej večjo zahtevnost učenja in s tem dolgotrajno iskanje stra-
tegije ali celo neuspeh pri tem. Smiselno je torej izbrati največjo možno razliko,
ki še zagotavlja dovolj natančno simulacijo in zmožnost natančnega krmiljenja ter
hkrati ne predstavlja prevelikega izziva. Omenimo tudi, da je neomejeno nižanje
konstante v simulaciji sicer možno, vendar iz vidika izvedljivosti nezaželeno in
nerealno, medtem ko lahko časovni interval vedno podalǰsamo, saj lahko tudi v
realnih situacijah npr. posamezne korake izpuščamo in s tem večamo zamike.
V literaturi se na domeni vozička s palico po navadi vzame za vrednost
50 Anej Svete
∆t 0.02 s, s čimer smo začeli tudi mi. Čeprav se je ta vrednost izkazala za upo-
rabno tako z vidika točnosti kot izvedljivosti na prvotnih domenah, smo opazili,
da se pri naših razširitvah sistem le težko spopada s takim številom odločitev, zato
smo razliko povečali na 0.04 s, kar se je izkazalo za precej lažje izvedljivo in še
vedno dovolj natančno.
Da bi ohranili natančnost izračuna smo, kot opǐsemo v podrazdelku 4.2.6, upo-
rabili dovolj natančno metodo numeričnega reševanja diferencialnih enačb, da pa
bi preprečili situacije, kjer bi agent
”
goljufal“ (tako da bi se npr. pod oviro prema-
knil tako hitro, da bi zaradi časovne razlike palica
”
preskočila“ oviro), smo položaj
in možen dotik palice z oviro preverjali še ob dodatnih časovnih točkah med za-
porednima akcijama (vsake 0.01 s, kar je glede na hitrost palice in vozička ter
velikost ovire dovolj pogosto za zagotavljanje pravilnega delovanja).
4.2.2 Oblika ovire
Oblika ovire je še en vidik, kako lahko nalogo v okolju z oviro spremenimo. V
nalogi smo uporabili preprosto pravokotno steno, ki ne sega do dna in pod katero se
voziček lahko premakne. Sama ovira je, tako kot palica, implementirana kot objekt
knjižnice Shapely [9], ki ponuja enostaven način definicije geometrijskih objektov in
metode izračuna odnosov med njimi, npr. preseka. Ravno z opazovanjem preseka
med palico in oviro ugotavljamo, ali je prǐslo do dotika, kar pomeni konec epizode.
Z nižanjem in širjenjem stene lahko nalogo seveda poljubno otežimo, dodali
pa bi jih lahko tudi več. Primer okolja z oviro lahko vidimo na sliki 4.2. Širino
merimo v metrih, vǐsino pa določimo glede na to, koliko želimo, da je dno stene
pod vrhom navpične palice (torej količine ∆h na sliki 2.3), ali pa glede na to, koliko
želimo, da mora agent najmanj nagniti palico, da se lahko premakne pod oviro.
Stena, ki smo jo uporabili v okolju za učenje, se je nahajala na lokaciji −3 in je
bila široka 4 cm ter spuščena dovolj nizko, da je voziček moral palico za premik
pod njo nagniti vsaj za 15◦ (izračun velja za neskončno tanko oviro in palico, zato
je dejanski potreben kot še nekoliko večji).
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Slika 4.2: Primer okolja s 4 cm široko oviro, ki sega 10 cm pod vrh palice, če je
ta iztegnjena. Da se agent uspešno pomakne pod njo, mora palico nagniti za vsaj
okoli 26 stopinj.
4.2.3 Enačba krivulje
Pri definiciji krivulje strmine smo se zgledovali po implementaciji okolja vozila v
dolini. Kot je problem prvotno zasnoval Moore v [13], je krivulja definirana s
funkcijo y (x) = 0.45 sin (3x) + 0.55, kjer x označuje absciso (x ∈ [−1.2, 0.6]), y pa
ordinato (vǐsino) na krivulji. Na podlagi te krivulje so nato izpeljane tudi enačbe
dinamike sistema.
Takšna formulacija je zelo omejujoča kar se tiče preizkusov problema pri
različnih zahtevnostih (npr. strminah in dolžinah doline), hkrati pa so prilago-
jene fizikalne konstante nezdružljive z bolj realističnimi v okolju vozička s palico
(gravitacijski pospešek v definiciji problema vozila v dolini npr. ni enak 9.81 m
s2
,
temveč le 0.0025 m
s2
). Prvotno enačbo sicer lahko spreminjamo in s tem uravna-
vamo strmino, vendar pa tesna povezanost konstant in enačb dinamike z definicijo
krivulje pomeni, da teh ne moremo spreminjati poljubno. Hkrati si želimo v okolje
vnesti več elementov - poleg strmine še ravno dno in neodvisno nastavitev strmine
in dolžine klančine.
Kot je pokazano v sledečem podrazdelku, se da z našo formulacijo doseči pov-
sem poljubno krivuljo, vendar smo se pri nalogi odločili za naravno posplošitev
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okolja, danega v prvotni definiciji problema vozila v dolini. Abscisa, ki je tudi
funkcija parametrov sistema, je v nalogi v vseh primerih identiteta, tj. x (s) = s.
Strmina je podana kot sinusoida z nastavljivo strmino in dolžino, hkrati pa za
lažjo inicializacijo sistema uvedemo tudi ravnino na dnu doline. Tako strmina kot
dolžina (oz. vǐsina) ter širina ravnine na dnu so prosto nastavljive in omogočajo
krmiljenje težavnosti naloge.
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kjer so a, b, c, d in h nastavljivi parametri, f in l pa odvisna od preǰsnjih,
njihova vloga in oblika pa sta opisani v tabeli 4.3. Prva vrstica definicije določa
klanec na levi strani, druga dno, tretja klanec na desni, četrta pa vrh vzpetine na
obeh straneh doline.
Ker je x (s) = s in je vǐsina odvisna le od x, bi ekvivalentno lahko pisali y (s) =
y (x).
Tako definirana krivulja vodi do nekaterih nezveznosti pomembnih količin, kot
vidimo na sliki 2.6. Z njimi se mora agent soočiti in jih pri reševanju upoštevati.
V nalogi smo za učenje uporabili krivuljo, kjer so a = 1, b = π, c = 1.55,
d = 0.1 in h = 2π
3
, vidimo pa jo lahko na sliki 4.3. Tako določena krivulja
onemogoča neposreden vzpon, hkrati pa je še vedno dovolj kratka, da je vzpon z
zaletom mogoč.
4.2.3.1 Vse možne oblike krivulje
Kot smo omenili pri izpeljavi diferencialnih enačb, je problem zasnovan za pov-
sem splošno obliko krivulje, ki vključuje še marsikaj kompleksneǰsega od navadne
klančine. Čeprav je problem že z navadnim zlepkom trigonometričnih funkcij do-
volj zahteven in v nalogi nismo izkušali ničesar drugega, lahko prikažemo, kakšna
okolja lahko definiramo na tak način. Nekaj primerov lahko vidimo na slikah 4.4.
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Parameter Pomen Izraz
a Vǐsina klančine (natančneje, njena
polovica)
prost parameter
b Položaj sredine dna doline prost parameter
c Strmina klančine prost parameter
d Širina dna ravnine na dnu doline prost parameter
f Odmik po osi x, ki poskrbi, da je
sinusoida pravilno odmaknjena, tj. da se





l Dolžina klančine π
c
h Začetna vǐsina proge prost parameter
Tabela 4.3: Parametri krivulje, njihov pomen in izpeljava.
Slika 4.3: Teren, ki smo ga uporabili kot osnovno obliko pri učenju na domeni z
dolino. Kotanja je prestrma in pregloboka, da bi se voziček iz nje lahko povzpel le
s potiski v eno smer.
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Slika 4.4: Nekaj možnih oblik terena, ki jih lahko definiramo s predstavljeno for-
mulacijo. Namesto vozička uporabimo le točkasto nihalo.
Agent se po njih premika prav tako kot po prvotnem in morda so te možnosti pri-
merne za nadaljnje poskuse. Potrebno je omeniti, da v takih okoljih predstavitev
problema z vozičkom ni več smiselna, zato uporabimo le točkasto nihalo.
4.2.4 Začetno stanje
Da bi preprečili preveliko prilagajanje in spodbudili raziskovanje prostora stanj, je
začetno stanje izbrano naključno in odvisno od okolja. Inicializacijske vrednosti
oz. intervali so predstavljeni v tabeli 4.4. Povsod, kjer so navedeni intervali, se
privzame enakomerno porazdeljeno žrebanje iz njega. V prvotnih dveh domenah
smo začetna stanja določili enostavno na podlagi takega vzorčenja, da pa bi spod-
budili večjo mero raziskovanja in pomagali agentu pri odkrivanju koristnih stanj,
smo inicializacijo v razširitvah nekoliko spremenili, zaradi česar je nekoliko kom-
pleksneǰsa, kot opǐsemo v nadaljevanju. Enakomerna inicializacija je sicer tudi v
teh domenah vodila v nekaj uspešnih rezultatov, ki pa niso bili dovolj konsistentni,
zato smo se odločili za to, sicer zapleteneǰso, vendar uspešneǰso, shemo.
1. Shema I
Njen namen je spodbujanje agenta, da raziskuje strategije, ki pred oviro oz.
v njeni bližini palico nagnejo. Zato smo progo razdelili na 3 območja: (1)
območje okoli začetne točke, (2) območje okoli ovire in (3) območje desno
od ovire. Vsa so skupaj z ostalimi relevantnimi količinami predstavljena v
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Količina
Prvotno okolje Regulatorsko okolje
V obeh primerih Med učenjem Med vrednotenjem
x [−0.05, 0.05] [−1.5, 1.25] −1.25


















Θ̇ [−0.05, 0.05] [−0.05, 0.05] 0
(a) Prvotno okolje in regulatorska različica.
Količina

























Tabela 4.4: Začetna stanja v vseh okoljih med učenjem in vrednotenjem strategije.
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Θ̇ [−0.1, 0.1] [−0.25, 0.25] [−0.1, 0.1]
Tabela 4.5: Delitev proge za določitev začetnega stanja v okolju z oviro.
tabeli 4.5.
Taka določitev območij izraža težnjo, da se agent največ uči iz tistega, ki
vsebuje začetno lokacijo, hkrati pa da se nauči strategije, ki okoli ovire palico
zniža. Zato agent v polovici primerov začenja na območju (1), hkrati pa so
intervali hitrosti in kotov na območju (2) nekoliko večji kot na drugih. Ostali
intervali so določeni tako, da začetna stanja spodbujajo nekaj raziskovanja
in reševanja iz težavneǰsih situacij, hkrati pa še vedno ponujajo stanja, iz
katerih se agent lahko reši.
2. Shema II
Z enakim namenom kot v preǰsnji shemi smo tokrat območje razdelili na 4
območja: (1) območje desno od dna doline oz. desni klanec, (2) območje dna
doline, (3) levi klanec doline in (4) ciljni vrh oz. ciljno območje. Podrobneje
so ta območja predstavljena v tabeli 4.6.
Shema sledi podobnim ciljem kot preǰsnja. Predvsem pomembno je dejstvo,
da se velik del epizod začne na dnu doline, pri čemer so začetni kot in hitrosti
lahko precej veliki. To spodbuja raziskovanje, saj že samo z reševanjem takih
situacij agent ugotavlja, kako se povzpeti po vzpetini. Ker je brez zaleta na
strmini težko manevrirati, na njej agent začenja redkeje. Četrto območje
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Meje (x) [b− l, b] b [b, b+ l] [b+ l, 2π − 1]























Θ̇ [−0.1, 0.1] [−0.5, 0.5] [−0.1, 0.1] [−0.05, 0.05]
Tabela 4.6: Delitev proge za določitev začetnega stanja v okolju z dolino.
je ciljno, zato agent v njem ne začenja z velikim kotom palice oz. z veliko
hitrostjo. Reševanje takih situacij je lažje, zato lahko agent lažje ugotovi, da
so te lokacije ciljne.
Omenimo še, da taka inicializacija ni povsem idealna. Vsebuje na primer tudi
stanja, ko voziček začne tako, da se palica dotika ovire, ali pa na strmini, kjer je
nemogoče dovolj dobro krmiliti voziček. Ker so taka stanja dovolj redka, hkrati pa
vseeno dajo informativne izkušnje, se njihovi posebni obravnavi nismo posvetili.
Pri regulatorski razširitvi in razširitvi z oviro se torej med učenjem začetna
točka vozička izbere naključno tako, da območje vsebuje tako začetno točko, od
koder se želimo premakniti (in še nekaj prostora levo od nje), kot tudi ciljno
območje. Med vrednotenjem pa ocenjujemo samo, kako uspešna je strategija pri
premiku od začetne točke k končni, zato je začetna lokacija vedno enaka. Pri
razširitvi z dolino ravnamo podobno. Ker ocenjujemo, kako uspešno se lahko
voziček povzpne iz doline, je med vrednotenjem začetna lokacija vedno na dnu
doline.
Začetni koti palice so izbrani tako, da se agent nauči robustne strategije, ki se
lahko spopada z nagnjeno palico, in da spodbujajo raziskovanje, hkrati pa predsta-
vljajo še rešljive situacije. Ker med vrednotenjem testiramo premikanje iz začetne




Prvotno okolje [−2.4, 2.4]
Regulatorsko okolje [0.25, 1.25]
Okolje z oviro Desna stran ovire (oz. območje, več kot 1 m
oddaljeno od ovire na njeni desni strani).
Okolje z dolino Vrh desno od doline.
Tabela 4.7: Pregled ciljnih lokacij v vseh okoljih. Da se epizoda uspešno konča,
mora agent v ciljnem stanju ostati do konca epizode.
4.2.5 Ciljno in končno stanje
Ker je problem regulatorski, ločujemo ciljna stanja od končnih. Ciljna so v našem
primeru stanja znotraj ciljnega območja na progi in z uravnovešeno palico, končna
pa so tista, ki končajo epizodo.
Ciljna stanja odražajo dejanski cilj naloge. So stanja, za katera želimo, da
se agent v njih zadržuje. Pregled ciljnih lokacij se nahaja v tabeli 4.7, ciljno








okolju z oviro so to torej stanja z lokacijo desno od ovire z uravnovešeno palico,
v okolju z dolino pa stanja z lokacijo na vrhu vzpetine z uravnovešeno palico.
Ker sta v specifikaciji cilja naloge pomembna le položaj vozička in kot palice,
drugih količin ne omejujemo, agent pa se mora sam naučiti, da mora npr. imeti
za uspešno zadrževanje v ciljnem območju majhno hitrost. Da agenta prisilimo,
da se v ciljnem stanju tudi stabilizira, se s prihodom vanj epizoda ne zaključi in
tudi prihodu v ciljno stanje lahko sledi neuspeh. Epizoda se konča šele, ko agent v
ciljnem območju preživi čas do njenega izteka, saj to nakazuje, da se je uravnovesil
(lahko bi sicer v ciljno stanje vstopil ravno ob koncu epizode in tako končal uspešno,
vendar nagrada, ki jo predstavimo kasneje, v vsakem primeru spodbuja zgodneǰsi
premik v ciljno stanje in zadrževanje v njem).
Za prvo vrsto končnega stanja bi torej lahko označili stanja, do katerih pride,
ko se agent ob koncu epizode (tj. ob izteku časa) nahaja v ciljnem območju. Takrat
se epizoda uspešno konča. Druga vrsta končnih stanj so tista, do katerih pride, ko
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se palica nagne izven dovoljenega območja. To smatramo za padec palice in epizoda
se konča neuspešno. Tretja oblika končnih stanj so primeri, ko voziček zapelje čez
rob steze, kar spet neuspešno zaključi epizodo. V okolju z oviro obstaja še ena
vrsta končnih stanj, ki neuspešno končajo epizodo, in sicer situacije, kjer se agent
dotakne ovire. Poseben primer zaključka epizode je tudi iztek časa. Ker želimo,
da je agent pri nalogi hiter, tudi prekoračitev te meje brez dosega cilja pomeni
neuspeh.
Omenimo še, da so razdalje, ki jih mora voziček prepotovati, večje od tistih, ki
jih opisujejo obravnavani članki. Za dosego cilja mora na primer v okolju z oviro
prepotovati vsaj 2 m1, v primerjavi z 0.5 m v [11] (sklepamo na podlagi načina
inicializacije), torej je za premik v ciljno območje potrebnih veliko več akcij. V
okolju z dolino je ta razdalja sicer odvisna od krivulje, pri obliki, ki smo jo testirali,
pa znaša približno 3.7 m.
4.2.6 Reševanje diferencialnih enačb
Da bi našli optimalen pristop, smo reševanje diferencialnih enačb dinamike sistema
implementirali na dva načina.
Prvi, preprosteǰsi, način je ta, ki ga uporabljajo tudi ostala okolja klasičnega
krmiljenja v knjižnici. To je reševanje z eksplicitno Eulerjevo metodo za
reševanje navadnih diferencialnih enačb, kjer se (sistem) diferencialnih enačb
rešuje korakoma in se nov približek za točno rešitev y (tn+1) izračuna po formuli
yn+1 = yn + ∆tf (t, yn), kjer so yn ≈ y (tn), ∆t razlika med vrednostma tn in tn+1,
f pa funkcija, ki izraža odvod y′ na podlagi vrednosti funkcije y in količine t, torej
y′ = f (t, y).
Ker pravzaprav računamo vrednosti dveh količin (Θ in s), računamo vsako
posebej. Količini s̈ in Θ̈ izračunamo po formulah 2.4.1 in 2.4.2, nato pa posodobimo
stanje sistema na sledeči način:
1Velja, če upoštevamo samo neposredno razdaljo med začetno in končno točko. Zaradi stabi-






Pri tem je ∆t prej definirana konstanta, ki določa pretečeni čas med posame-
znimi merjenji in s tem vpliva tudi na natančnost integracije, ki pada z večanjem
konstante. Ta način se je izkazal za hitreǰsega in povsem uporabnega, vendar je
zaradi velike odvisnosti točnosti od konstante ∆t precej nezanesljiv in v dolgem
roku daje manj natančne rezultate.
Zato smo pri reševanju uporabili znanstveno knjižnico SciPy [23], ki vključuje
funkcionalnost reševanja (sistemov) diferencialnih enačb prvega reda. Najprej smo































in diferencialni enačbi za novi količini z in Φ rešili z omenjeno knjižnico, in sicer
z Runge-Kutta metodo ’DOP853’, ki je reda 7 (v primerjavi z Eulerjevo metodo,
ki je reda 1), kar zagotavlja precej večjo natančnost izračuna. Ta je zaradi dalǰsih
epizod od tistih, ki se uporabljajo na prvotnih domenah, pomembna. Ker sta se za
najprimerneǰso vrednost konstante ∆t izkazali vrednosti 0.02 s in 0.04 s, smo tudi
reševanje sistema enačb omejili na interval [0, 0.02] oz. [0, 0.04]. Dobljeni rezultati
so bili občutno stabilneǰsi, povečana zahtevnost izračuna pa je bila za naše potrebe
dovolj majhna.
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4.2.7 Interakcija uporabnika z okoljem
Ena od pomanjkljivosti knjižnice Gym je dejstvo, da ne omogoča dinamičnega
vnosa zunanjih dejavnikov, ki so lahko prisotni v realnem svetu. Ker stremimo k
temu, da bi bili modeli kar se da realistični pa se tej omejitvi želimo izogniti.
Če bi zgradili resničen primer vozička in palice, bi lahko tako voziček kot palico
med delovanjem sistema poljubno premikali in s tem v okolje vnašali motnje, ki jih
agent ne more predvideti, zato bi moral biti sistem za reševanje tega robustneǰsi.
Za preizkušanje te sposobnosti smo v implementacijo dodali tudi možnost interak-
cije uporabnika s sistemom, kar se da enostavno vključiti ob inicializaciji okolja.
Za neprekinjen vnos s tipkovnico med simulacijo smo uporabili knjižnico Pynput
([14]).
Uporabnik lahko s pritiski tipk ob poljubnem trenutku vpliva na palico (jo
potisne v želeno smer, tako da se kotna hitrost palice v tej smeri poveča (oz.
zmanǰsa v nasprotno) za 1 rad
s
) ali na voziček (ga ustavi ali potisne v želeno smer
s silo 80 N pri konstantni ∆t = 0.02 oz. 40 N pri konstantni ∆t = 0.042), agent
pa se nato odziva v realnem času in poskuša motnjo popraviti.
2Manǰsa moč potisne sile je v slednjem primeru potrebna, saj ima agent manj možnosti za
odziv, v dalǰsem času med akcijami pa imajo zunanji potiski tudi večji vpliv, preden lahko agent




V tem poglavju definiramo shemo nagrade oz. povratnih informacij v naših
razširitvah. Ta je osrednjega pomena za izbiro oblike učenja in njegovo uspešnost.
Predstavimo učni algoritem, ki smo ga uporabili, odločitev pa utemeljimo in ko-
mentiramo. Navedemo tudi, kateri pristopi so se izkazali za neuspešne (in raz-
mislimo, zakaj), kar dodatno osmisli našo izbiro. Opǐsemo, kako vrednotimo
učinkovitost in rezultate učenja. Na koncu podrobneje predstavimo celotno posta-
vitev sistema, s katero smo izvajali poskuse.
5.1 Določitev nagrade
5.1.1 Informacije iz okolja
Shema dodeljevanja nagrad akcijam oz. stanjem je eden najvplivneǰsih dejavnikov
na uspeh spodbujevanega učenja, zato jo je treba določiti premǐsljeno. Pri tem
upoštevamo splošne napotke o definiciji nagrade v spodbujevanem učenju:
 voditi mora v končen izkupiček (upoštevajoč faktor zmanǰsevanja),
 agentu ne narekuje, kako naj nalogo reši, temveč, kaj naj doseže in
 kar se da eksplicitno in ekspresivno izrazi cilj naloge.
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V literaturi najdemo več različnih shem za podeljevanje nagrade tako na prvotni
domeni kot na regulatorski.
Prvotni problem lahko dojemamo tako kot epizodnega kot tudi neskončnega in
vsaka formulacija ima
”
standardno“ nagradno shemo, ki je v epizodnem primeru:
r (s, a, s′) =
0 s′ dovoljeno stanje−1 sicer
in v neskončnem:
r (s, a, s′) =
1 s′ dovoljeno stanje0 sicer .
V prvem primeru agent želi podalǰsati epizodo, da (z upoštevanjem faktorja
zmanǰsevanja) dobi čim manj negativno nagrado, v drugem pa želi povečati
število korakov, da dobi skupno kar se da veliko nagrado (ki je zaradi faktorja
zmanǰsevanja končna). Pri reševanju prvotnega problema smo uporabili nagrado,
definirano za neskončne epizode.
V ostalih domenah je naloga epizodna, saj mora agent cilj doseči v vnaprej
določenem številu korakov (po preteku teh se epizoda v vsakem primeru zaključi,
torej neskončnih epizod ni). Ker želimo v njih število korakov zmanǰsati in vseeno
doseči cilj, taka nagrada ne deluje, saj spodbuja zadrževanje in podalǰsevanje epi-
zode. Agent mora do cilja priti kar se da hitro, vseeno pa mora dobivati signal, da
je potrebna tudi stabilizacija palice. Kot je opisano v pregledu sorodnih del, se v
literaturi pojavljata dve različici nagrade za regulatorsko obliko - ena v obliki cene
(3.2.1, [17]) (enostavno jo pretvorimo v nagrado) in druga že prvotno kot nagrada
(3.2.2, [19]).
Prvi obliki povratnih informacij obrnemo predznak in tako dobimo signal, ki
ga lahko uporabimo kot nagrado pri spodbujevanem učenju. Taka shema se je
empirično izkazala za uspešno, zato smo se odločili za uporabo te. Da pa je skupen
izkupiček epizode vedno ostal na intervalu [−1, 0]1, smo le spremenili konstante in
1Z vidika učenja z nevronsko mrežno in aktivacijskimi funkcijami, ki smo jih uporabili, je raz-
pon nagrad arbitraren, taka omejenost pa služi predvsem lažji interpretaciji dobljene nagrade.
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dobili končno shemo





0 s′ ciljno stanje
−0.5 s′ nedovoljeno stanje
,
kjer je Kmax prej definirano največje dovoljeno število korakov, množenje z 2 v
imenovalcu pa poskrbi, da je vsaka epizoda, ne glede na njeno dolžino (če le ne
preseže dovoljenega števila korakov), ovrednotena bolǰse kot neuspešna epizoda,
ki dobi še nagrado −0.5. To shemo smo uporabili na vseh domenah, v katerih je
potreben premik v ciljno območje, in z vsemi preizkušenimi algoritmi.
Za razliko od nagrade, definirane z izrazom 3.2.2, ta definicija ne nagrajuje
dalǰse stabilizacije palice, saj to ni naš končni cilj. Taka shema bi lahko pomagala
lažje stabilizirati palico in jo zadrževati v zraku, vendar lahko hitro vodi v lokalne
ekstreme, kjer se agent posveti le stabilizaciji in ne premikanju do cilja. To se je
izkazalo tudi empirično (voziček je ostajal na napačni strani ovire ali pa na dnu
doline), zato smo se odločili za prvo formulacijo, ki je kljub kaznovanju dolgih
epizod vedno privedla do uspešne stabilizacije palice (agent želi zaradi faktorja
zmanǰsevanja γ preložiti takoǰsnjo kazen, saj kasneǰsa, ki je pomnožena s primerno
potenco γ, pomeni manǰso kazen), hkrati pa bolj spodbudila iskanje cilja.
Omenimo še, da v se literaturi najde tudi zasnove nagrade oblike r = − |Θ|
ali r = oddaljenost od cilja, vendar so take nagrade manj primerne. Prva ek-
splicitno nakazuje kako problem reševati in ne, kaj doseči. To lahko vodi v ne-
pričakovano vedenje in situacijo, kjer agent rešuje povsem drugo nalogo, ki na nek
način maksimira definirano nagrado. Druga pa predpostavlja preveč znanja o ci-
lju - njegovo lokacijo. Agent mora to prepoznati iz povratnih informacij in ne na
podlagi eksplicitnih namigov.
V članku [17], na primer, pa je zaradi sigmoidne aktivacijske funkcije na izhodnem nivoju upo-
rabljene umetne nevronske mreže pomembno, da je skupna nagrada omejena na interval [0, 1].
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5.1.2 Optimizacijski problem
Zgornje definicije predstavljajo neposredne informacije iz okolja na vsakem koraku.
Te agent nato uporabi pri učenju, kjer poskuša maksimirati uteženo vsoto dobljenih
nagrad v epizodi oz. izkupiček epizode
R = ΣKmaxt=0 γ
trt
oz. pričakovano vrednost te količine. rt predstavlja nagrado iz okolja, ki jo
dobi na t-tem koraku epizode (rt = 0 za vsak t po koncu epizode), γ pa fak-
tor zmanǰsevanja. Zanj velja γ ∈ [0, 1] in izraža, da so nagrade, ki jih agent dobi
v bližnji prihodnosti, vredneǰse od kasneǰsih. Eden od razlogov za tako formula-
cijo optimizacijskega problema je, poleg tega da naredi skupni izkupiček končen
tudi v neskončnih epizodah, tudi negotovost prihodnjih nagrad, ki agentu zaradi
naključnosti v okolju morda niso zagotovljene, medtem ko so bližnje precej bolj
gotove, zaradi česar jih želimo bolj upoštevati.
R je osnovna količina, ki vodi agentovo učenje, optimizacije pa se algoritmi
lotevajo na različne načine. Vse pa lahko razumemo kot agentovo iskanje strategije,
ki mu bo, upoštevajoč možno stohastičnost okolja, nudila največji izkupiček v
obliki vseh prejetih nagrad v epizodi.
5.2 Izbira učnega algoritma
5.2.1 Preprosti algoritmi, ki temeljijo na diskretizaciji pro-
stora
Prvotna domena je uveljavljena kot začetni oz. predstavitveni problem v spodbuje-
vanem učenju, saj se jo da enostavno in učinkovito rešiti s preprostimi tabeliranimi
algoritmi, kot je Q-učenje.
Mnogi izmed teh algoritmov predpostavljajo diskreten prostor stanj, medtem
ko je prostor stanj obravnavane domene seveda zvezen, zato ga moramo primerno
diskretizirati. To lahko storimo na več načinov, ki lahko vodijo v različne rezultate,
večinoma pa se uporabi ekvidistantna delitev intervala, kjer je ta končen (torej, pri
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lokaciji in kotu), kjer pa ni (vodoravna in kotna hitrost), pa se določi spodnjo in
zgornjo mejo, zunaj katerih vse vrednosti padejo v eno izmed dveh celic (vrednosti,
vǐsje od zgornje meje, v eno celico, tiste, ki so nižje od spodnje, pa v drugo), interval
med mejama pa se spet razdeli ekvidistantno.
S takim pristopom se lahko agent hitro nauči zadovoljive strategije za reševanje
prvotnega problema. Učinkovitost in uspešnost gre prepisati možnosti enostavne
diskretizacije prostora. Ta obsega vsega kvečjemu nekaj sto stanj (Q-učenje npr.
dobro deluje na diskretizaciji s 192 stanji), ki jih agent enostavno obǐsče dovoljkrat,
da jih dobro oceni. Majhno potrebno število stanj je posledica tega, da lokacija
vozička na progi ni ključnega pomena za stabilizacijo in jo lahko razdelimo na
npr. 3 območja - levo, sredinsko in desno, kjer je sredinsko najbolj zaželeno, saj
preprečuje zdrs s proge. Pomembneǰse dimenzije, kot je na primer kot palice,
razdelimo fineǰse, kar je dovolj za ločevanje zaželenih stanj od neželenih.
Enakega pristopa ne moremo uporabiti na ostalih treh različicah, saj zahte-
vajo natančneǰso diskretizacijo lokacije (agent mora natančno ločevati, kje je ciljno
območje2), hkrati pa je njihov cilj zahtevneǰsi. Potrebno je torej tudi bolj prefi-
njeno obravnavanje vseh stanj na sploh (pri nagibanju palice za premik pod oviro
je že majhna razlika med kotoma lahko odločilna za to, ali premik uspe), zato je
treba fineǰse razdeliti vse dimenzije. Posledica tega je, da je diskretiziran prostor
eksponentno večji, natančnega vedenja, ki ga problem zahteva in za katerega je
potrebno velikokrat obiskati številna pomembna stanja, pa agent ne more osvojiti
v zglednem času.
Čeprav se ti algoritmi torej dobro obnesejo na osnovnem problemu, si z njimi
pri reševanju razširjenih domen nismo mogli pomagati. Neuspešno smo preizkusili
navadno Q-učenje, algoritem ASE/ACE in algoritem NFQ (ki sicer ne temelji na
diskretizaciji stanj, vendar prav tako kot Q-učenje ocenjuje vrednosti posameznih
stanj). Tudi literatura, ki obravnava reševanje regulatorske razširitve s spodbuje-
vanim učenjem, vsa opisuje drugačen pristop k reševanju, in sicer takega, ki prostor
2Med tem ko je prvotno zadostovala delitev na 3 območja, bi agent za dobro poznavanje
okolja, širokega 15 enot in v katerem je ciljno območje široko 1 enoto, potreboval razdelitev na
vsaj 15 delov. V okolju z oviro mora agent tudi natančno vedeti, kje se nahaja ovira, zato mora
biti diskretizacija še fineǰsa.
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obravnava zvezno, kar je predstavljeno v naslednjem razdelku.
5.2.2 Obvladovanje zveznega prostora in globoko spodbu-
jevano učenje
Težave, ki jih za sabo prinese diskretizacija prostora, torej kličejo po uporabi
algoritmov, ki delujejo na zveznih prostorih. Ti algoritmi se zanašajo na funkcijsko
aproksimacijo, kjer na podlagi končnega števila interakcij in povratnih informacij
dobljeno znanje posplošujejo na celoten zvezen prostor. To pomeni, da agent
izkušnje, pridobljene na enem delu prostora, uporabi za ocenjevanje vrednosti
stanj v bližini in s tem zmanǰsa število potrebnih interakcij. Ta princip je na
področju nadzorovanega učenja zelo znan in uporaben, v spodbujevanem učenju
pa je funkcijska aproksimacija lahko zelo nezanesljiva. To izhaja predvsem iz
neenakomernega pritoka izkušenj in sprotne narave učenja.
Problem je v spodbujevanem učenju tako vpliven, da si zasluži svoje ime. Če
aproksimacijo združimo z učenjem ciljne strategije s pomočjo drugačne, razisko-
valne, strategije (ang. off-policy learning) in posodabljanjem na podlagi preǰsnjih
ocen sosednjih stanj (ang. bootstraping), dobimo t.i. smrtonosno trojico spodbu-
jevanega učenja (ang. deadly triad) [22]. Ta dela učenje zelo nestabilno in pogosto
zahteva veliko truda za omilitev njenih posledic.
Uspešnost takih algoritmov je torej lahko zelo nepredvidljiva, uporaba pa zah-
teva veliko ročnega nastavljanja parametrov, kar je vedno neugodno, zamudno in
negotovo. Vsi noveǰsi algoritmi zato vključujejo načine, kako minimizirati varianco
in preprečiti prevelike spremembe strategije (v napačni smeri), kar je še bolj kot
pri nadzorovanem učenju ključno za njihovo delovanje. Napačna posodobitev stra-
tegije namreč lahko vodi v raziskovanje povsem drugega dela prostora in povsem
onemogoči napredek učenja. Temu se podrobneje posvetimo pri opisu algoritma,
ki smo ga uporabili.
Čeprav lahko s temi omejitvami in tveganji v mislih zvezne prostore obvladu-
jemo s poljubnim pristopom funkcijske aproksimacije, so se v zadnjih letih zaradi
splošne popularnosti na ostalih področjih in zmogljivosti tudi v spodbujevanem
učenju uveljavile (globoke) nevronske mreže, vodeč v t.i. globoko spodbujevano
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učenje (ang. deep reinforcement learning, DRL). To, tako kot ostali pristopi,
aproksimira zahtevane količine, le da za to uporablja nevronske mreže, ki lahko
modelirajo tako model prostora, kot vrednosti stanj ali strategijo.
Medtem ko večina enostavneǰsih algoritmov temelji na ocenjevanju vrednosti
stanj oz. akcij, se je v predvsem v globokem spodbujevanem učenju uveljavil še
en način učenja, in sicer neposredno učenje strategije. Ideja tega je, da neposredno
ǐsčemo optimalno parametrizacijo strategije in se ne odločamo na podlagi vredno-
sti stanj, v katera akcije vodijo. Namesto preslikave, ki bi na primer ocenjevala
vrednosti parov stanja in akcije, torej ǐsčemo preslikavo, ki na podlagi stanja oko-
lja neposredno določa numerično akcijo, ki je lahko element diskretnega ali pa
zveznega prostora akcij. V mnogih primerih to poenostavi učenje in vodi do ino-
vativnih novih rešitev. Ni pa to edini možni pristop k globokemu spodbujevanemu
učenju, saj obstajajo tudi globoke različice enostavneǰsih algoritmov, na primer
globoko Q-učenje.
Na idejah globokega spodbujevanega učenja se je v zadnjih letih razvilo ve-
liko algoritmov in izbira najprimerneǰsega je odvisna od narave naloge, a zgoraj
omenjeni izzivi pomenijo, da niti pravilna izbira ne pomeni takoǰsnjega oz. za-
gotovljenega uspeha. Naloge, kot so iskanje pravilnih parametrov in učinkovita
implementacija, so v spodbujevanem učenju še vedno zelo ročen proces [7].
5.2.2.1 Algoritem Proximal Policy Optimization
Po pregledu možnosti in nekaj preizkusih algoritmov smo se odločili za uporabo
algoritma PPO (Proximal Policy Optimization), ki je eden noveǰsih algoritmov in
velja za eno od
”
state-of-the-art“ izbir na tem področju. K odločitvi je botro-
valo več dejavnikov, med drugim relativna enostavnost v primerjavi z nekaterimi
drugimi algoritmi globokega spodbujevanega učenja, empirično bolǰsa podatkovna
učinkovitost, v največji meri pa njegova znana uspešnost na tudi zahtevneǰsih
domenah in vključenost učinkovitega raziskovanja v učenje.
PPO je algoritem globokega spodbujevanega učenja, ki deluje na principu prej
opisanega gradienta (stohastične) strategije. Ker gre za povsem drug pristop k
učenju od mnogih znanih preprosteǰsih algoritmov, tu opǐsemo nekaj glavnih prin-
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cipov, ki jih algoritem uporablja, podrobneǰso obravnavo pa najdemo v originalnem
članku [21] ali v opisu implementacije [1].
Agenti, ki se učijo z algoritmi gradienta strategije v splošnem delujejo na pod-
lagi strategije πθ, kjer je θ parameter strategije, ki jo enolično določa. V globokem
spodbujevanem učenju je ta strategija predstavljena z (globoko) nevronsko mrežo,
θ pa predstavlja njene uteži. V splošnem je strategija stohastična, torej za vsako
stanje s določa verjetnostno porazdelitev po akcijah, a ∼ πθ (s). Če z ρ0 označimo
začetno porazdelitev po stanjih, s τ = (s0, a0, s1, a1, ...) epizodo (zaporedje stanj
in akcij) in s T njeno dolžino, je njena verjetnost pod strategijo π enaka
P (τ |π) = ρ0 (s0)
T−1∏
t=0
P (st+1|st, at) π (at|st) ,
z R (τ) pa označimo skupno nagrado, ki jo dobimo v epizodi. Epizoda je lahko
končna z neuteženimi nagradami ali pa neskončna, z nagradami, ki so utežene s
faktorjem zmanǰsevanja γ.





P (τ |π)R (τ) = Eτ∼π [R (τ)] .
Iščemo optimalno strategijo π∗ = arg maxπ J (π).
Definirajmo še vrednost stanja s pod strategijo π, V π(s), ki jo PPO tudi upo-
rablja pri iskanju optimalne strategije:
V π(s) = Eτ∼π [R(τ) |s0 = s ] .
Če imamo oceno vrednosti stanja s, v njem pa napravimo akcijo a in nato spre-
mljamo nagrado, ki jo dobimo do konca epizode Ra (τ), lahko določimo t.i. korist
(ang. advantage, A) akcije a v stanju s kot
Aπ (s, a) = Ra (τ)− V π (s) .
S temi definicijami se lahko lotimo optimizacije objektivne funkcije. Z
upoštevanjem t.i. trika odvoda logaritma, tj.
∇θP (τ |θ) = P (τ |θ)∇θ logP (τ |θ) ,
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in odstranitvijo količin, ki so neodvisne od θ, dobimo izraz za gradient strategije:
∇θJ (πθ) = Eτ∼πθ
[
ΣTt=0∇θ log πθ (at |st )R (τ)
]
,








∇θ log πθ (at|st)R (τ) ,
kjer je D množica vseh učnih epizod. To količino lahko enostavno dobimo z izva-
janjem učnih epizod in predstavitve strategije π.
Iz definicije objektivne funkcije vidimo tudi, da lahko nastale epizode oz.
izkušnje agent za učenje uporabi le enkrat - pri oceni gradienta, zaradi česar so
algoritmi gradienta strategije v splošnem podatkovno manj učinkoviti od mno-
gih drugih, ki ocenjujejo vrednosti stanj in lahko izkušnje hranijo za večkratno
upoštevanje njihovih vplivov.
Najenostavneǰsi algoritem gradienta strategije, Vanilla Policy Gradient (VPG),
deluje neposredno z optimizacijo dane objektivne funkcije. Parameter θ posodablja
po formuli θk+1 = θk + α ∇θJ (πθ)|θk , kjer je k korak optimizacije, α pa faktor
hitrosti učenja. Izkaže se, da tako posodabljanje strategije sicer deluje, vendar je
lahko zelo šumno in zaradi velike variance pogosto neuporabno.
Izbolǰsamo ga lahko na več načinov. Prvi je bolǰse dodeljevanje pridobljene
nagrade akcijam. V enačbi za izračun gradienta lahko vidimo, da verjetnosti posa-
meznih akcij posodobimo na podlagi nagrade, ki jo je agent dobil v vsej epizodi, in
to ne glede na to, kdaj je do nagrade prǐslo. Bolj smiselno je upoštevati izključno






R (st′ , at′ , st′+1)





∇θ log πθ (at|st)
T∑
t′=t
R (st′ , at′ , st′+1)
]
.
Taka formulacija je intuitivno bolj smiselna, saj pri spremembi verjetnosti akcij
upošteva le informacije, na katere so te vplivale.
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Korak, ki pa ga lahko storimo proti zmanǰsanju variance, je vključitev t.i.
osnovnice, kjer upoštevamo, da za vsako funkcijo b, ki je odvisna le od stanja s,
velja
Eat∼πθ [∇θ log πθ (at|st) b (st)] = 0.










R (st′ , at′ , st′+1)− b (st)
)]
,
pri čemer je b osnovnica. Empirično se za b uporablja vrednostno funkcijo stanj
V, ki pa jo seveda lahko le ocenimo, po navadi prav tako z nevronsko mrežo.
Vse te razmisleke v formulaciji upošteva tudi PPO. Ker pa se spodbujevano
učenje sooča še s težavo neenakomernega pritoka informacij, ki je samo po sebi
odvisno od strategije, ki epizode ustvarja, mora algoritem upoštevati tudi to. Kot
smo omenili, lahko prevelike spremembe strategije vodijo v odkrivanje povsem dru-
gih stanj in s tem uničijo napredek učenja, zato jih algoritmi poskušajo preprečiti.
Standardni VPG to poskuša doseči z majhnim faktorjem učenja α, tj., zapore-
dne strategije ohranja blizu v prostoru parametrov. Težava je, da lahko že majhna
sprememba parametrov strategijo spremeni dovolj, da pride do omenjene preve-
like spremembe izkušenj. Izbolǰsave se zato tega izziva lotevajo drugače. Eden
prvih poskusov je algoritem Trust Region Policy Optimization (TRPO), ki sicer
ne optimizira neposredno količine J, temveč podobno funkcijo
”
izgube“ kot PPO,
ki jo predstavimo kasneje. Razdaljo med zaporednima strategijama pa omeji na
podlagi divergence KL, in sicer kar s fiksno zgornjo mejo spremembe δ.
Tak način učenja pa vodi v precej zahtevno optimizacijo drugega reda, kar želi
popraviti PPO, pri čemer dosega bolǰse ali vsaj enakovredne rezultate na različnih
testnih problemih. Glavni cilji razvijalcev so bili enostavna implementacija (tudi
vzporedna), bolǰsa vzorčna učinkovitost in enostavno nastavljanje parametrov oz.
prehajanje med različnimi domenami.
Algoritem PPO je
”
on-policy“ algoritem, kar pomeni, da strategijo posodablja
na podlagi izkušenj, ki jih pridobi s to isto strategijo, torej njeno zadnjo aktualno
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verzijo. S tem se tudi izogne težavam prej omenjene smrtonosne trojice. Strategijo
in vrednostno funkcijo po navadi maksimira s paketnim stohastičnim gradientnim
spustom (paketni SGD), pri čemer je optimizacijska funkcija vrednostne funkcije
povprečna kvadratna napaka med ocenami stanj in na novo izkušenimi nagradami
iz teh stanj, nove parametre θk+1 pa izbere tako, da je
θk+1 = arg max
θ
Es,a∼πθk [L (s, a, θk, θ)] ,
kjer je (poenostavljen) izraz za L




Aπθk (s, a) , g (ε, Aπθk (s, a))
)
,
g pa je definiran z
g (ε, A) =
(1 + ε)A A ≥ 0(1− ε)A A < 0 .
s in a sta stanje in v njem opravljena akcija, θk parametri stare strategije, θ pa
parameter strategije, glede na katerega maksimiramo objektivno funkcijo.
Taka formulacija izgleda precej kompleksna, vendar ponuja intuitivno smiselno
interpretacijo. Še vedno je njen glavni cilj omejitev spremembe strategije. Če
pogledamo delovanje na enem samem paru (s, a), lahko ločimo primera, in sicer
ko je korist akcije pozitivna in negativna.
Če je korist pozitivna, se izraz poenostavi v




, (1 + ε)
)
Aπθk (s, a) .
Objektivna funkcija se torej poveča, če akcija postane verjetneǰsa. Toda funkcija
min onemogoča prevelike spremembe. Če je πθ (a|s) > (1 + ε) πθk (a|s), prevlada in
vrednost omeji na (1 + ε)Aπθk (s, a), torej nova strategija nima koristi od prevelike
spremembe verjetnosti akcije.
Če pa je korist negativna, se izraz poenostavi v






Aπθk (s, a) .
Ker je korist negativna, si ne želimo, da se verjetnost akcije poveča, in to ujame tudi
objektivna funkcija. Ta se poveča, če se verjetnost akcije zmanǰsa, vendar operator
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max spet omejuje, koliko (in s tem, koliko bo agent želel zmanǰsati verjetnost
akcije). Ko je enkrat πθ (a|s) < (1− ε) πθk (a|s), prevlada operator max in omeji
vrednost na (1− ε)Aπθk (s, a), kar spet izniči korist velikih sprememb strategije.
Glede na svojo vlogo je parameter ε torej regularizacijski člen optimizacije,
ki preprečuje motivacijo k velikim spremembam strategije. Predstavlja vrednost,
do katere se lahko strategija spremeni od stare, da še vedno izbolǰsuje objektivno
funkcijo.
To upošteva osnovna različica algoritma, številne implementacije pa vnašajo
še dodatne omejitve za bolj stabilno učenje. Implementacija, s katero smo delali
mi, na primer preneha posodabljati strategijo (s paketnim SGD), ko divergenca
KL med staro in novo strategijo preseže vnaprej določeno vrednost. Obstajajo pa
še drugi triki, ki v algoritem vnašajo dodatno kompleksnost.
Med drugim prvotni članek predlaga optimizacijo nekoliko posodobljene objek-
tivne funkcije, in sicer
L̃ (s, a, θk, θ) = L (s, a, θk, θ)− c1LV (s, a, θk, θ) + c2S [πθ] (s) ,
kjer sta c1 in c2 še dva realna pozitivna hiperparametra, LV izguba vrednostne
funkcije, S pa bonus entropije strategije, ki torej dodatno spodbuja raziskovanje.
V algoritmu sta pomembna še dva parametra, in sicer γ, faktor zmanǰsevanja
nagrade pri ocenjevanju vrednostne funkcije (ima torej enako vlogo kot v mnogih
enostavneǰsih algoritmih) in λ, ki pa je parameter funkcije, ki ocenjuje koristi akcij.
Tudi funkcijo koristi A namreč lahko definiramo drugače, kot smo jo zgoraj, kar
včasih vodi v stabilneǰse ocenjevanje. Še vedno ocenjuje koristi akcij, toda te lahko
dobimo na bolj konsistenten način, če pri ocenjevanju uporabimo pristop, ki je
analogen algoritmu TD (λ) v primeru navadnega ocenjevanja vrednosti stanj, npr.
pri Q-učenju. Pristop se imenuje posplošeno ocenjevanje koristi (ang. generalized
advantage estimator (GAE)).
Algoritmi morajo nekaj pozornosti nameniti tudi raziskovanju. V algoritmu
PPO je v osnovi za to poskrbljeno s stohastično naravo strategije, kot je to značilno
za algoritme gradienta strategije. Akcije s strategijo niso enolično določene, temveč
se vzorčijo na podlagi naučene porazdelitve (v primeru diskretnih akcij algoritem
vrača verjetnosti posameznih akcij, v primeru zveznih pa parametre Gaussove
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porazdelitve, na podlagi katere se akcije žrebajo). Ker agent skozi učenje oz.
opazovanje okolja postane čedalje bolj prepričan o svoji izbiri akcij, se naključnost
strategije manǰsa, agent pa čedalje bolj izkorǐsča pridobljeno znanje. To sicer
lahko povzroči, da agent obtiči v lokalnem optimumu, vendar se je taka strategija
raziskovanja za naš problem izkazala kot dovolj dobro (in predvsem varno, saj je
zaradi prej omenjenih omejitev to v naši nalogi ključno), in predvsem precej bolǰse
od znane ε− požrešne strategije.
Algoritem je znan po tem, da je za delovanje na številnih domenah potrebno
manj nastavljanja hiperparametrov, kot je to značilno za ostale algoritme globo-
kega spodbujevanega učenja. Res je bilo potrebno precej manj uravnavanja kot
pri ostalih algoritmih in pri večini je delovala standardna izbira, čeprav smo tudi
te poskušali izbolǰsati in smo se za optimalno izbiro vseeno morali potruditi. Našo
izbiro hiperparametrov, katerih vrednosti niso standardne oz. enake za vse ekspe-
rimente, predstavljamo v tabeli 5.1.
Hiperparametre smo izbrali po preizkušanju najbolǰsih kombinacij in njihovih
vplivov. Čeprav zaradi računske zahtevnosti nismo mogli preveriti vseh možnosti,
menimo, da je nastavitev blizu optimalne in s tem omogoča dobre rezultate. Stre-
meli smo k kar se da enostavni strukturi, zato smo uporabili manǰse mreže, kot se
pogosto najdejo v literaturi.
Faktor zmanǰsevanja γ je bil v vseh primerih standarden, 0.99. Prav tako
smo ohranili prvotno vrednost parametra ε pri 0.2 in največjo dovoljeno vrednost
divergence KL pri 0.01. Največje število korakov za posodabljanje uteži obeh
nevronskih mrež smo ohranili pri 80, spreminjali pa smo faktorje učenja. Ker
implementacija uporablja poenostavljeno verzijo objektivne funkcije L in ne L̃,
tudi nismo nastavljali parametrov c1 in c2.
Privzeta struktura obeh mrež vključuje dva skrita nivoja 32 celic in hiper-
bolični tangens kot aktivacijsko funkcijo. To smo ohranili, vidimo pa lahko, da
smo strukturo mreže precej poenostavili oz. zmanǰsali. Vidimo tudi, da so se na
enostavneǰsih domenah izkazali večji faktorji učenja, ki smo jih na zahtevneǰsih
zmanǰsali, saj je bilo potrebno natančneǰse spreminjanje strategije. Spremenili






























0.025 0.01 0.005 0.005
Faktor λ 0.99 0.99 0.97 0.97
Tabela 5.1: Izbira hiperparametrov algoritma PPO.
parametri.
Sistem se uči z izvajanjem učnih epizod, pri čemer se na vsakih 4000 (na prvih
dveh domenah) oz. 8000 (v naših razširitvah) izvedenih korakov strategija poso-
dobi glede na pridobljene podatke. To sicer pomeni, da lahko zadnjo epizodo v
seriji korakov prezgodaj prekinemo, če se ta ne konča ravno na zadnji korak v se-
riji, vendar to ne vpliva bistveno na potek učenja. Relativno veliko število korakov
med posodobitvami je potrebno za stabilnost učenja, saj smo pri manǰsem številu
korakov opazili nestabilnost pri vseh domenah.
5.2.2.2 Knjižnica OpenAI Spinning Up
Priljubljenost in zmogljivost globokega spodbujevanega učenja sta privedli do ra-
zvoja številnih knjižnic in programskih paketov, ki implementirajo znane algo-
ritme. V nalogi smo uporabili knjižnico OpenAI Spinning Up [1], ki je prav tako
kot paket Gym delo skupine OpenAI. Za razliko od ostalih knjižnic je cilj te nuditi
učno okolje za uvod v področje, saj je z jasno dokumentiranimi implementacijami
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algoritmov lažje berljiva in razumljiva. To je bilo za naše potrebe zelo dobrodošlo
in je omogočilo lažjo in bolj poglobljeno uporabo. Implementira različne algoritme
aproksimacije strategije (torej ne tistih, ki delujejo na podlagi približkov vrednosti
stanj).
Tako kot Gym je implementirana v Pythonu in povsem združljiva z okolji,
definiranimi po predlogi iz knjižnice Gym. Omogoča tako uporabo iz kontrolne
vrstice kot klic znotraj skript, ki je uporaben, če želimo več nadzora nad učenjem.
5.3 Merjenje uspešnosti
Pri merjenju uspešnosti smo se zgledovali po opisani literaturi in zasnovali nekaj
standardnih meril uspešnosti, po katerih lahko primerjamo učinkovitost algoritmov
in predvsem zahtevnost domene. Merimo tako uspešnost učenja strategije kot tudi
kakovost strategije same.
5.3.1 Merjenje uspešnosti učenja
Eden glavnih izzivov spodbujevanega učenja je podatkovna neučinkovitost. Da bi
se agent lahko učil na podlagi lastnih izkušenj, ki jih dobi v resničnem svetu, mora
iz povratnih signalov pridobiti kar se da veliko informacij, česar pa mnogi današnji
algoritmi ne dosegajo. Za razliko od ljudi računalnǐski agenti le stežka upoštevajo
predhodno znanje in posplošujejo znanje iz drugih domen.
To vodi v potrebo po ogromni količini podatkov za učenje, kar v spodbujeva-
nem učenju pomeni veliko število poskusov, to pa v realnem okolju prepogosto ni
izvedljivo. V simuliranem okolju, kot je ta, ki smo ga zasnovali v nalogi, to sicer
ni težava, saj je število ponovitev omejeno le z računsko močjo in časom, vendar
pa si zaradi končnega cilja delovanja v resničnem okolju vseeno želimo pristopov,
ki strategijo najdejo v kar se da majhnem številu poskusov.
Zato je ena glavnih lastnosti, ki jih ǐsčemo v algoritmih, majhno število inte-
rakcij z okoljem, ki so potrebne, da snujemo zadovoljivo strategijo. Če je problem
epizoden, kot je obravnavani, lahko upoštevamo tudi število epizod. V resničnih
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scenarijih nas poleg tega pogosto zanima tudi realni čas, potreben za učenje, ta
pa je neposredno odvisen od števila interakcij v simulaciji.
S temi kriteriji v mislih torej določimo merila ocenjevanja uspešnosti učenja,
ki jih povzamemo v naslednjem seznamu.
1. Realen čas, potreben za prvo osvojitev cilja - kriterij I.I
Agent se uči med interakcijo z okoljem, pri čemer svojo strategijo sproti po-
sodablja in jo izbolǰsuje. Interakcija je diskretna in v konstantnih korakih, v
našem primeru, kot omenjeno, v korakih dolžine ∆t. Ko je strategija dovolj
dobra, lahko epizodo konča uspešno, kar pomeni, da z začetne postavitve (ki
je, kot omenjeno, vedno na isti lokaciji, vendar z naključnim začetnim kotom
in hitrostjo) prepotuje do ciljne in se tam zadrži dovolj dolgo.
To merilo torej meri, koliko časa bi bilo potrebno, da agentu to uspe prvič.
Ker je ta linearno povezan s številom potrebnih interakcij, lahko potreben
čas dobimo neposredno s formulo T = ∆t · število potrebnih interakcij,
kar v našem primeru pomeni 0.02 · število potrebnih interakcij oz. 0.04 ·
število potrebnih interakcij.
Ker je definiran problem epizoden, lahko kot merilo porabljenega časa upo-
rabimo tudi število potrebnih epizod do prvega uspešnega premika, kot je to
navedeno v nekaterih pregledanih člankih. Ker so epizode različnih dolžin
in vsaj na začetku zelo kratke, je to merilo sicer slabši pokazatelj hitrosti
učenja, a vendar vseeno nakazuje, koliko poskusov agent potrebuje za osvo-
jitev zahtevanih spretnosti. Izraža, kolikokrat je moral ponoviti poskus od
začetka, torej izkusiti celotno epizodo.
2. Realen čas, potreben za konsistentno doseganje cilja - kriterij I.II
Velikokrat je prvi uspeh povsem naključen in ne izraža prave uspešnosti
učenja. Ti naključni uspehi so sicer ključni za učenje, saj ponujajo glavni
vir pozitivnih povratnih informacij, vendar niso njegov končni cilj. Želimo
si strategije, ki robustno doseže cilj iz različnih začetnih nastavitev in je od-
porna na njihovo naključnost.
To merilo torej izraža čas, ki ga agent potrebuje za konsistentno doseganje
cilja iz množice različnih začetnih postavitev. To torej zagotovi, da uspeh ni
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naključen in smo našli zares uporabno strategijo.
Ta kriterij tudi sledi razmisleku iz [11], da pri učenju ne ǐsčemo nujno opti-
malne oz. najhitreǰse strategije (tako je tudi zelo težko določiti oz. definirati
za primerjavo - poznati bi namreč morali najmanǰse število potrebnih ko-
rakov za osvojitev cilja iz poljubne lokacije), temveč le tako, ki je dovolj
uspešna pri opravljanju naloge iz več možnih začetnih položajev. Ker opti-
malnosti strategije torej ne moremo preverjati, te ne ǐsčemo. Poročamo le o
najbolǰsi (najhitreǰsi), ki jo algoritem najde.
Kot pri kriteriju I.I lahko gledamo tudi različico, kjer namesto porabljenega
časa štejemo število potrebnih epizod.
3. Razlika med časom, potrebnim za prvi uspeh, in tem, ki je potre-
ben za osvojitev stabilne strategije - kriterij I.III
Algoritmi spodbujevanega učenja se učijo na podlagi povratnih informacij
iz okolja. Želimo, da so informacije o uspešnih epizodah kar se da hitro in
uspešno upoštevane v posodabljanju strategije, saj ne želimo, da mora agent
uspešen poskus ponoviti večkrat, da si strategijo, ki ga je vodila do njega,
zapomni. S tem torej merimo, koliko časa je agent potreboval, da je po pr-
vem uspehu naučil konsistentne in robustne strategije, s tem pa stabilnost
učenja oz. zmožnost ohranjanja pomembnih informacij.
4. Število eksperimentov, ki se končajo uspešno - kriterij I.IV
Želimo si tudi, da je pristop k reševanju stabilen in da ni odvisen od naključne
inicializacije začetnih postavitev in naključne izbire potez. Zato merimo tudi,
kolikšen delež poskusov se konča s uspešno (oz. zadovoljivo) strategijo. To v
praksi pomeni zagon algoritma z različnimi semeni za generator naključnih
števil.
5. Občutljivost na parametre učenja - kriterij I.V
Podobno kot v preǰsnjem kriteriju si želimo tudi, da algoritem ni občutljiv
na izbiro hiperparametrov, saj je njihovo uravnavanje časovno potratno in
pogosto nezanesljivo. Poročamo torej, koliko ročnega nastavljanja je bilo
potrebnega za uspešne rezultate.
80 Anej Svete
6. Uspešnost na okoljih različnih zahtevnosti - kriterij I.VI
Naša implementacija je zelo splošna. Tako na domeni z oviro kot tisti z do-
lino omogoča tvorjenje množice okolij različnih zahtevnosti. Algoritme zato
postopoma preizkušamo na okoljih različnih zahtevnosti (vǐsina ter širina
ovire in dolžina ter strmina klančine) in poročamo, kakšne ovire še lahko
premostijo.
7. Računski čas, potreben za učenje - kriterij I.VII
Algoritmi učenja postajajo čedalje zahtevneǰsi, hkrati pa je tudi komple-
ksnost simulacije razširitev večja, zato moramo paziti, da je učenje še vedno
izvedljivo v zglednem času. Želimo si pristopov, ki pridobljene podatke do-
bro obdelajo, vendar so še vedno uporabni v realnem času. Zato poročamo
tudi o računskem času, ki ga je algoritem potreboval za učenje strategije.
5.3.2 Merjenje uspešnosti strategije
Strategija je končen rezultat učenja in s tem kaže, kaj se je algoritem sposoben
naučiti na dani domeni. Možnih je seveda mnogo različnih strategij, zato jih je
smiselno ovrednotiti in razvrstiti. Če smo pri algoritmu iskali načine, kako se
strategije naučiti kar se da hitro, tu gledamo, kako kvalitetna je strategija, torej,
kako dobro opravlja zadano nalogo. Dano nalogo - doseg cilja - si seveda želimo
opraviti čim hitreje in brez nepotrebnih akcij, hkrati pa si tudi želimo strategije,
ki lahko obvladuje kar se da različne scenarije, torej takšno, ki dobro posplošuje.
Smiselni kriteriji za ocenjevanje strategije so torej sledeči:
1. Čas, preživet zunaj ciljnega območja oz. čas, potreben za premik
do cilja - kriterij II.I
To je najosnovneǰsi in najbolj ekspresiven kriterij ocenjevanja strategije.
Meri čas (spet posredno preko števila interakcij), ki ga agent, ki izvaja stra-
tegijo, potrebuje, da iz začetnega položaja doseže stabilen ciljni položaj. Ta
količina je v neposrednem odnosu s prejeto nagrado R, in sicer je enaka
− R
2Kmax
∆t, če je R > −0.5, v nasprotnem primeru pa cilj ni bil dosežen, zato
časa ne moremo določiti.
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2. Robustnost strategije glede na začetno konfiguracijo - kriterij II.II
Ena najpomembneǰsih lastnosti, ki si jih želimo od strategije, je tudi robu-
stnost in neobčutljivost na naključnost začetnega položaja. Iščemo torej stra-
tegijo, ki bi bila sposobna iz smiselne množice naključnih začetnih položajev
vedno doseči cilj, kar lahko preprosto merimo z začetki v različnih položajih.
Beležimo delež začetnih položajev, iz katerih je bila strategija uspešna.
3. Robustnost strategije glede na zunanje dejavnike - kriterij II.III
V realnih situacijah lahko med krmiljenjem pride tudi do nepričakovanih
motenj, s katerimi se mora agent soočati. Z dodano možnostjo vnosa upo-
rabnikovih potiskov vozička in palice te simuliramo ter opazujemo robustnost
proti njim. Poročamo o količini motenj, ki jih voziček vzdrži na posameznih
delih proge. V literaturi nismo nikjer zasledili takega testiranja (najbližje so
poskusi v šumnem okolju, ki jih opisuje [19] in ki poročajo o precej slabših
rezultatih pod takimi pogoji), zato so izsledki tega dela naloge še toliko za-
nimiveǰsi in pomembneǰsi.
5.3.3 Interpretacija strategije
Ker pa želimo najti tudi razložljive in razumljive strategije, nas zanima tudi
obnašanje agenta in logika za njegovimi odločitvami. Ker bi bilo sklepanje na
izključno na podlagi dobljene strategije zelo zahtevno, če ne celo nemogoče, nje-
govo naravo ocenimo na podlagi prikazanega vedenja med simulacijo in reakcijami
na uporabnǐski vnos. Pri rezultatih se torej posvetimo tudi interpretaciji najdene
strategije.
5.4 Končna postavitev učenja
Definirali smo torej cilj naloge, njene omejitve, dinamiko in lastnosti. Odločili
smo se za algoritem in določili nagrado. V tem podpoglavju predstavimo še ostale
podrobnosti postavitve učenja na vseh predstavljenih različicah domene.
Čeprav bi lahko enostavneǰsi domeni reševali z manj zahtevnimi algoritmi in
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na podatkovno varčneǰsi način, menimo, da je za primerjavo in uvrstitev razširitev
bolj informativno, če vse rešujemo na podoben način in poročamo o razlikah in
kompromisih, ki smo jih morali skleniti. Le tako dobimo uporabno sliko, kam
padejo nove domene glede zahtevnosti in uporabnosti. Za prvotni domeni prav
tako obstajajo že številne učinkovite in poglobljene rešitve, njihova ponovitev pa
ni cilj te naloge. Določena shema torej velja za vse poizkuse, ne glede na okolje in
zahtevnost. Spreminjamo le hiperparametre učenja in strukturo mreže, kot smo
navedli ob predstavitvi algoritma.
Nekateri obravnavani članki so za učenje in vrednotenje uporabili različne
dolžine epizod, mi pa smo se odločili, da ohranimo dolžine enake v obeh pri-
merih, tj. 10 sekund oz. pripadajoče število korakov (to je odvisno od ∆t; če
je ∆t = 0.02, je največje število korakov enako 500, če pa je ∆t = 0.04, pa 250).
Kraǰse epizode so v našem primeru zaradi dalǰsih razdalj prekratke za konsistentno
uspešen premik preko cele proge, izbrana dolžina pa je hkrati dovolj velika tudi za
sklepanje o uspešni stabilizaciji, torej dosegu cilja.
Po vsaki posodobitvi strategije se izvede 50 preizkusnih epizod, in na podlagi
uspeha pri teh se učenje konča (če je uspešnih dovolj - glede na aktualen kriterij
uspešnosti) oz. nadaljuje.
Ko je strategija uspešna na dovolj preizkusnih epizodah, smatramo, da je do-
volj stabilna, zato je s tem učenje zaključeno. Dobljeno strategijo nato ocenimo
s testiranjem na 100 preizkusnih epizodah z naključnimi preizkusnimi začetnimi
stanji. Uspeh pri teh določa uspešnost naučene strategije. Te strategije nato tudi
podrobneje analiziramo glede obnašanja in odzivov na zunanje motnje.
Vsak poskus smo na prvotnih dveh domenah izvedli 50-krat, na naših
razširitvah pa zaradi večje časovne zahtevnosti ter dalǰsega časa učenja 20-krat.
Učenje smo izvajali tako na osebnem prenosniku s šestjedernim Intelovim pro-
cesorjem Core i7-8750H s frekvenco 2.2 GHz in grafično kartico Nvidia GeForce
GTX 1050 Ti kot tudi na raziskovalni oblačni platformi Google Colaboratory na
strežnikih z grafičnimi karticami. Poročamo tudi o realnem računskem času, po-
trebnem za učenje agentov. Tu lahko izpostavimo, da zaradi relativne enostavnosti
nevronskih mrež večji del porabljenega računskega časa predstavlja simulacija oko-
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V tem poglavju predstavimo, kako se je opisana postavitev učenja obnesla na vseh
obravnavanih domenah. Opǐsemo rezultate in jih interpretiramo ter komentiramo.
S tem želimo ponuditi osnovo za morebitne kasneǰse izbolǰsave, tako z vidika hi-
treǰsega in stabilneǰsega učenja kot kakovostneǰsih končnih strategij. Rezultati so
razdeljeni po posameznih okoljih in, kjer je to smiselno, poročamo o rezultatih na
več različicah.
6.1 Prvotni problem
Kot omenjeno, je prvoten problem rešljiv tudi z enostavneǰsimi algoritmi, ki so
pogosto podatkovno učinkoviteǰsi. Uporaba globokega spodbujevanega učenja zato
ni sama po sebi povsem smiselna, vendar pa opisani izsledki služijo v primerjavo s
tistimi, ki jih dobimo na zahtevneǰsih domenah, zato smo tudi to domeno reševali
s tem pristopom. Učenje kljub zahtevnosti algoritma ni bilo dolgotrajno in je
konsistentno nudilo zadovoljive rezultate.
6.1.1 Uspešnost učenja
Agent je imel na voljo za učenje 32 posodobitev strategije, kar pomeni 128000
korakov, oz. 42 minut in 40 sekund realnega časa. Kljub razmeroma velikim
koeficientom učenja in številom korakov za posodabljanje strategije in vrednostne
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Interakcije 42600 24000 116000






Interakcije 56320 32000 124000
Realni čas 18 min 40 s 10 min 40 s 41 min 20 s
Tabela 6.1: Pregled trajanja učenja na prvotni domeni.
funkcije, je učenje je potekalo hitro in stabilno. Kriterij za ustavitev učenja je bil
100 % uspešnost na 50 preizkusnih epizodah.
Pregled realnega časa učenja najdemo v tabeli 6.1, krivulja učenja skozi čas je
prikazana na sliki 6.1. Vidimo lahko, da je agent za osvojitev stabilne strategije
v povprečju potreboval slabih 19 minut, kar je precej več od najbolǰsih pristopov,
kar smo tudi pričakovali. Razlika med prvim uspehom in stabilno strategijo pa ni
zelo velika (4 minute in 8 sekund), kar kaže na stabilnost učenja.
Izbrane vrednosti hiperparametrov so se izkazale kot najbolǰsi kompromis med
učinkovitostjo in stabilnostjo ter robustnostjo. Izmed 50 izvedenih poskusov so
bili prav vsi uspešni. Manǰse število korakov med posodobitvami strategije je
pomenilo tudi manǰse število potrebnih interakcij z okoljem, vendar učenje ni bilo
tako gotovo, saj se nekateri poskusi učenja niso končali uspešno. Podobno velja
za vǐsje faktorji učenja ter več korakov pri posodabljanju uteži nevronske mreže.
Vseeno pa iskanje pravih hiperparametrov ni bilo tako zahtevno in problem se je
izkazal za manj občutljivega nanje kot ostale domene.
Tudi simulacija je bila relativno enostavna, učenje pa ni zahtevalo večjega
števila ponovitev, zato je bila tudi poraba računskih virov manǰsa. Za enkra-
tno učenje strategije smo povprečno potrebovali 2 minuti in 32 sekund računskega
časa.
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Slika 6.1: Prejeta nagrada na epizodo med učenjem na prvotni domeni glede na
število interakcij z okoljem. Obarvano območje prikazuje standardni odklon med
50 poskusi. Ta se proti koncu manǰsa, saj so dalj časa trajale le manj uspešne
epizode, ki pa jih je bilo malo.
6.1.2 Uspešnost strategije
Pri izvajanju testnih epizod so bile naučene strategije uspešne v 97.38 % odstot-
kih primerov, kar pomeni, da so bile zelo stabilne in neobčutljive na spremembe
začetnih pogojev. Pri tem je bilo 31 strategij uspešnih prav v vseh testnih epizo-
dah.
V 2.62 % epizodah je torej palica padla iz ravnovesja ali pa je voziček zapeljal
s proge. Vendar pa je bila povprečna dolžina epizode 496.26 korakov, kar pomeni,
da je agent palico uspel zadržati dolgo tudi v primerih, ko ni zdržal povsem do
konca epizode.
Voziček je zdržal tudi preceǰsnje število motenj uporabnika, tako pri premikanju
palice kot vozička. Potrebnih je bilo več potiskov v stran, da smo sistem vrgli iz
ravnotežja. Lažje kot spraviti palico iz ravnovesja je bilo premakniti voziček s
proge, saj se ta ni vračal na sredino, temveč je ves čas skrbel le za ravnotežje
palice. To priča o tem, da med učenjem lokacija ni bila tako pomembna, saj v
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Slika 6.2: Obnašanje naučene strategije na prvotni domeni. Vse količine so pov-
prečje 200 izvajanj. Vidimo, da se je skozi vso epizodo voziček zadrževal na sredini
proge, palica pa je ostajala skoraj povsem navpično. Tako linearna kot kotna hi-
trost sta bili nizki skozi vso epizodo.
času ene epizode agent sam od sebe težko zaide s proge.
6.1.2.1 Interpretacija
Voziček se je obnašal pričakovano. Ker pri začetnih položajih ni bilo občutnih
motenj, ki bi ga prisile k agresivnemu uravnavanju ali premikanju, je voziček ostajal
na sredini proge, kjer je epizode tudi začenjal. To lahko vidimo tudi na grafih na
sliki 6.2.
Občasna zmotna akcija ga je prisilila v manj stabilno ravnanje, vendar se je
nanje, tako kot na zunanje motnje, uspešno odzval.
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6.2 Regulatorski voziček s palico
Tudi ta sistem služi v primerjavo našim razširitvam, zaradi precej večje podob-
nosti z njimi pa je ta še zanimiveǰsi in pomembneǰsi. Nekateri pristopi, opisani
v pregledu literature, ga rešijo podatkovno zelo učinkovito in spet enostavneje,
vendar tudi tega rešujemo z opisanim pristopom. Učenje je pričakovano zahtevalo
natančneǰso izbiro hiperparametrov in postavitve okolja, izsledki vodijo odločitve
na zahtevneǰsih domenah.
6.2.1 Uspešnost učenja
Število posodobitev strategije smo povečali za dvakrat, torej je imel agent za učenja
na voljo 64 posodobitev oz. 85 minut in 20 sekund realnega časa. To je bilo dovolj
za zanesljivo in konsistentno izvajanje poskusov. Tudi tokrat je bil kriterij za
ustavitev učenja 100 % uspešnost na 50 preizkusnih epizodah.
Pregled realnega časa učenja na tej domeni najdemo v tabeli 6.2, krivulja
učenja skozi čas je prikazana na sliki 6.3. Čeprav je agent do prvih uspehov prǐsel
skoraj tako hitro kot na originalni domeni, je za stabilno strategijo pričakovano
potreboval več časa, slabih 27 minut. Razlika med prvim uspehom in stabilno
strategijo je v tem primeru torej večja, skoraj 12 minut, kar je pričakovano, saj je
zahtevano gibanje precej manj stabilno in zahteva več uravnavanja.
Za bolǰse razumevanje slike 6.3 omenimo, da po definiciji nagrade vsak iz-
kupiček epizode, vǐsji od −0.5 pomeni uspeh, vǐsje nagrade pomenijo le hitreje
opravljeno nalogo.
Z izbranimi nastavitvami so bile spet uspešne vse ponovitve učenja. Iskanje
primernih parametrov učenja na tej domeni je sicer bilo zahtevneǰse, vseeno pa
se je pristop na koncu dobro obnesel na več različnih nastavitvah. Spet se je kot
najpomembneǰsa količina izkazalo število korakov med posodobitvami strategije.
Zahtevnost simulacije na tej domeni ni nič večja, zato je večja poraba
računskega časa izključno posledica večjega števila ponovitev. V povprečju je
agent za učenje potreboval 4 minute in 24 sekund računskega časa.
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Interakcije 45280 24000 100000






Interakcije 80480 40000 232000
Realni čas 26 min 50 s 13 min 20 s 77 min 20 s
Tabela 6.2: Pregled trajanja učenja na regulatorski domeni.
Slika 6.3: Prejeta nagrada na epizodo med učenjem na regulatorski domeni glede
na število interakcij z okoljem. Obarvano območje prikazuje standardni odklon
med 50 poskusi. Opazimo lahko občuten padec nagrade med učenjem. To si
razlagamo kot situacijo, ko se je agent že naučil stabilizirati palico in je že našel
način premika do cilja, vendar pri tem še ni postal dovolj konsistenten, zato je bil
s premiki pogosto neuspešen in je zanje dobil veliko negativno nagrado. Zaradi




Pri testiranju so bile strategije še uspešneǰse kot na prvotni domeni, saj je bilo
uspešnih 99.51 % testnih epizod, od 50 strategij pa jih je bilo na vseh testnih
primerih uspešnih 26.
Za končanje epizode (oz. dosego cilja) je pri uspešnih epizodah agent potreboval
v povprečju 115.36 koraka oz. 2.31 sekunde s standardnih odklonom 32 korakov oz.
0.64 sekunde. Glede na to, da je imel na voljo 10 sekund, menimo, da je to precej
uspešen rezultat. Najpočasneǰsa uspešna strategija je v povprečju potrebovala
226.87 koraka oz. 4.53 sekunde, najhitreǰsa pa 68.01 koraka oz. 1.36 sekunde.
Tako kot na prvotni domeni je agent zdržal precej motenj iz okolja, saj se je
uspešno odzval na številne potiske palice in vozička. Opaženo kaže na to, da je
obvladovanje res lažji del naloge in da je težje najti in predstaviti strategijo, ki bi
enostavno našla stabilen način premika do cilja.
6.2.2.1 Interpretacija
Najprej omenimo pri neoptimalni postavitvi sistema pogosto tendenco ostajanja na
mestu, ki onemogoča premik k cilju in povzroči, da so se številne epizode končale po
iztečenem času zunaj ciljnega območja. Ob dovolj premǐsljeni nastavitvi učenja pa
je sistem tako obnašanje premagal in našel kompromis med varnostjo in hitrostjo.
Ker agent ni imel ovire, ki bi ga prisilila k občutnemu nižanju palice, se je naloge
loteval precej previdno in brez strmih nagibov palice. To mu je onemogočala tudi
relativno majhna proga, zaradi katere po pospeševanju ni mogel zavirati. Premik
je bil sicer precej gladek in enostaven, kot to opisuje [26], vseeno pa je voziček
potreboval nekaj uravnavanja po prihodu na cilj. Pot bi bila lahko zato hitreǰsa
in varčneǰsa glede porabe akcij, toda prej omenjene omejitve glede prostora so
onemogočale ekonomičneǰse premikanje. Opažena previdnost nakazuje tudi, da je
učenje bolj agresivnega premika pod oviro in pospešenega premika iz doline lahko
zelo zahtevno in nestabilno.
Obnašanje ene od naučenih strategij lahko preberemo iz grafov na sliki 6.4.
Po prihodu na cilj se je voziček tam lahko zadrževal in stabiliziral do konca
epizode. To je pričakovano, saj je sama stabilizacija lažja in jo agent osvoji že pred
92 Anej Svete
Slika 6.4: Obnašanje naučene strategije na regulatorski domeni. Spet so količine
povprečje 200 epizod. Opazimo lahko gladkost premika do cilja, čigar lokacija
je na prvi sliki označena z zeleno črto (z rdečo pa je označena lokacija začetka).
Pojavi se pričakovan premik najprej v levo, ki ga opisuje [26]. To je vidno tako na
grafu lokacije kot linearne hitrosti, saj količini prvih nekaj korakov padata, nato pa
se povzpneta. Voziček po premiku hitro upočasni. Pričakovano vedenje najdemo
tudi pri kotu palice, saj se ta naprej nagne naprej, nato pa med ustavljanjem še
nazaj, preden se stabilizira v navpični legi.
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snovanjem strategije premika do cilja.
6.3 Okolje z oviro
Kot omenjeno, se je agent tokrat učil z večjim številom korakov med posodobitvami
(8000), ki jih je imel na voljo 100. Tudi dolžina posameznega koraka je dalǰsa, zato
je skupen realni čas učenja na voljo znesel precej več kot v preǰsnjih domenah, in
sicer 533 minut in 20 sekund oz. 8 ur, 53 minut in 20 sekund.
6.3.1 Uspešnost učenja
Kljub večjemu število korakov med posodobitvami in premǐsljeni izbiri parametrov
je bilo konsistentno in stabilno učenje težko doseči. Kriterij zahtevane 100 %
uspešnosti na 50 preizkusnih epizodah za končanje učenja smo zato omilili na
75 % uspešnost, kar je še vedno dajalo zadovoljivo dobre strategije. V vsakem
primeru je bilo učenje dolgotrajno, predvsem zaradi velikega števila korakov med
posodobitvami. Že majhno število posodobitev strategije namreč pomeni veliko
porabljenega realnega časa.
Pri osnovni nastavitvi ovire je agent našel strategijo v vsakem od 20 poskusov,
kar kaže na dovolj stabilno učenje in pravilno nastavitev parametrov. Kot lahko
vidimo v tabeli 6.3, je za formacijo stabilne strategije agent potreboval v povprečju
dobro uro in pol realnega časa, kar je precej (40 min) več od časa, potrebnega za
prvi uspeh. Agent je torej potreboval še kar nekaj poskusov po prvih uspehih, da
je skoval zadovoljivo dobro strategijo.
Večja zahtevnost domene je prinesla slabšo stabilnost, ki je zahtevala manǰso
prilagoditev kriterijev uspešnosti, kot smo omenili. Hkrati pa je tudi sprememba
parametrov učenja hitro vodila v neuspeh, kar potrjuje pravilno izbiro.
Obvladovanja okolja, kjer je potreben spust palice za vsaj 15◦, je bil naš cilj
že od začetka, hkrati pa se je to izkazalo za največji kot, pri katerem se je agent
lahko dokaj učinkovito in konsistentno lahko naučil strategije. Kote, manǰse od
10◦ je obvladoval zelo konsistentno in brez težav pri učenju, večje kot 15◦ pa precej
neuspešno. Za kote, večje od 20◦ nismo več našli načina, kako bi agenta naučili
94 Anej Svete







Interakcije 79600 40000 248000






Interakcije 136889 88000 400000
Realni čas 91 min 16 s 58 min 40 s 266 min 40 s
Tabela 6.3: Pregled trajanja učenja na domeni z oviro.
Slika 6.5: Prejeta nagrada na epizodo med učenjem na domeni z oviro glede na
število interakcij z okoljem. Ker je dlje kot 250000 interakcij trajal samo 1 poskus,
je od tam naprej narisana le krivulja brez območja standardne deviacije. Opazimo
lahko dva različna poteka poskusov: zgodaj uspešni, ki jih je večina, se končajo
pri manj kot 150000 interakcijah in tam dosežejo nagrado, vǐsjo od −0.3, medtem
ko so nekateri poskusi trajali precej dlje in so pri tem številu interakcij dosegali še
precej nizko nagrado, ki je opazna od med 1500000 in 30000 interakcijami. Tudi
v teh poskusih pa agent najde uspešno strategijo in nagrada se povzpne do take,
ki nakazuje uspešne epizode.
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uspešne strategije. Uspeh je bil zelo odvisen od semena generatorja naključnih
števil in preveč redek, da bi lahko temu rekli uspešno učenje.
To je bilo predvsem zaradi potrebe po večjem številu ponovitev dalǰse, tudi
sama simulacija pa je zahtevneǰsa, predvsem zaradi potrebe po sprotnem preverja-
nju preseka med palico in oviro. Za enkratno učenje strategije smo torej povprečno
potrebovali 18 minut računskega časa.
6.3.2 Uspešnost strategije
Zaradi mileǰsega kriterija ustavitve so bile končne strategije pričakovano manj
uspešne, vendar so še vedno ponujale zanesljiv način doseganja cilja.
Od testnih epizod je bilo uspešnih 83.2 %, pri čemer je v uspešnih epizodah
agent za premik na drugo stran ovire potreboval povprečno 1.5 s oz. 37.5 koraka.
Povprečna nagrada neuspešnih epizod je bila −0.5598, kar pomeni, da se je neu-
spešno končala zelo zgodaj. To nakazuje dotik ovire ali padec palice pri premiku,
in da voziček ni preživljal časa na napačni strani ovire, tj. je sestavil strategije,
kjer za dosego cilja tvega.
Najuspešneǰsa strategija je za premik povprečno potrebovala 1.38 s oz. 33.93
koraka, najpočasneǰsa pa 1.65 s oz. 41.18 koraka. Standardna deviacija je bila
0.08 s oz. 1.96 koraka, kar nakazuje na to, da so se naučene strategije obnašale
zelo podobno in našle približno enak način premika pod oviro.
Na uporabnikove motnje se je agent odzival slabše kot v preǰsnjih dveh prime-
rih, kar je lahko tako zaradi zahtevnosti naloge kot dalǰsega koraka med akcijami,
torej slabše možnosti za odziv. Seveda so mu največ težav povzročale motnje na
kritičnih delih proge - pred premikom pod oviro in pri zaustavljanju na drugi strani.
Predvsem pri zaustavljanju ga je že osamljen potisk vozička v smeri premikanja
lahko iztiril in povzročil padec palice. Na tej točki na potiske palice ni bil tako
občutljiv, je imel pa z njimi več težav v prvem delu naloge, ko se je moral spustiti
pod oviro. Hitro se je namreč palica premaknila dovolj, da je zadela ob oviro ali pa
se spustila dovolj, da je na drugi strani proge ni mogel več uravnovesiti. Vseeno pa
je na tej točki voziček zdržal nekaj več motenj in marsikatero popravil s tem, da se




Zanimivo je bilo opazovati predvsem to, kako previdno se je pri nekaterih (vendar
ne vseh) poskusih voziček približal oviri. Začetna pozicija je namreč preveč odda-
ljena od ovire, da bi bilo smiselno, da agent že takoj na začetku nagne palico in se
premakne pod njo. Zato se voziček do ovire premakne zelo previdno, se tik pred
njo ustavi, na tem mestu zasuče tako, da se palica nagne naprej, in nato hitro za-
pelje pod oviro, kar mu hkrati omogoča tudi učinkovito ustavljanje na drugi strani.
Tako ravnanje agenta je učinkovito in ekonomično, kar seveda odraža nagrada.
Povzetek tipičnega obnašanja v testni epizodi najdemo na sliki 6.6.
6.4 Okolje z dolino
Pričakovano je bilo učenje na tej domeni najzahtevneǰse in najmanj stabilno. Zah-
tevalo je največ premisleka, uravnavanja in računskega časa.
6.4.1 Uspešnost učenja
Kot pri preǰsnji razširitvi smo kriterij za stabilnost strategije omilili na 75 %
uspešnost na preizkusnih epizodah. Vseeno je bilo učenje občutno dalǰse kot na
ostalih domenah, vendar vseeno zanesljivo, saj se je uspešno zaključilo vseh 20
poskusov. V tabeli 6.4 najdemo povzetek realnih časov, potrebnih za učenje stra-
tegije, na sliki 6.7 pa krivuljo učenja skozi čas. Kot lahko vidimo, je trajalo precej
dolgo, da je agent tako prvič uspel (dobri 2 uri realnega časa) kot našel zanesljivo
strategijo (dobre 4 ure). Tudi razlika med prvim uspehom in stabilno strategijo je
precej večja kot na ostalih domenah, kar govori o tem, da je bilo učenje manj sta-
bilno in je agent za formacijo uporabnih potez potreboval več ponovitev uspešnih
epizod.
Poudarimo pa, da se je nastavitev sistema, ki smo jo uspešno uporabili na
domeni z oviro, uspešno odrezala tudi na domeni z dolino, zato veliko prilagajanja
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Slika 6.6: Obnašanje naučene strategije na domeni z oviro. Ker izvajanje ni bilo
tako konsistentno kot na preǰsnjih domenah, tokrat gledamo le podatke ene same
epizode. Vidimo precej gladek premik z značilnim premikom nazaj, da agent
palico nagne naprej, nato pa sunkovit premik pod oviro in hitro ustavljanje na
drugi strani. Ciljno območje (na desni strani ovire in dovolj oddaljeno od nje)





. Opazimo tudi, da je voziček palico med
premikom pod oviro nagnil za okoli 0.4 radiana oz. 23◦ v obe smeri, torej tako pri
premiku pod oviro kot pri ustavljanju. Zanimivo je, da je palico pri ustavljanju
nagnil celo bolj. To je verjetno potrebno zaradi velike hitrosti, ki jo med premikom
doseže.
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Slika 6.7: Prejeta nagrada na epizodo med učenjem na domeni z dolino glede na
število interakcij z okoljem. Ker je zabeležen le en poskus, ki je trajal 600000 inte-
rakcij, je od približno 450000. interakcije narisana le črta brez območja standardne
deviacije. Vidimo lahko, da je bila večina poskusov uspešna že po manj kot 400000
interakcijah, saj takrat prejeta nagrada v povprečju znaša že precej več kot −0.5,
kar nakazuje na strategijo, ki konsistentno dosega cilj.
Velik padec nagrade okoli 450000. interakcije je posledica tega, da je dlje kot toliko
trajal le en poskus, v katerem se je agent uspešne strategije naučil šele po več kot
550000 korakih. Ves čas pred tem je bila prejeta nagrada v tem poskusu nižja od
−0.5, vendar je visoka nagrada ostalih poskusov povprečje dvignila nad to mejo.
Ker pa od 450000. interakcije beležimo le uspešnost tega dokaj neuspešnega po-
skusa, ostali uspešni poskusi povprečja več ne dvigajo in nagrada pade na raven
neuspešnega poskusa. To razloži tudi velik standardni odklon pred tem, saj npr.
med 400000. in 450000. korakom merimo uspešnost le dveh poskusov - en je takrat
že uspešen, drugi pa ne, kar vodi v dokaj visoko povprečje vendar velik standardni
odklon.
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Interakcije 187200 96000 392000






Interakcije 365200 208000 600000
Realni čas 243 min 28 s 138 min 40 s 400 min
Tabela 6.4: Pregled trajanja učenja na domeni z dolino.
parametrov ni bilo potrebno. To kaže na dejstvo, da smo res našli nastavitev, ki ni
delovala zgolj naključno. Spet se je za najpomembneǰsi parameter izkazalo število
korakov med posodobitvami, na ostale pa je bilo učenje manj občutljivo. Večji
faktor učenja, na primer, je vodil v sicer manj stabilno, a še vedno uspešno učenje,
ki pa ni bilo nič hitreǰse.
Ker na zahtevnost okolja odločilno vplivata vsaj dva parametra v sistemu, tj.
vǐsina in strmina klanca, je mogoče definirati veliko različnih okolij z različnimi
zahtevnostmi. Preizkusi na nekaterih postavitvah kažejo, da je predstavljena po-
stavitev sistema precej specifično uspešna na prej definirani krivulji in se težko
spoprijema s težjimi oblikami (vǐsji in strmeǰsi klanci). Kot z nižjo oviro je bilo
učenje na težjih domenah hitro nestabilno in neuspešno. Za drugačne oblike bi bilo
ponovno potrebno iskanje pravilne postavitve sistema (izhajajoč iz obstoječe), zato
lahko zaključimo, da je učenje zelo občutljivo na natančno obliko okolja.
Tudi ta domene je bila za simulacijo računsko nekoliko zahtevneǰsa, saj zahteva
računanje dinamike precej več operacij zaradi kompleksneǰse enačbe krivulje tal.
Tudi zahtevano število interakcij je precej večje. Skupaj je agent za učenje v
povprečju potreboval 36 minut in 54 sekund računskega časa.
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6.4.2 Uspešnost strategije
Strategije so bile tudi na tej domeni zaradi zahtevnosti in mileǰsega kriterija zau-
stavitve učenja manj uspešne. Uspešnih je bilo 75.16 % testnih epizod, v uspešni
epizodi pa je agent za premik na vrh potreboval povprečno 6.43 s oz. 160.71 ko-
raka. To prikazuje, da je naloga ne le zahtevneǰsa z vidika manevriranja, temveč
za reševanje potrebuje tudi več akcij oz. časa, kar pomeni da je bilo med učenjem
cilj še težje najti.
Neuspešne epizode so bile na tej domeni dalǰse kot na preǰsnji, saj je povprečna
nagrada neuspešne epizode znašala −0.874, kar pomeni, da se je neuspešna epizoda
končala povprečno po 187 korakih oz. 7.48 s. Pred neuspehom je agent torej nekaj
časa palico uspešno stabiliziral, kar pomeni, da se je v teh epizodah prepočasi
poskušal dvigniti na vrh ali pa da se je brez tveganja zadrževal na dnu doline.
Tudi najuspešneǰsa strategija ni bila veliko hitreǰsa, saj je v povprečju potre-
bovala za doseg cilja 5.34 s oz. 133.62 korakov. Najpočasneǰsa je za to potrebovala
6.97 s oz. 174.14 koraka. Standardna deviacija je bila na tej domeni sicer nekoliko
vǐsja, 0.36 s oz. 9 korakov, vendar je ta v primerjavi z dalǰso dolžino epizod še
vedno majhna in nakazuje na to, da so bile strategije precej enakovredne in da so
našle podoben način osvojitve cilja.
Podobno kot na domeni z oviro, je bil na tej agent občutljiveǰsi na zunanje
motnje kot na enostavnih domenah, predvsem na ključnih točkah, ki so v tem
primeru pridobivanje zaleta in spet zaustavljanje na vrhu vzpetine. Predvsem v
prvem delu naloge je bil agent občutljiv na premike palice (uspeh je lahko preprečil
že en sam potisk), medtem ko je bil pri odzivih na potiske vozička uspešneǰsi in
jih je lahko popravljal z dodatnim nihajem čez dolino, vseeno pa je bilo tudi z
nekaj potiski vozička palico mogoče prevrniti. Pri popravljanju potiskov vozička
pa je bil manj uspešen med ustavljanjem, kot smo to opazili že na preǰsnji domeni.
Potiski palice pri ustavljanju niso imeli tako usodnega vpliva. To lahko utemeljimo
z razmislekom, da je pri vzpenjanju na vrh hriba zelo pomemben kot palice, ki je,
kot lahko vidimo v naslednjem razdelku, že sam po sebi precej velik. Dodatni
premiki palice pa jo hitro premaknejo čez mejo, znotraj katere jo voziček še lahko
nadzira.
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Ko se je voziček enkrat na vrhu umiril, je bil na motnje precej robustneǰsi,
saj ni bil več v situaciji, kjer je lahko majhna sprememba hitrosti ali kota lahko
nevarna. Vseeno pa je zaradi omenjene omejitve redkeǰsih akcij na motnje bolj
občutljiv kot na prvih dveh domenah.
6.4.2.1 Interpretacija
Na sliki 6.8 najdemo grafe tipičnega obnašanja vozička v domeni z dolino. Za
razliko od preǰsnjih domen je tu dodan še graf vǐsine, ki kaže, kako se voziček v
dolini zaziba, preden se povzpne.
Obnašanje je bilo vsekakor pričakovano, vendar zanimivo in na pogled inteli-
gentno. Voziček se je vsakič znova gladko zazibal, in to ravno dovolj, da se je lahko
povzpel na vrh nasprotne klančine (to med drugim vzbuja upanje, da bi se lahko
naučil tudi vzpona po zahtevneǰsem klancu, česar nam v okviru naloge ni uspelo
doseči). Dolina je bila postavljena tako, da agent sicer ni potreboval veliko zaleta
(saj je bilo učenje že tako dovolj zahtevno), zato bi večji zalet lahko pomenil le
manǰso stabilnost na vrhu in težje ustavljanje. Relativno majhen vzpon na levo je
zato smiseln.
Pričakovano se je voziček obnašal tudi na dnu doline, saj je manǰso ravno
površino tam izkoristil za začetno stabilizacijo, kot smo predvidevali, da bo.
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Slika 6.8: Obnašanje naučene strategije na domeni z dolino. Tudi v tem primeru
gledamo podatke le ene same epizode. Spet lahko vidimo gladek premik do cilja
z očitnim premikom nazaj po klančini, tokrat z namenom pridobivanja zaleta.
Ciljno območje (vrh klančine na desni) zavzema lokacije na intervalu [−1.68, 2π].




Glede na rezultate učenja na prvotnih dveh domenah in na naših razširitvah lahko
pristope in domene ovrednotimo ter se pri tem navežemo na obravnavano literaturo
s področja.
Najprej lahko omenimo pričakovano občutno večjo težavnost obeh razširitev,
ki smo jih predstavili. Dalǰsi čas učenja, precej večja občutljivost na postavitev
učenja in kompromisi, ki smo jih morali pri učenju skleniti, kažejo na to, da so
izzivi, ki jih razširitvi vneseta, težko obvladljivi in preizkušajo tudi najnapredneǰse
algoritme. S tem tudi empirično potrdimo, da kljub temu, da so razširitve nadvse
enostavne, v nalogo dodajajo ravno tiste težavnosti, ki obstoječim algoritmom
spodbujevanega učenja predstavljajo velike izzive. Menimo, da so zaradi tega zelo
uporabne za preizkušanje algoritmov učenja in da ekspresivno izpostavljajo njihove
prednosti in pomanjkljivosti.
Čeprav smo se pri izbiri algoritma, hiperparametrov in končne postavitve po-
trudili, da bi našli kar se da uspešno kombinacijo, izbolǰsanja predstavljenih rezul-
tatov nismo dosegli. Za občutno spremembo bi bila potrebna konkretna analiza
domene in vplivov posameznih vidikov okolja. S tem bi lahko prǐsli do pristopov,
ki bi specifike domen bolje izkoristili in na bolj specializiran način rešili problem.
Nismo se na primer posvetili napredneǰsim idejam, kot so oblikovanje nagrad in
dodajanje hevristike v nagrado, kar bi lahko pohitrilo napredek učenja.
Kot glavno pomanjkljivost naše naloge namreč vidimo ravno relativno veliko
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podatkovno potratnost in nestabilnost pristopa, kar bržkone onemogoča uporabo
principov v realnosti. Na primeru prvotne domene lahko vidimo, da je uporabljeni
pristop res bolj potraten s podatki kot marsikateri drugi, zato predvidevamo,
da bi lahko s premǐsljenimi spremembami količino potrebnih interakcij občutno
zmanǰsali. Algoritem pa se z učinkovitim upoštevanjem pozitivnih izkušenj in
dobrim razmerjem med raziskovanjem ter izkorǐsčanjem znanega uspešno nauči
delujoče strategije, česar nismo uspeli doseči z nobenim drugim. Z združitvijo
podatkovne učinkovitosti kakšnega drugega pristopa s previdnim ter smiselnim
raziskovanja uporabljenega bi torej verjetno lahko učenje pohitrili in morda do-
segli uspešneǰse strategije na razširitvah. Za primerjavo omenimo še, da je za
algoritme globokega spodbujevanega učenja podatkovna potratnost res značilna.
V naših poskusih je najdalǰse učenje trajalo okoli 6 · 105 korakov, medtem ko po-
skusi učenja zahtevneǰsih nalog (npr. hoje v fizikalni simulaciji) z istim algoritmom
potrebujejo nekaj milijonov interakcij.
Z opisom našega postopanja in preizkusom različnih oblik nagrad ter okolja
smo želeli prispevati tudi k bolj standardiziranemu načinu reševanja in obravnava-
nja te domene ter njej sorodnih, saj se obstoječa literatura problema loteva precej
nestandardno. S pregledom sorodnega dela in opisom vseh različnih oblik pro-
blema, ki se v njej pojavljajo, smo spoznanja iz teh člankov združili s standardno
obliko, ki jo uporablja literatura na prvotnem problemu vozička s palico. S tem
smo definirali nalogo, ki vključuje tako zahtevneǰse cilje nadgradenj kot standar-
dizirano naravo prvotne. Mnogi dosedanji rezultati so namreč težko primerljivi in
ne ponujajo jasne iztočnice za nadaljevanje, saj uporabljajo tako različne sheme
ponujanja povratnih informacij (nekateri ceno, drugi nagrado, ki ne spodbujata
nujno enakega vedenja) kot možne akcije (diskretne oz. zvezne).
Članki, ki opisujejo algoritme družine NFQ namreč povratne informacije po-
nujajo v obliki cene, ki kaznuje vsak korak zunaj ciljnega območja, neuspeh sta-
biliziranja palice pa kaznujejo z večjo kaznijo oz. ceno koraka. To brez izjemen
spodbuja hitreǰse doseganje cilja, hkrati pa motivira izogibanje padcu palice, saj
je zaradi faktorja zmanǰsevanja kasneǰsi padec palice mnogokrat bolǰsa možnost
kot zgodneǰsi, tudi če si agent v tem času nabere dodatno ceno zaradi premikov
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izven cilja. To ceno se da enostavno pretvoriti v nagrado, kar smo storili tudi mi
in ta shema se je izkazala za najuspešneǰso.
Druga shema, ki jo literatura uporablja, je drugačna in spodbuja nekoliko
drugačno vedenje. Manj namreč kaznuje kasneǰse padce palice in s tem bolj ek-
splicitno izraža dejstvo, da je držanje palice v ravnovesju pomembno. S tem pa
ustvarja večjo nevarnost, da agent obtiči s strategijo, ki ne poskuša doseči dejan-
skega cilja - premika - temveč zgolj zadrževanje palice v zraku, česar si ne želimo.
Sicer je optimalna strategija v obeh shemah enaka, vendar to izražata različno,
zaradi česar pogosto vodita do različnih izidov in s tem ne omogočata neposredne
primerjave učnih algoritmov.
V naših poskusih se je prva shema, pretvorjena v nagrado, izkazala za bolj
uspešno predvsem zaradi bolǰsega izogibanja lokalnim optimumom brezciljnega
zadrževanja na mestu, zato za nadaljnje delo priporočamo uporabo te.
Predvsem na regulatorski domeni je nekaj zmede in nekonsistentnosti tudi glede
cilja naloge, saj, kot smo omenili pri pregledu literature, nekateri članki (npr.
[17, 19, 11]) bolj kot načine premika od začetne točke k ciljni ǐsčejo strategijo
ohranitve položaja v ciljnem območju oz. v najbolǰsem primeru le način kratkega
premika do cilja iz bližnje točke. Kljub večji zahtevnosti od prvotne, je ta naloga
še vedno precej lažja od dejanskega premika od začetne točke h končni. Zahteva
le nekaj korakov, ki premaknejo voziček v ciljno območje, nato pa se mora agent
v njem le še zadrževati, kar je, kot smo lahko videli, precej lažje kot premikanje.
Agentu pri tem ni treba paziti na držanje ravnotežja med dalǰsimi premiki in
ustavljanje med premikanjem zunaj ciljnega območja zgolj, da bi bi preprečil padec
palice.
Dalǰse premikanje otežuje tudi veliko večje število potrebnih korakov za osvoji-
tev cilja, zaradi česar je raziskovanje in dodeljevanje nagrad posameznim akcijam,
ter s tem učenje, oteženo.
Zaradi te manǰse težavnosti so rezultati prej navedenih del težko primerljivi
z našimi in temi, ki jih dobita Šoberl in Bratko v [26]. V omenjenem članku
namreč agent najde povsem splošen način premika od abstraktne začetne točke v
končno, pri čemer sta dejanska razdalja in razmerje med njima nepomembno, naša
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strategija pa je zmožna premika na dalǰse razdalje.
Naš pristop vseeno še vedno ne ponuja splošnega načina iskanja poti od začetne
točke do končne. Naučena strategija deluje le v okolju, v katerem je bila naučena,
torej na (vsaj grobo) fiksiranem začetnem položaju in natančno definiranem cilju.
Vseeno je dosežek zanimiv, saj agent cilj najde brez eksplicitnega znanja o njem
in se tega nauči le iz povratnih informacij na svoje akcije.
Vsekakor je iskanje načina predstavitve naloge tako, da se agent nauči splošnega
premika zanimiv podvig in vreden nadaljnje obravnave. V tem primeru skoraj go-
tovo ni dovolj zgolj poznavanje 4 oz. 7 količin, ki smo jih agentu ponudili v nalogi.
Predvidevamo, da bi moral okolje zaznavati bolj podrobno in poznati vsaj lokacijo
cilja, na podlagi katere bi se lahko odločal o akcijah. Morda bi bilo to dovolj, da
bi se naučil strategije, ki bi ga korakoma pripeljala do cilja. Strategija, ki smo jo
opazovali mi, je namreč povsem
”
neposredna“ v smislu, da premik opravi v enem
gladkem zamahu palice, zaradi česar se agentu ni bilo treba naučiti povezave med
postopnim premikanjem proti cilju (in pripadajočim uravnavanjem palice vmes,
kadar en zamah ni dovolj) in opravljanjem naloge. Take splošnosti pa si na koncu
koncev želimo, saj bi se agent, ki dojame to povezavo, lahko vsaj na ravni površini
premaknil v poljubno ciljno lokacijo. Že dejstvo, da lahko agent opravi nalogo,
ki smo mu jo zastavili mi, pa je spodbudno in pomeni, da lahko naučeno zna-
nje uporabi za opisano težjo nalogo, na primer z nastavljanjem vmesnih ciljev, z
doseganjem katerih bi se bližal dejanskemu cilju.
Podobne omejitve veljajo za naši razširitvi. Naučena strategija deluje le v
okolju z oviro in ciljem, ki je na istem položaju kot v učnem okolju, enako velja
tudi za lokacijo doline. V slednjem primeru smo se temu želeli vsaj delno izogniti z
vključitvijo informacij o naklonu in vǐsini vozička v upanju, da bi se agent zanašal
na te informacije in ne na ekspliciten položaj, vendar poskusi premikov doline z
enakim naklonom in vǐsino na drug položaj kažejo, da je informacija o agentovi
lokaciji vseeno ključna za njegov uspeh.
Na domeni z oviro bi bilo zanimivo predvsem učenje agenta, ki bi vnaprej poznal
lokacijo ovire (ali jo našel z nekaj poskusi) in nato uporabil znanje, naučeno na
domeni s fiksno lokacijo, kot smo ga učili mi, da se premakne pod njo. Na našo
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nalogo lahko torej spet gledamo kot na del splošneǰsega reševanja problema. Enako
velja za okolje z dolino, kjer je končni cilj agent, ki bi se naučil splošnega pristopa
dviganja z nihanjem v dolini (tj. dvig vǐsje z vsakim nihajem do dosege vrha
vzpetine). Preizkušanje uspešne strategije, naučene na predstavljeni dolini, kaže,
da se agent tega ni naučil v splošnem, saj ne uspe na okoljih z drugače definiranimi
dolinami. Povsem nemočen je že na malo spremenjenih okoljih (poglobitev doline
za 10 cm).
Predstavljeni problem torej še zdaleč ni rešen, ne v naši nalogi in ne v obsto-
jajoči strokovni literaturi. Vsebuje pa nekatere od aktualnih problemov v spod-
bujevanem učenju in teoriji vodenja nasploh, zato upamo, da se delo na njem
nadaljuje. Časovne in vsebinske omejitve naloge nam niso omogočile, da bi pro-
blem preučili v celoti, vendar pa sta tako definicija kot implementacija domen zelo
splošni in namenjeni nadaljnjemu delu. Samo z nastavljanjem parametrov okolja
in dodajanjem definiranih elementov vanj je mogoče novi domeni poljubno spre-
minjati ter s tem dodajati nove izzive, ki jih je zanimivo raziskovati. Izpeljave,
opisane v nalogi, programska koda in videoposnetki naučenih strategij so prosto
dostopni na avtorjevem računu GitHub, kar omogoča enostavno nadgradnjo sis-
tema in nadaljevanje dela.
Skozi vso nalogo smo stremeli k splošnosti in uporabnosti pristopov, zaradi
česar upamo, da bo naše delo z definicijami, izpeljavami, razmisleki, implementa-
cijami in ugotovitvami imelo doprinos na področju, zanj pritegnilo zanimanje in





V nalogi smo se posvetili eni najbolj znanih družin testnih problemov teorije vo-
denja, vozičku s palico. Predstavili smo osnovni problem, opisali eno znano kom-
pleksneǰso različico in zasnovali ter podrobneje opisali dve novi razširitvi na zah-
tevneǰsi domeni, ki vanj bolj celostno vključita izzive realnega sveta. Te izzive smo
opisali in razmislili, zakaj se spodbujevano učenje z njimi težko sooča. Kjer je bilo
to potrebno, smo izpeljali tudi zahtevane enačbe dinamike sistema.
Definicija in reševanje razširitev sta zahtevala tudi pregled najpomembneǰse
literature s področja, ki pa ne ponuja standardiziranega pristopa k problemu, zato
smo morali sami preizkusiti najobetavneǰse postavitve. Na podlagi obstoječih
dognanj in naših ugotovitev smo lahko sestavili okolje, za katerega upamo, da bo
lahko vodilo nadaljnje delo na tem področju, in končni sistem, ki ga je uspešno
obvladoval.
Definirali in zasnovali smo tudi ekspresivne metrike uspešnosti učenja ter
naučene strategije, ki omogočajo ocenjevanje in primerjavo pristopov reševanja.
Ker pa nas je zanimalo tudi vedenje agenta v okolju, smo v rezultatih opisali tudi
to in razmislili o razlogih zanj.
Zgolj uporaba znanih algoritmov na naših razširitvah ni bila dovolj, zato smo
razmislili o načinih soočanja z novimi izzivi, ki jih razširitve prinašajo. Morali
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smo premǐsljeno poseči v učenje in značilnosti okolja, na primer s prilagajanjem
pogostosti agentovih akcij.
Zaradi zveznosti prostora stanj in potrebe po posploševanju smo problem rešili
z globokim spodbujevanim učenjem. Naredili smo tudi kratek pregled tega novega
področja, oz. bolj specifično neposrednega učenja strategije, in opisali družino
algoritmov, ki smo jo v nalogi uporabili, Proximal policy optimization.
Za vse različice problema smo implementirali okolje za simulacijo na podlagi
paketa OpenAI Gym, v katerem lahko na standardiziran način učimo agente, in
izvedli več poskusov učenja na njih.
Rezultati na znanih domenah so prikazali stabilno učenje v doglednem času.
Najdene strategije so bile smiselne, varne in varčne. Agent se je tudi uspešno
soočal z zunanjimi motnjami.
Obe novi razširitvi pa sta se izkazali za precej zahtevneǰsi. Učenje je bilo pre-
cej dalǰse, najdene strategije pa manj zanesljive. Pri nepravilni postavitvi sistema
je agent pogosto premalo tvegal, zaradi česar ni uspel doseči cilja. Tudi zuna-
nje motnje so bile vplivneǰse. Vseeno smo pri uspešnih agentih opazili smiselno,
pričakovano in varčno vedenje.
Težavnost razširitev v veliki meri pripisujemo redkim nagradam in naspro-
tujočim si ciljem, ki so v sredǐsču obeh problemov. Tudi empirično smo potrdili
izzive, ki jih razširitve prinašajo in s katerimi se spodbujevano učenje težko sooča.
8.2 Ideje za nadaljnje delo
Menimo, da je delo zelo aktualno in primerno za nadaljnje raziskovanje. Obširno
pregleda obravnavano področje, premǐsljeno in splošno definira okolja z mislijo na
uveljavitev standardnega pristopa in z razširitvami vpelje nove naloge, ki pred-
stavljajo ključne izzive, s katerimi se spopada spodbujevano učenje. Razumljivost
cilja in splošnost implementacije pomenita, da je okolje nadvse primerno za pre-
izkušanje novih pristopov k reševanju ter s tem iskanje rešitev teh perečih težav.
Naloge, kjer vidimo priložnosti za zanimivo nadaljnje delo, smo izpostavljali
že sproti, tu pa jih zberemo na enem mestu. Nekatere so preproste izpeljave teh,
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ki smo jih opravili sami, spet druge pa precej napredneǰsi izzivi, ki bi preverjali
zmogljivost najsposobneǰsih sistemov.
Začnimo pri sami definiciji domen, ki omogoča še nekaj nadgradenj. Implemen-
tirali bi lahko na primer okolje, kjer dotik ovire ne pomeni nujno konec epizode,
temveč ovira predstavlja objekt, od katerega se palica lahko odbije kot togo telo.
Na domeni z dolino pa bi dinamiko lahko spremenili tako, da bi omogočala tudi
skoke vozička, ki torej ne bi bil pritrjen na progo. To bi omogočalo definicije novih
vrst okolij, kjer bi se voziček moral na primer premakniti čez progo z luknjami.
Druga smer nadgradnje so posplošitve strategije na ne tako specializirane oz.
omejene premike in okolja. S tem mislimo na primer:
 dalǰse poti po progi, ki so sestavljene iz več kraǰsih premikov proti cilju,
s potrebnimi postanki za stabilizacijo - agent bi se torej naučil, kako se v
splošnem premakniti do cilja,
 okolja z ovirami na poljubnih lokacijah (ki jih je lahko tudi več, so različnih
oblik in velikosti), pod katerimi bi se agent premaknil na primer z uporabo
znanja o izogibanju oviri na fiksni lokaciji,
 okolja z zahtevneǰsimi oblikami dolin (morda taka z ravninami, ki prekinjajo
klanec in na katerih bi se voziček lahko ponovno stabiliziral) - agent bi se
torej za uspeh moral naučiti splošnega principa postopnega dviga iz kotanje
z nihanjem z ene strani kotanje na drugo in vmesno stabilizacijo,
 okolja, ki izkoristijo splošnost definicije in formulacije domene z dolino ter
vpeljejo elemente, kot je na primer na sliki 4.4 prikazana zanka, in
 okolja, ki združujejo obe razširitvi v en poligon in s tem vsebujejo vse
težavnosti obeh domen ter potrebo po strategiji, ki se z vsemi preprekami
zna spopadati v splošnem.
Tretji vidik, kjer vidimo jasne možnosti izbolǰsav, so varčneǰsi učni algoritmi in
drugi načini zmanǰsanja podatkovne zahtevnosti učenja. To bi v spodbujevanem
učenju lahko dosegli na primer z avtonomnim oblikovanjem pomožnih nagrad med
učenjem ali z uvedbo različnih hevristik.
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Smiselno bi bilo tudi še dodatno razmisliti o predstavitvi okolja in morda agentu
dodati več informacij o njem - na primer lokacijo cilja, ki bi mu omogočala lažje
sklepanje o napredku. Take spremembe odpirajo možnosti za zmogljiveǰse agente.
Seveda je obetavno raziskati tudi druge načine iskanja delujoče strategije, ki
lahko pripeljejo do precej bolǰsih rezultatov, kot to na primer na regulatorski do-
meni prikazuje [26].
Možnih smeri za nadaljevanje je torej kar nekaj. S standardiziranim pristopom,
opisanim v nalogi, aktualnimi izzivi, ki jih domene ponujajo, in enostavno imple-
mentacijo, lahko področje krmilnih sistemov od nadaljevanja dela dosti pridobi.
Literatura
[1] Joshua Achiam. Spinning up in deep reinforcement learning. Dosegljivo:
spinningup.openai.com. [Dostopano 12. 7. 2020].
[2] Andrew G. Barto, Richard S. Sutton in Charles W. Anderson. Neuronlike
adaptive elements that can solve difficult learning control problems. IEEE
Transactions on Systems, Man, and Cybernetics, SMC-13:834–846, 1983.
[3] Olfa Boubaker. The inverted Pendulum: A fundamental Benchmark in Con-
trol Theory and Robotics. International Conference on Education and e-
Learning Innovations, strani 1–6, 2012.
[4] Ivan Bratko. Prolog Programming for Artificial Intelligence, 4th Edition.
Addison-Wesley, 2012.
[5] Ivan Bratko. AlphaZero - What’s Missing? Informatica, 42, 2018.
[6] Greg Brockman, Vicki Cheung, Ludwig Pettersson, Jonas Schneider, John
Schulman, Jie Tang in Wojciech Zaremba. Openai gym, 2016.
[7] Logan Engstrom, Andrew Ilyas, Shibani Santurkar, Dimitris Tsipras, Firdaus
Janoos, Larry Rudolph in Aleksander Ma. Implementation Matters in Deep
Policy Gradients: A Case Study on PPO and TRPO. 2019.
[8] Razvan V Florian. Correct equations for the dynamics of the cart-pole system.
Center for Cognitive and Neural Studies, 2005.




[10] Ritika Kapoor. Learn from the Nature: Reinforcement learning using
Genetic Algorithm (GA). Dosegljivo: https://ratikapoor.github.io/
2020-05-28-Evolutionary-Strategies/. [Dostopano 9. 5. 2020].
[11] Thomas Lampe and Martin Riedmiller. Approximate model-assisted Neural
Fitted Q-Iteration. V 2014 International Joint Conference on Neural Ne-
tworks (IJCNN), strani 2698–2704. IEEE, 2014.
[12] Donald Michie and R. A. Chambers. BOXES: An experiment in adaptive
control. V Machine Intelligence. Oliver and Boyd, 1968.
[13] Andrew William Moore. Efficient Memory-based Learning for Robot Control.
Technical report, University of Cambridge, 1990.
[14] Moses Palmer. Pynput Package Documentation — pynput 1.6.8 documenta-
tion. Dosegljivo: pynput.readthedocs.io, 2020. [Dostopano 17. 4. 2020].
[15] Subramanian Ramamoorthy and Benjamin Kuipers. Qualitative Heterogene-
ous Control of Higher Order Systems. V Hybrid Systems: Computation and
Control, volume 2623 of Lecture Notes in Computer Science, strani 417–434.
Springer Berlin Heidelberg, 2003.
[16] M. Riedmiller and H. Braun. A direct adaptive method for faster backpropa-
gation learning: The RPROP algorithm. V IEEE International Conference
on Neural Networks, strani 586–591. IEEE, 1993.
[17] Martin Riedmiller. Neural Fitted Q Iteration – First Experiences with a
Data Efficient Neural Reinforcement Learning Method. V Machine Learning:
ECML 2005, volume 3720, strani 317–328. Springer Berlin Heidelberg, 2005.
[18] Martin Riedmiller. 10 Steps and Some Tricks to Set up Neural Reinforcement
Controllers. V Neural Networks: Tricks of the Trade, volume 7700 of Lecture
Notes in Computer Science, strani 735–757. Springer Berlin Heidelberg, 2012.
[19] Martin Riedmiller, Jan Peters in Stefan Schaal. Evaluation of Policy Gradient
Methods and Variants on the Cart-Pole Benchmark. V 2007 IEEE Internati-
Diplomska naloga 115
onal Symposium on Approximate Dynamic Programming and Reinforcement
Learning, strani 254–261. IEEE, 2007.
[20] Stuart J. Russell and Peter Norvig. Artificial Intelligence: A Modern Appro-
ach. Pearson Series in Artificial Intelligence. Pearson, third edition edition,
2016.
[21] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford in Oleg Kli-
mov. Proximal Policy Optimization Algorithms. 2017.
[22] Richard S. Sutton and Andrew G. Barto. Reinforcement Learning: An In-
troduction. Adaptive Computation and Machine Learning Series. The MIT
Press, second edition edition, 2019.
[23] Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt Haberland, Tyler
Reddy, David Cournapeau, Evgeni Burovski, Pearu Peterson, Warren Weckes-
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