in 30, 31]. It consists essentially in de ning a`renormalized' Hamiltonian H eff (t) which includes the leading correction terms of eq.(4), and using a leap frog for H eff (t). For a kinetic energy T = Finally, we should mention that the methods studied in this paper can be seen as special cases of the`operator splitting' or fractional time steps method (see e.g. 23], p. 660). The standard application of this method is to partial di erential equations in 2 dimensions, where it is the Laplacian = @ 2 x + @ 2 y which is split in an obvious manner into two parts which are applied alternatively. Again the higher order methods of the present paper cannot be taken over since e @ 2 x is not invertible, but it might be possible to carry over some of the implicit methods.
the most precise at very large integration steps, suggesting that this should be the prefered method for quick and dirty calculations. All this is very similar as for most other integrators, and for the symplectic counterparts to the present algorithms 28].
Conclusion
In this paper we successfully adapted three recently proposed symplectic integration algorithms for classical systems to quantum mechanics. The main advantage of such integrators is that they preserve unitarity and time reversal symmetry exactly. They show thus very good long time behavior. We veri ed that an algorithm performs best which is explicitely tailored for kinetic energies with a constant mass matrix 21], though it does not preserve unitarity exactly in contrast to the other two algorithms.
Another important advantage of these integrators is that they are fully explicit and very easy to implement. Indeed, except for the FFT which is needed between any two successive integration steps, even the optimized integrator of 21] is hardly more cumbersome than Euler's method.
Apart from such explicit algorithms, in the classical counterpart also implicit symplectic algorithms have been studied intensely 7, 8, 10, 11, 17, 18, 19] . All these could easily be carried over to the quantum case. The simplest such method leads indeed to the well known Crank-Nicholson method 23]. In the latter, the evolution operator e ?iH is approximated as
, leading to (1 + iH ) (t + ) = (1 ? iH ) (t). This is precisely the implicit mid point method 8]. It might be interesting to translate also higher order implicit symplectic methods into the quantum case.
The leap frog method can be used for any dynamical system where the generator of time translations is a sum of two terms, even if it is neither symplectic or unitary. This is not so for the higher order methods studied in this paper. They depend crucially on the fact that time evolution is reversible, since some of the steps have to be taken in the negative time direction (see table 1 ). We need thus that evolution is a group, not just a semi-group. Thus our methods cannot be used for di usion problems. In particular, they cannot be applied to Monte Carlo evaluations of quantum mechanical path integrals, since there a Wick rotation is involved which e ectively renders the quantum into a di usion problem 29]. It is not clear whether some of the implicit methods could be adapted for (quantum) Monte Carlo simulations.
Another improvement over the simple leap frog method was suggested in table 1), for the same with T and V interchanged, and for the optimized fourth order algorithm of 21]. In optimized implementations, the general fourth order algorithm needs three times as many steps per cycle than the leap frog, and the McLachlan{ Atela algorithm needs four times as many. When comparing these algorithms, one should thus not compare at the same time step , but at the same renormalized step 0 = =n. Here, n = 1 for leap frog, n = 3 for the general fourth order algorithm, and n = 4 for the McLachlan{Atela algorithm.
As already pointed out, the energy will not be conserved precisely, but it will not drift either. The latter was indeed veri ed except for very large integration steps (see g.1). This is in contrast to most standard integration routines. To compare the algorithms, the root mean square uctuations of the energy, E = hE
, were measured over a time span t = 100 which is much larger than the main oscillation period.
In gure 2 we show results for the harmonic oscillator (b = 0; a = 1). The initial state had = 2; q 0 = 0. This is not an energy eigenstate (which would have = 1). In order not to overcrowd the gure, data are not shown for the ordinary fourth order integrator with T and V interchanged. They are very similar to those for non-interchanged T and V . We see from g.2 that indeed E / k , as expected theoretically. We also see that the McLachlan{Atela algorithm represents a substantial improvement over the general fourth order algorithm.
Next we studied the double well anharmonic oscillator with fairly deep wells (a = ?10; b = 0:2). The initial state was again gaussian, with = 1; q 0 = 4:7. This is concentrated in one the wells, but not too near its minimum. Thus the total energy is negative, but tunneling between the wells is reasonably fast (see g.3). Similar results were obtained with other initial conditions, including a wave packet centered exactly at the minimum of V (q).
Results for E are shown in g.4. Again we see the expected behavior, and again the McLachlan{Atela algorithm is much better than the general fourth order algorithm.
For very large steps 0 , each algorithm will become unstable, and the energy will diverge. For the potentials and initial states of gs.2 and 4 this happens immediately above the largest values of 0 shown in these gures. The instability sets in latest for the leap frog which is thus the most stable. It sets in at the smallest value of 0 for the general fourth order algorithm which is thus not only less precise but also less stable than the McLachlan{ Atela algorithm. But in all cases the lowest order (leap frog (8) The main advantage of this method, besides preserving unitarity, is obviously its simplicity. In particular, it is a fully explicit method.
We should nally mention two things. First, the name`leap frog' is used in the context of partial di erential equations for a di erent method unrelated to the above leap frog 23]. Secondly, the use of a FFT to speed up an iteration procedure has been proposed also in di erent contexts 24, 25, 26, 27] . It could be avoided in all these applications (including the present one) at the cost of convolutions with the corresponding Greens functions at each time step.
Application: the Anharmonic Oscillator
To test these ideas, we examined numerically the anharmonical oscillator, H(q; p) = p 
The spatial discretization is chosen so that 2 9 points cover the interval ?3 ; 3 ]. Runs with four times as many points show essentially the same results. All calculations were done in double precision. For the FFT, routine C06ECF was used from the nag library mark 15. In each case we checked for numerical accuracy and for bugs by computing the norm of (q; t). It was always conserved within the expected errors. In the following, the above will be applied to Schr odinger equations with separable Hamiltonians ? i @ (q; t) @t = (T(p) + V (q)) (q; t) (7) with T(p) quadratic in the momentum, T(p) = p 2 =2 (notice that h = m = 1). The time evolution operator e ?itH here is of course not symplectic but unitary. And it is unitarity which is exactly preserved by an approximation as in eq. (6) . Notice that unitarity is a stronger requirement than conservation of the norm, just as symplecticity is more than Liouville's theorem. In addition to unitarity, also time reversal invariance is exact for the leap frog and for the general 4th order algorithm. This adds to the long time stability, since the energy will then not drift towards larger or towards smaller values. Strictly spoken, the latter is true provided the algorithm is stable and the dynamic evolution follows an invariant measure. For the McLachlan{Atela algorithm time reversal invariance is not preserved exactly, but we did not nd any drift of the energy there either.
In coordinate space, evaluation of the operator e tV corresponds just to multiplication by e ?itV (q) . But the evaluation of e tT would be non-trivial in By de ning a di erential operator H := f ; Hg the solution of equation (1) becomes z(t) = e tH z(0) : (2) For separable Hamiltonians H(q; p) = T(p) + V (q), also H splits up into two pieces, H = T + V . Because of the non-commutativity of T and V , one cannot factor e tH . Instead, from the Baker-Campbell-Hausdor formula one has 13] e tT =2 e tV e tT =2 = expft(T +V vanishes, and therefore the coe cient multiplying it in the BCH type equation need not be zero. Thus the system of equations for the coe cients is no longer unique. This can be used to optimize the integrator by minimizing the coe cients of the dominant neglected commutators (order t k+1 ). The coe cients of this integrator are given in Table 1 , together with the coe cients for the general fourth order integrator. The latter can of course be used also 1 Introduction: Symplectic integrators
In the present paper we shall discuss some new integration algorithms for Schr odinger equations with coordinate independent kinetic energies. These algorithms are rather straightforward modi cations of recently proposed algorithms for classical mechanical systems. Thus we shall rst discuss these integrators which are known as \symplectic integrators" since they preserve the symplectic structure of classical mechanics. A Hamiltonian ow in the phase space can be represented by a one parameter family of maps. For xed time t, the map t (q; p) can be seen as a canonical transformation of the canonically conjugate coordinates, (q(0); p(0)) ?! (q(t); p(t)), where q(t) and p(t) 2 R n . A canonical or symplectic transformation in a 2n-dimensional space is de ned by the relation 0T (q; p) J 0 (q; p) = J ; where 0 is the Jacobian matrix of derivatives of the transformationmap and J the 2n 2n matrix J = 0 1 ?1 0 :
In particular this means that phase space volume is preserved by the map (Liouville's theorem). This feature is violated by most numerical integration schemes. Even if such integrators conserve energy as in 22], they in general do not satisfy Liouville's theorem and might thus lead to spurious long-time instabilities. Only symplectic integration routines guarantee a stable longtime behavior.
With the phase space vector z(t) = (q(t); p(t)) T , the canonical equation can be written as _ z(t) = fz(t); H(z(t))g : (1) Higher 
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For classical Hamiltonian dynamics, much progress has recently been made in manifestly symplectic integrators. In this work some of these integrators will be generalized to the Schr odinger equation. There they correspond to algorithms which preserve unitarity and time reversal invariance exactly. In particular, we apply them to the one dimensional harmonic and anharmonic oscillators. The accuracies of three di erent algorithms are compared.
