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1 |  INTRODUCTION
In 1904, The New York Times reported a story about a German 
horse who dazzled the public by performing feats thought 
only capable of humans—he could do complex arithmetic 
and read in German. Several years later, psychologist Oskar 
Pfungst revealed that the horse could not actually complete 
these tasks but was instead responding to unintended, nonver-
bal cues from his trainer that allowed him to answer questions 
correctly (Samhita & Gross, 2013). The Clever Hans effect is 
a canonical example of how experimenters can unknowingly 
shape the behaviors of research participants.
The potentially hidden ways in which experimenters 
shape participant behavior has received newfound attention, 
leading some researchers to conclude that “experimenters 
can be a more powerful stimulus than many researchers, our-
selves included, might care to imagine” (Gilder & Heerey, 
2018, p. 12). Experimenters have been identified as poten-
tial “hidden moderators” in the replication debate (Mitchell, 
2014), and the failure to consider individual differences of 
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Abstract
The degree to which experimenters shape participant behavior has long been of in-
terest in experimental social science research. Here, we extend this question to the 
domain of peripheral psychophysiology, where experimenters often have direct, 
physical contact with participants, yet researchers do not consistently test for their 
influence. We describe analytic tools for examining experimenter effects in periph-
eral physiology. Using these tools, we investigate nine data sets totaling 1,341 par-
ticipants and 160 experimenters across different roles (e.g., lead research assistants, 
evaluators, confederates) to demonstrate how researchers can test for experimenter 
effects in participant autonomic nervous system activity during baseline recordings 
and reactivity to study tasks. Our results showed (a) little to no significant variance 
in participants’ physiological reactivity due to their experimenters, and (b) little to 
no evidence that three characteristics of experimenters that are well known to shape 
interpersonal interactions—status (using five studies with 682 total participants), 
gender (using two studies with 359 total participants), and race (in two studies with 
554 total participants)—influenced participants’ physiology. We highlight several 
reasons that experimenter effects in physiological data are still cause for concern, 
including the fact that experimenters in these studies were already restricted on a 
number of characteristics (e.g., age, education). We present recommendations for 
examining and reducing experimenter effects in physiological data and discuss im-
plications for replication.
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experimenters, such as gender and race (e.g., Chapman, 
Benedict, & Shioth, 2018), and difficult-to-detect variations 
in experimenter behavior (Baumeister, 2016) have been im-
plicated in replication failures (e.g., Gilder & Heerey, 2018).
The use of physiological measures in psychological re-
search is becoming more common (Wilson, 2010), and phys-
iology studies almost always require close contact with an 
experimenter and, often, an evaluator or confederate (e.g., 
Cundiff, Smith, Baron, & Uchino, 2016; Lepore, Allen, & 
Evans, 1993; Mendes, Major, McCoy, & Blascovich, 2008). 
Although there is some work examining how much experi-
menters influence participants’ physiology within social sci-
ence research (e.g., Hicks, 1970; Rankin & Campbell, 1955), 
researchers do not consistently test for experimenter effects in 
studies of physiology. Here, we demonstrate a set of analytic 
procedures that takes into account ways in which experiment-
ers can affect physiological responses across different types 
of research studies. We demonstrate how experimenters can 
be treated as random effects in multilevel models as a way 
to understand whether experimenters account for meaningful 
variation in participants’ physiological responding. We also 
show how researchers can test whether specific theoretically 
informed experimenter-level characteristics (such as experi-
menters’ status within the lab and whether experimenters are 
the same race as participants; Aslaksen, Myrbakk, Høifødt, 
& Flaten, 2007; Carter et al., 2002) account for variance in 
participants’ physiological activity. We show how to apply 
these approaches to nine data sets that differ from each other 
in important conceptual and methodological ways (e.g., in 
the degree to which participants experience physiological re-
activity and in the types of tasks that participants complete). 
Our goal is to describe a set of procedures that can be used 
flexibly by researchers and that are not dependent upon one 
type of experimental design or analytic approach.
There are two primary reasons to expect that experimenter 
effects could occur in studies of peripheral physiology. First, 
during social interactions, people can exhibit different phys-
iological responses depending on certain visible character-
istics of their interaction partners, which may vary across 
experimenters. For example, the gender, race, facial appear-
ance, and clothing of a person can all influence the physi-
ological responses of their interaction partners (Blascovich, 
Mendes, Hunter, Lickel, & Kowai-Bell, 2001; Cundiff et 
al., 2016; Hoggard, Hill, Gray, & Sellers, 2015; Kraus & 
Mendes, 2014). To the extent that these characteristics vary 
across experimenters, there may be experimenter effects on 
participant physiology.
Second, experimenters may engage in different behav-
iors that research has shown can affect the physiological 
responses of people's interaction partners. For example, ex-
perimenters might behave in a dominant manner while giv-
ing instructions to participants, they might engage in direct 
physical contact when applying physiological sensors, or 
they might provide support while participants complete a 
stressful task—all of which might shape participants’ physi-
ological responses (Cundiff et al., 2016; Lepore et al., 1993; 
Waters, West, Karnilowicz, & Mendes, 2018). Borrowing 
from theoretical models of personality judgment and person 
perception, experimenters are likely to vary in how expres-
sive their behaviors are, even when they are instructed to be-
have in certain ways (e.g., as an evaluator or a confederate; 
Brunswik, 1955; Funder, 1995). When such behaviors differ 
across experimenters in ways that are not perfectly uniform 
across all interactions, there may be variability in how partic-
ipants physiologically respond to those behaviors.
Understanding experimenter effects on physiology is im-
portant because researchers often use physiological measures 
when self-report and overt behaviors are not ideal for an-
swering their theoretical questions of interest (e.g., Cundiff 
et al., 2016; Lepore et al., 1993; Mendes et al., 2008). Even 
if researchers attempt to control the behaviors of experiment-
ers and find that experimenters do not affect self-report or 
behavioral responses, it is still possible that experimenters 
affect physiological responses. Indeed, physiological re-
sponses can differ across participants even when behaviors 
and self-reports do not differ (e.g., Scheepers, Ellemers, & 
Sintemaartensdijk, 2009), and they can also be inconsistent 
with behavior and self-report (e.g., positive behavior exhib-
ited alongside physiological threat; Mendes & Koslov, 2013).
1.1 | Current work
We describe a set of analytic tools for examining experi-
menter effects in peripheral physiology. Using these tools, 
we investigate nine data sets totaling 1,341 participants and 
160 experimenters across different roles (e.g., lead research 
assistants, evaluators, confederates) to demonstrate how re-
searchers can test for experimenter effects in participant 
autonomic nervous system (ANS) activity. We examine 
whether there is evidence that experimenters yield variability 
in participants’ physiology during baseline recordings and in 
their physiological reactivity to study tasks. We also test for 
several factors that might cause this variability.
We look at several measures of ANS activity: pre-ejection 
period, cardiac interbeat interval, and heart rate variability 
(described in detail below). These measures reflect different 
levels of activity in the two branches of the ANS—the sym-
pathetic nervous system (SNS) and the parasympathetic ner-
vous system (PNS). The SNS mobilizes the body for action, 
and increases in SNS activity are often used as a measure 
of general arousal or affective intensity (Mendes, 2016). The 
PNS can coregulate SNS responses and supports homeosta-
sis; increases in PNS activity can be observed during relax-
ing and positive situations, and decreases in PNS activity can 
be seen during threatening situations (Grossman & Taylor, 
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2007). We examine resting baseline responses, which are 
recorded after physiological sensors have been applied but 
before any experimental manipulations or study tasks have 
occurred (given that these measures can differ across people 
based on their comfort with the research setting, for exam-
ple; Soto et al., 2012) and reactivity responses from baseline 
to study tasks (see Method and Table 1 for more study task 
details).
We outline a conceptual and analytic approach for exam-
ining experimenter effects in physiological research. This 
approach includes testing whether experimenters account 
for significant variance in participants’ physiological activ-
ity (i.e., do the participants of some experimenters have, on 
average, higher physiological activity whereas participants 
with other experimenters have lower physiological activity?) 
using random effects in multilevel models. This approach 
also includes testing for specific experimenter characteristics 
that could predict physiological responses in systematic ways 
(i.e., do experimenter characteristics—such as race—predict 
participants’ physiological activity?) using fixed effects in 
multilevel models.
We then apply this approach to nine studies. We focus 
on three experimenter characteristics that could affect par-
ticipants’ physiological responses: experimenter status, ex-
perimenter gender, and whether experimenters are the same 
race as participants. We define experimenter status as ex-
perimenters’ job within the lab—either research assistants 
in the lab (who are undergraduates, postbaccalaureates, or 
terminal master's students; “junior” status) or lab managers 
and doctoral students (“senior” status). We examine experi-
menter status in five studies. Although the status distinction 
between those in a junior versus senior role was not made 
explicit to participants in our studies, people's position in 
social hierarchies is a well-established predictor of how 
they behave (Fiske, 2010), and it is possible that such be-
havioral differences might affect how participants react to 
junior versus senior experimenters. For example, people at 
the top of hierarchies often act more dominant and confident 
than those at the bottom, which could lead their interaction 
partners to show greater increases in SNS activity (Hall, 
Coats, & LeBeau, 2005; Keltner, Gruenfeld, & Anderson, 
2003). Furthermore, people can react to those at the top of 
hierarchies with greater decreases in PNS activity compared 
to those at the bottom (Kraus & Mendes, 2014). Moreover, 
the junior versus senior distinction is a reasonable proxy for 
experience since the senior role requires significantly more 
time in the lab to achieve, and people's experience in cer-
tain roles can also affect their role-relevant interactions with 
others (e.g., the experience level of physicians can influence 
patient outcomes associated with physician-patient commu-
nication; Zolnierek & DiMatteo, 2009). Although researchers 
have found experimenter effects based on professional status 
in the past (e.g., in subjective pain reports; Kallai, Barke, & 
Voss, 2004), to our knowledge, experimenter effects based on 
professional status have not been examined in the domain of 
peripheral physiology.
In two studies (the only ones that had sufficient variation 
in experimenter and participant gender), we also examine 
whether the gender of experimenters affects participants’ 
physiological activity. We test this question because re-
search has demonstrated differences between men and 
women in how they communicate and interact with others 
T A B L E  1  Methodological details for studies analyzed
Study number Sample size Participant pool Location of study Tasks completed by participants
ANS interval 
lengtha
Study 1 74 Undergraduates NYU 5-min evaluationb plus 29-min interaction 
with partner
30 s
Study 2 168 Undergraduates NYU 5-min computer math task plus 29-min inter-
action with partner
30 s
Study 3 83 Undergraduates NYU 5-min evaluationb 30 s
Study 4 84 Undergraduates NYU 5-min computer math task 30 s
Study 5 119 Undergraduates NYU 5-min speech in front of camera 60 s
Study 6 82 Undergraduates NYU Abu Dhabi Three 11-min interactions with different 
partners
30 s
Study 7 118 18- to 30-year-olds NYU 28-min interaction with partner 45 s
Study 8 230 Undergraduates NYU 10-min interaction with group of four other 
participants
30 s
Study 9 383 18- to 35-year-olds UCSF 15-min evaluative interaction with 
confederate
60 s
aThe same interval length was used across all autonomic nervous system measures per study. 
bParticipants counted backward from 2,023 in 17-step intervals in front of two evaluators and were instructed to restart each time a mistake was made (a modified 
version of the Trier Social Stress Test). 
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(e.g., in how much they talk and in how hesitant they are 
when speaking; Carli, 2013; Wood & Eagly, 2010) in ways 
that might influence participant physiology, and, indeed, 
people can exhibit different levels of SNS and PNS activ-
ity when interacting with those of another gender (Mendes, 
Reis, Seery, & Blascovich, 2003; Uno, Uchino, & Smith, 
2002). In addition, there are several documented experi-
menter effects based on gender in other domains (e.g., sub-
jective pain reporting; Gijsbers & Nicholson, 2005; Vigil 
et al., 2015).
Finally, in two studies (the only ones that had sufficient 
variation in experimenter race to test this question), we test 
whether experimenter race (relative to participants’ race) af-
fects participants’ physiological responses. We test this ques-
tion because the race of interaction partners can shape how 
interactions unfold (Toosi, Babbitt, Ambady, & Sommers, 
2012), and there is a great deal of evidence that interacting 
with someone of a different race is more uncomfortable and 
anxiety provoking than interacting with someone of the same 
race (Blascovich et al., 2001; Richeson & Shelton, 2007). 
Indeed, people can exhibit different levels of SNS and PNS 
activity when interacting with those of another race (Mendes 
et al., 2008; West, Koslov, Page-Gould, Major, & Mendes, 
2017), and experimenter effects based on race have been 
documented in physiology (e.g., Rankin & Campbell, 1955) 
as well as other domains (e.g., test performance; Marx & 
Goff, 2005).
2 |  METHOD
2.1 | Methodological approach
We examine nine data sets from our labs (number of par-
ticipants ranged from 74 to 383 per study) in which ANS 
activity was measured for 5 min of a baseline, resting period 
and 5‒34 min of experiment time. All data sets were selected 
a priori, and our sample size was determined by selecting all 
of the data sets from our labs that met the following require-
ments: (a) baseline ANS activity was measured, (b) measures 
of ANS activity were obtained during study tasks, and (c) the 
identity of experimenters were documented. Table 1 provides 
an overview of the methodological details of each study. All 
studies received research ethics committee approval, and all 
participants gave informed consent before completing study 
procedures.
2.2 | Experimenters
We identified four experimenter roles across the nine studies: 
lead research assistant, physiology research assistant, evalu-
ator, and confederate. We define each of these below, and 
we outline whether participants interacted with each of these 
types of experimenters and other participants in Table 2. We 
indicate the number of experimenters per study in Table 3. 
Experimenters were lab personnel at the undergraduate, post-
baccalaureate, or graduate level who were trained by lab man-
agers, graduate students, postdoctoral fellows, and/or faculty 
members (see online supporting information, Appendix S1, 
for training details).
In all studies, participants interacted with a lead research 
assistant (or lead RAs) who greeted them, obtained informed 
consent, and guided them through the study procedures. 
Except for Studies 1 and 3, the lead research assistant also ap-
plied physiological sensors on participants. In Studies 1 and 
3, a different person from the lead research assistant applied 
the physiological sensors onto participants. These research 
assistants were never present in the room while participants’ 
ANS responses were being measured (see Table 2) nor did 
they have any contact with participants after applying the 
sensors (we refer to these people as physiology research as-
sistants or physiology RAs). In Studies 1 and 3, participants 
were evaluated by two evaluators in a modified version of the 
Trier Social Stress Test (Kirschbaum, Pirke, & Hellhammer, 
1993). In Study 9, participants interacted with a confeder-
ate (both over video camera and in the same room) who was 
pretending to be another research participant and followed a 
scripted protocol.
2.3 | Measures
We collected four measures of ANS activity across the nine 
studies: pre-ejection period (PEP; the amount of time dur-
ing a cardiac cycle from the electrical impulse that initiates 
ventricular contraction and the aortic valve opening), cardiac 
interbeat interval (IBI; the amount of time in milliseconds 
between heartbeats), and two measures of heart rate vari-
ability (respiratory sinus arrhythmia [RSA]: the fluctuation 
in heart rate that co-occurs with inhalation and exhalation; 
and the root mean square of successive differences [RMSSD] 
between heartbeats).
The relationship between the SNS and PNS is complex, 
and activity in the two branches can be reciprocal, coacti-
vated, or de-coupled (see Berntson, Cacioppo, & Quigley, 
1991, 1993, for more information). We examine PEP because 
it is considered to be one of the purest measures of sympa-
thetic activity (no concurrent influence of the PNS; Cacioppo 
et al., 1994). Given that PEP measurements (measured here 
with impedance cardiography) can be more difficult and 
costly to obtain, we do not obtain them for every study. Thus, 
we decided to also examine IBI—a measure that is easier to 
obtain and which we have for every study—even though it 
is dually innervated by both the SNS and PNS (Brownley, 
Hurwitz, & Schneiderman, 2000). We present RSA and 
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RMSSD because they are both thought to reflect PNS activ-
ity (Thayer, Hansen, & Johnsen, 2010). We do not have RSA 
and RMSSD for every study (because we have some studies 
in which the data were analyzed in less than 60-s intervals 
and the current frequency bands that are used for calculating 
RSA are designed for data binned in 60-s intervals or more). 
However, RSA and RMSSD are highly correlated with one 
another (Goedhart, van der Sluis, Houtveen, Willemsen, & 
de Geus, 2007), and we have at least one of the measures for 
each study.
2.3.1 | IBIs
In Studies 5 and 7, we used two snap electrodes in a modi-
fied Lead II configuration (near the right clavicle, below the 
rib cage on the left side of the torso) to record electrocardi-
ography (ECG) responses with an integrated system (Biopac 
MP150 and ECG100C, Biopac Systems, Goleta, CA; see 
supporting information, Appendix S1). We processed the 
data using MindWare's heart rate variability software (HRV 
3.0.25, MindWare Technologies, Gahanna, OH), which iden-
tified the R point of each heartbeat on the ECG waveform. 
Trained researchers inspected the data for any recording ar-
tifacts and cleaned the data as needed. We then obtained a 
mean IBI for each interval (see Table 1) and computed reac-
tivity scores by subtracting baseline IBI responses (the last 
interval of baseline) from IBI responses throughout the rest 
of the studies.
In Study 8, participants wore Polar H7 Bluetooth heart 
rate sensors on their torso at heart height, which recorded 
IBI with the Elite HRV smartphone application. Each par-
ticipant's physiological data were processed by two of three 
trained researchers. If the first two researchers disagreed on 
how to process a file, then the third researcher resolved the 
discrepancy. In Step 1, we used an Excel macro to divide each 
participant's baseline and group task recordings into 30-s 
segments (with 12 s of data added on each end for the filter 
used in Step 3). During this step, the Excel macro also iden-
tified potential artifacts and missing signals in each 30-s seg-
ment according to a set of specifications listed at https ://osf.
io/yw4m9/ (e.g., any instance of an IBI 30% greater than the 
prior IBI). In addition, the Excel macro created line graphs of 
each 30-s segment of IBIs so that the researchers could visu-
ally inspect the data for artifacts and missing signals. In Step 2, 
we applied corrections to any potential issues or artifacts in 
the data according to a set of guidelines listed at https ://osf.
io/yw4m9/ (e.g., if there was an IBI twice as long as the oth-
ers in a 30-s segment, we split that IBI in half). If there was 
more than one issue in one 30-s segment, we marked that seg-
ment as missing. Overall, we took a conservative approach in 
Steps 1 and 2 to eliminate any potential artifacts or extreme 
responses. In Step 3, we obtained a mean IBI for each 30-s TA
B
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segment using CMetX Cardiac Metric Software, available 
from John J. B. Allen at www.psych ofizz.org and described 
more fully in Allen, Chambers, and Towers (2007). We com-
puted reactivity scores by subtracting baseline IBI responses 
(the last interval of baseline) from IBI responses throughout 
the rest of the studies.
2.3.2 | PEP
We used ECG and impedance cardiography (ICG) to obtain 
measurements of PEP. We used band electrodes in a standard 
tetrapolar configuration for the recording of ICG responses 
and two snap electrodes in a standard or modified Lead II 
configuration (held constant within a study) for the recording 
of ECG responses. A current was passed through the outer 
band electrodes, and Z0 and its first derivative, ∆z/∆t, were 
recorded from the inner bands. We recorded ICG and ECG 
responses using either an integrated system (Biopac MP150, 
Biopac Systems) with amplifiers for ECG (ECG100C) and 
ICG (NICO100C) or a Bio-Impedance Technology HIC-
2500 impedance cardiograph (Chapel Hill, NC; see support-
ing information). We processed the data using MindWare's 
impedance cardiography software (IMP 3.0.25, MindWare 
Technologies, Gahanna, OH), and PEP measurements were 
calculated as the average amount of time between the Q point 
on the ECG wave (when the left ventricle contracts) and the 
B point on the ∆z/∆t wave (when the aortic valve opens) 
per interval (see Table 1). We visually inspected all inter-
vals and manually selected the Q and B points when they 
were incorrectly identified by the software. We selected the 
B point as the notch at the beginning of the longest upstroke 
before the Z point (Lozano et al., 2007). We computed reac-
tivity scores by subtracting baseline PEP responses (the last 
interval of baseline) from PEP responses throughout the rest 
of the studies.
2.3.3 | HRV
We used the IBI series (described above) to calculate RSA 
and/or RMSSD with MindWare's heart rate variability soft-
ware (HRV 3.0.25; for Studies 1, 2, 7, 9) or CMetX Cardiac 
Metric Software, described more fully in Allen et al. (2007; 
for Studies 3, 4, 5, 6, 8), for the interval lengths specified in 
Table 1. We computed reactivity scores by subtracting base-
line responses (the last interval of baseline) from responses 
throughout the rest of the studies. For simplicity, we present 
and analyze raw RMSSD reactivity values in the main text. 
However, given that RMSSD is positively skewed, we ap-
plied a natural-log transformation to the data and present the 
results of analyses with the transformed data in Appendix S1 
(the results do not differ meaningfully from those reported in 
the main text).
Study number Source of variance n M participants SE
Study 1 Physiology RA 9 7.78 3.04
Lead RA 10 7.40 1.91
Evaluators 13 20.57 9.77
  Combinations of 
evaluators
17 4.24 0.87
Study 2 Lead RA 15 11.20 2.31
Study 3 Physiology RA 5 16.6 8.73
Lead RA 5 16.6 2.04
Evaluators 8 20.75 7.62
  Combinations of 
evaluators
17 4.88 1.99
Study 4 Lead RA 4 21.00 9.08
Study 5 Lead RA 10 11.90 3.34
Study 6 Lead RA 12 6.75 0.76
Study 7 Lead RA 5 23.4 3.87
Study 8 Lead RA 6 37.5 12.08
Study 9 Lead RA 66 5.55 0.64
  Confederate 60 6.21 0.60
Note: n = the number of different people who played each role per study. For Studies 1 and 3, two evaluators 
were present at the same time for each study session; we list both the number of individual evaluators as well 
as the number of combinations of evaluators. M participants = average number of participants that each experi-
menter interacted with. SE = standard error.
T A B L E  3  Number of experimenters
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2.4 | Analytic approach
We use two approaches for examining experimenter ef-
fects for psychophysiological data: (a) estimating random 
effects to examine whether there is between-experimenter 
variability in participants’ physiological responses, and (b) 
estimating fixed effects to examine potential sources of 
between-experimenter variability that predict physiological 
responses in a systematic way. In the main text, we estimate 
two-level models in which the dependent variable is either 
the average physiological response for each participant 
across the 5-min baseline recording or an average physi-
ological reactivity value for each participant from baseline 
to the study tasks. We also examined three-level models in 
which reactivity was not averaged over time for each partic-
ipant (see Appendix S1 for the results, which are consistent 
with those reported in the main text). In these models, the 
dependent variable was the physiological response at each 
individual time point across the study tasks listed (e.g., in 
Study 1, we look at baseline, the evaluation, and the part-
ner interaction separately). Time points were nested within 
participant, and participants were nested within experi-
menter. We provide syntax for the approaches mentioned 
here (as well as others) in Appendix S1. For the purposes 
of this article in which we are interested in experimenter 
effects and for cross-study consistency in our analyses, we 
ignore potential nonindependence due to dyad or group. For 
all analyses, we use an alpha of .05 to determine statistical 
significance.
2.4.1 | Random effects
By examining random effects within mixed models, we 
test whether the participants of some experimenters have, 
on average, higher physiological responses, while partici-
pants with other experimenters have lower physiological 
responses. Random effects are useful because they allow re-
searchers to test whether there is variability in participants’ 
physiological activity between experimenters without know-
ing exactly what caused that variability. They are also useful 
if researchers have many experimenters who vary across 
multiple dimensions (e.g., gender, age, experience) and when 
experimenters do not fit cleanly into categories that could be 
estimated as fixed effects. In the analyses here, participants 
are nested within experimenter, and we specified a random 
intercept to examine whether intercepts (i.e., average physi-
ological values) vary from experimenter to experimenter 
(see chapter 4 of Snijders & Bosker, 2012). For studies with 
multiple types of experimenters (1, 2, 9), we include separate 
random statements for each role.
2.4.2 | Fixed effects
By examining fixed effects within mixed models, we test for 
specific sources of variability in participants’ physiological 
responses between experimenters. Fixed effects are useful 
because they allow researchers to test whether certain fac-
tors associated with experimenters explain variability in par-
ticipants’ physiological responding. We incorporate fixed 
effects into the models above to test whether theoretically 
meaningful characteristics of experimenters affect the degree 
of participant responding. We consider three characteristics: 
status, gender, and race.
Experimenter status
We examined whether the status of the experimenter within 
the lab (junior status: undergraduate, postbaccalaureate, or 
terminal master's-level research assistant; senior status: lab 
manager or doctoral student) affected participants’ physiol-
ogy in Studies 2, 4, 6, 7, and 8 (see Table 4 for Ns). In these 
studies, all experimenters were in the role of lead research 
assistant. We could not examine status of lead research assis-
tants as a categorical fixed effect in our other studies because 
all lead research assistants were junior status (Studies 1, 3, 5, 
9). Statistical power to detect an effect of experimenter sta-
tus of medium size ranged across the studies from 60.9% to 
96.5% (see Table 4). Previous work on experimenter effects 
in other domains has found medium to large effects based on 
professional status (e.g., Kallai et al., 2004); so, conserva-
tively, we predicted a medium effect size.
T A B L E  4  Experimenter status
Study number
Experimenters at junior status Experimenters at senior status
Statistical power to detect 
a medium effect (%)N
Percent of participants 
run (%) N
Percent of participants 
run (%)
Study 2 13 72.0 2 28.0 89.6
Study 4 2 32.1 2 67.9 62.0
Study 6 11 90.5 1 9.5 60.9
Study 7 4 89.8 1 10.2 76.8
Study 8 5 66.5 1 33.5 96.5
8 of 18 |   THORSON eT al.
Experimenter gender
We examined whether the gender of the experimenter af-
fected participants’ physiology in two studies. In all other 
studies, the gender of the experimenter was either held con-
stant across the study or was matched between participant 
and experimenter across the study (making it impossible to 
differentiate between effects of experimenter vs. participant 
gender). We examined only male participants in Study 6 
because all female participants had a female experimenter; 
male participants had either a female (n = 8) or a male ex-
perimenter (n = 3). In Study 9, we examined the influence of 
only lead research assistants (female: n = 40; male: n = 15) 
because all confederates were matched on gender with par-
ticipants. Previous work on experimenter effects has found 
medium to large effects based on gender (e.g., Gijsbers & 
Nicholson, 2005; Vigil et al., 2015), and statistical power to 
detect an effect of experimenter gender of medium size was 
32.3% in Study 6 and 93.8% in Study 9.
Experimenter race
To examine whether having a same-race experimenter (vs. 
a cross-race experimenter) affected participants’ physiology, 
we examined the responses of all participants in Studies 8 
and 9 who identified as one race (i.e., not multiracial; Study 
8: 41.3% Asian, 25.7% White, 13.0% Hispanic, 6.1% Black, 
0.4% Hawaiian or other Pacific Islander, 0.4% other; Study 
9: 51.7% White, 40.2% Black, 0.3% Middle Eastern, 0.3% 
other). In Study 8, we examined the race of the lead research 
assistant relative to the participant (as we had only lead re-
search assistants in that study; Asian experimenters [n = 2] 
and White experimenters [n = 4]). In Study 9, we examined 
the race of the confederate (as we did not document the race 
of the lead research assistants; Black experimenters [n = 16] 
and White experimenters [n = 30]). We could not examine 
race as a categorical fixed effect in Studies 1, 2, 3, 4, 5, and 
7 because we had only White experimenters in these studies. 
This would confound participant race with whether the ex-
perimenter was the same or different race. That is, in these 
studies, non-White participants always had a different-race 
experimenter, but White participants always had a same-race 
experimenter, making it impossible to know whether differ-
ences in physiology are due to participant race or matching of 
participant race with experimenter race. We could not exam-
ine race as a categorical fixed effect in Study 6 because this 
study used an international sample of participants (from 55 
countries) for whom racial categories are not defined in simi-
lar ways. This makes it difficult to know (without asking ex-
plicitly, which we did not do) whether participants perceived 
their experimenter as same or different race. Statistical power 
to detect an effect of experimenter race of medium size was 
47.8% in Study 8 and 93.8% in Study 9. We assumed race 
would have a similar-sized or smaller effect as gender, and 
so, conservatively, we predicted a medium effect size.
3 |  RESULTS
Baseline values are presented in Table 5, and reactivity val-
ues are presented in Table 6.
3.1 | Random effects
We used random effects to estimate variance in baseline re-
sponses (see Table 7) and in reactivity (see Table 8) due to 
experimenter in each study. These models test whether the 
participants of some experimenters have, on average, higher 
physiological responses, while participants with other ex-
perimenters have lower physiological responses. Except for 
one instance (RMSSD reactivity due to evaluators in Study 1 
during the partner evaluation), variance due to experimenter 
was not significant. Given the numerous tests we conducted 
Study number
Pre-ejection 
period Interbeat interval
Respiratory 
sinus 
arrhythmia RMSSD
M SD M SD M SD M SD
Study 1 99.35 10.35 757.68 107.39     36.70 21.82
Study 2 103.35 12.00 818.98 134.98     48.11 33.98
Study 3 100.98 12.31 782.93 128.78     39.14 26.07
Study 4 100.45 13.16 784.07 133.90     41.59 28.67
Study 5     806.58 142.87 6.48 1.21 44.89 28.77
Study 6 106.39 12.25 820.42 128.53     49.69 27.15
Study 7     784.46 116.26     42.26 26.05
Study 8     788.02 116.33     43.31 25.05
Study 9 117.96 11.91 899.09 130.31 6.91 1.32    
T A B L E  5  Autonomic nervous system 
activity during baseline across studies
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(on both baseline and reactivity responses, for different ex-
perimenter roles in nine different studies with multiple physi-
ological measures for each one), we view this one significant 
effect with caution. Overall, our analyses suggest no evidence 
of between-experimenter variability in participants’ baseline 
physiological responses or in their physiological reactivity. 
We found that this was the case both across different stud-
ies and different study paradigms as well as across different 
experimenter roles.
3.2 | Fixed effects
Next, we tested whether specific factors associated with ex-
perimenters affected participants’ physiology.
3.2.1 | Experimenter status
For each study in Table 4, we added one fixed term to the mod-
els conducted above: experimenter status (coded as −1 for jun-
ior and 1 for senior). We found that experimenter status did not 
have a significant effect on ANS responses in any of the studies 
we analyzed for any of the measures we analyzed (see Table 9). 
In other words, the status of experimenters (junior vs. senior) 
had no effect on participants’ baseline or reactivity responses.
3.2.2 | Experimenter gender
For Study 6, we added one fixed term to the model conducted 
above: experimenter gender (coded as −1 for female and 1 
T A B L E  6  Autonomic nervous system reactivity across studies
Study number
Pre-ejection period 
reactivity
Interbeat interval 
reactivity
Respiratory sinus ar-
rhythmia reactivity RMSSD Reactivity
M SD M SD M SD M SD
Study 1 (evaluation) −16.94 10.76 −142.82 88.05     −10.76 17.23
Study 1 (partner interaction) −4.40 7.07 −31.04 78.35     0.18 16.92
Study 2 (computer task) −2.87 7.31 −42.65 76.40     1.69 22.65
Study 2 (partner interaction) −2.43 7.30 −31.11 75.42     1.64 24.39
Study 3 −15.62 13.12 −127.22 101.84     −9.49 24.04
Study 4 −3.77 7.51 −45.66 76.62     −2.28 18.67
Study 5     −95.62 82.81 0.04 1.01 −4.72 20.67
Study 6 −8.75 10.70 −76.54 95.32     −4.28 19.93
Study 7     −5.95 87.73     −2.33 25.07
Study 8     −106.13 100.31     −8.27 20.74
Study 9 (speech) −10.41 13.33 −159.54 110.65 −0.41 1.31    
Study 9 (confederate interaction) −8.84 10.98 −124.36 98.68 −0.35 1.20    
T A B L E  7  Variance in ANS activity during baseline due to experimenters across studies
Study number Source of variance Physiological response Absolute variance SE Wald Z p
Study 1 Lead RA IBI 533.55 1,656.10 0.32 .75
Study 1 Lead RA RMSSD 60.93 68.01 0.90 .37
Study 2 Lead RA IBI 315.85 868.99 0.36 .72
Study 3 Physiology RA PEP 3.70 8.25 0.45 .65
Study 3 Physiology RA RMSSD 69.97 110.59 0.63 .53
Study 5 Lead RA IBI 1,278.50 1,607.85 0.80 .43
Study 5 Lead RA RMSSD 46.61 57.52 0.81 .42
Study 6 Lead RA RMSSD 54.91 100.22 0.55 .58
Study 7 Lead RA RMSSD 12.43 31.28 0.40 .69
Study 9 Lead RA RSA 0.02 0.04 0.58 .56
Note: For simplicity, we report only the parameters of the models for which there was enough variance to estimate.
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for male; as a reminder we examined the responses of only 
male participants because all female participants had a fe-
male experimenter). We found no fixed effects of gender in 
this study (see Table 10). In other words, the participants of 
male experimenters did not have different baseline or reactiv-
ity responses than the participants of female experimenters.
For Study 9, we added a fixed term for experimenter gen-
der and a fixed term from participant gender (both coded as 
−1 for female and 1 for male), as well as an interaction term 
between experimenter and participant gender. We found no 
main effects of experimenter gender (see Table 10). We found 
a significant interaction between experimenter and participant 
gender on IBI baseline activity, but follow-up tests revealed 
no significant effects of experimenter gender for females or 
for males on IBI baseline activity. We also found a significant 
interaction between experimenter and participant gender on 
RSA baseline activity: there was no effect of experimenter 
gender for female participants (b = −0.11, p = .32), but male 
participants had higher baseline RSA with male experiment-
ers relative to female experimenters (b = 0.27, p = .02). Given 
that we found no significant effects of experimenter gender 
and no other significant interactions between experimenter 
and participant gender, we view this one interaction with cau-
tion. The bulk of the analyses we conducted here suggest that 
the gender of experimenters and whether that gender matches 
with participants’ gender does not influence participant phys-
iological responding.
3.2.3 | Experimenter race
For Studies 8 and 9, we added one fixed term to the mod-
els conducted above: whether the experimenter-participant 
combination was different race (coded as −1) or same race 
(coded as 1). We found only one instance in which the match 
between experimenter and participant race had a significant 
effect on ANS responses (see Table 11): during the baseline 
recordings in Study 9, same-race experimenter-participant 
dyads had lower baseline RSA (M = 6.76, SD = 1.21) than 
different-race experimenter-participant dyads (M  =  7.03, 
SD = 1.15). In general, however, this evidence suggests that 
having a same-race versus a cross-race experimenter does not 
affect participants’ physiological responses.
4 |  DISCUSSION
Using two distinct analytic approaches—treating experi-
menter as random and treating experimenter as fixed—we 
found little evidence of experimenter effects on participants’ 
ANS activity during baseline recordings and reactivity to 
study tasks. Our results showed (a) little to no significant 
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experimenters, and (b) little to no evidence that three charac-
teristics of experimenters that are well known to shape inter-
personal interactions—status, gender, and race—influenced 
participants’ physiological responses. Although there has 
been a renewed focus on the subtle ways in which experi-
menters can influence participants outside of the awareness 
of researchers (Chapman et al., 2018; Gilder & Heerey, 2018; 
Judd & Kenny, 2010), our results—of 1,341 participants and 
160 experimenters—suggest that experimenters, at least in 
the two labs from which these data come, are not incidentally 
influencing participants’ physiological responses during re-
search studies.
We found three significant experimenter effects, but given 
the numerous tests we conducted, we are hesitant to make 
strong claims about them. In Study 1, we found significant 
variance due to evaluators in RMSSD reactivity during the 
partner evaluation. This study had, on average, the most 
physiological reactivity, and so it is possible that variability 
in people's responses allowed more opportunity to detect ex-
perimenter effects here. In Study 9, we found that male par-
ticipants had higher baseline RSA with male experimenters 
relative to female experimenters, potentially because they 
were more comfortable around same-gender experimenters. 
We also found that same-race experimenter-participant dyads 
had lower baseline RSA than different-race experiment-
er-participant dyads. If anything, we would have expected 
the opposite pattern—that participants with a different-race 
experimenter might have felt more uncomfortable than those 
with a same-race experimenter, resulting in lower RSA 
during their baseline recording. This finding does not ac-
count for individual differences that influence RSA, as it is 
a raw response instead of a reactivity recording, so future re-
search would need to replicate this finding to draw a stronger 
conclusion.
Based on our data, we suggest several dimensions on 
which studies (or their experimenters) can vary that might 
shape whether experimenter effects are likely to emerge. 
First, experimenters differ on characteristics that vary in vis-
ibility, and less visible characteristics might be less likely to 
yield experimenter effects. In the studies we examined here, 
for example, one of the only instances in which we found an 
experimenter effect was when the race of the experimenter— 
a highly visible quality—was mismatched with the race of 
the participant. On the other hand, experimenter status, for 
example, was not made explicitly clear to participants, and 
we did not find any effects of status on participants’ physi-
ology. Research has shown that, when status differences are 
made clear (e.g., by explicitly stating the amount of education 
T A B L E  9  Effect of experimenter status on autonomic nervous system activity
Study number
Pre-ejection period Interbeat interval RMSSD
b (SE) t df p b (SE) t df p b (SE) t df p
Study 2 
(baseline)
1.05 (1.16) 0.91 142 .36 28.93 (11.82) 2.45 3.58 .08 3.54 (2.76) 1.28 159 .20
Study 2 (reactiv-
ity during 
evaluation)
0.01 (0.64) 0.02 139 .99 −10.29 (9.47) −1.09 7.19 .31 −3.08 (1.70) −1.81 157 .07
Study 2 (reactiv-
ity during part-
ner interaction)
−0.22 (0.61) −0.36 138 .72 −0.78 (6.84) −0.12 3.79 .92 −1.66 (1.77) −0.94 151 .35
Study 4 
(baseline)
−0.14 (1.53) −0.09 81 .93 1.01 (21.32) 0.05 1.29 .97 3.98 (3.16) 1.26 81 .21
Study 4 
(reactivity)
−0.27 (0.98) −0.28 1.23 .82 −0.48 (8.32) −0.06 81 .95 −2.27 (1.95) −1.16 81 .25
Study 6 
(baseline)
0.94 (2.26) 0.42 78 .68 21.21 (22.99) 0.92 78 .36 −2.31 (8.46) −0.27 11.87 .79
Study 6 
(reactivity)
1.09 (1.83) 0.60 1.83 .60 −18.88 (14.48) −1.30 74 .20 −1.89 (3.74) −0.50 7.57 .63
Study 7 
(baseline)
        −1.07 (17.25) −0.06 106 .95 −4.07 (4.23) −0.96 5.22 .38
Study 7 
(reactivity)
        −2.16 (13.06) −0.17 7.63 .87 −3.13 (5.86) −0.53 3.68 .62
Study 8 
(baseline)
        8.47 (8.60) 0.99 184 .33 0.53 (2.30) 0.23 0.93 .86
Study 8 
(reactivity)
        −11.56 (7.28) −1.59 161 .11 −2.36 (1.54) −1.53 161 .13
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that people have), status can influence people's behavior 
(Kalkhoff & Barnum, 2000). If status differences of exper-
imenters are made clear in a similar way—for example, by 
making it clear that an experimenter is a physician versus 
an undergraduate—status might also influence participant 
reactivity.
In addition, when there is little variability in either ex-
perimenters, participant physiological responses, or both, 
there are unlikely to be meaningful relationships between 
experimenters and participant physiology. For instance, in 
our data, experimenters did differ on some qualities, like 
their status in the lab, but their variability on other quali-
ties was intentionally restricted to reduce potential exper-
imenter effects (e.g., all experimenters were between the 
ages of 18 and 30, they were highly educated in Western 
school systems, and nearly all of them spoke English as 
their first language). Even the race and gender of our exper-
imenters, which varied in some of our studies, were inten-
tionally restricted in most others. Similarly, in studies for 
which there is little variability in physiological responses 
(e.g., very little reactivity), researchers may be less likely 
to uncover experimenter effects in physiological data. For 
example, one of the two instances in which we found sig-
nificant variance due to experimenter was also in the study 
and on the measure with the most physiological reactivity. 
This finding points to the possibility that study paradigms 
that elicit greater physiological reactivity may also be more 
susceptible to experimenter effects. Thus, although we did 
not find effects of experimenters on participant physiology 
in any of the data sets examined here, we did find hypoth-
esized effects of other variables (e.g., experimental ma-
nipulation, task type) on physiological reactivity in all of 
the studies. In other words, there was enough variability in 
physiological responding for relationships between physio-
logical reactivity and other variables to emerge.
Finally, another dimension on which studies vary is the 
length of contact that experimenters have with participants 
and the timing of that contact in relation to physiological re-
cordings. It seems likely that, when experimenters have little 
contact with participants (perhaps simply asking them to sign 
a consent form), they would have less influence on partici-
pants’ physiology than when they have more contact (such as 
applying physiological sensors). Similarly, when more time 
elapses between experimenter contact and the recording of 
participants’ physiology (e.g., when participants do another 
task in between talking to an experimenter and then having 
their physiology recorded), experimenters might have less in-
fluence on participants. For this reason, it is particularly note-
worthy that we found no evidence of experimenter effects 
even in studies for which experimenters were interacting with 
participants immediately prior to or while physiological re-
sponses were being measured. One possibility is that another 
dimension of studies—how much attention is required for the 
tasks that participants complete—reduces the potential for 
experimenter influences on physiology. Experimenters may 
influence participants less when participants’ attention is di-
rected more at the tasks they are completing and less at their 
experimenters.
Although we did not find evidence of experimenter effects 
in these studies, we outline several reasons why researchers 
should continue to be wary of experimenter effects in physi-
ological data. First, as noted above, the variability of our ex-
perimenters on several qualities was intentionally restricted, 
and more varied experimenters might be more likely to yield 
meaningful variance in participant physiological reactivity. 
That being said, we argue that, at present, most psychophys-
iology studies are conducted by and run on people who also 
fit many of these restrictions, and thus our findings likely 
generalize to other current psychophysiology research stud-
ies conducted at academic institutions (Rad, Martingano, & 
Ginges, 2018).
Second, experimenters may affect participants’ physiol-
ogy for certain participants only; that is, some participants 
might be more susceptible to experimenter effects than oth-
ers. In the current investigation, we considered the interaction 
between participant and experimenter characteristics only 
in our analyses examining experimenter gender and experi-
menter race. That is, we examined whether the matching of 
experimenter race or gender with participant race or gender, 
respectively, influenced participants’ responses. It is possi-
ble that there are few “main effects” of experimenters, and, 
instead, there are interactions between experimenters and 
participants. Identifying who is likely to be susceptible to ex-
perimenter effects is an important avenue for future work in 
this area.
Third, we examined only three potential sources of 
experimenter variance—status, gender, and race—to il-
lustrate our analytical approach, but there are many other 
characteristics that researchers could consider as well (for 
a list of potential characteristics, such as physical attrac-
tiveness, accent, or knowledge of research hypotheses, see 
Appendix S1). Some of these characteristics might matter 
more in particular study contexts or during particular parts 
of a study: for example, the gender of an experimenter 
might matter but only during parts of a study when partic-
ipants are completing gender-stereotyped tasks (i.e., tasks 
at which one gender is stereotypically better), such as doing 
math. In these settings, women might have greater physio-
logical reactivity when doing the task around male exper-
imenters than around female experimenters (see Stone & 
McWhinnie, 2008).
Fourth, in our analyses examining the influence of 
same-race versus different-race experimenters, we had ex-
perimenters and participants identify their own races using 
fairly broad racial categories. Most notably, the Asian ra-
cial category aggregates across many subgroups of racial 
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identities, such as East Asian (people with Chinese her-
itage) and South Asian (people with Indian heritage). 
Because of this, it is possible that some experimenter- 
participant combinations were classified as same-race 
when one or both parties considered themselves to be of 
different races. Future research examining the influence 
of the alignment of experimenter and participant racial 
identities on participant physiology should explicitly ask 
both experimenters and participants whether they consider 
themselves to have the same racial identity as each other to 
provide more precision to this question.
Fifth, future work might consider whether experimenters 
influence other physiological processes as well. Although we 
did not find experimenter effects for four cardiovascular mea-
sures of participants’ SNS and PNS activity, it is possible that 
experimenter effects exist for other physiological processes 
instead. Our results do not rule out the potential presence of 
experimenter effects on other measures, particularly of other 
types of physiological activity.
4.1 | Recommendations
We have demonstrated two general analytic approaches that 
researchers can take if they are interested in understanding 
experimenter effects in their own studies of physiology, and 
there are additional ways in which these approaches can be 
used. In general, we recommend that researchers first start 
with a model they would estimate if they were not consid-
ering variance due to experimenter and build experimenter 
variance into it. For example, if the interest is in examining 
change over time in physiological responding, one could esti-
mate a two-level growth curve model (with time points nested 
within participants) in which participants’ intercepts and 
slopes (and their covariance) are included as random effects 
(see chapter 4 of Bolger & Laurenceau, 2013, and chapter 5 
of Snijders & Bosker, 2012). This model could be turned into 
a three-level model, with time points (Level 1) nested within 
participants (Level 2) nested within experimenters (Level 3). 
An important point here is to make sure that one accounts 
for the repeated nature of the data (i.e., any nonindependence 
that is due to multiple physiological measurements coming 
from the same person over time) before looking for variance 
due to experimenter. We include syntax for some of these ad-
ditional options in Appendix S1.
Researchers can test for, as well as control with study 
design (e.g., having only female experimenters or randomly 
assigning female vs. male experimenters), the influence of 
highly visible experimenter characteristics, such as gender 
and race. When researchers suspect that less visible qualities, 
like the amount of dominance that experimenters exhibit or 
the comfort experimenters have when directing participants 
to complete stressful tasks, might influence participants, 
more scripted protocols throughout the entire study (espe-
cially during times when researchers might tend to go “off 
script,” such as when applying sensors), training, and/or pilot 
tests (during which researchers test their data for experi-
menter effects) might be needed.
Researchers might also consider whether experimenters 
have less of an influence on participant physiology in stud-
ies where participants interact with other participants or with 
several types of experimenters. In other words, might an in-
dividual experimenter be more influential if he or she is the 
only person with whom the participant interacts during the 
study? Studies could systematically examine this question by 
having all participants complete the same tasks but random-
izing whether they do that task with another participant or 
another experimenter (a confederate). It is possible that ex-
perimenter effects are more likely when participants interact 
only with an individual experimenter and no one else, and 
understanding whether this is the case might help researchers 
better design their studies.
How many experimenters are ideal for a physiology study? 
To reduce experimenter variance, one might be tempted to 
use only one or two experimenters. We caution against this 
approach because it limits the generalizability of one's find-
ings (Judd & Kenny, 2010). Instead, we recommend using 
multiple experimenters when possible (e.g., five or more) 
and counterbalancing experimenters across roles. When 
researchers are concerned that there may be specific char-
acteristics of experimenters affecting participant outcomes 
(e.g., gender or race), they should conduct power analyses to 
ensure that they have enough experimenters and participants 
to detect differences based on those characteristics should 
they exist. In studies in which experimenters work together, 
we recommend using different combinations of researchers. 
Researchers should also consider the contextual variables 
that might affect participant responding and ensure that these 
factors are not confounded with experimenter. For example, 
if researching academic stress, which might vary throughout 
the week, experimenters should rotate throughout the week.
We suggest that researchers document as transparently as 
possible how their experimenters are trained and the type of 
interactions that participants have with experimenters. We 
also recommend that researchers document experimenter 
characteristics—such as race, gender, status, and length of 
time working in the lab—while studies are ongoing, as cer-
tain information is often difficult to recover later. Using some 
of the methods outlined in this article, researchers might also 
document how much variance is due to experimenter in their 
studies to help the field determine if there are any paradigms 
that are particularly sensitive to experimenter effects. For 
example, paradigms in which experimenters interact with 
participants while reactivity is being measured may be more 
sensitive to experimenter effects than paradigms in which 
they do not. Physiological effects that are less robust—both 
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in terms of effect size and likelihood of replicating—may 
also be more sensitive to experimenter variance.
Finally, we recommend that researchers include several 
self-report items in their studies to address whether partici-
pants have different subjective experiences based on their ex-
perimenters. These items could directly assess participants’ 
reactions to their experimenters (“How threatened did you 
feel by your experimenter?), or they might simply assess par-
ticipants’ experiences with study tasks on which experiment-
ers might have had an influence (“How threatened did you 
feel during the speech?”). Although we typically think of the 
latter as being influenced by aspects of our study (e.g., an 
experimental manipulation), these might also be influenced 
by experimenters. Subjective experiences do not always align 
with people's physiological experiences (and do not align 
uniformly across people; Cacioppo, Tassinary, & Berntson, 
2017), but such responses might help researchers pinpoint 
study designs or particular experimenters that might have ex-
perimenter effects.
In conclusion, we found little evidence that experimenters—
across different roles and different study designs—account for 
meaningful variance in participants’ physiology. We hope that 
the current work will provide researchers with options and ideas 
for investigating the presence of experimenter effects in their own 
data as well. Understanding whether and when experimenters 
account for variance in participants’ physiology will help ensure 
that researchers remain aware of the true inputs to participants’ 
physiological reactivity.
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