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TWO-TERM SPECTRAL ASYMPTOTICS
FOR THE DIRICHLET LAPLACIAN IN A LIPSCHITZ DOMAIN
RUPERT L. FRANK AND SIMON LARSON
Abstract. We prove a two-term Weyl-type asymptotic formula for sums of eigenvalues
of the Dirichlet Laplacian in a bounded open set with Lipschitz boundary. Moreover, in
the case of a convex domain we obtain a universal bound which correctly reproduces the
first two terms in the asymptotics.
1. Introduction and main result
In this paper we investigate the asymptotic behavior of the eigenvalues of the Dirichlet
Laplacian on domains with rough boundary. Besides being of intrinsic interest, this question
is relevant for some problems in shape optimization, as we will explain below in some more
detail.
One of the central results in the spectral theory of differential operators is Weyl’s law [36].
It states that the eigenvalues
0 < λ1 ≤ λ2 ≤ λ3 ≤ . . . ,
repeated according to multiplicities, of the Dirichlet Laplacian −∆Ω in an open set Ω ⊂ Rd
of finite measure satisfy
#{λk < λ} = ωd
(2pi)d
|Ω|λd/2 + o(λd/2) as λ→∞ , (1)
where ωd denotes the measure of the unit ball in R
d. The fact that this asymptotic expan-
sion holds without any regularity conditions on Ω was shown in [28].
In [37] Weyl conjectured that a refined version of the asymptotic formula (1) holds.
Namely, he conjectured that
#{λk < λ} = ωd
(2pi)d
|Ω|λd/2− 1
4
ωd−1
(2pi)d−1
Hd−1(∂Ω)λ(d−1)/2+o(λ(d−1)/2) as λ→∞ . (2)
Here Hd−1(∂Ω) denotes the (d− 1)-dimensional Hausdorff measure of the boundary. This
conjecture was proved by Ivrii in [18] under two additional assumptions. The first assump-
tion is that the measure of all periodic billiards is zero and the second assumption is that
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the boundary of the set is smooth. It is believed, but only known in special cases [33, 34],
that the first assumption is always satisfied. Concerning the second assumption, in a series
of papers [7, 19, 20] Ivrii and co-workers have tried to lower the required assumptions on
the boundary of the set. In particular, in [20] the asymptotics (2) are proved under the
billiard assumption for C1 domains such that the derivatives of the functions describing
the boundary have a modulus of continuity o(|log r|−1). Without the billiard assumption it
is shown that the left side of (2) differs from the first term on the right side by O(λ(d−1)/2).
This bound, in the smooth case, is originally due to Seeley [30, 31].
The goal of this paper is to show that an averaged version of the asymptotics (2) is valid
for any bounded open set with Lipschitz boundary. In order to state this result precisely,
we write x± = (|x| ± x)/2, so that
Tr(−∆Ω − λ)− =
∑
λk<λ
(λ− λk) ,
and abbreviate
Ld =
2
2 + d
ωd
(2pi)d
.
Our main result is
Theorem 1.1. Let Ω ⊂ Rd, d ≥ 2, be a bounded open set with Lipschitz regular boundary.
Then, as λ→∞,
Tr(−∆Ω − λ)− = Ld|Ω|λ1+d/2 − Ld−1
4
Hd−1(∂Ω)λ1+(d−1)/2 + o(λ1+(d−1)/2) . (3)
We will discuss momentarily in which sense this theorem improves earlier results and
sketch the strategy of its proof. Before doing so, we would like to emphasize that the
methods that we develop in order to prove Theorem 1.1 can also be used to prove universal,
that is, non-asymptotic bounds. For instance, for convex sets we obtain the following
bound.
Theorem 1.2. Let Ω ⊂ Rd, d ≥ 2, be a convex bounded open set. Then, for all λ > 0,∣∣∣Tr(−∆Ω − λ)− − Ld|Ω|λ1+d/2 + Ld−1
4
Hd−1(∂Ω)λ1+(d−1)/2
∣∣∣
≤ CHd−1(∂Ω)λ1+(d−1)/2
(
rin(Ω)
√
λ
)−1/11
,
where the constant C depends only on the dimension.
By integration with respect to λ, Theorem 1.2 implies a corresponding inequality for
Tr(et∆Ω) which is valid uniformly for all t > 0. This improves an earlier result by van den
Berg [5], where an additional bound on the curvatures was assumed.
In a similar manner, Theorem 1.2 implies universal upper and lower bounds for Tr(HΩ)
γ
−
for all γ ≥ 1. The resulting upper bound can be seen as an improvement of an inequality
going back to work of Berezin [4] and Li–Yau [25]. Such improved versions of the Berezin–
Li–Yau inequality have been the topic of several recent papers [13, 14, 16, 21, 23, 26, 35].
Lower bounds in the same spirit are contained in [15]. In contrast to our Theorem 1.2,
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however, none of these previous upper and lower bounds reproduces correctly the second
term in the asymptotics.
A challenging open question from shape optimization theory, which, in part, motivated
this work, is whether for fixed γ ≥ 0, a family (Ωλ,γ)λ>0 of optimizers of the problem
sup{Tr(−∆Ω − λ)γ− : Ω ⊂ Rd open, |Ω| = 1}
converges as λ→∞ to a ball of unit measure. We refer to [24] for more on this problem.
The intuition for why the convergence to a ball might be true is that, while the leading
term in the asymptotics of Tr(−∆Ω−λ)γ− as λ→∞ is fixed due to the constraint |Ω| = 1,
maximizing the second term leads to minimizing Hd−1(∂Ω) under the constraint |Ω| = 1.
By the isoperimetric inequality the unique solution to this problem is a ball of unit measure.
The difficulty with making this intuition rigorous is that one needs the asymptotics of
Tr(−∆Ω − λ)γ− not only for a fixed domain Ω, but rather for a family of domains Ωλ,γ
depending on λ with a priori no information concerning their geometry.
While we have not been able to answer this question in full generality, we did prove
the corresponding result for a similar optimization problem with an additional convexity
constraint and γ ≥ 1. Namely, as a corollary of Theorem 1.2 we obtain
Corollary 1.3. Let γ ≥ 1. For λ > 0 let Ωλ,γ denote any extremal domain of the shape
optimization problem
sup{Tr(−∆Ω − λ)γ− : Ω ⊂ Rd convex open, |Ω| = 1} .
Then, up to translation, Ωλ,γ converges in the Hausdorff metric to a ball of unit measure
as λ→∞.
Proof. Let K be the set of all non-empty, bounded convex open sets in Rd. This is a
metric space with respect to the Hausdorff metric. In order to prove the corollary, by [24,
Proposition 4.1] we only need to show that the asymptotic expansion
Tr(−∆Ω − λ)γ− = Lγ,d|Ω|λγ+d/2 − 1
4
Lγ,d−1Hd−1(∂Ω)λγ+(d−1)/2 + o(λγ+(d−1)/2) , (4)
as λ→∞, holds uniformly on compact subsets of K. Here
Lγ,d =
Γ(γ + 1)
(4pi)d/2Γ(γ + 1 + d/2)
.
Recall the Aizenman–Lieb identity [1]: for 0 ≤ γ1 < γ2 and λ ≥ 0,
Tr(−∆Ω − λ)γ2− = B(1 + γ1, γ2 − γ1)−1
∫ λ
0
τγ2−γ1−1 Tr(−∆Ω − (λ− τ))γ1− dτ , (5)
where B denotes the Euler Beta function.
By (5) it suffices to prove the uniform asymptotics (4) for γ = 1. Since |Ω| andHd−1(∂Ω)
are continuous on K, they are bounded on compact subsets of K. Therefore it suffices
to prove (4) uniformly for sets Ω with bounded |Ω| and Hd−1(∂Ω). This follows from
Theorem 1.2 together with the fact that one can bound rin(Ω) from below in terms of |Ω|
and Hd−1(∂Ω), see (49). 
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Remark 1.4. In fact, the convergence in Corollary 1.3 holds not only for maximizers, but
also for almost-maximizers (Ωλ,γ)λ>0 in the sense that Ωλ,γ ⊂ Rd is convex, open with
|Ωλ,γ | = 1 and
lim sup
λ→∞
λ−γ−(d−1)/2
(
Tr(−∆Ωλ,γ − λ)γ− − Sγ
) ≥ 0 ,
where Sγ denotes the supremum in the corollary. This follows by a straightforward adap-
tation of the arguments above and in [24, Proposition 4.1].
Let us now return to discussing Theorem 1.1. This theorem improves earlier results
from [10, 11] where the asymptotics were shown for sets with C1,α and C1 boundary,
respectively. As we will explain below in more detail, the technique of flattening the
boundary from [10, 11] cannot be used in the case of Lipschitz boundary, but a different
and more robust technique is needed.
The Lipschitz condition on the boundary is essentially an optimal assumption. On the
one hand, the result is optimal in the Ho¨lder scale (because there are sets with C0,α bound-
ary for α < 1 for which Hd−1(∂Ω) is infinite) and on the other hand, the asymptotics (3)
are not valid for arbitrary sets for which Hd−1(∂Ω) is finite (for instance, for a ball divided
in two pieces by a hyperplane the piece of the hyperplane contributes once to the measure
of the boundary, but should contribute twice to the asymptotics).
Moreover, within Lipschitz domains the error term o(λ1+(d−1)/2) is the best possible on
the algebraic scale: for any ε > 0 one can construct a Lipschitz domain Ω such that
lim sup
λ→∞
λ−1−(d−1)/2+ε
∣∣∣Tr(−∆Ω − λ)− − Ld|Ω|λ1+d/2 + Ld−1
4
Hd−1(∂Ω)λ1+(d−1)/2
∣∣∣ =∞ .
This follows by integration with respect to λ from a construction mentioned in [8].
Two-term spectral asymptotics under a Lipschitz assumption go back to the work [8] by
Brown, where it is shown that
Tr et∆Ω =
∑
k≥1
e−tλk = (4pit)−d/2
(
|Ω| −
√
pi
2
Hd−1(∂Ω)t1/2 + o(t1/2)
)
as t→ 0+ . (6)
Note that (6) is an Abel-type average of (2), whereas (3) is a Cesa`ro-type average. It is
well-known and easy to see that the asymptotics in (3) imply those in (6), but not vice
versa. The key insight in [8] was to use ideas from geometric measure theory to decompose
a neighborhood of the boundary into a ‘good’ part and a ‘bad’ part with sufficiently precise
control on the size of the bad part. Inserting well-known pointwise bounds on the heat
kernel into this decomposition one obtains (6). While Brown’s decomposition of a neigh-
borhood of the boundary also plays an important role in our proof of (3), we are facing
the additional difficulty that we cannot work on a pointwise level. Thus, our main task
is to show that Brown’s geometric measure theory arguments can be combined with the
technique of local trace asymptotics used in [10, 11].
Let us sketch the overall strategy of the proof. As in [10, 11] we first localize the operator
−∆Ω into balls whose size varies depending on the distance to Ωc. (As an aside we point
out that our choice of the size of the balls here differs from that in [10, 11]. It is both
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simpler and has a natural scaling behavior which is crucial for the proof of the uniform
inequality in Theorem 1.2.) There are four different types of balls:
(i) B ⊂ Ω, i.e. we have localized in the bulk of Ω.
(ii) B ∩ Ω is empty, i.e. we have localized outside Ω (here the localized operator is
trivially zero).
(iii) B ∩ ∂Ω is non-empty and is in a certain sense well-behaved.
(iv) cases (i)-(iii) fail, i.e. the set B ∩ ∂Ω is non-empty and fails to be well-behaved in
the sense of (iii).
Balls of type (i) are handled as in [10, 11] and those of type (ii) are trivial. The precise sense
in which balls of type (iii) and (iv) are distinguished follows the geometric construction
due to Brown [8].
Our analysis diverges from that in [10, 11] when it comes to treating the region near the
boundary. In [10, 11] the types (iii) and (iv) were not distinguished. There, the bounds
rely on the fact that if the boundary is sufficiently regular, then one can locally make a
change of coordinates mapping the boundary to a hyperplane while retaining control of
how the Laplacian is perturbed under this mapping. For Lipschitz boundaries this method
cannot work; flattening the boundary requires a Lipschitz change of coordinates and can
thus result in large perturbations of the Laplacian.
The idea of distinguishing types (iii) and (iv) is in the spirit of Brown’s decomposition
of a neighborhood of the boundary into a large ‘good’ and a small ‘bad’ part. Essentially,
Brown’s geometric construction tells us in a quantitative manner that at a sufficiently
small scale, the boundary is in most regions well approximated by a hyperplane. For
these approximating hyperplanes we can proceed as in the smooth case. However, we are
still left with controlling the error from the hyperplane approximation. This is dealt with
by proving precise local spectral asymptotics for circular cones (which are the content of
Lemma 2.10).
This concludes our sketch of the proof of Theorem 1.1. We would like to emphasize that
the methods that we develop in this paper are not limited to the situation at hand. In
particular, the following three generalizations seem possible:
(1) For our proof it is not crucial that the boundary around any point can be represented
as a Lipschitz graph. For instance, we could treat domains with a finite number of cusps
and also domains with slits (the second term in the asymptotics (3) should be modified so
that the measure of a slit is counted twice).
(2) Uniform inequalities similar to that in Theorem 1.2 are probably valid also for other
classes of domains. The essential ingredients here are Lemmas 5.3 and 5.4. For example,
analogues of these lemmas can probably be established for sets satisfying a uniform inner
and outer ball condition. For such sets uniform bounds for the heat trace were shown in [6].
(3) Ban˜uelos, Kulczycki and Siudeja [3] have generalized Brown’s results for the heat
kernel to the case of the fractional Laplacian. Similarly, [12] generalizes the results from [10]
for eigenvalue sums to the case of the fractional Laplacian. Combining these techniques one
can probably extend the results in the present paper to the case of the fractional Laplacian.
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Structure of the paper. We begin by introducing some notation, recalling the machinery
developed in [10, 11] and proving some corollaries thereof. This is done in Section 2. In
Section 3 we adapt the geometric constructions of [8] to the problem considered here.
Section 4 is dedicated to the proof of Theorem 1.1 using the tools developed in Sections 2
and 3. We end the paper with the proof of Theorem 1.2 in Section 5.
2. Notation and Preliminaries
Throughout the paper we let dist( · , · ) denote the distance between two sets in Rd
(possibly singletons), that is,
dist(A,B) = inf
x∈A, y∈B
|x− y| .
Given a Lipschitz set Ω define δΩ( · ), the signed distance function of Ω, by
δΩ(x) = dist(x,Ω
c)− dist(x,Ω) .
Note that δΩ( · ) and dist( · , ∂Ω) satisfy almost everywhere
|∇δΩ(x)| = 1 , |∇dist(x, ∂Ω)| = 1 . (7)
Define also the inradius of Ω ⊂ Rd by
rin(Ω) = sup
x∈Ω
dist(x,Ωc) .
We recall that for a Lipschitz domain Ω ⊂ Rd the functions defined by
ϑinner(Ω, t) =
|{u ∈ Ω : dist(u, ∂Ω) < t}|
tHd−1(∂Ω) − 1 ,
ϑouter(Ω, t) =
|{u ∈ Ωc : dist(u, ∂Ω) < t}|
tHd−1(∂Ω) − 1
are both o(1) as t → 0+ [2]. In what follows we shall suppress Ω in the notation and let
this dependence be understood implicitly. We also define
ϑ(t) =
1
2
sup
t1,t2≤t
(|ϑinner(t1)|+ |ϑouter(t2)|) (8)
so that ∣∣∣∣ |{u ∈ R
d : dist(u, ∂Ω) < t}|
2tHd−1(∂Ω) − 1
∣∣∣∣ ≤ ϑ(t) . (9)
The main contributions to the error term of Theorem 1.1 can be understood in terms
of ϑinner(t), ϑouter(t) and ϑ(t).
In the following it will be convenient to introduce the operator
HΩ = −h2∆Ω − 1 in L2(Ω)
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with Dirichlet boundary conditions, depending on a parameter h > 0. Technically, HΩ is
defined as a self-adjoint operator in L2(Ω) via the quadratic form
∫
Ω(h
2|∇u|2 − |u|2) dx
with form domain H10 (Ω). We have
Tr(HΩ)− = h
2
∑
λk<h−2
(h−2 − λk) = h2 Tr(−∆Ω − h−2)− ,
and therefore the asymptotics in Theorem 1.1 as λ→∞ can be rephrased equivalently as
asymptotics for Tr(HΩ)− as h→ 0+. Similarly, the universal bound in Theorem 1.2 can be
rephrased equivalently as a universal bound for Tr(HΩ)−.
For φ ∈ C∞(Rd), define φHΩφ as a self-adjoint operator in L2(Ω) via the quadratic form∫
Ω(h
2|∇(φu)|2 − |φu|2) dx with form domain H10 (Ω).
Let us recall three results from [10, 11] concerning localized traces of HΩ.
Lemma 2.1 (Localized Berezin–Li–Yau inequality [10, Lemma 2.1]). Let φ ∈ C∞0 (Rd).
Then, for all h > 0,
Tr(φHΩφ)− ≤ Ldh−d
∫
Ω
φ2(x) dx .
Lemma 2.2 ([10, Proposition 1.2]). Let φ ∈ C∞0 (Ω) have support in a ball of radius l > 0
and satisfy
‖∇φ‖L∞ ≤Ml−1 .
Then, for all h > 0, ∣∣∣Tr(φHΩφ)− − Ldh−d
∫
Ω
φ2(x) dx
∣∣∣ ≤ Cld−2h−d+2 ,
with a constant C depending only on M and d.
Lemma 2.3 ([10, Proposition 1.3], [11, Proposition 2.3]). Let φ ∈ C∞0 (Rd) have support
in a ball of radius l > 0 and satisfy
‖∇φ‖L∞ ≤Ml−1 .
Assume that ∂Ω∩ suppφ can be represented as a graph xd = f(x′) and that there is a point
(y′, yd) ∈ ∂Ω ∩ suppφ with ∇f(y′) = 0 and
|∇f(x′)| ≤ ω(|x′ − y′|) for all (x′, xd) ∈ ∂Ω ∩ suppφ ,
where ω : [0,∞)→ [0,∞) is non-decreasing and limδ→0+ ω(δ) = 0. Then, if ω(l) ≤ Cd and
0 < h ≤ l,∣∣∣∣Tr(φHΩφ)−Ldh−d
∫
Ω
φ2(x) dx+
Ld−1
4
h−d+1
∫
∂Ω
φ2(x) dHd−1(x)
∣∣∣∣ ≤ C l
d
hd
(
h2
l2
+ω(l)
)
,
where the constant Cd is universal and the constant C depends only on M and d.
Remark 2.4. This result appears in [10] in the special case ω(δ) = Cδα. The case of a
general function ω appears in [11], but for the Laplacian with Robin boundary conditions.
The proof there, however, extends immediately to the case of Dirichlet boundary conditions.
Moreover, a slightly stronger assumption on the parametrization is made in these papers,
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but only the above one is used, see [11, Equation (4.1)]. Also, the analysis in [10, 11] leads
to an additional error term ω(l)2h/l in the parentheses on the right side, but since
ω(l)2h
l
≤ 1
2
h2
l2
+
1
2
ω(l)4 ≤ 1
2
h2
l2
+
C3d
2
ω(l)
this term is controlled by the other two terms in the parentheses. Finally, there are the
following two minor changes. In [10, 11] it is stated that the constant C depends, in
addition, on ‖φ‖L∞ and Ω. However, since φ has support in a ball of radius l one easily
finds |φ(x)| ≤ l‖∇φ‖L∞ , so ‖φ‖L∞ ≤M , and an upper bound on ‖φ‖L∞ was all that entered
in the proof in [11]. Moreover, an inspection of the proof shows that the dependence on Ω
enters only through the modulus of continuity ω and that, in fact, only ω(l) ≤ Cd is needed.
Next, we recall a result of Solovej and Spitzer which provides a family of localization
functions adapted to a given local length scale.
Lemma 2.5 ([32, Theorem 22]). Let φ ∈ C∞0 (Rd) with support in B1(0) and ‖φ‖L2 = 1 and
let l be a bounded, positive Lipschitz function on Rd with Lipschitz constant ‖∇l‖L∞ < 1.
Let
φu(x) = φ
(x− u
l(u)
)√
1 +∇l(u) · x− u
l(u)
.
Then ∫
Rd
φu(x)
2l(u)−d du = 1 for all x ∈ Rd (10)
and
‖φu‖L∞ ≤
√
2 ‖φ‖L∞ and ‖∇φu‖L∞ ≤ Cl(u)−1‖∇φ‖L∞ for all u ∈ Rd , (11)
where the constant C depends only on (1− ‖∇l‖L∞)−1.
Remark 2.6. Strictly speaking, the functions φu are defined only for almost every u ∈ Rd,
namely, for those where ∇l(u) exists. Note that if (x−u)/l(u) ∈ suppφ, then |∇l(u) · (x−
u)/l(u)| ≤ ‖∇l‖L∞ < 1. Therefore the square root in the definition of φu is well-defined
and φu ∈ C∞0 (Rd).
Remark 2.7. The assumptions of Lemma 2.5 are weaker than those in [32]. However, the
proof in [32] applies with almost no change, but for completeness we include it below.
Moreover, the definition of φu in [32] reads
φu(x) = l(u)
d/2φ((x− u)/l(u))
√
J(x, u) ,
where J(x, u) is the absolute value of the Jacobi determinant of the map u 7→ (x−u)/l(u),
that is,
J(x, u) = l(u)−d
∣∣∣∣det
(
1 +∇l(u)⊗ x− u
l(u)
)∣∣∣∣ .
Computing the determinant one arrives at the above formula (which will be important for
us later on).
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Proof of Lemma 2.5. Without loss of generality we assume that x = 0. In order to
prove (10) we shall show that the map F : Rd → Rd given by F (u) = −u/l(u) is a bi-
jection of F−1(B1(0)) onto B1(0). After this is established the desired equality follows by
a change of variables since
l(u)−d
(
1 +∇l(u) · x− u
l(u)
)
= J(x, u),
where J(x, u) is the absolute value of the Jacobi determinant of the map u 7→ (x−u)/l(u).
Fix u ∈ Rd, since |F (u)| ≥ |u|/‖l‖L∞ and F (0) = 0 there exists a t ∈ [−‖l‖L∞ , 0] such
that F (tu) = u. Consequently F is surjective.
That the map is injective on F−1(B1(0)) can be seen as follows. Fix u 6= 0. We can write
F (tu) = −g(t)u where g : R→ R is a continuous function, indeed g(t) = t/l(tu). Moreover,
we claim that g is monotone increasing for all t such that |F (tu)| = |g(t)||u| < ‖∇l‖−1L∞ ,
and in particular for t such that |F (tu)| = |g(t)||u| ≤ 1. For almost every t it holds that
g′(t) = l(tu)−1[1− tl(tu)−1u · ∇l(tu)] ≥ l(tu)−1[1− |g(t)||u|‖∇l‖L∞ ] > 0,
which proves the claim. We conclude that F is a bijection from F−1(B1(0)) to B1(0).
Differentiating the formula for φu and using ‖φ‖L∞ ≤ ‖∇φ‖L∞ (see Remark 2.4) one
immediately obtains (11). 
Lemma 2.8 (Localization). Let φ and l be as in Lemma 2.5. Then, for any ϕ ∈ C∞(Rd)
and all 0 < h ≤M mindist(u,Ω∩ suppϕ)≤l(u) l(u),∣∣∣Tr(ϕHΩϕ)− −
∫
Rd
Tr(φuϕHΩϕφu)−l(u)
−d du
∣∣∣
≤ C‖ϕ‖2L∞(Ω)h−d+2
∫
dist(u,Ω∩ suppϕ)≤l(u)
l(u)−2 du ,
(12)
where the constant depends only on ‖∇φ‖L∞ , (1− ‖∇l‖L∞)−1,M and d.
For ϕ ≡ 1 this is essentially [10, Proposition 1.1]. Here we shall need the slightly more
general statement above. However, the proof, which is given in Appendix A, is almost
identical to that in [10].
Remark 2.9. In [10] the inequality corresponding to (12) is stated for all h > 0, however, the
proof requires additionally an upper bound on h/l(u). This does not affect the results in [10]
because for an asymptotic result it suffices to apply the statement where this additional
assumption is met. Nonetheless, in [10] the inequality is stated for a particular choice of l
for which it can be extended to all h > 0, if one assumes that a parameter l0 in their
construction satisfies lim infh→0+ l0/h > 0. This will be proved in Appendix A.
With these preparations at hand, we now show how the method of [10] can be used to
compute a two-term asymptotic formula for circular cones and their complements.
Lemma 2.10 (Precise local asymptotics in cones). Let ϕ ∈ C∞0 (Rd) have support in a ball
of radius l > 0 and satisfy
‖ϕ‖L∞ ≤M . (13)
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Let 0 ≤ ε ≤ 1/2 and
Λε = {x ∈ Rd : xd < ε|x|} .
Then, for all h > 0,∣∣∣Tr(ϕHΛεϕ)− −Ldh−d
∫
Λε
ϕ2(x) dx+
Ld−1
4
h−d+1
∫
∂Λε
ϕ2(x) dHd−1(x)
∣∣∣ ≤ Cld−4/3h−d+4/3 ,
and∣∣∣Tr(ϕHΛcεϕ)− −Ldh−d
∫
Λcε
ϕ2(x) dx+
Ld−1
4
h−d+1
∫
∂Λcε
ϕ2(x) dHd−1(x)
∣∣∣ ≤ Cld−4/3h−d+4/3 ,
where the constant C depends only on M and d and, in particular, not on ε.
The error (l/h)d−4/3 is probably not sharp, but good enough for our purposes. After
the proof we will explain that for d = 2, our proof actually yields the error (l/h)γ for any
γ > 0.
Proof of Lemma 2.10. We only prove the first claim of the lemma, the second one follows
analogously. The idea is to apply the arguments from [10, 11] to the operator ϕHΛεϕ
instead of HΛε .
Before we continue with the main part of the proof we show that the claimed inequality
holds for h ≥ l.
For all h > 0, Lemma 2.1 implies that∣∣∣Tr(ϕHΛεϕ)− − Ldh−d
∫
Λε
ϕ2(x) dx +
Ld−1
4
h−d+1
∫
∂Λε
ϕ2(x) dHd−1(x)
∣∣∣
≤ 2Ldh−d
∫
Λε
ϕ2(x) dx+
Ld−1
4
h−d+1
∫
∂Λε
ϕ2(x) dHd−1(x)
≤ C(ldh−d + ld−1h−d+1) .
Here we used (13), |Λε∩Bl| ≤ Cld, andHd−1(∂Λε∩Bl) ≤ Cld−1. The last inequality follows
by noting that Λcε ∩Bl is convex and the monotonicity of the measure of the perimeter of
convex sets under inclusion.
Consequently the inequality claimed in the lemma holds for all h ≥ l. Through the
remainder of the proof we assume that 0 < h < l.
Since Λε is scale invariant, we may and will assume that l = 1.
Step 1: We derive a local C1 modulus of continuity for ∂Λε. We claim that for any
|u| ≥ 4r and Br(u) ∩ ∂Λε 6= ∅ we can choose a system of coordinates (x′, xd) ∈ Rd−1 × R
such that ∂Λε ∩ Br(u) can be parametrized as the graph xd = f(x′) of a function f such
that for some point in ∂Λε ∩Br(u) with coordinates (y′, yd) and ∇f(y′) = 0 one has
|∇f(x′)| ≤ Cd,ε |x
′ − y′|
|u| , (14)
where Cd,ε is uniformly bounded for 0 ≤ ε ≤ 1/2. (In fact, the constant here satisfies
Cd,ε = oε→0+(1), but this will not be relevant for us. In d = 2 the boundary of Λε consists
of two rays and hence C2,ε = 0.)
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Let us prove (14). Pick x0 ∈ Br(u) ∩ ∂Λε. Then Br(u) ∩ ∂Λε ⊂ B2r(x0) ∩ ∂Λε and 0 /∈
B2r(x0). After rescaling and rotating so that x0 = (1, 0, . . . , 0) and Λε ⊂ {x ∈ Rd : xd ≤ 0}
the above inclusions imply that it is sufficient to consider parametrizing ∂Λε as xd = f0(x
′)
in the ball B2/3(x0). Clearly this is possible and f0 is C
1,1-regular and thus, by the choice
of coordinates, satisfies the estimate
|∇f0(x′)| ≤ Cd,ε|x′ − x′0| , x′0 = (1, 0, . . . , 0) ∈ Rd−1 ,
where Cd,ε is uniformly bounded for 0 ≤ ε ≤ 1/2 and tends to zero as ε→ 0+. After scaling
and translating one obtains (14) since by assumption |x0| ≥ 34 |u|.
Step 2: We localize the problem. Fix a function φ ∈ C∞0 (Rd) with suppφ = B1(0) and
‖φ‖L2 = 1. With a parameter l0 ∈ (0, 1] depending on h to be determined, set
l(u) =
1
2
min
{
2,max{dist(u,Λcε), 2l0}
}
.
Note that 0 < l ≤ 1 and, by (7), ‖∇l‖L∞ ≤ 1/2, so Lemma 2.5 is applicable. Denote by
φu the resulting family of functions from that lemma. Assume also that h ≤ l0 so that
h ≤ l(u) for all u ∈ Rd.
By Lemma 2.8, with M = 1, and a straightforward estimate of the integral remainder
we have that
∣∣∣Tr(ϕHΛεϕ)− −
∫
Rd
Tr(φuϕHΛεϕφu)−l(u)
−d du
∣∣∣ ≤ C‖ϕ‖2L∞ l−10 h−d+2 . (15)
Step 3: We split
∫
Rd
Tr(φuϕHΛεϕφu)−l(u)
−d du =
∫
Λ(1)
Tr(φuϕHΛεϕφu)−l(u)
−d du
+
∫
Λ(2)
Tr(φuϕHΛεϕφu)−l(u)
−d du ,
(16)
where
Λ(1) = {u ∈ Rd : ∅ 6= suppφuϕ ⊂ Λε} ,
Λ(2) = {u ∈ Rd : suppφuϕ ∩ ∂Λε 6= ∅} ,
and where we used the fact that Tr(φuϕHΛεϕφu)− = 0 when suppφuϕ ∩ Λε = ∅. Since
suppϕ is contained in a ball of radius 1 and suppφu is contained in a ball of radius l(u) ≤ 1
the set Λ(1) ∪ Λ(2) is contained in a ball of radius 2. Moreover, it is easy to see that for all
u ∈ Λ(2) one has l(u) ≥ dist(u, ∂Λε) and therefore dist(u, ∂Λε) ≤ l0 and l(u) = l0.
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Applying Lemma 2.2 to the first integral in (16) and using [10, Equation 8] (see also (35)
below) yields
∫
Λ(1)
Tr(φuϕHΛεϕφu)−l(u)
−d du = Ldh−d
∫
Λ(1)
∫
Λε
φ2u(x)ϕ
2(x)l(u)−d dx du
+O(h−d+2)
∫
Λ(1)
l(u)−2 du (17)
= Ldh
−d
∫
Λ(1)
∫
Λε
φ2u(x)ϕ
2(x)l(u)−d dx du+ l−10 O(h
−d+2) .
With a parameter δ > 0 to be specified, we split the second integral of (16) further,
depending on the distance of u from the vertex of Λε,∫
Λ(2)
Tr(φuϕHΛεϕφu)−l(u)
−d du =
∫
Λ(2)\Bδ
Tr(φuϕHΛεϕφu)−l(u)
−d du
+
∫
Λ(2)∩Bδ
Tr(φuϕHΛεϕφu)−l(u)
−d du .
(18)
By Lemma 2.1 the second integral is small, that is,
∫
Λ(2)∩Bδ
Tr(φuϕHΛεϕφu)−l(u)
−d du ≤ Ldh−d
∫
Λ(2)∩Bδ
∫
Λε
φ2u(x)ϕ
2(x)l(u)−d dx du
≤ Ch−d|Λ(2) ∩Bδ| ≤ Ch−dδd−1l0 .
(19)
In the last inequality we used the fact that Λ(2) is contained in an l0-neighborhood of ∂Λε.
For later purposes we also record that
∫
Λ(2)∩Bδ
(∫
Λε
φ2u(x)ϕ
2(x)dx+h
∫
∂Λε
φ2u(x)ϕ
2(x)dHd−1(x)
)
l(u)−ddu ≤ Cδd−1(l0+h) , (20)
where we used again |Λ(2) ∩Bδ| ≤ Cl0δd−1.
To treat the remaining term of (18) we apply Lemma 2.3. Let Cd,ε and Cd be the
constants from Step 1 and Lemma 2.3, respectively, and let ω(r) = Cd,εr/|u|. Finally, set
A = max{Cd,ε/Cd, 4}.
We claim that, if δ ≥ Al0, then ω(l(u)) ≤ Cd and for all u ∈ Λ(2)\Bδ one can parametrize
∂Λε ∩ Bl(u)(u) as the graph of a function f and for a point (y′, yd) ∈ ∂Λε ∩ Bl(u)(u) one
has ∇f(y′) = 0 and |∇f(x′)| ≤ ω(|x′ − y′|) for all x′ ∈ Rd−1.
Indeed, for any u ∈ Λ(2) \ Bδ one has |u| ≥ δ ≥ Al0 = Al(u). Therefore, since A ≥ 4,
according to Step 1 such a parametrization is possible with the above choice of ω. In
particular, ω(l(u)) = Cd,εl(u)/|u| ≤ Cd,ε/A. Since A ≥ Cd,ε/Cd, the claimed inequality
holds.
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Since l0 ≥ h, we for all u ∈ Λ(2) have l(u) = l0 ≥ h and therefore Lemma 2.3 yields∫
Λ(2)\Bδ
Tr(φuϕHΛεϕφu)−l(u)
−d du
= Ldh
−d
∫
Λ(2)\Bδ
∫
Λε
φ2u(x)ϕ
2(x)l(u)−d dx du
− Ld−1
4
h−d+1
∫
Λ(2)\Bδ
∫
∂Λε
φ2u(x)ϕ
2(x)l(u)−d dHd−1(x) du
+O(h−d)
∫
Λ(2)\Bδ
(
h2
l(u)2
+ Cd,ε
l(u)
|u|
)
du .
(21)
Combining (15), (16), (17), (18), (19), (20), (21) and using (10) we obtain
Tr(ϕHΛεϕ)− = Ldh
−d
∫
Λε
ϕ2(x) dx − Ld−1
4
h−d+1
∫
∂Λε
ϕ2(x) dHd−1(x) +R
with
|R| ≤ Ch−d
(
l−10 h
2 + δd−1(l0 + h) +
∫
Λ(2)\Bδ
(
h2
l(u)2
+ Cd,ε
l(u)
|u|
)
du
)
. (22)
Our final task in the proof is to choose l0 and δ such that the right side here becomes
≤ Ch−d+4/3. By [10, Equation 8], see also (34),
h2
∫
Λ(2)\Bδ
l(u)−2 du ≤ Cl−10 h2 .
To bound the remaining term of the integral we consider two cases:
i. If Λ(2) ∩B1 = ∅, then
Cd,ε
∫
Λ(2)\Bδ
l(u)
|u| du ≤ Cd,ε
∫
Λ(2)\Bδ
l(u) du ≤ CCd,εl20 .
ii. If Λ(2) ∩B1 6= ∅, then Λ(2) ⊂ B5 and
Cd,ε
∫
Λ(2)\Bδ
l(u)
|u| du ≤ CCd,εl
2
0
∫ 5
δ
τ−1τd−2 dτ ≤ Cl20 ×


0 if d = 2 ,
C3,ε(1 + h log(δ
−1)) if d = 3 ,
Cd,ε if d ≥ 4 .
In both cases we used the fact that Λ(2) is contained in an l0-neighborhood of ∂Λε.
In conclusion, the right side of (22) is bounded by
Ch−d
(
l−10 h
2 + δd−1(l0 + h) + Cd,εl20(1 + h log(δ
−1))
)
, (23)
where the log term appears only in d = 3. Setting δ = Al0 and l0 = h
2/3, we obtain the
claimed error bound. Note that 1 ≥ l0 ≥ h for 0 < h ≤ 1, as required. 
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Remark 2.11. In the two-dimensional case the above argument can be iterated to obtain
Lemma 2.10 with an error term of order lγh−γ for any γ > 0. Indeed, if one has Lemma 2.10
with error term lγ0h−γ0 for some γ0 ∈ (0, 2], then one can replace the application of
Lemma 2.1 in (19) by an application of this asymptotic expansion and one can avoid (20).
Therefore (23) is replaced by h−2(l−10 h
2 + δh2−γ0 l−1+γ00 ). Choosing again δ = Al0 but
now l0 = h
γ0/(1+γ0) yields a two-term expansion with error of order lγ
′
h−γ′ with γ′ =
γ0
1+γ0
. Repeating this procedure the exponent γ can be made arbitrarily small. In higher
dimensions the corresponding idea does not yield an improvement since the term l−10 h
2 +
Cd,εl
2
0 in (23) can be made no smaller than h
4/3.
3. Geometric constructions
In this section we adapt the geometric ideas used by Brown in [8] (see also [3]) to the
setting considered here.
Definition 3.1. Let 0 < ε ≤ 1 and r > 0. A point p ⊂ ∂Ω is called (ε, r)-good if the inner
unit normal ν(p) exists and
Br(p) ∩ ∂Ω ⊂ {x ∈ Rd : |(x− p) · ν(p)| < ε|x− p|} .
The set of all (ε, r)-good points of ∂Ω is denoted by Gε,r.
In other words, p is (ε, r)-good if locally ∂Ω is contained in the complement of the two-
sided circular cone with vertex p, symmetry axis ν(p), and opening angle arcsin(
√
1− ε2) =
arccos(ε) measured from the axis of symmetry.
Following [3, 8] we define a good subset of points near the boundary. In contrast to the
constructions in [3, 8] this set will contain points both in Ω and in its complement Ωc.
Definition 3.2. Let
Γε,r(p) = {x ∈ Rd : |(x− p) · ν(p)| >
√
1− ε2|x− p|} ∩Br/2(p)
and
Gε,r =
⋃
p∈Gε,r
Γε,r(p) .
We emphasize that Γε,r(p) differs from the corresponding set defined in [3, 8] in several
ways. Here we avoid an additional degree of freedom by taking the union over all (ε, r)-
good points instead of a subset of them, we consider two-sided cones instead of one-sided,
and we also choose to truncate the cone at distance r/2 instead of r.
The two-sided cones appear since we, in contrast to [3, 8], do not work at a pointwise level
but at the local length scale given by l. In particular, we have a non-trivial contribution
to the trace from localizations centered at points u /∈ Ω (see Lemma 2.8).
The reason for considering smaller cones is to ensure that if u ∈ Gε,r then ∂Ω ∩ Br′(u)
stays close to the hyperplane tangent to ∂Ω at p as long as r′ ≤ r/2. In particular, we shall
make use of the following lemma.
TWO-TERM SPECTRAL ASYMPTOTICS 15
Lemma 3.3. Let p ∈ ∂Ω be (ε, r)-good with 0 < ε ≤ 1/2. Then for any u ∈ Γε,r(p),
|u− p| ≤ 2 dist(u, ∂Ω) .
Proof of Lemma 3.3. Let p′ ∈ ∂Ω satisfy |u− p′| = dist(u, ∂Ω). Then, since p ∈ ∂Ω,
|u− p′| = dist(u, ∂Ω) ≤ |u− p| < r/2
and so, in particular, p′ ∈ Br(p). Let Λ = {y : |(y − p) · ν(p)| < ε|y − p|}. Then,
since p is (ε, r)-good, p′ ∈ ∂Ω ∩ Br(p) implies that p′ ∈ Λ. Let y ∈ Λ ∩ Br(p) satisfy
|u−y| = dist(u,Λ∩Br(p)). Then, since p′ ∈ Λ∩Br(p), |u−y| ≤ |u−p′|. By the choice of y
and the construction of Γε,r(p) the points u, p, y form a right-angle triangle with the angle
between the sides u−p and y−p larger than pi/2−2 arcsin(ε). By elementary trigonometry
it follows that, for ε ∈ (0, 1/2],
|u− p′| ≥ |u− y| ≥ sin(pi/2 − 2 arcsin(ε))|u − p| = (1− 2ε2)|u− p| ≥ 1
2
|u− p| .
This completes the proof. 
The proof of the following result, which is omitted, is based on Rademacher’s theorem
on almost everywhere differentiability of Lipschitz functions.
Lemma 3.4 ([8, Section 4]). For any ε > 0,
lim
r→0+
Hd−1(∂Ω \Gε,r) = 0 .
It follows that for any fixed ε > 0 we can find r > 0 small enough so that Gε,r is
non-empty. Furthermore, defining for ε > 0
µΩ(ε, r) =
Hd−1(∂Ω \Gε,r)
Hd−1(∂Ω) , (24)
there is an r > 0 so that µ(ε, r) is arbitrarily small. We shall often write simply µ and leave
the dependence on Ω implicit. For the next lemma we recall that ϑ was defined in (8).
Lemma 3.5 ([8, Proposition 1.3], [3, Lemma 2.7]). Let ε ∈ (0, 1] and r > 0. Then there
exists an s0 = s0(ε, r,Ω) > 0 such that for all s ≤ s0,
|{u ∈ Rd : dist(u, ∂Ω) < s} \ Gε,r| ≤ 2s(µ(ε, r) + ϑ(s) + ε2)Hd−1(∂Ω) . (25)
Proof of Lemma 3.5. The proof follows closely those of Lemma 2.7 and Proposition 1.3
in [3] and [8], respectively. Write
|{u ∈ Rd : dist(u, ∂Ω) < s} \ Gε,r| = |{u ∈ Rd : dist(u, ∂Ω) < s}|
− |{u ∈ Rd : dist(u, ∂Ω) < s} ∩ Gε,r| .
(26)
The first term on the right side can be controlled using (9). To bound the second one,
for some δ > 0 to be determined later, choose ν1, . . . , νN ∈ Sd−1 and disjoint closed sets
F1, . . . , FN ⊂ Gε,r such that Hd−1(Gε,r \
⋃N
i=1 Fi) ≤ δHd−1(Gε,r) and |ν(p) − νi| ≤ ε for
all p ∈ Fi. Mimicking the proofs in [3, 8] one finds that p + ρνi ∈ Γε,r(p) for p ∈ Fi
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and −r/2 < ρ < r/2 and that the map (p, ρ) 7→ p + ρνi is injective for p ∈ Fi and
−r/2 < ρ < r/2.
If s0 is less than or equal to both r/2 and mini 6=j dist(Fi, Fj)/2 one obtains by the area
formula [9, Theorem 3.2.3] that, for 0 < s ≤ s0,
|{u ∈ Rd : dist(u, ∂Ω) < s} ∩ Gε,r| ≥
N∑
i=1
|{p+ ρνi : p ∈ Fi,−s < ρ < s}|
≥ (1− ε2/2)
N∑
i=1
∫
{p+ρνi:p∈Fi,−s<ρ<s}
dx
νi · ν(p)
= 2s(1− ε2/2)
N∑
i=1
Hd−1(Fi)
≥ 2s(1− ε2/2)(1 − δ)Hd−1(Gε,r)
= 2s(1− µ(ε, r))(1 − ε2/2)(1 − δ)Hd−1(∂Ω) .
(27)
Combining (26), (27) and the definition of ϑ yields
|{u ∈ Rd : dist(u, ∂Ω) < s}\Gε,r| ≤ 2sHd−1(∂Ω)(1−(1−µ(ε, r))(1−ε2/2)(1−δ)+ϑ(s)) .
Choosing δ = ε2/2 and recalling that µ(ε, r) ≤ 1 completes the proof. 
4. Asymptotics for Lipschitz domains
Our goal in this section is to prove the following
Theorem 4.1. Let Ω ⊂ Rd, d ≥ 2, be a bounded open set with Lipschitz regular boundary.
Then, as h→ 0+,
Tr(HΩ)− = Ld|Ω|h−d − Ld−1
4
Hd−1(∂Ω)h−d+1 + o(h−d+1) .
Clearly, this is equivalent to Theorem 1.1. Our proof of Theorem 4.1 depends on three
parameters
ε0 ∈ (0, 4] , ε ∈ (0, 1/2] , r > 0
and we shall show that for each such choice of parameters there is an h0(ε0, ε, r,Ω) > 0
such that for all 0 < h ≤ h0(ε0, ε, r,Ω) one has
hd−1
∣∣∣Tr(HΩ)−−Ld|Ω|h−d+Ld−1
4
Hd−1(∂Ω)h−d+1
∣∣∣ ≤ C(ε1/30 + εε0 +
ϑ(l0)
ε0
+
µ(ε, r)
ε0
)
, (28)
where C is a constant that depends in an explicit way on Ω. Here ϑ(s) and µ(ε, r) are the
functions from (8) and (24). Recalling that limt→0 ϑ(t) = 0 and limr→0 µ(ε, r) = 0 for any
fixed ε > 0 (see Lemma 3.4), Theorem 4.1 follows from (28) by letting h, r, ε and ε0 tend
to zero in that order.
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There is nothing special about the assumption that ε0 ≤ 4. Any choice of upper bound
is sufficient to complete the proof and would only result in a change of the constant C
in (28). However, for our analysis in Section 5 allowing ε0 ∈ (0, 4] will be convenient.
We now give the details of our construction. We introduce a local length scale
l(u) =
1
2
max{dist(u,Ωc), 2l0} (29)
with a parameter 0 < l0 ≤ rin(Ω)/2 that we will write as
l0 = h/ε0 for 0 < h ≤ 2rin(Ω) .
Here ε0 ∈ (0, 4] is one of the parameters of our construction. We note in passing that
the above definition of l(u) is similar, but simpler than that in [10, 11] and has a natural
scaling.
Note that 0 < l(u) ≤ rin(Ω)/2 and that, using (7), ‖∇l‖L∞ ≤ 1/2.
Fix a function φ ∈ C∞0 (Rd) with suppφ = B1(0) and ‖φ‖L2 = 1. Later on, it will also
be important that φ is radially symmetric.
Lemma 2.5 now yields a family of functions (φu)u∈Rd such that suppφu = Bl(u)(u)
and (10) and (11) are satisfied.
In what follows we will use the convention that C denotes a constant which may change
from line to line but only depends on the dimension and the choice of φ. In particular, we
emphasize that it is independent of Ω. Similarly, when we write O( · ) the implicit constant
is independent of Ω and all the parameters of the construction.
If h ≤ 2rin(Ω) then
min
dist(u,Ω)≤l(u)
l(u) = h/ε0 ≥ h/4 .
Thus, for 0 < h ≤ 2rin(Ω) we can apply Lemma 2.8, with M = 4 and ϕ ≡ 1, and reduce
our problem to studying the local contributions to the trace Tr(φuHΩφu)−. (The fact that
the integral on the right side of (12) is indeed negligible for small ε0 will be proven below
in (36).)
We now continue our construction and fix the parameters ε ∈ (0, 1/2] and r > 0 and
define the sets Gε,r and Gε,r as in the previous section. According to Lemma 3.4 we may
and will assume in the following that given ε, the parameter r is chosen so small that Gε,r
is non-empty.
We divide the set of u ∈ Rd where Tr(φuHΩφu)− is non-zero into three parts,
Ω∗ = {u ∈ Rd : suppφu ⊂ Ω} ,
Ωg = {u ∈ Gε,r : suppφu ∩ ∂Ω 6= ∅} ,
Ωb = {u ∈ Rd \ Gε,r : suppφu ∩ ∂Ω 6= ∅} .
(30)
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Clearly these three sets are disjoint and Tr(φuHΩφu)− = 0 for u /∈ Ω∗ ∪Ωg ∪ Ωb. Splitting
the integral of Lemma 2.8 according to this partition we have∫
Rd
Tr(φuHΩφu)−l(u)
−d du =
∫
Ω∗
Tr(φuHΩφu)−l(u)
−d du
+
∫
Ωg
Tr(φuHΩφu)−l(u)
−d du
+
∫
Ωb
Tr(φuHΩφu)−l(u)
−d du .
(31)
Let us pause for a moment and review the overall strategy of our proof. In Ω∗ the
effect of the boundary is not felt and a sufficiently precise asymptotic expansion follows
from Lemma 2.2. By Lemma 3.5 the set Ωb is small and its contribution to the trace is
negligible. The set which is most difficult to analyse is Ωg. Here the asymptotics in cones
from Lemma 2.10 will play an important role.
4.1. Some auxiliary estimates. To control the error terms appearing in the proof we
need to be able to control l(u) on the sets in (30).
We begin with the following observation,
Ωg ∪ Ωb = {u ∈ Rd : dist(u, ∂Ω) ≤ l0} . (32)
Indeed, by definition of Ωg and Ωb and since suppφ = B1(0), the set on the left equals
{u ∈ Rd : dist(u, ∂Ω) ≤ l(u)}. Therefore we need to prove that for any u ∈ Rd, one has
dist(u, ∂Ω) ≤ l0 if and only if one has dist(u, ∂Ω) ≤ l(u). This is trivial if dist(u,Ωc) ≤ 2l0,
since then l(u) = l0. On the other hand, if dist(u,Ω
c) > 2l0, then l(u) = (1/2) dist(u,Ω
c) =
(1/2) dist(u, ∂Ω), and therefore neither of the two inequalities holds. This completes the
proof of (32).
The equality (32) together with (9) implies that
|Ωg ∪Ωb| ≤ 2l0Hd−1(∂Ω)(1 + ϑ(l0)) . (33)
Note that it also follows from (32) that
l(u) = l0 if u ∈ Ωg ∪ Ωb .
Consequently, for any α ∈ R,∫
Ωg∪Ωb
l(u)α du = lα0 |Ωg ∪ Ωb| ≤ 2Hd−1(∂Ω)l1+α0 (1 + ϑ(l0)) . (34)
We now use (32) to bound integrals which will appear as error terms later on. We claim
that ∫
Ω∗
l(u)−2 du ≤ CHd−1(∂Ω)[1 + ϑ(rin(Ω))]l−10 , (35)
To prove this, we decompose∫
Ω∗
l(u)−2 du = l−20 |{u ∈ Ω∗ : δΩ(u) ≤ 2l0}|+ 4
∫
δΩ(u)>2l0
δΩ(u)
−2 du .
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Using (7) and the co-area formula and integrating by parts we find∫
δΩ(u)>2l0
δΩ(u)
−2 du =
∫ rin(Ω)
2l0
Hd−1({u ∈ Ω∗ : δΩ(u) = t})t−2 dt
= 2
∫ rin(Ω)
2l0
|{u ∈ Ω∗ : δΩ(u) ≤ t}|t−3 dt
+ |Ω∗|rin(Ω)−2 − 1
4
|{u ∈ Ω∗ : δΩ(u) ≤ 2l0}|l−20 ,
and therefore∫
Ω∗
l(u)−2 du ≤ 8
∫ rin(Ω)
2l0
|{u ∈ Ω : δΩ(u) ≤ t}|t−3 dt+ 4|Ω|rin(Ω)−2 .
The second term on the right side can be bounded by
4|Ω|rin(Ω)−2 ≤ 2|Ω|rin(Ω)−1l−10 ≤ 2Hd−1(∂Ω)
[
1 + 2ϑ(rin(Ω))
]
l−10 .
In order to bound the first term, we use the definition of ϑ and get∫ rin(Ω)
2l0
|{u ∈ Ω : δΩ(u) ≤ t}|t−3 dt ≤ Hd−1(∂Ω)
[
1 + 2ϑ(rin(Ω))
] ∫ rin(Ω)
2l0
t−2 dt
≤ 1
2
Hd−1(∂Ω)[1 + 2ϑ(rin(Ω))]l−10 .
This completes the proof of (35).
Next, we discuss the localization error coming from (12). We claim that
h−d+2
∫
dist(u,Ω)≤l(u)
l(u)−2 du ≤ CHd−1(∂Ω)[1 + ϑ(rin(Ω))]ε0h−d+1 . (36)
Note that this term is negligible for the asymptotics if ε0 ≪ 1.
Indeed, taking into account (32) this follows from (34), (35) and the fact that l0 = h/ε0.
4.2. Contribution from the bulk Ω∗. For the first term on the right side of (31),
Lemma 2.2 and (35) yield∫
Ω∗
Tr(φuHΩφu)−l(u)
−d du =
∫
Ω∗
(
Ldh
−d
∫
Ω
φ2u(x) dx+ l(u)
d−2O(h−d+2)
)
l(u)−d du
= Ldh
−d
∫
Ω∗
∫
Ω
φ2u(x)l(u)
−d dx du
+Hd−1(∂Ω)[1 + ϑ(rin(Ω))]l−10 O(h−d+2)
= Ldh
−d
∫
Ω∗
∫
Ω
φ2u(x)l(u)
−d dx du
+ ε0Hd−1(∂Ω)
[
1 + ϑ(rin(Ω))
]
O(h−d+1) .
This is already the desired bound. Note that the second term on the right side is negligible
for the asymptotics if ε0 ≪ 1.
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4.3. Contribution from the bad part of the boundary Ωb. For the third term on the
right side of (31), Lemmas 2.1 and 3.5 yield
0 ≤
∫
Ωb
Tr(φuHΩφu)−l(u)
−d du ≤ Ldh−d
∫
Ωb
∫
Ω
φ2u(x)l(u)
−d dx du
≤ Ch−d|Ωb|
≤ CHd−1(∂Ω)h−d+1(µ(ε, r) + ϑ(l0) + ε2)/ε0 ,
(37)
Here we used Ωb ⊂ {u ∈ Rd : dist(u, ∂Ω) ≤ l0} \ Gε,r and assumed l0 ≤ s0 where s0 is the
constant from Lemma 3.5. The latter condition holds for h small enough depending on ε0,
ε, r and Ω.
The bound (37) will be sufficient for us. Note that the term on the right side is negligible
for the asymptotics if (µ(ε, r) + ϑ(l0) + ε
2)/ε0 ≪ 1.
4.4. Contribution from the good part of the boundary Ωg. The term coming from
Ωg is more troublesome to deal with. It is the only term which contributes to the second
term of the asymptotic expansion, and thus we need to understand its behavior in more
detail.
Let u ∈ Ωg. Then by definition there is a p(u) ∈ Gε,r such that u ∈ Γε,r(p(u)). We
define two conical sets associated with u, namely,
Iε = Iε(u) = {x ∈ Rd : (x− p(u)) · ν(p(u)) > ε|x− p(u)|} ,
Uε = Uε(u) = {x ∈ Rd : −(x− p(u)) · ν(p(u)) ≥ ε|x− p(u)|}c .
We note the inclusions Iε ∩Br(p) ⊆ Ω∩Br(p) ⊆ Uε ∩Br(p) and ∂Ω∩Br(p) ⊂ Uε \ Iε. If h
is small enough so that l0 ≤ r/2 (note that this condition on h depends only on ε0 and r),
then the fact that l(u) = l0 implies that Bl(u)(u) ⊂ Br(p), and so
Iε ∩Bl(u)(u) ⊆ Ω ∩Bl(u)(u) ⊆ Uε ∩Bl(u)(u) . (38)
It is shown in [3] that there is a half-space L∗ = L∗(u) such that p(u) ∈ ∂L∗, dist(u, ∂L∗)
= dist(u, ∂Ω) and Iε ⊂ L∗(u) ⊂ Uε. These inclusions together with (38) and domain
monotonicity imply that
Tr(φuHIεφu)− ≤ Tr(φuHΩφu)− ≤ Tr(φuHUεφu)− ,
Tr(φuHIεφu)− ≤ Tr(φuHL∗φu)− ≤ Tr(φuHUεφu)− .
Since all the previous arguments hold for any u ∈ Ωg we infer that∣∣∣
∫
Ωg
Tr(φuHΩφu)−l(u)
−d du−
∫
Ωg
Tr(φuHL∗(u)φu)−l(u)
−d du
∣∣∣
≤
∫
Ωg
[
Tr(φuHUε(u)φu)− − Tr(φuHIε(u)φu)−
]
l(u)−d du .
(39)
A technical point here is that the choice of the point p(u) and the half space L∗(u) can
be made so that it depends in a measurable way on u. The fact that this is possible can be
seen by constructing the map u 7→ p(u) in the following manner. Take a countable dense
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p
∂Ω
∂L∗
ν
α
α
Γr,ε
∂Iε
∂Uε
·u
r/2
r/2
l′
l
Figure 1. The different sets involved in the construction. Here α =
arcsin(ε), p = p(u), ν = ν(p(u)) and l = dist(u, ∂Ω) = dist(u, ∂L∗) and
l′ = dist(u, ∂Iε). The shaded two-sided truncated cone is the set Γr,ε(p).
subset S in Gε,r. The continuity of the map p 7→ Γε,r(p) implies that Gε,r = ∪p∈S Γε,r(p).
Choose an ordering of S and define the u 7→ p(u) by mapping u to the point p ∈ S which
appears first in this ordering. The inverse image of any measurable subset of ∂Ω is then a
countable union of intersections of the sets Γε,r which is measurable. The map u 7→ L∗(u)
can be constructed in a similar manner.
We will argue that the second term on the left side of (39) contains the relevant terms
in the asymptotics. In fact, by Lemma 2.3 in [10] (the case ω ≡ 0 of Lemma 2.3 above but
valid for all h > 0) it holds that
Tr(φuHL∗φu)− = Ldh
−d
∫
L∗
φ2u(x) dx−
Ld−1
4
h−d+1
∫
∂L∗
φ2u(x) dHd−1(x)+l(u)d−2O(h−d+2) .
Integrating these asymptotics we obtain∫
Ωg
Tr(φuHL∗(u)φu)−l(u)
−d du = Ldh−d
∫
Ωg
∫
L∗(u)
φ2u(x)l(u)
−d dx du
− Ld−1
4
h−d+1
∫
Ωg
∫
∂L∗(u)
φ2u(x)l(u)
−d dHd−1(x) du
+
∫
Ωg
l(u)−2 du O(h−d+2) .
(40)
The first two terms on the right side are almost the terms that we are looking for, namely,
Ldh
−d
∫
Ωg
∫
Ω
φ2u(x)l(u)
−d dx du− Ld−1
4
h−d+1Hd−1(∂Ω) . (41)
Note that in the first term on the right side of (40) we want to replace the domain L∗(u) of
the u-integration by Ω. Similarly, in the second term we essentially want to replace ∂L∗(u)
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by ∂Ω (although eventually we will argue slightly differently). The last term on the right
side of (40) is controlled by (34).
Thus, in the remainder of this subsection we need to do two things, namely first to
control the error between the right side of (40) and (41), and second to bound the term on
the right side of (39).
4.4.1. The volume terms. First we show that the difference between the first term on the
right side of (40) and the first term in (41) is small. We bound∫
Ωg
∣∣∣
∫
Ω
φ2u(x) dx −
∫
L∗(u)
φ2u(x) dx
∣∣∣l(u)−d du ≤
∫
Ωg
∫
Ω∆L∗(u)
φ2u(x)l(u)
−d dx du
≤
∫
Ωg
∫
Uε(p)\Iε(p)
φ2u(x)l(u)
−d dx du (42)
≤ C
∫
Ωg
|(Uε(p) \ Iε(p)) ∩ suppφu|l(u)−d du .
For u ∈ Ωg we have l(u) ≥ dist(u, ∂Ω). By Lemma 3.3 we find |u − p(u)| ≤ 2l(u) and
hence
(Uε(p) \ Iε(p)) ∩Bl(u)(u) ⊂ (Uε(p) \ Iε(p)) ∩B3l(u)(p(u)) , (43)
which in turn implies that
|(Uε(p) \ Iε(p)) ∩Bl(u)(u)| ≤ |(Uε(p) \ Iε(p)) ∩B3l(u)(p(u))| ≤ Cεl(u)d .
Inserting this bound into (42) and recalling (33) yields
h−d
∫
Ωg
|(Uε(p) \ Iε(p)) ∩ suppφu|l(u)−d du ≤ Ch−dε|Ωg|
≤ Ch−dεl0Hd−1(∂Ω)(1 + ϑ(l0))
= Cεε−10 h
−d+1Hd−1(∂Ω)(1 + ϑ(l0)) .
Note that this term is negligible for the asymptotics if εε−10 ≪ 1.
4.4.2. The boundary terms. Next, we consider the difference between the second term on
the right side of (40) and the second term in (41). We shall show that∣∣∣∣
∫
Ωg
∫
∂L∗(u)
φ2u(x)l(u)
−ddHd−1(x) du−Hd−1(∂Ω)
∣∣∣∣ ≤ CHd−1(∂Ω)(µ(ε, r)+ϑ(l0)+ε2) . (44)
Note that the right side is negligible for the asymptotics if µ(ε, r) + ϑ(l0) + ε
2 ≪ 1. This
is a weaker requirement than the one we met in (37).
Let u ∈ Ωg. We know from (32) that l(u) = l0 and therefore φu(x) = φ((x − u)/l0).
We define
f(xd) =
∫
Rd−1
φ(x′, xd)2 dx′ .
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Let y ∈ ∂L∗(u) such that |u − y| = dist(u, ∂L∗(u)) = dist(u, ∂Ω). Then ∂L∗(u) = {x ∈
R
d : (x− y) · (u− y) = 0} and∫
∂L∗(u)
φu(x)
2 dHd−1(x) =
∫
∂L∗(u)
φ
(x− y
l0
− u− y
l0
)2
dHd−1(x)
= ld−10 f(|u− y|/l0) .
The last equality follows by scaling and from the fact that φ is radial. Since f is even, we
can write
f(|u− y|/l0) = f(δΩ(u)/l0) .
This proves that∫
Ωg
∫
∂L∗(u)
φ2u(x)l(u)
−d dHd−1(x) du = l−10
∫
Ωg
f(δΩ(u)/l0) du .
Next, we show that, up to a controllable error, the set Ωg on the right side can be
replaced by Rd. Indeed, we have
0 ≤ l−10
∫
Ωb
f(δΩ(u)/l0) du ≤ l−10 ‖f‖L∞ |Ωb|
≤ CHd−1(∂Ω)(µ(ε, r) + ϑ(l0) + ε2) ,
(45)
where we used the same bound as in (37). Moreover, since φ has support in B1(0), f has
support in [−1, 1] and therefore (32) implies that f(δΩ(u)/l0) = 0 for u /∈ Ωg ∪ Ωb.
Thus, we are left with analysing
l−10
∫
Rd
f(δΩ(u)/l0) du = l
−1
0
∫
R
f(t/l0)Hd−1({u ∈ Rd : δΩ(u) = t}) dt .
The identity here comes again from the co-area formula together with (7).
The idea in the following is that l−10 f(t/l0) is an approximate delta function at t = 0.
Note that ∫
R
f(xd) dxd = ‖φ‖2L2 = 1 .
The following argument is a quantitative, ‘two-sided’ version of a special case of [8, Propo-
sition 1.1]. To justify the replacement of l−10 f(t/l0) by a delta function write
l−10
∫ ∞
0
f(t/l0)Hd−1({u ∈ Rd : δΩ(u) = t}) dt− (1/2)Hd−1(∂Ω)
= l−10
∫ ∞
0
f(t/l0)
d
dt
(
|{u ∈ Ω : δΩ(u) ≤ t}| − Hd−1(∂Ω)t
)
dt
= l−20
∫ ∞
0
f ′(t/l0)
(
|{u ∈ Ω : δΩ(u) ≤ t}| − Hd−1(∂Ω)t
)
dt
= l−20 Hd−1(∂Ω)
∫ ∞
0
f ′(t/l0) t ϑinner(t) dt .
24 R. L. FRANK AND S. LARSON
This, together with a similar formula for t < 0 and the fact that f is supported in [−1, 1],
implies that
∣∣∣∣l−10
∫
R
f(t/l0)Hd−1({u ∈ Rd : δΩ(u) = t}) dt−Hd−1(∂Ω)
∣∣∣∣
≤ 2l−20 Hd−1(∂Ω)ϑ(l0)
∫ ∞
0
|f ′(t/l0)| t dt
= 2Hd−1(∂Ω)ϑ(l0)
∫ ∞
0
|f ′(xd)|xd dxd .
This completes the proof of (44).
4.4.3. Estimating the error from (39). To complete the proof, it remains to control the
error made in our local approximation of Bl(u)(u)∩Ω by Bl(u)(u)∩L∗(u), that is, the right
side of (39). We shall show that
∫
Ωg
[
Tr(φuHUε(u)φu)− − Tr(φuHIε(u)φu)−
]
l(u)−d du
≤ CHd−1(∂Ω)(1 + ϑ(l0))
(
εε−10 + ε
1/3
0
)
h−d+1 .
Note that in order to show that this term does not interfere with the asymptotics we need
to make εε−10 + ε
1/3
0 small.
Plugging in the asymptotics of Lemma 2.10 we find that
∫
Ωg
[
Tr(φuHUε(u)φu)− − Tr(φuHIε(u)φu)−
]
l(u)−d du
≤ Ldh−d
∫
Ωg
∫
Uε(p)\Iε(p)
φ2u(x)l(u)
−d dx du
− Ld−1
4
h−d+1
∫
Ωg
(∫
∂Uε(p)
φ2u(x) dHd−1(x)−
∫
∂Iε(p)
φ2u(x) dHd−1(x)
)
l(u)−d du
+ Ch−d+4/3
∫
Ωg
l(u)−4/3 du .
The first term can be handled as in (42) and is thus ≤ CHd−1(∂Ω)(1 + ϑ(l0))εε−10 h−d+1.
The third term is ≤ CHd−1(∂Ω)(1 + ϑ(l0))ε1/30 h−d+1 by (34) and the choice of l0.
In order to bound the second term, let H denote the hyperplane through p(u) orthogonal
to ν(p(u)). Then the map s : Rd−1 → R, x′ 7→ ε√
1−ε2 |x′|, parametrizes ∂Uε and ∂Iε as
graphs over H. In coordinates chosen so that p(u) = 0 and H = {(x′, 0) : x′ ∈ Rd−1}, we
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find that∣∣∣
∫
∂Uε
φ2u(x) dHd−1(x)−
∫
∂Iε
φ2u(x) dHd−1(x)
∣∣∣
≤
∫
Rd−1
|φ2u(x′, s(x′))− φ2u(x′,−s(x′))|
√
1 + |∇s|2dx′
≤ 4ε
1− ε2 ‖φu‖L∞‖∇φu‖L∞
∫
B3l(u)
|x′| dx′
≤ Cε√
1− ε2 l(u)
d−1 ,
where we used |x′| ≤ 3l(u) in suppφu, see (43). Combined with (33) we find that the error
coming from the second term of (34) is ≤ CHd−1(∂Ω)(1 + ϑ(l0))εh−d+1.
4.5. Gathering the error terms. The proof of Theorem 4.1 can now be completed by
combining the contributions from Ω∗,Ωb,Ωg and estimating the localization error from
Lemma 2.8. Note that (10) implies that∫
Ω∗
∫
Ω
φ2u(x)l(u)
−d dx du+
∫
Ωg
∫
Ω
φ2u(x)l(u)
−d dx du+
∫
Ωb
∫
Ω
φ2u(x)l(u)
−d dx du = |Ω| .
For all 0 < h ≤ 2rin(Ω), r > 0, ε ∈ (0, 1/2] and ε0 ∈ (0, 4] satisfying
h/ε0 = l0 ≤ min
{
r/2, s0, rin(Ω)/2
}
(with s0 = s0(ε, r,Ω) given by Lemma 3.5) we can conclude that
h−d+1
∣∣∣Tr(HΩ)− − Ld|Ω|h−d + Ld−1
4
Hd−1(∂Ω)h−d+1
∣∣∣
≤ CHd−1(∂Ω)
[
ε0
[
1 + ϑ(rin(Ω))
]
+
µ(ε, r) + ϑ(l0)
ε0
+
(
ε−10 ε+ ε
1/3
0
)[
1 + ϑ(l0)
]]
,
(46)
where the constant C depends only on the dimension. (Here we have simplified some terms
using the fact that ε ≤ 1/2 and ε0 ≤ 4.) This proves (28) and therefore concludes the proof
of Theorem 4.1. 
5. Uniform asymptotics for convex sets
Our goal in this section is to prove the following
Theorem 5.1. Let Ω ⊂ Rd, d ≥ 2, be a convex bounded open set. Then, for all h > 0,
hd−1
∣∣∣Tr(HΩ)− − Ld|Ω|h−d + Ld−1
4
Hd−1(∂Ω)h−d+1
∣∣∣ ≤ CHd−1(∂Ω)( hrin(Ω)
)1/11
,
where the constant C depends only on the dimension.
Clearly, this is equivalent to Theorem 1.2. To prove Theorem 5.1 we follow the same
strategy as in the proof of Theorem 4.1. The geometry of Ω enters into the final inequal-
ity (46) in that proof via the three quantities ϑ(l0), µ(ε, r) and s0(ε, r,Ω) (the latter as a
constraint on the size of h).
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Our first goal in this section is to show that ϑ(Ω, t) can be bounded for convex Ω
through t/rin(Ω) only. This makes the geometric dependence of the term ϑ(l0) in (46)
explicit.
It is not so easy to bound µ(ε, r) and s0(ε, r,Ω) explicitly, even for convex sets. Our
second goal in this section is therefore to prove a replacement of Lemma 3.5 for convex sets
where the geometry enters only through rin(Ω) and Hd−1(∂Ω).
Having achieved these two goals, a straightforward modification of the proof of Theo-
rem 4.1 will prove Theorem 5.1.
Throughout this section we assume that Ω ⊂ Rd is a convex open set. The arguments
that follow are based on ideas related to the notion of inner parallel sets. The inner parallel
set of Ω at distance t is defined to be
Ωt = {u ∈ Ω : dist(u,Ωc) > t} . (47)
By [22, Theorem 1.2] and monotonicity of the measure of the perimeter of convex bodies
under inclusions we know that
Hd−1(∂Ω)
(
1− t
rin(Ω)
)d−1
+
≤ Hd−1(∂Ωt) ≤ Hd−1(∂Ω) for all t ≥ 0 . (48)
Our first application of (48) will be to show that, as claimed above, one has two-sided
bounds for rin(Ω) in terms of |Ω| and Hd−1(∂Ω). Indeed, by the co-area formula and (7)
one has
|Ω| =
∫ rin(Ω)
0
Hd−1(∂Ωs) ds .
Applying (48) and integrating we find that
|Ω|
Hd−1(∂Ω) ≤ rin(Ω) ≤
d|Ω|
Hd−1(∂Ω) . (49)
Remark 5.2. It might be worth noting that both bounds in (49) cannot be improved. In
the upper bound equality is achieved if Ω is a ball and, more generally, if and only if Ω
is a form body (see [22, 29]). In the lower bound equality is asymptotically achieved by
(0, L)d−1 × (0, 1) in the limit L→∞.
The following lemma achieves the first goal mentioned at the beginning of this section.
Lemma 5.3. Let Ω ⊂ Rd be a convex open set. Then for all 0 ≤ t ≤ rin(Ω),
|ϑinner(Ω, t)| ≤ C t
rin(Ω)
, |ϑouter(Ω, t)| ≤ C t
rin(Ω)
, ϑ(Ω, t) ≤ C t
rin(Ω)
, (50)
where the constants depend only on the dimension.
Proof of Lemma 5.3. We first bound the measure of {u ∈ Ω : dist(u,Ωc) < t} from both
above and below. Using the co-area formula and (7) in the same manner as above we have
that, for 0 ≤ t ≤ rin(Ω),
|{u ∈ Ω : dist(u,Ωc) < t}| =
∫ t
0
Hd−1(∂Ωs) ds .
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By the upper bound in (48) it follows that, for t ≥ 0,
|{u ∈ Ω : dist(u,Ωc) < t}| ≤ tHd−1(∂Ω) .
Correspondingly, the lower bound in (48) implies that, for 0 ≤ t ≤ rin(Ω),
|{u ∈ Ω : dist(u,Ωc) < t}| =
∫ t
0
Hd−1(∂Ωs) ds
≥ Hd−1(∂Ω)
∫ t
0
(
1− s
rin(Ω)
)d−1
ds
=
Hd−1(∂Ω)rin(Ω)
d
(
1−
(
1− t
rin(Ω)
)d)
≥ tHd−1(∂Ω)
(
1− d− 1
2rin(Ω)
t
)
.
Consequently we find that
− d− 1
2rin(Ω)
t ≤ ϑinner(t) ≤ 0 .
To obtain the corresponding bounds for the measure of {x ∈ Ωc : dist(x,Ω) < t} we first
note that {u ∈ Rd : dist(u,Ω) < t} is convex and its inner parallel set at distance t is Ω.
By applying (48) to this set and using rin({u ∈ Rd : dist(u,Ω) < t}) = rin(Ω) + t we find
that
Hd−1({u ∈ Rd : dist(u,Ω) = t})
( rin(Ω)
rin(Ω) + t
)d−1
≤ Hd−1(∂Ω) ≤ Hd−1({u ∈ Rd : dist(u,Ω) = t}) .
Rearranging and arguing as before one finds
tHd−1(∂Ω) ≤ |{u ∈ Rd : dist(u,Ω) < t}| ≤ tHd−1(∂Ω)
(
1 +
2d − d− 1
d rin(Ω)
t
)
,
and hence
0 ≤ ϑouter(t) ≤ 2
d − d− 1
d rin(Ω)
t .
By combining the bounds for ϑinner and ϑouter one obtains the third inequality in (50).
This completes the proof of the lemma. 
The following lemma achieves the second goal mentioned at the beginning of this section.
Note that this is similar to (25) but without involving µ(ε, r) or ϑ and with an explicit
value for s0.
Lemma 5.4. Let Ω ⊂ Rd be a convex open set. Then, for all ε ∈ (0, 1], r ∈ (0, εrin(Ω))
and s ∈ (0, r/2],
|{u ∈ Rd : dist(u, ∂Ω) < s} \ Gε,r| ≤ CHd−1(∂Ω) sr
εrin(Ω)
,
where C depends only on the dimension.
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Proof of Lemma 5.4. We divide the proof into three steps.
Step 1: We define a set G ⊆ ∂Ω.
We recall that Ωt is defined in (47). We denote by reg(∂Ωt) the set of points x ∈ ∂Ωt
for which the inner unit normal νt(x) exists. We consider the natural normal-map defined
for t ∈ [0, rin(Ω)) by
ft : reg(∂Ωt)× R+ → Rd , (x, s) 7→ x− sνt(x) .
We observe that ft(reg(∂Ωt), s) ⊆ reg(∂Ωt−s) for 0 < s ≤ t and, in particular, that
ft(reg(∂Ωt), t) ⊆ reg(∂Ω). We also note that for all s ∈ [0, t] the inwards pointing normal
to ∂Ωt−s at ft(x, t− s) is equal to the normal at x, νt(x). It follows that the image of the
map ft(x, · ) : [0,∞) → Rd is a ray starting at x and passing orthogonally through ∂Ω at
the point ft(x, t). If ft(x, t) is (ε, r)-good this ray forms the axis of symmetry for the cone
Γε,r(ft(x, t)). After these preparations, we now set
G = fr/ε(reg(∂Ωr/ε), r/ε) .
Step 2: We show that for ε ∈ (0, 1) and r ∈ (0, εrin(Ω)) every p ∈ G is (ε, r)-good.
Note that we only need to check the (ε, r)-condition in the inwards direction, since for
any y ∈ reg(∂Ω) the boundary ∂Ω is contained in the half-space {u ∈ Rd : (u−y)·ν(y) ≥ 0}.
The main idea behind the construction of G is based on the observation that if a point
y ∈ reg(∂Ω) fails to be (ε, r)-good then it cannot be in the image of ft for suitably chosen t,
see Figure 2.
Assume that y ∈ reg(∂Ω) fails to be (ε, r)-good. If there is a point of reg(∂Ωt) which is
mapped to y ∈ reg(∂Ω) under the normal map ft it must be the point y+ tν(y). However,
since y is not (ε, r)-good there is a point y′ ∈ Ωc such that |y′−y| = r and (y′−y)·ν(y) = εr.
By elementary trigonometry we find that if t > r2ε then |y + tν(y)− y′| < t, and therefore
y + tν(t) does not belong to ∂Ωt implying that y /∈ ft(reg(∂Ωt), t). This proves that any
p ∈ G = fr/ε(reg(∂Ωr/ε), r/ε) is an (ε, r)-good point of ∂Ω.
Step 3: We now prove the inequality in the lemma.
We observe that for any fixed t > 0 and all s ≥ 0 the map ft( · , s) is injective,
and by convexity Hd−1(ft(reg(∂Ωt), s)) is an increasing functions of s. Note also that
Hd−1(reg(∂Ωt)) = Hd−1(∂Ωt) since Hd−1-a.e. point of the boundary of a d-dimensional
convex set is regular (see [29]).
Lemma 5.3 implies that
|{u ∈ Rd : dist(u, ∂Ω) < s} \ Gε,r| ≤ 2sHd−1(∂Ω)(1 + Cs/rin(Ω))
− |{u ∈ Rd : dist(u, ∂Ω) < s} ∩ Gε,r| .
Therefore using s ≤ r/2 ≤ r/(2ε) we see that the claimed inequality will follow from
|{u ∈ Rd : dist(u, ∂Ω) < s} ∩ Gε,r| ≥ 2sHd−1(∂Ω)
(
1− Cr
εrin(Ω)
)
, ∀s ≤ r/2 .
Since every p ∈ G is (ε, r)-good
fr/ε(reg(∂Ωr/ε), r/ε + s
′) ⊂ Gε,r , ∀s′ ∈ (−r/2, r/2) .
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y + r2εν
α′
α′
αy
y′
∂Ω
ν
r
Figure 2. A 2-dimensional cross-section of a neighborhood of y illustrating
the idea behind the construction of G. Here α = arcsin(ε) and α′ = pi/2−α.
Therefore, using again the co-area formula, (7), (48) and the fact that Hd−1(ft(∂Ωt, s)) is
increasing in s,
|{u ∈ Rd : dist(u, ∂Ω) < s} ∩ Gε,r| ≥
∫ s
−s
Hd−1(fr/ε(reg(∂Ωr/ε), r/ε+ s′) ds′
≥ 2sHd−1(fr/ε(reg(∂Ωr/ε), r/ε − s)
≥ 2sHd−1(∂Ωr/ε)
≥ 2sHd−1(∂Ω)
(
1− r
εrin(Ω)
)d−1
≥ 2sHd−1(∂Ω)
(
1− (d− 1)r
εrin(Ω)
)
.
This completes the proof of Lemma 5.4. 
Remark 5.5. The points in the set G in the previous proof are a lot better than (ε, r)-good.
The proof shows essentially that for any p ∈ G the principal curvatures of ∂Ω are bounded
from above by ∼ εr−1. That this set is large for r small enough follows from Aleksandrov’s
theorem on a.e. twice differentiability of convex functions.
As explained at the beginning of this subsection, proving Theorem 5.1 is now simply
a matter of bounding all the relevant error terms in the derivation of the asymptotic
expansion.
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Proof of Theorem 5.1. We repeat the proof of Theorem 4.1 but in (37) and (45), where we
used Lemma 3.5, we simply keep the term |Ωb|. In this way we find
h−d+1
∣∣∣Tr(HΩ)− − Ld|Ω|h−d + Ld−1
4
Hd−1(∂Ω)h−d+1
∣∣∣
≤ CHd−1(∂Ω)
[
ε0
[
1 + ϑ(rin(Ω))
]
+
|Ωb|
hHd−1(∂Ω) + ϑ(l0) +
(
ε−10 ε+ ε
1/3
0
)[
1 + ϑ(l0)
]]
,
where we again require 0 < h < 2rin(Ω), r > 0, ε ∈ (0, 1/2] and ε0 ∈ (0, 4] to be chosen so
that
h/ε0 ≤ min
{
r/2, rin(Ω)/2
}
.
We now use the convexity of Ω to bound the terms which still depend on the geometry.
By (49) we have
ϑ(rin(Ω)) ≤ C and ϑ(l0) ≤ C l0
rin(Ω)
.
Furthermore, if r ≤ εrin(Ω) and l0 ≤ r/2, then Lemma 5.4 implies that
|Ωb| ≤ CHd−1(∂Ω) l0r
εrin(Ω)
= CHd−1(∂Ω) hr
εε0rin(Ω)
.
Therefore, the error term above is bounded by
CHd−1(∂Ω)
[
r
εε0rin(Ω)
+ ε−10 ε+ ε
1/3
0
]
.
(Here we have dropped a term h/(ε0rin(Ω)) coming from the bound on ϑ(l0), since h ≤
ε0r ≤ ε0εrin(Ω), so this term is ≤ ε and therefore also ≤ 4 ε−10 ε.) The above bound is valid
provided the parameters satisfy
h ≤ ε0 r/2 and r ≤ ε rin(Ω) .
It remains to choose the parameters. We first assume that s = h/rin(Ω) ≤ 1. Optimizing
successively over r, ε and ε0 in that order and adjusting the constants we arrive at the
choices
r = (1/2)rin(Ω) s
8/11 , ε = (1/2) s4/11 , ε0 = 4 s
3/11 .
Clearly all constraints are satisfied and the final error is
CHd−1(∂Ω) s1/11 = CHd−1(∂Ω)(h/rin(Ω))1/11 .
This is the claimed bound for h ≤ rin(Ω).
Finally, for any convex Ω ⊂ Rd the first eigenvalue of −∆Ω satisfies λ1(Ω) ≥ pi24rin(Ω)2 [17,
27]. Hence Tr(HΩ)− = 0 for all h ≥ (2/pi)rin(Ω) and, in particular, for h ≥ rin(Ω).
Combining this observation with the fact that |Ω|rin(Ω) ≤ Hd−1(∂Ω) (see (49)) the claimed
bound holds also for any h ≥ rin(Ω), which completes the proof. 
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Appendix A. Proof of Lemma 2.8
What remains to conclude our analysis is to prove Lemma 2.8. As mentioned earlier the
proof follows the same strategy as the proof of Proposition 1.1 in [10].
Proof of Lemma 2.8. Set
γ =
∫
Rd
φu(φuϕHΩϕφu)
0
−φul(u)
−d du .
Clearly γ ≥ 0 and by (10) γ ≤ 1. Since the range of γ is a subset of H10 (Ω) the variational
principle tells us that
Tr(ϕHΩϕ)− ≥ −Tr(γϕHΩϕ) =
∫
Rd
Tr(φuϕHΩϕφu)−l(u)
−d du .
This completes the proof of one side of the inequality.
To complete the proof we use the following version of the IMS-localization formula: for
f ∈ H10 (Ω),
1
2
(f, φ2uϕ(−∆)ϕf) +
1
2
(f, ϕ(−∆)(φ2uϕf)) = (f, φuϕ(−∆)ϕφuf)− (ϕf, ϕf(∇φu)2) .
By (10) this yields that
(f, ϕ(−∆)ϕf) =
∫
Rd
(
(f, φuϕ(−∆)ϕφuf)− (ϕf, ϕf(∇φu)2)
)
l(u)−d du . (51)
Using the properties of l and φu in Lemma 2.5 one can show, see the proof of [32,
eq. (68)], that ∫
Rd
(∇φu)2(x)l(u)−d du ≤ C
∫
Rd
φ2u(x)l(u)
−d−2 du .
When combined with (51) we find that
Tr(ϕHΩϕ)− ≤
∫
dist(u,Ω∩ suppϕ)≤l(u)
Tr(φuϕ(HΩ − Ch2l(u)−2)ϕφu)−l(u)−d du . (52)
Let 0 < ρu ≤ 1 be an additional parameter to be chosen later. By the variational
principle
Tr(φuϕ(HΩ − Ch2l(u)−2)ϕφu)−
≤ Tr(φuϕHΩϕφu)− +Tr(φuϕ(−ρuh2∆Ω − ρu −Ch2l(u)−2)ϕφu)−
≤ Tr(φuϕHΩϕφu)− + Ld(ρu + Ch2l(u)−2)1+d/2ρ−d/2u h−d
∫
Ω
φ2u(x)ϕ(x)
2 dx ,
where we in the last step used Lemma 2.1.
Setting ρu = h
2l(u)−2/M2, which by assumption is bounded by 1, we conclude that
Tr(φuϕ(HΩ − Ch2l(u)−2)ϕφu)− (53)
≤ Tr(φuϕHΩϕφu)− + LdM−2(1 + CM2)1+d/2h−d+2l(u)−2
∫
Ω
φ2u(x)ϕ(x)
2 dx .
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Since ‖φu‖L∞ ≤ C and |suppφu| ≤ Cl(u)d it holds that∫
dist(u,Ω∩ suppϕ)≤l(u)
∫
Ω
φu(x)
2ϕ(x)2l(u)−d−2 dx du (54)
≤ ‖ϕ‖2L∞(Ω)
∫
dist(u,Ω∩ suppϕ)≤l(u)
∫
Ω
φu(x)
2l(u)−d−2 dx du
≤ C‖ϕ‖2L∞(Ω)
∫
dist(u,Ω∩ suppϕ)≤l(u)
l(u)−2 du .
Combining (52), (53) and (54) completes the proof of the lemma. 
We now move on to proving that the inequality of Proposition 1.1 in [10] can be extended
to all h > 0. We also show that the same construction allows us to prove the analogous
statement for the length scale used in the proof of Theorem 1.1.
We begin with a function l as in Lemma 2.5 and any constant S > 0. Assuming that
h ≥ Smaxdist(u,Ω∩ suppϕ)≤l(u) l(u) then by Lemma 2.1 and (10)
∣∣∣Tr(ϕHΩϕ)− −
∫
Rd
Tr(φuϕHΩϕφu)−l(u)
−d du
∣∣∣
≤ h−dLd
∫
Ω
ϕ2(x) dx + h−dLd
∫
Rd
∫
Ω
ϕ2(x)φ2u(x)l(u)
−d dx du
= h−d2Ld
∫
dist(u,Ω∩ suppϕ)≤l(u)
∫
Ω
ϕ2(x)φ2u(x)l(u)
−d dx du
≤ h−dC‖ϕ‖2L∞(Ω)
∫
dist(u,Ω∩suppϕ)≤l(u)
du
≤ h−d+2C‖ϕ‖2L∞(Ω)S−2
∫
dist(u,Ω∩ suppϕ)≤l(u)
l(u)−2 du .
(55)
Here we used that
∫
Ω ϕ
2(x)φu(x)
2 dx ≤ ‖ϕ‖2L∞Cl(u)d to obtain an estimate which matches
that of Lemma 2.8.
Assume now that we are given a length scale l depending on a parameter l0, which itself
depends on h in such a way that there are constants δ, µ > 0 such that for h ≤ δ one has
l0 ≥ µh.
We first consider the length scale used in [10]:
l(u) =
1
2
(
1 + (dist(u,Ωc) + l20)
−1/2)−1, with 0 < l0 ≤ 1 .
We have that
min
dist(u,Ω)≤l(u)
l(u) =
l0
2 + 2l0
,
max
dist(u,Ω)≤l(u)
l(u) ≤ 1/2 .
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If h ≤ δ and we set M = 2+µδµ then
M min
dist(u,Ω)≤l(u)
l(u) =
2 + 2µδ
µ
l0
2 + 2l0
≥ 2 + 2µδ
µ
µh
2 + 2µh
≥ h .
Therefore, we can in the regime h ≤ δ apply Lemma 2.8 with M as above. On the other
hand, if h > δ then with S = 2δ we have
S max
dist(u,Ω)≤l(u)
l(u) ≤ 2δ/2 < h .
Thus if h > δ we can apply (55) with S = 2δ. In conclusion, with the choices of l and l0
made in [10] the claimed inequality is valid for all h > 0.
Similarly, for the length scale (29) used in the proof of Theorem 1.1 we have
min
dist(u,Ω)≤l(u)
l(u) = l0 ,
max
dist(u,Ω)≤l(u)
l(u) ≤ rin(Ω)/2 .
Setting M = 1/µ and S = 2δ/rin(Ω) we find
M min
dist(u,Ω)≤l(u)
l(u) = l0/µ ≥ h , for h ≤ δ ,
S max
dist(u,Ω)≤l(u)
l(u) ≤ δ < h , for h > δ ,
and we can conclude in the same manner as above.
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