correlations between zeros does hold away from the origin, while it fails at the origin.
We will mostly consider the non-Gaussian SO(2) ensemble of random polynomials but our approach is quite general. In Section 9, we will discuss extensions to multivariate and complex ensembles of random polynomials.
Consider the real random polynomial of the form
1)
where c k are independent identically distributed random variables such that
When c k = N(0, 1), the standard Gaussian random variable, the distribution of real zeros of f n (x) has two remarkable properties:
(1) the mathematical expectation of the number of real zeros of f n (x) is equal to √ n:
(2) the normalized distribution of real zeros on the real line is the Cauchy distribution:
(see [5, 13, 14] ). Both properties are exact for any finite n. The second property can be reformulated as follows. Set 5) so that θ k is the stereographic projection of x k . Then θ k 's are uniformly distributed on the circle
For θ k 's, a stronger statement is valid: if K nm (s 1 , . . . , s m ) is the m-point correlation function of θ k 's, then for any a, K nm s 1 + a, . . . , s m + a = K nm s 1 , . . . , s m , (1.7)
the SO(2)-invariance [5] . As shown in [5] , as n → ∞, there exists the scaling limit of cor- with explicit formulae for the limiting correlation functions.
In the present work, we will be interested in an extension of these results to nonGaussian c k 's. When c k is not Gaussian, the SO(2) symmetry is broken and properties (1) and (2) do not hold in general. The central question is whether properties (1) and (2) hold asymptotically as n → ∞. We will answer this question under appropriate conditions on the probability distribution of c k . We will assume that the probability distribution of c k is absolutely continuous with respect to the Lebesgue measure, with a continuous density function r(t). Conditions on r(t) will be formulated below. In Sections 2, 3, and 4, we will show the universality of the Cauchy distribution as a limiting distribution of real zeros away from the origin. In Sections 5 and 6, we will derive a nonuniversal scaling behavior of the distribution of real zeros near the origin. In Sections 7 and 8, we will prove the universality of limiting correlation functions away from the origin. In the concluding Section 9, we will discuss extensions of our results to multivariate random polynomials.
Distribution of real zeros
We will be first interested in the distribution of real zeros of f n (x), and our calculations will be based on the Kac-Rice formula. The Kac-Rice formula [17, 24] expresses the density p n (x) of the distribution of real zeros of the polynomial f n (x) as
1)
where D n (ξ, η; x) is the joint distribution density of f n (x) and f n (x). Since f n (0) = c 0 , f n (0) = √ nc 1 , we obtain that
In particular, if c k = N(0, 1),
3)
Assume now that x = 0. Ef n (x)f n (x) = nx 1 + x 2 n−1 , E f n (x) 2 = n 1 + nx 2 1 + x 2 n−2 ≡ ζ 2 n (x).
(2.5)
To study the limit as n → ∞, it is useful to rescale f n (x), f n (x). Let
6)
where
, k = 0, 1, . . . , n, (2.7)
are the weights. Let D n (ξ, η; x) be the joint distribution density of g n (x) and g n (x). Then
It is convenient to orthogonalize the pair g n (x),g n (x). To that end, define 13) and
(2.14)
Observe that by (2.11) and (2.14),
From (2.10),
Let D n (ξ, η; x) be the joint distribution density of g n (x) and h n (x). Then
hence equation (2.9) reduces to
From (2.11) and (2.14),
(2.20) 
By (1.2) and (2.15), for all real x,
If c k 's are Gaussian, then g n (x) and h n (x) are Gaussian as well and equation (2.21) reduces to
(2.23)
We calculate the asymptotics of the weights µ k (x) as n → ∞. By the Stirling formula,
24)
Therefore,
The minimum of Θ(u; x) in u is attained at 28) and 
hence Θ(u; x) is a convex function on the interval 0 < u < 1. Therefore, we obtain from (2.26) that there exists C > 0 such that
By (2.17), (2.26) , and (2.29),
Simple estimates show that, similarly to (2.31), there exists C > 0 such that
The main results of this section are summarized as follows.
Proposition 2.1. For x = 0, the density p n (x) of the zeros distribution of random polynomial (1.1) is given by formula (2.21), where D n (ξ, η) is the joint distribution density of the random variables
(2.35)
For every x = 0, the vectors µ(x) = (µ 0 (x), . . . , µ n (x)) and λ(x) = (λ 0 (x), . . . , λ n (x)) are orthonormal (cf. (2.15) and (2.22)). In addition, there exists C > 0 such that for all x = 0,
For x = 0, the density p n (x) is given by formula (2.2). show that the random variables g n (x) and h n (x) are represented, when x = 0, as a sum of a big number of small independent random variables. Therefore, we can expect the central limit theorem for the random vector (g n (x), h n (x)), that is, as n → ∞, the joint distribution of g n (x) and h n (x) converges to the joint distribution of two independent standard Gaussian random variables. Below we will prove that under appropriate conditions on the distribution of c k , this convergence does take place, and it is uniform in x on any compact set away from the origin. To apply this result further to the convergence of p n (x), by using the Kac-Rice formula (2.1), we will, in fact, prove a local central limit theorem, together with some estimates on the tail of the distribution of (g n (x), h n (x)).
Universality of the limiting distribution of real zeros
Let ϕ(s) be the characteristic function of c k :
Observe that by (1.2),
We will assume that ϕ(s) satisfies the following estimate: for some a, q > 0,
In addition, we will assume that ϕ(s) is a three-times differentiable function and there exist c 2 , c 3 > 0 such that
Since ϕ (0) = 0, this implies that for real s,
Conditions (3.3), (3.4) are fulfilled for any density of the form 6) where V(t) is a polynomial of even degree with a positive leading coefficient such that
More generally, introduce the following class of densities.
Class D n of densities. A probability density function r(t) belongs to the class
r(t) is C 2 -smooth, and for any j = 0, . . . , n, there exists C j > 0 such that for all t ∈ R,
We will denote 10) uniformly for all x such that δ −1 ≥ |x| ≥ δ. This means that the normalized distribution density function of real zeros of f n (x) has a universal limit of the Cauchy distribution if
This shows that at x = 0, the universal limit (3.10) does not hold in general. It is possible to derive a scaling formula for p n (x) in a vicinity of x = 0, which interpolates between (3.11) and (3.10); see Section 5. when c k has a centered Gamma distribution.
We will prove Theorem 3.1 in Section 4. In fact, we will prove that for any δ > 0 and any > 0, there exists C > 0 such that for all x such that δ < |x| < δ −1 ,
This estimates the rate of convergence of p n (x)/ √ n to the Cauchy distribution density
. In subsequent sections, we will prove the convergence of correlation functions. We will assume a stronger condition on the characteristic function ϕ(s): it is C ∞ smooth and for any j ≥ 2, there is c j > 0 such that
Under the stronger condition, it will follow the better rate of convergence for the correlation functions, and, in particular, for the density Let D n (ξ, η; x) be the joint distribution density of g n (x), h n (x) and Φ n (γ) = Φ n (γ; x), the corresponding characteristic function,
where γ = (α, β). Our strategy will be to prove that D n (ξ, η; x) converges, in an appropriate sense, to the Gaussian density (1/2π)e
2 ) . This will be a Lindeberg-type local central limit theorem for vector random variables, with an additional estimate of the tail of the density D n (ξ, η; x). First we will prove that the characteristic function Φ n (γ)
converges to e
. From (2.6) and (2.12), we have that
where ϕ is the characteristic function of c k and 
Proof. From (4.2) and (3.3),
We have that
Partition all k's into T groups M j so that, for each group,
Then from (4.5),
Take T = L/q, then (4.1) follows. Lemma 4.1 is proved.
, then for any L > 0, there exist a 0 , C > 0 and
(4.10)
By repeating the proof of Lemma 4.1, we obtain that
(4.12)
Thus,
which implies (4.10) for j = 1.
In addition, from (4.14), we obtain that
By (3.4) and (4.12), 
Proof. Observe that by (3.1),
From (4.4) and (4.10), we obtain that
if L is taken greater than 1. This implies (4.21). Lemma 4.3 is proved.
Let κ > 0 be a fixed small number:
, then for any L > 0, there exist a 0 > 0, C > 0, and 28) and if γ ∈ Λ n , then
To prove (4.27), we write that
We have the estimate
hence similar to Lemma 4.1, we obtain that
; hence there exists some
Thus, from (4.30), we obtain that
(4.34)
Hence, 
Proof. From (4.1),
(4.37)
hence (4.36) follows from (4.27). Lemma 4.5 is proved.
Proof of Theorem 3.1. By (2.21), we have that
Let τ > 0 be an arbitrary number. By Lemma 4.5,
Also,
Take τ = 1/12−κ 0 /3. Then, combining the last three estimates, we obtain that there exists
which implies (3.10). Theorem 3.1 is proved.
Scaling near zero
In this section, we will describe a crossover asymptotics from (3.11) to (3.10). The crossover takes place on a small scale of the order of n −1/2 . Define the scaled variable y as
Consider in Proposition 2.1 the random variables
which gives that
In particular,
As n → ∞, we have the limits
Moreover, we have the following estimate of the error term. 
(5.8)
In addition, for |y| ≤ n 1/8 and all k,
Proof. From (5.3), (5.6), we have that
which gives (5.7). From (5.4), hence (5.13) follows. From (5.3) and (5.13), we obtain (5.9).
Observe that
Consider the random variables We will prove the following result.
Theorem 5.2. Let f n (x) be a random polynomial of degree n, as defined in (1.1). Let p n (x)
be the distribution density function of real zeros of f n (x), and let ϕ(s) be the characteristic function of c k . Assume that for some a, A > 0, 19) uniformly in y in the interval |y| ≤ n 1/8 . In addition, (3.10) holds uniformly in x in the set
As a corollary of Theorems 3.1 and 5.2, we will prove the following result. By (2.21),
where D n (ξ, η; y) is the joint distribution density of g n (y/ √ n) and h n (y/ √ n). Therefore, Theorem 5.2 will be proven if we prove that
Let Φ n (γ; y), where γ = (α, β), be the joint characteristic function of g n (y/ √ n) and h n (y/ √ n). Then, by (5.2),
where ϕ is the characteristic function of c k and
Let Φ(γ; y) be the joint characteristic function of g(y/ √ n) and h(y/ √ n). Then, by (5.16),
where Observe that
Lemma 6.1. There exists C > 0 such that for all y in the interval |y| ≤ n 1/8 ,
where we set ω kn (y) = 0 for k > n.
Proof. By Lemma 5.1, if k ≤ n 1/4 , then for some C 0 > 0, 9) and for k > n 1/4 ,
By summing up these inequalities over k = 0, 1, . . . , we obtain (6.8).
Lemma 6.2. If |y| ≤ n 1/8 , then for some A 0 > 0, 
14)
hence there exists C > 0 such that which implies (6.11) for j = 1. The cases j = 2, 3 are dealt similarly.
By the same argument, we prove similar estimates for Φ(γ; y). Proof. Observe that
ϕ w k (y) .
(6.18)
Therefore, for some C > 0,
By Lemma 6.1, this implies that
We apply Lemmas 6.2 and 6.3 to estimate the tail of D n (ξ, η; y) and D(ξ, η; y). Proof of Theorem 5.2. By (6.1) and (5.17), 24) and by Lemma 6.5,
This proves (5.19).
To prove (3.10), observe that if n −3/8 ≤ |x| ≤ 1, then by (2.36), there exists C > 0 such that
Therefore, in this case, the proof of Theorem 3.1 is applicable and (3.10) follows.
Proof of Theorem 5.3. By comparing (5.19) with (3.10), we obtain that
hence by (5.19),
(6.30)
In addition, from (3.10), we obtain that By combining these two relations, we obtain that
Observe that the probability distribution of zeros p n (x)dx is invariant with respect to the transformation x → x −1 . Indeed, the probability distribution of the polynomial
coincides with the one of f n (x) because c k 's are identically distributed. Hence the distribution of zeros of x n f n (x −1 ) coincides with the one of f n (x) so that it is invariant with respect to the transformation x → x −1 . Thus, 
Existence and universality of limiting correlation functions
Let f n (x) be a random polynomial of degree n, as defined in (1.1), and let (x 1 , . . . , x m ) be m distinct points. We will assume that all x i = 0. To evaluate the m-point correlation function of zeros, we will use the following extension of the Kac-Rice formula (see [5, 8] ):
where D nm (ξ, η; x 1 , . . . , x m ) is the joint distribution density function of the random vec-
. By a change of variables, formula (7.1) is first reduced to
where D nm (0, η; x 1 , . . . , x m ) is the joint distribution density function of the random vectors ξ = g n x 1 , . . . , g n x m , η= g n x 1 , . . . , g n x m (7.3) (cf. (2.9)), and then it is reduced to
where D nm (ξ, η; x 1 , . . . , x m ) is the joint distribution density function of the random vectors ξ = g n x 1 , . . . , g n x m , η= h n x 1 , . . . , h n x m (7.5) (cf. (2.21) ). We find now that
and from (2.7), that
Next, by (2.14) and (2.20), 8) and by (2.7),
This gives that
α n x i , x j .
(7.10) We make the change of variable
Then formulae (7.7) and (7.10) simplify to
To get a proper scaling, we fix a θ 0 , the reference point, and set
where y is a scaled variable. Then (7.12) reduces to
(7.14)
As n → ∞,
More precisely, it follows from (7.12) that as n → ∞, a n y i , y j = a y i , y j + O n −1 ,
From (2.35), we obtain that
hence formula (7.4) reduces, under the change of variable (7.11), to the following.
Proposition 7.1. The m-point correlation function of the scaled zeros τ j ≡ √ n(arctan x j − θ 0 ) is given by the formula
where D nm (ξ, η; y 1 , . . . , y m ) is the density of the joint distribution of the random vectors
where 20) and
We can formulate now our main result. Consider a Gaussian vector random field (g(y), h(y)) on the line such that Eg(y) = Eh(y) = 0,
It is realized as 25) and for any j ≥ 2, there exists c j > 0 such that
Assume that the reference point θ 0 = 0 and y i = y j for i = j. Then for every m ≥ 1, there exists the limit 27) where
We will prove, in fact, that for any δ > 0 and any ε > 0, there exists C > 0 such that for any θ 0 and y = (y 1 , . . . , y m ) such that δ < |θ 0 | < π/2− δ and δ < |y i − y j |, i = j,
This estimates the rate of convergence of K nm (y 1 , . . . , y m ) to K m (y 1 , . . . , y m ).
(2) Conditions (7.25), (7.26) are fulfilled for any density r(t) of the class D ∞ .
We will prove Theorem 7.2 by showing that D nm (ξ, η; y) converges to D m (ξ, η; y),
where y = (y 1 , . . . , y m ), in an appropriate sense, so that we will be able to prove that the integral in (7.18) converges to the one in (7.28). 
be the characteristic function of the random vector (ξ, η), where
From (7.20), we have that
We will prove the following basic lemma. 
A proof of Lemma 8.1 is given in the appendix. We will prove the following addition to the basic lemma.
Lemma 8.2. If ϕ(s) satisfies (7.25) and (7.26), then for any L > 0, there exist a 0 > 0 and 
Proof. Observe that by (8.1),
where ∆ is the Laplacian; hence
From (8.6), we obtain that there exists a constant C 0 such that
(8.10)
if L is taken greater than m. This implies (8.7). Lemma 8.3 is proved.
Remark 8.4. The constants a 0 in (8.5) and (8.6), C k in (8.6), and C in (8.7) are uniform with respect to θ 0 and y, assuming that δ < |θ 0 | < π/2 − δ and |y i − y j | > δ, i = j, for some δ > 0.
Proof of Theorem 7.2. Let κ > 0 be a small fixed number:
By (2.36), there exists a constant C 0 > 0 such that
Therefore, for each γ ∈ Λ n , we have that
where γ T is the transpose vector of γ, and
.
(8.19)
By (7.16), as n → ∞, We will prove the following lemma. 
Proof. We will prove first that
Then we will use (8.23). To prove (8.25), we write that
; hence there exists some constant C 0 > 0 such that
In addition, |ϕ(s)| ≤ 1; hence from (8.26), we obtain that
From (8.16) and (8.17), we obtain now that there exists some constant C 1 such that
Finally, from (8.23), we have that 
(8.32)
From Lemma 8.5, we obtain that there exists C 0 > 0 such that
By Lemma 8.1, there exists C 0 > 0 such that
T is a nondegenerate Gaussian kernel, there exists, obviously, C 0 > 0 such that Lemma 8.6 is proved.
We will prove Theorem 7.2 from Lemmas 8.3 and 8.6. Let τ > 0 be a fixed small number. By (7.18) and (7.28),
By Lemma 8.6, 
From (8.36), (8.37), (8.38) , and (8.39), we obtain that there exists C > 0 such that
Since τ 1 = (2m + 3)κ + 2mτ can be made as small as we want, Theorem 7.2 is proved.
Conclusion
In the present work, we have proved that the correlation functions of real zeros of a random polynomial of form (1.1) have a universal scaling limit if we stay away from the origin. The method of the proof is based on the Kac-Rice type formula for the correlation functions and on the convergence of the Kac-Rice kernel to a universal Gaussian limit.
The convergence to the Gaussian kernel is established as a local central limit theorem for not identically distributed multivariate random variables, with some appropriate additional estimates. The method of the proof is rather general and it can be extended to ensembles of multivariate random polynomials. We consider briefly these extensions.
Real zeros of non-Gaussian multivariate random polynomials. Let x = (x 0 , . . . , x d ) ∈ R d+1 . Consider a random homogeneous multivariate polynomial in x,
2) Z + = {n ∈ Z, n ≥ 0}, and c k are identically distributed real random variables. Assume that
In the case when {c k } are independent standard Gaussian random variables, we obtain the Gaussian SO(d + 1) ensemble. It is worth mentioning that the Gaussian SO(d + 1)
ensemble was introduced and studied by Kostlan [18] .
Theorem 9.1. Assume that ϕ(s), the characteristic function of c k , satisfies estimates (7.25), (7.26) . Assume that the reference point θ 0 = P ≡ (1, 0, . . . , 0) ∈ RP d and y (i) = y (j)
for i = j. Then for every m ≥ 1, there exists the limit
Complex zeros of complex non-Gaussian multivariate random polynomials. There is a complex counterpart of Theorem 9.1. Consider multivariate polynomial (9.1) with complex coefficients c k , where {c k } are independent identically distributed complex random variables such that [7, 8, 9, 10] ) (for d = 1 case, see also earlier works [11, 12, 16] ). Let D m (ξ, η; y (1) , . . . , y (m) ) be the joint distribution density of the complex Gaussian random tensors ξ and η defined in (9.6) and (9.8). By using our approach, we are able to prove the following theorem. We assume that the probability distribution of c k is absolutely continuous with respect to the Lebesgue measure on the plane, and its characteristic function The matrix D is positive definite (see [5] ); hence Due to (A.6), D n is also positive definite for large n, uniformly in n. This proves (A.3).
Partition now all k's into T groups M j so that for each group, involves higher-order derivatives of ϕ and different s j 's. If the derivative of ϕ is of the second order or higher, we get µ k (s j ) or λ k (s j ) at least second power. If the derivative of ϕ is of the first order, we get µ k (s j )ϕ (ω k ) or λ k (s j )ϕ (ω k ). In both cases, we use (A.10), (7.26) , and (A.14) to prove that
∂γ k ≤ C 0 |γ| |k| 1 + |γ| 
