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Abstract
Let A be the infinitesimal generator of an exponentially stable,
strongly continuous semigroup on a Hilbert space. We show that the
powers of the Cayley transform of A are bounded by a constant times
log(n+ 1). The proof is based on Lyapunov equations.
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1 Introduction to the main result
Consider the linear differential equation:
x˙(t) = Ax(t), x(0) = x0 (1)
on the Hilbert spaceX. A standard numerical way of solving such a differen-
tial equation is the Crank-Nicolson method. In this method, the differential
equation (1) is replaced by the difference equation:
xd(n+ 1) = (A+ I) (A− I)−1 xd(n), xd(0) = x0. (2)
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The operator (A+ I)(A− I)−1 is known as the Cayley transform of A, and
we denote it by Ad.
We are interested in understanding how the Cayley transform affects
the solutions to the differential equation (1). For instance, what happens to
stability and stable solutions. More specifically, if we know that the solutions
of the differential equation (1) are exponentially stable, so ‖ exp(At)‖ ≤
Me−ωt, with ω > 0, what can be said about the solutions of the difference
equation (2) and ‖And‖?
Van Dorsselaer, Kraaijevanger and Spijker [3] studied this question for
X being a finite-dimensional Banach space. For these finite-dimensonal
systems, the Cayley transform does not change the stability properties of the
solutions. For example, a bounded semigroup corresponds with a bounded
solution of the difference equation. So, if for the semigroup holds:
sup
t≥0
‖eAt‖ =:M <∞,
then also the Cayley transform powers are bounded:
‖And‖ ≤ min(s, n+ 1) e M <∞, for all n ∈ N,
where s is the dimension of the space X.
Since this bound depends on the dimension, it is not applicable for
infinite-dimensional systems. For infinite-dimensional Banach spaces, there
is the famous result of Brenner and Thome´e [1], giving
‖And‖ ≤M ·M1 ·
√
n.
For Hilbert spaces, Gomilko [4] improved this result. He proved that the
solutions of equation (2) are bounded by a constant times log(n+ 1), if the
solutions of equation (1) are bounded.
In this paper, we obtain a similar result as Gomilko, but we present a
different proof. The result is:
Theorem 1.1. Let A generate an exponentially stable C0-semigroup on the
Hilbert space X, such that, ‖ exp(At)‖ ≤ Me−ωt with ω > 0, then for the
n-th power of its Cayley transform Ad, the following estimate holds:
‖And‖ ≤ 1 + 2M +
(
M√
2
+ 1
)
M√
ω
+ (2log n− 1)
(
M2 +
√
2M
)
. (3)
For the proof, we use a technique which applies Lyapunov equations.
This technique, used by Zwart in [5], is explained in section 2. Section 3
is quite technical: we derive some lemma’s which we use in section 4 to
complete the proof of the main result.
2
2 Lyapunov equations
In this section, we focus on Lyapunov equations. They will lead to a Lya-
punov estimate: a first step to proof the main result.
To every exponentially stable semigroup exp(At), one can find a unique
solution Q to the corresponding Lyapunov equation. With this equation,
we show that Q is also the solution to a discrete Lyapunov equation for Ad.
This discrete Lyapunov equation leads to the following estimate:
Lemma 2.1 (Lyapunov estimate). Let A generate an exponentially stable
C0-semigroup, such that, ‖ exp(At)‖ ≤ Me−ωt with ω > 0, then for the
Cayley transform Ad of A and the operator C =
√
2(A− I)−1, the following
estimate holds:
∞∑
n=0
‖CAndx‖2 ≤
M2
2ω
‖x‖2. (4)
Proof. The semigroup exp(At) is exponentially stable, so there exists a Lya-
punov function Q such that:
A∗Q+QA = −I, (5)
with ‖Q‖ ≤ M22ω . Equation (5) is called the continuous Lyapunov equation.
We show that for the Cayley transform Ad a discrete Lyapunov equation
exists with solution Q. For this we use equation (5):
A∗dQAd −Q = (A− I)−∗
[
(A+ I)∗Q(A+ I)
− (A− I)∗Q(A− I)
]
(A− I)−1
= C∗
[
A∗Q+QA
]
C
= −C∗C.
From this, the following estimate for Ad follows:
∞∑
n=0
‖CAndx‖2 ≤ ‖Q‖‖x‖2 ≤
M2
2ω
‖x‖2.
For further details on Lyapunov equations we refer to [2, Chapter 4].
Remark 2.2. For A∗, a similar estimate holds:
∞∑
n=0
‖C∗A∗nd x‖2 ≤
M2
2ω
‖x‖2. (6)
These estimates are important for proving the main result. We build on
this in the next section.
3
3 Estimates on operators
In this section we apply the Lyapunov estimates of the previous section, and
we make some technical steps towards the proof of the main result.
Firstly, we define a sequence of operators which starts with And . Secondly,
we estimate the last operator of the sequence. Finally, we estimate the
difference between two adjacent operators in the sequence. By repeatedly
applying this last estimate we can prove the main result. This will be done
in section 4.
Definition 3.1. We define the operators Aj and Cj by:
Aj := (γjA− εjI + I) (γjA− εjI − I)−1 , (7)
Cj =
√
2 (γjA− εjI − I)−1 . (8)
with:
γj+1 =
1
2
γj, γ0 = 1 (9)
εj+1 =
1
2
+
1
2
εj , ε0 = 0 (10)
The operators Aj are the Cayley transform of a generator of an expo-
nentially stable C0-semigroup. This means we can apply Lemma 2.1 with
C = Cj.
Remark 3.2. From Definition 3.1, it follows that A0 = Ad.
Now, we consider the operator sequence:
A
nj
j , with j ∈ {0, . . . , N}, N = ⌊2log n⌋, (11)
nj+1 = ⌊nj
2
⌋, with n0 = n, nN = 1. (12)
We will end the proof with an estimate on the norm of the first operator,
‖An00 ‖ = ‖And‖. To arrive there, we start with an estimate on the norm of
the last operator, ‖AnNN ‖ = ‖AN‖:
Lemma 3.3. Let AN be the operator defined by Definition 3.1, then the
following estimate holds:
‖AN‖ ≤ 1 + 2M. (13)
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Proof. For the proof, we use the Hille-Yosida Theorem [2, Theorem 2.1.12]
and that γN , ω and εN are positive:
‖AN‖ = ‖ (γNA− εNI + I) (γNA− εN I − I)−1 ‖
= ‖ (γNA− εNI − I + 2I) (γNA− εNI − I)−1 ‖
= ‖I + 2 (γNA− (εN + 1)I)−1 ‖
≤ 1 + 2 M
γNω + εN + 1
≤ 1 + 2M.
Next, we want to estimate the difference between two successive opera-
tors, A
nj
j and A
nj+1
j+1 . For this, we need the following lemma, which focusses
on even nj.
Lemma 3.4. Let Ak and Ak+1 be defined by Definition 3.1, then the fol-
lowing estimate holds:
‖A2mk −Amk+1‖ ≤
M2
2
√
γkω + εk
√
γk+1ω + εk+1
. (14)
Proof. Firstly, we need the following result:
A2k −Ak+1 = (γkA− εkI + I)2 (γkA− εkI − I)−2
− (γk+1A− εk+1I + I) (γk+1A− εk+1I − I)−1
= (γkA− εkI − I)−2
[
(γkA− εkI + I)2 (γk+1A− εk+1I − I)
− (γkA− εkI − I)2 (γk+1A− εk+1I + I)
]
·
(γk+1A− εk+1I − I)−1 . (15)
We simplify the middle part:
(γkA− εkI + I)2 (γk+1A− εk+1I − I)
− (γkA− εkI − I)2 (γk+1A− εk+1I + I)
= 4 (γkA− εkI) (γk+1A− εk+1I)− 2 (γkA− εkI)2 − 2I
=
(
4γkγk+1 − 2γ2k
)
A2 +
(
4εkγk − 4εkγk+1 − 4εk+1γk
)
A
+
(
4εkεk+1 − 2ε2k − 2
)
I
=
(
2εk − 4εk+1
)
γkA+
(
4εkεk+1 − 2ε2k − 2
)
I
= −2γkA+ (2εk − 2) I
= −2 (γkA− εkI + I) ,
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where we used equation (9) and (10). Substituting this in equation (15),
gives:
A2k−Ak+1
= −2 (γkA− εkI − I)−2 (γkA− εkI + I) (γk+1A− εk+1I − I)−1
= −AkCkCk+1. (16)
Secondly, we remark that we can write A2mk − Amk+1 as a finite sum in the
following way,
A2mk −Amk+1 =
m−1∑
j=0
A
2(m−1−j)
k
[
A2k −Ak+1
]
A
j
k+1. (17)
Now using equation (16) and equation (17), we get the following expression:
‖A2mk −Amk+1‖
= ‖
m−1∑
j=0
A
2(m−1−j)
k
[
A2k −Ak+1
]
A
j
k+1‖
= ‖
m−1∑
j=0
A
2(m−j)−1
k Ck Ck+1A
j
k+1‖
= sup
‖x‖=1
‖
m−1∑
j=0
A
2(m−j)−1
k Ck Ck+1A
j
k+1x‖
= sup
‖x‖,‖y‖=1
|〈y,
m−1∑
j=0
A
2(m−j)−1
k Ck Ck+1A
j
k+1x〉|
≤ sup
‖x‖,‖y‖=1
m−1∑
j=0
|〈y,A2(m−j)−1k Ck Ck+1Ajk+1x〉|
= sup
‖x‖,‖y‖=1
m−1∑
j=0
|〈C∗kA∗2(m−j)−1k y,Ck+1Ajk+1x〉|
6
≤ sup
‖x‖,‖y‖=1
∞∑
j=0
|〈C∗kA∗2(m−j)−1k y,Ck+1Ajk+1x〉|
≤ sup
‖x‖,‖y‖=1

 ∞∑
j=0
‖C∗kA∗2(m−j)−1k y‖2
‖y‖2


1
2

 ∞∑
j=0
‖Ck+1Ajk+1x‖2
‖x‖2


1
2
≤ M
2
2
√
γkω + εk
√
γk+1ω + εk+1
.
In the penultimate step we used the Cauchy-Schwarz inequality on ℓ2(X).
In the last step we used Lemma 2.1 and Remark 2.2.
If nk is even, Lemma 3.4 gives an estimate for two successive operators.
For an odd power nk, we need an extra step.
Lemma 3.5. Let Ak be defined by Definition 3.1, then the following estimate
holds:
‖An+1k −Ank‖ ≤
M√
γkω + εk
. (18)
Proof. Using Lemma 2.1, gives:
‖An+1k −Ank‖ = ‖ (Ak − I)Ank‖ = ‖
(
I +
√
2Ck − I
)
Ank‖
=
√
2‖CkAnk‖ = sup
x 6=0
√
2
‖CkAnkx‖
‖x‖
≤ sup
x 6=0
(
2
∞∑
n=0
‖CkAnkx‖2‖x‖−2
) 1
2
≤ M√
γkω + εk
.
The difference between to successive operators can be estimated as fol-
lows:
Lemma 3.6. Let Ak and Ak+1 be defined by Definition 3.1, then the fol-
lowing estimate holds:
‖Ankk −A
nk+1
k+1 ‖ ≤
M2
2
√
γkω + εk
√
γk+1ω + εk+1
+
M√
γkω + εk
. (19)
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Proof. In case nj is even, Lemma 3.4 implies equation (19). In case nj is
odd, we combine Lemma 3.4 and Lemma 3.5:
‖Ankk −A
nk−1
2
k+1 ‖ = ‖Ankk −Ank−1k +Ank−1k −A
nk−1
2
k+1 ‖
≤ ‖Ankk −Ank−1k ‖+ ‖Ank−1k −A
nk−1
2
k+1 ‖
≤ M
2
2
√
γkω + εk
√
γk+1ω + εk+1
+
M√
γkω + εk
.
Now we have the tools to prove the main result.
4 Proof of the main result
In this section we proof Theorem 1.1. For this we use Lemma 3.3 and Lemma
3.6.
Proof of the main result. We write And as a sum of operators of equation
(11):
‖And‖ = ‖An00 ‖ = ‖AN + (An00 −An11 ) +
N−1∑
j=1
(A
nj
j −A
nj+1
j+1 )‖
≤ ‖AN‖+ ‖An00 −An11 ‖+
N−1∑
j=1
‖Anjj −A
nj+1
j+1 ‖.
By Lemma 3.3, we have an estimate for the norm of AN .
‖AN‖ ≤ 1 + 2M.
We also recall Lemma 3.6:
‖Ankk −A
nk+1
k+1 ‖ ≤
M2
2
√
γkω + εk
√
γk+1ω + εk+1
+
M√
γkω + εk
.
From equation (9), (10) and (11), we know that N = ⌊2log n⌋, √γ0ω + ε0 =√
ω and (γkω+εk)
− 1
2 ≤ √2 for k ≥ 1. Combining these, we find an estimate
for every operator in the sequence.
‖And‖ ≤ ‖AN‖+ ‖An00 −An11 ‖+
N−1∑
j=1
‖Anjj −A
nj+1
j+1 ‖
≤ 1 + 2M +
(
M√
2
+ 1
)
M√
ω
+ (2log n− 1)
(
M2 +
√
2M
)
.
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We remark that for this estimate ω has to be positive. This means that
the semigroup has a negative growth bound, and the estimate does not hold
for bounded semigroups. Note that Gomilko proved ‖Anb ‖ ≤ M1 log(n + 1)
for all bounded semigroups. The question whether with our techniques the
estimate can be improved, is still open. Whether the logarithmic growth of
‖And‖ is the worst growth, is another open problem.
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