Abstract-We study the average distortion introduced by quantizing compressive sensing measurements. Both uniform quantization and non-uniform quantization are considered. The asymptotic distortion-rate functions are obtained when the measurement matrix belongs to certain random matrix ensembles. Furthermore, we adapt two well-known compressive sensing reconstruction algorithms to accommodate the quantization effects. The performance of the new reconstruction methods is assessed through extensive computer simulations.
I. INTRODUCTION
Compressive sensing (CS) has received significant attention due to its wide applications in medical imaging, biosensing, and spectrum monitoring. It is a sampling method that converts unknown input signals, embedded in a high dimensional space, into signals that lie in a space of significantly smaller dimension, using linear measurements. In general, it is an ill-posed problem to recover the unknown signal using measurements embedded in a reduced-dimensional space. Nevertheless, if the input signal is sufficiently sparse, exact reconstruction is possible [1] - [3] , which is the central result of CS theory. As a result, CS significantly reduces the number of measurements required to acquire an unknown sparse signal.
There exist many different methods for sparse signal reconstruction. Assume that the unknown signal x ∈ R N is K-sparse, i.e., there are at most K nonzero entries in x. A naive reconstruction method is to search among all possible signals and find the sparsest one which is consistent with the linear measurements. In general, this method requires only m = 2K random linear projections. Unfortunately, to find the sparsest signal representation is a NP-hard problem. On the other hand, the work by Donoho and Candès et al [1] - [3] demonstrated that sparse signal reconstruction is a polynomial time problem, provided that more measurements are taken. This is achieved by casting the reconstruction problem as a linear programming problem, and by solving it using the basis pursuit (BP) method. More recently, the authors proposed the so called subspace pursuit (SP) algorithm in [4] (see the independent work [5] for a related approach), with computational complexity linear in the signal dimension, and with a required number of linear measurements of the same order as that needed for the BP method. For both BP and SP algorithms, the reconstruction distortion is also analyzed when the measurements are subjected to noise and when the noise power is upper bounded [4] , [6] .
For most practical applications, it is reasonable to assume that the measurements are quantized and therefore do not have infinite precision. For bounded compressible signals, which have transform coefficients with magnitudes that decay according to a power law, an upper bound on the reconstruction distortion introduced by a uniform quantizer was derived in [7] . The same quantizer was studied in [8] for exactly K-sparse signals and it was shown that a large fraction of quantization regions is not used [8] . All of the above approaches focus on the worst case analysis, or simple onebit quantization [9] . Another approach includes the work [10] and [11] , which is concerned with analyzing the probability of support set misdetection.
As opposed to the worst case analysis, we are focusing on the average distortion introduced by quantization. The effects of both uniform quantization and non-uniform quantization are studied. The asymptotic distortion-rate function is characterized when the measurement matrix is taken from certain random matrix ensembles. For the more general case in which the measurement matrix is deterministic, lower and upper bounds on the asymptotic distortion-rate function are derived. Finally, the BP and SP algorithms are adapted to accommodate the quantization effects. The performance of the quantizationadapted BP and SP algorithms is assessed empirically.
II. PRELIMINARIES

A. Compressive Sensing (CS)
In CS, one encodes a signal x of dimension N by computing a measurement vector y of dimension of m N via linear projections, i.e., y = Φx, where Φ ∈ R m×N is the measurement matrix. In this paper, we assume that x ∈ R N is exactly K-sparse, i.e., that there are exactly K entries of x that are nonzero. The reconstruction problem is to recover x given y and Φ.
The BP method casts the reconstruction problem as an l 1 -minimization problem, i.e., min x 1 subject to y = Φx,
where
|x i | denotes the l 1 -norm of the vector x. Problem (1) is a convex optimization problem that can be solved efficiently by linear programming techniques. The reconstruction complexity equals O m 2 N 3/2 if the solution is derived using interior point methods [12] .
The computational complexity can be further reduced by the SP algorithm, recently proposed by two groups independently in [4] , [5] . It is an iterative algorithm drawing on the theory of list decoding. The computational complexity is upper bounded by O Km(N + K 2 ) , which is significantly smaller than that of the BP method when K N . See [4] for a detailed performance and complexity analysis of the algorithm.
A sufficient condition for both BP and SP algorithms to perform exact reconstruction is related to the so called restricted isometry property (RIP) [2] .
The RIP constant is defined as the infimum of all parameters δ for which the RIP holds, i.e.,
Most known families of matrices satisfying the RIP property with optimal or near-optimal performance guarantees are random, and include Gaussian random matrices with i.i.d.
For completeness, we briefly describe the SP algorithm. For an index set T ⊂ {1, 2, · · · , N}, let Φ T be the "truncated matrix" consisting of the columns of Φ indexed by T , and let span (Φ T ) denote the subspace in R m spanned by the columns of Φ T . Suppose that Φ * T Φ T is invertible. For any given y ∈ R m , the projection of y onto span (Φ T ) is defined as
where Φ * denotes the conjugate transpose of Φ. The corresponding projection residue vector y r and projection coefficient vector x p are defined as
and
The steps of the SP algorithm are summarized below. 
B. Scalar Quantization
Let C ⊂ R be a finite discrete set, referred to as a codebook. A scalar quantizer is described by a mapping from R to the codebook C,
where ω is referred to as a level and R ω is the quantization region corresponding to level ω. The performance of a quantizer is often captured by its distortion-rate function, defined as follows. The distortion measure is assumed to be the squared Euclidean distance. For a random source Y , the distortion associated with a quantizer q is
For a given codebook C, the optimal quantization level that minimizes the Euclidean distortion measure is given by
The distortion associated with this codebook C equals
Let R := log 2 |C| be the rate of the codebook C. For a given code rate R, the distortion-rate function is given by
For quantized compressive sensing, we assume that the quantization functions for all the coordinate of the measurement vector Y are the same. The corresponding distortion-rate function is therefore
Necessary conditions for optimal quantization have been given in [13] . For simplicity, we assume that the random variable Y does not have mass points. The quantization region for a level
An optimal quantizer satisfies the following conditions: 1) If the optimal quantizer has levels ω i−1 and ω i , then the threshold that minimizes the mean square error (MSE) is
2) If the optimal quantizer has thresholds t i−1 and t i , then the level that minimizes the MSE is
Lloyd's algorithm [13] for quantizer codebook design is based on the above necessary conditions (7) and (8). Lloyd's algorithm starts with an initial codebook, and then of each iteration, it computes the thresholds t i s according to (7) and updates the codebook via (8) . Although Lloyd's algorithm does not guarantee global optimality, it produces locally optimal codebooks.
As a low-complexity alternative, a uniform quantizer is most widely used in practice. A uniform quantizer is associated with a "uniform codebook"
R . In compressive sensing, when only uniform quantization is taken into consideration, the corresponding distortion-rate function is defined by
III. DISTORTION ANALYSIS
We analyze the asymptotic behavior of the distortion-rate functions introduced in Section II-B. We assume that the quantization codebook C is designed offline and fixed when the measurements are taken.
Our analysis of different quantization schemes will be structured around Subgaussian signals, defined below.
Definition 2. A random variable
One important property of Subgaussian distributions is that they have a well defined moment generating function. Note that the Gaussian and Bernoulli distributions are special cases of the Subgaussian distribution.
A. Distortion of Measurements
We first consider the following scenario.
Assumptions I:
m×N , where the entries of A are i.i.d. Subgaussian random variables with zero mean and unit variance. 2) Let X ∈ R N be exactly K-sparse, that is, the signal X has exactly K nonzero entries. Assume that the support set T = {1 ≤ i ≤ N : X i = 0} is uniformly distributed, and that the nonzero entries of X are i.i.d. Subgaussian random variables with zero mean and unit variance. The asymptotic distortion-rate function of the measurement vector is characterized below. 
Theorem 3. Suppose that Assumptions I hold and K < m < N . Then
Remark 4. According to Theorem 3, if the quantization rate R is sufficiently large, the distortion of the optimal non-uniform quantizer is approximately 1/R of that of the optimal uniform quantizer. The proof is based on the fact that the distributions of 
Assumptions II:
1) For a given matrix Φ, let
where [m] = {1, 2, · · · , m} and
K denotes the set of all subsets of [N ] with cardinality K. 2) Assume that X ∈ R n is exactly K-sparse, the support set T is uniformly distributed and the nonzero entries of X are i.i.d. standard Gaussian random variables. With Assumptions II at hand, bounds on the distortion-rate function are summarized below.
Theorem 5. Suppose that Assumptions II hold and K < m < N . Then
and 4 ln 2 3
The detailed proof is omitted due to space limitation. We only sketch the basic ideas behind the proof. In order to construct a lower bound, suppose that one has prior information about the support set T before taking the measurements. For a given value of i and for a given T , we calculate the corresponding asymptotic distortion-rate function. The lower bound is obtained by taking the average of these distortion-rate functions over all possible values of i and T . For the upper bound, we design a sequence of sub-optimal scalar quantizers, then apply them to all measurement components, and finally construct a uniform upper bound on their asymptotic distortion-rate functions, valid for all i and T . The uniform upper bound is given by (14).
B. Reconstruction Distortion
It is well known in CS literature that the reconstruction distortion is dependent on the distortion in the measurements. Consider the quantized CS problem formulated as follows:
where E ∈ R m denotes the quantization error. LetX be the reconstructed signal based on the noisy measurementsŶ. Then the reconstruction distortion can be upper bounded by
where the constant c differs for different reconstruction algorithms. The best bounding constant for the BP method was given in [6] , and equals
while for the SP algorithm, the constant was estimated in [4] 
Consider Assumptions I. the reconstruction distortion of scalar quantization is upper bounded by
and the reconstruction distortion of uniform scalar quantization is upper bounded by
for SP alg. for BP alg. .
Under Assumptions II, the reconstruction distortion of scalar quantization is upper bounded by lim sup 
IV. RECONSTRUCTION ALGORITHMS FOR QUANTIZED CS
This section presents modified BP and SP algorithms that take into account the quantization effects. We need the following notation. LetŶ be the quantized measurement vector. FromŶ, the corresponding quantization regions can be easily identified. LetŶ i ∈ R ki , whereŶ i is the i th entry ofŶ and R ki is the corresponding quantization region. We represent the Cartesian product set of R ki s by R: a vector y ∈ R if and only if y ∈ R m and y i ∈ R ki , i = 1, 2, · · · , m. Similar to the standard BP method, the reconstruction problem can be casted as
which again can be efficiently solved by linear programming techniques.
In order to adapt the SP algorithm to the quantization scenario, we describe the geometric interpretation of the projection operation in the SP algorithm. Given y ∈ R m and Φ T ∈ R m×|T | , the projection operation is defined through the following optimization problem
In the modified SP algorithm, the projection operator takes a vector in span (Φ T ) that is closest to the quantization region.
Definition 6. For given Φ T ∈ R m×|T | ,Ŷ and R, define
and (x,ỹ) = arg min
It can be verified that x * and y * are well defined. Based on Definition 6, we replace the resid and pcoeff functions in Algorithm 1 with new functions
where the superscript (q) emphasizes that these definitions refer to the quantization scenario. This modification gives rise to the modified SP algorithm. The modified algorithm has larger computational complexity than the standard SP method. In the standard SP algorithm, closed-form formulas are available for projection operations, the computational complexity of which is O mK 2 [4] . For the modified SP algorithm, the computational complexity of solving the quadratic optimization problem in Definition 6 is O K 2 m 3/2 if interior point methods are used [12] . Since the number of iterations is upper bounded by O (K), 1 Remark 8. In [4] , [6] , CS reconstruction under the assumption that the energy of quantization error (or an upper bound on the error energy) is known was discussed. Such a situation can be accommodated in our framework by replacing R with the l 2 -ball y : y −Ŷ 2 ≤ c , where c > 0 is the error energy. On the other hand, R used in this paper provides finer information about Y than the l 2 -ball and is supposed to lead to better reconstruction performance. 
V. EMPIRICAL RESULTS
We performed computer simulations in order to compare the performance of different quantizers and different reconstruction algorithms empirically. The parameters used in our simulations are m = 128, N = 256, and K = 6. Given these parameters, we generated realizations of m × N sampling matrices from the standard i.i.d. Gaussian ensemble and normalized the columns to unit l 2 -norm. We also selected a support set T of size |T | = K uniformly at random, generated the entries supported by T from the standard i.i.d. Gaussian distribution and set all other entries to zero. The quantization rates varied from 2 to 6 bits. For each quantization rate, we used Lloyd's algorithm (Section II-B) to obtain a nonuniform quantizer and then employed brute-force search to find the optimal uniform quantizer. To test different quantizers and reconstruction algorithms, we randomly generated Φ and x independently one thousand times. For each realization, we calculated the measurements Y, the quantized measurementŝ Y, and the reconstructed signalX. Fig. 1 compares uniform and nonuniform quantizers with respect to measurement distortion. Although the quantization rates in our experiments are relatively small, the simulation results are consistent with the asymptotic results of Theorem 3: nonuniform quantizers perform better than uniform quantizers, and the gain increases with the quantization rate. Fig. 2a compares the reconstruction distortion of the standard BP and SP algorithms. A comparison of the modified algorithms is given in Fig. 2 . The modified algorithms reduce the reconstruction distortion significantly. When the quantization rate is 6 bits, the reconstruction distortion of modified algorithms is roughly only one tenth of that of standard algorithms. Furthermore, for both standard and modified algorithms, the reconstruction distortion given by SP algorithms is much smaller that of BP methods. Note that the computational complexity of SP algorithms is also smaller than that of BP methods. An interesting phenomenon occurs with respect to the modified BP method: although nonuniform quantization gives smaller measurement distortion, the corresponding reconstruction distortion is actually slightly larger than that of uniform quantization. At this point, we do not have solid analytical argument to explain this counter-intuitive fact. 
