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Accepted 4 May 2011This paper discusses the potential of Regional Climate Models (RCMs) as reanalysis tools by
presenting a reconstruction of the European climate using several RCMs with diverse physical
parameterizations. The use of RCMs is intended to increase the spatial resolution of the analysis
provided by Global Models through dynamic downscaling. At the same time, the use of several
models allows us to characterize the uncertainties, as these can be estimated from the spread of
the ensemble. When the RCMs are nested in reanalyses instead of in a Global Model it is
possible to create climatologies of unprecedented robustness for variables such as temperature,
precipitation, wind speed, and humidity, among others. While these climatologies are subject
to further improvement as methods and computing power evolve, they point the way forward
to the development of atmospheric information products suitable for a variety of studies
including education, agriculture, renewable energies and climate change research, biogeog-
raphy, insurance, risk assessment, hydrology, and regional planning.




Present-day climatologies of temperature, precipitation or
wind speed have long been used for a variety of applications
spanning from agriculture to hydrological planning or in-
surance. Thus for instance, weather derivatives and weather
risk models generated from climate information have emerged
as a multidisciplinary field in the energy and insurance sectors
(Troccoli et al., 2010). In renewable resources research, the use
of climatologies is useful to confirm the optimum location for
a solar installation, the establishment of a wind farm, and to
dimension hydropower plants (Tapiador, 2009). In hydrolog-
ical planning (Zappa et al., 2010), it is important to know the
seasonal distribution of precipitation and the return periods ofTapiador),
tp.ipsl.fr (N. Viltard),
ro@uclm.es
All rights reserved.extreme events such as floods. Regarding agriculture, climatol-
ogies help farmers to adapt to dry spells and hydric stress
mitigating their effects by using crops that are appropriate to
the site and by planning ahead. Climate change research also
requires precise climatologies as a validation source since a
necessary—but by no means sufficient—condition of model
performance is the ability to correctly simulate present climate.
Traditionally, climatologies of for instance precipitation
were crafted using observations from meteorological stations.
These are still considered as the ground truth in spite of known
limitations, such as cross-calibration difficulties, observational
biases due to wind or evaporation, instrumental errors such as
rusty buckets or human misreadings, to name but a few. One
possibleflaw in the use of observatory data remains the fact that
stations only provide pointwise estimates and that these may
not adequately represent the spatial variability of localweather.
The uncertainties due to the approximation of an areal estimate
using point measurements are highly dependent on the
network density (Villarini et al., 2008). In the case of preci-
pitation, discrepancies are seldom negligible even at decameter
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mates only worsen the problem, as no matter how sophisticat-
ed, these techniques introduce artifacts into the observations
(Krajewski, 1987). In the caseof solidprecipitation, the situation
is aggravated due to, for instance, hail being highly localized in
space and in time, which makes estimates strongly dependent
on the density of the observation network (Sánchez et al.,
2009a; Sánchez et al., 2009b; Tuovinen et al., 2009).
With the advent of satellite technology,more homogeneous
and comprehensive data became available. Satellites provide
areal estimates that represent the mean value of the variable
within the instantaneous field of view (IFOV) of the sensor. The
use of a single, continuously calibrated instrument contributes
to the homogeneity of the records and the inter-calibration of
several satellites and the fractional filling of the IFOV present
known difficulties (Kummerow, 1998). The retrieval problem,
i.e. calculating the actual value of themeteorological parameter
from themeasured radiances, however, is a mathematically ill-
posedproblem;and therefore satellite estimates are sometimes
regarded as less direct than observatory data. Although at first
controversial for climatologists, this point seemedminor when
balanced against the obvious advantages of having quantita-
tive, repeated and objective estimates over both land and sea
and, crucially, with the potential of the future reprocessing
level-1 data (raw radiances as measured by the sensor) using
improved algorithms. Satellite derived climatologies such as
those from the TRMM satellite for precipitation and latent heat
(Tao et al., 2001) are now widely regarded as fundamental for
climate research.
A leap forward in improving our knowledge of climate was
the parallel development of reanalysis techniques. Reanalyses
embed observational records using data assimilation methods
into a physical model. The best-guess (background forecast)
created by the model is a representation of the atmospheric
state that is the most consistent with observations, albeit that
these may have a different weight in the final product. Thus,
mean sea level pressure from reanalyses depends strongly on
observations, whereas precipitation is a product of the model.
Also, depending on data availability in time, reanalyses may be
using a varying combination of datasets (weather stations, air-
crafts, satellites, etc.) also with a different density of obser-
vations for each instrument. Reanalyses such as NCEP’s (Kalnay
et al., 1996), ERA40 (Uppala et al., 2005), JRA-25 (Onogi et al.,
2007) or MERRA (Bosilovich, 2009) provide spatial and
temporal homogenous data that amalgamates all the available
observations through a physically-consistent process.
A bonus of reanalysis is the ability to estimate derived field
such as evapotranspiration, soil moisture, or shortwave radia-
tion that lack comprehensive observations. Besides, reanalyses
are fully tridimensional, thus permitting investigating for in-
stance the genesis of weather systems or the role of columnar
water vapor in the radiative forcing. The data quality and the
moderate spatial resolution of reanalyses (T159 for ERA40,
roughly equivalent to 125 km) make them useful to conduct
climate change studies at scales of hundreds of kilometers and
to characterize large scale climatologies.
2. Regional climate models
Reanalyses are less useful for climate studies at scales
below hundreds of kilometers where local conditions such astopography and land use greatly affect meteorological process-
es. The final output from a reanalysis represents the average
values for the grid point of the model, but depending on the
variable quite dissimilar values may coexist within this grid
point. The problems associated with coarse grids are particu-
larly acute for patchy variables such as runoff or precipitation
(Pedersen et al., 2010), which are likely to be unevenly distri-
buted in a square often larger than 100×100 km (Larsen et al.,
2010).
Regional climate models are physically-based downscal-
ing tools designed to tackle this problem. The RCM physics
(dynamics, thermodynamics) and the numerical methods are
the same as those in a GCM. The differences are the grid size
(from 10 to 75 km)and hence smaller time steps, and the
limited area of operation, which receives initial and boundary
conditions from a parent GCM in a procedure known as one-
way nesting (Giorgi et al., 1990). Yet the single improvement
of using a RCM does not solve the problem of obtaining better
estimates, as there are relevant physical processes at finer
resolutions, including cloud and precipitation microphysics,
surface processes and turbulence.
The results of a RCM heavily rely on the parameterizations
used for still unresolved processes (and unlikely to be ever
fully modeled: eddy viscosity is relevant even at centimeter
scale and propagates nonlinearly across scales).
Models with different parameterizations yield different
results. Physical Ensemble techniques are used to face this
problem. The rationale is to run several RCMs with different
parameterizations for the unresolved physical processes, using
sensible valueswithin uncertainty limits. Themeanvalue of the
ensemble is considered an adequate representation of the
actual climate while the dispersion of the ensemble reflects the
uncertainties that arise from several parameterizations.3. The climate as described by RCMs
The outputs from the RCMs for present-climate conditions
are able to be directly translated into climatologies providing
the models are nested on reanalysis. While it is known that
reanalysis outputs are not the truth, it can be argued that they
represent the best available estimate of the climate given our
current knowledge of the climate system. A note of caution is
however required. As with other climatologies such as those
that are satellite-based, the appropriateness of the results for
a specific application has to be carefully analyzed, as errors
may be large depending on the variable under consideration
(Hulme and New, 1997).
In this paper, we present one such exercise, a new recon-
struction of the European climate using an ensemble of several
independent RCMs with diverse physical parameterizations,
numerical methods and modeling strategies. We built clima-
tologies for the 1961–2000 period using the ENSEMBLES
project database (van der Linden and Mitchell, 2009). Apart
from other products, this project generated a present-climate
database from reanalysis data (ERA-40) which is suitable to
derive climatologies in Europe. ERA-40 is a well known and
robust database that was created integrating observations
through assimilation techniques into the IFS CY23r4 model. All
theENSEMBLESdataused in this paper are publicly available for
download in this web site: http://ensemblesrt3.dmi.dk.
741F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751The European climate as described by the combination of
RCMs in the ENSEMBLES project is consistent with that derived
from traditional methods. The outputs from the models
have been extensively cross-compared with observations
(Kostopoulou et al., 2009; Sánchez-Gómez et al., 2009; Lorenz
and Jacob, 2010)andhaveobtainedconsistent results. Thebiases
of the several RCMs outputs are known and have already been
characterized (Christensen et al., 2008); precipitation being the
largest and therefore the one that merits most attention here.
The scope of this contribution is to qualitatively illustrate the








Fig. 1. RCMs sample outputs for precipitation flux, maximum hourly precipitation, 2 m
column water vapor content. Data from ENSEMBLES project database.Fig. 1 shows a sample of model output for a single month
over the geographical domain used here. Among the many
variables of potential climatological interest, precipitation still
remains a challenge (Tapiador, 2010). The agreement reanalysis
observations for other variables are naturally better, not only
because of the lower spatial variability of their fields, but also
because some variables such as temperature are an input of the
reanalysis. Also, precipitation is highly sensitive tomany param-
eterizations (Khain et al., 2011; Aghakouchak et al., 2010).
Modeled precipitation depends at least on cloud microphysics









relative humidity, downward short-wave radiation, evapotranspiration and
742 F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751structure, evaporation, water recycling in the soil, irrigation
(Lobell et al., 2009) and agricultural practices (Osborne et al.,
2009), CAPE, availability of condensation nuclei, and orography.
Gross errors and unexpected results are common and large
uncertainties still exists in solid precipitation modeling (López
et al., 2004; García-Ortega et al., 2005; García-Ortega et al.,
2006; García-Ortega et al., 2010; Sánchez et al., 2008; Sánchez
et al., 2009c), which is not surprising given the difficulties in
measuring this phase. Thus, the first precipitation results from
ERA40 had to be corrected to account for weaknesses of the
humidity scheme utilized in the assimilation system that gene-
rated excessive precipitation in the tropics after 1991 (Troccoli
and Kållberg, 2004). RCMs that do not take this effect into
account may suffer severe difficulties in those regions.
The inherent difficulties in precipitation modeling have
prompted the use of precipitation as a tough test for numerical
model performance. The rationale is that since precipitation is
one of the most difficult variables to get right, if the pre-
cipitation field is realistic then the model is probably doing a
good job overall. An additional and equally strong reason to
prefer using precipitation as a yardstick formodel performance
is that reanalyses such as ERA-40 do not treat precipitation as a
diagnostic variable, i.e. precipitation is not assimilated into the
model. Rather, it is a forecasted quantity arising from the
simulation, which makes precipitation from observations and
from RCMs outputs independent and therefore comparable.
Therein, and also to illustrate what might be considered as the
worse-case scenario arising in the creation of reliable climatol-
ogies from RCMs, we have chosen to focus on precipitation. As
we will illustrate next, the results are good enough to consider
the RCM outputs as a good estimate of real precipitation. Com-
parisonsof other variables suchas temperature give evenbetter
performances (Lorenz and Jacob, 2010).
Fig. 2 compares the precipitation outputs of the ENSEMBLES
and PRUDENCE (Déqué et al., 2007) projects with three
observational datasets: CRU (New et al., 1999), GPCC (Beck
et al., 2004) and CPC (Chen et al., 2002). CRU and GPCC are
station-based datasets, whereas CPC also includes satellite
retrievals. Within an overall consistency, it is noticeable that
differences are apparent even for gauge-only gridded data:
GPCC and CRU differ only in screening procedures and inter-
polation techniques, and GPCC even includes CRU data, so one
would expect a nearly perfect match between both climatol-
ogies. This is not the case, however, as there are clear local
differences even for seasonal aggregations. The comparison
with the gauge-satellite CPC merged product also shows
obvious discrepancies with both CRU and GPCC, suggesting
that point-to-point comparison is not a suitable metric, at least
for precipitation. Given the differences for precipitation re-
ference data shown in Fig. 2, it is advisable to treat the model
comparisons with caution.
Notwithstanding those difficulties, Fig. 2 shows that the
RCMs in the PRUDENCE and ENSEMBLES projects compare
well with all the observational datasets in terms of capturing
the location ofmaxima andminimaand in the spatial patterns,
albeit differences may be large locally especially in mountain
areas. In this case, it is not clear if one should deem as more
credible those sparsely located remote stations in contrasted
terrain or the consistent view of the RCMs. Interestingly, the
differences are lower in the Alps than in other mountain
ranges such as the Pyrenees, which may be indicative of dif-ferences in the quality and density of stations in different
places. It iswidely recognized that the Alps have a superb,well
calibrated and well maintained network one can trust in, but
that is not the case in other areas where stations have been
historically sparser and less well maintained.
Comparison between ENSEMBLES and PRUDENCE precip-
itation climatologies in Fig. 2 gives a glimpse on the effects of
improved spatial resolution (25 km over 50 km) on the pre-
cipitation fields. The definition of the precipitation field is
obviously better for ENSEMBLES, which clearly shows the
orographic effects. ENSEMBLES data also benefits from the
fact that the RCMs are nested on reanalysis, and not in GCMs
as PRUDENCE RCMs are. This fact is secondary when dealing
with climatological mean, but it has to be remembered that
there is a fundamental distinction in nesting the RCM into a
GCMor into reanalysis. If nested on GCMboundary conditions
(as done in the PRUDENCE project) the result can only be
treated statistically, i.e., in a climatological sense, and the
results reflect the previous limitations of the parent GCM.
Nesting on reanalysis and forcing the RCM at real time in-
tervals is different and generates dynamically-downscaled,
observationally-consistent climatologies that might even be
comparedwith weather observations. ENSEMBLES time is not
synthetic, 30-day months time as in PRUDENCE, but calendar
time. The results, however, may look similar when data is
aggregated, as Fig. 2 reveals.
Fig. 3 shows the consistency of the estimates for a randomly-
selected point (workplace of the corresponding author, Toledo,
Spain). The standard boxplots gather the statistics from 480
estimates of monthly precipitation (12×40 years) given by
eleven RCMs, and compare them with the ensemble mean and
equivalent CRU data. The agreement in the annual mean is
noticeable and well within the dispersion of the reference
database. The figure also illustrates the benefits of the physical
ensemble approach: the individual dispersion of the RCMs is
reduced by the linear combination of the RCMs, and the re-
sulting ensemble mean is closer to the validation data than any
of the models (except METNO, although it exhibits larger
dispersion). Statistically, the RCM combination is equivalent to
multiplying the sample of 480 single-model monthly data by
the number of models, so the uncertainty is reduced and the
mean converges faster towards the central value.
Stronger estimates of precipitation and temperature (Fig. 4,
bottom) allow us to create better derived climatologies. The
ability of calculating a coherentwinter vs. summer precipitation
climatology (Fig. 4, top) is useful in itself for agriculture, bio-
geographyor regionalplanning, beenalso an important factor in
regionalizing climates. The biases in measuring winter precip-
itation are large due to frozenprecipitation, gales, or turbulence,
and are also different from those in summer, so the reanalysis
RCMs nesting approach increases the homogeneity of this im-
portant indicator over station-only derived calculations.
Classical climatologies (precipitation and temperature) and
those derived climatologies are suitable for many applications,
including educational purposes. Old billboard maps depicting
the climate of Europe are common across the schools of the
continent, but most of them lack the detail that RCMs can
provide. Series of digitalmaps such as those presented here can
be inexpensively produced with the data of the ENSEMBLE
archive using a Geographical Information System (GIS), which
then can be disseminated though the internet.
Fig. 2. A comparison of seasonal precipitation climatologies (1961–2000) derived from ten RCMs nested on reanalysis (ENSEMBLES project data, 25 km grid)
compared with ten RCMs forced with GCMs (PRUDENCE project, 50 km grid), and three observational databases at 50 km resolution: CRU rain gauge data, GPCC
rain gauge data, and CPC rain gauge and satellite-merged data. In spite of the overall agreement, there are local differences even for observational databases (CRU,
GPCC and CPC), especially over mountain ranges.
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One of the typical uses of climatologies is to classify climates
for diverse applications such as biogeographical analyses. Cli-
mate classifications have also been used to analyze the changes
in the climate signal in SRES scenarios ((Castro et al., 2007),
drawing on PRUDENCE project data) as the procedure reduces
the dimensionality of the data into a few classes corresponding
with those climates relevant for life. Here, Fig. 5 (left) shows
three climate classifications using output from the ENSEMBLE
project. It is instructive to compare the standard climate classi-fication proposed by Koppen in 1930 with more objectives
methods suchasK-means or isodata algorithms. Thus, K-means
for 5 and 10 output classeswere calculated using the samedata
used in the Koppen scheme (as implemented in (Lohmann
et al., 1993)), namely the seasonal monthly means of tempe-
rature and precipitation, the winter/summer precipitation
ratio, and the maxima and minima for annual, winter and
summer precipitation and temperature, totaling 16 variables.
Comparing land use, NDVI (Fig. 5, right) with Koppen's and K-
means climates, K-means classifications seem more realistic
thanKoppen's. This is not a surprise sinceKoppen's focuswas in
Fig. 3. Boxplots of monthly precipitation 1961–2000 in Toledo, Spain, for 11
RCMs, the ensemble mean of the models, and CRU data. The boxes in the
boxplots mark the lower, median and upper quartiles; the small square
represents the mean; and the whiskers indicate the 5th and 95th percentiles.
The agreement between observations and the RCMs ensemble mean is
significant.
Fig. 4. Winter vs summer precipitation ratio (top) and seasonal climatologies for t
clearly outlines the North–South gradient and the Mediterranean climate.
744 F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751providing a global scheme rather than a regional view. His
scheme used aggregated data and a decision tree algorithm to
derive what in fact was a manual classification based upon
vegetation types. On contrast, objective classifications per-
mit an automatic approach that classifies the data in the n-
dimensional configuration space given by input data, with no a
priori indication of what the resulting climates should be. Even
so, the overall agreement with the vegetation types (land use
and NDVI plots) is patent in Fig. 5, portraying the link between
climate, human activities and natural life. More complicated
objective classifications using disaggregated data (monthly or
even daily data), more variables (wind speed, frozen precipi-
tation) or a different number of classes are easy to generate
from the RCMs outputs.
Regarding applications, one typical application of climate
models is mapping offshore wind resources. Climatologies of
wind speed benefit from RCMs modeling as station data is
almost absent over sea. Satellites can estimate wind speed over
sea, though: the sea surface gives different responses dependingemperature as described by the mean of 11 RCMs. The winter/summer ratio
Fig. 5. Koppen classical climate classification derived from an ensemble of eleven RCMs (top, left) and two objective classifications using the K-means algorithm,
for 5 classes (middle, left) and 10 classes (bottom, left). The input data for classifying algorithms is the same in the three cases. For comparison, the land use in
2000 (CORINE project, middle right), and the mean NDVI scaled from 0 to 255 for the 1982–2000 period (except 1994, bottom right) are also shown. NDVI data
was derived from the NOAA-AVHRR sensor. The objective classifications seem more realistic than Koppen's when compared with vegetation strength, also
providing improved definition of local climates as the number of classes increases.
745F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751on thewind stress and this fact permits an estimate of the actual
surface wind speed under some reasonable assumptions. The
main interest for wind energy applications is the wind speed atblade height and not at surface level, so empirical relationships
exist to derive the variation of the estimated surfacewind speed
with height. However, thismethod is less accurate than directly
746 F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751using the dynamical core of the model to that end. Also, the
lengthof satellite records is small, and, crucially, doesnotpermit
short-term forecasting that may help operations. Satellites are
nonetheless useful, as reanalyses assimilate satellite retrievals of
surface wind estimates.
The climatology from an ensemble of RCMs (Fig. 6) illus-
trates a possible wind climatology derived from RCMs, here theFig. 6. 2-meter wind speed monthly average as described by the ensemble mean
indicating little spread. Time series corresponds with themeanmonthly average for t
of Crete island on the Etesian winds.‘mean monthly wind speed’. Depending on applications, the
third power of the maximum daily wind speed, or the wind
statistics derived from fitting the data to a parametric dis-
tribution may be more suitable (Klinger et al., 2006). What is
relevant here is that the map illustrates the way the high
resolution of RCMs output allows a better discrimination of the
wind patterns in Europe. As this map represents a mean windof eleven RCMs. The mean standard deviation of the RCMs is also shown
he six locations indicated on the mainmap. The inset picture zooms the effec,
t
747F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751over day, night andacross seasons, constantwinds appearmore
marked in the map than possibly stronger seasonal winds. The
trajectories of the Westerlies are apparent, as they are the
differences due to topography. The relatively calm South face of
the Pyrenees vividly contrastswith theNorth,windier side. The
differences with the rest of the Mediterranean and the
channeling of the flow (Kotroni et al., 2001) are apparent in
the strait off north Crete. The deflection effects on the Etesian
winds are noticeable (Fig. 6, bottom): Crete affects mainly the
South-Eastern part of the Aegean Sea where in the islands of
Karpathos and Kasos, and the North-Eastern part of Crete,
where gale or even strong gale winds (8–9 Beaufort scale) are
reported quite often during the summertime period of the
Etesian winds. Other well-known wind systems within the
Mediterranean such as the Mistral wind off Southern France
also appear in the simulations. The Bora wind, however, is
nearly absent, probably due to the aggregation effect men-
tioned above.
The ensemble approach permits us to compare the con-
fidence boundaries of the climatologies. In the case of wind, the
spread of the RCMs in terms of the mean standard deviation of
themodels (Fig. 6, inset) shows that models differ more on the
Norwegian coast, with little differences (below 0.85 m/s)
elsewhere. Agreement among RCMs using different parame-
terizations and numerical schemes builds confidence, in that
the RCM mean is a good statistic of the distribution of the real
variable.5. Conclusions
Ensembles of RCMs offer a dynamically-consistent way of
integrating sparse observations from a variety of sources
through downscaling of reanalyses. RCM climatologies pre-
sent some differences when compared with classical, obser-
vationally-based climatologies, including that they provide
more homogenous estimates over both land and sea, the
ability to generate 3D products and better spatial resolution.
Contrary to observations, RCM outputs cannot be considered
as final. Improved parameterizations, better models for key
processes such as convection, and increased computing power
will certainly make future RCMs better than those available
today. New reanalyses with those models will progressively
lessen the gap between data and mode outputs by extracting
the most from the observations.
Given the 5 years life span of quasi-realistic models in
climate science (Muller and Von Storch, 2004), the European
climate we describe here will surely be different in less than a
decade. Nonetheless, it will probably differ little given the
observed performances of the RCMs. Given the current state
of the art, it is safe to say that climatologies from RCMs are the
best available consistent estimates of the climate, and that
they can be used in several applications, including education.
Conceding that the models are not perfect, maps such as
Fig. 6 aremore informative than coarser isolinemaps based on
sparse ground data that suffer frommany other problems; the
paucity of the base information to name but one. Moreover,
climatologies are often used to compare different locations,
and not to provide the actual value of a parameter in a place. In
this case, the mismatch between data sources is less critical
than the homogeneity of the estimates.The European interest in RCM modeling presented here is
not isolated. The North American Regional Climate Change
Assessment Program (NARCCAP) can be seen as the counter-
part of European RCM efforts, also nesting RCMs in 1979–2004
NCEP/DOE-Reanalysis 2as part of validation tasks (Mearns,
2009). Providing comparative links between both sides of the
Atlantic is fertile research ground (Rowell, 2009), and compar-
ing improved modeling strategies such as NARCCAP spectral
nudging may benefit the creation of better climatologies from
RCMseverywhere.Given thepotential of this physical approach
to climate analysis, it is not surprising that coordination ac-
tivities for RCM modelers are starting to emerge. Thus, the
World Climate Research Program promotes a COordinated
Regional climate Downscaling EXperiment (CORDEX). Among
other goals, CORDEX aims to coordinate a range of RCM simu-
lations forced by ERA-Interim to provide a benchmark frame-
work for model evaluation and assessment. Also, the Arctic
System Reanalysis (ASR) will provide high resolution descrip-
tion in space (10–20 km) and time (3 h) of the atmosphere–sea
ice–land surface system of the Arctic since 1957 (Bromwich
et al., 2010). Apart from the intrinsic importance of RCMs for
investigating global warming, the present-day climatologies
that can be derived from those large projectswill help us to add
pieces to the incomplete jigsaw of the global climate.
Thepath followed to construct climatologies frompointwise
to area estimates, and then to homogenous, gapless 3D fields
seems a logical way forward to understand the earth climate.
The forthcoming use of nonhydrostatic RCMs, assimilation of
longer series of satellite data, advances in parallel computing,
steady progress in parameterizations, and coupling with
biochemical cycles, aerosol effects, and societal impacts will
all contribute to our knowledge of the planetary climate and to
the development of atmospheric applications to serve society.
Appendix A. Derived analyses
The potential climatologies that can be derived from the
RCMs outputs are endless. Just to illustrate a case of inter-
mediate complexity, precipitation data can be used to analyze
the relative contribution of the annual, intraanual and inter-
annual processes to the precipitation. Applying wavelet anal-
ysis to the RCMs ensemble of monthly precipitation estimates
results in climatologies of relative contributions of eachprocess.
Fig. 7 illustrates the results of such comparison. As explained in
the figure caption, the maps are the result of analyzing 36,000
series of monthly precipitation derived from an ensemble of
eleven RCMs. For each series (as that marked as (a) in Fig. 7),
thewavelet power spectrum is derived using aMorlet wavelet.
The resulting plot (b) indicates the relative contribution of
undulatory (not necessarily cyclic) components. Areas where
the interannual component is stronger than the annual com-
ponent are potential candidates to stronger teleconnection
patterns with multi-year planetary perturbations. In those
areaswhere the annual cycle is also relevant, coupleddynamics
are likely to appear. The fine grain of these maps helps us to
identify isolated spotswhose character is shownby local factors
such as orography or land use.
Regional analyses offiner resolution sea level pressurefields
are another potential application from RCMs outputs. The
improved resolution of RCMs over reanalysis enhances the
ability to analyze mesoscale features such as those related to
a.
b. c.
Fig. 7. (left) Wavelet power spectra (Torrence and Compo, 1998) of the mean monthly precipitation field of eleven RCMs for a single location (Toledo City, Spain
30°51′24″N 4°1′28″W). The upper part (a) depicts the original time series of precipitation. The wavelet power spectra (b) portray the cyclic components of the
series, illustrating the relative contributions of the annual, intra-annual and inter-annual frequencies at each point in time. The global wavelet (c) is the sum across
time for each frequency. Note the signature of drought in the late 80s and early 90s. (right) Relative contributions of the annual and intra-annual frequencies to the
overall variability of the precipitation in Europe. Each grid point on the map indicates the ratio between the annual and intra-annual components of a globa
wavelet such as the one in the left. The figure provides information on where teleconnection patterns with multi-year planetary perturbations such as ENSO or
NAO are likely to be relevant in the European precipitation cycles.
748 F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751,
l
Fig. 8. Empirical Orthogonal Functions (EOFs) resulting from Principal Components Analysis (PCA) of the sea level pressure anomaly in the ENSEMBLES domain as
described by an ensemble of eleven RCMs (25 km resolution). The plots indicate the overall variance explained by each EOF. The sign and value of the EOFs are
conventionally arbitrary. The Northern Atlantic Oscillation (NAO) is revealed as the latitudinal dipole shown in the first EOF.
749F.J. Tapiador et al. / Atmospheric Research 101 (2011) 739–751the Northern Hemisphere ArcticMode (NAM). Fig. 8 presents a
Principal Component Analysis (PCA) of the sea level pressure
anomaly as described by an ensemble of ten RCMs at 25 km
resolution. The four EOF look like previous analyses using
coarser resolution data,with the first EOF showing awindowof
what is commonly identified as the North Atlantic Oscillation
(NAO, (Hurrell et al., 2001)), a latitudinal dipole whose effects
include governing the succession of droughts in the Iberian
Peninsula. The effects of improving resolution are noticeable in
for example the Alps and the Carpathians, where the isolines
curve following the mountain ranges. The variance explained
by each component differs from coarser resolution databases.
The first two EOFs capture 74% and 12% of the series variance,
compared with 55% and 14% only using reanalysis data. It is
known that the captured variance depend on the domain and
not only on spatial resolution, so the results here are not
directly comparable with hemispheric analyses. Nonetheless,
the larger separation of the EOFs is also a good signal of
enhanced performances. As in the case of other variables, the
ability to have regular data of surface level pressure, even over
the oceans, contributes to increase the statistical strength of the
calculations because sample size increases notably.Acknowledgements
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