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ABSTRACT In biological macromolecules, fluorophores often exhibit multiple depolarizing motions that require multiple
lifetimes and rotational relaxation times to define fluorescence intensity and anisotropy decays. The related analysis of
time-correlated single-photon counting data becomes uncertain due to the multitude of decay parameters and numerical
sensitivity to deconvolution of the instrument response function (IRF) via discretization of integrals. By using simulations we
show that improved discretizations based on quadratic and cubic local approximations of the IRF yield more accurate
estimation of short rotational relaxation times and lifetimes than the commonly used Grinvald-Steinberg discretization, which
in turn appears more reliable than two discretizations based on linear local approximations of the IRF. In addition, our
simulation suggests that cubic approximation is the most advantageous in discriminating complex heterogeneous and
homogeneous anisotropy decay. We show that among three different information criteria, the Akaike information criterion is
best suited for detection of heterogeneity in rotational relaxation times. It is capable of detecting heterogeneity even when
anisotropy decay appears homogeneous within statistical errors of estimation.
INTRODUCTION
Molecular motions in proteins occur over a broad range in
time (picoseconds to nanoseconds) and considerable effort
has been and is being expended to detect and quantify them
in the hope of understanding the role of intra-protein dy-
namics in protein function. The advent of molecular dynam-
ics simulations (Van Gunsteren et al., 1993) has introduced
a new imperative for accurate determination of the rates and
amplitudes of backbone and side chain mobility. Current
computational capability restricts simulations to at most a
few nanoseconds in the majority of cases. Fortuitously, the
magnetic resonance (NMR, EPR) and fluorescence tech-
niques most commonly used to measure protein dynamics
are optimally suited for quantitation of picosecond to nano-
second events. Fluorescence anisotropy decay measure-
ments have been widely applied, in part because of the
relative ease and low cost of the measurements and the
increased sophistication and precision possible with modern
laser-based time-resolved fluorescence techniques. How-
ever, analysis of fluorescence anisotropy decay data to
extract meaningful parameters of motion for the construc-
tion of physical models of protein dynamics is always
unavoidably compromised by the convolution of the instru-
ment response function with the fluorescence decay data per
se. The problem is particularly difficult for the recovery of
events occurring in the low picosecond regime (100 ps).
Accordingly, reliable methods of data analysis are essential
if the recovered parameters are to yield credible physical
insight. In this regard, the discretization scheme used in the
analysis of time-correlated single photon counting data for
deconvoluting the instrument response function (IRF) is
particularly important. This problem was recognized in the
seminal paper of Grinvald and Steinberg (1974), and sub-
sequently by McKinnon et al. (1977) who introduced a
discretization scheme based on a local linear approximation
of the IRF. A similar approach was described by Wahl
(1979) in his pioneering work on the numerical problems
related specifically to anisotropy decay analysis.
Recently, progress has been made in designing discreti-
zation schemes for convolution integrals which provide
more accurate estimation of decay parameters (Holtom,
1990; Vecˇerˇ et al., 1993; Bajzer et al., 1995). These new
discretization schemes have been tested using simulations in
the simpler case of lifetime estimation from fluorescence
intensity decay data. It was found that discretizations based
on quadratic (QA) and cubic (CA) local approximations
result in more accurate determination of short lifetimes than
the discretizations based on a linear approximation (LA)
(Vecˇerˇ et al., 1993; Bajzer et al., 1995). This result is not
entirely expected because, depending on the level of noise
by which the function is corrupted, its integral is sometimes
more accurately estimated by lower-order approximations.
Another comparative study (Periasamy, 1988) has demon-
strated that the widely used applied Grinvald-Steinberg
(GS) discretization scheme (Grinvald and Steinberg, 1974)
yields less accurate results than discretization based on a
local linear approximation.
The purpose of the present study is to investigate what
can be gained in terms of the accuracy of parameter esti-
mation in cases of complex anisotropy decays when more
elaborate discretization schemes (QA or CA) are used. In
particular, the ability of various discretization schemes to
recover very short rotational relaxation times and lifetimes
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will be addressed. Additionally, a procedure that may allow
discrimination between homogeneous and heterogeneous
anisotropy decays will be discussed. This latter problem is
known to be very difficult (Ludescher et al., 1987; Bialik et
al., 1998). However, we show that the judicious use of
various information criteria in combination with more elab-
orate discretization schemes facilitates the discrimination of
these two decay models. In discriminating heterogeneous
anisotropy decay from the analytically simpler homoge-
neous decay, Bialik et al. (1998) have suggested an ap-
proach based on carefully designed physical constraints and
statistical criteria of goodness-of-fit. We consider the idea
of applying Akaike (AIC), Bayesian (BIC), and Hannan-
Quinn information criteria (HQIC), (cf. Walter and
Pronzato, 1997; Davidian and Gallant, 1993). Our results
suggest that the AIC is the best criterion for this purpose and
could complement the approach of Bialik et al. (1998) and
the analytical approach of Ludescher et al. (1987).
To our knowledge, previous simulations for anisotropy
decay analysis (cf. Wahl, 1979; Ludescher et al., 1987;
Bialik et al., 1998) did not address the issue of improving
the accuracy in the estimation of the rotational relaxation
times by applying more accurate discretization schemes.
We demonstrate that QA and CA discretizations (in an
improved version of those described in Bajzer et al., 1995)
are better at recovering short lifetimes and short rotational
relaxation times than GS and LA discretizations. We have
also addressed the issue of whether it is more favorable to
first determine lifetimes and their amplitudes from total
intensity decay data and subsequently by fixing these pa-
rameters, estimate rotational relaxation times with their
preexponentials from parallely and perpendicularly polar-
ized intensity components, or perform simultaneous estima-
tion of all parameters from the polarized intensity compo-
nents. The results of our simulation suggest that the former
option is preferable in some instances.
THE MODEL
Fluorescence anisotropy decay r(t) in optically heterogeneous molecules is
defined as follows (Rigler and Ehrenberg, 1973).
rt
It gIt
It 2gIt


1
L
Itrt

1
L
It
, (1)
where g is an optical correction factor and
It 
1
L
It, It 
1
L
I t (2)
are the parallel and perpendicular polarized components of the intensity
decay consisting of contributions of L distinct fluorescent sites  that give
rise to L anisotropies r, each modeled by a polyexponential function (see,
e.g., Szabo, 1984; Do¨ring et al., 1997):
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Here j are rotational relaxation times, j are the corresponding preex-
ponential factors, and r is the residual anisotropy. The total fluorescence
intensity for a given fluorescent site  is modeled by a polyexponential
function:
It It 2gI t 
k1
N
Aket/k (4)
where k are lifetimes and Ak the corresponding amplitudes. This heter-
ogeneity may reflect the effect of N conformers that, however, are not
heterogeneous with respect to anisotropy decay, or it may reflect decay of
an excited donor by a donor-specific relaxation process and by energy
transfer to surrounding acceptors (Bajzer and Prendergast, 1993).
The intensity components I and I can be expressed in terms of the
anisotropy r and the total intensity I (see Eqs. 2–4):
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In time-correlated photon counting measurement the intensity decay
components I and I are related to the actual number of counts in channel
i by convolution with the instrument response function denoted by R(x)
(see O’Connor and Phillips, 1984):
Fsi  
ti1
ti
dt
0
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sRi b, (6)
where the subscript s denotes the  or component, 	 is the zero-time shift,

s is the light-scattering correction parameter, b is the constant background,
and
Ri 
ti1
ti
Rtdt, ti ih, i 1, . . . , n, t0 0, (7)
with h being the channel width.
Equations 3–5 imply that I and I are given by polyexponential
functions with LN(M  1) exponential components. Consequently, the
procedure for discretization of the convolution integrals in Eq. 6 is identical
to that used for the analysis of the total intensity decay. The previously
developed discretization method (Bajzer et al., 1995) is modified in the
present paper to better account for discretization errors in the first few
channels, where they are most significant. In essence, we have now
rigorously taken into account the fact that R(0)  0 and that R(t) is a
continuous function defined to be zero for t 0 and positive for t	 0. The
two conditions cannot be satisfied for the LA approximation simulta-
neously, and if only one is satisfied there is no significant decrease of
discretization errors. For QA and CA both conditions can be satisfied and
the corresponding reduction in the discretization error significantly im-
proves the accuracy of parameter estimation. Technical details of the
modifications are presented in the Appendix.
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DATA SIMULATIONS AND ANALYSIS
The relevance of the various discretizations with respect to the accuracy of
parameter recovery for fluorescence anisotropy was tested using simulated
data for the parallel and perpendicular counts Fi and Fi . A synthetic
analytical IRF function of the form R(t) t2et was used (see O’Connor
and Phillips, 1984). The parameter  was chosen to yield a given full width
at half-maximum (FWHM), and  was evaluated from the condition maxiRi
 C, where C is the number of counts in the peak channel for Fi . We have
simulated experimental conditions commonly found in our laboratory:
FWHM  0.050 ns, C  2 
 104 counts, channel width h  0.010 ns, and
the number of channels n  2048. The average background per channel
was estimated from the count average of 10 channels in which the number
of counts was simulated by a constant b corresponding to two counts per
channel, subsequently corrupted with Poisson noise. We assume that
scatter parameter is small and neglect the difference between 
 and 
, i.e.,
we assume 
  
  
.
Counts Fi and Fi were first analytically calculated from Eqs. 6 and 7,
by using Eqs. 3–5 and the synthetic analytical IRF. The scaling was chosen
to yield C counts in the peak channels. To obtain synthetic noisy data,
Poisson noise was added to Fi and Fi yielding the “measured” counts Ci
and Ci , respectively. These data were analyzed by the maximum likeli-
hood method (Bajzer et al., 1991; Bajzer and Prendergast, 1992), which
minimizes the Poisson deviance that includes both parallel and perpendic-
ular components:
D 2
i1
n
CilogCi/Fi Ci  Fi
 Ci logCi /Fi  Ci  Fi  (8)
Here the expressions for Fi and Fi are evaluated from the discretized
forms of Eq. 6 as given in the Appendix (see also Bajzer et al., 1995) and
as implemented in the GLOBALS software package (Beechem and Grat-
ton, 1988; Beechem et al., 1990) in which Grinvald-Steinberg discretiza-
tion is used. The IRF counts Ri involved in the discretized forms of Eq. 6
are determined from the synthetic R(t) by using Eq. 7 followed by corrup-
tion with Poisson noise i: R˜i  ti1
ti R(t)dt  i.
Minimization of the Poisson deviance is performed with respect to the
model parameters: k, Ak, j, j, r, g, 	, 
. A novel strategy for
minimization was used; it is based on a combination of n-dimensional and
specially designed two-dimensional minimizations performed by using the
Nelder-Mead simplex algorithm (Walters et al., 1991; Press et al., 1992),
which does not require derivatives (see SIMPS by Bajzer and Penzar 1998
at www.mathworks.com/ftp/optimsv5.shtml). When the “minimum” is ob-
tained, it is verified using a modified Levenberg-Marquardt algorithm
implemented in a finely tuned subroutine that calculates derivatives nu-
merically (Morris, 1981). The program is coded in FORTRAN 77 and all
calculations were performed in double precision.
The goal of anisotropy decay data analysis is the recovery of the decay
parameters: lifetimes (k), amplitudes (Ak), rotational relaxation times
(j), and the preexponential factors j. Consequently, the success of a
given discretization scheme used in data analysis should be measured by
the accuracy achieved in determining those parameters. The accuracy was
judged by the coefficient of variation: CV(p)  SD(p)/p and the relative
bias, RB(p)  p  p /p for each decay parameter p. Mean values, p , of the
decay parameters and the corresponding standard deviations SD(p) were
estimated from the values of the parameters obtained by analysis of 51
synthetic data sets that were generated with the same model parameters and
differed only by the Poisson noise realization. The relative bias should be
specifically sensitive to the accuracy of discretization because, in general,
bias reflects deviations from the ideal model, which in our case exist in
principle because of discretization. When parameters are recovered from
measured data, the coefficient of variation can be estimated (either from the
corresponding Hessian matrix or by Monte Carlo simulations). However,
the relative bias cannot be estimated because we do not know the true
values of the parameters, but if we assume that the recovered values are the
true values, then those can be used to generate a number of simulated data
sets as suggested above. These sets should be then analyzed, and the
relative bias determined. If for a given parameter the relative bias is high,
it is likely that this parameter has not been accurately determined from real
data. Such an analysis is certainly more informative than just judging the
value of deviance (theoretically distributed as 2 distribution) and estimat-
ing the coefficient of variation, which is usually done.
In our effort to facilitate the discrimination of the heterogeneous from
the homogeneous model, we propose to use information criteria for model
selection defined in general as:
IC Ln,pm, wn/n, (9)
(cf. Davidian and Gallant, 1993; Walter and Pronzato, 1997). Here the first
term represents the maximum of the log-likelihood function L(n, p, ) for
n data points and the model with  free parameters, achieved for the best-fit
parameter vector p  pm. This term describes how well the given model
describes the data. The second term is the penalty term for the number of
involved free parameters. It takes into account that the model with more
free parameters is not necessarily the more adequate model. Various
weighting factors w(n) have been derived in the literature. For the Akaike
information criterion (AIC) w(n)  1, for the Bayesian information crite-
rion (BIC) w(n)  (log n)/2, and for the Hannan-Quinn (HQIC) informa-
tion criterion w(n)  log(log n) (cf. Davidian and Gallant, 1993). It can be
shown that in the case of Poisson distribution, a log-likelihood function is
related to Poisson deviance: L(n, p)  D/2  Cn, where Cn for a given
set of data points does not depend on free model parameters or their
number. Therefore, Cn can be neglected in application of selection criteria
that require finding the maximum of the log-likelihood function (or a
minimum of the deviance). The model for which an information criterion
achieves a lower value should be considered the preferred model by that
criterion.
RESULTS AND DISCUSSION
We have performed a great number of simulations and here
we present results that illustrate the main findings. First, we
pay attention to the homogeneous model, which is over-
whelmingly used in the literature to interpret fluorescence
anisotropy decay data. The question always remains
whether in some cases it would have been more appropriate
to interpret data in terms of a more general heterogeneous
model. Unfortunately, such an investigation has been rarely
conducted. Most authors seem to be satisfied with how data
appear to be fitted by a proposed homogeneous decay.
Second, we address the question of how various discretiza-
tions influence the accuracy of the recovered parameters in
the heterogeneous case and discuss to what extent the het-
erogeneity is detectable by use of the maximum likelihood
method in conjunction with information criteria for model
selection.
Homogeneous anisotropy decay
In a number of simulations with GS and LA discretizations,
we have found that LA discretization most often yields less
accurate results for short rotational relaxation times than the
GS discretization when the zero-time shift is not zero. This
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is illustrated in Table 1, which shows the relative biases (in
percent) for the two shorter relaxation times 1 and 2 and
for various zero-time shifts. (In this section on homoge-
neous anisotropy decay the notation is simplified in the
following way: k k1, Ak Ak1, j j1, j j1, r 
r1.) The results for QA and CA discretizations are also
shown in Table 1 to emphasize their advantage over GS and
LA discretizations.
The results of Table 1 suggest that for negligible 	, LA
discretization is more accurate than the GS discretization
method. This was also concluded by Periasamy (1988), who
conducted simulations in the much simpler case of fluores-
cence lifetime estimation from total intensity data, and with
	  0. However, when 	  0, LA discretization is clearly
less accurate than GS discretization. The discretization
scheme of Wahl (1979) (WA) leads to a formula essentially
equivalent to the one obtained for LA discretization (Bajzer
et al., 1995); the only difference is that Wahl’s approxima-
tion for the first channel is apparently more elaborate (see
the Appendix). The result of Table 1 for WA and 	  0
suggests that the numerical consequence of this variation is
remarkable, as it yields a significantly more accurate esti-
mation. However, for very small zero-time shifts Wahl’s
discretization is less accurate than either GS or LA. For
zero-time shifts closer to one channel width, both LA and
WA discretizations are substantially inaccurate and unreli-
able. It should be noted that WA discretization is developed
for 	  0 only, and that LA for 	  0 formally does not
depend on 	: it varies with 	 only for negative zero-time
shifts (Bajzer et al., 1995). In principle, one could formulate
a discretization scheme based on Wahl’s approach, which
would include 	  0. Such an extension can be proposed in
a number of ways; to find out which is the most advanta-
geous would require a separate study, which may not be
warranted as the quadratic and cubic approximations are
likely to yield a more accurate parameter estimation.
In Table 1 only the relative bias for rotational relaxation
times 1 and 2 are shown. Accuracy in the estimation of
other decay parameters is also important for interpretation
of data. For all discretizations except LA and WA, the
relative bias for the other decay parameters was in an
acceptable range of 15% (an exception was the case of GS
for 	  0.008 ns with RB(1)  30%). As noted before, the
accuracy of parameter estimation is also judged by the
coefficient of variance. For all parameters and discretiza-
tions except LA and WA for 	  0.008, 0.010, CV was
smaller than 15%. The results obtained clearly suggest that
LA and WA are inferior to GS, QA, and CA discretizations.
Therefore, in the following studies we will compare only the
latter three discretizations.
An enormous number of simulations would be required to
systematically cover all the relevant values of parameters
and all combinations of the number of lifetimes and rota-
tional relaxation times. A more modest, but achievable goal
is to perform simulations with the sample of parameters
found in actual analyses of fluorescence anisotropy decay
data. In Table 2 we list decay parameters from a sample of
literature data. As we could not always find the experimen-
tal conditions for the chosen literature data, we performed
TABLE 1 The effects of various discretizations on the
uncertainty in estimating short rotational relaxation times
	
0 0.001 0.004 0.008 0.010
1 2 1 2 1 2 1 2 1 2
GS 42 11 5 0.3 51 8 40 9 13 3
LA 23 4 20 6 129 29 1137 5 162 20
WA 4 0.2 41 11 140 37 68 12 165 18
QA 7 3 5 0.8 10 4 8 0.8 9 5
CA 8 1 5 2.7 17 7 6 0.4 5 3
Displayed is the percentage of relative bias in the estimation of two shorter
rotational relaxation times. Simulations were based on the following values
for the decay parameters: 1  0.050 ns, 2  5 ns, A1:A2  2:1, 1 
0.070 ns, 2  0.5 ns, 3  2.5 ns, 1  3  0.1, 2  0.15, r  0.01,

  0.05. The zero-time shift, 	, is given in nanoseconds.
TABLE 2 A sample of fluorescence anisotropy decay parameters from the literature
Reference
1
A1
2
A2
3
A3
4
A4
1
1
2
2
Moncrieffe et al., 2000; Table 4 1.29 4.12 0.08 4.8
0.89 0.11 0.04 0.10
Digris et al., 1999; Table 3 0.014 1.09 2.06 4.89 0.10 18.9
0.81 0.065 0.11 0.015 0.34 0.009
Silva and Prendergast, 1996; Tables 1 and 2 0.05 0.24 1.81 5.43 4.2
0.77 0.11 0.06 0.06 0.214
Backlund et al., 1995; Table 1 0.21 0.81 1.8 5.35 0.08 2.2
0.23 0.26 0.49 0.01 0.18 0.11
Backlund and Gra¨slund, 1992; Tables 2 and 3 0.40 1.69 3.55 0.35 4.98
0.30 0.56 0.14 0.04 0.12
MacKerell et al., 1987; Table 1 0.01 0.04 1.91 2.7 0.23 3.51
0.43 0.39 0.02 0.16 0.061 0.20
Dale et al., 1977; Tables 1 and 3 2.73 7.46 1.1 4.8
0.235 0.765 0.104 0.248
Table designations are those of corresponding references.
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simulations under the experimental conditions commonly
found in our laboratory (as specified in the previous section)
and with r  0, 
  0.05, 	  0.008 ns. Of course, with
these arbitrary chosen conditions, the accuracy in parameter
estimation may not reflect the accuracy achieved in the
actual analyses of the original experimental data analyzed in
the references in Table 2. The results of our simulations are
presented in Fig. 1. RB and CV for only those examples and
parameters are shown for which at least one of these statis-
tics is 	15% for any of the three discretizations compared.
Clearly, except for a single outstanding parameter (A3 in
example (f)) QA and CA outperform GS in all decay pa-
rameters, for some very dramatically. This is also mostly
true for parameters not shown, and for examples (c) and (g);
however, in these cases accuracy in estimation is reasonably
satisfactory (often far below 15% in CV and RB) for all
discretizations. It is noteworthy that in the examples for
which all parameters were estimated sufficiently accurately
there was either just one long rotational relaxation time
component (example (c)) or two components (example (g))
with a shorter component much longer than short compo-
nents of any other example. This confirms our experience
that the discretization method used will matter most when
the anisotropy decay is characterized by at least two com-
ponents, with at least one being short (i.e., of the order of
100 ps).
In the next set of simulations we sought the shortest
possible rotational relaxation time that can be recovered
under the requirement of minimal accuracy for lifetimes,
amplitudes, rotational relaxation times, and the correspond-
ing preexponential factors. The fluorescence lifetimes were
chosen to be in the nanosecond range. The longer rotational
relaxation time (2) was also chosen to be in the nanosec-
ond range, while the value of the shorter rotational relax-
ation time 1 was lowered in our simulations until the
relative bias or the coefficient of variation for any of the
decay parameters reached a value between 14 and 16%.
Knowing the decay parameters within 15% uncertainty is
usually sufficient for interpretation.
In Fig. 2 A a simpler case is shown, namely when both the
residual anisotropy and the scattering correction are negli-
gible; consequently these parameters were fixed to zero and
were not included as variables in the minimization. In this
case, the standard GS discretization is quite stable with
respect to the effects of zero-time shift change, yielding the
shortest recoverable 1 value of20 ps. Quadratic discreti-
zation yields shorter 1 values for moderate zero-time
shifts, but much longer 1 values for positive zero-time
shifts of 2.5 channel widths and somewhat longer for the
same negative zero-time shift. Cubic discretization clearly
provides the best results with a stable 1 value of 14 ps.
When the residual anisotropy is not negligible and the
scattering correction parameter is 
  0.05 (Fig. 2 B), all
discretizations yield results for 1 that vary significantly
with the zero-time shift. Cubic discretization is again the
most favorable. Application of GS discretization results in
FIGURE 1 Accuracy of estimation of decay parameters as measured by the relative bias and the coefficient of variation for discretizations GS, QA, CA.
The values of the parameters are chosen according to Table 2. Note that when the value of RB or CV is higher than 100%, the actual percentage is shown
in parentheses. For other details see the text.
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considerably longer 1 values for smaller zero-time shifts,
which probably reflects the effect of correlation among the
parameters 	, r, and 
. A similar behavior is also observed
for cubic discretization, while quadratic discretization
yields poor results only for positive 	, especially for 	/h 
2.5, where no 1 values that met the required criteria of
accuracy were found. In general, the results of Fig. 2 sug-
gest that to recover very short rotational relaxation times, a
discretization scheme based on the cubic approximation is
best.
In our third set of simulations, we chose a more complex
decay with three lifetimes and three rotational relaxation
times. The shortest lifetime was varied from 20 to 200 ps,
while the other two lifetimes were in the nanosecond range.
The two longest rotational relaxation times were also in the
nanosecond range. The rotational relaxation time 1 was
chosen to be successively shorter until the required accuracy
was achieved, as in the simulations above. The rotational
relaxation lifetime 1 obtained in this search is presented in
Fig. 3 for various 1, zero-time shifts, and discretization
schemes. Also, for each set of parameters two cases were
FIGURE 2 Comparison of discretizations for anisotropy decay with a
short rotational relaxation time and lifetimes in nanosecond range. Dis-
played are the minimal values 1 of the shorter rotational relaxation time
for which the coefficient of variation and the relative bias for all decay
parameters did not exceed 16%, and at least for one parameter was not
14%. Simulations were based on the following decay parameters: 1  1
ns; 2  3.7 ns; A1:A2  1, 1 in nanoseconds, displayed; 2  1.5 ns;
1  0.1; 2  0.25. The zero-time shift 	/h is expressed in fractions of
channel width h  0.01 ns. A and B differ in values of residual anisotropy
and scattering correction parameter. The missing bar in B for 	/h  2.5
indicates that the 1 value, which would meet the required criteria of
accuracy in estimation, was not found.
FIGURE 3 Comparison of discretizations for anisotropy decay with a
short rotational relaxation time and short lifetimes. Displayed are the
minimal values 1 of the shortest rotational relaxation time found, as in
Table 2. Simulations were based on the following decay parameters: 1 in
nanoseconds, displayed; 2  1 ns; 3  5 ns; A1:A2:A3  10:8:20, 1 in
nanoseconds, displayed; 2  0.4 ns; 3  3 ns; 1  3  1; 2  0.15.
Zero-time shift as in Table 2, r  
  0. Missing bars designate the
situation when that value of 1 which would meet the required criteria for
accuracy was not found. For the meaning of “fixed” and “free” lifetimes,
see text.
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considered, namely when the lifetimes with their corre-
sponding amplitudes are fixed and when they are free. The
first case occurs when the fluorescence lifetimes and am-
plitudes have been determined from the total fluorescence
intensity decay in a separate analysis.
An inspection of Fig. 3 reveals several interesting find-
ings. 1) Using predetermined lifetimes and amplitudes is for
GS discretization in some cases preferable (short 1) and in
some not (longer 1 and 	/h  0). For the cubic and
quadratic approximation the results are in most cases less
sensitive to whether lifetimes and amplitudes are predeter-
mined or not. Yet, for negative zero-time shifts, fixing the
lifetimes and amplitudes results in shorter 1 values when
cubic discretization is applied. 2) For the shortest lifetime
1  0.020 ns and all parameters free, GS discretization
yielded estimates of parameters that were in all cases less
accurately determined than allowed. The cubic approxima-
tion was distinctly better than the GS discretization, as it
provided reasonably short 1 for 	  0. The quadratic
discretization was also better then GS discretization for
	/h  0, 0.5. 3) Irrespective of the magnitude of the
lifetime 1, the required accuracy was not achieved for the
GS discretization when all parameters were free and 	/h 
1.5. For 	/h  0.5, the required accuracy was achieved
only for the longest lifetime 1 considered.
The data from Fig. 3 suggest, in general, that short
rotational relaxation times and short lifetimes (in the range
of tens of picoseconds) are most reliably recovered by using
the cubic discretization. Quadratic approximation is prefer-
able to the standard GS scheme. From the results obtained
there is evidence that one can recover shorter rotational
relaxation times when the lifetimes with the corresponding
amplitudes are predetermined in a separate analysis. This is
especially true for GS discretization, while for QA and CA
this seems important only when one of the lifetimes is very
short (e.g., 20 ps).
Heterogeneous anisotropy decay
When the anisotropy decay is heterogeneous the data anal-
ysis, in general, becomes more delicate, as there are more
parameters to be determined and their correlation could be
stronger. We have considered the fairly complex case where
each of two fluorescent sites (L  2) is characterized by a
single lifetime component (N  1) and two rotational re-
laxation components (M  2) and two different residual
anisotropies. This is essentially a generalization of the ho-
mogeneous decay exemplified in Table 1, examples (a) and
(g), and in Fig. 2 B.
In an analogy with simulations yielding results of Fig. 2,
we searched for the shortest rotational relaxation time 11
that can be recovered under the requirement of minimal
accuracy for decay parameters. Our simulations clearly in-
dicated that RB and CV for most of the decay parameters
were higher than for the homogeneous case. Therefore, we
raised the uncertainty tolerance, i.e., we lowered the value
of the shortest rotational relaxation time until RB or CV for
any decay parameter reached a value between 21 and 24%.
The results are presented in Fig. 4. GS discretization for
	/h  0.5, 1.5 failed to yield sufficiently accurate param-
eter estimates for any 11, and all discretization failed for
	/h  0.5. Quite unexpectedly, QA and CA failed for 	/h 
2.5, while with GS discretization a 40 ps rotational relax-
ation time can be recovered within the specified accuracy.
However, in general the results of Fig. 4 indicate the ad-
vantage of cubic and quadratic discretizations.
The issue of discretization appears to be important in
discriminating between the heterogeneous and homoge-
neous cases. We have synthesized data for the heteroge-
neous model and analyzed them, once implying the same
heterogeneous model and then the corresponding homoge-
neous model (L  1, N  2, M  2). For each of 51
simulated analyses for a given set of decay parameters, we
calculated model selection criteria AIC, BIC, and HQIC and
determined the probability that a given criterion falsely
indicates the homogeneous model as preferable. In 15 dif-
ferent parameter sets, each analyzed by using GS, QA, and
CA, we found that AIC was always a better model selection
criterion than BIC or HQIC, i.e., the probability PAIC that
AIC would indicate a homogeneous model was always
smaller than or equal to the corresponding probabilities for
BIC and HQIC. In fact, even in cases where heterogeneity
was rather marginal (e.g., 11  0.2, 21  0.25, 12  2,
22  2.5) PAIC was not larger than 0.34, while PBIC was
typically above 0.5. In all but one case PAIC was smaller for
FIGURE 4 Comparison of discretizations for heterogeneous anisotropy
decay with a short rotational relaxation time and lifetimes in the nanosec-
ond range. Displayed are the minimal values 11 of the shortest rotational
relaxation time for which the coefficient of variation and the relative bias
for all decay parameters did not exceed 24%, and at least for one parameter
was not 21%. Simulations were based on the following decay parame-
ters: 11  1 ns; 12  3.7 ns; A11:A12  1, 11 in nanoseconds; 21  1.5
ns; 12  0.5 ns; 22  2.5 ns; 11  0.1; 21  0.25; 12  0.2; 22 
0.1; r1  0.02; r2  0.03. The zero-time shift 	/h is expressed in
fractions of channel width h  0.01 ns, 
  0.05. Missing bars correspond
to the situation where the value of 11 for which the required criteria of
accuracy in estimation would be met, was not found.
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QA and CA discretization than for GS discretization, clearly
indicating the advantage of quadratic and cubic discretiza-
tions in discriminating the heterogeneous from the homo-
geneous model (see examples in Table 3, last column).
Even when the Akaike model selection criterion faith-
fully justifies the heterogeneous model, the question re-
mains whether in fact the two rotational relaxation times can
be considered different when uncertainties in parameter
estimation are taken into account. For that reason we used a
t-test to find out when it is justifiable to consider two close
rotational relaxation times statistically different. Illustrative
examples presented in Table 3 suggest that CA discretiza-
tion is the best in statistically discriminating different cor-
responding rotational relaxation times. In evaluating how
close these times are we used the ratio measure defined as
R  21/11  22/12. If there is no heterogeneity R  2,
and for the heterogeneous case R	 2. The ratio measure for
the means of recovered parameters, R, is much closer to R
for QA and especially CA than for GS. This again provides
evidence that cubic discretization is advantageous. The
same conclusion can be obtained when considering the
median of the average relative error for anisotropy param-
eters defined in Table 3.
CONCLUDING REMARKS
This paper has addressed the hitherto unexplored issue
regarding the influence of different discretization schemes
on the accuracy of estimation of anisotropy decay parame-
ters. We have found that the improved discretization
schemes presented in this paper allow reliable and accurate
estimation of rotational relaxation times, even those of the
order of only a few channel widths, providing that the
FWHM of IRF is five channel widths. Although the cubic
approximation of the instrument response count function is
found most reliable, the quadratic approximation is often
satisfactory. The commonly used Grinvald-Steinberg dis-
cretization is less adequate for short relaxation times and
can yield estimates that are twice shorter or longer than the
actual value. However, for longer rotational relaxation times
(equivalent to 30 channel widths or more), GS discretization
becomes more accurate and provides estimates that will not
impede interpretation. In retrospect, those data analyses of
complex anisotropy decays in the literature performed by
GS discretization, which did not yield rotational relaxation
times shorter than 30 channel widths, can be considered
sufficiently accurate.
In an effort to address the difficult problem of discrimi-
nating between homogeneous and heterogeneous anisotropy
decay we have found that the Akaike information criterion
is more useful and reliable in model selection than Bayesian
and Hannan-Quinn information criteria. It is shown that
even in the case when slightly heterogeneous decay appears
homogeneous due to statistical uncertainty in parameters,
the Akaike criterion is capable of detecting heterogeneity.
We found that the discretization scheme also matters in
TABLE 3 Discrimination of heterogeneous from homogeneous anisotropy decay
1: (11, 21) R Discr. Meth. R Median t-Test† PAIC‡
2: (12, 22) RE (%)* 1 2
1: (0.07, 0.09) 2.38 GS 2.13 16  1 N N 0.098
2: (2.1, 2.3) QA 2.30 13  1 N N 0.039
	  0.015 CA 2.39 12.7  0.7 N N 0.078
1: (0.07, 0.10) 2.63 GS 2.23 18.5  0.9 N N 0.020
2: (2.0, 2.4) QA 2.30 13  1 N N 0
	  0.015 CA 2.36 9.9  0.9 D N 0
1: (0.07, 0.13) 3.25 GS 2.53 19  3 N D 0
2: (1.8, 2.5) QA 2.97 11  2 N D 0
	  0.015 CA 2.99 10.4  0.9 D D 0
1: (0.05, 0.09) 3.13 GS 2.35 33  1 N N 0
2: (3.0, 4.2) QA 2.88 12  1 D D 0
	  0.005 CA 3.00 11  1 D D 0
1: (0.14, 0.26) 3.86 GS 12.15 33.2  0.7 D D 0
2: (1.2, 2.4) QA 2.88 30  1 D D 0
	  0.005 CA 3.00 13  1 D D 0
*Average relative error for anisotropy parameters:
RE 100/8
j1
2 
1
2
j  i/j  j  i/j
Primed quantities represent means of recovered parameters for 51 simulations. The pair of indices i,  is such that for given j,  the absolute difference
j  i is minimal.
†The hypothesis that recovered rotational relaxation times of pair 1 or 2 have different mean values was tested by t-test with level of significance   0.05.
D (discriminative) designates that a pair of recovered rotational relaxation times has significantly different values; N (non-discriminative) designates that
the values cannot be considered different.
‡PAIC is the probability that by Akaike information criterion the homogeneous model is falsely preferred over the true heterogeneous model (which was
used to generate data for parallel and perpendicular fluorescence intensity component).
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discriminating between homogeneous and heterogeneous
anisotropy decay. Again, when cubic discretization was
applied it was possible to detect heterogeneous anisotropy
decay more often than for quadratic and even more so for
GS discretization.
The results presented here were obtained for a fixed
channel width. However, these results are still valid if all
time variables and parameters are scaled to be in the same
proportion with some other channel width.
Based on the results obtained and our experience from
numerous simulations, we recommend the following gen-
eral steps for reliable estimation of fluorescence anisotropy
decay parameters.
1. Use the software that has discretizations based on qua-
dratic and cubic approximations of the IRF count func-
tion;
2. First estimate lifetimes and amplitudes from the total
fluorescence intensity decay data. Use cubic discretiza-
tion. Estimate coefficients of variation by using Monte
Carlo simulations;
3. Assuming that obtained lifetimes and amplitudes are
fixed parameters, estimate the rotational relaxation times
with the corresponding preexponential factors for the
homogeneous anisotropy decay. Use cubic discretiza-
tion;
4. Perform an equivalent analysis to 3) for various hetero-
geneous models. By applying the Akaike information
criterion, determine whether any heterogeneous model is
more adequate than the homogeneous model. Methods
proposed by Bialik et al. (1998) can be further used to
discern the most adequate decay model;
5. Estimate the coefficients of variation in anisotropy decay
parameters for the most preferred model, using the
Monte Carlo simulation;
6. Estimate anisotropy decay parameters for the preferred
model by using the quadratic discretization. If obtained
parameters differ from those obtained by the cubic dis-
cretization so much that the interpretation becomes ques-
tionable, perform simulations along the lines suggested
in this paper and, based on the estimated accuracy in
parameters (indicated by the coefficient of variation and
the relative bias), infer which of the two discretizations is
more adequate;
7. As a final check one may perform yet another fit to data
in which all decay parameters are free, using the most
preferred model and the most adequate discretization.
APPENDIX
Below, the details of the improved discretization scheme for convolution
integrals in Eq. 6 are presented. The scheme was introduced in Bajzer et al.
(1995) and here it is modified to yield a more accurate approximation for
the first few channels, which appear to be important in estimating short
lifetimes and rotational relaxation times. According to Bajzer et al. (1995)
the integral of the form:
i 
ti1
ti
dt
0
t
Ru 	Kt udu, (10)
where K(t)  1 et/ can be reduced to the following iterative
expression,
i
  eh/i1  i, i 
1

i
, (11)
which holds for i  1, . . . , n, with 0  0  0, and
i  1 eh/i1ti1 	
 iti1 	 eh/Ji  Ji1  (12)
it 
ti1
t
Rudu, 0t 0 (13)
Ji  
0
h
it ti1 	et/dt, J0  0 (14)
The so-called count function i(t) is related to IRF counts by
iti 
j0

Rij, 1 i n, 0   n i
(15)
iti1 0, i 1 (16)
iti
j1
1
Rij, 2 i n, 2   i (17)
The zero-time shift can be negative, and consequently Eqs. 12 and 14
require definition of (t) for t  0. As the IRF function is defined so that
R(t)  0 for t  0, it follows from Eqs. 13 and 15 with   0:
it 
ti1
t
Rudu 
ti1
0
Rudu

0
ti1
RuduSi t 0, (18)
where
Si 
j1
i1
Rj, i 1, S1 0.
The discretization of the convolution integral in Eq. 10 according to
Eqs. 12–14 amounts to an approximation of the count function i(t) such
that the integral can be expressed in terms of the measured IRF counts Ri.
We chose to approximate the count function by an mth order polynomial
(Bajzer et al., 1995):
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it imt tSi t
r1
m
birt/h i 1r, (19)
where (x)  0, x  0; (x)  1, x 	 0; (x)  1  (x). Such an
approximation automatically satisfies Eqs. 16 and 18. In our previous work
(Bajzer et al., 1995), the coefficients bir were determined from Eqs. 15 and
17. The choice was such that the function im(t) was discontinuous at t 
0 and the derivative (d/dt)im(0) was not zero, as required by definition of
the IRF, i.e., R(0)  0 (note that from Eq. 13 it follows that (d/dt)i(t) 
R(t)). This choice introduced considerable discretization errors in the first
few channels for 	  0. These errors can be reduced if the coefficients bir
are chosen so that 1) im(t) is continuous at t  0, that is, limt30im(t) 
Si, which leads to

r1
m
bir1 irSi, (20)
and 2) that limt30(d/dt)im(t)0, which yields
b11 0, (21)

r1
m
birr1 ir1 0, i 1. (22)
In the case of the quadratic approximation, Eqs. 20 and 22 are sufficient to
determine bir for i 	 1. For b12, Eq. 15 (  0) and Eq. 19 combined with
Eq. 21 yield b12  R1. In the case of the cubic approximation Eq. 15 with
  0, together with Eqs. 19, 20, and 22, determine bir for i 	 1, while for
i 1, Eq. 15 ( 0, 1) is combined with Eqs. 19 and 21. For channels that
do not include discretization in the neighborhood of t  	, the coeffi-
cients bir obtained from Eqs. 20–22 actually produce higher discretization
errors than the bir proposed in our previous paper. Based on simulations we
have found that a good cutoff for switching to the previous bir is i 
[2(	/h)  1]. Table 4 presents complete expressions for the coefficients
bir that were used for studies in this paper in the case of QA and CA. For
the linear approximation (m  1 in Eq. 19), we used the
standard coefficients bi  Ri determined from Eq. 15, with   0 (Bajzer
et al., 1995).
In the case of the linear approximation with 	  0, one obtains an
iteration formula equivalent to that of Wahl (1979) for i 	 1. In the spirit
of Wahl’s approach, the first term of the iteration, 1, is calculated from
the convolution integral in Eq. 10 with the IRF approximated as R(t) 
at  b, where a and b are determined from Eq. 15 with   0, i  1, 2:
F1  hp3R1p2 p 3p/2 1E
 R2p/2 1E p (23)
where p  h/ and E  1  eh/.
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