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On generalized universal irrational rotation algebras and the
operator u + v
Junsheng Fang Chunlan Jiang Huaxin Lin Feng Xu
Abstract
We introduce a class of generalized universal irrational rotation C∗-algebras Aθ,γ = C
∗(x,w)
which is characterized by the relations w∗w = ww∗ = 1, x∗x = γ(w), xx∗ = γ(e−2πiθw), and
xw = e−2πiθwx, where θ is an irrational number and γ(z) ∈ C(T) is a positive function. We
characterize tracial linear functionals, simplicity, and K-groups of Aθ,γ in terms of zero points
of γ(z). We show that if Aθ,γ is simple then Aθ,γ is an AT-algebra of real rank zero. We classify
Aθ,γ in terms of θ and zero points of γ(z). Let Aθ = C
∗(u, v) be the universal irrational rotation
C∗-algebra with vu = e2πiθuv. Then C∗(u + v) ∼= Aθ,|1+z|2 . As an application, we show that
C∗(u+ v) is a proper simple C∗-subalgebra of Aθ which has a unique trace, K1(C
∗(u+ v)) ∼= Z,
and there is an order isomorphism of K0(C
∗(u+v)) onto Z+Zθ. Moreover, C∗(u+v) is a unital
simple AT-algebra of real rank zero. We also calculate the spectrum and the Brown measure of
u+ v.
1 Introduction
The irrational rotation C∗-algebra Aθ has been one of most studied C
∗-algebras. It is known now
that Aθ is a unital simple C
∗-algebra with a unique tracial state. There is an order isomorphism of
K0(Aθ) onto Z+ Zθ and K1(Aθ) ∼= Z2 ([32, 34]). Moreover, Aθ is a unital simple AT-algebra of real
rank zero [11].
Let u and v be two unitary generators of the universal irrational rotation C∗-algebra Aθ such that
vu = e2πiθuv. Then u+ v is an abnormal operator of Aθ and C
∗(u+ v) is a proper C∗-subalgebra of
Aθ. In this paper, we study the algebraic structure of C
∗(u+ v) and the spectral theory of u+ v. Our
motivation comes from our attempt to relate the theory of strongly irreducible operators relative to
II1 factors with irreducible subfactors (cf. Prop. 10.7 and the question that follows).
In fact, we study a class of generalized universal irrational rotation C∗-algebras Aθ,γ = C
∗(x, w),
1
2which is the universal C∗-algebra satisfying the following properties:
w∗w = ww∗ = 1, (1.1)
x∗x = γ(w), (1.2)
xx∗ = γ(e−2πiθw), (1.3)
xw = e−2πiθwx, (1.4)
where θ ∈ (0, 1) and γ(z) ∈ C(T) is a positive continuous function of the unit circle T. As we will
see that C∗(u + v) ∼= Aθ,|1+z|2. If θ is an irrational number and γ(z) ≡ 1, then Aθ,γ is the irrational
rotation C∗-algebra Aθ. In fact, if γ is invertible, then Aθ,γ = Aθ. However, the main interest of this
paper is to study Aθ,γ when the set of the zero points of γ(z) is nonempty.
It turns out that, when θ is fixed, the C∗-algebra Aθ,γ only depends on the set of zero points
and therefore the algebraic property of Aθ,γ is completely determined by the zero points of γ(z). For
example, we characterize simplicity and uniqueness of trace of Aθ,γ as follows. Let Y be the set of zero
points of γ(z) and let φ : T→ T be the rotation of the unit circle determined by θ, i.e., φ(z) = e2πiθz.
Denote by Orb(ξ) = {φn(ξ) : n ∈ Z} for ξ ∈ T. Then the following properties are equivalent:
1. Aθ,γ is simple;
2. Aθ,γ has a unique tracial state;
3. φn(Y ) ∩ Y = ∅ for all integer n 6= 0;
4. For each ξ ∈ T, Orb(ξ) ∩ Y contains at most one point.
If Y is not empty, then K1(Aθ,γ) ∼= Z and K0(Aθ,γ) is determined by the following splitting exact
sequence
0→ Z→ K0(Aθ,γ)→ C(Y,Z)→ 0.
We also show that if Aθ,γ is simple, then Aθ,γ has tracial rank zero and is an inductive limit of recursive
subhomogenuous C∗-algebras. As a result, the classification of Aθ,γ falls into Elliott’s classification
program. Indeed, we obtain the following result. Let θ1 and θ2 be two irrational numbers, γ1 and
γ2 ∈ C(T) be non-negative functions and let Yi be the set of zeros of γi, i = 1, 2. Let φ1, φ2 : T→ T
be rotations of the unit circle determined by θ1 and θ2 respectively. Suppose that φ
n(Yi) ∩ Yi = ∅ for
all integers n 6= 0, i = 1, 2. Then Aθ1,γ1 ∼= Aθ2,γ2 if and only if the following hold:
θ1 = ±θ2mod(Z) and C(Y1,Z)/Z ∼= C(Y2,Z)/Z.
In particular, when γ1 has only finitely many zeros, then Aθ1,γ1
∼= Aθ2,γ2 if and only if θ1 = ±θ2mod(Z)
and γ2 has the same number of zeros as those of γ1.
3A special case of interest is
C∗(u+ v) = C∗(u+ v, u∗v) = C∗(u(1 + u∗v), u∗v) ∼= Aθ,γ,
where γ(z) = |1 + z|2. As an application of the above results of generalized universal irrational
rotation C∗-algebras, we show that C∗(u + v) is a proper simple C∗-subalgebra of Aθ which has a
unique trace, K1(C
∗(u+ v)) ∼= Z, and there is an order isomorphism of K0(C∗(u + v)) onto Z+ Zθ.
Moreover, C∗(u + v) is a unital simple AT-algebra with real rank zero. Therefore, C∗(u + v) has
tracial rank zero.
The second part of the paper is to study the spectrum of u + v, which is motivated by the “the
Ten Martini Problem” on the almost Mathieu operator. In mathematical physics, the almost Mathieu
operator is given by
(Hλ,θ,βu)(n) = u(n+ 1) + u(n− 1) + 2λ cos(2π(nθ + β))u(n),
acting as a self-adjoint operator on the Hilbert space ℓ2(Z). Here θ, β, λ ∈ R are parameters. Almost
Mathieu operator was firstly introduced by R. Peierls [27] and has been extensively studied (see [22]
for a recent historical account and for the physics background). In pure mathematics, its importance
comes from the fact of being one of the best-understood examples of an ergodic Schro¨dinger operator.
For example, three problems (now all solved) of Barry Simon’s fifteen problems [36] about Schro¨dinger
operators“for the twenty-first century” featured the almost Mathieu operator. The fourth problem
in [36] (known as the “the Ten Martini Problem” after Kac and Simon) conjectures that the spectrum
of the almost Mathieu operator is a Cantor set for all λ 6= 0 and irrational numbers θ. Recently, Avila
and Jitomirskaya confirmed this conjecture in [1]. For a history of this problem and earlier partial
results see [22, 7, 36, 16, 8, 2, 31].
Recall that the irrational rotation C∗-algebra Aθ can be represented on ℓ
2(Z), by mapping u into
the bilateral shift (taking φ into (φ(n− 1))n∈Z), and v into the operation of multiplication by e2πinθ
(taking φ into e2πinθ(φ(n))n∈Z), and then the polynomial (u+λe
2πiβv)+(u+λe2πiβv)∗ is mapped into
the bounded self-adjoint operator Hλ,θ,β. Since Aθ is simple (when θ is irrational), the spectrum of
Hλ,θ,β is the same as the spectrum of the element (u+ λe
2πiβv) + (u+ λe2πiβv)∗. A natural question
is that what is the spectrum of u + λe2πiβv? If θ is an irrational number, then by the uniqueness of
Aθ the spectrum of u+λe
2πiβv is the same as u+ |λ|v. So from now on, we always assume that λ > 0
and β = 0.
Let τ be the unique tracial state on Aθ. By the GNS-construction, we obtain a faithful represen-
tation π of Aθ on L
2(Aθ, τ). The weak operator closure of π(Aθ) is the hyperfinite II1 factor R. Since
the spectrum of u + λv is same as the spectrum of π(u + λv) in R, we need only to calculate the
4spectrum of π(u+λv) in R. In the following we identify Aθ with π(Aθ) and thus identify u+λv with
π(u+ λv).
One of the main results of the present paper is that the spectrum of u+ λv is given by
σ(u+ λv) =


T 0 < λ < 1,
B(0, 1) λ = 1,
λT λ > 1.
Another result of spectral theory is related to the Brown measure. L. G. Brown introduced in
the paper [5] a spectral distribution measure µT for not necessarily normal operators T in a von
Neumann algebra M with a faithful normal tracial state τ , which is called the Brown measure of
T . Recently, U. Haagerup and H. Schultz [17] proved a remarkable result about the existence of
nontrivial hyperinvariant subspaces of operators in type II1 factors. They proved that if the support
of µT contains more that two points, then T has a nontrivial hyperinvariant space. However, the
calculation of Brown measures of nonnormal operators is difficult in general (see[15, 6, 13]). In
particular, Haagerup and Larsen in [15] showed that the Brown measure of the sum of two free Haar
unitary operator T = u1 + u2 is rotation invariant, has support equal to B(0,
√
2) (= σ(T )), and has
radial density
fT (r) =


4
4π(4−r2)2
, 0 < r <
√
2
0, otherwise.
In section 12, we will show that the Brown measure of u+ v (in R) is the Haar measure on the unit
circle.
This paper is organized as follows. In section 2 we introduce the class of generalized universal
irrational rotation C∗-algebras Aθ,γ = C
∗(x, w). We prove that, in fact, Aθ,γ can be viewed as a
C∗-subalgebra of Aθ. We also fix some notation that will be used in the later sections. In section
3, we give some descriptions of the tracial state space of Aθ,γ in terms of zero points of γ(z). In
particular, we show that A has a unique tracial state if and only if each rotation orbit contains at
most one zero point of γ. In section 4, we characterize simplicity of Aθ,γ in terms of zero points of
γ(z). We show that Aθ,γ is simple if and only if it has a unique tracial state which is also equivalent to
the condition that each rotation orbit contains at most one zero point of γ. In section 5, we construct
Rieffel’s projections in every simple generalized universal irrational rotation algebra Aθ,γ. In section
6, we calculate K-groups of Aθ,γ. In section 7, using results of section 3-6 and recent development
in the Elliott’s classification program, we show that when Aθ,γ is simple, then Aθ,γ is an AT-algebra
of real rank zero. We obtain a classification result of simple C∗-algebras of Aθ,γ in terms θ and zero
points of γ(z). In section 8 we prove that the von Neumann subalgebra generated by u+ λv is R for
5all 0 < λ < ∞, and the C∗-algebra generated by u + λv is C∗(u, v) if λ 6= 1. However, for λ = 1,
C∗(u+v) is isomorphic to Aθ,|1+z|2. Therefore C
∗(u+v) is a unital simple AT-algebra of real rank zero
which has K1(C
∗(u+ v)) ∼= Z and K0(u+ v) is order isomorphic to Z+ Zθ. In particular, C∗(u+ v)
is not ∗-isomorphic to C∗(u, v).
In section 9 we show that the spectral radius of u+λv is 1 if 0 < λ ≤ 1. A key idea in the calculation
is using Birkhoff’s Ergodic theorem. Then in section 10 we show that the relative commutant of u+v
in R does not contain any nontrivial idempotent. By the Riesz spectral decomposition theorem, the
spectrum of u+ v is connected. Combining the fact that the spectrum of u+ v is rotation symmetric,
in section 11 we obtain that σ(u + v) = B(0, 1). We show that the spectral radius of (u + λv)−1 is
less or equal than 1 for 0 < λ < 1, which implies that σ(u + λv) is contained in the unit circle T.
Since the spectrum of u + λv is rotation symmetric, σ(u + λv) = T. By the symmetry of u and v,
σ(u+ λv) = λσ(λ−1u+ v) = λT for λ > 1. In section 12, we calculate Brown measure of u+ λv.
Acknowledgements: The authors thank Professor Guihua Gong for many valuable discussions
on this paper.
2 Generalized universal irrational rotation C∗-algebras
Let u and v be two unitary generators of the universal irrational rotation C∗-algebra Aθ such that
vu = e2πiθuv. To study the properties of C∗-algebras generated by u+v, we will consider the universal
C∗-algebra satisfying the following properties:
w∗w = ww∗ = 1, (2.1)
x∗x = γ(w), (2.2)
xx∗ = γ(e−2πiθw), (2.3)
xw = e−2πiθwx, (2.4)
where γ(z) ∈ C(T) is a positive function.
A C∗-algebra Aθ,γ is universal for the above relations provided that it is generated by operators
x, w satisfying (2.1)-(2.4) and whenever A = C∗(x′, w′) is another C∗-algebra satisfying (2.1)-(2.4),
there is a homomorphism of Aθ,γ onto A which carries x to x
′ and w to w′. By (2.1), w is a unitary
operator. So (2.2) implies that ‖x‖ ≤ ‖γ‖1/2. We may consider the collection of all operators xα, wα
in B(Hα) satisfying (2.1)-(2.4). Then form the operator
x =
∑
⊕xα and w =
∑
⊕wα.
6Let Aθ,γ = C
∗(x, w). Then Aθ,γ is the desired universal algebra. Note that if γ(z) ≡ 1, then Aθ,γ is
precisely the universal irrational rotation algebra. So we call Aθ,γ a generalized universal irrational
rotation algebra.
Let Aθ be the universal irrational rotation C
∗-algebra with two unitary generators u, v with vu =
e2πiθuv. Then uγ(v)1/2 and v satisfy (2.1)-(2.4). So there is a ∗-homomorphism from Aθ,γ onto
the C∗-subalgebra of Aθ generated by uγ(v)
1/2 and v. We will show that we may view Aθ,γ as the
C∗-subalgebra of Aθ generated by uγ(v)
1/2 and v and C∗(u+ v) ∼= Aθ,|1+z|2.
By (2.1)-(2.4) and simple calculations, we have the following equations.
x∗w = e2πiθwx∗, (2.5)
xf(w) = f(e−2πiθw)x, ∀f(z) ∈ C(T), (2.6)
x∗f(w) = f(e2πiθw)x∗, ∀f(z) ∈ C(T), (2.7)
(x∗)rxr = γ
(
e2πi(r−1)θw
)
γ
(
e2πi(r−2)θw
) · · · γ(w), (2.8)
xr(x∗)r = γ
(
e−2πirθw
)
γ
(
e−2πi(r−1)θw
) · · · γ (e−2πiθw) . (2.9)
We apply the universal property to obtain certain special automorphisms of Aθ,γ. For any constant
λ = e2πit on the unit circle, the pair (λx, w) also satisfy (2.1)-(2.4). Thus there is an endomorphism
of Aθ,γ such that ρt(x) = λx and ρt(w) = w. By symmetry, ρ−t(x) = λ¯x and ρ−t(w) = w. Hence,
ρ−t(ρt(x)) = ρt(ρ−t(x)) = x and ρ−t(ρt(w)) = ρt(ρ−t(w)) = w. This implies that ρt is an automor-
phism of Aθ,γ.
For each fixed a in Aθ,γ, the map from [0, 1] to Aθ,γ given by f(t) = ρt(a) is norm continuous. To
verify this, notice that it is true for all noncommutative polynomials in x, x∗, w, w∗. These are dense
and automorphisms are contractive; so the rest follows from a simple approximation argument.
Define a map of Aθ,γ into itself by
Φ(a) =
∫ 1
0
ρt(a)dt.
Then the integral makes sense as Riemann sum because the integrand is a norm continuous function.
By (2.1)-(2.9) and simple calculations, we can see that the following set{
N∑
n=1
xnfn(w) + f0(w) +
N∑
n=1
f−n(w)(x
∗)n|N ∈ N, fn(z), f−n(z) ∈ C(T)
}
7is dense in Aθ,γ .
The proof of the following proposition is similar to the proof of Theorem VI.1.1 of [9]. For the
sake of completeness, we include a detailed proof.
Proposition 2.1. The map Φ is a faithful conditional expectation of Aθ,γ onto C
∗(w) such that
Φ(xkf(w)) = Φ(f(w)(x∗)k) = 0 for all f(z) ∈ C(T) and k ∈ N. In addition, for every a ∈ Aθ,γ,
Φ(a) = lim
n→∞
1
2n+ 1
n∑
j=−n
wja(w∗)j.
Proof. Since, ‖ρt(a)‖ = ‖a‖, ∥∥∥∥∥
n∑
j=1
ρtj (a)βj
∥∥∥∥∥ ≤ ‖a‖
for any scalar 0 ≤ βj ≤ 1 such that
∑n
j=1 βj = 1. It follows that
‖Φ(a)‖ =
∥∥∥∥
∫ 1
0
ρt(a)dt
∥∥∥∥ ≤ ‖a‖.
We conclude that ‖Φ‖ ≤ 1. Since Φ(1) = 1, ‖Φ‖ = 1. Since ρt(w) = w for all t, ρt(a) = a for all
a ∈ C∗(w). Hence Φ(a) = a for all a ∈ C∗(w). By the definition of Φ,
Φ(a1aa2) =
∫ 1
0
ρt(a1aa2)dt =
∫ 1
0
ρt(a1)ρt(a)ρt(a2)dt =
∫ 1
0
a1ρt(a)a2dt = a1Φ(a)a2
for all a1, a2 ∈ C∗(w) and a ∈ Aθ,γ.
Suppose a = xkf(w) for f(z) ∈ C(T) and k ∈ N. Then
Φ(a) =
∫ 1
0
ρt(x
kf(w))dt =
∫ 1
0
ρt(x
k)ρt(f(w))dt =
∫ 1
0
e2πiktxkf(w)dt =
(∫ 1
0
e2πiktdt
)
a = 0.
Suppose a = f(w)(x∗)k for f(z) ∈ C(T) and k ∈ N. Then
Φ(a) =
∫ 1
0
ρt(f(w)(x
∗)k)dt =
∫ 1
0
ρt(f(w))ρt((x
∗)k)dt =
∫ 1
0
e−2πiktf(w)(x∗)kdt =
(∫ 1
0
e−2πiktdt
)
a = 0.
Since ‖Φ‖ = 1, Φ(Aθ,γ) ⊆ C∗(w). By Tomiyama’s Theorem [37], Φ is a conditional expectation of
Aθ,γ onto C
∗(w). If a is positive and nonzero, then ρt(a) is positive and nonzero for all t. Thus the
integral Φ(a) is positive and nonzero. Hence Φ is faithful.
Suppose a = xkf(w) for f(z) ∈ C(T) and k ∈ N. By equations (2.4) and (2.5),
lim
n→∞
1
2n+ 1
n∑
j=−n
wja(w∗)j = lim
n→∞
1
2n+ 1
n∑
j=−n
e2πijkθa = lim
n→∞
1
2n+ 1
(
sin(2n+ 1)πkθ
sin πkθ
)
a = 0.
8Hence
Φ(a) = lim
n→∞
1
2n+ 1
n∑
j=−n
wja(w∗)j = 0.
Similarly, we can show that if a = f(w)(x∗)k for f(z) ∈ C(T) and k ∈ N then
Φ(a) = lim
n→∞
1
2n+ 1
n∑
j=−n
wja(w∗)j = 0.
If a = f(w) for some f(z) ∈ C(T), then
Φ(a) = lim
n→∞
1
2n+ 1
n∑
j=−n
wja(w∗)j = a.
By linearity and continuity, this formula is valid for all a in Aθ,γ.
Corollary 2.2. ∀a ∈ Aθ,γ, ρt(a) = a for all 0 ≤ t ≤ 1 if and only if a ∈ C∗(w).
Proof. If a ∈ Aθ,γ and ρt(a) = a for all 0 ≤ t ≤ 1, then a = Φ(a) ∈ C∗(w) by Proposition 2.1.
Conversely, since ρt(w) = w for all t, ρt(a) = a for all t and a ∈ C∗(w).
Let m = dz/2π be the unique Haar measure on T.
Remark 2.3. If γ(z) ∈ C(T) is a positive function with m({z|γ(z) = 0}) = 0, then (2.3) can be
replaced by a weaker condition
xx∗ ∈ C∗(w). (2.10)
To see this, let xx∗ = h(w) for some h(z) ∈ C(T). Then by (2.5)
γ(w)2 = x∗xx∗x = x∗h(w)x = h(e2πiθw)x∗x = h(e2πiθw)γ(w).
Hence γ(z)2 = h(e2πiθz)γ(z). Let E = {z|γ(z) = 0}. Then for z ∈ T \ E, γ(z) = h(e2πiθz). Since
m(T \ E) = 1, γ(z) = h(e2πiθz) for all z ∈ T. Thus h(z) = γ(e−2πiθz), which is (2.3).
Note that in the irrational rotation C∗-algebra C∗(u, v) with vu = e2πiθuv, uγ(v)1/2 and v satisfy
(2.1)-(2.4). So there exists a homomorphism ϕ from Aθ,γ onto C
∗(uγ(v)1/2, v) such that ϕ(x) =
uγ(v)1/2 and ϕ(w) = v. Since the spectrum σ(v) is T, σ(w) = T. Hence C∗(w) ∼= C(T). In the
following, we identify C∗(w) with C(T). Let ρ be the state on C(T) induced by the Haar measure m
on T. Then ρ is faithful on C∗(w).
Lemma 2.4. For a ∈ Aθ,γ, let τ(a) = ρ · Φ(a). Then τ is a faithful trace on Aθ,γ.
9Proof. Since ρ is a faithful state on C∗(w) and Φ is a faithful conditional expectation of Aθ,γ onto
C∗(w), τ is a faithful state on Aθ,γ. We only need to verify τ is a trace. Note that the following set{
N∑
n=1
xnfn(w) + f0(w) +
N∑
n=1
f−n(w)(x
∗)n|N ∈ N, fn(z), f−n(z) ∈ C(T)
}
is dense in Aθ,γ. By boundedness, linearity and positivity of τ , we need only to verify τ(ab) = τ(ba)
for the following two cases.
Case 1. a = xrf(w), b = xsg(w), r, s ≥ 0. If r + s = 0, i.e., r = s = 0, then τ(ab) = τ(ba) is
trivial. Suppose r + s > 0. Then
τ(ab) = τ(xrf(w)xsg(w)) = τ(xr+sf(e2πisθw)g(w)) = ρ(Φ(xr+s)f(e2πisθw)g(w)) = 0,
and
τ(ba) = τ(xsg(w)xrf(w)) = τ(xr+sg(e2πirθw)f(w)) = ρ(Φ(xr+s)g(e2πirθw)f(w)) = 0.
So τ(ab) = τ(ba).
Case 2. a = xrf(w), b = g(w)(x∗)s, r, s ≥ 0. If r > s, then
τ(ab) = τ(xrf(w)g(w)(x∗)s) = τ(xr−sf(e−2πisθw)g(e−2πisθw)xs(x∗)s)
= ρ(Φ(xr−s)f(e−2πisθw)g(e−2πisθw)xs(x∗)s) = 0,
and
τ(ba) = τ(g(w)(x∗)sxrf(w)) = τ(g(w)(x∗)sxsf(e−2πi(r−s)θw)xr−s)
= ρ(g(w)(x∗)sxsf(e−2πi(r−s)θw)Φ(xr−s)) = 0.
So τ(ab) = τ(ba). Similarly, we can show that if r < s then τ(ab) = τ(ba). If r = s, then we have
τ(ba) = ρ(ba) = ρ(g(w)(x∗)rxrf(w)) = ρ(g(w)f(w)γ
(
e2πi(r−1)θw
)
γ
(
e2πi(r−2)θw
) · · · γ(w)),
=
∫
T
f(z)g(z)γ
(
e2πi(r−1)θz
)
γ
(
e2πi(r−2)θz
) · · · γ(z)dm(z),
τ(ab) = ρ(ab) = ρ(xrf(w)g(w)(x∗)r) = ρ(f(e−2πirθw)g(e−2πirθw)xr(x∗)r)
= ρ(f(e−2πirθw)g(e−2πirθw)γ
(
e−2πiθw
)
γ
(
e−2πi2θw
) · · · γ (e−2πirθw))
=
∫
T
f(e−2πirθz)g(e−2πirθz)γ
(
e−2πirθ · e2πi(r−1)θz) γ (e−2πirθ · e2πi(r−2)θz) · · · γ(e−2πirθz)dm(z).
Since m is the Haar measure on T, τ(ab) = τ(ba).
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Theorem 2.5. The homomorphism ϕ from Aθ,γ onto C
∗(uγ(v)1/2, v) such that ϕ(x) = uγ(v)1/2 and
ϕ(w) = v is an isomorphism.
Proof. Consider the GNS-construction of Aθ,γ with respect to the faithful trace τ . Then we may
assume that Aθ,γ faithfully acts on the Hilbert space L
2(Aθ,γ, τ). Let τ
′ be the unique trace on
C∗(u, v), and let x′ = uγ(v), w′ = v. For a noncommutative polynomial p in four variables,
we have τ(p(x, x∗, w, w∗)) = τ ′(p(x′, (x′)∗, w′, (w′)∗)). Hence the operator U : p(x, x∗, w, w∗) →
p(x′, (x′)∗, w′, (w′)∗) extends to a unitary operator from L2(Aθ,γ, τ) onto L
2(C∗(uγ(v)1/2, v), τ ′). So
ϕ(x) = U∗xU is an isomorphism.
In what follows, we will identify Aθ,γ with the C
∗-subalgebra of Aθ generated by uγ
1/2(v) and v.
We will take advantage of the knowledge of Aθ to study Aθ,γ. We will use the following conventions:
Definition 2.6. We may view Aθ = C(T) ⋊φ Z, where φ : T→ T is defined by φ(z) = e2πiθz for all
z ∈ T. Define αθ : C(T) → C(T) by αθ(f) = f ◦ φ for all f ∈ C(T). Denote by u the unitary in Aθ
implementing αθ, i.e., u
∗fu = αθ(f) = f ◦ φ for all f ∈ C(T).
Let γ : T→ R+ be a nonnegative continuous function and let
Y = {z ∈ T : γ(z) = 0}.
Viewing Aθ,γ as a C
∗-subalgebra of Aθ, it is easy to check that
Aθ,γ = C
∗(C(T), uC0(T \ Y )),
the C∗-subalgebra of Aθ generated by C(T) and {uf : f ∈ C0(T \ Y )}.
Let ξ ∈ T denote by
Orb(ξ) = {φn(ξ) : n ∈ Z}
the orbit of ξ under the rotation φ.
The following is an easy fact:
Proposition 2.7. Let θ ∈ (0, 1) be an irrational number and let Y ⊂ T be a subset. Then the
following are equivalent:
(1). φn(Y ) ∩ Y = ∅ for any integer n 6= 0;
(2). For each ξ ∈ T, Orb(ξ) ∩ Y contains at most one point;
(3). Y1 ∩ Y2 = ∅, where Y1 = ∪n≥0φn(Y ) and Y2 = ∪k≥1φ−k(Y ).
11
Proof. (1) ⇒ (2): Suppose that φk1(ξ), φk2(ξ) ∈ Y for integers k1 6= k2. Then φk1ξ ∈ φk1−k2(Y ) ∩ Y.
This is contradiction. So (2) holds.
(2) ⇒ (3): If ξ ∈ Y1 ∩ Y2, then there are ξ1, ξ2 ∈ Y such that ξ = e2πinθξ1 = e−2πikθξ2 for some
n ≥ 0 and k ≥ 1. It follows that ξ1 ∈ Y and e2πi(n+k)θξ1 ∈ Y. By (2), this is impossible. So (3) holds.
(3) ⇒ (1): Suppose that ξ ∈ φn(Y ) ∩ Y for some integer n 6= 0. If n ≤ −1, then ξ ∈ Y1 ∩ Y2. If
n ≥ 1, then φ−n(ξ) ∈ Y ∩ φ−n(Y ) ⊂ Y1 ∩ Y2.
3 Traces on generalized universal irrational rotation C∗-algebras
We will continue to study the traces on Aθ,γ. Here, again, γ ∈ C(T) is a positive function and Y is
the set of zeros of γ. The proof of Lemma 2.4 indeed implies the following result.
Proposition 3.1. If µ is a complex regular Borel measure on T which satisfies that∫
T
f(e−2πiθz)dµ(z) =
∫
T
f(z)dµ(z) (3.1)
for all f(z) in ˜C0(T \ Y ), the unitization of C0(T \ Y ), and let σ(f) =
∫
T
f(z)dµ(z) for f(z) ∈ C(T),
then σ · Φ is a bounded tracial linear functional on Aθ,γ. Conversely, every bounded tracial linear
functional on Aθ,γ is given in this way.
Proof. If µ satisfies (3.1) for all f(z) in ˜C0(T \ Y ), then by a similar argument of the proof of
Lemma 2.4, σ · Φ is a bounded tracial linear functional on Aθ,γ. Conversely, suppose σ is a bounded
tracial linear functional on Aθ,γ. By Proposition 2.1, σ(a) = σ(Φ(a)). By the Riesz representation
theorem, σ induces a complex regular Borel measure µ on T.
Since for all f(z) ∈ C(T),
σ(xf(w)f(w)x∗) = σ(|f |2(e−2πiθw)γ(e−2πiθw))
=
∫
T
|f |2(e−2πiθz)γ(e−2πiθz)dµ(z) =
∫
T
|f |2(z)γ(z)dµ(e2πiθz)
and
σ(f(w)x∗xf(w)) = σ(|f |2(w)γ(w)) =
∫
T
|f |2(z)γ(z)dµ(z),
we have ∫
T
|f |2(z)γ(z)dµ(e2πiθz) =
∫
T
|f |2(z)γ(z)dµ(z), ∀f(z) ∈ C(T).
Since every continuous function is a linear combinations of positive functions,∫
T
f(z)γ(z)dµ(e2πiθz) =
∫
T
f(z)γ(z)dµ(z), ∀f(z) ∈ C(T).
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This implies that (3.1) is true for all f(z) ∈ γ(z)C(T) = C0(T \ Y ). Since (3.1) is true for f(z) ≡ 1,
µ is a regular Borel measure on T which satisfies∫
T
f(e−2πiθz)dµ(z) =
∫
T
f(z)dµ(z)
for all f(z) in ˜C0(T \ Y ).
Recall that φ : T→ T is the rotation of circle by θ, i.e., φ(z) = e2πiθz for z ∈ T.
Theorem 3.2. Let Y be the set of zero points of γ(z). Then the following conditions are equivalent:
1. There exists a unique trace on Aθ,γ;
2. φn(Y ) ∩ Y = ∅ for all integers n 6= 0;
3. For each ξ ∈ T, Orb(ξ) ∩ Y contains at most one point.
Proof. The equivalence of 2 and 3 follows from Proposition 2.7.
“1 ⇒ 2”. Suppose that φk(Y ) ∩ Y 6= ∅ for some integers k 6= 0. Assume that z1 ∈ Y and
z2 = φ
k(z1) = e
2πikθz1 ∈ Y . By symmetry, we may assume that k > 0. Let
µ =
δe2piiθz1 + δe2pii2θz1 + · · ·+ δz2
k
,
where δt is the point-mass at t. Then ˜C0(T \ Y ) ⊆ {f ∈ C(T) : f(z1) = f(z2)}. Note that for
f(z) ∈ C(T) with f(z1) = f(z2) we have∫
T
f(e−2πiθz)dµ(z) =
f(z1) + f(e
2πiθz1) + · · ·+ f(e2πi(k−1)θ)
k
=
f(e2πiθz1) + · · ·+ f(e2πi(k−1)θ) + f(z2)
k
=
∫
T
f(z)dµ(z).
By Proposition 3.1, µ induces a trace different from the trace given in Lemma 2.4.
“2⇒ 1” Let C = ˜C0(T \ Y ) be the unitization of C0(T \ Y ), and let ρ be a tracial state on Aθ,γ.
It follows from 3.1 that ρ = µ ◦ Φ, where µ is a Borel probability measure on T such that∫
T
f(φ−1(z))dµ(z) =
∫
T
f(z)dµ(z) (3.2)
for all f ∈ C. Define X0 = Y and Xn = φn(Y ), n = ±1,±2, .... By the assumption, {Xn : n ∈ Z} are
mutually disjoint closed subsets of T. We claim that
µ(Xn) = 0, n ∈ Z. (3.3)
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Let k ≥ 1 be an integer. One can find an open subset G ⊂ T such that
X0 ⊂ G and φj(G) ∩ φi(G) = ∅ (3.4)
if i 6= j and −k ≤ i, j ≤ k. Define 0 ≤ g ≤ 1 in C(T) such that g(z) = 0 if z ∈ X0 and g(z) = 1 if
z ∈ T \ G. Then g ∈ C0(T \ Y ). Let h = 1 − g. Then h(z) = 1 if z ∈ X0 and h(z) = 0 if z ∈ T \ G.
Moreover, h ∈ C. Let hj = h ◦ φ−j, −k ≤ j ≤ k. Note that hj(z) = 1 if z ∈ φj(X0) and hj(z) = 0 if
z ∈ T \ φj(G) for −k ≤ j ≤ k. In particular, if −k ≤ j ≤ k and j 6= 0, then hj(z) = 0 for z ∈ X0.
Therefore hj ∈ C0(T \ Y ) ⊂ C for −k ≤ j ≤ k and j 6= 0. It follows from 3.2 that∫
T
hjdµ =
∫
T
hdµ, −k ≤ j ≤ k. (3.5)
Since hj has disjoint support, (3.5) implies that
0 ≤
∫
T
hjdµ =
∫
T
hdµ <
1
2k + 1
. (3.6)
Therefore,
µ(Xj) <
1
2k + 1
, −k ≤ j ≤ k. (3.7)
Since (3.7) holds for any integer k ≥ 1, we conclude that the claim (3.3) holds.
Let f ∈ C(T) and let ǫ > 0. Since µ(X0) = µ(X−1) = 0, we can choose an open subset O ⊂ T
such that
Y ⊂ O, µ(O) < ǫ/(2‖f‖+ 1) and µ(φ−1(O)) < ǫ/(2‖f‖+ 1). (3.8)
Define a continuous function g1 ∈ C such that 0 ≤ g1 ≤ 1,
g1(z) = 0, when z ∈ Y and g1(z) = 1 when z ∈ T \O. (3.9)
Note that fg1 ∈ C. In particular, ∫
T
fg1 ◦ φ−1dµ =
∫
T
fg1dµ. (3.10)
Then ∣∣∣∣
∫
T
f(e−2iπθz)dµ(z)−
∫
T
f(z)dµ(z)
∣∣∣∣ (3.11)
≤
∣∣∣∣
∫
T
(f − g1f) ◦ φ−1dµ
∣∣∣∣+
∣∣∣∣
∫
T
(fg1 − fg1 ◦ φ−1)dµ
∣∣∣∣ (3.12)
+
∣∣∣∣
∫
T
(f − g1f)dµ
∣∣∣∣ (3.13)
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≤
∫
T
|(f − g1f) ◦ φ−1|dµ+
∫
T
|f − g1f |dµ (3.14)
≤ ‖f‖µ(φ−1(O)) + ‖f‖µ(O)| < ǫ/2 + ǫ/2 = ǫ (3.15)
It follows that ∫
T
f(e−2iπθz)dµ(z) =
∫
T
f(z)dµ(z) (3.16)
for all f ∈ C(T). Therefore, µ is the Haar measure on T. This shows that Aθ,γ has a unique tracial
state.
Remark 3.3. If γ(z) has a single zero point, then there exists a unique tracial state on Aθ,γ
Remark 3.4. If γ(z) has two zero points z1, z2, then there exists a unique tracial state on Aθ,γ if and
only if there does not exist k ∈ N such that z2 = e2πikθz1.
For a C∗-algebra A, we denote by Tr(A) the space of bounded tracial linear functionals on A.
Denote by T (A) the tracial state space of A.
Let ∆ be a subset of T which contains exactly one point of each orbit Orb(ξ) and let Y be the set
of zeros of γ(z).
Lemma 3.5. Let ξ1, ξ2, ..., ξr ∈ ∆ and Yj = Y ∩Orb(ξj), j = 1, 2, ..., r. Let Y ′j ⊂ Yj be a finite subset
of Yj and let |Y ′j | be the cardinality of Y ′j , Then dimTr(Aθ,γ) ≥ 1 +
∑r
j=1(|Y ′j | − 1).
Proof. Suppose that Y ′j =
{
zj,1, (e
2πimj,1θ)zj,1, · · · , (e2πimj,nj θ)zj,1
}
with 1 < mj,1 < · · · < mj,nj , where
|Y ′j | = nj + 1, j = 1, 2, ..., r. As in the proof of Proposition 3.2, the Haar measure m together with
µj,1 =
δ(e2piiθ)zj,1 + · · ·+ δ(e2piimj,1θ)zj,1
mj,1 − 1
µj,2 =
δ(e2pii(mj,1+1)θ)zj,1 + · · ·+ δ(e2piimj,2θ)zj,1
mj,2 −mj,1
...
µj,nj =
δ(
e
2pii(mj,nj−1
+1)θ
)
zj,1
+ · · ·+ δ(
e
2piimj,nj
θ
)
zj,1
mnj −mnj−1
induce 1+
∑r
j=1(|Y ′j |−1) linearly independent tracial states on Aθ,γ. This proves that dim(Tr(Aθ,γ)) ≥
1 +
∑r
j=1(|Y ′j | − 1).
Corollary 3.6. Let ξ ∈ T and let N(ξ) be the number of points in Y ∩ Orb(ξ). If ∑ξ∈∆N(ξ) =∞,
then Aθ,γ has infinitely many extreme points in its tracial state space T(Aθ,γ) and dim(Tr(Aθ,γ)) =∞.
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Proof. For any integer N ≥ 1, since ∑ξ∈∆N(ξ) =∞, one can find ξ1, ξ2, ..., ξn ∈ T and finite subsets
Yj ⊂ Y ∩Orb(ξj), j = 1, 2, ..., n such that
n∑
j=1
(|Yj| − 1) > N.
It follows from 3.5 that dim(Tr(Aθ,γ)) ≥ N. It follows that dim(Tr(Aθ,γ)) =∞. The corollary follows.
Proposition 3.7. Let ξ1, ξ2, ..., ξr ∈ ∆ and Yj = Y ∩ Orb(ξj), j = 1, 2, ..., r, such that Y = ∪rj=1Yj.
Suppose that Y is a finite set. Then dim(Tr(Aθ,γ)) = 1 +
∑r
j=1(|Yj| − 1), where |Yj| is the number of
elements in Yj.
Proof. By Lemma 3.5, dim(Tr(Aθ,γ)) ≥ 1 +
∑r
j=1(|Yj| − 1). We need to show dim(Tr(Aθ,γ)) ≤
1 +
∑r
j=1(|Yj| − 1). By Proposition 3.1, a regular Borel probability measure µ on T induces a trace
on Aθ,γ if and only if ∫
T
f(z)dµ(e2πiθz) =
∫
T
f(z)dµ(z)
for all f(z) ∈ ˜C0(T \ Y ). Suppose that the zero points of γ(z) are z1, · · · , zn. Then the norm closure
of γ(z)C(T) in C(T) is
J = {f(z) ∈ C(T) : f(z1) = · · · = f(zn) = 0}
and so
C = ˜C0(T \ Y ) = {f(z) ∈ C(T) : f(z1) = · · · = f(zn)} ⊆ C(T).
Therefore, µ induces a trace on Aθ,γ if and only if∫
T
f(z)dµ(e2πiθz) =
∫
T
f(z)dµ(z)
for all f(z) ∈ C.
Let C⊥ = {ρ : ρ ∈ C(T)∗ and ρ(a) = 0 for all a ∈ C}. Note that C(T)/C ∼= Cn−1. So dimC⊥ =
n−1. Suppose that Yj =
{
zj,1, (e
2πimj,1θ)zj,1, · · · , (e2πimj,nj θ)zj,1
}
with 1 < mj,1 < · · · < mj,nj . Define
µ′j,ks as in the proof Lemma 3.5 and let νj = δzj,1 − δzj+1,1 for 1 ≤ j ≤ r − 1. Then
{µj,k − µj,k(e2πiθ·) : 1 ≤ j ≤ r, 1 ≤ k ≤ nj} ∪ {νj : 1 ≤ j ≤ r − 1}
are n−1 linearly independent elements in C⊥. Therefore, there are real numbers sj,k and tj such that
µ(e2πiθE)− µ(E)−
∑
sj,k(µj,k(e
2πiθE)− µj,k(E)) =
r−1∑
j=1
tjνj(E)
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for all Borel measurable subset E of T. Let µ¯(E) = µ(E)−∑ sj,kµj,k(E). Then u¯({z1,1}) = µ({z1,1}) ≥
0 and
µ¯(e2πiθE)− µ¯(E) =
r−1∑
j=1
tj(δzj,1(E)− δzj+1,1(E)). (3.17)
Claim t1 = · · · = tr−1 = 0. Otherwise, we may assume that t1 > 0. In (3.17) let E = {z1,1}, then
we have δzj,1(E) = 0 for all 2 ≤ j ≤ r. Hence, µ¯({e2πiθz1,1}) ≥ t1 + µ¯({z1,1}) ≥ t1. In (3.17) let
E = {e2πiθz1,1}, then we have δzj,1(E) = 0 for all 1 ≤ j ≤ r. Hence, µ¯({e2πi2θz1,1}) = µ¯({e2πiθz1,1}) ≥
t1 > 0. By induction, we have µ¯({e2πinθz1,1}) ≥ t1 > 0 for all n ∈ N. This contradicts to the fact that
µ¯ is a bounded real measure.
Therefore,
µ(e2πiθE)− µ(E) =
∑
sj,k(µj,k(e
2πiθE)− µj,k(E))
for all Borel measurable subset E of T, i.e.,
µ(e2πiθE)−
∑
sj,k(µj,k(e
2πiθE)) = µ(E)−
∑
sj,k(µj,k(E))
for all Borel subset E of T. Let
ν = µ−
∑
sj,kµj,k.
Then
ν(e2πiθE) = ν(E)
for all Borel subsets of T. Therefore, for every n ∈ N, ν(e2πinθE) = ν(E) for all Borel subsets E
of T. Since θ is an irrational number, {e2πinθ : n ∈ N} is dense in T. By the Lebesgue dominated
theorem, ν(zE) = ν(E) for all Borel subsets E of T and z ∈ T. By the uniqueness of the Haar
measure on T, there exists t ∈ R such that ν = tm, i.e., µ = ∑ sj,kµj,k + tm This implies that
dim(Tr(Aθ,γ)) ≤ 1 +
∑r
j=1(|Yj| − 1). So dim(Tr(Aθ,γ)) = 1 +
∑r
j=1(|Yj| − 1).
Proposition 3.8. Suppose γ(z) has finitely many points in its zero set Y and there are ξ1, ξ2, ..., ξr ∈ ∆
such that Y = ∪rj=1Yj, where Yj = Y ∩Orb(ξj). Then τ and the traces induced by µ′j,ks constructed in
Lemma 3.5 are precisely the extreme points of T(Aθ,γ).
Proof. Let σ be a tracial state on Aθ,γ induced by a regular Borel probability measure µ on T. Then
by the proof of Proposition 3.7, there are real numbers t, sj,k such that
µ(E) = tm(E) +
∑
sj,kµj,k(E)
for all Borel subsets E of T. Since m and µ′j,k are mutually disjoint measures, t, sj,k ≥ 0 and
t +
∑
sj,k = 1. This shows that τ and the traces induced by µ
′
j,ks constructed in Lemma 3.5 are
precisely the extreme points of T(Aθ,γ).
Corollary 3.9. Suppose γ(z) has finite zero points. Then τ is the unique extreme point in T(Aθ,γ)
which is faithful on Aθ,γ.
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4 Simplicity of generalized universal C∗-algebras
In this section, we provide a characterization of simplicity of a generalized universal algebra Aθ,γ in
terms of the zero points of γ(z). We begin with the following lemma.
Lemma 4.1. Let fn(z) ∈ C(T) for −M ≤ n ≤ N . Then
‖xkfk(w)‖ ≤
∥∥∥∥∥
N∑
n=1
xnfn(w) + f0(w) +
M∑
m=1
f−m(w) (x
∗)m
∥∥∥∥∥ ,
and
‖f−k(w)(x∗)k‖ ≤
∥∥∥∥∥
N∑
n=1
xnfn(w) + f0(w) +
M∑
m=1
f−m(w) (x
∗)m
∥∥∥∥∥ .
Proof. There is a function γk ∈ C(T)+ such that xk = ukγk(w), k = 1, 2, ..., Therefore u−kxkfk(w) =
γk(w)fk(w).
Put a =
∑N
i=0 x
ifi(w) +
∑M
j=1 f−j(w)(x
∗)k. Let Φ be the conditional expectation. Then
‖xkfk(w)‖ = ‖u−kxkfk(w)‖ = ‖Φ(u−ka)‖ ≤ ‖u−ka‖ = ‖a‖.
So the first part of the lemma follows. The second part follows similarly.
Lemma 4.2. Let Y1 be the set of zero points of functions γ(e
2πinθz) for n ≥ 0, and let Y2 be the set of
zero points of functions γ(e−2πinθz) for n ≥ 1. Then Aθ,γ is a simple algebra if and only if Y1∩Y2 = ∅.
Proof. Suppose Y1∩Y2 = ∅ and J is a non-zero ideal of Aθ,γ. Then there is a positive nonzero element
x in J . Since wjx(w∗)j ∈ J , the limit formula for Φ(x) in Proposition 2.1 shows that Φ(x) ∈ J∩C∗(w).
Since Φ is faithful, Φ(x) > 0. So J ∩ C∗(w) is a nontrivial ideal in C∗(w), which is contained in a
maximal nontrivial ideal
I = {f(w)|f(z) ∈ C(T) and f(z0) = 0 for some z0 ∈ T}
of C∗(w).
Let f(z) ∈ C(T) such that f(w) ∈ J ∩ C∗(w) ⊂ I. Then f(z0) = 0. By (2.7) and (2.8), we have
x∗f(w)x = f(e2πiθw)γ(w) ∈ J ∩ C∗(w) ⊂ I. (4.1)
By (2.6) and (2.9), we have
xf(w)x∗ = f(e−2πiθw)γ(−e2πiθw) ∈ J ∩ C∗(w) ⊂ I. (4.2)
Case 1. Suppose z0 ∈ Y2. Then the assumption of the theorem implies that z0 /∈ Y1. So (4.1)
implies that f(e2πiθz0) = 0. Repeat using (4.1), we have for all n ∈ N,
(x∗)nf(w)xn = f(e2πinθw)γ(e2πi(n−1)θw)γ(e2πi(n−2)θw) · · ·γ(w) ∈ J ∩ C∗(w) ⊂ I.
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Thus f(e2πinθz0) = 0 for all n ∈ N. Since {e2πinθz0 : n ∈ N} is dense in T, f(z) = 0 for all z ∈ T.
This implies that J ∩ C∗(w) is trivial and we obtain a contradiction.
Case 2. Suppose z0 /∈ Y2. Then (4.2) implies that f(e−2πiθz0) = 0. Repeat using (4.2), we have
for all n ∈ N,
xnf(w)(x∗)n = f(e−2πinθw)γ(e−2πinθw)γ(e−2πi(n−1)θw) · · ·γ(e−2πiθw) ∈ J ∩ C∗(w) ⊂ I.
Thus f(e−2πinθz0) = 0 for all n ∈ N. Since {e−2πinθz0 : n ∈ N} is dense in T, f(z) = 0 for all z ∈ T.
This implies that J ∩ C∗(w) is trivial and we obtain a contradiction.
Conversely, suppose Y1 ∩ Y2 6= ∅. We may assume that λ ∈ T is a zero point of γ(e2πinθz) and
γ(e−2πimθz). Consider the subset
J = {f(w)|f(z) ∈ C(T) and f(e2πinθλ) = · · · = f(λ) = · · · = f(e−2πimθλ) = 0}
of C∗(w). Claim that I = Aθ,γJAθ,γ is a two-sided ideal of Aθ,γ. Otherwise, there exists fi(w) ∈ J ,
ai =
K∑
n=1
(x∗)ngi−n(w) + g
i(w) +
K∑
n=1
gin(w)x
n,
and
bi =
K∑
n=1
(x∗)nhi−n(w) + h
i(w) +
K∑
n=1
hin(w)x
n,
for sufficiently large K ∈ N such that ∥∥∥∥∥
N∑
i=1
aifi(w)bi − 1
∥∥∥∥∥ < 1,
where gin, g
i, hin, h
i ∈ C(T). By Lemma 4.1 and simple computations, we have
‖
N∑
i=1
gi−K(e
2πiKθw)fi(e
2πiKθw)hiK(e
2πiKθw)γ(e2πi(K−1)θw) · · ·γ(w)+
gi−(K−1)(e
2πi(K−1)θw)fi(e
2πi(K−1)θw)hiK−1(e
2πi(K−1)θw)γ(e2πi(K−2)θw) · · ·γ(w) + · · ·+
gi−1(e
2πiθw)fi(e
2πiθw)hi1(e
2πiθw)γ(w) + gi(w)fi(w)h
i(w) + gi1(w)fi(e
−2πiθw)hi−1(w)γ(e
−2πiθw) + · · ·+
giK−1(w)fi(e
−2πi(K−1)θw)hi−(K−1)(w)γ(e
−2π(K−1)iθw) · · ·γ(e−2πiθw)+
giK(w)fi(e
−2πiKθw)hi−K(w)γ(e
−2πKiθw) · · ·γ(e−2πiθw)− 1‖ < 1.
Let
f¯(z) =
N∑
i=1
gi−K(e
2πiKθz)fi(e
2πiKθz)hiK(e
2πiKθz)γ(e2πi(K−1)θz) · · · γ(z) + · · ·+
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gi−1(e
2πiθz)fi(e
2πiθz)hi1(e
2πiθz)γ(z) + gi(z)fi(z)h
i(z) + gi1(z)fi(e
−2πiθz)hi−1(z)γ(e
−2πiθz) + · · ·+
giK(z)fi(e
−2πiKθz)hi−K(z)γ(e
−2πKiθz) · · · γ(e−2πiθz).
Since fi(z) ∈ J , fi(e2πinθλ) = · · · = fi(λ) = · · · = fi(e−2πimθλ) = 0. Note that γ(e2πinθλ) =
γ(e−2πimθλ) = 0. So f¯(λ) = 0. Hence ‖f¯(z)− 1‖ ≥ 1 and ‖f¯(w)− 1‖ ≥ 1. By Lemma 4.1,∥∥∥∥∥
N∑
i=1
aifi(w)bi − 1
∥∥∥∥∥ ≥ ‖f¯(w)− 1‖ ≥ 1.
This is a contradiction.
Theorem 4.3. Let θ be an irrational number, γ ∈ C(T) be a non-negative function, let Y be the
set of zeros of γ and let φ : T → T be the homeomorphism by rotation of θ. Then the following are
equivalent:
(1) Aθ,γ is simple;
(2) Aθ,γ has a unique tracial state;
(3) φn(Y ) ∩ Y = ∅ for all integers n 6= 0.
(4) For each ξ ∈ T, Orb(ξ) ∩ Y contains at most one point.
Proof. The equivalence of (2), (3) and (4) follows from Theorem 3.2. Let Y1 be the set of zero points
of functions γ(e2πinθz) for n ≥ 0, and let Y2 be the set of zero points of functions γ(e−2πinθz) for n ≥ 1.
By Proposition 2.7, condition (3) is equivalent to Y1 ∩ Y2 = ∅. By Lemma 4.2, (1) is equivalent to
(3).
Corollary 4.4. Suppose γ(z) ∈ C(T) is a positive function with a single zero point. Then Aθ,γ is a
simple C∗-algebra with a unique tracial state.
Corollary 4.5. Suppose γ(z) ∈ C(T) is a positive function with two zero points z1, z2. Then Aθ,γ is
a simple C∗-algebra with a unique tracial state if and only if there does not exist integer k such that
z2 = e
2πikθz1.
Corollary 4.6. If m({z|γ(z) = 0}) > 0, then Aθ,γ is not simple.
Proof. Let Y = {z|γ(z) = 0}. If Aθ,γ is simple, then by Theorem 4.3, φn(Y ) ∩ Y = ∅ for all integers
n 6= 0. Then {φn(Y ) : n ∈ Z} is a sequence of mutually disjoint subsets. Therefore m(Y ) = 0.
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5 Rieffel’s projections in generalized universal algebras
Lemma 5.1. If λ ∈ T, then Aθ,γ(z) ∼= Aθ,γ(λz).
Proof. Let Aθ,γ(z) = C
∗(x, w) and Aθ,γ(λz) = C
∗(x′, w′). Then x′, λw′ satisfy (2.1)-(2.4) for γ(z). So
there is a homomorphism ϕ : Aθ,γ(z) → Aθ,γ(λz) such that ϕ(x) = x′, ϕ(w) = λw′. By symmetry, there
is a homomorphism ψ : Aθ,γ(λz) → Aθ,γ(z) such that ψ(x′) = x, ψ(w′) = λw. Hence ψ · ϕ(x) = x and
ψ ·ϕ(w) = w; ϕ ·ψ(x′) = x′ and ϕ ·ψ(w′) = w′. So ϕ is an isomorphism from Aθ,γ(z) onto Aθ,γ(λz).
Lemma 5.2. Aθ,γ ∼= A1−θ,γ.
Proof. Let Aθ,γ = C
∗(x, w) and A1−θ,γ = C
∗(x′, w′). Then x′, (w′)∗ satisfy (2.1)-(2.4) for θ and γ. So
there is a homomorphism ϕ : Aθ,γ → A1−θ,γ such that ϕ(x) = x′, ϕ(w) = (w′)∗. By symmetry, there
is a homomorphism ψ : A1−θ,γ → Aθ,γ such that ϕ(x′) = x, ϕ(w′) = w∗. Hence ψ · ϕ(x) = x and
ψ · ϕ(w) = w; ϕ · ψ(x′) = x′ and ϕ · ψ(w′) = w′. So ϕ is an isomorphism from Aθ,γ onto A1−θ,γ.
The proof the following theorem is similar to the proof of Theorem 1.1 of [34]. However, some
details should be treated carefully.
Theorem 5.3. Suppose γ is a positive function in C(T) and there exists λ ∈ T such that γ(λe2πinθ) 6=
0 for all nonnegative integers n. Then for every α in (Z+ Zθ) ∩ [0, 1], there is a projection p in Aθ,γ
such that τ(p) = α.
Proof. By Lemma 5.1, we may assume that λ = 1. Firstly we prove if α = θ ∈ (0, 1) then there exists
a projection p in Aθ,γ such that τ(p) = θ. By Lemma 5.2, we may assume that 0 < θ < 1/2.
A dense set of elements of Aθ,γ can be represented by a finite sum of the form
∑n
i=1 fi(w)x
i +
f(w) +
∑m
j=1 f−j(w) (x
∗)j, where fk(z), f(z) ∈ C(T). Note that the set C(T)xi, C(T), C(T) (x∗)j are
mutually orthogonal to each other in L2(Aθ,γ, τ). In the following we identify C
∗(w) with C(R/Z). For
f(t) ∈ C(R/Z), define fθ(t) = f(t− θ). Let β(t) = (γ(e2πit))1/2. Then β(nθ) 6= 0 for all nonnegative
integers n.
We look for a projection p = g(t)x+ f(t) + h(t)x∗ such that τ(p) = θ. Since p = p∗, by (2.4) and
(2.5),
g(t)x+ f(t) + h(t)x∗ = x∗g¯(t) + f¯(t) + xh¯(t) = g¯−θ(t)x
∗ + f¯(t) + h¯θ(t)x.
By comparing coefficients, we see that f = f¯ is a real valued function; and that h(t) = g(t+ θ) or
equivalently h(t− θ) = g(t). Since p = p2, (2.6)-(2.9) imply
g(t)x+f(t)+h(t)x∗ = g(t)gθ(t)x
2+(g(t)(f(t)+fθ(t)))x+
[
g(t)hθ(t)β
2(t− θ) + f 2(t) + h(t)g−θ(t)β2(t)
]
+h(t)(f(t) + f−θ(t))x
∗ + h(t)h−θ(t) (x
∗)2 .
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By comparing coefficients and replacing h’s with g’s using the relation between them, we arrive at
the necessary and sufficient conditions:
g(t)g(t− θ) = 0, (5.1)
g(t)(1− f(t)− f(t− θ)) = 0, (5.2)
f(t)− f(t)2 = |g(t)β(t− θ)|2 + |g(t+ θ)β(t)|2. (5.3)
Pick any positive ǫ > 0 such that θ + ǫ < 1/2. Define f to be the piece-wise linear function
f(t) =


ǫ−1t for 0 ≤ t ≤ ǫ
1 for ǫ ≤ t ≤ θ
ǫ−1(θ + ǫ− t) for θ ≤ t ≤ θ + ǫ
0 for θ + ǫ ≤ t ≤ 1
and define
g(t) =


√
f(t)− f(t)2/β(t− θ) for θ ≤ t ≤ θ + ǫ
0 otherwise
.
Since β(0) 6= 0, g(t) ∈ C(T) for sufficiently small ǫ > 0. Then f(t) and g(t) satisfy equations (5.1),
(5.2), and (5.3). So τ(p) =
∫ 1
0
f(t)dt = θ. We also get the projection 1−p with trace τ(1−p) = 1−θ.
In the following we show that for k ≥ 2 there is a projection q such that τ(q) is the fractional
part kθ of kθ. Let α = {kθ}. We may assume that α < 1/2. The idea is similar. Let q =
g1(t)(u+ v)
k + f1(t) + h1(t) ((u+ v)
∗)k. Then we will have the following equations
g1(t)g1(t− α) = 0, (5.4)
g1(t)(1− f1(t)− f1(t− α)) = 0, (5.5)
f1(t)− f1(t)2 = |g1(t)β(t− kθ) · · ·β(t− θ)|2 + |g1(t+ α)β(t+ (k − 1)θ) · · ·β(t)|2
= |g1(t)β(t− kθ)β(t− (k − 1)θ) · · ·β(t− θ)|2
+ |g1(t + α)β((t+ α)− kθ)β((t+ α)− (k − 1)θ) · · ·β((t+ α)− θ)|2. (5.6)
Pick any positive ǫ > 0 such that θ + ǫ < 1/2. Define f1 to be the piece-wise linear function
f1(t) =


ǫ−1t for 0 ≤ t ≤ ǫ
1 for ǫ ≤ t ≤ α
ǫ−1(α + ǫ− t) for α ≤ t ≤ α + ǫ
0 for α+ ǫ ≤ t ≤ 1
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and define
g1(t) =


√
f1(t)− f1(t)2/β(t− kθ) · · ·β(t− θ) for α ≤ t ≤ α + ǫ
0 otherwise
.
Since β(0) 6= 0, β(θ) 6= 0, · · · , β((k − 1)θ) 6= 0, g1(t) ∈ C(T) for sufficiently small ǫ > 0. Then f1(t)
and g1(t) satisfy equations (5.4), (5.5), and (5.6). So τ(q) =
∫ 1
0
f1(t)dt = α.
Corollary 5.4. If m({z|γ(z) = 0}) = 0, e.g., the zero points of f(z) is countable, then for every α
in (Z+ Zθ) ∩ [0, 1], there is a projection p in Aθ,γ such that τ(p) = α.
Proof. We divide T into equivalent classes Fα, where x, y ∈ Fα if and only if x = e2πikθy for some
k ∈ Z. Suppose ∀α, Fα ∩ {z|γ(z) = 0} 6= ∅. By axiom of choice we can choose a representative set
{xα}α∈Y of {Fα}α∈Y such that xα ∈ Fα ∩ {z|γ(z) = 0} for each α ∈ Y . Then m({xα}α∈Y ) = 0. On
the other hand it is well-known that {xα}α∈Y is not Lebesgue measurable. This is a contradiction.
Therefore, there exists α ∈ Y such that the intersection of Fα and the set of zero points of γ is empty.
Now the corollary follows from Theorem 5.3.
Combining Corollary 4.6 and Corollary 5.4, we obtain the following result.
Corollary 5.5. If a generalized universal C∗-algebra Aθ,γ is simple, then for every α in (Z+Zθ)∩[0, 1],
there is a projection p in Aθ,γ such that τ(p) = α.
This corollary also follows from 7.2.
6 K-groups of generalized universal irrational rotation alge-
bras
Let Aθ be the universal irrational rotation C
∗-algebra with two unitary generators u, v satisfying
vu = e2πiθuv. Then there exists an action αz of T on Aθ defined by αz(u) = zu and αz(v) = v. By
Theorem 2.5, we may identify Aθ,γ with the unital C
∗-subalgebra B of Aθ generated by uγ
1/2(v) and
v. Then x = uγ1/2(v) and w = v. Let A be the unital C∗-algebra generated by v. The following
definition is introduced by Ruy Excel in [12].
Definition 6.1. For each n ∈ Z the nth spectral subspace for α is defined by
Bn = {b ∈ Aθ,γ : αz(b) = znb for z ∈ T}.
Lemma 6.2. B0 = A and B1 = {uf(v) : f(λ) = 0 forλ ∈ Y }.
23
Proof. By Corollary 2.2, B0 = A. We need to show B1 = {uf(v) : f(λ) = 0 forλ ∈ Y }. Note that
αz(xg(v)) = zxg(v). Since the norm closure of {xg(v) : g ∈ C(T)} is {uf(v) : f(λ) = 0 forλ ∈ Y },
{uf(v) : f(λ) = 0 forλ ∈ Y } ⊆ B1. On the other hand, if b ∈ B1, then αz(u∗b) = u∗b for all z ∈ T.
This implies that b = uf(v) for some f(z) ∈ C(T). Suppose f(λ0) 6= 0 for some λ0 ∈ Y . Then for
any y =
∑N
n=1 x
nfn(z) + f0(z) +
∑N
n=1 f−n(z)(x
∗)n, by Lemma 4.1 we have
‖y − z‖ ≥ ‖xf1(v)− uf(v)‖ = ‖uh(v)f1(v)− uf(v)‖ = ‖h(v)f1(v)− f(v)‖ ≥ |f(λ0)| > 0.
Thus for any y ∈ Aθ,γ we have ‖y − uf(v)‖ ≥ |f(λ0)| > 0. This is a contradiction. So B1 = {uf(v) :
f(λ) = 0 forλ ∈ Y }.
Definition 6.3. If X and Y are subsets of a C∗-algebra, then XY denotes the closed linear span of
the set of products xy with x ∈ X and y ∈ Y .
Corollary 6.4. B∗1B1 = {f(v) : f(λ) = 0 forλ ∈ Y } ⊆ A and B1B∗1 = uB1B∗1u∗ ⊂ A.
Lemma 6.5. The action of T on Aθ,γ is regular in the sense of [12] (see Definition 4.4 ), i.e., there
exist an isomorphism θ : B∗1B1 → B1B∗1 and a linear isometry φ from B∗1 onto B1B∗1 such that for
y1, y2 ∈ B1, a ∈ B∗1B1 and b ∈ B1B∗1 ,
1. φ(y∗1b) = φ(y
∗
1)b;
2. φ(ay∗1) = θ(a)φ(y
∗
1);
3. φ(y∗1)
∗φ(y∗2) = y1y
∗
2;
4. φ(y∗1)φ(y
∗
2)
∗ = θ(y∗1y2).
Proof. By Corollary 6.4, B1B
∗
1 = uB1B
∗
1u
∗. Let θ(f(v)) = uf(v)u∗. Then θ is an isomorphism of
B1B
∗
1 onto B
∗
1B1. Define φ(f(v)u
∗) = uf(v)u∗. By Lemma 6.2 and Corollary 6.4, φ is a linear isometry
from B∗1 onto B1B
∗
1 . Let y1 = uf1(v) and y2 = uf2(v) such that y1, y2 ∈ B1, a = g1(v) ∈ B∗1B1 ⊂ A
and b = g2(v) ∈ B1B∗1 ⊂ A. Then
φ(y∗1b) = φ(f¯1(v)u
∗g2(v)) = φ(f¯1(v)θ
−1(g2(v))u
∗) = uf¯1(v)θ
−1(g2(v))u
∗ = uf¯1(v)u
∗g2(v) = φ(y
∗
1)b,
φ(ay∗1) = φ(g1(v)f¯1(v)u
∗) = ug1(v)f¯1(v)u
∗ = θ(g1(v))uf¯1(v)u
∗ = θ(a)φ(y∗1),
φ(y∗1)
∗φ(y∗2) = (uy
∗
1)
∗(uy∗2) = y1y
∗
2,
φ(y∗1)φ(y
∗
2)
∗ = (uy∗1)(uy
∗
2)
∗ = uy∗1y2u
∗ = θ(y∗1y2).
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Lemma 6.6. Let Θ = (θ, B∗1B1, B1B
∗
1) be the partial automorphism of the fixed point algebra A as
in [12]. Then there exists an isomorphism
ϕ : C∗(A,Θ)→ Aθ,γ.
Proof. Clearly Aθ,γ is generated by the fixed point algebra A and the first spectral subspace B1. So
the action α of T on Aθ,γ is semi-saturated (see Definition 4.1 of [12]). By Lemma 6.5, α is also
regular. By Theorem 4.21 of [12], there exists an isomorphism
ϕ : C∗(A,Θ)→ Aθ,γ.
Theorem 6.7. Let Y be the set of zeros of γ. If T 6= Y 6= ∅, then
K1(Aθ,γ) = Z (6.1)
and there exists a splitting short exact sequence:
0→ Z→ K0(Aθ,γ)→ C(Y,Z)→ 0. (6.2)
In particular, if Y has n points, then
K0(Aθ,γ) = Z
n+1. (6.3)
Proof. Let J = B1B
∗
1 . By Lemma 6.6 and Theorem 7.1 of [12], we have the following exact sequence
of K-groups
K0(J)
i∗−θ
−1
∗−→ K0(A) i∗−→ K0(Aθ,γ)x y
K1(Aθ,γ)
i∗←− K1(A) i∗−θ
−1
∗←− K1(J)
It is easy to see that K0(J) = 0, K1(J) ∼= C(Y,Z), K0(A) ∼= K1(A) ∼= Z. Note that
K1(J)
i∗−θ
−1
∗−→ K1(A)
is the composition of maps
K1(J)
id−→ K1(A)
and
K1(A)
id−θ−1∗−→ K1(A).
Since
K1(A)
id−θ−1∗−→ K1(A)
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is zero map,
K1(J)
i∗−θ
−1
∗−→ K1(A)
is zero map. This gives the short exact sequence (6.2).
To see it splits, note that Y may be identified with a compact subset of the unit line segment
which in turn is viewed as a compact subset of the plane. Note also that K1(C(Y )) = {0}. It follows
from the BDF-theory [3] that Ext(C(Y )) = {0}. Let E be a unital essential extension of the form:
0→ K → E → C(Y )→ 0.
The fact that Ext(C(Y )) = {0} implies, in particular, the short exact sequence
0→ K0(K)→ K0(E)→ K0(C(Y ))→ 0
splits for any such E, or,
0→ Z→ K0(E)→ C(Y,Z)→ 0
splits for any such group K0(E). It follows (from Brown’s UCT) that ExtZ(Z, C(Y,Z)) = {0}. There-
fore the short exact sequence (6.2) splits.
Corollary 6.8. Ki(Aθ,γ) is torsion free, i = 0, 1. If γ has finitely many zeros, then Ki(Aθ,γ) is free,
i = 0, 1.
7 Classification of simple C∗-algebras of Aθ,γ
In this section, we will discuss the structure of Aθ,γ when it is simple. For recursive subhomogeneous
algebras see [28], Section 1. Recall also that the Jiang-Su algebra Z is a unital simple C∗-algebra of
recursive subhomogeneous C∗-algebra with one dimensional base spaces with a unique tracial state
and with K0(Z) = Z and K1(Z) = {0} (see [18]).
Lemma 7.1. Let θ be an irrational number. Suppose that γ has at least one zero. Then Aθ,γ is
an inductive limit of recursive subhomogeneous C∗-algebras with one dimensional base spaces. In
particular, if Aθ,γ is simple, then Aθ,γ is Z-stable, where Z is the Jiang-Su algebra [18].
Proof. Let Y be the set of zeros of γ. It is a closed subset of T. Let 1/4 > ǫn > 0 be such that
limn→∞ ǫn = 0. Define
Yn = {x ∈ T : dist(x, Y ) ≤ ǫn}, n = 1, 2, ....
Define
AY = C
∗(C(T), uC0(T \ Y )) and (7.1)
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AYn = C
∗(C(T), uC0(T \ Yn)). (7.2)
By Theorem 2.3 of [26] (or Example 1.6 of [28]), AYn is a recursive subhomogeneous C
∗-algebra with
one dimensional base spaces. Since AY = limn→∞AYn (with inclusion maps), the first part of the
lemma follows.
To see the second part, it follows from Theorem 1.6 of [38] that each AYn has decomposition rank
at most one. Therefore AY has decomposition rank one. Since we assume that AY is simple, by
Theorem 5.1 of [39], AY is Z-stable. Note that AY = Aθ,γ.
Lemma 7.2. Suppose that Aθ,γ is simple and Y is the set of zeros of γ. Let ı be the embedding of
Aθ,γ = C
∗(C(T), uC0(T \ Y )) ⊂ Aθ, and let ρAθ,γ be the induced map of K0(Aθ,γ) into K0(Aθ). Then
ρAθ,γ (K0(Aθ,γ)) = Z+ Zθ and kerρAθ,γ
∼= C(Y,Z)/Z, (7.3)
where Z is identified with constant functions in C(Y,Z). Thus one has the following splitting short
exact sequence:
0→ C(Y,Z)/Z→ K0(Aθ,γ)
ρAθ,γ−→ Z+ Zθ → 0. (7.4)
Moreover, in this case,
K0(Aθ,γ)+ = {0} ∪ {x ∈ K0(Aθ,γ) : ρAθ,γ (x) > 0} (7.5)
and K0(Aθ,γ) is weakly unperforated and has the Riesz interpolation property.
Proof. Denote by φ : T→ T the rotation of the unit circle by θ, i.e., φ(z) = e2πiθz for z ∈ T. By the
assumption of the lemma and Theorem 4.3, φn(Y ) ∩ Y = ∅ for all integers n 6= 0. By Theorem 2.4
and Example 2.6 of [33], one obtains the following six term exact sequence:
K0(C(Y )) −→ K0(Aθ,γ) ı∗0−→ K0(Aθ)x y
K1(Aθ)
ı∗1←− K1(Aθ,γ) ←− K1(C(Y ))
Note that Y is a proper closed subset of the circle. It follows that K1(C(Y )) = {0} and ı∗0 = ρAθ,γ
is surjective. Since K0(Aθ) = Z+ Zθ as an ordered subgroup of R, RanρAθ,γ = Z+ Zθ. By Theorem
6.7, K1(Aθ,γ) = Z. One then computes that
kerρAθ,γ
∼= C(Y,Z)/Z.
It is proved in Lemma 7.1 that Aθ,γ is Z-stable. In particular, K0(Aθ,γ) has the strict comparison.
Therefore
K0(Aθ,γ)+ = {0} ∪ {x ∈ K0(Aθ,γ) : ρAθ,γ (x) > 0}. (7.6)
It follows that K0(Aθ,γ) is weakly unperforated and has the Riesz interpolation property.
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For the convenience of the reader, we recall the meaning of tracial rank zero (or tracial topological
rank zero) for simple C∗-algebras.
Definition 7.3. Let A be a simple unital C∗-algebra. Then A has tracial rank zero if for every
subset F ⊂ A, every ǫ > 0, and every nonzero positive element c ∈ A, there exists a projection p ∈ A
and a unital finite dimensional subalgebra E ⊂ pAp such that:
(1) ‖[a, p]‖ < ǫ for all a ∈ F .
(2) dist(pap, E) < ǫ for all a ∈ F .
(3) 1− p is Murray-von Neumann equivalent to a projection in cAc.
This definition is equivalent to the original one following from [23], Proposition 3.8.
Theorem 7.4. Let Aθ,γ be a unital simple C
∗-algebra. Then Aθ,γ is a unital simple AT-algebra of
real rank zero. In particular, Aθ,γ has tracial rank zero.
Proof. By Lemma 7.1 and Theorem 7.2, Aθ,γ is Z-stable, K0(Aθ,γ) is weakly unperforated and has
the Riesz interpolation property. Since Aθ,γ is an inductive limit of type I C
∗-algebras, it satisfies the
universal coefficient theorem. By Corollary 6.7, Ki(Aθ,γ) is torsion free. Therefore, by [10], there is a
unital simple AT-algebra C of real rank zero such that
(K0(C), K0(C)+, [1C ], K1(C)) ∼= (K0(Aθ,γ), K0(Aθ,γ), [1Aθ,γ ], K1(Aθ,γ)). (7.7)
Let U be a UHF-algebra of infinite type. Consider B = Aθ,γ ⊗U. B has a unique tracial state and
is approximately divisible. Therefore its projections separate the tracial state space. It follows from
[4] that B has real rank zero. Since B is Z-stable, B has strict comparison for projections. Therefore
K0(B) is weakly unperforated. It follows from Lemma 7.1 that B is a locally type I C
∗-algebra. Then,
by applying 5.16 of [24], B has tracial rank zero. We also note that since Aθ,γ satisfies the universal
coefficient theorem, so does B.
It follows from the classification theorem of [25] (Theorem 5.4) that C ⊗Z ∼= Aθ,γ ⊗Z. However,
C is Z-stable and, by Lemma 7.1, Aθ,γ is also Z-stable, one actually has
C ∼= Aθ,γ. (7.8)
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Corollary 7.5. Let θ be an irrational number, γ ∈ C(T) be a non-negative function, let Y be the
set of zeros of γ and let φ : T → T be the homeomorphism by rotation of θ. Then the following are
equivalent:
(1) Aθ,γ is simple;
(2) Aθ,γ has a unique tracial state;
(3) φn(Y ) ∩ Y = ∅ for all integers n 6= 0;
(4) For each ξ ∈ T, Orb(ξ) ∩ Y contains at most one point;
(5) Aθ,γ is a unital simple AT-algebra of real rank zero.
Theorem 7.6. Let θ1 and θ2 be two irrational numbers, γ1 and γ2 ∈ C(T) be non-negative functions
and let Yi be the set of zeros of γi, i = 1, 2. Suppose that Aθi,γi is simple, or one of the equivalent
conditions in Corollary 7.5 satisfies. Then Aθ1,γ1
∼= Aθ2,γ2 if and only if the following hold:
θ1 = ±θ2mod(Z) and C(Y1,Z)/Z ∼= C(Y2,Z)/Z. (7.9)
In particular, when γ1 has only finitely many zeros, then Aθ1,γ1
∼= Aθ2,γ2 if and only if θ1 = ±θ2modZ
and γ2 has the same number of zeros.
Proof. We will prove the “if” part only. Note that we have K1(Aθ1,γ1)
∼= K1(Aθ2,γ2). We may write,
by Lemma 7.2, that
K0(Aθi,γi) = C(Yi,Z)/Z⊕ (Z+ Zθ). (7.10)
It follows that K0(Aθ1,γ1)
∼= K0(Aθ2,γ2). In fact they are order isomorphic. By Theorem 7.4 both
C∗-algebras are unital simple AT-algebras of real rank zero. By the classification theorem they are
isomorphic.
Corollary 7.7. With the same assumption as in 7.6, if Y1 and Y2 are homeomorphic and θ1 =
±θ2modZ, then Aθ1,γ1 ∼= Aθ2,γ2.
Theorem 7.8. Let θ1, θ2 ∈ (0, 1) be two irrational numbers, γ1, γ2 ∈ C(T) be non-negative functions
and let Yi be the set of zeros of γi, i = 0, 1. Suppose that Aθi,γi is simple, or one of the equivalent
conditions in Corollary 7.5 satisfies. Then Aθ1,γ1 and Aθ2,γ2 are Morita equivalent if and only if Z+Zθ1
and Z+ Zθ2 are order isomorphic and
C(Y1,Z)/Z ∼= C(Y2,Z)/Z. (7.11)
In particular, assuming, in addition, Y1 and Y2 are both finite subsets, then Aθ1,γ1 and Aθ2,γ2 are
Morita equivalent if and only if Z + Zθ1 and Z + Zθ2 are order isomorphic and Y1 and Y2 have the
same number of points.
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Proof. Suppose that h1 : Z + Zθ1 → Z + Zθ2 is an order isomorphism and h2 : C(Y1,Z)/Z →
C(Y2,Z)/Z is an isomorphism as groups. There is an injective homomorphism ıi : Z+Zθi → K0(Aθi,γi)
such that
ρAθi,γi ◦ ıi = idZ+Zθi , i = 1, 2.
We write
K0(Aθi,γi) = C(Yi,Z)/Z⊕ ıi(Z+ Zθi),
i = 1, 2.
Define h3 : K0(Aθ1,γ1)→ K0(Aθ2,γ2) by
h3|kerρAθ1,γ1 = h2 (7.12)
and
h3(x) = ı2 ◦ h1 ◦ ρAθ1,γ1 (x). (7.13)
for x ∈ ı1(Z+Zθ1). It is easy to verify that h3 is an order isomorphism fromK0(Aθ1,γ1) ontoK0(Aθ2,γ2).
We also have K1(Aθ1,γ1) = Z = K1(Aθ2,γ2). Since both Aθ1,γ1 and Aθ2,γ2 are unital simple AT-algebras
of real rank zero, by the classification results mentioned earlier, Aθ1,γ1 and Aθ2,γ2 are stably isomorphic.
In other words, Aθ1,γ1 and Aθ2,γ2 are Morita equivalent.
Conversely, if Aθ1,γ1 ⊗ K ∼= Aθ2,γ2 ⊗ K, then K0(Aθ1,γ1) and K0(Aθ2,γ2) are order isomorphic.
Denote by h0 the order isomorphism. This implies, in particular, h0 maps kerρAθ1,γ1 isomorphically
onto kerρAθ2,γ2 which implies that
C(Y1,Z)/Z = kerρAθ1,γ1
∼= kerρAθ2,γ2 = C(Y2,Z)/Z.
Therefore h0 induces an order isomorphism from ρAθ1,γ1 (K0(Aθ1,γ1)) onto ρAθ2,γ2 (K0(Aθ2,γ2)) which
implies that Z+ Zθ1 and Z+ Zθ2 are order isomorphic.
Let GL(2,Z) denote the group of 2× 2 matrices with entries in Z and with determinant ±1, and
let GL(2,Z) act on the set of irrational numbers by(
a b
c d
)
α =
aα + b
cα + d
.
By Corollary 2.6 of [34] (or Lemma 4.7 of [35]), Z + Zθ1 and Z + Zθ2 are ordered isomorphic if and
only if θ1 and θ2 are in the same orbit of GL(2,Z). Thus we obtain the following corollary.
Corollary 7.9. Let θ1, θ2 ∈ (0, 1) be two irrational numbers, γ ∈ C(T) be non-negative functions and
let Y be the set of zeros of γ. Suppose that Aθi,γ is simple, or one of the equivalent conditions in
Corollary 7.5 satisfies. Then Aθ1,γ and Aθ2,γ are morita equivalent if and only if θ1 and θ2 are in the
same orbit under the action of GL(2,Z) on irrational numbers.
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8 The C∗-algebra generated by u + λv
Proposition 8.1. Let R be the hyperfinite type II1 factor with two unitary generators u, v such that
vu = e2πiθuv. If f(z) ∈ C(T) and m({z|f(z) = 0}) = 0, then the von Neumann subalgebra generated
by uf(v) and v is R. Furthermore, C∗(uf(v), v) = C∗(u, v) if and only if f(z) 6= 0 for all z ∈ T.
Proof. Let M be the von Neumann algebra generated by uf(v) and v. Since m({z|f(z) = 0}) = 0,
f(v)−1 is affiliated with M , i.e., the spectral projections of the unbounded operator f(v)−1 are in M .
Hence u = uf(v) · f(v)−1 is affiliated with M . Since u is a bounded operator, u ∈ M and therefore
R ⊆M and M = R.
If f(z) 6= 0 for all z ∈ T, then f(v) is an invertible operator in C∗(v). Hence u = uf(v)·f(v)−1 is in
the C∗-subalgebra generated by uf(v) and v. Therefore, C∗(uf(v), v) = C∗(u, v). Conversely, suppose
f(z0) = 0 for some z0 ∈ T. By Theorem 6.7, K1(C∗(uf(v), v)) ∼= Z. Therefore, C∗(uf(v), v) 6=
C∗(u, v).
Theorem 8.2. Let R be the hyperfinite type II1 factor with two unitary generators u, v such that
vu = e2πiθuv. Then the von Neumann subalgebra generated by u + λv is R for λ > 0. Furthermore,
C∗(u + λv) = C∗(u, v) if λ 6= 1 while C∗(u + v) is a proper simple C∗-subalgebra of C∗(u, v) which
has a unique trace, K1(C
∗(u + v)) ∼= Z, and there is an order isomorphism of K0(C∗(u + v)) onto
Z+ Zθ. Moreover, C∗(u+ v) is a unital simple AT-algebra of tracial rank zero.
Proof. Note that
(u+ λv)(u+ λv)∗ = (u+ λv)(u∗ + λv∗) = λe−2πiθu∗v + λuv∗ + 1 + λ2
and
(u+ λv)∗(u+ λv) = (u∗ + λv∗)(u+ λv) = u∗v + e−2πiθλuv∗ + 1 + λ2.
Hence u∗v, uv∗ ∈ C∗(u+λv). Let w = u∗v. Thus C∗(u+λv) = C∗(u+λv, w) = C∗(u(1+λw), w). By
Proposition 8.1, the von Neumann subalgebra generated by u+ λv is R for λ > 0, and C∗(u+ λv) =
C∗(u, v) if λ 6= 1 while C∗(u + v) is a proper C∗-subalgebra of C∗(u, v). Note that u + v and w
satisfy (2.1)-(2.4) for θ and γ(z) = |1 + z|2. By Proposition 3.2, Theorem 4.2, Theorem 5.3, and
Theorem 6.7, C∗(u + v) is a simple algebra with a unique trace, K1(C
∗(u + v)) ∼= Z, and there is
an order isomorphism of K0(C
∗(u+ v)) onto Z + Zθ. By Theorem 7.4, C∗(u+ v) is a unital simple
AT-algebra of tracial rank zero.
Corollary 8.3. C∗(u+ v) is not ∗-isomorphic to C∗(u, v).
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9 Spectral radius of u + λv
In this section, we assume that 0 ≤ λ ≤ 1. Let α = e2πiθ and w = u∗v. Then w is a Haar unitary
operator in R, i.e., τ(wn) = τ((w∗)n) = 0 for all n ∈ N. Note that
u+ λv = u(1 + λu∗v) = u(1 + λw),
(u+λv)2 = (u+λv)u(1+λw) = (u2+αλuv)(1+λw) = u2(1+αλu∗v)(1+λw) = u2(1+αλw)(1+λw),
(u+λv)3 = (u+λv)u2(1+αλw)(1+λw) = (u3+αλu2v)(1+αλw)(1+λw) = u3(1+α2λw)(1+αλw)(1+λw).
By induction, we have
(u+ λv)n = un(1 + λw)(1 + αλw) · · · (1 + α(n−1)λw), ∀n ∈ N (9.1)
Let r(u+ λv) be the spectral radius of u+ λv. Then
r(u+ λv) = lim
n→+∞
‖(u+ λv)n‖1/n = lim
n→+∞
‖(1 + λw)(1 + αλw) · · · (1 + α(n−1)λw)‖1/n.
Since w = u∗v is a Haar unitary operator, we may identify w with the multiplication operator Mz on
L2(T, m), where m is the Haar measure on T. Hence,
‖(u+ λv)n‖1/n = ‖(1 + λw)(1 + αλw) · · · (1 + α(n−1)λw)‖1/n
= ‖(1 + λMz)(1 + αλMz) · · · (1 + α(n−1)λMz)‖1/n
=
(
max
z∈T
∣∣(1 + λz)(1 + αλz) · · · (1 + α(n−1)λz)∣∣)1/n .
Let z = ei2πx, x ∈ [0, 1]. Then simple calculation shows that
∣∣(1 + λz)(1 + αλz) · · · (1 + α(n−1)λz)∣∣ =
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)) 12
.
So
‖(u+ λv)n‖1/n = max
x∈[0,1]
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)) 12n
. (9.2)
Lemma 9.1. For 0 ≤ λ ≤ 1, ∫ 1
0
ln(1 + λ2 + 2λ cos 2πx)dx = 0.
Proof. For 0 ≤ λ ≤ 1, let
f(λ) =
∫ 1
0
ln(1 + λ2 + 2λ cos 2πx)dx.
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Then f(λ) is continuous on [0, 1], differentiable in (0, 1), and f(0) = 0. Note that for 0 < λ < 1,
f ′(λ) =
∫ 1
0
2λ+ 2 cos 2πx
1 + λ2 + 2λ cos 2πx
dx
=
1
2πi
∫
T
2λ+ z + 1
z
1 + λ2 + λ
(
z + 1
z
) · dz
z
=
1
2πi
∫
T
2λz + z2 + 1
(1 + λ2)z + λz2 + λ
· dz
z
=
1
2πi
∫
T
2λz + z2 + 1
(λz + 1)(z + λ)z
dz
= Res
(
2λz + z2 + 1
(λz + 1)(z + λ)z
; 0
)
+ Res
(
2λz + z2 + 1
(λz + 1)(z + λ)z
;−λ
)
=
1
λ
− 1
λ
= 0.
So for 0 ≤ λ ≤ 1, f(λ) = 0.
Lemma 9.2. Let 0 < λ ≤ 1. Then for almost all x ∈ [0, 1],
lim
n→+∞
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)) 12n
= 1.
Proof. We only need to show that for almost all x ∈ [0, 1],
lim
n→+∞
1
n
n−1∑
k=0
ln
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)
= 0.
Let f(x) = ln(1 + λ2 + 2λ cos 2πx). If 0 < λ < 1, then
2 ln(1− λ) ≤ f(x) ≤ 2 ln(1 + λ), ∀x ∈ [0, 1].
So f(x) ∈ L1[0, 1]. If λ = 1, then
f(x) = ln(2 + 2 cos 2πx) = 2 ln 2 + 2 ln | cosπx|
and so
|f(x)| ≤ 2 ln 2− 2 ln | cosπx|, ∀x ∈ [0, 1].
By Lemma 9.1,
∫ 1
0
f(x)dx = 0, which implies that
∫ 1
0
2 ln | cosπx|dx = −2 ln 2. Therefore, ∫ 1
0
|f(x)|dx ≤
4 ln 2 and f(x) ∈ L1[0, 1].
Let T : x → x + θ(mod 1). Then T is a measure preserving ergodic transformation of [0, 1]. By
Birkhoff’s Ergodic theorem and Lemma 9.1, for almost all x ∈ [0, 1]
lim
n→∞
1
n
n−1∑
k=0
ln
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)
=
∫ 1
0
ln(1 + λ2 + 2λ cos 2πx)dx = 0.
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Corollary 9.3. For 0 < λ ≤ 1, r(u+ λv) ≥ 1.
Proof. Let ǫ > 0. By Lemma 9.2, there is an x ∈ [0, 1] and N ∈ N such that for all n ≥ N ,
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)) 12n ≥ 1− ǫ.
By equation (9.2), for n ≥ N ,
‖(u+ λv)n‖1/n ≥ 1− ǫ.
This implies that
r(u+ λv) = lim
n→+∞
‖(u+ λv)n‖1/n ≥ 1− ǫ.
Since ǫ > 0 is arbitrary, r(u+ λv) ≥ 1.
Let θ ∈ (0, 1) be an irrational number and let α = e2πiθ.
Lemma 9.4. Given ǫ > 0 and N ∈ N. Then there exists N ′ ∈ N such that for n ≥ N ′ and every arc
Γ of the unit circle T with length 2π
N
, there exits n
N
+ r points of 1, α, · · · , αn−1 in Γ with ∣∣ r
n
∣∣ < ǫ.
Proof. Since θ ∈ (0, 1) is irrational, {αk : k ∈ N} is dense in the unit circle T. Therefore, there exists
m ∈ N such that for every 0 ≤ ϕ ≤ 2π, there exists 1 ≤ k ≤ m such that |(ϕ− 2kπθ)mod2π| < ǫ
8
. By
Birkhoff’s ergodic theorem, there exists an arc Γ1 of the unit circle with length l(Γ1) = 2π
(
1
N
− ǫ
4
)
and
lim
n→∞
χΓ1(1) + χΓ1(α) + · · ·+ χΓ1(αn−1)
n
=
l(Γ1)
2π
=
1
N
− ǫ
4
.
Let N1 be sufficiently large such that
m
N1
< ǫ
2
and if n ≥ N1 then
χΓ1(1) + χΓ1(α) + · · ·+ χΓ1(αn−1)
n
≥ 1
N
− ǫ
4
− ǫ
4
=
1
N
− ǫ
2
.
Let e2πiθ and e2πi(θ+2π/N) be the ending points of the arc Γ. Let Γ′1 ⊂ Γ be the arc of T with ending
points e2πiθ+(π/4)ǫi and e2πi(θ+2π/N)−(π/4)ǫi. Then there exists an ϕ with 0 ≤ ϕ ≤ 2π such that we can
rotate Γ1 by angle ϕ to obtain Γ
′
1. So if {αk1, · · · , αks} ⊆ Γ1 with 0 ≤ k1 < k2 < · · · < ks ≤ n − 1,
then {αk1eiϕ, · · · , αkseiϕ} ⊆ Γ′1 ⊆ Γ. Since |(ϕ− 2kπθ)mod2π| < ǫ8 for some 1 ≤ k ≤ m,
{αk1e2kπθi, · · · , αks−me2kπθi} ⊂ Γ.
Since ks−m ≤ n −m, {αk1+k, · · · , αks−m+k} ⊂ Γ. So Γ contains at least n
(
1
N
− ǫ
2
) −m = n ( 1
N
− ǫ)
points of 1, α, · · · , αn−1.
By Birkhoff’s ergodic theorem, there exists an arc Γ2 of the unit circle with length l(Γ2) =
2π
(
1
N
+ ǫ
4
)
and
lim
n→∞
χΓ2(1) + χΓ2(α) + · · ·+ χΓ2(αn−1)
n
=
l(Γ2)
2π
=
1
N
+
ǫ
4
.
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Let N2 be sufficiently large such that
m
N2
< ǫ
2
and if n ≥ N2 then
χΓ2(1) + χΓ2(α) + · · ·+ χΓ2(αn−1)
n
≤ 1
N
+
ǫ
4
+
ǫ
4
=
1
N
+
ǫ
2
.
Let e2πiθ
′
and e2πiθ
′+2π(1/N+ǫ/4)i be the ending points of the arc Γ2. Let Γ
′
2 ⊂ Γ2 be the arc of T with
ending points e2πiθ
′+(π/4)ǫi and e2πi(θ
′+1/N)+(π/4)ǫi. Then there exists an ϕ′ with 0 ≤ ϕ′ ≤ 2π such that
we can rotate Γ by angle ϕ′ to obtain Γ′2. So if {αj1, · · · , αjr} ⊆ Γ with 0 ≤ j1 < j2 < · · · < js ≤ n−1,
then {αj1eiϕ′ , · · · , αjreiϕ′} ⊆ Γ′2 ⊆ Γ. Since |(ϕ′ − 2k′πθ)mod2π| < ǫ8 for some 1 ≤ k′ ≤ m,
{αj1e2k′πθi, · · · , αjr−me2k′πθi} ⊂ Γ2.
So Γ contains at most n
(
1
N
+ ǫ
2
)
+m = n
(
1
N
+ ǫ
)
points of 1, α, · · · , αn−1. Let N ′ = max{N1, N2}.
Then we obtain the lemma.
Now we prove the main result of this section.
Lemma 9.5. For 0 < λ ≤ 1, r(u+ λv) = 1.
Proof. By Corollary 9.3, we need to prove that r(u+ λv) ≤ 1. Let ǫ > 0. Note that
lim
n→∞
1
2n
(
n−1∑
k=0
ln
(
1 + λ2 + 2λ cos
(
kπ
n
))
+
2n∑
k=n+1
ln
(
1 + λ2 + 2λ cos
(
kπ
n
)))
=
∫ 1
0
ln(1 + λ2 + 2λ cos 2πx)dx = 0.
There is N ∈ N such that
1
2N
(
N−1∑
k=0
ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
2N∑
k=N+1
ln
(
1 + λ2 + 2λ cos
(
kπ
N
)))
< ǫ.
Let
M(λ) = max
0≤k≤2N,k 6=N
∣∣∣∣ln
(
1 + λ2 + 2λ cos
(
kπ
N
))∣∣∣∣ .
Then for 0 < λ ≤ 1, M(λ) < ∞. Divide the unit circle T into 2N equal sections A1, · · · , A2N . By
Lemma 9.4, there exists N ′ such that for all n ≥ N ′ and all x ∈ [0, 1], if Ak contains n/(2N) + rk(x)
points of e2πix, αe2πix, · · · , αn−1e2πix, then
∑2N
k=1 |rk(x)|
n
<
ǫ
M(λ)
. Note that cos 2πx is decreasing for
x ∈ [0, 1/2] and increasing for x ∈ [1/2, 1]. Therefore, for all x ∈ [0, 1],
1
n
n−1∑
k=0
ln
(
1 + λ2 + 2λ cos(2π(x+ kθ))
) ≤ 1
n
N−1∑
k=0
( n
2N
+ rk+1(x)
)
ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
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+
1
n
2N∑
k=N+1
( n
2N
+ rk(x)
)
ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
=
1
2N
(
N−1∑
k=0
ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
2N∑
k=N+1
ln
(
1 + λ2 + 2λ cos
(
kπ
N
)))
+
1
n
N−1∑
k=0
rk+1(x) ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
1
n
2N∑
k=N+1
rk(x) ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
< ǫ+
1
n
2N∑
k=1
|rk(x)|M(λ) < 2ǫ.
This implies that for all n ≥ N ′ and x ∈ [0, 1],
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)) 12n ≤ e2ǫ.
By equation(9.2), ‖(u + λv)n‖1/n ≤ e2ǫ for all n ≥ N ′. So r(u + λv) ≤ e2ǫ. Since ǫ > 0 is arbitrary,
r(u+ λv) ≤ 1.
10 Strongly irreducible operators relative to type II1 factors
An operator T in a type II1 factorM is called irreducible if {T, T ∗}′∩M = C1, i.e., the von Neumann
subalgebra generated by T is an irreducible subfactor of M .
Proposition 10.1. Every separable type II1 factor M contains an irreducible operator.
Proof. By [29], every separable type II1 factor M contains an irreducible hyperfinite factor. Since
hyperfinite factor is generated by an operator T , it follows that T is an irreducible operator in M .
Recall that an operator T in B(H) is a strongly irreducible operator if there is no nontrivial
idempotents in {T}′. Strongly irreducible operators are generalizations of Jordan blocks in matrix
algebras. A rich theory has been set up on this class of operators in the past twenty years (see [19, 20]).
Let M be a type II1 factor. An operator T ∈M is called a strongly irreducible operator relative to M
if {T}′ ∩M = C1. In this section we will give explicit examples of strongly irreducible operators in
hyperfinite II1 factors.
Let Aθ be the universal irrational rotation C
∗-algebra with two unitary generators u, v such that
vu = e2πiθuv. Then there exists a unique trace τ on Aθ. Applying the GNS-construction to τ , we
may assume that Aθ acts on L
2(Aθ, τ). Let R be the strong operator closure of Aθ. Then R is the
hyperfinite type II1 factor with a unique trace τ . Recall that u, v in R satisfy the following properties:
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1. τ(un) = τ(vn) = 0 for all integers n 6= 0;
2. vu = e2πiθuv;
3. {umvn : m,n ∈ Z} is an orthonormal basis of L2(R) = L2(R, τ), where umvn is viewed as an
element of L2(R).
The following theorem is the main result of this section.
Theorem 10.2. For every irrational number θ ∈ (0, 1), u+v is a strongly irreducible operator relative
R, i.e., there exists no nontrivial idempotents in {u+ v}′ ∩ R.
Proof. Let x ∈ {u + v}′ ∩ R. By condition 3 above Theorem 10.2, x = ∑m,n∈Z αm,numvn and∑
m,n∈Z |αm,n|2 = τ(x∗x) <∞. By condition 2 above Theorem 10.2,
(u+ v)x = (u+ v)
∑
m,n∈Z
αm,nu
mvn =
∑
m,n∈Z
αm,nu
m+1vn +
∑
m,n∈Z
αm,ne
2πimθumvn+1 (10.1)
and
x(u+ v) =
∑
m,n∈Z
αm,nu
mvn(u+ v) =
∑
m,n∈Z
αm,ne
2πinθum+1vn +
∑
m,n∈Z
αm,nu
mvn+1. (10.2)
By condition 3 above Theorem 10.2, {umvn : m,n ∈ Z} is an orthonormal basis of L2(R). Comparing
the coefficients of the term umvn in (10.1) and (10.2), we have
αm−1,n + αm,n−1e
2πimθ = αm−1,ne
2πinθ + αm,n−1,
which is equivalent to
αm−1,n(1− e2πinθ) = αm,n−1(1− e2πimθ). (10.3)
Since θ is an irrational number, 1 − e2πikθ 6= 0 for k 6= 0. Let n = 0 in equation (10.3). We
have αm,−1 = 0 for m 6= 0. Let n = −1 in equation (10.3). We have αm,−2 = 0 for m 6= 0, m 6= 1.
In general, let n = −k in equation (10.3). We have αm,−k−1 = 0 for m 6= 0, · · · , m 6= k. On the
other hand, let m = 0 in equation (10.3). We have α−1,n = 0 for n 6= 0. Similarly, in general we
have α−k−1,n = 0 for n 6= 0, · · · , n 6= k. So we have αm,n = 0 if either both m < 0 and n < 0 or
m = −n 6= 0.
The motivation of the following part is to prove that αm,n = 0 if either m < 0 or n < 0. We only
need to show that αm,−k−m = 0 and α−k−m,m = 0 for k ≥ 1 and m ≥ 0. Repeat using equation (10.3),
we have
αm,−k−m = α0,−k
1− e−2πikθ
1− e2πiθ ·
1− e−2πi(k+1)θ
1− e2πi2θ · · ·
1− e−2πi(k+m−1)θ
1− e2πimθ (10.4)
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and
α−k−m,m = α−k,0
1− e−2πikθ
1− e2πiθ ·
1− e−2πi(k+1)θ
1− e2πi2θ · · ·
1− e−2πi(k+m−1)θ
1− e2πimθ (10.5)
for m ≥ 0 and k ≥ 1.
Let k = 1 in equation (10.4). We have
|αm,−1−m| = |α0,−1| |1− e
−2πiθ|
|1− e2πiθ| ·
|1− e−2πi2θ|
|1− e2πi2θ| · · ·
|1− e−2πikθ|
|1− e2πimθ| = |α0,−1|. (10.6)
In general for k ≥ 2 and m ≥ 0,
|αm,−k−m| = |α0,−k| |1− e
−2πi(m+1)θ|
|1− e2πiθ| ·
|1− e−2πi(m+2)θ|
|1− e2πi2θ| · · ·
|1− e−2πi(m+k−1)θ|
|1− e2πi(k−1)θ| . (10.7)
To prove α0,−k = 0 and therefore αm,−k−m = 0 (by equation (10.4)), we use the following fact:∑
m,n
|αm,n|2 < +∞⇒
∑
m>0
|αm,−k−m|2 < +∞⇒ lim
m→+∞
|αm,−k−m| = 0. (10.8)
If k = 1, then |αm,−1−m| = |α0,−1| by (10.6). By (10.8), we have |αm,−1−m| = |α0,−1| = 0 for all m ≥ 0.
To prove the general case, we need to use a property of irrational rotation. Namely, there exists
a sequence of increasing integers mn such that
lim
n→+∞
e2πimnθ = 1.
Now for each fixed k ≥ 2, by (10.8) and equation (10.7),
0 = lim
n→+∞
|αmn,−k−mn|
= lim
n→+∞
|α0,−k| |1− e
−2πi(mn+1)θ|
|1− e2πiθ| ·
|1− e−2πi(mn+2)θ|
|1− e2πi2θ| · · ·
|1− e−2πi(mn+k−1)θ|
|1− e2πi(k−1)θ|
= lim
n→+∞
|α0,−k| |e
2πimnθ − e−2πiθ|
|1− e2πiθ| ·
|e2πimnθ − e−2πi2θ|
|1− e2πi2θ| · · ·
|e2πimnθ − e−2πi(k−1)θ|
|1− e2πi(k−1)θ|
= |α0,−k| |1− e
−2πiθ|
|1− e2πiθ| ·
|1− e−2πi2θ|
|1− e2πi2θ| · · ·
|1− e−2πi(k−1)θ|
|1− e2πi(k−1)θ|
= |α0,−k|.
By equation (10.7), |αm,−k−m| = |α0,−k| = 0 for all m ≥ 0 and k ≥ 1. By equation (10.5) and similar
arguments, |α−k−m,m| = |α−k,0| = 0 for all m ≥ 0 and k ≥ 1.
Above all, we have proved that αm,n = 0 if either m < 0 or n < 0. Hence
x =
∑
m≥0,n≥0
αm,nu
mvn.
For k ≥ 0, let xk =
∑
m≥0,n≥0,m+n=k αm,nu
mvn. Then x =
∑∞
k=0 xk as a vector in L
2(R). Since
x ∈ {u + v}′ ∩ R and {umvn : m,n ∈ Z} is an orthonormal basis of L2(R), xk ∈ {u + v}′ ∩ R. By
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equation (10.3), αm,k−m is uniquely determined by α0,k for 0 ≤ k ≤ m. Since (u+ v)k commutes with
u+ v, xk = λk(u+ v)
k for some complex number λk. This implies that x =
∑∞
k=0 λk(u+ v)
k and the
decomposition is unique.
Suppose x ∈ {u+ v}′ ∩ R. Let x2 =∑∞k=0 σk(u+ v)k. For a, b ∈ R, let 〈a, b〉 = τ(b∗a). Then
σk = 〈x2, uk〉 = 〈x, x∗uk〉 =
〈
∞∑
j=0
λj(u+ v)
j,
∞∑
j=0
λ¯j ((u+ v)
∗)j uk
〉
=
k∑
j=0
λjλk−j, ∀k ≥ 0. (10.9)
If x2 = x, then λk = σk for all k. Let k = 0. Then (10.9) implies that λ0 = λ
2
0. So λ0 = 0 or
λ0 = 1. By considering 1 − x, we may assume that λ0 = 0. Let k = 1. Then (10.9) implies that
λ1 = λ0 · λ1 + λ1 · λ0 = 0. By (10.9) and induction, we have λk = 0 for all k ≥ 0. This implies that
x = 0, which completes the proof.
By the Riesz spectral decomposition theorem, we immediately have the following corollary.
Corollary 10.3. For every irrational number θ ∈ (0, 1), the spectrum of u+ v is connected.
Remark 10.4. By the proof of Theorem 10.2, every operator in the commutant algebra of u+ v can
be written as a formal series
∑∞
n=0 an(u+v)
n. A similar argument can show that for 0 < λ < 1, every
operator in the commutant algebra of u+ λv can be written as a formal series
∑∞
n=−∞ an(u+ λv)
n.
In the following, we will construct more examples of strongly irreducible operators relative to the
hyperfinite type II1 factor. Precisely, we will prove the following result.
Proposition 10.5. For θ in a second category subset of [0, 1], we have u+ vk is strongly irreducible
relative to R for all k = 1, 2, · · · .
To prove Proposition 10.5, we need the following lemma.
Lemma 10.6. Let
fs,r,k(z) =
s∏
t=1
1− zkt+r
1− zkt , Er,k = {z ∈ T : lims→+∞ fs,r,k(z) = 0},
where k and r are positive integers such that k ≥ 2 and r 6= 0mod k. Then Er,k is a first category
subset of T.
Proof. Let ǫ > 0. Note that fs,r,k(z) is a meromorphic function with finite poles on T. So the set
Ds,r,k,ǫ , {z ∈ T : |fs,r,k(z)| ≤ ǫ}
is a closed subset of T. Let
Es,r,k,ǫ , {z ∈ T : |fs,r,k(z)| ≤ ǫ, ∀a ≥ s}.
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Then Es,r,k,ǫ =
⋂
a≥s
Da,r,k,ǫ is also a closed subset of T.
Let Fs,r,k,ǫ = T \ Es,r,k,ǫ. Then Fs,r,k,ǫ is an open subset of T, and
Fs,r,k,ǫ = T \ ∩a≥sDa,r,k,ǫ
=
⋃
a≥s
(T \Da,r,k,ǫ)
=
⋃
a≥s
{z ∈ T : |fa,r,k(z)| > ǫ}
⊇
⋃
a≥s
{poles of fa,r,k(z)}
=
⋃
a≥s
{z : zak = 1}.
So Fs,r,k,ǫ is a dense open subset of T, which implies that Es,r,k,ǫ is a nowhere dense closed subset of
T. Therefore, Er,k ⊆
∞⋃
s=1
Es,r,k,ǫ is a first category subset of T.
Proof of Proposition 10.5: Define fs,r,k(z) and Er,k as in Lemma 10.6. By Lemma 10.6, Er,k is a first
category subset of T. So
⋃
r 6=0(modk)
Er,k is also a first category subset of T. Hence
T \ {e2πiθ : θ ∈ [0, 1] is an rational number} \
⋃
r 6=0(modk)
Er,k
is a second category subset of T. Choose a θ ∈ [0, 1] such that e2πiθ is in the above set. Then for all
r with r 6= 0mod k,
lim
s→+∞
fs,r,k(z) = 0
does not hold.
Let x ∈ {u+vk}′∩R be an idempotent. By condition 3 above Theorem 10.2, x =∑m,n∈Z αm,numvn
and
∑
m,n∈Z |αm,n|2 = τ(x∗x) <∞. By condition 2 above Theorem 10.2,
(u+ vk)x = (u+ vk)
∑
m,n∈Z
αm,nu
mvn =
∑
m,n∈Z
αm,nu
m+1vn +
∑
m,n∈Z
αm,ne
2πikmθumvn+k (10.10)
and
x(u+ vk) =
∑
m,n∈Z
αm,nu
mvn(u+ v) =
∑
m,n∈Z
αm,ne
2πinθum+1vn +
∑
m,n∈Z
αm,nu
mvn+k. (10.11)
By condition 3 above Theorem 10.2, {umvn : m,n ∈ Z} is an orthonormal of L2(R). Comparing the
coefficients of the term umvn in (10.10) and (10.11), we have
αm−1,n + αm,n−ke
2πi(km)θ = αm−1,ne
2πinθ + αm,n−k,
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which is equivalent to
αm−1,n(1− e2πinθ) = αm,n−k(1− e2πi(km)θ). (10.12)
Since θ is an irrational number, 1− e2πikθ 6= 0 for k 6= 0. Let n = 0 in equation (10.12). We have
αm,−k = 0 for m 6= 0. Let n = −k in equation (10.12). We have αm,−2k = 0 for m 6= 0, m 6= 1. In
general, let n = −sk in equation (10.12). We have αm,−(s+1)k = 0 for m 6= 0, · · · , m 6= s. On the
other hand, let m = 0 in equation (10.12). We have α−1,n = 0 for n 6= 0. Similarly, in general we
have α−s−1,n = 0 for n 6= 0, k, · · · , sk.
Claim that αm,n = 0 if either m < 0 or n < 0. By the above arguments, we only need to show
that α0,−r = 0 and α−r,0 = 0 for r ≥ 1. Firstly, we show that α−r,0 = 0 for r ≥ 1.
In equation (10.12), let m = −r and n = k. We have
α−r−1,k(1− e2πi(k)θ) = α−r,0(1− e−2πi(kr)θ). (10.13)
In equation (10.12), let m = −r − 1 and n = 2k. We have
α−r−2,2k(1− e2πi(2k)θ) = α−r−1,k(1− e−2πi(k(r+1))θ). (10.14)
In general, for a positive integer s, let m = −r− s+1 and n = (s− 1)k in equation (10.12). We have
α−r−s,sk(1− e2πi(sk)θ) = α−r−s+1,k(1− e−2πi(k(r+s−1))θ). (10.15)
By equations (10.13), (10.14), (10.15),
α−r−s,sk = α−r,0
s∏
t=1
1− e−2πi(k(r+s−t))θ
1− e2πi(tk)θ .
So for s > r − 1, we have
|α−r−s,sk| = |α−r,0|
r−1∏
t=1
|1− e−2πi((r+s))kθe2πi(tk))θ|
|1− e2πi(tk)θ| . (10.16)
Since θ is an irrational number, there is a sequence positive integers sn such that
lim
n→∞
e−2πi(r+sn)kθ = 1.
By equation (10.16), limn→∞ |α−r−sn,snk| = |α−r,0|. Since
∑∞
n=1 |α−r−sn,snk|2 < ∞, |α−r,0| =
limn→∞ |α−r−sn,snk| = 0.
Secondly, we show that α0,−r = 0 for r ≥ 1. In equation (10.12), let m = 1 and n = −r. We have
α0,−r(1− e2πi(−r)θ) = α1,−r−k(1− e2πi(k)θ). (10.17)
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In equation (10.12), let m = 2 and n = −r − k. We have
α1,−r−k(1− e2πi(−r−k)θ) = α2,−r−2k(1− e2πi(2k)θ). (10.18)
In general, for a positive integer s, let m = s+1 and n = −r− (s− 1)k in equation (10.12). We have
α0,−r−(s−1)k(1− e2πi(−r−(s−1)k)θ) = αs,−r−sk(1− e2πi(sk)θ). (10.19)
By equations (10.17), (10.18), (10.19),
αs,−r−sk = α0,−r
s∏
t=1
1− e−2πi(tk+(r−k))θ
1− e2πi(tk)θ . (10.20)
We consider two cases. Case 1: r = 0(mod k). By equation (10.20),
αs,−r−sk = α0,−r
r−k
k∏
t=1
1− e−2πi(sk+r)θe2πi(tk)θ
1− e2πi(tk)θ (10.21)
for s > r−k
k
. Since θ is an irrational number, there is a sequence positive integers sn such that
lim
n→∞
e−2πi(snk+r)θ = 1.
By equation (10.21), limn→∞ |αsn,−r−snk| = |α0,−r|. Since
∑∞
n=1 |αsn,−r−snk|2 <∞,
|α0,−r| = lim
n→∞
|αsn,−r−snk| = 0.
Case 2: r 6= 0(mod k). Note that ∑∞s=1 |αs,−r−sk|2 <∞. So lims→∞ αs,−r−sk = 0. By the choice of
θ,
lim
s→∞
s∏
t=1
1− e−2πi(tk+(r−k))θ
1− e2πi(tk)θ = 0
does not hold. So α0,−r has to be 0.
Above all, we have proved that αm,n = 0 if either m < 0 or n < 0. Furthermore, we claim that
αm,n = 0 for m,n ≥ 0 and n 6= 0(mod k). Let s be the least positive integer greater than n/k. By
equation (10.12), we have
αm,n(1− e2πinθ) = αm+1,n−k(1− e2πik(m+1)θ),
αm+1,n−k(1− e2πi(n−k)θ) = αm+2,n−2k(1− e2πik(m+2)θ),
...
αm+s−1,n−(s−1)k(1− e2πi(n−(s−1)k)θ) = αm+s,n−sk(1− e2πik(m+s)θ).
Since n − sk < 0, αm+s,n−sk = 0. The above equations imply that αm,n = 0 since 1 − e2πi(n−jk)θ 6= 0
for all j.
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Hence
x =
∑
m≥0,n≥0
αm,nu
mvkn,
which implies that x is in the commutant algebra of u+ vk relative to the von Neumann subalgebra
generated by u and vk. Since vku = e2πikθvku and kθ is an irrational number, x = 0 or x = 1 by
Theorem 10.2. So T is a strongly irreducible operator relative to R. This completes the proof of
Theorem 10.5.
Proposition 10.7. Let n be a positive integer. Then by Theorem 8.2 N = W ∗(u+ vn) = W ∗(u, vn)
is an irreducible subfactor of W ∗(u+ v) = R with Jones index [21] [R : N ] = n.
Proof. Since R is generated by u, v and N is generated by u, vn, it is clear that every element of
R can be written as finite linear combinations of elements in Nvi, 0 ≤ i ≤ n − 1. Since Nvi is
orthogonal to Nvj , 0 ≤ i 6= j ≤ n − 1, under the inner product defined by the trace on R, it follows
that R = N ⊕ Nv ⊕ Nv2 ⊕ · · · ⊕ Nvn−1, where Nvi is orthogonal to Nvj, 0 ≤ i 6= j ≤ n − 1. So
by [30], vi, 0 ≤ i ≤ n− 1 is a Pimsner-Popa basis of R over N , and since vi is unitary, it follows that
[R : N ] = n.
On the other hand, by Proposition 10.5 for θ in a second category subset of [0, 1], u+vn is strongly
irreducible relative to R. So for every bounded invertible operator x ∈ R, x(u + vn)x−1 generates
an irreducible subfactor W ∗(x(u + vn)x−1) of R. Is it true that [R : W ∗(x(u + vn)x−1)] = n for all
bounded invertible operators x in R, at least when x is close to identity in norm?
By definitions if T is strongly irreducible relative to M , then T is irreducible relative to M . An
operator T is strongly irreducible relative to a type II1 factor if and only if XTX
−1 is an irreducible
operator relative to M for every bounded invertible operator X ∈ M . However, if T is irreducible
relative to M , this is not true in general. The following result shows that an irreducible operator
relative to M can be similar to a unitary operator.
Proposition 10.8. Let θ be an irrational number in [0, 1] and let n be any positive integer. Then in
the hyperfinite type II1 factor R there exists a bounded invertible operator x such that W
∗(xux−1) =
W ∗(u+ vn) =W ∗(u, vn).
Proof. Let σ be a nonempty open connected subset of σ(vn) = T such that σ ∩ e2πinθσ = ∅. Let
x = 1 − Evn (σ)
2
∈ R, where Evn(·) denotes the spectral measure of vn. Since vnu = e2πinθuvn,
f(vn)u = uf(e2πinθv) for all f ∈ L∞(T, m). Therefore,
Evn(σ)u = uEvn(e
2πinθσ), (10.22)
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which implies that
u−1Evn(σ) = Evn(e
2πinθσ)u−1. (10.23)
Similarly, by vnu−1 = e−2πinθu−1vn, we have
uEvn(σ) = Evn(e
−2πinθσ)u. (10.24)
Combining the above equations, we have
(xux−1)∗(xux−1) = x−1u−1xxux−1 =
(
1− Evn(σ)
2
)−1(
1− Evn(e
2πinθσ)
2
)2(
1− Evn(σ)
2
)−1
.
We can write
1− Evn(e
2πinθσ)
2
=


1 0 0
0 1
2
0
0 0 1


RanEvn(T \ (e2πinθσ ∪ σ))
RanEvn(e
2πinθσ)
RanEvn(σ)
and write
1− Evn(σ)
2
=


1 0 0
0 1 0
0 0 2


RanEvn(T \ (e2πinθσ ∪ σ))
RanEvn(e
2πinθσ)
RanEvn(σ)
.
So we have
(xux−1)∗(xux−1) =


1 0 0
0 1
4
0
0 0 4


RanEvn(T \ (e2πinθσ ∪ σ))
RanEvn(e
2πinθσ)
RanEvn(σ)
∈ W ∗(xux−1).
Therefore, 

1 0 0
0 1
2
0
0 0 2


RanEvn(T \ (e2πinθσ ∪ σ))
RanEvn(e
2πinθσ)
RanEvn(σ)
∈ W ∗(xux−1).
This implies that 

0 0 0
0 −1
2
0
0 0 1


RanEvn(T \ (e2πinθσ ∪ σ))
RanEvn(e
2πinθσ)
RanEvn(σ)
∈ W ∗(xux−1).
Note that 

0 0 0
0 −1
2
0
0 0 1


k
SOT−→


0 0 0
0 0 0
0 0 1


RanEvn(T \ (e2πinθσ ∪ σ))
RanEvn(e
2πinθσ)
RanEvn(σ)
= Evn(σ).
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Hence, Evn(σ) ∈ W ∗(xux−1) and x = 1− Evn(σ)2 ∈ W ∗(xux−1). Therefore, u ∈ W ∗(xux−1). Note that
Evn(e
2πiknθσ) = u−kEvn(σ)u
k ∈ W ∗(xux−1), ∀k ∈ N.
Since {e2πiknθ}∞k=1 is dense in T, Evn(σ1) ∈ W ∗(xux−1) for every open connected subset σ1 in T which
has same arc length as σ. If σ0 is an open connected subset of T with arc length smaller than the
arc length of σ, then there are two open connected subsets σ1, σ2 of T with arc length same as σ such
that σ1 ∩ σ2 = σ0. Thus
Evn(σ0) = Evn(σ1) ∩ Evn(σ2) ∈ W ∗(xux−1).
This implies that for every measurable subset F of T, we have Evn(F ) ∈ W ∗(xux−1). So vn ∈
W ∗(xux−1) and we have proved that W ∗(xux−1) =W ∗(u, vn).
In general, we have the following observation.
Proposition 10.9. Let N ⊆ M be an inclusion of type II1 factors. Then there exists an operator
S ∈ N which is similar to an irreducible operator T relative to M .
Proof. We may identify N = M3(C)⊗N1 and M = M3(C)⊗M1. Choose complex numbers α1, α2, α3
such that αi 6= αj for i 6= j. Let D be an irreducible operator in M1,
S =


α1 0 0
0 α2 0
0 0 α3

 , T =


α1 1 D
0 α2 1
0 0 α3

 , X =


1 1
α1−α2
1
(α1−α2)(α1−α3)
+ D
α1−α3
0 1 1
α2−α3
0 0 1

 .
Then direct calculations show that T is an irreducible operator in M and XSX−1 = T .
11 Spectrum of u + λv
Theorem 11.1. For every irrational number θ ∈ (0, 1),
σ(u+ λv) =


T 0 < λ < 1,
B(0, 1) λ = 1,
λT λ > 1,
where T is the unit circle.
Proof. Note that u+v = u(1+u∗v). Since u∗v is a Haar unitary operator, −1 ∈ σ(u∗v). This implies
that u+ v is not invertible and therefore 0 ∈ σ(u+ v). For every θ ∈ [0, 2π], eiθu and eiθv satisfy the
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same irrational rotation relation as u and v, so σ(u+ v) is rotation symmetric with respect to 0. By
Corollary 10.3, σ(u+ v) is a closed disk with center 0. By Lemma 9.5, σ(u+ v) = B(0, 1).
For 0 < λ < 1, u+λv = u(1+λu∗v) is invertible. In the following we prove that r ((u+ λv)−1) ≤ 1.
The proof is similar to the proof of Lemma 9.5. However, some details should be treated carefully, so
we include the complete proof. By equation (9.1),
(u+ λv)−n = (1 + λw)−1(1 + αλw)−1 · · · (1 + αn−1λw)−1u−n, ∀n ∈ N.
Hence,
‖(u+ λv)−n‖1/n = ‖(1 + λw)−1(1 + αλw)−1 · · · (1 + α(n−1)λw)−1‖1/n
=
(
max
z∈T
∣∣(1 + λz)−1(1 + αλz)−1 · · · (1 + α(n−1)λz)−1∣∣)1/n
= max
x∈[0,1]
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)−1) 12n
.
Let ǫ > 0. Note that
lim
n→∞
1
2n
(
n∑
k=1
− ln
(
1 + λ2 + 2λ cos
(
kπ
n
))
+
2n−1∑
k=n
− ln
(
1 + λ2 + 2λ cos
(
kπ
n
)))
= −
∫ 1
0
ln(1 + λ2 + 2λ cos 2πx)dx = 0.
There is N ∈ N such that
1
2N
(
N∑
k=1
− ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
2N−1∑
k=N
− ln
(
1 + λ2 + 2λ cos
(
kπ
N
)))
< ǫ/2.
Let
L(λ) = max
1≤k≤2N−1
∣∣∣∣ln
(
1 + λ2 + 2λ cos
(
kπ
N
))∣∣∣∣ .
Then for 0 < λ < 1, L(λ) <∞ (Note that if λ = 1, then L(λ) =∞). Divide the unit circle T into 2N
equal sections A1, · · · , A2N . By Lemma 9.4, there exists N ′ such that for all n ≥ N ′ and all x ∈ [0, 1],
if Ak contains n/(2N) + rk(x) points of e
2πix, αe2πix, · · · , αn−1e2πix, then
∑2N
k=1 |rk(x)|
n
<
ǫ
L(λ)
. Note
that cos 2πx is decreasing for x ∈ [0, 1/2] and increasing for x ∈ [1/2, 1]. Therefore, for all x ∈ [0, 1],
1
n
n−1∑
k=0
− ln (1 + λ2 + 2λ cos(2π(x+ kθ))) ≤ 1
n
N∑
k=1
−
( n
2N
+ rk(x)
)
ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
1
n
2N−1∑
k=N
−
( n
2N
+ rk+1(x)
)
ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
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=
1
2N
(
N∑
k=1
− ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
2N−1∑
k=N
− ln
(
1 + λ2 + 2λ cos
(
kπ
N
)))
+
1
n
N∑
k=1
−rk(x) ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
+
1
n
2N−1∑
k=N
−rk+1(x) ln
(
1 + λ2 + 2λ cos
(
kπ
N
))
< ǫ+
1
n
2N∑
k=1
|rk(x)|L(λ) < 2ǫ.
This implies that for all n ≥ N ′ and x ∈ [0, 1],
(
n−1∏
k=0
(
1 + λ2 + 2λ cos(2π(x+ kθ))
)−1) 12n ≤ e2ǫ.
Therefore, ‖(u + λv)−n‖1/n ≤ e2ǫ for all n ≥ N ′. So r ((u+ λv)−1) ≤ e2ǫ. Since ǫ > 0 is arbitrary,
r ((u+ λv)−1) ≤ 1. By Lemma 9.5, r(u + λv) = 1 for 0 < λ < 1. This implies that σ(u + λv) ⊆ T.
Since σ(u+ λv) is rotation invariant, σ(u+ λv) = T.
If λ > 1, then σ(u+ λv) = λσ(λ−1u+ v) = λT. This completes the proof.
12 Brown’s spectral distribution of u + λv
Let M be a finite von Neumann algebra with a faithful normal tracial state τ . The Fuglede-Kadison
determinant [14], ∆ : M → [0,+∞[, is given by
∆(T ) = exp{τ(ln |T |)}, T ∈M,
with exp{−∞} := 0. For an arbitrary element T in M the function λ→ ln∆(T −λ1) is subharmonic
on C, and its Laplacian
dµT (λ) :=
1
2π
▽2 ln∆(T − λ1),
in the distribution sense, defines a probability measure µT on C, called the Brown’s spectral distribution
or Brown measure of T . From the definition, Brown measure µT only depends on the joint distribution
of T and T ∗, i.e., the (noncommutative) mixed moments of T and T ∗.
If T is normal, then µT is the trace τ composed with the spectral projections of T . IfM =Mn(C),
then µT is the normalized counting measure
1
n
(δλ1 + δλ2 + · · ·+ δλn), where λ1, λ2, · · · , λn are the
eigenvalues of T repeated according to root multiplicity.
The following theorem is Theorem 2.2 of [17].
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Theorem 12.1. Let T ∈M , and for n ∈ N, let µn ∈ Prob([0,∞)) denote the distribution of (T n)∗T n
w.r.t τ , and let νn denote the push-forward measure of µn under the map t → t 1n . Moreover, let ν
denote the push-forward measure of µT under the map z → |z|2, i.e., ν is determined by
ν([0, t2]) = µT (B(0, t)), , t > 0.
Then νn → ν weakly in Prob([0,∞)).
Theorem 12.2. The Brown measure of u+ λv is the Haar measure on the unit circle T if 0 < λ ≤ 1
and the Haar measure on λT if λ > 1.
Proof. By Theorem 11.1, σ(u+ λv) = T if 0 < λ < 1 and σ(u + λv) = λT if λ > 1. Since µ(u+λv) is
rotation invariant and the support of µ(u+λv) is contained in σ(u+ λv), the Brown measure of u+ λv
is the Haar measure on the unit circle T if 0 < λ < 1 and the Haar measure on λT if λ > 1.
In the following, we consider the case λ = 1. Let T = u + v, and let ν and νn be the measures
defined as in Theorem 12.1. Note that ((T n)∗T n)
1
n = |(1 + w) · · · (1 + αn−1w)| 2n , where w = u∗v
is a Haar unitary operator. So we can view ((T n)∗T n)
1
n as the multiplication operator on L2[0, 1]
corresponding to the function ∣∣∣∣∣
n−1∏
k=0
(2 + 2 cos(2π(x+ kθ)))
∣∣∣∣∣
1
n
.
Let m be the Lebesgue measure on [0, 1]. For 0 < b < 1, since [0, b) is an open set relative to [0,∞)
and νn → ν weakly in Prob([0,∞)) (by Theorem 12.1),
ν([0, b)) ≤ lim inf
n→∞
νn([0, b)) = lim inf
n→∞
m



x :
∣∣∣∣∣
n−1∏
k=0
(2 + 2 cos(2π(x+ kθ)))
∣∣∣∣∣
1
n
∈ [0, b)



 .
By Lemma 9.2, for almost all x ∈ [0, 1],
lim
n→∞
∣∣∣∣∣
n−1∏
k=0
(2 + 2 cos(2π(x+ kθ)))
∣∣∣∣∣
1
n
= 1.
In particular,
∣∣∏n−1
k=0 (2 + 2 cos(2π(x+ kθ)))
∣∣ 1n converges in measure to the constant function 1 on
[0,1]. Since b < 1, ν([0, b)) = 0. Let r′(u + v) be the Brown spectral radius of u + v. Then
r′(u + v) ≤ r(u + v) = 1 (see [17], Corollary 2.6). So the support of ν is contained in [0, 1]. Thus ν
is the Dirac measure δ1 and the support of µT is contained in T. Since µT is rotation invariant, µT is
the Haar measure on T.
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