In this paper we study the problem of sorting under nonuniform comparison costs, where costs are either 1 or ∞. If comparing a pair has an associated cost of ∞ then we say that such a pair cannot be compared (forbidden pairs). Along with the set of elements V (n = |V |) the input to our problem is a graph G(V, E), whose edges represents the pairs that we can compare incurring unit cost. We let E f = V × V \ E, the set of pairs that are forbidden. Under the assumption that the input graph is sortable we propose an algorithm for sorting V when |E f | = O(n). This is a deterministic algorithm that makes o(n 2 ) comparisons in the worst case. This is the first such method to achieve a non-trivial upper-bound; although on a restricted sub class of the problem. When |E f | = O(n 2−δ )(Where δ > 0 is some constant) we show that a certain class of random graphs with high probability can decide the order of V with only o(n 2 ) probes. We also show how the latter technique can be used to sort V when the input graph is random. Additionally, the total run time of both of these methods are bounded by O(n 2 ). For the general case, where |E f | is arbitrary, the problem of finding a o(n 2 ) deterministic algorithm remains open.
Introduction
Comparison based sorting algorithms is one of the most studied area in theory. However majority of the efforts have been focused on the uniform comparison cost model. Arbitrary non-uniform cost model can make trivial problems like for example finding the minimum, non-trivial [4, 8] . Thus it makes sense to consider a more structured cost. For example, a common cost model is the monotone 1 cost model. As shown in [8] the best one can do is to get an algorithm that is within a log n factor of the optimal one. The 1-∞ cost model for our problem is not monotonic. Another similar problem is the nuts and bolts problem. This is strictly not a sorting problem rather a matching one. In this problem one is given two sets of elements, the set of nuts and the sets bolts. One is promised that for each nut there is a matching bolt. Further, one cannot compare pairs of nuts or pairs of bolts, but we can compare bolts with nuts and vice versa. So in this case G is a complete bipartite graph. This problem has been solved in the mid 90s [7, 9] . The existence of a O(n log n) time deterministic algorithm was proved for it [7] . These studies use the theory on bipartite expanders.
The problem of sorting with forbidden pairs is still open for the most part. Currently, there is no non-trivial deterministic algorithm that can sort V in o(n 2 ) comparisons. However, the lower bound for this problem in the linear decision tree model remains Ω(n log n). In this paradigm it is often the case that we separate out the comparison complexity with the run time complexity as long as the the total run time is a polynomial in n. In this setting one can use the balancing-pair finding approach. We know that every finite poset has at least a pair of incomparable elements whose ordering will lead to the the reduction of total number of linear extensions by at-least a constant factor [6] . After the existence proof, discovering a poly-time algorithm to find such a pair, took more than decade [13] . This algorithm immediately leads to a method of sorting a poset with at most O(log e(P )) comparison if none of the relations are forbidden, here, e(P ) is the number of linear extensions of the poset P . If a subset of the unknown relations are forbidden then we don't yet have a way to extend the balancing pairs theorem for it. However, in the randomized setting there have been some progress [1, 15] . A randomized poly-time algorithm that makesÔ(n 3/2 ) comparisons in expectation to sort a set with forbidden pairs is known [1] . It uses a poly-time uniform sampling scheme to sample points from the convex polytope of the current partial order and use that to approximate the average ranks of elements with high probability. At each step you can either find a balancing pair or find a subset of elements that can be sorted quickly.
Our Results. We consider two cases of the problem based on the number of edges that are forbidden. The main motivation for considering the size of the forbidden set follows from how it affects the comparison complexity of the problem quite explicitly. This is particularly true if we only aim to get a o(n 2 ) bound on the number of probes. For example, when |E f | = O(log n), it is easy to see that one can sort in O(n log n) total time. To do this we pick a arbitrary pair of non-adjacent vertices and take out one of them, removing it from the graph. We do the same thing with the remaining subgraph until the graph remaining is a clique. It is clear that we had to take out at most O(log n) vertices. Then we sort this graph with O(n log(n)) comparisons and merge the vertices we had remove previously by probing all the remaining undirected edges, which is at most O(n log n). On the other extreme, if n 2 − |E f | = o(n 2 ), then we can sort in o(n 2 ) by probing all non-forbidden pairs directly. The other remaining cases are more interesting. The main contribution of this paper is as follows:
-Whenever |E f | = O(n) we show that we can sort with at most o(n 2 ) probes in the worst and in O(n 2 ) total time. We use only elementary methods in our algorithm. We start by finding a large enough clique in G and use its elements as pivots to partition the rest of V . This is then applied recursively to induced subgraphs of G to generate a collection of partial orders. We then merge these partial orders in the final step.
-If |E f | = O(n 2−δ ) we show that one can sort V with at most o(n 2 ) probes, almost surely, as n → ∞. We use a random graph model for this. This approach uses only elementary techniques and unlike in [1] has a total run time of O(n 2 ) in the worst case. -Finally, we adapt the above technique to sort V when the input graph is random, using onlyÕ(n 3/2 ) comparisons with high probability (assuming the graph can be sorted).
The paper is organized as follows: in section 2 we define the problem formally and introduce some definitions and lemmas for later use. Section 3 and 4 details the two main result of our paper, respectively. We briefly talk about random input graphs in section 4.1.
Preliminaries
Let G(V, E) be the input graph on the set V of elements to be sorted. A pair of vertices (u, v) ∈ V × V can be compared if (u, v) ∈ E. Otherwise, we say the pair is forbidden. We let,
The graph G is given to us by our adversary. Our adversary has made sure that G is sortable, that is, if we probe all of the edges of G then order among the elements of V will be uniquely determined. In other words the oriented graphĜ revealed after probing the edge set E has an hamiltonian path. The goal is to determine this hamiltonian path with only o(n 2 ) probes. When making probes we assume transitivity is free. This is okay since we do not seek to bound the total runtime within o(n 2 ). However, both of our proposed method has a total runtime of O(n 2 ) in the worst case.
We denote the degree of a vertex v by d(v). Let n(v) = n − 1 − d(v) is the number of vertices that are not adjacent to v. We call this the non-degree of v. By N (v) we denote the set of neighbors of v. Since we will be using a lot of constants, we use the following convention (unless otherwise specified): constants from the latin alphabets will be assumed to be > 1. Constants from the Greek alphabet are assumed to be between 0 and 1.
We conclude this section with some definitions and lemmas that we shall use later. Firstly, we define the little-o notation to remove any ambiguity from our exposition.
.., f k (n)} be a finite set of non-negative monotonically increasing functions in n such that:
Proof. First we prove F (n) = O(g(n)). Clearly,
Now we prove F (n) = Ω(g 2 (n)): assume that F (n) ∈ Ω(g 2 (n)), then there exists some constantĉ such that, F (n) ≥ĉg 2 (n) whenever n ≥ n 1 . Now let
) we can pick this c i 's arbitrarily and independent of each other. Now, for n ≥ max(n 1 , n 2 ) (where n 2 = max i (n 0 (c i ))) we have,
This contradicts the fact that c i 's can be assigned arbitrary values independent of each other. That is, not all f i (n) will satisfy the condition f i (n) ∈ o(g(n)) simultaneously. Hence, F (n) = Ω(g 2 (n)).
Proof. Let f (n) ≤ dn 2 and assume T (n) ≤ cn 2 . Then,
. Now for the sake of contradiction let us assume, T (n) ≥ c ′ n 2 for some c ′ . Then, we have,
. Contradicting our assumption that the constant d can be arbitrarily chosen. Hence, f (n) ∈ o(n 2 ).
A Deterministic algorithm When
Then |R| ≤ δ 1 n, where δ 1 = 2c/c 1 and c 1 ≥ 2c. This is obvious from the fact that v n(v) ≤ 2cn. Now, let S = V \ R and G[S] the induced subgraph generated by S. We have
Proof. Let us construct X explicitly. We start with X = ∅. We pick vertices from S iteratively: Let v be the first vertex we picked from S; we put v in X and each new vertex to be added to X is picked from the set of neighbors of v, the last vertex to be picked. Since v has at-least n − c 1 neighbors, whenever we pick a vertex from S to add to X we loose at most c 1 − 1 vertex, which will never be part of X. Hence the size of X is at least |S|/(c 1 − 1).
Clearly the above procedure runs O(n 2 ) time and makes no edge probes. Now we are ready to explain our algorithm. The main algorithm is recursive and we have two levels of recursion. We shall break the algorithm into several steps.
Initial Sorting: Given the input graph G, let X be a clique, with |X| ≥ δ 3 n (Lemma 3). Also, Y = V \ X. Note that, |Y | ≤ n − δ 3 n = δ 4 n. Now we sort X using O(n log n) probes on G[X], as G[X] is a complete graph. We can use any of the standard comparison based sorting algorithms for this purpose. Now, we have two possibilities:
is the induced bi-partite graph generated by the sets Y and X. Given the fact that computing the transitive closure does not take any extra probes, we would have determinedĜ and the unique total order of V . It can be easily seen that the total time it takes to probe G[Y ] and G[Y, X] is ∈ Ω(n 2 ).
For the sake of contradiction if we assume that it was so, then, let d be constant such that, |X||Y | + |Y | 2 /2 ≥ dn 2 . Which implies, |Y | ≥ dn, since |X| + |Y |/2 ≤ n. But then, |Y | = Ω(n), which is not true according to our earlier assumption. So, in this case we would have sorted V by making only o(n 2 ) probes on E. Case 2: Otherwise, Y ≥ δ 5 n, for some constant δ 5 . In this case we recursively partition Y based on elements from X. We call this the partition step.
Partition step: We will recursively partition both X and Y , so to keep track of the current partition depth we rename X to X 00 and Y to Y 00 . We pick the median of X 00 , let this be m 00 (after X 00 is sorted). Since, X 00 ⊂ S, we have n(m 00 ) < c 1 . So m 00 will be comparable to all but at most c 1 − 1 elements of Y 00 . Let,
and B 00 = Y 00 \ A 00 . We note |B 00 | < c 1 . Now let U 00 be the subset of A 00 whose elements are ≥ m 00 and the set L 00 accounts for the rest of A 00 \ m 00 . Let, X 10 and X 11 be the elements of X 00 that are < and ≥ of m 00 respectively. We recursively partition the sets U 00 and L 00 using the medians of X 10 and X 11 .The B-sets are kept for later processing. We rename the sets U 00 and L 00 to Y 10 and Y 11 . So, the pairs (X 10 , Y 10 ) and (X 11 , Y 11 ) are processed as above generating the sets A 10 , A 11 , B 10 and B 11 . We continue doing this until the size of the X-set is ≤ c 2 , where c 2 is some constant. At this point we don't know the size of the Y -set paired with it. There are two cases we need to consider:
Case 1: |Y | ∈ Ω(n). Then we probe all the edges of G[Y ] and G[X, Y ], Which is c 2 |Y | + |Y | 2 number of comparisons. Let P [X ∪ Y ] be the partial order generated by these comparisons. Case 2: |Y | ∈ Ω(n). Then we have |Y | ≥ δ 6 n for constant δ 6 . Hence the graph G [Y ] can have at most ≤ c δ6 |Y | missing edges. This satisfies our initial premise that the number of missing edges in G[Y ] is linear in the number of vertices. Hence we can apply our initial strategy recursively. That is we first find a large enough clique (which according to lemma 3 must exist) and then use it to partition the rest of the set Y .
Let us visualize this using a partial recursion tree T (see Fig.1 below) . We shall call T the partial recursion tree for reasons soon to be clear. At the root we have the pair (X 00 , Y 00 ). It has two children node (X 10 , Y 10 ) and (X 11 , Y 11 ) each having two children of their own and so on. Now at each level, the size of the X-set gets halved. So, the number of levels in T is at most O(log n). However, the Y -sets need not get divided with equal proportions. So, at the frontier (the deepest level) we will have nodes of the above two types, depending on the size of their corresponding Y -sets. Let the collection of these frontier nodes be partitioned in two sets Φ and Ψ , respectively.
We can conclude that the total number of probes needed to compute all relations in Φ is o(n 2 ). This follows from Lemma 1. Here we can map the size of the Y -sets of the nodes in the collection Φ to the functions f i (n). We know that the total elements in the union of these Y -sets is ≤ |Y 00 | ≤ δ 4 n. The total number of probes will be F (n) in worst case. What is the total number of probes on the internal nodes of T ? We know that in the internal nodes we compare the median of the X-set with the elements of the A-set, which takes |A| probes. Since union of these A-sets cannot exceed the total number of vertices in G;n, at each level of T we do at most O(n) probes, totaling to O(n log n) probes over all the internal nodes.
Unlike the nodes in Φ, the nodes in Ψ recursively calls the initial strategy using the input graph G[Y ] as mentioned in case 2. Let the probe complexity of our initial strategy be Q(n). Then the recursion for Q is as follows:
Here we assume that the nodes in Ψ are ordered according to their pre-order rank in T . We can solve this recurrence using Lemma 2 giving Q(n) ∈ o(n 2 ), since |Ψ | i=1 n i ≤ δ 4 n. Note here that |Ψ | is bounded by a constant since the size of Y -sets are in Ω(n).
We callT the full tree. All leaf nodes inT are in Φ. It is straightforward to show thatT has O(log 2 n) levels. Since any of the leaf nodes of T has |Y | ≤ δ 4 n, its subtree inT can have at most c 5 log δ 4 n = c 5 log n − c 5 δ 5 levels, and any of its leaves having at most c 5 log n − 2c 5 δ 5 levels and so on.
Merge step: Once we have completed buildingT we proceed with the final stage of our algorithm. Recall that during the forward partition step we had generated many of these B-sets in the internal nodes ofT . Now we start from the leaves ofT and proceed upwards. Each pair of leaf nodes l, r sharing a common parent p sends a partial order to it them (computed as in case 1). When we merge this two partial orders we know that no extra probe is needed since they have already been split by the median of the X-set of p. The thing remains is to probe all edges between the B-set in p and elements in this partial order (which constitutes the set of elements A ∪ X of the node p). Then we pass the resulting partial order to the parent of p, and so on. Since the size of the B-sets are bounded by c 1 , at any level inT , total number of probes we make is then ≤ c 1 i (|A i | + |X i |). The sum is taken over all the nodes in that level. Hence this is clearly bounded by c 1 n. Hence, at each level we do at most O(n) probes in the backward merging step. Since there are at most O(log 2 n) levels, it totals to O(n log 2 n) additional probes. Adding this to the probe cost of partitioning in the forward step does not effect the total probe complexity, which comes out as o(n 2 ). Furthermore it can be shown that the total runtime is O(n 2 ). We conclude this section with the following theorem.
Theorem 1. Given a sortable graph G(V, E) having at most O(n) forbidden edges, one can sort V with at most o(n 2 ) probes on E deterministically in the worst case.
Proof. Follows from the discussions in this section.
4
Here we show that if |E F | = O(n 2−δ ) then one can sort V with only o(n 2 ) comparisons with high probability. In fact, we claim a stronger result that the number of probes needed is O(n 2−η ), with high probability, for some η > 0. The proposed method is inspired by the literature on two-step oblivious parallel sorting [10, 11] algorithms. In particular on a study [3, 12] showing certain sparse graphs can be used to construct efficient sorting networks. To this end they show that if a graph satisfies certain properties then probing its edges and taking the transitive closure of the resulting set would yield large number of relations. The main idea is as follows: Let, G n be a collection of undirected graphs on n-vertices having certain properties. The vertex set V is the set to be sorted. A transitive orientation of a graph G ∈ G n is an ordering of V and the induced orientation of the edges of G based on the ordering. Let σ be an ordering on V and P (G, σ) be the partial order generated by this ordering σ on G. It is apparent that if P (G, σ) contains many relations, that is if t(P ) be the number of incomparable pairs in P (G, σ) and t(P ) = o(n 2 ) then we are done. For if P has many relations and G is sparse (|E| = o(n 2 )), then we can probe all the edges of G and afterwards we will be left with probing only a o(n 2 ) many pairs. A graph G is useful to our purpose if every transitive orientation of G has this property. Finally, we want to find a collection G n such that every graph in it is useful with high probability.
We extend the results in [3, 12] to show that a collection of certain conditional random graphs are useful, with high probability. Here we recall an important result from [3] which we will use in our proof.
Theorem 2 (Theorem 7 in [3] ). If G is any graph on n vertices and G satisfies the following property: Q1: Any two subsets A, B of vertices having size l ≤ n have at least one edge between them.
Then, the number of incomparable pairs in P (G, σ) is at most O(nl log l) for any σ.
For the problem we are addressing, the graph G is chosen by our adversary. However, we show that if |E f | = O(n 2−δ ) then, any random spanning subgraph of G with an appropriate edge probability will satisfy Q1 with high probability. Let H n,p (G) be a random spanning subgraph of G, then H n,p (G) has the same vertex set as G and a pair of vertices in H n,p (G) has an edge between them with probability p if they are adjacent in G, otherwise they are also non-adjacent in H n,p (G). All we need to prove is that any random spanning subgraph H n,p (G) given G with n-vertices and edge probability p will satisfy Q1. Since G has at most |E f | ≤ cn 2−δ forbidden edges any two subsets of vertices A, B (not necessarily distinct) of size l = c 1 n 1−δ/2 √ log n must have at least one edge between them for any constant c 1 ≥ c. Let, I A,B be the event that the pair (A, B) is bad (they have no edge between them), then the probability S n,p that there exists a bad pair is:
where the sum is taken over all such n l 2 pairs of subsets, and the number of edges between the two sets A and B in G is e(A, B). Note, e(A, B) ≥ l 2 − cn 2−δ ≥ c 2 n 2−δ (log n − 1) So we have,
Hence, S n,p → 0 as n → ∞ whenever η < 1−δ/2. Furthermore, using Hoeffding's bound we can show that the number of edges in H n,p (G) is O(n 2−η ) with high probability. We summarize this section with the following theorem:
Theorem 3. For any sortable graph G having |E f | = O(n 2−δ ), for some constant 0 < δ < 1, one can sort G with high probability in two steps by probing only O(n 2−η ) edges in total, for some 0 < η < 1 − δ/2.
Proof. Follows from the preceding discussions.
When G is a Random Graph
The above technique can easily be extended for the case when the input graph is random. Here we don't need a bound on |E f |, giving a general sorting technique for random graphs. Let G n,p be the input graph having n-vertices and an uniform edge probability p. To guarantee that G n,p is sortable, it is constructed little differently [1] : the adversary picks a ordering of V , then for each consecutive pair of vertices in the order, it adds an edge between them. All other pairs of vertices have edge between them with probability p. For such a graph we can use the above technique to bound S n,p as follows:
Hence we can choose any l > 2 log n/p such that S n,p → 0 as n → ∞. Let, l = 3 log n/p. Recalling Theorem 2, we have, t(G n,p ) =Õ(nl) =Õ(n/p). Since, G n,p has pn 2 /2 edges (with high probability), the critical value of p when t(G n,p ) = pn 2 /2 isÕ( √ n). Let this bep. Hence, if p >p, we can sort with O(n 3/2 ) comparisons because given such a G n,p we can construct an induced subgraph G n,p and use it as the random graph in our previous construction.
Otherwise we just probe all the edges, costing O(pn 2 ) comparisons. Hence, we can sort G n,p with at mostÕ(min (n 3/2 , pn 2 )) comparisons with high probability.
Hence, we get an elementary technique to sort any (sortable) random graph with at mostÕ(n 3/2 ) comparisons. However, the algorithm in [1] has a slightly better bound ofÕ(n 7/5 ) comparsons. An improved algorithm in the random graph model is being investigated.
Concluding Remarks
In this paper we study the problem of sorting under non-uniform comparison costs, where costs are either 1 or ∞. This cost structure is non-monotone resulting in additional complexity. We study the problem without resorting to balancing pair oracles. Hence, the results presented here only uses elementary techniques, yet achieving non-trivial bounds on the run-times with total runtimes bounded by O(n 2 ). Further, we present strong evidence that the complexity of sorting V is dependent on certain properties of the input graph, in particular the number of forbidden edges |E f |. We show that whenever |E f | = O(n) and |E f | = O(n 2−δ )(Where δ > 0 is some constant) we can sort the vertex set with at most o(n 2 ) edge probes. For the first case we do this deterministically and for the latter case with high probability. Furthermore, we produce a trivial algorithm that can sort V when the input graph is random withÕ(n 3/2 ) comparisons in high probability. As a future work it would be interesting to study how the complexity is related to other properties of the input graph. This approach might lead to a improved lower bound for the problem over the trivial O(n log n) we currently have.
