GLOBAL SOLUTIONS FOR NONLINEAR SCHRÖDINGER EQUATIONS WITH ARBITRARILY GROWING NONLINEARITY AND CONTRACTED INITIAL DATA
Kenji NAKANISHI and Tohru OZAWA In this paper, we study small data global solutions with the scattering property for the nonlinear Schrödinger equation:
where u = u(t, x) : R 1+n → C is the unknown function, and f : C → C is a given function satisfying the following conditions. Let 1 + 2/n < p ≤ 1 + 4/n and s := 2/p−n/2. Let m ∈ N be the minimal number satisfying m > s and m > n/2. We assume that f ∈ C m (C; C), and that there exists some neighborhood U of 0 in C such that for any u, v ∈ U we have |D α f (u)| |u| p−|α| for any multi-index α satisfying |α| ≤ max(m, p), and 
we have the unique global solution u to (1) 2,1 does not change under the scaling and the weighted norm |x| −s L 2 decreases as ε → 0. The previous theories on Sobolev spaces H σ do not allow such an argument since we need σ > n/2 to have the embedding but then the Sobolev norm increases under the scaling. If we consider solutions in the scale-invariant Sobolev space H n/2 , then we need a certain growth condition on the nonlinearity of exponential order [7] . Our result has another advantage on the vanishing order of the nonlinearity at the origin p > 1 + 2/n, which is better than the recent one [8] (p ≥ 1 + 4/n) and also natural since we can not have the scattering if
Our approach consists of the orthodox fixed point argument with the Strichartz estimates but in certain complicated function spaces. To estimate the solutions in B n/2 2,1 , we will use Strichartz estimates in the space-time Besov spaces. To push down the vanishing condition to p > 1 + 2/n, we exploit the weighted estimates in time Lorentz spaces derived in [9] .
The proof will proceed as follows. First we suppose a sufficiently large L ∞ bound of the solution and truncate the nonlinear function f (u) for large |u|. Then we can consider it as the single power |u| p−1 u so that we can obtain a global solution u to the truncated equation satisfying U(−t)u(t) ∈ C(R; |x| −s L 2 ) by the result in [9] . Using the space-time estimates thereby obtained, we can also estimate the solution u inḂ n/2 2,1 , which gives an L ∞ bound for u, assuring that |u| remains below the truncation for all time. Now the detailed proof follows. We will use the notation in [9] . 
, and the iteration argument directly implies the estimate
. It is obvious from the proof in [9] that we do not need the gauge condition if p = 1 + 4/n. Next we want to estimate u in the Besov spaceḂ n/2 2,1 . By the Littlewood-Paley decomposition of [9, (2.11)], we have for any σ ∈ R, r ≥ 1, S ∈ S 0 2 and S * ∈ S * 0
where v satisfies the equation iv − v = g and the σ r norms are taken for j ∈ Z. We define the homogeneous generalized Besov norm by
This norm can be treated in the same way as the usual ones. In particular, we have the following representation via the difference operator:
where 0 < σ < ∈ N and we define δ k,j := δ(x − 2 −j e k ) − δ(x) with the kth unit vector e k . Using this equivalent norm, we can estimate the nonlinear part in the well-known way. As in the proof of [9, Theorem 2.1], we can choose S ∈ S 0 2 and
2 . Then we estimate the nonlinearity as
where C is a certain function satisfying C(r,Ñ) ≤ C(Ñ)r(1 + r m−p ). Combining this with the Strichartz estimate (4), we obtain
Since the norm for u 0 is finite and u L is dominated by |x| s u(0) L 2 ≤ γ (Ñ), we can deduce from the above estimate that
if we choose γ (Ñ) sufficiently small. Using the Strichartz estimate again, we obtain
Then the embedding
implies that u L ∞ (R 1+n ) ≤ N +Ñ, so that u solves the original equation (1) . It follows from the same estimate that U(−t)u(t) converges strongly in B n/2 2,1 as t → ±∞. The uniqueness is easy, since we can truncate the nonlinearity when two solutions are given locally in time, and then the problem reduces to the uniqueness in L 2 for Lipschitz nonlinearity, which can be solved by the energy method. ✷
