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ABSTRACT

QOE-AWARE CONTENT DISTRIBUTION SYSTEMS
FOR ADAPTIVE BITRATE VIDEO STREAMING
FEBRUARY 2020
DIVYASHRI BHAT
B.E, BANGALORE INSTITUTE OF TECHNOLOGY, BANGALORE, INDIA
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Michael Zink

A prodigious increase in video streaming content along with a simultaneous rise in
end system capabilities has led to the proliferation of adaptive bit rate video streaming
users in the Internet. Today, video streaming services range from Video-on-Demand
services like traditional IP TV to more recent technologies such as immersive 3D experiences for live sports events. In order to meet the demands of these services, the
multimedia and networking research community continues to strive toward efficiently
delivering high quality content across the Internet while also trying to minimize content storage and delivery costs.
The introduction of flexible and adaptable technologies such as compute and storage clouds, Network Function Virtualization and Software Defined Networking continue to fuel content provider revenue. Today, content providers such as Google and
Facebook build their own Software-Defined WANs to efficiently serve millions of users

viii

worldwide, while NetFlix partners with ISPs such as ATT (using OpenConnect) and
cloud providers such as Amazon EC2 to serve their content and manage the delivery of several petabytes of high-quality video content for millions of subscribers at a
global scale, respectively. In recent years, the unprecedented growth of video traffic
in the Internet has seen several innovative systems such as Software Defined Networks
and Information Centric Networks as well as inventive protocols such as QUIC, in
an effort to keep up with the effects of this remarkable growth. While most existing
systems continue to sub-optimally satisfy user requirements, future video streaming
systems will require optimal management of storage and bandwidth resources that
are several orders of magnitude larger than what is implemented today. Moreover,
Quality-of-Experience metrics are becoming increasingly fine-grained in order to accurately quantify diverse content and consumer needs.
In this dissertation, we design and investigate innovative adaptive bit rate video
streaming systems and analyze the implications of recent technologies on traditional
streaming approaches using real-world experimentation methods. We provide useful insights for current and future content distribution network administrators to
tackle Quality-of-Experience dilemmas and serve high quality video content to several users at a global scale. In order to show how Quality-of-Experience can benefit
from core network architectural modifications, we design and evaluate prototypes for
video streaming in Information Centric Networks and Software-Defined Networks.
We also present a real-world, in-depth analysis of adaptive bitrate video streaming
over protocols such as QUIC and MPQUIC to show how end-to-end protocol innovation can contribute to substantial Quality-of-Experience benefits for adaptive bit rate
video streaming systems. We investigate a cross-layer approach based on QUIC and
observe that application layer-based information can be successfully used to determine
transport layer parameters for ABR streaming applications.
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CHAPTER 1
INTRODUCTION

As video content metamorphoses from traditional IP TV to fully immersive threedimensional streaming and video consumers begin to demand higher quality, dynamic
content, it is likely that there will be a phase shift in the way content is delivered and
consumed worldwide. In this work, we explore the close-knit, symbiotic relationship
between network architectures and video streaming protocols that contribute to the
successful delivery of millions of videos to consumers.

1.1

The Evolution of Content Distribution Networks (CDN)

Pervasive use of Internet-enabled devices on a global scale has resulted in an unprecedented growth of video traffic in the Internet. Content Distribution Networks
(CDN) were invented to assist content providers in managing and distributing web
traffic. Initially, CDN traffic consisted of web objects that only included 12% video
[1] in 2006, which was mostly available in Standard Definition (SD) or low quality
formats. High Definition (HD) video was introduced into User-Generated Content
(UGC) production services such as YouTube in 2009 [2] . As network bandwidth
fluctuations started to cause video stalling, thus, drastically impacting video streaming Quality-of-Experience (QoE), Adaptive Bit Rate (ABR) video streaming was
introduced by providers such as Open IPTV in the form of HTTP Adaptive Streaming (HAS). Consequently, in 2010 Sandvine reported real-time entertainment rose to
42.7% of all Internet traffic compared to a mere 29.5% in 2009 [3]. A simultaneous
growth in end user system capabilities and the availability of low cost, high band1

Figure 1.1: Projection for CDN Internet Traffic Percentage in 2021. Data source:
Cisco VNI [5]

width wireless Internet connectivity [1] resulted in the proliferation of video streaming
devices at a global scale as demonstrated by a Sandvine report [4] that showed 49.8%
of all mobile traffic in 2012 was video.
In early 2016, Cisco reported more than 70% of all peak-hour traffic was video
and predicted that by 2021 82% of all global Internet traffic will consist of video
streams [5], which can be classified as Live, Video-on-Demand (VoD), UGC, and
Virtual Reality (VR)/Augmented Reality (AR) applications (e.g., 360 video). The
evolution of streaming services warrants the investigation of heterogenous Qualityof-Experience (QoE) requirements for Live, VoD, UGC and more recently, 360 video
streaming as well. As bandwidth requirements for video surge, popularity of video
streaming services in the Internet continues to drive innovation in CDN architectures.
Fig. 1.1 shows traffic history and projections for CDNs as predicted by Cisco that
foresees an 11% rise in Internet traffic by 2021. When this is compared with the
projection for video traffic growth (shown in Fig. 1.2), which shows that nearly 80%
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of all traffic is likely to be video, it is evident that most traffic in North America
will be due to various forms of video. While existing content distribution systems
struggle to meet the requirements of such services, there has been little research on
new network systems and protocols that can potentially be used not only to meet
these requirements but also to simultaneously improve the QoE of video streaming
users.

1.2

Quality-of-Experience (QoE) of Adaptive Bit Rate (ABR)
Video Streaming

Video content was first introduced into web pages in the early 2000s and was
initially used to display content related to news and current events. Early 2007
saw the introduction of services such as YouTube that allowed users to upload and
view video content. VoD Services such as NetFlix, Hulu, etc. came into existence
shortly following this. However, all video was encoded in a single quality level and
was unable to adapt to network bandwidth fluctuations. Multiple qualities were
made available by 2009 and shortly after this, ABR streaming was commercially
introduced to provide improved QoE for video consumers. Since then, video content
presentation and delivery formats have evolved in several forms to meet the growing
needs of consumer devices and content types. The primary objective of adaptive
bitrate video streaming services was to avoid video playback stalls. However, as device
capabilities and the needs of consumers evolved, multiple objectives such as reduction
in the number and magnitude of quality changes were incorporated as QoE metrics.
Today QoE optimization ranges from simply maximizing the bitrate by downloading
the highest video quality possible [6] to using more complicated algorithms such as
control theoretic approaches along with deep-learning neural networks [7] that provide
a stable QoE to the viewer. In this work, we identify Live and Video-on-Demand
content as two major components of video traffic in the Internet today and focus on
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Figure 1.2: Projection for Video Traffic Percentage in 2021. Data source: Sandvine
[3] and Cisco VNI [5]

recently evolved network architectures and protocols to solve problems experienced
by such streaming systems.

1.3

QoE-aware CDNs

Although network architectures have organically evolved from the early days of
ARPANET [8], until recently most research in this area has unintentionally ignored
the heterogenous needs of applications and thus, production networks today fail to
provide efficient QoE performance. However, the past few years have witnessed the
emergence of programmable networks and Information Centric Networks (ICN) that
drive innovation in application-based networking. In particular, programmable network architectures such as Software-Defined Network (SDN) provide a single vantage
point for flexible network management that can cater to the needs of various applications. ICN architectures have been proposed with the idea that ”content is king”,
which allows content to be hosted and served from within the network, thus, promoting application-specific protocol development. As video traffic continues to increase
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every year as shown in Fig 1.2, we emphasize the need for a ”top-down” approach
to design content delivery systems. Therefore, we identify successful confluences between emerging network architectures and application protocols that result in the
significant improvement of video streaming QoE.
In the following dissertation, we identify challenges faced by video streaming CDNs
and leverage recent technological advancements to design and implement QoE-aware
CDNs for ABR video streaming. In particular, the outline and contributions of our
work are highlighted as follows:

1.3.1

A Case for Adaptive Bit Rate Streaming in Information Centric
Networks (ICN)

Information Centric Networks have emerged as a future Internet architecture that
manages traffic using name-based prefixes as opposed to the relatively traditional IP
address based routing. ICN also aims to provide inherent caching within the routing
element in order to re-use popular content, thereby, reducing backhaul bandwidth
usage and simultaneously increasing cache hit-rate. More importantly, ICN offers
seamless mobility for content retrieval, which has the capability to serve the needs
of the increasing number of mobile devices in the Internet. However, such an architecture that does not subscribe to an end-to-end paradigm, where content may be
obtained from multiple sources, will likely result in quality oscillations [9] for ABR
video streaming sessions. In this work, presented in Chapter 3, we investigate this
oscillation phenomenon and subsequently, provide an NFV-based approach to instantiate virtual instances of an ICN cache for live streaming, which we envision will pave
the way for future work on elastic cache instantiation for live video delivery. Although ICN architectures can be significantly beneficial especially for delivering live
streaming content, large scale implementation requires specialized hardware across
the network and involves considerable changes within end systems. In the following,
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we investigate QoE improvement solutions that are feasibly implemented without
requiring any modification to end systems.

1.3.2

ABR Segment Retransmission using QUIC

In Chapter 4, we investigate the recent evolution of application protocols such
as QUIC and HTTP/2 for ABR segment retransmissions that improve QoE of ABR
video streaming sessions. In particular, we compare the UDP-based web protocol,
QUIC, with HTTP/2 over TCP by simultaneously requesting multiple qualities of
an ABR segment after a conservative analysis of download buffer status. As with
any ABR streaming approach, the foremost objective is to request multiple qualities
when it is certain that this will not cause additional congestion that could result in
playback stalls. Through extensive measurements using a well-known state-of-the-art
adaptation algorithm, SQUAD, in controlled and uncontrolled testbed environments,
we find that video streaming over QUIC using the default congestion control algorithm, CUBIC, far outperforms similar TCP-based approaches, especially in lossy
networks. We further extend this evaluation to include multipath-based approaches
and find that application-based, stream-aware scheduling of video segment transfers
using MPQUIC provides better QoE compared to MPTCP-based ABR streaming.

1.3.3

SDN-assisted Cache Management for ABR video delivery

In the work, described in Chapter 5, we present and evaluate an architecture
that uses Software-Defined Network (SDN) principles to assist ABR video streaming
clients. We use a two-fold approach that (i) advises ABR streaming clients with a forecast of available bandwidth to each cache and (ii) performs content placement within
a cache using global knowledge of network status throughout a CDN. In accordance
with standard SDN architecture, we design and implement two Northbound services,
which are together used to analyze network traffic, generate bandwidth predictions,
manage network caches and provide useful recommendations to an ABR streaming
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client in order to improve QoE. We demonstrate the versatility of our approach by
investigating several caching strategies that are variations of the well-known LeastRecently-Used (LRU) and Time-To-Live (TTL) strategies and observe that a globally
managed CDN system that uses SDN experiences observable improvements in cache
hit rates. Additionally, we evaluate several well known state-of-the-art ABR streaming algorithms to show that an SDN-based QoE management system that provides
clients with relevant information about network traffic and content sources results
in significant bitrate quality improvements and simultaneous reduction in quality
changes throughout a streaming session. While we have seen that centralized QoE
management can go a long way in improving QoE of video streaming sessions, content
distribution networks that do not necessarily have control over every network element
are unable to benefit from this approach. Therefore, the research community has been
continually involved in developing end-to-end protocols that can largely mitigate QoE
issues. The following work explores opportunities to improve ABR streaming QoE
using recent advancements in application and transport layer protocols in order to
obtain higher qualities of video segments when feasible.

1.3.4

Network assisted streaming for QUIC

Chapter 6 extends the work in Chapter 5 by providing QUIC-based ABR streaming measurements obtained by using a centralized network management approach.
Since QUIC is designed to allow more bytes in flight in the network as compared
to TCP, we expect this aggressive behavior to result in rebuffering events. By using
network assistance, we show that such effects can be mitigated by providing appropriate bandwidth information. Further, since QUIC runs in user-space, we implement a
prototype cross-layer approach where information measured at the application layer
is provided to the transport layer below such that initial congestion control parameters maybe appropriately selected based on relevant network state information. The
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results from this work opens up several interesting avenues for future research in
cross-layer video streaming systems that could benefit from stream-aware bandwidth
sharing. Although CDNs currently adopt QUIC at the transport layer [10], they fall
back to TCP when routing elements and end systems do not support QUIC. In order
to analyze the potential capability of a centralized network management system that
inherently provides a fair-share of network bandwidth to all clients, we also present
evaluations of QUIC and TCP fairness using the system presented above.
In the next chapter, we first review existing and relevant research work for the
areas defined here, followed by a detailed description of our contributions.

8

CHAPTER 2
BACKGROUND

In this chapter, we provide a background of relevant terms and prior research as
a prelude to this dissertation.

2.1

ABR Streaming over the Internet

ABR Streaming was introduced with the primary objective of adapting video
quality to network bandwidth fluctuations in order to mitigate video buffering delays
(also known as stalling). This is done by splitting a single video representation into
multiple segments of equal length and transcoding them into several quality representations such that a streaming client measures the state of the network and selects a
sustainable quality that adapts to this known state. Well-known standards for ABR
Streaming include the following:
• Dynamic Adaptive Streaming over HTTP (DASH)
• Apple HTTP Live Streaming (HLS)
• Adobe HTTP Dynamic Streaming (HDS)
• Microsoft Smooth Streaming (MSS)
Of the above, DASH also known as MPEG-DASH is the first international standard
for ABR Streaming and was introduced in 2011 [11]. The main advantages of DASH
compared to other protocols are (i) it can be used in conjunction with open source
production web servers such as Nginx [12], Apache [13] and Caddy [14] that are based
9

on Hyper-Text Transfer Protocol (HTTP) and (ii) it does not depend on a specific
codec and is compatible with H264, H265, MPEG-4, etc.
We note that several compression techniques such as Scalable Video Coding (SVC),
Advanced Video Coding (AVC), etc., have emerged as extensions of MPEG-4 formats
in order to satisfy multiple objectives such as high transcoding efficiency, minimal
storage size and optimal video quality. SVC follows a layered encoding format where
a base layer represents the lowest quality and higher qualities are obtained by appending enhancement layers on top of the base layer. AVC, however, encodes each
quality as a distinct file where quality layers are independent of each other. Intuitively,
SVC-encoded videos are more storage efficient compared to AVC but state-of-the-art
compression techniques for SVC continue to provide comparatively lower quality rendering this technique undesirable, especially for VoD and Live streaming systems.
Since the main objective of our work is to provide a high QoE to the user, we focus
solely on AVC encoded videos but emphasize that our approaches can be adapted to
support SVC encoded videos with minimal effort.
Although various standards for compression techniques, protocols and algorithms
are implemented by ABR streaming systems today, there is no unified standard that
defines the way video streams should be presented and delivered to users across the
Internet. In the following, we describe several evaluation metrics, algorithms and
protocols for ABR streaming services.

2.1.1

Quality-of-Experience Metrics

As progressive download transformed into ABR streaming mainly in order to
prevent video playback stalls, users began to notice other issues such as fluctuating
video quality, long startup delays [31], etc. While several algorithms for efficient
ABR streaming came into existence to solve such issues, quantifiable metrics were
required to appropriately evaluate user experience. QoE metrics are now defined
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based on a combination of subjective factors such as session abandonment rate and
objective factors such as bitrate quality level of the segment downloaded by the player.
Although researchers are yet to arrive at a consensus on a unified QoE metric that best
evaluates the performance of an ABR streaming system, there is general agreement of
some performance metrics that serve well to evaluate QoE of video streaming sessions
[32].
• Average Quality Bitrate: One of the objectives of quality adaptation algorithms is to maximize the average quality bitrate of the streamed video. For
a comprehensive QoE representation, we need to combine this metric with the
Number of Quality Switches which is explained below.
• Number of Quality Switches: This metric is used together with the average quality bitrate and the magnitude of quality switches to draw quantitative
conclusions about the perceived QoE. For example, for two streaming sessions
having the same average quality the session with the lower number of quality
switches will be perceived better by the viewer.
• Average Magnitude of Quality Switches: This metric when combined with
number of quality changes gives an estimate of the average magnitude bitrate
when a quality switch occurred during video playback. When two streaming
sessions have similar number of quality changes, the session with the higher
magnitude of quality change from one segment to the next is perceived worse
by the viewer.
• Rebuffering Events: Counting the number of re-buffering events over time
allows to draw further conclusions on the efficiency of the quality adaptation
algorithm of the client, i.e, the time that a user spends waiting for a video
to download during playback should be minimized as much as possible for an
optimal QoE.
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• Startup Delay: The time lag between when the user clicks the play button
and the actual start of playback of a chosen video. A large startup delay is
considered detrimental to a user’s QoE.
As fine-grained QoE metrics were defined and consolidated by works such as [20],
state-of-the art ABR streaming algorithms began leveraging such metrics in order to
optimize the video quality delivered to users.

2.1.2

ABR Streaming Algorithms

While several HTTP-based streaming algorithms are used on commercial and
research platforms, there does not yet exist a generally accepted standard that defines
the way clients choose segments and qualities for download. In order to shed some
light on various streaming approaches and understand the rationale behind them, we
present some widely accepted classifications of ABR algorithms.
• Rate-based Adaptation The simplest form of this algorithm simply selects
a quality based on the measured download rate. Other forms of this algorithm
include the open source implementation of the VLC DASH player [15]. VLC
is one of the earliest DASH players which uses the following, straight-forward
rate-based quality adaptation algorithm: (i) the current playout buffer filling
and (ii) the average download rate of previous segments. If the buffer filling is
below 25%, the client downloads the lowest quality. Otherwise, it downloads the
highest quality that is sustainable based on the average download rate. If the
buffer is full, the client waits for the playback duration of one segment before
requesting the next one.
• Buffer-based Adaptation These algorithms mainly use the buffer level to
select a bitrate quality for playback. For example, a low buffer level means
the algorithm selects the lowest quality for download and enters a conservative
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mode of behavior. Similarly, higher buffer levels means an increasingly aggressive quality selection process as the buffer fills up. A significant example of a
buffer-based algorithm is BBA-2 [16] by NetFlix which avoids rebuffering events
by constantly monitoring the buffer levels before selecting a quality for download. In a nutshell, the algorithm defines a class of functions that map current
buffer occupancy to a quality bitrate (denoted rate map) to avoid unnecessary
rebuffering and maximize the average video rate. This algorithm was part of a
wide-scale Netflix experiment presented in [16].
• Hybrid Adaptation Several state-of-the-art algorithms today use a combination of buffer-based and rate-based approaches to select a quality for download.
Examples of hybrid adaptation schemes include approaches such as [17], which
sets buffer thresholds to define phases and simultaneously uses rate measurements to select a quality for download. Spiteri et al. [18] developed the BOLA
algorithm that works in a similar way except it uses a Lyapunov technique for
renewal processes to decide on the quality of the next segment to be fetched.
While BOLA(U) aims to maximize a playback utility metric which is a weighted
combination of quality bitrate and smoothness (related to average rebuffering
time), BOLA(O) tries to minimize the oscillation in the average quality bitrate by sacrificing buffer filling without the risk of rebuffering to maintain
the previously downloaded quality. SQUAD, [19], also an example of a hybrid
adaptation scheme is based on the spectrum metric for QoE [20]. It uses a
combination of buffer and rate-based quality adaptation that accounts for the
dynamics of TCP on different time scales. SQUAD possesses three states of
operation: decreasing, increasing and steady states, that are defined in relation
to a sustainable quality bitrate. SQUAD avoids sudden quality changes under
fast varying available bandwidth by sacrificing buffer filling if the requested
quality bitrate is sustainable. An extension of SQUAD [98] performs segment
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“retransmissions” in higher qualities such that QoE of ABR streaming clients
is more resilient to sudden network bandwidth fluctuations. This feature makes
SQUAD an interesting case study for optimizing cross-layer approaches that we
evaluate throughout this dissertation. More specifically, in this work we design
and evaluate a unique approach that assists transport layer decisions based on
real-time application state information provided by a video streaming player.
In order to study the benefits of such a system, we also consider the QoE performance of a centralized, control plane based approach for video streaming QoE
enhancement and compare the trade-off between the two distinct approaches.
• Learning-based Adaptation As hardware such as GPUs become more robust
and affordable, deep-learning methods that use historical video session information in learning algorithms are becoming increasingly popular for ABR video
streaming. A recent approach that uses reinforcement learning to select a video
quality for playback is Pensieve [7], which successfully adapts to new environments, is algorithm agnostic and provides enhanced QoE to the user. Another
work that uses buffer occupancy and rate information to perform predictive
control for maximizing QoE is the control-theoretic approach described in [21].
While content providers devise innovative algorithms to tackle video streaming QoE
issues, the network research community also strives to develop end-to-end protocols
that can be beneficial for video streaming QoE.

2.1.3

Alternative Protocols for ABR Streaming

As video streaming services become increasingly popular, researchers continue to
investigate the use of alternative protocols and congestion control algorithms that are
especially optimized for ABR streaming. While Real-Time Transport Protocol [22]
and Real-Time Streaming Protocol (RTSP) are traditional video streaming protocols
implemented over UDP, here we highlight some of the more recently used protocols
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for ABR streaming:
Hyper-Text Transfer Protocol (HTTP) 2.0: Adaptive bitrate video streaming
over HTTP continues to be ubiquitous as it integrates seamlessly with web service
clients. HTTP has now evolved into HTTP/2 and incorporates several improvements
over its predecessor, HTTP/1.x, which include (i) multiplexing several streams into
one TCP connection, (ii) server-push approaches, where content is delivered to a
client without explicitly requesting it, and (iii) header compression for reduced latency. These improvements, particularly stream multiplexing, were devised to reduce
page load time such that download requests for embedded objects such as images,
video, etc., in a webpage can be issued simultaneously (instead of sequentially) without initiating parallel TCP sessions. Server-push was designed to mitigate the overhead of explicit requests for embedded content within a specified web page. Research
on DASH, HLS, etc. now investigates approaches such as server-push for proactively
delivering segments to a client, thereby, considerably reducing the overhead of requests that need to be made for sequential ABR streaming segments. Approaches
that use server push to reduce latency for ABR streaming clients include [23] and
[24], where the authors show that as frequency of segment requests during playback
is reduced, video quality bitrate adapts more closely to the available network bandwidth. However, there have not been sufficient studies to demonstrate the benefits of
multiplexing streams over HTTP/2 for DASH.
TCP Hollywood [25]: TCP Hollywood is a recent protocol emerging from the
multimedia networking research community and has largely focussed on improving
the throughput of video streaming applications by implementing out-of-order delivery
and inconsistent retransmissions. We note that such an approach requires OS kernel
updates which makes it difficult to implement at large scale in existing end systems.
Quick UDP Inter Connections (QUIC) [10]: QUIC was recently invented by
Google to keep up with the growing trend of increased downstream application traffic,
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especially in WANs. Although TCP has several favorable characteristics for two-way
communication such as reliability, congestion control, etc., it is unsuitable for scenarios where large amounts of traffic are served mostly one-way, e.g. video streaming
applications. QUIC provides a flexible application layer on top of UDP which serves
two main purposes: (i) it is compatible with the existing Internet protocol stack and
(ii) congestion control can be designed on top of UDP to specifically suit the needs of
the application, thus, dramatically improving throughput and reducing video startup
latency.
Multipath Protocols Other works include Multi-Path TCP (MPTCP) based ABR
video streaming [26], [27] and [28], which evaluate the performance of a HTTP/2
aware MPTCP scheduler in order to optimize throughput for ABR streaming. So far
we have described various protocols and algorithms that are specially suited for ABR
streaming. In the following, we explore different ways in which they can be properly
evaluated and compared against each other. However, MPTCP requires several modifications to the OS kernel and the evolution of QUIC has led researchers such as [29]
and [30] to explore multipath QUIC (MPQUIC) approaches for content download.
To the best of our knowledge, there is no existing research work that focusses on the
benefits of MPQUIC for ABR streaming.

2.1.4

Evaluation Environment

All of the evaluations contained in this thesis are performed using real-world
testbeds that provide a nearly isolated setup for controlled experiments. In some
cases (detailed in subsequent chapters), we augment this with experiments in the
real-world, i.e., in the global Internet.
Controlled testbed setups are based on one of the following platforms:
GENI: The Global Environment for Network Innovations is a consortium of research
testbeds across the world that enables the use of various compute, network and stor-
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age resources for geodistributed, nearly isolated experiments. In particular, GENI
consists of several para-virtualized and fully virtualized compute resources and a limited number of bare metal machines that can be reserved for experimentation by
users. Global network connectivity in GENI is provided by Internet2, which allows
the provisioning of nearly isolated virtual links across geographically distributed instances.
CloudLab: CloudLab [33] is a geographically distributed testbed for the development, deployment, and validation of cloud-based services. The CloudLab infrastructure consists of several different racks of varying compute and storage sizes designed
to provide isolated performance and support experiments at-scale. SDN is supported
through the deployment of OpenFlow switches. This highly virtualizable infrastructure is a miniature representation of Software-Defined Infrastructure (SDI).
We also use Amazon EC2 and standalone wireless devices such as laptops in order
to conduct measurements over the Internet for measurements in the wild.

2.2

Information Centric Networks

Information Centric Networks have emerged as a potential future Internet architecture where caching is an inherent feature of the routing protocol. Content objects
are routed based on names similar to Web URIs instead of IP addresses which is
fundamentally a reincarnation of the Breadcrumb Forwarding Service (BCFS) from
several years ago [34]. Inherent multicasting is a specifically useful feature of ICN,
which allows cached content to be re-used by various clients in the same vicinity, thus,
considerably shortening the retrieval time of subsequent requests for similar content.

2.2.1

Prior work on ABR Streaming in ICN

ABR Streaming in ICN has been recently investigated by the ICN research community with specific focus on the open-source Named Data Networking (NDN) im-
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plementation [35], formerly known as Content Centric Networking. Research on ICN
architectures can be categorized into two schools of thought: One which believes ICN
is most useful as an over-the-top CDN protocol that co-exists with traditional TCP/IP
architectures [36] and another that considers ICN as a protocol stack fundamentally
separate from TCP/IP and other traditional approaches [35]. Our work lies entirely in
the latter category as we believe that using TCP/IP along with content-based routing
adds unjustified overheads to packet processing latency. Although ABR streaming
based on ICN has not been extensively evaluated, investigative works include [37],
[38], [39] and [40]. Some of these approaches advocate the use of SVC-layered encoding
for video streaming content in ICN networks, which from a content delivery vantage
point is most efficient as the base layer can be fetched first followed by enhancement
layers, if necessary. However, from a QoE perspective, existing methods of SVC encoding are deemed inefficient by experts and are currently regarded feasible only for
video conferencing applications. Other approaches, such as the one we present in
this work, are based on AVC encoding formats that leverage advanced compression
techniques to provide enhanced QoE to users. While some researchers believe that
ICN works well as a standalone network protocol, we envision a more systematic integration of ICN with the Internet. In particular, we believe recent advancements in
NFV technology permits the coexistence of legacy and future Internet architectures
that can be enabled on-the-fly based on the requirements of the application. We
propose an architecture where virtual instances of ICN routers can be instantiated
when required especially for scenarios such as live streaming of popular events where
in-network caching can be useful for handling flash crowds that commonly occur in
such cases.

18

2.3

Cross-layer Protocol Optimizations for ABR Video Streaming

Over recent years, it has become evident that standard TCP congestion control
mechanisms are not particularly well suited for applications such as video streaming
that largely consist of downstream traffic. While TCP-based congestion control is
designed to provide reliable delivery of application data, such algorithms result in
delayed delivery of video streaming packets after they are no longer useful to the application. In order to circumvent this, applications such as WebRTC [41] advocate the
use of UDP for applications such as video conferencing, such that the application may
choose not to retransmit lost packets of “expired” content. Furthermore, TCP requires a three-way handshake in order to establish connections between communicating entities, which makes it less efficient to take advantage of multihomed connections
such as in the case of CDNs. QUIC, which is now identified as a HTTP/3 standard
[42], mitigates this problem by only requiring 0.5RTT to establish connections between end systems. Moreover, QUIC offers another advantage in that the transport
layer consists of UDP datagrams and reliability via congestion control is achieved in
the application layer. This opens up several possibilities for application-based congestion control, which has traditionally been implemented in the TCP-based transport
layer. For example, since the application-layer for on-demand video streaming is
also stateful, this information can be sent to the transport layer to adjust tunable
parameters such as congestion window, loss recovery, etc.

2.3.1

Prior work on cross-layer protocol optimizations

Approaches that use UDP for media streaming, namely video conferencing, include RTP/RTCP wherein, video sending and encoding rate is regulated based on
the estimate bottleneck bandwidth in the network. Control systems theory is often
employed to measure the network state between end systems, process it in a use-
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ful way and then provide feedback to the video streaming application in order to
adapt the video encoding rate in accordance with the estimated network bandwidth.
Popular schemes that use such a cross-layer approach include Google Congestion
Control (GCC) [43], Network-Assisted Dynamic Adaptation (NADA) [44] and SelfClocked Rate Adaptation for Multimedia (SCReAM) [45]. All of these approaches
use RTP/RTCP combined with a video encoding scheme to adjust the video bitrate
according to the perceived state of the network. While such schemes are well suited
for teleconferencing applications, the video encoding efficiency at such speeds is insufficient for on-demand and live video service delivery. More recent works such as
the video frame-based congestion control designed by Palmer et al. [46] employs an
application-specific reliability in QUIC such that retransmissions are selectively disabled at the transport layer when less important video frames are lost. As discovered
by our testbed experiments, even simple information exchange mechanisms between
the application and transport layer can yield considerable benefits in application QoE.

2.4

Software Defined Networks

While protocol developments such as those described in Sect. 2.3 are extremely
beneficial for end-to-end quality optimizations, core and edge network architecture
advancements provide large content distribution networks such as Telco-CDNs with
the ability to not only manage their caching resources but also to improve QoE. One
example of such an interesting advancement is the SDN model where software principles allow flexible and real-time traffic management in fully administrable CDNs.
As the Internet scaled beyond predictable estimates, the Software Defined Network
(SDN) paradigm was introduced to facilitate automation of network management and
control. SDN systems essentially consist of a programmable data plane that can be
managed from a single vantage point known as a “controller”. One of the most popular
and early open-source implementations of SDN is OpenFlow [47], where the primary
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objective was to enable researchers to run distributed experiments across campus
networks. However, OpenFlow is now widely deployed in production SD-WANs such
as Google’s B4 [48]. Furthermore, open-source community initiatives such as ONAP
[49], ONOS [50], etc. and commercial products such as Juniper’s Junos OS [51] and
more recently, Barefoot’s Tofino [52] continue to drive innovation in programmable
networks.

2.4.1

Prior work on Network-assisted Streaming

ABR streaming systems based purely on client-side measurements are forced to
request low video qualities at the beginning of playback. Prior research [53] has clearly
shown that most users tend to abandon a video after watching for a few seconds mainly
because the player requires several download measurement samples before it begins to
request higher qualities. Network assisted streaming systems try to resolve such issues
by providing ABR video streaming players with information at the beginning and
during playback in order to optimize user QoE and retain viewership throughout video
playback. For several of these approaches [54], [55], [56] the management overhead
is sufficiently justified by the improvement in users’ QoE. Moreover, some systems
minimize this overhead by utilizing information that is already collected from the
CDN and relaying it to video streaming players. Additionally, some of these works
investigate methods to provide content source information such as the closest location
of desired content, in order to reduce startup delay, mitigate rebuffering effects, etc.
Unlike end system protocol development, efficient SDN systems require network
hardware to be replaced such that they are capable of supporting real-time programmability of traffic rules. However, as demonstrated by several real-world deployments in large-scale commercial and research networks, the benefits far outweigh
the costs. In the following, we explore another architecture that similarly requires
hardware replacement but incorporates a configurable network and transport layer
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and is, thus, expected to be a significant phase-shift in the way content is delivered in
the Internet. This work also explores the implications of a content-centric approach
to video delivery over ICNs and paves the way for further video streaming research
that uses a future Internet architecture.
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CHAPTER 3
ADAPTIVE BITRATE STREAMING IN INFORMATION
CENTRIC NETWORKS

Recently, future Internet research activities have proposed a new, non IP-based
approach that is generally described as Information-Centric Networking (ICN) [57].
While several instantiations of this approach exist, recent focus has been on ContentCentric Networking (CCN) [58] and its evolution Named Data Networking (NDN) [35].
NDN introduces a new protocol stack that is incompatible with the traditional one
based on TCP/IP and defines a flexible transport layer that does not conform to
the end-to-end connection paradigm of TCP/IP. For this reason, new Internet architectures such as NDN have always been exclusive alternatives. Cisco, one of the
leading manufacturers of networking equipment, has recently launched a hybrid ICN
solution, hICN, [59] which is an incremental ICN solution that integrates with existing IP networks. It remains to be seen if hICN will be widely adopted. One of
the foci of NDN is to move from host-based addressing in the current Internet to a
content-based addressing in the future. Such an approach is well designed for video
streaming applications, since it would ease some of the challenges video streaming
applications face today. One example, is the complicated approach that is taken in
today’s Internet to direct a client to the “best” location of the requested content (e.g.,
sophisticated but also complicated DNS modification, over-the-top).
If ICN is to become a potential successor of TCP/IP it must support video streaming in the Internet. Therefore, we believe that it is of paramount importance to
investigate if and how ICN can improve video streaming. We are certainly not the
first ones that investigate certain performance aspects of video streaming over an ICN
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based network. Most of the existing work focuses on ABR and especially the behavior
of DASH’s quality adaptation in the face of rapidly changing sources for individual
video segments. While this is an important research area that has already identified
some of the challenges ABR video streaming faces if ICN is used as the underlying
network technology, our goal is to investigate how ICN can support load balancing
and what additional challenges it faces when used directly on top of Ethernet.
In the first part of this chapter, we propose a load balancing approach for NDN.
Based on a simulation study we show how (i) the inherent characteristics of NDN
support load balancing with virtually no overhead (compared to the load balancing
approaches in place in today’s Internet) and (ii) how load balancing in NDN can
improve video streaming. Our simulation results show that by doubling the number
of custodians but keeping the overall access bandwidth to the custodians equal, the
average video segment retrieval time can be reduced by an average of 37%.
The second part of the work investigates specific transport characteristics for
ABR video streaming over NDN in an actual testbed. For this investigation we use
a layer 2 (GENI) testbed on which we run native NDN over Ethernet using the
NDN Forwarding Daemon (NFD) [60] and show that certain configuration choices
can significantly impact the performance of streaming. In addition, we identify a new
dimension to the well known DASH oscillation problem [9] and show its effects.
In the third part of this work, we investigate if new technologies like Software
Defined Networking (SDN) [47] and Network Function Virtualization (NFV) [61]
can be used to support the parallel operation of traditional and future Internets
such as ICN on top of the same physical hardware. One fundamental underlying
mechanism that is required to support such an approach is ”slicing”, which allows
isolated virtualization of networking and compute resources. In our vision, such
slicing will ultimately allow the parallel operation of many Internets, including the
traditional Internet, over one physical infrastructure. While we are far from reaching
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such complete multi-tenancy, we investigate if an SDN/NFV-based approach has the
potential to support our vision. We evaluate a hybrid, incremental SDN approach for
a parallel architecture that incorporates two vastly different protocols in an actual
testbed. We use the example of an adaptive bitrate (ABR) live streaming scenario to
demonstrate that our approach supports the parallel operation of IP and NDN. With
the aid of popular Quality-of-Experience (QoE) metrics, we evaluate the performance
of our system. We present results from an investigation of our SDN/NFV-based
approach that allows the parallel operation of different network stacks on top of
the same physical hardware. Evaluation results demonstrate the flexibility of our
approach and indicate how SDN-based traffic engineering can be used to efficiently
share resources between IP and NDN.
The remainder of this chapter is outlined as follows. In Section 3.1 we present an
analysis of load balancing for ICN caches along with a preliminary testbed analysis
of the oscillation phenomenon for ICN-based video streaming. This is followed by
Section 3.2 that details our design and evaluation of an SDN-NFV architecture that
performs virtual NDN cache instantiation for live video streaming. Related Work is
then presented in Section 3.3 followed by a Conclusion in Section 3.4.

3.1

Load Balancing Approach for Adaptive Streaming in Information Centric Networks

This section describes our load-balancing approach for ICN caching and further,
presents a testbed evaluation that studies the effects of an in-network cache-based
architecture such as ICN on ABR video streaming quality.

3.1.1

Automatic load balancing through probabilistic Interest admission

Here, we propose a load balancing approach for NDN that is based on (i) accepting
interest entries into the pending interest table (PIT) at content providing nodes de-
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Figure 3.1: Toy topology for automatic load balancing in NDN.
pending on the local load, and (ii) dynamically provisioning content providing nodes.
Load balancing is inherent in the NDN paradigm as content is populated and cached
on router nodes across the network. In contrast, load balancing in TCP/IP networks
is often carried out using dedicated infrastructure in the sense of TCP termination
points and load balancing schedulers. The NDN infrastructure comes with organic
load balancing capabilities. In the following, we denote caching routers as well as
custodians as content providing nodes. The PIT size at some content providing node
reflects the number of outstanding requests at any given time. We define the discrete
time local load metric as L(t) at time t. There are various load metrics that may be
considered such as the number of disc reads in the interval (t − ∆, t], or the CPU or
link utilizations. For example, the rationale of defining the load via the number of
disc reads is based on the fact that the content store could comprise file data blocks
stored in an SQLite database. The CPU utilization can be regarded as a general
load mapping metric while the link utilization serves as mapping of load to network
traffic, respectively network congestion.
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Figure 3.2: Load based interest acceptance.
The load balancing technique relies on dynamically provisioning custodians using
techniques such as NFV in addition to accepting interest packets into the PIT with
a certain probability that depends on the current load at the content providing node.
This technique is similar to active queue management mechanisms, e.g., random early
drop (RED) [62]. Figure 3.1 shows a sample topology consisting of multiple custodians
that host content replicas and NDN router nodes with caching capabilities. In this
work, we will only consider router nodes that either employ LRU caching or no
caching at all. Figure 3.2a shows a sketch of the relation of interest admission into
PIT according to the current load.
3.1.2

A basic model

We begin our analysis with a worst case scenario where every interest packet
travels to the custodian, i.e., the routers have no caching capabilities. First, we
briefly sketch the impact of replicating custodians throughout the network, where we
denote the probability of interest drop at one custodian as ε. It is straightforward
that independent custodian replication increases redundant content availability since
the probability of interest admission to at least one PIT at any of N custodians is
given as P [interest admission] = 1 − εN .
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Figure 3.3: CCDFs of the segment retrieval time (a-b): (a) CCDF for an exemplary
client showing the slope change for different number of custodians. (No caching) (b)
Improvement in the segment retrieval time with an increasing cache size. (c) CCDF of
the number of transmitted interests per retrieved content (No caching). (Confidence
intervals are given as light areas).
Based on the example shown in Figure 3.1 this translates into interest packets that
propagate up to the custodians Si for i ∈ [1, N ]. We assume that the admittance to
the PIT at the custodians Si is governed by the load L(t) at the respective custodian
as for example shown in Figure 3.2a. There, we denoted the blocking load at which
no more interests are admitted to the PIT as LB , whereas LP designates the load at
which dropping interests is viable.
For the sake of a brief model sketch we assume that the loads at the different
custodians Si are independent and exponentially distributed with parameter λ. Upon
interest arrival at custodian Si , it decides whether to accept the incoming interest or
not. We model this decision as a Bernoulli experiment with parameter p that is
exponentially distributed with the same parameter λ. Note that there is a small
modeling error arising from the infinite support of the exponential random variable.
For loads L(t) beyond 1, i.e., 100% we set the acceptance parameter p to zero. Hence,
given the average load L̄ = 1/λ, we can calculate the average acceptance rate as
(1 − e−λ )/λ. Figure 3.2b depicts this relation for L̄ ∈ [0, 1). Note that in case of
overload the acceptance rate is zero. We use this model to parameterize the simulation
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and testbed scenarios presented in the next sections, where we assume λ = 4, i.e., an
average load of 25%, if not stated otherwise.
3.1.3

Simulation results

In the following, we present results from basic simulations performed to analyze
the above described load balancing technique in NDN. For this analysis, we used
the open source ndnSIM 2.0 simulator [63], that is an NDN simulator that sits
on top of the NS-3 network simulator framework. We implement the load balancing
techniques by modifying standard classes as, e.g., the one used to implement content
providing nodes. Since the software is built on top of NS-3 it profits from its logging
capabilities, which we use to extract results.
First, we simulate an NDN scenario over Ethernet given the topology depicted in
Figure 3.1 (including the dashed links). The network configuration is parameterized
as follows: All links, besides links ‘Ri -Si ” for i ∈ {1, 2}, possess a base delay of 10 ms
and a capacity of 10 Mbps. The links “Ri -Si ” for i ∈ {1, 2} each have a fixed capacity
of 5 Mbps, while the output queues on all nodes are 50 frames long. The default LRU
cache for each router node is fixed to 20 contents, while all content objects are of
fixed size, i.e., 1024 Bytes. We attach 10 independent clients Ci , i ∈ [1, 10] to router
R5, where each client independently transmits equidistant 100 interests per second
to content names that follow a power law distribution. For the content name popularity distribution we used the ndnSim default class ConsumerZipfMandelbrot.
We employed a basic broadcasting strategy for forwarding interests at intermediate
routers. Cross traffic clients C1x and C2x generate interests based on a Poisson process
with an average rate of 500 packets per second to stress the custodian-router links
“Ri -Si ” for i ∈ {1, 2}. We compare the results for the “2 custodians” scenario to a
base line scenario with only one custodian. For the latter, we remove the right branch
of Figure 3.1 and configure the link “R1 -S1 ” to a maximum capacity of 10 Mbps.
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Figure 3.3 shows the complementary cumulative distribution functions (CCDF)
of segment retrieval times of an arbitrary client attached to router R5 as well as for
the number of transmitted interest packets to retrieve one content. We define the
segment retrieval time as the delay between sending out the first request for some
content and the reception of the corresponding content. Figures 3.3a and 3.3b show
three main effects tied to the network configuration that impact the segment retrieval
time. First, Figures 3.3a presents the load balancing effect, i.e., the slope of the
CCDF is determined by the number of independent custodians in the network. The
second effect is the improvement of the segment retrieval time in Figure 3.3b that is
due to increasing the cache sizes in the network. Here we observe a staggered version
of the CCDF. The last effect that is observed in both figures is the step width which is
directly related to the interest timeout configuration at the nodes. We also observed
that the individual CCDFs of the clients Ci for i ∈ [1, 10] lie very close to each other
indicating a homogeneous QoS experience at the clients in this scenario. Figure 3.3c
shows the CCDF of the number of interests sent to retrieve one content. We conjecture
that having more custodians in the network “smoothes out” the CCDF of the number
of interests per content as any of the present custodians may reply, which decreases
the probability of lost interests. This example shows how dynamic provisioning and
load balancing improve the segment retrieval performance in NDN. It is worth noting
that this load balancing approach using NDN comes without dedicated equipment
or DNS-based techniques that are known from the TCP/IP world. The example
above also shows a strong variation of the segment retrieval time that can grow in the
order of multiple interest timeouts. We show that load balancing helps reducing this
variation. This variation in the segment retrieval time may have a strong adversary
impact on sensitive applications such as dynamic adaptive multimedia streaming.
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Figure 3.4: Multi-sourcing in dynamic adaptive video streaming over NDN.
3.1.4

Multimedia Streaming Performance over NDN

In this section, we will present some open challenges of multimedia streaming over
NDN and preliminary techniques that may pave the way for corresponding solutions.
We will focus on adaptive bitrate (ABR) multimedia streaming, especially on its
most popular instantiation in todays TCP/IP-based Internet, i.e., DASH. The results
provided in this section stem from real-world testbed experiments using NDN over
Ethernet. First, we show a basic result on the impact of the content size on the
segment transfer time for different video qualities. Then, we delve into one of the
core problems of ABR streaming in NDN, i.e., estimating the available bandwidth.
We show an example of streaming rate variation due to content source change before
discussing basic implications on the performance of video streaming in NDN.
In general, NDN applications possess the flexibility of storing and sending content
of varying sizes. Current rate adaptation algorithms for DASH use the segment
transfer time and buffer state as input to decide in which quality version to request
the next segment. In the following, we analyze the impact of varying content sizes on
the segment transfer time in an NDN environment.
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Figure 3.5: Segment transfer time for various content sizes for an ABR segment
We run testbed-based experiments to analyze the effect of different content sizes
on the ABR segment retrieval time. A similar investigation with respect to the security implications of fragmentation and cut-through forwarding in CCNx is given in
[64]. We use a slice on the GENI Testbed [65] and install the NDN Forwarding Daemon (NFD) [60] software to provide an information centric transport protocol over
Ethernet for the hosts and routers shown in Figure 3.1. With respect to the topology in Figure 3.1 we only deploy client C1 as well as the cross traffic clients C1x and
C2x . Figure 3.5 shows a graph of the segment retrieval time for a randomly selected
segment in the DASH video dataset [66] for three different bitrates (video qualities).
The segment retrieval time is defined as the time difference between sending out the
interest for the first content of the segment until entirely receiving the last corresponding content. We use an existing implementation of an NDN file system application
[67] to host video segments of varying bitrates, i.e., {600, 1600, 6000} kbps, on the
custodians and an NDN consumer application to request these segments. Figure 3.5
shows a decrease in segment transfer time with increasing content size. On the one
hand, this effect is expected given the client’s self-clocked interest transmission. On
the other hand it is unclear how the streaming performance would be affected in the
case where multiple content sizes coexist in the network. In the following, we will
examine the latter as part of the content transfer time oscillation problem.
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Next, we evaluate a scenario where a segment request from a client as schematically
depicted in Figure 3.4 translates into streaming consecutive contents that belong
to the same segment from different sources [67]. The client receives content size
dependent meta data for every segment interest sent out. However, as sketched in
Figure 3.5 this would affect the overall rate of a segment download and smear the
estimate that is used for deciding on the quality of the next segment to be requested.
NDN currently defines a maximum content size of 8192 Bytes [60], while typical
DASH segment sizes are multiples of that size [66].
In the following, we present testbed-based experiments where we investigate the
impact of multi-sourcing on content and segment retrieval times in NDN. For this
experiment we use the GENI testbed topology depicted in Figure 3.1 after removing
the dashed links to provide the client with disjoint paths to each custodian. The cross
traffic clients (C1x and C2x ) generate interests to push certain content into the router
caches. When the client (C1 ) starts this content will be fetched quicker leading to the
oscillations. We set the cache size to 80 contents while the segments streamed are
167 contents long.
In Figure 3.6, the client issues interests within one segment sequentially, i.e, it
waits for a content to arrive before sending a request for the next one. Retrieved
segments have content sizes that alternate between 1024 and 8192 Bytes. Note, the
strong variation of the content transfer time as contents come from different sources.
Figure 3.6 also shows two layers of the oscillation problem that is known in the context
of ABR over NDN [9]. Here, we see oscillations on the content transfer times and
on the segment aggregation level that serves as input to ABR streaming protocols.
Traditional adaptive streaming protocols, e.g., DASH, use the segment transfer time
to estimate a sustainable streaming rate. However, segment transfer times are now a
smeared average of the oscillating content transfer times. We believe that ABR video
streaming that is optimized for NDN requires to take this information into account.
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Figure 3.6: Content transfer time oscillation over multiple segment
We see this as one of the major challenges for ABR streaming in NDN, which requires
the development of new rate adaptation mechanisms such as SQUAD [19].

3.2

NFV-based Live Streaming in Information Centric Networks

As noted at the beginning of Chapter 3, recent advancements in NFV and SDN
technology make it possible for traditional approaches such as TCP/IP to co-exist
with newer routing protocols like NDN. In the following, we use an example of a live
streaming application, which benefits from the instantiation of NDN-based caches
under high load, in order to demonstrate a flexible and dynamic SDN-based NFV
system.

3.2.1

Architecture

In this section, we present the design of our SDN-NFV based architecture that has
the goal to support the parallel operation of different protocol stacks over the same
physical hardware. There are two main goals we try to achieve with this architecture.
The first one is to create a flexible, software defined, virtualized infrastructure that
allows the setup of slices for different protocol stacks. The second focuses on dynamic
changes of these slices based on load and resource availability.
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Our approach makes use of three major components. The first one is a network
appliance, which enables layer 2 switching and has compute capabilities to host VMs
on which the protocol stack for layer 3 and above is hosted. The latter enables the
appliance to support Network Function Virtualization. For our initial investigations
such an appliance is simply realized by a powerful server that supports virtualization
well. This server runs OpenVSwitch (OVS) in its host OS and zero, one, or more
VMs that support different layer 3 and above protocol stacks. An example for such
a network appliance is shown in Figure 3.7. In its simplest version, this appliance
can function as a switch by installing OVS in the host OS. Running a VM that
supports IPv4, turns this node into a router. Adding a second VM that has the NDN
Networking Forwarding Daemon (NFD)1 installed turns this node into an IPv4 and
NDN router. Additional VMs can be instantiated to support, e.g., IPv6, IPSec, or
other protocols. Note, that the main goal of this work is to demonstrate the viability
of our approach while investigating its impact on performance. For a fair comparison,
we decided to perform our evaluation on a general purpose server but believe that
improved performance can be achieved in the future by the combination of SDN
switches with compute resources as it has recently been proposed in approaches for
Software Defined Exchanges (SDX) [68, 69, 70]. In this work, we focus on an initial
evaluation on commodity hardware.
The second component is an SDN controller which is connected to the OpenFlow
(OF) switches within the appliances. More details of this component are given in
Sect. 3.2.1.1.
The third component is simply a set of layer 2 links that connect the network
appliances.
1

https://github.com/named-roidata/NFD.
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Figure 3.7: Network appliance architecture
3.2.1.1

SDN Support

SDN support allows for a high degree of flexibility in network configuration and
operation. Through SDN a network appliance can assume different functions for
different protocol stacks. E.g, the appliance can act as a router for IP traffic and
on the other hand simply act as a switch for NDN traffic. In our initial approach,
SDN functionality is provided by OVS in OF mode. Each OVS is managed by an
OF controller. In our case we make use of a centralized controller but the proposed
architecture is also designed for distributed controller scenarios. We decided to use the
Ryu controller2 , since it is open source, well supported, and programmed in Python.

3.2.1.2

NFV Support

One of the major goals of NFV is to leverage standard virtualization technology
to consolidate network functionalities onto high-end servers [61]. Our architecture
combines NFV and SDN since it introduces a substantial flexibility on layer 2 (SDN)
and higher layer (3-5) functionality (NFV) as we will illustrate in more detail in
Sect. 3.2.1.3. In this work, we focus on layer 3 NFV, since it allows the parallel
operation of vastly different Internet architectures on the same physical network. In
order to demonstrate the feasibility of such an approach, we create two VMs which
support the traditional TCP/IP protocol stack denoted as IPv4 VM and the more
recent, state-of-the-art NDN approach denoted as NDN VM.
2

https://osrg.github.io/ryu/.
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3.2.1.3

Example Scenarios
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Figure 3.8: Multi-protocol SDN/NFV approach.

After introducing the individual components of our architecture, we introduce an
example scenario to further illustrate the application of our approach under varying
network conditions. The scenario is presented in Fig. 3.8, which shows a network that
is composed of seven nodes and an SDN controller. Each of the nodes in this scenario
is comprised of a network appliance as shown in Fig. 3.7 and the network links are
standard layer 2 links. In addition, each of the network appliances is connected to
the centralized SDN controller.
Fig. 3.8 shows a scenario where one node acts as a layer 2 switch (F ), 2 nodes
also support IPv4 (B, D), and 3 nodes support IPv4 and NDN (A, C, E, G). Based
on the requirements in this specific scenario switching is required at nodes B, D
(for NDN traffic), and F (for both NDN and IP traffic and no VMs that support
higher level protocols are currently active at this node). The forwarding of frames
is managed by the SDN controller. For node F , the SDN controller can provide
simple learning switch functionality, or any other forwarding algorithm that can be
supported by an SDN controller. For nodes B and D, IPv4 routing capability is
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required in addition to layer 2 switching. This requirement is met by the instantiation
of an IPv4 VM on these network appliances. In addition, nodes A and B need to
act as layer 2 switches for non-IPv4 based traffic. This functionality is achieved
by the SDN controller, which differentiates between IPv4 packets and other layer 3
payload based on the type specified in the Ethernet frame. While frames that contain
EtherT ype = 0x0800 are forwarded to the guest IPv4 VM, frames containing other
EtherType values are forwarded on the layer 2 switch.3 For nodes A, C, E, and G
NDN functionality is required in addition to the IPv4 functionality. This is achieved
by instantiating an NDN guest VM on the nodes in addition to the IPv4 VM. In this
case, the behavior of the SDN switch also needs to be modified. Here, frames with
EtherT ype = 0x0800 and EtherT ype = 0x8624 (NDN) have to be forwarded to the
respective guest VMs. This can be achieved through the appropriate rule set by the
OF controller. A detailed description of the SDN functionality and the setup of the
networking in the appliances is given in Sect. 3.2.2.

3.2.2

Setup

In this section, we present the experimental environment we use for the evaluation
of our proposed architecture. We first describe our virtualization and network environment in the CloudLab testbed followed by evaluation results which are presented
in Sect. 3.2.3.

3.2.2.1

Virtualization

We describe the virtualization components used in our setup in the following:
• Host OS: For the virtualization on the nodes we make use of the Kernel-based
Virtual Machine (KVM) [71]. A Linux machine (Ubuntu 14.04) powered by

3

Rules for the forwarding of ARP packets (EtherT ype = 0x0806) are also included in the SDN
controller.
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KVM becomes the hypervisor on which several guest VMs can run. We have
chosen KVM since it provides hardware virtualization and therefore, supports
a wide variety of guest OSes, network functions and protocols.
• OVS: The Open vSwitch [72] runs on the KVM hypervisor, which supports the
bridging between VMs and the physical network the hypervisor is connected
to. It is well suited for our approach since it is the default switch in KVM and
supports OF.
• IPv4 VM: This guest VM runs a vanilla Linux (Ubuntu 14.04) and no additional modification to the OS have to be made since it contains the standard
IPv4 protocol suite.
• NDN VM: This guest VM also runs the same vanilla Linux as the IPv4 VM
but NFD had to be installed and IPv4 was disabled. NFD is required to enable
NDN functionality (e.g., routing, caching) at the node.

3.2.2.2

Network Topology

Client

Client

IPv4
VM

NDN
VM

Client

IPv4
VM

Node1

NDN
VM

IPv4
VM

Node2

IPv4
VM

NDN
VM

Client

NDN
VM

IPv4
VM

Node3

SDN
Controller

Node5

NDN
VM

Node4

IPv4
VM

NDN
VM

Node6

IPv4
VM

NDN
VM

Node7

Server

Figure 3.9: CloudLab slice used for evaluation.
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The CloudLab slice we use for our evaluation is shown in Fig. 3.9. It consists
of 7 nodes (1-7), 4 clients and a server, and 12 layer 2 links (with each link having
a maximum capacity of 10Mbps) that connect the nodes as shown in Fig. 3.9. In
addition, an OF controller runs inside a Xen VM with Ubuntu 14.04 and OVS and
communicates with the nodes via the CloudLab control plane. Each of the 7 nodes
run both an IPv4 VM instance and an NDN VM instance in parallel. The Client
and Server nodes are bare metal nodes that are used to evaluate the performance
of our live ABR video streaming application. The bare metal instances at the client
allow us to run simultaneous experiments with 4 and 8 clients where an IP-enabled
client initiates HTTP video segment requests to an Apache web server at the Server
node and an NDN-enabled client uses NDNperf 4 to download segments from the
NDNperf server instance at the Server node. We chose this topology as it allows
us to compare the performance of a multicast NDN video streaming application in
a tiered caching system with the more commonly implemented approach of ABR
streaming over unicast HTTP (TCP/IP). Additionally, we use this setup to evaluate
a hybrid, SDN traffic engineering approach where the network appliances at higher
aggregation levels act as simple switches. In Sect. 3.2.3, we describe which setup of
the topology was used for each of the measurements and what motivated the use of
that configuration.

3.2.2.3

Node Internal Networking

Here, we briefly describe the networking setup in the host OS of the nodes that
is required to support NFV. Fig. 3.10 shows the network setup for node 7 (denoted
in Fig 3.9). As mentioned in Sect. 3.2.2.1, we use a combination of OVS and Linux
bridging to realize the node internal networking and establish the mapping between
physical interfaces in the host OS and virtual interfaces in the VMs. For example,
4

https://github.com/Kanemochi/ndnperf
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Figure 3.10: Node networking.
in Fig. 3.10 three physical interfaces have to be mapped to three virtual interfaces
per VM. This is realized though a software OF switch, which connects all physical
and virtual interfaces. We decided to use an SDN switch instead of a bridge since it
allows us to better control the traffic in the node internal virtual network. E.g., IP
traffic can be directed to the virtual interfaces of the IP VM instead of broadcasting
it to all virtual interfaces. In addition, it will allow for better monitoring (e.g., via
OpenFlow port statistics) and traffic isolation.

3.2.3

Evaluation

In the following we describe the evaluation scenarios and QoE metrics used to
analyze the performance of our SDN-NFV approach.

3.2.3.1

Evaluation Metrics

For the investigation of our approach, we evaluate the performance of a live video
streaming application. The advantages of NDN for efficient delivery of video streams
has been widely investigated in works such as [73] and [36], which make ICN-based
protocols a likely candidate for the transport of live video. In this work, we particularly look at the emulation of adaptive bitrate based live streaming, where a client
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selects a video quality bitrate based on the measured download rate history. We
chose this application because it makes an interesting case for caching, a functionality that is inherent in NDN and requests for multiple video qualities are potentially
distributed among the routers in the network. However, in the traditional, IP network
case, content sources are less diversified possibly resulting in congestion and overall
loss in QoE for all video streaming clients in the network. In the following, we use
metrics Average Quality Bitrate, denoted AQB, and Number of Qualities, denoted
#QS, in order to evaluate users’ QoE.

3.2.3.2

Evaluation Setup

Our evaluation testbed setup is as follows:
• Server: The server node, denoted as Server in Fig. 3.9, runs a vanilla Apache2
server that supports HTTP-based segment requests over TCP/IP and an NDNPerf server that handles NDN segment requests. Both types of requests are
generated by a live video streaming application running at the client nodes.
• Client: The client nodes, denoted as Client in Fig. 3.9, run the BOLA [18]
algorithm, a state-of-the-art buffer-based DASH algorithm, that we incorporate
in AStream, the open-source Python-based ABR streaming player presented in
[74]. In this work, we focus on the BOLA-U algorithm as described in 2.1.2.
In order to analyze the effects of bandwidth sharing and congestion, we evaluate each
setting for 4 and 8 clients (unless stated otherwise), where all clients simultaneously
stream a live video that is 5 minutes long and with 20 different quality representations.
We also note that the number of clients for each experiment is equally distributed
among all the Client nodes shown in Fig. 3.9.
Fig. 3.11 presents CDF and CCDF, along with 95% confidence interval, for AQB
and #QS of an ABR live streaming application for various configurations that are
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repeated 30 times for statistical significance. In the following section, we outline these
configurations along with an analysis of the observed results.

3.2.3.3

IP-only

The IP-only measurements are conducted with TCP/IP as the transport layer and
the ABR live video streaming application that runs over HTTP (or DASH [75]). We
observe that all clients, in both 4 and 8 client cases, obtain a fair share of the bottleneck bandwidth, i.e., each client experiences nearly the same QoE, as expected with
TCP (we use the default congestion control TCP Cubic used in Linux) applications.
Similarly, the average bitrate, AQB, is halved for the 8 client case as compared to the
4 client case because all content requests are served by a single source, i.e, the Server
node. The number of quality changes for the 8 client case are the highest where
nearly all users experience an average of 80 changes during video playback indicating
that the AIMD mechanism in the transport layer leads to a high fluctuation in video
quality that is detrimental to the user’s viewing experience.

3.2.3.4

NDN-only

In this case, the TCP/IP transport layer in AStream is replaced by the transport
layer provided by the NDNperf application with a window size of 16 and no congestion
control, i.e, the sending rate does not decrease even when interest retransmissions are
detected. In spite of this, we observe, from Fig. 3.11, that all NDN cases (8 client
and 4 client, All caches and No cache) show considerable improvement over the IP
cases. This is due to the fact that NDN incorporates the use of a Pending Interest
Table (PIT) and caching, which ensures requests for the same content are cached at
routers and content caches, which, in turn, ensure contents are served locally when
available. Since video segment requests are distributed across multiple caches in the
NDN VMs and the cumulative cache size of the NDN routers is 92% of the total
dataset, the maximum QoE is observed in the NDN-only experiments. This result
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Figure 3.11: QoE metrics for video playback quality: (a) CDF of Average Playback
Bitrate where TCP/IP-based streams suffer the worst quality due to redundancy of
requests at the server but NDN streams experience higher average quality, (b) CCDF
of Number of quality switches are much higher for TCP/IP than NDN-based streams,
which is detrimental to user viewing experience, (c) CDF of Average Playback Bitrate
where exactly 50% of the clients (TCP/IP) experience a much lower playback bitrate
and (d) CCDF of Number of quality switches where quality changes are higher when
caches at Layer 2 are disabled.
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shows the impact of intrinsic caching in all nodes of the distribution hierarchy and
the resulting benefits for a live streaming application.

3.2.3.5

SDN-based versus NDN routing

In this scenario, we evaluate the transport capability of SDN routing for NDNbased live video streaming by disabling the NDN VMs on Node5 and Node6, shown in
Fig. 3.9. Here, the two nodes are treated as simple SDN-enabled switches that route
NDN traffic according to the rules specified by a centralized OF controller. From
Fig. 3.11, we see that for both the 8 client and 4 client case, when NDN is disabled
at Node5 and Node6 a QoE comparable to the case were all nodes run an NDN VM
is achieved. A system could, thus, be comprised of NDN-capable nodes at the edges
and SDN-based switches in the core, while still providing good QoE performance.

3.2.3.6

Concurrent NDN and IP

The goal of this experiment (in which all nodes (1-7) run an NDN VM) is to
evaluate the effect of two vastly different protocol stacks (IP and NDN) sharing the
same physical substrate. Here, each Client node simultaneously runs two AStream
instantiations; one which uses TCP/IP as the transport layer and another which uses
the NDN transport layer API provided by NDNPerf. In Fig. 3.11c, we observe that
50% of the clients have a much smaller variation in average playback rate AQB as
compared to the remaining clients. Further analysis, as shown in Table 3.1, reveals
that all 4 IP clients experience a much lower AQB, of 1.34Mbps as compared to
3.06Mbps experienced by the 4 NDN clients. We note that the relatively conservative
AIMD used by TCP results in the IP video clients backing off from the congestion
created by the NDN video clients. In addition, IP packets have to be transmitted
end-to-end, while NDN packets can potentially be transmitted from an intermediate
node (if cached) to the clients.
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Case
NDN
IP

Client 1
(Mbps)
3.047
1.330

Client 2
(Mbps)
3.090
1.35

Client 3
(Mbps)
3.041
1.33

Client 4
(Mbps)
3.095
1.35

Avg. bitrate
(Mbps)
3.06
1.34

Table 3.1: Concurrent IP and NDN at each client

Our evaluation results show that it is possible to operate two different Internet
architectures on top of the same hardware. The results also show that the combination of NFV and SDN does not require each node to instantiate a layer 3 VM (see
Sect. 3.2.3.5), further increasing the adaptability of this approach. Finally, our results
show that transitions between architectures, such as switching from IP to NDN when
the number of clients is high in a live streaming scenario, might improve performance.

3.3

Related Work

Information Centric Networking (ICN) [76][58] has been recently proposed to improve access to content in the Internet. To achieve this goal, content is cached not
only at dedicated caches (“custodians” in ICN lingo) but also directly in the network
routers. Using the measure of locating content by name instead of host, content data
becomes independent from specific location, and can be retrieved from any in-network
cache or end-host. This approach is designed to provide higher content availability
and better network performance. In addition, ICN is highly scalable, disruption tolerant and cost efficient in the sense of content distribution [77].
While over-the-top caching in TCP/IP has been an active research area for over
fifteen years, there has been much less research on caching in ICN. However, recently, researchers have recognized the importance of optimizing ICN caching mechanisms [78]. Focusing on multimedia over ICN, initial research has been targeting performance improvements in experimental environments [79] [80] [81]. The optimization
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of multimedia ICN caching focuses on the combination of caching, prefetching and
in-network transcoding.
The authors of [9] present some of the main challenges that encounter dynamic
adaptive streaming running over a TCP/IP rooted ICN. The experiments in [9] show
an oscillation in download rate, thus in the playback rate, when caches are present in
the network. This is the result of the interaction of an optimistic estimation of the
download rate due to cached contents together with the fact that finite size caches
do not hold all multimedia contents to be requested in all possible qualities. One
approach to alleviate that problem is presented in [82] where the authors propose to
throttle network caches to the custodian upload rate such that the client does not
trigger probing for higher segment quality. While the cache in this case still takes its
load share this technique strips network caches from one of their main strengths, i.e.,
delivering content faster and in better quality to clients.
The problem of determining the quality, i.e., implicitly the rate, of the next requested segments in adaptive video streaming over ICN is closely related to optimizing
congestion control mechanisms for ICN. Since the ICN framework allows for multisourcing, standard congestion control mechanisms struggle with inevitably arising
varying round-trip times (RTTs). One approach to provide solely receiver-driven
congestion control in ICN is given in [83]. The authors of [83] devise an algorithm to
predict RTTs for future contents from previously downloaded contents through maintaining multiple threads for congestion windows and timeout values that are mapped
through a bijection to different sources.
In the work presented in this chapter, we look at basic challenges of adaptive video
streaming and load balancing in ICN. Load balancing is an inherent capability of ICN
since transferred content is replicated on caching nodes along the transmission path.
The work in [84] investigates a traffic engineering approach that takes into account
the caching information with the purpose of optimizing replication management under
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different objectives such as balancing link loads or maximizing available bandwidth
on the most congested links. A similar goal is pursued in [85], where an SDN network
management framework is proposed on top of a naming architecture similar to ICN.
Our work differs from the related work as we look into the interaction of probabilistic
load balancing with the performance of adaptive multimedia streaming over ICN. We
look into dynamic custodian provisioning and show simulation and testbed results for
ICN scenarios running over Ethernet.
Creating a flexible environment to implement and test new protocols have always
been prevalent. Traditional approaches like [86] and [87] provide researchers the ability to implement and test these protocols by providing a flexible data plane. Our
work differs from them by the ability of our architecture to provide the implementation of both IP and non-IP based protocols. Architectures that combine the deep
programmability of SDN with the flexibility of NFV have gained significant traction
in recent years. Verizon [88] provides a detailed design of their architecture with the
application of SDN and NFV but their report does not provide the implementation
or actual application performance measurements. In [89], Sama et al. present a solution that combines the benefits of SDN and NFV for mobile networks. Juniper’s
OpenContrail [90] is a popular commercial implementation of IPv4 based NFV using
SDN. RouteFlow [91] is another approach that provides a design of NFV using SDN
in which the authors evaluate the performance of a Quagga routing engine using
OpenFlow. However, these works do not consider the performance implications of
co-locating IP and non-IP protocols on the same hardware. In [92], Kanada et al.
investigate the performance of a virtualization platform that incorporates both an
IP-based and an experimental non-IP protocol on different virtual instances. Unlike
our work, they use tunnels for packet encapsulation and do not show the benefits
of introducing SDN programmability. In [93], Sardara et al. introduce a virtualized
Linux container platform to incrementally develop and test ICN-based applications.
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This platform is used by Samain et al. in [36] to compare the performance of ABR
video streaming over NDN with current state-of-the-art ABR streaming algorithms
over TCP/IP. Although our evaluation includes a similar comparison, we provide
additional insight into the effect of introducing SDN in an NFV testbed setup and
analyze the performance impact of having multiple transport protocols in such systems.

3.4

Conclusion

In the above, we investigated aspects of one of the core principles of ICN, i.e.,
multi-sourcing. We leveraged this principle to achieve load balancing in an NDN
network. Through dynamically provisioning custodians and taking advantage of the
NDN inherent caching capability we showed that load balancing substantially reduces
segment retrieval time. We also presented real-world testbed experiments of native
NDN over Ethernet. There we showed a two layered version of the transfer time oscillation problem known in ABR video streaming scenarios which arises from adaptive
streaming of consecutive video contents from different sources. Further, we introduced an SDN/NFV-based architecture that allows for the simultaneous operation of
different Internet architectures over the same physical infrastructure, by making use
of today’s virtualization techniques. We used the CloudLab testbed to perform an
initial evaluation of our approach and demonstrated its feasibility in small network
topologies. Results from a live streaming application evaluation show the feasibility
and flexibility of our approach.
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CHAPTER 4
IMPROVING QOE OF ADAPTIVE BITRATE
STREAMING THROUGH QUIC RETRANSMISSIONS

After two decades, the HyperText Transfer Protocol has undergone a significant
makeover resulting in the introduction of the HTTP/2 standard [94] gaining notable
popularity in the Internet, where it is currently used by 24.6% of all web sites [95].
HTTP/2 makes several improvements over its predecessor HTTP/1.1 [96]. These
improvements include a) multiplexing, where streams for multiple requests can be
sent over a single TCP session; b) header compression; and, c) an option where the
web server can push content to the client proactively. HTTP/2 has been specified
to use TCP as the underlying transport protocol. This combination of HTTP/2
and TCP has several performance issues, including a delay introduced by the 3-way
handshake for each connection setup (this is even higher if Transport Layer Security
(TLS) is used). In addition, the issue of head of line (HOL) blocking still exists. The
Quick UDP Internet Connections protocol (QUIC) [10] is a new approach designed
to combine the speed of UDP with the reliability of TCP and, thus, overcome these
issues. QUIC has been specifically designed to reduce latency of web page downloads
and mitigate rebuffers in video streaming clients.
ABR video streaming solutions like Dynamic Adaptive Streaming over HTTP
(DASH) [75] are stuck in an HTTP/TCP setting that has been shown to possess
substantial drawbacks with respect to Quality-of-Experience (QoE) [97, 19].
Recently, we proposed a DASH-based ABR approach (SQUAD) [19] that has the
goal to improve QoE for viewers watching video streams over the Internet. One spe-
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cific feature of SQUAD [98] is the ability to retransmit segments1 in a higher quality
than they were originally transmitted to reduce frequent quality changes during a
streaming session. The drawback of implementing this approach on top of HTTP/1.1
is the inability to efficiently schedule such retransmissions. In the case of one TCP
session, retransmission requests2 have to be interleaved with requests for new original
segments, that have not been requested in the past. Parallel transmissions require
the setup of a new connection, which comes with the drawback of additional delay
due to the 3-way handshake. The use of HTTP/2 over TCP makes such retransmissions more efficient, since they can be scheduled within the same TCP connection.
While HTTP/2 has the potential to improve the performance of SQUAD in the case
of retransmission, the impact of losses and the resulting HOL blocking has not been
studied. In addition, it has not been evaluated to what extent QUIC can further
improve SQUAD with retransmissions, since it eliminates the HOL blocking issue.
In this work, we make the following contributions:
• We study the QoE performance of DASH streaming algorithms for traditional
HTTP over TCP and HTTP over QUIC. We evaluate the performance of
widely used DASH quality adaptation algorithms that are mainly categorized
as throughput and/or playout buffer-based techniques under various network
conditions. We show that unmodified DASH algorithms on top of QUIC do not
provide the anticipated QoE performance boost when compared to the standard
DASH over TCP setup and pave the way for investigating ABR algorithms, such
as SQUAD retransmissions that can potentially benefit from using QUIC.
1
In the remainder of this chapter, we use the word segments to denote ABR video segments
unless specified otherwise.
2
In the remainder of this chapter, we use the word retransmissions to denote retransmissions of
a received video segment in a higher quality unless specified otherwise.
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• An analysis of 5 million video streaming sessions reveals that switches in quality
representations that result in a gap occur in almost 36% of all streaming sessions.
In the case of mobile clients this number increases to 50%.
• We perform a systematic comparison of the multiplexing feature of HTTP/2 and
QUIC, particularly for retransmitting ABR video segments in a higher quality
with the objective of improving the overall QoE of ABR streaming sessions.
• Our evaluation results show that QUIC retransmissions can significantly improve the average quality bitrate while simultaneously minimizing bit rate variations over the duration of a streaming session.
The remainder of this chapter is structured as follows. In Sect. 4.1, we present
background information on HTTP/2 and QUIC, performance measurements that
compare various ABR streaming algorithms over HTTP/1.1 and QUIC, as well as
retransmission scheduling, and an analysis of more then 5 million streaming sessions
from a CDN. Sect. 4.3 details how segment retransmission is performed in the case of
HTTP1.1, HTTP/2, and QUIC, and an evaluation of this approach using controlled
and Internet measurements is presented in Sect. 4.3.3. Sect. 4.4 provides a detailed
study of multipath QUIC based ABR video streaming including a fairness evaluation
of MPTCP versus MPQUIC. Related work is presented in Sect. 4.5 and Sect. 4.6
concludes the chapter.

4.1

Background

In this section, we give an overview of the differences between HTTP/2 over TCP
and QUIC and introduce the QoE metrics we use to evaluate the performance of a
variety of ABR streaming approaches. This is followed by a measurement study of
ABR streaming over QUIC and TCP for various algorithms and an overview of our
retransmission scheduling approach described in [98].
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4.1.1

QUIC vs. TCP

With the advent of QUIC there are now two options for the transport of HTTP/2
sessions between a web server and a browser. First, the original approach specifies
the use of HTTP/2 over TCP. The second approach involves QUIC as an additional
application layer protocol, which results in a HTTP/2 over QUIC over UDP solution [99].
TCP requires a 3-way handshake resulting in a 1.5 RTT before any data request
is received at the server. In the case of QUIC, the data request arrives, on average,
after 0.5 RTT at the server.

4.1.2

Congestion Control

The default congestion control algorithm implemented in QUIC is similar to that
of TCP Cubic [100] with some important differences. In order to notify the sender
of the train of packets received, existing TCP mechanisms (including CUBIC) make
use of Selective Acknowledgements (SACK) that include a maximum of the 3 most
recent sequential blocks that arrived successfully. The sender then retransmits the
lost packets with sequence numbers that lie within the range of the 3 SACKs received. It is obvious that this approach imposes a heavy constraint on the number of
retransmissions that can take place without response from the receiver. QUIC aims
to resolve this by including the use of NACKs and allows the receiver to send up to
256 NACKs without waiting for a response from the server. The use of NACKs allows
much faster loss recovery and could mean high reduction in the rebuffering ratio for
DASH clients.
Here, we evaluate the potential benefits of using the congestion control provided
by QUIC for various ABR client algorithms.
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4.1.3

QoE metrics for ABR Streaming

Here, we invoke metrics described in Sect. 2.1.1, Average Quality Bitrate as
AQB and Number of Quality Switches as #QS. Additionally, we define the following
metrics specific to this work:
• Spectrum (H) [20]: The spectrum of a streamed video is a centralized measure for the variation of the video quality bitrate around the AQB. A lower H
indicates a better QoE.
• Rebuffering Ratio (RB): The average rebuffering ratio is given by the following equation:

ta − te
,
RB = E
te


(4.1)

Where ta is the actual playback time and te is the video length in seconds,
respectively.

4.2

A Performance Study of ABR Streaming over QUIC

The advent of HTTP/2 marks a new wave of radical improvements to HTTP that
enable, e.g., the multiplexing of logical streams, server push, and request prioritization. These properties are provided, e.g., by Google’s QUIC protocol [101], that is a
transport layer candidate for HTTP/2. QUIC promises improved congestion control
over UDP, fast connection establishment, and seamless connection migration. This
section aims to answer the following questions:
1. What is the impact of QUIC on QoE?
2. How should state-of-the-art adaptive bitrate streaming be built to leverage the
benefits provided by QUIC?
To answer these questions, we first study the QoE performance of DASH streaming algorithms within a testbed environment both for traditional HTTP over TCP
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settings and using QUIC. We consider recently presented DASH quality adaptation
algorithms that are mainly categorized as throughput and/or playout buffer-based
techniques. These algorithms have been designed and fine tuned for DASH over TCP
to provide high QoE. It remains open how these algorithms react and may need to
be modified when used on top of QUIC. Here, we evaluate the QoE performance
of the different settings using quantitative metrics from [20]. We also evaluate QoE
fairness aspects when multiple streaming applications compete for network resources.
In addition, we perform a set of experiments in the public Internet to evaluate the
performance of DASH over QUIC in an uncontrolled environment with background
traffic.

4.2.1

Evaluation for non-persistent QUIC

In this section, we describe the measurement setup which is used to evaluate the
performance of DASH over QUIC. In the following, we have chosen three state-ofthe-art algorithms, BBA-2, SQUAD and BOLA as described in Sect. 2.1.2. First, we
provide a description of the setup for the controlled measurements in the CloudLab
testbed [33] and the setup used for our Internet-based measurements. We then present
the results obtained for QUIC and TCP in various client and network load scenarios.

4.2.1.1

Testbed

For our controlled experiments, we use Cloudlab. The butterfly topology shown in
Fig. 4.1 consists of four clients and four servers connected through a bottleneck link of
10Mbps. All nodes are bare metal machines that run vanilla Ubuntu 14.04 where all
TCP related experiments use TCP CUBIC with the default Explicit Congestion Notification (ECN) setting, i.e, we enable ECN when requested by incoming connections
but do not request ECN on outgoing connections. The server nodes run a Caddy [14]
server with the experimental QUIC mode enabled such that the clients can stream
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Figure 4.1: Cloudlab topology used for controlled experiments

DASH videos either over TCP or QUIC. The client nodes run the ABR algorithms
described above which are implemented in a Python-based DASH player [102].
For the following experiments, the four clients shown in Fig. 4.1 simultaneously
stream the first 300s of the BigBuckBunny video [103] where each client is started
with a time offset of 1s after the previous one.
4.2.1.1.1

Experiment 1: Parallel server For the first set of experiments, each

client streams from a unique server, i.e., Client1 streams a video from Server1, Client2
streams the same video from Server2 and so on. This experiment is designed to
analyze the performance of the congestion control mechanism implemented by QUIC
and test its ability to provide fairness to all streaming clients. We run a series of
40 measurements (10 for each algorithm) where two clients, i.e, Client1 and Client2
use TCP at the transport layer while the other two clients, i.e., Client3 and Client4
stream the same video using QUIC.
4.2.1.1.2

Experiment 2: Single server For the second set of experiments, each

client streams from the same server, i.e., Client1 – Client4 all stream the same video
from Server1. We perform a series of 80 measurements for this experiment. We
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have eight different setups (BOLA(O), BOLA(U), SQUAD, BBA each over TCP and
QUIC) and for each 10 runs are performed. Through this experiment, we observe the
loss recovery mechanism (discussed in Sect. 4.1.2) implemented by QUIC and its effect
on various ABR client algorithms. We emulate various delay and loss combinations
in the bottleneck link between Router1 and Router2 shown in Fig. 4.1 using the
Network Emulator (netem) tool. Here, we analyze the performance of QUIC vs.
TCP in a controlled testbed environment and depict the average QoE metrics with
confidence intervals for all measurements. For the first set of experiments consider
Fig. 4.2 which represents the QoE performance in the case of 2 TCP flows and 2
QUIC flows that share the same bottleneck link of 10Mbps as depicted in Fig. 4.1.
It is interesting to note that DASH players utilizing TCP exhibit an average quality
bitrate (denoted as Chosen Rate) that is significantly higher than in the QUIC case
as seen in Fig. 4.2a. Other QoE metrics that look at the number of quality changes
#QS (Fig. 4.2b) and the spectrum H (Fig. 4.2c) indicate similar quality degradation
in the case of the two QUIC clients as compared to the TCP case. These results tell us
that DASH clients that use TCP are more aggressive in downloading higher qualities
as compared to the ones that use QUIC.
Figure 4.3 presents similarly interesting insights on the behavior of QUIC in the
case where all 4 clients stream from a single server. These experiments evaluate
the performance of QUIC for constant delay and loss conditions in the link between
Router1 and Router2. For the average quality bitrate AQB shown in Fig. 4.3a,
QUIC possesses a slightly lower value, although it is not as significant as in the case
of the parallel experiments. What we observe here is that AQB is almost similar
in the case of all algorithms that use some form of buffer-based segment download
but is significantly worse for QUIC in the case of SQUAD, which is a rate-based
algorithm that is specifically optimized for variations in TCP download rates. In the
case of the number of quality changes #QS and the spectrum H, BBA-2 seems to
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benefit from using QUIC to download segments. The main difference between BBA2 and the other algorithms is the fact that in the slow-start or initial phase of the
algorithm, the client tends to download a quality that is higher than the measured
rate in order to provide the user with maximum average quality which indicates that
only significantly larger RTTs will cause enough buffer drain to motivate the BBA-2
client to switch to a lower quality.
Since the QoE metrics for QUIC shown in Fig. 4.3 are noticeably better than the
results in Fig. 4.2, we deduce that QUIC ABR streams compete better with each
other than with a mix of TCP and QUIC streams.

(a)

(b)

(c)

Figure 4.2: Testbed measurements: Hybrid and buffer-based DASH quality adaptation algorithms over QUIC vs TCP. All quality adaptation algorithms perform
significantly better in the case of the two TCP clients as compared to the two QUIC
clients. The TCP DASH clients are more resilient to dissimilar competing traffic than
the QUIC DASH clients.

4.2.1.2

Internet

In order to evaluate the performance of QUIC as a transport protocol for DASH
in the real-world, we run experiments over the public Internet. In this scenario, the
server is running on an Amazon EC2 instance in a data center in Northern California, while we use three different locations for the clients. In the first case, the
client is connected via WiFi on a campus network. The second client is connected
via WiFi to residential access network (Comcast). Both clients are located in the
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(a)

(b)

(c)

Figure 4.3: Testbed measurements: Hybrid and buffer-based DASH quality adaptation algorithms over QUIC vs TCP. Fixed loss and delay emulations significantly
degrade the average quality for the rate-based algorithm over QUIC whereas bufferbased algorithms are more resilient to average quality degradations over both transport protocols.
Northeastern US. The third client is connected via a wired campus Network located
in Southern California. The clients run the algorithms that were also used in the
controlled experiment case. We use the RedBull dataset [103] with 17 bitrates ranging from 100Kbps − 5.9M bps for our measurements. Each measurement consists of
a 5 min video stream repeated 30 times for statistical evaluation. In this set of experiments we compare the QoE performance of the DASH algorithms introduced in
Sect. 2.1 when streaming to different client locations. Figure 4.4 shows the corresponding results. In Fig. 4.4a we depict the average quality bitrate chosen by the
different adaptation algorithms. Note that, in general, clients that are placed near
to the streaming server (UCLA) with a wired Internet connection possess the highest streaming QoE performance with unnoticeable differences between the QUIC and
TCP cases. More interesting are the cases when the client is located at the US
east coast while streaming over WiFi. Here, we find that QUIC mostly provides a
significantly worse quality bitrate across adaptation algorithms and scenarios. This
underlines the testbed results from Sect. 4.2.1.1. We attribute this phenomenon to
the fact that in the Internet, where QUIC is likely to be competing with more TCP
streams than other QUIC streams, it takes longer than TCP to fetch the same seg-
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ments. On average, this leads to a lower playout buffer filling in case of QUIC which
is detrimental for the requested quality bitrates. Hence, we observe that especially
buffer-based quality adaptation algorithms are highly affected by this phenomenon.
A closer look at the spectrum in Fig. 4.4b and the CDFs of the magnitude of quality
changes (not depicted here) shows, however, that DASH over QUIC has in most cases
a lower magnitude of quality switches than DASH over TCP. Interestingly, we only
observe in Fig. 4.4d rebuffering events, i.e., video stalling, when DASH is running on
top of QUIC. This lets us conjecture that buffer-based quality adaptation algorithms
running on top of QUIC use dangerously low buffer fillings that risk multiple video
stalling events.
In this section, we investigated the performance of adaptive bitrate streaming algorithms over QUIC. Specifically, we studied the QoE performance of different DASH
quality adaptation algorithms that are either solely based on the playout buffer filling,
or on the video segment download rate, or on both. We investigated different QoE
performance metrics such as the average quality bitrate, a measure of quality variations denoted spectrum and the average video stalling duration. Here, we evaluated
the performance of DASH quality adaptation algorithms on top of QUIC and TCP
in a controlled testbed environment, as well as, in the wild. Our evaluation results
for non-persistent QUIC show that using the unmodified DASH algorithms on top of
QUIC does not provide the anticipated QoE performance boost when compared to
the standard DASH over TCP setup. In the following, we focus our investigation on
the SQUAD retransmission algorithm that is designed to download multiple qualities of a single segment under feasible buffer conditions. Additionally, we implement
persistent QUIC at the transport layer to mitigate the connection setup latency. We
find that when HTTP/2 features such as stream multiplexing are properly utilized as
in the case of SQUAD retransmissions, it results in significant QoE benefits for ABR
streaming. It is well known that low rebuffering and high average quality bitrate are

60

(a)

(b)

(c)

(d)

Figure 4.4: Internet measurements: Hybrid and buffer-based DASH quality adaptation algorithms over QUIC vs TCP. QUIC consistently provides lower quality bitrates,
however, with lower quality magnitude variations. Buffer-based quality adaptation
algorithms are affected the most by low playout buffer fillings through QUIC.
highly desirable for an optimal QoE. In our previous work [98], we show that reducing
quality gaps through ABR segment retransmissions can contribute significantly to a
higher AQB. In the following, we present an analysis of actual quality gaps that
occur in a real-world trace.
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Figure 4.5: Example scenario for retransmissions. The QoE of this streaming session
can be improved if, e.g., segments 3, 8, 13, and 14 are retransmitted in higher quality,
assuming they arrive before their scheduled playout.
4.2.2

Segment retransmission scheduling

Traditional ABR approaches stream the ABR video segments in the order provided
by the MPD file. Looking closely at the segment qualities buffered at the client at
any point in time SQUAD shows that these reflect the recent quality decisions made
by the adaptation algorithm, which, in turn, are based on the specific interpretation
of the measured download rate and the corresponding buffer filling. Looking at the
buffer filling in retrospect as in Fig. 4.5, SQUAD identifies quality switches that are
denoted as quality “gaps”. The emergence of these quality gaps is complex as it
describes the instantaneous interaction of the adaptation algorithm with the buffer
filling state and the download rate. In the following, we illustrate how to improve
the QoE by filling some of these quality gaps. Fig. 4.5 shows a simplified example of
segment qualities inside the player buffer with different possible gaps. SQUAD defines
gaps as the downward variation from the quality level which negatively impact the
QoE [20].
SQUAD’s current approach is based on HTTP/1.1, which does not allow the
parallel transmission of original segments and the retransmission of segments in a
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better quality. HTTP/2 over TCP allows this parallel transmission but does not
prevent HOL blocking to efficiently perform retransmissions. In contrast, HTTP/2
over QUIC does not suffer from such inefficiencies and gives the application maximum
control of individual streams and we show how this can be used to improve the QoE
of ABR streaming.

4.2.3

Analysis of Gaps in Streaming Sessions

Akamai [104] is the world’s largest CDN provider that delivers 15%–30% of global
Internet traffic. Its CDN contains over 150,000 edge servers distributed in 90+ countries and 1200 ISPs around the world. To motivate the retransmission of segments
as described in Sect. 4.2.2, we analyze an anonymized trace collected from Akamai’s
video CDN. This trace contains video streaming session information for a 3-day period in June 2014. The ABR streaming traffic in this trace contains 5 million video
sessions originating from over 200,000 unique clients who were served by 1294 edge
servers around the world. For each streaming session, each individual segment request is logged, which allows us to reconstruct the quality of the segments received
at the client. Fig. 4.6 gives an example for one such streaming session we randomly
picked for better illustration. As shown in Fig. 4.6, this streaming session resulted in
a series of gaps. These gaps are potential candidates for segment retransmission that
could lead to less quality level changes and, thus, an improve QoE. In Fig. 4.6, we
indicate that a retransmission of the segments in the later part of the stream could
significantly impact the QoE.
In Fig. 4.7, we show the results of our analysis for the complete data set which has
approx. 5 million sessions, and for the a subset that only includes sessions for mobile
devices, which has approx. 0.1 million sessions. This figure shows the percentage of
sessions that have one or more gaps. Considering all sessions in the data set, 36.19%
of the sessions have at least one gap. These sessions could benefit from our segment
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Original gap
Original gap
(1 segment length).
(2 segment length).
Need to retransmit
Need to retransmit
segment at bitrate quality segments at bitrate quality
1460 to closegap.
1460 to closegap.

Figure 4.6: Original transmission of video stream from one randomly selected trace
in the Akamai data set. The QoE of this video can be improved if the highlighted
segments are retransmitted in higher quality, assuming they arrive before scheduled
playout.
retransmission approach. We also analyzed how many of the sessions with mobile
clients have at least one gap. As shown in Fig. 4.7, with 51.24% this ratio is even
higher. Obviously, this increase in sessions with at least one gap is not too surprising
since mobile/wireless clients are assumed to experience higher bandwidth fluctuations
than stationary/wired clients.

4.3

Segment retransmisson over HTTP/2

After introducing the basics of segment retransmission for ABR streaming and
outlining its drawbacks in the case of HTTP/1.1 in Sect. 4.2.2, we introduce the usage
of this approach in the case of HTTP/2 in this section. We first give an overview on
the advantages and disadvantages of using our retransmission approach in the case
of HTTP/2 over TCP and QUIC, respectively. This is followed by a description of
the implementation of our approach. Results from an evaluation of this approach are
presented in Sect. 4.3.3.
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Figure 4.7: CDF for the number of sessions with one or more gaps for all sessions
(orange) and mobile sessions (blue)
4.3.1

Example

In the following, we compare a segment retransmission approach that is based
on HTTP/2 over TCP (the current standard) with one that is based on HTTP/2
over QUIC. The TCP-based approach is shown in Fig. 4.8. Here, we show a specific
scenario of retransmissions for ABR streaming. In this scenario, HTTP/2 over TCP
allows the multiplexing of multiple requests within a single TCP connection. This
feature makes this approach more efficient than our existing HTTP/1.1 solution, since
original segment transmissions and retransmission can be performed in parallel. (In
the case of HTTP/1.1, segments can either only be transmitted sequentially or a new
TCP connection has to be established for the retransmissions). Despite the support
of multiplexing several requests over a single TCP connection, this approach has
several drawbacks. First of all, HOL blocking can lead to stalling. Such a case is
indicated in Fig. 4.8, where the first retransmitted TCP segment is lost. All of the
following (original and retransmitted) TCP segments will be blocked from delivery
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to the application layer until the lost TCP segment is successfully received. This
HOL blocking, caused by a TCP segment retransmission, prevents original segments
from being delivered to the buffer of the video player. This can result in an incorrect
estimate of the segment download rate and consequently an unnecessary reduction
in bit rate quality for the download of future original segments. In the worst case,
this causes the drainage of the video player buffer, which in turn will stall the video
playout.
In contrast, an HTTP/2 over QUIC approach is not impacted by HOL blocking.
Fig. 4.9, shows the same segment transmission scenario as in Fig. 4.8. As opposed to
the scenario shown in Fig. 4.8, the QUIC-based approach does not prevent the original
datagrams from being delivered to the video player buffer if the first retransmitted
UDP datagram is lost. This should lead to a significant reduction in the risk of
stalling and misinterpretation of the download rate. In addition, the application can
decide if the lost retransmitted UDP datagram should be retrieved again or not. This
decision can be based on buffer fill level, position of the retransmitted segment in the
buffer, and observed download rate. With the use of QUIC, the application can also
determine at which rate segments should be downloaded. For example, pacing [105]
can be applied for the retransmission of segments to assure that such transmissions
only minimally interfere with the transmission of original segments.

Figure 4.8: This figure shows a scenario of original and retransmitted segment transmission in the case of HTTP/2 over TCP. The first of the retransmitted TCP segments
(red) is lost, which leads to HOL blocking at the receiver.
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Figure 4.9: This figure shows a scenario of original and retransmitted segment transmission in the case of HTTP/2 over QUIC. In contrast to Fig. 4.8, the loss of a
retransmitted UDP datagram (red) does not lead to HOL blocking and all original
segments are delivered to the video player buffer.

4.3.2

Implementation

In this section, we give an overview of our implementation of ABR streaming that
is based on HTTP/2 over QUIC that enables retransmissions of segments that have
originally been transmitted in a low(er) quality (see Sect. 4.2.2).

4.3.2.1

SQUAD with HTTP/2 and HTTP/1.1

Since the multiplexing feature of HTTP/2 is unavailable in its predecessor, HTTP/1.1,
the original version of SQUAD implements retransmission scheduling as a series of
GET requests where at any given time there is only one outstanding request to the
ABR streaming server. Intuitively, such a sequential implementation stalls the application pipeline and can lead to either conservative retransmission scheduling or a
severe buffer drain. To prevent stalling in case of a severe drop in measured download rate, SQUAD implements retransmission abandonment, which cancels segment
retransmission when it is observed that the segment will not be downloaded on time.
Our HTTP/2 implementation converts this sequential behavior into a parallel, multiplexed session of two simultaneous GET requests, where, at any given time there are a
maximum of two possible streams active within a single connection. SQUAD is implemented as part of an open-source Python-based DASH player emulator, AStream.3
3

https://github.com/pari685/AStream
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For ease of integration, we use the Python-based HTTP/2 library, hyper4 , in order
to implement two multiplexed GET requests for original and retransmission segment
downloads. Additionally, we implement multithreading to allow transmissions on
both HTTP/2 streams to proceed independently. We note that HTTP/2 still uses
the same TCP connection which suffers from HOL blocking as explained in Sect. 4.3.1.
and therefore, we also implement a SQUAD over QUIC approach which is introduced
next. In order to make a fair comparison, we also adapt the original implementation
of SQUAD to use hyper for making HTTP/1.1 requests.

4.3.2.2

SQUAD with QUIC

Similar to the experiment above, we implement multiplexed sessions for original
and retransmitted segment downloads using QUIC. However, we include the use of
IPC message streams with minimal overhead to communicate between the QUIC
client (implemented in C++) and the AStream player (implemented in Python).
Unlike HTTP/2 over TCP, QUIC does not suffer from HOL blocking and is designed
to deliver data to the application as soon as they arrive at the receiver and a stream
within a QUIC connection is not adversely affected by events that cause delay or
loss of packets on a parallel, ongoing stream. At the time of this implementation,
we used Chromium for Linux with QUIC version Q043. In order to provide support
for multiplexed streams for SQUAD, we perform the following modifications on the
QUIC client5 code provided by Google: (i) we create and synchronize simultaneous
streams within a single connection, (ii) we introduce IPC messaging not only to
send commands between AStream and QUIC but also to provide intermediate chunk
download rate measurements to the SQUAD ABR algorithm.
4

https://github.com/Lukasa/hyper

5

https://www.chromium.org/quic/playing-with-quic
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We note that this work does not focus on modifying SQUAD to perform optimally
with a protocol such as QUIC but is instead intended as a study to evaluate the
performance of SQUAD retransmissions over QUIC in order to determine if QoE can
be improved with such an approach.

4.3.3

Evaluation Design for QUIC-based Retransmissions

In this section, we describe a series of experiments, which are specifically designed
to study the QoE performance of using QUIC and HTTP/2 for ABR video streaming
with a focus on segment retransmission. We compare the results of these experiments with the baseline approach that uses HTTP/1.1. The server nodes (denoted as
Server1 - Server4 in Fig. 4.10) run a Caddy server (version=0.10.10) [14] with the experimental QUIC mode enabled such that the clients can stream DASH videos either
over TCP or QUIC. We chose the Caddy server as it is a production server which is
capable of simultaneously supporting QUIC, HTTP1.1, and HTTP/2 over TCP with
TLS1.2. All experiments use an excerpt of the BigBuckBunny dataset [103] (unless
stated otherwise) that comprises a 300s-long video with a 2s segment duration and
the corresponding MPD file. We extended the MPD file by providing the size of each
segment in each of the available quality levels.6 The quality bitrates available in this
MPD file are the following: {0.09, 0.13, 0.18, 0.22, 0.26, 0.33, 0.59, 0.79, 1.03, 1.24,
1.54, 2.48, 3.52, 4.21}Mbps. The client nodes run the SQUAD ABR algorithm [98]
described above, which is implemented in a Python-based DASH player [102].

4.3.3.1

Testbed measurements for QUIC Retransmissions

For our controlled experiments, we use Cloudlab [33]. The topology shown in
Fig. 4.10 consists of four clients and four servers connected by two paths P1 and P2
with the default set to P1 unless stated otherwise. All nodes run vanilla Ubuntu
6

We use segment sizes in the MPD file since this was introduced in AStreamer. This can easily
be replaced by using byte ranges, which are available in real-world, ABR streaming solutions.
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Figure 4.10: Cloudlab topology used for controlled experiments
14.04 where all TCP related experiments use TCP Cubic. In order to account for
statistical variance, every experiment in the controlled environment is repeated 30
times. For the single client experiments, we use Client1 and Server1 as the default
pair and include other server and client pairs for parallel client cases.
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Figure 4.11: Single Client Measurements - Rate Limited with UDP-Staircase cross
traffic. QUIC has a significantly better overall Quality of Experience compared to
HTTP/1.1 and HTTP/2, which is further improved by retransmissions. Note, subscript “R” denotes ABR segment retransmissions.

4.3.3.1.1

Single Client: Rate Limiting with UDP In order to systematically

compare the performance of HTTP/1.1, HTTP/2 and QUIC in a controlled environ70

ment, we use the Iperf7 application to generate competing UDP traffic (denoted
cross traffic) of varying amplitudes. The first set of experiments consists of repeating
a stepwise variation of cross traffic where the duration of each step is 11s and varies
as follows: {0-11s: 0Mbps, 12-23s: 3Mbps, 24-35s: 6Mbps, 36-55s: 9Mbps, 56-67s:
6Mbps, 68-79s: 3Mbps, 80-91s: 0Mbps} (then the pattern repeats until t=300s). Fig.
4.11 shows the CDF and CCDF along with 95% confidence intervals for upper and
lower bounds of the QoE metrics described in Sect. 4.1.3. In Fig. 4.11a, we observe
that QUIC clients have the highest average quality bitrate or AQB when compared
to both HTTP/1.1 and HTTP/2. It is also worth noting that other QoE metrics such
as number of quality changes (#QS) and the Spectrum, H, are significantly improved
with the use of QUIC retransmissions. Figure 4.12 shows results for the ”W” cross
traffic case where we use the Iperf application to generate competing UDP cross
traffic that creates a ”W” shaped bottleneck bandwidth and varies as follows: {0-20s:
9Mbps, 21-40s: 5Mbps, 41-60s: 9Mbps, 61-80s: 0Mbps} (then the pattern repeats
until t=300s). Although, in terms of AQB, #QS and H, HTTP/2 clients appear
to experience the best QoE, we observed that the clients also experience a relatively
high rebuffering ratio, RB, of 4% while using HTTP/2 for ABR streaming. Since it
is well known that the foremost objective of any ABR client streaming algorithm is
to eliminate or reduce rebuffering, we conclude that QUIC, especially with the use
of segment retransmissions, also performs significantly better than HTTP/1.1 and
HTTP/2 for the ”W” cross traffic case.
4.3.3.1.2

Single Client: Re-ordering and HOL Since packet reordering in

the Internet is not uncommon [106], protocols for ABR streaming should be robust
in the face of such reordering. Here, we study the ability of HTTP1.1, HTTP/2, and
QUIC to recover from re-ordering of packets. This is the only experiment where we
7

https://iperf.fr/iperf-doc.php
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Figure 4.12: Single Client Measurements - Rate Limited with UDP-W cross traffic. QUIC has a significantly better overall QoE compared to HTTP/1.1. Although
HTTP/2 sessions appear to be having a higher QoE, all clients experience 4% rebuffering. Note, subscript “R” denotes ABR segment retransmissions.
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Figure 4.13: Single Client Measurements - Re-ordering and Head-of-Line Blocking.
Re-ordering has an adverse effect on HTTP/2 causing significant degradation of QoE
metrics, especially with respect to rebuffering which can be as high as 10% in spite of
selecting lower quality bitrates as seen from (a). Note, subscript “R” denotes ABR
segment retransmissions.

use the second path (denoted P2 in Fig. 4.10) to carry video streams. In order to
induce re-ordering of packets, we switch between a low latency, low loss path, P1,
and a high latency, high loss path, P2, every second using SDN, namely the OpenFlow [107] implementation, which provides fine-grained, dynamic traffic engineering
for application packets. As shown in Fig. 4.10, P2 is characterized by 1% loss and
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10ms delay implemented using tc8 and netem9 utilities. For the experiments presented in Sect. 4.3.3.1.1, we find that HTTP/2 is either comparable or marginally
worse than HTTP/1.1 and QUIC. In the case of packet reordering (shown in Figure
4.13), we see that HTTP/2 performs significantly worse than QUIC and HTTP/1.1
. Not only is the AQB significantly lower with a high variation between runs, but
also the rebuffering is as high as 10% where over 60% of clients experience an RB
of 2.5%. Further analysis using the tshark10 utility reveals that a HTTP/2 session experiences 9.5% fast TCP retransmits. In comparison, HTTP/1.1 experiences
7.1%, and QUIC sessions experience no UDP retransmissions since they use NACKs
(c.f. Sect. 4.1.1) as shown in Fig. 4.14. Here, we take the example of one run to
show that HTTP1.1 and HTTP/2 experience several fast retransmits as compared
to QUIC. Additionally, QUIC uses a higher initial congestion window size=32 (the
Linux default for TCP is 10) and also grows the window more aggressively, thus, allowing more unacknowledged bytes in flight. This results in a more reliable download
rate measurement and a stable buffer level for the ABR client and consequently, a
reduction in the quality variations #QS as observed in Fig. 4.13b.

Average %Retransmissions

Client1
0.8±1.3

Client2
1.7±1.3

Client3
1.0±0.9

Table 4.1: ABR Segment Retransmissions for three parallel QUIC clients

4.3.3.1.3

Parallel Clients: Competing Traffic For this experiment we use the

additional client and server pairs (denoted as Client2 /Server2 and Client3 /Server3
in Figure 4.10) to initiate three simultaneous sessions of QUIC-based SQUAD clients.

8

http://lartc.org/manpages/tc.txt

9

http://man7.org/linux/man-pages/man8/tc-netem.8.html

10

https://www.wireshark.org/docs/man-pages/tshark.html
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Although all three clients enjoy a smooth playback experience without rebuffering as
shown in Figure 4.15, we note that the bandwidth sharing can result in unfair behavior in the case of ABR streaming sessions. This is contrary to the analysis presented
by the authors of [108] where they observe that QUIC flows are fair to each other
but only unfair to TCP flows when downloading a file. While we similarly observe
that QUIC does tend to ”starve out” TCP flows, we note that ABR streaming over
QUIC with the use of retransmissions can result in unfair behavior for competing
ABR streams since multiplexing due to retransmissions can occur at different points
throughout the streaming session. In order to corroborate this analysis, we present
the percentage of retransmissions in Table 4.1, which shows that the three clients
experience varying number of ABR segment retransmissions per run. Since these retransmissions occur asynchronously, the clients observe different buffer levels and rate
measurements throughout a streaming session. We also perform similar experiments
with three HTTP/2 clients and observe that HTTP/2 shows a nearly equal distribution of AQB and closer inspection reveals that the AQB of Client1 is 0.5Mbps higher
on average as compared to the other two clients. Additionally, we performed a fairness analysis using Jain’s Fairness Index (FI) [109] and find that for the Spectrum, H,
QU ICF I = 0.82±0.1, whereas HT T P/2F I = 0.95±0.05 and HT T P 1.1F I = 0.82±0.1.
Since TCP is more conservative about setting the initial congestion window size and
has a less aggressive window growth it enables all three clients to have a ”fair” share
of the bottleneck bandwidth. Figure 4.16 shows the QoE metrics for a case with
three concurrent ABR clients and Figure 4.17 shows similar results for three parallel HTTP/2 clients. Although none of the clients experience rebuffering in both
cases, for HTTP1.1 clients, we see that only one client obtains a very high bitrate
compared to the others. Since the retransmissions do not occur simultaneously with
original segment downloads in the HTTP1.1 case, we note that this creates significant heterogeneity in the bitrate of sequential requests made by various clients. We
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do not observe such an affect in the case of HTTP/2 since the retransmissions are
multiplexed with original segments and TCP naturally ensures fairness. After understanding the concurrent behavior of HTTP1.1, HTTP2 and QUIC individually,
we present one case where each of these three protocols compete with each other in
Fig. 4.18 which reveals that HTTP1.1 and QUIC sessions have a relatively high QoE
when compared to HTTP/2 sessions, which experience rebuffering as high as 23%
in addition to low quality bitrates, which leads us to conclude that the multiplexing
feature of HTTP/2 is severely limited by underlying TCP parameters that need to be
better tuned to support such a feature in order to obtain a better QoE performance.

4.3.3.2

Internet measurements for QUIC Retransmissions

For the Internet measurements, we use Amazon EC2 virtual machines in Mumbai,
India and Oregon, USA as servers and a client in the UMass Amherst campus network
to perform inter-continental and intra-continental measurements, respectively. Here,
we repeat each experiment 60 times to account for increased network variations in an
uncontrolled environment. Since the bottleneck bandwidth during off-peak hours can
be high, we use a different video dataset with higher qualities, RedBull [103], and
modify the MPD to contain the following bitrates {0.10, 0.15, 0.20, 0.25, 0.30, 0.40,
0.50, 0.70, 0.90, 1.20, 1.50, 2.00, 2.50, 3.00, 4.00, 5.00, 6.00}Mbps for a video duration
of 300s and a segment duration of 2s. Figure 4.19 presents results for measurements
”in the wild” over inter-continental links from an EC2 web server located in India. The
average quality bitrate (in Fig. 4.19a) is significantly higher for QUIC than HTTP/2
and HTTP/1.1. Fig. 4.19b shows that #QS is also reduced with the use of QUIC
and HTTP/1.1 retransmissions indicating an overall high QoE. Table 4.2 shows QoE
metrics for similar measurements conducted with the server located at EC2 in Oregon.
Here, it is worth mentioning that all QoE metrics are comparable for HTTP/1.1
and QUIC where QUIC is marginally better than HTTP/1.1, but are significantly
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improved over HTTP/2 (for example, the average bitrate AQB is less than half of
that obtained with HTTP/1.1 and QUIC). Since Internet traffic is predominantly
comprised of TCP flows, these results further reinforce the observations made in
Sect. 4.3.3.1.2 for high delay, high loss paths with competing TCP traffic. Our
results show that QUIC results in better QoE in the case of inter-continental as
well as intra-continental links, while the advantage compared to HTTP/1.1 is more
significant in case of the former.

Internet:
HTTP/1.1
Internet:
HTTP/2
Internet:
QUIC

AQB
(Mbps)

AQBR
(Mbps)

#QS

#QSR

H

HR

5.31±0.1

5.66±0.1

8.48±1.4

3.82±2.1

490±213

242±312

0

2.12±0.6

2.13±0.6

9.09±2.6

6.98±2.5

552±280

447±255

0±10.8

5.31±1.9

5.44±0.2

7.91±1.8

5.81±1.7

445±299

351±273

0

RBR (%)

Table 4.2: ABR Quality of Experience over the Internet: Amazon EC2 Oregon - US
East Coast
In this section, we conducted systematic experiments to analyze the performance
implications of various HTTP/2 transport layer candidates on ABR streaming systems, particularly with respect to ABR segment retransmissions. We leveraged the
multiplexing feature of QUIC and HTTP/2 in order to efficiently implement parallel
retransmissions in a higher quality with the objective of maximizing average quality
bitrate while also minimizing bitrate variations throughout the duration of a streaming session. We used a nearly isolated testbed setup in CloudLab and measurements
”in the wild” to show that QUIC retransmissions provide a significantly better QoE
than TCP in high latency, high loss networks while exhibiting comparable QoE in
low latency, low loss networks. In the following section, we extend this analysis to
measure the performance of ABR segment retransmissions over multipath-enabled
transport protocols such as MPTCP [110] and MPQUIC [111].
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Figure 4.14: Single Client Measurements - Re-ordering and Head-of-Line Blocking.
Tshark traces for one sample show that HTTP1.1 and HTTP2 experience significant
TCP fast retransmits which cause QoE degradation when compared to QUIC.
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Figure 4.15: Parallel Client Measurements - Three QUIC Clients. Competing QUIC
clients show an unfair behavior where two clients experience relatively similar QoE
but one client has a significantly better QoE than others.
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Figure 4.16: Parallel Client Measurements - Three HTTP1.1 Clients. Client 1 experiences a significantly higher QoE. Since HTTP1.1 does not support multiplexing,
the clients request segments of heterogenous quality bitrates sequentially causing the
QoE performance to be significantly different.
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Figure 4.17: Parallel Client Measurements - Three HTTP2 Clients. All three
clients experience comparable QoE and HTTP/HTTP/2 exhibits fairness compared
to QUIC. However, the average bitrate is low since HTTP/2 supports multiplexing
but continues to be limited by TCP parameters, which leads to conservative behavior.
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Figure 4.18: Parallel Client Measurements - One HTTP1.1, one HTTP/2 and one
QUIC Client. HTTP/2 experiences the worst QoE of all while QUIC clients perform
comparatively better than HTTP1.1.
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Figure 4.19: Internet Measurements - ABR streaming is performed over intercontinental links with the server at Amazon EC2 in India and the client on the US
East Coast. QUIC far outperforms HTTP/1.1 and HTTP/2 in terms of QoE, i.e.,
provides significant improvement in Average Quality Bitrate while providing comparable reduction in the number of quality switches.
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4.4

MPStream: An Empirical Study of Multipath QUICenabled Adaptive Bitrate Video Streaming

Thus far, we have seen that using HTTP/2 over QUIC to download multiple
qualities of ABR video segments simultaneously, yields significant improvements over
TCP-based approaches. Here, we extend the above to perform a measurement study
of SQUAD over multipath-based approaches. In particular, we are interested to
study the QoE enhancements that a HTTP/2-based, stream-aware scheduling of video
segment transfers over multiple interfaces is expected to provide. We note that while
stream-aware content transfer has recently been studied by the research community,
we are the first to evaluate MPQUIC for video streaming systems that support ABR
segment retransmissions.

4.4.1

Background

It is expected that by 2019, smartphones with multiple interfaces will account
for 90% of all mobile devices in the world [112]. Due to its reliability, fairness and
efficient performance, TCP has remained the transport protocol of choice for most
communication systems. In order to download content over multiple interfaces largely
seen on cellular devices, protocols such as MPTCP [110] have evolved considerably
over the last few years and have also been implemented in production systems today
[113]. However, introducing changes into MPTCP scheduling and congestion control,
requires modifications to the OS kernel and it is, therefore, infeasible to perform
frequent updates. With the introduction of QUIC, the research community is now
exploring the possibility of multipath QUIC (MPQUIC) [111], which runs in userspace and is slated to provide performance improvements better than MPTCP while
also allowing straightforward development at the application layer.
Here, we describe relevant differences between the two protocols, including a review of related works, followed by a measurement study of a rate-based adaptive
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bitrate streaming algorithm (SQUAD) over MPTCP and MPQUIC. We then analyze the obtained measurements and include a discussion of future applications of
MPQUIC for video streaming.

Figure 4.20: This figure shows a scenario of original and retransmitted segment transmission in the case of HTTP/2 over MPTCP. When a packet loss occurs in the original
segment transmission, it also blocks packets that belong to the retransmitted video
segment such that they may not arrive in time for playback.

Figure 4.21: This figure shows a scenario of original and retransmitted segment transmission in the case of HTTP/2 over MPQUIC. In contrast to Fig. 4.20, the loss of a
UDP datagram (red) that belongs to the original segment transmission does not lead
to HOL blocking and all UDP datagrams that pertain to the retransmitted segment
are successfully transmitted to the application.

4.4.1.1

Multipath TCP (MPTCP)

Multipath TCP essentially enables devices with multiple interfaces to simultaneously download content via these interfaces using a single TCP connection by introducing the concept of “subflows” [110]. The first open-source implementation was
made available in the Linux kernel as early as 2011 and since then, MPTCP-based
implementations have made their way into large-scale production systems [113]. Fig.
4.20 illustrates an example of how MPTCP may be used to transmit ABR video segments over multiple interfaces. As described in [114], using HTTP/2 over MPTCP
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yields significantly higher QoE for ABR streaming using SQUAD, mainly because
original and retransmitted segments are multiplexed over two simultaneous streams
and transmitted over two separate networks before being delivered to the client. While
it is evident from the results obtained in [114] that multiplexing HTTP/2 streams over
MPTCP yields considerable benefits over TCP, current MPTCP scheduling mechanisms do not allow the separation of HTTP/2 streams over different interfaces since
the StreamID is essentially seen only in the application layer. However, we believe
that separately scheduling such streams at the transport layer will bring about significant improvements in QoE for ABR video streaming applications. To this end, we
design and implement an MPQUIC-based ABR streaming approach using SQUAD’s
retransmission algorithm to analyze the benefits of stream-aware transmission of ABR
video segments.

4.4.1.2

Multipath QUIC (MPQUIC)

The authors of [30] design and evaluate a stream-aware scheduler that conforms to
the underlying principle of MPQUIC scheduling and congestion control, which, unlike
MPTCP, operates in user-space and therefore, can be freely coupled with applicationbased flow control mechanisms. For this work, we are interested in how our previous
work with QUIC retransmissions, described in Sect. 4.3.3, can benefit from streamaware scheduling when the client is equipped with multiple interfaces. While we are
aware that HOL blocking can still exist within a single stream, by using a streamaware scheduler we would like to prevent HOL blocking occurring in one multiplexed
stream from affecting another such that ABR video segment retransmissions arrive
at the streaming client in time for playback. We note that applications such as
WebRTC [41] prevent HOL blocking even within a single stream by transmitting
packets to the application layer as soon as they arrive at the client. However, since
our video streaming player, AStream, like all commercial VoD players, currently does
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not support incomplete stream transfers, a similar study is out of the scope of this
work. Here, we use the MPQUIC development provided by Rabitsch et al. [30] as it
includes an open-source implementation of a stream-aware scheduler for MPQUIC.
We further extend their work to study the performance of SQUAD, a video streaming
application that supports bitrate quality retransmissions over MPQUIC. In order to
study the potential QoE benefits of mitigating HOL within multiplexed original and
retransmitted segments for an ABR video streaming application, we also conduct a
baseline comparison with the minRTT scheduler (similar to that in MPTCP) that is
a stream-agnostic path scheduler.

4.4.1.3

SQUAD and Tuning

The SQUAD algorithm presented in prior work by Wang et al. [19], proposes a
spectrum-minimizing approach, where the historical chunk download rates measurements are used to predict a buffer underflow probability for every possible quality
advertised in the MPD. However, as seen in Sect. 4.3.3, SQUAD clients experience
high rebuffering under certain traffic conditions, especially in the case of HTTP/2
streaming over TCP. In order to mitigate this rebuffering, in this work, we improve
prior results by tuning the following parameters:
(i) Buffer underflow probability, ε varied between 0.2 and 0.3
(ii) Buffer thresholds, ch and cl , were adjusted to be 0.5 and 0.4, respectively
(iii) Download rate history window length, V , was increased to allow upto 50 chunk
rate measurements which we found to be a reasonable number for a thin streaming
client such that client does not risk running out of memory.
Adjusting the above parameters yielded significant reduction in rebuffering. For
example, when cl was increased by 10%, a lower rebuffering ratio of ≈ 1.5% was observed for cases where 4% rebuffering was seen prior to tuning (Refer Sect. 4.3.3.1.1).
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For the remainder of this work, we used the above values for the tunable parameters unless stated otherwise. In the next section, we provide a detailed description
of our evaluation setup in a real-world testbed, followed by several evaluations for
SQUAD over MPTCP and MPQUIC for comparison.

4.4.2

Evaluation Design

Here, we describe a series of experiments, which are specifically designed to study
the QoE performance impact of using MPQUIC and HTTP/2 for ABR video streaming, with an emphasis on QoE for ABR segment retransmission. We compare the results of these experiments with a baseline approach that uses HTTP/2 over MPTCP.
The server node (denoted as Server1 in Fig. 4.22) runs an experimental MPQUIC
server [30] for serving MPQUIC-based requests and the Nginx server to serve MPTCPbased connection requests. All experiments use an excerpt of the BigBuckBunny
dataset [103] (unless stated otherwise) that comprises a 300s-long video with a 2s
segment duration and the corresponding MPD file. We extended the MPD file by
providing the size of each segment in each of the available quality levels.11 Unless
stated otherwise, we use an MPD with 13 qualities as follows: {0.09, 0.13, 0.18, 0.22,
0.26, 0.33, 0.59, 0.79, 1.03, 1.24, 1.54, 2.48, 4.21}Mbps. The client nodes run the
SQUAD ABR algorithm [98] described above, which is implemented in a Pythonbased DASH player [102]. The experimental MPQUIC server uses OLIA [115] as
the default congestion control on the server side while reverting to CUBIC on the
client side mainly due to the fact that stream-aware scheduling is performed on the
server and therefore, the server is the only entity that benefits from using the coupled congestion control approach implemented in OLIA. We also include the use of
IPC message streams with minimal overhead to communicate between the QUIC
11

We use segment sizes in the MPD file since this was introduced in AStreamer. This can easily
be replaced by using byte ranges, which are available in real-world, ABR streaming solutions.
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client (implemented in Golang) and the AStream player (implemented in Python).
The MPTCP experiments employ OLIA as the default congestion control on both
the server and client because TCP does not support a stream-aware prioritization of
packets and therefore, treats all “sub-flows” as equal. Note that an MPTCP sub-flow
is used to denote a communication flow between server and client and a sub-flow may
include packets from any application stream regardless of the StreamID.

4.4.2.1

Testbed

For our controlled experiments, we use Cloudlab [33]. The topology shown in
Fig. 4.22 consists of one client with two interfaces that emulate WiFi (denoted P1)
and LTE (denoted P2), respectively and a single server that is reachable via heterogenous networks. All nodes are Raw PCs that run vanilla Ubuntu 14.04, where
MPTCP-based experiments configure the Opportunistic Linked-Increases Congestion
Control Algorithm (OLIA) congestion control [115] and a minimum RTT-based path
scheduler. In order to account for statistical variance, every experiment in the controlled environment is repeated 30 times. For all experiments, we use Client1 and
Server1 as the default pair and introduce additional clients for parallel client experiments. We ensure that the client and server edge link bandwidths are far greater
than the backhaul network bandwidths during setup such that multiple clients maybe
executed within the client node.

4.4.2.2

Single Client: Rate Limiting with UDP

Similar to Sect. 4.3.3, in order to systematically compare the performance of
HTTP/2 and MPQUIC in a controlled environment, we use the Iperf12 application
to generate competing UDP traffic (denoted cross traffic). However, we note that
contrary to the experiments in Sect. 4.3.3, multipath-based experiments also warrant
12

https://iperf.fr/iperf-doc.php
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Figure 4.22: Cloudlab topology used for controlled multipath experiments

the evaluation of various path schedulers due to which we generate cross traffic of
varying magnitude on both paths. The first set of experiments consists of repeating
a stepwise variation of cross traffic where the duration of each step is 11s and varies
as follows on the WiFi path: {0-11s: 0Mbps, 12-23s: 3Mbps, 24-35s: 5Mbps, 36-55s:
7Mbps, 56-67s: 5Mbps, 68-79s: 3Mbps, 80-91s: 0Mbps} (then the pattern repeats
until t=300s) and has the following variation on the LTE path: {0-11s: 0Mbps, 1223s: 0.5Mbps, 24-35s: 1Mbps, 36-55s: 2Mbps, 56-67s: 1Mbps, 68-79s: 0.5Mbps,
80-91s: 0Mbps} (then the pattern repeats until t=300s).
Fig. 4.23 shows the CDF and CCDF along with 95% confidence intervals for upper and lower bounds of the QoE metrics described in Sect. 4.1.3. We note that both
MPQUIC-based schedulers, LowLatency (LL) and Stream-Aware Earliest Completion
First (SAECF), outperform their MPTCP-based counterpart across all QoE metrics.
It is interesting to observe that although both LL and SAECF schedulers provide
similar QoE benefits, SAECF is marginally better than the LL scheduler mainly due
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to the fact that all packets associated with a particular StreamID are routed along
a single path and therefore, SAECF-based clients do not suffer as much from HOL
blocking between streams. In order to study the resilience of both transport protocols
to unprecedented drops in available bandwidth, experiments presented in Fig. 4.24
use a randomly generated trace of varying ON-OFF periods on both paths. While
we note that a higher QoE is observed for SQUAD clients that use MPQUIC at the
transport layer instead of MPTCP, the rebuffering ratio is significant for MPQUIC
clients that deploy the LL path scheduler mainly because this scheduler does not differentiate between streams such that a blocked segment retransmission affects original
segment transmissions as well. Since we have seen that SAECF serves well to provide
high QoE for SQUAD clients, we now present further evaluations to study fairness
between competing clients.

4.4.2.3

Parallel Clients: MPQUIC Fairness

Although it is interesting to note that MPQUIC-based clients outperform MPTCPbased clients in most cases, the above experiments do not reveal how MPQUIC-based
clients compete with each other or with other MPCTP-based clients. Here, we present
an analysis to understand how the congestion control employed by MPQUIC impacts
fairness between MPQUIC clients and consequently, between competing SQUAD
streaming clients. From Fig. 4.25, we see that MPQUIC clients are fair to each
other regardless of the scheduler used. This is mainly due to the fact that both
clients start streaming segments with the same initial congestion window value and
use a coupled congestion control algorithm, OLIA, that is independent of the path
scheduler used to route packets on various interfaces. As noted above, significant
differences in QoE are not observed with these two schedulers except that QoE with
the LL scheduler is only slightly worse than that with SAECF-based MPQUIC. Since
all congestion control parameters are equal across across both clients, we note that
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Figure 4.23: Single Client Measurements - Rate Limited with UDP-Staircase cross
traffic. MPTCP-based clients experience significantly lower QoE across all metrics
due to HOL Blocking and the use of SACKs. LowLatency (LL) schedulers used
with MPQUIC is only slightly worse than Stream-Aware Earliest Completion First
(SAECF) due to conservative ABR segment retransmissions.

MPQUIC-based SQUAD clients exhibit “QUIC-Friendly” behavior with each other.
However, when we conducted experiments with the SAECF-based MPQUIC scheduler
competing with MPTCP clients instead, we observed a significant “unfriendliness”,
where MPQUIC clients do not allot a fair share of the bandwidth to the concurrently
running MPTCP clients. Instead, Fig. 4.26a reveals that MPTCP clients suffer from
markedly lower average quality bitrate, AQB, due to the fact that congestion control used with MPQUIC incorporates not only a higher initial congestion window
value but also uses NACKs leading to significantly higher bytes in flight and con-
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Figure 4.24: Single Client Measurements - Rate Limited with UDP-Trace cross traffic.
HOL severely affects performance of MPTCP-based ABR streaming clients when cross
traffic is varied using random ON-OFF patterns

sequently, higher average bitrates. MPTCP, on the other hand, uses a maximum
of three SACKs and a default congestion window of 10 in the Linux kernel, which
leads to a conservative window growth and therefore, lower average bandwidth values.
While we observe that transport layer parameters play a major role in fairness between competing clients, we are also aware that the number of qualities presented by
content providers are not large enough to represent every possible network bandwidth
state as analyzed by Toni et al. [116]. Therefore, in the following we include results
for fairness when the number of qualities presented to each client is varied between
six and thirteen.
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Figure 4.25: Parallel Client Measurements: MPQUIC Fairness - MPQUIC clients are
fair to each other in that they exhibit similar average quality bitrates when they are
run simultaneously, regardless of the path scheduler used.
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Figure 4.26: Parallel Client Measurements: MPQUIC-MPTCP Fairness - MPQUIC
clients receive a significantly higher share of bandwidth due to the use of NACKs.

4.4.2.4

Parallel Clients: Varying Number of Bitrate Qualities

Thus far, we have seen that MPQUIC clients outperform MPTCP when they
share networks indicating that MPQUIC is not friendly to MPTCP flows. However,
we believe that application-layer parameters such as the buffer underflow probability,
ε, in SQUAD or varying the length of the MPD presented to the client may also
affect these results. This hypothesis arises from two main factors: (i) The number of
qualities presented in an MPD is not representative of every possible bandwidth state
in the network and (ii) SQUAD, a rate-based algorithm, is optimized to minimize
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Figure 4.27: Parallel Client Measurements: MPQUIC-MPTCP Fairness for varying
bitrate qualities - When MPQUIC clients are presented with a higher number of
qualities and MPTCP is presented with nearly half the number of qualities, MPQUIC
clients experience rebuffering which is mitigated by using a higher buffer underflow
probability in the ABR streaming client.

the Spectrum, H,which is computed based on bitrate qualities presented in the MPD
and may, therefore, be highly sensitive to MPD lengths or the number of qualities
presented in an MPD.
Here, in Fig. 4.27, we evaluate the performance of MPQUIC fairness when the
number of bitrates in the MPD is varied between 6 and 13. While it is evident
that MPQUIC clients aggressively utilize the available bandwidth (Refer 4.4.2.3),
especially in the case where 13 quality levels are presented, it is unclear how these
clients may perform when different MPD files are presented to each client. In this set
of experiments, only 6 quality levels are presented to the MPTCP client, whereas the
MPQUIC client is provided with 13 quality levels. Here, we observe that MPQUIC
clients continue to download higher quality levels that result in high rebuffering ratios
(Fig. 4.27c), which is then mitigated by increasing buffer underflow probability, ε,
in SQUAD. We note that subscript “p20” in Fig. 4.27 denotes a more conservative
value of ε compared to “p30” and thus, results in fewer rebuffering events. Since we
have observed that the using NACKs coupled with higher initial congestion window
values in MPQUIC leads to an aggressively high download rate measurement, we
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posit that SQUAD clients benefit from a conservative buffer underflow probability
when MPQUIC is used at the transport layer.
Through extensive experiments in the controlled environment we show that MPQUIC
generally outperforms MPTCP in several cross-traffic scenarios. We further note that
MPQUIC allows up to 256 NACKs resulting in relatively higher bytes in flight and
therefore, aggressive download rate measurements compared to MPTCP. Varying the
number of bitrate qualities further reveals that SQUAD can be made more conservative by tuning the buffer underflow probability to counterbalance the aggressive
transport layer that MPQUIC employs.

4.5
4.5.1

Related Work
UDP-based video streaming

A recent paper by Google [10] provides a detailed analysis of an Internet-scale
deployment of QUIC. They specifically look at latency and rebuffer rate in order to
understand the performance implications of QUIC for video streaming over YouTube.
Timmerer et al. [117] evaluate ABR streaming over QUIC for varying network latencies and show that there is no significant benefit to QoE streaming with the use of
QUIC. In [118], a demonstration by Szabó et al. provides a new congestion control
mechanism for QUIC that aggressively varies download rate according to a bufferbased priority level assigned by the ABR streaming client. Carlucci et al. [119]
present results that compare TCP and QUIC under varying network conditions and
buffer size. In [108], Kakhki et al. perform a detailed analysis of QUIC under varying
network conditions to investigate the benefits of using QUIC for applications such as
web browsing and video streaming over YouTube. The authors of [120] also compare
the performance of several rate adaptive DASH players including one that uses QUIC
and conclude that QUIC is more aggressive compared to TCP. The authors of [121]
devise and deploy an SDN approach to improve the QoE of ABR streaming by mon-
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itoring MPTCP retransmissions where their system dynamically switches between
network paths and protocols to mitigate re-ordering effects. While we similarly compare the performance of TCP (using HTTP/1.1 and HTTP/2) with QUIC, our work
is more focussed on the potential benefits that QUIC can provide for video streaming
especially with respect to retransmitting video segments in higher qualities. Similar
experiments are performed by the authors of [122], where they use the multiplexing
feature of HTTP/2 to simultaneously request multiple qualities of a segment. While
retransmissions can be regarded as an additional burden on the available bandwidth
we note that recent works such as [123] suggest different types of redundant transmission to provide higher QoS. In contrast to [122] and [123], we invoke retransmissions in
a systematic way, thereby guaranteeing an improvement in QoE while also minimizing
the consumption of additional bandwidth. Moreover, in order to analyze the implications of specific network conditions that affect ABR streaming, we design, develop
and prototype such a system in a nearly isolated, controlled testbed environment.
Legacy protocols that perform adaptive bitrate video streaming over UDP include
systems such as Real-time Transport Protocol (RTP) [22] and Stream Control Transport Protocol (SCTP) [124]. Similar to QUIC, SCTP also allows multiplexing of
multiple chunks into one packet and avoids HOL blocking, thus, allowing unordered
delivery to the application layer. Unlike QUIC, SCTP implements congestion control
according to the TCP NewReno specification which uses Selective Acknowledgement
(SACK) for loss recovery. Another example of an ABR protocol over UDP is the
Video Transport Protocol (VTP) which was designed and evaluated by Balk et al.
[125]. In this work, the authors employ a form of congestion avoidance where the
sending rate at the server is increased by a single packet for every RTT measurement.
This design is different from the AIMD congestion control employed by TCP and
QUIC since it eliminates the effect of slow start and attempts to provide an accurate
estimate of the available bandwidth in the network. Some drawbacks of this approach
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are the requirement of two UDP sockets for every connection and the use of Berkeley
Packet Filters to collect timestamps at the server and client for every video stream,
thus, reducing both performance and scalability of the system. Although there are a
number of server push approaches such as [122] and [24] that have been proposed for
HTTP/2, adapting such systems for retransmissions would not scale since the computation and storage overhead incurred on the server per individual client connection
would render such an approach infeasible.

4.5.2

Multipath-based video streaming

The authors of [26] design and implement an MPTCP-based scheduling called
MP-DASH specially suited for ABR video streaming applications and show that it
is especially useful for the transport layer to consider the application deadline while
scheduling segment downloads over multiple interfaces. We note that while such
schedulers may provide QoE improvements for video streaming in particular, they
need to be implemented within the kernel and therefore cannot be modified for a
different, less suitable application. Another interesting work in the multipath-based
video streaming domain was recently published by Nikravesh et al. [28] and describes
a HTTP/2-based solution to use multiple interfaces on a mobile client without incurring the implementation overhead of currently available MPTCP approaches. Nevertheless, this approach does not consider transport layer congestion control as a factor
in application-layer decisions and therefore, in some cases, MP-H2 video streaming
clients experience lower average quality bitrates. Some of the pioneering open-source
designs for MPQUIC were presented by Viernickel et al. [111], and De Coninck et al.
[29], where the authors implement QUIC-based designs for downloading content over
multiple interfaces. While these designs are identical to MPTCP-based approaches
[110], their evaluations show that MPQUIC outperforms MPTCP especially for large
file transfers under lossy networks. However, their work implements the MPTCP-
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based MinRTT scheduler where content is downloaded over the path with the lowest
round-trip time as measured by the receiver without necessarily separating packets
that belong to different application streams. Our work extends the stream-aware
path scheduling approach to include detailed evaluations for ABR video streaming
systems in a controlled testbed environment. Overall, we show that while streamaware scheduling of video streams is beneficial for video streaming, MPQUIC is unfair
to MPTCP, especially when fewer bitrate levels are used.

4.6

Conclusion

In this chapter, we provided an extensive, empirical analysis of ABR video segment
retransmissions using QUIC and found that features such as the mitigation of HOL
blocking and use of NACKs instead of SACKs yields significantly higher QoE for video
streaming applications. We also conducted an analysis of stream-aware MPQUICbased scheduling to understand how it benefits retransmission-based ABR streaming
approaches. We find that while MPQUIC-based streaming performs significantly
better than MPTCP, minimum RTT-based scheduling is only marginally worse than
stream-aware scheduling for MPQUIC. We believe this is due to the fact that stream
multiplexing only occurs when ABR segment retransmissions are triggered which does
not take place often. In order to minimize data download redundancy and prevent
unfairness to other players, most well-known video streaming algorithms employ a
conservative approach while scheduling video segment retransmissions. We believe
that with applications such as tile-based 360 streaming, where multiple tiles used
for rendering a frame must be downloaded using simultaneous streams, stream-aware
scheduling at the transport layer would show more notable QoE improvements.
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CHAPTER 5
NETWORK ASSISTED CONTENT DISTRIBUTION FOR
QOE-DRIVEN ADAPTIVE BITRATE VIDEO
STREAMING

The Software Defined Networking (SDN) paradigm has transformed the way networks are controlled and managed today. For example, the emergence of SD-WAN
technology such as Google’s B4 approach [48], has vastly improved network utilization.
The separation of control and data planes allows a much more fine-grained control of
network traffic than in the case of traditional networks. For example, B4 utilizes SDN
features such as traffic engineering and prioritization to achieve utilizations beyond
95% as compared to 40%-50% for traditional networking approaches [126].
Recent approaches apply the software defined paradigm to resources that include
computation and storage in addition to networks, which are coined as Software Defined Infrastructure (SDI) [127, 128]. In this chapter, we present an SDI architecture that supports Adaptive BitRate (ABR) video streaming. This work augments
the traditional operation of Content Delivery Networks (CDNs) by harnessing the
capabilities of the SDI infrastructure. A high demand for video content requires approaches not only to efficiently transport the data but also to manage the delivery
network from the content providers to the customers. Video streaming at today’s
scale would be unthinkable without significant infrastructure and services provided
by CDNs [129, 130]. In this work, we provide an architecture that uses SDI to efficiently manage CDN networks and improve the Quality of Experience (QoE). We
believe that this system fits nicely into a framework where content delivery is part
of the ISP’s business model. Existing examples of such systems include approaches
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of content providers such as Netflix [131] to install servers inside ISP data centers to
enhance video QoE.
One characteristic that distinguishes the widespread ABR video streaming systems
from non-ABR systems is that in case of the former, CDN caches may not contain
all quality versions of a video. Thus, providing clients with information such as
the presence of qualities of desired segments in particular caches allows the client to
make an educated decision on segment retrieval. Additionally, providing bottleneck
bandwidth information on the paths between the client and the caches that currently
host the sought segments not only aids the client’s decision but also eliminates the
client’s need to use less accurate bandwidth estimation methods such as end-to-end
probing or application layer rate estimation. This approach is denoted as network
assisted adaptive bitrate streaming.
While the above described functionality may be partially provided in traditional,
non-SDN networks, as shown for example in [132], our approach denoted (SABR SDN assisted ABR) requires only minimal modification at the streaming client and it
reduces the load on the streaming guidance system by providing necessary information
to the clients but not participating directly in the video retrieval decision made by
the player. This is crucial, since we require the clients to retain full control of their
streaming algorithms for scaling and stability reasons. Hence, we design SABR with
a graceful interruption property enabling clients to ignore network assistance at any
time.
Since SABR keeps track of the content stored in its domain’s caches and is able to
redirect clients to any of these caches, the traditional approach of autonomous content
admission and least recently used (LRU) eviction might not be the best strategy. We
study several cache admission and eviction strategies, which we tailor to the overall
SABR architecture. These strategies take into account that (i) video popularities
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follow a heavy tail distribution including many ”one-hit-wonders”1 [130], (ii) over
36% of videos are not completely watched according to recent video session traces of
a CDN with global footprint [133], and (iii) certain video qualities are more popular
than others.
From a performance perspective, the streaming assistance system prevents significant video quality drops described, e.g., in [129], by providing alternative sources
for different video qualities. In addition to better QoE, SABR optimizes the caching
architecture to improve CDN metrics such as server offloading, i.e., the percentage
of client requests serviced by the caching network, as well as, the midgress, i.e., the
intra-cache network traffic.
While we demonstrate the functionality and benefits of our approach for DASH,
we believe that it can be easily extended to other ABR streaming approaches already
described in 2.1. In this chapter, we make the following contributions:
• Architecture. We design an SDN assisted control plane architecture to support and improve ABR video streaming in CDNs.
• Formalization. We present a formalization of the ABR streaming problem to
show the origin of the benefits of our architecture.
• Implementation. We implement the proposed architecture and analyze its
performance. This implementation includes (i) an SDN measurement service
and archive that is used to monitor network paths, (ii) SABR - a module that
aggregates monitoring information and communicates with the SDN controller
and the CDN caches, (iii) a minimally modified DASH client implementing various streaming algorithms, which makes educated decisions on segment retrieval
based on the communication with SABR, (iv) a modified SDN controller that is

1

A video is deemed a ”one hit wonder” if it is requested only once.
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used to dynamically install paths to chosen caches, and (v) content placement
strategies that demonstrate the impact of CDN caching using SABR.
• Analysis. We show an extensive analysis of the SDN assisted streaming system
through a series of experiments conducted in the CloudLab testbed [33]. Our
results show that SDN monitoring provides better bandwidth estimates than a
purely client based estimation. We show that our system not only significantly
improves the QoE, e.g., the overall video quality bitrate, at the client but also
reduces the server load ratio and provides higher network utilization.
• Caching Strategies. We investigate the impact of various content placement
and caching strategies using SABR and analyze their performance with different
state-of-the-art ABR streaming algorithms at the clients. Evaluation results
from experiments performed in the CloudLab testbed reveal that a TTL-based,
cooperative caching approach results in significantly better QoE compared to
the LRU approach for similar average cache sizes.
The rest of this chapter is structured as follows: In Sect. 5.1, we describe the southbound monitoring and control framework. In Sect. 5.2, we provide the details of the
REST service application and the aggregation and processing of the network monitoring information. The SDN assisted streaming client details are given in Sect. 5.3. The
caching algorithms that we use in combination with SABR are described in Sect. 5.4.
We describe the evaluation environment and the extensive analysis in Sect. 5.5 and
5.6, respectively, before providing a discussion of the results in Sect. 5.7. We summarize the related work in Sect. 5.8.

5.1

SOUTHBOUND: A Monitoring and Control Framework

In this section, we describe the design of a software defined infrastructure that
supports network-assisted ABR streaming through monitored network information.
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In particular, we present an OpenFlow (OF) [47] Southbound API that is used to
orchestrate an SDN assisted CDN for adaptive bitrate streaming. Our implementation
is based on the work by Adrichem et al. [134]. We use OpenFlow since it is currently
the most popular instantiation of SDN.

5.1.1

Software Defined Infrastructure (SDI)

We use the term SDI to denote a network of software defined switches that are colocated with storage and compute power. In case of a CDN, this storage and compute
power can be used for caching. SDIs simplify third-party policy implementation
and allow network administrators to provision, monitor and efficiently control virtual
networks, computation, and storage. An example of a fully operational network that
offers SDI capabilities are the GENI [65] and CloudLab [33] testbeds. We use the
latter for evaluation of SABR and describe this in detail in Sect. 2.1.4.
Fig. 5.1 shows the design of an SDI infrastructure to provide application services
for the most popular ABR streaming instantiation, i.e., DASH. For a detailed description of DASH we refer the interested reader to [75]. Fig. 5.1 depicts the underlying
SDI of different autonomous systems and a control plane that is tasked with flow
programming and monitoring. Details on the Northbound interface and the client
are given in Sect. 5.2 and Sect. 5.3, respectively.

5.1.2

Monitoring Infrastructure

As depicted in Fig. 5.1, the monitoring module is logically separated within the
controller. Its task is to decide on the statistics to be monitored, as well as, the corresponding sampling times. This provides the flexibility to deploy tailored monitoring
algorithms that extract only the information needed for a given application. While
there has been prior work on active monitoring that demonstrates various advantages
[135], we believe the performance gain of our passive system outweighs the potential
benefits of an active one.
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Figure 5.1: SDN assisted adaptive bitrate video streaming (SABR) architecture. Details of the Southbound interface, Northbound interface, client implementation
are given in Sect. 5.1, Sect. 5.2 and Sect. 5.3, respectively.
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Currently, the monitoring system only queries switches that belong to a network
path between a client and a cache/server. On these switches, only the ports that are
part of these paths are monitored, which minimizes the monitoring overhead.
Given the link capacity information, the system collects the bytes transferred per
port over fixed intervals to determine the available bandwidth along the path, as well
as, the bottleneck link. This information is used by the Northbound interface (see
Sect. 5.2) to assist ABR streaming applications.
We logically separate the monitoring infrastructure from the controller infrastructure such that they can be deployed on different machines. However, for optimal
performance that avoids unnecessary network latency, we recommend that the monitoring infrastructure be co-located with the controller since decisions on video delivery are made based on real-time traffic. We detail the archival and processing of the
monitoring information in the following section.

5.2

NORTHBOUND: A REST API Service and Archive

In this section, we present the Northbound interface that provides a range of information to the client, such as available caches, the bottleneck bandwidth to each
cache and an indication of cache content, which can all be retrieved through standard
REST APIs. Figure 5.1 shows the components of this system where the above information is sourced at an SDI as described in Sect. 5.1.1. In the following, we describe
the system components, i.e., a REST API and a monitoring archive, that use the
Northbound interface.

5.2.1

Measurement Archive

Next, we describe the measurement archival and processing module depicted in
Fig. 5.1. OpenFlow is used to implement a feedback-based measurement and control
system for an ABR video distribution system. The monitoring module from Sect. 5.1.2
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is connected to a distributed database system powered by MongoDB [136], which
enables redundancy and scalability through fast and easy replication. MongoDB also
provides REST APIs for database transactions [137] enabling information insertion
using simple HTTP commands.

5.2.2

SDN Assisted ABR Streaming - SABR

In the following, we describe the details of the SABR module. First, we show
how SABR uses the information collected by the monitoring system to select the best
cache in the network, i.e., by calculating the available bandwidth from the client to
the respective caches. Further, we show how SABR provides the DASH client with
monitoring information through a REST API. This information includes available
bandwidth estimates and cache occupancy. This approach could easily be extended
to include further switch information, e.g., queue lengths or flow table update statistics, if necessary. Finally, we use dynamic SDN routing to provide paths between
clients and desired caches. Dynamic path computation and selection within an SDN
network is a widely investigated optimization problem [138]. Here, we consider the
specific problem of how to efficiently manage a CDN with the support of the SDN
control plane. The bottleneck bandwidth is deduced from the monitored traffic information and the known link capacities. In addition to accurate traffic monitoring and
prediction on the streaming time scale (Sect. 5.1.2), the SDN infrastructure allows
to control the routing from clients to caches to prevent available bandwidth driven
oscillations between multiple caches.
Since monitoring only gives us an observation of the past we require predictions of
the future bottleneck bandwidths to help the clients determine the quality of the segments that will be retrieved next. For predicting the available bandwidth in the short
term future at each port along different paths between clients and caches, we consider
the well established Auto Regressive Integrated Moving Average (ARIMA)
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time series model. In the following, we denote the monitored value of transferred
bytes over one port i at time slot [t, t + δi ) as instantaneous rate ri (t). The available
bandwidth is estimated based on the known link capacity and an estimate of the
contending traffic.
• ARIMA: The archival and processing module takes for every port i the instantaneous rates ri (t) over a history window W of time slots and provides a
forecast of the utilization over the duration of N ∗ segments using the ARIMA
time series forecasting method, which has three components, i.e., an autoregressive component of order a, a differencing component with parameter d and
a moving average component of order v. In a nutshell, the differencing component removes trends by differencing d times, the autoregressive component
contributes to a linear regression over the last a observed values, while the moving average components may be understood as a linear regression over the last
v noise terms. We decide on the ARIMA (a,d,v) parameterization using the
Akaike Information Criterion [139], which is affine to parsimonious models that
are more likely2 to have produced the observations. Our implementation makes
use of the ARIMA routines within the R forecast [140] library.

5.2.3

Caching

SABR’s characteristic to provide alternative sources for video segments (instead
of the client always being directed to the closest cache) opens new avenues for content placement and cache eviction strategies. With respect to content placement, we
differentiate between cooperative and non-cooperative caching. Since SABR can redirect a client’s request to any cache in the system, content does not necessarily have
to be cached a the closest cache. For the proposed SABR architecture, we distinguish
2

using a maximum likelihood estimator.
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between two approaches. In the first case, a cache miss leads to caching the missing
segment at all caches in the system, while in the other case, the content is pushed to
the cache that is nearest to the requesting user given that the object is not stored at
any other cache in the system.
For cache eviction strategies, we evaluate the standard LRU policy and the timeto-live (TTL) policy. We decided to make use of the TTL eviction policy, since
it allows the differentiation of segments and their qualities in a more fine-granular
manner. Details on the parametrization of the cache algorithms and on the handling
of the interaction of caches and SABR are given in Sect. 5.4.

5.3

SDN assisted streaming client

Next, we describe an SDN assisted ABR streaming application utilizing the architecture from Sects. 5.1 and 5.2. First, we formalize the video quality adaptation
problem before reviewing basic classes of established adaptation algorithms. Finally,
we describe our modifications to the ABR quality adaptation algorithms to make use
of the network assistance.

5.3.1

The Quality Adaptation Problem

In the following, we consider a graph G = (V, E) that abstracts a given network
topology, where V is a set of vertices, i.e., network nodes, and E ⊆ V × V is a set
of links between the nodes. Each link is associated with a capacity C(i, j), where
i, j are the indexes of the vertices spanning the link. The network nodes are divided
into three types: (i) clients, (ii) caches, and (iii) intermediate switches. For the
sake of brevity, we consider a simplistic example of an ABR streaming scenario of
only one video that is divided into N segments where each segment is available in K
qualities, i.e., bitrate levels. Each segment carries l seconds of video while the nth
segment of the kth quality has the size Xn,k in bits. We will use kn to denote the
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quality level of segment n and drop the subscript when obvious. This description
can easily be expanded to include an arbitrary set of available videos in the network.
We assume established routing such that there exists at least one path, i.e., a set
of links in E, between every client and every cache. Further, we assume that the
network carries other traffic, hence, C(i, j) denotes the available bandwidth on the
link between vertices i and j. We assume that the available bandwidth is slowly
varying with respect to the monitoring frequency of the OF switch.
Given established routing, the available bandwidth along each path between a
client i and cache j is described by

R(i, j) =

min

C(κ, ι) ,

(5.1)

(κ,ι)∈S(i,j)

where S(i, j) is the set of all links belonging to the path between the nodes i and j.
Given the ABR streaming application, the time needed by client i to fetch the nth
video segment of quality level k from cache j is given by

Tn,k =

Xn,k
,
Rn,k (i, j)

(5.2)

where Rn,k (i, j) denotes the available bandwidth during the download time of segment
Xn,k .
5.3.2

SDN Assisted Quality Adaptation

SABR provides clients with accurate in-network available bandwidth information,
respectively, ARIMA-based predictions for Rn,k (i, j). In addition, providing caching
and available bandwidth information to the ABR streaming application through the
Northbound interface gives the client the opportunity to minimize the fetch times
Tn,k as
Xn,k
,
j∈G(n,k) Rn,k (i, j)

Tn,k = min
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(5.3)

cache map
C (N*)
2

X
X

k10 X

X

OF controller
& SABR
C(N*)

...

quality

X

X

X
cache2

cache1

segment #
...

n+N*

k 1 T^n+1,1 T^ n+x,1 T^n+N*,1
...

X
X

available bandwidth
information

n+1

quality

k1

k10 X

X

...

quality

k1

segment #
n+1 ... n+N*

cache map
C (N*)
segment #
1
n+1 ... n+N*

^

T^n+1,X Tn+x,X

client 1
monitoring information
cache occupancy information

k10 T^n+1,10 T^n+x,10

Figure 5.2: SDN assisted quality adaptation by providing the client with available
bandwidth and cache occupancy information.

where G(n, k) is the set of caches, that possess the segment n in quality k. This
corresponds to always choosing the cache with the highest available bandwidth. Intuitively, our approach draws its strength from the statistical multiplexing gain of
combining network path information to independent caches such that it is less likely
that worst case conditions occur on all paths at the same time. Hence, the gain is
stronger the more disjoint links the paths possess.
Next, we illustrate different classes of quality adaptation algorithms showing the
benefits of including SDN assistance information. Note that the modifications due
to SDN assistance are orthogonal to most of the adaptation algorithms known to us
such that we generally expect a performance gain, in terms of the average quality
bitrate, across them.
The basic quality adaptation problem can be formalized as finding the set of
P
segments in given qualities {k1 , . . . , kN } that maximize the average bitrate N1 N
i=1 ki
subject to B(n) > 0 for n ∈ {1, . . . , N }, where B(n) is the playout buffer filling after
fetching segment n. Note that we measure the buffer in seconds. Stricter versions of
the quality adaptation problem aim to also minimize additional QoE metrics, such
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as the quality variations. The quality adaptation problem is hard since clients have
only smeared estimates of the available bandwidth Rn,k (i, j) for a history of segments
{k1 , . . . , kn } with little to no information on the actual in-network dynamics [19]. In
the following subsection, we discuss 3 classes of quality adaptation algorithms that
make use of (5.1) and (5.2) to optimize QoE before showing how SDN assistance can
significantly improve their performance.
5.3.2.1

Rate-based adaptation algorithms:

Rate-based adaptation utilizes estimates R̂n,k (i, j) that are obtained at the client
to determine the quality of the next segment to be fetched. For illustration consider a
basic algorithm that greedily downloads the next segment at the highest sustainable
quality, i.e., the bitrate, that is just lower than the download rate of the previous
segment. If the buffer is full the client idles until the end of the currently played
segment. This algorithm is presented in a slightly modified fashion as VLC algorithm in [6]. Rate-based adaptation benefits from SABR as it receives much more
accurate available bandwidth information, i.e., the ARIMA estimates of Rn,k (i, j).
These estimates outperform the empirically obtained application layer estimates at
the client.

5.3.2.2

Buffer-based adaptation algorithms:

Buffer-based adaptation algorithms solely use the buffer filling B(n) when deciding
on the next segment quality kn+1 . Examples for this class of algorithms include
[141, 75], where the buffer space is sliced into zones that correspond to different
quality adaptation behavior. SABR improves the performance of such algorithms by
providing more accurate estimates for (5.2), i.e., the fetch time of one segment as the
buffer naturally drains due to playback during this time.
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5.3.2.3

Hybrid adaptation algorithms:

Hybrid adaptation algorithms take both rate and buffer information into account
when deciding on the quality of the next segment (e.g., [19]). Such algorithms do not
only benefit from a higher accuracy in (5.1) and (5.2), but also utilize (5.3) to find the
cache with highest available bandwidth. In general, all considered classes of quality
adaptation algorithms benefit from SABR by obtaining a so-called cache map Cj (N ∗ )
for every cache j ∈ G, which indicates the availability of the next N ∗ segments in the
different quality levels at the corresponding caches. This is schematically depicted in
Fig. 5.2. The client combines the cache maps of the different caches into a joint cache
map C(N ∗ ) which comprises the minimum estimated fetch times T̂n,k for the next N ∗
segments in different qualities. Required estimates or lower bounds for the fetch times
can be calculated from the combination of the segment sizes Xn,k and the provided
ARIMA based available bandwidth estimates for the next segments. Different quality
adaptation algorithms may utilize the cache map C(N ∗ ) in various ways, e.g., to
optimize QoE metrics such as the average quality bitrate or the quality variation
while fetching the next N ∗ segments. Note that SABR provides the clients with
additional information, namely, Cj (N ∗ ), but it does not control the clients’ decision
on which quality to fetch, which is entirely autonomous. Hence, the QoE perceived
at the client fully depends on how the client makes use of the SABR information. We
will further discuss this argument in Sect. 5.7. Throughout the rest of this chapter
we use the term Baseline to denote various non-SABR client algorithms that belong
to the above classes of quality adaptation algorithms.

5.3.3

The Client Implementation

In order to best represent a real-world ABR streaming application, we implement
our SDN assisted adaptation algorithm as part of an existing open source Pythonbased DASH client emulator [102]. Since each client uses HTTP by definition, we
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decided to let clients use a REST interface provided by MongoDB in order to minimize
the implementation overhead caused by our approach. Overall, the client makes the
following requests: (i) Initial HTTP GET request to the server or the nearest cache
to retrieve the Media Presentation Description (MPD) file for requested video; (ii)
HTTP GET request to SABR for a list of qualities of next segment(s) and the available
bandwidth information to every advertised cache (cf. Sect. 5.2.2); (iii) HTTP GET
request to the selected cache to retrieve the desired segment.
The client parses these responses to obtain segment sizes, available bandwidth
to each cache, and cache occupancy information to feed it as needed to one of the
algorithms described in Sect. 5.3.2. In order to evaluate our system we consider a
miniature CDN, which is comprised of a majority of caches and a server. Details on
the evaluation environment and experiment results are given in Sects. 5.5 & 5.6.

5.4

Caching algorithms with SABR

Since SABR provides a cache map C(N ∗ ), which indicates the availability of the
next N ∗ segments in different quality levels at the different caches, we define a
system-wide cache miss as the event when the client requests a segment from the
server. This event may arise either due to the absence of that particular segment
at all caches or due to insufficient bandwidth to all caches. Such cache miss events
prompt the caches to request segments according to one of the strategies described
in this section. In order to analyze the performance of different caching algorithms
with SABR, we implement the content placement strategies described in Sects. 5.4.3.
Before describing the content placement strategies we introduce the cache eviction
strategies the SABR system uses in Sects. 5.4.1 and 5.4.2, respectively.
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5.4.1

Least Recently Used (LRU)

The Least-recently used algorithm is one of the main content eviction strategies in
caches due to its simplicity and performance. Basically, it describes which elements
to replace when given a full fixed size cache. When a cache miss occurs, i.e., a
non-cached content is requested, the cache replaces the least recently used object in
the cache with the new object [142]. The rationale behind LRU is to leverage the
temporal locality of the requests. While LRU is simple to implement and very low in
complexity, it does not allow any fine tuning of content eviction since only the “time
of the last request” decides if content is evicted or not.

5.4.2

Time-to-Live (TTL)

Time-to-Live caches have a timer-based object eviction strategy, i.e., requested
objects are annotated with the current timestamp and with a calculated eviction time.
In the simplest case the TTL, i.e., the offset between eviction and request time, can
be constant for all objects. Analytical relations between TTL caching strategies and
capacity constrained caching strategies such as LRU or FIFO have been established
in recent years. Most prominent is the connection between TTL caches and LRU,
first discovered in [143] for Poisson request processes, and generalized later in [144].
Object TTLs can be optimized based on the object popularities to maximize the
cache hit rate [145]. Note that TTL caches are not capacity-constrained.

5.4.3

Compound Caching Algorithms in SABR

The following caching algorithms combine either the LRU or TTL algorithm at
the individual caches with the global network view of SABR. Next, we differentiate
on the one hand between local and global caching and on the other hand between
Quality-based and Popularity-based caching.
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5.4.3.1

Local Caching:

The SABR system detects a miss by monitoring requests to the server and prompts
the cache that is geographically closest to the requesting client to download the relevant segment. In Fig. 5.3, this translates to the following: Cache1 and Cache2
are assigned to clients in GroupA and GroupC, respectively. Similarly, Cache3 and
Cache4 are assigned to clients in GroupB and GroupD. We use this caching strategy
in all experiments described in Sect. 5.6.1, unless stated otherwise, to demonstrate
the advantage of SABR versus a fixed cache allocation for all Baseline algorithms.
This caching strategy is denoted as “Local”.

5.4.3.2

Global Caching:

This approach assumes global knowledge of the cache architecture. This knowledge is provided by SABR through the cache map introduced in Sect. 5.3.2. In the
first variant, denoted “GlobalFR ” (FR = Full Replication), when a system-wide cache
miss occurs all caches request the missing segment. In a second variant, denoted
“GlobalNR ” (NR = No Replication), only the nearest cache requests the missing segment if it is not cached already on any of the other caches. Our basic setting comprises
global caching GlobalNR or GlobalFR in conjunction with the LRU algorithm.
• Global caching with a fixed TTL: This approach combines both previous
variants with a uniform TTL for all segments. This TTL is generally used at
all caches for segment eviction. In the GlobalNR case, i.e., when only one cache
is selected for segment insertion, we set the TTL to be equal to the TTL used
in the GlobalFR case multiplied with the number of caches in the system. The
intuition here is to provide segments with the same time in cache on average to
collect requests/hits.
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• Popularity-based TTL Caching: Here, the global caching approach with an
adaptive and differentiated TTL modifies the TTLs of single segments according
to their temporal clustering, i.e., after a cache miss the newly cached segment is
annotated with a base TTL0 which is in turn increased with every subsequent
hit before being forgotten after the segment is evicted. For this increase we
devise the rule for the new TTL on the ith hit as T T Li = (i + 1) T T Li−1 for
i ≥ 1. We evaluate differentiated TTL caching with both cases, i.e., GlobalNR
and the GlobalFR case.
5.4.3.3

Quality-based Caching:

This is a special approach as the cache space that each quality can occupy is now
restricted to a subset of the global cache size. Inspired by [130], this caching system
consistently maps the segments to different caches, i.e., the three lowest qualities,
Q1 -Q3 , are cached in Cache1 and Cache2 while the higher qualities, i.e., Q4 -Q5 , are
cached on Cache3 and Cache4. Consistent mapping is known to perform equally
good as a single contiguous cache under Zipfian and independence assumptions.
For all caching algorithms, we pre-populate caches by running 30 experiment runs
prior to actual measurements.

5.5

Evaluation Environment

Next, we present the experimental environment used to evaluate SABR.
No. of Clients
Size of Dataset
Available Quality Representations [103]
Maximum Size of Caches
Port Statistics Sampling Interval
ARIMA window size

60
50 videos of 300s duration and segment size of 2s
{89k, 0.26M, 0.79M, 2.4M, 4.2M }bps
70 % of dataset
1s
10s

Table 5.1: Experiment Parameters
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Figure 5.3: Cloudlab topology used for evaluating SABR. Each client group
{A,B,C,D} includes 15 clients.

5.5.1

Topology

Here, we describe the topology of the Cloudlab testbed (cf. Sect. 2.1.4), which
we use to evaluate our CDN architecture. Figure 5.3 shows the topology which comprises four different node types and layer-2 links of capacity 100 Mbps that connect
the nodes. All nodes run Ubuntu 14.04 inside Xen virtual machines. We will identify
the nodes involved in the individual experiment descriptions in Sect. 5.6. In the following, we describe the configuration of each node type.

• Cache nodes: Cache nodes in Fig. 5.3 represent CDN caches serving client
requests. Note that the origin server in Fig. 5.3 is of the same type but in
contrast contains the entire video library that may be streamed in the scenario.
Cache nodes run a vanilla Apache2 web server along with a HTTP packet sniffer
and a MongoDB database. Together, they emulate a Web Server Gateway
Interface (WSGI) that implements the cache replacement policies specified in
Sect. 5.4. The Apache2 server allows persistent HTTP connections.
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• Client nodes: Client nodes run the different ABR algorithms we implemented
in a DASH client [102] that supports SDN assisted ABR streaming as described
in Sect. 5.3.
• OVS nodes: In this topology we use software-based OF switches that give
us more flexibility in the topology generation within the testbed compared to
the use of hardware OF switches. All OVS nodes run Open vSwitch 2.3.1 and
communicate with a single OF controller.
• OpenFlow Controller and SABR: The OF controller and SABR as depicted
in Fig. 5.2 are installed in the same VM to minimize the REST API query,
search, and response time. Note that the SABR framework is logically separated
from the controller and can be installed at any desired location. The associated
database as described in Sect. 5.2.1 supports a distributed implementation.

5.5.2

Evaluation Metrics and Node Setup

Here, we invoke metrics described in Sect. 2.1.1, Average Quality Bitrate as
AQB and Number of Quality Switches as #QS. Additionally, we define the following
metrics specific to this work:
• Spectrum (H) [20]: The spectrum of a streamed video is a centralized measure for the variation of the video quality bitrate around the average bitrate. A
lower H indicates a better QoE.
• Rebuffering Ratio (RB): The average rebuffering ratio is given by the following equation:

ta − te
,
RB = E
te


(5.4)

where ta is the actual playback time and te is the video length in seconds,
respectively.
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• Cache Hit Rate (Chr ): The cache hit rate is the average number of video
segment requests that are served by the caching system, i.e., by any cache in
the network divided by the overall number of requests. This ratio is usually
interpreted as the probability that a video segment request is served by the
caching system. It is used to assess the efficiency of the caching system.
• Network Utilization (Nutil ): The average network utilization per link is given
by the following formula:

Tp
,
=E
C


Nutil

(5.5)

where Tl represents the measured traffic (in bit/s) on link p and C represents
the homogeneous link capacity. We only measure the downstream traffic as its
magnitude indicates the amount of video traffic generated in the network.
• Server Load Ratio (Sload ): The average server load ratio is the amount of
video traffic (in Bytes) served from the server divided by the overall amount of
video traffic received by the clients, i.e.,


Sload


Ts
=E
,
Ttot

(5.6)

where Ts is the amount of traffic served by the server and Ttot is the total video
traffic. The server load ratio is a measure for the (Byte) efficiency of the caching
system.
For an extensive analysis of the SABR approach we compare the performance of
three quality adaptation algorithms. We decided to compare three algorithms that
map to the different categories outlined in Sect. 5.3.2 to better analyze the interplay
between each algorithm and our network assisted approach. We use algorithms VLC,
SQUAD and BOLA as described in Sect. 2.1.2.
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Nutil (%)
Sload (%)
Nutil (%)
Sload (%)

VLC
42.5
28.2
SABRVLC
71.2
21.3

SQUAD
44.9
34.5
SABRSQUAD
74.6
19.5

BOLA(U) BOLA(O)
42.5
46.4
28.7
33.8
SABRSABRBOLA(U) BOLA(O)
68.2
65.7
22.5
23.6

Table 5.2: System Performance - Network Utilization and Server Load

• Node setup: In the following we report the results from experiments of partial
caching, where a video might only be partially cached (in terms of segments of
certain qualities at the different caches in Fig. 5.3). Partial caching of videos occurs when so-called “write-through” caching is performed, i.e., only the segments
that are requested by the client in a specific quality are cached. In this scenario,
the client may have to switch between caches not only because of bottleneck
bandwidth fluctuations but also because of the unavailability of requested segments in a specific quality. Decisions for the latter case can be made because
the SABR architecture provides the client with a cache map (cf. Sect. 5.3.2)
describing which cache possesses the desired segments at which quality levels.

5.6

Evaluation Results

Next, we report results from a series of experiments for various content placement
strategies using either Least Recently Used (LRU) or Time-to-Live (TTL) policy in
all the caches.

5.6.1

Quality Adaptation Algorithm Performance with SABR

In this experiment, we run 60 clients in four groups as depicted in Fig. 5.3. Clients
start with a time offset of wc = 1 sec and a client group offset of wg = 3 sec. Each client
streams 10 consecutive movies where the movies are independently and identically
distributed sampled from a Zipf popularity distribution with parameter α = 1. Each
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Figure 5.4: Fixed cache assignment (Baseline algorithms) vs. flexible cache requests
with SABR. CCDFs are given with 0.95 confidence intervals. (i) SABR increases the
playback rate (in (a)). (ii) Giving the client multiple segment sources substantially
impacts the quality oscillations depending on the deployed adaptation algorithm (in
(b) and (c)). Note that for (c) a lower spectrum implies less quality variations, i.e.,
a better QoE. (iii) SABR also significantly reduces re-buffering (in (d)).

movie is available in five different qualities (Q1 to Q5 ), as shown together with other
configuration parameters, in Table 5.1. We parameterize the user video streaming
behavior, i.e., the session length using session abandonment statistics obtained from
a real-world trace used in [133]. This parametrization is motivated by the fact that,
according to [133], only 60% of the videos are completely requested. We conduct
experiments with and without session abandonment where a client requests a video
according to the Zipf popularity distribution. However, for the session abandonment
case, client sessions may be only partially watched.
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In the first experiment, we compare the streaming performance and the QoE
metrics from Sect. 5.5.2 for SABR against the Baseline system of fixed client-to-cache
assignments. In the Baseline system, we assign each client to the nearest cache (in
number of hops) and forward cache misses to the origin server. In case of SABR, we
consider the caching system as one distributed cache as clients may request segments
from different caches or the server. In this experiment we only consider the local
caching version explained in Sect. 5.4.
Figure 5.4 shows the QoE evaluation metrics for a series of 30 experiments. In
Fig. 5.4a, we clearly show that the SABR performance dominates the Baseline approach with respect to the average quality bitrate AQB for all evaluated quality
adaptation algorithms. We observe that SABR provides a systematic gain in the
streamed average quality bitrate. This gain is about 50%-100% for the clients suffering from the lowest bitrates in the Baseline cases. We attribute this performance
gain to two main factors, i.e., the flexibility in choosing the segment source and the
accurate bottleneck bandwidth information that is provided to the client through
network assistance. Providing bottleneck bandwidth information to the clients allows
a better utilization of the network as is evident from Table 5.2. As shown in Table
5.2, using SABR reduces server load, thus, improves server offloading and potentially
reduces the operational expenses of a CDN. While SABR ensures a significant gain in
AQB, the improvements in the number of quality switches #QS, spectrum H and the
rebuffering ratio RB depend on how the algorithms utilize the information provided
by SABR.
While the quality adaptation algorithm SQUAD aims to minimize the spectrum
H, BOLA(O) focusses on reducing the oscillation in playback bitrate. Fig. 5.4b
shows a strong reduction in quality switches #QS with the use of SABR for SQUAD,
BOLA(O) and BOLA(U). Fig. 5.4c shows that the spectrum H of SABR variants is
consistently lower than that of the Baseline algorithms. As shown in Fig. 5.4d, the
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Figure 5.5: Caching Strategies with BOLA(O) quality adaptation: QoE metrics for
content placement strategies using SABR.
rebuffering ratio RB is significantly lower with the use of SABR. We attribute this to
the fact that SQUAD, unlike the other algorithms, uses a sliding window of segment
download rate history to estimate the available bandwidth. SABR provides ARIMAbased available bandwidth predictions using a sliding window of previous available
bandwidths, thus, giving a more accurate estimate of the network utilization during
playback. Note that the basic VLC algorithm, which is not designed to minimize
quality switches #QS or the spectrum H, shows a perceptible improvement in the
overall magnitude and variance of AQB with the use of SABR, however, at the cost
of increased quality oscillations. From the AQB results for VLC in Fig. 5.4a, we see
that nearly 10% of the clients experience a low QoE and 40% of the clients are served
high quality videos. We observe that SABR improves the overall spread of playback
rates for VLC.
After observing significant QoE benefits with SABR for local caching, we select two
distinct algorithms, BOLA(O) and SQUAD and proceed to investigate the interplay
with different caching strategies as described in Sect. 5.4.

5.6.2

LRU Caching with SABR

In the following, we evaluate the performance of different caching strategies as
outlined in Sect. 5.4 when combined with the network assistance provided by SABR.
Here, we will concentrate on two quality adaptation algorithms, i.e., BOLA and
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Figure 5.6: Caching Strategies with SQUAD quality adaptation: QoE metrics for
content placement strategies using SABR.

Nutil (%)
Sload (%)

Local
65.7
23.6

BOLA(O)
GlobalFR GlobalNR
83.3
82.9
20.5
20.4

Quality
77.1
22.4

Local
74.6
19.5

SQUAD
GlobalFR GlobalNR
82.3
66.9
20.3
22.5

Quality
48.2
28.4

Table 5.3: Caching System Performance: Network Utilization and Server Load

SQUAD. For the evaluation, we will resort to Fig. 5.5 and 5.6 to describe the QoE
metrics in combination with different caching strategies for a series of 30 experiments.
In addition, we present the system performance metrics for different caching strategies in Fig. 5.7 and Table 5.3. Note that we do not include the results for rebuffering
ratio, RB, since we noted this to be less than 0.1% across all experiments.

• Global Caching: QoE metrics in Fig. 5.5 indicate that BOLA(O) obtains
maximum advantage from adopting a global caching strategy with no replication denoted GlobalNR . The number of requests for global caching in Fig. 5.7a
show that BOLA(O) has the highest total requests for the highest quality Q5 .
The hit rates Chr for other qualities are distributed almost equally. The network utilization Nutil given in Table 5.3 combined with the Chr in Fig. 5.7c
demonstrates that cache hit rates increase while increasing the utilization of
the cache network. Note that the utilization increases naturally as the average
quality bitrate is significantly increased as can be seen from Fig. 5.5a.
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Figure 5.7: Absolute number of requests per quality (a-b) and cache hit rates (c-d):
Comparison of fixed content placement (Baseline) with various content placement
strategies for SABR.

SQUAD, on the other hand, has a high tendency to request certain qualities
more than others, which is evident from the total number of requests in Fig. 5.7b
and the cache hit rate Chr in Fig. 5.7d, which demonstrates a higher hit rate
for Q5 than any other quality. This argument is further reinforced in Table 5.3
where Nutil is the highest during full replication implying that SQUAD requests
a majority of high quality segments from the caches during playback. We also
observe that Fig. 5.6c, shows the lowest average spectrum, H, for a high replication factor, i.e., GlobalFR caching strategy. Note that other caching strategies
such as GlobalNR and local caching achieve comparable average quality bitrate
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of 3.6Mbps which is reflected in the close CDFs in Fig. 5.6a. Combining both
results we confirm that both QoE and caching efficiency are highest in SQUAD
with the use of the GlobalFR strategy.

• Quality-based Caching
The quality-based caching strategy studies more closely the segment quality
request pattern of SQUAD and BOLA(O) clients. From Figs. 5.7c and 5.7d,
we see that quality-based caching provides a consistently uniform and relatively
high average hit rate Chr for all qualities. However, it is important to note that
while QoE for BOLA(O) is not significantly worse in this case (as seen in Fig.
5.5), SQUAD suffers a major loss in QoE performance, particularly noted in
Fig. 5.6c, where this caching strategy shows the highest values for Spectrum H.
Additionally, results in Table 5.3 for SQUAD show a comparatively low network
utilization for the quality-based caching case. This information combined with
the hit rate values from Fig. 5.7d indicate that the hit rates Chr for lower
qualities Q1 -Q3 are the highest. The large number of requests for the highest
quality, Q5 in Fig. 5.7b and the high server load Sload in Table 5.3 leads us to
infer that a majority of these high quality requests are streamed from the server.
We conclude that although quality-based caching improves the hit rate of low
qualities in the caching system, it provides only a tolerable QoE and system
performance for BOLA(O) and incurs heavy degradation in QoE metrics for
SQUAD.
The evaluation we present in this section investigates an essential trade-off between
optimizing the caching architecture, specifically, the hit rates, and providing optimal
QoE for the end-user. While it is evident from the results that SABR provides a vast
improvement in the client streaming quality bitrate and the sever load, i.e., increasing
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the overall cache system hit rate, we note that a carefully selected caching strategy
adopted by the CDN can also contribute significantly to the improvement of all QoE
metrics.

5.6.3

TTL Caching with SABR

In the following, we evaluate the performance of different TTL caching strategies
as outlined in Sect. 5.4 in combination with network assistance provided by SABR.

5.6.3.1

Fixed TTL

Here, we consider TTL caching in SABR where the TTL is fixed for all video
segments across all caches. We performed a series of experiments with different TTL
values and the results shown in Fig. 5.8 reveal that an increasing TTL value leads to
a significant increase in QoE. This is expected since the performance for increasing
TTLs corresponds to the performance of LRU caches given larger cache sizes under
fairly general assumptions on the request traffic. However, finding a suitable fixed
TTL value is not trivial since choosing too small TTL values flushes popular segments
before they can collect cache hits which is also seen in Fig. 5.8. To this end, we
devise in the following section an adaptive approach to per-object TTLs. For better
comparison to the LRU caching policy, we replot the LRU results from Fig. 5.5 in
Fig. 5.8 as well. As discussed in Sect. 5.4.3 we set the TTLs in the case of “no
replication” (GlobalN R ) as N times the TTLs of the full replication case (GlobalF R )
where N is the number of caches in the system.

5.6.3.2

Differentiated TTL

Next we consider TTL caching in SABR with adaptive, differentiated TTLs, where
the TTLs of single segments are modified according to the temporal clustering of their
requests. With each cache hit the TTL of the corresponding segment is increased as
given in Sect. 5.4. These results are presented in Figure 5.9 which indicates a drastic
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Figure 5.8: Fixed TTL Caching with BOLA(O): QoE metrics for content placement
strategies using SABR. Increasing the fixed TTL leads to better QoE. The subscripts
NR, FR denote global caching with No-Replication and Full Replication, respectively.
difference over all QoE metrics for the GlobalN R and GlobalF R cases. While the former
exhibits high QoE with differentiated TTL values with user session abandonment
(W A), and without abandonment (W OA), the latter experiences a heavy degradation
in QoE with this type of TTL assignment. This is mainly caused by the fact that in the
GlobalF R case multiple copies of a video segment are placed in the overall cache space.
TTL differentiation and prolongation is hence strengthened in case of GlobalN R due
to request aggregation while it is weakened in case of GlobalF R due to the fact that
a request can be directed to various caches. Hence, we only consider GlobalN R in the
sequel. Since the GlobalN R approach exhibits high QoE performance for both TTL
and LRU approaches, we modify the cache sizes for the LRU-based policy according
to the average size observed in the TTL emulations. As observed in Fig. 5.10, when
the cache sizes are set according to the average cache sizes obtained from TTL0 =300s,
LRU caching provides significantly worse QoE, thus, making it more attractive to use
the adaptive TTL approach.
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5.7
5.7.1

Discussion
Requirements of assisted streaming

Following our discussion of the results in Sect. 5.6, we clearly see that exploiting
the information provided to the client video player by SABR or generally any network
assisted streaming architecture is a non-trivial optimization problem. ABR streaming
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clients have been crafted in the past years to be thin and most importantly to run
autonomously for scaling reasons. Network assisted streaming requires, (i) a welldefined API between the network and the video player, (ii) modifications to client
algorithms to exploit this additional information, and (iii) an appropriate selection
of caching algorithms. For example, quality adaptation algorithms such as [18, 19]
depend on end-to-end bandwidth estimation methods to decide on the appropriate
streaming quality. This estimate which is known to be very hard to obtain cleanly
[146] can be significantly improved using network assistance. Buffer-based algorithms
[16] make underlying statistical assumptions on the fetched video stream that stem
from the notion of point-to-point communication which does not hold anymore if it
is possible to find the best source for a video segment using network assistance.
It is crucial to critically assess the impact of network assistance on different streaming algorithms. On the one hand, SABR results presented in Sect. 5.6 show that a
better streaming quality can be achieved by providing clients with network information on the available bandwidth to different potential caches. On the other hand, the
quality adaptation algorithm at the client may have a negative impact on QoE if it is
not appropriately adapted to network assistance. For example, in case of algorithms
that do not actively minimize bitrate switchings, such as VLC, network assistance
introduces a higher number of quality switches which impairs QoE. For algorithms
such as SQUAD or BOLA this information helps avoiding rebuffering events by providing alternative video segment sources. We also argue that SABR has the tendency
to benefit some algorithms more than others. If we consider the examples of SQUAD
and BOLA, which use a combination of rate and buffer-based approaches, BOLA shows
higher QoE improvement with SABR. This difference can be attributed to the SQUAD
algorithm, which uses a moving window of segment download rate history whereas
BOLA uses the previous segment download rate to decide on the next segment quality.
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This implies that BOLA benefits more from the temporal information provided by
the ARIMA model.

5.7.2

Scalability

Obviously, one concern for a system like SABR is scalability.
While it is the main goal of this chapter to demonstrate the applicability and benefits of SABR through evaluation in a real-world testbed, for large-scale distributed
systems such as CDNs scalability is always a concern. Therefore, we briefly discuss
some of the potential scalability issues and how their impact can be diminished.
• Regional Approach: Although many CDNs operate on a global scale, our
approach is designed to enable operating on a regional level. Thus, several
SABR systems can be used in a regional CDN instead of a global one. This will
reduce the load on the system and prevent single-point of failure. In addition,
our decision to use REST APIs allows a straightforward extension to a hierarchy
of SABR systems, i.e., regional systems coordinated by higher-level systems.
• Information on Cached Videos: As described in Sect. 5.3.2, SABR uses
segment size and cache occupancy information, which may seem to be a huge
amount of data. Luckily, only information about currently requested videos
has to be retrieved. This information can be retrieved from caches using the
Bloom-filter method from [130] in case of co-locating the distributed database
with caches. Additionally, this information set is a much smaller subset than the
set of all contents that are stored on all caches. Furthermore, with MongoDB,
we have chosen a database for our system that is highly scalable and in use in
large-scale systems.
• Monitoring of Ports: The monitoring load of the system can be reduced by
only monitoring ports that are on the paths between clients and caches. In
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addition, the available bandwidth predictions are centrally calculated once for
all clients in a given prediction window.
If a SABR reply is not delivered within a certain time interval, for example, the client
can always retreat to unassisted bitrate selection. Thus, our approach allows for a
natural fallback into standard DASH operation at the client should SABR calls fail.

5.8
5.8.1

Related Work
QoE of ABR streaming

The work by Kleinrouweler et al. [147] provides network assistance to an ABR
client for improved QoE with evaluations in a small scale wireless testbed. Cofano
et al. [148] implement a Network Control Plane (NCP) to allocate and monitor
a channel per video stream. In contrast, SABR shows vast improvement in QoE
which we demonstrate through measurements in a large, real-world testbed without
incurring the overhead of per-client QoS management. Bentaleb et al. [149] use
SDN capabilities to dynamically allocate network resources based on QoS policies
to improve QoE of adaptive bitrate streaming. Their work uses a client-side probe
[150] along with a DPI component to estimate the available bandwidth in a network,
which leads to an overhead both for the network and control plane, respectively. The
authors of [151] provide an architecture for server and network-assisted DASH denoted
SAND. This work introduces a messaging protocol which allows QoS signalling from
server to client. Similarly, in [152], Nam et al. use Network Function Virtualization
(NFV) to perform MPLS traffic engineering to improve ABR streaming QoE. Our
work is related in the context of computing the bottleneck bandwidth on each path. In
addition, we expand on the method using time series forecasting mechanisms and by
providing cache information to assist ABR quality adaptation algorithms to maximize
QoE.
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5.8.2

CDN for ABR delivery

Works that investigate the use of an OpenFlow control plane for improving video
delivery in a CDN include the one by Mukerjee et al. [153], which considers the use of
the control plane for load-balancing to improve QoE of live video delivery. Here, the
authors design, implement and evaluate a DNS load balancing system with a hybrid
(distributed and centralized) control system for live video streaming. Our work is
different from this approach, firstly, in the realization through OpenAPIs via a REST
interface and an OpenFlow controller, which simplifies client integration as seen in
Sect. 5.3.3. Secondly, we consider the interplay of quality adaptation mechanisms,
network bandwidth information, as well as, caching strategies.
The authors of [132] and [154] propose a coordinated control plane for routing
video in the Internet. This work describes a client based monitoring and control system where the client makes intelligent decisions based on the information gathered by
the monitoring system. Unlike our system, this architecture is based on a multi-CDN
deployment where decisions have to be made on a client state basis using global CDN
models that do not take cache occupancy into account thus contributing to considerable overhead for the control plane. In SABR, we dispense with this centralized
decision model and provide assistance to ABR clients that make intelligent decisions
based on the network status. In [155], Georgopoulos et al. use OpenFlow to assist
a caching system, denoted OpenCache, to facilitate a client redirection to a cache
based on network conditions while implementing a caching strategy of minimal hop
count. Although SABR is generally able to redirect clients to caches, we additionally
provide network and cache status information to the clients allowing them to make
a well informed decision on content requests. We further analyze the interplay of
the client-side quality adaptation and the deployed caching strategies with respect to
standard QoE metrics and various performance metrics for caching systems.
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The analysis of performance metrics of caching systems has evolved in recent
years to generalize the well known Che’s approximation for LRU caches with Poisson
object requests [143]. This approximation decouples the interaction of object requests
through the use of the notion of a characteristic time that essentially captures the time
spent by an arbitrary object in cache. The works by [144, 156, 157, 158] generalize
this approach to different arrival processes and show that TTL caches may very well
capture the hit rate performance of different capacity constrained caching algorithms
such as LRU, FIFO and Random eviction [156, 157, 158]. Basically TTL caches
annotate the objects admitted to the cache with a timer, which sets the eviction time
of the just admitted object. Variants of this strategy include refreshing the timer
upon object hits or sampling the timer values from probability distributions. In this
work we use the concept of TTL caches in conjunction with SABR to show QoE gains
compared to standard LRU caching. We show that by differentiating and adapting
the TTLs on an object basis we maximize the user QoE through prolonging the TTLs
of objects with temporally clustered requests. Our results demonstrate that SABR
provides a user QoE given adaptive TTLs that is significantly higher than in the LRU
caching case while setting the LRU cache sizes equal to the measured TTL cache sizes
for comparability.

5.9

Conclusion

This work leverages the potential of software defined infrastructure to provide
an SDN control plane architecture that assists ABR video streaming applications in
content delivery networks. This architecture, which we denote SABR, essentially, provides streaming clients with refined information on network conditions and available
video sources, which is made queryable through an SDN architecture. Nonetheless,
clients retain full control of the streaming decisions, including quality selection algorithms and video source switching. Our evaluation in a real-world, geographically
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distributed testbed shows that carefully selected caching strategies can significantly
improve streaming QoE and the overall system performance. Further, our system
shows significant improvement in quantitative metrics of QoE, which we mainly attribute to improved estimation accuracy of network characteristics, and statistical
multiplexing gains.
In Chapter 4, we have seen that from an end-system perspective, QUIC-related
transport protocols provide a relatively higher download rate measurement when
compared to TCP-related transport protocols. We believe that using network assisted
streaming for QUIC-based clients may lead to further QoE improvements by providing
such clients with accurate available bandwidths that may result in reduced rebuffering.
In the following chapter, we evaluate this hypothesis using a similar setup as the one
described here.
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CHAPTER 6
NETWORK ASSISTED ADAPTIVE BITRATE VIDEO
STREAMING OVER QUIC

In Chapter 4, we presented a detailed analysis of the advantages of using QUIC
for ABR segment retransmissions to show that the mitigation of HOL blocking and
the use of NACKs in QUIC contribute to an overall reduction in rebuffering and
improvement in segment download rate measurements. Chapter 5 reveals that accurate bottleneck bandwidth information provided to TCP-based clients significantly
improves performance across all QoE metrics. While the use of NACKs in QUIC
allows more bytes in flight, the rebuffering experienced by QUIC clients as shown
in Sect. 4.3.3 clearly indicates that QUIC could potentially benefit from available
bandwidth predictions. In this chapter, we investigate the QoE improvements provided to QUIC-based ABR streaming clients that employ the rate-based algorithm,
SQUAD, by potentially allowing these clients to download high-quality content from
multiple sources and thereby, increase network utilization. Since QUIC congestion
control runs in user-space, we also make a case for a cross-layer approach that uses
application-based segment download rate measurements or control plane bottleneck
bandwidth measurements in order to define an initial stream congestion window. We
then evaluate this design by comparing various scenarios with and without the use
of SABR in order to study the trade-offs between an end-to-end system versus a
centralized, control plane approach to QoE management.

133

6.1

Congestion Aware SQUAD (CA-SQUAD)

While we generally expect several QoE benefits with a centralized, network assisted streaming system, we note that the implementation of a SABR-like system is
time consuming and introduces management complexities that cannot be ignored,
especially in small-scale CDNs and partial deployments. In this section, we explore
an end-system based cross-layer approach where recently measured download rates
from the application-layer are provided to the transport layer flow control in order
incorporate an application-specific congestion control. We also note that a measured
download rate value can be trivially replaced by SABR’s predicted bottleneck bandwidth, which is necessary to study the trade-off between these different approaches.

6.1.1

Background

It is particularly interesting to note that so-called “idle periods” between video
chunk downloads are commonly observed in adaptive bitrate video streaming [16]
and therefore, cause traditional congestion control schemes to reset their congestion
window since it depends on the bytes in flight. The evolution of HTTP/2 has opened
avenues to improve the performance of web content download by introducing features
such as multiplexing, server-push and byte-range requests. Such approaches serve
well as temporary solutions but given the unprecedented growth of video traffic in
the Internet, a application-specific approach that adapts the transport layer for QoE
improvement needs to be explored. QUIC-based approaches have been widely deployed by large-scale production networks [10] and allow application developers to
either design or simply tune the transport layer to suit the needs of a specific application. As described in [10], QUIC was designed to allow separation of web content
transfers by using streams with the idea to support in-order bytes-stream delivery
to the application layer. While setting the pacing rate allows some control over how
content is delivered to the client, the fact that it is determined at the server can intro-
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duce scalability issues in large systems. An interesting feature of the QUIC protocol
is the ability send WINDOW UPDATE messages from the client to the server [159].
Although sending frequent WINDOW UPDATE messages may lead to communication overhead, we believe that using this feature only when the ABR streaming client
enters the download phase could be a viable solution for improving QoE without
incurring significant overheads.
Here, we propose an approach where the initial receiver window advertised by
the stream is determined based on the download rate most recently measured by the
application layer. We posit that such an approach can solve the following problems:
(i) Congestion control in both TCP and QUIC is stateful. However, the initial
state is arbitrarily determined and does not change with the needs of the application.
Using an application-recommended initial value followed by the natural behavior of
congestion control can shorten the slow-start phase and therefore, increase segment
download rate.
(ii) Application behavior in ABR streaming clients may result in downtimes when
the download buffer is full. Although the application changes state from idle to active
after segments are played out, the congestion window falls back to the initial value due
to long periods of inactivity. Using a recently measured download rate can mitigate
this problem to a large extent.
Fig. 6.1 shows the sequential operation of our proposed approach. We note that an
ABR segment request is immediately followed by a stream-level WINDOW UPDATE
frame from the client to the server based on the measured download rate delivered
via IPC message queues from the application layer, i.e., the video streaming client.
The QUIC server validates this request and updates the send window to allow more
bytes in flight.
In the following, we present evaluations to study this approach, where we first
analyze the advantages of using SABR in QUIC clients, followed by a comparison
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Figure 6.1: Flow control messages are sent from the client to the server at each new
segment request. The receiving server validates the request and updates the send
control window.

with the congestion window-based approach described above. To fully understand the
capabilities that our SABR system can bring especially with respect to providing a
fair share of network bandwidth, we also include evaluations of fairness between TCP
and QUIC-based ABR streaming clients that use the rate-based SQUAD algorithm
to request bitrate qualities for playback.

6.2

A Measurement Study of SABR-assisted QUIC

As noted in Sect. 5.6, the Globalnorep strategy, where a content miss triggers a
cache replacement only if it is not present in the global cache space, provides the
highest improvement in QoE as well as the best cache hit rate overall. Therefore,
we use this caching strategy as a default for the following analysis with QUIC-based
ABR streaming clients unless stated otherwise.

6.2.1

Evaluation

Fig. 6.2 shows the testbed topology used for these experiments. Unlike the setup
in Fig. 5.3, here we include 60 client VMs in the topology, which means that each
client runs in an isolated setup. Since QUIC’s congestion control is implemented in
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Figure 6.2: Cloudlab topology used for evaluating SABR. Each client group
{A,B,C,D} includes 15 clients.

user space and not in the kernel, we find that isolated single core VMs are required to
obtain reliable measurements [160]. In Table 6.1, we provide a summary of important
parameters within our evaluation environment.
No. of Clients
Size of Dataset
Available Quality Representations [103]
Maximum Size of Caches
Port Statistics Sampling Interval
ARIMA window size
SQUAD - buffer thresholds
SQUAD - ε (buffer underflow property)
SQUAD - V (cardinality or window lengths)

60
50 videos of 300s duration
and segment size of 2s
{89k, 0.26M, 0.79M, 2.4M, 4.2M }bps
70 % of dataset
1s
10s
cl = 0.4, ch = 0.5
0.3
50

Table 6.1: Experiment Parameters

The topology and tools used in this experiment are similar to the setup described
in Sect. 5.5.1. Additionally for QUIC-based experiments we use the Caddy server [14]
with the experimental QUIC mode enabled such that WINDOW UPDATE messages
are recognized by the server. The client nodes run the experimental QUIC client
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described in Sect. 4.3.2.2 with minimal modification to allow resetting of initial
stream congestion windows based on application information. For the ABR streaming
client, we use SQUAD [19], a rate-base algorithm, which is known to exhibit high
QoE benefits when used with a network-assisted rate measurement such as the one
provided by our system, SABR. We note that the original SQUAD algorithm remains
unchanged but we modify the tunable parameters that were empirically determined
as described in Sect. 4.4.1.3, and strike a good balance between maximizing bitrate
quality and avoiding rebuffering events at the client.

6.2.1.1

QUIC and SABR

The Baseline experiment, denoted SQUAD-Local in Fig. 6.3, is conducted by
providing QUIC-based ABR streaming clients with the nearest cache and the server
as the only viable options for a content download, where obtaining content from the
cache is prioritized when content is available. We note that no information about
bandwidth from the control plane is available for this set of experiments since the
segment quality request decisions are made based on local measured download rates.
As seen from Fig. 6.3a, these clients experience a relatively lower average quality
bitrate when compared to the clients that use SABR (denoted SQUAD-Globalnorep SABR). Additionally 10-20% of clients experience rebuffering in both cases, as seen
in Fig. 6.3d, mainly because the requesting videos from the Zipf long tail results
in clients requesting segments from the server instead of the caches. While it is
evident that employing network assistance at the QUIC client improves overall QoE,
it remains to be seen whether similar improvements can also be observed without the
overhead of SABR. While we believe that using SABR will provide the highest QoE,
a possible alternative solution for QUIC-based clients may employ application-based
initial stream congestion window with minimal modifications. The following section
presents an analysis for such an approach.
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Figure 6.3: QUIC with SABR. CCDFs are given with 0.95 confidence intervals.
‘Local’ denotes measurements that do not use SABR-recommended values, ‘Global’
denotes measurements for the no-replication caching strategy and network assisted
clients and ‘CWND’ denotes application-based congestion window initialization. Initial congestion window recommendations provided to the client improves AQB by
nearly 20% for clients even without enabling SABR.

6.2.1.2

QUIC and CA-SQUAD

In addition to QUIC-based SABR evaluations, Fig. 6.3 also presents results for
an approach where the download rate measurement obtained by the AStream player
is used to set the initial stream congestion window value in the QUIC transport
layer (denoted SQUAD-Local-CWND). It also shows results for similar experiments
when SABR-recommended network bottleneck bandwidth is used to set the initial
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stream congestion window. We emphasize that our approach does not modify the
flow-control algorithm used in QUIC and ensures that the minimum and maximum
settings for connection-based and stream-based congestion windows remain the same.
Our approach only uses a value within the range specified by the stream-based flow
control and can hence, be easily plugged in to other congestion control algorithms as
well. It is interesting to note that using the most recently measured download rate
to set the initial congestion window provides QoE that is only marginally below QoE
obtained when SABR’s bottleneck bandwidth information is used to select bitrate
qualities for download. This leads us to conclude that for QUIC-based clients, a CDN
provider can improve QoE for all clients by incorporating application-based congestion
control without necessarily incurring the management overhead of SABR. It is also
noteworthy that using ARIMA-based bandwidth predictions provided by SABR to
set the initial stream congestion window results in significantly worse QoE because of
the coarse-granularity of these predictions. We reiterate that our implementation uses
a measurement window of 10s as the input to the ARIMA model (Ref. 5.2.2) that
predicts an averaged bottleneck bandwidth 2s into the future. Since congestion control
at the transport layer operates at a much finer granularity than the segment download
buffer at the application layer, it is more affected by short term competing traffic in
the recent past than historical congestion events. With this insight, we implement
an approach, where the application layer uses bandwidth recommendations provided
by SABR, whereas the transport layer uses the most recently measured download
rate in order to set the initial stream congestion window. Results obtained in Fig.
6.3, denoted SQUAD-Globalnorep -SABR-CWND, shows that little or no improvement
is seen in the average quality bitrate, AQB, and we attribute this to the fact that
SABR causes clients to switch between content sources and therefore, prior download
rate measurements are not an accurate representation of the available bandwidth to
the current cache. Moreover, optimizing congestion control in user-space requires
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further application-based analysis of the work presented in [160], which we reserve for
a future study. Overall, we conclude that although using SABR for managing CDN
systems improves overall cache hit rate, network utilization and application QoE,
a QUIC-based cross-layer ABR streaming system experiences comparatively higher
QoE without incurring the management overhead of SABR and thus, can be ideally
used in partial deployments of SABR. We also observe that SABR-based systems
only benefit slightly from using the measured download rate to set the stream-based
congestion window.

6.2.1.3

QUIC and TCP Fairness

We note that although QUIC is implemented in the Chromium browser today1 ,
other browsers still use TCP as the transport layer. Therefore, we believe it is important to analyze the interim case, where QUIC and TCP streams co-exist in the
network [108]. In Sects. 4 and 4.4, we have already seen that QUIC is unfair to
TCP-based clients since it uses a higher initial congestion congestion window and
NACKs to allow more bytes in flight, thereby leading to an overestimation of available network bandwidth. In this section, we run experiments in a round-robin fashion
where QUIC and TCP clients are started 1s apart starting from clients in GroupA to
GroupD in a sequential manner such that QUIC and TCP clients compete for content
from similar caches. In Fig. 6.4, we see that when SABR recommendations are not
used, QUIC and TCP do not obtain a fair-share of the bandwidth which leads to a
significantly high rebuffering for 20% of TCP clients. The ‘Local’ caching strategy
described in the previous experiment is also used here. Further, we run a set of experiments where TCP and QUIC clients compete with each other in the network-assisted
setup where Globalnorep caching is enabled. The hypothesis for this experiment is that
using SABR recommended download rate values instead of measured rates in QUIC
1

https://www.chromium.org/quic/playing-with-quic

141

1

1

TCP
QUIC
SABR-TCP
SABR-QUIC

0.8

TCP
QUIC
SABR-TCP
SABR-QUIC

0.8

0.6

CCDF

CDF

0.6

0.4

0.4

0.2

0.2

0
0

1

2

3

4

0

5

0

10

20

Playback Bitrate [Mbps]

30

40

50

60

70

Nr of quality switches

(a)

(b)
1

1
TCP
QUIC
SABR-TCP
SABR-QUIC

0.8

TCP
QUIC
SABR-TCP
SABR-QUIC

0.9
0.8
0.7
0.6

CCDF

CCDF

0.6

0.5
0.4

0.4

0.3
0.2

0.2

0.1

0

0

0

2000

4000

6000

8000

0

5

10

15

20

25

30

Rebuffering Ratio [%]

Spectrum

(c)

(d)

Figure 6.4: Measuring QUIC and TCP Fairness with SABR. 60% of TCP and QUIC
clients exhibit nearly equal average quality bitrate when SABR is used. Rebuffering
ratio is considerably less, especially for TCP clients when SABR is used.

should provide a fair share of available bandwidth and therefore, an equal distribution
of bitrate qualities to all participating clients. Fig. 6.4c shows nearly identical spectrum values for QUIC and TCP-based clients when SABR is used. Moreover, Fig.
6.4a shows that 60% of TCP and QUIC clients experience the same average quality
bitrate, AQB. We additionally computed Jain’s fairness index for the average quality
bitrates measured across TCP and QUIC clients and find that using SABR improves
fairness by an average of 5% indicating that SABR organically introduces fairness
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for partial QUIC deployments. An interesting observation can be made from Fig.
6.4d that using SABR in a partial deployment also contributes to reduced rebuffering
ratio, where the number of clients that experience rebuffering is reduced by 10% in
the case of both TCP and QUIC clients, while still providing significantly higher average quality bitrates. From Fig. 6.4b, we also note that the average quality bitrate
for QUIC clients seems to closely match the MPD qualities presented to the client.
Although further analysis of this phenomenon is out of the scope of this work, we
believe an interesting future direction could be optimizing MPD lengths for QUIC
clients.

6.3
6.3.1

Related Work
Network-assisted QUIC solutions

The authors of [161] design and implement SAND/3 a network management approach for QUIC-based video streaming. Their approach mainly consists of centralized management components that generate user-specific MPDs, allocate paths to
clients and collects user profile information in order to make appropriate network allocations for QoE management. Hayes et al. [162] present an hybrid MPTCP/QUIC
management approach using SDN, where their system manages video VR streaming
applications by defaulting to QUIC when multiple paths are not available for video
download. In [163], Hussein et al. present a design that implements a secure transport layer using SDN for establishing QUIC connections. Unlike the above, our work
provides measured network information to clients such that they can make informed
decisions about bitrate qualities and content sources specifically for ABR streaming
clients.
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6.3.2

Cross-layer protocols for video streaming

While approaches such as TCP Hollywood [25] have developed TCP-based implementation to improve the existing transport layer for video applications, others have
developed optimized approaches over UDP. Popular RTP/RTCP schemes that use
UDP-based cross-layer approaches include Google Congestion Control (GCC) [43],
Network-Assisted Dynamic Adaptation (NADA) [44] and Self-Clocked Rate Adaptation for Multimedia (SCReAM) [45]. These approaches use clocks to measure network
delay and Explicit Congestion Notification (ECN) to estimate loss in the network.
Feedback and rate control is generally applied at the sender, which in the case of
video conference applications occur on both end systems at different times. While
such schemes are well suited for teleconferencing applications, the video encoding
efficiency at such speeds is insufficient for on-demand and live video service delivery.
We also note that existing HTTP/2 approaches may use this feature for chunked
download requests [28] but they do not operate at the kernel-based TCP congestion control and therefore, we classify such approaches as a short-term, sub-optimal
solutions.
To the best of our knowledge, we are the first to implement congestion-aware
ABR streaming using the QUIC transport layer. Through our measurements in a
real-world testbed, we see that sizable QoE improvements can be made with the use
of CA-SQUAD.

6.4

Conclusion

In this chapter, we first analyzed the QoE experienced by QUIC-based streaming clients when network assistance was provided and discovered that QUIC clients
experience performance improvements similar to TCP clients with the use of SABR.
Further, we conduct a preliminary study of a cross-layer congestion control approach
specifically suited for a rate-based ABR streaming algorithm, SQUAD and show that
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sizable QoE improvements are possible by feeding measured download rate from the
application layer to the transport layer. However, these improvements are not seen
when using a similar approach with centralized network bandwidth predictions chiefly
because these measurements are provided on a coarser granularity and are insufficient
for predicting short-term bandwidth fluctuations as required by the transport layer.
In the next chapter, we provide a summary of contributions made by this dissertation, followed by a glimpse into possible future avenues that may be explored as
extensions.
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CHAPTER 7
CONCLUSION AND FUTURE WORK

7.1

Conclusion

With the evolution of hand-held devices and the availability of ubiquitous, wireless
connectivity over the last decade, there has been a tremendous growth in the number
of video streaming users across the globe. In order to keep up with this growth, the
Internet research community has invented several solutions including both end system
protocols and network management systems. In this dissertation, we make significant
contributions to both these avenues of Internet video research and summarize them
as follows:

7.1.1

QUIC and UDP-based video streaming

We have analyzed and compare the performance of QUIC and TCP-based video
streaming clients that allow video quality bitrate retransmissions and found that
QUIC, with its use of NACKs and higher congestion window values, significantly
outperforms TCP. Since a large number of devices streaming videos over the Internet
are mobile devices that possess multiple interfaces, we extended the above analysis to
include an evaluation of MPQUIC and showed that stream-aware MPQUIC scheduling is best suited for ABR video streaming systems, especially when the application
layer is tuned to support the transport layer. After discovering that QUIC’s aggressive download rate measurements lead to rebuffering in some cases, we develop a
congestion window aware ABR streaming player that uses a cross-layer approach to
improve QoE.
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7.1.2

Cross-layer approaches to improve video QoE

Here, we analyzed two cross-layer approaches to improve video streaming QoE:
(i) We investigated the feasibility of content name-based routing using Named
Data Networks for ABR streaming systems, with special emphasis on using NFVbased dynamic instantiation for live streaming in ICN networks. We deployed a
custom transport layer on top of ICN to show that live streaming applications can
largely benefit from a content-centric approach to content distribution.
(ii) We leverage the principles of unconventional datapaths in userspace [160] to
usefully affect video streaming by providing bandwidth measurements from the application layer to the underlying transport layer. Our evaluations in a large-scale testbed
experiment show that configuring the initial congestion window at the transport layer
in accordance with the most recently measured state of the network obtained at the
application layer results in significant QoE benefits for a rate-based algorithm such as
SQUAD. We believe that our work opens up several unexplored research avenues for
designing extensive cross-layer approaches that implement application-specific congestion control.

7.1.3

Network-assisted video streaming

We designed a network assisted caching and quality selection architecture for ABR
streaming and presented a real-world testbed evaluation of an SDN-based protocol,
OpenFlow, that provides dynamic control and management required for such an architecture. We conducted this analysis for several caching approaches and also for
QUIC and TCP protocols and find that significant improvements in QoE can be
made with such an approach. In order to reduce the management overhead of such
a system, our design leaves the final decision of bitrate quality selection up to the
client and merely provides suggestions for the content source. We also discovered
that a centralized bandwidth prediction organically serves well to introduce fairness
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when a mix of TCP and QUIC clients exist in the network. We also evaluated an
interesting trade-off between using recently measured download rates to set the initial
stream flow control window versus a network-assisted approach and found that significant QoE improvements for video streaming can be observed by trivially changing
the transport layer in QUIC. While such an approach does not come with the cache
management benefits that our system, SABR, provides it presents a viable solution
for small-scale and partial CDN deployments. We believe that this work opens up
several avenues for future research and highlight some of these possibilities below.

7.2

Future Work

Here, we include some ideas that can potentially inspire future work in the described areas.

7.2.1

Application-header based network management

In this work, we explored a design for network assisted streaming and content
distribution in an SDN environment. With the advent of 5G and mobile-edge computing (MEC) [165], application-aware network management systems have recently
seen the light of day (see Fig. 7.1). In our introductory work [164], we design and
evaluate a P4-based [166] approach to differentiate traffic application layer-based information such as the StreamID and our evaluations, even in a software switch-based
setup, predict that significant QoE benefits may be possible. Fig. 7.1 shows an example of an architecture that envisions SDN-based edge and core networks, where
the edge network may be more sophisticated than what is implemented today. In
particular, with computation and storage moving closer to the edge, the core network
may be accessed less frequently than it is today. Since edge networks are relatively
smaller compared to the core, it may be feasible and interesting to employ application header-based traffic engineering techniques at the edge. While our prior work
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Figure 7.2: Tile-based 360 video streaming: A viewport consists of four tiles

explores HTTP/2 as a viable candidate, future research could explore QUIC, which
has recently been touted as the standard for HTTP/3 [42]. As the industry converges towards HTTP/3, such an approach can result in application-aware network
management systems which will soon become relevant. We also note that 360 video
streaming systems that simultaneously download several streams may benefit further
from such an approach.

7.2.2

QUIC-based 360 video streaming

In this dissertation, we explored several transport and network management approaches focussed on ABR video streaming, which generally downloads content sequentially except when multiple bitrate quality requests are made simultaneously.
However, in order to mitigate data download redundancy, several ABR streaming
players today adopt a conservative approach to retransmission scheduling. An example of tile-based 360 streaming is shown in Fig. 7.2 divides a 360 video frame into
16 tiles, where a viewport consists of at least 4 tiles. The use of QUIC streams to
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simultaneously download these tiles has been recently shown to improve QoE [167].
Insights from our MPQUIC work can be used to develop an extension of this approach
in order to prioritize relevant viewport downloads over multiple interfaces.

7.2.3

Control Plane based congestion control for video application

As we have seen in Sect. 6.1, using application-based measurements to provide
information to the congestion control at the transport layer has several benefits for
QoE of on-demand, rate-based ABR streaming applications. Similarly, the in-network
caching approach inherently incorporated by ICN-based implementations such as
NFD, provides improved caching and QoE performance in live video streaming applications as presented in Chapter 3. Although we provide several insights to make
a case for application-based congestion control, we do not design or implement an
application-specific congestion control algorithm in this dissertation. We note that
several congestion control mechanisms rely on latency measurements to estimate loss
and delay in the network. However, historical information obtained from a stateful
application layer or an external control plane may be used to redesign such an approach. For example, with short segment transfers, using an algorithm like CUBIC
at the transport layer could mean that a segment is never downloaded at the rate
of the available bandwidth in the network. Short segment transfers may, therefore,
employ a more aggressive window growth at the transport layer in order to obtain a
more reliable download rate measurement.
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