Abstract. We prove that every positive solution of the following difference equation:
Introduction
The nonlinear difference equation [6] and the references therein. For rational difference equations of order greater than two, several results have been obtained in [1, 2, 3, 4, 5] . Recently, in [7] , G. Ladas conjectured that every positive solution of the third order rational difference equation
converges to a period two solution.
Here we prove this conjecture using a general convergence result established in [3] . We also prove that every nontrivial solution of (1.2) oscillates.
Preliminaries
For the proof of our main convergence result in Section 4, we will need the following global convergence theorem established in [3] (see also [2] The proof of this theorem is based on the method of full limiting sequences developed by G. Karakostas [4] , and it may be found in [3] . It was applied there to investigate the periodic character of the difference equation
In this paper, we use Theorem A to study the asymptotic behavior of the solutions of Eq. (1.2).
Oscillation
Consider Eq. (1.2). Once the positive values x −3 , x −2 , and x −1 are specified, the solution of (1.2) is uniquely determined. As in [1, p. 3258], we define the equilibrium or trivial solution, x, to be the solution of (1.2) obtained by setting
We will prove that any nontrivial solution of (1.2) oscillates around x = 2. That is, there will be a "string" of consecutive values of x n such that x n ≥ 2. This set of elements will be called a positive semicycle. This will be followed by another "string" of consecutive solution values x n such that x n < 2. This set of elements will be designated as a negative semicycle. Oscillation means that for any N , there exist positive and negative semicycles with elements x n where n > N.
We have the following theorem. Proof. We will prove oscillation by showing there is an upper bound of 5 for the maximum number of elements in both a positive and a negative semicycle. We consider positive semicycles first and argue various cases. Suppose x n−5 = 2. Consider x n−4 . If x n−4 < 2, then x n−4 begins a negative semicycle. Suppose x n−4 = 2. Then x n−3 > 2, since otherwise x n is the trivial solution. From (1.2) , if x n−5 = x n−4 = 2, then x n−2 = 2. However, since x n−2 = 2 and x n−3 > 2, (1.2) implies x n < 2. Thus x n starts a negative semicycle.
Next, suppose x n−4 > 2 (and x n−5 = 2). Then (1.2) implies x n−2 > 2. If x n−3 < x n−4 , then x n−1 < 2 and starts a negative semicycle. Thus, suppose x n−3 ≥ x n−4 . Then x n−1 ≥ 2. So we have x n−5 = 2, x n−3 ≥ x n−4 > 2, x n−2 > 2, and x n−1 ≥ 2.
Case 1: x n−2 < x n−3 . Then (1.2) implies x n < 2. Case 2: x n−2 ≥ x n−3 . This means
Hence, if x n−5 = 2, there can be at most 4 additional consecutive elements with solution values ≥ 2. Suppose x n−5 > 2. If x n−4 < x n−5 , then x n−2 < 2. Thus, we assume x n−4 ≥ x n−5 (> 2). If x n−3 < x n−4 , then x n−1 < 2. So, assume x n−3 ≥ x n−4 , which means x n−1 ≥ 2. Then
which means x n starts a negative semicycle. In summary, if x n−5 ≥ 2, there can be at most four consecutive additional solution elements with values ≥ 2.
Next we consider negative semicycles and begin by assuming x n−5 < 2. If x n−4 ≥ x n−5 , then (1.2) implies x n−2 ≥ 2, which marks the beginning of a positive semicycle. Thus, we may suppose x n−4 < x n−5 . In a similar fashion, we may assume x n−3 < x n−4 , which means x n−1 < 2. Then
Accordingly, if x n−5 < 2, there can be at most 4 additional consecutive solution elements with values < 2. The previous arguments imply that any nontrivial solution of (1.2) oscillates and that positive and negative semicycles can have length at most 5. To exhibit a positive semicycle of length 5, let x n−5 = 3, x n−4 = 4, and x n−3 = 4. To exhibit a negative semicycle of length 5, let x n−5 = 3/2, x n−4 = 5/4, and x n−3 = 9/8. This completes the proof of Theorem 3.1.
Period two solutions
The main result in this section is the following convergence theorem. 
Using various iterates of Eq. (1.2), we obtain
.
By substituting (n − 3) for (n + 2) in the last expression and utilizing Eq. (1.2) again, we obtain for n ≥ 5 that
. 
and I = (0, ∞). It is clear that F (z 1 , z 2 , z 3 , z 4 ) is strictly increasing in all its arguments and
Therefore by Theorem A, y n converges. Hence, by (4.2), it follows that the sequences {x 2s } and {x 2s+1 } are both convergent, which completes the proof. 
