This paper intends to give some new estimates for Tsallis relative operator en-
Introduction and Preliminaries
Let B (H) be the algebra of all (bounded linear) operators on a complex Hilbert space H.
An operator A on H is said to be positive (in symbol: A ≥ 0) if Ax, x ≥ 0 for all x ∈ H.
We write A > 0 if A is positive and invertible. For self-adjoint operators A and B, we write A ≥ B if A − B is positive, i.e., Ax, x ≥ Bx, x for all x ∈ H. We call it the usual order. In In [5] , for A, B > 0, relative operator entropy was defined by
For A, B > 0, the Tsallis relative operator entropy is defined as follows (see [13] ) 
Proof. In the previous paper (see the estimate (2.6) in [7] ), the authors stated that if 0 < b ≤ a
and v ∈ [0, 1], then
where ξ (t) and ψ (t) are defined as in (2.1). By taking the logarithm we obtain
Now, by setting t = A − 1 2 BA − 1 2 and then multiplying both sides by A 1 2 we deduce the desired result.
Remark 2.1. Dragomir in [2, Theorem 2] has proved the following inequalities
To compare Theorem 2.1 and Dragomir's result, it is sufficient to compare the following inequalities for 0 < x ≤ 1:
where v ∈ [0, 1], r = min {v, 1 − v}, R = max {v, 1 − v} and K (x) = (x+1) 2 4x . As we mentioned in [7, Proposition 3.1], there is no ordering between K r (x) and m v (x) (and also between K r (x) and M v (x)). Therefore we conclude that Theorem 2.1 is not a trivial result.
It seems worthwhile to point out the following remark.
Let v ∈ (0, 1]. As we mentioned in [12, Remark 1] , for x ≥ 1 we have
It follows from (2.2) that
Actually, the first inequality in (2.4) is equivalent to the inequality
The second and third inequalities in (2.4) are straightforward from (2.2). The forth inequality in (2.4) is equivalent to the inequality for x > 0 and 0 < v ≤ 1,
Remark 2.3. We know that (see [11, Remark 2.11] ) if x > 0 and v / ∈ [0, 1], then
is convex for all t > 0 and v ∈ [−1, 0]. This follows from the following fact
Using the Hermite-Hadamard inequality, one can get
The above inequality entails that
, so we omit details). Thus, inequality (2.6) provides a refinement and a reverse for the inequality (2.5).
for any s ∈ J.
Applying functional calculus for the positive operator A − 1 2 BA − 1 2 , we get
for any s ∈ J. By multiplying both sides by A 1 2 we deduce the second inequality. On the other hand, from inequality (2.7), we get
Multiplying A 1 2 from both sides, we have the first inequality. 
for α > 0 and 0 < v ≤ 1. We see the first inequality of (2.8) is just same to one in Theorem 2.2 with t = 1 α . However, its proof is an entirely different proof to [9, Theorem 3.6].
The second inequalities of (2.8) and in Theorem 2.2 with s = 1 α are different. In order to compare these, we have to compare g v (s, t) :
for v ∈ [−1, 0) ∪ (0, 1] and s, t > 0. However there is no ordering between them. Actually, we have f 0.5 (0.1, 1) ≃ 1.01096 and f 0. For the limit of v → 0 in Theorem 2.2 we have
In addition, if we take t = 1 α and s = α in the above, then we obtain the known inequalities
Furthermore, if we put α = 1 above, then we recover
See [9] for these known inequalities, for example.
Extending a work of Fujii [6] for relative operator entropy, Furuichi et al. [9, Proposition 2.3] obtained:
where Φ : B (H) → B (H) is a unital positive linear map. In the following, we try to improve inequality (2.9), which is often called the monotonicity for Tsallis relative operator entropy. 
Proof. First, we need the following inequality from [11, Theorem 3.1], which connects both sides of the Ando's inequality [1] :
for v, µ ∈ [0, 1]. Integrating the inequality (2.10) over µ ∈ [0, 1], we obtain
By virtue of (2.11), we have
It follows from the linearity of
. This completes the proof.
We close this section by giving a complementary inequality of (2.9). 
for any s, t ∈ J and v ∈ [0, 1].
Proof. It follows from the first inequality in Theorem 2.2 that
This implies
On the other hand, the second inequality in Theorem 2.2 implies
Adding (2.13) to (2.14), we infer the desired inequality.
Remark 2.5. For the limit of v → 0 in Proposition 2.1, we obtain the inequality:
another look at Tsallis relative operator entropy
Entropies are usually defined by the use of logarithmic functions. They can be redefined by the use of exponential functions in artificially formal. We study relative operator entropies defined by exponential functions and give some operator inequalities for them. We here use It is known that Shannon entropy is defined by logarithmic function as H(p) = − n j=1 p j log p j for probability distribution p = (p 1 , · · · , p n ), where p j ≥ 0 and n j=1 p j = 1. Putting p j = e −s j , we can rewrite H(p) as H exp (s) = n j=1 s j e −s j , with s j ≥ 0. For Tsallis entropy T v (p) = n j=1 p j ln v 1 p j can be rewritten as T exp v (s) = n j=1 s j exp −v (−s j ) with s j ≥ 0, by putting 1 p j = exp v (s j ). Similar modifications happen for the relative entropy D(p|q) = n j=1 p j (log p j − log q j ) and the Tsallis relative entropy T v (p|q) = n j=1 p 1−r j (ln v p j − ln v q j ), for probability distribution q = (q 1 , · · · , q n ), where q j ≥ 0 and n j=1 q j = 1. By putting actually p j = e −s j and q j = e −t j , we can rewrite the relative entropy as D exp (s|t) = n j=1 (t j − s j )e −s j . Putting by 1 p j = exp v (s j ) and 1 q j = exp v (t j ), we can rewrite the Tsallis relative entropy as
We note that As we have seen some entropies can be written by exp(x) and exp v (x) without ln(x) and ln r (x). However we give nothing for information theoretical insights for our quantities. In this note, we just give mathematical inequalities for the relative operator entropies redefined by exp(x) and exp v (x).
We give scalar inequalities for the function exp v (t) below.
Proof.
Consider the function f v (t) = (1 + vt)
Now using the well-known Hermite-Hadamard inequality for convex (concave) function f v (t),
we infer the desired result.
Utilizing the definition of the v-exponential function exp v (t) defined for t > 0 and v ∈ [−1, 0) ∪ (0, 1], we can define
where A, B ∈ B (H) are two positive invertible operators. It is easy to see that lim v→0 exp v (t) = exp(t). So we have
It is notable E (A|B) and E v (A|B) are special cases for the perspective [3, 4] . Lemma 3.1 implies the following operator inequalities. 
We also have the following relations among four operators. 
where S (A|B) and T v (A|B) are relative operator entropy [14] and Tsallis relative operator entropy [16] , respectively.
Proof. The first inequality in (3.2) and the last inequality in (3.3) follows directly from [15, Proposition 3.1]. We know that for each t > 0, exp v (t) ≤ exp(t), (0 < v ≤ 1) ,
these gives the last and the first inequality in (2.1) and (3.3), respectively. On the other hand for each t > 0,
Proof. According to [17, Theorem 1.5] ,
