The main aim of this paper is to provide a new feedback law for the heat equations in a bounded domain Ω with Dirichlet boundary condition. Two constraints will be compulsory: First, The controls are active in a subdomain of Ω and at discrete time points; Second, The observations are made in another subdomain and at different discrete time points. Our strategy consists in linking an observation estimate at one time, minimal norm impulse control, approximate inverse source problem and rapid output stabilization.
Introduction
Let Ω ⊂ R d , d ≥ 1, be a bounded domain, with a C 2 boundary ∂Ω. Let V be a function in L ∞ (Ω) with its norm · ∞ . Define
Write e tA , t ≥ 0 for the semigroup generated by A on L 2 (Ω). It is well-known that when V = 0, the semigroup e tA , t ≥ 0 has the exponential decay with the rate α 1 , which is the first eigenvalue of −∆ with the homogeneous Dirichlet boundary condition. The aim of this study is to build up, for each γ > 0, an output feedback law F γ so that any solution to the closed-loop controlled heat equation, associated with A and F γ , has an exponential decay with the rate γ. Further, two constraints are imposed: We only have accesses to the system at time 
T
, ∀n ∈ N .
(1.1)
Here, y (nT − ) denotes the left limit of the function: t → y (t) (from [0, ∞) to L 2 (Ω)) at time nT ; 1 ω 2 denotes the zero-extension operator from L 2 (ω 2 ) to L 2 (Ω) (i.e., for each f ∈ L 2 (ω 2 ), 1 ω 2 (f ) is defined to be the zero-extension of f over Ω); 1 * ω 1 stands for the adjoint operator of 1 ω 1 ; F γ is a linear and bounded operator from L 2 (ω 1 ) to L 2 (ω 2 ). The operator F γ is what we will build up. The evolution distributed system (1.1) is well-posed and can be understood as the coupling of a sequence of heat equations: y (t) := y 0 (t) , if t ∈ [0, T ) y n (t) , if t ∈ [nT, (n + 1) T ) for any n ∈ N, where    ∂ t y 0 − ∆y 0 + V y 0 = 0 , in Ω × (0, T ) ,
and    ∂ t y n − ∆y n + V y n = 0 , in Ω × (nT, (n + 1) T ) , y n = 0 , on ∂Ω × (nT, (n + 1) T ) , y n (nT ) = y n−1 (nT ) + 1 ω 2 F γ 1 * ω 1
Throughout this paper, we denote by · and ·, · the norm and the inner product of L 2 (Ω) respectively. The notation · ω 1 and ·, · ω 1 will mean the norm and the inner product of L 2 (ω 1 ) respectively. We write L (H 1 , H 2 ) for the space consisting of all bounded linear operators from one Hilbert space H 1 to another Hilbert space H 2 . Lastly, we introduce the set {λ j } ∞ j=1 for the family of all eigenvalues of −A so that λ 1 ≤ λ 2 ≤ ·· ≤ λ m ≤ 0 < λ m+1 ≤ · · · and lim 2) and let {ξ j } ∞ j=1 be the family of the corresponding orthogonal normalized eigenfunctions. The main theorem of this paper will be precisely presented in section 5. It can be simply stated as follows: For each γ > 0, there is F γ ∈ L (L 2 (ω 1 ) , L 2 (ω 2 )) and a positive constant C γ (depending on γ but independent of t) so that each solution y to the equation (1.1) satisfies the inequality: y (t) ≤ C γ e −γt y (0) for any t ≥ 0 .
(1.3)
We now give two comments on this result. First, the aforementioned F γ has the form:
e λ j T /2 g j , p ω 1 f j (x) for any p ∈ L 2 (ω 1 ) .
(1.4)
Here, K γ ∈ N is the number of all eigenvalues λ j which are less that γ + ln2 T ; g j and f j are vectors in L 2 (ω 1 ) and L 2 (ω 2 ) respectively. These vectors are minimal norm controls for a kind of minimal norm problems which can be given by constructive methods. Second, the operator norm of F γ is bounded by C 1 e C 2 γ , with C 1 > 0 and C 2 > 0 independent of γ.
We next explain our strategy and key points to prove the above-mentioned results. First, we realize that if a solution y to the equation (1.1) satisfies the inequality: + n T for all n ∈ N , then (1.3) holds. Next, by the time translation invariance of the equation, we can focus our study on the interval + n T . And the problem of stabilization is transferred into the following approximate controllability problem (of the system (1.1) over the above interval): Find a control in a feedback form driving the system from each initial datum y + n T with the above estimate. When building up the feedback law, we propose a new method to reconstruct approximatively the initial data y 1 4 + n T from the knowledge of 1 * ω 1 y 1 2 + n T . All along such process, we need to take care of the cost of F γ . Naturally, we may expect that smaller is e −γT , larger is the cost. It is worth mentioning, that by projecting the initial data y 1 4 + n T into subspaces span ξ 1 , · · ·, ξ Kγ and span ξ Kγ+1 , ξ Kγ+2 , · · · respectively, we have
+ n T where P Kγ denotes the orthogonal projection of L 2 (Ω) onto the second subspace. Therefore, there is no interest to control the initial data P Kγ y 1 4 + n T when λ Kγ +1 ≫ γ. This suggests the form of our feedback law.
In our analysis, a precise estimate is established and we will build the output stabilization law via some minimal norm impulse control problems. It requires to link the approximate impulse control and a quantitative unique continuation estimate called observation at one time. Our program follows the orientation described in [Li] where stabilization, optimal control and exact controllability for hyperbolic systems are closely linked. Here, exact controllability for the wave equation is replaced by approximate impulse control for the heat equations.
Several notes are given in order.
1. Impulse control belongs to a class of important control and has wide applications.
In many cases impulse control is an interesting alternative to deal with systems that cannot be acted on by means of continuous control inputs, for instance, relevant control for acting on a population of bacteria should be impulsive, so that the density of the bactericide may change instantaneously; indeed continuous control would be enhance drug resistance of bacteria (see [TWZ] ). There are many studies on optimal control and controllability for impulse controlled equations (see, for instance, [BL1] , [R] , [BL2] , [LM] , [Z] , [LY] , [BC] , [DS] , [MR] , [OS] , [Be] and references therein). However, we have not found any published paper on stabilization for impulse controlled equations. From this perspective, the problem studied in the current paper is new.
In the system (1. T (for all n ∈ N) and then add the controls at time points nT . In this way, we can not only save observation and control time, but also allow the control time nT having a delay with respect to the observation time n − 1 2 T . Sometime, such time delay could be important in practical application.
2. Stabilization is one of the most important subject in control theory. In most studies of this subject, the aim of stabilization is to ask for a feedback law so that the closed loop equation decays exponentially. The current work aims to find, for each decay rate γ, a feedback law so that the closed loop equation has an exponential decay with the rate γ. Such kind of stabilization is called the rapid stabilization. About this subject, we would like to mention the works [K] , [U] , [CCr] , [V] , [CCo] , [CL2] , and [CL1] .
3. When observation region is not the whole Ω, the corresponding stabilization is a kind of output stabilization. Such stabilization is very useful in applications. Unfortunately, there is no systematic study on this subject, even for the simplest case when the controlled system is time-invariant linear ODE (see [Br] ). Most of publications on this subject focus on how to construct an output feedback law for some special equations (see, for instance, [I] , [Cu] , [YY] , [Co] , [NS] and references therein). Our study also only provides an output feedback law for a special equation.
4. In this paper, we present a new way to build up the feedback law. In particular, the structure of our feedback law is not based on LQ theory or Lyapunov functions (see, for instance, [Ba] and [C] ).
5. In the current study, one of the keys to build up our feedback law is the use of the unique continuation estimate at one time, established in [PWZ] (see also [PW] and [PW1] ). Some new observations are made on it in this paper (see Theorem 2.1, Remark 2.2 and Remark 2.3).
6. The following extensions of the current work should be interesting: The first case is that V depends on both x and t variables; The second case is that the equation is a semi-linear heat equation; The third case is that the equation is other types of PDEs.
The rest of this paper is organized as follows. Section 2 provides several inequalities which are equivalent to the unique continuation estimate at one time. Such observation estimates are used in Section 3 in which we deal with the impulse control problem. In Section 4, we link the impulse control problem with an approximate inverse source problem. Finally, Section 5 presents the main result, as well as its proof.
Observation at one time
In this section, we present several equivalent inequalities. One of them is the unique continuation estimate at one time built up in [PWZ] (see also [PW] and [PW1] ). (i) There are two constants C 1 > 0 and β ∈ (0, 1), which depend only on Ω and ω, so that for all t > 0 and Φ ∈ L 2 (Ω),
(ii) There is a positive constant C 2 , depending only on Ω and ω, so that for each λ ≥ 0 and each sequence of real numbers {a j } ⊂ R,
(iii) There is a positive constant C 3 , depending only on Ω and ω, so that for all θ ∈ (0, 1),
There is a positive constant C 3 , depending only on Ω and ω, so that for all ε, β > 0,
(v) There is a positive constant c, depending only on Ω and ω, so that for all ε > 0, t > 0 and Φ ∈ L 2 (Ω),
Here ln
Moreover, constants C 3 in (iii) and (iv) can be chosen as the same number, and c = 4C 3 in (v).
Remark 2.2 We would like to give several notes on Theorem 2.1.
1. The inequality in (i) of Theorem 2.1 implies a quantitative version of the unique continuation property of heat equations built up in [L] (see also [EFV] ). Indeed, if
, then e tA Φ = 0, which, together with the backward uniqueness for heat equations, implies that Φ = 0. Moreover, such inequality is equivalent to a kind of impulse control, with a bound on its cost, which will be explained in the next section. Further, such controllability is the base for our study on the stabilization. 2. In the following studies of this paper, we will essentially use the inequality in (iii) of Theorem 2.1. However, other inequalities seem to be interesting independently. For instance, when V = 0, the inequality in (ii) of Theorem 2.1 is exactly the LebeauRobbiano spectral inequality (see [LR] , [JL] or [LZ] ). Here, we get, in the case that V = 0, the same inequality, and find how the constant (on the right hand side of the inequality) depends on V ∞ .
3. It deserves to mention that all constant terms on the right hand side of inequalities in Theorem 2.1 have explicit expressions in terms of the norm of V and time, but not Ω and ω.
4. It was realized that when V = 0, the inequality in (i) of Theorem 2.1 can imply the inequality (ii) of Theorem 2.1 (see Remark 1 in [AEWZ] ).
5. The key ingredient why the inequality in (i) and the one in (ii) of Theorem 2.1 are equivalent is that the evolution e tA is time-invariant. We would like to mention that the inequality in (i) of Theorem 2.1 was proved in [PWZ] (see also [PW] and [PW1] ) for the case when V = V (x, t) (i.e., for the evolutions with time-varying coefficients). However, for the time-varying evolutions, we do not know whether (iii), (iv) and ( 
the following inequality is not true:
(Ω) and ε > 0 .
We now explain why the optimality in Remark 2.3 is true. According to Proposition 5.5 in [LL] , there exist C ′ 0 > 0 and n 0 > 0 so that for each n ≥ n 0 , there is {a n,j }
Define, for each n ∈ N,
e λ j t a n,j ξ j and δ n := 1 2 e −nt .
Therefore, we find that for each n ≥ n 0 ,
λ j ≤n a n,j ξ j + δ n e nt λ j ≤n a n,j ξ j ≥ 1 2 λ j ≤n a n,j ξ j + δ n λ j ≤n e λ j t a n,j ξ j
Meanwhile, it follows from the definition of δ n that for each n ∈ N,
Gathering all the previous estimates, we see that
which leads to the following property: There exists
The rest of this section is devoted to the proof of Theorem 2.1.
Proof. We organize the proof of Theorem 2.1 by several steps.
Step 1: On the proposition (i).
The conclusion (i) has been proved in [PWZ] (see also [PW] and [PW1] ).
Step 2: To prove that (i) ⇒ (ii).
Let C 1 > 0 and β ∈ (0, 1) be given by (i). Arbitrarily fix λ ≥ 0 and {a j } ⊂ R. By applying the inequality in (i), with Φ = λ j <λ a j e λ j t ξ j , we get that
which implies that
(2.1)
∞ and β ∈ (0, 1), we see that
This, along with (2.1), leads to the conclusion (ii), with C 2 =max
Step 3: To show that (ii) ⇒ (iii).
Arbitrarily fix λ ≥ 0, t > 0 and Φ = j≥1 a j ξ j with {a j } ⊂ ℓ 2 . Write
Then by (ii), we find that
This, along with the triangle inequality for the norm · ω , yields that
Hence, it follows that
Combining the above estimate with the following inequality:
we have that for all ρ ∈ (0, 2) and λ ≥ 0,
Since λ was arbitrarily taken from [0, ∞), we choose
which is the inequality in (iii) with θ = ρ/2.
Step 4: To show that (iii) ⇒ (iv). We write the inequality in (iii) in the following way:
Notice that for any real numbers E, B, D > 0 and θ ∈ (0, 1)
Then by taking β = θ 1−θ in the last inequality, we are led to the inequality in (iv) with the same constant C 3 as that in (iii). (The above equivalence can be easily verified by using the Young inequality and by choosing ε = θ
Step 5: To show that (iv) ⇒ (v).
We write the inequality in (iv) in the following way:
. Next, we optimize the above inequality with respect to β > 0 by choosing β = Υ ln
This implies the inequality in (v), with c = 4C 3 .
Step 6: to show that (v) ⇒ (i).
Next, we choose
and we use the fact that e tA Φ ≤ e t V ∞ Φ to deduce the inequality in (i). This ends the proof.
Impulse control
In this section, we first state our key result on impulse approximate controllability.
Then the following conclusions are true:
Moreover, it holds that
and c > 0 is the same constant than in (v) of Theorem 2.1 .
(ii) There is a unique f solving the following problem:
The proof of Theorem 3.1 will be given in Subsections 3.1-3.2. We now apply Theorem 3.1 to the eigenfunctions {ξ j } ∞ j=1 . More precisely, by choosing z = ξ j in Theorem 3.1, we have the following corollary:
Corollary 3.2 For any 0 ≤ T 1 < T 2 < T 3 and any ε > 0, j ∈ N, there is a pair (
and
where C ε is given in Theorem 3.1. Further, the control function f j can be taken as the unique solution of the problem inf h ω ; h ∈ L 2 (ω) and the property (i) of T heorem 3.1 holds with (z, f ) replaced by (ξ j , h) .
Further we will apply Theorem 3.1 to a finite combination of eigenfunctions. More precisely, we have the following consequence:
Theorem 3.3 Let ω 2 be a non-empty open subset of Ω and K ∈ N. Let 0 ≤ T 1 < T 2 < T 3 and ε > 0. Then for any b = (b j ) j=1,··,K , there is a pair y, f such that
where f j is given by Corollary 3.2 with ω = ω 2 and satisfies
In the study of our stabilization, we will use Corollary 3.2 and Theorem 3.3. The rest of this section is devoted to the proof of Theorem 3.1, and the studies on some minimal norm control problem.
Existence of impulse control functions and its cost
The aim of this subsection is to prove the conclusion (i) of Theorem 3.1. It deserves mentioning what follows: The existence of controls with (i) of Theorem 3.1 is indeed the existence of impulse controls (with a cost) driving the solution of the equation in (i) of Theorem 3.1 from the initial state z to the closed ball in L 2 (Ω), centered at the origin and of radius ε z , at the ending time T 3 .
To prove the conclusion (i) of Theorem 3.1, we let ε > 0 and z ∈ L 2 (Ω). Denote = ε
Notice that ̥ is coercive and therefore ̥ has a unique minimizer w ∈ L 2 (Ω), i.e. ̥(w) = min
But by multiplying by e (T 3 −t)A Φ the system solved by y, one gets
By choosing f = −k1 * ω e (T 3 −T 2 )A w, the above two equalities yield that
Further, one can deduce that
Next, notice that by taking Φ = w in (3.1.1) and by Cauchy-Schwarz inequality, we have
Now, we claim that
When it is proved, we can gather the previous three estimates to yield
As a consequence of our choice of ( , k), we conclude that
From these, we see that the above f satisfies two properties in (i) of Theorem 3.1. It remains to prove the above claim. To this end, we write the inequality in Theorem 2.1 (iii) as follows.
Following the same technique as that used in the proof of Theorem 2.1 (step 5), using the Young inequality, we have that for any ε > 0 and any Φ ∈ L 2 (Ω),
that is equivalent to
. Next, we choose
for any ε > 0, L ≥ t > 0 and Φ ∈ L 2 (Ω). Setting c = 4C 3 (here c > 0 is the same constant than in (v) of Theorem 2.1) and applying the above, with the choices L = T 3 −T 1 , t = T 3 −T 2 , and Φ = w, give the desired claim.
This completes the proof of the conclusion (i) in Theorem 3.1.
Uniqueness of minimal norm impulse control and its construction
The aim of this subsection is to study a minimal norm problem, which is indeed given in (ii) of Theorem 3.1. We will present some properties on this problem (see Theorem 3.4), and give the proof of (ii) of Theorem 3.1 (see (a) of Remark 3.5).
Arbitrarily fix z ∈ L 2 (Ω) \{0} and ε > 0. Recall the following impulse controlled equation
In this subsection, we discuss the following minimal norm impulse control problem (P):
This problem is to ask for a control which has the minimal norm among all controls (in L 2 (ω)) driving solutions of equation (3.2.1) from the initial state z to the closed ball in L 2 (Ω), centered at the origin and of radius ε z , at the ending time T 3 . In this problem, N z is called the minimal norm, while f * ∈ L 2 (ω) is called a minimal norm control, if the solution y of (3.2.1) with f = f * satisfies
The main result of this subsection is as:
The following conclusions are true:
(i) The problem (P) has a unique minimal norm control.
(ii) The minimal norm control f * to (P) satisfies that f * = 0 if and only if the solution y 0 of (3.2.1) with f = 0 satisfies y 0 (T 3 ) ≤ ε z .
(iii) The minimal norm control f * to (P) is given by
where w is the unique minimizer to J :
Remark 3.5 (a) The conclusion (i) of Theorem 3.4 clearly gives the uniqueness in (ii) of Theorem 3.1. This, along with (i) of Theorem 3.1, shows the conclusion (ii) in Theorem 3.1. (b) The construction of the control in (iii) of Theorem 3.4 is inspired by a standard duality strategy used in [FPZ] for the distributed controlled heat equations with a control in
Proof of Theorem 3.4 .-Proof of (i): Write
By the previous subsection, we see that F ad = ∅. Meanwhile, one can easily check that F ad is weakly closed in L 2 (ω). From these, it follows that (P) has a minimal norm control. Suppose that f 1 and f 2 are two minimal norm controls to (P). Then we have that
where N z is given by (3.2.2). Meanwhile, one can easily check that (f 1 + f 2 )/2 is also a minimal norm control to (P). This, along with the Parallelogram Law, yields that
From the two above identities on N z , we find that f 1 = f 2 . Thus, the minimal norm control to (P) is unique. This ends the proof. Proof of (ii): The second conclusion in Theorem 3.4 follows from the definition of Problem (P) (see (3.2.2)) at once. Proof of (iii): To prove the last conclusion in Theorem 3.4, we need the next Lemma 3.6 whose proof will be given at the end of the proof of Theorem 3.4.
Lemma 3.6 The functional J in Theorem 3.4 has the following properties:
(a) It satisfies that
(c) Write w for its minimizer. Then w = 0 if and only if the solution y 0 of (3.2.1) with f = 0 satisfies y 0 (T 3 ) ≤ ε z .
We now show the third conclusion of Theorem 3.4. Notice that when y 0 (T 3 ) ≤ ε z where y 0 is the solution of (3.2.1) with f = 0, it follows respectively from the second conclusion of Theorem 3.4 and the conclusion (c) of Lemma 3.6 that f * = 0 and w = 0. Hence, the third conclusion of Theorem 3.4 is true in this particular case.
We now consider the case where
where y 0 is the solution of (3.2.1) with f = 0. Let w ∈ L 2 (Ω) be the minimizer of the functional J (see (b) of Lemma 3.6). Write
We first claim that
In fact, by (3.2.4) and (c) of Lemma 3.6, we find that w = 0. Then the Euler-Lagrange equation associated to w reads:
Meanwhile, since 1 ω 1 * ω = χ ω , it follows from (3.2.5) that the solution y of (3.2.1) with f = f satisfies
This, together with (3.2.7), indicates that
from which, (3.2.6) follows at once. We next claim that f
To this end, we arbitrarily fix an f ∈ F ad . Then we have that the solution y of (3.2.1) satisfies
(3.2.10)
Notice that we used 1 ω 1 * ω = χ ω , χ ω 1 ω = 1 ω and Cauchy-Schwarz inequality in the last line in (3.2.10); the equality (3.2.7) is applied in the fourth equality of (3.2.10); the inequality (3.2.9) and Cauchy-Schwarz, as well as the formula y (T 3 ) = e (T 3 −T 1 )A z + e (T 3 −T 2 )A 1 ω f , are used in the fifth line of (3.2.10). Now, (3.2.10) clearly leads to (3.2.8).
From (3.2.6) and (3.2.8), we find that f is a minimal norm control to (P). Since the minimal norm control of (P) is unique, we have that f = f * . So the third conclusion of Theorem 3.4 is true.
Finally, we are ready to prove Lemma 3.6.
Proof of Lemma 3.6 .-We will prove conclusions (a), (b) , (c) one by one.
Proof of (a): By contradiction, suppose that (3.2.3) was not true. Then there would be an σ ∈ (0, ε) and a sequence
From (3.2.11), we can assume, without loss of generality, that Φ n = 0 for all n. Thus we can set
is bounded in L 2 (Ω). Then, from the definition of J in Theorem 3.4 , (3.2.13), (3.2.11) and (3.2.12), we find that
(3.2.14)
Meanwhile, by (3.2.13), there is a subsequence of {ϕ n }, denoted in the same manner, so that
for some ϕ ∈ L 2 (Ω). Since the semigroup e tA t≥0
is compact, the above convergence leads to
From (3.2.14) and the convergence in (3.2.16), we find that
which, along with the unique continuation property of heat equations (see (1) of Remark 2.2) yields that ϕ = 0. Then from the definition of J in Theorem 3.4 and the convergence in (3.2.15), we see that
This, along with (3.2.12), leads to a contradiction. Therefore, (3.2.3) is true. Proof of (b): From (3.2.3), we see that the functional J is coercive on L 2 (Ω). Further J is continuous and convex on L 2 (Ω). Thus, it has a minimizer on L 2 (Ω). Next, we show the uniqueness of the minimizer. It suffices to prove that the functional J is strictly convex. For this purpose, we arbitrarily fix
There are only three possibilities: (a) Φ 1 = µΦ 2 for any µ ∈ R; (b) Φ 1 = −µ 0 Φ 2 for some µ 0 > 0; (c) Φ 1 = µ 0 Φ 2 for some µ 0 > 0. In the cases (a) and (b), one can easily check that
In the case (c), we let
, it follows by the unique continuation property of heat equations (see (1) of Remark 2.2) that 1 * ω e (T 3 −T 2 )A Φ 2 ω = 0. Thus, H is a quadratic function with a positive leading coefficient. Hence, H is strictly convex. This, along with (3.2.17), yields the strict convexity of J. Proof of (c): Let y 0 be the solution of (3.2.1) with f = 0. We first show that
In fact, by multiplying by e (T 3 −t)A Φ the system solved by y 0 , we see that
This, along with the definition of J in Theorem 3.4 and the inequality on the left hand side of (3.2.18), yields that for all Φ ∈ L 2 (Ω)
This implies the equality on the right hand side of (3.2.18). Hence, (3.2.18) is true. We next show that
By contradiction, suppose that (3.2.19) were not true. Then we would have that y 0 (T 3 ) > ε z and w = 0 . (3.2.20)
This, along with the first inequality in (3.2.20), yields that
Thus, there is an σ > 0 so that
This, along with the second equation in (3.2.20), indicates that 0 = J (0) = min
which leads to a contradiction. So we have proved (3.2.19). Finally, the conclusion (c) of Lemma 3.6 follows from (3.2.18) and (3.2.19) at once. This ends the proof of Lemma 3.6 and completes the proof of Theorem 3.4.
Best connection between Theorem 3.4 and Theorem 2.1
What we study in this subsection will not have influence on the study of our stabilization. However, it is independently interesting. Consider the following problem (N P) (with arbitrarily fixed ε > 0. Recall that y is the solution of (3.2.1) associated with the initial datum z and control f ):
The quantity N is called the value of the problem (N P). Next, let C > 0 and introduce the following property (
We would like to mention that the property (Q C ) may not hold for some C > 0 and ε > 0. However, we have seen in Theorem 3.1 that given ε > 0, there is
The main result of this subsection is as follows: The value N is the optimal coefficient C so that
Precisely, we have the following result:
Further the connections among the problem (N P), the property (Q C ) and the observation inequalities in Theorem 2.1 are presented in the next Theorem 3.8, which will be used in the proof of the above Theorem 3.7. (ii) The property (Q C ) defined by (3.3.2) is true.
(iii) For any Φ ∈ L 2 (Ω), the following estimate holds:
Proof of Theorem 3.8 .-We organize the proof by three steps as follows:
We first prove that (i) ⇒ (ii). Assume that (i) is true. When z = 0 in L 2 (Ω), we find that (3.3.2) holds for f = 0. Thus, it suffices to show (ii) with an arbitrarily fixed z ∈ L 2 (Ω) \{0}. For this purpose, we write z = z/ z . Let f be the solution to (P) associated to z. Then the solution y of (3.2.1) associated with initial data z and control f satisfies that
Setting f = z f , the solution y of (3.2.1) have the following property:
Thus, to show that the above f satisfies (3.3.2), we only need to prove that f ω ≤ C z . This will be done in what follows: Since f is the solution to (P) associated to z, we have that f ω = N z . This, along with (3.3.1) and (i) of Theorem 3.8, yields that
Hence, (ii) is true.
We next show that (ii) ⇒ (i). Assume that (ii) is true. By contradiction, suppose that (i) were false. Then there would be z = 0 with z ≤ 1 so that N z > C. Let z = z / z . Then we have that
Therefore, we see that there is no f ∈ L 2 (Ω) so that the solution y of (3.2.1), associated with the initial datum z and the control f , has the property:
This contradicts (ii). Hence, (i) stands.
Step 2. To show that (ii) ⇒ (iii).
Suppose that (ii) holds. Then, given z ∈ L 2 (Ω), there is f ∈ L 2 (Ω) so that (3.3.2) holds. Meanwhile, by multiplying by e (T 3 −t)A Φ the system solved by y, one gets
This, along with the inequality (3.3.2), yields that for each Φ ∈ L 2 (Ω),
which leads to the desired observation estimate. Hence, (iii) is true.
Step 3. To show that (iii) ⇒ (ii). Suppose that (iii) is true. Arbitrarily fix z ∈ L 2 (Ω). Denote by y 0 the solution of (3.2.1) with f = 0. In the case that y 0 (T 3 ) ≤ ε z , (3.3.2) holds for f = 0. Thus, we only need to consider the case that (3.3.4) In this case, we let f := 1 * ω e (T 3 −T 2 )A w, where w is the unique minimizer of the functional J, which is given in Theorem 3.4. Then according to (iii) of Theorem 3.4, f is the minimal norm control to (P). By Lemma 3.6 and (3.3.4), we see that w = 0. Then using the Euler-Lagrange equation (3.2.7) and noticing that χ ω = 1 ω 1 Therefore, the remainder is that for each z ∈ L 2 (Ω), there is a control f ∈ L 2 (ω) satisfying that (3.3.8) When z = 0, we can easily get (3.3.8) by taking f = 0. So it suffices to prove (3.3.8) for an arbitrarily fixed z ∈ L 2 (Ω) \{0} . To this end, we let z = z/ z . Denote y the solution of (3.2.1) associated with the initial datum z. It follows from (3.3.1) that
Because the infimum on the left hand side of the above inequality can be reached, there is f ∈ L 2 (ω) so that
where y the solution of (3.2.1) associated with the initial datum z and control f . From these, we see that (3.3.8) holds for f = z f . This ends the proof.
Inverse source problem
This section concerns an inverse source problem: Suppose that we have a solution ϕ of ϕ ′ − Aϕ = 0 with a priori bound on the initial data in L 2 (Ω). The question is how to recover approximatively the initial data from the knowledge of the solution ϕ in the future. This can be done as follows thanks to the impulse control.
Theorem 4.1 Let ω 1 be a non-empty open subset of Ω and K ∈ N. Let 0 ≤ T 1 < T 2 < T 3 and let ϕ be a solution of
Then for any ε > 0, there exists
where C ε is given in Theorem 3.1. Further g j is the control function given in Corollary 3.2 with ω = ω 1 .
Proof .-Step 1: We apply Corollary 3.2 with ω = ω 1 and get the existence of (y j , g j ) such that
and y j (T 3 ) ≤ ε where g j has the desired bound.
Step 2: Write ϕ (T 1 ) = i=1,··,+∞ a i ξ i with a i = ϕ (T 1 ) , ξ i . Then we have that
Hence,
Step 3: Multiply the equation solved by y j by the solution ϕ (
This, along with the Cauchy-Schwarz inequality and step 1, leads to the desired result.
Main result
This section presents the main result of this paper, as well as its proof. We first recall that ω 1 and ω 2 are two arbitrarily fixed open and non-empty subsets of Ω. We next recall that
is the family of all eigenvalues of −A so that (1.2) holds and that {ξ j } ∞ j=1 is the family of the corresponding normalized eigenfunctions. For each γ > 0, we define a natural number K in the following manner:
Next, we define
Denote by {f j } j=1,··,K ∈ L 2 (ω 2 ) the minimal norm control functions obtained by applying Corollary 3.2 with
and ω = ω 2 . Denote by {g j } j=1,··,K ∈ L 2 (ω 1 ) the minimal norm control functions obtained by applying Corollary 3.2 with
and ω = ω 1 . Now for each γ > 0, we define a linear bounded operator F from L 2 (ω 1 ) into L 2 (ω 2 ) in the following manner:
The closed-loop equation under consideration reads:
The main result of this paper is the following theorem:
Theorem 5.1 For each γ > 0, let F be given by (5.3). Then the following conclusions are true:
(i) Each solution y to the equation (5.4) satisfies that
(ii) The operator F satisfies the estimate:
where C is a positive constant independent of γ, depending on Ω, ω 1 ,ω 2 , d, T and V ∞ . Moreover, the manner how it depends on T , d, V ∞ is explicitly given.
Proof .-Step 1:
. In order to have the conclusion (i) in the theorem, it suffices to prove that the solution y of (5.4) satisfies y (L n+1 ) ≤ e −γT y (L n ) for any n ≥ 0. Indeed, thanks to the above inequality, we find that when t ∈ [L n , (n + 1) T ],
≤ e T V ∞ e −nγT y(0) ≤ e T (γ+ V ∞ ) e −γt y(0) , and when t ∈ [(n + 1) T, L n+1 ], y (t) ≤ e (t−(n+1)T ) V ∞ y ((n + 1) T ) ≤ e (t−(n+1)T ) V ∞ y ((n + 1) T ) − + e (t−(n+1)T ) V ∞ F 1 * ω 1 is trivial.
Step 2:
Denote y (L n ) = j=1,··,+∞ a j ξ j and a = (a j ) j=1,··,+∞ . Then one deduces that y (L n ) , ξ j = a j and a ℓ 2 = y (L n ) .
For the rest of the proof, recall that K and ε are given by (5.1) and (5.2) respectively.
Step 3:
Notice that the solution y of (5.4) evolves freely without a control function between in L n , nT +
3T 4
One can check that f = F 1 * ω 1 y n + 1 2
T and y = y + y + y where y is given in step 5, y solves
y ((n + 1) T ) = y ((n + 1) T − ) , and y satisfies
y ((n + 1) T ) = y ((n + 1) T − ) .
Step 7: We estimate y (L n+1 ) = y (L n+1 ) + y (L n+1 ) + y (L n+1 ) as follows.
First, by step 5 and step 4,
Second, by step 3
Third,
Gathering all the previous estimates, one concludes that
with ε ∈ (0, 1). Finally, the choice of K (see (5.1)) gives e −λ K+1 T ≤ 1 2 e −γT , and the choice of ε ∈ (0, 1) (see (5.2)) gives 3e
e −γT , which implies the desired estimate for y (L n+1 ) , that is y (L n+1 ) ≤ e −γT y (L n ) .
Step 8: We treat the boundedness of F as follows: Step 9: We estimate 1/ε and C ε : By the Weyl's asymptotic law for the Dirichlet eigenvalues α j , there is a constant C > 0 (depending only on Ω and d) such that for any µ > 0, card {j ∈ N, α j < µ} ≤ C 1 + µ d/2 .
By the min-max formula, one has
One deduces that there is a constant C > 0 (depending only on Ω and d) such that for any γ > 0
Further, for some constant C > 0 (depending only on Ω and d), we have
We finish the proof by gathering the previous estimates with the definition of C ε , that is C ε (t, s) := e 4s V ∞ e c(1+ 
