Abstract. We prove that for compactly perturbed elliptic problems, where the corresponding bilinear form satisfies a Gårding inequality, adaptive mesh-refinement is capable of overcoming the preasymptotic behavior and eventually leads to convergence with optimal algebraic rates. As an important consequence of our analysis, one does not have to deal with the a priori assumption that the underlying meshes are sufficiently fine. Hence, the overall conclusion of our results is that adaptivity has stabilizing effects and can overcome possibly pessimistic restrictions on the meshes. In particular, our analysis covers adaptive mesh-refinement for the finite element discretization of the Helmholtz equation from where our interest originated.
1. Introduction 1.1. Adaptive mesh-refining algorithms. A posteriori error estimation and related adaptive mesh-refinement is one fundamental column of finite element analysis. On the one hand, the a posterori error estimator allows to monitor whether the numerical solution is sufficiently accurate, even though the exact solution is unknown. On the other hand, its local contributions allow to adapt the underlying triangulation to resolve possible singularities most effectively. In recent years, the mathematical understanding of adaptive mesh-refinement has matured. It is now known that adaptive finite element methods (AFEM) of the type
converge with optimal algebraic rate; see [Dör96, MNS00, BDD04, Ste07, CKNS08, FFP14] to mention some milestones for conforming AFEM for linear second-order elliptic PDEs and [CFPP14] for some axiomatic approach. Essentially, only problems satisfying the Lax-Milgram theorem have been treated [Dör96, MNS00, BDD04, Ste07, CKNS08] . In a more general case of compactly perturbed elliptic problems, existing results have the limitation that the initial mesh has to be sufficiently fine [MN05, CN12, FFP14] . On the other hand, numerical examples in the engineering literature suggest that adaptive meshrefinement performs well even if the initial mesh is coarse (see, e.g., [SH96, BI98, BI99] in the case of the Helmholtz equation). The purpose of this work is to bridge this gap at least for conforming elements.
Model problem.
Let Ω ⊂ R d be a polygonal resp. polyhedral Lipschitz domain, d ≥ 2. Let f , g := Ω f g dx denote the L 2 (Ω) scalar product. Suppose that a(·, ·) is a symmetric, continuous, and elliptic bilinear form on H := H 
where κ 2 ∈ R is not an eigenvalue of −∆ and Ku = −κ 2 u, as well as more general diffusion problems with convection and reaction −div(A∇u) + b · ∇u + cu = f in Ω subject to u = 0 on ∂Ω,
for given coefficients c ∈ L
, and A ∈ L ∞ (Ω) d×d , where A(x) ∈ R d×d sym is symmetric and uniformly positive definite. We note that homogeneous Dirichlet conditions are only considered for the ease of presentation, while (inhomogeneous) mixed Dirichlet-Neumann-Robin boundary conditions can be included as in [FPP14, AFK + 13, CFPP14].
We consider standard finite element spaces based on regular triangulations T • of Ω. 1.3. Contributions of present work. Given an initial triangulation T 0 , a typical adaptive algorithm (1) generates a sequence of refined meshes T ℓ with corresponding nested spaces X ℓ ⊆ X ℓ+1 ⊂ H for all ℓ ≥ 0. We stress that unlike prior works [MN05, CN12, FFP14] , our adaptive algorithm (Algorithm 7) will not be given any information on whether the current mesh is sufficiently fine to allow for a unique solution. In particular, we do not assume that the given initial mesh T 0 (and, in fact, any adaptive mesh T ℓ generated by our algorithm) is sufficiently fine. Nevertheless, we derive similar results as for uniformly elliptic problems (see, e.g., [CKNS08, FFP14, CFPP14] and the references therein), i.e., we prove linear convergence (Theorem 19) with optimal algebraic convergence rates (Theorem 26). More precisely, the framework and the main contributions of the present work can be summarized as follows:
• We consider a fixed mesh-refinement strategy that satisfies certain abstract assumptions (Section 2.2 and Section 4.1) which are met, e.g., for newest vertex bisection [Ste08, KPP13] .
• We consider a fixed a posteriori error estimation strategy which satisfies the stability property on non-refined element domains (A1), the reduction property on refined element domains (A2), and the reliabilty property (A3) as well as the discrete reliability property (A4).
• Under the above assumptions on the mesh-refinement and the error estimation strategy, we formulate our variant (Algorithm 7) of the adaptive loop (1), where marking is based on the Dörfler marking criterion introduced in [Dör96] with some adaptivity parameter 0 < θ ≤ 1.
• If the "discrete" limit space X ∞ := ∞ ℓ=0 X ℓ satisfies an assumption (A5) which can be ensured by expanding the set of marked elements in the Dörfler marking strategy (Section 3.2), we prove linear convergence (Theorem 19) for any 0 < θ ≤ 1.
• Starting from an index L ∈ N 0 , we prove that the Céa lemma is valid for the a(·, ·)-induced energy norm and ℓ ≥ L, and the corresponding quasi-optimality constants converge to 1 as ℓ → ∞ (Theorem 20).
• If additionally 0 < θ ≪ 1 is sufficiently small and X ∞ = H (which can be ensured by the expanded Dörfler marking strategy mentioned above), we prove optimal algebraic convergence rates (Theorem 26). While our presentation employs the estimator-based approximation classes from [CFPP14] , Section 4.2 also discusses the relation to the approximation classes based on the total error from [CKNS08] .
We note that the entire analysis of this work applies to general situations, where H is a separable Hilbert space over K ∈ {R, C}, X ℓ ⊆ H are conforming subspaces, and K : H → H * is a compact operator; see Section 2.1.
1.4. Outline. Section 2 provides the abstract framework of our analysis (Section 2.1-2.2) and gives a precise statement of the adaptive algorithm (Section 2.4). Section 2.3 adapts [CFPP14] to the present setting and formulates certain properties of the error estimator. Section 3 proves convergence of the adaptive algorithm. Following [FFP14] , we first prove plain convergence (Section 3.1) and then derive linear convergence (Section 3.3). Finally, we address the validity of the Céa lemma (Section 3.4). Optimal algebraic convergence rates are the topic of Section 4, where we also discuss the involved approximation classes (Section 4.2). In the final Section 5, we present numerical results for the 2D Helmholtz equation that underpin the developed theory.
Notation. We use to abbreviate ≤ up to some (generic) multiplicative constant which is clear from the context. Moreover, ≃ abbreviates that both estimates and hold. Throughout, the mesh-dependence of (discrete) quantities is explicitly stated by use of appropriate indices, e.g., U • is the discrete solution for the triangulation T • and η ℓ is the error estimator with respect to the triangulation T ℓ .
Adaptive Algorithm
2.1. Abstract setting. The model problem from Section 1.2 can be recast in the following abstract setting. Let H be a separable Hilbert space over K ∈ {R, C}. For each triangulation T • with local mesh-size h • ∈ L ∞ (Ω), let X • ⊆ H be a conforming finite-dimensional subspace. Suppose that a(·, ·) is a hermitian, continuous, and elliptic sesquilinear form on H, i.e., there exists some constant α > 0 such that
In particular, the a(·, ·)-induced energy norm ||| v ||| 2 := a(v, v) is an equivalent norm on H, i.e., ||| v ||| ≃ v H for all v ∈ H. Let H * be the dual space of H, and let · , · denote the corresponding duality pairing. Suppose that K : H → H * is a compact linear operator and f ∈ H * . In the remainder of this work, we consider the weak formulation (2) as well as its discretization (5) within the above abstract framework.
The next proposition is an improved version of [SS11, Theorem 4.2.9]. Even though the result appears to be well-known, we did not find the precise statement in the literature. We note that a similar result is proved in [BS08, Theorem 5.7.6] under additional regularity assumptions for the dual problem. Instead, our proof below proceeds without considering the dual problem, and hence no additional regularity assumptions are needed. For these reasons and for the convenience of the reader, we include the following statement together with its proof. Proposition 1. Suppose well-posedness of (2), i.e.,
Suppose that (X ℓ ) ℓ∈N 0 is a dense sequence of discrete subspaces X ℓ ⊂ H, i.e.,
Then, there exists some index ℓ • ∈ N 0 such that for all discrete subspaces X • ⊂ H with X • ⊇ X ℓ• , the following holds: There exists γ > 0 which depends only on X ℓ• , such that the inf-sup constant of X • is uniformly bounded from below, i.e.,
In particular, the discrete formulation (5) admits a unique solution U • ∈ X • . Moreover, there holds uniform validity of the Céa lemma, i.e., there is a constant C > 0 which depends only on b(·, ·) and γ but not on X • , such that
If the spaces X ℓ are nested, i.e., X ℓ ⊆ X ℓ+1 for all ℓ ∈ N 0 , the latter guarantees convergence u − U ℓ H → 0 as ℓ → ∞.
Proof. The bilinear form b(·, ·) induces the linear and continuous operator
where X • is an arbitrary discrete subspace of H with dual space X
Step 1: Discrete inf-sup condition. Since X • is finite dimensional and since we use the same discrete ansatz and test space, well-posedness of (5) is equivalent to the discrete inf-sup condition
(Note that (11) implies that B • is injective, and surjectivity follows from finite dimensionality of X • , i.e., dim X • = dim X * • < ∞.) Moreover, in this case there holds inequality (10) with
see, e.g., [Bra01, Theorem 3.6, Lemma 3.7] or [Dem06, Section 3]. Therefore, it is sufficient to prove the following assertion:
We will prove (12) by contradiction.
Step 2: Let us assume that (12) is wrong and hence
For each ℓ • = ℓ ≥ 0 and γ = 1/ℓ, we can thus find a discrete subspace X • = X ℓ ⊂ H and an element W ℓ ∈ X ℓ such that
Since the sequence W ℓ is bounded and without loss of generality, we may assume weak convergence W ℓ ⇀ w ∈ H as ℓ → ∞.
Step 3: There holds w = 0. Let P ℓ : H → X ℓ be the orthogonal projection onto X ℓ and v ∈ H. Then, weak convergence W ℓ ⇀ w and
Recall (8) and X ℓ ⊆ X ℓ ⊂ H. This implies
Altogether, b(w, v) = 0 for all v ∈ H and hence w = 0.
Step 4: Assumption (13) yields a contradiction so that (12) follows. Recall W ℓ H = 1. Ellipticity of a(·, ·) and the definition of b(·, ·) yield
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Recall that compact operators turn weak convergence into strong convergence. Hence
Remark 2. To see that the model problem (2) fits into the abstract framework, recall that the Rellich theorem provides the compact inclusion
. Therefore, the Schauder theorem (see, e.g., [Rud91, Theorem 4.19]) implies the compact inclusion L 2 (Ω) ⋐ H * , where duality is understood with respect to the L 2 (Ω) scalar product. Therefore, the continuous linear operator K :
(Ω) turns out to be compact as an operator K : H → H * ; see also the discussion in [FFP14] .
Remark 3. The work [FFP14] considers problems, where the left-hand side of (2) is strongly elliptic on
Suppose that a(w, w) > 0 for all w ∈ H\{0}. We note that (14) then already implies that a(·, ·) is elliptic in the sense of (6), so that the present work generalizes the analysis of [FFP14] . To see that (14) implies (6), we argue by contradiction, i.e., we assume the following: For all ε > 0, there is some v ∈ H with |a(v, v)| < ε v 2 H . Choosing ε = 1/n, we obtain a sequence
Without loss of generality, we may thus suppose weak convergence w n ⇀ w in H. Weakly lower semicontinuity proves |a(w, w)| ≤ lim inf n→∞ |a(w n , w n )| = 0 and hence w = 0. Therefore, compactness of K yields Kw n H * → 0 as n → ∞. Finally, ellipticity (14) gives α = α w n 2 H ≤ Re a(w n , w n ) + Kw n , w n < 1/n + Kw n H * n→∞ − −− → 0. This contradicts α > 0, and we hence conclude that (14) implies (6).
2.2
. Mesh-refinement. From now on, suppose that T 0 is a given initial mesh. Suppose that refine(·) is a fixed mesh-refinement strategy (e.g., newest vertex bisection [Ste08] ) such that given a conforming triangulation T ⋆ and M ⋆ ⊆ T ⋆ , the call
• the number of elements #T • is minimal amongst all other triangulations T ′ which share the three foregoing properties. Furthermore, we write T • ∈ refine(T ⋆ ) if T • is obtained by a finite number of refinement steps, i.e., there exists n ∈ N 0 as well as a finite sequence T (0) , . . . , T (n) of triangulations and corresponding sets
To abbreviate notation, we let T := refine(T 0 ) be the set of all possible triangulations which can be obtained from T 0 .
We suppose that the refinement strategy yields a contraction of the local mesh-size function on refined elements, i.e., there exists 0 < q mesh < 1 such that
Finally, the following assumptions are clearly satisfied for the model problem from Section 1.2, but have to be supposed explicitly in the abstract framework of Section 2.1. First, each triangulation T ⋆ corresponds to a discrete subspace X ⋆ ⊂ H, and T • ∈ refine(T ⋆ ) implies nestedness X ⋆ ⊆ X • . Second, iterated uniform mesh-refinement leads to a dense subspace of H, i.e., for T 0 := T 0 and the inductively defined sequence T ℓ+1 := refine( T ℓ , M ℓ ) with M ℓ ⊆ T ℓ for all ℓ ∈ N 0 , it holds the following:
there are infinitly many steps that perform uniform refinement), then H = ∞ ℓ=0 X ℓ . Under these assumptions, the following statement holds as an immediate consequence of Proposition 1.
Then, there exists m ∈ N 0 and γ > 0 such that for all discrete spaces X • ⊂ H with X • ⊇ X m the related inf-sup constant (9) satisfies γ • ≥ γ > 0. In particular, X • admits a unique solution U • ∈ X • of (5) which is quasi-optimal in the sense of inequality (10). Moreover, the Galerkin solutions U ℓ ∈ X ℓ , for ℓ ≥ m, yield convergence lim
2.3.
A posteriori error estimation. Let T ⋆ ∈ T = refine(T 0 ). We suppose that given the solution U ⋆ ∈ X ⋆ of (5) and T ∈ T ⋆ , we can compute some local refinement indicators η ⋆ (T ) ≥ 0 as well as the related a posteriori error estimator
To prove convergence with optimal algebraic rates for Algorithm 7, we rely on the following axioms of adaptivity which are slightly generalized when compared to those of [CFPP14] , since we always have to suppose solvability of the related discrete problem (5).
(A1) Stability on non-refined element domains: There exists C stb > 0 such that for all T ⋆ ∈ T and all T • ∈ refine(T ⋆ ), the following implication holds: Provided that the discrete solutions
Reduction on refined element domains: There exist C red > 0 and 0 < q red < 1 such that for all T ⋆ ∈ T and all T • ∈ refine(T ⋆ ), the following implication holds: Provided that the discrete solutions
There exists C ′ rel > 0 such that for all T ⋆ ∈ T, the following implication holds: Provided that the discrete solution U ⋆ ∈ X ⋆ exists, it holds
Remark 5. For a general diffusion problem (4) with piecewise Lipschitz diffusion coeffi-
, the local contributions of the usual residual error estimator read, for all T ∈ T ⋆ ,
where [(·) · n] denotes the normal jump over interior facets and
For the Helmholtz problem (3), these local contributions simplify to
We note that in either case (A1)-(A4) are already known with R ⋆,• = T ⋆ \T • , and the corresponding constants depend only on uniform shape regularity of the triangulations T ⋆ ∈ T and the well-posedness of the continuous problem (2); see [CKNS08, CN12, FFP14] . The error estimator can be extended to mixed Dirichlet-Neumann-Robin boundary conditions, where inhomogeneous Dirichlet conditions are discretized by nodal interpolation for d = 2 and p = 1, see [FPP14] , or by Scott-Zhang interpolation for d ≥ 2 and p ≥ 1,
Remark 6. In usual situations, reliability (A3) already follows from discrete reliability (A4); see Lemma 10 (d) below.
Adaptive algorithm.
Based on the a posteriori error estimator from the previous section, we consider the following adaptive algorithm.
Algorithm 7. Input: Parameters 0 < θ ≤ 1 and C mark ≥ 1 as well as initial triangulation T 0 with U −1 := 0 ∈ X 0 and η −1 := 1. Adaptive loop: For all ℓ = 0, 1, 2, . . . , iterate the following steps
be the uniform refinement of T ℓ , increase ℓ by 1, and continue with step (i).
, increase ℓ by 1, and continue with step (i).
Output: Sequences of successively refined triangulations T ℓ , discrete solutions U ℓ , and corresponding estimators η ℓ .
Remark 8.
• Apart from step (i), Algorithm 7 is the usual adaptive loop based on the Dörfler marking strategy [Dör96] in step (iv) as used, e.g., in [CKNS08, FFP14, CFPP14].
• While C mark = 1 requires to sort the indicators and hence leads to log-linear effort, Stevenson [Ste07] showed that C mark = 2 allows to determine M ℓ in linear complexity.
To abbreviate notation, we define T := refine(T 0 ) as the set of all possible refinements of the given initial mesh T 0 in Algorithm 7. The following lemma exploits the validity of Proposition 1 for uniform mesh-refinement (Corollary 4).
Lemma 9. Let (U ℓ ) ℓ∈N 0 be the sequence of discrete solutions generated by Algorithm 7. Then, there exists a minimal index ℓ 0 ∈ N 0 such that (5) does not admit a unique solution in X ℓ for 0 ≤ ℓ < ℓ 0 , but admits a unique solution U ℓ 0 ∈ X ℓ 0 . In particular, the corresponding mesh T ℓ 0 is the ℓ 0 -times uniform refinement of T 0 . Furthermore, there exists ℓ 1 ∈ N 0 such that (5) admits a unique solution U ℓ ∈ X ℓ for all steps ℓ ≥ ℓ 1 of Algorithm 7.
Proof. Thanks to Corollary 4, the uniform refinement in step (i) of Algorithm 7 will only be performed finitely many times. This concludes the proof.
To prove convergence of Algorithm 7, we need an additional assumption (see (A5) below) which goes beyond the axioms in [CFPP14] . To that end, let us define the "discrete" limit space X ∞ := ∞ ℓ=0 X ℓ . Because of nestedness X ℓ ⊆ X ℓ+1 for all ℓ ≥ 0, X ∞ is a closed subspace of H and hence a Hilbert space.
(A5) Definiteness of b(·, ·) on X ∞ : For all w ∈ X ∞ , the following implication holds:
. Moreover, note that well-posedness (7) of (2) implies that (A5) is satisfied, if X ∞ = H. In many generic situations, the identity X ∞ = H is automatically satisfied, but it may also be enforced explicitly by expanding the set of marked elements in the Dörfler marking criterion in step (iv) of Algorithm 7; see Section 3.2 below.
The following technical lemma exploits the validity of (A5).
Lemma 10. Suppose (A1), (A2), (A4), and (A5). Employ the notation of Algorithm 7 for 0 < θ ≤ 1. Then, there exists ℓ 2 ∈ N 0 and γ > 0 such that for all T • ∈ refine(T ℓ 2 ) with X • ⊆ X ∞ , the following assertion (a) holds: (a) The corresponding inf-sup constant (9) is bounded from below by γ • ≥ γ > 0.
In particular, there exists a unique Galerkin solution U • ∈ X • to (5) which is quasi-optimal in the sense of inequality (10). Moreover, let T ⋆ ∈ T and T • ∈ refine(T ⋆ ) ∩ refine(T ℓ 2 ) and suppose that the Galerkin solution U ⋆ ∈ X ⋆ exists. Then, there hold the following assertions (b)-(c) with some additional constant C mon > 0 which depends only on C stb , C red , C rel , and γ:
Proof. Employ Proposition 1 with H replaced by X ∞ . This proves (a) and provides ℓ 2 ∈ N 0 and γ > 0 such that the inf-sup constant (9) for all discrete subspaces X • ⊆ X ∞ with X • ⊇ X ℓ 2 is uniformly bounded from below by γ Proposition 11. Suppose (A1)-(A5) and 0 < θ ≤ 1. Employ the notation of Algorithm 7. Then, the "discrete" limit space X ∞ = ∞ ℓ=0 X ℓ contains the exact solution to problem (2), i.e., u ∈ X ∞ . Moreover, lim ℓ→∞ u − U ℓ H = 0 = lim ℓ→∞ η ℓ .
The proof of Proposition 11 relies on the following estimator reduction which (in a weaker form) is first found in [CKNS08] .
Lemma 12 (generalized estimator reduction [FPZ16, Lemma 9]). Stability (A1) and reduction (A2) together with the Dörfler marking strategy from step (iv) of Algorithm 7 imply the following perturbed contraction: For each ℓ ∈ N 0 and all T ⋆ ∈ refine(T ℓ+1 ) such that the discrete solutions U ℓ ∈ X ℓ and U ⋆ ∈ X ⋆ exist, it holds η
The constants C est > 0 and 0 < q est < 1 depend only on (A1)-(A2) and on 0 < θ ≤ 1.
Proof of Proposition 11. Let ℓ 2 ∈ N 0 be the index defined in Lemma 10. Without loss of generality, we may assume ℓ 2 = 0 throughout the proof. In order to prove that η ℓ → 0 as ℓ → ∞, we show that each subsequence (η ℓ k ) k∈N 0 of the estimator sequence (η ℓ ) ℓ∈N 0 contains a further subsequence (η ℓ k j ) j∈N 0 with η ℓ k j → 0 as j → ∞. According to basic calculus, this is in fact equivalent to η ℓ → 0 as ℓ → ∞.
Step 1: Boundedness of estimator sequence. We apply Lemma 10 with ℓ 2 = 0. The quasi-monotonicity of the error estimator proves η ℓ ≤ C mon η 0 for all ℓ ∈ N 0 .
Step 2: Weak convergence of discrete solutions (subsequence). Recall the a(·, ·)-induced energy norm ||| · |||. From reliability (A3) and step 1, we infer that
i.e., the sequence of discrete solutions is uniformly bounded in H. Let (η ℓ k ) k∈N 0 be an arbitrary subsequence of (η ℓ ) ℓ∈N 0 with corresponding discrete solutions U ℓ k . Since U ℓ k ∈ X ℓ k ⊆ X ∞ , there exists a subsequence (U ℓ k j ) j∈N 0 of (U ℓ k ) k∈N 0 and some limit w ∈ H such that U ℓ k j ⇀ w weakly in H as j → ∞. According to Mazur's lemma (see, e.g., [Rud91, Theorem 3.12]), convexity and closedness imply that X ∞ is also closed with respect to the weak topology and hence w ∈ X ∞ . Let v ∈ X ∞ . Let P ℓ : H → X ℓ be the orthogonal projection with respect to ||| · |||, i.e.,
By definition of X ∞ , this also implies strong convergence ||| v−P ℓ v ||| → 0 as ℓ → ∞. Recall that the product of a weakly convergent sequence and a strongly convergent sequence leads to convergence of the scalar product. Moreover, compact operators turn weak convergence into strong convergence, i.e., KU ℓ k j → Kw strongly in H * as j → ∞. With these two observations, we derive This proves that the weak limit w ∈ X ∞ solves the Galerkin formulation
Step 3: Strong convergence of discrete solutions (subsequence).
Therefore, strong convergence ||| w−U ℓ k j ||| → 0 is equivalent to weak convergence U ℓ k j ⇀ w plus convergence of the norm ||| U ℓ k j ||| → ||| w |||. It thus only remains to prove the latter. With the previous observations, it holds
= a(w, w) = ||| w ||| 2 .
Step 4: Estimator reduction principle (subsequence)
Hence, the subsequence (η ℓ k j ) j∈N 0 is contractive up to a sequence that converges to zero. Therefore, basic calculus (see, e.g., [AFLP12, Lemma 2.3]) proves convergence η ℓ k j → 0 as j → ∞.
Step 5: Estimator convergence (full sequence). We have shown that each subsequence (η ℓ k ) k∈N 0 of (η ℓ ) ℓ∈N 0 has a further subsequence (η ℓ k j ) j∈N 0 with η ℓ k j → 0 as j → ∞. As noted above, this yields η ℓ → 0 as ℓ → ∞.
Step 6: Strong convergence of discrete solutions (full sequence). Finally, reliability (A3) yields u − U ℓ H η ℓ → 0 as ℓ → ∞ and hence concludes the proof.
Remark 13. Note that the proof of Proposition 11 relies only on (A4)-(A5) to prove boundedness of the estimator sequence (η ℓ ) ℓ∈N 0 (see step 1 of the proof ). Instead, we can also modify the marking step (iv) of Algorithm 7 so that the assertion of Proposition 11 remains true, if (A1)-(A3) still hold, while (A4)-(A5) fail. To this end, consider the following new marking criterion:
(iv) If η ℓ > max j=0,...,ℓ−1 η j , define M ℓ := T ℓ . Otherwise, determine a set M ℓ ⊆ T ℓ of up to the multiplicative constant C mark minimal cardinality such that θη
2 . To see that this new marking criterion ensures that (η ℓ ) ℓ∈N 0 is bounded, we argue as follows:
Case 1: Suppose that there exists an M ∈ N such that η ℓ ≤ max j=0,...,ℓ−1 η j for all ℓ ≥ M. Then, it even follows that η ℓ ≤ max j=0,...,M −1 η j for all ℓ ∈ N 0 . Case 2: If the assumption of case 1 fails, the new step (iv) of Algorithm 7 enforces infinitely many steps of uniform refinement. Therefore, Corollary 4 applies and provides m ∈ N 0 and C > 0 such that all discrete subspaces X ⋆ ⊆ H with X ⋆ ⊇ X m admit a unique solution U ⋆ ∈ X ⋆ of (5) which is quasi-optimal in the sense of inequality (10). Since (A1)-(A3) hold, [CFPP14, Lemma 3.5] applies and proves quasi-monotonicity of the estimator, i.e.,
In particular, this implies η ℓ ≤ C mon η m for all ℓ ≥ m, and therefore η ℓ ≤ max{C mon , 1} max j=0,...,m η j for all ℓ ∈ N 0 .
Note that besides step 1 all steps of the proof of Proposition 11 rely only on (A1)-(A3). Therefore, we obtain η ℓ → 0 as ℓ → ∞. In particular, this implies that Case 1 above is the generic case and that optimal convergence rates will not be affected by the new marking strategy.
3.2. Definiteness on the "discrete" limit space (A5). While (A1)-(A4) only rely on the a posteriori error estimation strategy, the property (A5) involves the "discrete" limit space X ∞ = ∞ ℓ=0 X ℓ generated by Algorithm 7 and is hence less accessible for the numerical analysis. However, recall that H = X ∞ is sufficient to ensure (A5)
from, e.g., [BS08] . This proves
In particular, the triangle inequality concludes
This proves v ∈ X ∞ = ∞ ℓ=0 X ℓ and hence concludes X ∞ = H. The following proposition shows that h ℓ L ∞ (Ω) → 0 and hence (A5) with X ∞ = H is automatically verified in many generic situations. In particular, we note that (20) is well-known for residual error estimators and elliptic PDEs with polynomial coefficients.
Proposition 15. Suppose (A1)-(A3) and 0 < θ ≤ 1. Employ the notation of Algorithm 7. Let p ≥ 1 and q ≥ 0 be polynomial degrees. Suppose that
Suppose that the error estimator is even reliable in the sense of
where C rel > 0 is independent of ℓ. Suppose that for all ℓ ∈ N and all T ∈ T ℓ it holds u| T ∈ P p (T ) or f | T ∈ P q (T ), i.e., the continuous solution or the given data are not locally polynomial. Then, Algorithm 7 implies convergence h ℓ L ∞ (Ω) → 0 as ℓ → ∞. In particular, assumption (A5) is satisfied with X ∞ = H.
Proof. We argue by contradiction and suppose that h ℓ L ∞ (Ω) ≥ C > 0 for some C > 0 and all ℓ ∈ N 0 . Since the meshes T ℓ are obtained by successive refinement, there exists some index ℓ ⋆ ∈ N 0 and some element T ∈ T ℓ⋆ which remains unrefined, i.e., T ∈ T ℓ for all ℓ ≥ ℓ ⋆ . Proposition 11 yields η ℓ → 0 as ℓ → ∞. In particular, we infer Since U ℓ ∈ P p (T ) and f ℓ ∈ P q (T ), we conclude that u ∈ P p (T ) and f ∈ P q (T ). This, however, contradicts the assumptions on u and f . Overall, we thus obtain h ℓ L ∞ (Ω) → 0 as ℓ → ∞, and Lemma 14 concludes the proof.
The next proposition shows that h ℓ L ∞ (Ω) → 0 and hence (A5) with X ∞ = H can also be guaranteed by employing an expanded Dörfler marking strategy in step (iv) of Algorithm 7. We stress that this does not affect optimal convergence behaviour in the sense of Theorem 26 below.
Proposition 16. Suppose 0 < θ ≤ 1. Employ the notation of Algorithm 7. Let C ′ mark > 0. For all ℓ ∈ N 0 , we suppose that the set M ℓ ⊆ T ℓ in step (iv) of Algorithm 7 is selected as follows:
• Let M ′ ℓ ⊆ T ℓ be a set of up to the multiplicative constant C ′ mark minimal cardinality such that θη
Then, M ℓ ⊆ T ℓ is a set of up to the multiplicative constant C mark := 2C ′ mark minimal cardinality such that θη
Proof. The claims on M ℓ are obvious. Recall that refinement leads to a uniform contraction of the mesh-size, i.e., h ℓ+1 | T ≤ q mesh h ℓ | T for all T ∈ M ℓ ⊆ T ℓ \T ℓ+1 . Since each mesh T ℓ is a finite set and each step of the adaptive algorithm guarantees that (at least) the element T ∈ T ℓ with the largest size |T | ≃ (h ℓ | T ) d is refined, this implies necessarily h ℓ L ∞ (Ω) → 0 as ℓ → ∞. Lemma 14 concludes the proof.
3.3. Linear convergence of adaptive algorithm. The analysis in this section adapts and extends some ideas from [FFP14] . We note that the latter work uses strong ellipticity (14) of b(·, ·), while we only rely on ellipticity (6) of a(·, ·).
Lemma 17 ([FFP14, Lemma 3.5])
. Suppose (A1)-(A5) and 0 < θ ≤ 1. Employ the notation of Algorithm 7. Then, the sequences (e ℓ ) ℓ∈N and (E ℓ ) ℓ∈N defined by
else, Proof. We consider the sequence (e ℓ ) ℓ∈N 0 and note that the claim for (E ℓ ) ℓ∈N 0 follows along the same lines. To prove e ℓ ⇀ 0 as ℓ → ∞, we show that each subsequence (e ℓ k ) k∈N 0 admits a further subsequence (e ℓ k j ) j∈N 0 such that e ℓ k j ⇀ 0 as j → ∞. Let (e ℓ k ) k∈N 0 be a subsequence of (e ℓ ) ℓ∈N 0 . Due to boundedness e ℓ k H ≤ 1, there exists a further subsequence (e ℓ k j ) j∈N 0 such that e ℓ k j ⇀ w ∈ H as j → ∞. It remains to show that w = 0. Note that U ℓ , u ∈ X ∞ (see Proposition 11) implies e ℓ ∈ X ∞ and hence w ∈ X ∞ . Note the Galerkin orthogonality
Let n ∈ N and V n ∈ X n . If ℓ k j ≥ n and e ℓ k j = 0, the Galerkin orthogonality proves
and hence b(e ℓ k j , V n ) = 0 for all ℓ k j ≥ n. With weak convergence, this yields b(w, V n ) = lim j→∞ b(e ℓ k j , V n ) = 0 for all V n ∈ X n and all n ∈ N 0 .
Let v ∈ X ∞ . By definition of X ∞ , there exists a sequence (V n ) n∈N 0 with V n ∈ X n and v − V n H → 0 as n → ∞. Therefore the preceding identity implies b(w, v) = 0 for all v ∈ X ∞ . Finally, assumption (A5) concludes w = 0.
The following quasi-orthogonality (22) Lemma 18. Suppose (A1)-(A5) and 0 < θ ≤ 1. Employ the notation of Algorithm 7. Then, for any 0 < ε < 1, there exists ℓ 3 ∈ N 0 such that
Proof. Let ε > 0. Let δ > 0 be a free parameter which is fixed later. Consider the sequences (e ℓ ) ℓ∈N 0 and (E ℓ ) ℓ∈N 0 of Lemma 17. Recall that the compact operator K turns weak convergence e ℓ , E ℓ ⇀ 0 in H into strong convergence Ke ℓ , KE ℓ → 0 in H * as ℓ → ∞. For any δ > 0, this provides some ℓ 3 ∈ N such that
For any w ∈ H, this gives
Algebraic computations with the Galerkin orthogonality (21) show
The remaining bilinear form b(U ℓ+1 − U ℓ , u − U ℓ+1 ) is estimated as follows
With norm equivalence v
2 H ≤ C ||| v ||| 2 for all v ∈ H, we thus see
Finally, the Young inequality 2cab ≤ ca 2 + cb 2 for all a, b, c ≥ 0, yields
For sufficiently small δ > 0 and 1 + δC
this proves (22).
The following result was proved in [FFP14] for strongly elliptic problems (14). Here, we generalize the result by extending it to a more general class of problems. Our proof follows the ideas of [CKNS08] .
Theorem 19. Suppose (A1)-(A5) and 0 < θ ≤ 1. Then, there exist constants 0 < q lin < 1 and C lin > 0 such that the output of Algorithm 7 satisfies η ℓ+n ≤ C lin q n lin η ℓ for all ℓ, n ∈ N 0 with ℓ ≥ ℓ 3 , where ℓ 3 ∈ N 0 is the index from Lemma 18.
Proof. Due to norm equivalence · H ≃ ||| · |||, reliability (A3) and estimator reduction (Lemma 12) also hold with respect to the a(·, ·)-induced energy norm ||| · |||. To simplify the notation and without loss of generality, we therefore suppose · H = ||| · ||| throughout the proof.
Step 1: In this step, we prove that there exist 0 < q lin , λ < 1 and ℓ 3 ∈ N 0 such that
Let ε, λ > 0 be free parameters which are fixed later. With Lemma 12 and Lemma 18, we see for ℓ ≥ ℓ 3 = ℓ 3 (ε)
For sufficiently small λ (i.e., λC est ≤ 1) and an additional free parameter δ > 0, reliability (A3) yields that
Since 0 < q est < 1, we may choose δ > 0 sufficiently small such that 0 < q est + C 2 rel δ < 1. Finally choose ε > 0 sufficiently small such that 0 < 1/(1 − ε) − δλ < 1. This concludes (23).
Step 2: We employ the notation of step 1. Induction on n proves ∆ ℓ+n ≤ q n lin ∆ ℓ for all ℓ ≥ ℓ 3 and all n ∈ N 0 . Note that reliability (A3) yields η 2 ⋆ ≃ ∆ 2 ⋆ . Combining these two observations, we conclude the proof.
Validity of the Céa lemma.
In this section, we show that the discrete solutions computed in Algorithm 7 are quasi-optimal in the sense of the Céa lemma.
Theorem 20. Suppose (A1)-(A5) and 0 < θ ≤ 1. Then, there exist C ℓ ≥ 1 with lim ℓ→∞ C ℓ = 1 and ℓ 4 > 0 such that the output of Algorithm 7 satisfies
Proof. Consider the sequences (e ℓ ) and (E ℓ ) of Lemma 17. We follow the arguments of the proof of Lemma 18. Let V ℓ ∈ X ℓ . With the Galerkin orthogonality (21), it holds
we thus see
Rearranging this estimate, we prove
and conclude (24), since Ke ℓ H * → 0 as ℓ → ∞.
Optimal Convergence Rates
4.1. Fine properties of mesh-refinement. The proof of optimal convergence rates requires further properties of the mesh-refinement. First, we suppose that each refined element is split in at most C son and at least 2 sons. In particular, it holds
Second, we require the mesh-closure estimate
where the constant C mesh ≥ 1 depends only on the initial mesh T 0 . Finally, we need the overlay estimate, i.e., for all triangulations T ∈ T and all T • , T ⋆ ∈ refine(T ) there exists a common refinement
For newest vertex bisection (NVB), the mesh-closure estimate has first been proved for d = 2 in [BDD04] and later for d ≥ 2 in [Ste08] . While both works require an additional admissibility assumption on T 0 , [KPP13] proved that this condition is unnecessary for d = 2. The proof of the overlay estimate is found in [CKNS08, Ste07] . We note that NVB ensures 2 ≤ C son < ∞, where C son depends only on T 0 and d; see [GSS14] . For d = 2, it holds C son = 4 (see, e.g., [KPP13] ). For other mesh-refinement strategies than NVB which satisfy (25)-(27), we refer to [BN10, MP15] as well as to [CFPP14, Section 2.5].
Lemma 21. NVB guarantees the following properties (a)-(c) which are exploited in our analysis of optimal convergence rates:
(a) There exists m ∈ N such that the m-times uniform refinement T 0 of T 0 satisfies the assertions of Lemma 10 (with T ℓ 2 replaced by T 0 ). In particular, there holds the quasi-monotonicity of the estimator, i.e., there exists an independent constant C mon > 0 such that
g., the expanded Dörfler marking strategy from Proposition 16 is used). Then, there exists an index ℓ 5 ∈ N 0 such that
Proof. Assertion (a) is a direct consequence of Corollary 4, if we argue as in the proof of Lemma 10. Assertions (b)-(c) follow from the fact that NVB is based on a binary refinement rule, where the order of the refinements does not matter [Ste08] .
Approximation classes.
For N ∈ N 0 and T ∈ T, we define
We note that T N (T ) is finite, but may be empty. However, according to Lemma 21, it holds T N (T ) = ∅ for all sufficiently large N, e.g., N ≥ C m son #T . We use the convention min T⋆∈T N (T ) η ⋆ = 0, if T N (T ) = ∅. For s > 0, we then define u As(T ) := sup
where η ⋆ is the error estimator corresponding to the optimal triangulation T ⋆ ∈ T N (T ). Note that u As(T ) < ∞ means that starting from T , a convergence behaviour of
−s is possible, if the optimal meshes are chosen. To abbreviate notation, we let
Lemma 22. For all T ∈ T and T • ∈ refine(T ), it holds
Rearranging the terms, we conclude the upper bound in (31), while the lower bound is obvious.
Lemma 23. There exists C 3 > 0 which depends only on C son , m from Lemma 21, and T 0 , such that for all s > 0 and all T ∈ T, it holds
as well as
In particular, there holds equivalence
Proof.
Step 1: The estimates (32)-(33) imply (34). For any M > 0, the sets M N =0 T N and M N =0 T N (T ) are finite. Hence, (32) provides an upper bound to u As in terms of u As(T ) , up to some finite summand which depends on M = C 3 #T − 1. Therefore, u As(T ) < ∞ implies u As < ∞. The converse implication follows analogously.
Step 2: Verification of (32). Let N ≥ 0. Apply Lemma 21 to see that the m-times
i.e., T • ∈ T 2C+N . By choice of T • ∈ T C+N (T ) and the definition of u As(T ) , it follows
Since this estimate holds for all N ≥ 0, we obtain (32) with
Step 3: Verification of (33). Let N ≥ 0. Adopt the notation from step 2 and recall that T ∈ T C ⊆ T C+N . Choose T + ∈ T C+N with η + = min T⋆∈T C+N η ⋆ . Define T • := T ⊕T + to ensure that the discrete solution U • ∈ X • exists. Then,
i.e., T • ∈ T 2C+N (T ). Moreover, quasi-monotonicity of the estimator (Lemma 21) yields
Since this estimate holds for all N ≥ 0, we obtain (33) again with C 3 = 2C m son . In the spirit of [CKNS08] , one can also consider approximation classes based on the so-called total error. Suppose that the Galerkin solution U ⋆ ∈ X ⋆ of (5) exists. Suppose that osc ⋆ : X ⋆ → R are so-called oscillation terms such that the error estimator is reliable and efficient in the sense of
Note that the definition of u Es(T ) also involves meshes for which the existence of the discrete solution may fail. Adapting [CFPP14, Theorem 4.4], we derive the following result which states that the total error (starting from some arbitrary initial mesh T ) converges with the same algebraic rate as the error estimator.
Lemma 24. Let osc ⋆ : X ⋆ → R satisfy (35). Suppose that there exists C osc > 0 such that for all T ⋆ ∈ T for which the discrete solution U ⋆ ∈ X ⋆ of (5) exists, it holds the following:
Then, for all s > 0 and all T ∈ T, it holds u Es(T ) < ∞ ⇐⇒ u As < ∞.
Proof. We show that u Es(T ) < ∞ if and only if u As(T ) < ∞. Then, Lemma 23 will conclude the proof.
Step 1. Let T ∈ T and T 0 ∈ T from Lemma 21.
Step 2. We prove that u As(T ) < ∞ implies u Es(T ) < ∞ by showing
This proves (37).
Step 3. We prove that u Es(T ) < ∞ implies u As(T ) < ∞ by showing
Together with the Céa lemma (10) and our assumptions on the data oscillations, we obtain for all V • ∈ X • ,
This proves (38).
Remark 25. The assumptions of Lemma 24 are satisfied for residual-based error estimators in the frame of FEM with , FFP14] . For each element T ∈ T ⋆ ∈ T, let F T denote the set of its facets (i.e., edges for d = 2). For arbitrarily chosen q ≥ p − 1, the data oscillations
corresponding to the indicators from (16) read, for all T ∈ T ⋆ ,
The constant C osc in Lemma 24 then depends on q and p. If A, b, c are piecewise polynomial and if q is chosen sufficiently large, the local contributions simplify to the well-known data oscillations osc
as for the Laplace problem.
Main result.
The following theorem is the main result of this work. It states that Algorithm 7 does not only guarantee (linear) convergence, but also the best possible algebraic convergence rate for the error estimator. In explicit terms, suppose that u As < ∞ for some s > 0. By definition (29) of the approximation class, there exists a sequence of meshes T ℓ ∈ T = refine(T 0 ) and corresponding error estimators η ℓ such that η ℓ # T ℓ − #T 0 + 1 −s for all ℓ ∈ N 0 . Note that these "optimal" triangulations are not necessarily successive refinements but in general even totally unrelated. Therefore, the important implication of the following theorem is that indeed the adaptively generated triangulations T ℓ yield the same algebraic decay s > 0 if the marking parameter 0 < θ ≪ 1 is sufficiently small. Overall, Algorithm 7 thus guarantees that the error estimator decays asymptotically with any possible algebraic rate s > 0. 
The constant C opt depends only on #T ℓ 6 , T 0 , θ, s, and validity of (A1)-(A5).
Lemma 27 (optimality of Dörfler marking). Under the assumptions of Theorem 26 and for all 0 < θ < θ opt , there exists some 0 < κ opt < 1 such that for all T ⋆ ∈ refine(T ℓ 5 ) and all T • ∈ refine(T ⋆ ), it holds
where R ⋆,• is the (enlarged) set of refined elements from (A4).
Proof. According to Lemma 21, the discrete solutions U ⋆ ∈ X ⋆ and U • ∈ X • exist, and the discrete reliability property (A4) holds with the uniform constant C rel / γ 0 . Since stability (A1) holds, we can apply [CFPP14, Proposition 4.12], and the statement of the lemma follows.
Lemma 28. Under the assumptions of Theorem 26, there exist constants C 1 , C 2 > 0 such that for all ℓ ≥ ℓ 5 , there exists a set R ℓ ⊆ T ℓ such that the following holds: For all s > 0 with u As(T ℓ 5 ) < ∞, it holds
as well as the Dörfler marking criterion
The contant C 2 depends only on θ, γ 0 , and (A1)-(A4), while C 1 additionally depends on #T ℓ 5 and T 0 .
Proof. If η ℓ = 0, the claim (42)- (43) is satisfied with R ℓ := T ℓ . Thus, we suppose η ℓ > 0.
Step 1: Construction of mesh T ⋆ and R ℓ := R ℓ,⋆ . Let ε := C −1 mon κ opt η ℓ > 0. Due to ℓ ≥ ℓ 5 , quasi-monotonicity of the estimator (Lemma 21) yields ε ≤ κ opt η ℓ 5 < u As(T ℓ 5 ) < ∞. Choose the minimal N ∈ N such that u As(T ℓ 5 ) ≤ ε (N + 1) s . This implies ε < u As(T ℓ 5 ) ≤ ε(N + 1)
s and hence N ≥ 1. Note that T ℓ 5 ∈ T N (T ℓ 5 ) and hence
Recall that all T • ∈ refine(T ℓ 5 ) and corresponding spaces X • ⊇ X ℓ 5 provide unique solutions of the discrete formulation (5). Therefore, we obtain T ⋆ ∈ T N (T ℓ 5 ) with Galerkin solution U ⋆ ∈ X ⋆ . Let R ℓ := R ℓ,⋆ be the set provided by discrete reliability (A4).
Step 2: Optimality of Dörfler marking yields (43). With the quasi-monotonicity of the estimator (Lemma 21) and the definition of the approximation class (29), the choice of N yields
This implies η ⋆ ≤ κ opt η ℓ and hence Lemma 27 proves (43).
Step 3: Verification of (42). The choice R ℓ = R ℓ,⋆ together with T ℓ , T ε ∈ refine(T ℓ 5 ) yields
Finally, minimality of N implies
opt u As(T ℓ 5 ) ) 1/s . Altogether, we thus see
This proves (42) with C 1 = C rel and C 2 = C mon κ −1 opt . Proof of Theorem 26. The implication "⇐=" in (40) follows by definition of the approximation class (cf. [CFPP14, Proposition 4.15]). We thus focus on the implication "=⇒" in (40). To this end, suppose that u As < ∞. Lemma 23 then implies u As(T ℓ 5 ) < ∞. For ℓ ≥ ℓ 6 = max{ℓ 3 , ℓ 5 }, let M ℓ be the set of marked elements in the ℓ-th step of Algorithm 7. According to Lemma 28, there exists R ℓ ⊆ T ℓ with (42)-(43). According to the minimality of M ℓ (see step 4 in Algorithm 7), it follows
With the mesh-closure estimate (26) and C mesh ≥ 1, we further obtain
Linear convergence (Theorem 19) implies
and hence
Since there holds 0 < q := q 1/s lin < 1, the geometric series applies and yields
Combining this estimate with (45), we derive
Rearranging these terms, we see η ℓ (#T ℓ − #T ℓ 6 + 1) −s . Lemma 22 yields
This concludes the important implication of (40).
Numerical experiments
In this section, we present two numerical experiments for the 2D Helmholtz equation (3) that underpin our theoretical findings. We use the lowest-order FEM with
(Ω) and a residual a posteriori error estimator (see [BISG97] for a first systematic a posteriori error analysis for the Helmholtz equation and [OPD05] for a survey of available error estimation techniques for this problem). In the experiments, we compare the performance of Algorithm 7 with respect to
• different values of κ ∈ {1, 2, 4, 8, 16},
• different values of θ ∈ {0.1, 0.2, . . . , 0.9}, • standard Dörfler marking strategy (with C mark = 1) as well as the expanded Dörfler marking strategy of Proposition 16 (with C mark = 2). We consider domains Ω ⊂ R 2 with a single re-entrant corner and corresponding interior angle α > π. Note that elliptic regularity thus predicts a generic convergence order O(N −β/2 ) for the error on uniform meshes with N elements, where β = π/α < 1. On the other hand, the optimal convergence behavior for lowest-order elements is O(N −1/2 ) if the mesh is appropriately refined. Uniform mesh-refinement leads to a suboptimal convergence rate, while Algorithm 7 with Dörfler marking and expanded Dörfler marking recovers the optimal convergence rate. i.e., β ≈ 0.5398. Consider the constant right-hand side f = 1 in (3) so that the residual error estimator is equivalent to the actual error, i.e., η ⋆ ≃ u−U ⋆ H 1 (Ω) . For κ = 2, Figure 1 shows a generically reduced convergence rate for the error estimator on uniform meshes, while Algorithm 7 with θ = 0.2 regains the optimal convergence rate. Empirically, the results generated by employing the standard Dörfler marking are of no difference to the adaptive mesh-refinement leads to optimal convergence behavior, while the preasymptotic behavior increases with κ.
results generated by employing the expanded Dörfler marking from Propositon 16. The same observation is made for other choices of θ (not displayed), so that we only consider the expanded Dörfler marking. Figure 2 compares uniform vs. adaptive mesh-refinement for fixed θ ∈ {0.2, 0.5} but various κ ∈ {1, 2, 4, 8}. As expected, the preasymptotic phase increases with κ. However, adaptive mesh-refinement results in asymptotically optimal convergence behavior. Figure 3 compares uniform vs. adaptive mesh-refinement for fixed κ ∈ {2, 8} but various θ ∈ {0.1, . . . , 0.9}. Although Theorem 26 predicts optimal convergence rates only for small marking parameters 0 < θ < θ opt := (1 + C 2 stb C 2 rel ) −1 , we observe that Algorithm 7 is stable in θ, and any choice of θ ≤ 0.9 leads to the optimal convergence behavior. Finally, we observed that Algorithm 7 did never enforce uniform mesh-refinement in step (i), i.e., throughout the resulting discrete linear systems were indefinite but regular.
5.2. Experiment with mixed boundary conditions. We consider a Z-shaped domain with a symmetric opening at the re-entrant corner, see adaptive mesh-refinement leads to optimal convergence behavior, while the preasymptotic behavior increases with κ. estimator. Adaptive mesh-refinement resolves the geometric singularity at the re-entrant corner (see, e.g., Figure 7 ) and recovers the optimal convergence rate. Algorithm 7 appears to be stable for all θ ∈ {0.1, . . . , 0.9}. Different choices of κ ∈ {1, 2, 4, 8, 16} affect only the preasymptotic phase. Finally, there is no empirical difference between the standard Dörfler marking and the expanded Dörfler marking.
