Abstract. In this paper, we present a group sparsity constrained patch based label propagation method for multi-atlas automatic brain labeling. The proposed method formulates the label propagation process as a graph-based theoretical framework, where each voxel in the input image is linked to each candidate voxel in each atlas image by an edge in the graph. The weight of the edge is estimated based on a sparse representation framework to identify a limited number of candidate voxles whose local image patches can best represent the local image patch of each voxel in the input image. The group sparsity constraint to capture the dependency among candidate voxels with the same anatomical label is also enforced. It is shown that based on the edge weight estimated by the proposed method, the anatomical label for each voxel in the input image can be estimated more accurately by the label propagation process. Moreover, we extend our group sparsity constrained patch based label propagation framework to the reproducing kernel Hilbert space (RKHS) to capture the nonlinear similarity of patches among different voxels and construct the sparse representation in high dimensional feature space. The proposed method was evaluated on the NA0-NIREP database for automatic human brain anatomical labeling. It was also compared with several state-of-the-art multi-atlas based brain labeling algorithms. Experimental results demonstrate that our method consistently achieves the highest segmentation accuracy among all methods used for comparison.
Introduction
Automatic and accurate human brain labeling plays an important role in medical image analysis, computational anatomy, and pathological studies. Multi-atlas based image segmentation [1] [2] [3] [4] is one of the main categories of methods for automatic human brain labeling. It consists of two main steps, namely the registration step, and the label fusion step. In the registration step, atlases (i.e., images with segmentation groundtruths) are registered to the image to be segmented. The corresponding segmentation groundtruth of each atlas is also registered to the image to be segmented accordingly. In the label fusion step, the registered segmentation groundtruths of atlases are mapped and fused to estimate the corresponding label map of the image to be segmented. In this paper, we mainly focus at the label fusion step.
There are many novel label fusion strategies proposed in the literature [5] [6] [7] [8] [9] for multi-atlas based image segmentation. For instance, the majority voting (MV) scheme assigns each voxel of the image to be segmented the label which appears most frequently at the same voxel position across all the registered atlas images. The simultaneous truth and performance level estimation (STAPLE) [9] scheme iteratively weights the contribution of each atlas based on an expectation maximization approach. Sabuncu et al. [7] proposed a novel probabilistic framework to capture the relationship between each atlas and the input image.
Recently, Rousseau et al. [4] proposed a novel label fusion method for automatic human brain labeling based on the non-local mean principle and patch based representation. More specifically, each reference voxel in the input image is linked to each voxel in atlas images based on their patch based similarity. Then, voxels in atlas images within a small neighborhood of the reference voxel are served as candidate voxels to estimate the label of the reference voxel. This method has several attractive properties: First, it does not require non-rigid image registration between atlases and input image [4] . Second, it allows one to many correspondences to select a set of good candidate voxels for label fusion. However, it also has several limitations: (1) Candidate voxels which have low patch similarity with the reference voxel will still contribute in label propagation. ( 2) The dependency among candidate neighboring voxels with the same anatomical label is not considered.
Therefore, we are motivated to propose a new group sparsity constrained patch based label propagation framework. Our method estimates the sparse coefficients to reconstruct the local image patch of each voxel in the input image from patches of its corresponding candidate voxels in atlas images, and then use the estimated coefficients as graph weights to perform label propagation. Candidate voxels have low patch similarity with the reference voxel in the input image can be effectively removed by the sparsity constraint. The group sparsity is also considered to capture the dependency among candidate voxels with the same anatomical label. Moreover, we extend the proposed framework to the reproducing kernel Hilbert space (RKHS) to capture the nonlinear similarity of the patch based representations. Our method was evaluated on the NA0-NIREP database and compared with several state-of-the-art label fusion methods. Experimental results show that our method achieves the highest segmentation accuracy among other methods under comparison.
Group Sparsity Constrained Patch Based Label Propagation
The general label propagation framework [4] can be summarized as follows: Given N atlas images I i and their corresponding label maps L i (i = 1, ..., N ) registered to the input image I new , the label at each voxel position x in I new can be estimated by Equation 1:
where N i (x) denotes the neighborhood of voxel x in image I i , which is defined as the W × W × W subvolume centered at x. w i (x, y) is the graph weight reflecting the relationship between voxels x in I new and y in I i , which also determines the contribution of voxel y in I i during the label propagation process to estimate the anatomical label for x. L new is the estimated label probability map of I new . It should be noted that L i (y) is a vector of [0, 1] M denoting the proportion of each anatomical label at voxel y, and M is the total number of anatomical labels of interest in the atlases. Therefore, L new (x) is a M dimensional vector with each element denoting the probability of each anatomical label assigned to voxel x. Similar to [4] , the final anatomical label assigned to each voxel x will the determined as the one with the largest probability among all the elements in L new (x).
In [4] , the graph weight w i (x, y) is estimated based on the patch based similarity between voxels x and y by Equation 2:
Where K is the patch size, α is the smoothing parameter. P Inew (x) and P Ii (y) denote the K × K × K image patches of images I new and I i centered at voxel x and y, respectively. Φ is the smoothing kernel function. In this paper, the heat kernel with Φ(x) = e −x is used similar to [4] . However, based on the graph weight defined by Equation 2, candidate voxels with low patch similarity to the reference voxel will still contribute in label propagation, which can lead to fuzzy label probability map and affect the segmentation accuracy as will be confirmed in our experiments. Therefore, we are motivated to estimate the graph weight w i (x, y) based on the sparse coefficients to reconstruct the local patch of each voxel x in I new from patches of its corresponding candidate voxels y in I i such that candidate voxels with low patch similarity can be automatically removed due to the sparsity constraint. More specifically, for each voxel x in I new , its patch can also be represented as a
.., N ) and organize them into a matrix A. Then, the sparse coefficient vector β x for voxel x is estimated by minimizing Equation 3:
where || · || 1 denotes the L1 norm to enforce the sparsity constraint to the reconstruction coefficient vector β x . Minimizing Equation 3 is the constrained L1-norm optimization problem (i.e., Lasso) [10] , and the optimal solution β opt x to minimize Equation 3 can be estimated by Nesterov's method [11] . Then, the graph weight w i (x, y) can be set to the corresponding element in β opt x with respect to y in image I i .
However, the graph weight estimated by Equation 3 still treats candidate voxels as independent instances during the label propagation process without encoding the prior knowledge of whether they are belonging to the same anatomical group. As stated in [12] , without considering this prior knowledge can lead to significant representation power degradation. Therefore, we also enforce the group sparsity constraint in the proposed framework. More specifically, suppose voxels y in N i (x) belonging to C (C ≤ M ) different anatomical structures based on L i (y). Then, the patch based representation of all the voxels y in N i (x) belonging to the jth (j = 1, ..., C) = [A 1 , A 2 , ..., A C ] , and
T . Thus, the objective energy function by incorporating the group sparsity constraint can be expressed by Equation 4 :
Where γ j denotes the weight with respect to the jth anatomical structure, and || · || 2 denotes the L2 norm.
Group Sparsity Constrained Patch Based Label Propagation in Kernel Space
Kernel methods have attractive property that they can capture the nonlinear relationship of patches of different voxels in the high dimensional feature space. It is shown in [13] that kernel-based sparse representation method can further improve the recognition accuracy for the application of face recognition. Therefore, we are motivated to extend the group sparsity constrained patch based label propagation framework to the reproducing kernel Hilbert space (RKHS). More specifically, given a nonlinear mapping function φ which can map the original patch based representation f x of each voxel x in the high dimensional feature space as φ(f x ), the objective energy function expressed by Equation 4 for group-sparse-patch based representation is converted to Equation 5:
Based on the kernel theory, the product between two mapped samples φ(f x ) and φ(f y ) in the high dimensional feature space can be represented by a kernel function κ, where κ(f x , f y ) = (φ(f x )) T (φ(f y )). Then, Equation 5 can be rewritten as Equation 6 :
Fig. 1. Exemplar images from the NA0-NIREP database
Where G is the gram matrix with {G} ij = κ(u i , u j ), where u i denotes the ith column of matrix A. V (x) is a vector with {V (x)} i = κ(u i , x). Equation 6 can also be optimized by Nesterov's method [11] besides additionally computing G and V (x). In this paper, the Gaussian radial basis function kernel is adopted, with κ(u i , u j ) = exp(−τ ||u i − u j || 2 ).
Experimental Results
In this section, we evaluate our method for automatic brain labeling on the NA0-NIREP database [14] . The NA0-NIREP database has 16 3D brain MR images, among which eight are scanned from male adults and eight are scanned from female adults. Each image has been manually delineated into 32 gray matter regions of interest (ROIs). The images were obtained in a General Electric Signa scanner at 1.5T, with the following protocol: SPGR/50, TR 24, TE 7, NEX 1 matrix 256 × 192, FOV 24 cm. All the images were aligned by the affine transformation with the FLIRT toolkit [15] as the preprocessing step. Exemplar images of the NA0-NIREP database before registration are shown in Figure 1 .
The following parameter settings were adopted for the proposed method: A small patch size 3 × 3 × 3 was adopted, and the searching neighborhood size was set to 5 × 5 × 5. The same patch size and searching neighborhood size were adopted for the conventional patch based label propagation method in [4] under comparison. λ was set to 10 −4 in Equations 3, 4, 5 and 6. The kernel parameter τ was set to 1/64 by cross validation, and the weight γ j in Equations 4, 5, and 6 was set to 1 for each anatomical structure.
The Dice ratio was adopted as the quantitative measure.
It is defined as D(A, B) = (2|A ∩ B|)/(|A| ∪ |B|)
, where A and B denote the regions of a specific type of anatomical structure of the estimated label map and the groundtruth, and | · | denotes the number of voxels within an image region. Half of the images were randomly selected from the 16 images as atlases, and the remaining half of the images were served as the testing images. The experiment was repeated for 10 times, and the average Dice ratio obtained for each ROI by using the majority voting (MV) scheme, STAPLE [9] , the conventional patch based label propagation (CPB) method [4] , and the proposed group-sparse-patch based label propagation method in the reproducing kernel Hilbert space (GSP + RKHS) are listed in Table 1 with respect to the left and right hemispheres of brain. It can be observed from Table 1 that our method (GSP + RKHS) achieves the highest segmentation accuracy among all the methods under comparison almost at all the ROIs, which reflects the effectiveness of the proposed method.
To visualize the segmentation accuracy of the proposed method, Figure 2 shows a typical segmentation result for the parahippocampal gyrus in the left hemisphere brain with different approaches. The segmentation groundtruth is also given in the second column in Figure 2 for reference. It can be observed from Figure 2 that the segmentation result obtained by our method is the closest to the groundtruth, which implies the high segmentation accuracy of our method.
Moreover, to further analyze the contribution of each component of the proposed method, Figure 3 shows the average Dice ratios of the 32 ROIs obtained by using the proposed method with only the global sparsity constraint defined Dice Ratio (in %)
Global Sparseness Global+Group Sparseness Global+Group Sparseness in RKHS Fig. 3 . The average Dice ratio for each anatomical structure obtained by the proposed method with only the global sparsity constraint, with both the global and group sparsity constraints, and with both the global and group sparsity constraints in the reproducing kernel Hilbert space, respectively, on the NA0-NIREP database.
by Equation 3 , with both the global and group sparsity constraints defined by Equation 4 , and with both the global and group sparsity constraints defined in the kernel space as expressed by Equation 5 . It can be observed from Figure 3 that by enforcing the group sparsity constraint, the segmentation accuracy (i.e, with 74.7% overall Dice ratio) can be improved compared with using only the global sparsity constraint only (i.e., with 73.3% overall Dice ratio), which reflects the importance of incorporating the representation power of groups of input variables as stated in [12] . Mover, by extending the group-sparse-patch based label propagation framework to the nonlinear kernel space, the segmentation accuracy can be further improved (i.e., with 76.6% overall Dice ratio).
Conclusion
In this paper, we propose a new patch based multi-atlas label propagation method for automatic brain labeling. Different from the conventional patch based label propagation method, our method enforces sparsity constraints in the label propagation process such that only candidate voxels whose local image patches can best represent the local image patch of the reference voxel in the input image will contribute during label propagation. More precisely, the graph weights for label propagation are estimated based on the sparse coefficient vector to reconstruct the patch of each voxel in the input image from patches of its corresponding candidate voxels in atlas images. The group sparsity constraint is also enforced to capture the dependency among candidate voxels with the same anatomical label. Moreover, our method is extended to the reproducing kernel Hilbert space (RKHS) to capture the nonlinear relationship of patches of different voxels. Our method was evaluated on the NA0-NIREP database and compared with several state-of-the-art label fusion approaches for automatic brain labeling. Experimental results demonstrate that the proposed method achieves the highest segmentation accuracy among all methods used for comparison.
