This paper studies sensor calibration in spectral estimation where the true frequencies are located on a continuous domain. We consider a uniform array of sensors that collects measurements whose spectrum is composed of a finite number of frequencies, where each sensor has an unknown calibration parameter. Our goal is to recover the spectrum and the calibration parameters simultaneously from multiple snapshots of the measurements.In the noiseless case, we prove uniqueness of this problem up to certain trivial, inevitable ambiguities with an infinite number of snapshots as long as there are more sensors than frequencies based on an algebraic method. We then analyze the sensitivity of this approach with respect to the number of snapshots and noise. We next propose an optimization approach that makes full use of the measurements and consider a non-convex objective over all calibration parameters and Toeplitz matrices. This objective is non-negative and continuously differentiable. We prove that, in the case of infinite snapshots of noiseless measurements, the objective vanishes only at the equivalent solutions to the true calibration parameters and the measurement covariance matrix with all calibration parameters being 1 which exhibits a Toeplitz structure. The objective is minimized using Wirtinger gradient descent which we prove converges to a critical point. We show empirically that this critical point provides a good approximation of the true calibration parameters and the underlying frequencies.
Introduction
High-performance systems in signal processing often require precise calibration of sensors, however, such advanced sensors can be very expensive and difficult to build. It is, therefore, beneficial to use measurements themseveles to adjust calibration parameters and perform signal recovery simultaneously.
We consider sensor calibration in spectral estimation where the frequencies of interest are located on a continuous domain. In paticular, suppose a uniform array of N sensors collects measurements whose spectrum is composed of s spikes located at S := {ω j ∈ [0, 1)} s j=1 with amplitudes x(t) := {x j (t)} s j=1 ∈ C s at time t. Each sensor has an unknown calibration parameter g n , n = 0, . . . , N − 1. The measurement vector at the array output can then be written as y e (t) = GAx(t) + e(t),
where y e (t) ∈ C N and y e,n (t) is the noisy measurement collected by the n-th sensor at time t, G = diag(g) ∈ C N ×N with g = {g n } A ∈ C N ×s is the sensing matrix defined by
Our goal is to recover the spectrum S and the calibration parameters g simultaneously from noisy measurements {y e (t), t ∈ Γ} where L := #Γ is the number of snapshots. Spectral estimation modeled by (1) is a fundamental problem in imaging and signal processing. It is widely used in speech analysis, direction of arrival (DOA) estimation, array imaging, and remote sensing. For example, in array imaging (see Fig. 1 ), we assume there are s sources located at {ω j } s j=1 with amplitudes {x j (t)} s j=1 , and set a uniform array of sensors to collect measurements {y e (t), t ∈ Γ}. Our goal is to recover the source locations and the sensor calibration parameters simultaneously from the measurements.
When all sensors are perfectly calibrated, many methods have been proposed to recover frequencies located on a continuous domain, such as Prony's method [20] , MUSIC [22, 23] , ESPRIT [21] , 1 minimization [3, 27] , and the greedy algorithms [8, 10] . We refer the reader to [9, 24] for a comprehensive review. In this paper, the problem is compliated by the fact that each sensor has an unknown calibration parameter.
The calibration problem modeled by (1) has been considered in [19, 31, 32, 11] . Assume that, the underlying frequencies have random and uncorrelated amplitudes, frequencies and noises are independent, and noises at different sensors are uncorrelated. In [19] , Paulraj and Kailath investigated DOA estimation using a uniform linear array in the presence of unknown calibration parameters. By exploiting the Toeplitz structure of the measurement covariance in the case of perfect sensors (which we refer to the case that all calibration parameters are 1), they proposed an algebraic method relying on least square solutions of two linear systems of equations for the calibration amplitudes and phases, respectively. However, phase wrapping in the set of equations for the calibration phase estimation is not taken into account and can degrade the DOA estimator performance (see Section 3.1). This method is called the full algebraic method in our paper. A similar approach is followed in [32] . In [13] , Li and Er analyzed the full algebraic method with finite snapshots of measurements. They show that the average bias is nonzero, and that if the problem of phase wrapping is resolved, then the variance for the calibration phases is O(1/ √ L) where L is the number of snapshots. However, it remains unclear how to resolve phase wrapping in the full algebraic method. In addition, their results in [13] do not cover sensitivity to noise, and sensitivity in the spectral estimation. In [31] , Wylie, Roy, and Schmitt proposed a partial algebraic method which successfully avoids the problem of phase wrapping by removing redundancy in the linear system. A shortcoming of their approach is that a large part of the measurements are not taken into account in the recovery process.
In [11] , an alternating algorithm is proposed by Friedlander and Weiss for the same calibration problem modeled by (1) . This algorithm is based on a two-step procedure. First, one assumes that the calibration parameters are known, and estimates the frequencies through the MUSIC algorithm. Then one solves an optimization problem to obtain the best calibration parameters based on the recovered frequencies. The essential idea of this algorithm is alternating minimization, but no performance guarantee is provided. In addition, it does not perform as well as the partial algebraic method in numerical experiments.
Recently, many works address the following single-snapshot calibration problem:
where g ∈ C N , x 0 ∈ C M are unknown calibration parameters and signal of interest, A ∈ C N ×M is a given sensing matrix, e ∈ C N represents noise, and y ∈ C N is the measurement vector [1, 17, 16] . The goal is to recover g and x 0 from y. This problem is solved using a lifting technique in [1, 17] , and non-convex optimization in [16] , respectively. Performance guarantees are established in the case where g lies in a known subspace, and A is random Gaussian [1, 17] or random partial DFT matrix [17] . In spectral estimation, sensing matrices are not random Gaussian. The random partial DFT matrices are more closely related, but one has to discretize the frequency domain with grid spacing equal to 1/N in order to generate such sensing matrices.
Here we do not discretize the frequency domain in order to avoid gridding errors [8, 10] . In [5] , Chi considers a slightly different single-snapshot model:
where g ∈ C N contains unknown calibration parameters, A is the same as (2), x ∈ C s is an unknown amplitude vector, and y ∈ C N is the measurement vector. The goal is to recover g, x, and the frequencies {ω j } s j=1 from y. This problem is the same as our model (1) with single snapshot. Chi solves it using a lifting technique and atomic norm minimization, and proves that, in the noiseless case where g lies in a random subspace of dimension K with a coherence parameter µ, and if the underlying frequencies are separated by 4/N , then exact recovery is guaranteed with a high probability as long as N ≥ CµK 2 s 2 up to a log factor.
After sensors are built, it is usually cheap to take multiple snapshots of measurements. This paper studies the calibration problem modeled by (1) with multiple snapshots. In comparison with the works in [1, 5, 17, 16] , we remove the assumption that g lies in a known subspace. Instead we utilize the Fourier structure and take advantage of the multiple snapshots. In addition, we only require more sensors than frequencies, namely, N > s.
Our contributions
We begin by studying uniqueness of the calibration problem modeled by (1) and propose several algorithms for signal recovery. We show there are certain inevitable ambiguities in (1) . We characterize all trivial ambiguities, and prove that, both the spectrum and the calibration parameters are uniquely determined from infinite snapshots of noiseless measurements up to a trivial ambiguity, as long as there are more sensors than frequencies. Our proof is based on the algebraic methods proposed in [19, 31] . We then present a sensitivity analysis of the partial algebraic method [31] with respect to the number of snapshots L and noise level σ. In particular, Theorem 2 shows that, if the underlying frequencies are separated by 1/N , then the reconstruction error of calibration parameters in the partial algebraic method is O
This rate is verified by numerical experiments. As for frequency localization, we prove that, the noise-space correlation function whose s smallest local minima correspond to the recovered frequencies in the MUSIC algorithm, is perturbed at most by O
The partial algebraic method in [31] only exploits partial entries of the measurement covariance matrix and the full algebraic method in [19] is affected by phase wrapping. We therefore propose an optimization approach to make full use of the measurements. We consider an objective function composed of two terms: one is a quadratic loss and the other is a penalty which prevents calibration parameters going to ∞ and frequency amplitudes decreasing to 0 (or vice versa). This objective is continuously differentiable but non-convex. We propose minimizing it over all possible calibration parameters and Toeplitz matrices. The optimization problem is solved by Wirtinger gradient descent [4] . We prove that, Wirtinger gradient descent converges to a critical point, and show empirically that this critical point provides a good approximation to the true calibration parameters and the underlying frequencies.
Finally we perform a systematic numerical study to compare the partial algebraic method [31] , the alternating method [11] , and our optimization approach. With respect to the stability to L and σ, our algorithm appears to have the best performance.
In summary, the main contributions of this paper are (i) characterizing all trivial ambiguities of the calibration problem modeled by (1) and proving uniqueness up to trivial ambiguities; (ii) presenting a sensitivity analysis of the partial algebraic method; (iii) proposing an optimization approach with superior numerical performance.
Related work
Recently, many interesting works have addressed the single-snapshot calibration problem modeled by (3) where the goal is to recover g and x simultaneously from y. Without additional assumptions, solutions to this problem are not unique since there are more unknowns than equations. In [1] , Ahmed, Recht, and Romberg assume that g lies in a known subspace, and use a lifting technique to transform the problem into that of recovering a rank-one matrix from an underdetermined system of linear equations. They prove explicit conditions under which nuclear minimization is guaranteed to recover the original solution in the case where A is a random Gaussian matrix. In [17] , Ling and Strohmer extend the framework in [1] to allow sparse signals with a random Gaussian matrix or random partial DFT matrix. The latter case is closely related to spectral estimation, but one has to discretize the frequency domain with grid spacing equal to 1/N in order to generate a partial DFT matrix. It is well known that, when the underlying frequencies are on a continuous domain, this discretization may cause gridding errors [6, 8, 10] .
Since the lifting technique greatly increases the computational complexity, many non-convex optimization approaches are proposed to address problems in signal processing, such as phase retrieval [4, 2, 29, 25] , dictionary recovery [26] , blind deconvolution [16] , and low-rank matrix estimation [33] . In [16] , Li et al. formulate a non-convex optimization problem for the calibration problem modeled by (3) , and solve it with a two-step scheme composed of a good initialization and gradient descent [16] . Performance guarantees are proved when g lies in a known subspace and A is a random Gaussian matrix. This theory does not apply to spectral estimation since the sensing matrix is not random Gaussian.
In array imaging, it is natural to consider multiple snapshots. The work in [14] addresses the following model:
where g ∈ C N , X 0 ∈ C M ×L are unknown calibration parameters and signals in L snapshots, A ∈ C N ×M is a given sensing matrix, E ∈ C N ×L represents noise, and Y ∈ C N ×L is the measurement matrix in L snapshots. In [14] , Li, Lee and Bresler prove uniqueness up to a scaling ambiguity for generic signals X 0 and a generic sensing matrix A provided that N > M and
In the case where X 0 has s non-zero rows, uniqueness is proved for generic signals with s non-zero rows and a generic sensing matrix A provided that N > 2s and
These conditions are optimal in terms of sample complexity. However, the theory in [14] does not apply to our case for the following reasons: (i) our sensing matrix defined in (2) is unknown, since it depends on the unknown frequencies; (ii) even if we discretize the frequency domain and approximate every frequency by the nearest grid point to fit the model (5), the sensing matrix is not generic. In comparison, our uniqueness results consider the structure of Fourier measurements but involve infinite snapshots of measurements. It is interesting to study the optimal sample complexity in our case, which we leave for future work.
Organization and Notation
This paper is organized as follows. Uniqueness results are described in Section 2.1. The partial algebraic method and its sensitivity analysis are presented in Section 3. Section 4 considers our optimization approach and its convergence to a critical point. Numerical simulations are presented in Section 5. We conclude and discuss future research directions in Section 6. Most proofs are relegated to the Appendices.
Throughout the paper we use s, N, L to denote the number of frequencies, the number of sensors, and the number of snapshots respectively. The expression C = (A B) horizontally concatenates matrices A and B, while C = (A; B) vertically concatenates them. For x ∈ C N , x := N j=1 x j , and diag(x) is the N ×N diagonal matrix whose diagonal is x. We use |x| ∈ R N and ∠x ∈ R N to denote the magnitude and phase vectors of x respectively such that |x| j = |x j | and (∠x) j = ∠x j , j = 1, . . . , N . For convention, we let (∠x) j ∈ [−π, π). For an arbitrary angle θ, we assume (θ mod 2π) ∈ [−π, π). The dynamic range of x is the ratio between the largest amplitude and the smallest amplitude of x, denoted by DR x := max i |x i |/ min i |x i |. For X ∈ C N ×N , we use diag(X) to denote the main diagonal of X, diag(X, k), k > 0 to denote the kth diagonal of X above the main diagonal, and diag(X, k), k < 0 to denote the kth diagonal of X below the main diagonal. The notation X and X F represent the spectral norm and the Frobenius norm of X, respectively. The expression A B for two square matrices A and B of the same size means B − A is positive semidefinite. The expression a b for two scalars a and b means a ≤ Cb with a constant C independent of a, b, We use 0 to denote the null vector or the null matrix.
Uniqueness

Trivial ambiguity and uniqueness
In the case of a single snapshot, uniqueness does not exist since there are fewer measurements (N ) than unknowns (N + 2s). After sensors are built, it is usually cheap to take multiple snapshots. For uniqueness we study the case with infinite snapshots of noiseless measurements. Clearly certain trivial ambiguities between the spectrum and the calibration parameters are inevitable. For example, one can add a gain to x(t) and then divide it out in g, so that there is always a gain ambiguity. Similarly, there is always a shift ambiguity in the frequencies since we can shift all frequencies by a constant and all this will do is adding a phase modulation to g. In the next definition, we define the trivial ambiguities in the problem: Definition 1 (Trivial ambiguity). Let {g, S, x(t)} be a solution to the calibration problem modeled by (1) . Then {g,S,x(t)} is called equivalent to {g, S, x(t)} up to a trivial ambiguity if there exist c 0 > 0, c 1 , c 2 ∈ R such thatg
x(t) = x(t)c
To proceed we make the following assumptions on the statistics of the frequencies (or sources in array imaging) and noises:
A1 Calibration parameters satisfy |g n | = 0, n = 0, . . . , N − 1.
A2 Sources and noises have zero mean: Ex(t) = 0 and Ee(t) = 0.
A3 Sources are uncorrelated such that R x := Ex(t)x * (t) = diag({γ 2 j } s j=1 ).
A4 Sources and noises are independent, i.e., Ex(t)e * (t) = 0.
A5 Noises at different sensors are uncorrelated so that Ee(t)e * (t) = σ 2 I N where σ represents noise level.
which is sufficient to recover all frequencies by standard spectral estimation. Notice that f 0 = s j=1 γ 2 j > 0. In the case of infinite snapshots, uniqueness of the calibration problem exists up to a trivial ambiguity as long as |f 1 | > 0. This condition is sufficient to guarantee that the sub-diagonal entries in the covariance measurement do not vanish. If the frequency amplitudes {γ 2 j } s j=1 are generic, then we have |f 1 | > 0 almost surely. Theorem 1. Suppose |f 1 | > 0 and N ≥ s + 1. Let {g, S, x(t)} be a solution to the calibration problem modeled by (1). If there is another solution {g,S,x(t)}, then {g,S,x(t)} is equivalent to {g, S, x(t)} up to a trivial ambiguity. 
Here a ≡ b mod c means a is equal to b modulo c. We can then write these N − k − 1 linear equations (7) in matrix form
where
We concatenate the matrices Φ k for k ∈ Λ vertically into a big matrix
By exploiting all entries in the covariance matrix, we can generalize the condition |f 1 | > 0 in Theorem 1 to the condition that rank(Φ Λ ) = N − 2. Observe that |f 1 | > 0 is sufficient but not necessary to guarantee rank(Φ Λ ) = N − 2. In other words, uniqueness in Theorem 1 holds under a more general condition, that is, rank(Φ Λ ) = N − 2.
Proof of uniqueness
We prove Theorem 1 based on the algebraic methods proposed in [19, 31] . We begin by considering the covariance of y e :
R y e := Ey e (t)y *
Denote the noiseless data by y(t) := GAx(t) and its covariance by
Under Assumptions (A1-A5), we have
In the noiseless case, σ = 0. If infinite snapshots of measurements are collected, then we can assume R y is known. Define the Hermitian Toeplitz operator which maps a sequence to a Hermitian Toeplitz matrix:
Then we can express R y as
Indeed, the (m, n) entry is
The following lemma shows that g and f are uniquely determined from R y up to a trivial ambiguity as long as f 1 does not vanish:
Proof. We write g n = α n e iβn where α n is the calibration amplitude and β n is the calibration phase at the nth sensor. Then α = |g| and β = ∠g. Similarly, letα = |g| andβ = ∠g. Observe that the diagonal entries of R y are
If f 0 is given, thenα n = R y n,n /f 0 ; otherwise, the unknown f 0 leads to a scaling ambiguity such thatα = c 0 α.
The sub-diagonal entries of R y are
This gives rise to N − 2 equations about the β n 's:
, which are equivalent to
The linear system for β given by (13) has N −2 independent equations and N variables. Solving (13) results inβ
Therefore,β n = β n + c 1 + nc 2 mod 2π, which combined withα = c 0 α, results ing n = c 0 e i(c 1 +nc 2 ) g n . As forf , since R y m,n = g mḡn f m−n =g mḡnfm−n , we obtainf m−n = c
0 e −i(m−n)c 2 f m−n , which concludes the proof.
After obtaining the calibration parameters {g n = c 0 e i(c 1 +nc 2 ) g n } N −1 n=0 , we simply divideg from R y to obtaiñ
We can then perform standard spectral estimation onF to retrieve the frequencies. We consider the MUltiple Signal Classification (MUSIC) algorithm proposed by Schmidt [22, 23] . We postpone the introduction of MUSIC to Section 3, and for now, we use the result that MUSIC guarantees an exact recovery of frequencies in the noiseless case as long as N ≥ s + 1 (see Proposition 1). Combining Lemma 1 and exact recovery of MUSIC from noiseless data proves Theorem 1.
3 Algebraic methods
Full algebraic method and phase wrapping
In [19] , Paulraj and Kailath propose the first method for sensor calibration in DOA estimation. By exploiting the Toeplitz structure of H(f ), they obtain two linear systems in the calibration amplitudes and phases, respectively. Consider the case with infinite snapshots of noiseless measurements. When k varies from 1 to N − 1, the k-th sub-diagonal entries of R y satisfy
For k = 1, . . . , N − 1, as long as |f k | = 0, then we can obtain the following system of equations in ln α
together with (7) in β, for l = 0, . . . , N − k − 2. Paulraj and Kailath propose to substitute ≡ (equal modulo 2π) with = in (7) and solve these linear systems by least squares. However, one has to consider phase wrapping in (7) so that (7) is equivalent to
where l = 0, . . . , N − k − 2 and k = 1, . . . N − 1. Importantly, the p k,l 's in (16) are not independent. For example, the parameters p 1,0 , p 1,1 , p 2,0 need to satisfy
The p k,l 's are constrained by many more equations like (17) . Solving (16) with those constraints involves phase synchronization, which itself is highly nontrivial.
Partial algebraic method
In [31] , Wylie, Roy and Schmitt proposed a partial algebraic method by using the part of equations in (7) with k = 1 to recover the calibration phases. These linear equations are independent so there is no problem of phase wrapping any more. This partial algebraic method is summarized in Algorithm 1.
Algorithm 1 Partial algebraic method
Input: Measurements {y e (t), t ∈ Γ} and sparsity s Output: Calibration parameters g = { g n := α n e i βn } N −1 n=0 and recovered spectrum { ω j } s j=1 1: Form the empirical covariance matrix R y e = 1/L t∈Γ y e (t)y * e (t) 2: Compute the eigenvalue decomposition:
Solve the following linear system Φβ = R to obtain calibration phases β
where G = diag( g) and g n = α n e i βn , n = 0, . . . , N − 1 8: Apply the MUSIC algorithm on F : i) Compute the eigenvalue decomposition:
ii) Compute the imaging function
iii) Return the spectrum { ω j } s j=1 corresponding to the s largest local maxima of J (ω)
In practice, we take L snapshots of independent measurements, i.e., {y e (t), t ∈ Γ, #Γ = L}, and approximate R y e by the empirical covariance matrix
We first estimate the noise level σ from the smallest N − s eigenvalues of R y e and then subtract the noise component from R y e to obtain R y as an approximation of R y (see Step 4 in Algorithm 1). We then identify the calibration amplitudes |g| from the diagonal R y and calibration phases ∠g from the sub-diagonal R y by solving (18) which gives a specific solution to (13) with β 0 = β N −1 = 0. After the calibration parameters are recovered, we apply the MUSIC algorithm for the usual spectral estimation, where exact recovery is guaranteed in the noiseless case. Proposition 1. Suppose s is known and the input of MUSIC is exact:
where J (ω) is the imaging function defined in Step 8.ii in Algorithm 1 and R(ω) := 1/J (ω) is called the noise-space correlation function.
In the noiseless case, one simply needs to extract s zeros of the noise-space correlation function R(ω), or the s largest local maxima of the imaging function J (ω) as a recovery of S. In the presence of noise, we assume the input of MUSIC is approximate: F = AR x A * + E. Then the noise-space correlation function is perturbed from R to R with an upper bound given below.
Proposition 2 ([15, Theorem 3])
. Let N ≥ s + 1. Suppose s is known and the input of MUSIC is approximate: F = F + E = AR x A * + E. Let R(ω) and R(ω) be the imaging functions when MUSIC is applied on F and F respectively. Then
where λ 1 (F ) ≥ . . . ≥ λ s (F ) are the nonzero eigenvalues of F .
Sensitivity of the partial algebraic method
Theorem 1 guarantees exact recovery up to a trivial ambiguity with infinite snapshots of noiseless measurements. In practice, only finite snapshots of noisy measurements are taken. We next present a sensitivity analysis of the partial algebraic method in Algorithm 1 with respect to the number of snapshots L and noise level σ. We prove that, there exist C 1 , C 2 > 0 such that
by the partial algebraic method when the true frequencies are separated by 1/N . As for frequency localization in the MUSIC algorithm, the recovered frequencies correspond to the s smallest local minima of the noise-space correlation function. We prove that, the noise-space correlation function is perturbed by infinite snapshots and noise at most by O
for some constants C 3 , C 4 > 0.
In the theorem below, let γ max = max j γ j , γ min = min j γ j , and α max = max n |g n |, α min = min n |g n |. Theorem 2. Assume N ≥ s + 1 and |f 1 | > 0. Suppose we apply the partial algebraic method in Algorithm 1 with L snapshots of independent measurements. Let R y be the outcome in Step 4, g be the recovered calibration parameters, and F be the outcome in Step 7. Define
Then E R y − R y ≤ ∆R y , and
where F = AR x A * , R(ω) and R(ω) are the noise-space correlation functions in MUSIC with input data F and F respectively, and
The expectations in (20) and (21) are taken over random source amplitudes and random noises. To get some intuition, our estimates suggest that, the partial algebraic method is more stable in the cases where 1) the noise level σ is small and the number of snapshots L is large; 2) g , f 0 , |f 1 | are large; 3) the calibration parameters g have a small dynamic range such that α max /α min ≈ 1; 4) the minimal calibration amplitude α min is large; 5) source amplitudes have a small dynamic range such that γ max /γ min ≈ 1; 6) frequencies are well separated such that σ max (A)/σ min (A) ≈ 1.
Notice that E x(t) = s j=1 γ 2 j and E e(t) = σ √ N . Suppose x(t) and e(t) concentrate around E x(t) and E e(t) respectively. In the case that the true frequencies in S are separated by q > 1/N , discrete Ingham inequalities [15, Theorem 2] guarantee that r 1 (q, N ) ≤ σ min (A) ≤ σ max (A) ≤ r 2 (q, N ) for some positive constants r 1 , r 2 depending on q, N , which implies λ 1 (F ) ≤ γ 2 max r 2 2 and λ s (F ) ≥ γ 2 min r 2 1 . Then, when L is sufficiently large, we have
for some positive constants c 1 , c 2 depending on g, {γ j } s j=1 , S, N, s. Therefore
for some positive constants C 1 , C 2 , C 3 , C 4 depending on g, {γ j } s j=1 , S, N, s. Theorem 2 is related to the analysis in [13] . Suppose the problem of phase wrapping in the full algebraic method can be resolved. In [13] , Li and Er split the reconstruction errors of the calibration amplitudes and phases to an average bias term and a variance term. They claim that the average bias is nonzero, and the variance for the calibration phases is O(1/ √ L) where L is the number of snapshots. Below we point out some differences between Theorem 2 and the analysis in [13] .
1. In [13] the authors claim that the average bias is non-zero. In this case the total reconstruction error for the calibration phases does not approach 0 as L → ∞. In comparison, we show that the reconstruction error of the calibration parameters and the perturbation of the noise-space correlation function in MUSIC converge to 0 as L → ∞ in Theorem 2.
2. We present a sensitivity analysis of the partial algebraic method to both the number of snapshots and noise, while sensitivity to noise is not addressed in [13] .
3. The upper bounds in Theorem 2 are explicitly given in terms of g, {γ j } s j=1 , N , s, σ max (A) and σ min (A). When the underlying frequencies are separated by q > 1/N , we can further bound σ max (A) and σ min (A) in terms of q and N by discrete Ingham inequalities [15] . In comparison, all bounds in [13] are implicit in the sense that the average bias is defined but not analyzed, and the variance is expressed in terms of the trace of certain matrices that are not explicitly given.
4. One needs to perform standard spectral estimation after calibration parameters are recovered. Theorem 2 includes a sensitivity analysis of the MUSIC algorithm, which is not addressed in [13] .
In Theorem 2, the expression in (19) may appear intimidating. However, it simply results from Bernstein inequalities [28] , based on which we estimate the deviation of the sampled covariance matrix R y e from the covariance matrix R y e . Notice that
Applying Bernstein inequalities gives rise to (19) where the three terms correspond to upper bounds of
and
E R e − R e , respectively.
Optimization approach
As discussed in Section 3.1, it is nontrivial to make use of all entries in the covariance matrix in the algebraic method. Instead we propose an optimization approach to take advantage of all measurements. Suppose R y is an estimate of R y . According to Lemma 1, we can recover exact calibration parameters g and the quantities defined in (6), denoted by f , by solving the following optimization problem:
Here we use boldface letters g, f to denote variables in optimization and g, f to denote the ground truth. With infinite snapshots of noiseless measurements, we have R y = R y , and Lemma 1 indicates that the global minimizer of (22) is the ground truth. Otherwise, we run
Step 1 -4 in Algorithm 2 to obtain R y as an approximation to R y . As pointed out in Lemma 1, if (g, f ) is a solution to (22) , then so is (c 0 g, c −2 0 f ) for any c 0 = 0. In order to guarantee numerical stability, we avoid the case that g → 0 and f → ∞ (or vice versa) by adding a penalty to the objective function. Let n 0 := g 2 f which can be estimated from R y based on the following lemma (see Appendix B for the proof):
Lemma 2. Let R y be defined in (9) . Then
Let n 0 be the estimate of n 0 from Step 5 in Algorithm 2. Theorem 2 shows that R y −R y ≤ ∆R y with ∆R y given by (19) . When the true frequencies are separated by 1/N , ∆R y ≤ O
, which implies n 0 ≈ n 0 when L is sufficiently large. Consider the following bounded set:
We pick an initial point satisfying
through the partial algebraic method. Notice that the solution from the partial algebraic method has a scaling ambiguity, so we simply normalize it to guarantee (25) . In order to ensure all the iterates remain in N n 0 , we minimize the following regularized function:
where L(g, f ) is defined in (22) and G(g, f ) is a penalty function of the form
. When exact frequencies are separated by
We therefore take ρ ≥ 3 n 0 /( √ 2 − 1) 2 when L is sufficiently large. The objective function in (26) is continuously differentiable but non-convex. We pick a random initial point satisfying (25) and solve (26) by gradient descent where the derivative can be interpreted as Wirtinger derivative 1 . Here the Wirtinger gradient ofL is 
Step 1 -7 in Algorithm 1, and let g 0 ← g and
9: 
where V 1 ∈ C N ×s , and
ii) Compute the imaging function
iii) Return the spectrum { ω j } s j=1 corresponding to the s largest local maxima of J (ω) with each term given by
where G 0 (z) = 2 max(z − 1, 0). The operator H a : C N ×N → C N is associated with H and defined by
One can verify that H a satisfies
and therefore
which gives rise to (28) . Our approach is summarized in Algorithm 2. The next theorem proves that the gradient descent in Step 6-11 of Algorithm 2 converges to a critical point of (26) . . Then running Algorithm 2 with step size
gives rise to a sequence (g k , f k ) ∈ N n 0 , and
Theorem 3 (see Appendix C for the proof) shows that Wirtinger gradient descent converges to a critical point of (26) . Our numerical experiments suggest that this point provides a good approximation of the ground truth up to a trivial ambiguity.
Numerical experiments
We perform systematic numerical simulations to compare the performance of several methods. In our simulations, S contains s frequencies located on the continuous domain [0, 1). Theorem 2 shows that the problem is more challenging when the dynamic ranges of x and g increase. We denote the dynamic range of γ and g by DR γ > 0 and DR g > 0 respectively, such that
The phases of x j (t) are randomly chosen from [0, 2π) to guarantee that Ex(t)x * (t) = diag({γ 2 i } s i=1 ). We add i.i.d. Gaussian noise to the measurements such that y e (t) = y(t) + e(t) with e(t) ∼ N (0, σ 2 I N ).
Suppose we take L snapshots of independent measurements, i.e., {y e (t) : t = 1, . . . , L}, and form the empirical covariance matrix R y e = 1 L L t=1 y e (t)y * e (t). We assume s is known and denote the support of recovered frequencies by S = { ω j } s j=1 . Due to discrete set-up of sensors, we assume periodicity of the frequency domain [0, 1) on which the distance between two frequencies d(ω j , ω l ) is understood as the wrap-around distance on the torus. Frequency support error is measured by the Hausdorff distance between S and S up to a translation:
Let c * 2 be the argmin in (30) . In the noiseless case, we expect the recovered calibration parameters in the form of g n = c 0 e ic 1 e inc * 2 g n for some c 0 > 0 and c 1 ∈ [0, 2π). Letg n = g n e −inc * 2 and C * = argmin C N −1 n=0 |g n − Cg n | 2 . We measure the relative calibration error for the n-th sensor and the average relative calibration error as
CalError n .
We test the following methods
• the partial algebraic method in Algorithm 1;
• the optimization approach in Algorithm 2: In practice we choose the step length η k according to the backtracking line search in Algorithm 3 [18, Algorithm 3.1 on Page 37]. This backtracking approach ensures the selected step length η k is short enough to guarantee a sufficient decrease ofL but not too short. The latter claim holds since the accepted step length η k is within a factor θ of the previous trial value η k /θ, which was rejected for violating the sufficient decreases ofL, that is, for being too long. In our implementation, we setη =L(g k , f k )/ ∇L(g k , f k ) , θ = 0.5, c = 0.5 and terminate gradient descent while η k < 10 −4 ;
Algorithm 3 Backtracking line search
• an alternating method proposed by Friedlander and Weiss [11] . This algorithm is based on a two-step procedure. First, one assumes that the calibration parameters are known, and estimates the frequencies with the MUSIC algorithm. Given the recovered frequencies, one then minimizes the squared sum of the noise-space correlation functions evaluated at the recovered frequencies over all calibration parameters. We pick a random initilization and terminate the iteration while the squared sum of the noise-space correlation functions evaluated at the recovered frequencies only decreases by 10 −4 or less.
Partial algebraic method and optimization approach
We expect that the optimization approach outperforms the partial algebraic method in almost all cases since more measurements are used. To illustrate this, we perform reconstructions on 20 frequencies separated by 2/N . We set DR γ = DR g = 2 and consider a noise level σ = 0.5. We apply both methods to the same set of measurements. In Fig. 2 , the imaging functions in the MUSIC algorithm are displayed for the partial algebraic method and the optimization approach, respectively. Both techniques succeed as imaging functions peak around exact frequencies. In comparison, the optimization approach yields a better result since the peaks are higher and shaper, and the support error is smaller. 
Sensitivity to the number of snapshots
The performance of all algorithms improves as the number of snapshots L increases. We prove in Theorem 2 that, for the partial algebraic method, when the underlying frequencies are separated by 1/N or above, the reconstruction error of calibration parameters decays like O(1/ √ L). In order to verify this result, we perform reconstructions on 20 frequencies separated by 2/N when L increases from 30 to 10 4 . We set DR γ = DR g = 2, and let the noise level be σ = 0, 0.5, 1, 2. Fig. 3 displays the relative reconstruction error of calibration parameters and the success probability of support recovery in 100 independent experiments versus L in log 10 scale. Frequency support is called successfully recovered if d(S, S) ≤ 0.2/N . We observe that, (1) the reconstruction errors of calibration parameters for the partial algebraic method and the optimization approach decay like O(1/ √ L) since the slopes in Fig. 3 (a) are roughly −0.5; (2) in terms of stability to the number of snapshots, our optimization approach has the best performance; the partial algebraic method is the second best performer. 
Sensitivity to noise
To test the sensitivity of various methods to noise, we perform reconstructions on 20 frequencies separated by 2/N when σ increases from 10 −0.5 to 10. We set DR γ = DR g = 2, and let L = 500, 1000 respectively. Frequency support is called successfully recovered if d(S, S) ≤ 0.2/N . Figure 4 displays the average reconstruction error of calibration parameters and the success probability of support recovery in 100 independent experiments versus σ in log 10 scale. We observe that, (1) the reconstruction errors of calibration parameters for the partial algebraic method and the optimization approach increase like O(σ) when log 10 σ varies from −0.5 to 0.6 since the slopes in Fig. 4 (a) are roughly 1; (2) in terms of stability to noise, our optimization approach has the best performance, while the partial algebraic method is the second best. Notice that the reconstruction errors do not approach 0 when σ decreases to 0 due to deviation of the empirical covariance matrix from the true covariance matrix caused by the finite number of snapshots.
Conclusion and future research
This paper studies sensor calibration in spectral estimation with multiple snapshots. We assume the true frequencies are located on a continuous domain and each sensor has an unknown calibration parameter. Uniqueness for the calibration parameters and the frequencies, up to a trivial ambiguity, are proved with infinite snapshots of noiseless measurements, based on the algebraic methods in [19, 31] . Sensitivity analysis of the partial algebraic method [31] with respect to the number of snapshots and noise is presented. While only partial measurements are exploited in the algebraic method, we propose an optimization approach to make full use of the measurements. Superior performance of our optimization approach is demonstrated through a systematic numerical comparison with the partial algebraic method [31] and the alternating 
log10(success rate) versus log10(σ)
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(b) Support error versus σ in log 10 scale method [11] . Several interesting questions are left for future investigations. First, uniqueness in the current paper holds with infinite snapshots of noiseless measurements. It is interesting to study uniqueness with a minimal number of snapshots. Second, we have not proved global convergence of Wirtinger gradient descent in the optimization approach, even though we have observed superior numerical performance with a large class of initializations. In [1, 17, 16] , the measurement is bilinear. In our problem, the covariance matrix is quadratic in g and linear in f , which makes the local regularity condition [4, 16] harder to prove. In the future, we will consider the case where the true frequencies are located on the grid with spacing 1/N , which gives rise to the calibration problem modeled by (5), with the sensing matrix A being a DFT matrix. The DFT matrix is not generic so the uniqueness result in [14] does not apply. When A is a DFT matrix and X has s nonzero rows in (5), it is interesting to study uniqueness with a minimal number of snapshots, and develop algorithms with performance guarantees. We can also formulate an optimization problem and solve it by gradient descent. In this case, the measurement becomes bilinear.
A Sensitivity of the partial algebraic method (Proof of Theorem 2)
A.1 Proof of Theorem 2
The proof of Theorem 2 relies on the following matrix Bernstein inequalities.
Proposition 3 ([28, Theorem 7.3.1]). Consider a finite sequence {X k } of random Hermitian matrices that satisfy EX k = 0 and X k ≤ R.
Define the random matrix Y = k X k . Suppose EY 2 V for some positive semidefinite matrix V and let the intrinsic dimension of V be intdim(V ) = trace(V )/ V . Then for any
Proof of Theorem 2. In this proof, we assume g is known, and β 0 = β N −1 = 0 to remove trivial ambiguities; otherwise, for g, our estimate gives an upper bound to min c 0 >0,c 1 ,
In the case of finite snapshots, the sampled covariance matrix R y e deviates from R y e by:
where we use the same notations as (8) . We will estimate R x − R x using the matrix Bernstein inequality in Proposition 3. Let
where R x has the intrinsic dimension intdim(R x ) ≤ s. Applying Proposition 3, we obtain that for any η ≥
3L
, we have
Similarly, for all η > 0, we have
and
where we apply the matrix Bernstein inequality for non-Hermitian case [28, Theorem 1.6.2] to estimate R xe − R xe . Our estimator of R y is R y = R y e − σ 2 I N , which has the following error
where the last inequality follows from the Weyl's inequality [30] . Combining (32) , (35), (36) and (37) gives rise to E R y − R y ≤ ∆R y with ∆R y defined in (19) . Define the event
under which we have
This implies that
and trace( R y ) ≤ 3/2trace(R y ). We first perform all estimates under the event E and consider E c later.
Condition on E
In the partial algebraic method, if g is known, then α can be recovered without any scaling ambiguity. The exact and recovered calibration phases are:
Hence
On the other hand,
in the event E and then
Next we estimate β − β ∞ . To remove trivial ambiguities, we assume the exact calibration phases β satisfy
Our recovered calibration phases β are:
; for simplicity, we assume that |f 1 | ≥ 
Combining the estimates of α − α ∞ and β − β ∞ gives rise to
As for the input matrix for the MUSIC algorithm, we have
When the input of MUSIC is F , Proposition 2 gives an estimate on the perturbation of the noise-space correlation function:
Conditioning on the event E, we have
Condition on E c
Finally we consider the event E c which occurs with small probability when L is sufficiently large:
for some positive constant C(α max , α min , γ max , σ max (A), |f 1 |, σ, max t x(t) , max t e(t) ). In any
, where g ∞ ≤ g due to (38). Therefore,
Since the the first two terms in (39) is O(1/L) and the last term is O(e −CL ), we can guarantee (20) when L is sufficiently large. A similar estimate holds for F − F .
B Proof of Lemma 2
According to (12), we have
and for any k = 1, . . . , N − 1 
C Proof of Theorem 3
We first show that ∇L, restricted within N n 0 , is a Lipchitz function. Notice that g are the exact calibration parameters and f is defined in (6) . Notice that for any f , g, g 1 , g 2 , h ∈ C N and X ∈ C N ×N , we have
For any z, z + ∆z ∈ N n 0 , we have . Notice that for any g 1 , g 2 , f ∈ C N and X ∈ C N ×N , we have
By using triangle inequalities, we obtain
≤ H a diag(g + ∆g)diag(g + ∆g)H(f + ∆f )diag(g + ∆g)diag(g + ∆g)
− diag(ḡ)diag(g)H(f )diag(ḡ)diag(g) + H a diag(g + ∆g)diag(g)H(f )diag(ḡ)diag(g + ∆g) − diag(ḡ)diag(g)H(f )diag(ḡ)diag(g) + H a diag(g + ∆g)(R y − R y )diag(g + ∆g) − diag(ḡ)(R y − R y )diag(g) ≤ 2 |g + ∆g| 2 − |g| 2 · f + ∆f · |g + ∆g| 2 + 2 |g| 2 · ∆f · |g + ∆g| The proof of Theorem 3 is given below.
Proof of Theorem 3. This proof consists of two parts. In Part 1, we will prove that (g k , f k ) ∈ N n 0 for every k, so ∇L always satisfies the Lipchitz property in Lemma 3. In Part 2, we will prove the convergence of the gradient descent algorithm.
Part 1: In the optimization approach, we assume n 0 = g 2 f is known, and start with an initial point (g 0 , f 0 ) satisfying g 0 ≤ 4 √ 2 n 0 , f 0 ≤ √ 2 n 0 . Notice that for any g, f , h ∈ C N , we have diag(g)H(f )diag(h) F ≤ g f h , and theñ
Our gradient descent algorithm guaranteesL(g k , f k ) ≤L(g 0 , f 0 ), k = 1, 2, . . . (see (46)). We will prove (g k , f k ) ∈ N n 0 by contradiction. Assume that (g k , f k ) / ∈ N n 0 for some k. ThenL
By taking ρ ≥
, we would haveL(g k , f k ) > 3 n 0 + R y − R y F which contradicts (45). We conclude that (g k , f k ) ∈ N n 0 at every iteration k.
Part 2: Let z = (g, f ) and ∆z = (∆g, ∆f ). Notice thatL is continuously differentiable and real-valued. Suppose z, z + ∆z ∈ N n 0 . Then z + t∆z ∈ N n 0 due to convexity of N n 0 .
It follows from Lemma 6.1 in [16] At the kth iteration, we let z = (g k , f k ), and ∆z = −η k ∇ zL (g k , f k ), and theñ
As long as ∇ zL (g k , f k ) > 0 and η k < 2/C Lip , we havẽ
which implies ∇ zL (g k , f k ) → 0 as k → ∞.
