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Abstract: Energy system optimization models used for capacity expansion and dispatch planning are 11 
established tools for decision making support in both energy industry and energy politics. The ever-12 
increasing complexity of the systems under consideration leads to an increase in mathematical 13 
problem size of the models. This implies limitations of today's common solution approaches 14 
especially with regard to required computing times. To tackle this challenge many model-based 15 
speed-up approaches exist which, however, are typically only demonstrated on small generic test 16 
cases. In addition, in applied energy systems analysis the effects of such approaches are often not 17 
well understood. The novelty of this study is the systematic evaluation of several model reduction 18 
and heuristic decomposition techniques for a large applied energy system model using real data and 19 
particularly focusing on reachable speed-up. The applied model is typically used for examining 20 
German energy scenarios and allows expansion of storage and electricity transmission capacities. We 21 
find that initial computing times of more than two days can be reduced up to a factor of ten while 22 
having acceptable loss of accuracy. Moreover, we explain what we mean by “effectiveness of model 23 
reduction” which limits the possible speed-up with shared memory computers used in this study. 24 
Keywords: Energy systems analysis, Energy system optimization models, Linear programming, 25 
Mathematical decomposition, Model reduction, REMix  26 
1. Introduction 27 
1.1. Motivation 28 
Deregulation and growing decentralization lead to an increasing complexity of energy systems. 29 
Given the envisaged creation of a common European energy market and the transformation of energy 30 
supply towards sectoral coupling and electricity generation from variable renewable energy sources, 31 
this trend can be expected to continue.  32 
In this context, new energy policies are often investigated with the help of linear optimization 33 
models [1]. However, the increasing complexity of the system to be modelled results in energy system 34 
models that reach their limits in terms of memory demand and reasonable computing time. Existing 35 
and especially future research questions in the field of energy system analysis can thus only be 36 
addressed to a limited extent. In applied studies, this challenge is tackled with different strategies. 37 
Out-of-the-box solutions that enable the use of massively parallelized high performance computers 38 
are not available, since therefore additional knowledge, e.g. about the matrix structure of the 39 
mathematical optimization problem is necessary. Therefore, the majority of currently applied speed-40 
up strategies still rely on the application of commercial optimization software executed on shared 41 
memory hardware. However, the implementation costs and not the effectiveness often dominate the 42 
decision for an appropriate performance enhancement approach. In addition, the heterogeneity of 43 
applied strategies results in the fact that the comparability of model-based scenario studies is more 44 
difficult and the trade-off between implementation costs and achievable performance is often 45 
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unknown. Since the used models show similarities in essential characteristics (e. g. with regard to 46 
fundamental equations or applied solver software packages), it can be assumed that effective speed-47 
up strategies for energy system models are transferable. 48 
Therefore, this article presents a systematic evaluation of such strategies. The characterization of 49 
the discussed linear optimization models, which are referred to as "Energy System Optimization 50 
Models (ESOM)", is followed by a categorization and a qualitative description of known approaches 51 
for shortening computing times. Subsequently, the implementation for a selection of performance 52 
enhancement approaches is introduced and the framework for the conducted benchmark analysis is 53 
presented. Finally, an outlook on further possibilities on the reduction of computing time in ESOMs is 54 
given. 55 
1.2. Energy system optimization models: Characteristics and dimensions 56 
In the context of energy systems analysis a broad spectrum of research questions is addressed by 57 
ESOMs to support decision making in both energy politics and energy industry. In particular, this 58 
concerns the development of future strategies such as energy scenarios for mitigation of climate 59 
change [2] or fundamental analyses of electricity markets [3] and investment planning by system 60 
operators [4,5]. Therefore, the objective of the associated optimization problems (OPs) is either the 61 
optimal operation or the optimal configuration of the analyzed system which consist of a diverse set of 62 
technologies. With regard to electricity generation, the former is originally known as Unit 63 
Commitment (UC) or Economic Dispatch (ED) problem [6], while the latter is referred to as 64 
Generation Expansion Planning (GEP) [7]. If these problems are resolved on the spatial scale, the 65 
consideration of transport infrastructures, such as high voltage transmission grids, and thus modeling 66 
of multi-area OPs becomes relevant. Typical examples are Optimal Power Flow (OPF) problems [8] on 67 
the operational side and Transmission Expansion Planning (TEP) [9] on the configurational side. 68 
Furthermore, due to the increasing relevance of renewable energy sources in todays and future 69 
energy systems, also the evaluation of strategies which make use of electricity storage facilities to 70 
integrate fluctuating power generation becomes more and more important [10]. 71 
The problems addressed by energy systems analysis are typically combinations of the above 72 
mentioned aspects which result in integrated Bottom-Up models that differentiate three major scales: 73 
technologies, time and space. Table 1 shows these scales together with their characteristics for 74 
exemplary applications. Two kinds of characteristics are distinguished here. While the descriptive 75 
characteristic is related to the description of the underlying real world problem, the model 76 
characteristic refers to the way how this problem is translated into a mathematical model formulation. 77 
Table 1: Characteristics of Optimizing Energy System Models. 78 
Dimension 
Model characteristic Descriptive 
characteristic 
Example 
Time Set of time steps 
 
Short-term 
(sub-annual 
operation) 
Long-term 
(configuration/ 
investment) 
Temporal resolution hourly each 5 years 
Planning horizon one year from 2020 until 
2050 
Space Set of regions 
Spatial resolution 
Administrative regions (e.g. 
NUTS3 [11]) 
Geographical scope European Union 
Technology 
Variables and 
constraints per 
technology 
Technological detail 
Consideration of start-up 
behavior, minimum downtimes 
Set of technologies Technological Power and heat generation, 
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diversity transmission grids and storage 
facilities 
Depending on the application, the three dimensions are differently pronounced or resolved in 79 
energy system analysis. For example, on the one hand, ESOMs are strongly spatially resolved with the 80 
aim of cost-optimized network expansion planning by TEP. On the other hand, also the temporal 81 
resolution becomes important as soon as a study tries to capture the variability of power generation 82 
from renewable energy sources. However, formulating a mathematical model with these 83 
characteristics usually results in coupling of time, space and technology among each other. Even more 84 
importantly, the need of addressing flexibility demands in future energy systems [12] also leads to 85 
couplings within these dimensions. In particular, these couplings are caused by temporally shifting of 86 
generation and consumption with storage facilities or demand side management measures which 87 
links discrete points in time, by power exchange over transmission grids that results in an 88 
interdependency of regions as well as by cross-sectoral technologies such as combined heat and power 89 
(CHP) plants. 90 
1.3. Challenges: linking variables and constraints 91 
One substantial common characteristic of optimization models, we refer to as ESOMs, is the use 92 
of a cost-based objective function conjunction with a power balance equation. For example, equation 93 
(1) and (2) are typical for ED problems1: 94 
Objective 
function: 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒:  ∑ ∑ ∑ 𝑐(𝑡, 𝑛, 𝑢) ⋅ 𝒑(𝑡, 𝑛, 𝑢)
𝑢∈𝑈𝑛∈𝑁𝑡∈𝑇
 
1) 
 
subject to: 
∑ 𝒑(𝑡, 𝑛, 𝑢) = 𝒅(𝑡, 𝑛)
𝑢∈𝑈
 
 ∀𝑡 ∈ 𝑇, ∀𝑛 ∈ 𝑁 
𝒑(𝑡, 𝑛, 𝑢) ≥ 0 
2) 
 
 p: 
c: 
d: 
T: 
N: 
𝑈: 
(activity-) variable of total power supply 
specific costs 
power demand 
set of time steps  
set of modeled regions 
set of technologies 
Although different ESOMs consist of a large variety of further constraints, such as capacity- 95 
activity, flow or security constraints, they share another similarity concerning the structure of the 96 
coefficient matrix A of the appropriate linear program (Figure 1): The above mentioned 97 
interdependencies of time, space and technologies translate either into linking variables or linking 98 
constraints. Both are characterized by the fact that they prevent the OP from being solved by solving 99 
independent sub-problems (indicated by the colored blocks in Figure 1). In this context, we refer to the 100 
corresponding OPs to be monolithic. 101 
From an applied point of view, linking means, for example, that for a selected time frame the 102 
dispatch of reservoir power plants cannot be determined without the information about the storage 103 
level. However, the storage level of the actual time frame also relies on the dispatch of previous points 104 
in time. 105 
                                                        
1 To better distinguish model parameters and variables, in the following, variables are denoted in 
bold. 
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 106 
Figure 1: Non-zero entries (black dots) in an exemplary coefficient matrix A of an integrated ESOM with 107 
linking variables (grey area at the left), linking constraints (grey area at the bottom) and independent blocks 108 
(colored blocks). 109 
In this context, variables that occur simultaneously in several equations are generally referred to 110 
as linking variables (or sometimes complicating variables). Provided that an appropriate permutation 111 
is given, as shown in Figure 1, linking variables appear as vertical lines of non-zero entries in the 112 
coefficient matrix. With regard to the temporal scale, representatives of linking variables in ESOMs 113 
appear in expansion planning problems as the appropriate investment decision variables (e.g. 114 
opposed to activity variables) are not defined for each time step of the operational time horizon. This 115 
is illustrated by inequality 3) which is defined for each time step t, but the variable I stays the same for 116 
each t. 117 
Capacity-
activity 
constraint: 
𝒑(𝑡, 𝑛, 𝑢) ≤ 𝑃(𝑛, 𝑢) + 𝑰(𝑛, 𝑢) 
∀𝑡 ∈ 𝑇; ∀ 𝑛 ∈ 𝑁 ; ∀𝑢 ∈ 𝑈 
3) 
 
 I: 
P: 
variable of capacity expansion 
existing capacity 
In contrast to linking variables, horizontal lines of non-zero entries in the coefficient matrix 118 
indicate linking constraints (Figure 1), sometime referred to as complicating constraints. For example, 119 
fuel availability constraints, such as used for modeling biomass fired power plants, typically define a 120 
temporally non-resolved value as an annual limit. To ensure that the total fuel consumption within the 121 
operation period stays within this limit, a linking constraint couples the involved variables: 122 
Fuel-
availability 
constraint: 
∑ ∑ (𝒑(𝑡, 𝑛, 𝑢) ⋅
1
𝜇(𝑢)
)
𝒖∈𝑼𝑩𝒊𝒐𝒕∈𝑻
 ≤ 𝐹(𝑢) 
𝑛∀𝑁 ; 𝑈𝐵𝑖𝑜 ⊂ 𝑈 
4) 
 
 F: 
𝜇: 
𝑈𝐵𝑖𝑜: 
available fuel 
conversion efficiency 
set of biomass power plants 
2. State of research 123 
2.1. Classification of performance enhancement approaches 124 
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We distinguish two methodological layers for approaches to enhance the performance of an 125 
ESOM (Figure 2). On the one hand, in the technical layer measures are emphasized that can be taken 126 
on the solver side in order to generally solve an OP. Thus, it concerns all methods that are applied in a 127 
solver package, such as CPLEX, Gurobi, Xpress or MOSEK, whether it is a specific implementation of 128 
solution algorithms or the tuning of the same by an appropriate parameterization. On the other hand, 129 
the conceptual layer refers to the translation of a real world problem into an OP. This means, for 130 
example, that there may exist several possibilities on how to address a research question with 131 
different model formulations. Model-based measures to improve the performance of an ESOM, thus 132 
rely on specific domain knowledge provided by developers of ESOMs. This refers to both the 133 
treatment of data in order to reduce the amount of data used in the model as well as the application of 134 
heuristics and model-based decomposition methods. In the following, we discuss the state-of-research 135 
with regard to model reduction, heuristics and mathematically exact decomposition methods applied 136 
to the time, space and technology dimension in ESOMs. Although solution algorithms such as Interior 137 
point are applied, we do not focus on improvements on the algorithm side (technical layer). This 138 
means that also meta-heuristics like particle swarm optimization or genetic algorithms are not 139 
considered.  140 
  141 
 142 
Figure 2: Classification of performance enhancement approaches. 143 
2.2. Model reduction 144 
Model reduction approaches are very common since they are effective due to the reduction of the 145 
total size of the OP (less variables and constraints). Furthermore, they are also implicitly applied to 146 
ESOMs, for instance, due to limited input data access. Thus, these approaches usually manipulate 147 
input data in a pre-processing step, instead of changing the way how an ESOM is solved. Based on the 148 
treatment of available data we distinguish two forms of model reduction techniques: i) slicing and ii) 149 
aggregation. 150 
2.2.1. Slicing 151 
Slicing approaches translate into focusing to a specific sub-problem by ignoring existing 152 
interdependencies or considering only a part of the input data that could be used. This means, for 153 
example, excluding technologies such as CHP plants from a model [13] or ignoring power exchange 154 
beyond neighboring regions on the spatial side [14]. Regarding the temporal dimension, analyses are 155 
Conceptual layer 
Technical  layer 
Speed-up 
strategies 
Model-based 
Model reduction 
Heuristic 
decomposition 
Exact  
decomposition 
Solver based 
Solver  tuning 
Algorithms 
Real  world problem in  energy systems analysis 
General  mathematical optimization problem 
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conducted only for a specific target year [15] or time-slices are selected [16]. These sub-sets represent 156 
either critical situations, such as the peak load hour, or typical time periods which are supposed to be 157 
characteristic for the entire set of operational time steps. By this means, slicing approaches can lead to 158 
significant deviations of results compared to the global optimum of the full OP as they do not ensure 159 
that all relevant information within the available data is captured. However, if for the selection of 160 
specific slices a pre-analysis is conducted, we do not refer to this process as simple slicing since it aims 161 
to take into account all input data. This is rather typical for aggregation approaches. Therefore, they 162 
reduce the input data set in a way that relevant information is maintained as far as possible. In the 163 
context of ESOMs, aggregation can also be described as coarsening of resolutions for each of the 164 
characteristic model dimensions. 165 
2.2.2. Spatial aggregation 166 
The treatment of large, spatially explicit data sets is a common challenge in the context of power 167 
network analysis. However, corresponding to the area of responsibility of system operators, methods 168 
for power networks were developed to study certain slices of the entire interconnected network. The 169 
objective of these traditional network reduction techniques is therefore to simplify the neighborhood 170 
of the area of interest by the derivation of network equivalents based on given power flows. These 171 
equivalents, such as derived by Ward or REI methods, represent the external area which is required to 172 
show the same electrical behavior as the original network [17]. In the case of Ward equivalents, the 173 
networks’ nodal admittance matrix is reduced by Kron’s reduction [18]. In contrast, however, the REI 174 
procedure applies a Gaussian elimination to external buses. Power injections are preserved by 175 
aggregating them to artificial generators which are connected to a representative, radial network 176 
which is referred to as REI. 177 
The principle of creating network equivalents is also applicable to ESOMs, although their scope is 178 
rather the interaction of different technologies than the exclusive assessment of stability or reliability 179 
of electrical networks. Recently, Shayesteh et al. [22] adapted the REI approach to use-cases with high 180 
vRES penetration. However, this step of creating aggregated regions for a multi-area ESOM needs to 181 
be preceded by a partitioning procedure which allows for defining of regional clusters. In general, the 182 
clustering algorithms, such as k-means, group regions or buses with similar attributes together. In [22] 183 
the admittance between two buses is used to account for strongly connected regions. Opposed to this, 184 
Shi and Tylavsky [23] as well as Oh [24] derive network equivalents based on reduced power transfer 185 
distribution factor (PTDF-) matrices which rely on the linearization of certain system operating points. 186 
Despite the availability of a broad spectrum of sophisticated aggregation techniques, in the 187 
context of energy system analysis, the applied literature is governed by simple spatial aggregation 188 
approaches. In particular, they are usually characterized by a summation of demand and generation 189 
capacities, whereas intra-regional flows are neglected and regions are grouped based on 190 
administrative areas, such as market or country borders [19], [20], [15]. Reasons therefore are, on the 191 
one hand side, the availability of required, large data sets of spatially explicit data for the broad 192 
diversity of technologies, such as potentials and existing infrastructure. On the other hand, the 193 
majority of network equivalents is based on pre-computed system states of the spatially highly 194 
resolved model, for example, a solved power flow study. This in turn requires the application of 195 
nested approaches (2.3), where first simplifications to other scales of an ESOM are required in order to 196 
obtain the power flows of the entire network. By this means, reasonable simplifications are the use of 197 
time-slices in form of operational snapshots and the summation of power supply from all generation 198 
technologies.  199 
Nevertheless, concerning scenarios of the European energy system Anderski et al. [21], as well as 200 
Hörsch and Brown [22] take a step towards improved methodologies regarding aggregation of 201 
spatially highly resolved data sets. Both use power demand as well as installed generation capacities 202 
as attributes for state-of-the art clustering algorithms. However, while in [21] PTDF-based equivalents 203 
are built, the authors in [22] apply a more or less straight forward process for creating spatially 204 
aggregated regions. 205 
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2.2.3. Temporal aggregation 206 
Temporal aggregation refers to representative time periods or the process of down-sampling data 207 
derived from a highly resolved initial data set. 208 
Down-sampling is a method where time series based input data is coarsen to a lower temporal 209 
resolution (e.g. by averaging from 1-hourly to 6-hourly). In ESOMs, down-sampling typically affects 210 
demand profiles (e.g. electric or heat load) and the power feed-in from vRES. Although the approach 211 
is an effective way to reduce computing times—Pfenninger [23], for example, shows a reduction of 212 
CPU time by up to 80% (scenario 90% 2014)—the method is rarely applied. This is due to the claim to 213 
capture the dynamics of variable power provision from renewable energy technologies. By this means, 214 
ESOMs typically rely on their highest resolved data and often use hourly input [24]. Exceptions can be 215 
found in studies that analyze the impact of different temporal resolutions in unit commitment 216 
approaches, e.g. in Deane et al. [25] (5 min, 15 min, 30 min, 60 min) or in O'Dwyer & Flynn [26] as well 217 
as in Pandzzic et al. [27] who both compare a 15 min resolution with hourly modeling. 218 
More common is the combination of down sampling and the selection of representative time 219 
periods, such as applied in [28] or [29]. Representative time periods are intended to illustrate typical or 220 
extreme periods of time. These time intervals are then weighted to derive the overall time horizon, e.g. 221 
one year. Moreover, also challenges exist to account for the chronological relationship between hours 222 
which in particular becomes important if time-linking constraints are incorporated in an ESOM. One 223 
approach to tackle this issue is presented by Wogrin et al. [30] who define transitions between system 224 
states derived by applying a k-means-like clustering algorithm to wind and demand profiles. As 225 
stated in [23], the selection of time-slices is either based on a clustering algorithm, such as k-means 226 
[31],hierarchical clustering [32], or simple heuristics [33]. 227 
While temporal aggregation is an effective method to reduce computing times, it is not always 228 
clear which error is introduced by it. This issue has been tackled by a number of recent papers, such as 229 
Pfenninger [23], Haydt et al.. [34], Ludig et al. [28] or Kotzur et al [35]. The studies unanimously 230 
highlight the rising importance of high temporal resolution with increasing vRES share. The authors 231 
also state that there exists no best practice temporal aggregation and emphasize that it strongly 232 
depends on the modeling setup. For instance, Merick [36] recommends ten representative hours for 233 
robust scenarios when only variable demand is considered. This number, however, increases 234 
significantly when vRES and especially several profiles per technology are taken into account. With 235 
regard to representative days, he finds that the number of 300 is appropriate. This represents a clear 236 
difference compared to the sufficient number of six representative days resulting in [32]. 237 
Nahmmacher et al. [32] use the same clustering technique, but assess model outputs, such as total 238 
system costs, rather than the variance of clustered hours of the input time series. 239 
2.2.4. Technological aggregation 240 
We define technology resolution as the abstraction level in a modeling approach to characterize 241 
the technologies relevant for the analysis. In this context, it can be stated that the higher the 242 
abstraction level, the better the performance of an ESOM. This applies to both the aggregation of input 243 
data and the mathematical model of a particular technology. The former, for example, refers to the 244 
representation of generation units (electricity, heat, fuels) or flexibility options (e.g. grid, storage). 245 
More precisely, classifications of power plant types can be based on several attributes such as rated 246 
power, conversion efficiency, fuel or resources type. Technological resolutions therefore range from 247 
very detailed modeling of individual generation units [37] to general distinctions based on fuel 248 
consumption and resource [38]. However, the methods for deriving appropriate classifications or 249 
aggregations are rather based on simple grouping of attributes than on specific clustering algorithms. 250 
Moreover, the classification of technologies is strongly connected to the mathematical description 251 
since physically more accurate models typically require more detailed data. In this regard, a broad 252 
body of literature investigates the necessary technological detail for power plant modeling. Often, 253 
these analyses compare simplified linear programming approaches (ED) with more detailed mixed 254 
integer linear programming (UC) models for least cost power plant dispatch. As a result, such studies 255 
assess differences in power plant dispatch (e.g. in [39–42]) and, additionally, highlight effects on 256 
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resulting metrics (e.g. storage requirements in [43] or marginal prices of electricity generation in 257 
[44,45]). 258 
The same applies to transmission technologies where Munoz et al. [46], for instance, study 259 
modeling approaches (discrete vs. continuous grid capacity expansion) and their effects on the total 260 
system costs. Also technological classifications can be made for different voltage levels or objectives of 261 
grid operation (e.g. transmission or distribution). Regarding mathematical models, resolutions range 262 
from detailed, nonlinear AC-power flow over decoupled and linear DC-power flow to simple 263 
transshipment or transport models [47].  264 
2.3. Heuristic decomposition and nested approaches 265 
Although mathematical exact decomposition techniques (see 2.4) could be interpreted as nested 266 
approaches, in this section, we explicitly refer to methods that usually find near-optimal solutions 267 
rather than a theoretically guaranteed exact optimum. In this context, nested approaches are used as a 268 
synonym for heuristics. In contrast to meta-heuristics, this concerns methods that imply modifications 269 
of the ESOM regarding the conceptual layer and thus base on the same mathematical solver 270 
algorithm. In general, nested approaches are built on model reduction techniques (see 2.2). Therefore, 271 
combinations of several reduced instances of the same initial ESOM (original problem) are usually 272 
solved sequentially. This means, that after the solution of the first reduced model is obtained, certain 273 
outputs are used as boundary conditions (e.g. in the form of additional constraints) for the following 274 
model(s) to be solved. 275 
As mentioned above, ESOMs have linking constraints or variables that globally link points of one 276 
dimension. These characteristics are crucial for the decomposition of an OP into smaller instances of 277 
the same problem, regardless of whether it should be solved by an exact decomposition (see 2.4) or 278 
heuristic approach. Often this is intuitively done by the application of nested performance 279 
enhancement methods where linking variables, such as power flows or endogenously added 280 
capacities are used to interface between the different reduced models.  281 
In the literature, a wide range of examples for the applications of nested performance 282 
enhancement approaches exists. For instance, Romero and Monticelli [48] propose an approach for 283 
TEP where they gradually increase the technological detail starting with a simple transport model, 284 
and finally taking into account Kirchhoff Voltage Law constraints as in a DC-power flow model.  285 
With regard to the spatial scale, one methodology can be described as “spatial zooming”, which 286 
is similar to the classical methodology applied for power network analysis (see 2.2.2). Possible 287 
implementations can look like as follows: First a large geographical coverage is considered in a coarse 288 
spatial resolution to study macroscopic interdependencies. In a second step, these interdependencies, 289 
such as transnational power flows, can be fixed in order to conduct a detailed analysis of the region of 290 
interest [49]. In [50] the spatial dimension is simplified by the derivation of network clusters, while for 291 
the solution of the original problem a selection of binary variables related to pipelines and suppliers is 292 
restricted.  293 
Comparing the different reduced models used in a nested approach, typically, a decrease of 294 
resolution on one scale is accompanied by an increase on another. In this regard, one common 295 
approach is decoupling investment decisions by “temporal zooming”. First, a power plant portfolio is 296 
developed over the analyzed planning horizon using a simplified dispatch model and pre-defined 297 
time-slices to simulate the planned operation. In order to check whether the derived power plant 298 
portfolio performs well for a selected target year, UC constraints are added and capacities are fixed in 299 
the subsequent model run(s) [40,51], [13]. Babrowski et al. call a similar method “myopic approach” 300 
[52]. In this case, for each year of the planning horizon a model run is performed, whereas the 301 
resulting generation expansion is taken as an offset of installed power generation for the subsequently 302 
analyzed target year. 303 
In applied energy system analysis, ESOMs often need to consider large sets that represent the 304 
temporal scale (i.e. time series of 8760 hours) in order to capture the variability of vRES [23], rather 305 
than high resolutions on the technological or spatial scale. In the following, we therefore introduce 306 
two heuristic methods for this particular dimension in detail. 307 
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2.3.1. Rolling horizon 308 
Although the definition of nested approaches does not perfectly fit to rolling time horizon 309 
methods, we introduce these heuristics as a preliminary stage to temporal zooming (see section 2.3.2). 310 
The general idea behind rolling horizon methods is to split up the temporal scale (temporal slicing) 311 
into smaller intervals to obtain multiple reduced ESOMs to be solved sequentially. In particular, these 312 
methods are used for two reasons. One is to account for uncertainties by frequently updating limited 313 
knowledge concerning the future. This applies, for instance, to forecasts of load or electricity 314 
production from renewable energy sources. Although the main principles of a rolling horizon 315 
approach apply to both operational and investment planning, in the following we mainly refer to the 316 
former, the rolling horizon dispatch. Therefore, a typical application is short-term scheduling of 317 
power systems with a high penetration of renewables [53], [54], [55]. 318 
The other purpose of implementing a rolling horizon approach to an ESOM is the premise that 319 
the total computing time for solving individual partial problems stays below the one for obtaining a 320 
solution for the original problem. Marquant et.al [56] report of a wide variety of achieved speed up 321 
factors ranging from 15 up to 100. 322 
Depending on the model size there usually exists an optimal number of time windows in terms of 323 
computing time, since the computational overhead for creating reduced models increases with the 324 
number of intervals. Furthermore, the planning horizon of an individual time window usually 325 
includes more time steps than necessary for the partial solution. In the context of energy system 326 
analysis, this overlap is important to emulate the continuing global planning horizon. Especially the 327 
dispatch of seasonal storage units is strongly affected by this as, without any countermeasures, it is 328 
more cost-efficient to fully discharge the storage until the end of an operational period. Also time-329 
linking variables and constraints, such as annual limits on emissions, can barely be considered in this 330 
way since global information regarding the temporal scale can only be roughly estimated for each 331 
time window. For this reason, inter alia indicated by a trend to overestimate the total system costs 332 
[56], the aggregation of interval solutions does not necessarily end up at the global optimum of the 333 
original problem. 334 
2.3.2. Temporal zooming 335 
Concerning their capability to improve the performance of an ESOM, rolling horizon approaches 336 
have one particular disadvantage. Since each partial solution is updated by a subsequent one, the 337 
reduced ESOM instances are sequentially coupled. This prevents parallel solving. 338 
The heuristic, we refer to as temporal zooming, overcomes this issue and allows for solutions 339 
closer to the exact optimum of the original problem. Therefore, the rolling horizon approach is 340 
adapted in the following way. In a first step, time-linking information is gathered from the solution of 341 
an additional ESOM instance which is reduced on the temporal scale. But, in contrast to the reduced 342 
ESOMs which consider specific intervals within the full operational horizon, the temporal resolution 343 
is down sampled. This in turn allows optimizing the dispatch of the original problem for the full 344 
planning period. Values of variables from this first model run can subsequently be used to tune the 345 
consideration of global time-linking variables and constraints within the intervals. Despite the need 346 
for an additional model run, total computing times for obtaining a final solution can be expected to be 347 
at least competitive compared to rolling horizon approaches. This is due to the fact that overlaps are 348 
not required and the temporally sliced ESOMs can be solved in parallel. 349 
2.4. Mathematically exact decomposition techniques 350 
Decomposition approaches are a well-known instrument for reducing the computing time in 351 
OPs. In this case, an OP is broken down into interlinked partial problems. With regard to the structure 352 
of the OP’s coefficient matrix, the decomposition can be exploited for the creation of individual blocks. 353 
Ideally, block structures with globally linking variables or constraints can be isolated from the sub-354 
problems, making them solvable independently of each other, i. e. in parallel. 355 
Energies 2019, 12, x FOR PEER REVIEW 10 of 47 
 
Despite this similarity to nested approaches, such as temporal zooming, the crucial difference 356 
concerning exact decomposition techniques is the theoretically proven guarantee to find the optimal 357 
solution of the original problem [57]. However, this typically requires an iterative solution of partial 358 
problems. Therefore, it can be stated, that compared to nested approaches, decomposition techniques 359 
provide the best accuracy possible, but at the expense of additional computing time. 360 
2.4.1. Dantzig-Wolfe decomposition 361 
In particular, approaches that can treat linking constraints are Dantzig-Wolfe decomposition and 362 
Lagrangian relaxation. The general idea behind both is to remove the linking constraints from the 363 
original problem to observe a relaxed problem that decomposes into sub-problems. In the case of 364 
Dantzig-Wolfe decomposition the objective function of the appropriate master problem consists of a 365 
linear combination of solutions of the relaxed problem. Starting with an initial feasible solution, this 366 
function is extended with each iteration if the new solution of the relaxed problem verifiably reduces 367 
the objective value (i.e. costs). Accordingly, this process is called column generation since each 368 
iteration literally creates also new columns in the master problems’ coefficient matrix. Flores-Quiroz et 369 
al. [58] use this approach in order to decouple discrete investment decisions from dispatch 370 
optimization for a GEP with UC-constraints. Although performance enhancements are examined for 371 
realistic applications of different sizes these improvements are only quantified for small model 372 
instances due to memory issues of not-decomposed benchmark models (ca. 3 times faster, 95 % less 373 
memory usage). 374 
2.4.2. Lagrangian relaxation 375 
The Lagrangian relaxation is derived from the common mathematical technique of using 376 
Lagrange multipliers to solve constrained OPs where linking constraints are considered in the form of 377 
penalty terms in the objective function of the master problem. In the applied literature, Lagrangian 378 
relaxation is used by Virmani et al. [59] to treat the linking constraints, that couple individual 379 
generation units in the UC problem. More recently, Wang et al. [60] applied Lagrangian relaxation on 380 
a security-constrained OPF problem in order to decouple a security constraint that links variables of 381 
two scales, contingencies and circuits. However, as the treated problem consists of both linking 382 
constraints and linking variables, Benders decomposition is applied additionally. 383 
2.4.3. Benders decomposition 384 
Opposed to the previously described decomposition approaches, Benders decomposition can be 385 
applied to OPs with linking variables. The general concept of splitting an OP by this approach is based 386 
on fixing the linking variables in the sub-problem(s) using their values from the master problem’s 387 
solution. To improve the solution of the master, the sub-problems are approximated by additional 388 
constraints. These so called Benders cuts in turn rely on the dual variables of the obtained solutions in 389 
the sub-problems. 390 
Table 2: Overview decomposition techniques applied to ESOMs. 391 
Authors Math. 
problem 
type 
Descriptive 
problem 
type 
Decomposed 
model scale 
Decomposition 
technique 
Decomposition purpose 
Alguacil and 
Conejo [61] 
MIP/NLP Plant and 
grid 
operation 
Time, single 
sub-problem 
Benders 
decomposition 
Decoupling of UC and 
multi-period DC-OPF 
Amjady and 
Ansari [62] 
MIP/NLP Plant 
operation 
 Benders 
decomposition 
Decoupling of UC and AC-
OPF 
Binato et al. 
[63] 
MIP/LP TEP  Benders 
decomposition 
Decoupling of discrete 
investment decisions and 
DC-OPF 
Energies 2019, 12, x FOR PEER REVIEW 11 of 47 
 
Esmaili et al. 
[64] 
NLP/LP Grid 
operation 
 Benders 
decomposition 
Decoupling of AC-OPF and 
congestion constraints 
Flores-Quiroz 
et al. [58] 
MIP/LP GEP Time, 1-31 sub-
problems, 
sequentially 
solved 
Dantzig-Wolfe 
decomposition  
Decoupling of discrete 
investment and UC 
Habibollahza
deh et al. [65] 
MIP/LP Plant 
operation 
 Benders 
decomposition 
Decoupling of UC and ED 
Khodaei et al. 
[66] 
MIP/LP GEP-TEP Time, 2 sub-
problem types, 
sequentially 
solved 
Benders 
decomposition 
Decoupling of discrete 
investments into generation 
and transmission capacity, 
security constraints and 
DC-OPF 
Martinez-
Crespo et al. 
[67] 
MIP/NLP Plant and 
grid 
operation 
Time, 24 sub-
problems, 
sequentially 
solved 
Benders 
decomposition 
Decoupling of UC and 
security constraint AC-OPF 
Roh and 
Shahidehpour 
[68] 
MIP/LP GEP-TEP Time, up to 
10 ∙ 4 sub-
problems, 
sequentially 
solved 
Benders 
decomposition 
and Lagrangian 
Relaxation 
Decoupling of discrete 
investments into generation 
and transmission capacity, 
security constraints and 
DC-OPF 
Virmani et al. 
[59] 
LP/MIP Plant 
operation 
Technology 
(generation 
units), up to 20 
sub-problems, 
sequentially 
solved 
Lagrangian 
Relaxation 
Decoupling of unit 
specific(UC) and cross-park 
(ED) constraints 
Wang et al. 
[69] 
LP/MIP Plant and 
grid 
operation 
Space, 26 sub-
problems, 
sequentially 
solved 
Lagrangian 
Relaxation 
Decoupling of DC-OPF and 
UC 
Wang et al. 
[70] 
MIP/NLP Plant and 
grid 
operation 
Scenarios and 
time, 10 ∙ 4 sub-
problems, 
sequentially 
solved 
Benders 
decomposition 
Decoupling of UC, scenario 
specific system adequacy 
constraints and network 
security constraints 
Wang et al. 
[60] 
LP Plant and 
grid 
operation 
Technology 
(circuits) and 
time 
(contingencies), 
2 sub-problem 
types, 
sequentially 
solved 
Lagrangian 
Relaxation and 
Benders 
decomposition 
Decoupling of DC-OPF, 
system risk constraints and 
network security 
constraints  
As ESOMs are often formulated as linear programs, due to duality of these problems, a 392 
translation of linking constraints into linking variables is possible and thus Benders decomposition 393 
can be applied to almost all kinds of ESOMs. Accordingly, it is a frequently exploited decomposition 394 
technique in the applied literature. Table 2 lists a number of publications that apply decomposition 395 
techniques to ESOMs that are at least partially formulated as linear programs (LPs) or mixed-integer 396 
linear programs (MIP). However, due to the non-linearity of AC-power flow constraints, also non-397 
linear programs (NLPs) are a typical use case considered here. 398 
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2.4.4. Further aspects 399 
Besides the already presented decomposition techniques, also further mathematically exact 400 
approaches exist that are based on individual information exchange between partial problems. Zhao 401 
et al. [71], for instance, use this marginal based approach for independent scheduling in a multi-area 402 
OPF problem. Compared to the heuristics presented above, this can be interpreted as the spatially 403 
decomposed counterpart to the (temporally decomposed) rolling horizon approach. 404 
Although decomposition approaches provide the capability to improve the performance of 405 
solving independent sub-problems of an ESOM in parallel, these techniques are mostly applied for 406 
another purpose which results in the iterative solution of a master and one sub-problem. A 407 
complicated mathematical problem, such as a large NLP, is simplified by splitting it up into two 408 
problems, a smaller NLP on the one hand and a less complicated problem, such as a MIP, on the other. 409 
This applies especially to the examples in Table 2 for which nothing is listed in the column 410 
“Decomposed model scale”. And even though the most frequently identified, decomposed model 411 
scale is found to be the temporal dimension, this usually refers to the separation of sub-annual 412 
operation scheduling and long-term investment planning in GEP or TEP. According to Table 2, the 413 
other typical application of exact decomposition techniques is decoupling of power-flow or security 414 
constraints from an UC model which generally refers to a spatial decomposition. 415 
The computational benefits of parallel computing are especially exploited in the context of 416 
stochastic OPs. Here the temporal scale is extended by almost independent branches which are 417 
referred to as scenarios. These scenarios represent different possible futures which can be determined 418 
in parallel (sub-problems) while the assessment of these several alternatives is done by the master 419 
problem. Besides the classical decoupling of investment and operation decisions, this approach is also 420 
suitable in the context of short-term scheduling. For example, Papavasiliou et al. [72] apply 421 
Lagrangian relaxation to decompose by scenarios for a stochastic unit commitment model with DC 422 
power flow constraints. Opposed to most ESOMs, they solve their model on a high performance 423 
computer with distributed memory architecture. As is it can be expected, Papavasiliou et al. [72] find a 424 
significant speed-up due to parallelization. This performance increase, however, poorly scales with 425 
the number of cores (e.g. speed-up factor 7 for a hundred times the number of cores). Nevertheless, 426 
the main goal of the presented approach is to stay below a threshold of computing time that is suitable 427 
for day-ahead operation planning.  428 
2.5. Aim and scope 429 
Despite the existence of a large number of speed-up approaches for ESOMs, it is not clear which 430 
methods are the most promising ones to improve the performance of ESOMs that are used in the field 431 
of applied energy system analysis. In addition to the arrow-head structure of the coefficient matrix 432 
(presence of linking constraints and linking variables, see section 1), a majority of these models shares 433 
three characteristics [24]: 434 
1. To be able to increase the descriptive complexity of the models, the mathematical complexity is 435 
often simplified. This frequently means the formulation of large monolithic linear programs (LPs) 436 
which are solved on shared memory machines. 437 
2. Due to the assessment of high shares of power generation from vRES the time set that represents 438 
the sub-annual time horizon shows the largest size (typically 8760 time steps) 439 
3. A great number of applied ESOMs are based on mathematical programming languages such as 440 
GAMS or AMPL rather than on classical programming languages. Those languages enable model 441 
formulations which are close to the mathematical problem description and take the task of 442 
translation into a format that is readable for solver software. For this reason, the execution time of 443 
the appropriate ESOMs can by roughly divided into two parts, the compilation and generation of 444 
the model structure requested by the solver and the solver time. 445 
For the following analyses, we also use GAMS which is, according to a review conducted by 446 
Zerrahn and Schill [24], a very popular modelling language in the field of energy systems analysis. We 447 
focus on initially large GAMS models for which total computing time is mainly dominated by solver 448 
time. 449 
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The general aim of this paper is to systematically assess the effectiveness of different performance 450 
enhancement approaches for ESOMs that share the above mentioned characteristics. Rather than the 451 
comparison of models that deliver exact the same results, we explore possible improvements in terms 452 
of required computing time that can be achieved by implementing different conceptual speed-up 453 
techniques into an ESOM while staying within a sufficient accuracy range. 454 
By this means, our aim is not to compare all above presented speed-up approaches, but those 455 
which are able to achieve the comprehensibly best performance enhancement. In this context, our 456 
hypothesis for the selection of model-based speed-up approaches to be systematically evaluated relies 457 
on three basic premises: 458 
1. We focus on very large LPs that have a sufficiently large size for the computing time to be 459 
dominated by the solver time and still maintaining the possibility to be solved on a single shared 460 
memory computer. 461 
If we implement an approach that allows for reduction or parallelization of the initial ESOM by 462 
treating a particular dimension, the highest potential therefore can explored by applying such an 463 
approach to the largest dimension. Accordingly: 464 
2. We emphasize speed-up strategies that treat the temporal scale of an ESOM. 465 
A high potential for performance enhancement still lies in parallelization, even though, for this 466 
study, it is limited to parallel threads on shared memory architectures. Exact decomposition 467 
techniques have the advantage to enable parallel solving of sub-problems. However, we claim that 468 
each exact decomposition technique can be replaced by a heuristic where the iterative solution 469 
algorithm is terminated early. In this way, the highest possible performance should be explored, 470 
because further iterations only improve the model accuracy; however they require more resources in 471 
terms of computing time. In addition, according to the literature in Table 2, it can be concluded, that 472 
mathematically exact decomposition techniques are applied less often with the objective of parallel 473 
model execution, but the separation of a more complicated optimization problem from an easy-to-474 
solve one. For very large LPs this is not necessary. For these reasons: 475 
3. We only analyze model reduction by aggregation and heuristic decomposition approaches. 476 
3. Materials and methods 477 
3.1. Overview 478 
Our evaluation approach should provide an assessment of model-based performance 479 
enhancement approaches for a very large ESOM that is intended to produce results for real use-cases. 480 
However, this implies a couple of challenges. A proper adaption of a large applied ESOM for the 481 
comparison of a broad set of speed-up strategies is very time-consuming. Accordingly, we limit the 482 
evaluation to the following performance enhancement approaches: 483 
 model reduction by spatial and temporal aggregation 484 
 rolling horizon 485 
 temporal zooming 486 
Moreover, to meet the requirement for an evaluation of very large ESOM instances, we want to 487 
prevent the implementation of speed-up strategies into a model that is easily solvable by a commercial 488 
solver. Nevertheless, for having references for benchmarking this must still be possible. Hence, we 489 
select an existing ESOM for which we know from experience that obtaining a solution is hard but not 490 
impossible. 491 
Besides, for fair benchmarking, it must be ensured that the reference model already performs 492 
well, e.g. with regard to solver parameterization. To meet this requirement our first methodological 493 
step is to conduct a source code review for the applied ESOM and follow recommendations by GAMS 494 
developers and McCarl [73]. Although most of the corresponding hints of the latter aim at the 495 
reduction of the GAMS execution time, the main objective of this review step is the identification of 496 
source code snippets that cause the creation of redundant constraints. In practical terms, this means an 497 
explicit exclusion of unnecessary cases by broadly applying conditional statements ($-conditions). 498 
Otherwise, needlessly large models would be passed to the solver. 499 
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Finally, it is essential that all model instances that should be compared are executed on identical 500 
hardware which should be exclusively available for the ESOM-related computing processes. Ensuring 501 
this across the whole evaluation exercise would require a large number of computers with 502 
comparatively large memory (> 200 GB) to conduct the analysis within practical time spans. Due to a 503 
limited access to such equally equipped computers, we guarantee this only for benchmarks across 504 
each particular performance enhancement strategy. 505 
The remainder of this section is structured as follows: The modeling setup consisting of a 506 
description of the applied ESOM and its characteristics and data as well as the used solver and its 507 
basic parameterization are described in section 3.2. The implementations of speed-up approaches to be 508 
evaluated are then presented in sub-chapter 3.3. Finally, we set up an evaluation framework that 509 
ensures at least a fair comparison of model performance and accuracy across different 510 
parametrizations of a particular speed-up approach. 511 
3.2. Modeling setup 512 
We apply the ESOM REMix. As there exist several parameterizations of the model which, on the 513 
one hand, share the same source code but, on the other hand, focus on various research questions and 514 
thus have different scopes in terms of available technologies, geographical study area and time 515 
horizon, REMix can also be regarded as a modeling framework. Analyses for this study were 516 
conducted with two model setups which were partially extended. Although most of our analyses are 517 
performed for both of them, the results presented in section 4 build on the REMix instance presented 518 
in [74]. The corresponding LP represents the German power system for an energy scenario of the year 519 
2030. In its basic configuration it is a CO2-emission-constrained DC-OPF problem that considers 520 
renewable and fossil power generators, electricity transport within the high voltage transmission grid 521 
as well as storage facilities such as pumped hydro power plants and lithium-ion batteries. 522 
In addition, no generation capacities are optimized but capacities of both transmission lines and 523 
energy storage are optionally considered for expansion planning. To be able to observe a significant 524 
expansion of these technologies, their initial values for installed capacities represent the state of 2015. 525 
Hence, the installed capacity of lithium-ion batteries is zero. It needs to be noted that this 526 
configuration can lead to loss of load situations if capacity expansion is omitted. This is due to the fact 527 
that the power plant portfolio of the underlying scenario relies on the assumption that suitable load 528 
balancing capability of the power system can be provided by lithium-ion batteries and additional 529 
power transmission capacities.  530 
A fact sheet of the appropriate REMix model setup is shown in Table 3 which also provides 531 
information about the input and output data. 532 
Table 3: Model fact sheet of the applied configuration of REMix based on [74]. 533 
Model name REMix 
Author (Institution) German Aerospace Center (DLR), Institute of Engineering 
Thermodynamics 
Model type Linear programing 
Minimization of total costs for system operation and expansion 
Economic dispatch / optimal dc power flow with expansion of storage 
and transmission capacities 
Sectoral focus Electricity 
Geographical focus Germany 
Spatial resolution 488 nodes  
Analyzed year (scenario) 2030 
Temporal resolution 8760 time steps (hourly) 
Input-parameters:  Dependencies 
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Conversion efficiencies [75]   
Operational costs [75]   
Fuel prices and emission allowances [76]   
Electricity load profiles [77]   
Capacities of power generation, storage and grid 
transfer capacities and annual electricity demand 
[78–80] 
  
Renewable energy resources feed-in profiles   
Import and export time series for cross-border 
power flows [81] 
  
Evaluated output 
parameters  
System costs (objective value)   
Generated power   
Added storage/transmission capacities   
Storage levels   
3.2.1. Characteristic constraints 534 
The majority of the mathematical formulations of REMix is presented in [82]. As discussed in 535 
section 1.2 and 1.3, the coefficient matrix structure of the corresponding LPs contains linking variables 536 
and constraints. Besides variables that are induced by enabling capacity expansion (equation 3), a 537 
great number of linking elements results from modeling power transmission using the dc 538 
approximation (spatially linking) or storage facilities (temporally linking). Furthermore, constraints 539 
that reflect normative targets, such as necessary for modeling greenhouse gas mitigation scenarios, 540 
cause interdependencies between large sets of variables (spatially and temporally linking). For a better 541 
comprehensibility equation 5) to 8) describe these constraints in a simplified manner, i.e. without 542 
conditional statements, additional index sets or scaling factors (as implemented in REMix). 543 
Storage 
energy 
balance: 
𝒑𝒔+(𝑡, 𝑛, 𝑢𝑠) −  𝒑𝒔−( 𝑡, 𝑛, 𝑢𝑠) −  𝒑𝒍𝒔(𝑡, 𝑛, 𝑢𝑠)
=  
𝐸𝑠(𝑡, 𝑛, 𝑢𝑠) − 𝐸𝑠(𝑡 − 1, 𝑛, 𝑢𝑠)
Δ𝑡
  
∀𝑡 ∈ 𝑇; 𝑛 ∈ 𝑁 ; ∀𝑢 ∈ 𝑈𝑠;  𝑈𝑠 ⊂ 𝑈 
5) 
 
 𝒑𝒔+/𝒑𝒔−: storage charge/discharge power 
𝒑𝒍𝒔: storage self-discharge (losses) 
𝑬𝒔: stored energy 
𝑈𝑠: set of storage facilities 
DC power 
flow: 𝒑𝒊𝒎(𝑡, 𝑛) −  𝒑𝒆𝒙( 𝑡, 𝑛) − 𝒑𝒍𝒕(𝑡, 𝑛) =  ∑ 𝐵(𝑛, 𝑛
′) ⋅ 𝜽(𝑛′, 𝑡)
𝑛′
  
∀𝑡 ∈ 𝑇, ; ∀𝑛 ∈ 𝑁  
6) 
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𝒑𝒇+(𝑡, 𝑙) − 𝒑𝒇−( 𝑡, 𝑙) = ∑ ∑ 𝐵𝑑𝑖𝑎𝑔(𝑙, 𝑙′) ⋅ 𝐾
𝑇(𝑙, 𝑛) ⋅
𝑛𝑙
𝜽(𝑛, 𝑡) 
∀𝑡 ∈ 𝑇, ; ∀𝑙 ∈ 𝐿 
7) 
 𝒑𝒊𝒎/ 𝒑𝒆𝒙: power import/export 
𝒑𝒍𝒕: transmission losses 
 𝒑𝒇+/ 𝒑𝒇−: active power flow along/against line direction 
 𝜽: voltage angle 
 B: susceptances between regions 
 𝐵𝑑𝑖𝑎𝑔: diagonal matrix of branch susceptances 
 K: incidence matrix 
 L: set of links (e.g. transmission lines) 
Emission 
cap: ∑ ∑ ∑ 𝒑(𝑡, 𝑛, 𝑢)
𝑢
⋅
𝑛𝑡
𝜂𝑒(𝑢) ≤  𝑚 
8) 
 𝜂𝑒: 
𝑚: 
fuel specific emissions 
maximal emissions 
3.2.2. Solver parametrization and hardware environment 544 
In preliminary experiments resulting from a broad spectrum of REMix applications, ranging from 545 
country specific cross-sectoral energy systems [83,84] to multi-regional [82,85–87] and spatially highly 546 
resolved power systems [74], for monolithic LPs, we observed the best performance in terms of 547 
computing time and RAM requirements with the following solver parameters when using CPLEX: 548 
1. LP-method: barrier 549 
2. Cross-Over: disabled 550 
3. Multi-threading: enabled (16 if not otherwise stated) 551 
4. Barrier tolerance (barepcomp) 552 
o 1e-5 spatial aggregation with capacity expansion  553 
o default (1e-8): rest 554 
5. Automatic passing of the presolved dual LP to the solver (predual): disabled 555 
6. Aggressive scaling (scaind): enabled 556 
Especially in the case of the first three solver options, LPs that previously could not be solved 557 
within time spans of multiple days, turned out to be solvable in less than 24h. With regard to the 558 
solver parameter 5, the amount of required RAM could be significantly decreased. For example, 559 
model instances that showed a peak memory demand of 230 GBs when setting predual to -1, 560 
otherwise exceeded the available RAM of 300 GBs. For these reasons, all of the following analyses are 561 
conducted with GAMS release 25.1.3 using CPLEX 12.8.0 with the above listed solver parameters. In 562 
addition, for all implementations of heuristic decomposition approaches either the GAMS option 563 
solvelink=5 (rolling horizon, temporal zooming) or solvelink=6 (temporal zooming with grid 564 
computing) are used to avoid delay times due to frequent read and write operations on the hard disk. 565 
With regard to available hardware, computers with the following (Table 4) specifications are 566 
available: 567 
Table 4: Specifications of available computers for solving model instances. 568 
# Processor Available threads Available memory 
1 Dual Intel Xeon Platinum 8168 2x 24 @ 2.7 GHz 192 GB 
2 Intel Xeon Gold 6148 2x 40 @ 2.4 GHz 368 GB 
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3.2.3. Original REMix instances and their size 569 
As indicated in Table 3 the applied REMix model performs a DC-OPF which is optionally 570 
extendable by capacity expansion planning for storage and transmission infrastructures. Depending 571 
on this optional setting, two original model instances can be distinguished we refer to as „REMix 572 
Dispatch“ and REMix Expansion. Due to the different purposes of the decomposition heuristics to be 573 
evaluated, the two original models are only investigated for a sub-set of speed-up approaches. The 574 
rolling horizon approach is only sufficiently applicable to dispatch problems since investment 575 
decisions for especially short time intervals lead to a significant overestimation of required capacity 576 
expansion. In contrast, temporal zooming is explicitly suited for problems that account for capacity 577 
expansion. 578 
To get an impression of model size, we measure the number of constraints, variables and non-579 
zero elements of the coefficient matrix reported by the solver after performing the pre-solve routines. 580 
The appropriate values are indicated in Table 5. They show that enabling expansion planning is costly, 581 
especially with regard to the number of constraints. Compared to the number of variables which is 582 
increased by approximately 30%, the number of constraints is more than tripled. Nevertheless, this 583 
results in a less dense coefficient matrix since the number of non-zeros is only doubled.  584 
Table 5: Characterization of original REMix model instances. 585 
Original model 
instance name 
Applied speed-up approaches 
Number of 
variables 
Number of 
constraints 
Number of non-
zeros 
REMix Dispatch  spatial aggregation 
 temporal aggregation 
 rolling horizon dispatch 
30,579,396 9,214,488 69,752,951 
REMix 
Expansion 
 spatial aggregation 
 temporal aggregation 
 sub-annual temporal 
zooming 
43,169,135 32,805,201 137,967,269 
3.3. Implementations 586 
3.3.1. Aggregation approaches 587 
The implemented aggregation approaches either treat the temporal or spatial scale. In case of the 588 
first, simple down-sampling is applied to load and feed-in profiles from vRES. Those parameters are 589 
available in form of hourly time series (temporally resolved). For down-sampling they are averaged to 590 
achieve a data aggregation and accordingly a reduction of the model size by factor M. For instance, 591 
when transforming a demand time series and, for reasons of simplicity, index sets of the other 592 
dimensions are ignored, the appropriate calculation rule is: 593 
 
𝑑agg(𝑡𝑀) =  ∑ Π𝑡(𝑡𝑀, 𝑡) ⋅ 𝑑(𝑡)
𝑡
 
∀𝑡𝑀 ∈ 𝑇𝑀; 𝑀 ∈ ℕ 
9) 
 
 𝑇𝑀: set of merged (down-sampled) time steps 
Π𝑡 map that assigns time steps to merged time steps 
𝑑agg: temporally aggregated power demand time-
series 
Setting M=4 thus results in input time series that have a 4-hourly resolution. In other words, 594 
instead of 𝑡 = 1, … , 8760 only 𝑡𝑀 = 1, … ,
8760
4
 consecutive data points need to be considered in a REMix 595 
instance which we refer to be “temporally aggregated”.  596 
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With regard to the spatial aggregation methodology, we apply the following data processing: 597 
First a network partitioning is performed to define which regions of the original model 598 
parameterization are to be merged. Therefore, an agglomerative clustering is used by applying the 599 
implementation of this algorithm from scikit learn [88] to the adjacency matrix of the original model’s 600 
network. We chose this clustering methodology as it ensures that merged regions are only built from 601 
neighboring regions. In addition, the clustering algorithm itself scales well with regard to various 602 
numbers of clusters. 603 
Secondly, we create network equivalents. The applied data aggregation relies on the premise that 604 
regions represent so called “copper plates” which means that transmission constraints are ignored 605 
within these areas. As a consequence, most nodal properties, such as installed power generation 606 
capacity or expansion potentials as well as power demand are spatially aggregated by simple 607 
summation. A special case is the aggregation of feed-in time series. Here a case distinction is applied, 608 
where the profiles of renewable power generation are aggregated by weighted averaging. The weights 609 
are taken from the installed power generation capacities of the respective regions normalized by the 610 
sum over the installed capacities within the aggregated region. If there are no capacities installed (e.g. 611 
in the case of green-field expansion planning), the maximal capacities resulting from a renewable 612 
energy potential analysis are used. 613 
Data that is related to links, such as power transmission lines, is also specially treated: 614 
Transmission lines that would lie within an aggregated region are ignored. The transmission 615 
capacities of parallel cross-border links are summed up, while link lengths that are used for losses 616 
approximation and susceptances of parallel lines are combined as it is common for parallel circuits, for 617 
instance: 618 
 𝐵agg(𝑙𝑀) =
1
∑ Π𝑙(𝑙𝑚 , 𝑙) ⋅
1
𝐵(𝑙)⁄𝑙
  
∀𝑙𝑀 ∈ 𝐿𝑀   
10) 
 𝐿𝑀: set of merged links 
 Π𝑙: map that assigns links to merged links 
 𝐵agg: susceptances of merged links 
3.3.2. Rolling horizon dispatch 619 
We implement a rolling horizon dispatch into REMix, a decomposition of the original model in 620 
time, where the full time horizon of 8760 time steps is divided into a number of overlapping time 621 
periods (intervals). For each of these time intervals only the hourly system operation is optimized. 622 
Accordingly, capacity expansion is not considered in the appropriate model instances. This is due to 623 
the fact that variables that are related to capacity expansion are not resolved on the temporal scale. 624 
These temporally linking elements would prevent an easy decomposition in time and thus limit the 625 
application of rolling horizon approaches to dispatch optimization problems.  626 
The emission cap (equation 8) is also temporally linking and therefore requires changes 627 
compared to the native implementation of REMix. A straightforward approach is the distribution of 628 
the annual emission budget to the time intervals. In the simplest case the corresponding distribution 629 
factors are constant and calculated from the reciprocal of the number of intervals. More sophisticated 630 
distributions may take into account input data such as load and feed-in time series to define sub-631 
annual emission caps that correspond to the residual load. However, such a distribution still does not 632 
account for regional differences. For reasons of simplicity we use the constant distribution for our 633 
implementation of the rolling horizon dispatch. 634 
Storage facilities are only weakly temporally linking as the appropriate energy balance constraint 635 
(equation 5) only couples neighboring time steps. The error induced by decomposing in time is small 636 
as long as the length of time intervals is much greater than the typical energy-to-power ratio of a 637 
particular storage technology. Importantly, the overlap prevents that energy storage facilities are 638 
always fully discharged at the end of the evaluated part of a time interval to save costs. In the full 639 
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time-horizon implementation of REMix this undesired effect is addressed by coupling the very last 640 
time step to the initial time step. In other words, it is enforced that the storage levels of the first and 641 
the last hour of the year are equal. However, this circular coupling is not suitable concerning the 642 
boundaries of sub-annual time intervals. 643 
For the rolling horizon approach this means that full discharging still appears by the end of a 644 
computed time interval, but it is weakened the longer the overlap. However, there is a trade-off to be 645 
made with regard to the length of overlaps since they imply dispatch optimization of redundant 646 
model parts and therefore lead to greater total computing times. Another drawback of using overlaps 647 
is also that only sequentially solving of multiple model instances is possible.  648 
The discussed characteristics of the rolling horizon approach require a couple of modifications 649 
and extensions of the REMix source code especially with regard to the execution phases. In Figure 3 650 
necessary adaptions are visualized. 651 
i. A new set 𝑇𝑖  that represents the time 
intervals is defined.  
ii. The number of overlapping time steps 
between two intervals as well as a map that 
assigns the time steps t to the corresponding 
intervals (with or without overlap) are 
defined. The larger the overlap the greater 
the number of subsequent time steps that are 
redundantly assigned to both the end of the 
𝑖𝑡ℎ and the beginning of the (𝑖 + 1)𝑡ℎ interval.  
iii. It must be ensured that all time dependent 
elements (variables and constraints) are 
declared over the whole set of time steps, 
whereas their definitions are limited to a 
subset of time steps that depends on the 
current time interval.  
iv. A surrounding loop is added that iterates 
over the time intervals 
v. With each iteration a solve statement is 
executed. 
vi. The values of all time dependent variables 
are fixed for all time steps of the current 
interval but not for those that belong to the 
overlap.  
vii. To easily obtain the objective value of the 
full-time horizon model, a final solve is 
executed that considers only cost relevant 
equations. As all variable levels are already 
fixed at this stage, this final solve is not costly 
in terms of performance. 
 
Figure 3: Flow chart of implementation of rolling 
horizon. 
The chosen source code adjustments require a manageable amount of effort and can be seen as a 652 
processing friendly implementation since all input data is read in the beginning, whereas data is 653 
processed slice by slice. Also partial results are held in memory which facilitates an easy creation of a 654 
single output file. Established post-processing routines do not have to be changed. Nevertheless, for 655 
memory constrained ESOMs, memory friendly implementations are preferable. Data would 656 
accordingly be loaded and written to disc slice by slice. The downside of this solution is the fact that 657 
these processes must be executed multiple times which results in additional processing costs. 658 
Furthermore, the composition of outputs requires a further post-processing that is characterized by 659 
multiple read routines of the partial result files. 660 
3.3.3. Sub-annual temporal zooming 661 
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Our implementation of the temporal zooming heuristic is an extension of the previously 662 
described rolling horizon approach that enables capacity expansion planning. For this reason, also 663 
other temporally linking elements can be treated differently. In particular, each time interval 664 
represents a sub-problem where - from a global model perspective - missing information is gathered 665 
from a temporally down-sampled full time-horizon model run. 666 
In the case of the storage energy balance, at the boundaries of each time interval the storage level 667 
variables are fixed to the levels of the corresponding variables of the down-sampled model’s result. 668 
Furthermore, for each time interval, factors that define the share of annually allowed emissions are 669 
determined with respect to the resulting emissions in the down-sampled model run. This allows a 670 
much better distribution of these actually time independent parameter values than an equal 671 
distribution as in the implementation of the rolling horizon dispatch.  672 
Even though solving a down-sampled model instance causes additional costs in terms of 673 
computing time, the advantage of this approach is the independence of partial models where overlaps 674 
are no more necessary. However, as the number of parallel threads is limited on shared memory 675 
architectures, this parallelization on the conceptual layer is at the expense of less parallelization on the 676 
technical layer, i.e. parallel threads when using the barrier algorithm. For this reason, we implement 677 
two versions of the temporal zooming approach (where I corresponds to the variable of capacity 678 
expansion introduced in equation 3)): 679 
1. A sequential version that is executed in the same chronological manner as the rolling horizon 680 
approach where parallelization only takes place on the solve side (Figure 4).  681 
2. A parallel version that uses the grid computing facility of GAMS where a defined number of time 682 
intervals is solved in parallel. Parallelization takes place on both the model side and the solver 683 
side (Figure 5). 684 
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Figure 4: Flow chart of sequential implementation 
of temporal zooming. 
Figure 5: Flow chart of grid computing 
implementation of temporal zooming, 
exemplarily shown for two parallel runs. 
Besides the different ways of parallelization the two implementations also differ in the treatment 685 
of capacity expansion variables. While in both cases an initial lower bound is defined with regard to 686 
the outcome of the down-sampled model run, in the sequential implementation, this lower bound is 687 
raised with respect to the results of a particular interval and then shifted to the next interval. On the 688 
contrary, the parallel implementation determines the final values of expansion planning variables by 689 
selecting the maximum across their interval dependent counterparts. 690 
3.4. Evaluation framework 691 
3.4.1. Parameterization of speed-up approaches 692 
Each of the implemented model-based speed-up approaches is characterized by parameters that 693 
influence the model performance. We refer to these parameters as SAR-parameters (speed-up 694 
approach related parameters). In this context, the challenge is to identify SAR-parameter settings that 695 
provide both an effective performance enhancement and a sufficient accuracy. We tackle this issue by 696 
performing parameter studies. The evaluated parameter value ranges are shown in Table 6. 697 
Table 6: Overview of speed-up approach related parameters and value ranges to be evaluated. 698 
Speed-up approach 
Parameter 
Name Evaluated range 
Spatial aggregation number of regions (clusters) {1, 5, 18, 50, 100, 150, 200, 250, 
300, 350, 400, 450, 488} 
Down-sampling temporal resolution {1, 2, 3, 4, 6, 8, 12, 24, 48, 168, 
1095, 4380} 
Rolling horizon 
dispatch 
number of intervals {4, 16, 52,365} 
overlap size {1%, 2%, 4%, 10%} 
Temporal zooming 
(sequential) 
number of intervals {4, 16, 52} 
temporal resolution of down-sampled run {4, 8, 24} 
Temporal zooming 
(grid computing) 
number of intervals {4, 16, 52} 
number barrier threads {2, 4, 8, 16} 
number of parallel runs 
temporal resolution of down-sampled run 
{2, 4, 8, 16} 
{8, 24} 
In the case of aggregation the SAR-parameters are more or less equivalent to the degree of 699 
aggregation. It can be expected that there is a continuous relation between these parameters and the 700 
achievable performance and accuracy, where increasing the degree of aggregation will reduce the 701 
required computing resources at the expense of less accuracy. 702 
However, the implemented rolling horizon as well as the temporal zooming approaches can be 703 
tuned by changing a set of SAR-parameters (Table 6). Thus, the relation between speed-up approach 704 
parameterization and the evaluated indicators becomes more complex. For instance, with regard to 705 
total computing time, one can expect that there is always an optimal number of intervals since 706 
increasing the appropriate value allows faster solving of sub-models, but at the same time the 707 
computational burden for GAMS code compilation will grow. 708 
3.4.2. Computational indicators 709 
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When referring to performance we always mean the computing time composed of time spent for 710 
model building and solving (solver time). The internal profiling options of GAMS is activated using 711 
the command-line option stepsum=1. All relevant information is then extracted from the logging and 712 
listing files of GAMS. The elapsed seconds listed in the last step summary represent the total wall-clock 713 
time needed for executing all processes. As in our analyses the CPLEX solver is used exclusively, the 714 
solver time represents the time consumed by CPLEX. This quantity is usually listed above the solver’s 715 
report summary which also provides the information whether an optimal solution was found. As the 716 
CPLEX time reported in seconds can vary depending on the load of the computer system as well as on 717 
the used combination of software and hardware, we primarily use the deterministic number of ticks (a 718 
computer independent measure) as indicator for required computing time by the solver [89]. The 719 
quantity we refer to as GAMS time is accordingly calculated by subtracting solver time from total 720 
wall-clock time. 721 
An approximation for peak memory usage is also partially taken from the step summary denoted 722 
as Max heap size which represents the memory used by GAMS. An indicator for the memory use on the 723 
solver side—in the case of CPLEX’s barrier algorithm—is provided by the number of equations and 724 
the logging information integer space required [90].  725 
3.4.3. Accuracy indicators 726 
To measure the accuracy of an ESOM one could argue that all variable levels of a model instance 727 
treated by a particular speed-up approach should be compared to their counterparts of the original 728 
model. However, especially in the case of aggregation approaches the direct counterparts do not 729 
always exist. Besides the fact that the computational effort for such a comparison would be great due 730 
to the number of variables, an aggregation of the resulting differences would still be necessary to give 731 
an indication of accuracy by only a hand-full of comprehensible values. We therefore use only a 732 
selection of partially aggregated variable levels for comparison. Nevertheless, we emphasize 733 
indicators which are of practical relevance. As indicated in Table 3 these indicators are 734 
1. the objective value of the optimization problem, 735 
2. the technology specific, temporally and spatially summed, annual power supply of generators, 736 
storage and electricity transmission, 737 
3. the spatially summed values of added capacity for storage and electricity transmission and 738 
4. the temporally resolved, but spatially summed storage levels of certain technologies. 739 
4. Results 740 
4.1. Pre-analyses and qualitative findings 741 
4.1.1. Order of sets 742 
Concerning an efficient execution of GAMS, in addition to the suggestions mentioned in section 743 
3.1, we observed that it is always advisable to use a consistent order of sets. An illustrative example 744 
considering this issue is provided by Ramos in [91]. We also investigated the hypothesis that ordering 745 
the index sets from the largest cardinality to the smallest would reduce the time for the model 746 
generation. In summary, reductions of up to 40% of the GAMS generation time are observed in some 747 
cases. However, the results strongly vary between different model instances. Furthermore, the time 748 
spent for model generation can also increase depending on the used version of GAMS. From this 749 
experience we conclude that tuning the source code by using particular index orders cannot be 750 
considered as a generally effective improvement of model performance. 751 
4.1.2. Sparse vs. dense 752 
Especially with regard to the way of implementing the equations for storage energy balance and 753 
DC power flow, constraint formulations are conceivable that differ from the ones implemented in 754 
REMix (equations 5 to 7). These formulations make use of fewer variables and constraints and 755 
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therefore lead to a smaller but denser coefficient matrix. Equations 11 and 12 give an impression of 756 
how such dense formulations can look like.  757 
On the one hand, in the case of the storage energy balance equation, the alternative formulation 758 
allows that the storage level variables are no more required. On the other hand, instead of an 759 
interdependency of consecutive time steps, the power generation or consumption of each time step is 760 
linked with all of its previous pendants. This leads to strong linkages across the temporal scale 761 
especially for the balance equations that address the elements at the end of the time set. Concerning 762 
the DC power flow, equation 12 can be derived from substitution of the voltage angle and merging of 763 
equations 6 and 7. However, the resulting PTDF matrix requires a matrix inversion that leads to a 764 
dense matrix structure. 765 
Storage 
energy 
balance 
(dense): 
∑ 𝒑𝒔+(𝑡′, 𝑛, 𝑢𝑠) −  𝒑𝒔−( 𝑡′, 𝑛, 𝑢𝑠) − 𝒑𝒍𝒔(𝑡′, 𝑛, 𝑢𝑠)
𝒕′=𝒕
𝒕′=𝒕𝟎
=  𝒑𝒔+(𝑡, 𝑛, 𝑢𝑠) −  𝒑𝒔−( 𝑡, 𝑛, 𝑢𝑠) 
∀𝑡 ∈ 𝑇; 𝑛 ∈ 𝑁 ; ∀𝑢 ∈ 𝑈𝑠;  𝑈𝑠 ⊂ 𝑈 
11) 
 
DC power 
flow 
(dense): 
  𝒑𝒇+(𝑡, 𝑙) −  𝒑𝒇−( 𝑡, 𝑙)
=  ∑ 𝑃𝑇𝐷𝐹( 𝑙, 𝑛)
𝑛
⋅ (𝒑𝒊𝒎(𝑡, 𝑛) − 𝒑𝒆𝒙( 𝑡, 𝑛) − 𝒑𝒍𝒕(𝑡, 𝑛))  
∀𝑡 ∈ 𝑇; ∀𝑙 ∈ 𝐿  
12) 
 𝑃𝑇𝐷𝐹: power transfer distribution factors 
The results of our experiments with these alternative model formulations showed that, for 766 
REMix, sparse implementations are usually better in terms of model performance. While already small 767 
model instances with the dense storage balance equation are nearly unsolvable, the application of 768 
PTDF matrices for the DC power flow turns out to be useable but still less performant compared to the 769 
implementation that uses the voltage angle. 770 
In this context, on its left y-axis, Figure 6 shows the computing times for two exemplary scenarios 771 
(A and B), where, transmission capacity expansion is either enabled or disabled. The size of 772 
underlying model instances ranges between 20 to 38 million variables and 9 to 24 million constraints. 773 
To give an indication of the population density of the corresponding coefficient matrices, the number 774 
of non-zeros relative to the product of the number of constraints and the number of variables is 775 
plotted on the right y-axis. Each of the resulting four model instances is solved using either the dense 776 
(triangles) or sparse (circles) DC power flow formulation. As it can be deduced from comparing the 777 
blue markers, the computing times for the PTDF-based instances are 15 to 60% greater than in the case 778 
of their sparse counterparts. 779 
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Figure 6: Solver time (blue) and non-zero density of the coefficient matrix (orange) for different DC 781 
power flow implementations, circles: sparse (with voltage angle), triangles: dense (with PTDF). 782 
Due to the results of these preliminary experiments the following analyses are exclusively based 783 
on model implementations which aim for sparse constraint formulations. 784 
4.1.3. Slack variables and punishment costs 785 
A common approach to ensure the solvability of REMix even for scenarios where the power 786 
balance equation (2) would be violated (e.g. by providing too small power generation potentials) is the 787 
use of slack generators. These generators do not have a technological equivalent in the reality and 788 
represent the last option to be used in the model for covering a given demand. The associated costs for 789 
power supply can be seen as the value of loss of load and thus are high compared to costs caused by 790 
real technologies. However, even if very high cost values could be particularly justified by 791 
macroeconomic damage, from a model performance perspective it is advisable to set these costs in the 792 
same order of magnitude as their real counterparts. 793 
 794 
Figure 7: Computing time for different values for power generation by slack generators. 795 
Figure 7 therefore shows exemplary computing times of identical model instances of a relatively 796 
small size (3 Mio. variables, 2 Mio. constraints). We deliberately analyze small models to prevent the 797 
model to run into numerical issues. The differences in the resulting solver time are exclusively caused 798 
by changing the model parameter that concerns the costs associated with slack power generation. The 799 
increasing computing time with increasing values of this parameter are due to worse model scaling. 800 
Despite the fact that scaling is also automatically applied by the solver, it is advisable that in the 801 
coefficient matrix of the resulting LP, coefficients stay within a certain range of order of magnitudes. 802 
As described by McCarl [92] the factor between the smallest and largest values should ideally be less 803 
than 1e5. Since ESOMs such as REMix consider both operational costs of almost zero (e.g. for 804 
photovoltaics) and annuities for investments into new infrastructures of several millions (e.g. large 805 
thermal units), the corresponding cost ratios are already out of the ideal range. For this reason, the 806 
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cost factors for slack power generation should not expand this range. Otherwise, especially for large 807 
models, the bad scaling leads to numerical issues of the solver and at least extended computing times. 808 
4.1.4. Coefficient scaling and variable bounds  809 
Also processing of input data during the generation of equations can pose problems concerning 810 
the aforementioned maximum range of coefficients. For example, this is relevant when calculating the 811 
fuel consumption based on the power generation divided by the fuel efficiency. Moreover, it is 812 
advisable to bound variables to restrict the space of possible solutions which may also lead to a better 813 
solver performance. However, finding appropriate bounds for future states of the energy system and 814 
claiming to analyze a broad range of conceivable developments implies possible contradictions.  815 
To get a more systematic picture, in Figure 8, we compare a selection of model instances in three 816 
spatial resolutions with two different solver precisions. The solver precisions are labelled as “1e-5” 817 
and “Default” (1e-8) while further measures such as explicit rounding of parameters and conscious 818 
bounding of variables are varied. The idea behind rounding of input time series and efficiencies is to 819 
avoid implicit coefficients with more than five decimals. As a further step in the instance denominated 820 
as “bounded variables” we add upper bounds on most variables according to model heuristics. For 821 
instance, the power production from slack generators is limited to 10% of the exogenously given 822 
electricity demand profile. Additionally, we set upper bounds on decision variables for investments 823 
into storage and transmission capacities based on the maximum peak load and annual energy demand 824 
of the corresponding regions.  825 
 826 
Figure 8: Comparison of solver times as a function of numerical properties and solver accuracy. 827 
In Figure 8 the conducted comparison is shown for three differently sized instances of both the 828 
“REMix Expansion” and the “REMix Dispatch” model. The solver time is depicted relative against the 829 
number of ticks required to solve the appropriate model with default settings as presented in 3.2. In 830 
this context, the black circles represent the reference values at y=1.0. While for the small instances with 831 
30 and 120 regions the gains from coefficient rounding (blue markers) seem to indicate better 832 
performance, in large scale instances the effect is inverse. For the 488 region instance there is an 833 
increase in ticks for the barrier algorithm with the presumably improved numerical properties. In 834 
contrast, the additional bounds on variables (orange markers) have a rather little impact on the small-835 
sized instances with only a few regions, while the performance gains for the large scale instances are 836 
significant by effectively bringing down the solver time to less than 50% compared to instances with 837 
default settings.  838 
From the comparison of triangle and circle markers in Figure 8, it can be furthermore concluded, 839 
that the observed effects are independent of the solver precision. However, the possible speed-up 840 
highly depends on the general model formulation and may not apply for other solution algorithms 841 
than interior point. 842 
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4.2. Aggregation of individual dimensions 843 
This section presents the behavior of performance and accuracy indicators for scaling 844 
experiments. This means that the original REMix instances (“REMix Dispatch” and “REMix 845 
Expansion”) are either reduced by spatial or temporal aggregation whereas the degree of aggregation 846 
is varied. The number of aggregated regions or time steps of a respective model instance are depicted 847 
on the x-axes of the following evaluation figures. In this context, the degree of aggregation is simply 848 
defined by: 849 
Degree of 
aggregation: 
𝑎(𝑥, 𝜈) = (1 −
𝑥(𝜈)
xREF(𝜈)
) ⋅ 100%  
∀𝜈 ∈ {spatial, temporal} 
13) 
 xREF: x-value (number of regions/time steps) of the 
original model instance 
In the following figures, the curves show computing and accuracy indicators relative to their 850 
counterparts of the original model instances. For each indicator, the reference is indicated at the 851 
greatest x-value (xREF(spatial) = 488 regions or xREF(temporal) = 8760 time steps). Accordingly, the 852 
figures are usually read from right to left. The associated absolute y-values are provided in the caption 853 
of the respective figure.  854 
4.2.1. Spatial 855 
The results for the spatial aggregation of the „REMix Dispatch“ model are shown in 856 
Figure 9 and Figure 10. In the former, the computational indicators are depicted by 857 
colored curves that represent total wall-clock time, solver time, the number of 858 
constraints (equations), the number of non-zeros, and the memory consumed by 859 
GAMS as well as an approximation of the memory demand of the solver. On the 860 
right hand side,  861 
Figure 10 shows the accuracy indicators. Besides the objective value, the annual power generation 862 
of selected power generator groups, gas-fired and coal-fired power plants, and wind turbines, is 863 
drawn. Even though the REMix model instances consider a broader spectrum of technologies such as 864 
photovoltaics, biomass or run-of-river power plants, these technologies are omitted for the sake of 865 
clarity.  866 
 
Figure 9: Computational indicators for spatial 
aggregation of the “REMix Dispatch” model. 
Reference model: CPLEX ticks 16.3 Mio.; Total 
memory 79 GB; GAMS time 0.6 h; Total wall-
clock time 3.6 h. 
 
Figure 10: Accuracy indicators for spatial 
aggregation of the “REMix Dispatch” model. 
Reference model: Objective value 29.7 Bio €; 
Objective value (cleaned) 21.9 Bio €; Wind 
162 TWh; Gas 174 TWh; Coal 105 TWh; 
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Storage 4.1 TWh; Transmission 434 TWh. 
With regard to accuracy indicators, up to a degree of aggregation of about 80% (100 regions) most 867 
of the curves in Figure 10 show minor deviations within a range of ±5% compared to the reference at 868 
y=1.0. While the annual power generation from coal is slightly increasing with stronger aggregation, 869 
the opposite can be observed in the case of the objective value and power generation from gas 870 
turbines. Wind power and storage utilization are almost constant up to this point. However, for model 871 
instances that spatially aggregate to a degree below 100 regions, the use of storage facilities strongly 872 
increases. Compared to the reference model, deviations of more than 40% for storage are observable 873 
for highly aggregated model instances.  874 
Considering that the number of transmission lines taken into account becomes smaller for more 875 
aggregated model instances, it can be expected that most of the effects that come with spatial 876 
aggregation stem from unconstrained power transmission. Thus, the strongest influence of this model 877 
reduction technique can be observed for the power transmission indicator where deviations greater 878 
than 25% already occur for degrees of aggregation >40% (300 regions). 879 
That said, the results can be interpreted as follows: The absence of power flow constraints affects 880 
the model accuracy especially when the number of aggregated regions is low and their geographical 881 
extent is comparatively large. This facilitates large central power generation units such as pumped 882 
hydro storage and coal fired power plants to extensively distribute their electricity in wide areas to the 883 
cost of less power generation from probably better sited but more expensive gas turbines.  884 
If the accuracy error for 100 regions is considered to be acceptable for answering a particular 885 
research question, the reachable speed-up factor can be determined from Figure 9. For both the solver 886 
time (CPLEX ticks) and the total wall-clock time relative to the maximal model time of about 0.2 is 887 
observable which corresponds to a speed-up factor of nearly 5. A smaller reduction can be observed 888 
for the model size which is characterized by the number of equations as well as the RAM required by 889 
the solver (y≈0.4) and the GAMS (y≈0.3). In terms of reachable speed-up, a linear reduction of the 890 
model size by spatial aggregation usually leads to a more than linear reduction of computing time 891 
(e.g. solver time), particularly for weak aggregations. However, especially for these model instances a 892 
superposed oscillation of the solver time can be observed which makes the estimation of reachable 893 
speed-up more uncertain. 894 
For understanding this oscillation better, we analyzed further indicators provided in the logging 895 
and listing files as well as more content-related accuracy indicators such as the number of 896 
transmission line congestion events or slack power generation. We found that the number of non-897 
zeros appearing within the Choleksy factorization of the barrier algorithm (reported as “total non-898 
zeros in factor”) shows a similar behavior. Nevertheless, no correlation between any of the content-899 
related indicators and the solver time was observed. In addition, we cross-checked our results shown 900 
in Figure 9 and Figure 10 by performing the scaling experiment with different solver parameters 901 
(barrier tolerance 10-5) as well as based on slightly different clustering algorithm parameters. Both led 902 
again to an oscillation of the solver time curve. Thus, we conclude that even if the accuracy indicators 903 
scale in a stable manner, especially the solver time depends on how specific nodes are assigned to 904 
clusters. Solving of the DC-OPF problem can turn out to be harder for the solver even if the number of 905 
regions is smaller than in a less spatially aggregated model instance. 906 
As mentioned in section 3.2, the initial power plant portfolio of the German power system 907 
scenario for the year 2030 is slightly under-dimensioned since storage and power transmission 908 
capacities represent the state of the year 2015 ignoring planned expansion of these technologies. In 909 
addition, historical weather data of the year 2012 is used which is below the long-time average in 910 
terms of renewable power generation. As a consequence the slack power generators are active 911 
especially in the “REMix Dispatch” model instances (between 565 and 773 GWh). Total power supply 912 
derived from the objective value can thus become more expensive than in the case of “REMix 913 
Expansion” depending on the selected specific punishment costs. For this reason, we report two 914 
objective values in the caption of the figures of accuracy indictors. Firstly, the objective value of the 915 
mathematical optimization problem including costs of punishment terms. Secondly, the cleaned 916 
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objective value represents costs for total power supply derived from assuming the same costs for slack 917 
power generation as for operating fictitious gas turbines. 918 
Figure 11 and Figure 12 show the performance and accuracy indicators for spatial scaling of the 919 
“REMix Expansion” model instances. Here, storage (i.e. stationary lithium-ion batteries) and 920 
transmission capacities (AC and DC lines) can be added to the system to balance power demand and 921 
generation with the installed generation capacities. In accordance to this, the accuracy indicators are 922 
extended by storage and transmission expansion. Exceptionally, only the results in this experiment are 923 
computed with extensive logging in GAMS’s listing files is enabled which automatically leads to an 924 
increase of GAMS time. 925 
 
Figure 11: Computational indicators for spatial 
aggregation of the “REMix Expansion” model. 
Reference model (only in this experiment): 
CPLEX ticks 381.3 Mio.; Total memory <256 GB; 
GAMS time 6.6 h; Total computing time 50.9 h. 
 
Figure 12: Accuracy indicators for spatial 
aggregation of the “REMix Expansion” model. 
Reference model (only in this experiment): 
Objective value 23.7 Bio €; Objective value 
(cleaned) 23.2 Bio €; Wind 175 TWh; Gas153 TWh; 
Coal 115 TWh; Storage expansion 123 GWh; 
Transmission expansion 28.8 GW. 
As reported in the caption of Figure 9 and Figure 11, enabling capacity expansion leads to a 926 
significant increase in total computing time from about 3 to almost 50 hours. Nevertheless, compared 927 
to the “REMix Dispatch” model instances, similarities concerning the over- or underestimation as well 928 
as the scaling behavior of the technology specific errors can be observed. For instance, capacity factors 929 
of energy storage are increasing for higher degrees of aggregation. This directly affects storage 930 
expansion which decreases with the smaller spatial resolution. 931 
One exception are power transmission-related indicators where more significant deviations from 932 
the reference values occur, especially for degrees of aggregation >60% (<200 regions). On the one 933 
hand, model instances with such an aggregation even reach reductions in computing time of more 934 
than 80%. On the other hand, transmission capacity expansion already experiences significant 935 
deviations (>10% compared to the values of the original model) for degrees of aggregation that go 936 
below 400 regions. Remarkably, this has only a minor impact on both the objective value and the 937 
generation-related accuracy indicators which is observable from the almost horizontal course of the 938 
wind, gas, coal, and storage expansion indicators in Figure 12. 939 
A further similarity to the “REMix Dispatch” model is the linear scaling behavior of 940 
computational indicators corresponding to the model size as well as the super-linear scaling of the 941 
solver time. However, in Figure 11, the solver ticks resemble a rather exponential curve and no 942 
superposed oscillation occurs. This means that enabling the expansion of transmission (and storage) 943 
capacities leads to a rather expectable scaling behavior of the computing time: The fewer regions in a 944 
spatially aggregated model instance, the smaller the time required to solve the optimization problem. 945 
If the slope of the solver time curve is regarded as a measure of effectiveness in terms of model 946 
acceleration, it can be concluded that spatial aggregation is mainly effective for degrees up to 40%. 947 
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4.2.2. Temporal 948 
The results for temporal aggregation of the „REMix Dispatch“ model are shown in Figure 13 and 949 
Figure 14. As in the case of spatial aggregation computational indicators are depicted in the figures on 950 
the left while accuracy indicators are illustrated on the right. The reference model is the same as in the 951 
spatial scenario. 952 
 
Figure 13: Computational indicators for temporal 
aggregation of the “REMix Dispatch” model. 
 
Figure 14: Accuracy indicators for temporal 
aggregation of the “REMix Dispatch” model. 
In contrast to spatial aggregation, in Figure 14, the slope of the cost curve (objective value) 953 
appears much flatter. However, it should be noted that temporal aggregation representing two-hourly 954 
time steps already results in an aggregation factor of 50%. For this reason, all of the observed data 955 
points in Figure 13 and Figure 14 are located in the half closer to the y-axis. Concerning the solver time 956 
this already leads to speed-ups greater than factor 2. Nevertheless, it is not guaranteed that the total 957 
computing time (GAMS time + solver time) can be reduced in the same manner. This is due to the 958 
additional computing effort for aggregating hourly input data. Compared to such model instances, the 959 
greater GAMS time, e.g. in the case of 4380 time steps, results from this additional input data 960 
processing. This effect becomes significant for small model instances where the total computing time 961 
is not necessarily dominated by solver time. However, for those model instances total computing time 962 
is only a few minutes and thus represents no bottleneck. Opposed to this, for the non-aggregated 963 
“REMix Dispatch” model the ratio between solver time and GAMS time is still about factor 10.  964 
While the objective value as well as most of the technological specific power generation 965 
indicators show an absolute error below 5% even for daily averaged time steps (365 time slices; 966 
corresponding speed-up factor: 40), significant deviations can be observed for the storage use. For this 967 
technology (i.e. pumped storage power plants) the underestimation of power generation compared to 968 
the original model is already 5% in the case of diurnal time steps. Also open cycle gas turbines 969 
(OCGT) are affected at degrees of aggregation greater than 70% (e.g. three-hourly time steps). But due 970 
to their small electricity production compared to combined cycle gas turbines (CCGT) they have only 971 
a minor impact on the slope of the corresponding curve in Figure 14. 972 
Remarkably, power generation from photovoltaics (PV) is almost independent from the degree of 973 
temporal aggregation. Because its deviation is less than 0.1‰ across all analyzed model instances, the 974 
corresponding curve is not depicted in all figures concerning accuracy indicators. In other words, 975 
ignoring day-night periods has no effect on the dispatch of photovoltaics but rather on the need for 976 
storage. However, given that in the analyzed model parameterizations the amount of electricity from 977 
photovoltaics is only 10% of the annual power generation it becomes clear that PV-integration is 978 
possible at almost each point in time. Significant deviations due to temporal aggregation would 979 
therefore rather be expected in scenarios with high shares of renewables. 980 
The results for temporal scaling behavior if expansion of storage and transmission capacities is 981 
possible can be seen in Figure 15 and Figure 16. For both figures the reference values of the original 982 
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instance of “REMix Expansion” are denoted a second time. They stay the same for all following 983 
analysis with this model. 984 
A difference compared to temporal aggregation of the “REMix Dispatch” model instances is the 985 
lager area between the green curve that represents the solver time and the blue and violet curves 986 
representing the size of a particular model instance. According to this, the reachable speed-up in terms 987 
of solver time is greater for instances with two-hourly (factor 3) or three-hourly (factor 7) time steps. 988 
On the other hand, in Figure 15, the slope of the solver ticks is much flatter in its lower part. By this 989 
means, going beyond degrees of aggregation of 90% (twelve-hourly time steps) appears to be less 990 
effective regarding the reachable speed-up. 991 
 
Figure 15: Computational indicators for temporal 
aggregation of the “REMix Expansion” model. 
Reference model: CPLEX ticks 534.3 Mio.; Total 
memory >256 GB; GAMS time 0.6 h; Total 
computing time 62.3 h. 
 
Figure 16: Accuracy indicators for temporal 
aggregation of the “REMix Expansion” model. 
Reference model: Objective value 22.8 Bio €; 
Objective value (cleaned) 22.3 Bio €; Wind 
180 TWh; Gas 146 TWh; Coal 117 TWh; Storage 
expansion 122 GWh; Transmission expansion 
29.2 GW. 
Concerning the scaling behavior of model accuracy, significant errors occur for storage-related 992 
indicators. Similar to “REMix Dispatch” the annual power generation from storage facilities already 993 
decreases by 10% for two-hourly time steps. However, the storage expansion indicator stays below an 994 
error of 5% up to an aggregation factor of 75% (four-hourly time steps) while the transmission 995 
expansion indicator falls below this value at 730 time slices (twelve-hourly time steps). Therefore, it 996 
can be concluded that for observing widely accurate results for capacity expansion of transmission 997 
lines and lithium-ion batteries, four-hourly time steps appear to be sufficient, especially assessed 998 
against the background of an approximate reduction of computing time by a factor of 13. 999 
4.3. Heuristic decomposition 1000 
This section presents the behavior of computational and accuracy indicators for model-based 1001 
speed-up approaches that make use of heuristic decomposition techniques applied to the temporal 1002 
scale of both the “REMix Dispatch” and the “REMix Expansion” model. Since the corresponding 1003 
benchmark experiments vary over different parameters the appropriate figures are built up on 1004 
hierarchical indices on the x-axes. However, still the relative deviations compared to the 1005 
monolithically solved instances of “REMix Dispatch” and “REMix Expansion” are depicted for each of 1006 
the analyzed indicators. 1007 
4.3.1. Rolling horizon dispatch 1008 
The “REMix Dispatch” model is executed with the rolling horizon approach presented in section 1009 
3.3.2 while the interval size and the number of intervals are varied. The resulting computational and 1010 
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accuracy indicators are shown in Figure 17 and Figure 18. Both the settings for the overlap size and 1011 
the number of intervals occur on the x-axis. 1012 
With regard to the first, it is striking that the intended behavior of total computing time is 1013 
achieved – compared to the original model instance speed-up factors between two and three can be 1014 
observed especially for model instances that decompose the temporal scale into more than four 1015 
intervals. 1016 
In particular, with increasing numbers of time intervals the total time consumed by the solver 1017 
decreases (down to less than 5% of the monolithic model) as well as the maximal memory required by 1018 
the solver. On the contrary, memory required and time elapsed for executing GAMS increase by 1019 
factors around 1.6 and 3.5, respectively. This is due to the additional need for generating smaller but 1020 
multiple sub-model instances to be solved one after another. Even though the ratio between GAMS 1021 
time and solver time is around factor four in the original model instance, when the rolling horizon 1022 
approach is used, the GAMS time already dominates all model instances but those with four intervals. 1023 
The total wall-clock time accordingly barely scales with the number of intervals, especially for those 1024 
with more than 16 intervals. 1025 
 
Figure 17: Computational indicators for rolling 
horizon dispatch applied to the “REMix 
Dispatch” model. 
 
Figure 18: Accuracy indicators for rolling horizon 
dispatch applied to the “REMix Dispatch” model. 
The overlap size is determined relative to the absolute length of a particular time interval. 1026 
Compared to the number of intervals, it has only a minor impact on the computational indicators: As 1027 
it can be expected, the greater the overlap, the more computing resources are required. This is due to 1028 
the fact that all model parts that lie within the overlap are redundantly considered and thus, the total 1029 
amount of equations to be solved as well as the number of non-zeros (and variables) increases for 1030 
greater overlap sizes. However, even if these model size measures increase by 10% (overlap size: 0.1), 1031 
the resulting total wall-clock time only experiences changes within a range of 2% (4 intervals) to 5% 1032 
(365 intervals). 1033 
Different observations can be made for the accuracy indicators where comparatively large 1034 
overlaps mostly improve the accuracy of the corresponding model instances. The objective value as 1035 
well as the indicators for power transport and electricity production by wind turbines have errors 1036 
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smaller than 3% across all investigated model instances. In this context it needs to be considered that 1037 
we do not observe lower total costs than for the original model instance. Objective values smaller than 1038 
1.0 occur since slack generator costs are not considered. 1039 
The dispatch of fossil fired power plants and pumped hydro storage units shows stronger 1040 
deviations. Remarkably for the latter, first overestimations of around 10% are observable for intervals 1041 
numbers of four, 16 and 52. However, for intervals on a daily level, the storage accuracy indicator 1042 
shows an underestimation of more than 10%. 1043 
These deviations occur, on the one hand, due to the missing circular restriction for the storage 1044 
level balance that is omitted when the rolling horizon approach is applied. The appropriate constraint 1045 
enforces the equality of storage levels at the beginning and at the end of the analyzed time period and 1046 
thus prevents a total discharge for monolithic model instances with perfect foresight. Opposed to that, 1047 
without this constraint and due to the limited foresight, (even for large overlap sizes in model 1048 
instances with rolling time horizons) storage levels still tend to zero at the end of an interval 1049 
(“discharge effect”) and thus, average storage levels are smaller than when comparatively long time 1050 
spans are considered. For example, the mean storage level of 4.6 GWh in the model instance with 365 1051 
intervals and 10% overlap is significantly smaller than in the case of four intervals with the same 1052 
overlap size (20.7 GWh). 1053 
In particular, when time interval lengths are in the range of typical storage cycling periods (in the 1054 
presented case daily periods for pumped hydro storage), storage charging over several energy surplus 1055 
periods is not cost-efficient for an individual time interval and, in addition, the overlap size cannot be 1056 
large enough to compensate the “discharge effect”. Such a tipping point can be seen in Figure 18 for 1057 
the 16-interval model instances where storage utilization first increases but decreases as soon as the 1058 
overlap size changes from 4% overlap (21 hours) to 10% (55 hours). 1059 
On the other hand, the overutilization of energy storage in model instances with less than 365 1060 
time intervals stems from another effect. As shown in the upper part of Figure 19, significant 1061 
deviations between the storage levels of the original (solid black line) and the model instance with 1062 
seasonal rolling horizon time intervals (solid green line) occur mainly in the middle of the observed 1063 
scenario year. Furthermore, in the case of weekly intervals (solid grey line), differences from the shape 1064 
of the black curve appear over the whole time period. 1065 
 1066 
Figure 19: Weekly rolling average of spatially cumulated storage levels (top) and greenhouse gas 1067 
emission (bottom) for two model instances with four and 52 time intervals, computed with the rolling 1068 
horizon approach, compared to the corresponding results of the original “REMix Dispatch” model 1069 
instance (reference). 1070 
The described behavior shows that the deviations in storage dispatch also occur independent of 1071 
the intersection areas of time intervals. The reason for this is related to the treatment of the annual 1072 
greenhouse gas emission budget. In the current rolling horizon implementation the annual emission 1073 
budget is simply equally distributed to the individual time intervals: 1074 
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 𝑇𝑂: Set of time steps that belong to overlaps 
According to equation 14), the resulting cumulated proportional emission budget can be greater 1075 
than its annual counterpart. However, this especially applies when the absolute size of overlaps 1076 
becomes large. The reason therefore is the following: Although emission produced within the overlaps 1077 
are not considered for the final result, model setups exist where the proportional emission budget 1078 
(that considers also emissions for the time steps within the overlap) is almost fully utilized within the 1079 
time steps before the overlap begins and thus the total emission may be higher than intended. In 1080 
Figure 18 this can be observed for the model instance with 4 intervals and 10% overlap. With regard to 1081 
emissions we call this “negative overlap effect” in the following. 1082 
Apart from that, the equal distribution of allowed greenhouse gas emissions rather leads to less 1083 
total emissions than in the original model instance as they are caused by fossil-fired power plants 1084 
which are usually in operation in time periods with less electricity feed-in from renewable energies. 1085 
Such time periods with high residual load are naturally not equally distributed. Consequently, 1086 
according to the blue lines in Figure 18 and the grey line in the lower part of Figure 19, the more time 1087 
intervals are considered the more restrictive the proportional emission budget. This also leads to the 1088 
decrease in dispatch of coal-fired power plants observable for an increasing number of intervals in 1089 
Figure 18. 1090 
Moreover, also the over-utilization of energy storage can be traced back to this effect: In the case 1091 
of seasonal time intervals, in time spans with low residual load, the slightly higher emission potential 1092 
allows a technology shift from flexible gas-fired turbines to less cost-intensive coal-fired power plants 1093 
where the missing flexibility of that latter is provided by energy storage facilities (“negative interval 1094 
effect”). This finally results in the deviating storage levels and higher emissions for the seasonally 1095 
sliced model instance in Figure 19 observable in the middle of the analyzed scenario year. The 1096 
opposite of this technology shift takes place when the emission limit is binding for time periods with 1097 
high residual load (“positive interval effect”). In this case emission-intensive power generation of coal-1098 
fired power plants needs to be replaced by electricity production based on gas. Energy storage then 1099 
comes into play to increase the capacity factor of CCGT and OCGT plants. However, as it can be seen 1100 
especially for weekly time intervals in Figure 18, this “positive interval effect” is compensated by the 1101 
“negative overlap effect”. 1102 
4.3.2. Temporal zooming 1103 
This subsection presents the results for the sequential implementation of the temporal zooming 1104 
approach applied to “REMix Expansion” model. In this regard, sequential means that multi-threading 1105 
is only used on the solver level. For a better understanding, we refer to the execution of the temporally 1106 
down-sampled model instance as “first execution phase” while post-sequent solving of multiple 1107 
temporally decomposed models is denoted as “second execution phase”. In Figure 20 and Figure 21 1108 
the resulting performance and accuracy are shown where the parameterization of these two execution 1109 
phases (temporal resolution of the down-sampled model instance and the number of intervals) is 1110 
varied. As for the visualization of computational indicators in case of the rolling horizon approach, the 1111 
x-axes in Figure 20 are hierarchically labeled for the variation of two SAR-parameters (see 3.4.1). In 1112 
this figure, computing times represent cumulative quantities while for the GAMS memory the 1113 
maximum value is shown. Opposed to that, the indicators that concern the number of non-zeros, the 1114 
number of equations and the memory demand by the solver show average values reported when 1115 
solving each sub-model.  1116 
Given that all computational indicators scale with temporal aggregation (see section 4.2.2), it can 1117 
be expected that the stronger the temporal aggregation of the down-sampled model instance, the less 1118 
memory and computing time is required. This expectation matches the results shown in Figure 20. 1119 
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Furthermore, obvious similarities compared to the computational behavior of the rolling horizon 1120 
dispatch (see 4.3.1) can be observed for the GAMS related indicators. Both the GAMS time and the 1121 
required memory significantly increase compared to the monolithic reference model. Nevertheless, 1122 
opposed to the observations made for rolling horizon, GAMS execution times are slightly reduced for 1123 
an increasing number of time intervals. The total wall-clock time, however, is significantly dominated 1124 
by the solver performance as the ratio between solver time and GAMS time is greater than factor 100 1125 
for the original model and never below 1 for the model instances computed with temporal zooming. 1126 
Therefore, in Figure 20, the shape of the black curve mirrors the shape of the dark-blue curve that 1127 
depicts the solver time.  1128 
Concerning the solver time, it is striking that there is a significant minimum observable for 16 1129 
intervals. This means, even though the solver time can be reduced due to creation of smaller partial 1130 
models for shorter time intervals, a tipping point exists, when this reduction cannot anymore 1131 
compensate the additional computing effort for solving multiple sub-models. It becomes clearer when 1132 
the super-linear scaling behavior for model instances with different numbers of time steps is taken 1133 
into account. As discussed for Figure 15 in section 4.2.2, the slope of the curve that represents the 1134 
scaling of solver time vs. model size, is much flatter for small models (between one and 168 1135 
aggregated time steps) than for large models (between 1095 and 8760 time steps). In a temporally 1136 
decomposed model with four time intervals, the length of an individual interval lies at 2190 time steps 1137 
and therefore, a more than linear reduction of solver time can be expected. Opposed to that, for 52 1138 
time intervals, the time span that is covered by a single sub-model is 168 time steps. In this area of the 1139 
scaling curve in Figure 15, a reduction of model size by factor two only causes a reduction of total 1140 
computing time of less than 0.1%. 1141 
This decreasing effectiveness of model reduction is also the reason for the less significant increase 1142 
of speed-up when comparing the total wall-clock time for different temporal resolutions in the “first 1143 
execution phase”. Although the model size between the instances with an eight-hourly and a 24-1144 
hourly down-sampled basis is reduced by factor three, the reduction in total computing time is 1145 
around 1-3%. In contrast, when the instances with 4-hourly and 8-hourly down-sampled bases are 1146 
compared, the model size is only halved, while the total wall-clock time shows a reduction of 2-6%. 1147 
In summary, it can be concluded that speed-ups around factor eight to nine can be achieved. 1148 
However it needs to be considered that, due to the super-linear scaling behavior, saturation takes 1149 
place in terms of further performance enhancements. 1150 
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Figure 20: Computational indicators for 
sequential temporal zooming applied to the 
“REMix Expansion” model. 
 
Figure 21: Accuracy indicators for sequential 
temporal zooming applied to the “REMix 
Expansion” model. 
The error of accuracy indicators of the model instances that are treated by the temporal zooming 1151 
approach is especially small if a temporally down-sampled model instance with four-hourly 1152 
resolution is used. It stays below 3% for all accuracy indicators whereas, compared to the outcome of 1153 
the original model, the largest deviation is observable for transmission expansion when more than 1154 
seasonal time intervals are considered. For stronger temporal aggregations in the “first execution 1155 
phase”, significant underestimations of storage expansion as well as of storage utilization occur in 1156 
Figure 21. However, while in case of an eight-hourly resolution the impact of different interval sizes is 1157 
rather negligible, down-sampling on daily level results in large errors across interval sizes especially 1158 
for storage expansion. 1159 
Given that the storage capacity expansion concerns lithium-ion-batteries that are usually used to 1160 
smooth the daily feed-in pattern of PV plants, it becomes clear that those energy storage facilities are 1161 
no longer necessary in the 24-hourly down-sampled model instance. The sudden decrease of the 1162 
storage expansion for greater numbers of intervals can be accordingly explained as follows: 1163 
As for the “second execution phase” lower bounds for investments into new capacities are taken 1164 
from the results of the “first execution phase”, this lower bound is obviously binding for models based 1165 
on the eight-hourly down-sampled model instance, regardless of the number of intervals in the 1166 
“second execution phase”. For this reason, the storage expansion indicator is at approximately y=0.7 1167 
(light-green line). Opposed to that, in the 24-hourly case (right section of Figure 21), the lower bound 1168 
gathered from the “first execution phase” is considerably smaller as it is depicted in the case of weekly 1169 
time intervals (y=0.22). However, additional storage expansion appears particularly for seasonal time 1170 
intervals (y=0.69). It can therefore be concluded that the shorter the observed time periods of a sub-1171 
model, the less attractive are investments into storage capacities. 1172 
The objective value accordingly decreases the less storage capacities are built. In this context, it is 1173 
necessary to have in mind that the effective objective value still includes additional costs for slack 1174 
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power generation and, opposed to the cleaned costs in Figure 21, total costs for power supply are not 1175 
automatically lower than in the original model. 1176 
4.3.3. Temporal zooming with grid computing 1177 
When we apply the GAMS grid computing facility to the temporal zooming approach, an 1178 
additional SAR-parameter is to be considered. Although the total number of parallel threads is limited 1179 
by the available processors on a shared memory machine (in the current study we use 16 threads), 1180 
their utilization is variable in the grid computing case. While in the previous analyses all 16 threads 1181 
are used for parallelization of the barrier algorithm, in this section, also the capability to run several 1182 
GAMS models in parallel is examined. Therefore, the variation parameter "Threads", indicated on the 1183 
x-axes of Figure 22 and Figure 23, distinguishes the number of runs times the number of parallel 1184 
barrier threads accessible for the solver. 1185 
Opposed to the sequential implementation of temporal zooming, we do not show results for a 1186 
variation of the temporal resolution used in the “first execution phase” but only for model runs based 1187 
on an eight-hourly down-sampled instance. This is due to the fact that for the relation between this 1188 
SAR-parameter and accuracy, it can be expected that the findings from section 4.3.2 also hold for 1189 
benchmark experiments with temporal zooming and grid computing. Using a down-sampled model 1190 
instance with eight-hourly resolution represents a compromise between desired high speed-up and 1191 
acceptable loss in accuracy. 1192 
Furthermore, for efficient in-memory communication between GAMS and the solver the current 1193 
analysis is conducted with the GAMS option solvelink=6. This implies that the sub-models that 1194 
represent the different time intervals are solved in parallel in an asynchronous manner while partial 1195 
results are hold in memory. 1196 
Depending on the combined settings of the number of intervals and the number of parallel 1197 
threads, the majority of model instances cannot completely be solved in parallel. For example, in the 1198 
case of 16 intervals and eight threads (and presuming almost equal solver times) it is likely that two 1199 
sets of sub-models are treated after each other. First, time interval one to eight is solved within eight 1200 
parallel threads and afterwards time interval nine to 16. In the following we refer to this as “serial 1201 
part”. However, due to the asynchronous solution process and non-equal solver times, it is not 1202 
guaranteed that each thread processes exactly two sub-models.  1203 
Given that the machine independent, total solver time (reported in ticks) is not provided by the 1204 
GAMS logging files, but for each time interval, we post-process the solver time indicator for the 1205 
performance evaluation. For this reason, solver time is depicted in two forms in Figure 22: The dark 1206 
blue line, denoted as "solver time single thread", represents the median calculated over the solver 1207 
times of all time interval-specific sub-models. To account for the “serial part” we multiply this 1208 
indicator by a factor α 1209 
Serial solve 
factor: 
𝛼 =
|𝑇𝑖|
𝑛𝑔
  
15) 
 𝑛𝑔: Number of threads for parallel runs when 
using grid computing 
to determine an approximation for the effective “solver time” (light-blue line). 1210 
In this context, a clear distinction between solver time and GAMS time is also difficult since 1211 
generation (part of the GAMS time) and solving of particular sub-models are executed in parallel. 1212 
Deriving an approximation for the GAMS time and normalizing it with respect to its counterpart of 1213 
the original model appears accordingly less useful. The appropriate computational indicator is 1214 
therefore not depicted in Figure 22. 1215 
Energies 2019, 12, x FOR PEER REVIEW 37 of 47 
 
 
Figure 22: Computational indicators for temporal 
zooming with grid computing and eight-hourly 
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Looking at the results for the total wall-clock time, a similar relation between computing time and 1216 
the number of intervals can be observed as for sequential temporal zooming. Independent of the 1217 
settings regarding the distribution of threads, the best performance occurs for 16 intervals. On the one 1218 
hand, this is due to the decreasing effectiveness of model reduction as explained in section 4.3.2. On 1219 
the other hand, considering the number of parallel runs 𝑛𝑔 = {2, 4, 8}, it becomes clear, that especially 1220 
instances that are decomposed into a number of intervals that represents an integer multiple of 𝑛𝑔 are 1221 
candidates for high speed-ups. In these cases the available resources (threads) can be equally utilized. 1222 
This applies to all model instances with 16 time intervals but only occasionally for seasonally and 1223 
weekly decomposed model instances. 1224 
The most important outcome shown in Figure 22 is the achievable speed-up compared to the 1225 
sequential temporal-zooming approach. For 16 time intervals and 4x4 threads the resulting total wall-1226 
clock times go down to values of 10% of computing time of the original model. This additional speed-1227 
up appears due to the following effects: In contrast to a pure parallelization on the solver level, grid 1228 
computing also allows to execute the model generation at least partially in parallel. Furthermore, it 1229 
can be shown that computing times for implementations of the barrier algorithm in commercial 1230 
solvers scale only up to 16 parallel threads [93]. A further reduction of computing time by stronger 1231 
parallelization (> 16 threads) is accordingly only beneficial if it is applied elsewhere within the 1232 
computing process. Logically, the application of grid computing is especially useful, if more than 16 1233 
threads are available in total. 1234 
However, the current benchmark analysis shows that parallelization by grid computing is 1235 
similarly effective as solver parallelization for comparably small numbers of threads. As depicted in 1236 
Figure 22, different distributions of the number of parallel model runs and the number of barrier have 1237 
a rather small impact on resulting solver and total wall-clock times. Also for more than 16 threads the 1238 
additional value of grid competing can only poorly be demonstrated: Taking into account the results 1239 
for the model instance labelled with 2x16 threads, it can be stated that despite the total number of 1240 
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threads is doubled, only slight improvements concerning the computing speed are achieved (speed-1241 
up factor <10.8). 1242 
Apart from that, Figure 23 shows the accuracy for temporal zooming with grid computing 1243 
relative to the original model instance but also against the outcome of the eight hourly down-sampled 1244 
model instance used computed in the “first execution phase”. For storage utilization significant 1245 
improvements are observable: While in the down-sampled model instance the accuracy is only 55%, it 1246 
reaches levels around 82%. This increase in accuracy, however, comes with the costs of less 1247 
performance (for pure down-sampling on an eight-hourly basis the speed-up is around factor 37). 1248 
Nevertheless, as discussed in section 4.2.2, the strongest errors occur with regard to storage utilization 1249 
and storage capacity expansion. Other accuracy indicators, such transmission expansion, deviate less 1250 
than 6% from the solution of the original model instance. If only dispatch-related indicators, such as 1251 
capacity factors of wind, gas-fired or coal-fired power plants are assessed, the appropriate error is 1252 
smaller than 1%. This outcome is only slightly affected when the number of intervals differs. As 1253 
discussed in section 4.3.2 for Figure 21, this SAR-parameter only plays role if the “second execution 1254 
phase” is based on down-sampled model instances that show stronger temporal aggregations than 1255 
eight hourly time steps. 1256 
5. Discussion 1257 
5.1. Summary 1258 
With this paper, we provide systematic evaluations of different approaches to improve the 1259 
computing performance of applied ESOMs. Besides a number of preliminary measures such as source 1260 
code reviewing and solver parameterization based on experiences gathered from former model 1261 
applications, we implemented two kinds of commonly used speed-up approaches to the ESOM 1262 
REMix. These are, on the one hand, spatial and temporal aggregation methods that showed effective 1263 
speed-ups up to factor 10 if expansion of storage and transmission capacities is to be considered. 1264 
We showed that the majority of analyzed accuracy indicators stay within an error range of about 1265 
5 % reaching computing time reductions of 60-90% for spatial and temporal aggregation, respectively. 1266 
Moreover, if particularly affected technologies such as either power transmission or storage are of 1267 
secondary interest, for dispatch models speed-up factors between 4 and 20 are possible. In this 1268 
context, it is important to select an appropriate aggregation approach based on the model outputs to 1269 
be evaluated in particular. For example, if the competition between technologies that provide spatial 1270 
or temporal flexibility to the energy system is to be examined, the presented aggregation techniques 1271 
are not suited for this purpose. For model instances that consider capacity expansion, we also 1272 
observed that significant speed-ups are particularly reached for low to intermediate degrees of 1273 
aggregation. In contrast, strong aggregations (beyond 90 %) showed only relatively small additional 1274 
improvements in computing performance.  1275 
Based on these findings, we conclude that model reduction by aggregation offers the possibility 1276 
to effectively speeding-up ESOMs by at least factor two without the implication of significant losses in 1277 
accuracy. In contrast, strong degrees of aggregation are less useful because speed-up gains are 1278 
comparatively small while accuracy errors reach inacceptable levels (“effectiveness of model 1279 
reduction”).  1280 
On the other hand, we applied nested model heuristics that aim at the decomposition of the 1281 
temporal scale of an ESOM. As these speed-up concepts imply manipulations on the temporal scale of 1282 
an ESOM, they affect accuracy indicators that are related to modeling energy storage. The benchmark 1283 
analyses of the rolling horizon approach for pure dispatch-models revealed that large overlap sizes 1284 
and interval periods that cover full storage cycles are recommendable. Their additional costs with 1285 
regard to computing effort are low, but may increase accuracy significantly. For the computational 1286 
performance of the rolling horizon dispatch the ratio between GAMS time and solver time is crucial 1287 
since only for dominating solver times, significant speed-ups around factor 2.5 could be observed for 1288 
“REMix Dispatch”. In this regard, it needs to be considered that “REMix Dispatch” is still a quite easy-1289 
to-solve model instance (total wall-clock time <4h). Based on our knowledge about “effectiveness of 1290 
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model reduction” we assume that this performance enhancement approach will be even faster for 1291 
larger dispatch models.  1292 
Considerably higher speed-ups were observed for the lager “REMix Expansion” model that was 1293 
treated by the temporal zooming approach. We showed that within the limited capabilities for 1294 
parallelization on shared memory hardware, speed-ups of more than factor 10 were possible, 1295 
especially if grid computing was used. However, besides the limitation imposed by hardware 1296 
resources, the reachable performance enhancement is also restricted due to scaling behavior of very 1297 
small models. This means, that additionally to the ratio between GAMS time and solver time, it needs 1298 
to be considered that as soon as sub-models are reduced to a certain size, further size reductions only 1299 
slightly decrease solver time (downside of “effectiveness of model reduction”). Hence, with regard to 1300 
speed-up by parallelization, it is remarkable that at first glance, many intervals appear to be more 1301 
effective. However, according to the results in 4.3.2 und 4.3.3, medium sized intervals performed best. 1302 
5.2. Into context 1303 
Our findings, especially concerning temporal aggregation, are also in-line with those of 1304 
Pfenninger [23] who reports reductions of CPU time of more than 80% at three-hourly time resolution 1305 
for scenarios of the ESOM Calliope applied to scenarios for the UK. With regard to accuracy, 1306 
Pfenninger reports the values for capacity expansion of wind energy converters. His results show that 1307 
the higher the wind penetration of a particular scenario is, the stronger the errors that occur due to 1308 
temporal aggregation. However, the availability of storage technologies puts the effect of strong 1309 
deviations compared to an hourly-resolved model instance into perspective. 1310 
This indicates that the scaling behavior of computing time rather depends on the model 1311 
characteristics than on the composition of input parameters. Opposed to this, the scaling behavior of 1312 
accuracy measures indicates a strong dependency on the parameter setup. 1313 
In contrast to the here applied “REMix Expansion” model, Calliope also considers the expansion 1314 
of generation capacities. In [23], for a scenario with extensive capacity expansion of renewables, the 1315 
steep decrease of the curve of computing time for low degrees of aggregation is more pronounced 1316 
than in our model instances which rather show a smooth transition to the area with a flatter slope 1317 
(“effectiveness of model reduction”).  1318 
For the examined heuristic decomposition techniques, our observations concerning accuracy are 1319 
in-line with expectations derivable from known strengths and weaknesses occurring when differently 1320 
treating the temporal scale: The down-sampled model instance allows a better approximation of 1321 
capacity expansion indicators due to the consideration of the full time-horizon to be analyzed. In 1322 
contrast, solving model instances with the best temporal discretization enables an accurate dispatch of 1323 
available power generators (and storage units). However, as results for accuracy gains by the latter 1324 
show, running a temporally decomposed model instance - when the solution for its down-sampled 1325 
counterpart is known – was only beneficial for a more accurate dispatch of storage units or when the 1326 
temporal resolution in the “first execution phase” was poor. In this case it needs to be considered, that 1327 
for sufficient accuracy enhancements the selection of an appropriate number of intervals is crucial 1328 
since errors of accuracy indicators only decrease for comparably large interval sizes. 1329 
Given that the “effectiveness of model reduction” becomes more significant when going from the 1330 
comparatively easy-to-solve “REMix Dispatch” to the more complicated “REMix Expansion” model 1331 
and that it is also observable for different scenarios analyzed by Pfenninger, it can be generally 1332 
concluded, that already low degrees of aggregation with small accuracy errors become the more 1333 
valuable the harder it is to solve a particular monolithic ESOM. This makes model speed-up 1334 
approaches that are based on model reduction techniques even more attractive for application to 1335 
ESOMs programed with mixed-integer variables. 1336 
5.3. Limitations  1337 
The claim of conducting analyses for comparably large model instances implies several 1338 
challenges that only partially could be addressed. As mentioned in section 3.1, the whole 1339 
benchmarking should ideally be carried out on the same computer hardware ensuring no influence on 1340 
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the solving process by parallel processes of other applications. However, due to a limited access to 1341 
equally equipped computers, the instances of the „REMix Dispatch“ model with rolling horizon were 1342 
solved on the JUWELS cluster of the Juelich Supercomputing Center (first row in Table 4). For all of 1343 
the other benchmark experiments other hardware was used (second row in Table 4). 1344 
Also minor bug-fixes were applied to REMix between the different benchmark experiments. One 1345 
remarkable change is the indicated reduction of solver precision from 1e-8 to 1e-5 to reduce total 1346 
computing times for experiments related to spatial aggregation with capacity expansion (see section 1347 
3.2.2) while extensive logging in GAMS’s listing files was enabled. This obviously changed the ratio 1348 
between GAMS time and solver time and probably led to smaller speed-ups observed for spatial 1349 
aggregation with instances of “REMix Expansion”. 1350 
For these reasons, speed-ups found for the individual performance enhancement approaches are 1351 
not fully comparable with each other. Despite this circumstance, it can be expected that ideal 1352 
conditions are also hardly achievable if speed-up approaches are used in applied studies. And still, for 1353 
large models, the relation between achievable speed-up by a particular performance enhancement 1354 
approach and impact on the computing time by parallel third-party processes should be negligible. 1355 
Moreover, the two selected REMix models that were used for this evaluation of speed-up 1356 
approaches share many similarities with other applied ESOMs, especially if these are formulated in 1357 
GAMS. However, we do not claim to provide general findings - such as the specific number of 1358 
intervals to use for a rolling horizon method - that are representative for all of these models. For 1359 
instance, because our results are only based on a single model parameterization, the impact of 1360 
different data sets especially on accuracy indicators could not be assessed which limits the general 1361 
transferability of our findings. Nevertheless, the outcome of this study provides a clear indication 1362 
which speed-approaches show the highest potential for significantly reducing computing times. 1363 
Furthermore, we mainly used straight-forward implementations that can still be tuned towards 1364 
greater accuracy if required. This is particularly necessary if other indicators than the ones that were 1365 
used in this study (mainly on an annual basis) are of interest; e.g. shadow prices. 1366 
5.4. Methodological improvements 1367 
In this paper, we mainly focused on reachable improvements concerning the computational 1368 
indicators, i.e. the required total wall-clock time. However, as all of the presented methodological 1369 
approaches do not provide exact solutions of the original model instances, improvements regarding 1370 
the accuracy can be considered if necessary. In the case of model reduction, a broad variety of 1371 
conceivable methods to increase the accuracy of particular model outputs exists (see section 2.2). As 1372 
methods such as representative time slices or more sophisticated network equivalences are more or 1373 
less related to smart treatment or preprocessing of input data, the total time consumption for the 1374 
overall modeling exercise will not significantly increase. 1375 
With regard to the applied rolling horizon dispatch approach, similar improvements are 1376 
conceivable by using temporally aggregated data for the time steps within the overlap. The idea 1377 
behind is an extension of the foresight horizon while keeping the number of redundant time steps to 1378 
be considered low. For instance, for the operation of long-term storage, down-sampling of the residual 1379 
load for the next annual period would be valuable to avoid the undesired effect of full discharging 1380 
towards the end of an interval. 1381 
Moreover, improved estimations for emission budgets for each interval are conceivable. In the 1382 
actual implementation the annual emission budget is simply equally distributed which, on the one 1383 
hand, prevents the dispatch of thermal power plants particularly in points in time with high residual 1384 
load. On the other hand, time intervals where sufficient renewable energy resources are available may 1385 
require a smaller emission limit instead. To address this issue, it could be considered to shift unused 1386 
emissions from one time interval to the next and to select a summer date as starting point for an 1387 
annual model run and  1388 
Heuristic decomposition approaches such as the presented temporal zooming method offer a 1389 
starting point for improvements that could go into two directions: 1390 
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1. Improved performance can be gained by running the independent model parts (such as the time 1391 
intervals in case of grid computing presented in 0) on different computers. By this means, the 1392 
drawback of being limited to memory and CPU resources of shared memory machines could be 1393 
overcome. In this context, for a better coordination and utilization of available computing 1394 
resources the application of workload managers such as Slurm [94] would be beneficial. 1395 
2. Improved accuracy can be reached by an extension to an exact decomposition approach that 1396 
decomposes the temporal scale. However, this requires additional source code adaptions. For 1397 
instance, in case of Benders decomposition, the distribution of emission budgets to the respective 1398 
intervals needs to be realized by interval specific variables necessary to create benders cuts. 1399 
Additionally, it can be expected that due to the need of an iterative execution of master and sub-1400 
problems the total computing time would significantly increase. Taking into account the best 1401 
achievable speed-up of 10 of temporal zooming compared to simply solving the monolithic 1402 
model, there is only a little room for improvements which may be disproportionate to the 1403 
implantation effort required. 1404 
Finally, the combination of both improved performance and maintaining the accuracy requires 1405 
iterative methods as well as the utilization of distributed memory computing hardware. However, 1406 
effective implementations of such performance enhancement approaches require efficient 1407 
communication between the processes that are executed in different computing nodes. Parallelization 1408 
should therefore not only be thought at the conceptual level but also on the technical layer (see Figure 1409 
2). This goes hand in hand with the parallelization of solvers which is realized with the PIPS-IPM++ 1410 
solver [95]. This solver provides a HPC-compatible implementation of the interior point method for 1411 
LPs that are characterized by linking variables and linking constraints.  1412 
6. Conclusions 1413 
Energy systems analysis highly depends on modeling tools such as Energy System Optimization 1414 
models (ESOMs). To fulfill their purpose to provide insights into complex energy systems for decision 1415 
support they need to be solvable within acceptable time spans. 1416 
For the broad spectrum of existing measures to improve the performance of ESOMs, we provided 1417 
a detailed classification of conceivable approaches. Furthermore, we gave examples on easy-to-use 1418 
adaptions that already improve computing performance, especially for ESOMs formulated in GAMS. 1419 
These measures were accompanied by comprehensive benchmark analyses for a set of frequently 1420 
applied speed-up techniques. The conducted examination included model aggregation approaches on 1421 
different scales as well as strategies for heuristic decomposition. Both were applied to a spatially (488 1422 
regions) and temporally (8760 time steps) highly resolved ESOM of Germany for an energy scenario of 1423 
the year 2030. While conventional computing with commercial solver software required more than 1424 
two days for optimal solutions of certain model instances, selected speed-up approaches obtained 1425 
sufficient solutions after less than six hours. 1426 
In particular, the novelty of this paper is the systematic evaluation of a broad set of approaches 1427 
assessed for an applied ESOM focusing on achievable performance improvements. This allowed 1428 
statements concerning possible speed-up factors and implied accuracy losses that went far beyond 1429 
existing, methodologically focused assessments of single approaches with generic model setups.  1430 
In this context, Table 7 shows the final overview of the deeply analyzed speed-up approaches of 1431 
the current study. Here, the “sufficient speed-up” indicates how many times faster a model instance 1432 
could be solved compared to the total time required to solve the same model in the conventional way. 1433 
As our analyses emphasized model reduction and heuristic decomposition, “accuracy” was quantified 1434 
by using a set of pre-defined accuracy indicators (see 3.4.3). In Table 7, the deviation from 100% 1435 
accuracy is listed for both, the average over all assessed accuracy indicators and the accuracy indicator 1436 
that showed the greatest error. 1437 
Table 7: Overview of analyzed performance enhancement approaches: observed speed-up and 1438 
accuracy.  1439 
Speed-up approach Sufficient speed-up Accuracy 
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(model instance) Average Worst (indicator) 
Spatial aggregation 
“REMix Dispatch” 
“REMix Expansion” 
 
>4 (100 regions) 
>8 (150 regions) 
 
>95% 
>95% 
 
>70% (power transmission) 
>70% (transmission expansion) 
Down-sampling 
“REMix Dispatch” 
“REMix Expansion” 
 
>6 (2190 time steps) 
>10 (2190 time steps) 
 
>97% 
>97% 
 
>81% (storage utilization) 
>87% (storage utilization) 
Rolling horizon dispatch ≈2.5 (16 intervals) >96% >87% (storage utilization) 
Temporal zooming 
(sequential) 
>8 (1095 time steps/16 
intervals) 
>93% >69% (storage expansion) 
Temporal zooming  
(grid computing) 
>10 (1095 time steps/16 
intervals) 
>92% >68% (storage expansion) 
According to Table 7, within our evaluation framework, temporal down-sampling turned out to 1440 
be the most efficient speed-up approach. The usefulness of this approach is strongly related to the 1441 
“effectiveness of model reduction”. In other words, the larger and more difficult to solve a particular 1442 
ESOM becomes, the greater the achievable speed-up by already minor model reductions is. Taking 1443 
into account that solving of linear ESOMs with mixed-integer variables is more complicated than for 1444 
the model instances considered in this study, we suppose that the presented speed-up approaches are 1445 
especially effective for such use cases.  1446 
As far as only specific model outcomes such as additional transmission capacities are of interest 1447 
and extensive multi-threading is possible, the presented heuristic decomposition approaches with grid 1448 
computing (temporal zooming) are also promising as they allow additional speed-ups without 1449 
increasing loss of accuracy. Moreover, they offer the possibility for executing an ESOM on multiple 1450 
shared memory computers even though parallelization is only applied to the conceptual layer of the 1451 
optimization model (see 2.1). 1452 
Nevertheless, we showed that the appropriate gains in performance are limited depending on the 1453 
size of a certain model. In this case, the down-side of “effectiveness of model reduction” comes into 1454 
play: Since the idea behind decomposition is based on solving multiple reduced sub-models, such 1455 
approaches reach their speed-up limit when the decrease of computing time by model reduction 1456 
becomes negligible for very small sub-models.  1457 
Restrictively, the examined speed-up approaches were implemented and evaluated for a single 1458 
ESOM framework. In this regard, further systematic evaluations are conceivable where variations of 1459 
both input data and model specific source code need to be done. This especially applies to the latter 1460 
because, based on our findings, we suppose that differing input data affect the accuracy of an ESOM 1461 
rather than the computing performance.  1462 
In conclusion, the capability to solve very large ESOMs much faster is a pre-condition for best-1463 
practice studies in the field of energy systems analysis. Rather than spending time on solving models 1464 
only for a hand full of scenarios and parameter sets, broad parameter scans become possible for which 1465 
plenty of model solutions are required. In this manner, the application of effective speed-up 1466 
approaches highly contributes to the generation of robust and well-founded model-based analyses for 1467 
the development of decarbonization strategies of the energy system. 1468 
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