INTRODUCTION
For many years investigators have tried to estimate the rate of sediment transport in rivers. Quantifying the amount and type of sediment particles transported by rivers is necessary for successful implementation of sustainable projects in hydraulic engineering and water resources management. Prediction of long-term river morphology changes and the useful operation life of reservoirs, maintaining efficient navigation channels, flood protection, fish habitat, etc., all require sediment transport modelling. Many equations (>100) have been provided to estimate the rate of sediment transport, but the accuracy of these equations is not satisfactory and is mainly restricted to specific river characteristics in terms of slope, grain size or equilibrium state of the river section. The error ranges up to two to three orders of magnitude, and even more. There is no equation that is universally accepted and applicable under varying site conditions (Yang 1996) . Because of the very complex nature of the process of sediment transport and the different factors playing a role in determining the amount of transported material, sediment transport modelling is one of the most challenging tasks facing engineers. Many research projects are underway to improve the accuracy of existing equations and get a better understanding of the processes. There is a huge uncertainty and fuzziness associated with the prediction of sediment transport. Recently, fuzzy logic-based modelling has gained significant attention for solving the ambiguity and uncertainty in many engineering problems; sediment transport is one of these.
The main objective of this research is to investigate the potential application of a data-driven ANFISbased approach for predicting bed and total bedmaterial load transport rate for the Rhine River. This is done by selecting the dominant parameters affecting sediment transport, developing an initial fuzzy model by using a data-driven modelling approach, optimizing the developed fuzzy models and performing a sensitivity analysis to obtain the final optimum model.
FUZZY LOGIC-BASED MODELLING
Fuzzy set theory is used for modelling the ambiguity and uncertainty in decision making. Fuzzy logic was first introduced by Zadeh (1965) and, as its name implies, it is usually applied for modelling complex processes about which the physics governing them is too complex to be represented in mathematical equations. A fuzzy model is the theoretical representation of the process in terms of fuzzy variables, rules and methods that define the input-output relationship (Garibaldi 2005) . Fuzzy means uncertain, not clear, or vague. Based on this definition, sediment transport modelling is considered to be fuzzy. Fuzzy sets and possibility theory have made important contributions to the representation and processing of uncertainty. A possibility theory is an extension of the theory of probability in which the possibility of a sum is the maximum of individual possibilities (Bárdossy and Duckstein 1995) . The main advantage of fuzzy rules is their ability to express complex systems with a great deal of uncertainty in a linguistic way that is interpretable (Sugeno and Yasukawa 1993) . The theory of fuzzy logic and its applications are discussed in many books, including Ross (1995) and Klir et al. (1997) .
General structure of a fuzzy model
In fuzzy modelling, a process is usually represented qualitatively using IF-THEN statements. A fuzzy rule consists of a set of arguments A ik in the form of fuzzy sets with membership functions µ Ai,k and a consequence B i , which is also in the form of a fuzzy set (Bárdossy and Duckstein 1995) : IF x 1 is A i,1 AND x 2 is A i,2 AND ...
AND x k is
where x 1 , x 2 , . . ., x k are input parameters. In general a fuzzy model has four basic components. These are the fuzzification interface, fuzzy rule base, fuzzy inference and defuzzifier (Tayfur et al. 2003) . First, dominant input parameters affecting the problem to be modelled are selected and the variables are divided into a number of fuzzy sets with linguistic values. Uncertainty in the input parameters can be described using fuzzy sets. The basic concept in fuzzy logic is the allowance of partial membership of an element to different subsets of a universal set, instead of completely belonging to a single set. Membership functions define how each element in the input parameter space is mapped to a corresponding membership value. Fuzzification is a process by which crisp values are converted into fuzzy sets using membership functions. Defuzzification is the process of converting the fuzzy outputs from the fuzzy inference engine to a crisp value (Bárdossy and Duckstein 1995) .
Fuzzy model identification requires structure and parameter identification for the system to be modelled. Structure identification involves selection of input and output variables, the type of inference, and determination of the number of membership functions for each of the variables, which determines internally the number of rules (Garibaldi 2005) . The number of rules is proportional to the number of membership functions defined for each of the input variables (Azar 2010) . Parameter identification is the process of determining the optimum parameters of input and output membership functions in the rule base and optimization of the rule.
Types of fuzzy inference systems
There are two types of commonly utilized fuzzy inference systems. These are the Mamdani inference system and the Takagi-Sugeno fuzzy inference system. In Mamdani systems, both the input and output variables are fuzzy (Mamdani 1977) , whereas in Takagi-Sugeno inference systems, the output is expressed as a linear function of the input variables (Takagi and Sugeno 1985) . The result of Mamdani inference is a fuzzy set which has to be defuzzified in order to get a crisp output value. The Mamdani system is the most commonly used. The Takagi-Sugeno system is computationally more efficient because the output is crisp and does not require the time consuming defuzzification process. The choice of the inference methodology depends on the problem required to be solved.
Rule induction
Fuzzy rules consist of two parts: antecedent and consequent. The antecedent part describes the conditions on one or more input variables, and the consequent part expresses the corresponding values of the output variable (Adriaenssens et al. 2004 ). There are two methods for defining fuzzy rules describing the system to be modelled. If sufficient expert knowledge exists about the processes and their interaction, the rules can be defined by experts. However, if the processes are too complicated and the rules governing the processes are not known with sufficient quality, measured data can be used to generate the initial rules, and data-driven techniques such as hybrid neuro-fuzzy approaches are implemented to optimize the rules. For complex systems, fuzzy rules based on expert knowledge may suffer from a loss of accuracy (Guillaume 2001 ) and data-driven fuzzy models are preferred. In the case of sediment transport modelling, the hydraulic processes are complicated and the rules cannot be defined by experts with sufficient quality. Therefore, the option is to generate and optimize the fuzzy rules by applying a datadriven approach. In this paper, the Takagi-Sugeno fuzzy inference system is applied because it is suitable for optimization using adaptive techniques. The initial fuzzy model is obtained by grid partitioning of selected input variables and a neuro-fuzzy system is used for optimizing the model. Data-driven modelling, also called data mining or machine learning, has been attractive in many fields in water resources. Data-driven modelling is used to identify hidden relationships that exist in data sets by utilizing different optimization algorithms. It is based on the investigation of collected data characterizing the process under consideration. The unknown relationship between input and output parameters can be identified with limited assumptions about the physical behaviour of the system (Solomatine and Ostfeld 2008) . The most frequently used data-driven modelling techniques are fuzzy rule-based systems and artificial neural networks. Fuzzy logic and artificial neural networks have advantages and disadvantages. Neural networks have the ability to extract hidden relationships in a data set and are very suitable for optimization using different optimization techniques, but they tend to be black-box models lacking interpretability (Haykin 1999) . Fuzzy logic has the ability to express a system in a human way using natural languages and can handle uncertainty, but lacks the flexibility of using adaptive techniques for optimization. These two powerful techniques are combined in adaptive neuro-fuzzy inference systems.
Adaptive neuro-fuzzy inference system
Neuro-fuzzy simulation refers to techniques that apply optimization algorithms utilized in neural networks for fuzzy modelling (Brown and Harris 1994) . The adaptive neuro-fuzzy inference system (ANFIS), first introduced by Jang (1993) , is usually utilized for optimizing data-driven fuzzy models. ANFIS is a network structure consisting of a number of nodes and layers connected through directional links. Each node has a node function with adjustable or fixed parameters. ANFIS is widely used because it has the ability to combine the verbal power of a fuzzy system with the computational ability of a neural network. The ANFIS has a total of five layers; these are the fuzzification, rule, normalization, defuzzification and summation layers.
If first-order Takagi-Sugeno fuzzy IF-THEN rules are implemented, the output of each rule is a linear combination of the input variables plus a constant term, and the final output is the weighted average of the model outputs from each fuzzy rule. Figure 1 demonstrates a simple example where the fuzzy inference system under consideration has two input parameters, x and y, and one output z, and the rule base contains two fuzzy IF-THEN rules of Takagi-Sugeno type (Jang 1993 ). An adaptive network, as indicated in Fig. 1 , is a multi-layered feed-forward network in which each node performs a computation on the incoming signals which are only propagating in the forward direction. In the network shown in Fig. 1 , a square node is adaptive (has parameters), while a circle node is fixed and does not have any parameters. The basic architecture of ANFIS and the functions and parameters of the layers are described as follows (Jang 1993 , Jang et al. 1997 :
Layer 1: Fuzzification layer Each node in this layer evaluates membership values of the crisp input parameters by using membership functions. Every node i in this layer is an adaptive node, representing membership functions described by generalized bell-shaped functions. Parameters in this layer determine the final shape of the membership function and are called premise parameters:
where x is the input to node i; A i is the linguistic label associated with this node function; and a i , b i and c i are premise parameters of the membership function that can be adjusted during model optimization.
Other suitable shapes, such as trapezoidal or Gaussian membership functions, can also be defined and the optimum shape is chosen based on a sensitivity analysis.
Layer 2: Rule layer
This layer consists of fixed nodes which multiply incoming signals and the product, w i , represents the firing strength of a rule. This is similar to the degree of fulfilment of a fuzzy rule:
Layer 3: Normalization layer In this layer, the nodes calculate the ratio of the firing strength of the ith rule to the sum of the firing strength of all rules. Outputs of this layer are called normalized firing strengths. They represent the weight of every rule in determining the final output, which is computed as a combination of the outputs from each rule:
Layer 4: Defuzzification layer
The nodes in this layer are adaptive with linear node functions. Parameters in this layer are called consequent parameters, which are parameters of output membership functions. These parameters are adjustable during the training of the model with collected data:
wherew i is the output of Layer 3 and {p i , q i , r i } is the parameter set.
Layer 5: Summation layer
The node in this layer is a single fixed node and computes the final model output as the combination of all incoming signals from every rule fired. It is a weighted average combination:
The ANFIS technique is used for predicting the desired parameters of a fuzzy system when enough training data are provided. The data for training should include enough historical data representing the process. ANFIS has been successfully applied to solve a number of problems in water resources. Some of the applications include: estimation of suspended sediment transport (Kisi 2005 , Kisi et al. 2008 , modelling of hydrological time series prediction (Nayak et al. 2004 , Keskin et al. 2006 ) and streamflow reconstruction (Chang et al. 2001) . Azamathulla et al. (2009) applied ANFIS for predicting bed load for moderately-sized rivers in Malaysia and their results show that the ANFIS based approach performed better than selected equations in predicting the measured bed load values.
DATA AVAILABILITY AND ANALYSIS-CASE STUDY OF THE RIVER RHINE
Data preparation and pre-processing, which include selection of input parameters, data collection, removal of extreme values and the selection of training and test data sets, are very important in data-driven modelling. Collection of sufficient historical data is essential to derive fuzzy rules from data. This section gives an overview of the data applied for the case study and summarizes the analysis carried out to prepare the final data set used for the fuzzy modelling. A comprehensive data set for the River Rhine was provided by the German Federal Institute of Hydrology (BfG) . Measured values of mean flow velocity, water surface slope, river bed width, median particle size (d 50 ), water depth, bed load and total bedmaterial load are available for many stations along the river reach. The BfG is responsible for regularly collecting, storing and analysing bed load and suspended load data obtained by cross-section measurements, together with other morphological data. The BfG runs a dense measurement network with historical data dating back to the year 1974 and more than 40 stations along the river.
The River Rhine
The Rhine is the second largest river in Central Europe. It flows between the Swiss Alps and the North Sea crossing six countries (Switzerland, Liechtenstein, Austria, Germany, France and The Netherlands). It has a length of 1320 km and a catchment area of 190 000 km 2 . More than half of the catchment area lies in Germany. The Rhine is one of the most intensively used rivers on Earth and one of the busiest shipping routes. The most important uses include: navigation, hydropower generation, drinking water supply and recreation. The Rhine has an annual mean discharge of 2290 m 3 s -1 when it reaches the Dutch border.
Bed load and suspended load are measured regularly for the German part of the Rhine at more than 40 cross-sections between Iffezheim and the German-Dutch border. Sediment transport measurement is done at each station four to five times a year (Spreafico and Lehmann 2009) . Bed-load measurements are carried out with a bed-load sampler which is an in-house development by the BfG (Spreafico and Lehmann 2009) . The bed-load sampler consists of a heavy frame, a sampling basket with a mobile rectangular mouth (16 cm × 8 cm), and a diffuser between the mouth and the basket. A video camera is mounted above the mouth to control the correct hub of the sampler and the undisturbed inflow of sediment (Spreafico and Lehmann 2009) . The crosssection is divided into vertical sections where the vessel is anchored successively for taking measurement samples. The bed-load sampler is lowered to the bed surface for 5 to 15 minutes, at least three times at each vertical. After each measurement the trapped sediments are collected, then weighing and sieve analysis is performed in a laboratory. Suspended load measurement is performed together with bed load measurements at the same verticals in four to five depth levels below the water surface. A water sample of 50 L is pumped at each measuring point, and particles with size less than 63 µm are separated by using an appropriate sieve. This is done in order to remove the portion of wash load from the suspended load. The collected sample is taken to the laboratory and sieve analysis is performed. Additional suspended sediment concentration measurement is done at 11 permanent stations between Lake Constance and Emmerich. Particle size analysis is performed for sediment samples from the river bed and those collected by cross-sectional measurement of bed load and suspended load. The sum of the bed load and the suspended load (excluding wash load) is the total bed-material load used in this study. Detailed descriptions of the measuring procedure and the equipment used by the BfG for bed load and suspended load measurement are given by Spreafico and Lehmann (2009) .
The available data is from 45 stations along the German part of the Rhine, from Plittersdorf to Griethausen, covering a length of more than 500 km. Although there are some differences between the hydraulic characteristics of the Rhine River along the sections from the first to the last station, all the data sets from the stations were combined together in order to develop a model which is applicable for the whole reach of the river. The goal is to develop a general model which is fairly accurate. The Rhine is a gravel bed river, especially the upper Rhine, where a considerable portion of the sediment load is transported as bed load. The data provided were analysed and data sets with very low and very high sediment transport rates removed, because data-driven modelling results are sensitive to the ranges of input data used for the development of the model. Extreme events and outliers skew the final model results and filtering of these values from the data set is of paramount importance for the successful development of the model.
Training and test data sets
The selection of training and test data sets is very important for any data-driven modelling. In datadriven modelling, the data set should always be divided into training and test data sets. The training data set is used for optimizing the model so that the model output matches observed sediment load. The test data set is required for the evaluation of the model validity as, after some point in the training process, over-fitting may occur on the training data. An over-trained model loses its general predictive ability and becomes very specific to the data set used for training. The test data set is used to avoid overtraining by checking the performance of the model at different iteration numbers. Here, two-thirds of the available data sets are used for training and one third for testing. In data-driven modelling, it is required that the training and testing data sets have more-orless comparable statistical distributions to ensure that they come from similar populations. In order to maintain statistical homogeneity between the training and test sets, two consecutive data sets for training from each station followed by one data set for testing are chosen (Bhattacharya et al. 2007) . If there are sufficient data available, creating a third data group, the evaluation data set, is helpful to further validate the developed model. The performance of the ANFISbased model is data-dependent and collection of a sufficient amount of data is necessary. The quality of the data should be carefully analysed before application. For sediment transport, data should be collected in different seasons ranging from high to low flow, which mainly affects the amount of sediment under transportation. This is important to improve the generalization capacity of the model. Detailed data analysis was performed in order to obtain the final data sets. Data sets with one or more of the input variables missing were excluded from further consideration. Stations with fewer than three measurements are not included in the final analysis. From the total bedmaterial load data sets, values with transport rates less than 20 g s -1 m -1 and greater than 1000 g s -1 m -1 are extreme values with less representation and, therefore, were excluded. Similarly, from the bed load data, values with transport rates less than 5 g s -1 m -1 and greater than 100 g s -1 m -1 were not included. Finally, a total of 560 data sets for bed load and 510 data sets for total bed-material load were selected for developing the fuzzy models for the Rhine River. The statistical distribution of the training and test data sets for developing the total bed-material load ANFIS model for the Rhine is given in Table 1 as an example.
MODELLING PROCEDURE
Fuzzy model identification usually requires determination of the number of fuzzy rules and the corresponding membership functions, and optimization of the fuzzy model. The steps followed in developing data-driven models are: analyse the problem to be modelled, collect data, select the model structure, build the model, optimize and test the model (Solomatine and Ostfeld 2008) .
Selection of input parameters
Input parameter selection is a crucial part of datadriven fuzzy modelling. It can be performed by using expert knowledge or by means of data-driven techniques such as artificial neural networks. The most significant factors affecting sediment transport capacity are identified and used for constructing the fuzzy model. The parameters governing a sediment transport process can be described by (Yalin 1977) :
where V is the velocity (m s -1 ); D is the water depth (m); d is the particle size (m), mainly d 50 , median sediment particle size; S is the energy slope (m m -1 ); g is the acceleration due to gravity (m s -2 ); ρ s is the density of sediment (kg m -3 ); ρ w is the density of water (kg m -3 ); μ is the viscosity (kg s -1 m -1 ); and S t is the sediment transport rate. Many equations have been formulated by different researchers to compute the rate of sediment transport and these equations use different parameters as dominant factors influencing the process. The most commonly used parameters are flow velocity, sediment particle diameter, slope, water depth, shear stress, stream power and unit stream power (Yang 1996) . Bagnold (1966) introduced the stream power approach for estimating sediment transport. He assumed that the rate of dissipation of energy is proportional to the amount of material transported. Stream power is considered to be the product of shear stress and flow velocity; shear stress is a function of depth and slope. The sediment transport equations of Engelund and Hansen (1972) , and Ackers and White (1973) are based on Bagnold's concept of stream power. Yang (1973) derived his sediment transport equation based on the unit stream power approach. He defined unit stream power as the product of velocity and slope. The equations of Meyer-Peter and Müller (1948) and Laursen (1958) are based on the assumption that the amount of sediment transport is proportional to the excess of bed shear stress. For initiation of motion of sediment particles, the resistance force should be balanced by the drag force. The drag force is the shear stress that is exerted on the sediment particles, and the resistance to movement depends on the physical properties of the sediment particle, of which size is the most important. As described here, most of the parameters used in many sediment transport equations are functions of four fundamental parameters: velocity, slope, depth and sediment particle size (usually represented by d 50 ). Therefore, these four parameters were selected as the main variables governing the process of sediment transport and are implemented as primary input variables for developing the fuzzy model. Additionally, the four basic variables were selected because they can be easily measured as primary data, and their physical meaning is obvious for practical applications of the model to be developed. Combinations of these parameters as well as dimensionless parameters can also be selected as alternative input parameters.
Generation of initial fuzzy model
The initial fuzzy model is obtained by grid partitioning of the input variables which results in equally spaced and equally shaped membership functions for each input variable. An effective data partition in input-output space can result in a reduced number of rules and this improves the computational efficiency and interpretability of the final model (Chen and Linkens 2004) . In grid partitioning, the membership functions are defined independently for each variable. It does not consider any potential relationship that might exist between the input variables and this is one of the major disadvantages of using grid partitioning to generate initial fuzzy sets. Sensitivity analysis is usually helpful to obtain the optimum number of partitions (fuzzy sets) for the input variables. All combinations of antecedent fuzzy sets are considered in this approach. Three generalized bell-shaped membership functions are defined as initial membership functions for each of the input variables: mean velocity, depth, slope and median particle diameter. Since every combination of the antecedent fuzzy sets is covered, this results in 3 × 3 × 3 × 3 (81) initial rules (output equations) for the model to be optimized. Figure 2 shows the initial input membership functions generated for total bed-material load data for the Rhine. In Fig. 2 , the curves on the left represent the first initial membership functions (mf 1 ) for each of the four input parameters, the middle lines the second membership functions (mf 2 ), and the graphs on the right side represent the third membership functions (mf 3 ) for each of the four input variables. Linguistic variables can be assigned to the fuzzy sets. A linguistic variable is a variable with values that are words or sentences. Examples of the most commonly used linguistic values are low, medium, high, etc. The linguistic variables can be further refined using linguistic modifiers such as very, mostly, not, and can be used together with the linguistic values to define additional fuzzy sets (Bárdossy and Duckstein 1995) . For flow velocity, the fuzzy set mf 1 can be considered to represent low flow velocity, mf 2 medium flow velocity and mf 3 high flow velocity. Similarly, appropriate linguistic values can be defined for the membership functions representing the three other input parameters.
Optimization of the fuzzy model using ANFIS
The optimization of the fuzzy model is done by data-driven tuning of membership function parameters so that the system output matches the observed total bed-material and bed load values. Fuzzy system optimization has two main categories: parameter and structure optimization (Guillaume 2001) . Parameter optimization is achieved by membership function fine tuning and rule conclusion optimization. Structure optimization includes the input variable selection and rule base reduction. ANFIS is used for optimizing the fuzzy model parameters. The structure of the fuzzy model can be optimized by selecting only the most dominant input parameters, merging similar fuzzy sets and eliminating rules which are not significant. ANFIS uses back-propagation (gradient descent) learning to determine premise non-linear parameters, and least squares to determine the consequent linear parameters. This is called hybrid learning. Premise parameters are parameters associated with input membership functions. The consequent parameters in the first order Takagi-Sugeno inference system are coefficients of the linear equations expressing output membership functions (see Fig. 1 ). To optimize the model, different numbers of membership functions and iterations are carried out. The detailed algorithm and mathematical background of the hybrid-optimization algorithm in ANFIS can be found in Jang (1993) and Jang et al. (1997) .
Model performance evaluation
The correlation coefficient (r), root mean squared error (RMSE, g s -1 m -1 ), mean absolute relative error (MARE, %) and discrepancy ratio (DR) were selected as model performance evaluation criteria. The correlation coefficient measures the degree to which two variables are linearly related. The RMSE measures the model performance with respect to high transport rates. The correlation coefficient provides information for linear dependence between observations and corresponding estimates and, therefore, is not necessarily in agreement with other performance criteria such as the RMSE. The MARE not only gives the average performance index in terms of predicting sediment load, but also the distribution of the prediction errors. The DR is the ratio of computed sediment transport rates to measured transport rates. There are other alternative ways of formulating DR (Tayfur 2009 (Tayfur , 2012 . While evaluating the performance of the model for its predictive ability, it is important to analyse the distribution of the errors. The statistical performance evaluation criteria r and RMSE do not provide any information on the distribution of errors; hence to test the robustness of the developed model, it is important to apply performance evaluation criteria such as MARE and DR (Kisi 2005) .
Sensitivity analysis
Performing sensitivity analysis is a key process in the development of successful and optimum mathematical models. In this paper the effects of input variable combination, the number and type of membership Defining too many membership functions makes the model too complicated whereas an insufficient number of membership functions reduces model accuracy. Based on the results of the sensitivity analysis, three generalized bell-shaped membership functions for each input variable were found to be the most efficient with respect to accuracy and model complexity. The optimum number of iterations for the hybrid optimization algorithm in ANFIS was found to be around 400. Ackers and White (1973) equation, which is one of the most commonly used equations. While selecting a particular equation for computing sediment transport, the range of data sets chosen for use in developing the equation and the corresponding application guidelines recommended by the authors should be considered. According to Ackers and White (1973) , the dimensionless total bed-material transport is given as a function of two parameters: the dimensionless sediment mobility number and the dimensionless grain diameter. The Ackers and White (1973) general dimensionless sediment transport equation is:
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where F gr is the sediment mobility number (-) and d gr is the grain diameter (-). The equation is applicable for sediment size greater than 0.04 mm, Froude number less than 0.8, and energy gradient (slope) 0.00006-0.037 (Yang 1996) . The total bed-material data sets for the Rhine are within this range. Scatter plots of measured versus computed total bed-material transport rates using the ANFIS (D V S d 50 ) model and the Ackers and White (1973) equation are shown in Fig. 3 , in which it is clear that the computation results of the ANFIS model are more accurate because they are closer to the line of perfect agreement and show less scatter than the equation.
Bed load ANFIS model results for the Rhine River
The results of the optimized bed load ANFIS models for the Rhine are shown in Table 3 , from which it can be concluded that the ANFIS model predicted the observed bed load with reasonably acceptable accuracy. The model with four input parameters is selected as the best model with around 60% of the total data lying in the discrepancy range 0.5-1.5. The MARE is 50.4% for the training data set and 67% for the test set, and the correlation coefficient is greater than 0.7 for both data sets. The RMSE are 11.0 and 13.2 g s -1 m -1 , respectively, for the model with four parameters, and lower than those from the other models. Slope is found to be the least effective parameter from the results of the sensitivity analysis. The quality of the slope data is not that good and its influence is also Measuring the amount of bed load transport in natural rivers is difficult and varies from section to section in a cross-section. The measurement accuracy is usually low and it is difficult to separate the bed load and suspended load transport layers accurately. Usually, the prediction error of most existing bed load transport equations is greater than 100%, and the fuzzy model is performing relatively well. Here, the MeyerPeter and Müller (1948) equation was selected for comparison, because the bed load data for the Rhine are within its range of applicability. Meyer-Peter and Müller (1948) proposed an empirical equation for predicting bed load transport in natural rivers. It is the most widely-used equation for predicting bed load transport in the Rhine. The formula is more accurate for estimating bed load transport rates for rivers carrying coarse sand and gravel (0.4-30 mm), and with large width-depth ratios (Julien 1995) . The bed load transport rate is assumed to be proportional to the difference between the average shear stress acting on the particles and the critical shear stress required to reach incipient motion, and is computed using: where q b is the bed load transport by mass per unit time and width (kg s -1 m -1 ); ρ W is the density of water (kg m -3 ); g is the acceleration due to gravity (m s -2 ); R is the hydraulic radius (m); S is the energy slope; s is the specific gravity of sediment; d m is the mean particle diameter (m); K s is the Strickler coefficient of bed roughness (m 1/3 s -1 ); and K r the coefficient of particle roughness (=26/d 1/6 90 ), where d 90 is the size of the sediment for which 90% of the bed-material is finer (m).
Comparison of the results from the Meyer-Peter and Müller (1948) equation and the ANFIS model are presented in Fig. 4 , which shows that the ANFIS model performed significantly better than the equation, which shows large deviations from the computed values.
CONCLUSION
The results of the analysis in the previous sections prove the potential of data-driven adaptive neurofuzzy modelling for estimation of sediment transport. The models successfully predicted observed bed load and total bed-material load for the Rhine. Total bed-material is estimated with better accuracy than bed load. Bed load transport is a more complicated process and the accuracy of most of the existing sediment transport equation estimates is not good either. Comparison of the fuzzy model results with the results of other commonly used transport equations further demonstrate the better performance of the ANFIS model. From the model results, it can be concluded that data-driven models are capable of giving fairly accurate estimated results and can be used as alternative tools in certain applications where the physically-based equations are not as accurate. This is partially due to the fact that ANFIS model results are data sensitive and site specific. The physically-based equations are not intended to be site specific but are for general application. The ANFIS-based technique can be a very powerful modelling approach for rivers like the Rhine where the BfG currently invests a significant effort in measuring and monitoring sediment transport. The models developed here can be implemented for future estimation of transport rates in the river. The limitation of the approach is that its accuracy depends purely on the quality and quantity of input data. Further investigation should be performed to test the transferability of the developed models to other river reaches, and to improve interpretability of the final rules. Implementation of additional parameters to describe river morphology, and other important site characteristics should be explored.
