Current face or object detection methods via convolutional neural network (such as OverFeat, R-CNN and DenseNet) explicitly extract multi-scale features based on an image pyramid. However, such a strategy increases the computational burden for face detection. In this paper, we propose a fast face detection method based on discriminative complete features (DCFs) extracted by an elaborately designed convolutional neural network, where face detection is directly performed on the complete feature maps. DCFs have shown the ability of scale invariance, which is beneficial for face detection with high speed and promising performance. Therefore, extracting multi-scale features on an image pyramid employed in the conventional methods is not required in the proposed method, which can greatly improve its efficiency for face detection. Experimental results on several popular face detection datasets show the efficiency and the effectiveness of the proposed method for face detection.
Introduction
In the Marr's theory of vision [1] , a representational framework for vision was proposed, which consists of three levels: primal sketch, 1.5-D sketch and 3-D model representation. How to extract a proper image representation corresponding to the three levels is a critical problem in computer vision. So far, there are some milestone representations during the development of computer vision. For example, SIFT [2] and HOG [3] features have exhibited the good property of local invariance. Canny features [4] can capture the 1.5-D sketch, which represents the low-level image structure. The deconvolutional network [5] tries to characterize both mid-level and high-level representations in an unsupervised manner to understand images. However, finding a high-level representation for different computer vision tasks is still challenging.
Deep learning models have demonstrated impressive performance for different computer vision applications [6, 7, 8, 9, 10, 11, 12] . The deep convolutional neural network (CNN) [13] can map raw data from a manifold to the Euclidean space, in which features may be linearly separable. Generally speaking, there are two ways to extract features with deep CNN models. The first way is to extract features on an image pyramid obtained by using object proposals generation methods (such as SelectiveSearch [14] , Edgeboxes [15] and CM [16] ) or the sliding-window strategy (such as R-CNN [6] and DenseNet [17] ). However, this way suffers from high computational burden. The second way is to obtain features by using the sliding-window strategy on convolutional feature maps (such as OverFeat [18] and faster R-CNN [19] ). The second way is usually more efficient to obtain features than the first way, when the sliding-window moves at each position. However, one problem for the second way is that the obtained features are less discriminative than those obtained by the first way. In addition, the computational complexity of both ways is high for object detection. Therefore, how to improve the efficiency of object detection remains a challenging problem due to the real-time requirement of object detection.
Face detection is a special object detection task, and it can be tackled by stateof-the-art object detection methods. For example, R-CNN, faster R-CNN and YOLO have been respectively extended to the task of face detection [20, 21, 20, 22, 23] . However, as mentioned above, these object detection methods are usually time-consuming. Moreover, these methods mainly rely on the input generic object proposals obtained by an object proposal generation method. Since the obtained object proposals may not cover small-sized faces, these detection methods are usually not effective at detecting small-sized faces.
In this paper, we propose a fast face detection method based on Discriminative Complete Features (DCFs) extracted by an elaborately designed deep CNN. The extracted DCFs are sparse and insensitive to scale variations for face detection. As a result, direct classification on DCFs significantly improves the efficiency of face detection compared with several state-of-the-art face detection methods using CNN. The three key components of the proposed fast face detection method are summarized as follows: First, we generate a sparse feature space, which is implemented by using the rectified linear unit (ReLU) [25] . Second, the multi-scale features are resized to the desirable size (i.e., the same as the size of the input to a fully-connected layer) by using the nearest neighbor interpolation method [26] , which can keep the sparseness and the topological structure of features. Third, for each window in an original input image, we propose a fast method to obtain the features based on the complete feature maps [27] . Based on the above three components, the desired features (i.e., DCFs) obtained from the feature maps before the fully-connected layer are extracted. As shown in Fig. 1 , DCFs are linearly separable and sparse. Besides, by considering the fully-connected layer in CNN as a linear classifier, the generalization error bound of the linear classifier can be further calculated for face detection.
As the major contribution of this paper, a fast face detection method based on CNN is proposed. The sliding-window strategy can be used on the proposed discriminative complete features, which reduces the computational complexity of the proposed face detection method. Furthermore, the convolution operation in CNN is speeded up by using the Sparse Fast Fourier Transform algorithm. Experiments show the effectiveness and efficiency of the proposed face detection method.
The remainder of this paper is organized as follows. In Section 2, we review related work on object detection and face detection based on CNN. In Section 3, we propose a fast DCFs-based method by using a deep CNN for face detection. In Section 4, we conduct experiments to show the effectiveness of the proposed method and its performance on face detection. The main conclusions are summarized in Section 5.
Related Work
From low-level vision representations to high-level features, the importance of feature invariance under different conditions (such as changes in illumination and scale) is obvious. DiCarlo et al. [28] review the evidences of neurons and computational models, and discover the computation process which can mimic powerful neuronal representations in the inferior temporal cortex. The authors point out that two neural pathways via a series of visual cortical areas try to untangle the neuronal representations for object recognition and object detection. These two neural pathways are widely known as the ventral pathway and the dorsal pathway, respectively. In some literatures [29, 30] , CNN plays a role similar to the ventral pathway, where the hierarchical features of CNN correspond to the neuronal representations from the visual area 1 (V1) to the visual area 4 (V4). CNN works well for many different vision tasks by deeply learning the features of data. For instance, Farabet et al. [31] show the impressive performance of CNN on scene labeling. Alex et al. [32] and He et al. [33] use CNN to classify the ImageNet dataset [8] and achieve the accuracy of 83% and 94.3%, respectively. R-CNN [6] improves mean average precision (mAP) by more than 30% relative to the previous best result on the VOC 2012 dataset [34] , and it achieves a mAP of 53.3%.
Although CNN has shown good performance for object detection, its computational efficiency is not high. OverFeat [18] obtains the multi-scale dense features by using the sliding window strategy, and it achieves mAP of 24.3% in the ILSVRC2013 competition [8] . However, the detection process of OverFeat is very time-consuming, because it requires running the classifier and regressor networks across all the possible locations and scales. To improve the efficiency, R-CNN first generates many class-independent proposal windows, and then extracts features on the proposal windows with the trained CNN on a multi-scale images pyramid. Afterwards, a score is assigned to each proposal window by applying a linear SVM to the features. R-CNN takes about 15 seconds to run a detector on a 500 × 375 image. Another recently proposed method, called SPPnet [7] , removes the constraint of the fixed-sized input in the conventional CNN by replacing the pooling layer with a spatial pyramid pooling layer. Instead of extracting features from image regions, SPP-net directly obtains features from the feature maps before the fully-connected layer. However, SPP-net can not deal with flexible CNN architectures for different vision tasks. To reduce the computational complexity of the CNN-based object detection methods and design flexible CNN architectures, Giusti et al. [27] fragment the extended maps generated from each max-pooling layer. When a sliding-window moves in a test image, the corresponding features are obtained by looking up all the fragments in each layer for classification. This object detection method is theoretically faster than the other object detection methods in which features are obtained by using a CNN model on each patch in an image. However, considering the image size and the number of layers, this method is still not computationally efficient. Based on the above reviews, we can see that most current object detection methods based on deep learning still consume much time during the object detection process.
Several object detection methods based on CNN are applied to the task of face detection. For example, Lin et al. [35] propose the MLetNet method, where the number of the output nodes of the LeNet CNN structure [13] is modified for face detection, to detect the masked faces of possible terrorists. FaceCraft [36] jointly trains a region proposal network (RPN) [19] and a fast R-CNN model [37] to improve the detection rate of the fast R-CNN method for face detection. However, as mentioned above, fast R-CNN is time-consuming since it extracts features on an image pyramid. MTCNN [38] utilizes a cascaded multi-task framework, which exploits the inherent correlation between the tasks of detection and alignment, to boost up the performance of both face detection and alignment. Since MTCNN uses multiple CNN networks to detect faces, it is still not computationally efficient. Several other face detection methods also apply fast R-CNN or faster R-CNN to the task of face detection, such as [21, 20] . However, these two methods are not effective at detecting small-sized faces since the object pro- posal generation methods are designed for generic objects instead of faces. Recently, SAFD [39] uses a scale proposal network to predict the possible scales of the faces in a test image, which can effectively boost the performance of CNN based face detectors. Next, we propose a fast face detection method by directly using the sliding window strategy on discriminative complete feature maps.
A Fast Face Detection Method Based on Discriminative Complete Features
In this section, we describe the details of the proposed fast face detection method via CNN. In Section 3.1, we give the overview of the proposed method. In Section 3.2, we show the details of the proposed DCFs. In Section 3.3, a fast face detection method is given by performing direct classification on DCFs. In Section 3.4, an ensemble model is used to further reduce the classification error on DCFs.
Overview of the Proposed Method
In this paper, we propose a fast method for face detection by directly using the sliding window strategy on the feature maps before the fully-connected layer, where a specific CNN is elaborately designed, as shown in Fig. 2 . We expect the trained CNN model can map the whole input image to a feature space, in which the new features in each sliding window are linearly separable. Then, the computational complexity of the proposed face detection method is significantly reduced by performing classification on the feature space. Since the classification layer in a CNN model is usually a linear classifier, we choose the output of the layer before the classification layer as the new features. All the layers before the classification layer act as a nonlinear mapping function (see Fig. 2 ).
The proposed method includes two key elements, which are the nonlinear mapping function and the sparse discriminative features for face detection. The nonlinear mapping function projects raw data onto the Euclidean space, and the sparseness of features is beneficial to linear separability. As shown in Fig. 2 , the convolution layers and the max-pooling layers act as the nonlinear mapping function, where ReLU constrains the output features to be sparse. At the same time, the local contrast normalization (LCN) layers generate compact and competitive features. The LCN layers are inspired by computational neuroscience models [40] , where local competition between adjacent features in a feature map is enforced. It has been empirically proven that the LCN layers can reduce the error rates and make supervised learning considerably faster [41] .
Discriminative Complete Features (DCFs)
To improve the efficiency of the proposed face detection method, we directly perform classification on the feature maps. However, in the process of forward propagation of CNN on a test image, one potential problem is that some discriminative information for face detection is lost when the operation of max-pooling is applied to the whole test image. As illustrated in Fig. 3 , the max-pooling layer partitions the input feature map (E) into a set of 2 × 2 non-overlapping kernels. For each kernel, it outputs the maximum pixel value. There are four ways to tile max-pooling kernels over the feature map (E) corresponding to the four different offsets in the max-pooling kernel. For convenience, the four different offsets are denoted as A, B, C, D, respectively. If the 2 × 2 non-overlapping max-pooling kernels are tiled over the input feature map (E) beginning with the offset A, the output feature map is shown in Fig. 3(A) . For convenience, Fig. 3(A) is called as fragment (A). Similarly, fragments (B), (C) and (D) are obtained when the 2 × 2 non-overlapping max-pooling kernels are tiled over the input feature map (E) beginning with the offset B, C and D, respectively. The general operation of the max-pooling step on the test image only obtains a fragment (A) after tiling non-overlapping max-pooling kernels over the feature map (E) starting with the offset A, and the other fragments with the other offsets are not obtained. If a sliding window moves at the other offsets (i.e., B, C, D), the obtained features may not be discriminative. Therefore, we adopt the strategy of [27] to keep all the possible fragments. The corresponding fragment is created when we tile non-overlapping max-pooling kernels over the feature map (E) in Fig. 3 starting with different offsets (i.e., A, B, C, D), and each fragment is independent to the other fragments at the same layer. Based on the fragments in the extended feature maps, we can extract DCFs and directly perform classification on DCFs. The definition of each layer, which is used to extract DCFs, is given next.
Given an input image x, the trained filter bank k and bias b, the output of the convolution layer can be written as:
where o denotes the index of fragments; l denotes the current layer; i and j denote the indexes of the input and output feature maps, respectively; M j represents a selection of the input feature maps, which are the output features from the previous layer; * denotes the operator of convolution; f denotes the activation function, where f (x) = max(0, x) is the ReLU [25] activation function. The output of ReLU is 0 if the input is less than 0, and raw output otherwise. Thus, ReLU constrains the output features to be sparse. For the max-pooling layer, we have
where m and n respectively denote the row and column index of a feature map in the current layer, respectively; s denotes the kernel size of the max-pooling layer; p = s × (m − 1) + κ + 1 and q = s × (n − 1) + κ + 1, where κ (0 < κ < s) denotes the offset, p and q denote the starting positions of the row and column of each tiled max-pooling kernel, respectively; the colon is used to pick out the selected rows or columns of the feature maps, and here o ≤ s 2 . The max operation has the property of the local invariance [42] .
Inspired by the computational neuroscience, the local contrast normalization (LCN) layer [40] mimics the cells in V1 to enforce local competition in the feature maps. In order to extract features from an input image with an arbitrary size, we set the local contrast normalization layer as:
where r denotes the number of the adjacent feature maps (usually set to be a positive integer in the training process); N denotes the total number of the feature maps at the current layer. κ, α, β are the hyperparameters which are set to be appropriate float point values in the training process. Eqs. (1), (2) and (3) can be used to extract the DCF features, where all the discriminative information for face detection is kept. Thus, we call the features obtained from the feature maps before the fully-connected layer as the discriminative complete features (DCFs). As a result, direct classification on the feature maps before the fully connected layer can improve the efficiency of the detection procedure.
Speedup for Face Detection Based on DCFs
Based on the above-mentioned three layers (i.e., the convolution layer, the maxpooling layer, the local contrast layer), the input images are mapped into a feature space, where the features for face detection are linear separable. Therefore, we can directly perform classification on DCFs extracted from each patch corresponding to a sliding window by using the weight vector of the fully-connected layer. Instead of using the sliding window technique on the input images, direct classification on DCFs can significantly improve the efficiency for face detection. As a matter of fact, the weight vector of the fully-connected layer can be reshaped into a kernel matrix so that the dot product between DCFs and the weight vector is transformed into the convolution between DCFs and the kernel matrix [43] . In addition, the convolution can be implemented by using the Sparse Fast Fourier Transform algorithm [44] , which also improves the speed for face detection since the DCFs of an image are sparse.
To show the efficiency of the proposed method for face detection, the theoretical analysis on the computational complexity of the floating point operations (FLOPS) required by the proposed method and a couple of other methods (including the patchbased method [6] and the image-based method [27] ) is presented next. The patchbased method applies a trained CNN model to each overlapping patch in the test image. The image-based method performs the convolution only once for the test image. The main difference between the image-based method and the proposed DCFs-based method is that the image-based method applies the sliding window technique on the original test image, while the proposed DCFs-based method directly uses the sliding window technique on the feature maps. Since the size of the feature maps is far smaller than that of the original image, the proposed method is much more efficient. In addition, the convolution operation in CNN is speeded up by using the Sparse Fast Fourier Transform algorithm in the proposed face detection method. The FLOPS required by the patch-based method F LOP S For the convolutional layer, the FLOPS required by the patch-based method is written as:
where A, w l , s l denote the number of the pixels of an input image, the number of the pixels of the feature map in the lth layer, and the kernel size at the lth layer, respectively; |P l−1 | and |P l | denote the numbers of the feature maps in the previous layer and in the current layer, respectively. The patch-based method is quite time-consuming since the number of convolution operations on each feature map is equal to the number of pixels of an input image, which causes a large number of redundant computations. In contrast, the FLOPS required by the image-based method is written as:
where A l denotes the number of the pixels in the feature map; F l denotes the number of the fragments in the current layer. As the size of feature maps decreases, the FLOPS required by the image-based method on the convolutional layer reduces. The DCFs-based method utilizes the Sparse Fast Fourier Transform algorithm to improve the efficiency of convolution. Thus, the FLOPS required by the DCFs-based method can be written as:
where A * l denotes the number of the non-zeros pixels in the feature map. For the fully-connected layer, the FLOPS required by the patch-based method, the image-based method and the DCFs-based method are respectively written as Eq. (7), Eq. (8) and Eq. (9) .
F LOP S
Since the proposed method uses the sliding window technique on DCFs instead of the original test image, the number of candidate windows used for classification in the proposed method is significantly reduced compared with that used in the other two methods (i.e., the patch-based method and the image-based method).
As the sliding window moves at each position of the feature map in a fragment of DCFs, a resulting response map is obtained by using the classifier layer on the feature vector obtained from each sliding window. Multi-scale DCFs, which are obtained by resizing DCFs with the nearest neighbor interpolation method, are also used for classification. The response maps of the multi-scale DCFs are shown in Fig. 4 . The estimated scale of a face candidate is obtained by using the non-maximum suppression technique, and the response maps of all fragments are merged into one response map using non-maximum suppression. Finally, by backprojecting the estimated scale and the position of the centroids of the connected regions in the response map onto the original image, the locations of the faces can be detected with the estimated scale in the original image.
An Ensemble Model for Reducing Generalization Error
In this subsection, an ensemble model [45] is used to improve the performance of the proposed method. Based on the PAC theory [46] , which shows the theoretical analysis of a linear classifier, we can analyze the generalization error of the linear classifier at the fully-connected layer. In the framework of PAC, the PAC-bayesian margin bound is the upper bound of generalization error R[w] (see Theorem 3 in [47] ). Then, the number of model instances can be computed. Specifically, given the upper bound of generalization error R[w] and a generalization error threshold of the linear classifier H[w], the number of model instances v can be calculated as:
where . denotes the ceiling function.
Face Bounding Box Regression
Inspired by R-CNN [48] and MDNet [49] , we also train a regressor, which is used to regress the face bounding boxes. The regressor consists of two linear layers, where the first layer has one hundred output nodes and the second layer has four output nodes. The learning objective of the regressor is formulated as the mean squared error between the four parameter values of a candidate face window (i.e., the horizontal and vertical coordinate values of the top-left corner, the width and height of the face bounding box) and those of the ground truth face bounding box. For each candidate face window, its DCFs are used to train the regressor. We expect that the regressor can refine the face bounding box. Usually, the candidate face window is obtained by using the sliding window strategy on DCFs with several fixed scales. However, the resulting face bounding boxes may not be accurate enough, since the width and height of a face bounding box are continuous values instead of the values in several fixed scales. The regressor can overcome the above drawback by further refining the bounding box.
Experiments
In this section, the detailed evaluation of the performance of the proposed method on face detection is shown. Section 4.1 gives the parameter settings used in training the CNN model. Section 4.2 visualizes the trained CNN network. Section 4.3 presents the comparison of efficiency and performance between the proposed method and several state-of-the-art face detection methods on two public face datasets. 
Parameter Settings
We use the GPU implementation of the cuda − convnet code [32] to train the CNN model on various datasets. In order to adapt the parameters of the trained model to test images of arbitrary size, the batch normalization step in cuda − convnet is not performed during the training process.
Data pre-processing: We collect 13,466 face images from the dataset provided by Sun et al. [50] , 29,821 face images from the CAS-PEAL-R1 dataset [51] and 47,220 face images from the web. The collected face dataset totally includes 90,507 face images with different lighting conditions, poses and ages. Moreover, 100,000 non-face images from the VOC2012 dataset [34] are collected for training. All the face and nonface images are converted to the gray images and resized to the size of 32×32 . All images are split into 19 batches and 10,000 images per batch are used for training.
Hyperparameters for training: To balance the efficiency and effectiveness of the proposed face detection method, we design a lightweight CNN structure, which is shown in Table 1 . As shown in Table 1 , Layer1 and Layer4 are the convolutional layers whose filter size is 5 × 5 and the number of output feature maps is 16; Layer2 and Layer6 are the max-pooling layers whose filter size is 2 × 2; Layer3 and Layer5 are the local contrast normalization layers defined in Eq. 3; Layer7 is a fully connected layer. The hyperparameters used for training are given in Table 2 , where epsW and epsB respectively denote the learning rate for the weight vector and the bias in the CNN model; momW and momB respectively denote the momentum of the weight vector and that of the bias in the CNN model; wc denotes the weight decay parameter. In the training process, we use 16 batches of images for training and 3 batches of images for validation. The whole training process takes around one hour on a computer equipped with a GTX-780Ti GPU. The trained CNN achieves 99.74% of test precision on the two validation batches. Given H[w] = 0.0008, two CNN models (calculated by Eq. (10)) are trained, and the filters at the convolution layers in one model are shown in Fig. 5 . Table 1 .
Test environment: For face detection, our method is programmed in Matconvnet [52] and runs on a computer equipped with a i7-4.0 GHZ CPU, a GTX-780Ti GPU and 32G RAM. We evaluate the proposed face detection method on the FDDB [53] and the AFW [54] datasets. The FDDB dataset contains 5,171 faces in 2,845 images and the AFW dataset contains 468 faces in 205 images.
Visualization of the trained CNN
After training the parameters of the proposed method using the cuda − convnet framework, the trained model is applied to detect the faces in the test images. One fragment of the DCFs is shown in Fig. 6 . We can see that the intensities of most pixels in some feature maps are zero due to the usage of ReLU, and the sparse ratio is approximately equal to 0. 5. In order to analyze the scale invariance of DCFs, multi-scale DCFs are obtained by resizing the DCFs from the original images using the nearest neighbor interpolation method. The multi-scale DCFs corresponding to the faces (represented by the bounding boxes) in the test images are resized to the size of the fully-connected layer. For fair comparison, the general features before the fully-connected layer in the traditional CNN [13] and the dense features obtained by the proposed method with the sigmoid activation function are also evaluated. All the CNN models use the same structure as shown in Table 1 . Using the t-SNE [24] visualization algorithm, 5,000 randomly selected resized DCFs and general features are shown in Fig. 7 . From the figure, we can see that the resized DCFs are still robust for linear classification since the DCFs are sparse. However, the dense features extracted by the traditional CNN are not robust for linear classification.
The Performance Comparison for Face Detection
In this subsection, we compare the computational complexity between the proposed method and several other methods (including the image-based and patch-based methods) for face detection. We assume that five scales are used for detection and we use a test image with the size of 800×600 for evaluation. The FLOPS required the three methods at different layers (i.e., 1, 4, 7) in CNN is shown in Table 3 . Moreover, Table 4 gives the CPU and GPU time used by the four CNN-based face detection methods on a 800×600 test image. In Table 4 , for the patch-based method, we use the representative R-CNN, while we adopt the method of Giusti et al. [27] for the image-based method. In addition, SPP-net, Fast R-CNN, Faster R-CNN, DeepIR and YOLO are compared since these face detection methods are closely related to the proposed face detection method. SPP-net is similar to the proposed DCFs-based face detection method, because both methods directly perform detection on feature maps. However, compared with the proposed method, SPP-net uses a more complicated CNN structure, which has more computational burden for face detection. From Tables 3 and 4 , we can see that the proposed method is much more efficient than the patch-based method, the imagebased method and the SPP-net method considering both theoretically computational complexity (i.e., the required FLOPS in Table 3 ) and running time (in Table 4 ). The proposed face detection method also runs faster than the fast R-CNN, faster R-CNN and DeepIR methods. The reason is that the CNN structures used in the three competing methods are more complex than that of the proposed method, which results in more computation. Moreover, the object proposal generation methods employed in the three competing methods consume more CPU time (about 2 seconds) than the proposed method (about 0.1 seconds). In term of GPU time, the running time of the proposed method is 0.09, which is faster than that of the other six competing methods (about 3.3 to 278.9 times faster) except for YOLO. The YOLO method, which is implemented in C/C++, runs faster than the proposed face detection method, which is implemented in Matlab and C/C++. However, the proposed face detection method obtains higher true positive rate than YOLO (see Fig. 9 ). Next, we compare the performance obtained by different methods for face detection on the FDDB and AFW datasets. On the FDDB dataset, we use the criterion given in [53, 55] , which measures the degree of match between a detected and a manually annotated face region. The cutoff ratio of the intersected areas to the joined areas of the two regions is set to 0.5 in our case. We compare the proposed method with the following detection methods: (1) ACF-multiscale [56] , (2) HeadHunter [57] , (3) CBSR [58] , (4) Boosted Exemplar [59] , (5) SURF frontal/multiview [60] , (6) SURF GentleBoost [60] , (7) Face++ [61] , (8) PEP-Adapt [62] , (9) Viola-Jones [63] and (10) the image-based method [27] . We select these methods since most of these methods are the state-of-the-art face detection methods based on hand-crafted features, and their results have been reported in the FDDB website [53] . In addition, we apply the imagebased method to face detection as a comparison. The methods in [64, 39] , which also use CNN for the task of face detection, are not compared since their source codes are not available in public. The comparison of the discrete ROC curves obtained by the competing methods is shown in Fig. 8(a) , from which we can see that the proposed method achieves better performance than most of the competing methods except for HeadHunter. Due to the fact that the proposed method uses CNN to learn effective features of faces, the proposed method obtains better performance than that obtained by the most other competing methods. Although the image-based method also learns features for faces by using CNN, it obtains worse performance than that obtained by the other competing methods except for Viola-Jones. The main reason is that the features obtained the image-based method are less discriminative and not robust to scale variations. Moreover, the image-based method does not use an extra CNN model to eliminate false detection.
On the AFW dataset, we report the Precision-Recall curves for evaluation. Using the same settings as in [58] , we compare the proposed method with the following eleven methods: (1) DPM [54] , (2) CBSR [58] , (3) TSM [54] , (4) Kalal [65] , (5) Face++ [61] , (6) Google Picasa, (7) Face.com, (8) multiHOG [54] , (9) Viola-Jones [63] , (10) ShenRetrieval [66] , and (11) Image-based method [27] . We select these methods since they are state-of-the-art face detection methods, which have been tested on the AFW dataset. The comparison of the Precision-Recall curves is shown in Fig. 8(b) . The average precision obtained by the proposed method on the AFW dataset is 91.6%, which is worse than CBSR, Google Picasa and Face.com due to the lack of a large number of training faces in the wild. However, the proposed method shows excellent classification performance when the recall ratio is high. The recall ratio obtained by the proposed method is higher than that obtained by DPM, Kalal, multiHOG, Viola-Jones and the image-based method when the precision ratio is greater than 0.7.
Several object detection methods based on CNN (such as R-CNN, faster R-CNN, YOLO) can be used for face detection, and they can achieve comparative performance on the FDDB dataset. To show the effectiveness of the proposed method, we implement and evaluate several state-of-the-art object detection methods on the FDDB dataset. We compare the proposed method against the following five face detection methods based on CNN: (1) R-CNN [20] , (2) fast R-CNN [21] , (3) faster R-CNN [20] , (4) DeepIR [22] and (5) YOLO [23] . The five competing methods perform face detection by using CNN classifiers on the face proposals generated by different object proposal generation methods. The YOLO method applies a single neural network to a whole image. The network divides the image into regions and predicts bounding boxes and probabilities of each region being an object. Then, these bounding boxes are weighed by the predicted probabilities. Fig. 9 shows the ROC curves obtained by the six competing methods on the FDDB dataset. As can be seen, the proposed method obtains the best performance. The reason is that the proposed method can obtain effective features when a sliding window strategy is applied on DCFs. The R-CNN, fast R-CNN and faster R-CNN methods obtain worse performance than the other competing methods since the performance of the three methods for face detection is greatly affected by the quality of object proposals generated by the object proposal generation methods. More specifically, both R-CNN and fast R-CNN use the Selective Search object proposal generation method (SS) to generate object proposals, and faster R-CNN uses the Region Proposal Network (RPN) to generate object proposals. However, both SS and RPN are not effective at generating object proposals for faces, especially for smallsized faces. DeepIR improves RPN by re-training the PRN model on the face dataset, and it increases the discriminative ability of the classifier by using the hard negative mining strategy. Thus, DeepIR obtains better performance than R-CNN, fast R-CNN and faster R-CNN. However, DeepIR obtains worse performance than the proposed method since the latter directly uses a sliding window strategy on the DCFs, which can achieve high face recall than the object proposal generation method used in DeepIR.
Some detection results are given in Fig. 10 . We can see that the proposed method can find more correct faces with occlusions and different poses, where the false detection can be eliminated by using an extra CNN model during the classification process.
Conclusion
In this paper, we propose a fast face detection method based on DCFs extracted by an elaborately designed CNN. Compared with the state-of-the-art face detection methods using CNN, the proposed method performs direct classification on DCFs, which can significantly improve the efficiency during the face detection process. Moreover, the proposed method can effectively detect small-sized faces by using the sliding window strategy on DCFs. In contrast, current state-of-the-art face detection methods based on CNN are hard to detect small-sized faces since the performance of these methods is greatly affected by the quality of object proposals generated by the object proposal generation methods. Experimental results have shown that the proposed DCFs-based face detection method can achieve promising performance on several popular face detection datasets.
