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ABSTRACT
Consistency between Carnegie Supernova Project (CSP) and SDSS-II super-
nova (SN) survey ugri measurements has been evaluated by comparing SDSS
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and CSP photometry for nine spectroscopically confirmed Type Ia supernova ob-
served contemporaneously by both programs. The CSP data were transformed
into the SDSS photometric system. Sources of systematic uncertainty have been
identified, quantified, and shown to be at or below the 0.023 magnitude level in
all bands. When all photometry for a given band is combined, we find average
magnitude differences of equal to or less than 0.011 magnitudes in ugri, with
rms scatter ranging from 0.043 to 0.077 magnitudes. The u band agreement is
promising, with the caveat that only four of the nine supernovae are well-observed
in u and these four exhibit an 0.038 magnitude supernova-to-supernova scatter
in this filter.
1. Introduction
Used as standard candles, Type Ia supernovae (hereafter SNe Ia) provided the first di-
rect evidence of cosmic acceleration (Riess et al. 1998; Perlmutter et al. 1999), and hence
the existence of dark energy. With cosmic acceleration having been firmly established
through both SNe Ia (e.g. Tonry et al. 2003; Riess et al. 2004, 2007; Astier et al. 2006;
Wood-Vasey et al. 2007; Freedman et al. 2009; Kowalski et al. 2008; Kessler et al. 2009a;
Amanullah et al. 2010; Sullivan et al. 2011) and other cosmological measurements, such as
the late-time integrated Sach-Wolfe effect (Giannantonio et al. 2008) and X-ray cluster dis-
tances (Allen et al. 2008), sights have now turned to understanding the time-varying nature
of dark energy. Distinguishing between competing dark energy theories will require photo-
metric precision of SNe Ia observations on the 1% level or better.
Several recent surveys have discovered and observed more than a thousand SNe Ia ex-
tending from intermediate- to high-z. Analysis of the full set of SNe Ia indicates that the
precision of cosmology measurements is now limited as much by systematic as by statisti-
cal uncertainties (e.g. Hicken et al. 2009; Kessler et al. 2009a; Guy et al. 2010; Conley et al.
2011; Sullivan et al. 2011). Systematic uncertainties are particularly acute in the UV, specif-
ically the observer-frame U band (Kessler et al. 2009a; Sullivan et al. 2011).
Performing highly acccurate UV observations is a challenging task. The filter response
function in this region is difficult to characterize due to the significant role played by the
atmosphere in determining its shape on the blue side. Rest-frame UV response functions are
more variable from telescope to telescope than in the other bands, making the accurate char-
acterization of the UV filter response function even more important. The nearby SN sample
suffers from both of these problems, since it is a heterogeneous collection of data taken at
many telescopes, and most of the light curve data are reported in the Landolt standard
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system for which the filter-response functions are not well-defined, particularly in U . For
this reason, the SALT2 light curve fitter was not trained with observer frame UV (Guy et al.
2007). U-band calibration of the nearby sample was identified by Kessler et al. (2009a) as
one of the main sources of the discrepancy between cosmology parameters obtained with
the MLCS2k2 and SALT2 light-curve fitting models. Due to these known calibration prob-
lems, many analyses, including Kessler et al. (2009a), Conley et al. (2011) and Sullivan et al.
(2011), recommend avoiding use of observer-frame UV for fitter training and cosmology.
Significant benefits can be gained from SN Ia observer-frame UV data if systematic cal-
ibration uncertainties can be reduced. Spectral observations at high and low redshifts have
shown that the UV portion of the Ia spectrum, particularly below 3500 Angstroms, shows
increased diversity compared to the optical (Foley et al. 2008; Ellis et al. 2008; Wang et al.
2011; Cooke et al. 2011) , even after accounting for extinction (Ellis et al. 2008). Some
degree of diversity is expected due to differences in progenitor metallicities (Hoeflich et al.
1998; Mazzali 2000; Lentz et al. 2000; Timmes et al. 2003; Sauer et al. 2008). However, it
is not clear that current metallicity theories can explain the observed range of dispersion
(Cooke et al. 2011; Ellis et al. 2008; Wang et al. 2011). Progenitor-stellar companion inter-
action (Kasen 2010) and asymmetric explosions (Foley & Kasen 2010; Kasen & Plewa 2007)
are other possible sources for variations in UV flux.
Although rest-frame UV photometry is arguably easier to obtain at redshifts of z ≈ 0.2
and higher (e.g. Astier et al. 2006), low-redshift SN observations allow for the acquisition
of a much wider range of ancillary data. Spectropolarimetry and very early and late-time
supernova spectra are more easily obtained for low-redshift SNe; these provide valuable infor-
mation about rise times, progenitor interaction, and explosion asymmetry (see for instance
Leonard et al. 2005; Foley et al. 2012; Maeda et al. 2011). Host galaxy metallicity data, es-
pecially as pertains to the SN Ia location itself, are also easier to obtain for nearby SNe and
can be used to probe the host galaxy-luminosity relationship which has been recently ob-
served by Kelly et al. (2010); Sullivan et al. (2010); Lampeitl et al. (2010); D’Andrea et al.
(2011); Gupta et al. (2011). The ability to link any or all of these spectrum-based measure-
ments to observable features in the UV light curve will be valuable for the interpretation
of SN Ia observations as a function of redshift. At high redshifts, observed light-curves are
limited to the bluer bands in the rest frame. At z ≈ 1.0, the highest redshift SN observations
achievable from the ground, the UV region is critical. Therefore, the interpretation of these
high-redshift SNe light curves, or whether they can be used at all for cosmological studies
will depend on our understanding of SN Ia rest frame UV models.
In this paper, we examine SN Ia photometry from the Carnegie Supernova Project (CSP;
Hamuy et al. 2006) and the SDSS-II Supernova Survey (Frieman et al. 2008) which are likely
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to make up significant fractions of future light-curve training sets. Both of these programs
have invested substantial time and effort in characterizing their photometric systems and in
ensuring accurate photometry. By comparing data from 10 well-observed SNe Ia in common,
we will examine the consistency of their overall calibrations, particularly in the rest-frame
UV. Results of these tests will help determine the viability of observer-frame UV photometry,
and the utility of these data in light curve fitter retraining efforts currently underway.
Ganeshalingam et al. (2010) perform a similar comparison between CfA and LOSS
BV RI photometry. Although they found photometry agreement to be reasonable, with
mean photometry residuals between 0.01 and 0.02 magnitudes in all bands, their scatter was
much larger than expected, ranging from 0.07 to 0.11 magnitudes. It has been postulated
by Foley et al. (2011) that the large scatter is due to S-corrections, which were not part of
the Ganeshalingam et al. (2010) analysis. We will show that by incorporating S-corrections,
which are not negligible in the redshift range of our overlap objects (z ∈ 0.02 − 0.08), we
are able to obtain residual rms scatter of the levels expected, on the order of σ ∼ 0.05
magnitudes.
In Section 2 we present an overview of the CSP and SDSS photometry, describe our
S-correction technique, and tabulate expected systematic uncertainties. Our magnitude
data, including S-corrected light curves, and magnitude agreement statistics, are described
in Section 3. In Section 4 we look at magnitude agreement in each band in more detail,
including a discussion of template vs spectrum based S-corrections.
2. Photometry
Between 2005 and 2007 the CSP low-redshift program and SDSS-II supernova survey
observed 16 common objects, of which ten are spectroscopically confirmed Ia supernovae.
One of these ten (SN 2006fw) has image registration discrepancies, and has been excluded
from our analysis. We use the remaining nine SN Ia, listed in Table 1, as our sample. In
subsections 2.1 - 2.4, we give an overview of how photometry was acquired and how the data
were placed on a common system. Accompanying this information, Table 2 summarizes the
AB offsets used to transform synthetic CSP and SDSS AB magnitudes to their native sys-
tems. Subsection 2.5 describes how interpolation was used to transfer SDSS photometry onto
the observation dates of the CSP data. Subsection 2.6 details the systematic uncertainties
expected for this analysis.
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2.1. SDSS-II Supernova Survey
The SDSS-II Supernova Survey was one of three main scientific programs carried out by
the SDSS-II. Supernova candidates were discovered by repeated imaging scans of a 300 deg2
patch of sky over three fall observing seasons in 2005-7. SDSS-II ugriz (Fukugita et al. 1996)
imaging was obtained with the SDSS camera (Gunn et al. 1998) attached to the SDSS 2.5 m
telescope (Fukugita et al. 1996; Gunn et al. 2006) located at the Apache Point Observatory
[APO]. Preliminary photometric processing was carried out at APO (Stoughton et al. 2002;
Tucker et al. 2006). Photometric zero points for nightly frames were obtained from field
stars in the Ivezic´ catalog (Ivezic´ et al. 2007). Off-site, supernova candidates were flagged
for spectroscopic followup (Sako et al. 2008), and SN magnitudes were extracted from im-
ages using scene-modeling photometry (Holtzman et al. 2008) and reported in the SDSS
natural magnitude system (Smith et al. 2002; Lupton et al. 1999). For a technical summary
of the SDSS see York et al. (2000); further information can be found in Hogg et al. (2001),
Pier et al. (2003) and Abazajian et al. (2009).
It has recently been determined that the SDSS-II SN photometry requires declination-
dependent corrections to compensate for flat-fielding issues with the PT telescope. These
corrections are described in Betoule et al. (2012); updated photometry will be released in
Sako et al. (2012), and is used for this work.
In combination with the absolute flux standard BD+17◦4708, the SDSS photomet-
ric system is defined by its photon-weighted filter response functions, which include SDSS
filter, CCD response, telescope transmission and 1.3 standard airmass transmission. Ab-
solute flux calibration, tying SDSS native magnitudes to the AB system, has been deter-
mined using SDSS Photometric Telescope (PT) observations of CALSPEC solar analog stars
(Tucker et al. 2006). This process is described in detail in Holtzman et al. (2008). We have
updated the AB offsets to reflect three recent revisions: (1) the February 2010 CALSPEC
release, which altered the solar analog SEDs slightly, (2) SDSS 2.5m filter response functions
(Doi et al. 2010), which apply specifically to observations taken in 2004 or later, and (3)
updated SDSS PT to 2.5m linear magnitude and color transformation equations used to
transfer the observed solar analog magnitudes to the SDSS 2.5 meter system. Of these three
changes, the filter response function update has the largest effect, particularly on the u-band
offset which decreases by 0.0316 magnitudes. The changes in gri offsets are at the millimag
level or smaller.
The AB offsets mAB − mSDSS used in this work are −0.069 ± 0.005, +0.021 ± 0.004,
+0.005 ± 0.004 and +0.018 ± 0.009 for ugri, respectively, where uncertainties have been
calculated as per the description in Kessler et al. (2009a). These take into account internal
consistency of the solar analogs as well as the uncertainty in the central wavelengths of the
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filter response functions.
2.2. CSP Supernova Program
The CSP optical (ugriBV ) follow-up campaigns were carried out with the Direct CCD
Camera attached to the Henrietta Swope 1 m telescope located at the Las Campanas Obser-
vatory (LCO). A subset of field stars from the published Smith catalog1 were used to calibrate
the local sequences used to derive nightly zeropoints. Similarly to the SDSS survey, CSP
magnitudes are published in the native photometric system, defined by the SWOPE filter
response functions of Stritzinger et al. (2011) and the primary standard BD+17◦4708.
Preliminary throughput curves given by Hamuy et al. (2006) were updated by Contreras et al.
(2010), who emphasized that the u-band curve remained uncertain. Definitive measure-
ments of the CSP filter throughput curves were carried out at the telescope in 2010 using
a monochromator and calibrated photodiodes (Rheault et al. 2010; Stritzinger et al. 2011).
We adopt these curves in the present analysis. As with the SDSS, CSP throughput curves
include filter transmission, CCD response, telescope transmission, and 1.3 standard airmass
transmission.
Absolute flux calibration for the CSP ugri photometry is taken from the published
Smith et al. (2002) magnitudes of the SDSS primary standard star BD+17◦4708. Color
terms are used to transform these magnitudes into the CSP native system. Analogous to the
SDSS procedure, AB offsets are determined by comparing expected native CSP magnitudes
with synthetic CSP photometry of the CALSPEC SED bd17d4708_sticsnic_002.ascii2 .
Using this method, the following ugri offsets were obtained: −0.050, −0.017, −0.005, 0.002.
These values are consistent with the zeropoints published in Contreras et al. (2010). We
use color term uncertainty as a proxy for the CSP offset uncertainty. Uncertainties are
0.017, 0.009, 0.017 and 0.017 mag for ugri (Hamuy et al. 2006). A summary of calibration
information is provided in Table 2.
1As the CSP observed with both Sloan and Johnson B and V filters, only stars common to both the Lan-
dolt (Landolt 1992) and the Smith catalogs were used for calibrating the photometry of the local sequences.
2The most recent CALSPEC library is available for download at ftp://ftp.stsci.edu/cdbs/current calspec/
.
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2.3. Calibration Star Comparison
Magnitudes of calibration stars in common were transformed to the SDSS native sys-
tem and compared. For the SDSS-II, we chose to use SDSS Data Release 8 (SDSS DR8;
Aihara et al. 2011) “ubercal” magnitudes rather than Ivezic´ catalog magnitudes, to match
the recalibrated SDSS-II SMP photometry data. Each bandpass of each supernova had be-
tween 2 and 14 calibration stars in common. Table 3 shows mean and rms calibration star
agreement as a function of SN and filter. SN 2005ku stands out as having particularly poor
agreement, with three of four bands differing by more than 0.06 magnitudes. The u band in
general is notable for its lack of agreement, with four of nine SNe having mean calibration
star differences of more than 0.06 magnitudes. Rather than exclude poorly agreeing SNe
from our already-small data set, we have chosen to combine mean calibration star difference
in quadrature with photometric uncertainty.
2.4. S-correction Procedure
Before comparing photometry from CSP and SDSS-II for a given SN Ia, it is neces-
sary to transform the photometry to a common photometric system. This is accomplished
through the use of S-corrections (Stritzinger et al. 2002). S-corrections account specifically
for differences between filter response functions and are computed synthetically based on the
redshift and spectral energy distribution (SED) of the object. Therefore they require models
for both the native photometric system of the data and the common system to which we wish
to transform to, as well as a reasonable model for the SED. Since SN Ia SEDs evolve with
time, S-corrections must be calculated for each observed epoch. Depending on the amount
of difference between filters and the underlying SED, S-corrections can be minimal to quite
significant. As shown in the right-hand panel of Figure 1 , CSP to SDSS S-correction mag-
nitudes for a mean SN Ia observed at a redshift of 0.04 (the typical redshift of our sample)
are on the order of −0.1 magnitudes for the u, +0.05 magnitudes for i, and 0.01 magnitudes
for g and r.
The S-correction technique described by Suntzeff (2000), Stritzinger et al. (2002), and
Phillips et al. (2007) was used to transform CSP photometry to the native SDSS system.
The gist of the technique is to adjust the colors of an appropriate supernova SED until
they match the observed colors in the original system, then to use the adjusted template to
compute synthetic photometry in the new system.
Since we do not have observed spectra corresponding to each photometric measure-
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ment, Hsiao templates3 (Hsiao et al. 2007), were used as proxies for the time-evolving SN Ia
SED. The templates were linearly interpolated to the desired rest frame epoch, redshifted,
adjusted to the appropriate Milky Way Galaxy extinction using the CCM extinction law
(Cardelli et al. 1989) and the dust maps of Schlegel et al. (1998), and color-matched to CSP
observed photometry for the xth and (x + 1)th bands (e.g., for g-band S-corrections, the
template was color-matched to g − r)4. Following Nugent et al. (2002), color-matching was
done via the CCM dust extinction law (Cardelli et al. 1989). For each desired S-corection,
a Monte Carlo routine was used to determine the variance in synthetic magnitude resulting
from observed photometry uncertainties.
2.5. Interpolation
We interpolate SDSS light curves to obtain SDSS magnitudes on the dates of CSP
photometry. Although interpolation with light-curve fitters was considered, ultimately the
choice was made to use cubic splines. This decision allowed us to treat Branch-normal
and peculiar SNe identically, and avoided potential systematic uncertainties that could be
introduced by the set of SN data used to train the light-curve fitter. Since five of our nine
SNe are peculiar (see see §2.6.2 or Table 1), the use of a model-independent interpolation
technique was especially important for this work. We did use the MLCS2k2 light curve
fitter for a limited epoch range near peak i band where splines had difficulty reproducing the
shape of the light curve. To ensure interpolation quality, to be included in our analysis CSP
photometry had to be bracketed by SDSS photometry, with at least one of those bracketing
points being observed within 2 observer-frame days of the CSP epoch. We also required
that interpolated magnitudes have uncertainties less than or equal to 0.05 magnitudes ( 0.06
magnitudes for u ).
For most of the SNe, CSP and SDSS have very similar sampling rates. Because the
rolling SDSS search discovered most of these SNe, interpolating SDSS data allows inclusion
of slightly more data near peak. Therefore, seven of the nine supernovae were interpolated
from SDSS photometry onto CSP observation dates. For the other two objects, SN 2005hc
and SN 2007jg, we interpolated from CSP onto SDSS dates. SN 2005hc was located on
the overlap area between the two SDSS-II observing strips where calibrations do not align
exactly, leading to difficulties with an SDSS spline interpolation. SN 2007jg was better
3http://www.astro.uvic.ca/ hsiao/uber/index.php
4Since CSP optical photometry only extends through i, CSP r and i-bands were used for i -band S-
corrections.
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sampled by the CSP.
2.6. Systematic Uncertainties
In this section, systematic uncertainties introduced by calibration, S-correction, and in-
terpolation will be discussed and quantified. A summary of the systematic error attributable
to each source is given in Table 4.
2.6.1. Absolute flux calibration and AB offsets
As described earlier in §2.1 and §2.2, SDSS-II calibration is tied to solar analog mag-
nitudes whereas CSP calibration is tied to BD+17◦4708 . If SDSS used BD+17◦4708 as its
absolute flux calibration, SDSS AB offsets would change to −0.0629, 0.0122, 0.0023 0.0144
magnitudes for ugri respectively. The differences between these two sets of offsets, 0.006,
0.008, 0.003 and 0.004 for ugri respectively, should be considered systematic uncertainties
and are listed in row 2 of Table 4. We also include the CSP and SDSS AB offset errors,
combined in quadrature, as systematic uncertainties.
2.6.2. Mismatches Between SED and Template
The S-correction procedure requires the use of a template SN Ia SED. Templates can
introduce a systematic error in two ways. First, if the template features do not reflect
average SN Ia features, the ensemble of S-corrections derived from the template may be
biased. The Hsiao template used in this work was designed specifically to address this issue.
Its features were determined by taking a weighted average of a large number of observed
SN spectra, such that it represents a mean SN Ia; its suitability has been tested for K-
corrections from observed frame to the rest frame B band, for the redshifts 0.0 < z < 0.75.
Minimal systematic offsets were observed in this band and redshift range, so long as the
proper broad-band colors are used to adjust the template (Hsiao et al. 2007).
The second way in which a template SED may introduce a systematic error is if it is
used with spectroscopically peculiar SNe Ia. This is a particular concern for our sample,
since five of our nine supernovae are spectroscopically peculiar (see Table 1) . Three of
these, SN 2005gj (Aldering et al. 2006; Prieto et al. 2007), SN 2005hj (Quimby et al. 2007),
and SN 2005hk (Phillips et al. 2007) have been discussed in the literature. Furthermore, we
have identified two more of our SNe (SN 2007jh and SN 2007mm) as peculiars using available
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spectra and the photometric criteria detailed in Krisciunas et al. (2009). For SN 2007jh ,
spectra have features consistent with a 1986G-like object: near peak this SN has a large Si
II at 5800 A˚ to Si II at 6200 A˚ ratio, characteristic of fast-decliners, but lacks the strong
Ti II absorption features seen in 1991bg-like objects. In addition, the i peak date relative
to Bmax and the weak secondary maximum are indicators of a 1986-G type fast-decliner.
Only one very early (rest frame epoch −8) spectrum is available for SN 2007mm. A SNID
fit (Blondin & Tonry 2007) of this spectrum agrees with a peculiar classification, with 6 of
the top 7 matches belonging either to SN 1999by or SN 1986G. The SN 2007mm light curve
lacks a secondary peak in i and its primary maximum falls after the Bmax date, typical of a
1991bg-like SN.
Multiple steps have been taken to minimize the effects of actual vs. template SED
mismatch. For the 1986-G and 1991-bg like objects SN 2007jh and SN 2007mm, we use the
Nugent 1991bg templates5 (Nugent et al. 2002) rather than those of Hsiao. The other four
peculiars have multiple observed spectra during the overlap time period. For these objects,
in gri bands, we include only those epochs for which observed spectra were available to
compute the S-corrections.
Finally, we quantify the systematic and statistical uncertainties in S-correction due to
SED mismatch by calculating S-correction differences between observed spectra and a corre-
sponding set of template spectra. Because we had very few spectra from the Branch-normal
SNe in our sample, we used SNID (Blondin & Tonry 2007) to identify similar SNe for which
spectra were publicly available through the SUSPECT Supernova Database6. In this man-
ner, a set of 75 spectra from six SNe Ia were chosen as a comparison set for our data sample.
A list of comparison SNe and references to their spectra is given in Table 5. To be included
in this data set, the spectra had to span the rest frame g, r, and i bands, and have rest frame
epochs between -20 and 80 days of peak B-band magnitude. Each SUSPECT database spec-
trum was warped to match the colors of its corresponding Hsiao spectrum, and S-corrections
and S-correction differences were calculated for a redshift of 0.04, the mean redshift of our
sample. In a similar manner, a smaller set of 32 spectra from 9 SUSPECT Supernovae was
chosen to make u-band S-correction difference estimates. Because the numbers of spectra
with rest-frame u-band coverage are small, any SN Ia spectrum with adequate wavelength
coverage was used. The list of comparison u SNe is also given in Table 5.
Observed spectrum- template spectrum S-correction differences were used to calculate
mean and rms scatter S-correction differences. Mean S-correction differences have been
5Templates may be downloaded from http://supernova.lbl.gov/∼nugent/nugent templates.html
6http://suspect.nhn.ou.edu/ suspect/
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included as a systematic uncertainty, and listed in row three of Table 4. We find mean
differences between template and spectrum-based S-corrections to be no greater than 0.005
magnitudes in the g,r, and i bands. The mean difference in u is 0.012 magnitudes.
The rms scatter in S-correction differences was found to be 0.055, 0.017, 0.012, and 0.016
for ugri, respectively. To properly account for spectrum-template mismatch uncertainties,
these values are added in quadrature with the statistical uncertainties of each template
S-corrected data point.
2.6.3. Color-matching technique
As mentioned briefly in §2.4, part of the S-correction process is the adjustment of the
colors of the SN SED to match the observed SN colors. These color matching techniques have
been discussed extensively in K-correction literature, which we summarize here. As with S-
corrections, SN Ia K-corrections are commonly computed by using a template to represent
the actual supernova SED, and accounting for differences between individual SNe Ia by
adjusting the colors of the template to match those computed from broad-band photometry
(Nugent et al. 2002). This procedure works because K-corrections are primarily determined
by the shape of the SN continuum. Two main color-adjustment techniques are in use.
Nugent et al. (2002) use the CCM extinction law (Cardelli et al. 1989) to match a single
color, spanning the two bands around the spectral region of interest. Others, including
Hsiao et al. (2007), have suggested that a multi-color adjustment process results in a better
match between the template and the actual SED, and therefore yield more accurate K-
corrections compared to those made with a single-color adjustment.
However, if the single color is chosen carefully so that it spans the filter for which the
magnitude is needed, there is a minimal difference between the results of the two techniques
(see Hsiao et al. 2007; Figure 9). Analysis pipelines such as SNANA (Kessler et al. 2009b)
use the single-color method because it is simpler to implement. In our case, we opt for the
single-color CCM adjustment technique to enable the inclusion of S-corrections calculated
from observed spectra. Very few observed spectra span a wavelength range that permits even
a two-color adjustment. We have implemented a color selection mechanism similar to that
described by Kessler et al. (2009a) to ensure that we are using the best color for a given filter
and redshift. Tests have been done to check consistency between our CCM implementation
and multi-color adjustment techniques. No differences have been detected for this work;
therefore, our choice of color-matching is not a significant source of systematic error.
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2.6.4. Interpolation
Based on our relatively small SN sample dominated by peculiars, and on our desire to
minimize the possibility of bias in the u-band, it was decided to use a spline interpolation
to transfer CSP magnitudes to the dates of the SDSS-II observations.
The main drawback to this choice is the potential for introducing extra scatter in the
magnitude difference results. For SNe with relatively large time gaps between data points,
or relatively fast changes in light-curve shape, splines may systematically under or over-
estimate magnitudes. We expect this effect to be largest in the i-band, due to the rapid
changes in magnitude associated with the light curve secondary maximum. MLCS fits to i
were considered, but found to also have trouble reproducing fluxes in this region. Since the
magnitude of the secondary maximum is not well-correlated with width-luminosity param-
eters (see for example Folatelli et al. 2010), it is likely that any current model would have
similar difficulties. As a precaution, our data set excluded those CSP epochs for which the
nearest SDSS epoch was more than 2 rest-frame days away.
Simulations were used to test the effects of our interpolation scheme on magnitude
residuals and scatter. A set of 500 low redshift (z <= 0.08) SNe were simulated with a simple
stretch- and color-based spectral model in SNANA. Since the main goal of this simulation was
to test the impact of the observing cadence on interpolation uncertainties, a reasonable
approximation of a SN Ia light curve was adequate. The simulations were produced with a
cadence of 1 observer-frame day. From this pool of “perfect” SNe light curves, a redshift-
weighted ”match” was randomly chosen for each SN in our sample (excluding peculiars).
The cadences of the observed data were used to create “SDSS” and “CSP” sub-sets of the
simulated light curve. Finally, the “SDSS” simulation was splined onto the CSP observation
dates, and the interpolations compared to the “CSP”data. A total of 200 realizations of
the data set were obtained and analyzed for each filter. The same cuts were applied to
the simulations as to the real data. In all cases, shifts to the mean CSP-SDSS magnitude
difference due to our interpolation scheme were less than 0.006 magnitudes. These shifts are
reported in the fourth row of Table 4, and are included as systematic uncertainties.
3. Results
Plots of the light curves of the SNe Ia in our sample are shown in the left panels of Figures
2 – 10. The plotted magnitudes are all in the SDSS photometric system. Photometric
data used in these calculations are compiled in Tables 8–11. Magnitude residuals passing
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quality cuts have been plotted on the right hand panels of Figures 2 – 10 (quality cuts
have been described in section §2.5). Two sets of error bars have been used to differentiate
between uncertainty with and without calibration star disagreement. It should be noted
that only some of the residuals displayed in the right hand panels of Figures 2 – 10 have
been included in the data analysis. In particular, none of the template-corrected magnitudes
for the spectroscopic peculiars SN 2005gj, SN 2005hj, or SN 2005hk were included. These
points have been displayed in the figures to illustrate the differences between template and
observed spectrum S-corrections. Because specialized templates were used for fast-decliners
SN 2007jh and SN 2007mm, their template-corrected magnitudes have been included in the
data analysis.
Two separate methods were used to obtain mean magnitude differences for each filter.
First, all data for a given filter was pooled and ugri magnitude residual weighted means and
standard deviations were calculated. These results are listed in Table 6. Second, individual
SN mean magnitude residuals were calculated, then these values were combined. Figure 11
shows the SN-by-SN mean magnitude residuals as a function of filter, and the combined
mean magnitude residuals are given in Table 7. The first method measures the typical
difference and scatter in the difference for a single photometry measurement in a given filter.
The second method quantifies the typical difference and scatter in the difference for any one
supernova.
For the u, g, and i filters, these two methods give consistent agreement estimates. Two of
the four mean magnitude differences, u and g, are consistent with zero – indicating agreement
between the CSP and SDSS data sets – at the 1-2σ level. From this agreement, we conclude
that the likelihood of significant systematic error is small in these bands. The rms error in
g is also fairly small: 68% of individual photometry observations in g agree at better than
0.043 magnitudes, and 68% of individual SNe will have mean photometry agreeing within
0.028 magnitudes. The u band scatter is quite a bit larger, with an individual data point
having a 68% chance of agreeing within 0.077 magnitudes. The four SNe in our sample
with 3 or more data points have an rms scatter of 0.038 magnitudes. In the i band, we
observe an overall systematic offset of -0.011 magnitudes, inconsistent with zero at the 2.2
σ level. The scatter around this value is slightly larger than in g, with an point-by-point
rms of 0.050 magnitudes, and a SN by SN rms of 0.032 magnitudes. Finally, the r band
gives slightly inconsistent results between point-by-point or SN-by-SN measurements. Based
on the SN-by-SN measurements shown in Table 7 and Figure 11, it appears that there is
a slight systematic difference of 0.011 magnitudes between CSP and SDSS observations in
this filter. The point-by-point calculation is pulled lower by some severe outlier points in
SN 2007mm, which will be discussed in more detail in section §4.1.
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Absolute magnitude differences in all bands, including u, are at or below 0.012 mag,
regardless of the method used to compute them. In all cases magnitude differences are com-
parable to or smaller than the systematic uncertainties listed in Table 4. The rms mean
scatter scales roughly as one would expect, given uncertainties from photometry, interpola-
tion, and template mismatch. For the pooled filter averages, we also calculate the scatter in
units of the error 7. If our uncertainties are gaussian and correctly estimated, bias should fol-
low a gaussian distribution, and should therefore have a standard deviation consistent with
one. For the u and g bands, this is the case, indicating that the uncertainties are reasonable.
The r and i band show slightly larger scatter, but in general are consistent.
To study our residuals in greater detail, we plot them as a function of phase, as shown in
the left hand panels of Figure 12. For the u and g bands, outliers are randomly distributed
among SNe. For instance, in the g band, there are 5 data points with residual magnitudes
larger than ± 0.1, belonging to four different supernovae. The phases of these points are
fairly evenly distributed across the observed range of -10 to 40 rest frame days. This is less
the case with the r band where four of the five residuals larger than 0.08 mags belong to the
same supernova, SN 2007jg, and are at predominantly late times, phases larger than 30. In
i, there appears to be a slight trend in the residual as a function of phase. A closer look at
the individual SNe reveals that SN 2005hc, SN 2005hk, SN 2007jg, and SN 2007mmall show
signs of residual magnitude increasing as a function of phase, particularly between phases
-10 to 5. However, a fit to the residual shows no significant correlation. The right hand
panels of Figure 12 demonstrate that all residual distributions are reasonably gaussian.
4. Discussion and Conclusions
In this work we have chosen to make a direct comparison of the absolute flux calibrations
of the CSP and SDSS supernova surveys. This comparison is particularly interesting with
respect to the observer frame u band, where such direct absolute flux measurements are rare,
and the potential impact on cosmology results is significant. By opting for a quantitative
comparison of actual SN Ia observations, we are including all possible effects that could
influence agreement of SN Ia flux measurements: calibration differences, pipeline differences,
S-correction differences, and template selection. These are the very same effects that will be
present when this data is used for light curve fitting or light curve training. In this sense
the comparison is more realistic than a calibration star analysis. On the other hand, the
7To be precise, for the weighted average we calculate a chi-squared value rather than the bias standard
deviation, but functionally they amount to the same thing.
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sample size available to us is very small (especially in the u-band), and the results of all of
these effects are mingled. This makes it difficult for us to attribute the observed scatter in
u (0.038 magnitudes from supernova to supernova) to any single source.
We can speculate as to the origins of the scatter. For instance, the well-observed Branch-
normal SN 2005hc was located on the overlap between the SDSS-II N and S data strips, and
shows a systematic offset in SDSS magnitudes between these two sets of data. SN 2007jg, also
a Branch-normal, had a large gap in SDSS observations near peak, and may be more likely
than the rest to suffer from interpolation errors. The remaining two SNe, SN 2005hk and
SN 2005hj, are both spectroscopic peculiars for which no observed u-band spectra are avail-
able to evaluate the suitability of the template. However, to convincingly disentangle these
effects would require either a larger sample size or a selection of observed spectra for each
supernova spanning at least the 3000 to 6000 Angstrom wavelength range in the supernova
rest frame.
In the gri bands for which more data and more observed spectra are available, agreement
is more convincing. As shown in Figure 11, the majority of the SNe cluster at similar
magnitude offsets in each filter, well within the expected systematic uncertainty limits we
have quantified in Table 4. Even so, there are one or two outliers in each band which merit
discussion.
4.1. Outlier SNe in gri
As Figure 11 makes clear, several SNe have photometry which disagree badly in the g,
r, or i-bands. The object SN 2007mm has a mean magnitude difference of approximately
-0.07 mags in both g and r. With the exception of a ten-day gap in SDSS g-band coverage,
it is well-enough sampled by both groups that interpolation errors should not be a problem.
Based on a single early-time spectrum and the overall color evolution of this object, we
have tentatively classified it as 1991-bg like, and used the Nugent 1991bg templates for its
S-corrections. No observed spectra were available with which to check the S-corrections.
The other fast-decliner in our sample, SN 2007jh, is an outlier in i. Unlike SN 2007mm,
SN 2007jh does have a large gap in SDSS observations around peak B-band maximum which
could possibly impact interpolated data points at the edges of the gap. This appears to
be the case for the g-band point at rest-frame epoch 13, where both the template and
the observed-spectrum S-corrected CSP photometry disagree with their SDSS counterpart.
However, problems in i are not solely due to interpolation difficulties. As shown in the left-
hand panel of Figure 9, CSP and SDSS both observed this object near rest frame epochs
-1.5 and 25.3, and in neither case is a good agreement between S-corrected CSP photometry
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and SDSS photometry obtained. Although these two objects are the faintest in our data
set, the pattern of magnitude differences observed is inconsistent with CSP-SDSS galaxy
subtraction differences. Therefore, we conclude that the most likely cause for the observed g
and r discrepancy with SN 2007mm and i discrepancy with SN 2007jh is template mismatch.
Another outlier seen in the i-band is SN 2007jg. As with SN 2007jh, there are sev-
eral points observed simultaneously by both groups whose photometry differs even after
S-correction, suggesting that interpolation is not the source of the discrepancy. The good
agreement between SN 2007jg photometry when an observed spectrum is used suggests that
the observed i disagreement results from template mismatch. Finally, some mention should
be given to SN 2005ir which shows quite a large mean magnitude disagreement in g-band.
This supernova has the highest redshift of any of our sample, and is situated near the core of
its host galaxy.The pattern of magnitude disagreement with rest frame epoch is suggestive
of a galaxy subtraction difference between the two groups.
4.2. Stellar calibration and SN 2005hc
In order to achieve a somewhat normal distribution of outliers, it was necessary to
take into consideration the individual objects’ calibration star differences. Calibration star
discrepancies were largest in u, but were instrumental in reducing outliers in g and i as well.
SN 2005ku was found to have especially poor calibration star agreement. A full analysis of
the calibration stars is beyond the scope of this work. A joint effort between the SDSS and
SNLS collaborations includes an in-depth analysis of the those two surveys’ inter-calibration,
and will address in detail the discrepancies observed in the SDSS photometry and the fixes
that have been deployed.
As mentioned earlier in this work, the SDSS-II Supernova Survey suffers from flat-
fielding issues which have necessitated declination-dependent corrections to the photometry.
Particularly affected by these flat-fielding problems were objects located on the overlap
between the SDSS-II N and S data strips such as SN 2005hc. This Branch-normal object
was very well-observed by both the SDSS and the CSP, makes up a large percentage of our
data set, and continues to be over-represented in individual two and three sigma outlier data
points, particularly in the u and i bands.
The effects of the combination of photometry taken on two separate CCD’s on alter-
nating observation passes can be seen in Figure 3. The SDSS photometry for this object
shows a stair-step effect in all four bands, with the magnitude difference between the two
sets of observations varying as a function of epoch. It appears that one set of observations
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agrees better with the CSP measurements than the other. Since this object makes up 25%
of our data sample, we chose not to eliminate it, and minimized the effects of the offset by
interpolating the CSP rather than SDSS data. The calculation of S-correction difference
information from observed spectra requires interpolating both sets of photometry. Thus,
interpolation difficulties with the SDSS data are the likely cause of the large discrepancy of
the single observed spectrum data point in i.
4.3. Conclusions
Using SN Ia photometry, spectra, and templates, we have checked the consistency of
CSP and SDSS SN Ia data. Overall, our analysis gives results well in line with expectations:
in gri bands, we obtain photometry agreement at or below the 1% level in flux with typical
epoch-to-epoch scatter no greater than 0.05 magnitudes. These results serve as a sanity
check on our comparison technique. In the u-band, we also find observations of the CSP and
SDSS to be consistent, and to agree to better than 1% in flux. At 0.077 magnitudes, the
rms scatter on individual observations is larger than in the gri bands, but is consistent with
the correspondingly larger template - spectrum S-correction uncertainty. However, at 0.038
magnitudes, supernova to supernova scatter is fairly large in the u band and our sample size
is small, making it difficult to disentangle calibration, pipeline, and S-correction differences.
Applying a conservative interpretation, we conclude that systematic offsets in observer frame
u are equal to or less than 0.04 magnitudes, smaller than the uncertainties currently being
added to light curve fitters such as SALT2, and a promising result for ground-based observer
frame u.
Through simulations and use of catalog spectra, we were able to quantify the biases in-
troduced into our analysis by interpolation and the use of templates for S-corrections. These
biases were found to be small in comparison with calibration systematics. Uncertainties due
to template use were also estimated and included in our error models. Based on a selection of
SUSPECT database spectra chosen to match our sample, we found that template-spectrum
mismatch was much higher for the u band (0.055 magnitudes) than in gr and i ( 0.012 -
0.017 magnitudes). Therefore, more observed spectra covering the rest-frame u band would
be required to improve this measurement.
Finally, two key points should be emphasized. First, our data set was small, and we were
therefore obliged to include SNe that we might otherwise have chosen to cut. Five of the nine
SNe in our sample are spectroscopic peculiars. For three of these, SN 2005gj, SN 2005hj, and
SN 2005hk, we had at least some usable observed spectra, and we chose to use only this data
for our gri sample. For others, particularly the fast-decliners SN 2007jh and SN 2007mm, we
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made use of specialized templates. None of the available observed spectra covered the rest
frame u band. As a result, all of our u-band S-corrections rely on color-corrected templates.
A sixth object in our data set, SN 2005hc, sat on the overlap between the SDSS-II N and
S data strips, and shows a systematic offset in magnitudes between these two sets of data.
Second, by using a direct comparison of supernova observations to calculate the absolute
flux calibration of these two surveys, we are tacitly comparing two separate pipelines, with
different photometric methods and different host galaxy subtractions. These confounding
factors may be muddying the picture.
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Table 1. Spectroscopically confirmed overlap SNe Ia
SDSS-II ID SN IAU name za Bmax, MJD ∆m15 MWG Av
b CSP phot. version peculiar
4524 2005gj 0.0616 53658.0 · · · 0.312 Prieto et al. yesc
5944 2005hc 0.0459 53666.6 0.85 0.092 Contreras et al.
6558 2005hj 0.0574 53673.9 0.72 0.121 Stritzinger et al. yesd
7876 2005ir 0.0764 53684.3 0.84 0.095 Contreras et al.
8151 2005hk 0.0131 53684.8 · · · 0.077 Phillips et al. yese
10805 2005ku 0.0455 53697.7 1.02 0.095 Stritzinger et al.
17784 2007jg 0.0371 54367.0 1.17 0.330 Stritzinger et al.
17886 2007jh 0.0401 54366.0 1.77 0.321 Stritzinger et al. yesf
18890 2007mm 0.0664 54392.2 1.91 0.113 Stritzinger et al. yesg
aRedshifts are in heliocentric frame.
bTaken from Schlegel, Finkbeiner, & Davis (1998) dust maps.
cSN 2002ic-like.
dSN 2005-hj like.
eSN 2002cx-like.
fSN 1986-G like.
gSN 1991-bg like.
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Table 2. AB offsets for the SDSS and CSP photometric systems
u g r i
SDSS −0.069 ± 0.005 0.021 ± 0.004 0.005 ± 0.004 0.018 ± 0.009
CSP −0.050 ± 0.017 −0.017 ± 0.009 −0.005 ± 0.017 0.002 ± 0.017
Note. — As pointed out in Holtzman et al. (2008), the SDSS AB offsets are
derived by comparing native and synthetic AB magnitudes of the solar analog
stars P330E, P177D, and P041C. CSP AB offsets are obtained by comparing
native and synthetic AB magnitudes of the CALSPEC standard BD+17◦4708,
and are consistent with zeropoints published in Contreras et al. (2010).
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Table 3. CSP SDSS-II Calibration Star Comparison
SN avg∆u avg∆g avg∆r avg∆i
SN 2005gj 0.014(49), 9 -0.005(31), 13 -0.008(33), 13 -0.016(57), 13
SN 2005hc -0.041(12), 2 -0.065(104), 3 -0.028(52), 3 -0.010(40), 3
SN 2005hj -0.093(119), 4 0.024(11), 8 0.009(12), 8 0.024(42), 8
SN 2005ir -0.014(58), 7 0.019(30), 14 0.015(14), 14 0.017(16), 14
SN 2005hk -0.005(46), 12 0.018(15), 15 0.019(10), 15 0.019(14), 15
SN 2005ku 0.212(764), 3 -0.017(297), 7 0.070(105), 7 0.085(78), 7
SN 2007jg 0.018(58), 8 -0.012(26), 11 -0.016(17), 11 -0.021(66), 11
SN 2007jh 0.069(68), 8 -0.037(20), 11 -0.019(20), 11 -0.003(16), 11
SN 2007mm 0.093(18), 4 0.009(46), 8 -0.0002(40), 8 0.005(61), 8
Note. — CSP stellar magnitudes have been transformed into the SDSS-II
photometric system, compared with the SDSS-II magnitudes, and agreement
statistics for each SN calculated. The numbers in parentheses are the rms
differences given in units of thousandths of magnitudes, followed by the number
of stars in common for the listed SN and band. SN 2005ku stands out as having
especially poor agreement, with CSP calibration stars appearing dimmer than
SDSS calibration stars by 0.2 magnitudes in the u bandpass. Based on this
evidence, SN 2005ku has been omitted from our analysis .
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Table 4. Systematic Errors affecting synthetic CSP magnitudes
source of uncertainty u g r i
AB Offset Uncertainties 0.018 0.010 0.017 0.019
SDSS Absolute Flux Calibration 0.006 0.009 0.003 0.004
S-Correction Template 0.012 0.005 0.000 0.001
Interpolation 0.006 0.001 0.005 0.002
Total 0.023 0.014 0.018 0.020
Note. — This table summarizes sources and magnitudes of sys-
tematic errors introduced by placing CSP and SDSS photometry
on a single system. In the first row, CSP and SDSS AB offset un-
certainties have been combined by addition in quadrature. Row
two shows the difference in SDSS magnitude that would be ob-
tained were the absolute flux calibration to be tied to BD+17◦4708
rather than Solar Analogs. Row three gives estimates of magni-
tude differences due to the use of templates rather than spectra in
S-correction calculations. Row four gives uncertainty in the mean
due to interpolation biases. For more information, see sections
§2.1, §2.2, and §2.6.
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Table 5. SN Ia Used For S-Correction Uncertainty Estimation
SN IAU name peculiar reference phases used
u-band comparison
1960R · Blaylock et al. (2000) 29
1981B HVG Branch et al. (1983) 0
1994D · Patat et al. (1996) −11, −4, 24
1996X · Salvo et al. (2001) 0, 1, 7, 56, 57, 87
1999ee · Hamuy et al. (2002) −11
2002bo HVG Benetti et al. (2004) 4, 43
2004dt HVG Altavilla et al. (2007) −9, −7, −6, −4, 2, 3, 4, 10, 14
2004eo IVG Pastorello et al. (2007a) −3, 2
2005cf · Pastorello et al. (2007b) −8, −7, −6, −3, −2, −1, 5
gri-band comparison
1994D · Patat et al. (1996) −5, −4, −2, 2, 4, 10, 11, 24, 26, 50, 76
1998bu · Cappellaro et al. (2001) 10
2002bo HVG Benetti et al. (2004) −4, −3, −2, −1, 4, 28, 38
2002er · Kotak et al. (2005) −8 - 0, 2, 4, 5, 10, 12, 13, 16, 17,20, 34
2003cg · Elias-Rosa et al. (2006) −8, −7, −6, −5, −1, 1, 12, 16,26, 43
2003du · Stanishev et al. (2007) −11, −7, −5, −3, −2, 1, 2, 3,4, 6,
9, 10, 13, 17, 21, 24, 34, 37, 39, 51, 63, 72
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Table 6. Magnitude agreement statistics: pooled data
residual
band N mean [mags] scatter[mags] scatter[σ]
u 32 0.001 ± 0.014 0.077 1.01
g 62 -0.002 ± 0.006 0.043 0.97
r 60 -0.002 ± 0.005 0.049 1.24
i 59 -0.011 ± 0.005 0.050 1.32
Note. — Residual is defined as CSP magnitude minus
interpolated SDSS magnitude. CSP magnitudes have been
S-corrected onto the SDSS photometric system. Residual
mean and scatter have been calculated using the inverse
variance as weight. To test gaussianity of the statistical
errors, we have also calculated the scatter in units of the
error ≡ ∆m/δm. If errors are random, we expect this
quantity to be 1.
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Table 7. Magnitude agreement statistics: SN data
residual
band SNe mean [mags] scatter[mags]
u 4 -0.008 ± 0.016 0.038
g 7 -0.002 ± 0.006 0.028
r 6 0.011 ± 0.005 0.025
i 7 -0.012 ± 0.005 0.032
Note. — Residual is defined as CSP magni-
tude minus interpolated SDSS magnitude. CSP
magnitudes have been S-corrected onto the
SDSS photometric system. Residual mean and
scatter have been calculated using the inverse
variance as weight.
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Table 8. Magnitude data - u band
IAU MJD CSP(SDSS) SDSS(native)
2005hc 53663.3 17.9470(0.020) 17.9860(0.029)
2005hc 53664.4 17.9538(0.017) 17.9470(0.035)
2005hc 53665.4 17.9856(0.013) 18.0170(0.027)
2005hc 53666.4 17.9823(0.019) 17.9590(0.022)
2005hc 53668.3 18.0659(0.015) 18.0940(0.021)
2005hc 53669.3 18.1445(0.013) 18.1950(0.026)
2005hc 53669.4 18.1535(0.013) 18.1920(0.022)
2005hc 53670.3 18.2385(0.013) 18.2250(0.025)
2005hc 53671.4 18.3337(0.017) 18.4010(0.045)
2005hc 53673.3 18.4868(0.017) 18.4970(0.032)
2005hc 53674.3 18.5788(0.014) 18.6490(0.024)
2005hc 53675.3 18.6767(0.019) 18.7450(0.027)
2005hc 53676.4 18.7829(0.028) 19.0670(0.037)
2005ir 53684.2 19.1805(0.039) 19.2437(0.056)
2007jg 54363.3 18.7860(0.026) 18.7620(0.025)
2007jg 54364.4 18.7633(0.028) 18.7057(0.028)
2007jg 54376.3 19.8565(0.051) 19.7794(0.051)
2005hj 53671.4 18.1984(0.023) 18.2260(0.029)
2005hj 53674.3 18.2949(0.020) 18.3160(0.023)
2005hj 53676.4 18.4235(0.044) 18.5190(0.026)
2005hk 53675.1 16.8820(0.013) 16.8131(0.015)
2005hk 53677.1 16.5532(0.012) 16.5634(0.015)
2005hk 53682.1 16.4040(0.012) 16.4085(0.032)
2005hk 53683.1 16.4199(0.015) 16.4274(0.029)
2005hk 53684.1 16.4741(0.015) 16.4612(0.025)
2005hk 53687.1 16.6917(0.018) 16.7027(0.038)
2005hk 53698.1 18.5853(0.037) 18.5868(0.020)
2005hk 53699.1 18.9310(0.052) 18.7850(0.025)
2005hk 53702.1 19.3411(0.064) 19.2887(0.041)
Note. — ∆S values used in this analysis may be calcu-
lated directly from the table data by taking the difference of
the CSP and SDSS magnitudes. To account for spectrum-
template mismatch uncertainties, an extra uncertainty of
0.038 magnitudes should be combined in quadrature with
the photometric uncertainties given here.
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Table 9. Magnitude data - g band
IAU MJD CSP(SDSS) SDSS(native) spectrum(1=yes)
2005hc 53663.3 17.3418(0.007) 17.3340(0.013) 0
2005hc 53664.4 17.3041(0.007) 17.3210(0.007) 0
2005hc 53665.4 17.2714(0.006) 17.2780(0.020) 0
2005hc 53666.4 17.2490(0.008) 17.2920(0.014) 0
2005hc 53668.3 17.2740(0.006) 17.2590(0.035) 0
2005hc 53669.3 17.3012(0.005) 17.3130(0.015) 0
2005hc 53669.4 17.3040(0.005) 17.3140(0.010) 0
2005hc 53670.3 17.3283(0.006) 17.3110(0.014) 0
2005hc 53671.4 17.3610(0.007) 17.3740(0.011) 0
2005hc 53673.3 17.4444(0.008) 17.4290(0.013) 0
2005hc 53674.3 17.4975(0.006) 17.5120(0.012) 0
2005hc 53675.3 17.5558(0.008) 17.5610(0.011) 0
2005hc 53676.4 17.6242(0.012) 17.6090(0.016) 0
2005hc 53680.3 17.9094(0.040) 17.9380(0.013) 0
2005hc 53681.4 17.9970(0.039) 18.0150(0.007) 0
2005hc 53684.3 18.2722(0.013) 18.3430(0.026) 0
2005hc 53686.3 18.4494(0.019) 18.4600(0.015) 0
2005hc 53687.4 18.5501(0.022) 18.4660(0.047) 0
2005hc 53693.3 19.0469(0.021) 19.0660(0.024) 0
2005hc 53697.3 19.3663(0.014) 19.3460(0.019) 0
2005hc 53698.3 19.4643(0.014) 19.4570(0.021) 0
2005hc 53700.3 19.6331(0.013) 19.5760(0.017) 0
2005hc 53704.3 19.8622(0.020) 19.7980(0.020) 0
2005ir 53682.1 18.4005(0.016) 18.3917(0.016) 0
2005ir 53684.2 18.3855(0.013) 18.3708(0.014) 0
2005ir 53694.2 18.7716(0.018) 18.7213(0.022) 0
2005ir 53695.2 18.9059(0.024) 18.7907(0.018) 0
2005ir 53698.1 19.0582(0.014) 19.0233(0.014) 0
2005ir 53703.2 19.5733(0.023) 19.4549(0.014) 0
2005ku 53699.1 17.6318(0.013) 17.5850(0.030) 0
2007jg 54376.5 18.0142(0.006) 18.0340(0.023) 0
2007jg 54382.5 18.6406(0.011) 18.6820(0.018) 0
2007jg 54385.5 18.9678(0.013) 18.9700(0.018) 0
2007jg 54391.5 19.5170(0.031) 19.4880(0.026) 0
2007jg 54394.5 19.7368(0.022) 19.7500(0.041) 0
2007jg 54396.5 19.8277(0.047) 19.9100(0.035) 0
2007jg 54411.3 20.5750(0.033) 20.5990(0.030) 0
2007jg 54413.4 20.6624(0.059) 20.5600(0.047) 0
2007jg 54415.4 20.6805(0.046) 20.5990(0.027) 0
2007jg 54418.4 20.6964(0.059) 20.6800(0.039) 0
2007jg 54422.4 20.7014(0.052) 20.6830(0.034) 0
2007jh 54364.4 18.4714(0.011) 18.5278(0.008) 0
2007jh 54380.4 20.0991(0.026) 19.9968(0.035) 0
2007jh 54392.4 20.9677(0.065) 21.0601(0.047) 0
2007mm 54385.2 20.2828(0.028) 20.4044(0.033) 0
2007mm 54392.2 19.6799(0.015) 19.7425(0.030) 0
2007mm 54394.2 19.6984(0.019) 19.7518(0.029) 0
2007mm 54395.1 19.7796(0.024) 19.8230(0.037) 0
2007mm 54409.2 21.5620(0.045) 21.6200(0.049) 0
2005hc 53665.0 17.2857(0.007) 17.2912(0.015) 1
2005hc 53667.0 17.2582(0.009) 17.2821(0.025) 1
2007jg 54384.0 18.8091(0.009) 18.8353(0.016) 1
2007jg 54389.0 19.2766(0.033) 19.2733(0.024) 1
2007jg 54393.0 19.6526(0.021) 19.6252(0.032) 1
2007jh 54380.4 20.0876(0.027) 19.9969(0.034) 1
2005gj 53699.0 17.8867(0.010) 17.9020(0.011) 1
2005hk 53677.2 16.3364(0.006) 16.3616(0.005) 1
2005hk 53678.2 16.1808(0.007) 16.1949(0.008) 1
2005hk 53680.3 15.9741(0.011) 15.9594(0.006) 1
2005hk 53684.0 15.7797(0.006) 15.7907(0.012) 1
2005hk 53697.2 16.7410(0.008) 16.7724(0.016) 1
2005hk 53699.1 16.9971(0.006) 16.9940(0.015) 1
Note. — ∆S values used in this analysis may be calculated by taking the differ-
ence of the CSP and SDSS magnitudes, and combining an extra 0.013 magnitudes
in quadrature with the given uncertainties, to account for template-spectrum mis-
match uncertainties.
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Table 10. Magnitude data - r band
IAU MJD CSP(SDSS) SDSS(native) spectrum(1=yes)
2005hc 53663.3 17.4912(0.010) 17.4990(0.010) 0
2005hc 53664.4 17.4371(0.009) 17.4490(0.013) 0
2005hc 53665.4 17.3927(0.007) 17.4760(0.022) 0
2005hc 53666.4 17.3672(0.008) 17.3530(0.013) 0
2005hc 53668.3 17.3506(0.007) 17.3530(0.023) 0
2005hc 53669.3 17.3483(0.006) 17.3970(0.012) 0
2005hc 53669.4 17.3480(0.006) 17.3520(0.016) 0
2005hc 53673.3 17.4282(0.009) 17.4120(0.007) 0
2005hc 53674.3 17.4665(0.007) 17.5010(0.013) 0
2005hc 53675.3 17.5063(0.009) 17.5080(0.025) 0
2005hc 53676.4 17.5545(0.013) 17.6140(0.008) 0
2005hc 53680.3 17.7597(0.025) 17.7840(0.007) 0
2005hc 53681.4 17.8203(0.024) 17.8470(0.006) 0
2005hc 53684.3 17.9885(0.011) 18.0000(0.018) 0
2005hc 53686.3 18.0456(0.014) 18.0570(0.012) 0
2005hc 53687.4 18.0594(0.016) 18.0010(0.039) 0
2005hc 53693.3 18.1736(0.013) 18.2090(0.028) 0
2005hc 53697.3 18.3245(0.009) 18.3420(0.019) 0
2005hc 53698.3 18.3672(0.010) 18.3740(0.029) 0
2005hc 53700.3 18.4720(0.010) 18.4980(0.012) 0
2005hc 53704.3 18.7164(0.014) 18.7360(0.019) 0
2005ir 53682.1 18.5120(0.022) 18.4856(0.013) 0
2005ir 53684.2 18.4458(0.015) 18.4201(0.013) 0
2005ir 53694.2 18.5608(0.015) 18.5783(0.017) 0
2005ir 53695.2 18.6981(0.021) 18.6293(0.015) 0
2005ir 53698.1 18.7881(0.016) 18.7951(0.013) 0
2005ir 53703.2 19.0699(0.020) 19.0249(0.017) 0
2005ku 53699.1 17.5999(0.016) 17.5379(0.009) 0
2007jg 54376.5 17.8088(0.009) 17.8150(0.009) 0
2007jg 54382.5 18.1906(0.015) 18.1710(0.017) 0
2007jg 54385.5 18.2596(0.017) 18.2350(0.020) 0
2007jg 54391.5 18.3493(0.022) 18.3900(0.021) 0
2007jg 54394.5 18.5428(0.018) 18.5380(0.022) 0
2007jg 54396.5 18.6699(0.018) 18.7020(0.021) 0
2007jg 54402.5 19.0779(0.024) 19.1280(0.029) 0
2007jg 54411.3 19.5144(0.035) 19.4590(0.031) 0
2007jg 54415.4 19.6723(0.042) 19.4860(0.017) 0
2007jg 54417.4 19.7573(0.039) 19.6040(0.044) 0
2007jg 54418.4 19.8032(0.037) 19.6570(0.027) 0
2007jg 54422.4 19.8705(0.040) 19.7610(0.030) 0
2007jg 54424.3 19.8735(0.054) 19.8340(0.028) 0
2007jh 54364.4 18.3229(0.016) 18.2965(0.008) 0
2007jh 54380.4 18.8176(0.035) 18.8008(0.024) 0
2007jh 54392.4 19.6852(0.042) 19.7335(0.031) 0
2007jh 54394.3 19.7882(0.046) 19.7882(0.039) 0
2007jh 54395.4 19.9599(0.046) 19.8144(0.040) 0
2007mm 54385.2 20.1710(0.039) 20.2331(0.026) 0
2007mm 54392.2 19.3080(0.016) 19.3185(0.045) 0
2007mm 54394.2 19.2470(0.019) 19.3214(0.030) 0
2007mm 54395.1 19.1608(0.020) 19.3478(0.039) 0
2007mm 54400.2 19.4571(0.054) 19.5616(0.049) 0
2007mm 54403.2 19.7147(0.022) 19.7641(0.047) 0
2007mm 54409.2 20.2400(0.023) 20.2895(0.023) 0
2007mm 54418.2 20.9156(0.056) 20.9182(0.047) 0
2005hc 53701.0 18.5340(0.010) 18.5478(0.017) 1
2007jg 54389.0 18.2992(0.028) 18.2892(0.021) 1
2007jh 54380.4 18.8293(0.031) 18.8028(0.023) 1
2005gj 53699.0 17.2536(0.009) 17.2639(0.006) 1
2005hk 53678.2 16.2680(0.007) 16.2907(0.008) 1
2005hk 53680.3 16.0621(0.012) 16.0522(0.005) 1
2005hk 53684.0 15.8228(0.008) 15.8036(0.011) 1
Note. — ∆S values used in this analysis may be calculated by taking the differ-
ence of the CSP and SDSS magnitudes, and combining an extra 0.009 magnitudes
in quadrature with the given uncertainties, to account for template-spectrum mis-
match uncertainties.
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Table 11. Magnitude data - i band
IAU MJD CSP(SDSS) SDSS(native) spectrum(1=yes)
2005hc 53664.4 17.9096(0.011) 17.8780(0.019) 0
2005hc 53665.4 17.9195(0.009) 17.9680(0.015) 0
2005hc 53666.4 17.9015(0.012) 17.9340(0.011) 0
2005hc 53668.3 17.9325(0.010) 17.9770(0.020) 0
2005hc 53669.3 17.9552(0.008) 17.9910(0.015) 0
2005hc 53669.4 17.9568(0.008) 17.9530(0.018) 0
2005hc 53670.3 17.9669(0.011) 18.0080(0.024) 0
2005hc 53671.4 17.9781(0.013) 18.0410(0.021) 0
2005hc 53673.3 18.0288(0.014) 18.0530(0.010) 0
2005hc 53674.3 18.0753(0.012) 18.0990(0.012) 0
2005hc 53675.3 18.1325(0.014) 18.1450(0.014) 0
2005hc 53676.4 18.2021(0.026) 18.2490(0.011) 0
2005hc 53684.3 18.6690(0.016) 18.7390(0.028) 0
2005hc 53686.3 18.6669(0.022) 18.6570(0.027) 0
2005hc 53693.3 18.5743(0.016) 18.5600(0.020) 0
2005hc 53697.3 18.5252(0.013) 18.6170(0.021) 0
2005hc 53698.3 18.5173(0.016) 18.5080(0.038) 0
2005hc 53700.3 18.5578(0.016) 18.6230(0.017) 0
2005hc 53704.3 18.7922(0.019) 18.7630(0.025) 0
2005ir 53682.1 18.8816(0.049) 18.8316(0.024) 0
2005ir 53684.2 18.7843(0.023) 18.8533(0.024) 0
2005ir 53694.2 19.1188(0.030) 19.0689(0.019) 0
2005ir 53695.2 19.1819(0.025) 19.1578(0.018) 0
2005ir 53698.1 19.4412(0.038) 19.4467(0.026) 0
2005ku 53699.1 18.0034(0.022) 17.9897(0.024) 0
2007jg 54363.3 17.9352(0.017) 17.9743(0.020) 0
2007jg 54364.4 17.9596(0.021) 17.9978(0.020) 0
2007jg 54376.3 18.5998(0.026) 18.5276(0.012) 0
2007jg 54378.4 18.7409(0.033) 18.6534(0.012) 0
2007jg 54383.3 18.8369(0.037) 18.7547(0.012) 0
2007jg 54385.4 18.8559(0.040) 18.6956(0.012) 0
2007jg 54392.3 18.6087(0.028) 18.5657(0.033) 0
2007jg 54397.2 18.7282(0.026) 18.7050(0.032) 0
2007jg 54403.3 19.2684(0.039) 19.1936(0.032) 0
2007jg 54411.3 19.7462(0.054) 19.6081(0.025) 0
2007jh 54364.4 18.5514(0.034) 18.4944(0.013) 0
2007jh 54380.4 18.8483(0.023) 18.7984(0.020) 0
2007jh 54392.4 19.6366(0.059) 19.5835(0.031) 0
2007jh 54394.3 19.7361(0.046) 19.6203(0.045) 0
2007jh 54395.4 19.7462(0.062) 19.6713(0.044) 0
2007mm 54385.2 20.1100(0.057) 20.2173(0.030) 0
2007mm 54392.2 19.4221(0.018) 19.5101(0.038) 0
2007mm 54394.2 19.3601(0.021) 19.4240(0.036) 0
2007mm 54395.1 19.3341(0.025) 19.4055(0.044) 0
2007mm 54400.2 19.4877(0.041) 19.5024(0.036) 0
2007mm 54403.2 19.6725(0.024) 19.6163(0.032) 0
2007mm 54409.2 19.9729(0.027) 19.9563(0.024) 0
2005hc 53701.0 18.5667(0.014) 18.6656(0.023) 1
2007jg 54389.0 18.5739(0.053) 18.6181(0.022) 1
2005hj 53675.0 18.3083(0.013) 18.3105(0.009) 1
2005hj 53677.0 18.3595(0.026) 18.3486(0.012) 1
2005hj 53678.0 18.3716(0.032) 18.3640(0.019) 1
2005hj 53680.0 18.4047(0.042) 18.3763(0.019) 1
2005hj 53685.0 18.5242(0.044) 18.6328(0.015) 1
2005hj 53700.0 18.9963(0.021) 18.9838(0.022) 1
2005hk 53678.2 16.4768(0.008) 16.5281(0.013) 1
2005hk 53680.3 16.2838(0.012) 16.2988(0.009) 1
2005hk 53684.0 16.0581(0.009) 16.0595(0.011) 1
2005hk 53699.1 15.8532(0.006) 15.8586(0.010) 1
Note. — ∆S values used in this analysis may be calculated by taking the differ-
ence of the CSP and SDSS magnitudes, and combining an extra 0.014 magnitudes
in quadrature with the given uncertainties, to account for template-spectrum mis-
match uncertainties.
Note. — See comments forTable 9.
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Fig. 1.— CSP and SDSS throughputs are plotted in the left panel. The right panel shows
S-corrections for a mean SN Ia observed at a redshift of 0.04 (the average redshift of the SNe
in our sample) as a function of time. A solid line has been drawn at S-correction equals zero
to guide the eye. Descriptions of the filter response functions used can be found in Doi et al.
(2010) and Stritzinger et al. (2011). Hsiao SN Ia templates have been used as a proxy for
the mean SN Ia spectral energy distributions.
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Fig. 2.— SN4524 / SN 2005gj : SDSS native photometry, S-corrected CSP photometry and
spline fits to the SDSS photometry are shown in the left panel. The right panels show ∆m,
defined as S-corrected CSP magnitude minus interpolated SDSS magnitude plotted as a
function of rest frame epoch. The shaded gray bars show the uncertainty in the interpolated
SDSS magnitude. The u-band data are included when available.
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Fig. 3.— SN5944 / SN 2005hc : SDSS native photometry, S-corrected CSP photometry and
spline fits to the CSP photometry are shown in the left panel. The right panels show ∆m,
defined as interpolated S-corrected CSP magnitude − SDSS magnitude plotted as a function
of rest frame epoch. The shaded gray bars show the uncertainty in the SDSS magnitudes.
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Fig. 4.— SN6558 / SN 2005hj : quantities plotted are as described in Figure 2.
39
Fig. 5.— SN7876 / SN 2005ir : quantities plotted are as described in Figure 2.
40
Fig. 6.— SN8151 / SN 2005hk : quantities plotted are as described in Figure 2.
41
Fig. 7.— SN10805 / SN 2005ku : quantities plotted are as described in Figure 2.
42
Fig. 8.— SN17784 / SN 2007jg : quantities plotted are as described in Figure 3.
43
Fig. 9.— SN17886 / SN 2007jh : quantities plotted are as described in Figure 2.
44
Fig. 10.— SN18890 / SN 2007mm : quantities plotted are as described in Figure 2.
45
Fig. 11.— For each supernova with at least three points in a given filter, magnitude residuals
have been combined into a single mean residual and plotted as a function of filter.
46
Fig. 12.— Magnitude residuals between CSP and SDSS-II data are plotted as a function of
phase, and binned into histograms. A slight trend in i-band residual as a function of phase
is observed. Similary, i-band residuals do not appear to be gaussianly distributed. All other
bands show minimal residual variation with phase, and reasonably gaussian distributions
centered on a 0.0 magnitude difference.
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