Negative capacitance is a newly discovered state of ferroelectric materials that holds promise for electronics applications by exploiting a region of thermodynamic space that is normally not accessible [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Although existing reports of negative capacitance substantiate the importance of this phenomenon, they have focused on its macroscale manifestation. These manifestations demonstrate possible uses of steady-state negative capacitancefor example, enhancing the capacitance of a ferroelectric-dielectric heterostructure 4,7,14 or improving the subthreshold swing of a transistor [8] [9] [10] [11] [12] . Yet they constitute only indirect measurements of the local state of negative capacitance in which the ferroelectric resides. Spatial mapping of this phenomenon would help its understanding at a microscopic scale and also help to achieve optimal design of devices with potential technological applications. Here we demonstrate a direct measurement of steady-state negative capacitance in a ferroelectric-dielectric heterostructure. We use electron microscopy complemented by phase-field and firstprinciples-based (second-principles) simulations in SrTiO 3 /PbTiO 3 superlattices to directly determine, with atomic resolution, the local regions in the ferroelectric material where a state of negative capacitance is stabilized. Simultaneous vector mapping of atomic displacements (related to a complex pattern in the polarization field), in conjunction with reconstruction of the local electric field, identify the negative capacitance regions as those with higher energy density and larger polarizability: the domain walls where the polarization is suppressed.
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. At these stable states, the curvature of the free energy is positive, that is, ∂ ), where D is the electric displacement field. These equilibrium states are separated by a region where the curvature is negative (∂ 2 G/∂D 2 < 0), defining a region of negative permittivity (highlighted as the region between H and K in 2 Fig. 1a, b) . It is possible to stabilize the ferroelectric in this negative permittivity region by adding, to its double-well structure, the parabolic energy landscape of a normal dielectric (Fig. 1b) . Accessing such 'forbidden' regions of the thermodynamic landscape of ferroic materials at equilibrium remains a challenge in condensed matter physics. In addition to providing key insights into fundamental physics, such a steady-state negative capacitance has implications for lowering the energy consumption in conventional electronics (the 'Boltzmann tyranny' 2, 5 ). However, the exploration of negative capacitance has been constrained by the thermodynamic requirement that, in a physical system, the capacitance is always positive-which has meant that the emergence of negative capacitance could be probed only indirectly, through an observation of capacitance enhancement 4, 7, 14 . To probe the state of negative capacitance directly, the polarization and electric fields internal to the material need to be measured locally. In addition, the 'double-well' concept described above is only representative of a single-domain scenario. So it is important to examine how this will change in presence of more than one domain 14, 15 .
Here we use SrTiO 3 /PbTiO 3 superlattices as a model system that breaks into vortex-like domains [16] [17] [18] , as discussed in detail below. We find that local regions of negative capacitance emerge at the domain walls, where the polarization is suppressed. In addition, we find that these walls are also the regions where the energy density is larger than that in the bulk of the domains where the polarization is not suppressed. From this variation of the energy densities, we infer negative curvature (∂ 2 G/∂D 2 < 0) within the domain walls, in close resemblance to the 'double well' model. This is shown schematically in Fig. 1c .
We use superlattices of SrTiO 3 /PbTiO 3 as our model ferroelectricdielectric heterostructure system in which a state of negative capacitance is expected to be stabilized at equilibrium. In such superlattices, vortex-like topologies 16, 17 are observed as the dominant polarization pattern when the periodicity is optimal 18, 19 (see also supplementary information of ref.
Present address: School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA, USA. 12 These authors contributed equally: Ajay K. Yadav, Kayla X. Nguyen, Zijian Hong, Pablo García-Fernández. *e-mail: sayeef@berkeley.edu are the minimum energy points in a single ferroelectric. H and K define the boundary of the region where the permittivity ε is negative. c, Spatially resolved energy density in a multi-domain system (bottom) juxtaposed with the variation in polarization P (top). The domain walls where the polarization is suppressed have greater energy density than the bulk domain.
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Letter reSeArCH configuration of the polarization using scanning transmission electron microscopy (STEM) techniques [21] [22] [23] (see also supplementary information of ref.
22
). For a (SrTiO 3 ) 12 /(PbTiO 3 ) 12 superlattice, polar atomic displacement vectors (P PD ), when extracted from atomic-resolution STEM images 18, 23, 24 , reveal stabilization of a well-defined array of clockwise and anticlockwise rotating polarization patterns (Fig. 2a) . The spatial variation of the polarization along the horizontal and vertical axes are shown in Fig. 2b , c. The suppression of polarization near the vortex core becomes more apparent when a two-dimensional (2D) map of the magnitude (|P PD |) is plotted (Fig. 2d) , corresponding to the polarization region detailed in Fig. 2a . In these regions of suppressed polarization, we expect the material to be in a relatively high energy state, which suggests that these vortex cores should exhibit negative permittivity.
To test this hypothesis, we used STEM in conjunction with the newly developed electron microscopy pixel array detector (EMPAD) 23 , which records the full momentum distribution at every scan position, providing sufficient information to simultaneously measure the polar order and electric field. Here, convergent beam electron diffraction (CBED) mapping of the probability current flow (⟨ ⟩ p ) of conjugate disks of superlattice material, oriented (200)/(200) and (020)/(020), quantitatively measures the polarization field (Fig. 3a) in a (SrTiO 3 ) 12 / (PbTiO 3 ) 12 superlattice (described in detail in Methods section 'EMPAD'). The polarization field reproduces the same vortex structures (Fig. 3a) as those obtained by an independent, Z-contrast, highresolution STEM (HRSTEM) technique (Fig. 2a) . To reconstruct the macroscale electric field (Fig. 3b) , we note that the average electric field E(r 0 ) is equal to the average field over the volume of the crystal cell V c that contains the lattice point r 0 :
where e(r) is a microscale field defined to be the nuclear field of the atom and dV is the volume over which the polarity is measured (see Methods section 'EMPAD' for details). Our technique is most robust away from the interfaces, because it is least affected by offsets there. Therefore, we focus on the line A-B in Fig. 2a , which goes roughly through the middle of the ferroelectric layer. Also, along this line the x components of the polarization and electric field are negligible and so we can simply look at the z components. Figure 3c shows the experimentally measured z component of the polarization (P z ) and electric field (E z ) along this line. The magnitude of the measured polarization was calibrated using the spontaneous polarization of PbTiO 3 25 . The polarization changes from full-length-up to full-length-down through regions of suppressed polarization including zero. This allows us to extract E z , which in this case is the internal field (E int ) because there is no externally applied bias, as a function of P z . We note that the extraction of this functional dependence is an approximation (a local relation is assumed). However, this 
G/∂D
2 is estimated to be negative. We can further correlate the values of D z according to its occurrence along the x direction. This gives a mapping of the local energy densities along the x direction, as shown in Fig. 3d . The shape and amplitude of the energy density function look very similar from core to core. On the basis of this analysis, we expect that local regions of negative permittivity will appear in the regions at and near the core. Currently EMPAD measurements cannot be done in the presence of an externally applied field. Nonetheless, considering the fact that, in a capacitor measurement, the externally applied bias would be very small, it is possible to estimate permittivity near the core, assuming this external bias to be a small perturbation. Extended Data Fig. 8 shows permittivity estimated in this manner, and we indeed find negative permittivity around the core (see Methods section 'Estimation of the permittivity' for details). These estimations from the experimental measurement are validated by both phase-field and first-principles-based (which we term 'second-principles') calculations where it is possible to apply a field and directly calculate the response function. As shown in Fig. 4b, d , the permittivity is found to be negative in the regions near the core. Furthermore, a full 2D mapping of the local energy densities from secondprinciples calculations, shown in Extended Data Fig. 6 , demonstrates that this negative permittivity appears at the regions of higher energy density, exactly as it is estimated from the experiment in Fig. 3d . Finally, for a self-consistent check, we measured the macroscale capacitance of these superlattices. Compared to the capacitance of the constituent SrTiO 3 , the superlattice shows an enhancement of 3.7 times in capacitance, a hallmark of stabilization of the ferroelectric layer at a state of negative capacitance (see Methods section 'Macroscale capacitance measurement' and Extended Data Fig. 9 ). Within this voltage range (−1 V to +1 V), we did not see any hysteresis.
The details of the calculations performed using phase-field and secondprinciples methods are provided in Methods sections 'Phase-field simulations' , 'Second-principles calculations' and 'Estimation of the free energy (G)' . Extended Data Fig. 3 shows detailed polarization and electric field vector-maps from the phase-field calculations. In accordance with Fig. 3 , in Fig. 4a we plot P z and E z along a line that goes through the cores of the vortices. The behaviour of both P z and E z strongly resembles the experimental data in Fig. 3c . A similar conclusion is arrived at from the second-principles ab initio calculations in Fig. 4c , d where polarization and electric field vectors along the core were plotted from the full 2D map of the polarization and electric field vectors.
The change in polarization always aligns with the external field-that is, ∂P/∂E external or the conventional susceptibility is always positive, even locally. This is shown in Extended Data Fig. 5b . The local susceptibility is always positive even in the regions where the permittivity itself is negative. Regions of negative permittivity arise where the susceptibility becomes very large, that is, where the material becomes highly polarizable. This is also discussed in Methods section 'Estimation of the permittivity' , where we show that the permittivity estimated from the experimental data becomes negative only when the polarizability is very high.
An important aspect of our work is the simultaneous mapping of both the polarity 18 and the electric field 23 inside the polarization vortices. This is what makes it possible to estimate the local energy density and therefore the local permittivity. Mapping out the local polarization 26-29 alone would not be enough to probe local permittivity. Vortices allow domain walls to form, and domain walls allow polarization to be suppressed-and it is in regions of suppressed polarization that negative capacitance emerges. Thus vortices lead to the emergence of negative capacitance. A key insight that can be gained from this work is that, in a multi-domain system, the negative capacitance emerges in the domain walls 14 , and it should be possible to control its strength by engineering the energetics of the system that increase or decrease the size of the domain wall. In this vein, the superlattice structure that we used is one example; but bilayer, trilayer or any other combination of ferroelectric-dielectric is equally applicable. A recent theoretical study 30 has shown how negative capacitance may be stabilized in the nanodomains in a ferroelectric thin film. In the same context, systems with mixed Bloch-Néel domain walls 31 could be relevant. Further work should also investigate improper ferroelectrics 32 where polarization is not the order parameter.
In summary, we report the observation of steady-state arrays of negative capacitance in epitaxial superlattices composed of ferroelectric PbTiO 3 and non-ferroelectric SrTiO 3 . The polarization in the PbTiO 3 layer accommodates the competition between elastic and electrostatic energies by forming arrays of clockwise and anticlockwise vortex-like structures. The core of such vortices displays regions of suppressed polarization and larger energy densities where the total change in the internal field dominates over the change in the external field 33 , making the curvature ∂ 2 G/∂D 2 negative. The fact that two different theoretical models can reproduce the experimental observation indicates that such stabilization in the 'forbidden' region of the thermodynamic landscape should be amenable to predictive material design. Last, we note that the superlattice forms a periodic array of negative and positive capacitance states, pointing to the possibility of new types of metamaterial. Phase-field simulations and second-principles simulations were performed for a (SrTiO 3 ) n / (PbTiO 3 ) n superlattice to obtain local polarization and electric field distributions within ferroelectric and dielectric layers of the superlattice structure. Polarization patterns from both second-principles (n = 10) and phase-field simulations (n = 12) show the presence of vortex topologies. a, The variation in P z (red hexagons) and E z (blue circles) predicted from phasefield simulations (along a horizontal line that passes through the core of the vortices). For details, see Methods and Extended Data Fig. 3 . b, Corresponding variation in the z component of local permittivity extracted from local P z and E z predicted from phase-field simulations (see Methods). d, e, As a, b, but using secondprinciples calculations. 
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Synthesis.
A pulsed laser deposition (PLD) method was used to synthesize thin films of superlattice structures of strontium titanate (SrTiO 3 ) and lead titanate (PbTiO 3 ) on a single crystalline substrate (DyScO 3 (001) pc ). The PLD growth technique was employed in combination with the reflection high energy electron diffraction (RHEED) technique to monitor the growth of oxides in situ, and achieve desired thickness of respective layers in the superlattice structure. The growth conditions for different oxides were optimized independently to achieve a persistent layer-by-layer (Frank-van de Merwe) growth mode up to a film thickness of 100 nm or more. To achieve the layer-by-layer growth mode of SrTiO 3 , growth temperature was set to 630 °C with an oxygen pressure of 100 mtorr and a laser fluence of 1.5 J cm −2 on the stoichiometric SrTiO 3 target 18 . For the deposition of stoichiometric PbTiO 3 film, we used a 20% lead-excess target, that is, Pb 1.2 TiO 3 , to achieve both layer-by-layer growth mode and stoichiometric transfer of PbTiO 3 onto the substrate 18 . This was achieved at a growth temperature of 630 °C, an oxygen pressure of 100 mtorr and a laser fluence of 1.5 J cm −2 (ref. ). All oxide films were deposited at a laser output frequency of 10 Hz. After deposition, films were cooled down to room temperature at an oxygen pressure of 50 torr to ensure full oxidation of oxide films. EMPAD. All superlattice films were characterization by various ex situ characterization techniques, such as laboratory-based X-ray diffraction, synchrotron-based X-ray diffraction, atomic-resolution scanning transmission electron microscopy, and so on, which are discussed in our previous work 18, 20 . For this study, we perform diffraction imaging in scanning transmission electron microscopy (STEM) mode using a 200 keV uncorrected FEI Tecnai F20 and an electron microscopy pixel array detector (EMPAD) 23 . Here, the EMPAD acquires the full convergent beam electron diffraction (CBED) pattern at each scan position such that our total data set is four-dimensional: x, y, k x and k y , where x and y are the scan dimensions and k x and k y are the dimensions of our CBED pattern.
To reconstruct the macroscale electric and polarization fields from our specimen, we realized that the average electric field E(r 0 ) (ref. 34 ) is equal to the average field over the volume of the crystal cell V c that contains the lattice point r 0 ; see equation (1) . Therefore, instead of having an atomic-sized probe as in traditional STEM imaging, we need a bigger probe so that we can average over the unit cell. Here, we are no longer restricted to be in a small field of view where every atom must be resolved to be counted.
To perform the experiment, we prefer a 3 mrad semi-convergence angle to produce a 7 Å beam (Extended Data Fig. 1a ) such that we can get the macroscale electric and polarization fields. From these, the electric field can be extracted with the (000) spot (Extended Data Fig. 1c) by calculating the probability current flow (⟨ ⟩ p ):
where ψ is the exit wavefunction after scattering. Probability current flow ⟨ ⟩ p can then be related back to Erhenfest's theorem and the Lorentz force law by
such that the electric field can be extracted from the shift in the first moment of the probability current flow. When a long-range electric field is observed, the electron field signal shifts the entire CBED pattern. We specifically choose the (000) spot to reconstruct the electric field (Extended Data Fig. 1c ) because there are no polarity effects for this beam. In addition, we observed that our specimen is relatively flat and thickness effects do not dominate our signal. To extract polarity, probability current flow (⟨ ⟩ p ) measurements are made for conjugate disk pairs (200)/(200) and (020)/ (020) to calculate the x and z component of polarity, respectively (Extended Data  Fig. 1c, d) . Here, Friedel's rule tells us that conjugated disk pairs should have the same intensities by symmetry; however, if an effect such as polarity, tilt or thickness persists, an asymmetry in intensities will occur between our conjugated disk pairs. Here again, we show tilt and thickness effects do not dominate our signal. Thus, we can extract the polarity field, P x and P z (Extended Data Fig. 2c, d) , which essentially stems from the presence of a spatially varying polarization field within the sample. Phase-field simulations. Phase-field simulations are conducted to investigate stabilization of negative capacitance in clockwise-anticlockwise vortex structures.
More specifically, we have performed phase-field simulations to understand the polarization distribution and calculate the small-field local dielectric constants for n × n PbTiO 3 /SrTiO 3 superlattices on a (110) oriented DyScO 3 substrate (where n represents the number of unit cells of respective materials, that is, PbTiO 3 or SrTiO 3 ). The spontaneous polarization vector (P) is chosen as the order parameter, which is obtained by minimizing the total free energy:
The total free energy (F) is composed of bulk Landau chemical, elastic, electric and polarization gradient energies:
The procedures used to obtain the free-energy densities are described in detail in previous reports 18, 19, 35, 36 . A 3D mesh of 200 × 200 × 250 grids is used, with each grid representing 0.4 nm. Periodic boundary conditions are applied on the in-plane dimensions, while the superposition method is used in the thickness direction 37 .
The elastic boundary condition is applied where the out-of-plane stress at the top surface of the film is zero while the displacement at the bottom of the substrate sufficiently far away from the substrate/film interface is set as zero. A short-circuit electric boundary condition is set where the electric potential is zero on the bottom electrode and the applied electric potential is at the top of the film. Random noise is used as the initial nuclei with a small magnitude (<0.0005 C m −2 ), and then relaxed to equilibrium. In order to calculate the local dielectric constant, we perturb the structure using small capacitor bias (0.01 V) from the film top. The local dielectric constant can be calculated by the change in local electric displacement (D) divided by the change in local electric field (E):
where ε 0 and k ij are the permittivity of vacuum and background dielectric constants [38] [39] [40] , respectively. The isotropic background dielectric constants 19 are set as k 11 = k 22 = k 33 = 40. The local electric field (E) is obtained by solving Poisson's equation:
Extended Data Fig. 3 shows the calculated polarization and electric field vector maps. Also shown is the line cut that was used to plot P z and E z in Fig. 4a , c. Note that the vortex structures are repeated in the x direction. Reading from left to right, the polarization changes from up to down in a clockwise vortex along the line. On the other hand, the polarization changes from down to up in the anticlockwise vortex. In Fig. 4a , c, we plot the polarization variation corresponding to the experimentally observed vortex structure as shown in Fig. 3a .
The same thing was done for the second-principles calculation, as discussed in the next section. Second-principles calculations. For the second-principles simulations, we use the methods implemented in the SCALE-UP code 41, 42 , and the model for PbTiO 3 / SrTiO 3 superlattices originally introduced in ref.
14 and slightly revised in ref. 43 . In classical electrodynamics 44 , the dielectric tensor of a medium is defined as the tensor of rank two that relates, to linear order, the electric displacement field D and the averaged macroscale electric field E within the material.
If we consider the whole PbTiO 3 /SrTiO 3 superlattice as a continuum medium, forgetting for a while all its details at the atomic level, we can define the total dielectric tensor of the system as
where α and β refer to Cartesian directions in the system and ε 0 is the vacuum permittivity. From this definition, we see that the accessible physical quantity that can be experimentally measured is the change in the electric displacement, that is, the response of the medium, with respect to the applied electric field.
We define the local dielectric constant as the variation in the global (averaged over the whole superlattice) macroscale displacement vector with respect to the local electric field
0 where x and z refer to the coordinates of a given position in the material in real space and the derivative is taken with respect to local electric field at that point. We assume from here on that the whole system is homogeneous in the third Cartesian direction parallel to the axis of the vortices (y), so we drop it from the discussion. The local electric field E(x, z) is the sum of the external contributions plus all the possible internal fields generated by the non-trivial polarization field. In our simulations the global electric displacement is taken as a single control parameter. Assuming that we work with a capacitor under open-circuit boundary conditions 45 , and the surfaces of the superlattices are insulating, then the normal component of the electric displacement (along the z direction) is preserved at the vacuum/material interface 46 .
, the normal component of D can be monitored by the external electric field. Focusing on the diagonal component of the dielectric tensor along z, the physical meaning of equation (2) is more evident if we take its inverse:
This definition, which is the most suitable for computation of the local dielectric constant from second principles (see below), sets the inverse of the dielectric constant to be a measurement of the change in the local electric field with the variation of the electrical boundary conditions (the external field).
The local electric field, the basic ingredient required in equation (3), can be easily computed from a finite difference derivative of the electrostatic potential, routinely available from a second-principles simulation 42 . The (x, z) plane in the simulation box of our SrTiO 3 /PbTiO 3 superlattices is discretized in three staggered regular grids (Extended Data Fig. 4) , whose points are indexed with two integer numbers (i, j). The discretization of the fundamental relation between the electric field and the electrostatic potential, E = −∇V, along the z direction reads
where Δz is the distance between consecutive points of the grid, as shown in Extended Data Fig. 5 .
To get the variation in the displacement field, as required by equation (3), we carry out second-principles simulations, assuming that the system is subject to two different external fields, that is, to two different electric displacements D (1) and D (2) . We use equation (4) to trivially obtain
where magnitudes such as δV ij are defined as
Using the definition of the inverse of the local dielectric constant, equation (3), we get Fig. 5a shows the line cut that is used to plot Fig. 4 . The negative permittivity regions can be clearly seen in the centre of the vortices and also at the interface between the ferroelectric and dielectric. Finally, Extended Data Fig. 5b shows the susceptibility. The local susceptibility becomes very large in the cores where the permittivity is also negative. We observe that the regions with a negative dielectric constant are located: (i) at vortex cores (where the polarization vectors are suppressed), and (ii) at the interfaces between the dielectric SrTiO 3 and the ferroelectric PbTiO 3 . Those are precisely also the regions where the higher susceptibility is observed. Further, the local polarizations at the interfaces, which in the absence of any external field tend to rotate in order to close the polarization flux, will suffer the largest changes to align with the applied field. Conversely, the centres of the domains are essentially rigid objects where only small changes of polarization (electric susceptibilities) are observed. Those are the regions that display large and positive values of the dielectric constant.
The transition between the local microscale values of the dielectric constant and the macroscale dielectric constant for the superlattice as a whole can be calculated by taking the derivative of the average of the internal electric field along z throughout the whole superlattice ⟨ ⟩ E with respect the external electric field. Within our open-circuit electrostatic boundary conditions,
ext . Finally, to calculate the local energy from second principles, we notice that in our expressions for the model potentials 41 the energy is written as a function of arbitrary atomic distortions by means of a Taylor expansion around a suitable chosen reference configuration. In order to fulfil the acoustic sum rule, it is convenient to write all the energy contributions as linear combinations of products of displacement differences and/or strains to different orders.
We divide the energy of each of the terms in the linear expansion into atomic components using the following recipe: (i) we take a term in the sum and divide its total contribution by its order (the number of factors in the product), so we assign a given amount of energy to each factor. (ii) Then we divide each of these factor energies into atomic pieces following the rule that if the factor is a strain coordinate then we divide the contribution among all the atoms in the system, and if the factor is a difference of two atomic coordinates, then we divide that contribution equally between the two atoms participating in the difference.
Once we have split the total energy into atomic pieces, we compute the energy contribution of each of the perovskite cells by adding the atomic energy contributions of the atoms in that cell. Finally, we add the electrostatic energy integrating the square of the electric field within a unit cell. The local energy density obtained following this scheme is plotted in Extended Data Fig. 6 . The most important conclusions that can be drawn from this figure are: (i) within the PbTiO 3 domains, the energy is much lower than in the reference centrosymmetric phase owing to the local ferroelectric distortions; (ii) the domain walls store energy, as represented by the paler colour with respect that observed at the middle of the domains; and (iii) within the dielectric SrTiO 3 region the local energy is close to the reference energy, suggesting that once we are in the decoupled regime, SrTiO 3 behaves like a separation barrier between the ferroelectric layers of the superlattice.
Extended Data Fig. 6 corresponds well with the intuitive double-well picture shown in Fig. 1 that shows that it is the higher energy regions that lead to negative permittivity while the lower energy wells have positive permittivity. Estimation of the free energy (G). Experimentally measured E z and P z (as shown in Fig. 3c ) allow us to plot E z as a function of P z , obtaining essentially the same result, within experimental resolution, as we move from one core to another. As mentioned in the main text, this is an approximation to the constitutive equation of our PbTiO 3 layers, which are in a complex multidomain ferroelectric state; yet, as a working hypothesis, we assume this empirical result to contain relevant information about the internal energy density and therefore the dielectric response 45 . We find the displacement D z as
Extended Data Fig. 7a shows E z as a function of D z . From this relationship the free energy G can be estimated as
Note that taking only z components suffices as the x component of the polarization is negligible along the line where P z and E z are plotted. Extended Data Fig. 7b shows G as a function of D z , in which the regions where the curvature ∂ 2 G/∂D 2 is negative are clear. We further correlate D z to the corresponding local positions in the real space where they occur. Doing that allows us to estimate a local variation of G, which is plotted in Fig. 3d . We find that the regions at and near the core correspond to higher energy densities and negative curvature (∂ 2 G/∂D 2 < 0). This corresponds very well with second-principles calculations, as shown in Extended Data Fig. 6 . Estimation of the permittivity. It is important to note that in stationary conditions, a microscale dielectric susceptibility tensor that relates the local electric field at a given point and the induced local polarization at another point can be defined 47 . As described in Methods section 'EMPAD' , during the EMPAD measurements, an average is taken over the unit cell to measure the local electric field. As a
