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Abstract
The geometric Lagrangian theory (of arbitrary order) is based on the analysis of some
basic mathematical objects such as: the contact ideal, the (exact) variational sequence,
the existence of Euler-Lagrange and Helmholtz-Sonin forms, etc. In this paper we give
new and much simpler proofs for the whole theory using Fock space methods. Using these
results we give the most general expression for a variationally trivial Lagrangian and the
generic expression for a locally variational system of partial differential equation.
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1 Introduction
The modern Lagrangian theory is formulated in the language of jet bundle extensions. There
are two different, but closely related approaches in this framework. One is based on infinite jet
bundle extensions [3], [2], [27] (and uses the so-called variational bicomplex) and the other is
based on finite jet bundle extensions [17] - [24] (and uses the so-called variational sequence).
The second approach is more in the spirit of the original Lagrangian theory as studied in
physical literature corresponding to a Lagrangian theory of arbitrary, but finite order. On
the other hand, the study of the finite order seems to be much more complicated from the
combinatorial point of view as it is apparent from the proofs appearing in the references quoted
above. In some recent papers we have tried to prove that the simplest way to disentangle the
combinatorial proofs is to use the observation that the various tensors appearing in the line of
argument have some symmetry or antisymmetry properties which make them as elements in
some Fock space. Then most of the relations to be solved can be written with the help of the
creation and annihilation operators. Using elementary properties of these Fock space operators
one can significantly simplify the proofs. This is one of the main motivation of writing this
paper, i.e to clarify the technical aspects. It appears that it is convenient to write the paper in
a self contained style so it will also serve as a pedagogical introduction to this field of interest.
In Section 2 we provide the basic construction - the (finite) jet bundle extension idea and
give some relevant formulæ. In Sections 3 and 4 we study the contact and respectively the
strong contact forms on a jet bundle extension and obtain with our method the structure of the
contact ideal. In section 5 we establish the existence of the Euler-Lagrange and of Helmholtz-
Sonin forms adapting to the finite jet bundle extension approach some ideas of Anderson and
collaborators. The proof of the existence of the Helmholtz-Sonin form is new. In Section 6 we
sketch the proof for the exactness of the variational sequence and we clarify some points about
the characterization of the elements of the variational sequence by forms. In Section 7 we give
the most general expression for a variationally trivial Lagrangian and in Section 8 we provide
the generic expression for a locally variational partial differential system of equations using the
methods developed in the preceding sections. These problems have been under intensive study
for sometime in the literature but many of the results obtained here are new. In particular, we
obtain in Section 8 an if and only if type of result. Section 9 is devoted to some final comments.
1
2 Finite Order Jet Bundle Extensions
The content of this section is standard and is included mainly to fix the notations. For the sake
of completeness, we give however some proofs which are not trivial.
The kinematical structure of a classical field theory is based on fibred bundle structures.
Let π : Y 7→ X be fibre bundle, where X and Y are differentiable manifolds of dimensions
dim(X) = n, dim(Y ) = m + n and π is the canonical projection of the fibration. Usually
X is interpreted as the “space-time” manifold and the fibres of Y as the field variables. An
adapted chart to the fibre bundle structure is a couple (V, ψ) where V is an open subset of
Y and ψ : V → IRn × IRm is the so-called chart map, usually written as ψ = (xi, yσ) (i =
1, ..., n; σ = 1, ..., m) such that (π(V ), φ) where φ = (xi) (i = 1, ..., n) is a chart on X and
the canonical projection has the following expression: π(xi, yσ) = (xi). If p ∈ Y then the real
numbers xi(p), yσ(p) are called the (fibred) coordinates of p. For simplicity we will give up
the attribute adapted sometimes in the following. Also we will refer frequently to the first entry
V of (V, ψ) as a chart.
Next, one considers the r-jet bundle extensions JrnY 7→ X (r ∈ IN). The construction is
the following (see for instance [20]).
Theorem 2.1 Let x ∈ X, and y ∈ π−1(x). We denote by Γ(x,y) the set of sections γ : U → Y
such that: (i) U is a neighbourhood of x; (ii) γ(x) = y. We define on Γ(x,y) the relationship
“γ ∼ δ” iff there exists a chart (V, ψ) on Y such that γ and δ have the same partial derivatives
up to order r in the given chart i.e.
∂k
∂xi1 ...∂xik
ψ ◦ γ ◦ φ−1(φ(x)) =
∂k
∂xi1 ...∂xik
ψ ◦ δ ◦ φ−1(φ(x)), k ≤ r. (2.1)
Then this relationship is chart independent and it is an equivalence relation.
Proof: (i) We first prove the chart independence. Let (V, ψ), (V¯ , ψ¯) be a two (adapted)
chart on this bundle such that V ∩ V¯ 6= ∅ and let (π(V ), φ), (π(V¯ ), φ¯) the corresponding charts
on X . If we define f : IRn → IRn by:
f ≡ φ¯ ◦ φ−1
then the function ψ¯ ◦ ψ−1 : IRm+n → IRm+n has the following expression:
ψ¯ ◦ ψ−1 = (f i, F σ) (2.2)
where F is a smooth function from IRn into IRm+n. Let γ ∈ Γ(x,y); then in adapted coordinates
we have the following expression:
ψ ◦ γ ◦ φ−1(xi) = (xi, gσ(x)). (2.3)
Similarly we have in the other chart:
ψ¯ ◦ γ ◦ φ¯−1(xi) = (xi, g¯σ(x))
2
where:
g¯σ(x) = F σ(f−1(x), gσ(f−1(x))). (2.4)
We must show that if gσ and g′σ have the same partial derivatives up to order r then g¯σ
and g¯′
σ
have the same property. To prove this one firstly gets from the expression of g¯σ above
that:
∂g¯σ
∂xi
= (∆iF
σ)(f−1(x), gσ(f−1(x))) (2.5)
where the differential operator ∆i acts in the space of smooth functions f : IR
m+n → IR
according to:
∆i ≡ P
j
i
(
∂
∂xj
+
∂gσ
∂xj
∂
∂yσ
)
(2.6)
and P ji is the inverse of the matrix
∂f l
∂xp
:
P ji
∂f i
∂xp
= δjp. (2.7)
From (2.5) we obtain by recurrence:
∂k g¯σ
∂xi1 ...∂xik
= (∆i1 · · ·∆ikF
σ)(f−1(x), gσ(f−1(x))). (2.8)
But it is clear that the expression ∆i1 · · ·∆ikF
σ contains the derivatives of the function gσ
only up to order r. So, the chart independence of the relation ∼ follows.
(ii) Using the chart independence proved above, it easily follows that ∼ is an equivalence
relation.
A r-order jet with source x and target y is, by definition, the equivalence class of some
section γ with respect to the equivalence relationship defined above and it is denoted by jrxγ.
Let us define Jr(x.y)π ≡ Γ(x,y)/ ∼ Then the r-order jet bundle extension is, set theoretically
JrY ≡
⋃
x J
r
(x,y)π.
Now we define the following projections: πr,s : JrY → JsY (0 < s ≤ r) by
πr,s(jrxγ) = j
s
xγ, (2.9)
πr,0 : JrY → Y given by
πr,0(jrxγ) = γ(x). (2.10)
(this is consistent with the identification J0Y ≡ Y ) and finally πr : JrY → X by
πr(jrxγ) = x. (2.11)
These projections are obviously surjective.
Let (V, ψ), ψ = (xi, yσ) be a chart on Y . Then we define the couple (V r, ψr), where:
V r = (πr,0)−1(V ) and
ψ = (xi, yσ, yσj , ..., y
σ
j1,...,jk
, ..., yσj1,...,jr), j1 ≤ j2 ≤ · · · ≤ jk, k = 1, ..., r
3
where
yσj1,...,jk(j
r
xγ) =
∂k
∂xj1 · · ·∂xjk
yσ ◦ γ ◦ φ−1
∣∣∣∣∣
φ(x)
, k = 1, ..., r
xi(jrxγ) = x
i(x), yσ(jrxγ) = y
σ(γ(x)). (2.12)
Then (V r, ψr) is a chart on JrY called the associated chart of (V, ψ).
Remark 2.1.1 The expressions yσj1,...,jk(j
r
xγ) are defined for all indices j1, ..., jk = 1, ..., n, and
the restrictions j1 ≤ j2 ≤ · · · ≤ jk in the definition of the charts are in order to avoid over-
counting and are a result of the obvious symmetry property:
yσjP (1),...,jP (k)(j
r
xγ) = y
σ
j1,...,jk
(jrxγ), (2.13)
for any permutation P ∈ Pk, k = 2, ..., r.
Now we have the following result.
Theorem 2.2 If a collection of (adapted) charts (V, ψ) are the elements of a differentiable
atlas on Y then (V r, ψr) are the elements of a differentiable atlas on Jrn(Y ) which admits a
fibre bundle structure over Y .
Proof:
As in theorem 2.1 we consider two non-overlapping charts (V, ψ), (V¯ , ψ¯) and let (π(V ), φ),
(π(V¯ ), φ¯) the corresponding charts on X . If we define f : IRn → IRn and F : IRm+n → IRm as
in the proof of this theorem, then we have
ψ¯r ◦ (ψr)−1 = (f i, F σ, F σj , ..., F
σ
j1,...,jr
) (2.14)
where F σj1,...,jk, j1 ≤ j2 ≤ · · · ≤ jk, k = 1, ..., r are functions depending on the variables
(xi, yσ, yσj , ..., y
σ
j1,...,jk
, ..., yσj1,...,jr).
We must prove that these functions are smooth. To this purpose we obtain an rather explicit
formula for them. Inspecting the notations from theorem 2.1 it is clear that
yσj1,...,jk =
∂gσ
∂xj1 ...∂xjk
∣∣∣∣∣
φ(x)
(2.15)
and
y¯σj1,...,jk =
∂g¯σ
∂xj1 ...∂xjk
∣∣∣∣∣
φ¯(x)
.
But we have an explicit formula for the last expression, namely (2.8). By induction one
proves that the expression ∆i1 · · ·∆ikF
σ is a polynomial in the expressions
gσj1,...,jl =
∂gσ
∂xj1 ...∂xjk
∣∣∣∣∣
φ(x)
, l = 1, ..., k
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with coefficients depending only on (xi, yσ). But we immediately have
∆j1g
σ
j2,...,jl
= P ij1g
σ
i,j2,...,jl
, l = 1, ..., k.
So one can replace ∆i → ∆˜i where ∆˜i is an operator acting on polynomials in g
σ
j1,...,jl
, l =
1, ..., k with coefficients depending only on (xi, yσ) according to
∆˜j1g
σ
j2,...,jl
= P ij1g
σ
i,j2,...,jl
, l = 1, ..., k.
and
∆˜jf = ∆jf
on the coefficients which are functions depending only on (xi, yσ).
Taking into account (2.15) it follows that F σj1,...,jk, k = 1, ..., r is a polynomial in y
σ
j1,...,jl
for l = 1, ..., k with smooth coefficients of (xi, yσ) so these are smooth functions. The existence
of the differentiable structure is proved. The fibre bundle structure over X is obvious.
To be able to use the summation convention over the dummy indices we consider yσj1,...,jk
for all values of the indices j1, ..., jk ∈ {1, ..., n} as smooth functions on the chart V
r defined in
terms of the independent variables yσj1,...,jk, j1 ≤ j2 ≤ ... ≤ jk k = 1, 2, ..., r according to the
formula (2.13) and we make a similar convention for the partial derivatives ∂
∂yσ
j1,...,jk
.
Then we define on the chart V r the following vector fields:
∂j1,...,jkσ ≡
r1!...rn!
k!
∂
∂yσj1,...,jk
, k = 1, ..., r (2.16)
for all values of the indices j1, ..., jk ∈ {1, ..., n}. Here rl, l = 1, ..., n is the number of times
the index l enters into the set {j1, ..., jk}.
One can easily verify the following formulæ:
∂i1,...,ikσ y
ν
j1,...,jl
= 0, (k 6= l) (2.17)
∂i1,...,ikσ y
ν
j1,...,jk
= S+j1,...,jkδ
i1
j1
· · · δikjk (2.18)
where S+j1,...,jk is the symmetrization projector operator in the indices j1, ..., jk defined by the
formula (10.8) from the Appendix.
Also we have for any smooth function f on the chart V r:
df =
∂f
∂xi
dxi +
r∑
k=0
(∂j1,...,jkσ f)dy
σ
j1,...,jk
=
∂f
∂xi
dxi +
∑
|J |≤r
(∂Jσ f)dy
σ
J . (2.19)
In the last formula we have introduced the multi-index notations in an obvious way. This
formula also shows that the coefficients appearing in the definition (2.16) are exactly what is
needed to use the summation convention over the dummy indices without overcounting.
We now define the expressions
dri ≡
∂
∂xi
+
r−1∑
k=0
yσi,j1,...,jk∂
j1,...,jk
σ (2.20)
called formal derivatives. When it is no danger of confusion we denote simply di = d
r
i .
5
Remark 2.2.1 The formal derivatives are not vector fields on JrY .
Next one immediately sees that
diy
σ
j1,...,jk
= yσi,j1,...,jk, k = 0, ..., r − 1 (2.21)
and one can obtain from theorem 2.2 a recurrence relation for the chart transformation formulæ:
Lemma 2.3 The following recurrence relation are valid for the chart transformation expres-
sions (2.14):
F σj1,...,jk = Q
l
j1
dlF
σ
j2,...,jk
, k = 1, ..., r − 1. (2.22)
In particular, the functions F σj1,...,jk are polynomial expressions in the variables y
σ
j , ..., y
σ
j1,...,jk
(with smooth coefficients depending on (xi, yσ)) for all k = 1, ..., r.
From the definition of the formal derivatives it easily follows by direct computation that:
[
∂j1,...,jkσ , di
]
=
1
k
k∑
l=1
δjli ∂
j1,...,jˆl,...,jk
σ , k = 0, ..., r (2.23)
where we use Bourbaki conventions
∑
∅ ≡ 0,
∏
∅ ≡ 1.
Based on this relation one gets:
[di, dj] = 0 (2.24)
so one can consistently define for any multi-index
dJ ≡
∏
i∈J
di. (2.25)
If γ is a section of the fibre bundle Y then the map X ∋ x 7→ jrxγ ∈ J
rY is section of the
fibre bundle JrY called the r-extension of γ. We denote it by: jrγ : V → JrY .
Then one can define a map h : T (Jr+1Y )→ T (JrY ) called horizontalization by
h = hjr+1x γ ≡ (j
rγ)∗,x ◦
(
πr+1
)
∗,jr+1x γ
. (2.26)
If ξ ∈ Tjr+1x γ(J
r+1Y ) then hξ is called its horizontal component. We will also define
pξ ≡ (πr+1,r)∗ξ − hξ. (2.27)
Let πi : Yi → Xi, i = 1, 2 be two fibre bundles. Then a map φ : Y1 → Y2 is called a fibre
bundle morphism if there is a map φ0 : X1 → X2 such that
π2 ◦ φ = φ0 ◦ π1;
one also says that φ covers φ0.
In this case, one can define the r-order jet extension of φ as the the map jrφ : JrY1 → J
rY2
given by
jrφ(jrxγ) ≡ j
r
φ0(x)
φ ◦ γ ◦ φ−10 , ∀x ∈ X1. (2.28)
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If ξ is a projectable vector field on the fibre bundle Y i.e. there is a vector field ξ0 on X
such that ξ0 = π∗ξ, then the flow φ
ξ
t associated to ξ covers the flow φ
ξ0
t associated to ξ0 so we
can define the r-order extension of ξ by
jrξ ≡
d
dt
∣∣∣∣∣
t=0
jrφξt . (2.29)
The vector field jrξ is projectable.
A π-vertical vector field on the fibre bundle Y is called a evolution. In the chart (V, ψ) an
evolution has the expression:
ξ = ξσ∂σ (2.30)
with ξσ smooth functions on the chart V . One denotes the set of evolutions by E(JrY ); this
set is a fibre bundle over JrY .
We denote the forms of degree q on JrY by Ωrq. A form ρ ∈ Ω
r
q is called π
r-horizontal (or
basic) if iξρ = 0 for any π
r-vertical vector field on JrY . In local coordinates such a form has
the following expression:
ρ = Bi1,...,iqdx
i1 ∧ · · · ∧ dxiq (2.31)
with Bi1,...,iq smooth symmetric functions on V
r. We denote the set of basic forms of degree q
by Ωrq,X . The elements of λ ∈ Ω
r
n,X are called Lagrange forms. They have the local expression
λ = Lθ0 (2.32)
where L is a smooth function on V r and
θ0 ≡ dx
1 ∧ · · · ∧ dxn. (2.33)
We also define some generalisation of the horizontal forms for q > n. We say that ρ ∈
Ωrq q > n is horizontal iff
iξ1 · · · iξq−n+1ρ = 0 (2.34)
for any vector fields ξ1, ..., ξq−n+1 which are π
r-vertical. The local expression of such a form in
the chart (V r, ψr) is:
ρ =
∑
|J1|,...,|Jq−n|≤r
AJ1,...,Jq−nν1,...,νq−ndy
ν1
I1
∧ · · · dy
νq−n
Iq−n
∧ θ0 (2.35)
with AJ1,...,Jq−nν1,...,νq−n smooth functions on V
r with appropriate symmetry properties. We conserve
the notation Ωrq,X for these forms.
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3 Contact Forms
In this section we will give a new proof for the structure formula of the contact forms. This
problem was solved by different methods in [23] (a sketch of the proof also appears in [21]).
Our proof is based on some Fock space methods, as said in the Introduction. These kind of
methods have been employed recently for related problems [10], [11]. We start with the basic
definitions and some elementary properties.
3.1 Basic Definitions and Properties
By a contact form we mean any form ρ ∈ Ωrq verifying
(jrγ)∗ ρ = 0 (3.1)
for any section γ. We denote by Ωrq(c) the set of contact forms of degree q ≤ n. If one considers
only the contact forms on an open set V ⊂ Y then we emphasize this by writing Ωrq(c)(V ).
One immediately notes that Ωr0(c) = 0 and that for q > n any q-form is contact. It is also
elementary to see that the set of all contact forms is an ideal, denoted by C(Ωr), with respect
to the operation ∧. Because the operations of pull-back and of differentiation are commuting
this ideal is left invariant by exterior differentiation:
dC(Ωr) ⊂ C(Ωr). (3.2)
By elementary computations one finds out that for any chart (V, ψ) on Y , every element of
the set Ωr1(c)(V ) is a linear combination of the following expressions:
ωσj1,...,jk ≡ dy
σ
j1,...,jk
− yσi,j1,...,jkdx
i, k = 0, ..., r − 1 (3.3)
or, in multi-index notations
ωσJ ≡ dy
σ
J − y
σ
iJdx
i, |J | ≤ r − 1. (3.4)
From the definition above it is clear that the linear subspace of the 1-forms is generated by
dxi, ωσJ , (|J | ≤ r − 1) and dy
σ
I , |I| = r.
Formula (2.19) can be now written as follows: for any smooth function on V r we have
df = (dif)dx
i +
∑
|J |≤r−1
(∂Jσ f)ω
σ
J +
∑
|I|=r
(∂Iνf)dy
ν
I . (3.5)
We also have the formula
dωσJ = −ω
σ
Ji ∧ dx
i, |J | ≤ r − 2. (3.6)
Let us now consider an arbitrary form ρ ∈ Ωrq, q > 1. For any k = 0, ..., q we define its
contact component of order k to be the form pkρ ∈ Ω
r+1
q given by:
pkρ(j
r+1
x γ)(ξ1, ..., ξq) ≡
1
k!(q − k)!
εj1,...,jqρ(jrxγ)(pξj1, ..., pξjk , hξjk+1, ..., hξq). (3.7)
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One usually calls hρ ≡ p0ρ and pρ ≡
∑q
k=1 pkρ the horizontal component and respectively
the contact component of ρ. It is useful to particularize the definition above for the case k = 0:
hρ(ξ1, ..., ξq) = ρ(hξ1, ..., hξq). (3.8)
A form ρ ∈ Ωrq is called k-contact if pjρ = 0, ∀j 6= k and one says that it has the contact
order greater that k if pjρ = 0, ∀j ≤ k − 1.
Now we have a decomposition property, namely
Proposition 3.1 For any ρ ∈ Ωrq the following formula is valid:
(πr+1,r)∗ρ =
q∑
k=0
pkρ. (3.9)
Proof: One starts from the definition of the pull-back and use (2.27) to get
(πr+1,r)∗ρ(jr+1xγ)(ξ1, ..., ξq) = ρ(j
rxγ)(hξ1 + pξ1, ..., hξq + pξq).
Then one derives the formula in the statement if one uses the definition (3.7) and the
following combinatorial lemma:
Lemma 3.2 Let L and M be linear finite dimensional spaces and ω : L× · · · × L︸ ︷︷ ︸
q−times
→ M a
linear and antisymmetric map. Then the following formula is true:
ω(a1 + b1, ..., aq + bq) = ε
i1,...,iq
q∑
k=0
1
k!(q − k)!
ω(ai1, ..., aik , bik+1 , ..., biq) (3.10)
for all a1, ..., aq, b1, ..., bq ∈ L.
Proof: Is straightforward by induction on q.
One can use the proposition above to deduce that ρ is contact iff it verifies hρ = 0 and that
the expressions p1ρ, ..., pqρ are contact forms in the sense of the definition given at the beginning
of this Section. Finally we remind the fact that the horizontalization operation h : Ωr → Ωr+1
verifies the properties:
h(µ+ ν) = hµ+ hν, h(µ ∧ ν) = hµ ∧ hν (3.11)
for any forms µ, ν ∈ Ωr,
hdxi = dxi, hdyσJ = y
σ
Jidx
i (|J | ≤ r) (3.12)
and also
hf = (πr+1,r)∗f = f ◦ πr+1,r (3.13)
for all smooth functions on V r. Moreover, these three properties given above determine uniquely
the map h.
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3.2 The Structure Theorem for Contact Forms
In this subsection we give a new proof to the following fact.
Theorem 3.3 Let (V, ψ) an adapted chart on the fibre bundle Y and let ρ ∈ Ωrq(Y ), q =
2, ..., n. Then ρ is contact iff it has the following expression in the associated chart:
ρ =
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ +
∑
|I|=r−1
dωσI ∧Ψ
I
σ (3.14)
where ΦJσ ∈ Ω
r
q−1 and Ψ
I
σ ∈ Ω
r
q−2 can be arbitrary forms on V
r. (We adopt the convention that
Ωrq ≡ 0, ∀q < 0).
Proof: (i) If ρ has the expression (3.14) one uses (3.11) to obtain that it is a contact form.
We now concentrate on the converse statement. Firstly we need a canonical expression for any
ρ ∈ Ωrq. We start from the fact that the forms dx
i, ωσJ (|J | ≤ r − 1) and dy
σ
I (|I| = r) are
a basis in the linear space of 1-forms. The form ρ is a polynomial of degree q in these forms
(with respect to the product ∧). We separate all the terms containing at least a factor ωσJ and
get a decomposition
ρ = ρ0 + ρ
′ (3.15)
where ρ0 has the structure
ρ0 =
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ (3.16)
and ρ′ is a polynomial of degree q only in dxi and dyσI (|I| = r). It is clear the one can write
it as follows:
ρ′ =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqdy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxiq , (3.17)
where AI1,...,Isσ1,...,σs,is+1,...,iq are smooth functions on V
r and can be assumed to verify the following
symmetry property:
A
IP (1),...,IP (s)
σP (1),...,σP (s),iQ(s+1),...,iQ(q)
= (−1)|P |+|Q|AI1,...,Isσ1,...,σs,is+1,...,iq (3.18)
for any permutations P ∈ Ps, Q ∈ Pq−s.
One must impose the condition hρ = hρ′ = 0. Using the relations (3.11) and (3.12) one gets
hρ′ =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqy
σ1
I1i1
· · · yσsIsisdx
i1 ∧ · · · ∧ dxiq ,
so the relation above is equivalent to
S−i1,...,iq
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqy
σ1
I1i1
· · · yσsIsis = 0, s = 0, ..., q. (3.19)
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Here S−i1,...,iq is the antisymmetrization operator in the indices i1, ..., iq defined by the formula
(10.8) from the Appendix.
We apply to the relation above derivative operators of the type ∂Iν , (|I| = r + 1) and
obtain, taking into account the symmetry property (3.18) the following relations (see [21] ,
[23]):
Ai1,...,iq = 0 (3.20)
and
S−i1,...,iqS
+
I1p1
· · · S+IspsA
I1,...,Is
σ1,...,σs,is+1,...,iq
δp1i1 · · · δ
ps
is
= 0, s = 1, ..., q. (3.21)
(ii) We analyse in detail the relation above. This is the point where we depart from the
idea of the proof from [23]. Let us introduce the following tensor spaces:
Hs ≡ F
(−)(IRn)⊗F (+)(IRn)⊗ · · · ⊗ F (+)(IRn)︸ ︷︷ ︸
s−times
where F (±)(IRn) are the symmetric (coresp. +) and the antisymmetric (coresp. −) Fock spaces
(see the Appendi). We have the well known decomposition in subspaces with fixed number of
“bosons” and “fermions”:
Hs = ⊕
r
k=0 ⊕l1,...,ls≥0 Hk,l1,...,ls.
We make the convention that Hk,l1,...,ls ≡ 0 if any one of the indices k, l1, ..., ls is negative or
if k > n. Then we can consider AI1,...,Isσ1,...,σs,is+1,...,iq as the components of a tensor
Aσ1,...,σs ∈ Hq−s,r, ..., r︸ ︷︷ ︸
s−times
.
We can write in an extremely compact way the relation (3.21) if we use the creation and
the annihilation fermionic operators a∗i, ai, (i = 1, ..., n) and the corresponding creation and
annihilation bosonic operators b∗(α)i, b
i
(α) (α = 1, ..., s; i = 1, ..., n). We will using conventions
somewhat different from that used in quantum mechanics (see the Appendix). One introduces
the operators
Bα ≡ b
∗
(α)ia
∗i, (α = 1, ..., s) (3.22)
and proves by elementary computations that the relations (3.21) are equivalent to:
B1 · · ·BsAσ1,...,σs = 0, (s = 1, ..., q). (3.23)
Indeed, it is elementary to check that we have for instance:
(B1A)
{j0,...,jk},I2,...,Is
σ1,...,σs,i0,...,il
= S+j0,...,jkS
−
i0,...,il
A
{j1,...,jk},I2,...,Is
σ1,...,σs,i1,...,il
δj0i0 . (3.24)
and similarly for α = 2, . . . , s.
(iii) Equations of the type appearing in the (3.23) can be completely analysed with the help
of two lemmas, which are the backbone of our paper. Firstly we analyse the case s = q. In this
case Aσ1,...,σq ∈ H0,r, ..., r︸ ︷︷ ︸
q−times
.
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Lemma 3.4 Let X ∈ H0,r1,...,rq , (r1, ..., rq ∈ IN; q = 2, ..., n) verifying the relation
B1 · · ·BqX = 0. (3.25)
Then X = 0.
Proof: We use complete induction over n. For n = 2 we have only the case q = 2. The
generic form of X is
X =
r1∑
i=0
r2∑
j=0
ci,j(b
∗
(1)1)
i(b∗(1)2)
r1−i(b∗(2)1)
j(b∗(2)2)
r2−jΩ;
here Ω is the vacuum vector in H. We extend the coefficients ci,j to all integer values of the
indices by taking ci,j = 0 if i (or j) is outside the set {1, ..., r1} (or {1, ..., r2}). One computes
that the relation B1B2X = 0 is equivalent to ci−1,j = ci,j−1; this relation gives by recurrence
that ci,j = 0, ∀i, j ∈ Z i.e. X = 0.
We assume the assertion from the statement to be true for a given n and we prove it for
n+1. In this case the indices will take the values 0, 1, ..., n and we must make the substitution
Bα → B˜α ≡ Bα + b
∗
(α)0a
∗0, (α = 1, ..., q).
By hypothesis we have
q∏
α=1
B˜αX = 0.
One immediately shows this to be equivalent to the following two equations:
q∏
α=1
BαX = 0 (3.26)
and
q∑
α=1
(−1)α−1b∗0(α)B1 · · · Bˆα · · ·BqX = 0. (3.27)
The generic expression for X is
X =
r1∑
t1=0
· · ·
rq∑
tq=0
(
b∗0(1)
)t1
· · ·
(
b∗0(q)
)tq
Xt1,...,tq (3.28)
where Xt1,...,tq ∈ H0,r1−t1,...,rq−tq are tensors obtained from the vacuum by applying only poly-
nomials in the creation operators b∗i(α), (α = 1, ..., n; 1 = 1, ..., n).
Then the equation (3.26) is equivalent to
q∏
α=1
BαXt1,...,tq = 0, ∀t1, ..., tq ∈ Z. (3.29)
If q ≤ n we can apply the induction hypothesis and obtain Xt1,...,tq = 0, ∀t1, ..., tq ∈ Z i.e.
X = 0. So it remains to study only the case q = n + 1. In this case one notices that the
12
equation (3.26) becomes an identity because
∏n+1
α=1Bα = 0; indeed, in the left hand side, at
least one of the operators a∗i, (i = 1, ..., n) appears twice. So, in this case we are left with
the second equation (3.27):
n+1∑
α=1
(−1)α−1b∗0(α)B1 · · · Bˆα · · ·Bn+1X = 0. (3.30)
One must substitute here the generic expression for X (3.28) and the following relation is
produced:
n+1∑
α=1
(−1)α−1b∗0(α)B1 · · · Bˆα · · ·Bn+1Xt1,...tα−1,tα−1,tα+1,...,tn+1 = 0, ∀t1, ..., tn+1 ∈ Z. (3.31)
This relation can used to prove that X = 0. We outline the argument. First we take
t1 = t+ 1 (t ≥ 0), t2 = · · · = tn+1 = 0 in the relation above and get
B2 · · ·Bn+1Xt,0, ..., 0︸ ︷︷ ︸
n−times
= 0.
The induction hypothesis can be applied and we get Xt,0, ..., 0︸ ︷︷ ︸
n−times
= 0, ∀t ∈ Z. Similarly, one
can obtain X0,...,0,t,0,...,0 = 0, ∀t ∈ Z where the index t can be positioned anywhere.
Now one can prove, by induction on p that Xt1,,,,.tn+1 = 0 if at least n − p + 1 indices are
equal to zero. For p = 1 this statement has just have been proved above. We accept it for a
given p and prove it for p+ 1. We take in (3.31) tp+2 = · · · tn+1 = 0 and obtain
p+1∑
α=1
(−1)α−1b∗0(α)B1 · · · Bˆα · · ·Bn+1Xt1,...tα−1,tα−1,tα+1,...,tn+1 = 0. (3.32)
If t1 = t, t2 = t3 = · · · = tp+1 = 1 one can use the induction hypothesis to get:
Xt,1, ..., 1︸ ︷︷ ︸
p−times
, 0, ..., 0︸ ︷︷ ︸
(n−p)−times
= 0, ∀t ∈ Z.
Now one uses the relation above and (3.32) to prove that
Xt1,...,tp+1, 0, ..., 0︸ ︷︷ ︸
(n−p)−times
= 0; (3.33)
this is done by recurrence on t2 + t3 + · · ·+ tp+1.
Evidently the argument leading to the relation (3.33) works in the same way for any position-
ing of the p+ 1 indices. The induction is finished and we get Xt1,...,tn+1 = 0, ∀t1, ..., tn+1 ∈ Z
i.e. X = 0. ∇
If we apply this lemma to the equation (3.23) for s = q we get
AI1,...,Iqσ1,...,σq = 0. (3.34)
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(iv) We still have to analyse the case 0 < s < q of the equation (3.23). We can analyse
immediately the case s = 1 i.e. the equation
B1X = 0 (3.35)
if we use (10.16); we get that
(n + r − q + 1)X = BB∗X
i.e. X is of the form
X = BX1 (3.36)
for some X1 ∈ Hq−2,r−1.
(v) We generalize this result to all s = 1, ..., q − 1.
Lemma 3.5 Let X ∈ Hk,r1,...,rs, 0 ≤ k < n, 0 < s ≤ n, s + k ≤ n Then X verifies the
equation
B1 · · ·BsX = 0 (3.37)
iff it is of the form
X =
s∑
α=1
BαXα (3.38)
for some Xα ∈ Hk−1,r1,...rα−1,rα−1,rα+1,...,rs.
Proof:
From (10.18) the implication (3.38) ⇒ (3.37) is obvious. We prove now the converse state-
ment, as before, by induction on n. For n = 2 we can have k = 0, 1. In the first case the
statement is true according to lemma 3.4 and the second case was analysed before at (iv). We
suppose that the statement is true for a given n and we prove it for n + 1. With the same
notations as in lemma 3.4 we have an equation of the type:
s∏
α=1
B˜αX = 0. (3.39)
where
B˜α ≡ Bα + b
∗
(α)0a
∗0, (α = 1, ..., q).
The generic form for X is
X = X0 + a
∗0Z (3.40)
with X0 ∈ Hk,r1,...,rs and Z ∈ Hk−1,r1,...,rs tensors obtained from the vacuum by applying only
polynomials in a∗i (i = 1, ..., n) and b∗(α)µ (µ = 0, ..., n;α = 1, ..., s).
The equation (3.39) becomes equivalent to the following two equations:
s∏
α=1
BαX0 = 0 (3.41)
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and
s∏
α=1
BαZ =
s∑
α=1
(−1)s−αb∗0(α)B1 · · · Bˆα · · ·BsX0. (3.42)
As in lemma 3.4, the generic form of X0 is
X0 =
r1∑
t1=0
· · ·
rq∑
tq=0
(
b∗0(1)
)t1
· · ·
(
b∗0(q)
)tq
Xt1,...,tq . (3.43)
Then the equation (3.41) is equivalent to
s∏
α=1
BαXt1,...,tq = 0, ∀t1, ..., tq ∈ Z. (3.44)
We have two distinct cases:
(a) k < n and s ≤ n
In this case we can apply the induction hypothesis to the relation above and obtain in the
end that X0 is of the following form:
X0 =
s∑
α=1
BαXα.
If we introduce this expression into the equation (3.42) we easily get:
s∏
α=1
Bα
(
Z −
s∑
α=1
b∗0(α)Xα
)
= 0
so again we can apply the induction hypothesis to obtain that Z has the following structure:
Z =
s∑
α=1
b∗0(α)Xα +
s∑
α=1
BαZα.
Now we define
X˜α ≡ Xα − a
∗0Zα
and obtain from the previous relations that
X =
s∑
α=1
B˜αX˜α
which finishes the proof.
(b) If k = n then from the restrictions on s and k we necessarily have s = 1 and we can use
(iv). If s = n + 1 then the same restrictions fix k = 0 and we can apply lemma 3.4. ∇
We can apply the lemma above to the equation (3.23) for the cases s = 2, ..., q − 1 and
obtain that the tensors Aσ1,...,σs have the following structure
Aσ1,...,σs =
s∑
α=1
BαX
α
σ1,...,σs
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for some tensors Xασ1,...,σs.
Now it is the moment to use again full index notation. The relation above means that the
expression AI1,...,Isσ1,...,σs,is+1,...,iq is a sum of terms such that every term has at least a factor of the
type δji where the index j belongs to some Ip and the index i is one of the indices is+1, ..., iq.
That’s it if, say, I1 = {j1, ..., jr} then
A
{j1,...,jr},...
σ1,...,σs,is+1,...,iq
=
r∑
u=1
q∑
v=s+1
δjuiv A˜
{j1,...,jˆu,...,jr},...
σ1,...,σs,is+1,...,ˆiv,...,iq
+ · · · .
If we substitute the preceding relation into the expression of ρ′ (see (3.17)) we obtain a sum
of contributions of the type
A˜
{j1,...,jˆu,...,jr},...
σ1,...,σs,is+1,...,ˆiv,...,iq
dyσ1{j1,...,jr} ∧ dy
σ2
I2
· · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · dxju · · · ∧ dxiq
i.e. a sum of terms containing the expression dyσ1{j1,...,jr} ∧ dx
ju = −dωσ1
{j1,...,jˆu,...,jr}
.
So the contribution ρ′ to the contact form ρ form gives the second terms from the statement
of the theorem (v. the formulæ (3.15) and (3.14).
Let us note for further use that one can combine lemmas 3.4 and 3.5 in a single result:
Lemma 3.6 Let X ∈ Hk,r1,...,rs Then X verifies the equation (3.37) iff it is of the form
X =
s∑
α=1
BαXα (3.45)
for some Xα ∈ Hk−1,r1,...rα−1,rα−1,rα+1,...,rs.
Remark 3.6.1 One can show in fact that the decomposition of an arbitrary form given by the
formulæ (3.15), (3.16) and (3.17) can be refined with the help of the so called trace decomposi-
tion identity [24]. Although we do not need this more refined decomposition we will provide an
alternative proof of this fact, based on the same tricks, in the Appendix. This will emphasize
once more the power of our method.
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3.3 Some Properties of the Contact Forms
We start with the transformation formula for the contact forms. We have:
Proposition 3.7 Let (V, ψ) and (V¯ , ψ¯) be two overlapping charts on Y . Then on V r ∩ V¯ r the
following formula is true:
ω¯σI =
∑
|J |≤|I|
(∂Jν y¯
σ
I )ω
ν
J (|I| ≤ r − 1). (3.46)
Proof: The proof is based on simple manipulations of the formula (2.19), the definition
(3.3) of the 1-contact forms and use is also made of lemma 2.3.
An element T ∈ Ωsn+1,X is called a differential equation if iξT = 0 for any π
s,1-vertical vector
field. In the chart V s the differential equation T has the following expression:
T = Tσω
σ ∧ θ0. (3.47)
(see (2.35)). Using (3.46) one can indeed see that T has this form in any chart; explicitly, the
transformation formula is:
Tσ = J (∂σy¯
ν)T¯ν (3.48)
where J is the Jacobian of the chart transformation on X :
J ≡ det
(
∂x¯i
∂xj
)
. (3.49)
If γ is a section of the fibre bundle π : Y → X then on says that it verifies the differential
equation T iff we have
(jsγ)∗iZT = 0 (3.50)
for any vector field Z on JsY . In local coordinates we have on V s:
Tσ ◦ j
sγ = 0 (σ = 1, ..., m). (3.51)
Another important property of the contact ideal is that it behaves naturally with respect to
prolongations. More precisely, let πi : Yi → Xi, i = 1, 2 be two fibre bundles and φ : Y1 → Y2
a fibre bundle morphism. Then the prolongation jrφ (defined in the end of section 2) verifies:
(jrφ)∗C(Ωr(Y1)) ⊂ C(Ω
r(Y2)). (3.52)
The proof follows directly from the definition of a contact form. As a consequence, if ξ is a
projectable vector field on the fibre bundle Y , then the Lie derivative of jrξ leaves the contact
ideal invariant:
LjrξC(Ω
r(Y )) ⊂ C(Ωr(Y )). (3.53)
This formula can be used to find out the explicit expression of jrξ [2]. Indeed, if in the
chart (V, ψ) we have
ξ = ai(x)
∂
∂xi
+ bσ(x, y)∂σ (3.54)
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with ai and bσ smooth function, then jrξ must have the following expression in the associated
chart (V r, ψr):
jrξ = ai(x)
∂
∂xi
+
∑
|J |≤r
bσJ∂
J
σ . (3.55)
One imposes an equivalent form of (3.53), namely
Ljrξω
σ
J ∈ C(Ω
r(Y )), |J | ≤ r − 1. (3.56)
The left hand side of this relation can be computed explicitly:
Ljrξω
σ
J = (dib
σ
J − b
σ
Ji − y
σ
Jldia
l)dxi +
∑
|I|=r
(∂Iνb
σ
J)dy
ν
I + contact terms.
The following recurrence formula for the coefficients bσJ follows:
bσJi = dib
σ
J − y
σ
Jldia
l, |J | ≤ r − 1; (3.57)
we also have:
∂Iνb
σ
J = 0, |I| = r. (3.58)
In particular, if ξ is an evolution i.e. it has the local expression (2.30), then we have
jrξ =
∑
|J |≤r
(dJξ
σ)∂Jσ . (3.59)
One may wonder what is the expression of the prolongation jrφ (where φ is a bundle
morphism of the fibre bundle Y . One can proceed in complete analogy with the computations
above. If φ has the following expression in the chart (V, ψ)
φ(xi, yσ) = (f i, F σ) (3.60)
then we must have in the associated chart: (V r, ψr):
jrφ(xi, yσ, yσj , ..., y
σ
j1,...,jr
) = (f i, F σ, F σj , ..., F
σ
j1,...,jr
) (3.61)
where F σj1,...,jk, j1 ≤ j2 ≤ · · · ≤ jk, k = 1, ..., r are smooth functions on the chart V
r. One
starts from an equivalent form of (3.52), namely:
(jrφ)∗ωσJ ⊂ C(Ω
r(Y ) |J | ≤ r − 1 (3.62)
and computes the left hand side:
(jrφ)∗ωσJ =
(
dlF
σ
J − F
σ
Ji
∂f l
∂xi
)
dxi +
∑
|J |=r
(∂IνF
σ
J )dy
σ
I + contact terms, |J | ≤ r − 1.
The condition (3.62) above gives us a recurrence formula for the functions F σJ :
F σJi = Q
l
idlF
σ
J |J | ≤ r − 1; (3.63)
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we also have
∂IνF
σ
J = 0 |I| = r. (3.64)
Let us note that the recurrence formula above formally coincide with the recurrence formula
from lemma 2.3.
We close this subsection reminding another important construction appearing when one
considers the so-called variationally trivial Lagrangians (they will be defined in section 7). We
introduce the following subset of the space of basic forms:
J rq ≡ {ρ ∈ Ω
r
q,X |∃ν ∈ Ω
r−1
q , s.t. ρ = hν}. (3.65)
One notes that this subspace is closed with respect to the wedge product ∧ and also that
the operator D : J rq → J
r
q+1 given by
Dhν ≡ hdν (3.66)
is well defined [3]. The operator D is called total exterior derivative. We list some elementary
properties of this operator directly deductible from the definition.
D ◦D = 0 (3.67)
and
Dh = hD. (3.68)
Moreover, D is a derivation completely determined by the following relations:
Df = (dif)dx
i, ∀f ∈ J r0 , (3.69)
and
D(dxi) = 0, DhdyσJ = 0, |J | ≤ r. (3.70)
We remind the reader that we have remarked before that the operators di are not vector
fields. However, we have the following relation, which is the next best thing except a vector
field. If f ∈ Ωr−10 and we have two overlapping charts (V, ψ) and (V¯ , ψ¯) on Y then we have on
the intersection V r ∩ V¯ r the following relation:
d¯if = Q
j
idjf (3.71)
(where d¯j are the formal derivatives in the chart V¯
r and the matrix Q has been defined pre-
viously: it is the inverse of the Jacobian matrix of the chart transformation - see (2.7)). The
proof is elementary and consists in expressing the (globally defined) operator D in both charts.
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4 Strongly Contact Forms
The concept of strongly contact form has been introduced by Krupka [21]. The idea is to
observe that the definition of the contact forms is trivially satisfied if the degree of the form is
q ≥ n + 1. So, it is natural to try a generalization of the contact forms in this case. It seems
plausible to use instead of the horizontalization operator h some other projection pk from those
introduced in the beginning of the preceding section. The proper definition is the following.
Let q = n + 1, ..., N ≡ dim(JrY ) = m
(
n+r
n
)
and let ρ ∈ Ωrq. One says that ρ is a strongly
contact form iff its contact component of order q − n vanishes i.e.
pq−nρ = 0. (4.1)
For a certain uniformity of notations, we denote these forms by Ωrq(c). We need a structure
formula for strongly contact forms, i.e. an analogue of theorem 3.3. First we need some
properties of the projections pk [21] - [23].
Lemma 4.1 If ρ ∈ Ωrq and ρ
′ ∈ Ωrt then the following formula is true:
pk(ρ ∧ ρ
′) =
∑
l+s=k
plρ ∧ psρ
′ ∀k ≥ 0 (4.2)
where we make the convention that
pkρ ≡ 0, if k > deg(ρ), or k < 0. (4.3)
Proof: Is based on induction on q. For q = 1 one starts from the definition (3.7) of the
operator pk and from the definition for the wedge product, which in our case is:
(ρ ∧ ρ′)(ξ0, ..., ξt) =
t∑
i=0
(−1)iρ(ξi)ρ
′(ξ0, ..., ξˆi, ..., ξt).
Then, one supposes the formula true for 1, 2, . . . , q and proves it for q+1. One does not loose
generality if one supposes that ρ is of the form ρ = ρ1 ∧ ρ2 with deg(ρ1) = 1 and deg(ρ2) = q
and the result for q + 1 is obvious.
As a corollary, we have
Corollary 4.2 If ρi ∈ Ω
r
qi
, i = 1, ..., l then the following formula is true:
pk(ρ1 ∧ . . . ∧ ρl) =
∑
s1+...+sl=k
ps1ρ1 ∧ . . . ∧ pslρl. (4.4)
In particular, if the order of contactness of the forms ρi ∈ Ω
r
qi
, i = 1, ..., l is equal to 1 and if
ρ′ ∈ Ωrq is arbitrary, then the following formula is true:
pk(ρ1 ∧ · · · ∧ ρl ∧ ρ
′) = (πr+1,r)∗ρ1 ∧ · · · ∧ (π
r+1,r)∗ρl ∧ pk−lρ
′, ∀k ≥ l. (4.5)
If k < l then the right hand side is zero, according to the convention from the preceding lemma.
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We still need two results from [23]. The first one is elementary.
Lemma 4.3 Let q ≥ 1 and ρ ∈ Ωrq. Then in the associated chart (V
r+1, ψr+1) the following
formula is valid:
(πr+1,r)∗ρ =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|≤r
BI1,...,Isσ1,...,σs,is+1,...,iqω
σ1
I1
∧ · · · ∧ ωσsIs ∧ dx
is+1 · · · ∧ dxiq (4.6)
where the coefficients BI1,...,Isσ1,...,σs,is+1,...,iq are smooth functions on the chart V
r and verify symmetry
properties of the type (3.18). Moreover, the form pkρ is given by the terms corresponding to
s = k in the sum above.
Next, we have
Lemma 4.4 Let q ≥ 1 and ρ ∈ Ωrq. Suppose that in the associated chart (V
r, ψr) the form ρ
has the generic expression:
ρ =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|≤r
AI1,...,Isσ1,...,σs,is+1,...,iqdy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 · · · ∧ dxiq (4.7)
where AI1,...,Isσ1,...,σs,is+1,...,iq are smooth functions on V
r verifying the symmetry property (3.18). Then
on the chart (V r+1, ψr+1) we have
pkρ =
1
k!(q − k)!
∑
|I1|,...,|Ik|≤r
BI1,...,Ikσ1,...,σk,ik+1,...,iqω
σ1
I1
∧ · · · ∧ ωσkIk ∧ dx
ik+1 · · · ∧ dxiq (4.8)
where
BI1,...,Ikσ1,...,σk,ik+1,...,iq = S
−
ik+1,...,iq
q∑
s=k
(
q − k
q − s
) ∑
|Ik+1|,...,|Is|≤r
AI1,...,Isσ1,...,σs,is+1,...,iqy
σk+1
Ik+1ik+1
· · · yσsIsis. (4.9)
Proof: We use the definition (3.4) to write
(πr+1,r)∗ρ =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|≤r
AI1,...,Isσ1,...,σs,is+1,...,iq
(ωσ1I1 + y
σ1
I1i1
dxi1) ∧ · · · ∧ (ωσsIs + y
σs
Isis
dxis) ∧ dxis+1 · · · ∧ dxiq (4.10)
and now we can apply lemma 3.2 with L 7→ Ωr, M 7→ Ωrs and ω 7→ Λ where
Λ(ωσ1I1 , ..., ω
σs
Is
) =
∑
|I1|,...,|Is|≤r
AI1,...,Isσ1,...,σs,is+1,...,iqω
σ1
I1
· · · ∧ ωσsIs .
Then simple rearrangements leads to the formula from the statement.
Now we can give the structure theorem for strongly contact forms. As in the preceding
section, the proof will be based on Fock space machinery and will differ from the original proof
from [21].
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Theorem 4.5 Let n+1 ≤ q ≤ N and ρ ∈ Ωrq. Let (V, ψ) be a chart on Y Then ρ is a strongly
contact form iff it has the following expression in the associated chart (V r, ψr):
ρ =
∑
p+s=q−n+1
∑
|J1|,...,|Jp|≤r−1
∑
|I1|,...,|Is|=r−1
ωσ1J1 · · · ∧ ω
σp
Jp
∧ dων1I1 · · · ∧ dω
νs
Is
∧ ΦJ1,...,Jp,I1,...,Isσ1,...,σp,ν1,...,νs (4.11)
where ΦJ1,...,Jp,I1,...,Isσ1,...,σp,ν1,...,νs are differential forms of degree n − 1 − s on V
r. (This imposes that the
first sum runs in fact only for s ≤ n− 1).
Proof: If ρ has the expression from the statement, the corollary above gives us pq−nρ = 0.
We prove the converse statement by induction on q.
(i) Let q = n + 1 and ρ ∈ Ωrn+1 such that p1ρ = 0. We start from the same decomposition
of the form ρ as in theorem 3.3 i.e. that given by the formulæ (3.15)-(3.17). Using (3.15) and
the corollary above we have from the preceding equation:∑
|J |≤r−1
ωσJ ∧ hΦ
J
σ + p1ρ
′ = 0. (4.12)
But the preceding lemma gives us the following very explicit formula for the second contri-
bution:
p1ρ
′ =
1
(q − 1)!
∑
|I|=r
BIσ,i2,...,iqω
σ
I ∧ dx
i2 ∧ · · · ∧ dxiq
where
BI1σ1,i2,...,iq = S
−
i2,...,iq
q∑
s=1
(
n
n+ 1− q
) ∑
|I2|,...,|Is|=r−1
AI1,...,Isσ1,...,σs,is+1,...,iqy
σ2
I2i2
· · · yσsIsis .
Because the 1-form ωσI appears only in the second term of (4.12) the two terms must vanish
separately i.e. we have
p1ρ
′ = 0. (4.13)
and ∑
|J |≤r−1
ωσJ ∧ hΦ
J
σ = 0. (4.14)
From (4.13) we get
BIσ,i2,...,iq = 0
which can be transformed, as in the proof of theorem 3.3 into
B2 · · ·BsAσ1,...,σs = 0 (s = 1, ..., q).
In fact, because of the symmetry property (3.18) we have:
B1 · · · Bˆα · · ·BsAσ1,...,σs = 0 (α = 1, ..., s; s = 1, ..., q). (4.15)
A consequence of this relation is
B1 · · ·BsAσ1,...,σs = 0 (s = 1, ..., q)
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which implies (see lemmas 3.4 and 3.5)) that
Aσ1,...,σq = 0 (4.16)
and
Aσ1,...,σs =
s∑
α=1
BαA
α
σ1,...,σs
(s = 1, ..., q − 1) (4.17)
for some tensors Aασ1,...,σs.
If we substitute the expression of Aσ1,...,σs above into the initial equation (4.15) we get
immediately
B1 · · ·BsA
α
σ1,...,σs
= 0
so lemma 3.5 can again be applied to produce the following expression
Aσ1,...,σs =
s∑
α,β=1
BαBβA
αβ
σ1,...,σs
(s = 1, ..., q − 1) (4.18)
for some tensors Aαβσ1,...,σs = 0. The last expression identically verifies the equation (4.15) so it
is the general solution of it. As in the end of theorem 3.3 it this the time to revert to full index
notations. Because in the formula above we have two B-type operators we will obtain that
the functions AI1,...,Isσ1,...,σs,is+1,...,iq are sums of terms containing two delta factors, so in the end two
factors of the type dωνI we show up. Explicitly, ρ
′ must necessarily have the following structure:
ρ′ =
∑
|I1|=|I2|=r−1
dων1I1 ∧ dω
ν2
I2
∧ ΦI1I2ν1ν2 . (4.19)
On the other hand, it is easy to see that (4.14) is equivalent to
hΦJσ = 0
and theorem 3.3 can be applied. Combining with the formula above, we obtain the structure
formula from the statement (4.11) for q = n+ 1.
(ii) We suppose that if pq′−nρ = 0 then ρ
′ has the expression (4.11) for q′ = n+ 1, ..., q − 1
and we prove the same statement for q. So we have
pq−nρ = 0.
Because ρ is a polynomial of degree q (with respect to the wedge product ∧) in the differ-
entials ωσJ |J | ≤ r − 1, dy
σ
I , |I| = r and dx
i one can write it uniquely as follows:
ρ =
q∑
s=0
1
q!
∑
|J1|,...,|Js|≤r−1
ωσ1J1 · · · ∧ ω
σs
Js
∧ ΦJ1,...Jsσ1,...,σs (4.20)
where ΦJ1,...Jsσ1,...,σs are polynomials of degree q− s in the differentials dy
σ
I , |I| = r and dx
i. Using
the corollary above one obtains the following equation:
q∑
s=0
1
q!
∑
|J1|,...,|Js|≤r−1
ωσ1J1 · · · ∧ ω
σs
Js
∧ pq−n−sΦ
J1,...Js
σ1,...,σs
= 0
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which is equivalent to:
pq−n−sΦ
J1,...Js
σ1,...,σs
= 0 (s = 0, ..., q). (4.21)
For s = 1, ..., q one can apply the induction hypothesis and obtain that the forms ΦJ1,...Jsσ1,...,σs
are sums of the type (4.11). It remains to analyse the case s = 0 i.e. the equation
pq−nΦ = 0 (4.22)
with Φ having a structure similar to (3.17):
Φ =
q∑
s=q−n
1
s!(q − s)!
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqdy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxiq . (4.23)
Using the preceding lemma one obtains that
pq−nΦ =
1
(q − n)!n!
∑
|I1|,...,|Iq−n|=r
B
I1,...,Iq−n
σ1,...,σq−n,iq−n+1,...,iq
ωσ1I1 ∧ · · · ∧ ω
σq−n
Iq−n
∧ dxiq−n+1 · · · ∧ dxiq
where
B
I1,...,Iq−n
σ1,...,σq−n,iq−n+1,...,iq
= S−iq−n+1,...,iq
q∑
s=q−n
(
n
q − s
) ∑
|Iq−n+1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqy
σq−n+1
Iq−n+1iq−n+1
· · · yσsIsis .
(4.24)
The condition on Φ translates into
B
I1,...,Iq−n
σ1,...,σq−n,iq−n+1,...,iq
= 0
and this can be shown to be equivalent to
Bq−n+1 · · ·BsAσ1,...,σs = 0 (s = q − n, ..., q).
In fact, because of the symmetry property (3.18) we have more generally:
Bα1 · · ·Bαs−q+nAσ1,...,σs = 0 ∀α1, ..., αs−q+n, (s = q − n, ..., q). (4.25)
This relation can be investigated following the ideas from (i) (see rel. (4.15)) and the general
solution of (4.25) can be found in the form:
Aσ1,...,σs =
s∑
α1,...,αq−n+1=1
Bα1 · · ·Bαq−n+1A
α1,...,αq−n+1
σ1,...,σs
(4.26)
for some tensors A
α1,...,αq−n+1
σ1,...,σs .
If we use full index notations, this time q − n+ 1 factors of the type dωνI , |I| = r− 1 will
appear in every term of Φ. Collecting all terms we get for ρ the formula (4.11).
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5 Euler-Lagrange and Helmholtz-Sonin forms
An interesting problem in differential geometry is the following one. Suppose we have a differ-
ential form ρ on a given manifold Y . What other (globally defined) differential forms can be
attached to it? This problem can be rigorously formulated [19] and the answer is that there is
essentially only one possibility, namely the exterior differential dρ of ρ. In other words the con-
dition of correct behaviour with respect to all possible charts transformations limits drastically
the possible solution to this kind of problem. But what happens when the manifold Y has a
supplementary structure, say is a fibre bundle? Then, there will be some restrictions on the
charts transformation so other solutions can appear. In this section we will prove that in this
case indeed new possibilities can appear, as for instance the Euler-Lagrange and Helmholtz-
Sonin form. We will follow essentially [2] making the observation that much of the line of
the argument can be adapted from infinite jet bundle extensions to our case i.e. finite bundle
extensions.
5.1 Lie-Euler Operators
The central combinatorial trick used in [2] to prove the existence of the Euler-Lagrange form is
the concept of total differential operator which, by definition, is any linear map P : E(JrY )→ Ωs
covering the identity map id : JrY → JrY with s ≥ r. (One considers, of course, E(JrY ) and
JrY as fibre bundles over JrY ). We will consider in the following that s is sufficiently great;
in fact one needs that s > 2r + 2. Suppose that ξ is an evolution having the local structure
(2.30) in the chart (V r, ψr). Then the image P (ξ) ∈ Ωs must have the expression:
P (ξ) =
∑
|I|≤r
(dIξ
σ)P Iσ =
r∑
k=0
(dj1 · · ·djkξ
σ)P j1,...,jkI , (5.1)
where P Iσ are (local) differential forms in the chart (V
s, ψs) and, as usual, dj = d
s
j (see (2.20)).
Then one has the following combinatorial lemma [2]:
Lemma 5.1 In the conditions above, the following formula is true:
P (ξ) =
∑
|I|≤r
dI(ξ
σQIσ) (5.2)
where
QIσ ≡
∑
|J |≤r−|I|
(−1)|J |
(
|I|+ |J |
|I|
)
dJP
IJ
σ (5.3)
and one assumes that the action of a formal derivative dj on a form is realized by its action on
the function coefficients.
Proof: One starts from the right hand side of (5.2) and uses Leibnitz rule:∑
|I|≤r
dI(ξ
σQIσ) =
∑
|I|≤r
∑
(J,K)
(dJξ
σ)(dKQ
I
σ)
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where the sum over (J,K) is over all partitions of the set I. One can rearrange this as follows:
∑
|I|≤r
dI(ξ
σQIσ) =
∑
|J |+|K|≤r
(
|J |+ |K|
|J |
)
(dJξ
σ)(dKQ
JK
σ ) =
=
∑
|J |≤r
(dJξ
σ)
∑
|K|≤r−|J |
(
|J |+ |K|
|J |
)
dKQ
JK
σ .
Now one proves by elementary computations that
P Iσ =
∑
|J |≤r−|I|
(
|J |+ |K|
|J |
)
dJξ
σQIJσ . (5.4)
and that finishes the proof.
Remark 5.1.1 One notices that the relation (5.2) uniquely determines the forms QIσ.
We proceed now to formulate the main result of this subsection. The proof is an easy
adaptation to the finite jet bundle extension case of the proof from [2].
Theorem 5.2 Let q ≥ n and P : E(JrY ) → Ωsq,X a total differential operator. Let (V, ψ) and
(V¯ , ψ¯) two overlapping charts on Y and let us construct on the intersection of the corresponding
associated charts the forms QIσ and Q¯
I
σ according to the preceding lemma. Then the following
relation is true on the intersection V s ∩ V¯ s:
Qσ = (∂σ y¯
ν)Q¯ν . (5.5)
In particular, there exists a globally defined form, denoted by E(P )(ξ) such that in the chart
(V r, ψr) we have
E(P )(ξ) = Qσξ
σ. (5.6)
Proof: The generic expression for QIσ in the chart V
s is (see (2.35)):
QIσ =
∑
|J1|,...,|Jl|≤s
QI,J1,...,Jlσ,ν1,...,νldy
ν1
J1
∧ · · · ∧ dyνlJl ∧ θ0. (5.7)
Here l = q − n and QI,J1,...,Jlσ,ν1,...,νl are smooth functions on V
s having appropriate antisymmetry
properties.
In the other chart V¯ s we have a similar expression:
Q¯Iσ =
∑
|J1|,...,|Jl|≤s
Q¯I,J1,...,Jlσ,ν1,...,νldy¯
ν1
J1
∧ · · · ∧ dy¯νlJl ∧ θ¯0 =
= J
∑
|J1|,...,|Jl|≤s
Q˜I,J1,...,Jlσ,ν1,...,νldy
ν1
J1
∧ · · · ∧ dyνlJl ∧ θ0 (5.8)
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where J is the Jacobian of the chart transformation on X (see (3.49)).
If we define for any I with |I| ≤ r − 1
RIσ ≡ idjQ
jI
σ
then, using the formula above, it is easy to prove that:
Qj1,...,jkσ = S
+
j1,...,jk
dxj1 ∧ Rj2,...,jkσ =
1
k
k∑
p=1
dxjp ∧ Rj1,...,jˆp,...,jkσ . k = 0, ..., r.
As a consequence one can rewrite the local formula (5.2) as follows:
P (ξ) = ξσQσ + dx
i ∧ diR(ξ), (5.9)
where we have defined
R(ξ) ≡
∑
|I|≤r−1
dI(ξ
σRIσ). (5.10)
So, in the overlap V s ∩ V¯ s we have
ξσQσ − ξ¯
σQ¯σ = dx¯
i ∧ d¯iR¯(ξ¯)− dx
i ∧ diR(ξ).
Let us remark now that from the definition of the forms Qj1,...,jkσ (see (5.3)) it follows that
its function coefficients depend only on the variables (xi, yσ, yσj , ..., y
σ
j1,...,j2r−k
); as a consequence,
the function coefficients of the form R(ξ) depend only on the variables (xi, yσ, yσj , ..., y
σ
j1,...,j2r−1
).
In this case we can apply formula (3.71) to the preceding relation and we obtain:
ξσQσ − ξ¯
σQ¯σ = dx
i ∧ diR˜(ξ)
where
R˜(ξ) = R¯(ξ¯)− R(ξ) =
∑
|J1|,...,|Jl|≤s
R˜i,J1,...,Jlν1,...,νl (ξ)dy
ν1
J1
∧ · · · ∧ dyνlJl ∧ θi;
here we have defined
θi ≡ (−1)
i−1x1 ∧ · · · ∧ dxi−1 ∧ dxi+1 · · · ∧ dxn (5.11)
and R˜i,J1,...,Jlν1,...,νl (ξ) are smooth functions on the overlap V
s ∩ V¯ s.
If we also use (2.30) we obtain
ξσ
[
Q∅,J1,...,Jlσ,ν1,...,νl − J (∂σy¯
ζ)ξ¯σQ˜∅,J1,...,Jlζ,ν1,...,νl
]
= diR˜
i,J1,...,Jl
ν1,...,νl
(ξ).
Now one proves that both sides are zero in a standard way: one picks a section γ with
support in W ⊂ π(V ) ∩ π(V¯ ) such that the closure W¯ of W is compact, takes ξσ with support
in the open set U ⊂ W¯ and integrates on W¯ the following relation (which follows from the
preceding one):
ξσ
[
Q∅,J1,...,Jlσ,ν1,...,νl − J (∂σy¯
ζ)ξ¯σQ˜∅,J1,...,Jlζ,ν1,...,νl
]
◦ jsγ = diR˜
i,J1,...,Jl
ν1,...,νl
(ξ) ◦ jsγ.
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Use of Stokes theorem is made and of the arbitrariness of γ and it follows that:
Q∅,J1,...,Jlσ,ν1,...,νl = J (∂σy¯
ζ)ξ¯σQ˜∅,J1,...,Jlζ,ν1,...,νl
If we introduce this equality in (5.7) and (5.8) we obtain the relation (5.5).
The operator E(P ) defined by (5.6) is called the Euler operator associated to the total
differential operator P ; it has the local expression:
E(P )(ξ) = ξσEσ(P ) (5.12)
where
Eσ(P ) =
r∑
|I|=0
(−1)|I|dIP
I
σ . (5.13)
Now one takes λ ∈ Ωrn,X and constructs the total differential operator Pλ:
Pλ(ξ) ≡ Lpr(ξ)λ. (5.14)
Suppose that λ has the local expression (2.32). Then lemma 5.1 can be applied and gives
the following formula:
Pλ(ξ) =
r∑
|I|=0
dI
(
ξσEIσ(L)
)
θ0 (5.15)
where
EIσ(L) ≡
∑
|J |≤r−|I|
(−1)|J |
(
|I|+ |J |
|I|
)
dJ∂
IJ
σ L (5.16)
are the so-called Lie-Euler operators.
In particular,
Qσ = Eσ(L)θ0 (5.17)
and the Euler operator associated to Pλ has the following expression:
E(Pλ) = ξ
σEσ(L)θ0 (5.18)
where
Eσ(L) ≡
∑
|J |≤r
(−1)|J |dJ∂
J
σL (5.19)
are the Euler-Lagrange expressions.
The theorem above leads to
Proposition 5.3 If λ ∈ Ωrn,X is a Lagrange form, then there exists a globally defined n+1-form,
denoted by E(λ) such that we have in the chart V s:
E(λ) = Eσ(L)ω
σ ∧ θ0. (5.20)
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Proof: Indeed, one combines the expression (5.17) with the transformation properties (3.46)
and (5.5) to obtain
Eσ(L) = J (∂σy¯
ν)E¯ν(L¯); (5.21)
the globallity of E(λ) follows immediately.
One calls this form the Euler-Lagrange form associated to λ and notes that it is a differential
equation (see the beginning of subsection 3.3 more precisely the formula (3.47)). In general,
a differential equation T ∈ Ωsn+1,X is called (locally) variational or of Euler-Lagrange type iff
there exists a (local) Lagrange form λ ∈ Ωrn,X (s ≥ 2r) such that
T = E(λ). (5.22)
One notices that in this case the general form of a differential equation (3.51) coincides with
the well-known form of the Euler-Lagrange equations.
Remark 5.3.1 There are other ways of proving the globallity of the Euler-Lagrange form. One
can use the existence of the so-called Lepagean equivalents [18], but the combinatorial analysis
seems to be more complicated. Also, an argument based on the connection between the action
functional and the Euler-Lagrange expression is available [21]
5.2 Some Properties of the Euler-Lagrange Form
We collect for further use some properties of the Euler-Lagrange form. We follow, essentially
[2], with the appropriate modifications.
First, one finds rather easily from (5.21) that the Euler-Lagrange form behaves naturally
with respect to bundle morphisms. More precisely, if φ ∈ Diff(Y ) is a bundle morphism, then
one has:
(jsφ)∗E(λ) = E((jrφ)∗λ) (5.23)
for any Lagrange form λ. From here, we obtain by differentiation:
LjsξE(λ) = E(Ljrξλ) (5.24)
for any projectable vector field ξ on Y .
Now we have
Lemma 5.4 If f is a smooth function on V r then we have in V s, s > 2r + 2 the following
formulæ:
EIjσ (dlf) = S
+
Ijδ
j
lE
I
σ(f), |I| = 0, ..., r (5.25)
and
Eσ(dlf) = 0. (5.26)
Proof: From lemma 5.1 we have in V s:∑
|I|≤r
(dIξ
σ)(∂IσL) =
∑
|I|≤r
dI
(
ξσEIσ(L)
)
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for any smooth function L on V r. We make r → r + 1 and L→ djf and we have:
∑
|I|≤r+1
(dIξ
σ)
(
∂Iσdjf
)
=
∑
|I|≤r+1
dI
(
ξσEIσ(djf)
)
.
The left hand side can be rewritten using the commutation formula (2.23) and one obtains:
r+1∑
k=1
di1...dik
(
ξσS+i1,...,ikδ
i1
j E
i2,...,ik
σ (f)
)
=
r+1∑
k=0
di1...dik
(
ξσEi1,...,ikσ (djf)
)
.
Using remark 5.1.1 we obtain the relations from the statement.
Corollary 5.5 Let AI , |I| = l ≥ 1 be some smooth functions on V r and f ≡ dIA
I . Then we
have on V s, s > 2(r + l):
EJσ (f) = 0, |J | ≤ |I| − 1. (5.27)
Corollary 5.6 Let ξ be an evolution on Y and λ ∈ Ωrn,X a Lagrange form. Then the following
formula is true:
E (Ljrξλ) = E (ijsξE(λ)) . (5.28)
Proof: One has by direct computation and use on lemma 5.1:
E (Ljrξλ− ijsξE(λ)) =
r∑
|I|=1
Eν
(
dI(ξ
σEIσ(L))
)
ων ∧ θ0;
but the right hand side is zero, according to the preceding corollary.
Corollary 5.7 Let λ ∈ Ωrn,X a Lagrange form. Then the following formula is true:
LjsξE(λ) = E (ijsξE(λ)) . (5.29)
Indeed, one combines the preceding corollary with (5.24) and obtains this formula.
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5.3 Helmholtz-Sonin Forms
In this section, we follow an idea of [5] to prove the existence of the (globally) defined Helmholtz-
Sonin form. We have the following central result.
Theorem 5.8 Let T ∈ Ωsn+1,X be a differential equation with the local form given by (3.47).
We define the following expressions in any chart V t, t > 2s:
HJσν ≡ ∂
J
ν Tσ − (−1)
|J |EJσ (Tν), |J | ≤ s. (5.30)
Then there exists a globally defined (n + 2)-form, denoted by H(T ) such that in any chart
V t we have:
H(T ) =
∑
|J |≤s
HJσνω
ν
J ∧ ω
σ ∧ θ0. (5.31)
Proof: (i) We begin with a construction from [5]. Let ξ be an evolution; we define a (global)
n-form Hξ(T ) according to:
Hξ(T ) ≡ LjsξT − E (ijsξT ) (5.32)
Elementary computations and use of corollary 5.5 leads to the following local expression:
Hξ(T ) =
∑
|I|≤s
(dIξ
σ)HIσνω
σ ∧ θ0. (5.33)
(ii) Now one determines the transformation formula at a change of charts for the expressions
dIξ
σ. One considers the evolution ξ on Y and writes the expression of the vector field pr(ξ) on
the overlap V t ∩ V¯ t; the following formula easily emerges:
d¯I ξ¯
σ =
∑
|J |≤|I|
(
∂Jν y¯
σ
I
)
(dJξ
ν), |I| = 0, ..., s. (5.34)
(iii) Using the transformation formula (5.34) one can obtain the transformation formula for
the expressions HIσν : one has in the overlap V
t ∩ V¯ t:
HJµζ = J
∑
|I|≥|J |
(
∂Jµ y¯
ν
I
)
(∂ζ y¯
σ) H¯Iσν . (5.35)
This transformation formula should now be combined with (3.46) and one obtains that
H(T ) has an invariant meaning; we have
∑
|I|≤s
H¯Iσνω¯
ν
I ∧ ω¯
σ ∧ θ¯0 =
∑
|J |≤s
HJµζω
µ
J ∧ ω
ζ ∧ θ0
on V t ∩ V¯ t and the proof is finished.
H(T ) is called the Helmholtz-Sonin form associated to T and HIσν are the Helmholtz-Sonin
expressions associated to T .
A well-known corollary of the theorem above is:
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Corollary 5.9 The differential equation T is locally variational iff H(T ) = 0.
Proof: (i) If there exists a Lagrange form λ such that locally T = E(λ), then from (5.29) it
follows that Hξ(T ) = 0 for any evolution ξ. This implies that the Helmholtz-Sonin expressions
associated to T are zero i.e. H(E(λ)) = 0.
(ii) The converse of this statement is done by some explicit construction. Suppose that T
is such that H(T ) = 0. Then we define the following Lagrangian on the chart V s:
L =
∫ 1
0
dtyσTσ ◦ χ
s
t , χ
s
t (x
i, yσ, yσj , ..., y
σ
j1,...,js
) = (xi, tyσ, tyσj , ..., ty
σ
j1,...,js
). (5.36)
Then one proves by direct computation that Eσ(L) = Tσ so, T is locally variational.
The (local) expression (5.36) is called the Tonti-Vainberg Lagrangian.
32
6 The Exact Variational Sequence
This section is divided in two parts. The first one includes in a brief way the standard proof of
the exactness of the variational sequence following the lines of [21]. The second part is devoted
to the characterization of some elements of the variational sequence by (globally) defined forms.
As it is pointed out in [21], this can be done using the Euler-Lagrange and the Helmholtz-Sonin
forms defined previously. In this part more details are given because the proofs from the
literature are rather sketchy. In particular, the proof we offer for the characterization of the
n+ 1 term in the variational sequence by the Helmholtz-Sonin form is new.
6.1 The Exactness of the Variational Sequence
If π : Y → X is a fibre bundle and U, V ⊂ Y are charts such that U ⊂ V , we denote by
ıU,V : U
r → V r the canonical inclusion. Then, the collection {Ωrq(V )} (q ≥ 0), {ı
∗
U,V } is a
presheaf denoted by Ωrq. Next, one introduces the subspaces θ
r
q ∈ Ω
r
q(c) by:
θr1 ≡ Ω
r
1(c), θ
r
q ≡ dΩ
r
q−1(c) + Ω
r
q(c) (q = 2, ..., N = dim(J
rY )); (6.1)
this is also a presheaf and one can easily verify that:
θrq = Ω
r
q(c) (q = 2, ..., n), θ
r
q = 0 (q > P ), dθ
r
q ⊂ θ
r
q+1; P ≡ m
(
n+ r − 1
n
)
+ 2(n− 1).
(6.2)
Next, one introduces the so-called contact homotopy operator. The construction is the
following. Let U ⊂ IRn (resp. V ⊂ IRm) an open set (resp. a ball centred in 0 ∈ IRm) and
W = U × V . One considers the operator χr as a map χ
r
t : [0, 1]× J
rW → JrW given by:
χr(t, (x
i, yσ, yσj , ..., y
σ
j1,...,js
)) = (xi, tyσ, tyσj , ..., ty
σ
j1,...,js
). (6.3)
Then for any ρ ∈ Ωrq(W ) we have the unique decomposition
(χrt )
∗ρ = dt ∧ ρ0(t) + ρ1(t) (6.4)
where ρ0(t) (resp. ρ1(t)) are q − 1 (resp. q) forms which do not contain the differential dt.
Then the contact homotopy operator is by definition the map A : Ωrq(V )→ Ω
r
q−1(V ) given by:
Aρ ≡
∫ 1
0
ρ0(t). (6.5)
Moreover one has:
ρ1(1) = ρ, ρ1(0) = (τr)
∗(ζ0)
∗ρ (6.6)
where τr : V
r → V is the canonical projection on the first component:
τr(x
i, yσ, yσj , ..., y
σ
j1,...,js
) ≡ (xi)
and ζ0 : U → J
yW is the zero section given by:
ζ0(x
i) ≡ (xi, 0, ..., 0).
Then we have (see [21]):
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Lemma 6.1 (i) Let ρ ∈ ΩrW be arbitrary. The following formula is true:
ρ = Adρ+ dAρ+ (τr)
∗(ζ0)
∗ρ (6.7)
(ii) If ρ is contact, then:
ρ = Adρ+ dAρ (6.8)
and
pk−1Aρ = Apkρ (k = 1, ..., q). (6.9)
Proof: (i) The proof of the first formula is standard. First one finds out from (6.4) that:
(χr)
∗dρ = d0ρ1 + dt ∧
(
∂ρ1
∂t
− d0ρ0
)
where d0 is the exterior differentiation with respect to all variables except t. This produces by
integration:
Adρ = ρ1(1)− ρ1(0)− dAρ
and using (6.6) we find the formula.
(ii) For the first relation one uses the structure theorem 3.3 for the contact forms and sees
that last term in (6.7) is zero. For the second relation one applies (id× πr+1,r)∗ to the relation
(6.4) and after some simple manipulations one gets:
(πr+1,r)∗ρ0 =
q∑
k=0
(pkρ)0 ⇒ (π
r+1,r)∗Aρ =
q∑
k=0
pkAρ =
q∑
k=1
Apkρ.
Now use is made of lemma 4.4 and the second formula follows.
The central result of [21] follows. We will insist only on the part of the proof which can be
simplified with the Fock space tricks.
Theorem 6.2 We consider the maps d : θrq −→ θ
r
q+1; then the long sequence of sheaves
0 −→ θr1
d
−−−−→θr2
d
−−−−→· · ·
d
−−−−→θrP −→ 0 (6.10)
is exact.
Proof:
(i) The exactness in θr1 is elementary [21]. If β ∈ θ
r
1 = Ω
r
1(c) then the structure theorem 3.3
can be used to write in V r:
β =
∑
|J |≤r−1
ΦJσω
σ
J
with ΦJσ some smooth functions on V
r. Then
dβ = −
∑
|J |=r−1
ΦJσdy
σ
Ji ∧ dx
i + · · ·
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where by · · · we mean terms without the differentials dyσI (|I| = r); so, the closedness of β
gives us ΦJσ = 0 (|J | = r− 1). This means that, in fact, in the expression above of β the sum
finishes at r − 2. Continuing by recurrence we arrive at β = 0.
(ii) We prove the exactness in θrq , (q = 2, ..., q). If β ∈ θ
r
q = Ω
r
q(c) then again we can apply
the structure theorem 3.3 to write (after simple rearrangements):
β =
∑
|J |≤r−1
ωσJ ∧ Φ˜
J
σ +
∑
|I|=r−1
dωσI ∧Ψ
I
σ =
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ +
∑
|I|=r−1
d(ωσI ∧Ψ
I
σ)
so the closedness condition is
∑
|J |≤r−1
dωσJ ∧ Φ
J
σ −
∑
|J |≤r−1
ωσI ∧ dΦ
I
σ = 0.
Applying p1 to this relation we find out with lemma 4.1:∑
|J |≤r−1
dωσJ ∧ hΦ
J
σ −
∑
|J |≤r−1
ωσI ∧ hdΦ
I
σ = 0. (6.11)
One uses now for ΦJσ the standard form
ΦJσ = χ
J
σ + ζ
J
σ
where χJσ is generated by ω
σ
K , (|K| ≤ r− 1) and ζ
J
σ is a polynomial of degree q− 1 in dx
i and
dyσI , (|I| = r − 1):
ζI1ν1 =
q∑
s=1
1
s!(q − s)!
∑
|I2|,...,|Is|=r
AI1,...,Isν1,...,νs,is+1,...,iqdy
ν2
I2
∧ · · · dyνsIs ∧ dx
is+1 ∧ · · · ∧ dxiq
where the symmetry properties of the type (3.18) leave out the indices I1 and ν1. Then (6.11)
becomes: ∑
|J |=r−1
dyσJi ∧ dx
i ∧ hζJσ + · · · = 0
where by · · · we mean an expression which does not contain the differentials dyσI , (|I| = r).
This relations leads to
S+Iidx
i ∧ hζIσ = 0;
like in the proof of theorem 3.3 this is equivalent to
S+I1i1 · · · S
+
Isis
S−i1,...,iqδ
p1
i1
· · · δpsis A
I1,...,Is
σ1,...,σs,is+1,...,iq
= 0 (s = 1, ..., q),
or, in tensor notations:
B1 · · ·BsAν1,...,νs = 0 (s = 1, ..., q).
Using the usual argument, it follows that the forms ζIσ (|I| = r − 1) are generated by the
differentials dωνK , (|K| = r − 1). It follows that Φ
J
σ , (|J | = r − 1) is are contact forms. By
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recurrence it follows that ΦJσ , (|J | ≤ r − 1) is are contact forms. This information must be
inserted back in the initial expression of the form β; one has that
β = β0 + dγ
where β0 (resp. γ) are 2-contact (resp. contact) forms. The closedness condition reduces now
to dβ0 = 0 and (6.8) can be applied; one gets β0 = dAβ0 so finally it follows that β is given by
β = d(Aβ0 + γ). But, using (6.9) one gets that h(Aβ0 + γ) = Ap1β0 = 0 i.e. Aβ0 + γ ∈ θ
r
q−1.
In other words β ∈ Im(d).
(iii) The proof of the exactness in θrq (q > n) is also standard [21]. Let β ∈ θ
r
q i.e.
β = β0 + dγ where β0 ∈ Ω
r
q(c) and γ ∈ Ω
r
q−1(c) such that dβ = 0. Then dβ0 = 0 and we
can apply (6.8) to obtain β0 = dAβ0. As a consequence β = d(Aβ0 + γ). But formula (6.9)
also implies: pq−1−n(Aβ0 + γ) = Apq−nβ0 = 0 so in fact Aβ0 + γ ∈ Ω
r
q−1(c) ⊂ θ
r
q−1; this gives
β ∈ dθrq−1 ⊂ Im(d).
This theorem has the following consequence.
Theorem 6.3 Let Eq : Ω
r
q/θ
r
q → Ω
r
q+1/θ
r
q+1 be given by
Eq([ρ]) ≡ [dρ] (6.12)
where [ρ] is the class of ρ modulo θrq . Then the quotient sequence
0 −→ IR −→ Ωr0
E0−−−−→Ωr1 /θ
r
1
E1−−−−→· · ·
EP−1
−−−−→ΩrP /θ
r
P
EP−−−−→ΩrP+1
d
−−−−→· · ·
d
−−−−→ΩrN −→ 0
(6.13)
is a acyclic resolution of the constant sheaf IR. In particular it is exact.
One calls this the variational sequence of order r over Y and denotes for simplicity: Vrq ≡
Ωrq/θ
r
q .
Some special classes have distinct names. So, if λ ∈ Ωrn then the class [λ] ∈ Ω
r
n+1/θ
r
n+1 is
called the Euler-Lagrange class of λ. If T ∈ Ωrn+1 then [T ] ∈ Ω
r
n+2/θ
r
n+2 is called the Helmholtz-
Sonin class of T .
Let us note in the end of this subsection that for any q = n + 1, ..., P, s > r there exists
a canonical isomorphism
is,r : Ω
r
q
/
θrq → Im
(
τ sq ◦ (π
s,r+1)∗ ◦ pq−n
)
,
where τ sq : Ω
s
q → Ω
s
q
/
θsq is the canonical projection. The explicit expression is
is,r([ρ]) = τ
s
q ◦ (π
s,r+1)∗ ◦ pq−n(ρ) (6.14)
and this definition is consistent [21].
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6.2 Characterisation of the Variational Sequence by Forms
In this subsection we give characterizations of Vrq , q = n, n + 1 using Euler-Lagrange and
Helmholtz-Sonin forms. First we have
Theorem 6.4 If λ ∈ Ωrn,X is any Lagrange form, then we have for any s > 2r
is,r(En([λ])) = [E(λ)] (6.15)
where E(λ) is the Euler-Lagrange form associated to λ (see (5.19) and (5.20)).
Proof: We take the proof from [21]. If in the chart (V r, ψr) the expression of λ is given by
(2.32), then we have on (V s, ψs):
(πs,r)∗dλ =
r∑
k=0
(
∂j1,...,jkσ L
)
ωσj1,...,jk ∧ θ0.
Now we note that using (5.11) we have
d(ωσj1,...,jk−1 ∧ θjk) = −ω
σ
j1,...,jk
∧ θ0
for k ≥ 1 so the preceding relation can be rearranged as follows:
(πs,r)∗dλ = (∂σL)ω
σ ∧ θ0 +
r∑
k=1
(
djk∂
j1,...,jk
σ L
)
ωσj1,...,jk−1 ∧ θ0 + dF1 +G1
where F1 (resp. G1) is a contact (resp. 2-contact form).
One can iterate the procedure and proves by induction on l that:
(πs,r)∗dλ =
[
l∑
k=0
(−1)k
(
dj1 · · · djk∂
j1,...,jk
σ L
)]
ωσ ∧ θ0 +
+(−1)l
r∑
k=l+1
(
djk−l+1 · · ·djk∂
j1,...,jk
σ L
)
ωσj1,...,jk−l ∧ θ0 + dFl +Gl (l = 1, 2, ..., r)
where Fl (resp. Gl) is a contact (resp. 2-contact form).
In particular if we take l = r we get
(πs,r)∗dλ =
[
r∑
k=0
(−1)k
(
dj1 · · ·djk∂
j1,...,jk
σ L
)]
ωσ ∧ θ0 + dFr +Gr = Eσ(L)ω
σ ∧ θ0 + dFr +Gr
i.e.
(πs,r)∗dλ = Eσ(L)ω
σ ∧ θ0 (mod θ
r
n+1).
This is exactly the formula from the statement.
Similarly we have:
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Theorem 6.5 Let T ∈ Ωsn+1,X be a differential equation. The for any t > 2s the following
formula is true:
it,s(En+1([T ])) =
[
1
2
H(T )
]
(6.16)
where H(T ) is the Helmholtz-Sonin form associated to T .
Proof:
Suppose that in the chart (V s, ψs) we have the local expression (3.47) for T ; then we have
on (V t, ψt):
(πt,s)∗dT =
s∑
k=0
(
∂j1,...,jkν Tσ
)
ωνj1,...,jk ∧ ω
σ ∧ θ0.
Using the same trick as in the preceding theorem we can rewrite this as follows:
(πt,s)∗dT = ∂νTσω
σ ∧ ων ∧ θ0 −
s∑
k=1
(
djk∂
j1,...,jk
ν Tσ
)
ωσ ∧ ωνj1,....,jk−1 ∧ θ0
−
s∑
k=1
(
∂j1,...,jkν Tσ
)
ωσjk ∧ ω
ν
j1,...,jk−1
∧ θ0 + dF1 +G1
where F1 (resp. G1) is 2-contact (resp. 3-contact).
We want to use the same idea as in the preceding theorem. We have to find the proper
induction hypothesis. After some thought this proves to be:
(πt,s)∗dT =
l∑
k=0
(−1)p
l∑
p=k
(
p
k
) (
djk+1 · · · djp∂
j1,...,jp
ν Tσ
)
ωσj1,...,jk ∧ ω
ν ∧ θ0 +
+(−1)l
s∑
k=l+1
k∑
p=k−l
(
l
k − p
)(
djp+1 · · ·djk∂
j1,...,jk
ν Tσ
)
ωσjk−l+1,...,jp ∧ ω
ν
j1,...,jk−l
∧ θ0 + dFl +Gl
where Fl (resp. Gl) is 2-contact (resp. 3-contact) and l = 1, ..., s.
The induction from l to l + 1 is accomplished with the same trick only the computations
become much more involved. For l = s the preceding formula gives:
(πt,s)∗dT =
s∑
k=0
(−1)k
l∑
p=k
(−1)p−k
(
p
k
) (
djk+1 · · · djp∂
j1,...,jp
ν Tσ
)
ωσj1,...,jk ∧ ω
ν ∧ θ0 + dFs +Gs
where Fs (resp. Gs) is 2-contact (resp. 3-contact). Using the definition of the Lie-Euler
expressions (5.16) we can write this formula in a more compact way:
(πt,s)∗dT =
∑
|J |≤s
(−1)|J |EJσ (Tσ)ω
σ
J ∧ ω
ν ∧ θ0 + dFs +Gs.
We add this result to the initial expression for (πt,s)∗dT and divide by 2. If we use the
definition for the Helmholtz-Sonin forms (5.30) we obtain:
(πt,s)∗dT =
1
2
H(T ) + dFs +Gs =
1
2
H(T ) (mod θrn+2).
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7 Variationally Trivial Lagrangians
A variationally trivial Lagrange form of order r is any λ ∈ Ωrn,X such that E(λ) = 0. In other
words, the corresponding Euler-Lagrange expressions are identically zero, or the Euler-Lagrange
equations are identities for any section γ. Here we give the general form of such a Lagrange
form. We follow, essentially [22] and [3] but as before we simplify considerably the proofs using
the techniques developed in Section 3.2.
First, we remind the reader that ρ ∈ Ωr+1q is called π
r+1,r-projectable iff there exists ρ′ ∈ Ωrq
such that
ρ = (πr+1,r)∗ρ′. (7.1)
One can easily see that locally this amounts to the condition that if ρ is written as a
polynomial in dxi and dyσJ (|J | ≤ r + 1) then, the differentials dy
σ
J (|J | = r + 1) must be
absent and moreover, the coefficient functions must not depend on yσJ (|J | = r + 1).
We start with the following result [21]:
Proposition 7.1 Let η ∈ Ωrq (q = 1, ..., n − 1) such that hdη is a π
r+1,r-projectable (q + 1)-
form. Then one can write η as follows:
η = ν + dφ+ ψ (7.2)
where ν ∈ Ωrq,X is a basic q-form and ψ ∈ Ω
r
q(c) is a contact q-form.
Proof:
Let (V, ψ) be a chart on Y . Then in the associated chart (V r, ψr) one can write η in the
standard form
η = η0 + η1 (7.3)
where in η0 we collect all terms containing at least one factor ω
σ
J (|J | ≤ r − 1) and η1 is a
polynomial only in dxi and dyσJ (|J | = r + 1):
η1 =
q∑
s=0
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqdy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxiq , (7.4)
where the coefficients AI1,...,Isσ1,...,σs,is+1,...,iq have antisymmetry properties of type (3.18).
In particular η0 is a contact form so we have hdη = hdη1 i.e. the form hdη1 is, by hypothesis,
πr+1,r-projectable. One first computes in general:
dη1 =
q∑
s=0
∑
|I1|,...,|Is|=r
∑
|J |≤r−1
(
∂JνA
I1,...,Is
σ1,...,σs,is+1,...,iq
)
ωνJ ∧ dy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxiq
+
q+1∑
s=0
∑
|I1|,...,|Is|=r
A˜I1,...,Isσ1,...,σs,is+1,...,iq+1dy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxiq+1 ,
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where
A˜I1,...,Isσ1,...,σs,is+1,...,iq+1 ≡
1
s
s∑
k=1
(−1)k−1∂IkσkA
I1,...,Iˆk,...,Is
σ1,...,σˆk,...,σs,is+1,...,iq+1
+
1
q + 1− s
q+1∑
k=s+1
(−1)k−1dikA
I1,...,Is
σ1,...,σs,is+1,...,iˆk,...,iq+1
.
or, equivalently
A˜I1,...,Isσ1,...,σs,is+1,...,iq+1 ≡ S
−
(I1,σ1),...,(Isσs)
∂I1σ1A
I2,...,Is
σ2,...,σs,is+1,...,iq+1
+
(−1)sS−is+1,...,iq+1dis+1A
I1,...,Is
σ1,...,σs,is+2,...,iq+1
(7.5)
where S−(I1,σ1),...,(Isσs) is the antisymmetrization projector in the corresponding couples of indices.
Then one gets
hdη = hdη1 =
q+1∑
s=0
∑
|I1|,...,|Is|=r
A˜I1,...,Isσ1,...,σs,is+1,...,iq+1y
σ1
I1i1
· · · yσsIsisdx
i1 ∧ · · · ∧ dxiq+1
which is πr+1,r-projectable iff the coefficient functions do not depend on yσI (|I| = r + 1).
(ii) By repeatedly applying derivative operators, one obtains, as in [12], that the condition
of πr+1,r-projectability is equivalent to
S−i1,...,iq+1S
+
I1p1
· · · S+IspsA˜
I1,...,Is
σ1,...,σs,is+1,...,iq+1
δp1i1 · · · δ
ps
is
= 0, (s = 1, ..., q + 1)
or, using a familiar argument from [12]:
B1 · · ·BsA˜σ1,...,σs = 0, (s = 1, ..., q + 1). (7.6)
It is possible to apply lemma 3.6 and one obtains the following generic expression:
A˜σ1,...,σs =
s∑
α=1
BαA˜
α
σ1,...,σs
or, in index notations, this means the function A˜I1,...,Isσ1,...,σs,is+1,...,iq+1 is a sum of terms containing
at least a factor of the type δji where j belongs to one of the multi-indices Ip, p = 1, . . . , s
and i ∈ {is+1, ..., iq+1}.
If we insert back into the expression of dη1 we get after minor prelucrations that
dη1 = ν1 + dφ+
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ (7.7)
with ν1 ∈ Ω
r
q,X a basic q-form, φ ∈ Ω
r
q(c) and Φ
J
σ a polynomial of degree q in dx
i and dyσI |I| = r.
This relation implies that
dν1 +
∑
|J |≤r−1
(
dωσJ ∧ Φ
J
σ − ω
σ
J ∧ dΦ
J
σ
)
= 0. (7.8)
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One applies the operator p1 to this equality and uses (4.1); a new relation is obtained,
namely:
p1dν1 +
∑
|J |≤r−1
(
dωσJ ∧ hΦ
J
σ − ω
σ
J ∧ hdΦ
J
σ
)
= 0. (7.9)
One must consider now the generic forms for ν1 and Φ
J
σ namely:
ν1 = Ai1,...,iq+1dx
i1 ∧ · · · ∧ dxiq+1 (7.10)
and
ΦJσ =
q∑
s=0
∑
|I1|,...,|Is|=r
ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,iqdy
ν1
I1
∧ · · · ∧ dyνsIs ∧ dx
is+1 ∧ · · · ∧ dxiq ; (7.11)
here we can assume a (partial) symmetry property of the type (3.18):
Φ
J,IP (1),...,IP (s)
σ,νP (1),...,νP (s),iQ(s+1),...,iQ(q)
= (−1)|P |+|Q|ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,iq (7.12)
and we make the convention that
ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,iq = 0, ∀J s.t. |J | ≥ r. (7.13)
These expression must be plugged into the equation (7.9). One finds out from this equation
the following consequence:
S−i1,...,iq+1S
+
I1p1
· · · S+Isps
[
Φ˜′
{j1,...,jk},I1,...,Is
σ,ν1,...,νs,is+1,...,iq+1
+ (−1)sSj1,....,jkδ
j1
is+1
Φ
{j2,...,jk},I1,...,Is
σ,ν1,...,νs,is+2,...,iq+1
]
×
δp1i1 · · · δ
ps
is
= 0, (s = 1, ..., q + 1, k = 0, ..., r). (7.14)
Here we have defined, in analogy with (7.5):
A˜′
I0,...,Is
σ0,...,σs,is+1,...,iq+1
≡ S−(I1,σ1),...,(Isσs)∂
I1
σ1
AI0,I2,...,Isσ0,σ2,...,σs,is+1,...,iq+1 +
(−1)sS−is+1,...,iq+1dis+1A
I0,I1,...,Is
σ0,...,σs,is+2,...,iq+1
. (7.15)
To simplify the analysis of the relation (7.14), one observes that it is possible to define a
map
∆′ : ⊕qs=0Hq−s,k,r, ..., r︸ ︷︷ ︸
s−times
→ ⊕q+1s=0Hq+1−s,k,r, ..., r︸ ︷︷ ︸
s−times
according to
(∆′Φ)J,I1,...,Isσ,ν1,...,νs,is+1,...,iq+1 = Φ˜
′
J,I1,...,Is
σ,ν1,...,νs,is+1,...,iq+1
. (7.16)
Then the equation above takes the form:
B1 · · ·Bs
(
(∆Φ)ks +B0Φ
k−1
s
)
= 0, (s = 1, ..., q + 1, k = 0, ..., r) (7.17)
where Φks ∈ Hq−s,k,r, ..., r︸ ︷︷ ︸
s−times
is the tensor of components ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,iq, |J | = k.
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We remind the reader that we have made the convention
Φ−1s = 0, Φ
r
s = 0. (7.18)
To solve the preceding equation one first establishes by direct computation that
{∆′, B0} = 0. (7.19)
and
(∆′)2 = 0. (7.20)
Now we can solve the system (7.17) by a procedure similar to the descent procedure applied
in the BRST quantization scheme.
We take in (7.17) k = r and, taking into account the convention (7.18), we obtain:
B0 · · ·BsΦ
r−1
s = 0, (s = 1, ..., q). (7.21)
Lemma 3.6 can be applied and it follows that we have a generic expression of the following
form:
Φr−1s =
s∑
α=0
BαΦ
r−1,α
s , (s = 1, ..., q).
If we substitute this expression into the initial expression (7.11) of ΦJσ , |J | = r − 1 we
find out that the contributions corresponding to α = 1, ..., s are producing contact terms. So,
it appears that we can redefine the expressions ΦJσ such that instead of (7.7) we have
dη1 = ν1 + dφ+
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ + ψ (7.22)
with ψ some 2-contact form and moreover
Φr−1s = B0C
r−1
s , (s = 1, ..., q) (7.23)
for some tensors Cr−1s ∈ Hq−s−1,r−2,r, ..., r︸ ︷︷ ︸
s−times
.
The procedure can now be iterated taking into (7.17) k = r − 1, etc. The result of this
descent procedure is the following: one can redefine the tensors ΦJσ such that we have (7.22)
and
Φks = B0C
k
s + (∆C
k+1)s, (s = 1, ..., q; k = 0, ..., r − 1) (7.24)
for some tensors Cks ∈ Hq−s−1,k−1,r, ..., r︸ ︷︷ ︸
s−times
; by convention
C0s = 0, C
r
s = 0, (s = 1, ..., q).
In full index notations this means that we have
Φ
{j1,...,jk},I1,...,Is
σ,ν1,...,νs,is+1,...,iq
= (−1)sS+j1,...,jkS
−
is+1,...,iq
δj1is+1C
{j2,...,jk},I1,...,Is
σ,ν1,...,νs,is+2,...,iq
+
C˜
′{j1,...,jk},I1,...,Is
σ,ν1,...,νs,is+1,...,iq
(s = 1, ..., q; k = 0, ..., r). (7.25)
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Now one can substitute this expression for the tensors Φ...... into the original expression for
the forms (7.11). After some algebra one obtains that∑
|J |≤r−1
ωσJ ∧ Φ
J
σ =
∑
|J |≤r−1
ΦJσ,i1,...,iqω
σ
J ∧ dx
i1 ∧ · · · ∧ dxiq + dφ1 (7.26)
where φ1 ∈ Ω
r
q(c) is a contact form.
It emerges that the relation (7.22) becomes:
dη1 = ν1 + dφ1 +
∑
|J |≤r−1
ΦJσ,i1,...,iqω
σ
J ∧ dx
i1 ∧ · · · ∧ dxiq + ψ (7.27)
where φ1 (resp. ψ) is some contact (resp. 2-contact) form of degree q (resp. q + 1.)
(iii) The last step of our proof consists in using the contact homotopy operator A (see the
definition contained in the relations (6.3) - (6.5)). We apply the relation (6.7) to the form
ρ = η1 − φ1:
η1 − φ1 = A

ν1 + ∑
|J |≤r−1
ΦJσ,i1,...,iqω
σ
J ∧ dx
i1 ∧ · · · ∧ dxiq + ψ

+ dA(η1 − φ1) + η1(0)− φ1(0).
(7.28)
One proves by direct computation the following facts:
- Aν1 = 0;
- if ψ is 2-contact form, then Aψ is a contact form;
- A(
∑
· · ·) and η1(0) are basic forms;
- if φ1 is a contact form, then φ1(0) is also a contact form.
Inserting this information in the preceding relation one obtains that the result from the
statement of the proposition is true for the form η1. Taking into account (7.3) we obtain the
same result for the form η.
Let us note that the converse of this statement is not true. In fact the condition of πr+1,r-
projectability imposes additional constraints on the basic form ν which will be analysed in the
next lemma. A complete proof of the following result appears in [3]; here we offer an alternative
proof which seems to be much more simpler.
Proposition 7.2 Let ν ∈ Ωrq,X (q = 1, ..., n−1) Then the basic form hdν is π
r+1,r-projectable
iff there exists for any chart (V, ψ) a form ν˜V ∈ Ω
r−1
q such that we have in the associated chart
(V r, ψr) the equality ν = hν˜V .
Proof: According to (2.31) we have in the associated chart (V r, ψr):
ν = Ai1,...,iqdx
i1 ∧ · · · ∧ dxiq .
Then one obtains by direct computation that:
hdν =

(di0Ai1,...,iq)+ ∑
|I|=r
(
∂IσAi1,...,iq
)
yσIi0

 dxi0 ∧ · · · ∧ dxiq .
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(here dj is the formal derivative on V
r).
This form is πr+1,r-projectable iff the square bracket does not depend on yσI (|I| = r+ 1),
i.e.
S−i0,...,iqS
+
Ipδ
p
i0
(
∂IσAi1,...,iq
)
= 0. (7.29)
It is clear that this relation is very similar to those already analysed. To be able to apply
the central result contained in lemma 3.6 one must do a little trick. From the previous relation
we obtain by derivation:
S−i0,...,iqS
+
I0p0
δp0i0
(
∂I0σ0 · · ·∂
Iq
σq
Ai1,...,iq
)
= 0. (7.30)
If we define the tensor Aσ0,...,σq ∈ Hq, r, ..., r︸ ︷︷ ︸
(q+1)−times
by
A
I0,...,Iq
σ0,...,σq,i1,...,iq
≡ ∂I0σ0 · · ·∂
Iq
σq
Ai1,...,iq
then the preceding equation (7.30) can be compactly written as follows:
B0Aσ0,...,σq = 0.
In fact, due to symmetry properties of the type (3.18), namely:
A
IP (1),...,IP (s)
σP (1),...,σP (s),iQ(1),...,iQ(q)
= (−1)|Q|AI1,...,Isσ1,...,σs,i1,...,iq (7.31)
we have
BαAσ0,...,σq = 0 (α = 0, ..., q). (7.32)
As a consequence we obtain:
B0 · · ·BqAσ0,...,σq = 0
and lemma 3.6 can be applied; it follows that A... has the generic form
A... =
q∑
α=0
BαA
α
...
for some tensors Aα... ∈ Hq,r,...,r,r−1,r,...,r where the entry r − 1 is on the position α.
One can plug this relation into the initial relation (7.32) and a similar relation is obtained
for the tensors Aα.... By recurrence, one gets:
A... =
q∑
α0,...,αs=0
Bα0 · · ·BαsA
α0,...,αs
... (s = 0, ..., q)
with Aα0,...,αs... some tensors in Hq−s−1,r0,...,rq. In particular, for s = q we obtain that in fact:
A... = 0 i.e.
∂I0σ0 · · ·∂
Iq
σq
Ai1,...,iq = 0. (7.33)
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In other words, the functions Ai1,...,iq are polynomials in y
σ
I (|I| = r) of maximal degree q.
So, the generic form of these functions is:
Ai1,...,iq =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|=r
CI1,...,Isσ1,...,σs,i1,...,iqy
σ1
I1
· · · yσsIs (7.34)
with CI1,...,Isσ1,...,σs,i1,...,iq some smooth functions on V
r having symmetry properties of the type (7.31).
Remark the fact that these functions do not depend on the variables yσI (|I| = r) and this
justifies the fact that they live on the chart V r−1.
Now we insert this generic expression into the projectability condition (7.29) and we get, in
the same way as before
S−i0,...,iqS
+
I1p
δpi0C
I1,...,Is
σ1,...,σs,i1,...,iq
= 0 (s = 1, ..., q − 1) (7.35)
or, in tensor notations:
B1Cσ1,...,σq = 0 (s = 1, ..., q − 1).
In fact, due to the symmetry properties one has from here:
BαCσ1,...,σq = 0 (α = 1, ..., s; s = 1, ..., q − 1). (7.36)
Using an argument familiar by now we get from here:
Cσ1,...,σq = B1 · · ·BsC˜σ1,...,σq (s = 1, ..., q − 1).
In full index notations this means that we have the following generic expression:
CJ1p1,...,Jspsσ1,...,σs,i1,...,iq = S
+
J1p1
· · · S+JspsS
−
i1,...,iq
δp1i1 · · · δ
ps
is
AJ1,...,Jsσ1,...,σs,i1,...,iq (s = 1, ..., q) (7.37)
where |J1| = · · · = |Js| = r−1 and A
J1,...,Js
σ1,...,σs,i1,...,iq
are some smooth function on V r−1 completely
antisymmetric in the indices i1, ..., iq.
Inserting this expression in (7.34) one immediately obtains
Ai1,...,iq =
q∑
s=0
1
s!(q − s)!
∑
|J1|,...,|Js|=r−1
S−i1,...,iqA
J1,...,Js
σ1,...,σs,i1,...,iq
yσ1J1i1 · · · y
σs
Jsis
. (7.38)
Let us remark that the expression S−i1,...,iqy
σ1
J1i1
· · · yσsJsis is completely antisymmetric in the
couples (I1, σ1), ..., (Is, σs) so one can consider that the tensors A
J1,...,Js
σ1,...,σs,i1,...,iq
have the same
property. In the end, it follows that they have the symmetry property (3.18).
The expression for the form ν becomes
ν =
q∑
s=0
1
s!(q − s)!
∑
|J1|,...,|Js|=r−1
AJ1,...,Jsσ1,...,σs,is+1,...,iqy
σ1
J1i1
· · · yσsJsisdx
i1 ∧ · · · ∧ dxiq = hν˜V (7.39)
where
ν˜V ≡
q∑
s=0
1
s!(q − s)!
∑
|J1|,...,|Js|=r−1
AJ1,...,Jsσ1,...,σs,is+1,...,iqdy
σ1
J1
∧ · · · ∧ dyσsJs ∧ dx
is+1 ∧ · · · ∧ dxiq . (7.40)
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This finishes the proof if we take into account that the relation (7.29) is equivalent to the
projectability condition.
Now we are ready to obtain the most general form of a variationally trivial Lagrangian.
First we note that we have
Proposition 7.3 The Lagrange form λ ∈ Ωrn,X is variationally trivial iff on has:
En([λ]) = 0. (7.41)
Proof: It is an immediate consequence of the definition of a variationally trivial Lagrange
form and of theorem 6.4.
The central result now follows:
Theorem 7.4 Let λ ∈ Ωrn,X be a variationally trivial Lagrange form. Then for every point
jrxγ ∈ J
rY there exists a neighbourhood V of γ(x) ∈ Y and a n-form ρV defined in the chart
(V r−1, ψr−1) which is basic and we also have: (1) λ = hρV in the chart (V
r, ψr); (2) dρV = 0.
Conversely, if such a local form ρV exists, then the form λ is variationally trivial.
Proof: (i) According to the previous proposition and applying the exactness of the varia-
tional sequence (theorem 6.3), there exists η ∈ Ωrn−1 such that
[λ] = [dη],
or, equivalently
λ− dη ∈ θrn = Ω
r
n(c). (7.42)
As a consequence we have
(πr+1,r)∗λ = hλ = hdη.
In particular, it follows that the n-form hdη must be πr+1,r-projectable. We can apply
proposition 7.1 and (7.42) rewrites as follows:
λ− dν ∈ Ωrn(c). (7.43)
for some basic form ν. From here we get
hλ = hdν (7.44)
or using (3.1)
(πr+1,r)∗λ = hdν. (7.45)
Let us note that that this relation is completely equivalent to the initial condition of varia-
tionally triviality.
(ii) Next, one sees that from (7.44) it follows in particular that the n-form dν is πr+1.r-
projectable. We can apply proposition 7.2 and obtain that ν = hν˜V for some basic form in the
chart (V r−1, ψr−1). If we define
ρV ≡ dν˜V (7.46)
then we obtain after some computation that
(πr+1,r)∗(λ− hρV ) = 0
and (1) from the statement follows. The definition (7.46) guarantees that we also have (2).
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Remark 7.4.1 A statement of the type appearing in this theorem is, in fact, valid for every
λ ∈ Ωrq,X (q ≤ n) such that Eq([λ]) = 0.
The theorem we just have proved has the following consequence (see also [3] thm. 4.3)
Corollary 7.5 Any variationally trivial Lagrange form λ ∈ Ωrn,X can be locally written as a
total exterior derivative of a local form ωV ∈ J
r
n−1:
λ = DωV . (7.47)
Proof: In the proof of the preceding theorem we restrict, eventually, the chart V r−1 and
we have ρV = dηV for some (n − 1)-form on V
r−1. Then, according to the definition (3.66) of
the total exterior derivative we have the formula from the statement with ωV ≡ hηV ∈ J
r
n−1.
One can now obtain the most general form of a variationally trivial local Lagrangian.
Theorem 7.6 Any variationally trivial local Lagrangian of order r has the following form in
the chart (V r, ψr):
L =
n∑
s=0
1
s!(n− s)!
∑
|I1|,...,|Is|=r−1
LI1,...,Isσ1,...,σs,is+1,...,inJ
σ1,...,σs,is+1,...,in
I1,...,Is
. (7.48)
Here we have defined
J σ1,...,σs,is+1,...,inI1,...,Is ≡ ε
i1,...,in
s∏
l=1
yσlIlil (s = 0, ..., n) (7.49)
and the function L...... are given by
LI1,...,Isσ1,...,σsis+1,...,in ≡
s∑
k=1
(−1)k−1∂IkσkA
I1,...,Iˆk,...,Is
σ1,...,σˆk,...,σs,is+1,...,in
+
q∑
k=s+1
(−1)k−1dikA
I1,...,Is
σ1,...,σs,is+1,...,iˆk,...,in
;
(7.50)
the expressions AI1,...,Isσ1,...,σsis+1,...,in−1 are smooth functions on V
r−1 verifying the symmetry property
(3.18) and dj = d
r−1
j is the corresponding formal derivative on V
r−1.
Proof: It is convenient to introduce the following forms:
χ ≡
n−1∑
s=0
1
s!(n− 1− s)!
∑
|I1|,...,|Is|=r−1
AI1,...,Isσ1,...,σs,is+1,...,in−1dy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxin−1
and
θ ≡
n∑
s=0
1
s!(n− s)!
∑
|I1|,...,|Is|=r−1
LI1,...,Isσ1,...,σs,is+1,...,indy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxin .
Then one finds out by direct computation that
θ = dχ+ contact terms.
Next, one takes in theorem 7.4 ν˜V = χ and it follows that ρV = θ + contact terms. Finally,
by direct computation one discovers that λ = hρV has the expression (7.48).
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Remark 7.6.1 Let us note that the expressions (7.50) are of the same type as those given by
(7.5).
The expressions (7.49) defined above are called hyper-Jacobians [7] [15] (see these references
for similar results). It is immediate that they have antisymmetry properties of the type (3.18).
Now we give another argument for the converse statement from the preceding theorem is
true. First we have:
Corollary 7.7 The local expression of a variationally trivial Lagrangian (7.48) can be rewritten
as follows:
L = djV
j (7.51)
where V j are some smooth functions on V r.
Proof: Using the notations introduced in the proof above let us define the local expressions
on V r:
V j ≡ εj,i1,...,in−1
n∑
s=0
1
s!(n− 1− s)!
∑
|I1|,...,|Is|=r−1
AI1,...,Isσ1,...,σs,is+1,...,in−1y
σ1
I1i1
· · · yσsIsis.
One checks now that the formula from the statement is true.
Now we indeed have:
Theorem 7.8 The expression (7.48) is variationally trivial.
Proof: We have according to the preceding corollary Eσ(L) = Eσ(djV
j) = 0 because we
can apply (5.5).
Remark 7.8.1 Some globalisation of the results above can be found in [22] (see theorem 5 and
corollary 1 from this reference). In particular, for r = 1 one obtains known results [25], [8],
[16], [14].
We close this Section with the analysis of the following problem. We have discovered that
a variationally trivial Lagrangian depends on the highest order derivatives through some very
particular polynomial expressions. The problem is to obtain a system of partial differential
equations which is compatible only with this structure. More precisely, we have the following
result.
Theorem 7.9 Let us suppose that the local Lagrangian L on V r verifies the system of partial
differential equations:
S+p1,...,pr,jr∂
p1,...,pr
ρ ∂
j1,...,jr
σ L = 0. (7.52)
Then L is a polynomial in yσI , |I| = r of the following form:
L =
n∑
s=0
1
s!(n− s)!
∑
|I1|,...,|Is|=r−1
LI1,...,Isσ1,...,σs,is+1,...,inJ
σ1,...,σs,is+1,...,in
I1,...,Is
(7.53)
where LI1,...,Isσ1,...,σs,is+1,...,in are some smooth functions on V
r−1 verifying symmetry properties of the
type (3.18). Conversely, if L is of the form above, then the system (7.52) is identically fulfilled.
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Proof:
(i) We will first prove that if the local Lagrangian L verifies the identities:
S+p1,...,pr−l+1,jk−l+1,...,jr∂
p1,...,pr−l+1
ρ ∂
j1,...,jk
σ L = 0 (1 ≤ l ≤ k ≤ r) (7.54)
and
r∑
k=0
(−1)kdrj1 · · · d
r
jk
∂j1,...,jkσ L = 0 (7.55)
then we have Eσ(L) = 0 in V
s (s > 2r).
Indeed one starts directly form the definition
Eσ(L) =
r∑
k=0
(−1)kdsjk · · · d
s
j1
∂j1,...,jkσ L =
r∑
k=0
(−1)k(drjk +
2r−1∑
l=r
yνp1,...,pl,kk∂
p1,...,pl
ν )d
s
jk−1
· · ·dsj1∂
j1,...,jk
σ L
(7.56)
and commutes ∂p1,...,plν over d
s
jk−1
· · ·dsj1.
We must use the hypothesis (7.54) and a generalization of the formula (2.23), namely
[∂p1,...,pkσ , dj1 · · · djl] = S
+
p1,...,pk
S+j1,...,jl
l∑
t=1
ck,l,tδ
p1
j1
· · · δptjt djt+1 · · · djl∂
pt+1,...,pk
σ (k ≥ l) (7.57)
where ck,l,t ∈ IR+; this formula can be proved by induction on l.
Now we easily obtain that in fact the terms corresponding to the sum over l in (7.56) give
a null contribution, so we are left with:
Eσ(L) =
r∑
k=0
(−1)kdrjkd
s
jk−1
· · · dsj1∂
j1,...,jk
σ L.
We continue in the same way by recurrence and finally get
Eσ(L) =
r∑
k=0
(−1)kdrj1 · · · d
r
jk
∂j1,...,jkσ L
which is zero, according to (7.55).
It appears that (7.54) and (7.55) imply that the Lagrangian L is variationally trivial. Ac-
cording to theorem 7.4, L has the form (7.53) from the statement, but with some restrictions
on the functions L....... On the other hand, it is clear that the dependence on the highest order
derivatives must follow only from the equations containing only the partial derivatives of order
r i.e. (7.54) for k = r and l = 1 i.e. the system (7.52) from the statement.
(ii) The converse statement follows rather easily. One shows by direct computations that if
L is given by the formula (7.53), then:
∂I1σ1L =
n∑
s=1
(−1)s−1
1
(s− 1)!(n− s)!
∑
|I2|,...,|Is|=r−1
(B1L)
I1,...,Is
σ1,...,σs,is+1,...,in
J σ1,...,σs,is+1,...,inI1,...,Is .
Iterating the derivation procedure we have
∂I1σ1∂
I2
σ2
L = −
n∑
s=2
1
(s− 2)!(n− s)!
∑
|I3|,...,|Is|=r−1
(B1B2L)
I1,...,Is
σ1,...,σs,is+1,...,in
J σ1,...,σsis+1,...,inI1,...,Is
and one proves that (7.52) is fulfilled by direct computation.
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8 Locally Variational Differential Equations
The definitions for a general differential equation and for a locally variational differential equa-
tion have been given previously (see the formulæ (3.47) and resp. (5.22).) We want to analyse
the general structure of a locally variational differential equation along the same lines of argu-
ment as in the previous Section. We will not be able to obtain the most general expression for
such an object (as we have been able to obtain in the case of variationally trivial Lagrangians)
but we will produce a generic expression of the same type as (7.53). We mention again that
this result has been already obtained in [2] with a completely different method.
Our starting point is a analogue of the proposition 7.1 for the case q = n; it is natural to
also make the replacement h→ p1.
Proposition 8.1 Let η ∈ Ωrn such that p1dη is a π
r+1,r-projectable (n+1)-form. Then one can
write η as follows:
η = ν +
∑
|J |≤r−1
ΦJσ,i1,...,in−1ω
σ
J ∧ dx
i1 ∧ · · · ∧ dxin−1 + dφ+ ψ (8.1)
where ν ∈ Ωrn,X is a basic n-form, ψ ∈ Ω
r
n+1 is a 2-contact form and Φ
J
σ,i1,...,in−1
are smooth
functions on V r completely antisymmetric in the indices i1, ..., in−1.
Proof:
We proceed in analogy with proposition 7.1. Let (V, ψ) be a chart on Y . Then in the
associated chart (V r, ψr) one can write η in the standard form
η = η0 + η1 (8.2)
where in η0 we collect all terms containing at least one factor ω
σ
J (|J | ≤ r − 1) and η1 is a
polynomial only in dxi and dyσJ (|J | = r + 1):
η1 =
n∑
s=0
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,indy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxin, (8.3)
where the coefficients AI1,...,Isσ1,...,σs,is+1,...,in have antisymmetry properties of type (3.18).
The generic form of η0 is
η0 =
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ (8.4)
with ΦJσ some (n− 1)-forms. It follows then that
dη = dη1 +
∑
|J |≤r−1
[
(dωσJ ) ∧ Φ
J
σ − ω
σ
J ∧ (dΦ
J
σ)
]
. (8.5)
One applies the operator p1 to this equality and uses (4.1); a new relation is obtained,
namely:
p1dη = p1dη1 +
∑
|J |≤r−1
[
(dωσJ ) ∧ hΦ
J
σ − ω
σ
J ∧ (hdΦ
J
σ)
]
. (8.6)
The expression of dη1 has been computed quite generally before and is given by (7.5).
Applying the operator p1 and using (4.4) one obtains:
p1dη1 =
n∑
s=0
∑
|I1|,...,|Is|=r
∑
|J |≤r−1
(
∂JνA
I1,...,Is
σ1,...,σs,is+1,...,in
)
yσ1I1 · · · y
σs
Is
ωνJ ∧ dx
is+1 ∧ · · · ∧ dxin
+
∑
|I1|=r
B˜I1σ1,i2,...,in+1ω
σ1
I1
∧ dxi2 ∧ · · · ∧ dxin+1 ,
where
B˜I1σ1,i2,...,in+1 = Ai2,...,in+1
n+1∑
s=1
s
∑
|I1|,...,|Is|=r
A˜I1,...,Isσ1,...,σs,is+1,...,in+1y
σ2
I2i2
· · · yσsIsis . (8.7)
The expression (8.6) becomes
p1dη = −
∑
|J |=r−1
ωσJi ∧ dx
i ∧ hΦJσ +
∑
|I1|=r
B˜I1σ1,i2,...,in+1ω
σ1
I1
∧ dxi2 ∧ · · · ∧ dxin+1 + · · · , (8.8)
where by · · · we mean contributions which do not contain the differentials ωσI , |I| = r.
The first term has the generic form∑
|I1|=r
CI1σ1,i2,...,in+1ω
σ1
I1
∧ dxi2 ∧ · · · ∧ dxin+1
where CI1σ1,i2,...,in+1 are some polynomials in y
σ
I , |I| = r+1 of maximal degree (n− 1); because
of the presence of the combination ωσJi ∧ dx
i these polynomials are of delta-type i.e. they are
obtained by applying B1 on some other tensors; it follows that we have in compact tensor
notations:
B1Cσ = 0. (8.9)
The expression (8.8) does not depend on yσI , |I| = r+1 by hypothesis. This is equivalent
with the independence of B˜σ − Cσ on y
σ
I , |I| = r + 1. In particular, the same thing must be
true for B1(B˜σ − Cσ) = B1B˜σ where use of (8.9) has been made.
If the expression (8.7) is used one obtains
S−i2,...,in+1(B1A˜)
I1,...,Is
σ1,...,σs,is+1,...,in+1
yσ2I2i2 · · · y
σs
Isis
= 0, (s = 2, ..., n+ 1)
or, in compact tensor notations:
B2 · · ·BsB1A˜σ1,...,σs = 0, (s = 2, ..., n+ 1).
One can apply lemma 3.6 and obtains that A˜σ1,...,σs has the following form
A˜σ1,...,σs =
s∑
α=1
BαA
α
σ1,...,σs
, (s = 2, ..., n+ 1).
This expression must be substituted into the formula for dη1 and, after some elementary
prelucrations, the following generic form is produced:
dη1 = ν1 + dφ+
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ . (8.10)
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Here φ ∈ Ωrn(c) is a contact form, ν1 has the form
ν1 =
∑
|I1|=r
AI1σ1,i2,...,in+1dy
σ1
I1
∧ dxi2 ∧ · · · ∧ dxin+1 (8.11)
and ΦJσ is a polynomial of degree n in dx
i and dyσI , |I| = r. Explicitly:
ΦJσ =
n∑
s=0
∑
|I1|,...,|Is|=r
ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,indy
ν1
I1
∧ · · · ∧ dyνsIs ∧ dx
is+1 ∧ · · · ∧ dxin ; (8.12)
here we can assume a (partial) symmetry property of the type (7.12) and we make the convention
ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,in = 0, ∀J s.t. |J | ≥ r. (8.13)
(ii) From the expression (8.10) one obtains after exterior differentiation and application of
the operator p2 the following condition:
p2dν1 −
∑
|J |≤r−1
(ωσJi ∧ dx
i ∧ p1Φ
J
σ − ω
σ
J ∧ p1dΦ
J
σ) = 0. (8.14)
As in the proof of the proposition 7.1, one finds out from this equation the following conse-
quences:
S−i2,...,in+1S
+
I1p1
· · · S+Isps
[
Φ˜′
{j1,...,jk},I1,...,Is
σ,ν1,...,νs,is+1,...,in+1
+ (−1)sSj1,...,jkδ
j1
is+1
Φ
{j2,...,jk},I1,...,Is
σ,ν1,...,νs,is+2,...,in+1
]
×
δp2i2 · · · δ
ps
is
= 0, (s = 2, ..., n+ 1, k = 0, ..., r − 1) (8.15)
and
S−i2,...,in+1S
+
I1p1
· · · S+IspsS
+
j1,...,jk
δj1is+1
(
Φ
{j2,...,jr},I1,...,Is
σ,ν1,...,νs,is+2,...,in+1
+ Φ
I1,{j2,...,jk},I2,...,Is
ν1,σ,ν2,...,νs,is+2,...,in+1
)
×
δp2i2 · · · δ
ps
is
= 0, (s = 2, ..., n+ 1). (8.16)
(Here use have been made of the definition (7.15).)
In compact notations, these two relations can be written in a similar way and with similar
notations (using, in particular, the convenient operator (7.16)):
B2 · · ·Bs
(
(∆′Φ)ks +B0Φ
k−1
s
)
= 0, (s = 2, ..., n+ 1, k = 0, ..., r − 1) (8.17)
and
B2 · · ·Bs
(
B0Φ
r−1
s +B1Ψ
r−1
s
)
= 0, (s = 2, ..., n+ 1); (8.18)
here we have defined:
ΨI0,I1,...,Isν0,ν1,...,νs,is+1,...,in+1 ≡ Φ
I1,I0,...,Is
ν1,ν0,...,νs,is+1,...,in+1
. (8.19)
It is clear that we must apply again the descent procedure from the proof of the proposition
7.1 in a case which is a little more complicated. We first deal with the equation (8.18) by
applying the operator B1; then one gets:
B0 · · ·BsΦ
r−1
s = 0, (s = 2, ..., n+ 1)
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from where one obtains, with lemma 3.6
Φr−1s =
s∑
α=0
BαΦ
r−1,α
s . (s = 2, ..., n+ 1).
As before, one can redefine Φr−1s such that, instead of the previous formula we have a generic
expression of the type:
Φr−1s = B0C
r−1
s , (s = 2, ..., n+ 1) (8.20)
and, instead of (8.10) we have
dη1 = ν1 + dφ+
∑
|J |≤r−1
ωσJ ∧ Φ
J
σ + ψ (8.21)
where ψ is a 2-contact form.
One can take from the beginning the previous argument, based on acting on this relation
with the operator p2d, and obtains this time only the relation (8.17) together with (8.20); the
tensors Cr−1s stay arbitrary. Now we are back in the same case we have previously analysed
in proposition 7.1. The descent procedure can be applied and instead of (8.21) one gets the
following expression:
dη1 = ν1 + dφ+ ψ +
∑
|J |≤r−1
ΦJσ,i1,...,inω
σ
J ∧ dx
i1 ∧ · · · ∧ dxin +
∑
|J |≤r−1
∑
|I1|=r
ΦJI1σ,ν1,i2,...,inω
σ
J ∧ dy
ν1
I1
∧ dxi2 ∧ · · · ∧ dxin (8.22)
where the notations have the same meaning as before.
Now we apply for the third time the argument based on acting on this relation with the
operator p2d, and obtain instead of (8.17) and (8.18) only the equation
B2(∆
′Φk)2 = 0, (k = 0, ..., r − 1).
From symmetry considerations we also have the same relation with B2 → B1 so, we can
obtain as in the proof of proposition 7.2, that the following equality stays true:
∆′Φk1 = B1B2C
k, (k = 0, ..., , r − 1) (8.23)
where Ck ∈ Hn−1,k−2,r−1,r−1.
(iii) We concentrate on the analysis of the previous equation (8.23). The key observation is
that there exists a homotopy operator for ∆′. Indeed, we have
Lemma 8.2 Suppose that the tensor A = ⊕qs=1As verifies the equation:
∆′A = 0. (8.24)
Then there exists a tensor C = ⊕q−1s=0Cs such that
A = ∆′C. (8.25)
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Proof:
An explicit formula for the tensor C (suggested by [22]) is the following one. One defines
the map χ : IR ×Vr → Vr by
χ(u, (xi, yσ, yσj , ..., y
σ
j1,...,jr
)) = (xi, yσ, yσj , ..., uy
σ
j1,...,jr
)
and afterwards:
CJ,I1,...,Isν,σ1,...,σs,is+1,...,iq−1 ≡ (s+ 1)
∑
|I0|=r
yσ0I0
∫ 1
0
usAJ,I0,...,Isν,σ0,...,σs,is+1,...,iq−1 ◦ χ du, (s = 1, ..., q − 1).
By elementary computations one finds out that:
(∆′C)J,I1,...,Isν,σ1,...,σs,is+1,...,iq = A
J,I1,...,Is
ν,σ1,...,σs,is+1,...,iq
, (s = 1, ..., q)
and this gives us the desired homotopy formula. ∇
The previous lemma has a generalization.
Lemma 8.3 Let us suppose that we have the equation:
∆′A = D. (8.26)
Then tensor D verifies the consistency relation:
∆′D = 0 (8.27)
and a particular solution of the equation above is of the form:
AJ,I1,...,Isν,σ1,...,σsis+1,...,iq−1 = (s+1)
∑
|J |=r
yσ0I0
∫ 1
0
usDJ,I0,...,Isν,σ0,...,σs,is+1,...,iq−1 ◦χ du, (s = 1, ..., q−1). (8.28)
Proof: The consistency condition follows from (7.20) and the last equality by direct com-
putations. ∇
(iv) We need the preceding two lemmas only in the case q = n. One finds out that the
generic solution of the equation (8.23) is
Φk1 = ∆
′Ψk +B1A
k, (k = 0, ..., r − 1) (8.29)
where the first term is an arbitrary solution of the homogeneous equation (obtained with the
first lemma) and the second term is a particular solution of the non-homogeneous equation
(obtained with the second lemma for D = B1B2C
k.)
Now we must substitute this result in the last sum from the formula (8.22); it is not very
hard to regroup the result with the first sum such that one obtains a more simple expression:
dη1 = ν1 + dφ+ ψ +
∑
|J |≤r
AJσ,i1,...,indy
σ
J ∧ dx
i1 ∧ · · · ∧ dxin . (8.30)
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(v) The formula above can be prelucrated, as in proposition 7.1, using the contact homotopy
operator A. Indeed, if we apply to the form η1 − φ1 the formula (6.7) we obtain:
η1−φ1 = A

ν1 + ∑
|J |≤r
AJσ,i1,...,indy
σ
J ∧ dx
i1 ∧ · · · ∧ dxin + ψ

+dA(η1−φ1)+η1(0)−φ1(0). (8.31)
As before we easily establish the following facts:
- Aν1 = 0;
- A(
∑
· · ·) and η1(0) are basic n-forms;
- if φ is contact, then φ1(0) is contact;
- if ψ is a 2-contact form, then Aψ is a contact form.
These results, gives us the following generic expression for η1:
η1 = ν + η0 + dφ (8.32)
where ν is a basic n-form, φ is a contact (n − 1)-form and η0 is a n-contact form of the type
(8.4). It is obvious that the same type of expression stays true for η also.
(vi) It is useful to notice that the forms ΦJσ from (8.4) can also be decomposed into a
contribution having at least a factor ωσJ and a polynomial of degree (n− 1) in the differentials
dxi and dyσI , |I| = r. In this way, the formula for η takes a more convenient form, namely:
η = ν + η0 + dφ+ ψ (8.33)
where ν and φ have the same properties as above, ψ is a 2-contact form and η0 has the expression
of the type (8.4) but the forms ΦJσ are polynomials (of degree n − 1) only in the differentials
dxi and dyσI , |I| = r. Explicitly:
ΦJσ =
n−1∑
s=0
∑
|I1|,...,|Is|=r
ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,in−1dy
ν1
I1
∧ · · · ∧ dyνsIs ∧ dx
is+1 ∧ · · · ∧ dxin−1 (8.34)
where symmetry properties of the type (7.12) can be imposed and we admit that:
ΦJ,I1,...,Isσ,ν1,...,νs,is+1,...,in = 0, ∀J s.t. |J | ≥ r. (8.35)
We must impose on this expression for η the condition from the statement of the proposition.
The local expression for ν is given by (2.32). We obtain instead of (8.6):
p1dη =
∑
|J |≤r
(∂JσL)ω
σ
J ∧ θ0 +
∑
|J |≤r−1
[
(dωσJ) ∧ hΦ
J
σ − ω
σ
J ∧ (hdΦ
J
σ)
]
. (8.36)
The condition of πr+1,r-projectability for this expression amounts to a set of relation similar
to (8.15), namely:
S−i1,...,inS
+
I1p1
· · · S+Isps
[
Φ˜′
{j1,...,jk},I1,...,Is
σ,ν1,...,νs,is+1,...,in
+ (−1)sSj1,...,jkδ
j1
is+1
Φ
{j2,...,jk},I1,...,Is
σ,ν1,...,νs,is+2,...,in
]
×
δp1i1 · · · δ
ps
is
= 0, (s = 1, ..., n, k = 0, ..., r) (8.37)
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In compact notations this amounts to
B1 · · ·Bs
(
(∆′Φ)ks +B0Φ
k−1
s
)
= 0, (s = 1, ..., n, k = 0, ..., r) (8.38)
which can be analysed with the, by now familiar, descent technique. Some terms can be grouped
into the exterior differential of a contact form and in this way the formula from the statement
emerges.
The converse of this proposition is not true. We proceed nevertheless to the study of locally
variational differential equations by proving an analogue of proposition 7, namely:
Proposition 8.4 Let T be a differential equation. Then T is locally variational iff
En+1([T ]) = 0. (8.39)
Proof: It is an immediate consequence of the definition of a variationally trivial Lagrange
form and of theorem 6.5.
Then we have the central result of this section:
Theorem 8.5 Let T be a locally variational differential equation. Then T has the following
local form in V r given by (3.47) where:
Tσ = ε
i1,...,in
n∑
s=0
∑
|I1|,...,|Is|=r−1
T I1,...,Isσ,ν1,...,νs,is+1,...,inJ
σ1,...,σs,is+1,...,in
I1,...,Is
(8.40)
where T I1,...,Isσ,ν1,...,νs,is+1,...,in are some smooth functions on V
r−1 verifying symmetry properties of the
type (3.18); this symmetry property leaves aside the index σ.
Proof: (i) According to the previous proposition and applying the exactness of the varia-
tional sequence (theorem 6.3), there exists λ ∈ Ωrn such that
[T ] = [dλ],
or, equivalently
T − dλ ∈ θrn+1.
If we use (6.1) we obtain that
T − dλ = α + dβ
where α ∈ Ωrn+1(c) and β ∈ Ω
r
n(c). We can redefine λ→ λ− β and we obtain
T − dλ = α ∈ Ωrn+1(c) (8.41)
or, equivalently:
p1T = p1dλ. (8.42)
(ii) In particular, it follows that the (n + 1)-form p1dλ must be π
r+1,r-projectable. We can
apply proposition 8.1 and obtain that λ has the following expression:
λ = ν +
∑
|J |≤r−1
ΦJσ,i1,...,in−1ω
σ
J ∧ dx
i1 ∧ · · · ∧ dxin−1 + dφ+ ψ (8.43)
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where ν ∈ Ωrn,X is a basic n-form, ψ ∈ Ω
r
n+1 is a 2-contact form and Φ
J
σ,i1,...,in−1
|J | = 1, ...., r−1
are smooth functions on V r completely antisymmetric in the indices i1, ..., in−1; for uniformity
of notations we will extend the sum to |J | = r with the convention:
ΦJσ,i1,...,in−1 = 0, |J | = r. (8.44)
One computes the exterior differential of this form and imposes the condition of projectabil-
ity. As in the proposition 7.2 one finds out that p1dλ is π
r+1,r-projectable iff the following
equations are fulfilled:
S−i1,...,inδ
p
i1
Φ˜J,I1σ,ν1,i2,...,in = 0 (8.45)
or :
S−i1,...,inSIpδ
p
i1
(
∂IσΦ
J
σ,i2,...,in
)
= 0. (8.46)
This equation is of the same type as (7.30) and the analysis performed there can be applied
(one notices that the index q can take the value n − 1). As a result, ΦJσ has a polynomial of
the type (7.38)
ΦJσ,i1,...,in−1 =
n−1∑
s=0
∑
|I1|,...,|Is|=r−1
S−i1,...,in−1C
J,I1,...,Is
σ,ν1,...,νs,i1,...,in−1
yν1I1i1 · · · y
νs
Isis
(8.47)
where one can suppose that the tensors CJ,I1,...,Isσ,ν1,...,νs,i1,...,in−1 have (partial) symmetry properties of
the type (7.12).
(iii) Now one inserts the expressions (3.47) and (8.43) for T and respectively for λ into the
projectability condition (8.42) and obtains after some algebra the following two relations:
Tσ = ∂σL+ ε
i1,...,inΦ˜∅σ,i1,...,in (8.48)
and
∂JσL = ε
i1,...,in

n−1∑
s=0
∑
|I1|,...,|Is|=r−1
(B0C)
J,I1,...,Is
σ,ν1,...,νs,is+1,...,in
yν1I1i1 · · · y
νs
Isis
+ Φ˜Jσ,i1,...,in

 , (|J | = 1, ..., r).
(8.49)
One must substitute into the last equation the expressions (8.47) for Φ˜Jσ,i1,...,in and after
some computations one arrives at
∂JσL = F
J
σ ≡ ε
i1,...,in
n−1∑
s=0
∑
|I1|,...,|Is|=r−1
[
(B0C)
J,I1,...,Is
σ,ν1,...,νs,is+1,...,in
+ (∆′C)J,I1,...,Isσ,ν1,...,νs,is+1,...,in
]
×
yν1I1i1 · · · y
νs
Isis
, (|J | = 1, ..., r). (8.50)
It is clear that Frobenius conditions of integrability should be fulfilled:
∂Kζ F
J
σ = ∂
J
σF
K
ζ , |J |, |K| = 1, ..., r. (8.51)
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Instead of trying to solve directly these equations we proceed as follows. We admit that the
integrability conditions (8.51) are fulfilled for |J | = |K| = r. Then one can obtain from (8.50)
with a well-known homotopy formula:
L = L0 +
∫ 1
0
∑
|J |=r
yσJF
J
σ (x
i, yσ, yσj , ..., y
σ
j1,...,jr−1
, ..., uyσj1,...,jr)du (8.52)
where L0 does not depend on the highest order derivatives. Using the explicit expression for
F Jσ from (8.50) one arrives at:
L = L0 + ε
i1,...,in
n∑
s=1
1
s
∑
|I1|,...,|Is|=r−1
AI1,...,Isν1,...,νs,is+1,...,iny
ν1
I1i1
· · · yνsIsis (8.53)
where
AI0,...,Isν0,...,νs,is+1,...,in−1 ≡ S
−
(I0,ν0),...,(Is,νs)
CI0,...,Isν0,...,νs,is+1,...,in−1, (s = 0, ..., n− 1) (8.54)
is constructed from C ...... such that it verifies the complete symmetry property (3.18). Now
one computes from (8.52) the partial derivatives of L and, considering the highest order ones,
obtains by comparison with the relation (8.50)
B0 · · ·Bs(Cs − As) = 0, s = 0, ..., n− 1).
If we apply lemma 3.6 one obtains, as usual, that
CI1,...,Isν1,...,νs,is+1,...,in = A
I1,...,Is
ν1,...,νs,is+1,...,in
+ δ − terms.
If we substitute this expression for C ...... into the equation (8.47) for |J | = r − 1 we obtain
that the delta terms give a null contribution; as a consequence, it follows that the expressions
CI1,...,Isν1,...,νs,is+1,...,in, |I1|, ..., |Is| = r − 1 can be considered to have the symmetry property (3.18)
without loosing the generality. Then the integrability condition (8.51) is fulfilled for |J | = r.
(iv) Finally, we develop the expression (8.48) for Tσ using the expression (8.47) for Φ˜
∅
σ,i1,...,in
and the expression (8.52) for L. It is elementary to prove that both terms in (8.48) are poly-
nomials in the hyper-Jacobians of the type appearing in the statement of the theorem.
Remark 8.5.1 The functions T I1,...,Isσ,ν1,...,νs,is+1,...,in appearing in the statement cannot be completely
arbitrary because we did not use all the integrability conditions (8.51).
Remark 8.5.2 For the case r = 2 analysed in detail in [11] it is possible to use completely
the Helmholtz-Sonin equations involving the highest order derivatives. One obtains that Tσ has
a expression as in the statement of the theorem, but the coefficients T l1,...,lsσ,ν1,...,νs,is+1,...,in can be
chosen to be completely symmetric in the indices σ, ν1, ..., νs and completely antisymmetric in
the indices l1, ...., ls.
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9 Conclusions
We have succeeded to give a fairly complete presentation of the most important results con-
nected with the existence of the variational sequences. Many of the proofs have been essentially
simplified using Fock space techniques. We also have been able to give very explicit expression
for the most general form of a variationally trivial Lagrangian and the generic expression of a
locally variational system of partial differential equations, completing in this way known results
from the literature.
Some criticism of the approach to the Lagrangian formalism accepted in this paper is nec-
essary. We think that the weak point of this approach, from the physical point of view, is in
fact, the definition of a differential equation. The definition of such an object as a special type
of differential form leads at the following problem. Let Tσ, T
′
σ be the components of two dif-
ferential equations in a given chart. It is possible (and examples can be provided) that one can
arrange such that: (1) the hyper-surface Tσ = 0 σ = 1, ..., m coincides with the hyper-surface
T ′σ = 0 σ = 1, ..., m (in this way the two sets of functions are describing in fact the same set
of physical solutions of the equation of motion) and (2) Tσ are locally variational and T
′
σ are
not locally variational. So, in a certain sense, the property of being locally variational is not
intrinsically defined. (See on this point also [6]). In this sense, the most reasonable definition
(from the physical point of view) of a differential equation would be certain hyper-surfaces in
the jet bundle extension with some regularity properties (guaranteeing a well posed Cauchy
problem). The problem would be to attach in an intrinsic way the property of being locally
variational to such a hyper-surface.
Another interesting and open problem is to find, if possible, a physical meaning for the
elements of the variational sequence of index q ≥ n+2 and eventually some representatives by
forms.
One would also be interested to see to what extent the results of this approach to the
Lagrangian formalism can be extended to the case when Y is not a fibre bundle over some
“space-time” manifold X (the typical case being a relativistic system with Y the Minkowski
space). Although it is clear that the line of argument from this paper depends essentially on the
existence of the fibre bundle structure, some steps in this direction exists in the literature [9],
[13]; the proper substitute for jet extensions of a fibre bundle are the higher order Grassmann
bundles.
Finally, there exists some physical interest to extend this formalism to the situation when
anticommuting variables are present. This case appears when one is studying, for instance,
BRST-type symmetries.
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10 Appendix
In this appendix we give the basic definitions of the Fock space concepts we have used in this
paper and provide a fairly simple proof of the so-called trace decomposition theorem [24]. One
can simplify somehow all the proofs in this paper if one uses this more refined decomposition
of tensors; however this simplification is rather modest.
10.1 Fock Space Notions
To avoid unnecessary complications we consider H to be a finite dimensional real Hilbert space.
Then the associated Fock space is, by definition:
F(H) ≡ ⊕∞n=0Hn
where
Hn ≡ H
⊗n, n > 0, H0 ≡ IR.
The Hilbert space H ∼ H1 is called the one-particle space and the element (1, 0, . . .) ∈ F(H)
is called the vacuum.
We can introduce the symmetrization and the antisymmetrization operators inHn according
to
S±n φ1 ⊗ . . .⊗ φn ≡
1
n!
∑
P∈Pn
ǫ±(P )φP (1) ⊗ . . .⊗ φP (n) (10.1)
where
ǫ+(P ) ≡ 1, ǫ−(P ) ≡ (−1)
|P |, ∀P ∈ Pn. (10.2)
Here Pn is the permutation group of the numbers 1, 2, . . . , n and |P | is the signature of the
permutation P . One can prove easily that these operators are in fact orthogonal projectors.
We also define the following projector operators acting in the Fock space:
S± ≡ ⊕∞n=0S
±
n . (10.3)
Next, one defines the following subspaces of Hn:
H±n ≡ S
±
nHn (10.4)
and of F(H):
F±(H) ≡ S±F(H) = ⊕∞n=0S
±
nHn. (10.5)
The subspace F±(H) is called the bosonic (or symmetric) Fock space for the sign + and the
fermionic (or antisymmetric) Fock space for the sign −.
One can define in F(H) the so-called particle number operators according to
Nφ1 ⊗ . . .⊗ φn ≡ nφ1 ⊗ . . .⊗ φn. (10.6)
It is clear that these operators can be restricted to the bosonic and to the fermionic Fock
spaces.
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To simplify the presentation according to our specific needs, we consider an orthonormal
basis in the H : e1, . . . , ek, k ≡ dim(H). Then every element of the Fock space F(H) can be
represented as a collection
(f, f i, . . . , f i1,...,in, . . .)
where f i1,...,in are the elements of a (real) tensor of degree n.
The operators S± are represented by the following formulæ:
(
S±f
)i1,...,in
≡
1
n!
∑
P∈Pn
ǫ±(P )f
iP (1),...,iP (n), ∀n > 0. (10.7)
Sometimes it is convenient to indicate explicitly the indices affected by the operation of
symmetrization, or antisymmetrization, by writing the preceding formula as follows:
S±i1,...,inf
i1,...,in ≡
1
n!
∑
P∈Pn
ǫ±(P )f
iP (1),...,iP (n), ∀n > 0. (10.8)
This notation is important because we have the following formulæ which are used many
times in the proofs:
S±I S
±
J = S
±
I , ∀J ⊂ I. (10.9)
The bosonic (resp. fermionic) Fock space is formed by symmetric (resp. antisymmetric)
tensors.
We are ready to introduce now the so-called creation and annihilation operators. We will not
use the usual convention form quantum mechanics textbooks, but another one more suitable
for our purposes. We also use consistently Bourbaki conventions:∑
∅
≡ 0,
∏
∅
≡ 1.
Consider first the bosonic case. We define in the bosonic Fock space the creation and
annihilation operators b∗l , b
l, l = 1, . . . , n by:
(b∗l f)
i1,...,in ≡
1
n
n∑
p=1
δ
ip
l f
i1,...,ˆip,...,in = S+i1,...,inδ
i1
l f
i2,...,in , l = 1, . . . , k, ∀n ≥ 0 (10.10)
(where we prefer to specify explicitly the indices on which the operation of symmetrization is
performed; evidently, for n = 0 the right hand side must be considered 0) and respectively by:
(
blf
)i1,...,in
≡ (n+ 1)f l,i1,...,in, ∀n ≥ 0. (10.11)
It is easy to see that, in fact, b∗l is the adjoint of b
l. The essential property of these operators
is contained in the so-called canonical commutation relations (CCR):
[bl, bm] = 0, [b∗l , b
∗
m] = 0, [b
l, b∗m] = δ
l
m, ∀l, m = 1, . . . , k (10.12)
where by [·, ·] we are designating, obviously, the commutator of the two entries.
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We now consider the fermionic case. The definitions are in complete analogy with the
previous ones. We define in the fermionic Fock space the creation and annihilation operators
a∗l , a
l, l = 1, . . . , n by:
(a∗l f)
i1,...,in ≡
1
n
n∑
p=1
(−1)p−1δ
ip
l f
i1,...,ˆip,...,in = S−i1,...,inδ
i1
l f
i2,...,in, l = 1, . . . , k, ∀n ≥ 0 (10.13)
(where again we specify explicitly the indices on which the operation of antisymmetrization is
performed; for n = 0 the right hand side must be considered 0) and respectively by:
(
alf
)i1,...,in
≡ (n+ 1)f i1,...,in,l, ∀n ≥ 0. (10.14)
Again one sees that a∗l is the adjoint of a
l. We have analogously to (10.12) the canonical
anticommutation relations (CAR):
{al, am} = 0, {a∗l , a
∗
m} = 0, {a
l, a∗m} = δ
l
m, ∀l, m = 1, . . . , k (10.15)
where by {·, ·} we are designating the anticommutator of the two entries.
Remark 10.0.3 It is not very complicated to find the abstract definitions for the creation
and the annihilation operators, i.e. basis independent definitions, but we will not need them
here. It is also noteworthy that the whole formalism works for any Hilbert space, even infinite
dimensional, defined over an arbitrary commutative division field.
It is obvious how to extend the definitions of the particle number operator and of the creation
and annihilation operators to the more general case of the Hilbert space Hs appearing in the
proof of theorem 3.3. In particular, we have more particle number operators: Nf corresponding
to the fermionic degrees of freedom and Nα, α = 1, . . . , s corresponding to the bosonic degrees
of freedom and and giving k (respectively rα) when applied on Hk,r1,...,rs.
In this case, if we define the operators Bα, α = 1, . . . , s according to (3.24) then it is easy
to establish the following anticommutation relations:
{Bα, B
∗
α} = Nf −Nα + n1, α = 1, . . . , s (10.16)
and
{Bα, Bβ} = 0, α, β = 1, . . . , s; (10.17)
in particular we have:
B2α = 0, α = 1, . . . , s. (10.18)
We also have the commutation relations:
[Bα, Nf −Nα + n1] = 0, α = 1, . . . , s. (10.19)
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10.2 The Trace Decomposition Formula
A tensor of the form AI1,...,Isσ1,...,σs,is+1,...,iq is called traceless iff it verifies:
A
{j,p1,...,pl},I2,...,Is
σ1,...,σs,j,is+1,...,iq
= 0 (10.20)
for all indices left free. If we use compact tensor notations, this can be written as follows:
B∗1Aσ1,...,σs = 0. (10.21)
Because of the symmetry properties (3.18) we have in fact:
B∗αAσ1,...,σs = 0 (α = 1, ..., s). (10.22)
Then we have the following result
Lemma 10.1 Let X ∈ Hp,r1,...,rs (r1, ..., rs ∈ IN
∗, s ≤ n − p). Then the following decompo-
sition formula is valid:
X = X0 +
k∑
α=1
BαXα (10.23)
where the tensor X0 is traceless and it is uniquely determined by X.
Proof:
It follows elementary from the relations at the end of the preceding subsection that the
operators
Pα ≡ (Nf −Nα + n1)
−1BαB
∗
α, Qα ≡ (Nf −Nα + n1)
−1B∗αBα, α = 1, . . . , s (10.24)
are orthogonal projectors and we have
Pα +Qα = 1, α = 1, . . . , s. (10.25)
We consider now the corresponding subspaces
Vα ≡ Span(PαHs), α = 1, . . . , s. (10.26)
It is well known that the set of all linear subspaces in a finite dimensional Hilbert space is
a orthomodular lattice if the order relation < is given by the inclusion of subspaces ⊂ and the
orthogonalization operator is constructed using the scalar product [28]. It follows that one has
the following formulæ for the infimum and supremum operations:
∧i∈I Vi ≡ ∩i∈IVi, ∨i∈IVi ≡
∑
i∈I
Vi. (10.27)
The property above can be transported for the set of orthogonal projectors acting in this
Hilbert space. In this new representation, the orthogonalization operation looks very simple:
P⊥ ≡ 1− P. (10.28)
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Now we decompose the generic element X as follows:
X = X0 +X1 (10.29)
where
X0 ≡ (∧Qα)X, X1 ≡ X −X0. (10.30)
One immediately establishes that X0 is traceless and that
X1 = (∧Qα)
⊥X = ∨Q⊥αX = ∨PαX
so X1 has the form:
X1 =
∑
α
BαXα.
This finishes the proof.
Remark 10.1.1 One can prove that the lattice property is valid in a more general case of linear
spaces of Hilbertian type [28]).
Remark 10.1.2 A more general trace decomposition formula appears in [24] in the sense that
one can give up the hypothesis that the Hilbert space is of Fock type.
As a consequence we have
Theorem 10.2 Let ρ ∈ Ωrq and let (V, ψ) be a chart on Y . Then the form ρ admits in the
chart (V r, ψr) the following unique decomposition:
ρ = ρ0 + ρ
′ (10.31)
where ρ0 ∈ Ω
r
q(c) is a contact form, and ρ
′ has the expression
ρ′ =
q∑
s=0
1
s!(q − s)!
∑
|I1|,...,|Is|=r
AI1,...,Isσ1,...,σs,is+1,...,iqdy
σ1
I1
∧ · · · ∧ dyσsIs ∧ dx
is+1 ∧ · · · ∧ dxiq , (10.32)
where the tensors AI1,...,Isσ1,...,σs,is+1,...,iq verify the antisymmetry property (3.18) are traceless.
Proof:
We use the standard decomposition given by (3.15) - (3.17) and we refine it.
We apply the preceding lemma to the tensors AI1,...,Isσ1,...,σs,is+1,...,iq appearing in the expression
of ρ′ (see (3.17)). So, this tensor splits into a δ-contribution and a traceless contribution. The
first contribution leads to terms containing at least a factor dωσJ |J | = r−1) so it is a contact
form and can be combined with ρ0; the second contribution is traceless. This means that we
have the desired decomposition. The uniqueness assertion is easy to prove.
Remark 10.2.1 It immediately follows that the equivalence classes Ωrq(V ) / Ω
r
q(c)(V ) (q =
1, ..., n) (for any chart V on Y ) are indexed by sets of traceless tensors
AI1,...,Isσ1,...,σs,is+1,...,iq (|I1| = · · · = |Is| = r, s = 0, ..., q).
For the proof of the isomorphism Ωrq(V ) / Ω
r
q(c)(V )
∼= J r+1q (V ) (q = 1, ..., n) see the end of
[23].
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