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Calorimetric data of primary crystallization is usually interpreted in the framework of the
Kolmogorov Dokl. Akad. Nauk SSSR 1, 355 1937, Johnson and Mehl Trans. AIME 135, 416
1939, and Avrami J. Chem. Phys. 7, 1103 1939; 8, 212 1940; 9, 177 1941 KJMA theory.
However, while the KJMA theory assumes random nucleation and exhaustion of space by direct
impingement, primary crystallization is usually driven by diffusion-controlled growth with soft
impingement between the growing crystallites. This results in a stop of the growth before the space
is fully crystallized and induces nonrandom nucleation. In this work, phase-field simulations are
used to check the validity of different kinetic models for describing primary crystallization kinetics.
The results show that KJMA theory provides a good approximation to the soft-impingement and
nonrandom nucleation effects. Moreover, these effects are not responsible of the slowing down of
the kinetics found experimentally in the primary crystallization of glasses. © 2006 American
Institute of Physics. DOI: 10.1063/1.2337407I. INTRODUCTION
The primary crystallization of undercooled liquids and
glasses is one of the prevailing mechanisms of phase trans-
formation into the solid state. In such transformations, pre-
cipitate particles with composition different from that of the
amorphous matrix grow in a diffusion-controlled regime.
The diffusion of one or more elements from or towards the
crystalline phase is needed to achieve the adequate stoichi-
ometry of the crystalline phase, and as a consequence con-
centration gradients of one or more elements appear in the
boundaries of the crystalline particles. The theoretical analy-
sis of diffusion-controlled grain growth have attracted con-
siderable attention for many years. Such analyses have to
deal with the troublesome problem of resolving the diffusion
equation in the matrix, while satisfying boundary conditions
in the moving precipitate-matrix interfaces. The diffusion
equation,
D2cm =
cm
t
, 1
where D is the diffusion coefficient assumed independent of
the composition, rules the evolution of the concentration
field cm=cmr , t of a given component m in the amorphous
matrix. The other main equation involved is the concentra-
tion flux balance at the moving interface,
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dR
dt
= D cm
r

r=R
, 2
where R is the crystalline particle radius and cm /rr=R is
the concentration gradient in the amorphous phase side of the
interface. Here, cx is the concentration inside the crystalline
precipitate, and cR is the equilibrium concentration of the
liquid phase at the interface of a particle of radius R. The
dependence of cR on the precipitate radius is determined by
the capillarity condition,
cR = cl + cl , 3
where =2/R is the mean curvature in a growing sphere, cl
is the equilibrium concentration of the liquid phase, and  is
the capillary length.
Even in the case of an isolated particle growing in an
infinite matrix, exact analytical solutions of Eqs. 1 and 2
are only known if constant equilibrium concentration at the
interface cR=cl is considered, that is, neglecting capillarity.
The classical work of Zener1 gives the exact solution for the
case of spherical precipitates with boundary conditions,
cmr = R,t = cl, 0 t ,
cmr,t = 0 = c0, 0 r , 4
cmr = ,t = c0, 0 t ,
where c0 is the initial concentration of the matrix. However,
even in such a case, the obtained solution is rather too cum-
bersome to use conveniently, and approximations giving sim-
pler expressions are often used. In another classical refer-
ence, Aaron et al.2 reviewed the different analytical
approximations to the diffusion-controlled growth kinetics of
© 2006 American Institute of Physics07-1
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dependence of the kind
R = Dt1/2, 5
where  is a dimensionless parameter depending on the value
of the initial supersaturation,
 =
cl − c0
cl − cx
. 6
The specific form of  differs in each approximation.
These results do not take into account the destabilization
of the interface. The spherical growth of precipitate particles
is stable only for small particle sizes. In the case of 1, the
spherical shape is strictly stable in a size range going from
R* to 21R*, where R* is the critical nucleation radius above
which the sphere grows and below which it shrinks.3 In such
small radius range the capillarity effect is not negligible, thus
invalidating the solutions presented above Eq. 5. How-
ever, inside a range going from 10R* to 100R*, spherical
shape is not unduly unstable and diffusion-controlled growth
of particles neglecting capillarity is a good approximation.
Further growth above this range is governed by side-
branching interaction leading to dendritic patterns.4 Notwith-
standing, particle growth as described by Eq. 5 is used in
many works giving good results in the analysis of primary
crystallization, as spherical particles showing diffusion-
controlled growth are expected in the devitrification of many
amorphous metallic alloys.5,6
When the precipitate particles reach a certain size, com-
petition between neighboring particles begins to interfere
with the growth. In polymorphic transformations this com-
petition is purely geometric, that is, they stop growing be-
cause of direct impingement. In this case the overall trans-
formation rate is well described by the Kolmogorov,7
Johnson-Mehl8 and Avrami KJMA equation,7–9
dxt = 1 − xtdx˜t , 7
or its integral counterpart,
xt = 1 − exp− x˜t . 8
This equation relates the transformed volume fraction at a
given time xt with its extended counterpart x˜t. This ex-
tended transformed fraction is defined as the volume fraction
occupied by the growing crystallites neglecting impinge-
ment, that is,
x˜t =
4	
3 0
t
I
R3
,td
 , 9
where I
 is the crystallite nucleation rate per volume unit
and R
 , t is the radius of a crystallite nucleated at time 
. In
isothermal crystallization where the thermodynamic condi-
tions determining the growth and nucleation laws are ex-
pected to be constant, it is possible to write the extended
fraction as a power of time, that is,
xt = 1 − exp− ktn , 10
where k is known as the reaction constant and n is the so-
called Avrami exponent. The value of the Avrami exponent is
ticle is copyrighted as indicated in the article. Reuse of AIP content is subje
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and nucleation laws.10
When analyzing the results obtained from experimental
data the Avrami exponent can be split in two parts, n=nI
+nG, related, respectively, to the nucleation and growth
mechanisms. In three-dimensional growth, nI is expected to
have values varying from 1 constant nucleation rate to 0
preexisting or quenched-in nuclei while nG have typical
values of 3 constant growth rate and 1.5 parabolic or
diffusion-controlled growth. Other more complex nucleation
and growth mechanisms lead to values of the Avrami expo-
nent different from the ones just mentioned. One should note
here that different combinations of nucleation and growth
mechanisms can lead to the same n value, with an adequate
theoretical description to interpret the experimental crystalli-
zation data being necessary.11
The KJMA model is only valid for a random distribution
of particle nuclei, isotropic growth with direct impingement,
and particle growth rate not decreasing with time.12,13 How-
ever, it is used as a good approximation in many transforma-
tions not strictly fulfilling these conditions due to its simplic-
ity and robustness. Indeed, some approaches based on the
KJMA equation Eq. 8 describe transformations with dif-
ferent kinds of nonrandom nucleation and anisotropic
growth.14–17
Two main objections arise when applying the KJMA
model to primary crystallization. Firstly, the parabolic
growth law of Eq. 5 provides a growth rate decreasing with
time, thus breaking one of the KJMA validity conditions.
However, it has been demonstrated that the deviation of Eq.
8 in the prediction of the transformed fraction evolution for
such a case is less than 0.9%,14,16 so in this work we will
consider that the KJMA model gives an adequate description
of transformations with parabolic growth laws. Secondly,
competition between neighboring particles through the over-
lap of concentration fields breaks some of the KJMA-model
applicability requirements. On one hand, the growth of the
particles does not stop because of direct impingement but
gradually decreases due to the overlapping of the concentra-
tion profiles. The concentration gradients surrounding the
particles become progressively flatter, thus reducing the
diffusion-controlled growth rate. This is the so-called soft-
impingement SI effect. In an analytical approach, Ham18
found that the Avrami exponent keeps its value of n= 32 pre-
existing nuclei and diffusion-controlled growth in the case
of a regular array of spheroidal precipitate particles, but there
is not one demonstration of the validity of the KJMA model
for SI between not regularly distributed particles. On the
other hand, the nucleation of crystallites is easier further
away from previously existing ones, as the concentration
gradients of the particles make the untransformed phase
around the existing crystallites more stable to nucleation.
This is the nonrandom nucleation NRN effect.19,20 Neither
SI nor NRN effects are taken into account in the KJMA
model.
Indeed, the KJMA model, which is based on the geo-
metrical interference between particles, can not be applied to
transformations with low supersaturation values and so with
final crystallized fractions 0.1. In such cases, the behav-
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can be well described by introducing a mean-field approach
of the compositional change in the matrix.21 However, in
transformations with 0.1 some degree of geometric inter-
ference between growing grains is expected and, accord-
ingly, primary crystallization was described classically by
means of the KJMA equation.22 In such cases the volume
transformed fractions xt and x˜t are normalized by the
final crystallized volume fraction, which corresponds to the
initial supersaturation. Hence Eq. 8 is rewritten as
t = 1 − exp− ˜t , 11
where =−1xt and ˜=−1x˜t.10 The Avrami exponent is
then calculated as
nt =
d ln− ln1 − t	
d lnt
=
d ln˜t
d lnt
. 12
Equations 11 and 12 are widely used in studying the
primary crystallization of amorphous alloys. Frequently,
complex behavior and unusual low values of the Avrami ex-
ponent are reported.23–25 Figure 1 shows an experimental de-
termination of nt from Ref. 11 where the Avrami expo-
nent varies from n
4 at the initial stages of the
transformation to n1 at the final stages. These low values
are usually related to the SI and/or to the NRN,6,14 with both
effects expected to become specially important at the final
stages of the transformation. However, as stated before, pri-
mary crystallization does not fulfill the validity conditions of
the KJMA model.12,13 Even more, the normalization by  of
both real and extended transformed volume fractions is not
clearly justified.
The aim of this work is to test the validity of the KJMA
model in a primary crystallization from the results obtained
by means of phase-field model simulations. First, we will
review two simple models which are first order approaches
to the kinetics of a primary crystallization. Second, we will
compare these kinetic models with the results of two- and
three-dimensional phase-field model simulations of primary
FIG. 1. Experimentally determined Avrami exponents vs crystallization
fraction from Ref. 11 annealing at 763 K squares, at 773 K hexagons,
and at 783 K circles.crystallization. In such simulations the NRN and SI effects
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II. FIRST ORDER APPROACHES TO THE KINETICS
OF PRIMARY CRYSTALLIZATION
In the following we will present two ways of approach-
ing the SI and NRN effects described above, which we will
refer to as geometrical and mean-field models.
A. The geometrical model
This model accounts for the geometrical distribution of
the transformed phase and the surrounding stabilized matrix
regions. It performs a simplified local mass balance of a
growing crystalline grain, showing that the spherical regions
resulting from this balance satisfy a KJMA-like relationship.
A similar approach was already used by Shepilov in Ref. 26
with the assumption that the supersaturation should be small
1. In the present work we derive a relation between xt
and x˜t valid for any value of .
Let us make a drastic simplification of the concentration
profile around an isolated grain, substituting it by a com-
pletely stabilized boundary zone as sketched in Fig. 2. This
stabilized boundary zone, with different thicknesses 
 , t
for grains nucleated at different times 
, will be assumed to
have an equilibrium concentration cl. The thickness 
 , t
can be obtained by means of a local mass balance from the
volume of the corresponding transformed grain. This means
that
R3
,tc0 − cx = R
,t + 
,t3 − R
,t3cl − c0 ,
13
RTB
,t  R
,t + 
,t = −1/3R
,t , 14
where R is the radius of the crystallite and RTB is defined as
the radius of the spherical transformed plus boundary zone
including both the crystallized and the stabilized zones.
We will now define xTBt as the volume fraction occu-
pied by the transformed phase plus the stabilized boundaries
FIG. 2. Scheme of the geometrical model proposed to approximate the
impingement between grains in primary crystallization.around the growing grains. Neglecting impingement, each
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spherical shape, and consequently its behavior along the
growth is the same as that of virtual stable phase grains of
radius RTB
 , t. Thus, an extended transformed plus bound-
ary volume fraction x˜TB, can be defined as
x˜TBt = 4	/3
0
t
I
RTB
,t3d

= 4	/3
0
t
I
−1R3
,td
 15
and, from Eqs. 9 and 15,
x˜t = x˜TBt . 16
Interference between the growing grains SI effect can now
be treated including the stabilized boundary zone. The over-
lap of the concentration profiles responsible for the SI will be
approximated by considering that the crystallite growth does
not stop by direct interface impingement but because of the
impingement of the stabilized boundary zones as sketched in
Fig. 2. More precisely, let us define it, the free solid angle
function of a certain crystalline grain i, as the solid angle of
its boundary zone which has not impinged upon other neigh-
bor boundary zones. Now, we will impose that the grain
interface corresponding to this solid angle it continues to
grow unaffected by the impingement with the same growth
law as an isolated grain, while the growth of the rest of the
interface is utterly inhibited. Thus, we can express the trans-
formed fraction due to the i grain as
xit = 


t
itR
,t2G
,tdt, 17
where G
 , t=dR
 , t /dt is the growth rate at time t of a
grain born at time 
. Therefore, the total transformed fraction
will be
xt = 
i=1
Nt
xit = 
i=1
Nt 


t
itR
,t2G
,tdt, 18
where Nt is the number of grains at time t.
Similarly, for the transformed plus boundary fraction,
remembering that RTB
 , t=−1/3R
 , t, we obtain
xTBt = 
i=1
Nt
xTB,it
= 
i=1
Nt 


t
itRTB
,t2dRTB/dtdt
= −1
i=1
Nt 


t
itR
,t2G
,tdt. 19
Then, from Eqs. 18 and 19, the actual transformed vol-
ume fraction is directly related to the transformed plus
boundary volume fraction as
xt = xTBt . 20
The same expression is obtained, considering a global solute
mass balance,
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Although the untransformed matrix stabilization and the
concentration profile overlap are dealt here with extreme
simplification, the shape evolution of actual grains will be
very similar to the one resulting from this approximation.
Figure 2 shows that, in the proposed simplification, the fac-
ing grain interfaces are flat. Such flat interfaces are the result
of direct impingement if the grains’ radius follow a parabolic
law R
 , t t−
1/2 as expected in diffusion-controlled
growth. In the actual physical situation these interfaces
would not be flat, but the relationship between xt and xTBt
would hold equally because it is not dependent on the grain
interface shapes, as shown by Eq. 21.
The NRN—the inhibition of nucleation in the boundary
of existing grains—will be approximated in this model by
assuming that nucleation is completely inhibited in the
boundary area of completely stabilized untransformed ma-
trix, while remaining unaffected in the rest of the untrans-
formed volume. This is also a first order approximation be-
cause in a real system the nucleation probability would be
related to the matrix concentration value, thus leading to a
continuously decreasing nucleation probability when going
from far away to near the crystalline grains.
As a consequence of the above assumptions, the evolu-
tion of xTB can be seen as a process with random nucleation,
isotropic growth rate −1/3G, and direct impingement, which
then satisfies a KJMA-like equation.15 Thus, xTB can be ob-
tained from
dxTBt
dx˜TBt
= 1 − xTBt ,
22
xTBt = 1 − exp− x˜TBt .
Equations 16 and 20 allow us to rewrite the previous
equation as
−1xt = 1 − exp− −1x˜t . 23
This equation leads to a final value of transformed fraction
equal to  because of the exhaustion of the nonstabilized part
of the untransformed volume as the crystallized plus stabi-
lized volume occupy the whole space. Equation 23 is iden-
tical to Eq. 11, which is in fact the common way of using
the KJMA theory in primary crystallization.10 From the geo-
metrical model just exposed, Eq. 11 is just a first order
approximation for taking into account the SI and NRN ef-
fects.
B. The mean-field model
Another way for dealing with the stabilization of the
untransformed matrix in primary crystallizations is the re-
duction of the kinetic parameters by means of a mean-field
approach.6 In order to account for the increase or decrease
of the average concentration in the amorphous matrix as the
transformation proceeds, a mean-field approach is adopted
by introducing a time dependence on the average concentra-
tion in the untransformed matrix, cmt. By means of a global
mass balance,
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the mean supersaturation of the untransformed matrix varia-
tion can be written as
cl − cmt
cl − cx
= 
1 − −1xt
1 − xt
, 25
where  is the initial supersaturation given in Eq. 6. The
factor t= 1−−1xt / 1−xt, varying from 1→0 as
xt varies from 0→, indicates the average stabilization of
the matrix and is called the soft-impingement factor.
Considering that the driving force of the transformation
is proportional to the supersaturation of the matrix, when the
mean supersaturation decreases so does the driving force.
Then, the kinetics of the primary crystallization can be mod-
eled by introducing a decreasing driving force into the com-
putation of the kinetic parameters, that is,
I,t→ It,t 26
and
G,
,t→ Gt,
,t . 27
It is worth saying here that different nucleation and growth
models with empirically adjusted parameters are able to de-
scribe the kinetics of this kind of transformations. In fact, the
approach described by the previous equations has been made
by different authors, assuming diverse dependences of the
kinetic parameters on the varying mean supersaturation of
the matrix.27 However, all that these models have in common
is that the kinetic parameters become null at the end of the
transformation, that is, I→0 and G→0 when t→0.
After taking into account the diminishing driving force
in the kinetic parameter expressions, the geometrical im-
pingement is modeled by means of the Avrami equation.
Therefore, in this approach, the crystallized fraction given by
the Avrami equation 8 reaches a final value of  not be-
cause of the exhaustion of the untransformed volume but
because of the vanishing of the kinetic parameters used for
the calculation of the extended fraction, that is, dx˜t/dt→0
as xt→.
Summarizing, this model accounts for the SI and NRN
effects described above by considering the stabilization of
the matrix a global process, while maintaining the applica-
bility of the KJMA equation in order to deal with the geo-
metric impingement. This is a first order approach and, al-
though the mean reduction of the kinetic parameters has a
physical sense, the applicability of the KJMA equation under
these premises is of uncertain validity. On one hand, SI pre-
vents direct impingement between the growing crystallites,
against one of the main hypothesis of the KJMA theory. On
the other hand, NRN is opposite to the random nucleation
required by KJMA.
C. Actual kinetics of primary crystallization
The two first order approaches presented above are ex-
tremely opposite models accounting for the same phenom-
enon. The geometrical model deals with the stabilization of
the untransformed matrix as a pure local effect, utterly modi-
fying in some zones the nucleation and growth kinetics. On
ticle is copyrighted as indicated in the article. Reuse of AIP content is subje
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tion of the matrix as a global effect equally affecting the
nucleation and growth of all the growing crystallites. These
two approaches are not able to account for the complex be-
haviors commonly observed in experimental transformed
fraction curves of primary crystallization.11,23–25
As already stated, the analysis of primary crystallization
is commonly performed using Eqs. 11 and 12, where the
transformed fractions xt and x˜t are substituted by t and
t. A quick examination shows that it is not possible to give
physical interpretations to these low Avrami exponents using
either the geometrical model or the mean-field model de-
scribed above. Figure 3 shows the Avrami exponents calcu-
lated using Eq. 12 for both the geometrical and the mean-
field models in a transformation with preexisting nuclei and
assuming a steady state diffusion-controlled growth given by
GR =
D
R
cl − c0
cl − cx
= 
D
R
, 28
which corresponds to Eq. 5 with = cl−c0 / cl−cx1/2. In
the case of the mean-field model this growth rate is modified
giving
GR =
D
R
cl − cmt
cl − cx
=
D
R
t . 29
One can observe that although the mean-field model predicts
a decreasing exponent at the final stages of the transforma-
tion it is not able to account for the n1 values shown in
Fig. 1. From the comparison of Figs. 1 and 3 it is clear that
the first order approaches to the SI and NRN effects of the
previous section are not able to describe the actual kinetics of
primary crystallization in amorphous alloys.
Nevertheless, calorimetric data of primary crystallization
of amorphous alloys were successfully described within the
framework of the KJMA kinetics.6 In this work the kinetics
of primary crystallization in an amorphous metallic alloy
were well described by a kinetic model, which is, in main
terms, a juxtaposition of the geometrical and mean-field
models discussed above. Experimental data on glass crystal-
FIG. 3. Avrami exponents calculated using the geoemtrical and mean-field
models in a transformation with diffusion-controlled growth.lization were interpreted by a mean-field reduction of the
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above plus a normalized KJMA equation geometrical
model. The dotted line in Fig. 3 shows that this combination
of the geometrical and mean-field models the geometrical
+mean-field model gives the low values of the Avrami ex-
ponent observed in experimental data. The model in Ref. 6
and other similar models available in literature28,29 were de-
fined as those accounting for the SI and NRN effects but, in
fact, they are taking into account, although in first order ap-
proximations, two times such effects; they consider the sta-
bilization of the untransformed matrix as a local geometrical
phenomenon and also as global effect.
III. SIMULATIONS OF A PRIMARY CRYSTALLIZATION
Phase-field PF model simulations are a well-known
tool in the study of solidification phenomena. In this work
we have chosen a phase-field model already used in dendritic
solidification30,31 to simulate the transformation of a many-
particle system without anisotropy in a diffusion-controlled
regime. We use a phase-field model for solidification instead
of recent phase-field models for nucleation32,33 mainly for
two reasons: a our aim is to study the interference between
growing grains, not the nucleation of those grains that could
be introduced externally with a known law, and b the used
model does not introduce any extra complexity, allowing us
to perform many-particle simulations consuming an accept-
able computation time. In this model, a nonconserved order
parameter or phase field  with values between 1 and 0
corresponding to untransformed and transformed regions, re-
spectively allows us to discriminate between the two phases.
The interface dynamics is coupled to that of the dimension-
less concentration field u with values between −1 and 0
corresponding to the initial c0 and equilibrium cl concentra-
tions of the matrix, respectively. The dimensionless equa-
tions of the model are
2
m

t
= 1 −  − 12 + 30u1 −  + 22 ,
30
u
t
+
30

21 − 2

t
= 2u .
Paramaters , m, and  are related to the physical properties
of the system as
 =
W

, m =

D
,  =
2
12
, 31
where W is the dimensional interface width and  is the
kinetic coefficient. Equation 30 can be dimensionalized by
choosing a typical length  and a time scale given by

 =
2
D
. 32
The phase  varies smoothly through the interface, and the
sharp-interface model is recovered in the limit of vanishing
. Simulations were performed using periodic boundary con-
ditions in a 10001000 matrix for two dimensions and in a
450450450 matrix for three dimensions, with =0.2
ticle is copyrighted as indicated in the article. Reuse of AIP content is subje
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scheme has been used to solve the equations for  and u.
Time and spatial discretizations were kept constant in all the
simulations with values of x=0.005 and t=2.5−6, and the
phase-field parameters were fixed to =0.005, m=0.05, and
=400. The values of these parameters were chosen in order
to minimize the transient stage in which the growth of grains
is interface controlled. Moreover, to ensure the validity of
these parameters we performed two tests: a the reduction of
x does not change the results of the simulation and b the
propagation rate of an interface in a phase transformation
without diffusion reproduces the relation with the phase-field
model parameters that in this case can be analytically
calculated.34,35
In each simulation, up to 103 precipitate particles grow
following the dynamics given by Eq. 30 which nucleate
following an external, composition-dependent nucleation
law. Details of the growth and nucleation laws will be given
below in this section. The results presented in the next sec-
tion correspond to the averaged output over ten simulations.
This number of simulations ensures within a 95% of confi-
dence an absolute error that follows a M−1/2 law, where M is
the number of simulations. According to the central limit
theorem, performing more simulations will result in a reduc-
tion of the absolute error but without varying significantly
the average. In all the simulations the transformed fraction is
calculated as the ratio between the number of cells with 
0.5 and the total number of cells.
In the numerical simulation, the particles have a known
growth law detailed in the next section and the evolution of
the concentration field in the matrix follows Eq. 1. Hence,
the effects of the stabilization of the untransformed matrix
and the overlap of concentration fields of neighboring par-
ticles are naturally obtained. This will allow us to quantify
the SI effect in a system with well-known nucleation and
growth laws. It is worth noting here that the particle radius in
the simulations are always in the size range in which the
spherical shape is stable. Figure 4 shows a view of the trans-
formed phase and concentration field evolution in a partial
region of a two-dimensional simulation of preexisting nuclei
growth, with supersaturation =0.2. The interference be-
tween precipitated particles due to the overlap of the concen-
tration fields and the change in the matrix concentration are
clearly observed. Analogously, Fig. 5 shows the transformed
phase in a three-dimensional simulation of a system with the
same nucleation protocol but with =0.2; in that view, an
early stage of the transformation could be seen xt
=0.003, so the soft-impingement effect is still not important.
A. Particle growth
Considering an isolated spherical particle, Eq. 30 yield
a particle growth with two different stages. A transient
interface-controlled growth, in which the concentration field
is being progressively piled up at the particle/matrix inter-
face, is followed by a diffusion-controlled regime with a
growth law of the kind of Eq. 5. Figure 6 shows the radius
and growth-rate evolution in a single particle simulation in
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ticle growth is well described by the following time-
dependent radius:
Rt = Rittc − t + Rdtt − tc , 33
where Ri and Rd are the radius time dependence for the
interface-controlled and diffusion-controlled growths, re-
spectively, and tc is the time when the growth mechanism
changes. Ri could be found by solving the following implicit
equation:34
t

= Ri − R0 + R* ln1 + Ri − R0R0 − R* , 34
where R0 is the initial radius and  is the asimptotic interface
growth rate, which can be calculated analytically34 and writ-
ten in terms of  and the phase-field model parameters: , ,
and m.35 Rd is found following Ref. 1 with the proper con-
FIG. 4. Partial view of a two-dimensional 2D simulation with preexisting
nuclei at two different stages of the transformation x=0.06 in the upper
figure and x=0.1 in the lower. The gray gradient corresponds to the con-
centration 0 states for cm=cl and −1 for cm=c0, whereas the dotted regions
represent the crystallized phase.tinuity conditions at tc,
ticle is copyrighted as indicated in the article. Reuse of AIP content is subje
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As far as we know, any analytical result of the diffusion
equation giving the value of  in such conditions does not
exist. So, in order to obtain the values of the parameter 
determining the diffusion-controlled growth rate for a given
, we fitted the results of single particle PF-model simula-
tions in two and three dimensions. The values obtained for
 are close to the Zener solution1 and can be seen in Table
I. The differences arise from the transient growth stage not
considered in Zener’s classical work but present in the PF
simulations and also expected in actual transformations. In
addition to the value of , the shape of the concentration
profiles obtained in the simulations is also close to Zener’s
analytical results. As the present work is focused on analyz-
ing the interference among particles with diffusion-
controlled growth, the parameters of the many-particle PF
simulations were chosen with the aim of reducing, as much
as possible, the influence of the transient growth stage on the
overall kinetics.
B. Nucleation
We will consider two different nucleation protocols,
namely, preexisting nuclei and continuous nucleation simu-
lation. In the former case, a set of randomly distributed par-
ticle seeds starts growing with no further nucleation of par-
ticles. This case is widely found in the primary
crystallization of glasses, where the annealing treatment ac-
tivates the growth of already existing quenched-in nuclei. In
the latter case, precipitate particles nucleate in the untrans-
formed matrix all along the transformation, with a nucleation
probability depending on the local concentration, thus yeld-
ing NRN.
In the continuous nucleation simulations, the nucleation
rate of particles is controlled by a classical nucleation theory
law36 written as
Icm = I0 exp− Q 1ln2cm/cl − 1ln2c0/cl . 35
The nucleation rate is utterly inhibited at the particle/matrix
interface where cm=cl and has a value of I0 at the matrix
points with cm=c0. The value of I0 is chosen to assure the
nucleation of about 102–103 particles along the transforma-
tion. The parameter Q determines the extent of the nucle-
ation inhibition around the particles.
The NRN effect on primary transformation kinetics was
previously studied in detail by means of stochastic simula-
tions. In Ref. 37, it was demonstrated that the effect on the
overall kinetics is of second order compared to the effect of
the growth-rate reduction due to SI. It was shown that the
NRN modified significantly the transformation kinetics only
in systems with nucleation inhibition over an extremely wide
area surrounding the particles, and in such cases, the whole
system could be considered very close to a preexisting nuclei
transformation with no further nucleation after the initial
stages.
In the present work, the value of Q is set in order that the
number of nucleation events around an isolated precipitate
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to the concentration profiles generated in the PF simulations,
coincides with the expected number for a steplike concentra-
tion profile, as it is considered in the geometrical model.
Figure 7 shows the nucleation probability Icm / I0 for this Q
value Q=0.0971 for =0.5 in three dimensions 3D as a
function of the distance from the precipitate particle nucleus.
In this way, NRN is not expected to influence significantly
the transformation kinetics, allowing the analysis of the SI
effect in transformations with continuous nucleation. A de-
tailed study of the effects on the transformation kinetics as
function of Q is out of the purpose of this work. Some in-
sight into this subject will be presented elsewhere.35
IV. RESULTS AND DISCUSSION
It is well known that nucleation and growth processes
have scaling properties. Both the overall kinetics and the
developed microstructure can be described in terms of di-
mensionless time and length parameters depending on the
nucleation frequency and growth-rate values.38,39 Therefore,
FIG. 6. Time evolution of the radius circles and its velocity squares
obtained from a three-dimensional phase-field model simulation. Solid lines
correspond to the analytical result from Eq. 37.
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transformations are just the final transformed volume frac-
tion , the ratio between interface and diffusion growth rate,
and in the case of continuous nucleation the nucleation
parameter Q. The growth ratio rate determines the relative
influence of the transient interface-controlled and the
diffusion-controlled growth regimes over the particle total
growth. As stated before, in this work  and D are chosen to
reduce the interface-controlled regime influence as much as
possible within the limitations of the simulation process. Pa-
rameter Q determines the relative size between the particles
and the corresponding nucleation inhibited zone surrounding
them; a lower Q value implies a smaller region where the
nucleation is reduced see Fig. 7 and Eq. 35.
Figure 8 shows the transformed fraction evolution and
the Avrami exponent behavior in the case of 125 preexisting
nuclei and =0.5. The results of the simulations are com-
pared with the geometrical and mean-field models described
before. In these models, the nucleation and growth laws
given by the simulation were used to calculate the extended
transformed fraction x˜t. The geometrical+mean-field
model, which is expected to qualitatively reproduce the fea-
tures obtained in actual primary crystallization kinetics, is
also depicted.
In both two- and three-dimensional simulations the
TABLE I. Values for the constant  according to Ref. 1 and obtained from
the simulations sim for =0.2 and =0.5 and the dimensionality. The
relation between  and sim is independent of the dimensionality, thus de-
pending only on the supersaturation value.

2D 3D
sim/sim  sim 
0.2 0.660 0.629 0.953 0.908 1.05
0.5 1.757 1.562 2.335 2.076 1.125
FIG. 5. Partial view of a 3D simulation with preexisting
nuclei at an early stage of the transformation. The black
spheres correspond to transformed phase.ct to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
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xt evolution. The geometrical model and, specially, the
mean-field model give a very good agreement with the simu-
lation results, while the geometrical+mean-field model gives
slower kinetics. With that particular value of supersaturation
the mean-field model is always slower than the geometrical
model, and it fits perfectly the transformed fraction obtained
by means of the simulation. This is not a general result;
FIG. 7. Nucleation probability in 3D for =0.5 and Q=0.0971 as a function
of the distance from the nucleation center dashed line. Concentration pro-
file according to Ref. 1 solid line and concentration profile according to the
geometrical model bold dashed line.
FIG. 8. Transformed fraction and Avrami exponents for transformations
with preexisting nuclei and =0.5 in 2D and 3D. Symbols: phase-field
simulation; solid line: geometrical model; dashed line: mean-field model;
and long-dashed line: geometrical+mean-field model.
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than the other. The initial values of the Avrami exponent are
exactly the theoretically expected: n=2 for two dimensions
and n=3 for three dimensions. These values correspond to a
transformation with a constant interface-controlled growth
and preexisting nuclei. As the transformation proceeds and
the growth becomes diffusion controlled, the Avrami expo-
nent tends to reach the values of 1 and 1.5 for two and three
dimensions, respectively. The low n values obtained experi-
mentally in the devitrification of glassy metals are not repro-
duced by the simulations in any case.
Similar results are obtained in the case of continuous
nucleation simulations. Figure 9 shows the results obtained
in two- and three-dimensional systems. From the inset fig-
ures, it could be observed how the n values evolve from 3 to
2 and from 4 to 2.5 in two and three dimensions, respec-
tively. This corresponds to the change in the growth mecha-
nism from constant interface controlled to diffusion con-
trolled. Again, the Avrami exponent does not reach the low
experimental values usually obtained and also given by the
geometrical+mean-field model. On the contrary, the two first
order approaches describe well the SI effect modeled in the
simulations.
FIG. 9. Transformed fraction and Avrami exponents for transformations
with continuos nucleation and =0.5 in 2D and 3D. Symbols: phase-field
simulation; solid line: geometrical model; dashed line: mean-field model;
and long-dashed line: geometrical+mean-field model.Figure 10 shows the particle density evolution Nt ob-
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the kinetic models. The density of particles per unit time
throughout the transformation is given by
dN
dt
= Ic01 − xTBt = I01 − −1xt 36
and
dN
dt
= Icmt1 − xt 37
for the geometrical model and the mean-field model, respec-
tively. In the first case the nucleation frequency is constant
but only allowed in the nonstabilized zone of the matrix. In
the second case nucleation is allowed in all the untrans-
formed volume but the nucleation frequency is progressively
reduced as the mean concentration varies in the matrix. cmt
is calculated by means of Eq. 25. Similar to results ob-
tained for xt and n both models give a good agreement with
the PF simulation. Here it must be remarked that the Q value
was chosen to provoke an overall nucleation inhibition equal
to that given in the geometrical model. Different values of Q
would imply a nucleation inhibition distance different from
the thickness  of the stabilized boundary zone,26 thus invali-
dating the use of the simple geometric model described here.
On the other hand, the agreement given by the mean-field
model is not expected to change in case parameter Q was
modified. As stated before, the effect of different nucleation
inhibition lengths is considered elsewhere.35,37
Simulations with different values of the initial supersatu-
ration  were performed obtaining the same qualitative re-
sults. High  values imply high concentration gradients and
so concentration profiles extend over a small volume fraction
making the impingement between grains nearly equivalent to
a direct impingement. On the contrary, with low  values the
impingement begins when the distance between neighboring
grains is long respect to the grain radius, increasing the im-
portance of the SI effect on the overall kinetics. Figure 11
shows the transformed fraction evolution in two- and three-
dimensional preexisting nuclei simulations for =0.2. Com-
paring with Fig. 8, the bigger effect of the SI is clearly ob-
FIG. 10. Particle density evolution. Symbols: phase-field simulation; solid
line: geometrical model; and dashed line: mean-field model; and long-
dashed line: geometrical+mean-field model.served. The geometrical and the mean-field models give a
ticle is copyrighted as indicated in the article. Reuse of AIP content is subje
147.83.102.124 On: Wed, good agreement with the simulation up to the half of the
transformation; however, at the end both models give faster
kinetics with the geometrical model the one closer to the
simulations. Similar to the =0.5 case, the geometrical
+mean-field model generates kinetics that are slower than
the ones obtained from the simulations. The higher degree of
deviation between the simulations and the prediction of the
kinetic models in the case of =0.2, responds to a lower
influence of the geometric impingement than in the case of
=0.5. Simulations of transformations with 0.5 cannot
be performed with the PF model used in this work because
the spheroidal shape of the grains becomes unstable, leading
to dendritic growth at the very first stages of the transforma-
tion. The spheroidal shape of the grains can be stabilized,
reducing the x parameter of the simulations; however, this
would imply longer computing times. Furthermore, the SI
effect in the case of high values of  is expected to be re-
duced because of the predominance of the direct impinge-
ment. Hence, the approximations based on the KJMA model
are expected to reproduce the kinetics of transformations
with 0.5 with an agreement at least as good as the one
obtained in the =0.5 case.
As already stated, the approximations based on the
KJMA model cannot be applied for low  values 0.1,
because the impingement between grains is barely affected
FIG. 11. Transformed fraction and Avrami exponents for transformations
with preexisting nuclei and =0.2 in 2D and 3D. Symbols: phase-field
simulation; solid line: geometrical model; dashed line: mean-field model;
and long-dashed line: geometrical+mean-field model.by the geometrical distribution of nuclei. In the case of pri-
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volume fraction, this work shows that the first order approxi-
mations based on the KJMA model are able to reproduce the
kinetics taking into account the SI effect, giving a good
agreement in the case of transformations ranging from 
0.2 to =1.
V. CONCLUSIONS
Primary crystallization kinetics was analyzed by means
of phase-field model simulations. The model allows to take
into account the effects of soft impingement and a
concentration-dependent nonrandom nucleation. Usually,
these mechanisms were meant to cause the complex kinetics
commonly observed in primary crystallization. However, our
results show that the classical KJMA model is able to de-
scribe the kinetics of the simulations. The Avrami exponent
maintains its meaning and the KJMA model normalized by
the final crystallized fraction can be used for the evaluation
of the growth and nucleation rates, becoming a good first
order approach describing the interference between growing
particles in the case of soft impingement.
Our results suggest that the delay of the transformation
kinetics and the corresponding low Avrami exponent experi-
mentally observed in primary crystallization should not be
attributed to the soft-impingement effect. Additional mecha-
nisms have to be considered in order to explain the slowing
down of the kinetics as the untransformed matrix becomes
progressively stabilized. Further work will be devoted to the
study of the effect of the local change in the atomic transport
properties of the amorphous matrix due to compositional
changes.
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