Ni-Al-Co is a promising system for ferromagnetic shape memory applications. This paper reports on the development of a ternary embedded-atom potential for this system by fitting to experimental and first-principles data. Reasonably good agreement is achieved for physical properties between values predicted by the potential and values known from experiment and/or first-principles calculations. The potential reproduces basic features of the martensitic phase transformation from the B2-ordered high-temperature phase to a tetragonal CuAu-ordered low-temperature phase. The compositional and temperature ranges of this transformation and the martensite microstructure predicted by the potential compare well with existing experimental data. These results indicate that the proposed potential can be used for simulations of the shape memory effect in the Ni-Al-Co system.
Introduction
The ternary Ni-Al-Co system presents technological interest for at least two reasons. One reason is that Co is often added, along with other solutes, to industrial Ni-based superalloys [1, 2] , which makes Ni-Al-Co a suitable model system for basic studies of superalloy structure and properties. Second, this system has recently attracted attention as a ferromagnetic shape memory alloy for sensory, actuator, and other functional applications. This paper will focus on modeling the phase transformations associated with the shape memory effect in the Ni-Al-Co system. One type of potential application utilizing this effect is damage detection in structural alloys, particularly aerospace Al-based alloys, in which sensory particles embedded in the alloy undergo a phase transformation triggered by stress fields near crack tips and other damage sites [3, 4] . The transformation causes acoustic emission that can be detected by acoustic sensors, in addition to the magnetic signature detected by magnetic sensors.
The ternary Ni-Al-Co phase diagram [5] contains a β phase that stretches continuously between the binary NiAl and CoAl phases with the B2 (CsCl prototype) structure. The ternary β phase has a B2-type ordering, although it is highly off-stoichiometric and significantly disordered. Upon cooling, the β phase (austenite) can undergo a martensitic transformation to a low-temperature (martensite) phase β′ with the L1 0 -type (CuAu prototype) ordered structure [6] [7] [8] [9] [10] [11] . The latter also displays a significant compositional disorder and a c/a ratio smaller than the ideal 2 value. The same martensitic transformation occurs in the binary Ni-Al system [12, 13] but not Co-Al. With increasing Co content, the Curie temperature increases while the martensitic transformation temperature decreases, allowing precise control of thermomechanical and magnetomechanical responses of the alloy through control of alloy composition. It has also been found that magnetic shape memory characteristics and mechanical properties of Ni-Al-Co alloys are highly sensitive to the microstructure and fractions of constituent phases. For example, a small amount of the disordered face-centered-cubic γ phase was found to improve the ductility, formability, and other processing characteristics of the material [5, 6, 8, 9, 11, 14] .
Atomistic computer simulations can aid the design of Ni-Al-Co alloys by probing the effects of chemical composition, thermal processing, microstructure, and other critical factors on martensitic transformation characteristics. The capability of atomistic simulations to capture the basic features of this transformation has been recently demonstrated for the binary Ni-Al system [15] . In close agreement with experiments, the B2-L1 0 transformation was observed only in the Ni-rich β phase, with the transformation temperature increasing with increasing Ni concentration. The transformation temperature was also affected by the magnitude and sign of applied uniaxial stresses and demonstrated reversible shape memory effect. The martensitic phase was found to contain multiple twins arranged in domains and plates, with crystallographic characteristics consistent with experimental observations. This study [15] utilized an embedded-atom method (EAM) potential [16] that had been constructed by adopting previously developed Ni [17] and Al [18] potentials and fitting the cross-interaction function to a database of first-principles and experimental data. The ability of this potential to correctly reproduce the thermodynamics and crystallography of the martensitic phase transformation in the binary Ni-Al system was demonstrated in [15] . An additional advantage of the potential [19] for the modeling of sensory particles embedded in Al matrix is that the constituent Al potential [18] has been extensively tested and is widely used for the modeling of deformation and fracture of this material.
To address the ternary Ni-Al-Co system, the binary Ni-Al potential [16] was crossed with a separately developed pure Co potential [20] . A preliminary report on this potential appeared in the PhD dissertation of one of the authors [19] . Using this ternary potential, it was shown that Ni-Al-Co alloys continue to exhibit the same martensitic transformation as the binary system. Furthermore, it was found that Co tends to reduce the transformation temperature and that applied uniaxial stresses can change the martensite microstructure from heavily twinned to a near-single-variant type. These encouraging preliminary results motivate a launch of more systematic atomistic studies of the martensitic transformation and shape memory effect in Ni-Al-Co alloys.
More recently, Du and co-workers [21] proposed another EAM Ni-Al-Co potential by constructing a new Co potential and crossing it with a binary Ni-Al potential they had developed previously. This ternary potential and the underlying Ni-Al binary were focused on the γ-γ′ part of the phase diagram and are intended for application to superalloy modeling. Our tests show that it does not reproduce the B2-L1 0 phase transformation in the binary Ni-Al system, which rules it out as a candidate for sensory applications targeted in our work. For example, the Ni 5 Al 3 phase appears on the phase diagram at low temperatures and loses stability at about 900 K. By contrast, the potential of Du and co-workers [21] predicts that this phase remains stable up to very high temperatures. The chemical composition of this phase (66.66 at.% Ni) is exactly in the range where the transformation is expected to occur. The over-stabilization of Ni 5 Al 3 and possibly other phases in this composition range apparently creates phase equilibria that disagree with experiment. For example, we find that the Ni-rich β phase transforms upon cooling to an HCP (hexagonal close packing) -type structure and stays there without transforming to the martensite.
The goal of this paper is to present the development and testing of the final version of the Ni-Al-Co potential (section 2) and demonstrate its capability to reproduce the martensitic transformation in the β phase (section 3). A systematic study of this transformation and comparison with experiment will be reported elsewhere. The strategy for the potential development is to start with the existing Ni-Al binary potential [16] and an elemental Co potential [20] and construct two new binary potentials, Al-Co and Ni-Co. After appropriate transformations of the potential functions, the three binaries Ni-Al, Al-Co, and Ni-Co will constitute a set of functions appropriate for simulations of the ternary Ni-Al-Co system.
EAM potential for Ni-Al-Co ternary system

EAM potential for Al-Co system
The experimental phase diagram of the Al-Co system [22] [23] . Out of these phases, Al 9 Co 2 has a monoclinic structure [24, 25] whereas Al 13 Co 4 has an orthorhombic structure (space group, Pmn2 1 ; Pearson's symbol oP102) [26] . The growth of single crystals of Al 13 Co 4 has been reported by Gille et al using the Czochralski method [27] . The high-temperature Al 3 Co compound was presumed to be metastable and identified as a stable structure only recently. It is considered to be a crystalline approximate of a decagonal quasicrystal (space group C2/m (No. 12)) [28] [29] [30] [31] [32] [33] . The Al 5 Co 2 compound has an ordered hexagonal structure D8 11 [24] . Finally, the B2-CoAl alloy has a high melting temperature and maintains the B2-type structure over a wide composition range around the stoichiometry, which makes it similar to the B2-NiAl phase of the Ni-Al system [22] . A martensitic phase transformation, originating from the phase change in pure Co, has been observed experimentally in Co-rich Co-Al ferromagnetic alloys at low temperatures [34, 35] .
Vailhe and Farkas [36] constructed two atomistic potentials for the Co-Al system focusing on the mechanical behavior of the B2-CoAl phase. The potentials were applied to model stacking faults, dislocation core structures, dislocation glide [36] , and fracture cracks [37] in CoAl. It was observed that B2-CoAl has the lowest room temperature fracture resistance among three transition-metal aluminides with the B2 structure, NiAl, CoAl, and FeAl [38] . The focus on the B2 phase is justified by the technological relevance of this compound and the availability of experimental and first-principles data that can be used for potential fitting and testing. Therefore, in this work, attention will again be focused on the B2-CoAl phase, but a number of other phases with different crystalline structures and compositions across the entire phase diagram will additionally be considered.
The approach of this work is to adopt the available EAM potentials for pure Al [18] and pure Co [20] and only fit the mixed Al-Co interactions. The mixed-pair potential function between Al and Co atoms is represented by a generalized Morse function
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where
The fitting parameters of V AlCo are E 0 , q, b 1 , r 1 , δ, r c and h. An important part of the potential generation procedure is the use of invariant transformations. Namely, EAM potential functions of a pure element can be transformed to alternate shapes so that the energies and forces predicted by the potential remain exactly the same [39, 40] . Specifically, each of the electron density functions can be scaled by an arbitrary factor s as long as the argument ρ of the embedding function is also scaled by the same factor. In addition, a linear term ρ g with an arbitrary coefficient g can be added to the embedding energy function with a simultaneous subtraction of the term ρ − ( ) g r 2 from the pair interaction function V(r). Although physical properties of each element remain invariant under such transformations, properties of the binary systems do change. Thus, the transformation coefficients s and g for the elements can be used as additional fitting parameters during the construction of the cross-interaction potential. For the Al-Co system, the transformations are [17, 41, 42] . Thus the original electron density of Al is unchanged and only the electron density of Co is scaled during the fitting procedure. The total number of fitting parameters is ten.
The potential parameters were optimized by fitting to several properties of the B2-AlCo phase such as the lattice constant a, the formation energy E f , the elastic constants c ij , as well as the formation energies of an imaginary phase Al 2 Co with two different structures (CaF 2 and MoSi 2 prototypes). Out of all structures for which experimental data is available, these two have the Al 2 Co stoichiometry which is the closest to AlCo. The formation energy E f of a compound A n B m is defined by
where E 0 are the cohesive energies of the respective elements or compounds. The fitting database is presented in table 1. The potential parameters were optimized using the simulated annealing method [43] . The objective function was the weighted mean-square deviation of the properties from target values. The weights control the priority of some properties versus others and are used as a tool to prevent fits that are too accurate for some properties but extremely poor for others for the same value of the object function. Reliable potentials are usually obtained by avoiding both overfitting and underfitting of individual target properties [18, 40] . To this end, multiple optimization runs were made with different weights assigned to different properties in order to achieve a nearly uniform distribution of the deviations over the properties. Table 2 summarizes the optimized values of the parameters. Properties of B2-AlCo predicted by the potential are shown in table 3. The formation energy of B2-AlCo is lower by ∼0.07 eV/atom compared to experiment but matches ab initio calculations. The elastic constants are reproduced in accurate agreement with both experimental data and first-principles calculations. The melting temperature was computed by the phase coexistence method as in the previous work [16] and is within 5% of the experimental value. The surface energies and dilute heats of solutions (computed in supercells with different sizes as proposed in [44] ) could not be validated because of the lack of first-principles or/and experimental data. However, they have reasonable values and are reported here for comparison with data that can be generated in the future. Figure 1 shows the (1 1 0) and (2 1 1) sections of γ-surfaces of B2-AlCo in comparison with those for B2-NiAl [16] . The γ-surface energies were computed by translating two halfcrystals parallel to the respective crystal plane and minimizing the energy with respect to atomic displacements normal to the fault plane. It is observed that the antiphase boundaries (APBs) arising after a displacement by (1/2)[1 1 1] have significantly higher energies for CoAl than for NiAl, which is consistent with experimental data and calculations with previous potentials [36] . By contrast with previous potentials [36] , the APBs in CoAl predicted by the present potential are unstable faults. Unfortunately, validation of this prediction by experiment is impossible as the core splitting into superpartial dislocations could not be observed experimentally [45] . Overall, B2-CoAl properties predicted by the present potential are in good agreement with experimental and first-principles data. 
Reference [63] . b Reference [32] . c Reference [64] . d Reference [46] . Note: The base phase is B2-AlCo. Table 4 lists the lattice constants and formation energies of several experimentally observed and imaginary phases of the binary Al-Co system computed with the present potential. The imaginary phases were chosen by the principle of having the simplest crystalline structures and being uniformly distributed over the entire composition range between Al and Co. In most cases, the agreement with experiment is good. To evaluate the phase stability of the phases at 0 K, the formation energies E f are plotted in figure 2 as a function of chemical composition. Such plots enable predictions of the most stable phases for each chemical composition and identification of phases that are expected to appear on the phase diagram at low temperatures. The latter is achieved by finding the most stable phase for each composition and constructing a convex hull based on those points. The vertices of the convex hull identify the phases which will appear on the phase diagram. The formation energies of all other phases must be above the tie lines forming the convex hull. The red line in figure 2 represents the convex hull predicted by first-principles calculations [32] . Overall, the potential predictions are consistent with the shape of the convex hull, but there are some discrepancies. For example, the formation energy of the experimentally observed Al 5 Co 2 phase is significantly above the first-principles prediction. The experimental formation energy of this phase is also significantly lower,−0.43 eV/ atom [46] . The potential also overbinds the imaginary phases of Al 2 Co and AlCo 2 with the C11b-type structure (MoSi 2 prototype). Although the Al 2 Co phase with the formation energy of −0.46 eV/atom was once mentioned in the literature [46] , independent verifications could not be found and this phase does not appear on the experimental phase diagram.
EAM potential for Co-Ni system
The Co-Ni system has a simple phase diagram without intermediate phases [47] [48] [49] . The phase transformation FCC (face-centered cubic) ↔ HCP occurs in pure Co and Co-Ni alloys with less than 35 at.% Ni. The high-temperature phase is α-Co (FCC) and the low-temperature phase is ϵ-Co (HCP). The transformation behavior under stress has been studied in singlecrystalline Co-32 wt.%-Ni alloy by Yang et al [50] . They found that this transformation does not preserve the shape memory effect since the induced strains are in the same direction as the applied stresses for both the forward (FCC → HCP) and the reverse (HCP → FCC) transformations. This is a potential drawback for shape memory applications of Co-Ni-based alloys.
In this work, the Co-Ni potential was obtained by crossing the available pure Co [20] and pure Ni [17] potentials. As during the fitting of the Al-Co potential, the mixed-pair interaction potential V CoNi was represented by a generalized Morse function (1) with fitting parameters E 0 , q, b 1 , r 1 , r c and h. In addition, the following transformations of the potential functions were applied during the fitting: (table 5) and is not used as a fitting parameter. This constraint has the following reason. During the construction of the Ni-Al potential in [16] , the original electron density of Ni [17] was preserved while the original Al electron density [18] was scaled by a factor of = s 1.281 9000
Al during the optimization of the mixed-pair interaction parameters. At the same time, during the construction of the Al-Co potential in this work, the original electron density [18] was preserved while the original Co electron density [20] . To satisfy this requirement, the Ni electron density is scaled by this fixed number while retaining the original electron density of Co. The potential parameters were optimized by the same simulated annealing method as discussed above. The target properties were the formation energies of the L1 2 structures of the Co 3 Ni and Ni 3 Co compounds and four structures with the CoNi stoichiometry (table 6). The choice of these phases was dictated by the availability of their first-principles energies in the literature. The optimized values of fitting parameters are listed in table 2. The obtained formation energies and lattice constants of the compound are in reasonable agreement with firstprinciples data (table 6) . Overall, the accuracy of the obtained Co-Ni potential is comparable to that of the Al-Co potential developed in this work.
EAM potential for the ternary Ni-Al-Co system
An interesting property of the EAM model is that a set of three binary potentials A-B, B-C, and C-A is sufficient for simulations of the ternary system A-B-C. This is only true, however, if each element is represented by the same set of potential functions in the two binaries where it appears, e.g. A in A-B and C-A. So far, however, the three binaries Ni-Al, Al-Co, and Co-Ni have been constructed by independent fitting processes in which the same element was represented by different functions. Thus, the next step is to modify the functions to represent each element in the same way. This is achieved by applying invariant transformations which alter functions of a binary potential without changing the energies of any configurations containing the two elements. For example, for a binary system A-B such transformations have the form 
with transformation parameters λ A , λ B , g A , and g B . It is important to recognize the difference between these transformations and the previously applied transformations (3)-(7). In the latter case, the transformations change the potential functions as well as the energies of all atomic configurations predicted by those functions. This enables the use of the previous transformations as an additional tool in potential fitting. By contrast, equations (8) and (9) include an additional step shown in the last line of equation (9) which ensures that all energies remain invariant. In other words, equations (8) and (9) only change the potential functions without changing any properties predicted for the binary system or the elements. The invariant transformations (8) and (9) were applied to the binary systems to generate a set of binaries that share the same elemental functions without changing any properties presented above. The final versions of the potential functions are plotted in figures 3 and 4. The tabulated forms of the functions can be downloaded from the National Institute of Standards and Technology (NIST) Interatomic Potentials Repository [51, 52] . Once the binary potentials functions were fixed, there were no degrees of freedom left for fitting any properties of ternary phases. Therefore an 'indirect fitting' procedure was applied in which several versions of the Al-Co and Co-Ni potentials were generated with approximately the same level of accuracy with respect to binary properties. These potentials were then tested against first-principles data for the lattice constant 5.735 19 Å and the formation energy −0.6188 eV/atom of an imaginary ternary phase Al 8 Co 4 Ni 4 (Al 2 CoNi.cF16) [32] . The version which gave the most accurate agreement with the first-principles numbers, 5.694 73 Å and −0.638 86 eV/atom, respectively, was taken as the final version of the potential. All parameters and properties of the binary systems presented above refer to this final version.
Simulation of the martensitic transformation in Ni-Al-Co alloys
Simulation methods and models
To demonstrate the ability of the new Ni-Al-Co potential to reproduce the martensitic phase transformation, a series of atomistic simulations was conducted for various chemical compositions. In the previous study of the binary Ni-Al system [15] , the austenitic phase was first equilibrated at temperature of 1200 K by semi-grand canonical Monte Carlo simulations to create an equilibrium state of long-and short-range order. The austenite was then subject to cooling and heating cycles by molecular dynamics (MD) simulations to observe the martensitic transformation. A similar approach was initially applied in this work and a fully reversible martensitic transformation accompanied by a hysteresis loop was observed. However, the transformation temperatures were found to depend on the temperature of the Monte Carlo equilibration. Indeed, diffusive jumps of atoms do not occur on the time scale of MD (tens of nanoseconds). Thus, the MD simulation fully preserves the high-temperature long-and shortrange order state that was created in the austenite during Monte Carlo equilibration. When the austenite approaches the transformation temperature, it has the nonequilibrium state of short and long range that is different from the equilibrium one that would exist at this temperature. This explains the observed dependence of the transformation temperature on the Monte Carlo equilibration protocol. This dependence is consistent with experiments [8, 10, 14, [53] [54] [55] , which also show that the transformation temperature can be drastically different, depending on whether the austenite was rapidly quenched to room temperature prior to the transformation, preserving the high-temperature state of order, or cooled down slowly allowing the alloy to adjust its ordering during the cooling. (An additional reason for this dependence is the precipitation of γ′ phase particles in some of the experiments.) In this paper we chose to model the relatively slow cooling conditions by equilibrating the system by Monte Carlo simulations during the cooling and heating cycles. In this approach, the phase (austenite or martensite) remains close to equilibrium with respect to the distribution of the elements between sublattices and among different regions of the system during the tests. While complete thermodynamic equilibrium cannot be reached due to the existence of thermodynamic barriers caused by internal stresses and interfaces, this approach maintains the system closer to equilibrium than could be achieved by MD simulations.
In the off-lattice semi-grand canonical Monte Carlo [56] conducted here, the temperature T, the total number of atoms in the system, and the chemical potential differences
Ni, Al, Co) are fixed whereas the number of atoms of each individual component is allowed to vary. At each step of the Monte Carlo process, an atom is randomly selected and displaced by a small random amount in a random direction. Simultaneously, its chemical species is randomly chosen to either remain unchanged or switch to one of the alternate species. This trial move is accepted with the probability
Here, ΔE is the total energy change in the trial move, k B is the Boltzmann constant, α and β are the new and old chemical species of the tested atom, and α m and β m are the respective atomic masses. This method enables a numerically efficient relaxation of atomic positions together with simultaneous redistribution of atomic species in the system. The simulation is continued until the equilibrium state is reached in which all parameters randomly fluctuate around their average values. This usually takes thousands of Monte Carlo steps, where a Monte Carlo step (also called a sweep) is defined as the number of attempts equal to the number of atoms in the system.
In traditional applications of this method, the chemical potential differences μ Δ αβ serve as the control parameters while the chemical composition of the system is determined as a result of equilibration. In this work, it was more convenient to alter this scheme by imposing a desired equilibrium chemical composition and letting the system adjust the chemical potential differences to achieve that composition. To make the atomic fraction α c of component α equilibrate to a preset value α c 0 , a feedback loop was created between the current value of α c and the current value of the chemical potential μ α according to the iteration scheme ⎛
where index n labels Monte Carlo steps and a is an adjustable parameter that affects computational efficiency but not the result of the simulation. Once the system has reached equilibrium, both the chemical composition and the chemical potential fluctuate around equilibrium values. It can be shown [57] that the feedback algorithm based on equation (12) is similar to the variable constrained Monte Carlo algorithm proposed by Sadigh et al [58] . Since the total number of atoms is fixed, only differences between chemical potentials affect the composition. Therefore, without a loss of generality, one can assign zero to one of the chemical potentials and treat the chemical potentials of the two remaining species as variables. Zero-stress conditions were maintained during the simulations by a Rahman-Parrinello algorithm [59] executed at every Monte Carlo step. In this algorithm, the kinetic energy term λ ν m v v i i i (where m i is the mass of atom i with velocity components λ v i , λ = x y z , , ) in the virial stress expression [60] was replaced by the term δ λν k T B according to the equipartition theorem. To improve computational efficiency and to be able to simulate large systems, a parallel version of this algorithm was implemented following the method of checkerboard subdomain spatial decomposition proposed in [61] and analyzed in more detail in [58] .
The simulation block contained 384 000 atoms with periodic boundary conditions along the 92 Å) , respectively. This system size was established after convergence studies with respect to the number of atoms. The block was initially filled with perfectly ordered B2-NiAl structure.
Simulation results
Co was introduced in the alloy by choosing a target chemical composition expressed by α c 0 values and applying the feedback loop Monte Carlo algorithm in equation (12) at a given temperature until the system reaches equilibrium. The range of targeted compositions explored in this study, expressed in atomic percent, was: Al: 28-31%, Ni: 34-35%, and Co: 35-37%. Alloys of this composition domain are known to exhibit the martensitic transformation at temperatures between −50 °C and 150 °C [7, 8, 10, 14, 54] .
To demonstrate the ability of the potential to reproduce this transformation, consider results for a particular alloy with the composition Al 28.0 Co 36.7 Ni 35.3 created and equilibrated at T = 1400 K by 200 000 Monte Carlo steps. The phase change was monitored by a stepwise reduction of temperature starting from 1400 K down to 200 K and then heating the system up to 1400 K in 25 K intervals. The Monte Carlo simulation was run for 40 000 Monte Carlo steps at each temperature. Figure 5 shows the potential energy per atom as a function of temperature during the cooling and heating cycles. A hysteresis loop is clearly observed, which is bounded by the martensite and austenite finish temperatures, M f (approximately 600 K) and A f (approximately 1100 K), respectively. In the simulation, the M f and A f points are defined as the temperatures at which the system energy in the heating and cooling runs agree at the beginning and at the end of the hysteresis, while the M s and A s points are defined as the temperatures where the slope of the energy curves become nonlinear, suggesting the initial formation of the new phase. Because the transformation is fully reversible, the estimates of M f of around 600 K and A f of around 1100 K obtained by comparing the energies between two independent runs is considered more robust in a simulation than the M s and A s estimates. Since, under zero-stress conditions, there is no preference for the direction of the lattice deformation during the transformation, a twinned martensite is usually found as illustrated in the inset in figure 5 with the zoomed view shown in figure 6 .
Occasionally, the transformation resulted in the formation of a single domain of the martensite instead of the twinned structure. Such simulation blocks offered an opportunity to calculate the temperature dependence of the lattice parameters of the phases during the transformation. Figure 7 shows that, during the cooling stage, the austenite retains the B2-type structure of the β phase down to 700 K, with the lattice constant [9, 14, 62] is given in table 7. Considering that the lattice constants of the ternary β and β′ phases were not used as fitting targets during the potential development and that the experimental samples have slightly different compositions, the reproduction of both phases is quite satisfactory, even though the c/a ratio is overestimated.
The dependence of the M s temperature on the Al and Co concentrations can be extracted from the characteristic step down of the system energy during the cooling cycle as illustrated in figure 8 . The results are shown in figure 9 , where the obtained M s values are compared with experimental measurements by Tanaka et al [14] . Although the simulated values are systematically higher than experiment, the tendency for M s to decrease with increasing Al content at a fixed Co concentration of about 36 at.% and with increasing Co content at a fixed Al concentration of about 28.8 at.% is consistent with experimental data.
It should be admitted that the comparison of the simulations results and experiment should be treated with caution for at least two reasons. Firstly, the Monte Carlo method does not capture the true dynamics of the transformation (in fact, it does not even have a time scale) and generally cannot guarantee quantitatively correct predictions of the M s and A s points. The Monte Carlo transformation temperatures certainly bracket the temperature at which the austenite and martensite phases would coexist in equilibrium. Given the relatively low temperatures of the transformations, it is likely that M s and A s are close to the lattice instability points on either side of equilibrium in both simulations and experiment. One can, therefore, expect that the Monte Carlo results capture some basic qualitative trends related, for example, to the composition dependence of the transformation points. Secondly, the experimental M s and A s points depend sensitively on slightest variations in the alloy composition, cooling and heating rates, the microstructure of the samples and a number of other experimental parameters [5, 6, 8, 9, 11, 14] . Thus, figure 9 should be considered as only a comparison of trends.
An interesting finding of the simulations is that at T < 1600 K, the Co atoms in the simulated structures tend to cluster together and form long rods, or wires, with a nanometer-scale cross-section (2-3 atomic layers) as shown in figure 10(a) . These nanowires are aligned along one of the 1 1 0 directions of the β phase and form an array with a more or less regular spacing. These nanowires result from re-distribution of Co atoms and localization in particular regions without altering the underlying body-centered cubic lattice of the phase, except for local elastic distortions. Above 1600 K, this nanowire array breaks down and the distribution of Co becomes nearly random ( figure 10(b) ). No experimental evidence for the existence of such nanowire arrays in Ni-Al-Co alloys was found in the literature. While it is possible that this particular feature could be an artifact of the potential, this interesting observation warrants further investigations by modeling and experiment. If confirmed, this nanostructure may have important implications for physical properties of Ni-Al-Co alloys, such as magnetic response and electric conductivity.
Discussion and conclusions
A ternary Ni-Al-Co potential has been constructed in this work by crossing an existing Ni-Al binary potential with an existing pure Co potential. This required the development of two additional binary potentials, Al-Co and Ni-Co, which was accomplished by fitting the mix-interaction functions to experimental and first-principles data for Al-Co and only first-principles data for the Ni-Co case. The agreement with data included and not included in the potential fits is as good as is usually obtained with binary EAM potentials. During the fitting process, full advantage was taken of the transformation parameters treating them on par with other fitting parameters. The three binary potential sets, Ni-Al, Al-Co and Ni-Co, were then combined by applying invariant transformations that altered the potential functions without changing any properties. It is believed that this approach enhances the efficiency of the potential fitting process and can be recommended to the development of other potentials in the future. The new potential is primarily intended for atomistic simulations of the martensitic phase transformation in ferromagnetic shape memory alloys of the Ni-Al-Co system. It has been demonstrated that the potential reproduces the transformation and captures some of its basic features, such as the effect of chemical composition on the transformation temperature and the formation of twinned martensitic structure. This agreement is not trivial given that this transformation was not included in the fitting of the Ni-Al-Co ternary, nor the Ni-Al binary potential. The preliminary simulations reported here suggest that the new potential is suitable for systematic studies of the shape memory effect in Ni-Al-Co alloys. Results of such studies will be reported elsewhere. Although the real Ni-Al-Co alloys become ferromagnetic below the Curie temperature and can be used for ferromagnetic shape memory applications, the potential does not capture the magnetism of these alloys. Nevertheless, it can be useful for the modeling of structural transformations and microstructure development during fabrication and service of this material.
One interesting observation that emerged from the preliminary tests is the possible formation of a regular array of Co-rich nanowires embedded in the β-phase matrix. For the particular alloy composition of Al 28.0 Co 36.7 Ni 35.3 illustrated in figure 10(a), this structure exists at temperatures below 1600 K and transforms to uniform austenite at high temperatures. This structural change temperature depends on the alloy composition. In fact, for some compositions the nanowire structure was not found at all, showing that it only exists in a certain temperaturecomposition domain. This natural nanocomposite structure might have a significant impact on physical properties of the alloy, which motivates its validation by future experiments and simulations. In the meantime, the following tentative explanation can be offered for its origin.
The typical alloy compositions tested in experiments and in the present simulations are close to the β-γ two-phase coexistence region on the Ni-Al-Co phase diagram [5, 54] . Examination of tie lines shows that the γ phase coexisting with β is predominantly Co with only a few atomic percent of Ni and Al. Because the β-γ coexistence region on the phase diagram widens with decreasing temperature, there is a range of compositions for which the alloy is single-phase β at high temperatures and decomposes to β γ + at lower temperatures. In fact, as already mentioned, some amount of the γ phase is intentionally created in the alloys to improve their ductility. Most experimental studies have been performed on such two-phase samples. Our hypothesis is that for some of the compositions studied in this work, the β phase becomes metastable at relatively low temperatures and the alloy is supposed to precipitate an equilibrium amount of the Co-rich γ phase. Due to the large barrier for the nucleation of incoherent γ-phase particles, they do not form during the Monte Carlo simulations. Instead, the alloy undergoes a spinodal decomposition with the formation of an array of coherent Co-rich precipitates embedded in the β matrix. The precipitates assume the nanowire form that minimizes the anisotropic elastic strain energy, creating a trapped microstructure that cannot coarsen on the scale of the Monte Carlo simulations. In other words, the nanowired structure may represent an early stage of γ-phase precipitation that would eventually result in coarser γ-phase regions if the simulation could be run much longer.
As indirect evidence for this explanation, we refer to the recent experimental study [54] of rapidly quenched β phase that was subsequently annealed at different temperatures. At relatively low anneal temperatures when no signs of γ-phase precipitation could be seen by transmission electron microscopy, the authors detected an x-ray diffraction peak that could not be attributed to either phase. The authors suggest that this peak represents inhomogeneities of some sort in the β that serve as precursors of the future incoherent γ-precipitates. We can speculate that the nanowires seen in the simulations represent a form of such precursors. It should be emphasized that both the as-quenched and partially annealed austenite samples containing the precursors underwent the martensitic transformation upon cooling [54] . In agreement with this, the formation of the nanowire structure in the simulations did not suppress martensitic transformation and only affected the transformation temperature.
