Analog-digital architecture of self-learning fuzzy spiking neural network is proposed in this paper. Spiking neuron synapse and some are treated in terms of classical automatic control theory. Conventional unsupervised learning algorithm of spiking neural network is improved by applying 'Winner-Takes-More' rule.
INTRODUCTION
Unsupervised classification, or clustering, is one of the fundamental problems of computational intelligence. Nowadays, there are various means for its solving, among them the significant place is occupied by artificial neural networks (self-organizing maps, ART neural networks, 'Brain-State-in-a-Box' neuromodels, etc.) [1] , fuzzy clustering systems (fuzzy c-means, algorithms of Gustafson -Kessel, Yager -Filev, KlawonnHoeppner, etc) [2, 3] , and hybrid systems based on the combination of both of them [4] . While the mentioned computational intelligence means for unsupervised data processing are well developed and rather powerful, they often appear to be inapplicable for real life problems solving due to their time-consuming run time. The present requires data processing systems to be not only powerful from computational point of view, but also to be sufficiently rapid to handle instantaneous changes in real world environment. New generation of artificial neural networks, commonly known as spiking neural networks [5, 6] , challenged to overcome this drawback of the classical computational intelligence means. Being highly realistic models of biological neurons, spiking neural networks also inherited capability of rapid information processing from them [5, 7, 8] . Moreover, hybrid computational intelligence systems based on self-learning spiking neural network made it possible to extend capabilities of latter for efficient data clustering even under uncertainty [9] [10] [11] [12] . Anyway, the highest efficiency of spiking neural networks can be achieved in the case of their hardware implementation only [8] . One can run into a difficulty, however, in this direction. Although spiking neural networks are becoming a popular computational intelligence tool for various technical problems НЕЙРОІНФОРМАТИКА ТА ІНТЕЛЕКТУАЛЬНІ СИСТЕМИ solving that is confirmed by constant growing of the number of scientific and research works on that subject, their architecture and functioning are treated in terms of neurophysiology rather than in terms of any technical sciences apparatus. None technically plausible description of spiking neurons functioning has been proposed yet. Spiking neural network descriptions lack for general technical ground.
This work presents self-learning spiking neural network as a data processing system of classical control theory. Neuron synapse is shown to be a second-order critically damped response unit, and neuron soma is treated as a threshold-detection unit. Description of spiking neuron functioning in terms of the Laplace transform makes it possible to state spiking neural network architecture on a general technical ground that can be used in the following for constructing various hardware implementations of self-learning spiking neural networks.
SELF-LEARNING FUZZY SPIKING NEURAL NETWORK
Self-learning fuzzy spiking neural network architecture is heterogeneous three-layered feed-forward neural network with lateral connections in the second hidden layer [9] .
The first hidden layer is constructed to perform population coding of input signal [7] . It acts in such a manner that each dimensional component of input signal x(k) is processed by a pool of h receptive neurons RN li , Obviously, there can be different number of receptive neurons h i in a pool for each dimensional component in the general case. For the sake of simplicity, we will consider here that the number of neurons is equal for all pools.
As a rule, activation functions of receptive neurons within a pool are bell-shaped (Gaussians usually), shifted, overlapped, of different width, and have dead zone. Generally firing time of a spike emitted by a receptive neuron RN li upon incoming signal lies in a certain interval referred to as coding interval and is described by the following expression:
where ⎣•⎦ is the floor function, ψ(•,•), and θ r.n. are the receptive neuron's activation function, center, width and dead zone, respectively (r.n. in the last parameter means 'receptive neuron'), -1 indicates that the neuron does not fire.
In this work, we used Gaussian as activation function of receptive neurons: (2) There can be several ways to set widths and centers of receptive neurons within a pool. As a rule, activation functions can be of two types -either 'narrow' or 'wide'. Centers of each width type of activation function are calculated in different ways but in either case they cover date range uniformly. More details can be found in [7] .
Spiking neurons form the second hidden layer of the network. Spiking neuron is considered to be formed of two constituents, they are: synapse and soma. Synapses between receptive neurons and spiking neurons are multiple structures. A multiple synapse MS jli consists of a set of q subsynapses with different time delays and adjustable weights (here ). It should be noted that number of subsynapses within a multiple synapse are fixed for the whole network. Having a spike from the li-th receptive neuron, the p-th subsynapse of the j-th spiking neuron produces delayed weighted postsynaptic potential (3) where ε(•) is a spike-response function usually described by the expression [13] (4) τ PSP -membrane potential decay time constant whose value can be obtained empirically (PSP means 'postsynaptic potential'), H(•) -the Heaviside step function. Output of the multiple synapse MS jli forms total postsynaptic potential (5) Each incoming total postsynaptic potential contributes to membrane potential of spiking neuron SN j as follows: (6) Spiking neuron SN j generates at most one outgoing spike during a simulation interval (the presentation of an input pattern x(k)), and fires at the instant the membrane potential reaches firing threshold θ s.n.
(s.n. means here 'spiking neuron'). After neuron has fired, the membrane potential is reset to the rest value u rest (0 usually) until the next input pattern is presented. Number of spiking neurons in the second hidden layer is set to be equal to the number of clusters to be detected. Each spiking neuron corresponds to a certain cluster. In self-learning spiking neural network, the neuron that has fired first to the input pattern defines cluster that the pattern belongs to [7] . Firing time of spiking neuron defines temporal distance of input pattern to center of the corresponding cluster.
The third layer, namely output fuzzy clustering layer, takes temporal distances of input pattern to centers of all classes and produces membership level according to fuzzy probabilistic approach [9] : (7) where m is the number of classes, is the fuzzifier that determines boundary between clusters and controls the amount of fuzziness in the final partition.
LEARNING ALGORITHM
The purpose of an unsupervised learning algorithm of spiking neural network is to adjust centers of spiking neurons so as to make each of them to correspond to centroid of a certain data cluster. Such learning algorithm was introduced on the basis of two learning rules, namely, 'Winner-Takes-All' rule and temporal Hebbain rule [13] . The first one defines which neuron should be updated, and the second one defines how it should be updated. The algorithm adjusts neuron centers through synaptic weights updating, whereas synaptic time delays always remain constant. The concept here is that significance of the given time delay can be changed by varying corresponding synaptic weight.
Each learning epoch consists of two phases. Competition, the first phase defines a neuron-winner. Being laterally linked with inhibitory connections, spiking neurons compete to respond to the pattern. The one wins (and fires) whose center is the closest to the pattern. After competition, weights adjusting takes place. The learning algorithm adjusts synaptic weights of the neuron-winner to move it closer to the input pattern. It strengthens weights of those subsynapses which contributed to the neuron-winner's firing (i.e. the subsynapses produced delayed spikes right before the neuron firing) and weakens ones which did not contribute (i. e. the delayed spikes appeared right after the neurons firing or long before it). Generally, the learning algorithm can be expressed as (8) where K is the current epoch number, η w (•) > 0 is the learning rate (while it is constant in [13] , it can depended on epoch number in the general case; w means 'weights'), L(•) is the learning function [7, 13] , is the number of neuron-winner on the current epoch, is the time delay between delayed spike produced by the p-th subsynapse of the li-th synapse and spiking neuron firing time (9) As a rule, the learning function has the following form [9, 13] : (10) (11) where ν are the shape parameters of the learning function L(•) that can be obtained empirically [7, 13] . The learning function and its shape parameters are depicted on Fig. 1 .
After learning stage, center of a spiking neuron represents centroid of a certain data cluster, and spiking neural network can successfully perform unsupervised classification of the input set.
The learning algorithm (8) updates only neuron-winner on each epoch and disregards other neurons. It seems more natural to update not only spiking neuron-
winner, but also its neighbours. This approach is known as 'Winner-Takes-More' rule. It implies that there is a cooperation phase before weights adjustment. Neuronwinner determines a local region of topological neighbourhood on each learning epoch. Within this region, the neuron-winner fires along with its neighbours, and the closer a neighbour is to the winner, the more its weights are adjusted. The topological region is represented by the neighbourhood function that depends on difference between the neuron-winner firing time and the neighbour firing time (distance between the neurons in temporal sense) and a parameter that defines effective width of the region. As a rule, ϕ(•) is a kernel function that is symmetric about its maximum at the point where It reaches unity at that point and monotonically decreases as tends to infinity. The functions that are the most frequently used as neighbourhood function are Gaussian, paraboloid, Mexican Hat, and many others [14] .
For self-learning spiking neural network, the learning algorithm based on 'Winner-Takes-More' rule can be expressed in the following form: (12) where temporal distance is (13) Obviously, expression (12) is a generalization of (8).
Analysis of competitive unsupervised learning convergence showed that width parameter of the neighbourhood function should decrease during synaptic weights adjustment [15] . For Gaussian neighbourhood function (14) width parameter ρ can be adjusted as follows [16] : (15) where is a scalar that determines rate of neuronwinner effect on its neighbours.
Noteworthily that exponential decreasing of width parameter can be achieved by applying the simpler expression instead of (15) [14] : (16) Learning algorithm (12) requires modification of selflearning spiking neural architecture. Lateral inhibitory connections in the second hidden layer should be replaced with excitatory ones during the network learning stage in order to implement 'Winner-Takes-More' rule.
In the following sections, it will be shown that the learning algorithm based on 'Winner-Takes-More' rule is more natural than the one based on to 'Winner-TakesAll' rule to learn fuzzy spiking neural network.
FUZZY SPIKING NEURAL NETWORK AS ANALOG-DIGITAL SYSTEM
Hardware implementations of spiking neural network demonstrated fast processing ability that made it possible to apply such systems in real-life applications where processing speed was a rather critical parameter [5, 8] . From theoretical point of view, research works on spiking neurons hardware implementation subject are very particular, they lack for a technically plausible description on a general ground. In this section, we consider a spiking neuron as a processing system of classical automatic control theory. Spiking neuron functioning is described in terms of the Laplace transform.
Within a scope of automatic control theory, a spike t(x(k)) can be represented by the Dirac delta function
Its Laplace transform is (17) where s is the Laplace operator. Spiking neuron takes spikes on its input, performs spike -membrane potential -spike transformation, and produces spikes on its output. Obviously, it is a kind of analog-digital system that processes information in continuous-time form and transmits it in pulse-position form. This is the basic concept for designing analog-digital architecture of selflearning spiking neural network. Overall network architecture is depicted on Fig. 2 .
Multiple synapse MS jli of a spiking neuron SN j transforms incoming pulse-position signal to continuous-time signal u jli (t). Spike-response function (4), the basis of such transformation, has form that is similar to the one of impulse response of second-order damped response unit. Transfer function of a second-order damped response unit with unit gain factor is
where and its impulse response is Thus, transfer function of the second-order critically damped response unit whose impulse response corresponds to a spike-response function is (22) where SRF means 'spike-response function'. Now, we can design multiple synapse in terms of the Laplace transform. As illustrated on Fig. 2 , multiple synapse MS jli is a dynamic system that consists of a set of subsynapses that are connected in parallel. Each subsynapse is formed by a group of time delay, second-order critically damped response unit, and gain. . In doing so soma responds each time membrane potential reaches a certain threshold value. In other words, spiking neuron soma acts as a threshold detection system and consequently it can be designed on the base of bang-bang control systems concept [17] .
Threshold detection behaviour of a neuron soma can be modelled by an element relay with dead zone θ s.n. that is defined by the nonlinear function (27) where sign(•) is the signum function. Soma firing can be described by a derivative unit that is connected with the element relay in series and produces a spike each time the relay switches. In order to avoid a negative spike that appears as a response to the relay resetting, a usual diode is added next to the derivative unit. The diode is defined by the following function: (28) where is a spike produced by the derivative unit upon the relay switching. Now we can define the Laplace transform of an outgoing spike namely,
As it was mentioned above, the leaky integrate-andfire model disregards the neuron refractoriness. Anyway, the refractory period is implemented in the layer of spiking neurons indirectly. The point is that a spiking neuron cannot produce another spike after firing and until the end of the simulation interval since the input pattern is provided only once within the interval. In the analogdigital architecture of spiking neuron, the refractoriness can be modelled by a feedback circuit. As shown on Fig. 2 , it is a group of a time delay, a second-order critically damped response unit, and a gain that are connected in series. The time delay defines duration of a spike generation period d spike (usually, ). The secondorder critically damped response unit defines a spike after-potential. Generally, spike after-potential can be represented by a second-order damped response unit, but for the sake of simplicity, we use critically damped response unit as it can be defined by one parameter only, namely, τ SAP (SAP means here 'spike after-potential'). ------------------------------------------------- where G F.F. is defined by (29) (F.F. means 'feed forward circuit'). It is easily seen that the functioning of spiking neuron analog-digital architecture introduced above is similar to the spike-response model [6] .
CONCLUSIONS
Spiking neural networks are more realistic models of real neuronal systems than artificial neural networks of the previous generations. Nevertheless, they can be describedin a strict technically plausible way based on the Laplace transform. Spiking neural network designed in terms of transfer functions is an analog-digital nonlinear dynamic system that conveys and processes information both in pulse-position and continuous-time forms. Such precise formal description of spiking neural network architecture and functioning provides researchers and engineers with a framework to construct hardware implementations of various spiking neural networks for real-time data processing of different levels of complexity.
