Design recommendations for notifications are typically based on user performance and subjective feedback. In comparison, there has been surprisingly little research on how designed notifications might be processed by the brain for the information they convey. The current study uses EEG/ERP methods to evaluate auditory notifications that were designed to cue long-distance truck drivers for task-management and driving conditions, particularly for automated driving scenarios. Two experiments separately evaluated naïve students and professional truck drivers for their behavioral and brain responses to auditory notifications, which were either auditory icons or verbal commands. Our EEG/ERP results suggest that verbal commands were more readily recognized by the brain as relevant targets, but that auditory icons were more likely to update contextual working memory. Both classes of notifications did not differ on behavioral measures. This suggests that auditory icons ought to be employed for communicating contextual information and verbal commands, for urgent requests.
INTRODUCTION
Auditory notifications are used extensively by in-vehicle interfaces to inform the user of important events. Whilst parking, for example, decreasing beep intervals could communicate the nearing distance between a driver and an obstacle. This raises the question: How should auditory notifications be designed? Should they be verbal notifications that communicate instructions explicitly or should they be recognizable auditory icons that denote a critical scenario?
Previous researchers have generally agreed on the essential design guidelines for auditory notifications [46] . Auditory notifications need to be: (1) easily detectable [24, 45, 16] , (2) readily discriminable against background noise [48, 39] , (3) capture attention [29, 30] , and, after all these requirements have been fulfilled (4) easily interpretable [45, 18, 70] . However, there are many ways in which auditory notifications can be designed to comply with these criteria. Preference between different designs is often determined by user studies that evaluate performance or subjective feedback. Unfortunately, such measures can often contradict from one study to another or fail to discriminate between different designs.
Verbal commands and auditory icons represent two general classes of auditory notifications that are commonly employed. They are favored over synthetic sounds [38, 13] because they are based on prior user experiences. Hence, they are easily learned in novel use settings for their intended meanings. Nonetheless, no clear consensus has been established for preferring either verbal commands or auditory icons.
Besides performance and subjective measurements, brain responses to notifications can also serve as a way to evaluate auditory notifications. Surprisingly, this approach is rarely employed (although, see [37] ). In particular, electroencephalography (EEG) reveals how the brain processes informationnamely, the extent to which notifications capture attention and are interpreted -regardless of how this eventually influences observable performance or subjective feedback. In other words, EEG provides a higher functional resolution of the processes that take place between stimulus presentation and the elicited response. Therefore, we can evaluate auditory notifications based on how user brains respond to them, and not merely on how users respond to them. The understanding that we can gain from the additional information provided by EEG can contribute towards the design of more appropriate and effective notifications that are easy to use.
The increasing reliance on automation to perform tasks is transforming the role of notifications. While notifications used to be prized for their effectiveness as a 'call to action', they are increasingly used to update and inform users on the current situation, or to assist users in supervising automation. This trend is especially prevalent in the context of automated vehicles, whereby auditory notifications have been specially designed to update drivers of automated trucks on prevailing road conditions and to remind them to supervise logistical tasks. Arguably, such notifications might not be readily evaluated by behavioral responses alone, but by how they are processed by the brain for conveyed information.
In the current work, we answer the following four research questions (RQ1-RQ4) using EEG analysis. RQ1: Are auditory icons or verbal commands more easily detected? RQ2: Are auditory icons or verbal commands more discriminable? RQ3: Do auditory icons or verbal commands capture more attention? RQ4: Do auditory icons or verbal commands result in more context-updating of what has to be done next?
To summarize, this paper makes the following contributions:
1. EEG demonstrates that both types of notifications are equally detectable and orient attention to the same extent or rather more in an applied context.
2. By using EEG, we are able to show that verbal commands are discriminated more easily than auditory icons, but that auditory icons are more likely to update contextual working memory.
3. Evaluating brain responses reveals that auditory notifications should follow a purpose-oriented design. That is, verbal commands seem more suitable for urgent requests while auditory icons should be used to communicate less pressing contextual information. Unlike behavioral measures, EEG gives insight in different stages of processing a notification. Notably, these insights are obtained in a passive and unobtrusive way and cannot be gained through behavioral results only.
4. The results of this study demonstrate that laboratory findings of auditory EEG studies can be extended to more realistic environments, such as driving simulators. Qualitative comparisons suggest that results scale with experience and that the effect of notifications on brain responses increase with increasing relevance.
RELATED WORK

Challenges for Designing In-vehicle Auditory Displays
Sound design is a challenging task not only technically but even more so regarding human perception. Human's auditory perception is influenced by a variety of factors such as emotions, memories, cognition, environment, previous experience, and the ability to understand speech [49] . In the design of auditory displays, sounds that communicate information to the user, factors like these are relied upon [43] . When not using words to communicate information but sounds, we talk about sonification [71] . In this regard, sound designers have to consider the important aspect of making sounds recognizable and identifiable for what they were designed. At the same time, auditory notifications need to convey the level of urgency without annoying the user [42] . Especially for in-vehicle notifications, auditory displays whose meaning is ambiguous can have a negative influence (i.e. higher perceived workload, slower response times) [72] . Hence auditory notifications should be evaluated, for example, based on their detectability, their position of presentation, their identifiability, and their conveyed meaning [69] .
To optimize the design of auditory notifications, a two-stage pipeline has been proposed [39] . At an early first stage, designers consult with the user audience about the designed sound which feeds back into the design process. The second stage is an evaluation of the auditory display in a greater auditory context, simulating the use of the sound in its intended environment. While this is a step in the right direction for optimizing the design of effective auditory notifications, it relies on subjective user feedback, as well as performance measures, and does not reveal the actual influence auditory notifications have on the processing by the human brain.
Auditory Notifications
Auditory notifications can be categorized into two main groups, speech and non-speech. We differentiate non-speech sounds into auditory icons (representative sounds) and earcons (abstract synthesized sounds) [24, 32] . Unlike earcons, verbal commands and auditory icons are readily recognizable and do not require learning, which typically translates to faster responses [44] .
Verbal Commands
We often rely on speech to communicate our intentions to each another. Once proficiency is acquired in a given language, verbal commands can be relied on to communicate complex messages that can be unambiguously interpreted [38, 13] . Thus, it is natural for humans to prefer speech notifications [44] .
Nonetheless, verbal notifications face the risk of being masked by or confused with real conversations [50] . To circumvent this problem, contrivances could be introduced to make verbal notifications less human-like and more discriminable from real speech. This could be achieved by manipulating the pitch or other spectral properties of verbal commands. Pilots were found to discriminate easily between natural speech and synthesized speech [63] . Thus, presenting notifications in synthesized speech could prevent verbal commands from being confused with real conversations in our environment.
Another shortcoming of speech is that it is harder to spatially localize than other sounds, presumably because of its smaller bandwidth [68] . However, this can easily be compensated by being interpreted unambiguously when it is used appropriately.
Verbal commands can present unambiguous spatial information through their semantic context. For instance, presenting the word 'front' from a front speaker results in fast response times to potential head-on collisions [29] . However, if not used appropriately, speech can attract attention to the extent that it could interfere with other tasks such as driving [64] .
Auditory Icons
Auditory icons are sounds that represent real world events. These are sounds with stereotypical associations with the object or event/action that created the sound. For example, the sound of a car horn could indicate a safety critical situation that requires immediate attention and action. Being familiar sounds, auditory icons are easily learned for their intended function.
An advantage of auditory icons is that they are not easily masked by background speech [38, 66, 30] . For instance, auditory icons are unlikely to be confused with a radio jockey's monologues. Nonetheless, auditory icons, like skidding tires or the car horn, can still be confused with real environmental occurrences. Also, auditory icons have been shown to be more likely in generating false alarms than abstract notifications [26] . This is most likely due to the fact that humans might have overlearned certain cues (e.g., car horn). Given that background experiences are likely to be different across different users, auditory icons might be challenging to calibrate for their conveyed urgency.
Auditory icons are susceptible to misinterpretation because a single sound can represent more than one meaning [24, 45] . Depending on previous experience and the use-context, auditory icons can be recognized as an object (that generates the sound) or as the action that generated the sound [45, 23, 44] . For example, the sound of screeching tires can be interpreted either as a proximal collision vehicle or as a command for braking. In complex operations, auditory icons might not be the appropriate notification [25, 28] . However, [3] used skidding tires and a car horn honk in highly safety critical situations, namely to signal impending collisions. The successful use of auditory icons in this case might be due to the straightforward association of meaning. In establishing guidelines for designing auditory icons, [45] suggests that auditory icons usability is highly affected by their identifiability. Nonetheless, the recognition accuracy for auditory icons, but not response times, can be significantly improved if users are aware of the icons' design [40] . This suggests that auditory icons should use mappings that do not have multiple interpretations and can be easily associated with the events they are representing. To begin, while some studies have found faster responses for verbal notification [40, 29, 21] , others found faster responses for auditory icons [24, 60] . Other studies have found a response time preference for neither auditory icons nor verbal notifications [44, 70] . Overall, this would suggest that the processing for both sounds is not different. Some reasons for these mixed findings could be the context in which they were presented as well as the type of task participants were asked to do. Some studies, for example, took place in a simulated driving context and asked participants to avoid collisions by breaking while others required participants to match a presented sound to a description of the object/action generating this sound on a desktop PC.
Similarly, measures for response accuracy also provide mixed support for either verbal commands or auditory icons. [9] found that people were more accurate at matching auditory icons to visual context than words. This could be due to a trade-off between response times and discrimination sensitivity since reaction times were faster for nouns than auditory icons in this study. In contrast, [61, 51] found higher accuracy when cuing with verbal commands than with auditory icons. [38] , on the other hand, found no difference in accuracy for verbal commands compared to auditory icons. These different findings could be due to the different experimental tasks participants were asked to complete. On the other hand it could also depend on the type of auditory notifications employed. If time was not stressed, participants could respond when they had fully evaluated the auditory stimulus, even if the auditory icon was not readily interpretable at first.
Given that there will always be background noise, including meaningful sounds; it is worthwhile to use prominent and highly discriminable auditory notifications. Previous research has shown that distractor sounds have a larger negative impact on masking auditory icons than verbal commands [60] . That is, distractors were more likely to interrupt the processing of auditory icons than verbal commands. This suggests that nonverbal processing is more likely to be affected by increases in processing workload, often present in stressful and urgent situations.
Event-Related EEG Potentials
Brain responses can be used to evaluate auditory notifications, especially in terms of how they are processed for information. One prominent EEG measure is the event-related potential (ERP) that represents brain activity that proceeds from the presentation of a given stimuli. An ERP is an average waveform of negative and positive voltage deflections, which can be functionally related to different stages of information processing of the presented stimuli [41] . Auditory stimuli characteristically elicit a series of evoked potentials, namely N1, P2, P3a, and P3b components which are associated with how the presented sound is processed [8, 54, 35] . Thus, amplitudes of these potentials can provide insight into how the brain processes a given sound.
N1
The N1 is the first negative deflection of the ERP waveform, e.g. [41, 54, 74] . It reflects early involuntary sensory processing and is highly sensitive to a sound's physical properties (e.g., pitch, intensity) [41, 65] . It is a reliable indicator to the perceptual detection of a sound's presentation [73, 34, 54] .
P2
The P2 is the second positive deflection, prominent at frontal and central electrode sites. It is often reported as part of the N1-P2 complex, also called 'vertex-potential' [8, 54] . In the current context, we interpret the P2 component as a measure for discriminability. It is elicited by attended and not attended stimuli [8, 55] . This means that it is evoked involuntarily by both, target and non-target stimuli of an oddball paradigm.
The difference between the P2 of target and non-target stimuli is that the P2 amplitude is larger for stimuli containing target features [41] . This fits the theory of P2 reflecting object discrimination [47, 22] . P2 amplitudes are larger after one learns to discriminate a stimulus from other target stimulus [2] . In this respect, a larger P2 amplitude reflects target identification and only subsequently a P3 is elicited. Once this classification has taken place, the resolved information can be transmitted to higher cortical areas to be evaluated further [54] . If the stimulus being processed does not contain target features, no P3 is elicited and, hence, further cognitive evaluation of the stimulus is stopped.
P3a
The P3a refers to the third positive peak that is observed at frontal areas. It is evoked by unexpected stimuli regardless and decreases in amplitude to a surprising stimulus if it is presented repeatedly [59] . It is sometimes referred to as the novelty P3 and is believed to reflect an automatic orienting response to interesting information [37, 19, 57] .
P3b
The P3b refers to the third positive peak that is observed at centro-parietal regions. It is sensitive to the presentation of task-relevant stimuli, especially those that occur infrequently [15, 56] . In the current context, P3b is treated as a measure for context-updating, a process that underlies how we update our situational understanding when unexpected events occur [14, 20, 57] . When an interesting stimulus is recognized, which is different from the standard background, our brains update our mental representations of the environment. This updating process is reflected by larger P3b amplitudes for target stimuli than standard stimuli. Furthermore, P3b amplitudes are also treated as an index for working memory load, whereby larger P3bs are associated with less mental effort [6] .
To date, little research has been conducted to investigate how verbal commands might be processed differently by the brain, compared to auditory icons. Behavioral studies have mixed results given that they tend to differ depending on the experimental task and context. The notifications that are used here were designed for an auditory display of a highly automated truck environment [36] , for which verbal commands have been claimed to deliver faster responses than auditory icons [21] . However, the underlying reason for this has been unclear. The current study was designed to look specifically at how the brain might process these auditory notifications differently, depending on whether they were verbal commands or equivalent auditory icons. For this purpose, we measured the EEG activity of naïve participants (Experiment 1) and professional truck drivers (Experiment 2). The current EEG dataset has been previously analyzed for differences between the two participant groups and have shown that both groups respond to these notifications similarly as a whole [7] . While professional truck drivers responded slower in general, this was not due to fundamental differences in brain responses to the auditory notifications. In fact, the current analyses show similar EEG/ERP waveforms between the two participant groups. In contrast to previous work, this current work focuses specifically on how verbal commands and auditory icons are processed differently in the brain. Although both types of auditory notifications produce similar brain responses, significant differences exist in specific ERP components, which suggests that they should be employed for different purposes.
STUDY METHODS
This study compared auditory icons to verbal commands in a controlled experimental laboratory environment. It was a within-subject design that used separable EEG/ERP components to evaluate these notifications for how well they were detected (N1), discriminated for against other sounds (P2), captured attention (P3a), and updated contextual working memory (P3b). The whole experiment lasted 2.5 hours, which included training, preparation time, and debriefing. The experimental procedure was approved by the Ethics Council at the University Hospital Tübingen.
Two experiments comprised this study. Experiment 1 was performed on university students (N=15; mean age=26.1 ± 4.0 years; 9 males) and a follow-up experiment 2, on professional truck drivers (mean age= 41.4 ± 12.1 years; 13 males). Experiment 1 was conducted in a psychophysical laboratory setting and experiment 2, in a high perceptual fidelity fixed-based truck simulator.
Participants
All participants reported no known hearing deficits, normal (or corrected-to-normal) vision, and no history of neurological problems. They provided signed consent to written instructions, and were remunerated for their voluntary participation.
Stimuli and apparatus Auditory notifications
The auditory notifications (duration: 500 ms) were adapted from target sounds that were originally designed for the invehicle interface of an autonomous truck cabin [21, 36] . There were 12 notifications in total, 6 verbal commands and 6 auditory icons that were complements of each other. They were designed to remind truck drivers to perform certain tasks and of driving conditions at the appropriate times. These verbal commands (auditory icons) were "system" (synthetic tone), "convoy" (train whistle), "driver" (human whistle), "weather" (raindrop), "road" (ground rumbling), and "traffic" (car horn). Verbal commands were in Swedish, which was the mother tongue of the professional drivers in Experiment 2 but not the student volunteers of Experiment 1. However, the student volunteers were extensively briefed on the auditory stimuli and practiced discriminating them until they were 80% accurate, prior to testing.
Ninety distractor sounds were created. Each distractor was a simultaneous presentation of 2 verbal commands and 2 auditory icons, played in reverse and their loudness adjusted to be comparable to the notification targets.
Experiment 1: Psychophysics laboratory
The experimental laboratory was a dark room which was insulated against external sounds. The visualization was presented on a desktop screen (ViewPixx Screen, 60.5 x 36.3 resolution; 120 Hz) at a fixed distance of 45 cm from the participant who was in a chin-rest. The experiment was controlled with customized software (MATLAB 8.2.0.701, R2013b) and Psychophysics Toolbox 3.0.12 [5, 52, 33 ]. An ASIO 2.0 compatible sound card was used to control sound presentation (SoundBlaster ZxR; Creative Labs). The auditory stimuli were presented via stereo speakers, one paced on the left the other on the right side of the desktop display. Professional truck drivers sat in a driving simulator that consisted of a realistic truck cabin. This contained a steering wheel, dashboard with instruments, and a pneumatic seat. The visualization consisted of an automated drive on the highway from Linköping to Norrköping with minimal traffic. The highway had two lanes, one for each antagonistic traffic direction. A three wall display (approx. 150 deg field-of-view) presented the frontal visualization (450 cm distance to head). Two vertically-aligned displays were attached to the outside of the cabin, to simulate side mirrors for displaying the rear traffic scene. Using OpenDrive8 road network files (xodr) and an additional file describing the landscape (xml), a customized graphical engine (i.e., VISIR) rendered the presented visualization. Buttons located on the left and right on the steering wheel collected the participants' behavioral responses. An ASIO 2.0 compatible sound card (RME HDSP 9632; RME Intelligent Audio Solutions) controlled the presentation of auditory notifications. A 5.1 surround sound system, installed in the truck cabin, was used to display the sounds.
Task and Procedure
During testing all participants observed an automated driving scene that was visually presented. They had to respond to auditory notifications whenever one was presented, with a button press using either their left or right index fingers. Six notifications (i.e., 3 complementary pairs of verbal commands and auditory icons) were pre-assigned to a left index-finger press and the remaining six, to a right index-finger press. In other words, each button corresponded to three events, which were represented by a verbal command as well as an auditory icon.
Button press assignment was randomized across participants.
Prior to testing, all participants practiced until they were able to achieve accuracy levels of at least 80% in this task. Approximately 980 sounds were presented throughout the experiment testing. All sound presentations were separated by a time-interval randomly selected from a uniform range of 2300-2700 ms. Twenty percent of these were target notifications and eighty percent were distractors. No button presses were necessary when distractors were presented. Target notifications were evenly divided for verbal commands and auditory icons. Participants had 2000 ms to respond after each auditory notification was presented.
EEG recording
The EEG was recorded using 59 active electrodes mounted to the scalp using an elastic cap according to the international 10-20 system (ActiCap System, Brain Products GmbH, Munich, Germany). Four additional electrodes were used to record the vertical and horizontal electrooculogram from the right and left canthi as well as above and below the left eye. All signals were recorded with the online reference FCz and AFz as the ground. EEG signals were digitized with a sampling rate of 1000 Hz. Electrode gel was applied to each electrode to ensure an impedance below 20 kΩ. A parallel port connection between recording PC and experimental PC synchronized the EEG recording with the experimental events, such as the sound onset and button press.
EEG data processing and analysis
To analyze the EEG data, MATLAB (8.2.0.701, R2013b) and EEGLAB v.14.0.0 (https://sccn.ucsd.edu/eeglab/), an open source software to analyze electrophysiological data, was used [10] . Before analyzing the ERP to the auditory stimuli, the data was preprocessed for every subject according to the following steps. To reduce the computational costs, the data recorded at 1000Hz was downsampled to 250Hz. To remove any slow drifts, a high-pass filter (cut-off = 0.5 Hz) was applied subsequently to the data. Using CleanLine, a plugin in EEGLAB, 50 Hz electrical noise picked up from the environment when recording electrical brain activity was removed. Then, bad channels, e.g. channels with flat lines, are removed using artifact subspace reconstruction. Following these cleaning steps, the data is re-referenced offline to the common average reference and then submitted to the Adaptive Mixture ICA (AMICA, [11] ). This algorithm decomposes the electrical activity recorded at sensor level (electrodes) into source-resolved activity, also called independent components (ICs). These ICs were subject to equivalent dipole estimation. A MNI Boundary Element Method head model was used to fit an equivalent dipole to the ICs [53] . IC dipoles with location outside the brain, as well as, ICs with a residual variance larger than 15% were excluded. Next, the ICs of all participants were grouped into 30 clusters using k-means based on their power spectrum. These clusters were then inspected for non-cortical electrical activity such as eye-related activity, muscle-related activity, line noise, and unresolved components. Clusters, containing such non-cortical activity, were determined based on their power spectrum, their scalp topography, and their dipole location in a volumetric brain model. These non-cortical activity clusters, present across the group of participants, were removed from the EEG data (for examples, see [7] ). Finally, this EEG data for cortical activity was backprojected to the sensor level, and analyzed for potential differences between verbal commands and auditory icons.
ERPs were computed for each participant, and for every electrode, by extracting an epoch of EEG activity around the notification presentation. The presentation onset of the notifications was the trigger event for an epoch that consisted of 500 ms of baseline activity pre-trigger and 1000 ms of brain response post-trigger. All epochs that belonged to either verbal commands or auditory icons were mean-averaged for each electrode. We further grouped the frontal and parietal electrodes into two separate groups for visualization (see Figures  1 and 2, right) . These group averaged waveforms depict distinct ERP components (i.e., N1, P2, P3a, and P3b) that serve as established neural correlates for perceptual and cognitive mechanisms. With regards to auditory information processing, they relate to detection (N1), discrimination (P2), attentional capture (P3a), and context-updating (P3b).
We performed mass-univariate analysis (MUA) to statistically evaluate EEG differences between verbal commands and auditory icons [27] . Simply put, this method compares the two conditions at every electrode and time-point and performs a t-test for significant differences. A false discovery rate procedure (i.e. FDR-BH; [4] ) was applied to control for multiple comparisons.
RESULTS
Behavioral performance
Behavior performance was evaluated in terms of discrimination sensitivity and correct response times. All scores were submitted to a within-subjects t-test and the Bayes Factor (BF 01 ) was calculated for the likelihood of the null-hypothesis relative to the alternative-hypothesis. The behavioral data of one participant from Experiment 2 had to be excluded due to missing button presses. To summarize, the current behavioral results do not argue in favor of either verbal commands or auditory icons.
EEG/ERP responses
The EEG/ERP activity elicited by verbal commands and auditory icons were similar in general morphology, latency, and scalp distribution in the anterior-posterior dimension for both Experiments 1 and 2 ( Figs. 1 and 2 ). Statistically significant differences were revealed in the EEG/ERP activity generated by auditory icons and verbal commands in the frontal as well as parietal electrodes 1 . The frontal group of electrodes are: F5, F3, F1, Fz, F2, F4, F6, FC5, FC3, FC1, FC2, FC4, FC6. The parietal group of electrodes are: P5, P3, P1, Pz, P2, P4, P6, CP5, CP3, CP1, CPz, CP2, CP4, CP6.
In Experiment 1, student participants showed significant differences in their EEG/ERP responses to these notifications, even though the verbal commands were not presented in their native language nor did they have contextual meaning. Specifically, the amplitude of the P2 component (236-304 ms; frontal electrodes) was significantly larger for verbal commands than for auditory icons. This suggests that verbal commands were more discriminable than auditory icons from presented sounds. The P3b amplitude (512-640 ms; parietal electrodes) was significantly larger for auditory icons than for verbal commands. This suggests that auditory icons induced more context updating than verbal commands did.
In Experiment 2, the professional truck drivers generated similar results as the naïve participants of Experiment 1. Similarly, verbal commands generated larger P2 component deflections (212-352 ms; frontal electrodes) than auditory icons, and auditory icons generated larger P3b deflections (412-624 ms) than verbal commands. However, EEG/ERP activity in the frontal electrodes revealed that auditory icons generated larger N1 deflections (160-212 ms) than verbal commands, and that verbal commands generated larger P3a deflections (352-468 ms) than auditory icons. Differences in N1 deflections suggest that auditory icons were more likely to be detected against the general auditory background. Differences in P3a deflections suggest that verbal commands were more likely than auditory icons to capture observer attention.
DISCUSSION
The design of auditory displays faces the challenges of incooperating human perception to make notifications effective for their designed purpose (see Sect. 1 and 2). Behavioral performance measures are limited in discriminating between notifications for the various purposes that they might be designed for. Some notifications might be designed for the purposes of being highly detectable while others might be designed to communicate a given context or scenario. Performance measures, e.g., response times or accuracy, do not discriminate for how the brain processes notifications for information.
To summarize, we evaluated verbal commands and auditory icons that were especially designed for in-vehicle information displays related to aspects of task management and contextupdating in highly automated trucks [21, 36] . We were motivated to do so according to the guidelines for auditory displays [46] , which states that auditory displays ought to be highly detectable in terms of their physical properties (N1), support learned discrimination from other target notifications (P2), have the potential for capturing attention (P3a), and communicate for its intended purpose (e.g., updating contextual working memory; P3b). Experiment 1 tested naïve students, as is often the case during design and prototyping phases, and Experiment 2 tested professional truck drivers, as is often the case when performing an evaluation and validation. Both types of notifications were effective and did not significantly differ in terms of response times or accuracy. However, verbal commands are more easily discriminable from other target notifications at an early perceptual stage (i.e., larger P2 component), and auditory icons are more likely to update contextual working memory (i.e., larger P3b). This is consistently true regardless of testing environment or participant groups. In fact, discriminable and significant trends in EEG/ERP waveforms are amplified in professional truck drivers. Professional truck drivers also show a neural preference for verbal commands with regards to their detection (N1) and attentional capture properties (P3a), which is presumably driven by a familiarity with the given language.
Therefore, we advocate the use of both verbal commands and auditory icons. However, they should be employed according to the job that they are intended for. We suggest that verbal commands should be employed in critical situations that require immediate action while auditory icons seem more appropriate to notify the user of non-urgent environmental updates. In the context of highly automated vehicles, verbal commands should be used for time-critical situations that cannot afford ambiguity, such as 'low fuel', while auditory icons might be better employed in indicating that driving conditions are changing, such as the sound of a thunderstorm for inclement weather.
Justification for the Current Interpretation
Our recommendations for using verbal commands and auditory icons for different purposes are based on the following reasons, based on the EEG/ERP responses to these auditory notifications. We do not address the performance results given that they are shown to be equally effective in terms of discriminability and correct response times.
To begin, we do not emphasize the detectability of either notification types (in terms of their physical properties). This is because the timing of N1s were identical in both Experiments 1 and 2. Interestingly, the amplitude of N1 was larger for auditory icons in Experiment 2. We believe that this reflects the larger variability of the spectral properties of auditory icons relative to verbal commands, which renders it more detectable against a richer (i.e., noisier) background. While this could be treated in favor of auditory icons, we believe that the consistently larger amplitudes in P2 components for learned notification discriminability across both experiments compensates for this minor advantage.
Next, the frontal P2 component is larger for verbal commands than for auditory icons. P2 is believed to reflect learned object discrimination [8, 47, 22] . In this regard, P2's amplitude indicates the efficiency in recognizing the associated notification as a discriminable target, relative to other target notifications. Trained discriminability is known to have an effect on P2
amplitude. For example, musicians who are trained to discriminate sounds for pitch and timbre generate larger P2s than non-musicians, especially for musical sounds [62] . In a similar fashion, most of us are highly trained to discriminate between different verbal sounds for their intended meanings and associations. This reflects the natural advantage rendered by the use of verbal commands over auditory icons. The current findings suggest that even if certain auditory icons are determined by sound designers as being highly discriminable and recognizable as targets, they should be matched to the standards of verbal commands, which is quantitatively measurable in terms of P2 component amplitude.
Thirdly, we believe that verbal commands capture attention more readily than auditory icons. P3a amplitudes are indicative of an involuntary orienting response to surprising and novel events [57] . While the larger P3a amplitude for verbal commands was not significant in Experiment 1 (Figure 1) , it was for the participants of Experiment 2. We believe that this was because the professional truck drivers understood the verbal commands and their operational implications more readily, which increased the potential of verbal commands's in capturing attention ( Figure 2 ).
Last, but not least, the P3b component reflects the updating of one's mental representation of relevant information [14] . P3b amplitudes are larger when a task-relevant event occurs that is different from one's expectation. For this reason, it is believed to underlie context-updating [57] . Related to this, P3b amplitudes have also been used to evaluate for working memory load or mental workload [6] . Larger P3b are associated with low mental workload and smaller P3b, with high mental workload. In the current context, this would suggest that auditory icons are more memorable and result in stronger context-updating than verbal commands, in a way that requires significantly less mental effort.
Auditory displays are designed to capture attention and to clearly communicate events. On the one hand, notifications that are readily recognized as task-relevant targets and capture attention are necessary for urgent events. On the other hand, notifications to indicate changing circumstances are also required to assist in updating a user's situational awareness. The current EEG/ERP results indicate that verbal commands are more discriminable and better at capturing attention than auditory icons. This suggests that verbal commands should be used in critical situations where quick action is required. Previous research based on behavioral results are in agreement with our conclusion. For example, verbal notifications are claimed to be especially effective in stressful situations because speech is processed automatically [24] . The current EEG/ERP results also suggest that auditory icons result in less effortful context-updating than verbal commands. Hence, auditory icons appear to be more suitable in communicating environmental circumstances that are less urgent. [17, 32] have suggested using auditory icons as notifications that inform and advise about background events. Their recommendation based on behavioral results agree with our current findings. It is worth noting that auditory icons are also believed to produce higher compliance levels than verbal commands, if they are understood in the first place [16] . In conclusion, our results advocate that different types of notification should be designed in accordance to their intended purpose. This agrees with previous findings that, until now, have been mixed due to the imprecision of behavioral results in discriminating for how these notifications might be processed by the brain.
Limitations of the Current Study
One might argue that we only observe the changes in the ERPs because the neural origins of auditory icons and verbal commands are possibly oriented differently. This is a known limitation of ERP analysis, namely that it has limited spatial resolution for localizing brain regions that give rise to detected activity. However, this line of argument is unlikely. Previous work that relied on neuroimaging with better spatial resolution (i.e., fMRI) have demonstrated that words and object sounds involve the same neural region for processing information content [12] . In addition, verbal commands and auditory icons produce equivalent scalp topographies [9] , which we have also observed in the current experimental paradigm. Therefore, it is unlikely that we observed the current results because verbal commands and auditory icons were not processed by identical neural regions.
The differences between the participant groups of Experiments 1 and 2 were intended to reflect the different stages of notification development, namely design and prototyping (Experiment 1) and validation (Experiment 2). Nonetheless, some differences between the participant groups might be of concern.
In particular, the student volunteers in Experiment 1 were not proficient in the verbal commands. In spite of this, we note that their brain responses to verbal commands and auditory icons replicated in Experiment 2, which employed truck drivers. One reason is that the native language of Experiment 1's participants was highly similar to Experiment 2's participants. Another reason is that the current task focused on the participants' ability to recognize notifications and to respond appropriately, regardless of the extent to which they understood the implications of the notifications. Professional truck drivers who understood the language and the implications of the notifications showed stronger neural discriminations between verbal commands and auditory icons. Nonetheless, we can argue that the trends observed in Experiment 1 are likely to be generalizable trends while those in Experiment 2 are cultural and profession specific. The current study does not directly compare the two participant groups for their discrimination ability of the given sounds. Therefore, we do not make any inferences concerning either group's proficiency in discriminating the notifications from one another. The focus of this work is in evaluating how verbal commands and auditory icons are responded to at the level of information processing (i.e., brain responses).
CONCLUSION AND FUTURE WORK
Taken together, the current work contributes by showing that auditory notifications can be evaluated and functionally discriminated for how they are processed by the brain for information. This has implications for the operational context as well as design. Choices for which notifications to use for which purpose can be based not only in terms of response times and discrimination accuracy, which is not necessarily the operational objective, but in terms of how the notifications are: (1) detected against the auditory scene, (2) discriminated against other notification targets, (3) likely to capture attention, and (4) capable of updating contextual working memory.
To date, most studies have questioned whether verbal commands or auditory icons serve better as notifications, namely in terms of how well they elicit a speeded and accurate response. The current findings suggest that this question, while well-intentioned, is misplaced. Our results demonstrate that verbal commands and auditory icons have different qualities. While verbal commands are better discriminated against other notifications, auditory icons can update contextual working memory with less effort. Practically speaking, this suggests that verbal icons are ideally used for time-critical information where there is no leeway for ambiguity, e.g., collision warnings. Meanwhile, auditory icons are likely to be more effective in communicating contextual information, such as entry into a poorly maintained road section or changing weather conditions. In other words, verbal commands and auditory icons should be used as complementary (and not competing) notifications.
Previous research has recommended using auditory icons to notify users of environmental events [17, 32] . More specifically, auditory icons have been suggested to enhance situational awareness [1, 31] . For example, a walking sound can more effectively indicate a nearing pedestrian. In addition, auditory icons might be favored because it is believed that they can be processed in parallel to other auditory events [1] . These findings so far converge with our current results and interpretation. Nonetheless, there are works that do not. For example, contrary to our current believe, that verbal commands capture attention, some work have shown that certain auditory icons (i.e., car horn) result in significantly faster response times (e.g., [24] ). We might account for this by the fact that some auditory icons are overlearned to indicate danger. It should be noted that verbal processing is known to differ for different word classes (i.e., verbs, nouns) [58, 67] . The current study only uses nouns for verbal commands and, thus, future studies should verify whether verbal commands attract attention preferentially for all word classes, relative to auditory icons. In this work, we present EEG/ERP evidence that discriminates for how auditory icons and verbal commands are processed by the brain. Nonetheless, we do not doubt that nuances in how auditory notifications are engineered could ultimately render an auditory icon attention-grabbing and/or a verbal command more suited for communicating context. Our current results contribute by providing a starting point for understanding what type of sounds ought to be employed for which purposes, bearing in mind the brain's likely response to them.
The participants in Experiment 1 possessed neither a language proficiency for the verbal commands nor an expert understanding of the operational tasks that the notifications indicated. Therefore, the EEG/ERP differences (i.e., P2, P3b) found between verbal commands and auditory icons can be considered as general differences between the two notification classes. In contrast, Experiment 2 was performed on professional truck drivers in a highly realistic test environment. A comparison between the two experiments reveals that these differences in brain responses scale with realism and user proficiency. Thus, the current approach of evaluating notification designs on the basis of brain responses is robust, even when behavioral responses do not differ. Notifications that are first designed in sterile lab environments could also be evaluated for the EEG/ERP responses that they elicit. This would narrow down the candidates for deployment and validation in high fidelity simulation environments or field-testing. Besides this, EEG/ERP methods could also be used to discriminate between different instantiation of the same target notification. One example would be to determine the preferability of semantically comparable verbal commands, such as tank or fuel.
To conclude, the current work suggests that verbal commands and auditory icons serve different purposes, at least from the standpoint of how they are processed by the brain. Thus, evaluations that directly compare them in terms of performance measures might not be appropriate. This might also explain the mixed evidence from previous studies in support of either auditory notifications. The growing accessibility of brain recording methods (i.e., EEG) mean that the current approach can be used to support finer functional discriminations for notifications and can be effectively deployed, even in challenging deployment scenarios such as high fidelity truck simulators.
