Roughly speaking, a norm on a nonassociative algebra is a nondegenerate form Q satisfying Q(M x y) = m(x)Q(y) for all x, y in the algebra where M x is a linear transformation having something to do with multiplication by x and where m is a rational function; taking M x = L x or M x -U x = 2L 2 X -L x % we get the forms Q satisfying Q{xy) = Q(x)Q(y) or Q(U x y) = Q(x) 2 Q(y) investigated by R. D. Schafer. This paper extends the known results by proving that any normed algebra % is a separable noncommutative Jordan algebra whose symmetrized algebra 9ϊ+ is a separable Jordan algebra, and that the norm is a product of irreducible factors of the generic norm. As a consequence we get simple proofs of Schafer's results on forms admitting associative composition and can extend his results on forms admitting Jordan composition to forms of arbitrary degree q rather than just q = 2 or 3. We also obtain some results of M. Koecher on algebras associated with ω-domains. In the process, simple proofs are obtained of N. Jacobson's theory of inverses and some of his results on generic norms. The basic tool is the differential calculus for rational mappings of one vector space into another. This affords a concise way of linearizing identities, and through the chain rule and its corollaries furnishes methods not easily expressed "algebraically".
Algebras having some sort of "norm" have appeared in various investigations. R. D. Schafer proved in [12] that any algebra 31 with a nondegenerate form Q admitting associative composition Q(xy) -Q(x)Q(y)
is a separable alternative algebra. In [11] he proved that if 31 is commutative and has a form Q of degree 2 or 3 admitting Jordan composition Q (U x y) = Q(xfQ(y), where U x -2L\ -L X 2, then it is a separable Jordan algebra. In the applications of Jordan algebras to several complex variables [9] M. Koecher considered domains in a real vector space on which a positive homogeneous real-analytic function ω was defined satisfying ω(H x y) = det H x ω(y), where H x was essentially the Hessian of log ω at x. He associated with such an ω-domain a real εemisimple Jordan algebra 3t in which H x = ~U~λ. In all these cases the algebra was a separable noncommutative Jordan algebra and the norm Q (or ώ) was essentially a product of the irreducible factors of the generic norm of 21.
The present paper originated in an attempt to prove algebraically that the algebra of an ω-domain is a Jordan algebra. Professor Nathan Jacobson suggested that the resulting proof (Lemma 1.3) could be extended to an arbitrary field and might yield at the same time a uniform derivation of Schafer's results, and this led to a general investigation of normed algebras. Speaking very roughly, a norm on a nonassociative algebra SI is a form Q satisfying Q(M x y) -m(x)Q(y) where M x is a linear transformation on SI having something to do with multiplication by x, and where m is a rational function.
In this paper we will make a systematic study of normed algebras. The basic tool is the standard differential calculus for rational mappings of one vector space into another. This affords a concise way of linearizing identities, and through the chain rule and its corollaries furnishes methods not easily expressed "algebraically".
The paper is divided into three parts, the first of which is devoted to proving that all normed algebras are separable noncommutative Jordan algebras. After recalling the fundamental results of the differential calculus we make precise the definition of a form Q admitting composition on an algebra. With such a Q we associate an associative symmetric bilinear form called the trace of Q. We define Q to be nondegenerate if its trace form is nondegenerate, and show that this agrees with Schafer's definition of nondegeneracy in the cases of interest. A norm on an algebra is then a nondegenerate form admitting composition. The results of Schafer and Koecher follow easily from the main theorem that every normed algebra is a separable noncommutative Jordan algebra. Our definition of nondegeneracy has the advantage that bilinear forms are easier to work than g-linear forms, hence we can extend Schafer's results on forms admitting Jordan composition to forms of arbitrary degree q rather than just q -2, 3. It also allows us to obtain his results when the base field has more than q elements, which is a weaker hypothesis than his condition that the characteristic is 0 or is greater than q.
The second part of the paper is devoted to characterizing the norm of a normed algebra. We first extend N. Jacobson's theory of inverses in Jordan algebras to noncommutative Jordan algebras; the proof of the main properties of these is simpler than his. We next prove a lemma to the effect that under fairly general conditions if Q admits some kind of composition then so do all its irreducible factors. Using this and a technique of N. Jacobson's we can easily derive the basic properties of the generic norm. Applying these results to normed algebras we show that the norm of any normed algebra is a product of irreducible factors of the generic norm.
The last part of the paper is devoted to the work of Koecher [9] and N. Jacobson [6] on isotopes and the group of norm-preserving NORMS AND NONCOMMUTATIVE JORDAN ALGEBRAS 927 transformations of a commutative Jordan algebra. CHAPTER I !• Some conventions* In this paper we will always work over a field Φ of characteristic p Φ 2 (p may be zero); | Φ | will denote the cardinality of Φ. In Chapter I we will always assume that Φ is infinite (except in § 5), and that X, 2), $ are finite-dimensional vector spaces over Φ. "Algebra" will always mean nonassociative algebra with identity.
We briefly recall the well-known facts about the differential calculus for rational mappings over an infinite field [2, pp. 21-37] . Relative to bases {x l9 •••,&*} and {y 19 , y m } for the vector spaces X and 2) a rational mapping F: X -> 2) has the form We will always use x, y, z to denote the "independent variables" of rational mappings on X, while u, v, w and α, h, c will denote fixed vectors in 36.
If F is a rational mapping of 3c into 2) then dF denotes the differential of F and ΘF\ X the differential of F at a point aeX; the latter is a linear map from X into 2), and we denote by d u F\ x its value dF\ x (u) at a vector %e36. Relative to bases {x { } for £ and {y 3 } for 2) the matrix of dF\ x is the Jacobian (ΘjFi \ x ) where 0^ | β is the formal partial derivative of Fi (ξ l9 , ξ n ) with respect to the indeterminate ξj evaluated at x. x->Θ u F\ x is a rational mapping d u F of X into 2), and the map F->d u F is just partial derivation d u in the direction w.
As an example, in this notation the chain rule, which is fundamental in the sequel, becomes
The logarithmic derivative
of a rational function is well defined even though there is no function 928 K. MCCRIMMON logF, and the usual rules hold: 2. Forms admitting composition. By a form on a vector space X we mean a homogeneous polynomial function; throughout the rest of this chapter Q will denote a form on X of degree q > 0. If 21 is an algebra on X with identity c we say a form Q admits composition on §1 if there are two rational mappings E: Note that Q admits composition on any extension algebra 2t fl , Ω an extension field of Φ. For example, if 91 admits associative composition
If §1 is commutative and admits Jordan composition Q (U x 
For typographical reasons we will often write
A more complicated example is the following. Suppose St is quasiassociative, that is, there is an extension Ω of Φ such that 3I β is obtained by defining xy = Xx-y + (1 -X)y x for some λ e Ω where ft = (X β , •) is an associative algebra on H Ω (if 3t itself is associative we assume SC = §1, λ = 1). Suppose Q is a form on X whose extension to X β satisfies Q(x-y) -Q(x)Q(y) identically (such as the generic norm of 2ί, since Sί Ω and % have the same generic norm; see the Corollary to Theorem 2.5).
. It is known [1, p. 583 ] that φeΦ, 1 so E,F,e,f are all rational mappings on 9c (not just Ίί Q ). Clearly E c = F c -I. It is also easily checked that U x y = x y x in terms of the multiplication in St. Then
Similarly Proof. If there were such a G there would be one which was a polynomial; since Φ is infinite, the hypotheses would remain valid over a perfect extension Ω of Φ. But there the nonexistence of such a polynomial follows from [7, p. 268] .
Suppose Q admits composition on an algebra SI with identity c. The mapping E: x -* E x c has differential al at c since
If we can find x, ye%a%Q with [L x , R y ] ΐO we can conclude that ψ = λ(l -λ)eΦ; otherwise, [L x , R y ] = 0 identically and 5ί is associative, so by assumption λ = 1, = OeΦ.
Q(c) = 0 would imply Q = 0 by Lemma 1.1, contradicting degQ > 0. Thus if Q admits composition we necessarily have Q(c) Φ 0; in particular, we can always normalize Q so that Q(c) = 1 if we wish. We define a rational mapping x -> τ x of H into the space of symmetric bilinear forms on X by
The form τ x is defined whenever Q(x) Φ 0. We just saw Q(c) Φ 0, so τ -τ c is defined; τ is the trace form of Q. If Q is the generic norm, τ is the generic trace, and if 
dually with E, L replaced by F, R. Also, τ is an associative form: (1.6) τ (uv, w) = τ(u, vw) .
Proof. For (1.2), first observe that E x \y->E x y is linear in y, so dE x \ y -E x where d is applied to functions of y. Then using the chain rule we have
Regarding ( = -τ(w,L u v) for the right side. Equating gives (1.5).
Interchanging u and v in the dual of (1.5) we get
The latter is symmetric in u, v, w so comparing with (1.5) we get τ (u, vw) = τ(w, uv) If Q is nondegenerate in our sense it is always nondegenerate in Schafer's, since d u Q = 0 would imply
for all v. We claim the converse is true if Q is a form admitting composition on an algebra SI (still assuming the characteristic is 0 or p > q). Suppose such a Q is degenerate in our sense, so τ has a nonzero radical 3ΐ. τ is associative by (1.6), so 9t is an ideal. As we remarked after Lemma 1.1, we may assume Q(c) - We saw in §2 that the algebras studied by Schafer [11, 12] were normed algebras. Another important example of a normed algebra is the following. Suppose 9c is just a vector space, with no algebra in sight. Let Q be a form on 3c, cede a point where the trace form τ c (u, v) 
where H: x -+ H x is a rational mapping of £ into Horn (3t, 3c) defined for all x with Q(x) Φ 0. £Γ depends on the choice of basepoint c. iΓ c -I f and the iί^'s are self-ad joint relative to τ since each τ x is symmetric Consider the symmetric trilinear form 
(H x y) = h(x)Q(y)
for some rational function h whenever both sides are defined we define the Koecher algebra 2ΐ(Q, c) to be 21 = (X, •). Then 21 is a commutative algebra with c as identity. Taking E -F-H, a -β--2, e -f -h we see that 21 is a normed algebra. Such algebras were first studied by M. Koecher [9, in connection with ω-domains. We will see later there is a close connection between normed algebras in general and Koecher algebras (Theorem 2.9).
From now on let τ -τ c be the trace form of a norm Q on an algebra 21. We define H x for Q(x) Φ 0 as above by τ(H x u,v) = τ x (u,v) . Since τ is nondegenerate, each linear functional dlogQI* can be obtained from τ as (x#,v) for some vector x%. # is a rational mapping of X into itself defined whenever
If "Ά is a normed algebra then for those x for which all mappings involved are defined we have
(1.14) Sί tos 710 nonzero ideals 35 wΐ£Λ S3 2 = 0 .
Proof. By our assumptions it suffices to pass to the algebraic closure Ω of Φ and prove the result there.
(1.8) is just the associativity (1.6) of τ.
and H x commute, hence both commute with their product L xT he dual result holds, so (1.10) is proven. (1.9) . This holds for all v, so by nondegeneracy %%•% -c wherever x% is defined. The dual result is established similarly, so (1.11) is finished.
(1.12) follows from (1.10), (1.11) by
and dually. (1.13) holds since for all u
. + R.)\u> by (1.9), (1.10) and dually. For (1.14), suppose u, ve^8 where S3 is an ideal with S3 2 = 0. Then τ(u 9 v) = τ{c, u-v) = 0, so τ(», S3) = 0. If Q(a ) ^ 0 then H x is defined, and by (1.13) U X H X -/, so U x is invertible. Since S3 is an ideal and U x is composed of multiplications, UJ& c S3; by nonsingularity UJ& = S3 = iί.SS. Thus τ x (u, v) = r(£Γ β %, v) e τ(S3, S3) = 0. If {x l9 , x J is a basis for X with {cc TO+1 , •••,»"} a basis for S3, and if β denotes the algebraic closure of Ω{ξ 19 , ξ m ) then 9 tt 9 0 log Q \ x --τ x (u, v) -0 for t6, v e S3 implies 9 υ log Q e Ω(ξi +1 , , ξζ) . Repeating the argument of (1.11) with all factorization taking place over Ω we see d υ log Q must be a polynomial in ξ m+1 , , ξ n with coefficients in Ω. Notice that the proof would be greatly simplified if we assumed the characteristic of Φ to be 0 or greater than q. At least in this case, formulas (1.8) to (1.13) arise quite natually when one starts differentiating the relations (1.1). In fact, they appear (disguised) in the work of 0. S. Rothaus [10, p. 210] Proof. We can apply Lemmas 1.2 and 1.3. By (1.6), τ is a nondegenerate associative symmetric bilinear form, and by (1.14) 31 has no ideals 23 Φ 0 with S3 2 = 0, so by Dieudonne's theorem SI is semisimple. Any extension of 3ί remains normed, hence semisimple, so 31 is separable. If Q(x) Φ 0, from (1.13), (1.8) , and the selfadjointnesa of H x we get
hence R x commutes with L x . From (1.10) we see H x , L x , R x generate a commutative algebra of linear transformations which contains U x by (1.13), hence also R X 2 and L X 2. Thus R x , L x , R X 2, L X 2 commute for those x where Q(x) Φ 0; since Φ is assumed to be infinite this set is dense, so they commute for all x, and SI is a noncommutative Jordan algebraIn 31+ we have Li = i(L x + R x ) = Ri, so SI + is a commutative Jordan algebra, τ is still a nondegenerate associative form for 31+,, and averaging (1.13) shows U = is composed of multiplications in 21+, so the proof of (1.14) carries over verbatim. Thus 21+ is semisimple by Dieudonne's theorem; the same holds for all extensions of 21+, and 2ί + is separable. It is known [1, p. 585 and argument on pp. 590-593] that this implies the simple summands of 21 are either commutative Jordan algebras, quasiassociative algebras, or are of degree 2. We will see in Theorems 2.8 and 2.4 that the generic norm of a separable commutative Jordan algebra is nondegenerate and admits Jordan composition N(U x y) -N(xfN(y) and therefore such algebras are normed. If 2ί is a separable quasiassociative algebra and Ω the extension of Φ such that 2I β = 2Ϊ(λ) for 2Ϊ associative, λ e Ω, then % must be separable too and Theorem 2.8 shows that the generic norm is nondegenerate. By the remarks at the beginning of § 2 we see that 21 is a normed algebra. However, it is not known if all separable flexible algebras of degree 2 are normed, so the converse of Theorem 1.1 is incomplete. THEOREM 
If Q is a form on a vector space X, c e 36 a point where the trace form τ c is nondegenerate and relative to which Q(H x y) -h(x)Q(y) whenever both sides are defined (where τ c (H x u, v) = τ x (u, v) and h is some rational function) then the Koecher algebra 2I(ζ), c) is a separable commutative Jordan algebra. If normalized, Q admits Jordan composition Q(U x y) -Q(xfQ(y) for
Proof. We have observed before that 2ί is normed; since it is commutative, Theorem 1.1 shows that it is a separable commutative Jordan algebra. (1.13) shows that U x = H~\ so Q (U x 
REMARK. This is related to a result of Koecher's [8, Satz 5] . We note also that the above result holds over the field of real numbers if Q is a positive homogeneous real-analytic function 0) on an open subset 2) of H such that c e 2) is a point where the Heεsian of \ogω is nondegenerate and ω{H x y) = det H x -ω(y) for all x, yety. The Koecher algebra can be defined as before and the formulas of Lemmas 1.2 and 1.3 remain valid on 2). We can conclude that L y commutes with Lyi for y e 2), and the commutativity extends to all xeH by analytic continuation. This gives an algebraic proof that the algebra of an ω-domain is a Jordan algebra [9, p. 44].
5* Some results of R* D* Schafer* In this section we will ont assume that Φ is infinite, so we cannot immediately apply the methods of the differential calculus as previously formulated. A polynomial Q G Φ[ξ 19 , ξ n ] together with a choice of basis {x 19 , x n } for a vector space X determine in a canonical way a function on X; if this induced function Q(u) = Q(μ 19 , μ n ) vanishes for all u = μ λ x γ + + μ n x n in X and if | Φ \ > deg Q then by the usual specialization theorem we conclude Q must be the zero polynomial. For u = Σμ i x i we set d u Q = ΣμfliQ where d i is formal partial derivation with respect to the indeterminate ξi. Then we can define a bilinear form
whenever Q(x) Φ 0. Note that if Φ is infinite these definition agree with the usual ones of the differential calculus. Proof. The assumption that \Φ\ > q implies that Q(xy) -Q(x)Q(y) holds under extension of Φ to an infinite field Ω. As we have noted before, taking E x = L x , F x = R x makes 3I β a normed algebra. Hence by Theorem 1.1 it is separable. By (1.3) 
, so 3I β is alternative (again, strictly speaking this has been proved only for those x where Q{x) Φ 0, but since Ω is infinite this set is dense and hence the identities hold everywhere). Since 3I β is a separable alternative algebra, εo is 31.
Conversely, if 31 is a separable alternative algebra then by Theorem 2.8 and the Corollary to Theorem 2.5 the generic norm has nondegenerate trace form and N(xy) = N(x)N(y). 
and the right side becomes 2Ut + 4LJ 2 = 8L^2 -2L,!2, so equating gives
and finally (L x -R x f = 0. Since these results hold for % Ω they hold for 21.
Conversely, suppose 21, 21+ are separable; since the generic norm of 21 = 0 21; is N -Π Ni it suffices to consider simple algebras 21, and as we remarked after Theorem 1.1 such an 21 is either a commutative Jordan algebra, a quasiassociative algebra, or is of degree 2. In the first case E x -F x -U x , and the result follows from Theorems 2.4 and 2.8 below. Suppose 21 is a separable quasiassociative algebra with (L a -R a f = 0. Since this identity is of degree 2 it is valid on the extension 2ί β , Ω the algebraic closure of Φ. Now St fl = 2t(λ) for λ e Ω, so if R a , L a denote the multiplications in the associative algebra 21 we have
If λ = i, 21 is a Jordan algebra, and we just saw the result holds in that case. Otherwise we must have (L a -R a f = 0. This is impossible in matrix algebras of degree > 1 (take α, b such that ab -b Φ 0,ba -0), and since tί is separable it is a direct sum of matrix algebras; hence these must be of degree 1, and since Ω is algebraically closed S is a direct sum of fields, so again 31 is a commutative Jordan algebra. It remains to consider the case where Sί is a separable flexible algebra of degree 2 satisfying (b) and (c); these hypotheses remain valid on an infinite extension Ω of Φ, and it will suffice to show the extension of N is nondegenerate and admits the given composition on 2t fl . Now (b) and Theorem 2.8 imply N is nondegenerate (since 2t fl and SIJ have the same generic norm), so we only have to show N admits E x , F x as composition. Since 2t β is flexible,
by averaging (see (2.6) 
below). Hence
1 is the orthogonal complement of Ωc under τ; since τ is the generic trace and 2ίJ is of degree 2, xy + yxe Ωc if a;,j/e 501. Thus iί xy = ac + z (ze 2Ji) then y X -βc ~ z. By flexibility,
α# + zx -(xy)x -x(yx) -βx -xz ,
(β -α)cc = ^x + xz e Ωc . 
NORMS AND NONCOMMUTATIVE JORDAN ALGEBRAS 941 all operators commute here, so
and finally
But from N(c) -1 and deg N = 2 we get
But it is homogeneous of degree 2, εo NoE x -NoUt, and by Theorem 2. 
N(E x y) = N(Uϊy) = N(xfN(y).
Similarly for ί 7 ,, so iV admits composition.
These theorems are due to Schafer [11, 12] . He assumed that Q was given as a function Q: x -> [x,
, #] on 21 where [, ,] was a g-linear form. It is easy to see that a basis {x l9 ••-,#*} for SI determines a unique homogeneous polynomial Q e Φ[ξ ly , ξ n ] of degree q such that the functional relation Q(x) - [x, , x] remains valid under all extensions of Φ, so our assumptions are essentially equivalent to his. His formulation in terms of functions has the advantage of being intrinsic, but it requires that Φ have characteristic 0 or p > q, while the above proofs hold if only | Φ | > q or | Φ \ > 2q.
Schafer proved Theorem 1.4 only for the special cases q = 2, 3.
2 Different choices for the noncommutative ternary compositions lead to slightly different classes of algebras; for example,
, F x = 2R\ -R X 2 leads to the algebras satisfying (L x -R x f(Ll -L^) = 0, which includes all alternative algebras.
When p -0 or p > q analogous results hold even if the dimension of 21 is infinite. The differential calculus, Lemma 1.2, and the discussion of nondegeneracy carry over straightforwardly; in the analogue of Lemma 1.3 we cannot define H x or αj#, so the notation is less convenient, but the proof is not much longer. Although we cannot draw any conclusions about separability, we can conclude that an infinite dimensional normed algebra is a noncommutative Jordan algebra (Theorem 1.1) and from this we can get Schafer's result that infinite-dimensional algebras admitting associative or Jordan composition are alternative or Jordan algebras respectively (Theorems 1.3 and 1.4) . However, it is conjectured that all normed algebras are necessarily finite-dimensional, so for convenience we have restricted ourselves to the finite-dimensional case.
CHAPTER II 1. Inverses* In this chapter we do not assume that Φ is infinite, and in this first section we do not assume that the algebras are finitedimensional. Let 21 be a commutative Jordan algebra; then we have the following identities [5, pp. 1155-1156]:
We say that an element a e SI is regular with inverse b if ab = e and a 2 b -a (where c is the identity of 31). 
Hence a is regular with inverse b.
Hence C/ 6 , L 6 are in the commutative algebra of linear transformations generated by L α , L α2 , Z7" 1 ; by (2.4) this includes all L αfc , L 6 j, so they all commute. Then it is easy to see that Φ(a, b) is a commutative associative algebra.
This theorem is due to N. Jacobson [4, 5] . The above proof is simpler than his; the simplification comes from repeated use of the "fundamental formula" (2.1), which was unknown when he first proved the theorem. Now let SI be a (possibly infinite-dimensional) noncommutative Jordan algebra. The following identities hold [1, pp. 573-575] :
We define a e 51 to be regular with inverse b if ab = ba -c,a 2 bba 2 -a (c the indentity of 21). THEOREM 
If 21 is a noncommutative Jordan algebra then a G 21 has an inverse b if and only if b is the inverse of a in the commutative
so α 2 δ = δα 2 = α. Then δα = δ(α 2 δ) = (δα 2 )δ = αδ, so αδ = δα = c, and δ is the inverse of a in SI.
By
i2 6 = E/r 1 !^ follows by duality. It is standard that R x > L x , R X 2 L X 2 generate all R X JC, L χJc (by induction using (2.7), its dual, and power-associativity) so the rest of the proof proceeds as in Theorem 2.1.
COROLLARY. An algebraic element a in a noncommutative Jordan algebra has an inverse if and only if it has an inverse in the associative algebra Φ[a],
Notice that formulas (1.9) to (1.13) of Lemma 1.3 show again that in a normed algebra %% -or 1 ,
2* Standard properties of the generic norm. In this section again all algebras are finite-dimensional, but Φ is not assumed to be infinite. We will give alternate proofs of the results of N. Jacobson [3] concerning the generic norm. After first proving a general lemma about polynomials admitting some kind of composition, an application of a technique involving the theory of inverses and the Hubert Nullstellensatz (due to N. Jacobson [3, p. 37 , η) ). Let Q = Π Oί* be the factorization of Q into distinct irreducible factors. From (a) we have
Since each Q { divides the right side and is irreducible as a polynomial over
where m { is rational in ξ and a polynomial in η. From (b), specializing ξ-*c gives Qi(^) = m^c, 7])Qi{7)). Since the Q fc are distinct and irreducible, i -j; then Qi(M(ξ, η)) = m^ξ, yj)Qi{yj) and the assumed linearity of the M k (ξ, η) in η imply m< is of degree 0 in jy, m t (ξ 9 rj) = m^ξ). Hence Qi(M(ξ 9 η)) = m^Q^η) as desired.
As a corollary, if Q is homogeneous we may take n = l 9 Λf(λ, 77) = λ)?; then from Q(M(λ, 77)) = Q(χrj) = X«Q (η) we conclude by the lemma that each irreducible factor Q { satisfies Q^Xη) = mi(X)Qi(η). But Π m^λ) = λ g , so m^λ) = λ g * and we see that each irreducible factor of a form is again a form. Of course, this is obvious anyway.
If 21 is a strictly power-associative algebra over Φ (ie. remains power-associative under any extension of the base field) the generic minimum polynomial m f (λ) of SI is the mimimum polynomial of the generic element ξ = ξ x x τ + + ξ n x n of 2U Σ = Φ(ξ u , | w ), relative to some basis {#!, , x n } for 2ΐ over Φ. Specializing ξ-^>x gives a polynomial m x (X) which has the same irreducible factors as the minimum polynomial μ x (X) of x in 21 (this and the following assertions are found in [3, pp. 27-28] ). The generic norm is the constant term N(ξ lf , ξ n ) of m e (λ); it is a homogeneous polynomial in the ξ i9 As a polynomial function the generic norm is independent of the basis for 21, and the generic norm of an extension algebra % Ω is just the natural extension of N to 2I β . Note, however, that N is given initially by a polynomial and a choice of basis rather than by a polynomial function (compare with Theorems 1.3, 1.4) . 
Because Ω is algebraically closed we can apply the Hubert Nullstellensatz to conclude that K and N have the same irreducible factors. THEOREM 
If WL is a commutative Jordan algebra, all normalized irreducible factors M of the generic norm admit Jordan composition M(U x y) = M(xfM(y).
Proof. By the fundamental formula (2.1), U U{x)y = U x U y U x , so taking determinants gives K{U x y) = K(xfK(y).
Since this holds for an infinite extension of Φ, it becomes an identity between polynomials relative to a choice of basis for §1, and since U c = I we can apply Lemma 2.1 and Theorem 2. Proof. We refer to [3, pp. 33 and 39] . Proof. By the Corollary to Theorem 2.5 or by Theorem 2.4 N admits R x , L x or U x on 2ί β , Ω an infinite extension of Φ. Thus if τ c is nondegenerate 2I β is normed, so is separable by Theorem 1.1, and hence 21 is too. Conversely, assume Sϊ is separable; it will suffice to prove N Ω is nondegenerate for Ω the algebraic closure of Φ. Then SI*? = 0 21; for 21; simple alternative or Jordan algebras respectively, and N Ω -HN if τ -φτ^, so it will suffice to prove N { is nondegen-Ό k log Q" thus consists of some of the distinct irreducible factors Q { of R with i > j, while the denominator of
considered as a rational expression in η with coefficients in Φ(ξ u , ξ n ) is just i2(M(£, η)) = IL>; Qί(Λf(£ ^)) If Q* * s a factor of the former denominator it must be a factor of the latter; then as in Lemma 2.1 we see that Q i admits composition. This contradicts our assumption that Qi does not admit composition for i > j, so no such Q t exists, and the denominator of R^S in reduced form must be a constant. Then logQ" is a polynomial; we noticed after Lemma 2.1 that each Q { is homogeneous, so d k \ogQ" is homogeneous of degree -1, and thus must be identically zero. Then d k Q" = Q"d k log Q" = 0 for all j fc, and THEOREM 
If Q is a norm on a normed algebra 21 with identity c then Q is a product of irreducible factors of the generic norm N of 21. The symmetrized algebra 2t
+ is the Koecher algebra 2ί(Q,c). In particular, any commutative normed algebra is the Koecher algebra of its norm.
Proof. Q remains a norm on 2I β , Ω the algebraic closure of Φ, and N remains the generic norm, so it suffices to prove the result over Ω. be the factorization of Q. If p does not divide q { then Qj < is not a pth power, hence not all of it can appear in Q", so Qi must appear in Q f and hence be an irreducible factor of JV. Tσ complete the proof we need only show that for each j we can alter the exponents so that Q = Π Q?* * s still a norm but p does not divide q 3 . By Lemma 2.1, all Q t admit E x , F x of (1.1), so any Q does too; hence Q will be a norm as soon as its trace form τ is nondegenerate.
We have
If SH Ω -φ §1^ is the decomposition of 2I β into simple ideals guaranteed by Theorem 1.1 then N = Π N i9 N { the generic norm of %. By Theorem 2.7 the N { are the irreducible factors of JV over Ω, so if p does not divide q { then Q^ is an N 3 . If p divides g 4 then ΘQ^ -0 and hence Q { does not contribute to the trace form τ of Q. Thus τ is a linear combination of the traces of the Nj. The latter are concentrated on the 2I/s, so by the nondegeneracy of τ all the Nj must appear among the Qi with q { not divisible by p. We may renumber so that Q { = i\Γ { for 1 ^ i ^ m. Thus the Q ά for j > m are the ones p divides ^i. By Theorem 2.8 the trace form τ { of Qi = N { is nondegenerate on SI ΐ . By Lemma 1.2, τ 3 -for j > m is a (perhaps degenerate) associative bilinear form on 2I β , so τ 3 -= ®i^m^i τ i f°r some XieΩ (because any associative form on the simple algebra 2t^ over the algebraically closed field Ω is a scalar multiple of the given nondegenerate form r<). If we pick integers q t such that q{ί + λ { Φ 0 in Ω and set Q = Πi^m Q!* then 0 = QjQ has trace form τ -φ^m (^ + λ^)^ which is nondegenerate. The exponent of Q 3 in Q is 1, so Q is the desired norm. (As a matter of fact, since this implies Q 3 is an irreducible factor of N it is one of the Ni and hence there actually is no Q 3 for j > m).
For the last statement of the theorem, observe that the Koecher algebra is defined because Q admits H x . Multiplication in §I + is Li -
by (1.8) and (1.5) . But this defines the multiplication in the Koecher algebra, so 31+ = 2I(Q, c).
Note that the norms on 21 are precisely all Q -Π Np where no n t is divisible by p (in particular no n { is 0). CHAPTER III 1* Isotopes* Throughout this chapter 21 will denote a finitedimensional commutative Jordan algebra (not necessarily semisimple and Φ not necessarily infinite). We first recall the standard results about isotopes [5] , which are all consequences of MacDonald's Theorem. Let u be any element of 21 = (X, •). We define a new multiplication on 36
The algebra W u) = (X, u ) has an identity if and only if u is regular, in which case the identity is w 1 .
In this case we say 2I U) is the u-isotope of 21; 2I U) is again a Jordan algebra, and the operator U x u) is given by
The relation of isotopy is symmetric and transitive. (u, v) 
by the assumed nondegeneracy of τ, τ. Note that Q(Wa) = Q(a) need not hold for an automorphism W if Q is an arbitrary norm on the separable algebra SI. 2* The group ^(31). We here generalize some results of Koecher [9, ; remember that 31 need not be semisimple and Φ need not be infinite. Let S^(3I) be the set of all nonsingular linear transformations W on SI such that u Wx = wu x w* for some linear transformation W* and all x f and let ^(31) be the group generated by the U x for x regular (see Theorem 2.1). One easily verifies that 5f(3I) is a group, W* e gf(3I) for all W e SΓ(3I), and (by (2.1)) ^(Si) is a subgroup; since Isotopes are not always isomorphic; for example, the algebras Φ(S) Λ ,7) for different 7 are isotopic but not necessarily isomorphic. However, if Φ is algebraically closed then there is essentially only one φ(3) Λ ,7). This is a special case of the following general result. Proof. Since Φ is algebraically closed, every regular element has a regular square root [3, p. 43 This can also be seen without recourse to Theorem 3.2. Let v 2 = u as above; by bilinearity and commutativity it will suffice to demonstrate U v (x u x) - (U v x) - (U v As a corollary of this result we get a quick proof of the following proposition [3, p. 43 (x) -N(u)N(x) by the first Corollary, and W is normpreserving.
The group 2^(21) has been computed by N. Jacobson [6, I, II, III] for central simple 21; in each case it is easy to compute W*.
3. The Lie algebra of 5^(21). As a final example of the usefulness of the differential calculus we give short proofs of some results of N. Jacobson [3, pp. 42, 47, 48] on the Lie algebra of the algebraic group 5^(21). We will assume throughout the section that Φ is infinite. We say a polynomial Q has a linear transformation W as Lie invariant if 
Equating gives 2d Lia)y N\ y = 2N(y)τ(c, a).
For the second assertion, let W e .2^(21, N), We = a. Since 2ί is now assumed separable, τ is nondegenerate by Theorem 2. 
