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Abstract
In this paper, a criterion on the semi-simplicity of the cyclotomic Brauer algebras is given. This
result can be considered as a generalization of Wenzl’s theorem on Brauer algebras [Ann. of Math.
128 (1988) 173–193], which was known as Hanlon–Wales conjecture before.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Throughout the paper, we fix non-negative integers m 1 and n 1.
Let R be a commutative ring containing 1 and δ0, δ1, . . . , δm−1, arbitrary elements of R.
In [17], Häring-Oldenburg introduced a class of associative algebras Bm,n(δi) over R,
called the cyclotomic Brauer algebras. When m = 1, Bm,n(δi) is a Brauer algebra Bn(δ),
which was introduced by Richard Brauer in [4].
A Brauer algebra Bn(δ) over the complex field C can be used to study knot invariants.
A key is the existence of a non-degenerate Markov trace function defined on it. It is known
that the Markov trace is non-degenerate if Bn(δ) is semi-simple. It is natural to ask when
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16], Hanlon and Wales proposed the following conjecture.
Hanlon–Wales conjecture. A Brauer algebra Bn(δ) over C is semi-simple if the
parameter δ /∈ Z.
This conjecture was proved by Hans Wenzl in [27]. More explicitly, he proved that
Bn(δ) is not semi-simple for only finitely many integer parameter values. Motivated by
Martin’s work on partition algebras [21], Doran, Wales, and Hanlon studied Bn(δ) in terms
of Frobenius reciprocity and two functors F and G, which are some kind of induction and
restriction. This led them to give another proof of the conjecture in [7].
Problem. Is there a similar criterion on the semi-simplicity of Bm,n(δi) over C?
The main purpose of this paper is to answer this question. In fact, the following theorem
will be proved.
Theorem 1.1. Let Bm,n(δi) be a cyclotomic Brauer algebra over C. Suppose ξ is a
primitive mth root of unity. For any 0 i m− 1, let
gi(δ0, δ1, . . . , δm−1) =
m−1∑
s=0
δsξ
si .
Then Bm,n(δi) is semi-simple if
gi(δ0, δ1, . . . , δm−1) /∈ Z, for all 0 i m− 1.
We will prove a more precise version of Theorem 1.1 in Theorems 8.6–8.7, im-
plying that Bm,n(δi) is not semi-simple for only finitely many integer values of
gi(δ0, δ1, . . . , δm−1), 0 i m− 1. However, there are infinitely many points (δ0, δ1, . . . ,
δm−1) in the hyperplane given by
∑m−1
s=0 ξsixs = c for any constant c ∈ C under the as-
sumption m > 1. If m = 1, then ξ = 1, and g0(δ0) = δ0. Therefore, in this case, Theo-
rem 1.1 is Wenzl’s theorem on Bn(δ).
This paper is organized as follows. In Section 2, the cyclotomic Brauer algebra Bm,n(δi)
over a commutative ring [17] is introduced. In Section 3, some basic results on complex
representations of complex reflection groups Wm,n are given. We prove the Littlewood–
Richardson rule for Wm,n in Section 4. We also decompose certain complex induced
modules, which will be used when we study the restriction of certain Bm,n(δi)-modules
in Theorem 6.2. Let R be a commutative ring in which xm − 1 =∏mi=1(x − ui), ui ∈ R,
1 i m. In Section 5, a cellular basis of Bm,n(δi) over R is presented. Due to [12, 3.4],
we can classify the simple Bm,n(δi)-modules over a field. Using [12, 3.10] and [20, 3.1],
we give a criterion on the quasi-heredity of Bm,n(δi). Section 6 is about the branching rule
of cell modules for Bm,n(δi) over C. In Section 7, we study two functors F and G, which
will play a key role in the proof of Theorem 1.1 in Section 8.
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(a) Most of the results in Sections 6–8 will be proved by the method given in [7]. Since we
consider labelled Brauer diagrams, we have to use the results on complex reflection
groups of type G(m,1, n) to replace those on symmetric groups.
(b) Although we focus on Bm,n(δi) over C, it is possible to state a version of Theorem 1.1
over any field. See the remark at the end of Section 8.
2. Cyclotomic Brauer algebras
In this section, the cyclotomic Brauer algebra Bm,n(δi) over a commutative ring R [17]
is defined. First, we give the definition of a labelled Brauer diagram.
Definition 2.1. A labelled Brauer diagram D of type G(m,1, n) is a Brauer diagram with
2n vertices, in which each arc is labelled by i , i ∈ Zm := Z/mZ.
Graphically, a labelled Brauer diagram D of type G(m,1, n) may be presented in a
rectangle of a plane, where there are n numbers {1,2, . . . , n} on the top row from left
to right, and there are n numbers {1,2, . . . , n} on the bottom row from left to right. To
indicate the label i ∈ Zm on an arc, the arc is marked with a dot and a number i is written
in bracket above or below the dot. Sometimes, i dots are drawn directly to indicate it
has label i . For example, the following is a labelled Brauer diagram of type G(m,1,6)
with m 4:
◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦   
   




•
• • • •
• (m− 1)•
1 2 3 4 5 6
1 2 3 4 5 6
An arc in a labelled Brauer diagram is called horizontal if both of its end points lie in
the top row or in the bottom row. Otherwise, it is called vertical.
Given a horizontal arc {i, j } with i < j , i (respectively j ) is called the left (respectively
right) end point of {i, j }. It is assumed that all dots in a horizontal arc are marked at the
left end point. A dot marked at the left (respectively right) end point of {i, j } is called a left
(respectively right) dot of the arc. For a vertical arc we do not define its left end point and
its right end point.
The following rule defines equivalence classes of diagrams, which will be used to
introduce the multiplication rule later on.
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Dots are allowed to move along an arc and may even move to another arc.
(1) A left dot of a horizontal arc {i, j } is equal to m − 1 right dots of {i, j }. Conversely,
a right dot of {i, j } is equal to m− 1 left dots of {i, j }.
(2) A dot on a vertical arc can move freely to the end points of the arc.
(3) Given two arcs {i, j } and {j, k}. A dot in {i, j } may cross {j, k}. Furthermore, a dot at
the end point j of the arc {i, j } can be replaced by a dot at the end point j of the arc
{j, k}.
2.2. The rule for compositions
Given two labelled Brauer diagrams D1 and D2 of type G(m,1, n). A labelled Brauer
diagram D1 ◦ D2 is defined in the following way: first, D1 and D2 are composed in the
same way as for Brauer diagrams. Then a new diagram P is obtained (which is possibly
not a labelled Brauer diagram). Second, we apply the rule for the movements of dots to
relabel each arc in P , and obtain a labelled Brauer diagram, denoted by D1 ◦D2.
2.3. The rule for counting closed cycles
For each closed cycle appearing in the above natural concatenation of D1 and D2, we
apply the rule for movements of dots to relabel the cycle.
It should be noted that the number of dots on each cycle is considered to be in Z/mZ.
Let n(i¯,D1,D2) be the number of relabelled closed cycles on which there are i dots. We
recall an example in [24] to illustrate the above definition. Suppose m 4. If
D1 =
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
, D2 =
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
••
•



••
• • ••• •

 • • ••
 	 
• •• 

•
•◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
,
then we have a diagram
D =
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
.
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
••
•
•





••
• • •••

 • • ••
 	 
• •• 

•
•◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
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D1 ◦D2 =
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦


 
(m− 3) • • •
•
•
•
•• •◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
.
Now we relabel the closed cycles in P . By definition,
◦ ◦ ◦ ◦ ◦ ◦
 • ••• •
 	 
• •• •= ◦ ◦ ◦ ◦
 
 

• •
•
•
•
= ◦ ◦ ◦ ◦
 
 

• •
••
•
.
In this case, n(0¯,D1,D2) = n(1¯,D1,D2) = 0 and n(2¯,D1,D2) = n(3¯,D1,D2) = 1 for
m 4. The following definition has been introduced by Häring-Oldenburg [17].
Definition 2.2 [17]. Let R be a commutative ring containing 1 and δ0, . . . , δm−1.
A cyclotomic Brauer algebra Bm,n(δi) over R is an associative algebra. As a free R-
module, it has a basis, which consists of all labelled Brauer diagrams of type G(m,1, n).
The multiplication is defined by
D1 ·D2 =
m−1∏
i=0
δ
n(i¯,D1,D2)
i D1 ◦D2.
3. Representations of complex reflection groups Wm,n
In this section, we recall some of the notations in [8,9] we shall use later on. We also
recall some results on complex representations of Wm,n.
A complex reflection group Wm,n of type G(m,1, n) [2] is generated by elements
s0, s1, . . . , sn−1 subject to the relations
sm0 = s2i = 1, if 1 i  n− 1,
s0s1s0s1 = s1s0s1s0,
si si+1si = si+1sisi+1, if 1 i  n− 2,
si sj = sj si , if |i − j | 2. (3.1)
The subgroup generated by elements s1, s2, . . . , sn−1 is isomorphic to the symmetric
group Sn if we identify si with the transposition (i, i + 1). In order to state some results
on representations of Wm,n, we need some combinatorics.
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|λ| =∑λi = n. If λi  λi+1 for all i , then λ is called a partition. In this case, we write
λ  n.
An m-composition λ = (λ(1), λ(2), . . . , λ(m)) is an m-tuple of compositions. If |λ| =∑m
i=1 |λ(i)|, then it is denoted by λ |= n. λ is called an m-partition if every λ(i) is a partition.
In this case, write λ  n.
For later use, let Λm(n) (respectively Λ+m(n)) be the set of all m-compositions
(respectively m-partitions) of n. If m = 1, we use Λ(n) (respectively Λ+(n)) instead of
Λ1(n) (respectively Λ+1 (n)).
For any λ |= n, let
Sλ =Sλ1 ×Sλ2 × · · · ×Sλr
be the Young subgroup ofSn associated to λ. If λ = (λ(1), λ(2), . . . , λ(m)) |= n, let
λ¯ = λ(1) ∨ λ(2) ∨ · · · ∨ λ(m)
be the composition of n obtained from λ by concatenation. For example, λ¯ = (1,0,2,2,1)
if λ = ((10), (221))∈ Λ2(6). Define Sλ :=Sλ¯.
A Young diagram Y (λ), λ ∈ Λ(n), consists of n boxes placed at the matrix entries
{(i, j) | 1  j  λi}. If λi = 0, then there is no box in the ith row. A λ-tableau s is a
bijective map from the set of boxes in Y (λ) to {1,2, . . . , n}. The λ-tableau s is called row
standard if the entries in s are increasing from left to right in each row. When λ  n, a row
standard λ-tableau s is called standard if the entries in s are increasing from top to bottom
in each column. The Young diagram Y (λ) of λ ∈ Λm(n) is an m-tuple of Young diagrams
(Y (λ(1)), Y (λ(2)), . . . , Y (λ(m))). A λ-tableau t is a bijective map from the set of boxes in
Y (λ) to {1,2, . . . , n}. It should be noted that t has m components t1, . . . , tm. Each ti is a
λ(i)-tableau though the numbers in the boxes are not necessarily in the set {1, . . . , |λ(i)|}. If
each ti is row standard, t is called row standard. If λ  n and each component is standard,
t is called standard. Let T s(λ) be the set of all standard λ-tableaux.
Sn acts on a λ-tableau (from right) by permuting its entries. Let tλ be the λ-tableau
in which the numbers 1,2, . . . , n appear in the natural ordering along the rows of the first
component, and then along the rows of the second component, and so on. The row stabilizer
of tλ is the Young subgroupSλ. For λ  n, let tλ be the standard λ-tableau obtained from
Y (λ) by putting the integers 1,2, . . . , n from top to bottom down successive columns of
Y (λ(m)), then the component Y (λ(m−1)), and so on.
Let Λ[m,n] = {[a1, a2, . . . , am] | 0  a1  a2  · · ·  am = n}. For any a ∈ Λ[m,n],
let wa ∈Sn be defined by setting
(ai−1 + l)wa = n− ai + l for all i with ai−1 < ai, 1 l  ai − ai−1. (3.2)
For example, if a = [4,8,9], then
wa =
(
1 2 3 4 5 6 7 8 9
6 7 8 9 2 3 4 5 1
)
.
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w
(k)
i,j =
(
k + 1 · · · k + i k + i + 1 · · · k + i + j
k + j + 1 · · · k + j + i k + 1 · · · k + j
)
. (3.3)
If either i = 0 or j = 0, set w(k)i,j = 1. In [8, 1.7], Du and the first author proved that, for
any a ∈ Λ[m,n],
wa = w(0)am−1,am−am−1w
(am−am−1)
am−2,am−1−am−2 · · ·w(am−a2)a1,a2−a1 . (3.4)
If k ∈ N, let
w(k)a = w(k)am−1,am−am−1w
(k+am−am−1)
am−2,am−1−am−2 · · ·w(k+am−a2)a1,a2−a1 . (3.5)
According to [6,12], define
π0(x) = 1 and πa(x) =
a∏
i=1
(ti − x), a ∈ N, x ∈ C,
where t1 = s0 and ti = si−1ti−1si−1. Then,
tiw = wt(i)w, ∀w ∈Sn, and siπa(x)= πa(x)si if i = a. (3.6)
For a ∈ Λ[m,n], let
πa =
m−1∏
i=1
πai (ui+1) and π˜a =
m−1∏
i=1
πai (um−i ), (3.7)
where ui = ξ i and ξ is a primitive mth root of unity.
Let wλ ∈Sn be defined by setting
tλwλ = tλ.
Let w[λ] be defined in (3.2), [λ] = [a1, a2, . . . , am] with aj = ∑ji=1 |λ(i)|. If ti
(respectively ti ) denotes the ith sub-tableau of tλ (respectively tλw−1[λ] ), then w(i) ∈ Sn
is defined by setting
tiw(i) = ti .
Suppose λ ∈ Λ+m(n). Define
xλ = πλxλ¯ and yλ = π˜λyλ¯, (3.8)
where πλ = πa, π˜λ = π˜a, [λ] = a = [a1, a2, . . . , am], and ai =∑ij=1 |λ(j)|. The following
result will be useful later on (see [8, 2.8, 3.1, 3.4]).
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let a′ = [n−am−1, n−am−2, . . . , n−a1, n]. Write a b for a,b ∈ Λ[m,n] if ai  bi,1
i m.
(a) For any a,b ∈ Λ[m,n], πaHm,nπ˜b′ = 0 unless a  b. If a = b, then πaHm,nπ˜a′ =
πawaπ˜a′C[Sa′ ] = C[Sa]πawaπ˜a′ , whereSa is the Young subgroup ofSn with respect
to the composition (a1, a2 − a1, . . . , am − am−1).
(b) The set {πawaπ˜a′w | w ∈Sn} is a basis of πawaπ˜a′Hm,n.
For later use, let va = πawaπ˜a′ . The following result can be found in [9, 2.2–2.3] and
[8, 4.14].
Proposition 3.2. Let Hm,n be the group algebra of Wm,n over C.
(a) For any λ ∈ Λ+m(n), let λ′ = (λ(m)′, . . . , λ(1)′) be the dual m-partition of λ. Then
zλ = xλwλyλ′ = Zλ¯v[λ], Zλ¯ = xλ(1)∨···∨λ(m)w(1) · · ·w(m)yλ(1)′∨···∨λ(m)′ .
(b) For any λ ∈ Λ+m(n), let Sλ = xλwλyλ′Hm,n. Then {Sλ | λ ∈ Λ+m(n)} forms a complete
set of non-isomorphic irreducible Hm,n-modules.
(c) The functor F :Hm,n-mod →⊕a∈Λ[m,n] C[Sa]-mod defined by setting F(M) = Mε
is a Morita equivalence, where ε =∑a∈Λ[m,n] ea such that vaHm,n = eaHm,n for an
idempotent ea in Hm,n.
Remark 3.3.
(1) Propositions 3.1 and 3.2(a) also hold for a cyclotomic Hecke algebra H over a
commutative ring true as well. When H is semi-simple over a field, 3.2(b) is true.
3.2(c) holds over certain fields with positive characteristic [8]. In particular, let F
be a splitting field of xm − 1. Write xm − 1 = (x − u1)(x − u2) · · · (x − um).
Propositions 3.1–3.2 are still true if charF  r! and ui = uj , 1 i < j m. The reason
is that the group algebra of Wm,n over F then is semi-simple (see, e.g., [1] or [8]).
(2) The only fact about ea we are going to use is the equation vaHm,n = eaHm,n. For
details, see [8,9].
4. Decompositions of certain complex representations of Wm,n
In this section, we study the Littlewood–Richardson rule for Wm,n. We also decompose
certain induced modules, which will be used in the proof of Theorem 6.2. All representa-
tions considered in this section are complex representations.
Let Wm,n1 = 〈s¯0, s¯1, . . . , s¯n1−1〉 (respectively Wm,n2 = 〈s˜0, s˜1, . . . , s˜n2−1〉) be the
complex reflection group of type G(m,1, n1) (respectively G(m,1, n2)). Both Wm,n1 and
Wm,n2 can be embedded into Wm,n, where n= n1+n2, in a natural way. The corresponding
map φ is defined by setting φ(s¯0) = s0, φ(s˜0) = tn1+1, φ(s¯i ) = si , and φ(s˜i ) = sn1+i .
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π(n)a (x) =
a∏
i=1
(ti+n − x).
If a ∈ Λ[m,n] and k ∈ N, set
π(k)a = π(k)a1 (u2)π(k)a2 (u3) · · ·π(k)am−1(um),
π˜ (k)a = π(k)a1 (um−1)π(k)a2 (um−2) · · ·π(k)am−1(u1).
It is always assumed that
(1) a0 = b0 = 0, si,i = 1, and
(2) si,j = sisi+1 · · · sj−1 (respectively si,j = si−1si−2 · · · sj ) if i < j (respectively i > j ).
Lemma 4.2. Suppose a = [a1, . . . , am] ∈ Λ[m,n1] and b = [b1, . . . , bm] ∈ Λ[m,n2]. For
any k  n1, let wLa,b =
∏m−1
i=1 w
(ai+bi−1)
k−ai ,bi−bi−1 , w
R
a,b =
∏m−2
i=1 w
(ai)
bi ,ai+1−aiw
(am−1)
bm−1,k−am−1 , and
a + b = [a1 + b1, a2 + b2, . . . , am + bm]. Then πaπ(k)b = wLa,bπa+bwRa,b and π˜aπ˜ (k)b =
wLa,bπ˜a+bw
R
a,b.
Proof. There is a quasi-linear automorphism of Hm,n sending ui to um−i and si to si,
0 i m−1. This map sends πa to π˜a. So, it is enough to prove the assertion involving π .
We prove it by induction on m. Due to (3.6), the following equalities are obtained:
πa1(u2)π
(k)
b1
(u2) = πa1(u2)(tk+1 − u2)(tk+2 − u2) · · · (tk+b1 − u2)
= πa1(u2)(sk+1,a1+1ta1+1sa1+1,k+1 − u2)(tk+2 − u2) · · · (tk+b1 − u2)
= sk+1,a1+1πa1+1(u2)(tk+2 − u2) · · · (tk+b1 − u2)sa1+1,k+1
= · · ·
= sk+1,a1+1sk+2,a1+2 · · · sk+b1,a1+b1πa1+b1(u2)sa1+b1,k+b1 · · ·
× sa1+2,k+2sa1+1,k+1
= w(a1)k−a1,b1πa1+b1(u2)
(
w
(a1)
k−a1,b1
)−1 = w(a1)k−a1,b1πa1+b1(u2)w(a1)b1,k−a1 .
This proves the result in the case m = 2. Let
yLa,b =
m−2∏
i=1
w
(ai+bi−1)
k−ai ,bi−bi−1 and y
R
a,b =
m−3∏
i=1
w
(ai)
bi ,ai+1−aiw
(am−2)
bm−2,k−am−2 .
We have
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(am−2)
bm−2,k−am−2w
(am−1)
k−am−1bm−1
= sam−2+bm−2,k+bm−2 · · · sam−2+1,k+1sk+1,am−1+1 · · · sk+bm−1,am−1+bm−1
= sam−2+bm−2,k+bm−2 · · · sam−2+2,k+2sam−2+1,am−1+1sk+2,am−1+2 · · · sk+bm−1,am−1+bm−1
= sam−2+bm−2,k+bm−2 · · · sam−2+2,k+2sk+2,am−1+2 · · · sk+bm−1,am−1+bm−1sam−2+1,am−1+1
= · · ·
= sk+bm−2+1,am−1+bm−2+1 · · · sk+bm−1,am−1+bm−1sam−2+bm−2,am−1+bm−2 · · · sam−2+1,am−1+1
= w(am−1+bm−2)k−am−1,bm−1−bm−2w
(am−2)
bm−2,am−1−am−2 .
So,
πaπ
(k)
b = yLa,bπa1+b1(u2) · · ·πam−2+bm−2(um−1)
m−3∏
i=1
w
(ai)
bi ,ai+1−aiw
(am−2)
bm−2,k−am−2w
(am−1)
k−am−1,bm−1
× πam−1+bm−1w(am−1)bm−1,k−am−1 (by induction assumption)
= yLa,bπa1+b1(u2) · · ·πam−2+bm−2(um−1)
m−3∏
j=1
w
(ai)
bi ,ai+1−aiw
(am−1+bm−2)
k−am−1,bm−1−bm−2
× w(am−2)bm−2,am−1−am−2πam−1+bm−1w
(am−1)
bm−1,k−am−1
= wLa,bπa+bwRa,b by (3.6). 
Definition 4.3. For any λ  n1,µ  n2, and ν  n1 +n2, let Lνλ,µ ∈ N be defined by setting
IndSn1+n2Sn1×Sn2 S
λ ⊗ Sµ ∼=
⊕
ν
Lνλ,µS
ν.
Then Lνλ,µ ∈ N is called a Littlewood–Richardson coefficient (see, e.g., [18, §2.8]). If
λ ∈ Λ+m(n1), µ ∈ Λ+m(n2), and ν ∈ Λ+m(n1 + n2), define Lνλ,µ =
∏m
i=1 Lν
(i)
λ(i),µ(i)
.
Theorem 4.4. Suppose n= n1 + n2. If λ ∈ Λ+m(n1) and µ ∈ Λ+m(n2), then
IndWm,nWm,n1×Wm,n2 S
λ ⊗ Sµ ∼=
⊕
ν∈Λ+m(n)
Lνλ,µS
ν .
Proof. Due to Proposition 3.2(c),
Lνλ,µ = dimC HomHm,n
(
IndHm,nHm,n1×Hm,n2 S
λ ⊗ Sµ, Sν)
= dimC HomεHm,nε
(
Sλ ⊗ Sµ ⊗Hm,nε, Sνε
)
,
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following isomorphism is obtained:
Sνε = Sνe[ν] ∼= Sν(1)Sν(2) · · ·Sν(m) .
Since eaeb = δa,bea (see [8, 3.10]),
HomεHm,nε
(
Sλ ⊗ Sµ ⊗Hm,nε, Sνε
)= Home[ν]Hm,ne[ν](Sλ ⊗ Sµ ⊗Hm,ne[ν], Sνe[ν]).
If we denote by H(n1)m,n2 ⊂ Hm,n, the group algebra of Wm,n2 , then Sµ = z(n1)µ H(n1)m,n2 where
z
(n1)
µ is obtained from zµ by replacing si (respectively s0) by si+n1 (respectively tn1+1) (see
Proposition 3.2 for the definition of zµ). Therefore,
Sλ ⊗ Sµ ⊗Hm,ne[ν] = SλSµHm,ne[ν] = Zλ¯Z(n1)µ¯ v[λ]v(n1)[µ] Hm,nv[ν].
Write a = [λ], b = [µ], and c = [ν]. Due to Lemma 4.2,
vav
(n1)
b Hm,nvc = πaπ(n1)b waw(n1)b π˜a′ π˜ (n1)b′ Hm,nπ˜cwcπ˜c′
= wLa,bπa+bwRa,bwaw(n1)b wLa′,b′ π˜a′+b′wRa′b′Hm,nπcwcπ˜c′ .
It should be noted that a′ + b′ = (a + b)′. If vav(n1)b Hm,nvc = 0, then, according to
Proposition 3.1(a), c = a + b. In this case, write
wRa,bwaw
(n1)
b w
L
a′,b′ = xhy,
with x ∈Sc, y ∈Sc′ , and h ∈ Dc,c′ , where Dc,c′ is the set of double coset representatives
in Sc\Sn/Sc′ . Then,
wLa,bπa+bw
R
a,bwaw
(n1)
b w
L
a′,b′ π˜a′+b′w
R
a′b′Hm,nπcwcπ˜c′
= wLa,bxπchπ˜c′ywRa′,b′Hm,nπcwcπ˜c′ = 0.
Due to [8, 3.1], πchπ˜c′ = 0 only if h= wc. Thus
wLa,bxπcwcπ˜c′yw
R
a′,b′Hm,nπcwcπ˜c′
= wLa,bxvcHm,nvc = wLa,bxecHm,nec = wLa,bxvcw−1c C[Sc]
= wLa,bvcw−1c x˜C[Sc] for some x˜ ∈Sc
(
see [8, 3.1, 3.10])
= wL vcw−1c C[Sc] = wL C[Sc]vcw−1c .a,b a,b
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Zλ¯Z
(n1)
µ¯ w
L
a,b = wLabxλ(1)∨µ(1)w(1)w˜(1)yλ(1)′∨µ(1) ′ · · ·xλ(m)∨µ(m)w(m)w˜(m)yλ(m)′∨µ(m) ′ .
A direct computation shows that the C-linear map φ : C[Sc] → C[Sc]vcw−1c defined by
setting φ(x) = xvcw−1c is a right C[Sc]-module isomorphism. So, there is a right C[Sc]-
module isomorphism
SλSµHm,nec ∼= wLa,bxλ(1)∨µ(1)w(1)w˜(1)yλ(1)′∨µ(1)′C[Sc1] · · ·xλ(m)∨µ(m)w(m)w˜(m)
× y
λ(m)
′∨µ(m)′C[S{cm−1+1,...,cm}]
∼= IndSc1Sa1×Sb1
(
Sλ
(1) ⊗ Sµ(1))⊗ · · ·
⊗ IndS{cm−1+1,...,cm}S{am−1+1,...,am}×S{bm−1+1,...,bm}
(
Sλ
(m) ⊗ Sµ(m)).
According to the Littlewood–Richardson rule for symmetric groups (see, e.g., [18, §2.8]),
the following equality is obtained:
dimC HomHm,n1+n2
(
IndHm,n1+n2Hm,n1×Hm,n2 S
λ ⊗ Sµ, Sν)= m∏
i=1
Lν
(i)
λ(i),µ(i)
= Lνλ,µ. 
In the remaining part of this section, a complex induced representation of Wm,2k is
decomposed. This result will be used when studying certain complex representations of
Bm,n(δi) in Theorem 6.2. The following result can be verified easily.
Lemma 4.5. Suppose Wm,2k = 〈s0, s1, . . . , s2k−1〉. Write t˜i = t2i−1t2i , 1  i  k, s˜i =
s2is2i−1s2i+1s2i , 1 i  k − 1, and s˜k = s2k−1. Then,
(a) t˜i t˜j = t˜j t˜i , 1 i, j  k, and t˜mi = 1, 1 i  k;
(b) s˜2i = 1 for 1 i  k;
(c) s˜i s˜i+1s˜i = s˜i+1s˜i s˜i+1 for 1 i  k − 2;
(d) s˜k s˜k−1s˜k s˜k−1 = s˜k−1s˜k s˜k−1s˜k ;
(e) s˜i s˜j = s˜j s˜i if 1 i < j − 1 k − 2;
(f) s˜i t˜i s˜i = t˜i+1 for any i = k;
(g) s˜k t˜i = t˜i s˜k for any 1 i  k;
(h) s˜j t˜l = t˜l s˜j for any j = k.
The subgroup of Wm,2k generated by {t˜1, t˜2, . . . , t˜k, s˜1, . . . , s˜k−1, s˜k} is denoted by
Zm  Bk . It is isomorphic to the group generated by S = {s−1, s0, s1, . . . , sk−1} subject to
the relations:
sm−1 = 1, s2i = 1, for i = 0,1, . . . , k − 1,
s−1s1s−1s1 = s1s−1s1s−1, s0s1s0s1 = s1s0s1s0,
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sisj = sj si , if 0 i < j − 1 k − 2,
si si+1si = si+1sisi+1, if i = 1,2, . . . , k − 2,
s0si−1 · · · s1s−1s1 · · · si−1 = si−1 · · · s1s−1s1 · · · si−1s0, if 2 i  k − 1,
s0s−1 = s−1s0.
It is not difficult to see that Zm  Bk can be realized as a quotient of a toroidal symmetric
group [26]. The modular representation theory of Zm Bk and its associated endomorphism
algebra, called a double cyclotomic Schur algebra, have been studied in [23].
Theorem 4.6. For any positive integers k, l, let G be the subgroup of Wm,2k+l × Wm,l
defined by
G = {(π,σ te11 · · · tell , te11 · · · tell σ ) ∣∣ π ∈ Zm Bk, σ ∈Sl , 0 ej m− 1, 1 j  l}.
Denote by 1 the trivial representation of G over C on which te11 · · · tell σ acts on the right
and the others act on the left. Then we have
IndWm,2k+l×Wm,lG 1 ∼=
⊕
ν∈Λ+m(2k+l)
λ∈Λ+m(l)
mλ,νS
ν ⊗ Sλ, (4.1)
where mλ,ν =∑η∈Λ+m(2k) cηLνη,λ, [η] = [a1, a2, . . . , am], a0 = 0, and
cη =
∑
µ∈Λ+(2k)
µ even
∑
νi∈Λ+(ai)
0im−1
νm=µ
m∏
j=1
L
νj
νj−1,η(j)
. (4.2)
Proof. By transitivity of the tensor functors and the Wedderburn–Artin theorem for finite-
dimensional semi-simple algebras, the following is obtained:
IndWm,2k+l×Wm,lG 1 = IndWm,2k+l×Wm,lWm,2k×Wm,l×Wm,l Ind
Wm,2k×Wm,l×Wm,l
ZmBk×Wm,l×Wm,l Ind
ZmBk×Wm,l×Wm,l
G 1
∼=
⊕
λ∈Λ+m(l)
IndWm,2k+l×Wm,lWm,2k×Wm,l×Wm,l Ind
Wm,2k×Wm,l×Wm,l
ZmBk×Wm,l×Wm,l 1 ⊗ Sλ ⊗ Sλ.
In order to compute
IndWm,2k
ZmBk 1 =
∑
wHm,2k,w∈ZmBk
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∑
w∈ZmBk wHm,2k, S
η) for any η ∈ Λ+m(2k). It should be
noted that eaeb = δa,bea for any a,b ∈ Λ[m,2k]. Thus Sηea = 0 only if a = [η]. Due to
3.1(a) and 3.2(c),
HomHm,2k
( ∑
w∈ZmBk
wHm,2k, S
η
)
∼= HomεHm,2kε
( ∑
w∈ZmBk
wHm,2kε, S
ηε
)
∼= HomC[Sa]
( ∑
w∈ZmBk
wHm,2kea, S
ηea
)
.
By Proposition 3.1(b), there is a C[Sa]-module isomorphism∑
w∈ZmBk
wHm,2kea =
∑
w∈Bk
wHm,2kea =
∑
w∈Bk
wC[S2k]ea ∼= IndS2kBk 1. (4.3)
As C[Sa]-modules, Sηe[η] ∼= Sη(1) ⊗ · · · ⊗ Sη(m) . So,
HomC[Sa]
( ∑
w∈ZmBk
wHm,2kea, S
ηea
)
∼= HomC[Sa]
(
IndS2kBk 1, S
η(1) ⊗ · · · ⊗ Sη(m))
∼= HomC[Sa]
( ⊕
µ∈Λ+(2k)
µ even
Sµ,Sη
(1) ⊗ · · · ⊗ Sη(m)
) (
see [18, 5.4.23])
∼=
⊕
µ∈Λ+(2k)
µ even
HomC[S2k]
(
Sµ, IndS2kSa S
η(1) ⊗ · · · ⊗ Sη(m)).
Using transitivity of the induced functors and the ordinary Littlewood–Richardson rule
for symmetric groups [18, §2.8], we obtain
dimC HomC[S2k]
(
Sµ, IndS2kSa S
η(1) ⊗ · · · ⊗ Sη(m))= ∑
νi∈Λ+(ai)
0im−1
νm=µ
m∏
j=1
L
νj
νj−1,η(j)
.
Furthermore, if Lν10,η(1) = 0, then η(1) = ν1 and L
ν1
0,ν1 = 1. So,
IndWm,2k
ZmBk 1
∼=
⊕
η∈Λ+m(2k)
cηS
η. (4.4)
The decomposition given in (4.1) follows from Theorem 4.4 and (4.4). 
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The main purpose of this section is to show that Bm,n(δi) over a commutative ring R
is a cellular algebra. Due to the results in [12, §3], we can classify irreducible Bm,n(δi)-
modules over a field. Furthermore, a criterion on the quasi-heredity of Bm,n(δi) is obtained.
First, let R be a commutative ring containing 1, and δi,0 i m− 1. Assume
xm − 1 = (x − u1)(x − u2) · · · (x − um) for some ui ∈ R, 1 i m.
Suppose n, k ∈ N with 0  k  n/2. An (n, k)-labelled parenthesis diagram is a
diagram, which consists of n− 2k free vertices and k horizontal arcs on which there are i
dots, i ∈ Zm. Let V (n, k) be the free R-module generated by P(n, k), the set of all (n, k)-
labelled parenthesis diagrams.
Each element w ∈ Wm,n corresponds to a labelled Brauer diagram and the multiplication
in Wm,n is compatible with that in Bm,n(δi). The following are labelled Brauer diagrams
with respect to s0, si ,1 i  n− 1:
1
1
  
i−1
i−1





i
i





i+1
i+1
  
n
n
si
,
1
1
 2
2
  
n
n
s0
.
Recall that a Brauer diagram with k horizontal arcs is determined by a pair of
parenthesis diagrams and a w ∈ Sn−2k (see, e.g., [12]). Similarly, a labelled Brauer
diagram D with k horizontal arcs is determined by a w ∈ Wm,n−2k and a pair of (n, k)-
labelled parenthesis diagrams D1,D2 ∈ P(n, k) as follows.
Cutting off all the vertical lines of D, we get D1,D2 ∈ P(n, k). Removing all horizontal
arcs in the top and bottom rows of D and labelling the remaining vertices in the top
(respectively bottom ) row as 1,2, . . . , n−2k from left to right, we obtain a unique diagram
which corresponds to a w ∈ Wm,n−2k . Conversely, a pair of (n, k)-labelled parenthesis
diagrams (D1,D2) and a w ∈ Wm,n−2k determine a unique (n, k)-labelled Brauer diagram.
More explicitly, put D1 above D2 and join the ith free vertex of D1 to the j th free vertex
of D2 to get a vertical arc if {i, j } is a vertical arc in the labelled Brauer diagram of w.
Therefore, each labelled Brauer diagram D can be determined uniquely by a triple pair
(D1,w,D2). For later use, write D = D1 ⊗ w ⊗ D2. The following result can be proved
easily.
Lemma 5.1. Let D = D1 ⊗ w ⊗ D2 be a (n, k)-labelled Brauer diagram. Then there are
wl,wr ∈ Wm,n such that
D1 ⊗w ⊗D2 = (D1 ⊗ idn−2k ⊗D2)wr = wl(D1 ⊗ idn−2k ⊗D2).
The following lemma follows from Definition 2.2.
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diagrams. For i = 1,2, let Di = D′i ⊗ wi ⊗ D′′i with D′i ,D′′i ∈ P(n, ki), w1 ∈ Wm,n−2k1 ,
and w2 = id ∈ Wm,n−2k2 . If D1 ◦D2 ∈ Mn,k2 , then k1  k2. Moreover,
D1 ·D2 =
{
m−1∏
i=0
δ
n(i,D1,D2)
i
}
D ⊗ π(D1,D′2)⊗D′′2
for some D ∈ P(n, k2) and π(D1,D′2) ∈ Wm,n−2k2 such that D, π(D1,D′2) and∏m−1
i=0 δ
n(i,D1,D2)
i do not depend on D′′2 .
Since xm − 1 = (x − u1)(x − u2) · · · (x − um) for some ui ∈ R,1  i  m, the
group algebra Hm,n := R[Wm,n] is the cyclotomic Hecke algebra of type G(m,1, n) with
parameters q = 1, ui , 1  i  m. For s ∈ T s(λ), λ ∈ Λ+m(n), let d(s) ∈ Sn be defined
by setting s = tλd(s). Write xλst = d(s)−1xλd(t). Then
⋃
λ∈Λ+m(n) B
λ = {xλst | s, t ∈ T s(λ)}
is a cellular basis of Hm,n [6, 3.26] in the sense of [12, 1.1]. In particular, let  be the
dominance order on Λ+m(n). For any π ∈ Hm,n,
πxλst ≡
∑
s1
fλ,s(π, s1)x
λ
s1t mod H
λ
m,n, (5.1)
where Hλm,n is the free R-submodule generated by Bµ, µ λ. Moreover, the coefficient
fλ,s(π, s1) depends on π , s1, and s only.
Definition 5.3. Let Λ = {(k,λ) | 0  k  n/2, λ ∈ Λ+m(n − 2k)}. Define (k,λ) (l,µ)
if either k < l (usual total order on Z) or k = l and λ µ. Then (Λ,) is a poset.
Theorem 5.4. Let R be a commutative ring containing 1, u1, u2, . . . , um and parameters
δi,0 i m− 1, such that xm − 1 = (x − u1)(x − u2) · · · (x − um), ui ∈ R, 1 i m.
(a) For any s, t ∈ T s(λ), λ ∈ Λ+m(n), define
C
(k,λ)
(D1,s),(D2,t) = D1 ⊗ xλst ⊗D2,
and I (k,λ) = {(D, s) ∈ P(n, k) × T s(λ)} and B(k,λ) = {D1 ⊗ xλst ⊗ D2 | D1,D2 ∈
P(n, k), s, t ∈ T s(λ)}. Then B =⋃(k,λ)∈Λ B(k,λ) is a basis of Bm,n(δi).
(b) There is an R-linear anti-involution σ on Bm,n(δi) such that σ(C(k,λ)(D1,s),(D2,t)) =
C
(k,λ)
(D2,t),(D1,s).
(c) For any D1 = D′1 ⊗w ⊗D′′1 ∈ Bm,n(δi) and D2 = D′2 ⊗ id ⊗D′′2 ∈ Mn,k ,(
D′1 ⊗w ⊗D′′1
)
C
(k,λ)
(D′2,s),(D′′2 ,t)
≡
∑
s
{
m−1∏
δ
n(i,D1,D2)
i fλ,s(π, s1)
}
C
(k,λ)
(D,s1),(D
′′
2 ,t)
mod R>(k,λ),
s1∈T (λ) i=0
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P(n, k). Moreover, the coefficient∏m−1i=0 δn(i,D1,D2)i fλ,s(π, s1) does not depend on D′′2
and t. Therefore, B is a cellular basis in the sense of [12, 1.1].
Proof. (a) follows from the statement above Lemma 5.1. Let ι : Hm,n → Hm,n be the
R-linear anti-involution such that ι(si ) = si , 0  i  n − 1. Then ι(xλst) = xλts for any
s, t ∈ T s(λ), and λ ∈ Λ+m(n − 2k),0  k  n/2 [6, 3.14]. The R-linear map sending
D1 ⊗w ⊗D2 to D2 ⊗ ι(w) ⊗D1 is the anti-involution σ we need in (b). (c) is verified as
follows. According to Lemma 5.1,
C
(k,λ)
(D′2,s),
(
D′′2 ,t)
= (D′2 ⊗ id⊗D′′2 ) · y
for some y ∈ Hm,n. If (D′1 ⊗ w ⊗ D′′1 ) ◦ (D′2 ⊗ id ⊗ D′′2 ) /∈ Mn,k , then there is nothing to
be proved since
D1 ·C(k,λ)(D′2,s),(D′′2 ,t) ≡ 0 mod R
>(k,λ).
Suppose (D′1 ⊗w ⊗D′′1 ) ◦ (D′2 ⊗ id⊗D′′2 ) ∈ Mn,k . Due to Lemmas 5.1–5.2,
(
D′1 ⊗w ⊗D′′1
)(
D′2 ⊗ xλst ⊗D′′2
)= {m−1∏
i=0
δ
n(i,D1,D2)
i
}
D ⊗ πxλst ⊗D′′2
for some D ∈ P(n, k) and π ∈ Wm,n−2k . Furthermore, ∏m−1i=0 δn(i,D1,D2)i , D and π are
independent of D′′2 and hence,(
D′1 ⊗w ⊗D′′1
)
C
(k,λ)
(D′2,s),(D′′2 ,t)
≡
∑
s1∈T s (λ)
{
m−1∏
i=0
δ
n(i,D1,D2)
i fλ,s(π, s1)
}
C
(k,λ)
(D,s1),(D
′′
2 ,t)
mod R>(k,λ).
According to (5.1), fλ,s(π, s1) do not depend on t. 
In the remaining part of this section, it is assumed that R = F is a field. For each
(k,λ) ∈ Λ, let f(k,λ) : I (k,λ)× I (k,λ) → F be a map defined by
C
(k,λ)
(D′1,s1),(D′′1 ,s2)
C
(k,λ)
(D′2,t1),(D′′2 ,t2)
≡ f(k,λ)
((
D′′1 , s2
)
,
(
D′2, t1
))
C
(k,λ)
(D′1,s1),(D′′2 ,t2)
mod F>(k,λ).
Due to [12, 2.4], fk,λ induces an associative, symmetric bilinear form. The following
lemma follows from [12, 3.4].
Lemma 5.5. Let Bm,n(δi) be a cyclotomic Brauer algebra over a field F . The isomorphism
classes of simple Bm,n(δi)-modules are indexed by {(k,λ) ∈ Λ | fk,λ = 0}.
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xλssx
λ
tt ≡ φλ(s, t)xλs,t mod Hλm,n.
The following lemma has been proved in [12] in the case m = 1. The general case can be
proved similarly. We denote λ by 0 if λ  0.
Lemma 5.6. Keep the set up above.
(a) If φλ = 0 for λ ∈ Λ+m(n− 2k), 0 k  n/2, then fk,λ = 0.
(b) Assume φλ = 0, λ ∈ Λ+m(n− 2k). If k = n/2 and n is even, then fk,λ = 0.
(c) Suppose k = n/2 and n is even. If δi0 = 0 for some 0 i0 m − 1, then fk,0 = 0. If
δi = 0 for all 0 i m− 1, then fk,0 = 0.
Proof. Suppose fk,λ = 0. Then there are (D′′1 , s), (D′2, t) ∈ I (k,λ) such that
fk,λ((D
′′
1 , s), (D
′
2, t)) = 0. Write Di = D′i ⊗ id⊗D′′i , i = 1,2. If D1 ◦ D2 /∈ Mn,k , then
D1 ◦D2 ∈ F>(k,λ). Since F>(k,λ) is a two-sided ideal,
C
(k,λ)
(D′1,s),(D′′1 ,s)
C
(k,λ)
(D′2,t),(D′′2 ,t)
≡ 0 mod F>(k,λ).
In this case, fk,λ((D′′1 , s), (D′2, t)) = 0, a contradiction. Therefore, D1 ◦ D2 ∈ Mn,k and
D1 · D2 = D′1 ⊗ w ⊗ D′′2 for some w ∈ Hm,n−2k . Since φλ = 0, xλsswxλtt ≡ 0 mod Hλm,n.
Due to Lemma 5.1,
C
(k,λ)
(D′1,s),(D′′1 ,s)
C
(k,λ)
(D′2,t),(D′′2 ,t)
= D′1 ⊗ xλsswxλtt ⊗D′′2 ≡ 0 mod F>(k,λ).
Thus fk,λ((D′′1 , s), (D′2, t)) = 0, contradicts to our assumption. So, (a) must be true. Let
Xij = D ⊗ id⊗D, (5.2)
where D ∈ P(n,1) contains a unique horizontal arc {i, j }. Take D1 = X12X34 · · ·X2k−1,2k
and D2 = X23X45 · · ·X2k,2k+1. Write Di = D′i ⊗ id⊗D′′i , i = 1,2. Then D1D2 = D′1 ⊗
id⊗D′′2 . By Lemma 5.1,
C
(k,λ)
(D′1,s),(D′′1 ,s)
C
(k,λ)
(D′2,t),(D′′2 ,t)
= (D′1 ⊗ xλss ⊗D′′1 )(D′2 ⊗ xλtt ⊗D′′2 )
= D′1 ⊗
(
xλssx
λ
tt
)⊗D′′2 ≡ φλ(s, t)D′1 ⊗ xλst ⊗D′′2 mod F>(k,λ)
≡ φλ(s, t)C(k,λ)(D′1,s),(D′′2 ,t) mod F
>(k,λ).
Therefore, fk,λ((D′′1 , s), (D′′2 , t)) = φλ(s, t), forcing fk,λ = 0.
(c) Suppose δi = 0 for some 0 i m−1. Let D1 = X12X23 · · ·Xn−1,nt i1t i3 · · · t in−1 and
D2 = X12X23 · · ·Xn−1,n. Obviously, D1D2 = δki D2. Write Di = D′i ⊗ id⊗D′′i , i = 1,2.
Then fk,0((D′′,0), (D′ ,0)) = δk = 0.1 2 i
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labelled Brauer diagram D has no free vertex in the top and bottom rows. Therefore, the
composition of two (n, k)-labelled Brauer diagrams must contain at least one interior cycle.
Each interior cycle will provide a factor δi for some 0 i m− 1 if there are i dots on it.
Since δi = 0 for any 0 i m− 1, D1D2 = 0. So, fk,0 = 0. 
Let e = charF (respectively +∞) if charF = 0 (respectively charF = 0). A partition
λ = (nmn, . . . ,1m1) ∈ Λ+(n) is called e-regular if mi < e for all i . λ is called e-restricted
if λ′, the dual of λ, is e-regular.
Definition 5.7. An m-partition λ = (λ(1), λ(2), . . . , λ(m)) is called e-admissible with respect
to u1, u2, . . . , um if
(a) each partition λ(i),1 i m, is e-restricted,
(b) λ(j) = ∅ whenever uj = ui and 1 j < i  n.
The following theorem has been proven by Mathas [22].
Theorem 5.8 [22, 3.7]. Let Hm,n be the group algebra of Wm,n over a splitting field F of
xm − 1. Write xm − 1 = (x − u1)(x − u2) · · · (x − um), ui ∈ F,1 i m. Then φλ = 0 if
and only if λ is e-admissible.
Theorem 5.9. Let Bm,n(δi) be the cyclotomic Brauer algebra over F , a splitting field of
xm − 1, which contains δi,0 i m− 1. Write xm − 1 = (x − u1)(x − u2) · · · (x − um),
ui ∈ F,1 i m.
(a) Suppose δi = 0 for some 0 i m − 1 or δi = 0 for all 0 i m − 1 and n is odd.
Then the isomorphism classes of simple Bm,n(δi)-modules are indexed by the set{
(k,λ)
∣∣ 0 k  n/2, λ ∈ Λ+m(n− 2k) is e-admissible}.
(b) If δi = 0 for all 0  i m − 1 and n is even, then the isomorphism classes of simple
Bm,n(δi)-modules are indexed by the set{
(k,λ)
∣∣ 0 k < n/2, λ ∈ Λ+m(n− 2k) is e-admissible}.
(c) If n is odd, then Bm,n(δi) is quasi-hereditary in the sense of [5] if and only if e > n
and ui = uj for all 1 i < j m.
(d) If n is even and δi = 0 for some 0  i  m − 1, then Bm,n(δi) is quasi-hereditary if
and only if e > n and ui = uj , 1 i < j m.
(e) If n is even and δi = 0 for all 0 i m− 1, then Bm,n(δi) is not quasi-hereditary.
Proof. (a) and (b) follows immediately from Lemma 5.6 and Theorem 5.8. Due to [12,
3.10] and [20, 3.1], Bm,n(δi) is quasi-hereditary if and only if fk,λ = 0 for all (k,λ) ∈ Λ.
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Bm,n(δi) is not quasi-hereditary. Under the assumptions given in (c) or (d), due to
Lemma 5.6(a)–(b), fk,λ = 0 if and only if φλ = 0, which is equivalent to λ being e-
admissible (see Theorem 5.8). However, all m-partitions of n − 2k, 0  k  n/2, are e-
admissible with respect to u1, u2, . . . , um if and only if e > n and ui = uj ,1 i < j m.
Thus, (c) and (d) follow. 
Remark 5.10. The case m = 1 was dealt with in [10,12,13,19,27], etc. See also [28] for its
q-analogue.
Finally, we give another cellular basis of Bm,n(δi), which will be used later on. Define
yλst = d(s)−1yλd(t) for all s, t ∈ T s(λ). Then {yλst | λ ∈ Λ+m(r), s, t ∈ T s(λ)} is another
cellular basis of Hm,n [9]. The cell module of Hm,n with respect to λ is denoted by ∆(λ).
It is proved in [9, 2.9] that
∆(λ) ∼= Sλ′ , (5.3)
where Sλ′ is given in Proposition 3.2(b). The proof of the following result is similar to that
of Theorem 5.4.
Theorem 5.11. Let R be a commutative ring containing 1, u1, u2, . . . , um and parameters
δi , 0  i m − 1, such that xm − 1 = (x − u1)(x − u2) · · · (x − um), ui ∈ R,1  i m.
For any s, t ∈ T s(λ),λ ∈ Λ+m(n), define
C˜
(k,λ)
(D1,s),(D2,t) = D1 ⊗ yλst ⊗D2,
and I (k,λ) = {(D, s) ∈ P(n, k)×T s(λ)} and B˜(k,λ) = {D1 ⊗yλst ⊗D2 | D1,D2 ∈ P(n, k),
s, t ∈ T s(λ)}. Then B˜ =⋃(k,λ)∈Λ B˜(k,λ) is a cellular basis of Bm,n(δi). When R is a field,
a cell module of Bm,n(δi) with respect to this cellular basis is denoted by S(k,λ), (k,λ) ∈ Λ.
6. Branching rules of cell modules
The branching rule of S(k,λ) over C is presented in this section. It should be noted
that the proofs of Theorems 6.1–6.2 depend only on the ordinary branching rule of Hm,n.
Therefore, they are still true if we replace C by the field F in Remark 3.3. Finally, all
Bm,n(δi)-modules considered in this section are left modules.
Due to Theorem 5.11 and [12, 2.1],
S(k,λ) ∼= V (n, k)⊗∆(λ)⊗D0, D0 ∈ P(n, k).
According to (5.3),
S(k,λ) ∼= V (n, k)⊗ Sλ′ ⊗D0.
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parenthesis diagram with respect to D0:
D0 = .     ︸ ︷︷ ︸
n−2k
        ︸ ︷︷ ︸
k
For any D ∈ P(n, k), let
f (D) = D ⊗ id⊗D0. (6.1)
Suppose λ = (λ(1), . . . , λ(m)) ∈ Λ+m(n). The node (j, λ(i)j ) of Y (λ) is called a removable
node if Y (λ)\(j, λ(i)j ) corresponds to another m-partition µ ∈ Λ+m(n− 1). In this case, we
write either µ → λ or λ ← µ. The following result can be proved by arguments similar to
those in [7, §4].
Theorem 6.1. Assume that n = l + 2k, l  n, and λ ∈ Λ+m(l). There is a short exact
sequence
0 −→
⊕
µ,µ→λ
S(k,µ) −→ S(k,λ)↓ −→
⊕
µ,λ→µ
S(k−1,µ) −→ 0, (6.2)
where M↓ is the restriction of a Bm,n(δi)-module to a Bm,n−1(δi)-module.
Proof. Let Ikm,n (respectively I>km,n) be the vector space generated by all (n, l)-labelled
Brauer diagrams with l  k (respectively l > k). Let Ikm,n(δi) = Ikm,n/I>km,n. Then Ikm,n(δi)
is a Bm,n(δi)-module. Let Ik
′
m,n(δi) ⊂ Ikm,n(δi) be the free R-module generated by {D ⊗
w ⊗D0 | D ∈ P(n, k), w ∈ Wm,n−2k}. Then,
S(k,λ) ∼= Ik′m,n(δi)⊗Wm,l ∆(λ). (6.3)
As stated before, {yλst0 | s ∈ T s(λ)} with any fixed t0 ∈ T s(λ) is a basis of ∆(λ) (see [6]).
So, {f (D) ⊗Wm,l yλst0 | D ∈ P(n, k), s ∈ T s(λ)} is a basis of Ik
′
m,n ⊗Wm,l ∆(λ).
Divide P(n, k) into two subsets A and B such that the nth vertex in D ∈ A (respectively
D ∈ B) is free (respectively fixed).
Let W ⊂ V = S(k,λ) be the subspace generated by {f (D) ⊗Wm,l yλst0 | D ∈ A, s ∈
T s(λ)}. Then
dimW = #A · dim∆(λ) = dim Ik′m,n−1(δi )dim∆(λ). (6.4)
W is a Bm,n−1(δi)-module since the nth vertex of D is fixed by Bm,n−1(δi).
For any D ∈ A, let D¯ ∈ P(n− 1, k) be obtained from D by removing the vertex n. The
C-linear map α is defined by setting
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f (D) ⊗ yλst0 → f (D¯)⊗ yλst0 .
It is surjective. Due to (6.4), it must be a linear isomorphism. Since the nth vertex of D is
fixed by Bm,n−1(δi), α is a Bm,n−1(δi)-homomorphism. By the ordinary branching rule for
Hm,l (see, e.g., [3] or [9]),
∆(λ)↓ ∼=
⊕
µ,µ→λ
∆(µ). (6.5)
So,
W ∼=
⊕
µ,µ→λ
Ik
′
m,n−1(δi)⊗Wm,l ∆(µ) ∼=
⊕
µ,µ→λ
S(k,µ).
Suppose D ∈ B . Let D ∈ P(n − 1, k − 1) be obtained from D by removing the vertex n
and the horizontal arc, say {i, n}. The surjective map from φ :B → P(n−1, k−1) sending
D to D is not injective. More explicitly, there are (l + 1)m elements in φ−1(D).
Suppose there are j − 1 free vertices in D, which are left to the vertex i . If there are a
dots on {i, n} ∈ D, then we define
σD = σaj = sj sj+1 · · · sl tal+1, 0 a m− 1, 1 j  l + 1.
In particular, σal+1 = tal+1.
For example,
      
      






• • •
>
     
     






•



•• (6.6)
It can be verified easily that {σaj | 0  a  m − 1, 1  j  l + 1} is a set of left coset
representatives in Wm,l+1/Wm,l . So,
∆(λ)
Wm,l+1
Wm,l
=
∑
1jl+1
0am−1
σaj ·∆(λ).
Define C-linear map β by setting
β :S(k,λ)/W −→ Ik−1′m,n−1(δi)⊗Wm,l+1 ∆(λ)↑,
f (D) ⊗ yλst −→ f (D)⊗ σayλst . (6.7)0 j 0
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dimS(k,λ)/W = dim Ik−1′m,n−1(δi)⊗Wm,l+1 ∆(λ)↑.
Obviously, β is a surjective map (see (6.6)). So, β is a linear isomorphism. We claim β is
a Bm,n−1(δi)-module isomorphism.
According to (6.6), β preserves the action of w ∈ Wm,n−1. Since Bm,n−1(δi) is
generated by Wm,n−1 and Xi,j (1 i < j  n−1), we need to check whether β commutes
with Xi,j .
Let {j ′, n} ∈ D be a horizontal arc. If j ′ /∈ {i, j }, β commutes with Xi,j . Suppose j ′ = i .
There are two cases.
If j ∈ D is free, then the vertex n in Xi,j (f (D)⊗yλst0) is free. So, Xi,j (f (D) ⊗ yλst0) ∈ W
and Xi,j (f (D)⊗ yλst0) = 0 in V/W . On the other hand, the vertices i, j in D are free. This
implies that Xi,j f (D) = 0 in Ik−1′m,n−1(δi). So,
Xi,j β
(
f (D) ⊗ yλst0
)= β(Xi,j (f (D) ⊗ yλst0))= 0.
If {j,h} ∈ D is a horizontal arc, then there is a w ∈ Wm,n−1 such that Xij f (D) =
wf (D) (see (3) in the proof of Proposition 8.2). Therefore,
β
(
Xi,j
(
f (D) ⊗ yλst0
))= β(w(f (D) ⊗ yλst0))= wβ(f (D) ⊗ yλst0)
= Xi,j β
(
f (D) ⊗ yλst0
)
.
This completes the proof of the claim. Due to (6.5) and Frobenius reciprocity,
S(k,λ)/W ∼= Ik−1′m,n−1(δi)⊗Wm,l+1 ∆(λ)↑ ∼=
⊕
ν,λ→ν
S(k−1,ν) 
When Bm,n(δi) is semi-simple, the short exact sequence (6.2) is split. So,
S(k,λ)↓ ∼=
⊕
µ,µ→λ
S(k,µ) ⊕
⊕
µ,λ→µ
S(k−1,µ),
which has been proved by Häring-Oldenburg via Jones basic construction in [17].
Since Hm,n ⊂ Bm,n(δi), every cell module S(k,λ) can be viewed as Hm,n-module. If
k = 0, then there is a Hm,n-module isomorphism
S(0,λ) ∼= ∆(λ) ∼= Sλ′ .
A cell module S(k,λ) can be decomposed into a direct sum of ∆(µ),µ ∈ Λ+m(n). For
any Hm,n-modules M and N , let
〈M,N〉Hm,n = dimC HomHm,n(M,N).
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given as in Theorem 4.6. Then S(k,µ) ∼=⊕λ∈Λ+m(n) mµ′,λSλ ∼=⊕λ∈Λ+m(n) mµ′,λ∆(λ′).
Proof. Suppose l = n − 2k. The vector space Ik′m,n(δi) introduced in the proof of Theo-
rem 6.1 is a cyclic Wm,n × Wm,l -module in which Wm,n acts on the left and Wm,l acts on
the right. Let D1 = top(X1X2 · · ·X2k−1) ∈ P(n, k). Then
Ik
′
m,n(δi)
∼= IndWm,n×Wm,lG 1, (6.8)
where G = stabWm,n×Wm,l (f (D1)). A direct computation shows that
G = {(π,σ te11 · · · tell , te11 · · · tell σ ) ∣∣ π ∈ Zm Bk, σ ∈Sl , 0 ej m− 1,
1 j  n− 2k}. (6.9)
Due to Theorem 4.6,
Ik
′
m,n(δi) = IndWm,n×Wm,lG 1 ∼=
⊕
λ∈Λ+m(n)
µ∈Λ+m(n−2k)
mµ,λS
λ ⊗ Sµ.
So, 〈
Sλ, S(k,µ)
〉
Hm,n
= 〈Sλ ⊗C Sµ′ , S(k,µ) ⊗C Sµ′ 〉Hm,n×Hm,l
= 〈Sλ ⊗C Sµ′ , I k′m,n(δi)⊗Hm,n−2k (Sµ′ ⊗C Sµ′)〉Hm,n×Hm,l
= 〈Sλ ⊗C Sµ′ , I k′m,n(δi)⊗Hm,n−2k Hm,n−2k 〉Hm,n×Hm,l
= 〈Sλ ⊗C Sµ′ , I k′m,n(δi)〉Hm,n×Hm,l
= mµ′,λ. 
7. Induction and restriction
In this section, we discuss Bm,n(δi) over C. For simplicity, we always assume δi = 0 for
some i , 0 i m−1. We will not need the results on the cases δi = 0 for all 0 i m−1
when we prove the main theorem.
Following [7,21], we study two functors F and G. The main purpose of this section is
to set up a relation between 〈S(0,λ), S(k,µ)〉 and 〈S(0,λ), S(1,µ)〉 for any k ∈ N. It should be
noted that most of the results in this section can be proved by arguments similar to those
in [7]. We only point out the difference if necessary. Let
X
s,t
i,j = tsi Xi,j t ti , (7.1)
where Xi,j is defined in (5.2). The following is the definitions of two functors F and G.
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e2 = e. A direct computation shows that
eBm,n(δi)e ∼= Bm,n−2(δi).
Therefore, there are two functors F and G defined by setting
F :Bm,n(δi)-mod → Bm,n−2(δi)-mod, with F(M) = eM,
G :Bm,n−2(δi)-mod → Bm,n(δi)-mod, with G(M) = Bm,n(δi)e ⊗Bm,n−2(δi) M .
By a general result in [11, §6.2], FG = 1.
Proposition 7.2. Suppose δi = 0 for some 0 i m− 1.
(a) G(φ) = 0 for any non-zero Bm,n−2(δi)-homomorphism φ.
(b) G(S(k−1,λ)) = S(k,λ), G(S(k−1,λ)↓) = S(k,λ)↓, where λ ∈ Λ+m(n− 2k), k  1.
(c) F(S(k,λ)) = S(k−1,λ), F(S(k,λ)↓) = S(k−1,λ)↓, where λ ∈ Λ+m(n− 2k), k  1.
Proof. (a) follows from a general result in [11, §6.2]. Since FG = 1, (c) follows from
(b) by applying the functor F . We prove (b) as follows. We claim that there is a
(Bm,n(δi),Wm,n−2k)-bimodule isomorphism
Ik
′
m,n(δi)
∼= Bm,n(δi)e ⊗Bm,n−2(δi) I k−1
′
m,n−2(δi). (7.2)
In fact, for any D1e ⊗ D2 ∈ Bm,n(δi)e ⊗Bm,n−2(δi) I k
′
m,n−2(δi) with D1 ∈ Bm,n(δi),D2 ∈
Ik−1
′
m,n−2(δi ), let εi = Xi,0l+1,l+2Xi,0l+3,l+4 · · ·Xi,0n−3,n−2, l = n − 2k. Then εi ∈ Ik−1
′
m,n−2(δi ) and
there is a w ∈ Wm,n−2, such that D2 = wεi . So,
D1e ⊗D2 = δ1−ki D1we ⊗
(
X
i,0
l+1,l+2X
i,0
l+3,l+4 · · ·Xi,0n−3,n−2
)
εi
= δ−ki D1w
(
X
i,0
l+1,l+2 · · ·Xi,0n−3,n−2Xi,0n−1,n
)
e ⊗ εi.
Assume D3 = D1wXi,0l+1,l+2 · · ·Xi,0n−3,n−2Xi,0n−1,n. Then D3 ∈ Ik
′
m,n(δi). By a direct compu-
tation, one can verify that the map φ :Bm,n(δi)e ⊗Bm,n−2(δi) I k−1
′
m,n−2(δi) → Ik
′
m,n(δi) defined
by setting φ(D3e ⊗ εi) = D3 is the desired isomorphism.
So,
G
(
S(k−1,λ)
)= Bm,n(δi)e ⊗Bm,n−2(δi) (Ik−1′m,n−2(δi)⊗Wm,n−2k ∆(λ))
= (Bm,n(δi)e ⊗Bm,n−2(δi) I k−1′m,n−2(δi))⊗Wm,n−2k ∆(λ)
= Ik′m,n(δi)⊗Wm,n−2k ∆(λ) = S(k,λ).
The second isomorphism can be proved similarly. 
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〈M,N〉Bm,n(δi) = dimC HomBm,n(δi)(M,N).
For simplicity, we replace 〈M,N〉Bm,n(δi) by 〈M,N〉n if there is no confusion.
Theorem 7.4. Suppose δi = 0 for some 0  i  m − 1. For any µ ∈ Λ+m(n), µ1 ∈
Λ+m(n− 2k), k0 ∈ N, 〈S(k0,µ), S(k+k0,µ1)〉n+2k0 = 0 if and only if 〈S(0,µ), S(k,µ1)〉n = 0.
Proof. This result can be proved similarly as [7, 5.4]. The only difference is to replace
(1/Q)Xn+n0−1,n+n0 in the proof of [7, 5.4] by δ−1i Xi,0n+2k0−1,n+2k0 . Interested readers can
turn to [7] for details. 
By the similar argument as in the proof of [7, 6.1], the following result can be proved.
Proposition 7.5. Let M be any Bm,n(δi)-module. Then M↑ ∼= G(M)↓ as Bm,n+1(δi)-
modules. In particular, for |λ| n, S(k,λ)↑ ∼= S(k+1,λ)↓.
Corollary 7.6. Let λ ∈ Λ+m(n). Then for all λ → ν , 〈S(0,λ)↑, S(0,ν)〉n+1 = 0.
Proof. By Theorem 6.1, there is a submodule W ⊂ S(1,λ)↓ such that
S(1,λ)↓/W ∼=
⊕
λ→ν
S(0,ν).
So, 〈S(1,λ)↓/W,S(0,ν)〉n+1 = 0 and 〈S(1,λ)↓, S(0,ν)〉n+1 = 0 for all λ → ν . Via Proposi-
tion 7.5, the result follows. 
The following result sets up a relation between k = 1 and arbitrary k. Though the proof
is similar to that in [7, 7.1], it is presented as it is a key step in the proof of Theorem 1.1.
Proposition 7.7. Suppose λ ∈ Λ+m(n), µ ∈ Λ+m(n − 2k), and 〈S(0,λ), S(k,µ)〉n = 0. Then
for every λ0 → λ, 〈S(0,λ0), S(k,µ)↓〉n−1 = 0. Furthermore, we have either 〈S(0,λ0),
S(k−1,µ0)〉n−1 = 0 for some µ0 ← µ or 〈S(0,λ0), S(k,µ1)〉n−1 = 0 for µ1 → µ.
Proof. Due to Corollary 7.6, 〈S(0,λ0)↑, S(0,λ)〉n = 0 for any λ0 → λ. Since S(0,λ) ∼=
∆(λ) as Hm,n-modules, S(0,λ) must be an irreducible Bm,n(δi)-module. By assumption,
〈S(0,λ), S(k,µ)〉n = 0. Hence 〈S(0,λ0)↑, S(k,µ)〉n = 0. According to Frobenius reciprocity,
〈S(0,λ0), S(k,µ)↓〉n−1 = 0.
Let V = S(k,µ)↓. By Theorem 6.1, there is a submodule W ⊂ V such that
W ∼=
⊕
1 1
S(k,µ
1).µ ,µ →µ
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S(k,µ
1) ⊃ S. So, 〈S(0,λ0), S(k,µ1)〉n−1 = 0. If S ⊂ W , then (S⊕W)/W ∼= S is an irreducible
submodule of V/W . Due to Theorem 6.1,
V/W ∼=
⊕
µ0,µ→µ0
S(k−1,µ0).
Therefore, (S ⊕ W)/W ⊂ S(k−1,µ0) for some µ0 ← µ. Hence we have 〈S(0,λ0),
S(k−1,µ0)〉n−1 = 0. 
8. Proof of Theorem 1.1
In this section, we deal with Bm,n(δi) over C. First, we introduce T ∈ Bm,n(δi) which
is similar to that defined in [7, p. 655].
Definition 8.1. For any 1  i < j  n, let T = ∑1i<jn∑m−1s=0 Xsi,j , where Xsi,j =
X
s,m−s
i,j .
The following result generalizes [7, 3.2].
Proposition 8.2. Let Bm,n(δi) be a cyclotomic Brauer algebra over C. Let il , 1  l  k,
be the left end point of the lth horizontal arc of D, D ∈ P(n, k). Write y = f (D) =
D ⊗ id⊗D0 . Then, in Ik′m,n(δi),
Ty =
[
k∑
l=1
m−1∑
s=0
(
tm−sil δs − tm−2sil
)+ ∑
1i<jn
0sm−1
tsi t
m−s
j (i, j)
−
∑
1a<bn−2k
0sm−1
tsa t
m−s
b (a, b)
]
· y,
where
∑
1a<bn−2k
0sm−1
tsa t
m−s
b (a, b) act on the right of y and the other terms act on the left
of y .
Proof. This result can be proved similarly as [7, 3.2]. The only difference is that dots on
some arcs must be considered. There are four cases about the element Xsi,j . We only list
the results which can be verified easily.
(1) If {i, j } is a horizontal arc in which there are t dots, then Xsi,j y = δt−s ts−ti y .
(2) If i and j are free vertices in D, then Xsi,j y = 0 in Ik
′
m,n(δi).
(3) If the vertex i is free in D and {j, l} is an arc for some l ∈ D, on which there are t
dots, then Xs y = ts−t t t−s(i, l)y . For example,i,j i l
214 H. Rui, W. Yu / Journal of Algebra 277 (2004) 187–221Xsi,j ·
      i l j
       •(t) =
      i j
                  
•(s)•(m−s)      i l j
       •(t)
=
      i l j
      
•(s)
•(t−s)
=
      i l



                  • •(s−t) (t−s)      i l j
       •(t)
= ts−ti t t−sl (i, l).y
(4) Suppose i and j are fixed vertices such that {i, j } is not an arc. Then there are
l, h ∈ D such that {i, l} (respectively {j,h}) is a horizontal arc in which there are p
(respectively q) dots. Due to i < j , there are three cases.
(a) If i < l < h < j , then Xsi,j y = ts−qi tq−sh (i, h)y .
(b) If l < i < j < h, then Xsi,j y = ts+qi t−s−qh (i, h)y .
(c) If i < h < l < j , then Xsi,j y = ts−qi tq−sh (i, h)y = ts−pl tp−sj (l, j)y = Xsh,ly .
Consider the action of T on f (D). Divide {(i, j) | 1  i < j  n} into four subsets as
above.
In the first case,
∑
(i,j)∈(1)
m−1∑
s=0
Xsi,j y =
∑
1lk
m−1∑
s=0
δst
m−s
il
y,
where il is the left end point of the lth horizontal arc in D. In the second case,
∑
(i,j)∈(2)
m−1∑
s=0
Xsi,j y = 0.
In the remaining cases, we obtain the following inequality:
∑
(i,j)∈(3)∪(4)
m−1∑
s=0
Xsi,j y =
∑
1i<jn
0sm−1
tsi t
m−s
j (i, j)y.
The reason is that the sum in the right-hand side of the inequality involves some elements
which do not arise from (i, j) ∈ (3)∪ (4). There are two cases.
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m−1∑
s=0
tsi t
m−s
j (i, j)y =
m−1∑
s=0
t
2(s−t )
i y =
m−1∑
s=0
t2si y =

m−1∑
s=0
tsi y, if m is odd,
2
m/2−1∑
s=0
t2si y, otherwise.
(8.1)
(b1) If i and j are free, then there are two vertices a, b in D0 such that {i, a} and {j, b} are
two vertical arcs in y . In this case,
m−1∑
s=0
tsi t
m−s
j (i, j)y = y
m−1∑
s=0
tsa t
m−s
b (a, b). (8.2)
Subtracting all (i, j) in (a1) and (b1), we have
∑
(3)∪(4)
m−1∑
s=0
Xsi,j y =
∑
1i<jn
0sm−1
tsi t
m−s
j (i, j)y −
k∑
l=1
m−1∑
s=0
t2sil y
− y
∑
1a<bn−2k
m−1∑
s=0
tsa t
m−s
b (a, b).
This completes the proof of the result. 
The following lemma can be proved easily.
Lemma 8.3. Let Hm,n be the group algebra of Wm,n over C.
(a) ∑ 1i<jn
0sm−1
tsi t
m−s
j (i, j) is in the center of Hm,n.
(b) ∑ 1a<bn−2k
0sm−1
tsa t
m−s
b (a, b) is in the center of Hm,n−2k .
Proposition 8.4. For any λ = (λ(1), . . . , λ(m)) ∈ Λ+m(n), let ωλ(s) (1,2) =
∑
p∈[λ(s)] c(p)
with c(p) = j − i if the box p ∈ Y (λ(s)) is in j th column and ith row. Then the central
element w =∑ 1i<jn
0sm−1
tsi t
m−s
j (i, j) acts on the Specht module Sλ as the scalar Cλ,
Cλ = m ·
m∑
s=1
ωλ(s) (1,2).
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obtained since there is an anti-involution on Hm,n sending si to si , 0  i  n − 1. Recall
that Sλ is a C-free module with a basis (see [9, 2.9]),
{zλd | d ∈Sn, tλd is standard},
where zλ = Zλ¯v[λ] = Zλ¯πawaπ˜a′ with a = [λ] = [a1, a2, . . . , am]. Since w is in the center
of Hm,n, we only need to consider the action of w on zλ (i.e., d = 1). Let a′ = [λ′] where λ′
is the dual partition of λ. Then there is a unique k, 0 k m− 1, such that a′k < i  a′k+1.
Here a′i = n− am−i . Write ti = si−1 · · · sa′k+1ta′k+1sa′k+1 · · · si−1. By (3.6),
π˜a′ · (ti − um−k) = si−1 · · · sa′k+1π˜b′sa′k+1 · · · si−1 (8.3)
with b = [a1, . . . , ak − 1, . . . , am] ∈ Λ[m,n]. Obviously, a  b. Due to 3.1(a), we have
zλ · (ti − um−k) = 0 and zλti = um−kzλ.
Consider the action of
∑m−1
s=0 tsi t
m−s
j for a fixed pair (i, j). There are two cases:
(a) If a′k < i < j  a′k+1 for some k,0  k  m − 1, then (i, j) ∈ S{a′k+1,...,a′k+1} ⊂ Sa′
and
zλ ·
(
m−1∑
s=0
tsi t
m−s
j
)
=
m−1∑
s=0
usm−ku
−s
m−k · zλ = m · zλ.
(b) Suppose that there are two integers 0 k1 < k2 m − 1 such that a′k1 < i  a′k1+1 <
a′k2 + 1 j  a′k2+1. Since ui = ξ i,1 i m,
zλ ·
(
m−1∑
s=0
tsi t
m−s
j
)
=
m−1∑
s=0
(
ξk2−k1
)s · zλ = 0.
Thus,
zλ ·w = m ·Zλ¯
∑
(i,j)∈Sa
(i, j)v[λ]
= m
m∑
s=1
[
xλ(1)w(1)yλ(1)′ · · ·xλ(s−1)w(s−1)yλ(s−1)′
×
(
xλ(s)w(s)yλ(s)′
∑
(i,j)∈S{as−1+1,...,as }
(i, j)
)
· · ·xλ(m)w(m)yλ(m)′v[λ]
]
= m ·
m∑
s=1
ωλ(s) (1,2)zλ by [18, 7.3.5]. 
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1 k m.
Definition 8.5. For any m-partitions λ,µ with µ ⊆ λ, let
Cλ/µ = Cλ −Cµ = m ·
m∑
s=1
ωλ(s)/µ(s) (1,2).
For any i , 0 i m− 1, let gi(δ0, . . . , δm−1) = δm−1um−1i + · · ·+ δ1ui + δ0 with ui = ξ i .
Theorem 8.6. If 〈S(0,λ′), S(1,µ′)〉n = 0 for λ ∈ Λ+m(n), µ ∈ Λ+m(n − 2), then either
g0(δ0, . . . , δm−1) + Cλ/µ − m = 0 or there is an i , 1  i  m − 1, such that gi(δ0, . . . ,
δm−1)+Cλ/µ = 0.
Proof. Since 〈S(0,λ′), S(1,µ′)〉n = 0, there is a non-zero φ ∈ HomBm,n(δi)(S(0,λ
′), S(1,µ
′)).
Take a v ∈ S(0,λ′) with φ(v) = 0. Since T = ∑1i<jn∑m−1s=0 Xsi,j ∈ Mn,1 (see
Lemma 5.2 for Mn,1), T φ(v) = 0. Let vj be the basis elements of Sµ. Write
φ(v) =
∑
aDt ,j f
(
Dt
)⊗ vj ,
where Dt ∈ P(n,1) is a labelled parenthesis diagram with one horizontal arc in which
there are t dots. Due to Proposition 8.2,
T φ(v) =
∑
aDt ,j
(
T · f (Dt ))⊗ vj
=
∑
aDt ,j
[
m−1∑
s=0
(
tm−sl δs − tm−2sl
)]
f
(
Dt
)⊗ vj (l the left end point
of the arc in Dt
)
+
∑
aDt ,j
[( ∑
1i′<j ′n
1sm−1
tsi′ t
m−s
j ′ (i
′, j ′)
)
f
(
Dt
)⊗ vj − f (Dt )
×
( ∑
1a<bn−2
1sm−1
tsa t
m−s
b (a, b)
)
⊗ vj
]
.
By Theorem 6.2, there is an Hm,n-module isomorphism
S(1,µ
′) ∼=
⊕
ν∈Λ+m(n)
mµ,νS
ν .
So, mµ,λ = 0 and λ ⊇ µ. Since S(0,λ′) is irreducible, the image of v must be in the Sλ-
component of S(1,µ′). Then
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aDt ,j
[( ∑
1i′<j ′n
1sm−1
tsi′ t
m−s
j ′ (i
′, j ′)
)
f
(
Dt
)⊗ vj]
=
( ∑
1i′<j ′n
1sm−1
tsi′ t
m−s
j ′ (i
′, j ′)
)
·
[∑
aDt ,j f
(
Dt
)⊗ vj]
=
( ∑
1i′<j ′n
1sm−1
tsi′ t
m−s
j ′ (i
′, j ′)
)
· φ(v)
= Cλφ(v), by Proposition 8.4
= Cλ ·
[∑
aDt ,j f
(
Dt
)⊗ vj].
Using Proposition 8.4 again, we have( ∑
1a<bn−2
1sm−1
tsa t
m−s
b (a, b)
)
· vj = Cµvj
for any vj ∈ Sµ. Thus
T φ(v) =
∑
aDt ,j
[
m−1∑
s=0
(
tm−sl δs − tm−2sl
)]
f
(
Dt
)⊗ vj
+
∑
aDt ,jCλ/µf
(
Dt
)⊗ vj . (8.4)
Consider the coefficient of f (Dt ) ⊗ vj in (8.4). Suppose C = ∑m−1s=0 (tm−sl δs − tm−2sl ).
Then
C =

m−1∑
s=0
(δs − 1)tm−sl , if m is odd,
m/2∑
s=1
[
δ2s−1tm−2s+1l + (δ2s−2 − 2)tm−2s+2l
]
, otherwise.
If m is odd, then the coefficient of f (Dt )⊗ vj is
m−1∑
h=0
aDh,j · (δh−t − 1)+Cλ/µ · aDt ,j , for all t ,
where Dh ∈ P(n,1) can be obtained from Dt by replacing t dots in the horizontal arc
by h dots. Since T φ(v) = 0, the coefficient of f (Dt ) ⊗ vj must be zero for all Dt
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diag(Dm,Dm, . . . ,Dm), where
Dm =

δ0 +Cλ/µ − 1 δ1 − 1 δ2 − 1 · · · δm−1 − 1
δm−1 − 1 δ0 +Cλ/µ − 1 δ1 − 1 · · · δm−2 − 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
δ1 − 1 δ2 − 1 δ3 − 1 · · · δ0 +Cλ/µ − 1
 .
It is a circulative matrix. Let
h(x) = (δm−1 − 1)xm−1 + · · · + (δ1 − 1)x + δ0 +Cλ/µ − 1.
Then |Dm| = h(u0)h(u1) · · ·h(um−1), ui = ξ i . The following equalities can be verified
easily:
h(ui) =
{
gi(δ0, . . . , δm−1)+Cλ/µ, 1 i m− 1,
g0(δ0, . . . , δm−1) +Cλ/µ −m, i = 0. (8.5)
Since φ(v) = 0, aDt ,j = 0 for some Dt and j . Thus |Dm| = 0 and h(ui) = 0 for some
0 i m− 1.
If m is even, then the coefficient matrix is diag(Dm,Dm, . . . ,Dm) with
Dm =

δ0 +Cλ/µ − 2 δ1 δ2 − 2 · · · δm−1
δm−1 δ0 +Cλ/µ − 2 δ1 · · · δm−2 − 2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
δ1 δ2 − 2 δ3 · · · δ0 +Cλ/µ − 2
 .
In this case, |Dm| = f (u0)f (u1) · · ·f (um−1), ui = ξ i , where
f (x) = δm−1xm−1 + (δm−2 − 2)xm−2 + · · · + (δ2 − 2)x2 + δ1x + δ0 +Cλ/µ − 2.
Furthermore, f (ui) = h(ui), 0  i  m − 1. Since φ(v) = 0, |Dm| = 0 and hence
f (ui) = 0 for some 0 i m− 1. 
The following is Theorem 1.1, the main result of this paper. The case m = 1 is due to
Wenzl in [27]. See also [7].
Theorem 8.7. Let Bm,n(δi) be a cyclotomic Brauer algebra over C. If gi(δ0, . . . , δm−1) /∈ Z
for all 0 i m− 1, then Bm,n(δi) is semi-simple.
Proof. Due to Theorem 5.11, Bm,n(δi) is a cellular algebra. It is proved in [12, 3.8] that
a cellular algebra over a field is semi-simple if and only if all cell modules are non-
isomorphic irreducible.
Suppose Bm,n(δi) is not semi-simple. There is at least one non-simple cell module, say
S(k2,µ). The length of its composition series is strictly greater than 1. Therefore, a simple
submodule can be found, say D(k1,λ) ⊂ S(k2,µ). By [12, 3.4], D(k1,λ) is the simple head
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contradicting to [12, 3.6]. So, (k1,λ) = (k2,µ) and 〈S(k1,λ), S(k2,µ)〉|λ|+k1 = 0. By [12,
2.6(i)], (k1,λ) < (k2,µ). Due to (5.3), either k1 < k2 or k1 = k2 and λµ.
If k1 < k2, then |µ| < |λ|. Since ∑m−1i=0 δi /∈ Z, there is at least i , 0  i  m − 1,
such that δi = 0. Due to Theorem 7.4, we can assume λ ∈ Λ+m(n). In other words,
〈S(0,λ), S(k,µ)〉|λ| = 0 for some positive integers k. Applying Proposition 7.7 repeatedly,
one can assume k = 1. This contradicts the assumption by Theorem 8.6.
Suppose k1 = k2. By Theorem 7.4, one can assume〈
S(0,λ), S(0,µ)
〉
|λ| = 0.
This is a contradiction since both S(0,λ) and S(0,µ) are irreducible and S(0,λ)  S(0,µ). 
Remark 8.8.
(a) From the proof of Theorems 8.6–8.7, one may see that Bm,n(δi) over C is not
semi-simple for finitely many integer values of gi(δ0, δ1, . . . , δm−1). If m = 1, then
g0(δ0) = δ0. In this case, Theorem 8.7 is Wenzl’s theorem.
(b) Due to Theorem 5.11, Bm,n(δi) over F , a splitting field of xm −1, is a cellular algebra.
If Bm,n(δi) is semi-simple, then all cell modules S(0,λ), λ ∈ Λ+m(r), are irreducible [12,
3.8], which is equivalent to Hm,n being semi-simple over F . Therefore, charF  r! and
ui = uj , 1  i < j m, i.e., F contains a primitive mth root of unity, say ξ . This is
a necessary condition for Bm,n(δi) to be semi-simple. Let F be such a field. It should
be noted that the results in Sections 3–7 hold true. Also, [18, 7.3.5] holds for arbitrary
field. Therefore, one can state Theorem 1.1 via (8.5). However, it is difficult to describe
explicitly the values given in (8.5). Therefore, it is difficult for us to get some helpful
information via Theorems 8.6–8.7 if F is a finite field.
Motivated by [24,25], we propose the following problem.
Problem. Assume m > 1. Are the following conditions equivalent?
(a) Bm,n(δi) over a field is semi-simple.
(b) All cell modules S(k,λ), k = 0,1, are simple.
If there is a positive answer, it is possible to give a necessary and sufficient condition for
Bm,n(δi) to be semi-simple over a field F . Finally, we point out there is a positive answer
for a cyclotomic Temperley–Lieb algebra of type G(m,1, n) with m > 1. For details, see
[25, 4.6].
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