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PACS 05.45.Xt – Synchronization; coupled oscillators
PACS 05.65.+b – Self-organized systems
PACS 89.75.Kd – Patterns
Abstract – The synchronous dynamics of an array of excitable oscillators, coupled via a generic
graph, is studied. Non-homogeneous perturbations can grow and destroy synchrony, via a self-
consistent instability which is solely instigated by the intrinsic network dynamics. By acting on the
characteristic time-scale of the network modulation, one can make the examined system to behave
as its (partially) averaged analogue. This result is formally obtained by proving an extended ver-
sion of the averaging theorem, which allows for partial averages to be carried out. As a byproduct
of the analysis, oscillation death is reported to follow the onset of the network-driven instability.
Copyright c© EPLA, 2018
Natural and artificial systems are often composed of
individual oscillatory units, coupled together so as to
yield complex collective dynamics [1–5]. Weak coupling of
non-linear oscillators leads to synchronization [4], a con-
dition of utmost coordination which is eventually met
when the parts of a system operate in unison. Syn-
chronization has been addressed theoretically in a wide
range of settings, climbing the hierarchy of complexity
from simple unidirectionally phase forced oscillator, with
a fixed frequency [4] and more recently a time-varying fre-
quency [6,7], to large populations of mutually interact-
ing, individually oscillating, entities [2]. The simultaneous
ﬂashing of fireﬂies and the rhythmic applause in a large
audience are representative examples both ascribable to
the vast and multifaceted realm of synchronization phe-
nomena [5]. Synchronisation of self-sustained oscillators
on complex networks has attracted considerable interest
in the last decade, the emphasis being primarily placed
on the pivotal role exerted by the topology of the graph
that shapes the underlying couplings [8,9]. Other studies
elaborated on the eﬀect produced by imposing an exter-
nal perturbation, such as noise [10], a (fixed-frequency)
(a)E-mail: m.lucas@lancaster.ac.uk
(b)E-mail: duccio.fanelli@gmail.com
(c)E-mail: timoteo.carletti@unamur.be
(d)E-mail: julien.petit@student.unamur.be
pacemaker forcing [11,12], or more recently an external
modulation of frequencies [13–15]. Delays in the network
of couplings have been also enforced and their impact on
the synchronizability property thoroughly assessed [16].
At the other extreme entirely, when the coupling
strength is made to increase, oscillations may go extinct.
Oscillation death is observed in particular when an ini-
tially synchronized state evolves torwards an asymptotic
inhomogeneous steady configuration [17–20], in response
to an externally injected perturbation [21]. Understand-
ing the mechanisms that drive the suppression of the os-
cillations in spatially extended systems, assimilated to
disordered networks, may prove to be relevant for, e.g.,
neuroscience applications. The ability of disrupting syn-
chronous oscillations could be in fact exploited as a dy-
namical regulator [22–24], to oppose pathological neuronal
states that are found to consistently emerge in Alzheimer
and Parkinson diseases. Landscape fragmentation and
then dispersal among connected patches sits at the origin
of oscillation death in ecology, with its noteworthy fallout
in terms of diversity and stability [25]. To date, oscilla-
tion death has been mostly analyzed on static networks.
In many cases of interests [26–28], however, links are in-
termittently active and signals can crawl only when con-
nections are functioning: diseases spread through physical
proximity, pathogens ﬂowing therefore on dynamic contact
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graphs; neural and brain networks can be also represented
as time-varying graphs, resource-driven activation playing
a role of paramount importance.
The inherent ability of a network to adjust in time
acts as a veritable non-autonomous drive. In a recent
letter [29], the process of pattern formation for a mul-
tispecies model anchored on a time-varying network was
analyzed. It was in particular shown that a homogeneous
stable fixed point can turn unstable, upon injection of
a non-homogeneous perturbation, via a symmetry break-
ing instability which is reminiscent of the Turing mech-
anism [30], but solely instigated by the intrinsic network
dynamics. Starting from these premises, the aim of this
work is to extend the theory presented in [29] to the rel-
evant setting where the unperturbed homogeneous solu-
tion typifies as collection of synchronized limit-cycles. In
other words, we will set to analyze how the synchrony of a
large population of non-linear, diﬀusively coupled oscilla-
tors may be disrupted by network plasticity. Surprisingly,
oscillation death can be induced by a piecewise constant
time-varying network, also when synchrony is guaranteed
on each isolated network snapshot. Our analysis provides
a solid theoretical backup to the work of [31], where the
oscillation death phenomenon is numerically observed on
fast time-varying networks.
Consider two diﬀerent species living on a network that
evolves over time and denote by xi and yi their respective
concentrations, as seen on node i. The structural prop-
erties of the (symmetric) network are stored in a time-
varying N × N weighted adjacency matrix Aij(t). For
the ease of calculation, we will hereafter assume N con-
stant. Introduce the Laplacian matrix L whose elements
read Lij(t) = Aij(t) −Ki(t)δij , where Ki(t) =
∑
j Aij(t)
stands for the connectivity of node i, at time t. The cou-
pled dynamics of xi and yi, for i = 1, . . . , N , is assumed
to be ruled by the following, rather general equations:
x˙i = f(xi, yi) +Dx
N∑
j=1
Lij(t/ǫ)xj ,
y˙i = g(xi, yi) +Dy
N∑
j=1
Lij(t/ǫ)yj,
(1)
where Dx and Dy are appropriate coupling parameters.
Here, f and g are non-linear reaction terms, chosen in
such a way that system (1) exhibits a homogeneous sta-
ble solution (xi, yi) ≡ (x¯(t), y¯(t)), ∀i, which is periodic of
period T . To state it diﬀerently, when Dx = Dy = 0,
the above system is equivalent to N identical replica of
a two-dimensional deterministic model, which displays a
stable limit-cycle. The homogeneous time-dependent so-
lution obtained for Dx = 0 = Dy, when setting in phase
the self-sustained oscillations on each node of the col-
lection, corresponds to the synchronized regime that we
shall be probing in the forthcoming investigation. The
parameter ǫ controls the time-scale of the Laplacian dy-
namics. We will specifically inspect the case of a network
that is periodically rearranged in time and denote with
Ts the period of the network modulation, as obtained for
ǫ = 1. By operating in this context, we will show that
synchronization can be eventually lost when forcing ǫ be-
low a critical threshold. When successive swaps between
two static network configurations are considered over one
period Ts (as it is the case, in the example addressed in the
second part of the paper), ǫ sets the frequency of the blink-
ing. The extension to non-periodic settings is straightfor-
ward, as discussed in details in [29].
To proceed with the analysis we compactify the
notation by introducing the 2N -element vector x =
(x1, . . . , xN , y1, . . . , yN )
T . The dynamics of the system
can be hence cast in the form
x˙ = F(x) + L(t/ǫ)x, (2)
where F(x) = (f(x1, y1), . . . , f(xN , yN), g(x1, y1), . . . ,
g(xN , yN ))
T ; the 2N × 2N block diagonal matrix L reads
L(t) =
(
Dx L(t) 0
0 Dy L(t)
)
. (3)
As mentioned above, the non-linear reaction terms, now
stored in matrix F , are chosen so as to have a stable limit-
cycle in the uncoupled setting Dx = Dy = 0. The stability
of the limit-cycle (x¯(t), y¯(t)) can be assessed by means of a
straightforward application of the Floquet theory. To this
end, we focus on the two-dimensional system obtained in
the uncoupled limit and introduce a perturbation of the
time-dependent equilibrium, namely δx = (x− x¯, y− y¯)T .
Linearizing the governing equation yields δx˙ = J (t)δx,
where J (t) = ∂xF(x) is periodic of period T . Let us label
with Φ(t) a fundamental matrix of the system. Then, for
all t, there exists a non-singular, constant matrix B such
that
Φ(t+ T ) = Φ(t)B. (4)
Moreover, detB = exp[
∫ T
0
trJ (t)dt]. The matrix B de-
pends in general on the choice of the fundamental matrix
Φ(t). Its eigenvalues, ρi with i = 1, 2, however, do not.
These are called the Floquet multipliers and yield the Flo-
quet exponents, defined as µi = T
−1 ln ρi. Solutions of the
examined linear system can then be written as
x(t) = a1p1(t)e
µ1t + a2p2(t)e
µ2t, (5)
where the pi(t) functions are T -periodic, and ai are con-
stant coeﬃcients set by the initial conditions. When the
system is linearized about limit-cycles arising from first-
order equations, one of the Floquet exponents is iden-
tically equal to zero, µ1 = 0. The latter is associated
with perturbations along the longitudinal direction of the
limit-cycle: these perturbations are neither amplified nor
damped as the motion progresses. The other exponent,
µ2 takes instead negative real values, if the limit-cycle is
stable, meaning that perturbations in the transverse di-
rection are bound to decay in time.
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We now turn to discussing the original system (2). The
reaction parameters are set so to yield a stable limit-
cycle for Dx = Dy = 0. Furthermore, we assume the
oscillators to be initially synchronized, with no relative
dephasing. We then apply a small, non-homogeneous,
hence node-dependent perturbation and set to explore the
conditions which can yield a symmetry breaking insta-
bility of the synchronized regime, from which the oscil-
lation death phenomenon might eventually emerge. We
are in particular interested in elaborating on the role
played by the non-autonomous network dynamics in seed-
ing the aforementioned instability. Introduce a small inho-
mogeneous perturbation around the synchronous solution
δx = (x1−x¯, . . . , xN−x¯, y1−y¯, . . . , yN−y¯)
T , and linearize
the governing equation (2) so as to yield
δx˙ = [J (t) + L(t/ǫ)]δx. (6)
This is a non-autonomous equation, and it is diﬃcult to
treat it analytically [32], owing in particular to the si-
multaneous presence of diﬀerent periods. To overcome
this limitation, and gain analytical insight into the prob-
lem under scrutiny, we introduce the averaged Laplacian
〈L〉 = 1/Ts
∫ Ts
0 Ldt and define the following system:
y˙ = F(y) + 〈L〉y. (7)
As we will rigorously show in the following, the stabil-
ity of the synchronous solution of system (2) is eventually
amenable to that of system (7). Stated diﬀerently, assume
that an external non-homogeneous perturbation can trig-
ger an instability in system (7). Then, ǫ∗ exists such that
the original system (2) is also unstable for 0 < ǫ < ǫ∗.
In other words, by tuning suﬃciently small the param-
eter ǫ, and thus forcing a high frequency modulation of
the network Laplacian, one can yield a loss of stability of
the synchronous solution. Oscillation death can eventu-
ally emerge as a possible stationary stable attractor of the
ensuing dynamics, promoted by the inherent ability of the
network to adjust in time.
As a first step towards proving the results, we shall
rescale time as τ = t/ǫ. Equation (6) can be hence cast in
the equivalent form
δx′ = ǫ[(J (ǫτ) + L(τ)]δx, (8)
where the prime denotes the derivative with respect to
the new time variable τ . The partially averaged version
of (8) [or alternatively the linear version of system (7),
after time rescaling], reads δy′ = ǫ[J (ǫτ)+ 〈L〉]δy. In the
following, we will show that δy(t)− δx(t) ∈ O(ǫ) for up to
a time τ ∈ O(1/ǫ), provided that δy(0) = δx(0) and for
ǫ < ǫ∗. This conclusion builds on a theorem that we shall
prove hereafter in its full generality, and which extends
the realm of applicability of the usual averaging theorem.
Denote x ∈ RΩ, and consider the following equation
x˙ = ǫf1(x, ǫt) + ǫf2(x, t), (9)
where f1(x, t) is T -periodic in t, and f2(x, t) is
Ts-periodic in t. Notice that f1(x, ǫt) is T/ǫ-periodic. It is
assumed that f1 and f2 and their derivative are well be-
haved Lipschitz-continuous functions. Observe inciden-
tally that eq. (8) is recovered by replacing t → τ , x → δx,
f1(x, ǫt) → J (ǫτ)δx, f2(x, t) → L(τ)δx and Ω = 2N .
The standard version of the averaging theorem [33] re-
quires dealing with periodic functions, whose periods are
independent of ǫ. This is obviously not the case for
f1(·, ǫt). To bypass this technical obstacle, we will adapt
the proof in [33] to yield an alternative formulation of
the theorem which allows for partial averaging to be per-
formed. Define
u(x, t) =
∫ t
0
ds[f2(x, s) − 〈f2〉], (10)
where 〈f2〉 = 1/Ts
∫ Ts
0
f2(x, t)dt is the average of
f2 over its period. Introduce then the near-identity
transformation
x(t) = z(t) + ǫu(z(t), t), (11)
which yields
x˙ = z˙+ ǫ
∂u
∂z
z˙+ ǫ
∂u
∂t
. (12)
Moreover, ∂u/∂t (z, t) = f2(z, t) − 〈f2〉 by definition of u,
see eq. (10). Then making use of eq. (9), it is straightfor-
ward to get
≡Γ︷ ︸︸ ︷[
1 + ǫ
∂u
∂z
]
z˙ =
ǫ [f1(z+ ǫu, ǫt) + f2(z+ ǫu, t)− f2(z, t) + 〈f2〉] ,
(13)
Invoking the Lipschitz-continuity of f2 and the bounded-
ness of u yields
||f2(z+ ǫu, ǫt)− f2(z, ǫt)|| ≤ Lǫ||u(z, ǫt)||,
≤ LǫM,
(14)
where L and M are positive constants. Hence
Γz˙ = ǫf1(z+ ǫu, ǫt) + ǫ〈f2〉+O(ǫ
2),
≃ ǫf1(z, ǫt) + ǫ〈f2〉.
(15)
We do not know in general if Γ is invertible, but the
identity is and, by continuity, any matrix suﬃciently close
to it. Hence, there exists a critical value ǫ∗ ≪ 1 such that
Γ is invertible, if 0 < ǫ < ǫ∗. We will return later on
providing a self-consistent estimate for the critical thresh-
old ǫ∗. Up to order O(ǫ), we have
Γ−1 ≃
[
1− ǫ
∂u
∂z
]
. (16)
Hence finally,
z˙ ≃ ǫ[f1(z, ǫt) + 〈f2〉]. (17)
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In conclusion, system (9) behaves like its partially aver-
aged version (17), for times which grow like 1/ǫ, when
ǫ is made progressively smaller. Back to the examined
model, system (8) stays thus close to its partially aver-
aged homologue:
δy′ = ǫ[J (ǫτ) + 〈L〉]δy, (18)
which, in terms of the original time scale t amounts to
δy˙ =M(t)δy, (19)
where M(t) = J (t) + 〈L〉 is a T -periodic 2N × 2N ma-
trix. It is worth emphasising that systems (2) and (19)
agree on times O(1), owing to the definition of the vari-
able τ . Imagine conditions are set so that an externally
imposed, non-homogeneous perturbation may disrupt the
synchronous regime, as stemming from eq. (19). Then,
the same holds when the perturbation is made to act on
system (2), the factual target of our analysis. The onset
of instability of (2) can be hence rigorously assessed by
direct inspection of its partially averaged counterpart (7),
which yields the linear problem (19). Patterns established
at late times can be however diﬀerent, the agreement be-
tween the two systems being solely established at short
times.
System (19) can be conveniently studied by expanding
the perturbation on the basis of the average Laplacian
operator, 〈L〉 = 1/Ts
∫ Ts
0
Ldt (see footnote 1). Intro-
duce φ(α), such that
∑N
j=1〈L〉ijφ
(α)
j = Λαφ
(α)
i , where
Λα stands for the eigenvalues of 〈L〉 and α = 1, . . . , N .
Note that the eigenvectors are time-independent, as the
averaged network (hence, the Laplacian) is. Write then
δxi(t) =
∑N
α=1 c
x
α(t)φ
(α)
i and δyi(t) =
∑N
α=1 c
y
α(t)φ
(α)
i ,
where cxα and c
y
α encode the time-evolution of the linear
system [19,34,35]. Plugging the above ansatz into eq. (19)
yields the following consistency condition:
c˙α = Mα(t)cα, (20)
where cα = (c
x
α, c
y
α)
T , and Mα(t) = J(t)+Λα
(
Dx 0
0 Dy
)
.
The fate of the perturbation is determined upon solving
the above 2 × 2 linear system, for each Λα. To this end,
remark that Mα is periodic, with period T , ∀α. Solving
system (20) amounts therefore to computing the Floquet
exponents µ
(α)
1 and µ
(α)
2 , for α = 1, . . . , N . The disper-
sion relation is obtained by selecting the largest real part
of µ
(α)
i , i = 1, 2, at fixed α [20]. For undirected networks
(Aij = Aji), the Laplacian is symmetric and the Λα are
real and non-positive2. For α = 1 the largest Floquet
1The diagonalizability of the Laplacian matrix is a minimal re-
quirement for the analytical treatment to hold true. This condition
is trivially met when the network of couplings is assumed symmetric,
as in the example worked out in the following.
2This condition needs to be relaxed when dealing with directed
graphs. The general philosophy of the calculation remains however
unchanged, at the price of some technical complication as discussed
in [34].
Fig. 1: (Color online) Instability in time-varying networks.
(a) Dynamics of A(t), as obtained by alternating two static
networks with adjacency matrices A1 and A2 (see main text
for a detail account of the imposed couplings), over a cycle of
time duration Ts. Each network in this illustrative example is
made of N = 6 nodes. (b) The associated time-averaged net-
work 〈A〉 = γA1+(1−γ)A2. (c) Dispersion relation (max (Re
µα) against −Λα) obtained by assuming i) the averaged net-
work 〈A〉 (red circles), ii) each static network (black stars) and
iii) the continuous support case (black curve). The networks
are generated according to the procedure discussed in the main
body of the paper, but assuming now N = 50. Other parame-
ters are set to b = 4.5, c = 2.5, Dx = 2, Dy = 20, Ts = 1, and
γ = 0.3. (d) Asymptotic, stationary stable patterns, obtained
for ǫ = 0.1 < ǫ∗. Shades of grey represent the value of the
x variable.
multiplier is zero, since the model displays in its a-spatial
version (Λ1 = 0) a stable limit-cycle. We then sort the
indices (α) in decreasing order of the eigenvalues, so that
the condition 0 = Λ1 ≥ Λ2 ≥ . . . ≥ ΛN holds. If the dis-
persion relation is negative ∀ Λα with α > 1, the imposed
perturbation fades away exponentially: the synchronous
solution is therefore recovered, for both the average sys-
tem (19), and its original analogue, in light of the above
analysis, and for all ǫ. Conversely, if the dispersion rela-
tion takes positive values, even punctually, in correspon-
dence of specific Λα, belonging to its domain of definition,
then the perturbation grows exponentially in time, for ǫ
smaller than a critical threshold. The initial synchrony
for the original system (2) is hence lost and patterns may
emerge.
To clarify the conclusion reached above, we shall here-
after consider a pedagogical example, borrowed from [29].
Introduce the Brusselator model, a universally accepted
theoretical playground for exploring the dynamics of au-
tocatalytic reactions. This implies selecting f(x, y) =
1− (b+1)x+ cx2y and g(x, y) = bx− cx2y, where b and c
stand for free parameters. For b > c+ 1, the Brusselator
model displays a limit-cycle. Following, [29] we then con-
sider two networks, made of an even number, N , of nodes
arranged on a periodic ring, and label their associated
adjacency matrices A1 and A2, respectively. Nodes are
connected in pairs, via symmetric edges. When it comes
to the network encoded in A1, the couples are formed
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by the nodes labelled with the indexes 2k − 1 and 2k
for k = 1, 2, . . . , N/2 (see panel (a) in fig. 1). The net-
work specified via the adjacency matrix A2 links nodes
2k and 2k + 1, with the addition of nodes 1 and N (as
depicted in panel (a) in fig. 1). Both networks return
an identical Laplacian spectrum, namely two degenerate
eigenvalues Λ1 = 0 and ΛN = −2, with multiplicity N/2.
The parameters of the Brusselator are set so that the
synchronized solution is stable on each network, taken in-
dependently. This is illustrated in panel (c) of fig. 1, where
the corresponding dispersion relation (largest real part of
the Floquet multipliers vs. −Λα) is plotted with black
star symbols. Introduce now the time-varying network,
specified by the adjacency matrix A(t), defined as
A(t) =
{
A1, if mod (t, Ts) ∈ [0, γ[,
A2, if mod (t, Ts) ∈ [γ, 1[,
(21)
where γ (resp. 1−γ) is the fraction of Ts that the network
spends in the configuration specified by the adjacency ma-
trix A1 (resp. A2). The average network is hence charac-
terized by the adjacency matrix 〈A〉 = γA1 + (1 − γ)A2,
see panel (b) in fig. 1. We then set to consider the stability
of the synchronized state in presence of a time-varying net-
work, and resort to its static, averaged counterpart. The
average network Laplacian has many more distinct eigen-
values, and these latter fall in a region where the largest
real part of the Floquet exponents is positive, as can be
appreciated in fig. 1, panel (c), thus signaling the insta-
bility. The solid line stands for the dispersion relation
that is eventually recovered when the couplings among
oscillators extends on a continuum support and the al-
gebraic Laplacian is replaced by the usual second-order
diﬀerential operator [19,20]. Since the dynamics hosted
on the average network is unstable, the synchrony of the
homogenous state can be broken on the time-varying set-
ting, by properly modulating ǫ below a critical threshold.
This amounts in turn to imposing a fast switching be-
tween the two network snapshots, as introduced above. In
fig. 1, panel (d), the asymptotic pattern as displayed on a
time-varying network, for a suﬃciently small ǫ is depicted.
The nodes of the network are colored with an appropri-
ate code chosen so as to reﬂect the asymptotic value of
the density displayed by the activator species x. A clear
pattern is observed which testifies on the heterogeneous
nature of the density distribution, following the symme-
try breaking instability seeded by the inherent network
dynamics. Interestingly, the equilibrium density, as dis-
played on each node of the collection, converges to a con-
stant: synchronous oscillations, which define the initial
homogeneous state, are self-consistently damped to yield
a stationary stable, heterogeneous distribution of the con-
centrations. This is the oscillation death phenomenon to
which we made reference above. For the sake of clarity,
this eﬀect has been here illustrated with reference to a
specific case study, engineered so as to allow for an imme-
diate understanding of the key mechanism. The result re-
ported holds however in general and apply to other realms
Fig. 2: (Color online) Critical threshold ǫ∗. Average pattern
amplitude, 〈S〉, as a function of ǫ, normalized to the amplitude
of the pattern referred to the averaged network 〈A〉 = γA1 +
(1 − γ)A2 (as formally recovered in the limit ǫ → 0). Here,
N = 50 nodes. Other parameters are set to b = 4.5, c = 2.5,
Dx = 2, Dy = 20, and γ = 0.3. Insets: dynamics of x, on each
node, over time. Shades of blue represent the value of x. For
ǫ = 0.1, the synchronous solution is unstable. After a transient
time, oscillation death is seen, and a heterogeneous pattern
develops left. For ǫ = 0.4, the synchronous solution is stable.
S(ǫ, t) is also plotted vs. time for the two considered settings
right.
of investigation where time-varying network topology and
non-linear reaction terms are complexified at will.
To shed further light onto the dynamics of the system,
we introduce the macroscopic indicator
S(ǫ, t) =
1
N
‖x(t)− x¯(t)‖2, (22)
where x¯(t) = (x¯, . . . , x¯, y¯, . . . , y¯). S(ǫ, t) enables us to
quantify the, time-dependent, cumulative deviation be-
tween individual oscillators trajectories, and the homoge-
neous synchronized solution. S(ǫ, t) will rapidly converge
to zero, if the synchronous state is stable. Conversely,
it will take non-zero, positive values, when the imposed
perturbation destroys the initial synchrony. To favor an
immediate reading of the output quantities, we set to mea-
sure 〈S〉, the average of S(ǫ, t), on one cycle Ts. In formu-
lae, 〈S〉 = T−1s
∫ t+Ts
t
S(ǫ, u)du, where t is larger than the
typical relaxation time (transient). In fig. 2, main panel,
〈S〉 is plotted against ǫ, normalized to the value it takes in
the limit ǫ → 0, for a choice of the parameter that corre-
sponds to the dispersion relation depicted in fig. 1. A clear,
almost abrupt, transition is seen, for ǫ∗ ≃ 0.25, in quali-
tative agreement with the above discussed scenario. For
ǫ < ǫ∗, the oscillation are turned into a stationary stable
pattern, as displayed in the annexed panel. By monitor-
ing S(ǫ, t) for a choice of ǫ below the critical threshold,
one observes regular oscillations that can be traced back
to the term x¯ in equation (22). At variance, synchronous
oscillations prove robust to external perturbation when
ǫ > ǫ∗: the order parameter S(ǫ, t) is identically equal to
zero, the two contributions in the argument of the sum on
the right-hand side of equation (22) canceling mutually.
To conclude the analysis, we will provide an approx-
imate theoretical estimate of the critical threshold ǫ.
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Fig. 3: (Color online) Phase diagram for the Brusselator model
coupled via time-dependent pairwise exchanges, as illustrated
in the caption of ﬁg. 1, with N = 6. The equilibrium solu-
tions relative to species x are plotted by varying Dy , at ﬁxed
Dx = 2. The stability is computed for the average analogue (7)
of model (1). The horizontal (red, straight) lines refer to the
limit cycle: the maximum and minimum values as attained by
the uncoupled oscillators, over one period, are respectively dis-
played. Black lines stand for the ﬁxed points. Dashed lines
refer to the unstable solutions, whereas solid lines implies sta-
bility. White circles are obtained from direct simulations of
model (1) with ǫ = 0.1 and illustrate the oscillation death phe-
nomenon, as discussed in the main text. The panel on the right
is a zoom of the lower portion of the main plot. The shaded
regions are drawn to guide the reader’s eye across the diﬀer-
ent regimes: synchronization (white), oscillation death with
3-ﬁxed point pattern (light gray), and oscillation death with
6-ﬁxed point pattern (dark gray). Notice that we chose to dis-
play a partial subset of the complete phase diagram. All stable
manifolds are plotted. A limited subset of the existing unstable
branches is instead shown for graphic requirements.
The proof of the partial averaging theorem, as out-
lined above, assumes an invertible change of coordinates.
It is therefore reasonable to quantify ǫ∗ by determin-
ing the range ǫ for which the invertibility condition is
matched [29]. In formulae:
ǫ∗ = min{ǫ > 0 : det Γ(ǫ) = 0}. (23)
Using the block structure of ∂u/∂z =
∫ τ
0 [L(t) − 〈L〉]dt,
one gets a more explicit form of the determinant
det(12N + ǫ∂u/∂z) =
det
(
1N + ǫDx
∫ τ
0
[L(t)− 〈L〉]dt
)
× det
(
1N + ǫDy
∫ τ
0
[L(t) − 〈L〉]dt
)
, (24)
which is zero if either of the determinants is zero.
A straightforward manipulation yields, for the inspected
network model, the following closed expression:
ǫ∗ ≃
1
ΛN12γ(1− γ)T
min
[
1
Dx
,
1
Dy
]
, (25)
where ΛN12 stands for the maximum eigenvalue (in abso-
lute magnitude) of the operator (L1 − L2), with L1 and
L2 being the Laplacian matrices associated to the static
networks as specified by the adjacency matrices A1 and
A2. Performing the calculation returns ǫ
∗ = 0.12, a coarse
approximation of the exact critical value, as determined
via direct numerical integration3.
Finally, we shall inspect how the oscillation death phe-
nomenon is inﬂuenced by the strength of the imposed
coupling, here exemplified by the constant Dy, which we
modulate when freezing Dx to a nominal value. In fig. 3
diﬀerent attractors, and their associated stability, are de-
picted, for species x, for distinct choices of the control
parameter Dy. Here, the Brusselator model is assumed as
the reference reaction scheme; the network of pairwise ex-
changes (N = 6), as illustrated in the caption of fig. 1, is
employed. The horizontal straight (red) lines refer to the
limit cycle solution, and identify, respectively, the maxi-
mum and minimum value, as attained by the uncoupled
oscillators, over one period. The solid trait marks the
stable branch, while the dashed line is associated to the
unstable solution. The bifurcation point is calculated an-
alytically, from a linear stability analysis carried out for
the average system (7). Beyond the transition point, when
the homogeneous solution breaks apart, three stable solu-
tions are shown to exist, corresponding to distinct values
of the concentration x. These latter branches protrude
inside the region where synchronous oscillations are pre-
dicted to be stable: the unstable manifolds which delin-
eate the boundaries of the associated basins of attractions
are not displayed for graphic requirements. Open (white)
circles follow direct integration of model (1). In the sim-
ulations, ǫ is set to 0.1: the slight discrepancy between
predicted and observed value of Dy (at the onset of the
desynchronization) stems from finite-size corrections (the
theory formally applies to the idealized setting ǫ → 0).
When synchrony is lost, the system evolves towards an
asymptotic state that displays oscillation death: each node
is associated to a stationary stable density, which is cor-
rectly explained by resorting to the average model ap-
proximation (7). Increasing further the coupling strength
Dy, results in a significant complexification of the phase
space diagram, which considerably enrich the zoology of
the emerging oscillation death patterns, as displayed in
fig. 3 above the supercritical pitchfork bifurcations.
Summing up, we have here considered the synchronous
dynamics of a collection of self-excitable oscillators, cou-
pled via a generic graph. The plasticity of the underlying
network of couplings, i.e., its inherent ability to adjust in
time, may seed an instability which destroys synchrony.
3As an alternative for computing ǫ∗, assume T and ǫTs are com-
mensurable (if not, adjust the value of ǫ correspondigly) and define
the common period for the reaction and diffusion parts,
Tc = LCM(T, ǫTs).
Compute the Floquet multipliers for the 2N × 2N system which is
periodic with period Tc. Repeating the above procedure for decreas-
ing values of ǫ (and making sure T and ǫTs are still commensurable)
yields the critical ǫ, i.e., the largest ǫ for which not all µi’s are
negative.
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The system endowed with a time-varying network of in-
terlinked connections, behaves as its (partially) averaged
analogue, provided the network dynamics is suﬃciently
fast. This result is formally established by resorting to
an extended version of the celebrated averaging theorem,
which allows for partial averages to be performed. In-
terestingly, the network-driven instability materializes in
asymptotic, stationary stable patterns. These latter are to
be regarded as a novel evidence for the oscillation death
phenomenon.
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