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This paper derives the analytic and practicable expression of general solution of vacuum Regge-
Wheeler equation via Homotopy Analysis Method.
PACS numbers:
I. INTRODUCTION
Since the blackhole perturbation theory was given
its birth from the investigation on the stability of
Schwarzschild metric by Regge & Wheeler [1] and
Vishveshwara [2], there have been much development
(See [3] for a comprehensive review). The development
for perturbed Schwarzchild metric could be summarized
into the two pieces: (1) the 6 gauge-invariant descrip-
tion [4–6] and (2) the (generalized) Darboux transforma-
tion [7, 8]. The first piece states that 10 components
of the metric perturbation compose 6 independent vari-
ables which are gauge invariant up to linear order gauge
transformation, and the resulting 6 coupled equations
governing these 6 gauge-invariants, are reduced down to
two master equations called Regge-Wheeler and Zerilli
equations [1, 9].(Regge-Wheeler and Zerilli functions are
also gauge invariant.) Although, in the original papers of
Regge & Wheeler and Zerilli, they chose specific gauges
(called Regge-Wheeler and Zerilli gauges) to derive the
equations, one can now construct Regge-Wheeler and
Zerilli equations in any gauges. Given that 4 more equa-
tions regarding a gauge condition are of presence, one
can reconstruct 10 components of the perturbed metric.
Secondly, as long as vacuum (or, homogeneous) solutions
are of interest, Regge-Wheeler and Zerilli functions are
connected by Chandraseckhar transformation [7] which
is one of Darboux transformations [8]. Practically, solv-
ing non-homogeneous Regge-Wheeler/Zerilli equations
could be easily done, once homogeneous solutions are
known, by means of Green’s function method. From
this understanding, we came up with an idea that get-
ting homogeneous Regge-Wheeler/Zerilli equation solved
into a closed form expression might be crucial to fur-
ther development of the blackhole perturbation theory.
(What is explained in this paragraph is formulated in
Appendix.A).
We are not the first one who tried to solve them
into analytic expressions. In 1996, Shuhei Mano et al.
solved Teukolsky equation by two series of special func-
tions, Hypergeometric/Coulumb wave functions [10, 11].
They are really exact solutions but too complicated and
∗croakerhyuk@gmail.com
slowly converging to be used for practical purposes. On
the other hand, there is another approach of making
use of confluent Heun function [12]. However, we do
not see confluent Heun function as an analytic expres-
sion because any integral representation and series rep-
resentation convergent at arbitary point, are yet to be
known [13]. Here, we are going to derive fast and arbi-
trarily converging expression for Regge-Wheeler function,
and it is possibly done by Homotopy Analysis Method
(HAM) [14, 15]. HAM is simple in priniciple, but prat-
ically it has too many options to pose. Hence it is not
trival to find a good choice so that not only converging
resulting series is, but also it converges fast enough to
be practicable in use. In the case of blackhole perturba-
tion theory, only after many trials have been conducted
and failed, we managed to discover the setting where
HAM works practicably. For examples, we made sev-
eral attempts to solve Zerilli’s equation and Teukolsky’s
equation, but failed. When it comes to Regge-Wheeler
equation, HAM finally works after a change of variable is
performed. This is why we choose Regge-Wheeler func-
tion for a ground.
In this paper, we present and derive the analytic so-
lution of Regge-Wheeler equation up to the third HAM
order. Before solving Regge-Wheeler equation, we are go-
ing to provide a brief review on how HAM works in §.II.
And, §.III poses the essential formalism of this paper,
such as the deformation equation and the initial guess.
In §.IV, §.V and §.VI, we perform the first, second and
third order integrations. In §.VII, we determine numeri-
cal value of ~ with an empirical procedure which will be
explained, and make a comparison with numerical inte-
grations and discuss its limits.
II. HOMOTOPY ANALYSIS METHOD
This section provides a brief review on Homotopy
Analysis Method (HAM) (See [14, 15] for a detailed re-
view on HAM). In spite of the fact that HAM also works
for partial differential equation of an arbitrary order, for
brevity, let us suppose that one needs to solve an ordinary
and second-order differential equation,
E [u(x)] = 0 , (2.1)
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2where E represents a differential operator, hard to solve.
With a certain boundary condition B, let u0(x) be an
initial guess of the exact solution u(x), and satisfy B.
After choosing a linear second-order differential operator
L, which you are confident in solving, one can write down
the following what is called deformation equations,
(1− q)L[U(x; q)− u0(x)] = q ~ E[U(x; q)] , (2.2)
where q ∈ [0, 1] is a real number, called deformation pa-
rameter, and ~ is a non-zero complex/real number. Let
U(x; q) be the exact solution of Eq.(2.2). It is easily
found that U(x; 0) and U(x; 1) satisfy
L[U(x; 0)− u0(x)] = 0 , (2.3a)
E[U(x; 1)] = 0 , (2.3b)
respectively. Since u0 is assumed to satisfy B already, it
is followed that U(x; 0) = u0, while U(x; 1) = u(x) (the
exact solution). Thus, U(x; q) could be seen as a device
deforming the initial guess u0(x) to the exact one u(x)
as q runs from 0 to 1.
Instead of solving Eq.(2.2) directly, we solve it in Tay-
lor expanded form about q = 0, order by order,
U(x; q) = u0 +
∞∑
n=1
qn un(x) . (2.4)
For instance, the equation for u1 is
L[u1] = ~ E [u0] . (2.5)
After all computations, explicit value of ~ is adjusted to
accelerate the convergence. Note that it is proved in [14]
(See Theorem 2.1. therein) that if Eq.(2.4) is convergent
then it converges to the exact solution.
III. FORMALISM AND NOMENCLATURE
A. Deformation equation
Regge-Wheeler function Qlω(r) is a solution of the
Regge-Wheeler differential equation in the Schwarzchild
coordinate,
d2Qlω(r)
dr∗2
+
[
ω2 −
(
1− 2
r
)( l (l + 1)
r2
− 6
r3
)]
Qlω(r) = 0 ,
(3.1)
where r∗ = r+ 2 log(r− 2). When r →∞(r∗ →∞), the
equation becomes the ordinary wave equation,
d2
dr∗2
Qlω(r) + ω
2Qlω(r) = 0 , (3.2)
of which two independent solutions should be ei r
∗ ω and
e−i r
∗ ω. Instead of considering both cases, we only con-
sider the outgoing-wave boundary condition,
lim
r→∞ Qlω(r) = e
i r∗ ω . (3.3)
Hereafter, we will denote the outgoing-wave solution just
as Q(r) for convenience, without ω, l symbols and men-
tioning its boundary condition Eq.(3.3) anymore.
For the linear operator L, we make a simplest choice as
L = d
2
dr2
. (3.4)
However, solving for Q itself was not effective. Instead,
we introduce
F := Q e−2 I ω log(r−2) , (3.5)
which leads to the deformation equation,
(1− q) d
2
dr2
[
F(r; q)−F0(r)
]
= q ~ E[F(r; q)] , (3.6)
where
E = (r − 2)
r
d2
dr2
+
(2 + 4 i r ω)
r2
d
dr
(3.7)
+
(−l2 r − l r + r3ω2 + 2 r2 ω2 − 2 i r ω + 6)
r3
.
Expanding it about q = 0 with F(r; q) = ∑∞n=0 qn Fn(r)
yields the following subequations up to q3 order,
d2
dr2
F1(r) = ~ E [F0] , (3.8a)
d2
dr2
F2(r) = d
2
dr2
F1 + ~ E [F1] , (3.8b)
d2
dr2
F3(r) = d
2
dr2
F2 + ~ E [F2] . (3.8c)
For convenience, we introduce the following parametriza-
tion,
Gn := E [Fn] , (3.9a)
Hn+1 :=
∫ r
∞
dr′ Gn(r′) , (3.9b)
In+1 :=
∫ r
∞
dr′ r′ Gn(r′) . (3.9c)
This parametrization has an advantage that the deriva-
tives are simply expressed,
d
dr
F1 = ~H1 , (3.10a)
d
dr
F2 = ~
(H1 +H2) , (3.10b)
d
dr
F3 = ~
(H1 +H2 +H3) . (3.10c)
B. Initial guess: Superasymptotic Solution
In order to get a HAM solution of Eq.(3.1), we need an
explicit expression of the initial guess F0 to start with.
F0(r) := ei ω r
M∑
n=0
bn
rn
, (3.11)
3where M ≥ 0 is a non-negative integer not a mass. Now
that we have chosen a series solution, it is needed to get
the recurrence relation for bn as
bn =
i
[
(l − 1) (l + 2)− (n+ 1) (n− 2) ] bn−1
2nω
+
i (n+ 1) (n− 3) bn−2
nω
, (3.12)
with b−2 = b−1 = 0 and b0 = 1 by which the boundary
condition Eq.(3.3) holds. Now that this recurrence re-
lation reveals that bn ∼ inω diverges as n → ∞, we can
conclude that the asymptotic solution is not convergent.
However, this still provides a good approximation when
it is truncated at an appropriate order as many other
asmyptotic series often do. Our numerical investigation
empirically reveals that when M = l+2, l+3, the asymp-
totic solution gives the best agreement. And also there
is another tendency that the larger ω is, the larger M is
required. However, it is not necessary, so we will keep M
as a variable with a constraint M ≥ 4.
IV. FIRST ORDER INTEGRATION
In this subsection, we are going to get F1(r). Since F0
already satisfies the boundary condition we are imposing
that F1 and its derivative both must be zero at infinity
so that F1 does not ruin the overall boudary condition.
F1
∣∣
r=∞ = 0 , (4.1a)
dF1
dr
∣∣∣∣
r=∞
= 0 . (4.1b)
Using the recursion Eq.(3.12), it is easily derived that
G0 = A e
i r ω
rM+2
+ B e
i r ω
rM+3
, (4.2a)
where
A = bM
(
M + l + 1
) (
M − l)− 2 bM−1 (M + 2) (M − 2) , (4.2b)
B = −2 bM
(
M − 1) (M + 3) . (4.2c)
Indentfying some integrals with incomplete Gamma function,
Γ(−n, z) :=
∫ ∞
z
t−n−1 e−t dt , (n is a non-negative integer.) (4.3)
the result is derived as below:
F1(r) = ~
(
rH1 − I1
)
, (4.4a)
where
H1 = (−i)M ωM+1
(
iA Γ(−M − 1,−i r ω) + ω B Γ(−M − 2,−i r ω)
)
, (4.4b)
I1 = (−i)M−1 ωM
(
iA Γ(−M,−i r ω) + ω B Γ(−M − 1,−i r ω)
)
. (4.4c)
Apparently, it seems that the incomplete Gamma function is not any closed form expression. However, by the following
series representation, which converges in entire complex plane |z| <∞, we can call Γ(n, z) analytic [16],
Γ(−n, z) = (−1)
n
n!
(
ψ(n+ 1)− log z
)
− z−n
∞∑
k=0,k 6=n
(−z)k
(k − n) k! , (4.5)
where ψ(z) = Γ
′(z)
Γ(z) is the polygamma function. As |z| increases, more terms are required for a certain accuracy. Since
one needs infinite number of terms to see its asymptotic behaviour, we just write down its asmyptotic behaviour [17]
at |z| → ∞,
Γ(−n, z) = e−z z−n−1
(
1 +O(1/z)
)
. (4.6)
With this asymptotic behaviour, we can conclude that the above expression of F1, Eq.(4.4a), satisfies the boundary
conditions Eqs.(4.1).
4V. SECOND ORDER INTEGRATION
Now, we are in the position of solving the second order equation. First, we get
G1 = ei r ω
(
γ0
rM
+
γ1
rM+1
+
γ2
rM+2
+
γ3
rM+3
+
γ4
rM+4
)
+ Γ(−M,−i r ω)
(
δ0 r + δ1 +
δ2
r
+
δ3
r2
+
δ4
r3
)
, (5.1a)
where the coefficients are displayed in Appendix. B. Again, with the following boundary conditions,
F2
∣∣
r=∞ = 0 , (5.1b)
dF2
dr
∣∣∣∣
r=∞
= 0 , (5.1c)
we perform the integration for Eq.(3.8a). The result is
F2 = F1 + ~
(
rH2 − I2
)
, (5.2a)
H2(r) = δ2 U(r) + ei r ω
(
0
rM−1
+
1
rM
+
2
rM+1
+
3
rM+2
+
4
rM+3
)
(5.2b)
+ Γ(−M,−i r ω)
(
ζ0 r
2 + ζ1 r + ζ2 +
ζ3
r
+
ζ4
r2
)
,
I2(r) = δ3 U(r) + ei r ω
(
η0
rM−2
+
η1
rM−1
+
η2
rM
+
η3
rM+1
+
η4
rM+2
)
(5.2c)
+ Γ(−M,−i r ω)
(
θ0 r
3 + θ1 r
2 + θ2 r + θ3 +
θ4
r
)
,
where the explicit expressions of every coefficients can be also found in Appendix.B.
In order to clarify the process of the integration, we display the elementary integrals used here:∫ r
∞
ei r
′ ωr′n dr′ =
Γ(n+ 1,−i r ω)
(i ω)n+1
(if n < −1) , (5.3a)
∫ r
∞
Γ(−M,−i r′ ω) r′n dr′ = r
n+1 Γ(−M,−i r ω) + (−i ω)−n+1 Γ(−M + n+ 1,−i r ω)
n+ 1
(ifn 6= −1 &&M ≥ n+ 1) .
(5.3b)
However, the integration
∫ Γ(−M,−i r ω)
r dr is not trivial. We use the following identity with a non-negative integer N ,
Γ(−N, z) = 1
N !
[
e−z
zN
N−1∑
k=0
(−1)k(N − k − 1)! zk + (−1)N Γ(0, z)
]
. (5.4)
As invoking the following integration,∫
dz
Γ(0, z)
z
= z 3F3(1, 1, 1; 2, 2, 2;−z)− 1
2
log z (log z + 2 γE) , (5.5)
where γE = 0.577216 · · · is the EulerMascheroni constant, and 3F3(1, 1, 1; 2, 2, 2; z) is the generalized hypergeometric
function of which series representation [18] is given as
3F3(1, 1, 1; 2, 2, 2; z) =
∞∑
k=0
zk
(k + 1)3 k!
, (5.6)
5we define a new funcniton U(r) as
U(r) := −i r ω 3F3(1, 1, 1; 2, 2, 2; i r ω)− 1
2
log(−i r ω) ( log(−i r ω) + 2 γE)− 1
2
(
γ 2E +
pi2
6
)
(5.7)
Since the series Eq. (5.6) converges for all complex number z, (|z| <∞) and very fast, we use the series representation
for practical comptutations. However, series representation is not suitable for looking for asymptotic behaviour.
According to Appendix.C, where its asymptote is investigated from the integral representation, the last numerical
term 12
(
γ 2E +
pi2
6
)
in Eq.(5.7) has been introduced so that
lim
r→∞U(r) = 0 . (5.8)
Now we can integrate Γ(−M,−i r ω)r as
U(r) :=
∫ r
∞
Γ(−M,−i r ω)
r
dr , (5.9)
=
M−1∑
k=0
(−1)k+1
M !
(M − k − 1)! Γ(k −M,−i r ω) + (−1)
M
M !
U(r) ,
=
ei r ω
M !
M−1∑
p=1
(
(−1)p+1 (M − p)!
(−i r ω)M+1−p ψM−p+1
)
− ψM+1 Γ(−M,−i r ω) + (−1)
M
M !
U(r) .
Here, ψN (ψ with a subscript) is not the polygamma function ψ(N), but
ψN :=
N−1∑
k=0
1
k
= ψ(N) + γE . (5.10)
VI. THIRD AND HIGHER ORDER INTEGRATION
From the third order integration, the integrands are not bounded at infinity (r =∞), so the intergrations are not
bounded as well. However, one can extend this formalism up to some higher orders discarding unbounded region.
As an example, this section derives the HAM solution of the third order without specifying boudary conditions and
suggest how to avoid the non-finite integrations. Because of the linearity of the system of our interest, G2 includes
what we already derived,
G2 = E [F1 + ~
(
rH2 − I2
)
] = G1 + ~ E [rH2 − I2] . (6.1)
Let us denote the second term as Gˆ2 := E [rH2 − I2]. Consecutively, it is followed that
F3 = F2 + ~ (rH3 − I3) ,
= −F1 + 2F2 + ~2 (r Hˆ3 − Iˆ3) , (6.2a)
where the parameters are given as
H3 = H2 + ~
∫ r
dr′ Gˆ2(r′)︸ ︷︷ ︸
=: Hˆ3
, (6.2b)
I3 = I2 + ~
∫ r
dr′ ˆr′ G2(r′)︸ ︷︷ ︸
=: Iˆ3
. (6.2c)
As same as previous, we list the results of integrations below:
Hˆ3(r) = ei r ω
6∑
i=0
κi
rM−2+i
+ Γ(−M,−i r ω)
6∑
i=0
λi
r−4+i
+ Ω3HU U(r) + Ω3HV V (r) , (6.3a)
6Iˆ3(r) = ei r ω
6∑
i=0
ξi
rM−3+i
+ Γ(−M,−i r ω)
6∑
i=0
ρi
r−5+i
+ Ω3IU U(r) + Ω3IV V (r) . (6.3b)
The explict expressions for the coefficients which appear here, are too lengthy to write down, we list them in the
enclosed Mathematica file in the name of H3hat and I3hat. The additional elementary integrals used for the third
order integration are as below:∫ r
dr′ r′n U(r′) =
U(r) rn+1
n+ 1
− r
n+1 Γ(−M,−i r ω) + (−i ω)−n+1 Γ(−M + n+ 1,−i r ω)
(n+ 1)2
, (6.4)
(ifn 6= −1 &&M ≥ n+ 1) .
The most tricky part is
V (r) :=
∫ r
dr′
U(r′)
r′
, (6.5)
=
∫ r
dr′
[
M−1∑
p=1
(
(−1)p+1 (M − p)!ψM−p+1 ei r ω
(−i ω)M+1−pM ! rM+2−p
)
− ψM+1 Γ(−M,−irω)
r
+
(−1)M
M !
U(r)
r
]
,
=
M−1∑
p=1
(
Γ(−M + p− 1,−i r ω)(−1)p (M − p)!
M !
ψM−p+1
)
− ψM+1 U(r) + (−1)
M
M !
V(r) .
The last integral is
V(r) :=
∫ r
dr′
U(−i r′ ω)
r′
,
= −i r ω 4F4(1, 1, 1, 1; 2, 2, 2, 2; i r ω)− 1
6
log3(−i r ω)− 1
2
γE log
2(−i r ω)− 1
2
(
γ2E +
pi2
6
)
log(−i r ω) , (6.6)
where 4F4(1, 1, 1, 1; 2, 2, 2, 2; z) is represented by the convergent series as below,
4F4(1, 1, 1, 1; 2, 2, 2, 2; z) =
∞∑
k=0
zk
(k + 1)4 k!
. (6.7)
A. Avoiding Divergences
In the ealier part of this section, we did not make a particular mention about the boundary condition for the third
order contribution F3 and we even posed the integrations without lower bound, because of divergences. The most
problematic term is,
U(r) r3 ∼ r ei r ω as r →∞ . (6.8)
To avoid this problem, we introduce a finite radius rd  2. It is supposed that in farther region r > rd, the
former approximant F0 +F1 +F2 already provides an excellent approximation so that any additional corrections are
redundant. Finally, the solution should look like
F = F0 + F1 + F2 + Θ(rd − r)
(F3(r)−F3(rd)) , (6.9)
where Θ(x) is a step function such that Θ(x) = 1 if x > 0, otherwise Θ(x) = 0. Or, one could use more smooth
function for a bridge instead of Θ(x).
VII. CHEBYSHEV INTERPOLATION OF ~
In this section, we determine the particular value of ~, which mostly accelerates the convergence of HAM series.
In principle, it is permitted to be any complex numbers, however in order to get as accurate solution as possible, we
7regard ~ as a variable dependent on l. Naturally, it could be a function of both ω and l, but we have found that ~
is not sensitive to value of ω empirically. we restrict the regime of l within l ∈ [2 : 10] because of a physical interest,
and attempt to find a polynomial with Chebyshev nodes [19]. Since l is an integer, only possible simple nodes are
{2, 5, 10} or {2, 4, 8, 10}, and we choose {2, 4, 8, 10}. (Otherwise, we encounter non-integer numbers.) We determined
the value of ~ by matching our HAM solution and numerical integration, in the cases of l = {2, 4, 8, 10} with ω = 0.01
at r = 25 = 14
1
ω and rd =
2
ω . The reason that the standard values of ω and r are chosen as 0.01 and 25, is that the
regime of around ω ∼ 0.01 is mostly of interest in binaries system and we would like our solution to be valid even
when r  1ω . The results are as what follows:
~ =− (0.0000459883 − 0.000171702 i) l3 − (0.00784349 + 0.00238014 i) l2
− (0.229561 + 0.0697489 i) l + (−0.952543 + 0.00250952 i) , (for q1 order) , (7.1a)
~ = (0.000296599 − 0.0000640214 i) l3 − (0.00906544 − 0.00253088 i) l2
− (0.126013 + 0.0837528 i) l + (−0.96776 + 0.0647684 i) , (for q2 order) , (7.1b)
~ = (0.000353563 + 0.0000221722 i) l3 − (0.00991384 − 0.000662909 i) l2
− (0.0705465 + 0.0688801 i) l + (−0.998537 + 0.0796354 i) , (for q3 order) . (7.1c)
We present the comparsion between numerical integrations Fn and our HAM solutions Fh for two cases. The vertical
axis of Fig.1 and Fig.2, indicates
∣∣Fn−FhFn ∣∣. It is easily seen that as higher order one has, one will get more accurate
approximation. Furthermore, as expected, our HAM solution gets less accurate as 1r increases, or closer to the horizon.
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Figure 1: The error =
∣∣Fn−Fh
Fn
∣∣ is plotted for ω = 0.01, l = 2 case. The yellow line is F0, the blue one is F0 +F1. The red one
is F0 +F1 +F2 and the black is F0 +F1 +F2 + Θ(rd − r)
(F3(r)−F3(rd)). As ~ constructed, the error at r = 25 is zero. We
presented F0 but it could not be exbihited because of too large error.
VIII. SUMMARY AND FUTURE PLANS
In this paper, we have derived HAM solution of vac-
uum Regge-Wheeler equations up to the third order. And
the numerical assesments showed that our HAM solution
has good agreement with numerical solutions unless it
is so near to the horizon. We have seen that the HAM
procedure presented here really improves the accuracy of
our analytic solution, despite of the possiblity of better
way to find more precise numerical choices of M ,~ and
rd. Although we empirically suggested how to determine
those numbers with decent agreement, we would like to
emphsize again that those choices are not necessary.
Because our solution is purely analytic, by which we
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Figure 2: The error =
∣∣Fn−Fh
Fn
∣∣ is plotted for ω = 0.01, l = 2 case. The yellow line is F0, the blue one is F0 +F1. The red one
is F0 + F1 + F2 and the black is F0 + F1 + F2 + Θ(rd − r)
(
F3(r)−F3(rd)
)
.
mean that one should not evaluate the values of the func-
tions in the middle points between the infinite bound-
ary and where we are interested in, as well as one is
able to be unaware of particular values of variables such
as l and ω, we are able to determine instanteneously
what will happen in null-infinity, out of whatever hap-
pened within finite regime around blackholes. This will
be able to provide us a huge advantage given that ev-
ery matter sources likely to exist in reality, should be
distributed in a spatially finite region, and so the con-
figuration of gravitational field around the sources, must
be strongly approximated by a perturbed Schwarzchild
or Kerr metric at a certian distance from the sources.
This point provokes us to do the very next step that is
to extend gravitational field solutions valid only within
certian finite region, to infinity. The similiar procedure
has been done in the framework of post-Newtonian the-
ory (PN) and post-Minkowskian (PM) formalism, where
post-Newtoian metric solution is extended to infinity by
a perturbed Minkowskian metric [20, 21]. We are expect-
ing that replacing the perturbed Minkowskian metric to a
perturbed Schwarzchild metric must improve our knowl-
edge on gravitaitonal radiation.
Another application is an usage for the self-force the-
ory. In order to evaluate dynamics of extreme mass-ratio
inspiraling binaries (EMRI) sufficiently, it is known that
the second-order dissipative self-force and the first-order
conservative self-force contribution [22]. We are also ex-
pecting that our HAM solution probably provides an an-
alytic expression for the first-order conserivative orbits
around Schwarzchild metric by following the regularizion
procedure derived by [23] in a gauge condition easy to
evaluate, so that one does not need to compute the whole
perturbation metric numerically everytime to get how the
self-force affects to dynamics of binaries and gravitational
radiation.
In the perspective of the art of solving differential equa-
tions, the feasible future plan should be to (1) extend our
HAM solution to higher orders, and (2) to apply HAM
to solving Sasaki-Nakamura equation [24] which is a gen-
eralizaiton of Regge-Wheeler equation to spinning black-
holes. If the latter goes succesful, the solution will enable
us to repeat the above two applications (PN/EMRI) in
more general perspective.
Acknowledgement
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9Appendix A: Reconstructing perturbed Schwarzschild metric from Regge-Wheeler function
This appendix is designed to present how vacuum outgoing-wave Regge-Wheeler function Qlω(r) can reconstruct
entire perturbed Schwarzschild metric. Throughout this appendix, it is always supposed that explicit expression of
Qlω(r) are known. For the first thing, we could build ingoing-wave solution immediately, by Ql−ω(r) (ω → −ω). It
is because that Regge-Wheeler equation Eq.(3.1) is invariant under the exchange ω → −ω. Thus, we have actually,
general solution by linear combinations of Qlω(r) and Ql−ω(r). For another thing, non-homogeneous solution could be
built from homogeneous solutions easily in many cases where sources are including Dirac delta function via so called
Green’s function method. Let Q1(r) and Q2(r) be two homognenous solutions with a proper boundary condition at
r →∞ and r → 2 respectively. Then, the non-homogeneous solution of
d2Q(r)
dr∗2
+
[
ω2 −
(
1− 2
r
)( l (l + 1)
r2
− 6
r3
)]
Q(r) = S(r) , (A1)
is
Q(r) =
Q1(r)
W
∫ r∗
−∞
dr∗
′
Q2(r
′)S(r′) +
Q2(r)
W
∫ ∞
r∗
dr∗
′
Q1(r
′)S(r′) , (A2)
where the Wronskian W = dQ1dr∗ Q2 − dQ2dr∗ Q1. If S(r) has Dirac delta function as in many cases, the integrations are
straightforward.
Now, let us turn our attention to other gauge invariants such as Zerilli function Z(r) and outgoing radiative Wely
scalar Ψ4(r). The following algebraic relations (generalized Darboux transformation) hold between homogeneous
solutions [7, 8],
Z(r) ∝
(
1− 2
r
) dQ
dr
+
λ2 (λ+ 2) r3 + 6λ (λ+ 2) r2 + 72 r − 144
12 r2 (λ r + 6)
Q ,
Ψ4(r) ∝ 2 (r − 2) (−3 + r + i r
2 ω)
r4
dQ
dr
+
12− 2 r (5 + λ) + r2 (2 + λ− 6 i ω) + 2 i r3 ω − 2 r4 ω2
r5
Q .
Note that λ = (l − 1) (l + 2) and, ‘∝’ means ‘proportional to’ as implying that the above relations cannot determine
their overall amplitudes. From these homogeneous solutions, it is always possible to get their non-homogeneous
counterparts in the same way as Eq.(A2).
Now we construct the entire metric gµν = g
0
µν + hµν , where g
0
µν is Schwarzschild metric in Schwarzschild coordinate.
Once Q(r) and Z(r) are determined, the 6 gauge-invariants {α, β, χ, φ, δ, } are determined as defined in Eqs.(A4),
and once the invariants are determined, every components of metric are determined as long as a gauge fixing condition
is given. Here, for convenience of readers, we list the results of [6]:
α = − r
λ
[ −i ω
r − 2 Q+ r EJ
]
, (A4a)
β = − 1
λ
[
r − 2
r
∂rQ− r − 2
λ r2
Q− r2EC
]
, (A4b)
χ =
−1
(λ+ 2)(λ r + 6)
[
2(λ r + 6)∂rZ +
λ(λ+ 2)r2 + 6(r λ+ 4)
r (r − 2) Z +
r4
r − 2 EA
]
, (A4c)
ψ =
−1
(r − 2)2(λ r + 6)
[
r(r − 2)(λr + 6)∂rZ + (r2λ− 3rλ− 6)Z + r
2
EA
]
, (A4d)
δ =
r2
λ+ 2
[
− ED + 4 (r − 2)
r2
(−i ω)ψ − λ+ 2
r
(−i ω)χ
]
, (A4e)
 =
r (r − 2)
2
[
EF − 2(r − 2)
r3
ψ +
2
r2
χ+
2 (r − 2)
r2
∂rχ
]
. (A4f)
And also the 6 gauge-invaraints are expressed in terms of harmonic modes of metric components as
α = J − r
2
∂rG , (A5a)
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β = −C − r
2
∂tG , (A5b)
χ = H − r
2(r − 2m)E −
l(l + 1) r
4 (r − 2m)F −
r
2
∂rF , (A5c)
ψ =
1
2
K − r (r − 3)
2 (r − 2m)E −
r2
2 (r − 2m)∂rE −
l (l + 1) r (r − 3m)
4 (r − 2m)2 F −
l (l + 1) r2
4 (r − 2) ∂rF , (A5d)
δ = D +
r2
2 (r − 2)∂tE −
r − 4m
r − 2mB − r ∂rB −
r2
2
∂2
∂t∂r
F + r
4(3m− r) + r l (l + 1)
4 (r − 2m) ∂tF , (A5e)
 = −1
2
A− m
2 r
E − r∂tB − l(l + 1)m
4 r
F − r
2
2
∂2t F . (A5f)
Note that by Eqs.(A4), the ten harmonic modes {A,B,C,D,E, F,G,H, J,K} linearly determine six variables
{α, β, χ, φ, δ, } but not vice versa. (One needs 4 four more equations i.e. gauge conditions.) Finally, the har-
monic modes compose the metric components hµν with the spherical harmonic function Y
lm(θ, φ) as
htt = AY
lm , (A6a)
htr = −DY lm , (A6b)
hrr = K Y
lm , (A6c)
htθ = −B (r ∂θY lm) + C
( r
sin θ
∂φY
lm
)
, (A6d)
htφ = −C (r sin θ ∂θY lm)−B
(
r ∂φY
lm
)
, (A6e)
hrθ = H (r ∂θY
lm)− J
( r
sin θ
∂φY
lm
)
, (A6f)
hrφ = J (r sin θ ∂θY
lm) +H
(
r ∂φY
lm
)
, (A6g)
hθθ =
(
E + F
(
∂2θ +
1
2
l(l + 1)
))
(r2 Y lm)−G r
2
sin θ
(
∂θ∂φ − cot θ ∂φ
)
Y lm , (A6h)
hθφ = r
2 F
(
∂θ∂φ − cot θ ∂φ
)
Y lm − r
2
2
G
( 1
sin θ
∂2φ + cos
2 θ ∂θ − sin ∂2θ
)
Y lm , (A6i)
hφφ = sin
2 θ
(
E − F (∂2θ + 12 l(l + 1))) (r2 Y lm)− r2G (∂θ∂φ − cot θ ∂φ)Y lm . (A6j)
Similiarly,
−16pi Ttt = EA Y lm , (A7a)
−16pi Ttr = −ED Y lm , (A7b)
−16pi Trr = EK Y lm , (A7c)
−16pi Ttθ = −EB (r ∂θY lm) + EC
( r
sin θ
∂φY
lm
)
, (A7d)
−16pi Ttφ = −EC (r sin θ ∂θY lm)− EB
(
r ∂φY
lm
)
, (A7e)
−16pi Trθ = EH (r ∂θY lm)− EJ
( r
sin θ
∂φY
lm
)
, (A7f)
−16pi Trφ = EJ (r sin θ ∂θY lm) + EH
(
r ∂φY
lm
)
, (A7g)
−16pi Tθθ =
(
EE + EF
(
∂2θ +
1
2
l(l + 1)
))
(r2 Y lm)− EG r
2
sin θ
(
∂θ∂φ − cot θ ∂φ
)
Y lm , (A7h)
−16pi Tθφ = r2EF
(
∂θ∂φ − cot θ ∂φ
)
Y lm − r
2
2
EG
( 1
sin θ
∂2φ + cos
2 θ ∂θ − sin ∂2θ
)
Y lm , (A7i)
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−16pi Tφφ = sin2 θ
(
EE − EF
(
∂2θ +
1
2
l(l + 1)
))
(r2 Y lm)− r2EG
(
∂θ∂φ − cot θ ∂φ
)
Y lm . (A7j)
Appendix B: Explicit expressions of the coefficients
The coefficients in G1 are
γ0 = − ~ω
2(A (M + 2) + iB ω)
(M + 1)(M + 2)
, (B1a)
γ1 =
~ω2(−2A (M + 2)− 2iB ω + B )
(M + 1)(M + 2)
, (B1b)
γ2 =
~ (A (M + 2)(M + P − 4iω + 1) + B ω(6ω + iP ))
(M + 1)(M + 2)
, (B1c)
γ3 = −
~
(
2A (M2 + 7M + 10)+ B (−M2 +M(−3 + 4iω) + P + 12iω − 2))
(M + 1) (M + 2)
, (B1d)
γ4 = − 2B ~M(M + 4)
(M + 1) (M + 2)
, (B1e)
δ0 =
~ (−i)MωM+3(B ω − iA (M + 2))
(M + 1)(M + 2)
, (B1f)
δ1 =
~ (−i)MωM+2(A (M + 2)(M − 2iω + 1) + B ω(iM + 2ω + 2i))
(M + 1)(M + 2)
, (B1g)
δ2 =
~ (−i)MωM+1(A (M + 2)(2(M + 3)ω + iP ) + iB ω(2(M + 4)ω + iP ))
(M + 1)(M + 2)
, (B1h)
δ3 = − ~ (−i)
MωM (A (M + 2)(MP + P + 8iω) + iB ω((M + 2)P + 8iω))
(M + 1)(M + 2)
, (B1i)
δ4 =
6 ~ (−i)MωM (AM + A + iB ω)
M + 1
. (B1j)
The explicit expressions of the coefficients in H2 are
0 = − ~ω
2(A (M + 2) + iB ω)
2(M + 1)(M + 2)
, (B2a)
1 =
~ω(B ω(M − 4iω + 3)− iA (M + 2)(M − 4iω + 1))
2(M + 1)(M + 2)
, (B2b)
2 =
~ (B ω(−(M(7M + 37) + 42)ω − i(M + 3)(M((M + 5)P +M + 3) + 5P + 2))
(M + 1)2(M + 2)2(M + 3)
(B2c)
− ~ A (M + 2)(M + 3)((M + 2)((M + 2)P +M + 1)− i(M + 5)ω))
(M + 1)2(M + 2)2(M + 3)
, (B2d)
3 =
A ~ (5M + 13)
(M + 1)(M + 2)
(B2e)
+
B ~ ((M + 3)P + i(M(9M + 47) + 54)ω − (M + 1)(M + 2)(M + 3))
(M + 1)(M + 2)2(M + 3)
,
4 =
2B ~M(M + 4)
(M + 1) (M + 2) (M + 3)
, (B2f)
ζ0 =
~ (−i)MωM+3(B ω − iA (M + 2))
2(M + 1)(M + 2)
, (B2g)
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ζ1 =
~ (−i)MωM+2(A (M + 2)(M − 2iω + 1) + B ω(2ω + i(M + 2)))
(M + 1)(M + 2)
, (B2h)
ζ2 =
iA ~ (−i)MωM+1 (M4 +M3(4− 4iω) +M2(−2P − 16iω + 3)− 2M(4P + 9iω + 2)− 8P + 2iω − 4)
2(M + 1)2(M + 2)
− B ~ (−i)
M (M(M + 1)(M + 2)(M + 3)− 2(M(M + 5) + 5)P )ωM+2
2(M + 1)2(M + 2)2
+
iB ~ (−i)M (M(M(2M(M + 7) + 27)− 3)− 30)ωM+3
(M + 1)2(M + 2)2(M + 3)
, (B2i)
ζ3 =
~ (−i)MωM (i(M + 2)ω(8A + B P ) + A (M + 1)(M + 2)P − 8B ω2)
(M + 1)(M + 2)
, (B2j)
ζ4 = −3 ~ (−i)
MωM (AM + A + iB ω)
M + 1
. (B2k)
The explicit expressions of the coefficients in I2 are
η0 = − ~ω
2(A (M + 2) + iB ω)
3(M + 1)(M + 2)
, (B3a)
η1 =
~ω(B ω(M − 6iω + 4)− iA (M + 2)(M − 6iω + 1))
6(M + 1)(M + 2)
, (B3b)
η2 = −
~
(A (M + 2) (M2 + 6iMω − 6P + 30iω − 1)+ iB ω (M2 +M(3 + 6iω)− 6P + 42iω + 2))
6(M + 1)(M + 2)
, (B3c)
η3 =
8A ~ (M + 2)3 + B ~ ((M + 2)(P − (M + 1)(M + 2)) + 4i(M + 3)(3M + 4)ω)
(M2 + 3M + 2)
2 , (B3d)
η4 =
2B ~M(M + 4)
(M + 1)(M + 2)2
, (B3e)
θ0 =
~ (−i)MωM+3(B ω − iA (M + 2))
3(M + 1)(M + 2)
, (B3f)
θ1 =
~ (−i)MωM+2(A (M + 2)(M − 2iω + 1) + B ω(iM + 2ω + 2i))
2(M + 1)(M + 2)
, (B3g)
θ2 =
~ (−i)MωM+1(A (M + 2)(2(M + 3)ω + iP ) + iB ω(2(M + 4)ω + iP ))
(M + 1)(M + 2)
, (B3h)
θ3 =
A ~ (−i)MωM ((M + 1)2((M − 1)M − 6(P + 1)) + 6i(M(M(M + 6) + 17) + 20)ω)
6(M + 1)2
(B3i)
+
iB ~ (−i)MωM+1 ((M + 2)2(M(M(M + 2)− 6P − 5)− 6) + 6i(M(M(M(M + 10) + 41) + 84) + 60)ω)
6(M + 1)2(M + 2)2
,
θ4 = −6 ~ (−i)
MωM (AM + A + iB ω)
M + 1
. (B3j)
Note that P = l (l + 1) + 2 i ω.
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Figure 3: The contour C is composed of (a), (b), (c) and (d) clockwise.
Appendix C: Asymptotic behaviour of U
This section provides asymptotic value of U(z). It is begun by presenting the integral representation [25] of
3F3(1, 1, 1; 2, 2, 2, z),
3F3(1, 1, 1; 2, 2, 2, z) =
∫ 1
0
dt 2F2(1, 1; 2, 2, z t) , (C1)
where 2F2(1, 1; 2, 2, z t) = −γE+Γ(0,−z t)+log(−z t)z t . Hence,
lim
r→+∞ 3F3(1, 1, 1; 2, 2, 2, i r) = limr→+∞
∫ 1
0
γE + Γ(0,−i r t) + log(−i r t)
−i r t dt . (C2)
Note that ω is omitted here, which was supposed to be included via z = −i r ω, because it does not affect to asymptotic
behaviour if ω > 0. We introduced a small positive parameter  for the convenience of handling divergent terms.
Hereafter, limr→+∞, lim→+∞ are occasionally omitted unless there is confusing. By a change of variable κ := r t,
the integration becomes
lim
r→+∞ 3F3(1, 1, 1; 2, 2, 2, i r) = limr→+∞ lim→0+
i
r
∫ r

dκ
γE + Γ(0,−i κ) + log(−i κ)
κ
, (C3)
= lim
r→+∞
i
r
lim
→0+
[
γE log(r/) +
∫ r

dκ
Γ(0,−i κ)
κ
+
1
2
(log2(−i r)− log2(−i ))
]
.
Let us concentrate on the second term
∫ r

dκΓ(0,−i κ)κ . By the Cauchy integral formula, it could be found that the
contour integration vanishes ∮
C
dκ
Γ(0,−i κ)
κ
= 0 , (C4)
where the contour C is presented in Fig.3. The integration Eq.C4 could be splitted into the four pieces,
0 =
∫ r

dκ
Γ(0,−i κ)
κ︸ ︷︷ ︸
(a)
+ i
∫ pi/2
0
dθ Γ(0,−i r ei θ)︸ ︷︷ ︸
(b)
+
∫ i
ir
dκ
Γ(0,−i κ)
κ︸ ︷︷ ︸
(c)
+ i
∫ 0
pi/2
dθ Γ(0,−i  ei θ)︸ ︷︷ ︸
(d)
. (C5)
From Eq.(4.6), the integrand of (b) is
lim
r→∞Γ(0,−i r e
i θ) = lim
r→∞
ei r cos θ−r sin θ
−i r ei θ = 0, (C6)
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and which, hence, leads to (b) = 0. And in the case of (d), the part of the integrand not vanishing is
lim
→0+
Γ(0,−i  ei θ) = lim
→0+
(− log − i θ − γ + ipi
2
)
, (C7)
which also leads to that (d) = 18pi
(
4i log + 4iγE + pi
)
. Finally, let us consider the case of (c),
lim
r→∞(c) = −
∫ ∞

∫ ∞
t
e−k
t k
dk dt = −
∫ ∞

∫ k

e−k
t k
dt dk = −
∫ ∞

e−k
k
log
k

dk , (C8)
= −
[
e−k log k log
k

]∞
︸ ︷︷ ︸
=0
+
∫ ∞

e−k
k
log
k

dk︸ ︷︷ ︸
=− limr→∞(c)
+
∫ ∞

e−k
k
log  dk −
∫ ∞

e−k log k log
(
k

)
,
=
1
2
∫ ∞

e−k
k
log  dk − 1
2
∫ ∞

e−k log k log
(
k

)
,
= − 1
2
lim
→0+
(
log2 + 2 γE log +
(
γ2E +
pi2
6
))
.
Therefore, since (a) = −(b)− (c)− (d), we arrive at
lim
r→∞ lim→0+
∫ r

dκ
Γ(0,−i κ)
κ
=
1
2
(
log2 + 2 γE log +
(
γ2E +
pi2
6
))
− 1
8
pi
(
4i log + 4iγE + pi
)
, (C9)
which is divergent as → 0. Now let us go back to Eq.(C3). The inside of the sqaure bracket of Eq.(C3), becomes
γE log r +
1
2
log2 +
1
2
(
γ2E +
pi2
6
)
− i pi log 
2
− i γE pi
2
− pi
2
8
+
1
2
log2(−i r)− 1
2
log2 +
1
2
ipi log +
pi2
8
,
= γE log(−i r) + 1
2
(
γ2E +
pi2
6
)
+
1
2
log2(−i r) . (C10)
After moving the divergent logarithm terms to the left hand side, one gets
lim
r→+∞
[
− i r 3F3(1, 1, 1; 2, 2, 2, i r)− γE log(−i r)− 1
2
log2(−i r)
]
=
1
2
(
γ2E +
pi2
6
)
, (C11)
where the inside of the sqaure bracket of the left hand side is nothing but hte functional part of U( rω ) (when ω > 0).
The simliar calulation reveals that
lim
r→−∞
[
− i r 3F3(1, 1, 1; 2, 2, 2, i r)− γE log(−i r)− 1
2
log2(−i r)
]
=
1
2
(
γ2E +
pi2
6
)
. (C12)
Hence, we can finally conclude that whatever the sign of ω 6= 0, the follow holds,
lim
r→∞U(r) = 0 . (C13)
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