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Abstract— In this paper, a powerful face recognition system 
for authentication and identification tasks is presented and a new 
facial feature extraction approach is proposed. A novel feature 
extraction method based on combining the characteristics of the 
Curvelet transform and Fractal dimension transform is proposed. 
The proposed system consists of four stages. Firstly, a simple 
preprocessing algorithm based on a sigmoid function is applied to 
standardize the intensity dynamic range in the input image. 
Secondly, a face detection stage based on the Viola-Jones 
algorithm is used for detecting the face region in the input image. 
After that, the feature extraction stage using a combination of the 
Digital Curvelet via wrapping transform and a Fractal Dimension 
transform is implemented. Finally, the K-Nearest Neighbor (K-
NN) and Correlation Coefficient (CC) Classifiers are used in the 
recognition task. Lastly, the performance of the proposed 
approach has been tested by carrying out a number of 
experiments on three well-known datasets with high diversity in 
the facial expressions: SDUMLA-HMT, Faces96 and UMIST 
datasets. All the experiments conducted indicate the robustness 
and the effectiveness of the proposed approach for both 
authentication and identification tasks compared to other 
established approaches. 
Keywords— Face Recognition, Curvelet Transform, Fractal 
Dimension, Fractional Brownian Motion, SDUMLA-HMT 
database, Faces96 database, UMIST database. 
 
I. INTRODUCTION  
 In the last few decades, increasing the use of many 
developed and sophisticated techniques of hacking and forgery 
led to increased demand for alternative methods to authenticate 
a person's identity [1]. Many different kinds of the biometric-
based pattern recognition systems were widely used. These 
biometrics traits can be divided into two types, physiological 
characteristics such as Face, Iris, Fingerprint, Hand Veins and 
etc., or behavioral characteristics such as Signature, Speech, 
Gait, Voice, and Keystroke recognition [2]. Personal authen-
tication based on the biometric features has many advantages 
over the traditional methods like the passwords, ID cards and 
PIN, because it is difficult to be transferred, lost, forgotten or 
duplicated. In addition, employing the biometrics in the task of 
authenticating a person's identity are more convenient and user 
friendly than the traditional methods, so that the clients do not 
need anything to remember or to carry with them [3]. Finally, 
the security level achieved using the biometric systems is higher 
than that using traditional methods. Face recognition is one of 
the most popular biometric systems that have received a 
significant attention in the research community due to its 
accuracy and low cost. Face recognition has appeared to offer a 
number of characteristics over other biometric systems. Face 
recognition systems have the added advantage that the user can 
be identified without knowing he is being monitored. In 
addition, the biometric systems that depend on using the same 
sensor device to acquire the biometric trait from multiple users 
(e.g. Fingerprint recognition) can cause some health risks by 
transferring germs and/or some infectious diseases from one 
user to the other [4]. Moreover, face recognition has a wide 
range of applications in many areas such as access control 
systems, check points, ATM machines, security and 
surveillance systems, and others daily human applications [5]. 
However, developing and designing a face recognition system 
is one of the most challenging problems in the image 
processing, computer vision and pattern recognition fields. 
Therefore, many factors and problems must be taken into 
account when developing any biometric system based on the 
face image, due to the variations and changes in the face image, 
such as illumination and facial expression changes, multi-views, 
and other occlusions from wearing glasses and hats and the 
presence of beards and mustaches, etc. [4][6]. 
Generally, a number of approaches have been proposed and 
refined to overcome all these drawbacks and problems but very 
few of them are capable of working under fully unconstrained 
conditions. These approaches can be divided into three 
categories: Feature-Based, Holistic and Hybrid approaches [7]. 
In this paper, a new feature extraction method based on 
combining the characteristics of the Curvelet transform and 
Fractal dimension technique is proposed. The proposed system 
consists of four stages. Firstly, a simple preprocessing algorithm 
based on a sigmoid function is applied to standardize the 
intensity dynamic range in the input image. Secondly, a face 
detection stage based on the Viola-Jones algorithm is used for 
detecting the face region in the input image. After that, the 
feature extraction stage using a combination of the Digital 
Curvelet via wrapping transform and a Fractal Dimension 
transform is implemented. Finally, the K-Nearest Neighbor (K-
NN) and Correlation Coefficient (CC) Classifiers are used in the 
recognition task. In this paper, we will concentrate on the 
proposed feature extraction approach by explaining the 
motivations behind using it and analyzing its strength. This 
paper is organized as follows: some related works will be 
discussed in Section II. Section III describes the proposed face 
recognition system. The experimental results are presented in 
Section V. Finally, conclusions and future research directions 
stated in the last section. 
II. RELATED WORKS 
 In the last years, face recognition has received considerably 
more attention in the research community than other biometric 
features due to its accuracy, low cost and ease of capturing face 
image without the user's cooperation. Generally, a number of 
algorithms were proposed and developed as an attempt to 
overcome some or all the problems in face recognition. 
However, very few of these techniques are capable of working 
under fully unconstrained conditions. For instance, a number of 
hybrid features extraction methods have been proposed by 
Tzung J., [8]. These methods are mainly based on the Wavelet 
transform, Linear Discriminant Analysis (LDA), and the 
Nearest Feature Plane (NFP) and Nearest Feature Space (NFS). 
The performance of the proposed approaches was evaluated on 
two databases: IIS face database and ORL database. In [9] J. Ye 
and G. Tan have proposed a face recognition system based on 
the Gabor filter respons, Digital Curvelet transform followed by 
2D Principal Component Analysis (PCA), the performance of 
the proposed system has been assessed on the ORL database 
and the best obtained results was 95.5%. In addition, an 
efficient face authentication system was proposed by L. Fang 
and et al. [10] by decomposing the face image using Wavelet 
transform to extract the low frequencies followed by 2D 
Principal Components Analysis and Fisher linear substitution to 
extract the components vector. Finally, the Support Vector 
Machine (SVM) was adopted for the authentication purpose. In 
[11] Huilin X. and et al presented a new facial feature extraction 
algorithm named as 2D-Fisher Linear Discriminant (2D-FLD). 
In this work, the performance of the proposed approach was 
assessed on the ORL and UMIST face databases and the 
conducted experiments proved its efficiency compared to other 
methods such as PCA and the combination between the PCA 
and the FLD. In [12] a new dimensionality reduction technique 
for face recognition system named as Diagonal Locality 
Preserving Projections (DiaLPP) was proposed. This technique 
depends on finding the optimal projection vectors by using the 
information in both the rows and columns of the face images. 
The performance of the proposed technique was compared with 
other existing methods such as Locality Preserving Projection 
(LPP) and 2D-Locality Preserving Projection (2DLPP). In [13] 
Asha R. Arnold and et al presented a face recognition system 
based on a hybrid approach for capturing the shape and texture 
information of the face image. This technique depends on the 
gradient orientation histogram to extract the shape features, and 
the Local Binary Pattern (LBP) to capture the texture 
information. Finally, a combination of the hash table and binary 
tree is adopted for the classification task. 
  
 
III.  THE PROPOSED METHODOLOGY 
 As shown in Fig.1, the proposed system starts with simple 
preprocessing algorithm using sigmoid function to reduce the 
illumination changes effect by expanding and compressing the 
values of the dark and bright pixels in the face image, 
respectively. This is followed by detecting the face region in the 
face image using the Viola-Jones detector [14]. Viola-Jones 
detector works on building a cascade of weak classifiers using 
the AdaBoost learning algorithm to extract and detect the most 
important facial features in the face image, such as nose, eyes, 
and mouth, then use the to detect the face region in the input 
image. More details about this detector can be found in [14]. In 
the feature extraction stage, an efficient and robust feature 
extraction approach is proposed based on integrating the 
advantages of the Curvelet transform with the Fractal dimension 
transform. Although, number of studies have demonstrated that 
the Curvelet transform can serve as a good feature extraction or 
a dimension reduction tool for pattern recognition problems like 
fingerprint recognition and face recognition due to its ability to 
represent crucial edges and curves features more efficient than 
other transformation methods.  
However, the Curvelet transform cannot overcome the 
effects of large changes in illumination conditions, shadows, 
multiple views of face images and occlusions from wearing 
glasses or hats. As a result, the Curvelet transform will not be 
able to describe the face texture roughness and fluctuations in 
the surface efficiently, which have a significant effect on the 
recognition rate. All these factors together were behind the 
adoption of the fractal dimension transform here to provide a 
better description of the face texture under different 
environmental conditions. The fractal dimension has some 
important properties such as a self-similarity, which means that 
an object has a similar representation to the original under 
different magnifications. This property can be used in reflecting 
the roughness and fluctuation of image's surface where 
increasing the scale of magnification provides more and more 
details of the imaged surface. In addition, the non-integer value 
of the fractal dimension give a quantitative measure of the 
objects that have complex geometry and cannot be described by 
an integral dimension (an example is the length of a coastline) 
[15],[16]. Many methods have been proposed to calculate 
fractal dimension, such as Box-counting, Differential Box-
counting and Fractal Brownian Motion (FBM), and other 
methods can be found here [17]. However, fractal estimation 
methods are very time consuming and cannot meet real-time 
requirements. Hence, to address all the above limitations and 
drawbacks, a novel face recognition algorithm based on 
merging the advantages of a new multidirectional and 
anisotropy transform, specifically the Curvelet transform, with 
fractal dimension is proposed. In this paper, the fractal 
dimension is estimated using Fractional Brownian Motion 
(FBM) and the proposed method named as a Curvelet 
Transform-Fractional Brownian Motion (CT-FBM).  
  
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. The block diagram of the proposed face reco
 
A. Curvelet Transform 
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In this paper, the proposed system was tested based on three 
different thresholds corresponding to FAR=0, FRR=0, and 
FAR=FRR. The similarity scores between the training set and 
other sets were calculated using the CC classifier as follows: 
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Where m and n are the dimensions of the sample, 
QX  
and
VX
are the mean values of the testing and training samples, 
respectively. According to the Lausanne protocol, the subjects 
in each database are divided into two groups of clients and 
imposters users. The clients’ group is divided further into three 
sets: training, evaluation and testing sets, while the imposter’s 
group is divided into two sets: evaluation and testing sets. The 
training set is used to construct clients' templates. The 
evaluation set is chosen to produce the access scores of clients 
and imposters users, which are used to establish a threshold that 
specifies if a subject is accepted or rejected. Based on the 
Lausanne protocol this threshold is assigned to meet certain 
performance levels on both (clients and imposters) evaluation 
sets. Finally, the same threshold will then be used on the testing 
set to simulate real authentication tests [20]. In this experiment, 
we found that the highest authentication rate was achieved 
when the FAR was equal to FRR. Table I shows the division of 
users for the entire database used, while the results obtained are 
presented in Tables II. From this table, we can see that the 
highest CAR was 99.32%, 96.86 % and 99.17% with EER of 
0.68%, 3.14% and 0.83 %, for the SDUMLA-HMT, Faces96 
and UMIST database, respectively. Hence, these results 
obtained demonstrate the superiority of the proposed method 
and the possibility of using it for the real-time face 
authentication system with high accuracy. 
TABLE I. THE DIVISION OF PERSONS ACCORDING TO THE LAUSANNE PROTOCOL 
(CONFIGURATION II). 
SDUMLA-HMT face database 
60 Clients 46 Imposters 
21 Images Client’s Training 20  Imposters 
Evaluation 
Dataset 
26  
Imposters 
Testing 
Dataset 
21 Images 
Client’s 
Evaluation 
42 Images 
Client’s Testing 
Faces96 Database 
100 Clients 52 Imposters 
5 Images 
Client’s Training 20 Imposters 
Evaluation 
Dataset 
32 Imposters 
Testing 
Dataset 7 Images 
Client’s 
Evaluation 
8 Images 
Client’s Testing 
UMSIT Database 
10 Clients 10 Imposters 
6 Images Client’s Training 4  Imposters 
Evaluation 
Dataset 
6  Imposters 
Testing 
Dataset 
6 Images Client’s 
Evaluation 
12 Images Client’s Testing 
 
 
TABLE II.  THE AUTHENTICATION RESULTS OBTAINED USING (CT-FBM). 
 
 
B. The Identification Experiments 
The main aim of these experiments was evaluating and 
testing the reliability and efficiency of the proposed system in 
the identification task by comparing the query image with all 
the previously stored templates in the database system. Each 
time a different number of training and testing images were 
used. In this work, the proposed system was evaluated on the 
SDUMLA-HMT face database by dividing the person’s images 
(84 images) into two sets, named Database_1 and Database_2, 
containing all the odd and even numbered images, respectively. 
Therefore, each dataset contains 42 images for each person and 
4452 images in total. Then images selected for the testing and 
training phases to number in the ratio 14:28, were chosen 
randomly for each person. The main purpose of this experiment 
was to show that the proposed system can give the same level of 
the recognition rate as shown in Table III. While, the Table IV 
and V show the results obtained from Faces96 and USIMT 
database, respectively.  In this experiment the K-NN classifier 
was used in the classification task. The K-NN classification 
method is a supervised machine learning method, which was 
proposed by Cover and Hart [21]. The performance of the K-
NN mainly depends on determining the value of the k parameter 
that represents the closest reference samples in the feature 
space. In this paper, K=4 for both used databases. The results 
obtained demonstrate that the performance of the proposed 
system can be slightly affected by decreasing the number of 
training images. 
TABLE III. THE IDENTIFICATION SYSTEM RESULTS OBTAINED USING THE 
SDUMLA-HMT DATABASE. 
The DB. Name Recognition Rate% 
Database_1 90.09 
DataBase_2 90.16 
 
TABLE IV. THE COMPARISON RECOGNITION RATE ON FACES96 DATABASE. 
Training Images 
No. 
Testing Images 
No. 
Recognition 
Rate% 
10 10 100 
7 13 98.47 
5 15 97.31 
4 16 96.39 
3 17 95.56 
The Average RR. 97.55 
TABLE V.  THE COMPARISON RECOGNITION RATE ON USIMT DATABASE. 
Training Images 
No. 
Testing Images 
No. 
Recognition 
Rate% 
12 12 99.58 
8 16 99.38 
6 18 98.06 
5 19 98.44 
4 20 97 
The Average RR. 98.492 
 
The second aim was comparing the performance of the 
proposed system by taking the average recognition rate with 
other existing approaches. The comparative results of the 
proposed system and other systems using the Faces96 and 
UMIST databases are shown in tables (6) and (7), respectively. 
The recognition time was measured by implementing the 
proposed system on a personal computer with the Windows 8.1 
operating system, a 1.80 GHz Core i5-3337U CPU and 6 GB of 
RAM. The system code was written to run in MATLAB 
R2013a. The recognition time per image was 2.24, 1.6 and 1.77 
seconds, for SDUMLA-HMT, Faces96 and UMIST database, 
respectively. As shown in this comparative study, the results 
obtained demonstrated the superiority of the proposed approach 
on many existing approaches like, Local Binary Pattern, Scale 
Invariant Feature Transform and Eigenface using PCA, LDA 
and etc. 
TABLE VI. COMPARISON OF RECOGNITION RATES OBTAINED FOR THE FACES96 
DATABASE. 
Recognition Algorithms Recognition Rate % 
PCA+DCT [22] 94.00 
PCA + SVM [23] 94.00 
Gabor Transform [24] 92.35 
Local Binary Pattern [24] 82.94 
LDA + SVM + RBF kernel 
function [25] 88.24 
The Proposed Method (CT-
FBM+KNN) 97.55 
V. CONCLUSIONS ANA FUTURE WORK 
In this work, an efficient and powerful facial feature 
extraction approach combining the characteristics of multi-
directional transform like the Curvelet transform with fractal 
dimension transform is proposed. The Curvelet transform is 
selected as a fast and powerful technique for representing edges 
and curves and reducing the dimensionality of the face image, 
to increase the speed of the fractal dimension estimation 
algorithm. After that, the fractal dimension is estimated from 
the Curvelet's output using FBM approach. FBM is invariant to 
common transformations in the face image due to its self-affine 
property. Moreover, it has the ability to enhance the edge 
representation and create an illumination invariant represent- 
tation of the face image without increasing the noise level. The 
robustness and the effectiveness of the proposed approach were 
proved experimentally by investigating and testing its 
performance using three standard face databases: SDUMLA-
HMT, Face96 and UMIST. As explained above, these datasets 
contain face images with high diversity in facial expressions, 
lighting conditions, poses and etc. In addition, the results 
obtained demonstrated the superiority of the proposed approach 
when compared to the other existing approaches like, Local 
Binary Pattern, Eigenface using PCA, LDA and etc. The future 
work will focus on reducing the dimensionality of the feature 
vector in order to improve the recognition time using another 
approach for calculating the fractal dimension. In addition, this 
work will be extended by implementing more advanced 
classification algorithms based on deep learning concepts. 
TABLE VIII. COMPARISON OF RECOGNITION RATES OBTAINED FOR THE UMSIT 
DATABASE. 
Recognition Algorithms Recognition Rate % 
Regularized-LDA+Probabilistic 
Reasoning Model (PRM) [23] 97.5 
PCA + RBF Neural Networks [26] 94.10 
Scale Invariant Feature Transform 
(SIFT) [27] 95.95 
2D-Fisher Linear Discriminant + 
Euclidean Distance [11] 97 
Diagonal Locality Preserving Projection 
(DiaLPP) [12] 95.5 
Pyramid Histogram of Oriented 
Gradients + SVM [28] 93.66 
Spectral Feature Analysis (SFA) [29] 92.19 
The Proposed Method (CT-FBM+KNN) 98.492 
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