Recent advances in biomolecular sequencing have revealed the important role that interspecific gene flow has played in genome evolution throughout the Tree of Life. Current and future genomic studies will bring large amounts of genomic sequence to bear upon this topic, and scalable computational methodologies are needed to detect and analyze genomic signatures of interspecific introgression in large-scale datasets.
INTRODUCTION
Recent comparative genomic studies of interspecific gene flow in eukaryotes have sought to detect introgressed genetic variation and then understand the functional role of introgressed alleles. Examples include studies of house mice [23, 24, 33] , butterflies [36] , and humans and ancient hominins [9, 29] . A key challenge is inherent to the computational task of introgression mapping: eukaryotic genomes have evolved under complex evolutionary processes, including interspecific gene flow, genetic drift/incomplete lineage sorting (or ILS), recombination, and point mutations [4] . For example, one popular strategy for detecting introgression seeks to reconstruct local evolutionary histories along genomes, and then utilizes topological incongruence between gene trees as a pattern indicative of gene flow. However, deep coalescence caused by genetic drift/ILS can also result in local genealogical discordance. Thus, introgression detection remains a challenging problem, since developing a comprehensive approach for distinguishing genomic patterns left by interspecific introgression versus genetic drift/ILS (as well as other evolutionary processes) is sorely needed.
Recent methodological advances have sought to disentangle genomic signatures of gene flow from those left by the other evolutionary processes. A popular class of statistical introgression mapping methods directly analyzes historical introgression patterns from biomolecular sequence data using a combined model of population genetics and sequence evolution. The population genetic model component typically consists of an extended multi-species coalescent (MSC) model [20] which accounts for genetic drift, gene flow, and recombination,where temporal probabilistic graphical models are used for a sequentially Markovian coalescent (SMC) approximation [26] to the full coalescent-with-recombination (CwR) model [11, 19] . The sequence evolution model component typically consists of a traditional Markovian model of point mutation processes [6] . Methods in this class include CoalHMM [14, 25] -an early method which was originally proposed for other population genetic inference problems but which has since been extended to address related tasks such as statistical introgression mapping. More recently, Liu et al. [23] introduced PhyloNet-HMM, an introgression mapping method that utilizes a statistical model which combines the multi-species network coalescent (MSNC) model [40] (for capturing genetic drift, incomplete lineage sorting, and gene flow), a finite site substitution model such as the general time-reversible (GTR) model [30] , and a hidden Markov model (HMM) to capture intra-sequence dependence due to recombination (based on an SMC approximation to the full CwR model). Each MUL-tree encoded in a fixed species network is represented using a "row" of HMM states, and distinct gene tree topologies corresponding to local coalescent histories evolving within the MUL-tree are represented using distinct states within the row. HMM switching from one "row" of states to another is indicative of gene flow within a reticulation in the species network, depending on the MUL-trees involved; HMM switching between states in the same "row" is indicative of ILS and/or recombination. The combined model is coupled with a modified posterior decoding algorithm for statistical inference. Model parameters are learned using standard local optimization techniques. As far as we're aware, statistical methods in this class have not been used on datasets with more than a handful of genomic sequences. One contributing factor is algorithmic scalability. Increasing dataset size in terms of number of taxa and sampled genomes as well as greater evolutionary divergence can negatively impact computational runtime, memory usage, and inference/learning accuracy. Another popular class of introgression mapping methods applies statistical testing within sliding windows [3, 36] , thus avoiding the computational burden of explicitly modeling coalescence, recombination, gene flow, and point mutation processes. Common simplifying assumptions made by this class of methods include the ad hoc nature of applying statistical tests within sliding windows across an input sequence alignment, the infinite sites model and its assumptions about sequence evolution, and others, which may result in relatively low inference/learning accuracy.
RELATED WORK
This study builds upon previous work including the PhyloNet-HMM and SERES frameworks. Here we review these related concepts and approaches.
PhyloNet-HMM algorithm
The PhyloNet-HMM algorithm employs a hidden Markov model for introgression detection. We utilize the model that is implemented in the recently released PhyloNet version 3.6 [35, 38] , which is a modification of the earlier model proposed by Liu et al. [23] .
The HMM states include a trivial start state; every other HMM state corresponds to a distinct pair consisting of a MUL-tree and a gene tree. A MUL-tree is a type of multilabeled tree whose leaves can be labeled by the sampled alleles [15, 40] . The set of MULtrees encoded by a species network N can be calculated using the NetworkToMulTree procedure described by [40] . Gene flow directionality is reflected in reticulation edge directionality in an explicit phylogenetic network. Let m and n be the number of MULtrees and gene trees, respectively. As shown in Figure 1 , the states can be represented by s i j = (T i , G j ), where T i is the i-th MUL-tree (1 ≤ i ≤ m) and G j is the j-th gene tree (1 ≤ j ≤ n).
The stochastic behavior of the HMM is governed by transition probabilities, initial state probabilities, and emission probabilities. The transition from the start state to a state s i j = (T i , G j ) can be calculated as follows:
where z(s i j ) is the probability of local gene tree G j under MUL-tree T i , which can be calculated using the approach of Yu et al. [40] .
Let ∆ G be the probability of switching from a local gene tree to one having a different topology (i.e., switching between columns in Figure 1 ), while ∆ T is the probability of switching from a MUL-tree to one having a different topology (i.e., switching between rows in Figure 1 ).
A transition from
where 1 ≤ i, k ≤ m and 1 ≤ j, l ≤ n occurs with the following probability:
Given a hidden state s i j = (T i , G j ), the emission probability can be calculated based on the observation sequence (i.e. the columns of the input alignment A). The observation sequences A can be defined as {A, C,T , G} K ×L , where K is the number of taxa and L is the length of genomic sequence alignment. Emissions occur according to a substitution model ϕ, which was the generalized time-reversible (GTR) model [30] in our study. For each site of the observation sequence A, which we define as a i (1 ≤ i ≤ L), the emission probability is e s,ϕ = P[a i |s, ϕ] = P[a i |ℓ T , ℓ G , ϕ] where ℓ T are the branch lengths of the MUL-tree and ℓ G are the branch lengths of gene tree associated with state s = (T , G).
Given the observation sequences A, the model parameters θ are learned under the maximum likelihood criterion argmax
where the model parameters θ consist of:
• The set of MUL-trees (topologies and branch lengths);
• The set of local genealogies (topologies and branch lengths);
• DNA substitution model parameter ϕ;
• MUL-tree and gene tree switching probabilities ∆ T and ∆ G While the model likelihood for a fixed θ can be calculated efficiently using dynamic programming [28] , model likelihood optimization to learn θ is computationally difficult. For this reason, HMM learning is typically addressed using local search heuristics such as the Baum-Welch algorithm and the expectation-maximization algorithm [28] . The PhyloNet version 3.6 implementation of the PhyloNet-HMM framework utilizes the BOBYQA algorithm [27] to iteratively perform multi-variate optimization as part of a hillclimbing search (whereas the initial version 0.1 implementation of PhyloNet-HMM utilizes Brent's method for univariate optimization [1] ).
Given an optimized model θ * , the forward and backward algorithms are used to calculate the posterior decoding probability:
where A is the observed multiple sequence alignment with L columns, and each aligned columns of A is a t ∈ A (1 ≤ t ≤ L); π t is the t-th state of path π ; (T i , G j ) represents all possible hidden states (1 ≤ i ≤ m, 1 ≤ j ≤ n) as shown in Figure 1 ; the forward probability f t (i, j) = P (a 1 , a 2 , ..., a t , π t = (T i , G j )|θ * ) is calculated using the forward algorithm; the backward probability
is calculated using the backward algorithm; P (A|θ * ) is the probability of the alignment which can be computed by either the forward or backward algorithms. Consistent with the study of Liu et al. [23] , we used a modified posterior decoding approach for inference purposes. The modified posterior decoding probability that a column t (1 ≤ t ≤ L) in the alignment A has introgressed origin is computed as follows:
where Ω T represents the set of MUL-trees having introgressive origins.
SERES resampling
Non-parametric resampling approaches allow researchers to use empirical data to build a distribution from which they can obtain critical values, calculate p-values, or construct confidence intervals. For the problem of introgression mapping, non-parametric resampling methods can be used to generate resampled replicates of a genome alignment. Inference/analysis can be performed and compared across replicates. The SERES framework [37] consists of non-parametric or semiparametric sequential resampling techniques that generalize the standard bootstrap method for non-parametric resampling [5] and the Heads-or-Tails method [21] . Critically, SERES resampling satisfies the "neighbor preservation property", which means the resampling preserves neighboring bases within the original sequences. The generalized procedure takes the form of random walks along either aligned or unaligned biomolecular sequences. In the former case, the random walk is conducted using the following procedure. A starting point and direction for the random walk are chosen uniformly at random across all sites. As the random walk proceeds, reversals occur with certainty at the start or end of the MSA; reversals can also occur during each step with probability γ . The random walk stops once the number of sampled characters is equal to the fixed MSA length.
METHODS
In this study, we address the methodological limitations of stateof-the-art approaches for statistical introgression mapping by augmenting the PhyloNet-HMM framework with two key algorithmic approaches: an MSNC model approximation and SERES-based resampling and re-estimation to "boost" statistical inference accuracy. We refer to the resulting model and method as the PHiMM (or "fast PhyloNet + Hidden Markov Model") framework. The PHiMM model is nested within the PhyloNet-HMM model, and the latter typically has many more parameters compared to the former.
We first describe the computational problem addressed by the statistical introgression mapping methods under study. The problem input consists of a multiple sequence alignment A with K aligned sequences and L columns and a species phylogeny in the form of a rooted phylogenetic network N . The problem output is an annotation of each aligned character a t ∈ A with an introgression probability p t for 1 ≤ t ≤ L.
PHiMM algorithm
The PHiMM algorithm for statistical introgression mapping consists of a multi-stage pipeline. The pseudocode of our algorithm is given in Algorithm 1. The first stage consists of the following "truncation" algorithm: (a) Using N as a species network model, conduct Monte Carlo sampling of z local gene tree topologies from the gene tree topology distribution under the MSNC model [40] . We used z = 1000 in our simulation study experiments and empirical dataset analyses. The observed frequency distribution of local gene tree topologies is normalized to obtain an estimated probability distributionf N . (b) Rank each topology in the domain off N based on its estimated probability, and let ∆ be the top k n topologies based on the topology ranking. The PHiMM analyses in our study set k n to 30. (c) Truncate the distributionf N such that the domain consists only of topologies in ∆. Normalize the truncatedf N to obtain a truncated probability distribution д N . The second stage of the PHiMM algorithm constructs a hidden Markov model (HMM) in a manner similar to the PhyloNet-HMM algorithm, with a single modification. The set of MUL-trees T i (1 ≤ i ≤ m, where m is the number of MUL-trees) in the MUL-tree representation of N [40] is enumerated using the procedure NetworkToMulTree described by Yu et al. [40] . HMM state construction utilizes the truncated distribution д rather than the full theoretical distribution f , where a row of HMM states is instantiated for each distinct MUL-tree T i and each state in a row corresponds to a distinct local gene tree topology G j (1 ≤ j ≤ k n = |∆|) in the domain of д N . The final stage of the PHiMM algorithm performs model fitting and statistical inference under the fitted model using the same procedures as the PhyloNet-HMM algorithm.
The PHiMM framework can be augmented with SERES-based resampling and re-estimation to enhance inference and learning (Algorithm 1). First, the PHiMM algorithm is run with default settings to perform optimization-based learning on the original input MSA. SERES random walks are conducted to perform resampling; the number of SERES replicates was 10 and the reversal probability γ was set to 0.0003. The optimized model is then used to perform fixed-parameter-value inference on resampled SERES replicates. Finally, re-estimated posterior probability distributions are averaged across SERES replicate analyses to obtain a final inferred distribution.
Simulation study
We conducted a simulation study to evaluate the performance of PHiMM relative to the state of the art. Our simulation procedure generally followed that of Liu et al. [23] , with one major change. We utilized msmove [8] , a newer coalescent model simulation tool which annotates loci that evolved under gene flow, as opposed to ms [16] , which does not provide such annotation. The two simulation studies also utilized comparable model conditions. The model conditions were originally chosen to reflect evolutionary scenarios involving adaptive interspecific introgression that have been recently described in eukaryotes [9, 24, 29] . Additionally, we also conducted additional experiments using the original ms-based simulation protocol from [23] . Our experiments indicated that there was not a large difference between the two simulation protocols, and we therefore focus on the msmove-based simulation protocol. (Detailed descriptions and results for the ms-based protocol are listed in the Appendix.)
The model phylogenies used in our simulation study were generated using the procedure of Hejase et al. [13] , which consisted of the following steps. First, we used r8s [31] to generate a random rooted tree under a birth-death process, where the number of taxa n ∈ [5, 10] and each tree had a total height of 1.0 coalescent unit. Next, a time-consistent level-r rooted tree-based phylogenetic networks was obtained in a manner similar to Leaché et al. [22] . Reticulations were topologically constrained to the class corresponding to paraphyletic gene flow based on Leaché et al. [22] 's classification scheme. A total of r reticulations were added by iterating the following steps: a time t M between 0 and the tree height was selected uniformly at random, two tree edges for which corresponding ancestral populations existed during a time interval [t A , t B ] such that t M ∈ [t A , t B ] were randomly selected, and a reticulation at time t M was added to connect the pair of tree edges. An outgroup taxon was then added to the resulting network with divergence time at 10.0 coalescent units. Similar to Leaché et al. [22] , we further classified model phylogenies based on whether gene flow was "deep" or "non-deep" based on topological placement of reticulations. A reticulation is non-deep when its placement involved two leaf edges, and all other reticulations are considered deep; nondeep model phylogenies include only non-deep reticulations, and all other model phylogenies are considered to be deep.
Given a model species network, local coalescent histories and gene trees were simulated under a multispecies network coalescent with recombination (MNSCwR) model. The MNSCwR simulations were performed using [8] since it can annotate a simulated dataset to indicate whether or not local coalescent histories involved historical instantaneous unidirectional admixture (IUA). Following the study of [3] , reticulations were modeled as IUA events. Experiments examining impact of differing levels of admixture used model conditions with γ fixed to either 0.1 or 0.5; all other model conditions assigned γ to 0.5. Recombination was modeled using Hudson's finite-sites recombination model [16] . The crossover probability and simulated sequence lengths in our study reflect inferred recombination rates from the study of Jensen-Seaman et al. [17] . The simulation procedure incorporates multi-locus genomic sequence evolution, where k independent and identically distributed (i.i.d.) "query" loci are sampled from the same MNSCwR model and then embedded within a genome sequence. The choice of simulation protocol was practical, since msmove only provides gene flow annotation at the granularity of a whole locus. To implement this protocol, we simulated two different classes of loci: shorter "query" loci had sequence length of 100 bp, and longer "inter-locus regions" had sequence length of 1 kb. For each of the two classes of loci (i.e., query loci and inter-locus regions), the population recombination rate under the finite-sites recombination model was set to a value consistent with the overall recombination rate ρ: 1 and 10, respectively. Loci from the two classes were interleaved, with ten query loci and nine non-query loci sampled per dataset. The sampling design ensures that query loci are separated by sufficient sequence length for the purpose of assuming free recombination between query loci, based on linkage disequilibrium decay observed in previous empirical studies [34] . The sampling scheme also has an effect equivalent to introducing a recombination breakpoint between two adjoining loci. The total sequence length for each simulated dataset was 10 kb. The MNSCwR simulation outputs consist of a sequence of local coalescent histories and embedded gene trees -one for each recombination-free tract. Finally, DNA sequence evolution on each gene tree was simulated under the Jukes-Cantor model [18] with mutation rate θ = 2. For each model condition, we repeated the simulation procedure 20 times to obtain 20 replicate datasets.
Our simulation study compared the performance of the PHiMM algorithm against the PhyloNet-HMM algorithm. PhyloNet-HMM analyses were run using default settings, i.e., the number of iterations for model parameter learning was 300, and the number of runs was set to 10. (Detailed commands are listed in the Appendix.)
The methods under study were evaluated based on several different performance measures. First, we assessed inference accuracy for each method, where the inference annotates each input alignment column with an introgression probability based on the modified posterior decoding calculation in [23] . For each query locus in a simulation replicate, each method's inference accuracy was assessed based on whether or not any sites were flagged as introgressed under a given posterior decoding probability threshold. Varying ∆ z ← ∅ ▷ ∆ z : Sampled gene tree topologies 4: int i ← 1 5: while i ≤ z do ▷ z: Sampling size 6 :
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Return {p t } 1≤t ≤L threshold values trades off between type I and type II errors. The tradeoff is commonly visualized using receiver operating characteristic (ROC) curves, which plot true positive rate ( T P T P +F N ) vs. false positive rate ( F P F P +T N ), or precision-recall (PR) curves, which plot precision ( T P T P +F P ) vs. recall ( T P T P +F N ) (where we abbreviate "FP" for false positive, "FN" for false negative, "TP" for true positive, and "TN" for true negative). We report area under curve (AUC) for both (AUROC and PR-AUC, respectively). Second, we assessed computational runtime and main memory usage for the methods under study.
Empirical study
Our performance study included empirical genomic sequence datasets with positive and negative control loci. The datasets were sampled from wild-derived and wild mouse samples from Mus musculus domesticus and M. spretus. For comparison purposes, we reproduced a subset of the PhyloNet-HMM analyses from [24] , which utilized genomic sequence data from [2] . We briefly review relevant methodological details here (see [24] for more details). The data were sequenced using a SNP array designed by [39] ; raw reads from the array were genotyped using MouseDivGeno software [2] . The genotypic sequence data was phased into haploid genomic sequences using fastPHASE [32] . Each dataset consisted of phased genomic sequences for three M. m. domesticus samples -one from the region of sympatry between M. m. domesticus and M. spretus, and two from far outside the region of sympatry, one M. spretus sample from the region of sympatry, and one outgroup sequence (Rattus norvegicus genome (RGSC Rnor_5.0/rn5)). Each dataset included 4 in-group taxa and 1 out-group taxon.
Our study also included larger "extended" datasets with taxon sampling that was a strict superset of the datasets from the Liu et al. [24] study. The larger size of the extended datasets necessitated the use of PHiMM for introgression mapping purposes. Other than larger set of taxa in new datasets, all other aspects of empirical data were the same (i.e., genotyping, phasing, etc.). The extended datasets included one additional M. m. domesticus sample from outside the region of sympatry between M. m. domesticus and M. spretus. PHiMM was run on the extended datasets with settings identical to the simulation study, with two exceptions. First, PHiMM analyses set the number of iterations for model parameter learning to 1000 (rather than 300). Second, substitution model and MULtree branch lengths were optimized using chromosome 7 from the extended Spain-Arenal dataset.
We also re-analyzed the Limenitis dataset from Gallant et al. [7] and part of the reference genome assembly that is in preparation. We ran PhyloNet-HMM and PHiMM on the dataset of Limenitis AC scaffold containing the WntA gene. The dataset includes 4 in-group taxa, Limenitis arthemis arizonensis, Limenitis arthemis arthemis, Limenitis arthemis astyanax and Limenitis archippus floridenesis, where we assume that the Limenitis arthemis arthemis and Limenitis arthemis astyanax were first coalesced, and then their ancestors were coalesced with Limenitis arthemis arizonensis and finally with Limenitis archippus floridenesis. A reticulation from Limenitis arthemis arizonensis to Limenitis arthemis astyanax was postulated for the 4-taxa network. Due to the scalability limitation of PhyloNet-HMM, it was run on the 4-taxon dataset, while PHiMM utilized the extended dataset with an additional Limenitis arthemis arthemis sample.
Software and data
Our software implementation of the PHiMM algorithm includes a custom implementation of the MSNC-based Monte Carlo algorithm as well as custom modifications of the PhyloNet software package [35] . Open-source software and open data for all study datasets are publicly accessible at https://gitlab.msu.edu/liulab/phimm-dataset.
RESULTS

Simulation study
We begin by describing the performance comparison of PHiMM versus PhyloNet-HMM. Area under receiver operating characteristic curve (AUROC), computational runtime, and memory usage comparisons are shown in Table 1 .
Given up to a week of runtime and at most a TiB of main memory, PhyloNet-HMM was only able to complete analyses of 16 out of 20 of the smallest datasets in our study -those involving the 5-taxon model condition with a single non-deep reticulation; PhyloNet-HMM failed to complete analysis of the other 4 replicates due to excessive main memory requirements. On datasets with 6 or more taxa and model conditions involving deep reticulations or multiple non-deep reticulations, PhyloNet-HMM failed to complete analysis for the same reason. In contrast, PHiMM completed analyses of all of the simulated datasets in at most several hours -even the 10-taxon datasets -and main memory usage was also at most a few GiB (Figure 2) .
PhyloNet-HMM's scalability constraints limited comparison of the two methods to the smallest 5-taxon datasets involving a single non-deep reticulation which PhyloNet-HMM successfully analyzed. On the 5-taxon model condition, PHiMM returned runtime and memory usage improvements that amounted to around two orders of magnitude compared to PhyloNet-HMM. On average, PhyloNet-HMM required around 41 hours and 319 GiB of main memory to complete analysis; in contrast, PHiMM required around 8 minutes and 2 GiB of main memory. As measured by AUROC and PR-AUC, PHiMM's inference was comparable to PhyloNet-HMM.
The remainder of the simulation study experiments focus on PHiMM due to PhyloNet-HMM's scalability limitations. On model Table 1 : A performance comparison of PHiMM and PhyloNet-HMM on the 5-taxon model condition with a single non-deep reticulation. Performance was evaluated based on area under receiver operating characteristic curve ("AUROC"), area under precision-recall curve ("PR-AUC"), computational runtime, and main memory usage. Given a week of computational runtime and 1 TiB of main memory, PhyloNet-HMM successfully completed analysis of 16 out of 20 experimental replicates, but failed on the remaining 4 replicates due to excessive main memory requirements. In contrast, PHiMM completed analysis of all replicates. We report results on replicates on which PhyloNet-HMM ran to completion. Averages and standard errors are reported (n = 16). conditions involving a single non-deep reticulation, PHiMM's runtime and memory requirements increased as the number of taxa increased from 5 to 10 ( Figure 2 (a) ). However, PHiMM's runtime and memory requirements on the largest datasets were still orders of magnitude smaller than PhyloNet-HMM on the smallest datasets in our study. On model conditions with between 5 and 10 taxa, average AUROC remained between 0.75 and 0.85. Similar trends were seen on model conditions involving two nondeep reticulations (Figure 2 (b) ). Compared to model conditions with a single non-deep reticulation, runtime and memory usage tended to be slightly larger on the two non-deep reticulation model conditions, but remained on the order of a few hours and GiB, respectively. AUROC on the latter model conditions was between 0.85 and 0.9.
Methods
On model conditions involving a single deep reticulation, runtime and memory usage were similar to other model conditions in our study (Figure 2 (c) ). Unlike model conditions involving nondeep reticulations, PHiMM's AUROC on model conditions involving deep reticulations was impacted by increasing dataset size in terms of number of taxa: on single-deep-reticulation model conditions involving 5 or 6 taxa, AUROC was around 0.8 -comparable to its performance on equivalent single-non-deep-reticulation model conditions -but AUROC dropped as the number of taxa increased to 10. Experimental variability (as measured by standard error across experimental replicates) also tended to be larger on model conditions involving deep reticulations relative to those involving non-deep reticulations.
Furthermore, we compare the performance of SERES-based PHiMM and PHiMM based on the model condition with a single non-deep reticulation. As shown in Figure 3 , the former method returned a relatively small AUROC improvement relative to the latter on the larger model conditions with 9 and 10 taxa.
Empirical study
We also compared the performance of PHiMM and PhyloNet-HMM on mouse genomic sequence datasets that were originally analyzed in [24] and [2] . Due to PhyloNet-HMM's scalability limitations, we ran PhyloNet-HMM on a smaller 5-genome dataset that was a proper subset of the larger dataset used for PHiMM's analysis. The latter dataset includes more Mus musculus domesticus samples compared to the former, but are otherwise identical. (See Methods for details.)
Previous studies [24, 33] have reported adaptive interspecific introgression involving the chromosome 7 region surrounding the Vkorc1 gene (i.e., the chromosome 7 region between coordinates 123 Mb and 134 Mb). As shown in Figure 4 , both methods infer multi-megabase-long introgressed tracts that appear in all eight samples from Spain and Germany, except the sample from Arenal, Spain. Thus, both methods detect interspecific introgression for this positive control. The Vkorc1-containing genomic region contains the longest introgressed tracts that were detected in the mouse genome. Within this genomic region, we note that the total sequence length of introgressed tracts inferred by PHiMM is greater than that inferred by PhyloNet-HMM.
A similar situation was observed in other genomic regions where Liu et al. [24] detected introgressed tracts with hundreds of kilobases of sequence length or more. PHiMM and PhyloNet-HMM inferences were qualitatively similar in that they both detected introgression in these regions. When examining local inference patterns, two types of differences were noted: local differences in the pattern of introgressed and non-introgressed tracts (e.g., the chromosome 7 region between coordinates 102 Mb and 108 Mb and the chromosome 17 region between coordinates 4 Mb and 54 Mb), and longer and more numerous introgressed tracts inferred by PHiMM as compared to PhyloNet-HMM (e.g., chromosome 10, 12, and 15).
We further analyzed the performance of PHiMM and PhyloNet-HMM on the Limenitis sequence datasets, where PHiMM was run on the 5-genome dataset and PhyloNet-HMM was run on the 4-genome dataset (see Methods for details). As shown in Figure 5 , the longest introgression tract detected by PHiMM for larger dataset was approximately similar to those inferred by PhyloNet-HMM. Furthermore, both methods detected introgression within the WntA gene region (from coordinates 27Kb to 101Kb), especially for 60Kb to 100Kb. The results were generally consistent with the Figure 4b of Gallant et al. [7] .
DISCUSSION
Our simulation study revealed that PHiMM's runtime and memory usage improved upon PhyloNet-HMM by multiple orders of magnitude. The scalability enhancements were primarily due to model approximation enabled by PHiMM's truncation algorithm. Model approximations can impose a penalty in terms of inference accuracy, but that was not the case in our study: in fact, PHiMM's AUROC and PR-AUC were similar to PhyloNet-HMM's. One explanation may be that PHiMM's truncation approach may curb model complexity without imposing much of a penalty in terms of model fit to observed data. Furthermore, a statistical model with fewer parameters may be better suited to the local optimization techniques that are traditionally used for computationally difficult statistical learning problems -as is the case for the methods under study.
PHiMM's AUROC performance was largely robust to increasing dataset sizes and the number and placement of reticulations in the model network, although some AUROC impact was seen on larger datasets involving deep reticulations. Previous studies suggest that deep gene flow (and ancient evolutionary events in general) may present a greater challenge to phylogenetic inference as compared to more recent evolutionary events [12, 13, 22] . While largely unaffected by the number and placement of reticulations, PHiMM's computational requirements increased as dataset sizes increased, but remained well within the capabilities of modern high-performance computing hardware.
SERES-based PHiMM returned comparable performance compared to standalone PHiMM on the smaller model conditions in our study. As the dataset size increased, the former began to return performance improvements relative to the latter, which suggests that the SERES resampling and re-estimation has the potential to "boost" PHiMM's inference accuracy.
On the empirical datasets, PHiMM and PhyloNet-HMM returned qualitatively similar inferences in terms of introgressed genomic regions. The findings are generally consistent with the molecular hypotheses proposed by [24] , which identified candidate "driver" genes in these genomic regions that may play a causative role similar to Vkorc1. The pattern of local inferences were different between the two methods. In some genomic regions (e.g., the Vkorc1-containing genomic region in chromosome 7), PHiMM returned longer and more numerous introgressed tracts as compared to PhyloNet-HMM. Furthermore, the distribution of introgressed tract lengths tended to differ between the two methods. There were more introgressed tracts detected by PHiMM compared to PhyloNet-HMM, and PHiMM's histogram revealed clearer "separation" between two classes of tracts: megabases-long tracts -a few dozen in all -and shorter tracts which were more numerous. The former "long" class of tracts would be consistent with a hypothesis of adaptive introgression, where neutral recurrent back-crossing tends to shorten introgressed tracts over time but positive selection and genetic hitchhiking provides an opposite and countervailing effect [24] . The latter "short" class of tracts would be consistent with Liu et al. [24] 's hypothesis about more ancient bouts of adaptive interspecific introgression; sympatry between M. musculus and M. spretus is understood to have predated the recent introduction of pesticides [10, 24] . Consistent with the simulation study's performance comparison, we ascribe the observed differences in our empirical study to two factors: PHiMM's competitive statistical power and type I error control relative to PhyloNet-HMM, and denser allele sampling enabled by PHiMM's improved scalability relative to PhyloNet-HMM.
On the Limenitis empirical datasets, PhyloNet-HMM and PHiMM detected the similar introgression tracts that overlapped throughout much of the WntA-containing genomic region. The findings are generally consistent with the experiments given by Gallant et al. [7] . 
CONCLUSIONS
We have introduced PHiMM, a new computational framework for coalescent-based introgression mapping of genomic sequence datasets. Relative to the state of the art, PHiMM offers improved scalability that is better suited to the size and evolutionary scope of current phylogenomic studies. We evaluated the performance of PHiMM and another state-of-the-art method using simulations and empirical genomic sequence datasets. 
