Estimating taxonomic content constitutes a key problem in metagenomic sequencing data analysis. However, extracting such content from high-throughput data of next-generation sequencing is very time-consuming with the currently available software. Here, we present CloudLCA, a parallel LCA algorithm that significantly improves the efficiency of determining taxonomic composition in metagenomic data analysis. Results show that CloudLCA (1) has a running time nearly linear with the increase of dataset magnitude, (2) displays linear speedup as the number of processors grows, especially for large datasets, and (3) reaches a speed of nearly 215 million reads each minute on a cluster with ten thin nodes. In comparison with MEGAN, a well-known metagenome analyzer, the speed of CloudLCA is up to 5 more times faster, and its peak memory usage is approximately 18.5% that of MEGAN, running on a fat node. CloudLCA can be run on one multiprocessor node or a cluster. It is expected to be part of MEGAN to accelerate analyzing reads, with the same output generated as MEGAN, which can be import into MEGAN in a direct way to finish the following analysis. Moreover, CloudLCA is a universal solution for finding the lowest common ancestor, and it can be applied in other fields requiring an LCA algorithm.
INTRODUCTION
Taxonomic content can reflect the conservation level of reads. Estimating such content was a key problem in the metagenomics analysis. This problem was first efficiently solved by Huson and Auch by introducing a Lowest Common Ancestor (LCA)-based algorithm (Huson et al., 2007) . Since then, the LCA-based algorithm has been widely employed in metagenome analysis software programs designed to obtain taxonomic composition, such as MEGAN (Huson et al., 2007; Huson et al., 2009) and Galaxy (Blankenberg et al., 2007; Blankenberg et al., 2010) . However, next-generation sequencing machines now produce an enormous amount of datasets, making effective analysis computationally challenging (Metzker, 2010; Qin et al., 2010) . Recent studies propose cloud computing as a solution in a wide variety of biological analyses, such as read mapping (Schatz, 2009) , multiple sequence alignment (Sudha Sadasivam and Baktavatchalam, 2010 ) and differential expression analysis (Langmead et al., 2010) . Such biological analyses have gained superior performance through cloud computing, which, in turn, has benefited from using the open-source Hadoop (http://hadoop.apache.org) implementations of the MapReduce programming model (Lämmel, 2007) , which is used to process large-scale datasets in a massively parallel manner. In this paper, we adopted an enhanced LCA-based algorithm and utilized the MapReduce model to develop one integrated strategy, termed CloudLCA. CloudLCA scales almost linearly to process the largest testing datasets on increasing thin nodes. In addition, CloudLCA can run up to 5 more times faster than MEGAN, while its peak memory usage is approximately 18.5% over that of MEGAN, both running on the fat node. Despite its speed, CloudLCA still exhibits high computational power in handling the larger testing datasets, and it is therefore an efficient solution for gaining the taxonomic composition for such large-scale datasets. Moreover, since CloudLCA is a universal solution for finding the lowest common ancestor, it is expected that CloudLCA can be applied in other fields for problems requiring an LCA algorithm, and it can be deployed on one multiprocessor node or a cluster.
RESULTS
In order to evaluate the performance of CloudLCA, we compared it with MEGAN and observed its scalability. The hardware and software configurations of the fat and thin nodes are given in Table 1 . Twenty-two datasets were used in the comparison, 11 of which were simple datasets, and the other 11 were complex datasets (see Simulation dataset section of DESIGN AND IMPLEMENTATION).
First, we ran both CloudLCA and MEGAN4 (Huson et al., 2011) (version 4.40.6 ) on the fat node to conduct an analysis of the simple and complex datasets, respectively. Multiprocessor programming was taken into account for both software programs. Results demonstrate that both of them can process 1024 million reads using the fat node, while CloudLCA is more than 5 times faster than MEGAN with a peak memory usage of approximately 18.5% over that of MEGAN (Fig. 1A and 1B) . Currently, the maximum RAM consumed by MEGAN reaches 95.6 gigabytes, or 37.3% of total RAM, while CloudLCA is about 17.7 gigabytes, or 6.9% of total RAM. Moreover, CloudLCA shows high scalability in handling the largest testing datasets. The results also show that the running times of both CloudLCA and MEGAN are identical, irrespective of the size of data or whether simple or complex datasets are involved. Secondly, CloudLCA operated separately from one to ten (thin) worker nodes, with one new worker node added for each run. Then, three different sizes of datasets ("128 million," "512 million" and "1024 million") were used to evaluate CloudLCA. When the data size reached 1024 million reads, CloudLCA presented the fastest acceleration performance, close to linear speedup (Fig. 1C) . This result implies that CloudLCA is capable of processing the largest datasets. The results also demonstrate that the ASSIGN phase holds perfect acceleration performance, obviously better than the TOTAL phase (TOTAL=ASSIGN+SUMMARIZE) (Fig. 1D) .
Meanwhile, we also demonstrate a correlation between the nearly linear increase in CloudLCA scalability and the number of worker nodes growing linearly for the same size of dataset ("1024 million"). The maximum data processing speed can reach 215 million reads per minute ( Fig. 1D; histogram) . At the same time, it is worth mentioning that peak memory usage of all worker nodes is between 4.8 gigabytes and 5.4 gigabytes, or 30% of total memory.
Here we provided an example (Yang et al., 2011) of biological problems solved using the software. In this paper, the Bowtie program was used to align each short sequence from an Illumina GA II sequencer to sequences in the nonredundant nucleotide (NT) database from GenBank. A series of in-house Shell scripts were then employed for formatting results in input datasets as Testing datasets. The results were then imported into CloudLCA software to assign each sequence to the LCA of the set of taxa that it hits. The command here: $ CloudLCA-treefile ncbi.tre-inputfile example.csv example-summarize-result.out
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The option-treefile specifies the NCBI taxonomic tree file; the option-inputfile specifies the input data as Testing dataset format; the example-summarize-result.out specifies the output file.
The example-summarize-result.out file was then imported into MEGAN4 software to do downstream analysis.
Besides, how to install and run CloudLCA was provided in the CloudLCA-software package.
DESIGN AND IMPLEMENTATION

MapReduce design
The LCA algorithm finds the lowest common ancestor for taxa with the same read assigned and determines the taxonomic content for large-scale datasets. In this paper, we want to demonstrate the effect integrating the RMQ (Range Minimum Query)-based LCA algorithm with the MapReduce programming model because (1) MapReduce has been successfully applied to the processing of large-scale datasets in a massively parallel manner and (2) the RMQ-based LCA algorithm is compatible with the MapReduce programming model. Essentially, by reducing the original LCA problem to an RMQ problem, a Sparse Table ( ST) algorithm is introduced with complexity of <O(nlogn); O(1)>, where O(nlogn) is the running time complexity of constructing a sparse query table and O(1) is the running time complexity of querying. In our design, the query is to find the lowest common ancestor of any pair or group of nodes, but the precondition to constructing the sparse table in accordance with the RMQ-based LCA algorithm, as described above, involves the pre-construction of an LCA query table for pairs of nodes in the NCBI taxonomy tree. Satisfying the RMQ-based LCA problem in this manner allows us, in turn, to take advantage of the MapReduce programming model, thus creating a seamlessly integrated parallel processing system, guaranteeing the scalability of CloudLCA.
CloudLCA workflow is divided into three phases: PRE-PROCESS, ASSIGN and SUMMARIZE, including two MapReduce processes (Fig. 2) .
PREPROCESS:CloudLCA copies Ncbi.tre (NCBI taxonomy tree file) and testing datasets to a Hadoop Distributed File System (HDFS), making them visible to the Hadoop cluster platform. ASSIGN:CloudLCA constructs a query Sparse Table  ( ST) and finds the lowest common ancestor for taxa with the same read assigned. The detailed algorithm is demonstrated in Fig. 3A .
SUMMARIZE:CloudLCA provides the number or the names of reads for every related taxon. In "SUMMA-RIZE-Combine" and "SUMMARIZE-Reduce." Finally, CloudLCA separately outputs local statistical results and the taxonomic content of the test data. The detailed algorithm is demonstrated in Fig. 3B .
Simulation datasets
Input of CloudLCA is produced by BLAST or some other sequence comparison methods with the following format: Read2345, 9606, 62 Read432, 13443, 61 Read33, 9606, 60 Read344, 9606, 61 Read565, 9606, 70 Read226, 9606 , 60 ………………… Each row is a 3-tuple (readID, taxonID, score) separated by a comma, where readID is a unique name or ID for each read, taxonID is a taxon name or an ID of NCBI taxonomy tree, and score is from BLAST or some other sequence comparison methods for this alignment. Taking the 3-tuple "Read2345, 9606, 62" for example, the read Reads2345 matches the taxon 9606 with a bit score of 62. Reads have a many-to-many relationship with taxa in NCBI taxonomy tree. It is because that a read that has hits with sequences belongs to two or more taxa.
22 datasets have already been generated to simulate real datasets as to test the performance of CloudLCA and further illustrate the capability of CloudLCA. The algorithm to generate datasets is based on the following rules: (1) No duplicate 3-tuples. Duplicate tuples exist in the real-life metagenomic data. We discard the duplicate tuples because they only enlarge the data size, but not contribute to increasing CloudLCA's computational complexity. (2) One read corresponding to 100 taxa on average. According to statistics of real data, the number of the corresponding taxa of 70% of the reads is less than 100. (3) Generating two types of testing datasets: the simple dataset, the complex dataset.
Consequently, the datasets generated have the following characteristics: (1) No duplicate 3-tuples. (2) For any read in the datasets, the number of its corresponding taxa fluctuates around 100. According to statistics of all the testing datasets, the number of the corresponding taxa of approximately 96% of the reads is between 80-120. (3) The number of tuples generated covers four orders of magnitude, from million to billion. If length of each read is 90 bps long, then length of sequences will be from 90 million bps to 90 billion bps long, the equivalent of length of 90 microbial genomes (if there are one million base pairs for each microbe) or 30 human genomes.
Two algorithms written in PERL scripts to generate testing datasets are included in "CloudLCA" program packages. Each dataset is generated 5 times in order to avoid the occurrence of random situations when testing performances of CloudLCA and MEGAN.
