Transmission of a compressed video signal over a lossy communication network exposes the information to losses and errors, which leads to significant visible errors in the reconstructed frames at the decoder side. In this paper we present a new hybrid error concealment algorithm for compressed video sequences, based on temporal and spatial concealment methods. We describe spatial and temporal techniques for the recovery of lost blocks. In particular, we develop postprocessing techniques for the reconstruction of missing or damaged macroblocks. A new decision support tree is developed to efficiently choose the best appropriate error concealment method, according to the spatial and temporal characteristics of the sequence. The proposed algorithm is compared to three error concealment methods: spatial, temporal, and a previous hybrid approach using different noise levels. The results are evaluated using four quality measures. We show that our error concealment scheme outperforms all the other three methods for all the tested video sequences.
INTRODUCTION
The demand for transmitting compressed video over data network increases as bandwidth and storage of computer networks grow. Signal loss occurring in physical communication channels is unavoidable. During data transmission of packets over the Internet, packets may be dropped or damaged, due to channel errors, congestion, and buffer limitation. Moreover, the data may arrive too late to be used in real-time applications.
These errors fall into two categories: (1) bit stream errors caused by direct signal loss of some or the whole compressed packet of a coded MB, and result in the loss of a single block, a group of blocks or macroblocks, or the whole respective slice information; (2) propagation errors caused in P-and B-frames uniquely by the additional use of motion-compensated time information for their reconstruction at the decoder side. Errors in previously decoded reference frames propagate to their dependent frames in the decoding order.
In the case of transmission of compressed video sequences such as MPEG-2, this loss may be devastating and result in a completely damaged stream at the decoder side. Compression, which dilutes the amount of redundant information, cannot compensate for data loss, which leads to different visual artifacts [1] . Since MPEG compression standards use variable-length coding (VLC), even a bit change, which stems from imperfections over the transmission medium, may cause misinterpretation of code words. This leads to desynchronization of the following bits, until the next synchronization word is encountered [2] . In order to deal with the problems caused by packet losses, and since retransmission is not an option for real-time application, error concealment (video resilience) techniques are required.
These techniques are divided into two major types: techniques that aim at lossless recovery, such as FEC (forward error concealment) and ECC (error-control coding), and techniques that focus on signal reconstruction and error concealment [2] . These techniques offer a close approximation of the original signal, based on natural video characteristics and on features of the human vision system [2] . The first type suggests delay, bandwidth increase, and insertion of data or codewords, and therefore requires nonstandard decoders, whereas the second type requires detection of the error positions within the image, or knowledge of motion vectors and DCT coefficients, and may result in blurred frames [3] .
A different technique is implemented for I-frames, since the latter are coded independently from the other frames of the video sequence. This technique exploits spatial information only from available neighboring blocks of the current frame. Error concealment in P-and B-frames is performed through the use of both spatial and temporal information. The spatial information is obtained by available current frame neighboring MBs, while time information is acquired by using previously decoded frames.
Error concealment approaches can be considered as either active or passive concealment. In active concealment, both retransmission and error-control coding methods are used. Active concealment has the advantage of permitting perfect reconstruction at the decoding end if the amount of data lost is not significant [2] . Since packet loss can result in the loss of entire rows of macroblocks in an image, packetization techniques that rely on interleaving data have been proposed [4, 5] .
Postprocessing techniques for error concealment at the decoder side, also referred to as "passive concealment," utilize spatial data, temporal data, or hybrid of both [6] . Missing macroblocks can be reconstructed by estimating their DCT coefficients from the DCT coefficients of the neighboring macroblocks [7] . An alternative to spatial error concealment is to use motion compensation [8] whereby the average of the motion vectors of neighboring macroblocks is used to perform concealment.
In this paper, we describe spatial and temporal techniques for the recovery of lost macroblocks. In particular, we present a new postprocessing concealment algorithm for the reconstruction of missing and damaged blocks. The proposed error concealment algorithm combines temporal and spatial concealment methods. The type of concealment to be implemented upon a degraded block is selected according to a decision tree. Error implementation is performed by simulation, on decompressed images, and takes into account characteristics of MPEG-2, such as block coding and frame types. The performance of the suggested concealment algorithm is compared to a spatial [6] , temporal, and hybrid [6] spatial/temporal concealment methods, and evaluated using several quality measures. The quality measures are based on mathematical calculations, where the last two emulate features of the human visual system on the perception of the video sequence. The following criteria are used for quality measure: (a) mean square error (MSE), (b) the peak signalto-noise ratio (PSNR) [9] , (c) improved MSE, which eliminates the influence of sole peak values, (d) video perceptual distortion measure (VPDM), which performs comparisons between video sequences [10, 11] , and finally (e) normalized peak VPDM (P VPDM), given in dB.
The paper is organized as follows. The proposed error concealment schemes, based on post-image processing at the decoder side, are presented in Section 2. Section 3 describes error generation simulation used in this work, and consequent erroneous blocks handling. Quality criteria and performance evaluation are described in Section 4. Experiments and results are presented in Section 5, and conclusions of our work are given in Section 6.
ERROR CONCEALMENT SCHEME
In this section, we first describe three common types of error concealment, namely, temporal, spatial, and frequencydomain error concealment methods. Then, a previous work suggesting a hybrid error concealment method, which combines the temporal and the spatial methods, is described. Finally, the proposed hybrid decision-support-tree-based algorithm is presented.
Spatial concealment
Spatial post-error concealment is based on the fact that natural images are likely to be smooth. This means that if a pixel is lost, its value can be derived from the neighboring pixels. There are several methods for spatial reconstruction of a lost block, which differ in the amount of neighboring pixels used, in their location and distance from the lost pixel, and in their relative weight in the concealment process.
Usually spatial concealment is combined with frequencydomain concealment, since the transmitted data contains DCT values of a block of pixels. Loss of part of the block information requires spatial reconstruction of the whole block. In this paper, we suggest to use the method proposed by Dovrolis et al. [6] . The value of each missing pixel x is an average of its four neighbors, from the left (l), right (r), top (t), and bottom (b), as follows:
Since an entire block is missing, we receive a set of 64 equations with 64 parameters, that are solved simultaneously. For missing blocks, which do not have four neighbors within the block, we use the values of boundary pixels of the available neighboring blocks.
Temporal concealment
An important statistic characteristic of the compressed video stream is that there is no correlation between the packet loss in one encoded frame and the packet loss in the following frame. Thus, a block that suffers degradation in the previous frame is very unlikely to be degraded at the next frame. This statistic assumption is exploited when performing temporal concealment. Replacing a lost or degraded block with the same positioned block in the previous frame is the easiest and fastest temporal concealment method. However, when there is fast motion in the block area, such a block replacement causes visible distortion. Thus, motion compensation is considered. The motion vector of the missing block is computed using a linear combination of the motion vectors of the neighboring blocks, which were correctly received or previously reconstructed. This is useful in case the motion variance in the missing block neighborhood is not very large. However, in the case of scattered motion vectors, it would be hard to achieve the correct vector, and other concealment methods should be considered. Motion vectors are reconstructed by averaging the motion vectors of the four neighboring blocks.
Another issue related to temporal concealment is determining the missing block type (I-, P-, or B-frame). Determining the block type can be performed in several ways. For example, when the block type cannot be identified, it is determined to be an I-block. Another method [2] uses the block types of the upper and lower neighboring blocks to determine the missing block type.
In this work, we assume that the positions of the lost blocks are known, and the surrounding blocks parameters are known or can be derived (i.e., motion vectors and DCT coefficients). Moreover, it is assumed that the remaining (undamaged) parameters of the damaged block are known as well. Lost motion vectors are reconstructed by averaging the four motion vectors of the neighboring blocks and rounding the result to the nearest integer, resulting in one-pixel accuracy. Since using the original difference-block coefficient does not improve the image quality, the difference block is zeroed.
Frequency-domain concealment
Frequency-domain interpolation is different from the temporal and spatial interpolations, since it uses remaining information of a damaged block, rather than ignore the whole block. The frequency domain interpolation is based on smoothness, which characterizes real video signals, and assumes high correlation between spatially adjacent blocks. Thus frequency interpolation is used especially on I blocks or still pictures. Frequency concealment uses DCT coefficients of neighboring blocks to reconstruct corresponding DCT coefficients of the missing block. However, the methods of reconstruction are only suitable for low-order DCT coefficients [12] . One method of error concealment based on frequency domain is given in [13] . When all the block coefficients are lost, the algorithm uses spatial interpolation for block reconstruction.
After assessing the frequency-domain concealment, it was decided not to use it within the proposed decision-treebased algorithm, for two reasons: first, the algorithm is time consuming, and second, the results are unsatisfying. Only in few cases did this scheme result in better concealment than the temporal and spatial concealment algorithms. Using the remaining DCT coefficients gives better results than altering them using the frequency-domain concealment.
Hybrid error concealment method
The method suggested by Dovrolis et al. [6] uses a combination of the spatial and the temporal error concealment methods mentioned above. The main assumption of this algorithm is that using the temporal estimation yields better results where no motion exists, and spatial estimation should be used where motion appears. A missing block is divided into four quarters (up, down, left, and right), and the concealment decision is performed on each quarter separately, according to the existence of motion in the section.
Decision-support-tree-based error
concealment algorithm This section describes the proposed decision support algorithm for hybrid error concealment. The decision-support mechanism considers several criteria and tries to efficiently implement the best concealment for each block in order to achieve minimal visible distortion. The following criteria are used: (a) motion level (slow/fast) in the area of the degraded block/macroblock (MB); (b) the motion variance in that area; (c) spatial smoothness; and (d) the remaining DCT coefficients. The decision is performed on each damaged block/MB separately, taking into consideration the possibility that several blocks/MBs around the degraded block are also damaged or dropped. The decision-support tree for P-and B-frames is illustrated in Figure 1 .
The main steps of the decision-support algorithm are as follows.
(a) For a macroblock with valid motion vector, the amount of motion in the macroblock is evaluated, according to the motion vector size. In case of low motion level (the speed is below a predefined threshold "A" in Figure 1 ) the macroblock is assumed to be similar to its corresponding block/MB in the reference frame. Therefore, no concealment is performed in this case and the motion vector and the reference block are used for block decoding. The DCT coefficients of the lost difference block are set to zero.
(b) In case of high motion velocity (i.e., greater than a predefined threshold "A"), the algorithm further checks whether the number of intact DCT coefficients in the block is greater than a threshold "B." The intact DCT coefficients are counted from the DC coefficient to the AC coefficients in increasing order, according to the zig-zag scan. If this condition is met, no error concealment is done since the lost coefficients are not dominant and zeroing them enables decoding with better quality.
(c) When the number of the intact coefficients is less than "B," two options are considered: temporal or spatial concealment. The preferred concealment method depends on the spatial variance in the missing block/macroblock neighborhood. In the case of relatively smooth area (a spatial variance below threshold "D"), spatial concealment is preferred since spatial reconstruction should not cause large visible distortion. For nonuniform area with large variance, the temporal concealment is performed. The spatial variance is derived from the pixel values around the damaged block/MB, including only pixels belonging to intact blocks/MBs or previously reconstructed ones. The spatial variance is computed by
where X represents the pixel values around the reconstructed block, and E [X] stands for the expected value of the variable X.
(d) In the case of missing motion vectors, we use the motion variance of the neighboring macroblocks to evaluate the missing motion vectors. Equation (2) can also be used for this calculation, where X would represent the motion vectors of the neighboring macroblocks of the missing block/MB. For low variance (smaller than threshold "C"), a good reconstruction of the motion vector is predicted by averaging its neighboring macroblocks motion vectors. Therefore temporal error concealment is carried out.
(e) For high variance (greater than "C"), the spatial variance in the degraded area is compared to a higher threshold "D2" in order to decide whether temporal or spatial concealment should be implemented. For high variance values for both spatial and temporal cases, the temporal concealment is preferred.
(f) For high motion variance (greater than "C") and average (low) spatial variance (less than "D2"), spatial concealment is chosen.
A different technique is implemented for I-frames, since the latter are coded independently from the other frames of the video sequence. This technique exploits spatial information only, from available neighboring MBs of the current frame. For a sufficient number of correctly received DCT coefficients (greater than threshold B2), no concealment is carried out. Decision-support tree for I-frames is illustrated in Figure 2 . Error concealment in P-and B-frames is performed through the use of both space and time information. The space information is obtained by the available neighboring MBs of the current frame, while time information is acquired by using previously decoded frames.
ERROR GENERATION AND CONSEQUENT ERRONEOUS HANDLING
We describe here the error generation simulation used in this work to simulate the various types of degradation in the compressed video. In Section 3.2, we present an algorithm for handling consequent erroneous blocks.
Error generation by simulation
We simulate the degradation of the video sequences by using an error generator which damages or drops the DCT coefficients and motion vectors according to the frame type and amount of noise in the channel (noise level/factor). For Iframes, only DCT coefficients are damaged. P-and B-frames suffer from additional motion vectors loss and error propagation from the reference frames. The compression rate of each frame determines the amount of data loss in the pixel domain. For highly compressed frames, the error effect is much stronger. When a single block is damaged, a DCT coefficient within the block is chosen from which all other coefficients are damaged. Errors are applied also on several consequent blocks, and on slices from a certain block till the end of the slice. A so-called "error generation filter" or "noiselevel" contains the following parameters: specified channelnoise factor, probability of a single-block loss, probability of a group of blocks, and probability of block loss until the end of a slice. Any change in one of the parameters affect the noise level and results in a different amount of degradation for the video sequence. Figure 3 shows the effect of different channel-noise factors on the quality of a video sequence. Noise factor of 1 is considered relatively low, while noise factor of 2.5 is relatively high.
Loss of consequent blocks
Signal loss occurring in physical communication channels used for transmission of compressed video sequences usually causes loss of some consequent macroblocks (and sometimes till the end of the slice). Concealment schemes use information from neighboring blocks for reconstruction: spatial concealment methods use the pixel gray level of the neighboring blocks, while temporal concealment uses the motion vectors of the adjacent macroblocks. In case of loss models which cause scattered missing blocks in the video sequence [14] , the order of concealment of the damaged blocks within a frame (choosing which block is the next one to be reconstructed) is of no importance. However, loss of consequent blocks or macroblocks affects the error concealment results, thus the concealment order within a frame is important. We assume that it is preferred to use an adjacent block, which was damaged and reconstructed, rather than not to use it at all, since important information may be salvaged although it may cause spatial error propagation. This assumption applies also for temporal neighboring blocks.
The algorithm starts by reconstructing the blocks or macroblocks (MB) which have all four neighbors intact. In the next step, lost blocks or MBs with only one missing neighbor are reconstructed. This stage is repeated for blocks or macroblocks with two missing neighbors, and so on. Finally, a new search is performed to find the next missing block/macroblock to be concealed. This iterative procedure is carried out until all the damaged or dropped blocks/MBs in the frame are reconstructed.
PERFORMANCE EVALUATION
In order to evaluate the performance of the new proposed decision-support-tree-based error concealment algorithm, we have used four common image quality measures. Moreover, a visual interface was developed to visually assess the amount of correct decisions that were made by the proposed algorithm.
Image quality measures
The following quality measures are used in this work: (a) mean square error (MSE) [1, 9] ; (b) peak signal-to-noise ratio (PSNR) measure [9] ; (c) improved MSE measure; (d) video perceptual distortion measure (VPDM); and (e) P VPDM. MSE eliminates the influence of the highest MSE values within a block. When using the MSE measure, a minor difference in pixel values within a block may result in large MSE values, although the human eye would not notice the difference. This elimination is done by taking only 7/8 of the overall MSE values of each block, excluding the 1/8 pixels which have the highest MSE values. VPDM uses three sequential frames in calculating the sequence quality, thus imitating temporal masking, which is a characteristic of the human viewer:
where dist (t) is the currently received frame quality and IDM(t) is the picture distortion measured between the transmitted and the received frames. In this work, we use Amax [1, 15] as the image distortion measures (IDM). The weight for each element in the equation is w i , i = 1, 2, 3, and it equals 1/3 if a scene cut is not detected. Otherwise, w i of the scene transition is assigned a low value (1/30) [1, 10, 11] and P VPDM criteria is given by P VPDM = 10 log 10
where P is the maximum intensity value of the image.
Visual interface for result evaluation
This section describes a visual interface, which was built to evaluate results of the decision-tree-based concealment algorithm. The mechanism chooses between three types of Choice of spatial concealment for a block Choice of temporal concealment for a block Choice of no concealment for a block concealment (temporal or spatial concealment and no concealment) for each degraded block/macroblock. For each reconstructed frame, a visual decision map is created. Along with building the decision map, a control frame is made. Each video sequence goes through both only temporal and only spatial error concealment algorithms for all the damaged blocks. The two resulting reconstructed sequences are compared to the original (undamaged) video sequence using one of the following criteria: PSNR, MSE, improved MSE, and VPDM. This comparison leads to a reliable decision of which concealment type is preferred for each degraded block. A block is considered to be equally concealed by more than one concealment type if the quality measurements slightly differ. Comparing the reconstructed frame and the control frame gives a performance indication for the decision-tree algorithm. This visual tool is used offline for user postperformance analysis. An example of the visual interface is given in Figure 4 . This visual interface should help the user to assess the amount of correct decisions that were made by the proposed algorithm. Figure 5 demonstrates the performance of the proposed algorithm on a degraded "Foreman" sequence. Figure 5a indicates the different levels of degraded blocks (loss of motion vector, DCT coefficients, and both). The optimum spatial or temporal concealment is found for three different image quality criteria: MSE, improved MSE, and VPDM. Figure 5e shows the concealment choice of the proposed algorithm (spatial, temporal, and no concealment) for each degraded block. This yields similar results to those achieved for the optimum case with the improved MSE criteria. This measure often suggests concealing a degraded block in two optimal ways (appears as mixed colors), which are the combination of the concealment type that resulted from the MSE and VPDM calculations.
Computation load of the decision algorithm
The added computational load derived by the decision tree is very low. Each node contains a comparison operation, The decision algorithm is performed on each missing block/macroblock in the video sequence, and the amount of the damaged data depends on the channel-noise factor. After a decision is made, the block/macroblock is concealed according to the chosen method.
EXPERIMENTS AND RESULTS
The video sequences used in this work are "Train," "Foreman," and "Ruby," which are all originally AVI movies. The image frame size for all movies were scaled to 240 × 320 pixels. Decoded MPEG-2 frames are used as the original video frames, on which noise is added.
The thresholds used in the decision-support-tree-based algorithm may significantly affect the performance. Therefore, empirical determination of these thresholds is needed at the first stage. Then, the following experiments are performed using four different error concealment approaches: (a) comparing the quality of the reconstructed video for different frame types within a GOP (group of pictures); (b) evaluation of the effect of different motion levels (speed) on the resulting quality; (c) testing the threshold effect while using different thresholds per video sequence, and the same threshold set (average thresholds) for all the sequences; (d) visual inspection of the four error concealment schemes.
Determination of the decision tree thresholds
The proposed decisions-support algorithm uses four kind of thresholds: SV-spatial variance, TV-temporal variance, ML-motion level, which is the square of the correctly received motion vector value in a damaged block/MB, and DL-DCT level. Determination of these thresholds significantly affects the performance. We used a training set of several video sequences degraded with different kinds of errors in order to determine these thresholds empirically. This was done in two stages: (1) we first fixed the thresholds ML and DL and performed tests in order to find the optimum SV and TV pair (in the range of 500-3000 for SV and 2-30 for TV), (2) then using these chosen values for SV and TV, we determined the ML and DL thresholds (in the range of 0-128 for ML and 40-64 for DL). Different sets of thresholds were found for each video sequence. Once the four thresholds were determined, the performance of the decision-support algorithm was evaluated by comparing the results to both temporal and spatial error concealment methods. The test set used for evaluation was composed of 15 different degradation versions of the original video sequences. For most of the cases, the proposed algorithm yields better quality, using the VPDM. In addition to using the specific-scaled thresholds for each movie, we assess the quality achieved by using one common set of thresholds for the three sequences, for performance evaluation.
Comparing the different error concealment methods
In this section we present a comparison of four error concealment methods: spatial, temporal, hybrid [6] , and the proposed decision-support-based algorithm. The comparison is carried out using different experiments with different noise levels. Two criteria for quality measurement, the PSNR and P VPDM, are used here for performance evaluation. Both measures are normalized-log functions of the basic criteria MSE and VPDM. Since their results are given in a similar manner (proportional to the quality, and in dB) and they are both improvements of the basic criteria, we chose to present our results using these two quality measures.
Concealment of degraded compressed video sequences
The purpose of this experiment is to evaluate the quality of the reconstructed video sequence using different error concealment approaches. In particular we investigate here the efficiency of the error concealment for I-frames and for P-and B-frames. Along with the frame type, also the effect of the frame position within the GOP is investigated. The test set includes nine degradation versions of each of the three original video sequences: "Ruby," "Foreman," and "Train." For each video sequence, a GOP of 13 raw data frames is chosen, with order of IBBPBBPBBPBB, and the frame size is 320 × 240. Figure 6 shows the average quality of the three video sequences along a group of pictures (GOP) containing 13 frames. The influence of the frame type and its position within a GOP on the image quality is very clear. All the Iframes yield very high quality. The quality of the proceeding frames deteriorates until the last B-frame, with some small peaks of improvement where P-frames are found. This is a result of the compression ratio for each frame and the error propagation along a GOP until the next independent Iframe [1] .
The proposed error concealment scheme outperforms all the other three methods for all the three tested video sequences. Similar results are achieved for I-frames by the temporal, spatial, and hybrid algorithms. The improvement achieved by the proposed algorithm for I-frames is due to its ability not to conceal specific degraded blocks. This gives our algorithm a head start since I-frames are used as reference frames for the entire GOP.
Motion speed effect
The affect of motion level is simulated here using some kind of video transrating by dropping frames. We define 6 framerate levels by dropping 0-5 consecutive frames from the original sequence (level 1 represents the original sequence, level 2 the sequence built from every second frame, etc.). We assume that the frame rate somehow reflects the motion level in the given sequence. However, skipping a frame does not mean accelerating the motion by a factor of 2. The results of error concealment for various motion levels using the PSNR measure are illustrated in Figure 7 . It can be seen that the quality achieved by the temporal, hybrid, and decision-support-based error concealment methods tend to decrease as the motion level increases. This is not the case for the spatial concealment, since it does not depend on any temporal information. The proposed algorithm achieved the best quality in terms of PSNR and P VPDM (greater than ∼ 30 dB) compared to the other three concealment techniques, for all motion levels. The spatial approach yields the worst concealment quality for relatively slow motion.
Specific thresholds per video sequence versus
average common thresholds In order to find uniform thresholds, an attempt to average the different sets of thresholds selected for each video sequence was done. The robustness of the proposed algorithm to noise level was tested for both specific and average thresholds and the results were compared to the spatial and temporal techniques. Figure 8 demonstrates the results in term of PSNR as a function of the noise level. As expected, the video quality deteriorates as the noise level rises. This degradation is not necessarily monotonic since we simulate the noise level by the probability of block loss. In addition, for each simulated video degradation, the losses occur on different blocks, which result in different degradation, depending on the block type and content. The proposed algorithm achieves the best quality for both specific and average thresholds compared to the other two methods. Although the algorithm perform better using the specific thresholds, the average set of thresholds yields satisfactory results as well. Figure 9 depicts an original and degraded image of the "Ruby" video stream. The results of applying the four described error concealment schemes (temporal, spatial, hybrid, and the proposed algorithm) are visually presented. The temporal concealment scheme, Figure 9d , produces the worst visible result, especially for consecutive block degradation which lasts till the end of the slice. However, the entire background is well reconstructed. The spatial concealment yields a blurred image. The hybrid concealment algorithm results in a relatively good reconstruction of the background, but the dog remains damaged.
Visual comparison of the error concealment scheme
The proposed algorithm produces the best reconstruction of the main object in the image, although the background suffers from some blurred blocks. Since usually the background is of less importance to the human viewer and is not the focus of attention, we may assume that our algorithm results in the best error concealment, for a human viewer.
CONCLUSIONS
In this paper, we present a new hybrid decision-support algorithm for error concealment in digital compressed video streams. We developed a hybrid error concealment algorithm for the reconstruction of missing or damaged blocks and macroblocks at the decoder side. A new decision-support tree is developed to efficiently choose the best appropriate error concealment method. Performance evaluation is carried out by comparing the proposed algorithm to three different error concealment schemes: temporal, spatial, and hybrid concealment, using various types of compressed video degradation. The proposed error concealment scheme outperforms all the other three methods for all the tested video sequences, and yields better results in terms of image quality. A unique visual interface is presented in order to visually illustrate the effect and the performance of the error concealment algorithm on each macroblock. Although, generally the spatial error concealment yields the worst image quality, in the presence of high motion speed it performs better than the other concealment methods. The hybrid scheme, which integrates both spatial and temporal techniques, is found to be the best approach. The additional ability not to conceal a specific degraded block contributes to the high concealment quality achieved by the proposed algorithm.
All the four different image quality criteria used for evaluation comply with optimal concealment type assigned to each macroblock by the proposed algorithm. The concealment results achieved by using the improved MSE criteria are very similar to the concealment achieved by our decisionsupport-tree hybrid algorithm. Future extension of this research will suggest employing human visual system (HVS) measures for more efficiency threshold determination as well as for performance evaluation.
In this work, we assume that error locations are known, and that the remaining information of a degraded block is usable. However, this is not always the case and therefore it will be interesting to develop error detection algorithm which works alongside the video decoder. Further improvement of the proposed decision-based hybrid algorithm can be achieved by refining the thresholds and employing adaptive intrarefresh (AIR) techniques that provide resilient coding.
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(e) (f) (g) Figure 9 : Visual error concealment for "Ruby" video stream: (a) original image; (b) degradation scheme of the original image; (c) damaged frame and reconstructed frame using (d) temporal, (e) spatial, (f) hybrid, and (g) the proposed concealment scheme.
