Abstract. Statistical analysis starts with the assessment of the distribution of experimental data. Different statistics are used to test the null hypothesis (H0) stated as Data follow a certain/specified distribution. In this paper, a new test based on Shannon's entropy (called Shannon's entropy statistic, H1) is introduced as goodness-of-fit test. The performance of the Shannon's entropy statistic was tested on simulated and/or experimental data with uniform and respectively four continuous distributions (as error function, generalized extreme value, lognormal, and normal). The experimental data used in the assessment were properties or activities of active chemical compounds. Five known goodness-of-fit tests namely Anderson-Darling, Kolmogorov-Smirnov, Cramér-von Mises, Kuiper V, and Watson U 2 were used to accompany and assess the performances of H1.
Introduction
Different statistical tests are used to assess the agreement between theoretical probability models and measured data as an early step in the statistical analysis of experimental data. Kolmogorov-Smirnov (KS) [ [15] are just several tests that are classically implemented in commercial or noncommercial statistical software. KolmogorovSmirnov test is an order statistic that applied only on continuous distributions and is known to be less sensitive at the tails of the distribution [16] . Cramér-von-Mises [7, 8] and AD [3, 4] are refinements of the KS test that gives more weight to the tails [17] , both tests being known as empirical distribution function (EDF) tests [18] . The critical values of AD test depend of the distribution that is tested. Pearson's Chi-square is an alternative to the K-S and A-D tests and its application is valid only if the values in each bin exceed five [18] .
A small group of known theoretical probability distributions is usually used to describe or to approximate measured data, and the normal distribution is the most extensively used [19] . A parametric test is applied whenever data follow the normal distribution; otherwise a non-parametric test * Corresponding author. E-mail address: lorentz.jantschi@gmail.com; Tel.: +40-264-401-775 (Lorentz Jäntschi) fit better to analyze the experimental data [20] [21] [22] . The normal distribution was by far the most studied. Monte Carlo experiments conducted on different sample sizes showed that SW test is the most powerful while opposite KS test is less powerful in the assessment of normal distribution [23] . Tui proved that Anderson-Darling assures validity and inference based on t-statistic compared with JB, SF, D'Agostino & Pearson, and AD & Lilliefors [24] . Islam applied stringency concept using the LR-tests to rank the normality tests and concluded that the best normality test is Anderson-Darling [25] . Mbah and Paothong used the expected p-value approach to characterize the normality test and showed that SF test is the best statistic in detecting deviation from normality when compared with KS, AD, CM, Lilliefors, SW, CS, JB, and D'Agostino [26] . The scientific community shows attention not just to the assessment of the existing tests but also to development and validation of new tests. New approaches are reported to test certain distributions of measured/observed data, such as mean and quantile statistics based on the posterior predictive distribution [27] , quantile-mean covariance [28] , empirical distribution function [29] , maximum entropy [30] , Kullback-Leibler measure [31] , sums of squares in decomposition of the Shapiro-Wilk-type statistic [32] , Euclidean distance between sample 31 elements for assessment of multivariate normality [33] , or entropy estimators [34] .
Materials and methods

Shannon's Entropy Statistic
The use of entropy as a test statistic is not a novel approach. Vasicek introduced in 1976 using entropy (the entropy of a normal distribution exceeds the values of any other distributions) a new goodness-offit test for normal distribution [35] . In the same year, Prescott tested the sensitivity of the normality test introduced by Vasicek and showed that the new test is less sensitive to the outliers [36] . The test introduced by Vasicek was also used to test other distributions (exponential, Gamma, uniform, Beta(2,1), and Cauchy) and obtained the highest power as compared with KS, CM, Kuiper, Watson U 2 , AD, and SW tests for exponential (85%) and for uniform distribution (44%) while the smallest power was obtained for Cauchy distribution [36] . Different approaches were applied to estimate entropy and based on the new introduced estimators (e.g. modified Vasicek's estimator [37, 38] , Noughabi's entropy estimator [39] ) new goodness-of-fit tests were developed and performances in testing the normal [40] [41] [42] , lognormal [43] , uniform [44] [45] [46] , exponential [47] , beta [47, 48] , Poisson [49] , Weibull [43] , Gamma [43] , Pareto [50, 51] , Student and exponential distribution [52] were studied.
A statistic provides the correct conclusion in regards of null hypothesis (H0) whenever data did not contain any outlier or extreme value [53] . A simple question arise: It is possible to construct a statistic able to provide the closest to the true answer in regards of testing the H0? A solution could be found by adapting the method proposed by Fisher [54] and discussed in the context of combining probability from multiple statistics [55] . An overall result based on several statistics is the best solution since most of the distributions has more than one degree of freedom. The degrees of freedom did not decrease by combining tests and could be considered independent since different tests implement different methods. In this regards, more than one statistics may fully cover the variation induced by the associated degrees of freedom.
Goodness-of-fit test based on entropy already showed to be less sensitive to the presence of extreme values or outliers [36] so combining its results with other goodness-of-fit tests could provide a good overall solution. Shannon's entropy generally refers to disorders or uncertainties [56] and here is introduced as statistic (H1) for evaluation of the distribution of experimental data. Its formula is given by Eq (1):
where H1 is Shannon's entropy statistic, n is the sample size, i iterates (in ascending order) the observations in the sample, fi is the cumulative distribution function (CDF) associated with the observation (sorted in ascending order). Shannon entropy was defined as a statistic for measurement of the distance between theoretical and observed distribution in a similar manner as other statistics (see Eq (2)-Eq (6)).
Several specific features made the Shannon's statistic enough different by all other investigated statistics. Shannon's statistic is calculated without sorting the CDF (cumulative distribution function) values, as other statistics need. Thus, Shannon's statistic is a 'clutter' statistics in the perfect agreement with the basic concept of entropy as a measure of disorder. The Shannon's approach additively cumulates the entropy of each CDF value from the binary division that is constructed in the probability space of [0, 1].
The algorithm presented in Figure 1 was applied for H1 statistic. The steps applied to build the probability association map for the H1 statistic. The K was set to a large numeric value, e.g. 10,000 as presented below, k iterates the domain defined by 0 and K, and j iterates the control points of probability thresholds pj = j/1,000, e.g. 0.001, 0.002, …, 0.999.
The algorithm presented in Figure 1 worked with a fixed value of the sample size (n) but can also be use by successive iterations for the value of n starting with n = 2. The large K value and eventually repeated resampling are used for increasing the resolution of the statistic's values. For the same purpose, for a value 0 ≤ x ≤ 1 the random is conducted in two steps, first for mantissa ((10,000+Random(90,000))/100,000), and second for exponent (repeat k:=Random(10); if(k=0)then p[i]:=p[i]/10; until(k>0)). Furthermore, Mersenne Twister method [57] was involved to simulate randomness. The inverse of the statistic probability function from the above-provided algorithm was used to find the answer for H0 by H1 statistic.
The formula of each statistic enters here
Evaluation Methodology
Comparison Statistics
Five goodness-of-fit tests were also applied for each investigated null hypothesis:
where AD is the statistic of the Anderson-Darling test, KS is the statistic of the Kolmogorov-Smirnov test, CM is the statistic of the Cramér-von Mises test, KV is the statistic of the Kuiper V test, WU is the statistic of the Watson U 2 test, n is the sample size, i iterates (in ascending order) the observations in the sample, fi is the cumulative distribution function (CDF) associated with the observation (sorted in ascending order).
Simulated Datasets
A simple random technique was used to generate forty-five samples of data following uniform distribution with volumes equal with 15, 20, 30, 40, and 50. Note that even this method is standardized operates with the same string of probabilities, case which is not seen when experimental data are investigated. These simulated datasets were used to characterize the new statistic (H1) as compared with statistics from Eq (2)-Eq (6).
Experimental Datasets
Measured/observed properties/activities on a series of chemical compounds with sample size from 13 to 1714 were used to assessment the Shannon's statistic. The main characteristics of the datasets included in the evaluation are provided in Table 1 .
Four statistic one-tailed null hypotheses (H0) were evaluated on experimental data: 1. H0: The experimental data follow the error distribution 2. H0: The experimental data follow the generalized extreme value distribution 3. H0: The experimental data follow the lognormal distribution 4. H0: The experimental data follow the normal distribution Fisher's combined probability test
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The computation of investigated statistics and of the associated p-values was done for each distribution and each dataset using the algorithm of the statisticprobability association map (Figure 1) http://l.academicdirect.org/Statistics/tests/H1/ The Fisher's combined probability test [54] was used to control the error rates using an adjusted significance level to diminish the possible influence of the positively correlated tests. All possible pairs of comparison adjust the significance level as α* = α/[q•(q-1)/2], where q = the number of the tests. Two different schemes were used to test the contribution of H1 to the overall conclusion relating H0. The first one (scheme 1) includes all statistics excepting the H1 (α1* = 0.0050, and the second one (scheme 2) includes all investigated statistics, inclusive H1 (α2* = 0.0033). Despite the fact that the input data are the same, each statistic (Eq(1)-Eq(6)) had its proper formula, formulas that are independent from each other as proved by Dijkstra [102] .
Results and discussions
Results on Simulated Data
The uniform distribution was rejected at least one out of 45 runs by all investigated statistics for n = 15, 20, 30, 40, and 50 (Table 2) . Overall, the rejection of H0 by the combined test of significance is observed when three or more test individually rejected the H0 and this behavior is the same with or without the inclusion of H1 statistic. In some cases, certain goodness-of-fit test (such as KS for n=15, 20, WU for n=20, H1 for n=15) test transmit its individual significance to the combined test.
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Results on Experimental Data
Different behavior of H1 statistic is observed when the assessment is conducted on experimental data. The number of H0 rejections by each individual test varied from 0 (H1) to 21 (KV) and proved smallest when Shannon's entropy was used as statistics (Table 3) . On average, the highest percentage of rejections was given by Kuiper V statistic and was closely followed by Watson U 2 statistic.
The results presented in Table 3 shows that the trend of H1 statistic is not to reject the null hypothesis and this behavior can be explained by its formula (see Eq(1)), leading to a test more tolerant to extreme values or outliers. This behavior could be either a disadvantage (the hypothesis of association is not rejected even if it is false) or an advantage (the presence of outliers, which in most of the cases are data collection accidents, make other statistics to reject the null hypothesis much easiest even if this hypothesis is true). Therefore, the proposed H1statistic is more tolerant to such errors. Without any exception, the median of number of failure to reject the H0 (p-value > 0.05 for each individual test) was equal with the number of investigated tests (5 for scheme 1, and 6 for scheme 2, see Table 4 ). The variation of quartiles was more monotone when H1 was included in the combined test while the most heterogeneous behavior was seen when the normal distribution was investigated (Table  4 ). The inclusion of H1 statistic in assessment of distribution smoothest the characteristics of summary statistics for error, generalized extreme value, and lognormal distributions (see Table 4 ). With the exception of generalized extreme value distribution, for several datasets opposite conclusions regarding H0 was drawn by H1 statistic compared to all other investigated statistics (see Figure 4) :  Error distribution: set04, set26, and set34.  Lognormal distribution: set04.  Normal distribution: set04, set13, set14, set15, set26, and set34. The overall combine test showed different results in the assessment of investigated distributions in both investigated scheme when the analysis was conducted at adjusted significance levels (Table 5) . The inclusion of Shannon's statistic in the overall combine test has the smallest effect on the normal distribution, decreasing the rejection of H0 by 2%, closely followed by generalized extreme value and lognormal distribution, decreasing the rejection of H0 by 4%. The largest effect on the overall combined test induced by the H1 statistic was observed on error distribution, for which the decreasing the rejection of H0 by 6%.
The concordance analysis (identical conclusion in both scenarios) shows the highest value for generalized extreme value distribution and the lowest value for normal distribution ( Table 4 ). The value of probability associated with the rejection of the tested hypotheses systematically becomes larger in the scheme that includes the Shannon's entropy. The analysis of the Shannon's p-value relative to each other investigated statistics showed that these values are closest to Kuiper V for normal distribution, to Cramér-von Mises for lognormal distribution, to Kolmogorov-Smirnov for generalized extreme values distribution, and respectively to Kuiper V and Watson U 2 for error distribution (see Figure 3) . In our analysis, we investigated how the combined test aggregate the information from different tests on the same H0. The main shortcoming of this approach is given by its asymmetrical sensitivity to small pvalues leading to the increase of type I error (incorrect rejection of H0) [103] . To diminish this shortcoming, an adjustment of the significance level was used, which could be seen as too conservative approach. However, this adjustment protects against the danger of overclaiming the significant results but with the cost of the possibly underclaiming. The problem of combining test of significance have been debated in the scientific literature mainly in regards of testing means [104] [105] [106] . Several methods have been introduced, the main known being the Stouffer's method (applied to one-tailed tests, also known as Ztransform test when the p-values are converted as normal standard derivatives [107] ), and its derivate as weighted Z-method [108, 109] mainly used in metaanalysis. Several different approaches have been published but no consensus exists in the scientific literature in regards of performances of these tests. Some authors sustain that the Fisher and/or its derivate [110] is the best while other authors sustained that other tests are best performing combined tests of significances [111, 112] . However, our team works in this moment to identify as many as possible of such approach, to test them and to apply them to investigate the performances of H1 statistics. Furthermore, the new introduce H1 statistic need to be compared with other similar approaches that use entropy as estimator in testing the distribution of data.
Conclusions
The contribution of the proposed H1 statistic to the final decision in assessment of the probability distributions has been investigated and a general tendency of the H1 to counterbalances the tendency of rejection the null hypothesis by the combined test of significance is observed on experimental data. The effect, however, could be insignificant since the practical outcome in the number of rejections is amended downwards in only 3 out of 50 cases. Furthermore, this effect of the H1 statistic must be assessed on different constrains and conditions. Acknowledgments: No funds were received neither to conduct the research nor for covering the costs to publish in open access.
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