Bipartite entangled quantum states with a positive partial transpose (in short PPT entangled states) are usually considered to be very weakly entangled, as no pure entanglement can be distilled from them. In this paper we present two classes of (D × D)-dimensional PPT entangled states for any even D ≥ 4 which outperform all separable states in metrology significantly and are very robust against noise. The first class of states is the same one that has been obtained by Badziag et al. [Phys. Rev. A 90, 012301 (2014)]. The second class of states fits the patterns of the PPT states found numerically in [G. Tóth and T. Vértesi, Phys. Rev. Lett. 120, 020506 (2018)]. It is further shown that the metrological gain of these PPT states becomes maximal corresponding to a pair of maximally entangled qubits when dimension D goes to infinity.
I. INTRODUCTION
Entanglement is at the core of quantum physics and a useful resource with many fruitful applications in quantum information [1, 2] . With the aid of entanglement, tasks which otherwise are impossible become achievable. Such famous tasks are for instance quantum teleportation, superdense coding and quantum error correction. However, the important question arises precisely what entangled states are useful in a certain application.
In this paper, we are concerned with quantum states with a positive partial transpose (PPT, [3] ), which are considered weakly entangled. We present concrete examples of such states that are useful for metrology. We apply the quantum Fisher information as a figure of merit of the metrological usefulness of the states, which is defined as [4] [5] [6] 
where H is the Hamiltonian of the system and the eigendecomposition of is given as = µ λ µ |µ µ|. The larger the quantum Fisher information, the better the quantum state for metrology.
We now summarize the main result of our paper. We will present two families of bipartite quantum states for (2d) × (2d) systems, denoted by (1) PPT and (2) PPT . * Electronic address: kfpal@atomki.hu † URL: http://www.gtoth.eu ‡ Electronic address: bene@atomki.hu § Electronic address: tvertesi@atomki.hu 
holds, see also Fig. 1 . The Hamiltonian corresponding to the (AA )(BB ) partition is
where the dimension of A and B is d. Based on Eq. (2), we see that the quantum Fisher information given in Eq. (2) arXiv:2002.12409v1 [quant-ph] 27 Feb 2020 approaches 16 for large d, which will be shown to be the maximum achievable by entangled states. Thus, PPT states turn out to be almost as useful as entangled states in this metrological task. The proof will be given later in the paper, together with the definition of the quantum states. We now give some more details about the states presented. The family (1) PPT are just the states obtained by Badziag et al. [7] . The family (2) PPT are states found numerically up to d = 6 in Ref. [8] . Both families satisfy Eq. (2) describing their metrological usefulness. However, for d > 2 the two families are different from each other: their ranks are different, and also the states of Ref. [7] are invariant under partial transposition, while the ones in Ref. [8] are not. We have succeeded to find an analytical form for the d = 3 state of Ref. [8] . In this form a set of orthogonal matrices appear. These matrices have certain properties such that if matrices of such properties exist in higher dimensions, then using them one can construct metrologically useful PPT states. The second family of states has been constructed this way. Their metrological advantage is the same as that of the first family for all d. Besides d = 3 we give explicit examples of this construction for d = 2 n with n ≥ 1. We believe that such states exist for other dimensions as well, the properties of the states given numerically in Ref. [8] are compatible with this family.
The structure of the paper is as follows. In Sec. II, we give further motivations for our work. In Sec. III, we review the task of quantum metrology in linear interferometers and also define quantum Fisher information, a key quantity in quantum metrology. In Sec. IV, the concept of private states is reviewed and the first family of (2d × 2d)-dimensional PPT states due to Ref. [7] is presented. We calculate the quantum Fisher information for this construction in Sec. V. In Sec. VI we present the second construction based on the numerical results of Ref. [8] and give the quantum Fisher information for this class of states. In Sec. VII, the paper finishes with conclusion.
II. MOTIVATION: ENTANGLEMENT AND ITS USE IN QUANTUM INFORMATION PROCESSING
Entanglement is an important resource in quantum information science. On the one hand, all entangled states have been shown to be useful in channel discrimination [9] . Furthermore, the presence of entanglement can be certified from all entangled states in a device-independent way, that is relying only on observed statistics [10] .
On the other hand, there exist general tasks such as nonlocal games and quantum metrology where certain entangled states are provenly not useful. (i) It is known that entanglement is required to generate Bell nonlocal correlations [11, 12] . However, there exist mixed entangled quantum states that admit a local hidden variable model [13, 14] .
(ii) It is also known that entanglement is a necessary ingredient to enhance precision in quantum metrology [15, 16] . However, there exist even highly entangled multipartite states that are not better than separable states metrologically [17] .
To gain more insight about the role of entangled states in quantum information and particularly in quantum metrology, it is interesting to investigate the metrological usefulness of states that are very weakly entangled. Such a class of entangled quantum states under our present study has positive partial transpose (PPT) [3] . These states are undistillable and they are called bound entangled [18] . Undistillability means that from these states it is not possible to extract pure state entanglement even if multiple copies are in our disposal and we can perform arbitrary local operations and classical communications (LOCC) on these copies [19] . These states are not only weakly entangled but are also very mixed, i.e., they contain a large amount of noise. Nevertheless, they turn out to be still useful in quantum metrology [8, 20] . In particular, metrologically useful bipartite PPT entangled states up to dimension 12 × 12 have been found numerically in Ref. [8] .
As a side note, let us mention that an analogous question has been raised by Peres about the existence of Bell nonlocal PPT entangled states [21] . His question has also been answered positively: a 3 × 3 PPT entangled state has been found, which violates a specific bipartite Bell inequality with well-chosen measurements [22] . More recently, the dimensionality of such Bell nonlocal PPT entangled states have been extended from 3 × 3 to arbitrary high dimensions [23, 24] .
Finally, we add a recent finding, namely bipartite PPT entangled states can even have a high Schmidt-rank, which is typically characteristic of strongly entangled states [25] (see also Refs. [26, 27] ).
III. METROLOGY AND QUANTUM FISHER INFORMATION
In a quantum metrological scenario, a probe state undergoes a time evolution,
with the unitary dynamics is defined as
where (θ) depends on the small angle θ and the Hamiltonian operator H. A crucial question of metrology is, how precisely one can estimate the value of θ by measuring the state (θ). Here we focus on bipartite systems, in which case the Hamiltonian is written as
where H 1 and H 2 are single-particle operators. In this setup the precision of the estimation -assuming any type of measurements -is limited by the famous Cramér-Rao bound as follows [4] [5] [6] (∆θ
where the quantity F Q is the quantum Fisher information given in Eq. (1) . (For reviews on quantum metrology see Refs. [28] [29] [30] [31] [32] .) We say that a quantum state is metrologically useful, if it can outperform every separable state in a metrological task defined by a fixed Hamiltonian H [33] . That is,
We next define the metrological gain with respect to this Hamiltonian H as
For bipartite systems there is an explicit formula for F
where λ min (H n ) and λ max (H n ) denote the minimum and maximum eigenvalues of H n , respectively (see e.g., Refs. [8, 34] for the derivation of the formula (10) and generalizations thereof for multipartite systems).
IV. FAMILY OF PPT STATES BASED ON PRIVATE STATES
In this section we briefly review private states [35] (see e.g., Ref. [36] for more details).
Private states are quantum states shared among four systems A, A , B, B . The systems A, B form the key part, whereas A , B belong to the shield part. Alice's component spaces are H A ⊗ H A and Bob's component spaces are H B ⊗H B , respectively. We focus on H A = H B = C 2 and H A = H B = C d , in which case we call the private state a private bit.
A generic private bit has the following form [35, 36] bit
where the maximally entangled two-qubit state is defined as
σ A B is a state of systems A B , and U is an arbitrary twisting operation which can be written in the following form [36] 
It turns out that any private bit can be written in the
up to a change of basis in the key part A B , where X is a trace norm 1 operator. Consider now two matrices with a unit trace norm
Here Γ denotes partial transposition in terms of Bob, u ij are matrix elements of a unitary operator acting on a ddimensional space with |u ij | = 1/ √ d for all i, j. Such operator exists for all d, the one corresponding to the quantum Fourier transform is appropriate. For even d values the d × d Hadamard matrix multiplied by 1 √ d is also a good choice whenever it exists. It gives a real density matrix.
The family of PPT states constructed in Ref. [7] is a mixture of two mutually orthogonal private bits and looks as follows
where the density matrix is defined as
where σ x A is a Pauli matrix, and the weights are
Note that (X) and appearing in Eq. (16) are two mutually orthogonal private bits. Definition 1.-In matrix notation, the states
PPT given in Eq. (16) can be written as
where the subscript 1 refers to the first family we consider in the paper. One can show that these states are PPT invariant, that is,
PPT ) Γ , which implies that the state (1) PPT has positive partial transpose indeed. Later, we will present another family of states with similar metrological properties.
V. QUANTUM FISHER INFORMATION OF PPT STATES BASED ON PRIVATE STATES
Here we calculate the quantum Fisher information of the (2d × 2d)-dimensional PPT states (1) PPT defined by Eq. (19) and we also give the noise robustness of the metrological advantage of these states.
A. Spectral decomposition of the state
Let us first calculate the eigenvalues and eigenstates of (1) PPT . It is easy to show that
Using Eqs. (15) and (20) , and complementing the vectors with the indices corresponding to spaces H A and H B , the density matrix in Eq. (19) can be expressed in Hilbert space
It is quite straightforward to check that the eigenvectors and the eigenvalues of the density matrix (1) PPT above are the following. There are d 2 eigenvectors belonging to eigenvalue
given as
There are d vectors belonging to eigenvalue
defined as
All vectors orthogonal to the ones above belong to zero eigenvalue. These include vectors of the same form as |v ij but with a subtraction sign instead of the addition one, given as
Analogusly, from |w i one can obtain further eigenvectors with a zero eigenvalue
All are valid eigenvectors for all i = j. There are also further eigenvectors with a zero eigenvalue which we do not list here.
We show in Appendix B that for the special case of d = 2 the state (1) PPT in Eq. (21) can be written as an equal mixture of symmetric and antisymmetric states.
B. Quantum Fisher information
We now calculate the quantum Fisher information for the probe state (19) using the formula (1).
Proof of Observation 1 for
PPT .-The Hamilton operator used is given in Eq. (3), which is the same Hamiltonian operator appearing in Ref. [8] for two-qudit states. Vectors |01ij , |10ij , |00ij and |11ij for all i, j are eigenvectors of H belonging to eigenvalues 0, 0, 2 and −2, respectively. From this and from Eqs. (25) and (27), it follows that
therefore these vectors do not contribute to F Q [ , H]. This is also true for other eigenvectors with a zero eigenvalue. From Eqs. (23) and (26) , it follows that
Based on these, in the formula of the quantum Fisher information (1) the term | µ|H|ν | 2 is nonzero only if one of the eigenvalues is Λ v given in Eq. (22) , the other is zero, and its value is
Since there are d 2 terms like that, we obtain
which leads to Eq. (2). Note that Eq. (2) approaches 16 for large d, which is the theoretical maximum one can achieve with the Hamiltonian (3), see Appendix A.
C. Metrological gain
The maximum value attainable with separable states using the same Hamiltonian (3) is F (sep) Q (H) = 8 due to formula (10) . Hence, the metrological gain g(
PPT , H) defined by Eq. (9) is g(
which value grows up to the theoretical limit of 2 attainable with two-qubit maximally entangled states. Therefore, the theoretical maximum can be approached arbitrary close by PPT states of large enough dimensionality. Note also that for the value of p 1 = 1 (and p 2 = 0) in Eq. (16) we obtain the private bit (14) which owing to the above derivation gives the value F Q = 16. Hence (2d×2d)dimensional private bits are maximally useful metrologically for any dimension d ≥ 2.
D. Robustness against noise
In an experiment, the quantum state is never prepared with a perfect fidelity. Thus, it is important to examine how useful the state remains metrologically, if it is mixed with noise. The resistance to noise can be characterized by the the robustness of metrological usefulness, which is just the maximal fraction r of white noise that can be added to the state such that the corresponding quantum Fisher information is still not smaller than the maximum achievable by separable states [8] .
Let us now calculate the robustness of metrological usefulness r of the state (1) PPT . The noisy density matrix can be written as
The eigenvectors of this operator are obviously the same as that of (1) PPT , while its eigenvalues will be those of (1) PPT multiplied by 1 − q and q/4d 2 added to them. The quantum Fisher information given in Eq. (1) is calculated with these eigenvalues will be
The robustness of metrological usefulness r is the critical noise q crit where this expression takes the value that can be achieved with a separable state, which is 8. From this condition we can derive that
As for large d the value p 1 = √ d/(1 + √ d) approaches 1, so the critical noise q crit and the robustness of metrological usefulness r approach 1 − (1 + √ 17)/8 ≈ 0.3596.
VI. SECOND FAMILY OF STATES AND ITS QUANTUM FISHER INFORMATION
In this section, we present another class of PPT entangled states, for which Eq. (2) holds, i.e., their metrological performance depends on their dimension in the same way as in the case of the states discussed in the previous section.
Definition 2.-The family of states derived from numerical results of Ref. [8] expressed in terms of its eigenvectors can be written as:
where the subscript 2 refers to the second family of PPT quantum states we consider in this paper. The probabilities p 1 and p 2 are given in Eq. (18), and
where Q j ik are orthogonal matrices having further properties that will be detailed later. The states |s i are orthonormal vectors in the subspace |01 ⊗ H A ⊗ H B which will also be specified later in terms of Q j ik . We will show that with an appropriate choice of the Q j ik the partial transpose of is positive semidefinite.
The partial transpose of the part of belonging to eigenvalue p 1 /d 2 , as it can be derived from Eq. (37) is
where we have introduced the notation:
As |q ij are in the d-dimensional subspace spanned by vectors |10kk , there can not be more than d linearly independent one among them. Let matrices Q k ij be such that there are exactly d such vectors, which are orthogonal to each other, but not necessarily normalized, and let each |q ij be either the zero vector, or equal to one of them with a +1 or a −1 factor. Let us normalize the orthogonal vectors and let us denote them after normalization by |q m (m = 0, . . . , d−1). Let us introduce the notation Ξ m for the subset of index pairs (i, j) satisfying |q ij = S ij |q m with S ij = 0. For such cases let it be true that
which is necessary for consistency, because this is the value one gets using Eq. (39) and the fact that Q k ij is an orthogonal matrix for each fixed k.
Using the properties of Q k ij and the notations presented above we get:
where
It can be verified that vectors |t m are normalized and it is trivial that they are orthogonal to each other.
Let us now assume that there exist vectors |s m such that
which is a quite non-trivial further requirement imposed on Q k ij . These are the vectors |s i appearing in Eq. (36) . Using Eqs. (36) , (38), (40) and (42), the partial transpose of the density matrix can be written as
Taking into account that p 1 / √ d = p 2 , and that i |10ii 10ii| = i |q i q i |, which follows from the fact that |10ii and |q i (0 ≤ i ≤ d − 1) are orthonormal bases of the same subspace, we arrive at
which proves that (
PPT ) Γ is positive semidefinite, indeed. For this family of states we have constructed analytical examples only for d = 3 and for d = 2 n . However, we believe that such states exist for all d. In Ref. [8] numerical examples are presented for d ≤ 6, which all fit the pattern (quantum Fisher information with and without white noise, rank, eigenvalues of the density matrix and its partial transpose) except d = 2, for which Ref. [8] has given a state of rank 6 instead of one of rank 8, which is actually equivalent to the first construction in Sec. IV corresponding to the construction by Ref. [7] (the rank 8 state corresponding to the present family also exists, but the numerical result given in Ref. [8] is not that).
We have got the analytical d = 3 state given in Appendix C 1 by analysing the corresponding state given numerically. We have recognized the important features of this solution, which made it possible to construct the present family of states. The construction is based on a set of orthogonal matrices Q k ij having certain non-trivial properties. The matrices appearing in the d = 3 solution are block diagonal with a 2×2 and a 1×1 block. The 2×2 blocks in the three orthogonal matrices are characterized by angles corresponding to a regular triangle. For higher dimensions we have found explicit analytical examples of this family for d = 2 n for any n > 0 which we give in the Appendix C 2. In these cases Q k ij are tensor products of 2-dimensional unit matrices and Pauli X matrices in every order. For d = 5
and d = 6 in principle it would be possible to determine the eigenvectors in their simple form and get the appropriate Q k ij matrices from given numerically in Ref. [8] , but it would be quite hard, as there many local transformations for both parties that do not change the quantum Fisher information. Thus, the eigenvectors one gets numerically are random combinations of the ones belonging to the same eigenvalue.
Now we calculate the metrological usefulness of the states presented.
PPT . The rank of (2) PPT now is d 2 + 2d instead of d 2 + d corresponding to the previously constructed states with eigenvectors (23) and (25) . Nevertheless, the quantum Fisher information with Hamiltonian (3) is obviously the same. The calculation can be done analogously, eigenvectors |z ij play the same role now as |v ij [see Eqs. (21, 23) ] played before. The metrological usefulness both with and without white noise will be the same.
VII. CONCLUSIONS
We studied metrologically useful PPT bound entangled states with large metrological gain with respect to separable states. We considered two families of (D × D)-dimensional PPT states with local dimension D = 2d. The first construction is the one given by Badziag et al. [7] , whereas the second construction fits the patterns of the numerically found PPT states in Ref. [8] . In both cases we calculate the metrological advantage and the robustness of metrological usefulness to noise and show that the metrological advantage monotonically increases with increasing D and when D goes to infinity the state becomes maximally useful. The robustness values calculated in Sec. V indicate that some of the presented PPT states might be implemented in laboratory since they are robust to the noise level present in nowadays experiments [37] .
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is the largest eigenvalues of the matrix A. In Eq. (A1), the first inequality is generally true for the quantum Fisher information and the variance [29] [30] [31] [32] . The second inequality is a property of the variance, which is defined as
In Eq. (A1), the third inequality is based on that A ≤ λ max (A) holds for any operator A. For the Hamiltonian in Eq.
(3) we have
A state saturating all inequalities in Eq. (A1) is
where |v λ denotes an eigenvector of H with eigenvalue λ.
In the main text, below Eq. (3) one can find such eigenvectors.
It is easy to see that for a pair of maximally entangled qubits living on AB We prove that for d = 2 the state (1) PPT in Eq. (21) can be written as an equal mixture of symmetric and antisymmetric states. That is, the state can be written as
The state A acts only on the antisymmetric subspace H A , whereas S acts only on the symmetric subspace H S . In the case of d = 2, according to Eq. (23), we have four eigenvectors corresponding to the eigenvalue p
Note that we use the shorthand notation
where A and A refer to Alice's systems, and B and B refer to Bob's systems. Also notice the negative sign in the last line for |v 11 , which is due to the fact that we have chosen u as the 2 × 2 Hadamard matrix
On the other hand, according to Eq. (25), the following two vectors correspond to the eigenvalue p 2 /2 = 1/(2 + 2 √ 2)
Below it is shown that by choosing different eigenstates which span the same eigenspace for the respective eigenvalues p 1 /4 and p 2 /2, each eigenvector will take the form of either a symmetric or an antisymmetric state. To this end, let us define the new eigenstates |v 01 = (|v 01 + |v 10 )/ √ 2,
to get a symmetric and an antisymmetric state as follows
where we shorthanded |αβ |γδ ≡ |αβ AA |γδ BB . Similarly, we define |w 0 = (|w 0 + t|w 1 )/ 1 + t 2 ,
to get the respective symmetric and antisymmetric states:
where we have chosen t = √ 2 − 1 and we write c ± = (1/2) 1 ± 1/ √ 2. Let us observe that the eigenstates |v 00 , |v 01 , |w 0 above are symmetric, whereas the eigenstates |v 11 ,|v 10 , |w 1 above are antisymmetric. This implies that (1) PPT can be written as an equal mixture of S and A , that is in the form (B1), where the density matrices acting on the respective symmetric and antisymmetric spaces are
We leave it as an open question whether the family of 2d × 2d PPT states discussed above can be written as a mixture of symmetric and anisymmetric states for any d > 2 as well.
Appendix C: Special properties of orthogonal matrices Q j ik In this appendix we will prove that the orthogonal matrices of Eq. (37) we propose for d = 3 and for d = 2 n do have all the properties required to ensure that the quantum Fisher information derived in the main text is correct. We analyze the two distinct cases d = 3 and d = 2 n in the following subsections.
The d = 3 case
Let the orthogonal matrices of Eq. (37) be
where ϕ k = 2πk/3 + ϕ 0 . From Eq. (39) it follows that |q 02 = |q 12 = |q 20 = |q 21 = 0.
The rest of the |q ij vectors can be arranged into three subgroups, with each group is represented by one of its normal-ized members |q m as follows |q 00 = −|q 11 = k cos ϕ k |10kk = 3 2 |q 0 , |q 01 = |q 10 = k sin ϕ k |10kk = 3 2 |q 1 ,
It is easy to check that with this choice of angles |ϕ k the vectors |q m are normalized and orthogonal to each other. The S ij factors connecting |q ij and |q m are also as required. From Eq. (C3) and from the definition of the |t m in Eq. (41) it follows that
With the choice of
it is easy to verify that Eq. (42) is indeed satisfied.
The d = 2 n case
Let us define matrices P k ij (n) as tensor products of the 2×2 identity matrix 1 1 and the Pauli X matrix. Let the order of the components follow the binary value of k, such that 0 corresponds to 1 1 and 1 corresponds to X. For example, for n = 3 the eight matrices are
Let us call this set of d = 2 n matrices P -matrices. The P -matrices may be constructed recursively by starting from P 0 00 (n) = 1 and iterating as:
where 0 denotes 2 n × 2 n matrices of zero entries. From this construction, using induction it follows that there are d = 2 n entries 1 in each matrix such that there is one 1 in each row and in each column, there are no two matrices having entry 1 on the same place, and that the zeroth row (column) of matrix P k has entry 1 in its kth place, that is P k 0k = P k k0 = 1. From now on we drop argument n of matrices P k .
Let the orthogonal matrices of Eq. (37) be the P -matrices themselves, that is Q k ij = P k ij . It follows from Eq. (39), and from the fact that at each ij place one and only one matrix has entry 1, that each |q ij has only one component, and it is equal to one specific |kk . Such vectors have norm one, and pairs of them are either orthogonal or equal to each other. We can choose |q m = |q 0m = |mm .
(C8)
This follows from Q m 0m = P m 0m = 1. Then (i, j) ∈ Ξ m if and only if P m ij = 1, in this case |q ij = |mm . There are exactly d such vectors, therefore, N m = d, which is consistent with S ij = 1.
From Eq. (41) and from S ij = 1 it follows that |t m is the normalized sum of |01ij vectors for all (i, j) ∈ Ξ m . Now it means that
Next, we will prove the following statement. means that it is equal to its partial transpose mijkl P m il P m kj |ij kl|/d.
This is true if for any {m, j, l} there exists m such that P m ij = P m il and P m il = P m ij for all i. What we will show is that there is a transformation that permutes the columns of the P -matrices such that in the final matrix two specified columns will be swapped, and it will also be a P -matrix. Let us multiply a matrix by P 2 ν (0 ≤ ν < n) from the right. For ν = 0 the transformation will swap every second column of the matrix, for ν = 1 it will swap every second pairs of columns, and so on. For ν = n − 1 it will swap the lower half of the columns and the upper half of them. We can move any column anywhere with such transformations: if it is not in the required half, we apply the transformation with ν = n − 1. After this, if it is in the wrong quarter, we apply the ν = n − 2 transformation, and so on. Any such transformation applied to a P -matrix leads to another P -matrix (the product of any two P -matrices is a P -matrix, which follows from their definition). Furthermore, as these transformations commute, if one moves a column from po-sition j to position l, the same set of transformations will move the column from position l to position j, that is it will swap those columns, which concludes the proof.
