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Abstract. It is demonstrated that such problems as the symmetric Traveling Salesman Problem, 
Chromatic Number Problem, Maximal Clique Problem and a Knapsack Packing Problem are in the 
A g level of PH and no lower if XF # l7:, or NP # co-NP. This shows that tbcse problems cannot be 
solved by polynomial reductions that use only posirive information from an NP oracle, if 
NP # co-l\ P. It is then shown how to extend these results to prove that interesting problems are 
properly in A:$ for all X, k where BTx # IIF” in PHX. 
1. Introduction 
The task of classifying problems accurately in the polynomial hierarchy (PH) of 
Meyer and Stockmeyer [42, 131 is studied in this paper. A number of optimization 
problems derived from well-known, natural problems are shown to reside Groperly 
at the second level of the hierarchy, if it does not collapse before that level. The 
methods used are generalized to the kth level of the hierarchy. 
The classes P of deterministic polynomial t&e bounded recognizable sets and NP 
of nondeterministic pol!nonrial time bounded recognizable sets were defined by 
Cook [5]. Co-NP is the collection of sets whose complements are in NP. Several 
polynomial bounded reductions were defined in [IO]. We use :c:, polynomial 
many-one, s 5, polynomial Turi!lg, s T, polynomial conjunctive truth-table, s Fp, 
NP many-one, SF’, NP Turing, and #‘, NP conjunctive truth table reduciSilities. 
Q[Wj, where 46 and % are sets or classes of sets, denotes the collection of sets 
recognizable using @‘oracle machines with oracles from %; e.g., NP[co- NV] would be 
the-class ofsets recognized by NP machines with oracles from co-NP. The polynomial 
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hierarchy, PH, was defined in [17] as follows: 
2; = NP, n: = co-NP, 
.,E; = NP[& ] = NP[U:-i 1, Cc = CO-S;, 
A: = P[S:+i] = P[n5,, ]a 
It is not known if the hierarchy is proper. It is known that if Z[O = @, for some ko, 
then 2: = I?! for all k 3 ks, the hierarchy being said to collapse a% the ko level [ 12, 
13,17,18]. A is S-W -complete if A is in (8, and for all 5 in %, I? G A. kx reduction s 
is said to be Z-preserving if whenever A, B in PH satisfy A s B, and B 5 2:: for some 
ksl,thenA&. 
The prototype 2: -complete sets Bk were defined in [l:‘, 131 as fol’ows: 
Bk = {A 1 A is a Boolean formula written with sets of 
Boolean variables 21, . . . , Zk, and 
where Qk is 3 if k is add, and V if k is even. 
A useful characterization of XE arises: A is in EL if 
where P is a polynomial time co:nputable predicate, and lyil is bounded by some 
polynod+tial in the length of x. This characterizatiorr was shown equivalent to the 
definitior, in [ IS]. 
A is a proper-d: problem if A E A: and Ati ZE-1 u II:-, [ll]. Of course, if 
NP = co-NP, there are no proper A: problems. In this paper, when we speak of a 
problem being ‘proper-d!‘, we generally mean ‘proper-d:, assuming 2$--r f nI--1’. 
A useful tabulation of the most interesting time and space ?lounded classes, and of 
their relationships, is available in [4]. The basic facts about PH and common 
pc lynomial reducibilities are contained in a number of important papers [lo, 12,13, 
16, 17, 181. 
The problems we will concentrate upon arise mainly from NP-complete threshold 
problems. A probiea A will be called a threshold problem if A is one whose instances 
have an inttger k in the input and for which a solution is desired with a weight (some 
function of the input) less than or equal to k (Jr greater than or equal to r’c, depending 
upon the problem). The associated optimization problem, OPT(A), is the problem of 
determining if a solution to A with parameter k is a minimum (or maximum) possible 
value. 
If A is a decision problem with some numeric input, then, for a problem instance X, 
max(x) is the largest integer in x. An NP problem A is then called strongly 
IW-complete [6] if there is a polynomial p such that, if A, is /I resricted to those 
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problem instances x that satisfy max(x)~p(l~~), then ~4~ is NP-complete. A 
threshold problem is strongly NP-complete if the maximum value of the parameter k 
can always be bounded by a polynomial! function of the length of the input. 
In this section, we classify more accurately than has been previously possible some 
well-krown optimization problems in PH. Definitions for these problems may be 
found in the appendix. Also, see [6] for a more exhaustive list. Many natural 
optimization problems will be located in A! and not in Zy or a7: (NP or co-NP) 
unless NP=co-NE”. The optimization problems will arise from various NP ancf 
co-NP-complete sets. 
We refer to 6:’ as a positive relation, or one that uses only ‘yes’ answers in an 
oracle procedure and will reject immediately if a. ‘no’ answer is received. (Notice that 
this is a different sense of ‘positive’ than that of drp of [lo].) An important indicator 
that an optimization problem is not in NP or co-NP is that it doesn’t seem possible to 
nondeterministically solve its membership question using only positive information 
from an NP oracle. That is, we will show that if A alld B are NP-complete and 
A <fi”‘C and B syp C, then C can be in NP only if NP = co-NP. 
In order to show that a problem or set A is a proper-d: problem, we must show: 
(1) A is in A:; 
(2) A is not in 2: = NP, if NP # co-NP; 
(3) A is not in IIT = co-NP, if NP # co-NP. 
The first part is easy to show for the problems discussed here, as has been noted 
before [ 11. 
Theorem 2.1. Traveling Salesman, Chromatic Number, Maximal Clique, Koapsack 
Packing and Maximal Sailisfiability are in A!. 
Proof. (See [ 11. Problem definitions are in the appendix.) These problems are all of 
the form ‘determine if k is the maximum (or minimum) number. . .’ where r:he 
problem ‘is there one of size k or greater (less) . . .’ is known to be NP-complete. 
Also, A is in AZ if A &B, where B is an NP problem. The problem ‘find the 
maximum (minimum)’ can be shown to be &-reducible ta the problem 5nd a 
solution of size k or greater (‘less)’ u!;ing binary search techniques. This is because the 
greatest possible va!uf: is 0(2c1x’), w!rere 1.~ 1 is the length of the problem and c is some 
constant, and a binary search, using full oracular Turing reducibility, can find the best 
number in 0(log(2c1x1)) or O(lxl) time (deterministically), which is polynomial in 1.~1. 
So, if the problem of finding an element of size k or better is in N’P, the problem of 
finding the best is in A!, as long as the maximal-sized element is O(2c’x1) or less. In 
fact, for problems such as Maximal Satisfiability or Maximal Clique, where pz is 
bounded by 1x1, a, sequential search will succeed in polynomial1 time. 
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To show that the second and third conditions for a problem to be proper-d! are 
met, an indirect approach is easiest. If NPf co-NP, and if A (which is co-NP- 
complete if A is NP-complete) can be solved easily using OPT(A), t’ len OPT(A) 
cannot be in NP, or else A would also be in NP. 
Theorem 2.2. If NP f co-NP, then Trazleling Salesman, Chromatic Number, 
Maximal Clique, Knapsack Packing, and Maximal Satisfiability are not in NP. 
roof. Each of these problems is of the form OPT(A), where A is an NP-complete 
problem. T&r&or~, i is a co-NP complete problem and, thus, not En NY unless 
NP = co-NP. If A is of the form ‘there is a solution of size k or better . . .‘, then A is of 
the form ‘there is no solution of size k OP better . . .‘, or ‘the best is of *:ize less than 
k .‘. so, 1;1 stp OPT(A) by a procedure that guesses the best value k’ (the SC”’ 
part) and uses the oracle to verify that k’ is the best and that k’ is worse than the input 
k to A (the c--m part), Now, if OPT(A) were in NP, then A would be also, because 
s z’ is S-preserving. But, if NP # co-NP, then A is not in NP and, t!lerefore, OPT(A) 
cannot be in NP. 
The results of Theorem 2.2 are common knowledge, and are not of much 
importance in themselves. However, they are significant when combined *vith proofs 
that the third condition is met, for then we can show sets are proper-A;, if 
NP # co-NP, thus classifying them rccurately in PH. 
The task of showing that the third condition is met is, in fact, the most ditlicult for 
the representative group of problems thus far. In this case, a doubly-indirect -_ 
approach seems the best, namely showing that A c:’ OPT(A). This would prove 
that OPT(A) is not in co-NP, if NP # co-NP, else OPT(A) would be in NP and thus A 
would be in NP, which is a contradiction. Unfortunately, no general theorem has 
been obtained, because of the very different character of the parameter k in different 
kinds of OPT(A) problems. 
However, the result does come easily for problems where the maximum possible k 
is O(lxl). 
etirtitiosn 2.3. The parameter k of an NP problem A associated with 2.~ OPT(A) 
problems is essentially +z unr.zry if max(k) s p(lxl), where p is some polynomial and k 
is a number in the input X. 
Note that this is much stronger than the usual max(lkl)q(lncl), because if just 
! ‘cl ap(lxl), then max(k) may be 0(2p”“” ). The problems for which k is essentially in 
unar;J are the ones where k is a number of elements, each of which is listed 
individually in the input. In contrast. k may not be in unary i.f it is a sum of weights, for 
these may be expressed as binary numbers, and the maximum value of k, the sum of 
all off the weights, can be much larger than 1x1, the number of digits in the problem 
specification. 
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Notice that cornmarl threshold problems with their parameters k essentially in 
unary are strongly N&complete problems [S]. It is possible to artificially construct 
such problems that arf; not strongly NP-complete, but all that w,e are interested in 
here are strongly NP-complete. 
Propositio~l 2.4. The parameter k for the Chromatic Number, Maximal Clique, 
Minimal Vertex Cover and Maximal Satisfiability problems is essentially in unary, and 
thus the associated threshold problems are strongly NP-car xplete. 
Proof. For the first two problems, k is bounded by the number of vertices. For the 
third, k is bounded by the number of edges. !Since any representation of the input 
graph for the problems would have at least one digit for every ver’t:ex and edge in the 
graph, max(k) s 1x1, and thus k is essentially in unary. For the last problem, k is i?r 
number of clauses which are specified separately in the input, and so max(k) G ix 1. 
Strong NP-completeness is shown in [6], 
Theorem 2.5. Maximal Clique, Chromatic Number and Maxima! Satisfiabihty are 
not in co-NP and are thus proper-d; problems, if NP Z co-NP. 
Proof. If the parameter k of an NP-complete problem A is essentially in unary, then 
A <F OPT(A) in the following way. A is of the form ‘there is no solution of size k or 
better . . .‘, or if k is to be maximized for OPT(A), ‘there is no solution of size k, or 
k+l,or k+2 ,..., or max...‘, where max is the maximum possible value for the 
input number parameter of an instance of the problem. But this is the same as ‘k is 
not the best, and k + 1 is not the best, . . . , and max is not the best. . .‘. This requires 
just max ‘yes’ answers from QPT(A). Since max(k) < (x), we can decide membership 
in A using an OPT(A) oracle that gives us a polynomial number (the sp part) of ‘yes’ 
answers (the sC part). Therefore, A a: OPT(A), and so OPT(A) is not in co-NP. 
This is true because otherwise OPT(A) would be in NP, which would imply A is in 
NP, as gC ’ is Z-preserving. But A cannot be in NP if NP # co-iVP, because A is 
NP-complete. Combining this with the results of Theorems 2.1 and 2.2, QPT(A) is 
thus a proper-d; problem, if NP # co-NP. 
Corollary 2.5.1. rf OPT(A) arises fipom a problem A which is st,rongZy NP-complete, 
then OPT(A) is a proper-d: problem. 
So, if a problem has a par ameter that is essentially in unary, it can be shown to be a 
proper-d! problem, if NP + co-NP. For a list of other i)roblems in this group, see [6, 
111. fn general, a maximization or minimization problem arising from an NP- 
complete problem in which ihe parameter k is a number of edges, or vertices, or 
planar regions of a graph, or a number of clauses of a Boolean formula, or a number 
of elements that are each entered ir: a normal statement of the problem, can be shown 
to be a proper-df; problem using the techniques demonstrated above. Thus, these 
problems are accurately loca%d in PH. 
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Unfortunately, the parameters k for many problems do not satisfy k = 0( &$), 
but only lkl= O(plx I)), which, of course, they must if k is4 in the problem input. In this 
case k can be O(2”‘“l’ ) and there are, therefore, potentially too man1 questions to be _ 
asked of an oracle, such as was done m the proof of Theorem 2.5. Thi: is usually the 
case when k is a sum of weights of vertices or edges, or entries in s knapsack, or 
flow-capacity of a network. These numbers are entered as binary or decimal digits, 
bui an n-digit binary number can, of course, represent a number of size O(2”). 
However, many cf these problems have simpler versions with weigh&s of 0, or 1, or 
similarly restricted values, which are still NP-complete [7’, 9,14,15]. ill fact, many of 
these simpler problems were the ones used to show the general problems to be 
NP-hard. Of course, proper-A! problems are also NP-easy, as most 1;ave the same 
deterministic complexity as NP-complete sets. 
In Theorem 2.5 above, where it was shown that A C: (BPT(A), the problem A was 
used on the left because it was the most obvious choice - it is not necessarily the only 
choice, as the following result shows. 
Lemma 2.6. If fi s OPT(A), &zere P is NP-complete and s i? X-preserving, then 
OPT(A) is not in co-NP if NP f co-NP. 
Proof. If fi s OPT(A), and OPT(A) were in co-NP, then OPT(A) would be in NP. 
Then B would be in NP since s is Z-preserving. Since B is NP-copnplete, B is 
co-NP-complete and thus cannot be in NP if NP # co-NP. So, OPT(A) cannot be in 
co-NP if NP # co-NP. 
Notice that Lemma 2.6 subsumes the method in the proof of 
demonstrations that Traveling Salesman and Knapsack Packing 
use a slightly simpler scheme, based on the following result. 
Lemma 2.7. If B S: OPT(A), where B is NP-complete, ikn 
co-NP, if NP # co-NP. 
Proof. If B si OPT(A), then fi 6: OPT(A) [lo]. The result 
Lemma 2.6. 
Theorem 2.5. The 
are proper-d; will 
OPT(A) is not in 
then follows from 
The problem. 3 that will be used will, in fact, be a simpler version of the problem A 
upon which OP’r(A) is based. 
Traveling Salesman att: E Knapsack Packing are not in co-NP and are 
thus proper-d! pr&lems, if NP # co-NP. 
Proof, Slig: .t modifications of proofs by Sahni and Gonzalez [lS] show that Hamil- 
tonian Circuit GE Traveling Salesman and Exact Knapsack Packing ~5 Knapsack 
?acking (see [1 l] for details). Because Hamiltonian Circuit and Exact Knapsack 
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Packing are well-known NP-complete problems, Yl’raveling Salesman and Knapsack 
Packing are not in co-NP, if NP # co-NP, by Lemma 2.7. Therefore by arguments 
similar to those of the proof of Theorem 2.5, the problems are proper-d! problems if 
NP # co-NP. 
Of couW . tn - +.:;j+ication for Traveling Salesman actually shows that it is 
strongly NF -~WZ&S :a ,, and so we could have used Corolllary 2.5.1. However, 
Knapsack PJ .%i x 1s not strongly NP-complete, for it is solvable in pseudo- 
polynomial time. For definitions and relationships between strong NP-completeness 
and pseudopolynomial time, see [6]. 
Given ZJ collectjon of proper-A! problems, it is easy to add to that collection. 
Lemma 2.9, lj? A S: B, B in NP, uia a function tht also yield: 
OPT(A) s: OPT(B), and if OPT(A) is known to be a proper-d: problem, then if 
OPT(B) is ilt A i, it is also a proper-d! problem. 
Proof. IE clPT(B) were in NP or co-NY, then OPT(A) would be also, due to 
properties of &. 
Corollary X9.1. Maximal Feedback Edge is a proper-d: problem. 
Proof. k-Vertex Cover reduces to k-Feedback Edge in a way that preserves 
optimality [ 11, and l%Znimum Vertex Cover is proper-d: by ‘Theorem 2.5., 
Of course, for thiF example we could have used the method of ?eorem 2.3 
directly, since the number of edges of a graph is essent,Wy m unar y. See Leggett [ 111 
for more such examples, including some not so transparently shown by the method of 
Theorem 2.5. 
Several important problems are thus 1ocatj:d precisely in ?H. Thus far, all 
maximization and minimization problems enccuntered by the authors which are 
derived from VP-complete problems have been easily shown to be proper-d; by the 
filethods of Theorem 2.5 or 2.8, This is because many have thieir parameters 
essentially in unary and most others were shown to be NP-hard by reduction to 
simpler problems as irn the p.roof of Theorem 2.8 (see especiallly [ 14,151 for 
examples). These reductions, or fairiy easily derived variants of them [ 11.1, can then 
be lused as in Theorem 23, 
This more accurate classification of these well-known problems in PH may help in 
deciding open questions about IPH and :n eventually proving wlhether or not thesle 
hard problems can be solved efficiently. 
The following statemelnt of the results in Theorems 2.5 and 2.8 is a more accurate 
characterization of the main result of this section; namely, it would seem that, if 
, then, for example, Traveling SaJeTman caslnot be solved even with am 
oracle in polynomial time without essentially being given the information that certain 
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types of Hamiltonian Circuits exist and that others do not exist (both positive and 
negative information). 
Of course, similar results could be stated for Chromatic Number and Maximum 
Satisfiability and others [ 111. That is, to solve an OPT(A) problem deterministically, 
it seems that one must solve both an NP and a co-NP problem. What ha - been proven 
above shows that, if NP # co-NP, both the positive and negative information from A 
is needed to solve OPT(A). 
These results show that if NP P co-NP, then there are interesting p. oblems in A: 
that are not in either NP or co-NP. Of course, it can be proved more conventionally 
that AZ cl NPu co-NP if NP # co-NP, by showing the join of an NP-complete is 
properly in A;. We have shown that there are ‘natural’ problems properly in AT. 
3. Proper-A: problems for k > 2 
In this section, this result is extended to the reset of PH, showing that if any 
2: #!I, then 4L+l problems e xist that are not in 2: or HE and so require both 
positive and negative information from a C! or HE oracle if they are to be solved via 
polynomial time reductions. Again, this could be shown using the join of a Z$- 
complete set, but we demonstrate the existence of some perhaps more interesting 
sets in AL+l, namely ones associated with optimization problems. 
First, we define problems A for Zr, where OPT(A) can be shown tc be proper- 
Ar+l problems, in order to use the techniques of Section 2. In a manner such as 
Maximum Satisfiability is derived from Satisfiability, or B1, we can dcr ive mBk from 
&m 
efinition 3.1. mBk is the set of all (m, (A&, . . . , &)) such that 
(1) A is a conjunctive normal form Boolean formula if k is odd and a disjunctive 
normal form forhiula if k is even. 
(2) (3&v& ’ ’ ’ &&)[A’(&, . . . , &)I where A’ is m or more clauses of A. 
That is, there are m clauses of the formula that simultaneously satisfy the 3V : n a 
condition. 
koposition 3.2. m& is complete for z:. 
roof. Picking the m clauses is an NP task, and then only a Bk problem remains, SO 
mBk is in EL. If m = n, the total number of clauses of A, then Bk Sf, mBk, and thus 
mBk is clearly 2:: -complete. 
So, if the mBk are to be the A’s we need, then the OPT(A) is as follows: 
_Z!- MBk is the set of all (m, A&, . . . , fk)) where (m, A(&. . . 9 gk))E 
mBk and(m+l,A(& ,..., Tk))&rnBk. 1 is just Maximal Satisfiability. 
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That is, MBR is just the maximal m& problem or A&& is OPT[m&), where ;z, a 
number of clauses, is the obvious parameter; it is essentially in unary, because the 
statement of the problem contains a letter or numbers for each of the clauses. So 
max(wt)s I(m, A(&, . . . , &))I. Therefore, the ‘essentially in unary’ technique of 
Theorem 2.5 can be used. 
If NP # co-NP, then MBk is a proper-A:+1 pro&em. 
Proof. Using a binary search technique as in Theorem 2.1, iWE& E A:+1 can be 
shown. Proving rnBk SE’ MBk, as in the proof of Theorem 2.2, shows that MI& ti SE, 
if Zg # IZ!. Demonstrating %& &W.Bk, as in the proof of Theorem 2.5, shows 
that MBk & co-SE = l?:, if E! # @. Therefore, M& is a proper&+l problem, 8 
2; z: n;. 
Camdiary 3.4.1. If 2: z HE, then 2: v I?: is a proper subset of Ar+l. (This result is 
also derivable using the join of an X:-complete probkm.) 
If ZE = fl;, then A:+1 =Zc+, =4&-l = ZE. Also, it is still unknown whether 
&+I s Z:+i unp k+l, if ZI # ni. This paper provides Z’L-complete, n: -complete, 
and proper-A:+l problems for all k 2 1 in PH before the collapse of PH. 
If X is a recursive set, the re&ts can be extended to show xi*” u nI*” is a proper 
subset of A:$ if J$‘* # PI;*. 
4. Conclusions 
Techniques were developcbd to show that if 2:: # L!E, ‘then there is something 
- interesting properly in A, ‘+I jever;l.l natural optimization problems were located by 
;hese means properly at the A;-le\ el. It is still not known, when 2:: f l7:, whe:ther 
A:+1 G X:+1 A @+1, nor, of tours :, if PH collapses at some point. 
Further work might include checking more members of the recently published 
compendium of NP-related optimization problems [6] to see if there are any that 
cannot be handled by our methods, especially if any are solvable in pseudo- 
polynomial time. We have examined a few dozen, ancll have discussed only a few 
examples in this paper. None have proven difficult. 
Another direction for interesting research would be to see if there are any ‘natural’ 
ZI threshold problems with optimization problems provably proper-AZ. Selman and 
IBaker [3] hint that there may be none, because PH may collapse after levtil2. 
Appendix: Problem definitions 
Numbers are specified .. . _ _tiy L inbBc@2or larger. Graphs G = (V, E) are described by a list 
of edges or by an adjacency matrix. oolean formulas wit5 n variables are written 
with the numbers 1 through n representing the variables. 
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k -Colnrab1e = {(G, k) 1 G has a coloring of k or fewer colors}. 
Chromatic Number = {(G, k) E K-Colorable 1 k is minimal}. 
Exact KnafJsack Packing = {({pi}, M) 1-x && = M, for & E (0, 1 .]* 
Hamiltonian Circuit = {G 1 G has a cycle that includes each vg rtex exactly 
once}. 
k-Clique = {(G, k) 1 G has a vertex clique of size k or larger}. 
Maximal Q:S;que ={(G, k) E k-Clique 1 k is maximal}. 
ic-Satafiability = {(A(f), k) J A is a Boolean formula in conjunctive normal 
form on variables x’ such that k or more 
clauses are mutually satisfied}. 
Maximal Satisfiability = ((A, k) E k -Satisfiability 1k is maximalt~. 
k-Weighted Hamiltonian Circuit = {(G; k) 1 G has a weighted Hamiltonian 
Circuit of weight Ik or less}. 
Traveling Salesman = {(G, k) E k-Weighted Hamiltonian Circuit 1 k is 
minimal}. 
Knapsack Packing = {({~i},{Ci}, 1M. k)l C &Pi 3 k, c &C: -i M, for & E 
(0, I}, and k is maximal}, 
k-Vertex Cover = {(G, k) I G has a vertex cover of size k or less}. 
Minimum Vertex Cover -7: {(G9 k) E k-Vertex Cover 1 k is minimal}. 
k-Feedback Edge = {(G, k) I G has a feedback edge set of ii: or fe:ger edges}. 
Maximal Feedback Edge = {(G, k) E k-Feedback Edge I k maximal}. 
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