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Abstract 1 
Background: Glaucoma is the leading cause of irreversible blindness worldwide.  It is a heterogeneous group of 2 
conditions with a common optic neuropathy and associated loss of peripheral vision.  Both over and under-3 
diagnosis carry high costs in terms of healthcare spending and preventable blindness.   The characteristic 4 
clinical feature of glaucoma is asymmetrical optic nerve rim narrowing, which is difficult for humans to quantify 5 
reliably.  Strategies to improve and automate optic disc assessment are therefore needed to prevent sight loss.  6 
Methods:  We developed a novel glaucoma detection algorithm that segments and analyses colour 7 
photographs to quantify optic nerve rim consistency around the whole disc at 15-degree intervals.  This 8 
provides a profile of the cup/disc ratio, in contrast to the vertical cup/disc ratio in common use.  We introduce 9 
a spatial probabilistic model, to account for the optic nerve shape, we then use this model to derive a disc 10 
deformation index and a decision rule for glaucoma.  We tested our algorithm on two separate image datasets 11 
(ORIGA and RIM-ONE). 12 
Results: The spatial algorithm accurately distinguished glaucomatous and healthy discs on internal and external 13 
validation (AUROC 99.6% and 91.0% respectively).  It achieves this using a dataset 100-times smaller than that 14 
required for deep learning algorithms, is flexible to the type of cup and disc segmentation (automated or semi-15 
automated), utilises images with missing data, and is correlated with the disc size (p=0.02) and the rim-to-disc 16 
at the narrowest rim (p<0.001, in external validation).    17 
Discussion:  The spatial probabilistic algorithm is highly accurate, highly data efficient and it extends to any 18 
imaging hardware in which the boundaries of cup and disc can be segmented, thus making the algorithm 19 
particularly applicable to research into disease mechanisms, and also glaucoma screening in low resource 20 
settings.   21 
Introduction 22 
Glaucoma is a heterogeneous group of conditions with characteristic narrowing of the optic nerve rim and 23 
associated loss of peripheral vision.  It is the leading cause of irreversible blindness worldwide and its 24 
prevalence increases with age. The projected number of people with glaucoma worldwide is estimated to 25 
reach 111.8 million in 2040, with the majority of patients living in Asia and Africa [1].  In the UK, approximately 26 
80% of referrals to the hospital eye service originate from routine sight tests by optometrists in the primary 27 
eye-care service. However, only about 33% and 38% of routine suspect glaucoma referrals are subsequently 28 
found to have glaucoma in the UK [2] and Ireland respectively [3]. 29 
Manual detection of glaucoma is a difficult task for humans.  Glaucoma is often slowly progressive and difficult 30 
to diagnose in the early stages, when treatment to delay progression is most effective.  Healthcare systems 31 
must therefore accurately distinguish between patients with and without early disease from a large population 32 
at risk, using subtle clinical signs.  Both over and under-diagnosis have costly implications in terms of treatment 33 
and loss of vision [4].  One strategy to address this is the use of virtual clinics, where a clinician reviews test 34 
data without personally seeing patients [5].  These can increase the efficiency of medical staff time, but the 35 
interpretation of optic disc images and visual field tests still relies on the subjective assessment of a limited 36 
number of parameters, which can lead to errors [6].  Similar issues around test interpretation apply to clinical 37 
trials of glaucoma treatments and population screening based on disc photography [7].  The Disc Damage 38 
Likelihood Scale (DDLS) is probably the most accurate system for manual grading of glaucomatous disc changes, 39 
which assesses rim width with reference to disc size and is correlated with visual field loss [8].  However many 40 
clinicians continue to measure only the vertical cup/disc ratio, which is attractive for its simplicity and speed, 41 
but is a poor marker of glaucoma.  All of these points highlight the need for an automated method to assess 42 
the optic disc.   43 
Automated approaches to glaucoma have been studied intensively in the last decade with variable success.    44 
The simpler machine learning algorithms analyse the vertical cup/disc ratio (vCDR) yielding maximal diagnostic 45 
accuracy of 84% [9], and none quantifies the shape of the whole neuro-retinal rim.  Deep learning has recently 46 
been used to achieve very accurate glaucoma detection [10], albeit with a very large training dataset (n= 47 
31,745) and after removal of a significant number of images deemed unsuitable for analysis (8,371). In other 48 
words it is highly accurate but also demanded a large amount of high quality training data.   49 
However, as with other retinal features [11], the shape of the of cup and disc, the location and distribution of 50 
optic nerve rim narrowing is likely to be biologically meaningful, as is recognised to some extent in the DDLS 51 
[8].  With this in mind, we hypothesised that incorporating a novel model of optic rim width shape could lead 52 
to high data efficiency and high generalisation.  For this purpose, a hierarchical probabilistic model (aka 53 
generative model in deep learning literature, see e.g. [12]) provides a natural framework for inference and 54 
discrimination, with high computational speed.  The structure of the hierarchical model was determined so that 55 
it reflects the geometrical underpinnings of the shape of optic cup and discs so that accurate inference and 56 
prediction is possible [13]. 57 
Our emphasis on quantifying the shape of the optic nerve rim is in contrast to methods focussing on prediction 58 
(such as deep learning) [10], where the biological reasons for accurate discrimination are inherently obscure . 59 
Although explanatory models such as ours are not necessarily the best predictive models, both disease 60 
explanation and accurate prediction can co-exist, and when this is the case the predictive power helps to justify 61 
prior assumptions about disease mechanism [13]. 62 
We describe a method for quantifying the shape of the optic nerve, and then use this information to accurately 63 
distinguish images of glaucomatous and healthy optic discs with very little data.  It works in two steps.  First, 64 
the disc and cup are segmented and the cup/disc ratio (CDR) is measured in 24 cross-sections to create a 65 
cup/disc ratio profile (pCDR).  Then, in the second step, the shape of pCDR is analysed using a hierarchical 66 
probabilistic spatial model.  The spatial model is then used to derive a disc deformation index and a glaucoma 67 
detection rule using recent advancements in empirical Bayes predictive methods [14] [15].  Our spatial 68 
algorithm  has the same accuracy as the modern deep learning algorithm [10] when applied to publicly 69 
available datasets (ORIGA and RIM-ONE) which have clinical glaucoma diagnosis as the reference standard [16] 70 
[17].  The detection rule reflects the degree to which a given pCDR is more akin to the typical overall shape of a 71 
glaucomatous or healthy optic nerve, and we correlate this risk estimate with an automated version of the 72 
DDLS.   73 
Results 74 
Datasets 75 
To illustrate and test our method, we analysed the ORIGA and RIM-ONE datasets (see Methods).  The ORIGA 76 
dataset contains 650 retinal fundus images from subjects with or without glaucoma (n=149 and 501 77 
respectively) [16].  RIM-ONE consists of 159 images from subjects classed as glaucoma positive, negative, or 78 
glaucoma suspect (n=39, 85 and 35, respectively) [17].  Both image datasets have semi-automated disc 79 
segmentation data.  We also performed our own automated image segmentation (see Methods) to indicate 80 
the boundary of the disc and of the cup. 81 
Cup/disc ratio profile (pCDR) 82 
Traditionally, assessment of optic nerve rim width is only carried out in the vertical meridian, yielding the 83 
vertical cup to disc ratio, vCDR (Fig 1).  However, glaucomatous optic neuropathy can affect the nerve rim at 84 
any point and this characteristic is not captured well by measuring the CDR in only one meridian.  Therefore, in 85 
order to increase the accuracy of glaucoma detection, we calculated 24 CDR values around the whole cup and 86 
disc at 15-degree intervals.  We thus created a CDR profile (pCDR), which is a vector of these 24 values.  In 87 
order to be consistent, the vector direction was indexed clockwise for left eyes and anti-clockwise for right eyes 88 
(Fig 2).  89 
In both datasets, for each optic nerve image, we created a spatially resolved pCDR (Fig 3).  This consists of 24 90 
numbers between 0 and 1 which can be plotted on a circular (Fig 3E, F) or Cartesian system (Fig 3G, H) to allow 91 
visual interpretation of the deformations. 92 
Fig 1.  Example of vertical cup/disc ratio. Here, the boundaries of the cup and disc were determined using the 93 
ORIGA-GT software (modified from [16]).  This software generates boundaries by fitting two ellipses using 94 
human expert landmark identification and least squares fitting.  The cup boundary is given in blue; the disc 95 
boundary is in red.  In the text, this is referred to as semi-automated segmentation. 96 
Fig 2.  Orientation of the landmarks in the right and the left eye.  The centre of the cup is used for the 97 
calculations. 98 
Fig 3.  The profile of 24 cup/disc ratios (pCDR) in two eyes.  One healthy fundus (A) and one glaucomatous 99 
fundus image (B) are showed here.  The cup and disc were semi-automatically segmented, which is shown by 100 
the best-fitting ellipses (C and D).  The profile of 24 CDR values were plotted in circular (E and F) and Cartesian 101 
systems (G and H).   102 
The shape of the optic nerve head in healthy and glaucomatous cases 103 
There is a large overlap in pCDR between the healthy and glaucomatous optic nerves (Fig 4, blue vs red).  The 104 
mean pCDR of the healthy optic discs shows two peaks with maximum CDR at 90 and 270 degrees (Fig 4A and 105 
D, cyan).  This profile appears to be consistent with the ISNT rule, which states that in healthy discs the rim is 106 
typically widest (i.e. lowest CDR) inferiorly, then superiorly, then nasally, and finally temporally [18].  The 107 
individual pCDR profiles show large variability around this mean profile, owing to inter-subject differences in 108 
the size of the disc – a factor not normally included in CDR models.  In contrast, although inter-individual 109 
variability is present, the mean pCDR profile for glaucomatous discs is notably flatter compared to that of 110 
healthy eyes, with generally greater cup-to-disc ratios (Fig 4B, yellow).  Individual glaucomatous pCDR profiles 111 
generally appear to break the ISNT rule (Fig 3H). 112 
Fig 4.  The cup/disc ratio profiles (pCDR) of all individual eyes from ORIGA. Individual healthy (A) and 113 
glaucomatous (B) optic nerve images from the ORIGA dataset (n=650) in circular (C) and Cartesian (D) formats. 114 
These profiles come from semi-automated segmentation.  The population mean pCDR for healthy (cyan) and 115 
glaucomatous (yellow) groups are shown together with the individual pCDR profiles of the two eyes from Fig 3 116 
(black). 117 
To characterise the observed differences of pCDR profiles between healthy and glaucomatous eyes formally, 118 
we fitted a probabilistic spatial model to the pCDR profiles in all ORIGA images (Methods) which uses 119 
goniometric functions to describe the shape of the pCDRs.  As observed in the plot (Fig 4), the model confirms 120 
that the population pCDR profiles are not constant on a Cartesian system (i.e. not a circle in a circular system) 121 
(Table 1, Direction, p-value<0.001); the two disease groups differ in terms of the pCDR mean (Table 1, Overall 122 
group effect, p-value<0.001) as well as the shape of the pCDR (Table 1, Direction*Group, p-value<0.001).  The 123 
population mean pCDR profiles calculated from the spatial model coincide with the raw mean profiles (Fig S1), 124 
indicating that the spatial model is a good fit to the data. This analysis quantifies the shape characteristic of the 125 
CDR in healthy and glaucomatous eyes that had previously only been described semi-quantitatively in systems 126 
such as the Disc Damage Likelihood Scale [6] [8].  This proves that there is a significant difference in shape 127 
between glaucomatous and healthy discs and that these differences are in all 24 directions, not just in the 128 
vertical direction.  The spatial model of pCDR allows these subtle differences between healthy and 129 
glaucomatous discs to be quantified.  In what follows, we show how we used the spatial model to derive a 130 
glaucoma detection algorithm.   131 
Table 1. Fitted spatial statistical model and association with disease group in the ORIGA dataset.  132 
Associations using all images and 
using statistical spatial  model of 
CDR profile 
Num 
df 
Den 
 df 
F Statistic P-value 
Source of variation         
Fixed 
effects 
Intercept 1 14946 29068.881 <0.001 
Direction 4 14946 3295.685 <0.001 
Overall group effect 1 648 189.723 <0.001 
Direction x* Group   4 14946 461.653 <0.001 
 
Random 
effect 
Between eye 
variation, SD 
0.0892 
Random 
term 
Within subject 
variation, SD 
0.0414 
Spatial 
correlation 
Modelled via random 
effect 
0.8227 
Legend. The cup and disc data used here come from semi-automatic segmentation. Test statistics (F Statistic 133 
and P-value) for the associations of individual components of the model are given together with the degrees of 134 
freedom for the numerator and denominator (Num df and Den df). 135 
Principle assumptions of the glaucoma detection algorithm 136 
We built our detection algorithm on four key assumptions.  Assumption 1:  a manual, semi-automated or 137 
automated segmentation of the cup and disc is possible and therefore one can produce a pCDR for each eye 138 
(Methods, see details of segmentation).  Assumption 2:  the deformation of the glaucomatous optic nerve head 139 
manifests into a change in the shape of the pCDR profile.  This assumption is confirmed in Fig 4 and Table 1.  140 
Assumption 3:  the healthy optic nerve head has a shape that can be approximated by two ellipses.  141 
Assumption 4:  the size of the optic disc can differ across subjects owing to factors such as genetics.  To this 142 
end, we progressively built our framework by characterising variations in the pCDR profiles for the healthy and 143 
glaucomatous optic nerve heads in one spatial probabilistic model and then used it to derive the diagnostic 144 
decision rule.  145 
The algorithm estimates the probability of glaucoma for a given pCDR profile 146 
The diagnosis of a new eye proceeds by first obtaining the pCDR profile of its optic nerve head, 𝑌𝑛𝑒𝑤, and by 147 
calculating the posterior probability, 𝑝𝑛𝑒𝑤,𝐺 , of being glaucomatous using Bayes theorem: 148 
𝑝𝑛𝑒𝑤,𝐺 =
𝑝𝐺𝑓𝐺(𝑌𝑛𝑒𝑤 | ?^?,?^?)
𝑝𝐺𝑓𝐺(𝑌𝑛𝑒𝑤 | ?^?,?^?)+𝑝𝐻𝑓𝐻(𝑌𝑛𝑒𝑤 | ?^?,?^?)
,      (1) 149 
where 𝑓𝐺(𝑌𝑛𝑒𝑤 | ?^?, 𝜎𝑑
2, 𝜎𝑒
2)and 𝑓𝐻(𝑌𝑛𝑒𝑤  | 𝛽, 𝜎𝑑
2, 𝜎𝑒
2) are the multivariate normal probability density functions 150 
with means 𝑋𝐺𝛽 and 𝑋𝐻𝛽, respectively; and common variance-covariance matrix 𝑉  (see Methods).  The 151 
matrices 𝑋𝐺  and 𝑋𝐻are design matrices incorporating the direction (angle) and identifiers of the groups.  The 152 
values of the vector 𝛽 and matrix 𝑉 are obtained via restricted maximum likelihood by fitting the spatial model 153 
to the training dataset of images (see Methods). 154 
The proposed diagnostic decision rule for the spatial detection algorithm 155 
The probabilities, 𝑝𝐻 and 𝑝𝐺 , in equation (1) are the prior probabilities of the eye being healthy and 156 
glaucomatous, respectively, and can be estimated using the observed proportions of optic discs in the data.  157 
The posterior probability in equation (1) was derived using the empirical Bayes predictive method [14] [15] [19] 158 
[20] and using the estimated spatial probabilistic model.  The posterior probability of the new eye belonging to 159 
the healthy group can be calculated analogically to equation (1) or it can be simply obtained as 𝑝𝑛𝑒𝑤,𝐻 = 1 −160 
𝑝𝑛𝑒𝑤,𝐺 . 161 
The posterior probability in equation (1) can be used to propose a glaucoma detection rule. The simplest 162 
detection rule is to compare this posterior probability with a predefined probability threshold, 𝑝𝑡ℎ: 163 
𝐼𝑓𝑝𝑛𝑒𝑤,𝐺 ≥ 𝑝𝑡ℎ , conclude that the eye is glaucomatous, 164 
𝐼𝑓𝑝𝑛𝑒𝑤,𝐺 < 𝑝𝑡ℎ , conclude that the eye is healthy  (2)  165 
There are several strategies for selecting the threshold probability, 𝑝𝑡ℎ.  One strategy is to choose 𝑝𝑡ℎ that 166 
corresponds to the point closest to the top left hand corner of the receiver operating characteristic (ROC) curve 167 
(Fig 5C) thus yielding a so-called optimal threshold that minimises the overall misclassification.  Another 168 
strategy is to follow a clinical objective.  For instance, if the detection rule (equation 2) is used for screening, 169 
then the priority is to minimise false negatives.  This could be achieved by decreasing the threshold. 170 
Fig 5.  Internal validation of the spatial algorithm using automatically segmented images from ORIGA.  A) The 171 
grader's semi-automatic segmentation (blue) and the fully automatic segmentation (green).  B) The individual 172 
automatically segmented profiles with means (thick blue line for healthy, thick red line for glaucomatous).  We 173 
used the automatically segmented discs and cups to detect glaucoma.  C) The AUROC is 99.6%.  D) The 174 
probability of glaucoma and the decision threshold for 96.6% sensitivity and 99.0% specificity.  The size of the 175 
testing dataset is n=163.  E) The risk of glaucoma (log(p/(1-p)) vs Rim-to-Disc at the narrowest rim.  F) The Rim-176 
to-Disc at the narrowest rim vs disc size.   177 
It is important to note that the detection rule in equation (2) has an intuitive interpretation.  By construction, 178 
the log odds of the glaucoma (equation 1) is equal to the difference of two Mahalanobis distances, the new 179 
disc from the typical healthy profile, and the new disc from the typical glaucomatous profile, hence the log-180 
odds can be interpreted as a Disc Deformation Index (see Methods).  Consequently, the detection rule in 181 
equation (2) yields the diagnostic decision based on the shape of the pCDR (i.e. the presence and number of 182 
pCDR peaks) rather than on the difference of pCDR from the typical pCDR of healthy or glaucomatous discs (i.e. 183 
vertical separation on the y-axis in Fig 4).  This is because the rule (equation 2) is based on the posterior 184 
probability, 𝑝𝑛𝑒𝑤,𝐺 , which provides an absolute measure of risk for the optic disc whose pCDR is equal to 𝑌𝑛𝑒𝑤.  185 
Since this probability is calculated from the parameters of the spatial model, this probability doesn’t reflect raw 186 
differences of  𝑌𝑛𝑒𝑤 from mean glaucomatous and healthy pCDR, 𝑋𝐺𝛽 and 𝑋𝐻𝛽 , but rather covariance-187 
rescaled differences which is effectively a shape comparison  [21].  In summary, the probability (equation 2) 188 
quantifies whether the shape of a new optic nerve image is more likely to be similar to that of a glaucomatous 189 
or healthy nerve 190 
Consequently, if a new eye has a small but healthy disc then all its measured pCDR values are shifted up by 191 
some number - i.e. the measurements are higher than the typical profile of glaucomatous discs (Fig 4D, yellow).  192 
The proposed algorithm indirectly takes into account the size of the optic disc.  Clinically, the size of the optic 193 
disc has been shown to be important to the detection of glaucoma [8], for example, a given rim width (e.g. CDR 194 
0.7) may be normal in a large disc, but indicate disease in a small disc.  Indeed, in the dataset we observed that 195 
if an  healthy disc has both a large CDR and a large disc height then all its measured pCDR values are shifted up 196 
by some number (Fig 4D, top blue profiles), and therefore might appear to be glaucomatous (at least, in 197 
euclidian terms) even though it is not.  To correct for this we do not need to know the value of the constant 198 
that shifts the profile up or down. Instead, we assume that such a number exists and that it can be modelled by 199 
an optic disc specific random effect within the spatial probabilistic model.  This allows our method to solve the 200 
problems with classification arising from high inter-individual variation in disc size, without relying on an 201 
absolute measure of disc height.  Estimation with cup/disc ratios rather than microns or pixels has the 202 
advantage that the probability estimate does not require correction for image magnification – which varies 203 
between cameras, and indeed, eyes. 204 
Performance of the spatial detection algorithm in internal validation with semi-205 
automatic segmentation 206 
First, we evaluated the glaucoma detection algorithm on the ORIGA dataset with internal validation, usingsemi-207 
automated optic disc segmentation.  The diagnostic rule based on a 24-dimensional pCDR (equation 2) yielded 208 
almost perfect detection (AUROC=99.7%, S2 Fig) with 100% sensitivity and 98.3% specificity (S2 Fig), in internal 209 
validation and using semi-automated segmentation.  This represents a 15.7% improvement on the existing 210 
detection algorithms that use vertical CDR (AUROC=84% [9]), and results from two points.  This large 211 
improvement is a combination of two phenomena: using whole profiles rather than the vertical CDR in isolation 212 
improves the classification from 84% to 88% AUROC; and adjusting for spatial correlations within each profile 213 
(using random effects, hence adjusting for disc size) leads to a further 11.7% improvement, from 88% to 99.7%.   214 
The spatial detection algorithm compared with support vector machine (SVM) 215 
learning analysis of the pCDR 216 
To further validate our detection algorithm, we compared it with SVM in the internal validation of 100 217 
bootstrapped samples.  Each time, we split the ORIGA dataset randomly into 70% training data and 30% testing 218 
data (Table 2).  For each split we calculated the accuracy of our spatial statistical algorithm and SVM, both 219 
using the 24-dimensional pCDR.  The accuracy of the spatial detection algorithm was substantially higher (mean 220 
AUROC 98.3%, range 85.1% to 99.7%) when compared to SVM (AUROC 82.4%, range 76.1% to 88.0%). 221 
Table 2. Comparison of the spatial algorithm with machine learning (SVM) for the classification of glaucoma.  222 
We used 100 random splits of the ORIGA dataset (70% training, 30% testing). Both the spatial algorithm and 223 
SVM used the full pCDR, rather than the simple vertical vCDR alone.  These data comes from semi-automated 224 
segmentation. 225 
 Spatial 
algorithm 
SVM 
Average AUROC [%] 98.3 82.4 
Standard deviation AUROC [%] 3.1 2.3 
Minimum AUROC [%] 85.1 76.1 
Maximum AUROC [%] 99.7 88.0 
Average sensitivity [%] 95.4 74.3 
Average specificity [%] 94.2 79.3 
Performance of the spatial detection algorithm in internal validation with automatic 226 
segmentation 227 
Next, we aimed to see how well the detection algorithm works if the disc and cup segmentation is fully 228 
automated, rather than using a semi-automated method.   We used the semi-automated segmentation as the 229 
ground truth to train our automated segmentation algorithm.  75% of the ORIGA dataset and the 230 
corresponding semi-automatically segmented optic heads were used to train the automatic segmentation 231 
(Methods) and to train the glaucoma detection method.  We then applied automated segmentation to the 232 
remaining 25% of images (n=163) (Fig 5A).  This resulted in a larger overlap between disease groups (Fig 5B).  233 
However, the healthy optic nerve heads still clearly showed similar population profiles with two humps with 234 
distance of 180 degrees (Fig 5B).  As with semi-automated segmentation, the glaucomatous optic heads appear 235 
to show a flatter average profile (Fig 5B).  We then used the trained glaucoma detection algorithm (trained on 236 
75%, semi-automatically segmented data) to detect glaucoma on the 25% automatically segmented images.  237 
The final AUROC was 99.6% (Fig 5C), 96.6% sensitivity and 99.0% specificity and with clear separation of 238 
healthy and glaucomatous discs (Fig 5D). 239 
Performance of the spatial detection algorithm in external validation with semi-240 
automated segmentation 241 
We tested our rule (equation 2 fitted to the ORIGA dataset) using semi-automatically segmented optic nerves 242 
from the RIM-ONE dataset as a means of external validation and obtained an AUROC of 89.9% (S3 Fig).   243 
Performance of the spatial detection algorithm in external validation with automated 244 
segmentation 245 
We aimed to see how the spatial algorithm performs when a training dataset (ORIGA) is used for both training 246 
the segmentation algorithm and to derive the glaucoma detection rule (equation 2).  The testing dataset for 247 
the glaucoma detection was the RIM-ONE dataset.  We found excellent accuracy (AUROC 91.0%) (Fig 6A-C).  248 
The posterior probability illustrates good separation between groups (Fig 6D and E) with the glaucoma suspects 249 
having intermediate probabilities.  The posterior probability of glaucoma in the three RIM-ONE groups with the 250 
0.90 probability threshold (dashed line).  The algorithm identified as glaucomatous: 35 out of 39 glaucomatous 251 
(89.7%), 22 out of 85 healthy (26%), and 13 out of 35 glaucoma suspect (37%) eyes. 252 
Fig 6. External validation of the spatial detection algorithm using the automatically segmented images from 253 
RIM-ONE.  Here, all ORIGA-light images were used to train the segmentation and the glaucoma detection.  The 254 
RIM-ONE images were then automatically segmented and glaucoma detection was tested. A) The grader's 255 
semi-automatic segmentation (blue) and the fully automatic segmentation (green).  B) The individual 256 
automatically segmented profiles of 39 glaucomatous, 85 healthy and 35 suspected optic discs.  C) The AUROC 257 
in external validation was 91.0% for discrimination between glaucomatous and healthy.  The threshold 258 
probability of 0.90 (see the circle) yields 89.7% sensitivity and 74.1% specificity.  D) The posterior probability of 259 
glaucoma in the three RIM-ONE groups with the 0.90 threshold (dashed line). The algorithm identified as 260 
glaucomatous: 35 out of 39 glaucomatous (90%), 22 out of 85 healthy (26%), and 13 out of 35 suspected (37%) 261 
eyes.  E) The risk of glaucoma (log(p/(1-p)) vs Rim-to-Disc ratio at the narrowest rim.  F) The risk of glaucoma vs 262 
disc size. 263 
Robustness of the spatial algorithm to incomplete disc image data 264 
In some eyes the pCDR profiles were not complete since the segmentation algorithm did not locate the whole 265 
boundary of the cup or disc (Fig 6B).  However, the hierarchical spatial model is robust to missing profile data 266 
and so eyes with incomplete pCDR were fully utilised in the detection algorithm without the need for 267 
imputation. 268 
Comparing the spatial detection algorithm with the Disc Damage Likelihood Scale 269 
(DDLS) 270 
Our estimated glaucoma probability (equation 1) can be related to the DDLS, with which a clinician evaluates 271 
the disc height and rim-to-disc ratio at the narrowest area of the rim [6] [8]. We calculated the rim-to-disc ratio 272 
at the narrowest point (RTD) (Fig 5, E and F) and disc size vertically (DSV) (in number of pixels). We assumed 273 
consistent magnification of the disc image within each dataset. 274 
The estimated log odds of glaucoma (i.e. the Disc Deformation Index) appeared to increase with smaller RTD 275 
(p=0.02) and DSV (p=0.08 in unadjusted correlation, p<0.001 in adjusted correlation analysis), in the 276 
automatically-segmented images from ORIGA (Fig 5 E and F), as expected, because glaucoma is more likely with 277 
narrowing of the disc rim for a given disc height.  In contrast with the results of the spatial algorithm, the 278 
combination of DSV and RDT distinguish healthy from glaucomatous with only 74.4% AUROC in ORIGA dataset.  279 
In RIM-ONE automatically-segmented images the estimated log odds of glaucoma (i.e. the Disc Deformation 280 
Index) also appeared to give visibly higher discrimination between disease groups (Fig 6E and F). It increased 281 
with smaller DSV (p=0.005) and with narrower rim-to-disc ratio (p=0.05 in unadjusted correlation, p<0.001 in 282 
adjusted correlation for the disc size).  Our algorithm appeared to give visibly higher discrimination between 283 
disease groups (Fig 6 E and F) while the DSV and RDT can distinguish healthy from glaucomatous with only 284 
61.0% AUROC. 285 
Discussion 286 
In summary, our spatial model of the optic nerve pCDR discriminates glaucomatous from non-glaucomatous 287 
optic discs with high accuracy on internal and external validation (AUROC 99.6% and 91.0% on ORIGA and RIM-288 
ONE images, respectively) with either semi-automated and automated image segmentation; and with high 289 
data-efficiency.  To the best of our knowledge, this is the first spatial model of the optic disc.  Importantly, it 290 
explicitly quantifies disc features known to be biologically relevant to glaucoma, and the output is correlated 291 
with an existing clinical grading tool (the DDLS).  Consequently, the results are applicable to two types of 292 
clinical question: firstly, about whether a disc is glaucomatous or not, and secondly why the algorithm classified 293 
the disc in a certain way. 294 
Disc size is an essential component of the DDLS, since a given CDR may be normal or abnormal depending on 295 
the height of the disc.  Our spatial model does not incorporate absolute disc height, and as a result does not 296 
require factors to correct for variation in image magnification.  Instead we model disc size indirectly using a 297 
random eye-specific component, and estimate the log odds of glaucoma in terms of a multivariate comparison 298 
of a new disc pCDR to reference values.  This comparison of Mahalanobis distance interprets each one of the 299 
24 CDR in the context of every other CDR, and allows the model to detect differences in disc shape.  It appears 300 
that loss of the normal elliptical shape described by the ISNT rule is an important distinguishing feature picked 301 
up by the algorithm.  302 
We developed and validated the model on separate image datasets.  Our detection accuracy is markedly 303 
superior to a recent sparse group lasso method developed on the same ORIGA dataset of 650 eyes (AUROC 304 
84%, in internal validation), which in turn was superior to a list of other methods (AUROC 76% to 84%) 305 
(reviewed in [9]).  Furthermore our AUROC is comparable to a recent deep learning algorithm (AUROC 98.6% in 306 
[10]).  Therefore, our spatial detection algorithm represents a significant advance in the automated 307 
interpretation of optic disc images. 308 
It also has operational advantages .  For example, it can be run quickly on a basic laptop, does not require a 309 
very large training dataset. The hierarchical model allows for future additional levels to incorporate 310 
information about right and left eyes, and change in the disc profile over time.  Formulation in terms of Bayes 311 
theorem means that additional glaucoma risk factors (e.g. ethnicity, age, and intra-ocular pressure) can be 312 
added easily to the prior probability and frame the analysis of disc shape in a wider clinical context.  The ability 313 
to detect not only abnormalities at baseline but also subtle changes between clinical visits is particularly 314 
valuable in a slowly progressive disease such as glaucoma.  Hierarchical models can be run using open source 315 
software (e.g. the R package nlme, at https://cran.r-project.org/).  We are preparing code for our spatial 316 
algorithm for public download from the Liverpool John Moores University webpage and plan to make it part of 317 
the R library. 318 
Optimising our method for glaucoma screening (sensitivity and specificity: 96.6% and 99.0% in internal 319 
validation) would mean that a significant number of unnecessary hospital visits could be prevented.  If we use 320 
our results from external validation, and assume 3.5% prevalence in a 100,000 population, 95% sensitivity leads 321 
to a reduction of manual testing from 100,000 to 45,785 while 3,325 (out of 3,500) glaucomatous cases would 322 
be correctly detected (S14 Table).    323 
There are two main reasons for the high accuracy in glaucoma detection with the presented glaucoma 324 
detection algorithm.  Firstly, the incorporation of additional biologically relevant information into the model in 325 
the form of the pCDR means that estimation is based on a small number of salient parameters.  Secondly,  our 326 
method incorporates  variation in optic disc height indirectly via random effects. Consequently, our model 327 
evaluates disc cupping around the whole disc at 15-degree intervals, and is therefore able to assess asymmetry 328 
of the disc within and between patients, while considering other factors in a hierarchical model.  Therefore, our 329 
model is arguably a method of quantifying and automating semi-quantitative clinical assessment, such as the 330 
DDLS  [8], which evaluates maximal disc narrowing at any location while taking disc size into account.  Human 331 
vision relies on specific neurones that detect shapes and edges [22], and in common with clinical assessment, 332 
the spatial paradigm moves beyond simple counting of lesion size or frequency, to discernment of lesion 333 
location within the context of anatomical symmetry.  Similar principles apply to other optic neuropathies with 334 
distinctive spatial distributions, such as the “bow-tie” atrophy seen in some cases of chiasmal compression 335 
[23]. 336 
Spatial modelling allows multiple measures to be analysed simultaneously while accounting for 337 
autocorrelations and therefore avoids the problem of multiple comparisons.  This advantage is also seen in the 338 
analysis of fMRI images using spatial models in contrast to voxel-wise analysis [24]. 339 
This approach contrasts with recent developments in deep learning for glaucoma detection, which can achieve 340 
very high accuracy after removal of 18% of poor quality images [10].  However deep learning can have 341 
disadvantages.  These include the need for very large training datasets (30,000 in [10]), and lack of insight into 342 
mechanisms underlying disease processes.  Our spatial approach has advantages in both of these areas, in uses 343 
a training set of approximately 300 images, it can be used independently and it could be used to produce input 344 
to a neural network to help overcome sensitivity to missing image data.  Indeed, neural networks can be made 345 
more data-efficient if they utilize feature contours [12].   346 
Limitations 347 
We analysed monoscopic images.  Although stereoscopic examination may be desirable, monoscopic images 348 
are suitable for glaucoma detection [10], and our results show that monoscopic image data can be used 349 
effectively to increase diagnostic accuracy. 350 
We used images labelled as glaucomatous or healthy as the derivation dataset (ORIGA).  This limits the extent 351 
of our analyses since, in clinical practice, many patients are reviewed as glaucoma suspects until diagnosis is 352 
clarified over time.  An ideal output would quantify both a baseline glaucoma risk and rate of progression, since 353 
this would help classify clinically indeterminate cases as well as indicate the need for additional treatment.  354 
Further work could be done on prospective cohorts to address this.  355 
Nevertheless, our method performs well on images from publically available datasets ORIGA and RIM-ONE, 356 
suggesting it may be of benefit to clinical pathways and population based screening programmes [7].  Many 357 
glaucoma studies have relied on the measurement of intra-ocular pressure, even though it is well known that 358 
this is a poor marker of glaucoma status [25].   Visual field loss is unquestionably an important clinical outcome 359 
in glaucoma, but as a psychophysical measurement, it depends on patient attention as well as overall visual 360 
acuity.  These are often diminished in the population at risk for glaucoma from co-morbidities such as cognitive 361 
impairment and cataract.  Consequently, an objective assessment of anatomical changes underlying visual field 362 
loss can potentially provide valuable context to the interpretation of other tests in clinical practice and 363 
research.  364 
 365 
Conclusion 366 
We present a novel spatial algorithm for assessing glaucoma in images of the optic nerve, along with a method 367 
for automated image segmentation.  This has several strengths, including high accuracy achieved on derivation 368 
and validation datasets.  In contrast to predictive strategies involving machine learning (including deep 369 
learning), the spatial model provides a Disc Deformation Index that directly reflects clinically relevant features 370 
of the optic disc.  The method is robust to missing data and extendable to incorporate additional risk factors or 371 
image data in extra levels of the hierarchical model or as a prior probability of glaucoma.  These features 372 
suggest our spatial model is a promising candidate for further development as a diagnostic tool in clinical 373 
practice. 374 
Methods 375 
Image datasets and patients 376 
To illustrate the new diagnostic framework, we used two large publically available datasets.  We were masked 377 
to disease status when applying segmentation and running the algorithm.  The first dataset consists of retinal 378 
fundus images from the Singapore Malay Eye Study (SiMES) [26], a population-based study, which we used to 379 
develop the model and discrimination rule.  SiMES examined 3,280 Malay adults aged 40 to 80, of which 149 380 
were glaucoma patients.  Retinal fundus images of both eyes were taken for each subject in the study.  All 381 
retinal images were anonymised by removing individually identifiable information before being deposited to 382 
the ORIGA-light online database [16].  The investigators then built a database with 650 retinal images including 383 
all 168 glaucomatous images and 482 randomly selected non-glaucoma images.  There is no description of 384 
selection based on image quality [15]. 385 
We used a second dataset (RIM-ONE) to externally validate our discriminatory rule.  It consists of 159 stereo 386 
retinal fundus images with optic disc and cup ground truth [16].  The reference segmentations wereprovided 387 
by two experts in ophthalmology from the Hospital Universitario de Canarias.  The database comprises healthy 388 
patients (n=85), glaucoma patients (n=39), and glaucoma suspects (n=35). 389 
Data availability, regulations, guidelines and consent of patients 390 
 RIM-ONE is a publicly available dataset.  In the associated paper [27] the authors state that the study was 391 
performed in accordance with the ethical standards laid down in the 1964 Declaration of Helsinki.   Approval by 392 
the   Ethics Committee was obtained and the patients were informed about the study objectives. ORIGA is also 393 
a publicly available dataset, a subset of the data from the Singapore Malay Eye Study (SiMES), collected from 394 
2004 to 2007 by the Singapore Eye Research Institute and funded by the National Medical Research Council. All 395 
images were anonymised before release. 396 
Semi-automatic segmentation of optic cup and disc 397 
In the semi-automatic segmentation, an expert grader provides key clinical landmarks along the disc and cup 398 
boundary.  Then the software ORIGA-GT generates the boundaries by fitting two ellipses, via a least-squares 399 
fitting algorithm, yielding two ellipses: one for the cup and one for the disc (Fig 1) [9]. 400 
Automatic segmentation of optic cup and disc 401 
In the automatic segmentation, we find the boundaries of the optic disc (OD) and cup (OC) by training a dense 402 
fully convolutional deep learning model on data annotated by an expert grader.  This model adapts the 403 
DenseNet architecture [28] to a fully-convolutional neural network (FCN) [29] for fully automated OD and OC 404 
segmentation [30].  The resulting trained model is used to provide pixel-wise classification of images previously 405 
unseen by the model as (i) optic cup, (ii) optic disc rim and (iii) background.  This information can then be used 406 
to determine the segmentation of the image data, giving the boundaries of the optic disc and cup from which 407 
measurements may be taken for Glaucoma diagnosis. 408 
We trained the segmentation model using a set 520 images selected randomly from the ORIGA dataset (80%), 409 
of which 130 (25%) are reserved for validation.  This trained network is then used to obtain the segmentations 410 
of the remaining unseen 130 fundus images.  We also test this idea on the whole RIM-ONE dataset by training 411 
on the green channel of the 75% ORIGA data (rather than full colour) to improve generalisation and testing this 412 
on the green channels of the RIM-ONE images. 413 
For direct comparison with the results of Zhang et al. [16], we split the ORIGA dataset into 50% for training and 414 
50% for testing, which are consistent with sets A and B of  [16], respectively. 415 
Finally, for comparison with the expert grader’s segmentation on the entire ORIGA dataset, we aimed to 416 
provide an automatic segmentation of the whole ORIGA dataset.  Although this is provided by the previous 417 
experiment, the significantly reduced training size (80% to 50%) is likely to have significantly adversely affected 418 
the results by considerably reducing the training data.  To overcome this, we use the idea of k-fold cross 419 
validation.  That is, we partition the ORIGA dataset into 4 sets (𝑂3
1, …, 𝑂3
4) such that the intersection of any two 420 
is the empty set.  We then carry out four independent tests, by reserving the set 𝑂3
𝑖  for testing and training the 421 
network on the remaining 75% of images.  Combining the results, we achieve the automatic segmentations of 422 
the whole ORIGA dataset. 423 
The spatial model of the shape of the optic nerve head 424 
In this paper, we propose a spatial model of the 24-dimensional pCDR profile data.  The spatial model is in the 425 
framework of mixed effects models (e.g. [19] [20] in longitudinal data, [11] in clinical imaging data) also known 426 
as hierarchical models.  427 
Let 𝑌𝑖 = [𝑌𝑖,1, … , 𝑌𝑖,24]′ be the 24-dimensional response vector for the eye 𝑖, i.e. pCDR=𝑌𝑖, where 𝑌𝑖,𝑑  is the CDR 428 
value in direction 𝑑, 𝑑 = 1, … ,24, and where the direction 𝑑 corresponds to the angle 𝑑 × 15˚ (Fig 2).  Then the 429 
spatial hierarchical model for eye 𝑖 has the following form 430 
𝑌𝑖 = 𝑋𝛽 + 𝑍𝑖𝑑𝑖 + 𝑒𝑖,      431 
where 𝑋 and 𝑍𝑖 are matrices of explanatory variables.  The matrix 𝑋 contains effects of groups (healthy and 432 
glaucoma), angle and interaction terms, the matrix 𝑍𝑖 contains columns for random effects. The parameter 433 
vector 𝛽 is a 𝑞 × 1 vector of fixed effects regression parameters where 𝑞 is the number of fixed effects 434 
parameters.  The vector 𝑑𝑖 is a 𝑠 × 1 vector of individual random effects where 𝑠 is the number of random 435 
effects.  Similarly, the vector 𝑒𝑖 = [𝑒𝑖,1, … , 𝑒𝑖,24]′ is the 𝑟 × 1vector of error terms, where 𝑟 = 24.  We assume 436 
that 𝑑𝑖𝑁(0, 𝐷) where 𝐷 is a 𝑠 × 𝑠 covariance matrix of random effects and 𝑒𝑖𝑁(0, 𝑅),and 𝑑𝑖 and 𝑒𝑖 are 437 
independent. 438 
In order to find the most parsimonious spatial model, we considered several specifications of the fixed and 439 
random effects and we followed the standard model selection procedure (e.g. [19] [20]).  First, we found the 440 
best specification for fixed effects.  To account for the effect of group (glaucoma vs healthy) we included 441 
overall means for each group and the indicator functions for the groups.  To assure the continuity of pCDR 442 
between measurements at consecutive angles we used sine and cosine harmonic functions because they are 443 
naturally defined on a circular system.  In total, five goniometric functions were considered (e.g. for 444 
frequencies 2 𝜋𝑑 24⁄ , …,10 𝜋𝑑 24⁄ ) and compared via Bayesian Information Criteria (BIC) and Akaike 445 
Information Criteria (AIC).  The most suitable order of the harmonic functions turned out to be the second 446 
order, which is consistent with the assumption that the shape can be approximated by an ellipse.  447 
Furthermore, we added the effect of groups (glaucoma and healthy) and the interactions between group and 448 
the goniometric functions because they also decreased AIC and BIC.  449 
Next, we tested several random effect specifications.  The only important effect was found to be the overall 450 
intercept term for the eye.  Such a random effect accounts for the differences in the size of the discs across 451 
subjects and it effectively accounts for the spatial correlations.  Furthermore, to assess the adequacy of the 452 
model, we checked for autocovariance in the residuals by computing the sample variogram (not shown) which 453 
indicated that the residuals are uncorrelated. We also computed residuals and plotted them against direction 454 
(i.e. the direction from the centre of the optic disc).  These residual plots (not shown) did not exhibit any 455 
systematic patterns that would give reason for concern over the model fit. 456 
The final best fitting spatial statistical model for pCDR of eye 𝑖 in direction 𝑑 was: 457 
𝑌𝑖,𝑑 = 𝛽𝐺,0𝐼𝐺 + 𝛽𝐻,0𝐼𝐻  458 
+𝛽𝐺,1𝑠𝑖𝑛(2 𝜋𝑑 24⁄ )𝐼𝐺,𝑑 + 𝛽𝐺,2𝑐𝑜𝑠(2 𝜋𝑑 24⁄ )𝐼𝐺,𝑑 459 
+𝛽𝐺,3𝑠𝑖𝑛(4 𝜋𝑑 24⁄ )𝐼𝐺,𝑑 + 𝛽𝐺,4𝑐𝑜𝑠(4 𝜋𝑑 24⁄ )𝐼𝐺,𝑑 460 
+𝛽𝐻,1𝑠𝑖𝑛(2 𝜋𝑑 24⁄ )𝐼𝐻,𝑑 + 𝛽𝐻,2𝑐𝑜𝑠(2 𝜋𝑑 24⁄ )𝐼𝐻,𝑑 461 
+𝛽𝐻,3𝑠𝑖𝑛(4 𝜋𝑑 24⁄ )𝐼𝐻,𝑑 + 𝛽𝐻,4𝑐𝑜𝑠(4 𝜋𝑑 24⁄ )𝐼𝐻,𝑑 462 
+𝑑𝑖 + 𝑒𝑖,𝑑 , 463 
where    464 
[
𝑑𝑖
𝑒𝑖
] 𝑁 ([
0
0
] , [
𝜎𝑑
2 0
0 𝜎𝑒
2𝐼24×24
]),  465 
and where 𝛽𝐺,0 and 𝛽𝐻,0is the intercept for the glaucoma and healthy groups, 𝐼𝐺  and 𝐼𝐻 are indicator functions 466 
for healthy and glaucoma, respectively; and 𝐼𝐺,𝑑 is an indicator function for the glaucoma group and direction 467 
𝑑, and 𝐼𝐻,𝑑 is an indicator function for the healthy group and direction 𝑑.  The best fitting spatial model has 10 468 
fixed effects (𝑞 = 10), one random effect  (𝑠 = 1), the design matrix of random effects is simply 𝑍𝑖 = 1 and 469 
the random effect vector 𝑑𝑖is a univariate normally distributed random variable with mean zero and variance 470 
𝜎𝑑
2.  The vector of error terms 𝑒𝑖 has a variance-covariance matrix and 𝑅 = 𝜎𝑒
2𝐼24×24.   471 
In the best fitting spatial model of pCDR, the design matrix, 𝑋, for the glaucomatous eyes is 472 
𝑋𝐺 = [
1 0
⋮ ⋮
1 0
𝑠𝑖𝑛(2 𝜋 24⁄ ) 𝑐𝑜𝑠(4𝜋 24⁄ )
⋮ ⋮
𝑠𝑖𝑛(48 𝜋 24⁄ ) 𝑐𝑜𝑠(96 𝜋 24⁄ )
𝑠𝑖𝑛(2 𝜋 24⁄ ) 𝑐𝑜𝑠(4 𝜋 24⁄ )
⋮ ⋮
𝑠𝑖𝑛(48 𝜋 24⁄ ) 𝑐𝑜𝑠(96 𝜋 24⁄ )
0 0
⋮ ⋮
0 0
0 0
⋮ ⋮
0 0
], 473 
for the healthy eyes is 474 
𝑋𝐻 = [
0 1
⋮ ⋮
0 1
0 0
⋮ ⋮
0 0
0 0
⋮ ⋮
0 0
𝑠𝑖𝑛(2 𝜋 24⁄ ) 𝑐𝑜𝑠(4𝜋 24⁄ )
⋮ ⋮
𝑠𝑖𝑛(48 𝜋 24⁄ ) 𝑐𝑜𝑠(96 𝜋 24⁄ )
𝑠𝑖𝑛(2 𝜋 24⁄ ) 𝑐𝑜𝑠(4 𝜋 24⁄ )
⋮ ⋮
𝑠𝑖𝑛(48 𝜋 24⁄ ) 𝑐𝑜𝑠(96 𝜋 24⁄ )
], 475 
where the 10-dimensional vector of unknown parameters is 476 
𝛽 =[𝛽𝐺,0, 𝛽𝐻,0, 𝛽𝐺,1, 𝛽𝐺,2, 𝛽𝐺,3, 𝛽𝐺,4, 𝛽𝐻,1, 𝛽𝐻,2, 𝛽𝐻,3, 𝛽𝐻,4, 477 
while there are two additional unknown variance parameters, 𝜎𝑑
2,𝜎𝑒
2.  478 
All these 12 parameters are estimated from all the imaging pCDR data profiles in a single analysis via restricted 479 
maximum likelihood procedure lme in R statistical package thus yielding the estimates 480 
𝛽 = [𝛽𝐺,0, 𝛽𝐻,0, 𝛽𝐺,1, 𝛽𝐺,2, 𝛽𝐺,3, 𝛽𝐺,4, 𝛽𝐻,1, 𝛽𝐻,2, 𝛽𝐻,3, 𝛽𝐻,4] 481 
and 482 
𝜎𝑑
2, 𝜎𝑒
2. 483 
Once the best fitting model and its parameter estimates are found, the marginal distribution in healthy and 484 
glaucomatous eyes can be estimated.  The marginal distribution for the glaucomatous eye 𝑖 is given by 485 
𝑌𝑖,𝐺  ~𝑁(𝑋𝐺𝛽, 𝑉) and for the healthy eye is given 𝑌𝑖,𝐻  ~𝑁(𝑋𝐻𝛽, 𝑉), where 𝑉 = 𝜎𝑑
2 + 𝜎𝑒
2𝐼24×24 is the marginal 486 
covariance matrix for eye  𝑖 (see e.g. [15] [19]).  487 
Then, given the prior probabilities of the diagnostic groups glaucomatous and healthy, 𝑝𝐺  and 𝑝𝐻, and applying 488 
Bayes theorem [13], the posterior probability that the eye 𝑖 with the observed data, pCDR = 𝑌𝑖, belongs to 489 
glaucomatous group is given by  490 
𝑝𝑖,𝐺 =
𝑝𝐺𝑓𝐺(𝑌𝑖 | 𝛽,𝑉)
𝑝𝐺𝑓𝐺(𝑌𝑖 | 𝛽,𝑉)+𝑝𝐻𝑓𝐻(𝑌𝑖 | 𝛽,𝑉)
, 491 
where 𝑓𝐺(𝑌𝑖  | 𝛽, 𝑉) is the multivariate normal probability density function with mean 𝑋𝐺𝛽 and variance-492 
covariance matrix 𝑉 and 𝑓𝐻(𝑌𝑖  | 𝛽, 𝑉) is the multivariate normal probability density function with mean 𝑋𝐻𝛽 493 
and variance-covariance matrix 𝑉.  We note here, that due to the simplicity of the spatial model, the matrix 𝑉 494 
is the same for both diagnostic groups. Then, to estimate the posterior probability,𝑝𝑖,𝐺 , we replaced the 495 
unknown parameters with the estimated values of the parameters 𝛽and 𝑉 = 𝜎𝑑
2 + 𝜎𝑒
2𝐼24×24.  This posterior 496 
probability can be showed to be related to difference in Mahalanobis distances [21] 497 
𝑙𝑜𝑔
𝑝𝑖,𝐺
1−𝑝𝑖,𝐺
= 𝑙𝑜𝑔
𝑝𝐺
1−𝑝𝐺
+
1
2
(𝐷𝐻 − 𝐷𝐺), 498 
where 𝐷𝐻 and 𝐷𝐺  are Mahalanobis distances between the new data, pCDR = 𝑌𝑖, and the healthy or 499 
glaucomatous group, respectively.  Then the difference 𝐷𝐻 − 𝐷𝐺  can be seen as the disc deformation index: 500 
large positive value indicate glaucoma (i.e. 𝐷𝐻 > 𝐷𝐺 , the disc is more similar to glaucoma than healthy disc), 501 
large negative values indicate healthy group (i.e. 𝐷𝐻 < 𝐷𝐺 , the disc is more similar to healthy than 502 
glaucomatous disc). 503 
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Supporting information 517 
S1 Fig. The spatial model gives the mean pCDR in each disease group, using semi-automated segmentation 518 
data.  The population mean profiles calculated from the spatial model coincide well with the raw mean profiles 519 
(cyan for healthy, yellow for glaucomatous).  Profiles for individual eyes show large between eye variation (blue 520 
for healthy, red for glaucomatous).  521 
S2 Fig.  The internal validation of the glaucoma detection algorithm in ORIGA dataset, using semi-automated 522 
segmentation.  A) The grader's semi-automated segmentation (blue) was used in this analysis. B) The training 523 
set of 325 images was used to fit the spatial model and to derive the parameters of the posterior probability of 524 
glaucoma. Then the posterior probability of the glaucoma was calculated for the testing set of 325 images.  This 525 
posterior probability has AUROC of 99.6% with the optimal threshold at 0.96 (circle at AUROC curve).  C) The 526 
posterior probability of the testing 325 images and the optimal detection threshold (dashed line).  Zero (out of 527 
96) glaucomatous eyes were detected as healthy and 4 (out of 229) healthy eyes were detected as 528 
glaucomatous i.e. 100% sensitivity and 93.8% specificity. 529 
S3 Fig. External validation of the spatial algorithm in semi-automated RIM-ONE data.  The AUROC for 530 
discrimination between glaucoma and healthy is 89.9%.  531 
S4 Table. Optimisation for glaucoma screening.  Each probability threshold value corresponds to one value on 532 
the AUROC curve i.e. to one pair of sensitivity and specificity values.  Improving the sensitivity necessarily 533 
means that the specificity worsens, and vice versa.  For example if we choose a threshold probability of 0.90 534 
this leads to sensitivity and specificity of 89.7 and 74.1%, respectively.   535 
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