We investigate the task of distractor generation for multiple choice reading comprehension questions from examinations. In contrast to all previous works, we do not aim at preparing words or short phrases distractors, instead, we endeavor to generate longer and semantic-rich distractors which are closer to distractors in real reading comprehension from examinations. Taking a reading comprehension article, a pair of question and its correct option as input, our goal is to generate several distractors which are somehow related to the answer, consistent with the semantic context of the question and have some trace in the article. We propose a hierarchical encoderdecoder framework with static and dynamic attention mechanisms to tackle this task. Specifically, the dynamic attention can combine sentence-level and word-level attention varying at each recurrent time step to generate a more readable sequence. The static attention is to modulate the dynamic attention not to focus on question irrelevant sentences or sentences which contribute to the correct option. Our proposed framework outperforms several strong baselines on the first prepared distractor generation dataset of real reading comprehension questions. For human evaluation, compared with those distractors generated by baselines, our generated distractors are more functional to confuse the annotators. * This work was done when Yifan Gao was an intern at Tencent AI Lab.
Introduction
Reading comprehension (RC) is regarded as an avant-garde task in NLP research for practising the capability of language understanding. Models with recent advances of deep learning techniques are even capable of exceeding human performance in some RC tasks, such as for questions with span-based answers ). However, it is not the case when directly applying the state-of-the-art models to multiple choice questions (MCQs) in RACE dataset (Lai et al. 2017), elaborately designed by human experts for real examinations, where the task is to select the correct answer from a few given options after reading the article. The performance gap between the state-of-the-art deep models (53.3%) (Tay, Tuan, and Hui 2018) and ceiling (95%) (Lai et al. 2017) is significant. One possible reason is that in MCQs, besides the question and the correct answer option, there are a few distractors (wrong options) to distract humans or ma- ). Furthermore, most of the distractors have some trace in the article, which fails the state-of-the-art models utilizing context matching only to yield decent results.
The MCQs in the RACE dataset are collected from the English exams for Chinese students from grade 7 to 12. Constructing RACE-like MCQ dataset is important and nontrivial, because poor distractor options can make the questions almost trivial to solve (Welbl, Liu, and Gardner 2017) and reasonable distractors are time-consuming to design. In this paper, we investigate the task of automatic distractor generation (DG) . The task aims to generate reasonable distractors for RACE-like MCQs, given a reading comprehension article, and a pair of question and its correct answer originated from the article. Figure 1 shows an example multiple choice question with four options. We can find that all options are grammatically coherent with the question, and semantically relevant to the article. Distractor generation is of great significance in a few aspects. It can aid the preparation of MCQ reading comprehension datasets. With large datasets prepared, it is expectable that the performance of reading comprehension systems for MCQs will be boosted, as we have observed such improvements by applying generated question-answer pairs to train models to solve SQuAD questions. It could also be helpful to alleviate instructors' workload in designing MCQs for students.
Automatic DG is different from previous distractor preparation works, which basically follow an extraction-selection manner. First, a distractor candidate set is extracted from multiple sources, such as GloVe vocabulary (Pennington, Socher, and Manning 2014a), noun phrases from textbooks (Welbl, Liu, and Gardner 2017) Another manner is to apply some pre-defined rules to prepare distractors by changing the surface form of some words or phrases (Chen, Liou, and Chang 2006). Automatic DG for RACE-like MCQs is a challenging task. First, different from previous works that prepare word or short phrase distractors (1.46 tokens on average in SciQ (Welbl, Liu, and Gardner 2017)), we here endeavor to generate longer and semantic-rich distractors. Specifically, the average length of the distractors in our experimental dataset is 8.1. Furthermore, the generated distractors should semantically related to the reading comprehension question, since it is trivial to identify a distractor having no connection with the article or question. Moreover, the distractors should not be paraphrases of the correct answer option. Finally, the generated distractors should be grammatically consistent with the question, especially for questions with a blank in the end, as shown in Figure 1 . Previous works following the extraction-selection manner cannot meet these requirements.
We formulate the task of automatic distractor generation as a sequence-to-sequence learning problem that directly generates the distractors given the article, and a pair of question and its correct answer. We design our framework to explicitly tackle the above mentioned challenges by using a data-driven approach to learn to meet these requirements automatically. More specifically, we employ the hierarchical encoder-decoder network, which has already shown potentials to tackle long sequential input (Tan, Wan, and Xiao 2017; Ling and Rush 2017), as the base model for building our framework. On top of the hierarchical encoding structure, we propose the dynamic attention mechanism to combine sentence-level and word-level attentions varying at each recurrent time step to generate a more readable sequence. Furthermore, a static attention mechanism is designed to modulate the dynamic attention not to focus on questionirrelevant sentences or sentences which contribute to the correct answer option. Finally, we use a question-based initializer as the start point to generate the distractor, which makes the distractor grammatically consistent with the question. In the generation stage, we use the beam search to generate three diverse distractors by controlling their distance.
In the evaluations, we conduct experiments on a distractor generation dataset prepared from RACE using n-gram based automatic evaluation metrics such as BLEU and ROUGE. The results show that our proposed model beats several baselines and ablations. Human evaluations show that distractors generated by our model are more likely to confuse the examinees, which demonstrates the functionality of our generated distractors in real examinations. The prepared dataset and the code of our model will be released for further research.
Framework Description Task Definition
In the task of automatic Distractor Generation (DG), given an article, a pair of question and its correct option originated from the article, our goal is to generate context and question related, grammatically consistent wrong options, i.e. distractor, for the question.
Formally, let P denote the input article containing multiple sentences: s 1 , s 2 , ..., s n , q and a denote the question and its correct answer, respectively. The DG task is defined as finding the distractor d, such that:
where log P(d|P, a, q) is the conditional log-likelihood of the predicted distractor d, give P , a and q.
Framework Overview
A straightforward strategy for distractor generation is to employ the standard sequence-to-sequence learning network (Sutskever, Vinyals, and Le 2014) to learn the mapping from the article to the distractor. Unfortunately, an article can be too long as the input, which cannot receive decent results.
Here we advocate the hierarchical encoder-decoder framework to model such long sequential input. The architecture of our overall framework is depicted in Figure 2 . First, we employ the hierarchical encoder to obtain hierarchical contextualized representations for the whole article, namely, word-level representation and sentence-level representation. Before decoding the encoded information, we design a static attention mechanism to model the global sentence importance considering the fact that the distractor should be semantically related to the question and should not share the same semantic meaning with the correct answer. The static attention distribution is used in the decoder as a soft gate to modulate the dynamic attention. For the decoder part, we first employ a language model to compress the question information into a fixed length vector to initialize the decoder state, making the distractor grammatically consistent with the question. During each decoding step, the dynamic hierarchical attention combines the sentence-level and wordlevel information to attend different part at each decoding time step. With the combined architecture, our model can generate grammatically consistent, context and question related wrong options (distractors) in an end-to-end manner. 
Dynamic Attention

Hierarchical Encoder
Word Embedding. An embedding lookup table is firstly used to map tokens in each sentence s i in the article P into word dense vectors
Word Encoder. For each sentence s i , the word encoder takes its word vectors (w i,1 , w i,2 , ..., w i,m ) as input. Specifically, we use bidirectional LSTMs (Hochreiter and Schmidhuber 1997) to encode the sequence to get a contextualized representation for each word:
where − − → h e i,j and ← − − h e i,j are the hidden states at the j-th time step of the forward and the backward LSTMs. We concatenate them together as h e i,j = [
Sentence Encoder. On top of the word encoding layer, we treat the final hidden state h e i,m of each sentence as the sentence representation and employ another bidirectional LSTMs to learn the contextual connection of sentences. We denote the contextualized representation of the sentence sequence as (u 1 , u 2 , ..., u n ).
Static Attention Mechanism
Recall that the generated distractors should be semantically relevant to the question, but must not share the same semantic meaning with the answer. To achieve this goal, here we introduce a static attention mechanism which learns an importance distribution (γ 1 , γ 2 , ..., γ n ) of the sentences (s 1 , s 2 , ..., s n ) in the article. Here we use the answer a and the question q as queries to interact with all sentences to learn such distribution.
Encoding Layer. In the encoding layer, we transform the answer a, the question q and all sentences (s 1 , s 2 , ..., s n ) into fixed length vector representations. Specifically, two individual bidirectional LSTM networks are employed to encode a and q separately to derive the contextualized representation for each token in them and obtain (a 1 , a 2 , ..., a k ) and (q 1 , q 2 , ..., q l ), respectively. Then an average pooling layer is employed to acquire the representation for the question and answer:
For the sentence representation, we do not reuse the sentence representation u i from the sentence encoder since u i is responsible for learning the semantic information for a whole sentence, while here we only want to learn the importance distribution of sentences according to the query (i.e. a pair of question and answer). Therefore, we only reuse the wordlevel contextualized representations h e i,j learned in the hierarchical encoder and employ the same average pooling layer to get the representation of each sentence:
Matching Layer. For generating non-trivial distractors, we should emphasize the sentences that are relevant to the question, and suppress the sentences relevant to the answer. For this reason, we learn a score o i for s i that combines the above two aspects with bilinear transformation:
where W m and b m are learnable parameters.
Normalization Layer. Before feeding the raw sentence importance score o i into the Softmax function to compute the final static attention distribution, we use the question to learn a temperature τ ∈ (0, 1):
where w q and b q are learnable parameters. Then, we derive the static attention distribution as:
The intuition behind using the temperature τ is that if a question asks for some specific details in the article, it is only relevant to one or two sentences. While if a question requires summarizing or reasoning, it could be relevant to many sentences in the article. Therefore, we propose the above datadriven approach to learn the temperature τ according to the property of the question. If τ is close to 0, then it works together with o i to yield a peaked distribution γ which simulates the case of detailed questions. Otherwise, if τ is close to 1, it will not peak any sentence attention score γ i .
Distractor Decoder
We use another LSTMs as the decoder to generate the distractor. Instead of using the last hidden state of the encoder to initialize the decoder, we design a special question-based initializer to make the distractor grammatically consistent with the question. During the decoding, we introduce the dynamic attention mechanisms to combine the sentence-level and word-level attentions varying at each recurrent time step to generate a more readable sequence. We also incorporate the static attention here to modulate the dynamic attention to ensure the semantic relevance of the generated distractors.
Question-based Initializer. We design a question-based initializer to initialize the initial state of the decoder. Specifically, we use a question LSTM to encode the question, and use the last time step information of the LSTM in the following manner:
• Instead of using BOS (i.e. the Begin of Sentence indicator), we use the last token in the question (q last ) as the initial input of the decoder. • Other than using the final state of the hierarchical encoder to initialize the decoder, we here use the final cell state and hidden state of the question LSTM to initialize the decoder.
Dynamic Hierarchical Attention Mechanism. The standard attention mechanism treats an article as a long sequence and compares the hidden state of the current decoding time step to all encoder hidden states. This approach is not suitable for long input sequences for the following reasons. First, the standard LSTM cannot model such long inputs (on average, 343.9 words per article in our training set). Second, we will lose the sentence structure if we treat the tokens of different sentences equally. Last but not least, usually a question or a distractor is only related to a small number of sentences in the article, we should only use the related sentences to generate the distractor, but the standard attention has no emphasis on difference sentences.
Given the above reasons, we employ the dynamic hierarchical attention to only focus on important sentences during each decoding time step. We call it dynamic because both word-level and sentence-level attention distributions change at each time step. When generating a word at the time step t, the decoder reads the word embedding d t−1 and the hidden state h d t−1 of the previous time step to generate the current hidden state h d t = LSTM(h d t−1 , d t−1 ). Then it calculates both the sentence-level attention β i and the word-level attention α i,j at the same time:
where W d1 and W d2 are trainable parameters. The sentence-level attention determines how much each sentence should contribute to the generation at the current time step, while the word-level attention determines how to distribute the attention over words in each sentence. Finally, we use the static attention γ i to modulate the dynamic hierarchical attention β i and α i,j by simple scalar multiplication and renormalization. Thus, the combined attention for each token in the article is:
Then the context vector c t is derived as a combination of all article token representations reweighted by the final combined attention α i,j :
And the attentional vector is calculated as:
Then, the predicted probability distribution over the vocabulary V at the current step is computed as:
where Wh, W V and b V are learnable parameters.
Training and Inference
Given the training corpus Q in which each data sample contains a distractor d, an article P , a question q and an answer a, we minimize the negative log-likelihood with respect to all learnable parameters Θ for training: design the following protocol to generate three diverse distractors. Firstly, we select the distractor with the maximum likelihood as d g 1 . Then we select d g 2 among the remaining candidate distractors along the decreasing order of the likelihood, restricting that the Jaccard distance between d g 1 and d g 2 is larger than 0.5. Finally, d g 3 is selected in a similar way where its distances to both of d g 1 and d g 2 are restricted.
Experimental Settings Dataset
We evaluate our framework on a distractor generation dataset prepared with the RACE (Lai et al. 2017) dataset. RACE contains 27,933 articles with 97,687 questions from English examinations of Chinese students from grade 7 to 12. We first extract each data sample as a quadruple of article, question, answer and distractor from RACE, followed by some simple preprocessing steps, such as tokenization, sentence splitting, and lower-casing. After some investigation on the RACE dataset, we observe that some distractors have no semantic relevance with the article, which can be easily excluded in the examination and also do not make sense for the task of distractor generation since our goal is to generate confusing distractors. Hence, we first filter out such irrelevant distractors by simply counting meaningful tokens in individual distractors. We define a token meaningful if it is not a stop word and has a POS tag from {'JJ', 'JJR', 'JJS', 'NN', 'NNP', 'NNPS', 'NNS', 'RB', 'RBR', 'RBS', 'VB', 'VBD', 'VBG', 'VBN', 'VBP', 'VBZ'}. Then, we prune the dataset based on the following constraint: For those meaningful tokens in a distractor that also appear in the article, if their total weighted frequency is no less than 5, the distractor will be kept. Here the weighted frequency of a meaningful token means the multiplication of its frequency in the distractor and its frequency in the article. Moreover, we remove the questions which need to fill in the options at the beginning or in the middle of the questions. Table 1 reports the statistics of the processed dataset. We randomly divide the dataset into the training (80%), validation (10%) and testing sets (10%).
Implementation Details
We keep the most frequent 50k tokens in the entire training corpus as the vocabulary, and use the GloVe.840B.300d word embeddings (Pennington, Socher, and Manning 2014b) 1 for initialization and finetune them in the training. 1 https://nlp.stanford.edu/projects/glove/ Both source and target sides of our model share the same word embedding. All other tokens outside the vocabulary or cannot found in GloVe are replaced by the UNK symbol. We set the number of layers of LSTMs to 1 for the hierarchical encoder (for both word encoder and sentence encoder) and the static attention encoder, and 2 for the decoder. The bidirectional LSTMs hidden unit size is set to 500 (250 for each direction). For the LSTM used in the question-based initialier, we use 2 layers unidirectional LSTMs with hidden size 500. The hyperparameters λ q and λ a in static attention are initialized as 1.0 and 1.5 respectively, and automatically tuned in the training. We use dropout (Srivastava et al. 2014) with probability p = 0.3. All trainable parameters, except word embeddings, are randomly initialized with U(−0.1, 0.1). For optimization in the training, we use stochastic gradient descent (SGD) as the optimizer with a minibatch size of 32 and the initial learning rate 1.0 for all baselines and our model. We train the model for 100k steps and start halving the learning rate at step 50k, then we halve the learning rate every 10k steps till ending. We set the gradient norm upper bound to 5 during the training. We employ the teacher-forcing training, and in the generating stage, we set the maximum length for output sequence as 15 and block unigram repeated token, the beam size k is set to 50. All hyperparameters and models are selected on the validation set based on the lowest perplexity and the results are reported on the test set.
Baselines and Ablations
We compare our framework with the following baselines and ablations. Seq2Seq: the basic encoder-decoder learning framework (Sutskever, Vinyals, and Le 2014) with attention mechanism (Luong, Pham, and Manning 2015). Here we adopt the global attention with general score function. The hidden size of LSTMs for both encoder and decoder is 500. We select the model with the lowest perplexity on the validation set. HRED: the HieRarchical Encoder-Decoder (HRED) with hierarchical attention mechanism. This architecture has been proven effective in several NLP tasks including summarization (Ling and Rush 2017), headline generation (Tan, Wan, and Xiao 2017), and text generation (Li, Luong, and Jurafsky 2015). Here we keep the LSTMs size as 500 for fairness and set the number of the word encoder and sentence encoder layers as 1 and the decoder layer as 2. We employ the question-based initializer for all baselines to generate grammatically coherent distractors. In the generation stage, we follow the same policy and beam size for baselines and ablations during the inference stage to generate three distractors.
Results and Analysis Automatic Evaluation
Here we evaluate the similarity of generated distractors with the ground truth. We employ BLEU (1-4) (Papineni et al. 2002) and ROUGE (R1, R2, R-L) (Lin 2004) scores to evaluate the similarity. BLEU evaluates average n-gram precision on a set of reference sentences, with a penalty for overly long sentences. ROUGE 1 and ROUGE 2 is the recall of unigrams and bigrams while ROUGE L is the recall of longest common subsequences. Table 2 shows the automatic evaluation results of all systems. Our model with static and dynamic attentions achieve the best performance across all metrics. We can observe a large performance gap between Seq2Seq and models with hierarchical architectures (HRED and our model), which reveals the hierarchical structure is useful for modeling the long sequential input. Another reason could be that some distractors can be generated only use information in several sentences, and sentence-level attentions (both static and dynamic) are useful to emphasize several sentences in the article. Moreover, our model with static attention achieves better performance than its ablation HRED, which shows the static attention can play the role of a soft gate to mask some irrelevant sentences and modulate the dynamic attention.
By comparing the three distractors generated by beam search with a predefined Jaccard distance, we find that the performance drops a little for the second and third distractors. The reason can be two-folds: 1) The second and third distractors have lower likelihood; 2) We set a Jaccard distance threshold as 0.5 to select the second and third distractors, thus they are forced to use some words different from those in the first distractor which is likely to be the best generation.
It is worth to mention that another automatic evaluation method can be applying a state-of-the-art reading comprehension pipeline for RACE to test its performance on our generated distractors. However, the current best performance of such reading comprehension pipeline is only 53.3% Tay, Tuan, and Hui 2018), which means half questions in the dataset cannot be answered correctly. Therefore, we do not employ such reading comprehension pipeline to evaluate our generated distractors, instead we hire human annotators to conduct a reliable evaluation, given in the next section.
Human Evaluation
We conduct a human evaluation to investigate if the generated distractors can confuse the examinees in the real human Annotator Table 3 : Human evaluation results. Note that we allow annotators to choose more than one options if the generated outputs are accidentally the same or very semantically similar, therefore, the total number of selected options (552) is larger than the total number of annotated questions (540).
test. We employ three annotators with good English background (at least holding a bachelor degree) to answer the MCQs with the generated distractors from different methods. Specifically, for each MCQ, we give 4 distractors as its options: One is a sample from the ground truth, the other three are generated by Seq2Seq, HRED, and our model respectively. Note that we did not give the correct answer option to the annotators, because the current human ceiling performance on RACE dataset is about 95% (Lai et al. 2017). Thus, we need to do a huge amount of annotation for collecting enough questions that are answered wrongly. During the annotation, we did not tell the annotators that no correct answers are given in these questions. For comparison, we count how many times of individual pipelines (the ground truth and three compared methods) are successful in confusing the annotators, i.e. their distractors are selected as answers. We give each annotator 60 articles, and 3 questions per article. In total, we annotated 540 questions, and the results are given in Table 3 . We find that the ground truth distractors (i.e. by "Human") have the strongest capability to confuse the annotators. Among the compared automatic methods, our model performs the best, while Seq2Seq performs the worst, which is a consistent conclusion as drawn from the previous section.
Case Study
In Figure 3 , we present some sample distractors generated by human instructors, the Seq2Seq baseline, HRED and our Question 1 asks a detailed aspect in the article, which can be directly answered according to the 9th sentence. Since our static attention mechanism suppresses the sentences which contain the answer information, we can see the score for the 9th sentence is relatively smaller than others. The distractor outputs also justify our intuitions. Specifically, the first distractor by HRED is semantically identical to the correct option, thus it is not an appropriate distractor. With the help of the static attention, our model does not generate distractors like this. Another effect of the static attention is that it highlights the sentences that are relevant to the question, such as 11th, 13th, and 14th sentences, so that our model can generate better distractors. We can see the distractors generated by our model are semantically relevant to these highlighted sentences. Last but not least, we find that the distractors generated by Seq2Seq baseline either focus on some frequent words in the article such as publish and write, or contain some completely irrelevant words such as mistake and newspaper. HRED and our model do not have this problem, because the dynamic hierarchical attention can modulate the word-level attention distribution with the sentence-level attention.
By looking at Question 2, we can also find that the distractors generated by our system are more appropriate and relevant. Because Question 2 requires some inference, it is thus relevant to several sentences across the article. The static attention distribution yields the same conclusion. Specifically, the distribution shows that the 5th to 13th sentences are all relevant to the question, while the 14th sentence which is relevant to the answer option is suppressed. The generated distractors from our system are also semantically relevant to the 5th to 13th sentences.
Conclusions
In this paper, we present a data-driven approach to generate distractors from multiple choice questions in reading comprehension from real examinations. We propose a hierarchical encoder-decoder framework with dynamic and static attention mechanisms to generate the context relevant distractors satisfying several constraints. We also prepare the first dataset for this new setting, and our model achieves the best performance in both automatic evaluation and human evaluation. For the future work, one interesting direction is to transform this one-to-many mapping problem into oneone mapping problem to better leverage the capability of the sequence-to-sequence framework. Another promising direction could be explicitly adding supervision signals to train the static attention.
