Summary An age-period cohort model was fitted to analyse time effects on hip fracture incidence rates by sex (Portugal, 2000(Portugal, -2008. Rates increased exponentially with age (age effect). Incidence rates decreased after 2004 for women and were random for men (period effect). New but comprehensive fluctuations in risk were coincident with major political/ economic changes (cohort effect). Introduction Healthcare improvements have allowed prevention but have also increased life expectancy, resulting in more people being at risk. Our aim was to analyse the separate effects of age, period and cohort on incidence rates by sex in Portugal, 2000-2008. Methods From the National Hospital Discharge Register, we selected admissions (aged ≥49 years) with hip fractures (ICD9-CM, codes 820.x) caused by low/moderate trauma (falls from standing height or less), readmissions and bone cancer cases. We calculated person-years at risk using population data from Statistics Portugal. To identify period and cohort effects for all ages, we used an age-period-cohort model (1-year intervals) followed by generalised additive models with a negative binomial distribution of the observed incidence rates of hip fractures. Results There were 77,083 hospital admissions (77.4 % women). Incidence rates increased exponentially with age for both sexes (age effect). Incidence rates fell after 2004 for women and were random for men (period effect). There was a general cohort effect similar in both sexes; risk of hip fracture altered from an increasing trend for those born before 1930 to a decreasing trend following that year. Risk alterations (not statistically significant) coincident with major political and economic change in the history of Portugal were observed around birth cohorts 1920 (stable-increasing), 1940 (decreasing-increasing) and 1950 (increasing-decreasing only among women). Conclusions Hip fracture risk was higher for those born during major economically/politically unstable periods. Although bone quality reflects lifetime exposure, conditions at birth may determine future risk for hip fractures.
Introduction
Advances in medicine and healthcare have led to the development of medication for the prevention of hip fractures [1] but also to an increase in life expectancy. Therefore, more people are at risk of sustaining hip fractures. These fractures have a negative impact not only at an individual level but also at a societal level leading to heavy economic burdens due to immediate treatment and long-term recovery [2] .
Hip fracture is a consequence of osteoporosis, a skeletal disorder characterised by compromised bone strength [3] . Bone, a highly metabolic tissue, is constantly in a process of formation/resorption. In the first decades of life, formation is superior to resorption, while the roles are reversed after the third decade [4] . The focus on hip fracture prevention has been one of slowing the rate of resorption [5] and in preventing falls, which is the most common trigger mechanism. However, there have been suggestions regarding the importance of adequate intrauterine development on the risk of hip fracture [5, 6] .
The common approach to the study of age, period (date of diagnosis) and cohort (date of birth) effects on hip fracture incidence has failed in an understanding of the separate role of these time dimensions. Few studies have reported the use of combined analysis to untangle the age-period-cohort (APC) effects [7] [8] [9] [10] . The age effect in hip fracture incidence has been well described showing that the risk of fracture increases exponentially in the elderly [11] . However, period and cohort effects are more difficult to understand separately and can lead to a bias in hypothesis formulation. Interventions such as antiosteoporosis medication are seen as period effects, which can modify the time trends of incidence rates [12] [13] [14] . In a previous study, we identified a period effect with a turning point in 2003 in hip fracture incidence rates among women. Following that year, a sharp decrease was observed compatible with an increase in sales of anti-osteoporotic medication packages. In men, no such pattern was identified [15] . However, alterations in the prevalence of risk factors such as nutrition, smoking, alcohol or obesity can also be seen as period effects [16] . Cohort effects act differently on generations and can result from changes in wellbeing and quality of health care throughout life [7] . To obtain a reliable explanation for the time trends of hip fracture incidence, the APC dimensions should be addressed using a unique analysis that can provide a separation of the individual effects.
Using a combined approach of estimating APC effects, the aim of this study is to report age, period and cohort effects on hip fracture incidence in Portugal by sex using national hospitalization data from 2000 to 2008.
Methods

Data
Data from the National Hospital Discharge Register (NHDR) were selected. The use of this administrative database has been mandatory for all Portuguese public hospitals since 1997 and compiles information such as gender, age on all discharges together with the admission and discharge date, the main cause of admission (and up to 19 secondary causes), and main diagnosis (and up to 19 secondary diagnoses) both coded according to the International Classification of Diseases, version 9, Clinical Modification (ICD9-CM) among others.
In Portugal, access to the national healthcare system is universal and may be free of charge with costs being based upon citizens' social and economic conditions [17] . Due to the high costs involved, hip fractures are primarily treated in public hospitals. Therefore, admissions registered in the NHDR represent almost the entire national total. The quality of the NHDR is assessed regularly by internal (hospitals) and external (Central Administration of the National System) auditors [18] .
We selected all discharges from 1 January 2000 to 31 December 2008 according to the epidemiological indicator of osteoporosis:
-Patients aged 50 or over -Main diagnosis or first secondary diagnosis of hip fracture (codes ICD9-CM 820.x) -Main cause of admission a low/moderate trauma [19] (mainly falls from standing height or less, such as a fall after stumbling on the sidewalk or an uneven pavement or stairs, a fall after tripping over an obstacle, a fall after slipping on a slippery floor or when using slippery footwear, among others). We excluded cases of bone cancer and readmissions for orthopaedic after-care or complications in surgical and medical care (codes ICD9-CM: 170.x, 171.x, V54.x and 996.4) as well as fractures caused by severe trauma such as motor accidents, recreational accidents and falls from a height Data were grouped by sex, period of diagnosis (by each calendar year) and age (1-year intervals), from 50 to 99 years old. We limited the analysis to 99 years old to avoid statistical instability because from that age on, there were few cases and a smaller population.
We used population data from the 2001 Census and the official estimates for the remaining years of the study period [20] to calculate person-years at risk using the approach described in Carstensen [21] .
Statistical analysis
We calculated age-specific incidence rates per 100,000 person-years by sex. Exploratory analysis, prior to statistical modelling, was performed using 5-year age groups (except for the older age group), from ages 50 to 94; the last age group was 95-98 years old (due to the algorithm for calculating person-years). We calculated the 95 % confidence intervals (95 % CI) for each incidence rate [22] .
The incidence rates were modelled as functions of A (age), P (period) and C (cohort) using an underlying negative binomial distribution to correct for overdispersion [23] . A simplistic formulation for the models is:
where, f, g and h are non-parametric smooth functions. The statistical analysis was developed using the apc.fit implemented on the epi package from software R version 2.15.2 (The R Foundation for Statistical Computing) [24] . The drift parameter, which represents the linear secular trend that cannot be exclusively explained as a period or a cohort effect was extracted using the weighted method.
The problem of separating the APC effects is well described in literature and several methods have been proposed to overcome the identifiability problem caused by the linear dependency between the three variables (age-period-cohort) [25, 26] . To overcome this problem, we set the cohort function at zero at 1920 (median of birth date for women; the same reference was used for men to allow comparisons) and constrained the period effects to be zero on average, with zero slope (this allowed for an assessment of nonlinear effects of period as the slope is held to be zero, but is flexible enough to allow fluctuations). Estimates can vary with different parameterizations. However, curvature of the effect is an invariant. With this parameterization, the effects can be interpreted as follows: age effect as the incidence rate, cohort effect as the rate ratios relative to the reference cohort and the period effect as the residual rate ratios relative to the age-cohort estimation. This approach assessed whether period had the same effect (decreasing, increasing or stable incidence rates) on all age groups-the period effect and/or whether all birth cohorts had similar behaviour patterns (decreasing, increasing or stable incidence rates)-the cohort effect.
Following this exploratory analysis, an age, period and cohort analysis was also performed using generalised additive models (GAM). These models are more robust since they allow the identification of non-linear effects of the predictors (age, period and cohort) in the response variable (incidence rate of hip fracture) through spline functions (smoothers) [27] . This approach was implemented using mgcv package of R, where restrictions to overcome the identifiability problem were implemented in GAM algorithm: constraining the smooth functions to have zero mean [28] . This method allows for a visualisation of the smoother functions in the mean incidence rate of hip fracture for all the effects-age, period and cohort-adjusted for the others. Interpretation of the resulting graphs shows increasing patterns are increasing risk regarding the mean incidence rate, decreasing patterns are decreasing risk regarding the mean incidence rate, if the CI contains zero then the effects are not statistically significant.
Results
During the study period, we identified 77,083 hip fractures, 77.4 % of which were among women with a mean age of 81.0 (standard deviation (SD), 8.5 years), which was higher than the mean age of men (78.0 years old (SD 10.1); p value<0.0001). We excluded 208 cases relating to patients over the age of 99 (26 men and 182 women).
Age-specific incidence rates by sex for each year in the period are listed in Table 1 . In both genders, the incidence rates increased with age. When one observes the evolution of the rates by period, in men, in all ages, the incidence rates fluctuated, whereas in women the incidence rates presented a stable-decreasing pattern.
The results from the use of apc.fit are shown in Tables 2 and 3  and Fig. 1; Table 2 shows all possible models with the APC effects. By comparing the deviance between adjacent lines (a lower p value indicates a better fit), it was possible to identify which model provided a better fit. For women, the best fit is achieved by use of the full APC model whereas in men, the best fit is obtained by use of the age-period model. Table 3 shows the estimated rate ratios relative to cohort 1920 for both men and women, using the APC model, for apc.fit. For the parameterization used, the rate ratios (RR) in women varied between an estimated decrease risk of 57 % in the 1958 birth cohort to an increased risk of 19 % in the 1934, 1935 and 1936 birth cohorts. In men, the estimated RR varied between a decreased risk of 5 % in 1904-1910 (although not statistically significant) to an increased risk of 42 % in the 1956 birth cohorts. Figure 1 is divided into three plots, where the effects are displayed for both genders (women in black and men in light grey). The left plot presents the age effect with the display of age-specific incidence rates for 100,000 person-years. The centre plot is the graphic display of the cohort effect (numerically displayed in Table 3 ). Finally, the right plot presents the period effect as residual ratio rates.
The effect of all parameters-age, period and cohort on hip fractures incidence rates-can be observed in Fig. 2 The models explained 98 and 99.1 % of the deviance for men and women respectively and, for both, all smooth terms (A , P and C ) were statistically significant.
using a
Discussion
A cohort effect on hip fracture incidence rates in Portugal was observed with risk fluctuations in men and women born at times of major political and economic changes as can be seen in Fig. 3 , where the historical curve of consumer price index and chronogram of political and economic changes in Portugal are displayed, together with the curves of cohort effect in men and women. Poor nutritional and health conditions in intrauterine life and childhood could be a plausible explanation for the increased risk in cohorts born in times of deprivation and similarly investments in health and wellbeing could explain the fall in risk in cohorts born in times of political stability. In women, the cohort effect was marked by a tendency of an increase in risk until 1930 followed by a decrease in risk ( Figs. 1 and 2 ). Even though not statistically significant, there were inflections in risk in 1920 (from stable to increasing), 1940 (from decreasing to increasing) and in 1950 (from increasing to decreasing; Fig. 2 ). Similar results were observed for men except for 1950, when the decreasing risk trend was not observed. Women in younger cohorts presented lower risk, while for men the estimated risk in younger cohorts was higher ( Table 2) . Regardless of an existing cohort effect, there was a period effect in women with a marked turning point in 2004, where the incidence rate decreased. This decrease could be the result of one or several factors mentioned in other studies (medication, prevention, changes in risk factors or changes in the codification system) [16] . However, the most plausible reason for the different period effect for men and women has been discussed in a previous study with the same population [15] where we identified a relationship between the number of anti-osteoporotic medication sales with the pattern of age-standardised incidence rates in women-the target population of the prescriptions. The current results confirm the existence of period effects even after adjusting for age and cohort effects. The age effect was similar in both sexes, with an exponential-like age increase, as expected and reported in most of the studies.
Current literature is scarce on studies that analyse the effects of time on the three different scales (age, period and cohort) and comparisons must be carefully interpreted because of differences in methodologies. Nevertheless, New Zealand [7] and Sweden [8] have reported a continuous decrease in risk for younger cohorts but contrasting period effects with New Zealand showing a continuous increase versus a continuous decrease in Sweden. A recent study in Canada [10] also identified a decreased risk in younger cohorts and a non-linear effect of cohort in men. However, unlike our study, no fluctuations in risk were identified for birth cohorts. All studies have pointed to possible changes in risk factors as drivers of the observed trends. Nevertheless, they also point to some aspects that follow our reasoning. The New Zealand study points out that the cohort effect can be different in countries with a different social history, while the Swedish study briefly describes the history of the country as a means of understanding the results observed. The age effects were consistent with established knowledge: risk increased exponentially with age. Two other studies attempt to report the time effects separately: one uses a methodology that cannot produce comparable results with ours [29] while another uses data from older periods 1968-1986 [9] .
Hip fractures can be a consequence of balance between formation and resorption in bone tissue throughout life [4] . Therefore, we can argue that hip fractures are a consequence of lifetime exposure rather than the result of short-period exposure. The quality of life in youth can be a particular determinant in the quality of bones, and osteoporosis was until a few years ago considered a paediatric disease with clinical manifestation in the elderly [30] . Heaney et al. [30] described the bone mass lifeline where the maximum bone mass potential achieved by hereditary factors can be altered by several environmental factors. In addition, intrauterine development is a determinant in adult bone mass pick [5, 6] . Bone growth in the uterus demands suitable nutrients supplied via maternal food intake. Periods of political and economic changes influence population health; the twentieth century was replete with major conflicts, particularly in Portugal.
The first three decades of the twentieth century in Portugal were marked by internal and external causes of instability with an impact on the population's quality of life. Portugal was still recovering from the political change from a Monarchy to a Republic (1908) (1909) (1910) when, in 1914, the First World War Fig. 1 Estimated effects (and 95 % CI) for hip fracture incidence rate using the apc.fit (women black, men light grey). Age effect in the left plot, cohort effect in the centre plot and period effect in the right plot (WWI, 1914 (WWI, -1918 was declared with Portugal playing an active part with the Allies. During the war, in 1917 and 1918, there was a food shortage in Portugal and after that the population had to face the Spanish flu (1918 and 1919) . The post-WWI period in Portugal was marked by increasing inflation, among the highest in Europe, aggravated by political instability. Portugal was amongst the poorest and unhealthiest countries in Europe [31] . See Fig. 2 (cohort effect) for compatible risk alterations in the incidence of hip fractures during this period.
From 1927 to 1933, a new major political change marked the history of the nation. The Republic was replaced by a provisional authority, led by the military, followed by a totalitarian regime that lasted 41 years. In the 1930s, political stability was achieved, finances and economy were reorganised and investments were made for the construction of thousands of elementary schools, hospitals, health centres and infrastructures such as roads, electricity and sewage. Portugal saw a progressive improvement in the general quality of life. Figure 2 (cohort effect) shows compatible risk alterations around this period.
The decreasing risk of hip fractures observed in cohorts born in the 1930s turned to another period of risk increasing after 1940. In spite of the neutral part that Portugal played in the Second World War (WWII, 1939 (WWII, -1945 , there were economic, social and political effects, mainly because Portugal depended on warring countries' imports of fuel, industrial primary resources and food. After WWII, there was a boost in the European economy with the Marshall Plan (1948) (1949) (1950) (1951) . Portugal received the funds in 1949, which were [31] and speed up the industrialization of the country. At that time, Portugal was mainly a rural society and industrialization started a process of rural exodus. Nevertheless, Portugal was still among the poorest countries in Europe and the isolation of the totalitarian government prevented the country from following the post-WWII development of other west European countries. The solution to escaping poverty, for many Portuguese, was to emigrate. The 1950s was a period of intense emigration, mainly of young men, especially to France and Germany. Their cash remittances helped not only to improve the wellbeing of their families in Portugal but also the industrialization of the country. Meanwhile the emigrants themselves were living in very poor conditions. This could be a possible explanation for the gender risk inequalities for cohorts born after 1950 observed in our results: for men, the risk continued to increase while for women, it started to decrease. However, data for a longer period need to be analysed in future studies in order to improve the estimates for younger cohorts.
Causal effect in epidemiology has been thoroughly discussed and analysed [32] . Observational studies lack the criteria of causality and therefore results are commonly overlooked. It is difficult to attribute causal effects on hip fracture incidence due to the intrinsic nature of bone health, reflecting a lifetime of exposure. However, our results pinpointed a number of aspects that can be seen as indicators of causality. In addition, there was a reasonable match between the cohort effect and historical data of the consumer price index (Fig. 3 , where the historical events were also overlaid), which reflects the standard of living and measures the changing costs of purchasing goods and services, often used as an indicator of living standards [33] . It is accepted that conditions during the period where bone formation surpasses bone resorption, including intrauterine growth, have impacts on bone health later in life [5, 30] . Hence, the similar cohort effect observed in both genders, with changes in each and every single period of time where a major historical event occurs (Fig. 2 cohort effect and Fig. 3 ), should not be overlooked on the basis of lack of strong association or of disregarding other causal factors. Nevertheless, we are not postulating causality nor that the cohort effect is a necessary or a sufficient cause [32] in understanding trends in hip fracture incidence, but it seems an important factor to be analysed in future studies. The fact that risk alterations and historical events are simultaneous backs up the hypothesis of the importance of nutrient availability during uterine growth as much as conditions during childhood and adolescence.
The mechanism that drives the secular trends of hip fractures is complex [34] and therefore its understanding benefits from the use of different and new approaches. The inherent limitations of studies using the APC models that are related to the identifiability problem and that invalidate any quantification of the different effects do not override the importance of the results obtained. We have chosen to fit a full APC GAM model for men as well, even though the apc.fit analysis showed that a more accurate fit would be the age-period model, because this was acknowledging an important aspect of the cohort effect that would otherwise have been disregarded. In addition, it allowed a gender comparison. The strength of our study relies on addressing age, period and cohort effects simultaneously from several methodology perspectives and using nationwide population-based data.
In this study, an innovative perspective on the reasons that drive the trends of hip fracture incidence rates is presented, highlighting the considerable differences in the populations at risk of sustaining a hip fracture. There was a fluctuation in hip risk in both men and women born at times of major political and economic changes, regardless of period effects, which could be related to the nutritional and health conditions in Portugal at the time.
