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UO-CONVERGENCE AND ITS APPLICATIONS
TO CESA`RO MEANS IN BANACH LATTICES
N. GAO, V. G. TROITSKY, AND F. XANTHOS
Abstract. A net (xα) in a vector lattice X is said to uo-converge
to x if |xα−x|∧u o−→ 0 for every u ≥ 0. In the first part of this paper,
we study some functional-analytic aspects of uo-convergence. We
prove that uo-convergence is stable under passing to and from regu-
lar sublattices. This fact leads to numerous applications presented
throughout the paper. In particular, it allows us to improve several
results in [26, 27]. In the second part, we use uo-convergence to
study convergence of Cesa`ro means in Banach lattices. In partic-
ular, we establish an intrinsic version of Komlo´s’ Theorem, which
extends the main results of [35, 16, 31] in a uniform way. We
also develop a new and unified approach to Banach-Saks proper-
ties and Banach-Saks operators based on uo-convergence. This
approach yields, in particular, short direct proofs of several results
in [21, 24, 25].
1. Introduction
The notion of uo-convergence is an abstraction of almost everywhere
convergence in function spaces and originally goes back to [42]. It
was later investigated in [18, 46, 34, 26, 27]. In [26], uo-convergence
was applied in a study of abstract martingales in the framework of
vector lattices. In particular, [26] includes an extension of Doob’s
(sub)martingale convergence theorems to vector lattices. In the present
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paper, we further investigate uo-convergence and present several appli-
cations of this tool.
The structure of the paper is as follows. In Section 2, we obtain
several new results about regular sublattices and order convergence.
Recall that a sublattice Y in a vector lattice X is regular if inf A is
the same in X and in Y whenever A is a subset of Y whose infimum
exists in Y . We prove that in this case, the order completion Y δ of Y is
also regular in Xδ. We then use this to deduce that order convergences
in X and in Y are the same for order bounded nets of Y .
In Section 3, we apply results of Section 2 to show that a sublattice Y
is regular in X iff the uo-convergences in X and Y agree. In particular,
the uo-convergences in X and in Xδ agree. This allows us to drop the
order completeness assumptions from several results of [26, 27]. In
particular, we show that every disjoint sequence in a vector lattice
uo-converges to zero, and that if w is a weak unit then xα
uo−→ x iff
|xα − x| ∧ w o−→ 0. We show that a Banach lattice has the Positive
Schur Property iff every uo- and weakly null sequence is norm null. We
also discuss the relationship between uo-convergence in X and order
convergence in the universal completion of X .
In Section 4, we go over AL-representations of vector lattices with
strictly positive functionals. Recall that if X is a vector lattice with a
strictly positive functional h, then ‖x‖ = h(|x|) defines an AL-norm
on X and, therefore, the completion of X with respect to this norm
is lattice isometric to L1(µ) for some measure µ. We show that X ,
viewed as a sublattice of L1(µ), is regular iff it is order dense iff h
is order continuous. In this case, the results of Section 3 yield that
a sequence uo-converges in X iff it converges µ-almost everywhere to
some vector in X .
Section 5 is centred around the Komlo´s property. Let (xn) be a
sequence in a vector space X . Consider the sequence (an) of Cesa`ro
means of (xn), defined by an =
1
n
∑n
k=1 xk. In [35], Komlo´s proved
the following celebrated result:
Theorem 1.1 ([35]). Let (xn) be a norm bounded sequence in L1(P),
where P is a probability measure. Then there exists a subsequence (yn)
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of (xn) and a function g ∈ L1(P) such that the Cesa`ro means of any
subsequence of (yn) converge to g almost everywhere.
We introduce the notions of Komlo´s and pre-Komlo´s properties for
Banach lattices in terms of uo-convergence. Our definitions are measure-
free, yet are shown to be consistent with the measure-dependent def-
initions given in [31, 16]. In Theorem 5.9, we identify a large class of
Banach lattices that possess the pre-Komlo´s and Komlo´s properties.
We also study the converse of the Komlo´s theorem (Theorem 5.23). As
will be illustrated, our results unify and improve the main results in
[31, 16].
In Section 6, we use the pre-Komlo´s property of Banach lattices to
study Banach-Saks properties and Banach-Saks operators. Recall the
following classical fact due to Banach-Saks [9] and Szlenk [44].
Theorem 1.2 (Banach-Saks-Szlenk). Let (xn) be a weakly null se-
quence in Lp(P), where P is a probability measure and 1 ≤ p < ∞.
Then there exists a subsequence (yn) of (xn) such that the Cesa`ro means
of any subsequence of (yn) converge to zero in norm.
A Banach space is said to have the (weak) Banach-Saks property
if every bounded (respectively, weakly null) sequence has a subsequence
whose Cesa`ro means converge in norm. We study these properties and
their “disjoint” variants in Banach lattices. We show, in particular,
that Banach lattices with the Positive Schur Property have the weak
Banach-Saks property. This immediately implies Theorem 5.7(i) in [20]
that every separable Lorentz space has the weak Banach-Saks property.
Uo-convergence also provides a new and efficient way of handling
domination problems of (weakly) Banach-Saks operators. We use it
to develop short proofs of some of the results of [24, 25], as well as of
some new domination results for weakly Banach-Saks operators. We
also present a variant of Kadecˇ-Pe lczyn´ski dichotomy in terms of uo-
convergence.
2. Order convergence and Regular sublattices
Throughout this paper, X stands for a vector lattice. We refer to
[5, 4, 1] for unexplained terminology on vector and Banach lattices.
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All vector lattices are assumed to be Archimedean. We recall a few
standard definitions.
Definition 2.1. A net (xα)α∈Γ in a vector latticeX is said to converge
in order to x ∈ X , written as xα o−→ x, if there exists another net
(aγ)γ∈Λ in X satisfying aγ ↓ 0 and for any γ ∈ Λ there exists α0 ∈ Γ
such that |xα−x| ≤ aγ for all α ≥ α0. We say that a net (xα) is order
Cauchy if the double net (xα − xβ)(α,β) converges in order to zero.
Remark 2.2. It is easy to see that for an order bounded net (xα) in
an order complete vector lattice,
xα
o−→ x iff inf
α
sup
β≥α
|xβ − x| = 0 iff x = inf
α
sup
β≥α
xβ = sup
α
inf
β≥α
xβ .
It follows that the dominating net (aγ) in Definition 2.1 may be chosen
over the same index set as the original net. In case of a σ-order complete
vector lattice, the same holds for sequences.
The following fact is standard. It follows easily from the double
equality in Remark 2.2; order boundedness is obtained by passing to a
tail.
Proposition 2.3. Every order Cauchy net in an order complete vector
lattice is order convergent. Every order Cauchy sequence in a σ-order
complete vector lattice is order convergent.
Definition 2.4. A sublattice Y of a vector lattice X is said to be
• order dense if for every 0 < x ∈ X there exists 0 < y ∈ Y
such that y ≤ x;
• dense with respect to order convergence if every vector
in X is the order limit of a net in Y ;
• majorizing if for every 0 < x ∈ X there exists y ∈ Y such
that x ≤ y;
• regular if for every subset A of Y , inf A is the same in X and
in Y whenever inf A exists in Y .
The following fact is straightforward; see, e.g., [4, Theorem 1.20].
Lemma 2.5. Let Y be a sublattice of X. The following are equivalent.
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(1) Y is regular;
(2) If supA exists in Y then supA exists in X and the two suprema
are equal;
(3) yα
o−→ y in Y implies yα o−→ y in X;
(4) yα ↓ 0 in Y implies yα ↓ 0 in X;
It is easy to see that every ideal is regular. Furthermore, order
dense sublattices are regular by [4, Theorem 1.23]. It is shown in [4,
Theorem 1.27] that a sublattice Y is order dense in X iff a = sup[0, a]∩
Y for every a ∈ X+, where the sup is evaluated in X . Therefore, if Y
is order dense in X then Y is dense with respect to order convergence.
The converse fails in general.
Example 2.6. Let X be the set of real-valued functions on [0, 1] of
form f = g+ h where g is continuous and h vanishes except at finitely
many points. Being a sublattice of R[0,1], X is a vector lattice. Let
Y = C[0, 1]. Clearly, Y is a sublattice of X . It is easy to see that
Y is dense with respect to order convergence (even sequentially), but
Y is not order dense in X : there is no g ∈ Y with 0 < g ≤ χ{ 1
2
}.
Observe also that Y is not regular inX . Indeed, let (fn) be a decreasing
sequence in Y+ such that fn(
1
2
) = 1 for every n and fn(t)→ 0 for every
t 6= 1
2
. Then fn ↓ 0 in Y but fn ↓ χ{ 1
2
} in X .
Lemma 2.7. For a sublattice Y in a vector lattice X, the following
are equivalent.
(1) Y is both order dense and majorizing in X;
(2) For every x ∈ X one has x = inf{y ∈ Y : y ≥ x};
(3) For every x ∈ X one has x = sup{y ∈ Y : y ≤ x}.
Proof. It is straightforward (replacing x with −x) that (2)⇔(3). To
show that (1)⇒(2), put A = {y ∈ Y : y ≥ x}. Since Y is majorizing,
there exists y0 ∈ Y such that x ≤ y0. In particular, A is non-empty
and [x, y0] ∩ Y ⊆ A. Then
inf[x, y0] ∩ Y = y0 − sup[0, y0 − x] ∩ Y = y0 − (y0 − x) = x,
hence inf A = x.
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It is left to deduce (1) from the other two statements. First, note
that (2) implies that Y is majorizing. Fix x ∈ X+. By (3), x = supB
where B = {y ∈ Y : y ≤ x}. On the other hand, for every y ∈ B we
have y ≤ y+ ∈ [0, x] ∩ Y . It follows that x = sup[0, x] ∩ Y . 
Note that even when Y is a regular sublattice ofX , order convergence
in X generally does not imply order convergence in Y . For example, c0
is a regular sublattice of ℓ∞, en
o−→ 0 in ℓ∞ but not in c0. We will see,
however, that order convergence in X does imply order convergence
in Y under certain additional assumptions. The following theorem is
essentially in [2]. We provide a proof for the convenience of the reader.
Theorem 2.8. Suppose that Y is order dense and majorizing. Then
xα
o−→ 0 in Y iff xα o−→ 0 in X for any net (xα) in Y .
Proof. Since Y is regular, the forward implication is obvious from
Lemma 2.5. Suppose now that xα
o−→ 0 in X . Let (aγ) be a net in
X as in Definition 2.1. Put
A =
{
y ∈ Y : y ≥ aγ for some γ
}
.
Then inf A = 0 in X and, therefore, in Y . Indeed, if z ∈ X and
0 ≤ z ≤ A then for every γ we have z ≤ {y ∈ Y : y ≥ aγ}, so that
z ≤ aγ by Lemma 2.7. Hence, z = 0.
Since A is directed downwards, we may view A as a decreasing net
in Y . It is easy to see that this net dominates (xα) in the sense of
Definition 2.1. 
For a vector lattice X , we write Xδ for its order (or Dedekind) com-
pletion. Recall from [4, Theorem 1.41] that Xδ is the unique (up to a
lattice isomorphism) order complete vector lattice that contains X as
a majorizing and order dense sublattice. In particular, X is a regular
sublattice of Xδ.
Corollary 2.9 ([2]). For every net (xα) in X, xα
o−→ 0 in X iff xα o−→ 0
in Xδ.
Theorem 2.10. Let Y be a regular sublattice of a vector lattice X.
Then Y δ is a regular sublattice of Xδ.
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Proof. Since X is regular in Xδ, we conclude that Y is regular in Xδ.
Thus, without loss of generality, we may assume that X is order com-
plete. Let J : Y → X be the inclusion mapping. Then J is order
continuous by regularity of Y . By [5, Theorem 1.65], the operator J
can extended to an order continuous positive operator T : Y δ → X .
We will show that T is a lattice isomorphism from Y δ into X .
Pick any a ∈ Y δ. Take two nets (yα) and (zα) in Y such that
0 ≤ yα ↑ a+ and 0 ≤ zα ↑ a− in Y δ. Then it is clear that
yα = Tyα
o−→ T (a+) in X.
Moreover, since yα−zα o−→ a in Y δ, we have yα−zα = T (yα−zα) o−→ Ta
in X . Also, since a+ ∧ a− = 0, we have yα ∧ zα = 0 in Y δ for any α,
and hence
yα = (yα − zα)+ o−→ (Ta)+ in X.
Therefore, T (a+) = (Ta)+ for any a ∈ Y δ. It follows that T is a lattice
homomorphism.
Suppose now that Ta = 0 for some a ∈ Y δ. Since T is a lattice
homomorphism, we may assume that a ≥ 0. Take (yα) in Y such that
0 ≤ yα ↑ a in Y δ. Then 0 ≤ yα = Tyα ≤ Ta = 0, implying yα = 0 for
all α. Hence, a = 0. This proves that T is one-to-one.
The regularity of Y δ in X follows from the order continuity of T . 
Lemma 2.11. Let Y be a regular order complete sublattice of X. Sup-
pose that yα
o−→ x in X for some order bounded net (yα) in Y and some
vector x ∈ X. Then x ∈ Y and yα o−→ x in Y .
Proof. Replacing X with Xδ, we may assume that X is order complete.
By Remark 2.2, x = infα supβ≥α yβ = supα infβ≥α yβ, where the sup and
the inf are evaluated in X . Since Y is order complete, the the sup and
the inf exist in Y ; they have the same values as in X because Y is
regular in X . It follows that x ∈ Y and yα o−→ x in Y . 
Corollary 2.12. If Y is a regular sublattice of X then xα
o−→ 0 in Y
iff xα
o−→ 0 in X for every order bounded net (xα) in Y .
Proof. If xα
o−→ 0 in Y then xα o−→ 0 in X by Lemma 2.5. For the
converse implication, suppose that (xα) is an order bounded net in Y
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and xα
o−→ 0 in X . By Corollary 2.9 and Theorem 2.10, we may assume
that X and Y are both order complete. Now apply Lemma 2.11. 
Corollary 2.13. Let Y be a regular sublattice of X. If Y is dense in
X with respect to order convergence then Y is order dense in X. If, in
addition, Y is order complete in its own right, then Y is an ideal of X.
Proof. By Theorem 2.10, Y δ is a regular sublattice of Xδ. We first
show that Y δ is an ideal of Xδ. Let b ∈ Y δ and a ∈ Xδ be such that
0 ≤ a ≤ b. Denote [0, a] = {z ∈ Xδ : 0 ≤ z ≤ a}. By order denseness
of X in Xδ, we have a = sup[0, a] ∩ X in Xδ. Let x ∈ [0, a] ∩ X .
Since Y is dense in X with respect to order convergence, there exists
a net (yα) in Y such that yα
o−→ x in X and, therefore, in Xδ. Put
zα = |yα| ∧ b. Then (zα) is an order bounded net in Y δ, and zα o−→ x
in Xδ. Lemma 2.11 yields x ∈ Y δ. Therefore, a = sup[0, a]∩Y δ in Xδ.
But again, since [0, a] ∩ Y δ is order bounded in Y δ, its supremum in
Xδ equals to its supremum in Y δ. Hence, a ∈ Y δ. This proves that Y δ
is an ideal of Xδ.
Now pick any x ∈ X+ with x > 0. Since Y is dense with respect to
order convergence in X , there exists a net (yα) in Y such that yα
o−→ x
in X . Then |yα| ∧ x o−→ x in X . It follows that z := |yα0| ∧ x > 0
for some α0. Since Y
δ is an ideal, it follows that z ∈ Y δ. Using order
denseness of Y in Y δ, we can find y ∈ Y such that 0 < y ≤ z ≤ x.
This proves that Y is order dense in X .
Finally, note that if Y is order complete, then Y = Y δ is an ideal of
Xδ and hence of X . 
The “in addition” part also follows from the standard fact that an
order complete order dense sublattice is an ideal; [5, Theorem 2.31].
3. Unbounded order convergence and regular sublattices
Following [42, 18, 46, 34, 26], a net (xα) in a vector lattice X is
said to converge in unbounded order (uo-converge for short) to
x ∈ X , written as xα uo−→ x, if |xα − x| ∧ y o−→ 0 for any y ∈ X+;
(xα) is said to be uo-Cauchy if the “double” net (xα − xβ)(α,β) uo-
converges to zero. It is easily seen that uo-convergence (respectively,
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uo-Cauchy) coincides with order convergence (respectively, o-Cauchy)
for order bounded nets. But in general, they are very different; for ex-
ample, the sequence (en) of the standard unit vectors in c0 uo-converges
(to zero), but does not converge in order. We refer to [26, 27] for some
basic properties of uo-convergence and uo-Cauchy.
Throughout this paper, measures and vector measures are always
assumed to be countably additive; no finiteness is assumed unless spec-
ified otherwise. Given a measure space (Ω,Σ, µ), we write L0(µ) for
the vector lattice of real-valued measurable functions on Ω modulo al-
most everywhere (a.e.) equality equipped with the a.e. order: f ≥ g iff
f(t) ≥ g(t) for a.e. t ∈ Ω. It a standard fact that if a sequence of mea-
surable functions converges a.e. then it converges a.e. to a measurable
function. It follows easily that L0(µ) is σ-order complete.
Proposition 3.1. For a sequence (xn) in L0(µ), the following are
equivalent:
(1) (xn) is uo-convergent;
(2) (xn) is uo-Cauchy;
(3) (xn) converges a.e.;
(4) (xn) is order convergent;
(5) (xn) is order Cauchy.
In this case, (xn) is order bounded and the limits in (1), (3), and (4)
are the same.
Proof. The implications (1)⇒(2), (4)⇒(5), and (4)⇒(1) are trivial;
Proposition 2.3 yields (5)⇒(4).
(2)⇒(3) Suppose that (xn) is uo-Cauchy in L0(µ) but (xn) is not a.e.
convergent. It follows that there exists an ε > 0 such that the set
A =
{
t ∈ Ω : inf
n,m≥1
sup
k≥n,l≥m
∣∣xk(t)− xl(t)∣∣ > ε}
has positive measure. Since |xn − xm| ∧ χA o−→ 0, we have
vn,m := sup
k≥n,l≥m
|xk − xl| ∧ χA ↓ 0 in L0(µ).
But for any n,m ≥ 1,
vn,m(t) = sup
k≥n,l≥m
|xk(t)− xl(t)| ∧ χA(t) ≥ ε for a.e. t ∈ A,
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implying that vn,m ≥ εχA > 0, a contradiction.
(3)⇒(4) Suppose xn a.e.−−→ x. Without loss of generality, we may
assume that x ∈ L0(µ) and, replacing xn with xn − x and modifying
each xn on a set of measure zero, we may assume that xn(t) → 0
for every t ∈ Ω. Then supn|xn(t)| < ∞ for every t ∈ Ω. It follows
easily that this pointwise supremum is also the supremum of (|xn|)
in L0(µ). Therefore, (xn) is order bounded. For every t and n, put
zn(t) = supk≥n
∣∣xk(t)∣∣. It is easy to see that zn = supk≥n|xk| in L0(µ)
and that zk(t) ↓ 0 for every t. It follows that |xn| ≤ zn ↓ 0 in L0(µ);
hence xn
o−→ 0. 
Understanding the relations of uo-convergence in the entire vector
lattice and in a sublattice is of critical importance to applications of uo-
convergence; see [26, 27]. In general, uo-convergence may not be stable
under passing to and from sublattices. The following theorem identifies
the sublattices for which uo-convergence does pass to and from them;
this theorem is key to numerous applications of uo-convergence. Cf.
Theorem 2.8 and Corollary 2.12.
Theorem 3.2. Let Y be a sublattice of a vector lattice X. The follow-
ing are equivalent:
(1) Y is regular;
(2) For any net (yα) in Y , yα
uo−→ 0 in Y implies yα uo−→ 0 in X;
(3) For any net (yα) in Y , yα
uo−→ 0 in Y if and only if yα uo−→ 0
in X.
Proof. The implication (3)⇒(2) is obvious. To prove that (2)⇒(1),
suppose that yα ↓ 0 in Y . Applying the fact that uo-convergence
agrees with order convergence for order bounded nets to a tail of (yα),
one can easily obtain yα ↓ 0 in X by (2). It follows that Y is regular.
To prove that (1)⇒(3), suppose that Y is regular in X . Let (yα)
be a net in Y such that yα
uo−→ 0 in Y . Since X is regular in Xδ, it
follows that Y is also regular in Xδ. Let I be the ideal generated by Y
in Xδ. We claim that yα
uo−→ 0 in I. Indeed, fix u ∈ I+. There exists
y ∈ Y+ such that 0 ≤ u ≤ y. By assumption, |yα| ∧ y o−→ 0 in Y and,
therefore, in Xδ, because Y is regular in Xδ. Furthermore, since I is
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regular in Xδ, we have |yα| ∧ y o−→ 0 in I by Corollary 2.12. It follows
from 0 ≤ u ≤ y that |yα| ∧ u o−→ 0 in I. Therefore, yα uo−→ 0 in I. It
now follows from [26, Lemma 3.4] that yα
uo−→ 0 in Xδ. Finally, for any
x ∈ X+, |yα| ∧ x o−→ 0 in Xδ, and, therefore, in X by Corollary 2.9, so
that yα
uo−→ 0 in X .
Conversely, let (yα) be a net in Y such that yα
uo−→ 0 in X . Fix
u ∈ Y+. Then |yα| ∧u o−→ 0 in X . By Corollary 2.12, |yα| ∧u o−→ 0 in Y ,
so that yα
uo−→ 0 in Y . 
This theorem allows us to drop the order completeness assumptions
in several known results. Namely, the following three corollaries im-
prove [26, Lemmas 3.4 and 4.5], [34, Theorem 2.2] and [27, Lemma 1.1].
Corollary 3.3. Suppose that Y is either an ideal of a vector lattice X,
or an order continuous norm complete sublattice of a normed lattice X.
Then for a net (yα) in Y , yα
uo−→ 0 in Y if and only if yα uo−→ 0 in X.
Proof. Simply observe that Y is regular in X in either case. 
Remark 3.4. Let (Ω,Σ, µ) be a measure space and X be an ideal,
or more generally, a regular sublattice, of L0(µ). Then for a sequence
(xn) in X , we have xn
uo−→ 0 in X iff xn uo−→ 0 in L0(µ), iff xn a.e.−−→ 0 by
Proposition 3.1. Similarly, (xn) is uo-Cauchy in X iff (xn) is uo-Cauchy
in L0(µ), iff (xn) converges almost everywhere. In the latter case, (xn)
is uo-convergent in X iff its a.e. limit in L0(µ) belongs to X .
In particular, this statement holds for Lp(µ) spaces, where 0 < p ≤
∞, and for Ko¨the function spaces (cf. [37, Definition 1.b.7]). This
shows that the uo-convergence may be viewed as a generalization of
a.e. convergence.
Corollary 3.5. Let X be a vector lattice with a weak unit x0 > 0.
Then for a net (xα) in X, xα
uo−→ 0 in X if and only if |xα| ∧ x0 o−→ 0
in X.
Proof. Observe that x0 is also a weak unit of X
δ. By Theorem 3.2,
xα
uo−→ 0 in X if and only if xα uo−→ 0 in Xδ, and thus by [34, The-
orem 2.2], if and only if |xα| ∧ x0 o−→ 0 in Xδ, which is equivalent to
|xα| ∧ x0 o−→ 0 in X . 
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Corollary 3.6. Let (xn) be a disjoint sequence in X. Then xn
uo−→ 0
in X.
Proof. Since (xn) is disjoint in X
δ, it follows from [27, Lemma 1.1] that
xn
uo−→ 0 in Xδ, and therefore, in X by Theorem 3.2. 
Recall that a Banach lattice X has the Positive Schur Property
(PSP) if 0 ≤ xn w−→ 0 implies xn → 0 (in norm). The following
theorem was proved in [26, Theorem 3.12] for σ-order complete spaces.
We use Corollary 3.6 to drop the σ-order completeness condition.
Theorem 3.7. A Banach lattice has the PSP if and only if xn
uo,w−−→ 0
implies xn → 0 in norm for every sequence (xn).
Proof. If X has the PSP then X contains no copy of c0, so that X is
order continuous and, therefore, order complete. The result now follows
from [26, Theorem 3.12]. Conversely, suppose that xn
uo,w−−→ 0 in X
implies ‖xn‖ → 0. Again, it suffices to prove thatX is order continuous;
it will then follow from [26, Theorem 3.12] that X has the PSP. Let
(xn) be an order bounded positive disjoint sequence. It is easy to see
that xn
w−→ 0. By Corollary 3.6, xn uo−→ 0. Thus, by the assumption,
xn → 0 in norm. This yields that X is order continuous. 
Remark 3.8. In [7, Definition 5.1], the authors introduce the Wm
property for an r.i. space X on [0, 1] as follows: X is said to have the
Wm property if xn → 0 whenever xn w,µ−−→ 0 (i.e., (xn) converges to zero
weakly and in measure). We claim that this property is equivalent to
the PSP. Indeed, suppose that X has the PSP; let xn
w,µ−−→ 0. Then
every subsequence of (xn) has a further subsequence which converges
to zero a.e.; hence, it is uo-null by Remark 3.4 and is, therefore, norm
null by Theorem 3.7. It follows that xn → 0, so that X has the Wm
property. The proof of the converse implication is similar.
We now introduce a useful way of translating uo-convergence to order
convergence, which is often easier to work with. Recall from [4, Def-
inition 7.1] that a vector lattice is said to be σ-laterally complete
if every disjoint sequence has a supremum. The following elegant re-
sult is mentioned as a comment in [42] and is formally proved in [34,
Theorem 3.2].
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Theorem 3.9. [42, 34] A sequence (xn) in a σ-order complete and
σ-laterally complete vector lattice X is uo-null iff it is order null.
Modifying the proof in [34], we obtain the following result; cf. Propo-
sition 3.1.
Theorem 3.10. A sequence (xn) in a σ-order complete and σ-laterally
complete vector lattice X is uo-Cauchy iff it is o-convergent.
Proof. Observe that only the necessity part needs proof. Let (xn) be
uo-Cauchy in X . It suffices to show that (xn) is order bounded because
in this case, (xn) would be o-Cauchy and thus be o-convergent by
Proposition 2.3. In view of [34, Lemma 3.1], we may assume that
X has a weak unit e > 0.
For any x ≥ 0, denote by Bx the band generated by x and by
Px the band projection onto Bx. Put ex = Pxe. [34, Theorem 2.8]
states that for a net (aα) in X+ one has aα
uo−→ 0 iff e(aα−ne)+ o−→ 0
for every n. It thus follows that e(|xm−xn|−e)+
o−→ 0 as (m,n) → ∞,
and, therefore, infn,m≥1 supk≥n,l≥m e(|xk−xl|−e)+ = 0, or equivalently,
infn≥1 supk≥l≥n e(|xk−xl|−e)+ = 0, which can be reformulated as
dn := sup
k≥l≥n
e(|xk−xl|−e)+ ↓ 0.
Put e1 = e− d1 and en = dn−1 − dn for n ≥ 2. We claim the following
three properties of Ben ’s and Pen’s:
(1) Ben ’s are disjoint. Indeed, it follows from [5, Theorem 1.49] that
en’s are components of e and are disjoint. Hence, Ben’s are disjoint.
(2)
∑n
i=1 Peix ↑ x for any x ∈ X+. Indeed,
∑n
i=1 Peix = P
∑n
i=1 ei
x =
Pe−dnx ↑ x by [5, Theorem 1.48].
(3) For each n,
(
Pen|xm|
)∞
m=1
has an upper bound bn in Ben. Observe
first that Pe−e
x+
(x+ e) ≤ e for any x ∈ X . Indeed, since Bx+ = Bex+ ,
we have x ≤ x+ = Pe
x+
(x) ≤ Pe
x+
(x+ e), and so
Pe−e
x+
(x+ e) = (x+ e)− Pe
x+
(x+ e) ≤ e.
Now for any m ≥ n, we have
Pe−dn|xm − xn| ≤ Pe−e(|xm−xn|−e)+ |xm − xn| ≤ e,
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and thus
Pen |xm − xn| = PenPe−dn|xm − xn| ≤ Pene = en.
Consequently,
Pen|xm| ≤ en + Pen|xn| for any m ≥ n.
The desired result follows immediately.
Finally, since bn’s are disjoint by (1), the supremum b := supn bn
exists in X . For any m ≥ 1, since ∑ni=1 Pei|xm| = ∨ni=1 Pei|xm| ≤ b for
any n, we have, by (2), that |xm| ≤ b. 
Remark 3.11. The proof of Theorem 3.9 in [34] and our proof of
Theorem 3.10 both utilize [34, Theorem 2.8], which is stated in [34] only
for order complete vector lattices. However, it can be easily verified
that its proof in [34] remains valid for countably indexed nets in σ-order
complete vector lattices.
For a vector lattice X , denote by Xu its universal completion ,
cf. [4, Definition 7.20]. We would like to thank J.J. Grobler for sug-
gesting a variant of the following result to us.
Corollary 3.12. A sequence (xn) in a vector lattice X is uo-null in X
iff it is o-null in Xu; it is uo-Cauchy in X iff it is o-convergent in Xu.
Proof. Observe that X is order dense and thus is regular in Xu. Apply
Theorem 3.2, and then Theorem 3.9 or Theorem 3.10, respectively. 
We present an application of Corollary 3.12 which asserts that uo-
convergence is preserved under taking Cesaro means.
Corollary 3.13. Let (xn) be a sequence in a vector lattice X. If (xn)
is uo-null (respectively, uo-Cauchy) in X then so are its Cesa`ro means.
Proof. By Corollary 3.12, it suffices to prove that if (xn) is o-convergent
in Xu then its Cesa`ro means o-converge to the same limit in Xu. This
follows immediately from the lemma below. 
Lemma 3.14. Let (xn) be a sequence in a σ-order complete vector
lattice X. If xn
o−→ 0 then the Cesa`ro means of (xn) converge in order
to zero.
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Proof. Since X is σ-order complete, by Remark 2.2 we can find a se-
quence (un) such that un ↓ 0 and |xn| ≤ un for every n. Let kn be the
integer part of
√
n. Then
∣∣∣ 1n
n∑
i=1
xi
∣∣∣ ≤ 1n
n∑
i=1
ui ≤ 1n
kn−1∑
i=1
ui +
1
n
n∑
i=kn
ui ≤ kn
n
u1 + ukn ↓ 0
because kn
n
u1 ↓ 0 and ukn ↓ 0. 
We end this section with an interesting result that will be needed
later. A subset A of a vector lattice X is said to be uo-closed (re-
spectively, o-closed) in X , if for any net (xα) ⊂ A and x ∈ X with
xα
uo−→ x (respectively, xα o−→ x) in X , one has x ∈ A.
Proposition 3.15. Let X be a vector lattice and Y a sublattice of X.
Then Y is uo-closed in X if and only if it is o-closed in X.
Proof. The “only if” part is straightforward since order convergent nets
are uo-convergent.
For the “if” part, suppose Y is order closed, and let (yα) ⊆ Y and
x ∈ X be such that yα uo−→ x in X . Then y±α uo−→ x± in X by [26,
Lemma 3.1]. Thus, without loss of generality, we assume (yα) ⊂ Y+
and x ∈ X+. Observe that
(1) for every z ∈ X+, we have |yα∧z−x∧z| ≤ |yα−x|∧z o−→ 0 in X.
It now follows that, for any y ∈ Y+, yα ∧ y o−→ x ∧ y in X . Since Y is
order closed, x ∧ y ∈ Y for any y ∈ Y+. On the other hand, given any
0 ≤ z ∈ Y d, we have yα ∧ z = 0 for all α, so that (1) yields x ∧ z = 0.
Therefore, x ∈ Y dd, which is the band generated by Y in X . It follows
that there is a net (zβ) in the ideal generated by Y such that 0 ≤ zβ ↑ x
in X . Furthermore, for every β there exists wβ ∈ Y such that zβ ≤ wβ.
Then x ≥ wβ ∧ x ≥ zβ ∧ x = zβ ↑ x in X , and so wβ ∧ x o−→ x in X .
Since wβ ∧ x ∈ Y and Y is order closed, we get x ∈ Y . 
4. AL-representations
In general, uo-convergence is difficult to handle as it is defined via
“local” order convergence. Difficulties occur especially when dealing
with interactions of uo-convergence and a topological convergence. In
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[26, 27], uo-convergence was studied using AL-representations induced
by certain strictly positive functionals on the space.
Let X be a vector lattice; let x∗0 be a strictly positive functional
on X . Define ‖x‖L := x∗0(|x|) for any x ∈ X . Then ‖·‖L is a norm
on X . Let X˜ be the norm completion of (X, ‖·‖L). Then (X˜, ‖·‖L) is
an AL-space in which X sits as a norm dense sublattice.
In this section, we further discuss AL-representations. We improve
some of the results in [26, Subsection 2.2] as we now drop the order com-
pleteness condition. In particular, we show that an AL-representation
preserves uo-convergence if and only if the strictly positive functional
is order continuous.
Theorem 4.1. Let X be a vector lattice with a strictly positive func-
tional x∗0. The following four statements are equivalent.
(1) x∗0 is order continuous on X.
(2) X is a regular sublattice of X˜.
(3) X is an order dense sublattice of X˜.
(4) For any net (xα) in X, xα
uo−→ 0 in X if and only if xa uo−→ 0
in X˜.
If, in addition, X is order complete, then (1)-(4) are equivalent to the
following:
(5) X is an ideal in X˜.
Proof. The equivalence of (2) and (4) follows immediately from Theo-
rem 3.2. Let (xα) be a net in X such that xα ↓ 0 in X . Since X˜ is an
AL-space and is, therefore, order continuous, it follows that xα ↓ 0 in X˜
if and only if x∗0(xα) = ‖xα‖L → 0. This proves the equivalence of (1)
and (2). Observe thatX is norm dense in X˜ and thus is dense in X˜ with
respect to order convergence; cf. [26, Lemma 3.11]. The equivalence of
(2), (3) and (5) now follows immediately from Corollary 2.13. 
Note that the implication (1)⇒(5) in Theorem 4.1 is also proved in
[41, Proposition 2.4.16] using Nakano’s Theorem [41, Theorem 1.4.14].
Remark 4.2. Let X be a vector lattice with a strictly positive order
continuous functional x∗0. Since X˜ is an AL-space, Kakutani’s Rep-
resentation Theorem and Theorem 4.1 yield that X can be identified
UO-CONVERGENCE AND APPLICATIONS TO CESA`RO MEANS 17
as a regular sublattice of L1(µ) for some measure µ. The converse is
also true. Namely, a vector lattice is lattice isomorphic to a regular
sublattice of some L1(µ) iff it admits strictly positive order continuous
functionals. It is also easily seen that a vector lattice is lattice iso-
morphic to an ideal of some L1(µ) iff it is order complete and admits
strictly positive order continuous functionals. Cf. [26, Subsection 2.2].
Remark 4.3. Let X be a vector lattice with a strictly positive order
continuous functional x∗0. Suppose, in addition, that X has a weak
unit x0. Then x0 is also a weak unit of X˜ because X is order dense
in X˜ . In this case, Kakutani’s Representation Theorem guarantees that
one could choose µ to be a finite measure and x0 could correspond to
the constant 1 function. Furthermore, assume, in addition, that X is
order complete. By Theorem 4.1, we may view X as an ideal in L1(µ).
By the preceding observation, X contains 1 and, therefore, X contains
L∞(µ), so that L∞(µ) ⊆ X ⊆ L1(µ), where both inclusions represent
order dense ideals.
Variants of the representation L∞(µ) ⊆ X ⊆ L1(µ) have been ex-
tensively used in literature, see, e.g., [37, Theorem 1.b.14] and [45,
Theorem 2.2]. Contrary to what is claimed in some of the literature,
the following example shows that the assumption that the functional
x∗0 is order continuous cannot be omitted if one wants X to contain
L∞(µ).
Example 4.4. Let X = ℓ∞. Clearly, X is order complete and has
a weak (even a strong) unit. Fix a free ultrafilter U on N . By [1,
Lemma 1.59(4)], limU xn exists for any x = (xn) ∈ X . We denote the
limit by y∗(x). By [1, Lemma 1.60], y∗ is a linear functional on X . It is
also easily seen from [1, Definition 1.58] that y∗ is a lattice homomor-
phism on X ; in particular, it is positive. Put z∗(x) =
∑∞
n=1
xn
2n
, and let
x∗0 = y
∗ + z∗. Since z∗ is strictly positive, so is x∗0.
Let X˜ be the L1-representation for X and x
∗
0. We claim that X˜ may
be identified with L1(Ω, µ) where Ω = N ∪ {∞} and µ is defined by
µ
({n}) = 2−n for every n ∈ N and µ({∞}) = 1. Indeed, let
X0 =
{
f ∈ L∞(µ) : f(∞) = y∗(x) where x =
(
f(n)
)
n∈N
}
.
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Consider the map T : X → X0 given by (Tx)(n) = xn and (Tx)(∞) =
y∗(x). Clearly, T is a linear bijection. Since y∗ is a lattice homomor-
phism, X0 is a sublattice of L1(µ) and T is a lattice isomorphism.
Note that x∗0
(|x|) = ‖Tx‖L1 for every x ∈ X . Thus, in order to prove
that X˜ is lattice isometric to L1(µ), it is left to show that X0 is norm
dense in L1(µ). Let u ∈ L1(µ) be the characteristic function of {∞}.
Then u ∈ X0. Indeed, for every n, define fn ∈ X0 as follows: fn(k) = 0
when k < n, fn(k) = 1 when k ≥ n, and fn(∞) = 1. Then fn → u in
L1(µ), so that u ∈ X0. Now for every f ∈ L1(µ), we have f = g + λu
for some g ∈ X0 which agrees with f on N and some appropriate λ ∈ R.
It follows that f ∈ X0. Thus, X0 is dense in L1(µ).
We have thus proved that X˜ can be identified with L1(µ); with X
corresponding to X0. Now note that u ∈ L∞(µ), yet u /∈ X0, hence
L∞(µ) is not contained in X0.
Note also that if 0 ≤ g ≤ u for some g ∈ X0 then g = 0. It follows
that X0 is not order dense in L1(µ). Theorem 4.1 and the remarks
after it do not apply here because y∗ (and, therefore, x∗0) is not order
continuous, which can easily be verified directly.
We will repeatedly use the following standard fact; see e.g., [37,
Proposition 1.b.15]; see also [40, Theorem 3].
Proposition 4.5 ([37]). Every order continuous Banach lattice with a
weak unit admits a strictly positive functional.
Remark 4.6. Let X be a Banach lattice such that every principal
band in X admits a strictly positive order continuous functional. (By
Proposition 4.5, this is satisfied for order continuous Banach lattices.)
Take any sequence (xn) in X . Let B be a principal band containing
(xn). For example, one can take B = Bx0 where x0 =
∑∞
n=1
|xn|
2n‖xn‖
. By
assumption, B admits a strictly positive order continuous functional x∗0.
Let L1(µ) be an AL-representation for (B, x
∗
0). Since B has a weak unit,
we may chose µ to be a probability measure (by scaling x∗0). Combining
Theorem 4.1(4) with Remark 3.4, we get xn
uo−→ 0 in X iff xn uo−→ 0 in B
iff xn
uo−→ 0 in L1(µ) iff xn a.e.−−→ 0 in L1(µ). Similarly, (xn) is uo-Cauchy
in X iff (xn) converges a.e. to some measurable function.
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The following proposition is an application of this technique.
Proposition 4.7. Let X be a Banach lattice such that every principal
band admits a strictly positive order continuous functional. If 0 ≤
xn
w−→ 0 then xnk uo−→ 0 for some subsequence (xnk).
Proof. Let x∗0 and L1(µ) be as in Remark 4.6. It follows from x
∗
0(xn)→
0 that (xn) converges to zero in norm in L1(µ). Then there is a subse-
quence (xnk) such that xnk
a.e.−−→ 0. It follows that xnk uo−→ 0 in X . 
The following is a special case of Corollary 3.13, but the proof is now
much simpler.
Example 4.8. LetX be a Banach lattice in which every principal band
admits a strictly positive order continuous functional. If (xn) is uo-null
(respectively, uo-Cauchy), then so are its Cesa`ro means. Indeed, by
Remark 4.6, it suffices to observe that the statement is true for a.e.
convergence in L1(µ).
There is also a way of representing Banach lattices as L1-spaces
of functions which are integrable with respect to a vector measure.
One can thus define almost everywhere convergence of sequences in
the lattice with respect to the associated vector measures. We claim
that this so-defined almost everywhere convergence is also equal to uo-
convergence and is thus independent of the choice of vector measure.
A systematic study of vector measures on δ-rings and integration
over such vector measures can be found in [38, 39]; in particular, we
refer to [38, Section 2] for basic definitions and properties. Let R be
a δ-ring of subsets of Ω and ν : R → Y be a vector measure, where Y
is a real Banach space. Let Rloc be the σ-algebra of all sets B such
that B ∩ A ∈ R for every A ∈ R. The variation of ν is the countably
additive measure |ν| : Rloc → [0,∞] defined by
|ν|(A) = sup
{ n∑
i=1
∥∥ν(Ai)∥∥ : (Ai)n1 is a disjoint sequence in R∩ 2A}.
A ν-null set is a set A in Rloc such that |ν|(A) = 0, or equivalently,
ν(B) = 0 for any subset B of A that is contained in R.
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Let L0(ν) be the vector lattice of all Rloc-measurable real functions
(modulo ν-a.e. equality), endowed with the order: f ≥ g iff f(t) ≥ g(t)
except on a ν-null set. That is, L0(ν) = L0
(|ν|). Let Lw1 (ν) be the
Banach lattice of all f in L0(ν) such that
‖f‖ := sup
y∗∈BY ∗
∫
|f | d∣∣y∗ν∣∣ <∞;
here |y∗ν| : Rloc → [0,∞) is the variation of y∗ν : R → R. Given
f ∈ Lw1 (ν), we say that f is ν-integrable and write f ∈ L1(ν) if for
every A ∈ Rloc there exists a vector in Y , denoted ∫
A
f dν, such that
y∗
(∫
A
f dν
)
=
∫
A
f dy∗ν for all y∗ ∈ Y ∗.
Theorem 2.1.2 in [32] asserts that L1(ν) is the order continuous part
of Lw1 (ν). We refer to [32] for basic properties of L1(ν) and L
w
1 (ν).
It was proved in [14, 15] that an order continuous Banach lattice
X with a weak unit is lattice isometric to L1(ν) for a vector measure
ν defined on a σ-algebra. It was later extended to spaces without a
weak unit in [17, 32]; in this case, one has to consider a vector measure
defined on a δ-ring instead of a σ-algebra. Namely, a Banach lattice
X is order continuous iff it is lattice isometric to L1(ν) for a vector
measure ν on a δ-ring. Given such a space X represented as L1(ν) and
a sequence (xn) in X , we say that the sequence ν-almost everywhere
converges to a function x if xn(t) → x(t) except on a ν-null set. Note
that x need not be an element of X .
Our aforementioned claim is verified by the following proposition and
the subsequent paragraph.
Proposition 4.9. Let Y be a Banach space, R be a δ-ring of sets of
Ω and ν : R → Y be a vector measure. Let X be a regular sublattice of
L0(ν) and (xn) be a sequence in X. Then xn
ν−a.e.−−−→ 0 iff xn uo−→ 0 in X,
and (xn) converges ν-a.e. if and only if (xn) is uo-Cauchy in X.
Proof. In view of Theorem 3.2, we may assume X = L0(ν). As a vector
lattice, L0(ν) is nothing but L0(|ν|). Now apply Proposition 3.1. 
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This proposition applies to Lw1 (ν) and L1(ν) because they both are
ideals of L0(ν). This result also shows that the concept of a.e. conver-
gence in X is independent of a specific representation of X as L1(ν).
5. Komlo´s properties
The property described in Komlo´s’ Theorem 1.1 has been exten-
sively studied by various authors (see, for example, [3, 11, 30, 28, 36,
12, 16, 31]), mainly due to its numerous applications in many areas of
mathematics, including probability theory, function theory, and math-
ematical economics. In this section, we study the property for general
Banach lattices. We show that this property may be extended from
L1(P) to a very large class of Banach lattices; in particular, to order
continuous Banach lattices. The version (Theorem 5.9) we establish
here is intrinsic and measure-free due to the use of uo-convergence. As
will be seen, it also covers and unifies the main results of [16, 31].
Definition 5.1. A Banach latticeX is said to have theKomlo´s prop-
erty if for every norm bounded sequence (xn) in X there exists a sub-
sequence (yn) and a vector y in X such that the Cesa`ro means of every
subsequence of (yn) uo-converge to y. More generally, we say that X
has the pre-Komlo´s property if every norm bounded sequence (xn)
in X admits a subsequence (yn) such that the Cesa`ro means of any
subsequence of (yn) are uo-Cauchy in X .
Example 5.2. A Banach lattice which fails the pre-Komlo´s property.
Let X = ℓ∞(Γ), where Γ is the collection of all sequences in N . Apply-
ing Remark 3.4 to the counting measure on Γ, we see that a sequence
in ℓ∞(Γ) is uo-Cauchy if and only if it is convergent coordinatewise.
Take a sequence (ak) in [−1, 1] such that its Cesa`ro means are divergent
in R. For any n, define xn ∈ ℓ∞(Γ) as follows: given γ = (nk) ∈ Γ,
put xn(γ) = 0 if n 6∈ γ and xn(γ) = ak if n = nk ∈ γ. Now for any
subsequence (xnk) of (xn), the Cesa`ro means of (xnk) at the coordinate
γ = (nk) are the same as the Cesa`ro means of (ak), and hence diverge
in R. It follows that the sequence of the Cesa`ro means of (xnk) is not
uo-Cauchy in ℓ∞(Γ).
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Example 5.3. C[0, 1] fails the Komlo´s property. Indeed, for each n,
define fn ∈ C[0, 1] so that fn equals one on [0, 12 ], vanishes on [12+ 1n , 1],
and is linear on [1
2
, 1
2
+ 1
n
]. It is easy to see that Cesa`ro means of every
subsequence of (fn) decrease and converge pointwise to the character-
istic function of [0, 1
2
] and, therefore, neither converge in order nor uo-
converge. Note that, however, the Cesa`ro means of every subsequence
of (fn) are uo-Cauchy.
We do not know whether C[0, 1] has the pre-Komlo´s property, or
more generally, when C(K) has the pre-Komlo´s property.
The Komlo´s property clearly implies the pre-Komlo´s property but
the reverse implication fails in general.
Example 5.4. c0 has the pre-Komlo´s property but fails the Komlo´s
property. Indeed, let (xn) be a norm bounded sequence in c0. A stan-
dard diagonal process yields a subsequence (yn) of (xn) which is coor-
dinatewise convergent. The Cesa´ro means of any subsequence of (yn)
are coordinatewise convergent and hence are uo-Cauchy by Remark 3.4
(applied to the counting measure on N). Consequently, c0 has the pre-
Komlo´s property. Now let (en) be the standard basis of c0, and put
fn =
∑n
i=1 ei. Clearly, the Cesa`ro means of any subsequence of (fn)
converge coordinatewise to (1, 1, 1, . . . ). Since uo-convergence is the
same as coordinatewise convergence in c0, it follows that the Cesa`ro
means of no subsequence of (fn) are uo-convergent in c0. Hence, c0
fails the Komlo´s property.
A Banach lattice is said to be boundedly uo-complete (respec-
tively, sequentially boundedly uo-complete) if every norm bounded
uo-Cauchy net (respectively, sequence) is uo-convergent. We will use
the following two facts.
Theorem 5.5. [26, Theorem 4.7] An order continuous Banach lattice
X is a KB-space iff it is (sequentially) boundedly uo-complete.
Theorem 5.6. [27, Theorem 2.2] The dual space of an order continu-
ous Banach lattice is boundedly uo-complete.
Proposition 5.7. Every (sequentially) boundedly uo-complete Banach
lattice is order complete (respectively, σ-order complete).
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Proof. Let (xα) be an increasing order bounded positive net in a bound-
edly uo-complete Banach lattice X . Then (xα) is order convergent in
the order completion Xδ and, therefore, is order Cauchy in Xδ. It
follows from Corollary 2.9 that (xα) is order Cauchy, and, therefore,
uo-Cauchy in X . By assumption, (xα) uo-converges to some x ∈ X .
Since (xα) is order bounded, we have xα
o−→ x. The order limit x is
easily seen to be the supremum of (xα) in X .
The proof of the sequential version is similar. 
The converse is false: c0 is order complete, yet it is not sequentially
boundedly uo-complete.
Proposition 5.8. A Banach lattice X with the Komlo´s property is
sequentially boundedly uo-complete.
Proof. Let (xn) be a bounded uo-Cauchy sequence in X . By Corol-
lary 3.12, there exists a vector x ∈ Xu such that xn o−→ x in Xu.
Again by Corollary 3.12, it suffices to show that x ∈ X . The Komlo´s
property yields a subsequence (yn) of (xn) and a vector y ∈ X such
that 1
n
∑n
1 yi
uo−→ y in X , and, therefore, 1
n
∑n
1 yi
o−→ y in Xu. Since
yn
o−→ x in Xu, Lemma 3.14 yields 1
n
∑n
1 yi
o−→ x in Xu. It follows that
x = y ∈ X . 
This proposition provides another reason why C[0, 1] fails the Komlo´s
property; cf. Example 5.3. Note that in Example 5.2, the space ℓ∞(Γ)
is sequentially boundedly uo-complete by Remark 3.4; this illustrates
that the converse of this proposition is false in general. We can now
present a convenient criterion for determining when a Banach lattice
has the Komlo´s or the pre-Komlo´s property.
Theorem 5.9. Let X be a Banach lattice such that every principal
band in X admits a strictly positive order continuous functional. Then
X has the pre-Komlo´s property. Moreover, X has the Komlo´s property
iff it is sequentially boundedly uo-complete.
Proof. Let (xn) be a norm bounded sequence in X . Let B and L1(µ) be
as in Remark 4.6. Since (xn) is also norm bounded in L1(µ), Komlo´s’
Theorem 1.1 yields a subsequence (yn) of (xn) such that the Cesa`ro
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means (sm) of any subsequence of (yn) converge almost everywhere to
some g ∈ L1(µ). It follows from Remark 4.6 that (sn) is uo-Cauchy
in X . This proves that X has the pre-Komlo´s property.
Suppose that X is also sequentially uo-complete. By the preceding
paragraph, sm
a.e.−−→ g in L1(µ) and (sm) is uo-Cauchy in X . It follows
that sm
uo−→ s for some s ∈ X . Proposition 3.15 yields s ∈ B. By
Remark 4.6, sm
a.e.−−→ s in L1(µ). It follows that s equals g and does
not depend on the choice of a subsequence. Thus, X has the Komlo´s
property. The other direction follows from Proposition 5.8. 
Corollary 5.10. If a Banach lattice admits a strictly positive order
continuous functional then it has the pre-Komlo´s property.
Example 5.11. ℓ∞ has the Komlo´s property. Indeed, ℓ∞ admits an or-
der continuous strictly positive functional; it is boundedly uo-complete
by Theorem 5.6.
Remark 5.12. In [40, Theorem 3], the author identifies a large class
of Banach lattices which admit strictly positive order continuous func-
tionals. By Theorem 5.9, these spaces have the pre-Komlo´s property.
Proposition 5.13. Let X be a Banach lattice which, as a vector lattice,
is a regular sublattice of an order continuous Banach lattice Y . Then
X has the pre-Komlo´s property. Moreover, X has the Komlo´s property
iff it is sequentially boundedly uo-complete.
Proof. Due to regularity, every principal band in X is contained in a
principal band of Y and thus admits a strictly positive order continuous
functional; cf. Proposition 4.5. Apply Theorem 5.9. 
The following simple characterization of the Komlo´s property for
order continuous Banach lattices is an immediate consequence of this
proposition and Theorem 5.5. Cf. Example 5.4.
Corollary 5.14. Let X be an order continuous Banach lattice. Then
X has the pre-Komlo´s property. Moreover, X has the Komlo´s property
iff it is a KB-space.
We observed in Example 5.11 that ℓ∞ has the Komlo´s property;
yet it is not a KB-space. Hence, the order continuity assumption in
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Corollary 5.14 cannot be weakened to order completeness. The follow-
ing proposition shows that to verify the Komlo´s property in an order
continuous Banach lattice, one does not have to consider “further sub-
sequences”.
Corollary 5.15. An order continuous Banach lattice X has the Komlo´s
property iff every norm bounded sequence in X has a subsequence whose
Cesa`ro means are uo-convergent in X.
Proof. The forward implication is trivial. Suppose X fails the Komlo´s
property. By Corollary 5.14, X is not a KB-space, so that X contains a
lattice copy of c0. Without loss of generality, assume that c0 ⊂ X . Let
(fn) be as in Example 5.4. Then by assumption, (fn) has a subsequence
whose Cesa`ro means uo-converge to some x ∈ X . Note that a norm
closed sublattice of an order continuous Banach lattice is order closed,
and hence is uo-closed by Proposition 3.15. Therefore, x ∈ c0. Since
the Cesa`ro means uo-converge to x in X , they uo-converge to x in c0
by Corollary 3.3. This contradicts Example 5.4. 
5.1. Komlo´s property in function spaces. Variants of the Komlo´s
property in function spaces have appeared in [16, 31], where the authors
defined the Komlo´s property with respect to a measure in [16] and a
vector measure in [31]. We will show that many of the results in [16, 31]
may be viewed as special cases of our Theorem 5.9 and its corollaries.
Recall that Remark 3.4 and Proposition 4.9 imply that, for a sequence
(xn) in a regular sublattice of L0(µ) or L0(ν), (xn) is a.e. convergent
iff it is uo-Cauchy; (xn) is a.e. null iff it is uo-null. Recall also that
L0(ν) = L0
(|ν|) and |ν| is a measure defined on a σ-algebra; a set is
ν-null if it is |ν|-null. Thus, the Komlo´s properties defined in both
[16, 31] coincide with our notion of Komlo´s property.
Let X be a Banach lattice which is a regular sublattice of L0(µ),
where µ is a measure, or of L0(ν), where ν is a vector measure on a
δ-ring. Recall that X is said to have the weak σ-Fatou property
when for every increasing positive norm bounded sequence (xn), if (xn)
converges a.e. to some measurable function x, then x ∈ X .
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Proposition 5.16. Let X be a Banach lattice which is a regular sub-
lattice of L0(µ), where µ is a measure, or of L0(ν), where ν is a vector
measure on a δ-ring. Then X has the weak σ-Fatou property iff X is
sequentially boundedly uo-complete.
Proof. Suppose that X is sequentially boundedly uo-complete; let (xn)
be a positive increasing norm-bounded sequence and xn
a.e.−−→ x for some
measurable function x. Then (xn) is uo-Cauchy in X and thus is uo-
convergent to some y ∈ X by assumption. Clearly, (xn) a.e. converges
to y. It follows that x = y ∈ X .
Conversely, suppose that X has the weak σ-Fatou property. We
claim first that X is σ-order complete. Indeed, let 0 ≤ xn ↑≤ x in X .
Then (xn(t)) converges a.e., so that we can put x0(t) = supn xn(t).
By assumption, x0 ∈ X . It is also clear that xn ↑ x0 in L0 and thus
in X by Corollary 2.12. This proves the claim. Now let (xn) be a
bounded uo-Cauchy sequence in X . It follows from xn = x
+
n − x−n that
we may assume that xn ≥ 0 for every n. We have xn a.e.−−→ x for some
measurable function x. For each n, define yn = infk≥n xk. Since X is
a regular sublattice of L0, it follows that in the definition of yn, the
infimum taken in X is the same as that taken in L0, or, equivalently,
taken pointwise. It now follows from xn
a.e.−−→ x that yn a.e.−−→ x. Clearly,
yn ↑. By assumption, this yields x ∈ X . 
Thus, one may view sequential bounded uo-completeness as a gener-
alization of the weak σ-Fatou property from function spaces to general
Banach lattices. We can now relate our results to [31, Theorem 1.1],
which is stated as the main result of [31] and asserts that if a Banach
lattice X is an ideal in L1(ν), where ν is a vector measure on a δ-ring,
then X has the Komlo´s property iff it has the weak σ-Fatou property.
In view of Proposition 5.16, this result is a special case of our Propo-
sitions 5.13. Moreover, our result applies not only to ideals of L1(ν)
but also to regular sublattices of Lp(ν) (1 ≤ p <∞); simply note that
Lp(ν) (1 ≤ p <∞) is an order continuous Banach lattice and an ideal
of L0(ν) (cf. [32, Chapter 3]).
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Next, we will relate our results to the results of [16] on the Komlo´s
property in certain function spaces over measure spaces. As we men-
tioned earlier, the definition of the Komlo´s property in [16] agrees with
our definition. We introduce two large classes of function spaces which
include the spaces considered in [16], and we will show that our The-
orem 5.9 applies to these spaces. This will imply the main results
of [16].
Definition 5.17. A generalized Ko¨the function space over (Ω,Σ, µ)
is a regular sublattice of L0(µ) endowed with a complete lattice norm
‖·‖ such that Ω admits a countable partition (Ωn) into measurable sets
with
∫
Ωn
|x|dµ <∞ for each n and each x ∈ X .
This class includes Ko¨the function spaces (see Definition 1.b.17 in
[37]). However, in contrast to Ko¨the function spaces, we do not require
that µ be σ-finite, or that X be an ideal of L0(µ), or that χA lie in
the space for every A ∈ Σ with finite measure. For example, L1(µ) is
a generalized Ko¨the function space for any measure µ.
For a vector lattice X , we write X∼oc for the band of all order contin-
uous functionals in X∼ (in literature, it is often denoted by X∼n ).
Proposition 5.18. Every generalized Ko¨the function space admits a
strictly positive order continuous functional.
Proof. In the notation of Definition 5.17, let ϕn(x) =
∫
Ωn
x dµ. Clearly,
each ϕn is a positive and, therefore, a bounded functional on X ; as well,
it is order continuous on X because integration is order continuous on
L1(Ωn). The series ϕ :=
∑∞
n=1 λnϕn converges provided that 0 < λn ↓ 0
sufficiently rapidly. It is clear that ϕ is a strictly positive functional
on X . Since X∼oc is closed, ϕ is order continuous. 
Proposition 5.19. Let (Ω,Σ, µ) be a σ-finite measure space and X be
a Banach lattice which is an ideal of L0(µ). Then X admits a strictly
positive order continuous functional.
Proof. Observe first that every disjoint collection of nonzero vectors
in L0(µ)+ is at most countable. Indeed, let D be such a collection.
Write Ω =
⋃∞
n=1Ωn where µ(Ωn) < ∞ for each n. Put Dn =
{
d ∈
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D : d ∧ χΩn > 0
}
. Since D is disjoint, we have, for any distinct
d1, . . . , dk ∈ Dn,
k∑
i=1
µ
({t : di∧χΩn(t) > 0}) = µ(
k⋃
i=1
{
t : di∧χΩn(t) > 0
}) ≤ µ(Ωn) <∞.
Thus, in view of the fact that µ
({t : d ∧ χΩn(t) > 0}) > 0 for each
d ∈ Dn, it follows easily that Dn is at most countable. Therefore,
D =
⋃∞
1 Dn is also at most countable.
Let Λ be a maximal disjoint collection of non-zero positive function-
als in X∼oc. We claim that Λ is at most countable. Indeed, for any dis-
tinct f, g ∈ Λ, their carriers Cf and Cg are disjoint bands by Nakano’s
Theorem [5, Theorem 1.67]. For every f ∈ Λ, pick 0 < xf ∈ Cf . Then
the collection
{
xf : f ∈ Λ
}
is a disjoint collection in X and, therefore,
in L0(µ); hence is at most countable by the preceding claim. It follows
that Λ is at most countable.
By Lozanovsky’s Theorem [1, Theorem 5.25],X∼oc separates the points
of X . It follows that Λ 6= ∅. Write Λ = {fn}n≥1. Put f =
∑
n≥1
fn
2n‖fn‖
.
Since X∼oc is closed, f ∈ X∼oc. Since Λ is maximal, it follows that f is a
weak unit of X∼oc. It is left to show that f is strictly positive. Suppose
not, then f(x0) = 0 for some x0 > 0, so that for any 0 < g ∈ X∼oc we
have g(x0) = limn(g ∧ nf)(x0) = 0. This contradicts the fact that X∼oc
separates the points of X . 
Remark 5.20. Under the assumptions of Proposition 5.19, since X∼oc
separates the points of X , it follows easily from Nakano’s Theorem [5,
Theorem 1.67] that an order continuous functional is strictly positive iff
it is a weak unit of X∼oc. Thus, Proposition 5.19 is essentially equivalent
to [1, Corollary 5.27]. While the proof of [1, Corollary 5.27] there is very
function theoretical, our proof is more direct and functional analytic
in nature.
The following result now follows immediately from Theorem 5.9,
Propositions 5.18 and 5.19 and Proposition 5.16.
Corollary 5.21. Let X be either a generalized Ko¨the function space
over a measure space, or a Banach lattice which is an ideal of L0(µ) for
UO-CONVERGENCE AND APPLICATIONS TO CESA`RO MEANS 29
a σ-finite measure µ. Then X has the pre-Komlo´s property. Moreover,
X has the Komlo´s property iff it has the weak σ-Fatou property.
In [16, Section 2 and Definition 3.2], the authors consider so called
finitely integrable andweakly finitely integrable Banach function
spaces. Since every positive functional on a Banach lattice is bounded,
it can be easily verified that every finitely integrable space is a Ko¨the
space (namely, finite integrability equals local integrability); hence it
is a generalized Ko¨the space. Furthermore, every weakly finitely inte-
grable space is also a generalized Ko¨the space. Indeed, let Ωn’s and
wn’s be as in [16, Definition 3.2]. Put Ω
1
n :=
{
t ∈ Ωn : wn(t) ≥ 1
}
,
and for k ≥ 2, put Ωkn :=
{
t ∈ Ωn : 1k ≤ wn(t) < 1k−1
}
. Then
(Ωkn)n,k is a countable partition of Ω into measurable sets (adding, if
necessary, a set of measure 0), and for each n, k ≥ 1 and each x ∈ X ,∫
Ωkn
|x|dµ ≤ ∫
Ωn
|x|kwn dµ < ∞. Note that for a weakly finitely in-
tegrable Banach function space, the underlying measure has to be σ-
finite.
It is clear that Theorem 3.1 and Corollary 3.3 in [16] follow from
either case of Corollary 5.21.
5.2. Komlo´s sets. We now study the converse of the Komlo´s Theo-
rem 1.1. The following definition is inspired by [36].
Definition 5.22. A subset C of a Banach latticeX is called aKomlo´s
set if for every sequence (xn) in C there is a subsequence (xnk) of (xn)
and x ∈ C such that the Cesa`ro means of any subsequence of (xnk)
uo-converge to x in X .
[36, Theorem 2.2] asserts that every convex Komlo´s set in L1(µ) is
norm bounded when µ is a σ-finite measure. This interesting property
was later generalized to some other Banach function spaces in [16]. We
now recover this result for more general Banach lattices.
Recall that a vector lattice X has the projection property if every
band in X is a projection band. It is well known that every order
complete vector lattice has the projection property.
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Theorem 5.23. Let X be a Banach lattice with the projection property.
If X∼oc is a norming subspace of X
∗ then any convex Komlo´s set C in
X is norm bounded.
Proof. Let C be a convex Komlo´s set in X . Suppose first that X has a
weak unit. Since X∼oc is a norming subspace of X
∗, it suffices to show
that x∗(C) is bounded for every x∗ ∈ X∼oc. Since X∼oc is a band inX∗, we
may assume without loss of generality that x∗ > 0; otherwise, consider
x∗+ and x
∗
−.
Let B be the carrier of x∗. Then B is a band in X ; let P be the
corresponding band projection. Note that B has a weak unit, and the
restriction x∗0 of x
∗ to B is a strictly positive order continuous functional
on B. Let B˜ be the AL-representation for (B, x∗0) as in Section 4. By
Remark 4.3, B˜ = L1(µ) for some finite measure µ. By [26, Lemma 3.3],
if xn
uo−→ x in X then Pxn uo−→ Px. It follows that P (C) is a convex
Komlo´s set in B. Furthermore, P (C) is a Komlo´s set in L1(µ) by
Theorem 4.1(4) and, therefore, P (C) is norm bounded in L1(µ) by
[36]. Observe that∣∣x∗(x)∣∣ ≤ x∗(|x|) = x∗(P |x|) = x∗(|Px|) = ‖Px‖L1(µ)
for every x ∈ C; this yields that x∗(C) is bounded.
We now consider the general case. Suppose, for the sake of contra-
diction, that C is not norm bounded in X . Pick a sequence (xn) in C
such that supn‖xn‖ = ∞. Let B be the band generated by (xn) and
P be the corresponding band projection. Then B has the projection
property and a weak unit, and B∼oc is a norming subspace of B
∗. Ob-
serve that P (C) is a Komlo´s set in B by [26, Lemma 3.3] again, and is
therefore norm bounded by the preceding paragraph. This leads to a
contradiction since (xn) ⊂ P (C). 
Corollary 5.24. Let X be an order continuous Banach lattice or a dual
Banach lattice. Then every convex Komlo´s set in X is norm bounded.
Recall that a vector lattice X has the countable sup property ,
if every subset in X having a supremum contains a countable subset
with the same supremum.
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Proposition 5.25. Let (Ω,Σ, µ) be a σ-finite measure space and X be
a Banach lattice which is an ideal of L0(µ). Suppose that ‖xn‖ ↑ ‖x‖
whenever 0 ≤ xn ↑ x in X. Then X∼oc is a norming subspace of X∗. In
particular, every convex Komlo´s set is norm bounded.
Proof. By [41, Lemma 2.6.1], L0(µ) has the countable sup property.
It follows that X has the countable sup property. Hence, from our
assumption, it follows easily that X satisfies the Fatou property in the
sense of [41, Definition 2.4.18]; namely, for any net 0 ≤ xα ↑ x in X ,
one has ‖xα‖ ↑ ‖x‖. Recall also that X∼oc separates the points of X
by Lozanovsky’s Theorem [1, Theorem 5.25], and note that X is order
complete. [41, Theorem 2.4.21] implies that X∼oc is norming. The last
assertion follows from Theorem 5.23. 
This proposition includes and improves [16, Theorems 4.1 and 4.2].
Note that our Theorem 5.23 applies to function spaces over non-σ-finite
measure spaces. In particular, a convex Komlo´s set in L1(µ) is norm
bounded even when µ is not necessarily σ-finite.
We finish this section with two open problems.
Problem 5.26. Let X be a sequentially boundedly uo-complete Ba-
nach lattice. Does the pre-Komlo´s property imply the Komlo´s property
on X?
Problem 5.27. Is there an unbounded convex Komlo´s set?
6. Banach-Saks properties
Let X be a Banach space. A sequence (xn) in X is said to be
Cesa`ro convergent if its Cesa`ro means converge in norm. We say
that X has the Banach-Saks property (BSP) if every bounded
sequence has a Cesa`ro convergent subsequence. We say that X has
the weak Banach-Saks property (WBSP) if every weakly null se-
quence has a Cesa`ro convergent subsequence; in this case, it is easy
to see that the Cesa`ro means of the subsequence converge to zero.
Suppose now that X is a Banach lattice. We say that X has the
disjoint Banach-Saks property (DBSP) (respectively, disjoint
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weak Banach-Saks property (DWBSP)) if every bounded (re-
spectively, weakly null) disjoint sequence has a Cesa`ro convergent sub-
sequence.
Various Banach-Saks properties have been extensively studied; see,
e.g., [43, 20, 21, 6, 33, 10, 24, 25]. We will use the following classical
result.
Theorem 6.1 ([22]). Every bounded sequence (xn) in a Banach space
has a subsequence (xnk) such that either every further subsequence of
(xnk) Cesa`ro converges to the same limit or every further subsequence
of (xnk) Cesa`ro diverges.
In this section, we study some aspects of Banach-Saks properties for
Banach lattices. The idea is to apply the pre-Komlo´s property estab-
lished in Section 5 to reduce the norm convergence of Cesa`ro means to
an order property; namely, almost order boundedness. This approach
also proves very efficient when dealing with domination problems of
(weakly) Banach-Saks operators.
Recall that a subset A of a Banach lattice X is almost order
bounded if for any ε > 0 there exists x ∈ X+ such that A ⊂ [−x, x] +
εBX . It follows readily from the Riesz decomposition property that
A ⊂ [−x, x] + εBX if and only if supa∈A
∥∥∥(|a| − x)+∥∥∥ ≤ ε. Hence, if A
is almost order bounded, so is its convex solid hull. It is easy to see
that a norm convergent sequence is almost order bounded. We will use
the following fact.
Theorem 6.2 ([26, Proposition 4.2]). In an order continuous Banach
lattice, every almost order bounded uo-Cauchy net converges uo- and
in norm to the same limit.
Combining this Theorem with Corollary 5.14, we obtain the following
useful lemma.
Lemma 6.3. Let X be an order continuous Banach lattice and (xn)
a bounded sequence in X. Suppose that every subsequence of (xn) has
a further subsequence whose Cesa`ro means are almost order bounded.
Then there exist a subsequence (xnk) of (xn) and a vector x ∈ X such
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that the Cesa`ro means of any subsequence of (xnk) converge uo- and in
norm to x.
Proof. In view of Theorem 6.1, by passing to a subsequence, we may
assume without loss of generality that either the Cesa`ro means of ev-
ery subsequence of (xn) converge to the same limit (denote it by x),
or the Cesa`ro means of every subsequence of (xn) diverge. By Corol-
lary 5.14, passing to a further subsequence of (xn), we may assume
that the Cesa`ro means of every subsequence of (xn) are uo-Cauchy.
By assumption, there exists a subsequence (xnk) of (xn) such that the
Cesa`ro means of (xnk) are almost order bounded, and hence converge
by Theorem 6.2. It now follows from the first sentence that the Cesa`ro
means of every subsequence of (xn) converge to x.
Let (yn) be a subsequence of (xnk); let (sm) be the sequence of the
Cesa`ro means of (yn). It now follows from sm → x that the sequence
(sm) is almost order bounded. It also follows from the first part of
the proof that (sm) is uo-Cauchy. Applying Theorem 6.2 again, we
conclude that sm
uo−→ x. 
As an immediate corollary, we obtain the following characterizations
of the BSP and WBSP in order continuous Banach lattices.
Theorem 6.4. For an order continuous Banach lattice X, the follow-
ing are equivalent.
(1) X has the BSP (respectively, the WBSP).
(2) Every bounded (respectively, weakly null) sequence has a subse-
quence whose Cesa`ro means are almost order bounded.
(3) For every bounded (respectively, weakly null) sequence (xn) in X,
there exist a subsequence (xnk) of (xn) and a vector x ∈ X such
that the Cesa`ro means of any subsequence of (xnk) are norm
and uo-convergent to x.
Corollary 6.5. A Banach lattice with the PSP has the WBSP.
Proof. It is known that a Banach lattice with the PSP has order contin-
uous norm. Given a weakly null sequence, it is almost order bounded by
[26, Theorem 3.14]. So are its Cesa`ro means. Apply Theorem 6.4. 
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Example 6.6. Let X be a separable Lorentz space on [0, α) for 0 <
α ≤ ∞. It was proved in [20, Theorem 5.7(i)] that X has WBSP. The
proof there started with the observation that every disjoint weakly
null sequence in X is norm null. This clearly implies that X has the
DWBSP. It is then concluded in [20] thatX has the WBSP because of a
sophisticated variant of the subsequence splitting property established
there.
In fact, [20, Theorem 5.7(i)] is a special case of Corollary 6.5, because
the fact that every disjoint weakly null sequence in X is norm null is
equivalent to the PSP by [41, Corollary 2.3.5].
For the next two propositions, we need the following lemma, which
is a variant of the well-known Kadecˇ-Pe lczyn´ski dichotomy; cf. [37,
p. 38].
Lemma 6.7. Let X be an order continuous Banach lattice and (xn) a
bounded sequence in X. If xn
uo−→ 0 in X, then there exist a subsequence
(xnk) of (xn) and a disjoint sequence (dk) of X such that ‖xnk−dk‖ → 0.
Proof. Put x =
∑∞
n=1 2
−n|xn|. Observe that
∥∥|xn| ∧ y∥∥ → 0 for any
y ∈ X+. An easy induction argument yields a subsequence (xnk) of
(xn) such that ∥∥∥|xnk+1| ∧ (4k
k∑
i=1
|xni|+ 2−kx
)∥∥∥ < 1
k
.
for any k ≥ 1. Put uk =
(|xnk+1| − 4k∑ki=1|xni | − 2−kx)+. Then
|xnk+1| − uk = |xnk+1| ∧
(
4k
k∑
i=1
|xni|+ 2−kx
)
and, therefore,
∥∥∥|xnk+1 | − uk∥∥∥ < 1k . By [5, Lemma 4.35], uk’s are
disjoint. So we are done if (xn) is a positive sequence.
For the general case, let Puk be the band projection onto the band
generated by uk. Put dk = Pukxnk+1 . Then dk’s are disjoint. Moreover,
|xnk+1 − dk| =
∣∣xnk+1 − Pukxnk+1∣∣ = |xnk+1 | − Puk |xnk+1|
≤ |xnk+1 | − |xnk+1| ∧ uk =
(|xnk+1| − uk)+.
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It follows that
‖xnk+1 − dk‖ ≤ ‖xnk+1 − uk‖ → 0.

This lemma allows us to replace disjoint sequences with uo-null se-
quences in the definition of the DBSP as follows.
Proposition 6.8. For an order continuous Banach lattice X, the fol-
lowing are equivalent.
(1) X has the DBSP,
(2) Every bounded disjoint sequence has a subsequence whose Cesa`ro
means are almost order bounded;
(3) Every bounded uo-null sequence has a Cesa`ro convergent subse-
quence;
(4) Every bounded uo-null sequence has a subsequence whose Cesa`ro
means are almost order bounded.
Proof. The equivalences (1)⇔(2) and (3)⇔(4) can be proved by apply-
ing Lemma 6.3. The implication (3)⇒(1) follows from Corollary 3.6.
For (1)⇒(3), let (xn) be a norm bounded uo-null sequence in X . Then
Lemma 6.7 yields a subsequence (xnk) of (xn) and a disjoint sequence
(dk) of X such that ‖xnk − dk‖ → 0. By passing to a further subse-
quence, we may assume that (dk) is Cesa`ro convergent. The desired
conclusion results from the following observation:
∥∥∥ 1
m
m∑
i=1
xni −
1
m
m∑
i=1
di
∥∥∥ ≤ 1
m
m∑
i=1
‖xni − di‖ → 0.

Recall that by Corollary 3.13, the Cesa`ro means of any subsequences
of a uo-null sequence in X are also uo-null. The next result is an
analogue of Proposition 6.8 for the DWBSP.
Proposition 6.9. For an order continuous Banach lattice, the follow-
ing are equivalent.
(1) X has the DWBSP;
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(2) Every weakly null disjoint sequence has a subsequence whose
Cesa`ro means are almost order bounded;
(3) Every weakly null and uo-null sequence has a Cesa`ro convergent
subsequence;
(4) Every weakly null and uo-null sequence has a subsequence whose
Cesa`ro means are almost order bounded;
(5) Every weakly null positive sequence has a Cesa`ro convergent
subsequence;
(6) Every weakly null positive sequence has a subsequence whose
Cesa`ro means are almost order bounded.
Proof. The equivalences (1)⇔(2), (3)⇔(4), and (5)⇔(6) follow from
Lemma 6.3. The equivalence (1)⇔(3) can be proved in a similar fash-
ion as in Proposition 6.8. The implication (3)⇒(5) follows from Propo-
sition 4.7. For (5)⇒(3), let (xn) be a weakly null and uo-null sequence
in X . By [26, Proposition 3.9], (|xn|) is also weakly null. Hence, a sub-
sequence (|xnk |) is Cesa`ro convergent. Note that the limit must be 0.
Finally, observe that
∥∥∥ 1
m
m∑
k=1
xnk
∥∥∥ ≤ ∥∥∥ 1
m
m∑
k=1
|xnk |
∥∥∥→ 0.

6.1. Relations between various types of Banach-Saks proper-
ties. For a Banach lattice, the following diagram is obvious:
WBSP
$,
◗◗
◗◗
◗◗
◗
◗◗
◗◗
◗◗
◗
BSP
3;♦♦♦♦♦♦♦
♦♦♦♦♦♦♦
#+
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
DWBSP
DBSP
2:♠♠♠♠♠♠♠♠
♠♠♠♠♠♠♠♠
We claim that, in general, none of the reverse implications hold, and
the WBSP and the DBSP do not imply each other. It follows from
James’ Theorem [23, Theorem 3.55] that Banach spaces with the BSP
are reflexive (because BSP implies that every functional attains its
norm on the unit ball). Hence, Banach spaces with the BSP are just
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the reflexive spaces with the WBSP. Baernstein ([8]) constructed a
reflexive Banach lattice which fails the WBSP.
It is easy to see that ℓ1 fails the DBSP (and, therefore, the BSP);
yet Corollary 6.5 yields that ℓ1 has the WBSP (and, therefore, the
DWBSP). This tells us thatWBSP6⇒BSP, WBSP6⇒DBSP and DWBSP6⇒DBSP.
Being non-reflexive, c0 fails the BSP. However, it is easy to see that
c0 has the DBSP. This yields DBSP6⇒BSP. The following example
is an order continuous Banach lattice showing DBSP6⇒WBSP and
DWBSP6⇒WBSP.
Example 6.10. Consider the space Lp(c0) = Lp
(
[0, 1]; c0
)
, where 1 <
p < ∞. By [20, Theorem 5.1], Lp(c0) fails the WBSP. We will show
that it has the DBSP. For any x ∈ Lp(c0) and ω ∈ [0, 1], write x(ω) =
(x1(ω), x2(ω), · · · ) ∈ c0 a.e. Put x∗(ω) = supm|xm(ω)|. Then x∗ ∈ Lp
and ‖x‖ = ‖x∗‖Lp.
Let (xi)
n
i=1 be a disjoint positive sequence in Lp(c0). We can decom-
pose [0, 1] into pariwise disjoint sets Ai’s such that Ω =
⋃n
i=1Ai and
that x∗i ≥ x∗j on Ai for any j 6= i. Due to the disjointness of xi’s, we
have x1 + · · ·+ xn = x1 ∨ · · · ∨ xn. Therefore,
(
x1 + · · ·+ xn
)∗
(ω) =
(
x1 ∨ · · · ∨ xn
)∗
(ω)
=
(
x1χA1 ∨ · · · ∨ xnχAn
)∗
(ω) =
(
x1χA1 + · · ·+ xnχAn
)∗
(ω).
Since x1χA1 , . . . , xnχAn have disjoint supports, we conclude that
∥∥x1+· · ·+xn∥∥ = ∥∥x1χA1+· · ·+xnχAn∥∥ = (‖x1χA1‖p+· · ·+‖xnχAn‖p) 1p
≤ (‖x1‖p + · · ·+ ‖xn‖p) 1p ≤ n 1p max
i
‖xi‖.
It follows that for any disjoint sequence (xi)
n
i=1 in Lp(c0), we have∥∥x1 + ...+ xn∥∥ = ∥∥|x1|+ ...+ |xn|∥∥ ≤ n 1p max
i
‖xi‖
In particular, Lp(c0) has the DBSP.
Observe that the above computation actually shows that Lp(c0) sat-
isfies an upper p-estimate. Note also that in this example, c0 may be
replaced with any AM-space.
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Recall that an order continuous Banach lattice X is said to have the
subsequence splitting property if for any norm bounded sequence
(xn) there exist a subsequence (xnk) of (xn) and two sequences (yk)
and (zk) such that xnk = yk + zk, (yk) is almost order bounded
1, (zk)
is pairwise disjoint and yk ⊥ zk for all k.
Remark 6.11. Note that if the sequence (xn) in the preceding def-
inition is weakly null, the sequences (yk) and (zk) are weakly null as
well. Indeed, being almost order bounded, the sequence (yk) is rela-
tively weakly compact. It follows that (zk) is relatively weakly compact.
Since (zk) is disjoint, it follows from [5, Theorem 4.34] that both (zk)
and
(|zk|) are weakly null. It follows that (yk) is weakly null as well.
The following result was obtained in [24, Section 3]. We now give an
alternative proof of this result using the Komlo´s property technique.
Note that this result implies Theorem 1.2 because Lp(µ) has the subse-
quence splitting property and is easily seen to have the DWBSP (and
even the DBSP when p > 1).
Proposition 6.12 ([24]). Let X be a Banach lattice with the subse-
quence splitting property.
(1) If X has the DBSP then it has the BSP.
(2) If X has the DWBSP then it has the WBSP.
Proof. We only prove (2) here; the proof of (1) is similar. Let (xn) be a
weakly null sequence in X . Passing to a subsequence, we assume that
xn = yn + zn, where (yn) is almost order bounded, (zn) is disjoint, and
both (yk) and (zk) are weakly null. Passing to a further subsequence,
we may assume that every subsequence of (yn) is Cesa`ro convergent by
Lemma 6.3. SinceX has the DWBSP, passing to a further subsequence,
we may assume that (zn) is Cesa`ro convergent. It follows that (xn) is
Cesa`ro convergent. 
1In literature, in the definition of the subsequence splitting property, (yk) is re-
quired to be L-weakly compact. However, a bounded subset of an order continuous
Banach lattice is L-weakly compact if and only if it is almost order bounded by [41,
Proposition 3.6.2].
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We also have the following positive result which applies to sequence
spaces.
Proposition 6.13. For an order continuous atomic Banach lattice,
the DWBSP implies the WBSP.
Proof. Let (xn) be a weakly null sequence. It is known that in atomic
order continuous Banach lattices, the lattice operations are weakly con-
tinuous. It follows that |xn| w−→ 0. Passing to a subsequence, we may
assume by Proposition 6.9(6) that the Cesa`ro means of
(|xn|) are al-
most order bounded. This yields that the Cesa`ro means of (xn) are
almost order bounded. The result now follows from Theorem 6.4. 
Alternatively, Proposition 6.13 follows immediately from Theorem 6.9(3)
and the following lemma (cf. [46, Theorem 1]).
Lemma 6.14. Every weakly null sequence in an atomic order contin-
uous Banach lattice is uo-null.
Proof. Suppose not. Then [27, Lemma 1.2] implies infk|xnk | > 0 for
some subsequence (xnk) of (xn). There is an atom a ∈ X+ such that a <
infk|xnk |. In particular, |xnk | > a for every k. Let f be the biorthogonal
functional of a, that is, Pax = f(x)a for every x ∈ X , where Pa is the
band projection onto Ba. Then f is a lattice homomorphism, so that∣∣f(xnk)∣∣ = f(|xnk |) ≥ f(a) = 1. This contradicts xnk w−→ 0. 
Regarding DWBSP⇒DBSP, we have the following result.
Proposition 6.15. A Banach lattice X with the DWBSP has the
DBSP if and only if it contains no lattice copy of ℓ1.
Proof. The “only if” part follows from the fact that ℓ1 fails the DBSP.
For the “if” part, suppose that X contains no lattice copies of ℓ1.
Then [41, Theorem 2.4.14] guarantees that every norm bounded disjoint
sequence in X is weakly null and, therefore, DWBSP yields DBSP. 
6.2. Banach-Saks operators.
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Definition 6.16. An operator T from a Banach space X to a Banach
space Y is called a Banach-Saks (respectively, weakly Banach-
Saks) operator if for any norm bounded (respectively, weakly null)
sequence (xn) in X , (Txn) has a Cesa`ro convergent subsequence.
The following is a useful characterization of (weakly) Banach-Saks
operators. The proof of this result is an immediate application of
Lemma 6.3.
Theorem 6.17. Let X be a Banach space and Y be an order contin-
uous Banach lattice. For an operator T : X → Y , the following are
equivalent.
(1) T is a Banach-Saks (respectively, weakly Banach-Saks) opera-
tor,
(2) For every norm bounded (respectively, weakly null) sequence
(xn) in X, there is a subsequence (xnk) such that the Cesa`ro
means of any subsequence of (Txnk) are norm and uo-convergent
to some y.
(3) For every norm bounded (respectively, weakly null) sequence
(xn) in X, (Txn) has a subsequence whose Cesa`ro means are
almost order bounded.
This theorem allows us to present a simple proof of the following
result, which was originally proved in [25, Corollary 3.3] by different
methods. Our proof demonstrates the efficiency of the approach of
transferring topological properties to order properties.
Corollary 6.18 ([25]). Let X and Y be Banach lattices with Y order
continuous. If 0 ≤ S ≤ T : X → Y with T Banach-Saks, then S is
also Banach-Saks.
Proof. Let (xn) be a norm bounded sequence in X . Clearly, the se-
quence
(|xn|) is also bounded. Then there exists a subsequence such
that the Cesa`ro means of (T |xnk|) are convergent and, therefore, almost
order bounded. Since
(2)
∣∣∣ 1
m
m∑
k=1
Sxnk
∣∣∣ ≤ 1
m
m∑
k=1
S|xnk | ≤
1
m
m∑
k=1
T |xnk |,
UO-CONVERGENCE AND APPLICATIONS TO CESA`RO MEANS 41
the Cesa`ro means of (Sxnk) are also almost order bounded. Hence, S
is a Banach-Saks operator by Theorem 6.17. 
Remark 6.19. In [25], Corollaries 3.2 and 3.3 are deduced from The-
orem 3.1. Having just presented an alternative proof of their Corol-
laries 3.3, we note that it easily implies Theorem 3.1 of [25]. In-
deed, consider the second diagram on page 98 of [25]. Since T1 is
a Banach-Saks operator, so is φT1. Since F is order continuous and
0 ≤ φR1 ≤ φT1, we conclude that φR1 is a Banach-Saks operator. It
follows that R2R1 = QφR1 is Banach-Saks.
The domination problem for weakly Banach-Saks positive operators
remains open. We present the following results. Following [29, 13],
we say that a Banach lattice has the W1 property if for every rela-
tively weakly compact set A, the set
{|a| : a ∈ A} is again relatively
weakly compact. This class of spaces includes KB-spaces, atomic order
continuous Banach lattices, and AM-spaces.
Theorem 6.20. Let X and Y be Banach lattices such that X has the
W1 property and Y is order continuous. If 0 ≤ S ≤ T : X → Y with
T weakly Banach-Saks, then S is a weakly Banach-Saks operator.
Proof. Let (xn) be a weakly null sequence in X . By the property
(W1), we may assume, by passing to a subsequence, that |xn| w−→ a
for some a ∈ X . Since T is weakly Banach-Saks, passing to a further
subsequence we may assume by Theorem 6.17 that the Cesa`ro means
of
(
T |xn| − Ta
)
and, therefore, of
(
T |xn|
)
are almost order bounded.
As in (2), we conclude that the Cesa`ro means of (Sxn) are almost order
bounded. Apply Theorem 6.17 again. 
Proposition 6.21. Let X and Y be Banach lattices such that X is an
order continuous Banach lattice with the subsequence splitting property.
If 0 ≤ S ≤ T : X → Y with T weakly Banach-Saks, then S is a weakly
Banach-Saks operator.
Proof. Let (xn) be a weakly null sequence in X . Since X has the subse-
quence splitting property, we may assume by passing to a subsequence
that xn = zn + yn, where (zn) is disjoint and (yn) is almost order
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bounded. Passing to a further subsequence, we may assume that every
subsequence of (yn) and, therefore, of (Syn), is Cesa`ro convergent by
Lemma 6.3. Recall from Remark 6.11 that |zn| w−→ 0. Therefore, after
passing to a further subsequence,
(
T |zn|
)
is Cesa`ro null. It follows that
(Szn) is Cesa`ro null. Hence, (Sxn) is Cesa`ro convergent. 
Note that the proof works whenever X has the subsequence splitting
property for weakly null sequences. Cf. also [24, Theorem 1.1].
We would like to finish this section with an open problem.
Problem 6.22. Can one remove or relax the assumptions on X and
Y in Theorem 6.20 and Proposition 6.21?
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