ABSTRACT The sparsity of data is one of the main reasons restricting the performance of recommender systems. In order to solve the sparsity problem, some recommender systems use auxiliary information, especially text information, as a supplement to increase the prediction accuracy of the ratings. However, the two mainstream approaches based on text analysis have some limitations. The bag-of-words-based model is one of them, being difficult to use the contextual information of the paragraph effectively so that only the shallow understanding of paragraph can be parsed. Another model based on deep learning can extract the contextual information of the paragraph, but it also increases the complexity of the model. This paper proposes a novel context-aware recommendation model named paragraph vector matrix factorization (P2VMF) which integrates the unsupervised learning of paragraph embeddings into probabilistic matrix factorization (PMF). Therefore, P2VMF can capture the semantic information of the paragraph and can improve the prediction accuracy of the ratings. Our extensive experiments on real-world datasets show that the performance of the P2VMF model is preferable as compared with those multiple recommendation models in the situation, where the ratings are quite sparse. And we also verified that the P2V part of the model can well express the semantics in the form of vectors.
I. INTRODUCTION
Context-Aware Recommender Systems (CARS) [1] has been introduced as a way to solve the data sparsity and cold start problems in the recommender systems, and proved to be providing recommendation lists with high accuracy and user satisfaction [2] , [3] . Among various types of auxiliary information, item description can express the user's view directly which can't be translated by computer. In Natural Language Processing field, experts attempt to explain the semantics of users' view on the documents by using models such as Latent Dirichlet Allocation (LDA) [4] , which is incorporated into recommender systems [5] - [7] . As a tool of semantic analysis, LDA classifies words with similar latent semantics by topics. But for contextual information of documents, LDA has great limitations. The one reason is that LDA as a topic
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. model is based on bag-of-words and independent of word ordering. Therefore, it cannot intuitively describe the semantics of sentence and even paragraph. Another reason is that LDA can't vectorize words. When integrating into other data processing models, additional post-processing of the LDA results is required.
At present, there are two main research directions in text semantics: One is to introduce deep learning to NLP, such as recurrent neural networks (RNNS), LSTMs, which have strong expressiveness but high model complexity, as a lot of time is taken to train large datasets. The other is to take up the ''shallow'' model, which quickly extracts semantic features from a larger dataset, applied effectively to the big unsupervised setting.
As per the literature review for text semantics, the semantic analysis result of the text document is introduced into the recommender system as a feature of the context-aware, and there is also a technical route based on deep learning.
For example, Convolutional matrix factorization (ConvMF) [9] integrates convolutional neural network (CNN) into probabilistic matrix factorization (PMF [8] ) seamlessly. Unlike other context-aware methods that use only explicit auxiliary information as a context feature, ConvMF takes the latent semantic vector of item description as a feature, which is an implicit one that can deeply mine user intent. Deep Cooperative Neural Networks (DeepCoNN) is constructed by two parallel CNN models: one is to extract user behavior characteristics and the other is to learn item characteristics. Then the model builds a matrix to establish feature association between users and items. Factorization machine is used to predict user-to-products rating [10] . Regardless of ConvMF or DeepCoNN, the neural network is used to extract feature vectors from auxiliary information such as pictures and texts, and then merge them into traditional recommendation models such as BPR, PMF and other models based on matrix decomposition to improve performance. Meanwhile the model proposed in this paper is also inspired by the combination of CF and item feature vector. Yet, the model does not use the deep learning method to extract the feature vector because when the amount of data reaches the certain level, the method based on deep learning feature extraction is slow and hardware cost is expensive. CNN and RNN are representative methods of deep supervision learning, where the input of these methods is the original feature of the data and the final output is the label of the data. Such methods generate intermediate layer representations or features of data, so the output cannot be directly integrated into the CF technology as an item feature. In contrast, methods of unsupervised learning without intermediate layer, the input is the original feature of data and the output is a new data expression which is not specific to certain tags or scenarios, and then the resulting data representation can go on being used in other supervised or unsupervised learning tasks directly. This paper chose the unsupervised method at the stage of item feature extraction. Dawen Liang's CoFactor [11] directly integrates the unsupervised learning characteristics of word2vec into MF, and the same type of model as [12] - [14] . However, as the unsupervised learning used in above models is basically a word-level feature, it is still not enough to express the semantics of sentences or even paragraphs although the word2vec itself has taken into account the influence of surrounding words on the target word. Recent studies have shown that using average vectors to construct sentences is simple and better than LSTMs in plain averaging and weighted averaging [15] , [16] . These studies show that the balance between model complexity and the ability to process large amounts of data is moving in a simple and effective direction. The paragraph embeddings method we use can be seen as an extension of CBOW [17] , [18] , and the trained objects are transformed from word embeddings to paragraphs. This method not only considers words, sentences and their context, but also gets paragraph vectors further.
We propose a series of context-aware recommendation models named paragraph vector matrix factorization (P2VMF), which capture the contextual information by utilizing paragraph vector (P2V) from the item description document and further enhance the rating prediction accuracy. The unsupervised model used in P2VMF is based on the independence of sentence ordering. P2VMF+ takes into account the ordering of sentences and the effects of each other. On the basis of P2VMF+, the P2VMF++ model is further refined in paragraphs, in which the mutual influence between sentences is more intense. P2VMF is able to seamlessly connect P2V to the conventional recommended method PMF. And the integrated model can make efficient use of the collaborative information and contextual information as features. Even in the sparse rating datasets, P2VMF has the ability to predict unknown ratings accurately.
The main contributions of this study are as follows:
(1) We extend the CBOW approach to get a context-aware recommendation model based on the paragraph vector (P2VMF). (2) In order to effectively utilize the semantic of item description and rating data, we combine P2V with PMF seamlessly. (3) The performance of the P2VMF model on real-world datasets is verified. The remainder of the paper is organized as follows. In Section 2, we highlight the relevant works of collaborative filtering technique and unsupervised models on text. The model framework and detail constructions of our context-aware recommendation are introduced in Section 3, and the results and analysis of the experiments are given in section 4. Section 5 makes the summary and gives some perspective of further research.
II. RELATED WORKS
Conventional CF-based methods are divided into two technical routes: neighborhood models and latent factor models. Neighborhood models focus on relationships among items or users. Latent factor models, such as MF, SVD [19] , and PMF, map users and items to the same latent vector space which attempts to derive user feedback from the factor description of users and items. SVD has well defined latent semantic factors in some fields, like information retrieval. However, SVD causes difficulty in rating due to the loss of a high proportion of values in CF domain. Traditional SVD can't define incomplete matrices and is easily over-fitting for less known content. Probabilistic Matrix Decomposition model (PMF) is used as a way to solve two shortcomings of the traditional CF algorithm: low performance in large-scale data processing and the cold-start problem [8] . PMF is a medium linear factor model that takes user-related coefficients to model a user's preferences into a linear combination of vectors. For these reasons, this paper chose PMF as the CF part of model.
The above models only focus on recommending the most relevant items to the user without considering any contextual information, like time, place or other content information. However, contextual information may be the key factor for the user to adopt the recommendation result. The methods of Context-Aware Recommender Systems are mainly divided into two categories [20] : domain-oriented applications [21] - [24] and generic ones [25] . As machine learning and deep learning keep going on evolving, experts are more focused on extracting high-quality contextual information feature. Moreover, the type of contextual information is also move from the time and location information that can estimate the user behavior model to the latent information of the user's review or description. From a sociological point of view, human behavior can only express the characteristics of action in a certain period of time. However, it is possible to mine the rich personal habits such as personality and growth environment effects in a long period of time from language. Therefore, by selecting item description or review as contextual information, we can explore richer latent features of items, rather than just categorizing features. Moreover, from the technical point of view, the introduction of item information features help to solve the cold start problem caused by data sparsity. Collaborative Topic Regression (CTR) combining PMF and LDA takes up both ratings and documents to solve matrix sparsity problem [5] . The text information feature part uses the LDA model which only solves the word classification problem by grouping words with similar latent semantic topic. At the same time, the method of latent semantic classification is not necessarily effective when auxiliary information is sparse. The same type of model also has Collaborative Topic Regression (CTR) [26] . This model uses a Stacked Denoising Autoencoder (SDAE) [27] network to learn the word vector of content information, while takes collaborative filtering to handle the ratings matrix.
With the wide spread acknowledgement of deep learning in the field of natural language processing, scholars can achieve effectiveness in feature extraction from text and smoother model integration. ConvMF [9] and the Hybrid Collaborative Filtering Model [28] are typical examples of deep learning models in the research of recommender systems. However, these models are highly complex, and the results of deep learning can't be directly integrated into other models. Besides, the parts of the model that deal with language are mostly based on word2vec. Based on these factors, a huge amount of work has been concentrated in the field of natural language processing in the direction of unsupervised models of sentences or paragraph embeddings. Paragraph Vector DBOW model is an unsupervised algorithm that learns fixed-length feature representations from variable-length pieces of texts [29] . The paper [30] proposes two new phrase or sentence representation learning objectives-Sequential Denoising Autoencodes (SDAEs) and FastSent, a sentence-level log-linear bag-of-words model. Arora gives a theoretical explanation of presented unsupervised method using a latent variable generative model for sentences which can beat sophisticated supervised methods including RNN's and LSTM's [16] . These excellent models are all independent of sentence ordering. According to different forms of text expressions, sentences in the same paragraph are not unrelated, so it is necessary to comprehensively consider the sentence ordering. The Skip-Thought model is an encoder-decoder model that tries to reconstruct the surrounding sentences of an encoded passage. Therefore, similar semantic and syntactic properties can be mapped to similar vector expressions [31] . Matteo Pagliardini proposes Sent2Vec, a simple but efficient unsupervised model allowing composing sentence embeddings using the word vectors along with n-gram embeddings [32] . Sent2Vec model is similar to FastText [33] , but difference in two aspects: (1)The data source level used for target word prediction is different. Sent2Vec is based on word sequences, and FastText is based on character sequences. (2) Sent2Vec uses the method of source embeddings, while FastText is summation. Inspired by Sent2Vec, this paper generates the paragraph vector based on the sentence vector.
III. PARAGRAGPH TO VECTOR MATRIX FACTORIZATION
In this section, we provide the details of the model. Paragraph to Vector Matrix Factorization (P2VMF) model, mainly divided into three parts: (1) Introduce the probability model of P2VMF. And describe the key parts of connecting PMF and P2V. (2) The construction mechanism of the paragraph vector, (3) Parameter optimization.
A. PROBABILISTIC MODEL OF P2VMF Figure 1 shows an overview of the P2VMF model that incorporates P2V into the PMF. Suppose there are N users and M items, with the observed ratings matrix R ∈ R N ×M . The specific tasks that have to be carried out is to find the respective latent models of user and item, and use the product (U T V ) of U ∈ R k×N and V ∈ R k×M to get the user's rating of the unrated item.
In probabilistic point of view, assume that the conditional distribution of known ratings satisfies the Gaussian distribution:
I ij (1) where N (x|µ, σ 2 ) is probability density function of Gaussian normal distribution and I ij is the indicator function, and if user i rates the item j, it is 1, otherwise it is 0. Then assume that the user's latent feature vector has a zero-mean spherical Gaussian prior, namely:
In PMF, the latent feature of item is also a zero-mean spherical Gaussian prior distribution, resulting in a latent factor similar to user. But in our model, the latent factor of item mainly comes from: (1) target paragraph vector Z in our P2V, (2) D j represent the description of item j, and 3) w j represent item's weight. Item's latent factor is calculated by the following equation:
Z ∈ R k×h is vectors for each paragraph p. h is the vector dimension, k = |v|. Accordingly, the conditional distribution over item latent models is given by:
A paragraph latent vector obtained from the P2V model is used as the mean of Gaussian distribution which plays an important role as bridge between P2V and PMF. Thus, we can combine P2V with PMF to analyze ratings more effectively with the help of item description.
B. PARAGRAPH VECTOR GENERATION
The purpose of this part is to generate an effective vector for the paragraph from the item descriptions. In the model diagram of Figure 2 , the P2V architecture has a three-layer progressive structure. This model can be seen as an extension of CBOW and Sent2Vec in a large number of sentences and paragraphs. Inspired by the methods of unsupervised learning of word embeddings [18] , [35] , [33] , we formalize the model as the following optimization problem:
where two parameter matrices are A ∈ R k×h and B ∈ R h×|ν| . ν represents the entire dictionary. Each column in matrix B represents vector of words having h dimensions. Given a sentence S of any length, the indicator vector ls ∈ {0, 1} |ν| is the binary encoding of S. According to the model of equation (5), we learn source b w and target a w embeddings for each word w in the vocabulary, with embedding dimension h and k = |v| as in (5) . But if we directly assume that each word vector is limited by other words in the paragraph, the efficiency of vector generation will be greatly reduced. And from the semantic point of view, the relationship between words in the same sentence is far stronger than those in the same paragraph. Therefore, we construct three layers in the P2V model. Sent2vec uses the sentence in which the word is located to learn the word vector, and averages the vectors of all the words in the sentence as the sentence vector. The P2V is inspired by the Sent2vec model and generates paragraph vectors. The paragraph embeddings b p corresponding to paragraph P is as follows:
where R(P) is the list of sentences S in paragraph P. It can be directly seen from the model that the paragraph vector accumulated in this way is independent of sentence ordering. But we can't deny that sentence ordering will have a certain impact on the meaning of the entire paragraph. Therefore, we propose an enhanced version of P2V+ based on sentence ordering. Given the binary logistic loss function : x → log(1 + e −x ), our unsupervised training objective is formulated as follows:
We add the L1 regularized term to the objective function of the model to achieve better generalization performance. τ indicates the regularization parameter. Equation (8) can be simplified to solve the problem of form such as: min
is a convex function and can be differentiable, h(x) is a convex function but not differentiable. The traditional gradient descent algorithm can solve the minimization problem of the differentiable function, while h(x) can be solved by the proximal gradient method [34] . The iteration equation for x is:
But in our model, h(x) = ||x|| 1 and the corresponding proximal operator is defined as follows:
where, is the element-wise product. The soft thresholding parameters are τ ·lr |R(P\{s t })| and τ · lr corresponding to source and target vectors respectively. lr is the learning rate, τ is the L1 regularization parameter, and P is the representation of the paragraph. The recursive formula of the vector is obtained as per equation (9) and equation (10), and then the vector at the minimum of the function is obtained according to equation (8) , thereby achieving the optimal solution.
C. OPTIMIZATION METHODOLOGY
In order to optimize the various parameters in the model, we used the maximum a posteriori (MAP) estimation as follows:
By taking negative logarithm on equation (11), it is reformulated as follows:
where λ U is
. We use the stochastic gradient descent (SGD), which is an iterative method to minimize the risk function and loss function. Equation (12) is used to derive partial derivatives for u i and v j , and then update u i and v j according to the SGD method, update formulas as follows:
The weight w is set according to the proportion of the number of ratings, and the popularity of the item is also used as a parameter that affects the error. The entire optimization is repeated until convergence. User's rating for the unselected item is predicted as follows:
IV. EXPERIMENTS
In this section, we evaluate the performance of P2VMF on real-world datasets. Our extensive experiment results demonstrate that: (1) P2VMF performs well when the dataset is very sparse. 
A. EXPERIMENTAL SETTING
In the experiment, we used three real-world datasets: MovieLens-1m (ML-1m), MovieLens-10m (ML-10m) and Amazon Instant Video (AIV). While AIV contains item reviews as item description document, MovieLens does not have any reviews or descriptions. The description documents are achieved on IMDB (http://www.imdb.com) as an implementation.
The text data was preprocessed as follows: (1) the corresponding description under each itemID was segmented. (2) Each paragraph was divided into individual sentences. (3) All letters in the text data were converted to lowercase letters. (4) The Natural language toolkit (NLTK) was used on the text data for word segmentation. In order to further ensure fully validation on the performance of text-aware recommendation based on auxiliary information on sparse matrices, our experiments retained all low ratings. Table 1 shows the basic characteristics of the three datasets. We compare the three versions of P2VMF proposed in this paper with the following baselines:
• PMF [8] :Probabilistic Matrix Factorization uses probabilistic algorithms to decompose the rating matrix to achieve a prediction of the score.
• CTR [5] :Collaborative Topic Regression combines ideas of probabilistic matrix factorization and topic model. This method selects LDA as a tool for processing text information.
• CDL [26] :Collaborative Deep Learning is a tightly coupled hybrid recommendation algorithm. It is a hierarchical Bayesian model combining the stack self-encoder SDAE and CTR.
• ConvMF & ConvMF+ [9] :ConvMF is a recommendation model to combine CNN and PMF. It uses CNN to extract the information features in the text and assists PMF to achieve the strong recommendation effect of sparse matrix. ConvMF+ is obtained based on ConvMF and using Glove for pre-trained word embedding.
• P2VMF: Paragraph to vector Matrix Factorization is our proposed model based on independent of sentence ordering.
• P2VMF+: An enhanced version of Paragraph to vector Matrix Factorization. The model takes all the comments of each item as a paragraph, taking into account the effect of the sentence order on the vector in the same paragraph.
• P2VMF++: Based on the above two P2VMF models, different paragraphs are divided for different reviewer's comment. Further subdivide the paragraphs. To verify the overall effect of each model based on datasets, we divided the experimental data into two parts: training data (70%) and test data (30%).We use the root mean squared error (RMSE) as the criterion for performance evaluation. Table 2 shows the comparison of the three P2VMF versions with baseline models. Meanwhile, P2VMF+ and P2VMF++ significantly improve the recommended performance.
B. EXPERIMENTAL RESULTS

1) QUANTITATIVE RESULTS ON MOVIELENS AND AMAZON DATASETS
MovieLens datasets have a relatively high rating density. The RMSE values obtained by the three models of PMF, CTR, and CDL are not much different as shown in Table 2 . This phenomenon shows that in these three models, user and item latent model can be generated as long as there are full ratings, and text analysis is not very helpful for model accuracy. The ConvMF series of models have a deep understanding of textual information and thus provide boost to the accuracy of the latent model. The P2VMF model proposed in this paper expresses the paragraphs in the form of vectors while understanding the semantics of the text. Compared to the above three models, there is some advantages. However, compared with ConvMF, the advantages of the P2VMF are not obvious, the main reasons are: (1) In the process of extracting text information features, the basic unit of ConvMF processing data is the word. (2) In the process of convolution, ConvMF comprehensively considers the interaction among words. Therefore, the text feature learned by CNN is combined with word and contextual information. (3) ConvMF+ vectorizes the words before proceeding with CNN. From the experimental results, this preprocessing also improves the accuracy of the model. Therefore, this paper comprehensively utilizes the assumption that the sentences in the paragraph are contextual, and further optimizes the sentence vector to obtain P2VMF+.It can be seen from Table 2 that the performance of P2VMF+ is basically similar to that of ConvMF+, but P2VMF++ has higher performance than ConvMF+. At the same time, Table 2 shows that P2VMF++ only has good performance on AIV. Because the text data in MovieLens only has the division of different reviewers there is no division of sentences. Due to the particularity of the text information format of the MovieLens dataset, it has two effects on the experiment: (1) In the P2VMF and P2VMF+ experiments, each reviewer comment can be used as a sentence. In the verification experiment of P2VMF++, the paragraph cannot be refined according to our established requirements. (2) In the experiment of quantitative results over different sparseness on ML-1m, the P2VMF++ does not appear in the comparison model of Table 3 due to the inability to further refine the paragraph.
In three subgraphs of Figure 3 , the distribution of the three datasets is not uniform. And a large number of ratings are concentrated in a small number of items, especially in the AIV dataset. Certainly, this also reflects the user's choice of hotspots for a specific period of time. Combined with Table 2 , the RMSE performance of the three models of PMF, CTR and CDL is similar in the MovieLens Datasets with uniform data distribution and high density relative to the performance of AIV. It explains that these three models cannot reduce the error rate for datasets with low density and extremely uneven data distribution. ConvMF's analysis of text increases the accuracy of the latent model and reduces errors caused by uneven data distribution. The proposed P2VMF++ is lower in RMSE than ConvMF, indicating that P2VMF++ can build a more accurate model.
2) QUANTITATIVE RESULTS OVER DIFFERENT SPARSENESS ON ML-1m
We obtained six different sizes of training datasets from ML-1m in a ratio of 20%-70%. The data has been running on five models, and the resulting RMSE is shown in Table 3 . ML-1m is chosen because the density and distribution of this dataset are relatively uniform compared to the other two datasets. According to the different proportions of the training set, higher adequacy the training data leads to lower the error rate. ConvMF+ has the best performance in the four models, and its error rate drops from 0.9867 to 0.8815. It implies that ConvMF+ produce more accurate latent factors by exploiting ratings when the number of ratings of each item evenly increases [9] . And P2VMF+ can achieve similar results. This shows that P2VMF can grasp the semantic features in the process of paragraph vectorization, and that the form of embeddings also reflects the latent factor of the text directly and accurately. With the continuous increase of the training set ratio, the execution effect of the model is also constantly enhanced. It indicates that P2V can integrate into PMF for recommendation very well.
3) IMPACT OF SENTENCE ORDERING
In the experiments of ConvMF, pre-trained word embeddings model provides a boost to the performance of ConvMF [9] . As paragraphs contain more complete semantic information than words, P2VMF directly used paragraph embeddings. We run AIV data on P2VMF, P2VMF+ and P2VMF++ models respectively, and set different embedding dimensions. The RMSE of the three models is shown in Figure 4 . As the dimension increases, the error rate of P2VMF does not fall which is supported by Figure 4 . With P2VMF+ and P2VMF++, the error rate decreases with the increase of the dimension. This indicates that the semantic interaction between sentences in the paragraph has a certain influence on the error rate of the recommendation results. Moreover, with the continuous subdivision of the paragraphs, the semantic scope of the paragraphs is narrowed and the influence between the sentences in the paragraphs becomes stronger, resulting in a rapid decline in the error rate. This phenomenon is reflected in the user's behavior, and users will choose short videos or movies with more comments. And most of the ratings will be concentrated in a certain area, which also shows that other users' comments are influential. Therefore, when considering the paragraph vector, we need to think about the interaction between the sentences.
4) PARAMETER ANALYSIS
We examined the error rates for the three different models of P2VMF in the dataset of AIV when λ U and λ V changed. Moreover, the three models are all based on the embedding dimension of 100. Figure 5 shows each model can find optimal values of λ U and λ V with the minimal error rate. The increase in the λ U or λ V values respectively leads the model to be closer to the user latent model or the item latent model. Moreover, in the (c) subgraph, the RMSE changes more smoothly as the parameters change, indicating that the P2VMF++ model is more stable. • Word2Vec+WR [16] : The model is based on Word2Vec, adding a down-weight scheme and using PCA or SVD to remove extraneous parts of the sentence vector.
• Glove+WR [16] : This model is based on Glove [35] , adding a down-weight scheme and using PCA or SVD to remove extraneous parts of the sentence vector.
• Sent2Vec bigrams: This model composes sentence embeddings using the word vectors along with bigram embeddings [32] .
• P2V: Our model of paragraph embeddings. We compared the above four models to the semantic textual similarity in the datasets SICK2014 [36] and STS2014 [37] . The comparison results are shown in Table 4 :
The training corpus of the comparative experiment is from the wiki corpus. Results show that Sent2Vec based on the bigrams model can obtain a relatively high Pearson's correlation, indicating that the model can capture the semantic information of the sentence well. Although the final result of P2V proposed in this paper is the vector of paragraphs, in Table 4 , we only use the model to obtain the sentence vector for the optimization process of sentences, and then compare the similarities. It can be seen from the experimental data that the vector containing the sentence semantics generated by P2V is still very competitive.
V. CONCLUSION AND FUTURE WORK
In this paper, we exploit the contextual information in description documents to help predict the user's preference for unrated items. The analysis of the text is mainly focused on the paragraph layer. Through comparative experiments, we find out proper methods for paragraph segmentation according to different datasets to fully reflect the intersentence relevance. Then we learn the paragraph embeddings by unsupervised learning and seamlessly integrate it into the PMF to get the P2VMF model. Experimental results show that P2VMF can process text data well and is an effective solution to the sparsity problem in the recommender system. Moreover, the paragraph embedding proposed in this paper is a general method that can be directly integrated into other models with needs to analyze paragraph semantics.
This study focuses on recommendation in a single field. Although we use different datasets during experiments, the training data and recommended results are only confined to the same dataset, and no implementation spanned from one dataset to another. After using the paragraph embeddings technology of this paper as the basis, we will next consider using semantics as a medium to implement the cross-domain recommender system that can help users have more crossdomain experiences. 
