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I. IN-I-RODUCTION 
The motion of a spinning rocket inside a smoothbore launcher has drawn 
some attention in recent years. The inaccuracy of spin stabilized rockets can 
be attributed, in part, to the initial motion of the rocket inside the smoothbore 
launcher. Harrington and Bullock [l] h ave studied this problem and have 
compared experimental data to a linear, frictionless model of the system to 
discover some of the causes of inaccuracies. 
Recently, tests have been conducted at Avco [2] which have indicated that 
a closer examination of the problem is required. In the engineering design, 
the rocket is equipped with small pyrotechnic motors located at the base of 
the round thereby sending it through the tube. Cameras focused at the for- 
ward end of the tube recorded the motion of the round during ejection. Since 
the tube was only slightly larger than the round, the motion of the round was 
observed over a significant time interval. Both the forward motion and spin 
of the round were recorded. Experimental results have indicated that the 
final exit spin rates were below specifications. An analysis of the problem was 
undertaken to seek a better understanding of the reasons for the unacceptable 
experimental results. 
In this paper a nonlinear model is derived to include both the rotary and 
forward motion of the rocket. The two motions are coupled through a 
dynamic friction coefficient. A technique is exploited in which the model is 
“fit” to the observed data, that is, the initial conditions and the friction 
coefficient are found which define the solution giving the best least square 
fit to the data. Suggestions are made for using this information to evaluate 
test results better. 
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II. THE INVERSE PROBLEM 
The task of fitting a mathematical model to observed data can be considered 
an example of an inverse problem in which the solution is known and a 
plausible model is sought. 
The system of differential equations defining the model must be derived 
from physical principles. For the inverse problem, the initial conditions and 
system parameters have to be found so that the solution they define best fits 
the observed data. In a sense, therefore, a solution to the inverse problems 
provides the initial conditions and system parameters used to define the 
conventional solution to the problem. Two techniques used in solving the 
inverse problem are examined in this paper. They are Quasilinearization and 
Segmental Differential Approximation. 
The Quasilinear technique [3, 41 is used to determine the initial conditions 
and system parameters which will define a solution giving the best least 
square fit to the data over the entire range of observations. The Segmental 
Differential Approximation technique [5, 61 is used for further refinement of 
the data fitting. For this refinement, it is assumed that the parameters may 
change over the time interval of observation. Each such time will be called a 
critical time. What is sought is the minimum set of critical times for which 
the data is best fit over the entire range of observation. At each critical time a 
set of initial conditions and system parameters are found, defining the solution 
up to the next critical time. The technique is a blend of quasilinearization 
and dynamic programming [‘7, 81. 
III. THE MODEL 
The model used in this analysis is derived from rigid body mechanics. The 
physical dimensions of the system are assumed to be known, while the initial 
conditions and the dynamic coefficient of friction are considered unknown. 
A. The Mathematical Problem 
1. THE LAUNCHER ROCKET ASSEMBLY 
The launcher rocket assembly is assumed to be made up of a cylindrical 
launch tube of length 8,) and radius r O , plus the rocket approximated by a 
solid cylinder of length /, , radius rr , and having mass m, shown in Fig. 1. 
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FIG. 1. Launcher rocket assembly. 
Figure 2 shows the dependent variables of the system, namely the motion 
of the contact point d(t), the angular motion of the round, O(t), and the 
forward motion, x(t). The force system is shown in Figure 3. 
I I 
i 
FIG. 2. Dependent variables of the system. 
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FIG. 3. The force system. 
2. THE EQUATIONS OF MOTION 
The differential equations of motion, are 
m&$= -mgsin+-FF, 
ma@=-mgcos4+lV 
m4 = -F, 
I8 = - rlF+ , 
while the initial conditions are 
where 
cm = Cl 
B(0) = c, 
r(0) = c, 
rp(O) = Cd 
m = c, 
k(O) = c, ) 
(1) 
Z is the moment of inertia of the round 
N is the reacting force at the contact point 
6=r,- r1 is the offset of the rocket in the bore. 
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B. The Nondimensional Equations of Motiod 
The following nondimensional parameters and variables are introduced 
into the system by defining 
where w is the weight of the rocket. 
The nondimensional equations of motion can be written 
s’$+sinqS +fd =0 
& ’ E-- 
( ) dr 
+cos+ =p 
g + 2f* = 0 
Z+fa=o 
l)(O) = Cl : F = c, 
e(0) = c2 : 9 = cg 
f(0) = cg : -“;p = c, , 
(2) 
where for the solid rocket (considered to be a disk) I = Q mr12. The reaction 
forces of friction f4 and fz are considered to be components of a single friction 
force vector f whose magnitude is proportional to the reaction force p and 
whose direction is defined as 8. These are defined below? 
fm = f sin B 
fz! =f -13 
f = VP 
( ,tY,de 
tan/3 = 
dr dr 1 
8 * 
z 
1 The author wishes to thank Professor B. Budiansky for his valuable suggestions 
in deriving the nondimensional equations of motion. 
* The relative velocity of the contact point is (rO - IJ 4 + rl 8. 
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To further simplify the equations let 
The equations of motion then have the following form: 
4” + sin+ +fm = 0 
(a2 + cos 4 = p, Q” + 2f* = 0, 7” +f, = 0, (3) 
where 
f@=vpsinfi, fn=vpcosP 
P= 
tan-l 4’ + Q’ 
( 1 7’ * 
The parameter v represents the dynamic coefficient of friction. A new variable 
A(s) can be introduced into the system by letting 
+’ + 9’ = A sin /I, 7)’ = A cos p. 
Then the variables Q(S) and q(s) can be eliminated from the system giving: 
93” + sin 4 + vp sin /3 = 0, (+‘)2 + ax3 4 = p 
A’ sin /3 + (A cos /3) /3’ + 2vp sin /3 - $” = 0 
A’ cos /3 - (A sin /3) j3’ + vp cos ,B = 0. (4) 
Then p can be eliminated, and the final nondimensional equations of motion 
can be written in the following form: 
4” = - sin 4 - I$($‘)~ + cos $1 sin /3 
A’ = - sin Jo sin p - ~[(4’)~ + cos (61 (1 + 2 sin2 /3) 
8 = - $ ([sin 4 + 2~{($‘)~ + cos $1 sin /I] cos /3). (5) 
The initial conditions of this set of equations can be derived directly from the 
set of initial conditions given in Eqs. (1). 
IV. THE PROBLEM OF DATA UNSCRAMBLING 
The set of differential equations, Eqs. (5) defines the motion of a rocket 
through a smoothbore launcher. If the value of the friction coefficient V, plus 
the initial conditions are known, then the solution of Eqs. (5) may be found 
by straightforward numerical techniques. 
Consider the inverse problem. If the values of 4(t), O(t), and x(t) over a 
definite time interval, are known from experimental observation, then can the 
initial conditions and the coefficient of friction which will define a solution of 
Eqs. (5) which will give a “best” least square fit to the observed data over the 
entire time interval be estimated ? Clearly such information would be useful 
in this particular problem. The coefficient of friction, which represents the 
complex retarding force characteristics on the round as it moves through the 
bore, is unknown. Since the round is initially totally within the bore chamber, 
the initial conditions are also not well known. (In the actual testing procedure, 
the measurements are made from cameras located outside the bore.) Finally, 
initial velocities can be related to the initial impulse, or thrust, which the 
motors impart to the round. 
Such qualitative engineering problems as the determination of the initial 
impulses imparted to the round by the rocket motors and the evaluation of 
the effect of friction on the motion of the round through the launch tube can 
be studied by closer examination of the solution to the inverse problem stated 
above. 
A. Theory of D$&rential Approximation 
The theory of differential approximation is concerned with the problem of 
approximating a continuous curve by the solution to a differential equation. 
Usually the general form of the differential equation is specified and a specific 
solution is defined by selecting initial conditions and parameters of the 
system. 
Kalaba [9] has studied some of the more fruitful forms of the differential 
equations for which general results can be found. In particular, nonlinear 
equations can be found for which the differential approximation technique 
is applicable. Generally the system under investigation is reduced to its 
equivalent set of first order differential equations. The correct solution to this 
set is found by successive approximations. 
Under a broad set of restrictions, a sequence of functions can be introduced, 
each being a solution to a set of quasilinear differential equations, which can 
be made to converge to the solution of the original set of nonlinear equations 
best fitting the given continuous curve. 
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1. THE FIRST-ORDER DIFFERENTIAL EQUATIONS 
Since the complete solution of the problem is desired, namely, knowledge 
of $(t), 6(t), and x(t), consider the following set of equations, written in 
the nondimensional time variable S. 
a’ =Y (64 
19’ = c(A sin /3 - 7) (6b) 
x’ = Y~EA cos ,6 (6~) 
y’ = -sin+ - v[r2 + cos4] sin/3 6(d) 
A’= -sin+sinp--v[~s+cos+](l +2sin2/3) (64 
p’= -1 7 [sin + + 2v[y2 + cos d] sin /I] cos p. W 
The initial conditions of Eqs. (6a-6f) can be expressed in terms of the initial 
conditions of Eqs. (l), 
w = Cl 
e(0) = c, 
x(0) = c, 
&4(O) = 3 (CC, + CJ2 + ($)’ 
d--d 
p(O) = tan-1 “c4g “) . 
1 I C-1 Yl 
Note that Eq. (6b) and Eq. (6 c serve only to define the quantities 9 and x ) 
and are carried along in the system only for convenience. The system defined 
by Eqs. (6a through 6f) can be compactly written as a single vector differential 
equation. Thus, if 
then 
21 =+ z4 = Y 
22 = e z5 = A 
z2 = x % = B 
f’ = q,F, Y), S(O) = z() , (7) 
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where the expressions for the components of the vector G(Z) are found imme- 
diately to be the right hand part, in Eqs. (6a through 6f). 
The system represented by Eq. (7) is a first order, nonlinear, initial value 
problem involving one parameter, v. If the initial conditions and the system 
parameter are known, then there exist many suitable numerical techniques 
for obtaining a solution. However, if this information was not available, then 
they must be estimated. Before that problem is attacked, a simplification 
should be made which will prove to be useful. Observe that any constant 
can be uniquely defined by a differential equation by the following: 
Y’(S) = 0, y(0) = v. 
Using this fact, Eq. (7) can be redefined as follows: 
f’ = q2, y), y’ = 0, z(0) = so , y(0) = v, (8) 
thereby changing the role of v from a system parameter in Eqs. (7) to an 
initial condition in Eqs. (8). 
2. QUASILINEARIZATION 
To find the solution to the set of differential equations given in Eq. (8) 
by successive approximations, introduce into the problem a sequence of 
functions {@+l), y(“+l)} with the following property: if ~5~) and yfn) are 
known, then P+l) and ytn+i) are solutions of the following linear differential 
equations: 
+ ~G(~‘n)~~‘n9 rycntl, _ y(n)l 
aY 
i = l,..., 6 
Y ‘(n+lJ = 0. (9) 
The sequence {P)} is constructed by a method very similar to the Newton 
method for approximating the root of a function. For a complete analysis of 
the technique see Kalaba [9]. 
The set of equations, shown as Eqs. (9), can be written in convenient 
matrix form 
.pn+u -&pz+l) _ 6yh+l, =f, y'ln+l, = 0 
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where 
a,, = aGi(%(“), ~‘9 
23 azj 
*, = aG&P), y(“‘) 
z 
ay 
Since the system defined by Eqs. (10) is 1 inear, the solution can be represented 
by the sum of a particular solution plus seven homogeneous solutions, 
.$n+l) =p + i dkpc 
k=l 
y(n+l’ = p, + $ d,&,“. 
k=l 
Computationally the particular solution, 3, and the seven homogeneous 
solutions, R, can be calculated if initial conditions are specified. Let the 
matrix aii represent the initial conditions, so that 
and 
For any selection of the initial condition olij , the initial conditions of Eqs. (11) 
can be written 
x?‘(O) = ai1 + i oli,k+l k d 
k=l 
y(n+l)(O) = 0171 + i ff?.k+l dk * 
k=l 
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Of the many choices of the matrix aii , two are particularly attractive. The 
first is to let 
For this choice 
c(i l = 0 i = I,... 7 
?,k = %,,+I 
! 
j = l,... 7 
k = l,... 6. 
zj,,l)(,) = di i = l,... 6. 
y(“+l’(O) = d, 
The second choice is to let 
i = l,... 6 h.1 = I 
0, i#j 
1, i=j 
q1 = y’O’(0) = “(0) 
j = I,... 7 
K = l,... 6 
6-g 1. 
For the second choice, the seven homogeneous solutions represent small 
perturbations about the original approximate solution defined by the initial 
conditions {%(a), Y(O)). Th is is the choice which will be used in the numerical 
examples shown later. With this choice of initial conditions, the particular 
and the seven homogeneous olutions of Eqs. (10) can be computed. The only 
remaining unknowns of the problem are dk in Eqs. (11). 
3. QUASILINEAR EQUATIONSFOR THE ROCKFZ PROBLEM 
The differential equations of motion for the rocket problem have the vector 
form 
5’ = q.g y) s?(O) = .s& 
y’ =o Y(O) = v, (12) 
where 
Gl = z, 
G, = +x5 sin z, - z.J 
G, = Y~EZ~ cos z. 
G,, = - [sin a1 + y(+s + cos zl) sin za] 
G5 = - [sin z, sin as + y(zd2 + cos zl) (1 + 2 sir9 zB)] 
G, = - $ [sin z, + 2y(za2 + cos ZJ sin .za] cos a, 
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The quasilinear equations have the specific form 
A?c1) ~; $+1) 
% 
=2 w? =2 h+1) 
z2 5 G, + -+z;+l - ~4~) + -&z;+' - ~5~) + &z;+' - ~6~) 
4 5 6 
zz G, + -&z;" - z$) + -+;" -- 2;) 
8G G 
23 
rh+1) 
5 6 
r(n+l) = G, + --&zT+' - zin) + +zT+' - x;) 
=4 =4 
z4 
1 4 
h+1) -+y+ 
aG aG3 
- Zl'O + z 24 
et1 - z4y 
% =G6 + azl 
4( 
Y 
'(nil) < 0, (13) 
where the partial derivatives are 
aG2 
az,=+ 
s 
3z5 
= E sin zg 
6G, 
__ = EZg cos zg 
az, 
aG, __ = rIE cos Z6 
22, 
SG, I^-= 
az, 
- fl~2Zj sin z, 
=4 _ e_ - [cos zl --y sin a, sin ZJ 
aa, 
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8G 
--A = - [2yxq sin z6] 
8% 
aG 
--2- = - [y(zg + cos zl) cos X6] 
a3 
aG4 _ - - - [(xpz + cos x1) sin za] 
aY 
aG5 - = - [cos x1 sin x6 - y(l + 2 sin za) sina zr] 
% 
i3G 
---& = - 2z,y(l + 2 sin2 x6) 
a% 
aG 
-A = - [sin ai cos x6 + 4y(zJ2 + cos zr) sin 2, cos za] 
a%3 
w _ ---(z42+cosx1)(1 +2sin2z,) 
aY 
1 a% 
axI -K 
[cos x1 - 2y sin xi sin za] cos x, 
aG, _ - 1 
- - zg [4yzq sin za cos as] 
ax4 
aG, 
8% 
= 2 
xi [ 
sin z1 + 2y(z,a + cos zi) sin zs] cos za 
G3 -=+- 
3% 
sin 2i sin x6 + 2y(z~~ + cos as) (cos2 za - sin2 x6)] 
=I? - = 3 [(x42 +
aY 
cos x1) sin x6 cos a,]. 
B. The Observed Data 
In the last section the method for obtaining numerical solutions to both the 
particular and the seven homogeneous quasilinear differential equations was 
discussed. The only remaining unknown in the problem is the set of con- 
stants, dk . Next, a way to evaluate these constants using the observed data 
will be examined. Let the quantities $(t), B(t), and x(t) be observed over a 
time interval [0, T]. In nondimensional terms, call them f17), fs(~), &3(r). 
Then the error vector q(7) can be introduced with components, 
h(7) = h(7) - G+“‘(T) i= 1,2,3 
ROCKET INSIDE A SMOOTHBORE LAUNCHER 669 
or 
#i(T) =&(T) - (P,(T) +&i:+lh,x(i)) i = 1,2,3. 
The solution will be required to give the best least square fit to the observed 
data over the time span (0, T), that is, 
is a minimum. 
Or, 
(14) 
where 
The normal equations, corresponding to the minimization procedure of 
Eq. (14) can be written down immediately. They are, in matrix notation 
where 
En&?-l = dn 
9 (15) 
E; = f ” hi . h’ dr = f” {h,ih,j + h,jh,i + h,‘h;) do 
0 0 
= I )& - ~1) W + (5, - $4 h,i + (5, - A) h,“) d7. 
Finally, 
;En+l = (En)-1p. (16) 
When (tn+l is known, the solution %*n+l is known from either Eq. (10) or 
Eq. (1 I), and the next iteration can be started. The process ends when 
sufficient convergence has been reached in all of the three solutions. 
409/27/3-14 
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V. NUMERICAL TECHNIQUES 
The numerical procedure used in solving for one iteration of data unscram- 
bling process can be taken into three distinct parts, (1) the solution of the 
quasilinear differential equations, (2) the calculation of the error matrix, and 
(3) the solution of the final matrix equation. 
A. The D@rentiaI Equations 
The minimum number of differential equations which must be integrated 
simultaneously is eight vector equations of six components each, or 48 scalar 
differential equations. In addition, the set of solutions to be generated for the 
Nth iteration, depends on the complete solution at the N - 1 iteration. This 
solution may either be generated once and stored in the machine for future 
use, or all solutions from the first to the (N - I)st can be regenerated at 
each iteration. The latter has a number of advantages. There is no storage 
problem and the equations can be integrated to an arbitrary final time. The 
grid spacing is consistent over the entire problem and can be changed 
easily. The obvious disadvantage is the relative increase in computer time. 
In the present problem, the initial nonlinear equation and four quasilinear 
equations were included in the scheme, bringing the total number of differ- 
ential equations that must be solved simultaneously to 78. 
These equations have been arranged as a single vector in the following 
order, given in Table I. 
TABLE I 
INITIAL CONDITIONS FOR THE QUASILINEAR EQUATIONS 
Vector 
1 
Iteration 
2 3 4 5 
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TABLE I (Cont’d) 
Vector All Iterations 
{ai,l; i = l,..., 6) 
(LX~,~; i = I,..., 6) 
{a, 3; i = l,..., 6) 
{a I *; i = l,..., 6) 
((Y<,~; i = l,..., 6) 
{cK~,~; i = l,..., 6) 
{cci ,; i = l,..., 6) 
{~l~,~; i = l,..., 6) 
The conditions {cio, v”> represent the original estimate of the condition, the 
set {cil, v’> are found at the end of the first iteration, and after the frouth 
iteration {ci4, v”} can be considered as an improved original estimate and the 
process continued. 
Numerical integration is begun by a Runge-Kutta method followed by an 
Adams-Moulton technique. 
B. The Error Matrix and Vector 
The observed data are given as specific values at arbitrary times within the 
time interval. Intermediate values are found by linear interpolation. 
The elements of matrix E and vector E (see Eq. (16)) are calculated using 
Simpson’s rule, 
i :f(t) dt = B 4fo + 4fi + 2fz + .-- + 2fn-2 + 4fn-1 + fn). 
The points at which the integral is evaluated are multiples of the grid 
spacing. The elements of both the matrix and vector are calculated during 
the integration of the differential equations and are the only information kept. 
The solution of the final matrix equation is found by a Gaussian elimination 
technique. 
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1. CONVERGENCE AND ILL-CONDITIONED SYSTEMS 
The final matrix equation for the differential approximation technique is of 
the form 
AZ=& (17) 
The solution of Eq. (17) is obviously 
f = A-lb. (18) 
If the matrix A-l can be calculated explicitly, the work is done. Quite often 
in the differential approximation technique, however, the matrix A is ill- 
conditioned, reflecting the fact that the homogeneous vector solutions are 
neither orthogonal nor of the same relative magnitude over the time interval 
of observation. Therefore a direct calculation of the solution Eq. (18) may 
yield meaningless results. 
Some alternative methods of overcoming or circumventing the instability 
of A-l will be examined. It cannot be overemphasized that this is difficult. 
and never routine. 
2. AN ANALYTICAL APPROACH 
Assume an initial approximation ZO to 5, the solution of Eq. (17). Consider 
the problem of minimizing the quadratic function 
@ = (As - 6, A.% - 6) + A(LF - P, P - f”), (19) 
where 
x is a vector, 
and 
h a nonnegative number, 
(YPY) = f YkYk - 
k=l 
The vector a(h) which will minimize Eq. (19) is 
z(A) = (ATA + M)-l (A% + Go). (20) 
Here AT is the transpose of A. Ref. 10 gives various numerical experiments 
to support the belief that ATA + hl is less ill-conditioned that A even for 
small values of h although in general not for X = 0. If /\ is “small,” x(A) should 
be an excellent approximation to the solution A* = b. 
3. SUCCESSIVE APPROXIMATIONS 
A sequence of successive approximations can be constructed from a first 
approximation $0, by the recursion relation 
i? = (A*A + Ih)-1 (AT& + hx”-l). (21) 
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The matrix ATA is symmetric and positive definite. Hence all the eigenvalues 
of (ArA + AZ) are greater than A. Then the eigenvalues of X(ATA + Al) are 
positive and less than 1. Thus the sequence {x”> converges. 
If x is the limiting vector, then 
(ATA + Al) x = ATb + x;E” and Ax = b 
since AT is nonsingular. 
Two conflicting problems may arise at this point. If X = 0, the convergence 
is most rapid, g2 = A-lb. However, if A is ill-conditioned %2 may be impos- 
sible to find. If h is large, (ATA + XI) will not be ill-conditioned but conver- 
gence can be slow. 
4. THE INITIAL APPROXIMATION 
The technique of finding the solution of the matrix equation by successive 
approximations is applied at the end of each iteration of the differential 
approximation procedure. Since the procedure itself should converge, the 
initial approximation for the Nth iteration is taken to be the last approxima- 
tion at the (N - 1) at iteration. 
VI. AN INTERESTING SPECIAL CASE 
The first case to be examined is one in which a simple analytical solution 
can be obtained. By comparing the iterative solution with the true solution, 
some insight can be gained into the nature of the technique. 
Consider a rocket moving down the tube without rotating. This simple 
forward motion requires that 4 = 6’ = 0 for all time. From the definition of /3 
in Eq. (3), /3 is also equal to zero. The equations of motion Eqs. (6a-6f), 
reduce to the following simple set 
4’ = CA, A’ = - v. (22) 
The solution of Eq. (22) can be written immediately as 
5 = a, + caos - + ES~V, A = a,, - VS, (23) 
where 
al = tV% a, = A(0). 
In dimensional terms, the forward motion of the rocket through the smooth 
bore is 
x(t) = rlal + a, d\/~rg t - 4 vgP, (24) 
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where 
B is - 
( ; - 1.0) 
or is the radius of the rocket (in.) 
g is the acceleration due to gravity (in./seca) 
v is the coefficient of friction 
Y,, is the radius of the bore (in.) 
For the particular numerical example, let 
r, = 2.277 inches 
r, = 2.250 inches 
g = 386.2 in./sec2 
v = 0.06798 
and for initial conditions 
a1 = o.ooooO 
a, = 1.29765. 
With this information, the solution was hand-calculated at O.OO(.Ol).l and 
these values were taken as the “observed data” over the time interval 0.0 to 
0.11 sec. The results after only one iteration are shown in Table II. While 
four iterations were calculated, the values did not change after the first. 
TABLE II 
LINEAR FORWARD MOTION 
(Inches) 
Time Original 1st 
(se4 Approximation Iteration Data 
0.01 0.2024OOD-1 0.397863D-1 0.40599OD-1 
0.02 0.4048OOD-1 0.780308D-1 0.7759OOD-1 
0.03 0.6072OOD-1 0.113601 0.113930 
0.04 0.8096OOD-1 0.146492 0.146640 
0.05 0.101200 0.176719 0.176750 
0.06 0.121440 0.204266 0.204270 
0.07 0.141680 0.229139 0.229050 
0.08 0.161920 0.251338 0.251280 
0.09 0.182160 0.270863 0.270870 
0.10 0.202400 0.287713 0.287830 
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The convergence of the initial conditions and the system parameter, V, are 
shown in Table III. 
TABLE III 
CONVERGENCE OF THE INITIAL CONDITIONS AND THE SYSTEM PARAMETERS 
Original 1st 
Approximation Iteration 
TIUe 
Value 
40) O.oOOOOO -O.l13243D-1 O.OQOOOO 
40) 1.276000 1.85577 1.862776 
Y O.OOOOOO 0.683893D-1 0.6798D-1 
The results of this simple case reveal some interesting points that should be 
kept in mind when a more complex situation is analyzed. The fact that con- 
vergence is attained after only one iteration is not surprising, for the basic 
system is linear. In comparing the first iteration solution with the “observed 
data” the fit is only fairly good. Since a minimum least square error fit over 
the entire region is desired, the error would be expected to be fairly equally 
distributed over the entire time interval. This does not seem to be true, 
since an examination of Table IV shows that the error is much greater at the 
zero end of the interval. A plausible reason for this may be shown in Table III 
where of the three “initial conditions” which must be correctly approximated, 
x(0) is in the greatest error, thus accounting for the distribution of error. This 
is reasonable when one considers that as the length of the interval over which 
the data is observed is lengthened, the effect of the initial condition, x(O), 
diminishes. On the other hand, as the interval length decreases, the estimate 
of N(O) should improve but the estimate of v might be in greater error, for L 
generally is determined by the long time behavior of the data. 
A possible solution to this dilemma is to consider the weighted least square 
error fit. This problem will be discussed later. 
VII. IMPROVING THE MATHEMATICAL MODEL 
Thus far, the discussion has been concerned with the problem of applying 
the theory of differential approximation to the motion of a rocket in a smooth- 
bore launcher. However, in the present complex system, such a law may need 
improvement. A technique for making such an improvement, using the 
observed data, is suggested by the theory of Segmental Differential Approxi- 
mation. The entire time interval of observation is divided into subintervals 
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over which the data is fit by differential approximation. The problem is to 
find the minimum set of subintervals, spanning the entire time interval, 
which has the smallest error. Clearly, if the friction law is accurate, the mini- 
mum set of subintervals will be the single entire time interval. If the minimum 
set of subintervals is not the single entire time interval then the change in the 
value of the constant Y for each interval should give a clue as to how the 
friction law could be modified. 
A. Segmental Dt$ferential Approximation 
The theory of segmental differential approximation was first introduced by 
Bellman, Gluss, and Roth [5] and has been applied to problems in 
mechanics [6], Neurophysiology [ll], and Biomechanics [12]. It is a blend 
of differential approximation [3] and Dynamic Programming [7, 81. 
1. THE FUNDAMENTAL EQUATION OF DYNAMIC PROGRAMMING 
Consider the problem of minimizing the linear function 
E(x, , x2 ,*a*, XN) = el(xl) + e&z) + “’ + eN(xN> 
e&2> 2 0, xi 3 0, g1 xi = x. (25) 
The problem Eq. (25), can be considered to be imbedded in a class of pro- 
blems in which N is any positive integer and x any positive value, The process 
is made dynamic by requiring the choice of xi to be made one at a time. 
Since E must depend on the region x and the number of subregions N, a 
function is defined, 
FN(x) = {r$$ E(x, , x2 ,..., XN) 
$ Xi = 0 Xi > 0. (26) 
It is clear that 
F&O) = 0 N = 1, 2,... . 
If 
ei(0) = 0 for all i 
and 
W> = e&), x > 0. 
To obtain a recurrence relationship between F’(X) proceed as follows. 
Select x,0 < x, < x. Then, regardless of the value of x, there are N - 1 
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remaining choices in the region (x - xN). Then for a given x, , the minimum 
E is 
e&N) + FN& - 3~). 
Since X, is arbitrary, then clearly 
F,(x) = 4% (27) 
which is the fundamental equation of dynamic programming 173. 
2. APPLICATION TO THE ROCKET PROBLEM 
To make the previous analysis applicable to the rocket problem, let the 
time interval of observation be between 0 and T. Call the length of time x; 
subdivide the time interval by a sequence of intermediate times t, , and let 
then 
Also define 
x2 = t, - t1 
XN-~ = tN-1 - h-2 
xN = T - t&l 
xi > 0, 5 xi = x. 
i=l 
(28) 
so then E(x,, x2 ,..., XN) is a measure of the error in fitting the data over the 
interval [O, T]. If individual data fits are obtained over the sequence of 
subintervals, defined by the set {xN} then FN(x) is the minimum error measure 
found by fitting the data over an interval defined by x when N subintervals 
are allowed. 
The problem is to calculate FN(x) for a given N and x. The important result 
is not the value of FN(x), but the sequence (xNj and the associated critical 
times (tNf. Each critical time t, has associated with it a set of “initial condi- 
tions” and “friction coefficient” found by a data fit of the interval xN . This 
is the information really sought. 
The structure of the process is shown clearly in Table IV by the tabulation 
of the following information, where as an example, five points have been 
chosen in the time interval. 
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TABLE IV 
ERROR MATRIX 
t1 t2 t3 t4 5 
eosl eo.2 
e1.2 
h3 
k3 
e2.3 
eo.4 
k4 
k4 
ea.4 
e0.6 
k5 
e2.5 
k5 
k5 
where 
TABLE IVa 
TABULATION OF THE FUNCTIONAL EQUATION 
Interval 
Stage N Xl X2 XS X4 X.5 
--- 
1 F,(xJ Fdxz) FI(x& F&d Fd.4 
2 F&z), x F&A x F&J, x F&d, x 
3 F,(x,h x F&d> x F&4, x 
4 F&4, x Fdxd> x 
5 F&d 
where x takes on the value x1 , x2 , x, , x4 , depending on the stage and interval. 
TABLE IVb 
TABULATION OF THE INITIAL CONDITIONS 
t1 G? t3 t4 t.5 
0 
t1 
tz 
ts 
4 
t5 
a typical element 
@i(O), i = I,... 6: v),j, k 
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3. INTERPRETATION OF THE RESULTS 
The proper interpretation of Table IVa is critical. Since, for this example, 
only five intervals were examined, if five changes are asked for in the system, 
the solution is trivial. A more interesting problem is to ask for only one 
change over the interval. The best interval on which the changes should occur 
is found as the x in Table IVa of the term Fs(xs), X. If two changes are asked 
for over the interval, the solution is found by the following sequences: 
f&J, xi + xi 
fiW xj -+ xi . 
The solution is given as the set (xi , xj) and the corresponding initial 
conditions are given in Table IVb. The changes of initial conditions from one 
interval to the next may give a clue to the modification of the mathematical 
model. 
The dynamic programming approach shows its power if a large number of 
intervals are examined and a small number of changes are required. 
B. A Reinterpretation of the Physical Problem 
Quite often in engineering proof testing a sequence of experiments are 
performed to establish performance reliability. In the case of a test failure 
the natural questions to ask is, what failed and why did it fail ? This problem 
will be briefly addressed. Assume that the mathematical model of the physical 
problem is correct and that there are data from two tests, one success, one 
failure. If the differential approximation technique is applied to both sets 
of data over the entire time interval, the failure may be pinpointed to the 
initial conditions (by comparing initial conditions) or to difficulties arising 
at a later time (by comparing values of the equation constants). By applying 
the more refined technique of segmental differential approximation, it is 
possible that a further pinpointing of the difficulty along the trajectory can be 
made. This suggested form of analysis needs further investigation. 
VII. THE EXPERIMENTAL TEST 
The entire mathematical apparatus for the data unscrambling technique 
has been set up, and the method can now be applied to a specific set of 
experimentally observed data. An attempt will be made to fit the data taken 
from the Avco tests, and from the results greater understanding of the motion 
of the rocket as it moves through the launch tube may be gained. The coeffi- 
cient of friction, v, will be assumed not to change during the motion. There- 
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fore no attempt will be made to include the dynamic programming portion 
of the analysis in this example. 
An additional problem arises in this example, for 4(t) has not been 
measured. It is of interest to determine if a successful data fit can be made 
when only partial data is available. 
Preliminary numerical experiments in fitting the test data indicated a need 
to add a weighting factor to the least square error function. The need for such 
a weighting factor was briefly discussed in Section VI. This problem will be 
examined in greater detail now. 
A. A WEIGHTED LEAST SQUARE ERROR FUNCTION 
The inability to obtain an acceptable data fit for the time intervals called for 
in the experiments led to the inclusion of a weighting factor in the least 
square error function. To amplify the error on the initial conditions, the error 
function, Eq. (14) was modified by redefining @ to be 
@ = 1” [l - flse-alt] ($ * 4) dt. 
By adjusting the parameters p1 , & any desired importance can be assigned 
to the error in the early time fit. For instance, if /3s = 0, the error over the 
entire time interval would be treated equally. The values of the two parameters 
& and & were determined by a sequence of numerical experiments performed 
for a range of parametric values. Those values for which convergence was 
acceptable were then used for the final data fit. 
B. THE EXPERIMENTAL DATA FIT 
From the set of Avco tests on the rocket-launcher assembly [2], one test was 
chosen for the data fitting analysis. This test was selected because the 
rocket was fired from a horizontal position in a 1 - g environment and both 
the forward motion and the rocket spin showed indications of frictional 
retardation. The physical quantities used in this study are shown in Table V. 
TABLE V 
PHYSICAL CHARACTERISTICS 
Bore Radius 2.277 in. 
Rocket Radius 2.250 in. 
Acceleration due to Gravity 386.4 in./seca 
Weight of the Rocket 16.768 lb 
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The observed data, taken from Fastax camera measurements, are shown 
in Table VI, where B and x are given as a function of time. Unfortunately, the 
motion of the contact point+(t) was not measured in any of the experimental 
tests. The motion picture information was of little information in this case 
and additional instrumentation was not available. For the data shown below, 
the error in the measurements is estimated to be less than 10 percent. A 
small amount of smoothing was used. 
TABLE VI 
THE OBSERVED DXTA 
Time x 
(set) (inches) 
0.01 0.6960 
0.02 0.1392D 01 
0.03 0.2129D 01 
0.04 0.2867D 01 
0.05 0.3563D 01 
0.06 0.4260D 01 
@ 
(radians) 
0.2250D 01 
0.45OOD 01 
0.6750D 01 
0.9OOOD 01 
0.1125D 02 
0.1350D 02 
Because the motion of the contact point C(t) was not measured, a small 
motion for 4 about the equilibrium point, $I = 0 was assumed. The assumed 
data for 4 are tabulated in Table VII. 
TABLE VII 
ASSUMED DATA FOR 4 
Time 4 
(seconds) (radians) 
0.00 0.00 
0.01 - 0.2OOD-02 
0.02 - 0.94OOD-02 
0.03 -O.l290D-1 
0.04 -0.8770D-2 
0.05 -O.l850D-2 
0.06 -0.94OOD-03 
A sequence of cases was examined to study the effect of the weighting 
parameters p1 and /3a on the improved initial conditions after four iterations 
in each case. Recalling that !a determines the magnitude of the weighting 
function, while fil reflects the importance of the initial conditions, the initial 
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conditions approached limiting values only for relatively large values of & . 
It is suspected that these large values are required for the terms of the error 
matrix E which are very small, being the products of the homogeneous 
solutions. These solutions represent perturbations from the original approxi- 
mation and are therefore very small. In this example the values taken are 
& = 8,000 and /3i = 0.05. 
The results of the study are shown in Tables VIIIa through VIIIc, IX, 
and X. The data fit was obtained for the variables $, 8, and x over the time 
interval from 0 to 0.06 seconds. Convergence and the data fit was quite good 
for B and x. The results for 4 were not as accurate. The reason for this seems 
clear. The motion of the contact point 4 was not measured in the test series. 
Excellent agreement with the data cannot be expected, for the chosen motion 
of 4 may not be compatible with the 8, x data, however the analysis theoreti- 
cally would select the best solution compatible with B and x. The results are 
are plotted in Figures 4, 5, and 6. 
The initial conditions are of interest in the analysis. After four iterations 
of the procedure, the initial conditions have converged to the values shown in 
Table IX. 
From the results of Table IX, $(O) and d(O) can be found. They are 
0.1035D 03 rad/sec. 
0.3193D 03 in./sec. 
FIG. 4. Assumed motion of the contact point; data fit after four iterations. 
FIG. 
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TiME.recondr 
5. Observed angular displacement versus time data fit after four iterations. 
FIG. 6. Observed forward displacement versus time data fit after four iterations. 
The final unknown of the data fitting problem is the coefficient of friction. 
In this example it has been found to be 
v 0.1117D-01.3 
3 The coefficient of kinetic friction of steel on steel ranges from 0.3 to 0.09 as 
reported in “Handbook of Engineering Fundamentals,” ed. by Eshbach, John Wiley & 
Sons, New York. 
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TABLE IX 
FINAL INITIAL CONDITIONS 
4(O) -0.822984D-03 
W) -0.390461D-01 
40) -O.l50266D-02 
4(O) 0.312141D 00 
40) 0.122442D 03 
B(O) 0.630941D 00 
Y 0.111791D-01 
The knowledge of the coefficient of friction allows the determination of the 
friction forces in both the rotary and forward directions as a function of time. 
These are given in Table X. 
An evaluation of Table X points out quite clearly that the retarding func- 
tion force is negligible in this example. The motion of the contact point is 
small, so the gravity force is a dominating factor. This explains why the 
friction forces are constant in time. The friction force components are also 
constant in time pointing out that the ratio of 4 to k is nearly constant. The 
retarding force in the x-direction is slightly greater than in the 0 direction. 
TABLE X 
FRICTION FORCFS ON THE ROUND 
Time 
(4 
N 
(lb) 
f = vN 
(lb) 
f+ = fsin! 
(lb) 
fi =fcosB 
(lb) 
0.01 0.1677D 02 0.1873 0.1103 0.1513 
0.02 0.1677D 02 0.1873 0.1103 0.1513 
0.03 0.1677D 02 0.1873 0.1103 0.1513 
0.04 0.1677D 02 0.1873 0.1103 0.1513 
0.05 0.1677D 02 0.1873 0.1103 0.1513 
0.06 0.1677D 02 0.1873 0.1103 0.1513 
v = O.lllD-01 
sin 0.63 = 0.5891 
cos 0.63 = 0.8080 
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From the initial conditions the approximate impulse which the motors 
must have imparted to the round can also be determined. In the forward 
direction 
I = m*(O) = f k(O) = 13.856 lb-set, 
while in the angular direction 
1 = 4 my1 4 + m(ro - rl) 4 = 5.030 lb-sec. 
A general evaluation of this example is that friction forces are small and if 
observed exit velocities 4 and ~-8 are not within specifications, then the initial 
conditions must be improved. The study shows C(t) must remain small. 
Conceivably this could be done by proper positioning of the rocket motors. 
C. The Unknown Function C(t) 
A serious drawback to this study was the inability to properly measure 
4(t). The approach taken to remedy the situation was to specify several 
general shapes for 4 hoping to find one which was consistent with the general 
observations of x and 0. The results of a separate study confirm that certain 
choices of the motion of the contact point gave inconclusive or contradictory 
conclusions. Two examples are presented. Letting 4 be a simple damped 
motion: 
(b = 10 [1 - e-lot] o<t<0.1 
The system diverged after the first iteration. For this poor, almost impos- 
sible, physical situation such a result would be expected. 
Letting C$ be a damped oscillation 
b, = 0.7166 e-14.51 sin 62.Q. 
The system converged but with an extremely bad fit for +. As shown in 
Figure 7 the error was uniformly distributed over the time interval, the 
weighting factor was unity. The system also called for a negative coefficient. 
of friction which was unacceptable. 
In these two cases and several others, the fit for both x and 8 was 
consistently good. These results could be anticipated, for x and 0 enter into 
the equations of motion in a very simple way. The motion of + is critical 
for it determines both the reaction force, N, and the coefficient of friction, v. 
As a general observation, the fitting of observed data to an analytical model 
of a complex physical system presupposes that the data is reasonably close 
to an analytical solution to the mathematical model. The problem is to select 
the proper solution. If the observations are incomplete, then the results, if 
any, must be carefully scrutinized. 
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FIG. 7. An example of an unacceptable data fit. 
IX. CONCLUSIONS 
The purpose of this study has been two-fold: to evaluate the data unscram- 
bling technique [6] for a highly nonlinear problem with more than one 
variable and to determine if meaningful engineering recommendations can 
be made from such a study. 
In the past data unscrambling has been applied to a number of simple 
linear and nonlinear systems [6], Recently, in the field of chemistry, raw 
kinetic data were used to estimate reaction rates [14] while in the field of 
biochemistry, a large nonlinear system was used in the analysis of Induced 
Enzyme Synthesis [12]. Here, to demonstrate the method, the data were 
generated numerically and not experimentally. 
In the present study, the problem arose from an engineering situation. 
Experimental data were available and definite questions needed to be an- 
swered. The system of equations, derived from classical mechanics, suggested 
that the data unscrambling technique could be applied. A successful data 
fit was obtained for a set of experimental points. 
During the course of the investigation several new ideas were introduced 
into the data unscrambling technique. Matrix inversions were obtained by an 
iteration technique rather than a direct numerical method [IO] to allow for 
ill-conditioned systems. The initial conditions for the particular and homo- 
geneous solutions were chosen such as to make these solutions small perturba- 
tions to the original approximation (see Eq. (10)). This technique has also 
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been suggested by Lee [13]. Finally, to insure the proper importance to the 
initial conditions, a weighting factor has been introduced into the error 
function. It is felt that these inovations have greatly improved the efficiency 
of the technique. 
The dynamic programming aspect of the problem, allowing for the possi- 
bility of a suddenly changing v, was not used in the example. However, the 
theoretical structure is included for completeness. 
The data unscrambling technique is so designed that any additional 
physical phenomena which are not specifically accounted for in the model, 
such as the elastic behavior of both the rocket and the bore, are accounted for 
in the numerical value of the dynamic coefficient of friction Y. Since the value 
of v, for this example, seems to have little effect on the exit velocities of the 
round, it is concluded that the elastic effects on the overall performance of 
the system are unimportant. 
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