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The Buniakowsky-Schwarz inequality [l, 21 states that, under suitable 
hypotheses concerning the functions f and g, one has 
(sfg)2 G j-f2 * j-2, 
where the integrals are extended over a common domain of definition of the 
real-valued functions f and g. This inequality may be regarded as giving an 
upper bound for the square of the “scalar product” of the functions f and g, 
i.e., the number (jfg)2, 
and Sg2. 
in terms of the two “squares of the lengths”: If2 
Under certain circumstances (i.e., additional suitable hypotheses relative 
to the functions f and g) there exist complementary inequalities to the 
Buniakowsky-Schwarz inequality; that is to say, inequalities which can be 
regarded as giving lower bounds for (sfg)2 in terms of $f2 and sg2. 
The purpose of the present paper is to prove integral inequalities of this 
general “complementary” nature, which include as special cases several 
other complementary inequalities appearing in the literature. 
Section I discusses four “one-dimensional” inequalities (complementary 
to the Buniakowsky-Schwarz inequality), which occur in the literature. 
Section II presents a “Blitzbeweis” of a new “n-dimensional” inequality, 
which is also complementary to the Buniakowsky-Schwarz inequality, and 
which includes as special cases the previously known inequalities discussed 
* The research of the authors was supported by the Air Force Office of Scientific 
Research-Grant AFSOR 400-63, and by the U. S. Naval Ordnance Laboratory, 
White Oak, Maryland. 
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in Section I. Section III contains a further generalization of the comple- 
mentary inequality of Section II. Although the main results have been 
formulated entirely in terms of Lebesgue integration, it is easy to read off 
from them the corresponding results relative to Riemann integration and 
continuous integrands, and therefore these corresponding results are not 
formulated explicitly. 
Although attention is restricted here to the case of definite integrals, the 
same simple procedure also yields new complementary inequalities for 
finite sums, self-adjoint operators in a Hilbert space, . . . (see the research 
announcement [3]). 
I. KNOWN COMPLEMENTARY INEQUALITIES 
Suppose that the real-valued functions f(x), g(x), and h(x) are Riemann 
integrable (“eigentlich integrabel”; see, e.g., p. 34 of [4]) on the finite interval 
a < x < b, and satisfy there the inequalities 
Further, let the real-valued function f(x) be Riemann integrable on 
a < x < b. Then the following inequalities play a r6le in this paper: 
11 h(x) dx 11% 4 (~~~)2 (b - a)2, (Schweitzer [S]), (1) 
Q(X) fix 1” g”(x) dx < (M1M2 +m1m2)” (@x) g(x) dx)2, (1 4mlm2MlM2 
(Yolya-SzegG [4]), (2) 
J” h(x) p(x) dx ,: gg ax < (M + ml2 
4mM (3) n 
and 
,:f2(x) s”(x) dx [:,2(x) $(x) dx < (M1M2 + m1m2)2 (Qx)g(x) P(x) dx)l. 4mlm2MlM2 
(4) 
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REMARK 1. It is clear that (4) implies the preceding three inequalities. 
Lettingf2(x) = h(x) andg2(X) = l/h(x), together with m, = mliz, Mr = M112, 
m2 = M-lj2, and Mz = m-l12, in inequality (4), gives (3). Further, putting 
s(x) = 1 throughout a < x < b in (3), yields (1). Lastly, putting E(x) = 1 
throughout a < x < b in (4), yields (2). 
REMARK 2. The relationship of these inequalities to the Buniakowsky- 
Schwarz inequality is most clearly brought out by writing (4) in the form 
(when Jl f2(x) dx > 0): 
jbf2(x) t”(x) dx - I:g”(x) 5”(x) dx 
l< a < WV& + v-G2 
’ 4m,m2M,M2 ’ (5) 
the left-hand inequality of (5), which is the Buniakowsky-Schwarz inequality, 
furnishes an upper bound for the square of the scalar product Jb [f(x) f(x)] * 
[g(x) t(x)] dx, while the right-hand inequality of (5), which is i&quality (4), 
gives a lower bound for the square of the same scalar product. When t(x) = 1, 
the inequality (5) reduces to that in [4, Exercise 93, p. 571. It is clear a priori 
that the ratio on the extreme right-hand side of inequality (5) is 3 1, since 
4m,m,M,M, = (M,M, + mlm2)2 - (MlM2 - m,m2)2. 
Inequality (3) is an “integral analogue” of inequalities, for sums and for 
operators, which are given by Kantorovich [6]. Inequality (4) is an “integral 
analogue” of inequalities, for sums and for operators, which are given by 
Greub and Rheinboldt [7]. 
Actually, as will be shown in the next section, the following n-dimensional 
forms of these four inequalities are valid (see Corollaries 1-4 in Section II): 
and 
s I 1, (M + ml2 (s ) 2 ha D .h 4mM D1 ’ 
ID s 
f” * g2 < MM2 + mlmJ2 
D ’ 4m,m,M,M, 
(ln) 
CL) 
(3,) 
(4,) 
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where D is a subset of n-dimensional Euclidean space En , and is supposed to 
have finite n-dimensional Lebesgue measure; the real-valued measurable 
functions f, g, h, and 6 satisfy 
and 
0 < m < h(x) d M, 
for almost all x = (xi , xa , ..., x,J in D, plus the requirement that all the 
definite integrals appearing in the inequalities (l,)-(4,) are finite. 
It is evident that Remarks 1 and 2, suitably reworded, apply to inequalities 
(LA (2,), (3,), and (4,). 
REMARK 3. It is clear that the definite integrals appearing in the 
inequalities could be taken to be Lebesgue-Stieltjes integrals, e.g., so f 2pdp, 
with respect to a real positive measure CL, without altering the validity of 
inequalities (l,)-(4,). In this manner, one could obtain simultaneously the 
corresponding inequalities for sums (see e.g., [S]) and the inequalities for 
definite integrals given here. 
II. A STRONGER COMPLEMENTARY INEQUALITY 
It will now be shown that, as a matter of fact, the following inequality 
holds: 
Q4 jDg2t2 + m2M2 j f2t2 < W&M2 + mlm2) j 
D 
DfgP. 
The inequality (6) actually implies (4,), because the obvious 
0 -G [(m&5 jDg252)1’2 - (m,M, jDf2P)1’2]2, 
which may be rewritten 
(6) 
(7) 
2 (mlm2MlM2 jDf”5” * jDg2e2)“” G MG jDg2P + m2M2 jD.f2S2, (8) 
taken together with (6), yields (4,). The statement of the new inequality, 
including a discussion of exactly when equality holds, is contained in the 
theorem below. The precise results, including a discussion of the case of 
equality, will also be given in detail for each of the inequalities &J-(4,) in 
Section I. While it is true that each of these inequalities appears here as a 
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corollary of the general theorem, it will be indicated in each case how an 
application of the same simple idea employed in the proof of the main theorem 
leads directly to each individual result, without having to prove the main 
result itself first. 
THEOREM I. Let the real-valued measurable functions f and g satisfy 
0 <ml <f(x) ,<JG, and O<m2<g(x><M2 (9) 
for almost all x in D, where D is a subset, ofJitlite measure, of real n-dimensional 
Euclidean space. (In particular, one may choose m, to be the essential infmum 
off in D, i.e., the supremum of all numbers which bound f(x) from below for 
almost all x in D, and choose M1 to be the essential supremum off in D; and 
similarly for m2 and M, with respect o the function g.) Also, let 5 be a real- 
valued function belonging to L,(D). Then 
fo4 s g2t2 + m2M2 D s f2f2 < @GM2 + mlm2) D s Dfgk 
< (MlM2 + mlm2) [f f 2P - 1, g2t2] 1’2. (10) 
D 
IfO<m,andO<m,, qu e ality holds on the left if and only if, to within a set 
of measure zero in D, whenever b(x) # 0, either (f(x),g(x)) = (m, , M,) 
or (f(x>,g(xN = (MI , m2), where the alternative depends upon x. 
PROOF. It should be noticed that all the definite integrals occurring in the 
inequality (10) (namely, JDf2t2, sDg2t2, and sDfgs2) are finite, since the 
product of two functions is in L,(D) whenever one of the functions is in 
L,(D) and the other function is measurable and essentially bounded. Consider 
the argument in the case of SD f2t2, f or example. Since f is measurable, 
f 2 = f. f is also measurable; since f 2 and f2 are measurable, the function 
f2$ is also measurable. Now, since 0 < m, <f < M1 a.e. in D, it follows 
that rnft2 < f2t2 < M:t2 a.e. in D, and this imples that SDf2P is finite (see, 
e.g., H. Kestelman [9; Theorem 202, p. 1301). This reasoning is valid whether 
D is of finite measure or not. The requirement that D be of finite measure is 
convenient when one wants to choose t = 1 in D and obtain inequality 
(In) as a corollary. However, inequality (10) remains valid when D is of 
infinite measure, provided only that SD .$” is finite. 
The inequality on the right of (10) is clearly just the Buniakowsky-Schwarz 
inequality, that is, 
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Thus, only the left-hand inequality requires proof. To this end, it follows 
from (9) that 
0 G M2fW - wd4 and 0 Q ML&9 - mzfb) 
a.e. in D. Hence, 
and also, 
a.e. in D. Integrating this last inequality over D gives the desired result. 
(Notice that what one is essentially doing is employing the identity 
I W2f - w) w4g - mzf) P D 
= MM2 + mlm2) lDfggP - m&4 sDg2Ez - m&4 lDf2t2.) (11) 
Now to consider the case of equality on the left-hand side of (lo), under the 
additional assumption 0 < ml and 0 < m2 . Equality holds on the left-hand 
side of (IO) if and only if the integral on the left-hand side of (11) vanishes, 
that is, when 
0 = W2fC4 - w(41 W&) - m2f(41 I”(x) (12) 
a.e. in D. Clearly, when &v) # 0, Eq. (12) means that either 
0 = M2f(x) - m&4 (13) 
or 
0 = M&x) - m,f(x). (14) 
If (13) holds for some X, thenf(x)/m, = g(x)/M2 , where, from the hypotheses, 
1 B f(4/ml and g(x)/M2 < 1. Consequently, f(x)/m, = g(x)/M2 = 1; 
that is, f(x) = m, and g(x) = M, , which may be expressed in the form 
(f(4, g(x)) = (ml , M,). Similarly, if (14) holds, one is led to conclude that 
f(x) = Ml and g(x) = m, , that is (f(x),g(x)) = (Ml , m2). 
It is to be remarked that the condition for equality is (vacuously) satisfied 
in the extreme cases when either E(x) vanishes a.e. in D or D is of measure 
zero. 
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The equality condition has been stated explicitly in the case when 0 < m, 
and 0 < mz , only for convenience, because it is more informative than the 
following equality condition: if 0 < m1 and 0 < ma , then equality holds on 
the left-hand side of (10) if and only if, to within a set of measure zero in D, 
whenever t(x) f 0, either (13) or (14) holds, where the choice of .which 
actually holds, (13) or (14), depends upon x. 
COROLLARY 1. Under the above hypotheses on the functions f, g, and [, but 
with 0 < m, and 0 < ma , one has 
(15) 
If MIM2 > m1m2 , then the equality sign holds in (15) if and only if, to within 
a set of measure zero in D, whenever t(x) # 0, either (f(x), g(x)) = (m,, M,) or 
(f(x),g(x)) = (MI P m,); while, at the same time, one has 
s 
Dl 
where D, is the measurable subset of D fw which the first alternative just men- 
tioned, (f(x), g(x)) = (m, , M,), is valid. If MIM2 = m1m2 , then equality 
always holds. 
PROOF. Inequality (15) follows directly from (8) and (IO), as announced 
at the beginning of this section. It only remains to discuss the case of equality 
in (15). 
Consider the set of zeros of 5 in D, that is the set of all x in D such that 
f(x) = 0, and call it E. Then (15) may be rewritten with SD replaced by 
S D-E throughout. Hence, it suffices to suppose in the argument that E has 
measure zero, since otherwise one could just replace D by D-E in the reason- 
ing (while if the measure of D-E is zero, then there is nothing to prove). 
Equality occurs in (15) if and only if equality occurs both in the left-hand 
inequality of (10) and in (7). Now, equality holds in (7) if and only if 
mlMl I g2t2 = m2M2 D s Df2p, 
that is 
I D hM,g2 - m2M2f2) t2 = 0. (17) 
But, from the equality condition for the left-hand inequality of (IO), for 
almost all x in D one has either 
( f(x), g(x)) = (ml , M2) or (f(x), g(x)) = (MI 3 tnz). 
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Thus, using this information in (17), it follows that 
(mlMIMi - m2M2mi) j,5’ + hWmi - m2M2Mf) I,_, 5” = @, 1 
that is 
WlM2 - mlm2) mlM2 ( j,, 5” - MI+ jDeDl 5’) = 0. (18) 
In any event, one has MIMz > mim,; it will now be assumed that actually 
M,IM, > mlma (the remaining case, M,M, = m1m2 will be considered below). 
Equation (16) then follows directly from (18), since ~oPD, = SD - Jo, . 
If M,M, = m,m, , then 
and hence, MI/m, = 1 and mz/Mz = 1. Therefore, f(x) = m, = n/l, and 
g(x) = m2 = M, a.e. in D. In this case equality clearly holds in (15). Notice 
that here 
WlM2 + mlm212 
4m,m,M,M, = ‘* 
COROLLARY 2. Let the real-valued measurable function h satisfy 
0 < m < h(x) < M, 
for almost all x in D. Also, let 5 be a real-valued function belonging to L,(D). 
Then 
(19) 
If M > m, then the equality s+n holds in (19) if and only I& to within a set of 
measure zero in D, whenever t(x) # 0, either h(x) = m or h(x) = M; while, 
at the same time, one has 
j, t2 = + j, t2, 
where D, is the measurable subset of D f or which the first alternative just men- 
tioned, h(x) = m, is valid. If M = m, then equality always holds. 
PROOF. Inequality (19) follows from inequality (15) in exactly the same 
manner in which inequality (3) was derived from inequality (4) in Remark 1. 
The conditions for equality are a special case of those given in Corollary 1. 
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Theorem 2 of Nakamura [lo] corresponds to this Corollary 2 in the special 
case when the dimension n is one and the function h is continuous. His 
argument involves the notion of a center of gravity, and appears to be more 
of an intuitive justification of his inequality rather than a rigorous proof. 
REMARK 4. It should be noticed that, alternatively, Corollary 2 may be 
derived directly in a manner similar to that used to derive Corollary 1, without 
first proving the general Theorem 1. The procedure is as follows: starting 
from 
0 < pyp - [$!yl’“/ * l[$J - [+]1’2/ 52(%), 
for almost all x in D, and integrating over D, one obtains an “intermediate 
inequality” analogous to that given by the left-hand inequality of (IO), 
namely, 
which, together with the obvious 
0 5 [(mM 1, -f-)l” - (SD ht2)l’8]‘, 
which is the analogue of (7), gives (19). 
COROLLARY 3. Let the real-valued measurable functions f and g satisfy the 
inequalities 
O<ml<f(x)<Ml and O<m2<g(x><M2, 
for almost all x in D. Then 
s s Df2* Dg2 < W&M2 + mlm212 -- (J,h?)“. 4mlm2MlM2 (20) 
If MlM2 > m1m2 , then the equality sign holds in (20) if and only if, to within 
a set of measure zero in D, either 
(f(x), g(4) = Cm1 , M2) or (f(x), g(x)) = (Ml , m,); 
while, at the same time, one has 
I l= Dl 
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where D, is the measurable subset of D for which the first alternative just men- 
tioned, (f(x), g(x)) = (ml , M,), is valid. If M,M, = mlm2 , then equality 
always holds. 
PROOF. (It is clear that the definite integrals in (20) exist, since the func- 
tions f s and ,gs are measurable and essentially bounded.) Proceeding as indi- 
cated in Remark 1, inequality (20) follows from inequality (15) simply by 
taking the function 5 to be identically equal to one in D. The conditions for 
equality are a consequence of those given in Corollary 1. 
Exercise 93 on p. 57 of Polya-Szego [4] corresponds to Corollary 3 in 
the special case when the dimension n is one and the functions f and g are 
Riemann integrable. Their proof is based on a consideration of the Riemann 
partial sums of the definite integrals involved, to which they apply an inequal- 
ity for finite sums given in Exercise 92 on p. 57 of their book (see also Corol- 
lary 3 of Diaz and Metcalf [8]). KiirschAk [ll] announced earlier, without 
proof, the same inequality as Pblya and Szegii, but with m, = me and 
MI = M, . 
REMARK 5. The proof of Corollary 3 could equally well have been 
obtained directly by starting from 
0 =G W2fW - mI&)l . PM4 - m2f(419 
for almost all x in D, and then integrating over D to obtain 
44 I g2 + m2M2 i f2 G W&4 + mlm2) D D I dfg. 
This inequality, together with the obvious 
0 < [(m&4 sDg2)liz - (m2M2 S,f2j1”]“, 
then yields (20). 
COROLLARY 4. Let the real-valued measurable function h satisfy 
0 < m < h(x) d M, 
for almost all x in D. Then 
I s he &W+m)2 2 D ,h 4mM D1 ’ (1 1 (21) 
If M > m, then the equality sign holds in (21) if and only if, to within a set of 
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measure zero in D, either h(x) = m OY h(x) = M; while, at the same time, one has 
where D, is the measurable subset of D for which the first alternative just men- 
tioned, h(x) = m, is valid. If M = m, then equality always holds. 
PROOF. That this result follows from Corollary 2 is clear (simply take 
4(x) to be identically equal to one in D, as was mentioned in Remark 1). 
The inequality (21), in the special case when the dimension n is one and 
the function h is continuous, appears on p. 260 of Schweitzer [5]. 
REMARK 6. Putting s(x) = 1 for almost all x in D, in Remark 4 above, 
one obtains an alternate direct derivation of inequality (21), without first 
proving the general Theorem 1. 
III, WEAKENING OF THE INITIAL HYPOTHESIS ON THE FuiwmoNs f Aim g 
It is clear from the proof of Theorem 1 that the hypotheses concerning the 
functionsfandg may be considerably weakened. Because all that is needed is 
that the numbers m, , Mr , m2 , and M2 , and the functions f and g, be such 
that the inequality 
0 G 1% f (4 - ml &41 WI &) - m2 f WI (22) 
holds for almost all x in D. A simple sufficient condition for (22) to hold is 
that the numbers m, , M, , m2, and M2, and the functions f and g, satisfy 
the inequalities (compare the beginning of Section I) 
0 < ml <f(x) < W and O<m2<g(x)dM2, (Hl) 
for almost all x in D. But, clearly, (22) may hold in cases where (HI) does not. 
All that (22) requires, for a given x in D, is that the numbers m, , MI , m2, 
Ma , f(x), and g(x) be such that, almost everywhere in D, the real num- 
bers M2f(x) - m,g(x) and M,g(x) - ma f(x) have the same sign, which 
may even vary with x; while, on the other hand, (HI) requires that both 
M2f(x) - w(4 and M&4 - m2f(4 b e nonnegative for almost all x in D. 
Furthermore, a condition which is both necessary and su$cient for (22) to 
hold (with suitable m, , MI , rnz, and M,), for a given x such that f(x) f 0, 
is the following: 
let m and M satisfy 
uw 
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The proof is immediate. For, suppose that (H2) holds; then (22) holds with 
m, = M, = 1, m2 = m, and M, = M, that is 
0 G Wf(4 - &)I MN - mm19 (23) 
with m < M. (Notice that the requirement that m < M in the last inequality, 
(23), is made without loss, since the value of the product is not altered when m 
and M are interchanged, because 
[MfW - d41 Ed4 - m-WI = k~.fW - &)I kW - M.fWl .I 
Conversely, suppose that (22) holds with m, = MI = 1, m2 = m, and 
M, = M, where m < M (i.e., suppose that (23) holds with m < M), for 
some x such that f(x) f 0; then (H2) holds, because one must have that 
either both 
0 G Mf(4 -g(x) and 0 G A4 - mfC4 
(and thus mf(x) <g(x) < Mf(x)) or that both Mf(x) -g(x) < 0 and 
g(x) - mf(x) < 0 (and thus Mf(x) <g(x) < mf(x)). But, since f(x) f 0 
(i.e., either f(x) > 0 or f(x) < 0) an m < M, the first alternative implies d 
that m <g(x)/‘(x) < M, and the second alternative also implies that 
m <g(x)/f(x) < M, as desired. It should be noticed that in (H2) neither 
m nor M need be non-negative. 
The general result which corresponds to Theorem 1 of Section II, starting 
from the hypothesis (H2), is given by the following theorem. 
THEOREM 2. Let the real-valued measurable functions f (which is da@rent 
from zero a.e. in D) and g satisfy 
for almost all x in D such that f(x) f 0, where D is a measurable subset (of 
finite OY infinite measure) of real n-dimensional Euclidean space. (In particular, 
one may choose m to be the essential infimum of g/f in D, and M to be the essential 
supremum of g/f in D.) Suppose further that JDf2 is$nite, i.e., that f belongs 
to L,(D). Then 
lag2 + mMJDf2 f (M + m) Jofg < j M + m I [/,f2. jDg2j”“. (25) 
Equality holds on the left sf and only if to within a set of measure zero in D, 
either g(x) = mf(x) OY g(x) = Mf(x), where the alternative depends upon x. 
PROOF. Since SD f 2 is finite it follows from (24) that SD g2 is also finite 
(for, if g(x)/f(x) 3 0, then (24) implies that 0 < g(xj/f(x) < M, and 
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hence 0 Q gz(x)/f2(x) < M2, while if g(x)/f(x) < 0, then (24) implies that 
m <g(x)/‘(x) < 0, and hence 0 < g”(x)/‘“(x) < m2; consequently, to 
within a set of measure zero in D 
0 < g”(x) d [max (m2, M2)lf2(x> < (m2 + M2)f2(x), 
which means that Jng2 is finite). 
As in Theorem 1, the inequality on the right of (25) follows from the 
Buniakowsky-Schwarz inequality, that is, 
In order to establish the left-hand inequality of (25) one need only note that 
O<[-$$--m] [M-j#-]f2(x) 
follows directly from (24). Thus, 
0 d (M + 4.W &) - g”(x) - mMf2(x) 
almost everywhere in D. Integrating this last inequality over D gives the 
desired result. (Notice that what one is essentially doing is employing the 
identity 
Now to consider the case of equality on the left-hand side of (25). Clearly, 
equality holds on the left-hand side of (25) if and only if the integral on the 
left-hand side of (26) vanishes, that is, when 
0 = Cd4 - mfW1 P!fW - &)I 
a.e. in D, which gives the result. 
REMARK 7. In the theorem above it suffices to consider the function g 
to be nonnegative, since if g(x) < 0 for some x, then one may simply replace 
f(x) by -f(x) and g(x) by - ( ) T’ h t It g x wit ou a ering the hypothesis (24). 
REMARK 8. The close connection between the upper and lower bounds 
for the scalar product SD fg, given by inequalities (25) in Theorem 2, may be 
shown in a striking way by noticing that a.e. in D 
COMPLEMENTARY INEQUALITIES 291 
where h = .Lfgl.Lf2; which, upon integrating over D, gives 
j !: 
2$mM 
D 
jDf2 - W + 4 jDfg < 0 G j,f2 - jDg2 - (jDfg)‘. 
REMARK 9. Theorem 2 contains Theorem 1 (when 0 < ml) as a special 
case. One may assume without loss that f(x) f 0 a.e. in D, since otherwise D 
may be replaced by D minus the set of zeros of 5. Then 
a.e. in D. Therefore, it suffices to take m = m,lM, and M = M2/ml , while at 
the same time replacingf by f,$ and g by gt in (25). This shows the artificial 
role of the function 5 in Theorem 1. 
In the same manner as was indicated in Section II, this Theorem 2 implies 
the following corollary, which is, in a sense, a weak form of the theorem. 
COROLLARY 5. Let the real-valued measurable functions f (which is dif- 
ferent from zero a.e. in D) andg satisfy 
m<$$<M, O<mM, 
for almost all x in D. (In particular, one may choose m to be the essential infimum 
of g/f in D, and M to be the essential supremum of g/f in D.) Suppose further 
that SD f 2 is jinite. Then 
s s Df2 * Dgz < y,+M”,, ( jDfg)2. (28) 
If M > m, then the equality sign holds in (28) if and only if, to within a set of 
measure zero in D, either g(x) = mf(x) or g(x) = Mf(x) (where the alternative 
depends upon x) ; while, at the same time, one has 
where D, is the measurable subset of D for which the$rst alternative just men- 
tioned, g(x) = mf( x , is valid. If M = m, then equality always holds. ) 
PROOF. Inequality (28) f 11 o ows directly from inequality (25) of Theorem 2 
and the obvious 
0 < [(jDg2)li2 - (mMjDfo1'2]2, (29) 
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the procedure being the same as that followed in similar instances in Sec- 
tion II. 
As for equality, the procedure is again the same as that of Section II. 
Equality holds on the left-hand side of (25) if and only if, to within a set of 
measure zero in D, either g(x) = mf(x) or g(x) = Mf(x). Also, equality holds 
in (29) if and only if 
s 
g2 = mM f2. 
D s D 
If one couples these two necessary and sufficient conditions, then the required 
necessary and sufficient condition for equality in (28) results. 
F&MARK 10. From the hypothesis (27), it follows that the function g/f 
is either positive a.e. in D or it is negative a.e. in D. In the same manner as 
in Remark 7, it may be seen that one may assume that g is positive a.e. in D. 
If, after the process indicated in Remark 7 is carried out, it turns out that f 
is negative a.e. in D, then one may replace f by -f, the number m by - M, 
and M by - m, without altering the inequality (28). In this way one sees that 
in Corollary 5 it is enough to consider only functions f and g which are 
positive a.e. in D. 
Corollary 5 contains Corollary 1 as a special case. This follows in the same 
manner in which it was shown in Remark 9 that Theorem 1 is a special 
case of Theorem 2. 
The geometrical interpretation of the hypotheses of Theorems 1 and 2 
is of some interest. Takingf(x) as abscissa andg(x) as ordinate in the Euclidean 
plane, the hypothesis (Hl) means geometrically that the closed rectangle 
with opposite vertices (m, , M,) and (Ml , m2), and lying in the first quadrant, 
contains the points (f(x),g(x)) f or almost all x in D. On the other hand, 
hypothesis (H2) means geometrically that the points (f(x), g(x)), for almost 
all x in D, lie within the “cone with two nappes” bounded by the two straight 
lines passing through the origin and having slopes equal to m and M. Since, 
as pointed out in Remark 7, the function g may be assumed to be non- 
negative a.e. in D, without loss, the corresponding points may be assumed 
to be within the first and second quadrants. In Corollary 5, hypothesis (27), 
together with Remark 10, means geometrically that the points (f(x), g(x)) may, 
without loss, be supposed to belong to one nappe of a cone lying in the first 
quadrant. These considerations may be illustrated by a simply drawn figure. 
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