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Zweiphasenströmungen sind Strömungen von heterogenen Stoffgemischen, die aus zwei 
verschiedenen und voneinander getrennten homogenen Materialien, den Phasen, bestehen und 
bei einer Vielzahl technischer Anwendungen auftreten, wie zum Beispiel in der chemischen 
Industrie und der Energietechnik. Dort beeinflussen Zweiphasenströmungen maßgeblich die 
Prozesseffizienz und -sicherheit. Radiometrische Messverfahren bieten aufgrund ihrer Nicht-
invasivität und dem hohen Durchdringungsvermögen die Möglichkeit, diese Strömungen zu 
visualisieren sowie deren Parameter zur Charakterisierung zu bestimmen. Die quantitativ hoch-
genaue Parameterbestimmung kann dabei durch einige Aspekte erschwert werden, die bisher 
nicht durch Standardalgorithmen berücksichtigt werden können. 
Bei der Bestimmung von zeitgemittelten Phasenanteilen durch densitometrische und tomo-
graphische Messungen kann bei geringen Zählraten die dynamische Verzerrung auftreten, die 
systematisch zu einer Verfälschung der zu bestimmenden Phasenanteile führt. Mit dem in dieser 
Arbeit entwickelten Verfahren des korrekten Mittelns kann die dynamische Verzerrung voll-
ständig korrigiert werden. Bei der Anwendung des Verfahrens des korrekten Mittelns müssen 
schlecht konditionierte lineare Gleichungssysteme gelöst werden. Durch geeignete 
Regularisierungsverfahren lassen sich die Abweichungen vom Mittelwert bei ausreichender 
Zählratenstatistik beliebig stark verringern. Der Ansatz des Verfahrens des korrekten Mittelns 
kann bei densitometrischen Messungen von Gas-Flüssigkeits-Strömungen genutzt werden, um 
auf Basis der Gasgehalts-Wahrscheinlichkeitsdichte das Strömungsregime bei geringen Zähl-
raten zu ermitteln. 
Die Röntgencomputertomographie ermöglicht die Bestimmung von räumlich und zeitlich 
aufgelösten Phasenverteilungen. Durch Strahlaufhärtung, Streustrahlung und geometrische 
Verzerrungen können die rekonstruierten Bilder Artefakte enthalten, die die Phasenanteile 
signifikant verfälschen. Streustrahlung und Strahlaufhärtung können beim ultraschnellen 
Elektronenstrahl-Röntgencomputertomographen ROFEX durch geeignete Normierungen mit 
Referenzmessdaten erheblich verringert werden. Weitere Reduktionen der Streustrahlungs-
artefakte lassen sich durch Kollimation und einer strahlwegbasierten Vorwärtssimulation der 
Streustrahlung in der Bildebene erreichen. Durch äußere Einflüsse kann es beim ROFEX zu 
unerwünschten Ablenkungen des freien Elektronenstrahls kommen, was zu Verzerrungen in 
den Bildern führt. Die Korrektur kann mithilfe eines iterativen Algorithmus erfolgen, der auf 
Basis der Schärfe der Bilddaten den Pfad des Elektronenstrahls schätzt und somit die exakte 














Two-phase flows are flows of heterogeneous material mixtures consisting of two different and 
separated homogeneous materials, the phases, which occur in many technical applications, such 
as in the chemical industry and energy technology. There, two-phase flows have a significant 
influence on process efficiency and safety. Due to their non-invasiveness and high penetration 
capability, radiometric measurement methods offer the possibility of visualizing these flows 
and determining their parameters for characterization. The quantitative high-precision 
determination of parameters is hampered by some aspects that are not taken into account by 
standard algorithms. 
When determining time-averaged phase fractions by densitometric and tomographic 
measurements, the dynamic bias error can occur at low count rates, which systematically leads 
to a falsification of the phase fractions to be determined. With the correct averaging method 
developed in this thesis, the dynamic bias error can be completely corrected. When applying 
the correct averaging method, ill-conditioned linear equation systems have to be solved. By 
suitable regularization methods, the deviations from the exact mean value can be reduced 
arbitrarily strongly with sufficient count rate statistics. The approach of the correct averaging 
method can be used for densitometric measurements of gas-liquid flows to determine the flow 
regime at low count rates on the basis of the gas fraction probability density. 
X-ray computed tomography enables the determination of spatially and temporally resolved 
phase distributions. The reconstructed images can contain artifacts due to beam hardening, 
scattered radiation and geometric distortions, which significantly falsify the phase fractions. In 
the ROFEX ultrafast electron beam X-ray computer tomography system, scattered radiation 
and beam hardening can be significantly reduced by suitable normalization with reference 
measurement data. Further reductions of scatter artifacts can be achieved by collimation and 
ray-tracking based forward simulation of scattered radiation in the image plane. Due to external 
influences around the ROFEX, undesired deflections of the free electron beam can occur, which 
leads to distortions in the images. The correction can be performed using an iterative algorithm 
that estimates the path of the electron beam based on the sharpness of the image data and thus 
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1.1 Bedeutung und Charakterisierung von Mehrphasenströmungen  
Mehrphasenströmungen sind Strömungen von heterogenen Stoffgemischen, die aus mindestens 
zwei verschiedenen und voneinander getrennten homogenen Materialien, den Phasen, bestehen. 
Sie treten bei einer Vielzahl technischer Anwendungen auf. Typische Beispiele sind Dampf-
Flüssigkeits-Strömungen in Kühlsystemen, Strömungen in Öl-Pipelines oder Strömungen in 
Reaktoren in der chemischen Industrie [1]. Die Untersuchung dieser Strömungen spielt aus 
zweierlei Gründen eine herausragende Rolle. Zum einen liefern Indikatoren und Parameter der 
Strömung wie Strömungsregime, Gasgehalt, Blasengrößen, Phasengrenzflächen und Feststoff-
ansammlungen wichtige Informationen zur Beurteilung eines laufenden Prozesses hinsichtlich 
der Effizienz und Sicherheit. Zum anderen beeinflusst die Strömung selbst die Prozesseffizienz. 
Daher ist bei der Modellierung und Auslegung technischer Anlagen ein möglichst umfassendes 
Grundlagenwissen über zu erwartende Strömungen wichtig, um die Anlagen in der Planungs-
phase möglichst optimal auslegen zu können. Für beide Fälle ist eine quantitativ hochgenaue 
Messung von Strömungsparametern notwendig. Dies erfolgt entweder direkt oder indirekt über 
bildgebende Messverfahren mit anschließender Extraktion dieser Parameter. 
Die Vielfalt an möglichen Ausprägungen von Strömungen in technischen Anlagen ist sehr groß. 
Sie unterscheiden sich voneinander durch die stofflichen Zusammensetzungen, Strömungs-
geschwindigkeiten, der Längenskala und physikalische, chemische und geometrische Rand-
bedingungen. Diese Aspekte erzeugen ein breites Spektrum an möglichen Strömungsformen. 
Die zu bestimmenden Parameter hängen dabei von der Strömungsform und vom Anwendungs-
gebiet ab. Einphasige Strömungen werden durch Strömungsgeschwindigkeit, Turbulenzen und 
lokale Drücke charakterisiert. Bei Mehrphasenströmungen sind die Phasenanteile, die 
Strömungsgeschwindigkeiten der Phasen und die Grenzflächen von entscheidender Bedeutung. 
In der chemischen Verfahrenstechnik, bei der es zu Stoffumwandlungen in den Strömungen 
kommt, spielt zusätzlich die Stoffkonzentration eine große Rolle. Bei Strömungen in Kühl- oder 
Heizleitungen und Strömungen mit Stoffumwandlung kommt es zu einem Wärmeübergang 
zwischen Strömungsmedien und Umgebung, wodurch der Wärmestrom als Parameter hinzu-
kommt. 
Der Fokus dieser Arbeit liegt auf Zweiphasenströmungen, bestehend aus einem Gas und einer 
Flüssigkeit, in vertikalen Rohren oder Behältern. In Abbildung 1 sind exemplarisch einige 
Zweiphasensömungsregime in vertikalen Rohren dargestellt, die sich in Abhängigkeit von den 
volumetrischen Anteilen und Strömungsgeschwindigkeiten der Phasen ausprägen. Blasen-
strömungen mit relativ vielen und kleinen Blasen finden zum Beispiel Anwendung in 




1.2 Messverfahren zur Untersuchung von Zweiphasenströmungen 
Für die Erfassung von Strömungsparametern existiert ein weites Spektrum an Messverfahren, 
welches sich bezüglich der Kategorien Invasivität, Auflösungsvermögen, Art des Signalträgers 
und die abzubildende physikalische Größe einteilen lässt. Invasivität bezeichnet das Eindringen 
von Teilen des Messsystems in die zu untersuchende Strömung, wodurch dieses die Strömung 
signifikant beeinflussen kann. Dies erfordert eine Abwägung mithilfe von Referenzmessungen, 
ob die durch invasive Systeme gewonnenen Messdaten auch repräsentativ für die Strömung 
sind. Auch die möglichen Signalträger, die die Strömung durchdringen, sollten keine für die 
Strömung relevanten physikalischen Wechselwirkungen mit ihr verursachen. Das Auflösungs-
vermögen in Raum und Zeit sowie die Kontrastauflösung zwischen den Phasen bestimmen, 
welche der oben aufgeführten Parameter aus den Messdaten extrahiert werden können. 
Bezüglich der abzubildenden physikalischen Größe existiert neben klassischer Strömungsmess-
technik, wie Drucksensoren oder volumetrischen Durchflussmessern, eine Reihe von Mess-
verfahren zur Bestimmung von Phasenverteilungen. In Tabelle 2 sind einige dieser Mess-
verfahren aufgelistet und bezüglich Invasivität sowie räumlicher und zeitlicher Auflösung 
charakterisiert. Gittersensoren nutzen zum Beispiel elektrische Felder zwischen im Strömungs-
querschnitt aufgespannten Drähten für eine räumlich aufgelöste Bestimmung von Phasen-
anteilen. Ebenfalls räumlich aufgelöste und zum Teil auch zeitaufgelöste Informationen bieten 
tomographische Verfahren unter Nutzung verschiedener Signalträger. 
Einteilung Parameter Dimension 
integrale Parameter 
mittlere Geschwindigkeit einer Phase Skalar 




Dispersion der Gasphase über der Höhe eindimensionale Verteilung 
mittlere Gasgehaltsverteilung im Querschnitt zweidimensionale Verteilung 
zeitlich aufgelöste 
Parameter zeitaufgelöster mittlerer Gasgehalt  eindimensionale Verteilung 
räumlich und zeitlich 
aufgelöste Parameter 
zeitaufgelöste Gasgehaltsverteilung im Querschnitt dreidimensionale Verteilung 
zeitaufgelöste Verteilung der Strömungs-
geschwindigkeit dreidimensionales Vektorfeld 
objektspezifische 
Parameter 
Blasengrößenverteilung eindimensionale Verteilung 
Blasengeschwindigkeitsverteilung eindimensionale Verteilung 
Klassifikation Strömungsregime Klassen 




In dieser Arbeit wird speziell die Anwendung von Densitometrie und Tomographie mithilfe 
von Gamma- und Röntgenstrahlung als Signalträger untersucht. Diese Verfahren, welche neben 
der Prozesstomographie vor allem in der Medizintechnik und der zerstörungsfreien Prüfung 
etabliert sind, basieren auf dem Prinzip, dass Materie Strahlung absorbiert und streut. Aus der 
Messung der Strahlungsintensität lässt sich das Schwächungsverhalten des Objektes entlang 
des Strahlenweges ermitteln, woraus wiederum Aussagen über die Materialzusammensetzung 
beziehungsweise über Phasenanteile abgeleitet werden können. Entscheidende Vorteile dieser 
Verfahren sind die Nichtinvasivität sowie das hohe Durchdringungsvermögen der hoch-
energetischen Strahlung. Zudem ist es möglich, ansonsten schwer zu instrumentierende und 
optisch nicht zugängliche Objekte zu untersuchen. Die Bandbreite an zeitlichen und räumlichen 
Auflösungen, die mit gängigen Systemen erreicht werden, überstreichen mehrere Größen-
ordnungen und hängen von den Anforderungen an die Parameterbestimmung, der Strahlungs-
intensität sowie der Gestalt und Anordnung des Messsystems ab, also von der Anzahl und den 
Position der Strahlungsquellen und Detektorelementen. 
Bei der Densitometrie wird in der Regel eine Konfiguration aus nur einer Quelle und einem 
Detektor für Messungen genutzt. Entlang des Strahlweges können somit zum Beispiel Dicken-
messungen von homogenen Materialien oder Füllstandsmessungen in Behältern durchgeführt 
werden. Bei Zweiphasenströmungen kann dieses Verfahren genutzt werden, um zum Beispiel 
die zeitlich gemittelten Phasenanteile einer Strömung zu bestimmen. Wird ein Objekt aus einer 
Richtung durchstrahlt, meist durch eine Quelle und mehrere Detektorelemente, spricht man von 
Radiographie. Hier kann räumlich aufgelöst ein Schwächungsbild (Projektion) aufgenommen 
werden. Interessant sind diese Messungen insbesondere bei der Untersuchung von Strömungen 
in komplexen Objektstrukturen, wie zum Beispiel Kreiselpumpen. Werden radiographische 
Aufnahmen aus verschiedenen Richtungen erstellt und daraus überlagerungsfreie Schnittbilder 
Messverfahren Signalträger Invasivität Ortsauflösung Zeitauflösung 
Nadelsonden elektrisches Feld ja - µs … ms 
Gittersensoren elektrisches Feld ja mm … cm µs … ms 
elektrische Tomographie elektrisches Feld nein mm … cm µs … ms 
optische Tomographie sichtbares Licht nein µm … mm µs … ms 
Positronen-Emissions-
Tomographie Gammastrahlung nein mm …cm min 
Magnetresonanz-Tomographie Magnetfeld nein µm … mm ms … s 
Densitometrie Röntgen-/Gammastrahlung nein - ms … min 
Radiographie Röntgen-/Gammastrahlung nein µm … cm ms … min 
Computertomographie Röntgen-/Gammastrahlung nein µm … cm ms … min 
Tabelle 2. Übersicht zu gängigen Messsystemen zur Erfassung von Phasenanteilen in Mehrphasenströmungen 
und deren Einordnung bezüglich Invasivität sowie räumlicher und zeitlicher Auflösung. 
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des durchstrahlten Volumens berechnet, spricht man von Computertomographie (CT). Die 
erreichbaren räumlichen und zeitlichen Auflösungen erstrecken sich dabei über große Werte-
bereiche. Durch Gamma-CT können zwei- oder dreidimensionale Bilddaten mit einer Orts-
auflösung im Bereich von wenigen Millimetern erzeugt werden. Mikrofokus-Röntgen-CT 
ermöglicht sehr hohe Ortsauflösungen bis hin zu wenigen Mikrometern. Die Aufnahme eines 
einzelnen Bildes dauert jedoch mehrere Minuten, sodass lediglich statische Objekte oder die 
zeitliche Mittelung von dynamischen Prozessen abgebildet werden können. Demgegenüber 
steht zum Beispiel die ultraschnelle Elektronenstrahl-Röntgen-CT, die die Aufnahme von 
mehreren tausend Bildern pro Sekunde bei einer Ortsauflösung im Millimeterbereich 
ermöglicht [2]. 
 
1.3 Stand von Wissenschaft und Technik und Präzisierung der 
Aufgabenstellung 
Bei densitometrischen und tomographischen Messungen gibt es einige Aspekte, die eine 
quantitative hochgenaue Parameterbestimmung erschweren: 
• Die Emission von Photonen ist sowohl bei Gamma- als auch bei Röntgenstrahlung ein 
stochastischer Prozess, was in den gemessenen Zählraten und Intensitäten ein Rauschen 
erzeugt. 
 
• Standardverfahren zur Berechnung von Materialeigenschaften aus der gemessenen 
Strahlungsintensität modellieren die Wechselwirkungen zwischen Strahlung und 
Materie nicht vollständig. Bei Nutzung von polyenergetischer Strahlung tritt Strahl-
aufhärtung auf, bei der das Energiespektrum hinter dem Objekt im Vergleich zum 
ursprünglichen Spektrum zu höheren Energien verschoben ist. Trifft Röntgen- und 
Gammastrahlung auf Materie, tritt Streuung auf. Das heißt, dass Photonen ihre Richtung 
ändern. Beide Effekte können die Berechnung der Materialeigenschaften signifikant 
verfälschen.  
 
• Aufgrund physikalischer und technischer Gründe, wie gegebene Aktivität, kurze 
Messintervalle und begrenzte Wärmeabfuhr bei Röntgensystemen, stehen oft nur 
geringe Zählraten (bei Gammasystemen) und Strahlströme (bei Röntgensystemen) für 
Messungen zur Verfügung. Dies führt dazu, dass ein eventuell schlechtes Signal-




• Bei tomographischen Messungen hängt die Güte der rekonstruierten Bilder maßgeblich 
von der Kenntnis der Quell- und Detektorpositionen ab. Weichen die realen Positionen 
durch äußere Einflüsse von den erwarteten ab, führt dies zu Bildfehlern und einer 
verringerten Orts- und Kontrastauflösung. 
 
• Bei radiometrischen Messungen können erhebliche Datenmengen anfallen, 
insbesondere bei zeitlich aufgelöster CT. Dies beschränkt die Möglichkeiten, komplexe 
Auswertealgorithmen anzuwenden. 
 
Je nach Messsystem und Parametern wirken sich diese Aspekte unterschiedlich stark auf die 
Genauigkeit der Parameterbestimmung aus. Bei densitometrischen Messungen wird die 
Strahlung entlang eines einzelnen Strahlweges gemessen. Hier ist die Bestimmung eines 
mittleren Schwächungswertes des durchstrahlten Objektes über ein gewisses Zeitintervall eine 
zentrale Aufgabe, da dieser beispielsweise im Fall von Gas-Flüssig-Strömungen linear mit dem 
mittleren Gasgehalt zusammenhängt. Dabei tritt als Folge des nichtlinearen Zusammenhangs 
zwischen Zählrate und Schwächungskoeffizienten des Objektes und des stochastischen 
Photonenemissionsprozesses die dynamische Verzerrung auf, welche die Bestimmung mittlerer 
Schwächungswerte signifikant verfälschen kann [3], [4], [5], [6], [7]. Eine Korrektur dieses 
Effekts auf Seiten des Messsystems ist nicht möglich. In der Vergangenheit wurden eine Reihe 
von Korrekturalgorithmen entwickelt, die a-priori-Wissen über die Dynamik des untersuchten 
Objektes oder der Strömung in die Umrechnung von gemessener Zählrate in Schwächungs-
werte einfließen lassen [8]. Zudem wurden Korrekturverfahren entwickelt, die für gewisse 
Parameterbereiche unter Einbeziehung von Näherungen der stochastischen Photonenemission 
mittlere Schwächungswerte berechnen [9], [10]. In dieser Arbeit wird vom Autor ein neues 
Verfahren zum korrekten Mitteln entwickelt, dass ohne a-priori-Wissen über einen großen 
Parameterbereich die dynamische Verzerrung korrigiert. 
Neben der Bestimmung zeitlich und räumlich gemittelter Phasenanteile spielt die 
Klassifizierung von Mehrphasenströmungsregimen [11], wie sie in der Öl- und Gasindustrie 
auftreten, eine wichtige Rolle. Hierfür werden unterschiedliche Messverfahren genutzt, von 
Drucksensoren [12], [13] und elektrischen Sonden [14], [15], über Durchflussmesser, die 
elektrische Felder oder elektromagnetische Strahlung [16], [17] nutzen, bis hin zu bildgebenden 
Verfahren wie Gittersensoren [18]. Für die Klassifizierung auf Basis der Messsignale werden 
häufig Methoden der Fuzzy-Logik [15], [19] genutzt, zunehmend auch künstliche neuronale 
Netzwerke [12], [14], insbesondere bei Anwendung von Densitometern. Ein Nachteil der 
künstlichen neuronalen Netzwerke ist, neben der aufwendigen Implementierung, dass große 
Mengen an repräsentativen Referenzdatensätzen vorhanden sein müssen, um die Netzwerke 
ausreichend zu trainieren. Daher wird in dieser Arbeit geprüft, ob eine einfache, für den 
Gittersensor entwickelte Fuzzy-Logik [20] zur Klassifizierung von aufwärtsgerichteten Gas-
Flüssigkeits-Strömungen auch für densitometrische Messungen genutzt werden kann. Dies 
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kann auf Basis der Bestimmung von stochastischen Momenten der Gasgehalts-
Wahrscheinlichkeitsdichte erfolgen, die durch das Verfahren des korrekten Mittelns 
bestimmbar ist. Die Untersuchungen werden anhand simulierter Daten durchgeführt und 
behandeln die Sensitivität der Klassifizierungsrate auf die Parametervariationen der Mess-
konfigurationen. 
Den größten Informationsgehalt erzeugen CT-Systeme, die eine Berechnung von räumlich und 
zeitlich aufgelösten Materialverteilungen vom untersuchten Objekt erlauben. Damit können bei 
Zweiphasenströmungen die Phasen in den rekonstruierten Bildern separiert werden, was zum 
Beispiel eine Bestimmung von Blasenformen, -größen und -bewegungen erlaubt. Für eine 
gesicherte Separation der Phasen ist eine hochgenaue Bestimmung der Phasenverteilung 
notwendig. Diese kann bei Röntgen-CT-Systemen vor allem durch Streustrahlung und Strahl-
aufhärtung stark verfälscht werden. Strahlaufhärtung führt zu einer Unterschätzung der 
Schwächungswerte, was sich in rekonstruierten Bildern von Gas-Flüssigkeits-Strömungen in 
einer Unterschätzung der Gasgehalte äußert [21]. Zur Untersuchung und Korrektur dieses 
Problems wurden bereits zahlreiche Arbeiten veröffentlicht, insbesondere im Bereich der 
Medizintechnik. Eine physikalische Vermeidung von Strahlaufhärtung wäre durch energie-
auflösende Detektoren möglich, die derzeit jedoch nicht Stand der Technik in Röntgen-CT-
Systemen sind. Die Nutzung von zwei Energien in Dual-Energy-Systemen [22] ermöglicht eine 
Korrektur der Aufhärtungsartefakte durch die Verrechnung der zwei Projektionsdatensätze. 
Weiterhin ist eine Korrektur durch Filterung der Strahlung möglich [23], was allerdings ein 
schlechteres Signal-Rausch-Verhältnis zur Folge hat. Verfahren zur Datenkorrektur benötigen 
a-priori-Wissen über das untersuchte Objekt und unterscheiden sich im Wesentlichen im Grad 
der Simulationsgenauigkeit beziehungsweise in der Art der Abbildung von Materialverteilung 
auf unterschätzte Schwächungswerte [24], [25], [26], [27]. Streustrahlung wird von Standard-
Rekonstruktionsalgorithmen ebenfalls nicht berücksichtigt. Dies führt zu einer Unterschätzung 
der gemessenen Intensität entlang des ursprünglichen Strahlweges und zu einer Überschätzung 
bei benachbarten Detektoren. Zudem können gestreute Photonen eine geänderte Energie 
besitzen. Die Streustrahlung führt ähnlich wie die Strahlaufhärtung zu einer Unterschätzung der 
rekonstruierten Schwächungskoeffizienten in großen homogenen Objekten. An Objektkanten 
können hingegen räumlich begrenzt starke Überschätzungen in Form von Streifenmustern 
auftreten [28]. Die technische Verhinderung von Streustrahlung ist zumindest teilweise in Form 
von Kollimation möglich sowie durch Beam-Stop-Arrays [29], [30] und Beam-Hole-Arrays 
[31], [32], die streustrahlungsfreie Korrekturdaten für die Messungen liefern. Ist diese 
Möglichkeit aus geometrischen Gründen nicht ausreichend gegeben, kann auch hier eine 
Datenkorrektur auf Basis von a-priori-Wissen über das untersuchte Objekt angewendet werden. 
Eine Möglichkeit zur Einbeziehung des a-priori-Wissens bieten Monte-Carlo-Simulationen 
[33], bei denen die Streuvorgänge probabilistisch für eine Vielzahl von einzelnen Photonen 
physikalisch sehr genau simuliert werden. Nachteilig an diesen Verfahren ist die hohe Rechen-
zeit. Daneben wurden zahlreiche andere Näherungsverfahren auf Basis deterministischer 
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Berechnungen [34], stochastischer Modelle [35] und Faltungskernen [36] entwickelt, die in der 
Regel einen bedeutend geringeren Rechenaufwand benötigen. In dieser Arbeit wird für ein 
ultraschnelles Elektronenstrahl-Röntgen-CT-System der Einfluss von Strahlaufhärtung und 
Streustrahlung anhand von Simulations- und Messdaten analysiert und es werden Korrektur-
verfahren diskutiert. Daneben wird auch der Effekt geometrischer Abweichungen von Quell- 
und Detektorpositionen analysiert und korrigiert, die bei der Elektronenstrahl-Röntgen-CT 
schon durch moderate vom Objekt oder der Umgebung induzierte Magnetfelder verursacht 
werden können. Abweichungen zwischen realen und angenommenen Quellpunktpositionen 
führen zu Unschärfen und Artefakten in den rekonstruierten Bildern. Für andere Tomographie-
systeme wurden die korrekten geometrischen Positionen durch Markierungen [37], mess-
technische Erfassungen [38], [39] oder auf Basis von Projektions- und Bilddaten [40], [41] 
bestimmt. Für die Elektronenstrahl-Röntgen-CT wird hier ein Korrekturverfahren entwickelt, 




2.1 Gamma- und Röntgenstrahlung 
Gamma- und Röntgenstrahlungen liegen im Spektrum der elektromagnetischen Wellen ober-
halb der ultravioletten Strahlung. Die Unterscheidung zwischen beiden Strahlungsarten rührt 
von ihrer Entstehung her. Eine Möglichkeit, Röntgenstrahlung zu erzeugen, ist die Impuls-
änderung geladener Teilchen, zum Beispiel durch eine starke Abbremsung von Elektronen. Die 
dabei entstehende, sogenannte Bremsstrahlung besitzt ein kontinuierliches Spektrum mit 
Energien zwischen circa 5 keV und 1 MeV. Gammastrahlung entsteht bei spontanem Zerfall 
von Atomkernen. Bei der Kernumwandlung werden Photonen mit wenigen diskreten Energien 
freigesetzt, sodass die Gammastrahlung kein kontinuierliches Spektrum besitzt. Im Folgenden 
wird kurz auf den stochastischen Photonenemissionsprozess, auf die relevanten physikalischen 
Wechselwirkungen zwischen Strahlung und Materie sowie auf die daraus resultierende Gesetz-
mäßigkeit für die Abschwächung von Strahlung eingegangen. 
 
2.2 Photonenemission 
Die Emission hochenergetischer Photonen kann durch Zustandsänderungen von Atomkernen 
und durch Abbremsen von Elektronen hervorgerufen werden. In beiden Fällen ist die 
Photonenemission ein stochastisches Ereignis. Ist die Anzahl an Atomen in der Gamma-
strahlungsquelle beziehungsweise die Anzahl an Elektronen für die Röntgenquelle groß genug 
und ist die Halbwertszeit einer Gammaquelle deutlich größer als die betrachteten Zeitintervalle, 
so ist die Wahrscheinlichkeit 𝑃(𝑁) , dass in einem bestimmten Zeitintervall 𝑁  Photonen 





Dabei ist 𝜆 der Parameter der Poisson-Verteilung. Der Erwartungswert einer Poisson-verteilten 
Zufallsvariable 𝑁 ist gegeben durch 〈𝑁〉 = 𝜆. Damit ist 𝜆 auch proportional zur Länge des Zeit-
intervalls. Die Bestimmung des Erwartungswertes kann daher durch sehr lange Messungen 
erfolgen mit anschließender Normierung auf die Messdauer, sofern sich die Schwächungs-
eigenschaften des Objekts während der Messdauer nicht verändern. Die Standardabweichung 
der Verteilung ist gegeben durch √𝜆. Zeitlich aufgelöste Messungen benötigen im Fall von sich 
zeitlich verändernden Objekten kurze Messzeitintervalle. Hier äußert sich die zufällige 
Photonenemission als Rauschen in den gemessenen Zählraten. 
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2.3 Wechselwirkungen von Röntgen- und Gammastrahlung mit 
Materie 
Trifft Gamma- und Röntgenstrahlung auf Materie, können eine Reihe von möglichen Wechsel-
wirkungen auftreten. In dem für die hier betrachteten Messsysteme auftretenden Energien von 
bis zu 662 keV (Gamma-CT mit einer 137Cs-Quelle) treten drei Effekte auf, die alle einen 
signifikanten Anteil an der Gesamtschwächung entlang eines Strahlweges haben können. Bei 
der Photoabsorption löst das Photon ein Elektron aus der Schale eines Atoms und gibt seine 
Energie vollständig ab. Die anderen zwei Effekte sind Streuungen, die auftreten, wenn 
Photonen mit schwach gebundenen oder freien Elektronen wechselwirken. Zu unterscheiden 
sind dabei die unelastische Streuung, auch inkohärente oder Compton-Streuung genannt, und 
die elastische Streuung, auch kohärente oder Rayleigh-Streuung genannt. Im kohärenten Fall 
ändert das Photon lediglich seine Richtung, behält jedoch seine Energie. Im inkohärenten Fall 
erfolgt neben der Richtungsänderung auch eine Abnahme der Energie 𝐸. Die neue Energie 
𝐸com des gestreuten Photons ergibt sich aus der Compton-Formel für die Winkelabhängigkeit 





2(1 − cos 𝛼)
, (2) 
wobei 𝛼 der Streuwinkel ist, 𝑐 die Lichtgeschwindigkeit im Vakuum und 𝑚el die Elektronen-
masse. Die Wahrscheinlichkeit, dass ein Photon mit Winkel 𝛼 gestreut wird, ergibt sich aus 
dem differentiellen Wirkungsquerschnitt. Auf diesen wird im Abschnitt 5.4 eingegangen. Eine 
weitere Wechselwirkung ist die Paarbildung, die jedoch erst bei Energien ab 1,022 MeV auftritt 
und deshalb hier nicht behandelt wird. 
 
2.4 Modellierung der Strahlschwächung 
Die beschriebenen Wechselwirkungen verursachen eine Abschwächung der Strahlung entlang 
des Strahlweges und können über den Massenschwächungskoeffizienten 𝜇m  modelliert 
werden, der als Materialkenngröße die Schwächungswirkung auf Photonen mit der Energie 𝐸 
angibt: 
𝜇m(𝐸) = 𝜇m pho(𝐸) + 𝜇m ray(𝐸) + 𝜇m com(𝐸). (3) 
Die drei Komponenten von 𝜇m sind die Anteile der drei Wechselwirkungen Photoabsorption, 
Rayleigh- und Compton-Streuung, die bei den hier betrachteten Energien auftreten können. 
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Werte für die Massenschwächungskoeffizienten in Abhängigkeit von Material und Energie 
können aus Datenbanken [44] entnommen werden. In Abbildung 2 sind die Massen-
schwächungskoeffizienten der drei Wechselwirkungen für Wasser in Abhängigkeit von der 
Energie grafisch dargestellt. Generell wird niederenergetischer Strahlung durch Materie stärker 
geschwächt als Strahlung höherer Energie. Das bedeutet, dass sich das Energiespektrum der 
Strahlung mit zunehmender Menge an durchstrahlter Materie immer mehr in Richtung höherer 
Energien („harte“ Strahlung) verschiebt. Dieser Effekt wird als Strahlaufhärtung bezeichnet. 
Bis zu einer Energie von circa 25 keV  hat die Photoabsorption den größten Anteil an der 
Schwächungswirkung. Bei höheren Energien dominiert die Compton-Streuung. Der Massen-
schwächungskoeffizient hat die Dimension Fläche pro Masse, gängig ist die Angabe in cm2 g.⁄  
Durch Multiplikation mit der Materialdichte 𝜌 ergibt sich der lineare Schwächungskoeffizient 
𝜇 = 𝜇m𝜌, der die Strahlschwächung pro Strahlweg angibt, üblicherweise in cm−1. Der gesamte 
Schwächungswert 𝐴 entlang des Strahlweglänge 𝑆 durch das Objekt berechnet sich dann aus 




Im Fall eines homogenen Materials vereinfacht sich (4) zu 𝐴(𝐸) =  𝜇(𝐸)𝑆. Der Zusammen-




Abbildung 2. Anteile von Photoabsorption, Rayleigh- und Comptonstreuung am Massenschwächungs-
koeffizienten von Wasser in Abhängigkeit von der Strahlungsenergie. 
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beschrieben, das als Grundlage für die Parameterbestimmung und Bildgebung bei radio-
metrischen Messungen dient. Dabei bezeichnet 𝐼  die Intensität der Strahlung hinter einem 
durchstrahlten Objekt und 𝐼0 die Intensität ohne Objekt. Intensität ist als Leistung pro Fläche 
im Raum definiert. Für monoenergetische Strahlung, also ausschließlich Photonen mit gleicher 
Energie, ist die Intensität proportional zum Erwartungswert der Anzahl der Photonen 〈𝑁〉, 
sodass dann gilt: 
〈𝑁〉 = 〈𝑁0〉e
−𝐴. (6) 
Auch bei polyenergetischer Strahlung wird die Energieabhängigkeit des linearen Schwächungs-
koeffizienten häufig vernachlässigt, da die Messsysteme nicht immer mit energieauflösenden 
Detektoren ausgestattet werden können. Daher kann die Aufhärtung des Spektrums nicht in der 
Berechnung des Schwächungswertes berücksichtigt werden, was zu einer Unterschätzung des 
Schwächungswertes führt. Dieses Problem wird in Abschnitt 5.3 behandelt. Zu beachten ist 
ebenfalls, dass diese Modellierung der Strahlschwächung nicht den kompletten Streuvorgang 
innerhalb eines Körpers beschreiben kann. Insbesondere Photonen, die mehrfach gestreut 
werden, und gestreute Photonen, die von Detektoren abseits des ursprünglichen Strahlweges 
registriert werden, können daher die Schwächungswertberechnung ebenfalls signifikant 
verfälschen. Die Analyse und Korrektur des Effekts der Streustrahlung bei tomographischen 
Messungen erfolgt im Abschnitt 5.4. 
 
2.5 Prinzip der Densitometrie 
Die Densitometrie ist das einfachste radiometrische Verfahren. Eine Strahlungsquelle wird 
dabei vor dem zu untersuchenden Objekt positioniert. Hinter dem Objekt wird ein Detektor 
positioniert (siehe Abbildung 3). Sowohl Quelle als auch Detektor besitzen nur kleine aktive 
Flächen für die Emission und Detektion der Photonen im Vergleich zur Objektdimension. 
Daher kann der von diesen Flächen aufgespannte Raum als Linie aufgefasst werden. Die 
Detektion von gestreuten Photonen wird weitestgehend verhindert, indem sowohl Quelle als 
auch Detektor kollimiert sind. Das bedeutet, dass diese von sehr stark schwächenden 
Materialien wie zum Beispiel Blei derart ummantelt sind, dass nur ein sehr schmaler Kanal 
zwischen Quelle und Detektor für Photonen passierbar ist. Üblicherweise werden Gamma-
strahlungsquellen eingesetzt, die Strahlung mit einem diskreten Energiespektrum emittieren. In 
der Regel, wie beim 137Cs, besitzen alle Photonen die gleiche Energie. Dies ist für Messungen 
besonders vorteilhaft, da in diesen Fällen die Energieabhängigkeit des linearen Schwächungs-
koeffizienten entfällt. Somit gilt für diese Messanordnung uneingeschränkt das exponentielle 





die lokalen Schwächungseigenschaften des Objektes, zurückschließen möchte. Dafür wurden 
verschiedene Bildrekonstruktionsverfahren entwickelt. 
 
2.7 Bildrekonstruktion 
Die Bildrekonstruktion, die detailliert in [48] beschrieben ist, entspricht der Radon-Rücktrans-
formation der gemessenen Projektionsdaten 𝑏(𝛽, 𝑢): 
𝑚(𝑥, 𝑦) = 𝓡−1{𝑏(𝛽, 𝑢)} = ∫ ∫ 𝛿(𝑢 − 𝑥cos𝛽 − 𝑦sin𝛽)
∞
−∞




Da für die Lösung ein inverses Problem gelöst werden muss, ist 𝑚(𝑥, 𝑦) ≠ 𝜇(𝑥, 𝑦) . In 
Abbildung 5 zeigt die Rückprojektion eine deutliche Verschmierung der beispielhaften Objekt-
verteilung. Die Erklärung hierfür lässt sich an der Punktfunktion 𝜇(𝑥, 𝑦) = 𝛿(𝑥, 𝑦) zeigen. Die 
Punktfunktion ist eine zweidimensionale Delta-Distribution mit den Eigenschaften 
𝛿(𝑥, 𝑦) = {
∞, 𝑥 = 0 ∩ 𝑦 = 0 
0, 𝑥 ≠ 0 ∪ 𝑦 ≠ 0,  
(10) 





= 1. (11) 
Für diesen Fall ergibt sich 𝑚(𝑥, 𝑦) = 1 √𝑥2 + 𝑦2⁄ = 1 |𝐫|⁄  mit Objektabstand |𝐫|. Der Objekt-
wert 𝜇(𝑥, 𝑦) im Bereich (±𝑑𝑥, ±𝑑𝑦) wird über den gesamten Bildbereich verteilt. Für jede 
beliebige Objektverteilung kann also die Rückprojektion als Faltung der realen Objekt-
verteilung mit der Rückprojektion der Punktfunktion aufgefasst werden: 




Abbildung 5. Von links nach rechts: Objektverteilung 𝜇(𝑥, 𝑦), Sinogramm 𝑏(𝛽, 𝑢), ungefilterte Rückprojektion 
𝑚(𝑥, 𝑦), gefilterte Rückprojektion 𝜇(𝑥, 𝑦). 
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Der übliche Weg der Entfaltung führt über den Frequenzraum durch Anwendung der Fourier-
transformation: 
𝓕{𝑚(𝑥, 𝑦)} = 𝓕 {𝜇(𝑥, 𝑦) ∗
1
|𝐫|




mit Frequenzabstand |𝐤|. Somit vereinfacht sich die Entfaltung zu einer Multiplikation im 
Fourier-Raum mit anschließender Rücktransformation: 
𝜇(𝑥, 𝑦) =  𝓕−1{𝓕{𝑚(𝑥, 𝑦)} ∙ |𝐤|}. (14) 
Für eine weitere Verringerung des Rechenaufwandes kann das Zentralschnitttheorem 
angewendet werden, nach dem die Filterung im Ortsraum durch eine projektionsweise Filterung 
im Radon-Raum ersetzt werden kann: 
𝜇(𝑥, 𝑦) = 𝓡−1 {𝓕𝛽
−𝟏{𝓕𝛽{𝑏(𝛽, 𝑢)} ∙ |𝐤𝑢|}} . (15) 
Da |𝐤𝑢| die Funktion eines Filters übernimmt, spricht man, unabhängig von der Art der Rück-
rechnung, von gefilterter Rückprojektion (filtered backprojection, FBP). Die Messdaten liegen 
in der Regel diskret im Vektor 𝐛 vor, sodass auch der exakte Filter durch eine Diskretisierung 
approximiert werden muss. Die Form des Filters bestimmt dabei den Grad der Weichzeichnung 
des Bildes und den Grad des Rauschens. Gängige Filter sind der Rampen- und der Shepp-
Logan-Filter. 
Die rekonstruierte Objektverteilung liegt ebenfalls als diskretisiertes Bild 𝛍 vor. In der Regel 
werden für die Diskretisierung quadratische Pixel genutzt, innerhalb derer die Schwächungs-
koeffizienten als konstant angenommen werden. Neuere Ansätze zur Diskretisierung nutzen 
unter anderem hexagonale Gitter [49] oder auch irreguläre Gitter [50], [51], die sich an der 
durch Quell- und Detektorpositionen bestimmten Strahlgeometrie orientieren. Durch die 
Diskretisierung des Bildes ist die Radon-Transformation eine lineare Abbildung der Form 
𝓡: ℝ𝑛pix → ℝ𝑛st, 𝛍 ↦ 𝐛, (16) 
wobei 𝑛pix die Anzahl der diskreten Bildpunkte ist und 𝑛st die Anzahl der gemessenen Strahl-
wege, die sich als Produkt aus den Anzahlen von Quellpositionen und Detektoren ergeben. Der 
Abbildungsoperator ist die Pixel-Strahl-Matrix 𝐑 ∈ ℝ𝑛st×𝑛pix , sodass 
𝐑 𝛍 =  𝐛. (17) 
Das Gleichungssystem besitzt eine eindeutige Lösung, wenn mindestens so viele gemessene 
Strahlen wie zu rekonstruierende Bildpixel vorliegen, 𝑛st ≥ 𝑛pix. Die Koeffizienten 𝑟𝑖,𝑗 von 𝐑 
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sind die Quotienten aus der Fläche von Bildpixel 𝑗, die von Strahl 𝑖 überdeckt wird, und der 
Fläche des gesamten Pixelgitters, die von Strahl 𝑖 überdeckt wird. Da jeder Strahl nur einen 
kleinen Teil aller Bildpixel überdeckt, ist 𝐑 dünnbesetzt. Weiterhin ist 𝐑 schlecht konditioniert, 
sodass die direkte Lösung des Gleichungssystems über die Pseudoinverse in der Regel keine 
brauchbaren Ergebnisse liefert. Daher wurden eine Reihe von algebraischen Lösungsverfahren 
entwickelt, die für tomographischen Problemstellungen sehr gute Ergebnisse erzielen, wie der 
Kaczmarz-Algorithmus [52], auch ART (algebraic reconstruction technique) genannt, 
entwickelt. Weitere Details zur Pixel-Strahl-Zuordnung und zur algebraischen Lösung des 
Gleichungssystems finden sich in [53]. 
 
2.8 Hochauflösende Gammacomputertomographie 
Am Helmholtz-Zentrum Dresden-Rossendorf (HZDR) wurde ein hochauflösendes Gamma-
CT-System (HireCT) [54] entwickelt, um insbesondere Strömungen in massiven Bauteilen, wie 
Pumpen [55], [56], [57] und Visco-Kupplungen [58], oder auch in Rohren mit großem Durch-
messer [59] zweidimensional zu visualisieren. Das System wird mit einer kollimierten 137Cs-
Quelle betrieben, die Photonen mit einer Energie von 662 keV emittiert. Die Distanz zwischen 
Quelle und Detektor beträgt 970 mm. Der Detektorbogen überdeckt 43° und besteht aus 320 
lückenlos nebeneinander angeordneten Szintillations-Detektorelementen, jedes mit einer 
aktiven Fläche von 2 mm Breite und 8 mm Höhe. Jedes Detektorelement besteht aus einem 
LYSO-Kristall (Lutetiumyttriumoxoorthosilicat), der an eine Avalanche-Photodiode gekoppelt 
ist. Die Diode konvertiert den von einem Photon ausgelösten Szintillationsblitz in eine 
elektrische Ladung. Da die genutzte Strahlungsintensität relativ gering ist, wird der Detektor 
im Pulszählmodus betrieben. Dabei wird jedes registrierte Photon als Ereignis gezählt und die 
dazugehörige Photonenenergie bestimmt. Daher können auch gestreute Photonen mit einer 
niedrigeren Energie aussortiert werden. Die Wechselwirkungseffizienz des Detektors liegt bei 
circa 75 %. Die maximale Abtastfrequenz ist 22 kHz, sodass die minimale Aufnahmedauer für 
eine Projektion bei 46 μs liegt. Die Ortsauflösung ist stark objektabhängig und liegt im Bereich 
von circa 2 mm. Aus den aufgenommenen Daten können die Schwächungswerte für jedes 
Detektorelement und für jedes Messintervall in Anlehnung an (7) berechnet werden: 




Hierbei bezeichnet 〈𝑁D〉  den Erwartungswert der Anzahl der registrierten Photonen der 
natürlichen Hintergrundstrahlung und der Zerfallsprozesse des LYSO-Kristalls, die auch als 
Dunkelzählrate bezeichnet wird. Diese ist zwar ebenfalls eine Zufallsgröße, jedoch kann der 
Erwartungswert von 𝑁D  sehr genau durch langes Messen ohne Strahlungsquelle ermittelt 




Detektors. Das bedeutet, dass das Produkt von Schnittbildern pro Sekunde und Projektionen 
pro Bild konstant ist. So führt eine höhere Bildfrequenz zu weniger Projektionen pro Bild, was 
zu einer Verringerung der Ortsauflösung führt. Bei 2000 fps  stehen 500  Projektionen pro 
Schnittbild zur Verfügung, was eine Ortsauflösung von circa 1 mm  ermöglicht. Für Bild-
aufnahmefrequenzen größer als 2000 fps verringert sich die Ortsauflösung jedoch signifikant. 
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3 Exakte Bestimmung gemittelter Schwächungswerte 
3.1 Kurzfassung 
In diesem Abschnitt wird die Berechnung gemittelter Schwächungswerte ?̅?  bei 
densitometrischen Messungen mit kurzen Messzeitintervallen und niedrigen Zählraten 
analysiert. Hierbei kann die dynamische Verzerrung (dynamic bias error, DBE) auftreten, die 
den berechneten gemittelten Schwächungswert systematisch verfälscht. Zur Korrektur dieses 
Fehlers werden drei Mittelungsverfahren untersucht: 
• AAM (arithmetic averaging method): Das klassische Mittelungsverfahren mittelt die 
während der Messintervalle registrierten Photonen und berechnet daraus den mittleren 
Schwächungswert. Bei diesem Verfahren tritt die DBE auf. 
• CAM (correct averaging method): Als Alternative wird hier das vom Autor entwickelte 
Verfahren des korrekten Mittelns vorgestellt und analysiert, das das Problem der DBE 
durch seinen Ansatz umgeht. Ohne Nutzung von a-priori-Wissen über die Strömung 
wird hier die Wahrscheinlichkeitsdichte der Schwächungswerte 𝜃(𝐴)  durch die 
Entfaltung von der Wahrscheinlichkeitsdichte der registrierten Photonen 𝑓(𝑁) und der 
Poisson-Verteilung der Photonenemission berechnet, woraus sich der mittlere 
Schwächungswert ergibt. 
• ANDERS: Das von Andersson et al. in [10] vorgestellte Verfahren zur Korrektur der 
DBE ohne Einbezug von a-priori-Wissen berücksichtigt näherungsweise ebenfalls die 
Poisson-Verteilung der Photonenemission und dient als Vergleich für die Anwendung 
von CAM. 
Die Verfahrensansätze von AAM und CAM sind in Abbildung 7 dargestellt. 
Die Anwendung von CAM führt zu einem schlecht konditionierten linearen Gleichungssystem. 
Um zu optimalen Parameterkonfigurationen für dessen Lösung zu gelangen, werden Lösungs-
verfahren getestet und die relevanten Parameter variiert: 
• Getestete Lösungsverfahren: CGNE-Verfahren, Tikhonov-Verfahren (TIKH), 
abgeschnittene Singulärwertzerlegung (TSVD), direkte, unregularisierte Lösung 
(UNREG). 
• Getestete Regularisierungskriterien: L-Kurve (LCUR), GCV-Kriterium. 
• Anzahl der Diskretisierungspunkte des Schwächungswertespektrums 𝑀. 
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Anhand von Tests an generischen Strömungsszenarien und realen Messdaten stellt sich heraus, 
dass CAM den DBE in allen Fällen vollständig eliminiert. Die verbleibenden Abweichungen 
zum korrekten mittleren Schwächungswert liegen in der Größenordnung der statistischen 
Unsicherheit der Photonenemission. Als optimaler Lösungsalgorithmus für CAM stellt sich das 
CGNE-Verfahren in Verbindung mit dem L-Kurven-Kriterium heraus bei einer relativ groben 
Diskretisierung des Schwächungswertespektrums mit 5 ≤ 𝑀 ≤ 8. Mit dieser Konfiguration 
berechnet CAM den mittleren Schwächungswert in fast allen Parameterbereichen besser als 
ANDERS und bei ausreichend guter Photonenstatistik besser als AAM. 
Die Anwendung von CAM wird zudem an Gamma-CT-Daten und bei zeitaufgelösten 
densitometrischen Messungen mit niedrigen Zählraten demonstriert. 
 
3.2 Herleitung und Bewertung der dynamischen Verzerrung 
In Gas-Flüssigkeits-Strömungen kann der Schwächungswert der Gasphase aufgrund der 
geringen Dichte mit 𝐴gas = 0 angenommen werden. Der Gasgehalt ergibt sich dann aufgrund 
des linearen Zusammenhangs zwischen Schwächungswert und Materialvolumen (4) zu 
gas =  1 −  𝐴 𝐴max⁄ .  Dabei bezeichnet 𝐴  den gemessenen Schwächungswert, der hier 
identisch mit dem Schwächungswert der Flüssigphase ist, und 𝐴max den Schwächungswert für 
den Fall gas = 0. Relative Abweichungen von Schwächungswerten sind demzufolge identisch 
mit den relativen Abweichungen von Phasengehalten. Daher wird im Folgenden lediglich die 
Abweichung der mittleren Schwächungswerte untersucht. 
Gegeben sei eine Zweiphasenströmung, deren Phasenanteile densitometrisch im Zeitintervall 
[0, 𝑇] erfasst wird und an der Messstelle durch den zeitlichen Verlauf der Schwächung 𝐴(𝑡) 
der Strömung (siehe Abbildung 3) charakterisiert ist. Der korrekte Mittelwert der Schwächung 







d𝑡 . (19) 
In der praktischen Anwendung wird die Messzeit 𝑇  in 𝑛  kürze Zeitintervalle der Dauer 𝑇S 
unterteilt, sodass 𝑇 = 𝑛𝑇S. Es erfolgt also eine Diskretisierung der Zeit, wobei in jedem der 
kürzeren Zeitintervalle die Anzahl an Photonen 𝑁𝑘, 𝑘 = 1 … 𝑛, gemessen wird. Dabei sollte die 
Intervalldauer 𝑇S  derart kurz sein, dass die Strömung in dieser Zeit als nahezu konstant 
angenommen werden kann. Mit Anwendung des exponentiellen Schwächungsgesetzes (7) 
ergeben sich die zugehörigen exakten Schwächungswerte dann zu: 
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𝐴𝑘 = − ln
〈𝑁𝑘〉
〈𝑁0〉
,   𝑘 = 1 … 𝑛, (20) 
wobei 〈𝑁𝑘〉 und 〈𝑁0〉 die Erwartungswerte der Photonenanzahl sind, da aufgrund der Poisson-























Der Erwartungswert für die Referenz-Photonenanzahl 〈𝑁0〉 ist bekannt, da dieser durch eine 
lange Messung des Strahlweges ohne schwächendes Objekt sehr genau ermittelt werden kann. 
Die Erwartungswerte 〈𝑁𝑘〉 sind hingegen unbekannt und müssen daher durch einen erwartungs-
treuen Schätzer substituiert werden. Für jedes Intervall liegt jedoch nur eine Realisierung vor 
und so wird der Erwartungswert durch den Messwert ersetzt: 










Der korrekte Schwächungswert ist also eine Funktion des geometrischen Mittelwerts der 
gemessenen Photonenanzahlen. Bei den angestrebten kurzen Messzeitintervallen und den 
daraus resultierenden niedrigen Erwartungswerten für die Photonenanzahlen ist es jedoch 
wahrscheinlich, dass in vielen Intervallen keine Photonen registriert werden, also 𝑁𝑘 = 0 gilt, 
was eine Berechnung des geometrischen Mittelwertes unmöglich macht. Zudem ergibt sich für 
einen kleinen Erwartungswert eine große erwartbare, relative Abweichung, denn für die 
Poissonverteilung (1) ist der Variationskoeffizient, definiert als Standardabweichung durch 
Erwartungswert und Maß für die relative Streuung von Zufallswerten, gegeben durch 1 √𝜆⁄ . 









Auf diesem Ansatz basierend, ergibt sich der mittlere Schwächungswert dann aus 
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Dieses Verfahren wird im Folgenden als Arithmetisches Mittelungsverfahren (arithmetic 
averaging method, AAM) bezeichnet. Es ist immer anwendbar, solange nur mindestens ein 
Photon während der gesamten Messzeit 𝑇 registriert wurde. Allerdings führt diese Berechnung 
zu einem systematischen Fehler zwischen ?̅?AAM und dem korrekten Mittelwert ?̅?ex. Aufgrund 
der Ungleichheit vom arithmetischen und geometrischen Mittel gilt: 
?̅?ari ≥ ?̅?geo   ⇒    ?̅?AAM ≤ ?̅?ex. (25) 
Die Gleichheit ist dabei nur gegeben, wenn 𝐴(𝑡) konstant ist. Mit steigender Variabilität von 
𝐴(𝑡) steigt auch die Abweichung zwischen ?̅?AAM und ?̅?ex, 
𝑑DBE = ?̅?AAM − ?̅?ex, (26) 
welche als dynamische Verzerrung (dynamic bias error, DBE) bezeichnet wird. Sinnvoll ist 
eine Normierung des Fehlers auf den Wertebereich zwischen minimalem und maximalem 
möglichen Schwächungswert: 




Um diesen systematischen Fehler zu umgehen, wäre es noch möglich die Zeitintervalle 𝑇S 
derart zu vergrößern, dass genügend Photonen für die exakte Berechnung des Mittelwerts (22) 
registriert werden, also 𝑁𝑘 > 0  für fast alle 𝑘 = 1 … 𝑛.  Führt diese Intervallverlängerung 
jedoch dazu, dass die Strömung während eines Intervalls nicht konstant ist, so sind die Mess-
daten bereits selbst fehlerbehaftet. In diesem Fall summiert der Detektor alle Photonen über 
eine Strömung mit variablem Schwächungswert, was normiert mit der Intervalldauer einer 
arithmetischen Mittelung entspricht. Somit gelten dann auch für diesen Fall die Ausführungen 
(23) bis (26), jedoch schon für die einzelnen Intervalle. 
Die Auswirkungen lassen sich gut an einem generischen Beispiel, wie in [60] dargelegt, 
verdeutlichen. Dafür wird ein virtuelles Strömungsszenario angenommen, bei dem lediglich die 
zwei Schwächungswerte 𝐴min = 0 und 𝐴max auftreten können, wie in Abbildung 8 dargestellt 
ist. Die korrekte mittlere Schwächung dieser Blockströmung wird durch den maximalen 
Schwächungswert 𝐴max  und den relativen Anteil 𝜏  der 𝐴max-Blöcke  an der gesamten 
Strömung berechnet: 
?̅?ex =  𝜏𝐴max. (28) 
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verschiedene Schwächungswertverläufe her. Unter anderem wurde dabei auf die Wichtigkeit 
von kurzen Messintervallen eingegangen. Die Auswirkungen von zu kurzen Messintervallen 
und der damit verbundenen noch niedrigeren Anzahl an messbaren Photonen pro Zeitintervall 
(„low count dynamic bias error“) wurde in [9] untersucht. Analysen für reale Zweiphasen-
strömungen wurden von Munshi et al. [6] durchgeführt. Oyedele [7] zeigte, wie sich variierende 
Ausdehnungsverhältnisse der Gasphase entlang der Strahl- und der Strömungsrichtung 
auswirken. In allen Untersuchungen stellte sich in Einklang mit der obigen Herleitung heraus, 
dass die DBE mit zunehmender Variabilität der Schwächungswertverläufe größer wird. 
 
3.3 Korrektur der dynamischen Verzerrung 
Um die systematische DBE zu korrigieren, wurden bereits eine Reihe von Verfahren 
veröffentlicht. Oyedele entwickelte ein Verfahren, das in Abhängigkeit von der Form der 
Strömung die DBE korrigiert [8]. Für dieses Verfahren ist daher jedoch a-priori-Wissen über 
die Strömung nötig. In [9] präsentierten Liang et al. ein Korrekturverfahren, das auf einer 
Momentenentwicklung der Wahrscheinlichkeitsdichtefunktion der Photonenanzahl basiert. 
Einen vielversprechenden Ansatz zur Korrektur zeigten Andersson et al. [10]. Hierbei wurde 
die Exponentialfunktion aus dem exponentiellen Schwächungsgesetz mit deren Potenzreihe 
approximiert, wobei Terme der Ordnung 2 und größer verworfen wurden. Dies erlaubte eine 
analytische Entwicklung der DBE. Die dazu benötigte, aber unbekannte, Varianz der 
Schwächungswerte wurde mithilfe bedingter Varianzen durch die Varianz der Photonenanzahl 
approximiert. Obwohl der letzte Aspekt zu einem iterativen Verfahren führt, ist der Rechen-
aufwand für dieses Verfahren vernachlässigbar. Für verschiedene virtuelle Strömungen wurde 
die Messung von mittleren Phasenanteilen simuliert. Dabei konnte die DBE in den meisten 
Fällen um eine Größenordnung reduziert werden. Dieses Verfahren wird hier zum Vergleich 
herangezogen und im Folgenden mit ANDERS bezeichnet. Bisherige Korrekturverfahren 
konnten also teils gute Ergebnisse erzielen. Jedoch setzen sie entweder a-priori-Wissen über 
die Strömung voraus, oder es wird lediglich eine approximative, aber keine mathematisch 
exakte, Korrektur der DBE vorgenommen. 
Ein Verfahren zur exakten Berechnung des korrekten mittleren Schwächungswertes wurde 
in [60] präsentiert und wird in diesem Kapitel ausführlich hergeleitet und analysiert. Unter 
Zuhilfenahme der Wahrscheinlichkeitsdichtefunktion der während einer Messung 
aufgetretenen Schwächungswerte 𝜃(𝐴) lässt sich die exakte mittlere Schwächung berechnen 
als 













Die für die Berechnung dieser Wahrscheinlichkeiten benötigten Größen 𝑁  und 〈𝑁0〉  sind 
gemessene Werte, 𝐴  ist die Integrationsvariable. Somit bleibt die benötigte 
Wahrscheinlichkeitsdichtefunktion der Schwächungswerte 𝜃(𝐴) die einzig unbekannte Größe 
in (31). Da man hier von einer Wirkung, die geschwächte Strahlung, auf deren Ursache, die 
schwächende Strömung, zurückschließen möchte, liegt ein inverses Problem vor. Im Folgenden 
wird der Ansatz des korrekten Mittelns als CAM (correct averaging method) bezeichnet. 
Eine analytische Auflösung des Integrals (31) nach der gesuchten Schwächungswerteverteilung 
𝜃(𝐴) ist im Allgemeinen nicht möglich. Daher wird im folgenden Abschnitt die Diskretisierung 
der Verfahren beschrieben. 
 
3.4 Diskretisierung des Verfahrens des korrekten Mittelns 
Aufgrund der Form des Integranden in (31), der eine Multiplikation einer unbekannten 
Verteilung mit einer Poissonverteilung ist, ist eine Auflösung nach der Schwächungswerte-
verteilung nur in Sonderfällen möglich, in denen Vorwissen über die Form der Schwächungs-
wertverteilung bekannt ist. Im allgemeinen Fall wird eine Diskretisierung des Verfahrens mit 
anschließender numerischer Lösung notwendig. Die Analyse des diskreten Problems sowie die 
anschließenden Lösungsstrategien sind ausführlich in [61] beschrieben. Für jede mögliche 
Anzahl an registrierten Photonen wird eine Gleichung aufgestellt, sodass (31) bezüglich der 
Wahrscheinlichkeitsdichtefunktion der registrierten Photonenanzahl bereits diskret ist und aus 
einer endlichen Anzahl 𝐿 Gleichungen besteht. Die Diskretisierung von 𝐴 erfolgt in 𝑀 Werte 
𝐴min = 𝐴1 < 𝐴2 <. . . < 𝐴𝑀 = 𝐴max. Dabei sollten die Grenzen so gewählt werden, dass alle 
während der Messung möglichen Schwächungswerte innerhalb dieses Diskretisierungsgitters 
liegen. Für alle folgenden Untersuchungen wird 𝐴min = 0 angenommen, da in den meisten 
Anwendungen der kleinstmögliche Schwächungswert meist als Referenz benutzt wird und 
somit bereits in 〈𝑁0〉 enthalten ist. Für Messungen von Zweiphasenströmungen in Blasensäulen 
wäre zum Beispiel die leere Blasensäule eine mögliche Referenzmessung zur Bestimmung von 
〈𝑁0〉. Für alle folgenden Untersuchungen wird zudem angenommen, dass die Diskretisierung 














] , (33) 
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wobei 𝑓𝑖 = 𝑓(𝑖 − 1) die Häufigkeit ist, dass 𝑖 − 1 Photonen innerhalb eines Zeitintervalls 𝑇S 
registriert werden. 𝑝𝑖,𝑗 = 𝑃(𝑖 − 1|𝐴𝑗)  ist die Wahrscheinlichkeit, 𝑖 − 1  Photonen zu 
registrieren unter der Bedingung, dass die Gesamtschwächung entlang des Strahlweges 𝐴𝑗 
beträgt. Mit 𝑞𝑗 = 𝜃(𝐴𝑗)  wird die diskrete Wahrscheinlichkeitsdichtefunktion der 
Schwächungswerte bezeichnet. Die Berechnung des mittleren Schwächungswertes erfolgt dann 
als diskrete Form von (30) durch 




Die Dimensionen des diskreten Systems sind gegeben durch 𝑀 und 𝐿. Dabei sollte 𝐿 derart 
gewählt werden, dass das Auftreten von 𝐿 − 1  Photonen sehr unwahrscheinlich ist, also 
𝑝𝐿,𝑗  =  𝑃(𝐿 − 1, 𝐴𝑗)  ≈ 0  und σ 𝑝𝑖,𝑗𝑀𝑖=1 ≈ 1  für alle 𝑗 = 1, … , 𝑀.  Üblicherweise ist die 
Matrix 𝐏 nicht quadratisch und das Gleichungssystem (33) überbestimmt, also 𝐿 > 𝑀. 
Die wesentliche Größe, die die Lösbarkeit eines Gleichungssystems bewertet, ist die 
Konditionszahl der Matrix, hier bezeichnet als cond(𝐏). In Abbildung 10 ist die Konditions-
zahl in Abhängigkeit von der Diskretisierung des Schwächungsspektrums 𝑀, der Referenz-
Photonenanzahl 〈𝑁0〉  und des maximalen Schwächungswertes 𝐴max  dargestellt. Die 
Konditionszahl vergrößert sich sehr stark für große Werte von 𝑀 und kleine Werte für 〈𝑁0〉. 
Zudem fällt sie für wachsende Werte von 𝐴max bis ein Minimum erreicht ist, in der Abbildung 
gewählten Konfiguration bis 𝐴max = 2. Für größere Werte von 𝐴max steigt die Konditionszahl 
sehr stark an. Solange 𝐿 > 𝑀 gilt, hat 𝐿 keinen Einfluss auf die Konditionszahl. 
Eine übliche Lösungsvariante für nichtquadratische Gleichungssysteme ist die Anwendung der 
Penrose-Inversen, sodass 
Abbildung 10. Konditionszahl der Matrix 𝐏 in Abhängigkeit von der Diskretisierung des Schwächungswerte-
spektrums 𝑀, von der Referenz-Photonenanzahl 〈𝑁0〉 und vom maximalen Schwächungswert 𝐴max. Die fixierten 
Werte sind jeweils 𝑀 = 7, 〈𝑁0〉 = 5 und 𝐴max = 1. 
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𝐪 = (𝐏T𝐏)−1𝐏T𝐟. (35) 
Aufgrund der schlechten Kondition von (33), das heißt cond(𝐏) ≫ 1 für fast alle Parameter-
konfigurationen, ist zu erwarten, dass die so generierten Lösungen von 𝐪 sehr verrauscht sind 
und sehr hohe als auch sehr niedrige Werte enthalten können. Daher werden Regularisierungs-
verfahren benötigt. 
 
3.5 Regularisierung für das Verfahren des korrekten Mittelns 
Für die Lösung (33) werden drei verschiedene Standard-Verfahren angewendet, die alle auf 
einer Fehlerminimierung im l2-Raum basieren. Andere Verfahren wie die Totale Variation [62] 
werden hier nicht betrachtet, da dabei Lösungen für die Schwächungswerteverteilung erzeugt 
werden, die unrealistische oder unbekannte Eigenschaften voraussetzen, wie zum Beispiel eine 
glatte Verteilung. Zudem wird auch die direkte Lösung von (35) als Vergleich ermittelt. Diese 
wird mit der Bezeichnung UNREG abgekürzt. Bei der abgeschnittenen Singulärwertzerlegung 
(truncated singular value decomposition, im Folgenden als TSVD bezeichnet) [63] wird die 
Matrix 𝐏 zerlegt in 
𝐏 = 𝐔𝐒𝐕T, (36) 
wobei 𝐔 und 𝐕 unitäre Matrizen sind und 𝐒 eine Diagonalmatrix ist, die 𝑅 = rang(𝐏) strikt 
positive Singulärwerte 𝑆𝑖 in absteigender Ordnung enthält. Damit ist eine Lösung von (36) 
gegeben durch: 







Der Regularisierungsparameter 𝐾 ≤ 𝑅 steht dabei für die Anzahl der 𝐾 größten Singulärwerte, 
die zur Berechnung der Lösung benutzt werden. Da kleine Singulärwerte sowohl hochfrequente 
Lösungsanteile als auch das komplette Rauschen enthalten, werden Werte 𝑖 > 𝐾 abgeschnitten. 
Eng mit TSVD verknüpft ist das klassische Tikhonov-Verfahren [64] (im Folgenden als TIKH 
bezeichnet), welches das Minimum-Quadrat-Problem 
‖𝐏𝐪 − 𝐟‖2 + 𝜅‖𝐪‖2 → min! (38) 
löst. Dabei wichtet der Regularisierungsparameter 𝜅 die Norm der Lösung (und damit auch den 
Grad des Rauschens) gegenüber dem Residuum. Zusätzlich zu diesen zwei Verfahren wird auch 
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ein iteratives Verfahren getestet. Beim CGNE-Verfahren [65] wird das bekannte Konjugierte-
Gradienten-Verfahren (CG) auf die Normalengleichung (NE) 
𝐏T𝐏𝐪 = 𝐏T𝐟 (39) 
angewendet. Hier fungiert die Anzahl der Iterationen als Regularisierungsparameter. Je mehr 
Iterationen durchgeführt werden, desto hochaufgelöster ist die Lösungsverteilung, aber auch 
umso verrauschter. Für alle drei Verfahren bestimmt der Regularisierungsparameter genau 
diesen Kompromiss aus möglichst kontrastreicher Auflösung aller Lösungsanteile und 
möglichst geringem Rauschen. Daher werden Kriterien benötigt, die einen geeigneten Wert des 
Regularisierungsparameters bestimmen, sodass der relative Fehler zwischen der berechneten 
und der unbekannten korrekten Lösung möglichst klein ist. Die drei Verfahren werden in 
Verbindung mit zwei gängigen Kriterien gebracht. Beim L-Kurven-Kriterium [66] werden die 
2-Normen der berechneten Lösungen ‖𝐪‖2 in Abhängigkeit von den 2-Normen der Residuen 
‖𝐏𝐪 − 𝐟‖2  für verschiedene Werte des Regularisierungsparameters in ein doppelt-
logarithmisches Diagramm eingezeichnet. Die resultierende Kurve hat dabei meist die Form 
eines "L". Der Wert, der den Punkt mit der maximalen Krümmung in der Ecke des "L" erzeugt, 
wird als bester Kompromiss zwischen Minimierung des Residuums und Minimierung des 
Rauschanteils in der Lösung angesehen. Das Kriterium wird im Folgenden mit LCUR 
bezeichnet. Als zweites Kriterium wird das GCV-Kriterium (generalized cross-validation [67]) 






in Abhängigkeit des Regularisierungsparameters berechnet. Hierbei erzeugt die Matrix 𝐏𝜔 die 
regularisierte Lösung 𝐪𝜔  mit 𝐏𝜔𝐟 = 𝐪𝜔.  Beide Kriterien benötigen keine a-priori-
Informationen über die Lösung oder den Grad des Rauschens im Datenvektor 𝐟.  Im 
Allgemeinen sind diese Informationen bei densitometrischen Messungen nicht verfügbar. 
Daher wurde auf die Anwendung von Kriterien, die dieses Wissen benötigen, wie zum Beispiel 
das Diskrepanzprinzip [68], verzichtet. 
Neben der Konditionszahl bestimmt auch das Rauschen in den Daten die Güte der Lösung. 
CAM benötigt im Datenvektor 𝐟 eine Superposition von exakten Poisson-Verteilungen mit 
verschiedenen Erwartungswerten. Da der Vektor 𝐟  aus einer endlichen Menge von Daten 
generiert wird, kann dieser Aspekt nicht erfüllt werden. Die Abweichungen zwischen den 
Verteilungen gemessener Werte und exakter Poisson-Verteilungen können als Störungen oder 
Rauschen aufgefasst werden. Je höher die Anzahl der zur Verfügung stehenden Messwerte ist, 
desto geringer sind diese Störungen aufgrund des Gesetzes der großen Zahlen. Um die zu 
erwartenden Abweichungen abzuschätzen, werden Monte-Carlo-Experimente durchgeführt, 
bei dem Poisson-verteilte Zufallszahlen generiert und deren Wahrscheinlichkeitsdichte-
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funktionen erstellt werden. In Abhängigkeit der Anzahl der Zufallszahlen 𝑛 wird die maximale 
Abweichung 𝑑(𝑛) zwischen den erhaltenen, zufälligen Wahrscheinlichkeitsdichtefunktionen 𝑓 
und der exakten Poisson-Verteilung 𝑃λ mit Parameter 𝜆 berechnet: 
𝑑(𝑛) = max
𝑖=0…𝐿
|𝑓(𝑖) − 𝑃𝜆(𝑖)| , (41) 
wobei L so gewählt wird, dass 𝑃𝜆(𝑖) ≈ 0 für 𝑖 > 𝐿. Für jedes vorgegebene 𝑛  werden diese 
Zufallsexperimente 2000-mal wiederholt und die mittlere Abweichung ?̅?(𝑛) berechnet. Die 
resultierende Kurve für die Poissonverteilung mit 𝜆 = 5 ist in Abbildung 11 dargestellt. Beim 
Lösen von Gleichung (33) und (34) sind Abweichungen zwischen berechnetem und exaktem 
Mittelwert zu erwarten, die mindestens in den selben Größenordnungen liegen wie die 
abgebildete Kurve. Abgesicherte Grenzen für Abweichungen können dennoch nicht angegeben 
werden, da Poisson-verteilte Zufallszahlen in ihrem Wertebereich nicht begrenzt sind. Daher 
ist, wie oben erwähnt, der Grad der Störungen im Datenvektor nicht sicher abzuschätzen. 
 
3.6 Optimale Parameter-Konfigurationen für das Verfahren des 
korrekten Mittelns 
Für numerische Untersuchungen zur CAM werden acht virtuelle Strömungsszenarien 𝐴(𝑡) mit 
𝑡𝜖[0,1] (𝑇 = 1) erzeugt und in 𝑛 äquidistant verteilte Abtastwerte 𝐴𝑘, 𝑘 = 1 … 𝑛 diskretisiert. 
Die Szenarien sind in Abbildung 12 zu sehen. Die Darstellung der virtuellen Strömungs-
Abbildung 11. Zu erwartende maximale Abweichung zwischen der Verteilung von 𝑛 Poisson-verteilten Zufalls-
zahlen und der exakten Poissonverteilung für 𝜆 = 5. Darstellung in Anlehnung an [60], Figure 3. 
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szenarien erfolgt in geordneter Reihenfolge der Schwächungswerte, da der Datenvektor 𝐟 aus 
Gleichung (33) nicht vom zeitlichen Verlauf der Strömung abhängt, sondern lediglich von der 
Abbildung 12. Linke Spalte: Virtuelle Strömungsszenarien in geordneter Schwächungswertreihenfolge (wie in 
Abbildung 9). Rechte Spalte: Zugehörige Wahrscheinlichkeitsdichtefunktionen 𝜃(𝐴). Darstellung in Anlehnung 
an [60], Figure 4. 
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Wahrscheinlichkeitsdichtefunktion der auftretenden Schwächungswerte. Daher werden die 
acht virtuellen Szenarien derart gewählt, dass es darunter fünf binäre Wahrscheinlichkeits-
dichtefunktionen mit den vorgegebenen mittleren Schwächungswerten ?̅?ex =
{0,1𝐴max; 0,3𝐴max; 0,5𝐴max; 0,7𝐴max; 0,9𝐴max} gibt (Szenarien 1 bis 5), eine diskrete Gleich-
verteilung über zehn Werte (Szenario 6), eine Funktion, die durch gleichverteilte Zufallszahlen 
erzeugt wurde (Szenario 7) und eine Funktion mit konstantem Wert (Szenario 8). Die Mittel-
werte für die Szenarien 6 bis 8 sind ?̅?ex = 0,5𝐴max. Aus numerischer Sicht enthalten diese acht 
Fälle glatte wie auch nicht glatte Daten und symmetrische wie auch asymmetrische Daten. Um 
die densitometrische Messung dieser virtuellen Strömungsszenarien zu simulieren, wird eine 
Referenz-Photonenanzahl 〈𝑁0〉 angenommen und 〈𝑁𝑘〉 über das exponentielle Schwächungs-
gesetz (7) für jedes 𝐴𝑘 berechnet. Im Anschluss werden Poisson-verteilte Zufallszahlen 𝑁𝑘 mit 
Erwartungswerten 〈𝑁𝑘〉 erzeugt und deren Wahrscheinlichkeitsdichtefunktion im Datenvektor 
𝐟 gespeichert. Nach Lösung von Gleichungssystem (33) mithilfe der vorgestellten Verfahren 
und Berechnung der Mittelwerte mit Gleichung (34) werden die Resultate anhand der relativen 





bewertet. Dafür wird das Schwächungswertespektrum äquidistant in 𝑀 > 1 Werte diskretisiert, 
sodass 𝐴min = 𝐴1 = 0 und 𝐴max = 𝐴𝑀  gilt. Eine Bewertung anhand der Rechenzeit erfolgt 
hier nicht, da die weiteren Untersuchungen zeigen werden, dass kleine Werte für 𝑀  die 
besseren Ergebnisse liefern. Der Rechenaufwand für die somit nur sehr kleinen Gleichungs-
systeme ist vernachlässigbar. Die Simulationen werden für verschiedene Regularisierungs-
verfahren durchgeführt, verknüpft mit verschiedenen Kriterien zur Bestimmung von Werten 
der Regularisierungsparameter, sowie für variierende Werte für 𝑀,  〈𝑁0〉,  𝐴max  und 𝑛. 
Variierende Werte für die Referenz-Photonenanzahl 〈𝑁0〉 und die Messintervallanzahl 𝑛 sind 
miteinander verknüpft über die Intervalldauer 𝑇S und der Messzeit 𝑇. Für den Fall, dass das 
virtuelle Strömungsszenario und damit auch dessen Schwächung 𝐴(𝑡) für ein Intervall quasi-
konstant ist, ist die Variation von 〈𝑁0〉  proportional zur Variation von 𝑇S.  Zudem sind 
Variationen von 𝑛 proportional zu Variationen von 𝑇 für feste 𝑇S. Daher werden Variationen 
von 𝑇 und 𝑇S nicht untersucht. Weiterhin wird auch die Diskretisierung der Wahrscheinlich-
keitsdichtefunktionen der Photonenanzahl nicht geändert, da der Parameter 𝐿 keinen Einfluss 
auf die Konditionszahl des Gleichungssystems hat. Zudem würde im Fall einer Zusammen-
fassung von den diskreten Photonenanzahlen, also eine gröbere Diskretisierung von 𝐟,  die 
Abweichung zwischen der diskreten Wahrscheinlichkeitsdichtefunktion der Photonenanzahl 
und der Superposition von idealen Poissonverteilungen noch weiter vergrößern, was für das 
angewendete Verfahren erhöhte Störungen des Datenvektors 𝐟 bedeuten würde. Bei den Unter-
suchungen wird immer ein Parameter variiert, während die anderen Parameter, wie bei der 
Analyse der Konditionszahlen, fixiert sind mit den Werten 𝑀 = 7,  〈𝑁0〉 = 5,  𝐴max = 1, 
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𝐿 =  50  und 𝑛 = 10000.  Der Schwächungswert 𝐴max = 1  entspricht bei einer Photonen-
energie von 662 keV der Schwächung von 117 mm Wasser. Als Gleichungslöser für (33) wird 
eine Toolbox zur Regularisierung schlecht konditionierter Gleichungssysteme [69] benutzt, die 
in der Programmierumgebung MATLAB implementiert ist. Für jede Parameterkonfiguration 
werden 2000 Zufallsexperimente durchgeführt, sodass die finale Bewertung anhand der 
mittleren Abweichung erfolgt. Zudem werden die Standardabweichungen von 𝑑A̅  heran-
gezogen, um Aussagen über die Streuung der errechneten mittleren Schwächungen treffen zu 
können. 
Von den zu untersuchenden Parametern beeinflussen die Diskretisierung des Schwächungs-
wertespektrums 𝑀, die Referenz-Photonenanzahl 〈𝑁0〉 und der maximale Schwächungswert 
𝐴max die zu erwartenden Abweichungen durch eine veränderte Konditionszahl der Matrix. Die 
Anzahl der Messintervalle 𝑛 beeinflusst die Abweichungen durch den Grad der Störung des 
Datenvektors 𝐟. Neben den verschiedenen Regularisierungsverfahren ist die Diskretisierung 𝑀 
der einzige CAM-spezifische Parameter. Die Parameter 〈𝑁0〉, 𝐴max und 𝑛 sind hingegen durch 
die Messkonfiguration bestimmt. Daher wird zunächst der Parameter 𝑀 variiert. Der unter-
suchte Wertebereich von 𝑀 liegt zwischen 2 und 50. Die Verläufe der Abweichungen 𝑑𝐴 in 
diesem Parameterbereich sind für alle Strömungen ähnlich. In Abbildung 13 sind die Kurven 
für Szenario 2 sind zu sehen. Die komplette Übersicht findet sich im Anhang (Abbildung 58). 
Für eine bessere Visualisierung in den doppeltlogarithmischen Diagrammen ist die Standard-
abweichung nur einseitig oberhalb der mittleren Schwächung aufgetragen. In allen Szenarien 
erreichen für 𝑀 = 4 … 7  alle Verfahren eine ähnlich niedrige Abweichung, auch UNREG. 
Einzig für Szenarien mit einem mittleren Schwächungswert ?̅?ex ≠ 0,5  zeigt TSVD-LCUR 
signifikant höhere Abweichungen. Für 𝑀 < 4 ist das Bild uneinheitlich. Die Abweichungen, 
die durch CGNE-LCUR produziert werden, sind für alle 𝑀 > 4 nahezu konstant, obwohl für 
große Werte von 𝑀  die Konditionszahl der Matrix sehr stark ansteigt. Generell schneidet 
LCUR als Regularisierungskriterium besser ab als GCV. Die Standardabweichung der mittleren 
Abweichung für CGNE-LCUR liegt konstant bei ungefähr einer halben Größenordnung. Die 
Standardabweichungen für die anderen Verfahren sind nahezu identisch. 
Die Resultate für variierende Werte der Referenz-Photonenanzahl 〈𝑁0〉  im Bereich von 
〈𝑁0〉 =  0,001 … 20 sind ebenfalls für alle Szenarien ähnlich. In Abbildung 14 sind sie für 
Szenario 2 dargestellt. Die komplette Übersicht findet sich im Anhang (Abbildung 59). Wie 
aufgrund der Konditionszahl erwartet, sinken die Abweichungen mit steigendem 〈𝑁0〉. Die 
geringsten und stabilsten Abweichungen über den gesamten Bereich zeigen TSVD-LCUR und 
CGNE-LCUR. Vereinzelt erzielt TIKH-LCUR bei sehr kleinen Werten von 〈𝑁0〉 noch bessere 
Resultate, erzeugt jedoch höhere Abweichungen im mittleren Bereich. UNREG und das GCV-
Kriterium führt erst im hohen Wertebereich von 〈𝑁0〉 zu geringen Abweichungen. Auffällig ist 
wieder, dass für Strömungen mit einem mittleren Schwächungswert ?̅?ex ≠ 0,5 TSVD-LCUR 
leicht erhöhte Abweichungen erzeugt, hier im höheren Wertebereich von 〈𝑁0〉. 
 




Abbildung 14. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit von der Referenz-Photonenanzahl 〈𝑁0〉 für 𝑀 = 7, 𝐴max = 1, 𝑛 = 10000 und 𝐿 = 50. Der grau-
gefärbte Bereich STD entspricht der einseitigen Standardabweichung für CGNE-LCUR. Die Diagramme für alle 
Szenarien finden sich im Anhang (Abbildung 59). Darstellung in Anlehnung an [60], Figure 6. 
Abbildung 13. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit von der Diskretisierung des Schwächungswertespektrums 𝑀 für 〈𝑁0〉 = 5, 𝐴max = 1, 𝑛 = 10000 
und 𝐿 = 50. Der graugefärbte Bereich STD entspricht der einseitigen Standardabweichung für CGNE-LCUR.  
Kurven mit sehr großen Abweichungswerten außerhalb des Diagrammbereichs wurden hier und in den folgenden 
Diagrammen abgeschnitten. Die Diagramme für alle Szenarien finden sich im Anhang (Abbildung 58). 
Darstellung in Anlehnung an [60], Figure 5. 
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Als Nächstes wird der Einfluss des maximalen Schwächungswertes untersucht. Dabei wird 
𝐴max im Bereich von 𝐴max = 0,01 … 10 variiert. Bei densitometrischen Messungen mit einer 
Photonenenergie von 662 keV  entsprechen die maximalen Schwächungswerte in etwa 
1,2. . .1200 mm Wasser. In Abbildung 15 sind die Resultate für Szenario 2 dargestellt. Die 
komplette Übersicht findet sich im Anhang (Abbildung 60). Die Abweichungen verringern sich 
für größer werdende 𝐴max bis zum Bereich 1 ≤ 𝐴max ≤ 2. Für größere Werte steigen auch die 
Abweichungen, was im Einklang mit den Analysen zur Konditionszahl steht. Die Erklärung 
hierfür ist, dass größere Schwächungswerte die Anzahl an registrierbaren Photonen reduziert 
und somit die Photonenstatistik verschlechtert. Im Bereich 𝐴max < 1 sind die Verläufe für alle 
Regularisierungsverfahren nahezu identisch. UNREG erreicht diese geringen Abweichungen 
nur im schmalen Bereich von 0,5 ≤ 𝐴max ≤ 1.  Im Bereich 𝐴max > 2  erzielen die LCUR-
Verfahren die geringeren und stabileren Abweichungsverläufe. Die Standardabweichung 
reduziert sich deutlich für wachsende 𝐴max. 
Nach der Untersuchung der Parameter, die die Konditionszahl beeinflussen, folgt nun die 
Analyse zum Einfluss der Messintervallanzahl 𝑛  auf die Abweichung der mittleren 
Schwächung. Der untersuchte Wertebereich ist 𝑛 = 50 … 50000. Wie zu erwarten, verringert 
sich die Abweichung sehr stark mit steigendem 𝑛 für alle Strömungen. In Abbildung 16 sind 
die Verläufe für Szenario 2 dargestellt. Die komplette Übersicht für alle Strömungen findet sich 
im Anhang (Abbildung 61). Die Form der Abweichungskurve ist in guter Übereinstimmung 
mit den vorhergesagten Abweichungen aus Abbildung 11. Daher kann die stochastische 
Analyse als Prädiktor für die zu erwartenden Abweichungen dienen, solange bei den 
Abbildung 15. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit vom maximalen Schwächungswert 𝐴max für 𝑀 = 7, 〈𝑁0〉 = 5, 𝑛 = 10000 und 𝐿 = 50. Der grau-
gefärbte Bereich STD entspricht der einseitigen Standardabweichung für CGNE-LCUR. Die Diagramme für alle 
Szenarien finden sich im Anhang (Abbildung 60). Darstellung in Anlehnung an [60], Figure 7. 
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Messungen 〈𝑁0〉 und 𝐴max in Wertebereichen liegen, die kleine Abweichungen erlauben. Die 
relative Standardabweichung ist hier für alle Werte von n  annähernd konstant. Für die 
gewählte Parameterkonfiguration sind die Abweichungen für alle Verfahren nahezu identisch. 
Auch UNREG liefert sehr kleine Abweichungen. Einzig TSVD-LCUR führt wieder zu leicht 
höheren Abweichungen im höheren Wertebereich von 𝑛 für virtuelle Strömungsszenarien mit 
einem mittleren Schwächungswert ?̅?ex ≠ 0,5. Insgesamt sind aber alle Abweichungsverläufe 
szenarien- und verfahrensübergreifend sehr ähnlich. 
Zusammenfassend lässt sich feststellen, dass LCUR als Abbruchkriterium deutlich bessere 
Ergebnisse liefert als GCV beim Variieren von Parametern, die die Kondition der Matrix 
beeinflussen. Bei den Regularisierungsverfahren zeigt TIKH häufiger größere Abweichungen 
als TSVD und CGNE. Bei Szenarien mit einem mittleren Schwächungswert ?̅?ex ≠ 0,5 tendiert 
TSVD-LCUR zu höheren Abweichungen im Bereich der besseren Photonenstatistik (hohe 
Werte für 〈𝑁0〉 und 𝑛). Ein möglicher Grund hierfür ist, wie in [66] beschrieben, dass die L-
Kurve insbesondere bei stark verrauschten Daten gut funktioniert und zur nicht-optimalen 
Bestimmung von Regularisierungsparametern bei glatten und ungestörten Daten tendiert, was 
in der hier untersuchten Problemstellung einer guten Photonenstatistik entspricht. Auf TIKH-
LCUR und insbesondere auf CGNE-LCUR scheint sich dies jedoch kaum auszuwirken. Da 
CGNE-LCUR bei allen Parametervariationen über die größten Wertebereiche stabil niedrige 
Abweichungen erzeugte, stellt sich dieses Lösungsverfahren als geeignetstes für den CAM-
Ansatz heraus und wird im Folgenden mit CAM gleichgesetzt. 
Abbildung 16. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit von der Messintervallanzahl 𝑛  für 𝑀 = 7,  〈𝑁0〉 = 5,  𝐴max = 1  und 𝐿 = 50.  Der graugefärbte 
Bereich STD entspricht der einseitigen Standardabweichung für CGNE-LCUR. Die obere Kante des dunkelgrauen 
Bereichs „stochastisch“ entspricht dem Kurvenverlauf aus Abbildung 11. Die Diagramme für alle Szenarien finden 
sich im Anhang (Abbildung 61). Darstellung in Anlehnung an [60], Figure 8. 
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In Messungen ist oft die Messzeit 𝑇 = 𝑛𝑇S fixiert. Die Anzahl der emittierten Photonen ist 
proportional zur Intervalldauer 𝑇S  und demzufolge antiproportional zur Anzahl der Mess-
intervalle 𝑛 , das heißt 𝑛〈𝑁0〉 = 𝑐𝑜𝑛𝑠𝑡.  Die bisherigen Resultate zeigen, dass sich die 
Abweichungen sowohl für steigende 〈𝑁0〉 als auch für steigende 𝑛 verringern. Daher ist ein 
optimales Verhältnis beider Parameter zu erwarten, was im Folgenden untersucht wird. Da eine 
Verringerung der Anzahl an Messintervallen eine Erhöhung von deren Dauer mit sich bringt, 
könnte dies dazu führen, dass das virtuelle Strömungsszenario während eines Intervalls nicht 
mehr als konstant angenommen werden kann und daher die Detektion der Photonen bereits zu 
einer inhärenten DBE führt. Dies muss stets durch den Anwender abgeschätzt und verhindert 
werden und wird für die folgenden Untersuchungen ausgeschlossen. 〈𝑁0〉 wird im Bereich 
0,1 … 50  variiert, wobei 𝑛  derart gewählt wird, dass die Referenz-Photonengesamtanzahl 
𝑛〈𝑁0〉 = 100 und 𝑛〈𝑁0〉 = 10000 konstant ist. Kombiniert wird diese Untersuchung mit zwei 
Ausprägungen für die maximale Schwächung 𝐴max = 0,5 und 𝐴max = 2. Die Resultate für 
Szenario 2 sind in Abbildung 17 dargestellt, alle anderen im Anhang (Abbildung 62). In allen 
Fällen bilden sich die Minima der Kurven im Bereich 〈𝑁0〉 = 2 … 15 aus. Außerhalb dieses 
Bereiches steigen die Abweichungen deutlich an. Die Form des Strömungsszenarios hat keinen 
signifikanten Einfluss auf die Lage des optimalen Bereiches. Ist in praktischen Messungen also 
die Gesamtmesszeit und damit die Gesamtzahl der Photonen begrenzt, so sollten die Mess-
intervalle relativ lang gewählt werden, damit die Referenz-Photonenanzahl im hohen Bereich 
liegt. 
 
Abbildung 17. Abweichung zwischen exaktem und durch CAM berechnetem mittleren Schwächungswert für 
Szenario 2 in Abhängigkeit von der Referenz-Photonenanzahl 〈𝑁0〉 für verschiedene maximale Schwächungs-
werte 𝐴max  und Referenz-Photonengesamtanzahlen 𝑛〈𝑁0〉.  Die Diagramme für alle Szenarien finden sich im 
Anhang (Abbildung 62). 
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Zusammenfassung der Untersuchungen im Abschnitt 3.6: 
1. Die zu erwartenden Abweichungen zwischen den von CAM berechneten und den realen 
mittleren Schwächungswerten sind weitestgehend unabhängig von der Form des 
virtuellen Strömungsszenarios. 
2. Das CGNE-Verfahren mit der L-Kurve als Regularisierungskriterium ist das geeignetste 
Lösungsschema für den CAM-Ansatz. 
3. Die Diskretisierung der Schwächungswerte kann und sollte mit wenigen Werten 
5 ≤  𝑀 ≤ 8 erfolgen. 
4. Bei vorgegebener Gesamtmesszeit sollte die Abtastung derart arrangiert werden, dass 
〈𝑁0〉 = 2 … 15. 
 
3.7 Vergleich von Mittelungsverfahren 
In diesem Abschnitt wird das vollständig charakterisierte Mittelungsverfahren CAM mit den 
beiden eingangs erwähnten Verfahren AAM und ANDERS verglichen. Die Untersuchungen 
erfolgen an den gleichen virtuellen Strömungsszenarien wie im vorherigen Abschnitt (siehe 
Abbildung 12) und messspezifischen Parametern 〈𝑁0〉, 𝐴  und 𝑛. Für variierende Werte der 
Referenz-Photonenanzahl 〈𝑁0〉  zeigt sich in Abbildung 18 für Szenario 2 und im Anhang, 
Abbildung 63, für alle weiteren Szenarien, dass sich für steigende Werte von 〈𝑁0〉  die 
Abweichungen von CAM kontinuierlich verringern, während ANDERS und AAM gegen feste 
Werte konvergieren, die vom Szenario abhängen. Bei 〈𝑁0〉 = 20 liegt der Unterschied in den 
Abweichungen zwischen AAM und CAM bei fast zwei Größenordnungen. Für sehr kleine 
Werte von 〈𝑁0〉 sind die Abweichungen von AAM deutlich geringer als die der anderen beiden 
Verfahren. Der Wechsel zwischen AAM und CAM als bestes Verfahren liegt im Bereich 
0,1 <  〈𝑁0〉 < 1  und ist abhängig vom Szenario. ANDERS erzeugt nur in sehr kleinen 
Wertebereichen von 〈𝑁0〉 die geringsten Abweichungen und liegt sonst zwischen den beiden 
anderen Verfahren. Auffällig ist das Verhalten von ANDERS bei Szenario 4. In diesem Fall ist 
das Abweichungsverhalten ähnlich gut wie bei CAM. Bei der Untersuchung der Abhängigkeit 
vom maximalen Schwächungswert 𝐴max (Abbildung 19 für Szenario 2 und Abbildung 64 für 
alle weiteren Szenarien) wird deutlich, dass für sehr kleine Werte für 𝐴max  alle Verfahren 
nahezu identische Abweichungen zeigen. Erst ab 𝐴max > 0,1 trennen sich die Kurven, wobei 
die Abweichungen von CAM deutlich geringer sind als die von ANDERS und AAM. Diese 
Kurvenverläufe ergeben sich für alle Strömungsformen. 
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In Abbildung 20 für Szenario 2 und Abbildung 65 für alle anderen Szenarien zeigt sich, dass 
CAM unabhängig von der Strömung immer das gleiche Abweichungsverhalten für variierende 
Messintervall-Anzahlen 𝑛 besitzt. Während die Abweichungen von CAM für steigende Werte 
von 𝑛 stetig fallen, pendeln sich   die Abweichungen von ANDERS und AAM für 𝑛 > 1000 
Abbildung 18. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit von der Referenz-Photonenanzahl 〈𝑁0〉.  STD stellt die einseitige Standardabweichung dar. Die 
Diagramme für alle Szenarien finden sich im Anhang (Abbildung 63). 
Abbildung 19. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit vom maximalen Schwächungswert 𝐴max. STD stellt die einseitige Standardabweichung dar. Die 
Diagramme für alle Szenarien finden sich im Anhang (Abbildung 64). 
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auf festen Werten ein, die deutlich höher liegen als jene von CAM und zudem vom Szenario 
abhängen. Eine Ausnahme bildet hier Szenario 4. Wie bei den Diagrammen zur Abhängigkeit 
von 〈𝑁0〉  zeigt ANDERS auch hier einen nahezu identischen Verlauf mit CAM. In allen 
Untersuchungen sind die Abweichungen von CAM um bis zu zwei Größenordnungen geringer 
als die von AAM. 
Zusammenfassend ist festzustellen, dass CAM für sehr große Wertebereiche der untersuchten 
Parameter die geringsten Abweichungen erzeugt. ANDERS ist hingegen nur in sehr schmalen 
Wertebereichen das beste Korrekturverfahren und liegt meist zwischen den Abweichungen von 
AAM und CAM. Die starke Reduzierung der DBE durch ANDERS in [10] wurden in 
Simulationen für eine schnelle Neutronen-Tomographie erzielt. Die Parameter jener 
Simulationen sind 〈𝑁0〉 = 3, 𝐴max = 0,18 und 𝑛 = 106. Für ein Blockströmungsszenario, das 
hier Szenario 3 gleicht, konnte die Abweichung von 𝑑?̅? = 0,022  auf 𝑑?̅? = 0,0023  gesenkt 
werden. Bei einer hier eigens für diesen Vergleich durchgeführten Simulation mit den 
genannten Parameterwerten ergab sich ebenfalls eine DBE von 𝑑DBE =0,022. Die gemittelten 
Abweichungen bei 2000 Zufallsexperimenten liegen sowohl für ANDERS als auch für CAM 
bei 𝑑?̅? = 0,0032. AAM generiert die geringsten Abweichungen in Parameterbereichen, die aus 
numerischer Sicht für CAM zu ungünstig sind, also für sehr kleine Werte für 〈𝑁0〉,  𝐴max und 
𝑛. 
 
Abbildung 20. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für Szenario 2 in 
Abhängigkeit von der Messintervallanzahl 𝑛. STD stellt die einseitige Standardabweichung dar. Die Diagramme 
für alle Szenarien finden sich im Anhang (Abbildung 65). 
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Dies führt zu der Frage, ob es möglich ist auf Basis der Parameter, die durch die Mess-
konfiguration gegeben sind, abzuschätzen, ob die Anwendung von CAM oder AAM zu 
bevorzugen ist. Hierfür werden noch einmal Simulationen für die 8 Szenarien durchgeführt, 
wobei dieses Mal die drei benannten Parameter simultan variiert werden in den Bereichen 
〈𝑁0〉 = 0,01 … 10,  𝐴max = 0,01 … 10  und 𝑛 = 100 … 275000.  In Abbildung 21 sind die 
Resultate in Abhängigkeit von der Referenz-Photonengesamtanzahl 𝑛〈𝑁0〉  und vom 
maximalen Schwächungswert 𝐴max dargestellt. Dabei ergeben sich Regionen, in denen CAM 
deutlich geringere Abweichungen produziert als AAM, welche blau gefärbt sind. In rötlichen 
Regionen liefert AAM die besseren Resultate. Das Farbspektrum ist dabei kontinuierlich 
gewählt, sodass Regionen, in denen beide Verfahren ähnliche Abweichungen erzeugen, violett 
sind. Regionen, in denen die Abweichung über 100 % beträgt, bezogen auf den maximalen 
Schwächungswert, sind schwarz markiert. Zur besseren Veranschaulichung wurden die Flächen 
zwischen den diskreten Punkten farblich interpoliert. Für jeden Wert von 𝐴max ist zudem jener 
Wert für 𝑛〈𝑁0〉 als gelber Kreis markiert, der die Mitte der Übergangsregion zwischen CAM 
und AAM als bestes Verfahren ist. Die so gekennzeichneten Grenzgebiete nehmen die Form 
von quadratischen Parabeln an, die mittels Regression ermittelt werden können (gelbe Linien). 
Die Formeln für die Regionen, in denen CAM die besseren Resultate erzielt, sind in Tabelle 3 
gegeben. Diese kann als Lookup-Tabelle verstanden werden, um für Messungen das optimale 
Verfahren auswählen zu können, wobei Vorwissen über Strömungsform und Größenordnung 
des mittleren Schwächungswertes hilfreich sind, um abzuschätzen welchem virtuellen 
Strömungsszenario das reale Szenario am ähnlichsten ist. 
Szenario 1 ln 𝑛〈𝑁0〉 ≥ 1,68(ln 𝐴max)2 − 1,28 ln 𝐴max + 3,49 
Szenario 2 ln 𝑛〈𝑁0〉 ≥ 1,41(ln 𝐴max)2 − 1,31 ln 𝐴max + 2,84  
Szenario 3 ln 𝑛〈𝑁0〉 ≥ 1,21(ln 𝐴max)2 − 1,44 ln 𝐴max + 2,65  
Szenario 4 ln 𝑛〈𝑁0〉 ≥ 1,43(ln 𝐴max)2 − 1,58 ln 𝐴max + 2,65  
Szenario 5 ln 𝑛〈𝑁0〉 ≥ 1,27(ln 𝐴max)2 − 2,28 ln 𝐴max + 2,94  
Szenario 6 ln 𝑛〈𝑁0〉 ≥ 1,34(ln 𝐴max)2 − 2,05 ln 𝐴max + 2,08  
Szenario 7 ln 𝑛〈𝑁0〉 ≥ 1,05(ln 𝐴max)2 − 2,13 ln 𝐴max + 3,24  
Szenario 8 ln 𝑛〈𝑁0〉 ≥ 1,06(ln 𝐴max)2 − 2,10 ln 𝐴max + 3,26  
 








Abbildung 21. Vergleich des Abweichungsverhalten von CAM und AAM in Abhängigkeit von der Referenz-
Photonengesamtanzahl 𝑛〈𝑁0〉 und vom maximalen Schwächungswert 𝐴max. Im blauen Bereich ist die relative 
Abweichung von CAM geringer, im roten Bereich die von AAM. Im schwarzen Gebiet liegen die relativen 
Abweichungen beider Verfahren über 100 %.  Gelbe Kreise liegen bei den Parameterwerten, bei denen das 
optimale Verfahren wechselt. Gelbe Kurven sind die zugehörigen quadratischen Regressionsparabeln. 
Exakte Bestimmung gemittelter Schwächungswerte 
60 
3.8 Untersuchung an realen Messdaten 
Die bisherigen Untersuchungen erfolgten ausschließlich für simulierte Daten. Für einen 
Nachweis der praktischen Anwendbarkeit von CAM werden experimentelle Daten erzeugt. 
Dafür wird ein densitometrische Messanordnung genutzt, bestehend aus einer kollimierten 
137Cs-Quelle und einem kollimierten NaI-Szintillations-Detektorelement. Die Abtastrate des 
Detektors beträgt 100 Hz , also 𝑇S = 0,01 s.  Mit dieser Anordnung liegt die Referenz-
Photonenanzahl für einen ungeschwächten Strahl bei 〈𝑁0〉 = 4,88.  Im Vergleich zu den 
Simulationen muss bei realen Messungen die Dunkelzählrate, die in Abschnitt 2.8 erläutert ist, 
berücksichtigt werden. Diese beträgt hier 〈𝑁D〉 = 0,096. Bei statischen Messungen kann die 
Korrektur durch einfache Substraktion von den mittleren Zählraten erfolgen wie bei der 
Schwächungswertberechnung in (18). Somit ist auch eine Berücksichtigung bei AAM direkt 
möglich. Beim Einbau in CAM muss die Verfahrensmatrix 𝐏 derart verändert werden, dass die 
komplette Statistik der Dunkelzählrate mit einfließt: 




Dabei bezeichnet 𝑝 die bedingten Poisson-Wahrscheinlichkeiten, die ursprünglich die Matrix 
𝐏  in Gleichung (33) bilden. 𝑝D(𝑘)  ist die Wahrscheinlichkeit, dass 𝑘  Photonen registriert 
wurden, die der Dunkelzählrate angehören. Die Poisson-Wahrscheinlichkeit wird also ersetzt 
durch eine Wahrscheinlichkeit, die eine Faltung von relativer Poisson- und Dunkelzählraten-
wahrscheinlichkeit ist, um den Einfluss der Dunkelzählrate im CAM-Modell zu eliminieren. 
Da 𝑝D(0) = 0,908 und 𝑝D  für höhere Werte von 𝑘  exponentiell abfällt, ist der Unterschied 
zwischen der ursprünglichen und der modifizierten Matrix 𝐏 nur gering und somit sind auch 
deren numerischen Eigenschaften sehr ähnlich. Für ANDERS ist eine Berücksichtigung der 
Dunkelzählrate ebenfalls möglich, da hier neben dem Mittelwert lediglich die Varianz der 
registrierten Photonenanzahlen angepasst werden muss. 
Um eine definierte Variation von Schwächungswerten zu erhalten, wurden statische Messungen 
von ein bis sieben hintereinander angeordneten Aluminiumplättchen angefertigt. Die Plättchen 
haben eine Dicke von 5 mm . Der maximale Schwächungswert für sieben Plättchen, also 
35 mm  Aluminium, ist 𝐴max = 0,71.  Aus diesen statischen Messungen werden zwei 
dynamische Schwächungswertverläufe generiert. Beim ersten („Experiment 1“) werden jeweils 
20000  Werte der Messung für den ungeschwächten Strahl genutzt und 20000  Werte der 
Messung für die maximale Schwächung. Dieser Fall entspricht dem Szenario 3 im voran-
gegangenen Abschnitt. Als zweiter Schwächungswertverlauf („Experiment 2“) werden jeweils 
5000  Werte von jeder Aluminiumplättchenanzahl und vom ungeschwächten Strahl 
entnommen. Dies entspricht dem Szenario 6. Für beide Konfigurationen beträgt also die Zahl 
der genutzten Werte 𝑛 = 40000 und der mittlere Schwächungswert ?̅?ex = 0,355. Bezogen auf 
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die Abschätzungen im vorangegangenen Abschnitt, liegen beide Szenarien in einem 
Parameterbereich, in dem CAM die deutlich besseren Ergebnisse gegenüber AAM und 
ANDERS liefern sollte. Alle drei Verfahren werden jeweils mit und ohne Dunkelzählraten-
korrektur angewendet. In Abbildung 22 sind die Abweichungen für die untersuchten Fälle 
dargestellt. AAM erzeugt für alle Fälle die größten Abweichungen mit 𝑑?̅? =  0,085  für 
Experiment 1 und 𝑑?̅? = 0,045 für Experiment 2. Die Dunkelzählratenkorrektur hat für dieses 
Verfahren nur einen kleinen relativen Einfluss. Deutlich bessere Ergebnisse werden mit 
ANDERS erzielt. Hier liegen die Abweichungen in den unkorrigierten Fällen bei unter 50 % 
im Vergleich zu AAM. In den Fällen mit Korrektur der Dunkelzählrate werden diese 
Abweichungen nochmals deutlich reduziert auf die Hälfte bei Experiment 1 und auf ein Drittel 
bei Experiment 2. Die geringsten Abweichungen liefert wie erwartet CAM. Zwar liegen diese 
in den unkorrigierten Fällen oberhalb derer von ANDERS. Wird die Dunkelzählrate jedoch 
mitberücksichtigt, fallen die Abweichungen unterhalb von 𝑑?̅? =  0,01  und liegen damit 
deutlich unterhalb der Abweichungen der anderen Verfahren. Die Ergebnisse sind zudem in 
sehr guter Übereinstimmung mit den numerischen Untersuchungen im Abschnitt 3.6, 
insbesondere ablesbar an den Diagrammen für Szenario 3 und 6 in Abbildung 59 bis 
Abbildung 61 im Anhang. 
 
Abbildung 22. Abweichung zwischen exaktem und berechnetem mittleren Schwächungswert für die zwei 
Experimente zur Erzeugung von realen Messdaten in Abhängigkeit vom Berechnungsverfahren und der Dunkel-
zählratenkorrektur. 
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3.9 Dynamische Verzerrung bei zeitgemittelter Tomographie 
Wie in den vorangegangenen Abschnitten beschrieben, führt die dynamische Verzerrung zu 
einer Überschätzung des Gasgehalts bei densitometrischen Messungen von Zweiphasen-
strömungen. Dieser Effekt kann auch bei zeitgemittelter Gamma-CT auftreten. Dabei wird aus 
einem zeitgemittelten Schwächungs-Sinogramm ein Bild rekonstruiert, welches die zeit-
gemittelten Phasenanteile enthält. Da in einem Sinogramm jeder Punkt die Schwächung eines 
geometrisch fest definierten Strahlweges beschreibt, kann es als eine Matrix von 
densitometrischen Messungen aufgefasst werden. Ein zeitgemitteltes Sinogramm ist dann die 
Matrix der zugehörigen Mittelwerte der densitometrischen Messungen. Dies führt zu der Frage, 
wie sich die dynamische Verzerrung auf die Verfälschung der Phasenanteile im rekonstruierten 
Bild auswirkt. Untersuchungen von Munshi [6] und Shakya [70] zeigten bereits, dass dieser 
Effekt erheblich sein kann. Als Untersuchungsobjekt dient das Phantom einer Kreiselpumpe, 
wie sie beispielsweise zur Kühlwasserförderung in Kernkraftwerken eingesetzt wird. In einem 
Kühlmittelverluststörfall fördert die Pumpe kontinuierlich Kühlwasser aus einem Reservoir. 
Dabei können sich unerwünschte Strudel im Reservoir ausbilden [71], die dazu führen, dass 
eine erhebliche Menge an Gas durch die Pumpe gefördert wird und sich unregelmäßige Zwei-
phasenströmungsmuster in der Pumpe ausbilden. Dies setzt die Flüssigkeitsförderrate herab und 
kann durch mögliche Druckstöße und Vibrationen die Pumpe schädigen. In der Vergangenheit 
wurde das zweiphasige Strömungsverhalten in Kreiselpumpen in einigen Studien numerisch 
[72], [73] und experimentell [74] untersucht. In [57] wurde mithilfe von zeitgemittelter 
Gamma-CT der sich in einer Pumpe ansammelnde Gasgehalt in Abhängigkeit von der 
eingetragenen Gasmenge ermittelt. Dabei zeigte sich, dass der Gasgehalt in den Kammern 
zwischen den Förderblättern der Pumpe bei fast 100 % liegt, wenn der eingetragene Gasgehalt 
mehr als 3 % beträgt. Variiert während einer zeitgemittelten Gamma-CT der Gaseintrag, so 
variiert auch die Schwächung entlang der Strahlwege erheblich, wodurch die dynamische 
Verzerrung den zu bestimmenden zeitgemittelten Gasgehalt verfälschen kann. 
Die experimentelle Prozedur sowie die Datenverarbeitungsstrategie für die folgenden Unter-
suchungen sind detailliert in [75] beschrieben. Auf Basis des rekonstruierten Bildes des 
Pumpenphantoms werden zunächst analog zu Abschnitt 3.6 rein generische Untersuchungen 
durch Simulation des stochastischen Prozesses der Photonenemission und -detektion durch-
geführt. Als Vergleich dient schließlich die Untersuchung realer Messdaten. Die Bewertung des 
Fehlers sowie der Korrektur erfolgt im Projektions- wie auch im Bildraum. Für die tomo-
graphischen Messungen wurde das HireCT verwendet, welches in Abschnitt 2.8 beschrieben 
ist. Das modulare Phantom, welches den Impeller einer üblichen industriellen Kreiselpumpe 
nachbildet, ist in Abbildung 23 abgebildet. Das Phantom besteht aus sechs gebogenen Blechen. 
Die Zwischenräume können mit perforierten Einlegern aus PMMA (Polymethylmethacrylat) 
bestückt werden. Auf diese Weise kann eine Zweiphasenverteilung aus Gas und Wasser imitiert 
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Diese Berechnungsvorschrift wird im Folgenden als CAC (conventional attenuation 
calculation) bezeichnet. In der Regel sind der minimal mögliche Schwächungswert 𝐴min sowie 
der maximale mögliche Wert 𝐴max durch Referenzmessungen oder Abschätzungen bekannt. 
Insbesondere ist bei niedrigen Photonenanzahlen eine genaue Kenntnis über 𝐴max wichtig, um 
im Fall von 𝑁 = 0  einen geeigneten Schwächungswert angeben zu können. Bei dieser 
Berechnung wird jedoch nicht die Poisson-Verteilung und deren Schiefe berücksichtigt. Daher 
wird im Folgenden untersucht, ob eine Einbeziehung des stochastischen Modells auch bei zeit-
aufgelösten Messungen zu einer genaueren Berechnung des Schwächungswertes führt. 
Ausgangspunkt hierfür ist wie bei CAM das Gesetz der totalen Wahrscheinlichkeit (31). Die 





Eine direkte Anwendung von CAM auf diesen Datenvektor ist zwar möglich um einen 
Schwächungswert zu berechnen. Die Untersuchungen im Abschnitt 3.6 zeigen jedoch, dass ein 
stark von der Poisson-Verteilung abweichender Datenvektor, so wie es hier der Fall ist, zu 
großen Abweichungen beim berechneten Schwächungswert führt. Dieses Problem kann durch 
eine Betrachtung der Wahrscheinlichkeitsdichte 𝜃(𝐴)  des Schwächungswertes umgangen 
werden. Da nur ein einziger Schwächungswert 𝐴ex vorliegt, kann die Häufigkeitsdichte durch 
eine Deltadistribution 𝛿(𝐴 − 𝐴ex) dargestellt werden, für die gilt 
𝛿(𝐴 − 𝐴ex) = {
∞, 𝐴 = 𝐴ex  
0, 𝐴 ≠ 𝐴ex,  
 (46) 




Eine wesentliche Eigenschaft der Delta-Distribution ist die Ausblendeigenschaft, sodass sich 
die Integralgleichungen aus (31) zu 
𝑓(𝑁) = ∫  𝜃(𝐴)𝑃(𝑁|𝐴) d𝐴
∞
0
= ∫  𝛿(𝐴 − 𝐴ex)𝑃(𝑁|𝐴) d𝐴
∞
0
= 𝑃(𝑁|𝐴ex) (48) 
vereinfachen. Eine exakte Gleichheit für alle 𝑁 ließe sich nur realisieren, wenn 𝑓, gemäß der 
Forderung des Gesetztes der totalen Wahrscheinlichkeit, statt der gemessenen Verteilung (45) 
eine exakte Poisson-Verteilung mit Parameter 𝜆 = 𝑁 enthalten würde. In dem Fall wäre der 
berechnete Schwächungswert 𝐴ber = − ln(𝑁 〈𝑁0〉⁄ ) ,  was innerhalb der Grenzen von 𝐴min 
und 𝐴max der konventionellen Berechnung (44) entspricht. Wird die gemessene Verteilung 𝑓 
hingegen nicht verändert, so führt die Gleichheitsforderung zu dem Minimierungsproblem 




‖𝑓(∙) − 𝑃(∙ |𝐴)‖2
2, (49) 
was im Folgenden als PAC (Poisson-based attenuation calculation) bezeichnet wird. Es wird 
der quadratische Abstand zwischen beiden Verteilungen für alle 𝑁  minimiert, wobei der 
Bereich, ähnlich wie bei der Anwendung auf CAM, derart auf 𝑁 ∈ [0, 𝐿 − 1]  beschränkt 







Auf diese Weise kann für jeden gemessenen Wert 𝑁 a-priori ein zugehöriges 𝐴𝑃𝐴𝐶 berechnet 
werden in Abhängigkeit von 〈𝑁0〉, 𝐴max und 𝐴min. 
Um zu überprüfen für welche Parameterbereiche CAC und PAC die besseren Resultate liefern, 
werden wie in Abschnitt 3.6 densitometrische Messungen simuliert. Dabei wird stets 𝐴min = 0 
gesetzt, da dies in der Regel durch geeignete Referenzierung möglich ist. 𝐴max  und 〈𝑁0〉 
werden jeweils im Wertebereich von 10−3 bis 102 variiert. Für jeden Wert von 𝐴max wird ein 
diskreter Schwächungsvektor 𝐴ex  erstellt, der eine aus 𝑀 = 100  Werten bestehende 
äquidistante Aufteilung des Schwächungswertespektrums zwischen 𝐴min = 0  und 𝐴max 
enthält. Für jeden dieser Schwächungswerte 𝐴𝑖, 𝑖 = 1 … 𝑀 werden dann 106 Poisson-verteilte 
Zufallszahlen mit Erwartungswert 𝜆 = 〈𝑁0〉e−𝐴𝑖 generiert. Für all diese simulierten Messwerte 
werden (mit 𝐿 = 200)  𝐴CAC  und 𝐴PAC  berechnet. Durch eine Mittelung aller 106 
Schwächungswerte pro vorgegebenen Schwächungswert 𝐴𝑖 kann somit in Abhängigkeit von 
〈𝑁0〉  und 𝐴max  die zu erwartende Schwächungswert-aufgelöste Abweichung für beide 
Berechnungsverfahren angegeben werden. Für die Lösung des Minimierungsproblems (50) 
wird auf Verfahren zur Lösung nichtlinearer Gleichungen, wie zum Beispiel die Newton-
Raphson-Iteration, verzichtet, um numerische Einflüsse dieser Verfahren auf das Ergebnis zu 
eliminieren. Stattdessen wird 𝑃(∙ |𝐴) für alle 𝐴𝑗 einer zweiten, sehr feinen, Diskretisierung von 
𝐴ex  gebildet mit 𝑀 = 10000.  Damit kann 𝐴PAC  mit einer Genauigkeit von 10−5𝐴max 
bestimmt werden, da aufgrund der Glattheit der Poisson-Verteilung bezüglich des Parameters 
𝜆 außer dem globalen Minimum keine weiteren lokalen Minima existieren. 
In Abbildung 28 (links) sind für die Fälle 〈𝑁0〉 ∈ {0,5; 5; 50} bei 𝐴max = 2 die Abweichung 
zwischen den vorgegebenen Schwächungswerten und den berechneten Schwächungswerte von 
CAC und PAC aufgetragen. Für 〈𝑁0〉 = 0,5 liegen beide Kurven fast exakt übereinander, für 
〈𝑁0〉 = 50 ebenfalls, bis auf deutliche Abweichungen für Schwächungswerte nahe 𝐴max. Die 
Begründung für die annähernde Gleichheit ist, dass bei im Verhältnis zu den Schwächungs-
werten sehr großen und sehr kleinen Intensitäten bei beiden Verfahren die Schranken 𝐴max und 
𝐴min greifen. Das heißt, ein großer Teil der Messwerte ist 𝑁 = 0 beziehungsweise 𝑁 > 〈𝑁0〉. 
Ein deutlicher Unterschied ist für 〈𝑁0〉 = 5 zu erkennen. Hier liegen die Werte von PAC stets 
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Bei der Anwendung von PAC auf reale Messdaten können die bedingten Poisson-
Wahrscheinlichkeiten 𝑃(𝑁|𝐴)  wie in (43) mit der Statistik der Dunkelzählrate verknüpft 
werden. Dies ist bei CAC nicht uneingeschränkt möglich. Zwar kann jeder Messwert 𝑁 > 0 
durch 𝑁 − 〈𝑁D〉 ersetzt werden, wobei 〈𝑁D〉 der Erwartungswert für die Photonenanzahl ist, die 
von der Dunkelzählrate stammen. Für 𝑁 = 0 kann jedoch keine Korrektur erfolgen, da der 
zugehörige Schwächungswert automatisch 𝐴max ist. Für den Nachweis werden die gleichen 
Messdaten wie in Abschnitt 3.8 genutzt und damit wie bei den simulierten Daten verfahren. Die 
Parameter für die Messung sind 𝐴max = 0,71,  𝐴min = 0,  〈𝑁0〉 = 4,88,  𝑀 = 8  und 20000 
Messwerte pro Schwächungswert. Die Resultate sind in Abbildung 29 zu sehen. „Korrigiert“ 
und „unkorrigiert“ beziehen sich darauf, ob die Dunkelzählrate, wie oben beschrieben, bei der 
Berechnung der Schwächungswerte berücksichtigt wird oder nicht. Alle vier Kombinationen 
zeigen ähnliche Verläufe über 𝐴𝑖, die sich näherungsweise nur durch konstante Versätze unter-
scheiden (Abbildung 29, links). Der wesentliche Unterschied zeigt sich bei den normierten 
quadratischen Abweichungen (Abbildung 29, rechts). Während sich eine Korrektur bei CAC 
negativ auswirkt, führt die Korrektur bei PAC zu einer erheblichen Verbesserung und zeigt in 
dieser Verbindung die niedrigsten Abweichungen aller vier Kombinationen, was durch die 
obigen Untersuchungen für diese Parameter vorhergesagt wurde (Abbildung 28, rechts). 
Alle Untersuchungen in diesem Abschnitt beziehen sich auf sehr geringe Zählraten. Bei sehr 
großen Intensitäten, wie sie unter anderem bei der ultraschnellen Röntgen-CT auftreten 
(Abschnitt 2.9), nähert sich die Poissonverteilung der Normalverteilung mit 
Abbildung 29. Links: Abweichungen zwischen vorgegebenem Schwächungswert 𝐴𝑖 und den berechneten Werten   
𝐴CAC und 𝐴PAC der realen Messdaten über den ursprünglichen Werten 𝐴𝑖 für verschiedene Berechnungsverfahren. 
𝐴max = 2. Rechts: Vergleich der quadratischen Abweichungen 𝑑𝐴 von CAC und PAC in Abhängigkeit von der 
Anwendung der Dunkelzählratenkorrektur. 








2𝜆  (51) 
an. Für 𝜆 = 30 beträgt die maximale Differenz zwischen beiden Wahrscheinlichkeitsdichte-
verteilungen, normiert auf den Maximalwert, 4,4 %,  für 𝜆 = 100  nur noch 2,4 %  und für 
𝜆 =  1000 0,7 %. Mit steigender Zählrate, also mit steigenden Werten für den Parameter 𝜆, 
nimmt die Schiefe der Poissonverteilung immer mehr ab. Somit nähert sich der Erwartungswert 
der Wahrscheinlichkeitsdichte zunehmend dem Maximum der quasi-symmetrischen 
Wahrscheinlichkeitsdichte an. Dies bedeutet auch, dass für große Werte von 〈𝑁0〉 sich die 
Schwächungsberechnung von PAC jener von CAC annähert. Die Anwendung der rechen-
aufwendigeren PAC ist daher in diesen Fällen nicht sinnvoll. 
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4 Identifikation von Strömungsregimen 
4.1 Kurzfassung 
Die Klassifizierung von Strömungsregimen ist ein wesentlicher Aspekt bei der Analyse und 
Überwachung von zweiphasigen Prozessen. Im Gegensatz zu quantitativ bestimmbaren 
Parametern wie der Gasgehalt, die direkt aus Mess- und Bilddaten extrahiert werden können, 
ist die Bestimmung des Strömungsregimes eine Klassifizierungsaufgabe. In diesem Abschnitt 
wird durch Simulationen von densitometrischen Messungen die Strömungsregime-
Identifikation untersucht. Als Simulationsdatenbasis dienen Phasenverteilungs-Datensätze von 
verschiedenen Gas-Flüssigkeits-Strömungen, die durch reale Gittersensormessungen erstellt 
wurden. Die Klassifizierung erfolgt auf Basis der Wahrscheinlichkeitsdichte der Gasgehalte 
𝜈( gas), die durch den Ansatz des Verfahrens des korrekten Mittelns (CAM) berechnet werden 
kann. Die untersuchten Klassifizierungsparameter sind: 
• Mittelwert des Gasgehalts g̅as 
• Varianz des Gasgehalts 𝑉𝐴𝑅( gas) 
• Spannweite der Gasgehalts-Wahrscheinlichkeitsdichte 𝜈⏞ ( gas) 
• Schranke für die Spannweite der Gasgehalts-Wahrscheinlichkeitsdichte 𝐷 
Die Untersuchungen erfolgen für ideale und für realistische, mit der dynamischen Verzerrung 
behafteten, Wahrscheinlichkeitsdichten, wobei die Einflüsse der Diskretisierung der 
Wahrscheinlichkeitsdichte 𝑀, die Messintervallanzahl 𝑛, die Referenz-Photonenanzahl 〈𝑁0〉 
und Messintervalldauer 𝑇S auf die Klassifizierungsgüte analysiert wird. 
Es stellt sich heraus, dass die Klassifizierung auf Basis der zwei Parameter Mittelwert und 
Varianz bessere Resultate liefert als beim Einbeziehen der Spannweite. Die Anzahl der 
Klassifizierungsfehler geht gegen Null, wenn eine ausreichende Photonenstatistik vorhanden 
ist. Basierend auf diesen Resultaten wurde eine Abschätzung der Klassifizierungsgenauigkeit 
für die messtechnische Anwendung durchgeführt. 
 
4.2 Überblick über Verfahren zur Strömungsregime-Identifikation 
Eine häufig in der Literatur genutzte Einteilung für aufwärtsgerichtete Gas-Flüssigkeits-
Strömungen stammt von Barnea [11] und ist in Abbildung 30 dargestellt. Die Einordnung eines 
Strömungsbildes in die vorgebebenen Klassen kann aufgrund eines optischen Abgleichs durch 
den Anwender erfolgen oder durch festdefinierte Wertebereiche von wiederum quantitativ 
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Anordnungen reichten dabei von typischen densitometrischen Messungen mit einer Quelle und 
einem Detektor [16], über Anordnungen mit mehreren Detektoren [85], unter anderem zur 
Unterscheidung von im Objekt gestreuten und nicht gestreuten Photonen [84], [86], bis hin zu 
doppelten densitometrischen Anordnungen, bestehend aus zwei Quellen und zwei Detektoren 
mit der Möglichkeit zur Geschwindigkeitsbestimmung [17]. Die Verfahren basieren in der 
Regel auf einer direkten Bestimmung der Strömungsregime aus den Signalen der gestreuten 
und ungestreuten Photonen. 
Kipping et al. [20] entwickelten ein im Vergleich zu neuronalen Netzwerken deutlich 
einfacheres, auf Fuzzy-Logik basierendes Verfahren zur Identifikation der Strömungsregime 
auf Basis von Gasgehalts-Histogrammen, also den Wahrscheinlichkeitsdichtefunktionen des 
Gasgehalts, die aus Gittersensormessungen gewonnen wurden. Mit diesem Verfahren gelang 
es, alle untersuchten Strömungsregime einer aufwärts gerichteten Zweiphasenströmung korrekt 
zu identifizieren. 
 
4.3 Strömungsregime-Identifikation auf Basis der Gasgehalts-
Wahrscheinlichkeitsdichte 
In Abbildung 31 sind exemplarisch Querschnittsvisualisierungen über der Zeit und die Gas-
gehalts-Wahrscheinlichkeitsdichten von den Strömungsregimen Blasenströmung, Pfropfen-
strömung und turbulent aufgewühlte Strömung dargestellt, die aus den Gittersensordatensätzen 
aus [20] gewonnen wurden. Zur Charakterisierung der signifikant unterschiedlichen Kurven-
verläufe nutzt das von Kipping et al. entwickelte Verfahren die drei Parameter Mittelwert des 
Gasgehalts g̅as, die Standardabweichung des Gasgehalts STD( gas) und die Spannweite 𝜈⏞ der 
Gasgehalts-Wahrscheinlichkeitsdichte 𝜈( gas).  Die Spannweite der Gasgehalts-Wahrschein-




(𝜈( gas) > 0) − argmin
𝜀gas
(𝜈( gas) > 0) . (52) 
Werden nun für eine große Anzahl an Referenzdatensätzen diese drei Parameter bestimmt, 
können diese als Dimensionen eines kartesischen Koordinatensystems aufgefasst werden. 
Somit lässt sich jeder Datensatz durch einen Punkt ( g̅as, STD( gas) , 𝜈⏞)  eindeutig in das 
Koordinatensystem einordnen. Die resultierende Punktwolke bildet idealerweise genauso viele 
Cluster 𝑛kla aus, wie Strömungsregime in den Referenzdaten enthalten sind. Über Clustering-
Verfahren wie den k-Means-Algorithmus [87] können die Schwerpunkte der Cluster und damit 
der Klassen bestimmt werden. Diese Schwerpunkte der Klassen 𝐶(𝑖), 𝑖 = 1 … 𝑛kla, dienen als 
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Referenzpunkte für die 𝑛kla  Strömungsregime. Die Art und Anzahl der Charakterisierungs-
parameter können dabei variiert werden. Die drei gewählten Parameter stellten sich als optimal 
bezüglich der größtmöglichen Trennbarkeit der Klassen heraus. 
Wenn nun von einem weiteren Datensatz 𝑊 das Strömungsregime bestimmt werden soll, wird 
zunächst die inverse euklidische Distanz des Datensatzes von den Klassenschwerpunkten 
bestimmt: 
𝑑kla(𝑖) =  
1
(𝐶?̅?(𝑖) − 𝑊?̅?)2 + (𝐶STD(𝑖) − 𝑊STD)2 + (𝐶𝜈⏞(𝑖) − 𝑊𝜈⏞)
2
. (53) 







derart erstellt, dass der Datensatz für jede Klasse einen Wert zwischen 0 und 1 zugeordnet 
bekommt. Je höher der Wert für Klasse 𝑖, desto größer ist die Wahrscheinlichkeit, dass das 
Strömungsregime im Datensatz jenem der Klasse 𝑖 entspricht. Abschließend wird aus den 𝑛kla 
Werten der Zugehörigkeitsfunktion der Schwerpunkt ermittelt: 
COG =







Abbildung 31. Wahrscheinlichkeitsdichten des Gasgehalts für Gittersensor- und simulierte densitometrische 
Messungen. Die zugehörigen Visualisierungen sind die axialen Schnitte durch die Gittersensormessdaten. Die 
vertikale Dimension ist dabei die Zeit. 
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Das Ergebnis ist eine reelle Zahl im Intervall [1, 𝑛kla] und gibt die errechnete Zugehörigkeit zu 
einem Strömungsregime an. Die Werte sind graduell, sodass auch eine Identifikation als 
Regime-Übergangsgebiet möglich ist. Der Wert COG = 1,5 liegt damit genau zwischen den 
Klassen 1 und 2. Dafür sollten die Strömungsregime derart angeordnet sein, dass auch in der 
Realität Übergangsgebiete existieren. Die in Abbildung 30 dargestellte experimentell 
bestimmte Strömungskarte [11] zeigt, welche Strömungsregime sich in Abhängigkeit von den 
eingespeisten Gas- und Wassergeschwindigkeiten für aufwärtsgerichtete Gas-Wasser-
Strömungen in vertikalen Rohren einstellen. Man sieht, dass mit steigender Gas-
geschwindigkeit sich die Strömungsregime von Blasenströmung über Pfropfenströmung und 
turbulent aufgewühlter Strömung bis hin zur Ringströmung ausbilden. Diese Reihenfolge ist 
damit auch sinnvoll für eine Zuordnung der Klassen 1 bis 4. Als nützlich stellte sich bei der 
Zuordnung zudem heraus, dass bei Werten der Zugehörigkeitsfunktion von über 0,95  der 
Datensatz ohne Betrachtung des Schwerpunktes direkt dieser Klasse zugeordnet wird. Werte 
von unter 0,15  werden hingegen auf 0  gesetzt. Zudem müssen die beiden höchsten 
Zugehörigkeitswerte nebeneinanderliegen. Ist dies nicht der Fall, muss davon ausgegangen, 
dass die Messdaten fehlerbehaftet sind. 
 
4.4 Analyse für ungestörte Wahrscheinlichkeitsdichten 
Für die Untersuchung, inwieweit das oben vorgestellte Verfahren auch für Gasgehalts-Wahr-
scheinlichkeitsdichten geeignet ist, die aus densitometrischen Messungen hervorgehen, werden 
zunächst auf Basis von Referenzdatensätzen ideale Histogramme der Gasgehalts-Wahrschein-
lichkeitsdichten erstellt. Dabei wird die dynamische Verzerrung vernachlässigt. Die Referenz-
datensätze sind den untersuchten Datensätzen aus [20] bezüglich Strömungsgeschwindigkeiten 
und Instrumentierung sehr ähnlich. Die Messungen wurden in vertikalen Rohren mit einem 
Innendurchmesser von 𝑙col = 50 mm durchgeführt. Die Auflösung des genutzten Gittersensors 
betrug 16 × 16 Gitterpunkte. Die Aufnahmefrequenz lag bei 10 kHz bei einer Aufnahmezeit 
von 60 s. Um Schwächungswerte einer densitometrischen Messung zu simulieren, wird für 
jedes Schnittbild ein Linienintegral durch den Mittelpunkt des Rohres errechnet. Da die Schnitt-
bilder bereits die räumlich und zeitlich aufgelösten Gasgehalte enthalten, ergibt das Linien-
integral ebenfalls einen Gasgehalt. Die Schwächung von 100 % Luft im Strahlweg wird mit 
𝐴min = 0  angenommen, die von 100 %  Wasser mit 𝐴max = 𝜇liq𝑙col = 0,428  für den Fall, 
dass eine 137Cs-Strahlungsquelle genutzt wird. Das Rohr selbst wird hier nicht weiter betrachtet, 
da es bei Referenzmessungen zur Ermittlung von 〈𝑁0〉 ebenfalls im Strahlweg liegt. Somit kürzt 
sich der Anteil des Rohres bei der Schwächungswertberechnung heraus. Der Zusammenhang 
zwischen Gasgehalt und Schwächungswert ist gegeben durch: 




= 1 − gas. (56) 
Das heißt, dass die Wahrscheinlichkeitsdichten von 𝐴 und  bis auf eine Spiegelung zwischen 
den jeweiligen Minimal- und Maximalwerten identisch sind. 
Die 51 Referenzdatensätze enthalten die drei Strömungsregime Blasenströmung, Pfropfen-
strömung und turbulent aufgewühlte Strömung. Auf eine Einbeziehung der Ringströmung in 
die folgenden Untersuchungen wird verzichtet, da aus technischen Gründen (hohe benötigte 
Gas- und Flüssigkeitsleerrohrgeschwindigkeit) lediglich Datensätze erzeugt werden konnten, 
die im Übergangsbereich von turbulent aufgewühlter Strömung und Ringströmung lagen. 
Zunächst werden die Unterschiede zwischen den Wahrscheinlichkeitsdichten des Gasgehalts, 
die durch Gittersensoren (WMS) und densitometrische Messungen (DM) ermittelt werden, 
analysiert. In Abbildung 31 sind die Wahrscheinlichkeitsdichten über dem Gasgehalt 
dargestellt. Im Fall der Blasenströmung sind beide Kurven nahezu identisch. Je größer der 
Gesamtgasgehalt ist, desto größer werden auch die Unterschiede. Dabei verschiebt sich das 
lokale Maximum der Gasphase deutlich zu höheren Gasgehalten. Dies kann durch eine 
geometrische Betrachtung erklärt werden. Für den Fall, dass eine große Blase mit einem kreis-
runden Querschnitt mittig durch die Messebene steigt, ergibt sich der Gasgehalt für die 




≤ 1. (57) 
Da bei Gittersensoren die Phasenverteilung im gesamten Querschnitt gemessen wird, berechnet 






2 ≤ DM. (58) 
Im Folgenden wird der quadrierte Gasgehalt DM2  mit DM2  bezeichnet. Die Gültigkeit für 
diesen konkreten Zusammenhang besteht nur bei Rotationssymmetrie der Phasenverteilung im 
Querschnitt. Im Allgemeinen ist diese Voraussetzung nicht gegeben. Dennoch wird die 
Quadrierung auf die drei exemplarischen Wahrscheinlichkeitsdichten aus Abbildung 31 
angewendet, um zu prüfen, ob sich die lokalen Maxima dadurch jenen der Gittersensordaten 
annähern. In Abbildung 32 ist zu erkennen, dass bei turbulenter Strömung und Pfropfen-
strömung die Maxima der Gasphase tatsächlich näher an jenen der Gittersensordaten liegen. 
Jedoch entfernen sich dafür die Maxima der Flüssigkeitsphase und rücken ebenfalls hin zu 
kleineren Gasgehalten. Neben der Lage der lokalen Maxima werden auch die Unterschiede in 
der Spannweite deutlich. Gegenüber den Gittersensordaten ist die Spannweite bei 
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densitometrischen Messungen für Blasen- und Pfropfenströmung etwas größer und bei 
turbulent aufgewühlter Strömung etwas geringer. Durch die Quadrierung verringert sich die 
Abweichung für die Pfropfenströmung, jedoch vergrößert sie sich für die anderen beiden 
Strömungsregime sehr stark. 
Für die folgende Reklassifizierung werden sowohl die einfachen als auch die quadrierten Gas-
gehalte der Densitometrie genutzt. Dabei wird insbesondere geprüft, welchen Einfluss die 
Spannweite, die Diskretisierung der Wahrscheinlichkeitsdichte und die Länge des Datensatzes 
auf die Klassifizierung haben. Die Strömungsregime aller Datensätze sind bekannt. Im Gegen-
satz zu den in [20] genutzten Klassifizierungsparametern wird hier die Standardabweichung 
durch die Varianz ersetzt. Da bei der Anwendung von CAM die berechnete Gasgehalts-
Wahrscheinlichkeitsdichte 𝜈( gas)  die numerische Lösung eines schlecht konditionierten 
linearen Gleichungssystems ist, kann nicht garantiert werden, dass die Lösung alle 
Eigenschaften einer Wahrscheinlichkeitsdichte erfüllt. Es können Häufigkeitsverteilungen mit 
negativen Anteilen auftreten, sodass eine Berechnung der Standardabweichung für reelle 
Zahlen nicht möglich wäre.  
Abbildung 32. Die Wahrscheinlichkeitsdichten aus Abbildung 31. Hier stellt WMS die Werte für den Gittersensor 
dar, DM die Werte der Densitometrie und DM2 die Werte der nach Vorschrift (58) quadrierten Gasgehalte der 
Densitometrie. 
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Die Klassenschwerpunkte der drei Parameter Mittelwert, Varianz und Spannweite sind in 
Tabelle 4 aufgeführt. Anhand derer wird geprüft, ob jeder Datensatz gemäß den Zuordnungs-
vorschriften (53) bis (55) in die korrekte Klasse eingeordnet wird. Die Bestimmung der 
Klassenschwerpunkte muss aufgrund der unterschiedlichen Formen der Gasgehalts-
Wahrscheinlichkeitsdichten für die Gittersensordatensätze (WMS) und die als densitometrische 
Messwerte arrangierte Datensätze gesondert erfolgen. In Abbildung 33 sind die graduellen 
Zuordnungen aller Datensätze zu den Strömungsregimen dargestellt. Sowohl die 
Densitometriedaten (DM) als auch die quadrierten Gasgehalte der Densitometriedaten (DM2) 
sind bei der Einordnung in sehr guter Übereinstimmung mit den WMS-Werten, die anhand von 
Mittelwert, Standardabweichung und Spannweite errechnet wurden und hier als Referenz 
dienen. Die maximale Abweichung zwischen deren Zuordnungswerten liegt bei 0,35,  also 
einem Drittel der Klassenbreiten, die mittlere Abweichung bei 0,031. Die strikte Zuordnung in 
die drei Klassen ist bei DM für alle Datensätze korrekt. Bei DM2 liegt die mittlere Abweichung 
deutlich höher bei 0,081.  Zudem werden zwei Pfropfenströmungen fälschlicherweise der 
Blasenströmung zugeordnet. Die eingezeichneten schwarzen Linien zeigen die Regimegrenzen 
zwischen Blasen-, Pfropfen- und turbulent aufgewühlter Strömung nach Barnea [11]. Hierbei 
zeigt sich eine leichte Verschiebung der aus den Messdaten erhaltenen Grenze zwischen 
Pfropfen- und turbulent aufgewühlter Strömung zu etwas geringeren Wasserleerrohr-
geschwindigkeiten. 
Neben der Standardabweichung ist auch die Spannweite ein kritischer Parameter, der deutlich 
sensitiver auf die Form der Wahrscheinlichkeitsdichte ist als die anderen beiden Parameter. 
Insbesondere kann nicht erwartet werden, dass 𝜈( gas) ≥ 0 für alle gas ∈ [0,1]. Somit ist die 
 Mittelwert Varianz Spannweite 
WMS 
Blasenströmung 0,0309 0,0049 0,5317 
Pfropfenströmung 0,2585 0,0329 0,7376 
turbulent aufgewühlte 
Strömung 
0,8154 0,0064 0,3300 
DM 
Blasenströmung 0,0462 0,0135 0,7950 
Pfropfenströmung 0,3146 0,0572 0,9238 
turbulent aufgewühlte 
Strömung 
0,8028 0,0082 0,6719 
DM2 
Blasenströmung 0,0158 0,0040 0,6377 
Pfropfenströmung 0,1822 0,0448 0,8562 
turbulent aufgewühlte 
Strömung 
0,6561 0,0177 0,8428 
Tabelle 4. Ermittelte Klassenschwerpunkte der Klassifizierungsparameter für die drei Datenmodi WMS, DM und 
DM2. 
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mit 𝑛dat = 51  als Anzahl der Datensätze, analog für COGDM2(𝑖).  Daneben wird auch die 
Anzahl der Klassifizierungsfehler für den Fall der nicht-graduellen, strikten Zuordnung 
betrachtet. In Abbildung 34 (oben) sind beide Kriterien in Abhängigkeit vom Parameter 𝐷 
dargestellt. Bereits für 𝐷 ≥ 10−2  steigt die Abweichung 𝑑COG  sowohl für DM als auch für 
DM2 signifikant an, was zu einigen Klassifizierungsfehlern führt. Dies unterstreicht die 
Annahme der geringen Robustheit der Spannweite gegenüber numerisch bedingten Störungen 
der Wahrscheinlichkeitsdichte. Daher wird ebenfalls geprüft, ob es möglich ist, die 
Klassifizierung gänzlich ohne Spannweite, sondern nur anhand von Mittelwert und Varianz, 
durchzuführen. Für beide Datenmodi liegt die Abweichung 𝑑COG  dafür leicht über der 
Abweichung bei Nutzung der Spannweite. Bei DM gibt es auch in diesem Fall keine 
Klassifizierungsfehler, während bei DM2 die Anzahl um einen auf drei steigt. 
Abbildung 34. Abweichung 𝑑COG  und Anzahl der Klassifizierungsfehler für die Datenmodi DM und DM2 in 
Abhängigkeit von der Schranke 𝐷 (oben) und der Diskretisierung 𝑀 des Schwächungswertespektrums (unten). 
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Die Eliminierung der Spannweite als Klassifizierungsparameter ist auch für die Diskretisierung 
der Wahrscheinlichkeitsdichte von Bedeutung. Für alle bisherigen Betrachtungen wurden die 
Gasgehalte in 𝑀 = 101  Gruppen gas = {0 %; 1 %; 2 %; … ; 100 %}  eingeteilt. Diese 
Diskretisierung wurde auch in [20] gewählt. Im Abschnitt 3.6 wurde gezeigt, dass die 
Diskretisierung des Schwächungswertespektrums 𝑀 kaum Einfluss auf die Genauigkeit der zu 
berechnenden mittleren Schwächung hat, sofern ein geeigneter Löser wie CGNE-LCUR 
gewählt wird. Da der Mittelwert das stochastische Moment erster Ordnung ist, sagt dessen 
Genauigkeit jedoch noch nichts über die Genauigkeit der errechneten Wahrscheinlichkeits-
dichte der Schwächungswerte aus. Da hier auch die Varianz, also das stochastische Moment 
zweiter Ordnung, bestimmt werden muss, sollte 𝑀 möglichst klein gewählt werden, um die 
Konditionszahl des Gleichungssystems nicht zu groß werden zu lassen. In Abbildung 34 
(unten) sind die Abweichungen 𝑑COG und die Klassifizierungsfehler in Abhängigkeit von 𝑀 für 
den Fall ohne Spannweite dargestellt. Die Abweichungen steigen erwartungsgemäß für sehr 
kleine Werte von 𝑀 an, wobei die Abweichungen der DM deutlich unter jenen der DM2 liegen. 
Zusätzliche Klassifizierungsfehler treten für 𝑀 ≤ 4 auf. In diesem Bereich steigt auch 𝑑COG 
deutlich an. Für 𝑀 = 8 hat 𝑑COG für die Densitometriedaten ein Minium bei 0,033. Hier ist die 
Abweichung in der gleichen Größenordnung wie im Fall 𝑀 =  101 und Nutzung der Spann-
weite (𝑑COG = 0,031). 
Als dritter Parameter wird untersucht, wie sich die Messdauer auf die Klassifizierung auswirkt. 
Die Datensätze, aus denen die Klassenmittelpunkte der Strömungsregime errechnet werden, 
wurden 𝑇 = 60 s  lang mit 10 kHz  aufgenommen ( 𝑇S = 10−4s ), sodass die zugehörigen 
Wahrscheinlichkeitsdichten aus 𝑛 = 6 ∙ 105 Werten gebildet werden. In Abbildung 35 sind die 
Abweichungen 𝑑COG  und die Anzahl der Klassifizierungsfehler für variierende Werte für 𝑛 
dargestellt. DM zeigt deutlich geringere Abweichungen als DM2. Klassifizierungsfehler 
werden bei 𝑛 < 40000 festgestellt, was einer Messdauer von vier Sekunden entspricht. In der 
unteren Hälfte von Abbildung 35 sind die graduellen Zuordnungswerte aller Datensätze für 
𝑛 =  5000  dargestellt. Es zeigt sich, dass sich die größten Abweichungen und 
Klassifizierungsfehler im Übergangsbereich zwischen Blasen- und Pfropfenströmung 
konzentrieren. 
Die bisherigen Untersuchungen deuten darauf hin, dass eine korrekte Klassifizierung auch 
anhand der Gasgehalts-Wahrscheinlichkeitsdichten von densitometrischen Messungen möglich 
ist, obwohl diese weniger Informationen enthalten als die Wahrscheinlichkeitsdichten aus 
Gittersensor-Messungen. Da bei der Berechnung der Gasgehalte-Wahrscheinlichkeitsdichten 
durch CAM numerisch bedingte Störungen zu erwarten sind, wird geprüft, ob das 
Klassifizierungsverfahren auch direkt auf die Wahrscheinlichkeitsdichten der Photonenzahlen 
anwendbar ist. Diese Wahrscheinlichkeitsdichten werden derart erzeugt, dass für jeden Mess-
wert 𝑁𝑖 = 〈𝑁0〉e−𝐴𝑖  eine exakte Poisson-Verteilung mit Parameter 𝜆 = 𝑁𝑖  aufaddiert wird. 
Dies entspricht einer unendlich langen Messung des gesamten Datensatzes. Dadurch wird die 
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4.5 Analyse für realistische Wahrscheinlichkeitsdichten 
Für realistische Wahrscheinlichkeitsdichten werden densitometrische Messungen zur 
Bestimmung der Strömungsregime simuliert. Dies erfolgt analog zur Vorgehensweise in 
Abschnitt 3.6: Allen Schwächungswerten 𝐴𝑖 eines Datensatzes wird ein realisierter Wert einer 
Poisson-verteilten Zufallsvariable mit Erwartungswert 𝜆 = 〈𝑁0〉e−𝐴𝑖  zugeordnet. Nach 
Beurteilung der Resultate des vorangegangenen Abschnitts erfolgt keine Quadrierung der Gas-
gehaltswerte. Zudem wird auf die Nutzung der Spannweite als Klassifizierungsparameter 
verzichtet. Da als Referenzmessung zur Bestimmung von 〈𝑁0〉 ein nur mit Luft befülltes Rohr 
genutzt werden kann, wird 𝐴min = 0 gesetzt. Wie im vorangegangenen Abschnitt beschrieben, 
ist 𝐴max = 0,428. Die Simulationen werden durchgeführt für 〈𝑁0〉 = 0,001 … 10 und Mess-
intervall-Anzahlen 𝑛 = 104 … 6 ∙ 105.  Für jeden Fall werden alle vorhandenen Datensätze 
vierzigmal simuliert, sodass die Bewertung auf Basis von Abweichungen und Anzahl der 
Klassifizierungsfehler auf 2040 Datensätzen basiert. In Abbildung 37 sind die Resultate der 
Untersuchungen der Gasgehalts-Wahrscheinlichkeitsdichten dargestellt. Für die 
Diskretisierungen des Schwächungswertespektrums 𝑀 =  {4; 5; 101} sind die Abweichungen 
𝑑COG  und die Anzahl der Klassifizierungsfehler über die Parameterwerte von 〈𝑁0〉  und 𝑛 
aufgetragen. In allen Fällen von 𝑀 sind die Abweichungsbilder ähnlich, insbesondere für die 
größeren Werte von 〈𝑁0〉. Ein systematischer Zusammenhang zwischen den Abweichungen 
und den Parametern ist nicht zu erkennen (Abbildung 37, unterste Reihe), sodass davon 
auszugehen ist, dass die unterschiedlichen Werte hauptanteilig durch die stochastischen 
Variationen der Simulationen verursacht werden. Die geringsten Abweichungen werden 
erwartungsgemäß für die Konfiguration mit den meisten registrierten Photonen erreicht, also 
〈𝑁0〉 = 10  und 𝑛 = 6 ∙ 105.  Für 𝑀 = 5  ist hier 𝑑COG =  0,045  und die Anzahl der 
Klassifizierungsfehler liegt bei unter 0,1 %. Eine Verringerung von 〈𝑁0〉 wirkt sich im unter-
suchten Parameterbereich deutlich stärker auf die Abweichungen und Klassifizierungsfehler 
aus als eine Verringerung von 𝑛. 
In Abbildung 38 sind im gleichen Format die Resultate der Untersuchung der Photonenanzahl-
Wahrscheinlichkeitsdichte dargestellt. Hier zeigt sich, dass für kleine Werte von 〈𝑁0〉 deutlich 
geringere Abweichungen erzielt werden als bei der Nutzung des Gasgehalts. In diesen 
Parameterbereichen wirkt sich die dynamische Verzerrung weniger stark auf die 
Klassifizierung aus als die numerisch bedingten Störungen bei Anwendung der CAM. Es 
bestätigt sich zudem die Beobachtung aus Abbildung 36 (links oben), dass die geringsten 
Abweichungen nicht für die größten Werte von 〈𝑁0〉  zustande kommen. Der optimale 
Parameterbereich liegt in einem Streifen, der in etwa durch 6000 < 𝑛〈𝑁0〉 < 3 ∙ 104 
beschreibbar ist. In diesem Bereich liegt die minimale Abweichung bei 𝑑COG = 0,091 und der 
kleinste Anteil an Klassifizierungsfehlern bei 6,47 %. In der unteren Hälfte von Abbildung 38 
ist zu erkennen, dass lediglich für 〈𝑁0〉 > 1  die Klassifizierung anhand der Gasgehalts-
Wahrscheinlichkeitsdichten bessere Resultate liefert. 
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𝑇S variiert werden können. Die Resultate in Abbildung 37 zeigen, dass eine Verlängerung der 
Intervalldauer, und damit eine Vergrößerung 〈𝑁0〉 bei einer im gleichen Maße verringerten 
Anzahl an Messwerten, sich positiv auf die Klassifizierung bei Nutzung der Gasgehalts-
Wahrscheinlichkeitsdichten auswirken kann. In den bisherigen Untersuchungen wird davon 
ausgegangen, dass die Phasenanteile in der Messebene innerhalb eines Messintervalls von 
0,1 ms nahezu konstant sind, sodass die dynamische Verzerrung keine Rolle spielt. Bei einer 
Verlängerung der Intervalldauer ist dies jedoch nicht mehr gegeben. In Abbildung 39 sind die 
Abweichungen und die Anzahl der Klassifizierungsfehler in Abhängigkeit vom Quotienten 
𝑇S 𝑇S DBE⁄  dargestellt, die sich bei Anwendung auf die ungestörten Wahrscheinlichkeitsdichten 
der Densitometrie-Daten ergeben. Der Quotient 𝑇S 𝑇S DBE⁄  ist dabei das Verhältnis aus 
ursprünglicher Intervalldauer 𝑇𝑆 und neuer Intervalldauer 𝑇S DBE und ist somit identisch mit der 
Anzahl an Messwerten, die zu einem neuen Messwert addiert werden. Dies geschieht unter 
Abbildung 38. Obere Reihe: Abweichung 𝑑COG und Anzahl der Klassifizierungsfehler für variierende Werte der 
Referenz-Photonenanzahl 〈𝑁0〉  und der Messintervallanzahl 𝑛  für verschiedene Diskretisierungen des 
Schwächungswertespektrums 𝑀 bei Betrachtung der Photonenanzahl-Wahrscheinlichkeitsdichte. Werte für 𝑑COG 
von über 0,5 sind in der Darstellung abgeschnitten. Die Klassifizierungsfehler sind in Prozent angegeben. Werte 
über 50 % sind ebenfalls abgeschnitten. In der unteren Reihe sind diejenigen Regionen schwarz markiert, in denen 
die Nutzung der Photonenanzahl-Wahrscheinlichkeitsdichte die geringeren Abweichungen und weniger 
Klassifizierungsfehler produziert als die Gasgehalts-Wahrscheinlichkeitsdichte, in den weißen Regionen die 
größeren Abweichungen und mehr Klassifizierungsfehler. 
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Einbeziehung der dynamischen Verzerrung. Das bedeutet für das Zusammenfassen von zwei 
zeitlich aufeinanderfolgenden Gasgehaltswerten gas 1 und gas 2, dass 
DBE =
− ln(e−(1−𝜀gas 1)𝐴max + e−(1−𝜀gas 2)𝐴max)
2
. (61) 
Die Diskretisierung der Gasgehalts-Wahrscheinlichkeitsdichte erfolgt mit 𝑀 = 5 als gröbste 
Diskretisierung, die noch keinen signifikanten Einfluss auf die Klassifzierungsgüte hat, und 
𝑀 = 8,  wo die Abweichungen ein Minimum erreichen (Abbildung 34, unten). Die 
Abweichungen sinken leicht für beide Diskretisierungen bis zu 𝑇S 𝑇S DBE⁄ = 20.  Für 
𝑇S 𝑇S DBE⁄ ≥ 100 treten erste Klassifizierungsfehler auf und die Abweichungen steigen stark 
an. Für die untersuchten Strömungen spielt die dynamische Verzerrung für die Klassifizierung 
bei Messintervalldauern 𝑇S ≤ 0,01 s keine signifikante Rolle. 
Ausgehend von diesem Resultat werden für die zwei ausgewählten Fälle 𝑛〈𝑁0〉 = 45000 und 
𝑛〈𝑁0〉 = 180000  Messungen simuliert mit variierendem 〈𝑁0〉 . Die Anzahl der simulierten 
Datensätze ist wieder 2040. Für ein einzelnes Messintervall ist 〈𝑁0〉 = 0,03. In Abbildung 40 
ist zu erkennen, dass sich die Abweichungen und die Klassifizierungsfehler in beiden Fällen 
für größer werdende Werte von 〈𝑁0〉 stark reduzieren. Erst für 𝑇S 𝑇S DBE⁄ > 100 steigen beide 
Größen stark an. Damit zeigt sich auch hier, dass eine Messintervalldauer von 0,01 s optimal 
für die Klassifizierung der untersuchten Strömungen ist. 
 
Abbildung 39. Abweichung 𝑑COG  und Anzahl der Klassifizierungsfehler in Abhängigkeit von der relativen 
Vergrößerung der Messintervalldauer 𝑇S 𝑇S DBE⁄ . 
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4.6 Einordnung der Resultate für die messtechnische Anwendung 
Für die Messung von Mehrphasenströmungen, vor allem in der Öl- und Gasindustrie, wurden 
zahlreiche Mehrphasen-Durchflussmesser entwickelt, die auf unterschiedlichen Mess-
prinzipien beruhen [88]. Unter diesen sind auch Gamma-Densitometer, wie der Roxar MPFM 
2006 [89], [90], welcher mit einer 137Cs-Quelle mit einer Aktivität von 2 mCi =  7,4 ∙  107 Bq 
ausgestattet werden kann. Da diese Mehrphasen-Durchflussmesser für industrielle Anlagen mit 
metallischen Rohren und großen Durchmessern ausgelegt sind, genügt die Photonenanzahl 
〈𝑁0〉 auch für eine problemlose Klassifikation der in diesem Kapitel untersuchten Strömungen. 
Bei einer realen messtechnischen Anordnung für densitometrische Messungen hängt 〈𝑁0〉 von 
der Aktivität 〈𝑁𝑄〉 der genutzten Quelle, der Schwächung 𝐴min durch unveränderliche Objekte, 
die sich im Strahlweg befinden, dem Abstand 𝑑det zwischen Quelle und Detektor, der aktiven 
Fläche des Detektors 𝐵det, der Wechselwirkungswahrscheinlichkeit 𝑃reg des Detektors und der 
Messintervallzeit 𝑇S ab: 




2 ∙ 𝐵det ∙ 𝑃reg ∙ 𝑇S. (62) 
Bei einem Rohrinnendurchmesser von 50 mm und einer PMMA-Rohrwanddicke von 5 mm 
wird ein konstruktionsbedingter Abstand zwischen Quelle und Detektor von 80 mm 
angenommen. Über den Detektor sind keine Informationen vorhanden. Wird ein Detektor-
element des HireCT, wie in Abschnitt 2.8 beschrieben, angesetzt, ergäbe sich 〈𝑁0〉 =  1,01 ∙
104  ∙ 𝑇S s
−1. Aus den vorangegangenen Untersuchungen erwies sich eine Messintervalldauer 
𝑇S ≤ 0,01 s als optimal für die Klassifizierung. Bei einer Gesamtmessdauer von 10 s wäre dann 
Abbildung 40. Abweichung 𝑑COG  und Anzahl der Klassifizierungsfehler in Abhängigkeit von der Referenz-
Photonenanzahl 〈𝑁0〉. 
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die Gesamtphotonenanzahl 𝑛〈𝑁0〉 = 1,01 ∙ 105 und 〈𝑁0〉 = 101. Für diese Konfiguration ist 
bei einer Klassifikation auf Basis der Gasgehaltsdichte ein Anteil von Klassifizierungsfehlern 
von unter 1 % zu erwarten (Abbildung 37). Bei dieser vereinfachten Rechnung sind jedoch 
keinerlei strahlenschutzbedingte Abschirmungen der Quelle berücksichtigt. 
Als Strahlungsquelle kommen auch Quellen, die unterhalb der Freigrenze liegen, in Frage. In 
der Strahlenschutzverordnung der Bundesrepublik Deutschland [91] sind für alle radioaktiven 
Isotope Grenzen für deren Aktivität verzeichnet, unter denen keine Strahlenschutzmaßnahmen 
ergriffen werden müssen. Für 137Cs liegt diese bei 104 Bq . Andere gängige Isotope für 
densitometrische Messungen besitzen zwar höhere Freigrenzen (106 Bq für 133Ba und 105 Bq 
für 60Co). Diese Quellen emittieren jedoch Photonen mit unterschiedlichen Energien. Dies 
erschwert die Bestimmung von Phasenanteilen durch Aufhärtung des Spektrums und Über-
lagerung von gestreuten Photonen erheblich. Ein weiterer begrenzender Parameter bei der 
Auswahl von geeigneten Quellen ist die Halbwertszeit, die mindestens einige Jahre betragen 
sollte. Für 137Cs beträgt diese circa 30 Jahre. Verglichen mit der Aktivität des oben erwähnten 
kommerziellen Durchflussmessers, ist die Aktivität einer 137Cs-Quelle unterhalb der Freigrenze 
ungefähr um den Faktor 104 geringer. Für das oben gewählte Beispiel wäre dann 𝑛〈𝑁0〉 = 10,1 
und 〈𝑁0〉 = 0,01. Eine Klassifikation innerhalb von 10 s  ist mit dieser Konfiguration nicht 
möglich. Mögliche Ansatzpunkte für eine vergrößerte Photonenanzahl wären eine vergrößerte 
Detektorfläche und eine verlängerte Messzeit. Bei einer Detektorfläche von 25 mm ×  25 mm 
würde sich die Photonenanzahl um den Faktor 39 erhöhen, bei einer verlängerten Messzeit von 
30 s  nochmals um den Faktor 3  auf 𝑛〈𝑁0〉 = 1182 . Damit könnte eine Klassifizierung 
gelingen, die jedoch auf die kleinen Dimensionen des Messobjekts im Beispiel beschränkt wäre. 
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5 Bildartefaktkorrektur für die ultraschnelle 
Röntgencomputertomographie 
5.1 Kurzfassung 
Das in Abschnitt 2.9 vorgestellte ultraschnelle Röntgentomographiesystem ROFEX wird vor 
allem eingesetzt um dynamische Mehrphasenprozesse zeitlich und räumlich hochaufgelöst zu 
visualisieren. Ein weites Anwendungsgebiet ist dabei die Untersuchung der Hydrodynamik von 
Blasensäulen in Abhängigkeit von den Eigenschaften der Fluiden, Strömungs-
geschwindigkeiten und Gaseinspeisern [92], [93], [94]. In diesen Fällen werden aus den 
rekonstruierten Schwächungskoeffizienten-Verteilungen die Phasenanteile der Gas- und 
Flüssigphase extrahiert. Eine besondere Herausforderung liegt in der Untersuchung von Zwei-
phasenströmungen, bei denen die Phasen von in der Bildebene enthaltenen Strukturen und 
Einbauten getrennt werden müssen [95], [96], [97]. Neben Gas-Flüssigkeits-Strömungen 
wurden auch Wirbelschichten untersucht, in denen feste Partikel von einströmendem Gas 
aufgewirbelt werden [98], [99], [100]. 
In diesem Kapitel wird zunächst die gängige Datenverarbeitungskette von den aufgezeichneten 
Rohdaten des Detektors bis hin zu den auf die Phasenanteile normierten Querschnittsbilder 
beschrieben. Die Genauigkeit der rekonstruierten Phasenanteile kann durch die nichtlinearen 
Effekte der Strahlaufhärtung und Streustrahlung sowie durch geometrische Verzerrungen, die 
durch sich schnell bewegende Objekte oder eine ungenaue Ablenkung des Elektronenstrahls 
entstehen, erheblich beeinflussen. 
Die Strahlaufhärtung führt zu Cupping-Artefakten in den rekonstruierten Bildern, die durch 
Vorwärtssimulationen der Strahlschwächung bestimmt werden können. Bei den untersuchten 
Beispielen betragen die Artefakte zwischen 2,4 %  und 7,6 %  des Gas-Wasser-Kontrastes. 
Durch geeignete Referenzierungen lassen sich diese Artefakte auf unter 0,4 %  verringern. 
Weitere Reduzierungen des Cuppings sind durch die Vorwärtssimulation möglich. 
Die Streustrahlung kann zu ähnlichen Cupping-Bildartefakten führen. Für die Korrektur des 
Streustrahlungseinflusses wurde ein Kollimator eingesetzt, der einen erheblichen Teil der 
Streustrahlung außerhalb der Messebene absorbiert. Zusätzlich wurde ein deterministisches 
Korrekturverfahren auf Basis einer Vorwärtssimulation angewendet. In Verbindung konnten 
beide Maßnahmen ohne rechenaufwendige Monte-Carlo-Simulationen das Cupping-Artefakt 
bei einer realen Messung von 11,9 % auf 3,6 % reduziert werden. 
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Um die Bildartefakte, die aus einer gestörten Quellpunktbahn herrühren, zu korrigieren, wurde 
ein iterativer Algorithmus entwickelt ist, der in der Lage ist, auf Basis des rekonstruierten Bildes 
die tatsächliche Quellpunktbahn zu schätzen. Als bestes Optimierungskriterium stellte sich 
dabei die Grauwertvarianz des rekonstruierten Bildes heraus. 
 
5.2 Datenverarbeitung und Skalierung der rekonstruierten Bilder 
Eine Übersicht der Datenverarbeitungskette ist in Abbildung 41 gegeben. Der Röntgendetektor 
des Scanners besteht aus Raumtemperatur-Halbleiterdetektoren. Diese generieren einen 
Photostrom, der in nachgeschalteten Verstärkerstufen in eine Spannung gewandelt wird. Bei 
der initialen Datenkonvertierung wird von der Detektorausgangsspannung 𝑈 die sogenannte 
Dunkelspannung des Detektors 𝑈D  abgezogen. 𝑈D  setzt sich aus der zum Dunkelstrom des 
Photowandlers proportionalen Spannung sowie einem gegebenenfalls nicht kompensierten 
Offset der Verstärker zusammen und kann durch lange Messungen ohne Röntgenstrahlung 
ermittelt werden. Dadurch wird eine Proportionalität zwischen der Strahlungsintensität 𝐼 und 
dem Detektorsignal hergestellt: 
𝐼~(𝑈 − 𝑈D). (63) 
Die korrigierten Detektorausgangsspannungen besitzen eine Werteauflösung von 12 bit und 
werden in aufeinanderfolgenden Sinogrammen angeordnet. Durch eine Referenzmessung mit 
ungeschwächter Strahlung wird die Referenz-Detektorausgangsspannung 𝑈0  ermittelt. Für 
jeden Projektionswinkel 𝑖 (entspricht der Quellposition) und jeden Detektorpixel 𝑗 kann damit 
ein Schwächungswert 𝐴𝑖,𝑗  gemäß dem exponentiellen Schwächungsgesetz (5) berechnet 
werden: 
𝐴𝑖,𝑗 = − ln
𝑈𝑖,𝑗 − 𝑈D 𝑗





Hierbei werden Werte 𝑈 < 𝑈D  und 𝑈 > 𝑈0  abgeschnitten. Die Schwächungswert-
Sinogramme werden anschließend durch Interpolation von der Fächerstrahlgeometrie in 
Parallelstrahlsinogramme uminterpoliert. Dieser Schritt ermöglicht die Anwendung des 
Zentralschnitttheorems für die gefilterte Rückprojektion, welche aufgrund der geringen 
Rechenzeit üblicherweise als Rekonstruktionsverfahren genutzt wird. Somit kann jede 
Projektionszeile des Parallelstrahlsinogramms eindimensional Fourier-transformiert werden, 
was deutlich recheneffizienter ist als die zweidimensionale Fouriertransformation des gesamten 
Fächerstrahlsinogramms. Als Filter werden in fast allen Untersuchungen der Rampen- oder der 
Shepp-Logan-Filter genutzt. Die Auflösung der zu rekonstruierenden Bilder wird in der Regel 
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= 𝐴 − ln
〈𝐼0〉
〈𝑤𝐼0〉
≈ 𝐴 + ln 𝑤. (65) 
Physikalische Eigenschaften des im Strahlweg befindlichen Objektes können daher nicht mehr 
direkt aus diesem relativen Schwächungswert abgeleitet werden. Näherungsweise führt die 
Änderung der Intensität der Referenzmessung zu einem konstanten Versatz gegenüber dem 
absoluten Schwächungswert. Weiterhin kann die Quellpunktbahn, technisch bedingt oder durch 
äußere Einflüsse zwischen verschiedenen Messungen des gleichen Objektes, variieren. Durch 
diese Variation ändert die Quellpunktbahn aufgrund des geneigten Targets auch in orthogonaler 
Richtung zur Messebene ihre Position, was ebenfalls zu einer Veränderung der gemessenen 
Intensitäten führt. In rekonstruierten Bildern aus verschiedenen Messungen können daher 
gleiche Materialien durch unterschiedliche Grauwerte der Pixel repräsentiert werden, was eine 
Skalierung notwendig macht. Um verschiedene Messungen quantitativ miteinander 
vergleichbar zu machen, erfolgt die Skalierung anhand von Objekten, die in allen Bildern einer 
Messung vorhanden sind. Bei Messungen von Zweiphasenströmungen in vertikalen Rohren 
kann dazu die Rohrwand und die umgebende Luft genutzt werden. Die Skalierung der 
Schwächungskoeffizienten 𝜇1  eines Bildes 1 auf die Schwächungskoeffizienten 𝜇2  eines 
Bildes 2 erfolgt dann durch 
𝜇1
∗ =
𝜇1 − ?̅?1 gas
?̅?1 col − ?̅?1 gas
(?̅?2 𝑐𝑜𝑙 − ?̅?2 gas) + ?̅?2 gas, (66) 
wobei ?̅?𝑖 col,  𝑖 = 1,2,  die räumlich gemittelten Schwächungskoeffizienten des Rohres des 
jeweiligen Bildes sind und ?̅?𝑖 gas diejenigen der umgebenden Luft. Die räumliche Mittelung 
erfolgt, um den Einfluss des Bildrauschens auf die Skalierung zu reduzieren. 
Eine wesentliche Aufgabe für die quantitative Beschreibung von Zweiphasenströmungen ist die 
Bestimmung der räumlich aufgelösten Verteilung der Phasenanteile. Bei Flüssigkeits-Gas-
Strömungen entspricht dies einer Normierung, bei der die rekonstruierten Schwächungs-
koeffizienten 𝜇  in Gasgehaltswerte gas  umgerechnet werden. Da auch nach der Skalierung 
Bildartefakte, wie sie in den folgenden Abschnitten erläutert werden, eine direkte Berechnung 
der Phasenanteile aus den Schwächungskoeffizienten stören können, wird eine Normierung mit 
Referenzbildern vorgenommen. Dafür werden drei Messungen benötigt: die Messung mit den 
zu bestimmenden Phasenanteilen, eine Messung mit einem komplett mit der Flüssigkeit 
gefülltem Objekt („liq“), im Folgenden Vollreferenz genannt, und eine Messung des Objektes 
ohne Flüssigkeit („ gas “), im Folgenden Leerreferenz genannt. Da bei beiden Referenz-
messungen statische Objekte aufgenommen werden, können die rekonstruierten Bilder über ein 
möglichst langes Zeitintervall gemittelt werden, um das Rauschen weitestgehend zu 
eliminieren. Der Gasgehalt für jeden Bildpixel 𝑖, 𝑗 kann dann ermittelt werden als 
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5.3 Analyse und Korrektur von Strahlaufhärtung  
Die beim ROFEX eingesetzten Detektoren messen den Photonenstrom ohne eine 
Diskriminierung der Energien, weshalb keine Information über das Spektrum der gemessenen 
Strahlung vorliegt. Somit ist auch eine direkte Einbeziehung der in Abschnitt 2.4 besprochenen 
Energieabhängigkeit der Massenschwächungskoeffizienten bei der Anwendung des 
exponentiellen Schwächungsgesetzes (5) nicht möglich. In Abbildung 43 (links) ist dargestellt, 
wie sich das Energiespektrum des ROFEX bei Durchstrahlung von Wasser verändert. Mit 
zunehmender Länge des Strahlweges durch Wasser verschiebt sich das Spektrum zu höheren 
Energien. Die Kurven entstammen einer Vorwärtsrechnung der Strahlschwächung unter 
Nutzung des bekannten Spektrums der im ROFEX induzierten Bremsstrahlung (Abbildung 6, 
rechts) und den tabellierten Werten der Massenschwächungskoeffizienten von Wasser 
(Abbildung 2).  
Die folgenden Untersuchungen zur Strahlaufhärtung basieren ebenfalls ausschließlich auf 
Simulationen, da sich dieser Effekt in den Daten aus realen Messungen nicht von der Streu-
strahlung trennen lässt. Darauf wird später bei der Behandlung der Streustrahlung eingegangen. 
Die Rückrechnung von den simulierten Intensitäten auf einen über das Energiespektrum 
















Abbildung 43. Links: Veränderung des Energiespektrums des ROFEX nach verschiedenen Strahllängen durch 
Wasser. Rechts: Berechneter linearer Schwächungskoeffizient für Wasser in Abhängigkeit von der Strahllänge 
durch Wasser. 
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wobei 𝑛𝐸 = 390 die Anzahl der diskreten Energiewerte ist, für die das Spektrum bekannt ist, 
und 𝑠  die Strahlweglänge durch Wasser bezeichnet. Die Vernachlässigung der Energie-
abhängigkeit führt zu einer systematischen Unterschätzung, wie in Abbildung 43 (rechts) zu 
erkennen ist. Die relative Abweichung steigt dabei mit größer werdenden Schwächungswerten 
an, also mit steigender Objektgröße. Bei 20 cm wird der lineare Schwächungskoeffizient des 
Wassers um 19,7 % unterschätzt gegenüber dem über das Spektrum gemittelten Schwächungs-
koeffizienten. Ist der Schwächungskoeffizient bekannt, so wird die Strahlweglänge um den 
gleichen Faktor unterschätzt. 
In Abbildung 44 ist dieser Effekt der Strahlaufhärtung auf rekonstruierte Bilder dargestellt, die 
aus Simulationen mit und ohne Berücksichtigung des Strahlaufhärtungeffekts stammen. Dafür 
werden vier Szenarien betrachtet. In jedem Szenario wird ein PMMA-Rohr mit einem Innen-
durchmesser von 100 mm und einer Wandstärke von 5 mm verwendet. Die vier Szenarien 
sind ein leeres Rohr, ein mit Wasser befülltes Rohr, ein leerer Siliziumcarbid-Schaum mit 
einem Feststoffanteil von 10,3 % und der gleiche Schaum mit Wasser befüllt. Die Differenzen 
in den rekonstruierten Bildern zwischen den Bildern ohne und mit Strahlaufhärtung sind 
erheblich. Die Werte ohne Strahlaufhärtung entsprechen wieder der Mittelung der 
Schwächungskoeffizienten über dem Spektrum. Aus diesen Differenzen wird klar, dass bei 
Nutzung von kontinuierlichen Spektren eine Bestimmung von absoluten Schwächungs-
koeffizienten nicht möglich ist, sondern stets Normierungen durch Referenzmessungen für die 
Quantifizierung von Phasenanteilen vorgenommen werden müssen. Weiterhin fallen bei den 
Bildern mit Strahlaufhärtung die Werte zur Objektmitte hin deutlich ab. Das resultierende 
Artefakt wird aufgrund der Form auch Cupping genannt [21]. Zur Quantifizierung des 
Cuppings kann die relative Differenz zwischen Rohrinventar in der Objektmitte und 
Rohrinventar am Rand, bezogen auf den Maximalwert des Rohres, der in allen vier Fällen mit 
𝜇 = 0,21 konstant ist, herangezogen werden. Im Fall des leeren Rohres beträgt das Cupping 
2,4 %, beim vollen Rohr 3,8 %, beim leeren Schaum 2,4 % und beim gefüllten Schaum 7,6 %. 
Der gefüllte Schaum erzeugt ein stärkeres Artefakt als die Summe von gefülltem Rohr ohne 
Schaum und leeres Rohr mit Schaum. Die Bildartefakte verhalten sich bezüglich ihrer 
Zusammensetzung wie die Schwächungswerte nicht linear. 
Da eine Betrachtung der absoluten Werte nicht sinnvoll ist, werden für das Rohr vier 
vorgegebene Flüssigkeitsgehalte liq∗ 𝜖{20 %, 40 %, 60 %, 80%}  mit Strahlaufhärtung 
simuliert und mit den simulierten Referenzmessdaten aus Abbildung 44 auf die Flüssigkeits-
gehalte normiert. In Abbildung 45 sind die Flüssigkeitsgehaltsprofile für diese Fälle gezeigt. 
Durch die Normierung ändert sich die Wölbung des Cupping-Artefakts. Für das Rohr ohne 
Schaum liegen die Werte leicht über dem korrekten Wert. In der Objektmitte beträgt die Über-
schätzung zwischen 1 %  und 2 % . Beim Rohr mit Schaum ist die Überschätzung weitaus 
geringer und liegt zwischen 0,18 % und 0,35 %. In beiden Fällen wirkt also die Einbeziehung 
der Referenzmessungen für eine Skalierung bereits korrigierend auf das Cupping-Artefakt im      
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Abbildung 44. Simulierte Querschnittsbilder ohne Strahlaufhärtung (obere Reihe) und mit Strahlaufhärtung 
(mittlere Reihe). Die Graphen enthalten für beide Fälle die horizontalen Verteilungen der Schwächungs-
koeffizienten über der radialen Position (schwarz: ohne Strahlaufhärtung, grau: mit Strahlaufhärtung). 
Abbildung 45. Flüssigkeitsgehaltsprofile über dem Durchmesser für verschiedene simulierte Szenarien. 
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Fall von hohen Flüssigkeitsanteilen und mindert die Abhängigkeit der Artefaktstärke vom 
Flüssigkeitsanteil. Je näher die zu bestimmende Phasenverteilung an einer der Referenzen liegt, 
desto stärker ist die Korrekturwirkung. 
Das Cupping wird insbesondere bei homogenen Phasenverteilungen deutlich. Weiterhin 
können Strahlaufhärtungsartefakte durch stark schwächende Materialien auch die Form von 
Streifen und Verschmierungen annehmen [22]. In Abbildung 46 ist die Simulation von Strahl-
aufhärtung einer Verteilung von Blasen unterschiedlicher Größe in Wasser dargestellt. Der 
Rohrinnendurchmesser beträgt wieder 100 mm. Hier ist zu erkennen, dass keine signifikanten 
Verschmierungen und Streifenartefakte entstehen. Lediglich geringe Überschätzungen der 
Flüssigkeitsgehalte von circa 2 %  bilden sich im Bereich der Blasen aus, was der Über-
schätzung durch das Cupping entspricht. Für Messungen von Blasenströmungen, bei denen 
keine Objekte mit signifikant höheren Schwächungskoeffizienten als Wasser im Messbereich 
liegen, ist das Cupping das von der Strahlaufhärtung hervorgerufene dominierende Artefakt. 
Die größte Gruppe von Verfahren zur Korrektur von Artefakten, die durch die Strahlaufhärtung 
hervorgerufen werden, beruhen auf der Einbeziehung von a-priori-Wissen über die Materialien 
und Verteilung des untersuchten Objektes. In [24] und [25] wurde gezeigt, wie unter Nutzung 
des Vorwissens über die Objektmaterialien die gemessenen polyenergetische Projektionsdaten 
durch eine polynomiale Korrekturfunktion vierten Grades in pseudo-monoenergetische 
Projektionsdaten umgewandelt werden können. Für mehr als zwei Materialien konnten 
Korrekturpolynome achten Grades und höher erzeugt werden [26]. Zur Simulation der Strahl-
schwächung können neben der Nutzung des exponentiellen Schwächungsgesetzes auch Monte-
Carlo-Simulationen durchgeführt werden, die eine Einbeziehung des Detektorverhaltens 
erlauben [27]. Neben diesen a-priori-Verfahren können auch Filter eingesetzt werden, die die 
Röntgenstrahlung vor Durchquerung des Objektes aufhärten [23]. Nachteilig bei dieser 
Filterung der Strahlung ist ein verschlechtertes Signal-Rausch-Verhältnis. 
Abbildung 46. Von links nach rechts: Virtuelles Blasenphantom mit Positionslinie des Graphen, rekonstruierter 
Flüssigkeitsgehalt ohne Auftreten von Strahlaufhärtung, rekonstruiertes Schnittbild mit Auftreten von Strahl-
aufhärtung, Differenz der Flüssigkeitsgehalte über der gepunkteten Profillinie (links) zwischen dem artefaktfreien 
und artefaktbehafteten Bild. 
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Für die Korrektur bei der ultraschnellen Röntgen-CT können analog zu den obigen 
Untersuchungen auf Basis initial rekonstruierter Bilder 𝜇ini  Materialverteilungen 𝜇seg 
bestimmt werden. Für diese Verteilungen werden monoenergetische Projektionen 𝑏me  und 
aufhärtungsbehaftete Projektionen 𝑏sta simuliert. Diese werden zu den Bildern 𝜇me und 𝜇sta 
rekonstruiert. Der punktweise Quotient beider Bilder kann dann als Korrekturfaktor für das 
initiale Bild genutzt werden: 





5.4 Analyse und Korrektur von Streustrahlung 
Wie bereits in Abschnitt 2.3 beschrieben, ist die Streuung eine Ablenkung des Photons von 
seiner ursprünglichen Richtung. Bei kohärenter Streuung behalten die Photonen ihre Energie, 
bei inkohärenter verringert sich diese gemäß der Compton-Formel (2) in Abhängigkeit vom 
Streuwinkel. Gestreute Photonen können vom Detektor registriert werden und somit die 
gemessenen Intensitäten verfälschen, da Standard-Rekonstruktionsalgorithmen diese Effekte 
nicht berücksichtigen. Dieser Intensitäts-Versatz an jedem Detektorpixel führt zu einer Unter-
schätzung des realen Schwächungswertes. Die Bildrekonstruktion auf Basis dieser verfälschten 
Werte kann zu signifikanten Bildartefakten, wie das auch bei der Strahlaufhärtung auftretende 
Cupping und Streifenmuster, erzeugen [28]. Dies erschwert eine quantitative Bestimmung von 
Phasenanteilen im Bild. Im Folgenden wird ein Überblick über Korrekturverfahren gegeben. 
Für den ROFEX wird der Einfluss der Streustrahlung analysiert. Als Korrekturverfahren wird 
eine Kollimation und eine ausgewählte Datenkorrektur auf die Messdaten angewendet. 
Es existiert eine große Gruppe an Verfahren, die in der Lage sind, die Streustrahlungsartefakte 
zu reduzieren oder gänzlich zu korrigieren. Die gängigste technische Lösung ist die Strahlungs-
Kollimation. Dabei werden stark schwächende Materialien als Begrenzung für die Strahlwege 
zwischen Quelle und Detektor positioniert. In der Regel passiert das möglichst nahe der Quelle 
und der Detektoren. Weiterhin sind auch Beam-Stop-Arrays [29], [30] und Beam-Hole-Arrays 
[31], [32] effektive Lösungen, die durch fast streustrahlungsfreie Referenzmessungen Daten-
korrekturen für Messdaten liefern. Geometrisch und technisch bedingt, sind diese Maßnahmen 
beim ROFEX nicht anwendbar. Für diese Fälle wurden Verfahren entwickelt, die durch 
Simulationen und Abschätzungen die zu erwartende Streustrahlung berechnen. Alle dieser 
Verfahren basieren auf a-priori-Wissen über die Materialverteilung des Objektes. Für die 
Einbeziehung von a-priori-Wissen werden sehr häufig Monte-Carlo-Verfahren [33] genutzt 
aufgrund ihrer hohen Genauigkeit. Diese Verfahren simulieren probabilistisch die Pfade und 
Interaktionen einer großen Anzahl von Photonen. Ein Nachteil ist daher die große Rechenzeit. 
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Daneben existieren weitere stochastische [35], deterministische [34] und empirische 
Korrekturverfahren [36]. 
Freud et al. [105] entwickelten einen deterministischen Algorithmus zur Simulation von 
Streuung erster Ordnung. Das heißt, dass nur Photonen betrachtet werden, die genau einmal 
gestreut werden. Mehrfach gestreute Photonen werden ignoriert. Auf Basis einer diskretisierten 
Objektverteilung werden Strahlwege durch dieses Gitter von jedem Quellpunkt zu jedem Voxel 
und von jedem Voxel zu jedem Detektorelement definiert. Im Anschluss wird die relative 
Anzahl der gestreuten Photonen berechnet, die genau diesen Pfaden folgen. Auf diese Weise 
werden, vom Diskretisierungsfehler abgesehen, alle geometrisch möglichen Streuvorgänge 
berücksichtigt ohne dabei einzelne Photonen zu simulieren. Eine Simulation von Streuungen 
höherer Ordnung wäre mit diesem Verfahren ebenfalls möglich, jedoch würde dadurch der 
Rechenaufwand enorm ansteigen. Daher wird hier die Mehrfachstreuung komplett ignoriert, da 
sie bei relativ kleinen Objekten, wie sie beim ROFEX vorliegen, nur einen geringen Anteil an 
der Gesamtstreuung hat [105]. Freud et al. validierten ihr Verfahren mit dem Monte-Carlo-
Code GEANT4 [106]. Ihr Algorithmus lieferte nahezu identische Resultate wie GEANT4 bei 
einer stark reduzierten Rechenzeit. Ein weiterer Vorteil dieses Algorithmus ist die große 
Flexibilität bezüglich der Objektgeometrie und Diskretisierung. Es können sowohl zwei-
dimensionale als auch dreidimensionale Simulationen durchgeführt werden. Für den ROFEX 
wird mit diesem Algorithmus die Streuung in der Bildebene auf Basis eines unkorrigierten 
rekonstruierten Bildes simuliert. Im Folgenden werden die wesentlichen Bestandteile dieses 
Algorithmus vorgestellt. 
Auf Basis eines initial rekonstruierten Schnittbildes wird ohne Korrektur eine Material-
verteilung in dem Bild bestimmt. Da der Algorithmus die Streuung dreidimensional simuliert, 
werden die Bildpixel als Voxel angenommen, deren Höhe der orthogonalen Ausdehnung der 
Messebene entsprechen sollte. Diese ist durch den Quellpunktdurchmesser und der Höhe der 
Detektorpixel bestimmt. Die numerischen Studien in [105] ergaben, dass die Voxelgröße in der 
gleichen Größenordnung wie die Detektorpixel liegen sollte. Jedem Voxel wird ein chemisches 
Element, eine Verbindung oder ein Stoffgemisch zugewiesen. Dann berechnet sich die Anzahl 
der gestreuten Photonen mit Energie 𝐸sts, die im Voxel 𝑗 mit Winkel 𝜑 in Richtung Detektor-
pixel 𝑘 gestreut werden aus 
𝑁sts 𝑗,𝑘(𝐸sts) = 𝑁𝑗(𝐸)𝑛at 𝑗
𝑑𝜎sts(𝜑, 𝐸)
𝑑𝛺
exp ( ∑ −𝜇𝑖(𝐸sts)𝑙𝑖
𝑛mat
𝑖=1
) d𝛺𝑗,𝑘. (71) 
Dabei ist 
𝑁𝑗(𝐸) die Anzahl der Photonen mit Energie 𝐸 pro Einheitsfläche in der Distanz des 
Voxels von der Quelle, 
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𝑛at 𝑗   die Anzahl der Atome im Voxel 𝑗, 
𝑑𝜎sts(𝜑,𝐸)
𝑑𝛺
  der differenzielle Wirkungsquerschnitt, der von der Art der Streuung abhängt, 
𝑛mat   die Anzahl aller Materialien mit linearen Schwächungskoeffizienten 𝜇𝑖(𝐸sts), 
𝑙𝑖  die summierte Materiallänge des Materials 𝑖  zwischen Voxelmittelpunkt und 
Detektorpixel 𝑘, 
d𝛺𝑗,𝑘  der Raumwinkel der aktiven Fläche des Detektorpixels 𝑘  ausgehend vom 
Voxelmittelpunkt. 






𝑆𝐹(𝜂, 𝑍) (72) 
mit dem Klein-Nishina-Wirkungsquerschnitt 𝑑𝜎KN(𝜑,𝐸)
𝑑𝛺
 und der inkohärenten Streufunktion 






𝐹𝐹2(𝜂, 𝑍) (73) 
mit dem Thompson-Wirkungsquerschnitt 𝑑𝜎T(𝜑,𝐸)
𝑑𝛺
 und Formfaktor 𝐹𝐹(𝜂, 𝑍).  Die 
differentiellen Wirkungsquerschnitte hängen vom Streuwinkel 𝜑  und der Energie 𝐸  ab, die 
Streufunktion und der Formfaktor ebenfalls von der Energie und von den Kernladungszahlen 
𝑍 der im Voxel enthaltenen Atome. Die Formeln und Werte dafür sind [107] gegeben. Da 
Photonen bei kohärenter Streuung ihre Energie behalten, gilt 𝐸sts = 𝐸.  Bei inkohärenter 
Streuung ist 𝐸sts = 𝐸com ≤ 𝐸  gemäß der Compton-Formel (2). Die Gesamtintensität der 
Photonen, die in Voxel 𝑗 gestreut und in Detektorpixel 𝑘 registriert werden, ergibt sich aus 
𝐼sts 𝑗,𝑘 = ∫ 𝑁sts 𝑗,𝑘(𝐸sts)𝐸sts
𝐸max
0
 d𝐸sts (74) 
mit der maximalen im Spektrum enthaltenen Energie 𝐸max. Für die komplette Streusimulation 
eines Schnittbildes ist die Anzahl der zu berechnenden Streuvorgänge das Produkt aus der 
Projektionsanzahl, der Voxelanzahl, die Detektorpixelanzahl und Anzahl der Energien im 
diskretisierten Spektrum. 
Die hier vorgestellten Untersuchungen sind detailliert in [108] finden. Zunächst wird der 
Einfluss der Streuung in axiale Richtung untersucht. Dafür wurde ein mit Wasser befülltes 
PMMA-Rohr mit einem Innendurchmesser von 100 mm , dessen Wasserspiegel langsam 











= 5,4 %. (76) 
Der Kollimator reduziert das Cupping-Artefakt um 55 %. 
Für die Simulation der Streuung innerhalb der Messebene wird die Diskretisierung des 
rekonstruierten Bildes und die Messdaten des kollimierten Falls genutzt. Die Höhe der Voxel 
wird auf 1 mm  gesetzt. Da für diesen Fall auch die Phasenverteilung ober- und unterhalb 
bekannt ist (komplett mit Wasser gefüllt), werden weitere Voxelebenen hinzugefügt, sodass 
eine Höhe von insgesamt 12 mm  diskretisiert ist, gemäß den Untersuchungen zur axialen 
Streuung. In Abbildung 50 ist für eine Projektion die Anzahl der gestreuten Photonen über den 
Detektorpixeln, die vom Objekt abgeschattet werden (circa 98°), abgebildet. Der Signalanteil 
der Streuung am Gesamtsignal beträgt im Maximum etwa 3,6 %. Mit dieser Kurve können die 
gemessenen Projektionsdaten korrigiert werden. Nach einer erneuten Bildrekonstruktion steigt 
der Minimalwert des Cupping-Artefaktes auf 𝜇sim = 0,872  (siehe Abbildung 49). Das 
entspricht einer relativen Abweichung von 𝑑sim = 3,6 %. Durch Kollimation in Verbindung 
mit der Simulation der Streuung in nicht kollimierten Objektregionen kann das Cupping-
Artefakt somit um mehr als zwei Drittel reduziert werden. 
Um den Rechenaufwand zu verringern, ist es möglich die Streuungssimulation auf Basis des 
rekonstruierten Bildes mit einer gröberen Pixelauflösung durchzuführen. Bei sequentieller 
Simulation ist die Rechenzeit proportional zum Quadrat der Bildauflösung. Daher werden die 
die Simulationen für Auflösungen von 𝑛pix 𝑖 ∈ {202, 302, 502, 802, 1202, 1802, 2802} Pixeln 
durchgeführt und die relative Änderung des simulierten Streusignals ermittelt als 
𝑑𝑖 = max (|
𝑏sts 𝑖 − 𝑏sts 𝑖−1
𝑏sts 𝑖−1
|) (77) 
mit den Streusignalen 𝑏sts 𝑖  am Detektor für die Bildauflösung 𝑛pix 𝑖. In Abbildung 51 wird 
deutlich, dass die Abweichungen für Simulationen mit mehr als 120 Pixeln pro Dimension 
unter 2 % liegen. Die sequentielle Simulation eines Schnittbildes mit 120 Pixeln auf einem 
2,8 GHz-Athlon-Prozessor benötigt circa drei Minuten. Eine Reduzierung der Bildauflösung 
eignet sich jedoch nur, sofern noch alle Objektdetails mit ausreichender Genauigkeit für die 
Simulation abgebildet werden. Dies gilt insbesondere für kleine Objektbestandteile mit hoher 
Kernladungszahl. Eine weitere Verringerung des Rechenaufwandes kann durch eine 
parallelisierte Implementierung erfolgen, für die sich dieser Algorithmus aufgrund der Vielzahl 
von voneinander unabhängigen Berechnungen geeignet ist. 
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5.5 Analyse und Korrektur von geometrischen Verzerrungen 
Für die Bildrekonstruktion ist es zwingend erforderlich, dass die Positionen von Quelle und 
Detektor geometrisch exakt bekannt sind. Durch äußere Einflüsse können diese Positionen von 
ihren ursprünglich angenommenen abweichen. Mögliche Ursachen sind mechanische 
Vibrationen und Magnetfelder, die vom Messobjekt oder von umgebenden Geräten induziert 
werden und den freien Elektronenstrahl ablenken. Beim ROFEX beträgt die Zeigerlänge des 
Strahls über 1,6 m, sodass bereits kleine Ablenkungen zu einem starken Versatz der Quell-
punktbahn führen können. Bei der Bildrekonstruktion führt dies im Bild zu Unschärfen und 
Abbildung 50. Links: Simulierte Anzahl der Photonen der zwei Streuungsarten für eine Projektion, die von den 
vom Objekt abgeschatteten Detektorpixeln registriert werden. Rechts: Signalanteil der Streuung am Gesamtsignal 
an den vom Objekt abgeschatteten Detektoren. Darstellung in Anlehnung an [108], Figure 5. 
Abbildung 51. Relative Abweichungen der simulierten Streusignale am Detektor in Abhängigkeit von der Bild-
auflösung. Darstellung in Anlehnung an [108], Figure 7. 
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Verzerrungen. Eine Möglichkeit zur Bestimmung der Quellpositionen bieten physikalische 
Markierungen im Bildbereich, deren Positionen exakt bestimmbar und unveränderlich sind 
[37]. Nachteilig bei diesem Ansatz für die ultraschnelle Röntgen-CT ist, dass diese Marker 
durch ihre Strahlschwächung das Signal-Rausch-Verhältnis mindern und Streustrahlungs-
artefakte erzeugen können. Weitere Möglichkeiten zur Quellpositionsbestimmung basieren auf 
videobasierten beziehungsweise radiographischen oder interferometrischen Messungen [38], 
[39]. Daneben existieren Algorithmen, die es ermöglichen, die Strahlbahn aus den Projektions-
daten beziehungsweise aus initial rekonstruierten Bildern extrahieren [40], [41]. Der große 
Vorteil dieser Verfahren ist, dass keine Veränderungen am CT-System oder zusätzliche Mess-
technik nötig sind. 
Zunächst wird untersucht, wie sich Veränderungen der Quellbahn beim ROFEX auswirken. 
Die kreisförmige Quellbahn lässt ich in der zweidimensionalen Messebene durch die Polar-
koordinaten Winkel 𝛽 und Radius 𝑅src beschreiben. Bei einer Bildfrequenz von 2000 fps wird 
pro Elektronenstrahlumlauf 500-mal abgetastet. Aufgrund des offenen Targets können dabei 
Projektionsdaten von 333 Quellpunkten für die Bildrekonstruktion genutzt werden. In einer 
Simulation werden die Quellpunkte auf drei verschiedene Weisen variiert: 
• Zufällige Änderung des Radius für jeden Quellpunkt mit maximaler Amplitude von 
1 mm bis 8 mm. 
• Zufällige Änderung des Winkels für jeden Quellpunkt mit maximaler Amplitude von 
1° bis 8°. 
• Sinusförmige Änderung des Winkels für jeden Quellpunkt mit maximaler Amplitude 
von 1° bis 8°. 
Die Variationen des Winkels erfolgen derart, dass die Quellpunktreihenfolge unverändert 
bleibt. Die ersten zwei Variationen würden ein „Springen“ des Elektronenstrahls bedeuten, 
wohingegen die dritte Variation einen realistischeren, kontinuierlichen Versatz der 
Quellpunktbahn simuliert. Mit diesen Variationen wird eine CT eines virtuellen Wasser-Luft-
Phantoms simuliert und mit gefilterter Rückprojektion rekonstruiert. In Abbildung 52 zeigt 
sich, dass der relative Bildfehler für den sinusförmigen Versatz des Winkelvektors am größten 
ist. Der Radius hat hingegen nur einen geringen Einfluss. Dies wird auch in Abbildung 53 
deutlich, die die rekonstruierten Bilder für die Variationen mit maximaler Amplitude von 8 mm 
beziehungsweise 8° zeigt. Die Unterschiede zwischen den rekonstruierten Bildern ohne und 
mit Variation des Radius sind sehr gering. Die zufällige Variation des Winkelvektors führt zu 
einem erhöhten Bildrauschen und Unschärfen, die die räumliche Auflösung des Bildes stark 
verringern. Der sinusförmige Versatz der Quellbahnwinkel hat ein Verschieben des Objektes 
im Bildraum und das Aufweiten von Objektkanten zur Folge. Letzteres verringert ebenfalls die 
räumliche Auflösung. 
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Um auf Basis der Bilddaten die reale Quellpunktbahn zu rekonstruieren, benötigt man Bild-
parameter, die bei Variationen der Quellpunktbahn mit dem Bildfehler korrelieren. In 
Abbildung 54 sind für die drei Variationen die Verläufe der Bildvarianz Var(𝛽), die 1-Norm 
des Bildgradienten ‖∇𝜇‖1 und die 2-Norm des Bildgradienten abgebildet ‖∇𝜇‖2. Kingston et 
al. [41] nutzten in ihrem Autofokus-Verfahren die 2-Norm des Bildgradienten als Kriterium für 
die Schärfe des Bildes. Die Diagramme zeigen, dass die Bildvarianz und 2-Norm im Gegensatz 
zur 1-Norm fast monoton mit Zunahme der Störungsamplitude abnehmen. Bei den Winkel-
variationen sinkt die Bildvarianz sogar streng monoton, womit sie als guter Grad für die Bild-
schärfe und damit auch für den Grad der Variation der Quellpunktbahn angesehen werden kann. 
Auf Basis dieser Untersuchungen wird ein iterativer Algorithmus zur Korrektur von 
Variationen der Quellpunktwinkel entwickelt. Die Vorgehensweise ist in Abbildung 55 
dargestellt. Für ein initial rekonstruiertes Bild wird die Bildvarianz ermittelt. Anschließend wird 
der Vektor mit den Quellpunktwinkeln variiert und es wird mit diesem erneut rekonstruiert. 
Abbildung 52. Relativer Fehler zwischen rekonstruierten Bildern mit und ohne Variation der Quellpunktbahn. 
Abbildung 53. Von links nach rechts: virtuelles Phantom, rekonstruiertes Bild ohne Variation, rekonstruiertes 
Bild bei zufälliger Variation des Radius um bis zu 8 mm , rekonstruiertes Bild bei zufälliger Variation der 
Quellpunktwinkel um bis zu 8°, rekonstruiertes Bild bei sinusförmiger Variation der Quellpunktwinkel um bis zu 
8°. 
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Parameter für die Strahlablenkung erlauben die implizite Berechnung der Quellpunktbahn, die 
ein deutlich schärferes Bild erzeugt (Abbildung 56, Mitte). Hier sind ebenfalls leichte 
Unschärfen im gleichen Bereich zu erkennen. Die Anwendung von 1000 Iterationen des 
Korrekturalgorithmus mit den äquidistant verteilten Quellpunktwinkeln als Ausgangs-
verteilung führt zu einem Bild, in dem keinerlei Unschärfen mehr zu erkennen sind. Die Bild-
varianzen für diese drei Fälle sind 0,1930  für die äquidistante Verteilung, 0,2027  bei 
Berücksichtigung der System-Geometrie und 0,2099 nach Anwendung der Korrektur. 
Da der Korrekturalgorithmus iterativ und nicht deterministisch ist, stellt sich die Frage nach der 
Konvergenz und Eindeutigkeit der Lösung. Dafür wurde der Iterationsprozess auf drei 
verschiedene Arten durchgeführt: 
• Iterationsvariante 1: 1000 Iterationen, wie oben beschrieben. 
• Iterationsvariante 2: Ein Quellpunktvektor wird 10-mal variiert und der Vektor, der die 
höchste Bildvarianz erzeugt, wird als Startpunkt für den nächsten Durchlauf genutzt. 
Diese Prozedur wird 100-mal wiederholt. 
• Iterationsvariante 3: Ein Quellpunktvektor wird 100-mal variiert und der Vektor, der die 
höchste Bildvarianz erzeugt, wird als Startpunkt für den nächsten Durchlauf genutzt. 
Diese Prozedur wird 10-mal wiederholt. 
Abbildung 56. Obere Reihe: Rekonstruierte Schnittbilder bei angenommener äquidistanter Verteilung der Quell-
punktwinkel (links), bei Berücksichtigung aller geometrischen Gegebenheiten (Mitte) und bei Anwendung des 
Korrekturalgorithmus (rechts). Untere Reihe: Bildausschnitt des gelb markierten Bereichs für alle drei Fälle. 
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Bei allen drei Varianten werden 1000 Bildrekonstruktionen durchgeführt. Der Verlauf der Bild-
varianzen für jeweils sieben Durchläufe ist in Abbildung 57 (links) dargestellt. Bei Iterations-
variante 1 werden Bildvarianzen erreicht, die sich nach etwa 400 Iterationen kaum noch ändern. 
Dieses Konvergenzverhalten tritt für Iterationsvariante 2 erst bei etwa 600 Iterationen auf. Bei 
der dritten Variante werden diese Bildvarianzen nicht innerhalb der 1000 Iterationen erreicht. 
Die Kurvenverläufe zeigen, dass der Algorithmus nicht gegen eine eindeutige Lösung 
konvergiert. In Abbildung 57 (rechts) ist die Winkeldifferenz zwischen den berechneten Quell-
punktvektoren und der äquidistanten Verteilung nach 1000 Iterationen dargestellt. Für die 
Iterationsvarianten 1 und 2 liegen die Winkeldifferenzen zwischen den Lösungen in 19 von 20 
Fällen bei maximal 0,5°, was auf der Quellpunktbahn einer Ortsdifferenz von etwa 1,8 mm 
entspricht. Diejenigen Durchläufe, die eine Bildvarianz von 0,2099  erzeugen, führen zu 
Differenzen zwischen den Quellpunktvektoren von unter 0,05 mm. 
Zusammenfassend kann festgestellt werden, dass eine Ermittlung der Quellpositionen anhand 
von Bilddaten möglich ist. Bei Anwendung der gefilterten Rückprojektion auf Projektionsdaten 
der ultraschnellen Röntgen-CT ist die Bildvarianz für Korrektur ein besseres Bildschärfe-
Kriterium als Gradienten-basierte Normen. Eine zufällige Variation der Winkelpositionen der 
Quellpunkte führt zu schärferen Bildern, wenngleich eine Ermittlung des korrekten Quellpunkt-
vektors nicht gesichert ist. Beginnend mit einer äquidistanten Verteilung ist es aber 
wahrscheinlich, dass bei mehreren Durchläufen mit jeweils 500 Iterationen die korrekte Strahl-
bahn gefunden wird. Dieser Prozess kann beschleunigt werden, wenn als Initialvektor, statt der 
äquidistanten Verteilung, Quellpositionen verwendet werden, die aus vergangenen Messungen 
bekannt sind. 
Abbildung 57. Links: Bildvarianz über Iterationen für jeweils 20 Durchläufe der Iterationsvarianten 1 (rot), 2 
(schwarz) und 3 (blau). Rechts: Punktweise Winkeldifferenz zwischen den Quellpunktvektoren nach 1000 
Iterationen und der äquidistanten Verteilung. 
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6 Zusammenfassung und Ausblick 
Radiometrische Messverfahren ermöglichen die Bestimmung von gemittelten wie auch zeitlich 
und räumlich aufgelösten Phasenanteilen von Zweiphasenströmungen. Die bestimmten Phasen-
anteile können durch systematische Fehler und stochastische Abweichungen verfälscht werden. 
Im Fall von zeitgemittelter Densitometrie und CT führt die dynamische Verzerrung bei 
geringen Photonenzählraten zur Überschätzung von Gasgehalten in Gas-Flüssigkeits-
Strömungen. In dieser Arbeit wurde das Verfahren des korrekten Mittelns entwickelt, das in 
der Lage ist, diesen systematischen Fehler ohne a-priori-Wissen zu korrigieren. Das zu lösende 
inverse Problem kann durch sehr kleine lineare Gleichungssysteme mit Rang 7 approximiert 
werden. Als geeignetster Löser erwies sich hierfür, unabhängig vom Strömungsszenario, das 
CGNE-Verfahren mit dem L-Kurven-Kriterium als Regularisierung. Der verbleibende Fehler 
für den zu bestimmenden mittleren Schwächungswert liegt im Bereich der stochastischen 
Unsicherheit der Photonenzählraten und damit unterhalb der Fehler anderer Korrektur-
verfahren. Für verschiedene virtuelle Strömungsszenarien wurden die Parameterbereiche 
ermittelt, in denen durch das Verfahren des korrekten Mittelns genauere Mittelwerte erzielt 
werden als durch die konventionelle Mittelung. Das Verfahren des korrekten Mittelns wurde 
anhand von realen densitometrischen und tomographischen Messungen unter Einbeziehung der 
Dunkelzählrate validiert, bei denen die dynamische Verzerrung von 14,8 %  auf 0,3 % 
bezüglich des Phasenkontrastes reduziert werden konnte. Der größte Ansatzpunkt für eine 
weitere Verbesserung ist der Einbau von a-priori-Wissen über die Wahrscheinlichkeit des 
Auftretens von Strömungsformen in das stochastische Modell, so wie bereits die Dunkel-
zählrate berücksichtigt werden kann. Dies könnte die schlechte Kondition des Gleichungs-
systems verringern. Weiterhin ermöglicht der Ansatz für das Verfahren des korrekten Mittelns 
bei geringen Photonenzählraten, jedem einzelnen Messwert einen Schwächungswert unter 
Berücksichtigung der Dunkelzählrate zuzuordnen, was bei alleiniger Anwendung des 
exponentiellen Schwächungsgesetzes nicht möglich ist. 
Eine weitere Anwendung des Ansatzes für das Verfahren des korrekten Mittelns ist die Nutzung 
der berechneten Wahrscheinlichkeitsdichte der Schwächungswerte für die Identifikation von 
Strömungsregimen auf Basis einer Fuzzy-Logik. Hierzu wurden anhand von generischen Test-
daten Simulationen durchgeführt. Es zeigte sich, dass eine Klassifizierung anhand des Mittel-
wertes und der Varianz der Wahrscheinlichkeitsdichte möglich ist. Die Anzahl der 
Klassifizierungsfehler sinkt dabei kontinuierlich mit besser werdender Photonenstatistik. Für 
einen kommerziellen Durchflussmesser zur Untersuchung von Gas-Wasser-Strömungen in 
einem vertikalen Rohr mit 50 mm Innendruchmesser sind damit Klassifizierungsfehler unter-
halb von 1 % bei einer Messzeit von 10 s möglich. 
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Bei der Untersuchung von Zweiphasenströmungen mithilfe der ultraschnellen Röntgen-CT ist 
das Cupping, das zu einer Unterschätzung der Flüssigphase zur Objektmitte hin führt, das 
dominierende Bildartefakt. Es kann sowohl durch die Strahlaufhärtung als auch durch 
Streustrahlung hervorgerufen werden. Das durch die Strahlaufhärtung hervorgerufene Artefakt 
kann Gas-Flüssigkeits-Strömungen bereits durch eine Normierung der Messdaten mit 
Referenzmessungen auf die Hälfte reduziert werden. Weitere Reduzierungen können durch 
Vorwärtssimulationen der Strahlschwächung auf Basis initial rekonstruierter Bilder erfolgen. 
Das ausgeprägteste Cupping wird im ROFEX durch die Streustrahlung außerhalb der Mess-
ebene erzeugt. In dem untersuchten Beispiel eines mit Wasser befüllten Rohres mit einem 
Innendurchmesser von 100 mm  reduzierte der eingesetzte Kollimator zur teilweisen 
Abschirmung der axialen Streustrahlung das Cupping von 11,9 % auf 5,4 %. Eine weitere 
Reduzierung auf 3,6 % konnte durch eine strahlwegbasierte Vorwärtssimulation der einfach 
gestreuten Strahlung innerhalb der Messebene erreicht werden. Der angewandte Korrektur-
algorithmus ist parallelisierbar, sodass auch rechenintensive Simulationen der kompletten 
axialen Streustrahlung denkbar sind, insbesondere dann, wenn konstruktionsbedingt der Einsatz 
eines Kollimators nicht möglich ist. 
Bildartefakte können bei der ultraschnellen Röntgen-CT auch durch eine von äußeren 
Einflüssen gestörte Ablenkung des Elektronenstrahls entstehen. Die dadurch für die Bild-
rekonstruktion unbekannten Quellpunktpositionen führen zu Unschärfen und Doppelkanten. 
Dabei haben die Winkelpositionen der Quellpunkte einen deutlich stärkeren Einfluss als die 
Radien. Es wurde ein stochastischer Algorithmus entwickelt, der lediglich auf Basis der Bild-
daten die realen Quellpunktpositionen anhand der Bildvarianz iterativ schätzt und Artefakte 
erheblich reduzieren kann. Hier sollten weitere Entwicklungen in die effektive 
Systematisierung der Quellpunktvariationen untersucht werden. Eine andere Möglichkeit wäre 
der Einbau der Bildvarianz als Regularisierungsterm in algebraische Rekonstruktionsverfahren. 
Dabei wäre die Änderung der Koeffizienten der Systemmatrix nötig, was die Bild-
rekonstruktion zu einem Optimierungsproblem abwandeln würde. 
Mit den hier vorgestellten und entwickelten Verfahren konnten die systematischen Fehler und 
stochastischen Abweichungen bei der Parameterbestimmung, die bei der Anwendung von 
Standard-Analyseverfahren auftreten, entweder signifikant verringert oder vollständig 
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Die hier enthaltenen Abbildungen zeigen die Resultate der numerischen Untersuchungen in 
Abschnitten 3.5 und 3.6 für die virtuellen Strömungsszenarien 1 bis 8. In den jeweiligen 
Abschnitten sind die Diagramme für Szenario 2 enthalten. Die Diagramme zeigen die 
Abweichungen 𝑑?̅? zwischen exakten und berechneten Mittelwerten in Abhängigkeit der unter-








Abbildung 58. Anhang zu Abbildung 13. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit von der Diskretisierung des Schwächungswerte-
spektrums 𝑀  für 〈𝑁0〉 = 5, 𝐴max = 1, 𝑛 = 10.000 und 𝐿 = 50. Der graugefärbte Bereich STD entspricht der 




Abbildung 59. Anhang zu Abbildung 14. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit von der Referenz-Photonenanzahl 〈𝑁0〉 für 𝑀 = 7, 
𝐴max =  1 , 𝑛 = 10.000  und 𝐿 = 50.  Der graugefärbte Bereich STD entspricht der einseitigen Standard-




Abbildung 60. Anhang zu Abbildung 15. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit vom maximalen Schwächungswert 𝐴max für 𝑀 = 7, 
〈𝑁0〉 = 5, 𝑛 = 10.000 und 𝐿 = 50. Der graugefärbte Bereich STD entspricht der einseitigen Standardabweichung 




Abbildung 61. Anhang zu Abbildung 16. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit von der Messintervallanzahl 𝑛 für 𝑀 = 7, 〈𝑁0〉 = 5, 
𝐴max = 1 und 𝐿 = 50. Der graugefärbte Bereich STD entspricht der einseitigen Standardabweichung für CGNE-
LCUR. Die obere Kante des dunkelgrauen Bereichs „stochastisch“ entspricht dem Kurvenverlauf aus 





Abbildung 62. Anhang zu Abbildung 17. Abweichung zwischen exaktem und durch CAM berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit von der Referenz-Photonenanzahl 〈𝑁0〉  für 






Abbildung 63. Anhang zu Abbildung 18. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit von der Referenz-Photonenanzahl 〈𝑁0〉. STD stellt 






Abbildung 64. Anhang zu Abbildung 19. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit vom maximalen Schwächungswert 𝐴max. STD stellt 






Abbildung 65. Anhang zu Abbildung 20. Abweichung zwischen exaktem und berechnetem mittleren 
Schwächungswert für die Szenarien 1 bis 8 in Abhängigkeit von der Messintervallanzahl 𝑛 . STD stellt die 
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