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Di dalam Industri kelapa sawit terdapat sekumpulan informasi yang dapat digali dan dikembangkan 
demi kemajuan industri tersebut dengan menggunakan metode Data Mining.  Data mining 
dikelompokkan dalam dua kategori, yakni supervised dan unsupervised. Algoritma k-Nearest 
Neighbor (k-NN) adalah suatu metode yang menggunakan algoritma supervised, dimana hasil dari 
sampel uji yang baru diklasifikasikan berdasarkan mayoritas dari kategori pada k-NN. Penelitian ini 
dilakukan untuk  mengkaji tentang Algoritma k-NN dan kemudian mengaplikasikan Algoritma k-NN 
dalam klasifikasi data. Data yang digunakan adalah data hasil produksi kelapa sawit (Tonase) dari 
50 kelompok tani pada periode Juli-Desember 2011 pada PT. MINAMAS Kabupaten Sanggau. Nilai k 
yang digunakan adalah k=1, k=3, k=5 dan k=7. Berdasarkan hasil penelitian data terklasifikasi 
dalam 6 cluster berdasarkan kemiripan hasil produksi dari 50 kelompok tani yang ada di KUD. 
HIMADO. Hasil produksi yang dominan adalah produksi dari kelompok tani kelapa sawit yang 
terletak pada C1 dengan 17 anggota dengan persentase 34% yaitu kelompok 1, 2, 33, 34, 38, 39, 40, 
41, 42, 43, 44, 45, 46, 47, 48, 49,50 untuk nilai k=7. 
 




     Indonesia adalah salah satu penghasil minyak kelapa sawit terbesar di dunia. Daerah 
penyebaran industri kelapa sawit di Indonesia meliputi Sumatra, Kalimantan, Sulawesi dan 
sekitarnya. Industri perkebunan kelapa sawit berkembang pesat di wilayah Kalimantan Barat. 
Luasnya lahan di Kalimantan Barat menjadi modal utama bagi perkembangan industri kelapa 
sawit. Hal ini dapat dilihat melalui data yang dikeluarkan Direktorat Pengembangan Potensi 
Daerah BKPM pada tahun 2012 yang menunjukkan bahwa luas lahan yang sudah digunakan di 
Kalimantan Barat untuk industri kelapa sawit yaitu 530.575 (Ha) dengan status lahan terdiri dari 
Perkebunan Rakyat :189,255 Ha, Perkebunan Negara :42,072, Perkebunan Swasta : 299,248 Ha. 
     Dalam penelitian ini, dilakukan upaya pengolahan data hasil produksi kelapa sawit dengan 
menggunakan  salah satu metode data mining, yakni dengan menggunakan metode  k-NN. 
Permasalahan yang dikaji dalam penelitian ini adalah bagaimana mengklasifikasikan data hasil 
produksi kelapa sawit pada PT. MINAMAS dengan menggunakan Algoritma k-NN.  
     Beberapa penelitian tentang algoritma k-NN  telah dilakukan oleh beberapa peneliti. Pernah 
dilakukan penelitian pengelompokkan dokumen berbahasa Indonesia dengan menggunakan 
algoritma k-NN [1]. Pengklasifikasian pada citra tekstur menggunakan k-NN berdasarkan 
ekstraksi ciri metode matriks kookurensi juga pernah dilakukan [2]. International Conference 
on Data Mining (ICDM) mencantumkan Algoritma k-NN sebagai salah satu algoritma terbaik 
dalam Top10 algorithms in data mining. Algoritma-algoritma tersebut antara lain C4.5, k-
Means, SVM, Apriori, EM, PageRank, AdaBoost, k-NN, Naive Bayes, and CART [3]. 
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Penelitian ini dilakukan untuk  mengkaji tentang Algoritma k-NN dan kemudian mengaplikasikan 
Algoritma k-NN dalam klasifikasi data. Data yang digunakan adalah data sekunder berupa data jumlah 
hasil produksi dalam Ton (Tonase) dari 50 kelompok tani pada periode   Juli-Desember 2011 pada PT. 
MINAMAS yang diperoleh dari Koperasi Unit Desa HIMADO Kecamatan Parindu Kabupaten 
Sanggau. Perhitungan nilai jarak menggunakan jarak Euclidean (Euclidean Distance). 
     Nilai k yang digunakan yakni k=1, k=3, k=5 dan k=7. Sebelum perhitungan dengan k=1 dilakukan, 
ditentukan data training dan data testing, pada penelitian ini ditententukan sebanyak 70% data 
training dan 30% utuk data testing [4]. Kemudian dilakukan penentuan cluster awal dari data training 
berdasarkan kelas interval. Sedangkan cluster pada data testing ditentukan berdasarkan pengujian 
dengan k=3, k=5 dan k=7. Proses selanjutnya adalah perhitungan nilai persentase anggota cluster  yang 
diperoleh dari proses pengujian data untuk nilai k=3, k=5 dan k=7. 
 
KLASIFIKASI DATA DENGAN ALGORITMA k-NN  
     Klasifikasi merupakan proses untuk menemukan model atau fungsi yang menjelaskan atau 
membedakan konsep atau kelas data, dengan tujuan untuk dapat memperkirakan kelas dari suatu objek 
yang labelnya tidak diketahui. Model itu sendiri bisa berupa aturan “jika-maka”, berupa decision tree, 
formula matematis atau neural network.  Metode-metode klasifikasi  antara lain  C4.5, RainForest, 
Naïve Bayesian, neural network, genetic algorithm, fuzzy, case-based reasoning, dan k-Nearest 
Neighbor [2], [5]. 
     Algoritma k-NN adalah suatu  metode yang menggunakan algoritma supervised [3], [5], [6], [8], 
[9]. Perbedaan antara supervised learning dengan unsupervised learning adalah pada supervised 
learning bertujuan untuk menemukan pola baru dalam data dengan menghubungkan pola data yang 
sudah ada  dengan data yang baru. Sedangkan pada unsupervised learning, data belum memiliki pola 
apapun, dan tujuan unsupervised learning untuk menemukan pola dalam sebuah data[3], [5], [6], [8]. 
Tujuan dari algoritma k-NN adalah untuk mengklasifikasi objek baru berdasarkan atribut dan training 
samples [5], [6]. Dimana hasil dari sampel uji yang baru diklasifikasikan berdasarkan mayoritas dari 
kategori pada k-NN. Pada proses pengklasifikasian, algoritma ini tidak menggunakan model apapun 
untuk dicocokkan dan hanya berdasarkan pada memori. Algoritma k-NN menggunakan klasifikasi 
ketetanggaan sebagai nilai prediksi dari sampel  uji yang baru [3], [5], [6]. Jarak yang digunakan 
adalah jarak Euclidean Distance. Jarak Euclidean adalah jarak yang paling umum digunakan pada data 
numerik [7].  Euclidean distance didefinisikan sebagai berikut [6] : 
 
                                              
 
                         (1) 
 Keterangan  : 
d(xi,xj )  : Jarak Euclidean (Eucledean Distance). 
 (xi)  : record ke- i 
(xj)  : record ke- j 
     : data ke-r 
i,j  :1,2,3,…n 
 
     Algoritma k-NN adalah algoritma yang menentukan nilai jarak pada pengujian data testing dengan 
data training berdasarkan nilai terkecil dari nilai ketetanggaan terdekat [7] didefinisikan sebagi 
berikut: 
                                                                           (2) 
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    Berikut adalah data hasil produksi 50 kelompok tani kelapa sawit pada PT. MINAMAS periode 
Juli-Desember 2011 yang terletak di Kecamatan Parindu Kabupaten Sanggau. 
Tabel 1. Data Hasil Produksi (Tonase) Pada KUD. HIMADO 
Periode Juli 2011-Desember2011 
Sumber : KUD. HIMADO Kec. Parindu 
     Data hasil produksi dari kelompok tani yang berjumlah 50 record akan dibagi ke dalam data 
training dan data testing. Pembagian dilakukan dengan persentase, yaitu 70 % pada data training dan 
30% pada data testing [4]. Nilai persentase tersebut juga dapat disesuaikan dengan record data. 
Setelah dilakukan proses pembagian data tersebut maka diperoleh 36 record data pada data training 
dan 14 record data pada data testing. Berdasarkan pembagian tersebut maka nilai r1, r2, r3,..., r36 terletak 
pada data training dan r37, r38,..., r50 terletak pada data testing. Langkah selanjutnya adalah dengan 
menghitung jarak Euclidean pada data training dengan menggunakan rumus Euclidean Distance 
dengan nilai k=1. Hasil perhitungan ini berpengaruh pada penempatan setiap data pada cluster-cluster 
yang di bentuk. Seluruh hasil perhitungan jarak Euclidean dengan k=1 ditunjukkan pada Tabel 2.  
    Setelah nilai jarak Euclidean pada data training diketahui, maka dapat ditentukan cluster-cluster 
pada data training berdasarkan kedekatan nilai-nilai yang dihasilkan dari perhitungan jarak Euclidean 
tersebut. Banyaknya jumlah cluster ditentukan berdasarkan rumus H. A. Sturges. Dengan 
menggunakan rumus H. A. Sturges maka cluster yang di bentuk adalah sebanyak 6 cluster.  
Adapun cluster-cluster tersebut adalah sebagai berikut : 
C1 = nilai dengan rentang jarak Euclidean  d < 13,5 
C2 = nilai dengan rentang jarak Euclidean 13,5 ≤ d < 27 
Kel. 
Jumlah Produksi (Tonase)  
Kel. 
Jumlah Produksi (Tonase) 
Juli Ags Sep Okt Nov Des Juli Ags Sep Okt Nov Des 
1 23 22 23 26 24 22 26 25 19 23 25 25 30 
2 17 23 25 31 45 36 27 21 21 25 18 24 23 
3 19 20 19 23 25 20 28 24 27 29 31 29 31 
4 23 33 36 31 38 30 29 15 14 14 14 22 23 
5 25 34 28 40 35 25 30 14 16 21 15 30 24 
6 20 22 21 26 30 27 31 27 25 18 19 20 17 
7 21 26 30 39 38 36 32 10 11 10 11 16 14 
8 18 15 16 22 23 20 33 15 18 23 24 23 17 
9 28 28 27 34 52 46 34 15 16 19 21 22 15 
10 18 24 25 31 32 30 35 16 18 17 23 24 19 
11 21 27 30 29 26 18 36 26 24 25 32 37 36 
12 12 17 15 17 25 19 37 34 36 36 30 39 32 
13 14 16 16 20 27 21 38 16 24 28 27 28 26 
14 22 31 30 32 37 24 39 11 12 11 14 15 10 
15 57 57 58 84 96 64 40 19 20 15 19 22 19 
16 31 32 33 41 39 41 41 15 11 13 13 17 13 
17 24 16 18 17 15 17 42 15 22 25 16 28 21 
18 47 45 54 52 48 51 43 9 11 12 15 16 11 
19 31 33 29 29 28 25 44 18 16 13 12 13 10 
20 30 28 37 41 47 34 45 21 22 19 20 23 20 
21 31 35 34 45 40 34 46 7 8 9 10 13 9 
22 29 28 27 30 31 34 47 29 25 17 19 22 21 
23 23 23 20 27 22 25 48 14 15 17 20 22 16 
24 26 29 32 39 41 36 49 9 9 10 13 15 12 
25 31 24 34 24 46 44 50 8 7 8 9 11 7 
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C3  = nilai dengan rentang jarak Euclidean 27,0 ≤ d < 40,5 
C4 = nilai dengan rentang jarak Euclidean 40,5 ≤ d < 54 
C5  = nilai dengan rentang jarak Euclidean 54,0 ≤ d < 67,5 
C6  = nilai dengan rentang jarak Euclidean 67,5 ≤ d < 81 
     Peletakkan anggota cluster didasarkan pada besaran nilai jarak Euclidean pada setiap record pada 
data training. Penentuan Cluster-cluster mengacu pada nilai rentang dari cluster-cluster tersebut. 
Apabila nilai jarak Euclidean suatu record berada di dalam salah satu rentang yang telah diketahui, 
maka record tersebut akan diletakkan pada cluster yang bersangkutan. Berdasarkan hasil perhitungan  
maka cluster-cluster  pada data training ditunjukkan pada Tabel 2. 
Tabel 2. Cluster Data Training 
Record Nilai Cluster Record Nilai Cluster 
d(1,2) 15,36 C1 d(19,20) 26,00 C2 
d(3,4) 28,40 C3 d(21,22) 20,19 C2 
d(5,6) 21,04 C2 d(23,24) 28,37 C3 
d(7,8) 33,11 C3 d(25,26) 31,93 C3 
d(9,10) 28,01 C3 d(27,28) 18,62 C2 
d(11,12) 23,49 C2 d(29,30) 14,79 C2 
d(13,14) 27,16 C3 d(31,32) 25,25 C2 
d(15,16) 86,92 C6 d(33,34) 5,83 C1 
d(17,18) 79,89 C6 d(35,36) 27,18 C3 
   
     Setelah penempatan cluster-cluster  pada data training selesai, selanjutnya dilakukan pengujian 
data dengan menggunakan data testing. Nilai k yang digunakan adalah k=3, k=5 dan k=7. Kemudian 
dihitung jarak data testing yang terdekat dengan data training  dengan menggunakan rumus Euclidean 
distance. Untuk proses penentuan letak cluster dari data testing tersebut,  ditentukan menurut 
kedekatan nilai jarak euclideannya.  Hal ini diperoleh berdasarkan nilai minimum diantara nilai hasil 
pengujian dari data-data testing tersebut [7]. Dari hasil perhitungan data testing dengan k=3, k=5 dan 
k=7 diperoleh letak kelas pada data testing yang ditunjukkan pada Tabel 3. 












Record Nilai Cluster 
k = 3 k = 5 k = 7 k = 3 k = 5 k = 7 
r37 16,52 16,52 16,52 C2 C2 C2 
r38 15,43 13,30 13,30 C2 C1 C1 
r39 32,97 15,46 12,21 C3 C2 C1 
r40 13,53 6,08 6,08 C2 C1 C1 
r41 5,92 5,92 5,92 C1 C1 C1 
r42 13,19 12,65 12,45 C1 C1 C1 
r43 6,78 3 3 C1 C1 C1 
r44 7,75 7,75 7,75 C1 C1 C1 
r45 13,93 5 5 C2 C1 C1 
r46 7,75 7,75 7,55 C1 C1 C1 
r47 8,94 8,94 8,94 C1 C1 C1 
r48 10,91 12,33 10,77 C1 C1 C1 
r49 5,29 5,29 3,74 C1 C1 C1 
r50 8,12 3,46 3,46 C1 C1 C1 
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     Menurut Tabel 3, dapat dilihat adanya perubahan pada keanggotaan cluster-cluster. Pada k=5, r38 
dan r45 berpindah dari C2 ke C1. Untuk r39 berpindah dari C3 ke C2. Sedangkan pada k=7, r39 berpindah 
dari C2 ke C1. Hasil klasifikasi yang digunakan adalah hasil klasifikasi dengan nilai k=7. Hal ini 
dikarenakan kecendurangan data testing yang bergerak pada cluster dengan nilai Euclidean distance 
terendah yaitu C1. Dari seluruh hasil perhitungan pada data training dan data testing, maka seluruh 
record telah terklasifikasi ke dalam clusternya masing-masing. Hasil rekapitulasi cluster data dan 
keanggotaannya  ditunjukkan pada Tabel 4. 
Tabel 4.  Rekapitulasi Hasil Cluster 
k=3 k=5 k=7 


























C4 - C4 - C4 - 
C5 - C5 - C5 - 
C6 15,16,17,18 C6 15,16,17,18 C6 15,16,17,18 
     
     Menurut Tabel 4, hasil klasifikasi untuk k=3 pada cluster pertama (C1) beranggotakan 13 record 
kelompok tani dengan persentase keanggotaan 26%. Pada cluster kedua (C2) beranggotakan 18 record 
kelompok tani dengan persentase keanggotaan 36%. Pada cluster ketiga (C3) beranggotakan 15 record 
kelompom tani dengan persentase keanggotaan 30%. Sedangkan pada cluster keempat (C4) dan kelima 
(C5) tidak memiliki anggota cluster, maka persentase keanggotaannya 0%. Sedangkan pada cluster 
keenam (C6) beranggotakan 4 record kelompok tani dengan persentase keanggotaan 8%. Hasil 
klasifikasi  untuk k=5 pada cluster pertama (C1) beranggotakan 16 record kelompok tani dengan 
persentase keanggotaan 32%. Pada cluster kedua (C2) beranggotakan 16 record kelompok tani dengan 
persentase 32%. Pada cluster ketiga (C3) beranggotakan 14 record kelompok tani dengan persentase 
keanggotaan 28%. Sedangkan pada cluster keempat (C4) dan kelima (C5) tidak memiliki anggota 
cluster, maka persentase keanggotaannya adalah 0%. Sedangkan pada cluster keenam  (C6) 
beranggotaan 4 record kelompok tani dengan persentase keanggotaan 8%. Hasil klasifikasi untuk k=7 
pada cluster pertama (C1) beranggotakan  17 record kelompok tani dengan persentase keanggotaan 
34%. Pada cluster kedua (C2) beranggotakan 15 record kelompok tani dengan persentase keanggotaan 
30%. Pada cluster ketiga  (C3) beranggotakan  14 record kelompok tani dengan persentase 
keanggotaan 28%. Sedangkan pada cluster keempat (C4) dan kelima (C5) tidak memiliki anggota, 
maka persentase keanggotaannya 0%. Pada cluster keenam beranggotakan 4 record kelompok tani 
dengan persentase keanggotaan 8%. 
 
PENUTUP 
     Algoritma k-NN dapat digunakan dalam klasifikasi data Hasil Produksi Kelapa Sawit pada PT. 
Minamas Kec. Parindu. Berdasarkan hasil penelitian, data diklasifikasikan ke dalam 6 cluster.  
Berdasarkan hasil penelitian dapat dilihat kemiripan hasil produksi dari 50 kelompok tani yang ada di 
KUD. HIMADO. Nilai k yang di gunakan sebagai hasil pengamatan adalah k=7, karena untuk jarak
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 minimum pada C1 memiliki persentase yang lebih besar yaitu  34%. Pada penelitian ini hasil produksi 
yang dominan adalah produksi dari kelompok tani kelapa sawit yang terletak pada C1. Dengan 
keanggotaan kelompok tani yaitu kelompok 1, 2, 33, 34, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 
49,50. 
     Dari penelitian ini diketahui hubungan kemiripan hasil produksi antar kelompok tani, Dengan 
demikian dapat diperkirakan hasil produksi kelapa sawit  dimasa mendatang, berkisar pada hubungan  
kesamaan hasil produksi antar kelompok-kelompok tani berdasarkan cluster-clusternya masing-
masing. Dengan demikian dapat diselidiki akibat-akibat dari perbedaan yang mencolok dari hasil 
produksi (tonase) kelompok-kelompok tani yang ada pada Cluster tersebut dengan melakukan 
perbandingan hasil produksi kelompok-kelompok tani berdasarkan keanggotan clusternya masing-
masing. Hal ini tentunya berguna bagi peningkatan hasil produksi (tonase) kelompok-kelompok tani 
dimasa yang akan datang. 
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