SUMMARY P2P DHT (Peer-to-Peer Distributed Hash Table) is one of typical techniques for realizing an efficient management of shared resources distributed over a network and a keyword search over such networks in a fully distributed manner. In this paper, we propose a new method for supporting conjunctive queries in P2P DHT. The basic idea of the proposed technique is to share a global information on past trials by conducting a local caching of search results for conjunctive queries and by registering the fact to the global DHT. Such a result caching is expected to significantly reduce the amount of transmitted data compared with conventional schemes. The effect of the proposed method is experimentally evaluated by simulation. The result of experiments indicates that by using the proposed method, the amount of returned data is reduced by 60% compared with conventional P2P DHT which does not support conjunctive queries. key words: P2P DHT, conjunctive query, result cache
Introduction
An explosive spread of the information technology rapidly increases the number of users who acquire various information and resources distributed over the network. Such an increase of the number of users significantly enlarges data flows over the network, which severely concentrates the load of specific servers under conventional client/server (C/S) systems, with respect to the data storage to store the contents of shared objects and the CPU time for processing queries issued by the clients. As a means to overcome such serious situations, peer-to-peer systems (P2P) attention in recent years [1] , [8] .
P2P is a distributed system consisting of several computers called nodes or peers, which can communicate with each other through an underlying interconnection network. In P2P, contents of objects are distributed over the network, and managed by each peer participating in the system in a distributed manner. Hence, before accessing an object in P2P, each peer must learn about the name of peers who manages the contents of the object. Previous schemes to realize such an indexing to the objects could be classified into the following three types: hybrid type, flooding type, and P2P distributed hash table (P2P DHT).
In the hybrid type, all indexes are maintained by a centralized server called index server. Thus, each peer can easily acquire the index of the requested object by simply referring to the index server [10] , while it does not resolve the problem of overloading of specific servers in C/S systems. In the flooding type, the search of an object is realized by flooding a query message over an overlay network; i.e., upon receiving a query from an adjacent peer in the overlay; it notifies the search result to the originator of the query if it holds a matching object, and otherwise, it forwards a copy of the query to the other adjacent peers. The number of hops taken by a query is generally bounded by an appropriate value in order to prevent an unnecessary increase of the message traffic. Examples of the flooding type P2P include Gnutella [7] and Freenet , [5] . In contrast to the above two types, in P2P DHT, indexes to objects are stored in a logical space constructed over an overlay network, and the forwarding of query is systematically controlled to prevent an increase in the message traffic (a detailed explanation of P2P DHT will be given in the next section). Examples of P2P DHT include Chord [14] , CAN (Content-Addressable Network) [11] , Pastry [13] , and Tapestry [15] .
As will be described later, in P2P DHT, objects managed by the system are identified by an identifier (ID) given to the objects. Thus, we could surely obtain the contents of an object if we accurately specified the ID of the object. Although an ID may be the file name of the object, we can associate several keywords to each object as ID's, and use them to realize a keyword search (in the literature, such method is referred to as the reversed DHT [12] ), and in the following, we will focus our attention to P2P DHT supporting keyword search which is one of general applications for P2P DHTs. The main goal of our research is to realize an advanced keyword search engine for distributed resources (e.g., WWW resources) in a P2P fashion. A critical problem in realizing keyword search in an efficient manner is how to bound the number of objects matching the given keyword. The number of matching objects seriously increases as the number of peers participating in the system grows, which will make it difficult to find target objects that we're looking for. This problem could be (partially) solved by executing a conditional search such as the processing of conjunctive queries consisting of several keywords because the search result can be narrowed down by specifying multiple keywords. The technique for supporting such conjunctive queries is indispensable in keyword search systems and it has been normally supported in existing WWW search engines. Unfortunately however, most conventional P2P DHT approaches do not support conjunctive (or con- support conjunctive queries in P2P DHT. The basic idea of the method is to extend the original DHT in such a way that it keeps the index of peers who cache the result of conjunctive queries. Furthermore, we introduce the following two key techniques to increase the efficiency of the caching scheme:
• We will limit the maximum conjunction length in order to increase the memory utilization ratio. • We will introduce the notion of index navigator to urge the sharing of cached information.
In the following, we explain the above two points in detail.
Maximum Conjunction Length
In the proposed scheme, we limit the maximum number of keywords contained in the cached conjunction, where the maximum value is referred to as the maximum conjunction length and is denoted by symbol L in what follows. By setting up the maximum conjunction length appropriately, we could increase the efficiency of memory utilization without reducing the hit ratio to the cache (the effect of such improvement will be experimentally evaluated in Sect. 4).
In the scheme, a conjunctive query consisting of several keywords is processed as follows: If the length of the query is smaller than or equal to L, it should try to acquire the cached result for the whole query, since it should be cached in the system if the same query has already been issued, and the cached result has not been expired. On the other hand, if the length of the given query is greater than L, we have to partition it into small fragments with length at most L, and integrate search results for those fragments since the result for the whole query is not cached on the system. Thus, in the proposed scheme, we will take an approach to cache the (partial) result corresponding to a part of given query if necessary, i.e., the target of caching is not restricted to the result for the whole queries issued by the peers.
Index Navigator
In the proposed scheme, we introduce a navigation mechanism to support such a partition of the given query into small fragments in an appropriate manner, and to support the processing of those partial queries. In this paper, we call this mechanism index navigator. The objective of index navigator is to provide an indicator to show the way of partitioning the given query to obtain a requested answer to the whole query as quickly as possible.
More concretely, we extend the index stored in the hash table in the following manner: First, for each conjunction p registered in the hash table, we store a list of conjunctions cached on the system that include p as a subset, in addition to the index about the peer holding the result cache for C(p).
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We then evaluate the impact by increasing the locality of queries to 90%. Figure  4 illustrates the result. From Fig. 4 (a) compared to the case of L=2 and L=10.
The above results could be summarized as follows: by using result cache, the number of returned indexes reduces compared with NR, and the amount of reduction increases as increasing L. For example, the amount of reduction is 80% when L=10.
On the other hand, the number of messages increases as increasing L compared with NR. Thus, in order to attain a sufficient performance in RC, we have to select the value of L appropriately depending on the cache size and the average query length.
Effect of Index Navigator
Finally, we evaluate the effect of the index navigator. In the following, we refer to the proposed scheme with index navigator as IN. The result is shown in Table 1(for comparison,  the table includes the result for NR, RC, and RC+IN).
As shown in the table, IN reduces the number of returned indexes and the number of messages. It is because of the effect of navigation mechanism which navigates the requester to issue an appropriate partial queries that makes possible to obtain the final search result quickly. In fact, by Table 1 Comparison of three methods.
using IN, the utilization of cache increases, which reduces the number of returned indexes by 14 to 20%, and the number of messages by 9 to 23%.
Related Work
This section surveys conventional techniques to realize efficient keyword search in P2P DHT. An extension of the hash function to the function from the set of keywords to the hash table was originally proposed by Vahdat [12] . This method is referred to as the reversed DHT method in the literature. In the reversed DHT, each keyword associated with objects are mapped to a point in the hash table by an appropriate hash function, and a list of indexes associated with the keyword is stored at the calculated point. Thus, each user can acquire the index of objects associated with a keyword by applying hash function to the keyword, and by sending a query message to the calculated point. Note that P2P DHT considered in this paper is based on the revered DHT as was described in Sect. 2.
Bhattacharjee proposed a data structure called view tree to support an efficient processing of conjunctive queries in P2P DHT [2] . View tree realizes a result cache on P2P DHT, and efficiently supports the processing of conjunctive queries by maintaining cached conjunctions in a treestructured overlay network in a hierarchical manner. Each vertex in the tree keeps the search result for a conjunctive query similar to our proposed method. The tree is maintained in such a way that the parent vertex corresponds to a conjunction that is a prefix of the conjunction corresponding to a child vertex. When a conjunctive query is submitted to a view tree, it first examines if the result for the query is cached in the tree by conducting a tree traversal in a depth first manner. If it is cached, the requester could obtain the search result by simply refer to the corresponding vertex, and otherwise, the requester inserts a new vertex corresponding to the query to the view tree after obtaining the search result for the query (in a similar manner to the proposed scheme). View tree seems to be a natural realization of the result cache on P2P DHT. However, this method has the following serious drawbacks:
1. It does not provide a means to directly access a vertex corresponding to a given conjunction. Thus, the view tree may contain several candidate vertices for a given conjunction, which causes frequent backtrackings during the depth first search. 2. To realize a depth first search, each vertex must keep the information about all children in the view tree. However, it is not practical, since the number of children of a vertex could be as large as the number of all keywords issued by the peers. 
